Introduction
============

Reaching to grasp an object is one of our most common actions. In the process of planning a reaching movement, people have two principle decisions (Horowitz and Newsome, [@B17]): Where to reach (target selection) and which limb to reach with (effector specification). Target selection decisions are often dictated by a desired goal. If we want to take a break from our writing, we may decide to reach for the cup of coffee. The decision processes underlying effector selection are less clear. While people prefer to use their dominant hand, we also show impressive flexibility in hand choice in our everyday behavior (Johansson et al., [@B20]). For example, we sometimes use the left hand to pick up the cup and other times use the right hand. Similar flexibility is observed in a variety of behaviors such as pointing out directions to a lost traveler or pressing the elevator call button.

A substantial literature has focused exclusively on the problem of target selection, or more generally, decisions that require the person to make a choice between different objects. This literature has explored the relative importance of cost and reward in decision making (Rudebeck et al., [@B30]), the neural representation of the value of competing perceptual targets (Sugrue et al., [@B37]; Cisek and Kalaska, [@B6]; Churchland et al., [@B4]), and the effector-specific nature of these representations (Tosoni et al., [@B41]; Gershman et al., [@B15]). Goal-related activity in posterior parietal cortex (PPC) has been modeled as an accumulation process, resulting in the selection of one action over another (Batista and Anderson, [@B1]; Huk and Shadlen, [@B19]; Churchland et al., [@B4]; Seo et al., [@B34]). Similar patterns of activation have been observed in frontal motor areas. Interestingly, activity in dorsal premotor cortex may reflect the presence of multiple response options, pointing to the parallel preparation of candidate movements, with the final selection of a single action dependent on a threshold process (Cisek, [@B5]).

These studies have generally been restricted to experimental tasks in which a single effector is used (e.g., point to the chosen object) or effector selection is used to indicate the chosen object (e.g., use the left hand to chose object on the left). Work in humans (Medendorp et al., [@B24]; Beurze et al., [@B2]) and non-human primates (Hoshi and Tanji, [@B18]) has demonstrated that target and body-part information are integrated in premotor cortex and the PPC. However, an external cue is typically used in these studies to specify the target and effector. Few studies have been conducted in which the participant must self-select which effector to use to reach for a single target. One exception here has been the work of Schieber and colleagues. When monkeys are free to use either hand to retrieve a food reward, their choice is strongly biased by hand preference (Lee and Schieber, [@B23]). However, this bias can be modulated by other factors such as the location of the stimulus, with the animals exhibiting a preference to reach to eccentric targets with the ipsilateral hand (Schieber, [@B32]; Gabbard and Helbig, [@B12]; Gardiner et al., [@B14]), and head position (Dancause and Schieber, [@B8]). Interestingly, hand/target choices were more closely linked with prior success for particular head/hand/location pairs rather than with movement speed, indicating that hand choice may be related to reinforcement history.

In the present pair of experiments, we examine the role of reinforcement on effector selection during reaching. Reinforcement is likely related to hand preference: We are more likely to be successful in producing a skilled action when using our dominant limb. Of course this is a bit of a chicken-and-egg question. Do we become more skilled with one hand because of an intrinsic preference for one hand over the other? Or do we choose the preferred hand because it is, intrinsically more coordinated? Ontologically, the answer is probably a bit of both, with handedness constituting a self-reinforcing process. Nonetheless, over a shorter time scale, people exhibit flexibility in hand choice and their choices here may reflect recent reinforcement history. You can imagine that if you spilled your coffee when last using the left hand to pick up the cup, you would become more likely to use the right hand the next time. However, if you are holding something with the right hand, you might still choose to use your left hand to pick up the coffee cup.

In this way, hand choice can be viewed as a decision process, with relative costs and rewards being assigned to competing action alternatives. Given that the likelihood of reward involves the effort of a particular action and the accuracy or proficiency of that action, we hypothesized that the competitive process underlying effector choice would be influenced by limb-dependent task success. To investigate the effect of reinforcement on hand choice, we varied limb-dependent task success in a target interception task. We first established a psychometric function describing hand choice as a function of target location in a task in which participants were free to use either their right or left hand. We then introduced an experimental manipulation in which we modified the reinforcement rate. Exploiting the fact that right-handed participants show an overall right-hand bias, we either increased the rate of positive reinforcement for the left hand, decreased the rate of positive reinforcement for the right hand, or simultaneously applied both manipulations. We compare the effectiveness of these manipulations in producing a shift in hand choice. Given this reinforcement-learning framework, we applied a Q-learning model to characterize the change in behavior over time.

Materials and Methods
=====================

Participants
------------

Fifty-six participants (27 females; age range 18--24) participated in Experiment 1 and received course credit for their participation. Twenty-seven (16 females; age range 19--30) participated in Experiment 2 and were paid for their participation. All participants were right-handed. Data from six participants (three for each experiment) were excluded. Five participants were excluded because they almost always used one hand (right only = 4; left only = 1). One participant from Experiment 2 did not return for the second session. The protocol was approved by the UC Berkeley Institutional Review Board and all participants provided informed written consent at the start of the test session.

Design and procedures
---------------------

### Experiment 1

The experiment was performed in a virtual environment that interfaced with a 3-D robotic manipulandum (PHANToM 1.5 System, SensAble Technologies). A mirrored projection system was used to display the visual stimuli (Figure [1](#F1){ref-type="fig"}). The participants' task was to reach through a target that appeared at one of seven locations along a semicircular array. The participant held a robotic manipulandum in each hand and moved this device to reach through the target location. Movements were confined to the horizontal plane.

![**(A)** A computer monitor projected stimuli onto a mirror, creating the impression that the stimuli were in the same plane as the participant\'s hands. The robotic device restricted movement to this plane. **(B)** Stimuli appeared in one of seven locations in Experiment 1 (shown here) and one of nine locations in Experiment 2. While the visible size of the targets remained constant, a staircase algorithm adjusted the radius of a virtual target region that was used to achieve a specified reward rate.](fnins-05-00041-g001){#F1}

Two green squares (2 cm × 2 cm) centered 4.5 cm apart indicated the starting location for the hands. At the beginning of each trial, participants were instructed to move two spherical cursors, corresponding to the positions of the two hands, into these start squares. After the start positions were maintained for 200 ms, the blue cursors disappeared and a red target appeared at one of seven locations along a semicircular array approximately 9 cm from the start positions. The exact radius of the array was scaled to each individual\'s arm length. The participants were instructed to reach with one hand until they saw the target explode, indicating a hit, or heard a tone (242 ms), indicating a miss. Vision of their hands was occluded by the mirror and the hand cursor was not displayed during the reaching movement. Thus, participants could not make online corrections to their movements.

The participants were trained to move at a comfortable speed. Auditory feedback was also used to indicate if the movement time fell outside a criterion window of approximately 300--700 ms. The precise time window depended on the arm-length scaled target distance. One sound was played if the movement time was too short (duration: 232 ms) and another sound was played if the movement time was too long (duration: 1200 ms). A high pitched beep was played if subjects stopped reaching before they hit the target (duration: 135 ms). These reaches were coded as errors and accounted for less than 3% of the trials.

Participants completed 12 experimental blocks of 100 trials each (1200 trials total). Within a block of 100 trials, the target appeared at the ±55° locations on eight trials, the ±30° and ±17.4° locations on 16 trials, and at the center location on 20 trials. This distribution was chosen to increase the sampling rate at locations in which participants were expected to use both hands (ambiguous locations). The eccentric, 55° locations, were included to decrease the likelihood that participants would adopt a strategy of using one hand to reach to all of the targets. The sequence of target locations was randomized.

Across the 12 blocks, we manipulated the target reward rate. The first four blocks served as the baseline phase. During these blocks, the target reward rate was set to 68% for each hand (see below for description of how we controlled the reward rate). Blocks 5--8 constituted the manipulation phase. During these blocks, the target reward rate was adjusted differently for four participant groups: BOOST (*n* = 12): The left hand reward rate was increased to 86% while the right hand reward rate remained at 68%; TAX (*n* = 14): Right hand reward rate was reduced to 50% while the left hand reward rate was maintained at 68%; *BOTH* (*n* = 13): The reward rates for the left and right hands were adjusted to 86 and 50%, respectively; *NOMANIP:* (*n* = 14): The target reward rates for both hands remained at 68%. The final four blocks served as the post-manipulation phase. Here the reward rate for all four groups was set to 68% for both hands.

The desired target reward rate was experimentally controlled using a variable ratio staircase procedure (Garcia-Perez, [@B13]) in which the size of the virtual target was adjusted. The target displayed to the subjects was a consistent visual size (radius 4 mm). However, we also defined a virtual target region; the hand had to pass within this region for the trial to result in a successful reach (i.e., a hit). The staircase procedure was used to adjust the size of the virtual target region. The size was decreased after a hit and increased after a miss. Following a miss, the radius of the virtual target region was always increased by 1.5 mm. Following a hit, the radius was reduced, with the amount of the reduction a function of the target reward rate. Reductions of 0.3, 0.6, and 1.5 mm were used for target reward rates of 86, 68, and 50%, respectively. Note that the radius of the virtual target was limb specific since the target reward rate for the two hands could differ during the manipulation phase.

To increase subject motivation, a point counter at the center of the screen kept a running tally on the number of hits. Between each block, the score for that block, as well as the total current score, were displayed.

Before the start of the experimental blocks, participants performed one practice block of 100 trials. During the practice blocks, participants had online feedback of their hand position during the reaches (i.e., the spherical cursors remained visible). The virtual target and visible target were identical in this block and reinforcement was based on whether or not the participant\'s hand passed through the target. We also provided 10 practice trials with online feedback at the start of each of the 12 experimental blocks. These practice trials were included so that the participants remained calibrated throughout the experiment.

#### Awareness

We included a debriefing survey to assess participants' awareness of the experimental manipulation. Participants were asked if they had noticed any change over the course of the experiment. Specifically they were asked if the task got easier, harder, or stayed the same for the right and left hand. Additionally they were asked if they used one hand more than the other, and if this changed over the course of the experiment.

### Experiment 2

The apparatus and stimulus displays were slightly modified in Experiment 2. First, we updated the virtual environment to include angled mirrors, providing for better 3-D vision. Movements were again confined to the horizontal plane. Second, the density of targets near the midline was increased such that a target could also appear at ±8.6°, increasing the number of target locations from seven to nine. The eccentric target was moved in to ±45° from ±55°. In a 100-trial test block, targets appeared at the eccentric ±45° locations on six trials, at the three intermediary locations (±30°, ±17.4°, ±8.6°) on 12 trials each, and at the midline location on 16 trials. Third, approximate reach lengths were 11 cm compared to 9 cm in Experiment 1 (again scaled to arm length). Slightly longer reaches were possible given the new apparatus configuration. Fourth, a variable delay (50--250 ms) was introduced between the time the participants positioned their hands in the start squares and the onset of the target. Fifth, the point counter was not visible during the experimental blocks; summary feedback was only presented between blocks.

The design of Experiment 2 involved two primary changes in the experimental design. First, to obtain a better understanding of the differences in the effects of increasing and decreasing positive reinforcement on hand choice, a within-subject design was adopted with testing limited to the BOOST and TAX conditions. Second, we modified the target reward rates so they were identical for the BOOST and TAX conditions in the manipulation phase. For the BOOST condition, the target reward rate was 70% for each hand in the baseline and post-manipulation phases. During the manipulation phase, the reward rate for the left hand was set to 84% and the right hand remained at 70%. For the TAX condition, the target reward rate was 84% for both hands during the baseline and post-manipulation blocks. During the manipulation phase, the reward rate dropped to 70% for the right hand and remained at 84% for the left hand. Thus, the manipulation phase always involved a change in the reward rate of 14% for one hand, and resulted in target rates of 70 and 84% for the right and left hands, respectively. We again used a staircase procedure to produce the desired reward rates. The base step size was increased to 3 mm in Experiment 2, given the increase in reach distance and pilot work that indicated this would provide better experimental control of the reward rates.

The BOOST and TAX conditions were tested in separate sessions, separated by 1 day. Within each session, the participants completed 12 experimental blocks with 100 trials each (1200 trials total), divided into four baseline blocks, four manipulation blocks, and four post-manipulations blocks. Half of the participants started with BOOST and the other half started with TAX.

As in Experiment 1, participants completed a practice block of 100 trials at the start of the test session.

#### Awareness

We again included a debriefing survey to assess participants' awareness of the experimental manipulation. This survey was only given at the end of the second session. Participants were informed that they had been randomly assigned to one of two groups: Group A in which the reward rate for each hand was consistent throughout the experiment or Group B in which the reward rate changed in a way that corresponded to their particular condition. They were asked to indicate their perceived group assignment.

Analysis
--------

### Percent right hand use

To measure hand preference, we calculated the total percent right hand use across all targets for each block. This value was also calculated for each target to obtain a psychometric function of hand choice as a function of target location. By fitting a logistic regression to this curve, we estimated the point of subjective equality (PSE), the theoretical point where the participant was equally likely to use his/her right or left hand. This procedure was performed separately for the three phases. To obtain estimates of the PSE values when performance was relatively stable, we limited the data set to the final two blocks of each phase (baseline: Blocks 3--4; manipulation: Blocks 7--8; post-manipulation: Blocks 11--12). These values were entered into an ANOVA to determine the effectiveness of the experimental manipulations of reward rate.

### Sequential effects

We quantified sequential effects by calculating the probability of using the right hand at the center target on trial *t* given that the previous trial *t* − 1 was either a right hand hit, a right hand miss, a left hand hit, or a left hand miss. Given the small amount of data for each pair of locations, the data were collapsed over the experimental phases and conditions. We also combined the data over all previous *t* − 1 locations in an ANOVA designed to assess the probability of choosing the right hand on the current trial as a function of the hand (right or left) and outcome (hit or miss) from the previous trial.

### Reaction time

Reaction time was defined as the interval between the onset of the target and the time at which the chosen hand left the start box. Our primary focus with these data was to compare the reaction time to targets at the center location to those at the more peripheral locations (±30°, ±17.4° in Experiment 1 and ±30°, ±17.4°, ±8.6° in Experiment 2). We did not include the data from the most eccentric locations in the RT analysis since these locations were used much less frequently. We excluded the data from the first block since we observed that participants' generally showed a considerable reduction in RT over the first 100 trials as they became familiar with the task. In order to have the same amount of data in each phase, we also excluded the first block for the manipulation and post-manipulation phases.

### Reinforcement learning model

A reinforcement learning model based on a temporal difference (TD) algorithm was fit to the data (Watkins and Dayan, [@B42]; Kaelbling et al., [@B21]; Sutton and Barto, [@B38]; Gershman et. al., [@B15]). The model assigns a value to each state--action pair where the state (*s*) is the target location and the action (*a*) is a right or left hand reach. The action values are learned and updated each trial *t* using the following update rule:
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where *s~t~* represents the target location at the current trial *t*, and for the action, *a*, the superscript *c* or *u* refers to chosen and unchosen hand, respectively. The learning rate α is a free parameter. δ is the prediction error defined by the following equation:
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The probability by which a particular action is chosen on trial *t* is a function of the current action--state value *Q* and is given by a "softmax" (logistic) rule:
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On each trial, the probability of a particular action given by the softmax function was compared to a threshold of *P*~T~ = 0.5 such that:
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The *Q* values were initialized using the average percent right hand use (PER) over the baseline phase (first four blocks). The *Q* values were set to PER − 0.5, bounding them between −0.5 and 0.5.

The model was fit to the data from the manipulation and post-manipulation phases (Blocks 5--12). We compared three models: *Alpha_4*: For this model, we allowed alpha to have a different value for each condition (Experiment 1: α^BOOST^, α^TAX^, α^BOTH^, α^NOMANIP^; Experiment 2: α^BOOST-Day1^, α^TAX-Day1^, α^BOOST-Day2^, α^TAX-Day2^); *Alpha_1*: Alpha was constrained to take on a single value for each experiment; *No_Learn*: A reinforcement-free model in which alpha was fixed at zero. The *No_Learn* model serves as a null model. Here, hand choice is restricted to the biases exhibited during the baseline phase and does not depend on changes in reinforcement history. In contrast, hand choice can vary with reinforcement history in the *Alpha_1* and *Alpha_4* models. For the former, hand choice will vary with reward rate in the same manor in all four types of manipulations. For the latter, the learning rates may vary as a function of the type of manipulation. In particular, we included the *Alpha_4* model to ask whether learning rate differed for changes related to increasing the rate positive reinforcement, decreasing the rate of reinforcement, or, in Experiment 1, both manipulations.

To obtain the best fitting values for the free parameter alpha in these *Alpha_1* and *Alpha_4* models, we minimized the negative log likelihood (−LL). For each value of alpha, the average percent hand use for each block, calculated from the data, was compared to the model prediction. The alpha values ranged from 0.01 to 0.49 and was incremented in steps of 0.01.

We used a bootstrapping (Fisher, [@B10]) procedure to determine the best fit learning rate (alpha) for each of the models *Alpha_1* and *Alpha_4*. We generated 1000 group averaged data sets by randomly resampling with replacement from the original participant pool and fit the models to each data set. To evaluate the model fits, we used the likelihood ratio test statistic (LR):
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We also calculated the Pearson correlation coefficient (*R*^2^). To compare *Alpha_4* and *Alpha_1* to *No_learn* models, we calculated a pseudo-*R*^2^ statistic defined as (*R* − *Q*)/*R* where *R* is the −LL for the *No_learn* model and *Q* is the −LL for the *Alpha_4* and *Alpha_1* (Gershman et al., [@B15]).

We explored models with more parameters. These included models in which different learning rates were set for the right and left hands, different learning rates were set for the chosen and unchosen hand, and models in which a temperature parameter that dictated how exclusively choices were restricted to the highest valued action was allowed to vary. These models did not significantly improve the obtained fits and introduced considerable variability in the parameter selection. While a more complex model may capture nuances in the data, we focus on a simplistic model that can capture the way in which recent reinforcement history affects hand choice.

Results
=======

Experiment 1
------------

### Reward rates

The observed reward rates were close to the desired target reward rates (Figure [2](#F2){ref-type="fig"}A). Participants were rewarded slightly more often during the baseline and post-manipulation blocks than expected (69.3% compared to target rate of 68%). During the manipulation phase, the reward rate increased to 83.1 ± 0.3% for the left hand in the BOOST condition and fell to 49.9 ± 0.1% for the right hand in the TAX condition. Thus, while the experiment was designed to produce an 18% shift for both the BOOST and TAX conditions, the actual changes were approximately 14 and 19%. For the BOTH condition, the observed reward rates during the manipulation phase were 83.3 ± 0.3% and 50.7 ± 0.2% for the left and right hands, respectively.

![**Observed rewards rates for the right hand (red) and left hand (blue)**. Target reward rate was fixed for Blocks 1--4 (baseline), adjusted in Blocks 5--8 (manipulation), and then returned to the initial rates in Blocks 9--12 (post-manipulation). **(A)** Experiment 1 reward rates for the four experimental conditions (BOOST: increase reward rate for left hand, TAX: decrease reward rate of right hand, BOTH: both tax and boost manipulations, NOMANIP: no manipulation). **(B)** Experiment 2 reward rates for the two experimental conditions and two subjects groups.](fnins-05-00041-g002){#F2}

### Percent right hand use/PSE

The psychometric function for hand choice was very steep (Figure [3](#F3){ref-type="fig"}A). Participants almost always used the right hand to reach for the three target locations in the right visual field, even during the manipulation phase when the reward rates favored left hand use. The left hand was selected for the majority of left visual field targets, but there were some trials in which the right hand was selected. More variability was evident at the center location, both within and across subjects. During the baseline phase, the right hand was used on 82.3 ± 1.9% (across all 53 participants) of the trials to reach to the center location. Right hand use decreased during manipulation phase for the BOOST, TAX, and BOTH conditions (Figure [3](#F3){ref-type="fig"}B). This shift was not evident in the control, NOMANIP condition.

![**Hand choice results for Experiment 1 in the BOOST (green), TAX (cyan), BOTH (magenta), NOMANIP (black) conditions**. **(A)** Mean probability of right hand use as a function of target location. Solid lines are for data from the last two blocks of the manipulation phase (Blocks 7--8) and dotted lines are for data from the last two blocks of the baseline phase (Blocks 3--4). **(B)** Percent right hand use across all targets as a function of block number. **(C)** PSE values, calculated from the data for the last two blocks of each phase (B, baseline; M, manipulation; P, post-manipulation).](fnins-05-00041-g003){#F3}

To quantify these effects, PSE values were estimated for each phase. As can be seen in Figure [3](#F3){ref-type="fig"}C, the PSE values were all negative during the baseline phase, consistent with the right hand bias evident in the psychometric functions. During the manipulation phase, these values became less negative, indicative of greater left hand use. The main effect of phase was significant \[*F*(2,98) = 13.89, *p* \< 0.0001\], and this factor interacted with condition \[*F*(6,294) = 2.80, *p* = 0.02\]. When compared to the NOMANIP condition, the decrease in right hand use was reliable for all three conditions: BOOST \[*t*(23) = 2.30, *p* = 0.01\], TAX \[*t*(25) = 2.24, *p* = 0.02\], and BOTH \[*t*(24) = 3.50, *p* \< 0.001\]. Furthermore, changing the reward rate simultaneously for both hands had a larger effect on right hand use than either increasing the reward rate for the left hand \[BOOST vs BOTH: *t*(23) = 1.90, *p* = 0.04\] or decreasing the reward rate for the right hand \[TAX vs BOTH: *t*(25) = 1.98, *p* = 0.03\]. There was no difference between the shift in hand use between the BOOST and TAX conditions \[*t*(24) = 0.03, *p* = 0.49\].

This decrease in right hand use was maintained during the post-manipulation phase, and correspondingly, the PSEs during the post-manipulation phase were less negative than the PSEs during the baseline phase. In a series of pair-wise comparisons between the baseline PSE and the post-manipulation PSE, reliable effects were observed for the BOOST \[*t*(11) = 2.90, *p* \< 0.01\] and BOTH \[*t*(12) = 3.60, *p* = 0.02\] conditions. The effect for the TAX condition was marginally significant \[*t*(13) = 1.75, *p* = 0.052\]. Again, there was no change in right hand use for the NOMANIP condition \[*t*(12) = 0.32, *p* = 0.38\].

### Sequential analysis

Given that hand choice was influenced, albeit in a subtle manner, by the change in reinforcement rate, we performed a sequential analysis, asking if the cause of these shifts might be evident in the local reinforcement history. We note at the outset that this analysis is problematic because the shift in hand choice was most pronounced at the central location and targets only appeared at this location on 20% of the trials. As such, the trial-by-trial pairs involving non-central targets on trial *t* involve reaches where hand choice was dominated by target location.

Nonetheless, we focus here on a qualitative analysis of reaches to the more ambiguous, center location, asking if hand choice on these trials is influenced by the location of the target, hand choice, and outcome on trial *t* − 1. If hand choice was impervious to local history, then these functions would be flat. As can be seen in Figure [4](#F4){ref-type="fig"}A, sequential effects are evident in hand choices made to central targets. First, there is a bias for participants to use the same hand as was selected on the previous trial. This is most evident when the target on trial *t* − 1 was also at the center location, but is also evident at the other locations (e.g., right hand at center location is greater after a right visual field target compared to a left visual field target). Second, there is a "contrast" effect in the sequential data. The more eccentric a target was on trial *t* − 1, the more likely the participant was to switch hands when the target on trial *t* appeared at the center location. This effect was present for both hands.

![**Sequential analysis of hand choice for Experiment 1 (A) and Experiment 2 (B)**. The functions depict the probability of right hand use for targets at the center location (0°) as a function of the previous trial (*n* − 1), divided by the location of the last target, the hand used on the last trial, and the outcome on that trial. Right miss (red dashed), right hit (red solid), left miss (blue dashed), left hit (blue solid).](fnins-05-00041-g004){#F4}

The functions in Figure [4](#F4){ref-type="fig"}A indicate a modest effect of reinforcement on hand choice. Participants were more likely to use their right hand to reach to the center target if the left hand had missed a target on the previous trial (77.0 ± 2.7%) compared to when the left hand has successfully reached a target on the previous trial (73.9 ± 2.7%). Conversely, the participants were more likely to use their right hand if that hand had successfully intercepted a target on the previous trial (79.1 ± 2.5%) compared to a right-hand miss (77.7 ± 3.2%). In an ANOVA collapsing across *t* − 1 target location, there was no main effect of the hand used on the previous trial \[*F*(1,49) = 1.50, *p* = 0.23\] nor on the outcome (hit or miss) of the previous trial \[*F*(1,49) = 0.93, *p* = 0.34\]. However, these two factors did interact \[*F*(1,49) = 5.12, *p* = 0.03\], consistent with the hypothesis that hand choice was more likely to switch after a miss.

### Reaction time

Figure [5](#F5){ref-type="fig"} plots the RT data as a function of target position. We combined the data for targets at −30° and −17.4° using only left hand reaches and the data for the +30° and +17.4° targets using only right hand reaches. For the central target, the data are divided into right and left hand reaches. Note the number of observations is not equal for the two hands given the hand choice biases. Two trends are evident in the figure. First, right hand reaches were initiated faster than left hand reaches \[*F*(1,49) = 30.29, *p* \< 0.001, main effect of hand\]. Second, RTs to the center location were slower than RTs to more peripheral locations \[*F*(1,49) = 68.12, *p* \< 0.001, main effect of target\]. The hand by location interaction was also reliable \[*F*(1,49) = 15.73, *p* \< 0.001\] due to the fact that the peripheral advantage was more pronounced for right hand reaches.

![**Left (blue) and right (red) hand reaction time data for Experiment 1**. For each condition, the data are plotted separately for the three phases (baseline: left cluster; manipulation: center cluster; post-manipulation: right cluster). Within each cluster, the data were combined for eccentric targets at ±30° and ±17.4° for the left and right hands (EL and ER). Data for the central target (C) is depicted separately for right and left hand reaches.](fnins-05-00041-g005){#F5}

### Awareness

No participants spontaneously reported being aware of the experimental manipulation. Two participants in BOOST, two in TAX, eight in BOTH, and three in the NOMANIP condition commented that they used their left hand more over the course of the experiment. In general, these participants reported being concerned about the accuracy of their left hand initially, but became more confident over time. They tended to attribute the increase in left hand use to intrinsic factors. One subject remarked that they might have used their left hand more than they would have expected because they spend a lot of time playing video games, while another subject reported that over the course of the experiment they "put a little more faith" in their left hand.

When directly asked whether the task became easier, harder, or stayed the same for the right and left hands, participants in the TAX and BOOST conditions were nearly equally likely to say that the difficulty remained the same across the experimental session as they were to state that the difficulty changed in accordance with their particular experimental manipulation. For example, 42% of the participants in the BOOST condition reported that the task got easier for the left hand, compared to 25% who reported it got harder. However, for the TAX condition, 46% also reported that the task got easier for the right hand! Participants were more sensitive to the experimental manipulations in the BOTH condition. Here 57% reported that the task became harder for the right hand (compared to 14% who reported it got easier) and 64% reported that the task became easier for the left hand (compared to 0% who reported it got harder). While the participants in the NOMANIP group distributed their responses across the three choices with near-identical frequencies for the right hand, they were more likely to report that left hand reaches became easier (39%) compared to harder (15%). Thus, this control condition suggests that participants experienced a general practice effect when using their non-dominant limb.

### Summary

The results of Experiment 1 indicate that hand choice was sensitive to reinforcement. Regardless of whether we reduced the reinforcement rate for the right hand, increased the rate for the left hand, or introduced both manipulations, participants exhibited a spontaneous increase in the use of their left hand. The shift was generally restricted to regions in which hand choice exhibited some ambiguity in the baseline phase, and was of comparable values for the TAX and BOOST conditions. The increase in left hand use for these conditions occurred despite the participants' lack of awareness of the experimental manipulation.

Our interpretation of this finding is that the change in reward rates led to a change in the value state associated with left and right hand choices, thus influencing the outcome of a competitive process underlying hand choice. The RT data are in accord with this hypothesis: Participants were slower to initiate responses when the target appeared at the ambiguous, central location.

Experiment 2
------------

Although we did not observe a differential effect of increasing and decreasing the rate of positive reinforcement in Experiment 1, the data showed a trend for a larger effect of BOOST in the post-manipulation phase, the condition in which the left hand reward rate was increased. However, Experiment 1 might not provide a fair contrast of BOOST and TAX since the absolute reinforcement rates, as well as change in reinforcement rates, differ for the two conditions during the manipulation phase. Moreover, despite our efforts to use a constant size shift (18%), the observed changes in reward rates differed for the two conditions. To better compare the effects of increasing and decreasing the rate of positive reinforcement, we used a more powerful within-subject design in Experiment 2. In addition, we equated the reward rates in the BOOST and TAX conditions during the manipulation phase and added target locations at ±8.6°, close to the central location, to more densely sample the ambiguous area.

### Reward rates

In Experiment 2, the average reward rates during the last three blocks of baseline and last three blocks of post-manipulation were 69.5 ± 0.1% and 69.6 ± 0.1% for the right and left hands, respectively in the BOOST condition. For the TAX condition, the observed reward rates were 83.7 ± 0.2% for each hand over these two phases. These values are very close to the desired values of 70 and 84% (Figure [2](#F2){ref-type="fig"}B). During the manipulation phase, the reward rates for the two groups were near-identical \[BOOST: 69.8 ± 0.1% (right), 83.5 ± 0.2% (left); TAX: 69.7 ± 0.3% (right), 83.6 ± 0.2% (left)\].

### Percent right hand use/PSE

As in Experiment 1, the psychometric functions were very steep, with participants overwhelmingly preferring to use the ipsilateral hand when reaching to peripheral targets (Figure [6](#F6){ref-type="fig"}A). A right-hand bias was again observed at the center location (71.5 ± 2.6%), although there were a significant number of left hand reaches to this location during the baseline phase. The inclusion of target locations just off-center (±8.6°) increased the occurrence of off-center ambiguity, with the right-hand being used to cross the midline on 20.2 ± 1.8% of the trials during the baseline phase. Interestingly, the inclusion of these locations may have reduced participants' willingness to use the right hand to reach to the −17.4° target (left of midline): The percentage of right hand reaches to this location during the baseline phase was only 5.8 ± 1.3%, compared to 16.1 ± 1.7% in Experiment 1. We did not analyze this effect given the various methodological differences between the two experiments.

![**Hand choice results for Experiment 2 for participants who were tested on BOOST in day 1 (left side) or TAX on day 1 (right side)**. BOOST is shown in green and TAX in cyan. **(A)** Mean probability of right hand use as a function of target location. Solid lines are for data from the last two blocks of the manipulation phase (Blocks 7--8) and dotted lines are for data from the last two blocks of the baseline phase (Blocks 3--4). **(B)** Percent right hand use across all targets as a function of block number. **(C)** PSE values, calculated from the data for the last two blocks of each phase (B, baseline; M, manipulation; P, post manipulation).](fnins-05-00041-g006){#F6}

Figures [6](#F6){ref-type="fig"}B,C depict the shift in right hand use and corresponding changes in PSEs over the course of the experiment. In the ANOVA of the PSE data (within-subject factors: phase and condition, between-subject factor: order of conditions), we observed a marginally reliable main effect of phase \[*F*(2,44) = 2.57, *p* = 0.09\]. The main effects of condition \[*F*(1,22) = 0.03, *p* = 0.87\] and test order were not reliable \[*F*(1,22) = 0.15, *p* = 0.70\], nor did any of the two-way or three-way interactions approach significance. In pair-wise comparisons of the scores between baseline and manipulation phases, we observed a marginal shift in the PSEs during the manipulation phase for BOOST \[*t*(22) = 1.52, *p* = 0.07\] and a reliable shift for TAX \[*t*(22) = 2.92, *p* \< 0.01\]. Unlike Experiment 1, this shift was not maintained in the post-manipulation phase for either condition, relative to baseline \[BOOST:*t*(22) = −0.59, *p* = 0.28; TAX: *t*(22) = −0.002, *p* = 0.50\].

### Sequential effects

Figure [4](#F4){ref-type="fig"}B shows the sequential analysis for Experiment 2, again restricted to trials in which the target on trial *t* appeared at the center location. As in Experiment 1, participants exhibited a bias to reach with the hand used on the last trial (on top of an overall bias to use the right hand). Moreover, hand switches were more likely to occur when the center location was preceded by a target at a more eccentric location, an effect that was especially pronounced after hits.

Unlike Experiment 1, we did not observe a win-stay/lose-shift strategy. There was a main effect of the hand used on the previous trial \[*F*(1,23) = 6.85, *p* \< 0.01\] and an effect of the outcome of the last trial \[*F*(1,23) = 13.14, *p* = 0.001\]. However, these factors did not interact \[*F*(1,23) = 0.01, *p* = 0.92\]. Rather, there was an unexpected outcome-related sequential effect in Experiment 2: Independent of whether the last reach was with the right or left hand, participants were more likely to use their right hand after a miss compared to a hit. The probability of using the right hand at the center target after a left miss was 65.7 ± 4.7% compared to 59.7 ± 4.5% after a left hand hit. Surprisingly, the probability of using the right hand at the center target after a right hand hit was 76.1 ± 3.6% compared to 70.5 ± 3.6% after a right hand miss. One interpretation of this effect is that participants became more reliant on their dominant hand after an error, independent of which hand has produced the error.

### Reaction time

The reaction time data were very similar to those observed in Experiment 1 (Figure [7](#F7){ref-type="fig"}). Participants were faster to initiate reaches with the right hand \[*F*(1,22) = 16.20, *p* = 0.001\] and showed an RT cost when the target appeared at the center location compared to the more peripheral locations \[*F*(1,22) = 14.46, *p* = 0.001\]. Unlike Experiment 1, the hand by target interaction was not reliable \[*F*(1,22) = 0.42, *p* = 0.52\].

![**Left (blue) and right (red) hand reaction time data for Experiment 2**. The data are plotted for the three phases (baseline: left cluster; manipulation: center cluster; post-manipulation: right cluster). Within each cluster, the data were combined for eccentric targets at ±30°, ±17.4°, and ±8.6° for the left and right hands (EL and ER). Data for the central target (C) is depicted separately for right and left hand reaches.](fnins-05-00041-g007){#F7}

### Awareness

As in Experiment 1, participants did not spontaneously report becoming aware of the experimental manipulations during either session of the experiment. Due to a filing error, the survey data were not retained for nine participants. For the other 18, 11 judged that they had been in a group in which the reward rate remained unchanged over the course of the experiment, with the percentage similar for the BOOST and TAX conditions.

### Summary

In Experiment 2 we equated the TAX and BOOST manipulations by employing different reward rates during the baseline phase. In both conditions, we observed an increase in left hand use when the reinforcement rates were altered for one of the two hands, although these effects were only marginally reliable in the overall ANOVA. We had hoped to observe more ambiguous target locations in Experiment 2 by including a denser sampling of midline targets (targets at ±8.6°). However, the inclusion of this target may have reduced the (small) ambiguity observed at more eccentric locations, and as such, effectively reduced the range of ambiguity compared to Experiment 1. The smaller sample of ambiguous targets could account for the smaller shift in hand choice observed in Experiment 2, as well as the lack of persistence of the hand choice shift during the post-manipulation phase (see [Discussion](#s1){ref-type="sec"}).

As in Experiment 1, we failed to observe any obvious differential effect of increasing or decreasing the rate of positive reinforcement. We examine this issue in more detail in the following section in which we apply a reinforcement learning model.

Reinforcement learning model
----------------------------

We fit the hand choice data to a Q-learning model. We used the data from the baseline phase to establish initial *Q* values at each location. These data capture the biases of the participants to respond to eccentric targets with the ipsilateral hand and to prefer the dominant over the non-dominant hand (for most participants) for central locations. We then fit the data for the manipulation and post-manipulation phases. By comparing three models, we addressed two questions. First, is a better fit obtained when the model reflects recent reinforcement history? To address this question, we compared models that included a learning rate parameter, alpha, to a model in which hand choice preferences remained invariant over the course of the experiment (null model). Note that if reinforcement history modifies hand choice, we may observe an improved fit with the alpha model even in the condition in which we did not alter the success rate (NOMANIP in Experiment 1). Second, we compared two classes of models, one in which a single alpha value was set for all of the experimental conditions compared to one in which alpha was free to vary across experimental conditions. In this way, we could ask if hand choice was differentially affected by increasing or decreasing the rate of positive reinforcement, as well as whether choice behavior changed at a different rate when the success rate for both hands was simultaneously adjusted.

The model fits and free parameter estimates are presented in Table [1](#T1){ref-type="table"}. For both experiments, the *Alpha_1* models provide a much better fit than the null model. A likelihood-ratio test as approximated by Chi-square test of the log likelihood ratios showed that the fit was much better for the *Alpha_1* model compared to the null model in both experiments \[Experiment 1: χ^2^(1) = 1191, *p* \< 0.0001; Experiment 2: χ^2^(1) = 1358, *p* \< 0.0001\]. Indeed, the percentage of variance accounted for (*R*^2^) was low for the set of null models, but rose to 94 and 97% for the *Alpha_1* models in Experiments 1 and 2, respectively. Thus, while the effect of reinforcement was relatively modest in the group-averaged data of hand choice, recent reinforcement history had a significant impact on hand choice preferences. The *R*^2^ values are also very high for each condition in the *Alpha_4* models.

###### 

**Reinforcement learning model fits**.

                 Model           Condition            α                     −L L                Pseudo-*R*^2^   *R*^2^
  -------------- --------------- -------------------- --------------------- ------------------- --------------- ---------------------
  Experiment 1   *No_Learn*      BOOST                --                    340 ± 37            --              −0.03 ± 0.13
                                 TAX                  --                    392 ± 39            --              0.21 ± 0.14
                                 BOTH                 --                    557 ± 67            --              0.39 ± 0.07
                                 NOMANIP              --                    419 ± 42            --              0.24 ± 0.06
                                 SUM                  --                    1708 ± 184          --              0.20 ± 0.05
                 ***Alpha_1***   **ALL CONDITIONS**   **0.28 **±** 0.09**   **1113 **±** 14**   **0.35**        **0.94 **±** 0.01**
                 *Alpha_4*       BOOST                0.22 ± 0.05           253 ± 4             0.26            0.91 ± 0.03
                                 TAX                  0.24 ± 0.15           310 ± 13            0.21            0.89 ± 0.05
                                 BOTH                 0.25 ± 0.01           276 ± 2             0.50            0.95 ± 0.01
                                 NOMANIP              0.24 ± 0.12           273 ± 2             0.35            0.94 ± 0.02
                                 SUM                  --                    1112 ± 21           0.35            0.94 ± 0.01
  Experiment 2   *No_Learn*      BOOST -- day 1       --                    387 ± 31            --              0.44 ± 0.13
                                 TAX -- day 1         --                    412 ± 34            --              0.48 ± 0.16
                                 BOOST -- day 2       --                    379 ± 13            --              0.75 ± 0.15
                                 TAX -- day 2         --                    486 ± 116           --              0.62 ± 0.30
                                 SUM                  --                    1665 ± 194          --              0.64 ± 0.18
                 ***Alpha_1***   **ALL CONDITIONS**   **0.38 **±** 0.07**   **998 **±** 6**     **0.40**        **0.97 ±** 0.01
                 *Alpha_4*c      BOOST -- day 1       0.37 ± 0.08           258 ± 9             0.33            0.96 ± 0.02
                                 TAX -- day 2         0.36 ± 0.12           273 ± 2             0.34            0.97 ± 0.01
                                 TAX -- day 1         0.23 ± 0.02           226 ± 2             0.40            0.98 ± 0.01
                                 BOOST -- day 2       0.25 ± 0.01           229 ± 4             0.53            0.97 ± 0.02
                                 SUM                  --                    986 ± 17            0.41            0.97 ± 0.01

It should be noted that the improved fit for *Alpha_4* as compared to the corresponding null model holds even for the NOMANIP condition in Experiment 1, where we did not vary reinforcement rate. Thus, the effect of reinforcement history on hand choice does not require that the system be perturbed with a change in reinforcement rate: The current data suggest that hand choice preferences are constantly being updated as a function of success rates, at least when reaching to ambiguous locations. This observation is consistent with the fact that the participants exhibited minimal awareness of the experimental manipulation of reinforcement rates, yet altered their hand choice preferences.

The goodness-of-fit was similar for the *Alpha_1* and *Alpha_4* models. A Chi-square test of the likelihood ratios did not show a reliable difference between the two alpha models in Experiment 1 \[χ^2^(3) = 2, *p =* 1\]. While the *Alpha_4* model did provide a significant improvement over the *Alpha_1* model in Experiment 2 \[χ^2^(3) = 24, *p* \< 0.0001\]. This effect is relatively modest, and likely reflects the fact that the alpha values were different for the two subject groups, and not for the two reinforcement manipulations. Thus, the modeling results confirm that participants were equally sensitive to reinforcement changes that either increased the success rate of the left hand or decreased the success rate for the right hand. While our manipulation confounds the form of reinforcement and hand, the results suggest that increasing or decreasing the rate of positive reinforcement operate through a common mechanism.

In terms of the estimates of learning rate, the alpha values for the four conditions in Experiment 1 were not reliably different from one another as estimated by a bootstrapping procedure (*p* \> 0.055, significance criterion *p* \< 0.0125 to correct for multiple comparisons) and were quite similar to the alpha value obtained for the *Alpha_1* model. Of note here is that the estimate of the alpha rate for the BOTH condition is similar to the estimates for the TAX and BOOST conditions. Thus, it appears that simultaneously increasing and decreasing reinforcement rates has an additive effect on behavior.

The alpha estimates are more problematic for Experiment 2. Here we observed a much larger estimate of alpha for the participants who were tested in the BOOST condition on day 1 compared to those who were first tested in the TAX condition. While this might suggest greater sensitivity to positive reinforcement (or a manipulation targeted at the non-dominant hand), two features of the data suggest that this difference may be idiosyncratic to these particular groups of individuals. First, these differences were also evident in the estimates obtained from the day 2 data. Second, the actual reinforcement rates are identical for the BOOST conditions in Experiments 1 and 2 (shift from 70/70 reinforcement rates during baseline to 85/70 during the manipulation phase). Nonetheless, the estimates of alpha were much larger in Experiment 2 for the BOOST data on day 1.

In summary, a reinforcement learning model provided an excellent fit to the data in both experiments. Participants altered their hand choice preferences for each location (*Q* values) as a function of their recent success or failure in reaching to targets at that location. Moreover, the modeling results indicate that participants were equally sensitive to manipulations that increased or decreased the rate of positive reinforcement. Not only were the estimates of alpha similar across conditions in Experiment 1 and within conditions in Experiment 2, but a model with a single learning rate performed essentially as well as one with separate learning rates for each condition.

Discussion {#s1}
==========

The pair of experiments reported here demonstrate that hand choice in an unconstrained reaching task can be influenced by limb-dependent task success. Both decreasing the rate of positive reinforcement for the dominant hand and/or increasing the rate of positive reinforcement for the non-dominant hand increased the likelihood that participants would use their non-dominant to reach to ambiguous target locations. We were able to account for these transient changes in performance within a reinforcement learning framework using a Q-learning model.

Hand choice as a competitive process
------------------------------------

Previous work on the behavioral and neural correlates of decision making during reaching has focused on target selection (Sugrue et al., [@B37]; Cisek and Kalaska, [@B6]; Churchland et al., [@B4]). The current studies suggest that hand choice may also be viewed as a competitive process. Participants exhibited between-trial variability in hand choice at locations near the midline. Moreover, RTs at these ambiguous locations(s) were slower than RTs to targets at neighboring locations, an effect we interpret as a signature of a competitive process. This RT cost is not observed when the responses are limited to a single hand (Oliveira et al., [@B28]). Interestingly, participants were faster when using their right hand in the current studies, whereas they showed a surprising left hand advantage in Oliveira et al. ([@B28]). This difference may reflect the accuracy requirements used here. RTs were approximately 200 ms slower in the current experiments, likely due to the fact that accuracy constraints had to be incorporated in trajectory planning processes given that online corrections were precluded (Sainburg and Kalakanis, [@B31]).

By viewing hand choice as a competitive process, it is reasonable to think that this simple decision might be affected by recent reinforcement history. An increase in the rate of positive reinforcement for the non-dominant limb or decrease in the rate for the dominant limb led to an increase in the use of the non-dominant limb. The small size of the shift likely arises from at least two factors. First, hand choice was strongly constrained by target position -- the participants showed a large bias to use their ipsilateral hand to reach to eccentric targets, an effect that may be especially pronounced when head position and fixation are centered near the midline (Dancause and Schieber, [@B8]). Thus, the effects of reinforcement are intermixed with other constraints determining hand choice. Second, the change in reinforcement rates was relatively subtle, an increase or decrease of around 20%, changes that are much smaller than those used in many studies of reinforcement learning (Daw et al., [@B9]; Seymour et al., [@B35]). We opted to use these values so that we could examine the effects of reinforcement in the absence of awareness. Indeed, none of the participants in the TAX and BOOST conditions of either experiment reported being aware of the experimental manipulation. Those who had a sense of increasing their left hand use tended to attribute the change in their behavior to intrinsic factors.

The implicit nature of the changes observed here may have important implications for physical rehabilitation after neurological injury. Patients with hemiparesis frequently exhibit compensatory strategies, using the arm on their unaffected side to accomplish tasks previously performed with the affected limb. This shift may persist even after the individual exhibits considerable recovery with the affected limb, creating a significant loss of functional recovery. This effect has come to be referred to as learned non-use (Taub, [@B39]) and has been attributed to behavioral factors such as attention, motivation, and sense of effort (Sterr et al., [@B36]). That is, the patient\'s internal assessment, at least during the first months after the stroke, may be that use of the affected limb is not only much more effortful, but also less likely to be behaviorally successful. This experience is reinforcing, increasing the likelihood that the individual will continue to use the unaffected limb at the expense of the affected limb.

Clinical trials have been designed to counteract the effects of learned non-use. One approach is to force the individual to use the affected limb through constraint induced movement therapy (Taub et al., [@B40]; Wolf et al., [@B44]) and/or with virtual reality environments that augment feedback (Merians et al., [@B25]; Piron et al., [@B29]). However, the benefits of such interventions are modest and the mechanisms underlying such benefits remain unknown (Wolf, [@B43]). The limited success of guided therapeutic interventions such as constraint-induced therapy may, in part, be related to their reliance on extrinsic manipulations of behavior. The person is physically restrained from using the affected limb. Such procedures, while producing improvements within the therapeutic setting, may not generalize well when the contextual cue is absent. Our implicit, reinforcement manipulation is designed to alter behavior through intrinsic processes. Altering the person\'s internal sense of success may prove to be an important component of inducing long-term changes in behavior.

Reinforcement valence
---------------------

We did not find a reliable difference in the efficacy of increasing and decreasing the rate of positive reinforcement for inducing changes in hand choice preference. The modeling results also suggest that the learning rate is comparable for conditions in which the rate of positive reinforcement is increased compared to conditions in which the rate of positive reinforcement is decreased. This suggests that a common underlying mechanism may be sensitive to these two types of reinforcement. It is important to note that, although we describe our experimental manipulations in terms of varying the rates of positive reinforcement, we did not test models in which we allowed different alpha values for updating the *Q*-values following hits vs misses.

The neural mechanisms involved in limb selection, and how this process is influenced by reinforcement, remain to be explored. Using a similar task to that employed here, Oliveira et al. ([@B28]) observed that stimulation of PPC of the left hemisphere increased left hand use, an effect especially pronounced around the PSE. This effect suggests that activity in PPC contributes to effector selection. Other studies point to a role for premotor cortex in such decisions (Beurze et al., [@B2], [@B3]). Here we show that shifts in hand use can also be induced by short-term changes in reinforcement rates. The dopaminergic system has been implicated as facilitating learning for both positive and negative reinforcement. Dopamine bursts are associated with positive reinforcement, and through associative mechanisms, with prediction errors to a stimulus that foreshadows an unanticipated reward (Schultz et al., [@B33]; O\'Doherty et al., [@B27]; O\'Doherty, [@B26]). Although the evidence is less compelling, a drop in the firing rate of dopaminegeric neurons can be observed when an expected reward is withheld (Schultz et al., [@B33]; O\'Doherty et al., [@B27]; O\'Doherty, [@B26]). Similarly, high amounts of dopamine facilitate learning from positive reinforcement, while low amounts of dopamine facilitate learning from negative reinforcement (Frank et al., [@B11]). The modulatory effect of dopamine is especially pronounced under conditions of uncertainty (Cooper and Knutson, [@B7]; Koch et al., [@B22]), something that should be prominent in our experimental task given the relatively high error rates. Future studies can directly address the role of dopamine in modulating hand choice preferences, designed to ask if the effects on effector selection are similar to those observed in tasks examining goal selection.

The Q-learning model was successful in capturing the gradual shifts in hand choice preferences as a function of reinforcement. However, the model fails to account for some of the trial-by-trial effects observed in the data (see Figure [4](#F4){ref-type="fig"}). First, when the target appeared at the same location on two successive trials, participants exhibited a pronounced bias to repeat the reach with the same hand. In its current form, location biases are established by choices exhibited in the baseline phase. Similarly, the model cannot account for the fact that the likelihood of a hand switch was greater when the distance between successive targets increased. The updating of the *Q*-values following reinforcement was restricted to the pair of values associated with actions to the target location for that trial. Additional parameters would be required to impose additional biases related to repetition or "contrast" effects.

Reinforcement learning should decrease the likelihood that a given action will be chosen following an error (and conversely, increase the likelihood of that action following a hit). Of course this does not mean that behavior will exhibit win-stay/lose-shift tendencies. The reinforcement-related changes may be insufficient to alter preferences to use one hand or the other at a given location. A win-stay/lost-shift tendency was observed in Experiment 1. However, we observed an unexpected sequential effect in Experiment 2: Participants were more likely to use the right hand after an error, regardless of whether that error was produced with the left or right hand. We hypothesize that the decrease in positive feedback may have biased the participants to resort to their dominant hand, reflecting a greater comfort level in using this hand to make accurate movements. It remains unclear why we observed different sequential effects in the two experiments.

A second difference between the two experiments was observed in the post-manipulation phase. On average, participants in Experiment 1 continued to use their non-dominant limb more often than during the baseline phase, whereas those in Experiment 2 returned to baseline choice preferences. Given that the patterns within an experiment were quite consistent across experimental conditions, we expect the difference is related to the methodological changes introduced in Experiment 2. For example, we increased the step size of the staircase procedure and added a new target location to increase the number of trials involving reaches to ambiguous locations. The former change, adopted to help ensure that the average reward rate over an entire block of trials was more consistent across participants, may have increased the rate of learning. The latter may have increased the sensitivity of the experiment to learning effects, now evident during both the manipulation and post-manipulation phases. Models of hemiparesis suggest that efforts to increase the use of an affected limb should accelerate once some minimum threshold of use is achieved (Han et al., [@B16]). Reinforcement manipulations may facilitate this process, especially if the observed rate of reinforcement exceeds the expected rate. In terms of rehabilitation, it will be desirable to design experimental manipulations that produce stronger and lasting changes in hand choice preferences than those observed with our current procedures.

Conclusion
==========

Goal-oriented behavior requires the operation of decision processes at multiple levels. Fluid behavior involves that we successfully operate in a variable environment that presents a stream of choices. Moreover, the manner in which we interact with the environment is variable and context-dependent. We have focused here on a neglected, but fundamental decision process for motor control, the choice between executing an action with the right or left hand. In many situations, this choice is highly constrained, reflecting factors such as the position of the object with respect to the body or a lifetime preference for the dominant limb. Yet for many actions, especially those that do not involve tools, people exhibit considerable flexibility, switching readily between the two limbs. The experiments presented here demonstrate that principles derived from studies of goal-selection, can shed insight into the processes underlying limb selection.
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