Community structure detection is of great signi¯cance for better understanding the network topology property. By taking into account the neighbor degree information of the topological network as the link weight, we present an improved Nonnegative Matrix Factorization (NMF) method for detecting community structure. The results for empirical networks show that the largest improved ratio of the Normalized Mutual Information value could reach 63:21%. Meanwhile, for synthetic networks, the highest Normalized Mutual Information value could closely reach 1, which suggests that the improved method with the optimal can detect the community structure more accurately. This work is helpful for understanding the interplay between the link weight and the community structure detection.
Introduction
Many complex systems can be described as complex networks, such as biological and social systems, the Internet, the World Wide Web and so on. [1] [2] [3] One of the important features of networks is community structure. 4 The community often refers to a set of the nodes that are interconnected tightly and connected with outside nodes loosely, which corresponds to functional units such as cycles or pathways in metabolic networks or collections of pages on a single topic on the web. 5 Moreover, some researchers¯nd that the communities of networks have quite di®erent properties regarding to the entire networks. [6] [7] [8] [9] So far, varieties of methods have been proposed to detect the community structures of complex networks. 4 In general, these methods can be divided into two categories: Hierarchical Clustering and Graph Partitioning. 10, 11 In the Hierarchical Clustering methods, the similarities between each pair of nodes are¯rstly calculated by di®erent models, such as betweenness, 12, 13 clustering coe±cient, 14 dissimilarity index, 15 information centrality, 16 random walks 17 and so on. 18 Then links are repeatedly incorporated into an initially empty network starting with the node pairs with the highest similarity (agglomerative method) or repeatedly removed the links with the lowest similarities. The Graph Partitioning methods usually optimize one target function describing the structure of complex network, 13, 19 including the Kernighan-Lin 20 and the spectral clustering algorithms. 21, 22 Moreover, the algorithm based on the Nonnegative Matrix Factorization (NMF) 23, 24 is the commonly used algorithm. The NMF method was originally proposed for the image processing. 24 Owing to its good ability of automatically recovering the hidden patterns or trends behind the observed data, the NMF method has also been applied to detect the community structure. In the traditional NMF method, only the basic topological information is usually taken into account regardless to the link weight. As shown in Fig. 1 , the link in a community is often di®erent from the one between the communities. We argue that the di®erence between links can be determined by the neighbor node degree information of the pair of nodes connected by one link. Inspired by this idea, we present an improved community detection method by taking into account the neighbor node degree information as the link weight, which is determined by the degrees of a pair of nodes connected by this link or the degrees of nodes in the secondorder neighbor node sets of one pair of nodes with a tunable parameter . As shown in Fig. 2 , for small , it would weaken the larger link weight more remarkably, and large would strengthen the larger link weight more evidently. After the quantitative analysis of the local topological information of speci¯c nodes, we can obtain the weight matrices of a network, and then we apply the NMF method to detect community structure. Finally, we use the Normalized Mutual Information (NMI) 26, 27 to measure the performance of our improved method. The results for both empirical networks and synthetic datasets show that the improved method can enhance the performance of the traditional NMF method. 
Nonnegative Matrix Factorization
The NMF method 23, 24 can be described as follows: Given a nonnegative objective matrix X ¼ fx ij g nÂn , it tries to¯nd two nonnegative factor matrices F ¼ ff ij g nÂr and G ¼ fg ij g nÂr such that X % FG T . In the community structure detection, n is the number of nodes and r is the number of communities in a network. And in the traditional NMF model, the objective matrix X is often the adjacency matrix A ¼ fa ij g nÂn , in which the element a ij ¼ 1 if node i is connected by node j; Otherwise, a ij ¼ 0. In other words, the problem is often expressed as the optimal solution of the following nonlinear programme, (i) Standard NMF method with LSE 23 whose cost function is the LSE,
And then we can¯x G (or F) and apply the gradient descent method to minimize the LSE in order to get the update rule of F (or G) in Multiplicative Update Rules. The algorithm of Multiplicative Update Rules can be summarized in Algorithm 1. In this paper, the iteration number iter is set to 100. (ii) Standard NMF method with KL divergence 23 whose cost function is KL divergence,
The corresponding update rules of F and G are:
(iii) SNMF model 28 whose cost function can be formulated as:
The update rules of S and G are:
where S ¼ fs ij g rÂr is a nonnegative matrix.
Algorithm 1 Nonnegative Matrix Factorization (LSE)
Input: X, iter; Output: F, G. for t=1 : iter do
We can obtain a kind of calculated community structures from a matrix G. The community structures of the network can be revealed from G: Node i is of community b if g ib is the largest element in the ith row of G.
The Improved NMF Method
We argue that the local topological information embedded in a link is determined by the degrees of a pair of nodes connected by this link or the degrees of the second-order neighbor node sets. 25 Basically, a given network O with n nodes can be described by the adjacent matrix A. Furthermore, we can obtain the weight matrices W ¼ fw ij g nÂn and W 0 ¼ fw 0 ij g nÂn based on the adjacency matrix A. Specially speaking, by taking into account the di®erent scales of the local topology in network O, we de¯ne the local topological information of the link e ij as w ij and w 0 ij : Firstly, the degrees of nodes i and j, connected by link e ij , are set as two characters which can be used to measure the link weight as follows
where k i and k j are the degrees of nodes i and j, respectively; Secondly, the sum of the neighbor node degrees of node i, as well as node j, can also be set as the character and be demonstrated in the following way:
where ¡ i and ¡ j are the neighbor node sets of node i and j respectively, and is the tunable parameter. The parameter can adjust the relative di®erence between the large and the small link weights. It is noticed that both matrices W and W 0 degenerate to the adjacency matrix A when ¼ 0. In this case, the local topological information cannot work on the di®erence between links. Then, we set both W and W 0 as the objective matrix X in LSE, KL and SNMF. As a result, we can obtain six kinds of calculated community structures for network O. Meanwhile, our improved method would be the same as the three traditional NMF models when ¼ 0.
Measurement
We used the NMI 26, 27 to measure the performance of our improved method. The NMI value can be formulated as follows:
Community structure detection based on the neighbor node degree information where n is the number of nodes, N i and N 0 j are the numbers of nodes in the calculated community i and the real community j, N ij is the number of nodes in the real community j that is assigned in the calculated community i, r is the number of communities, M is the computed community label and M 0 is the real community label. The NMI value takes its maximum value of 1 if M identical to M 0 , and NMI ¼ 0 if M and M 0 are statistically independent.
In general, the higher the NMI value, the better the result would be.
Experimental Results

Empirical datasets
In order to check the performance of the improved method, we select two commonly used empirical datasets including the Dolphins 29, 30 and Political Book networks.
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The Dolphins network contains the social communication network of 62 bottlenose dolphins living in Doubtful Sound, New Zealand. The network is naturally split into two communities and contains 159 undirected links. The Political Book network contains 105 books about US politics, whose nodes represent books sold by the online bookseller Amazon.com and links represent frequent co-purchasing of books by the same buyers, as indicated by the \customers who bought this book also bought the other books" feature on Amazon. The books have been given values \l", \n", or \c" to indicate whether they are \liberal", \neutral", or \conservative". Naturally, Political Book network consists of three communities. First we calculate their weight matrices W and W 0 , then apply LSE, KL and SNMF to factorize W and W 0 , and lastly make use of NMI to measure the performance of community structure detection. When the parameter ranges from À1:0 to 1:0, we can get the optimal NMI values of di®erent models for di®erent networks. For one speci¯c network, the improved ratio of NMI value is de¯ned as:
where NMI c is the NMI value with the optimal parameter value c and NMI 0 is the NMI value when ¼ 0. As shown in Table 1 , the largest improved ratio of NMI value is 63:21% for SNMF in Dolphins network. The results indicate that our improved method performs better than the traditional NMF models. 
Synthetic datasets
We also investigate the performances of the improved method for synthetic datasets. 10 The synthetic network with n nodes is divided into r non-overlap communities, and the numbers of nodes for di®erent communities can be described as N 1 ; N 2 ; . . . ; N r , respectively. In general, each node has exactly Z in þ Z out links that randomly connect Z in nodes in the same community and Z out nodes in other communities. Then we generate two types of synthetic networks according to di®erent community structures:
(i) Imbalanced type of network: The sizes of di®erent communities are not identical and the communities of network should satisfy
Therefore, if we just set one Z out value, we would calculate the Z out values of remaining communities. (ii) Hub type of network: The sizes of di®erent communities are identical and every community has a hub node whose Z in is much larger than the other nodes in the same community while its Z out is much smaller than the others in the same community.
In this paper, both D 1 and D 2 are the imbalanced type of network, while both D 3 and D 4 are the hub type of network. In imbalanced type, both D 1 with 224 nodes and D 2 with 1600 nodes are divided into four communities. The other details of D 1 and D 2 are shown in Table 2 , including the sizes of their communities, their Z in and Z out . In the hub type of network, D 3 with 128 nodes and D 4 with 1800 nodes are respectively divided into four communities and six communities. In detail, both the Z in and Z out of the nonhub node are set as 3 in D 3 and 10 in D 4 . Meanwhile, the Z out of the hub nodes is 10% as small as that of the nonhub nodes, while their Z in values are 10 and 20 times as larger as that of the nonhub nodes in D 3 and D 4 respectively.
In Fig. 3 , the NMI values of the improved method for the LSE method for the four datasets can closely reach 1 with the optimal value c , which indicate that our method can nearly detect the real community structure. Furthermore, the average improved ratios of our method for LSE and SNMF are 45:68% and 38:01% in D 2 . While the average improved ratios of NMI values of our method for KL are Table 2 . The details of the D 1 and D 2 datasets C ij is the jth community in D i , Z in is the number of nodes connected averagely by each node in the same community, Z out is the number of outside nodes connected averagely by each node and N is the size of four communities. 366:91% and 27:09% in D 3 and D 4 . Therefore, the improved method can detect the community structure more accurately and have good performance in enhancing the conventional NMF models. In order to verify the validity of our improved method, we implement the experiments for empirical networks and synthetic datasets with the Louvain method. 32 We systematically compare their NMI values obtained by the improved method and the Louvain method (see Table 3 and Fig. 4) . We can¯nd that our improved method can perform better than the Louvain method when the network size is small. 
Conclusions and Discussions
In this paper, by taking into account the local topological information as the link weight, we present an improved method for detecting the community structure, where the link weight is determined by the neighbor node degrees of a pair of nodes connected by the link or the degrees of the second-order neighbor node sets of the pair of nodes with a tunable parameter . The experimental results for two empirical networks and two types of synthetic networks show that the improved method with the optimal parameter c often outperforms the traditional NMF methods. Furthermore, comparing with the traditional approaches based on the global information, 33 the improved method only considers the local topological information. Therefore, the improved method can be more realizable to detect the community structure in the large-scale data. Finally, our method can also be directly extended to other common and widely-used models including spectral clustering 34 and InfoMap 35 for detecting community structures. However, we can¯nd that the optimal parameter values are di®erent in various of networks and models. It is an open problem that how the network structure a®ects the optimal parameter value c , and it is important to¯nd a simple and e±cient solution to evaluate c for di®erent networks and di®erent models.
