The aim of this paper is to give an uniform approach to different kinds of degenerate hyperbolic Cauchy problems. We prove that a weakly hyperbolic equation, satisfying an intermediate condition between effective hyperbolicity and the C ∞ Levi condition, and a strictly hyperbolic equation with non-regular coefficients with respect to the time variable can be reduced to firstorder systems of the same type. For such a kind of systems, we prove an energy estimate in Sobolev spaces (with a loss of derivatives) which gives the well-posedness of the Cauchy problem in C ∞ . In the strictly hyperbolic case, we also construct the fundamental solution and we describe the propagation of the space singularities of the solution which is influenced by the non-regularity of the coefficients with respect to the time variable.
Introduction
Let us consider the Cauchy problem to Y which are bounded together with all their derivatives up to the order k. The regularity of the a ij 's with respect to the time variable t will be specified from case to case.
We say that the Cauchy problem (1.1) is well-posed in the space X of functions in R n if for every u 0 , u 1 ∈ X there is a unique solution u ∈ C 1 
(] − T , T [; X).
It is well known that in the strictly hyperbolic case This may fail to be true either for a weakly hyperbolic equation, that is when a(t, x, ) = 0 at some point (t, x, ), = 0, even if a ij ∈ C ∞ , or for a strictly hyperbolic equation with non-Lipschitz coefficients.
In the weakly hyperbolic case, the C ∞ well-posedness holds for an effectively hyperbolic operator and it is stable under any perturbation of the lower-order terms b(t, x, D x ), c (t, x) . Otherwise, the first-order term b(t, x, ) has to satisfy Levi conditions. From [18] , the condition
|* x b(t, x, )| C a(t, x, ), t ∈] − T , T [, x, ∈ R
n , ∈ Z n + (1.5)
is sufficient in dimension of space n = 1 assuming that the coefficients are analytic functions of the two variables t, x. The same holds true for any n 1 with analytic coefficients a ij (t), b j (t), c(t) depending only on the variable t, see [10] . An intermediate condition between effective hyperbolicity and (1.5) has been introduced in [9] . There the C ∞ well-posedness is proved taking C ∞ functions a ij (t), b j (t), c(t) of the variable t and assuming that there is an integer k 2 such that the symbols a(t, ), b(t, ) satisfy Notice that for a = a(t, ) independent of x, the effective hyperbolicity is equivalent to a(t, ) = 0 ⇒ * This is in line with the fact that taking k = 2 in (1.7) one gets = 0 (no Levi condition). On the other hand, one has = 1 2 with k = ∞ that means that under the Levi condition it is not necessary to assume that a(t, ) has only zeros of finite order. Furthermore (1.7) cannot be improved since the Cauchy problem for
is well-posed in C ∞ if and only if
see [15] .
The dependence on the space variable x ∈ R n , n 1, of the lower-order terms b(t, x, D x ) + c(t, x) is allowed in [12] . There the C ∞ well-posedness is proved under the assumption 
(t, x, )| C a(t, ) , t ∈] − T , T [, x ∈ R
n , | | = 1, ∈ Z n + , (1.8) this time with the larger, for k > 2, value of
.
Another kind of degeneracy for the problem (1.1) occurs when the operator P is strictly hyperbolic but the coefficients in the principal term a(t, x, D x ) are not Lipschitz continuous. From the pioneering work [6] and from [11] (see also [1] ) we know that the log-Lipschitz regularity gives the optimal modulus of continuity for the C ∞ wellposedness.
A further way to weaken the Lipschitz regularity has been introduced in [7] starting from the case of coefficients depending only on the time variable, namely the singular behavior
of the first derivative as t tends to a point t 0 , say t 0 = 0. The optimal exponent for the C ∞ well-posedness is q = 1. The dependence on space variables was allowed in [4] , the sharp bound
was established in [8, 16] . Notice that when the coefficients are not smooth in all variables, a general secondorder operator
Q j of order j, j = 1, 2, cannot be reduced to the canonical form (1.2). A recent counterexample in [14] shows that the factor |log |t|| is not allowed in the general case Q 1 = 0, in particular the results of [5] for higher-order equations are optimal. The aim of this paper is to consider from a unified point of view the above different degenerate hyperbolic problems, proving the H ±∞ well-posedness by means of an energy estimate, and, in the strictly hyperbolic case, to discuss the propagation of the singularities constructing the fundamental solution.
We are able to do this assuming that the principal term a(t, x, D x ) in (1.2) is of the form
(1.12)
In the weakly hyperbolic case, we assume ∈ C ∞ and that there is an integer k 2 such that
Notice that for this class of operators we reach the optimal bound (1.7) for the exponent . In particular, this improves the results of [12] in the case of dimension n = 1. Concerning the regularity of the function (t), in the strictly hyperbolic case
we assume either the log-Lipschitz regularity
or the singular behavior of the first derivative of
As in [5] , we can prove the well-posedness in H ±∞ of the Cauchy problem for strictly hyperbolic operators with non-Lipschitz coefficients of the general form (1.11) but we need (1.12) in constructing the fundamental solution.
Both in weakly and strictly hyperbolic Cauchy problems, we use the same unified approach that consists of the following steps:
(1) Factorization of the principal part of P by means of regularized characteristic roots. (2) Reduction of the equation P u = f to an equivalent 2 × 2 system LU = F with In the strictly hyperbolic case, we construct also the fundamental solution of the Cauchy problem as a matrix of Fourier integral operators. Here, as in [2] , we use the commutation laws for the fluxes of the bicharacteristics which follow from (1.12), see Lemma 5.1. This approach allows us to construct the amplitudes by the method of transport equations and, in solving these ones, we obtain in a natural way amplitudes of finiteorder thanks to (1.17) . This is in line with the -loss of derivatives already observed in the energy estimate but, on the other hand, we cannot prove Lemma 5.1 in the weakly hyperbolic case. However, we expect that the reduction to a system of the type (1.16), (1.17) could lead to a general construction. The fundamental solution allows us to describe the wave front set of the solution of (1.1) for a strictly hyperbolic operator that satisfies (1.12) and either (1.15) or (1.14).
then we have the propagation along isolated bicharacteristics as in the non-degenerate case
If is singular elsewhere, we may have a flux of broken bicharacteristics, even if the equation is strictly hyperbolic (see the examples in [3] ). This paper is organized as follows: in Section 2, we prove the energy estimate for an operator L as in (1.16) . In Section 3, we take a weakly hyperbolic operator P satisfying (1.12), (1.13) and we reduce the equation P u = f to a system of the form (1.16) and (1.17). We perform the same reduction for a strictly hyperbolic operator in Section 4 assuming either (1.15) or (1.14). In Section 5, we construct the fundamental solution under the assumption of strict hyperbolicity.
Finally, we would like to mention that microlocal method are used in [13, 19 ] to consider some weakly or non-Lipschitz hyperbolic problems from a unified point of view.
Energy estimates
In this section, we prove an energy estimate for a particular kind of first-order system. In the next sections, we will show that this result can be applied both to weakly hyperbolic and strictly hyperbolic (with non-Lipschitz coefficients) scalar equations.
Hereafter we consider t ∈ [0, T ] only to have a simpler notation. There would not be any difficulty in dealing also with the backward Cauchy problem, as usual for hyperbolic operators.
Let us consider
2)
A is a × matrix such that Proof. Let us define the operator w 0 (t, D x ) with symbol
and consider the operator
We have
where B (1) 
(2.8)
We will refer to the property (2.8) in the following by writing
Moreover, from the sharp Gårding inequality for systems (e.g. [17, Theorem 4.4, p. 134]) we know that there exist
with P a positive operator, that is with
where ·, · denotes the scalar product in
If we take
we have from (2.8)
and we can write
Now, we introduce another change of variable defining
where now, from (2.11), also B + b(t) log(1 + D x )I is a positive operator. Let us consider for = 0
From (2.13), (2.10), (2.11) we have
with a function ∈ L 1 ([0, T ]). So by Gronwall's inequality we find
In order to generalize (2.14) to the case > 0, we only need to notice that for each the operator D x L w D x − has the same structure as L w . So we have also
which gives (2.4) since, from (2.3) and (2.12), there are positive , C such that
Weakly hyperbolic equations
In this section we consider the Cauchy problem
for the second-order operator
where
Here, the weak hyperbolicity of P is expressed by
and, following [9] , we are going to impose an intermediate condition between the effective hyperbolicity and the Levi condition. Notice that for this class of operators, the effective hyperbolicity is equivalent to
that can be expressed also as follows:
The main result of this section is the following. 
Then the Cauchy problem (3.1) is well-posed in H ±∞ .
Proof. Our aim is to reduce the scalar equation P u = f to an equivalent system LU = F with L that fulfills all the assumptions in Theorem 2.1. The first step is to factorize the principal part of P by means of the approximated characteristic root˜
Now, in order to reduce the scalar operator (3.2) to an equivalent system operator of the first order, we define
Notice that
where the operator [˜ , ] −1 is of order 0 because
Then, from (3.3), (3.8)-(3.11), the problem (3.1) for the operator (3.2) is equivalent to the Cauchy problem
for the first-order system
can be diagonalized by
which is elliptic of order zero, so problem (3.12) is equivalent to
with new 2 × 2 matrices
We have that Then we notice that from (3.6)
Now, in order to apply Theorem 2.1 to the operator L, we need only to check that
C a sufficiently large constant, satisfies the last condition in (2.3).
As simple particular cases of Lemmas 1 and 2 of [9] we have
for some positive constants c 0 , . For instance, to estimate the second integral, one uses that has isolated zeros of order less or equal to k and in a neighborhood of such a zero one just takes into account that
The same arguments can be applied to all the derivatives * after having noticed that
thus problem (3.13) satisfies all the assumptions (2.1)-(2.3).
The proof is complete in view of Theorem 2.1 and the equivalence between (3.13) and (3.1).
Strictly hyperbolic equations
In this section we consider again the Cauchy problem
but now we assume that P is strictly hyperbolic, that is,
Here, the degeneracy of the problem (4.1) comes from the low regularity of the coefficient (t). Precisely, we assume either
Following [4, 5] , we show that Theorem 2.1 implies the H ±∞ well-posedness of problem (4.1) also in this case. 
Remark 4.2.
We underline that, as in [5] , we can prove the same result for a general strictly hyperbolic operator of the form
We briefly recall the proof in the particular case of P satisfying the assumptions in Theorem 4.1 to better underline that our method is the same as for the weakly hyperbolic case in Section 3 and because we are going to construct, in the next section, the fundamental solution for such an operator.
Proof. Also here we reduce the scalar equation P u = f to an equivalent system LU = F with L that fulfills all the assumptions in Theorem 2.1.
The first step is again to factorize the principal part of P by means of approximated characteristic roots. Let us denote
the roots of P and let us introduce the mollified roots
fulfill all the conditions in (2.3). In fact, under the assumption (4.5) we have
which gives (2.3) with = (1 + log ), > 0, independent of t, = T . If the coefficient satisfies (4.6) we have both
and
(t, ) dt
So we can factorize P as follows:
with R j satisfying (2.3) for j = 0, 1.
Then, given a scalar function u(t, x), we define 10) so that the problem (4.1) for the operator (4.2) is equivalent to the Cauchy problem
where A 1 (t, x, ) is a 2 × 2 matrix that satisfies (2.3).
The triangular matrix i˜ (t, x, )
which is elliptic of order zero.
Notice that also * t M and * t M −1 fulfill (2.3), so problem (4.11) is equivalent to
with a new 2 × 2 matrix A(t, x, ) that still satisfies (2.3). The proof is complete in view of Theorem 2.1 and the equivalence between (4.12) and (4.1). Remark 4.3. As far as the regularity of the lower-order terms is concerned, our proof holds under the weaker assumption b j ∈ L 1 ([0, T ]; B ∞ ). For oscillating coefficients not in L 1 , we expect that some Levi-type condition is needed also in the strictly hyperbolic case.
The fundamental solution
In this section, we consider a pseudodifferential operator L in [0, T ] × R n of the type
(2.3)). We construct the fundamental solution for such an operator L, that is, we construct a continuous family of operators E(t, s) in H −∞ , t, s ∈ [0, T ], such that

LE(t, s) = 0, E(s, s) = I,
provided that T is sufficiently small. Referring to the proof of Theorem 4.1, notice that the matrix A in (4.13) fulfills condition (5.3), besides (2.3), and the same holds true for the difference −˜ in (4.9) between the true root and the mollified root˜ of the operator P in (4.2). So, we can replace˜ by in (4.13) and we can use the fundamental solution of the operator (5.1) to study the propagation of the singularities of the solution of the scalar Cauchy problem (4.1) in view of the equivalence between the problems (4.12) and (4.1).
The fundamental solution will be constructed as a matrix of Fourier integral operators. As a first step in the construction, we introduce the phase functions we need, referring to [17] , Chapter 10, for more details and for all the properties that we recall.
Let us take the positively homogeneous (in the variable ) real symbols ± (t, x, ) of order 1 and let us consider the canonical transformations in R n × (R n \ {0})
where x ± = x ± (t, s; y, ), ± = ± (t, s; y, ) are the bicharacteristics through (y, ) at t = s, that is the solutions of the Hamilton-Jacobi equations
for t, s ∈ [0, T ], T sufficiently small. The generating phase functions of the transformations C ± (t, s) are the solutions ± = ± (t, s; x, ) of the eikonal equations
since they satisfy
We need to consider also the composed transformations
for t 1 between s and t, together with their respective generating functions, defined as the products of the phase functions + , − ,
which are the solutions of the eikonal equations
By definition
± (t, s, s; x, ) = ± (t, s; x, ), ± (t, t, s; x, ) = ∓ (t, s; x, ).
(5.10)
where (X ± , ± ), called the critical point of ± , is defined by
The form (5.2) of gives a commutation law for the products of the phase functions + , − .
Lemma 5.1. Let us consider the function f (t)
for either s t 1 t or s t 1 t.
Proof. Let us denote (x, ) = √ Q(x, ) and let us consider + (t, ϑ, s).
We have, with ϑ defined in (5.13), the relation
From (5.5), is constant along the bicharacteristics, in particular
We have also
because these two functions solve the same Cauchy problem (5.9). Since 
We begin by constructing the fundamental solution for the diagonal part
of the operator L in (5.1). In this step, we need only the phase functions + , − and not their products + , − , furthermore we do not need to assume (5.2) for . 
Proof. We have to prove that given the scalar operators Thus, fromẽ
and (5.28), we have proved where r (t, s) is a regularizing operator with symbol
Now, to complete the proof, we obtain a fundamental solution
e (t, s) = e (t, s) + r (t, s)
by adding a regularizing operator with symbol r (t, s; x, ) ∈ C([0, T ] 2 ; S −∞ ) determined by e , r and p as in the proof of Theorem 4.1 in Chapter 7 of [17] .
Next, we construct the fundamental solution for the full operator L in (5.1) using also the products + , − of the phase functions + , − .
Theorem 5.3. Let T be such that the operator E d (t, s) constructed in Proposition
(5.31)
There are four symbols e
, for a positive m and any
such that the operator E(t, s) satisfies
Remark 5.4. From (5.32) we have that the Cauchy problem
is well-posed in H ±∞ since it has the unique solution 
where q ± is the amplitude of the Fourier integral operator q ± ± in (5.33),
and for any integer N 1 we have both Thus, by induction on , we prove that
In particularẼ f, ∈ C( ; S Now, we use the fundamental solution to investigate the propagation of the singularities in the Cauchy problem (4.1) with initial data u 0 , u 1 ∈ H −∞ (R n ).
For a distribution v in R n , as usual, we denote by W F (v) the wave front set of v, so a point (x 0 , 0 ) ∈ R n × (R n \ {0}) does not belong to W F (v) if and only if there are a micro-elliptic operator
Let us consider first the Cauchy problem (4.1) in the case that the coefficients in the lower-order terms are smooth also in the t variable and the coefficient (t) in the principal part of the operator P fulfills the assumptions of Theorem 4.1 being singular only at t = 0. For instance, a natural example of a C ∞ function (t) of t ∈]0, T ] which satisfies (4.6) is given by a function such that
The next theorem says that, in this case, the wave front set W F (u(t, ·)) of the solution of the Cauchy problem (4.1) propagates along the isolated bicharacteristics C ± as in the regular case (t) ∈ C ∞ ([0, T ]). 
with T such that the fundamental solution
Proof. We have to prove
for the solution U of the equivalent Cauchy problem
Let E(t, s) be the fundamental solution constructed in Theorem 5.3. For any ∈ (0, t) we have
In view of the propagation of wave front sets under the action of a Fourier integral operator, e.g. Theorem 3.14 Chapter 10 in [17] , from (5.32) we obtain
we have
with C > 0 independent of . So we obtain (5.53) letting → 0 if we prove
, this follows from the well-known results of propagation of the singularities in the strictly hyperbolic Cauchy problem with smooth coefficients, but we prefer to give a direct proof using the structure (5. In the final part of this paper, we extend Theorem 5.5. From the examples in [3] we know that if (t) is singular at t 1 ∈]0,t[, then the wave front set (with respect to the space variable x) W F (u(t, ·)) of the solution u(t, x) at t =t may contain the points (x, ) = C t, t , . . . , t 1 , s)(y, ); 
