Abstract-Embedded system design usually starts from an executable specification model described in a C-based System Level Description Language (SLDL), such as SystemC or SpecC. In this paper, we identify a subset of well-defined C-based design models, called periodic ConcurrenC models, that can be statically scheduled, resulting in significant higher simulation and execution speed. We propose a novel heuristic scheduling algorithm that not only is faster than classic matrix-based synchronous dataflow (SDF) scheduling approaches, but also reduces the model execution time by an order of magnitude over the default discrete event simulation.
I. INTRODUCTION
With advanced semiconductor technology, embedded systems gain tremendous functionality by integrating multiple processing elements onto one chip (MPSoC) to perform various algorithms. Although MPSoCs provide promising possibilities for embedded systems to meet the tight real-time constraints, challenges still exist in HW/SW partition, task scheduling, simulation, verification, and synthesis, etc. C-based system-level description languages (SLDLs), like SystemC [7] and SpecC [6] , are available for modeling and describing embedded systems at different levels of abstraction. However, in contrast to the popularity of the C-based SLDLs for system-level modeling and validation, and the presence of early design flows supported by existing tools, the use of a well-defined and consistent system model is often neglected.
In order to deemphasize the role of the design language being used and emphasize the importance of the model instead, we propose a new Model of Computation (MoC) named ConcurrenC [4] that only contains "the best of both" SystemC and SpecC modeling features. As shown in Fig. 1 , ConcurrenC essentially contains the intersection of the MoCs that the SystemC and SpecC SLDLs can describe, omitting unnecessary and undesired language constructs (i.e. nonsynthesizable and non-verifiable constructs). A design model described in SystemC or SpecC qualifies as a ConcurrenC model only if it is well-defined and follows ConcurrenC semantics. A ConcurrenC model has a clear separation between computation and communication. In the realm of computation abstraction, a ConcurrenC model consists of blocks, channels and interfaces, and fully supports structural and behavioral hierarchy. Blocks can be flexibly composed in space and time to execute sequentially, in parallel/pipelined fashion, or by use of state transitions. In the realm of communication abstraction, ConcurrenC is intentionally restricted to a set of predefined channels (see Table I ) that follow a strict typed message passing paradigm rather than allowing user-defined freely programmable channels. In the broader scope, ConcurrenC is a new MoC specifically designed for the modern C-based SLDLs. As such, ConcurrenC enforces the use of well-defined modeling guidelines and imposes restrictions on the available subset of the used SLDL. As a practical MoC, ConcurrenC aims to be a realistic MoC between fully formal MoCs, such as Kahn Process Network (KPN) [9] and Synchronous DataFlow (SDF) [5] , and the fully syntactical SpecC and SystemC SLDLs.
SpecC
Due to limited page space, we cannot describe ConcurrenC entirely here. We will, for the rest of this paper, restrict our discussion of ConcurrenC features to the execution/simulation and scheduling semantics.
Since ConcurrenC models can be expressed by modern SLDLs, it is obvious that the model can be simulated by the discrete event (DE) simulation mechanism implemented by the native SLDL simulators. This is the default case for executing our ConcurrenC models. However, we will identify in this paper a specific subset of ConcurrenC models, which we call periodic ConcurrenC models, that can be statically scheduled. Such static scheduling eliminates the need for many dynamic context switches and thus results in significantly increased simulation and execution speed.
The rest of this paper is organized as follows: research work for static scheduling is briefly reviewed in Section II. In Section III, periodic ConcurrenC models are defined and the ConcurrenC simulation scheme is proposed. Our heuristic static scheduling algorithm is proposed in Section IV first for a SDF-like model, and then extended for CSDF-like ones. Finally, optimization is discussed for performance efficiency. In Section V, experimental results will show that the algorithm works and simulation speed improves if static scheduling is possible for the model. Conclusions and future work are listed in Section VI.
II. RELATED WORK
Popular modeling formalism like Kahn Process Network (KPN) [9] and its extensions are proved to be suitable paradigms to deal 978-1-4244-5766-3/10/$26.00 ©2010 IEEE
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with distributed systems and signal processing applications. KPN is a distributed MoC which consists of deterministic processes connected with unbounded FIFO communication channels. Due to the independency on the execution order of the processes, the flexibility of scheduling simplifies the multi-processor architecture mapping of the system. Synchronous Dataflow (SDF) [5] can be viewed as a special case of KPN which improves the ideal unbounded channel size by fixing the number of the tokens consumed and produced by an actor (process). Cyclo-static dataflow (CSDF) [3] is a more expressive extension of SDF MoC which allows varying rates of token consumptions and productions for different actor invocations. Static scheduling can be performed during compile time for both SDF and CSDF [5] , [2] . This also helps in improving the model simulation in SLDLs, e.g. by modifying the simulation kernel [11] . The improvements of the scheduling proposed in this paper are driven by the work of SystemC kernel extension [12] for different MoC modeling and efficient scheduling. However, our work is quite different in the way to achieve this modeling and performance improvement goal. ConcurrenC is a superset of certain MoCs, like KPN, SDF and CSDF, and being an abstract model, ConcurrenC allows direct implementation in SLDL for efficient simulation without modifying the SLDL simulation kernels.
Specifically for this paper, ConcurrenC is a superset MoC of KPN and SDF. According to [10] , [2] and [11] , SDF and CSDF models are proved to be able to be scheduled statically and the simulation speed increases by applying static scheduling as well when the models are expressed in SLDL. [14] and [15] discuss a technique, implemented in a tool SDF 3 , to analyze the throughput and storage capacity requirements of these two models. The buffer minimization problem for the (C)SDF is defined as finding the smallest storage capacity for which the model can run without deadlocks and an infinite execution is possible within this bound. Although this problem is proved to be NP-complete [1] , an optimal result can be achieved by pruned state-space exploration for moderately sized models [15] .
The basic SDF and CSDF static scheduling algorithm used in [10] and [2] first builds an incidence matrix of the connected model graph, solves the balance equation to get repetition vectors for the actors, and then gets the periodic admissible sequential schedule (PASS) if it exists. In this paper, we will propose a new algorithm to find one PASS of (C)SDF without the need to solve the balance equation. Our heuristic algorithm achieves similar low buffer sizes at the same time. Experiments show that our heuristic approach is much faster almost as resource-efficient as the existing ones. In particular, it is even able to find storage bounds for those cases that existing tools cannot handle in reasonable amount of time.
III. CONCURRENC MODEL SIMULATION
A flexible and efficient simulation strategy, see Fig. 2 , for ConcurrenC models can be achieved considering static scheduling of the periodic ConcurrenC models. For such models, we generate efficient implementation based on the static scheduling results; otherwise, the model will be run by the traditional discrete event simulator. The details about the scheduling algorithm and implementation in SLDL will be discussed in Section IV.
A. Definition of Periodic ConcurrenC Model Subset
A certain kind of ConcurrenC models have a periodic process schedule order. The features of this subset are listed below:
• not input dependent. The control flow of all the processes only depends on the internal states of themselves rather than the input data from other eternal processes.
ConcurrenC

KPN-like
Generate SLDL model. use discrete event simulation. • periodically schedulable. Formally, ∀ process pi ∈ the model, ∃ a sequence of process state Si = s0, s1, ..., sj, ...
Here sj is the model state, including the value of internal control variables, the channels that each process is waiting for, and the number of the produced and consumed tokens after the jth process execution iteration. The first item restricts the possible network state. The last one ensures the existence of a PASS. It is obvious that the consistent SDF and CSDF fit into the periodic ConcurrenC subsets. We call these kind of ConcurrenC models that have PASS periodic ConcurrenC model.
IV. PERIODIC CONCURRENC SCHEDULING
Any ConcurrenC model can be represented in both SpecC and SystemC SLDLs. Blocks are expressed as behavior in SpecC, and module in SystemC. In SpecC, the execution order is organized by using the keywords seq, par, fsm, pipe for sequential, concurrent, finite-state machine, and pipelined execution, respectively. In SystemC, functional behavior is described as SC MET HOD and SC T HREAD containing sequential statements and having their own execution threads which operate concurrently. Both of the simulation kernels of these two SLDLs are based on C++ discrete-event (DE) simulation according to [16] , [13] . DE simulation sometimes suffers from many delta cycles and a large number of context switches between concurrent threads that hinder the simulation speed.
In this section, we are working out that for periodic ConcurrenC model, optimization work could be applied for efficient simulation by eliminating context switches caused by multiple threads created in DE simulation and minimizing the number of delta cycles.
A. Scheduling of SDF-like Models 1) Periodic Admissible Sequential Schedule of SDF:
As discussed in Section II, ConcurrenC is a superset of SDF which means some of the ConcurrenC models are SDF-like. Fig. 3(a) shows a simple SDFlike model containing three actors communicating via three channels. It is quite straightforward to describe this model in SpecC SLDL, as shown in Fig. 4 .
Algorithm 1 below determines the PASS without creating the incidence matrix of the network and solving the balance equation as in [10] and [11] . Our algorithm is based on the optimistic assumption that a PASS does exist so that for each execution step, as long as the firing rule meets (the number of the input tokens on the input channels are enough), the actor (process) can be a candidate to run next. Priorities are set when multiple actors (processes) qualify to be The less number of tokens stored in the channels after the actor fires, the higher priority the actor (process) has. Thus, those processes which just consume but not produce, gathered in set Pe in Algorithm 1, have the highest priority. This heuristically tries to minimize the size of the communication buffers. In order to find the period of the execution order, we store the status of the model for each firing. After each process firing, the function match() is called to compare the status with the previous ones and return whether an identical one is found or not. More specifically, suppose there are N processes and P channels in model. The data structure we need for the proposed algorithm is (1) Fig. 3(a) . The PASS of it is: (a, c, c, b) . List of the channels' token number. Note that for the SDF-like models with inconsistent sample rate, the number of the tokens in some communication channel may keep increasing so that the algorithm cannot find an identical status in the history status table. We set a number of maximum schedule step for the termination of the algorithm to handle this case.
Initialization: Scan each processes. If the process has initialization, run it (put it into the scheduling history stack). count = 1; while count < M axStep do Get the candidate processes' set to be scheduled, Pc={p | there are enough tokens in the channels that p is waiting for.}; count + +; Separate Pc into two sets, Pe and Pne, where P e = {p | p is ∈ Pc ∧ p does not produce any token}, 
2C-4
2) SLDL Generation for Fast Simulation: In Fig. 4 , each actor (process) in the SDF-like model executes as concurrent behavior in the top Main behavior within the par statement. When simulating with the DE kernel, each actor is wrapped as an individual thread, and communication events between the actors are evaluated and updated for each delta cycle to decide the available thread to run next. Context switches occur when scheduling different threads and often a great number of delta cycles leads to avoidable simulation overhead.
In a sequential execution of the behaviors, context switch can be eliminated since no extra threads needs to be forked for simulation. We generate an equivalent sequential simulation code for the example model Fig. 6 . This code can be easily generated by rewriting the implementation code from Fig. 4 . The rewritten parts are (1) remove the top iteration loop (e.g. while(1) statement) for each process (if there are initializations before the loop, we split the function into two parts, one for initialization, and one for the loop body), (2) create an infinite loop in the top Main behavior in which the behaviors are run according to the pre-calculated PASS order. The modified code has the same function as the original one but leads to great simulation speed improvement, which will be shown in Section V.
B. Scheduling of Periodic ConcurrenC Models
As discussed in Section III-A, despite not in the SDF-like subset, certain ConcurrenC models still possess the feature of periodical execution, or in other words, have a finite PASS. The first ever KPN example mentioned in [9] (Fig.1 and Fig.2 ) falls into this category. The diagram of this example is shown in Fig. 3(b) and the SLDL implementation is shown in Fig. 7 
. One PASS of this KPN-like model is (initialization is done by running h(0) and h(1) first): (f, g, h(0), f, g, h(1)).
The same algorithm presents in Section IV-A can be applied to find the PASS of this periodic ConcurrenC model by adding two additional data structures: (1) the internal state of each process (e.g. the local variables for control state), and (2) the lists of waiting channels and number of input tokens for each process which will be updated for each firing step. Both of them become part of the status for each execution step and are stored for periodic schedule search.
However, difficulties exist in updating the waiting channel lists of the processes since the input channel for the next execution iteration cannot be predicted in previous execution iterations. In order to update not only the list Token[P] but also chWait[N][P] dynamically, we apply Code Slicing on the input model description for the scheduling algorithm.
The source code is sliced into two pieces, one for updating the numbers of tokens(_t()) and one for predicting the token consuming / producing rate of the channels(_ch()).
The basic operations for code slicing are REPLACE, REMOVE, and KEEP, as listed below:
• REPLACE: replace channel send / receive with Token[P] list updating (in _t()) and chWait[N][P] predicting (in _ch()).
• REMOVE: (a) the loop statement, e.g. while(1); (b) statements dealing with the data variables.
• KEEP: statements dealing with the state variables (in _t()) and make these variables static to the functional block. Here, data variables refer to those variables which are input dependent or those local temporary variables for computation rather than controlling, e.g. int i in behavior h() (in Fig. 7) ; state variables refer to those local static variables which are used for determining the control flow inside the functional blocks, e.g. int b in behavior g() (in Fig. 7 ). Besides these slicing rules, we create new classes for each actor instance to wrap these sliced codes for scheduling, e.g. class f slice (in Fig. 8 ).
The details of our code slicing for the KPN example are shown in Fig. 8 . The left code pieces (_t()) in each slicing group contain the computation of the condition variables and the code for Token[P] updating. The right code pieces (_ch()) in the slicing group omit the computation of the condition variables but contain the code for chWait[N][P] updating. When a process is selected as the next one to run, we first call the code for Token[P] updating (_t()). After this, the control flow may reach the branch for the next iteration. Then we call the code for chWait[N][P] updating (_ch()) so that the channel prediction can be achieved.
1 Note that for the periodic ConcurrenC scheduling, when comparing two status columns of the model (match()), the internal condition variables, the process being scheduled, and the number of the tokens in the communication channels are taken into consideration. Identical status occurs as long as the model can be scheduled with bounded buffer size. Otherwise, we may never have the chance to find the repetitive schedule of the periodic ConcurrenC model. Fig. 9 shows the schedule steps for the KPN-like example in Fig. 3(b) . Static scheduling is indeed possible and found by our algorithm.
C. Performance Optimization of the Scheduling
The idea we use for optimization is to reduce the time of status comparisons for the scheduling algorithm. We originally compare the new status with the historical ones for each scheduling step. Since the PASS is periodic, we can reduce this to compare the status only every N (N is a number greater than 1) scheduling steps to avoid redundant comparisons.
This optimization technique still ensures to provide a correct PASS finally. Assume that the length of the PASS is l and we find that the current status is identical with the previous ones at the ith scheduling step. This means that the previous status is for the (i − l) scheduling step. Since the scheduling order is periodic, for any status for the jth scheduling step when j is greater than i, it will be identical with the (j − l)th one. Therefore, for the tth comparison with N intervals where t is the minimum number to make tN greater than i, we find the status for the tN th step is identical with the (tN − l)th one, and thus obtain the PASS. Although the PASS may be different from the original one, the length of it will still be the same.
In turn we reduce the number of comparisons from i(i − 1)/2 to t(t − 1)N/2 − 1, where (t − 1)N < i ≤ tN . For simplicity, we just set N to be the number of the blocks in the model. For our experiments, we use SDF 3 [14] , a random synchronous dataflow generation tool, to automatically generate SDF-like and CSDF-like models with different sizes, and a real-world application, JPEG encoder [8] (Fig. 10) . Table II shows the scheduling results of our heuristic scheduling algorithm. The period (the number of input/output patterns), #actors, and the sum of repetition vectors are specified in the configuration file of the (C)SDF generator. Ignoring the timing information, we set the execution time of the actors to zero and the bandwidth of the channels to be inf . We automatically prepare the input data structures for the static schedule algorithm presented in Section IV-A from the model generated and run the algorithm automatically to compare the PASSes. Finally, based on the static scheduling result, we automatically create the optimized implementation of these models in both SpecC and SystemC.
We have simulated all models on a host machine with Intel(R) Pentium(R) 4 CPU at 3.00GHz. As shown in Table II , the result of the length of PASS provided by our algorithm matches the original List of the channels that the processes are waiting for. chWait [P] [N] (the number of tokens required for one firing). specification; the total buffer size is not much greater than the optimal ones provided by SDF 3 ; and the execution time is much quicker. The last five cases did not finish analysis by running the reference SDF 3 tool (exec time > 1 day), but resulted in seconds by applying our algorithm. # initial firings states the number of the initial processes' firings before the beginning of a founded repetition vector.
In Table III , we compare the models between generic SLDL implementations (listed as dyn model) and the optimized implementations (listed as static model). The dyn models regard each process as separate concurrent ones and communicate asynchronously. The static models order the processes according to the PASS and delta cycles and context switch overheads of the DE simulation kernel. Similar to the experimental results discussed in [11] , we achieve great speed up by applying this static scheduling to the model simulation. The average speedup is 6.55 for SpecC and 4.10 for SystemC models.
VI. CONCLUSION AND FUTURE WORK
In this paper, we have discussed the scheduling of periodic ConcurrenC models which are similar to SDF and CSDF models. We confirm that static scheduling helps to improve the simulation speed of periodic ConcurrenC models.
We have shown a new heuristic static scheduling algorithm without balance equation solving for the static scheduling of the periodic ConcurrenC models. Our algorithm is an order of magnitude faster than classic matrix-based algorithms and can handle large models 2C-4 that cannot be handled by the previous algorithm in reasonable time. Based on the result of the static scheduling, efficient model implementations in SLDLs have been generated, significantly improving the model simulation speed.
Future work includes (1) support for simulation timing information in the ConcurrenC blocks, and (2) extend this scheduling strategy into a distributed simulation environment.
