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Abstract
The classical Vlasov theory for torsional analysis of thin-walled beams with open and closed cross-sections can be
generalized by including distortional displacement fields. We show that the determination of adequate distortional
displacement fields for generalized beam theory (GBT) can be found as part of a semi-discretization process. In this
process the cross-section is discretized into finite cross-section elements and the axial variation of the displacement
functions are solutions to the established coupled fourth order differential equations of GBT. We use a novel finite-
element-based displacement approach in combination with a weak formulation of the shear constraints and constrained
wall widths. The weak formulation of the shear constraints enables analysis of both open and closed cell cross-
sections by allowing constant shear flow. We use variational analysis to establish and clearly identify the homogeneous
differential equations, the eigenmodes, and the related homogeneous solutions. The distortional equations are solved
by reduction of order and solution of the related eigenvalue problem of double size as in non-proportionally damped
structural dynamic analysis. The full homogeneous solution is given as well as transformations between different
degree of freedom spaces. This new approach is a considerable theoretical improvement, since the obtained GBT
equations found by discretization of the cross-section are now solved analytically and the formulation is valid without
special attention also for closed single or multi cell cross-sections. Further more the found eigenvalues have clear
mechanical meaning, since they represent the attenuation of the distortional eigenmodes and may be used in the
automatic meshing of approximate distortional beam elements. The magnitude of the eigenvalues thus also gives the
natural ordering of the modes.
Key words: Distortion, Warping, Generalized beam theory, Thin-walled beams, Beam theory, Semi-discretization.
1. Introduction
Thin-walled structural elements are extremely effi-
cient due to the minimization of the thickness-to-width
ratio of the cross-section walls, and the thin walls are
a primary aspect in the behavior and design. The in-
creasing slenderness leads to the insufficiency of both
ordinary Euler-Bernoulli beam theory with St. Venant
torsion and Vlasov beam theory for thin-walled beams,
[1]. An important feature missing in these theories is
the distortion of the cross-sections, which do not main-
tain their shape, but distort and buckle. Several formu-
lations including transverse distortional displacements
have been proposed for analysis of both open and closed
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cross-sections. One formulation which has been very
successful is the generalization of classic Vlasov beam
theory for open cross-sections to include distortion. It
has been based on the kinematic assumption of negli-
gible shear strain along the centre lines of the cross-
section walls. This formulation is known as GBT (gen-
eralized beam theory) and it was initially proposed by
Schardt [2] in 1966 as a generalization of the theory
of bending (Verallgemeinerte Technisch Biegetheorie,
VTB in German). For closed (single or multi celled
hollow) thin-walled cross-sections, Schardt shows in his
presentation of GBT in [3], that the theory needs a relax-
ation of the Vlasov assumption of negligible shear strain
in order to include the warping deformation associated
with the ”Bredt’s shear flow” around each cell. How-
ever it complicates the solution of the GBT equations
by introducing non negligible shear coupling terms (off
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diagonal) in the GBT equations as can be seen in recent
GBT formulations for closed thin-walled cross-sections,
e.g. [4], [5] and [6]. In this paper we will therefore ad-
here to the definition of the warping function given by
Kollbrunner & Hajdin, [7], which adds the integral of
the shear flow strains, see also [8] and [9]. Since GBT is
developed as a generalization of beam bending it leads
to orthogonal warping modes. Thus the final GBT equa-
tions are decoupled with respect to normal stresses and
transverse stresses, however the shear coupling terms
are neglected or in case of closed cells given special
attention. The basic cross-section deformation modes
of GBT are obtained by separately identifying conven-
tional beam deformation modes and solving the eigen-
value problem defined by the warping stiffness matrix
and the transverse deformation stiffness matrix. When
solving the GBT equations the shear coupling stiffness
terms are neglected. This corresponds to modal anal-
ysis with orthogonal (Rayleigh) damping in dynamic
structural analysis. The solution of the shear coupled
GBT equations for closed cross-sections was published
by Hanf only in his thesis, [10]. GBT was generally
not so known in the international research community
until Davies, see [11], presented first-order GBT anal-
ysis. A distortional theory which generalizes Vlasov
beam theory by including the modified definition of the
warping function and one distortional mode was pre-
sented by Jo¨nsson [12]. In that work the analytical so-
lution of coupled torsional and distortional equations
were found by reduction of order and solution of the
related eigenvalue problem as in the present work. GBT
is devoted to (first order) distortional displacement anal-
ysis including the identification of distortional modes,
as well as (second order) linear buckling of thin-walled
members, and it has fostered a lot of research. Silvestre
& Camotim extended the theory to include orhotropic
materials, see [13] and [14]. Experimental verifications
have also been presented, see for example Rendek &
Balaz [15]. Silvestre [16] presents buckling solutions
as well as non-linear post buckling solutions. However
in order to perform post buckling analysis with GBT,
which is essentially a beam theory and not a plate the-
ory, Silvestre finds it is necessary to include additional
transverse extension modes and shear modes, as well
as modified constitutive relations. In the following we
will refer to these kinds of modes as other modes and
the related method as extended GBT. For an overview
and information about the research and development of
GBT see Camotim et al. [17] and [18].
The innovative theoretical developments performed
in this paper by introducing semi-discretization lead to-
wards a modified formulation of GBT, in which the ro-
tational degrees of freedom are included, thus includ-
ing local plate modes in the formulation even for the
simplest discretization. The elimination of these rota-
tions could perhaps be advantageous if one wants to
perform a modal decomposition of buckling displace-
ments into distortional buckling mode and local plate
buckling mode, however we then rely on a coarse dis-
cretization. The methods developed by Schardt, Sil-
vestre, Camotim and co-workers will therefore be ap-
plicable for the presented modified formulation. The
presented modified GBT formulation for thin walled
beams with both open and closed (single or multi cell)
cross-sections can be regarded as an extension of clas-
sical Vlasov thin-walled beam theory to include dis-
tortional deformation modes as well as constant shear
flows in the walls of the cross-section, see [1], [7] and
[19]. It makes it possible to analyze thin-walled mem-
bers with cross-section distortion and local plate behav-
ior in a one-dimensional formulation through the linear
combination of pre-established modes of deformation.
However in this paper we find the analytical homoge-
neous solution to the differential GBT equations (ob-
tained by semi-discretisation), using methods similar to
Hanf [10] and Jo¨nsson [12], this also (through the mag-
nitude of the eigenvalues) gives a much better knowl-
edge of the length scales of the modes. Alternatively
the GBT equations may just as well have been solved
using the approximate engineering methods (in which
the shear coupling terms are neglected) producing or-
thogonal axial and transverse normal stress modes. In
conventional GBT these modes are used as shape func-
tions in a virtual work or potential energy formulation
leading to finite GBT beam elements. However the dis-
cretization has to be performed without prior knowledge
of the problem length scales of the individual modes.
Buckling analysis using GBT beam elements is an al-
ternative to the use of finite-strip methods (FSM), see
[20]. However GBT is as its name states essentially
a beam theory, whereas FSM essentially is based on
plate theory. Therefore FSM does not contain a nat-
ural decomposition into basic beam, distortional, local
and other modes. Further more conventional GBT does
not contain other modes as mentioned above. Since the
modal decomposition may lead to advantages in design
of thin-walled structures using FSM a great deal of work
has been performed by A´da´ny & Schafer to develop a
constrained finite strip method (cFSM) and modal de-
composition methods for open (single-branched) cross-
sections, see [21], [22] and [23]. The modal approaches
of extended GBT and cFSM formulations have recently
been compared in [24]. The formulations in this pa-
per only consider the (first order) homogeneous linear
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displacements of GBT, since the main goal has been to
identify a theoretically sound formulation of the end ef-
fects or in other words find the eigensolutions for the
full displacement field including the variation in the ax-
ial member direction, see the treatment of end effects by
Timoshenko [25].
Let us briefly describe the contents of the following
sections and illuminate the process. In the theories of
beams, the displacements assumed are typically sepa-
rated into a sum of (orthogonal) displacement fields.
In the following sections, only one of these displace-
ment fields is considered in the variational formulation.
The basic kinematic assumptions of these displacement
fields are introduced in Section 2. The displacements
are separated into the product of cross-section displace-
ment functions and the axial variation functions. The
strain fields are derived, and a weak formulation of
the shear constraints is described for later use. Sim-
ple constitutive energy assumptions in Section 3 lead
to the formulation of the elastic energy potential. In
Section 4, the cross-section is discretized by straight
finite elements in which the local transverse displace-
ments and the warping displacements are interpolated.
The element interpolation functions are introduced and
the elastic potential energy is formulated in a semi-
discretized form. At this stage, the interpolated dis-
placements have not yet been constrained by assump-
tions about shear and constant width of wall elements.
Section 5 is split into three main steps leading to the
final distortional differential equations in which all con-
ventional beam modes have been eliminated and all con-
straints introduced. In Step I, the weak form of the shear
constraint equations are introduced, and by taking ade-
quate variations in the potential energy, the pure axial
extension mode and its homogeneous solution is iden-
tified and eliminated. In Step II, the constraint equa-
tions relating to the assumption of a constant wall width
are introduced, and the rigid translations and the rota-
tional cross-section displacement eigenmodes are iden-
tified and orthogonalized. The constrained degrees of
freedom and the two degrees of freedom related to the
rigid translations are eliminated, leading to a condensed
set of coupled fourth order differential equations. In
Step III, the order of the differential equations is re-
duced by doubling the number of equations through the
introduction of a state vector with components of dif-
ferent differentiation levels. The pure St. Venant tor-
sional mode is identified as an eigenmode with its lin-
ear axial solution, St. Venant torsion is eliminated, and
the final coupled differential equations are revealed. In
Section 6, the distortional eigenvalue problem is solved
and the solution functions ordered in a matrix format.
Figure 1: Global and local Cartesian reference frames.
In section 7, the eigenmodes and solutions are assem-
bled in modal vectors and the back substitution steps
for the eliminated degrees of freedom are recapitulated
in a matrix format. The full homogeneous solution of
the GBT differential equations is formulated in Section
8 and the handling of complex eigenvectors and eigen-
values is described. Examples are given in Section 9,
and in Section 10, the degree-of-freedom spaces of the
finite-element formulation and the GBT formulation are
treated and transformations between these are given. Fi-
nally Section 11 is devoted to the determination of solu-
tion constants using displacement boundary conditions
which are relevant for the finite-element formulation of
an analytical GBT beam element.
The present paper does not take distributed loads into
account, but they can be incorporated in the formula-
tion leading to the addition of inhomogeneous solution
functions. In a following companion paper we will ad-
dress the solution of the inhomogeneous GBT equa-
tions, since we in the development stage of the present
formulation know that the eigenmodes are needed in
order to decouple the reduced order non-homogeneous
differential equations as well as the conventional beam
equations.
2. Basic kinematic assumptions
The prismatic thin-walled beam is described in a
global Cartesian (x, y, z) coordinate system where the
z-axis is in the longitudinal direction of the beam, see
Figure 1. A cross-section coordinate s is introduced as
a curve parameter which runs through the section along
the center line and n is the coordinate along the local
normal. Subscripts n and s are used for the compo-
nents in the local coordinate system corresponding to
the normal and tangential directions. Subscripts fol-
lowing a comma are used for derivatives, for example
un,ss = d2un(s)/ds2 or us,n = ∂us(s, n)/∂n. A prime, ′, is
used for the axial derivative, d/dz.
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Figure 2: Local components of displacements and assumed shear stresses.
The theories of beams are derived on the basis of as-
sumed displacement fields which correspond to exten-
sion, flexure, torsion, warping and distortional displace-
ments. This corresponds to a modal separation in which
each mode has a set of transverse and axial displace-
ment fields that may be coupled. Each of these cross-
section displacement fields is factorized in a displace-
ment mode which is a function of the in-plane coordi-
nates, multiplied by a function of the axial coordinate,
which describes the axial variation of the mode. In the
following, we propose a method for finding these dis-
placement modes, including global, distortional and lo-
cal modes, as the eigenmodes of the corresponding ho-
mogeneous set of equilibrium equations and axial vari-
ation functions corresponding to the eigenvalues.
In the definition of the displacements and strains, the
influence of curved cross-section walls is neglected and
it is assumed that the radius of curvature is sufficiently
large, so that curvature effects vanish. The local effects
at corners and joints are also neglected. Only shear con-
tributions from torsion and shear flow around cells will
be allowed. For one displacement mode, the compo-
nents un and us of the in-plane cross-section displace-
ments in the local coordinate system at a point (n, s) in
the cross-section, are introduced as
un(s, z) = wnψ (1)
us(n, s, z) = (ws − nwn,s)ψ (2)
Here ws(s) and wn(s) are the local displacements of
the centerline as shown in Figure 2, and ψ(z) is the
function which describes the axial variation of the in-
plane distortional displacements. The axial displace-
ments uz(n, s, z) generated by the in-plane distortional
displacements are introduced as
uz(n, s, z) = −(Ω + nwn)ψ′ (3)
Here the axial (warping) displacement mode Ω(s) has
been included with a variation corresponding to the
negative axial derivative of the axial variation factor,
−ψ′, and due consideration of local transverse variation
through the term nwn. Thus neglecting shear deforma-
tion contributions which are not related to St. Venant
torsion and torsional shear flow around closed cells.
It is convenient at this stage to note that pure axial ex-
tension (where Ω = 1 and ws = wn = wn,s = 0) is em-
bedded in this formulation. However, since pure exten-
sion in the present formulation, does not involve trans-
verse displacements, the axial variation −ψ′(z) need not
be taken as the derivative of a function, but just a func-
tion which we will be introducing as ζ(z) = −ψ′(z) at a
later stage.
The axial strains corresponding to the given displace-
ments are
ε = u′z = −(Ω + nwn)ψ′′ (4)
The cross-section distortional strains are
εs = (ws,s − nwn,ss)ψ (5)
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The engineering shear strain in the walls of the cross-
section becomes
γ = γzs = uz,s + us,z = (ws −Ω,s −2nwn,s)ψ′ (6)
To cope with the shear flow around closed cells, we in-
troduce the shear strain in the middle of the wall as
γ¯dψ
′ = (ws −Ω,s )ψ′ (7)
Bernoulli beam theory is based on the assumption of
negligible shear strain and sets the shear strain equal
to zero and thus determines the warping displacements
(flexural modes) by the differential equation Ω,s = ws.
This means that the formulation of Bernoulli beam the-
ory does not include shear contributions and the axial
equilibrium equation of a section cut-out is not fulfilled,
which leads to the use of Grashof’s method for the de-
termination of the shear stresses. However, if we are
to analyze closed cross-sections as in Vlasov beam the-
ory, see [7], we have to allow for a constant shear flow
around the cells and the warping of the cross-section
then has to be determined by the differential equation
Ω,s = ws − γ¯d as
Ω(s) =
∫ s
0
wsds −
∫ s
0
γ¯dds + Ω0 (8)
In the current context, the warping function will be de-
termined from a weak formulation of the assumption of
a constant shear flow T¯d in the walls of the cross-section,
(where T¯d = Gtγ¯d). The strong formulation of the con-
straining assumption is that the contribution of the shear
flow to the axial equilibrium equation, see Figure 3, of
a section cut-out is zero, i.e.
T¯d,s = 0 (9)
Multiplying by a virtual centerline axial displacement,
δu¯z, and integrating over the cross-section we find the
virtual work of the shear stresses in a cross-section as∫
C
T¯d,sδu¯zds = 0 (10)
Performing a partial integration and noting that the
shear stress flow is zero at all free edges, we find the
weak formulation that will be used to determine the
warping function[
T¯dδu¯z
]
free edges
−
∫
C
T¯dδu¯z,sds = 0 ⇓∫
C
T¯dδu¯z,sds = 0 (11)
This is the constraint equation that we will use to en-
force the assumption of zero axial work performed by
the shear flow around the cells.
Figure 3: Work of shear flow through axial virtual displacement.
3. Strain energy assumptions
In the following we will adhere to simple constitutive
relations, i.e. the material is assumed to be linear elastic
with a modulus of elasticity E and a shear modulus G.
In the transverse direction we will assume a plate type
elasticity modulus Es = E/(1 − ν2), in which ν repre-
sents the Poisson ratio. The axial stress is determined as
σ = Eε, the shear stress as τ = Gγ and the transverse
stress as σs = Esεs. Thus the coupling of axial strain
ε and transverse strain εs is neglected. Note that this
means that we also neglect the equivalent coupling be-
tween axial and transverse curvatures in the constitutive
relations for the plate moments, but with some changes
it is possible to include the coupling of the curvatures.
With the simple constitutive relations assumed, the elas-
tic energy potential becomes
Π =
∫
V
(
1
2 Eε
2 + 12Gγ
2 + 12 Esε
2
s
)
dV (12)
Let us introduce a thin-walled cross-section assembled
using straight cross-sectional elements, see Figure 4,
and let us integrate through the thickness, t, across the
widths, be, of the elements, and over the length, L, of
the thin-walled beam. The elastic potential energy takes
the following form after the introduction of the strains
expressed by the displacement in separated form
Π =
1
2
∫ L
0
[∑
el
∫ bel
0
{ [
Et(Ωψ′′)2 + 112 Et
3(wnψ′′)2
]
+
[
Gt(wsψ′)2 + Gt(Ω,s ψ′)2
−2Gt(wsψ′)(Ω,s ψ′) + 13Gt3(wn,sψ′)2
]
+
[
Est(ws,sψ)2 + 112 Est
3(wn,ssψ)2
] }
ds
]
dz
(13)
In equation (13) the elastic energy terms have been
grouped in axial strain energy, shear energy, and trans-
verse strain energy. In conventional beam theory,
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Figure 4: Components of the displacements vectors of a straight cross-
section element.
we usually introduce rigid cross-sectional displacement
modes and the elastic energy is described by a sum-
mation of the energy stored in all displacement modes.
However, we have to remember the shear constraints
associated with our assumption of constant shear flow,
which have to be introduced later. In the current work
we wish to establish a set of displacement modes by
using semi discretization. To achieve this, the cross-
section will be divided into discrete straight-line ele-
ments, in which we interpolate the transverse and axial
displacements.
4. Interpolation within cross-section elements
Within each straight finite cross-section element, the
axial displacements, Ω, will be interpolated linearly cor-
responding to a linear variation of the warping functions
and the transverse displacement of the elements will be
interpolated linearly in the direction of the element and
cubically (corresponding to beam elements) in the trans-
verse direction of the element. The displacements in
a straight cross-section finite element are thus interpo-
lated as follows:
Ωψ′ = NΩvelΩψ
′
wsψ = Nsvelwψ
wnψ = Nnvelwψ (14)
in which NΩ(s) and Ns(s) are linear interpolation ma-
trices and Nn(s) is a cubic (beam) interpolation ma-
trix. Furthermore we have introduced the axial and
transverse nodal displacement components of a straight
kσ
ΩΩ
=
∫ be
0 EtN
T
Ω
N
Ω
ds
kσww =
∫ be
0
Et3
12 N
T
nNnds
ks =
∫ be
0
(
EstNTs,sNs,s +
Est3
12 N
T
n,ssNn,ss
)
ds
kτww =
∫ be
0
(
GtNTs Ns + Gt
3
3 N
T
n,sNn,s
)
ds
kτ
ΩΩ
=
∫ be
0 GtN
T
Ω,sNΩ,sds
kτwΩ =
[
kτ
Ωw
]T
= − ∫ be0 GtNTs NΩ,sds
Table 1: Straight-element stiffness contributions.
Kσ
ΩΩ
=
∑
el
TTΩk
σ
ΩΩTΩ K
τ
ww =
∑
el
TTwk
τ
wwTw
Kσww =
∑
el
TTwk
σ
wwTw KτΩΩ =
∑
el
TTΩk
τ
ΩΩTΩ
Ks =
∑
el
TTwk
sTw KτwΩ =
∑
el
TTwk
τ
wΩTΩ
Table 2: Assembly into total cross-section stiffness contributions.
cross-section element as
velΩ =
[
vel
Ω1 v
el
Ω2
]T
=
[
Ω(0) Ω(be)
]T
velw =
[
velw1 v
el
w2 v
el
w3 v
el
w4 v
el
w5 v
el
w6
]T
=
[
ws(0) −wn(0) −wn,s(0)
ws(be) −wn(be) −wn,s(be)
]T
(15)
Here be is the width of the flat element. Nodal compo-
nents and the direction of the section coordinates (n, s)
are shown in Figure 4. The element stiffness contri-
butions to the axial strain, shear strain, and transverse
strain energy can now be found using the displacement
interpolations. The stiffness contributions found are
shown in Table 1, in which the first two are the axial
stiffness contributions, the third is the transverse distor-
tional stiffness term, while the last three are the shear
strain stiffness contributions. These stiffness contribu-
tions can be found explicitly. Let us prepare for the
formulation of the total cross-section elastic energy by
introducing global displacement vectors as an assembly
of the local element degrees of freedom. The axial dis-
placements and the transverse displacements are sepa-
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rated into two vectors as follows:
vΩ = [vΩ1 vΩ2 vΩ3 . . .]T
vw = [vx1 vy1 φ1 vx2 vy2 φ2 . . .]T (16)
In equation (16), vΩ holds the local axial element de-
grees of freedom, and vw holds the local element de-
grees of freedom, corresponding to two displacements
and one rotation for each node. The transformation from
local to global components is performed using a formal
standard transformation of the components in the cross-
section plane, i.e. vΩ = TΩvelΩ and vw = Twv
el
w. The
global assembly of stiffness matrices is found by sum-
mation of the contribution from each element, as illus-
trated in Table 2. Introducing the described interpola-
tion and matrix calculation scheme, the elastic potential
energy in equation (13) now takes the following form:
Π = 12
∫ L
0
{[
ψvTw ψv
T
Ω
]′′ [Kσww 0
0 Kσ
ΩΩ
] [
ψvw
ψvΩ
]′′
+
[
ψvTw ψv
T
Ω
]′ [Kτww KτwΩ
Kτ
Ωw K
τ
ΩΩ
] [
ψvw
ψvΩ
]′
+
[
ψvTw ψv
T
Ω
] [Ks 0
0 0
] [
ψvw
ψvΩ
] }
dz
(17)
In equation (17) and in the following, a bold zero 0 de-
notes a suitable size matrix or vector of zeroes. The
axial stiffness from transverse displacements sub matrix
Kσww has a rank deficiency equal to the number of free
end nodes plus the number of “internal” nodes between
corner points of the cross-section. The in-plane cross-
section distortional stiffness sub matrix Ks has a rank
deficiency of 3, corresponding to three in-plane “rigid
body” or rather non-distortional displacements of the
cross-section. Finally the whole shear stiffness matrix
has a rank deficiency of 3, corresponding to the ex-
istence of pure axial extension and two pure flexural
modes without shear. It turns out that since the pure
axial displacement only involves the sub matrix Kτ
ΩΩ
,
this matrix has a rank deficiency of one.
5. Constraints, eliminations, transformations and
reduction of order
To achieve a formulation resembling a generalization
of Vlasov beam theory including distortion, the follow-
ing three main steps need to be performed, before we
can solve the eigenvalue problem related to distortional
displacements, including local plate type modes. In this
process, we introduce constraints, and we identify and
eliminate the basic solutions related to the conventional
beam displacement modes.
5.1. Step I – Pure axial extension and shear constraints
In this step, we introduce the shear constraint equa-
tions that bind axial and transverse modes together and
at the same time simplify or condense equation (17).
In this process we need to eliminate the singularity in
the shear stiffness matrix related to pure axial extension.
The first eigenmode that we identify is the pure axial ex-
tension; it produces no shear energy and no transverse
displacement energy (due to the simple constitutive re-
lations assumed, corresponding to beam theory and the
mentioned rank deficiency).
Let us introduce the shear constraint equations using
equation (11) as follows:∫
C
T dδuz,sds = 0 ⇓
−
∫
C
(Gt(ws −Ω,s ))δΩ,s ds = 0 ⇓∫
C
GtΩ,s δΩ,s ds =
∫
C
GtwsδΩ,s ds (18)
Introducing the interpolation, see equation (14), Tables
1 and 2, and taking variations gives us the constraint
equations
KτΩΩvΩ = −KτΩwvw (19)
This matrix equation is singular because pure axial ex-
tension does not produce shear. Therefore we introduce
the following transformation, using superscripts a for
axial and o for other:
vΩ =
[
Ta
Ω
To
Ω
] [va
Ω
vo
Ω
]
(20)
in which Ta
Ω
= vaxial
Ω
is the pure axial deformation mode
(with unit value for all components). The other remain-
ing modes are picked out by
ToΩ =
[
0
Iaa
] } 1 d.o.f. related to the first node
} Unit diagonal matrix (21)
Here Iaa is a unit diagonal matrix of dimension na =
nno−1 , where nno is the number of nodes. Furthermore,
it is worth noting that va
Ω
is one component that corre-
sponds to the amount of pure axial extension, while vo
Ω
corresponds to all the other axial displacement degrees
of freedom. Introducing the transformation in equation
(20) into the constraint equations (19), we get the fol-
lowing by pre- and post multiplication:[
0 0
0 To
Ω
TKτ
ΩΩ
To
Ω
] [
va
Ω
vo
Ω
]
=
[
0
−To
Ω
TKτ
Ωwvw
]
⇓
voΩ = −(KτooΩΩ)−1KτoΩwvw (22)
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where the matrices Kτoo
ΩΩ
and Kτo
Ωw are given in Table 3.
With equation (22) we have introduced a transformation
from in-plane cross-section displacement modes to the
axial displacement modes without pure axial extension
as follows:
voΩ = TΩwvw, where TΩw = −(KτooΩΩ)−1KτoΩw (23)
Combining equation (20) and (22) gives
vΩ =
[
To
Ω
TΩw TaΩ
] [vw
va
Ω
]
=
[
Tr
Ωw T
a
Ω
] [vw
va
Ω
]
= TrΩwvw + T
a
Ωv
a
Ω (24)
where Tr
Ωw = T
o
Ω
TΩw.
The potential energy formulation (17) can now be
modified so that the amount of axial extension is de-
scribed by the separate degree of freedom va
Ω
and the
shear constraint equations are enforced. The modifica-
tion of (17) is performed using the transformation in
equation (24) and, to clarify the variational treatment
of pure axial extension, we also temporally rewrite the
terms pertaining to axial extension using ζva
Ω
= −ψ′va
Ω
.
Introducing transformed stiffness matrices, see Table 3,
the elastic potential energy (for one mode) takes the fol-
lowing form
Π =
1
2
∫ L
0
{ [
(ψvTw)′′ (ζvaΩ
T )′
] [ K¯σ −Kσra
ΩΩ−Kσar
ΩΩ
Kσaa
ΩΩ
] [
(ψvw)′′
(ζva
Ω
)′
]
+(ψvTw)
′Kτ(ψvw)′ + (ψvTw)K
s(ψvw)
}
dz
(25)
To find the homogeneous distortional differential equa-
tions of GBT, the first variation of the elastic potential
energy is investigated by taking variations in the com-
plete displacement field. The virtual variation of a prop-
erty is denoted by a δ in front of the varied field property
(displacement field), as in δ(vwψ)′, as the virtual vari-
ation of the first derivative of the transverse displace-
ment field expressed by the product of the transverse
displacement shape vw and the axial variation ψ′. This
gives us
δΠ =∫ L
0
{
δ(ψvTw)
′′[K¯σ(ψvw)′′ −KσraΩΩ (ζvaΩ)′]
+δ(ψvTw)
′Kτ(ψvw)′ + δ(ψvTw)K
s(ψvw)
+δ(ζvaΩ)
′[−KσarΩΩ (ψvw)′′ + KσaaΩΩ (ζvaΩ)′]
}
dz
(26)
After performing up to two partial integrations on the
terms and derived terms that involve axial derivatives of
the (virtual) varied displacement field, δ( )′ or δ( )′′, the
first variation of the elastic potential energy takes the
form:
δΠ =∫ L
0
{
δ(ψvTw)
[
K¯σvwψ′′′′ −KσraΩΩ vaΩζ′′′
−Kτvwψ′′ + Ksvwψ
]
+ δ(ζvaΩ)
[
KσarΩΩvwψ
′′′ − KσaaΩΩ vaΩζ′′
]}
ds
+
[
δ(ψvTw)
′[K¯σ(ψvw)′′ −KσraΩΩ (ζvaΩ)′]
+ δ(ψvTw)
[
− K¯σ(ψvw)′′′ + KσraΩΩ (ζvaΩ)′′ + Kτ(ψvw)′
]
+ δ(ζvaΩ)
[
−KσarΩΩ (ψvw)′′ − KσaaΩΩ (ζvaΩ)′
]]L
0
(27)
For internal variation in the displacement fields δ(ψvw)
and δ(ζva
Ω
), the elastic potential energy should be sta-
tionary and therefore its first variation must be equal to
zero. Here the terms in the squared bracket correspond
to the boundary loads and boundary conditions. Taking
internal variations reveals the following coupled homo-
geneous differential equations of GBT in which we note
that ζ = −ψ′:
K¯σvwψ′′′′ −KσraΩΩ vaΩζ′′′ −Kτvwψ′′ + Ksvwψ = 0 (28)
KσarΩΩvwψ
′′′ − KσaaΩΩ vaΩζ′′ = 0 (29)
These equations establish a coupled set of homogeneous
GBT differential equations that determine the displace-
ments of a thin-walled beam for a given set of boundary
conditions. To solve the boundary value problem, it is
necessary to solve the related eigenvalue problem by es-
tablishing the eigenmodes/vectors and the related axial
variation through the related eigenvalues. In the follow-
ing, we will first consider the case where the displace-
ment vectors do not contain transverse displacements,
and then we will consider one in which they do. We
start out by isolating the term va
Ω
ζ′′ in equation (29) as
follows:
vaΩζ
′′ = (KσaaΩΩ )
−1KσarΩΩvwψ
′′′ (30)
We can identify pure axial extension as an eigenmode
solution. For the above equations (28) and (29), it cor-
responds to (vw, vaΩ) = (0, 1), which we can see leads
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Kσaa
ΩΩ
= Ta
Ω
TKσ
ΩΩ
Ta
Ω
Kτrr
ΩΩ
= Tr
Ωw
TKτ
ΩΩ
Tr
Ωw
Kσar
ΩΩ
= Ta
Ω
TKσ
ΩΩ
Tr
Ωw K
τr
wΩ = K
τ
wΩT
r
Ωw = K
τr
Ωw
T
Kσrr
ΩΩ
= Tr
Ωw
TKσ
ΩΩ
Tr
Ωw K
τoo
ΩΩ
= To
Ω
TKτ
ΩΩ
To
Ω
K¯σ = Kσww + KσrrΩΩ K
τo
Ωw = T
o
Ω
TKτ
Ωw
Kσ = K¯σ −Kσra
ΩΩ
(Kσaa
ΩΩ
)−1Kσar
ΩΩ
Kτ = Kτww + KτrwΩ + K
τr
Ωw + K
τrr
ΩΩ
Table 3: Transformation of stiffness matrices related to Step I.
to a solution. In the original “global” space, the axial
eigenmode is given by (vw, vΩ) = (0,TaΩ). It is also
clear that the axial variation of pure axial extension can
be determined by double integration of equation (30)
with vw = 0, which results in:
ζ(z) = −ψ′(z) = ca1 + ca2z
= −Ψa′(z) ca =
[
1 z
] [ca1
ca2
]
(31)
where ca1 and ca2 are constants determined by the
boundary conditions of axial extension.
Having identified the “trivial” eigenmode, pure axial
extension, we finally turn to the solution of the trans-
verse displacement modes. In this case, equation (30)
determines the correction term that eliminates pure ax-
ial extension in the back substitution process. Eliminat-
ing ζ′′ by using the fact that ζ′′ = −ψ′′′ and assuming
that ψ′′′ , 0, we find:
vaΩ = −(KσaaΩΩ )−1KσarΩΩvw (32)
Using this equation or equation (29), we eliminate the
second term in equation (28) and introduce Kσ, as given
in Table 3. This results in the following homogeneous
fourth order differential equations for determination of
the transverse (global, distortional and local) distor-
tional displacement modes of GBT:
Kσvwψ′′′′ −Kτvwψ′′ + Ksvwψ = 0 (33)
To solve this set of equations we have to solve the re-
lated eigenvalue problem, which is of 4th order, but
since only an even number of axial derivatives is in-
volved, this reduces to a quadratic eigenvalue problem.
With solutions, vw, to equation (33), we can find voΩ us-
ing equation (23), va
Ω
using equation (32), and finally vΩ
using equation (20), thus revealing the full solution (in
global space).
5.2. Step II – Rigid cross-section displacements and
constant wall-width constraint
In this step, we will identify and eliminate two eigen-
modes corresponding to transverse translation of the
cross-section, and we will identify a pure rotational
eigenmode for later elimination in the next step. Fur-
thermore, we will also constrain the transverse displace-
ment field, so that the wall widths remain constant, i.e.
we will enforce ws,s ≡ 0, see equation (5).
With the introduction of the shear constraints in the
previous step, the flexural modes do not have shear en-
ergy and the shear stiffness matrix Kτ is therefore singu-
lar for these modes. Since neither the pure translational
modes nor the rotational mode involve any distortion
of the cross-section, the transverse stiffness matrix Ks
will be singular for these modes. It turns out that the
translational modes correspond to two quadruple zero
eigenvalues or roots of the related characteristic equa-
tion. To orthogonalize these modes with respect to the
non-singular axial stiffness matrix Kσ, we will form the
subspace spanned by the modes and orthogonalize in
this subspace.
Let us first introduce two not necessarily orthogo-
nal translational modes corresponding to a unit transla-
tion in each transverse coordinate direction, ordered in
columns in the matrix Txyw = [vx transw v
y trans
w ] and a rota-
tional mode corresponding to rotation about the origin
of the (initial) transverse coordinate axes Tzw = [vz rotw ].
In the subspace spanned by the two non-orthogonal
translational modes introduced, we can find the prin-
ciple flexural directions by an equivalent conventional
method or by finding the eigenvectors of the following
two-dimensional eigenvalue problem:
(Kσxy − λI)vxy = 0 ⇒ vxy = v1xy or v2xy (34)
where I is a 2 × 2 diagonal unit matrix and Kσxy =
Txyw
TKσTxyw . The two orthogonal eigenvectors corre-
sponding to the principle axis directions are ordered in
columns in the transformation matrix
Tαxy =
[
v1xy v
2
xy
]
(35)
Finally we can determine the two orthogonal trans-
lational eigenmodes in the full vw space, ordered
in columns in a transformation matrix as Tαw =
9
[v1 transw v2 transw ], by the simple matrix multiplication
Tαw = T
xy
w Tαxy (36)
Next we turn to the non-orthogonal rotational mode,
and we subtract the translational part, so that the cou-
pling term in the axial stiffness vanishes. Thus the or-
thogonal pure rotational mode is given by
v3 rotw = v
z rot
w −
[
v1 transw v
2 trans
w
]
dα m
T3w = T
z
w − Tαwdα (37)
where we have introduced the transformation “matrix”
T3w = [v3 rotw ] and dα as a two-dimensional vector giv-
ing the amount of each translational eigenmode to be
subtracted. Note that dα is related to the coordinate vec-
tor of the shear center, see [12]. The coupling terms in
the axial stiffness between translations and rotation are
found as follows (in the subspace):
Kσα3 = T
α
w
TKσT3w
= Tαw
TKσ
(
Tzw − Tαwdα
)
= Kσαz −Kσααdα (38)
By requiring that the coupling terms in the axial stiffness
vanish Kσα3 = 0, we find
dα = Kσαα
−1Kσαz (39)
Now we can completely identify the orthogonal pure ro-
tational eigenmode by inserting equation (39) in (37) as
T3w = T
z
w − TαwKσαα−1Kσαz (40)
Here the matrix transformations are given in Table 4.
Before performing eliminations and finding the solu-
tions pertaining to the translational modes, we will con-
strain the transverse normal strains in the middle surface
of the cross-section walls, i.e. we will enforce ws,s ≡ 0
or, say, enforce a constant wall-width constraint. For
each wall element, this leads to a multi-point constraint
equation in local degrees of freedom, velw, corresponding
to no centerline elongation. It takes the following form:[
1 0 0 −1 0 0
]
velw = 0 (41)
Each element constraint equation is reformulated into
global degrees of freedom by a formal transformation
of the form velw = TTwvw, which allows us to write nc
independent constraint equations (where nc can be less
than the number of elements due to over-constraining).
The equations take the following form in the full vw-
space:
Cvw = 0 (42)
The transformation method described by Cook et al.
[26] will be used to enforce the multi-point constraint
equations and eliminate the related degrees of freedom.
However, we must also incorporate the elimination of
the translational eigenmodes and prepare for the elimi-
nation of the rotational modes.
Before any elimination of eigenmodes or constrained
degrees of freedom can be performed, we must first
transform the equations to a new space (with redefined
degrees of freedom) in such a way that the degrees of
freedom to be eliminated are clearly identified. Thus we
need to choose exactly which of the constrained degrees
of freedom (in each constraint equation) and which de-
grees of freedom related to the translational and rota-
tional modes are to be eliminated. In our implementa-
tion, we choose to eliminate the translations and rota-
tion of the first node, and we implement a strategic rou-
tine which chooses which of the other translational de-
grees of freedom related to the constraint equations are
to be eliminated. The identification of the constrained
degrees of freedom to be eliminated is performed by
a transformation matrix Tcw in which each column be-
longs to a constraint equation and identifies the degree
of freedom to be eliminated by a unit value in the cor-
responding row. The remaining degrees of freedom,
which are not going to be separately identified (elim-
inated), are identified in the transformation matrix Tuw
in which each column identifies a remaining (u for un-
constrained) degree of freedom by a unit value in the
corresponding row.
We are now ready to introduce the transformation to
vw-space from the new space. In the new space, we
introduce the degrees of freedom as, vαw = [v1w v2w]T
for the magnitudes of the two translational eigenmodes,
v3w for the magnitude of the rotational eigenmode, vcw
for the degrees of freedom to be constrained, and vuw for
the remaining unconstrained degrees of freedom. The
transformation may be written as:
vw =
[
Tαw T3w Tcw Tuw
] 
vαw
v3w
vcw
vuw
 (43)
Since we have strategically chosen the constrained de-
grees of freedom not to be equal to the degrees of free-
dom related to the translational and rotational eigen-
modes, we have a situation where CTαw = 0 and CT3w =
0. So the constrain equations in (42) can be rewritten
using equation (43) as
CTcwv
c
w + CT
u
wv
u
w = 0 (44)
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This allows us to express the constrained degrees of
freedom by the unconstrained as
vcw = −C−1c Cuvuw (45)
in which Cc = CTcw and Cu = CT
u
w. Introducing (45) in
the transformation equation (43), we find that the total
transformation is condensed as follows:
vw =
[
Tαw T3w Tcw Tuw
] 
vαw
v3w
−Cc−1Cuvuw
vuw

=
[
Tαw T3w T˜uw
] v
α
w
v3w
vuw
 (46)
where T˜uw = Tuw −TcwCc−1Cu has been introduced as the
condensed transformation by using a tilde.
Introducing the transformation in (46) in the differen-
tial equations in (33) transforms these equations into the
new space. The differential equations thereby take the
following form in which we have also introduced the
null terms corresponding to the rigid-body modes and
zero shear strain for translational and flexural modes:K
σ
αα 0 Kσαu
0 Kσ33 K
σ
3u
Kσuα Kσu3 K
σ
uu

v
α
w
v3w
vuw
ψ′′′′ −
0 0 00 Kτ33 Kτ3u0 Kτu3 Kτuu

v
α
w
v3w
vuw
ψ′′
+
0 0 00 0 00 0 Ksuu

v
α
w
v3w
vuw
ψ =
000
 (47)
The transformed stiffness matrices introduced in this
equation are given in Table 4. The two-dimensional
upper block matrix equation yields the translation dis-
placements as
vαwψ
′′′′ = −Kσαα−1Kσαuvuwψ′′′′ (48)
We can identify the two orthogonal pure translational
modes, (v1w, v
2
w, v
3
w, vuw) = (1, 0, 0, 0), and ,(0, 1, 0, 0), as
eigenmodes or solutions to equation (47). For these pure
translational modes, we find that the right-hand side of
equation (48) vanishes and that the axial variation of
the pure translational modes is therefore determined by
quadruple integration, which gives:
ψ1(z) = c11 + c12z + c13z2 + c14z3 = Ψ1(z) c1
ψ2(z) = c21 + c22z + c23z2 + c24z3 = Ψ2(z) c2 (49)
We will make use of the following block notation:
Ψαcα =
[
Ψ1 0
0 Ψ2
] [
c1
c2
]
, c1 =

c11
c12
c13
c14
 , c2 =

c21
c22
c23
c24
 (50)
in which Ψ1 = Ψ2 = [1 z z2 z3]. The constants in the
vectors c1 and c2 are determined by the boundary con-
ditions for pure transverse translational displacement in
the two directions.
Having identified the two pure translational modes,
we turn to the remaining solutions to the differential
equation (47). In this case, equation (48) determines the
correction term that eliminates pure transverse displace-
ments in the back substitution process. By dividing both
sides of the equation by ψ′′′′ , 0 we find
vαw = −Kσαα−1Kσαuvuw (51)
Using this equation or equation (48), we eliminate the
two pure flexural degrees of freedom and find the con-
densed version of the differential equation (47), which
takes the following form:[
Kσ33 K
σ
3u
Kσu3 K¯
σ
uu
] [
v3w
vuw
]
ψ′′′′ −
[
Kτ33 K
τ
3u
Kτu3 K
τ
uu
] [
v3w
vuw
]
ψ′′
+
[
0 0
0 Ksuu
] [
v3w
vuw
]
ψ =
[
0
0
]
(52)
The introduced stiffness matrix K¯σuu is given in Table
4. This equation constitutes the GBT differential equa-
tions constrained by shear flow constraints and wall-
width constraints after the elimination of the classical
axial and two translational (flexural beam) modes.
5.3. Step III – Reduction of order and pure St. Venant
torsion
In the following, we will reduce the differential order
of the coupled fourth order differential equations and the
related quadratic eigenvalue problem to twice as many
coupled second order differential equations with a re-
lated linear eigenvalue problem of double size. This
method is equivalent to the one used for the solution
of the coupled homogeneous problem of one-mode dis-
tortion and torsion analyzed in [12]. After we have
changed the order of the equations, we can recognize
that the pure torsional St. Venant displacement modes
with a constant or a linear variation of the angle of twist
are eigensolutions.
The fourth order differential equation (52) can be
transformed into twice as many second order differen-
tial equations by introducing what is called a state vec-
tor. There are a number of different possible formu-
lations, but we have chosen the use of the state vec-
tor vS = [v3wψ, vuwψ, v3wψ′′, vuwψ′′]T . Introducing this
state vector (and using related equality block equations)
yields a reformulation of equation (52) as a formal sec-
ond order matrix differential equation of double size,
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Kσαα = TαwTKσTαw Kσ33 = T
3
w
TKσT3w Kτ33 = T
3
w
TKτT3w
Kσαz = TαwTKσTzw Kσ3u = T
3
w
TKσT˜uw Kτ3u = T
3
w
TKτT˜uw
Kσαu = TαwTKσT˜uw Kσuu = T˜u Tw KσT˜uw Kτuu = T˜u Tw KτT˜uw
Ksuu = T˜u Tw KsT˜uw K¯σuu = Kσuu −KσuαKσαα−1Kσαu
Table 4: Transformation of stiffness matrices related to Step II.
which takes the form:

0 0 0 0
0 Ksuu 0 0
0 0 −Kσ33 −Kσ3u
0 0 −Kσu3 −K¯σuu


v3wψ
vuwψ
v3wψ
′′
vuwψ′′

−

Kτ33 K
τ
3u −Kσ33 −Kσ3u
Kτu3 K
τ
uu −Kσu3 −K¯σuu−Kσ33 −Kσ3u 0 0−Kσu3 −K¯σuu 0 0


v3wψ
vuwψ
v3wψ
′′
vuwψ′′

′′
=

0
0
0
0
 (53)
Seeking solutions of exponential form, ψ(z) = eξz, with
an eigenvector in which v3w = 1 and vuw = 0, we see that
the first equation will lead to an eigenvalue, ξ2 = 0, or
a double zero root (in the characteristic equation), thus
giving us not exponential solutions but two linear solu-
tion terms. This corresponds to a constant or a linear
variation of the first degree of freedom, which is pure
twist. However if we “persistently” seek the two clas-
sical exponential solutions for a pure twist mode with
(eigen)vectors, (1, 0, ξ2, 0)T , we are not able to show
that this is in general a solution. In the examples sec-
tion, we will see that for the closed cross-section, only
the linear terms of pure twist exist, whereas for the open
channel section, the eigenvalue is very close to the clas-
sical result, and in the example chosen, we cannot visu-
ally see the distortion in the associated “torsional” mode
with an exponential variation of twist.
To keep the matrix operations as simple as possible
we introduce a new vector vew and three new block ma-
trices, Kσee, Kσ3e and K
σ
ue, given by
vew =
[
v3w
vuw
]
Kσee =
[
Kσ3e
Kσue
]
=
[
[ Kσ33 K
σ
3u ]
[ Kσu3 K¯
σ
uu ]
]
(54)
When we introduce the new vector and the three block
matrices defined by equation (54) and in Table 5, the
second order differential equations can be written as:0 0 00 Ksuu 00 0 −Kσee

 v
3
wψ
vuwψ
vewψ′′

−
 K
τ
33 K
τ
3u −Kσ3e
Kτu3 K
τ
uu −Kσue
−Kσe3 −Kσeu 0

 v
3
wψ
vuwψ
vewψ′′

′′
=
000
 (55)
In the first equation we can isolate the pure rotational
term resulting in the following differential equation:
v3wψ
′′ = −Kτ33−1
(
Kτ3uv
u
wψ
′′ −Kσ3evewψ′′′′
)
(56)
It can be seen that pure St. Venant torsion (with
free warping), corresponding to the solution vector,
(v3wψ, vuwψ, vewψ′′) = (c32z + c31, 0, 0), is a solution of
the second order differential equations in (55). We have
thus shown that
ψ3(z) = c31 + c32z
= Ψ3(z)c3 =
[
1 z
] [c31
c32
]
(57)
The remaining solutions to the differential equations
in (55) are found by seeking exponential solutions of the
form ψ(z) = eξz. We insert the exponential solution in
equation (56) and find the following equation, which we
will use for back-substitution purposes:
v3w = −Kτ33−1
(
Kτ3uv
u
w −Kσ3e(ξ2vew)
)
(58)
Using equation (56), we eliminate v3w from the differ-
ential equations in (55) and find the final distortional
differential equations of GBT that determine all the dis-
tortional displacement modes as[
Ksuu 0
0 −Kσee
][
vuwψ
vewψ′′
]
−
[
K¯τuu −K¯σue
−K¯σeu −K¯σee
][
vuwψ
vewψ′′
]′′
=
[
0
0
]
(59)
The block matrices and the transformed stiffness matri-
ces are given in Table 5. In the following section we will
describe the solution of these differential equations.
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Kσ3e = [ K
σ
33 K
σ
3u ] K
σ
ue = [ Kσu3 K¯
σ
uu ] KσeeT = [ Kσ3e
T KσueT ]
K¯σee = Kσe3K
τ
33
−1Kσ3e K¯
σ
ue = Kσue −Kτu3Kτ33−1Kσ3e K¯τuu = Kτuu −Kτu3Kτ33−1Kτ3u
Table 5: Transformation of stiffness matrices related to Step III.
6. The distortional eigenvalue problem and homoge-
neous solution functions
To find the distortional eigenmodes, including what
are called local modes, we are finally able to seek solu-
tions to the final condensed differential matrix equation
(59). We postulate that the solutions are exponential so-
lutions of the form
ψ(z) = eξz (60)
where ξ is an inverse length scale parameter which may
be complex. Inserting the postulated solution leads to
the following generalized linear matrix eigenvalue prob-
lem, in which the eigenvalues are ξ2 and the eigenvec-
tors are the distortional modes that we seek:[
Ksuu 0
0 −Kσee
][
vuw
ξ2vew
]
−ξ2
[
K¯τuu −K¯σue
−K¯σeu −K¯σee
][
vuw
ξ2vew
]
=
[
0
0
]
(61)
Due to the differences in the order of magnitude of the
different stiffness terms in the matrices, we have chosen
to improve the numerical accuracy of the eigenvalue and
eigenvector solution in our numerical implementation
by introducing the following Cholesky decomposition
of the block matrices in the first matrix:
Ksuu = LuL
T
u K
σ
ee = LeL
T
e (62)
We utilize the decomposition by introducing the follow-
ing new intermediate vectors
vuw = L
−T
u v˜
u
w (ξ
2vew) = L
−T
e (ξ
2v˜ew) (63)
where the superscript −T corresponds to the inverted
transpose of the matrix. After pre-multiplication of each
block matrix equation by L−1u and L−1e , the eigenvalue
problem then takes the following form:[
Iuu 0
0 −Iee
] [
v˜uw
ξ2v˜ew
]
−ξ2
[
L−1u K¯τuuL−Tu −L−1u K¯σueL−Te
−L−1e K¯σeuL−Tu −L−1e K¯σeeL−Te
] [
v˜uw
ξ2v˜ew
]
=
[
0
0
]
(64)
In this equation Iuu and Iee are adequate size unit diago-
nal matrices. Some general eigenvalue solution routines
demand that at least one of the matrices has to be sym-
metric as well as positive (semi-)definite. This can be
achieved by a change of sign in the second block matrix
equation, however the second matrix becomes asym-
metric. Having found the eigenvectors, we use equation
(63) to find vuw and (ξ2vuw), which can then be used for
the remaining back-transformation process.
Each distortional eigenvector corresponds to a solu-
tion ψd i (z) of the homogeneous coupled equations of
distortion in equation (59). The solution function cor-
responds to our trial function in equation (60), and it
has now been determined by plus/minus the square root
of the eigenvalues as ±ξi. In other words, for the i’th
eigenvector we find the solution
ψd i (z) = cd 2i−1 e
ξiz + cd 2i e
−ξiz
= Ψd i (z)cd i =
[
eξiz e−ξiz
] [cd 2i−1
cd 2i
]
(65)
in which constants cd 2i−1 and cd 2i assembled in the vector
cd i depend on the boundary conditions of the problem at
hand. All the distortional solution functions are assem-
bled in the distortional solution matrix Ψd and multi-
plied by the assembled vector of distortional constants
cd as follows:
Ψd(z) cd =

Ψd 1 (z) 0 0 · · ·
0 Ψd 2 (z) 0 · · ·
0 0 Ψd 3 (z) · · ·
...
...
...
. . .


cd 1
cd 2
cd 3
...
 (66)
This notation is used later to describe the total displace-
ment solution.
7. Back substitution
Having found the distortional eigenvalues, eigenvec-
tors and homogeneous solutions for the reduced system
(61), we now have to perform a backward substitution
through the previous steps in order to achieve the re-
sults in the original displacement vector format. Fur-
thermore, we also have to back-substitute all eliminated
eigenvectors (multiple zero eigenvalues) and review the
related homogeneous solutions.
7.1. Back substitution of distortional modes
In the previous sections, the formulations are related
to a single displacement vector and the back substitution
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of the distortional modes found from solving the eigen-
value problem in equation (61) is performed sequen-
tially through equations (58), (51), (46), (32) and (24).
In a typical modal approach, all eigenvectors are assem-
bled column-wise in the mode matrix and the related
eigenvalues ξ2 are placed sequentially in the diagonal of
the matrixΛ. By introducing the capital letterVwith re-
lated sub- and superscripts for the assembled modes, we
can find the back-substituted distortional mode matrices
Vdw and VdΩ using the following sequence of substitu-
tions corresponding to the sequence of equations men-
tioned above:
V3w = −Kτ33−1
(
Kτ3uV
u
w −Kσ3e(VewΛ)
)
(67)
Vαw = −Kσαα−1KσαuVuw (68)
Vdw = T
α
wV
α
w + T
3
wV
3
w + T˜
u
wV
u
w (69)
Vd,a
Ω
= −(KσaaΩΩ )−1KσarΩΩVdw (70)
VdΩ = T
r
ΩwV
d
w + T
a
ΩV
d,a
Ω
(71)
The superscript d has been introduced to distinguish the
distortional modes from the total assembly of modes
introduced later. The term (VewΛ) is just one matrix,
which is never separated into the two product terms,
but just found directly as part of the eigenvectors of the
reduced-order eigenvalue problem in equation (61).
7.2. Back substitution of eliminated beam displacement
modes
The back substitution of eliminated beam displace-
ment modes involves back substitution of the pure axial
extension mode, the two transverse translational modes,
and the pure twist mode. Using the degree-of-freedom
space introduced in Step II, these modes are given by the
following four transverse displacement modal vectors:
v1w
v2w
v3w
vuw
 =

0
0
0
0
 ,

v1w
v2w
v3w
vuw
 =

1
0
0
0
 ,

v1w
v2w
v3w
vuw
 =

0
1
0
0
 ,

v1w
v2w
v3w
vuw
 =

0
0
1
0
 (72)
The first vector becomes the extensional eigenvector in
the degree-of-freedom space introduced in Step I. The
back substitution of these modes is all performed using
the equation (46). However, we have already introduced
the eigenvectors in the original transverse displacement
space in the transformation matrices related to this equa-
tion, Tαw and T3w and the back transformation is obsolete
for these modes. These eigenvectors are assembled in a
beam mode matrix Vbw as follows:
Vbw =
[
0 v1 transw v2 transw v3 rotw
]
(73)
The back substitution of the warping displacements re-
mains. Of course the pure axial extension warping
vector is trivial and has allready been introduced as
Taxial
Ω
= vaxial
Ω
, but we have to back-substitute the other
modes. This is done by first calculating the axial (ad-
justment) component using equation (32) as follows:
Vb,a
Ω
=
[
1 0 0 0
]
− (KσaaΩΩ )−1KσarΩΩ Vbw (74)
The beam warping vectors related to the transverse
beam displacement modes can now be found using
equation (24) as
VbΩ =
[
vaxial
Ω
v1 trans
Ω
v2 trans
Ω
v3 rot
Ω
]
= TrΩwV
b
w + T
a
ΩV
b,a
Ω
(75)
The axial variation of the four modes has been identified
in equations (31), (50) and (57) and can be assembled in
the beam solution function matrix Ψb(z) and multiplied
by the vector of beam displacement constants cb as
Ψb(z) cb =
Ψa(z) 0 00 Ψα(z) 00 0 Ψ3(z)

cacαc3
 (76)
in which we have introduced the integral of the axial
solution as Ψa =
[
−z − 12 z2
]
. This matrix function
does not pertain to any solution, and we might as well
have set it to zero, since there are no transverse displace-
ments, vaxialw = 0, for the pure axial deformation mode
in beam theory. However, this choice allows us to use
the derivative of the Ψa(z) matrix, which is the axial so-
lution Ψ′a =
[
−1 −z
]
.
8. The full homogenous solution
The full homogenous solution can now be assembled
from all the eigenmode vectors and the solution func-
tions. It turns out that some of the eigenvalues and
eigenvectors are complex. However in the following we
will just perform a direct formulation in which we ac-
knowledge that we are also dealing with complex quan-
tities corresponding to related complex eigenvalues and
complex axial solution functions. A transformation of
the complex quantities to pairwise coupled real modes
and real solution functions will be introduced in the sec-
ond subsection.
8.1. Direct formulation
Let us assemble all the eigenvectors column-wise in a
modal matrix of transverse displacement vectorsVw and
a modal matrix of axial warping displacement vectors
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VΩ by joining the modal matrices of the beam eigen-
vectors and the distortional eigenvectors in the follow-
ing sequence
Vw =
[
Vbw Vdw
]
VΩ =
[
Vb
Ω
Vd
Ω
]
(77)
The solution function matrices and the displacement
constant vectors can also be assembled using the pre-
viously defined block matrices and vectors
Ψ(z) c =
[
Ψb(z) 0
0 Ψd(z)
] [
cb
cd
]
(78)
The full homogeneous solution along the beam can be
assembled in the nodal solution vectors uw(z) and uz(z)
as follows:
uw(z) = VwΨ(z) c
uz(z) = −VΩΨ′(z) c (79)
The constants have to be determined by the boundary
conditions of the thin-walled beam.
To be able to present and discuss unique complex
eigenmodes, all the distortional vectors in Vw have been
normalized after back substitution in such a way that the
largest absolute value of all components in each vec-
tor is one and that this component is real. This has to
be done to make them unique since complex eigenvec-
tors are determined except for an arbitrary complex con-
stant.
8.2. Transformation to real modes and real solution
functions
Some of the distortional displacement modes found
and their related eigenvalues are complex. Mathemati-
cal formulation with the use of complex numbers sim-
plify derivations and the use of compilers, which in-
clude complex numbers with complex operations on
matrices, will lead to simple algorithms. However, it
may be easier to grasp the form and meaning of the so-
lution in real quantities.
Complex eigenvalues are always found as a pair
of complex conjugated eigenvalues with eigenvectors
which are also complex conjugated. For the j’th com-
plex eigenvalue, ξ2j , and its conjugated j + 1’th eigen-
value, ξ2j+1 = ξ
2
j , let us introduce the following notation
for the positive square root values and the related eigen-
vector columns v j and v j+1 of Vw:
ξ j = λ j + µ ji ξ j+1 = ξ¯ j = λ j − µ ji (80)
v j = a j + b ji v j+1 = v¯ j = a j − b ji (81)
in which we have introduced the real and imaginary
parts of the eigenvalues and eigenvectors. The complex
eigenvectors in equation (81) may be conveniently writ-
ten as[
v j v j+1
]
=
[
a j b j
] [1 1
i −i
]
(82)
The constants of the related parts of the homogeneous
solution are also complex quantities. However we are
able to assemble the two complex conjugated modal so-
lutions into two real (but pairwise coupled) solutions by
introducing the real constant vectors c˜ j and c˜ j+1 as fol-
lows:[
c j
c j+1
]
= 12
[
1 −i
1 i
] [
c˜ j
c˜ j+1
]
(83)
The j’th complex part of the full solution can now be
rewritten using the transformations in equations (82)
and (83). After multiplication and identification of real
and imaginary parts, we find the following result:[
v j v j+1
] [Ψd j 0
0 Ψd j
] [
c j
c j+1
]
=
[
a j b j
] [Re(Ψd j ) Im(Ψd j )
Im(Ψd j ) Re(Ψd j )
] [
c˜ j
c˜ j+1
]
(84)
where the real and imaginary parts of the (in this case
complex) matrix Ψd j introduced in (65) are
Re(Ψd j ) = Re(Ψd j ) =
[
eλ jz cos µ jz e−λ jz cos µ jz
]
Im(Ψd j )=−Im(Ψd j )=
[
eλ jz sin µ jz − e−λ jz sin µ jz
]
(85)
whereby the real formulation in the right-hand side of
equation (84) becomes[
a j b j
] [ eλ jz cos µ jz e−λ jz cos µ jz
−eλ jz sin µ jz e−λ jz sin µ jz
eλ jz sin µ jz −e−λ jz sin µ jz
eλ jz cos µ jz e−λ jz cos µ jz
] 
c˜ j 1
c˜ j 2
c˜ j+1 1
c˜ j+1 2
 (86)
This allows us to rewrite the complex quantities into
real quantities. Let us modify the modal matrices Vw
and VΩ and introduce the modified modal matrices V˜w
and V˜Ω by substituting the complex pairs of eigenvec-
tors with their respective real and imaginary parts. Fur-
ther more let us also introduce the modified solution ma-
trix Ψ˜ and its related modified vector of constants c˜ by
substituting the solutions (and constants) of the com-
plex pairs using equation (84), i.e. equation (86). This
allows us to write the full homogeneous solution along
the beam with real numbers as
uw(z) = V˜wΨ˜(z) c˜
uz(z) = −V˜ΩΨ˜′(z) c˜ (87)
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We may choose to work with this real formulation or
continue working with complex numbers using the full
homogeneous solution formulated in equation (79). Be-
fore elaborating on how to find the solution constants,
we will look at a couple of examples, showing the dif-
ferent modes and eigenvalues.
9. Examples of transverse and axial displacement
modes
Using the approach described, it is possible to iden-
tify all the eigenvectors of the current GBT formulation,
which is based on simple constitutive relations, dis-
cretization of the cross-section displacements in combi-
nation with a weak formulation of the shear constraints
and constrained wall width. The approach allows di-
rect analysis of both open and closed thin-walled cross-
sections without special considerations. Furthermore,
the mathematical solution of the problem is not approx-
imate, but performed as in non-proportionally damped
modal analysis.
The following three examples illustrate the eigen-
modes related to the lowest eigenvalues of the formu-
lated eigenvalue problem for generalized thin-walled
beams. The first example relates to an open channel
cross-section and the second relates to a closed rectan-
gular box cross-section. The third example illustrates
the 3D behavior of distortional eigensolutions. The ex-
amples show that some of the important distortional
modes and related eigenvalues are complex. We have
chosen to show both real and imaginary parts of all
the eigenmodes in order to illustrate that they come in
pairs and that the imaginary part of the conjugated mode
changes sign. However as we have seen in section 8.2
the conjugated pair can be replaced by two real modes
corresponding to the real and the imaginary part of one
of the pair bearing in mind that these two are then cou-
pled and interact along the beam. Even though we in our
examples only show results for real local modes we have
to state that a few of the higher modes become complex,
therefor we are not, on the basis of these examples, able
to draw conclusions on this.
The examples also illustrate that the pure St. Venant
twist mode is included with a linear axial solution for
both closed and open sections, while the exponential so-
lution with pure rigid cross-section twist does not seem
to exist for the closed rectangular cross-section, and
an investigation of the mode found for the open cross-
section shows that it contains very small distortions.
h = 50
w = 100
c = 25
t = 2.0
E = 2.1 × 105
G = 8.077 × 104
ν = 0.3
◦ Node
Figure 5: Geometry and parameter values of a lipped channel.
9.1. Example 1 – Eigenmodes of a lipped channel
cross-section
Solving the generalized eigenvalue problem in equa-
tion (61) using geometric parameters and values as
given in Figure 5 leads to a number of modes corre-
sponding to the number of degrees of freedom. The
first thirteen eigenvalues are shown in Table 6. For
this lipped channel cross-section, modes 0, 1, 2, 3 are
beam modes, modes 4, 5, 6, 7, 8 are non-local distor-
tional, and the remaining modes 9-84 are local distor-
tional modes. The designation of local and non-local
distortional modes is made on the basis of the differ-
ence in the attenuation of the modes (difference in prob-
lem length scales) seen in relation to the typical dimen-
sions of the cross-section. Mode 4 is the exponentially
varying counterpart to pure St. Venant twist, but it also
contains wall distortions, which in this example are in
the order of magnitude 10−3 of the twist displacements,
and in this formulation it is therefore an independent
mode. The in-plane mode shapes corresponding to the
eigenvalues in Table 6 are shown in Figure 6, while the
corresponding warping mode shapes are shown in Fig-
ure 7. Note that the imaginary part of the mode vec-
tor is about 10-100 times smaller than the real counter-
part. The modes found seem very similar to the most
important modes found by Silvestre in [13]. Note that
Silvester does not comment on the choice of numbering
order, where the modes in this paper are ordered accord-
ing to the attenuation length.
9.2. Example 2 – Eigenmodes of a rectangular box
cross-section
Using the geometric parameters and values as given
in Figure 8 leads to a number of modes corresponding to
the number of degrees of freedom. The first ten calcu-
lated eigenvalues are shown in Table 7. For this channel
cross-section, modes 0, 1, 2, 3 are beam modes, modes
4, 5 are non-local distortional modes, and the remain-
ing modes 6-94 are local distortional modes. Note that
there is no exponentially varying counterpart to pure St.
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Mode Eigenvalues Axial solution
Type No. ξ2 × 106 ξ × 103 ψ(z)
B
ea
m
gl
ob
al
0 0 0 −ca1z − ca2z2
1 0 0 c11 + c12z + c13z2 + c14z3
2 0 0 c21 + c22z + c23z2 + c24z3
3 0 0 c31 + c32z
D
is
to
rt
io
na
l
no
n-
lo
ca
l 4 0.37 0.61 cd1eξz + cd2e−ξz
5 3.36 − 26.52i ±(3.88 − 3.42i) cd3eξz + cd4e−ξz
6 3.36 + 26.52i ±(3.88 + 3.42i) cd5eξz + cd6e−ξz
7 4.23 − 50.04i ±(5.22 − 4.80i) cd7eξz + cd8e−ξz
8 4.23 − 50.04i ±(5.22 + 4.80i) cd9eξz + cd10e−ξz
lo
ca
l
9 825.6 28.7 cd11eξz + cd12e−ξz
10 951.1 30.8 cd13eξz + cd14e−ξz
11 1823 42.7 cd15eξz + cd16e−ξz
12 3359 58.0 cd17eξz + cd18e−ξz
Table 6: Eigenvalues ξ2, the ξ value and the related axial solutions for the lipped channel cross-section.
Figure 6: Lipped channel – 13 in-plane deformation mode shapes.
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Figure 7: Lipped channel – 13 warping deformation mode shapes.
h = 50
w = 100
t = 2.0
E = 2.1 × 105
G = 8.077 × 104
ν = 0.3
◦ Node
Figure 8: Geometry and parameter values of a rectangular section.
Venant twist. The in-plane mode shapes correspond-
ing to the eigenvalues in Table 7 are shown in Figure
9, while the corresponding warping mode shapes are
shown in Figure 10. Also note that for the closed section
the imaginary part of the mode vector is 10-100 times
smaller than its real counterpart. The modes found seem
very similar to the modes found by Gonc¸alves & Camo-
tim in [4] and seem to span the same deformation space.
9.3. Example 3 – Two distortional eigensolutions for
both channel and box beams
In this example we show the two eigensolutions
related to the first complex distortional displacement
mode of the channel and box cross-sections. We choose
to illustrate the mode corresponding to the first com-
plex distortional displacement mode, which are mode
j = 5 and j = 4 respectively for the channel and
box cross-sections. With the use of equation (86) in
which the real part, a, and the imaginary part, b, of
the mode are multiplied by the solution functions. We
choose in Figure 11 to illustrate two of the four indepen-
dent solution functions: one in which only c˜ j 2 is non-
zero (shown as a. and b. in the figure), and the other
(shown as c. and d.) in which only c˜ j+1 2 is non zero.
Thus sub figure a. and b. correspond to the solution
e−λ jz cos µ jz ·a j +e−λ jz sin µ jz ·b j and sub figure c. and d.
corresponds to −e−λ jz sin µ jz · a j + e−λ jz cos µ jz · b j. The
eigensolutions shown in the figure therefore involves a
coupled behavior of the real part and imaginary part of
the mode.
10. The degree of freedom space and related trans-
formations
To apply the present work and make use of the solu-
tions found in a finite element context, it is necessary
to be able to relate to the different degree-of-freedom
spaces in use as well as to the constraints introduced.
In Step I, the introduction of shear constraints leads to
a generalized beam theory (GBT) in which only shear
flow around closed cells is taken into account while
all other shears are constrained. With the exception of
pure axial extension, the axial displacements are deter-
mined from the axial derivative of the transverse dis-
placements. From the boundary terms of the first vari-
ation of the potential energy given in equation (27), it
is seen that the (virtual) generalized boundary displace-
ments are pure axial extension (ζva
Ω
), transverse dis-
placements (ψvw), and the axial derivative of the trans-
verse displacements (ψvw)′. However, the transverse
displacements are unconstrained, which is not compat-
ible with classical Vlasov beam theory where the in-
dividual thin wall of the cross-section is assumed to
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Mode Eigenvalues Axial solution
Type No. ξ2 × 106 ξ × 103 ψ(z)
B
ea
m
gl
ob
al
0 0 0 −ca1z − ca2z2
1 0 0 c11 + c12z + c13z2 + c14z3
2 0 0 c21 + c22z + c23z2 + c24z3
3 0 0 c31 + c32z
D
is
to
rt
io
na
l
no
n-
lo
ca
l
4 0.72 − 36.95i ±(4.34 − 4.26i) cd1eξz + cd2e−ξz
5 0.72 + 36.95i ±(4.34 + 4.26i) cd3eξz + cd4e−ξz
lo
ca
l
6 1205 34.7 cd5eξz + cd6e−ξz
7 2661 51.6 cd7eξz + cd8e−ξz
8 2050 45.3 cd9eξz + cd10e−ξz
9 4837 69.6 cd11eξz + cd12e−ξz
Table 7: Eigenvalues ξ2, the ξ value and the related axial solutions for the rectangular box cross-section.
Figure 9: Rectangular box cross-section – 10 in-plane deformation mode shapes.
Figure 10: Rectangular box cross-section – 10 warping deformation mode shapes.
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Figure 11: Two eigensolutions of the first complex distortional mode for a channel and a box section.
maintain its length (width) within the cross-section, i.e.
no cross-section centerline elongation. This is over-
come in Step II where the walls are constrained using
a set of multipoint constraint equations which eliminate
constrained transverse displacement degrees of freedom
vcw. The basic degrees of freedom of the GBT formula-
tion are the pure axial extension (ζva
Ω
), the remaining
transverse displacements (ψvgw), and the axial derivative
hereof (ψvgw)′. To be able to change degree-of-freedom
space from GBT space vgw to finite element (FE) (orig-
inal degree-of-freedom) space vw, the following trans-
formation is introduced:
vw =
[
Tcw T
g
w
] [vcw
vgw
]
(88)
where Tgw =
[
Tiw Tuw
]
and Tiw =

1 0 0
0 1 0
... 0 1
... 0
...

in which Tcw and Tuw have already been introduced in
Step II, and Tiw is a matrix corresponding to three sup-
plementary columns, which pick out the degrees of free-
dom of the first node related to v1w, v
2
w and v
3
w.
10.1. From FE displacements to GBT displacements
If the transverse displacement vector vw already ful-
fills the constraint equations, then we can find the GBT
transverse displacement vector by using Tgw
T , and the
pure axial extension by using Ta
Ω
T as follows:[
vgw
va
Ω
]
=
[
Tgw
T 0
0 Ta
Ω
T
] [
vw
vΩ
]
(89)
This is the important transformation from FE space to
GBT space, which we will need to be able to find the
constants of the homogeneous solution.
10.2. From GBT displacements to FE displacements
However, we may at some point also need the oppo-
site transformation, which involves the constraint equa-
tions introduced in equation (42). Let us principally use
the same method but introduce the transformation equa-
tion (88) whereby the multi-point constraint equations
take the form
CTcwv
c
w + CT
g
wv
g
w = 0 ⇔ Ccvcw + Cgvgw = 0 (90)
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in which Cc = CTcw has previously been introduced and
Cg = CTgw is introduced here. This allows us to express
the constrained degrees of freedom by the GBT trans-
verse displacement vector as:
vcw = −C−1c Cgvgw (91)
Introducing the equality (91) in the transformation
equation (88), we find that the total transformation con-
denses our problem as follows:
vw =
[
Tcw T
g
w
] [−Cc−1Cgvgw
vgw
]
= T˜gwv
g
w (92)
where T˜gw = T
g
w − TcwCc−1Cg has been introduced as
the condensed transformation. Using the transforma-
tion equation (24) that determines the warping displace-
ments from the amount of axial extension and the trans-
verse displacements we find
vΩ =
[
Tr
Ωw T
a
Ω
] [vw
va
Ω
]
=
[
Tr
ΩwT˜
g
w TaΩ
] [vgw
va
Ω
]
(93)
Using equations (92) and (93) we find the following
transformation[
vw
vΩ
]
=
[
T˜gw 0
Tr
ΩwT˜
g
w TaΩ
] [
vgw
va
Ω
]
(94)
This transformation is used to transform from GBT
space to FE space.
11. Displacement boundary conditions of the homo-
geneous solution
Having solved the eigenvalue problem and formu-
lated solution modes in the original FE degree-of-
freedom space, we would like to set up a method for de-
termining the constants of the homogeneous solutions
found. This is to be done in the GBT space. As seen
from the first variation of the potential energy, the natu-
ral boundary displacements of the GBT at each bound-
ary are the pure axial displacement ua
Ω
of the beam, the
transverse displacements ugw, and the axial derivative of
the transverse displacements ugw
′. The generalized in-
ternal displacements of the GBT beam can be expressed
by using the full homogeneous solution in equation (79)
or alternatively, as done in the following, by the real for-
mulation in equation (87) and the transformation from
FE to GBT displacements (89) as follows: u
a
z (z)
ugw(z)
ugw
′(z)
 =

−Ta
Ω
T V˜ΩΨ˜′(z)
Tgw
T V˜wΨ˜(z)
Tgw
T V˜wΨ˜′(z)
 c˜ (95)
To determine the constants using displacement bound-
ary conditions as in finite element or stiffness formula-
tions, we need the boundary displacements at the two
ends of a finite length beam, i.e. at z = 0 and at
z = L where L is the length of the beam. The as-
sembled boundary displacement vector is denoted by ub
This leads to the following equation for the determina-
tion of the solution constants:
ub =

uaz (0)
ugw(0)
ugw
′(0)
uaz (L)
ugw(L)
ugw
′(L)

=

−Ta
Ω
T V˜ΩΨ˜′(0)
Tgw
T V˜wΨ˜(0)
Tgw
T V˜wΨ˜′(0)
−Ta
Ω
T V˜ΩΨ˜′(L)
Tgw
T V˜wΨ˜(L)
Tgw
T V˜wΨ˜′(L)

c˜ = A˜˜c (96)
⇒ c˜ = A˜−1ub (97)
where we have introduced the matrix A˜, which is an
invertible positive definite “square” matrix. However,
to avoid numerical problems, the exponential solution
functions in Ψ˜(z) may have to be modified by replac-
ing c˜ieλz by cˆieλ(z−L) so that the positive λz exponent is
bounded.
The two solutions plotted by using equation (87) with
only c˜ j 2 being non zero in the upper half of Figure 11
can also be found by using the relevant boundary condi-
tions in equation (97). To this end, we use the real and
imaginary vectorial parts, a, b, of the mode shape and
the modal solution functions and the derivative hereof.
So in equation (97), we would use
ub =

0
a
−λa − µb
0
e−λL(a cos µL + b sin µL)
−e−λL{a(λ cos µL + µ sin µL) + b(λ sin µL − µ cos µL)}
 (98)
and we should then find only the second constant of the
j’th complex mode c˜ j 2 to be non zero. The two lower
solutions plotted in Figure 11 correspond to boundary
conditions in which only the fourth constant c˜ j 4 of the
complex mode is non-zero.
It is also worth noting that just specifying the modal
shape with a zero derivative (otherwise built-in support)
will lead to a coupling to the remaining modes. For
example, Figure 12 shows the displacements for the
boundary displacements corresponding to the real part
of the first complex distortional eigenmode at one end,
but with zero axial displacements and zero displace-
ments and axial displacement derivatives at the other
end, i.e. with the following boundary condition:
uTb =
[
0 aT 0 0 0 0
]T
(99)
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Figure 12: Displacement field for boundary conditions in equation (99).
With this boundary condition many modes are invoked
and to achieve the zero derivative of the displacements,
local distortional plate modes have also been invoked.
The problem length scales of some of these modes are
very small and will be difficult to see in an overall plot of
the deformation mode. The formulation above enables
finite element formulation of advanced semi-discretized
thin-walled beam elements.
12. Conclusion
We have presented a new systematic method accom-
panied by a detailed description for the whole semi-
discretization process from kinematic assumptions, po-
tential energy, potential energy variation leading to the
formulation of the homogeneous differential equations
of a generalized beam theory (GBT) and the establish-
ment of the full solution through identification of all
eigenvalues and eigenmodes. This new approach is
a considerable theoretical and practical development,
since the obtained GBT equations are now solved an-
alytically and the formulation is valid without special
attention also for closed single or multi cell cross-
sections.
The beam displacement field was separated into
a sum of products of the cross-section displacement
modes and their axial variation. This displacement field
was constrained to follow the shear assumptions made
in Vlasov beam theory by a weak formulation of the
constant shear flow assumption. This allows the identi-
cal treatment of both open and closed cross-sections.
The coupled homogeneous fourth order differential
equations of GBT have not been solved approximately,
but by a reduction of order accompanied by a doubling
of the number of equations and the introduction of a
state vector, as in non-proportionally damped dynamic
analysis. In traditional GBT analysis, the eigenvalue
problem, which defines the distortional modes corre-
sponds to the solution of the undamped eigenvalue prob-
lem solved in proportionally damped dynamic structural
analysis, (i.e. by neglecting the shear stiffness matrix re-
lated to torsion). However the related eigenvalues have
not been used for assessment of the attenuation behav-
ior.
It is clear that the eigenvalues of the distortional
modes found are inverse length scale parameters or at-
tenuation parameters which define the axial solution
functions and allow us to predict the length of the dis-
tortional displacement field. This may be used to de-
termine the degree of discretization if the eigenmodes
found are to be used in a traditional type GBT finite
element formulation with a reduced number of modes
and with approximate shape functions for the axial vari-
ation. Alternatively future formulation of distortional
beam elements may be based on the found distortional
modes with axial variations based on the analytical so-
lution functions. In a following paper we will address
the solution of the inhomogeneous GBT equations using
the eigenmodes found in this paper in order to decouple
the non-homogeneous differential equations.
The modes found in this paper seem to be similar to
the modes found in traditional GBT, see e.g. [13], as
well as to the modes found by the modified GBT formu-
lation for closed cross-sections, see [4]. In this relation
it will be of interest to perform a proper comparison of
the found distortional modes and the modes found by
the conventional GBT formulation.
References
[1] V.Z. Vlasov, Thin-walled elastic beams, 2nd ed. Israel Program
for Scientific Translations, Jerusalem, Israel, 1961.
22
[2] R. Schardt, Eine Erweiterung der technischen Biegelehre fu¨r die
Berechnung biegesteifer prismatischer Faltwerke. Der Stahlbau,
35, 161–171, 1966.
[3] R. Schardt, Verallgemeinerte Technische Biegetheorie. Springer-
Verlag, Germany, 1989.
[4] R. Gonc¸alves and D. Camotim, GBT local and global buckling
analysis of aluminium and stainless steel columns. Computers
and Structures, 82, 1473–1484, 2004.
[5] R. Gonc¸alves, P.B. Dinis and D. Camotim, GBT formulation
to analyse the first-order and buckling behaviour of thin-walled
members with arbitrary cross-sections. Thin-Walled Structures,
47, 583–600, 2009.
[6] R. Gonc¸alves, M. Ritto-Correˆa and D. Camotim, A new ap-
proach to the calculation of cross-section deformation modes in
the framework of generalized beam theory. Computational Me-
chanics, 46, 759–781, 2010.
[7] C.F. Kollbrunner and N. Hajdin, Du¨nnwandige Sta¨be 1, Sta¨be
mit undeformierbaren Querschnitten. Springer-Verlag, Berlin,
1972, 1975.
[8] J. Jo¨nsson, Determination of shear stresses, warping functions
and section properties of thin-walled beams using finite ele-
ments. Computers & Structures, 68, 393–410, 1998.
[9] J. Jo¨nsson, Distortional warping functions and shear distribu-
tions in thin-walled beams. Thin-Walled Structures, 33, 245–
268, 1999.
[10] M. Hanf, Die geschlossene Lo¨sung der linearen Differentialgle-
ichungssysteme der Verallgemeinerten Technischen Biegetheo-
rie mit einer Anwendung auf die Ermittlung plastischer Gren-
zlasten. Instituts fu¨r Werkstoffe und Mechanik im Bauwesen der
TU Darmstadt, 9, 1989.
[11] J.M. Davies and P. Leach, First-order generalised beam theory.
J. Construct. Steel Research, 31(2-3), 187–220, 1994.
[12] J. Jo¨nsson, Distortional theory of thin-walled beams. Thin-
Walled Structures, 33, 269–303, 1999.
[13] N. Silvestre and D. Camotim, First-order generalised beam the-
ory for arbitrary orthotropic materials. Thin-Walled Structures,
40, 755–789, 2002.
[14] N. Silvestre and D. Camotim, Second-order generalised beam
theory for arbitrary orthotropic materials. Thin-Walled Struc-
tures, 40, 791–820, 2002.
[15] S. Rendek and I. Bala´zˇ, Distortion of thin-walled beams. Thin-
Walled Structures, 42, 255–277, 2004.
[16] N. Silvestre, Generalized Beam Theory: New formulations, Nu-
merical Implementation and Applications. Ph.D. Thesis, IST –
Technical University of Lisbon, Portugal, 2005. (in Portuguese).
[17] D. Camotim, N. Silvestre, R. Gonc¸alves and P.B. Dinis, GBT
analysis of thin-walled members: new formulations and appli-
cations. J. Loughlan eds. Thin-Walled Structures: Recent Ad-
vances and Future Trends in Thin-Walled Structures Technol-
ogy, Canopus Publishing Ltd., Bath, 137–168, 2004.
[18] D. Camotim, N. Silvestre, R. Gonc¸alves and P.B. Dinis, GBT-
Based Structural Analysis of Thin-Walled Members: Overview,
Recent Progress and Future Developments. M. Pandey, W.-C.
Xie and L. Xu eds. Advances in Engineering Structures, Me-
chanics & Construction, Springer (Dordrecht), Waterloo, 187–
204, 2006.
[19] C.F. Kollbrunner and N. Hajdin, Du¨nnwandige Sta¨be 2, Sta¨be
mit deformierbaren Querschnitten, Nicht-elastisches Verhalten
du¨nnwandiger Sta¨be. Springer-Verlag, Berlin, 1972, 1975.
[20] O.C. Zienkiewicz and R.L. Taylor, Finite Element Method 5th
ed. Volume 2 – Solid Mechanics. (pp: 308). Elsevier (2000).
[21] S. A´da´ny and B.W. Schafer, Buckling mode decomposition
of single-branched open cross-section members via finite strip
method: Derivation. Thin-Walled Structures, 44, 563–584,
2006.
[22] S. A´da´ny and B.W. Schafer, Buckling mode decomposition
of single-branched open cross-section members via finite strip
method: Application and examples. Thin-Walled Structures, 44,
585–600, 2006.
[23] S. A´da´ny and B.W. Schafer, A full modal decomposition of
thin-walled, signle-branched open cross-section members via
the constrained finite strip method. Journal of Constructional
Steel Research, 64, 12–29, 2008.
[24] S. A´da´ny, N. Silvestre, B.W. Schafer and D. Camotim, GBT
and cFSM: Two modal approaches to the buckling analysis of
unbranched thin-walled members. International Journal of Ad-
vanced Steel Construction, 5, 195–223, 2009.
[25] S.P. Timoshenko and J.N. Goodier, Theory of Elasticity, 3rd In-
ternational ed. (pp. 61). McGraw Hill Book Company, Singa-
pore, 1970.
[26] R.D. Cook et al., Concepts and applications of finite element
analysis, 4th ed. (pp. 489). John Wiley & Sons, Inc., United
States, 2001.
23
