Recognizing actions from a monocular video is a very hot topic in computer vision recently. In this paper, we propose a new representation of actions, the co-occurrence matrices descriptor, on the intrinsic shape manifold learned by graph embedding. The co-occurrence matrices descriptor captures more temporal information than the bag of words (histogram) descriptor which only considers the spatial information, thus boosting the classification accuracy. In addition, we compare the performance of the co-occurrence matrices descriptor on different manifolds learned by various graph-embedding methods. Graph-embedding methods preserve as much of the significant structure of the high-dimensional data as possible in the lowdimensional map. The results show that nonlinear algorithms are more robust than linear ones. Furthermore, we conclude that the label information plays a critical role in learning more discriminating manifolds.
Introduction
Action recognition is an important area in computer vision, which has many fundamental applications in video surveillance, behaviour understanding and human computer interaction. Although the applications all have their own special demands, they should always cope with spatial and temporal differences in performing actions as well as handle variations in the observed data due to difficult environment conditions [6] . Because of these difficulties, action recognition on real-world data is always a challenging task.
Many action recognition algorithms rely on partial representations, i.e. spatio-temporal interest points based. Those methods are usually more robust to occlusions and viewpoint changes, but lack global information of the actions performed. In this paper, we focus on the global representation of human actions. Generally, there are two major groups of approaches to deal with spatial and temporal differences in global action representations. The first common method is to build templates of activities, including two-dimensional images: motion energy images (MEI) and motion history images (MHI) [4] , three-dimensional space time volumes: motion history volumes (MHV) [18, 29] and spatio-temporal volume (STV) [3, 31] . These methods use the energy of images or interest points and the geometry of volume to describe different actions.
The other branch of significant and useful methods consider a video sequence as a set of raw data vectors and adopt a graph embedding method to learn the dynamic shape manifolds. The silhouette (binary) images of an action performed by some persons undergoing a smooth motion can be represented as a manifold in the image space. Manifold learning transforms the dimensionality of objective data from high to low by mapping similar input data to nearby points on a manifold, preserving as much of the significant structure of the highdimensional data as possible in the low-dimensional map. Among the linear algorithms, i.e. the subspace learning algorithms, principal component analysis (PCA) [16] and linear discriminant analysis (LDA) [8] are the two most popular ones and both were proposed with Gaussian assumptions on data distributions. Another popular linear algorithm is locality preserving projections (LPP) [14] . In [25] , the geometric mean for subspace selection was studied to overcome a drawback of LDA: those classes being close in the original feature space tend to merge together. A method [2] : max-min distance analysis, which separated all class pairs and could be achieved by maximizing the minimum pairwise distance in the selected subspace, had been proposed for discriminative dimension reduction algorithm and also been extended into its kernel version.
Unfortunately, they have a common inherent limitation: they are all linear methods while the distributions of most real data are nonlinear. As for nonlinear dimensionality reduction algorithms, the representative methods include isometric feature mapping (Isomap) [27] , locally linear embedding (LLE) [21] , Laplacian eigenmaps (LE) [1] , diffusion maps [7] and semisupervised diffusion maps (SSDM) [33] . These algorithms are generally named as manifold learning which is an emerging and a promising approach in nonlinear dimensionality reduction. A manifold is a topological space that is locally Euclidean. LLE [21] and LE [1] focus on the preservation of the local neighbour structure. Isomap [27] seeks the subspace that best preserves the geodesic distances between any two data sets. Diffusion maps [7] relate the spectral properties of Markov processes to their geometric counterparts and preserve the diffusion distance in intrinsic space. Furthermore, some methods preserving the manifold structure were proposed for some special tasks. SSDM [33] is a semi-supervised method which preserves the local manifold structure in addition to separating samples in different classes, thus facilitating the classification. In [11] , a supervised Gaussian process latent variable model was developed for supervised learning tasks, and the maximum a posteriori algorithm was introduced to estimate positions of all samples in the latent variable space. Zhou [36] proposed the manifold elastic net to incorporate the merits of both the manifold learning-based dimensionality reduction and the sparse learning-based dimensionality reduction. In [12] , the authors introduce the manifold regularization and the margin maximization to nonnegative matrix factorization and obtain the manifold regularized discriminative non-negative matrix factorization. In [32] , Zhang et al. proposed a framework, named 'patch alignment', which consists of two stages: part optimization and whole alignment to provide a systematic framework for understanding the common properties and intrinsic difference in different algorithms.
Many interesting methods for learning a compact action representation using manifold leaning algorithms have been proposed. Elgammal and Lee [10] adopted an LLE framework to embed activity manifolds nonlinearly into a low-dimensional space for inferring 3D body pose from silhouettes. Dimension reduction of the image silhouette and pose information had also been investigated using kernel principle component analysis in [28] . Jia and Yeung [15] presented their local spatio-temporal discriminant embedding algorithm specially designed for human action recognition. Chin et al. [6] investigated and compared methods for the extrapolation of learned manifolds within the context of activity recognition. In [19] , a neighbourhood preserving embedding algorithm was exploited to embed silhouette images into an intrinsic manifold. Souvenir and Parrigan [23] presented a framework for learning a compact representation of primitive actions that can be used for simultaneous action recognition and viewpoint estimation. Shao and Chen [22] explored spectral regression discriminant analysis on silhouette-based human action recognition. The recognition algorithm adopted the bag of words (BoW) model combined with the action representation based on histogram of body poses sampled from silhouettes in the video sequence. Zheng et al. [34] used the SSDM to learn the intrinsic shape manifold. And the action was represented by BoW (histogram) on the learned shape manifold. Tao et al. [26] develop a general tensor discriminant analysis (GTDA) as a preprocessing step for LDA and used human gait recognition to validate the proposed GTDA.
After learning the intrinsic manifold of human silhouettes, how to represent the actions on the intrinsic manifold becomes an important issue. The representation of actions or the framework of recognition must capture the spatial and temporal relations between poses simultaneously. Take actions 'sitting down' and 'getting up', for example, they are both composed of similar poses. One is performed in a downward direction and another upward, another just the reverse. Only the order of poses is different. If we only consider the spatial information in the learned manifold, such as key frames or BoW, the two will be classified as one action. In this paper, we present a framework that combines manifold learning and the co-occurrence matrices descriptor for action recognition. First, we learn a compact representation using manifold leaning for human silhouettes. Such a representation reflects the intrinsic relationship of points, such as the local structure, geodesic distance and diffusion distance. We consider an action manifold as a trajectory with smooth variation on the learned manifold. Then, a set of co-occurrence matrices is used to describe an action sequence. Assuming that the sampling rate of the camera is fixed, the temporal difference of same actions is mainly caused by the speed variation in the actions performed by different subjects. The dimensionality of co-occurrence matrices of each action sequence can be reduced by PCA. Finally, we use the K-nearest neighbours (KNN) classifier to label the test actions. The flow diagram of the proposed method is shown in Figure 1 . We can see that poses of the same action performed by different subjects lie close to each other in the learned low-dimensional manifold. The initial results of the co-occurrence matrices descriptor were presented in [35] .
In general, our paper has two main contributions as follows.
(i) We propose a new action representation using co-occurrence matrices of human pose silhouettes, which can characterize the spatial-temporal properties of actions. The experimental results demonstrate that co-occurrence matrices outperform the BoW descriptor. And we give a detailed explanation why the co-occurrence matrices descriptor is supervisor to the BoW descriptor. (ii) We compare different graph embedding algorithms for learning the intrinsic manifold of silhouettes. The results show that the nonlinear graph embedding is more suitable for human action recognition. In addition, we conclude that the label information is useful for classification.
The rest of this paper is organized as follows. We introduce the silhouette representation and graph embedding methods for learning the intrinsic manifold of human silhouettes in Section 2. In Section 3, we present a set of co-occurrence matrices for action representation. The experimental results and comparison are given in Section 4. Finally, Section 5 draws the conclusion. 
Learning the intrinsic manifold of human silhouettes
In this section, we introduce a silhouette representation and graph embedding methods to learn the shape manifolds. The flow diagram of the low-dimensional graph embedding is shown in Figure 2 . To begin with, in order to avoid the loss of information, each silhouette I ij contained in video V i is described as a vector v ij based on combining the block-based features and the Radon transform descriptor. Then a graph G is constructed using the local geometric and label information, and a weight W is set to each edge on the graph. In addition, to avoid the 'curse of dimensionality', we use a framework of graph-based methods to embed high-dimensional descriptors into the low-dimensional space represented as u ij . Finally, each action sequence is represented as a set of points on the intrinsic shape manifold A i = {u i1 , . . . , u iN i }, where N i denotes the number of silhouettes contained in video V i . 
Silhouette representation
The block-based features are always used in object recognition, such as character or pose [28] . The Radon transform descriptor [24] is a region-based descriptor calculating on a shape as a whole taking into account all the pixels within the shape. Assume that there are action videos in the data set. For each action video with N i images, i.e. V i , we assume that the associated sequence of moving silhouettes V i = {I i1 , I i1 , . . . , I iN i }, which are discrete binary image data, can be obtained from the original video. With a static background, silhouettes can be easily extracted from the video using existing algorithms. We firstly centre and normalize all silhouette frames into the same dimension and keep the aspect ratio property of the silhouette, so that the resulting images contain as much information as possible and have no distortions. We assume that the block-based features of each silhouette image I ij are given by v
where n b is the number of sub-blocks (for more details, refer to [28] ).
The Radon transform descriptor is an invariant to common geometrical transformations and converts a silhouette image to a compact signal through the use of the two-dimensional Radon transform. By definition, the Radon transform of an image is determined by a set of projections of the image along lines taken at different angles. The transform extends the Radon transform by calculating the sum of the squared Radon transform values for all of the lines of the same angle in an image. Assume that the Radon transform descriptor of each silhouette image is given by v r ij = (r ij (1) , r ij (2) , . . . , r ij (n r )), where n r is the number of sub-blocks. By combining the block-based features and the Radon transform descriptor together, we can denote the silhouette image as (2) , . . . , r ij (n r )).
(1)
Graph embedding methods to learn the dynamic shape manifolds
For learning the intrinsic shape manifold, we put all silhouette images sampled from different action videos together. For simplicity, by using the silhouette representation introduced in Section 2.1, assume that X = {x 1 , x 2 , . . . , x N : x i ∈ R D } is the training set of poses drawn from video sequences containing different actions, where N = i N i and D = n b + n r . Then our goal is to find a mapping function
The function may be explicit or implicit, linear or nonlinear in different cases. In [30] , a general framework of graph embedding is first introduced which aims at embedding the high-dimensional data points on a graph to a low-dimensional intrinsic manifold. In this section, we use the graph embedding to exploit the shape manifold.
Constructing a graph
Given the data set of silhouettes, we can construct a non-directional graph in G = (X, W ) with the point on this graph corresponding to a feature vector of silhouette in the data set. The edges between nodes reflect the neighbourhood relations along the shape manifold. For each edge (x i , x j ), we set a weight between the two points x i and x j at the end of the edge. Each element of the real symmetric matrix W measures, for a pair of vertices, its similarity. The matrix can be formed using various similarity criteria, such as Gaussian similarity from Euclidean distance, local neighbourhood relationship and prior class information in supervised learning algorithms [30] .
Objective function and eigenmaps
Although the silhouette image can be represented as a vector, because of the quite high dimension of such a representation, the following tasks will face many difficulties. Furthermore, the perceptually meaningful structure of these images has significantly fewer independent degrees of freedom. We desire a new representation for each image with a low dimension preserving as much information as possible. To the best of our knowledge, there are two methods to define how to preserve the information. In fact, two different objective functions are corresponding to the two different ways to define the weight of graph G = (X, W ).
One is to find an embedding of the data points that best preserves the inter-point distances. The quantity distance can de defined by various ways, such as the Euclidean distance [5] , geodesic distance [27] and diffusion distance [7] . If the distance between data points x i and x j in the high original space is denoted by W D (x i , x j ) and the distance in the learned low-dimensional space is denoted by W d (y i , y j ), where y i = F (x i ), then the objective function can be defined by
where · L 2 is the L 2 matrix norm, and the τ operator converts distances to inner products or nothing operation. Then the weight matrix of graph G is defined by W = W D . To preserve different distances, there are different tricks to solve this optimization problem. For multi-dimensional scaling (MDS) [5] and Isomap, let λ k be the kth eigenvalue (in decreasing order) of the matrix τ (W D ) and φ k (i) be the ith component of the kth eigenvector. Then set the kth component of
For diffusion maps (DM) and SSDM, if P t (x i , x j ) represents the probability of going from x i to x j in the time t steps on the graph G, the distance W D (x i , x j ) in the high original space is defined by quantity P t . Let column vectors φ 0 , φ 2 , . . . , φ N −1 be the eigenvectors of the tth step probability matrix P t , ordered according to their eigenvalues λ 0 ≥ λ 1 ≥ . . . ≥ λ N −1 . Thus, the embedding is as follows:
T . Another method hopes that the points which are close in the high-dimensional space are also close in the learned manifold. The important thing is to define the similarity to describe how 'close' each pair of data points. The quantity 'similarity' is related to the 'distance' introduced in the first method. They can convert between each other. If W S is a similarity matrix, then the objective function is given by
where L is a Laplacian matrix of graph G, B is the constrain matrix and is a constant. If E is a diagonal matrix,
Then the weight matrix of graph G is defined by W = W S . This problem can be converted into a generalized eigenvalue problem. Let column vectors φ 0 , φ 2 , . . . , φ N −1 be the eigenvectors of the generalized eigenvalue problem E −1 L, ordered according to their eigenvalues λ 0 ≤ λ 1 ≤ . . . ≤ λ N −1 . Thus, the embedding is as follows:
T . Therefore, we can see that various methods are attributed to the distance and similarity of the different definitions. How to define the distance and similarity will be discussed in the following section.
Various distance matrices
MDS is a group of methods that have a wide range of applications. The key idea is to find a mapping from a high-dimensional space to a low-dimensional space, such that the pairwise distances between the observed points are preserved the best. In the framework of MDS [5] , the distance matrices W d (y i , y j ) and W D (y i , y j ) are all defined by the Euclidean distance. Isomap [27] was proposed to find the low-dimensional representations for a data set by approximately preserving the geodesic distances of the data pairs. Thus, the distance matrixes W d in the learned eigenspace is defined by the Euclidean distance. The geodesic distance is approximated by the shortest distance between each pair of points on the graph G.
Diffusion maps were first introduced in [7] . It is an unsupervised nonlinear graph embedding algorithm for dimensionality reduction. It is defined on a graph of the objective data via Markov random walk. The low-dimensional representation of the data is achieved by embedding the high-dimensional data space to a low-dimensional Euclidean space using a set of eigenvectors corresponding to the largest eigenvalues of Markov matrices. SSDM first introduced in [33] is a semi-supervised extension of diffusion maps. The Markov matrices are adjusted by a distributional similarity learned through expectation maximization. The adjusted matrix not only reflects the geometric structure of the human action manifold, but also the label information of classification.
For DM and SSDM, the distance W D (x i , x j ) is defined by the tth step probability matrix of transition P t , where t is a parameter.
where π is a stationary distribution for measuring the density of each points and P t (x i , x j ) represents the probability of going from x i to x j in the time t steps on the graph G. The major difference between DM and SSDM is the definition of transition probability matrix. For SSDM, this quantity reflects the label information of each point.
Various similarity matrices
In this section, we briefly introduce the preserved similarities of various dimensionality reduction algorithms reformulated within the second framework. The details of this work can be found in [1] . The difference between various algorithms lies in the computation of the similarity matrix of the graph and the selection of the constraint matrix. Linear algorithms assume that the data points draw from the unknown Gaussian distribution. PCA [16] seeks projection directions with maximal variances. In other words, it finds and removes the projection directions with minimal variances. So the similarities between all pair of points are equal. LDA [8] is a supervised algorithm which searches for the directions that are most effective for discrimination by minimizing the ratio between the intraclass and interclass scatters. Then the similarity between the two points with the same label is far larger than the points with different labels. These linear algorithms set the same similarity for all pairs of points in a subset or universal set of all samples. However, the intrinsic relation may be local in some cases. Local relationship is applied in the nonlinear algorithms, which can be defined in terms of two variations: ε-neighbourhoods and KNN. LLE [21] maps the input data to a lower dimensional space in a manner that preserves the relationship between the neighbouring points. In LLE, the local similarity of the data manifold is constructed by writing the data points as a linear combination of their nearest neighbours. LE preserves the similarities of the neighbouring points which are defined by a Gaussian kernel.
Co-occurrence matrices for action recognition
For each silhouette, we get a low-dimensional representation y i = M(x i ), using the graph embedding algorithms (refer to Figure 3) . Therefore, each action sequence can be represented as
International Journal of Computer Mathematics 3903 Figure 3 . The two-dimensional visualization of human silhouettes. The data set for LDA contains eight subjects' actions which are all labelled. The data set for SSDM contains nine subjects' actions with eight of them labelled. The parameter of local structure K for LPP, LE, LLE, Isomap, DM and SSDM is set to 35. The transition step t in algorithms DM and SSDM is set to 8.
For matching action sequences A i and A j , we have to compute the similarity between the two sets of vectors. However, in practice, there exist spatial and temporal misalignments between action sequences. In addition, the action sequences may be different in length and frequency, which further complicates the problem. In this paper, we propose a model-based matching framework for action recognition. We explore a set of co-occurrence matrices to represent each action. The cooccurrence matrices can capture the spatial-temporal difference of actions performed by different subjects.
Related work for action recognition on learned manifold
The data point of each test silhouette frame is first projected into the embedding space using graph embedding algorithms, which results in a low-dimensional representation of the data point. For recognizing actions, there are different frameworks to make use of the temporal shape variation information between different actions. In [28] , Wang and Suter assumed that a set of key poses can represent an action, then explored factorial conditional random field (FCRF) to label human activity sequences in the embedded space. FCRF models temporal sequences in multiple interacting ways. In [19] , a hidden HCRF was exploited to model and classify actions in a discriminative formulation. Jia and Yeung [15] designed a two-stage recognition scheme. In the first stage, the test action sequence was recognized on a frame-by-frame basis. Seven-frame local temporal video segments were used in the second recognition stage. In [6] , manifold comparison can be performed by computing distances between trajectories in the embedding space while respecting differences in sequence length and temporal shifts. A histogram representation calculated on probabilities of different poses was proposed in [34] .
Co-occurrence matrices descriptor
A co-occurrence matrix is a matrix that is defined over an image to be the distribution of cooccurring values at a given offset. The co-occurrence matrix can measure the texture of the image. Haralick et al. proposed the algorithm of grey-level co-occurrence matrix (GLCM) in the 1970s [13] . GLCM counts a co-appearance probability of p(i, j, δ), when the distance between grey level for the i pixel (p, q) and grey level for the j pixel (p + p, q + q) is δ. Moreover, it can count the co-appearance probability in some special situation with a fixed direction.
Inspired by GLCM used in the image texture classification, we use a set of co-occurrence matrices to represent the shape manifold in the low-dimensional space. If dividing the low-dimensional space into subsets, we can consider each subset as a grid in an image. Then we can use the GLCM method to describe each action reflecting the spacial and temporal information. Suppose a codebook is learned by running k-means clustering on the eigenspace for all silhouettes in the training set. C = |c 1 , c 2 , . . . , c N 0 | represents a codebook, where N 0 is the number of codevectors. Each codevector is a d-dimensional vector. c i can be regarded as the centre of each subset in the learned low space. Let S 1 , . . . , S N 0 denote this partition of the space, where S l is the encoding region associated with codevector c l .
We count the co-appearance probability of p(c l , c m , ∇t|A i ), when the first pose u ij belongs to partition S l , and the second pose u i(j +∇t) after ∇t frames belongs to S m in the same action video A i . The probability of points u ij belonging to S l can be defined as
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Histograms are built by allowing low-dimensional vectors to vote softly into the few centres nearest to them, with Gaussian weights
Therefore, using the histogram, an action can be denoted as a vector:
Action comparison is thus finally reduced to the comparison of N 0 -dimensional histograms. The BoW (histogram) descriptors only build the distribution of poses in the eigenspace. However, there are spatial and temporal differences in actions. For example, some poses of human walking is very similar to the poses of human running, but these poses are performed with different speeds. So using the co-occurrence matrices, we can design a descriptor for actions capturing the temporal mutual information. The co-occurrence matrix can be defined as
Then, each action can be denoted by a set of co-occurrence matrices modelled from the training set by varying the parameter ∇t:
As the matrix set for each action is in high dimension and is redundant, we use PCA to reduce the dimensionality retaining 95% information. During testing, each action sequence can be represented in the same way as training. In the procedure of recognition, we can directly match each test action video with the train templates. Also, we can first learn a classifier for training templates, then test action videos online using such a classifier.
Experiments
The proposed algorithm is experimented on a number of public data sets to test its performance, such as the Weizmann data set [3] and IXMAS [29] . In the experiments, we compare our algorithm with classical algorithms, including PCA, LDA, LPP, LE, LLE, Isomap, DM and SSDM.
Weizmann data set
The experiments presented in this section are carried out on a widely used data set [3] . Specifically, the data set contains 93 video sequences with 10 different actions performed by nine different subjects. The action types include bending (bend), jumping jack (jack), jumping-forward-on-twolegs (jump), jumping-in-place (pjump), running (run), galloping sideway (side), skipping (skip), walking (walk), waving-one-hand (wave1), waving-two-hand (wave2). The example frames and silhouettes are shown in Figure 4 .
Action recognition accuracy on Weizmann data set
In this work, we do not intend to exploit the foreground segmentation issue, so the silhouette masks in [3] are directly used in our experiments. We first denote each silhouette as a vector using Radon transform and block-based features, and then the eigenspace of the silhouettes is learned by the graph embedding algorithms. Figure 3 shows that the 2D illustration of manifold learning by various different algorithms. For supervised algorithms (LDA), we use eight subjects to train the projection function. For semi-supervised algorithms (SSDM), we set all subjects for training with eight subjects labelled and one subject unlabelled. We can see that nonlinear algorithms learn a more discriminating manifold than linear algorithms. In Figure 5 , we show two sets of cooccurrence matrices of actions 'bend'and 'run'. It is obvious that the two sets of matrices have large difference. However, the co-occurrence matrices of same actions performed by different subjects are similar. So, we can use these co-occurrence matrices as an effective means for representing actions. Recognition accuracy comparison between histogram and co-occurrence matrices on the learned manifold by various algorithms is shown in Table 1 . Since the co-occurrence matrices descriptor captures the temporal relationship information, its classification accuracy shows to be significantly higher than that of the histogram descriptor. At the same time, from Table 1 , we can see that linear methods (PCA, LDA and LPP) are not as good as nonlinear methods (LE, LLE, Isomap, DM and SSDM), no matter which descriptor is used. This result also demonstrates that the relationship of silhouettes of different actions is not linear in the original space. Furthermore, since the method SSDM is more advantageous over other methods, it illustrates that the label information plays an important role in learning a more discriminative representation.
Robustness test for the co-occurrence matrices descriptor
The recognition of human actions can be further challenged when action sequences are captured in front of non-uniform backgrounds, with partial occlusions and non-rigid deformations, at changing viewpoints, etc. In order to evaluate the robustness of our method to these high irregularities of real-world actions, we perform further experiments using 20 video sequences of people walking in various difficult scenarios and changing viewpoints [3] . In particular, these videos include diagonal walking, walking with a dog, walking when swinging a bag, walking in a skirt, walking with partially occluded legs, sleepwalking, limping, walking with knees up, walking when carrying a briefcase, normal walking and changing viewpoints from 0 • to 45
• . We use 10-fold cross-validation for robustness evaluation. The action sequences of eight subjects used in the previous section are labelled. Action videos of eight subjects, including Daria, Denis, Eli, Ido, Ira, Lena, Lyova and Moshe, are used as the training set. For algorithm LDA, all action sequences of eight subjects are labelled. For SSDM, we randomly select two subjects'action sequences as labelled samples. The results are shown in Table 2 . We show the three nearest training actions from the test action. The similarities are computed using the norm of co-occurrence matrices. The number in the grid denotes which class the robustness test action is classified. '1', bent; '2', jack; '3', jump; '4', pjump; '5', run; '6', side; '7', skip; '8', walk; '9', wave1; '+', wave2. These robustness test actions belong to action 'walking', so '8' demonstrates that the test action has a right classification. Boldface denotes misclassification. Table 2 shows that most algorithms cannot handle the changing viewpoints from 35
• to 45
• in the video data. This is because the silhouette in each frame is completely deformed with a large viewpoint change. In addition, we can conclude that nonlinear algorithms are more robust than linear algorithms. The actions 'sleepwalking', 'walking with a dog' and 'change view' are misclassified by all linear algorithms. Furthermore, SSDM has an advantage over other methods. Only sleepwalking is misclassified because of the very different poses with hands up. The major reason is that label information has a critical role in learning the more discriminating manifold.
IXMAS
IXMAS [29] is a multiview data set for view-invariant human action recognition. In this experiment, our recognition model is learned from single views. In essence, we treat the cameras as independent with each other. There are 13 daily-life motions each performed three times by 11 actors. These actors in the IXMAS data set choose freely positions and orientations by themselves. The actions include checking watch, crossing arms, scratching head, sitting down, getting up, turning around, walking, waving, punching, kicking, pointing, picking up and throwing. We choose 11 actions, performed by 10 actors, each three times, and viewed by five calibrated cameras, the same as in [9] . Some samples are illustrated in Figure 6 . We use the labels offered in [29] , but some of them are not very accurate. As shown in Figure 7 , some poses of the scratching head action had been labelled as sitting down. This may decrease the classification accuracy to some degree. We use the leave-one-out scheme to test our proposed method. Each time, we randomly select one subject's actions as test samples and use the others to train our learning model. 
The accuracy of recognition on IXMAS
In this section, we present results on the IXMAS data set using the co-occurrence matrices descriptor and various embedding methods. Also, we will compare our proposed method with the state-of-the-art action recognition methods used on this data set. In this experiment, we set the neighbourhood of graph K = 45, the number of clusters of learned eigenspace N 0 = 100. For LDA, we treat all training videos as labelled samples. However, for SSDM, videos of one subject in the training set are randomly selected as labelled samples. All samples including testing samples will be used to learn eigenspace for unsupervised and semisupervised manifold learning, but LDA exclude test videos because it is a supervised method. Figure 8 shows the classification accuracy for each camera using different embedding methods and the co-occurrence matrices descriptor. From this figure, we can draw four conclusions in the following. First, action videos captured by the fourth camera (cam3) are best classified, and the fifth (cam4) produces the worst result. This is because the silhouettes from the top view camera are less distinguishable. Secondly, the action walking is always well classified regardless of view point and graph embedding methods. The actions turning around, kicking, sitting down and picking up are in the second place. The actions checking watch, crossing arms, scratching head, waving and punching are always confused with each other. Similar conclusion were found in [9] . Thirdly, SSDM has higher stability of action recognition over view changes than other embedding methods, especially for the action checking watch. Finally, the label samples play an important role on boosting the classification accuracy for this complex data set. We can see that LDA can also achieve a reasonable accuracy. Moreover, SSDM achieves the best classification accuracy. As a result, using SSDM and the co-occurrence matrices descriptor, the average classification accuracy per camera are illustrate in Table 3 . In [9] , when learning in 3D and recognizing in 2D, the highest average accuracy only reached 70.0% for the second camera (cam1). Junejo et al. [17] explored self-similarities to recognize actions. However, their method relied on geometric properties and needed to combine them with machine learning for cross-view action recognition. In a single view setting, our method can achieve 78.41% accuracy for the fourth camera (cam3).
It is difficult to directly compare our results with [29] (93.33%) because of different experimental settings and their methods used a full 3D model reconstructed from multiple camera views.
Comparison between the BoW and the co-occurrence matrices descriptor
The actions, 'sit down' and 'get up' in the IXMAS data set, are performed successively. Most silhouettes of the two actions are very similar, only with a different order. If we use the BoW descriptor to describe these two actions, they will be confused because of its non-sensitivity to temporal changes. However, the co-occurrence matrices descriptor captures the temporal information so that it can avoid such confusion. Figure 7 shows a three-dimensional visualization of actions sit down and get up both performed by Amel. We can see that the two sequences of three-dimensional points in learned eigenspace are very close, but with a reverse order. In Figure 9 , the two images correspond to similarity comparisons between actions sit down and get up. We calculate the similarities between all 30 sit down videos performed by 10 subjects with three times and all 30 get up videos also performed by such 10 subjects with three times. From Figure 9 , we can draw two conclusions. First, the two images have the similar texture. Secondly, it is obvious that action sit down sequences are more similar with sit down sequences than get up sequences using the co-occurrence matrices descriptor. However, when using the BoW descriptor, Figure 9 . Similarity comparison between the BoW and the co-occurrence matrices descriptor. Each image contain 60 × 60 grids which one is corresponding to similarity of two action sequences. The darker grid denotes the two actions are more similar. The eigenspace is learned by DM. actions sit down and get up have very similar behaviours. That is to say, the co-occurrence matrices descriptor is more discriminative than the BoW descriptor. Figure 10 depicts the classification accuracy on five cameras. Compared with the BoW descriptor, the classification accuracy increases a lot using the co-occurrence matrices descriptor, no matter which camera and which embedding method is used.
Conclusion
In this paper, we propose a new representation of actions on the intrinsic shape manifold learned by various graph embedding algorithms. The co-occurrence matrices descriptor captures more temporal information than the BoW (histogram based) descriptor, which only considers the spatial information. In addition, we compare the performance of the co-occurrence matrices descriptor on different manifolds learned by various graph embedding methods. The results show that nonlinear algorithms are more robust than linear algorithms. Furthermore, we conclude that the label information is useful in learning more discriminating manifolds. The future work will be investigated in the following directions.
• We can use more challenging data sets for testing the performance of the co-occurrence matrices descriptor and graph embedding methods.
• For multi-view cameras, we can design a combination framework of all views in the recognition procedure, such as voting.
• In this paper, KNN is used for classification. More advantaged techniques, such as SVM and Adaboost, can be explored for action recognition.
• Since the nonlinear manifold learning methods including LE, LLE, Isomap, DM and SSDM all do not offer an explicit mapping function, it will take more time to compute the lowdimensional representation of online samples. So the future work can address the problem of the out-of-sample issue for embedding unseen samples.
