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Abstract 
This paper presents analytical nd numerical solutions of an optimal control problem for a quasilinear parabolic equation. 
The existence and uniqueness theorems of the solution are investigated. The derivation of formulae for the gradient of 
the modified cost function by solving the conjugated boundary value problem is explained. The numerical gorithm for 
solving the optimal control problem using partial quadratic interpolation technique is given. The computed optimal controls 
is helped to identify the unknown coefficients of the quasilinear parabolic equation. Numerical results are reported. @ 
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1. Introduction 
Optimal control problems for partial differential equations are currently of much interest. A large 
amount of the theoretical concept which governed by quasilinear parabolic equations [8, 10, 14, 
23, 24] has been investigated in the field of optimal control problems. These problems have dealt 
with the processes of hydro- and gas dynamics, heat physics, filtration, the physics of plasma and 
others [15, 16]. Different approaches for finding the numerical solutions to optimal control problems 
of parabolic systems were proposed in [2, 4, 5, 7, 20, 25]. In this paper, analytical and numeri- 
cal solutions of an optimal control problem for a quasilinear parabolic equation are obtained. The 
existence and uniqueness theorems of the solution are investigated. The derivation of gradient for- 
mulae for the modified cost function by solving the conjugated boundary value problem (CBV) is 
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explained. Numerical algorithm for solving the optimal control problem using partial quadratic inter- 
polation technique (PQI) is given. The computed optimal controls is helped to identify the unknown 
coefficients of a quasilinear parabolic equation. Numerical results are reported. 
2. Formulation of the problem 
Let D be a bounded omain of the N-dimensional Euclidean space EN, let l, T be given positive 
numbers, and let f2 = {(x, t): x E D, t E (0, T)}. Let V = {v: v = (v,, v2,..., VN) E EN, IlvllEo ~<R}, where 
R > 0 are given numbers. We consider the heat exchange process described by the equation 
u, - (2(u,V)Ux)x +B(u ,v )u=f (x , t ) ,  (x,t)E Y2 
with initial and boundary conditions 
(1) 
u(x,O)=~p(x), xED,  (2) 
~U x=l 2(u,v) 8u =go(t), 2(u ,v )~ x = g,(t), O<<.t<<.T, (3) 
~X x=0 
where flp(x)EL2(D), go(t),gl(t)EL2(O,T ) and f (x , t )  is a given function. Besides, the functions 
2(u, v); B(u, v) are continuous on (u, v) E [rl, r2] × EN, have continuous derivatives in u and V(u, v) E 
[rl,rz] × EN, the derivative ~32(u,v)/Ou, OB(u, v)/Ou are bounded. Here rl,r2 are given numbers. 
On the set V, under conditions (1)-(3)  and additional restrictions 
(4) YO~2(U, IQ)~ZO, V 1 <~B(u,v)<<.#l, rl <<.u(x,t)<~r2 
are required to minimize the function [9] 
(5) f0 T f~(v)----flo [u(0, t) - fo(t)] 2 dt + fll [u(/, t) - f l(t)] 2 dt +  llv 2, 
where fo(t), f l ( t )EL2(O,T) are given functions, 7>-O, vo, vl,kto, l~l >0, fl0~>0, fll ~>0, fl0 + fll :riO 
are given numbers, and o~ E EN is also given: 09 = (oh, co2,..., O) x).  
Definition 2.1. The problem of finding a function u = u(x,t)E Vzl'°(f2) from conditions (1)-(4)  at 
given v E V is called the reduced problem. 
Definition 2.2. The solution of the reduced problem (1)-(4)  corresponding to the v E V is a function 
u(x, t)E Vzl'°(f2) and satisfies the integral identity 
- - + 
= - dp(X)tl(X, O) dx - q(O, t)go(t) dt + tl(l, t)gl(t) dt, (6) 
Vtl= tl(x,t) E W2~'~(O) and q(x, T) = O. 
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The solution of the reduced problem (1)-(3)  explicitly depends on the control v, therefore we 
shall also use the notation u = u(x, t; v). 
On the basis of adopted assumptions and the results of [13] it follows that for every v E V the 
solution of the problem (1)-(4)  exists, is unique and luxl ~c0, V(x,t)E o, Vv ~ v, where Co is a 
certain constant. 
3. Existence and uniqueness theorems 
Optimal control problems of the coefficients of differential equations do not always have solution 
[22]. In this section, we will prove the existence and uniqueness of the solution of problem (1)-(5). 
Lemma 3.1. By the above adopted assumptions for the solution of the reduced problem (1)-(5), 
the following estimation is valid: 
116ulln,.o~<.c rl]6,~ au ~ ]~/2 - LII & +l l6Bu l l~(~)  , (7) 
where C >~0 is constant not depending on 6v. 
Proof. Denote 6u(x, t) = u(x, t; v + 6v) - u(x, t; v), u = (x, t; v), u' = u(x, t; v + 6v). From (6) it follows 
that the function 6u(x, t) satisfies the identity 
fol fV  [-6u ~t + 2'86u ~x + 62(u + O~6u, v+ hv) Su 8x8x 
fo' f r  [ 6B(u + O26u' v + 6V)ut16u + 6Buql + B'butl + 8u dx dt = 0, 
dx dt 
(8) 
Vq=tl(X,t)¢ W: 1'1 and t/(x,T)=0. 
Here 01, 02 C (0, 1 ) are some numbers, 2' = 2(u + 6u, v + 6v), 32 = 2(u, v + 6v) - 2(u, v), B' = B(u + 
6u, v + 6v), 6B = B(u, v + by) - B(u, v). 
Let tlh(x,t)=(1/h) f/_hFl(x,r)dr, 0<h<r  where 71=6u(x,t ) at (x,t)¢ Or,, zero at t>tl (tl <~T- 
h) and (2t, =D x (0,fi]. In identity (8) put q(x,t) instead of qh(x,t), and following the method in 
[13, pp. 166-168] we obtain 
,, \ 8x J + ~u 8x 7x + 8x & 
3B(u + 023u, v + 6V)u(bu) 2+ 6Bu3u] dx dt : O. +B'(6u)2 + ~u / (9) 
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Hence, by the above assumptions and applying Cauchy Bunyakoviskii inequality, we have 
"~-C3Lf2t, (~u2dxdtq-(£q ((~Bu)2dxdt)l/2 ( f  Oq (~u2dxdt) 1/2, (10) 
where C], C2 and C3 are positive constants not depending on 6v. 
Take e = C l/Vo, and apply C auchy inequality with e(labl <<. 2 l al 2+ ½ I bl =) to the first summand on 
the right-hand side of (10) and multiplying both sides by two we obtain 
1lfu(x,t,)l~=(D, + v0116u. = ( c'~ IL2(Ot,) ~ 2 C 2 -~- C 3 q- 116ull~:~,,) 
Vo / 
+2116~uxll~=~a,,)ll&xll~=~a,,) + 2116Bull~=~a,,)llful[~(~,,). (11) 
Applying Cauchy's inequality with e to the last two summands on the fight-hand side of (11 ) and 
taking el = Vo/2 we obtain 
( v0 
II&(x,t,)ll~=~) + II&xll~<o,,) ~ 2 C 2 Jr- C 3 --}- ~- --}- 116ull~<o,,) 
v0 j 
+2Na~uxll~o,,) + 2116null~=~a,,). (12) 
V0 
Here we take y(h ) = 116u(x, t~ )l~(m. Then from inequality (12) follows two inequalities 
fo" 2__( y(h)<.C4 y(t)dt + 116~uxll~=(~,,)+llfBull~=(~,,)) (13) It o 
and 
Ilauxll~(~,,) ~ 2c411&ll~2(~',)v0 + ~(lla~uxll~2(a,,)+ Ilanull~2(a,,)), 
where C4 = 2(C2 + C3 + (v0/2) + C~/vo) is a positive constant not depending on fir. 
From the known estimation [12, pp. 166-167] it follows that 
Y(h ) ~ cs(llf~uxll~=(~,, ) + 116Bull~=(~,, )), 
where C5 is a positive constant not depending on by. 
Consequently 
max II&(x,t)lk=(o) <<. cs(llfZuxll~2(o,,) + 116null~=(a,,))'/=. O~t<~t~ 
(]4) 
(15) 
(16) 
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Similarly, we obtain 
ll6UxllL2(~,,) <<. C6(ll6~uxll~(~,,) + 116BuII~(~,,)) 1/2, 
where C6 is a positive constant not depending on 6v. 
If we combine the proved estimations for tSu and lUg, then we obtain 
= max ll6u(x,t)lk=(D)+ 116u~IIL~(~,,) 116ull~, o(~,,) O<~t<~t, 
<~ c7(ll6,~uxll~(~,,) + 116gull~=(~,,))~/= 
where C7 is a positive constant not depending on 6v. Hence, Lemma 3.1 is proved. [] 
(17) 
(18) 
Corollary 3.2. By the above adopted assumptions the right part o f  estimation (7) converges to 
zero at 116vll~ -~ 0, therefore 116ullr o(~)-~ o at 116vll~N -~ 0 
Hence, f rom trace theorem [17] we get 
116u(0,t)llL=(0,~)~0, 116u(l,t)llL2(o,~)~O, at t16vll~,~0. (19) 
Lemma 3.3. The function Jo(V) is continuous on V. 
Proof. Let 6v = (6vl, 6v2,..., 6vN) be an increment of control on element vE V such that v + 6v E V. 
For the increment of the function Jo(v) the following holds: 
Mo(V) =Jo(V + ~v) - Jo(V) = 23o [u(0, t) - fo(t)16u(O,t)dt 
/o /o /o +2fll [u(l,t) - f~(t)]~u(l,t)dt + 3o [~u(0, t) 2] dt + 31 [6u(l,t) 2] dt. (20) 
Applying the Cauchy Bunyakoviskii nequality, we obtain 
[tSJo(v)[ ~< 21130[u(0, t) - f0(t)llL(0, r)ll 6u(0, t)lk(0, r) + 30 II 6u(0, t)ll~(0, T) 
+ 23111u(l,t) - fl(t)ll.o,r)ll6u(l, t)llL(0,r) + 31116u(l,t)ll2~(o,r). (21) 
From Corollary 2.1 and (21), the continuity of the function do(v) on V follows. Hence, Lemma 3.3 
is proved. [] 
Theorem 3.4. The problem (1)-(5)  at any ~ >~0 has at least one solution. 
Proof. The set V is closed and bounded in EN. From the affirmation of Lemma 3.3 follows the 
continuity of function Jo(v) on V, also the function J , (v)=Jo(v) + ~llv - o~ttL will be continuous 
on V. Then from the Weirestrass theorem [11] follows that the problem (1)-(5)  has at least one 
solution. Hence Theorem 3.4 is proved. 
Theorem 3.5. The problem (1)-(5)  at ~>0, at almost all ogEEN has a unique solution. 
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ProoL From the affirmation of Lemma 3.3 follows the continuity of function J0 and J~(v), ~ >0 will 
be continuous on V also. Besides, EN is a uniformly convex space, then from a theorem in [6] the 
existence of a dense subset K of the space Eu follows such that for any o~ E K at ~ > 0 the problem 
(1)-(5)  has a unique solution. Consequently, for almost all tO EEN and o9>0 the problem (1)-(5)  
has a unique solution. Hence, Theorem 3.5 is proved. [] 
4. The CBV problem and gradient formulae 
In this section we illustrate the conjugate boundary value problem for the system (1)-(3)  and the 
gradient formulae for the modified cost function ~,k(v). 
4.1. The conjugate boundary value problem 
Introducing the following notations, 
Z(u, v) = [max{v0 - 2(u, v); 0}] 2 + [max{2(u, v) - #0; 0}] 2, 
Y(u, v) = [max{v~ - B(u, v); 0}] 2 + [max{B(u, v) - /~,;  0}] 2, 
Q1 (u) = [max{r, - u(x, t; v); 0}] 2, Q2(u) = [max{u(x, t; v) - r2; 0}] 2, 
/0'/0 Pk(v) = A, [Z(u, v) + Y(u, v) ÷ Ql(u) ÷ Q2(u)] dx dt, 
where Ak, k= 1,2,.. . ,  are positive numbers, limk~o~ Ak = +c~. 
Using the penalty function method [26, 27], the minimization of the function (5) is obtained as 
follows: 
~,k(v) =-- ~(v) = f~(v) + Pk(v) (22) 
on the set V under the conditions (1)-(3).  
The Lagrangean function L(x, t, u, v, 6)) [19] is defined by 
/0'/0 L(x,t,u,v, 6))= f~(v)+ Pk(v)+ 6)[u,-(2(u,V)Ux)x + B(u ,v )u -  f (x , t ) ]dxdt ,  (23) 
where 6)(x, t)E V2 '° is the generalized solution of the boundary value problem conjugated to (1)- (3)  
and (22) as 
@t + (2(u, v)@x)x - 2,(u, v)6)xUx - (Buu + B(u, v))6) 
= Ak[Z,(u, v) + Yu(u, v) + Q2 + Q~], (x, t) E t2, 
6)(x, T) = O, x E D, 
2Oxlx=0 =2flo[u(O,t) - f0(t)], 20x[x=t = - 2fll[u(l,t) - f l(t)], tE [0, T], 
where u=u(x , t )  is the solution of problem (1)-(3)  corresponding to v E V. 
(24) 
(25) 
(26) 
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Definition 4.1. The solution of conjugate boundary value problem (24)-(26) corresponding to v E V 
is a function O(x, t)E V~'°(f2) and the following integral identity is then satisfied to 
f '  f r [Oyt  + 2(u, v)@~7~ + 2u(u,V)@xUx7 + (B,,u + B)@7]dxdt 
jo"/o =--Ak [Z,(u, v) + Y,(u, v) + Q2 + Q~]7(x, t) dx dt, (27) 
where V7 = 7(x, t) E Wz 1' 1(f2) and 7(x, 0) = 0. 
On the basis of adopted assumptions and the results of [13] it follows that for every v E V the 
solution of the conjugated boundary value problem (24)-(26) is exists, is unique and [@x[ ~<C8 
almost at all (x,t)E f2, Vv E V, where Ca is a certain constant. 
4.2. Gradient formulae of the modified function 
The sufficient differentiability conditions of function (22) and its gradient for formulae will be 
obtained by defining the Hamiltonian function [3] H(u, 6), v) as 
/0'/0 H(u, O,v)-- - [2(u,V)OxU~ + B(u,v)uO + Ak(Z(u,v) + Y(u,v)] dxdt -  llv - 
(28) 
Theorem 4.2. It is assumed that the following conditions are fulfilled: 
(i) The functions 2(u, v),B(u, v) satisfy the Lipshitz condition for v. 
(ii) The first derivatives of the functions 2(u, v),B(u, v) with respect o v are continuous functions 
and for any v E V such that Ilvll N <R, and the functions 2v(u, v),Bv(u,v) belong to Log(f2). 
ft fr B "u (iii) The operators f~ for 2,(u,v)dxdt and ao ao ~( ,v)dxdt are bounded in EN. 
Therefore, the function ~,k (V) -  q~(V) is differentiable and its gradient is given by the expression 
8~ - -~v - 8v1 '  8v2  . . . .  ' " (29) 
Proof. Suppose that v -= (Vl, v2,... , v N), •v ~ (6Vl, ~v2,... , (~v N), (~v E EN, v--I- {~v E V and denote 6u = 
6u - u(x, t; v + 6v) - u(x, t; v). The increment of the function ~(v) can be expressed as 
 O(v) = ¢(v  + 5v) - O(v)  
/o /o = 2flo [u(O, t) - fo(t)]6u(O,t)dt + 2fl1 [u(l,t) - fl(t)]6u(l,t)dt 
+ Ak f [Z~(u, v)+ g~(u, v) + Ql(u) + Q~(u)]3u(x, t)dx dt 
/o'/o +Ak [Z(u,v+6v) -Z (u ,v )+ Y(u ,v+3v) -  Y(u,v)]dxdt 
+ 2c¢-<v - 09, 6v ~,  + RI(fV), (30) 
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where 
/o T /0 T RI(~V) = fl0 [~U(0, t)] 2 dt + fll [~u(l, t)] 2 dt + ~ll~vll~N. (31) 
Using the obtained estimation (7), the inequality IR,(rv)l ~C9[[rVlIE~ can be verified where C9 is 
a constant not dependent on 6v. 
If we put ? = 6u(x, t) in identity (27) and put r/= O(x, t) in (6) and subtract he obtained relations, 
then we have 
2f10 fr[u(0,t)- fo(t)]fu(O,t)dt + 2fll fr[u(l,t)- f~(t)lau(l,t)dt 
/o'/o + Ak [Z~(u, v) + Y~(u, v) + Q~(u) + Q~(u)lfu(x, t) dx dt 
/o'/o = [~2U~Ox + 6BuO] dx dt + R2(rv), (32) 
where 
R2(fv) = [2(u + 6u, v + 6v) - 2(u, v)] Ox 
[02(u + 016u, v + 6v) + [ Ou 
[ OB(u + 02t~U , I) "-~ (~V) + [ Ou 
O,t(u,v)] Ou 00,~ u 
~u J ~-~x + [B(u + ru, v + rv) - B(u,v)]Oru 
OB(u, Ouru } dt O  v ) l dx (33) 
and Oi E (0, 1), i = 1,2, are positive numbers. 
In virtue of assumption (i), R2(rv) is estimated as [Rz(rV)[ <<.Clo[[rv[[~ N, where Clo is a constant 
and independent of 6v. Using the above assumptions, we can estimate the following expansions as 
Z(u, v + 6v) - Z(u, v) = -~ Zo(u, v), 6v ~-E,v + O(llrvll~), 
Y(u, v + 6v) - Y(u, v) = -~ Zv(u, v), 6v ~-~ + O(llrvll~), 
6~=-<L(u,v),  6v>-~ + O(llrvll~), 6B=-<Bo(u,v), 6v>-E~ + O(llrvll~N). 
By substituting the last three expansion in (30) and (32), we obtain 
/o'/0 fiR(v) = --<2v(U, V)UxOx - Bv(u, v)uO + Ak(Zv(u, v) + Yv(u, v)), 
6v ~-E~ dx dt + 2~ -< v - co, 6v >-E~ + R3(fv), (34) 
where R3(rv) = Rl(rv) + R2(rv) + O([[rv[[eN ). 
From the formula of R3(fv), we have 
Ig3(ro)l ~ Cll/trvll~, (35) 
where C11 is a constant and independent of 6v. 
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From (34), (35) and using the function H(u, O, v), we have 
OH(u,O,v)  6V>-EN + O(IIfvlI N) (36) 6~(v)  = -< Ov ' 
which shows the differentiability of the function ~(v) and also gives the gradient formulae of the 
function 4~(v). Hence, the theorem is proved. [] 
5. Solution of the optimal control problem 
The essential steps of the algorithm for solving the optimal control problem (1)-(3), (22) are as 
follows: 
1. Set the number of controls nc = 2. 
2. Choose an initial values V,c E V, o~.¢ E Eu, and el > O, e2 > O. 
3. Solve the boundary value problem (1)-(3) to get u(.; v,¢) using the finite difference method [18] 
as follows: 
(3.1) Consider the partition 
A={(x i ,  tj): x i= i fx ,  t j= j f t ,  i=0(1)K1, j=0(1)M} 
for the closed interval [0, 1] x [0, T], and fx, fit are the meshes in x,t, respectively. Here 
u;j, 2;,j and Bij are the values of net functions corresponding to the functions u(x, t), 2(u, v) 
and B( u, v ), say, uij = u(xi, tj ), 2ij = 2( ui, j, v) and Bi,j = B( uij, v ). 
(3.2) We approximate he derivatives in the boundary value problem (1)-(3) by the following 
difference xpressions: 
On __ Ui+l, j - -  Ui, j 
Ax+(U,j)  = ~x+ ~,j fx  ' 
OU i,j Ui'j -- Ui--l'J 
Ax -  (Ui ' j )  : ~X_  - -  fX  ' 
On i , j -  Ui'j+l --  ui' j 
At+(ui ' j )  = -~+ f t  
(3.3) We denote the finite difference solution u(x. t j ;v)  by u~,j and under the above operators the 
boundary value problem (1)-(3) is approximated by 
Ui+l, j -- Ui, j 1 
fit ( fx)  2 [2i+l'j(Ui+l'J - u i ' j )  - 2i ' j (ui ' j  - Ui - l ' J ) ]  Jl- Bi, ju i , j  
=f( i fx ,  j f t ) ,  i=  I(1)K1 - 1, j=  I(1)M - I, 
Ui, o=d~(ifx), i = 0(1)Kb 
(37) 
(38) 
2o,j(Uo,y - u-l,y ) = 6Xgo(jft ), 
•KI,j(UK.+I,j -- UKI,j) : 6Xgl( j f t) ,  j = 0(1)M. (39) 
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Using the Jacobi's method [1], the system (37)-(39) permits us to calculate the solutions at 
time ( j  + 1)rt as a function of the preceding solutions at time j r t .  
4. After applying the numerical integration formula (Trapozidal formulae) [21] to (22), the approx- 
imate value of the function ~,k(v) is computed as 
M--1 ) 
¢~,k(v) =/~o~ [Uo, o - f0(to)] 2 + 2 ~ [ul,j - fo(tj)] 2 + [Uo, M -- fo(tM)] 2 
j=l 
- f (to)] 2 +2 [uK, j - + - f (tM)] 2 
j=l 
A 6xft  i=o j=o 
+ k~--- ~ ~ (2 - 6io - 6ix, )(2 - 6/o - 6/M)[max{vo - ,~.i,j; 0}] 2 
K~ M 
+ [max{2;j -/~o; 0}] 2 ÷ [max{v, --Bij; 0)] 2 ÷ [max{Bi 4 - ~1; 0)] 2 
nc 
+ [max{rl - ~l i , j ;  0)] 2 ÷ [max{ui,j - r2; 0)] 2 ÷ Z (vs  - (Ds)2, 
s=l 
(40) 
where 6ij is the Kroneker's delta. 
* which minimizes q~,k(vnc) using the partial quadratic interpolation 5. Find the optimal controls vnc 
technique (PQI) [2, 20]. 
6. Compute 2nc/2 = ,~(U, * :# * Vn¢/2), Bnc/2 = B(u, /)no/2)" 
7. If ]2exact 2,*/2]<el, ]Bexact * -- --Bnc/2[ </~2 then terminate the procedure, otherwise set nc = nc + 2 
and go to step 2. 
6. Numerical results 
The problem (1)-(3),  (22) is considered as one of the identification problems on definition of 
unknown coefficients of parabolic quasilinear equation type. 
The numerical results were carried out for the following examples of exact solutions: 
(1) u=x+t ,  2=e-Usin(u),  B=ln(1  +u) ,  0<x<0.7 ,  0<t<0.001.  
(2) u=x+t ,  2= cos2(u), B=e -u, 0<x<l .0 ,  0<t<0.001.  
(3) u=x+t ,  2=In( I / (1 -u ) ) ,  B=e sin(u), 0<x<0.9 ,  0<t<0.001.  
(4) u=x + t, 2=tan- l (u ) ,  B=u2/ (1  - u2), 0<x<0.9 ,  0<t<0.001.  
(5) u=x+t ,  2=u/ (1  +u) ,  B= tan-l(u), 0<x<0.8 ,  0<t<0.001.  
The input data corresponding to the above examples as follows: 
(1) fo=go=e- ts in ( t ) ,  f l  =g l  =e-~°7+°sin(0.7 + t), qS(x)=x, f (x , t )=  1 + e-(X+t)(sin(x + t) - 
cos(x + t)) + (x + t) In(1 + (x + t)). 
(2) fo = go = cos2(t), f l  = gl = cos2(1 +t),  c~(x) = x, f (x ,  t) = 1 +2 cos(x+t) s in (x+t )+(x+t )e  -~x+'). 
(3) f0 ---- go = In(l/(1 - t)), f ,  ---- g, = 1/(0.1 - t), dp(x) =x ,  f (x ,  t) = 2 + (x + t)(e si"tx+t) - 1). 
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Fig. 1. 
(4))Co =90 =tan- I  t, f l  =91 =tan- l (O  .9 + t), q~(x) ---- x, 
(x + t)2 (x + t)3 
f (x ,  t) - + 
1 + (x + t)2 1 - (x + t)2" 
(5) fo =9o=(t/(1 + t)), f l ----91 =(0.8  + t)/(1.8 + t), q~(x) ---- x, 
(X -m-/)2 + 2(x + t) 
f (x,  t) = + (x + t) tan- 1 (x + t). 
(1 + (x + t)) 2 
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Fig. 2. 
The numerical study has given the following results: 
1. Knowing the computed optimal control values v* E V obtained by using the previous numerical 
algorithm, we can calculate the approximate values of the unknown coefficients 2(u, v) and B(u, v), 
each of which can be represented in a series as ~1 vk uk, for example 
nc/2 nc/2 
4(u, v) -- ~ v2,_,u 2k-', ~(u, v) = ~ ~k V2k U . 
k=l k=l 
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Fig. 3. 
2. In Figs. 1-3 and Tables 1 and 2 the curves denoted by 2" 2 '  2*,. . .  and u* R* R* 1 ~ 2 ' ~1  ~ ~2 , ~3  ~ " " " are 
the approximate values of 2(u,v),B(u,v) with v*, while ~.Exaet, BExact, are the exact values of 
2(u, v),B(u, v). 
3. Obviously, by increasing nc, the coefficients 2(u,v) and B(u,v) will agree with the exact 
value. 
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Table 1 
Example (4) 
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U ~? ~ ~ ~ ~ ~E~act 
0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
0.09010 0.09010 0.08985 0.08985 0.08985 0.08985 0.08985 
0.19020 0.19020 0.17828 0.17828 0.17828 0.17828 0.17828 
0.36040 0.36040 0.34601 0.34591 0.34591 0.34591 0.34590 
0.54060 0.54060 0.49717 0.49568 0.49560 0.49561 0.49559 
0.72080 0.72080 0.63488 0.62627 0.62488 0.62560 0.62454 
0.90100 0.90100 0.77594 0.75056 0.74152 0.76547 0.73336 
Table 2 
Example (4) 
u B* B* 8* 8 *o * aExact 
0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 
0.27030 0.07306 0.07879 0.07882 0.07882 0.07882 0.07882 
0.36040 0.12989 0.14895 0.14927 0.14922 0.14928 0.14928 
0.45050 0.20295 0.25250 0.25454 0.25462 0.25463 0.25463 
0.63070 0.39778 0.61896 0.65395 0.65949 0.66037 0.66053 
0.81090 0.65766 1.08994 1.37426 1.68415 1.81814 1.87608 
0.90100 0.81180 2.00582 2.79270 3.31127 3.65302 4.31353 
Table 3 
Example (5) 
nc/2 NR NF Fl F2 
1 3 17 0.22500-10 0.54042.10 
2 4 73 0.13500.10 0.12419.10 - l
3 5 193 0.81000.10 -1 0.31326.10 -2 
4 4 241 0.48600.10- J 0.86653-10 -3 
5 4 361 0.29160.10-1 0.25326-10-3 
6 5 673 0.17496.10-I 0.76652.10-4 
4. The number of terms, nc, in 2(u, v) and B(u, v), the iteration umber, NR, for the function to be 
minimized (6), the function evaluation umber, NF, and the maximum absolute rrors 
F1 max ['~Exact * IBExact * = -- '~nc/21, /'2 = max - Bnc/2 [
are tabulated in Table 3. 
5. It is clear that the maximum absolute rrors decrease as nc increase. 
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