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a b s t r a c t
Given a randomvectorX, we address the question of linear separability ofX, that is, the task
of finding a linear operator W such that we have (S1, . . . , SM) = (WX) with statistically
independent random vectors Si. As this requirement alone is already fulfilled trivially by
X being independent of the empty rest, we require that the components be not further
decomposable. We show that if X has finite covariance, such a representation is unique up
to trivial indeterminacies. We propose an algorithm based on this proof and demonstrate
its applicability. Related algorithms, however with fixed dimensionality of the subspaces,
have already been successfully employed in biomedical applications, such as separation
of fMRI recorded data. Based on the presented uniqueness result, it is now clear that also
subspace dimensions can be determined in a unique and therefore meaningful fashion,
which shows the advantages of independent subspace analysis in contrast to methods like
principal component analysis.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Assume a random vector S consisting of statistically independent components Si, none of which is Gaussian (normally
distributed). If the components of a linear mixing AS then again are statistically independent, one can show that A is at most
the product of a permutation and scaling within the components, which originally was shown using the Darmois–Skitovitch
theorem [11,21,30]. Under the additional assumption of finite covariance of S, onemay additionally allow atmost one of the
Si to be Gaussian [10]. The assumption of finite covariance actually is not required for this to hold [13], but if one assumes it,
a simpler proof is possible, based on the idea that the characteristic function of S factorizes, so its logarithm has a diagonal
Hessian almost everywhere [33].
This property of random variables has driven the development of algorithms performing the so-called Independent
Component Analysis (ICA) under some approximations of statistical independence [4,10,20,37]. Exact cost functions, the
so-called contrasts such as mutual information, are difficult to estimate in practice, where the random vector in question is
only known up to some finite precision, so many approximations have been extensively studied. Such algorithms have been
successfully used in various fields, e.g. signal processing, biomedical imaging and analysis of financial data, where it was
argued that the data sets to be analyzed can be approximated well enough by modeling them as random variables mixed in
a linear fashion; see [9,18] and references therein.
Apart from the question of validity when transferring the mathematical theory to real life data sets, another problem is
apparent: What if a given random vector X has no such representation? This motivates the question if the original claim
has a straight-forward extension to higher dimensions: if we write (S1, . . . , SM) := WXwith independent random vectors
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Si of which at most one is Gaussian, again, are these unique up to permutation and invertible linear transformations (the
multidimensional translation of scaling) within the Si? Loosened assumptions to the ICA model where specifically such
subspaces in data were sought for have gained a lot of interest in recent years; see e.g. [3,8,14,24,28,40]. The task of finding
a basis inwhich a randomvectorX has this property is usually denoted Independent Subspace Analysis (ISA), as one typically
reads the independent random vectors gained here as data subsets or data subspaces [7]. Obviously this task requires
someminimality constraint, as, given such an independent representation, we might arbitrarily group together some of the
components and thus of course get two representations differing in more than just permutation and linear transformations.
Ourminimality constraint is the inability to decompose any of the components even further, a property we call irreducibility
of the components.
Our main result is the following uniqueness theorem.
Theorem 1.1. The decomposition of a random vector X with existing covariance into independent, irreducible components is
unique up to order and invertible transformations within the components and an invertible transformation in the possibly higher-
dimensional Gaussian component.
Transferring this mathematical statement to the real world, the conclusion now is that every kind of data that one can
model as a random vector inherently has a unique factorization into subspaces. This statement has far wider applicability
than ICA, which states uniqueness of a factorization only if one exists at all within the limits of the model—i.e. if there is a
decomposition into independent one-dimensional components. In contrast to this, ISA is applicable to almost any kind of
high-dimensional data that can be modeled as a random vector—the only requirement is finite covariance.
Thismanuscript is structured as follows. In Section 2we define the notation used and the frameworkwework in and state
a few simple lemmata used. Themain part of thismanuscript, Section 3, consists of the proof of Theorem 1.1. In Section 4, we
propose an algorithmwhose main ideas are based on the theoretical proof and demonstrate its applicability in a simulation
study. Finally, in Section 5 we shed some light on the practical usefulness of this result, compare it with the literature and
address some open questions.
Some parts of this work were presented at the ICA 2007 conference [15], stating Theorem 1.1, however lacking the proof
and the algorithmic approach.
2. Definition of independent subspace analysis
We will define the analyzed model and review a few properties of characteristic functions. We restrict this analysis to
the real case, that is, real valued random vectors and real linear mixings thereof, although extensions to the complex case
are possible.
2.1. Notation
In order to be able to quickly differentiate between scalars and vectors, scalars are depicted in regular font, e.g. x ∈ Rwhile
vectors and matrices are depicted in bold font, e.g. x ∈ Rn. Random values and vectors are always depicted in uppercase
letters, e.g. S and S, and we will only need the two letters S, and X (and regular typeface versions thereof) for these; all
other uppercase letters used represent real valued matrices. In order to keep the notation as simple as possible, vectors will
often be written in rows, e.g. x = A(v1, v2) instead of x = A(v⊤1 , v⊤2 )⊤. The symbol ∂i denotes the i-th partial derivative
operator, so for a function depending on x = (x1, . . . , xn), we have ∂i = ∂∂xi . We write df for the differential of an f ∈ C1,
and we depict the Hessian of an f ∈ C2 with Hf , that is e⊤i Hf ej = ∂i∂jf . We write df |x instead of (df )(x), the differential of
f evaluated at x, and similarly Hf |x instead of Hf (x), the Hessian of f evaluated at x.
2.2. Irreducibility
Let us now introduce the key notion of irreducibility and point out the special role of Gaussian random vectors.
Definition 2.1. An n-dimensional random vector X is said to be reducible if it can be written as X = A(S1, S2) with some
invertible n × n-matrix A, a k-dimensional random vector S1 and an (n − k)-dimensional random vector S2, where S1 is
independent of S2. A random vector that is not reducible is called irreducible.
Remark 2.1. For example, any n-dimensional Gaussian random vector is reducible if n > 1: Gaussians are fully defined by
their first and second order moments, so here independence is equivalent to decorrelation, and for every random vector
X with finite covariance there is some invertible matrix A such that AX is decorrelated (see Lemma 3.1). Therefore, an n-
dimensional Gaussian can always be fully reduced to one-dimensional components.
Obviously both properties, irreducibility and reducibility, are preserved under any invertible linear transformation.
A decomposition (X1, . . . ,XL) = X of a random vector X is said to be independent, if the random vectors Xj (j = 1, . . . , L)
are mutually statistically independent. It is said to be irreducible, if the vectors Xj additionally are irreducible.
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Remark 2.2. It is straight-forward to see that for any random vector X there is some invertible matrix A such that
AX = (X1, . . . ,XL) is an irreducible decomposition: either X already is irreducible or there is some invertible A such that
AX = (X1,X2)with independent X1,X2. If these two are irreducible, we are finished, otherwise we proceed to decompose
whichever of the two still is reducible. After a finite number L < dim(X) of steps, we are left with irreducible components.
Having established the existence of such a decomposition, we define a normalized version of it.
Definition 2.2. Assume an n-dimensional random vector X and an invertible n × n matrix A such that S = AX can be
subdivided into S = (S1, . . . , SM)where
(i) dim(Si) ≤ dim(Sj) for any 1 ≤ i < j ≤ M ,
(ii) the random vectors Sk are mutually independent,
(iii) at most one of the Sk is Gaussian,
(iv) all non-Gaussian Sk are irreducible,
then, withm := (dim(S1), . . . , dim(Sm)), an ordered partition of dim(S), the pair (A,m) is called an Irreducible Subspace
Analysis (ISA) of X and the random vectors Si are called the irreducible components of (A,m).
Note that we have gathered all independent one-dimensional Gaussians into a single, higher-dimensional Gaussian
component, an idea that was introduced in [5,6]. Here, observe that any two-dimensional rotation maps two independent
Gaussians again onto two independent Gaussians, a fact that also holds for higher dimensions. Therefore, it is always possible
for two ISAs of a random vector X to differ in the matrix component by a rotation in the higher-dimensional Gaussian, so
the irreducible components of the Gaussian are also unique only up to this indeterminacy.
We note that according merely to the definition, a given Xmay have several ISAs, differing in either the basis A, the sizes
m or both.
2.3. The characteristic function and its properties
In the following we will work extensively with the characteristic function of a random vector, so we shortly review its
definition and some elementary properties.
Definition 2.3. Let X be an n-dimensional random vector. Then the characteristic function of X is defined as X(x) :=
E{exp(iX⊤x)}where x ∈ Rn.
The characteristic function has similar properties to the density when it comes to statistic independence: assume
X = (X1,X2) where X1 and X2 are independent. Then their joint characteristic function is equal to the product of the
marginal characteristic functions [16]:X(x) = X1(x1)X2(x2).
A local logarithm (note thatX is complex valued) ofX – this logarithm is also knownas the second characteristic function [39]
– then splits into the sum of the local logarithms of the marginal characteristic functions. Characteristic functions always
exist, whereas not all random variables admit a density. If A is an invertible matrix and S is a random vector, thenAS(x) = Eexp(iS⊤A⊤x) =S(A⊤x).
The characteristic function of a random vector has a simple connection to its moments (given that they exist). If X is a
random vector then its (n1, . . . , nk)-th moment can be calculated as follows (see e.g. [16]):
E{Xn11 · · · Xnkk } = i−m
∂m
∂xn11 · · · ∂xnkk
X(x)|0 (1)
withm = n1 + · · · + nk.
Among all random variables, the ones with the simplest representation are Gaussians. For example, a one dimensional
random variable X with known density pX > 0 is Gaussian if and only if ln pX is a polynomial of degree at most 2, i.e. if
(ln pX )′′ = 0. This property can be used to extract Gaussian components from larger random vectors [38].
2.4. Complex differentiation and linear transformations
In the main proof, we will iteratively extract components. For this we make use of the following three lemmata, the
proofs of which are omitted as they are straight-forward.
Lemma 2.1 (Differential of a Product). Assume twice differentiable functions fk : Rn → C (k = 1, . . . ,M) and (not necessarily
different) differential operators ∂i and ∂j. Then
f ∂i∂jf − (∂if )(∂jf ) =
M
k=1

l≠k
f 2l

[fk∂i∂jfk − (∂ifk)(∂jfk)]
where f : Rn → C is defined by f (x) :=Mk=1 fk(x).
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Lemma 2.2 (Directional Derivative and Hessian). Let g(x) := f (A(x)) where A is an (m × n)-matrix over R and f is a twice
differentiable function on Rm. Then for every x ∈ Rn
(i) (∂ig)(x) = df |Axai
(ii) (∂i∂jg)(x) = (ai)⊤Hf |Axaj
where ai denotes the i-th column of A.
Lemma 2.3 (Logarithmic Hessian). Assume U ⊂ Rn and f : U → C to be a twice continuously differentiable function with some
x ∈ U such that f (x) ≠ 0. Then, in some neighborhood of x,
Hf = fHg + f (dg)⊤(dg)
where g := log f is a local complex logarithm.
3. Uniqueness of ISA
Wewill now show Theorem 1.1 in a number of steps.Without loss of generalitywe assumeX to be centered (zero-mean).
As the existence of an ISA of X holds, we may additionally assume to already have one such decomposition.
Assumption A1. Let X be an n-dimensional random vector with mean 0 and finite covariance and (A,m) be an ISA of X
with irreducible components S1, . . . , SM .
The claim of Theorem 1.1 is equivalent to the claim that for any other ISA (A′,m′) of X, actually m′ = m and (A′A−1) can
be written as the product of an invertible block-diagonal matrix with blocks of size m1, . . . ,mM and a block-permutation
matrix, swapping at most blocks of the same size corresponding to non-Gaussians. In terms of the irreducible components
of (A,m) and (A′,m′), this is equivalent to them being mapped to each other by such a product.
3.1. The Gaussian subspace
Recently, the idea of Non-Gaussian Component Analysis (NGCA), or Non-Gaussian Subspace Analysis (NGSA), has been
proposed, where one separates a higher dimensional distribution into two independent parts, one of them being a high
dimensional Gaussian (the Gaussian subspace) and the rest (the Non-Gaussian subspace) [5,6]. If the Gaussian subspace is
maximal (i.e. there is no way to split off an independent Gaussian from the Non-Gaussian subspace), this decomposition is
unique up to transformations within each of the two subspaces.
In order to simplify notation, we from now on will use the following convention.
Definition 3.1. Two random vectors X and S are called equivalent (in symbols: X ∼ S) if there is some invertible A such that
X = AS.
The following theorem establishes uniqueness of the decomposition.
Theorem 3.1 (Uniqueness of NGSA). Assume X, a random vector with existing covariance and two arbitrary decompositions
X = A(XN ,XG) = B(SN , SG) such that
(i) XG and SG are higher-dimensional Gaussians,
(ii) XN and XG are independent and so are SN and SG,
(iii) the decompositions are maximally reduced, in the sense that there is no projectionM such that the first component of MXN
is a Gaussian independent of the rest, and similarly for SN .
Then XN ∼ SN and XG ∼ SG.
For a proof of this theorem, we refer the reader to [38]. We note that as a special case this also includes deterministic
components, which can be seen as Gaussians with variance 0.
This theorem shows that both the maximally Gaussian subspace and the rest are essentially unique. It therefore suffices
to showuniqueness of ISA for the non-Gaussian component ofX, that is, the part ofX that contains no independent Gaussian,
and we may restrict our analysis to random vectors of this kind. It will furthermore be of use in the following to assume
X = (X1,X2)with independent X1,X2.
Assumption A2. Let X = (X1,X2) such that X1 and X2 are independent and such that for no B ∈ Gl(m) the projection (BX)1
is normal and independent of the rest of (BX).
If both A1 and A2 hold, then obviously none of the components Si are normally distributed.
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3.2. Whitening
We will now show that we may assume X and S to be decorrelated, which implies A being orthonormal. The proofs in
this section hold in a more general setting than covered by our current assumptions A1 and A2.
Lemma 3.1. Assume an n-dimensional random vector X. Then there is an invertible (n× n)matrix T such that Cov(TX) = I.
Whitening is a simple application of the eigenvector-decomposition of the (positive-semidefinite) covariance; see
e.g. [18, Section 6.4].
Let us now bring this to use.
Lemma 3.2. Assume S = (S1, . . . , SM)with existing covariance and independent random vectors Sk, such that for no invertibleB,
the projection (BS)1 is deterministic. Assume furthermore an invertibleA andX := ASwhereX = (X1, . . . ,XL)with independent
Xj. Then there are S′k ∼ Sk (k = 1, . . . ,M),X′j ∼ Xj (j = 1, . . . , L), and an orthonormalA′ such that every S′k andX′j is decorrelated
and (X′1, . . . ,X
′
L) = A′(S′1, . . . , S′M).
Proof. As S has existing covariance, so does X = AS. Using (3.1), we may first decorrelate every component of X and S,
modifying A accordingly. We here scale our decorrelation matrices such that after decorrelation we have unit covariance
everywhere (this can be done due to the assumption of non-deterministic projections). As this operation was performed
fully within the single components, for the decorrelated S′k and X
′
j , we have S
′
k ∼ Sk and X′j ∼ Xj. Then, setting S′ :=
(S′1, . . . , S
′
M),X
′ := (X′1, . . . ,X′L), and letting A′ be the modified A, we have
I = Cov(X′) = Cov(A′S′) = A′Cov(S′)A′⊤ = A′IA′⊤
so A′ is orthonormal. 
Given our assumptions A1 and A2, decorrelating the independent components Xj and Sk this way does not lose any
generality: the independence of the components still holds, and performing decorrelation in this manner we may therefore
now assume the following.
Assumption A3. Assume Cov(X) = I = Cov(S), and hence A to be orthonormal.
3.3. Uniqueness of the non-Gaussian decomposition
Theorem 3.2. Assume A1–A3. Then there is a permutation π of {1, . . . ,M} and some index 1 ≤ k < M such that X1 ∼
(Sπ(1), . . . , Sπ(k)) and X2 ∼ (Sπ(k+1), . . . , Sπ(M)).
Uniqueness of ISA can easily be established using this theorem, and most of the rest of this section will be devoted to its
proof. Before proving it, we will show how it implies uniqueness of ISA.
Assumption A4. Assume X = (X1, . . . ,XL)with irreducible, independent Xj.
Again, similarly to above, assuming (A1) and (A4), decorrelation of all Xj and Sk may be performed without any loss of
generality, so Assumption A3 does not conflict with these in any way, and given any combination of (A1), (A2) and (A4)
we may always additionally assume (A3) (decorrelation of the independent components and orthonormality of the mixing
matrix).
Theorem 3.3. Assume A1–A4. Then L = M and for every 1 ≤ k ≤ M there is some 1 ≤ j ≤ L such that Sk ∼ Xj.
Proof. We choose the component of minimal size among Sk and Xj. Without loss of generality, we may assume this to be
X1. Let us gather the other components of X to a single random vector:
X′ := (X2, . . . ,XL).
Then (X1,X′) is an independent (but not irreducible if L > 2) decomposition and according to Theorem 3.2, X1 is equivalent
to a combination of some Sk. As X1 is the smallest component in the Sk and Xj, it has to be equivalent to a single Sk for some
k, and X′ is equivalent to the concatenation of the other components of S:
X′ ∼ (S1, . . . , Sk−1, Sk+1, . . . , SM).
We remove Sk and X1 and proceed iteratively to getM = L, and for every k some j such that Sk ∼ Xj. 
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Let us now prove Theorem 3.2. We split up A into submatrices Ajk of size dim(Xj)× dim(Sk), so
Xj =
M
k=1
AjkSk (2)
and, equivalently,
Sk =
2
j=1
A⊤jkXj (3)
since A is orthonormal. The claim of Theorem 3.2 is equivalent to the claim that in every pair of matrices {A1k,A2k} one of
the two is zero. It suffices to show this for k = 1 as the proofs for the other cases are fully analogous. As A has full rank,
rank(A11) + rank(A21) ≥ dim(S1). If we have equality in this relation, we can easily show that both A11 and A21 being
non-zero implies that S1 is reducible.
Lemma 3.3. Assume a random vector S1 and two non-zero matrices A1,A2 such that rank(A1) + rank(A2) = dim(S1) =
rank(A⊤1 A
⊤
2 ). If we can write
S1 = (A⊤1 A⊤2 )

X1
X2

with independent random vectors X1 and X2, then S1 is reducible.
Proof. Let D := dim(S1) and d := dim

ker(A1)

. Using the rank-nullity theorem twice, we have
dim

ker(A2)
 = dim(S1)− rank(A2) = rank(A1)
= dim(S1)− dim(ker(A1)) = D− d
and we can then find a linearly independent set {v1, . . . , vD−d} such that A2vj = 0 for any 1 ≤ j ≤ D− d. We also can find
a linearly independent set {vD−d+1, . . . , vD} such that A1vi = 0 for any D − d + 1 ≤ i ≤ D. These two sets are guaranteed
to be linearly independent, as rank(A⊤1 A
⊤
2 ) = dim(S1) and as A1,A2 were assumed to be non-zero, neither set is empty.
Using these vectors, we define
B :=
v
⊤
1
...
v⊤D
 .
Then
BS1 = (BA⊤1 BA⊤2 )

X1
X2

=

B1 0
0 B2

X1
X2

=

B1X1
B2X2

with some full rank matrices B1 and B2. It follows that S1 is reducible, as X1 and X2 are independent and B is invertible. 
The other case contradicts the assumption that S contains no independent, normally distributed component.
Lemma 3.4. Assume A1–A3. If rank(A11)+ rank(A21) > dim(S1), then S1 contains an independent Gaussian.
Note that this does not necessarily imply reducibility of S1, as it might simply be just a one-dimensional Gaussian. In
order to prove this claim, we need the following technical lemma, the proof of which we have moved to the Appendix.
Lemma 3.5. Assume L,M ∈ N, functions
fk : Rmk → C (k = 1, . . . , L)
and
gj : Rnj → C (j = 1, . . . ,M)
and matrices Ajk : Rmk → Rnj whereLk=1 mk =Mj=1 nj such that
(i) the functions fk, gj are twice continuously differentiable
(ii) the matrix A := (Aij)i,j is invertible
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(iii) for any x = (x1, . . . , xL) ∈ (Rm1 × · · · × RmL)
L
k=1
fk(xk) =
M
j=1
gj(Ajx) (4)
where Aj = (Aj1 . . .AjL).
Then, for any two indices 1 ≤ i < j ≤ L and for any M-tuple of points (y1, . . . , yM) ∈ Rn1 × · · · × RnM where gk(yk) ≠ 0
(k = 1, . . . ,M), locally
M
k=1
A⊤ki(Hlog(gk)|yk)Akj = 0
where log is a (local) complex logarithm and Hf denotes the Hessian of f .
Using this, we can now prove Lemma 3.4.
Proof. Let us defineD := dim(S1), and di := dim(ker(Ai1)) (i = 1, 2). Then d1+d2 = (D−rank(A11))+(D−rank(A21)) < D.
We then choose vectors v2, . . . , vd1+1 that form a basis of ker(A11) and similarly vD−d2+1, . . . , vD (note here thatD−d2+1 >
d1 + 1) that form a basis of ker(A21). As the matrix A is invertible, ker(A11) and ker(A21) are disjoint, so the set of vectors
{v2, . . . , vd1+1, vD−d2+1, . . . , vD} is linearly independent. Now choose vectors vk (k = d1+2, . . . ,D−d2) – this set might be
empty – such that the vectors v2, . . . , vD are linearly independent, and finally choose a v1 orthogonal to span({v2, . . . , vD}).
We define T0 := (v1, . . . , vD), and then
T :=

T0 0
0 I

,
where I is the (dim(S)− D)-dimensional identity. The first column of T is orthogonal to the other columns, so the first row
of T−1 is orthogonal to the other rows of T−1. Now
X = AS = AT(T−1S)
where T−1 is an operation purelywithin S1. Therefore, wemay replaceAwithAT and Swith T−1S. Note that due to our choice
of Twe do not have full decorrelation of S1 anymore; only (S1)1 is decorrelated from the other components of S1 due to the
first row of the transformation T−1 being orthogonal to its other rows. Now, the columns of A11 with indices 2, . . . , d1 + 1
contain only zeros, and so do the columns of A21 with indices D − d2 + 1, . . . ,D. The other columns of A11 have full rank,
and so do the other columns of A21.
Let us now turn to the characteristic functions of X and S. Due to their independent decompositions, we have
2
k=1
Xk(xk) =X(x) = AS(x) =S(A⊤x) = M
j=1
Sj(A⊤j x).
For now we fix an x = (x1, . . . , xM) where Sk(A⊤k xk) ≠ 0 (this exists asS(0) = 1). As S and X have existing covariance,
their characteristic functions are twice continuously differentiable, so all assumptions of Lemma 3.5 are fulfilled; therefore,
locally
0 =
M
k=1
A1kHhk |skA⊤2k
where sk := Akx and hk := log(Sk) is a local logarithm. In this sum, every summand depends on a different variable sk,
therefore every summand is constant: for every k
A1kHhk |skA⊤2k = Ck (5)
with some constant matrices Ck, and in particular the first summand is constant:
A11Hh1 |s1A⊤21 = C. (6)
Now, there are invertible matrices B1 and B2 such that the first D− d2 rows of B2A21 consist of the first D− d2 unit vectors,
and such that the k-th row of B1A11 consists of the k-th unit vector, where k = 1, d1 + 2, . . . ,D:
e⊤j B2A21 = e⊤j (j = 1, . . . ,D− d2);
e⊤j B2A21 = 0 (j = D− d2 + 1, . . . ,D)
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and
e⊤k B1A11 = e⊤k (k = 1, d1 + 2, . . . ,D);
e⊤k B1A11 = 0 (k = 2, . . . , d1 + 1).
Multiplying Eq. (6) with B1 from the left and B⊤2 from the right gives us
B1A11Hh1 |s1(B2A21)⊤ = C (7)
for some matrix C. Multiplication of Eq. (7) first with e⊤1 from the left and ej (j = 1, . . . ,D− d2) from the right gives us
∂1∂jh1(s1) = e⊤1 Hh1 |s1ej = cj
with some constants cj and j ∈ {1, . . . ,D − d2}. Similarly, multiplication of Eq. (7) with e1 from the right and e⊤k (k =
d1 + 2, . . . ,D) from the left gives us
∂1∂kh1(s1) = ∂k∂1h1(s1) = e⊤k Hh1 |s1e1 = ck
with some constants ck and k ∈ {d1 + 2, . . . ,D}. We have assumed d1 < D− d2, so also d1 + 2 ≤ D− d2 + 1, so all in all
∂1∂kh1(s1) = ck
for all 1 ≤ k ≤ D. Integrating the k-th such equation by sk tells us that
∂1h1(s1) = cksk + g(s1, . . . , sk−1, sk+1, . . . , sD)
for some g independent of sk, and so together ∂1h1(s1) =Dk=1 cksk + C with some constant C . Integration then shows
h1(s1) =
D
k=1
cksks1 + c0s1 + g(s2, . . . , sD)
(note that we have redefined c1 here) with some continuous function g that does not depend on s1, and we then get
S1(s1) = exp D
k=1
cks1sk + c0s1 + g(s2, . . . , sD)

.
Such a representation exists in a neighborhood of any s whereS(s) ≠ 0. This is an open condition, so the set of all such s
is open again. But due to continuity the representation above also holds in the closure of this set, hence in a clopen set. AsS(0) = 1 ≠ 0, this set cannot be empty, therefore this has to hold everywhere.
Let us now use what we know on the first two moments (expectation and covariance) to infer some information on the
constants ck. As S1 is centered andwe know the first row (and column) of its covariancematrix, let us calculate the according
expressions in terms of S1 using Eq. (1) from Section 2.3:
∂
∂s1
S1 = S1(s1)2c1s1 + D
k=2
cksk + c0

so plugging in s = 0, we see c0 = 0. Next, for j ≠ 1, we have
∂
∂sj
S1 = S1(s1)cjs1 + ∂
∂sj
g(s2, . . . , sD)

so, again plugging in s = 0, we get ∂
∂sj
g(s2, . . . , sD)|s=0 = 0 for all j ≠ 1. Nowwe use the fact that E{S11S1j} = 0 for all j ≠ 1
∂2
∂s1∂sj
S1 = S1(s1)cjs1 + ∂
∂sj
g(s2, . . . , sD)

2c1s1 +
D
k=2
cksk

+ cjS1(s1)
so, plugging in s = 0, we get
0 = cj
so cj = 0 for all j ≠ 1. Altogether, we haveS1(s1) = exp(c1s21 + g(s2, . . . , sD)) = exp(c1s21) exp(g(s2, . . . , sD)).
As S1 factorizes this way, the first component of S1 is a Gaussian independent of the rest. For the sake of completeness,
similarly to above, S1 being white implies c2 to be−1/2, but for our proof it suffices to notice that the first component of S1
is a Gaussian independent of the rest of S1, which is what we wanted to show. 
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Let us summarize the proof of Theorem 3.2.
Proof. The claim is equivalent to the fact that in Eq. (2), for every k, one of the two Ak1 and Ak2 is zero, or, equivalently,
rank(Ak1) = 0 or rank(Ak2) = 0. We have rankAk1, rankAk2 ≤ dim(Sk), and as A is invertible, rank(Ak1) + rank(Ak2) ≥
dim(Sk).
Assume first rank(Ak1) + rank(Ak2) = dim(Sk). Eq. (3) tells us that Sk = A⊤k1X1 + A⊤k1X2 and now we are facing exactly
the assumptions of Lemma 3.3 so Sk is reducible, contradicting the assumption of irreducibility of all Sk.
If rank(Ak1) + rank(Ak2) > dim(Sk), all assumptions of Lemma 3.4 are fulfilled, so Sk contains (or is) an independent
Gaussian, contradicting the assumption of non-Gaussianity of X. 
Finally, collecting Theorems 3.3 and 3.1, we conclude with the uniqueness of ISA in general.
Theorem 3.4. The linear decomposition of a random vector X with existing covariance into independent, irreducible subspaces
is unique up to the order of the components, invertible transformations purely within the total Gaussian subspace and invertible
transformations within the non-Gaussian subspaces.
In other words, this means that the set of vector subspaces X is projected to is unique, but for any vector subspace, we
may freely choose a basis.
4. An ISA algorithm via joint block diagonalization of the Hessian
The key idea in the proof of Theorem 3.4 was block diagonality of the Hessian of the second characteristic function of
S. This naturally motivates an algorithm that performs ISA by recovering this block diagonality structure. In the setting of
ICA (in which case the Hessian even is diagonal everywhere) a similar, simpler approach has been proposed in [39]. A high
level description of the algorithm is given in Algorithm 1, with the remainder of this section devoted to a more detailed
explanation of the parts of the algorithm.
Input: d dimensional real random vector Xwith Cov(X) = Id
Output:W ∈ O(d) and tuple of integers (d1, . . . , dN) such that (S⊤1 , . . . , S⊤N )⊤ := S := WXwith irreducible, mutually
independent Sk, where dim(Sk) := dk.
{x1, . . . , xk} ← k randomly chosen points in Rd;
Mk ← HlogX|xk ; // Subsection 4.4
W← rJBD({M1, . . . ,Mk}); // R-JBD, Subsection 4.3
for i=1 to k do Mi ← W⊤MiW; // now Mi are block-diagonal
M← {M1, . . . ,Mk};
(d1, . . . , dN)← comps(M); // recover components, Subsection 4.5
Algorithm 1: HessianISA (high level description)
4.1. ISA via joint block diagonalization
The proof of Theorem 3.4 is based on the one-to-one correspondence between the (mutually) independent subspaces
of a random vector S and the block diagonality structure of the Hessian of its second characteristic function: if S =
(S⊤1 , . . . , S
⊤
N )
⊤ where the subspaces Sj are mutually independent, then HS is block diagonal everywhere with blocks of size
dim(S1), . . . , dim(SN). The Hessian of the second characteristic function of a d-dimensional random vector S transforms as
follows under linear transformations A ∈ Gl(d,R)
Hlog AS|x = AHlogS|A⊤xA⊤ (8)
for any x ∈ Rd where it exists, that is, where AS(x) ≠ 0. This follows directly by evaluating part (ii) of Lemma 2.2 for every
1 ≤ i, j ≤ d. These facts can be used to recover the irreducible, independent subspaces in a random vector that is only
observed after being mixed in an invertible, linear way – or, equivalently, to decompose an arbitrary random vector X into
irreducible, independent subspaces.
Eq. (8) allows us to reformulate this as a Joint Block Diagonalization (JBD) task. For this let us assume a partition
d = (d1, . . . , dN) of the integer d, i.e. we write d as the sum of positive integers, d = d1 + · · · + dN , where the order
of the summands does not matter and without loss of generality we may assume them to be ordered in descending order,
d1 ≥ d2 ≥ · · · ≥ dN . Then a d× dmatrixM is said to be d-blockdiagonal if it is of the formM1 0 00 . . . 0
0 0 MN
 (9)
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where Mj is some square dj × dj matrix, and a setM of d × d matrices is said to be jointly d-blockdiagonal (or d-JBD) if
every M ∈ M is. If we do not care for the partition, we simply say that a matrix M is block-diagonal, resp. that the set
of matrices M has JBD form. Assume for the moment a fixed partition d of d. Given now an arbitrary set M of matrices
of size d × d, the task of JBD is to find a transformation W of size d × d such that W−1MW = {W−1MW : M ∈ M} is
jointly d-blockdiagonal. If the entries of the matrices in M are all real-valued, the choice of W is restricted to O(d), the
group of orthogonal matrices. If the entries of the matrices inM are complex-valued, W is restricted to be unitary, i.e. W
has to fulfill WW∗ = Id, where W∗ denotes the Hermitian adjoint (or complex transpose) of W. Obviously, if W−1MW is
jointly d-blockdiagonal, then so is (WT)−1M(WT)whenever T is a d-blockdiagonal orthogonal (resp. unitary) d× dmatrix.
Dropping the order of the partition d, a second indeterminacy is given by permutation of whole blocks, corresponding to
a multiplication from the right with a block-permutation matrix. Just as with ISA, these two indeterminacies exist for any
solution to the JBD task, and can therefore be seen as global indeterminacies. An evident additional indeterminacy lies in
the partition d: in ISA we were not only interested in a decomposition being independent, but we also wanted it to be the
finest such one, namely onewhere the single subspaces were irreducible.With JBD, we have a similar setting. If d′ is another
partition of d that is coarser than d (i.e. if it can be expressed merely by grouping together some of the components of d,
e.g. if d = (4, 3, 2) and d′ = (7, 2) or d′ = (6, 3) or even d′ = (9)), then any d-JBD set of matrices is also d′-JBD. Even more
so, in general any set of d × d matrices will always be jointly (d)-JBD, i.e. consist of one large d × d block. Clearly, a finer
decomposition is always preferred over a coarser one, so we demand that d havemaximal possible length, corresponding to
a decomposition with the highest possible number of blocks (in which case the blocks cannot be decomposed further with
linear means and then are called irreducible). While this is not obvious, one can show that then the sizes of the blocks are
unique. Then a matrixW (orthogonal or unitary, depending on the setting) is said to solve the JBD-task ofM ifW−1MW is
jointly d-blockdiagonal where d has maximal possible length.
In general, evaluation of the left hand side of Eq. (8) results in matrices with complex entries, giving rise to complex JBD.
However our mixing matrix A was assumed to have only real entries, and by whitening of the sources to be orthogonal;
hence the search space forW should also be restricted to only real (and thus orthogonal) matrices. We therefore transform
our setting into the task to JBD of real matrices by not performing JBD on M itself, but by performing JBD on the set
M′ := Re(M)∪ Im(M), where Re(.) (resp. Im(.)) is the operation taking the real (resp. the imaginary) part of its argument.
4.2. A local indeterminacy of JBD
It is interesting to note that JBD has one further indeterminacy, see e.g. [22] but this can only happen if the matrices in
M have additional structure, namely if two (or more) of the irreducible blocks form a so-called simple block. Assuming a
(minimal) d-blockdiagonal representation ofM (i.e. anyM ∈ M has the form (9)), the i-th and the j-th block ofM lie in a
single simple block if and only if there is a single orthogonal (resp. unitary)Wij such that for everyM ∈M the i-th and the j-
th block are connected via the relationMj = W−1ij MiWij. A simple block then consists of all irreducible blocks connected this
way. Non-trivial simple blocks (i.e. simple blocks consisting of two or more irreducible blocks) can occur only for some (sets
of) matrices, thus we see it as only a local indeterminacy. As we already know that ISA has only two global indeterminacies,
this will never occur when performing JBD on Hessians of the second characteristic function of a random vector, so the only
indeterminacies of the JBD-problem in our setting are permutation of blocks and invertible transformations within blocks—
exactly the same as the indeterminacies of ISA. Therefore, recovery of S given only X = AS is possible via JBD as follows:
letM be the left hand side of Eq. (8), evaluated for a number of evaluation points {x1, . . . , xk}. IfW−1MW has JBD form for
some orthogonal d × d matrix W with real entries, then A = W (up to the global indeterminacies). Note that while it is
possible that a particularly bad choice of evaluation points may give us a JBD form that is finer than the decomposition of X
itself (for example, at x = 0, the left hand side of Eq. (8) simply is−Cov(X)), every dependency between some components
of S always is reflected by non-zero entries in the Hessian for some evaluation points.
4.3. JBD via joint diagonalization
In general, the exact JBD criterion of the entries outside of the block-diagonal being exactly 0 usually is not fulfilled
in real-world situations. In our case we have matrices in theoretically exact JBD form on the right hand side of Eq. (8). In
practice, however often only a finite number of samples of S is given, resulting at least in a finite-sample estimation error
of S itself (and thenS), and then also in an error in the estimation of the Hessian of logS (which will be discussed below).
Further estimation errors may be given if X contains additional noise, i.e. instead of our exact setting only X = AS+ ε holds
where ε is some kind of noisemodel. It is therefore convenient not to seek an exact JBD solution but rather allow off-diagonal
entries, as long as their absolute value is below some threshold τ . The choice of such a threshold τ is non-trivial; therefore
we instead propose simply applying a Joint Diagonalization (JD) algorithm to the setM′.
Given a set of square matrices S with real entries, a JD algorithm searches for an orthogonal matrixW such that the set
W⊤SW is ‘‘as diagonal as possible’’. Formally, if S = {M1, . . . ,MN}, the JD algorithm minimizes the cost function
N
k=1
off(W⊤MkW)
58 H.W. Gutch, F.J. Theis / Journal of Multivariate Analysis 112 (2012) 48–62
among all W ∈ O(d), where off(.) calculates the Frobenius norm (i.e. the sum of the squares) of the off-diagonal entries
of its argument. Instead of minimizing the Frobenius norm of the off-diagonal entries, one can equivalently maximize the
Frobenius normof the diagonal entries in the sum. Inmany signal processing situations it is hypothesized that any JD solution
already is equivalent to a JBD solution apart from a final permutation step; see for example [1,36]. In general this however
is not true, as we can see in the following simple setting, where S consists of only a single matrix.
Example 4.1. Let
M :=
 0 1 1 1−1 0 1 1−1 −1 0 1
−1 −1 −1 0
 .
Then off(W⊤MW) = 0 for anyW ∈ O(4), so the JD cost function is constant under allW ∈ O(4). But if
W = 1
2

1 −1 1 1
0
√
2 0
√
2
−1 −1 −1 1√
2 0 −√2 0
 ∈ O(4)
thenW⊤MW is (2, 2)-blockdiagonal, showing that there indeed is a better blockdiagonal decomposition than one suggested
by JD.
The reason why here JD does not provide a JBD solution lies in the fact thatM = −M⊤, i.e.M is anti-symmetric, and then
so is W⊤MW for any W ∈ O(d). Therefore, the JD cost function is constant under arbitrary additions of anti-symmetric
matrices. Intuitively, it only ‘‘sees’’ the symmetric part of its arguments. In our case this is sufficient, as every M in M is
symmetric (as it is a Hessian matrix, which always is symmetric) and so then are the matrices inM′. The advantage over a
full JBD algorithm is the lack of the threshold parameter τ , and we argue that the conjecture of performing JBD via JD and
then seeking a final recovery permutation is valid in our setting.
4.4. Estimating the Hessian
We still have to calculate the left hand side of Eq. (8) for our evaluation points {x1, . . . , xk}. Simple rewriting shows that
wheneverX(x) ≠ 0, we can rewrite the Hessian of the second characteristic function of a random vector X as
HlogX|x = HX|xX(x) −

dX|x⊤ dX|xX(x)2
= E{exp(iX
⊤x)X}E{exp(iX⊤x)X⊤}
E{exp(iX⊤x)}2 − E{exp(iX
⊤x)XX⊤}
E{exp(iX⊤x)} .
Given i.i.d. samples X1, . . . ,Xk of X a straight-forward estimator (not necessarily the best one) of HlogX|x therefore is given
by
k
j=1

exp(iX⊤j x)Xj
 k
j=1

exp(iX⊤j x)X
⊤
j


k
j=1
exp(iX⊤j x)
2 −
k
j=1

exp(iX⊤j x)XjX
⊤
j

k
j=1
exp(iX⊤j x)
.
4.5. Recovering the permutation
The JD algorithm returns an orthogonalW thatmakes the set of real and imaginary parts of the (numerical approximation
of the) Hessian of X at the chosen evaluation points as diagonal as possible via an orthogonal transformation (rotation). This
W then corresponds to A apart from a final permutation. In other words,W⊤X = PS and all that is left to do now is finding P.
In order to simplify notation, we replace everyM ∈M′ withW⊤MW, i.e. the matrices inM′ already represent the demixed
(although not yet grouped) sources. Let us illustrate how to recover the permutation assuming thatM′ perfectly fits the
model, i.e. the off-blockdiagonal entries are exactly 0. In this case we only need to differ between entries being non-zero
(indicating two components being connected) and 0 (which does not necessarily indicate two non-connected components,
as this might simply be an artifact of a bad choice of a evaluation point, as explained above), and we therefore w.l.o.g. can
assume every M ∈ M′ to have entries only in {0, 1}. We can then interpret the problem as the task of finding connected
components on a graph consisting of d nodes [32], where there is an edge connecting nodes i and j (i.e. they are directly
connected) if and only if Mij = 1 for some M ∈ M′. Equivalently, we can calculateM∈M′ M, replace all non-zero entries
with the value 1 and ask for the connected components of the graph corresponding to this adjacency matrix.
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(a) Sources.
(b) Mixtures.
(c) Recoveries given by a typical run.
Fig. 1. Illustration of the data: (a) unmixed sources S, (b)mixed observationsX = AS, and (c) recovered subspacesWX. For each of the three 6-dimensional
signals, the plots depict the projections onto the subspace spanned by the first two (left), the third and fourth (middle) and the fifth and sixth (right) axes.
In the numerical (non-perfect) case, wemay still perform a similar approach, just that we do not differ between zero and
non-zero entries of the matrices M, but rather see all entries whose absolute value lies below a threshold τ (the choice of
which is non-trivial) as equivalent to 0, in other words, the i-th and the j-th node of our graph are directly connected if there
is at least one M such that |Mij| > τ . By introducing a threshold parameter only at this stage and not already earlier, as it
would have been the case with a direct JBD algorithm, we have lessened its potential negative impact on the outcome. In
the worst case, we still get the demixed (1d-)components, but with no indication which of them represent a subspace and
which are (mutually) independent.
4.6. Simulations
We illustrate the feasibility of the approach in a simulated setting. We generated N = {0.1, 0.5, 1, 2, . . . , 10} × 103
samples from three 2-dimensional sources, corresponding to letters of the alphabet (i.e. we uniformly sample pixels in the
letters), which have been centered and normalized to have unit covariance; see Fig. 1(a). The d = 6-dimensional source S is
then mixed according to X := AS where A is a random (uniformly sampled according to the Haar measure) orthogonal
matrix; see Fig. 1(b) for an illustration of the mixtures. The evaluation points are chosen such that every one contains
exactly two non-zero entries, which are set to 1. We now calculate the empirical Hessians of logX at x and perform real
joint diagonalization of the set of real and imaginary parts of them. The demixed sources then are clustered into subspaces
as described above, where the threshold parameter was set to τ = 0.11, which was chosen by manual inspection. The
reconstruction qualitywas quantified by calculating the Frobenius normof the entries on the (2-2-2) blocks ofW⊤AwhereW
denotes the recovery matrix (possibly after some blockwise permutation) and dividing this by d = 6 for normalization. We
have perfect recovery ifW⊤A, the product of recovery andmixingmatrix is block-diagonal, in which case the reconstruction
quality is 1. Empirically, for a randomly (uniformly, according to the Haar measure on O(6)) chosen recovery matrix, the
reconstruction quality is about 0.48. Even in the theoretically worst case, at least for some blockwise permutations the
blockwise Frobenius norm is positive; therefore even here we achieve positive recovery quality.
Example 4.2. In the case of (2+ 2+ 2)-dimensional sources, we see worst recovery ifW⊤A takes the form
W⊤A = 1
3

−2 1 1 1 1 1
1 1 −2 1 1 1
1 1 1 1 −2 1
1 −2 1 1 1 1
1 1 1 −2 1 1
1 1 1 1 1 −2
 .
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Fig. 2. Recovery quality in dependence of the number of samples. The mixing matrix A was uniformly sampled from O(6), after which Algorithm 1 was
run on the mixed data AS, resulting in a recovery matrixW. The recovery quality is given by the block-wise Frobenius-norm of theWA. Perfect recovery
(a product of at most blockwise permutation and a block diagonal matrix) corresponds to a recovery quality of 1, the theoretically worst recovery index is
1/3 and the average random recovery is about 0.48. Depicted are the statistics over 100 runs, the boxes extending from lower to upper quartile. For 4000
samples and more, in over 50% of the cases the recovery is virtually perfect.
In this case the recovery quality is 1/3. Other choices of equally badW⊤A can of course be constructed by permuting blocks
of rows (or columns) and by multiplication with a block-diagonal orthogonal matrix.
Fig. 1(c) depicts a typical reconstruction of the recovered subspaces. Statistics of the reconstruction quality over 100 runs
of various sample sizes are given in Fig. 2.
5. Discussion and conclusion
The fact that ICA is only applicable to random vectors with a factorization into 1-dimensional components has given
rise to the development of generalizations where certain dependencies in the random vectors are allowed. This question
was originally raised in [7], where it was argued that ICA algorithms make the data set as independent as possible, after
which one simply has to gather the linear components together that turn out still to be dependent after this step, and
thus get what then was called Multidimensional Independent Component Analysis (MICA). At this point it was not clear if
the nice separability property of ICA holds in this setting, as no formal proof for this claim was available. One of the main
contributions of a formal proof for higher dimensional generalizations of ICA was the proof of separability of k-ISA [35],
where all subspaces were assumed to have the same size. The proof of this work was based on a multivariate extension of
the Darmois–Skitovitch theorem, where the random vectors in question have fixed size k, and the additional assumption is
made that the mixing matrix is k-admissible, that is, the aligned k × k submatrices are either invertible or zero; however
this theorem cannot be used in the fully general context where the subspaces are allowed to have arbitrary dimensionality.
Dropping all assumptions on subspace sizes, it is easy to see that any given random vector can be represented by a linear
mixture of statistically independent random vectors. The additional assumption of irreducibility of these random vectors
restricts them to essentially only one set of such subspaces, so these can be seen as the linear factors, or subspaces that
together form the original random vector. In any linear mixing model of random vectors it is therefore now possible to
assume that the random vector is given as the unique representation of irreducible subspaces, thus easing further analysis.
While this may be an interesting uniqueness result from the pure point of statistics, one may also see this as a structural
result: it is now clear that the density of any random vector X with existing covariance can be represented uniquely as a
product
p(x) = p1(A1x) · · · pn(Anx)pGauss(AGx)
up to the ambiguities discussed (permutation and linear factors). This result has a wide range of applications, e.g. in the
fields of signal processing, biomedical imaging and analysis of financial data. Independent Component Analysis (ICA) has
proven to be a valuable tool here; see e.g. [9,18,41]. If one assumes that the data set to be analyzed is generated by linear
mixings of some independent, unknown underlying sources, which can be modeled by random variables, the fact that ICA
is separable tells us that any demixing of the observations into independent components recovers the real sources (up to
permutation and scaling). From a theoretical data analysis point of view, the assumption of independence of the sources is
very restrictive: even if one knows that the observations are linear mixings of the sources, what happens if the sources are
not fully independent? Does the whole idea of ICA completely break down then if one has non-trivial dependencies? As we
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have seen, this is not the case, and we actually have a straight-forward extension of ICA to ISA, replacing the independent
components with independent irreducible subspaces of arbitrary dimension. It is worthwhile to point out that for random
vectors S fulfilling the ICA assumption of complete mutual independence, one can show that a representation of S that is
merely pairwise independent already is equivalent to S itself (that is, there is a one-to-one correspondence between the
pairwise independent random vectors and the components of S). When showing uniqueness of what is nowadays more
commonly referred to as ISA,we assumedmutual independence of the irreducible subspaces, but the open questionwhether
pairwise independence is sufficient is interesting. But even before the question of uniqueness of (mutual) ISA was answered
satisfactorily, it already gave rise to the development of algorithms [19,23,27], performing the ISA task. Similar extensions
had already been performed for Principal Component Analysis (PCA) – which only employs statistics up to the second
order, i.e. correlations – where techniques are known that extract not only a single principal component, but rather a whole
principal component subspace [25]. As PCA uses only first and second order moments, it is impossible to uniquely define
self-consistent independent subspaces in this context. Therefore, methods to extract such subspaces here have to make use
of additional information e.g. by ordering the principal components by power (variance) and then extracting the subspace
of the strongest k components. On the other hand, ISA makes use of all higher order statistics, so in this context the term
‘‘subspace’’ actually has a unique meaningful denotation and the sizes of the subspaces arise purely from the definition of
independence and irreducibility. The conjecture that ISA can be solved by applying standard ICA algorithms and grouping
the recovered random variables that then still show dependencies has been shown for some distributions [31]. Based on this
conjecture ISA algorithms performing joint block diagonalization [34,36] or making use of the fact that algorithmic outputs
will have a large variability within the subspaces [41] have been developed, but so far there is no algorithmic approach
where full convergence in the general setting has been proven.
When considering practical implementations, it is important to point out another fact. In our theoretical work, we have
assumedperfect knowledge of the distribution of the given signal,whereas for practical considerations one can only estimate
the distribution of the signal up to some precision determined among other things by the number of available samples. In
practice one can therefore not expect to estimate full independence of subspaces, even if from a theoretical point of view
these actually are independent, e.g. if they represent different independent biophysical processes in the human body. Even
in the ICA case, this is an important question and has found attention only recently [12,17,26] although in this setting the
original question of course allows a slightly easier handling, as one simply assumes to know the number of subspaces and
their dimensionality (in ICA one deals only with 1-dimensional subspaces). For ISA this question has to deserve a lot more
attention. Theory answers the question of uniqueness without consideration of the sizes and the number of subspaces, so
it would be good to have algorithms that do the same. Furthermore, similar to PCA, for data analysis, the estimation of
the dimension of relevant subspaces is non-trivial and we can expect to generalize some of the many existing approaches
developed in this easier setting, such as MinimumDescription Length (MDL) [29] or Akaike’s Information Criterion (AIC) [2]
in PCA.
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Appendix
Proof of Lemma 3.5. Let us first fix two indices i and j in different subspaces. More formally, we fix two different subspace
indices 1 ≤ i′ < j′ ≤ M and then take any i and j such thati′−1k=1 mk < i ≤i′k=1 mk andj′−1k=1 mk < j ≤j′k=1 mk. Then,
if F is the function defined on the left hand side of Eq. (4),
F(x)(∂i∂jF)(x)− (∂iF)(x)(∂jF)(x) = 0
as xi and xj appear in different factors of F . So the result of the same operations applied to the right hand side also is 0. Using
Lemma 2.1 this tells us that
0 =
M
k=1

l≠k
gk(Akxk)
2
gk(Akx)

∂i∂j(gk ◦ Ak)

(x)− ∂i(gk ◦ Ak)(x)∂j(gk ◦ Ak)(x).
So the right hand side of Eq. (4) is also equal to zero for all i, j fulfilling the inequalities above. Performing this for all such
i, j, that is, for all i in the i′-th subspace and for all j in the j′-th subspace, and collecting the expressions into a single matrix
and substituting yi := Aix, we get after using Lemma 2.2
0 =
M
k=1

l≠k
gk(yk)
2
A⊤ki′

gk(yk)Hgk |yk − (dgk|yk)⊤(dgk|yk)

Akj′
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for all y = (y1, . . . , yM) that can bewritten as y = Ax. Due to the invertibility of A this is the case everywhere. The functions
gk are twice continuously differentiable, hence continuous. Let us fix y1, . . . , yN where for all k ∈ {1, . . . ,M} we have
gk(yk) ≠ 0, which, due to continuity, is then also the case in some environment of the yk, where we may choose a complex
logarithm. Then, with Lemma 2.3, locally
0 =
M
k=1

M
l=1
gk(yk)
2
A⊤ki′Hlog(gk)|ykAkj′
=
M
k=1
A⊤ki′Hlog(gk)|ykAkj′
where the last equality holds as gk(yk) ≠ 0 for all k. 
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