We study a certain singular second-order m-point boundary value problem on a time scale and establish the existence of a solution. The proof of our main result is based upon the Leray-Schauder continuation theorem.
Introduction
Singular nonlinear boundary value problems for differential equations and difference equations have been extensively studied in the literature; see [1, 4, 11, 12, 16, [18] [19] [20] [21] [22] and the references therein. However, the research for singular boundary value problems on time scales is still in its beginning stages. In [8] , the authors investigate the existence of a positive solution for the three-point dynamic boundary value problem y ΔΔ + f (x, y) = 0, x ∈ (0,1], y(0) = 0, y(p) = y σ 2 (1) , (1.1) where T is a time scale, the interval (0,1] ∩ T is abbreviated by (0,1], p ∈ (0,1) is fixed, and f (x, y) is singular at y = 0 and possibly at x = 0, y = ∞. Throughout we denote by T a time scale, that is, a nonempty closed subset of the real numbers. In this paper we study the singular second-order m-point dynamic boundary value problem
Δ + e(t), t ∈ (a,b],
2 Singular multipoint dynamic boundary value problems on (a,σ(b)) and for (see Definition 2.1) ∇-a.e. t ∈ (a,σ(b)), the function f (t,·,·) is continuous on R 2 . Here we allow f and e to be singular at t = σ(b).
In particular, when the nonlinearity f does not contain x Δ , the problem (1.2) has been investigated for the nonsingular case by some authors, see He [10] ; when T = R, the problem (1.2) has been studied for the nonsingular case by Gupta et al. [9] and Ma [14] to name a few. Recently, Ma and O'Regan [16] established the existence of a solution to the singular problem (1.2) in the special case T = R by making use of the ideas of [4, 9] . The motivation for this paper is [16] .
The paper is organized as follows. In Section 2, we state some preliminary definitions and results about Lebesgue delta and nabla integrals. We then give all spaces relevant to our work and present the main assumptions ensuring us to obtain the main results. Section 3 is devoted to the study of the properties of Green's function. We also state and prove some lemmas which are required for discussing the problem (1.2). Then we establish the existence of one solution to the problem (1.2) in Section 4.
The time scale related notations adopted in this paper can be found, if not explained specifically, in almost all literature related to time scales. The readers who are unfamiliar with this area can consult for example [2, 3, 5-8, 10, 13, 15] for details.
The Lebesgue delta and nabla integrals
The integrals mentioned in this paper refer to the Lebesgue integrals on the time scale T. For the main notions and facts from Lebesgue measures and Lebesgue integrals theory, we refer the reader to [5] and [7, pages 157-163 ]. Here we give some definitions and lemmas for the convenience of the reader.
Let μ Δ and μ ∇ be the Lebesgue Δ-measure and the Lebesgue ∇-measure on T, respectively. If A ⊂ T satisfies μ Δ (A) = μ ∇ (A), then we call A measurable on T and denote by μ(A) this same value, named the Lebesgue measure of A. Definition 2.1. Let P denote a proposition with respect to t ∈ T, A ⊂ T.
(1 In the case T = Z, for any subset E ⊂ Z, we know that μ Δ (E) = μ ∇ (E) coincides with the number of points of the set E. 
respectively. Both intervals [r,r) and (s,s] are understood as the empty set. From [7, page 159], we have that all theorems of the general Lebesgue integration theory hold also for the Lebesgue delta and nabla integrals on T. 
(2.6)
Proof. We only show (i) as the proof of (ii) is similar to the proof of (i). Since f is continuous on [r,s), there exists 
We denote by AC [a,σ(b) ] the space of all absolutely continuous functions on [a,σ(b)] and set
Let E be the Banach space
equipped with the norm (2.12) and let X be the Banach space 13) equipped with the norm .2), and x fulfills the boundary conditions in (1.2). We make the following assumptions throughout this paper.
(2.15) (A1) There exist p, q,r ∈ E such that for (u,v) ∈ R 2 we have 
Green's function and preliminary lemmas
Let G be Green's function of the second-order boundary value problem
6 Singular multipoint dynamic boundary value problems which can be explicitly given by
From this explicit representation, the following lemma is clear.
Lemma 3.1. We have
For each y ∈ E, we define
we know that u : [a,σ(b)] → R is well defined.
Proof. We have
Since
Thus (3.6) follows from Lemma 2.6.
Proof. Set (3.14)
Now we verify that Therefore the limit in (3.16) exists and is equal to zero, that is, (3.16) holds.
G(t,s)y(s)∇s
(3.20)
Now since (using Lemma 3.1 and the notation introduced in (A0)) Proof. By using Lemma 3.2, T y ∈ AC loc [a,σ(b)) for y ∈ E. Together with Lemma 2.9, we have that T y is Δ-differentiable Δ-a.e. on [a,σ(b)). Then 
we obtain the existence of the above limit from the proof of Lemma 3.4. Therefore, T y ∈ X when y ∈ E. The proof is complete. For x ∈ X, we define a nonlinear operator N by
From (A1) and (A2), we conclude that N :
Lemma 3.7. TN : X → X is completely continuous.
Proof. By the definitions of T and N, we get that For each x 1 ,x 2 ∈ X,
G(t,s)e(s)∇s
M. Bohner and H. Luo 11 Since f satisfies Carathéodory's conditions, together with (use (A0) and Lemma 3.1) (3.36) it is easy to show that TN : X → X is continuous. Now let B ⊂ X be a bounded set. We need to show that (TN)(B) ⊂ X is a relatively compact subset. Let {x n } ∞ n=1 ⊂ B and denote
We only need to show that there exists a subsequence with
where z
). We prove (3.38) and (3.39) by the following three steps.
Step 1. We prove that (TN)(B) is bounded. Let M = sup{ x X : x ∈ B}. Then M is a finite number. For each t ∈ (a,σ(b)), we have Clearly, (A1) and (A2) imply that χ ∈ E. Thus
It follows that T((Nx n )(t)) is bounded. So (TN)(B) is bounded. 
(3.43)
Since χ ∈ E and because of Lemma 3.3, we know that This completes the proof. Proof. From Lemmas 3.5 and 3.6, we know that x ∈ X is a solution of (1.2) if and only if
Main result
M. Bohner and H. Luo 13 By Lemma 3.7, we will apply the Leray-Schauder continuation theorem [17, Corollary IV.7 ] to obtain the existence of a solution for (4.2) in X. To do this, it suffices to verify that the set of all possible solutions of the family of equations Here c is a constant, which is independent of λ ∈ [0,1]. Therefore, by (4.5) and (4.7), we get
(t) p t) x(t) + σ(b) − t q(t) x
Therefore the proof is complete.
