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Pattern recognitionPrevious research has extensively explored visual encoding of smoothly curved, closed contours
described by sinusoidal variation of pattern radius as a function of polar angle (RF patterns). Although
the contours of many biologically signiﬁcant objects are curved, we also confront shapes with a more
jagged and angular appearance. To study these, we introduce here a novel class of visual stimuli that
deform smoothly from a circle to an equilateral polygon with N sides (AF patterns). Threshold measure-
ments reveal that both AF and RF patterns can be discriminated from circles at the same deformation
amplitude, approximately 18.0 arc sec, which is in the hyperacuity range. Thresholds were slightly higher
for patterns with 3.0 cycles than for those with 5.0 cycles. Discrimination between AF and RF patterns
was 75% correct at an amplitude that was approximately 3.0 times the threshold amplitude, which
implies that AF and RF patterns activate different neural populations. Experiments with jittered patterns
in which the contour was broken into several pieces and shifted inward or outward had much less effect
on AF patterns than on RF patterns. Similarly, thresholds for single angles of AF patterns showed no sig-
niﬁcant difference from thresholds for the entire AF pattern. Taken together, these results imply that the
visual system incorporates angles explicitly in the representation of closed object contours, but it sug-
gests that angular contours are represented more locally than are curved contours.
 2015 The Authors. Published by Elsevier Ltd. This is anopenaccess article under the CCBY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The outlines of many biologically relevant shapes are smooth,
closed curved contours. Examples are head shapes (Wilson,
Lofﬂer, & Wilkinson, 2002), torsos, fruit, and the bodies and heads
of most mammalian species. To study visual processing of such
shapes, we previously introduced radial frequency (RF) patterns
(Wilkinson, Wilson, & Habak, 1998). These are deﬁned in polar
coordinates by a radius that deviates sinusoidally from the radius
of a circle as a function of polar angle (see Eq. (1) below). With
an integer number of cycles around the pattern, these describe
smooth, closed curves that can effectively describe human head
shapes in both frontal and partial side views (Wilson, Lofﬂer, &
Wilkinson, 2002), fruit, and other shapes.
Consistent with primate neurophysiology (Gallant, Braun, &
VanEssen, 1993; Gallant et al., 1996; Pasupathy & Connor, 1999,
2001; Pasupathy & Connor, 2002), human fMRI (Wilkinson et al.,
2000), and human lesion studies (Gallant, Shoup, & Mazer, 2000),
it is likely that RF patterns are represented in area V4 of the ventral
or form vision pathway. Based on these studies, a recent neural
model of RF pattern analysis has posited that contour orientationinformation from V1 is combined into curvature representations
in V2, and these are then globally pooled in V4 to produce channels
for different RF patterns (Wilson & Wilkinson, 2014). In support of
this, V2 has been shown to contain neurons tuned for contour cur-
vature (Anzai, Peng, & VanEssen, 2007; Hegdé & Van Essen, 2003).
Analysis of V4 responses has also supported a sparse code for
curved shapes based on curvature extrema (Carlson et al., 2011).
More recent evidence suggests that at least some of the direct
neurophysiological input to V4 may be contour orientations, which
are subsequently reorganized into curvature segments via non-
linear processing within V4. Further evidence from rapid visual
presentations and reverse correlation with V4 neural responses
also argue for the extraction of contour curvature directly in V4
(Nandy et al., 2013). Thus, although there is general agreement
that V4 generates a sparse population code for curved shapes, there
is disagreement regarding how much curvature information
is inherited from V2 inputs and how much is generated directly
in V4.
In addition to curved contours, many objects are delimited by
jagged or angular contours. Obvious examples are houses and
other buildings, some rocks (although erosion tends to smooth
them over time), etc. This indicates that a more complete represen-
tation of object shapes must include contours incorporating sharp
angles. In support of this, macaque V2 has also been reported to
contain groups of neurons most sensitive to a range of angles
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Therefore, the goal of this paper is to introduce a novel class of
visual shapes that are formally analogous to RF patterns, but differ
in being deﬁned by sharp angles indicative of polygons. These will
be referred to as angular frequency or AF patterns. AF patterns are
also deﬁned in polar coordinates and are directly commensurate
with RF patterns, as the amplitude of deviation from a circle
deﬁnes both the maximum and minimum variations of the pattern
radius for both types of stimuli.
The issue of global as opposed to local processing is also ger-
mane to our experiments comparing RF and AF patterns. Lofﬂer,
Wilson, and Wilkinson (2003) showed that thresholds for RF pat-
terns with frequencies between 3 and 5 cycles (and to a lesser
extent 10 cycles) improved as a function of the number of cycles
displayed at a rate that was much greater than would be expected
from probability summation alone, thus suggesting the existence
of neural mechanisms sensitive to global pattern shape. Further
evidence for global processing of RF patterns has been provided
in a number of more recent studies (Bell & Badcock, 2008;
Dickinson et al., 2012). However, there is also evidence that shape
aftereffects produced by RF patterns have both global and local
components (Dickinson et al., 2010). Other experiments suggest
that global pooling may be a strongly nonlinear process dependent
upon the entire pattern being present (Schmidtmann et al., 2012).
Finally, adaptation to large amplitude RF patterns has provided fur-
ther evidence for global RF processing (Bell et al., 2010). Thus, there
is extensive evidence for global processing of RF patterns. The
experiments reported below pose the question whether AF pat-
terns are likewise processed globally or whether they are pro-
cessed via analysis of local points of maximum angle.
In this brief report we establish that AF and RF patterns have
statistically indistinguishable amplitude thresholds in the hyper-
acuity range, and that they are discriminable from one another at
approximately 3.0 times detection threshold. This indicates that
angles and curves are represented by at least partially distinct neu-
ral populations above threshold. Finally, an experiment in which
the integrity of the AF contour was broken by jittering the radius
of different segments highlighted a difference between AF and RF
patterns. The result suggests that the angles in AF patterns may
be processed much more locally than the curvature extrema in
RF patterns, where there is clear evidence for global processing
(Lofﬂer, Wilson, & Wilkinson, 2003). A further experiment measur-
ing thresholds for a single angle extracted from an AF pattern sup-
ports this conclusion.Fig. 1. Schematic diagram of the representation of a square in polar coordinates
relative to a circle. The circle radius R0 is such that ACR (Eq. (3)) represents equal
increment and decrement of R0 at the corner and side of the square as shown. See
text for further details.2. Methods
2.1. Stimuli
The radial frequency (RF) patterns used here have been
described previously (Wilkinson, Wilson, & Habak, 1998). Brieﬂy,
RF patterns are deﬁned by the following equation for radius R as
a function of polar angle h:
RðhÞ ¼ R0½1þ A cosðxhþ /Þ ð1Þ
where R0 is the mean radius, A is the radial deformation amplitude,
andx is the radial frequency in cycles per 2p. The phase /was kept
constant at / = 0 in the experiments reported here, as previous
experiments with RF patterns have shown that phase randomiza-
tion does not have a signiﬁcant effect on thresholds for full RF pat-
terns (Lofﬂer, Wilson, & Wilkinson, 2003). In addition, no ﬁxation
point nor positional jitter was incorporated into the experiments.
The radial deformation amplitude A is always less than 1.0, and
the radial frequency is an integer, which in the present experiments
was either three or ﬁve. The radius was then ﬁltered by a fourthderivative of a Gaussian function (D4) with a peak spatial frequency
of 8.0 cycles/degree and a full bandwidth at half amplitude of 1.24
octaves.
The major goal of the current experiments was to introduce a
new class of stimuli analogous to RF patterns, but using angles
instead of smooth curves. These angular frequency (AF) patterns
represent periodic angular deformations of a circle, which at a cer-
tain critical amplitude ACR become an equilateral triangle (AF3), a
square (AF4), a pentagon (AF5), and so on. In polar coordinates,
the equation for the radius RPG of an equilateral polygon with N
sides relative to a circle of unit radius is:
RPGðhÞ ¼ 1 ACRcosðhÞ ð2Þ
where the argument of the cosine function is limited to a range of
anglesp/N 6 h 6 + p/N, so division by zero cannot occur. Each suc-
cessive side is produced by converting h to an angle modulo 2p/N.
This formula may be easily derived from the construction in
Fig. 1, where a square is depicted. The critical amplitude ACR is given
by the formula:
ACR ¼ 1 cosðp=NÞ1þ cosðp=NÞ ð3Þ
As shown in Fig. 1, ACR represents the maximum increase in radius
in the corners of the AF pattern relative to R0 of the associated circle,
and it also indicates the maximum decrease in radius in the centers
of the sides.
In order to smoothly transform between a circle and a desired
polygon pattern of varying amplitude, the following formula for
the radius RAF(h) as a function of amplitude A was used:





where RPG(h) is given by Eq. (2) and ACR by Eq. (3). Examination of
Eq. (4) shows that when A = 0, the radius is constant at R0, thus
describing a circle. When A = ACR, the stimulus is a perfect polygon
with N sides. Illustrations of AF3 and AF5 with different amplitudes
are shown in Fig. 2, along with jittered AF5 patterns discussed later.
A desirable property of RAF is that the maximum and minimum
radii are given by R0(1 ± A) for all amplitudes A. This is identical to
the role played by A in RF patterns as described by Eq. (1). Thus,
equal values of A for RF and AF patterns deﬁne equal maximal
deviations from circularity in both patterns. This property allows
a meaningful comparison between thresholds (deﬁned following
Eq. (5)) for the two patterns as a function of radial or angular
frequency.
Fig. 2. Examples of AF patterns used in this study. (A and B) AF3 patterns with
amplitudes of 0.05 and 0.10, respectively. (C and D) AF5 patterns with amplitudes of
0.05 and 1.0, respectively. Note that (D) has been deformed from a circle into a
regular pentagon. (E and F) Jittered radius circle and AF5 respectively. For the angle
condition used in the ﬁnal experiment, only the bottom one of the ﬁve angles in (F)
was presented compared with the bottom arc of the circle in (E).
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Stimuli were presented on a VIEWPixx™ display with a res-
olution of 1920  1080 pixels and a 120 Hz frame rate. The mean
luminance of the display was 50 cd/m2. At the viewing distance
of 127 cm, each pixel subtended 44.0 arc s. Calibration of this 10
bit per gun display revealed a linear correlation of 0.9996. The
viewing room was dimly lit at a level that minimized eye strain
but did not signiﬁcantly affect pattern contrast.
A temporal two alternative forced choice task was used to mea-
sure detection thresholds. The two stimuli were a circle (A = 0) and
an RF or AF pattern, and these were presented in random order
from trial to trial, each trial being initiated by a button press.
Each stimulus was presented for 100 ms duration with an interval
of 500 ms between stimuli. Observers pressed one of two buttons
to indicate which stimulus was the RF or AF pattern. In each run,
ﬁve amplitude levels were presented, 15 times each. RF and AF
thresholds were measured in separate experiments.
To measure recognition thresholds, either an RF or AF pattern
was presented, and the observer indicated the pattern type by
pressing one of two buttons. In each run, ﬁve amplitude levels of
radial and angular frequency patterns were presented, each 15
times. Each stimulus was presented for 100 ms duration.
For both the detection and recognition tasks, a Quick (Quick,
1974) psychometric function was used to ﬁt the observer’s
responses as a function of amplitude A:WðAÞ ¼ 1 1=2ð Þ2 A=Mð ÞQ ð5ÞFig. 3. Threshold amplitudes for all seven subjects for AF3 and RF3 (A), and for AF5
and RF5 (B). In both panels AF thresholds are plotted in gray and RF thresholds in
black.where M provides an estimate of the 75% correct threshold and Q
determines the slope of the function. No feedback was given and
no ﬁxation point was used during the experiments. Each observerrepeated each experiment three times, and the average and stan-
dard error of M are reported.
Three experienced observers and four inexperienced observers
participated in all experiments. All observers had normal or cor-
rected to normal vision, and viewing was binocular. Informed con-
sent was obtained from all subjects. This research was carried out
in accordance with the Code of Ethics of the World Medical
Association.4. Results
We ﬁrst asked whether detection thresholds for AF patterns dif-
fered signiﬁcantly from those for RF patterns for frequencies of 3
and 5 cycles. This was accomplished using a two temporal alterna-
tive forced choice procedure in which an RF or AF pattern was dis-
criminated relative to a circle. Fig. 3 shows 75% correct thresholds
for all seven observers. Despite individual differences, there is no
obvious trend for either AF or RF thresholds to be lower at either
3 or 5 cycles. There is, however, a tendency for both thresholds
at 5 cycles to be lower than those at 3 cycles. This is apparent in
Fig. 4, which depicts the average thresholds across all observers.
A two-way, repeated measures ANOVA with number of cycles
and RF/AF as variables showed a signiﬁcant effect of cycles
(F(1,6) = 12.54, p = 0.012). However, AF/RF was insigniﬁcant
(F(1,6) = 0.779, p = 0.41), as was the interaction (F(1,6) = .016,
p = 0.90). Thus, in agreement with previously reported RF thresh-
olds (Wilkinson, Wilson, & Habak, 1998), RF and AF thresholds
both show a small but signiﬁcant improvement between 3 and 5
cycles.
Does AF or RF threshold depend on stimulus contrast or is it
contrast independent down to very low levels? To answer this,
threshold measurements were repeated for the 5 cycle patterns
Fig. 6. Multiple of detection threshold at which RF and AF patterns could be reliably
recognized. Bars in succession are for 3 cycles at 100% contrast, 5 cycles at 10%
contrast, and 5 cycles at 100% contrast. As all values are signiﬁcantly above 1.0, it is
clear that RF and AF patterns cannot be recognized until their amplitude is several
times the level required for threshold detection.
Fig. 4. Averages across subjects of the data in Fig. 3. There is a signiﬁcant decrease
in thresholds at 5 cycles compared to 3 cycles, but there is no signiﬁcant difference
between AF and RF thresholds.
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thresholds for both pattern types improve between 10% and
100% contrast, the average improvement being by a factor of 1.7.
A two-way repeated measures ANOVA using RF/AF and contrast
as factors revealed that the effect of contrast was highly signiﬁcant
(F(1,6) = 53.77, p = 0.0003). Again, pattern type was not signiﬁcant
(F(1,6) = 1.86, p = 0.22), and there was no interaction
(F(1,6) = 4.977, p = 0.07). This is comparable to the improvement
with contrast previously reported for RF patterns (Wilkinson,
Wilson, & Habak, 1998).
These threshold experiments showed that the thresholds for
discriminating either an AF or RF pattern from a circle were sta-
tistically similar in all respects. However, as smooth curved con-
tours are obviously discriminable from sharp angles, we next
asked how close to detection threshold this discrimination could
be made. This experiment utilized a one interval forced choice pro-
cedure in which either an AF or RF pattern was ﬂashed on the
screen for 100 ms, and the observer was then required to choose
which type of pattern had been presented. Both pattern types were
presented at ﬁve different multiples of their threshold detection
amplitude. Fig. 6 shows these AF versus RF recognition thresholds
for both 3 and 5 cycle patterns at 100% contrast and for 5 cycle pat-
terns at 10% contrast. Clearly the threshold amplitude for discrimi-
nating RF from AF patterns was greater than 1.0 in each condition,
and t-tests comparing thresholds to the value 1.0 showed high sta-
tistical signiﬁcance (t6 = 7.25, p < 0.0004). Averaged over all three
conditions, AF stimuli could be reliably discriminated from RF
stimuli at 2.74 times threshold amplitude. This suggests that the
group of neurons involved in detection of deviations fromFig. 5. Thresholds averaged across subjects for RF5 and AF5 patterns at 10% and
100% contrast. The effect of contrast was signiﬁcant, while the effect of pattern type
was not.circularity does not convey reliable information about pattern type
(RF or AF). By approximately three times threshold, however, units
selective for either angle or curvature were selectively recruited to
encode the different pattern types.
There is signiﬁcant evidence that RF patterns of low radial fre-
quency are encoded globally (Bell & Badcock, 2008; Dickinson
et al., 2012; Lofﬂer, Wilson, & Wilkinson, 2003). Therefore, we
wondered whether AF patterns might exhibit similar global pro-
cessing. One key test of this hypothesis with RF patterns showed
that if the curved contour was disrupted by jittering the radius of
contour segments, detection of differences from circularity was
elevated dramatically by an average factor of 5.5. The key observa-
tion is that this jittering breaks up the smooth, curved contour,
thus preventing the pattern from functioning as an object outline.
To test this jittered condition with AF5 patterns, we introduced the
contour jitter depicted in Fig. 2E and F. In a second experiment,
only one angle of an AF5 (bottom angle in Fig. 2F) was presented.
This manipulation had previously produced a threshold elevation
of 3.2 with RF5 patterns (Lofﬂer, Wilson, & Wilkinson, 2003).
Three subjects were tested under these conditions, and thresholds
for discriminating these patterns from circles whose contours were
similarly jittered are plotted in Fig. 7. A one way, paired measures
ANOVA showed a signiﬁcant effect of pattern type (F(2,4) = 9.163,
p = 0.032). Subsequent t-tests showed that the difference betweenFig. 7. Data for three subjects comparing thresholds for jittered (black, see
Fig. 2E and F) to non-jittered (gray) AF5 patterns and to a single angle of an AF5
pattern (hatched). A one-way ANOVA showed a signiﬁcant effect of pattern type.
Subsequent t-tests showed a signiﬁcant effect of angle versus jittered conditions
but no other signiﬁcant differences. See text for details.
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p = 0.013). None of the other comparisons was statistically
signiﬁcant.
Averaged across subjects, the mean threshold elevation caused
by contour jittering of AF patterns was only a factor of 1.28. This is
vastly smaller than the factor of 5.5 reported previously for RF pat-
terns (Lofﬂer, Wilson, & Wilkinson, 2003). Similarly, thresholds for
a single angle actually produced a slight but non-signiﬁcant facil-
itation by a factor of 0.76. This is obviously lower than the 3.2-fold
threshold elevation for one circular arc of an RF5 pattern (Lofﬂer,
Wilson, & Wilkinson, 2003). These results are consistent with AF
patterns being processed via local angle detection as opposed to
the global processing previously reported for RF patterns.5. Discussion
The goal of our study was to examine detection and recognition
of angular, polygonal shapes that are analogous to radial frequency
(RF) patterns (Wilkinson, Wilson, & Habak, 1998). Our results
showed that angular frequency, or AF patterns have the same
thresholds for discrimination from circles as do RF patterns.
Furthermore, thresholds improve for both RF and AF patterns as
contrast increases from 10% to 100%. AF patterns can be discrimi-
nated from RF patterns when the amplitude averages about 2.74
times detection threshold. This is consistent with the fact that RF
patterns in the range RF2-RF6 can be recognized almost perfectly
at three times detection threshold (Wilkinson, Wilson, & Habak,
1998).
In a ﬁnal experiment the AF contour was broken and jittered in
several places as shown in Fig. 2F. As similar contour jittering in RF
patterns had produced a large threshold elevation averaging 5.5,
we expected a comparable threshold elevation with jittered AF
patterns. Surprisingly, the measured elevation for AF patterns aver-
aged 1.28 and was not statistically signiﬁcant. This suggests that
AF patterns may be locally analyzed, while RF patterns are globally
analyzed. Further evidence for local processing of AF patterns was
provided by the observation that the threshold for a single AF pat-
tern angle in isolation was comparable to that for the entire pat-
tern (Fig. 7). A relevant observation here is that changes in
curvature require pooling information along a signiﬁcant portion
of a curve, while an angle can be represented by a local discontinu-
ity in orientation. Local processing of AF patterns is consistent with
this observation.
This result raises an important issue: if AF patterns were
detected only by local angle neurons, while RF patterns were
detected only by global curved shape neurons, the two should be
discriminable at detection threshold. However, these patterns can-
not be reliably discriminated until a level of 2.74 times discrim-
ination threshold. A plausible explanation is that at the very low
amplitudes (in the hyperacuity range) near detection threshold,
both RF and AF patterns have roughly equal probabilities of stimu-
lating curve and angle detectors. That would permit both types of
patterns to be detected equally effectively without being discrim-
inable at threshold. Future shape adaptation studies might help
to evaluate this possibility.
It may be questioned why AF pattern thresholds were based on
discrimination from a circle rather than a multi-sided polygon. In
order to have a base polygon suitable for both AF3 and AF5 would
have required 30 sides (2  3  5). Preliminary observations
showed that with the bandpass ﬁltering used for our patterns, even
a 24 sided polygon was not discriminable from a circle. Thus, a cir-
cle was chosen as the base pattern, as a circle represents the limit
of regular polygons as the number of sides approaches inﬁnity.
Primate neurophysiology indicates that there are populations of
V2 neurons selectively sensitive to angles (Anzai, Peng, &VanEssen, 2007; Hegdé & Van Essen, 2003). In addition, recent
fMRI evidence has shown that the human parahippocampal place
area (PPA) responds strongly to triangles, squares, and hexagons,
but not to circles or dodecagons (Nasr, Echavarria, & Tootell,
2014). Furthermore, PPA does not respond well to faces, which
are dominated by curved contours. This suggests a hierarchy for
representation of angular shapes consisting of contour orientation
extraction in V1, followed by angle representations in V2, and
ﬁnally by closed angular shape representations in PPA. This would
nicely parallel the suggestion that curved shapes, including RF pat-
terns, are represented by contour orientation in V1 followed by
curvature extraction in V2 and ﬁnally closed curved shape repre-
sentations in V4 (Pasupathy & Connor, 2002; Wilson &
Wilkinson, 2014). However, it must be acknowledged that
neurophysiological evidence for global pattern representation in
areas such as V4 or PPA does not guarantee that such areas are
operative at pattern discrimination thresholds.
There is fMRI evidence that different object categories ranging
from houses to chairs and shoes to faces are represented across
inferior temporal cortex in a manner that correlates with category
similarity in low level object structure (O’Toole et al., 2005). This
would be entirely consistent with curvilinear and angular objects
forming the two ends of a continuum of object geometry for cate-
gory representation. Further research involving shapes described
by combinations of angles and curves should prove helpful in
exploring this possibility.
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