INTRODUCTION
Index (LAI). In the point cloud dataset used here, the upper limit for number of echoes recorded 1 7 1 was five. Pfeifer, & Heilmeier, 2014), and is consequently undefined when the surface height is outside 1 7 8 this span. To mirror vegetation penetrability (measures 5-6) we calculated the echo ratio and the root mean To reflect vegetation density in different canopy layers we calculated the layer density -typically To represent the height of tree crown bases (i.e. the lowest point of a crown) we calculated the 2 1 5 crown base height (measure 15) . This is based on the 5 th percentile of the height distribution of 2 1 6 all LIDAR points above 3 m and below 50 m (Mao et al. 2018 ). To reflect the sizes of tree crowns we calculated the crown span (measure 16). This is the height 2 1 9 difference between the canopy top height (measure 4) and the crown base (measure 14). As an estimation of the understory height (measure 17), we calculated the 90 th percentile of the 2 2 2 normalized heights between 0.3 and 3 m. To represent light conditions, we calculated canopy openness (measure 18) for all points 2 2 5 categorized as "ground", but contrary to terrain openness (see below), we calculated this 2 2 6 considering vegetation points as well. Therefore, canopy openness relates to the actual occlusion 2 2 7 of sky view of ground points by the canopy around them. Canopy openness is high for ground 2 2 8 points inside canopy gaps, and low for ground points beneath a closed canopy. To represent key features of the local terrain (e.g., soil moisture or heat balance, Moeslund et al., 2 3 2 2013b), we calculated terrain slope (measure 19) and terrain aspect (used for heat load index 2 3 3 calculation, see below) directly from the DTM. As a proxy for local moisture conditions we used the topographic wetness index (TWI, measure 2 3 6 20, Hengl and Reuter, 2009) from Moeslund et al. (2013a) . To match the resolution of the rest of 2 3 7 the measures we aggregated (average) this TWI layer to 10 × 10 m. To reflect local heat balance, we calculated the heat load index (measure 21, cf. To represent local and landscape scale terrain heterogeneity, we calculated the terrain openness 2 5 0 (measures 23-24, also known as sky-view factor, Doneus, 2013) at 10 and 150 m spatial scales 2 5 1 (kernel radius). Terrain openness can be calculated for any point of interest. It is defined as the 2 5 2 angle of a cone (having the radius of the kernel) turned upside down -with its tip restrained to 2 5 3 the point of interest -when it touches the points closest to the surface normal vector. This To estimate the terrain linearity (measure 25) we calculated the difference between minimum 2 5 8 and maximum terrain openness (see above). Maximum openness is high if at least some part of 2 5 9
the terrain is open, whereas minimum openness is high when the terrain is open in all directions 2 6 0 surrounding the point of interest. In randomly rough surfaces, minimum and maximum openness 2 6 1 are quite similar, but in terrain locations with linear features, maximum openness is high (along a 2 6 2 ditch or embankment for example) while minimum openness is low (along the sides of a linear 2 6 3 terrain feature). Therefore the difference in minimum and maximum openness is high where To enable a test of the importance of variability in the LIDAR measures we calculated a number 2 6 7 of variability measures: standard deviation, root mean square error and Shannon entropy and in 2 6 8 some cases the range. We did this only for LIDAR measures for which we believed it made 2 6 9 ecological sense (the measures marked with a variability measure in Table 1 ). To support the ecological interpretation of our LIDAR measures, we used data for a number of 2 7 3 biotic and abiotic factors. These factors were measured or estimated at each of the study sites. The protocols for these measurements and estimates can be found in (Brunbjerg et al. 2017a ).
7 5
We obtained data on the following 15 locally measured or estimated factors for this study: mean 2 7 6 difference of day and night temperatures for (1) air and (2) ground surface respectively, (3) four species groups (Table 1 shows which variability measure we retained).
8 8
For statistical analysis, we used the species richness of plants, bryophytes, lichens and 2 8 9 macrofungi as response variables, modelling each species group individually. We used both the 2 9 0 LIDAR measures and their respective variability measures (as showed in Table 1 , 25 LIDAR 2 9 1 measures and seven variability-measures, in total 32) as predictors in our models. We wished to 2 9 2 evaluate the performance of all predictors at least once and consequently divided the predictors 2 9 3 into 19 sets of uncorrelated predictors (i.e. Spearman's rho <= 0.7 with any other predictor in the 2 9 4 set) ( Fig. S3 and Appendix 4, Tables S4.4-S4.7).
9 5
Prior to analysis, the nature of each predictor's relationship to the response variable was 2 9 6 checked visually and the predictor in question was either logarithmically or square root 2 9 7 transformed if needed to ensure normality (Table 1 ). In a few cases (i.e., 2 -4 depending on 2 9 8 species group) this check caused us to suspect quadratic relationships. In these cases, we used Akaike's Information Criterion (AIC) to evaluate if including the squared term of the predictor 3 0 0 improved the model (see Statistical modelling below). For this, we used a backward stepwise Since this evaluation did not reveal any quadratic relationships, we continued modelling using We used Generalized Linear Models (GLMs) to examine the explanatory power of the high- data) is usually expected to follow a Poisson distribution. However, initial implementation of
GLMs with a Poisson error distribution and logarithmic link function were overdispersed. Therefore, we used negative binomial GLMs. To select the overall best model between the set of 19 candidate models for each species 3 1 3 group, we conducted a fivefold leave-one-region-out cross validation for every candidate model. Thus, for each region (see Biodiversity data and Fig. 1 ) we predicted species richness using 3 1 5 models calibrated on data from the other four regions. We used non-parametric rank correlation 3 1 6 (Spearman's rho) between predicted and observed values to select the best model for each 3 1 7 species group. This procedure was adopted to secure robust model selection with respect to 3 1 8 overfitting, potential multi-collinearity and spatial autocorrelation. During model selection, we 3 1 9 did not encounter issues with non-normally distributed model residuals. To evaluate the importance of the individual LIDAR measures we constructed an importance 1 6 that some variables were only allowed into a model once (if highly correlated with other 3 2 6 predictors), and others were evaluated in many or all models, we had to modify the importance 3 2 7 measure for each predictor. Therefore, initially each standardized coefficient was weighted with importance of each of the predictors for each species group, and will be referred to as the 3 3 3 absolute importance in the following. Intuitively, one could expect LIDAR to predict local diversity in forests better than in all species groups corresponds well to -or is even better than -results from earlier studies suggests that LIDAR is not only suitable for management and planning of diversity in forests, 4 1 3 but is probably more broadly applicable and likely to be a valuable support tool for nature In previous studies, local terrain structure have been shown to affect both the occurrence, Though, by considering LIDAR point clouds for a larger area than we did in this study, we 5 0 2 believe LIDAR could be valuable for estimating spatial continuity and we urge researchers to shown -some of the structures characteristic of old-growth can be estimated with high 5 0 9 confidence using LIDAR. Clearly, more work and possibly technological advances are needed to 5 1 0 find methods to effectively estimate temporal continuity using LIDAR. Using LIDAR, researchers and managers have gained the ability to cover large areas (even 2005). In fact, LIDAR has the potential to play a crucial role in this applied field by enabling 5 1 6 detailed mapping and assessments for decision makers and field biologists, while at the same 5 1 7 time covering the desired extent. The best candidates for LIDAR measures with potential for 5 1 8
supporting conservation planning and management are those being notoriously difficult to 5 1 9 quantify in the field, having high importance across species groups and a plausible ecological consuming to quantify in the field, but had high importance for most species groups in this study 5 2 2 and seemed to capture several of the factors of importance for local biodiversity patterns (see 5 2 3 discussion above). Another such measure is the terrain aspect-based heat load index, which 5 2 4 proved to represent soil moisture well and be important for most species groups in our study. al. 2013a), this indicator has the advantage that it is computationally efficient since it can be 5 2 7 calculated without the need to delineate watersheds. Hence, these LIDAR measures are two out 5 2 8 of potentially several that may be successfully implemented in planning and management, and In summary, our results show that LIDAR alone can provide reasonable predictive power 5 3 2 for biodiversity, giving insights into local biodiversity patterns and their potential drivers. By 5 3 3 refining these methods, for example by (1) including full-waveform LIDAR (Anderson et al. We sincerely thank Villum Fonden for funding the Biowide project. We gratefully acknowledge 5 4 3 the contributions from those who collected field data for Biowide: macrofungi (Thomas Laessøe), Changing World" funded by Villum Fonden. involved in at least one strong (rho > 0.7) relationship. Predictors marked with a "*" were ranked 7 3 8 among the three most important for at least one of the species groups (see Table 1 ). The 
