Abstract-Measures of complex network analysis, such as vertex centrality, have the potential to unveil existing network patterns and behaviors. They contribute to the understanding of networks and their components by analyzing their structural properties, which makes them useful in several computer science domains and applications. Unfortunately, there is a large number of distinct centrality measures and little is known about their common characteristics in practice. By means of an empirical analysis, we aim at a clear understanding of the main centrality measures available, unveiling their similarities and differences in a large number of distinct social networks. Our experiments show that the vertex centrality measures known as information, eigenvector, subgraph, walk betweenness and betweenness can distinguish vertices in all kinds of networks with a granularity performance at 95%, while other metrics achieved a considerably lower result. In addition, we demonstrate that several pairs of metrics evaluate the vertices in a very similar way, i.e. their correlation coefficient values are above 0.7. This was unexpected, considering that each metric presents a quite distinct theoretical and algorithmic foundation. Our work thus contributes towards the development of a methodology for principled network analysis and evaluation.
I. INTRODUCTION *
Complex networks are ubiquitous in various technological, social and biological domains. Several computer science domains make use of complex and social networks, which can be conceptualized as lying at the intersection between artificial intelligence (AI), graph theory and statistical mechanics, displaying a truly multidisciplinary nature [5] [14] . Complex network analysis is fundamental to the understanding and modeling of human, social and economic relationships [14] . Both the description and categorization of natural and humanmade structures using complex networks lead to the important question of how to choose the most appropriate metrics and evaluations of structural properties.
While such a choice should reflect specific interests and applications, unfortunately there is no general model, formal procedure or methodology for identifying the best measurements for a given network. In addition, the large number of metrics and their respective variations are often * Version accepted for publication at GLOBECOM 2016: IEEE Global Communications Conference. DOI: 10.1109 10. /GLOCOM.2016 related despite the fact that each one of them consider distinct ideas for measuring graph properties. Ultimately, one has to rely on unwarranted intuition or limited knowledge about the problem to decide which metric is the most suitable for an application and to interpret it properly.
Centrality measures can be viewed as a mathematical heuristic applied to network analysis to identify important elements of the networks through their structural properties (i.e. topology features). Nonetheless, there is no widely accepted formal definition of centrality in the context of social complex networks. This fact contributed to the proposal of many divergent centrality measures with respect to different network concepts, such as importance, power, authority, control, independency and influence. Moreover, each centrality measure is capable of evaluating different aspects of a given network depending on the application context and analysis approach.
Furthermore, there is no formal procedure to guide the choice of centrality measures for a given application. However, some works have evaluated important characteristics with respect to the use of existing metrics (see e.g. [8] [9] [18] [35] ). Unfortunately, the relevance of their work in real-world applications is restricted to specific domains as they use a small number of experimental samples and centrality measures or restrict their analysis to specific kinds of applications.
Considering the limitations presented above and aiming at solving them, we shall analyze and study the relationship among metrics and detail their characteristics, relating them with networks' structural properties. Our results suggests that the application of centrality measures simultaneously can lead to limited or similar results due their high correlation and redundancy. Furthermore, we showed that the structural properties of the networks do not significantly affect the centralities granularity while they do have a considerable impact on their correlation.
The remainder of the paper is organized as follows. In Section II, we introduce the centrality measures and the complex network models while also explain briefly the eight metrics and six models used in our experiments and analysis. In Section III, we describe our experimental methodology while in Section IV we present our main results. Section V summarizes our conclusion, points out our most important contributions and presents guidelines for future research.
II. ON NETWORKS AND MEASURES
Centrality measures aim at quantifying how important an element of the network is by relying only on the structural pattern of the network. The centrality values are also used frequently as a ranking or identification system [1] and can be effectively used for finding and evaluating subgoals in multiagent systems [32] .
The vertex centrality measures have been used by many works in different areas, including: strategic network formation [6] , game theory [23] , social behavior [13] , transportation [20] , influence and marketing [22] , communication [37] , scientific citation and collaboration [27] , communities [29] , group problem-solving [31] .
Each centrality measure capture a distinct idea of vertex local/global importance in a given network or graph. Betweenness and walk betweenness refer to an idea of control (important vertices are the ones across many paths and have a potential control over these paths). Closeness, eccentricity and information capture the idea of independency (important vertices are the ones closer to all others, therefore most independent from the others). While, degree, eigenvector and subgraph quantify visibility (important vertices are the ones most noticeable and/or directly involved in the network's substructures). Table I presents the main characteristics of the eight selected metrics' and their references for detailed information about their underlying ideas and definitions. Notice that the metrics chosen are applicable only in undirected and unweighted graphs. However, there are variations that extend their use to more general kinds of networks that we do not discuss in this work. It is also important to highlight that the time and space complexity vary over each metric and can be a relevant issue when working with massive networks/graphs. Thus, there are important algorithms to reduce the computational costs that are not presented in this paper.
We recall that social networks are usually modeled by graphs where each vertex represents a node of the network and each edge may represent any kind of relationship between such nodes. The overall structure of a network has consequences not only over individual members, but also over the entire group. Furthermore, structural properties of a network may extend well beyond individual behaviors and social roles. Assessing the quality of relations between entities and understanding connection patterns has generated much interest and research in various disciplines [11] .
Studies of real complex networks have shown that they have several relevant properties such as "small-world" effect (low diameter), scale-free effect (heavy-tailed degree distribution) and community organization (high global clustering coefficients), among others. Such studies proposed distinct models capable of generating synthetic random networks mapping each one of these characteristics. Their objective is to understand how real networks are organized and to provide tools for network generation and investigation, valuable for many researches [10] .
The six complex network models used in our experiments are briefly summarized in Table  II . 
Communication control and frequency of arrival
Independency, efficiency and time-until-arrival
Visibility and communication activity
Related to closeness but considers only the largest geodesic path
The power of your friends is your power of influence
Related to closeness but considers all paths
Involvement and contribution
Walk Betweenness (Cw) [26] 
Related to betweenness but considers all paths 
Parameters in Experiments
Networks with Community Structure (Mcs) [30] pc = probability of each vertex to belongs to each community {0.1}. p = edge probability between two vertices belonging to a common community {0.5, 0.7}. c = number of communities {n/10, n/20, n/50}. n = number of vertices {100, 500}.
Simple Random Graphs (Mer) [15] p = probability of connecting each pair of vertices {0.1, 0.3, 0.5}. n = number of vertices {100, 500}.
Geographical Models (Mgr) [12] pij = probability that vertices i and j are connected { !! !" }.
. n = number of vertices organized in a determined space {100, 500}.
Scale-Free Networks (Msf) [5] k = initial number of fully connected vertices and the number of edges added with each new vertex {2, 3, 5}. n = final number of vertices {100, 500}.
Small-World Model (Msw) [36] p = probability of changing each connection (relinking) {0.1, 0.3, 0.5}. k = initial number of nearest neighbors which a vertex is connected {4, 8, 16}. n = number of vertices connected in a ring structure {100, 500}.
Kronecker Graphs (Mkg) [24] P = square matrix of order two with parameters estimated for different kinds of networks: social {Email-Inside, Epinions}, information/citation {Blog-Nat06All}, Web {Web-Notredame}, Internet {As-Newman, As-RouteViews} and biological {Bio-Proteins}. n = number of vertices {2 7 =128, 2 9 =512}.
III. EXPERIMENTAL METHODOLOGY
We have chosen six complex network models with a hundred samples for each possible combination of the selected parameters (presented in Table II ). The parameters were chosen following a preliminary experimental setup that verified the main properties of the networks generated by each model. These models provide a method capable of generating networks that are accurate approximations of real networks properties and behavior [28] .
The network models were used to provide several samples to achieve a good generalization of our hypotheses and results so that they were statistically relevant.
A sample network generated by each complex model is presented in Figure 1 . Every network shown in Figure 1 has 100 vertices, except for the M kg sample, which has 128 vertices. The algorithm Force Atlas 2 [21] from the Gephi tool (http://gephi.github.io/) was used to organize the visualization of the networks, and the vertices' sizes are proportional to their degree. We have not used larger networks due to the time complexity of some centrality measure algorithms (e.g., walk betweenness is cubic in the number of vertices rendering its computation unfeasible). Even simpler metrics, such as closeness, are quite demanding for big networks. It can take several weeks to compute just one simple metric in a single network with millions of vertices with a high performance computer (as seen in [11] ). Besides, our results and methods could be easily extended to arbitrary size networks considering that the set of network's structural properties remains nearly the same in larger networks' sizes.
We have also used non-isomorphic connected graphs (N ni ). Two graphs are non-isomorphic if there is no possible edge permutation that transform a given graph into the other. We selected all N ni of six (112 graphs) and seven vertices (853 graphs) retrieved from a public dataset available at http://cs.anu.edu.au/~bdm/~data/graphs.html. These graphs are useful to illustrate possible extreme configurations for centrality values. Some of these are very unlikely in random generative models. The sizes (six and seven vertices) were chosen because they allow variability and they can be subject to experimental analyses (e.g., there is a total of 11,716,571 non-isomorphic connected graphs of ten vertices). Our final experimental setup contained 7,165 synthetic networks.
IV. EXPERIMENTAL ANALYSIS
The analysis and discussion of our experimental results are divided into two groups. The first presents the correlation of centrality measures and the second describes the metrics' granularity (percentage of distinct values).
A. Centrality Measure Similarity
The analysis of our experiments starts with the centrality measures' correlation to check their similarity. The comparison between the measured centrality values via different centrality measures can unveil relevant information about a network structure. We can assess a distinct role for a given vertex in a network considering that each metric gives a different meaning of vertex importance. Therefore, the correlation among metrics gives an idea of the relation between such distinct roles.
We used the Kendall Tau-b rank correlation coefficient between every combination of metrics to estimate the metrics' relationship. This coefficient evaluates the degree of similarity between two sets of ranks given to the same set of objects. Kendall's correlation is especially useful for centrality measures because varying normalization and distribution do not affect it. In addition, centrality measure values are used frequently as ranking factors where the absolute value itself is irrelevant. The same analytical approach was used by other works in similar areas [4] [33].
The mean Kendall rank correlation coefficients between each pair of metrics are summarized in Table III . All values presented in the table match the real expected value with 0.01 confidence interval (above and below) with 99% chance. The correlation values above or equal 0.8 are highlighted in bold.
We see that just a few pairs of centralities have low correlation (excluding those with eccentricity), which means that despite all centrality differences, they all have a high common agreement when ranking vertices of a network by their centrality in all kinds of networks tested. This is a strong indicative that the simultaneous use of some pairs of metrics is quite redundant and will provide almost certainly fruitless or nearly equivalent results. Therefore, the simpler metrics are suitable for most applications, being easier to interpret and having lower computational complexity.
Eccentricity presented the lowest correlation values by far, mainly because it evaluates many vertices as being equally central. The Kendall tau-b rank correlation accounts positively for tied values only if both sequences present the same elements with equivalent ranks, penalizing them otherwise.
Eigenvector and subgraph centralities acquired a perfect correlation coefficient (1.00) in most networks but, at the same time, they presented low correlation in some rare cases (below 0.5). This emphasizes that both of them are so similar that choosing one metric over the other does not have any impact in the results. It also means that the idea of centrality behind each metric (Table I) are equivalent in a practical sense.
We also notice that the correlation values among metrics vary according to the generative model. In the networks generated by M sw and by M sf , the overall correlation values for all metrics where much lower (23% and 20% below the mean respectively) while in the networks generated by the M kg and by M er , they were considerably higher (19% above the mean). The networks generated by the other two models presented correlation values close to the mean. This fact is consistent with the degree variability of each model i.e., the larger is the range of the degree distribution generated by the model the lower is the correlation among centrality measures. The only metric that behaved differently was eccentricity. This happened due to a large number of tied centrality values in the M er networks. The lower the diameter of a network, the lower is the variety of distances among vertices and therefore the granularity of eccentricity. This fact penalizes its correlation values with all other centrality measures, granting it a 66% lower correlation than the average value over all networks.
The correlation among centrality measures varies, as expected, in different setups of parameters (including networks size) for a complex network model, but their variance were statically irrelevant. That is mainly because the chosen parameters preserved the fundamental characteristics of each complex model. 
B. Centrality Measure Granularity
The second property of the measures that we analyzed was their granularity. We calculated the percentage of distinct centrality values for each metric in each network. For example, if we say that there are 50% distinct values in a network of 500 vertices, it means that there are 250 distinct (unique) centrality values for a given metric in that network. We considered six decimal places as the accuracy for the real value centralities as enough to distinguish the centrality values properly, considering the size of the networks used in our experiments.
The granularity property may be valuable in applications where centrality measures are used to differentiate/rank the vertices of the network [38] or as a heuristic for vertex selection and placement [25] . Tied values in these applications may suggest many unequal solutions for a given task in which only a best solution is required or desired. In addition, ties between centrality values of distinct vertices can be viewed as lack of information or incapability of the metric to differentiate the vertices properly, considering the fact that they are definitely unique in many domains. Moreover, correlation analysis between centrality measures and other domainspecific metrics are common. Such methods are impacted by equivalent values, reducing their accuracy and distorting the analysis.
Table IV presents the mean percentage of distinct values with 99% confidence intervals for each metric, grouped by the networks generated by the complex network models and by the non-isomorphic networks. Our results show that the granularity of all centrality measures presented nearly no difference in the expected values (considering the confidence intervals) in all networks generated by the complex network models. This is why we put them altogether in Table IV . Eccentricity underperforms all other metrics with a high number of tied vertices due to its simple formulation (check Table I ). It is followed by degree and then by closeness centralities in all synthetic networks. These three measures are by far worse than the others are in distinguishing vertices by their structural properties.
Nonetheless, walk betweenness, information and eigenvector are the metrics with the best granularity. They are followed narrowly by betweenness and then by subgraph centralities, forming a group with five high granularity metrics. This fact that is supported by their more complex formulations compared to the other three metrics.
Our results provide additional evidence that the degree measure is less fine-grained than closeness and both are inferior to betweenness in this aspect, as Freeman [17] originally thought but did not presented empirical results as we did. The intuition behind this fact is mainly because the simpler way that these three metrics are evaluated (please see Table I ). Another interesting aspect of centralities analyzed in our experiments was the number of times each metric achieved the best-known granularity solution among the metrics tested. This information shows the number of times that one metric is better than all others are in distinguishing the vertices of a given network. These results are summarized in Table V . The cells highlighted in bold present the highest values. Notice that the columns total is higher than 100% because in many networks more than one metric achieves the best/top granularity performance. Table V reinforces even more the disparity in metrics granularity. The top overall metric walk betweenness is better in this aspect than all others are in most networks, excluding geographic and Kronecker networks, where information centrality performs well, and in nonisomorphic networks, where eigenvector is the best-qualified one. It also became evident the poor granularity of eccentricity, degree and closeness centralities compared to the others. The only networks where their granularity is at least equivalent to the other metrics were special cases of nonisomorphic networks, such as, the complete graph, when all centrality measures evaluate all vertices as being equally important.
V. CONCLUSIONS AND FURTHER WORK
The increasing availability of data on large technological, biological and social networks and the variability of applications have contributed to the development of many centrality measures. Nonetheless, little is known and there is a paucity of results about their properties and proper application. Most works in the area have focused on showing that each metric is distinct from the others and have not investigated their relationships. Thus, our work contributes towards filling this relevant gap. We do so by studying properties of eight centrality measures through a series of experiments with a large number of networks, generated with six complex network models and a set of non-isomorphic networks.
We revealed that five metrics (betweenness, eigenvector, information, subgraph and walk betweenness) outmatch the others (closeness, degree and eccentricity) in granularity.In addition, all metrics presented a high redundancy in their evaluation of vertex centrality. The pairs of metrics closer to each other in decreasing mean correlation value order (considering all networks) were: eigenvector and subgraph (0.94), degree and information (0.91), betweenness and walk betweenness (0.87), closeness and information (0.83). It is noticeable that eccentricity lags behind, with correlation values below 0.45 in the great majority of networks. This suggests that the application of centrality measures simultaneously can lead to limited or similar results.
Furthermore, we showed that the structural properties of the networks do not significantly affect the centralities granularity while they do have a considerable impact on their correlation. The analysis of the networks structural properties is relevant to a number of applications, including, e.g. multiagent scenarios [2] [3] . Measures of complex network analysis, such as vertex centrality, have the potential to provide useful knowledge about patterns and behaviors in social networks. Another important contribution of this paper is to provide knowledge about centrality measures that helps in their selection and proper use in a given application domain. Further research includes investigation of network properties and their relationship with centrality measures' correlation, the application and comparison between metrics in directed and weighted networks, and the analysis of parametric measures properties and behavior.
