The general theory on exact boundary controllability for general first order quasilinear hyperbolic systems requires that the characteristic speeds of system do not vanish. This paper deals with exact boundary controllability, when this is not the case. Some important models are also shown as applications of the main result. The strategy uses the return method, which allows in certain situations to recover non zero characteristic speeds.
holds for some special hyperbolic models with vanishing characteristic speed as Saint-Venant equations (or shallow water equations), see Gugat [12] . For what concerns the system of isentropic gas dynamics (which contains the Saint-Venant model), a more general boundary controllability result for (non constant) BV solutions was obtained by the second author in [11] .
In this paper, we will discuss exact boundary controllability for a general hyperbolic system which admits a vanishing characteristic speed.
Consider the following first order quasilinear hyperbolic system
where u = (u 1 , · · · , u n ) tr (t, x) is the state of the system in some nonempty open set Ω ⊂ R n and the n × n matrix A belongs to C 2 (Ω; R n×n ).
Let u * ∈ Ω be fixed. Assume that A(u * ) has n real distinct eigenvalues:
for some m ∈ {1, · · · , n}, which are the characteristic speeds at which the system propagates.
Thus in a neighborhood of the equilibrium u = u * , the system is strictly hyperbolic and A(u)
has a complete set of left (resp. right) eigenvectors l 1 (u), · · · , l n (u) (resp. r 1 (u), · · · , r n (u)):
Without loss of generality, let us assume that l i (u)r j (u) = δ ij , i, j = 1, · · · , n, (1.4) where δ ij is Kronecker's symbol. Reducing Ω if necessary, we assume that ∀j ∈ {1, . . . , m − 1}, λ j (u) < 0 and ∀j ∈ {m + 1, . . . , n}, λ j (u) > 0, ∀u ∈ Ω. (1.5) Now the question is: is it possible to realize the local exact controllability near the equilibrium u = u * only by using boundary controls?
In order to overcome the difficulty of a characteristic speed vanishing at u * , we assume the following hypothesis:
(H): for all ε > 0, there exists α = (α 1 , · · · , α m−1 , α m+1 , · · · , α n ) ∈ L ∞ (0, 1; R n−1 ) with α L ∞ (0,1;R n−1 ) ≤ ε, (1.6) such that the solution z ∈ C 0 ([0, 1]; R n ) of the ordinary differential equation
satisfies λ m (z(1)) = 0.
(1.8)
The main result of this paper is the following theorem: Theorem 1.1. Let (1.2) and (H) be true. Then, for any δ > 0, there exist T > 0 and ν > 0
The hypothesis (H) seems quite difficult to check. However, we have some sufficient conditions of (H) relying on Lie brackets.
Proposition 1.1. The following properties are sufficient conditions for (H) to hold:
: A ∈ C ∞ (Ω; R n×n ) and there exists h ∈ Lie{r 1 , · · · , r m−1 , r m+1 , · · · , r n }, such that
: A ∈ C ∞ (Ω; R n×n ) and {h(u * ), h ∈ Lie{r 1 , · · · , r m−1 , r m+1 , · · · , r n }} = R n and u * is in the closure of {u ∈ Ω : λ m (u) = 0}.
Here Lie{r 1 , · · · , r m−1 , r m+1 , · · · , r n } denotes the Lie algebra generated by the smooth vector fields r 1 ,. . . ,r m−1 ,r m+1 ,. . . ,r n . we deduce that the exists a direction b ∈ R n obtained by p successive Lie brackets and such that ∇λ m (u * ) · h = 0. We use [15, Lemma 1, p. 456] to deduce that there are controls α which are arbitrarily small in L ∞ norm such that the corresponding solution of (1.7) satisfies z(4 p t 1/(1+p) ) = u * + tb + o(t) as t → 0. The conclusion follows.
Remark 1.1. Theorem 1.1 can be regarded as a local boundary controllability result because one can drive any initial data ϕ to any desired data ψ near u = u * without using any internal controls. However, since the characteristic speed λ m may change its sign during the control period, it is difficult to describe the exact distribution of boundary controls. To overcome this difficulty, we consider the system without boundary conditions (which is consequently underdetermined), and aim at finding the solution u itself. In the conservative case (where A(u)
is a Jacobian matrix Df (u)), the solution that we determine can enter the general theory of
initial-boundary problems for systems of conservation laws, see in particular Amadori [ The main idea to prove Theorem 1.1 is to use a constructive approach and the return method [7] . In our framework the method consists in constructing a trajectory 14) and that the linearized equation around u is controllable. Note indeed that the linearized equation around u * is not controllable. Based on this, we can construct a solution u ∈
R n ) to the system (1.1) which connects the initial and final data (which have to be sufficiently close to u * ).
As a matter of fact, we will quite not use the linearized equation. Instead, we use an argument of perturbation of the trajectory u and then reduce the original control problem to a boundary control problem without vanishing characteristic speeds, which has been solved by Li and Rao [20] . In the framework of systems of conservation laws, the return method has also been used in [6, 8, 11, 17] , see also [3] . For other applications of the return method, see [9] and the references therein.
Without loss of generality, we may assume the equilibrium u * to be 0, replacing u by u − u * as the unknown in the system (1.1) if necessary. For the convenience of statement, we denote by C various positive constants in the whole paper which may change from one line to another.
The organization of this paper is as follows: in Section 2 we construct the special trajectory 2 Construction of the trajectory u
∈ Ω be the orbit of the eigenvector field r j starting at u 0 (or rarefaction curves):
where ε 0 > 0 is a small constant. Let Φ j (s, ·) be the corresponding flow map when s varies,
i.e.,
Our first proposition concerns simple waves which one can use to modify the state in
There exist C > 0 and
Proof: Without loss of generality, we may assume that j ∈ {1, · · · , m − 1} (the case where
In view of (1.2) and (2.3), there exist ε 1 > 0 and η > 0 small enough such that
Let ε ∈ (0, ε 1 ] and u − , u + ∈ Ω be such that (2.4) holds. By Definition 2.1, it is easy to see that
Then we let
which gives that β ∈ C ∞ 0 ((0, η); R) and
From the above, the ordinary differential equation
In the following, we will denote by C k (R) the space of functions of class C k whose derivatives up to order k are bounded on R (and the norm
Then by (2.10), (2.12), (2.14) and (2.16), we obtain that
Now we focus on the Cauchy problem of (2.5) on R with the initial condition
It is classical that there exists a unique C 2 solution to the Cauchy problem (2.5) and (2.19) in small time; see for instance [16, p. 55] . Let us prove that: for the fixed time T > 0, if ε is sufficiently small, the Cauchy problem (2.5), (2.19) admits a unique solution u ∈
To show that, it suffices to obtain a uniform a priori estimate of the solution in C 1 (see 
For any i ∈ {1, · · · , n} and any point (t, x) ∈ [0, T 0 ] × R, we can define the i − th
we know that v i , w i (i = 1, · · · , n) satisfy the following (see [16, p. 47ff] and [18] ):
where
denotes the derivative along the i-th characteristic, and where
By (2.26)-(2.27), (2.24) can be written as 
29)
As in the proof of [16, Theorem 4.2.5, p. 55], we first assume that
By (2.28) when i = j and (2.30) , we deduce that
which then reduces (2.28) when i = j to 
Combining (2.33) and (2.35)-(2.36), there exists ε 0 ∈ (0, ε 1 ] small enough such that for any ε ∈ (0, ε 0 ] the assumption (2.32) is indeed satisfied, and the uniform a priori estimate 
we derive from the fact 
42)
we consider z ∈ C 0 ([0, 1]; R n ) the solution to the ordinary differential equation
43)
Then, for any η > 0, there exist p ∈ N, i 1 , · · · , i p ∈ {1, · · · , n} \ {m} and 
46)
there exist p ∈ N and times 0 = τ 0 < τ 1 < · · · < τ 2p+1 = T with
Proof: By Proposition 2.2 and the hypothesis (H), we can deduce that there exist C > 0 and ε 1 > 0 such that for any ε ∈ (0, ε 1 ], one can find p ∈ N and i 1 , · · · , i p ∈ {1, · · · , n} \ {m}, t 1 , · · · , t p ∈ R such that (2.44) applies and
And thus
We let
Now for every l ∈ {1, · · · , p}, let
and in addition
T k for l = 1, . . . , p, 0) ), for l = 1, . . . , p, we deduce that provided that ε 0 is small enough, for any ε ∈ (0, ε 0 ], there
Then, we let
Finally, letting
(2.61)
we can see that u ∈ L ∞ ((0, T ) × R; R n ) satisfies the required properties.
3 Proof of Theorem 1.1
In order to conclude the proof, we will use a perturbation argument together with a result by Li and Rao [20] . First, we have the following perturbation result.
there exist ν 0 > 0 and C > 0 such that for any ν ∈ (0, ν 0 ) and any ψ ∈ C 1 (R; Ω) satisfying
is defined on [0, T ] × R and satisfies
Proof: Given ψ ∈ C 1 (R; Ω), there exists a local in time solution
We show in the same time that u does not blow up before T and that (3.6) holds.
For that, let us make the difference of (3.1) and (3.4), we get
By Gronwall's inequality we deduce that
Differentiating (3.7) with respect to x and observing that u is of class C 2 , we can use the same Gronwall argument to infer (3.6) and that the maximal solution is defined on [0, T ].
Remark 3.1. We could use only a C 1 regularity assumption onũ provided that thisũ has the particular structure given by Proposition 2.1. While the estimate (3.9) should be replaced by a weaken one (but sufficient for the proof of Theorem 1.1):
Remark 3.2. As previously, the conclusion of Lemma 3.1 on [0, T ] can be achieved on [t 0 , t 0 + T ] for any t 0 ∈ R by translation in time.
Proof of Theorem 1.1: Again, we may assume the equilibrium u * to be 0, otherwise we can replace u by u − u * as the unknown in the system (1.1).
By Proposition 2.3, we can deduce that: there exist C > 0, ε 0 > 0 and T > 0, such that
For every l ∈ {1, · · · , p}, let τ l be given by (2.55). Let
The proof relies on a induction argument on l. By Proposition 3.1, we see that there exist C > 0, ε l > 0 and ν l > 0, for any ε ∈ (0, ε l ] and any ν ∈ (0, ν l ], if
14)
Therefore, there exist C > 0, ε f > 0 and ν f > 0, such that for any ε ∈ (0, ε f ] and for any
In the same way and in view of Remark 3.2, there exist C > 0, ε b > 0 and ν b > 0, such that for any ε ∈ (0, ε b ] and for any ν ∈ (0, ν b ], if
Now we can apply the result of Li and Rao [20] near the equilibrium of u(τ p , ·) = u(τ p+1 , ·) = u * ∈ Ω: due to (2.47) there exists ν m > 0, such that for any ν ∈ (0,
Combining all of the above, there exists C > 0 such that for any δ > 0, there exist ε > 0 and ν > 0 small enough, such that for any ϕ,
(3.32)
Now this function u clearly satisfies
This finishes the proof of Theorem 1.1.
Some models
Model 1: Saint-Venant equations (shallow water equations) [8, 12, 13, 14] :
where g > 0 is the gravity constant. Let U = (H, V ) tr , (4.4) is reduced to
By the study of Model 2 (see below), Theorem 1.1 can be applied to (4.1) near the equilibrium U * := (H * , V * ) where V * = √ gH * with H * > 0 or near the equilibrium U ⋆ := (H ⋆ , V ⋆ ) where
Model 2: 1-D isentropic gas dynamics equations in Eulerian coordinates [11] :
We can see (4.1) is a special case of (4.4) when p = gρ 2 /2.
Moreover, let U = (ρ, u) tr , (4.4) is reduced to
The characteristic speeds and the corresponding eigenvectors are
Let U * := (ρ * , u * ) where u * = p ′ (ρ * ) with ρ * > 0, that is, the fluid reaches the sound speed. Then it is easy to check that
and the hypothesis (H1) is satisfied as:
Similarly, if we let U ⋆ := (ρ ⋆ , u ⋆ ) where u ⋆ = p ′ (ρ ⋆ ) with ρ ⋆ > 0 (which is the symmetric case of the latter), one can see that
Therefore, Theorem 1.1 can be applied to (4.4) near the equilibrium U * or U ⋆ .
Model 3: 1-D full gas dynamics equations in Eulerian coordinates [22] :
(4.14)
Assume the gas is polytropic, so that Let U = (ρ, u, S) tr , then (4.14) can be rewritten as
with
The characteristic speeds and the corresponding eigenvectors are 20) with c = √ p ρ .
Let U * := (ρ * , 0, S * ) where ρ * > 0, S * ∈ R, then it is easy to check that
Therefore, we can apply Theorem 1.1 to obtain boundary controllability for (4.14) near the equilibrium U * .
Model 4: AR and MAR traffic flow system [4, 5] :
and
We deduce system (AR) form system (MAR) by letting ρ 0 = +∞.
Let U = (ρ, u) tr , (4.23) is reduced to Let U * := (ρ * , u * ) where u * = ρ * p ′ (ρ * ) with 0 < ρ * < ρ 0 , then we have
and the hypothesis (H1) is satisfied as: 
A Proof of Proposition 2.2
Proposition 2.2 belongs to the folklore of finite-dimensional control theory (see in particular Fillipov [10] ). Since we have not found the exact required formulation in the literature, we give the proof in details for the sake of completeness.
We begin with a few notations. By the Arzelà-Ascoli Theorem, there exists a subsequence {z k l } ∞ l=1 ⊂ {z k } ∞ k=1 and z ∞ ∈ C 0 ([0, 1]; R n ) such that z k l converges to z ∞ in C 0 ([0, 1]; R n ) as l tends to ∞. Now it is straightforward to pass to the limit in (A.8) (even, the limit is unique). The conclusion follows.
