Defect Induced Magnetism in Titanium Dioxide by Stiller, Markus
UNIVERSITY OF LEIPZIG
DOCTORAL THESIS





Prof. Dr. Pablo D. ESQUINAZI
Date of birth: 20.05.1985
A thesis submitted in fulfillment of the requirements
for the degree of Doctor rer. nat. in Physics
in the
Faculty of Physics and Earth Sciences
Felix-Bloch-Institute for Solid-state Physics
Department of Magnetism and Superconductivity
September 23, 2020
Award day: April 19, 2021
Surveyor: Prof. Dr. Pablo D. Esquinazi




I, Markus STILLER, declare that this thesis titled, “Defect Induced Magnetism in Ti-
tanium Dioxide” and the work presented in it are my own. I accept the doctoral
degree regulations of 24th of August 2016 and I confirm that:
• This work was done wholly or mainly while in candidature for a research de-
gree at this University.
• Where any part of this thesis has previously been submitted for a degree or
any other qualification at this University or any other institution, this has been
clearly stated.
• Where I have consulted the published work of others, this is always clearly
attributed.
• Where I have quoted from the work of others, the source is always given. With
the exception of such quotations, this thesis is entirely my own work.
• I have acknowledged all main sources of help.
• Where the thesis is based on work done by myself jointly with others, I have







2013 Markus Stiller, José Barzola-Quiquia, Israel Lorite, Pablo D. Esquinazi,
Robin Kirchgeorg, Sergiu P. Albu, Patrik Schmuki, Transport properties
of single TiO2 nanotubes, Applied Physics Letters 103, 173108
2015 José Barzola-Quiquia, Tobias Lehmann, Markus Stiller, Daniel Spe-
mann, Pablo D. Esquinazi, Peter Häussler, Topological insulator thin films
starting from the amorphous phase-Bi2Se3 as example, J. of Applied Physics
117, 075301
José Barzola-Quiquia, Markus Stiller, Martin Stiehler, Pablo D. Es-
quinazi, Peter Häussler, Structural, magnetic and electronic transport prop-
erties of amorphous and quasicrystalline Al70Pd20Fe10 thin films, Mat. Res.
Express 2, 096403
Markus Stiller, José Barzola-Quiquia, Mahsa Zoraghi, Pablo D. Es-
quinazi, Electrical properties of ZnO single nanowires, Nanotechnology
26, 395703
2016 José Barzola-Quiquia, Christian Lauinger, Mahsa Zoraghi, Markus
Stiller, Suman Sharma, Peter Häussler, Superconductivity in the amor-
phous phase of topological insulator BixSb100−x alloys, Superc. Sc. and
Technology 30, 015013
Markus Stiller, José Barzola-Quiquia, Pablo D. Esquinazi, Daniel Spe-
mann, Jan Meijer, Michael Lorenz, Marius Grundmann, Strong out-of-
plane magnetic anisotropy in ion irradiated anatase TiO2 thin films, AIP Ad-
vances 6, 125009
2017 Mahsa Zoraghi, José Barzola-Quiquia, Markus Stiller, Annette Setzer,
Pablo D. Esquinazi, G.H. Kloess, T. Muenster, Tobias Lühmann, Irina
Estrela-Lopis Influence of rhombohedral stacking order in the electrical resis-
tance of bulk and mesoscopic graphite, Phys. Rev. B 95, 045308
José Barzola-Quiquia, Tobias Lühmann, Ralf Wunderlich, Markus
Stiller, Mahsa Zoraghi, Jan Meijer, Pablo Esquinazi, Julia Böttner, Irina
Estrela-Lopis Fabrication and electrical transport properties of embedded
graphite microwires in a diamond matrix, J. of Appl. Phys. D: Appl. Phys.
50, 145301
Markus Stiller, José Barzola-Quiquia, Pablo Esquinazi, Seulgi So, Im-
gon Hwang, Patrik Schmuki, Julia Böttner, Irina Estrela-Lopis Electri-
cal Transport Properties of Polycrystalline and Amorphous TiO2 Single Nan-
otubes, Nano-Structures and Nano-Objects 10, 51–56
vi
2017 Pablo D. Esquinazi, Christian E. Precker, Markus Stiller, Tiago R.S.
Cordeiro, José Barzola-Quiquia, Annette Setzer, Winfried Böhlmann,
Evidence for room temperature superconductivity at graphite interfaces,
Quantum Stud.: Math. Found 5, 41–53
Markus Stiller, José Barzola-Quiquia, Pablo D. Esquinazi, Soraya San-
giao, José M. De Teresa, Jan Meijer, Bernd Abel, Functionalized Akiyama
tips for magnetic force microscopy measurements, Meas. Sci. Technol. 28,
125401
2018 Markus Stiller, Pablo D. Esquinazi, Christian E. Precker, José Barzola-
Quiquia, Local Magnetic Measurements of Trapped Flux Through a Perma-
nent Current Path in Graphite, J. of Low Temp. Physics 191, 105–121
José Barzola-Quiquia, Markus Stiller, Pablo D. Esquinazi, Justiniano
Quispe-Marcatoma, Peter Häussler, Magnetotransport properties of mi-
crostructured AlCu2Mn Heusler alloy thin films in the amorphous and crys-
talline phase, J. of Magn. and Mag. Mat. 456, 281–287
Mahsa Zoraghi, José Barzola-Quiquia, Markus Stiller, Pablo D. Es-
quinazi, Irina Estrela-Lopis, Influence of interfaces on the transport prop-
erties of graphite revealed by nanometer thickness reduction, Carbon 139,
1074–1084
2019 José Barzola-Quiquia, Pablo D. Esquinazi, Christian E. Precker, Markus
Stiller, Mahsa Zoraghi, Tobias Förster, Thomas Herrmannsdörfer,
William A. Coniglio, High-field magnetoresistance of graphite revised,
Phys. Rev. Mat. 3, 054603
José Barzola-Quiquia, Markus Stiller, Pablo D. Esquinazi, A. Molle, Ralf
Wunderlich, S. Pezzagna, Jan Meijer, W. Kossack, S. Buga, Unconven-
tional Magnetization below 25K in Nitrogen-doped Diamond provides hints
for the existence of Superconductivity and Superparamagnetism, Sci. Re-
ports 9, 8743
Christian E. Precker, José Barzola-Quiquia, Pablo D. Esquinazi, Markus
Stiller, Mun K. Chan, Marcelo Jaime, Zhipeng Zhang, Marius Grund-
mann Record-Breaking Magnetoresistance at the Edge of a Microflake of Nat-
ural Graphite, Adv. Eng. Mater., 1900991-7
2020 Markus Stiller, Alpha T. N’Diaye, Hendrik Ohldag, José Barzola-
Quiquia, Pablo D. Esquinazi, Thomas Amelal, Carsten Bundes-
mann, Daniel Spemann, Martin Trautmann, Angelika Chassé, Hichem
Ben Hamed, Waheed A. Adeagbo, Wolfram Hergert Titanium 3d-
ferromagnetism with perpendicular anisotropy in defective anatase, Phys.
Rev. B 101, 014412
Pablo D. Esquinazi, Wolfram Hergert, Markus Stiller, Lukas Botsch,
Hendrik Ohldag, Daniel Spemann, Martin Hoffmann, Waheed A.
Adeagbo, Angelika Chassé, Sanjeev K. Nayak, Hichem Ben Hamed,
Defect-Induced Magnetism in Nonmagnetic Oxides: Basic Principles, Exper-
imental Evidence, and Possible Devices with ZnO and TiO2, Phys. Status




Faculty of Physics and Earth Sciences
Department of Magnetism and Superconductivity
Doctor rer. nat. in Physics
Defect Induced Magnetism in Titanium Dioxide
by Markus STILLER
The thesis at hand is a collection of the publications written and co-authored by the
author on the subject of defect induced magnetism in oxides. The work takes special
interest in TiO2 and ZnO as well as different structures made of these oxides, such
as nanowires or thin films.
The first part addresses theoretical considerations, providing readers with a back-
ground on the oxides of interest and the growth of the micro/nano-structures and
thin films, and detailing the experimental methods employed. This is followed by a
chapter in which the publications used for this thesis are summarized and presented.
The electric transport properties of anodically grown, single TiO2 nanotubes and
ZnO nanowires were measured. Anodically grown amorphous and polycrystalline
single TiO2 nanotubes, and ZnO nanowires produced by carbothermal reduction
were isolated and contacted for electrical resistance measurements. The temperature
dependence of the resistance provides insight into the different structural properties
obtained through different growth conditions, such as defects (e.g. oxygen or tita-
nium vacancies), or surface scattering, as was found for TiO2 nanotubular arrays.
The current-voltage characteristics give insight into other factors which might play
a role, such as contact barriers. The data were described with the help of fluctuation
induced tunneling conduction model. Further, growth, contacting and irradiation
with ions was first carried out. Confocal Raman spectroscopy and electron backscat-
ter diffraction were used to obtain information about the crystallographic phase and
structure of the samples.
The other experimental part refers to thin TiO2 films. The temperature and field
dependence of the magnetization of epitaxial, undoped anatase thin films was in-
vestigated. Low-energy argon ion irradiation was used to modify the surface of the
films within a few nanometers (≈10 nm), in order to produce stable defects. The as-
prepared thin film shows a magnetic signal with ferromagnetic coupling after irradi-
ation with low-energy ions. Further, after irradiation, a low remanent magnetization
and a clear out-of-plane magnetic anisotropy was observed opposite to the expected
one. Taking into account the experimental parameters, titanium vacancies existing
as di-Frenkel pairs appear to be responsible for the enhanced ferromagnetism and
the strong anisotropy observed in the samples. Magnetic force microscopy reveals
that the low remanence is due to oppositely aligned magnetic domains with mag-
netization vectors normal to the main surface. The intrinsic origin of the magnetic
order has been investigated by X-ray magnetic circular dichroism at room temper-
ature, showing that a Ti band is spin-polarized. Magnetic impurities were ruled
out as a source of the observed ferromagnetism. Finally, there is a discussion of the
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1.1 Defect-Induced Magnetism in Oxides
In the past as well as in the present, magnetic properties of different materials are
important features for several kinds of applications. In particular, ferromagnetism
(FM) with an out-of-plane magnetic anisotropy is of special interest for the scientific
community and industry.
Despite a large number of magnetic oxides exhibiting magnetic ordering above
room temperature (RT), e.g. transition metal oxides with defects or impurities, their
fraction in applied and material science is relatively low when compared to stan-
dard magnetic compounds. However, magnetic oxides are not only interesting from
a physics point of view; they are also important for many different applications,
such as magnetic storage [1], hybrid complementary metal oxide semiconductors
or magnetic logic devices [2, 3], high-frequency components [4–7], magnetic field
sensors [8], biomedical applications [9] or giant magnetoresistance sensors [10, 11].
Magnetic order is still one of the most complex phenomena in solid-state physics.
Its origin lies in the exchange interaction, a quantum mechanical mechanism be-
tween electron spins from nearest neighbor atoms, which yields the probability of
parallel or antiparallel alignment of the neighboring spins. The strength of this cou-
pling is given by the exchange interaction constant J, which is essentially a Coulomb
interaction combined with the Pauli exclusion principle. This concept was first in-
troduced by Heisenberg [12], and triggered a large amount of research, facilitating
an important step in the comprehension of solid-state physics and the phenomena of
magnetism. One conclusion Heisenberg drew is that the principal quantum number
should be larger or equal to 3, and that there cannot be magnetic order in systems
with full d or f shells.
Therefore, it took some time until the first studies examining RT magnetism in
defected materials got published. Initial studies often involved carbon based ma-
terials [13–15], then gradually also shifting to oxides and thus inaugurating a new
research field which today is called defect-induced magnetism (DIM) [16–20]. The
research of DIM is linked to diluted magnetic semiconductors (DMS), such as ZnO
or GaAs, for which magnetic order is expected when doped with magnetic ions [21].
Co-doped TiO2 has drawn interest as dielectric material exhibiting colossal permit-
tivity [22] as well as magnetism [23]. Thus, the expectations on DMS were very
large, e.g. in the field of magneto-electric-optic devices, however, the Curie tempera-
ture often remains below RT (e.g. Mn-GaAs [24]) or contradicting studies generated
doubt regarding the origin of the magnetic moment [25, 26]. Recent work [27–31]
suggests that ordering at RT is also correlated with defects and not necessarily with
the magnetic nature of the dopants, similar as for DIM. Further, FM has also been ob-
served in many undoped oxides, such as HfO2 [32–35], CeO2 [36], TiO2 [35, 37, 38],
In2O3 [35, 36], ZnO [36, 39–41], Al2O3 [36], or SnO2 [33, 36, 42]; affirming that doping
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is not necessary and the magnetic moment is related to crystal defects. In general,
DIM in TiO2 has been studied in the past where large ion energies, fluences or de-
fect concentrations were involved [35, 43–47], achieving Curie temperatures of up to
TC ≈ 880 K [38, 46]. In general, magnetism could arise from cation and anion defects
and several mechanisms have been proposed for both cases in TiO2 [35, 38, 43–52]
to explain the origin of the magnetic moment. According to some band structure
calculations [46], exchange interaction between Ti3+ and Ti4+ can cause magnetic
coupling in anatase. However, X-ray photoelectron spectroscopy results on TiO2−δ
thin films grown on Si substrates and under different oxygen pressures do not find
these ions [52]. A first principle study obtained a magnetic moment of 3.5 µB per
Ti vacancy and 2 µB per titanium divacancy, oxygen vacancies were excluded as
a source of the magnetic moment [48]. In annealed polycrystalline rutile and ru-
tile/anatase TiO2−δ powders only Ti4+ vacancies were detected and any exchange
mechanism with Ti3+ or Ti2+ was excluded [51]. For as-grown Ti0.905O2 anatase thin
films, Ti vacancies were found to cause FM and p-type conductivity [50] and, look-
ing at 4 MeV Ar5+ irradiated polycrystalline rutile indicates that Ti vacancies are the
main source of room temperature magnetism [49].
In conventional magnetic materials, the magnetic moments at the atomic lattice
sites are related to the unfilled d or f electronic shells. The moments induced by
defects may have different origins due to the complex lattice structure. In addition
to the question on the origin of the magnetic moment, the issue of ordering still
remains, i.e. the correct density of defects necessary to have both, large magnetic
moments and their coupling with a desired ordering temperature well above RT.
Experimental methods such as positron annihilation, high-resolution X-ray absorp-
tion spectroscopy (XAS) or theoretical considerations, e.g. Monte Carlo simulations,
help to overcome this problem at least to a certain extent. Some have been utilized
in this work. The issue of defect concentration, which also includes the defect for-
mation probability upon impact of an ion with the lattice, makes it rather difficult
to compare different experimental work, and extent comparisons of that work with
theoretical predictions. Here, a systematic change in defect density by light-ion irra-
diation is used to gain insight into this subject.
1.1.1 Open Questions
In the case of DIM, several questions should be answered. For example, is a single
vacancy capable of having a magnetic moment, e.g. with ≥ 0.1 µB. For oxides, there
are experimental and theoretical works indicating the existence of a magnetic mo-
ment when there is a dangling bond of the oxygen atom, i.e. when the cation site is
empty [53]. For instance, in the case of ZnO, magnetic order can be attributed to O
2p orbitals emerging from zinc vacancies [54]. This is in contrast to TiO2 irradiated
by low energetic ions, where DIM originates at the Ti vacancy, as will be discussed
in the thesis. However, oxygen vacancies may play a role in the coupling between
magnetic moments localized at other ion lattice sites. The theoretical predication of
such moments is rather complicated as the neighboring atoms shift in the presence
of an interstitial or vacancy and thus there is new local symmetry with distortions,
which might be important due to the exponential dependence on the distance of
the exchange interaction. The influence of defects at the surface of an oxide is even
more complicated to predict, due to the problematic asymmetry and the question
of surface termination, e.g. an oxygen-terminated ZnO(001) surface is theoretically
expected to exhibit RT ferromagnetism.
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Another question is whether a nonmagnetic atom in an oxide lattice is able to
obtain a magnetic moment. One of the earliest works on this subject is about Cu-
oxygen vacancy lattice defects for Cu-doped TiO2 thin films [55], where a magnetic
moment of 1.5 µB was obtained and, with a large defect concentration, a TC up to
750 K. They also find that this moment arises only in the presence of an oxygen va-
cancy as nearest neighbor, indicating the importance of oxygen defects as already
mentioned earlier. However, these results regarding the source of the magnetic mo-
ment could not be experimentally confirmed [56].
The necessary defect concentration to trigger ferromagnetic order above T =
300 K should be of the order ≈ 3− 8 %, see Sec. 2.7. Lower densities decrease the
Curie temperature, while larger densities can destabilize the lattice structures and
even amorphous compounds can appear, which are usually not ferromagnetic and,
at most, paramagnetic.
1.2 Exchange Interactions and Magnetic Anisotropy
Further, one should think about the process of exchange interaction itself. Most
oxides with DIM are insulators, ruling out the influence of conduction electrons. It
becomes clear that the coupling takes place in the valence band, i.e. the valence band
is spin polarized. Note that mostly RT magnetism is considered, since magnetic
dipole interaction is too weak to maintain magnetic order at RT or above.
Considering that the origin of the magnetism in DIM is correlated to crystal de-
fects and lattice structure distortion, it may be accompanied by a magnetocrystalline
anisotropy. This anisotropy can have bulk and/or interfacial contributions originat-
ing from spin-orbit interactions [57], which induce a coupling between the magne-
tization and the crystallographic lattice [58–60]. Perpendicular magnetic anisotropy
(PMA) is a desired condition for applications. This is due to its importance for high-
density energy storage as in magnetic random access memory devices [61–67], spin-
transfer torque [68, 69], the enhanced magneto-optical Kerr rotation [70–72] or spin-
orbit torque [73]. One large field regards magnetic storage devices, which nowadays
demands miniaturization, i.e. magnetic bits of the order of 10 nm or less. Therefore,
materials demonstrating PMA with a large anisotropy are of special interest [32] in
order to extend the superparamagnetic limit and obtain higher bit densities [74].
Usually, large anisotropies can be found in materials with large spin-orbit cou-
pling, such as heavy elements (Pt, Au,. . . ) or rare earths with nonzero orbital mo-
mentum. In the case of a multilayer system, magnetic anisotropy has been detected
in the presence of broken symmetry at the interfaces [75, 76]. The crystallographic
mismatch between the layers leads to magnetostriction effects [77] or electron hy-
bridization across the interface [78]. Metal/oxide interfaces are especially prone to
this effects, due to hybridization of the metal 3dxz, 3dyz, or 3dz2 orbitals with the ox-
ide 2p orbitals [79, 80]. Further, interfacial effects are sensitive to their quality [81]
and interfacial anisotropy energies of the order of ≈ 1.5 mJ m−2, e.g. Co(Fe)(B) [62,
82], are typical. Such interfacial PMA is mainly known to occur in bi(tri)layers made
of an oxide and a magnetic layer (and a heavy metal film) [63, 76, 80, 83–88]. Con-
trary to Co/Pt-based multilayers, heterostructures made of ferromagnet/oxide in-
terfaces [84] show a much lower coercivity, despite the PMA. This is favorable for
domain wall propagation, e.g. record domain wall speeds were obtained [89, 90]
and are good prospects for race-track memories [91]. Voltage control of magnetism
in such systems [89, 92–94] may be used for low-power nonvolatile memories and
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logic devices, in contrast to current controlled devices which suffer from large power
dissipation.
DIM with out-of-plane anisotropy can be a powerful tool to modify the magnetic
properties of samples such as thin films or micro/nano-structures. In combination
with lithography processes, it is possible to pattern the surface with FM areas. Such
magnetic patterns with PMA were produced, for example, with low-energy He+
irradiation on CoPt [95], SiC [96] or FePd [97]; in this work, irradiation with Ar ions
was used to create such magnetic patterns at the anatase surface.
1.3 Devices
Today, miniaturization is important for applications, which makes nanostructures,
such as nanowires or nanotubes, an interesting and practical field for research. Dur-
ing the last decade, titanium dioxide nanotube arrays have attracted considerable at-
tention. Due to improved electron transfer properties, these one-dimensional struc-
tures play an important role in many fields, e.g. as electrodes in catalysis [98], pho-
tocatalysis [99], dye-synthesized solar cells [100], gas sensors [101], batteries [102],
photoelectrochemical water splitting [103, 104] or for CO2 reduction [105, 106]. Bio-
compatible Ti46Si12O42 nanostructured surfaces are used to enhance cell attachment
and proliferation [107].
The electronic, chemical, and ionic properties of TiO2 depend extensively on its
phases [108, 109] – anatase, brookite and rutile. Anatase and rutile are the most
common phases used, e.g. for solar cells or photocatalysis [110–114]. Anatase is of-
ten more interesting for applications due to the larger electron mobility compared
to rutile [110]. Nevertheless, the general mechanism for electron transport in nanos-
tructures is not completely understood; it can be strongly influenced by scattering
or a possible increase of the carrier density at the grain boundaries or defects, which
is, for example, the case in polycrystalline nanotube arrays [115] (single crystal band
gap: 3.0–3.2 eV [116, 117]). Also, intragrain and intergrain conduction play an im-
portant role in disordered nanowires and nanotubes [115, 118]. Therefore, a large
number of different resistivities have been reported, e.g. 104 Ωcm (2P, top/bottom
tube contacts) [119] or 102. . . 103 Ωcm [120] and 1 Ωcm [120] using a four-point ter-
minal measurement. For comparison, the resistivities of several polycrystalline bulk
anatase samples cover a wide range: 102. . . 107 Ωcm [110, 121, 122].
In addition, the sample surfaces containing intergranular boundaries may play
an extra role in the conductivity. Furthermore, the large active surface area of nanos-
tructures results in a variety of dielectric, conducting, magnetic, catalytic and other
physical and chemical properties. In addition, doping can be used to enhance the
photocatalytic activity of TiO2 nanotubes, e.g. through W [123, 124], Au/W [125],
Cu [126, 127] or Co [123]. The majority of the published work focuses on macro-
scopic samples, such as nanotubular arrays [128, 129]. In these systems, parasite
effects, e.g. contact contributions when using two-point measurements or scatter-
ing of light inside the tubes, may exert sizable influence on the measurements. For
example, non-metallic clusters (Au), Schottky barriers (Pt) or oxide layers (Al, Cr)
could be formed [108].
1.4 Magnetic Force Microscopy
Magnetic force microscopy (MFM) is an essential tool to probe the local stray fields of
materials and can access information from nanometer to micrometer length scales,
1.5. Sample Preparation 5
and is thus suitable for investigating micro- and nano-sized samples. For exam-
ple, MFM has been applied to measure and to manipulate vortices in supercon-
ductors [130–132] or ferromagnetic domain walls in thin films [133–135]. However,
most MFM systems are restricted to room-temperature measurements, thus lacking
the possibility to survey the temperature dependence on the magnetic or supercon-
ducting properties of such samples. Another drawback is that conventional AFM
devices work using a laser to detect the cantilever oscillation, which implies a nec-
essary working space of the order of tens of centimeters, whereas when using self-
oscillating Akiyama tips, the needed volume capacity is reduced by a considerable
degree, which makes it possible to place the setup inside a cryostat. Furthermore,
these tips can be used in darkness and thus allow for the combination of AFM/MFM
with scanning electron, optical or confocal microscopy. For example, Akiyama tips
are used for magnetic measurements with diamonds containing NV-centers which
are attached to the end of the tip [136]. In addition, low-temperature measurements
can be useful to rule out topographic or electrostatic contributions [137]. Often,
when cooling down, samples undergo a variety of phase transitions, such as mag-
netic quantum tunneling or magnetic anisotropies of small particles that exhibit su-
perparamagnetism at RT. Therefore, low-temperature MFM has been used to study
micrometric aggregates of a paramagnetic gadolinium acetate complex [138], mag-
netic switching of ferromagnetic Prussian blue analogue nanoparticles [139] or sin-
gle molecule magnets [137]. The cryo-cooled AFM device used for this work was
operated using Akiyama tips, for which no magnetic tips are commercially avail-
able. In order to fabricate magnetic tips, Co was deposited on the top with the help
of focused electron beam induced deposition (FEBID). Current loops were prepared
using electron beam lithography and, in combination with theoretical calculations,
the magnetic Akiyama tips were characterized.
1.5 Sample Preparation
In this work, TiO2 thin films were produced by pulsed laser deposition and ion beam
assisted deposition on SrTiO3 (STO) and LaAlO3 (LAO) substrates. Further, ZnO
nanowires produced by carbothermal reduction, and anodically grown TiO2 nan-
otubes were investigated. These nanotubes are usually amorphous after growing
but can be converted to anatase by annealing at temperatures higher than 600 K. [140,
141]. After annealing, the nanotubes are polycrystalline with an average grain size
of 10 nm to 50 nm [142, 143]. Impedance spectroscopy was applied to discern be-
tween the mechanisms of conduction given by the possible electron pathways in the
sample [144]. The samples were then irradiated with low-energy Ar+-ion where
the low ion energy and fluences allow to produce a robust magnetic layer close to
the surface. The temperature dependence of the resistance where measured for the
nanostructures and magnetic moment measurements were applied on the thin films.
Atomic force microscopy (AFM) gives insight to surface constitution and magnetic
force microscopy (MFM) shows the presence of magnetic domain structures with
opposite magnetization directions aligned normally to the film surface. To clarify
the nature of the FM, element-specific techniques, i.e. X-ray absorption spectroscopy
(XAS) and X-ray magnetic circular dichroism (XMCD) were employed. The spectra
were obtained by recording the total electron yield (TEY) and the luminescence yield
(LY).
In following, this work is divided into two parts. The next chapter addresses the-
ory and an experimental background on the employed methods. This is followed by
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a summary and presentation of the publications which were drafted while working




The important role of magnetism for humankind can be traced back several thou-
sand years BC, e.g. at the palace Knossos (2000 BC), the throne room of Minos is
paved with flagstones made mainly of magnetite, and in the tomb of Tutankha-
mon (1340 BC), a dagger and several objects manufactured of iron and iron ores
were discovered [145]. The modern word magnetite derives from magnetes and later
magnitis (Onomacritus). The first time magnetic poles are mentioned is in 1086 by
Shen Kuo, who constructed a floating compass and realized that the magnetic pole
was slightly misoriented with respect to the geographic pole. In 1795, Charles de
Coulomb demonstrated the 1/r2 interaction between magnets and shortly there-
after, Denis Poisson introduced the magnetic field (force acting on a unit magnetic
charge). Experiments conducted by Oersted in 1820 showed that a magnetic field
can be created by an electric current, and André-Marie Ampère demonstrated that
a current carrying circular coil generated a magnetic dipole. In 1864, James Clerk
Maxwell deduced the equations of electromagnetism, which are still the analytical
basis of magnetism today.
2.1 Orbital Magnetic Moment
From the Biot-Savart law, i.e. the magnetic induction due to a circuit with current









where µ0 is the permeability of vacuum and~r is the vector of a point in the circuit to
another point in space, at which the induction ~B can be calculated. Considering that
the flux of ~B is conserved, i.e. ∇~B = 0, the induction derives from a vector potential




















where ~m denotes the magnetic moment. Now one can consider an electron inside
an atom with velocity ~v, and therefore,~j(r′) = −e~vδ(r′ − r) with e being the electron
8 Chapter 2. Introduction to Magnetism




~r×~v = − e
2me
~L∗, (2.5)
where ~L∗ = ~r × me~v is the orbital angular momentum and me is the electron mass.
This result implies that the orbital magnetic moment of the electron is proportional
to its angular momentum, which can be written as~L∗ = h̄l, where h̄ = h/2π is the
reduced Planck’s constant and l is the orbital angular momentum quantum number
which can take the values 0 ≤ n− 1 for a given principal quantum number n (n=
1, 2, 3 . . . ). The magnetic quantum number m can take integer values such that −l ≤




l = −µBl, (2.6)
where µB = eh̄/2me is the Bohr magneton. For a state with good quantum numbers
l and m, one has < l2 >= l(l + 1) and < lz >=m, where z is the axis of the magnetic
field.
2.2 Spin Magnetic Moment
Spin magnetic moment is another contribution to magnetism produced by electrons.
The famous experiment conducted by Stern and Gerlach showed that an electron
has a magnetic moment due to an intrinsic angular momentum, which is known
as spin. The spin quantum number σ can be ±1/2 and the angular momentum is
~L∗s = h̄~s, where~s is a vector operator (also called spin). Then, for a state σ, one has
<~s2 >= s(s + 1) = 3/4 and < sz >= σ. The spin magnetic moment is proportional
to its angular momentum with
~ms = −2µB~s and < (ms)z >= ±1µB. (2.7)
The total magnetic moment is then given by the sum of the two contributions, mt =
m0 + ms.
2.3 Localized Electron Model
The crystalline environment effects the cation energy states. Before going into more
detail, the Hamiltonian of a free ions is considered [146–150]. The Hamiltonian for a
free ion of angular and spin momentum quantum numbers is
H = HCoulomb +HHund +HLS, (2.8)
where HLS is the spin-orbit Hamiltonian (see Section 2.4), HCoulomb contains the












where Z is the atomic number and ε0 is the vacuum permittivity. The Hamiltonian
HHund describes the mutual repulsion of electrons orbiting the same nucleus with







which is important for ions with unpaired electrons in an unfilled shell and is, in
combination with the crystal field, responsible for the distribution of electrons among
the orbital states in that unfilled shell.
The Schrödinger equation using Eq. 2.8 is impossible to solve directly. However,
this problem is avoided by rewritingHCoulomb:






















U(r) is a fictional potential where H1 is small compared to H0 such that it can be
treated as a perturbation. In a first approximation, only H0 is considered, i.e. inde-
pendent electrons around a nucleus, and the atomic state energy is then
E = En1,l1 + En2,l2 + · · ·+ EnN,lN. (2.14)
This is called a electronic configuration and is found by successively filling the in-
dividual states of lowest energy (configuration of lowest energy). For example, the
electronic configuration of argon is: 1s22s22p63s23p6. For a full shell, the orbital and
angular momenta add up to zero and is therefore not magnetic. For magnetism, the
unfilled shells are of interest. The H-term lifts the degeneracy of each configuration
and leads to energy levels called terms, of which each is characterized by the quan-
tum numbers L and S. Energy states of a term are written as |L, S, ML, MS〉, where
ML can take integer values from −L to +L and MS from −S to +S.
The values of L and S for the lowest energy term are usually governed by Hund’s
rules, where L = |∑ mi| and S = |∑ σi|:
• The maximum possible combined spin value S, i.e. the spins σi are such that
they maximize S. Taking carbon as example, with configuration [He]2s22p2,
S = 1/2 + 1/2 = 1.
• Within the maximum S manifold, the orbital angular momenta mi maximize
L. Thus for carbon: L = 1 + 0 = 1.
These rules originate from Pauli’s exclusion principle and take into account that the
electrons prefer to align their spins parallel to one another (less probability of pass-
ing from one orbit to another that is already occupied) and the demand to be in
different orbitals due to electrostatic repulsion. The application of Hund’s rules for
3dn shells will be discussed further in Section 2.8.2.
2.4 Spin-Orbit Coupling
Spin-orbit coupling (SOC) is the interaction between spin and orbital angular mo-
menta. The origin of this coupling is such that in the reference frame of the electron,
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the motion of the nucleus produces a magnetic field which interacts with the mag-
netic moment due to the electron spin. It is also known as Russel-Saunders coupling
and has the form −λijli~σj. This coupling reduces the interaction energy:
HLS = −λ~L~S, (2.15)
where the coupling functions are usually combined to a constant λ, which is nega-
tive for a shell less than half full and positive for the opposite, such that the orbital
and spin momenta align either antiparallel (negative λ) or parallel (positive λ). This
implies that the terms 2S+1L split into multiplets 2S+1LJ and Hund’s third rule ap-
plies: If the shell is less than half full, the term with the lowest energy has the lowest
J and J is largest otherwise.
2.5 Multiplets
As stated above, the degeneracy of each term is lifted by the SOC, where each new
level is called a multiplet. These new levels are described by an integer or half-integer
quantum number J, characterizing the total angular momentum h̄J and
~J = ~L + ~S. (2.16)
Within a multiplet, there exist 2J + 1 states: |L, S, J, MJ〉 such that MJ can take the
values from +J to −J in steps of one. In the ground state, J = L + S for a shell which
is more than half full. For a less than half full shell J = |L− S| and if the shell is
exactly half full, Hund’s rules yield L = 0 and J = S. The eigenstates are
~J2 |L, S, J, MJ〉 = J(J + 1) |L, S, J, MJ〉,
Jz |L, S, J, MJ〉 = MJ |L, S, J, MJ〉 ,
(2.17)






~J2 −~L2 − ~S2
)
(2.18)
and the energy is given by:
EJ = 〈HLS〉 = [J(J + 1)− L(L + 1)− S(S + 1)] . (2.19)
Using titanium as an example, due to electronic repulsion, the configuration [Ar]4s23d2
splits into 5 energy levels for L = 0, 1, 2, 3, 4 denoted as S,P,D,F and G. The ground
state 3F has the largest value of S and L, the corresponding energy level structure is
shown in Fig. 2.1.
Using Eq. 2.6 and Eq. 2.7, the total magnetic moment is given by ~m = ~m0 + ~ms
and within each multiplet, it is collinear with the total angular moment h̄~J = h̄(~L +
~S), such that
~m = −gjµB~J, (2.20)
where, gJ is the Landé g factor given as
gJ = 1 +
J(J + 1) + S(S + 1)− L(L + 1)
2J(J + 1)
. (2.21)











































FIGURE 2.1: Energy level structure of the configuration, terms and
multiplets for a titanium atom.
2.6 Classes of Magnetic Materials
An overview of the basic classes of magnetic materials will be given. These are
classified according to their response to an externally applied magnetic field. Ev-
ery substance can be either magnetic or non-magnetic, whereat the latter kind still
shows diamagnetism, which will be discussed first in the next section, followed by
an introduction to paramagnetism, antiferromagnetism, ferro- and ferrimagnetism.
2.6.1 Diamagnetism
Materials consisting of non-magnetic atoms are called diamagnetic; their magnetiza-
tion ~M upon applying an external magnetic field ~B, is very weak compared to other
magnetic classes, and opposite to the external field direction. The susceptibility χ,
~B = µ0 (1 + χ)︸ ︷︷ ︸
µr
~H, (2.22)
where µr is the relative magnetic permittivity and ~H is the magnetic field strength,
is usually taken as temperature and field independent, negative and in the order of






FIGURE 2.2: The magnetization M vs. applied field (a) and magnetic
susceptibility χ vs. temperature (b) for a diamagnetic material.
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ature are shown in Fig. 2.2. The change of electronic orbital motion under the influ-
ence of an applied magnetic field is the origin of this kind of magnetism. According
to Lenz law, the induced currents are such that the induction opposes the change
in the applied field. Diamagnetism also exists in magnetic materials e.g. ferromag-
nets, but is so weak that it is clouded by the other contributions. Superconducting
substances with a much larger susceptibility of χ = −1 are an exception.
2.6.2 Paramagnetism
A substance with magnetic moments of some or all atoms or ions, which have no in-
teractions among each other, i.e. they can orient themselves freely in any direction,

















FIGURE 2.3: Magnetic moments without interaction in a lattice (a),
magnetization M vs. applied field at different temperatures T (b) and
magnetic susceptibility χ vs. temperature (c) for a paramagnetic ma-
terial.
and temperature dependence of the susceptibility are shown in Fig. 2.3. When an
external magnetic field is applied, the magnetic moments start to align with the field
direction and an induced magnetization in the same direction appears. Due to ther-
mal agitation, this magnetization becomes larger with decreasing temperature and,
with increasing temperature, M(H) becomes more linear, see Fig. 2.3(b). The suscep-
tibility χ is positive, increases with decreasing temperature and is infinite at T = 0 K,
see Fig. 2.3(c). In general, the susceptibility is in the order of 10−3 − 10−5 at room
temperature. Ideally, the reciprocal susceptibility 1/χ varies linearly with temper-
ature, which is known as the Curie law. Deviation from this is usually observed at
low temperatures due to other contributions such as Van Vleck paramagnetism or
Pauli paramagnetism.
2.6.3 Antiferromagnetism
Antiferromagnetism is a weak form of magnetism, with antiparallel aligned spins,
see Fig. 2.4(a). This ordering happens below a certain temperature called Néel tem-
perature TN, at which a minimum in thermal variation of the reciprocal susceptibility
occurs, see Fig. 2.4(c). Above TN, the magnetic moments are randomly oriented and
the material behaves like a paramagnetic material. In the easiest case, the antiferro-
magnetically ordered spin lattice consists of two sublattices, with equal and opposite
magnetization, such that when no field is applied, the overall magnetization is zero.
The susceptibility increases with decreasing temperature (above TN) due to thermal
agitation. Below TN, the susceptibility decreases due to the antiparallel arrangement
of the magnetic moments. When an external field is applied, the magnetization at
higher temperatures behaves similar to a paramagnet, see M(H) at T2 and T3 in


















FIGURE 2.4: Antiferromagnetically ordered spin lattice (a), magneti-
zation M vs. applied field at different temperatures T (b) and mag-
netic susceptibility χ vs. temperature (c).
Fig. 2.4(b). Below TN, the antiparallel arrangement causes the magnetization to col-
lapse and to rise again with increasing field.
2.6.4 Ferromagnetism
In contrast to antiferromagnetism, the exchange interaction in ferromagnetic materi-



















FIGURE 2.5: Ferromagnetically ordered spin lattice (a), magnetiza-
tion M vs. applied field at different temperatures T (b) and magnetic
susceptibility χ vs. temperature (c).
ever, similar to the previous case, thermal agitation at high temperatures leads to a
susceptibility similar to paramagnetic materials, see Fig. 2.5(c), which is called the
Curie-Weiss law. At temperatures higher than the Curie temperature TC, the suscep-
tibility becomes infinite. Below TC, the interaction between the magnetic moments
dominate and a spontaneous magnetization occurs, also in the absence of an exter-
nal applied magnetic field. The magnetization reaches its maximum at T = 0 K and
is reduced at higher temperatures, see Fig. 2.5(b).
Nevertheless, a ferromagnet can be demagnetized; in this case the substance is
composed of magnetic domains (Weiss domains) which are all spontaneously mag-
netized. Each domain however, has its magnetization oriented in a different direc-
tion, such that the overall magnetic moment is zero. When a magnetic field is ap-
plied, the material gets magnetized, resulting in a hysteresis curve shown in Fig. 2.6,
where the initial magnetization is shown as dashed line. That means that the mag-
netization is not reversible and exhibits a zero field magnetic remanence MR after
application of an external field ±H, which is destroyed when an characteristic field
∓Hc, the coercive field, is applied.




FIGURE 2.6: Magnetization of an initially demagnetized ferromag-
netic material. After application of a magnetic field, a hysteresis loop
can be observed.
2.6.5 Ferrimagnetism
Ferrimagnetism is similar to antiferromagnetism, but with different magnetizations
for each sublattice, such that they do not compensate each other completely, see


















FIGURE 2.7: Ferrimagnetically ordered spin lattice (a), magnetization
M vs. applied field at different temperatures T (b) and magnetic sus-
ceptibility χ vs. temperature (c).
curs with a temperature dependence similar to that of ferromagnetic materials, see
Figs. 2.7(b) and (c). Note however, ferrimagnets can show much more complicated
behaviour since the magnetization of sublattices can have different temperature de-
pendencies. This implies that at a certain temperature called the compensation temper-
ature Tcomp (< TC), the magnetizations cancel each other out. Also, at higher temper-
atures, the different sublattices cause the reciprocal susceptibility to shift away from
the linear behaviour. This effect gets stronger when the temperature approaches the
Curie temperature (Fig. 2.7(c)).
2.7 Exchange Interaction
As already explained in previous sections, the origin of magnetic moments can
be considered to be due to electric currents (non-vanishing currents in the ground
state), which interact via dipole-dipole interaction. For two magnetic moments in
the order of µB separated by a distance of 1 Å, the magnetostatic energy is in the
2.7. Exchange Interaction 15
order of 0.05 meV, i.e. a temperature of less than 1 K. Therefore, magnetic exchange
has to originate from an interaction other than the magnetic dipole interaction.
The coupling between the magnetic moments is due to the interplay of the Pauli
principle in combination with the Coulomb repulsion as well as the hopping of elec-
trons. The basic mechanisms are straightforward; many-body wave functions must
change their signs under the permutation of fermions, i.e. that electrons with same
spin cannot be at the same position and tend to avoid each other compared to a sit-
uation with electrons of opposite spin. Or differently speaking, the Coulomb energy
between two electrons depends on their spins, and aligned spins tend to be energeti-
cally favourable (see first Hund’s rule). When there is more than one atom involved,
electrons can hop from one site to their neighbours. This is again under the influence
of the Coulomb repulsion and the Pauli principle, as the hopping to a neighbouring
orbital is only possible if it is not already occupied by an electron of the same spin.
Double exchange is when Coulomb exchange and exchange through electron hop-
ping work together. In such instances, the hopping of the electron aids to mediate
the spin interaction between an atom and its neighbour.
For transition metal oxides, the outer p and s shells of the cation are responsible
for the chemical bond, however, the magnetic properties enter through the d shell
and only the unfilled d electron shell and its interaction with the 2p shell of the O−2
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FIGURE 2.8: Examples of σ and π bonds for transition metal ions in
an octahedral oxygen environment, examples are shown for the x− y
plane.
are shown in the x − y plane for transition metal ions in a 6-fold oxygen coordina-
tion. In principle, the strength of the bonds depends on two factors. First, the spatial
overlap of the d cation and the ligand p orbitals. The ligand orbital lobe can be ei-
ther oriented directly towards the cation lobe (π bond) or with an angle in between
them (σ bond). The second factor is the relative signs of the lobes. An indication for
a nonzero overlap integral is the symmetry about the axis joining the two nuclei–
if they have the same symmetry, the overlap integral is usually nonzero. There-
fore, the contribution of the eg[(dx2−y2) − (pyπ)] and the t2g[(dxy − pyπ)] coupling
are negligible due to the relative orthogonality of their lobe polarities, see Fig. 2.8.
The eg[(dx2−y2)− (pxσ)] bonds contribute with the largest overlap, followed by the
t2g[(dxy − pxσ)] coupling, however, with a much weaker strength. This is also the
case for the eg[dz2 ] couplings. Thus, usually only the eg − (pσ) is taken into account
when determining the bonding and antibonding states and the t2g bonds are consid-
ered to be inactive (in a transition metal complex with octahedral oxygen coordina-
tion).
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2.7.1 Coulomb Exchange
The Coulomb repulsion, see Eq. 2.10, is spin-independent yet, their eigenenergies
depend on the spin due to the antisymmetry of the many-electron wave function.
Similar as in Section 2.8.2, one can consider a two electron problem and using a
potential U(~ri), one obtains electron eigenstates ϕα(~r) with eigenvalues εα [146, 151].
Considering two orbitals with α = a, b, then the two electron Slater determinants are
given by












ϕa(~r1)ϕb(~r2)σ(s1)σ′(s2)− . . .




and are degenerate eigenstates of H0 with eigenvalue εa + εb. Assuming that both




[ϕa(~r1)ϕb(~r2)− ϕb(~r1)ϕa(~r2)] σ(s1)σ(s2), (2.24)





























(Uab − Jab − Jba + Uba) = Uab − Jab. (2.26)









The Coulomb exchange does not change the spins of the electrons, so one can rewrite
HU = ∑ 1/(~ri −~rj) in terms of matrix elements with basis of same and opposite




Uab − Jab 0 0 0
0 Uab −Jab 0
0 −Jab Uab 0
0 0 0 Uab − Jab

 . (2.28)
The triplet states Ψ↑↑ and Ψ↓↓ are eigenstates of HU with eigenenergy Uab − Jab.
When the 2× 2 submatrix is diagonalized, the third triplet state (Ψ↑↓ + Ψ↓↑)/
√
2 is
found, and also the singlet state (Ψ↑↓ − Ψ↓↑)/
√
2 with eigenenergy Uab + Jab [151].
In order to figure which state, singlet or triplet, is lower in energy, one needs to
know the signs of Uab and Jab. While the Coulomb integral is obviously positive, the
exchange integral needs a closer look. Rewriting Eq. 2.25 with φ(~r) = ϕa(~r)ϕb(~r)










Using the inverse Fourier transformation and taking the Fourier transform of the











where ε → 0 was used, since the Fourier transform of the Coulomb potential is
multiplied with a smooth function of ~k and integrated. Again, using the Fourier




























Therefore, the triplet state is lower in energy compared to the singlet state by 2Jab,
which is an example of Hund’s first rule, i.e. the lowest state has maximum com-
bined spin value, see Section 2.8.2. Since HHund only considers interactions with
electrons, it commutes with the total orbital momentum and the total spin, which
makes the quantum numbers L and S useful for classification. However, in the
presence of SOC, the atomic orbitals are split into eigenstates of the total angular
momentum, see Eq. 2.16, giving rise to Hund’s third rule, see also Section 2.4.
However, in the case of oxides or other insulating compounds, direct exchange is
usually negligible when looking at the magnetic properties, since the metal ions are
too far apart for the 1/rij term of the Coulomb repulsion to result in an antibonding
state with parallel spins according to Hund’s rules. For cation-anion interaction the
bonding is mediated through the anion orbitals and indirect or superexchange takes
place, which will be discussed in the next sections. First, a general explanation of
these interactions will be given, followed by a section containing a closer inspection
with regards to transition metal oxides.
2.7.2 Direct Exchange
When the exchange mechanism is mediated through electron hopping, the interac-
tions often result in antiferromagnetism, in contrast to Coulomb exchange. A simple
model to explain these exchange mechanisms is a two-site model, more complicated
systems can then be extrapolated [151–154].
Consider two orthogonal s-orbitals ϕ1 and ϕ2, an electron can then move be-











(ϕ1 ± ϕ2) , (2.33)
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with eigenenergies ε± = ∓t, such that for t > 0, ϕ+ is the ground state. One can then
write the basis states for one electron, ϕ1 = |↑, ·〉, ϕ2 = |·, ↑〉, and for two electrons,




0 0 −t −t
0 0 +t +t
−t +t U 0








where U is the Coulomb matrix element for the ionic states (Coulomb repulsion
if the electrons are in the same orbital). Diagonalizing the Hamiltonian yields the









(|↑, ↓〉 − |↓, ↑〉 − ε±/(2t) [|↑↓, ·〉+ |·, ↑↓〉])√
2 + ε2±/(2t2)
,
εcov = 0, Ψcov =
1√
2
(|↑, ↓〉+ |↓, ↑〉) ,
εion = U Ψion =
1√
2
(|↑↓, ·〉 − |·, ↑↓〉) .
(2.35)
This implies that the energy of the two electron system depends on the relative spin
orientation. From Eqs. 2.35 it is clear that there are two states with energies that
increase with U, Ψ+ and Ψion. Further, there are the two states with mainly covalent
character and those energies are close to zero, Ψcov and Ψ−. To check the energies
and character of this state, one has to take the limit U → ∞ and finds ε− → −4t2/U,
i.e. in the limit U → ∞, Ψ− is the most entangled state.
Another way to look at this type of interaction is by second quantization. In
order to do so, one introduces operators, e.g. the operator c1,↑ places an electron in
orbital ϕ1 with spin up. Then the one-electron states are
|↑, ·〉 = c1↑|0
〉
,




where c is the adjoint of c, and for the two-electron states:
|↑, ↓〉 = c2↓c1↑|0
〉
,
|↓, ↑〉 = c2↑c1↓|0
〉
,
|↑↓, ·〉 = c1↓c1↑|0
〉
,




where |0〉 denotes a system with no electrons. In a similar way the operator which
removes an electron is defined, such that the hopping of an electron from orbital ϕ1






2.7. Exchange Interaction 19
Since many-electron wave functions change their sign when two electrons are ex-
changed, we need the operators that anticommute:
{ciσ, cj,σ′} = 0,
{ciσ, cj,σ′} = 0,
{ciσ, cj,σ′} = δi,jδσ,σ′ .
(2.39)
Further, the annihilation operator acting on a state with no electron yields zero,
ciσ |0〉 = 0, and 〈0|0〉 = 1. Next, we need to introduce the occupation-number
operator niσ = ci,σciσ, which yields eigenvalue 1 for a σ-spin electron state in orbital
ϕi, otherwise zero. The Hamiltonian for the two orbital model with two electrons is
H = −t
(












where Un1↑n1↓ denotes the Coulomb repulsion operator, which is non zero when
there are two electrons in orbital ϕ1. One can then rewrite the Hamiltonian, see






















c1↓c1↓c2↑c2↑ − c1↑c1↓c2↓c2↑ − c1↓c1↑c2↑c2↓ + c1↑c1↑c2↓c2↓
)
. (2.42)





























σx |mz〉 = |−mz〉 ,
σy |mz〉 = imz |−mz〉 ,
σz |mz〉 = mz |mz〉 .
(2.45)
20 Chapter 2. Introduction to Magnetism

































where J = 4t2/U is the exchange coupling constant. This implies that, in the limit
of large U, there is a spin-spin interaction and, since J is positive, antiparallel spin
alignment is lower in energy and direct exchange leads to antiferromagnetism.
2.7.3 Superexchange
In the previous section, direct exchange was discussed, for which hopping of elec-
trons between orbitals is a crucial factor. However, in most transition metal oxides
are cations separated by oxygen anions which makes hopping between the d orbitals
unlikely. For this reason, direct exchange needs to be extended such that hopping
via the oxygen p orbital is considered, leading to superexchange.
First, one denotes the d orbital on one side i = 1 and i = 2 corresponds to the
second d orbital. The operator which creates a σ spin electron in the d orbital i is ciσ.
Similar, the corresponding operator for the oxygen p orbital is cpσ. The Hamiltonian














where the electron energy in a d (p) orbital is εd (εp), Ud is the Coulomb repulsion
between two electrons in a d orbital (Up is neglected) and −tpd denotes the hopping
of an electron between d and p orbitals. As long as there is no hopping, the ground
state has a single electron in the d orbital (positively charged transition metal ion)
and a negatively charged oxygen ion O2−. Defining 2(εp + εd) as energy zero, the





tpd Ud + ∆pd 0







where ∆pd = εd − εp. Using again the downfolding technique and putting ε = 0,
one obtains the effective Hamiltonian:
Heff = (tpd, tpd)
(
ε− (Ud + ∆pd) 0









Including the hopping of an electron, the Hamiltonian is divided into groups, start-
ing from the two d orbitals containing one electron each, followed by the hopping
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of one p electron to a d orbital which results in a double occupied d state. The last
group considers a second electron transfer, giving either an empty d or p orbital. The
resulting 9-dimensional Hamiltonian is then


0 0 +tpd +tpd 0 0 0 0 0
0 0 0 0 +tpd +tpd 0 0 0
+tpd 0 Ud + ∆pd 0 0 0 −tpd 0 −tpd
+tpd 0 0 Ud + ∆pd 0 0 0 −tpd −tpd
0 +tpd 0 0 Ud + ∆pd 0 +tpd 0 +tpd
0 +tpd 0 0 0 Ud + ∆pd 0 +tpd +tpd
0 0 −tpd 0 +tpd 0 Ud 0 0
0 0 0 −tpd 0 +tpd 0 Ud 0















Again, in order to get the effective Hamiltonian, we use downfolding. That means






whereH00 is the Hamiltonian of the states of interest,H11 denotes the other states, T01
and T10 describe the transitions. Then one can calculate the inverse of the resolvent





H00 + T01 (ε−H11)−1 T10
]}−1
. (2.54)
Using this method on Eq. 2.51 with at least one electron in a d orbital yields [151]




H11 + T12 (ε−H12)−1 T21
]}−1
, (2.55)
again setting ε = 0 together with expanding in 1/Ud results in























The first term is the same as for parallel spins, see Eq. 2.50, and the second term is of
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Using an effective hopping teff = t2pd/(Ud + ∆pd) for a double occupied d orbital
gives again the first term for direct exchange between the d orbitals, i.e. 4t2eff/Ud.
2.7.4 Ferromagnetic Superexchange
In the previous discussion, it was assumed that the oxygen and the transition metal
ions are placed on the same axis, i.e. a 180◦ geometry, resulting in antiferromagnetic





FIGURE 2.9: Two d orbital and one p orbitals arranged in a 90◦ con-
figuration. The d orbitals couple to orthogonal p orbitals, mediating
superexchange via Coulomb exchange.
symmetry, only hopping between d and p orbitals is possible, such that the Hamil-
tonian consists of two parts, i.e. one has one d orbital and the oxygen px orbital, and









Although it is not possible for an d electron to reach the other d orbital, the energy
of the system depends on the relative spin orientation. The reason for this is that
the Coulomb exchange prefers are triplet state for two electrons in different orbitals
(same ion), see Section 2.7.1. Taking into account the exchange coupling Jxy, neglect-
ing the Coulomb potential Up for simplicity, then the Hamiltonian for two electrons
with the spin pointing up can again be divided into three groups of states. Whereas
the first one has the two electrons located on the two d orbitals, the second one has
d orbital doubly occupied while the third group has both d orbitals doubly occupied




0 tpd tpd 0
tpd Ud + ∆pd 0 tpd
tpd 0 Ud + ∆pd tpd
0 tpd tpd 2(Ud + ∆pd)− Jxy

 . (2.59)








2(Ud + ∆pd − Jxy
. (2.60)
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Then, starting from two single occupied d orbitals, the Hamiltonian in matrix form
and the basis states are


0 0 tpd 0 tpd 0 0 0
0 0 0 tpd 0 tpd 0 0
tpd 0 Ud + ∆pd 0 0 0 tpd 0
0 tpd 0 Ud + ∆pd 0 0 0 tpd
tpd 0 0 0 Ud + ∆pd 0 tpd 0
0 tpd 0 0 0 Ud + ∆pd 0 tpd
0 0 −tpd 0 +tpd 0 2(Ud + ∆pd) −Jxy




































where the first term recovers the energy of the triplet state, see Eq. 2.60 and the sec-
ond term is the energy difference to the singlet state. The origin of the coupling
lies in the states where both d orbitals are doubly occupied, and the two remain-
ing electrons (on the py and px orbitals) form a triplet with an energy of 2Jxy lower
than the singlet state. Thus, upon hopping of electrons from the TM ion site, the
entanglement of the spins is projected to the remaining d electron and the exchange






4(Ud + ∆pd)2 − J2xy
. (2.64)
If the angle is larger than 90◦, hopping to both p orbitals becomes possible and anti-
ferromagnetism starts to compete with ferromagnetic coupling [151, 152, 155].
2.7.5 Double Exchange
Double exchange describes the mechanism when Coulomb exchange and kinetic
exchange (e.g. direct or superexchange) work together (e.g. as is the case for the
superexchange with 90◦ geometry). In strong correlated systems, the lowest energy
state has the same number of electrons on each site and hopping is suppressed by
Coulomb repulsion U. In compounds with mixed valence, the number of electrons
on each site is non-integer (i.e. number of electrons on each site will not be equal),
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which causes the electrons to be able to hop between such sites without incurring an
energy gain U. This is the reason such compounds tend to be metallic-like.
Again two sites are considered with two orbitals a and b at each site. Each a
orbital contains one electron, and there is only one electron in a b orbital, which then
can hop from one site to another by hopping matrix element tbb. Assuming that all






with eigenstates ε± = −Jab ± tbb and total spin Sz = 3/2. Here, hopping couples the




(|↑, ↑〉1 |·, ↑〉2 ± |·, ↑〉1 |↑, ↑〉2) =
1√
2
(|↑, ·〉b ± |·, ↑〉b) |↑, ↑〉a . (2.66)
The ground state has energy ε = −Jab − tbb with spin Sz = 3/2. In order to obtain
the Hamiltonian for the Sz = 1/2 states, the basis states are rearranged such that




−Jab −tbb 0 0 0 0
−tbb 0 −Jab 0 0 0
0 −Jab 0 −tbb 0 0
0 0 −tbb 0 −Jab 0
0 0 0 −Jab 0 −tbb








(|↑, ↑〉1 |·, ↓〉2 + |·, ↑〉1 |↑, ↓〉2 + |·, ↑〉1 |↓, ↑〉2 + |↓, ↑〉1 |·, ↑〉2 + . . .




(|↑, ·〉b + |·, ↑〉b)
1√
2
(|↑, ↓〉a + |↓, ↑〉a) +
1√
2
(|↓, ·〉b + |·, ↓〉b) |↑, ↑〉a .
(2.68)
Again, the triplet of energy Jab has dispersion ±tbb and the hopping electron from
orbital b aligns the spins in the a orbital. Obviously, the total spin is conserved but,
the spin on an individual site is not, e.g. ~S = ~S1a +~S2a. Therefore, hopping mixes the
singlets and triplets and there is no singlet for the a electrons. Looking at first order
perturbation for tbb  Jab, one finds:
−Jab − tbb (1, 1, 1, 1, 1, 1)T 1√6
−Jab − tbb/2 (2, 1, 1, 1, 1,−2)T 1√12
−Jab + tbb/2 (2,−1,−1,−1,−1, 2)T 1√12
−Jab + tbb (1,−1,−1, 1, 1,−1)T 1√6
+Jab − tbb/2 (0, 1,−1,−1, 1, 0)T 12
+Jab + tbb/2 (0, 1,−1, 1,−1, 0)T 12
(2.69)
The triplet and singlet states are located around −Jab, but the dispersion of the sin-
glet is smaller with ±tbb/2 compared to that of the triplet state, ±tbb.
One can now rotate the quantization axis x̂ on site 2 relative to the orientation ẑ
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on site 1, by some angle θ [151, 155]. Looking again at the Pauli matrices, see Eq. 2.45,
it follows for the commutator:
[σx, σy] = 2iσz, (2.70)
since σxσy = iσz, where the indices can be permuted cyclically. The anticommutator
vanishes and a rotation by an angle θ about axis n̂ changes the matrices:



































































Such a change does not alter the spectrum of the Hamiltonian; however, assuming
that the spin on site a is fixed, one finds a new situation. This is, for example, a
good approximation in the case of half-filled t2g orbitals, where the spin on that site
arises from many electrons coupled by Hund’s rule. Then there are off-diagonal
exchange terms and the Hamiltonian splits into four blocks for pure hopping and





−Jab +tbb cos(θ/2) +tbb sin(θ/2) 0
+tbb cos(θ/2) −Jab 0 −tbb sin(θ/2)
+tbb sin(θ/2) 0 0 +tbb cos(θ/2)
0 −tbb sin(θ/2) +tbb cos(θ/2) 0

 . (2.74)
Neglecting the states with misaligned spins, i.e. taking the limit tbb  Jab, one finds






This means that, for parallel spins, the energy is maximal, resulting in the ground
state energy of the complete Hamiltonian. There is no dispersion in the case of anti-
parallel oriented spins.
2.7.6 Orbital Ordering
Exchange mechanisms are not restricted to the coupling of spins but also orbital oc-
cupations can interact [151, 156]. A closer look into the subject for 3d TM compounds
is given in Section 2.8.4. To understand the mechanism in general, two sites with
two orbitals a and b for an eg molecule is considered and the Hamiltonian is given
by Eq. 2.28. Now, hopping is allowed between the two sites, without changing the
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orbital, i.e. the hopping matrix elements taa and tbb are included. Further, there is




0 0 −tbb −taa
0 0 +taa +tbb
−tbb +taa Uab − Jab 0
−taa +tbb 0 Uab − Jab

 . (2.76)












Therefore, there is an interaction with exchange orbital occupation with a ferromag-
netically singlet favoured in energy, which is called antiferro orbital exchange. If
both electrons have opposite sign, there will be a mutual interaction between spin















site a site b
FIGURE 2.10: Basis states in the case of opposite spins for both elec-
trons. Indicated are the spin (blue arrows), orbital (green arrows) and





0 0 0 0 −tbb −taa 0 0
0 0 0 0 +taa +tbb 0 0
0 0 0 0 0 0 −tbb −taa
0 0 0 0 0 0 +taa +tbb
−tbb +taa 0 0 Uab 0 −Jab 0
−taa +tbb 0 0 0 Uab 0 −Jab
0 0 −tbb +taa −Jab 0 Uab 0










(t2aa + t2bb)Uab −2taatbbUab (t2aa + t2bb)Jab −2taatbb Jab
−2taatbbUab (t2aa + t2bb)Uab −2taatbb Jab (t2aa + t2bb)Jab
(t2aa + t2bb)Jab −2taatbb Jab (t2aa + t2bb)Uab −2taatbbUab
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which implies simultaneous coupling of spin and orbital exchange. The first term is
antiferromagnetic (coupling of spins) and the second orbital coupling is ferromag-
netic, i.e. a triplet state (for the same sign for matrix hopping elements).
2.8 Magnetism in Transition Metal Oxides
First of all, the chemical elements and the transition groups within are dealt with,
i.e. ions for which the inner shells are unfilled while the outer shell electrons par-
ticipate in bonding with oxygen [145, 146]. The spin-orbit coupling determines to
which extent the orbital moment contributes to the magnetic properties and also
the interaction between spin and lattice, which can give rise to magnetocrystalline
anisotropy. Further, in a crystal lattice, the magnetic ions are influenced by two fields
– the crystal electric field (quenching of magnetic moment by Stark effect) and the
exchange interaction (ordering of the magnetic moments).
As a general rule for many elements, all inner shells are filled and only the out-
ermost shells consists of unfilled orbital states. The metal elements in the transition
metal (TM) group, of which titanium is a part of, are an exception to this rule. By
definition, the TM group consists of elements for which the inner shells are unfilled
and the outer shells are occupied. The first transition series begins with Sc, i.e. with
a single 3d electron outside of the argon core (as mentioned above, the inner 4s is
completely filled), and ends with copper with completely filled 3d shell (3d10). TiO2




FIGURE 2.11: The electronic shell diagram of titanium with an elec-
tronic configuration of [Ar]3d24s2.
eral, give their outer electrons to form ionic bonds with oxygen, which exposes the
partially filled 3d shell to the crystal field. In general, the 3d1, 3d2 and 3d3 ions are
paramagnetic and do not show magnetic coupling, whereas ions from 3d4 can pro-
duce spontaneous magnetization with exchange coupling (with sufficient density);
parameters for titanium are shown in Table 2.1.
Ion Electrons Term L S J Radius (Å)
Ti3+ 3d1 2D3/2 2 1/2 3/2 0.67
Ti2+ 3d2 3F2 3 1 2 0.86
TABLE 2.1: Parameters for the titanium 3dn ions. The radius is based
on that of divalent oxygen of 1.4 Å.
28 Chapter 2. Introduction to Magnetism
2.8.1 Oxygen Coordination
Crystallographic symmetry is an important factor when studying the magnetic prop-
erties of transition metal oxides. There are seven crystallographic systems that in-
clude all naturally occurring structures, which are composed of 32 point groups
defining the basic symmetry of the unit cells [146–150]. Anatase, the phase of TiO2
which has been used for the samples in this work, crystallizes in the tetragonal
system with point group D4h, i.e. the unit cell axes are such that a = b 6= c and
α = β = γ = 90◦ and with a four-fold symmetry axis (or four-fold inversion axis).
Reduced symmetry is possible when the lattice gets distorted, e.g. a missing z-axis
oxygen in a tetragonal pyramid gives an O5 coordination with C4 symmetry. The
most common oxygen coordination is octahedral, i.e. eight sides with six anions, as
is the case for anatase (one titanium ion is surrounded by six oxygen ions).
2.8.2 Crystal Field
The crystalline environment effects the cation energy states [146–150]. The Hamil-
tonian for a free atom or ion of angular and spin momentum quantum numbers
was already given, see Eq. 2.8. In order to take the crystal field into account, the
corresponding HamiltonianHc f is added:
H = HCoulomb +HHund +Hc f +HLS. (2.80)
In reality, metallic ions in a multi-atomic structure show different magnetic moments
compared to their free ions value gJJµB (for the effective moment: gJ [J(J + 1)]1/2µB).
Specially for 3d ions, this effect is pronounced, i.e. the magnetic moment can get
close to the spin moment saturation value of 2µB. This implies that the orbital mag-
netic moment is quenched and only the spin magnetic moment takes part in the
magnetism of the material. However, this does not apply to materials which do not
have S states (zero orbital moment), such as Mn2+ or Fe3+, these ions maintain the
free ion magnetic moment also in a multi atomic structure. Table 2.2 shows the mag-
Ion 3dn 2S+1LJ gJ m0(µB) 2S m∗0(µB) m
′∗
0 (µB)
Ti3+ 3d1 2D3/2 4/5 6/5 1 1.549 1.732
Ti2+ 3d2 3F2 2/3 4/3 2 1.633 2.828
TABLE 2.2: Parameters for the titanium 3dn ions. The expected mag-
netic moments in presence of chemical bonding are between the val-
ues for the free ion m0 and the moment with completely quenched
orbital magnetic moment 2S (or for the effective moments m∗0 =
gJ
√





netic moment and the effective magnetic moment in case of quenching for titanium
ions. When the crystal field perturbs the 3d ions, J is not a good quantum num-
ber to express the magnetic properties of such substances (in contrast to 4 f ions, for
example.)
In a simple approximation, the crystal field can be assumed to be due to point
charges – anions located at the ligands surrounding the cation. Now, one can think
of the Stark effect as the coupling between the orbital angular momentum ~L and
the crystal field which competes with the SOC. This is illustrated in Fig. 2.12. The
perturbations in Eq. 2.80 are already in the (usually) correct order for the 3dn series,
i.e.HHund > Hc f > HLS. This is the so-called weak field case, where the crystal field
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(a) free ion in external
     magnetic field








     coupling
(d) strong spin-orbit














FIGURE 2.12: Orbital and spin angular momentum in the presence of
(a) an external magnetic field, (b) crystal field, (c) and (d) both mag-
netic and crystal field. The Stark effect is illustrated in (b), where
the orbital angular momentum is partially quenched and the lattice
is distorted. In a presence of an external field, this distortion is con-
verted to a magnetostrictive effect ((c), soft magnets) or (d), in the
case of strong λ~L~S, produces magnetocrystalline anisotropy and is a
condition for hard magnets.
energy is smaller than the energy separation due to HHund, i.e. the degeneracies of
the free ion terms are not mixed, but only split into fine structures and only the
ground states are necessary to portray most magnetic phenomena. On the other
hand, for 3d elements the SOC is a perturbation w.r.t. the crystal field, resulting in a
strong delocalization of the magnetic electrons (e.g. compared to rare earths), this is
often the case for metals or alloys.
The crystal field, in combination with the anisotropy of the exchange interaction,
see Section 2.9, is an important factor for magnetocrystalline anisotropy. As already
stated above, the crystal field can be thought of as an electrostatic potential which
prevents the electrons participating in magnetic properties, and cannot occupy any
3d orbital equally effortlessly. Thus, an anisotropy of the orbital angular momentum
is the case and the total moment is a result of SOC. This implies that there is not
only a favoured direction of magnetization, but also a change of the amplitude of
the magnetic moment.
2.8.3 Weak-Field Solution for Single Electron
The crystal field theory has been treated already in many books and scientific work [146–
148, 157–159]. The eigenfunction of the free-ion Hamiltonian are the solutions of the
Schrödinger equation (exponentially decaying radially symmetric functions R(r)) in
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Here, a single 3d electron is considered, e.g. corresponding to Ti3+, see Table 2.2.
The spherical harmonics for the 2D term are:



















































where the convention dml is also used. For a six fold octahedral oxygen coordination
around the ion, the crystal field potential is [146, 152]
Ec f = D4
(




+ higher order terms, (2.83)
where D4 = (35/16πε0)Ze/a5, and a is the cation–anion distance. Rewriting Eq. 2.83













































































The potential at the cation from the surrounding charges satisfies the Laplace equa-
tion ∇2Ec f = 0, i.e. Hc f = eEc f can be expressed as an expansion of generalized
Legendre polynomials taking a similar form as the spherical harmonics. The appli-
cation of quantum perturbation theory is then reduced to solving a secular equation
Hkc f =
∣∣∣Hc f ,i,j − Ekc f δi,j
∣∣∣ = 0, (2.86)




, Ekc f and k are the eigenvalue
solutions. Based on this equation and with Eq. 2.81 and Eq. 2.82, a 5× 5 matrix is set
up and diagonalized under symmetry considerations, which splits the matrix into a
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The crystal field quenching of the [001] orbital angular momentum can be looked at
by the expectation values of lz. Besides d0, also the ebg and t02g states have ml = 0 and












































































where common factors and R(r) are not shown for convenience, the eg and t2g nota-
tion has been taken from group theory conventions. The functions are sketched in
Fig. 2.13. With this, the eigenvalues of Eq. 2.86 are



























+- L =  1z +-
FIGURE 2.13: Angular distribution of the d electron densities with the
orbital angular momentum quenched by a crystal field of D4h symme-












= ε0 + ε1
}
, (2.90)





































Eqs. 2.90 and 2.91 show that the 2D fivefold degeneracy splits into a doublet and
triplet state. Another convention is to label the splitting equal to Dq, where Dq > 0,
such that
ε1 − ε2 = 10Dq. (2.93)
Diagonal elements remain unchanged upon application of a perturbation, therefore
2(ε0 + ε1) + 3(ε0 + ε2) = 5ε0. (2.94)
Arbitrarily setting ε0 = 0, the splitting for the eg and t2g states is
E(eg) =2 Eg = ε1 = 6Dq,
E(t2g) =2 Tg = ε2 = −4Dq,
(2.95)
where Eg is used for doublet states and T1g,T2g for triplet states. The exact values of











for D-states and the second sign applies to lower half of the 3dn series. Already from
Eq. 2.93 it is obvious that the eg states, i.e. ε1, are higher in energy compared to the
t2g states. This is because the eg electrons point towards the negative ligands and
are therefore subject to a larger Coulomb repulsion, which can be seen easily in the
sketches in Fig. 2.13. An overview for the orbital ground states and their energies
are given in Table 2.3 for the 3d1 and 3d2 ions.
So far the focus was laid on 3d1 and 3d2 electrons; however, in order to have such
an electron on a titanium ion in TiO2, some kind of defect is necessary. As will be
discussed in the publications later, titanium Frenkel pair defects are suggested to
be responsible for the magnetic moment. Thus, it is advantageous to look at differ-
ent oxygen coordination and symmetries. The cases of tetragonal or orthorhombic
Ion 3dn Orbital ground
state
State Energy(Dq)
Ti3+ 3d1 2D 2Eg +6
2T2g -4
Ti2+ 3d2 3F 3A2g +12
3T2g +2
3T1g -6
TABLE 2.3: Energy and states along z in a weak octahedral crystal
field.





















FIGURE 2.14: Orbital energy level splitting of a cubic crystal (a),
transforming to a tetragonal (b) and to a planar (c) system.
distortions in combination with pyramidal O5 or planar O4 coordinations can be de-
duced by extrapolating the weak field solutions. The octahedral crystal field energy
under influence of a tetragonal component is
Hcf ≈ Eoct+Tcf = Eoctcf + ET, (2.97)
with [146, 164]





where f2(r) and f ′4(r) are radially dependent coefficients. It may be shown that the
splitting of eg of the cubic and tetragonal group is [146]
〈
d∗x2−y2 |Eoctcf + ET|dx2−y2
〉
= 6Dq + 2Ds− Dt, (2.99)
〈
d∗z2 |Eoctcf + ET|dz2
〉
= 6Dq− 2Ds− 6Dt, (2.100)
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[R(r)]2 f ′4(r)dτ, (2.104)
are two additional splitting parameters representing the volume integrals of the ra-
dial component of the matrix elements. The order of the energy levels is shown
Fig. 2.14 (for Ds, Dt > 0). There, the ground state is the doublet. However, this
does not have to be the case; the correct order depends on the values of Ds and Dt.
The crossover of the xy and z2 orbitals takes place with a large tetragonal distortion
already, and a removal of two ligands is not necessary.
2.8.4 Interionic Exchange Interaction
The general classes of magnetic materials and exchange interactions have already
been introduced in Sections 2.6 and 2.7. In principle, spontaneous magnetization
can be either due to parallel aligned spins (high spin state, ferromagnet) or antipar-
allel aligned spins (low spin state, antiferromagnetism). Fig. 2.15 indicates some ex-
(a) Paramagnetism (b) Direct ferromagnetism (c) Direct antiferromagnetism







FIGURE 2.15: Orbital lobe sketches for two cations M under influence
of different bonds (a)–(e), without ((a)–(c)) and with ((d)&(e)) a ligand
in between.
change interactions of two magnetic cations and how the coupling evolves through
different bonds [146]. In Fig. 2.15(a) paramagnetism is sketched, where the spins
are not coupled, localized to their nuclei and align themselves parallel to an applied
magnetic field. Bringing the nuclei closer to each other results initially in an anti-
bonding state due to mutual electron repulsion. According to Hund’s rule, the spins
are aligned parallel in the ground state corresponding to an S = 1 high spin state,
see Fig. 2.15(b). When the nuclei move closer together (or when considering stronger
crystal fields/transfer integrals), the electron-nuclear cross term energies exceed the
Coulomb repulsion and a bonding state is formed, see Fig. 2.15(c). As the splitting
between bonding and antibonding state becomes larger, the low spin state S = 0
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is favoured and, according to Pauli’s exclusion principle, antiferromagnetism is sta-
bilized. Considering a metal M – ligand L – M bond, see Figs. 2.15(d) and (e), the
antiparallel alignment of the spins is mediated through the ligand (e.g. oxygen). An
example for ferromagnetic superexchange was already given in Section 2.7.4, where
a 90◦ geometry was considered. Another indirect ferromagnetic coupling is pictured
in Fig. 2.15(e), and will be explained in more detail in the following.
For a 3d transition-metal ion in an octahedral coordinated oxygen/ligand en-
vironment, one-electron energy-level models are useful for estimates of the crys-
tal field stabilization energies. Hund’s rule and the Pauli’s exclusion principle give
rise to the Aufbau method, which defines the filling of the levels and ground state
electron spin distribution. When the 3d orbitals are hybridized with the oxygen 2p
states, a molecular-orbital energy level model is useful to reveal the contribution
of the covalent bonding in these primarily ionic compounds. Such diagrams are














(a) t     >> UML ML (b) t     << UML ML
antibonding states















FIGURE 2.16: Molecular orbital diagram for a one-electron metal-
ligand (M − L) molecule. The formation of a spin pair and
bonding/antibonding states are illustrated.
functions ϕa and ϕb are hybridized into linear combinations for a heteronuclear di-
atomic molecule such that
ϕ− = N−(λ−ϕa − ϕb) antibonding,
ϕ+ = N+(ϕa + λ+ϕb) bonding,
(2.105)
where N± = 1/
√
1 + λ2± ± λ±ξab with the overlap integral ξab = 〈ϕa|ϕb〉. Using
the Hamiltonian Eq. 2.9 and adding contributions Vi from the cross-nuclear terms
∑ Zie2/(4πε0ri), one obtains the Hamiltonian for the interaction of two empty or-
bital states:



















Using the determinant method [146, 165, 166], a self-consistent term appears in the
secular equation ∣∣Hij − E(δij − (1− δij)ξij
∣∣ = 0 (2.107)
for the determinant
∣∣∣∣
Haa − E Hab − Eξab
Hba − Eξba Hbb − E
∣∣∣∣ =
∣∣∣∣
Ea − E tab − Eξab
tba − Eξba Eb − E
∣∣∣∣ = 0, (2.108)
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with
Haa = 〈ϕa|H|ϕa〉 = Ea 〈ϕa|ϕa〉 = Ea,
Hbb = 〈ϕb|H|ϕb〉 = Eb 〈ϕb|ϕb〉 = Eb,
Hab = Hba = tab ≈ 〈ϕa|hab(Ea + Eb)|ϕb〉 = hab(Ea + Eb) 〈ϕa|ϕb〉
≈ hab(Ea + Eb)ξab,
(2.109)
where tab is the electron transfer integral between states of energy Ea and Eb and
hab is a interionic screening factor which is usually equal to one for ionic bonds.
The energies Ea and Eb of the outermost electrons are part of the diagonal of the
determinant in Eq. 2.108, ϕa and ϕb are not included in an orthonormal set. The
electrons a and b are influenced by the charges of their nuclei and valence electrons
in the ionic molecule. An estimation for Ea of the cation can be obtained from the
ionization potential of the electron destabilized by the repulsive field of the negative
anion. Eb can be estimated by the electron affinity of the anion electron stabilized
by the attractive field of the positive cation [157]. To be Hermitian, Hab = Hba and
general solutions of Eq. 2.108 for oxides for bonding and antibonding states are (with
the approximation ξ2  1) [146]




U2 + t2ab, (2.110)
where EF = (Ea + Eb)/2 and U = Ea − Eb. Thus, in terms of metal-ligand nuclei,
tML = (EM + EL)ξML, (2.111)
























ML  1 and UML = EL − EM. The hybridized eigenfunction are ϕML± =
cM±ϕM ± cL±ϕL with








This can be used to build a M − L − M′ molecule as pictured in Fig. 2.15(d) and
the corresponding molecular orbital diagram is shown in Fig. 2.17. The unpaired 3d
spins in the eg states are localised in their antibonding states. A smaller t2ML/(4UML) ≈
10Dq results in levels closer to the ones of a free ion; however, as long as tML,ML′ 6= 0,
some of the |ϕM,M′ |2 densities are hybridized with |ϕL|2 in the lower energy state
and the two 3d electrons are partially delocalized into antiferromagnetic states by
ξMLM′ mediated through the oxygen/ligand 2p orbital. Despite that the 3d electrons
are located mainly in the antibonding state, the orbital stabilization occurs mainly
in the bonding state. An effective overlap integral can then be found when looking
at volumes of the 3d wavefunctions in bonding and antibonding states, |ϕML+|2 and
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FIGURE 2.17: Molecular orbital diagram for a one-electron metal-
ligand-metal (M − L − M) molecule. The formation of the hybrid
bonding/antibonding states is illustrated.
|ϕML−|2, respectively:
ξMLM′ ≈






(cM + cL + ξML + cM′ + cL + ξM′L),
(2.114)
with




























For an oxide with strong ionic bonding one has b2ML/U
2














Thus, for a homonuclear structure, i.e. M = M′,:




Therefore, the three body problem can now be described by a simplified two body
structure. The corresponding molecular orbital diagram is shown in Fig. 2.18, with





















FIGURE 2.18: Simplified molecular orbital diagram for a one-electron
metal-ligand-metal (M− L−M) molecule.
where tMM′ = (EM + EM′)ξMM′ . Only the delocalized 3d electron population in
〈ϕ+|ϕ+〉 need to satisfy the Pauli spin pairing; the part of the covalent bonding
energy, which stabilizes an antiparallel spin alignment, is weighted by the delocal-
ization fraction 2cM + cM′ + ξMM′ . Using Eq. 2.115 and 2.118, one finds that


















Eq. 2.119 can be expresses in terms of the Heisenberg exchange energy for combined
electron spins S:
∆EexMM′ = −2JMM′SMSM′ . (2.120)
Thus, for SM = 1/2, JMM′ = tMM′ξMM′ .
Since the screening parameter h is assumed to be positive, see ground state in
Fig. 2.18, an antiferromagnetically aligned spin configuration should dominate and
the sign of JMM′ is negative. However, there can be configurations where direct
overlap between other M and M′ orbitals can compete, and h might be negative.
This would cause an inversion of the bonding/antibonding states and a weakening
or sign change of JMM′ would lead to an antibonding ferromagnetic ground state.
Note that both ξMM′ and tMM′ are proportional to ξ2ML, see Eq. 2.117 and Eq. 2.109.
Thus, the dependence of ∆EexMM′ becomes ϕ
4
ML [146, 148] and the stability of long-
range magnetic order in a lattice is greatly reduced by magnetic dilution.
2.9 Magnetic Anisotropy
A ferromagnetic material has a spontaneous magnetization and one would expect
that the whole material exhibits a permanent magnetic moment. In general, how-
ever, this is not the case, which seems to be a contradiction that is solved easily
when looking at the macroscopic scale. The ferro/ferrimagnetic material is spon-
taneously divided into magnetic domains. While each domain is magnetized in a
random direction, the overall magnetization is zero. Such domains are called Weiss
domains and are separated by domain walls, either Bloch or Néel walls. When an ex-
ternal magnetic field is applied, the magnetic moments of the domains tend to align
with the field, and the domain walls move in association with an increased domain
volume [145].
The magnetization of a crystallized material tends to orient itself along a definite
crystallographic direction; this is called magnetic anisotropy. Usually, this anisotropy
is due to the crystal electric field originating from the electrostatic interaction be-
tween charge distributions, i.e. the local surroundings. In this case, the anisotropy
is termed magnetocrystalline anisotropy (MCA). There are other types, such as shape
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anisotropy, exchange anisotropy or induced anisotropy; however, in general, these
are weaker compared to the MCA.
MCA has a large influence on the magnetic properties of many materials, such
that the field dependence of the magnetization or the thermal dependence of the
susceptibility depend on the direction of the sample relative to the applied field. The
phenomenological approach to MCA is to consider that the free energy F depends
only on the orientation of the magnetic moment. F is then expressed in terms of an
expansion involving only even powers, as it should be invariant under sing change
of the applied magnetic field. Further, it is symmetry dependent such that the energy
is invariant under symmetry operations. The free energy polynomials will be given
in the next sections for some frequent cases.
2.9.1 Cubic Symmetry
Considering cubic symmetry where the axes x, y and z are such that they are parallel
to the fourfold axes and the cosines of the angles between the magnetization and
axes are α, β and γ. The anisotropy energy density is then
F = K1
(
β2γ2 + γ2α2 + α2β2
)
+ K2α2β2γ2 + . . . , (2.121)
where Ki are characteristic anisotropy constants. They are temperature dependent
and can be positive or negative. An example for the free energy as function of mag-




















FIGURE 2.19: Polar representation of magnetocrystalline anisotropy
for a cubic crystal indicated in (a). The free energy is plotted as func-
tion of direction of magnetization within a plane for K2 = 0, (a)
K1 > 0 and (b) K1 < 0. The constant K0 is added for a better rep-
resentation.
is reached when the magnetization is directed along a fourfold 〈001〉 axis, which are
then called the easy magnetization directions. The same holds for K1 < 0, but along
the threefold axes.
2.9.2 Tetragonal Symmetry
Let the z axis be parallel to the sixfold axis [001] and θ,φ are the angles in polar
coordinates. Note that for tetragonal systems, the [100] and [010] directions are per-
pendicular whereas for hexagonal symmetry these two directions have an angle of
120◦; here the [120] is perpendicular to [100]. The free energy density is then given
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by
F = K1 sin2(θ) + K2 sin4(θ) + K3 sin6(θ) + K4 sin6 θ cos(6φ) + . . . . (2.122)
2.10 Defect-Induced Magnetism in TiO2
In the previous parts of this chapter, the basic concepts of magnetism together with
several standard examples were given. It is clear that even for those straight for-
ward setups, it is difficult to say, which exchange coupling will be dominant. For
example, it was shown that for a TM-L-TM compound, the angle between the in-
volved species has influence on whether antiferromagnetism or FM prevails TiO2 is
a promising candidate to trigger magnetic order by lattice defects [35, 43–47, 167]
with Curie temperatures up to 880 K [38, 46]. In general, magnetism can due to
cation and/or anion defects, and several mechanisms have been proposed for both
cases in TiO2 [35, 38, 43–47, 49–52, 168]. Examples for DIM in TiO2 and other oxides
have already been given in the Introduction, here we have a closer look at the defects
and their production.
Defective rutile TiO2 and anatase are subject of investigations in a large number
of publications [169–172]. In conventional magnetically ordered materials, the mag-
netic moments are located to the unfilled d or f shells. However, there is a large
variety of different defects in an atomic lattice and the magnetic moments can have
different origins in such systems. This makes it difficult to identify defects which
exhibit a magnetic moment and to determine its magnitude. Previously published
work usually focuses on the production of defects either through ion irradiation with
high energies [38, 46] (in the order of MeV), or the creation of defects during sample
growth, for example through different process gases. In this work, defects were gen-
erated using ions of low energy. Therefore, one should consider which defects can
be produced with such low energies, and are stable at RT.
First, the threshold displacement energy Ed is introduced. It is defined as the en-
ergy necessary to initiate the production of defects in a certain material [173]. Usu-
ally, Ed is considered to depend solely on the chemical composition, as is the case
for SRIM calculations. However, for substances with different polymorphs, the dis-
placement energy can be different, as is the case for TiO2. The energy transferred to
the primary knock-on atom (PKA) is referred to as PKA energy.
Considering all possible Ti defects, the production of those starts at a PKA en-
ergy of ≈ 40 eV for anatase and brookite, and ≈ 45 eV in the case of rutile. The
difference of this displacement probability is largest at ≈ 80 eV, with a value twice
as large for anatase and brookite compared to rutile. However, a displacement does
not always result in a stable defect at a finite temperature. For this reason, the de-
fect formation probability (DFP) is introduced, i.e. the probability to create a stable
defect and Ed becomes the defect formation threshold. The DFP depends greatly
on temperature [173, 174], especially for oxygen due to recombination of defects in
the oxygen sublattice. Indeed, for anatase and PKA energies around the threshold
energy, 90 % of the created defects are Ti defects.
Furthermore, theoretical studies using molecular dynamics, investigated which
kind of defects are most likely to be created and are stable at RT at PKA energies of
Ed + 20 eV. It was found that the Ti di-FPs contribute with over 40 % to the defect
population [173], which also explains the large portion of Ti defects in anatase at
low incident energies. In addition, recombination did not occur for Ti di-FPs. This
is in contrast to single FPs, suggesting that two FPs are necessary for stability. The
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coupling of such di-FPs [173] can be mediated through ferromagnetic superexchange
in the valence band, as described in Sec. 2.7.4
In general, also di-FPs may have different arrangements and structure. GGA+U
calculations by means of the Vienna ab initio simulation package (VASP) [175, 176]
were carried out and the metastability of di-FPs at RT was confirmed, see also Sec. 3.2.
XMCD measurements give proof of existing magnetic moments located at the tita-
nium atoms in a sample, see Sec. 3.2. MULTLIX [177] simulations using the defective
anatase structure including di-FPs show agreement with the experimental results.
The coupling mechanism may be ferromagnetic superexchange (Sec. 2.7.4) or other




Defect Induced Magnetism in TiO2
Anatase Thin Films
In order to study the magnetic properties in defective TiO2, several samples as thin
films were prepared and irradiated with ions. As it turned out during the experi-
ments, not only was the anatase phase necessary in order to obtain stable magnetic
defects, but the crystallographic direction also plays a major role. For these reasons,
the thin films were initially grown on (100) SrTiO3 using pulsed laser deposition,
resulting in (001) anatase thin films. The results for these samples are shown in
Publ. 3.1 “Strong out-of-plane magnetic anisotropy in ion irradiated anatase TiO2
thin films”. In further work, the growth conditions were varied in order to rule out
influences of the production methods and substrates. Later, samples were also pre-
pared using ion assisted sputtering on LaAlO3 substrates; these results are given in
Publ. 3.2 “Titanium 3d ferromagnetism with perpendicular anisotropy in defective
anatase”.
The as-prepared thin films show signs of ferromagnetism for both substrates,
STO and LAO. This initial ferromagnetism can be due to several factors, such as
strain induced by substrate/film lattice mismatch, impurities in substrate or film, or
even the handling of the samples during growth and irradiation. In order to rule
out such flawed contributions to the magnetic properties, magnetic impurities con-
centrations were measured by means of particle-induced X-ray emission with ppm
resolution. This way, it was possible to exclude these possible sources of magnetism
as the cause of the observed ferromagnetism after irradiation.
As already mentioned, the samples were irradiated with ions to produce mag-
netic defects. In Publ. 3.1, a mixture of Ar/H gas was used to create the plasma for
irradiation; in Publ. 3.2, pure Ar gas was applied. Notwithstanding these different
gas applications, in both cases, only low energy was applied to accelerate the ions
towards the samples. This was done for two reasons. First, the defects should be
created close to the surface and second, the probability to create stable Ti vacancy-
interstitial pairs (Ti di-Frenkel pairs) is highest when only low energy is transferred
from the ion to the Ti atom (yet sufficiently large to create defects in the first place).
Furthermore, both an increase of the magnetization after irradiation with low-
energy ions and an optimal and clear magnetic anisotropy at T = 100 K were found
after the first irradiation, opposite to the expected form anisotropy, see Publ. 3.1. In
the following work, it was possible to produce thin films which show this perpen-
dicular magnetic anisotropy also at room temperature, see Publ. 3.2.
Publ. 3.2 further investigates the origin of the magnetic moment. In this publica-
tion, the intrinsic origin and robustness of the magnetic ordering was characterized
by X-ray magnetic circular dichroism at room temperature. It was revealed that a
Ti band is spin-polarized and that the magnetic moment is located at the Ti atoms.
These results indicate that, together with density functional theory calculations, the
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source of the magnetic moments is located at Ti di-Frenkel pairs, and not at the oxy-
gen atoms.
Applying the described method also enables us to produce magnetic patterns
with PMA at the surface of the anatase thin films, without the need of any addi-
tional material. In order to investigate this further, such patterns were prepared
using a mask made of PMMA and textured by means of electron beam lithography.
As an example, single domain patterns of≈ 1 µm width and several µm length were
prepared. Magnetic force microscopy measurements on such samples (and on stan-
dard thin films) reveal that these areas are clearly ferromagnetic and also explain the
low remanence which is typically for defective magnetic oxides. As it turns out, the
low remanence is due to oppositely aligned magnetic domains with magnetization
vectors normal to the main surface.
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The temperature and field dependence of the magnetization of epitaxial, undoped
anatase TiO2 thin films on SrTiO3 substrates was investigated. Low-energy ion irra-
diation was used to modify the surface of the films within a few nanometers, yet
with high enough energy to produce oxygen and titanium vacancies. The as-prepared
thin film shows ferromagnetism which increases after irradiation with low-energy
ions. An optimal and clear magnetic anisotropy was observed after the first irradia-
tion, opposite to the expected form anisotropy. Taking into account the experimental
parameters, titanium vacancies as di-Frenkel pairs appear to be responsible for the
enhanced ferromagnetism and the strong anisotropy observed in our films. The mag-
netic impurities concentrations was measured by particle-induced X-ray emission
with ppm resolution. They are ruled out as a source of the observed ferromagnetism
before and after irradiation. © 2016 Author(s). All article content, except where oth-
erwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). [http://dx.doi.org/10.1063/1.4971794]
I. INTRODUCTION
Since the discovery of defect-induced magnetism (DIM) in different materials above room tem-
perature, e.g. in graphite,1 several oxide systems or SiC,1 a new line of research in the study of
room temperature ferromagnetism (FM) started for nominally non-magnetic semiconductors, which
is a matter of current research.2–7 The observed FM at such high temperatures is unusual because
of the large spin polarization of the, mainly, valence (hole) bands (e.g., O-2p in oxides or the σ
band in carbon-based materials) induced by a relatively low defect density of ∼ 5 %. The induced
FM above room temperature in wide-band gap semiconductors has a large potential for applications
in optoelectronics and magneto-optic devices.8 There is no general consensus, whether cations or
anions vacancies are responsible for the magnetic ordering in oxides. For example, studies on HfO2
or ZrO2 suggest that the observed FM is due to O vacancies,9–12 in disagreement with first princi-
ple theoretical studies which indicate that O vacancies do not show any magnetic moment in simple,
binary oxides, but Hf vacancies do.3 The observed FM in undoped oxide nanoparticles (Al2O3, In2O3,
ZnO or SnO2) was attributed to oxygen vacancies at the surface of the particles.13 Experimental and
theoretical studies on the undoped oxide systems such as ZnO14–16 or TiO2,17 indicate that cation
vacancies are responsible for stable magnetic moments, which can induce ferromagnetic order3 when
their concentration is around 5 %.1,15,16
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There are several studies on DIM in TiO2,7,18–22 with ferromagnetic signals up to 880 K,20,23 also
for thin films of anatase and rutile prepared by pulsed laser deposition.24 Several mechanisms have
been proposed to explain the source of FM in these materials. According to some band structure cal-
culations,20 the exchange interaction between Ti3+ and Ti4+ in anatase can cause FM. However, X-ray
photoelectron spectroscopy results, on TiO2−δ thin films grown on Si substrates under different oxy-
gen pressures, do not find these ions.24 Results for annealed polycrystalline rutile and rutile/anatase
TiO2−δ powders suggest oxygen vacancies as source for FM. However, only Ti4+ vacancies were
detected and any exchange mechanism with Ti3+ or Ti2+ was excluded.25 In as-grown Ti0.905O2
anatase thin films, Ti vacancies were found to cause ferromagnetism and p-type conductivity.26 In
addition, for 4 MeV Ar5+ irradiated polycrystalline rutile, Ti vacancies were suggested to be the main
source of the room temperature FM27 and a first principle study found a ferromagnetic moment of
3.5 µB per Ti vacancy and 2.0 µB per titanium divacancy, oxygen vacancies were excluded as source
of a magnetic moment.28
Special scientific research interest lies in materials showing perpendicular magnetic anisotropy,
due to potential applications such as ultrahigh density magnetic recording,29 where it is useful to
extend the superparamagnetic limit to higher bit densities,30 or tunnel magnetoresistance junctions.31
A pure magnetic patterning, without modification of the surface using additional ferromagnetic
materials, is highly desirable for future applications. Thus, DIM with out-of-plane anisotropy can
be a powerful tool to modify the magnetic properties of samples such as thin films or multilayered
structures. Combined with lithography processes, it is possible to pattern ferromagnetic structures.
Such magnetic patterns with out-of-plane magnetic anisotropy were produced with low-energy He+
irradiation in CoPt,32 SiC33 and FePd.34 Increasing the ion fluence, the out-of-plane saturation field
and the out-of-plane contribution to the magnetization decreased.34,35 Out-of-plane magnetic domain
structures have also been found in La0.67Sr0.33MnO3 on SrTiO3, where the anisotropy is due to in-plane
tensile strain in LSMO film caused by the STO substrate.36
In this work, the influence of the irradiation of low-energy ions (maximum energy: ≈ 300 eV)
on the magnetic properties of anatase TiO2 thin films grown on SrTiO3 (STO) was investigated.
The low-energy used implies that defects are created only within a few nanometers from the surface
of the thin film and to avoid any possible extra magnetic contribution due to modification of the
substrate. In addition, low-energy irradiation is more accessible for industrial applications, due to
the complication in producing ions with MeV energy, and costly devices. To verify that no magnetic
dopants are introduced during growth and treatment with ions, laterally resolved particle-induced
X-ray emission (PIXE) was used. The results show that FM is induced by ion irradiation with a Curie
temperature above 300 K, and that the responsible defects are not oxygen vacancies but Ti-divacancies.
One interesting outcome obtained in this work is the evident magnetic anisotropy observed after the
first irradiation, indicating an easy axis parallel to the c-axis of the thin film, i.e. normal to the main
surface. This magnetic anisotropy vanishes with increasing defect density.
II. EXPERIMENTAL
Here, the experimental procedures are discussed. Section II A describes the thin film production,
impurity analysis and magnetization measurements. The details of the used low-energy irradiation
are discussed in Section II B, to show the reader how one can estimate the mean free path of different
ions that are produced in the plasma and accelerated towards the sample surface.
A. Thin film preparation, impurity analysis and magnetization measurements
The thin films have been prepared using pulsed laser deposition (PLD). As substrate, STO (100)
etched by hydrofluoric acid and annealed in oxygen atmosphere prior to the film deposition has been
used, which has been shown to be suitable for growing epitaxial anatase thin films.37 The films have
been grown at a temperature of 650◦C. The oxygen pressure during the PLD was kept at 0.003 mbar,
and the resulting thickness of the film was ≈ 150 nm.37 A sketch of the substrate and sample is
shown in FIG. 1. During the growth process, a mask was used to fix the substrates on the holder. As
a consequence, the substrate is not completely covered with TiO2, as sketched in FIG. 1.
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FIG. 1. Sketch of the anatase thin film on the SrTiO3 substrate. During ion irradiation the right side was covered with Teflon.
In order to check for impurities, particle-induced X-ray emission measurements were performed on both sides, indicated by
yellow areas. The inset shows a SRIM simulation of the penetration depth of the Ar ions (peak value is ≈1.5 nm).
The steps necessary to keep the sample in place, as well as its handling and the process of ion
irradiation in the argon/hydrogen plasma chamber, are possible sources of contamination. To check
the contribution of contaminants (in particular the magnetic ones) quantitatively, PIXE measurements
were performed. This is a very sensitive (accurate) method to measure the main magnetic contaminants
in the TiO2 thin film samples investigated here, with a minimum detection limit of ≈ 6 µg/g. To check
for possible contamination during the ion irradiation, 50 % of the sample was covered with Teflon
in order to maintain the sample in the as-prepared conditions, see FIG. 1. After treatment, PIXE
measurements in both regions (without the Teflon cover) were done as shown in FIG. 1, where
the investigated areas are indicated as yellow, transparent squares. The areas were intentionally
chosen so that a part of the substrate, a part of the edge of the thin film and the film itself were
analyzed. In this way, one obtained information about the contamination of the substrate (due to
the growth process and hydrofluoric etching), of the edge of the film (due to the mask used to
fix the substrate during the growth process), and of the TiO2 film as grown, and after the plasma
treatment. To further rule out magnetic contamination due to handling or irradiation, a substrate
was placed for 1.5 h into the plasma chamber; no measurable change of the magnetic moment was
observed. To elucidate the crystallographic structure of the grown TiO2 thin films, X-ray diffraction
(XRD) was performed (Philips X’Pert Diffractometer with Bragg-Brentano goniometer). The field
dependence of the magnetic moment at three different temperatures, the temperature dependence of
the magnetization at constant applied fields (zero-field and field cooled curves) and the remanence of
the sample were measured by a superconducting quantum interference device (SQUID) magnetometer
from Quantum Design.
B. Low-energy ion irradiation
The ion irradiation was done in a DC argon/hydrogen plasma chamber with a parallel plate
configuration at room temperature using a Ar/H gas mixture (90% Ar and 10% H, Air Liquide). The
substrate was placed on a sample holder ' 12 cm away from the electric field region, produced by
two capacitance plates, where the gas was ionized. The film was connected to ground and the current
was measured in order to calculate the amount of irradiated ions. A bias voltage of 300 V is applied
to accelerate the ions towards the sample.
The produced plasma consists of 10 different species: e, Ar atoms, fast and metastable Ar, ArH+,
H+, H+2 , H
+
3 , H atoms and H2 molecules.
38 In our experiment, only the species, which are accelerated
towards the sample are of significance. Neutral atoms and molecules are not accelerated by the electric
field but exhibit diffusive motion across the chamber. When no electric field was applied, no effects
on the magnetic properties and also no change in the impurity concentration were measured. Note
that the sample was placed ' 12 cm away from the plasma center. The influence of sputtered Cu from
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the parallel plates was also ruled out by means of PIXE measurements, see Section III. Therefore,
only the in-the-plasma produced ion species and their energy, to estimate the corresponding defect
production, were taken into account.
Whether a vacancy can be produced or not, depends on the energy EPKA transferred from the















where Ei is the ion energy, mj and rj are the masses and radii of particle j (j = 1,2), respectively, and
d is the impact parameter. From Eq. (1), it immediately follows that 300 eV H+, H+2 or H
+
3 in anatase
cannot cause Ti defects and the oxygen defect production is ineffective. The main production process
of Ar ions is due to electron impact ionization of Ar,38 however, the amount of electrons is heavily
quenched along the tube.40,41 The main ion species left are ArH+ ions,38,40–42 which can produce Ti
and O vacancies effectively.
In order to estimate the energy of the incident ions, the mean free path (λ1) of ArH+ in a gas


















where σ12 = (σ1+σ2)/2 (averaged radii), mi is the molecular mass of species i, Pi is the partial pres-
sure, NA is the Avogadro constant and R denotes the universal gas constant. The first term corresponds
to the ArH+–ArH+ interaction and can be neglected, because the scattering cross section of ions is
very low (Coulomb repulsion) and thus do not cause loss processes.38 Using the aforementioned
experimental parameters, a mean free path for ArH+ in Ar/H/H2 gas of λ1 ≈ 2.41 cm was found,
before the recombination to atomic Ar occurs, where it was assumed all hydrogen atoms are bounded
as ArH+. Due to the large partial pressure, the main scattering occurs with Ar atoms. Considering
FIG. 2. The Ti defect formation probability (DFP) as a function of incident ion energy and impact parameter d. The red line
indicates the mean ion energy Ei = 59.2 eV. The fraction of ions having a probability to produce defects of less than 0 %, is
not shown.
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the geometry of our experimental setup (parallel plate configuration) most ArH+ ions will have an
energy of 60.2 eV, which is high enough to produce vacancies. Upon impact, the molecule will split
and the most energy remains with Ar ion. The impact energy will have a broad distribution with many
ions below and and above the average value. Therefore, a normal energy distribution will be used to
calculate the probability to have energy Ei(λi), where the fraction of ions without suffering from a
collision is ∝ exp(−x/λ1).44 With this, and using Eq. (1), the probability to have a EPKA(d) can be
calculated. The defect formation probability (DFP) can then be estimated:45
DFP(EPKA)=
{






if EPKA > Ed ,
(4)
where α and γ are free parameters taken from Ref. 46 for anatase. The resulting DFP for Ti atoms
in anatase can be seen in FIG. 2. The red line indicates the mean energy of 59.2 eV of the incident
Ar ions. A larger energy transfer EPKA is less probable, but results in a higher probability to produce
defects and thus, one finds a DFP of 1.26 % per ion. The largest amount of the incident particles
do not cause any Ti vacancy and can be neglected – only ions with a feasible DFP are shown in the
figure. Further details regarding defect production will be given in Section III D.
The penetration depth of the argon ions can be estimated using a Monte Carlo simulation program
(SRIM47). The amount and type of the produced vacancies were estimated with the application of
recent molecular dynamic studies46 done for low-energy incident particles.
III. RESULTS AND DISCUSSION
The PIXE results, see Table I, show that the amount of ferromagnetic impurities does not exceed
the minimum detection limit. A very small amount of copper was detected in the as-grown and
treated parts of the TiO2 film. Using the minimum detection limit one can estimate the maximal
possible magnetic moment due to magnetic contaminants. Magnetic moments of ≈ 0.66 µemu due
to Fe, ≈ 0.26 µemu due to Ni and ≈ 0.53 µemu due to Co were obtained, resulting in a maximum
total magnetic moment due to magnetic impurities of ≈ 1.45 µemu. The PIXE results do not show
any difference between the as-prepared thin film and the sample after ArH+ irradiation. Therefore,
it can be stated that the change of the magnetic properties is a consequence of the irradiation with
argon ions. The contamination of the STO substrate is given in µg/g, whereas the impurity level of
the TiO2 thin film is given for the complete film with an area of 0.196 cm2.
Structure analysis was done using XRD. The result is shown in FIG. 3. Beside the peaks of the
STO substrate, only anatase peaks of (001) planes are found, indicating a perfect (001) orientation
and an epitaxial growth of our films.37 From the analysis of the peak positions, one finds a lattice
constant c≈ 9.61 Å, which is slightly larger than the literature value of 9.51 Å for bulk TiO2. After
the irradiation with argon ions the X-ray diffraction was measured again and the position and width
of the diffraction peaks showed no difference within experimental resolution.
A. Magnetic characteristics of the as-prepared thin films
The contribution of the (STO) substrate to the temperature dependence of magnetization has to
be subtracted from the measurement including the thin film. For this aim, the temperature dependent
magnetic moment of the STO (001) substrate alone, before deposition of the TiO2 film, at a field of
µ0H = 0.25 T applied parallel and perpendicular to the c-axis, were measured. An example is shown
TABLE I. Results of PIXE measurement of the STO substrate and TiO2 thin film. The total mass of TiO2 film is ≈ 11.2 µg.
Element Conc. in STO (µg/g) Mass in TiO2 film (ng)
Cr < 7 < 2.5
Fe < 6 < 3.1
Ni < 7 < 4.3
Cu 11 ± 4 7.6 ± 2.8
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FIG. 3. The X-ray diffraction ω − 2Θ scan of the as-grown TiO2 thin film. Beside the anatase peaks in (001) direction, only
the peaks of the STO substrate are visible.
in FIG. 4. The data were fitted using two contributions,
m(T )=md + Cµ0H/T , (5)
where md accounts for the diamagnetic contribution, which one assumes to be temperature indepen-
dent, and the second term is the paramagnetic Curie law, where C is the Curie constant. FIG. 4 shows
that this model fits very well the obtained experimental results. The paramagnetic contribution is
negligible at temperatures T ≥ 100 K. The (temperature independent) diamagnetic contribution was
md ≈−17.2 µemu at µ0H = 0.25 T. The same field strength was used for the temperature dependent
measurements with the TiO2 film.
The zero-field-cooled (ZFC) and field-cooled (FC) measurements of the TiO2 thin film are
shown in FIG. 5, where the contribution of the STO substrate has been subtracted. To calculate
the magnetization of the as-prepared thin film, a thickness of 150 nm was used. To calculate the
magnetization of the treated films, a thickness of 2.5 nm was assumed, according to the penetration
depth of the low-energy argon ions obtained by SRIM, see inset in FIG. 1.
In FIG. 6 the field hysteresis for the TiO2 thin film at three different temperatures is shown for
the as-prepared state as well as after the first and second irradiation. The contribution of the STO
substrate was subtracted from the data. For the as-prepared state, a small magnetic moment with
ferromagnetic behavior, see Figs. 5(a) and 6(a), was found; the values are close to the resolution limit
of our SQUID device. It has been shown that ferromagnetism in doped and undoped TiO2 strongly
depends on lattice defects.19,24,48–51 In our case such defects might have been introduced during
the growth process, especially at the STO/TiO2 interface as a consequence of the lattice mismatch
FIG. 4. Magnetic moment of the STO (001) substrate with an external field of µ0H = 0.25 T applied parallel to the c-axis.
The line was fitted using Eq. (5). C was found to be 1.3 × 10−5 (emuK/T).
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FIG. 5. Magnetic moment m (left y-axis) and magnetization M vs. temperature for the TiO2 thin film in the (a) as-prepared
state, (b) after the first and (c) after the second ion irradiation. The background signal of the substrate has been subtracted.
The applied field was 0.25 T normal to the surface of the film.
(≈ 3.4% for STO/anatase). As a result of the lattice stress at the interface, defects can be produced
and they might be the reason for the initial ferromagnetic behavior in our sample. In addition, the
initial FM contribution could be also originated from small amounts of magnetic contaminants, which
maximum possible magnetic moment was estimated before. The magnetic moment of the as-prepared
sample at low temperatures (m0,ap ≈ 0.32 µemu) will be subtracted from the data of the argon ion
irradiated samples.







was used, where m0 is the spontaneous magnetic moment at T = 0 K, TC is the Curie temper-
ature and β a critical exponent, which is predicted to be 1/2. This approximation (Eq. (6)) has
been used to fit the high temperature dependence of the ZFC curves, see FIG. 5. For the as-
prepared measurement, a Curie temperature of TC ≈ 445 K and a critical exponent β = 0.5 were
obtained, similar values have already been reported in the literature for both, TC and β in TiO2 thin
films.20
B. Magnetic characteristics after the first irradiation
After the first ArH+ irradiation (≈ 28.6 × 1016 argon ions/cm2, flux: 1.59 × 1014 cm−2s−1), the
magnetic moment increased to m0 ≈ 3.5 µemu, which is one order of magnitude larger than the as-
prepared film and, after background subtraction, ∆m1st ≈ 3.2 µemu, see Figs. 5 (b) and 6 (b). One
observes not only an increase in the saturated magnetic moment but also in the coercive field, i.e.
Hc ≈ 100 Oe at all temperatures.
Applying the aforementioned MFT model to the results obtained after first ArH+ irradiation,
yields an effective critical exponent of β ≈ 0.17 and a rough estimation of the Curie temperature
of TC ' 792 K. Similar values have been found in defected TiO2 thin films grown in a reduced
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FIG. 6. Hysteresis measurements for (a) the as-prepared TiO2 thin film, (b) the film after the first and (c) after the second ion
irradiation. The paramagnetic contribution has been subtracted.
oxygen atmosphere20 (TC = 880 K). It is evident that there is only a small temperature dependence
of the magnetization at saturation (within the measured temperature range), indicating that the Curie
temperature is larger than room temperature. In FIG. 7 the remanence of the TiO2 thin films after the
first (and second) treatment is shown. Measurements of the as-prepared thin film did not show any
remanent signal. After the first treatment, a remanence of mR ≈ 0.4 µemu at a temperature of T = 5 K
was measured. The results show typical ferromagnetic behavior in the hysteresis and the temperature
dependence of the remanence.
FIG. 7. Results of remanence measurements for TiO2 thin film after the first and second Ar ion irradiation.
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C. Magnetic characteristics after the second irradiation
In the second treatment, the amount of irradiated ions is twice the amount implanted during the
first treatment (i.e. ≈ 57.3× 1016 argon ions/cm2). The temperature dependent measurements can be
seen in FIG. 5. Now a magnetic moment (at 0.25 T and T = 5 K) of m0 ≈ 6.2 µemu is obtained, and
∆m2nd−ap ≈ 5.9 µemu, with a reduced Curie temperature of TC ' 473 K. Considering the produced
magnetic moment after the first irradiation of∆m1st ≈ 3.2 µemu, one would expect a magnetic moment
of 9.6 µemu. Therefore, the observed increase is ≈ 0.6 times less than one would expect from the
first treatment, if there was a linear relation with the amount of introduced ions. This indicates that,
the amount of formed local magnetic moments scales not linearly with the argon ions fluence and
that the magnetic defect formation probability is not only a function of crystallographic direction,
PKA energy and temperature, but also depends on the defect concentration, until saturation occurs.
Similar behavior was already observed for DIM.34,35
In FIG. 7 the temperature dependence of the remanence of the TiO2 thin film after the second
Ar ion irradiation is shown. The temperature dependence shows a stronger variation, as was already
observed in ZFC – FC curves, with a remanence of mR ≈ 0.98 µemu at a temperature of T = 5 K.
Considering the PIXE and the remanence results, one can discard the possibility that the ferromagnetic
order originates from impurities. The coercive field increased to Hc ≈ 180 Oe at T = 5 K but it decreases
to Hc ≈ 50 Oe at T = 300 K. These results are in agreement with the temperature dependence of the
magnetic moment (ZFC–FC) and remanence measurements. The observed change between the first
and second treatment cannot be attributed to aging effects because measurements were reproducible
when the sample was investigated again after several weeks. After the second Ar ion irradiation one
finds a maximum magnetization of M ≈ 40 emu/g. This value was calculated using the complete area
of the film. However, assuming the formation of clusters rather than a uniform distribution,46 would
result in a higher magnetization.
D. Origin of the defect induced magnetic moment
Heavy or high energy ions create dense collision subcascades with dynamic annealing with only
few reordering.53 Furthermore, these regions may lose their chemical order resulting in amorphous
pockets,54,55 which are resistant to reordering. However, light or low-energy ions produce dilute
vacancy-interstitial pairs – Frenkel pairs (FPs) – along the ion path and/or upon collision. Due to
diffusing ions and mobile vacancies, recombination processes are very likely and chemical reordering
takes places.35,53 Thus, TRIM results are usually poor at low incident ion energy.46 Besides, the
displacement energy should be considered as a function of chemical composition, which results in
different Ed values for rutile, anatase and brookite, as experiments on the polymorphisms of TiO2
demonstrate.45,46
Because defects as the FP are not in general stable,45,46,56,57 a way to estimate a stable defect
concentration is done through the introduction of the defect formation probability (DFP).56 The DFP
depends on the crystallographic direction, the energy EPKA and temperature. As soon as EPKA reaches
the threshold displacement energy, the probability to produce defects increases with energy, resulting
in a smooth, non-linear increment as a result of recombination of unstable Frenkel pairs. A piecewise
power law can be used to describe the behavior, see Eq. (4). Temperature has a large influence on
Ed ; calculations indicate that Ed increases for oxygen from 18 eV at 300 K to 53 eV at 750 K due to
activated recombination.56 To our best knowledge, experimental studies of Ed for anatase have not
been reported yet. In the case of rutile, values between 45 eV and 50 eV for Ti and 33 eV for oxygen
were reported using TEM.58
Molecular dynamic studies have shown that for low PKA energies, ≈ 75 % of the produced
defects are Ti vacancies,46 and for anatase at room temperature, a Frenkel pair (TiV + TiI) results in
recombination and is stable only when a second FP is produced at the nearest neighbouring sites,
indicating that stability is only possible due to the localization of two FPs (di-FP).46,59 Simulations45
and time-resolved cathodoluminescence spectroscopy60 show that at room temperature the recom-
bination processes reduce the amount of stable oxygen defects. Furthermore, oxygen defected TiO2
is known to interact with the ambient air61 such that recombination occurs. However, the sample
was measured several weeks after irradiation and no change of the magnetic moment was observed.
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TABLE II. Summary of different parameters and results of the TiO2 thin film after first and second argon ion irradiation.
Employing the results of molecular dynamic simulations46 yields a magnetic moment per Ti divacancy mdiFP(µB).
1stArH+ treatment 2ndArH+ treatment
Nr. of ArH+ 5.6×1016 1.12×1017
Flux 1.59 × 1014cm2s1
mdiFP(µB) 2.01 per di-TiV 1.3 per di-TiV
In addition, theoretical work predicts that the density of states in an oxygen deficient system is not
spin polarized and that there are no magnetic moments at the O vacancies.28
Following these experimental and theoretical results, one concludes that the magnetic moment
generated at the titanium di-FPs. Ti vacancies as a origin of FM were already found for as-prepared
Ti0.905O225 and TiO2 irradiated by 4 MeV Ar5+.27 Theoretical work predicts a magnetic moment
per Ti vacancy of 3.5 µB. When a Ti vacancy is created, holes are introduced into the O-2p π band.
Exchange splitting due to spin polarization of the low energy majority-spin state and high energy
minority-spin state, lowers the total energy in the presence of holes. When two Ti atoms are removed
from the nearest neighbouring sites, an oxygen dimer is formed along the z-direction.28 The 2 π∗
electrons of the oxygen dimer will drop to the lower states and compensate the holes. In addition, two
Ti-O bonds are broken. This leads to a further decrease of the magnetic moment of the di-FP down
to 2 µB per Ti divacancy.28 The probability to produce a Ti di-FP is ≈ 24.4 % per defect.46 Therefore,
considering the effective DFP of 1.26 % (see Section II B), a magnetic moment of m= 2.01 µB per
Ti di-vacancy is obtained. This result (see Table II) agrees very well with that of Peng et al.28 (2 µB
per diFP). Further experimental parameters are given in Table II.
After the second Ar ion irradiation, and using the same DFP, the magnetic moment per Ti
divacancy reduces to m= 1.3 µB. This implies that the transformation to the ferromagnetic state
saturates and less magnetic defects are produced increasing the defect.34,35 The mechanism can be
regarded as ferromagnetic super exchange mechanism, similar to the Hubbard model.28,62 The more
pronounced temperature dependence can be attributed to reduced long-range magnetic coupling as the
defect concentration, and the disorder, increases reducing hybridization and the Curie temperature.
E. Unusual magnetic anisotropy at low defect concentration
An unusual magnetic anisotropy was reported for defective HfO29 and Cr doped TiO263 thin
films, i.e. the magnetization at applied fields normal to the surface of the film reaches its saturation
at much smaller fields than for the parallel direction, in contrast to the expected magnetic form
anisotropy. In order to verify the possibility of such an anisotropy in the TiO2 films, measurements
FIG. 8. Anisotropy of the saturated magnetization after first and second argon ion irradiation at a temperature of T = 100 K.
After first treatment, an easy axis perpendicular to the film surface can be observed.
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under an applied field normal to the c-axis of the thin film were performed. For comparison, FIG. 8
shows the results of the hysteresis curves at T = 100 K under an applied field parallel and perpendicular
to the c-axis. A clear anisotropy of the saturated magnetic moment after the first Ar ion irradiation
is observed, similar to what has been already observed in the literature for dilute semiconductor
thin films.9,34,63 The results show that the magnetization caused by irradiation of argon ions has a
defined easy axis parallel to the c-axis, i.e. normal to the film surface. After the second treatment this
magnetic anisotropy practically vanished, indicating that a preserved atomic lattice with a not very
large defect concentration is required to get this interesting anisotropy. This anisotropy and the way
to produce it may have useful applications for memory devices. Future studies should consider the
possibility to produce well defined magnetic moments pinned normal to the main surface by single
Ar ion irradiation, using, for example, nano-implanters.64
IV. SUMMARY
Epitaxial anatase TiO2 thin films were grown by PLD on STO substrates. Their phase and the
crystallographic orientation were confirmed using X-ray diffraction measurements. The impurities
concentration of the samples were examined using PIXE. Their concentration was too low to be the
origin of the measured ferromagnetic signals. The as-grown sample shows a small ferromagnetic
signal without magnetic anisotropy and with a Curie temperature of TC ≈ 445 K. The origin of this
magnetic signal is probably related to lattice mismatch induced defects or defects generated during
the growth process. The experimental studies presented in this work show a simple way to induce
magnetism in anatase TiO2 thin films, via irradiation of low energy ions. After the first irradiation,
the magnetic moment at saturation increased by one order of magnitude, showing a very high Curie
temperature of TC ≈ 792 K. A considerable out-of-plane magnetic anisotropy in the magnetization
has been found. After the second irradiation, the magnetic moment increased again, but not linearly
with the ion fluence, whereas TC was reduced and the anisotropy vanished. Experimental24–27 and
theoretical28,45,46,56,57 results show that oxygen vacancies are not the source of magnetic moments,
but Ti vacancies. The used ion energy to produce the defects triggers the formation of Ti di-vacancies
or di-vacancy clusters.45,46 The obtained magnetic moment per Ti di-FP of m≈ 2 µB agrees with
literature reports.28 The triggered magnetization at low ion energies and fluences shows an interesting
anisotropy with an easy axis perpendicular to the film surface. The above mentioned experimental
results offer new possibilities for future applications of DIM in TiO2 thin films, using low-energy ion
irradiation which can be easily included in industrial processes.
ACKNOWLEDGMENTS
This work was supported by DFG through the Collaborative Research Center SFB 762 “Function-
ality of Oxide Interfaces” and the University Leipzig within the program of Open Access Publishing.
We thank Holger Hochmuth for the PLD growth of the TiO2 thin films.
1 P. Esquinazi, W. Hergert, D. Spemann, A. Setzer, and A. Ernst, “Defect-induced magnetism in solids.” IEEE Trans. on
Magn. 49, 4668–4674 (2013).
2 A. Sundaresan and C. N. R. Rao, “Ferromagnetism as a universal feature of inorganic nanoparticles,” Nano Today 4, 96–106
(2009).
3 C. D. Pemmaraju and S. Sanvito, “Ferromagnetism driven by intrinsic point defects in HfO2,” Phys. Rev. Lett. 94, 217205
(2005).
4 J. M. D. Coey, M. Venkatesan, and C. B. Fitzgerald, “Donor impurity band exchange in dilute ferromagnetic oxides,” Nature
Materials 4, 173–179 (2005).
5 D. Sanyal, M. Chakrabarti, T. K. Roy, and A. Chakrabarti, “The origin of ferromagnetism and defect-magnetization
correlation in nanocrystalline ZnO,” Phys. Lett. A 371, 482–485 (2007).
6 N. Kumar, D. Sanyal, and A. Sundaresan, “Defect induced ferromagnetism in MgO nanoparticles studied by optical and
positron annihilation spectroscopy,” Chem. Phys. Lett. 477, 360–364 (2009).
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This work focuses on the generation of ferromagnetism at the surface of anatase TiO2 films by low-energy ion
irradiation. Controlled Ar+-ion irradiation resulted in a thin (∼10) nm ferromagnetic surface layer. The intrinsic
origin and robustness of the magnetic order has been characterized by x-ray magnetic circular dichroism at room
temperature revealing that a Ti band is spin-polarized. These results, together with density functional theory
calculations, indicate that Ti vacancy-interstitial pairs are responsible for the magnetic order. Superconducting
quantum interference device measurements show the existence of a perpendicular magnetic anisotropy and a low
remanent magnetization. Magnetic force microscopy reveals that this low remanence is due to oppositely aligned
magnetic domains with magnetization vectors normal to the main surface. The weak domain-wall pinning, the
magnetic anisotropy, together with the simplicity of the preparation method, open up interesting possibilities for




Since ferromagnetism at higher temperature in semicon-
ductors, such as ZnO or GaAs, was theoretically predicted,
many groups have investigated this topic [1]. For example,
codoped TiO2 has drawn interest as dielectric material exhibit-
ing colossal permittivity [2] as well as magnetism [3], thus
turning it into a multiferroic system. Over the years, ferro-
magnetism has been observed also in many undoped oxides,
such as HfO2 [4–7], CeO2 [8], TiO2 [7,9,10], In2O3 [7,8],
ZnO [8,11–13], Al2O3 [8], or SnO2 [5,8,14]. It became evi-
dent that doping was not necessary because the magnetism is
related to crystal defects, and consequently it can be accom-
panied by a magnetocrystalline anisotropy. Magnetic oxides
are not only interesting from a physics point of view, but
they are also important for applications in many fields, such
as magnetic storage [15], hybrid complementary metal ox-
ide semiconductor or magnetic logic [16,17], high-frequency
components [18–21], magnetic field sensors [22], biomedical
applications [23], or giant magnetoresistance sensors [24,25].
Perpendicular magnetic anisotropy (PMA) is a desired con-
dition for magnetic thin films because of its importance
for high-density energy storage as magnetic random access
memory devices [26–32], the enhanced magneto-optical Kerr
rotation [33–35], spin-transfer torque [36,37], and spin-orbit
*markus.stiller@uni-leipzig.de
†Present address: Empa, Swiss Federal Laboratories for Materials
Science and Technology, Dübendorf CH-8600, Switzerland.
torque [38]. The requirements for new magnetic storage de-
vices demand miniaturization, i.e., magnetic bits of the order
of 10 nm or less. To extend the superparamagnetic limit and
obtain higher bit densities [39], materials showing PMA with
large anisotropy are of special interest [40].
Magnetic anisotropy can have bulk and/or interfacial con-
tributions originating from spin-orbit interactions [41], which
induces a coupling between the magnetization and the crys-
tallographic lattice [42–44]. Large anisotropies are usually
found in materials that have large spin-orbit coupling, such as
heavy elements (Pt, Au,...) or rare earths with nonzero orbital
momentum. In multilayers, magnetic anisotropy has been
found in the case of a broken symmetry at interfaces [45,46],
a crystallographic mismatch between the layers leading to
magnetostriction effects [47], or electron hybridization across
the interface [48]. This occurs especially at the metal/oxide
interfaces, due to hybridization of the metal 3dxz, 3dyz, or 3dz2
orbitals and the oxide 2p orbitals [49,50]. Studies also showed
that the interfacial effects are sensitive to their quality, [51]
and interfacial anisotropy energies of the order of ≈1.5 mJ/m2
for, e.g., Co(Fe)(B) [27,52], are typical. Such interfacial PMA
is mainly known to occur in bi(tri)layers made of an oxide and
a magnetic layer (and a heavy metal film) [28,46,50,53–58].
In contrast to Co/Pt-based multilayers, films based on
ferromagnet/oxide interfaces [54] exhibit a much lower co-
ercivity, despite the PMA. This is favorable for studies of
domain wall propagation as record domain wall speeds were
obtained [59,60] and are, therefore, good candidates for race-
track memories [61]. Voltage control of magnetism in such
systems [59,62–64] could be used for low-power nonvolatile
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memories and logic devices, in contrast to current controlled
devices.
This work presents a way to produce a magnetic layer at
the surface of TiO2 anatase by low-energy Ar+-ion irradia-
tion [65]. Defect-induced magnetism in TiO2 has been studied
in the past [7,66–70], achieving Curie temperatures of up to
880 K [10,69]. The main difference between our approach and
those published is related to the low ion energy and fluences
we use, which allow us to produce a robust magnetic layer
close to the surface of the films. In general, magnetism could
arise from cation and anion defects. Several mechanisms have
been proposed for both cases in TiO2 [7,10,66–75]. To clarify
the nature of the ferromagnetism, we used element-specific
techniques, i.e., x-ray absorption spectroscopy (XAS) and
x-ray magnetic circular dichroism (XMCD). The spectra were
obtained by recording the total electron yield (TEY) and the
luminescence yield (LY). Detailed theoretical investigations
of structural and magnetic properties of defects by means of
density functional theory (DFT) serve to calculate the XMCD
spectra and indicate that the origin of the magnetism is di-
Frenkel pairs (di-FPs), that the Ti band is spin-polarized, and,
to an extent, also the hybridized O 2p band. Magnetic force
microscopy (MFM) shows the presence of magnetic domain
structures with opposite magnetization directions aligned nor-
mal to the film surface.
II. METHODS
A. Sample preparation and irradiation
The samples were prepared in three steps: (i) growth of
amorphous TiO2 films by ion beam sputter deposition (IBSD),
(ii) crystallization by postgrowth annealing, and (iii) defect
generation by low-energy ion irradiation.
IBSD uses a low-energy ion beam for sputtering a tar-
get [76]. The sputtered particles condense on a substrate and
a film begins to grow. In the case of compound materials, for
instance oxides and nitrides, additional O2 or nitrogen back-
ground gas is provided in order to generate stoichiometric thin
films. The amorphous TiO2 thin films were grown using a Ti
target, Xe ions with an energy of 1000 eV, and O2 background
gas with a partial pressure of about 1.5 × 105 mbar on LaAlO3
(100) substrates (size 5 × 5 mm2). The sputtering geometry
with a scattering angle of 110◦ was chosen in order to get a
low fraction of Xe particles inside the TiO2 film (less than
0.1%). The film thickness was about 40 nm. More details are
given in Ref. [77].
Postgrowth annealing was performed at T = 1000 K for
1 h at ambient conditions. As a result, polycrystalline and
epitaxial samples were obtained. Thereafter, the anatase films
were irradiated with Ar+ ions with an energy of 200 eV, a
fluence of 1 × 1015 cm−2 s−1, and at normal incidence. The
penetration depth is about 10 nm.
B. Magnetic force microscopy
Magnetic force microscopy (MFM) measures the magnetic
stray fields of a sample, making it possible to detect magnetic
domain structures. The film for MFM measurements was
patterned using standard lithography processes, i.e., a thin film
was covered with a resist, and electron beam lithography was
used to prepare a mask. The resulting irradiated lines have a
width of ≈750 nm. After irradiation with Ar+ ions, the whole
mask was completely removed. The MFM measurements
were performed using a conventional MFM device (Veeco)
with standard MFM tips (Bruker, k = 3 N m−1, Q = 220,
r = 35 nm). During the measurement of the magnetic lines,
the lift scan height was kept at 50 nm and the tip velocity was
5 μm/s.
The MFM measurements of the film, which has also been
characterized using the SQUID, were done using different
parameters. To enhance the sensitivity, a negative lift height
of −10 nm was chosen and the drive amplitude was reduced
during interleave scan, such that the tip did not strike the
surface. Yet, surface artifacts cannot be avoided completely
and are visible in all pictures as bright dots.
C. Density functional theory
The density functional theory (DFT) calculations were car-
ried out using the projector augmented-wave method [78,79]
as implemented in the Vienna ab initio simulation pack-
age (VASP) [80,81]. The exchange correlation functional
of Perdew-Burke-Ernzerhof [82] is used with an isotropic
screened on-site Coulomb interaction [83] of U = 4 eV, ap-
plied on Ti 3d orbitals. The literature propose a large variety
of U values from U = 2.5 to 10 eV. We refer, for example,
to the work of Hu [84], where an intensive discussion of
the different U values for TiO2 is given. Our choice of U =
4 eV is based on the best compromise between the reported
values for both defect and defect-free systems [84]. The
kinetic energy cutoff for the plane waves was set to 600 eV.
Brillouin zone integrations were made using a -centered
k-point mesh sampling of 2 × 2 × 3 k-points for the structural
relaxation and a 6 × 6 × 8 k-point mesh for the density of
states calculation. The atomic coordinates in the supercells
were relaxed with the conjugate gradient method and within
a force convergence threshold of 10 meV/Å to minimize the
internal forces. The cell volume is fixed to its experimental
value [85] throughout the whole work.
The defects are simulated using a supercell repeating the
tetragonal cell 3 × 3 × 1 times, resulting in a total of 108
sites and a defect concentration of about 5.5 %. The di-FP
defect is formed by two Ti vacancies and two Ti interstitials
simultaneously, thus the total number of atoms is conserved.
The extent of each Frenkel pair (distance vacancy to its
corresponding interstitial) is varied from 3 Å [first nearest
neighbor (NN)] to 10 Å (twelfth NN). The interstitial atoms
were inserted at the empty spheres positions, which were
determined using the STUTTGART TB-LMTO program [86]. This
latter takes into account the space group symmetry operations
to fill in the voids between atoms with empty spheres. In
addition, the distance separating two vacancies in the di-FP
is varied from first NN to ninth NN. This leads in total to
108 different defect configurations. The structural data found
in the DFT calculations will serve as input for the XMCD
calculations.
D. X-ray absorption spectra and magnetic circular dichroism
The XAS Ti L edge calculations were performed with
MULTIX [87]. Within this program, the energy levels of an
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FIG. 1. Scheme of the experimental setup for the x-ray magnetic
dichroism measurements. The anatase film is covered with 2 nm Au.
emitting atom in a crystal field are calculated depending only
on the charges and positions of its neighbors. Thus, one is not
limited to certain crystal symmetries since the position of each
individual atom is included. A multiplet Hamiltonian is used
to calculate eigenvectors and eigenvalues of a ground state and
a core-hole state while the XAS spectra are then determined
by Fermi’s golden rule. As a result, the spectra are obtained
by sticks whose intensities arise out of the transition probabil-
ities between ground and final states. Afterward, these sticks
are broadened by Gaussian (experimental resolution) and
Lorentzian functions (finite lifetime of a core-hole state) to
obtain a spectrum comparable to the experimental ones [88].
The XAS and XMCD measurements were performed at
beamline 6.3.1 at the Advanced Light Source at the Lawrence
Berkeley National Laboratory. All experiments were done
at room temperature, positive circular polarized x rays were
used (with normal incidence), and the applied magnetic field
was switched between μ0H = ±1 T for the XMCD measure-
ments. Total electron yield (TEY) as well as luminescence
yield (LY) were used to measure the Ti L2/3 and O K edges.
To measure TEY, the insulating films were covered with a
2-nm-thick Au film using magnetron sputtering; for a scheme,
see Fig. 1. The preedge signal has been subtracted from the
XAS data.
III. RESULTS AND DISCUSSION
A. X-ray diffraction
The sample was investigated with x-ray diffraction (XRD)
measurements (Philips X-Pert Diffractometer with Bragg-
Brentano goniometer). The results can be seen in Fig. 2.
The substrate is oriented in the (100) direction and the
last kβ Bragg peak corresponds to (400) LaAlO3 (LAO). The
as-prepared amorphous thin films show no TiO2 peaks within
the experimental resolution. After annealing at 1000 K for
1 h in an ambient atmosphere, the anatase (004) peak can be
clearly recognized (see the inset in Fig. 2). No other peaks
are present, confirming that the thin films are anatase in the
(001) direction. From the (004) peak we find a lattice constant
FIG. 2. X-ray diffraction results of the amorphous and crystal-
lized TiO2 thin film. The inset is an enlargement around 2 = 38◦.
of c = 9.49 Å, which is slightly smaller compared to the
literature value of 9.51 Å [89].
B. Defect structure
The existence of di-Frenkel pairs (di-FPs) produced by
low-energy ion irradiation, as found by Robinson et al. [90]
by MD simulations using a Buckingham pair potential [91],
was the starting point for a detailed investigation of different
configurations of such defects on the DFT level. The the-
ory in this work suggests that two neighboring Ti vacancy-
interstitial defects (di-Frenkel pairs) are metastable in anatase
and are likely to be produced using low-energy ion irra-
diation consistent with previous studies [71,90]. Anatase is
a crystalline phase of TiO2 and crystallizes in a tetragonal
system, i.e., each Ti is surrounded by six O atoms. The
unit cell of anatase can be seen in Fig. 3(a). By means of
DFT calculations, as described in Sec. II C, Ti vacancies
(TiV ) and interstitials (TiI ) were introduced into the ma-
terial. After introducing the TiV -TiI defects (Frenkel pair),
the interstitials migrate back to the vacancy positions, re-
covering the pristine structure. However, when two Frenkel
pairs exist as nearest neighbors, they can be metastable at
room temperature [90]. Among the 108 different di-Frenkel
pairs (di-FPs) configurations, only five of them relax to a
spin-polarized ground state with a total magnetic moment of
(a) (b) (c)
FIG. 3. In (a) the unit cell of anatase is shown, with Ti and O
atoms in blue and red, respectively. In (b), two unit cells of anatase
with di-FP1 are shown, where the Ti interstitials are black and the
Ti vacancies are circles. The magnetic moment density is colored
yellow (transparent). Image (c) is similar to (b) but for anatase with
di-FP2.
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2μB per supercell. The total energies of these five magnetic
structures are close to each other but almost 400 meV/f.u.
higher in energy than the nonmagnetic TiO2 pristine system,
implying the metastability of these structures. In the follow-
ing, we will solely discuss the two metastable configurations
that give spin-polarized ground states and have the lowest
energies among all studied structures. We mention here that
the total energies of these two configurations differ only by
7 meV/f.u.
In the first configuration, di-FP1, there is a distance of
3.03 Å between vacancies (dV 1−V 2) and a distance of 5.97 Å
between each vacancy and its corresponding interstitial atom
(dV 1−I1 and dV 2−I2); see Fig. 3(b). The distance between the
two interstitials (dI1−I2) is 6.52 Å. Each of them is fivefold-
coordinated [Fig. 3(b)] and has a magnetic moment of 0.7μB.
The transformation of the TiO6 octahedra to TiO5 caused by
the di-FP was also predicted by Robinson et al. [90] by means
of molecular-dynamics simulations. In Ref. [90], distances of
3 Å for dV 1−V 2 and 2.9 Å for dV 1−I1 and dV 2−I2 are reported,
indicating that they considered only the nearest interstitial
coordinates (see Sec. II C).
On the other hand, di-FP2 is obtained with dV 1−V 2 = 4.96
Å, dV 1−I1 = 5.75Å shorter than dV 2−I2, which is equal to
5.95 Å. However, dI1−I2 is 3.81 Å, which is about half the
distance in di-FP1 [see Fig. 3(c)]. Only interstitial I1 in di-FP2
is fivefold-coordinated; the second Ti forms again a TiO6
octahedron.
C. Electronic structure
The density of states (DOS) of defect-free anatase is shown
in Fig. 4(a); no spin polarization is visible. The DOS of
anatase with di-FP1 [Fig. 4(b)] shows a strong hybridiza-
tion between Ti dxz orbitals and O 2p orbitals close to the
(arbitrary) zero energy. The conduction-band minimum is
mainly formed from the dxz orbital contribution. Each intersti-
tial is fivefold-coordinated [see Fig. 3(b)] and has a magnetic
moment of 0.7μB. We have also calculated the magnetocrys-
talline anisotropy of di-FP1 and found that the easy axis is
along the z-direction with an energy difference of 0.08 meV
to the x-axis and 0.04 meV to the y-axis.
On the other hand, for di-FP2, the shrinking of the distance
between the interstitials dI1−I2 and the stretching of dV 1−V 2
compared to di-FP1 induces a magnetic moment of 0.62μB
on the O atom close to one Ti vacancy [see Fig. 3(c)]. Only
one Ti interstitial (I1) is polarized (0.7μB) in di-FP2, and
it is fivefold-coordinated as in di-FP1. However, the second
Ti forms a TiO6 octahedron. The density of states of di-FP2
[Fig. 4(c)] at the zero energy is formed by the Ti dxz hybridized
with O 2p orbitals. A shallow peak from the O 2p orbitals
develops in the conduction-band minimum, which is related
to the polarization of an O atom in di-FP2.
D. Magnetic moment measurements
In Fig. 5, the magnetic moment m and magnetization M
versus applied field B are shown. The open symbol curves
show m(B) of the nonirradiated anatase thin film. A small
initial magnetic moment of ≈1 nA m2 is present. This can
be due to strain-induced magnetism at the substrate-film
FIG. 4. The density of states (a) of TiO2; (b) of TiO2 with 5.5%
di-FP1; and (c) of TiO2 with 5.5% di-FP2. The total density of states
is shaded in gray. The partial density of states (PDOS) of O 2p is
shown by the filled orange areas. The decomposed PDOS of Ti 3d is
presented by the colored solid lines, green for dxy, red for dxz, light
blue for dyz, dark blue for dz2 , and brown for dx2 . The black dashed
lines indicate the zero energy levels of the considered systems. The
spin-up and -down directions are indicated by arrows in (a).
interface and/or due to impurities in the substrate or film. For
example, interfacial magnetism at LAO and (TiO2 terminated)
SrTiO3 interfaces was previously reported [92,93]. This initial
moment of similar samples grown on SrTiO3 was already
discussed in Ref. [65].
The full symbols in Fig. 5 represent m(B) data after ir-
radiation with Ar+ ions with the field applied parallel and
perpendicular to the thin-film surface. Besides an increase
of the saturation magnetic moment by a factor of ≈20, a
PMA with the easy axis pointing out of the film is mea-
sured. To estimate the PMA constant K , the area difference
of the two hysteresis curves in Fig. 5 is used and yields
K≈0.26 mJ/m2. This result is similar to previously reported
results for oxide thin films and multilayers [27,40,94] or
for metallic multilayers [51]. The five d orbitals (in-plane:
dxy, dx2−y2 ; out-of-plane: dxz, dyz, d3z2 ) play a crucial role
regarding the magnetic anisotropy. For thin films or surfaces,
the structural anisotropy results in different contributions of
the orbitals to the density of states. For example, when consid-
ering a monolayer, the in-plane orbitals have a larger overlap
than the out-of-plane orbitals. This leads to narrower out-of-
plane bands and decreased population in bands with lower
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FIG. 5. Magnetic moment m (left axis) and magnetization M
(right axis) of the anatase film at T = 300 K, before (open symbols)
and after (full symbols) Ar+ irradiation. Results are shown for the
two applied magnetic field directions—parallel and perpendicular to
the film surface.
energy (spin down). Thus, the difference between spin-up
and spin-down population is larger compared to the in-plane
orbitals [95]. Such asymmetries resulting in out-of-plane mag-
netic anisotropies can also be induced through defects in
TiO2 [96].
The remanent magnetization is rather temperature-
independent [65], which rules out superparamagnetism. There
is small hysteresis with a coercive field of Bc≈10 mT. The
magnetization M in Fig. 5 was calculated assuming a layer
thickness of ≈10 nm (see also Sec. III G). Furthermore, the
thermal stability factor E/kBT has to be bigger than 40 [97]
to ensure that the magnetic information is retained for at least
10 years. With E = MSμ0HK A/2 being the energy barrier
that separates the two magnetization directions, and K =
msμ0HK/2A, one gets E/kBT = KA/kBT . With the PMA
constant of K = 0.26 mJ/m2, we find that the thermal stability
factor is large enough for an area A  (25 nm)2.
The temperature dependence of the magnetic moment can
be seen in Fig. 6. The measurements were done in the fol-
lowing way: At zero field the temperature was swept from
T = 300 to 5 K, a magnetic field of μ0H = 0.05 T was
applied, and the heat-up [zero-field-cooled (ZFC)] and cool-
down [field-cooled (FC)] curves were monitored. A clear
irreversibility is visible, as expected for ferromagnetism. Fur-
thermore, the field was turned off and the remanence was
measured. The remanent magnetic moment m(T ) remains
finite at T  300 K, and, in addition to the irreversibility in
FIG. 6. The zero-field-cooled (ZFC) and field-cooled (FC)
curves together with the remanence of the irradiated anatase thin
film. The magnetic field was applied perpendicular to the surface;
the arrows indicate the temperature sweep direction.
the ZFC-FC measurements, this implies a Curie temperature
well above room temperature.
E. Magnetic force microscopy
The results of the magnetic force microscopy (MFM)
measurements on a patterned anatase surface are shown in
























FIG. 7. Magnetic force microscopy measurements with the sam-
ple (MS) and tip (MT) magnetization (a) antiparallel and (b) parallel
to each other; (c) shows the corresponding line scans. In (d) a
measurement is shown in three dimensions, where the magnetization
direction of the sample was changed using a permanent magnet. The
arrows indicate the z-component of MT.
014412-5


















































FIG. 8. Magnetic force microscopy measurements at three differ-
ent positions (a)–(c) of a fully irradiated thin film. In (a) and (b) the
domains have been segmented with a barrier of 40% and a Gaussian
smoothing of 8 px. The topography of region (c) is shown in (d);
artifacts due to the negative lift height of −10 nm cannot be avoided
completely, despite the reduced excitation voltage.
parallel (b) to the MFM tip magnetization direction. The film
and the tip have been magnetized accordingly, prior to the
MFM measurement, and no external field was applied during
the measurement. The phase shift of the MFM signal clearly
depends on the magnetization direction, as expected for a
pinned ferromagnetic signal. Changing the relative magne-
tization direction, there is a sign change in the phase shift;
see Fig. 7(c) for the line scans indicated in (a) and (b). In
Fig. 7(d), the phase shift of the same magnetic pattern is
shown in three dimensions. Using a permanent magnet, during
the scan an external magnetic field was applied perpendicular
to the thin film surface such that the magnetization direction
of the sample was reversed, as can be seen in Fig. 7(d),
where the phase shift changes its sign. This, along with the
previous results, rules out electrostatic influences. There is no
correlation between phase shift and topography. The surface
roughness is unchanged by the irradiation and remains below
1 nm. The magnetic signal remains homogeneous over tens of
micrometers, indicating a continuous and smooth distribution
of magnetic defects (within a maximum scan size of 20 μm);
this is a clear advantage for applications. Furthermore, the low
ion-irradiation energy allows other masking techniques, e.g.,
with macromolecules [98], to prepare a magnetic pattern on
the anatase surface.
The low remanence of the unpatterned and irradiated thin
film (see Fig. 6) indicates the existence of randomly ordered
domains on larger areas. Thus, MFM measurements were
also conducted on the thin film; see Figs. 8(a)–8(d). Three
different positions were measured and all show a magnetic
FIG. 9. Room-temperature x-ray absorption spectra (top) and
magnetic circular dichroism around the Ti L2,3 edges (blue line) for
applied fields of ±1 T of an irradiated TiO2 sample, measured using
total electron yield (TEY). Below, the results of the MultiX XMCD
calculations are shown for the two di-Frenkel pairs and d0/d1 ground
states.
domain structure. Figure 8(d) shows the topography of the
MFM measurement shown in Fig. 8(c). Surface artifacts due
to the extremely low lift height are obvious, yet the oppositely
aligned domains as well as the domain boundaries are not
related to topography effects. The magnetic domains explain
the low remanence in the SQUID measurements and show
that the magnetization of the film is directed out-of-plane. An
in-plane domain structure would only be seen at the domain
walls as the out-of-plane field vanishes within the domains.
These results provide an explanation of the magnetic moment
measurements and prove the existence of ferromagnetic do-
mains at the surface. These results contradict the theory of
paramagnetism due to vacuum fluctuations [99], at least in
its current state [100], where a hysteresis/remanence and a
magnetic domain structure cannot be explained.
F. X-ray absorption spectra and x-ray magnetic
circular dichroism
In Fig. 9, the XAS of the irradiated sample are shown for
the Ti L2,3 edges using TEY. The spectra consist of two edges:
The L3 edge originates from electron transitions from the
inner 2p3/2 orbitals to empty 3d states, and the L2 edge comes
from 2p1/2 to 3d transitions. The two edges are split further,
where the number of additional peaks depends on the valence
state as well as the coordination and site symmetry [101–104].
The four standard peaks—A, B, C, and D—are common to all
tetravalent Ti compounds with TiO6 coordination [105] and
014412-6
TITANIUM 3d FERROMAGNETISM WITH … PHYSICAL REVIEW B 101, 014412 (2020)
FIG. 10. X-ray absorption spectra and magnetic circular dichro-
ism around the Ti L2,3 edges for applied fields of ±1 T and at room
temperature of an untreated sample. The XAS spectra have been
recorded using total electron yield.
are a result of the spin-orbit splitting of 2p states (L2,3) and
the 3d splitting to t2g and eg states. In the case of rutile and
anatase, there are additional peaks a and b. The two prepeaks
a can be understood using multiplet calculations [88,106];
a transition from 2p63d0 to 2p5d1 yields a prepeak a,
which splits into two peaks within an octahedral crystal
field [88,105]. The origin of the b peak remains an open ques-
tion. A possible explanation could be a noncubic ligand field
due to distortion of the TiO6 octahedra [88], but this remains
doubtful [107]. Another explanation has been found taking
into account particle-hole coupling, which gives good results
for both anatase and rutile [105]. Regardless, the splitting into
the B-b peaks is a fingerprint of anatase and rutile and does not
occur in other octahedra with similar Ti-O bond lengths, such
as SrTiO3.
In Fig. 10, the room-temperature XAS of an untreated
anatase film are shown for the Ti L2,3 edges measured using
TEY. The peak energies are shown in Table I, and agree well
with literature results [68,92,101–103,105,108–111]. The four
main peaks (A–D) as well as the b-peak are visible, in
agreement with the anatase structure. The difference in the
B/b intensity ratio confirms the anatase phase, where IB/b > 1
(IB/b < 1) for anatase (rutile). In the XAS of the irradiated
sample (Fig. 9), the b peak is present, yet the intensity is
reduced compared to the untreated anatase. The decrease in
intensity of the b peak already shows that the crystal structure
has been modified during irradiation.
Further, a XMCD can be seen in the case of the irradiated
sample [blue line (i) in Fig. 9], which shows that the Ti atoms
TABLE I. XAS peak positions for anatase TiO2.
Peak position (eV)
A B C D b
TiO2 TEY 457.5 459.2 462.9 464.7 460
TiO2 LY 457.6 459.2 462.9 464.9 460.2
FIG. 11. Room-temperature x-ray absorption spectra and mag-
netic circular dichroism around the Ti L2,3 edges for applied fields
of ±1 T of an irradiated sample. The XAS spectra have been
recorded using luminescence yield. Below, the result of MultiX
XMCD calculation for TiO2 anatase with d1 ground state is shown.
have a magnetic moment after irradiation. There is no XMCD
signal for the untreated sample, confirming that there is no
magnetic contribution of Ti at the surface in the nonirradiated
anatase films.
The XAS measured with LY of the Ti L2,3 edges are shown
in Fig. 11. The LY of the Ti L2,3 edges also shows a small
XMCD feature that could explain the initial magnetic moment
measured in the SQUID. This signal might be due to charge-
transfer at the TiO2/LAO interface, similar to what has been
observed for TiO2/SrTiO3 interfaces [92,112]. The bottom
line in Fig. 11 is the calculated XMCD signal for anatase
with d1 ground state and agrees very well with the measured
signal. It must be kept mind that LY probes a larger part of
the sample and that the contribution of the anatase surface
is reduced (larger mean free path of photons compared to
electrons). Also, the presence of the b peak in the XAS shows
a larger contribution of defect-free anatase compared to the
TEY spectra. This confirms that the structural changes, and
thus the increase of magnetism upon irradiation, are located
close to the surface of the thin film.
The O K edge of an irradiated sample can be seen in
Fig. 12. The XAS show several peaks, which give information
about the environment of the O atoms. The sample was
measured using TEY to avoid the influence of the O in the
LAO substrate. There are two main peaks, A and B, located at
530.1 and 532.6 eV. They are of 3d character, i.e., the O 2p
orbital is hybridized with Ti 3d orbitals. The Ti 3d molecular
orbitals (MO) are t2g-eg split, i.e., the eg orbitals (dz2 and
dx2−y2 ) are directed at the Ti and the t2g orbitals (dxy, dyz, and
dxz) are directed between O. The corresponding transitions
for the A and B peaks are (O 1s) → [(O 2p)-(Ti 3d{t2g})] (π∗
bond) and (O 1s) → [(O 2p)-(Ti 3d{eg})] (σ ∗ bond), respec-
tively [101,108,113]. The second set of peaks—C, D, and
E—can be attributed to O 2p orbital hybridized with Ti 4s
and 4p MOs [113,114]. This feature is related to the Ti-O
octahedra configuration and is absent in nonoctahedral struc-
tures [101,108,113]. An alternative explanation was found in
terms of resonance scattering within shells of neighboring
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FIG. 12. X-ray absorption spectra and magnetic circular dichro-
ism around the O K edge for applied fields of ±1 T and at room
temperature of an irradiated sample. The XAS spectra have been
recorded using total electron yield.
anionic backscatterers [115]. A small XMCD signal can be
seen around 530 eV at the onset of the first O peak; see
Fig. 12. This small signal is due to hybridized O 2p and Ti 3d
orbitals [116]; see also Sec. III G.
G. Origin of the magnetic moment
The computed structures were used to calculate the XAS
and XMCD spectra of the Ti di-FPs in an anatase crystal; the
results are shown in Fig. 9, curves (ii)–(v). The four possible
combinations (di-FP1/2 and ground states d0, d1) have been
shifted for clarity. The best agreement was found for di-FP2
with the d1 ground state. Ti3+ as the origin of the magnetic
moment agrees also with the loss of the TiO6 octahedra and
the formation of TiO5, where a Ti dangling bond acts as an
O defect, thus explaining the d1 magnetism. Note that none
of the calculated XMCD curves agrees completely with the
experimental data, which leads to the conclusion that also
other structural changes might be involved in the formation
of a magnetic moment within the TiO2 samples. Assuming
a defect concentration of one di-FP per two unit cells, and a
magnetic moment of 2μB per di-FP, one finds a defect depth
of ≈10 nm and a magnetic defect concentration of ≈8 at. %.
There is a small XMCD signal at the onset of the O K
edge (≈530 eV) (see Fig. 12) which is due to hybridized
O 2p and Ti 3dxz orbitals [116]. The origin of XMCD is
different for the L2,3 and K edges. The spin-orbit interaction
(SOI) connects the spin and angular momenta of the core
electron and incident circularly polarized x rays. In the case
of L2,3 edges, the 2p states have orbital angular momenta and
strong SOI due to their large binding energies, which yields
the large L2,3 XMCD and also the splitting into the 2p1/2 and
2p3/2 levels. The orbital magnetic moment, i.e., the SOI in
the valence bands, is not essential to provide large XMCD.
The core s states, however, have no SOI due to the absence
of orbital angular momentum. But, the SOI on unoccupied p
states at the absorbing atom is essential to yield the K-edge.
In general, the SOI at light elements is weak compared with
that of heavier elements, due to weaker gradients of Coulomb
potentials. Thus, the SOI is important at the core 2p states
in the absorbing atom, and the XMCD is a projection from
the Ti 3d orbitals hybridized with the O 2p level [92,117].
Therefore, we can conclude that the main contribution to the
magnetic moment is located at the Ti3+ in di-FP defects.
IV. CONCLUSION
In conclusion, ferromagnetism at room temperature with
perpendicular magnetic anisotropy has been induced in (001)
anatase after irradiating the sample with low-energy Ar+
ions. XAS and XMCD experiments of the O K and Ti L3,2
absorption edges have shown that the magnetic moment arises
at the Ti 3d shell. XAS and XMCD calculations of Ti di-FPs
are in agreement with the results and the assumption that
di-Frenkel pairs are responsible for the observed magnetism
and anisotropy. SQUID measurements were used to estimate
the magnetic anisotropy. Magnetic force microscopy proves
the existence of oppositely aligned magnetic domains with
out-of-plane magnetization directions, thus explaining the low
remanence of the samples. The efficiency of the production
method can be easily combined with other techniques al-
lowing the production of arbitrary magnetic patterns with
perpendicular magnetic anisotropy at the, in other respects
unaltered, anatase surface.
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Defect Induced Magnetism and
Electrical Properties of TiO2 and
ZnO Nanotubes
TiO2 is an insulator and the electrical transport strongly depends on the grain and
the grain boundaries in between. To gain more insight into the matter, ZnO nanowires
which can be grown easily by carbothermal reduction in a variety of lengths and
thicknesses, were also integral to the research, see Publ. 4.1. Here, the electrical
properties of ZnO nanowires of ≈ 400 nm diameter as a function of temperature
from T = 30 K up to T = 300 K were studied. Also, impedance spectroscopy in
a frequency range of 40 Hz to 30 MHz was investigated, similar to the TiO2 nan-
otubes. Furthermore, since these kinds of samples can be easily prepared, irradia-
tion experiments were conducted and the samples were exposed to low-energy ions.
The temperature dependent resistance before ion irradiation can be well described
by two processes in parallel: the fluctuation induced tunneling conductance and a
standard thermally activated process. Fluctuation induced tunneling can also de-
scribe the nonlinear current–voltage curves observed, despite using four contacts
for the measurements. After the irradiation with ions, an additional thermally ac-
tivated process was found that was explained by taking into account the impurity
band splitting due to proton implantation. Impedance spectroscopy measurements
and electron backscatter diffraction of the as-grown nanowires at room temperature
support the idea of different crystalline regions and two contributions in the trans-
port properties.
Nanostructures, such as nanowires or nanotubes, play an important role in mod-
ern research and can be deployed in a variety of applications, starting from catalysis
or solar cells to biomedical appliances. In order to gain experience with these sam-
ples, polycrystalline TiO2 single nanotubes grown by anodization where placed on a
substrate and contacted with the help of electron beam lithography. In the next step,
the electrical properties were measured, in particular, the temperature dependence
of the resistance using four contacts. Results obtained with two contacts indicate the
existence of a potential barrier between the Cr/Au contacts and the sample surface,
whose influence is clearly observable at temperatures T < 150 K. Room temperature
impedance spectroscopy in the frequency range of 40 Hz to 1 MHz indicates that the
grain cores dominate the electronic transport of these polycrystalline tubes.
Continuing the work, anodically grown amorphous TiO2 nanotubes and poly-
crystalline samples annealed at different temperatures were studied, see Publ. 4.2.
The isolated nanotubes were placed and contacted similar as was previously done
for TiO2 samples and ZnO nanowires. The electrical transport properties were inves-
tigated, and the non-linear current–voltage characteristics were explained using the
fluctuation induced tunneling conduction model. In addition, the changes before
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and after irradiation with low energy ions were investigated, and a clear enhance-
ment of the conductance was induced in insulating anatase nanotubes using a Ar/H
gas mixture to create the plasma. Confocal Raman spectroscopy confirmed that the
annealed nanotubes were in anatase phase, and a blueshift due to phonon confine-
ment was observed.
Electrical transport measurements are only of limited suitability to study the
magnetic properties of samples of nanometer size and with relative low magneti-
zation, present only at the surface. As already shown in the work about thin films,
MFM would be a superior method to look into the matter. However, room temper-
ature MFM is limited by experimental conditions such as surface charges or sen-
sitivity. Therefore, a confocal AFM device suitable for low temperature measure-
ments was employed for temperature dependent MFM measurements. Unfortu-
nately, there are no magnetic tips commercially available and such probes were self-
made, see Publ. 4.3. Focused electron beam induced deposition of cobalt was used
to functionalize atomic force microscopy Akiyama tips for application in magnetic
force microscopy. The grown tips have a content of ≈ 90 % Co after exposure to am-
bient air. The magnetic tips were characterized using energy dispersive x-ray spec-
troscopy and scanning electron microscopy. In order to characterize the magnetic
properties of the tips, current loops were prepared by electron beam lithography.
Measurements at room temperature and at T = 4.2 K were carried out. A coercive
field of ≈ 6.8 mT of the Co tip was obtained by applying several external fields in
the opposite direction of the tip magnetization.
Electrical properties of ZnO single
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Abstract
We have investigated the electrical resistance R(T) of ZnO nanowires of ≈ 400 nm diameter as a
function of temperature, between 30 K and 300 K, and frequency in the range 40 Hz to 30 MHz.
The measurements were done on the as-prepared and after low-energy proton implantation at
room temperature. The temperature dependence of the resistance of the wire, before proton
implantation, can be well described by two processes in parallel. One process is the fluctuation
induced tunneling conductance (FITC) and the other the usual thermally activated process. The
existence of a tunneling conductance was also observed in the current–voltage (I V- ) results, and
can be well described by the FITC model. Impedance spectroscopy measurements in the as-
prepared state and at room temperature, indicate and support the idea of two contributions of
these two transport processes in the nanowires. Electron backscatter diffraction confirms the
existence of different crystalline regions. After the implantation of H+ a third thermally activated
process is found that can be explained by taking into account the impurity band splitting due to
proton implantation.
Keywords: ZnO nanowires, electrical transport, fluctuation induced tunneling conduction, proton
implantation
1. Introduction
Zinc oxide (ZnO) nanostructures have recently drawn atten-
tion due to a wide potential applicability in electronics and
optoelectronics in both theoretical and experimental physics
[1–3]. ZnO nanostructures have a large surface/bulk ratio,
which makes them in general interesting for optical devices
and bare a great potential for nanoscale electronic devices
[4, 5]. The huge surface to volume ratio also results in a high
influence of adsorbates at the ZnO NW surface on the elec-
trical transport properties [6, 7].
ZnO is a wide band-gap semiconductor with a band gap
of 3.4 eV and, in a undoped (native) state it exhibits n-type
conduction. The n-type characteristics are believed to origi-
nate from native defects (e.g. structural defects or impurities),
however the origins of these imperfections and their corre-
sponding impurity levels are still under question [8–11]. The
dopant levels are sensitive to the sample preparation and can
be categorized into shallow levels (30–60 meV) and deep
levels (100–600 meV) [12].
Several electronic transport mechanisms have been
reported in the literature, yet many of these works have been
performed using the two-probe method [13–16]. Such metal–
semiconductor–metal structures are used for electronic
nanodevices such as field-effect transistors (FETs) [17, 18–
21], sensors [18, 22] or photo-detectors [23, 24]. In such
systems, the contact resistances are usually large and tem-
perature dependent [12] and therefore the resistance mea-
surements are influenced by these contributions. Due to such
complications, conclusions obtained from such measurements
are doubtful.
For instance, variable-range hopping (VRH) has been
suggested as the main transport mechnism in ZnO nanowires
(NWs) when using the two-probe method [14]. On the other
hand, a combination of nearest-neighbor hopping (NNH) and
thermal activation has been used and proposed as conduction
mechanism in ZnO NWs using the four-probe method [12].
However, we note that the presence of non-ohmic I V- curves
are not in agreement with the use of the before mentioned
transport mechanism.
In our study we show that the resistance of ZnO nano-
wires of relatively large diameter follows the (non-ohmic)
fluctuation induced tunneling conduction (FITC) model
together with a thermal activation process. We have
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investigated the transport properties of ZnO nanowires before
and after proton implantation. From our results we not only
get information about the dominant transport mechanism in
this system, but we also study the influence of implanted
protons on the conduction.
2. Experiment
ZnO nanowires were prepared from a high purity initial
material (ZnO: 99.99% Merck) in form of powder. ZnO
powder and graphite powder (6N, Ringsdorff, Germany) were
mixed with equal weights. After that the powder mixture was
pressed into pellets with a pressure of P 5 10 Pa.6» ´ The
NWs were then prepared by the carbothermal process, which
involves the thermal decomposition of ZnO [25] at
T 1150 C»  in a tubular furnace placed in the air. Initially,
we obtained a bundle of microwires and nanowires. The
perimeter of the wires with a diameter 1 m m is circular, as is
the case for the nanowire studied in this work. Using the
carbothermal method, the typical hexagonal shape develops
only for ZnO wires with diameters larger than 1 mm» . Cir-
cular shaped nanowires are already known to exhibit struc-
tural defects [26, 27]. A ZnO nanowire and a microwire are
shown in figures 1(a) and (b). As can be seen in the figure, the
shape of the 9 mm» diameter wire is hexagonal and the
416 nm» wire has a circular perimeter. A bundle of wires was
placed between two substrates and when pressure was
applied, NWs where transfered onto the top of the silicon
substrates (caped with a SiO2 surface layer) by mechanical
and electrostatic forces. Using a scanning electron microscope
(Nova NanoLab 200, FEI Company) and electron beam
induced deposition (EBID) of amorphous WCx, the NWs
were fixed onto the substrate (see figure 1(b)). The deposited
WCx is nearly insulating [28] and does not only fix the NWs
but also helps to prepare the electrical contacts. For that, the
substrates were covered with a resist (PMMA 950 K, AR-P
671-05) and electron beam lithography was used to design the
structures for the contacts. A bilayer film consisting of Cr
(5 nm) and Au (35 nm) was then sputtered onto the substrate-
sample-PMMA configuration. After removing the PMMA,
the samples were contacted onto a chip carrier for further
measurements.
For the transport measurements, the carrier is placed on
the cold head of a standard closed cycle refrigerator inside a
vacuum bell, with a minimal temperature of T 30» K. The
electrical resistance was measured in the four probe config-
uration, using a current source (Keithley 6221) and a nano-
voltmeter (Keithley 2182). The results were similar for all
electrodes. The results of the temperature dependent resis-
tance as well as the I V- curves presented in this paper, have
been measured using the contacts in the middle. Due to the
configuration of the sample holder and chip carrier, the
impedance spectroscopy was measured using a set of contacts
shifted by one segment.
The proton/H+ implantation was done using a self made
DC plasma chamber in a parallel plate setup at room tem-
perature with Ar/H (Ar:90%, H:10%, Air Liquide) gas
mixture [29]. The chip carrier with the NWs were mounted on
a plate placed about 10 cm away from the plasma center. An
applied bias voltage of 300 V was used to accelerate the H+
ions toward the samples. The scanning electron microscope
(SEM) pictures did not show any change on the wire’s shape
or surface after low-energy proton implantation. One contact
of the ZnO NW was connected to the ground and the bias
current was measured. The sample setup was covered with
Teflon, such that only a small window above the NW was
opened and the huge contacts (compared to the surface of the
nanowire) were shielded. This results in a higher concentra-
tions of ions which actually penetrate the surface of the ZnO
NW, rather than flowing through the contacts. The parameters
are shown in table 1. We will present the results of an indi-
vidual nanowire, before and after hydrogen plasma treatment.
At this point, we emphasize that we have chosen a nanowire
with a diameter such that we have a resistance in the order of
few MΩ at room temperature. This allows us to be able to
measure at low temperatures and also to avoid the destruction
Figure 1. In both figures (a) and (b) the SEM pictures of two ZnO
wires are shown, which were grown using the carbothermal method.
The scale bars at the bottom right denote 5 mm and 4 mm ,
respectively. The smaller nanowire with a diameter of 416 nm» has
a circular perimeter and is standing at the top of the larger microwire
of 9 mm» diameter. In both SEM pictures the hexagonal shape of
this microwire can be recognized. In (c) a ZnO nanowire fixed with
EBID prepared WCx structures is shown. The inset shows the NW
with Cr/Au contacts.
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of the wire during the ion implantation due to the high voltage
and current used. The investigated ZnO nanowire has a dia-
meter of d 401» nm according to the scanning electron
microscope (SEM) measurements. The length between two
contacts is l 5 mm» .
To carry out the impedance spectroscopy an Agilent
4294A precision impedance analyzer was used. The mea-
surements were done at room temperature with a frequency
range of 40 Hz–30 MHz.
3. Results
In this section we present and discuss the obtained results.
Section 3.1 describes first the as-prepared NW (ZnO-NW-ap)
followed by section 3.2 with the presentation and discussion
of the NW treated with protons (ZnO-NW-aH). Finally in
section 3.3 we present the impedance spectra for the ZnO-
NW-ap sample, which confirms the internal grain-like struc-
ture of the NW.
3.1. As-prepared ZnO NW.
The resistance as a function of temperature of the ZnO-NW-
ap sample is presented in figure 2. We have measured it using
different applied currents. We observe, that at temperatures
T 150< K, the resistance depends on the applied current. In
order to clarify this current dependence, we have performed
current–voltage (I V- ) measurements at different constant
temperatures, the results are presented in figure 3. The I V-
curves are clearly non-linear at T 125< K. The behavior is
close to that of a sample with a barrier, and is usually
observed in measurements done using two-point method.
However, we have used a conventional four point method,
which discards the influence of the contact barrier. That
means, the nature of the non-linear behavior in the I V-
curves has another source and should be temperature depen-
dent. In order to describe our results with a consistent theory,
which is able to predict the behavior in R(T) and in the I V-
curves with common parameters, we have used the fluctuation
induced tunneling conduction (FITC) model [30]. This model
can be used to describe similar behavior observed in similar
materials such as oxide nanostructures [31–34], double wal-
led carbon nanotubes bundles [35], conductor-insulator
composites [36, 37], disordered semiconductors [38] or doped
organic semiconductors [39, 40].
According to the FITC model, at small applied electric
fields (where the I V- curves are linear) the temperature
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where 0e is the permittivity of vacuum, re is the dielectric
constant of the insulating barrier, e is the elementary charge,
kB the Boltzmann constant, 2 p is the Planck’s constant, m is
the electronic mass, A is the area of the tunnel junction, 0f is
the barrier height and w is the barrier width. The characteristic
energy k TB 1 can be regarded as the energy required for an
electron to cross the barrier and T0 is the temperature well
below thermal fluctuations become insignificant.
The FITC model also provides a way to analyze the non-
linear I V- curves for large applied electric fields at a given
temperature:
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Table 1. Parameters for the hydrogen plasma implantation used for
the ZnO nanowire.
NW Ubias (V) Ibias (μA) P (mbar) t (min)
nW1a 300 5 1E-3 90
Figure 2. The normalized temperature dependent resistance at
different applied currents for the as-prepared ZnO-NW-ap. The lines
are the fits.
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where the saturation current Is and critical voltage Vs depend
only weakly on T and a(T) describes the influence of the
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This implies that the characteristic temperature T1 and T0 can
be obtained by fitting the results to equation (1) and by fitting
a(T) to equation (5), extracted by fitting the I V- curves to
equation (4) (with the ohmic regime being excluded) at
different temperatures. This allows us for a self consistency
check of the model. We also found that at high temperatures,
where the I V- results are linear, the resistance obeys the
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where Ea is the activation energy and R0 a free prefactor. In
order to describe the complete temperature dependence of the
experimental results, we have used a simple model, consisting
of three contributions in parallel. One is the before mentioned
FITC resistance R ,FITC the second one is the temperature
activated resistance and finally a temperature independent
term R0. The total resistance RTotal is given as follows:





1( ) ( ) ( ) ( )= + +- - - -
Using equation (7), we have fitted our data, see figure 2. We
observe that our model describes very well the experimental
results in the whole temperature range. The value obtained for
the activation energy is E 20.2 1.2a ( )=  meV, which is in
the same range of other ZnO Samples from the literature
[25, 41, 42]. This activation energy corresponds to shallow
defect levels produced by Zn interstitials, oxygen vacancies
and also H+ in ZnO (according to theoretical calculations [43]
and experimental observations by photoluminescence [44]).
The presence of H+ in our sample is a direct consequence of
the used method to prepare the nanowires, i.e. during the
growth at air, water vapor serves as hydrogen source, which
diffuses into the wires [10].
From the fits we obtained also the characteristic tem-
peratures T1 and T ,0 and using equation (5) we calculate the
temperature dependence of a T .( ) The result is plotted in
figure 4 (blue line). In figure 4 we can also see the results
obtained after hydrogen plasma treatment, which will be
discussed in section 3.2. The values obtained from the fits are
comparable to other oxide materials [34, 45].
In the next step we have fitted the I V- results using two
contributions, one comes from the FITC model and a linear
term which contains the contribution of the before mentioned
activated term of the resistance and the temperature
Figure 3. The I V- curves at different constant temperatures for the
as prepared ZnO-NW-ap. The curves at T 150 K are linear (not
shown), where the behavior is dominated by thermal activation. The
black lines are the fits to equation (8).
Figure 4. The temperature dependent parameter a T ,( ) obtained from
the I V- curves (red circles) and from the temperature dependence of
the electrical resistance (blue line) for the as-prepared ZnO-NW-ap.
The values obtained from the I V- curves after H+ treatment (ZnO-
NW-aH) are shown as green crosses. The obtained parameters (see
table 2): T IV1, and T IV0, are the characteristic temperature T1 and T0
(see equations (2) and (3), respectively) obtained from the fits to
equation (5) using parameter a T ,( ) which was obtained from the fits
of the I V- curves before treatment (see figure 3) and after treatment
(see figure 6); T R1, and T R0, are the characteristic temperatures T1 and
T0 obtained from the fits to equation (1) for both, the as-prepared
ZnO-NW-ap and the wire after proton implantation (see figure 5).
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independent term. The total I VTotal ( ) is given by the equation:
I V I V I V , 8aTotal FITC( ) ( ) ( ) ( )= +
where I VFITC ( ) is given by equation (4) and Ia(V) is a linear
term. The results using equation (8) are plotted in figure 3 as
straight lines. The experimental results are well described by
the model.
From the I VFITC ( ) we obtain the parameter a(T) at each
constant temperature. The obtained values are plotted in
figure 4 as (o). These data can be fitted using equation (5) and
is plotted in figure 4 as dashed line. From the fit we obtain the
characteristic values for T IV1, and T .IV0, If we compare the
results for a(T) obtained from R(T) and I V ,- we conclude that
our results obtained by both measurements are consistent with
each other, indicating that the transport mechanism at low
temperatures is preferentially well described and dominated
by the FITC transport process.
We would like to remark on the parameters we get from
the fitting procedure. The relative high number of parameters
can cause artifacts, which is a common problem when the
transport properties depend on 3 or more different processes.
Therefore, a summary of how the parameters were obtained
will be given. The first step was the fitting of the I V- curves
of the as-prepared nanowires, see figure 3. Within in the fit-
ting procedure the following restrictions have been made: the
critical voltage Vc and the saturation current Is depend only
weakly on the temperature; also the applied voltage must
satisfy V V .c∣ ∣ < In this way we obtained initial results for
a T .( ) These values were cross-checked with the resistance
measurements of the as-prepared wire until good agreement
between the I V- curves and R(T) was found. In order to
check for the consistency of the obtained parameters, the
resistance measurements before and after treatment were then
taken into account. In this fitting procedure, the parameters,
which do not depend on proton implantation, were taken as
shared parameters, i.e the curves were fitted simultaneously
with the critical temperatures T1, T0 and the activation energy
for the bulk Ea as global parameters for all curves. The I V-
curves for the treated nanowire, see figure 6, were fitted in the
same way as in the as-prepared case and included in the
procedure. Finally, the consistency of all obtained parameters
was verified (see figure 4), i.e. the results of the I V- curves
should agree with the results obtained from the resistance
measurements (in the as-prepared case and after H+ treat-
ment). The fitting yields values of Is between 0.05 A and
0.5 A, and the values of Vc lie between 115 V and 120 V. The
procedure is lengthy but necessary in order to get reliable
results. In general, it is possible to fit either a I V- curve or a
temperature dependent measurement with quite different
parameters. However, one gets contradictions with parameters
obtained from other measurements, and/or values which do
not make physical sense, such as negative values, large
changes of Vs or values for T1 and T0 which do not follow
equation (5). The sharing of the parameters between the as-
prepared and implanted states of the sample is a great help
and reduces effectively the amount of free parameters.
3.2. Proton implanted ZnO NW
In a second step, we have implanted H+ in our ZnO NW by
the method described before. In order to have some infor-
mation about the modified region, such as penetration depth,
defect density, etc. we have performed calculations using
Monte Carlo simulations provided by the stopping range of
ions in matter (SRIM) program [46]. We calculated the
penetration depth of the H+ according to our experimental
conditions (see inset figure 6). The estimated penetration
length is d 10 nm,» indicating that only 4.8%» of the total
volume of the sample is modified and the main changes occur
close to the surface. After hydrogenation, the resistance
decreases, which is in agreement with results from literature
[29, 47, 48]. We have repeated our measurements in the same
way as for the as-prepared sample. The resistance measure-
ments of the treated, as well as the as-prepared results, are
plotted in figure 5 together with the fits obtained using
equation (7) for the corresponding applied currents. Similar as
in the case of the untreated samples, the model describes well
our results. We added a thermally activated contribution R ,H+
which will describe the electrical transport in the modified
part in the nanowire due to the H+ implantation:





1 1( ) ( ) ( ) ( )= + + +- - - - -+
Figure 5. The temperature dependence of the electrical resistance at
different applied currents for the ZnO NW before and after H+
implantation. The black lines are the fits using equation (7) (as-
prepared NW) and equation (9) (after proton implantation), the
characteristic temperatures T R1, and T R0, have been taken as shared
parameters.
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The obtained activation energy for the non-modified part
remains unchanged, E 21.5 0.5a ( )=  meV, within experi-
mental error, because it reflects the behavior of the untreated
part of the ZnO NW. For the modified part we obtain
E 1.4 0.5a H, ( )= + meV, which is smaller than the result
obtained from the non-treated part. This indicates that the
resistivity of the hydrogen-treated part of the sample is
reduced. The decrease due to the influence of H+ implantation
was already reported in the literature [47].
Also the FITC contribution should not change upon H+
implantation. Therefore, the resistance of the treated NW was
fitted together with the as-prepared results and the char-
acteristic temperatures T R1, and T R0, have been taken as shared-
parameters.
We have also measured the I V- curves at different
constant temperatures and the results are plotted together with
the fits obtained using equation (8) in figure 6. Comparing the
values for a(T) obtained from the fitting process of the
resistance and the I V- curves, we observe that the parameters
T ,IV1, T IV0, (see table 2 and figure 4) coincide within the
experimental error with those of the untreated part. Indepen-
dently of the fitting process and the transport mechanisms
describing our results, an experimental fact is the reduction of
the resistance after the H+ implantation in the ZnO nanowire.
A detailed overview of the parameters can be found in
tables 2 and 3.
In order to calculate the change in the resistivity origi-
nated by the H+ in the shell of our ZnO NW, we assumed that
the total resistance measured after the treatment behaves like a
parallel resistance—one contribution is due to the H+ treated
part (with a resistivity Hr +) and the other one is the unmo-
dified core of the wire ( corer with a diameter of 391 nm). The
calculated values are shown in table 3. The resistivity
0 corer rº for pure ZnO is in agreement with literature values
[49], and, as expected, we obtained a reduction of one order
of magnitude for the H+ treated part. Changes up to four
orders of magnitude in the resistivity were already observed
in nanorods and nanowires, respectively, when they were
exposed to a moisture pulse of 97% relative humidity, where
water will be dissociated and provides protons as charge
carriers for the transport [50]. Such resistivity values are
comparable to semi-metal materials such as BiSb [51] and
high doped Si with phosphorus or boron as dopants (doping
density d 10 cmP,B 16 3» - ) [52]. According to our experi-
mental parameters and the SRIM calculations we obtain a
similar implantation density of d 10 cm .H 16 3» -+
According to theoretical calculations done for c-axis
oriented ZnO nanowires [53], it was predicted that the
absorption of H can reduce the resistivity and moreover
induce a metal-like behaviour when each H provides one
electron to the modified part of the nanowire. There are also
some experimental results showing the reduction of the
resistivity in bulk and in thin films after H+ treatment, where
a metallic like regime was reported at high tempera-
tures [29, 47].
Due to the high energy gap of 3.4 eV of ZnO, the
excitation of carriers to the conduction band will not occur at
the measured temperatures. However, it is well known that
ZnO NWs are often doped with n-type defects [18, 20, 21],
where the impurity levels of shallow defects are 30–60 meV
below the conduction band. The doping levels can be cate-
gorized into low, moderate and high doping. Low doping
leads to hopping conduction of electrons to localized site,
high doping the forming of an impurity band, where the
conduction is metallic like and independent of temperature.
Moderate doping ( 6 10 cm16 3·» - ), which is described by the
overlapping of the wave functions [54], results in an activated
conduction. Our H+ implantation yields a moderate to high
doping. The Coulomb fields from the acceptors and ionized
donors will cause the donor levels to split into an impurity
band [55], which again splits into the lower D band (formed
by single charged donors, Fermi level lies within the D band
for moderately doped ZnO NWs) and upper D- band (formed
by neutral donors) [54, 56, 57]. When the impurity con-
centration is high enough (but not so high that metallic con-
duction sets in) the two impurity bands and the bottom of the
conduction band smear over and the etch states of two
neighboring bands form localized states. This implies, that
due to k TB the electrons might be excited to the upper D-
band, with a larger donor orbital and wave function compared
Figure 6. The I V- curves at different constant temperatures for the
ZnO NW after H+ implantation. The red lines are the fits using the
FITC model. The inset shows the SRIM results and yield a
penetration depth for H+ at 300 eV of d 10 nm.»
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to the D band resulting in a reduced resistivity. Our reduced
resistivity and activation energy of the treated NW shell,
E 1.4a,H =+ meV, agrees with this assumption, as Ea,H+
should be about half of the energy gap from the Fermi level to
the bottom of D- band. This value is in agreement with the
literature [54].
3.3. Impedance spectroscopy of the as-prepared ZnO NW.
The FITC model is applicable for systems where the elec-
tronic transport is due to tunneling between large, conducting
grains via small contacts or thin barriers, i.e. the sample
should have a granular-like structure. A direct evidence of this
kind of internal structure in our NW is given in section 3.4. It
is known that in nanowires lattice defects, such as stacking
faults, can be found, especially in NWs, which have a circular
shape [26, 27]. These stacking faults are highly resistive and
may explain the observed FITC contribution to the overall
conductance.
A simple way to gain some information about the
involved conduction mechanisms, is through the use of an
indirect method, the complex impedance spectroscopy, which
is a very well established method to investigate the transport
mechanism in materials containing grains and interface con-
tributions. In figure 7 we present the experimental data (Cole-
Cole plot) at room temperature and in darkness in order to
avoid influence of natural light containing an UV component
[58]. We can recognize that the main arc is composed of three
semi circles, indicating that the conduction mechanism in the
nanowire consists of three capacitances. In order to get
information about the contributions, we propose a simple
circuit model to describe the experimental data. The Cole-
Cole data can be fitted using a capacitor and a resistance in
series (C2 and R2) and a capacitance (C1) in parallel (see inset
in figure 7). R1 takes into the account the long range, fre-
quency independent conductivity. The values are presented in
table 4. According to literature, the values obtained for the
capacitances can be related to different mechanisms of elec-
trical conduction and contributions [59]. In our case, we
obtained for C 1.8 101 11= ´ - F, which corresponds to grain
boundaries and C2, being one order of magnitude smaller, is
the average capacitance at the points of closet approach—
where the main fluctuation induced tunneling occurs—and
therefore, can be seen as part of C1. R2 is the resistance across
the junction. A third contribution, consisting of a capacitor
and a resistor, had to be added in order to fit the complete arc.
We attribute these to a second tunneling process across the
grain boundaries which have a larger area and capacitance,
note that the charging energy e C22 3 is negligible [30] for DC
measurements. The fact, that we can observe this kind of
behavior in our ZnO nanowire already at room temperature is
important, because it supports the idea of conducting regions,
which are separated by small barriers. We expect, that the
three arcs in Cole-Cole plot become even more evident for
temperatures well below room temperature.
3.4. Electron backscatter diffraction
According to the transport measurements (FITC model and
impedance spectroscopy) our ZnO NW is composed of dif-
ferent crystalline regions, i.e. it is not a single crystal. In order
Table 2. The characteristic temperatures T ,R1, T R0, (shared parameters) obtained by fitting R T ,( ) T ,IV1, T IV0, obtained using the I V- curves, the
activation energy Ea before and after hydrogen plasma treatment as well as Ea,H+ for modified shell of the nanowire.
State T R1, (K) T R0, (K) T IV1, (K) T IV0, (K) Ea (meV) Ea,H+ (meV)
as-prep.
1011 ± 15 24 ± 3
1007 ± 3 24 ± 1
20.9 ± 1.5
–
H+ treated 1012 ± 4 25 ± 1 1.4 ± 0.5
Table 3. The resistivity ρ for the as-prepared nanowire/nanowire
core, Hr + for shell of the nanowire after H
+ treatment and the
resistance at room temperature.




H+ treated 0.29 2.64
Figure 7. The reactance versus resistance for the as-prepared ZnO
NW. The line is the fit using the shown model.
Table 4. The parameters obtained by fitting the impedance spectra
using the model shown in the inset in figure 7.
C1 (pF) R1 (MΩ) C2 (pF) R2 (MΩ) C3 (pF) R3 (MΩ)
18.2 6.5 8.3 42 35.6 55
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to get direct information about the granular like structure, we
have performed electron backscatter diffraction (EBSD)
experiments. Using this microstructural-crystallographic
technique we directly obtain information about the crystal-
lographic orientations within the sample, i.e. about possible
texture or preferred grain orientations.
For this experiment we used a ZnO NW separated of the
same bundle used for the former nanowire and with similar
diameter (≈600 nm) and cylindrical shape. Using EBID with
PtCx, the NW was fixed to a V-shaped sample holder, which
can be seen in figure 8(a). Using an ion beam, the wire was
thinned such that we can measure across the wire and also get
extensive data in a large region in the order of the diameter of
the nanowire. Measurements have been performed in different
regions giving similar results.
In figure 8(b) the deviation of the c-axis from the main
direction of the NW is shown, i.e. 0◦ corresponds to the 001
direction parallel to the main axis of the wire and 90◦ would
be the maximal possible deviation (rotations around the c-axis
are not included in the figure). According to the results, large
fractions of the wire grow with a deviation up to ≈ 30 .◦ There
are some regions of the NW with a deviation up to ≈ 78◦,
crystal orientations with a higher angle away from the main
axis were not found. This shows that our ZnO NW is not a
perfect single crystal, but rather consists of several crystalline
regions with different orientations. The results confirm the
granular like structure of the NW. From EBSD we can get a
rough estimate of the cross-sectional area of the grains and
find A 100 nm 50 nm .g ( )» ´
Fluctuation induced tunneling can occur at the interfaces
between these regions, while an activated conduction
mechanism is present within these domains. These results are
in agreement with the observed impedance spectroscopy and
support the idea of grains present in the nanowire. Dividing
the characteristic temperatures, T T ,1 0 and assuming a barrier
width of w = 10 nm, we can estimate the barrier height and
area of the points of closest approach, where the fluctuation
induced tunneling occurs (this is not the area of the grains).
We assume a relative large barrier thickness due to the pre-
sence of lattice defects, which act as electronic traps and the
resulting formation of a depletion layer which acts as a bar-
rier. In this way we find a barrier height of 2740f » meV and
an area of A 60 .2( Å)» This value of A is compatible with
the expectations of the FITC model, that assumes an area
several orders of magnitude smaller than the total surface area
of the grains.
4. Conclusion
We have measured the transport properties of a ZnO nanowire
in a conventional four point method. The as-prepared sample
was investigated as well as after the implantation of H+.
Using the FITC model and an energy activated term, we were
able to describe the full temperature dependence of the
resistance and also the current-voltage characteristic curves.
Impedance results indicate that the ZnO nanowire has mainly
two different contributions in the conductivity. EBSD shows
that our ZnO NW is not a single crystal, but it is composed of
crystalline regions having different orientations. This is
compatible with the impedance spectroscopy results and
supports the application of the FITC model. According to our
results, the density of H+ implanted produced a large change
in the resistivity of the irradiated region and introduced a third
conduction mechanism. This provides the possibility of tai-
loring the transport properties of single ZnO nanowires
through modifying the surface by means of a controlled
implantation of H+.
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The electrical transport properties of anodically grown TiO2 nanotubes was investigated. Amorphous
nanotubes were anodically grown on titanium foil and transformed through annealing into the anatase
phase. Amorphous and polycrystalline single nanotubeswere isolated and contacted formeasurements of
the electrical resistance. Non-linear current–voltage characteristics were explained using the fluctuation
induced tunneling conduction model. A clear enhancement of the conductance was induced in an
insulating anatase nanotube through low-energy Ar/H ion irradiation. Confocal Raman spectroscopy
shows that the annealed samples were in anatase phase and a blueshift due to phonon confinement was
observed.
© 2017 Elsevier B.V. All rights reserved.
1. Introduction
Titanium dioxide nanotube arrays, formed by self-organizing
anodization, have attracted considerable attention. These 1D struc-
tures are used in wide range of applications such as electrodes in
catalysis [1], photocatalysis [2], dye-synthesized solar cells [3], gas
sensors [4], photoelectrochemical water splitting [5,6], in batter-
ies [7] or for CO2 reduction [8,9]. Biocompatible Ti46Si12O42 nanos-
tructured surfaces can be used to enhance cell attachment and
proliferation [10]. This outstanding flexibility is a consequence
of different electronic, chemical and ionic properties of anatase,
brookite and rutile [11,12]. Anatase is often more interesting for
applications, such as solar cells, due to the larger electron mobil-
ity compared to rutile. [13] The combination with the large active
surface area of nanostructures, results in a variety of dielectric, con-
ducting, magnetic, catalytic and other physical and chemical prop-
erties. Doping can be used to enhance the photocatalytic activity
of TiO2 nanotubes, e.g. with W [14–16], Au/W [17], Co [18,19], or
Co [15].
The general mechanism of electron transport, particularly in
nanostructures of TiO2, is not well studied and understood. Most
∗ Corresponding author.
E-mail address:markus@mstiller.org (M. Stiller).
of the published work focuses on macroscopic samples such as
nanotubular arrays [20,21], where parasite effects such as con-
tact contributions in two-point (2P) measurements or the scat-
tering of light inside the tangle of tubes, can have consider-
able influence on the measurements. Depending on the contacts,
non-metallic clusters (Au), Schottky barriers (Pt) or oxide layers
(Al, Cr) could be formed [11]. The magnetic [22,23] and electrical
transport properties of TiO2 depend strongly on structural defects
(single crystal band gap: 3.0–3.2 eV [24,25]), such as oxygen or
titanium vacancies. The transport properties can also be strongly
influenced by the scattering on the sample surface, as was found
for polycrystalline macroscopic arrays of TiO2 nanotubes [26]. In
addition, it was shown that, intragrain and intergrain conduc-
tion processes play an important role in disordered nanowires
and nanotubes [27,28]. Therefore, a large number of different
resistivities have been reported, e.g. 104  cm (2P, top/bottom
tube contacts) [29], 102 . . . 103  cm [30] and 1  cm [31]
using a four-point (4P) probes method. For comparison, the
obtained resistivity of different polycrystalline bulk anatase
covers a large range: 102 . . . 107  cm [13,32,33].
Recently, fluctuation induced tunneling conductance (FITC) [34]
has been proposed as a responsible mechanism in ZnO nanowires
[27], in bundles of double-walled carbon nanotubes [35] and in
nanoporous TiO2 thin films [36]. The FITC model predicts non-
linear current–voltage I–V curves due to intrinsic barriers between
grains in the sample [34]. Other frequently used mechanisms
http://dx.doi.org/10.1016/j.nanoso.2017.03.006
2352-507X/© 2017 Elsevier B.V. All rights reserved.
52 M. Stiller et al. / Nano-Structures & Nano-Objects 10 (2017) 51–56
Table 1
Overview of the TiO2 nanotubes presented in this work. The dimensions were
measured using scanning electron microscopy. In order to calculate the resistivity
of sample NT4 after irradiation, a shell thickness of d = 5 nm was assumed.
ID Phase Contacts Length (µm) ρ(T = 300 K) ( cm)
NT1 Anatase 4 0.5 ± 0.1 0.026
NT2 Anatase 4 1.5 ± 0.1 0.044
NT3 Amorph 2 3.3 ± 0.2 5.31
NT4 Anatase 2 6.9 ± 0.2 34
include variable-range hopping and thermally activated processes.
However, they cannot explain the non-linear behavior of I–V
curves [27] and the saturation of the resistivity at low tempera-
ture [37,38].
In this work, procedures to isolate single TiO2 nanotubes
and to establish barrier free contacts for electrical transport
measurements are presented. The resistance of amorphous
and polycrystalline anatase samples were investigated in a
broad temperature range. A FITC mechanism contributes to the
conductivity in all measured samples with non-linear I–V curves.
Additionally, the electrical transport of a highly insulating anatase
nanotube was modified by means of defect production at the
surface using low-energy ion irradiation.
2. Experimental
The TiO2 nanotubes have been separated from nanotubular
layers anodically grown on titanium foil (Advent Research
Materials Ltd., 99.6% purity) in an electrochemical cell with
ethylene glycol electrolyte containing 0.15 M ammonium fluoride
and 1 M H2O. The titanium foil was anodized with a potential of
60 V applied for 5 h. Finally, the nanotubular array was placed in
ethanol and dried with nitrogen gas. The grown nanotubes (see
Fig. 1(a)) are initially in the amorphous phase and were annealed
in air using a Rapid Thermal Annealer (Jet-first Rapid Thermal
Annealer, Jipilec, France) in order to obtain polycrystalline anatase
samples. The heating/cooling rate was 15 °C/min with annealing
temperatures of 350 °C and 450 °C. After annealing, the nanotubes
were polycrystalline and exhibited anatase morphology, for more
detailed information please refer to Refs. [39–41]. Annealing at
higher temperatures results in mixed phases of anatase and rutile,
eventually, the single nanotubes would collapse [40]. Therefore,
only pure amorphous and anatase nanotubes were investigated.
Bundles of nanotubes were scratched off the foil onto commer-
cial, p-boron doped silicon substrates (5 × 5 mm) with a 150 nm
SiNx coating, see Fig. 1(b). By applying pressure and a slow circu-
lar motion using a second substrate, some single nanotubes break
off the bundles and were stuck to the substrates because of elec-
trostatic attraction. Suitable tubes were selected using an optical
microscope. In order to fix the nanotubes on the substrate and
to prepare them for contacting, electron beam induced deposition
(EBID) of tungsten carbide was used, see Fig. 1(c). The deposited
WCx is nearly insulating [42] and provides the necessary steps to
compensate the height difference between contacts and nanotube.
The substrates were covered with a positive working resist (ALL-
RESIST, PMMA950K, AP-R 671-05) and, bymeans of electron beam
lithography (EBL), the structures of the contacts were printed into
the resist. After developing, a bilayer film composed of Cr (5 nm)
and Au (35 nm) was sputtered. The PMMA was later removed
by acetone. The width of the contacts exceeds the WCx steps, in
order to get a potential barrier-free electrical connection. A pre-
pared nanotube can be seen in Fig. 1(d). An overview of the struc-
tural properties and dimensions of the nanotubes can be seen in
Table 1.
For the transportmeasurements, each samplewas contacted on
a chip carrier placed on the cold head of a standard closed cycle
Fig. 1. In (a) a TiO2 nanotubular array grown on Ti foil is shown. The nanotubes
have an average diameter of approximately 120 nm. Figure (b) displays a single
TiO2 nanotube, in (c) the nanotube after WCx deposition and in (d) the contacted
TiO2 nanotube ready for measurement can be seen. In (e) a Raman image of the
investigated sample is shown, the bright region corresponds to the Raman Eg band
at 148 cm−1 .
cooling system inside a vacuum bell with a minimum temperature
of T ≈ 30 K. The electrical resistance was measured using the
four-point probe configuration with a current source (Keithley
6221) and a nano-voltmeter (Keithley 2182). The high resistance
measurements were performed with a constant applied voltage
using a DC source (Yokogawa 7651). The current was monitored
with a shunt resistance of Rs = 9.101 M in series with the
samples. For low temperature measurements down to T = 5 K,
a commercial 4He cryostat (Oxford Instruments) was used.
The Ar ion irradiation was done in a self-made plasma chamber
with a parallel plate (copper) setup at room temperature. The
chamberwas evacuated to a pressure of P ≈ 0.1mbarwith anAr/H
gas mixture (Ar: 90% and H: 10%, Air Liquide) flowing through the
chamber. The chip carriers with samples were mounted ≈ 12 cm
away from the plasma center and a bias voltage ofUbias = 50 Vwas
used to accelerate the ions towards the sample, while connected
to ground, and the bias current was measured. The energy used is
too low to produce any relevant sputtering, which could induce a
composition variation. Previously, the substrate was covered with
PMMA and a window was opened to shield the contacts using
electron beam lithography. The number of ions hitting the sample
was estimated to be ≈2.2 × 1014 Ar ions [23].
Information about the sample structure was obtained using
the confocal Raman microscope alpha300R+ from WITec with an
incident laser light of wavelength λ = 532 nm. The device has a
lateral resolution of ≈300 nm and a depth resolution of ≈900 nm.
The energywas kept at≈3mW to avoid damage caused by heating
effects in the sample.
M. Stiller et al. / Nano-Structures & Nano-Objects 10 (2017) 51–56 53
3. Results
Using XRD, it was shown that the as-prepared nanotube bun-
dles are amorphous and they transform into anatase after an-
nealing [39,40]. However, some single nanotubes could remain
in the amorphous state. Using confocal Raman spectroscopy, sin-
gle isolated samples can be investigated. According to Ohsaka
et al. [43] for bulk anatase, Raman peaks can be found at 639, 197
and 144 cm−1, assigned as Eg modes. B1g modes are at 513 and
399 cm−1, and the band at 519 cm−1 corresponds to the A1g mode.
The Raman Eg band at 144 cm−1 is the most intense peak. Our re-
sults are presented in Fig. 1(e), the peaks correspond to the Eg band,
the obtained values are 148 and 633 cm−1, respectively, which are
different compared to the above mentioned results for the bulk
anatase. This band shift is known as blueshift and is caused due
to phonon confinement in the nanocrystals forming the nanotube.
This effect was already reported for anatase nanocrystals [44],
where the shift of the Eg peak as a function of the annealing tem-
perature was investigated. A blueshift to 148 cm−1 was obtained
for nanocrystals annealed at ≈350 °C, which is in agreement with
the annealing temperature used for the TiO2 nanotube. From the
blueshift, a crystallite size of ≈8 nm could be obtained [44], which
is in agreement with XRD results [40]. A (x − y) Raman scan is
shown in the inset of Fig. 1(e), where the bright shades correspond
to the Raman Eg band at 148 cm−1.
The electrical properties of the nanotubes depend strongly upon
the phase and structural quality. A defect free TiO2 anatase nan-
otubes is electrical insulating. However, due to growth conditions,
defects can be introduced resulting in an electrical conductive ma-
terial. For example, such defects are oxygen vacancies (self dop-
ing) produced by a reduction of TiO2, e.g. through electrochem-
ical reactions, gas annealing or exposure to vacuum [40,45–47],
due to a separation of O2 or H2O from terminal oxide or hydroxide
groups and bridged oxide and Ti3+ states [46]. Many investigated
nanowires and/or nanotubes exhibit non-linear I–V curves, which
are usually neither discussed, nor explained in the literature [48].
Such non-ohmic behavior could be due to intergrain conduction or
barriers formed on the contacts used for measurements. For con-
venience, the measured samples in this work are sorted in three
categories: polycrystalline nanotubes with linear (Section 3.1) and
non-linear (Section 3.2) I–V curves, an amorphous sample (Sec-
tion 3.3) and an insulating anatase nanotube which was treated
with low-energy Ar ions (Section 3.4).
3.1. Linear I–V curves
The TiO2 nanotube sample NT1 shows linear I–V curves in
the whole investigated temperature range, see inset in Fig. 2.
Similar results were already shown in previous work [30]. The
measurements were carried out using the four-point probes
method. The temperature dependence of the resistance can be seen









+ R−10 , (1)
where R2 is an arbitrary prefactor, R0 is a temperature independent
term, the dimensionality d = 3 and Th is a characteristic
temperature. From the fit, Th = (3450±29) K; similar values have
already been reported in the literature [30]. The density of states





Fig. 2. The temperature dependent resistance of nanotube NT1 is shown. In the
inset the linear I–V curves can be seen. The continuous line was obtained from Eq.
(1).
where kB is Boltzmann constant and the localization length is
assumed to be in the order of ξ = 1 nm [49]. A DOS of N(EF) ≈
6.1 × 1028 eV−1 m−3 was found, which agrees very well with
the literature [30,50]. The resistivity, see Table 1, is very low
compared to other investigated samples. The low resistivity might
be a consequence of doping due to a large density of defects present
in the sample.
3.2. Non-linear I–V curves
The current–voltage characteristics using Mott VRH and
activated transport processes correspond to linear I–V curves
(ohmic regime). Therefore, they fail to explain non-linear I–V
curves as well as R(T ) for such samples. The conduction of the
polycrystalline nanotube depends on the intragrain and intergrain
conductivity. When there is no doping, the grains are insulating
with an energy gap of ≈3 eV. At intermediate doping, the charge
carriersmove to the crystal defects/boundaries between the grains,
which are acting as electronic traps, and thus a depletion layer is
formed with a potential barrier. In this case non-linear I–V curves
can be observed also when measuring with four-point probes
method. At high doping levels, the material is saturated and the
barrier vanishes again.
The nanotubeNT2wasmeasured using four contacts and shows
non-linear I–V curves, see inset Fig. 3. The I–V measurementswere
performed from T = 50 to T = 300 K, where non-linear behavior
can be observed at temperatures T ≤ 175 K and below. This can
also be seen in the temperature dependent resistance measure-
ments, which were done using I = 100 and I = 200 nA, at T ≤
175 K the curves split. The non-linearity of the I–V curves and the
temperature dependence can be explained using the fluctuation
induced tunneling conductance (FITC) model, which was already
used to describe similar materials such as nanoporous TiO2 thin
films [36], ZnO nanowires [27], oxide nanostructures [51–53], dou-
ble walled carbon nanotube bundles [35] or disordered semicon-
ductors [54]. According to the FITC model, at small applied electric
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Fig. 3. The temperature dependent measurements at two applied currents of
sample NT2 are presented. The resistance at room temperature is RRT = 100 k.
The inset shows the I–V curves at different temperatures. The continuous lines are
the fits obtained following Eq. (3) for R(T ) and Eq. (5) for the I–V curves.









+ R−10 , (3)
where R∞ is a free, temperature independent parameter, and the














where ϵ0 is the vacuum permittivity, ϵr the dielectric constant of
the barrier, e the elementary charge, kB is the Boltzmann constant,
h̄ the reduced Planck constant, m the electron mass, A the area of
the tunnel junction,ϕ0 the barrier height andw is the barrierwidth.
The characteristic energy T1 can be regarded as the energy required
for an electron to pass the barrier and T0 is the temperature for
which well below thermal fluctuations become insignificant. As
stated before, the FITC model also provides the means to describe
the non-linear I–V curves at different temperatures as follows [34]:








, |V | < Vc, (5)
where Is and Vc are the saturation current and critical voltage, re-





As can be seen from these equations, the characteristic tempera-
tures can be obtained through fitting the I–V curves and the tem-
perature dependent resistance R(T ). However, in order to fit the
data, a temperature independent term R0 in parallel to the FITC
conduction process, has to be added. The parallel contribution is
due to disorder and impurities present in the TiO2 nanotubes.
In order to fit the data and to reduce the amount of free
parameters, all curves were fitted simultaneously (I–V curves and
R(T )) and the corresponding parameters were taken as shared
parameters for all curves. This means, that Vc and Is (which depend
only weakly on the temperature) are shared among the data of the
I–V curves, and that T1 and T0 are shared among the I–V curves
and R(T ) results. The data and the fits can be seen in Fig. 3, the FITC
model describes very well both the I–V curves and R(T ) results.
From the fit results, a saturation current of Is ≈ 2.8 × 10−7 A and
a critical voltage of Vc ≈ 0.29 V are obtained. The characteristic
temperatures are T1 ≈ 853 K and T0 ≈ 59 K. Similar values have
already been reported in the literature [27,52,53,55]. Although,
the samples were measured using the four-point probes method,
non-linear I–V curves were measured as consequence of barriers
formed at the intergrain boundaries. This effect could be avoided
by employing long term annealing at intermediate temperatures,
as high-temperature annealing would result in a collapse of the
TiO2 nanotubes [40,41,56,57].
3.3. Amorphous nanotube
The temperature dependent resistance of an amorphous
TiO2 nanotube NT3 is shown in Fig. 4. The room temperature
resistance is R (295 K) = 29 M, and thus much higher than the
previously shown samples. Therefore, the resistancewasmeasured
with a constant applied voltage of V = 10 V and the current
was monitored with a shunt resistance. This implies a two point-
probes technique to be used. However, a large influence of the
contacts is not expected, due to the very high resistance of the
TiO2 nanotube itself. This assumption is supported by the result
of a four-point probes measurement at room temperature, which
yields the same resistance as for the two-point measurement.
Therefore, the influence of the contacts will be neglected. The data
aswell as the fits are shown in Fig. 4, in the inset the I–V curves can
be seen. As before, allmeasurementswere fitted simultaneously. In
order to fit theR(T )data, not only the FITCmodel has to be assumed
but also a VRH hopping contribution in parallel was needed, see
Eq. (1). The shared parameters were: Is = 5.5 ± 0.1 × 10−5 A,
Vc = 144 ± 3 V, T1 = 6545 ± 50 and T0 = 272 ± 7 K. With the
characteristic temperature Th ≈ 70 000 K and using Eq. (2), the
DOS at EF is N(EF) ≈ 3× 1027 eV−1 m−3. This value is one order of
magnitude smaller thanwhatwas obtained for TiO2 nanotubewith
linear I–V curves. This together with the large values of T1 and T0,
i.e. large barrier height, explain the high resistance of this sample.
At low temperature, the constant R0 term in parallel which is due
to impurities/defects, dominates the transport.
3.4. Ar ion irradiated nanotube
In order to investigate the influence of defects on the transport
properties of polycrystalline anatase TiO2 nanotubes, an almost
insulating sample was chosen (see results in Fig. 5), indicating
a high quality of the crystalline structure. The sample NT4 has
been irradiated using an Ar/H plasma. The results after irradiation
of the temperature dependent resistance measurements and I–V
curves can be seen in Fig. 5 and its inset. The used energy of
the plasma ions of 50 V and, according to SRIM simulations, the
resulting penetration depth is ≈5 nm, implying that the nanotube
is modified only at the surface [23,27]. The sample consists then of
an insulating polycrystalline nanotube surrounded by a conducting
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Fig. 4. The temperature dependent measurements at constant applied voltage of
sample NT3 are presented. The resistance at room temperature is RRT = 29 M.
The inset shows the I–V curves at different temperatures. The continuous lines are
the fits obtained following Eqs. (1) and (3) for R(T ), and Eq. (5) for the I–V curves.
TiO2 shell. The FITC model is suitable to describe such systems,
which is in agreement with the non-linear I–V curves. Although
the sample was irradiated homogeneously, the conduction can be
well described by the FITC model. This indicates that the defects
produced in the grains induce finite conductivity, yet the regions
between the grains, i.e. the grain boundaries, remain insulating
and are less affected by defects. The sample was measured using
the two-point probes method and shunt resistance. Due to the
high intrinsic resistance, the contact contribution is neglected. The
I–V curves and R(T ) were fitted as before, using the characteristic
temperatures T1 and T0 and the saturation current Is and critical
voltage Vc as shared parameters. The model to fit the data was
the same as for the other polycrystalline sample with non-linear
I–V curves, i.e. the FITC model in parallel with a temperature
independent residual resistance. The obtained parameters are Is =
7.9 ± 0.6 × 10−6 A, Vc = 116 ± 10 V, T1 = 3106 ± 80 and
T0 = 206 ± 4 K. This indicates a larger barrier height compared
to the other polycrystalline samples. The estimated resistivity, see
Table 1, is larger than of sample NT2, indicating a relative low
defect production probability with the used energy.
4. Conclusion
Several anodically grown amorphous and polycrystalline TiO2
nanotubes were isolated and prepared for the measurement
of their electrical transport properties. Raman spectroscopy
reveals that the investigated anatase samples are homogeneous
and polycrystalline with a grain size of a few nanometers.
For nanotubes with linear I–V characteristics a VRH transport
mechanism explains the measured behavior. In order to describe
the R(T ) and non-linear I–V curves, the FITC as well as the
VRH model are used. Using four contacts, non-linear I–V curves
were measured, which can be explained considering a barrier
Fig. 5. The results of the temperature dependent measurements at constant
applied voltage of sample NT4 after Ar/H ion irradiation are presented. The
resistance at RT is RRT = 500 M. The inset shows the I–V curves at different
temperatures. The continuous lines are the fits obtained following Eq. (3) for R(T )
and Eq. (5) for the I–V curves. The resistance before ion irradiation was Ri = 36 G
at T = 240 K and is indicatedwith blue crosses. (For interpretation of the references
to color in this figure legend, the reader is referred to theweb version of this article.)
formed at the interfaces between the grains. The fluctuation
induced tunneling conductance describes the resistance results
as well as the non-linear I–V curves for the polycrystalline
TiO2 nanotubes. A combination of the FITC model and VRH
was used for the analysis of the resistance of an amorphous
nanotube. The contacts on the crystalline samples are ohmic,
i.e. there is no barrier, which is important for future studies and
applications. An insulating sample was irradiated with low-energy
Ar/H plasma, and a large change in the resistivity was produced.
This provides the possibility to modify the electrical transport
properties of individual TiO2 nanotubes through controlled
irradiation with ions. In this work, the preparation of single
TiO2 nanotubes with ohmic contacts for electrical transport
measurements was demonstrated, which opens new possibilities
for future applications.
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1. Introduction
Magnetic force microscopy (MFM) is an essential tool to probe 
the local stray fields of materials and can access information 
from nanometer to micrometer length scales. This is important 
for experimental work in the area of nanotechnology, where 
MFM offers superior spatial resolution compared to super-
conducting quantum interference measurements [1]. Thus, 
MFM has been used to investigate and to manipulate vortices 
in superconductors [2–4] or ferromagnetic domain walls in 
thin films [5–7] and micro/nano-structures [8]. However, 
most MFM systems are restricted to room-temperature mea-
surements, lacking the possibility to explore the temperature 
dependence of magnetic and/or superconducting properties 
in such samples. Another crucial factor is that conventionally 
AFM devices are operated using a laser to detect the canti-
lever oscillation, which implies a working place of the order 
of tens of centimeters, while for AFM using Akiyama tips, 
the working place is reduced to a few centimeters, making it 
possible to place them inside a cryostat or employ multi-probe 
scans. Furthermore, these tips can be used in darkness and 
thus allow for measurements inside tubes or a combination 
of AFM/MFM with scanning electron, optical or confocal 
microscopy. An example of Akiyama tips used for magnetic 
measurements is the combination with diamonds containing 
NV-centers which are glued at the end of the tip [9]. In addi-
tion, low-temperature measurements can be useful to rule out 
topographic or electrostatic contributions [10]. Often, samples 
undergo a variety of phase transitions upon cooling, such as 
magnetic quantum tunneling or magnetic anisotropies of small 
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Table 1. EDX results of a magnetic Akiyama tip at positions shown 
in figure 1(g). The spectra were recorded after exposure to ambient 
air.
Spectrum C (At%) O (At%) Co (At%)
1 6.88 1.31 91.81
2 7.42 0.83 91.75
3 12.23 1.54 86.23
Mean 8.84 0.83 89.93
particles that exhibit superparamagnetism at room temper-
ature. The hardware for self-oscillation and self-sensing tips 
requires less space and can be placed easily in a cryostat 
for temperature dependent measurements. Low-temperature 
MFM has been used to study micrometric aggregates of a 
paramagnetic gadolinium acetate complex [11] or magnetic 
switching of ferromagnetic Prussian blue analogue nanopar-
ticles [12] or single molecule magnets [10].
Moreover, the MFM device itself profits from low temper-
ature, since thermally induced drifts and piezo creeps are 
smaller, which is very useful for devices where closed-loop 
scanning is not possible. The cryo-cooled AFM device used 
for this work was operated using Akiyama tips, for which no 
magnetic tips are commercially available. In order to pro-
duce magnetic tips, focused electron beam induced deposi-
tion (FEBID) of Co was used. Current loops were prepared to 
characterize the tips and also for comparison using standard 
MFM tips with a standard AFM/MFM device. Using detailed 
theory and computing the equations with standard programs, 
simulations were done to compare with the results.
2. Experimental procedure
For the experiments commercial Akiyama tips (Nanosensors) 
designed for AFM were used, with a spring constant of k =  
5 N m−1. For comparison, a conventional MFM device (Veeco) 
with standard MFM tips (Bruker, k = 3 N m−1, Q = 220, 
r = 35 nm) was used. The measurements with Akiyama tips 
were done using a AFM/CFM device (Attocube) placed in a 
He-cooled cryostat (Oxford); low-temperature measurements 
had to be performed using a phase-locked loop due to the large 
quality factor Q = 2757 at T = 4.2 K. Magnetic Akiyama 
tips have been prepared by FEBID using a dual-beam Helios 
600 system (FEI) that integrates an electron beam and an ion 
column, see figures 1((a)–(e)). FEBID is an in situ deposition 
method, allowing the production of nano-to-micrometer-sized 
structures with desired thicknesses and shape.
During the deposition, the focused electron beam cur-
rent was set to 0.17 nA at 5 kV acceleration voltage and a 
Co2(CO)8 gas precursor was injected. Precursor molecules, 
delivered onto the substrate surface by means of a nearby gas-
injection system, are dissociated by the electron beam irra-
diation, giving rise to a deposit with the same shape of the 
beam scanning [13]. FEBID allows the precise growth of a 
magnetic tip at the apex of a cantilever with controlled tip 
dimensions [14, 15]. In the present case, a continuous electron 
irradiation on a single spot has been used for the growth of the 
magn etic tip at the apex of the cantilever, see figures 1((b)–
(e)). Energy-dispersive x-ray (EDX) spectra were acquired 
after exposing the cantilevers to ambient conditions for sev-
eral minutes, which gives rise to a saturated surface oxidation 
layer of  ≈5 nm [16], see figure 1(g).
The tips were grown as follows: first a square-like structure 
was deposited as basis for the tip (rectangle, (2 × 1 × 0.1) µm, 
deposition time t = 252 s), followed by two circles, with radii 
300 nm (t = 19 s) and 100 nm (t = 11 s). The resulting tip 
size was  ≈250 nm, see figures  1((a)–(d)), due to the broad-
ening effect characteristic of the growth by FEBID [17]. In 
figure  1(e) the tip after measurement can be inspected, and 
compared with figure 1(d), it is obvious that deposited mat-
erial is robust and suitable for AFM/MFM measurements.
The current loops were patterned with electron beam lithog-
raphy, and Cr/Au with a thickness of  ≈7 nm/  ≈  200 nm, was 
sputtered, see figure 1(f). The loops used at room temperature 
have a radius of 4 µm and  ≈150 nm width, whereas the cur rent 
loops used at low temperatures have a radius of 2.4 µm and a 
width of  ≈1 µm.
3. Results and discussion
Using EDX, the Co purity was determined to be between 85 
and 92 at %., see table 1. For such Co content, electron holog-
raphy measurements in Co nanowires indicate that the mag-
netization along the long wire axis is around 1 T [16]. The 
C content given by EDX are all the same within the exper-
imental error, which is always larger than 2–3%; i.e. that the 
values are comparable. Further, studies of Co nanostructures 
indicate that the structures are composed of a rich Co core 
and an (stable) oxidized cobalt surface, which can be a reason 
for different values at positions with different surface/volume 
ratios [18].
In order to quantify the results, current loops were used to 
generate magnetic fields. Considering a current loop of radius 
a, see figures 1(f) and 2, located in the x − y-plane, centered 
at origin and carrying a current I, the generated magnetic field 
in Cartesian coordinates is [19]
Bx =






























where ρ2 = x2 + y2, r2 = x2 + y2 + z2, α2 = a2 + r2 − 2aρ , 
β2 = a2 + r2 + 2aρ, k2 = 1 − α2/β2, C = µ0I/π, K and E 
are the elliptic integrals of first and second kind, respectively. 
The magnetic force derivative for an arbitrary cantilever ori-
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where MT  denotes the tip magnetization. Assuming that the 
sample magnetization and MT  are independent of each other, 
that the cantilever is parallel to the sample surface, i.e. n̂ = ẑ , 




















where m∗ is the effective magnetic moment of the deposited tip. 
This provides the possibility to include an arbitrary angle of the 
tip point dipole into the simulations, see figure 2; MatlabTM 
was used to calculate the derivatives of equation (1). The phase 











where Q is the quality factor, k the spring constant, ω0 and ∆ω 
are the resonance frequency and the frequency shift, respec-
tively. Assuming that MT  is perfectly aligned parallel to ẑ, i.e. 






a2 − 4(d + δ)2
(a2 + (d + δ)2)7/2
]
, (5)
with z = d + δ , where d is the scan height and δ is the dis-
tance between the Co tip and the center of the magnetic 
dipole. This phase shift (equation (5)) is the difference of the 
phase between the center of the ring and the phase signal at 
a large enough distance away from the current ring with no 
stray fields present (as indicated in figure 4(e)). This method 
has the advantage that the magnetization will not be changed 
when scanning with the magnetic tip or when applying an 
external magnetic field, which could be the case when using 
a ferromagnetic sample. Also a linear current wire could be 
used. However, this is not accurate because the MFM image 
would have to be analyzed above an edge of the wire, in order 
to get the z-component of the tip stray fields [21]. This not 
only implies possible topographic influence but also electro-
static distortion might occur due to contact potential between 
the tip and the current carrying wire [21], which was seen 
clearly in the measurements using the Akiyama tip. This could 
be avoided when covering the wire with an insulating film and 
a gold film on top, which then can be connected to the tip in 
order to electrostatically shield the tip [22].
Figure 1. The Akiyama cantilever and gas injection system is shown in (a). A deposited magnetic tip can be seen in (b) and (c). Pictures (d) 
and (e) show the magnetic tip before (d) and after measurements (e). The current loop to investigate the response on a magnetic field can be 
seen in (f), and the crosses in (g) indicate where the EDX spectra were recorded.
Figure 2. Geometry of current loop and Akiyama tip with deposited 
Co. The effective magnetic moment m∗ of the tip is treated as dipole 
with arbitrary angle.
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In figure  3 the results of MFM measurements at room 
temperature are shown. The commercial tip together with the 
standard AFM/MFM device yield the expected results, see 
figures 3((a)–(d)). In figure 3(a) the top MFM image shows the 
results when a current of I = +3 mA is applied; the bottom 
image was measured with a current of I = −3 mA. The 
magn etic field at the center of the loop was Bc ≈ ±471 µT. 
The scan height of 90 nm has only a low influence on the field 
strength, as the 1/e magnetic decay length for a current loop 
is roughly equal to the radius [23]. The two lines indicate the 
spectra shown in figure 3(b), i.e. spectrum 1 for positive and 
spectrum 2 for a negative applied current, respectively. The 
phase shift ∆ϕz was found to be  ±0.15◦. In figures 3(c) and 
(d) the results for zero current are shown. Besides small topo-
graphic effects when scanning across the wire, no signal is 
found at the center of the loop.
The results for the Akiyama tip at room temperature can 
be seen in figures 3(e)–(h), with applied currents of I = ±2 
mA resulting in magnetic fields of Bc ≈ ±314 µT. The phase 
shift for positive applied current is ∆ϕz,+ = −0.22◦, and for 
a negative current, ∆ϕz,− = −0.14◦, respectively. This shows 
that the electrostatic interaction plays an important role when 
using Akiyama tips for MFM, when the tip and the cantilever 
are electrically connected to the tuning fork. This becomes 
even more evident when taking the MFM images into account, 
where large parts of the loop show black dots, where the tip 
has struck the gold surface. The phase at the center is also 
influenced by this effect, because the Akiyama tip is tilted, as 
can be seen in figure 1(b), and thus, even when the magnetic 
tip is in the center of the loop, part of the tip is above the cur-
rent carrying Au wire. Topographic effects can be ruled out 
as the source of the negative phase shift, since there is no sig-
nificant signal when measuring with no applied current, see 
figures 3(g) and (h).
A more detailed characterization was possible at T = 4.2 
K. The MFM images of a current loop can be seen in 
Figure 3. Magnetic force microscopy images at room temperature of a current loop using a standard MFM tip and standard device for 
applied currents of I = ±3 mA (a) and no applied current (c). Line scans as indicated can be seen in ((b) and (d)). The results using an 
Akiyama tip with applied currents of I = ±2 mA are shown in (e), with no current applied in (g). The corresponding line scans can be 
found in ((f) and (h)).
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figures 4(a) and (b), for applied currents of I = ±3 mA, the 
field at the center of the loop is Bc ≈ 783 µT, at a scan height 
of d = 100 nm. Figures 4(c) and (d) show the corresponding 
simulations using equation  (4), the parameters mz and δ are 
obtained through fit of ∆ϕz(d) and ∆ϕz(I) to equation  (5), 
as is explained below. The four spectra, as indicated in fig-
ures 4((a)–(d)), are shown in figure 4(e). The phase shift for 
positive applied current is ∆ϕz,+ = −0.7◦, and for a negative 
current, ∆ϕz,− = 1.9◦. The simulations are shown as (dotted) 
lines. For both applied currents, experiment and theory 
agree well. Deviations are obvious when measuring across 
the Au wire. This is due to the width of the wire of  ≈1 µm, 
which is not taken into account in the simulations (a per-
fect current loop with zero width). Furthermore, the tip has 
a finite size and is not a perfect magn etic dipole. Both cause 
a broadening of the signal compared to theory. Also, a large 
negative contribution to the phase is evident when scan-
ning above the gold. This is due to the electrostatic interac-
tion between the current carrying loop and the Akiyama tip, 
when the tip hits the surface of the gold wire. The measure-
ment of zero applied current did not show any significant 
signal (not shown here), therefore topographic effects can be 
ruled out as source of the negative phase. The phase shifts 
at the center of the loop show a larger value for both cur-
rents, when compared to the predicted one, see figure  4(e). 
This indicates an additional repulsive force (∆ϕ > 0 and 
F′ < 0). The sum ∆ϕz,± = |∆ϕz,+|+ |∆ϕz,+| = 2.6◦. This 
agrees with the simulations, which predicts ∆ϕthz,± = 2.6
◦. 
Further, based on figures 4(a) and (b), an angle of the tip mag-
netization was taken into account, i.e. θ ≈ 17◦ and φ ≈ 81◦, 
as defined in figure 2. This yields a total tip magnetic moment 
of |m∗| = 2.42 × 10−11 Am2.
Using equation (5), we can get information about the effec-
tive magnetic moment of the tip in z-direction, mz, and the dipole 
distance from the tip peak, δ. For this purpose, the y-scan axis 
was fixed at zero and the center line was scanned several times. 
The resulting spectra were averaged, in order to minimize the 
noise. First, the phase shift at the center of the loop was meas-
ured as function of applied current, see figure 5(a). The positive 
offset was corrected. As is expected from equation (5), ∆ϕ(I) 
is linear, the straight red line is the fit. The current dependence 
can also be seen in the MFM image in figure 5(b). There, the y-
scan axis was fixed at y = 0 and the current was sweeped from 
I = +5 mA to I = −5 mA. Similarly, the phase shift can be 
measured as a function of scan height as is shown in figure 6. 
The red line is the fit to equation  (5). From the fits of the 
Figure 4. MFM images of a current loop using an Akiyama tip at T = 4.2 K, with applied currents of I = +3 mA (a) and I = −3 mA (b) 
and a scan height of d = 100 nm. ((c) and (d)) show the corresponding simulations and (e) shows the four spectra as indicated.
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current and height dependence, an effective magnetic moment 
for the tip in z-direction mz = (2.4 ± 0.5)× 10−11 Am2  
and dipole distance δ = (1.85 ± 0.1) µm were obtained for the 
current loop with radius a = 2.4 µm. These values are of the 
same order of magnitude as those of other self-made MFM tips 
[23, 24], and several orders of magnitude larger than the effec-
tive magnetic moment of commercial tips, where a  ≈50 nm 
layer of CoCr is usually used.
In order to obtain the coercive field of the magnetic 
Akiyama tip, a magnetic field of 7 T was applied prior to the 
measurements, in order to magnetize the tip in the z-direction. 
The field was turned off and, as before, the y axis was fixed at 
y = 0 in order to scan the center line across the loop. Several 
scans have been measured and the phase signal was averaged. 
After each measurement the oscillation of the tip was turned 
off, and a magnetic field was applied in the opposite direction, 
and turned off again before measurement. The results can be 
seen in figure 7. A coercive field of  ≈6.8 mT was found and 
the magnetic saturation sets in at field larger than 0.1 T.
4. Conclusion
FEBID of Co has been successfully used to produce magnetic 
Akiyama tips suitable for MFM measurements at 300 K as well 
as at low temperatures. Using FEBID, ferromagnetic Co can be 
deposited in sufficient amount on Akiyama tips and other stan-
dard AFM probes, in any desired shape and size. The results 
can be very well described using standard theories. A high 
spatial resolution is in principle feasible with the presented 
approach, given that narrow magnetic tips can be grown by 
FEBID [25]. Akiyama tips are sensitive to electrostatic interac-
tions. Therefore, care has to be taken when measuring magn-
etic samples without an equipotential surface. Such self-made 
magnetic tips can be used for MFM measurements with all the 
advantages of such self-oscillating and self-sensing tips, such 
as temperature dependent or light-sensitive measurements.
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Figure 5. (a) Phase shift ∆ϕ as function of applied current at 
T = 4.2 K. The red line is the fit to equation (5). In (b) ∆ϕ versus I 
can be seen for a fixed y-scan axis.
Figure 6. Phase shift ∆ϕ as function of scan height d at T = 4.2 K. 
The red line is the fit to equation (5).
Figure 7. Phase shift ∆ϕ as a function of magnetic field H applied 
in the opposite direction of tip magnetization, at T = 4.2 K.
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Epitaxial anatase TiO2 thin films were grown by pulsed laser deposition and ion
beam sputter deposition, on STO and LAO substrates. Their phases and the crys-
tallographic orientations were confirmed using X-ray diffraction measurements; the
impurities concentration of the samples were examined using particle induced X-
ray emission. The impurity concentration is too low to be the origin of the measured
ferromagnetic signal after irradiation with low energetic ions. The as-grown sam-
ples show a small ferromagnetic signal without magnetic anisotropy and with Curie
temperatures of TC ≈ 450 K. The origin of this magnetic signal may be related to
a lattice mismatch between substrate and film and the resulting induced defects,
defects generated during the growth process or annealing, or impurities.
Irradiation with low energy Ar+ ions was shown to be a simple way to induce
magnetism in anatase thin films. After the first irradiation, the magnetic moment
at saturation increases by one order of magnitude with a high Curie temperature of
TC ≈ 792 K. Further, a considerable out-of-plane magnetic anisotropy in the mag-
netization has been found. When increasing the irradiation fluence, the magnetic
moment increases further until saturation is reached, whereas TC was reduced and
the anisotropy vanished.
XAS and XMCD experiments of the O K and Ti L3,2 absorption edges showed that
the magnetic moment arises at the Ti 3d shell and not at the oxygen. The obtained
magnetic moment per Ti di-FP of m ≈ 2 µB agrees with literature reports. XAS and
XMCD calculations of Ti di-FPs within an anatase lattice are in agreement with the
results and the assumption that di-Frenkel pairs are responsible for the observed
magnetism and anisotropy.
Magnetic force microscopy proved the existence of oppositely aligned magnetic
domains with out-of-plane magnetization directions. This explains the low rema-
nence of these samples. The production method is efficient and non-destructive,
and can be easily combined with other techniques, such as electron beam lithogra-
phy. This allows the production of arbitrary magnetic patterns with perpendicular
magnetic anisotropy at the anatase surface.
There are some questions that could not be answered in depth, e.g. the connec-
tion between irradiation fluence and ion energy, and the saturation magnetic mo-
ment as well as the strength of the perpendicular magnetic anisotropy. More sys-
tematic experiments are necessary, preferably using a more sophisticated setup.
The electric transport properties of single TiO2 nanotubes were measured. The
temperature dependence of the resistance of the polycrystalline anatase nanotubes
show a Mott variable range hopping behaviour. The results obtained with two con-
tacts indicate the existence of a potential barrier between the Cr/Au contacts and
samples surfaces. Impedance spectroscopy at room temperature indicates that the
electronic transport of these polycrystalline tubes is dominated by the grain cores.
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Similar experiments were conducted on ZnO nanowires. The measurements
were done on the as-prepared and after low-energy ion irradiation. The tempera-
ture dependence of the resistance of the wire before irradiation, can be described
by two processes in parallel; the fluctuation induced tunneling conductance and
an usual thermally activated process. Electron backscatter diffraction confirms the
existence of different crystalline regions. After irradiation an additional thermally
activated process appears that can be explained by taking into account the impurity
band splitting.
The previously mentioned experimental findings and methods where then ap-
plied to several different TiO2 nanotubes. Amorphous nanotubes were anodically
grown on titanium foil and partially annealed to obtain anatase samples. Non-linear
current–voltage characteristics were explained using the fluctuation induced tunnel-
ing conduction model. A clear enhancement of the conductance was induced in an
insulating anatase nanotube through low-energy Ar/H ion irradiation. Confocal
Raman spectroscopy shows that the annealed samples were in anatase phase and a
blueshift due to phonon confinement was observed.
Magnetic force microscopy is well known and established method to investigate
magnetic samples of nanometer size. Focused electron beam induced deposition of
cobalt was used to functionalize atomic force microscopy Akiyama tips for appli-
cation in magnetic force microscopy. The grown tips have a content of ≈ 90 % Co
after exposure to ambient air. In order to investigate the magnetic properties of the
tips, current loops were prepared. Magnetic Akiyama tips open new possibilities for
wide-range temperature magnetic force microscopy measurements.
To continue the work on magnetic nanotubes, further experiments with single
nanotubes would be interesting. These samples could be characterized with the
help of MFM measurements or NV magnetometry. Also, experiments on nanotube
bundles can be of interest, since the fabrication, irradiation and measurements of
such more robust samples is easier to implement.
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