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Abstract
We give a general method for constructing recursion operators for
some equations of hydrodynamic type, admitting a nonstandard Lax
representation. We give several examples for N = 2 and N = 3
containing the equations of shallow water waves and its generalizations
with their first two higher symmetries and their recursion operators.
We also discuss a reduction of N + 1 systems to N systems of some
new equations of hydrodynamic type.
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I. Introduction
Most of the integrable nonlinear partial differential equations admit Lax rep-
resentations
Lt = [A,L], (1)
where L is a pseudo-differential operator of order m and A is a pseudo differ-
ential operator. Recently [1] we established a new method for such integrable
equations to construct their recursion operators. This method uses the hier-
archy of equations
Ltn = [An, L] (2)
and the Gel’fand-Dikkii [2] construction of the An-operators. Defining an
operator Rn in the form
An = LAn−m +Rn, (3)
one then obtains relations among the hierarchies
Ltn = LLtn−m + [Rn;L] (4)
This equation allows to find Ltn in terms of Ltn−m . It is important to note
that one does not need to know the exact form of An. For further details of
the method see [1].
Here we extend this method to equations of hydrodynamic type [3].
These equations and their Hamiltonian formulation (sometimes called the
dispersion-less KdV system) were studied by Dubrovin and Novikov [4]. See
[5] for more details on this subject. It is known that these equations admit
a nonstandard Lax representation
∂L
∂t
= {A,L}k, (5)
where A,L are differentiable functions of t, x, p on a Poisson manifoldM with
local coordinates (x, p) and {, }k is the Poisson bracket. On M we take this
Poisson bracket {, }k = p
k {, }, where {, } is the canonical Poisson bracket
and k is an integer. For more information on Poisson manifolds see [6],[7].
Equations of hydrodynamic type with the above Lax representations were
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studied in [8]-[11]. Having such Lax representation, we can consider a whole
hierarchy of equations
∂L
∂tn
= {An, L}k. (6)
We can also represent function An+m in the form given in (3) and apply
our method [1] for constructing of a recursion operator for the equation (6).
There are some other works [12]- [14] which give also recursion operators
of some equations of hydrodynamic type. The form of these operators are
different then the recursion operators presented in this work. Our method
[1] produces recursion operators for hydrodynamic type of equations in the
form R = A + BD−1 where A and B are functions of dynamical variables
and their derivatives. All higher symmetries obtained by the repeated ap-
plication of this recursion operator to translational symmetries belong also
to the hydrodynamic type of equations. The recursion operators obtained in
references [12]-[14] are of the form R = C D +A+BD−1E, where A,B,C,
and E are functions of dynamical variables and their derivatives.
In the next section we discuss the Lax representation with Poisson brack-
ets for polynomial Lax functions. In Sec.III we give the method of con-
struction of the recursion operators following [1]. In Sec.IV we give several
examples for k = 0 and k = 1. In Sec.V we consider the Poisson bracket for
general k and let
L = p+ S + Pp−1, (7)
and find the Lax equations and the corresponding recursion operator for
N = 2. In Sec.VI we consider the Lax function
L = pγ−1 + u+
vγ−1
(γ − 1)2
p−γ+1, (8)
and take k = 0. We obtain the equations corresponding to the polytropic
gas dynamics and its recursion operators [6], [10]. It is interesting to note
that the systems of equations and their recursion operators obtained in these
sections V and VI are transformable into each other. In Sec.VII we give a
method reduction from N + 1 system to an N system by letting one of the
symmetrical variables (defined in the text) to zero. Reduced systems are
shown to be also integrable, i.e., they admit recursion operators.
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II. Lax formulation with Poisson bracket
We start with the definition of the standard Poisson bracket. Let f(x, p) and
g(x, p) be differentiable functions of their arguments. Then the standard
Poisson bracket is defined by (see [6] and [9] for more details)
{f, g} =
∂f
∂p
∂g
∂x
−
∂f
∂x
∂g
∂p
. (9)
We give a slight modification of this bracket as [9]
{f, h}k = p
k {f, g}, (10)
where k is an integer. Then we have
Lemma 1. For any k ∈ Z the bracket {f, g}k defines a Poisson brackets.
Proof. We should check only the Jacobi identity. Other properties of Poisson
brackets are evidently true. The standard bracket {f, g} satisfies the Jacobi
identity. For all k we have to show that
{{f, g}k, h}k + {{h, f}k, g}k + {{g, h}k, f}k = 0.
First, note that
{{f, g}k, h}k = p
k{pk{f, g}, h} = p2k{{f, g}, h}+ kpk−1{f, g}hx.
Thus, we have
{{f, g}k, h}k + {{h, f}k, g}k + {{g, h}k, f}k = p
2k({{f, g}, h}+ {{h, f}, g}+
{{g, h}, f}) + kpk−1({f, g}hx + {h, f}gx + {g, h}fx).
Equality
{{f, g}, h}+ {{h, f}, g}+ {{g, h}, f} = 0
holds and it is easy to check that
{f, g}hx + {h, f}gx + {g, h}fx = 0.
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Hence, {, }k, for all k defines a Poisson bracket. ✷
For each k ∈ Z we can consider hierarchies of equations of hydrodynamic
type, defined in terms of the Lax function
L = pN−1 +
N−2∑
i=−1
piSi(x, t) (11)
by the Lax equation
∂L
∂tn
=
{
(L
n
N−1 )≥−k+1;L
}
k
, (12)
where n = j + l(N − 1) and j = 1, 2, . . . , (N − 1), l ∈ N . So we have a
hierarchy for each k and j = 1, . . . , (N − 1). Also, we require n ≥ −k + 1
to ensure that (L
n
N−1 )≥−k+1 is not zero. With the choice of Poisson brackets
{, }k, we must take a certain part of the series expansion of L
n
N−1 to get the
consistent equation (12). This part is (L
n
N−1 )≥−k+1.
The Lax function (11) can also be written in terms of symmetric variables
u1, . . . , uN
L =
1
p
N∏
j=1
(p− uj) (13)
that is u1, . . . , uN are roots of the polynomial
pN−1 + SN−2p
N−2 + . . .+ S−1.
In new variables the equation (12) is invariant under transposition of vari-
ables.
III. Recursion Operators
For each hierarchy of the equations (12), depending on the pair (N, k), we
can find a recursion operator.
Lemma 2. For any n
Ln = LLn−(N−1) + {Rn;L}k, (14)
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where function Rn has a form
Rn =
N−2∑
i=0
pi−kAi(S−1 . . . SN−2, S−1,n−1 . . . SN−2,n−1). (15)
Proof.
(L
n
N−1 )≥−k+1 = [L(L
n
N−1
−1)≥−k+1 + L(L
n
N−1
−1)<−k+1]≥−k+1
So,
(L
n
N−1 )≥−k+1 = L(L
n
N−1
−1)≥−k+1 + (L(L
n
N−1
−1)<−k+1)≥−k+1
−(L(L
n
N−1
−1)≥−k+1)<−k+1. (16)
If we put
Rn = (L(L
n
N−1
−1)<−k+1)≥−k+1 − (L(L
n
N−1
−1)≥−k+1)<−k+1 ,
then
(L
n
N−1 )≥−k+1 = L(L
n
N−1
−1)≥−k+1 +Rn.
Hence,
Ln =
{
(L
n
N−1 )≥−k+1;L
}
k
=
{
L(L
n
N−1
−1)≥−k+1 +Rn;L
}
k
= LLn−(N−1) + {Rn;L}k, (17)
and (14) is satisfied. Evaluating powers of (L(L
n
N−1
−1)<−k+1)≥−k+1 and
−(L(L
n
N−1
−1)≥−k+1)<−k+1 we get that Rn has form (15). ✷
Lemma 3. A recursion operator for the hierarchy (12) is given by equalities,
for m = N − 2, N − 3, . . . ,−1,
Sm,n+(N−1) =
∑m+1
j=−1 SjSm−j,n +
∑m+1
j=−1(j + 1− k)Aj+1Sm−j,x −∑m+1
j=−1(m− j)Aj+1,xSm−j ,
(18)
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where to simplify the above formula we have defined that SN−1 = 1 and
SN−1,x = 0, SN−1,n = 0. Coefficients AN−2, AN−3, . . . , A0 can be found from
the recursion relations, for m = N − 2, . . . ,−1
(N − 1)Am,x =
N−1∑
j=m
SjSN−2+m−j +
N−2∑
j=m
(j + 1− k)Aj+1SN−2+m−j,x −
N−2∑
j=m
(N − 2 +m− j)Aj+1,xSN−2+m−j (19)
Proof. Let us write the equality (14), using (15) for Rn
N−2∑
i=−1
piSi,n+(N−1) =
(
pN−1 +
N−2∑
i=−1
piSi
)(
N−2∑
i=−1
piSi,n
)
+
pk
(
N−1∑
j=0
(j − k)pj−k−1Aj
)(
N−2∑
j=−1
pjSj,x
)
−pk
(
N−1∑
j=0
pj−kAj,x
)(
(N − 1)pN−2 +
N−2∑
j=−1
jpj−1Sj
)
To have the equality, the coefficients of p2N−3, . . . , pN−1 and p−2 must be
zero, it gives recursion relations to find AN−2, . . . , A0. The coefficients of
pN−2, . . . , p−1 give the expressions for SN−2,n+(N−1), . . . , S−1,n+(N−1). ✷
Although the recursion operator R, given by (18), is a pseudo-differential
operator, but it gives a hierarchy of local symmetries starting from the equa-
tion itself. Indeed, equalities (18), (19) give expressions SN−2,n+(N−1) , . . .,
S−1,n+(N−1) in terms of SN−2 ,. . ., S−1 and SN−2,n, . . . , S−1,n. Hence, the
recursion operator R is constructed in such a way that{
(L
n
N−1
+1)≥−k+1;L
}
k
= R
({
(L
n
N−1 )≥−k+1;L
}
k
)
(20)
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IV. Some Integrable Systems
We shall consider first some examples for k = 0, k = 1 and the general case
in the next section.
A. Multicomponent hierarchy containing also the shal-
low water wave equations , k = 0
This hierarchy corresponds to the case k = 0. Let us give the first equation
of hierarchy and a recursion operator for N = 2, 3.
Proposition 1. In the case N = 2 one has the Lax function
L = p+ S + P p−1
and the Lax equation for n = 2, given by (47), when k = 0
1
2
St = SSx + Px,
1
2
Pt = SPx + PSx.
(21)
and the recursion operator, given by (48),
R =
(
S + SxD
−1
x 2
2P + PxD
−1
x S
)
. (22)
These equations are known as the shallow water wave equations or as the
equations of polytropic gas dynamics for γ = 2 (See Sec.VI).
The first two symmetries of the system (21) are given by
St1 = (S
3 + 6SP )x,
Pt1 = (3S
2P + 3P 2)x, (23)
St2 = (S
4 + 12S2P + 6P 2)x,
Pt2 = (4S
3P + 12SP 2)x. (24)
These are all commuting symmetries.
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Remark 1. In symmetric variables the system (21) is written as
1
2
ut = (u+ v)ux + uvx,
1
2
vt = vux + (u+ v)vx,
(25)
and the recursion operator (22) takes the form
R =
(
u+ v + uxD
−1
x 2u+ uxD
−1
x
2v + vxD
−1
x u+ v + vxD
−1
x
)
. (26)
Proposition 2.In the case N = 3 one has the Lax function
L = p2 + pS + P + p−1Q
and the Lax equation with n = 3 is
1
3
St = (
1
2
P − 1
8
S2)Sx +
1
2
SPx +Qx,
1
3
Pt =
1
2
QSx + (
1
8
S2 + 1
2
P )Px + SQx,
1
3
Qt =
1
4
SQSx +
1
2
QPx + (
1
8
S2 + 1
2
P )Qx.
(27)
The recursion operator, corresponding to this equation, is
R =

 −
S2
4
+ P + PxD
−1
x −
Sx
4
D−1x · S
S
2
+ Sx
2
D−1x 3
3Q
2
+ (Qx +
PxS
2
)D−1x −
Px
4
D−1x · S P +
Px
2
D−1x 2S
SQ
4
+ (SQx
2
+ SxQ
2
)D−1x −
Qx
4
D−1x · S
3Q
2
+ Qx
2
D−1x P

 . (28)
Proof. Using (19) we find the function Rn and using (18) we find the
recursion operator (28). ✷
Remark 2. In symmetric variables the equation (27) is written as
1
3
ut = (−
1
8
u2 + 1
2
(uv + uw + vw) + 1
8
(v + w)2)ux
+(1
4
u2 + 1
4
uv + 3
4
uw)vx + (
1
4
u2 + 1
4
uw + 3
4
uv)wx,
1
3
vt = (
1
4
v2 + 1
4
uv + 3
4
vw)ux + (
1
4
v2 + 1
4
vw + 3
4
uv)wx
+(−1
8
v2 + 1
2
(uv + uw + vw) + 1
8
(u+ w)2)vx,
1
3
wt = (
1
4
w2 + 1
4
uw + 3
4
wv)ux + (
1
4
w2 + 1
4
wv + 3
4
uw)vx
+(−1
8
w2 + 1
2
(uv + uw + vw) + 1
8
(v + u)2)wx,
(29)
and the recursion operator takes the form (67) given in the Appendix.
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B. Toda hierarchy (k = 1)
Toda hierarchy corresponds to the case k = 1 [9]. Let us give the first
equation of hierarchy and a recursion operator for N = 2 and N = 3.
Proposition 3. In the case N = 2 and n = 1 one has the Lax function
L = p+ S + P p−1
and the Lax equation for n = 1 , given by (41),
St = Px,
Pt = PSx,
(30)
and the recursion operator, given by (42),
R =
(
S 2 + PxD
−1
x · P
−1
2P S + SxPD
−1
x · P
−1
)
. (31)
The first two symmetries of the equation (30) are given by
St1 = (2SP )x,
Pt1 = P (2P + S
2)x, (32)
St2 = (3S
2P + 3P 2)x,
Pt2 = P (6PS + S
3)x. (33)
Remark 3. In symmetric variables the equation (30) is written as
ut = uvx,
vt = vux,
(34)
and the recursion operator (31) takes the form
R =
(
u+ v + uvxD
−1
x · u
−1 2u+ uvxD
−1
x · v
−1
2v + vuxD
−1
x · u
−1 u+ v + vuxD
−1
x · v
−1
)
. (35)
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Proposition 4. In the case N = 3 and n = 1 one has the Lax function
L = p2 + pS1 + P + p
−1Q
and the Lax equation with n = 1 is
St = Px −
1
2
SSx,
Pt = Qx,
Qt =
1
2
QSx.
(36)
The recursion operator, corresponding to this equation, is
R =

P − 14S2 + (12Px − 14SSx)D−1x 12S 3 + 2QxD−1x ·Q−13
2
Q + 1
2
QxD
−1
x P 2S + (SQ)xD
−1
x ·Q
−1
1
4
SQ+ 1
4
SxQD
−1
x
3
2
Q P + PxQD
−1
x ·Q
−1

 . (37)
Proof. Using equalities (19) we find the function Rn and using (18) we find
the recursion operator (37). ✷
Remark 4. In symmetric variables the equation (36) is written as
ut =
1
2
u(−ux + vx + wx),
vt =
1
2
v(+ux − vx + wx),
wt =
1
2
w(+ux + vx − wx),
(38)
and the recursion operator takes the form (68) given in the Appendix.
V. Lax equation for general k
We shall only consider the case where N = 2. We have the Lax function
L = p+ S + Pp−1 (39)
and the Lax equation
∂L
∂tn
= {(Ln)≥−k+1;L}k . (40)
We consider two cases k ≥ 1 and k ≤ 0.
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A. The first case k ≥ 1
Proposition 5. In the case N = 2 and k ≥ 1 one has the Lax equation
St = kP
k−1Px,
Pt = kP
kSx.
(41)
and the recursion operator for this equation is
R =
(
S + (1− k)SxD
−1
x 2 + kP
k−1PxD
−1
x · P
−k
2P + (1− k)PxD
−1
x S + kSxP
kD−1x · P
−k
)
. (42)
Proof. The smallest power of p in Ln is −n. To have powers less than −k+1
we must put n = k. If there are no such powers then Poisson brackets are
{(Ln);L}k = 0.
Let us calculate the Lax equation
Lt =
{
(Lk)≥−k+1;L
}
k
= −
{
(Lk)≤−k;L
}
k
We have (Lk)≤−k = [(p + S + Pp
−1)k]≤−k = P
kp−k, thus
Lt = −
{
P kp−k; p+ S + Pp−1
}
k
.
And we get the equation (41). Using (18), (19) we find the recursion operator
(42). ✷
First two symmetries are given as follows
St1 = (P
k S)x,
Pt1 = P
k
(
P +
k
2
S2
)
x
, (43)
St2 = (k + 1)(k + 2)
(
1
2
P kS2 +
1
k + 1
P k+1
)
x
,
Pt2 = (k + 1)(k + 2)P
k
(
PS +
k
6
S3
)
x
. (44)
Remark 5. In symmetric variables the equation (41) is written as
11
ut = ku
kvk−1vx,
vt = ku
k−1vkux,
(45)
and the recursion operator (42) takes the form
R =


u+ v + (1− k)uxD
−1
x + 2u+ (1− k)uxD
−1
x +
kukvk−1vxD
−1
x · u
−kv−k+1 kukvk−1vxD
−1
x · u
−k+1v−k
2v + (1− k)vxD
−1
x + u+ v + (1− k)vxD
−1
x +
kuk−1vkuxD
−1
x · u
−kv−k+1 kuk−1vkuxD
−1
x · u
−k+1v−k

 . (46)
B. The second case k ≤ 0
Proposition 6. In the case N = 2 and k ≤ 0 one has the Lax equation
St = (−k + 2)(−k + 1)SSx + (−k + 2)Px,
Pt = (−k + 2)(−k + 1)SPx + (−k + 2)SxP.
(47)
and the recursion operator for this equation is
R =
(
S + (1− k)SxD
−1
x 2 + kP
k−1PxD
−1
x · P
−k
2P + (1− k)PxD
−1
x S + kSxP
kD−1x · P
−k
)
. (48)
Proof. The largest power of p in Ln is pn. To have powers larger than −k+1
we must put n = −k + 1. Then we have
(L−k+1)≥−k+1 = [(p+ S + Pp
−1)−k+1]≥−k+1 = p
−k+1,
thus
Lt =
{
p−k+1; p+ S + Pp−1
}
k
.
Then the Lax equation becomes
St = Sx,
Pt = Px.
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This is a trivial equation, let us calculate the second symmetry. We have
(L−k+2)≥−k+1 = [(p+ S + Pp
−1)−k+1]≥−k+1 = p
−k+2 + (−k + 2)Sp−k+1, thus
Lt =
{
p−k+2 + (−k + 2)Sp−k+1; p+ S + Pp−1
}
k
.
we get the equation (47). Using (18), (19) we find the recursion operator
(48). ✷
First two symmetries are given as follows
St1 = (k − 2)(k − 3)
(
P S +
1
6
(1− k)S3
)
x
,
Pt1 = (k − 2)(k − 3)
(
SSxP +
1
2
(1− k)S2 Px + PPx
)
, (49)
St2 = (2− k)(3− k)(4− k)
(
1
2
S2P +
1
6
S4 +
1
2(2− k)
P 2
)
x
,
Pt2 = (2− k)(3− k)(4− k)
(
1
2
S2SxP +
1
6
(1− k)S3 Px
+SPPx +
1
(2− k)
P 2Sx
)
. (50)
Remark 6. In symmetric variables the equation (47) is written as
ut = (−k + 2)(1− k)(u+ v)ux + (−k + 2)uvx,
vt = (−k + 2)vux + (−k + 2)(1− k)(u+ v)vx,
(51)
and the recursion operator (48) takes the form
R =


u+ v + (1− k)uxD
−1
x + 2u+ (1− k)uxD
−1
x +
kukvk−1vxD
−1
x · u
−kv−k+1 kukvk−1vxD
−1
x · u
−k+1v−k
2v + (1− k)vxD
−1
x + u+ v + (1− k)vxD
−1
x +
kuk−1vkuxD
−1
x · u
−kv−k+1 kuk−1vkuxD
−1
x · u
−k+1v−k

 . (52)
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In this Section, to obtain the recursion operators we have considered two
different cases k ≤ 0 and k ≥ 1 to simplify some technical problems in the
method. At the end we obtained recursion operators having the same forms
(42) and (48). Hence any one of these represent the recursion operator for
k ∈ Z. It seems , comparing the results, that the systems of equations in
one case are symmetries of the other case. For instance, the system (47)
is a symmetry of system (41). Hence we may consider only one case with
recursion operator (42) for all integer values of k.
VI. Lax function for polytropic gas dynamics
In this section we consider another Lax function, introduced in [10],
L = pγ−1 + u+
vγ−1
(γ − 1)2
p−γ+1 (53)
and the Lax equation
∂L
∂t
=
γ − 1
γ
{
(L
γ
γ−1 )≥1, L
}
0
, (54)
gives the equations of the polytropic gas dynamics.
Proposition 7. The Lax equation corresponding to (54) is
ut + uux + v
γ−2vx = 0,
vt + (uv)x = 0.
(55)
Proof. Expanding the function (53) around the point p =∞, we have
(
pγ−1 + u+
vγ−1
(γ − 1)2
p−γ+1
) γ
γ−1
= pγ +
γ
γ − 1
pu+ . . .
all other terms have negative powers of p. Therefore(
L
γ
γ−1
)
≥1
= pγ +
γ
γ − 1
pu
and the Lax equation (54) corresponds to (55). ✷
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Proposition 8. The recursion operator for the equation (55) is
R =
(
u+ ux
γ−1
D−1x
2vγ−2
γ−1
+ (v
γ−2)x
γ−1
D−1x
2v
γ−1
+ vx
γ−1
D−1x u+
γ−2
γ−1
uxD
−1
x
)
. (56)
Proof. Using the equation
∂L
∂tn+1
= L
∂L
∂tn
+ {Rn, L}.
in the same way as for polynomial Lax function one can find the recursion
operator (56). ✷
It is interesting to note that the equation (47) and equations of polytropic
gas dynamics (55) are related by the following change of variables
S =
u
(−k + 2)(−k + 1)
,
P =
v
1
−k+1
(−k + 2)2
,
(57)
where γ =
−k + 2
−k + 1
. We note that under this change of variables recursion
operator (48) is mapped to the recursion operator (56).
VII. Reduction
We consider reduction of the equation (12), written in symmetric variables,
by setting u1 = 0. Let us write the equation (12) as
∆(uN , . . . , u1) = 0, (58)
where ∆ is a differential operator. Then
∆(uN , . . . , u1)|u1=0 =
(
∆˜(uN , . . . , u2),
0
)
(59)
where ∆˜ is another differential operator. Indeed, following [8] for the Lax
function L = 1
p
∏N
j=1(p− uj) we have
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∂L
∂t
= L
N∑
j=1
uj,t
p+ uj
,
∂L
∂x
= L
N∑
j=1
uj,x
p+ uj
and
∂L
∂p
= L
(
−
1
p
+
N∑
j=1
1
p+ uj
)
.
Thus uj,t = Resp=−uj{M,L}k, where M = (L
n
N−1 )≥−k+1. The Lax equation
(12) can be written as
N∑
j=1
uj,t
p+ uj
= pkMp
N∑
j=1
uj,x
p+ uj
− pkMx
(
−
1
p
+
N∑
j=1
1
p + uj
)
.
Note, that pkMx and p
kMp are polynomials. So, if we put u1 = 0 and
calculate residue of right hand side at p = 0 we get (59). A new equation
∆˜(uN , . . . , u2) = 0 (60)
is also integrable and a recursion operator of this equation can be obtained
as reduction of the recursion operator of the equation (58). Let R be the
recursion operator of (58) given by lemma 3 , then
R|u1=0 =
(
R˜ ∗
0 . . . 0 0
)
. (61)
Indeed, we found the recursion operator using formula (14). This formula
can be written as
N∑
j=1
uj,tn
p+ uj
= LLn−(N−1) + p
kRn,p
N∑
j=1
uj,x
p + uj
− pkRn,x
(
−
1
p
+
N∑
j=1
1
p+ uj
)
and in the same way as for reduction of (58) we have (61), note, that pkRn,x
and pkRn,p are also polynomials.
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Lemma 4. The operator R˜ is a recursion operator of the equation (60).
Proof. Equation (60) is an evolution equation, so, to prove that R˜ is a
recursion operator we must prove that for any solution (uN , . . . , u2) of (60)
the following equality holds (see [6] )
D∆˜R˜ = R˜D∆˜,
where D∆˜ is a Frechet derivative of ∆˜.
If (uN , . . . , u2) is a solution of (60) then (uN , . . . , u2, u1 = 0) is a solution
of (58) and for the solution (uN , . . . , u2, u1 = 0) we have
D∆R = RD∆. (62)
Next
D∆|u1=0 =
(
D˜ ∗
0 . . . 0 ∗
)
and
R|u1=0 =
(
R˜ ∗
0 . . . 0 0
)
.
Hence by (62) we have D˜R˜ = R˜D˜. Calculating Frechet derivative we take
derivatives with respect to one variable, considering other variables as con-
stants. Thus, to calculate D˜ we can put u1 = 0 and differentiate with respect
to other variables or we can first differentiate and then put u1 = 0. It means
that D˜ = D∆˜ and
D∆˜R˜ = R˜D∆˜.
✷
Let us consider reduction of systems, given by remark 2 and remark 4
and their recursion operators.
Proposition 9. Putting w = 0 in (38) and (68) we obtain a new system
ut =
1
2
u(−ux + vx),
vt =
1
2
v(+ux − vx),
(63)
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and its recursion operator
R =


−uv + u
4
(u+ v) −u
4
(u+ v)
+u
4
(ux − vx)D
−1
x +
u
4
(ux − vx)D
−1
x
−v
4
(u+ v) −uv + v
4
(u+ v)
+v
4
(−ux + vx)D
−1
x +
v
4
(−ux + vx)D
−1
x

 (64)
respectively. ✷
Proposition 10. Putting w = 0 in (29) and (67) we obtain a new system
1
3
ut = (−
1
8
u2 + 1
2
uv + 1
8
v2)ux + (
1
4
u2 + 1
4
uv)vx,
1
3
vt = (
1
4
v2 + 1
4
uv)ux + (−
1
8
v2 + 1
2
uv + 1
8
u2)vx,
(65)
and its recursion operator
R =


−u
2
4
+ 3uv
4
+ (uxv
2
+ uvx
2
)D−1x
u
4
(u+ v) + (uxv
2
+ uvx
2
)D−1x
−ux
4
D−1x · u+
ux
4
D−1x · v +
ux
4
D−1x · u−
ux
4
D−1x · v
v
4
(u+ v) + (uvx
2
+ uxv
2
)D−1x −
v2
4
+ 3uv
4
+ (uvx
2
+ uxv
2
)D−1x
−vx
4
D−1x · u+
vx
4
D−1x · v +
vx
4
D−1x · u−
vx
4
D−1x · v

 , (66)
respectively. ✷
It is worth to mention that by reduction we obtain a new equation. For
example, consider the case k = 0. The equation (25, corresponding to N =
2, and reduction of the equation (29), corresponding to N = 3, are not
related by a linear transformation of variables. Indeed, in the equation (25))
coefficients of ux, vx are linear in u, v but in the equation (65) coefficients of
ux, vx contain quadratic terms. Hence they can not be related by a linear
transformation.
VII. Conclusion
We have constructed the recursion operators of some equations of hydrody-
namic type. The form of the these operators fall into the class of pseudo
differential operators A+BD−1 where A and B are functions of dynamical
variables and their derivatives. The generalized symmetries of these equa-
tions are local and all belong to the same class (i.e., they are also equations
18
of hydrodynamic type). We have introduced a method of reduction which
leads also to integrable class. These properties, bi Hamiltonian structure of
the equations we obtained and equations with rational Lax functions will be
communicated elsewhere.
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Appendix. Recursion operators of the systems (29) and (38) are re-
spectively given by
R =


−u
2
4
+ 3
4
(uv + uw) + wv u
4
(u+ v + w) + 3uw
2
u
4
(u+ v + w) + 3uv
2
+ux
2
(v + w)D−1x +
ux
2
(v + w)D−1x +
ux
2
(v + w)D−1x
+u
2
(vx + wx)D
−1
x +
u
2
(vx + wx)D
−1
x +
u
2
(vx + wx)D
−1
x
−ux
4
D−1x · u+
ux
4
D−1x · v +
ux
4
D−1x · u−
ux
4
D−1x · v +
ux
4
D−1x · u+
ux
4
D−1x · v
+ux
4
D−1x · w +
ux
4
D−1x · w −
ux
4
D−1x · w
v
4
(u+ v + w) + 3vw
2
−v
2
4
+ 3
4
(uv + vw) + uw v
4
(u+ v + w) + 3uv
2
+vx
2
(u+ w)D−1x +
vx
2
(u+ w)D−1x +
vx
2
(u+ w)D−1x
+v
2
(ux + wx)D
−1
x +
v
2
(ux + wx)D
−1
x +
v
2
(ux + wx)D
−1
x
−vx
4
D−1x · u+
vx
4
D−1x · v +
vx
4
D−1x · u−
vx
4
D−1x · v +
vx
4
D−1x · u+
vx
4
D−1x · v
+vx
4
D−1x · w +
vx
4
D−1x · w −
vx
4
D−1x · w
w
4
(u+ v + w) + 3vw
2
w
4
(u+ v + w) + 3uw
2
−w
2
4
+ 3
4
(uw + vw) + uv
+wx
2
(u+ v)D−1x +
wx
2
(u+ v)D−1x +
wx
2
(u+ v)D−1x
+w
2
(ux + vx)D
−1
x +
w
2
(ux + vx)D
−1
x +
w
2
(ux + vx)D
−1
x
−wx
4
D−1x · u+
wx
4
D−1x · v +
wx
4
D−1x · u−
wx
4
D−1x · v +
wx
4
D−1x · u+
wx
4
D−1x · v
+wx
4
D−1x · w +
wx
4
D−1x · w −
wx
4
D−1x · w


.
(67)
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R =


−(uv + uw + vw) −u
4
(u+ v + w) −u
4
(u+ v + w)
+u
4
(u+ v + w) −3uw
2
−3uv
2
+u
4
(ux − vx − wx)D
−1
x +
u
4
(ux − vx − wx)D
−1
x +
u
4
(ux − vx − wx)D
−1
x
−u(wvx + vwx)D
−1
x · u
−1 −u(wvx + vwx)D
−1
x · v
−1 −u(wvx + vwx)D
−1
x · w
−1
−v
4
(u+ v + w) −(uv + uw + vw) −v
4
(u+ v + w)
−3vw
2
+v
4
(u+ v + w) −3uv
2
+v
4
(−ux + vx − wx)D
−1
x +
v
4
(−ux + vx − wx)D
−1
x +
v
4
(−ux + vx − wx)D
−1
x
−v(wux + uwx)D
−1
x · u
−1 −v(wux + uwx)D
−1
x · v
−1 −v(wux + uwx)D
−1
x · w
−1
−w
4
(u+ v + w) −w
4
(u+ v + w) −(uv + uw + vw)
−3uw
2
−3vw
2
+w
4
(u+ v + w)
+w
4
(−ux − vx + wx)D
−1
x +
w
4
(−ux − vx + wx)D
−1
x +
w
4
(−ux − vx + wx)D
−1
x
−w(uvx + vux)D
−1
x · u
−1 −w(uvx + vux)D
−1
x · v
−1 −w(uvx + vux)D
−1
x · w
−1


.
(68)
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