Abstract. The construction of randomly shifted rank-1 lattice rules, where the number of points n is a prime number, has recently been developed by Sloan, Kuo and Joe for integration of functions in weighted Sobolev spaces and was extended by Kuo and Joe and by Dick to composite numbers. To construct d-dimensional rules, the shifts were generated randomly and the generating vectors were constructed component-by-component at a cost of O(n 2 d 2 ) operations. Here we consider the situation where n is the product of two distinct prime numbers p and q. We still generate the shifts randomly but we modify the algorithm so that the cost of constructing the, now two, generating vectors component-by-component is only O(n(p + q)d 2 ) operations. This reduction in cost allows, in practice, construction of rules with millions of points. The rules constructed again achieve a worst-case strong tractability error bound, with a rate of convergence O(p −1+δ q −1/2 ) for δ > 0.
Introduction
In the recent Sloan, Kuo, and Joe paper [10] , the d-dimensional integral
for functions f belonging to certain weighted Sobolev spaces was approximated by a certain class of equal-weight quasi-Monte Carlo (QMC) quadrature rules, namely "randomly shifted rank-1 lattice rules":
where ∆ 1 , . . . , ∆ t are t independent random "shifts" drawn from a uniform distribution on [0, 1] d . Here z is a d-dimensional integer vector called the "generating vector", and the braces around the vector indicate that we take the fractional part of each component of the vector.
The d-dimensional weighted Sobolev spaces considered in [10] are in fact tensor product reproducing kernel Hilbert spaces. (See [1] or [12] for properties of such spaces.) These weighted Sobolev spaces are parameterized by two sequences β = (β 1 , β 2 , . . .) and γ = (γ 1 , γ 2 , . . .) of "weights" satisfying
Many recent papers include analysis of integration in these spaces. (For example, see [12] and [13] .) In particular, Sloan, Kuo, and Joe developed an algorithm in [9] for constructing shifted rank-1 lattice rules, which are rules of the form
Both the shift ∆ and the generating vector z are constructed component-bycomponent, and the cost to construct such a rule up to d dimensions is O(n 3 d 2 ) operations, with the number of points n taken to be a prime number. (The idea for such an algorithm originates from [11] .) The construction was later generalized by Kuo and Joe in [8] to rules with a composite number of points. In [10] , Sloan, Kuo and Joe used a number of random shifts to replace the construction of the single shift in [9] and as a result the cost of construction was reduced to O(n 2 d 2 ) operations, with the additional advantage of a possible probabilistic error estimation. (See [4] for the key underlying concepts behind such randomization ideas.) In detail they showed that the generating vector z can be constructed one component at a time by minimizing the quantity 
. , n − 1}
d with n being a prime number. Here B 2 (x) = x 2 −x+1/6 is the Bernoulli polynomial of degree 2. We shall call e n,d (z) the "worstcase error" of randomly shifted rank-1 lattice rules in weighted Sobolev spaces, as it is the worst-case error of rank-1 lattice rules in some related function spaces. The definition of worst-case error and the full details of why such quantity can be used as the selection criterion for z in a randomly shifted rank-1 lattice rule can be found in [10] .
The motivation for this paper is to find an algorithm that reduces the cost of construction even further so it is possible to construct, in practice, rules with even a larger number of points. Instead of taking n to be a prime number, we choose n to be the product of two distinct prime numbers p and q. We are thus considering rank-1 lattice rules with points given by the set
This idea is not new. In 1960, Korobov pointed out in [6] the advantage of the decomposition n = pq with p ≈ q 2 . This fact was later mentioned again in Hua and Wang's book [5] in 1981.
In Section 2 we derive the existence of a pair (z, w) such that e 2 p,q,d (z, w) satisfies a strong QMC tractability error bound, where strong QMC tractability means that the minimal number of function evaluations n in a quasi-Monte Carlo rule
needed to reduce the initial error I d (f ) by a factor of ε > 0 is bounded by a polynomial in ε −1 independently of d. Moreover, we show that there exists a pair (z, w) such that the better rate of convergence O(n −1+δ ) for any δ > 0 can be achieved. The proofs in Section 2 are based on averaging arguments and are not constructive.
In Section 3 we show how the component-by-component algorithm of [10] can be modified to reduce the construction cost. The corresponding worst-case error for these modified rules with n = pq satisfies 
2 ) operations. We show that with some minor restrictions on p and q, the square worst-case errors of rules constructed using Algorithm 3.1 are better than the QMC mean (see Lemma 8 of [12] ):
in weighted Sobolev spaces. We show also that the rules constructed using Algorithm 3.1 achieve the rate of convergence O(p −1+δ q −1/2 ), for any δ > 0. In the final section, Section 4, we outline numerical experiments and present the numerical results. We consider the performance of Algorithm 3.1 using different decompositions of n and various choices of weights.
We note that the reduction in cost of Algorithm 3.1 can be substantial:
. If, for example, n = 10 6 , then the cost is reduced by a factor of about a thousand. This reduction in cost allows the construction of rules with millions of points.
Throughout the paper, we will make use of the fact that for x ∈ [0, 1],
where the prime on the sum indicates that we omit the h = 0 term. We will also make use of the Riemann zeta function
and in particular ζ(2) = π 2 /6.
2.
The existence of a good randomly shifted rank-1 lattice rule
We will use the averaging argument which was used in various other papers. First we derive the expression for the mean square worst-case error over all generating vectors. We then argue the existence of good vectors with square worst-case error better than the mean.
We can separate the cases of i = p and k = q in the square worst-case error expression (1.1) and obtain
We define the mean of the square worst-case error:
Theorem 2.1. Let p and q be two distinct prime numbers. We have
This expression is an easy consequence of the following result: Lemma 2.2. Let p and q be two distinct prime numbers. For i = p and k = q, we have
, and
.
Proof. The first equation was used in several papers before. For completeness we include a proof here. For i = p, we have
Similarly we can obtain for i = p,
Finally, it follows from the two results above that for i = p and k = q,
This completes the proof. 
Proof. Using the property that
, where
, and if |u| is odd, we have
This completes the proof.
We now write the square worst-case error as one sum. As we shall see later, this allows us to apply Jensen's inequality (see Theorem 19 of [3] ), which states that for {a i } a sequence of positive numbers,
Lemma 2.4. We can write
and the prime on the sum means that we omit h = (0, . . . , 0).
Proof. We can rewrite (1.1) as follows:
The result now follows from the fact that 
Using Jensen's inequality and the property
we can show that
From this with a change of parameters, we see that there exist
The result (b) now follows from (2.3) and (2.4).
The following theorem shows the existence of a pair (z, w) that achieves strong QMC tractability under a certain condition on the weights. Theorem 2.6. There exists a pair (z, w) such that
Proof. The initial error in the weighted Sobolev spaces is
It follows from (b) in Theorem 2.5 that there exists a pair (z, w) such that
Now with the substitution of
and we obtain
where
and
where we have used the fact that log(1 +
We define the mean of e ((z 1 , . . . , z s ), (w 1 , . . . , w s ) ).
The explicit expression for θ 2 p,q,s (see (3.1) below) can be derived using Lemma 2.2. We present an algorithm for constructing z and w component-by-component. ((z 1 , . . . , z s−1 ), (w 1 , . . . , w s−1 ) ; z s ) = θ 2 p,q,s ((z 1 , . . . , z s−1 ), (w 1 , . The following theorem shows that with some minor restrictions on p and q, the randomly shifted rank-1 lattice rules constructed by Algorithm 3.1 are in fact better than average QMC rules. 
Proof. For s = 1, there is only one n-point lattice rule: the n-point rectangle rule. Thus we may take z 1 = 1 and w 1 = 1 to obtain
where the third to last expression follows from Theorem 2. ((1, z 2 , . . . , z s−1 ), (1, w 2 ((1, z 2 , . . . , z s−1 ), (1, w 2 , . . . , w s−1 
Later we will show that G ≤ 0 under the assumption
after which upon combining (3.2), (3.3) and (3.4), it will follow that
It will then follow inductively that the result is true for all s = 1, 2, . . . , d.
To prove that G ≤ 0, we use property (2.2) to rewrite G as
Now let z u denote the |u|-dimensional vector containing those components of z whose indices belong to u. Then we can rewrite H u as
It can be shown that
Thus
Now consider
which leads to G ≤ 0. This completes the proof.
The condition of
is not unreasonable at all. For example, for β j = 1 and γ j = 0.5 j we need p, q ≥ 3; for β j = 1 and γ j = 0.9 j we need p, q ≥ 9; for β j = 1 and γ j = 1/j 2 we need p, q ≥ 3.
The next theorem shows that the randomly shifted lattice rules constructed by Algorithm 3.1 achieve the rate of convergence O(p −1+δ q −1/2 ) for any δ > 0. ((1,ẑ 2 , . . . ,ẑ s ), (1,ŵ 2 , . . . ,ŵ s ) )
Proof. For s = 1, it follows from the proof of Theorem 3.2 that
For any λ satisfying
where the second inequality follows by applying Jensen's inequality to the sum. It can be easily verified that p −2 < (p − 1)
and by Jensen's inequality, [ζ(2)]
λ ≤ ζ(2λ). Thus we have
Hence the result is true for s = 1.
For each s satisfying 2 ≤ s ≤ d, suppose that two (s − 1)-dimensional vectors (1,ẑ 2 , . . . ,ẑ s−1 ) and (1,ŵ 2 , . . . ,ŵ s−1 ) have already been constructed using Algorithm 3.1 and that they satisfy e 2 p,q,s−1 ( (1,ẑ 2 , . . . ,ẑ s−1 ), (1,ŵ 2 , . . . ,ŵ s−1 )) ((1, z 2 , . . . , z s−1 ), (1, w 2 
λ for all z s ∈ Z p , which leads to
Using Jensen's inequality and the property r(α, β, γ, h)
, we obtain from (3.7) that (3.9)
where 
To simplify the notation, let us write this expression as
and we are interested in finding an upper bound to
If h is a multiple of both p and q, then
If h is a multiple of p but not q, then
If h is a multiple of q but not p, then
If h is neither a multiple of p nor a multiple of q, then
Putting all of the above together, we have
We now conclude from (3.8), (3.9) , and (3.10) that ((1,ẑ 2 , . . . ,ẑ s ), (1,ŵ 2 , . . . ,ŵ s ,s ((1,ẑ 2 , . . . ,ẑ s−1 ), (1,ŵ 2 , . . . ,ŵ s−1 
where the third inequality follows from applying Jensen's inequality to the sum in the first factor. Hence it follows inductively that the result is true for all s = 
Numerical experiments
By means of numerical calculations we test how well the Partial Search algorithm (Algorithm 3.1) performs for various choices of decompositions n = pq. Since the theory suggests a rate of convergence O(p −1+δ q −1/2 ) for δ > 0, it would seem intuitive to choose p much larger than q to ensure a low worst-case error. On the other hand, the cost of the construction is O(n(p + q)d
2 ) operations, which is minimized when choosing p and q to be roughly the same, that is, p ≈ q ≈ n 1/2 . Table 1 shows a comparison of the theoretical rate of convergence against the cost of construction.
In particular, we test whether for fixed n larger values of p (which means higher costs for the construction) will indeed lead to better rates of convergence. Furthermore we compare numerical results from the Partial Search algorithm with those , is minimized.
We take β = 1 and six different sequences of γ:
γ j = 0.9 j , γ j = 0.5 j , γ j = 0.1 j , γ j = 1/j 2 , γ j = 1/j 6 , and γ j = 1/j, and we consider different decompositions with p ≈ q, p ≈ q 2 , and p ≈ q 3 . For each choice of n = pq, we compare the following:
(1) worst-case error e n,100 for the 100-dimensional rule constructed by the Full Search algorithm (Algorithm 4.1), (2) worst-case error e p,q,100 for the 100-dimensional rule constructed by the Partial Search algorithm (Algorithm 3.1), (3) root QMC mean E n,100 . The results of these comparisons are presented in Tables 2, 3 , and 4. The observed rates of convergence O(n −ω ) for successive worst-case errors are also included in these tables.
We observe from our numerical results that the worst-case errors for rules constructed by the Partial Search algorithm are only slightly worse than those constructed by the Full Search algorithm, and they are all significantly better than the root QMC mean, which is supported by Theorem 3.2. The observed rates of convergence for rules constructed by the Partial Search algorithm are very close to those constructed by the Full Search algorithm. This indicates that in practice, we can use the cheaper Partial Search algorithm as a replacement for the costly Full Search algorithm.
Contrary to what Theorem 3.3 may suggest, the observed rates of convergence show no correlation with the choice of decompositions p ≈ q, p ≈ q 2 or p ≈ q 3 . (It would appear that the observed rate of convergence depends on the rate of decay of the weights γ.) From this we may conclude that there is no advantage in taking p to be much larger than q. The Partial Search algorithm performs just as well with the cheaper choice of p ≈ q. In this case the algorithm has only a construction cost
