The Solar EUV Experiment (SEE) is one of four scientific instruments on the NASA Thermosphere Ionosphere Mesosphere Energetics Dynamics (TIMED) spacecraft, which has been simultaneously observing the Sun and Earth's upper atmosphere since January 2002. The SEE instrument measures the irradiance of the highly variable, solar extreme ultraviolet (EUV) radiation, one of the major energy sources for the upper atmosphere. The primary SEE data product is the solar spectral irradiances from 0.1 to 194 nm in 1 nm intervals that are fundamental for the TIMED mission's investigation of the energetics in the tenuous, but highly variable, layers of the Earth's atmosphere above 60 km. The TIMED mission began normal operations on January 22, 2002, a time when the Sun displayed maximum levels of activity for solar cycle 23, and has provided daily measurements as solar activity has declined to moderate levels. Solar irradiance variability observed by SEE during the two years of the TIMED prime mission includes a variety of moderate and large flares over periods of seconds to hours, and dozens of solar rotational cycles over a typical period of 27 days. The SEE flare measurements provide important, new results because of the simultaneous spectral coverage from 0.1 to 194 nm, albeit limited temporal coverage due to its 3% duty cycle. In addition, the SEE measurements reveal important, new results concerning phase shifts of 2-7 days in the intermediate-term variations between different UV wavelengths that appear to be related to their different center-to-limb variations. The new solar EUV irradiance time series from SEE are also important in filling the "EUV Hole", which is the gap in irradiance measurements in the EUV spectrum since the 1980s. The solar irradiances measured by SEE (Version 7, released July 2004) are compared to other measurements and predictions from models of the solar EUV irradiance. While the measurement comparisons show reasonable agreement, there are significant differences between SEE and some of the models in the EUV range. The data processing algorithms and calibrations are also discussed.
INTRODUCTION
Solar ultraviolet (UV) radiation at wavelengths less than 400 nm is an important source of energy for aeronomic processes throughout the solar system. Solar UV photons are absorbed in planetary atmospheres, as well as throughout the heliosphere, via photodissociation of molecules, photoionization of molecules and atoms, and photoexcitation including resonance scattering (e.g., see Chamberlain [1978] ). Nominal subdivisions of the UV spectral range are: near ultraviolet (NUV) from 300 to 400 nm, middle ultraviolet (MUV) from 200 to 300 nm, far ultraviolet (FUV) from 120 to 200 nm, extreme ultraviolet (EUV) from 30 to 120 nm, X-ray ultraviolet (XUV) from 1 and 30 nm, and X-rays at wavelengths less than 1 nm. Solar EUV and XUV radiation photoionizes the neutral constituents of the atmospheres and participates in the formation of the ionosphere. The photoelectrons created in this process interact further with neutral species, leading to excitation, dissociation, and additional ionization. The excess energy from the absorption processes heats the atmosphere. As an example for Earth shown in Figure 1 , solar MUV radiation heats the stratosphere, while solar UV radiation shortward of 170 nm heats the thermosphere. Atmospheric absorption of the solar UV radia-tion also initiates many chemical cycles, such as those involving water vapor, ozone, nitric oxide, and chlorofluorocarbons in Earth's atmosphere (e.g., see Brasseur and Solomon [1986] ). As Figure 1 depicts, the chemistry cycle of ozone in Earth's stratosphere involves the creation of ozone via the photodissociation of molecular oxygen followed by the combination of the atomic oxygen with molecular oxygen and by the destruction of ozone via direct photodissociation. The longer wavelengths of the solar radiation, mainly from the NUV, visible (VIS: 400-700 nm), and near infrared (NIR: 700-10000 nm) spectral regions, are absorbed (and transmitted and reflected) by aerosols, clouds, and gases in the troposphere and by land surfaces and oceans; thus, the Sun also affects those environments. All of these atmospheric processes are wavelength dependent and are expected to be as variable as the intrinsic solar variability at the appropriate wavelengths. FIGURE 1. The solar UV radiation is a primary energy input to Earth's atmosphere. This radiation includes the middle UV (MUV: 200-300 nm), the far UV (FUV: 120-200 nm), the extreme UV (EUV: 30-120 nm), and the X-ray UV (XUV: 1-30 nm). The photochemistry and heating of the atmosphere vary with altitude and are strongly dependent on the wavelength of the solar radiation and the absorption cross sections of the atmospheric species.
Accurate measurements of the solar UV spectral irradiance, along with an understanding of its variability, are therefore important for detailed studies of the atmospheric processes. The Solar EUV Experiment (SEE) aboard the TIMED spacecraft measures the solar spectral irradiance in the XUV, EUV, and FUV ranges. The TIMED satellite was launched on December 7, 2001 , and daily measurements of the solar irradiance by SEE began on January 22, 2002. A summary of the SEE instrument, including calibrations and irradiance algorithms, and the results from the first two years of operations are the focus of this paper.
Nature of the Solar Variability
The Sun varies on all time scales and the amount of variability is a strong function of wavelength. For this discussion, the solar irradiance is considered the fulldisk solar intensity at 1 AU and does not include the 6.9% annual insolation factor due to Earth's changing distance from the Sun as a result of orbital eccentricity. Present understanding is that the intrinsic solar cycle variability is of the order of one-tenth of a percent in the visible portion of the spectrum. In the middle ultraviolet spectrum (200 to 300 nm), the amount of radiation decreases rapidly while the variability increases by an order of magnitude to a few percent. In the FUV and EUV ranges, the amount of radiation decreases further while the solar cycle variability continues to increase with the magnitude of the variation approaching a factor of two, for example at the H I Lyman-! emission at 121.6 nm, and an order of magnitude for the high temperature coronal lines.
Solar radiation shortward of 200 nm has a spectrum consisting of emission lines superimposed on the rapidly declining continuum. The emission lines arise in higher temperature layers of the outer solar atmosphere under non-LTE conditions and are strongly related to the magnetic activity of the Sun as seen, for example, in bright plages and the active network. It is known that these emission lines exhibit large amplitude variability during an 11-year solar cycle relative to the underlying FUV continuum. The XUV region is dominated completely by emission lines of primarily coronal origin that may vary by an order of magnitude during an 11-year solar cycle.
Short term irradiance variations, lasting from minutes to hours, occur during eruptive events on the Sun; intermediate term variations, modulated by the 27-day rotation period of the Sun, are related to the appearance and disappearance of active regions on the solar disk, and the more elusive long term variability is related to the 11-year Schwabe solar activity cycle, which in turn is related to the 22-year magnetic field cycle of the Sun [e.g., Simon, 1983] . The long-term variations in the XUV and EUV ranges have been poorly determined due to the lack of measurements and to the inadequate long-term accuracy of previous satellite solar instruments. Recent reviews about the solar EUV and UV variability with more details include those by White [1977] , Rottman [1987] , Lean, [1987 and , Tobiska [1993] , Pap et al. [1994] , and Woods et al. [2004a] .
Historical Context for SEE Observations
Solar VUV measurements are only possible above the atmosphere and were first made photographically, and then by photometric detectors, on short duration rocket flights starting after the Second World War. The SOLRAD and AEROS satellites, Air Force Cambridge Research Laboratories rocket experiments, Orbiting Solar Observatory (OSO-3 and OSO-4) [Hall and Hinteregger, 1970; Reeves and Parkinson, 1970] , and Atmospheric Explorer (AE-C, AE-D, and AE-E) [Hinteregger et al., 1973] conducted survey observations through different parts of the spectrum during the 1960's and 1970's.
Even today, the revised AE-E solar irradiance data representative of solar activity during solar cycle 21 [Hinteregger et al., 1981; Torr and Torr, 1985] are routinely used in many atmospheric modeling studies (i.e. calculating photoelectron fluxes, heating, etc.). The absolute scale of the revised AE-E data set is based primarily on sounding rocket measurements rather than the satellite instruments because there were no provisions for in-flight calibrations of the solar instruments on AE-E [Hinteregger et al., 1981] .
The solar cycle variation of the EUV spectrum derived from these historical irradiance measurements was ambiguous [e.g., Roble, 1976; Oster, 1983] because of discrepancies in the absolute irradiance due to the AE-E instrument degradation and the inclusion of several different instruments [Hinteregger et al., 1981; Heroux and Higgins, 1977; Rottman, 1987] . Recent solar FUV and MUV irradiance measurements from the Upper Atmosphere Research Satellite (UARS) have addressed this issue by including two independent instruments that have accurate pre-flight calibrations traceable to the National Institute of Standards and Technology (NIST) radiometric standards and also have in-flight calibrations to precisely track instrument degradation.
Following the final AE-E measurements in 1981, there has been a long hiatus of solar EUV irradiance observations, referred to as the "solar EUV hole" [Donnelly, 1987] . The few solar EUV spectral irradiance observations made during this period include about 20 days during the nine-month mission of the San Marco 5 satellite [Schmidtke et al., 1985; Schmidtke et al., 1992] , intermittent sounding rocket measurements [e.g., Woods and Rottman, 1990] , and Voyager 1 and 2 measurements made a few days per year. Additionally there have been several integrated EUV flux measurements from Pioneer Venus [Brace et al., 1988] , PHOBOS, SOHO Solar EUV Monitor (SEM) [Judge et al., 1998 ], and sounding rocket measurements [e.g., Ogawa et al., 1990] ; however, these broadband integrated flux measurements are less useful for detailed solar-terrestrial studies.
The new SEE measurements have begun to fill the "EUV Hole" as indicated in Figure 2 . As shown in this figure, the solar UV irradiance longward of 115 nm has been measured almost continuously for the past two solar cycles and with an accuracy of 2-10% [e.g., Woods et al., 1996] ; consequently, the solar FUV and MUV irradiance variations are better understood than the solar EUV and XUV irradiance. The next NASA mission with full spectral coverage in the EUV range is the SDO mission having a planned launch in 2008.
FIGURE 2. The TIMED mission has begun to fill the "EUV Hole", being the time period when there have been very limited measurements of the solar EUV irradiance. There are a few other measurements, such as from sounding rockets, during this period, but the daily satellite measurements are only shown.
SEE Science Objectives
The SEE investigation contributes primarily to the NASA TIMED mission goal of characterizing the sources of energy responsible for the thermal structure of the mesosphere, the lower thermosphere, and the ionosphere (MLTI). These energy sources include solar electromagnetic radiation, solar energetic particles, Joule heating, conduction, dynamical forcing, and chemical energy release. Of these energy inputs, the solar vacuum ultraviolet (VUV) radiation below 200 nm is the dominant global energy source for heating the thermosphere, creating the ionosphere, and driving the diurnal cycles of wind and chemistry. Changes in the amount of solar VUV radiation result in corresponding changes in the energy balance of the upper atmosphere, dynamics, and photochemistry. A detailed quantitative understanding of the changes in the solar VUV irradiance and the basic state variables, temperature and densities of N 2 , O 2 , and O, are thus essential to detailed investigations of atmospheric energetics, dynamics, and chemistry.
Solar cycle peak-to-peak variability near 200 nm is about 10% and increases at shorter wavelengths to typically a factor of 2 to 3 for chromospheric emissions and a factor of 5 or more for coronal emissions. Neither the magnitude of the irradiance nor the variability of these emissions are well understood, especially at the shortest wavelengths shortward of 40 nm. For upper atmosphere research, SEE provides the necessary solar VUV irradiance measurements from 0.1 to 195 nm with 0.4 nm spectral resolution longward of 27 nm and about 7 nm resolution shortward of 27 nm. The other three TIMED instruments and several ground-based instruments provide measurements of the basic state variables of the upper atmosphere over a range of altitudes from 50 to 400 km. Accurate measurements of the energy sources and the basic state variables permit unprecedented validation and refinement of atmospheric models of the MLTI, and those results will provide a precise quantification of the response of the upper atmosphere to the various energy sources.
The SEE investigation also contributes to the TIMED mission goal of improving the understanding of those processes related to anthropogenic influences and the establishment of a baseline set of observations for future investigations. Distinguishing between the natural, predominantly solar-induced upper atmospheric variability, and anthropogenic influences in the MLTI regions, requires a baseline of solar VUV spectral irradiance and basic state variables with an accuracy of 20% or better (1-" value). Existing proxy models that employ ground-based measurements of solar activity to estimate the solar VUV irradiance are highly uncertain and lack the required accuracy for solar connection studies, as evidenced by the significant disagreement among them [Lean et al., 2003] . Therefore, the SEE investigation will also develop improved solar irradiance models, based on the TIMED SEE measurements, for future comparisons of natural and anthropogenic effects.
The key elements in data analysis and modeling for the SEE investigation are the analysis of solar irradiance variability, the study of solar-terrestrial relationships using the measured solar irradiance as parameters in models of the atmosphere, the verification of atmospheric models and laboratory cross sections for atoms and molecules using measured solar absorption profiles from solar occultations, and the development of new generation models of the solar EUV irradiance. The primary atmospheric models for the SEE investigation are the Thermosphere Ionosphere Mesosphere Electrodynamics General Circulation Model (TIME-GCM) [Roble et al., 1988] , the MSISE-90 model [Hedin, 1991] , and the NRLMSISE-00 model .
The primary data product from SEE is the daily average solar spectral irradiance from 0 to 195 nm in 1 nm intervals and with flares removed. This product is called the SEE Level 3 data product. The first research quality version of this SEE product is Version 6 released in February 2003. The latest SEE data set is Version 7, released in July 2004, and includes improved corrections for instrument responsivity changes and higher time cadence (hourly) data that are named the Level 3A data product that includes the flare data. The accuracy goal for the SEE data is 20%, and the measurement precision goal is 4%. Examples of the solar VUV spectra from the SEE Level 3 data products are shown in Figure 3 
INSTRUMENT DESCRIPTION
The Solar EUV Experiment (SEE) includes two instruments that together measure the solar VUV spectral irradiance from 0.1 to 194 nm. The EUV Grating Spectrograph (EGS) is a normal incidence Rowland circle spectrograph with a spectral range of 27 to 194 nm and 0.4 nm spectral resolution. The XUV Photometer System (XPS) includes nine silicon XUV photodiodes with thin film filters deposited directly on the photodiodes. This XUV photometer set measures the solar irradiance from 0.1 to 27 nm with each filter having a spectral bandpass of about 7 nm. A more detailed description of the SEE instrument is given by Woods et al. [1998] , and some pre-flight calibration results for the XPS and EGS are given by Woods et al. [1999a] and Eparvier et al. [2001] , respectively.
EUV Grating Spectrograph
The EUV Grating Spectrograph (EGS) is a normalincidence 1/4 m Rowland circle design. The detector is an array detector so that a complete spectrum is obtained in a few seconds with the grating fixed. The spectral coverage is 27 to 194 nm with a 0.17 nm bandpass per anode on the detector. The effective spectral resolution is 0.4 nm. This moderately high resolution is important for resolving blended lines such as the H I Lyman-# (102.6 nm) and O VI (103.2 and 103.8 nm) lines. A blazed, mechanically-ruled grating from Hyperfine is used in the EGS in order to cover such a wide spectral range. To maximize the efficiency at the shortest wavelengths, the grating has a gold coating with sufficient reflectivity down to 25 nm.
The array detector is a CODACON array detector developed by G. M. Lawrence at University of Colorado [McClintock et al., 1982] . The CODACON detector uses a microchannel plate (MCP) and coded anode electronics for its readout. The array format is 64 x 1024, and each anode (pixel) is 100 µ tall (along the slit) by 25 µ wide (dispersion direction). The MCP is coated with Au that provides better dynamic range and serves as the photocathode. With no telescope, the images from the CODACON detector record solar spectra, not solar images. The detector electronics includes 32 charge amplifiers, a photon detection circuit, and dual memory buffers for accumulating photon events into an image and for reading out the previous image simultaneously.
The EGS, which has one grating, one detector, and two entrance slits, is operated in such a way that there are two redundant channels. Specifically, the grating and detector can be illuminated on two separate areas. One illumination configuration is used for daily measurements, and the other illumination configuration is used for weekly calibration checks of the daily measurements. To achieve redundant channels from a single grating / detector system, two slits, each being 25 µ wide by 1 mm tall and offset 3 mm vertically from each other, are used to illuminate the detector differently. In addition, the optical axis is tilted by 2° to illuminate the grating differently. The SEE one-axis gimbal platform provides the means to tilt the optical axis relative to the Sun, and a slit selector mechanism is used to expose one of the two slits.
XUV Photometer System
The XUV Photometer System (XPS) is a package of nine silicon XUV photodiodes for measuring the XUV and EUV irradiance. Each photodiode has a thin film filter to provide one of approximately 7 nm spectral bandpass. These thin film filters are deposited directly on the photodiode to avoid using metal foil filters which are more difficult to handle, prone to develop pin holes, and degrade with time. R. Korde of International Radiation Detectors, Inc. developed the silicon XUV photodiodes with thin film filters to have low-noise and high long-term stability [Korde and Geist, 1987; Korde et al., 1988; Canfield et al., 1989; Korde and Canfield, 1989; Canfield et al., 1994] . The National Institute for Standards and Technology (NIST) employs these Si XUV photodiodes as XUV standard detectors. The electronics for each XPS photodiode are simple and include only a current amplifier and a voltage-tofrequency converter (VFC).
Several materials are suitable for use as XUV filters, and multiple coatings on the same diode provide a way to narrow the bandpass of each diode. Powell et al. [1990] discuss thin film filters suitable for this wavelength range. In addition to selecting the spectral bandpass, the filter must also block solar visible radiation by a factor of 10 10 or better; otherwise, solar visible radiation (instead of the XUV radiation) dominates the XUV photometer signal. The thin film filters used on XPS photodiodes are Ti/C, Ti/Pd, Ti/Zr/C, Al/Sc/C, Al/Nb/C, Al/Cr, and Al/Nb. In addition, one bare Si photodiode is used with Acton Lyman-! filters to provide a measurement of the important solar Lyman-! emission.
A set of twelve photodiodes is packaged together with a common filter wheel mechanism. Fused silica windows on the filter wheel mechanism permit accurate subtraction of the background signal from visible and near UV light. Nine photodiodes have filters for making solar XUV irradiance measurements, and three photodiodes are bare Si photodiodes to track the transmission of the fused silica windows. A typical measurement cycle for each XUV photometer measures the dark signal with no aperture, then the background signal with the window, and then the solar XUV radiation with a clear aperture.
The only significant SEE instrument anomaly involves the XPS filter wheel, which became stuck in position 6 on day 2002/205. In this configuration, the XPS instrument has three solar XUV measurements (instead of its original nine). This anomaly creates a spectral gap of 11-27 nm for the current SEE observations, but this gap is filled in the SEE Version 7 data products. The SORCE XPS, which is almost identical to the TIMED SEE XPS, began making daily solar XUV irradiance measurements in March 2003, and the SEE Level 3 and 3A data products include the SORCE XPS results shortward of 27 nm starting on day 2003/070. Between days 2002/205 and 2003/070, the 11-27 nm gap is filled using the SEE XPS 0.1-7 nm channel (XP#1) as a proxy that is based on the earlier measurements by SEE XPS.
Other SEE Subsystems
Additional subsystems to accommodate this solar investigation on the TIMED spacecraft include the SEE Solar Pointing Platform (SSPP), a one-axis gimbal platform for pointing the solar sensors towards the Sun, and the Microprocessor Unit (MU). With the SSPP controlling the solar pointing in only 1 axis, the SEE instruments have a wide field of view (>11°) so that the Sun drifts through the field of views for a few minutes each orbit. The SSPP has a range of motion of 190° and moves about 3° per day to account for satellite orbit precession and seasonal movement of the Sun. With its own pointing platform and Sun sensor with control and knowledge to better than 1 arc-minute, SEE imposes minimal requirements on the spacecraft attitude control.
The following characteristics are for the entire SEE system. The mass of SEE is 29 kilograms. The SEE operating power is 33 Watts, and the SEE data rate is 4 kilobits per second. The normal operating temperature range for SEE is 15 to 25 °C.
SEE Observations
The TIMED spacecraft was launched on December 7, 2001, and daily SEE measurements of the solar VUV irradiance began on January 22, 2002. Because of the configuration of SEE on the TIMED spacecraft, SEE observes the Sun for about 3 minutes per orbit (the TIMED orbital period is about 97 minutes). During each 3-minute observation, SEE normally obtains 20 10-sec integrations while the Sun drifts through its ~12° field of view.
The TIMED mission began at a time when solar activity was near maximum levels during solar cycle 23. By July 2004, solar activity had declined to moderate solar cycle levels. Solar irradiance variability observed by SEE during the first two years of operations includes a number of moderate and large flares over periods of seconds to hours and a few dozen solar rotational cycles over periods near 27 days. Because SEE obtains full spectral coverage within its normal solar observation of ~3 minutes, the SEE measurements provide a unique view of the flare response across the full VUV range (0-200 nm), albeit an intermittent view with its 3% duty cycle.
INSTRUMENT CALIBRATIONS AND CHARACTERIZATIONS
A critical problem with many of the earlier solar VUV irradiance measurements is the lack of adequate accuracy and of the long-term relative accuracy from instrument degradation. The pre-flight and in-flight calibrations are, therefore, crucial components of the SEE program. The following sections give an overview of the calibration activities. More detailed descriptions of the pre-flight calibration results for the XPS and EGS are given by Woods et al. [1999a] and Eparvier et al. [2001] , respectively. The various calibrations for the XPS instruments on TIMED satellite, SORCE satellite, and the SEE rocket calibration payload are described in more detail by Woods et al. [2004c] .
Pre-flight Calibrations
The pre-flight photometric calibrations of SEE include transferring to the instrument the calibrations of the National Institute of Standards and Technology (NIST) radiometric standards, such as reference photodiodes, radioactive X-ray sources, and synchrotron radiation [Walker et al., 1988; Canfield and Swanson, 1987; Parr and Ebner, 1987] . The current VUV calibration techniques are able to achieve an accuracy of about 3 to 7% (1-" value). The primary photometric standard for the SEE calibrations is the Synchrotron Ultraviolet Radiation Facility (SURF-III) at NIST in Gaithersburg, Maryland. The EGS is directly calibrated at SURF, and the XPS photodiodes are calibrated as a function of wavelength using a monochromator and reference photodiode at SURF and at the PhysikalischTechnische Bundesanstalt (PTB) electron storage ring called BESSY [Scholze et al., 2001] .
Besides the fundamental responsivity calibrations, pre-flight characterizations are undertaken for several other important instrument parameters. The aperture areas are determined using a precision microscope to measure the dimensions of the apertures-rectangular slits for EGS and round apertures for XPS. The response of the fully assembled instrument is mapped over its field of view (FOV) to precisely determine its uniformity. The gimbal tables at SURF are utilized to make detailed FOV maps for EGS as done for the UARS SOLSTICE and solar rocket instruments Woods and Rottman, 1990; Woods et al., 1994] . A 12° x 12° gimbal table at LASP is used to obtain the visible FOV maps for XPS. Linearity tests for EGS are performed using the capability to adjust the SURF electron beam current level over six orders of magnitude. Linearity tests for XPS electronics use a calibrated, adjustable current source in place of the photodiode. As needed for the calibration analyses, the detector dark signals are measured for all of these characterizations. The gain of the detectors is also determined over the operating temperature range (-10°C to 40°C) and at different high voltage (HV) settings for the CODACON detector.
Because the EGS is a more complicated instrument than XPS, additional calibrations and characterizations are performed for the EGS. Higher grating order contributions are quantified at SURF using multiple beam energies to derive the responsivities of the first, second, and third orders [Chamberlin et al., 2004] . These higher grating orders are only important between 40 and 115 nm because the Au-coated grating does not have significant responsivity shortward of 20 nm and because a MgF 2 window on the detector blocks higher orders longward of 115 nm. An important characterization for the CODACON detector is obtaining the pixelto-pixel variations, called the flat-field (FF) calibration; FF images are obtained using an on-board mercury arc lamp that illuminates the detector directly. A careful analysis of the spectrograph's scattered light, which is primarily caused by the diffraction grating , is also performed for EGS. The pre-flight wavelength calibrations for EGS incorporate measurements using the emission lines from deuterium and mercury arc lamps in the FUV range and the short wavelength cut-off edges of foil filters in the EUV range. Finally, the gain of the CODACON detector is determined as a function of time after turn-on because the gain of MCPs increases during warm up. These turn-on calibrations indicate that the EGS detector's HV power needs to be on for 20 minutes to give stable results. For this reason, the EGS detector is left on inflight even though it only observes the Sun with a duty cycle of about 3%.
In-flight Responsivity Tracking
In addition to measuring the absolute value of the solar irradiance, determining the long-term variation of the irradiance is a fundamental scientific goal; therefore, in-flight tracking of SEE's instrument responsivity is required. The in-flight tracking procedures include on-board redundant optical channels that are augmented by direct calibrations from instruments underflown on rockets (discussed below). The goal of this variety of techniques is to achieve long-term relative accuracy of SEE's solar irradiance of 10% uncertainty (1-" value).
Both the EGS and XPS instruments have redundant optical channels. One channel is utilized for daily measurements, and the other is only used once a week to regularly provide a relative calibration for the other channel. Due to the XPS filter wheel anomaly on day 2002/205 that is discussed more in section 2.2, the redundant XPS channel calibrations are limited to the early part of the TIMED mission. The SORCE XPS measurements starting in March 2003 now provide routine calibration checks for the SEE XPS instrument. The basic assumption for this technique is that exposure to the space environment and to solar radiation is major factor determining instrument degradation. The use of different duty cycles permit an evaluation of the instrument responsivity changes (typically degradation) as related to solar exposure rate. Maintaining a high level of cleanliness for the instruments greatly reduces the degradation related to contaminants on the optics [e.g., Woods et al., 1999b] .
Other in-flight characterizations include wavelength calibrations for each EGS spectrum using the observed solar emission lines as reference wavelengths, flat-field measurements several times a week for the EGS detector, and field of view maps every 2 months by scanning the Sun across different parts of the optics and detectors. These in-flight tests confirm similar pre-flight calibration measurements and ensure that the SEE data processing utilizes the most accurate instrumental parameters. Many of these in-flight test results are used directly in the SEE data processing software.
Rocket Underflight Experiment
Independent measurements of the solar VUV spectral irradiance by SEE prototype instruments flown on sounding rockets provide a calibration for the in-flight SEE observations. These underflight measurements, made approximately annually, are crucial because they provide regular absolute in-flight calibration for the SEE instruments, as the redundant channels themselves can degrade.
The rockets are launched from the NASA facility at the White Sands Missile Range in New Mexico and are supported by the NASA Sounding Rocket Operations Contract (NSROC). Pre-flight and post-flight calibrations of the prototype instrument are performed at NIST SURF-III for each calibration rocket flight.
The first rocket calibration experiment with its preflight and post-flight calibrations at SURF provides a fresh calibration for the SEE instrument whose responsivity could have changed between its last pre-flight calibration in May The rocket XPS calibration is based on responsivity calibrations of the individual XUV photodiodes and electronics gain calibrations as done for the SEE XPS instrument. The photodiode calibrations in 2002 were performed between 5 and 35 nm by R. Vest at NIST using reference detectors with a monochromator at SURF-III [Canfield et al., 1994] . These diode responsivity results are then modeled to obtain the diode filter material thickness, and finally the filter model is used to extend the calibration results to shortward of 5 nm and at higher spectral resolution. These modeled calibration results at the shorter wavelengths are consistent with the BESSY calibration results between 0.8 nm and 5 nm for photodiodes calibrated at both locations. The rocket XPS calibrations in 2003 were performed using the SURF-III synchrotron beam directly. For this technique, multiple electron beam energies, that have different spectral radiance profiles, provide a responsivity calibration that is obtained as a function of wavelength by modeling the diode filter material thickness. Both calibration techniques gave very similar results, but the more direct calibration with the synchrotron radiation is easier to implement because it does not require disassembly of XPS. Partly because of the intermediate modeling of the filters for the XPS responsivity, the uncertainty for the rocket XPS irradiances is 15-20%.
The rocket EGS calibration is primarily performed at SURF-III using the Beam Line 2 (BL-2) facility as was done for the SEE EGS. The many different calibrations, as described earlier for the SEE EGS in the Preflight Calibration section, are also performed for the rocket EGS. Because of the different responsivity across the EGS spectral range, the EGS calibrations are subdivided into EUV calibrations (27-115 nm) and FUV calibrations (129-194 nm) . The FUV calibrations are performed using a CaF 2 window in the beam line in order to increase the FUV signal without exposing the detector to EUV radiation; two windows are employed so that the transmission of each window is obtained as part of the calibration. The EUV calibrations are performed without any filters in the beam line. The EGS Lyman-! filter (115-129 nm), which decreases the radiation by a factor of 100, is not well calibrated at SURF, so the rocket XPS and UARS Lyman-! measurements are used for calibrating the EGS Lyman-! region. Chamberlin et al. [2004] give the details of the calibrations for the rocket EGS and the results for the February 2002 rocket observation.
The EUV calibrations for the rocket EGS are substantially improved over those of the SEE EGS because the higher order contributions are more accurately obtained. This improvement was achieved by performing the multiple beam energy calibrations at each FOV map position without moving the SURF gimbal tables, whereas the original EGS calibrations were obtained over the full FOV map for each beam energy. Because the SURF gimbal tables have an accuracy of about 1 arc-minute, the original EGS calibrations at different beam energies are not exactly at the same optical positions and thus introduced additional uncertainties. Furthermore, 7 different beam energies were used for calibrating the rocket EGS and only 3 different beam energies for the SEE EGS. While a minimum of 3 beam energies is required to obtain the contributions from 3 grating orders, the additional beam energy calibrations permit a selection of the best 3 beam energies for analysis. Woods and Rottman [1990] and Chamberlin et al. [2004] describe the techniques to extract responsivities for different grating orders using different SURF beam energies. The SEE data are processed from raw units of counts per second to irradiance units using straightforward conversion equations. There are eight primary SEE data products: EGS Level 1, XPS Level 1, EGS Level 2, and 2A, XPS Level 2 and 2A, and SEE Level 3 and 3A. These data products of the solar irradiance are produced on a daily basis and, except for the Level 1 products, are available to the public from http://see.colorado.edu/see/. These six public data products are listed in Table 1 . The Level 1 data products are the irradiances of each measurement usually taken with a 10 second integration period and at instrument spectral resolution. All of the degradation corrections are not applied to the Level 1 data, and so they are not publicly available. The Level 2 data products are the irradiances averaged over the day, at 1 AU, and at instrument spectral resolution. The Level 2A data products are the irradiances averaged over the 3-minutes solar observation during each orbit. These averages are taken as the median values, which are less sensitive than is the mean to large, short-term deviations such as from flares. The averages for the EGS L2 and L2A data are produced after the EGS Level 1 data are re-gridded into 0.1 nm intervals. Only high fidelity data are used for the Level 2 data products; data removed include those taken in the South Atlantic Anomaly (SAA) or near the FOV edges, solar occultation data, and any data identified outside calibrated ranges such as temperature.
The SEE Level 3 data product is generated by combining the EGS and XPS Level 2 results with the EGS used longward of 27 nm and XPS shortward of 27 nm. The Level 3 product includes the solar spectrum in 1 nm intervals on 0.5 nm centers, the irradiances of 38 emission lines extracted from the EGS spectrum and with the background continuum removed, and the irradiances from the individual XPS photometers. The new data products available with the SEE Version 7 release include the orbit average solar irradiances as Level 2A (instrument resolution) and Level 3A (1-nm intervals) data products. The orbit averages are from 3-minute observations with a repeat rate of about 97 minutes, that is with a duty cycle of 3%. These Level 2A and 3A (orbit average) data products were recently added to assist in the analysis of the many flares observed so far during the TIMED mission.
The Level 2, 2A, 3, and 3A data products are made available to the public on the SEE web/ftp site (http://lasp.colorado.edu/see/) about 4 days after the data are obtained. These data products are stored as NetCDF files, and reader procedures written in the Interactive Data Language (IDL) are also available on the web/ftp site. The few data gaps for the SEE data products are listed in Table 2 . Due to the on-going analysis of instrument degradation, caution is needed when using the most recent SEE data because they are generally not yet validated with the in-flight calibration experiments, some of which are made on a weekly basis, some on a 2-month basis, and some with the underflight rocket calibration experiment flown annually. The following sections describe the algorithms used in the Version 7 of the SEE data processing code. 
EGS Algorithms
The following algorithm describes the derivation of the solar irradiance, E, used in SEE EGS Level 1 data processing code. This algorithm is a straightforward calculation using equation 1 as a function of count rates, C, at each detector anode position, a. The wavelength, $, is also a function of anode position, and this relationship is determined for each solar spectrum using the brighter, isolated emission lines as reference wavelengths.
The corrected count rates, C', includes corrections for the dark (background) signal, D, the flat-field variations of the array detector, FF, the non-linearity response at high count rates, L, the gain of the detector as a function of high voltage setting and temperature, G, and the degradation function, f degrade . The other corrections include the scattered light, SL, the slit area, A, the bandpass, %$, the responsivity at the center of the field of view (FOV), R c , the FOV factor at offset position (x,y), f FOV , and the order sorting for removing the lines at 2 nd and 3 rd grating orders, OS. The irradiance is reported in units of W m -2 nm -1 , and thus the hc/$ factor is included for the photon energy conversion. The responsivity for EGS, as shown in Figure 4 , peaks in the EUV region and has a logarithmic decrease into the FUV region. FIGURE 4. The EGS responsivity, also called the quantum throughput (QT), is shown for the center of its field of view. The uncertainty range for the QT is shown as the blue lines. The decrease at 116-128 nm is due to a special filter in the detector so the bright H I Lyman-! (121.6 nm) emission would not saturate the EGS detector.
The measurement precision, being the uncertainty for a single measurement, is given by equation 2. These uncertainties are specified as fractional uncertainties and are thus unitless. The typical measurement precision is about 3%.
The accuracy, being the uncertainty for the absolute value of the irradiance from a single measurement, is given by equation 3. The largest source of uncertainty for the EGS irradiance accuracy is the uncertainty of the pre-flight responsivity, which typically is about 7%. As indicated in Figure 4 , the uncertainty of the responsivity increases rapidly below 32 nm.
The degradation of the EGS is actually tracked through three functions: flat-field images (FF), weekly degradation (f Degrade ), and annual rocket calibrations (adjusted R C ). The flat-field function, FF, is actually the flat-field images taken during the previous week that is normalized using the pre-flight flat-field image. The flat-field function, therefore, includes the local degradation on the MCP that occurs primarily at the brighter emissions. The weekly degradation function is derived using trends in the ratios of the normal slit irradiances to the calibration slit irradiances, which are taken each Monday. For transfer of the rocket EGS results to SEE EGS, the responsivity, R, is adjusted for the SEE EGS so that its irradiance on 2002/039 matches the rocket EGS irradiance, and the uncertainty of the responsivity is updated to represent this transfer of calibration from the rocket EGS. For the later rocket flights, the EGS degradation function is a linear function of time in the EUV range. As discussed more in Section 6.3, the EGS responsivity in the FUV range and in part of the EUV range is surprisingly increasing and is fit with an exponential function of time.
XPS Algorithms
The following algorithm describes the irradiance derivation used in SEE XPS Level 1 data processing code. The algorithm to calculate the solar irradiance, E, is a straightforward calculation using equation 4 for the XPS photometer "i" when it is at a filter position with a clear aperture. Not shown in this equation is the conversion of the XPS raw data of counts per second to current, I, in units of nA. This current conversion includes pre-flight calibration parameters of the electrometer, and these parameters are a function of temperature. Basically, the irradiance is the photometer XUV current, being the total current corrected for its dark current and visible light current, divided by the responsivity factors, f and T, and aperture area, A. The dark current and visible light current are measured when the photometer is at a filter position with a blocked (dark) aperture and an aperture with a fused silica window (visible), respectively. The visible light current is also corrected for the window transmission, which is also measured as part of the solar observation with a bare Si photodiode. The constant k E is included to convert the irradiance into energy units of W m -2 . 
There are three responsivity parameters used in equation 4. As given by equation 4d, the f E_total is the inverse fraction of the photometer signal in the photometer bandpass, $ 1 -$ 2 , and is a number greater than unity. The calculation of this fraction uses the pre-flight calibration transmission, T, and a modeled solar irradiance spectrum. This fraction changes depending on which solar spectrum is applied. This fraction is averaged over different solar conditions by using the flare spectrum and pre-flare spectrum from the NRLEUV model [Meier et al., 2002; Warren et al., 2001] . The uncertainty of this fraction is assumed to be the range of values of the fraction using different modeled spectra in the calculation. As given by the equation 4e, the <T XUV > is the transmission of the XUV filter weighted with the modeled irradiance spectrum. The uncertainty for the weighted transmission is assumed to be the range of values derived using different modeled spectra.
The f xuv_fov is the XUV field of view (FOV) factor relative to the center point responsivity and is a value near unity. The FOV factors in equation 4 are expressed as a function of yaw (!) and pitch (#) angles relative to the center of the FOV. The FOV factor is derived from the in-flight FOV map experiments and has an uncertainty proportional to the measurement precision. The values for the <T> and f responsivity parameters for the 9 XPS photometers are given in Table 3. The XP#3, 7, 9, and 10 also have the parameters for a second bandpass listed in Table 3 , but only the parameters from the first bandpass are used by the SEE data processing software. The measurement precision, being the uncertainty for a single measurement, is given by equation 5. These uncertainties are specified as fractional uncertainties and are thus unitless. The uncertainty for the current conversion is less than 1%, and the typical measurement precision is about 1%.
The accuracy, being the uncertainty for the absolute value of the irradiance from a single measurement, is given by equation 6. The largest source of uncertainty for the irradiance accuracy is the uncertainty of the fraction factor, f E_total , which ranges from 5% to 25%.
The degradation of the XPS is tracked through two functions: weekly degradation (f Degrade ) and annual rocket calibrations (adjusted <T XUV >). Until the XPS filter wheel anomaly on day 2002/205, the weekly degradation function is derived using trends in the ratios of the daily photometer irradiances to the calibration photometer irradiances, which are taken each Monday. These trends up to day 2002/205 indicate no degradation for any of the XPS photometers. The XPS Lyman-! photometer might have a slight degradation that is presently uncorrected in the XPS data products. After the filter wheel anomaly, the weekly degradation function can not be generated using this technique. However, we have noticed that the responsivity in the center of the FOV, which is exposed the most, has decreased relative to the outer angles; therefore, this information can provide an indication of photometer degradation. A rough estimate of this degradation since day 2002/205 was included in XPS Version 6 data products, but a more refined model of the degradation, along with the SORCE XPS comparisons, are included in the XPS Version 7 data products. For transfer of the rocket XPS results to SEE XPS, the transmission parameter, <T XUV >, is adjusted for the SEE XPS so that its irradiance on 2002/039 matches the rocket XPS irradiance.
A different algorithm is used for the SEE Level 3 data products in deriving the 1-nm XUV spectra from the XPS measurements. Because the XPS measurements are broadband, a spectral model of the solar irradiance at 1-nm resolution is scaled to match the XPS measurement. The model used is an empirical proxy model called VUV2002 that is based on the reference spectra established before TIMED was launched and is parameterized with the daily F10.7 and smoothed F10.7 [Woods and Rottman, 2002] . This XPS processing algorithm is similar to the data processing technique used by the SNOE SXP. The scale factors are determined using the following equations for the bands at 0-4 nm, 4-14 nm, and 14-27 nm.
The responsivity function, R, of a photodiode, that includes all of the instrument corrections such as field of view and aperture area, is convolved with the model solar spectrum to determine the predicted current in equation 7a. The equation 4 and equation 7a are equivalent following the relationship of parameters given in equation 8 for the responsivity, R.
The scale factor, SF, for a spectral band, $ 1 -$ 2 , is determined using the measured XUV current as compared to the predicted current but with a scale factor applied as shown in equation 7b. The measured XUV current is the total current minus the dark current and minus the visible current. The scale factor for the 0-4 nm band is first determined. For the scale factors at the other bands, the scale factors from the shorter wavelength bands are first applied to the solar irradiance model spectrum. That is, the 4-14 nm scale factor is calculated using the 0-4 nm scale factor, and the 14-27 nm scale factor is calculated using the other two scale factors.
This algorithm is used for both the TIMED SEE XPS and SORCE XPS, with the SEE Level 3 data products including the SORCE results after day 2003/070. The photodiodes from TIMED SEE that are used for the scale factors at 0-4 nm, 4-14 nm, and 14-27 nm are XP#1, #5, and #7, respectively. The photodiodes from SORCE XPS that are used for the same scale factors are XP#2 (Ti/C), #6 (Ti/Mo/Au), and #3 (Al/Sc/C), respectively. These SORCE photodiodes have very similar bandpasses as the corresponding TIMED SEE XPS photodiodes. After day 2002/205, the TIMED SEE XP#7 does not provide an XUV measurement due to the XPS filter wheel anomaly (stuck in position 6), and so an empirical relationship between SEE XP#7 and XP#1 prior to day 2002/205 is used to predict the SEE XP#7 current after day 2002/205. The predicted XP#7 current is then used to fill the Level 3 spectrum in the 14-27 nm range using the above scale factor algorithm.
This scale factor algorithm that is only used in Level 3 processing is especially better for determining the flare spectra because it permits the model spectrum to change in broad bands. During non-flare periods, the two different algorithms provide the same irradiances to within 10%. But during flare events the direct irradiance algorithm represented by equation 4 over predicts the irradiance at the longer wavelengths, namely in the 14-27 nm range. This over-prediction is due primarily to the f E_total ratio in equation 4 increasing dramatically for the long-wavelength photometers (e.g., XP#3, #7) when one uses a flare spectrum in modeling this parameter, but only a constant value for the f E_total ratio is used in equation 4. This algorithm was initially used in SEE Level 3 data processing, but as of Version 7, the SEE Level 3 data processing now uses the more accurate scale factor algorithm (equation 7) for the solar XUV spectral irradiance in the 0-27 nm range. The selection of the XUV bands is based partially on the prediction of significant hot corona emissions during flares in the 0-4 nm and 9-13 nm regions [Mewe and Gronenschild, 1981; Mewe et al., 1985; Mewe et al., 1986] .
SOLAR VUV IRRADIANCE VARIABILITY
The following sections discuss selected results concerning flare, solar rotation, and solar cycle variations observed by SEE during the first 2 years of the TIMED mission.
Flare Variations
There is, on average, one modest M-class flare every two days and one large X-class flare per month as determined from a survey of flares during solar cycles 21 and 22 [Garcia, 2000] . Flares occur more frequently during solar maximum conditions (i.e., during the first two years of the TIMED mission) than at solar minimum. Most solar flares affect the solar irradiance primarily in the X-ray spectrum, but sometimes a large flare can affect the solar VUV irradiance over a broad wavelength range up to 180 nm [e.g., Brekke et al., 1996; Woods et al., 2004a; Meier et al., 2002] . Flares and the associated response of Earth's upper atmosphere to these abrupt events are an important aspect of space weather studies such as space-based communication/navigation systems. The solar EUV irradiance is needed on time scales of seconds to hours to improve the understanding of how flares cause abrupt space weather changes (e.g. sudden ionospheric disturbances or SIDs). The SEE flare measurements provide new information about the solar VUV irradiance changes during a flare and are contributing new understanding of the effects that flares could have on Earth's atmosphere.
Because of its low duty cycle (3%), SEE observes only a few of all solar flares. Nonetheless, SEE has observed 14 large X-class flares and over 180 other flares. Many of these flares occurred during two periods in 2003 -one period is late May and June and another is October and early November. The later period was more intense with the X17 flare on October 28 and the X28 (or larger) flare on November 4. The dates and times of the 15 largest flares observed by SEE are listed in Table 4 .
The time series of the flare measurements by SEE are shown in Figure 5 as the 30-day running mean of the XPS and EGS flare indices that are part of the SEE Level 3A data product. Similar to the GOES flare index for the 0.1-0.8 nm irradiance, an XPS flare index is derived as the ratio of the 0.1-7 nm irradiance to the minimum irradiance for each day. EGS flare indices are similarly derived as the average of the flare-tominimum ratios for the Si XII emission lines at 49.9 nm and 52.1 nm (log T = 6.23), the O VI emission at 103.8 nm (5.42), the C IV emission at 154.9 nm (5.00), the Si IV emission at 140.3 nm (4.75), the N II emission at 108.5 nm (4.40), and the He I emission at 58.4 nm (4.25). Time series of the XPS and EGS indices differ from the GOES index because different wavelengths are used and because SEE has only a 3% duty cycle as compared to the GOES 100% duty cycle. Compared with the GOES index in Figure 5 are the SEE flare indices minus unity, thus a value of zero represents a quiet period. Temporal variations are similar, overall, with the largest difference being the October 2003 period, whose difference is caused by the SEE observations including the peak measurements of both the X17 and X28 flares. Comparisons of the flare indices to each other also clarify some of the differences in the flare time series. The comparison of the XPS relative flare index to the EGS and GOES indices is given in Figure 6 . The XPS and GOES flare indices are well correlated as shown in the bottom panel of Figure 6 . This result is expected because both are derived from XUV irradiances, 0.1-7 nm for XPS and 0.1-0.8 nm for GOES. However, their relationship is not a linear one but is instead better fit as a power law as given in Figure 6 . The EGS and XPS flare indices are not well correlated, and thus differences in the flare time series are expected. The EGS flare is derived from EUV emissions that are known to be sensitive to the position of the flare on the solar disk. The EUV emissions from a flare are brighter when the flares are near disk center due to the optical thickness of most of the EUV emissions [Donnelly et al., 1976] ; whereas, the XUV emissions are more optically thin and are less sensitive to flare location on the solar disk. November 2003 illustrate these differences as the XPS 0.1-7 nm irradiance increased by factors of 34 and 57 respectively. These factors are consistent with the GOES X-ray classification of X17 and X28 for these two flares even though the X17 flare occurred near disk center and the X28 flare was from the solar limb. On the other hand, the EUV irradiance changed by a factor of 2 and 1.5 for the X17 and X28 flares, respectively. That is, the EUV irradiance as measured at Earth from the X28 flare is less than the irradiance from the X17 flare and is due to the X28 flare being on the limb. Because of the EUV irradiance sensitivity to flare position, the distribution of the EGS flare index to the XPS flare index is not expected to be a linear or power law relation. The data that are to the left and above of the fit in Figure 6 (top panel) are most likely from the flares near disk center, and the data to the right and below are from flares near the limb. In addition, there are sometimes EUV enhancements from flares with little X-ray enhancements [Viereck, private communication, 2004] , so the EGS flare index is again expected to be spread more to the left and above the fit as shown in Figure 6 . Because of these differences for XUV and EUV irradiance changes for flares, the EGS and XPS flare indices are not well correlated. FIGURE 6. Comparison of flare indices. The XPS flare index is compared to the EGS and GOES flare indices. These indices are the relative flare indices that have unity subtracted from the ratio of the flare irradiance to the minimum irradiance of the day. The XPS index is well correlated with the GOES index, being that both are derived from soft X-ray emissions. The EGS index is derived from EUV emissions that are more sensitive to flare position on the solar disk; therefore, the correlation (R) with the EGS index is moderate. [Meier et al., 2002] and modeling of the photoelectron flux changes instigated by this flare event. As additional flare information, Woods et al. [2004b] give total and spectral solar irradiance results from SORCE and TIMED for the October 28, 2003 flare.
The ratio of the flare irradiance spectrum to the preflare spectrum clarifies spectral feature increases during the flare event. These ratios for the large X-class flares listed in Table 4 indicate more than a factor of 50 increase in the X-ray region measured by XPS compared with less than a factor of 2 increase for the EUV region measured by EGS. The average variability for these flares is shown in Figure 7 as the ratio of the irradiance near flare peak to the pre-flare irradiance minus one. The flare variations are normalized to the X17 flare variations between 40 and 100 nm, as listed in Table 4 , before taking the average. The EGS flare spectra show much weaker variations than the X-ray variations, as expected, and shows that the variations are generally uniform throughout the EUV spectral region, rather than dominated by coronal emissions, an unexpected result. It appears that these flares had little, if any, effect on increasing the solar irradiance above 180 nm. Table 4 . The flare variation is defined as the flare spectrum divided by the pre-flare spectrum and minus one. All the flares are normalized to the X17 flare variability between 40-100 nm before taking the average. The dip near 120 nm is only the measure of the H I Lyman-! variability because the range from 114 nm to 128 nm is derived using a model spectrum scaled to the Lyman-! variability measured by EGS.
Solar Rotation Variations
One of the dominant variations observed in the solar irradiance time series is due to the solar rotation. These variations are mainly observed with a period near 27 days, which is the mean rotation rate of the Sun. Be-cause of differential rotation (equator rotating faster than poles) and the inhomogeneous distribution of active regions on the Sun, solar rotation variations actually range in period from 25 to 30 days. In addition, there are epochs when the distribution of active regions on opposite sides of the solar hemisphere produces a strong variation of about 13.5 days (half the solar rotation period) with amplitude reduced below the 27-day variations. These 13.5-days variations depend on the center-to-limb variation of each emission and thus have a strong wavelength dependence that can differ from the 27-days variations [Donnelly and Puga, 1990; Crane et al., 2004] .
August 2002 . The ending date was chosen to exclude the enhanced variations in the EGS data that are related to extreme, local degradation of the EGS detector at the bright emission features. While the solar count rates at these bright emissions are still high (well above the dark level), the flatfield calibration count rates are low and adversely affect the Version 7 data set at some wavelengths. An improved flat-field calibration algorithm is planned for SEE Version 8 data processing to correct this known effect in the EGS time series.
Spectral density power at 121.5 nm (H I Lyman-!) and 170.5 nm are shown in Figure 10 . The variations near 13.5 days and 27 days are the dominant periods for most wavelengths. The TIMED orbit precession is about 70 days, and orbit variations are evident in the power spectra, primarily for the EGS data longward of 27 nm and most evident longward of 150 nm where the solar variability is intrinsically small. Changes of the instrument FOV response and gain changes of the detector with temperature are examples of responsivity changes related to satellite orbit variations. While corrections for FOV and temperature changes are applied in creating the SEE Version 7 data products, these corrections are only accurate to a couple percent. Refined, or possibly new, orbit-related corrections could improve the future SEE data products. Table 2 ) are filled using interpolation between nearby days. As shown in the examples in Figure 10 , the FFT results at 11-16 days and 22-32 days are summed to represent the 13.5 days and 27 days variations, respectively. The background (continuum) is removed from the power spectrum before doing this summation. These variations, which are manifested by solar rotation, are shown in Figure 11 Figure 13 in the next section. As expected, the 13.5 days variations are less than the 27-days variations. FIGURE 11. Solar variability at 13.5 days and 27 days is shown for the 2002-2004 time period. The 13.5 days variability relative to the 27 days variability, depicted as the ratio in the bottom panel, is larger for emissions that have large limb brightening, such as for coronal emissions, and for emissions that have large limb darkening, such as between 168 nm and 210 nm [Crane et al., 2004] .
As stated earlier, the 13.5-days variations depend on the center-to-limb variation [Donnelly and Puga, 1990; Crane et al., 2004] , thus the ratio of the 13.5-days variability to the 27-days variability varies strongly with wavelength, as shown in Figure 11 . These results reconfirm that the 13.5-days variations longward of 170 nm are larger than the FUV results shortward of 170 nm as explained by Crane et al. (2004) in modeling the UARS SUSIM variations. Crane et al. (2004) show that the FUV wavelengths with the largest limb darkening, namely in the 168 nm to 210 nm range, have the largest 13.5-days variations as compared to the other FUV wavelengths that have slight limb brightening. The peak irradiances for these limb darken wavelengths occur when two dominant active regions that are ~180° apart are near disk center. An important result from the SEE analysis is that the coronal emissions, such as the Fe XVI 33.5 nm and Mg IX 36.8 nm emissions, also have strong 13.5-days variations. The peak irradiances for coronal emissions, which typically have large limb brightening, occur when two dominant active regions that are ~180° apart are near the limbs and thus are expected to be out of phase with the FUV 13.5-days variations by a few days. Indeed, the TIMED SEE data support this concept of phase shifts of the coronal emissions relative to other UV wavelengths, and the 13.5-days variations in mid 2003 clearly demonstrate this result. Figure 12 shows the daily time series of four emissions in the top panel for mid 2003 and the phase shift as a function of wavelength relative to the NOAA Mg II C/W index in the bottom panel. The four emissions in this figure are the 33-37 nm irradiance that is mostly coronal emissions, the 30.5 nm irradiance that is the combination of the transition region He II 30.38 nm emission and the coronal Si XI 30.33 nm emission, the 121.5 nm irradiance that is the upper chromospheric and transition region H I 121.6 nm emission, and the NOAA Mg II C/W index that represents the lower chromosphere. The phase shift algorithm is a simple search for the peak irradiance at each wavelength within a 19-days period centered on the peak of the Mg II C/W index. Two examples of the phase shift results are shown in the bottom panel. The phase shift result for day 2003/091 represents a typical interval when the 27-days periodicity is dominant, and the result for day 2003/186 represents a typical interval when the 13.5-days periodicity is dominant. For this 27-days periodicity interval, the phase shifts relative to the Mg index are near zero with a typical shift of 1-2 days. Considering the day-to-day noise in the SEE measurements, the uncertainty of the phase shift is about 1 day. For this 13.5-days periodicity interval, the phase shifts have an offset of +4 days for most FUV wavelengths while the EUV wavelengths have phase shifts ranging from -6 days to +9 days. Many of the wavelengths with the larger phase shifts are from coronal emissions, and their peaks are occurring when the primary active regions are near the limb. For example, the irradiance at 33-37 nm has two peaks at about ±7 days from the Mg peak at day 2003/186 as shown in the top panel of Figure 12 . This result is the expected response for emissions with large limb brightening. Neither the Mg C/W index nor the 10.7 cm radio flux (F10.7) can predict the observed phase shifts in this example. Examination of other intervals with strong 13.5-days periodicity, such as early and mid 2004, also confirms these results.
Discussions and comparisons of models of the solar UV irradiance follow later in Section 7, but a brief comment is warranted here concerning how these phase shift results affect the capability to accurately model the solar UV spectral irradiance. The effect of the phase shifts is primarily important for the EUV wavelengths and for intervals when 13.5-days periodicity dominates. For the more simple proxy modeling approach, these results indicate that multiple proxies are required to adequately describe the intermediate-term variations over periods of days. A more detailed study is warranted, but at least three different proxies are needed to properly describe the intermediate-term variations in the corona, transition region, and chromosphere. Many of the proxy models (see Section 7) use a single proxy, and these models are capable of predicting the longterm variations over periods of months to years but will be less accurate for the intermediate-term variations at many EUV wavelengths. The more physical based models that analyze solar images for active regions and network features and then apply wavelength specific radiative transfer (e.g. center to limb variations) should be able to predict these different phase shifts throughout the UV range during the intermediate-term variations.
Solar Cycle Variations
The The upper chromospheric and transition region emissions, such as the H I and He II emissions, vary more by 60-120%, and the coronal emissions, such as the Fe XVI and XUV 0.1-7 nm emissions, vary the most by more than a factor of 4. The 10.7 cm radio flux (F10.7), which is sometimes used as a proxy for solar EUV variations, is also shown in Figure 13 , and the F10.7 variation is 230%. The variations during the 11-year solar cycle are expected to increase as the TIMED mission continues during a period of declining solar activity, to encompass the full range of the solar cycle 23 variability. Figure 14 represent primarily solar related changes during the first 2 years of the TIMED mission but could also include instrument degradation effects that might not be fully removed in the SEE Version 7 data set. The similarity of the spectral dependence of the 2-year variation with the solar rotation variation (also shown in Figure 14) suggests that the responsivity changes are reasonably corrected for in the SEE data. One concern for the SEE long-term trends is the FUV region longward of 160 nm that has large corrections (~20%) for its recovery during the mission. One interesting result of this comparison is that the coronal emissions, such as the Fe XVI 33.5 nm, Mg IX 36.8 nm, and Mg X 61.0 nm emissions, indicate larger variations during this 2-years period than would be suggested by either the solar rotation or flare variations. FIGURE 14. Comparison of the variation over the TIMED 2-year mission (black) to flare (red) and solar rotation (blue) variations shows similarity in wavelength.
The long-term (solar cycle) variations are expected to be a factor of 2-6 times more than the 27-day solar rotation variations [Woods and Rottman, 2002] . However, the long-term variations cannot simply be scaled from the short-term variations using a solar proxy as learned from the UARS measurements [Woods et al., 2000a] . The relative differences between short-term and longterm variations are due to the differences in how the radiation at different wavelengths is manifested in the solar atmosphere. For example, the ratio of the solar cycle variation to the rotation variation for the H I Lyman-! emission is about a factor of 2 larger than the same ratio for the Mg II core-to-wing ratio (Mg proxy). Using results from analyzing solar images, Woods et al. [2000a] explained this difference as the result of the differences between the plages and the active network regions on the Sun for different emissions. The active network regions have higher contrast for upper chromospheric and transition region emissions, such as the H I Lyman-! emission, than for lower chromospheric emissions, such as the Mg proxy. Because the active network regions contribute more to the long-term variations than to the solar rotation variations [Worden et al., 1998 [Worden et al., , 1999 , the upper chromospheric and transition region emissions have different long-term behavior than the lower chromospheric emissions. Just as the multi-year UARS mission has led to better understanding of the solar UV irradiance at the longer wavelengths, an extended TIMED mission will enable significant advances in understanding the long-term variations of the solar EUV irradiance.
COMPARISONS WITH OTHER MEASUREMENTS
The Upper Atmosphere Research Satellite (UARS) solar FUV irradiance measurements provide validation for the SEE FUV measurements as both datasets include daily, calibrated spectral measurements of the solar FUV irradiance in the 119-194 nm range with 1 nm spectral resolution. The validation of the SEE EUV measurements below 119 nm is more limited because the primary overlapping observations of solar EUV irradiance, made by the Student Nitric Oxide Explorer (SNOE) and the Solar and Heliospheric Observatory (SOHO), have limited spectral coverage. The following sections describe these comparisons.
SNOE Comparison
The SNOE Solar X-ray Photometers (SXP) [Bailey et al., 2000 and are very similar to the photometers used in the SEE XPS. Most comparable are the SXP 0.1-7 nm and 17-20 nm irradiance measurements with the 0.1-7 nm and 17-21 nm XPS photometer measurements. Unfortunately, the SNOE SXP measurements only overlap for a few months with the TIMED mission before the SNOE satellite orientation was changed to optimize the NO measurements at the sacrifice of the solar measurements.
An initial comparison of the SEE XPS and SNOE SXP measurements in 2002 showed good agreement when both data reduction schemes used the same solar model [Hinteregger et al., 1981] . This model, referred here as the EUV81 model, is also known as SERF-1 by the Solar Electromagnetic Radiation Flux (SERF) subgroup of the World Ionosphere-Thermosphere Study. These initial comparisons indicated SNOE 0.1-7 nm irradiances about 30% higher than SEE irradiances, and SNOE 17-20 nm irradiances within 5% of SEE. These differences are within the reported calibration uncertainties, which are derived for the SNOE SXP photodiodes calibrations from the NIST SURF-II facility and the SEE XPS photodiodes calibrations from the PTB BESSY facility.
Following discrepancies revealed in the initial analysis of SEE's flare measurements as discussed at the end of Section 4.2, the SEE XPS data processing was revised to use responsivity parameters derived with improved solar irradiance models [Woods and Rottman, 2002; Meier et al., 2002] . These improved models have irradiance values shortward of 1.8 nm, whereas the EUV81 model has none. Because the Si photodiodes used in SNOE and SEE have maximum responsivity at the very shortest wavelengths, the EUV81 model is inappropriate for analysis of data from Si photodiodes. Changing the solar model used in data processing makes the SEE XPS flare measurements from different photometers consistent with each other, which indicates that the major increase of the solar irradiance during the flare is below 4 nm. TABLE 5. XPS Responsivity Changes Using Different Solar Models. The weighted transmission, <T>, and the fraction of bandpass, f, are listed for three of the XUV Photometers (XP). The irradiance is inversely proportion to the responsivity product of f • <T>. The solar models are the EUV81 [Hinteregger et al., 1981] , NRLEUV [Meier et al., 2002] , and VUV2002 models [Woods and Rottman, 2002] . The differences in the derived irradiances from the improved models and that from the EUV81 model are small for the 0-10 nm channels, but the irradiances derived from the improved models are significantly reduced by a factor of 1.5 -3.7 for the other channels between 10 and 34 nm. More specifically, the improved models changed the balance of the f E_total parameter in equation 4 between the short XUV bandpass and the long XUV bandpass than what was originally derived using the EUV81 model. The XPS responsivities, R, for the different models are listed in Table 5 for three photometers, and the resulting irradiance will be lower when the responsivity is higher. These results indicate that the EUV81 model introduces large systematic errors for channels with bandpasses at the longer XUV wavelengths. The VUV2002 model has 1 nm resolution and causes offsets for the derived responsivities related to its low resolution. The EUV81 and NRLEUV models are both provided at 0.1 nm resolution, and the NRLEUV model results for the responsivities are used in Version 7 XPS processing. This comparison emphasizes one of the challenges in analyzing broadband measurements in the XUV range in that the results can be model dependent. These differences also indicate that the irradiances from the XUV photometers in the 10-34 nm range have much larger model uncertainties than the calibration uncertainties. The most accurate measurements from the XUV photometers are from the 0.1-10 nm channels because the measured currents directly reflect the total energy in its broadband and do not require a correction for the short wavelength contribution to the total current.
Solar Model
In addition, the SEE Version 7 data processing has been updated with the calibration rocket results, which include an updated NIST SURF-III calibration for the rocket XPS using improved techniques. The SEE XPS photodiodes were calibrated at PTB/BESSY in the 0.8 to 25 nm range, but these responsivity results have differences with calibrations done at NIST/SURF-III in the 5 to 30 nm range for some of the same photodiodes by as much as a factor of 2 at wavelengths between 5 and 12 nm. Both of these calibrations are performed with a monochromator and reference photodiode, and both have corrections to the derived responsivity for the monochromator's scattered light and higher order grating contributions. To help understand these differences, the rocket XPS was calibrated directly viewing the SURF synchrotron source using multiple beam energies to derive the responsivity without a monochromator. These rocket XPS responsivity results agree best with the PTB/BESSY results shortward of 5 nm and at 17-22 nm and agree well with all of the SURF monochromator results. These new rocket XPS calibrations have been transferred to the SEE XPS and have made significant differences for the responsivities by about a factor of 1.4 for most photometers. As a consequence of the new calibration and different solar model in the processing algorithm, the SEE Version 7 irradiances in the 0-27 nm range are lower by about a factor of 2 for most photometers as compared to the SEE Version 6 results.
In the new comparisons of the SEE Version 7 results and recently revised SNOE SXP measurements as shown in Figure 15 , both the SNOE 0.1-7 and 17-20 nm irradiances are a factor of 1.8 higher than the SEE values. The suggestion that the solar XUV irradiance is a factor of ~4 more than the EUV81 model predictions [Bailey et al., 2000; Solomon et al., 2001 ] is revised to a factor of ~2 from the new TIMED SEE results. This result has implications for photoelectron production and corresponding effects on airglow emissions such as the FUV airglow measurements by the TIMED Global Ultraviolet Imager (GUVI). Strickland et al. [2004] report that the GUVI airglow results support the EUV81 model predictions without any scaling factor shortward of 20 nm. On the other hand, another analysis of the GUVI airglow data indicates that the GUVI data are consistent with a scale factor of 2 shortward of 20 nm for the EUV81 model predictions (D. Morrison, private communication, 2004) . While the differences are now reduced between the solar EUV irradiance measurements and solar irradiance predictions from photoelectron and airglow measurements, additional validation studies are warranted concerning the solar XUV irradiance and / or excitation cross sections that contribute to the photoelectron distribution and airglow emissions. 
SOHO Comparison
While there are a few solar EUV measurements made by SOHO, only the Solar EUV Monitor (SEM) provides irradiances on a daily basis and with high accuracy [Judge et al., 1998 ]. The SEM irradiance results at 26-34 nm (1 st grating order) and at 0-50 nm (0 th order) are compared to the SEE Level 3 irradiances integrated over the same wavelength bands. The SEM irradiances are reported in photon units instead of energy units and are derived by scaling a reference spectrum [Woods, 1992] to match the SEM photodiode currents. The ratio of this reference spectrum over the desired bandpass in energy units to itself in photon units is used to convert the SEM irradiances to energy units. The comparison of these two measurements, shown in Figure 16 , show that SEE results are lower than SEM results by 20% at 26-34 nm and in good agreement at 0-50 nm. The difference at 26-34 nm is within the combined calibration uncertainties. The uncertainty for the SEM measurement is about 10%, and the uncertainty for the SEE 26-34 nm measurement is about 20%.
Once SEM and SEE are scaled to the same level, the comparisons indicate good agreement in their relative temporal variations, which in turn indicate good understanding of instrument degradation functions for both instruments. Both SEE and SEM show an overall 50% reduction in the 26-34 nm irradiance over the 2 years of the TIMED mission. The differences in the time series for the 0-50 nm irradiances might be due to the reference spectra used in the SEM and SEE XUV data processing. The SEM processing uses a single reference spectrum, and SEE processing uses a daily reference spectrum based on the VUV2002 model [Woods and Rottman, 2002] . In both cases, the reference spectra are scaled to match the photodiode currents.
Some of these differences might be resolved if SEM and SEE used the same reference spectra. Nonetheless, relative changes in the 0-50 nm irradiances are in good agreement throughout the TIMED mission. 
UARS Comparison
The UARS makes two different solar FUV irradiance measurements, one by the SOLar STellar Irradiance Comparison Experiment (SOLSTICE) , and another by the Solar Ultraviolet Spectral Irradiance Monitor (SUSIM) [Brueckner et al, 1993] . Both measurements provide similar spectral coverage and resolution, but they use different in-flight calibration techniques. The SOLSTICE uses bright, early-type (O, B) stars for tracking its degradation, and SUSIM uses redundant channels and on-board deuterium lamps. Although both SOLSTICE and SUSIM have daily measurements throughout most of 2002, the majority of these UARS solar irradiance results are not currently available due primarily to delays in the conversion of the original data processing code to new systems. Therefore, only a limited comparison is now possible, and a more complete validation awaits the new UARS data sets. FIGURE 17. The SEE results in the FUV are compared to the UARS measurements on day 2002/039. The SEE and UARS SOLSTICE irradiances agree to within 10% as EGS data processing used UARS SOLSTICE for normalization. The analysis of the rocket measurements on day 2002/039 also confirmed these values to within 20% across the full FUV range. The UARS SUSIM results have differences shortward of 145 nm as expected from previous comparisons of UARS SUSIM and UARS SOLSTICE measurements [Woods et al., 1996] .
The comparison of the UARS SOLSTICE and SUSIM measurements with those of EGS, as shown in Figure 17 for day 2002/039, indicates good agreement for the absolute values of the FUV irradiance from EGS. The initial comparison of EGS using its preflight calibration indicated good agreement with the largest difference being the EGS 120-140 nm irradiances that are about 10% lower than the UARS SOLSTICE measurement. Since then, the EGS responsivity in the FUV region was adjusted and confirmed by the rocket EGS measurement that was made on day 2002/039. The current differences are relatively small and are within the individual measurement uncertainties with the UARS irradiance uncertainties being 3-7% in the FUV range [Woods et al., 1996] . The largest difference is seen shortward of 145 nm between UARS SUSIM and EGS and SOLSTICE. This difference of ~30% is similar to the comparisons made between UARS SUSIM and SOLSTICE early in the UARS mission [Woods et al., 1996] . The 125-145 nm range is often problematic because of the low signal levels in this range.
The responsivity of the SEE EGS instrument has increased during the TIMED mission. A concept that could explain this recovery behavior is that the resistance of the EGS detector microchannel plates (MCPs) is decreasing with time and thus causing a gain increase of the detector. A resistance change of the MCP is possible as the bright solar lines are significantly degrading the MCPs at the local regions where the bright emissions illuminate the detector. While the redundant, calibration channel of EGS can track in-flight changes between the normal and calibration channels, a uniform change of the EGS detector would also cause uniform changes for both the normal and calibration channels. Therefore, external calibrations, such as the SEE calibration rocket experiment and other solar irradiance measurements from UARS and SORCE, are critical to establish the long-term degradation changes for SEE. The SEE rocket calibration measurements on about an annual basis are used exclusively to establish the SEE long-term degradation changes in the XUV and EUV. The daily solar FUV irradiance measurements by UARS SUSIM and SORCE SOLSTICE are used for the degradation analysis of SEE in the FUV as these daily measurements provide a higher time cadence. FIGURE 18. The UARS SUSIM and SORCE SOLSTICE measurements are compared to SEE in 10 nm intervals and at Lyman-!. These long-term trends are flat indicating that instrument long-term degradation is properly corrected.
With corrections applied for responsivity changes, the SEE version 7 data are compared to UARS SUSIM and SORCE SOLSTICE measurements in Figure 18 .
The offsets in the ratios indicate irradiance shifts resulting from absolute calibration differences. These ratios have a long-term flat trend, indicating that the SEE responsivity changes are properly applied. The two rocket calibration results also confirm this long-term trend. Because the long-term corrections are exponential functions, there are some mid-term (months) deviations in these ratios that are not corrected in the SEE data. There are detector temperature gain corrections and field of view corrections that vary with the orbit precession (~70 days). With the precision of these corrections being a few percent, the mid-term deviations might partially be related to these orbit-sensitive corrections.
COMPARISONS WITH MODELS
Because of the limited amount of actual solar irradiance data, especially for the XUV and EUV regions, models of the solar variability are widely used in aeronomic studies. Commonly used solar irradiance models are empirical models, frequently called proxy models, that are derived using linear relations between one or two solar proxies and extant observations of the solar VUV irradiance. These models use readily available solar measurements, such as the ground-based 10.7 cm radio solar flux (F10.7) and the NOAA Mg II core-towing index (Mg C/W), to represent solar irradiance variations in the VUV spectral range. Hinteregger et al. [1981] developed the first, and still, widely used proxy model based on the AE-E satellite observations and several sounding rocket measurements. The original proxies for this model were the chromospheric H I Lyman-# (102.6 nm) and the coronal Fe XVI (33.5 nm) emissions. As measurements of these emissions are not generally available, they are constructed from correlations with the daily F10.7 and its 81-day average, which have been available on a daily basis since 1947. The Hinteregger et al. [1981] model is also referred to as EUV81 and SERF 1 by the Solar Electromagnetic Radiation Flux (SERF) subgroup of the World Ionosphere-Thermosphere Study. Richards et al. [1994] developed a different F10.7 proxy model called EUVAC in which the solar soft Xray irradiances were increased by a factor of 2 to 3 compared with the SERF 1 model. W. K. Tobiska has developed several proxy models of the solar EUV irradiance: SERF 2 by Tobiska and Barth [1990] , EUV91 by Tobiska [1991] , EUV97 by Tobiska and Eparvier [1998] , and the latest version, SOLAR2000, by Tobiska et al. [2000] . Augmenting these simple proxy models are physical and semi-empirical models of the solar EUV irradiance : Fontenla et al. [1999] , Warren et al. [1998a and 1998b] , and Lean et al. [1982] . Of these models, the NRLEUV model has been parameterized to use the F10.7 and Mg II core-to-wing index as solar proxy inputs [Warren et al., 2001 ].
An objective of the SEE program is the development of better models of the solar EUV irradiance variability. The comparison of four different solar EUV irradiance models to the SEE measurement on February 8, 2002 February 8, (day 2002 in Figure 19 at a resolution of 5 nm shows that none of the current models agree well with SEE measurements at all wavelengths. The four models compared in Figure 19 are the EUV81 [Hinteregger et al., 1981] , the EUVAC [Richards et al., 1994] , the SOLAR2000 version 2.23 [Tobiska et al., 2000] , and the NRLEUV [Warren et al., 2001] . The models are typically within 40% of the SEE measurement longward of 30 nm, although there are differences larger than a factor of 2 for a few wavelengths for the EUV81 and SOLAR2000 models.
The EUVAC and SOLAR2000 models agree best with SEE shortward of 30 nm, and the EUV81 and NRLEUV models have lower values than SEE shortward of 30 nm. More subtle results are (1) the SEE 5-25 nm irradiances vary more than both model predictions, (2) the SEE irradiances have stronger solar rotation variations than the NRLEUV model predictions, and (3) the SEE 50-75 nm irradiances vary less than the EUV81 model predictions. A possible explanation for the SEE 5-25 nm variations being larger than the models is that the flare effects in the SEE data are not well represented in the F10.7 or Mg C/W proxies used by the models. The solar rotation variations from the NRLEUV model are also less than results from the SOHO SEM and SNOE observations [Lean et al., 2003 ]. The differences between the SEE 50-75 nm measurements and the EUV81 model predictions are likely related to the use of the F10.7 proxy in the EUV81 model because the F10.7 is not well correlated with the chromospheric and transition region emissions, which dominate the 50-75 nm range. The SEE measurements are also compared to the UARS proxy model by Lean et al. [1997] in selected wavelength bands in Figure 21 . The SEE FUV irradiances have very similar absolute values as the UARS proxy model, as expected because the SEE FUV range was calibrated with UARS SOLSTICE measurements in February 2002. The main difference between the SEE FUV irradiances and the UARS proxy model is in the magnitude of the solar rotation variation. This difference is primarily explained for the 170-180 nm comparison because the SEE measurement precision (relative accuracy) is only ~4%. In other words, the SEE daily and long-term variations that can be attributed to observation and calibration effects are expected to be about 4% (the design goal for the SEE instrument) and these instrumental effects are most evident in the long wavelengths of the FUV range where the solar variability is only a few percent. The solar rotation variation difference is primarily explained for the 121-122 nm comparison because the H I Lyman-! irradiance is known to have differences between the long-term and short-term variations relative to the Mg II C/W ratio [Woods et al., 2000a] , whereas this UARS proxy model assumes the same long-term and short-term variations between the FUV irradiance and the Mg proxy. More detailed comparisons of the SEE EUV and FUV measurements with the models are warranted. With further analysis, the SEE measurements will be used to improve the existing models and to develop new models of the solar EUV irradiance. The solar UV irradiance above 115 nm has been measured more extensively; consequently, models of the solar FUV and MUV irradiance are much more accurate than the solar EUV models, due primarily to the lack of solar EUV measurements during the past two solar cycles. An example of a comparison with a model of the FUV irradiance is included in Figure 9 , which is consistent with the SEE results.
SUMMARY AND FUTURE WORK
The TIMED SEE instrument is obtaining daily measurements of the solar VUV irradiance with an accuracy of 10-20%. These measurements began on January 22 The SEE measurements also reveal important, new results concerning phase shifts of 2-7 days in the intermediate-term variations between different UV wavelengths. These phase shifts are most evident in the EUV range for coronal emissions and during intervals when 13.5-days periodicity dominate, and this wavelength-dependent effect appears to be related to the center-to-limb variation of each emission. Neither the Mg II C/W index nor the 10.7 cm radio flux can predict the observed phase shifts for the coronal emissions. This effect partially explains why empirical models of the solar UV irradiance with a single proxy are less accurate than empirical models with multiple proxies or physical based models that account for the center-tolimb variations.
The SEE measurements have also validated the solar FUV irradiance and spectral variations due to solar rotation that have been well established by the UARS program. The SEE measurements provide new, more accurate results for the solar EUV and XUV irradiance, addressing both absolute values for the irradiance and temporal variability. The solar EUV irradiances from SEE agree well with the SOHO SEM measurements but indicate differences by more than a factor of 2 at a few wavelengths between the EUV81 and SOLAR2000 models. The solar XUV irradiances from SEE are a factor of 2 lower than the SNOE results but remain higher than the predicted irradiances from the EUV81 and NRLEUV models by more than a factor of 2. While we believe that the SEE measurements are validated at the 10-20% level, it is an on-going task to understand the subtle instrument changes and to improve the irradiance accuracy through better calibrations and improved data processing algorithms.
Additional utilization of the SEE measurements includes modeling the terrestrial response to the solar UV changes, improving models of the solar EUV irradiance, and further validations with other solar measurements. Solar irradiance variations drive many atmospheric processes, such as photochemistry, heating, and dynamics. These solar-terrestrial interactions will be studied using the TIME-GCM [Roble et al., 1988] , which is a model of the upper atmosphere that has an option to use the SEE solar irradiance daily measurements as an input. The TIME-GCM results, which can also be compared to other TIMED measurements and ground-based measurements, are expected to provide better understanding of the many coupled processes in the atmosphere. In order to study the atmosphere and support other space weather research, improved models of the solar EUV irradiance are being developed. New understanding of how and why the solar irradiance changes using the SEE measurements and solar images will lead to improvements of the NRLEUV, SOLAR2000, and EUVAC models of the solar EUV irradiance, as well as, possibly lead to development of new models of the solar VUV irradiance. The SEE data will also be valuable for any model development involving flare changes in the EUV range.
Validation of the SEE measurements with independent measurements will also be continued. For example, additional comparisons are planned with the new solar VUV irradiance measurements from the SOlar Radiation and Climate Experiment (SORCE) [Woods et al., 2000b] . The SORCE spacecraft was launched on January 25, 2003 and measures the solar irradiance below 34 nm using an XPS like the SEE XPS and the solar irradiance between 115 and 3000 nm using grating and prism spectrometers. If the TIMED mission is extended long enough, then the SEE measurements could overlap with the solar EUV irradiance measurements from the new EUV Sensor (EUVS) aboard the NOAA GOES satellites, the Russian Solar Patrol mission, the ESA Solar Auto-Calibrating EUV/UV Spectrometers (SOL-ACES), and the EUV Variability Experiment (EVE) aboard the NASA Solar Dynamics Observatory (SDO). The GOES EUVS will have five broadband channels centered at 15 nm, 30.4 nm, 60 nm, 90 nm, and 121.6 nm and is expected to be launched in [Avahyan and Kuvaldin, 2000] , and it consists of three instruments to measure the solar XUV and EUV irradiance from 0.14 to 153 nm. The SOL-ACES is planning to fly in 2005-2006 as part of the ESA part of the ISS [Wienhold et al., 2000] , and it will measure the solar irradiance from 17 to 220 nm using grating spectrometers. The SDO EVE will measure the solar EUV irradiance from 0.1 to 105 nm with 0.1 nm spectral resolution longward of 5 nm and is expected to be launched in 2008.
