Optimization of the arrangement of fuel assemblies and burnable poisons when reloading pressurized water reactors has, in the past, been performed with many different algorithms in an attempt to make reactors more economic and fuel efficient. The use of the tabu search algorithm in tackling reload core design problems is investigated further here after limited, but promising, previous investigations. The performance of the tabu search implementation developed was compared with established genetic algorithm and simulated annealing optimization routines. Tabu search outperformed these existing programs for a number of different objective functions on two different representative core geometries.
Introduction 1
The design of pressurized water reactors (PWR) reload cores is a formidable combina-2 torial optimization problem. The designer's task is to find the configuration of fresh and 3 partially burnt fuel and burnable poisons (BPs) that optimizes the performance of the reactor 4 over the subsequent cycle, while ensuring that various operational constraints are satisfied.
5
Such problems have a number of different possible objectives, constraints and many local 6 optima (Galperin, 1995).
7
Over the years this problem has been tackled in many different ways. Naft and Sesonske rithms iteratively try to improve the solution but cannot guarantee that the optimum is ever 50 found.
51
TS evaluates a set of solutions which are, by some definition, next to the current solution 52 and moves to the best of these solutions, even if the objective function value deteriorates as 53 a result of the move. A short-term memory (or tabu list) is used to store the most recently 54 visited solutions, and these are not allowed to be revisited for a number of iterations equal 55 to the tabu tenure. This feature allows the search to escape from local optima.
56
Intensification and diversification are two further strategies employed in many TS imple-57 mentations when the progress of the search slows. These rely on medium-term and long-term 
61
The aim of intensification is to more thoroughly explore the search space close to the 62 locations of the best solutions found. When intensification is performed, the search is For combinatorial optimization problems such as PWR reload core design, application-105 specific crossover operators are required in GA implementations to guarantee that valid 106 offspring are produced; in this case, to ensure that the fuel assembly inventory is maintained.
The FORMOSA-P GA implementation uses Poon and Parks' heuristic tie-breaking crossover (HTBX) operator (Poon and Parks, 1993). The HTBX maps the parent fuel assembly arrays 109 to reactivity-ranked arrays based on the assemblies' beginning-of-cycle (BOC) reactivities.
110
It then combines randomly selected complementary parts of these arrays through a 'cut 111 and paste' operation and uses a simple tie-breaking algorithm to produce valid offspring 112 reactivity-ranked arrays. Finally, the assembly-ranking mapping is reversed to produce the 113 offspring assembly LPs. The BP loadings and assembly orientations are all inherited from 114 one or other parent. Thus, the BOC reactivity distribution of an offspring LP resembles, 115 but is not necessarily identical to, parts of both parents. The performance comparisons 116 presented in Sections 6.2 and 6.3 are, of course, specific to this GA implementation.
117
The mutation operator from the FORMOSA-P GA implementation is used extensively 118 in our TS implementation. The mutation operator performs a binary exchange of fuel 119 assemblies and randomly changes the BP loading and orientation of the two fuel assemblies 120 from within the ranges of values for these parameters allowed by the specified core symmetry 121 and geometry and fuel and BP inventories and options.
122
The objective functions and constraints are handled in the same way as in FORMOSA-P 
Tabu search implementation

137
In our TS implementation, before the search begins, a random starting LP is found by 138 taking the user-specified reference LP and then mutating it 1000 times. has been generated. when this counter reaches a user-specified value. When the search is diversified, the current 170 LP is mutated 500 times in order to create a random new LP to search from. The search is 171 then restarted from this LP.
172
Initially intensification was also designed to take place when the counter of the number 173 of consecutive non-improving iterations reached a user-specified value, a different value to 174 that used for diversification. At intensification the neighborhood size was increased by a 175 factor and the search returned to a randomly selected LP from the MTM. The neighborhood 176 size is reset to its initial value at the next diversification.
177
This implementation requires a number of parameters to be chosen by the user:
178
• The neighborhood size
179
• The tabu list length
180
• The number of consecutive non-improving iterations when diversification is performed
181
• The number of consecutive non-improving iterations when intensification is performed
182
• The MTM size
183
• The factor by which the neighborhood size is increased during intensification
184
Optimal values for these parameters were investigated. The results of these investigations 185 can be found in Section 6.1.
186
A different intensification timing method was also implemented and tested, for reasons 187 that are explained in Section 6.1. This consisted of performing one intensification stage 188 at a specified iteration number in the search. This iteration number, of course, represents 189 another parameter to be specified by the user. both to the larger core size and the lower degree of symmetry specified.
217
Once a basic implementation of the TS algorithm had been developed, the effects of 218 varying a number of the algorithm's control parameters were investigated in order to find 219 an optimal set of parameters for Problem 1. The results of these experiments are presented 220 in Section 6.1.
221
The performance of the TS algorithm with this optimal set of parameters was then 222 compared to that of the GA and SA implementations in FORMOSA-P for this problem.
223
The results of this investigation are presented and discussed in Section 6.2. to produce an improvement in performance, but since the length of the search is often not 279 predetermined, it was decided that this strategy should not be used. As such, in the final 280 implementation created, neither intensification nor diversification are used. Table 1 , and an implementation using a neighborhood size of 15 (TS15) for all objectives,
284
for the reasons discussed in Section 6.1.1, were considered. These were compared to two of 285 the SA implementations (SA1 and SA3) and the GA implementation in FORMOSA-P.
286
The FORMOSA-P algorithms have parameter values, including the maximum number at any point in the search.
294
The results in Fig. 6 clearly show that TS performs best on average throughout the 295 duration of the search for all four objective functions on this problem. It is also clear that
296
TS reaches good solutions much faster than the other algorithms as the average objective 297 function reduces much faster initially before leveling off.
298
It is important to also consider the standard deviation of the results. In practice, the that the standard deviation of the results is lowest throughout the search for TS.
304
As one would expect, TS performance is best for each objective for the optimal neighbor- for Objectives 3 and 4, it is nevertheless clearly better than that achieved on these prob-
308
lems by the FORMOSA-P SA and GA implementations. There is no TS 15 line shown for
309
Objective 2 because the optimal neighborhood size is 15 in this case. The best TS set-ups found for Problem 1 were used on the much larger (in terms of search 312 space size) Problem 2. It is to be expected that the optimal TS parameters for Problem 2 313 will be different from those for Problem 1, but it is interesting to see how well TS performs 314 on Problem 2 using the optimal parameters for Problem 1.
315
As previously mentioned, the FORMOSA-P code automatically changes the SA and
316
GA control parameters such that they are appropriate for the size of the problem being The ability of TS to outperform a GA on PWR reload core design optimization problems to tune them to the problem at hand.
350
These findings indicate that our TS implementation is a promising method for solv- 
