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ABSTRACT
When the speed of the particle is much less than the speed of light, non-
relativistic classical mechanics faithfully describes the motion of the particle.
Analogously, using wave-particle duality, the non-relativistic description of
classical mechanics may be applied to describe the motion of a free elec-
tron governed by the Schro¨dinger equation. In condensed matter systems,
intricate interactions between electrons and nuclei are simplified by using a
concept of the quasi-particle. In such description, the electron is considered
as a dressed free electron, and its motion is described by replacing the elec-
tron mass with an effective mass. This simplification successfully describes
electron motion in metals and semiconductors.
However, when a particle travels with a velocity close to the speed of
light, relativistic quantum mechanics govern the physics. A relativistic par-
ticle, such as the neutrino in particle physics, is then governed by the Klein-
Gordon equation. While most of the relativistic particles discussed in particle
physics require high energy to observe and are thus accessible only in parti-
cle colliders, similar excitations may be found in condensed matter systems.
For example, dressed quasi-particle excitation in certain materials obeys the
same relativistic quantum mechanics without requiring high energy to ob-
serve. Taking advantage of the readily accessible relativistic particles in
small solids, unique physical phenomena of relativistic particles are accessi-
ble in the lab. Our goal is to study such materials that facilitate relativistic
quasi-particles. We introduce a number of concrete examples of materials to
obtain better understanding of the properties of relativistic particles as well
as find new opportunities to engineer the material properties.
We first study two-dimensional Dirac fermions in graphene. Specifically,
we explore the opportunity to artificially engineer superlattice Dirac fermions
(SDF) by placing graphene on self-assembled nanospheres. We use a tight-
binding model to understand the effect of the lattice deformations induced
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by the nanosphere substrate. The conductance is calculated using non-
equilibrium Green function formalism and we find the conductance dips as
a signature of SDF at commensurate fillings of charges per self-assembled
superlattice unit cell. We find similar behavior in experiment confirming the
strain induced superlattice transport behavior in graphene, demonstrating
graphene-nanoparticle heterostructure as a promising platform to generate
artificially engineered Dirac fermions with the goal of realizing band structure
engineering.
We then extend our understanding of relativistic quasi-particles to the
three-dimensional solids and their possible unconventional superconducting
states. In particular, nodal superconductivity has been theoretically pre-
dicted in doped inversion symmetric Weyl semimetals (WSM). Using a four
terminal measurement configuration, we show that the nodal points may be
shifted and induce a topological phase transition by an application of trans-
verse uniform current in doped WSM. We analyze the topological phase
diagram and find characteristic dips in the density of states which serve as
a signature of the existence of nodal points, thereby identifying the nodal
superconductivity in doped WSM.
Lastly, we study Dirac fermions in three-dimensional antiferromagnetic
solid and a possible mechanism to induce metal-insulator transition by ma-
nipulating the antiferromagnetic order. An antiferromagnetic semimetal has
been discovered as a new type of topological semimetal which may host sym-
metry protected Dirac fermions. By reorienting the antiferromagnetic order,
we may break the underlying symmetry and open a gap in the quasi-particle
spectrum, inducing the (semi) metal-insulator transition (MIT). Here, we
predict that the transition may be manipulated by controlling the chemical
potential of the system. We perform both numerical and analytical evalua-
tion on the thermodynamic potential of our model Hamiltonian. The results
show that the insulating state is preferred over the semimetallic state when
the chemical potential is at Dirac point. As the chemical potential moves
away from the Dirac point, the system exhibits a possible transition from
insulating to semimetallic phase and corresponding antiferromagnetic order
may be switched. We perform the density functional theory calculation to
confirm our analysis and propose two-terminal transport measurement as
a possible way to identify the voltage-induced switching mechanism of the
antiferromagnetic order.
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metric Weyl semimetal. Fermi surface of inversion sym-
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2.1 Schematics and images of device structure. (a) A
schematic of our device consisting of graphene transferred
on top of the hexagonal closest packed nanosphere (NS)
array. We use SiO2 NSs with 20 nm diameter on the 300
nm SiO2 / n
+ Si substrate. The channel length and width
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all the fabricated devices. (b) An atomic force microscopy
image of the graphene on top of the NS array. The height
variation is observed due to the underlying NS arrays. The
inset shows the Fourier transformed signal where six clear
peaks are found as a signature of underlying periodicity
from the NS array. (c) The scanning electron microscopy
image of the fabricated device. Adapted from [91]. . . . . . . . 31
2.2 A realistic NS array profile (a) Normalized plot of a
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by a Gaussian filter in momentum space to eliminate ar-
tificial high-frequency roughness in the image. (b) Fourier
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served instead of hexagonal point peaks. The amplitude of
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2.3 Simulated charge impurity distribution and the re-
sultant conductance. (a) A plot of the potential pro-
file of graphene in the presence of random charged impu-
rities on the NSs. We choose δ = 70, 50, 35, 30, 20
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potential profile presented from leftmost to rightmost col-
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height modulation. (b) Fourier transformed signal from
the potential profile in (a). (c) A plot of calculated con-
ductance as a function of energy. All the plots are centered
at the charge neutrality point and obtained by averaging
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tions. Potential fluctuation parameters are the same as
those of the corresponding columns in (a) and the param-
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2.4 Our strain model and comparison with other ana-
lytic results. (a) Schematic of the deformation of a small
graphene disk on a spherical substrate. (b) Schematic of
the deformation of a large graphene sheet on a spherical
substrate. The strain is calculated based on the model
for (a), labeled as Gr disk, and (b), labeled as Gr sheet.
The resultant radial strain value is plotted in (c) together
with the strain calculated using our model in Eq. (2.8) for
Gaussian profile. Similarly, azimuthal strain component is
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2.5 Ideal periodic graphene height modulation profile
and the resultant conductance. (a) A periodic Gaus-
sian height modulation profile of graphene. (b) A plot of
conductance as a function of energy in the presence of the
Gaussian shape height modulation. We plot the conduc-
tance curves for the unstrained graphene (h0 = 0) and the
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and (b) and carrier transport is along xˆ direction. Adapted
from [91]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.6 Effective strain profile of NS array and correspond-
ing pseudo-magnetic field distribution for various
in-plane displacements. (a) The effective strain pro-
files, εeff , for a structure with only out-of-plane strain
(h0 = 3 nm, fu = 0) and for structures with both out-
of-plane (h0 = 3 nm) and various in-plane strain (fu =
0.2, 0.4, 1.0). The color bar in the third column rep-
resents εeff in % for the strain distribution plots in the
first, second, and third column. We use a separate color
bar for the last column as the strain variation range is
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2.7 Magnetotransport simulation results for an ideal
system. (a) Magnetoconductance plot as a function of
carrier density for fu = 0.3. We use the same parame-
ter with Fig. 2.6 for other parameters. (b) Linear tra-
jectories of the fan diagram are overlaid on top of (a).
Some of the noticeable fan diagrams from SDFs in (a) are
highlighted as red lines in (b). Each gray trace follows
Φ/Φ0 = (n/n0 − s)/t, describing the fan diagram from
SDFs [123]. s is chosen to be a multiple of 4 due to the
spin and valley degeneracy. We also consider s with a mul-
tiple of 2, in case the valley degeneracy is lifted. The blue
lines represent the LL gap evolution of the original lattice
at filling factor ν = ±2,±6,±10,±14,±18,±22. (c) A plot
of magnetoconductance as a function of carrier density for
fu = 1.0. (d) The same linear trajectories with (b) but
overlaid on top of (c). Some of the noticeable fan diagrams
from SDFs in (c) are highlighted as red lines in (d). . . . . . 46
2.8 A comparison of experimental and simulation con-
ductance. (a) Simulated conductance (G) vs. energy for
graphene on flat SiO2 (with no strain, black curve) and
Gr-NS (where NS assembly is polycrystalline) with differ-
ent strain modulation amplitudes. From the top to bottom
curve, the RMS (root mean square) strain values are 0,
0.99%, 1.42%, 1.86%, 2.75%, 3.64% (increasing from black
curve to red curve). Vertical dashed lines mark the ex-
pected SDF position at ESDF = ±h¯vF/
√
3λ = ±0.11 eV,
where h¯ is Planck’s constant and vF = 1 × 106 m/s is the
Fermi velocity of graphene. Inset is the simulated superlat-
tice structure obtained from an experimentally imaged pro-
file. (b) Simulated conductance vs. carrier density for the
same graphene systems as that in (a). The simulated SDF
positions in n are slightly higher than the expected value,
n =' ±1×1012 cm−2, due to the presence of edge states in
the simulated system. (d) A plot of experimentally mea-
sured conductivity (σ) as a function of carrier density (n).
The control device (Gr1) has no NS array and we also plot
conductivity obtained from four different graphene-NS de-
vices (Gr-NS1-4). The experiment is performed at 2 K and
B = 0 T. The conductivity of Gr1 is multiplied by a factor
of 1/2 in order to scale and present together with the re-
sults from other devices. (d) Normalized conductivity for
the same devices shown in (c). Adapted from [91]. . . . . . . . 48
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2.9 A comparison of experimental and simulated mag-
netotransport results. (a, b) A plot of dG/dn as a func-
tion of carrier density and magnetic field for (a) fu = 0.4
and (b) fu = 1.5, for the Gr-NS system shown in (a). We
set the system size as Lx×Ly = 248× 212 nm2 and ignore
charge modulation effect by setting fsub = 0. To obtain the
smooth plot, we introduce weak random charged impurities
with the fluctuation width of δ = 5 meV and ξ = 3 nm (see
Section 2.4 for charge impurity model). We confirm that
the introduced weak charge disorder plays no role but adds
additional broadening of electronic states in transport cal-
culation. We set h0 = 2 nm. (c) Experimentally measured
plot of dG/dn as a function of carrier density and magnetic
field under strained ( 1% RMS strain) device. At n < 0,
the sign of dG/dn is reversed in order to present the re-
sults with a consistent color map with the results at n > 0.
Black and dark red lines indicate the Landau fan diagrams
stemming from the pristine graphene Dirac fermion and
SDFs (n ' ±4n0, ±8n0, where n0 = 2.5×10−11 cm−2), re-
spectively, with filling factors labeled. The scale of dG/dn
is normalized by the same factor in all the plots. Adapted
from [91]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1 Proposed device schematics and a phase diagram
of the superconducting phase in Weyl semimetal.
(a) A schematic of the system. Uniform supercurrent IS is
driven to the Weyl superconductor system Hw. Differen-
tial conductance is read from a current measured in per-
pendicular direction (IO). (b) Phase diagram of the num-
ber of nodal point pairs from Hamiltonian Eq. (3.2) at
kx = ky = 0. A DOS is obtained in particular direction
indicated by blue dashed arrow and plotted in Fig. 3.2.
For WSM Hamiltonian, the parameters tx = 0.5, ty = 0.5,
tz = 1.0, λ = 0.5, µ/t = 0.2, and Q = 0.1pi with the pair-
ing potentials ∆/t = 0.2. The range of q presented here is
0 ≤ q ≤ pi/2 due to the fact that a relevant range of total
Cooper pair momentum is |2q| ≤ pi. Adapted from [125]. . . . 55
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3.2 The signatures of the phase transition in driven
superconductivity of Weyl semimetal. A density of
states (DOS) plot along a particular cut of the phase dia-
gram shown as the vertical red arrow in Fig. 3.1(b). (a)
DOS is plotted as a function of q within a superconducting
gap for a film thickness of Ny = 50. (b) More detailed
DOS at E = 0 eV is plotted as a function of q, which em-
phasizes the point where the nodal pair annihilation occurs
(red arrow). (c) DOS is plotted as a function of q within
a superconducting gap for a film thickness of Ny = 5. At
this film thickness, the finite size effect gaps out the nodal
points in the bulk quasi-particle spectrum. (d) Unlike (b),
we observe no signature of the nodal pair annihilation, as
the bulk quasi-particle spectrum is already gapped due to
the finite size effect. Here, we adopt the same parameters
used in Fig. 3.1(b). Adapted from [125]. . . . . . . . . . . . . 59
4.1 A schematic of an antiferromagnetic semimetal lat-
tice model. (a) A lattice structure consists of two sublat-
tice atoms. Two sublattice atoms are indicated as A and
B having an opposite spin configuration along the Ne´el
vector nˆ (AF order) enforced by the exchange coupling.
(b) The lattice structure has non-symmorphic symmetry
Gx for nˆ||[100] and Gy for nˆ||[010]. (c) The tight-binding
model intra-layer and inter-layer hopping parameters. (d)
The intra-layer momentum dependent spin-orbit coupling
parameter, λ. (e) The inter-layer momentum dependent
spin-orbit coupling parameter, λz. Adapted from [63]. . . . . . 64
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4.2 The spectrum of antiferromagnetic semimetal model
Hamiltonian. (a) The eigenvalue spectrum of the Hamil-
tonian in Eq. (4.2). We use txy = t = 0.5 eV, tz = 0.5t,
t′xy = 0.1t, t
′
z = 0.1t, λ = 0.5t, λz = 0.1t, and ∆ = 0.3t. We
plot the spectrum for three different Ne´el vector alignments
nˆ||[100] (black solid line), nˆ||[110] (blue dashed line), and
nˆ||[001] (red dotted line). (b) The eigenvalue spectrum of
the Hamiltonian with the same parameter choices as in (a),
but with different exchange coupling energy ∆. The black
solid line has ∆ = 0.3t < λ − λz, which has two DNLs at
kx = pi plane as it is shown in right upper side inset. The
blue dotted line has λ−λz < ∆ = 0.3t < λ+λz, having one
DNL at kx = pi plane. As a result, the X −M line shows
a gapped spectrum. The gray dashed line has ∆ > λ+ λz
and the spectrum is fully gapped by the exchange energy
although the gliding symmetry Gx is preserved. Adapted
from [63]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3 Schematics of eigenvalue spectrum and correspond-
ing electron filling at a given chemical potential. (a)
A schematic eigenvalue spectrum near the Dirac point. The
left-hand side shows the gapless phase whose Dirac point is
protected by the Gx. The right-hand side shows the gapped
spectrum due to the broken gliding symmetry. The filled
circle describes the filled electronic states and the chem-
ical potential is located at the Dirac point µD. (b) The
same plot as (a), but the chemical potential is away from
the Dirac point by δµ. The gapless phase has additional
electron filling indicated by patterned red circles, which
provide additional negative energy and lower the total free
energy. Adapted from [63]. . . . . . . . . . . . . . . . . . . . . 70
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4.4 The anisotropy energy as a function of the chemical
potential. (a) The anisotropy energy Ki as a function of
the chemical potential µ. Ki measures the free energy dif-
ference between nˆ||[001] and nˆ||[100] configuration. When
the Ki value is negative, the system prefers nˆ||[001] con-
figuration (gapped) whereas the preferred Ne´el vector con-
figuration is nˆ||[100] for the system with positive Ki. Ki
is calculated for T = 2 K (black solid line) and T = 300
K (red dotted line). The black dot shows the sampling
point of the anisotropy energy landscape shown in (b)-(e).
(b) The anisotropy energy landscape for ϕ ∈ [0, pi/2] and
θ ∈ [0, pi/2] at µ ' −0.045 eV. (c) Similar plot as (b) at
µ ' 0.135 eV, (d) µ ' 0.225 eV, and (e) µ ' 0.45 eV. The
blue arrows indicate the global minimum points. Adapted
from [63]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.5 Schematics of the low-energy spectrum of antifer-
romagnetic semimetal. (a) The three regions of interest
for linearizing the free energy in Eq. (4.9). Assuming the
zero-temperature limit, we divide the region when the en-
ergy of interest is in (i) β(µ−E) −1, (ii) β|µ−E|  1,
and (iii) β(µ − E)  1. (b) Schematic of the low-energy
Dirac fermion with an isotropic Fermi velocity. The Dirac
point is located at E = 0. The solid line shows the gap-
less, linear dispersion of the massless Dirac fermion. The
dashed line depicts the gapped spectrum of the massive
Dirac fermion with a mass term m. The shaded region indi-
cates the region where β|µ−E|  1 is satisfied and the cor-
responding momentum range is kF − δkF < k < kF + δkF .
Adapted from [63]. . . . . . . . . . . . . . . . . . . . . . . . . 74
4.6 Comparison of analytical and numerical estimation
of the anisotropy energy. (a) The intrinsic anisotropy
energy, Ki, at µ = 0 as a function of the Zeeman energy
∆. The dotted line shows a quadratic fitting showing a
good agreement with Eq. (4.16). (b) Ki at µ = 0 as a
function of the SOC strength λ. The dotted line shows a
quadratic fitting and dashed line shows a fitting curve with
1/λ. The two distinct limits show the dependence of Ki
on λ as is discussed in Eq. (4.18). (c) Ki as a function
of the chemical potential, µ, for various λ. The green line
represents a small vF limit, or small λ limit whose size is
comparable to ∆. The red line represents a large vF limit,
or large λ limit. Adapted from [63]. . . . . . . . . . . . . . . 77
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4.7 Density functional theory calculation results of the
anisotropy energy for orthorhombic CuMnAs. (a)
The Brillouin zone of orthorhombic CuMnAs at ky = 0.
(b) The eigenvalue spectrum obtained from DFT calcula-
tion near the protected Dirac point. The dark red plot rep-
resents the spectrum obtained from nˆ||[001] configuration,
which clearly shows the Dirac point at kx = pi/a. The grey
plot shows the gapped spectrum in nˆ||[100] configuration.
(c) A plot of the intrinsic anisotropy energy, Ki, calculated
by using DFT results. The Ki is calculated using Eq. (4.7)
using dk3 = (2pi)2/(abc) where the lattice constants in x, y,
z are a = 6.439 A˚, b = 3.800 A˚, c = 7.292 A˚, respectively.
Adapted from [63]. . . . . . . . . . . . . . . . . . . . . . . . . 80
4.8 Schematics of the two-terminal current measure-
ment setup. (a) Schematic of the thin slab resistance
measurement setup. The AFS material (middle, light gray)
is indirectly coupled to the gate, which controls the chem-
ical potential. The contact is directly coupled to the left-
and right-hand sides of the AFS and we use wide band limit
(WBL) approximation for the metallic contact self-energy.
The ferromagnetic insulator (FI) is coupled to the bottom
of the AFS and we assume an interface exchange coupling.
The net magnetization of the FI is aligned in in-plane di-
rection. (b) The inset shows the anisotropy energy as a
function of θ for fixed ϕ = 0 when the chemical potential
is located at (a) and (e) in Fig. 4.4(a). The dashed line
shows the fit using sin2 θ. (c-d) Schematics of AFS (light
gray) proximity coupled with FI (dark gray). The net mag-
netization of FI may be changed by applying external field
H. Adapted from [63]. . . . . . . . . . . . . . . . . . . . . . . 84
4.9 The simulation results of two-terminal current mea-
surement on antiferromagnetic semimetal. (a) The
Ne´el vector orientation which minimizes the anisotropy en-
ergy in Eq. (4.23). The black solid line represents the
AFS-FI system with mˆ||zˆ. The red triangle symbol and
the magenta circular symbol represent the system with
Jex = 1.0Keff (0), and Jex = 1.5Keff (0), respectively, and
mˆ||xˆ. (b) The current is calculated for the corresponding
conditions in (a). The color and symbols are matched to
describe different Jex strengths and the current is plotted
in log scale. The dashed line represents the current with
nˆ||xˆ configuration. The inset shows the current near µ = 0
in log scale. Adapted from [63]. . . . . . . . . . . . . . . . . . 87
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CHAPTER 1
INTRODUCTION TO RELATIVISTIC
PARTICLES IN CONDENSED MATTER
SYSTEMS
1.1 Dirac fermions in graphene
For a long time, the peculiar relativistic quasi-particle excitation in solid-
state material has been neglected until its signature became evident and
widely accessible via a successful isolation of graphene [1]. Graphene is two-
dimensional solid that consists of hexagonal carbon atoms, which is known
to have a linear crossing of bands at its Fermi level [2, 3]. The low-energy
description of the linear crossing is described as a Dirac fermion, and is
robust to the symmetry preserving perturbations. This robustness leads to
observations of many intriguing physical phenomena including an extremely
high carrier mobility [1, 4], Klein tunneling [5, 6], and anomalies in integer
quantum Hall effect [7, 8, 9].
1.1.1 Tight-binding model and low-energy description
To see how the low-energy excitation spectrum of graphene produces Dirac
fermions, we begin with the graphene tight-binding Hamiltonian. Here, we
consider a honeycomb lattice having sublattices A and B with a lattice con-
stant a = 1.42 A˚ [2]. The sublattice A has three primitive nearest lattice
vectors to the sublattice B:
δ1/a = (0,−1), δ2/a = (−
√
3, 1)/2, δ3/a = (
√
3, 1)/2. (1.1)
Using these primitive vectors, a tight-binding model of the following form is
used to describe the honeycomb lattice graphene Hamiltonian [10]:
H0 =
∑
n
∑
α=1,2,3
tei
e
h¯
A·δαc†A(rn)cB(rn + δα) + h.c., (1.2)
1
where t = 2.8 eV and r = (i, j) is vectorized lattice index [2]. The Peierls
substitution, that is necessarily included to account for magnetic field effects,
introduces an additional phase in the hopping constant [11] in Eq. (1.2),
and A = (Ax, Ay) is the corresponding vector potential of the magnetic
field. The term cA,r is the electron annihilation operator on site r of the
sublattice A, and cB,r′ is the electron annihilation operator on site r
′ of the
sublattice B. Knowing that our unit cell lattice vector is a1 =
√
3axˆ and
a2 = (
√
3/2)a(xˆ+
√
3yˆ), we may construct reciprocal unit cell in momentum
space. Within the reciprocal unit cell, linear crossings appear at the edge
of the first Brillouin zone, or at Kξ = ξ(4pi/3
√
3a)xˆ, where two distinct
points in momentum space at ξ = ± are referred to as a valley degree of
freedom [2]. At each valley, the low-energy physics is governed by the Dirac
equations near the linear crossing point where the valence and conduction
bands touch. This special point is referred to as the Dirac point (DP). To
examine low-energy physics more rigorously, we transform our Hamiltonian
in long wavelength limit, or low-energy and continuum limit, and we obtain
low-energy continuum Hamiltonian of graphene
Hˆξ = vF (ξpixσ1 + piyσ2), (1.3)
where pi = p − eA is the canonical momentum, p = (−ih¯∂x,−ih¯∂y) are
components of the momentum operator, vF = 3at/2h¯ is Fermi velocity. The
Pauli matrices σi=1,2,3 act on the sublattice degree of freedom with the basis
vector ψξ(r) = [cAξ(r), cBξ(r)]
T . Further details on the derivation of the
low-energy effective model from the graphene tight-binding Hamiltonian is
given in Appendix A.
1.1.2 Stability of Dirac fermions
With the low-energy Hamiltonian of graphene, we now explore the stability
of the band touching points, which turns out to be robust against symmetry
preserving disorders. In the absence of an external magnetic field, translation
symmetry is preserved and Eq. (1.3) is modified as
Hˆξ(k) = h¯vF (ξkxσ1 + kyσ2), (1.4)
2
by using the in-plane momentum k = (kx, ky). The spectrum shows a linear
dispersion E = h¯vFk, where k =
√
k2x + k
2
y, and the low-energy Hamilto-
nian of graphene satisfies time-reversal (T ) and inversion (P) symmetries.
Naively, we may gap out the spectrum by introducing a mass term mξσ3
that obeys T and P to the Dirac Hamiltonian Hˆξ(k) ∝ ξkxσ1 +kyσ2 +mξσ3.
However, there is no non-zero mass term which satisfies both PT , therefore,
such mass term is prohibited. The inversion operator P = σ1 swaps the
A and B sublattice sites, or equivalently, switches the valley degree of free-
dom in addition to k
P−→ −k. Thus, the Hamiltonian satisfies P−1Hˆξ(k)P =
σ1Hˆξ(k)σ1 = Hˆ−ξ(−k) to preserve inversion symmetry. Then, the mass term
needs to satisfy −mξ = m−ξ meaning that the mass term flips its sign upon
the change of the valley degree of freedom. Similarly, the time-reversal op-
erator T = K flips the sign of the phase in the internal degree of freedom, or
the sublattice degree of freedom in graphene, in addition to k
T−→ −k, where
K is complex conjugate operator. To preserve T , the mass term is forced to
satisfy mξ = m−ξ meaning that the mass term needs to be independent of the
valley degree of freedom. If both P and T are preserved, both mξ = −m−ξ
and mξ = m−ξ need to be satisfied and the only solution is mξ = 0. There-
fore, the mass term is prohibited and the Dirac fermion is protected by a
combination of P and T symmetry.
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Figure 1.1: Low-energy description of graphene and pseudospin ori-
entation. (a) The linear dispersion relationship is described as a function
of kx-ky and E [12]. The specific energy cut shows the pseudospin direction
at given momentum angle ϕk = arctan(ky/kx). (b) As the electron moves
along the equienergy surface (red line), corresponding pseudospin makes one
full rotation.
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1.1.3 Chirality and Berry phase in graphene
Here, note that T acts not on the real spin degree of freedom, but on the
sublattice degree of freedom. This is due to the fact that A and B sublattice
degree of freedom is equivalently mapped to up- and down-spin degree of
freedom of 1/2 spin fermions. This mapping allows us to exploit the estab-
lished physical concepts and mathematical descriptions on spin 1/2 particle.
In this regard, the sublattice degree of freedom is often referred to as the
pseudospin degree of freedom. This may be visualized by expressing the
matrix form of the Hamiltonian in Eq. (1.4) as
Hˆξ = ξh¯vFk
(
0 e−iξϕk
eiξϕk 0
)
, (1.5)
where the pseudospin angle ϕk = arctan(ky/kx) is analogous to the azimuthal
angle of the Bloch sphere of spin 1/2 particle. In fact, this particular internal
degree of freedom plays a pivotal role in the unconventional physical phenom-
ena found in graphene. To provide insight, we examine eigenstates described
by a spinor, which is a vector space often used to describe spin degree of free-
dom in electrons. An important point is that the internal degree of freedom
of the spinor is not the real spin in this case, but the relative contributions of
the A and B sublattices to total eigenfunctions. We then solve the equation
Hˆξ=+|ψc/vk 〉 = Ec/vk |ψc/vk 〉 and we obtain following eigenstates using spinor as
|ψck〉 =
1√
2
(
1
eiϕk
)
, |ψvk〉 =
1√
2
(
1
−eiϕk
)
, (1.6)
where Eck = h¯vFk for conduction band and E
v
k = −h¯vFk for valence band.
One peculiar characteristic of the eigenstates in Eq. (1.6) is that their mo-
mentum is locked with the corresponding pseudospin direction. We may
visualize this by applying spin operators to obtain pseudospin directions:
〈ψck|σ1|ψck〉 = cosϕk, 〈ψck|σ2|ψck〉 = sinϕk, and 〈ψck|σ3|ψck〉 = 0. Figure 1.1(a)
describes a state at a particular momentum k for a given ϕk, which then de-
termines its corresponding pseudospin direction pointing outward from the
Dirac point. More rigorously, we may define a helicity operator [2] hˆ = 1
2
σ · k
k
,
which is defined as a projection of the momentum along the pseudospin direc-
tion. Using the helicity operator of graphene, eigenstates of the conduction
4
and valence band show
hˆ|ψck〉 = +
1
2
|ψck〉, hˆ|ψvk〉 = −
1
2
|ψvk〉. (1.7)
Equation (1.7) shows that the momentum projection onto the pseudospin is
always either aligned (+) or anti-aligned (−), and this defines the chirality
of the state.
In the presence of pseudospin-momentum locking, Fig. 1.1(b) shows that
the pseudospin degree of freedom makes one full rotation upon a state evolu-
tion along a closed loop in momentum space. Consequently, a full rotation of
the electron (or spin 1/2 state) gives a minus sign1 or, equivalently, the state
acquires a phase pi. This additional acquired phase in closed loop in momen-
tum space is often referred to as the Berry phase [2, 13]. The Berry phase is a
geometric phase meaning that it is independent of any specific rate of change
or path of the loop, thus an acquired phase is robust. Although an arbitrary
phase shift may be canceled out by simply applying a gauge transformation
on the eigenstates, the phase acquired by a closed loop only changes by an
integer multiple of 2pi. Therefore, the Berry phase is gauge-invariant [13], an
observable, that is known to have a profound impact on electron transport
phenomena in graphene.
1.1.4 Unconventional integer quantum Hall effect
Under the large perpendicular magnetic field, a parabolic dispersion rela-
tionship of the conventional two-dimensional electron gas (2DEG) system
collapses into few dispersionless quantized levels. Such quantized levels are
referred to as Landau levels [14, 15] with a constant spacing in energy. Here,
we will show that the pi Berry phase shifts the position of Landau levels in
energy, which results in a non-trivial transport signature of the sample [16].
Such signature is a direct manifestation of the pi Berry phase and is therefore
considered as a characteristic signature of Dirac quasi-particles in graphene.
In order to understand how the pi phase manifests itself as an observ-
able, we show how the Berry phase is incorporated into Landau levels. The
1Upon a full rotation of electron (or spin 1/2 state), we apply a rotation operator
e−iθσ3/2 with θ = 2pi to the spinor in Eq. (1.6). The resulting state is the same with an
initial state but with an additional minus sign, or additional pi phase.
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appearance of the quantized Landau level is often understood within the
semiclassical picture. Following the derivation of Onsager [17], we begin
with the electron trajectory forced to follow circular orbit under the perpen-
dicular magnetic field. The circular electron trajectory needs to satisfy the
Bohr-Sommerfeld quantization condition, or∮
dr · p/h¯ = 2pi(n+ γ), (1.8)
where r is the circular orbit, p is the electron momentum, and n is an
integer. In Eq. (1.8), γ is a phase mismatch constant which accounts for a
pure quantum mechanical effect that cannot be captured by the semiclassical
model [17], and is known to be γ = 1/2 for the free electrons [18]. From the
fact that the momentum under the magnetic field (or vector potential A) is
described as p = h¯k − eA, Eq. (1.8) becomes(
h¯
∮
dr · k − e
∮
dr ·A
)
/h¯ = 2pi(n+ 1/2). (1.9)
Utilizing the semiclassical equation of the motion of an electron [19], h¯k˙ =
−er˙×B, the first term in Eq. (1.9) is obtained as h¯ ∮ dr·k = −eB·∮ dr×r =
2eΦ, where Φ is the magnetic flux passing through the enclosed orbit of the
electron. The second term in Eq. (1.9) is written as e
∫
dS · ∇ ×A = eΦ,
where we use Stokes’ theorem. By summing the first and second terms, we
obtain [12]
Φ = (n+ 1/2)h/e = (n+ 1/2)Φ0, (1.10)
where Φ0 = h/e is the flux quantum. The real-space quantization condition
may be translated into the momentum space by the semiclassical equation
of the motion of an electron, h¯k˙ = −er˙ × B. Assuming that the orbit
is circular, the area of momentum is described by the real-space area as
S = pir2 = pih¯2k2/(eB)2, where k is the in-plane momentum, r is the radius
of a circular orbit, and B is a magnitude of the perpendicular magnetic field.
From Eq. (1.10), we then obtain k2 = (n+γ)2eB/h¯. Finally, the free electron
gas model has the energy
En =
h¯2k2
2m∗
= (n+ 1/2)h¯
eB
m∗
= (n+ 1/2)h¯ωc, (1.11)
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Figure 1.2: The density of states of the conventional two-dimensional
electron gas for varying magnetic field strength. (a) The density of
states (DOS) of a conventional two-dimensional electron gas (2DEG) for zero
magnetic field strength. The system is metallic with Fermi level located inside
the conduction band at E = EF . (b) In the presence of large magnetic field
strength, the spectrum of 2DEG exhibits quantized Landau levels at E =
E1, E2, E3, · · · . In this particular case, the bulk is conducting as Fermi level
is located in the middle of the Landau level. (c) For an increasing magnetic
field strength, the location of Landau level and its spacing is changed. In this
particular case, Fermi level is located between two adjacent Landau levels,
thus the bulk is insulating.
where m∗ is the effective mass of the electron gas, ωc = eB/m∗ is the cy-
clotron frequency, and n is a non-negative integer. Note that γ = 1/2 agrees
with the observation of the lowest Landau level energy, E0 = (1/2)h¯ωc for the
n = 0, which is known as the zero-point energy. Figures 1.2(a)-(c) illustrate
the 2DEG under different magnetic fields and corresponding changes in their
density of states (DOS). In the absence of a magnetic field, Fig. 1.2(a) shows
the constant DOS above the conduction band edge indicated as EC , and the
sample is metallic as its Fermi level, EF , is located inside the conduction
band. In the presence of a large magnetic field, the DOS is quantized with
a Landau level spacing h¯ωc, whose magnitude is proportional to the per-
pendicular external magnetic field. Figure 1.2(b) shows the DOS when one
Landau level crosses the Fermi level, where the bulk conduction dominantly
determines the current across the sample. By increasing the magnitude of
the magnetic field, the position and spacing of Landau levels are altered and
the system may evolve to Fig. 1.2(c) where the Fermi level is located between
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two adjacent Landau levels. When the Fermi level lies between the two ad-
jacent Landau levels in energy, one may naively expect an insulating sample.
However, a quantized Hall current has been measured across the device. This
quantized Hall conductance is due to the one-dimensional edge mode, each
of which contributes one conductance quantum to total conductance. The
total number of edge modes is determined by the number of filled Landau
levels quantified by an integer filling factor ν [19]. Therefore, the observed
quantized Hall conductance, or σxy = νe
2/h where ν = 1, 2, · · · is called the
integer quantum Hall effect.
Now, we consider the Bohr-Sommerfeld quantization condition for graphene.
Previously, we discussed that the electron acquires a pi Berry phase. As a
result, Eq. (1.9) acquires an extra phase pi as(
h¯
∮
dr · k − e
∮
dr ·A
)
/h¯+ pi = 2pi(n+ 1/2). (1.12)
Equation (1.12) clearly shows that the Berry phase cancels the phase γ and
induces a constant shift of Landau levels by 1/2. From the linear dispersion
relationship of graphene (E = h¯vFk), the Landau energy becomes [20]
En = vF
√
2neBh¯. (1.13)
Unlike the conventional 2DEG where the lowest Landau level is located at
non-zero energy, the lowest Landau level energy of graphene is found at the
zero energy, or at the Dirac point [7, 16]. This zero energy is special as it
is occupied either by electron or hole depending on the sign of the magnetic
field [16]. The half occupation at the zero energy leads to a correspond-
ing Hall conductance of (4e2/h) × (1/2), where 4 is from the spin and val-
ley degeneracy. As a result, the integer quantum Hall effect of graphene is
characterized by (4e2/h)(n + 1/2) instead of (4e2/h)n. This unconventional
feature is, therefore, a direct manifestation of the Berry phase of the Dirac
quasi-particles in graphene.
According to the semiclassical analysis, one may expect a conventional
Landau level quantization for the system with 2pi Berry phase. For instance,
the bilayer graphene has the Berry phase of 2pi with a parabolic dispersion
relation, and exhibits the sequence of the Landau levels that is expected
from the free electron. However, a clear distinction is observed in the lowest
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Landau level, where one still can find zero-energy Landau levels [8]. The full
quantum mechanical consideration shows that the Berry phase of Jpi (J 6= 0)
manifests as a J-fold degeneracy for the Landau level at zero energy [8, 21].
In summary, the unconventional feature of the quantum Hall effect directly
illustrates the significance of the non-trivial Berry phase and its impact on
electron transport.
1.1.5 Chirality and Klein tunneling
Another distinct feature of a relativistic quasi-particle in graphene originates
from its chirality. In the presence of impurities, the backscattering of an
electron in graphene from k to −k is unlikely as the process also forces
the pseudospin to flip [23]. The pseudospin flipping process in graphene
requires short-range scatterers; therefore, the backscattering is suppressed.
To better understand the argument, we consider p-n-p type junctions in
graphene. At the junction interface, a perfect transmission is predicted for
a normal incident electron [5, 24]. Such unconventional tunneling behavior
𝛼𝛼
−𝛼𝛼
𝛼𝛼
𝛼𝛼
(a) (b)
𝑥𝑥2𝑥𝑥1 𝑥𝑥2𝑥𝑥1
Figure 1.3: Semiclassical electron trajectory in graphene p-n-p junc-
tion. (a) The black arrow illustrates the semiclassical trajectory of incident
electron in graphene p-n-p junction. The reflection angle α within n region
(gray colored area) is indicated, and the boundary between p-n (x = x1) and
n-p (x = x2) is indicated by black line. (b) The curved trajectory under
moderate magnetic field is illustrated. Note that reflection angles at x1 and
x2 are of the same sign. Adapted from [22].
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is referred to as Klein scattering (or Klein tunneling) showing a close link
with the Klein paradox in quantum electrodynamics [5]. However, observing
Klein scattering has been elusive as the experimentally probed current is
obtained from an angle averaged transmission, and thus the perfect normal
transmission from normal incident electrons is overshadowed.
An alternative route is to modify the electron trajectory by applying a
moderate magnetic field. In the absence of magnetic field, the trajectory
in Fig. 1.3(a) shows reflection at the interface x = x2 with an angle α and
another reflection at the interface x = x1 with an opposite angle −α. In
contrast, Fig. 1.3(b) shows curved electron trajectories in the presence of a
moderate magnetic field B0. In this case, the reflection angle at each surface
gives the same reflection angle α. As we smoothly vary the magnetic field
from 0 to B0, we may reach the point where the transport is dominated
by normal incident electron trajectories. As the reflection vanishes at zero
incident angle (as the backscattering is forbidden), the reflection amplitude
acquires an additional pi phase at this point [22]. Therefore, we may observe
qualitatively different behavior as we increase the magnetic field to cross the
boundary between Fig. 1.3(a) and (b) where the reflected electron acquires
an additional phase pi. With the use of the high-quality graphene with a
narrow gate electrode, the pi jump at small magnetic field has been observed
in Fabry-Perot oscillation in p-n-p junctions in graphene [6], which serves as
an evidence of Klein scattering in graphene.
1.1.6 Chirality and additional Dirac cones in superlattice
potential
An artificial solid may be realized by stacking different materials or utilizing
planar patterns that mimic the periodic lattice patterns in the solid [25]. By
generating an artificial unit cell structure whose cell size is larger than that of
the native atomic lattice, one may obtain superlattice Brillouin zone (SBZ)
and generate artificially engineered energy bands [25]. Figure 1.4(a) shows
the parabolic dispersions of the traditional semiconductor where the artificial
superlattice potential develops an energy gap at the edge of the SBZ [26, 27].
In contrast, a similar type of superlattice pattern on graphene results in a
very different results. Figure 1.4(b) shows that one may observe artificially
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engineered gapless mini-bands at the edge of the SBZ, which is ascribed
to the chirality of the Dirac fermions in graphene [28, 29]. To show this,
we begin our discussion by introducing a one-dimensional periodic potential
U(r) applied to graphene with its period L in real space, or its reciprocal
lattice vectorG in momentum space. Figure 1.4(b) shows that the two states
from |φk〉 = |ψck〉 and |φk′+G〉 = |ψck′〉 intersect each other at the superlattice
minizone boundary at k = G/2 and k′ = −G/2. At this minizone boundary,
the Fourier transformed periodic potential U(k) couples the two states whose
matrix element is
〈φk|U(k)|φk′+G〉 =1
2
(
1 e−iϕk
)(U(G)δk,k′+G 0
0 U(G)δk,k′+G
)(
1
eiϕk′
)
=
1
2
(
1 + ei(ϕk′−ϕk)
)
U(G)δk,k′+G,
(1.14)
where δk,k′+G appears to consider the condition where non-zero U(G) con-
nects the two states at k = G/2 = k0 and k
′ = −G/2 = k′0. At the minizone
𝑘𝑘
𝐺𝐺/20 𝐺𝐺
𝐸𝐸
𝐸𝐸𝑔𝑔
𝑆𝑆𝑆𝑆𝑆𝑆
𝑘𝑘
𝐺𝐺/20 𝐺𝐺
𝐸𝐸
(a) (b)
Figure 1.4: The E-k diagram of superlattice Brillouin zone (SBZ).
(a) The free electron gas with parabolic dispersion shows energy band near
the SBZ boundary at k = G/2, where G is the reciprocal lattice vector of su-
perlattice potential. At the minizone boundary, one may observe superlattice
potential induced bandgap ESBZg . (b) Dirac fermion shows linear dispersion
near the SBZ boundary. Unlike in free electron gas, we may observe gapless
miniband at minizone boundary.
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boundary, we may construct a two-state system Hamiltonian as [28] E+k0 12 (1 + ei(ϕk′0−ϕk0 ))U(G)δk0,k′0+G
1
2
(
1 + e
−i(ϕk′0−ϕk0 )
)
U(G)δk0,k′0+G E
+
k′0
 ,
(1.15)
where E+k = h¯vF |k|. From Eq. (1.15), we obtain the energy gap of the
two-state system as
ESBZg = 2U(G) cos
ϕk′0 − ϕk0
2
, (1.16)
which describes the bandgap at the edge of the SBZ. The bandgap of the
miniband becomes zero due to the fact that ϕk′0 − ϕk0 = pi. Considering
that the matrix element in Eq. (1.15) describes a transition rate between
two Dirac fermions in opposite momentum by the superlattice potential,
such element is forbidden as the back-scattering is suppressed in graphene
[28]. Therefore, the matrix element vanishes and gapless superlattice Dirac
fermions (SDFs) appear. Interestingly, the detailed dispersion of SDF may
be engineered by modifying parameters of the superlattice potential [30, 31];
thus, this new type of Dirac fermion has demonstrated that graphene is a
promising platform to engineer Dirac fermions in condensed matter systems.
Early attempts to realize SDFs on graphene utilized patterned gate elec-
trode [32]; however, most of the recent works utilize an aligned graphene on
top of the hexagonal boron nitride (hBN) substrate [29, 33, 34, 35]. The hBN
has been found to be a perfect substrate for graphene devices, demonstrating
the highest mobility ever reported for graphene [36]. Besides its superior ma-
terial property as a substrate, hBN provides a long-range periodic potential
modulation due to the fact that hBN shares the same hexagonal structure
with graphene but has a small (1.7%) lattice mismatch [37]. Specifically, the
local electronic structure of graphene is influenced by the presence of a hBN
substrate and, as such, the modulation exhibits Moire´ pattern upon the in-
tentional tilting of the alignment angle between hBN and graphene [33]. The
atomically precise registration of the potential modulation provides an ideal
condition to examine SDFs. Indeed, both scanning tunneling microscopy
(STM) [29] and capacitance spectroscopy [34, 35] have unambiguously re-
vealed that SDFs appear at the edge of the SBZ.
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1.2 Weyl fermions in three-dimensional solids
The chirality and Berry phase are not unique properties of graphene, but
rather are found in a wide range of materials that exhibit linear crossings
near the Fermi level. Near the band crossing point, the low-energy quasi-
particle is governed by relativistic Dirac equations, whose eigenstates are
described by spinors as shown in Eq. (1.6). Therefore, the chirality of such
states and resultant Berry phase have been discussed in broader context
to understand other types of materials such as surface states of topological
insulators [38, 39, 40] and topological semimetals [41, 42, 43, 44]. In the
following sections of this chapter, we introduce topological semimetals where
one may find the linear crossings in three dimensional solid.
1.2.1 Accidental linear crossings in three-dimensions
Before the relativistic particles had been discussed in condensed matter sys-
tems, the possible linear crossings in solids were discussed in mathematical
context [44]. In a three-dimensional solid, an accidental two-fold degeneracy
is possible even in the absence of any symmetry [45]. To see this, we intro-
duce a general Hamiltonian with two degrees of freedom (e.g. spin), which
consists of the 2× 2 Hermitian matrices and may be written in the following
form:
Hˆ(k) =
∑
i=0,1,2,3
fi(k)σi, (1.17)
where fi are all real-valued functions, and the eigenvalues are
E(k) = f0(k)±
√
f1(k)2 + f2(k)2 + f3(k)2. (1.18)
To obtain a linear crossing, we need to satisfy two-fold degeneracy, which
forces Eq. (1.18) to satisfy
f1(k) = 0, f2(k) = 0, f3(k) = 0, (1.19)
simultaneously in the parameter space. In general, we need three parameters
to satisfy three different equations. Although two-dimensional space with two
parameters k = (kx, ky) alone is insufficient to satisfy Eq. (1.19), we may en-
force f3(k) = 0 by applying a combination of time-reversal and inversion
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symmetry as has been discussed in Section 1.1.2. In three dimensions, how-
ever, three independent parameters k = (kx, ky, kz) are naturally available
and we can satisfy Eq. (1.19) by tuning these three parameters. This mathe-
matical exercise, in fact, has more profound physical implications, which we
further illustrate in Section 1.2.2.
1.2.2 Weyl fermions in three spatial dimensions
The Dirac equation in d spatial dimension is [44]
(iγµ∂µ −m)ψ = 0, (1.20)
where µ = 0 is time and µ = 1, 2, · · · , d is space dimension label, and m
is the mass term of the particle. The d + 1 gamma matrices satisfy the
anticommutation relation {γµ, γν} = 0 for µ 6= ν due to the fermionic flavor,
and (γ0)2 = −(γµ)2 = 1 so that the Dirac equation is invariant under Lorentz
transformation. It is known that the minimal gamma matrices are comprised
of 2k+1× 2k+1 dimension matrices for both odd (do = 2k+ 1) and even (de =
2k+2) spatial dimensions. This implies that de+1 = 2k+3 gamma matrices
are available (e.g. γ0, γ1, · · · , γde) both for odd (do) and even (de) dimensions.
While even dimensions utilize all matrices in constructing the Dirac equation
in Eq. (1.20), odd dimensions always have one redundant gamma matrix. For
this reason, further simplification for the governing equation is possible for
odd dimensions [46].
By multiplying γ0 by the right- and left-hand sides in Eq. (1.20), we may
rewrite the Dirac equation as
i∂tψ = (γ
0γνpν +mγ
0)ψ, (1.21)
where ν = 1, 2, · · · , d is spatial dimension label, and pν = −i∂ν . Then, we
may define γ5 = i
kγ0γ1 · · · γd. Note that the Hermitian matrix γ5 anticom-
mutes with all other gamma matrices in odd dimension, thus the γ5 is an
unused gamma matrix of this particular odd dimension d. For the massless
Dirac equation (m = 0), γ5 commutes with the Hamiltonian γ
0γνpν and
therefore decomposes the Dirac spinor ψ into two Weyl spinors ψ±. The
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Weyl spinor satisfies2 γ5ψ± = ±ψ±, where the ± sign determines the chiral-
ity (handedness) of the Weyl spinor. In d = 3, we may use 4 × 4 gamma
matrices [44] γ0 = 1⊗ τ1, γν = σν ⊗ iτ2, and γ5 = −1⊗ τ3, where the Pauli
matrices satisfy {σµ, σν} = {τµ, τν} = 2δµν . Then, Eq. (1.21) is reduced to a
pair of Weyl equations
i∂tψ± = ∓σνpνψ±, (1.22)
where we use the chiral representation of gamma matrix
γ0 =
(
0 1
1 0
)
, γν =
(
0 σν
−σν 0
)
. (1.23)
In the presence of the mass term (m 6= 0), the Weyl equations for oppo-
site chirality cannot be decoupled as γ5 anticommutes with the mγ
0 term.
In other words, the mass term in Dirac fermion appears by coupling two
Weyl fermions with opposite chirality, which will be further discussed in Sec-
tion 1.2.3.
In contrast, the γ5 matrix in even dimensions commutes with all other
gamma matrices and merely results in an identity matrix. Therefore, it is not
possible to decompose the Dirac spinor into Weyl spinors, and so no Weyl
equation has been discussed in two-dimensional graphene. In this regard,
a distinction between three-dimensional and two-dimensional solids is the
existence of Weyl fermions, and it is worthwhile to examine their properties
more closely.
1.2.3 Stability of Weyl fermions
An example of a three-dimensional solid that facilitates Weyl fermions is a
Weyl semimetal (WSM). The WSM is characterized by a linear crossing of
the non-degenerate bulk band near the Fermi level which is referred to as a
Weyl node. The low-energy Hamiltonian near the Weyl node is described by
[41, 47] HWeyl =
∑
ν=x,y,z vν ·qσν , where σν is the Pauli matrix for spin space,
q is an infinitesimal deviation of momentum from the Weyl node, and vν is
Fermi velocity. As we have briefly discussed in Sections 1.2.1 and 1.2.2, the
Weyl node is robust to small perturbations as all available gamma matrices
2The eigenvalue of γ5 is ±1 because γ25 = 1.
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are used, and introducing a mass term merely shifts the Weyl node unless
two Weyl nodes with opposite chirality are coupled together.
In fact, this robustness of the Weyl fermion may be quantified by the
topological quantities of the Bloch electron. The topological signature of a
Weyl node may be viewed as a quantized source or sink of the Berry flux
[10, 48]. This abstract argument is useful in understanding unconventional
phenomena observed in Weyl semimetals including Fermi arc at the surface
[41] and unconventional superconductivity [49, 50]. Therefore, we briefly
outline the mathematical formulation of the Berry flux in Weyl semimetals.
We begin our discussion by defining an eigenstate of nth band in an arbitrary
system as |ψk,n〉. As the state evolves in momentum space, the state acquires
a geometric phase associated with its path C as [13]
γn =
∫
C
dk ·An(k), (1.24)
where the Berry connection is defined as
An(k) = i〈ψk,n|∇k|ψk,n〉. (1.25)
Here, we obtain the information of the geometric phase from Eq. (1.25) by
computing the changes of the state upon its evolution within momentum
space. As such changes are dependent on the specific direction, the Berry
connection is vector-valued. Although the Berry connection itself is a gauge
dependent value, the geometric phase in Eq. (1.24) becomes gauge indepen-
dent once the path forms a closed loop.3 As we have briefly discussed in
Section 1.1.3, such geometric phase is called the Berry phase and leads to
measurable properties [10, 13, 48]. This may be more obvious by applying
Stokes’ theorem in Eq. (1.24) for a given closed loop to obtain
γn =
∮
C
dk ·An(k) =
∫
dS · ∇k ×An(k) =
∫
dS ·Ωn(k), (1.26)
3When we perform gauge transform to the Bloch state, the transformed state must be
the same at the same position in the parameter space. For example, as we evolve from
kx = 0 to kx = 2pi to make a closed loop, |ψkx=0〉 = |ψkx=2pi〉 due to the periodic nature
of the lattice. Upon a gauge transformation eiξ(k), the gauge-transformed two states still
need to satisfy eiξ(0)|ψkx=0〉 = eiξ(2pi)|ψkx=2pi〉. To satisfy the equality, the difference of
the gauge-transformed phase must be expressed in modulo 2pi, or ξ(2pi) − ξ(0) = 2pim
where m is an integer value. Therefore, the obtained Berry phase for a closed path cannot
be canceled out by applying an arbitrary gauge transformation [10].
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where we define the Berry curvature
Ωn(k) = ∇k ×An(k). (1.27)
From Eq. (1.26), the Berry connection and Berry curvature are analogous
to the vector potential and magnetic field of the electromagnetic formalism,
respectively. As such, the Berry phase in Eq. (1.26) corresponds to the net
magnetic flux flowing outward (or inward) to a given surface. Consequently,
the motion of the electron is affected by the existence of the non-zero Berry
phase. In one-dimensional solid, the geometric phase over the entire Brillouin
zone naturally forms a closed path due to the periodic nature of the Brillouin
zone. The resultant Berry phase is called Zak’s phase and quantized to be
either 0 or pi in the presence of inversion symmetry, but may have any value
in the absence of any symmetry [51]. The Zak’s phase is known to have
a close relationship with the macroscopic polarization of insulator [13, 51].
In two-dimensional solid, the Berry phase is obtained by integrating over a
closed two-dimensional manifold (torus). The periodic boundaries in the two
parameter space (kx, ky) result in a quantized Berry phase 2piZ where Z is an
integer [13]. In this case, the integer Z is often called the Chern number [52]
and is known to have a close relationship with the quantized Hall conductivity
in integer quantum Hall effect in conventional 2DEG [15, 53].
In three-dimensional space, we may still define a closed two-dimensional
manifold by considering a sphere whose surface encloses an arbitrary point in
the momentum space. Then, we apply the divergence theorem to Eq. (1.26)
and obtain
γn =
∮
dS ·Ωn(k) =
∫
dV ∇ ·Ωn(k), (1.28)
where we define the Berry flux as ∇ · Ωn(k). Although the Berry flux is
divergence free in nature,4 this holds only for non-degenerate bands. At
the Weyl node, the Berry curvature is not well defined as two bands are
degenerate and any linear combination constitutes the solution at that point
[10].5 As a result, the Berry flux at the Weyl node exhibits a non-zero value.
4∇k ·Ωn(k) = ∇k · ∇k ×An(k) = 0 if An(k) is a well-defined function.
5We may imagine a state evolving in momentum space passing through the degenerate
point (Dirac point) in graphene. Note that the spin (or pseudospin) texture is in the
opposite direction for right-moving and left-moving particle at that particular momentum-
cut. Such simultaneous existence of opposite spin texture makes the Berry connection
ill-defined at the degenerate point.
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To see this, we begin with a general two-band Hamiltonian
H = d0(k) + d(k) · σ, (1.29)
where d is a generic 3D vector as a function of k. Near the band crossing point
k = k0, we may expand d(k) ' d(k0) + (k− k0) · ∇d(k). For simplicity, we
may use d(k) = ±k where ± represents a chirality (or right/left handedness)
of the Weyl fermion. Then the Berry curvature becomes [54]
Ωn±(k) = ∓ 1
2pi
k
|k|3 . (1.30)
From the fact that Eq. (1.30) is analogous with the electric field for the point
charge at the origin,6 we may rewrite Eq. (1.30) as
∇k ·Ωn±(k) = ∓2piδ(k) = ∓4pic δ(k), (1.31)
where we define a quantized charge c = 1/2. Therefore, Eq. (1.31) illustrates
that the Weyl node in momentum space acts as a magnetic monopole with a
quantized charge c = ±1/2, or a quantized total Berry flux whose magnitude
is a multiple of 2pi [13]. In this regard, the Weyl node is a source or sink of
the Berry flux in momentum space, and such a monopole is robust unless we
couple two monopoles with opposite charge.
1.2.4 Symmetry protected Weyl semimetal
According to the Nielsen-Ninomiya theorem [55, 56], the total monopole
charges over the entire Brillouin zone must be zero. Therefore, Weyl fermions
in the lattice system appear in pairs, and Weyl fermions with opposite chi-
rality may coalesce to gap out the spectrum in the presence of an arbitrary
perturbation. To prevent the gap opening, the band crossing can be pro-
tected by certain symmetries which fix the location of the Weyl fermion in
momentum space and provide stability.
When the material possesses both inversion (P) and time-reversal symme-
try (T ), the material has at least two-fold degeneracy in the entire Brillouin
6Note that the electric field from a point charge at r = 0 is E(r) = q4pi0
r
|r|3 . Also, we
utilize the property ∇2 ( 1r ) = −4piδ(r) when we compute its flux.
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zone, and we may not find Weyl fermions as the Weyl node is characterized
by a linear crossing of non-degenerate bands. By breaking either P or T , we
may have multiple Weyl nodes whose separation is protected by the other
symmetry. When P is broken but T is preserved, a Weyl node at k = Qmust
have its time reversal partner at k = −Q with the same monopole charges.7
As the total monopole charge in the entire Brillouin zone must be zero, we
have at least two additional Weyl fermions with opposite monopole charges.
Therefore, we may find at minimum four Weyl fermions in time-reversal pre-
served WSM. Similarly, when the material has broken T but preserved P ,
we may have a Weyl node at k = Q having its inversion partner at k = −Q
with opposite monopole charges. This inversion-preserved WSM provides
a minimal model with two Weyl fermions, whose separation in momentum
space is protected by the inversion symmetry.
1.2.5 Fermi arcs in Weyl semimetals
Any change in the band topology and corresponding topological number
necessitates a bandgap closing [47]. In other words, one may find the gap-
less states at the boundary between two topologically distinctive materials.
Therefore, the existence of the surface (or edge) states is closely related with
the bulk topology of the materials [38, 39, 40]. A representative example
is the quantum Hall insulator, whose topology is characterized by the inte-
ger Chern number, Z. At the edge of the quantum Hall insulator, Z edge
states provide conducting channels and are measured as a quantized Hall
conductance σxy = (e
2/h)Z [14, 53].
Similarly, surface state may be observed in WSM, but its Fermi surface
appears as a disconnected arc [41, 42, 58, 59]. This arc is referred to as the
Fermi arc and connects two Weyl nodes with opposite monopole charge in
momentum space. Figure 1.5 illustrates the inversion symmetric WSM hav-
ing two Weyl nodes whose opposite monopole charge are indicated as + and
−. Instead of considering the spherical surface discussed in Section 1.2.3, we
set a rectangular box as it is indicated in transparent gray color in Fig. 1.5.
Due to the periodic nature of the Brillouin zone, the integrated Berry curva-
7This is due to the fact that T flips the sign of both momentum and spin. Therefore, a
Weyl node of (k−Q) ·σ gives us its time reversal partner (−k−Q) · (−σ) = (k+Q) ·σ,
whose chirality is identical.
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Surface 𝑘𝑘𝑦𝑦 − 𝑘𝑘𝑧𝑧 Brillouin zone
Fermi arc
Figure 1.5: The Weyl nodes and Fermi arc. A schematic of inversion
symmetric WSM. The two Weyl nodes are located at kz = ±Q having op-
posite monopole charge c = ∓1/2, respectively. The rectangular encircling
minus monopole charge is indicated as a transparent gray color. By integrat-
ing the Berry curvature over kx − ky Brillouin zone of the side surface, we
may obtain the Chern number, Z. In this case, the Chern numbers in the
left- and right-side rectangular surfaces differ by 1 as the rectangular surface
encloses a monopole. As a result, the left-side surfaces defined between one
Weyl node to the other possess the non-zero Chern number, Z = 1. When
we have an open surface in x direction, the corresponding Chern number
results in the edge states connecting two Weyl nodes with opposite charge.
Adapted from [54, 57].
ture over the side surfaces at kx = ±pi and ky = ±pi cancels each other and
becomes zero. However, the integrated Berry curvature over two surfaces at
kz = k1 and kz = k2 must be 2pi according to Eq. (1.31), as the surface of the
rectangular encloses one monopole charge. This equivalently means that the
difference in the Chern number of two surfaces at kz = k1 and kz = k2 must
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be one [54], leaving non-zero Chern number for at least one of the surfaces.
Alternatively, we may understand this non-zero topological number as fol-
lows: As we sweep the 2D surface cut of the Brillouin zone from kz = k1 to
kz = k2, we must pass the Weyl node located at kz = Q (k1 < Q < k2). At
kz = Q, the gap of the quasi-particle spectrum is closed due to the gapless
dispersion of the Weyl node, and the corresponding topology of the Fermi
surface after this particular kz = Q cut needs to be changed. Such argument
holds unless the rectangular box in Fig. 1.5 encloses a zero net monopole
charge. Therefore, we have 2D kx − ky Brillouin zone having non-trivial
topology between a pair of Weyl nodes, or in the interval of −Q < kz < +Q.
When −Q < kz < +Q, the 2D kx − ky Brillouin zone may be effectively
considered as a quantum Hall insulator characterized by the Chern number
Z = 1. In this case, the surface at x or y direction facilitates an edge state.
However, such surface state only exists between the two Weyl nodes as the
2D kx − ky Brillouin zone only possesses the non-zero Chern number in the
particular interval of −Q < kz < +Q. As a result, the Fermi arc appears at
the surface by connecting two Weyl nodes with opposite monopole charge in
the bulk and, therefore, the Fermi arc is considered as a fingerprint of the
bulk topology [60].
1.2.6 Unconventional superconductivity in inversion
symmetric Weyl semimetals
As WSM possesses semimetallic bulk states, the system may possess enough
density of states to induce intrinsic superconducting pairing at low temper-
ature. In order to consider a possible superconductivity, the most obvious
place to start is to consider conventional BCS pairing superconducting states,
or Cooper pairing states, which constitute of a pair of two opposite spin states
at k and −k in the bulk. In inversion symmetric WSMs, however, a spin
texture at the Fermi surface may possess points in momentum space where
opposite spin pairing states are not available [49]. In this case, a conventional
BCS pairing potential results in a superconducting quasi-particle spectrum
which possesses gapless points, or nodal points, in momentum space. The
resultant superconductivity possessing nodal points in its quasi-particle spec-
trum is called nodal superconductivity. Figure 1.6 illustrates the spin textures
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Figure 1.6: Fermi surface and spin texture of inversion symmetric
Weyl semimetal. Fermi surface of inversion symmetric Weyl semimetal at
k = +Q enclosing the Weyl node and its inversion partner at k = −Q which
enclosing another Weyl node with opposite chirality. The possible opposite
spin pair is indicated as a blue dashed line, while certain momentum points
have no possible opposite spin pair as indicated by red dashed line. Adapted
from [49].
of the two separated Fermi surfaces FS+ and FS−, centered at the Weyl node
with opposite chirality. From the minimal model for inversion symmetric
WSMs, the low-energy description shows that a Weyl fermion is located at
k = ±Q with HWeyl,±(q) = qxσ1 + qyσ2 ∓ qzσ3, where q = (qx, qy, qz) de-
scribes a small deviation from Weyl node at k = ±Q. Due to the spin-orbit
coupling, the spin texture is locked with corresponding momentum and is
indicated as an arrow at each momentum point. Although one may find
the opposite spin pairs at opposite momentum (i.e. blue solid line), Fig. 1.6
shows that opposite spin pairing is not possible for some momenta (i.e. red
solid line) which may develop nodal points in superconducting quasi-particle
spectrum.
In fact, such scenario is not a coincidence but rather a consequence of
the topological characteristics of the original Fermi surface in WSM. Li and
Haldane [50] have shown that the Cooper pairing states acquire non-trivial
Berry phase in inversion symmetric Weyl semimetal. The Cooper pairing
states inherit the monopole structure of the original Fermi surfaces, thereby
possessing nodal structure characterized by the monopole charge. This point
may be more obvious by introducing a creation operator for the single elec-
tronic states
α†±(q) =
∑
n
ξ±,n(q)c†n(±Q+ q), (1.32)
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where ± indicates the Fermi surfaces near the two Weyl nodes (FS+ and FS−)
which have opposite chirality at ±Q in momentum space. In Eq. (1.32),
q is a small deviation from the Weyl node in momentum space, n is an
index of the general two-level system, and ξn is the corresponding normalized
eigenfunction (i.e.
∑
n ξ
∗
nξn = 1). Then, the Berry connection is defined as
A±(q) =
∑
n ξ±,n(q)i∇qξ±,n(q). When we consider the Fermi surface FS±
centers at ±Q, the Berry flux is given as ∮
FS±
dq ·∇q×A±(q) = 4pic±, where
the monopole charge obtained from FS± is c± = ±1/2 as we have shown in
Eq. (1.31).
Similarly, we begin to examine Cooper pairing states by defining the pair-
ing operator as [50]
P †(q) = α†+(q)α
†
−(−q), (1.33)
which pairs a single-electron state at FS+ with the other single-electron state
at FS− with opposite momentum. As Eq. (1.33) is defined over two separated
Fermi surfaces, we define a combined Fermi surface S=FS+/FS−. Treat-
ing P † as a two-particle state operator, we follow the same procedure as
that of α† to obtain the Berry connection and Berry flux. As a result,
we obtain8 AP (q) = A+(q) − A−(−q) [61] and the resultant total flux∮
S
dq · ∇q × AP (q) = 4picP , where cP = c+ − c−. Note that the inversion
symmetric WSM possesses opposite monopole charge for FS±; therefore, the
monopole charge of this two-particle state becomes cp = 2c+ = 1, which is re-
ferred to as vorticity. Such doubling in monopole charge results in a non-zero
topological charge for the Cooper pairs, and demonstrates that the Cooper
pairing state directly inherits the monopole charge of the original Fermi sur-
face of the single-particle state [50]. The implication of the vorticity is more
clear once we consider the superconducting gap function, ∆(q) ∝ P †(q). The
gap function possesses non-zero vorticity in inversion symmetric WSMs. The
presence of non-zero vorticity implies that the gap function cannot be con-
tinuously defined over the entire Fermi surface S and thus must have nodal
points [50, 61]. Indeed, the Cooper pairing state in inversion symmetric
WSMs exhibits nodal points as we observed in Fig. 1.6.
8Note that ∇qP †(q) = ∇qα†+(q)α†−(−q) = [∇qα†+(q)]α†−(−q) − α†+(q)[∇−qα†−(−q)].
The minus sign in α†−(−q) and the orthogonality of the eigenfunctions ξ±,n result in
AP (q) = A+(q)−A−(−q).
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1.3 Dirac fermions in three-dimensional solids
1.3.1 Massless Dirac fermions in three spatial dimensions
We have discussed in Section 1.2.2 that Dirac fermions are expressed in terms
of two Weyl fermions having opposite chirality. We may rewrite the Dirac
equation of Eq. (1.22) in matrix form utilizing the chiral representation in
Eq. (1.23) as (
−σ · p m
m σ · p
)(
ψ+
ψ−
)
= E
(
ψ+
ψ−
)
, (1.34)
where ψ = (ψ+, ψ−)T is a Dirac spinor, and E = ±
√
p2 +m2. Unlike the
Weyl fermions, Dirac fermions in three-dimensional solid may acquire a gap
in the presence of mass term, m. In order to forbid the mass term, the system
often requires an additional symmetry. In this case, massless Dirac fermions
are robust under small symmetry preserving perturbations.
1.3.2 Symmetry protected Dirac semimetal
In condensed matter context, the material that facilitates massless Dirac
fermions near the Fermi level is referred to as a Dirac semimetal (DSM) [44].
The Dirac semimetal is characterized by the Dirac points (DPs), where the
valence and conduction bands touch. Although the concept of the DP is
similar to that of the Weyl node in WSMs, DP is characterized by a four-
fold degeneracy at the DP and two-fold degenerate dispersions away from
the point. The DP in DSMs and graphene shares similar characteristics,
except that DP in graphene may be gapped by spin-orbit coupling [62] with-
out breaking any underlying symmetry, whereas one must break underlying
symmetry to gap out the DSM spectrum [44].
We further discuss the conditions under which three-dimensional solid may
facilitate Dirac fermions [63]. To this end, two key symmetries are discussed
here: the PT symmetry and non-symmorphic symmetry. The PT symmetry
satisfies (PT )2 = −1 and, by the Kramers theorem, guarantees at least
one degenerate state at high-symmetry momenta. For more details on the
Kramers theorem, see Appendix B. As the eigenstate and its PT symmetric
counterpart share the same momentum, the bands are two-fold degenerate
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in the whole Brillouin zone. This doubly degenerate state is a prerequisite
for Dirac semimetals, as the Dirac point is characterized by a linear crossing
of two doubly degenerate bands. However, in general, the linear crossing
results in a gap due to the level repulsion, and thus an additional symmetry
is required to stick [64] the bands together at the Dirac point. To further
discuss the role of the additional symmetry, we assume an arbitrary system
Hamiltonian that respects an additional non-symmorphic symmetry as well
as the PT symmetry. Note that we obtain an extra phase factor by applying
the non-symmorphic symmetry operator on its eigenstates due to the partial
translation of the lattice vector. We may see this additional phase factor
by defining a gliding mirror symmetry Gx = {Mx|1200} which consists of a
mirror symmetry
(x, y, z)
Mx−−→ (−x, y, z)
(kx, ky, kz)
Mx−−→ (−kx, ky, kz)
(sx, sy, sz)
Mx−−→ (sx,−sy,−sz),
(1.35)
followed by a real space coordinate translation as (x, y, z) → (x + 1
2
, y, z),
where s = (sx, sy, sz) represents the spin state of the given Bloch state.
In general, the gliding mirror symmetry Gx = {Mx|a} produces [64] G2x =
−T (2a‖), where a is a fractional primitive translation lattice vector, a‖ is
a projection of a onto the mirror plane, T (x) is a translation operator, and
a minus sign is due to the 2pi rotation of the spin. In our example, a =
(1
2
00) and a‖ = 0, thus G2x = −T (a‖) = −1. Therefore, the eigenvalue
for Gx becomes g± = ±i. Having both PT and Gx operators defined, we
wish to examine the eigenvalue of the two-fold degenerate states. If two-fold
degenerate states share the same eigenvalue, we may observe a protected
Dirac point. To explain this, we first assume the Bloch state |ψ+k 〉 which is
an eigenstate of Gx with eigenvalue g+ = i. To be more explicit, we wish to
evaluate the eigenvalue of its degenerate partner, PT |ψ+k 〉. We first note that
the real-space coordinate is transformed upon the operation of the following
sequence of the operators:
(x, y, z)
Gx−→ (−x+ 1
2
, y, z)
PT−−→ (x− 1
2
,−y,−z),
(x, y, z)
PT−−→ (−x,−y,−z) Gx−→ (x+ 1
2
,−y,−z).
(1.36)
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In other words, GxPT = T (1, 0, 0)PT Gx = e−ikxPT Gx, where T is a trans-
lation operator. Then, the degenerate partner, PT |ψ+k 〉, satisfies
Gx{PT |ψ+k 〉} =e−ikxPT Gx|ψ+k 〉
=e−ikxPT (ie−ikx/2)|ψ+k 〉
=e−ikx(−ie−ikx/2)PT |ψ+k 〉
=e−ikxg−{PT |ψ+k 〉}.
(1.37)
At k = (0, ky, kz), the degenerate states have different eigenvalues for Gx (g+
for |ψ+k 〉 and g− for PT |ψ+k 〉). In this case, a crossing of any other eigenstate
with either g+ or g− causes a level repulsion, and thus the Dirac points are
not protected [65]. At k = (pi, ky, kz), the degenerate states have the same
eigenvalue for Gx (g+ for both |ψ+k 〉 and PT |ψ+k 〉). As a result, there is no
level repulsion if a crossing occurs with another degenerate state having an
eigenvalue of g−. Therefore, the Dirac point is protected at the edge of the
BZ, or specifically at kx = pi in this example.
The above mentioned DSM is induced by the band inversion mechanism.
In this case, the linear crossing relies on the fact that the two bands with
opposite parity cross each other within certain ranges of Hamiltonian pa-
rameters [47]. However, such crossing may be eliminated by adiabatically
changing the system parameter to un-invert the bands. In this case, we may
gap out the system without breaking any underlying symmetry. Nevertheless,
the semimetallic phase is allowed within a wide range of parameters, thus the
mechanism still provides a useful criterion in finding DSM. The band inver-
sion DSM has been predicted in the alkali pnictides including Na3Bi [66, 67],
and in Cd3As2 [68, 69, 70], as well as in antiferromagnetic metals such as or-
thorhombic CuMnAs [65]. Another mechanism to produce DSM is to enforce
unremovable DPs in the system by introducing a particular type of symme-
try and band filling. This type of material is called symmetry-enforced DSM
and was recently studied in three dimensions [71, 72, 73]. However, this is
out of our scope and one may consult recent review literature such as N. P.
Armitage et al. [44] for more details.
26
1.3.3 Semimetal-insulator transition in Dirac semimetal
As has been discussed in Section 1.3.2, the band-inversion DSM may undergo
phase transition by un-inverting the bands. Such transition may result in a
gapped spectrum and reveals a high contrast in resistance between gapped
and gapless phase. This (semi)metal-insulator transition (MIT) may be use-
ful for information-processing device applications, and has been explored
in two-dimensional materials including metal dichalcogenides [74] and black
phosphorous [75], and studied in the context of DSMs [76] by tuning a vertical
electric field.
Another route to induce MIT is to break the underlying symmetry that
protects the DPs in DSM. By breaking the underlying symmetry, we may gap
out the DP and induce a transition from semimetallic to insulating phase. If
one has a parameter which can break a particular symmetry in a controllable
fashion, we may induce MIT on demand. The MIT induced by the symmetry
breaking mechanism has been proposed in thin film topological crystalline
insulator [77], and explored in antiferromagnetic Dirac semimetals [78].
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CHAPTER 2
ENGINEERING DIRAC FERMIONS IN
GRAPHENE VIA INHOMOGENEOUS
STRAIN
2.1 Motivation
While most of the early research effort had been aimed at characterizing the
graphene material itself, the scientific community has been recently seeking
more opportunities by engineering the Dirac fermions in graphene. One av-
enue to engineer the material property is to utilize the graphene-substrate in-
teraction. The hBN substrate effectively introduces a periodically modulated
electrostatic potential in graphene, and generates multiple Dirac fermions
at the edge of the superlattice Brillouin zone [28, 29, 30]. Another exam-
ple is to utilize an interaction between graphene monolayers. By stacking
the graphene monolayers, one may observe parabolic massive Dirac fermions
[21], a combination of massless and massive Dirac fermions, or hyperbolically
dispersing bands depending on the stacking structure of few-layer graphene
[2, 79, 80]. Along with the above mentioned mechanisms, we choose strain
as a knob to modify the motion of the Dirac fermion in graphene.
Strain has been utilized as a prominent pathway to modify the bandstruc-
ture of the material. Strain-induced bandstructure engineering has been uti-
lized to improve the performance of the transistor [81] and the efficiency of
the quantum-well laser [82], and to enable a tunable photonic bandgap in op-
tical waveguides [83]. While strain is readily accessible by inducing a lattice
mismatch between two epitaxially grown materials, it is challenging to apply
a desirable amount of strain to the bulk material without generating defects
or dislocations [81]. When the bulk becomes atomically thin, however, the
material becomes flexible and stretchable, allowing a wider range of strain
modulation. Among various two-dimensional materials, graphene endures a
tensile strain up to 25% [84] allowing rich band structure engineering phe-
nomena including a bandgap opening [85], modifications in electron-phonon
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coupling [86], shifted Dirac cones in momentum space [87], and a develop-
ment of Landau levels at zero external magnetic field [88]. To discuss how
the atomic deformation changes the electronic structure of graphene, we first
discuss the impact of the strain on the low-energy Hamiltonian using the
tight-binding language.
2.2 Dirac fermions in graphene under strain
When an arbitrary strain is applied to a sheet of graphene, a stretching or
compression of the atomic chain changes inter-atomic distances and hopping
integrals. Therefore, the tight-binding Hamiltonian has additional terms in
the presence of strain:
Hδ =
∑
n
∑
α=1,2,3
δtα(rn)e
i e
h¯
A·δαc†A(rn)cB(rn + δα) + h.c., (2.1)
where δtα is a bond length change due to an arbitrary atomic displacement.
The low-energy effective Hamiltonian is
Hˆξ,δ = vF (eA
ps
x σ1 + ξeA
ps
y σ2) (2.2)
where Aps(r) =
∑
α=1,2,3 δtα(r)e
i(Kξ−eA/h¯)·δα , and the detailed derivation
is given in Appendix A. Equation (2.2) shows that the modified hopping
effectively acts as a vector potential in the low-energy limit. Note that the
low-energy Hamiltonian of graphene has complex hopping integrals due to
the internal degree of freedom (sublattice A and B). Any perturbation of such
Hamiltonian introduces a modification in the complex hopping, which may be
described effectively as an additional phase acquired by Peierls substitution.
In case of the linearly dispersing band, the leading order of such perturbation
acts as a vector potential as shown in Eq. (2.2) and the motion of electrons is
affected by the effective magnetic field. Similar deformation-induced vector
potential has been discussed in Weyl semimetals, where deformation-induced
hopping between s and p orbital induces complex hopping matrices [89, 90].
This effective vector potential is often referred to as a pseudo-vector potential,
and plays a similar role as a real magnetic field in modifying the motion of
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electrons. As a result, we obtain the total low-energy Hamiltonian
Hˆξ + Hˆξ,δ = vF (ξΠ
ξ
xσx + Π
ξ
yσy), (2.3)
where (Πξx,Π
ξ
y) = (pix+ξeA
ps,ξ
x , piy +ξeA
ps,ξ
y ) = pi+ξA
ps,ξ. The most obvious
difference between real- and pseudo-magnetic fields is the sign of the vec-
tor potential for each valley degree of freedom. Since strain itself preserves
time-reversal symmetry, the net magnetic field needs to be zero. Although
pseudo-vector potential may produce a non-zero magnetic field, the sign of
the pseudo-magnetic field is opposite for each valley. Therefore, the total
pseudo-magnetic field is zero, preserving the time-reversal symmetry.
In the absence of a magnetic field, the pseudo-vector potential becomes
evFAx(r) = δt1(r)− 1
2
[δt2(r) + δt3(r)], evFAy(r) =
√
3
2
[δt3(r)− δt2(r)].
(2.4)
Then the pseudo-magnetic field may be computed by Bps = ∇×Aps. It is
straightforward that the pseudo-magnetic field becomes zero for a uniform
strain distribution, as the pseudo-vector potential in Eq. (2.4) is constant and
its derivative becomes zero. Therefore, the system requires a non-uniform
strain distribution for a non-zero pseudo-magnetic field. This necessity for
non-uniform strain profile motivates us to study graphene on a corrugated
substrate where graphene is conformally deformed following the non-uniform
height variation of the substrate.
2.3 Graphene on nanosphere substrate
An early attempt to realize the pseudo-magnetic field had focused on local
deformations of graphene. Large pseudo-magnetic fields have been observed
by probing the local density of states of graphene on the nano-scale bubbles
[88], ripples [92] and ridges [93]. Although such local measurements have
provided a strong evidence for the pseudo-magnetic field in graphene, strain
profiles are spatially localized and unable to induce a pseudo-magnetic field
in mesoscopic scale. Instead, uniaxial [94], tri-axial [95], and fan-shaped
[96] strain may realize a uniform pseudo-magnetic field. However, each case
requires a particular shape of samples and fine alignments of the location
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Figure 2.1: Schematics and images of device structure. (a) A schematic
of our device consisting of graphene transferred on top of the hexagonal
closest packed nanosphere (NS) array. We use SiO2 NSs with 20 nm diameter
on the 300 nm SiO2 / n
+ Si substrate. The channel length and width are
in a range of 0.6 − 2.4 µm and the aspect ratio varies in all the fabricated
devices. (b) An atomic force microscopy image of the graphene on top of
the NS array. The height variation is observed due to the underlying NS
arrays. The inset shows the Fourier transformed signal where six clear peaks
are found as a signature of underlying periodicity from the NS array. (c) The
scanning electron microscopy image of the fabricated device. Adapted from
[91].
where the strain is applied. Alternatively, introducing a corrugated substrate
may induce a periodic pseudo-magnetic field. By transferring a graphene
flake to a patterned photo-resist nanopillar [97] or pyramid-shaped polymer
[98], one may introduce periodic inhomogeneous deformations throughout the
device. Nevertheless, the strain is mainly concentrated on the deformation
hot spot such as an apex of the pillar or pyramid, and other areas remain
unstrained.
To tackle these challenges, we study a periodic strain modulation in-
duced by a corrugated nanosphere (NS) substrate [91]. Fig. 2.1(a) shows
a schematic of the device structure which consists of a sheet of graphene
transferred on top of the hexagonal closest packed NS array. Then a corru-
gation of the substrate induces a consistent height variation in the transferred
graphene and produces a global inhomogeneous deformation. To carry out
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a transport measurement, we use a stack of n-doped Si/300 nm thick SiO2
film/20 nm diameter NS array as a substrate and the channel carrier density
is controlled by the back gate. We choose to use SiO2 NS as a substrate
due to the fact that SiO2 is well studied material and its insulating property
prevents the device from having an additional current path. Figure 2.1(b) is
an atomic force microscopy image of graphene on top of a 20 nm diameter
NS array and the image shows variations in the graphene height in few nm
range. Although the profile looks disordered due to the grain boundaries and
structural disorders of the underlying NS array, the inset of Fig. 2.1(b) shows
clear hexagonal peaks in the Fourier transformed signal that correspond to
the periodicity of the NS array. Figure 2.1(c) shows the top view of the fab-
ricated device where graphene is placed on top of the SiO2 NS array and is
directly connected to the Au contacts.
While the NS array introduces a global inhomogeneous strain profile, its
periodic modulation in strain forms an artificial lattice, or a superlattice.
The real-space superlattice counterpart in momentum space forms a super-
lattice Brillouin zone (SBZ) on top of the pristine graphene Brillouin zone.
At the SBZ boundary, it has been shown that an additional superlattice
Dirac fermion (SDF) appears [28, 30]. Such SDF may also be found in a
conventional two-dimensional electron gas by introducing hexagonal super-
lattice potential modulation [99]. However, in graphene, the SDF is found
even in the presence of a one dimensional sinusoidal potential modulation due
to the chirality of the Dirac fermion, and its dispersions may be modified by
engineering details of the applied periodic potential [28, 30]. A particularly
useful platform to realize SDF is a graphene/hexagonal boron nitride (hBN)
heterostructure system. Because hBN and graphene share the same crystal
structure but have different lattice constants, an intentional misalignment of
the graphene/hBN lattice induces a Moire´ pattern in the on-site potential
modulation [29, 34, 35]. Due to the atomically precise periodicity of such
modulation, SDF is expected to be observed at the edge of the SBZ. Specifi-
cally, the additional Dirac points appear at the characteristic electron density
which corresponds to one complete filling of a given superlattice unit cell. As
a result, the SDF manifests itself as a dip in the density of states (DOS) at
the characteristic electron density [34, 28, 30] as the DOS at the Dirac point
is vanishingly small.
Taking the periodicity of λ = 21 nm (20 nm NS diameter plus 1 nm spacing
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between NSs) in our system, the superlattice unit cell area is A =
√
3λ2/2 '
4×10−12 cm2 and the corresponding electron density is n0 = 1/A ' 2.5×1011
cm−2. Due to the valley and spin degeneracy, the characteristic signature
of the superlattice is expected to be observed at a characteristic electron
density nc = 4n0 ' 1 × 1012 cm−2. Therefore, we may find a dip or kink in
conductance signal at nc, which serves as a signature of the superlattice effect.
If the strain is the only source of the periodic modulation, the observation
of the superlattice effect equivalently serves as a strong indicator that the
Dirac fermion in graphene is modified by the strain.
However, it is unclear at this point whether strain is the only factor that
governs the periodic perturbation. It has been shown that graphene on top
of SiO2 substrate possesses charge impurities [100, 101], and a corrugated
substrate may cause an additional on-site potential modulation. In this re-
gard, we first evaluate the impact of charged impurities by considering the
experimentally relevant charged impurity density, and determine whether it
plays a major role in inducing the superlattice effect.
2.4 Impact of charged impurities
The major doping source of graphene on SiO2 is the random charged impu-
rities on the SiO2 surface [101]. The random charged impurities cause the
fluctuation in potential, or charge puddles [100]. By fitting its autocorrelation
function with the Gaussian profile, we may write the potential [102, 103, 104]
V (rn) =
Nimp∑
i
Ui exp
(
−|ri − rn|
2
2ξ2
)
, (2.5)
where ri is the ith impurity site, rn is the nth atomic site, Ui is the amplitude
of the Coulomb potential from the Gaussian scatterers, Nimp is total number
of impurities, and ξ is the charge puddle size. We assume that the charged
impurities are randomly distributed over atomic sites and have an amplitude
that takes a uniform distribution. Both the atomic force microscopy images
and cross sectional transmission electron microscopy images (not shown here)
reveal that graphene adheres to the apex of the NSs, and is free-standing in
the middle of the adjacent NSs. We assume that a substantial portion of
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(a) (b)
Figure 2.2: A realistic NS array profile (a) Normalized plot of a realis-
tic profile of NSs obtained from SEM measurement. The height is normal-
ized and the obtained image is smoothened by a Gaussian filter in momen-
tum space to eliminate artificial high-frequency roughness in the image. (b)
Fourier transformed signal of (a). Due to the existence of grain boundaries
and lattice misalignment, a circular ring is observed instead of hexagonal
point peaks. The amplitude of the signal is normalized.
the charge impurities are located at the surface of the NSs and, therefore,
that their contribution is determined by the distance between graphene and
the NS substrate. We assume that the graphene-NS distance variation is
proportional to the NS substrate profile. Using the normalized realistic NSs
height profile p(r), we model the spatial potential distribution as
V (rn) =
Nimp∑
i
Ui[(1− fsub) + fsub · p0(ri)] exp
(
−|ri − rn|
2
2ξ2
)
, (2.6)
where fsub is a substrate modulation weight parameter varying from 0 (no
modulation) to 1 (maximum modulation). To further evaluate the realistic
p(r) in Eq. (2.6), we assume that the geometric height variation in graphene is
proportional to the NS substrate profile, which is extracted from the contrast
of the scanning electron microscope (SEM) image. Figure 2.2(a) shows the
obtained height profile of a NS array normalized to 0 ≤ p0(r) ≤ 1, which
has its maximum value of 1 on the apex of NSs and minimum value of 0
in the middle of adjacent NSs. Figure 2.2(b) shows a Fourier transformed
signal of the NS array profile in Fig. 2.2(a). The signal shows a circular ring
instead of hexagonal point peaks due to the misalignment of the NS array
lattice vectors between multiple single crystalline domains separated by grain
boundaries.
To examine the role of the charge impurities in the superlattice effect,
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we vary the impurity concentration, and calculate the potential profile in
graphene and its Fourier transform (Fig. 2.3(a), (b)), together with the re-
sultant conductance (Fig. 2.3(c)). Considering the fact that the random
charged impurities result in a net doping in graphene, we set Ui to take a
uniform distribution over the interval [0, 2δ] with a finite averaged impurity
potential δ. We then vary the impurity concentration from Nimp = 420 (or
ni ' 0.8 × 1012 cm−2) to Nimp = 20000 (or ni ' 38.2 × 1012 cm−2). The
potential fluctuation interval, δ, is set to show a noticeable degradation in
conductance in order to present a clear change in the conductance plot. When
the impurity concentration is in experimentally relevant order of magnitude
(∼ 1012 cm−2), we observe that the major effect of the height modulation
is to reduce the average potential fluctuation. When fsub > 0, the potential
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Figure 2.3: Simulated charge impurity distribution and the resultant
conductance. (a) A plot of the potential profile of graphene in the presence
of random charged impurities on the NSs. We choose δ = 70, 50, 35, 30, 20
meV and Nimp = 420, 2000, 6000, 10000, 20000 for the potential profile
presented from leftmost to rightmost column. The realistic NSs profile in
Fig. 2.2A is used for height modulation. (b) Fourier transformed signal
from the potential profile in (a). (c) A plot of calculated conductance as a
function of energy. All the plots are centered at the charge neutrality point
and obtained by averaging conductance over 10 different random potential
configurations. Potential fluctuation parameters are the same as those of
the corresponding columns in (a) and the parameters are chosen to show
appreciable degradation in conductance. For all cases, we set ξ = 1.5 nm,
the system size is Lx × Ly = 248 × 212 nm2 and carrier transport occurs
along the xˆ direction.
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fluctuation at the impurity site with p(r) < 1 is reduced and the degrada-
tion in conductance due to the Coulomb scattering is recovered. Meanwhile,
no signature of the superlattice effect is observed due to the fact that only
a few impurities are modulated within a length scale of λ ∼ 20 nm. In
other words, the continuous modulation profile in substrate height does not
manifest itself as a modulation in the graphene potential profile due to the
sparse sampling by the discrete impurities. For example, there are only ∼3
impurities per NS for ni ' 1× 1012 cm−2. The leftmost panel of Fig. 2.3(a)
confirms the sparse distribution of the impurity potential in graphene as iso-
lated peaks, and Fig. 2.3(b) demonstrates that no evidence of periodicity is
observed from the Fourier transformed signal of the potential distribution.
However, the superlattice effect is observed once the impurity concentration
is increased by an order of magnitude. Then the potential profile of graphene
exhibits periodicity as shown in the last three columns in Fig. 2.3(b). As
a result, SDFs appear in conductance plots, which are indicated as red ar-
rows in Fig. 2.3(c). Note that the superlattice effects cannot be induced by
simply increasing the magnitude of impurity potential fluctuations, δ, un-
less the charged impurity density sufficiently captures the underlying height
modulation periodicity. Also, the simulations take fsub = 1, the maximum
substrate modulation weight parameter, meaning that the areas of graphene
in the middle of adjacent NSs do not experience charge impurity potential
at all. In realistic cases, fsub may be less than 1 and even higher charged
impurity concentration is needed to achieve any superlattice modulation.
In this section, we demonstrate that the charged impurities play a negli-
gible role in the superlattice effect in graphene unless the impurity density
reaches an order of ni ' 1× 1013 cm−2, whereas our devices show an impu-
rity density of ni ' 7 × 1011 cm−2. Therefore, we exclude random charged
impurity effects from our analysis of the superlattice features in the rest of
this chapter.
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2.5 Impact of inhomogeneous strains
2.5.1 Modeling of the strain modulation
From the microscopic point of view, strain changes the inter-atomic distance
of graphene. Then, each hopping parameter follows
t+ δt = t exp (−β(l/a− 1)) , (2.7)
where l and a are bond length of the strained and unstrained graphene,
respectively, t is the hopping parameter in equilibrium, and β = 3.37 is
a parameter fitted from the first principle results [105]. We consider two
kinds of displacement components that both induce bond length change: an
out-of-plane and in-plane displacement. We assume that the out-of-plane
displacement is proportional to the height variation of the NS substrate.
However, it is not straightforward how to obtain spatial distribution of the
in-plane displacement. Typical analytic models of the in-plane strain are
based on elastic energy minimization on simplified structures, such as spheres
[106, 107, 108] or Gaussian bumps [109, 110, 111]. Based on these existing
results, and the fact that the displacement of atoms is dependent on the
protrusion of the substrate structure, we establish judicious guessing on the
in-plane displacement profile as
u = −fu · a∇h(r), (2.8)
where h(r) is the out-of-plane displacement profile, r = (x, y) is the in-
plane position of the atoms, and fu is a unitless in-plane displacement fitting
parameter. In Eq. (2.8), the minus sign is chosen to have a qualitative
agreement with the previous simulation results on graphene nanobubbles
[112].
In order to check the validity of Eq. (2.8), we consider the two extreme
cases: A small graphene disk lying on top of a sphere (referred to as “graphene
disk”), and a graphene sheet much larger than the sphere (referred to as
“graphene sheet”). In these two cases, different analytical equations have
been developed as a function of radial distance, r, from the center of the
sphere. Here, we show that our model converges to these two existing models
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Figure 2.4: Our strain model and comparison with other analytic
results. (a) Schematic of the deformation of a small graphene disk on a
spherical substrate. (b) Schematic of the deformation of a large graphene
sheet on a spherical substrate. The strain is calculated based on the model
for (a), labeled as Gr disk, and (b), labeled as Gr sheet. The resultant
radial strain value is plotted in (c) together with the strain calculated using
our model in Eq. (2.8) for Gaussian profile. Similarly, azimuthal strain
component is plotted in (d).
at small and large r limit. First of all, Fig. 2.4(a) shows a small disk of
graphene film that adheres to the spherical substrate. The resultant stresses
in radial (r) and azimuthal (θ) directions are [106, 107]
σ(1)rr /Γ =α(1− 3(r/W )2)/16 + 1, σ(1)θθ /Γ = α(1− (r/W )2)/16 + 1, (2.9)
where W is initial radius of the film, Γ is adhesion energy per unit area,
and α is a confinement parameter determined by the ratio of mechanical
and geometric strain contributions [107]. We further utilize the Hookean
relationship [107] to obtain strain from stress given in Eq. (2.9):
ε(1)rr =
Γ
Y
(σrr + vgσθθ), ε
(1)
θθ =
Γ
Y
(σθθ + vgσrr), (2.10)
where Y = Efd is the stretching modulus, Ef is Young’s modulus, d is
thickness, and vg is the Poisson ratio of the film. In the other scenario, Fig.
2.4(b) shows a sheet of graphene that partially adheres to the top of the
sphere, while the rest of the region is detached from the sphere. In this case,
the graphene sheet is treated as a clamped circular membrane with a point
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load at the center. Then the strain is [111]
ε(2)rr (r) =
3− νg
4
(
F
3pi2E2fd
2
)1/3(
D
r
)2/3
,
ε
(2)
θθ (r) =
1− 3νg
4
(
F
3pi2E2fd
2
)1/3(
D
r
)2/3
,
(2.11)
where F = Ef (q
3Rdd)(D/Rd)
3 is an applied force, q = 1/(1.05 − 0.15νg −
0.16ν2g ), D is the diameter of the NS, and Rd is detachment length. To
compare two different models, we adopt parameters [110, 111] vg = 0.165,
d = 0.335 nm, Ef = 1 TPa, Γ = 2.8 eVnm
−2, D = 20 nm, Rd = 200 nm,
α = 5, and W = 2.2 nm.
To examine our in-plane displacement model in Eq. (2.8), we use the
following Gaussian profile:
h(x, y) = h0 exp
(
−x
2 + y2
σ2
)
, (2.12)
where h0 and σ are the height and width of the profile, respectively. By
setting the in-plane displacement, u(x, y) = [ux(x, y), uy(x, y)], and out-of-
plane displacement, h(x, y), we have a strain tensor[2]
εxx =
∂ux
∂x
+
1
2
(
∂h
∂x
)2
,
εyy =
∂uy
∂y
+
1
2
(
∂h
∂y
)2
,
εxy =
1
2
(
∂ux
∂y
+
∂uy
∂x
)
+
1
2
(
∂h
∂x
∂h
∂y
)
.
(2.13)
Solving the strain tensor from Eqs. (2.8, 2.12, 2.13) and transforming the
coordinate from Cartesian to Polar, we obtain
εrr(r) = 4fu
ah0
σ2
(
1− r
2
σ2
)
e−r
2/σ2 , εθθ(r) = 2fu
ah0
σ2
e−r
2/σ2 , (2.14)
where we set σ = D/3, h0 = D/2. Here, the parameters such as h0 and σ are
set to make the scale of the Gaussian profile similar with the profile of others
in Eqs. (2.10, 2.11). In order to present the qualitative trend comparison
more clearly, we shift the calculated strain profile of ε
(1,2)
rr,θθ by adding a con-
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stant strain in Figs. 2.4(c) and (d). Using the fitting parameter fu = 0.15,
the strain profile of our model in Fig. 2.4(c) shows a good agreement with
that of the small graphene disk case following parabolic dependence on r
when r is small. Note that the spherical strain profile described by ε
(1)
rr,θθ is
valid only when r < W = 2.2 nm, where W is assumed to be the initial
radius of the circular graphene disk as shown in Fig. 2.4(a). In this regime,
radial and azimuthal strain of graphene on NS described by ε
(2)
rr,θθ exhibits
diverging behavior which may not be physically relevant. When the radius
increases, the membrane is detached from the substrate and the strain profile
deviates from ε
(1)
rr,θθ. Instead, our radial strain profile shows r
−2/3 dependence
on r, a good match with ε
(2)
rr , which describes the analytical solution of the
radial strain profile in the detached region. Therefore, assuming that the
Gaussian graphene membrane profile mimics the situation where the mem-
brane partially adheres to the substrate for small r and is detached for large
r, our model exhibits a smooth transition of the radial strain profile from
adhered to detached limit. Figure 2.4(d) shows the azimuthal strain profile
and our model shows a good agreement with ε
(1)
θθ for small r (adhered) limit.
Although the azimuthal strain profile deviates from ε
(2)
θθ for large r limit, its
impact on the total strain may be minimal as the azimuthal strain component
is less than one fifth of the radial component in a realistic case [111].
2.5.2 Transport in zero magnetic field
In this section, we numerically calculate the conductance in the presence of
a periodic modulation in strain profile. To model the periodic deformation
profile, we use a Gaussian shape height variation, h(r) = h0 exp(−r2/2σ2),
where h0 = 3 nm is a maximum out-of-plane deformation for an individual
bump with σ = 10 nm. We then arrange individual Gaussian bumps in a
hexagonal close-packed array, with a nearest-neighbor distance of λ = 20 nm.
Figure 2.5(a) shows a periodically modulated height profile of graphene. As
the Gaussian bump profiles overlap with each other in the periodic arrange-
ment, the height variation becomes δh0 ∼ 0.9 nm. This height profile is used
to obtain the out-of-plane displacement and to compute the in-plane dis-
placement using Eq. (2.8). Then we compute the change in bond length and
hopping parameter using Eq. (2.7), and we construct the Hamiltonian using
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Eqs. (1.2) and (2.1). The observables are computed using non-equilibrium
Green function (NEGF) formalism [113]. For example, the density of states is
obtained from DOS(E) = i(Gr−G†r) where the retarded Greens’ function is
defined as Gr = [E−H−ΣL−ΣR]−1. The left and right contact self-energies
are defined as ΣL = ΣR = −it using the wide-band limit approximation, and
the two-terminal conductance is obtained from G = Trace[ΓLGrΓRG
†
r], where
ΓL/R = 2Im{ΣL/R}.
Figure 2.5(b) shows the conductance obtained from NEGF formalism,
where ESDF is plotted as vertical dashed lines. Dip features emerge at ESDF
when strain is present, and become more pronounced as the in-plane dis-
placement is increased. To analyze the strain profile in detail, we present the
effective strain distribution in Section 2.5.3.
2.5.3 Strain and pseudo-magnetic field distribution
Using the height profile in Fig. 2.5(a), we obtain the graphene out-of-plane
displacement profile. With the fixed out-of-plane displacement of the atoms,
x (nm)
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m
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fu=0.6
E (eV)
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Height profile Modulated conductance
Figure 2.5: Ideal periodic graphene height modulation profile and
the resultant conductance. (a) A periodic Gaussian height modulation
profile of graphene. (b) A plot of conductance as a function of energy in the
presence of the Gaussian shape height modulation. We plot the conductance
curves for the unstrained graphene (h0 = 0) and the strained graphene (h0 =
3 nm) with the in-plane strain fitting parameter fu = 0, 0.2, 0.4, 0.6 from top
to bottom (or green to red line). The strained graphene shows the RMS
effective strain 〈εrmseff 〉 ' 0.28%, 1.11%, 2.02%, 2.94%. The system size is set
as Lx × Ly = 248 × 212 nm2 for both (a) and (b) and carrier transport is
along xˆ direction. Adapted from [91].
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we vary the in-plane displacement and calculate the spatial strain distribution
using Eq. (2.13). To evaluate the quantitative behavior of the strain for
various in-plane displacements, we define the effective strain
εeff = εxx + εyy, (2.15)
which is typically used as a measure of strain under uniaxial strain [114, 115].
Figure 2.6(a) shows the spatial distribution of the effective strain with in-
creasing in-plane displacement, fu = 0, 0.2, 0.4, 1.0, from left to right. The
resultant strain profile shows local variations, from positive to negative val-
ues. In the absence of the in-plane displacement (fu = 0), the strain profile
exhibits its peak around the edge of the NSs, similar to the strain profile pre-
viously calculated based on the scanning tunneling microscope measurement
[116]. As we include the in-plane deformation by introducing non-zero fu,
the tensile strain peak is observed near the apex of the NSs, which shows a
εeff (%)
Bpseudo (T)
εeff (%)
Bpseudo (T)
(a)
(b)
Figure 2.6: Effective strain profile of NS array and corresponding
pseudo-magnetic field distribution for various in-plane displace-
ments. (a) The effective strain profiles, εeff , for a structure with only
out-of-plane strain (h0 = 3 nm, fu = 0) and for structures with both out-of-
plane (h0 = 3 nm) and various in-plane strain (fu = 0.2, 0.4, 1.0). The color
bar in the third column represents εeff in % for the strain distribution plots
in the first, second, and third column. We use a separate color bar for the
last column as the strain variation range is much larger than the other pro-
files. (b) The corresponding pseudo-magnetic field distribution calculated
from strain profiles in (a). From the first to the last column, 〈Brmspseudo〉 is
∼ 1.29, ∼ 1.89, ∼ 4.31, ∼ 11.93 T, respectively. The color bar represents
pseudo-magnetic field Bpseudo in T. For the same reason as with (a), we use
a separate color bar for the last column.
42
Table 2.1: Calculated effective strain and pseudo-magnetic field for
ideal nanosphere substrate. Calculated 〈εeff〉, 〈εrmseff 〉, and 〈Brmspseudo〉 as
functions of fu with h0 = 3 nm for a simulated Gr-NS superlattice system
with perfect periodicity (structure shown in Fig. 2.5(a)).
fu 0 0.2 0.3 0.4 0.6 0.8 1.0
〈εeff〉 (%) 0.40 0.41 0.42 0.43 0.44 0.46 0.48
〈εrmseff 〉 (%) 0.28 1.11 1.56 2.02 2.94 3.84 4.78
〈Brmspseudo〉 (T) 1.29 1.89 3.07 4.31 6.84 9.38 11.93
qualitative agreement with molecular dynamics results [112, 117, 116, 118].
The averaged effective strain values, 〈εeff〉, and the root mean square (RMS)
value of the effective strain, 〈εrmseff 〉, for various fu are summarized in the Table
2.1. Here, 〈· · · 〉 stands for an average over the entire simulation area. Al-
though the in-plane deformation substantially increases effective strain vari-
ation up to 〈εrmseff 〉 ∼ 4.78% for fu = 1.0, the averaged effective strain 〈εeff〉
is only weakly affected as the spatially averaged in-plane bond modulation
is small.
In order to compute pseudo-magnetic field from spatial strain distribution,
we introduce low-energy effective Hamiltonian near K and K ′ valleys [119]
HK =vF
(
0 pˆx − ipˆy
pˆx + ipˆy 0
)
+
(
V1(r) V2(r)
V ∗2 (r) V1(r)
)
,
HK′ =vF
(
0 pˆx + ipˆy
pˆx − ipˆy 0
)
+
(
V1(r) −V ∗2 (r)
−V2(r) V1(r)
)
,
(2.16)
where pˆx,y is the momentum operator, and vF is Fermi velocity. In Eq.
(2.16), the effective potential from local deformation of the lattice is V1(r) =
g(εxx + εyy), where g is the deformation potential [119]. For zigzag edges
aligned in xˆ direction, the effective vector potential, A = (Ax, Ay), follows
[119]
V2(r) =
3κβt
4
(εxx(r)− εyy(r) + 2iεxy(r)) = evF (Ax(r)− iAy(r)), (2.17)
where we use the strain tensor εij for i, j = x, y defined in Eq. (2.13). In Eq.
(2.17), we previously set β = 3.37, t is the hopping parameter of graphene in
equilibrium, and κ is a dimensionless correction parameter [2, 119] which is
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known to be less than unity and dependent on the type of deformation. We
further define the strain tensor in length scale: ε¯ij = εija for i = j = x, y.
Then, we obtain the following vector potentials:
Ax(r) =
κβ
a2
Φ0
4pi
(ε¯xx − ε¯yy), Ay(r) = −κβ
a2
Φ0
4pi
2ε¯xy, (2.18)
where we use h¯vF = 3at/2, flux quantum Φ0 = h/e, and we set κ = 1 for
simplicity. Finally, we obtain the vertical direction pseudo-magnetic field,
Bpseudo = (∇ × A) · zˆ, and plot the corresponding pseudo-magnetic field
in Fig. 2.6(b), where local variations within each NS feature are observed
[116]. As the pseudo-magnetic field is obtained by taking the derivative
of the strain profile, large field shows up where changes in the strain pro-
file are pronounced. The magnitude of the pseudo-magnetic field increases
with the increase of the in-plane deformation and we observe local pseudo-
magnetic field approaching ∼ 27 T for fu = 1.0. The magnitude of the
pseudo-magnetic field variation is estimated by evaluating the RMS value,
〈Brmspseudo〉, and the results are summarized in Table 2.1.
Note that a modulation in the second-nearest neighbor hopping may in-
duce a bandgap at the original Dirac point by inducing A/B site symmetry
breaking term [120]. However, our modulation length scale (λ ∼ 20 nm)
is much larger than the atomic scale, and thus we assume that the second-
nearest neighbor hopping is negligible. Moreover, the strain induced on-site
potential, or deformation potential modulation, may induce the asymmet-
ric Fermi velocity renormalization on electron and hole side [120]. In this
case, the deformation potential modulation V1 in Eq. (2.16) may cause an
asymmetry of conductance in electron and hole side, but we do not expect
this term to change the qualitative superlattice signatures [121]. Therefore,
we consider the nearest-neighbor hopping modulation only and ignore the
modulation in the second-nearest hopping and the deformation potential in
Eq. (2.16).
2.5.4 Transport in non-zero magnetic field
With our understanding on the pseudo-magnetic field distribution, we per-
form magnetotransport simulation to examine the interplay with real- and
pseudo-magnetic fields. Specifically, we compute the differential conduc-
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tance (dG/dn) of graphene under the applied magnetic field and strain. We
adopted the same parameter used in Fig. 2.5, but chose fu = 0.3 resulting in
the maximum bond length change of ∼ 1.68% and corresponding root-mean-
square pseudo-magnetic field fluctuation δBrms ' 3.7 T. While we observe a
clear Landau fan diagram of the original lattice, we observe linear trajecto-
ries stemming from the SDFs when the applied magnetic field is below ∼ 4
T. In this regime, the Landau levels (LL) of the original lattice are further
split by the linear trajectories from SDFs and form a “Hofstadter butterfly”
[122]. Figure 2.7(b) shows the theoretical linear trajectories where the Hof-
stadter spectrum is confined [123, 34]. Each gray trajectory follows [34, 35]
Φ/Φ0 = (n/n0 − s)/t where Φ0 is the flux quantum, Φ is flux through the
unit cell of the superlattice, n0 is the density of one electron per unit cell area
A =
√
3λ2/2 with the superlattice periodicity of λ = 20 nm, s is the super-
lattice filling index, and t = 4(N + 1/2) is the quantized Hall conductance
in graphene for N = 0,±1,±2, · · · . In addition to the linear trajectories
spanning from SDFs, we expect to see integer LL gaps when a flux quantum
threads q superlattice unit cells, or Φ/Φ0 = 1/q, where q is an integer. To
analyze the fan diagram within the Wannier’s theory [123], we normalize
the carrier density (xˆ axis) by n0 and the magnetic field (yˆ axis) by Φ0/A.
By comparing Fig. 2.7(a) and (b), we observe that LL develops from the
first SDFs at s = ±4, where 4 is due to the spin and valley degeneracy of
graphene. In addition, we observe an integer LL gap develops at Φ/Φ0 = 1/2,
which confirms that the superlattice effect modifies the Landau fan diagram
of the original lattice. However, the fan diagram spanning from SDFs only
persists up to B = 4− 5 T and disappears for the higher field.
We now examine the system with a higher strain. We choose fu = 1.0
resulting in the maximum bond length change of ∼ 5.61% and the corre-
sponding root-mean-square pseudo-magnetic field fluctuation δBrms ' 14
T. Figure 2.7(c) shows the differential conductance (dG/dn) with a non-
zero magnetic field and Fig. 2.7(d) shows linear trajectories applying the
same analysis done for Fig. 2.7(b). Unlike the fan diagram with a moder-
ate strain field (fu = 0.3), the Landau fan diagram of the original lattice
is significantly distorted by the superlattice minibands. For example, the
higher SDFs (s > 4) appear under the excessive strain. Moreover, the higher
pseudo-magnetic field lifts valley degeneracy and, as a result, SDFs appear at
s as a multiple of 2. We observe more distinct patterns of the LLs from SDFs
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Figure 2.7: Magnetotransport simulation results for an ideal system.
(a) Magnetoconductance plot as a function of carrier density for fu = 0.3.
We use the same parameter with Fig. 2.6 for other parameters. (b) Linear
trajectories of the fan diagram are overlaid on top of (a). Some of the no-
ticeable fan diagrams from SDFs in (a) are highlighted as red lines in (b).
Each gray trace follows Φ/Φ0 = (n/n0 − s)/t, describing the fan diagram
from SDFs [123]. s is chosen to be a multiple of 4 due to the spin and val-
ley degeneracy. We also consider s with a multiple of 2, in case the valley
degeneracy is lifted. The blue lines represent the LL gap evolution of the
original lattice at filling factor ν = ±2,±6,±10,±14,±18,±22. (c) A plot
of magnetoconductance as a function of carrier density for fu = 1.0. (d)
The same linear trajectories with (b) but overlaid on top of (c). Some of the
noticeable fan diagrams from SDFs in (c) are highlighted as red lines in (d).
including an integer LL gap at Φ/Φ0 = 1, 1/2, 1/4, · · · , and the superlattice
features survive up to higher applied magnetic field.
2.6 Simulation on the realistic strain profile
In actual graphene devices, multiple grain boundaries exist in the NS array
within the channel area, which can broaden the superlattice dip features. In
this regard, it is important to consider the structural disorders in NS ar-
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rangement and understand their impact on electron transport results. To
capture the disorders in periodic arrangement of NSs, we use a SEM image
of the NS substrate with the area of ∼ 200 × 200 nm2 that has multiple
grain boundaries. We choose to use an SEM image as it provides a better
spatial resolution than atomic force microscopy. Following the assumption
in Section 2.4, we assume that the height variation in graphene is propor-
tional to the NS substrate profile. Utilizing the normalized SEM profile in
Fig. 2.2(a), 0 ≤ p0(r) ≤ 1, we obtain the graphene out-of-plane displacement
profile as hsub(r) = h0p0(r), where h0 is the height variation amplitude. To
qualitatively estimate the induced strain in the realistic NS array, we use
h0 = 2 nm that produces an averaged effective strain 〈εeff〉 ' 0.41% or
slightly higher, which is close to the experimentally measured effective strain
value of ∼ 0.32%. The calculated averaged effective strain, RMS effective
strain, and RMS pseudo-magnetic field are summarized in Table 2.2. The
results show deviations from the values we obtain from Fig. 2.5(a) (shown
in Table 2.1) due to the difference in detailed height profile of NSs and grain
boundaries of the realistic NS array in Fig. 2.2(a).
Figures 2.8(a) and 2.8(b) show the conductance plots as a function of en-
ergy and carrier density, respectively. From top to bottom solid lines of
Fig. 2.8(a), we plot h0 = 0 nm (unstrained) and h0 = 2 nm with fu =
0.2, 0.3, 0.4, 0.6, 0.8, respectively. For Fig. 2.8(b), we integrate the obtained
density of states over relevant energy range to calculate the carrier density.
The calculated conductance as a function of the carrier density shows a de-
viation from the expected SDF position due to the fact that our calculation
includes the zig-zag edge states of the graphene channel. In realistic samples,
the edge states may not contribute to the total electron density, as the sample
Table 2.2: Calculated effective strain and pseudo-magnetic field for
realistic nanosphere substrate. Calculated 〈εeff〉, 〈εrmseff 〉, and 〈Brmspseudo〉
as functions of fu with h0 = 2 nm for the realistic NS array profile shown in
Fig. 2.2(a).
fu 0 0.2 0.3 0.4 0.6 0.8 1.5
〈εeff〉 (%) 0.41 0.41 0.42 0.42 0.43 0.43 0.46
〈εrmseff 〉 (%) 0.32 0.99 1.42 1.86 2.75 3.64 6.76
〈Brmspseudo〉 (T) 1.42 2.36 3.14 3.98 5.74 7.54 13.92
47
Experiment
Simulation
(a) (b)
(c) (d)
Figure 2.8: A comparison of experimental and simulation conduc-
tance. (a) Simulated conductance (G) vs. energy for graphene on flat SiO2
(with no strain, black curve) and Gr-NS (where NS assembly is polycrys-
talline) with different strain modulation amplitudes. From the top to bottom
curve, the RMS (root mean square) strain values are 0, 0.99%, 1.42%, 1.86%,
2.75%, 3.64% (increasing from black curve to red curve). Vertical dashed
lines mark the expected SDF position at ESDF = ±h¯vF/
√
3λ = ±0.11 eV,
where h¯ is Planck’s constant and vF = 1 × 106 m/s is the Fermi velocity
of graphene. Inset is the simulated superlattice structure obtained from an
experimentally imaged profile. (b) Simulated conductance vs. carrier density
for the same graphene systems as that in (a). The simulated SDF positions
in n are slightly higher than the expected value, n =' ±1× 1012 cm−2, due
to the presence of edge states in the simulated system. (d) A plot of ex-
perimentally measured conductivity (σ) as a function of carrier density (n).
The control device (Gr1) has no NS array and we also plot conductivity ob-
tained from four different graphene-NS devices (Gr-NS1-4). The experiment
is performed at 2 K and B = 0 T. The conductivity of Gr1 is multiplied by
a factor of 1/2 in order to scale and present together with the results from
other devices. (d) Normalized conductivity for the same devices shown in
(c). Adapted from [91].
48
does not likely form perfect zig-zag edges. For this reason, we subtract the
density of states peak located at E = 0 when we calculate the carrier density.
However, one cannot completely remove the edge states as the densities of
states at edges are broadened away from E = 0; thus, the electron density
calculation still includes edge states contribution. Therefore, our simulation
gives an overestimate of the carrier density of SDFs. Nevertheless, Fig. 2.8(a)
clearly shows that the conductance dip occurs at the expected location of the
SDF in energy (ESDF ), confirming that the conductance dip in Fig. 2.8(b) is
due to the superlattice effect.
A similar signature of the SDF has been found in the transport mea-
surement in our device. Figure 2.8(c) shows the experimentally measured
conductivity (σ) as a function of carrier density (n) in graphene. The con-
trol sample (Gr1) shows the minimum conductivity at the charge neutrality
point at n = 0 cm−2 and linearly increasing σ as a function of n. The lin-
ear dependency of σ on n is ascribed to the screened Coulomb impurities at
the interface of graphene and SiO2 substrate which act as long-range scat-
terers [124]. In contrast, the four different graphene-NS devices (Gr-NS1-4)
exhibit qualitatively different signatures from the control device. Especially,
we observe distinct conductivity kinks from the devices Gr-NS1 and Gr-NS2
when the carrier density is close to nc = ±1× 1012 cm−2, which corresponds
to one complete filling of the superlattice unit cell. In order to show such
signatures more clearly, the σ vs. n plot in Fig. 2.8(c) is normalized by the
conductivity at n = ±2 × 1012 cm−2, and plotted in Fig. 2.8(d) separately
for below (hole side) and above (electron side) the charge neutrality point of
each device. Figure 2.8(d) shows that the control device still exhibits a linear
conductivity at both electron and hole sides, while the conductivities of the
graphene-NS devices show a deviation from the conductivity of the control
device for n ≤ nc. The deviation is observed consistently for all graphene-NS
devices and is especially distinct for Gr-NS1 and Gr-NS2, where clear slope-
changing characteristics are observed. Therefore, we observe the kink or
slope-changing conductivity signal at the characteristic carrier density which
serves as an evidence for the superlattice effect in our device. Moreover, by
comparing Fig. 2.8(b) and Fig. 2.8(c), we may estimate that approximately
1− 2 % of strain is present on average in our device.
To provide further insights, we now examine how the structural imperfec-
tion in NS array affects the magnetotransport results. Figure 2.9(a) and (b)
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Simulation Experiment
Figure 2.9: A comparison of experimental and simulated magneto-
transport results. (a, b) A plot of dG/dn as a function of carrier density
and magnetic field for (a) fu = 0.4 and (b) fu = 1.5, for the Gr-NS system
shown in (a). We set the system size as Lx×Ly = 248× 212 nm2 and ignore
charge modulation effect by setting fsub = 0. To obtain the smooth plot,
we introduce weak random charged impurities with the fluctuation width
of δ = 5 meV and ξ = 3 nm (see Section 2.4 for charge impurity model).
We confirm that the introduced weak charge disorder plays no role but adds
additional broadening of electronic states in transport calculation. We set
h0 = 2 nm. (c) Experimentally measured plot of dG/dn as a function of
carrier density and magnetic field under strained ( 1% RMS strain) device.
At n < 0, the sign of dG/dn is reversed in order to present the results with
a consistent color map with the results at n > 0. Black and dark red lines
indicate the Landau fan diagrams stemming from the pristine graphene Dirac
fermion and SDFs (n ' ±4n0, ±8n0, where n0 = 2.5× 10−11 cm−2), respec-
tively, with filling factors labeled. The scale of dG/dn is normalized by the
same factor in all the plots. Adapted from [91].
show dG/dn as a function of magnetic field and carrier density. The in-plane
parameters are fu = 0.4 and 1.5, with the corresponding RMS of the pseudo-
magnetic field 〈Brmspseudo〉 ' 3.98 T and 13.92 T, respectively. Similar to the
case of a perfectly ordered superlattice in Fig. 2.7(a) and 2.7(c), we observe
SDFs at n = ±1 × 1012 cm−2. Moreover, additional Landau fans emerge
from SDFs and terminate at finite magnetic field. Besides these similarities,
there are two main differences between Figs. 2.9(a, b) and Figs. 2.7(a, c): (i)
Figures 2.9(a, b) show broader dip features compared to the feature shown in
Figs. 2.7(a, c); (ii) Figures 2.9(a, b) show that the dip features emerging from
SDF survive up to a field much less than 〈Brmspseudo〉. These two differences
are likely due to the structural disorder in the realistic NS arrays, which can
also be manifested in a lower degree of ordering in the pseudo-magnetic field
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distribution.
The magnetotransport experiment is carried out to confirm the Landau
fan diagram stemming from SDFs. Figure 2.9(c) shows the experimentally
measured dG/dn by varying the carrier density (n) and magnetic field (B).
The dG/dn is taken from the Gr-NS3 device in Fig. 2.7(c) and we observe
a typical Landau fan diagram of graphene for magnetic field larger than
∼ 4 T. However, we observe that additional dips are stemming from the
characteristic carrier density nc, which agrees with our simulation results in
Fig. 2.9(a). As we discussed in Figs. 2.9(a, b), the dips are broadened due
to the structural disorders in the NS array. Nevertheless, the trend of the
SDF Landau fans as a function of magnetic field is clear; thereby, we con-
firm the strain-induced superlattice effect in graphene via magnetotransport
measurement.
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CHAPTER 3
PROBING UNCONVENTIONAL
SUPERCONDUCTIVITY IN WEYL
SEMIMETALS
Portions of this study were previously published as [125] and reprinted with
permission (copyright 2016 by American Physical Society).
3.1 Motivation
Rapid progress in the field of topological phases of matter has extended the
scope of our understanding from fully gapped insulator to gapless semimetals
[41, 47, 126]. An example is the Weyl semimetal (WSM), whose low energy
excitations are described by three-dimensional Weyl fermions [41, 47]. The
WSM is characterized by its non-degenerate band crossing points referred
to as Weyl nodes, where the valence and conduction band touch. Weyl
nodes are monopoles of the Berry curvature in momentum space [47, 127]
and the Fermi surface (FS) enclosing the Weyl node is topologically non-
trivial as it carries monopole charge (or Chern number). Weyl nodes with
opposite monopole charge appear in pairs in the lattice [55, 56] and the pairs
of Weyl nodes are responsible for emergent phenomena such as Fermi arcs
[41, 58, 59] and unconventional electromagnetic responses such as negative
magneto-resistance and chiral magnetic effect [128].
The unique physics of WSM motivates further research on one of the most
striking differences between semimetals and insulators: the intrinsic super-
conducting phases in doped semimetal. Unconventional superconductivity
has been shown to arise from the interplay between topologically non-trivial
states and superconducting phases of doped WSM [49, 129, 130, 131, 132,
133]. Specifically, as FS enclosing Weyl nodes must appear in even num-
bers [55, 56], doped WSM facilitates two types of possible superconducting
pairings: inter-node and intra-node pairing. When Weyl nodes with op-
posite monopole charge are mapped to each other by inversion symmetry,
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the inter-node pairing exhibits a nodal BCS pairing state whose electrical
structure is in a close analogy with the 3He-A phase [49, 50, 134]. On the
other hand, the intra-node pairing forms finite momentum carrying supercon-
ducting states [49] known as the Fulde-Ferrell-Larkin-Ovchinnikov (FFLO)
states [135, 136]. While both types of superconducting states are possi-
ble, different analysis methods yield different energetically preferred pairing
states [49, 129, 130, 131]. Assuming even parity pairing (singlet) states in
low-energy chiral basis, mean-field calculations show that FFLO pairing is
favored [49]. On the other hand, when one considers odd parity pairing
(triplet), a short- and long-range attractive interaction results in FFLO and
BCS pairing states as ground states, respectively [129]. In the weak-coupling
regime, BCS states are energetically preferred; however, FFLO states may
have lower energy in the absence of both inversion and time-reversal sym-
metry, due to the fact that FFLO states rely on low-energy chiral symmetry
while electrons in the BCS states are connected either by inversion or time-
reversal symmetry [130].
Although finding energetically preferred pairing is crucial to clarify mi-
croscopic details of the superconductivity, it is unclear how to determine a
pairing scheme for a given doped WSM. In this regard, we propose a quan-
tum transport method to elucidate the pairing states in doped WSM. More
precisely, we focus our discussion on inversion symmetric doped WSM and
on one type of possible unconventional superconducting state: nodal BCS
state. Another method to identify FFLO pairing states has been discussed
in [125], but is beyond the scope of this dissertation. To identify nodal BCS
superconducting states, we propose a density of states measurement under
non-equilibrium condition. Specifically, we introduce a system consisting of
a doped WSM with four terminal contacts to identify nodal BCS states. We
show that nodal points are shifted in momentum space by tuning transverse
DC current, which results in an annihilation of nodal points and a subsequent
topological phase transition. At the critical point of the topological phase
transition, we find a distinct peak in the longitudinal differential conductance
(dI/dV ) curve inside the superconducting gap that serves as a signature of
the nodal BCS states in doped WSM.
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3.2 Inversion symmetric Weyl semimetals and their
superconducting states
3.2.1 Model Hamiltonian
For the doped WSM system, we choose a model Hamiltonian which breaks
time reversal symmetry but preserves inversion symmetry. Near the Weyl
node, we consider a minimal low-energy two-band model of the WSM [42]
Hw =
∑
k
[(
M − 2
∑
α=x,y,z
tα cos kα
)
σ3
+ 2λ (sin kxσ1 + sin kyσ2)− µ
]
,
(3.1)
where σ1,2,3 are the Pauli matrices for spin, λ is a hopping term in kx − ky
plane, and µ is the chemical potential in the WSM. Here, we use a lattice
constant of a = 1 and set h¯ = 1. In Eq. (3.1), tα=x,y,z is a mass term which
determines the position of the Weyl nodes in momentum space. The time-
reversal breaking mass term M = 2tx + 2ty + m separates Weyl nodes in
the system and we set m = 2tz cosQ so that two Weyl nodes are located at
±Q = (0, 0,±Q) along the z axis with opposite monopole charge.
3.2.2 Nodal BCS states in doped WSM
As we have discussed in Section 1.2.6, the inter-node pairing results in nodal
superconductivity even in the presence of a uniform BCS pairing potential.
Each nodal point carries topologically non-trivial vorticity inherited from the
monopole charge of the corresponding FS in the normal phase [50]. Therefore,
each nodal point exhibits physics, such as Fermi arcs [50, 131, 134], similar to
that of the WSM. In addition, the nodal BCS superconductivity facilitates
a zero energy flat band dispersion at its surface that is protected by mirror
symmetry [49, 50, 134]. The flat band zero energy can be experimentally
confirmed by zero bias conductance peak at the surface [134] and may serve
as an evidence of nodal superconductivity. However, seeking the zero bias
peak may be a difficult task due to the gapless bulk conducting channels [137].
Instead, we propose to utilize an induced topological phase transition by an
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Figure 3.1: Proposed device schematics and a phase diagram of the
superconducting phase in Weyl semimetal. (a) A schematic of the sys-
tem. Uniform supercurrent IS is driven to the Weyl superconductor system
Hw. Differential conductance is read from a current measured in perpendic-
ular direction (IO). (b) Phase diagram of the number of nodal point pairs
from Hamiltonian Eq. (3.2) at kx = ky = 0. A DOS is obtained in partic-
ular direction indicated by blue dashed arrow and plotted in Fig. 3.2. For
WSM Hamiltonian, the parameters tx = 0.5, ty = 0.5, tz = 1.0, λ = 0.5,
µ/t = 0.2, and Q = 0.1pi with the pairing potentials ∆/t = 0.2. The range
of q presented here is 0 ≤ q ≤ pi/2 due to the fact that a relevant range of
total Cooper pair momentum is |2q| ≤ pi. Adapted from [125].
application of current through the superconducting system. Here, we show
that the nodal points, initially assumed to be well separated in equilibrium,
are shifted in momentum space by a uniform supercurrent. Then nodal pair
annihilation may occur and the subsequent phase transition depletes available
bulk states within the superconducting gap. As a result, the phase transition
is captured by a distinct dip in the density of states (DOS or dI/dV ) and an
observation of the dip in non-equilibrium may serve as a signature of nodal
BCS superconductivity in doped WSM.
3.3 Nodal pair annihilation and energy spectrum
To examine the induced topological transition, we assume a four-terminal
device setup outlined in Fig. 3.1(a). The red solid arrow in Fig. 3.1(a) repre-
sents a uniform supercurrent driven by external current source, which induces
a net momentum shift of Cooper pairs by a momentum q in transverse (zˆ)
direction. In the following argument, we show that the momentum q shifts
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nodal points in momentum space to induce topological phase transition. To
observe the corresponding topological phase transition, we utilize the DOS by
measuring a differential conductance in longitudinal (xˆ) direction shown as a
blue dashed arrow in Fig. 3.1(a). For inversion symmetric doped WSM, we
use the lattice WSM Hamiltonian Hw =
∑
k H˜w(k) in Eq. (3.1) with center-
of-mass frame shifted by q to account for uniform supercurrent. Assuming
uniform BCS pairing, the Bogoliubov—de Gennes (BdG) Hamiltonian is
HBdG =
∑
k,q
Φ†k,q
(
H˜w(k + q) ∆˜BCS
∆˜†BCS −H˜∗w(−k + q)
)
Φk,q, (3.2)
where Φk,q = [ck+q,↑, ck+q,↓, c
†
−k+q,↑, c
†
−k+q,↓]. In this shifted center-of-mass
frame, the mean-field interaction Hamiltonian is defined as ∆˜BCS = ∆0iσy,
where ∆0 is a uniform pairing potential. The position of the nodal points
in Eq. (3.2) is determined by considering the quasi-particle spectrum along
the kz axis. For illustrative purposes, we analyze the Hamiltonian in Eq.
(3.1) along the kz direction, which is H˜w(kz) = [m − 2tz cos(kz)]σz − µ,
by setting kx = ky = 0. Then, Eq. (3.2) may be rewritten in a block
diagonal form as
(
H˜↑↓ 0
0 H˜↓↑
)
, whose bases in each block are [ck+q,↑, c
†
−k+q,↓]
and [ck+q,↓, c
†
−k+q,↑], respectively. The quasi-particle spectrum along the kz
axis is
E±↑↓(kz, q) =(m− 2tz cos kz cos q)
±
√
∆20 + (µ− 2tz sin kz sin q)2,
E±↓↑(kz, q) =(2tz cos kz cos q −m)
±
√
∆20 + (µ+ 2tz sin kz sin q)
2.
(3.3)
In Eq. (3.3), the nodal points are found at the crossings of the quasi-particle
spectra. To see the nodal point dependency on q, we further simplify Eq.
(3.3) by assuming µ = 0 and setting the mass term to be m = 2tz cosQ to
place Weyl nodes at kz = ±Q. We then expand the quasi-particle spectrum
around ±Q. Specifically, we set kz = ±Q+δkz where δkz  Q is an infinites-
imal deviation from a location of Weyl node in normal phase. Assuming a
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small q (q  Q), we obtain
E+(δkz, q) '[t′zδkz ±
√
∆20 + t
′
z
2q2]τz,
E−(δkz, q) '[−t′zδkz ±
√
∆20 + t
′
z
2q2]τz,
(3.4)
where E± is the quasi-particle spectrum in the vicinity of kz = ±Q. In
Eq. (3.4), we set t′z = 2tz sinQ and τz is the Pauli matrix in pseudospin
space whose components consist of linear combinations of the eigenfunctions
in Eq. (3.3). Equation (3.4) shows that each FS has two nodal points at
δkz = ±
√
(∆0/t′z)2 + q2 and the nodal points are shifted as a function of q
toward kz = 0 and pi. Due to the particle-hole symmetry, we know that a
nodal point pair exists at (kz, E) = (k0, E0) and (−k0,−E0) and the pair
consists of opposite vorticity by inversion symmetry of WSM. Therefore, by
manipulating q, the nodal pair with opposite vorticity may be shifted to be
annihilated at kz = 0,±pi and the total number of nodal point pairs given
by the band topology at equilibrium can be tuned. In Fig. 3.1(b), the phase
diagram of the system that contains different numbers of nodal point pairs is
shown as a function of the mass term m and momentum q, which determines
the position of nodal points in equilibrium and non-equilibrium, respectively.
The wavevector q is controlled by applied current and m is determined by the
magnetic order of the material or magnetized impurities. When q = 0, the
system contains two nodal point pairs for |m| ≤ 2tz −
√
∆20 + µ
2. If the nor-
mal phase of WSM has Weyl node separation smaller than 2Q ≤
√
∆20 + µ
2
in momentum space, a pair of nodal points is annihilated as one turns on
the superconductivity and, as a result, only one nodal point pair remains
in the system. When |m| ≥ 2tz +
√
∆20 + µ
2, the system is fully gapped
and no nodal point pairs exist. Departing from equilibrium, nodal points
are shifted and annihilated by increasing q, for example, as shown in the
red vertical arrow in Fig. 3.1(b). Although this annihilation may not be ob-
served if the nodal point separation is larger than the maximum accessible
range of the supercurrent, we believe that the proposed experimental setup
is still useful as the position of the Weyl node may be optimized by adjusting
magnetic impurities [138] or particular structural parameters [43]. Note that
we only consider a phase diagram when (kx, ky) = (0, 0). The same argu-
ments are also valid for other high-symmetry points in Brillouin zone such
as (kx, ky) = (±pi,±pi) which simply replaces mass term m → m + 4tx for
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(±pi, 0), m + 4ty for (0,±pi), and m + 4tx + 4ty for (±pi,±pi). Nonetheless,
the resulting physics is identical.
3.4 Signatures of the phase transition
When the phase transition occurs under non-equilibrium conditions, the an-
nihilated nodal pairs no longer provide available states within the supercon-
ducting gap. As a result, the induced topological transition is observed in
the DOS (or dI/dV ). To examine this, we compute DOS(E,q) as a function
of energy and momentum q using the system Green function [139]. Note
that the system boundary in y direction is open in real space so that we may
observe finite-size effects and the surface states contribution. To examine the
induced topological phase transition and the corresponding DOS, we sweep
q at an arbitrary cut of the phase diagram at m/tz = 2 cos(Q = 0.2pi) ' 1.6.
As the red arrow in Fig. 3.1(b) shows, the phase transition occurs around
q/pi ' 0.1. Figure 3.2(a) shows the corresponding DOS where we set the
thickness to Ny = 50 to avoid finite size effects. Along the horizontal axis
at q = 0 in Fig. 3.2(a), equilibrium DOS increases quadratically in energy
(∝ E2) within the superconducting gap due to the presence of bulk nodal
points, whereas surface states result in non-zero DOS near E = 0. When the
system is not in equilibrium (q 6= 0), the eigenstates initially separated by a
superconducting gap are shifted by q and added to the available low energy
states [140]. As a result, DOS increases as a function of q. However, there
are distinct drops in magnitude of DOS at certain q as is seen by following
the vertical axis in Fig. 3.2(a). With this particular choice of mass (m) in the
phase diagram, a pair of nodal points with opposite vorticity moves toward
kz = 0 and is annihilated at q/pi ' 0.1. Further increase in q from this point
gaps out the spectrum at kz = 0 and a topological phase transition occurs
leaving only one nodal point pair in the system. Thus, the available states
within the superconducting gap are decreased and the consequent change
in nodal structure manifests itself as a dip in the DOS. The dip is clearly
observed in the zero energy cut indicated with red arrows in Fig. 3.2(b).
Therefore, the distinct dip of the DOS in non-equilibrium is a signature of
the quantum critical point which can only occur due to the topological phase
transition of the nodal superconductor. Note that above arguments are valid
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Figure 3.2: The signatures of the phase transition in driven super-
conductivity of Weyl semimetal. A density of states (DOS) plot along
a particular cut of the phase diagram shown as the vertical red arrow in Fig.
3.1(b). (a) DOS is plotted as a function of q within a superconducting gap
for a film thickness of Ny = 50. (b) More detailed DOS at E = 0 eV is
plotted as a function of q, which emphasizes the point where the nodal pair
annihilation occurs (red arrow). (c) DOS is plotted as a function of q within
a superconducting gap for a film thickness of Ny = 5. At this film thickness,
the finite size effect gaps out the nodal points in the bulk quasi-particle spec-
trum. (d) Unlike (b), we observe no signature of the nodal pair annihilation,
as the bulk quasi-particle spectrum is already gapped due to the finite size
effect. Here, we adopt the same parameters used in Fig. 3.1(b). Adapted
from [125].
for a system where the bulk nodal points are well defined so that their an-
nihilation can be clearly identified. If the bulk nodal points are gapped out
by the finite size effect, the signature may not be obvious in the DOS. Fig-
ure 3.2(c) shows a DOS for a thickness of Ny = 5 where the bulk states are
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gapped out by the finite size effect. The DOS within the finite size induced
gap is suppressed but finite due to an infinitesimal broadening we introduced
in Green function calculation [139] and surface states with hybridization gap
E/∆ ' 0.5. Consequently, in Fig. 3.2(d), we observe a monotonic increase
of DOS as a function of q and no clear signature of nodal point annihilation
is observed.
60
CHAPTER 4
ENGINEERING DIRAC FERMIONS IN
ANTIFERROMAGNETIC SEMIMETALS
Portions of this study were previously published as [63] and reprinted with
permission (copyright 2018 by American Physical Society).
4.1 Motivation
Graphene has long been studied as a condensed matter testbed for the rela-
tivistic Dirac equation [2, 3]. The low energy excitation spectrum of graphene
is described by a linear dispersion relationship with corresponding Hamilto-
nian H(k) = h¯vF (kxσ1 + kyσ2), where σi=1,2,3 are the Pauli matrix and vF is
the Fermi velocity. Recent progress in topological semimetals has extended
the realization of Dirac fermions in a condensed matter system from two-
dimensional to three-dimensional solids [44]. A linear crossing of the band
inside the bulk has been predicted and discovered in materials with a broken
inversion symmetry (P) [54, 141, 142] or broken time-reversal symmetry (T )
[41, 43]. The low-energy excitation of such materials is described by Weyl
fermions, whose Hamiltonian is H(k) =
∑
i,j=x,y,z vijkiσj, where σi=x,y,z are
the Pauli matrices and vij is the Fermi velocity assuming det[vij] 6= 0. Weyl
fermions cannot be gapped out by perturbations as all the Pauli matrices are
used in their construction, and these band crossing points, Weyl nodes, are
characterized by the Chern number obtained from [72] sgn(det[vij]) = ±1.
Nevertheless, when two Weyl fermions with opposite Chern numbers are
brought together at the same point in momentum space, such four-fold de-
generacy is not protected and may be gapped out, annihilating the Weyl
nodes. However, a particular space group symmetry along with the P and T
symmetry may prohibit such annihilation and preserve the four-fold degen-
eracy, forming a 3D Dirac fermion [72, 143]. Although breaking any of the
above symmetries typically lifts the four-fold degeneracy [44], breaking both
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P and T but preserving the combination of PT along with an additional
space group symmetry may still protect the Dirac fermion [65]. An antifer-
romagnetic semimetal (AFS) may be an example where both P and T are
broken but PT is preserved with an extra non-symmorphic crystal symme-
try. Recent studies have shed light on AFS as a new class of materials that
may host symmetry protected Dirac fermions [65, 78, 144]. Interestingly, the
reorientation of the antiferromagnetic (AF) order may break the underlying
crystal symmetry and gap out Dirac fermions in the presence of spin-orbit
coupling. Then the system may undergo a (semi)metal-insulator transition
(MIT) resulting in a change in the magnetoresistance of the material [78].
Therefore, the electronic transport response of AFS may be modulated by
manipulating the spin orientation, thereby providing a potential novel plat-
form for spintronic devices and applications [78].
A straightforward method to control the magnetism is to couple the net
magnetic order of the material with the external magnetic field. However,
the lack of net magnetization in antiferromagnets makes it challenging to find
a suitable knob to control antiferromagnetic order. In this regard, spin-orbit
coupling provides a promising path to control the spin degree of freedom via
charge current flow. Such spin transfer torque is referred to as spin-orbit
torque (SOT) [145, 146] and induces non-equilibrium spin polarization even
in the absence of a net magnetization. Recently, it has been theoretically pro-
posed [78, 147] and experimentally demonstrated [148] that current-induced
SOT provides a novel way to manipulate AF order. Although SOT similarly
provides a mean to manipulate AF order of the AFS, it is unclear whether a
sufficient SOT is induced when AFS is initially in a gapped phase due to the
lack of the current flow. In addition, biaxial anisotropy energy is required
to stabilize two distinct spin configurations which correspond to the metal-
lic and insulating phase of the AFS. To tackle this challenge, we propose
an alternative route to induce MIT by utilizing a gate controlled AF order.
The mechanism we propose exploits the fact that the gapless and gapped
phase of the AFS exhibit different total energy depending on the location of
the chemical potential; therefore, we may manipulate a preferred phase and
its corresponding AF order by gating the material. Such voltage-induced
magnetic order control has been proposed in a ferromagnetic material prox-
imity coupled to the graphene [149] and topological insulator surface states
[150, 151].
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4.2 Symmetry protected Dirac semimetals in
antiferromagnetic materials
Orthorhombic CuMnAs and CuMnP have been investigated as candidate an-
tiferromagnetic materials that may host 3D Dirac fermions near the Fermi
level [65]. The eigenvalue spectrum indeed shows multiple Dirac fermions
along the edge of the Brillouin zone (BZ). While the Dirac fermions are
gapped in the presence of spin-orbit coupling, the Dirac points located at
the specific BZ edge are protected. Understanding the physics of such pro-
tected Dirac fermions is a crucial step toward realizing MIT in AFS. As we
previously outlined the theoretical background in Section 1.3.2, we now begin
our discussion by considering a model Hamiltonian.
4.2.1 Tight-binding model in real-space
To gain insight into the low-energy Hamiltonian description, we now con-
struct an effective tight-binding model for AFS system. The model we con-
sider here has a tetragonal primitive structure whose lattice vector in 3D is
defined as [64, 78] a1 = (100), a2 = (010), and a3 = (001). Figure 4.1(a)
shows the lattice structure which has two sublattice atoms labeled as A and
B, forming a bipartite square lattice in xˆ− yˆ plane. In addition, Fig. 4.1(a)
shows that the A and B atoms are buckled in opposite zˆ directions with a
constant displacement ± c
2
zˆ (0 < c < 1). The AF order exists by enforcing
the opposite spin orientation for A and B sublattices. Such alternating spin
order in bipartite lattice forms a Ne´el order and is aligned with a unit vector
defined as the Ne´el vector nˆ. In this lattice structure, T is broken by the
magnetic order and P is broken due to the bipartite square lattice with a
staggered spin order. However, the lattice preserves PT with an inversion
center indicated as a red dot in Fig. 4.1(a). Consequently, all bands have
two-fold degeneracy in the entire Brillouin zone. In addition, the lattice
has additional non-symmorphic symmetry that consists of a mirror reflec-
tion symmetry followed by a half-lattice vector translation. Figure 4.1(b)
shows the corresponding non-symmorphic symmetries Gx = {Mx|1200} and
Gy = {My|0120} with their mirror plane indicated with a dashed line.
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Figure 4.1: A schematic of an antiferromagnetic semimetal lattice
model. (a) A lattice structure consists of two sublattice atoms. Two sub-
lattice atoms are indicated as A and B having an opposite spin configuration
along the Ne´el vector nˆ (AF order) enforced by the exchange coupling. (b)
The lattice structure has non-symmorphic symmetry Gx for nˆ||[100] and Gy
for nˆ||[010]. (c) The tight-binding model intra-layer and inter-layer hopping
parameters. (d) The intra-layer momentum dependent spin-orbit coupling
parameter, λ. (e) The inter-layer momentum dependent spin-orbit coupling
parameter, λz. Adapted from [63].
The tight-binding Hamiltonian is [64]
H =
∑
〈ij〉
tijc
†
icj +
∑
〈〈ij〉〉,〈l〉
c†i iλij(dˆil × dˆlj) · σcj
+ ∆
∑
i
ξic
†
iσ · nˆ,
(4.1)
where ci = (ci↑, ci↓)T is the electron annihilation operator at site i located
at ri, 〈ij〉 indicates the hopping range from nearest-neighbor to next-nearest
neighbor sites with a corresponding hopping parameter tij. Figure 4.1(c)
shows the intra-plane (txy) and inter-plane (tz) nearest-neighbor hopping be-
tween A and B sublattices. Figure 4.1(c) also shows the intra-plane (t′xy) and
inter-plane (t′z) next nearest-neighbor hopping between the same sublattices.
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The second term in Eq. (4.1) is the next-nearest neighbor, or Kane-Mele k-
dependent spin-orbit coupling (SOC) [152, 153]. In Eq. (4.1), σ = (σx, σy, σz)
are the Pauli matrices for spin degree of freedom, 〈〈ij〉〉 are the indices for
the next-nearest neighbor atoms, dˆil = (ri− rl)/|ri− rl| is a unit vector that
connects the target atoms at i (or j) with the intermediate atom at l, located
at the same distance from the site i and j. Figures 4.1(d) and (e) depict the
intra- and inter-layer SOC with SOC strength of λ and λz, respectively. The
last term in Eq. (4.1) is the staggered Zeeman term with ξi = −1 for the
sublattice A and ξi = 1 for the sublattice B. In particular, we assume a
checkerboard Ne´el order and that opposite directions of the spin at A and B
sites are aligned with the Ne´el vector nˆ.
4.2.2 Tight-binding model in momentum-space
We Fourier transform the Hamiltonian in Eq. (4.1) into momentum space to
obtain [64]
H(k) =[txyτ1 + tz(τ1 cos kz + τ2 sin kz)] cos
kx
2
cos
ky
2
+ t′xy(cos kx + cos ky) + t
′
z cos kz + ∆τ3σ · nˆ
+ (λ− λz cos kz)τ3(σ2 sin kx − σ1 sin ky),
(4.2)
where τi=1,2,3 and σi=1,2,3 are the Pauli matrices for sublattice and spin de-
gree of freedom, respectively. Following the parameters defined in Eq. (4.1),
txy and t
′
xy are the intra-layer nearest- and next-nearest-neighbor hopping
parameter, tz and t
′
z are the inter-layer nearest- and next-nearest-neighbor
hopping parameters, λ and λz are the intra- and inter-layer SOC strength,
respectively, and ∆ is the staggered Zeeman energy of the AF order. We
assume a layered structure, thus the hopping in the inter-layer direction is
weaker than in the intra-layer direction (txy ≥ tz, t′xy ≥ t′z, and λ ≥ λz).
When the Ne´el vector is aligned with xˆ direction (nˆ||[100]), the Dirac
points are protected by the gliding mirror reflection symmetry Gx. Given the
Ne´el vector configuration (nˆ||[100]), we now wish to examine the relation-
ship between SOC and the Zeeman energy to determine the existence and
the location of the protected Dirac points at kx = pi. To obtain a better
understanding of the phase diagram, we begin by examining the parameter
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range of the λ and ∆, which allows the existence of the protected Dirac points
in our model Hamiltonian. By setting kx = pi and nˆ||[100] in Eq. (4.2), the
two-fold degenerate energy spectrum is obtained as
E±(pi, ky, kz) =t′xy(cos ky − 1) + t′z cos kz
± (∆− (λ− λz cos kz) sin ky).
(4.3)
Equation (4.3) needs to satisfy ∆−(λ−λz cos kz) sin ky = 0 at the Dirac point,
as a four-fold degeneracy is expected. Equivalently, the Dirac points or Dirac
nodal line (DNL) may be found at momentum k = (pi, ky, kz) which satisfies
sin ky = ∆/(λ−λz cos kz). In case of |∆| < λ−λz, two ky1 and ky2 exist for a
given kz1, thus we find two DNLs in kx = pi plane. If λ−λz < |∆| < λ+λz, one
finds ky1 and ky2 within a specific range of kz1 that satisfies |∆| < λ−λz cos kz1
and, as a result, we find one DNL in kx = pi plane. Lastly, the spectrum is
fully gapped when |∆| > λ + λz. In summary, the conditions between the
SOC strength λ and the Zeeman energy ∆ are as follows:
|∆| < λ− λz → two DNLs
λ− λz < |∆| < λ+ λz → one DNL
|∆| > λ+ λz → fully gapped.
(4.4)
As we now know the conditions for finding the Dirac points, let us obtain
a low-energy effective model near the Dirac point to explicitly show that the
Dirac point is protected by the non-symmorphic symmetry Gx [64]. Assuming
that a Dirac point is located at k1 = (pi, ky1, kz1), the low-energy effective
model is [64]
H(k1 + q) = (vx1τ1 + vx2τ2 + vx3τ3σ2)qx + (vyqy + vzqz)τ3σ1, (4.5)
where q = (qx, qy, qz) is a small deviation from k1, and vx1, vx2, vx3, vy, vz
are obtained from Eq. (4.2) and details of the calculation are given in Ap-
pendix C. In Eq. (4.5), we clearly observe a linear dispersion near q = 0.
In the presence of PT = iτ1σ2K, the allowed Gamma matrices that satisfy
[PT ,Γ] = 0 are Γ = (τ1, τ2, τ3σ1, τ3σ2, τ3σ3) [64, 65]. Among the available
Gamma matrices, we may introduce τ3σ3 to gap out the spectrum of the
Hamiltonian in Eq. (4.5). However, such terms are forbidden by the gliding
mirror reflection symmetry Gx = iτ3σ1 and, therefore, the Dirac points are
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Figure 4.2: The spectrum of antiferromagnetic semimetal model
Hamiltonian. (a) The eigenvalue spectrum of the Hamiltonian in Eq. (4.2).
We use txy = t = 0.5 eV, tz = 0.5t, t
′
xy = 0.1t, t
′
z = 0.1t, λ = 0.5t, λz = 0.1t,
and ∆ = 0.3t. We plot the spectrum for three different Ne´el vector align-
ments nˆ||[100] (black solid line), nˆ||[110] (blue dashed line), and nˆ||[001]
(red dotted line). (b) The eigenvalue spectrum of the Hamiltonian with the
same parameter choices as in (a), but with different exchange coupling en-
ergy ∆. The black solid line has ∆ = 0.3t < λ − λz, which has two DNLs
at kx = pi plane as it is shown in right upper side inset. The blue dotted
line has λ − λz < ∆ = 0.3t < λ + λz, having one DNL at kx = pi plane. As
a result, the X −M line shows a gapped spectrum. The gray dashed line
has ∆ > λ + λz and the spectrum is fully gapped by the exchange energy
although the gliding symmetry Gx is preserved. Adapted from [63].
protected by the additional non-symmorphic symmetry Gx. Once the Ne´el
vector deviates from [100], Gx is broken and the low-energy effective model
develops a gap with a magnitude proportional to the staggered Zeeman en-
ergy ∆ following the details in Appendix C. To make a clear distinction
between gapless and gapped energy spectra, a large Zeeman energy ∆ is de-
sirable. However, we find in Eq. (4.4) that the Zeeman energy needs to be
smaller than the SOC strength to ensure the existence of the Dirac points.
Therefore, the antiferromagnetic semimetal requires a strong SOC to ensure
the Dirac points while a Zeeman energy comparable to the SOC strength is
desirable for a clear distinction between gapped and gapless phase.
We now confirm the above-mentioned analysis by numerically evaluating
the tight-binding Hamiltonian in Eq. (4.2). First of all, we examine the eigen-
value spectrum for different Ne´el vector configurations to observe symmetry
protected Dirac points and corresponding gapless phase. Figure 4.2(a) shows
the eigenvalue spectrum with the following set of parameters: txy = t = 0.5
eV, tz = 0.5t, t
′
xy = 0.1t, t
′
z = 0.1t, λ = 0.5t, λz = 0.1t, and ∆ = 0.3t. We
choose these parameters to ensure two DNLs in the system and that a clear
gap exists when non-symmorphic symmetry is broken. The eigenvalue spec-
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trum is plotted for the three different Ne´el vector configurations, which are
the nˆ||[100] (black solid line), nˆ||[110] (blue dashed line), and nˆ||[001] (red
dotted line). Among the three different configurations, the nˆ||[100] (black
solid line) configuration preserves Gx and the Dirac points are protected by
the non-symmorphic symmetry at kx = pi along X −M and R − L lines.
Similarly, the nˆ||[010] configuration also preserves Gy, and the Dirac points
are protected along ky = pi, but this is not shown here. Otherwise, the Dirac
points are gapped as shown in the nˆ||[110] and nˆ||[001] configurations in
Fig. 4.2(a). In addition, we vary the staggered Zeeman energy ∆ to exam-
ine the number of allowed DNLs according to the conditions in Eq. (4.4).
Figure 4.2(b) shows the eigenvalue spectrum with the same parameters used
in Fig. 4.2(a) with nˆ||[100], but different staggered Zeeman energy ∆. The
black solid line shows the system parameters with ∆ = 0.3t, which satisfies
the condition ∆ < λ − λz. As previously discussed in Eq. (4.4), two DNLs
exist for this parameter and, consequently, Fig. 4.2(c) shows two dispersive
DNLs in kˆy − kˆz plane at kx = pi, which both cross X −M and R− L lines.
The blue dotted line in Fig. 4.2(b) depicts the spectrum with ∆ = 0.5t, where
the parameters satisfy the condition λ−λz < ∆ < λ+λz and the system has
one DNL. Figure 4.2(d) clearly shows one DNL which crosses line R−L but
not line X −M . The gray dashed line in Fig. 4.2(b) has parameter ∆ = 1.0t
which satisfies ∆ > λ+ λz. Therefore, the spectrum is fully gapped and the
system has no Dirac points even though Gx is not broken.
4.3 Magnetic anisotropy energy in antiferromagnetic
semimetals
With an established model, we now wish to explore the effects of electro-
static gating on the resultant magnetization of the AFS. In the following
sections, we analyze the underlying physics of the voltage-driven Ne´el vector
manipulation.
4.3.1 Free energy analysis
Voltage induced magnetic order control has been proposed in a 3D topolog-
ical insulator-ferromagnetic insulator (TI-FI) hybrid system [150]. In TI-FI
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hybrid system, a finite magnitude of exchange energy is induced by the prox-
imity effect at the surface of the TI. In this case, the electronic structure of
the TI surface state may be affected by the induced magnetic order. When
the magnetic order in FI is perpendicular to the TI surface, the induced ex-
change energy causes an energy gap in TI surface states. In contrast, the
surface state is still gapless if the magnetic order of FI is parallel to the
TI surface [40]. In this case, the induced exchange coupling merely shifts
the Dirac point of the TI surface state in momentum space. The perpen-
dicular and parallel configuration of the magnetic order results in a gapped
and gapless electronic states, making a difference in the total energy of the
system.
Similarly, the electronic structure of AFS is gapless when the Ne´el vector
is parallel to the mirror reflection symmetry axis (e.g. nˆ||[100]), whereas the
spectrum is gapped when the Ne´el vector is tilted away from the symmetry
axis (e.g. nˆ||[001]). To determine the preferred configuration, we evaluate the
free energy of the system. In other words, we assume that the magnetic easy-
axis is aligned with the Ne´el vector orientation that minimizes the electron
free energy for a given AFS system [150]. The Helmholtz free energy, F , for
fermions is [154]
F (ϕ, θ, µ)
V
= − 1
β
1
(2pi)3
∑
i
∫
d3k ln
(
1 + eβ[µ−Ek,i(ϕ,θ)]
)
, (4.6)
where β = 1/kBT , T is temperature, kB is Boltzmann constant, Ek,i(ϕ, θ) is
the eigenvalue of the i-th band at k when the Ne´el vector is nˆ = (cosϕ cos θ,
sinϕ cos θ, sin θ) with in-plane (ϕ) and out-of-plane (θ) angle, µ is the chem-
ical potential, and V is the volume of the system (see Appendix D for the
derivation).
We are particularly interested in the free energy difference between vari-
ous Ne´el vector orientations and the corresponding AFS eigenvalue spectrum.
Figure 4.3(a) and (b) show the schematics of the spectrum for two different
Ne´el vector configurations: nˆ||[100] (or θ = 0 and ϕ = 0, gapless) and
nˆ||[001] (ϕ = pi
2
, gapped). In each of these figures, the filled circles indi-
cate the filled electronic states. When the chemical potential is located at
the Dirac point µD, as in Fig. 4.3(a), the gapped spectrum has lower total
energy and, according to Eq. (4.6), lower free energy. Therefore, nˆ||[001]
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Figure 4.3: Schematics of eigenvalue spectrum and corresponding
electron filling at a given chemical potential. (a) A schematic eigen-
value spectrum near the Dirac point. The left-hand side shows the gapless
phase whose Dirac point is protected by the Gx. The right-hand side shows
the gapped spectrum due to the broken gliding symmetry. The filled circle
describes the filled electronic states and the chemical potential is located at
the Dirac point µD. (b) The same plot as (a), but the chemical potential is
away from the Dirac point by δµ. The gapless phase has additional electron
filling indicated by patterned red circles, which provide additional negative
energy and lower the total free energy. Adapted from [63].
configuration is preferred. However, as the chemical potential moves away
from the Dirac point by δµ > 0, more electronic states are filled for gapless
spectrum, as shown in Fig. 4.3(b). The additional filling of these electronic
states lowers the free energy for gapless spectrum mitigating the initial free
energy difference. When the chemical potential is closer to the valence band
(δµ < 0), the overall increase in valence band electron energy compensates
the initial free energy difference between the two configurations. Although
gapped spectrum is preferred when the chemical potential is located at the
Dirac point, the energy difference that favors one phase may become less as
the chemical potential moves away from the Dirac point. A similar trend
has been found in ferromagnetic material proximity coupled to the graphene
[149] and TI surface states [150, 151].
4.3.2 Intrinsic anisotropy energy and the chemical potential
induced Ne´el vector switching
To examine the scenario described above, we define the intrinsic anisotropy
energy [150] of the system as
Ki(ϕ, θ, µ) =
F (ϕ, θ, µ)− F (0, 0, µ)
V
, (4.7)
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Figure 4.4: The anisotropy energy as a function of the chemical po-
tential. (a) The anisotropy energy Ki as a function of the chemical potential
µ. Ki measures the free energy difference between nˆ||[001] and nˆ||[100] con-
figuration. When the Ki value is negative, the system prefers nˆ||[001] config-
uration (gapped) whereas the preferred Ne´el vector configuration is nˆ||[100]
for the system with positive Ki. Ki is calculated for T = 2 K (black solid line)
and T = 300 K (red dotted line). The black dot shows the sampling point of
the anisotropy energy landscape shown in (b)-(e). (b) The anisotropy energy
landscape for ϕ ∈ [0, pi/2] and θ ∈ [0, pi/2] at µ ' −0.045 eV. (c) Similar plot
as (b) at µ ' 0.135 eV, (d) µ ' 0.225 eV, and (e) µ ' 0.45 eV. The blue
arrows indicate the global minimum points. Adapted from [63].
and numerically find nˆ which minimizes Ki(ϕ, θ, µ). We solve the free en-
ergy by using the tight-binding Hamiltonian in Eq. (4.2) with the parameters
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used in Fig. 4.2(a). We vary both in-plane (ϕ) and out-of-plane (θ) angle of
the Ne´el vector. The result shows no substantial change for different tem-
perature, T , unless T is comparable to the energy gap of the gapped phase
smearing out the energy difference between gapped and gapless phase. From
Fig. 4.2(a), we observe that nˆ||[001] shows the energy gap of Eg ' 0.2 eV,
whereas nˆ||[110] has Eg ' 0.12 eV. Therefore, the results are insensitive to
the range of temperature from T = 2 K to T = 300 K. We then obtain the
anisotropy energy by evaluating Eqs. (4.6) and (4.8). When the chemical po-
tential is located near the Dirac points (µ ' 0), the gapped spectrum shows
lower free energy. Thus, the system prefers the Ne´el vector configuration
nˆ||[001] that induces the largest gap in the spectrum. Figure 4.4(a) quanti-
tatively describes this trend where we plot the anisotropy energy Ki(0,
pi
2
, µ)
as a function of chemical potential. For simplicity in notation, we define
Ki(µ) ≡ Ki(0, pi
2
, µ), (4.8)
which measures the free energy difference between maximally gapped (nˆ||[001]
or ϕ = pi
2
) and gapless (nˆ||[100] or θ = 0 and ϕ = 0) phase, and we omit
(ϕ, θ) = (0, pi
2
) for notational simplicity unless otherwise mentioned. As we
move the chemical potential toward the conduction band from the Dirac
point, gapless spectrum may facilitate more filled states whereas gapped
spectrum has no additional occupations in zero temperature limit. The ad-
ditional filled states in the gapless spectrum further lower the free energy,
reducing the initial free energy difference Ki(µ). After the chemical poten-
tial crosses the energy gap, the sign of the anisotropy energy is reversed
and nˆ||[100] is preferred. To analyze the results in more detail, we sample
four different points from Fig. 4.4(a) and plot the free energy landscape for
ϕ ∈ [0, pi/2] and θ ∈ [0, pi/2] in Fig. 4.4(b)-(e). In the contour plot, larger
(smaller) value of Ki is indicated as light yellow (dark red) color. The xˆ− yˆ
axis represents the out-of-plane angle θ, whereas the radial angle represents
the in-plane angle ϕ. Figure 4.4(b) shows that the free energy minima occur
at θ = pi
2
. The anisotropy energy magnitude is decreased but still shows the
same minima in Fig. 4.4(c). Further increase in chemical potential eventually
changes the global minima from θ = pi/2 to θ = 0 as is shown in Fig. 4.4(d).
Note that the global minimum is still in gapped phase, but with a smaller
gap at ϕ = pi/4, or nˆ||[110]. Figure 4.4(e) shows that the global minimum
72
is eventually located along the xˆ (ϕ = 0) or yˆ (ϕ = pi/2) axis as we fur-
ther tune the chemical potential away from the Dirac point. In summary,
Fig. 4.4(b)-(e) shows a gradual change of the preferred Ne´el vector configura-
tion from nˆ that gives us a maximally gapped spectrum to gapless spectrum
via manipulation of the chemical potential.
4.3.3 Intrinsic anisotropy energy dependency on the model
Hamiltonian parameters
In Section 4.3.2, we examine the intrinsic anisotropy energy as a function of
the chemical potential, and observe the voltage induced Ne´el vector switch-
ing. However, it is unclear how the specific magnitude of Ki and the decreas-
ing rate of its magnitude change are determined. In this regard, we linearize
Eq. (4.6) and perform a closer analysis on the free energy to analyze para-
metric dependencies of Ki. The free energy in Eq. (4.6) is rewritten using
F/V ∝∑i ∫ d3kfk,i where
fk,i = − 1
β
ln
(
1 + eβ(µ−Ek,i)
)
. (4.9)
Equation (4.9) shows the individual eigenstate contribution to the free energy,
which may be linearized in zero-temperature limit T → 0, or β →∞. Specif-
ically, we consider the three different energy ranges shown in Fig. 4.5(a). The
linearized fi,k for each of the three energy ranges are derived in Appendix D.2
in the zero-temperature limit, and we summarize the results as follows:
fk,i '

0 if µ < Ek,i,
−(µ− Ek,i)/2 if µ ∼ Ek,i,
−(µ− Ek,i) if µ > Ek,i.
(4.10)
To proceed, we consider eigenstates of the 3D Dirac fermions by using mas-
sive, isotropic Dirac Hamiltonian. The eigenstates of this Hamiltonian are
Ek,1 = −
√
(vFk)2 +m2 for the valence band and Ek,2 =
√
(vFk)2 +m2 for
the conduction band, where we set h¯ = 1, m is the mass term, and vF is
the isotropic Fermi velocity. To simplify our analysis, we ignore the two-fold
degeneracy of the Dirac Hamiltonian, but the following analysis is physically
valid, as degeneracy plays no role but simply adds a factor of two to the total
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Figure 4.5: Schematics of the low-energy spectrum of antiferromag-
netic semimetal. (a) The three regions of interest for linearizing the free
energy in Eq. (4.9). Assuming the zero-temperature limit, we divide the re-
gion when the energy of interest is in (i) β(µ−E) −1, (ii) β|µ−E|  1,
and (iii) β(µ−E) 1. (b) Schematic of the low-energy Dirac fermion with
an isotropic Fermi velocity. The Dirac point is located at E = 0. The solid
line shows the gapless, linear dispersion of the massless Dirac fermion. The
dashed line depicts the gapped spectrum of the massive Dirac fermion with a
mass term m. The shaded region indicates the region where β|µ−E|  1 is
satisfied and the corresponding momentum range is kF−δkF < k < kF +δkF .
Adapted from [63].
free energy. We restrict the location of the chemical potential within the gap
of the gapped phase, as it gives a simple yet useful solution to examine the
free energy change as a function of the chemical potential deviation from the
Dirac point.
We first compute the free energy of the gapless phase (m = 0) for µ ≥ 0
by solving Eq. (4.6) in conjunction with Eq. (4.10). Figure 4.5(b) depicts a
particular momentum cut of the massless (solid line) and massive (dashed
line) Dirac fermion dispersions. The shaded region in Fig. 4.5(b) shows a
range of energy that is close to the chemical potential and satisfies fi,k '
−(µ− Ei,k)/2 in Eq. (4.10). Then, we obtain the free energy by integrating
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over the relevant energy range as
F (m = 0)
V
∝−
∫ kc
0
k2dk(µ+ vFk)
−
∫ kF−δkF
0
k2dk(µ− vFk)
−
∫ kF+δkF
kF−δkF
k2dk
µ− vFk
2
,
(4.11)
where we assume that the low-energy Dirac Hamiltonian is a valid description
for k ≤ kc with an arbitrary cut-off wavevector kc, and δk is an infinitesimally
small deviation from the Fermi wavevector kF = µ/vF . In Eq. (4.11), the
first term accounts for the filled states in the valence band, the second term
considers the filled states in the conduction band, and the last term includes
the states near the Fermi level, where δkF is determined by the temperature.
In the zero-temperature limit, δkF → 0 and Eq. (4.11) becomes
F (m = 0)
V
∝ −
(
µ
3
+
vFkc
4
)
k3c −
1
12
µ4
v3F
. (4.12)
We now consider the free energy of the gapped phase with a mass term m
for 0 ≤ µ < m. The free energy is
F (m)
V
∝ −
∫ kc
0
k2dk(µ+
√
(vFk)2 +m2), (4.13)
as we only need to consider the filled states in the valence band. Here, we
assume that our cut-off wavevector is sufficiently large to satisfy vFkc 
m. In this case, x = vFkc/m  1 and we use the limit of the integration∫ x
0
dx′x′2
√
x′2 + 1 ' x4/4 + x2/4 for x → ∞ to evaluate Eq. (4.13). As a
result, we obtain
F (m)
V
∝ −
(
µ
3
+
vFkc
4
)
k3c −
m2
4vF
k2c . (4.14)
Finally, we obtain the zero-temperature limit intrinsic anisotropy energy by
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using the definition in Eq. (4.8) as follows:
Ki(µ) =
F (m)− F (m = 0)
V
∝− 1
4v3F
(
m2(vFkc)
2 − µ
4
3
)
.
(4.15)
Following the procedures outlined in Eqs. (4.11)-(4.15), we obtain identical
results for −m < µ ≤ 0. Therefore, Eq. (4.15) is valid for −m < µ < m in
the zero-temperature limit. Equation (4.15) shows that the magnitude of the
intrinsic anisotropy is proportional to m2 and inversely proportional to vF
at µ = 0. In other words, a large m and small vF are desirable to maximize
the intrinsic anisotropy energy. For an increasing µ, small mvF is favorable
to have a rapid decrease in the magnitude of the Ki. This may result in a
sign change of the Ki and induce a switching of the preferred Ne´el vector
orientation. For this reason, a large gap, m, and a small Fermi velocity, vF ,
are desirable to realize the voltage-driven Ne´el vector switching.
We now wish to analyze how the low-energy Dirac fermion parameters,
m and vF , are expressed in terms of the parameters in our model Hamil-
tonian. To this end, we first consider the low-energy Hamiltonian near the
Dirac point. In Section 4.2.2, we find that the energy gap of the low-energy
Hamiltonian is proportional to the staggered Zeeman energy ∆. Therefore,
the mass term of the Dirac fermion is proportional to the Zeeman energy,
or m ∝ ∆. According to Eq. (4.15), the intrinsic anisotropy energy satisfies
Ki(0) ∝ −m2 and, as a result,
Ki(0) ∝ −∆2, (4.16)
for a fixed Fermi velocity vF . To numerically show such dependency, we
obtain Ki(0) by evaluating Eq. (4.8) using the same parameters in Fig. 4.2(a),
but we set the second-nearest neighbor hopping to zero, or t′xy = t
′
z = 0, in
order to locate the Dirac points at E = 0. To evaluate the anisotropy energy
in zero-temperature limit, we set the temperature T = 2 K. Figure 4.6(a)
shows Ki(0) as a function of ∆ from 300 meV to 5 meV, and the dashed
line is a quadratic fitting of the numerical results showing that the intrinsic
anisotropy energy satisfies Eq. (4.16). As a result, we may increase the
intrinsic anisotropy energy, Ki, by introducing a large Zeeman energy. This
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Figure 4.6: Comparison of analytical and numerical estimation of
the anisotropy energy. (a) The intrinsic anisotropy energy, Ki, at µ = 0
as a function of the Zeeman energy ∆. The dotted line shows a quadratic
fitting showing a good agreement with Eq. (4.16). (b) Ki at µ = 0 as a
function of the SOC strength λ. The dotted line shows a quadratic fitting
and dashed line shows a fitting curve with 1/λ. The two distinct limits show
the dependence of Ki on λ as is discussed in Eq. (4.18). (c) Ki as a function of
the chemical potential, µ, for various λ. The green line represents a small vF
limit, or small λ limit whose size is comparable to ∆. The red line represents
a large vF limit, or large λ limit. Adapted from [63].
is due to the fact that Ki is proportional to the difference between the total
energy of the gapped and gapless spectrum, which is determined by the size
of the gap.
For a fixed Zeeman energy, Eq. (4.15) shows that Ki(0) is inversely pro-
portional to the Fermi velocity vF . Thus we wish to identify a relevant
parameter within our model Hamiltonian that corresponds to vF . To this
end, we examine the low-energy spectrum of Eq. (4.5),
E(k1 + q) = ±
√
v2xq
2
x + (vyqy + vzqz)
2, (4.17)
where v2x =
√
v2x1 + v
2
x2 + v
2
x3, and vx1, vx2, vx3, vy, vz are given in Eq. (C.2).
Assuming that spin-orbit strength of the layered structure is dominantly
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determined by the in-plane spin-orbit coupling strength λ, we further simplify
Eq. (4.17) by ignoring λz, or setting λz = 0. Equation (4.17) is then simplified
as E(k1 +q) = ±
√
v2xqx + v
2
yq
2
y , where v
2
x = v
2
x12 +λ
2 with v2x12 = v
2
x1 + v
2
x2 =
1+cos ky0
8
(t2xy + t
2
z +2txytz cos kz0), vy = −λ cos ky0, and sin ky0 = ∆/λ. In large
SOC limit, or λ  {∆, txy, tz}, v2x = v2y ' λ2 and the low-energy spectrum
follows E ' ±λ√q2x + q2y with the Fermi velocity vF ' λ. Note that the Dirac
points exist when λ ≥ ∆ according to Eq. (4.4). Therefore, the smallest λ
we may consider is λ ∼ ∆. In this limit, cos ky0 =
√
1− (∆/λ)2 ' 0 and
vy = −λ cos ky0 ' 0. Then the low-energy spectrum becomes E ' vxqx
with the Fermi velocity vF = vx =
√
v2x12 + λ
2. By considering the above
mentioned relationship between vF and λ, we show the Ki(0) dependency on
λ for two different limits as follows:
Ki(0) ∝ − 1
vF
'
− 1vx ' − 1vx12 + 12v3x12λ2 if λ ∼ ∆ and λ vx12,− 1
λ
if λ {vx12,∆},
(4.18)
for a fixed Zeeman energy ∆, and λz = 0. We numerically verify Eq. (4.18)
by evaluating the intrinsic anisotropy energy of the model Hamiltonian using
Eq. (4.8). We use the same parameters as used in Fig. 4.2(a) but here set
λz = 0 following the assumption made in Eq. (4.18), and set t
′
xy = t
′
z = 0 to
locate all the Dirac points at E = 0. Figure 4.6(b) shows Ki(0) as a function
of λ from 0.25 eV to 0.8 eV. Note that vx12 ' 0.375 eV is the maximum
value of vx12, thus we expect to see Ki(0) ∝ λ2 near 0.25 eV (dotted line)
and Ki(0) ∝ −1/λ near 0.8 eV (dashed line). Consequently, the overall trend
shows that Ki(0) is a decreasing function for increasing λ, and this is due to
the fact that λ sets the Fermi velocity in our model. The linear dispersion
of the low-energy Dirac fermions possesses a steeper slope for larger vF and,
therefore, there are few available states for a given range of energy. The
reduced number of filled states results in a smaller free energy difference
between gapped and gapless phase, or smaller Ki(0).
The above scenario is directly related to the behavior of Ki as a function of
the chemical potential change. As we increase the chemical potential from the
Dirac point, more states are filled for the gapless phase lowering the total free
energy while the number of filled states remains the same for gapped phase.
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If we increase vF , the slope of the linear dispersion becomes steeper and the
density of states becomes smaller. Then fewer states are included upon an
increase of the chemical potential and, as a result, a change in the total free
energy for gapless phase becomes smaller. This trend is not desirable as we
wish to observe a rapid decrease in the total free energy of the gapless phase
as we increase µ in order to realize a switching of the preferred spectrum
from gapped to gapless. In this regard, small Fermi velocity is preferred and,
equivalently, small SOC strength, λ, is desirable. Note that λ still needs to
be larger than ∆ in order to ensure the existence of the symmetry protected
Dirac points according to Eq. (4.4), therefore, the smallest possible SOC
strength is λ ∼ ∆. Figure 4.6(c) shows the calculated Ki(µ) as a function
of µ using the same parameters in Fig. 4.6(b). Ki shows a clear sign change
at µ ' 0.17 eV for λ = 0.25 eV, which corresponds to a small vF limit. In
contrast, we no longer observe a sign change in Ki(µ) for λ = 0.8 eV within
a given range of µ, which corresponds to the large vF limit.
4.3.4 Intrinsic anisotropy energy in orthorhombic CuMnAs
In our model, we considered the low-energy Hamiltonian which only captures
the eigenvalues near the Fermi level. In addition, our model only contains
symmetry protected Dirac fermions whose gapped and gapless phase are
governed by the Ne´el vector orientation. However, in a realistic material,
multiple bands are available, and the system may have accidental crossings
of the bands, which are not protected, thus possessing an arbitrary gap size.
To address this, we examine the intrinsic anisotropy energy of a realistic
material using density functional theory (DFT).
We consider orthorhombic CuMnAs, which is known to be an AFS posess-
ing Dirac fermions located near the Fermi level [65, 78]. We relax all atomic
positions and the unit cell using a Γ-centered 8 × 16 × 8 k-point grid. The
resulting relaxed lattice parameters are a = 6.439 A˚, b = 3.800 A˚, and
c = 7.292 A˚. In this system, the Dirac points are protected by the non-
symmorphic two-fold screw symmetry along the z-axis, S2z, at kx = pi/a
plane. Before the calculation takes account for SOC, the spectrum possesses
Dirac nodal lines on the ky = 0 plane [65] whose high-symmetry points are
indicated in Fig. 4.7(a). When SOC is included, the spectrum is gapped out
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Figure 4.7: Density functional theory calculation results of the
anisotropy energy for orthorhombic CuMnAs. (a) The Brillouin zone
of orthorhombic CuMnAs at ky = 0. (b) The eigenvalue spectrum obtained
from DFT calculation near the protected Dirac point. The dark red plot
represents the spectrum obtained from nˆ||[001] configuration, which clearly
shows the Dirac point at kx = pi/a. The grey plot shows the gapped spec-
trum in nˆ||[100] configuration. (c) A plot of the intrinsic anisotropy energy,
Ki, calculated by using DFT results. The Ki is calculated using Eq. (4.7)
using dk3 = (2pi)2/(abc) where the lattice constants in x, y, z are a = 6.439
A˚, b = 3.800 A˚, c = 7.292 A˚, respectively. Adapted from [63].
and massive Dirac fermions are found along the Γ−X, X − U , and Z −X
lines [65, 78]. When the Ne´el vector is aligned with [001], the S2z symmetry
is respected and the protected Dirac point is found in the X − U line.
We first focus on the Dirac point located at the X − U line by using
30 × 30 uniform grid for limited range of k-space of 0.45(2pi/a) ≤ kx ≤
0.5(2pi/a) and 0.45(2pi/c) ≤ kz ≤ 0.5(2pi/c) at ky = 0. We self-consistently
obtain charge density of orthorhombic CuMnAs using 22×44×22 uniformly
sampled k grid and perform DFT calculation on 30×30 uniform grid to obtain
detailed eigenvalue spectrum near the Dirac cone. DFT calculations with
the projector-augmented wave (PAW) method for orthorhombic CuMnAs
are implemented by Vienna ab initio simulation package (VASP) [155]. A
plane-wave kinetic cutoff is selected as 600 eV to obtain a convergence of
the results. The generalized-gradient approximation by Perdew, Burke and
Ernzerhof (PBE) [156] is used to describe exchange and correlation. The
obtained eigenvalues capture the realistic description on the Dirac fermions
near the Fermi energy. The red (dark) surface plot in Fig. 4.7(b) clearly shows
the protected Dirac point at ky = 0 for n||[001]. In the presence of SOC, S2z
is broken for other Ne´el vector configurations. Among other possible Ne´el
vector configurations, previous calculation [78] shows that n||[100] is the
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ground state of the system. For this particular Ne´el vector configuration, the
spectrum is fully gapped having an energy gap of Eg ' 26.5 meV along X−U
line as shown in the gray surface plot in Fig. 4.7(b). We then compute the
intrinsic anisotropy energy, Ki,DFT , by using the eigenvalues obtained from
DFT results for a given 30× 30 kx − kz grid. Specifically, we calculate
Ki,DFT (µ) =
Fn||[100](µ)− Fn||[001](µ)
V
, (4.19)
where Fn||[001](µ) and Fn||[100](µ) are the free energy obtained by Eq. (4.6)
for n||[001] and n||[100] configuration, respectively. We set T = 2 K when
we compute the Ki,DFT and we assume an identical initial Fermi level for
both Ne´el vector configurations. Fig. 4.7(c) shows the calculated intrinsic
anisotropy energy, and the gapped phase is initially preferred (nˆ||[100]) at
µ = 0 eV. Ki,DFT shows a clear decrease in its magnitude as the chemical po-
tential deviates from the Dirac point. In fact, the energy difference between
gapped and gapless phase is maintained in wider range of k-space away from
our 30× 30 kx − kz grid near the Dirac point, thus the magnitude of Ki,DFT
is expected to be larger than our results. In other words, we effectively limit
our cut-off momentum, kc, in Eq. (4.15) and, consequently, underestimate
Ki,DFT . In addition, we may find larger Ki,DFT by considering a material
having a larger energy gap for the gapped phase, as we discussed in Sec-
tion 4.3.3. Nevertheless, we observe a clear decrease in the anisotropy energy
for an increasing chemical potential deviation from the Dirac point, and the
overall behavior of the Ki,DFT is consistent with that of our tight-binding
model in Section 4.3.2.
To determine the preferred Ne´el vector configuration of CuMnAs, we may
now perform DFT calculation for the entire Brillouin-zone and obtain con-
verged total energy. The result shows the total energy difference of Etot,nˆ||[100]−
Etot,nˆ||[001] ' −0.38 meV per unit cell; thereby, we obtain the gapped spec-
trum as a ground state spectrum of the material. The result agrees with
the previous DFT results [78] as well as the recent transport measurements
where the massive Dirac fermions have been identified in orthorhombic CuM-
nAs [157, 158]. However, it is uncertain at this point whether our argument
in Section 4.3.1 plays a major role in determining the ground state config-
uration of the Ne´el vector, as the realistic band structure is complicated.
For example, the system may possess accidental linear crossings of the bands
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which are not protected by any underlying symmetries. In such cases, those
particular Dirac fermions acquire a gap for an arbitrary Ne´el vector orienta-
tion but their size may not be correlated with the Ne´el vector. It has been
shown that multiple Dirac cones exist along the Γ−X, X − U , and Z −X
lines in orthorhombic CuMnAs[65, 78]. Among them, no non-symmorphic
symmetry protects the Dirac points in Γ − X and Z − X lines. Therefore,
in the presence of SOC, the Dirac cone acquires a mass term for both the
nˆ||[100] and nˆ||[001] configurations [65]. However, the Dirac cones along the
Γ−X and Z−X lines show [78] larger energy gap for nˆ||[001] than nˆ||[100],
whereas the Dirac cone in X − U line possesses larger size energy gap for
nˆ||[100] than nˆ||[001]. Due to this opposite trend in energy gap for Ne´el vec-
tor configurations, we may expect a different contribution from each Dirac
cone to anisotropy energy. As a result, Ki,DFT may show different qualitative
behavior from Fig. 4.7(c) once the whole BZ is properly considered. There-
fore, more comprehensive calculation needs to be done with carefully chosen k
grid which samples enough points to identify each of the Dirac cones in order
to estimate a quantitative behavior of Ki,DFT (µ) for the realistic material.
4.4 Two-terminal conductance measurement
While it is evident that manipulating the chemical potential changes the
orientation of the Ne´el vector, thereby driving a topological MIT, the exper-
imental signature of the transition is not yet clear. In light of this, we now
explain the signature observed in a two-terminal quantum transport measure-
ment within an AFS. Figure 4.8(a) shows the schematics of the AFS which
is indirectly coupled to a top-gate to control the chemical potential, and
directly connected to the metallic contacts to measure a current across the
AFS. However, the conductance alone may not be sufficient to identify the
phase of the material. Assuming that the bulk chemical potential is initially
at the Dirac point, we may go across the phase transition from insulating
to metallic phase as we manipulate the gate voltage. Considering that the
phase change occurs near the band edge of the insulating phase, it is unclear
whether the increase in conductance is due to the phase transition to the
metallic phase or an inclusion of the conduction band edge of the insulating
phase. For this reason, we introduce an additional anisotropy energy in the
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AFS system via exchange coupling with a ferromagnetic insulator (FI). Such
induced anisotropy, often referred to as the exchange spring effect, has been
investigated for the antiferromagnetic system coupled to the ferromagnetic
material [65, 159]. The exchange spring effect allows the external magnetic
field to reorient the axis of the induced anisotropy energy, which serves as an
additional knob to modify the critical chemical potential at which the phase
transition occurs. Note that the coupling of FI may introduce a PT sym-
metry breaking term at the interface of the AFS-FI system. Although the
(semi)metal-insulator transition may still occur in the presence of PT sym-
metry breaking terms, the detailed changes in spectrum may be worthwhile
to examine as we may have Weyl fermions instead of Dirac fermions in the
AFS system [144]. However, as our goal is to examine the role of additional
anisotropy energy introduced by FI, we ignore any PT symmetry breaking
term in our analysis.
Figure 4.8(b) shows the anisotropy energy near µ = 0.045 eV and at
µ = 0.45 eV with the same parameter choices as in Fig. 4.4(a). The uni-
axial anisotropy energy is often fitted by sin2 θ, which is the lowest order
approximation in the angle θ between the magnetic order and magnetic easy
axis[160]. In Fig. 4.8(b), the symbols show the numerical calculation and
solid lines show an analytical fit using sin2 θ, which shows good agreement
with numerical results. Using the analytical fit, the intrinsic anisotropy en-
ergy is written as
Ki(ϕ, θ, µ) = −Keff (µ) sin2 θ, (4.20)
where Keff (µ) = −Ki(0, pi2 , µ) is plotted in Fig. 4.4(a). As we observe in
Fig. 4.4(b)-(e), the anisotropy energy is uniformly distributed over the in-
plane angle direction. Although we observe ϕ dependency of the anisotropy
energy near the critical µ, the difference is much smaller than the difference
between in-plane and out-of-plane configurations. Therefore, we ignore the
ϕ dependency of the Ki in Eq. (4.20) for simplicity. In the absence of any
other additional anisotropy energy, the easy axis is in the zˆ direction when the
chemical potential is initially set to µ = 0. However, the Keff (µ) decreases
in magnitude, as shown in Fig. 4.4(a), until Keff (µc) = 0 at the critical
chemical potential µc. When the chemical potential is further increased, the
intrinsic anisotropy energy flips its sign and easy-axis becomes the in-plane
direction (e.g. [100] direction).
83
(a)
[001]
[100]
[010]
nz
ny
WBL 
contact
FI
Σ𝐿𝐿 Σ𝑅𝑅
gate
�𝒎𝒎
�𝒎𝒎
H
�𝒎𝒎
H
(c)
(d)
(b)
𝜃𝜃/𝜋𝜋
K i(arb.
)
𝜇𝜇 ≃ 0 eV
𝜇𝜇 = 0.45 eV
= (100)
= (001)
Figure 4.8: Schematics of the two-terminal current measurement
setup. (a) Schematic of the thin slab resistance measurement setup. The
AFS material (middle, light gray) is indirectly coupled to the gate, which
controls the chemical potential. The contact is directly coupled to the left-
and right-hand sides of the AFS and we use wide band limit (WBL) approxi-
mation for the metallic contact self-energy. The ferromagnetic insulator (FI)
is coupled to the bottom of the AFS and we assume an interface exchange
coupling. The net magnetization of the FI is aligned in in-plane direction.
(b) The inset shows the anisotropy energy as a function of θ for fixed ϕ = 0
when the chemical potential is located at (a) and (e) in Fig. 4.4(a). The
dashed line shows the fit using sin2 θ. (c-d) Schematics of AFS (light gray)
proximity coupled with FI (dark gray). The net magnetization of FI may be
changed by applying external field H. Adapted from [63].
Although the critical chemical potential µc is determined by the intrinsic
band structure of the material, we may alter µc by introducing an additional
anisotropy energy. In this regard, we now consider the interface exchange
coupling energy from the presence of a FI. We assume that the AFS system
is exchange coupled to a FI whose net magnetization direction is defined as
mˆ. To depict the impact of the exchange coupling on µc, we examine two
orientations of mˆ: out-of-plane direction mˆ = (001) and in-plane direction
mˆ = (100) as shown in Fig. 4.8 (c) and (d), respectively. Each configuration
may be realized by applying external magnetic field, denoted asH in Fig. 4.8
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(c) and (d), along the in-plane and out-of-plane directions. The exchange
coupling introduces an additional anisotropy energy [159]
Kex(mˆ, nˆ) = −Jexmˆ · nˆ, (4.21)
where Jex is the interface exchange coupling energy. When mˆ = (001), the
easy axis of the exchange coupling anisotropy energy coincides with that of
the intrinsic anisotropy. Then, the total anisotropy energy becomes
Kmˆ=zˆtot (θ, µ) =Ki(θ, µ) +Kex(zˆ, nˆ)
=−Keff (µ) sin2 θ − Jex sin θ.
(4.22)
As a result, the additional exchange energy simply adds to the intrinsic
anisotropy energy and the Ne´el vector is strongly pinned to the [001] di-
rection. This results in an increase of µc and the AFS system remains in the
gapped phase for larger range of µ. When mˆ = (100), the total energy is
Kmˆ=xˆtot (ϕex, θ, µ) =Ki(θ, µ) +Kex(xˆ, nˆ)
=−Keff (µ) sin2 θ − Jex cos θ cosϕex,
(4.23)
where ϕex is the in-plane angle between mˆ and nˆ. The global minimum of
the anisotropy energy in Eq. (4.23) occurs at
(ϕex, θ) =
(0, cos−1[Jex/2Keff ]), if 2Keff > Jex(0, 0), if 2Keff ≤ Jex, (4.24)
whose derivation is in Appendix E. Equation (4.24) describes the manner in
which the Ne´el vector is oriented with respect to the mˆ for different exchange
coupling energies, Jex. When the exchange coupling energy is comparable to
or smaller than the intrinsic anisotropy energy satisfying Jex < 2Keff , the
overall anisotropy energy is modified by the exchange coupling and gradu-
ally shifts the easy axis toward in-plane direction. Consequently, the Ne´el
vector is tilted toward mˆ having an out-of-plane angle θ = cos−1 Jex
2Keff
for
Jex < 2Keff . When the exchange coupling energy is larger than 2Keff , nˆ is
completely aligned with mˆ.
In our system, we assume a fixed exchange coupling energy Jex < 2Keff (0)
with mˆ = (100). Then the Ne´el vector is initially tilted away from [001] and
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the energy spectrum is gapped. As we raise the chemical potential, the mag-
nitude of Keff (µ) decreases and nˆ is tilted further toward mˆ reducing the size
of the gap. When the chemical potential reaches the critical chemical poten-
tial µ′c satisfying Keff (µ
′
c) = Jex/2, nˆ is aligned with [100] having the gapless
spectrum. Note that such reorientation of mˆ occurs when Keff (µc) = 0 in
the absence of the exchange coupling and |µ′c| < |µc| as Keff is a monotonic
decreasing function, as shown in Fig. 4.4(a). Therefore, the topological MIT
occurs at a smaller chemical potential deviation from the Dirac point when
compared to the intrinsic AFS system. In contrast, when mˆ = (001), the
spectrum remains gapped at µc. Therefore, by comparing the energy spectra
of the two distinct mˆ configurations, we may observe a clear difference in
the transport signature.
To examine the transport signature of the AFS-FI system, we construct a
real-space based tight-binding model. Figure 4.8(a) shows a schematic of the
system. We use the real-space based tight-binding model in Eq. (4.1) and
the parameters used in Fig. 4.2(a). We set T = 77 K in order to generate a
smooth current plot, yet clearly resolve the gap in the transport results. We
assume a thin slab geometry assuming that the proximity exchange coupling
at the bottom surface plays a significant role throughout all layers. The
simulation geometry consists of ny = 20 sites in transport direction and nz =
5 sites for thickness direction leaving xˆ direction in momentum space. The
conductance is calculated using non-equilibrium Green function [139]. The
metallic contact is connected to the left- and right-hand sides of the device
region and we use the wide-band limit (WBL) approximation [139] for the
contact self-energy. The interface exchange coupling is not explicitly included
in our Hamiltonian. Instead, we compute the free energy of our real-space
Hamiltonian from Eqs. (4.6) and (4.8) and compute Keff (µ) = −Ki(0, pi2 , µ)
as a function of µ. For a given µ, we assume that FI magnetization mˆ is
aligned along the xˆ-axis with a given exchange coupling energy Jex. Then
we determine the orientation of nˆ from Eq. (4.24).
Figure 4.9(a) shows the out-of-plane angle θ for nˆ as a function of µ for
different values of Jex. The black solid line shows θ for mˆ||[001]. In this
case, the exchange energy anisotropy is aligned with the intrinsic anisotropy
energy at µ = 0 and nˆ stays pinned to the [001] direction. For the mˆ||[100]
case, however, Fig. 4.9(a) shows an evolution of nˆ as a function of µ. Unlike
the intrinsic AFS system where nˆ is aligned with zˆ at µ = 0, nˆ is tilted away
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Figure 4.9: The simulation results of two-terminal current measure-
ment on antiferromagnetic semimetal. (a) The Ne´el vector orientation
which minimizes the anisotropy energy in Eq. (4.23). The black solid line
represents the AFS-FI system with mˆ||zˆ. The red triangle symbol and the
magenta circular symbol represent the system with Jex = 1.0Keff (0), and
Jex = 1.5Keff (0), respectively, and mˆ||xˆ. (b) The current is calculated for
the corresponding conditions in (a). The color and symbols are matched to
describe different Jex strengths and the current is plotted in log scale. The
dashed line represents the current with nˆ||xˆ configuration. The inset shows
the current near µ = 0 in log scale. Adapted from [63].
from [001] initially due to the non-zero Jex. We observe that the Ne´el vector
is further away from [001] for larger exchange energy Jex. As we increase the
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deviation of the chemical potential from the Dirac point, the magnitude of
Keff (µ) decreases and the Ne´el vector gradually reorients toward the in-plane
direction. When the reduced intrinsic anisotropy energy reaches Keff (µ
′
c) =
Jex/2, the Ne´el vector is completely aligned to the [100] direction and the
topological MIT occurs. Such Ne´el vector switching occurs at smaller µ′c for
larger Jex; consequently, Fig. 4.9(a) shows that a larger interface exchange
coupling energy results in a smaller critical chemical potential.
With our understanding of the interplay between intrinsic anisotropy and
interface exchange coupling energy, we now examine the potential quantum
transport signature. The transmission of the two-terminal device is computed
using nˆ obtained in Fig. 4.9(a) for a given µ and mˆ. Figure 4.9(b) illustrates
the response of the AFS-FI structure under a small bias of VLR = 10 mV.
The dashed line represents the current with nˆ||[100] configuration which has
a gapless dispersion and thereby shows a finite current even at µ = 0. The
black solid line represents the current response of the AFS-FI system when
mˆ||[001]. Here, nˆ is pinned to the [001] direction and the spectrum is gapped.
The corresponding current confirms that the AFS is insulating near µ = 0
eV. In this case, no topological MIT occurs as nˆ is fixed to [001] and the
current is attributed to the carrier conduction through the conduction or
valence band. For the mˆ||[100] case, we observe the increased current value
at µ = 0 (see inset of Fig 4.9(b)). This increase is due to the fact that the gap
size becomes smaller as the Ne´el vector is tilted toward [100], as is shown in
Fig. 4.9(a). For increasing µ, the topological MIT occurs at µ′c and manifests
itself as a clear increase in current compared with the mˆ||[001] case. This
distinction is sharper for larger Jex, as the critical chemical potential µ
′
c is
located closer to the Dirac point where the current difference between gapped
and gapless phase is maximized.
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CHAPTER 5
SUMMARY AND CONCLUSION
In this dissertation, we study the relativistic particles in condensed matter
systems for better understanding the relevant physics and finding possible
routes to engineer their properties. To this end, we mainly focus on three
concrete examples: graphene, Weyl semimetals, and antiferromagnetic Dirac
semimetals.
In Chapter 2, we show that strain-induced superlattice is realized by stack-
ing graphene on a SiO2 nanosphere array. Both experimental and numerical
simulation reveal the characteristic dip feature in the conductance signal,
which serves as an evidence for the superlattice Dirac points (SDPs). In ad-
dition, both the experimental and simulation results show additional Landau
fan diagrams stemming from the SDPs in the presence of the external mag-
netic field. As a result, we have confirmed that the periodic strain modulation
effectively generates artificial atoms in graphene-nanosphere heterostructure.
Our results offer a new opportunity to engineer Dirac fermions in graphene
by utilizing inhomogeneous deformations naturally occurring in 2D crystal-
nanoparticle heterostructure.
In Chapter 3, we propose a four probe quantum transport measurement
to identify an unconventional superconductivity in inversion symmetric Weyl
semimetals (WSMs). We show that the nodal superconductivity may arise
in inversion symmetric WSMs, and the topologically protected nodal points
in equilibrium may be shifted by the uniform current driven by two contacts.
Furthermore, the system may undergo an induced topological transition by
annihilating the nodal point pairs, which is signaled by an abrupt change
in the density of states (DOS), or differential conductance, measured in the
other two contacts. When the WSM is thick enough to have minimal finite
size effect on bulk nodal points, our calculation results show that a dip in
DOS is observed at the point of the phase diagram where a nodal point
pair annihilation occurs. Therefore, the induced topological phase transition
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and corresponding signatures in the DOS at non-equilibrium may serve as a
signature of the nodal superconductivity in doped WSM. Although we confine
our arguments in time-reversal broken doped WSM, the notion of probing
unconventional superconductivity through electrical signatures under non-
equilibrium conditions can be easily extended to other systems having finite
momentum pairing states or nodal structures and utilized to explore rich
possibilities to probe novel states.
In Chapter 4, we propose the voltage-driven antiferromagnetic (AF) order
manipulation in antiferromagnetic Dirac semimetals (AFS). We predict that
the spectrum may open a gap as we reorient AF order to break the underlying
non-symmorphic symmetry. By calculating the free energy of the gapped and
gapless spectra, we find that the system prefers the gapped spectrum when
the chemical potential is located at the Dirac point. However, the free energy
difference between gapped and gapless spectrum is monotonically reduced as
the chemical potential deviates from the Dirac point. We find the system
eventually changes its preferred phase from gapped to gapless spectra at
the critical chemical potential. Consequently, the corresponding AF order
is switched from out-of-plane to in-plane direction. Lastly, we propose a
two-terminal experimental setup to identify the voltage-driven Ne´el vector
switching. The proposed AF order switching mechanism provides a simple
method for electrical control over AF order, which may open a new avenue
for realizing AF-based spintronic devices. However, one needs to consider
dynamic interactions between electronic structure of the AFS and Ne´el vector
orientation as the current flow may induce additional spin-orbit torque, but
we leave this for future work.
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APPENDIX A
LOW-ENERGY HAMILTONIAN OF
GRAPHENE
A.1 From tight-binding to continuum model
To obtain qualitative understanding of a low-energy description of the graphene
Hamiltonian, we separate the strained graphene tight-binding Hamiltonian
into two components:
H0 =
∑
n
∑
α=1,2,3
tei
e
h¯
A·δαc†A(rn)cB(rn + δα) + h.c. (A.1)
Hδ =
∑
n
∑
α=1,2,3
δtα(rn)e
i e
h¯
A·δαc†A(rn)cB(rn + δα) + h.c. , (A.2)
where we assume slowly varying vector potential and set
∫ rn+δα
rn
A·dl ' A·δα,
where A = (Ax, Ay) is the vector potential. In unstrained graphene, two
gapless Dirac points are located atKξ = (ξ4pi/3
√
3a, 0) where ξ = ± index is
for valley isospin. This can be shown by expanding the annihilation operator
as [161]
cA(rn) = cA+(rn)e
−iK+·rncA−(rn)e−iK−·rn , (A.3)
where cAξ(rn) is slowly varying fields. In order to formulate the spatially
discrete Hamiltonian into a continuum one, we perform the following trans-
formation [161]
∑
rn
→ 1A0
∫
d2r and cAξ(rn)→
√
A0cAξ(r). (A.4)
By repeating the same procedure for cB(rn) and applying the transformation
to Eq. (A.1), we obtain the following low-energy effective Hamiltonian [161]:
H0 = vF
∫
d2r
∑
ξ=±
Ψ†ξ(r)(ξpixσ1 + piyσ2)Ψξ(r), (A.5)
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where pi = p + eA is the canonical momentum, p = (−ih¯∂x,−ih¯∂y) are
components of the momentum operator, vF = 3at/2h¯ is Fermi velocity, and
the Pauli matrices σi=1,2,3 act on the sublattice degree of freedom with the
spinor Ψξ(r) = [cAξ(r), cBξ(r)]. By applying the same transformations in
Eqs. (A.3, A.4) to Eq. (A.2), we obtain
H0 +Hδ = vF
∫
d2r
∑
ξ=±
Ψ†ξ(r)(ξΠ
ξ
xσ1 + Π
ξ
yσ2)Ψξ(r), (A.6)
where (Πξx,Π
ξ
y) = (pix + ξeA
ps,ξ
x , piy + ξeA
ps,ξ
y ) = pi + ξA
ps,ξ by defining the
pseudo-vector potential Aps,ξ = (Aps,ξx , A
ps,ξ
y ) from
evF (A
ps,ξ
x (r)−iξAps,ξy (r)) =
∑
α=1,2,3
δtα(r) exp
(
− i
h¯
[h¯Kξ − eA] · δα
)
. (A.7)
As a result, we obtain the effective Hamiltonian
Hˆξeff (r) = ξ(px + eAx + ξeA
ps,ξ
x )σx + (py + eAy + ξeA
ps,ξ
y )σy, (A.8)
which satisfies H0 +Hδ = vF
∫
d2r
∑
ξ=±Ψ
†
ξ(r)Hˆ
ξ
eff (r)Ψξ(r).
In the absence of a real magnetic field (orA = 0), we obtainAps,+ = Aps,−
from Eq. (A.7). We then define Aps,±x,y = A
ps
x,y and rewrite the canonical
momentum (Πξx,Π
ξ
y) = pi+ ξeA
ps, which explicitly shows that pseudo-vector
potential and corresponding pseudo-magnetic field act on two valleys with
the same magnitude but opposite signs when real magnetic field is zero.
However, the co-existence of pseudo-magnetic field and real magnetic field
results in the different magnitudes of the effective magnetic fields for the
valleys [96].
We now examine a spatially resolved pseudo-magnetic field in the presence
of a real-magnetic field. To this end, we first obtain the derivative of the
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pseudo-vector potential in Eq. (A.7),
∂xA
ps,ξ
y =
1
evF
∂xIm
{∑
α
δtα(r)e
iξ(h¯K−eA)·δα/h¯
}
=
1
evF
∑
α
ξ∂x(δtα) sin θr − 1
evF
∑
α
δtα
(
ξ
e
h¯
∂x[A · δα]
)
cos θr
=− Φ0β
3pia2
∑
α
ξ
[
(∇lα · xˆ)
a
tα
t
]
sin θr − 2
3
∑
α
δtα
t
(
ξ∂x[A · δˆα]
)
cos θr,
(A.9)
∂yA
ps,ξ
x =
1
evF
∂yRe
{∑
α
δtα(r)e
−i(h¯K−eA)·δα/h¯
}
=
1
evF
∑
α
∂y(δtα) cos θr − 1
evF
∑
α
δtα
( e
h¯
∂y[A · δα]
)
sin θr
=− Φ0β
3pia2
∑
α
[
(∇lα · yˆ)
a
tα
t
]
cos θr − 2
3
∑
α
δtα
t
(
∂y[A · δˆα]
)
sin θr,
(A.10)
where we used
tα =t+ δtα = te
−β(lα/a−1).
δtα =t(e
−β(lα/a−1) − 1).
∇δtα =t
(
−β
a
)
∇lαe−β(lα/a−1) = −β∇lα
a
tα.
(A.11)
As a result, we obtain the spatially resolved pseudo-magnetic field as follow:
Bps,ξ(r) =∂xA
ps,ξ
y − ∂yAps,ξx
=
1
evF
∂xIm
{∑
α
δtαe
iξθξα
}
− 1
evF
∂yRe
{∑
α
δtαe
−iθξα
}
=− Φ0β
3pia2
∑
α
tα
t
[
ξ∂xlˆα sin θr − ∂y lˆα cos θr
]
− 2
3
∑
α
δtα
t
[
ξ∂x[A · δˆα] cos θr − ∂y[A · δˆα] sin θr
]
,
(A.12)
where θξα = [h¯Kξ − eA] · δα/h¯, lˆα = lα/a, δˆα = δα/a, and B(r) = ∂yAx(r)−
93
∂xAy(r) is real magnetic field. Note that
lα · lα =l2α, where lα = δα + u(r + δα)− u(r)
∂xl
2
α =2lα(∂xlα) = 2(∂xlα) · lα.
∂xlα =∂xu(r + δα)− ∂xu(r)
=− afu(∂2xh(r + δα)− ∂2xh(r), ∂x∂yh(r + δα)− ∂x∂yh(r))
∂xlα =(∂xlα) · lα/lα,
∂ylα =− afu(∂x∂yh(r + δα)− ∂x∂yh(r), ∂2yh(r + δα)− ∂2yh(r))
∂ylα =(∂ylα) · lα/lα.
(A.13)
Note that we use the vector potential A = −Byxˆ. Then, ∂xA = 0. The
last term O([δtα/t]B) is from ∂x,yθ
ξ
α and it is negligible when δtα  t. Then,
the real magnetic field induces spatial modulation of the pseudo-magnetic
field via the θξα term in Eq. (A.12). Therefore, when δtα  t, the pseudo-
magnetic field magnitude is determined dominantly by the spatial gradient of
the hopping parameter modulation. Therefore, the effective local magnetic
field at position r for Kξ valley is
Bξeff = B + ξB
ps,ξ. (A.14)
A.2 Simplified expression with parameters
We plug the vector potential and nearest neighbor vectors into Eq. (A.12)
to simplify the expression. First, notice that
Kξ · δ1 = 0, Kξ · δ2 = −ξ 2pi
3
, Kξ · δ3 = ξ 2pi
3
, (A.15)
and
e
h¯
A · δ1 = 0, e
h¯
A · δ2 = 2pi
3
BA0
Φ0
y
a
,
e
h¯
A · δ3 = −2pi
3
BA0
Φ0
y
a
. (A.16)
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Then, we obtain
cos θξα = cos(Kξ · δα − (e/h¯)A · δα)
= cos(Kξ · δα) cos((e/h¯)A · δα) + sin(Kξ · δα) sin((e/h¯)A · δα)
cos θξ1 =1,
cos θξ2 = cos θ
ξ
3 = −
1
2
cos
(
2pi
3
BA0
Φ0
y
a
)
− ξ
√
3
2
sin
(
2pi
3
BA0
Φ0
y
a
)
' −1
2
− ξ pi√
3
BA0
Φ0
y
a
,
(A.17)
and
sin θξα = sin(Kξ · δα − (e/h¯)A · δα)
= sin(Kξ · δα) cos((e/h¯)A · δα)− cos(Kξ · δα) sin((e/h¯)A · δα)
sin θξ1 =0,
sin θξ2 =− sin θξ3 = −ξ
√
3
2
cos
(
2pi
3
BA0
Φ0
y
a
)
+
1
2
sin
(
2pi
3
BA0
Φ0
y
a
)
' −ξ
√
3
2
+
pi
3
BA0
Φ0
y
a
,
(A.18)
where we assume that (2pi/3)(BA0/Φ0)(y/a)  1 as (2pi/3)((1T )A0/Φ0) '
2.64× 10−5. Then the pseudo-magnetic field in Eq. (A.12) becomes
Bps,ξ(r) =− Φ0β
3pia2
[
−
√
3
2
(tˆ2∂xlˆ2 − tˆ3∂xlˆ3) + 1
2
(tˆ2∂y lˆ2 + tˆ3∂y lˆ3)− tˆ1∂y lˆ1
]
− ξ Φ0β
3pia2
(
pi
3
BA0
Φ0
y
a
)[
(tˆ2∂xlˆ2 − tˆ3∂xlˆ3) +
√
3(tˆ2∂y lˆ2 + tˆ3∂y lˆ3)
]
− ξB
2
(δtˆ2 + δtˆ3)
+B
pi
3
√
3
BA0
Φ0
y
a
(δtˆ2 + δtˆ3),
(A.19)
where tˆα = tα/t. In Eq. (A.19), the second and third lines in the equation
become valley-independent magnetic field, meaning that they are the effect of
the real magnetic field. Assuming that the magnetic flux through the original
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lattice structure unit cell is much smaller than flux quanta (BA0  Φ0), we
can approximate the above equation as
Bps,ξ(r) '− Φ0β
3pia2
[
−
√
3
2
(tˆ2∂xlˆ2 − tˆ3∂xlˆ3) + 1
2
(tˆ2∂y lˆ2 + tˆ3∂y lˆ3)− tˆ1∂y lˆ1
]
− ξB
2
(δtˆ2 + δtˆ3),
(A.20)
where the first term arises purely from the applied strain and the second is
an additional phase term due to the Peierls substitution of the bond length
change.
96
APPENDIX B
THE KRAMERS THEOREM
When the time-reversal symmetry exists in spinful system, T 2 = −1 and the
Kramers theorem guarantees that the states are degenerate at high symmetry
points. Some of the spinless system may still have an effective time-reversal
operator that satisfies T 2 = −1 as a result of a combination of underlying
symmetries. A typical example is a non-symmorphic symmetry where we
obtain an extra phase factor from its half-lattice translation. For this reason,
the prerequisite for the Kramers theorem is an anti-unitary operator U that
satisfies U2 = −1, which can be considered as an effective time-reversal
operator for a given degree of freedom.
To see how the Kramers theorem guarantees a stable crossing of the band,
we may first prepare two energy states at the time-reversal invariant momenta
(TRIM). If the Hamiltonian satisfies the time reversal symmetry, it satisfies
T h(k)T −1 = h∗(−k) = h(−k). The eigenfunction of this Hamiltonian sat-
isfies h(k)|u(k)〉 = Ek|u(k)〉. Then, the time-reversal partner wavefunction
T |u(k)〉 is also an eigenstate of the same Hamiltonian at −k. This can be
shown by
h(−k)T |u(k)〉 =T h(k)T −1T |u(k)〉
=T h(k)|u(k)〉 = E(k)T |u(k)〉.
(B.1)
Note that T |u(k)〉 is the eigenstate of the h(−k). However, if the momentum
of interest is located at the time-reversal invariant momentum (TRIM) k0,
the Hamiltonian satisfies h(−k0) = h(k0) (e.g. k0 = 0, G/2 where G is the
reciprocal lattice vector). Then both T |u(k0)〉 and |u(k0)〉 are eigenstates of
h(k0) with the same energy E(k0).
Now the question is whether |ψ(k0)〉 and |T ψ(k0)〉 are identical states.
In other words, we wish to know whether we have a degeneracy at TRIM.
This may be confirmed by examining 〈ψ(k0)|T ψ(k0)〉. If the two states are
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orthogonal, 〈ψ(k0)|T ψ(k0)〉 = 0 and we have at least two-fold degeneracy at
k = k0. We can show this by defining a unitary operator T = UK where K
is a complex conjugate and U is an anti-symmetry unitary operator satisfying
UT = −U ,
〈ψ|T ψ〉 =
∑
mn
ψ∗mUmnKψn =
∑
mn
ψ∗mUmnψ
∗
n
=
∑
mn
ψ∗n(−1)UnmKψm = −〈ψ|T ψ〉.
(B.2)
The last minus sign is due to the fact that the time reversal operator is
anti-symmetric (Umn = −Unm). Therefore, 〈ψ|T ψ〉 = 0. As a result, we
notice that the system has at least two-fold degeneracy at TRIM when the
Hamiltonian respects the time reversal symmetry that satisfies T 2 = −1.
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APPENDIX C
LOW-ENERGY EFFECTIVE
HAMILTONIAN OF
ANTIFERROMAGNETIC DIRAC
SEMIMETALS
In this section, we obtain the low-energy effective model near the Dirac
point. We begin with the Dirac point assuming that nˆ is aligned with
the xˆ direction. Following Eq. (4.3) and surrounding discussion, the Dirac
point is located at k1 = (pi, ky0, kz0) where ky0 and kz0 satisfy ∆ − (λ −
λz cos kz0) sin ky0 = 0. We expand the Hamiltonian in Eq. (4.2) near the
momentum k1 as
H(k1 + q) '(vx1τ1 + vx2τ2 + vx3τ3σ2)qx
+ (vyqy + vzqz)τ3σ1 + ∆τ3σ · nˆ1,
(C.1)
where q = (qx, qy, qz) is an infinitesimal deviation from k1 and nˆ1 = (cos θ cosϕ,
cos θ sinϕ, sin θ) is the Ne´el vector deviating from the xˆ direction with the
in-plane angle ϕ and out-of-plane angle θ. In Eq. (C.1),
vx1 =− (1/2)(txy + tz cos kz0) cos(ky0/2),
vx2 =− (1/2)tz sin kz0 cos(ky0/2),
vx3 =− (λ− λz cos kz0),
vy =− (λ− λz cos kz0) cos ky0,
vz =− λz sin kz0 sin ky0.
(C.2)
Then, the energy spectrum of Eq. (C.1) is
Eq =
[
(vxqx − vx3
vx
∆y)
2 + (vyqy + vzqz −∆x)2
∆2z + ∆
2
y
v2x1 + v
2
x2
v2x
]1/2
,
(C.3)
where vx =
√
v2x1 + v
2
x2 + v
2
x3 and ∆nˆ = (∆x,∆y,∆z). As a result, the
deviation of the Ne´el vector from the nˆ||[100] configuration develops the
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energy gap which satisfies the following relation:
Eg ∝ ∆
√
sin2 θ + cos2 θ sin2 ϕ
v2x1 + v
2
x2
v2x
. (C.4)
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APPENDIX D
FREE ENERGY ANALYSIS ON
FERMIONIC SYSTEMS
D.1 The Helmholtz free energy for fermions
In this section, we derive the thermodynamic potential, or the Helmholtz free
energy, used in this study. The Helmholtz free energy is defined as [154]
F = − 1
β
lnZ, (D.1)
where β = 1/kBT , T is temperature, and Z is the partition function. The
partition function is defined as
z = e−βH . (D.2)
Assuming that the Hamiltonian is diagonalized, we may write
z =e−βH = Tr{e−β
∑
kHk}
=
∑
{n}
e−βnk,i
∑
k,i(Ek,i−µ) =
∑
{n}
∏
k,i
e−nk,iβ(Ek,i−µ), (D.3)
where nk,i = 0, 1 is fermion occupation number at the specific state, µ is the
chemical potential, and the last summation
∑
{n} runs over all eigenvalues
Ek,i, at momentum k, which belongs to the i-th band with the total particle
number N , or
∑
{n} nk,i = N . If we consider every possible configuration, we
have the grand partition function
Z =
∞∑
N=0
∑
{n}
∏
k,i
e−nk,iβ(Ek,i−µ)
=
∏
k,i
∑
{n}
e−nk,iβ(Ek,i−µ)
 = ∏
k,i
(
1 + e−β(Ek,i−µ)
)
.
(D.4)
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As a result,
F = − 1
β
∑
k,i
ln
(
1 + e−β(Ek,i−µ)
)
. (D.5)
In continuum limit, we use the fact that
∑
k = (V/(2pi)
3)
∫
d3k. Then,
F
V
= − 1
β(2pi)3
∫
d3k
∑
i
ln
(
1 + e−β(Ek,i−µ)
)
. (D.6)
D.2 Zero-temperature limit solution for free energy
The free energy function derived in Eq. (D.6) may be rewritten as
F
V
=
1
(2pi)3
∫
d3k
∑
i
fk,i (D.7)
where we define
fk,i = − 1
β
ln
(
1 + e−β(Ek,i−µ)
)
. (D.8)
Equation (D.8) represents the individual eigenstate contribution to the total
free energy. In order to understand how eigenvalues change the free energy,
we may linearize Eq. (D.8) by assuming a zero-temperature limit, or T → 0.
Specifically, we consider the three different energy ranges shown in Fig. 4.5(a):
(i) When the eigenvalues are above the chemical potential, or x = β(µ −
Ek,i) −1,
fk,i ' −(1/β) ln(1) = 0. (D.9)
(ii) When the eigenvalues are near the chemical potential, or |x|  1,
fk,i '− (1/β) ln (2 + x) ' −(1/β) ln 2
(
1 +
1
2 ln 2
x
)
'− µ− Ek,i
2
,
(D.10)
where we assume β →∞ and (1/β) ln 2→ 0. (iii) When the eigenvalues are
well below the chemical potential, or x 1,
fk,i ' −(1/β) ln (ex) = −(µ− Ek,i). (D.11)
We summarize the results in Eq. (4.10).
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APPENDIX E
FINDING A GLOBAL MINIMUM FOR
ANISOTROPY ENERGY
In Section 4.4, we discuss the total anisotropy energy of the AFS-FI coupled
system. The total anisotropy energy in Eq. (4.23) reads
Kmˆ=xˆtot (ϕex, θ, µ) = −Keff (µ) sin2 θ − Jex cos θ cosϕex. (E.1)
For a given chemical potential µ, we find (ϕex, θ) that minimizes Eq. (E.1).
As a first step, we find the local minima for given ϕex by varying θ. Taking
first derivative with respect to θ, Eq. (E.1) becomes
∂θK
mˆ=xˆ
tot (ϕex, θ, µ) =− 2Keff sin θ cos θ + Jex sin θ cosϕex
= sin θ(Jex cosϕex − 2Keff cos θ).
(E.2)
We find the local minima when (ϕex, θ) satisfies sin θ = 0 or Jex cosϕex −
2Keff cos θ. When 2Keff > Jex, we have the following local minima at θ = 0
or θ = θ1 = cos
−1(Jex cosϕex/2Keff ), each of which produces minima in
anisotropy energy as
Kmˆ=xˆtot =

−Jex, if θ = 0
−Keff
[
1 +
(
Jex
2Keff
)2]
, if θ = θ1.
(E.3)
Among two values, global minima is found when (ϕex, θ) = (0, cos
−1[Jex/2Keff ]).
When 2Keff < Jex, we may find the in-plane angle ϕex = ϕ2 which sat-
isfies 2Keff = Jex cosϕ2. Then, we still can find local minima which satisfy
Jex cosϕex−2Keff cos θ = 0 in Eq. (E.2). Then we find minimum anisotropy
energy as
Kmˆ=xˆtot =
−Jex, if θ = 0−2Keff , if θ = θ2, (E.4)
where θ2 = cos
−1(Jex cosϕ2/2Keff ) and 2Keff = Jex cosϕ2. Due to the
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condition given as 2Keff < Jex, we have the global minimum K
mˆ=xˆ
tot = −Jex
at (ϕex, θ) = (0, 0). In summary, the Ne´el vector orientation that gives us
the global minimum in anisotropy energy is at
(ϕex, θ) =
(0, cos−1[Jex/2Keff ]), if 2Keff > Jex(0, 0), if 2Keff ≤ Jex, (E.5)
which is shown in Eq. (4.24).
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