Many state-of-the-art delineation methods rely on supervised machine learning algorithms. As a result, they require manually annotated training data, which is tedious to obtain. Furthermore, even minor classification errors may significantly affect the topology of the final result.
Introduction
Complex and extensive curvilinear structures are pervasive in nature. They can be blood vessels, pulmonary bronchi, nerve fibers, or neuronal networks in the human body. They can also be streets, roads, and rivers in aerial images or cracks and dislocations in crystallography images. Many algorithms have been developed over the years to delineate them automatically and some of the most successful ones rely on supervised Machine Learning techniques.
As a result, they require annotated ground-truth data to be trained, often in large quantities to cover a wide range of potential variations due to occlusions, imaging artifacts, changes in lighting and acquisition protocols. For example the streets in aerial images look different in summer or winter and can be occluded by trees, cars, or shadows. These phenomena can result in drastic appearance changes, which must be featured in the training data for optimal performance. Furthermore, no matter how well trained they are, algorithms will continue to make mistakes, which must be caught by someone and corrected. This is known as proofreading, a slow, tedious and expensive process when large amounts of image data or 3D image stacks are involved, to the point that it is considered as a major bottleneck for applications such as neuron reconstruction [21] .
In other words, human intervention is required both to create training data before running the delineation algorithm and to correct its output thereafter, as shown in Fig. 1 . Current approaches to making this less tedious focus on providing better visualization and editing tools. While undoubtedly useful, this is not enough. We therefore propose a unified approach based on the expected change of reconstruction to focus the annotator's attention on a few specific paths to label. It can be used both for training purposes and, later, to detect potential mistakes in machine-generated delineations.
More specifically, consider a delineation algorithm such as those of [23, 30, 31, 27, 20] , whose workflow is depicted by Fig. 2 . It starts by building a graph whose nodes are points likely to lie on the linear structures and whose edges represent paths connecting them. Then it assigns a weight to each edge based on the output of a discriminative classifier. Finally, it finds a subgraph that maximizes an objective function that depends on the edge weights. Since the result is critically dependent on the weights, it is important that the classifier is trained well. Our main insight is that, when asking a user to annotate edges in an Active Learning (AL) scheme, the ones whose classifier score has the potential to affect the final cost of delineation most should be considered first. Similarly, while proofreading the weighted graph at test time, the edges whose influence on the cost and final topology is greatest should also be looked at first. A case in point are the two mislabeled edges flagged by our algorithm of Fig. 1 indicated with red arrows. Relabeling them results in a vastly improved delineation.
Our contribution is therefore a cost-and topology-based criterion for detecting such attention-worthy edges. We demonstrate that this can be used both for focused AL and proofreading, allowing us to drastically reduce the required amount of human intervention.
In the reminder of this paper we first review related work and describe a typical graph-based delineation pipeline. Next, we introduce our topology-based criterion and describe how we use it for both for AL and proofreading. Finally, we compare the resulting performance with that of standard techniques.
Related Work
In this section, we first briefly review AL techniques that can be used to speed up the training of delineation algorithms. We then discuss how proofreading can be used to correct potential mistakes made by a trained classifier.
Active Learning
AL is an annotation strategy predicated on the idea that a learning algorithm, given only a small amount of annotated data, can actively choose what additional data should be annotated next to improve its performance most with the least amount of human effort. Starting with a small set of annotated samples, iterating this process can drastically reduce the need for excessive human annotation, since only the most informative samples are annotated.
In Computer Vision, AL has been investigated mainly for segmentation [28, 16] and object recognition [15, 14, 29] purposes. Most of the query strategies use surrogates of informativeness such as uncertainty [26, 13, 5] or representativeness [24] to select which data samples should be annotated first. Other methods switch between strategies as the training progresses in order to balance exploration and exploitation [2, 9] . Two other families of methods aim at minimizing the prediction error [25] or maximizing the expected output change [28, 10] . So far, they have successfully been used for the task of image categorization and segmentation. Our approach is inspired by them, but takes into account the specificity of delineation which is rare in the field of Computer Vision. One such example is that presented in [11] , where an AL framework is introduced to automate the process of neural structure tracing and where the querying strategy relies on an uncertainty criterion that was initially developed for text classification [17] . More recently, [19] also relied on an uncertainty-based criterion but leveraged the local graph topology to compute this uncertainty. In this context, our approach differs by considering how a specific misclassified edge can impact the global graph topology.
Proofreading
In complex situations involving noisy data, automated methods make mistakes which must be eliminated by visual inspection when one wants to guarantee the delineation's correctness. When dealing with complex 3D structures in large stacks, this can be so time-consuming that it negates the benefits of automation. Streamlining this proofreading process is therefore crucial to the adoption of the algorithms in real settings. Most current solutions focus on developing better interfaces for this purpose. Examples include better 3D visualization and adding landmarks points, which allow fast visualization of the selected region [22] . Other focus on developing better editing tools, which let the user manipulate a graph structure [8] . However, such methods still require manual input and visual inspection of the entire image or stack. In contrast, in [18] errors are estimated automatically by computing a set of statistics based on features capturing the topology of delineation. However, the features are hand-designed and require setting thresholds for each of them. As we will show, our method uses only the graph representation and can be easily generalized to different types of linear structures and applications.
Focusing Mechanism
Graph-based delineation algorithms have recently demonstrated superior performance for fully automated delineation purposes. In this section, first we briefly describe their generic workflow and in the section 3.2 we introduce our approach and the criterion we will use to focus the attention of a human expert on the most relevant edges.
Graph-Based Delineation
Delineation algorithms usually start by computing over an image domain a tubularity measure that quantifies the likelihood that a tubular structure is present at a given image location. Next, they extract high-tubularity superpixels likely to be tubular structure fragments [23, 30, 31] or longer paths connecting points likely to be on the centerline of such structures [12, 4, 20, 27] . Each superpixel or path is treated as an edge e i of an over-complete spatial graph G (see Fig. 2 (a)) and characterized by an image-based feature vector x i . Let E be the set of all such edges, which is expected to be a superset of the set R of edges defining the true curvilinear structure, as shown in Fig. 2(e) . If the image evidence relative to each edge can be assumed to be conditionally independent given the presence or absence of an edge, the most likely subset R * is the one that minimizes
where w i ∈ R is the weight assigned to edge e i , y i is a binary class label denoting whether e i belongs to the final reconstruction or not, and p(.|x i ) is the probability that y i is zero or one given only the local image evidence. This minimization is performed under the constraint that the resulting structure R * satisfies the appropriate topology constraints, such as forming a tree or simply being fully connected [27] .
Probabilities appearing in Eq. 1 can be estimated in many ways but one effective and simple way is to train a discriminative classifier for this purpose [4, 31, 27] . The quality of produced results however becomes critically dependent on how well trained the classifier is. This usually requires much labelled training data, which is tedious to obtain. Moreover, a few misclassified edges can result in a drastic topology changes that affect the whole reconstruction as shown in Fig. 1 . In practice, this means that the experts must first annotate ground truth data and then proofread the whole tree to identify and correct such errors. In this paper we address both issues with a unique and coherent criterion.
Error Detection
The key to both fast proofreading and efficient AL is to quickly find potential mistakes, especially those that are most critical. In this work, we take critical mistakes to mean erroneous weights w i assigned to edges that result in major changes in the cost c(R * ) of the reconstruction. In other words, if changing the weight of an edge has little influence on the final result, there is no reason to invest much effort in getting this weight to be correct. By contrast, if changing the value of a specific weight can significantly decrease the cost, we must ensure that it is correct. To devise an effective focusing mechanism, we must therefore answer two separate questions:
1. How do we measure the influence of a specific weight on the overall delineation?
2. How do we explore the large number of possible ways to change the weight of all edges?
In the remainder of this section, we first define a metric that can be used to answer the first question and then discuss its use to answer the second. Note that this concept can be applied both to AL and proofreading, which we will describe in the next section.
Change in Delineation Metric
Recall from Section 3.1, that we reconstruct our curvilinear structures by finding a subset R * of all edges E of graph G, which minimizes the objective function c(R) of Eq. 1 while defining a subgraph of G that is a tree.
We denote by R * the edge subset that minimizes c(.) given a particular set of weights W assigned to individual edges in G. Changing the weight w i of edge e i to w i will lead a new graph with edge subset R i . In this sense, we can then define a change delineation metric which evaluates the cost in changing the weight of an e i ∈ E,
If ∆c > 0, the cost has decreased and we can conclude that the overall reconstruction benefits from the weight change. The reverse is true if ∆c < 0. In other words, this very simple metric gives us a way to gauge the influence of an edge on the overall reconstruction.
Changing the Weights
In practice, the value of ∆c i of Eq. 2 depends on how we choose w i . For our criterion to have practical value, we must therefore do so in such a way that ∆c i is largest for edges about which the opinion of a human annotator is needed. In this section, we propose such scheme. We first motivate it by considering the simplified case where the weights are either w i = 1 for edges classified as unlikely to be part of the final structure based solely on local image evidence and w i = −1 for those classified as very likely to be.
In light of this, we describe our scheme for weights that are real-numbers.
The binary case. Let us consider the four possible cases that can arise when the weights can only be 1 or -1.
1. w i = 1, e i ∈ R * . An edge classified as unlikely to be part of the final delineation is nevertheless chosen to connect two subtrees. It is clear evidence that the edge might have been misclassified. Changing its weight to w i = −1 will not change the delineation and will yield ∆c i = 2.
2. w i = 1, e i ∈ R * . If changing the weight to −1 results in the edge being added to R , possibly along with one more, this will yield ∆c i = 1 or ∆c i = 2, meaning that edge is connected to the graph and could be a leaf edge. If not, ∆c i = 0 and there is no particular reason to consider it.
3. w i = −1, e i ∈ R * . The edge is very likely to be correctly classified and ∆c i = −2.
4. w i = −1, e i ∈ R * . Changing its weight to 1 will make it even less likely to be added to R and ∆c i = 0.
In the first three cases ∆c i is positive when there is evidence that an edge should be examined closely, and either 0 or negative otherwise. The fourth case is more problematic; the fact that an edge with a good score does not belong to the reconstruction can be considered as evidence that it is a false positive and ∆c i = 0 does not account for this. We will therefore treat this case separately as discussed below.
The Real Case. In practice, weights are real numbers. Furthermore, those of likely edges tend to follow a Gaussian distribution with a negative mean and a variance such that a few have positive weights. These are the false-negatives of the classifier. Similarly the weights for the unlikely edges tend to follow a distribution with a positive mean and the negative values correspond to false positives. These two distributions are depicted by the blue and red curves in Fig. 3 . This is what makes Uncertainty Sampling [26, 13, 5] a valid strategy: It focuses on those edges whose assigned weights are close to zero and are therefore the most likely to be misclassified.
In our case, however, when w i ≈ 0, simply changing its sign, as we did in the binary case, will have very little impact on the overall cost function c(R) and ∆c will be small. Therefore, if we did this, many of the edges that should be detected would go unnoticed because others would generate higher values of ∆c. We must instead not only flip its Figure 3 : Weight conversion scheme. The distribution of weights corresponding to valid edges and to non-valid ones are shown as blue and red curves, respectively. The A and B values are 10% and 95% quantiles of their respective distributions. Our conversion scheme takes a slightly negative weight w i and turns it into a strongly positive one w i . The reverse happens to a slightly positive one.
sign but also increase its absolute value, as shown at the bottom of Fig. 3 . In scenarios 1, 2 and 3, which we discussed in the binary case, we do this by setting w i to be a shifted version of w i . Given a specific weighted graph, we take A and B to be the 10% and 95% quantiles of the weight distribution. These are near-extreme values of the weights for the positive and negative classes respectively, which we use as attractors for w i : For small negative w i we want w i to be close to A and for positive ones to B instead. We use quantiles instead of min or max to introduce a element of robustness. We can write the final transformation as
It ensures that small positive weights are pushed to large negative ones and vice-versa. The weight change is therefore likely to yield a significant ∆c for likely mistakes. Similarly, ∆c is much lower for edges that are likely correct. Finally, for edges whose weight is negative but nevertheless do not belong to the graph, as in the fourth case discussed above, we take ∆c i to be w i to ensure it is positive and that more uncertain edges are assigned higher ∆c.
Active Learning
AL aims to train a model with minimal user input by selecting small subsets of informative examples. There are many selection strategies and the simplest one is to select samples randomly, which we will refer to as Random Sampling (RS). More sophisticated methods use different criterion to infer how informative any given sample might be. A popular heuristic is probability entropy and we will refer to favoring high-entropy samples as Uncertainty Sampling (US).
Formally, our AL starts with a small set of labeled edges S 0 . We then repeat the following steps: At iteration t, we use the annotated set of edges S t−1 to train classifier C t−1 and select one or more edges e * t to be labeled by the user and added to S t−1 to form S t . Fig. 4 (a) depicts this workflow.
In practice, at each iteration, we select the edges that maximize the criterion ∆c of Eq. 2 as those to annotate. In the results section, we will show that this simple strategy outperforms RS, US, as well as a more sophisticated strategy that was explicitly designed for AL for delineation purposes [19] . This is additional evidence that ∆c is indeed a good predictor of which edges deserve attention because they matter to the final result and are potentially misclassified.
Proofreading
Proofreading occurs after the classifier has been trained using all available data and a complete delineation has been produced. At this point, the main concern is not to improve the classifier, but simply to correct potential mistakes.
With this goal in mind, the most crucial edges are those that are misclassified and whose presence or absence could affect the topology of the final solution most. To find those, we again compute the ∆c value for each edge and select the N edges that score highest, with N = 40 in our examples. However, as discussed in Section 3.2.2, some edges could have a high ∆c because they are misclassified but not because changing their weights would strongly impact the final reconstruction and its topology.
To focus on potential mistakes that do affect the topology strongly, we rely on the DIADEM score [3] that captures the topological differences trees, such as connectivity changes and missing or spurious branches. It ranges from 0 to 1 and the larger the score the more similar the two trees are. More specifically, let R * be the optimal tree given the edge weights and let R i be the tree we obtain when changing the weight of edge e i from w i to w i , as described in Section 3.2.2. We then compute DIADEM(R * , R i ). We repeat this for all selected edges and ask the user to check the highest-scoring one. The edge is assigned a weight equal to A or B from Section 3.2.2 according to the user's response. We then recompute R * and repeat the process as shown in Fig. 4 
(b).
Note this is very different from traditional proofreading approaches that require the user to visually inspect the whole image. By contrast, our user only has to give an opinion for one edge at at time, which is presented to him without him having to actively select it.
Results
In this section, we first describe our datasets and experimental setup. We then demonstrate the ability of our approach to detect erroneous parts of a delineation, as described in Section 3.2. Next, we demonstrate that incorporating it into AL and proofreading algorithms, as described in Sections 4 and 5, boosts their performance. Finally, we propose an integrated pipeline that combines the two to quickly produce nearly error-free delineations.
Datasets and Delineation Algorithms
We tested our approach on the following sets of 2-D images and 3-D image stacks.
• Aerial roads -four aerial images of urban roads featuring overhanging trees, shadows, and distractors such as driveways.
• Brightfield neurons -two 3-D stacks of irregularly biocytin-stained neurons from a mouse brain acquired using an optical microscope.
• Axons -three 3-D stacks of in vivo micrographs of axons in a mouse brain acquired using a 2-photon microscope, with blur caused by motions of the animal and the microscope point spread function in the z direction. We rely on the algorithm of [27] for the initial overcomplete graphs, the corresponding edge features, and the final delineations, The edge features are a variant of the Histogram of Oriented Gradients [7] that has been specialized to describe the local neighborhood of tubular structures. To classify them as being likely to be part of an extended linear structure or not on the basis of this local image evidence, we use Gradient Boosted Decision Trees [6] whose output is converted into a number between 0 and 1 using the logistic correction equation [1] .
The algorithm of [27] relies on solving an Quadratic Mixed Integer Program to compute the final delineation and we will refer to is as QMIP. This is effective but slow. We therefore use it to compute the final delineation, which only needs to be done once per image. But, since our error detection mechanism requires recomputing the delineation many times, we use a simpler and faster algorithm for this purpose: We first run a Minimum Spanning Tree algorithm and then prune spurious branches to further increase the value of the criterion of Eq. 1, as in [12] . We will refer to this strategy as MSTP, short for Minimum Spanning Tree with Pruning. If there are more than one tree in the image, we connect them altogether using a virtual root to avoid stealing branches.
Error Detection
We evaluate the error detection scheme of Section 3.2. In each image or image-stack, we first compute the overcomplete edge graph G of Section 3.1. We classify the edges using a classifier trained on 20000 samples. For each edge e i , we then compute the ∆c criterion of Eq. 2 and use this value to rank the edges in decreasing order.
If our criterion was perfect, the first edges in the resulting list would all be the ones that have been erroneously classified. In Fig. 6 , we show how many of the first 20 and the first 40 edges are truly misclassified, which is much more than chance would allow. For comparison purposes, we repeat this operation using the uncertainty, that is, how close to 0.5 is the output of the classifier, to sort the edges.
Since our criterion allows us to discover a greater percentage of erroneous edges among the top-ranked ones, it has the potential to be effective in a context where we want to focus the attention of an expert. We take advantage of this in the following sections.
Active Learning
For each image, we start with the same overcomplete graph as before but the classifier used to compute the edge weights was trained using only 10 randomly chosen samples, which is far fewer than 20000 we used previously. To improve its training, we query two edges at a time, as discussed in Section 4, which allows us to update the classifier frequently enough and at the same time decrease the computational load. We retrain the classifier and iterate 50 times. The results are averaged over 30 trials.
As can be seen in Fig. 7 , our approach outperforms both simple methods such as Random (RS) and Uncertainty Sampling (US) and a recent one designed specifically for delineation [19] . As discussed in Section 2, the latter algorithm also relies on uncertainty sampling but takes local topology into account when evaluating this uncertainty. In the paper, this is referred to as Density Probability Propagation (DPPS). In case of Brighfield Neurons the performance of all US and our method drops early on possibly because of sampling bias i.e. querying samples that are not representative. However, our strategy recovers and in the end it dominates other baselines for three datasets. Fig. 8 depicts the samples that were queried most often. In the case of Axons, they are concentrated in the regions where two branches overlap, which is correct because mislabeling these edges can cause major connectivity changes. In the case of Roads, the frequently queried examples are again those at the intersection of two roads and also intersections between the main road and small driveways. They are important for both connectivity and to specify the level of detail that we want to extract from the image -main roads are important, while driveways should be ignored in most cases even though they resemble roads. In this case, the US strategy performs poorly early on so does ours because it also exploits uncertainty and they may fall a victim of sampling bias. However, our approach eventually recovers and ends up dominating the others, as in the two other cases. 
Proofreading
For each testing image we compute an overcomplete graph and classify its edges using a classifier trained on 20000 samples. We then find the 40 edges with the highest values of ∆c. Among these, we find the two that impact the topology of the whole delineation most using the DI-ADEM score, as described in Section 5, and present them to the user for verification. This feedback is then used to update the delineation.
As shown in Fig. 9 , this strategy brings the biggest improvement in the final reconstruction measured by the DI-ADEM score, with a rapid increase especially in the beginning. In Fig. 10 we show of how the reconstruction changes during proofreading. With as few as 20 corrections we obtain a near-perfect delineation. This is in contrast with a random selection of edges for verification, where the improvement occurs at a much slower pace.
For analysis purposes, we reran the experiment by using only the ∆c criterion or only the DIADEM one to select the edges to be presented to the expert. These two strategies fail completely as evidenced by the curves labeled "Cost only" and "Topology only" in Fig. 9 . Using only the criterion of Eq. 2 is not be enough because the highest scoring mistakes are usually the ones that tend to be removed by the QMIP optimization process. Conversely, the fact that the edge influences topology significantly when its weight changes is no evidence that it was misclassified. It is therefore only by combining the two criteria that we increase the chances that a potential fix of the selected edge will both decrease the cost of the reconstruction and change its topology. 
Complete Pipeline
In a working system, we could integrate AL and proofreading into a single pipeline. To gauge the efficiency of such a pipeline, we select 50 edges to train our classifier using the AL strategy of Section 4 and US and RS for comparison. We then compute a delineation in test image using the QMIP algorithm and proofread it by selecting 20 edges. For comparison purposes, we use either our approach as described in Section 5, uncertainty sampling, or random sampling to pick the edges to be verified. In Fig. 11 , we plot the performance in terms of the DIADEM score of the final delineation and the ground truth as a function of the total number of edges the expert user had to label manually. Our approach outperforms the others and, in the end, annotating only 70 edges in total is enough to yield a 90% agreement with the ground-truth. This is the best that can be done in this case because not all streets have corresponding edges in the graph on account of tree canopies hiding them.
Conclusion
We have presented a focusing scheme that significantly reduces the annotation effort involved both in creating training data for supervised Machine Learning and proofreading results for delineation tasks. It does so by detecting possibly misclassified samples and considering their influence on the Figure 11 : DIADEM score as a function of the number of annotated edges when using the whole pipeline on Roads. The black curve correspond to RS, the blue one to US, and the red one to our approach. topology of the reconstruction.
We showed that our method outperforms baselines on natural images and microscopy image stacks. This clearly indicates that the criteria we have introduced to select image paths worthy of human attention are informative. Future work will focus on introducing Machine Learning techniques to learn how to use them even more effectively.
