In this work, we consider a classification of infinite families of linear codes which achieve the Griesmer bound, using the projective dual transform. We investigate the correspondence between families of linear codes with given properties via dual transform.
Introduction
The main aim of the paper is to develop a method for classification of infinite families of Griesmer codes. It is based on the fact that all codes from a family can be mapped to projective dual codes with fixed length and weights. Using it we classify many families of codes over fields with 2, 3 and 4 elements.
Let F n q be the n-dimensional vector space over the Galois field F q . The Hamming distance between two vectors of F n q is defined to be the number of coordinates in which they differ. There are two general problems in constructive coding theory: -To construct optimal codes with given parameters.
-To classify optimal codes with given parameters. A general lower bound on n q (k, d) has been proved by Griesmer and Varshamov for q = 2 and by Solomon and Stiffler for any q: Theorem 4. (Griesmer bound) [16] , [32] , [30] Let C be an [n, k, d] [1] , [12] . A natural question in this direction is what is the number of nonequivalent Griesmer codes when d increases. We prove that for given q and k and any d 0 ≤ q k−1 there is a constant L such that for t ≥ L the number of the non-equivalent Griesmer codes with minimum distance d 0 + tq k−1 , is a constant. Using projective dual transform, we develop a general approach for classification of infinite families of Griesmer codes with parameters [g q (k, d 0 ) + t The paper is organized as follows: We give a preliminary information, basis definitions and theorems and some historical remarks in Section 1. In Section 2, we study the projective dual transform. We describe some properties of codes and families of codes which are images under a dual transform. We develop a method for classification of Griesmer codes in Section 3. In the last section, we give some computational results.
Preliminaries
In this part, we give some basic definitions and theorems.
Definition 5. An automorphism of a linear code C is a sequence of the transformations from definition 3, which maps each codeword of C onto a codeword of C.
The set of all automorphisms of the code C forms a group which is called the automorphism group Aut(C) of C.
The linear codes have simple description in the terms of generator matrices. For Griesmer codes, we can make the assumption that the codes don't have zero coordinates. This means that each column of a generator matrix of a code can be considered as a point in P G(k − 1, q). In geometrical aspect, we can define an [n, k, d] q code as a multiset C of n points in P G(k − 1, q) such that:
(a) each hyperplane of P G(k − 1, q) meets C in at most n − d points; (b) there is a hyperplane meeting C in exactly n − d points. This definition is equivalent to the previous one (see [15] ). Two multisets of points from P G(k−1, q), S and T , are said to be projectively equivalent if there exists a collineation π ∈ P ΓL(k, q) which maps S onto T . Codes are equivalent if and only if the corresponding multisets of points are projectively equivalent.
The following Lemma holds:
Lemma 6. Let G 1 and G 2 be generator matrices of the linear codes C 1 and C 2 without zero coordinates. C 1 and C 2 are equivalent iff
where T is an invertible matrix, M is a monomial matrix and γ is a field automorphism. 
Definition 7. The number of the nonzero coordinates of a vector in F n q is called weight of the vector. Let

Definition 8. Let C be an [n, k, d] q -code over F q , G be a generator matrix of C and let c ∈ C be a codeword of weight w. Then the residual code of C with respect to c, denoted by Res(C; c), is the code generated by the restriction of G to the columns where c has a zero entry. If only the weight w of c is of importance, we will denote it by Res(C; w).
Lemma 9. [12] , [13] Suppose C is an [n, k, d] q code and suppose c ∈ C has weight w, where 
Classification of optimal linear codes
In this section we consider the following problem: For a given set of parameters n, k, d and q find generator matrices of all nonequivalent q-ary [n, k, d] codes. This problem has two main subproblems. First of them is to construct at least one code from any class of equivalence and the second one is the equivalence test. There are theoretical results for classification of linear codes with very specific properties. Some of these results are related to perfect codes and MDS codes. The relation between finite projective geometries and projective codes is widely used for classification of projective Griesmer codes. In this direction we refer to a long series of papers by Hamada and coauthors which used the language of minihypers ( see for example [17, 18] ). Other geometric proofs can be found in [22, 24, 25] . For classification of some families of Griesmer codes we refer to [19] . Summarized classification results for binary linear codes can be found in [23] (see also [3] ). There are some other sporadic results.
Practically, it is impossible to classify codes, which have many equivalent classes, without computer. There are several different types of algorithms which we use for classification. All these algorithms contain equivalence tests. We reduce the equivalence test of linear codes to isomorphism test of binary matrices (or bipartite graphs). In the general case, this is not trivial because it is related to the problem of finding weight spectra of the codes -a computationally intractable problem [2] . For the equivalence test of linear codes we use proper subsets of codewords. Such a subset has to be stable under the action of the code automorphism group and to generate the code as a vector space. In the binary case these subsets can be considered as a special kind of incidence matrices for bipartite graphs with m and n vertices ( m is the number of the codewords in the subset). Practically, we reduce the q-ary case also to binary matrices ({0, 1} matrices) and bipartite graphs.
The algorithms of the first type are so called orderly algorithms [27] . The specific thing here is that we can generate recursively a huge number of objects which have given inherited properties. The most important advantages of this approach are that we consider equivalence between small number of codes (only between children from the same parent), and it is very simple for parallelization.
The other type of algorithms is based on the fact that each linear code can be connected with hierarchy of subcodes or residual codes which are optimal or close to optimal. Our approach is a nontrivial back-track search closely related to dynamic programming. To restrict the search tree we cut some parts using equivalence up to extension. These algorithms have been implemented in the program Q-extension [6] . This program works well in many classification problems for reasonable time. Q-extension is an universal tool for solving many concrete different problems for classification.
But these algorithms can be used only for codes with relatively small parameters. To classify some Griesmer codes or even infinite families of Griesmer codes we combine them with a method which is based on properties of the projective dual transform.
Linear codes and projective dual transform
As mentioned earlier, any linear code can be considered as a multiset of points of the projective geometry P G(k − 1, q). There is a natural duality between points and hyperplanes in projective geometry: any point a = (a 1 , a 2 , . . . , a k ) defines hyperplane H a which consists of all points x = (x 1 , x 2 , . . . , x k ) such that (a, x) = a i x i = 0. This duality (known as projective duality or Delsarte duality) is useful to investigate projective two-weight codes (see [11] , [22] ). Brouwer and van Eupen [9] generalized Delsarte duality in the case of non-projective two-weight codes. Next generalization was done by Dodunekov and Simonis [15] (see also Nogin [28] , Calderbank and Kantor [10] ).
Projective dual transform (dual transform) has been used or studied in some other papers. See for example [4] , [8] , [20] , etc. But still there are many open questions concerning its properties. For example, it is known that the dual transform is invertible but it is not clear what happens with families of codes (see Section 2.4). Dodunekov and Simonis [15] investigated some properties in the case when the transform has a smaller dimension than the original code. We also consider this case, but in a little different way. In contrast of [15] , where they give a "matrix free presentation of the correspondence between full-length codes and projective multisets", we mainly use matrix presentation of [n, k, d] q linear codes, namely a k × n generator matrix or an m × n matrix which generates the code, where m > k.
Projective dual transform
In the beginning of this section we give some notations and definitions which are useful for the following propositions. Let us denote the set of all nonzero vectors in F k q with first nonzero coordinate 1 by S k . We can consider these vectors as representatives of the points in the projective geometry P G(k − 1, q). Let S k be the matrix whose columns are the lexicographically ordered elements of S k . This matrix is a generator matrix of the simplex code with length (q k − 1)/(q − 1) and a unique nonzero weight q k−1 .
We say that the matrix G is in normal form if its columns are lexicographically ordered elements of S k . 
zero rows. The set R G of the solutions of the homogeneous system xG = 0 forms a linear space with dimension m − k = s since rank(G) = k, and (q s − 1)/(q − 1) of them are in the set S m . Let aG = c for some a ∈ S m . In this notation, for any vector v ∈ a+R G we have vG = c. Moreover, for any v there exists an element µ ∈ F q , such that µv ∈ S m and µvG = µc. We can conclude that the matrix M G contains exactly q Proof. Let G 1 and G 2 be m × n matrices which generate C 1 and C 2 , respectively. Since the codes are equivalent, we have
Definition and correctness
where T is an invertible m × m matrix, M is an n × n monomial matrix and γ is a field automorphism. The multiplicity of the column a ∈ S m in the matrix D α,β,m (G 2 ) coincides with the multiplicity of aT in the matrix D α,β,m (G 1 ) (let's mention that the matrix G 2 = T G 1 M γ can be obtained from T G 1 with a permutation of the columns and a field automorphism).
Notice that different generator matrices of the same code can lead to different but equivalent dual codes. That's why we will consider the dual codes up to equivalence. This theorem shows us that the dual transform does not depend on the matrix G but only on α, β and m. So we can take the matrix G to be in normal form.
Remark 3. This transform is defined for projective codes in the case k = m by Brouwer and van
Eupen [9] . In the general case it has been studied by Dodunekov and Simonis [15] . 
Examples
Let's consider the [6, 3, 2] 2 code C 1 with a generator matrix G 1 where
For any weight w of the code, we have αw + β ≥ 0. In this case
. . , v 7 be the columns of S 3 . All nonzero codewords of C 1 can be presented as v i G 1 . The multiplicity of the vectors v i as columns in the generator matrix of the dual code can be found as follows:
So the projective dual code has the following generator matrix
In the next example we show how to map a linear code to a code with larger dimension.
Let's consider the binary [6, 2, 4] code C 2 and the matrix G 2 which contains a basis of C 2 , where
In this case, as in the previous one, the weight of the rows of M G = S T 3 G 2 defines the multiplicity of any vector v i as a column in the generator matrix of the dual code:
The dual code has following generator matrix: 
since the sum a∈ S m wt(a.G) coincides with the number of the nonzero entries of M G , given with (3). This formula shows that the length of the projective dual code of C does not depend on the weight spectrum but only on α, β, m and the length (effective) of the code. Actually, the length does not depend even on the dimension of the code.
Weights of the projective dual codes
Let G be an m × n matrix which generates the linear code C. Using the formula (4), for cardinality of H a we obtain:
For the weights of the code we have:
The number of the nonzero columns n a in M Ga = R T a G, a ∈ S m , determines the number of the different weights of D α,β,m (C) and the values of these weights. In another hand, n a is equal to the length n of the code C minus the multiplicity of the vector a as a column of G. The number of the nonproportional codewords with the same weight wt in D α,β,m (C) depends on the elements of S m , which have the same multiplicity in G and this multiplicity corresponds to the weight wt.
The set H a consists of all columns b i of the matrix D α,β,m (G) which belong to R a . Actually, H a consists of all elements b ∈ R a , taken αwt(bG) + β times. Since the set R a defines the subcode C a of C, we can say that the subcode C a corresponds to the residual code of D α,β,m (C) with respect to the codeword c = aD α,β,m (G). When k = m and the dimension of D α,β,m (C) is also k, the subcode C a ⊂ C has dimension k − 1. Since any subcode of C with this dimension can be defined by a vector a ∈ S k , the following theorem holds: Proof. Let C a be the subcode of C defined by a ∈ S k . We have already mentioned that the dimension of C a is k − 1. We can correspond to C a the residual code of D α,β,k (C) with respect to the codeword aD α,β,k (G). In our case, the different vectors a ∈ S k define different subcodes C a and also different codewords
We can continue this consideration for the subspaces of dimension k − 2 which belong to the subspace of dimension k − 1 and so on (see the example for dual codes of the subcodes for the binary Golay code in [20] ).
Let's consider in details the case when C is a projective code. Then there are only two possibilities for the number of the nonzero columns of M Ga : n -for any a ∈ S m , which is not a column of G (their number is q m −1 q−1 − n ) and n − 1 -for all a ∈ S m , which are columns of G (their number is n). For the weights in the dual code we obtain:
The exception is only the case of a simplex code or a repeated simplex code. Then its dual code is a constant weight or the zero code. 
is given with the formula (1) and the number of repeated nonzero rows is given by (2) . The number of the elements in S m , which have multiplicity − qβ α − (q − 1)n as columns in G is (q s − 1)/(q − 1) and they can be considered as representatives of points in projective geometry with projective dimension s − 1. The number of the elements in S m , which have different multiplicity in G will be q s . In this research, we will not consider the case when m > k and the dimension of the dual codes is smaller than m. When k = m, the following lemma holds: 
But the weights of these two vectors depend on the multiplicities of ν(a + µb)D α,β,k (G) and νa as columns in G, therefore these multiplicities are equal.
Invertibility
It is known that the dual transform is invertible [15] . • i = 1 when β is a nonnegative integer, and i = m when β is negative or not integer.
• j = 1 when β = − Let us fix rational numbers α and β and a positive integer m. Let ∆ be the family of all codes of length n, dimension k ≤ m when β is a nonnegative integer, and dimension m when β is a negative integer or not integer, such that αw + β is a nonnegative integer for any nonzero weight w of a codeword. Then α, β and m define also the family Λ of the codes dual to the codes from ∆.
Let α 1 and β 1 (β 1 is nonnegative iff β is nonnegative) be rational numbers such that α 1 w + β 1 is a nonnegative integer for all nonzero weights of the code C of length n and dimension as given above, only when C ∈ ∆. Then α 1 , β 1 and m define the family Λ 1 of codes which are dual to all codes in ∆.
Corollary 17.
There is one-to-one correspondence between Λ and Λ 1 .
This corollary leads to families of codes with specific properties. For example, any code in one of the families is a t-replicated code from the other family.
This corollary is quite useful for classifications of Griesmer codes whose weights are divisible by a given integer.
Let C be a linear code with a generator matrix G, such that its dual for given α and β has the same dimension. In this case the matrix D α,β,k (G) is uniquely determined. In opposite, if we know
The matrix U generates the code C, and U T generates D α,β,k (C). The inverse transform in this case can be considered as a transposition of the matrix U .
Let C be a projective code and let g 1 , g 2 , . . . , g n be the columns of G. These columns define all subcodes of C with dimension k − 1 and effective length n − 1 (g i defines the subcode of all codewords with zero in the i-th coordinate). Then D α,β,k (C) is a two-weight code and the defined g i determine all codewords of D α,β,k (C) with one of the weights and h ∈ S k \ {g 1 , g 2 , . . . , g n } determine the codewords of D α,β,k (C) with the other weight.
Dodunekov and Simonis introdused a new notion of self-duality in coding theory [15] . 
where = +1 or −1.
Proof. It is a trivial generalization of Proposition 6 in [15] .
The following assertions for the formally projective self-dual codes hold:
• If C is a formally projective self-dual code, then the code C obtained by a juxtaposition of C with t copies of the simplex code of dimension k is also formally projective self-dual.
• Let the projective code C be formally projective self-dual. Then C is a two-weight or a simplex code.
• Let the projective two-weight code C be formally projective self-dual and D be its projective dual code. Then C and D have isomorphic automorphism groups [7] .
As so many parameters of the formally projective self-dual code C and its dual code D coincide, the following natural question arises: Is any formally projective self-dual code C projective self-dual? The answer is negative. Let us consider the [68, 8, 32] 2 codes C 1 and C 2 with weight spectrums W 1 = W 2 = 1 + 187z 32 + 68z 40 , and generator matrices:
It is easy to see that they are projective dual (for α = 1/8, β = −4 and m = 8), but not equivalent.
Only one example for formally projective self-dual code with more than 2 nonzero weights has been known until now. Using a computer search, we construct many three-weight codes of this type. A formally projective self-dual code with more than three nonzero weights is not known.
Griesmer codes
Let C 1 and C 2 be linear codes of the same dimension k, and G 1 and G 2 be their generator matrices. The linear code C is obtained by juxtaposition of these two codes if (G 1 |G 2 ) is its generator matrix. Obviously, if C 2 is the simplex code, then all codes obtained by juxtaposition of C 1 and C 2 , using different generator matrices of both codes, are equivalent. [g q (k, d) 
Lemma 21. [12] Let C be a Griesmer
Proof.
Lemma 22 (Lemma 1.3 [12]). Let d ≤ (t + 1)q k−1 . Any generator matrix of the [s + g q (k, d), k, d] q code C does not contain more than t + 1 + s proportional columns.
These lemmas give us a motivation to consider Griesmer codes in intervals for minimum distance and length, respectively:
Any of these intervals ends with the t replicated simplex code.
It is easy to see that a Griesmer code of length n = (t + 1)
, does not have more than t + 1 proportional columns in its generator matrix and a Griesmer code in the first interval (t = 0) is projective. Such a Griesmer code can be presented as the t + 1 replicated simplex code without r coordinates. What happens when r = t? In this case, the code contains a whole copy of the simplex code. This means that all Griesmer codes with length (t + 1) 
] q for t = 1, 2, . . . . It is known that for any k there is a constant t 0 such that for any t ≥ t 0 a Griesmer code of this type exists. We prove a theorem about the number of the codes.
Theorem 23. For given k and d 0 < q k−1 , there exists a constant L such that for any t ≥ L the number of the nonequivalent
. For the parameters of the codes we obtain [n = (t + 1)
Let us choose L = n − 1. The length of the corresponding Griesmer code for t = L + 1 will be n t = (n +1)
To obtain this code, we delete n columns from n +1 copies of the simplex code. This means that we have at least a copy of a simplex code in the Griesmer code. Hence the number of the nonequivalent Griesmer codes with dimension k and minimum distance d 0 + (L + 1).q k−1 is the same as the number of the Griesmer codes in the same dimension and minimum distance d 0 + L.q k−1 .
Theorem 24. For given k, there is a constant L k such that for any n the number of the nonequivalent Griesmer codes of length n and dimension k is not more than L k .
Proof. Let l 1 , l 2 , . . . , l q k−1 −1 be the number of the nonequivalent codes with parameters [(t + 1)
Classification of Griesmer codes
It is clear that the classification of families of Griesmer codes of type [g q (k, d 0 )+t
and t < L, leads to the classification of all Griesmer codes in a given dimension k. But the problem for classification of codes with length larger than the length of the simplex code is a quite difficult even for the codes over small fields. We show that the classification of Griesmer codes with minimum distance d 0 + t.q k−1 is equivalent to the problem for classification of codes with fixed length n , dimension not larger than k and weights divisible by ξ, where ξ is a power of the characteristic of the field. In many cases the second problem is easier than the first one. An integer is called a divisor of a code C if it divides all weights of C. We use the following remarkable theorem.
Theorem 25. Let C be an [n, k, d] code over F p , p a prime, meeting the Griesmer bound. If p e | d, then p e is a divisor of C.
This theorem has been proved for binary case by Dodunekov and Manev [14] and for nonbinary case by H. Ward [33] (see also [24] ).
For codes over F q when q = p e , the following theorem holds.
This theorem has been proved for q = 4 by H. Ward in 2001 [34] , and for any power of a prime q = p e by Xiaoyu Liu in 2006 [26] .
As a corollary, we have that if an integer l = p i is a divisor of a projective Griesmer code with minimum distance d 0 , then l is a divisor of all Griesmer codes with minimum distance 
and the weights of D α,β,k (C) are
Since C is projective, ρ = 0 or 1. It follows that D α,β,k (C) is a two-weight code with nonzero weights
δ is a divisor of D α,β,k (C). We will prove now that the codes with length n , weights divisible by ξ and dimension not greater than k determine all Griesmer codes with minimum
If s = e(k − 1), C is a projective Griesmer code iff C is equivalent to the simplex code with parameters [
We do not consider this case because the dual code of C is the zero code. So let s ≤ e(k − 2).
The inverse transform is defined by α =
We have to mention that β does not depend on δ.
Let C be a linear code with length n = D α,β,k (n), dimension k, and nonzero weights divisible by ξ = q k−2 δ , and the largest of them is
For the maximal number of the different weights in C we have
We can consider the nonzero weights of C in the form w 0 − iξ
Suppose that the minimum distance d of C is smaller than w 1 or d = (−β − u)ξ for 0 < u < −β . Let α = 1/ξ = α and β = β + r ≥ −(d)/(ξ) = β + u and β integer. For all weights w of C αw + β is a nonnegative integer. The projective dual code D α ,β +r,k (C ) has length n + r
For the weights of the dual codes we have the following formula:
All parameters in the last sum are positive and the weight zero is impossible. So the dual code has the same dimension. The parameter ρ shows the multiplicity of any coordinate and the minimum value of ρ, denoted by ρ min , shows the number of the copies of the simplex code in C . If ρ > 0, we have parameters for the code which contradict the Griesmer bound. Hence the dual code D α ,β +r,k (C ) has parameters [n + r
If we replace r by r + 1, the multiplicity of any column in the dual code will be the previous multiplicity plus 1, so the dual code D α ,β +r+1,k can be obtained by juxtaposition of D α ,β +r,k and the [
We have already mentioned in Theorems 25 and 26 that there is a connection between the divisors of the minimum distance and the divisors of a Griesmer code. Let us consider codes over a field with q = p e elements, e ≥ 1, where p is a prime. If 
and nonzero weights {w 0 , w 1 , . . . , w t }, where
δ , i = 1, . . . , t, 1 ≤ t ≤ −β , and β = d 0 q − n(q − 1). For t = 1 − β , we denote by Ω t the family of all linear codes with length n , nonzero weights w 0 , w 1 , . . . , w t−1 , and dimension ≤ k. It is clear that: 
Proof. Let us consider
The family Γ k in the notation of Theorem 16 consists of all codes with dimension k, length n = g q (k, d), and nonzero weights w 1 < w 2 < · · · < w z such that αw l + β is nonnegative integer for l = 1, 2, . . . , z. This means that these codes have minimum distance w 1 = d 0 , and they belong to the family Ψ 0 . In other words, the family Θ k coincides with Ω 1 . Following theorem 16, there is one-to-one correspondence between these two families. We have to notice that − qβ α − (q − 1)n = qd 0 − (q − 1)n < 0. The existence of one-to-one correspondence between the families Ω t+1 and Ψ t for t = 0, 1, . . . , −β −1 follows similarly from Theorem 16, where α =
, and therefore there is one-to-one correspondence between the families Γ k and Θ 1 , which coincide with Ψ −β +j and Ω 1−β , respectively.
In the following example, we discuss the classification of the families Ψ t of Griesmer codes with parameters [11 + 31t, 3, 8 + 25t] 5 for t = 0, 1, 2, . . . . To classify all codes in Ψ t , we need the classification of all codes with length 27, and with weights divisible by ξ = q k−2 /δ = 5. So we obtain the following results: Ω 1 consists of the [27, 3, 20] These families correspond to the following families of Griesmer codes. After the parameters we write the number of the nonequivalent codes. 
Let C i+1 be the Griesmer code with dimension k + i + 1 and minimum distance d 0 .q i+1 . Then
, its projective dual code has length
We can conclude that the projective dual codes of all Griesmer codes with minimum distance d 0 q i and dimension k + i for α = In the next example we discuss the classification of the following family of Griesmer codes: As we see, the sets Ω 1 1 and Ω 1 2 are empty, therefore |Ω 1 3 | = |Ω 3 |. This family corresponds to the family of Griesmer codes (8) . After the parameters we write the number of the nonequivalent codes. We also list the weight spectrums of the codes in Ψ 3 2 and Ψ 4 2 . 
Evaluation of the constant L by dual transform
Let us consider again the family of Griesmer codes with minimum distance d 0 + tq k−1 , t = 1, 2, . . . . We have already mentioned that there is a constant L such that for any t ≥ L the number of the nonequivalent Griesmer codes is a constant. Now we will evaluate more precisely this constant and study its properties. We begin with the following Theorem: 
which does not contain the simplex code as a punctured code. For the last claim we use similar arguments as above, namely: If the matrix H with k rows generates the subcode, its rows are linearly dependent and therefore aH = 0 for a nonzero a ∈ S k . Then the multiplicity of a in the generator matrix of the dual code will be 0, that's why this vector is not a column in that matrix.
2
We can use similar approach for D α,β,k (C) as for the subcode in the previous case.
The value of the constant L depends on the dimension and the minimum distance, and also on the divisors of d 0 . We can expect that the value of L will be larger for smaller values of d 0 .
The Proposition above shows that the constant L is the same for the family of Griesmer codes defined by
The values of L are the same for any family of Griesmer codes with dimension j defined by the minimum distance q j−1 − h for any h such that h < q j−2 .
Now we study the parameters of the dual code of a projective Griesmer code which will help us to prove some additional properties for the constant L. 
Proof. The length n of the code
For the length n of the dual code
Similarly, we prove the formula for the weights.
The next claim gives the connection between the family of Griesmer codes with dimension k, defined by d 0 , and the family with dimension k + 1, defined by d 0 q.
Structure of the dual of a Griesmer code
In this section, we present some facts which are useful for construction and classification of the dual of Griesmer codes. Let Υ is the family of the Griesmer codes with dimension k and minimum
From the previous section we know that all codes from Υ can be obtained from the codes with the same length n and weights divisible by ξ. Proposition above shows that each of these codes contains a codeword with the largest weight w 0 .
Let C be the Griesmer code with minimum distance qd. The punctured codes with 1, 2 . . . q − 1 coordinates with minimum distances qd − 1, dq − 2, . . . dq − (q − 1), respectively, also achieve the Griesmer bound. For the code C we can find all nonequivalent punctured with one coordinate codes. This number is equal to the number of orbits of C under the action of the automorphism group of C. The next theorem says how we can obtain the dual of the punctured code of C using the projective dual of the code C. Proof. Let G be a generator matrix of C and a be the column of G which is punctured. The vectors x ∈ S k such that xa T = 0, generate a subspace of 
With direct calculations we obtain: 
In the binary case, because of the parity check bit, we can obtain the dual of a Griesmer code with even minimum distance d from the dual of a Griesmer code with odd minimum distance d − 1. In the non binary case in this way we can obtain only projective duals of extendable codes (for extendibility see for example [25] ).
Remark 5. The MacDonald codes [31] 
Weight spectrums of the codes in the considered families
The multiplicities of the coordinates completely determine the spectrum of the dual code for given α, β and m. That's why the spectrum of multiplicities is used in this paper. We do not write number of coordinates with multiplicity 0 -their number is the number of all coordinates minus the number of the other coordinates in the generator matrix. 
Calculational results and tables
We classify all binary Griesmer codes up to dimension 5 using our program Q − Extension. Moreover, we classify many different Griesmer codes and families of Griesmer codes over fields with 2, 3 and 4 elements.
In Table 2 we present the parameters of the dual codes of all projective Griesmer codes over k, d) ), dimension k ≤ k, and weights divisible by w 2 − w 1 . The number of the nonequivalent codes with these properties for k = 5 are listed in Table 3 (see column 3 in Table 2 ). Moreover, we classify the codes with the same length but for dimension 6. These codes are dual to even Griesmer codes via the dual transform D 1/2,−d, 6 .
In Appendix, we present parameters of families of Griesmer codes. In the binary case these are the families with dimension k = 6 + i, i = 0 or i ≥ 0, and even minimum distance. Moreover, we give the values of α and β which define the used dual transform. The codes with the parameters listed below determine all codes from the corresponding families. Using Theorem 28 and the number of codes from Table 3 , we can obtain the number of the Griesmer codes with dimension k ≤ 5.
Example 5. For the [26, 5, 8] 
