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TWISTED DEMAZURE MODULES, FUSION PRODUCT DECOMPOSITION
AND TWISTED Q–SYSTEMS
DENIZ KUS AND R. VENKATESH
Abstract. In this paper, we introduce a family of indecomposable finite–dimensional graded
modules for the twisted current algebras. These modules are indexed by an |R+|–tuple of par-
titions ξ = (ξα)α∈R+ satisfying a natural compatibility condition. We give three equivalent
presentations of these modules and show that for a particular choice of ξ these modules become
isomorphic to Demazure modules in various levels for the twisted affine algebras. As a conse-
quence we see that the defining relations of twisted Demazure modules can be greatly simplified.
Furthermore, we investigate the notion of fusion products for twisted modules, first defined in
[9] for untwisted modules, and use the simplified presentation to prove a fusion product de-
composition of twisted Demazure modules. As a consequence we prove that twisted Demazure
modules can be obtained by taking the associated graded modules of (untwisted) Demazure
modules for simply–laced affine algebras. Furthermore we give a semi–infinite fusion product
construction for the irreducible representations of twisted affine algebras. Finally, we prove that
the twisted Q–sytem defined in [17] extends to a non-canonical short exact sequence of fusion
products of twisted Demazure modules.
Introduction
The twisted quantum affine algebras and their representations have been intensively studied.
For instance the finite–dimensional irreducible representations are classified in [5] in terms of
their highest weights. However, the structure of these representations is still unknown except
in certain special cases. A certain infinite class of irreducible finite–dimensional representations
are called the Kirillov–Reshetikhin modules. Many conjectures for the characters of Kirillov-
Reshetikhin modules and of their tensor products have been formulated in [17, 25, 29] and a
conjectural induction rule called the twisted Q–system is given in [17]. These conjectures are
formulated before for the untwisted cases in [22, 23] by observing the Bethe Ansatz related to
solvable lattice models. There are many results for these conjectures and related problems; for
untwisted quantum affine algebras we refer to [27, 16, 18] and for twisted quantum affine algebras
see [19]. It has been shown in these papers that the solutions to the Q–systems come from a
family of short exact sequences of tensor products of suitable Kirillov–Reshetikhin modules.
One of the motivations of this paper is to have a better understanding of these short exact
sequences.
A different approach to this problem is provided in [3] and [4] respectively for the twisted
cases. The goal of these papers was to understand the q 7→ 1 limit of the solutions of the
twisted Q–system. It is shown in [3, 4] that the solutions are characters of certain finite–
dimensional indecomposable graded representations of the twisted current algebras; also called
D.K. was partially supported by the SFB/TR 12-Symmetries and Universality in Mesoscopic Systems.
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the (twisted) Kirillov–Reshetikhin modules. The interest in the category of finite–dimensional
graded representations of twisted current algebras is therefore naturally originated in the context
of the representation theory of twisted quantum affine algebras.
A different family of indecomposable finite–dimensional graded modules for the twisted current
algebras are called the (twisted) Demazure modules D(ℓ, λ) and are indexed by pairs (ℓ, λ),
where ℓ is a positive integer and λ is a dominant integral weight for the underlying simple
Lie algebra. A close relationship between level one twisted Demazure modules and local Weyl
modules is developed in [2] and [12] respectively. Moreover, it can be observed that the classical
decomposition of certain twisted Demazure modules determined in [13] coincides with the classi-
cal decomposition of certain twisted Kirillov–Reshetikhin modules determined in [3, 4]. Indeed,
we observe that any twisted Kirillov–Reshetikhin module is as a module for the twisted current
algebra isomorphic to a certain twisted Demazure module. Motivated by this fact, we study the
general theory of twisted Demazure modules in positive level representations of twisted affine
algebras. We remark that an isomorphism between certain Kirillov–Reshetikhin modules and
certain Demazure modules for the untwisted cases was established before in [3] and [14].
For a twisted affine algebra ĝ we denote by Cg the twisted current algebra associated to ĝ, which
is essentially defined as the special maximal parabolic subalgebra of ĝ. Apart from ĝ of type
A
(2)
2n
we can realize Cg as the fixed point subalgebra of g⊗C[t] under an automorphism induced
from a non–trivial diagram automorphism of g, where g is as in Section 4. For type A
(2)
2n
there
are two conjugacy classes of special maximal parabolic subalgebras, where one is realized in the
same fashion and one of them has distinguished properties and is called the hyperspecial twisted
current algebra (see [2]). The focus of this paper is on the hyperspecial case and following [2]
we refer to the remaining twisted algebras as the special twisted current algebras.
The study of twisted Demazure modules will proceed by considering two cases for the following
reason. The investigation of the special twisted current algebras eventually relies on the un-
derstanding of the representation theory of the current algebra sl2 ⊗ C[t], that is the only rank
one current subalgebra that can appear. On the other hand the study of hyperspecial twisted
current algebras is quite more challenging and one has to deal with the new phenomenon that
the rank one twisted current algebra A
(2)
2
appears as a subalgebra. Furthermore, the hyperspe-
cial twisted current algebra is not realized in the same fashion as the special twisted current
algebras and hence many technical difficulties show up.
Let us describe our results for the hyperspecial twisted current algebra. For an |R+|–tuple of
partitions ξ = (ξα)α∈R+ we introduce a family of indecomposable finite–dimensional graded
modules V (ξ) and give three equivalent presentations of these modules. We show that the
presentation of these modules can be greatly simplified for so–called special fat hook partitions.
Our main results are the following; we refer to Section 2, Section 3 and Section 6 for the precise
definition of the ingredients.
Theorem. For any pair (ℓ, λ) ∈ N × P+, there exists a special fat hook partition ξ(ℓ, λ), such
that we have an isomorphism of Cg–modules
V (ξ(ℓ, λ)) ∼= D(ℓ, λ).
As a consequence we see that the defining relations of twisted Demazure modules given by
Mathieu in [26] can be greatly simplified.
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Feigin and Loktev introduced the notion of a fusion product of graded representations of the
current algebra [9]. It was later proved in [6] and [14] that a Demazure module is a fusion
product of “smaller” Demazure modules. The main problem of defining fusion products for
twisted current algebras is that Cg is not stabilized by the Lie algebra homomorphism g[t] −→
g[t], tk 7→ (t+a)k, a ∈ C×. This is a major obstacle to generalizing such techniques to the setting
of twisted current algebras. For these reasons, new techniques are needed and our approach to
this problem is to use untwisted modules and the graded Lie algebra structure on Cg induced by
the derivation d. Again for the precise definition of the ingredients and a slightly more general
formulation see Theorem 7.
Theorem. Let λ = ℓλ1 + · · · + ℓλp + λ0 be an arbitrary decomposition, where λk ∈ P
+ for
0 ≤ k ≤ p. Then we have an isomorphism of Cg–modules
V (ξ(ℓ, λ)) ∼= Dg(ℓ, ℓλ1) ∗ · · · ∗Dg(ℓ, ℓλp) ∗ V (ξ(ℓ, λ0))
As a corollary of the previous theorem we obtain that certain twisted Demazure modules can
be obtained by taking the associated graded modules of untwisted Demazure modules, which
was previously known for local Weyl modules for special twisted current algebras [12]. Another
application of our theorem is the following semi–infinite fusion product construction:
Theorem. Let λ be a dominant integral g–weight such that Λ = ℓΛ0+λ is a dominant integral
ĝ–weight. Furthermore, let V∞ℓ,λ be the direct limit of
ev∗0 V (λ) →֒ Dg(ℓ, ℓθ) ∗ ev
∗
0 V (λ) →֒ Dg(ℓ, ℓθ) ∗Dg(ℓ, ℓθ) ∗ ev
∗
0 V (λ) →֒ · · ·
Then V̂ (Λ) and V∞ℓ,λ are isomorphic as Cg–modules.
Finally, we prove the following; for details we refer to Section 7.
Theorem. The twisted Q–system extends to a non-canonical short exact sequence of fusion
products of twisted Demazure modules.
Our paper is organized as follows. Section 1 establishes the basic notation and elementary results
needed in the rest of the paper. In Section 2, we define the modules V (ξ) for the hyperspecial
twisted current algebra, where ξ is a tuple of partitions indexed by the positive roots. We give
three equivalent presentations of these modules. In Section 3, we consider a particular choice
of partitions and relate the corresponding module to twisted Demazure modules. Moreover, we
show that the defining relations of these modules can be greatly simplified. In Section 4 we
prove the same results for the special twisted current algebras. In Section 5 we give a tensor
product decomposition of twisted Demazure modules and in Section 6 we introduce the notion
of fusion products for twisted modules and prove a fusion product decomposition of twisted
Demazure modules. In Section 7, we show that there exists a short exact sequence of graded
Cg–modules corresponding to the twisted Q-system defined in [17].
Acknowledgement: Part of this work was done when both authors were visiting the Centre de
recherches mathmatiques at the University of Montreal for the semester program on New direc-
tions in Lie theory. We thank the organizers of the semester for this opportunity.
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1. Preliminaries
1.1. We denote the set of complex numbers by C and, respectively, the set of integers, non–
negative integers, and positive integers by Z, Z+, and N. Moreover, let N = {(r, s) : r, s ∈
1
2N, s + r ∈ N}. Unless otherwise stated, all the vector spaces considered in this paper are
C-vector spaces and ⊗ stands for ⊗C.
1.2. For a Lie algebra a, we let U(a) be the universal enveloping algebra of a and denote
by a[t] = a ⊗ C[t] the current algebra associated to a. If, in addition, a is Z+-graded, then
U(a) acquires the unique compatible Z+-graded algebra structure. We shall be interested in
Z-graded representations V = ⊕r∈ZV [r] of Z+-graded Lie algebras a = ⊕r∈Z+a[r]. Clearly, a[0]
– the homogeneous component of a of grade zero – is a Lie subalgebra of a and if V is a Z-graded
representation, then every homogeneous component V [r] is a a[0]–module. A morphism between
graded a-representations is a grade preserving map of a-modules.
1.3. We refer to [21] for the general theory of affine Lie algebras. Throughout, Â will denote
an indecomposable affine Cartan matrix, and Ŝ will denote the corresponding Dynkin diagram
with the labeling of vertices as in Table Aff2 from [21, pg.54–55]. Let S be the Dynkin diagram
obtained from Ŝ by dropping the zero node and let A be the Cartan matrix, whose Dynkin
diagram is S.
Let ĝ and g be the affine Lie algebra and the finite–dimensional algebra associated to Â and
A, respectively. We shall realize g as a subalgebra of ĝ. We fix h ⊂ ĥ Cartan subalgebras of g
and respectively ĝ. We denote by R̂ and, respectively, R the set of roots of ĝ with respect to
ĥ, and the set of roots of g with respect to h. We fix ∆̂ = {α0, . . . , αn} a basis for R̂ such that
∆ = {α1, . . . , αn} is a basis for R. The corresponding sets of positive and negative roots are
denoted as usual by R̂± and respectively R±. For α ∈ R̂, let α∨ be the corresponding coroot.
We fix d ∈ ĥ such that α0(d) = 1 and αi(d) = 0 for i 6= 0; d is called the scaling element
and it is unique modulo the center of ĝ. For 1 ≤ i ≤ n, define ωi ∈ h
∗ by ωi(α
∨
j ) = δi,j , for
1 ≤ j ≤ n, where δi,j is Kronecker’s delta symbol. The element ωi is the fundamental weight of
g corresponding to α∨i . We also define Λ0 ∈ ĥ
∗ by Λ0(α
∨
j ) = δ0,j , for 0 ≤ j ≤ n, and Λ0(d) = 0.
The element Λ0 is the fundamental weight of ĝ corresponding to α
∨
0 . Let (, ) be the standard
invariant form on ĥ∗ and for α ∈ R̂+ we set
dα =
(α,α)
2
, dαi := di.
Let Rℓ and Rs denote respectively the subsets of R consisting of the long and short roots and
denote by R±ℓ , R
±
s the corresponding subsets of positive and negative roots. In this paper we
are mainly interested in twisted affine Lie algebras. We set
m =
{
2, if ĝ is of type A
(2)
2n
(n ≥ 1), A
(2)
2n−1 (n ≥ 3), D
(2)
n+1 (n ≥ 4) or E
(2)
6
3, if ĝ is of type D
(3)
4
.
Note that, dα = m if α is long and 1 if α is short. We recall the root system of twisted affine
algebras. If δ denotes the unique non-divisible positive imaginary root in R̂, then we have
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R̂ = R̂+ ∪ R̂−, where R̂− = −R̂+, R̂+ = R̂+re ∪ R̂
+
im, R̂
+
im = Nδ, and
R̂+re = R
+ ∪ (Rs + Nδ) ∪ (Rℓ +mNδ), if ĝ is not of type A
(2)
2n
,
and else
R̂+re = R
+ ∪ (Rs +Nδ) ∪ (Rℓ + 2Nδ) ∪
1
2
(Rℓ + (2Z+ + 1)δ).
For A
(2)
2
, by convention, Rs + Nδ = ∅.
We also need to consider the set
R̂re(±) = R
± ∪ (R±s + Nδ) ∪ (R
±
ℓ +mNδ), if ĝ is not of type A
(2)
2n
and else
R̂re(±) = R
± ∪ (R±s + Nδ) ∪ (R
±
ℓ + 2Nδ) ∪
1
2
(R±ℓ + (2Z+ + 1)δ).
Remark that R̂re(+) ∪ R̂re(−) = R̂
+
re ∪R
−.
1.4. Let Q = ⊕ni=1Zαi be the root lattice of R and let Q¯ = ⊕
n−1
i=1 Zαi ⊕
1
2Zαn. Let Q
+ and
Q¯+ be the respective Z+–cones. The weight lattice (resp. coweight lattice) of R is denoted by
P (resp. P∨) and the cone of dominant weights is denoted by P+. Let Ŵ and W be the Weyl
groups of ĝ and g respectively, then Ŵ = W ⋉ tQ¯ if ĝ is of type A
(2)
2n
and else Ŵ = W ⋉ tQ,
where the translation tµ ∈ Ŵ for an element µ ∈ Q (resp. µ ∈ Q¯) is defined by
tµ(bΛ0 + λ) = bΛ0 + λ+ bµ (mod Cδ), λ ∈ h
∗ ⊕ Cδ, b ∈ C.
For a real root α we denote by wα the reflection associated to α, then Ŵ respectively W is
generated by the reflections associated to the roots ∆̂ respectively ∆. Furthermore, let w0 be
the unique longest element in W . The extended affine Weyl group W˜ of ĝ is the semidirect
product W˜ = W ⋉ tL, where L is the coweight lattice if ĝ is of type A
(2)
2n
and else the weight
lattice. For an element µ ∈ L, tµ ∈ W˜ is defined similarly. The affine Weyl group is a normal
subgroup of W˜ and the group W˜ is the semidirect product
W˜ = Σ⋉ Ŵ ,
where Σ = {w ∈ W˜ | w(∆̂) ⊆ ∆̂} and each element in Σ is an automorphism of the Dynkin
diagram. For more details we refer to [31]. Finally, we remark that t−µ ∈ Ŵ for all µ ∈ P
+ if ĝ
is of type A
(2)
2n
and else t−µ ∈ W˜ for all µ ∈ P
+.
1.5. Given α ∈ R̂+ let ĝα ⊂ ĝ be the corresponding root space; note that ĝα ⊂ g if α ∈ R. For
a non-imaginary root α we denote by xα the generator of ĝα. We define several subalgebras of
ĝ that will be needed in the rest of the paper. Let b̂ be the Borel subalgebra corresponding to
R̂+, and let n̂+ be its nilpotent radical,
b̂ = ĥ⊕ n̂+, n̂± = ⊕
α∈R̂+
ĝ±α.
The subalgebras b and n± of g are analogously defined.
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Consider the algebra
k = (h⊕Cd)⊕ n̂+ ⊕ n−.
The twisted current algebra Cg is defined to be the ideal of k defined as
Cg = h⊕ n̂+ ⊕ n−.
and has a triangular decomposition
Cg = Cn+ ⊕ Ch⊕ Cn−,
where
Ch = Ch+ ⊕ h, Ch+ =
⊕
k>0
ĝkδ, Cn
± =
⊕
α∈R̂re(±)
ĝ±α.
Note that Ch is an abelian Lie subalgebra. Following [2] we call Cg the hyperspecial twisted
current algebra if ĝ is of type A
(2)
2n
and else the special twisted current algebra. The definition of
the hyperspecial twisted current algebra is different from the notion of twisted current algebra
of type A
(2)
2n
that exists in the literature (for example, as in [12]). The differences are clarified in
[2, Remark 2.5].
1.6. The element d defines a Z+–graded Lie algebra structure on Cg: for α ∈ R̂ we say that
ĝα has grade k if
[d, xα] = kxα
or, equivalently, if α(d) = k. Remark that since δ(d) ∈ {1, 2} the eigenvalues of d are all integers
and if ĝα ⊂ Cg, then the eigenvalues are non–negative integers. With respect to this grading,
the zero homogeneous component of the twsited current algebra is Cg[0] = g and the subspace
spanned by the positive homogeneous components is an ideal denoted by Cg+. We have a short
exact sequence of Lie algebras,
0→ Cg+ → Cg
ev0−→ g→ 0.
Note that this exact sequence is right-split but not left-split as a sequence of Lie algebras but
it is a split sequence as a sequence of g-modules. Clearly the pull–back of any g–module V by
ev0 defines the structure of a graded Cg–module on V and we denote this module by ev
∗
0 V .
1.7. For λ ∈ P+, denote by V (λ) the irreducible finite–dimensional g–module generated by
an element vλ with defining relations
n+vλ = 0, hvλ = λ(h)vλ, (x−α)
λ(α∨)+1vλ = 0, h ∈ h, α ∈ R
+.
It is well–known that any irreducible g–module is isomorphic to V (λ) for some λ ∈ P+ and
V (λ) ∼= V (µ) iff λ = µ. Moreover, any finite–dimensional g–module is isomorphic to a direct
sum of modules V (λ), λ ∈ P+. If V is a h–semisimple g–module (in particular if dimV < ∞),
we have
V =
⊕
µ∈h∗
Vµ, Vµ = {v ∈ V : hv = µ(h)v, h ∈ h},
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and we set wtV = {µ ∈ h∗ : Vµ 6= 0}. If dimVµ < ∞ for all µ ∈ wtV , then we define
chhV : h
∗ → Z+, by sending µ→ dimVµ. If wtV is a finite set, then
chhV =
∑
µ∈h∗
dimVµe(µ) ∈ Z[P ].
1.8. The methods we use for hyperspecial twisted current algebras differ from the methods for
special twisted current algebras and therefore we shall regard the hyperspecial case separately.
Unless otherwise stated, we consider from now on the twisted affine algebra of type A
(2)
2n
. So A
is the Cartan matrix of type A1 if n = 1 and of type Cn if n ≥ 2. For n = 1, by convention,
Rℓ = R and Rs = ∅.
We recall an explicit construction of the algebra Cg as a subalgebra of L(sl2n+1) =
(
sl2n+1 ⊗
C[t±]
)
from [2, Section 4]. We fix a Chevalley basis {X±i,j, Hi : 1 ≤ i ≤ j ≤ 2n} for sl2n+1. Let
α ∈ R+s and r ∈ Z+; α is necessarily of one of the two forms listed below for some 1 ≤ i ≤ j < n.
We set
x±α+rδ = X
±
i,j ⊗ t
r + (−1)i+jX±2n+1−j,2n+1−i ⊗ (−t)
r, for α =
j∑
s=i
αs,
x±α+rδ = X
±
i,2n−j ⊗ t
r±1 + (−1)i+jX±j+1,2n+1−i ⊗ (−t)
r±1, for α =
j∑
s=i
αs + 2
n−1∑
s=j+1
αs + αn.
Let α ∈ R+ℓ and r ∈ Z+; α is of the form 2(αi + · · ·+ αn)− αn for some 1 ≤ i ≤ n. We set
x±α+2rδ = X
±
i,2n+1−i ⊗ t
2r±1,
x 1
2
(±α+(2r+1)δ) = X
±
i,n ⊗ t
(2r+1±1)/2 + (−1)iX±n+1,2n+1−i ⊗ (−t)
(2r+1±1)/2.
Finally, for 1 ≤ i ≤ n, we set
hi,rδ = Hi ⊗ t
r +H2n+1−i ⊗ (−t)
r.
We remark that α∨i = hi,0 for 1 ≤ i ≤ n.
1.9. The following proposition is needed later in this paper.
Proposition. We have
(i) For α ∈ R+, the subalgebra of Cg generated by the elements
{x±α+rδ : r ∈ Z+, α+ rδ ∈ R̂}
is isomorphic to sl2[t].
(ii) For α ∈ R+ℓ , the subalgebra generated by the elements
{x 1
2
(±α+(2r+1)δ), x±α+2rδ : r ∈ Z+}
is isomorphic to the current algebra of type A
(2)
2
.
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2. The modules V (ξ)
2.1. The aim of this section is to define Cg modules V (ξ), depending on a tuple of partitions
ξ = (ξα)α∈R+ , one partition attached to each positive root α ∈ R
+. Theses modules will be
the twisted analogues of the modules studied in [7] and are quotients of local Weyl modules for
hyperspecial twisted current algebras studied first in [2]. We recall that the local Weyl module
Wloc(λ), λ a dominant integral weight, is the Cg-module generated by an element wλ with the
following relations
(Cn+ ⊕ Ch+) · wλ = 0, h · wλ = λ(h)wλ, h ∈ h, x
λ(α∨)+1
−α · wλ = 0, α ∈ R
+. (2.1)
Note that since the ideal is homogeneous the module Wloc(λ) is graded.
2.2. For a dominant integral weight λ ∈ P+, we say that ξ = (ξα)α∈R+ is a λ–compatible
|R+|–tuple of partitions, if
ξα = (ξα0 ≥ ξ
α
1 ≥ · · · ≥ ξ
α
s ≥ · · · ≥ 0), |ξ
α| =
∑
j≥1
ξαj = λ(α
∨).
If |ξα| > 0, then let sα be the number of non-zero parts of ξ˜
α := (ξα1 ≥ · · · ≥ ξ
α
s ≥ · · · ≥ 0). For
α ∈ R+ℓ , k ∈ Z+ we set
φ(ξα; k) =

−12ξ
α
k+1 +
∑
j≥k+1 ξ
α
j , if 0 ≤ k ≤ sα − 2
(ξαsα −
1
2ξ
α
sα−1)+, if k = sα − 1
0 else,
where we understand s+ = max{0, s} for s ∈ R. For any non–negative integer b and x ∈ Cg let
x(b) := 1b!x
b. Using the above data we define V (ξ) to be the graded quotient of Wloc(λ) by the
submodule generated by the graded elements:{
(xα+dαδ)
(s)(x−α)
(s+r)wλ : α ∈ R
+, s, r ∈ N, s+ r ≥ 1 + rk +
∑
j≥k+1
ξαj , for some k ∈ Z+
}
⋃{
(xα
2
+ δ
2
)(2s)(x−α)
(s+r)wλ : α ∈ R
+
ℓ , (r, s) ∈N, s ≥
1
2
+ 2rk + φ(ξα; k), for some k ∈ Z+
}
.
Denoting by vξ the image of wλ in V (ξ), it is clear that V (ξ) is the graded Cg–module generated
by vξ with defining relations:
(Cn+ ⊕ Ch+)vξ = 0, h · vξ = λ(h)vξ , h ∈ h, x
λ(α∨)+1
−α · vξ = 0, α ∈ R
+, (2.2)
and for r, s ∈ N and k ∈ Z+ we have
(xα+dαδ)
(s)(x−α)
(s+r)vξ = 0, α ∈ R
+, s+ r ≥ 1 + rk +
∑
j≥k+1
ξαj , (2.3)
and for (r, s) ∈ N and k ∈ Z+ we have
(xα
2
+ δ
2
)(2s)(x−α)
(s+r)vξ = 0, α ∈ R
+
ℓ , s+ r ≥
1
2
+ (2k + 1)r + φ(ξα; k). (2.4)
We will later see that V (ξ) is a non-zero indecomposable module for any ξ.
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2.3. By using Garland type identities for the hyperspecial twisted current algebra Cg and the
current algebra sl2[t] we will give three equivalent presentations of the modules V (ξ). The idea
here is to reformulate the relations (2.3) and (2.4). First we fix some notations.
For s, r ∈ Z+, let
S(r, s) =
{
b = (bp)p≥0 : bp ∈ Z+,
∑
p≥0
bp = r,
∑
p≥0
pbp = s
}
.
Given α ∈ R+ and s, r ∈ Z+, define elements x
−
α (r, s) ∈ U(Cg) by,
x−α (r, s) =
∑
b∈S(r,s)
(x−α)
(b0)(x−α+dαδ)
(b1) · · · (x−α+dαsδ)
(bs), (2.5)
where we understand x−α (r, s) = 0 if S(r, s) = ∅. In particular,
x−α (0, s) = δs,0, x
−
α (1, s) = x−α+dαsδ.
The following result is a combination of Proposition 1.9(i) and a result of Garland [15].
Lemma. Given s ∈ N, r ∈ Z+ and α ∈ R
+ we have,
(xα+dαδ)
(s)(x−α)
(s+r) − (−1)sx−α (r, s) ∈ U(Cg)Cn
+.

2.4. For any (r, s) ∈ N we shall define a second indexing set (see also [2, Section 7]), namely
let S˜(r, s) be the set of non-negative integer sequences p = (pi)i∈ 1
2
Z+
that satisfy
r =
∑
N≥0
1
2
pN+ 1
2
+
∑
N≥0
pN , (2.6)
s =
∑
N≥0
2N + 1
2
pN+ 1
2
+
∑
N≥0
2NpN . (2.7)
The support of p ∈ S˜(r, s) is defined as
supp(p) =
{
i ∈
1
2
Z+ | pi 6= 0
}
.
Also, let
yα(r, s) =
∑
p∈S˜(r,s)
→∏
N≥0
(
(−1)
p
N+12
2
Np
N+12
x
(p
N+12
)
−α
2
+(N+ 1
2
)δ
)(
(−1)pN (2− (−1)N )pN
22NpN
x
(pN )
−α+2Nδ
)
, (2.8)
where
→∏
N≥0 refers to the product of the specified factors written exactly in the increasing order
of the indexing parameter (the factors do not commute and the order in which they appear in
the product is important). The following lemma is proven in [10, Corollary 5.39.].
Lemma. Let (r, s) ∈ N. Then,
(−1)s+rx
(2s)
α
2
+ 1
2
δ
x
(s+r)
−α − y
α(r, s) ∈ U(Cg)Cn+.

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2.5. In order to obtain a second presentation we shall reformulate (2.3)–(2.4). Using Lemma 2.3
we see that,
(
(xα+dαδ)
(s)(x−α)
(s+r) − (−1)sx−α (r, s)
)
vξ = 0, and hence (2.3) is equivalent to:
x−α (r, s)vξ = 0, α ∈ R
+, ∀ s, r ∈ N, k ∈ Z+ such that s+ r ≥ 1 + rk +
∑
j≥k+1
ξαj . (2.9)
Now using Lemma 2.4 we see that,
(
(−1)s+rx
(2s)
α
2
+ 1
2
δ
x
(s+r)
−α − y
α(r, s)
)
vξ = 0, and hence (2.4) is
equivalent to
yα(r, s)vξ = 0, α ∈ R
+
ℓ , ∀ (s, r) ∈ N, k ∈ Z+ such that s+r ≥
1
2
+(2k+1)r+φ(ξα; k). (2.10)
It follows that V (ξ) is the quotient of Wloc(λ) by the submodule generates by (2.9) and (2.10).
From now on, we use both presentations of V (ξ). As a first application we show that V (ξ) is
non-zero and hence indecomposable.
Proposition. Let ξ be a λ-compatible partition. The module V (ξ) has a unique irreducible
quotient ev∗0 V (λ), and hence V (ξ) is a non-zero indecomposable Cg–module.
Proof. We denote by vλ the highest weight vector of ev
∗
0 V (λ). Obviously ev
∗
0 V (λ) is a quotient
of the local Weyl moduleWloc(λ). If b ∈ S(r, s) and s > 0, then bp 6= 0 for some p 6= 0 and hence
x−α (r, s)vλ = 0. Now let (r, s) ∈ N, k ∈ Z+ such that r+ s ≥
1
2 + (2k+1)r+ φ(ξ
α; k). It follows
s 6= 0 and thus there exists for any p ∈ S˜(r, s) a positive integer N , such that either pN 6= 0 or
pN− 1
2
6= 0. It follows by the definition of yα(r, s) in (2.8) that yα(r, s)vλ = 0. Consequently,
V (ξ) has a unique non-zero quotient and is indecomposable. 
2.6. The third presentation requires an alternative description of the sets S(r, s) and S˜(r, s).
First we focus on S(r, s) and follow the methods from [7]. For k ∈ Z+, let S(r, s)k (resp. kS(r, s))
be the subset of S(r, s) consisting of elements (bp)p≥0, satisfying
bp = 0, p ≥ k, (resp. bp = 0 p < k).
Clearly,
S(r, s) = kS(r, s)
⊔(
S(r − r′, s− s′)k × kS(r
′, s′)
)
, (2.11)
where the union is over all pairs r′, s′ ∈ Z+ with S(r − r
′, s− s′)k 6= ∅ and kS(r
′, s′) 6= ∅.
For α ∈ R+, define elements x−α (r, s)k and kx
−
α (r, s) of U(Cg) as in (2.5), with the important
difference that the index set for the summation is Sk(r, s) and kS(r, s) respectively. It follows
that
x−α (r, s)k 6= 0 =⇒ s ≤ (k − 1)r, kx
−
α (r, kr) = (x−α+dαkδ)
(r). (2.12)
With the above notation we can state the following proposition, which is proven in [7] and allows
us to reformulate (2.9).
Proposition. Let V be any representation of Cg and let v ∈ V , α ∈ R+ and K ∈ Z+. Then,
x−α (r, s)v = 0 for all s, r ∈ N, k ∈ Z+ with s+ r ≥ 1 + kr +K ⇐⇒
kx
−
α (r, s)v = 0 for all s, r ∈ N, k ∈ Z+ with s+ r ≥ 1 + kr +K.

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Our aim is to obtain a similar reformulation for (2.10). In order to do that we shall give an
alternative description of the indexing set S˜(r, s) and prove an analogous result to Proposition 2.6
for yα(r, s).
2.7. For (r, s) ∈N and k ∈ 12Z+, let
S˜<k(r, s) = {p ∈ S˜(r, s) | supp(p) ⊆ [0, k)}
and
S˜≥k(r, s) = {p ∈ S˜(r, s) | supp(p) ⊆ [k,∞)}.
We define yα<k(r, s) and y
α
≥k(r, s) as in (2.8), with the difference that the index set for the
summation is S˜<k(r, s) and S˜≥k(r, s) respectively. We record the following simple lemma which
will be needed later.
Lemma. Let p = (pi)i∈ 1
2
Z+
∈ S˜(r, s) for some k ∈ N.
(i) Suppose that p ∈ S˜<k+ 1
2
(r, s), then s ≤ (2k − 1)r +
∑
N≤k pN .
(ii) Suppose that p ∈ S˜<k(r, s), then s ≤ 2(k − 1)r +
∑
N≤k−1
1
2pN+ 12
.
Proof. Suppose that p ∈ S˜<k+ 1
2
(r, s). Then
s =
∑
k−1≥N≥0
2N + 1
2
pN+ 1
2
+
∑
k≥N≥0
2NpN
≤ (2k − 1)
∑
k−1≥N≥0
1
2
pN+ 1
2
+
∑
k≥N≥0
(2k − 1)pN +
∑
k≥N≥0
pN
≤ (2k − 1)r +
∑
k≥N≥0
pN .
Suppose that p ∈ S˜<k(r, s). Then
s =
∑
k−1≥N≥0
2N + 1
2
pN+ 1
2
+
∑
k−1≥N≥0
2NpN
≤ 2(k − 1)
∑
k−1≥N≥0
1
2
pN+ 1
2
+
∑
k−1≥N≥0
2(k − 1)pN +
∑
k−1≥N≥0
1
2
pN+ 1
2
≤ 2(k − 1)r +
∑
k−1≥N≥0
1
2
pN+ 1
2
.

2.8. The next lemma gives a clever way of writing the elements yα(r, s) and is needed for the
proof of the next proposition.
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Lemma. Let α ∈ R+ℓ . Suppose that (r, s) ∈ N, k ∈ Z+ are such that s+ r ≥ (2k+1)r+K for
some K ∈ 12Z+. Then we have
yα(r, s) = yα
≥k+ 1
2
(r, s) +
∑
(r′,s′)∈T (r,s,k)
yα
<k+ 1
2
(r − r′, s− s′)yα
≥k+ 1
2
(r′, s′), (2.13)
where T (r, s, k) =
{
(r′, s′) : (r′, s′) ∈ N, r′ < r, s′ ≤ s and s′ + r′ ≥ (2k + 1)r′ +K
}
.
Proof. If (s − s′) > 2k(r − r′) then S˜<k+ 1
2
(r − r′, s − s′) = ∅ by Lemma 2.7, in which case
yα
<k+ 1
2
(r − r′, s − s′) = 0. Hence s− s′ ≤ 2k(r − r′) and
s′ + r′ + (s− s′) + (r − r′) ≥ (2k + 1)(r − r′) + (2k + 1)r′ +K
implies that s′ + r′ ≥ (2k + 1)r′ +K. The remaining restrictions on (r′, s′) are obvious (see [2,
Section 8.2]). 
Now we are able to prove the analog result to Proposition 2.6.
Proposition. Let V be any representation of Cg and let v ∈ V , α ∈ R+ℓ and K ∈
1
2Z+. Then,
yα(r, s)v = 0 for all (r, s) ∈ N, k ∈ Z+ with s+ r ≥
1
2
+ (2k + 1)r +K ⇐⇒
yα
≥k+ 1
2
(r, s)v = 0 for all (r, s) ∈ N, k ∈ Z+ with s+ r ≥
1
2
+ (2k + 1)r +K.
Proof. First suppose that yα(r, s)v = 0 for all (r, s) ∈N, k ∈ Z+ with s+ r ≥
1
2 +(2k+1)r+K.
We shall prove the statement by induction on r. For the initial step assume r = 12 and let
s ∈ 12N be such that 2s + 1 ≥ 1 + (2k + 1) + 2K. Then we have s ≥ k +
1
2 and hence
yα(1/2, s) = yα
≥k+ 1
2
(1/2, s),
which proves yα
≥k+ 1
2
(1/2, s)v = 0. Assume now that we have proved the statement for all r′ < r
and all s′ ≤ s with s′ + r′ ≥ 12 + (2k + 1)r
′ +K. Using Lemma 2.8, we get
yα(r, s)v = yα
≥k+ 1
2
(r, s)v +
∑
(r′,s′)∈T (r,s,k)
yα
<k+ 1
2
(r − r′, s− s′)yα
≥k+ 1
2
(r′, s′)v,
where the sum is over all r′ < r and s′ ≤ s with s′ + r′ ≥ 12 + (2k + 1)r
′ +K. The inductive
hypothesis applies to the second term on the RHS and hence we get yα
≥k+ 1
2
(r, s)v = 0. The
converse statement is obvious by Lemma 2.8. 
2.9. We can now give the third presentation of V (ξ).
Proposition. The module V (ξ) is generated by the element vξ with defining relations (2.2)
and
kx
−
α (r, s)vξ = 0, α ∈ R
+, s, r ∈ N, k ∈ Z+ s+ r ≥ 1 + kr +
∑
j≥k+1
ξαj , and (2.14)
yα
≥k+ 1
2
(r, s)vξ = 0, α ∈ R
+
ℓ , (r, s) ∈ N, k ∈ Z+, s+ r ≥
1
2
+ (2k + 1)r + φ(ξα; k). (2.15)
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Proof. This is immediate from Proposition 2.6 and Proposition 2.8. 
As a corollary we obtain that several elements are contained in the annihilator of vξ.
Corollary. For all α ∈ R+, r ∈ N, k ∈ Z+ with r ≥ 1 +
∑
j≥k+1 ξ
α
j , we have
(x−α+dαkδ)
rvξ = 0. (2.16)
Similarly for all α ∈ R+ℓ , r ∈ N, k ∈ Z+ with r ≥ 1 + 2φ(ξ
α; k), we have
(x−α
2
+(k+ 1
2
)δ)
rvξ = 0. (2.17)
Proof. In order to prove the first statement, we take s = kr in (2.14). Note that there is nothing
to prove if k = 0. We have s+ r ≥ 1+ kr+
∑
j≥k+1 ξ
α
j and using the second equation in (2.12),
we get
kx
−
α (r, kr)vξ = (x−α+dαkδ)
(r)vξ = 0.
To see the second equation, take s = (2k+1) r2 . Then we have s+
r
2 ≥
1
2 + (2k+1)
r
2 +φ(ξ
α; k).
Now using
yα
≥k+ 1
2
(r/2, (2k + 1)r/2)vξ =
(−1)r
2kr
(x− 1
2
α+(k+ 1
2
)δ)
(r)vξ,
we get the desired result.

Summarized we have defined indecomposable finite–dimensional graded modules V (ξ) for tuples
of partitions and gave three equivalent presentations of these. In the next section we establish
connections to Demazure modules.
3. Simplified presentation and connection to Demazure modules
In this section, we shall simplify the defining relations described in the previous section for
special kinds of λ–compatible partitions. By using the simplified presentation we will make
connections to well–known Cg–modules, the twisted Demazure modules. These results were
known before for the untwisted current algebras in [7] and are new for the twisted current
algebras. For the special twisted current algebras see Section 4.
3.1. If i1 > · · · > ir are the distinct non–zero parts of a partition ξ and ik occurs sk times then
we denote this partition for simplicity by (is11 , . . . , i
sr
r ). A partition ξ is said to be rectangular if
it is either the empty partition or of the form (km) for some k,m ∈ N. A partition is said to be
a fat hook if it is of the form (ks11 , k
s2
2 ) with kj , sj ∈ N, j = 1, 2 and special fat hook if s2 = 1.
We simply call a partition ξ special when it is a special fat hook. For rectangular and special
partitions the following theorem gives the simplified relations.
Theorem 1. Let ξ = (ξα)α∈R+ be a λ–compatible |R
+|–tuple of partitions. Assume that ξα is
either rectangular or special for α ∈ R+. Then, V (ξ) is isomorphic to the quotient of Wloc(λ)
by the submodule generated by the elements{
(x−α+dαsαδ)wλ : α ∈ R
+
} ⋃{
(x−α+dα(sα−1)δ)
ξαsα+1wλ : α ∈ R
+, ξα special
}
(3.1){
(x−α
2
+(sα+
1
2
)δ)wλ : α ∈ R
+
ℓ
}⋃{
(x−α
2
+(sα−
1
2
)δ)
2φ(ξα;sα−1)+1wλ : α ∈ R
+
ℓ , ξ
α special
}
(3.2)
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Proof. We denote by U the submodule of Wloc(λ) generated by the elements (3.1) and (3.2)
and let V˜ (ξ) be the corresponding quotient of Wloc(λ). Corollary 2.9 proves that we have a
surjective map
V˜ (ξ) −→ V (ξ) −→ 0.
In order to prove that we have a surjective map from V (ξ) to V˜ (ξ) we shall prove that all
defining relations of V (ξ) are satisfied in V˜ (ξ). We start with the relations in (2.3). For α ∈ R+
we consider the subalgebra sl2(α) of Cg generated by {x±α+pδ : p ∈ Z+, α + pδ ∈ R̂} and
let U(sl2(α)) be the corresponding universal enveloping algebra, which is by Proposition 1.9(i)
isomorphic to U(sl2[t]). Furthermore, let Vsl2(ξα) be the sl2[t] module associated to a single
partition (ξ˜α) defined in [7, Section 2]. Since the defining relations of Vsl2(ξα) are simplified in
[7, Theorem 3.1] we obtain a surjective map
Vsl2(ξα)։ U(sl2(α))v˜ξ .
In particular, all relations in Vsl2(ξα) hold in U(sl2(α))v˜ξ ⊆ V˜ (ξ), which implies that (2.3) holds
in V˜ (ξ). Now we prove that the relations in (2.4) are satisfied, by considering several cases. We
start with 2r ≥ ξα0 and k is arbitrary. Then we get
s+ r ≥
1
2
+ (2k + 1)r + φ(ξα; k) ≥
1
2
+ kξα0 +
1
2
ξα0 + φ(ξ
α; k) ≥
1
2
+ λ(α∨).
Thus yα(r, s)wλ = 0, since s + r ∈ N. So we can assume from now on 2r < ξ
α
0 . By (3.1) and
(3.2) it is easy to see that
x−α+dαsδwλ, x−α
2
+(s+ 1
2
)δwλ ∈ U, ∀ s ≥ sα,
and hence we have (
yα(r, s) − yα<sα(r, s)
)
wλ ∈ U.
We shall prove that we already have yα<sα(r, s)wλ ∈ U , which would imply y
α(r, s)wλ ∈ U . If
k ≥ sα we get s ≥
1
2 + 2kr > 2sαr and hence y
α
<sα(r, s) = 0 by Lemma 2.7. So in addition to
2r < ξα0 we can assume from now on k ≤ sα − 1. If ξ
α is rectangular, then we obtain
s ≥
1
2
+ 2kr + φ(ξα; k) ≥
1
2
+ 2kr + (sα − k − 1)2r + r ≥
1
2
+ 2(sα − 1)r +
∑
0≤N
1
2
pN+ 1
2
,
which gives once more that yα<sα(r, s) = 0. Summarizing, the claim follows if 2r ≥ ξ
α
0 or if ξ
α
is rectangular. So consider the remaining case k ≤ sα − 1, 2r < ξ
α
0 and ξ
α
sα−1 6= ξ
α
sα . Again we
consider several cases, where we start with ξαsα ≥
ξαsα−1
2 . Let (pi)i∈ 12Z+
∈ S˜<sα(r, s). If we prove
that psα− 12
≥ 2ξαsα − ξ
α
sα−1 + 1, then it is immediate that y
α
<sα(r, s)wλ ∈ U . Indeed
1
2
+ 2kr + φ(ξα; k) ≤ s ≤
∑
N≤sα−1
2N + 1
2
pN+ 1
2
+
∑
N≤sα−1
2NpN
≤ (sα −
1
2
)psα− 12
+ 2(sα − 1)(r −
1
2
psα− 12
)
≤
1
2
psα− 12
+ 2r(sα − 1).
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Thus we get
1
2
psα− 12
≥
1
2
+ 2r(k − (sα − 1)) + φ(ξ
α; k)
≥
1
2
− 2r((sα − 1)− k) +
{∑
sα>j≥k+1
ξαj + ξ
α
sα −
1
2ξ
α
k+1, if k < sα − 1
ξαsα −
1
2ξ
α
sα−1, if k = sα − 1
≥
1
2
+
∑
sα>j≥k+1
(ξαj − 2r) + ξ
α
sα −
1
2
ξαsα−1 ≥
1
2
+ ξαsα −
1
2
ξαsα−1.
We consider the remaining case ξαsα <
ξαsα−1
2 . In this situation we will have two cases. First we
consider r ≤ ξαsα. The earlier calculation shows that
1
2
psα− 12
≥
1
2
+ 2r(k − (sα − 1)) + φ(ξ
α; k).
For k = sα − 1 we get
1
2psα− 12
≥ 12 and for k ≤ sα − 2 we get
1
2
psα− 12
≥
1
2
+
∑
sα>j≥k+2
(ξαj − 2r) + (
1
2
ξαsα−1 − r) + (ξ
α
sα − r) ≥
1
2
.
Thus in either case psα− 12
≥ 1. So we are done in this case.
Now let us consider the last case when ξαsα < r <
ξαsα−1
2 . If psα− 12
6= 0 then we are done, so
assume that psα− 12
= 0. If we prove that psα−1 ≥ ξ
α
sα + 1 then it follows that y
α
<sα(r, s)wλ ∈ U .
Again using similar calculations we get,
1
2
+ 2kr + φ(ξα; k) ≤ s ≤
∑
N≤sα−2
2N + 1
2
pN+ 1
2
+
∑
N≤sα−1
2NpN
≤ 2(sα − 1)psα−1 + (2(sα − 2) + 1)(r − psα−1)
≤ psα−1 + r(2(sα − 2) + 1)
which implies psα−1 ≥
1
2 + 2r(k − (sα − 1)) + r + φ(ξ
α; k). For k = sα − 1 we obtain psα−1 ≥
1
2 + r ≥
1
2 + ξ
α
sα and hence psα−1 ≥ 1 + ξ
α
sα . For k ≤ sα − 2 we get
psα−1 ≥
1
2
− 2r(sα − k − 2) + (
1
2
ξαk+1 − r) +
∑
sα>j≥k+2
ξαj + ξ
α
sα
≥
1
2
+ (
1
2
ξαk+1 − r) +
∑
sα>j≥k+2
(ξαj − 2r) + ξ
α
sα ≥
1
2
+ ξαsα
Since psα−1 ∈ Z+, we have psα−1 ≥ 1 + ξ
α
sα . This completes the proof. 
3.2. Here we shall give special partitions, such that our corresponding module V (ξ) is isomor-
phic to a well-known graded representation for the hyperspecial twisted current algebra. Let
V̂ (Λ) be the unique irreducible highest weight ĝ-module with highest weight Λ. For each w ∈ Ŵ
the weight space V̂ (Λ)w(Λ) is one-dimensional and the b̂-module generated by V̂ (Λ)w(Λ) is called
the Demazure module, denoted by V̂w(Λ). Since the structure of the Demazure module depends
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only on w(Λ) = −λ+ ℓΛ0+ iδ we shall write D(ℓ, λ)[i] for V̂w(Λ). These modules are called level
ℓ Demazure modules and are finite dimensional b̂-modules. Although D(ℓ, λ)[i] are by definition
only b̂-modules, for dominant λ they admit a Cg–module structure which is independent if i
and hence for simplicity we denote them by D(ℓ, λ). In this paper we will be concerned with
Cg–stable Demazure modules. More generally, one can associate a Demazure module with any
element of W˜ as follows: For Λ ∈ P̂+, σ ∈ Σ and w ∈ Ŵ , define
V̂wσ(Λ) = V̂w(σΛ).
Demazure modules can also be presented as cyclic modules that have an explicit description
of the annihilator of the generating element. The description of the Demazure modules for
finite dimensional simple Lie algebras [20, Theorem 3.4], [28, Proposition Fondamentale 2.1]
was extended in [26, Lemme 26] for Demazure modules associated to Kac-Moody Lie algebras.
We record below the statement that is relevant for us for Cg–stable Demazure modules.
Theorem 2. Let λ ∈ P+. The Demazure module D(ℓ, λ) is the graded Cg-module generated
by an element vℓ,λ with the relations
xkα+1α · vℓ,λ = 0, α ∈ R̂
+
re ∪R
−, kα = max{0,−(λ+ ℓΛ0, α
∨)},
Ch+ · vℓ,λ = 0, h · vℓ,λ = λ(h)vℓ,λ, h ∈ h.

For the sake of completeness we will write the exponents kα explicitly. We have
kα = 0 if α ∈ R̂re(+), k−α+dαrδ = max{0, λ(α
∨)− ℓr}, and (3.3)
k−α
2
+(r+ 1
2
)δ = max{0, 2λ(α
∨)− ℓ(2r + 1)}. (3.4)
3.3. For any α ∈ R+ we write λ(α∨) = (sα − 1)ℓ + mα, 0 < mα ≤ ℓ. If λ(α
∨) = 0 set
sα = 0 = mα. Denote by ξ(ℓ, λ) = (ξ
α)α∈R+ be the |R
+|-tuple of partitions given by: ξα is the
empty partition if λ(α∨) = 0 and otherwise, is the partition (ℓsα ,mα). In the rest of this section
we want to relate the modules V (ξ(ℓ, λ)) with the Demazure modules D(ℓ, λ). In particular, we
obtain the following theorem.
Theorem 3. Let ℓ ∈ N and λ ∈ P+. We have an isomorphism of graded Cg modules
V (ξ(ℓ, λ)) ∼= D(ℓ, λ). More precisely, the Cg stable Demazure module is the quotient of Wloc(λ)
by the submodule generated by the elements{
(x−α+dαsαδ)wλ : α ∈ R
+
} ⋃{
(x−α+dα(sα−1))
mα+1wλ : α ∈ R
+, mα < ℓ
}
(3.5){
(x−α
2
+(sα+
1
2
)δ)wλ : α ∈ R
+
ℓ
}⋃{
(x−α
2
+(sα−
1
2
)δ)
(2mα−ℓ)++1wλ : α ∈ R
+
ℓ , mα < ℓ
}
(3.6)
Proof. By Theorem 1 the module V (ξ(ℓ, λ)) is the quotient of Wloc(λ) by the submodule gen-
erated by the elements (3.5) and (3.6). Taking r ∈ {sα, sα − 1} in (3.3) and (3.4) we see with
Theorem 2 that the canonical map Wloc(λ) −→ D(ℓ, λ) factors through to a map of Cg-modules
V (ξ(ℓ, λ)) −→ D(ℓ, λ).
To prove that this map is an isomorphism we must prove that the additional defining relations
of D(ℓ, λ) hold in V (ξ(ℓ, λ)). We obviously have xαvξ(ℓ,λ) = 0 for all α ∈ R̂re(+) and by
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Corollary 2.9 we get x−α+dαrδvξ(ℓ,λ) = x− 12α+(r+
1
2
)δvξ(ℓ,λ) = 0 if r ≥ sα. So assume r < sα,
which gives
k−α+dαrδ ≥ (sα − 1− r)ℓ+mα ≥
∑
j≥r+1
ξαj
k− 1
2
α+(r+ 1
2
)δ ≥
(
2(sα − 1− r)ℓ+ 2mα − ℓ
)
+
≥ 2φ(ξα; r)
Hence again by Corollary 2.9 we obtain a surjective Cg–module map D(ℓ, λ) −→ V (ξ(ℓ, λ)).
This completes the proof. 
As a corollary of the previous theorem we obtain that the level one Demazure modules are
isomorphic to local Weyl modules, which was initially proven in [2]. We can further simplify
the presentation of Demazure modules if ξ(ℓ, λ) is a tuple of rectangular partitions.
Corollary. Let ξ(ℓ, λ) be a tuple of rectangular partitions. Then, V (ξ(ℓ, λ)) is isomorphic to
the quotient of Wloc(λ) by the submodule generated by the elements{
(x−α+dαsαδ)wλ, (x−αn
2
+(sαn+
1
2
)δ)wλ : α ∈ ∆
}
(3.7)
Proof. Let V˜ (ξ(ℓ, λ)) be the quotient ofWloc(λ) by the submodule generated by (3.7) and v˜ξ(ℓ,λ)
its cyclic generator. Note that it is enough to show that
(x−α+dαsαδ)v˜ξ(ℓ,λ) = 0, (resp. (x−α2+(sα+
1
2
)δ)v˜ξ(ℓ,λ) = 0), for all α ∈ R
+ (resp. α ∈ R+ℓ )
Let α =
∑
i kiαi. We will proceed by induction on ht(α) =
∑
i ki (the height of α). The initial
step is obvious, so let α ∈ R+−∆ and write α = β+γ with ht(β) < ht(α),ht(γ) < ht(α). Since
dαα
∨ = dββ
∨ + dγγ
∨ it follows that dαsα = dβsβ + dγsγ . The induction hypothesis gives
(x−α+dαsαδ)v˜ξ(ℓ,λ) =
[
x−β+dβsβδ, x−γ+dγsγδ
]
v˜ξ(ℓ,λ) = 0.
For a long root α = 2(αi + · · ·+ αn)− αn, set β = αi + · · · + αn−1 and γ = αn. We obtain
(x−α
2
+(sα+
1
2
)δ)v˜ξ(ℓ,λ) =
[
x−β+sβδ, x− γ
2
+(sγ+
1
2
)δ
]
v˜ξ(ℓ,λ) = 0.

4. The modules V (ξ) for the special twisted current algebras
In this section, we consider the special twisted current algebras in the remaining indecomposable
twisted affine Lie algebras. The treatment of these is conceptually identical and technically easier
than the considerations for the hyperspecial twisted current algebra. For completness we give a
brief summary of their construction, where the details can be found in [1, 12, 21].
4.1. Let g be a simple Lie algebra of type A2n−1, n ≥ 3, Dn+1, n ≥ 3 or E6. Let L(g) =
g⊗ C[t, t−1] be the loop algebra of g with the usual Lie bracket, given by the C[t, t−1]–bilinear
extension of the Lie bracket on g. The set of roots of g is denoted by Rg = R
+
g ∪ R
−
g and the
weight lattice (resp. the cone of dominant weights) is denoted by Pg (resp. P
+
g ). We denote
by Vg(λ) the irreducible finite–dimensional g–module with highest weight λ ∈ P
+
g
. Extend the
graph autmorphism σ to an order m automorphism of L(g) defined by
σ(x⊗ ti) = ξ−iσ(x) ⊗ ti,
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where ξ is a primitive m–th root of unity. Remark that the Lie subalgebras g[t], n±[t] and h[t]
are stabilized by σ.
The special twisted current algebra of an affine Lie algebra of type A
(2)
2n−1, n ≥ 3, D
(2)
n+1, n ≥ 4,
E
(2)
6
, or D
(3)
4
is isomorphic to the fixed point subalgebra Cg of g[t], for g of type A2n−1, n ≥ 3,
Dn+1, n ≥ 4, E6 and m = 2, and of type D4 and m = 3, respectively. Recall that both g[t]
and Cg are naturally Z+–graded and the homogeneous components of degree zero are g and,
respectively, g. With the notation from Section 1 we have that Cn± (resp. Ch) is isomorphic to
the fixed point subalgebra of n±[t] (resp. h[t]). Recall that we have triangular decomposition
Cg = Cn− ⊕ Ch⊕ Cn+.
4.2. Similarly as we realized the hyperspecial twisted current algebra as a subalgebra of
L(sl2n+1) (see Section 1.6) we will realize Cg as a subalgebra of L(g). We fix a Chevalley
basis {X±α , Hi : i ∈ I, α ∈ R
+
g
} for g. For any α ∈ R+, there is α ∈ R+
g
such that α|h = α. Let
r ∈ Z+ and α ∈ R
+. Then,
x±α+dαrδ =
(m−1∑
i=0
(ξi)dαrX±
σi(α)
)
⊗ tdαr = X±α,dαr ⊗ t
dαr, hα,rδ =
(m−1∑
i=0
(ξi)rHσi(α)
)
⊗ tr
We remark that α∨i = hi,0 for i ∈ I.
Proposition. For α ∈ R+, the subalgebra of Cg generated by the elements
{x±α+rδ : r ∈ Z+, α+ rδ ∈ R̂}
is isomorphic to sl2[t]. 
4.3. For a dominant integral g weight λ the local Weyl module is generated by an element wλ,
with defining relations
Cn+wλ = 0, Ch+wλ = 0, h.wλ = λ(h)wλ, for h ∈ h, x
λ(α∨)
−α wλ = 0.
For a more general definition of local Weyl modules for equivariant map algebras we refer to
[11]. For a λ-compatible tuple of partitions we define similarly a Cg–module V (ξ) as the graded
quotient of Wloc(λ) by the submodule generated by the graded elements:{
(xα+dαδ)
s(x−α)
s+rwλ : α ∈ R
+, s, r ∈ N, s+ r ≥ 1 + rk +
∑
j≥k+1
ξαj , for some k ∈ N
}
.
The three presentations are clear from Proposition 4.2, Lemma 2.3 and Proposition 2.6, since
all calculations are valid for sl2[t].
4.4. Again we simplify the presentation of V (ξ) for rectangular or special fat hook partitions
and find a connection to Cg–stable Demazure modules for very special types of partitions. For
any α ∈ R+ we write again λ(α∨) = (sα − 1)ℓ + mα, 0 < mα ≤ ℓ. Similarly, we denote
by ξ(ℓ, λ) = (ξα)α∈R+ be the |R
+|-tuple of partitions given by: ξα is the empty partition if
λ(α∨) = 0 and otherwise, is the partition (ℓsα−1,mα). We collect our results in the next two
theorems.
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Theorem 4. Let ξ = (ξα)α∈R+ be a λ–compatible |R
+|–tuple of partitions. Assume that ξα is
either rectangular or special for α ∈ R+. Then, V (ξ) is isomorphic to the quotient of Wloc(λ)
by the submodule generated by the elements{
(x−α+dαsαδ)wλ : α ∈ R
+
} ⋃{
(x−α+dα(sα−1)δ)
ξαsα+1wλ : α ∈ R
+, ξα special
}
(4.1)
Proof. The proof proceeds similarly to the first part of the proof of Theorem 1. 
4.5. As before, for any pair (ℓ, λ) there exists an indecomposable Cg–stable Demazure module
D(ℓ, λ), which can be presented as a cyclic module that has an explicit description of the
annihilator of the generating element. For more details we refer to [26, Lemma 26] and [12,
Section 4].
Theorem 5. The module V (ξ(ℓ, λ)) is isomorphic to the Demazure module D(ℓ, λ) as a Cg–
module. More precisely, the Cg–stable Demazure module is the quotient of Wloc(λ) by the
submodule generated by the elements{
(x−α+dαsαδ)wλ : α ∈ R
+
} ⋃{
(x−α+dα(sα−1))
mα+1wλ : α ∈ R
+, mα < ℓ
}
(4.2)
Proof. Using the simplified presentation in Theorem 4 the proof proceeds similarly as the proof
of Theorem 3. 
Again one can see with the previous theorem that the level one Demazure modules are isomorphic
to local Weyl modules, which was initially proven in [12] for the special twisted current algebras.
Similarly to Corollary 3.3 we can further simplify the presentation of Demazure modules if ξ(ℓ, λ)
is a tuple of rectangular partitions.
Corollary. Let ξ(ℓ, λ) be a tuple of rectangular partitions. Then, V (ξ(ℓ, λ)) is isomorphic to
the quotient of Wloc(λ) by the submodule generated by the elements{
(x−α+dαsαδ)wλ : α ∈ ∆
}
(4.3)

5. Tensor product decomposition of twisted Demazure modules
5.1. In this section, we give a tensor product decomposition of twisted Demazure modules.
The main result of this section is the following.
Theorem 6. Let λ ∈ P+ and p, ℓ ∈ N and write
λ = ℓ
( p∑
i=1
λi
)
+ λ0, for some λi ∈ P
+, 0 ≤ i ≤ p.
If ĝ is of type E
(2)
6
we assume that ℓΛ0−w0λ0 ∈ P̂
+. Then we have an isomorphism of g–modules
D(ℓ, λ) ∼=g D(ℓ, ℓλ1)⊗ · · · ⊗D(ℓ, ℓλp)⊗D(ℓ, λ0).
20 DENIZ KUS AND R. VENKATESH
5.2. We make a few remarks before proceeding to the proof. The tensor product decomposition
of g–stable Demazure modules was proved in [13] for the special case λ0 = 0. A more general
case is considered recently in [6] for the untwisted affine algebras with the exceptions E
(1)
6,7,8 and
F
(1)
4
. As in these papers, the proof of Theorem 6 uses the theory of Demazure operators and
the following keyfact.
Lemma. Assume that ĝ is not of type E
(2)
6
. Let λ ∈ P+ and ℓ ∈ N such that λ(α∨) ≤ ℓ for all
α ∈ ∆. Then there exists µ ∈ P+ and w ∈W such that wtµ(−λ+ ℓΛ0) ∈ P̂
+.
Proof. If ĝ is not of type A
(2)
2n
we have α∨0 = K−θ
∨ (as in the untwisted cases), where K denotes
the central element of ĝ. Hence, the proof of the lemma proceeds similarly to [6, Proposition
3.5]. Now we focus on type A
(2)
2n
, where we have α∨0 = K − 2θ
∨. The proof of the lemma relies
on the following fact: we claim that there exists µ ∈ P+ such that
|(ℓµ− λ)(2α∨)| ≤ ℓ for all α ∈ R+ℓ .
We assume the claim and complete the proof of the lemma. Since ℓµ−λ ∈ P, there exists w ∈W
such that w(ℓµ − λ) ∈ P+. A simple calculation shows that wtµ(−λ+ ℓΛ0) = ℓΛ0 + w(ℓµ − λ)
mod Zδ. Since w(ℓµ − λ) ∈ P+,
ℓΛ0 + w(ℓµ− λ) ∈ P̂
+ iff ℓΛ0 + w(ℓµ − λ)(α
∨
0 ) = ℓ−w(ℓµ − λ)(2θ
∨) ≥ 0.
Now ℓ − w(ℓµ − λ)(2θ∨) = ℓ − (ℓµ − λ)(2α∨) for some α ∈ Rℓ, which is non-negative by our
claim. It remains to prove the claim which will proceed by induction on n. Observe that
{α∨i + · · · + α
∨
n : 1 ≤ i ≤ n} is the set of all positive long coroots of Cn. The induction begins
at n = 1 where we can take µ = 0 if 2λ(α∨) ≤ ℓ and otherwise µ = ω1. For the inductive
step assume that the result is proved for the Cn−1–subdiagram of Cn defined by the simple roots
{α2, . . . αn} of Cn. Let µ
′ =
∑n
j=2 sjωj ∈ P
+ such that
|(ℓµ′ − λ)(2α∨)| ≤ ℓ,
for all positive long roots α of Cn−1. The only additional positive long root in Cn is the highest
coroot θ∨. Moreover, θ∨ − α∨1 is a coroot of Cn−1 and so we take
µ =
{
µ′ if |λ(2θ∨)− (ℓµ′)(2θ∨ − 2α∨1 )| ≤ ℓ,
ω1 + µ
′ otherwise.
A simple calculation completes the proof. 
5.3. We now recall the Demazure character formula from [24, Chapter VIII]. Denote by Dw
the Demazure operator associated with an arbitrary element w ∈ W˜ . Then we have
ch
ĥ
Vwσ(Λ) = ch ĥ Vw(σ(Λ)) = Dw(e(σΛ)) = Dwσ(e(Λ)),
where ch
ĥ
is the character function with respect to ĥ defined in the obvious way. We note here
that we are only interested in g–module structure of D(ℓ, λ), and so in particular that we are
interested only in h–characters and hence it is enough to calculate the Demazure characters
modulo the ideal Iδ generated by e(δ)−1. The next lemma is proven similarly as [6, Proposition
2.8].
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Lemma. Let λ, µ ∈ P+ and w ∈W . Then we have ℓ(t−µt−λw) = ℓ(t−µ)+ ℓ(t−λw), where ℓ(−)
denotes the extended length function of W˜ . In particular, Dt−µt−λw = Dt−µ Dt−λw.
5.4. Proof of Theorem 6. We assume that λ0(α
∨) ≤ ℓ for all α ∈ ∆. The general case can
be easily deduced. By our assumption and Lemma 5.2 there exists µ ∈ P+, w ∈W and Λ ∈ P̂+
such that t−µw(Λ) = −λ0+ℓΛ0. Then we have e(ℓΛ0)ch hD(ℓ, λ0) = Dt−µw(e(Λ)) mod Iδ. Since
t−
∑p
i=1 λi
t−µw(Λ) = −
(
ℓ
p∑
i=1
λi + λ0
)
+ ℓΛ0 mod Iδ,
we have, by definition, Vt
−
∑p
i=1
λi
t−µw(Λ) = D(ℓ, λ) and again we have
e(ℓΛ0)ch hD(ℓ, λ) = Dt
−
∑p
i=1
λi
t−µw(e(Λ)) mod Iδ.
From Lemma 5.3 we get ℓ
(
t−
∑p
i=1 λi
t−µw
)
=
p∑
i=1
ℓ(t−λi) + ℓ(t−µw), and hence using the prop-
erties of the Demazure operators we get,
Dt
−
∑k
i=1
λi
t−µw
(
e(Λ)
)
= Dt−λ1 · · ·Dt−λk Dt−µw(e(Λ)) mod Iδ.
Then
e(ℓΛ0)ch hD(ℓ, λ) = Dt−λ1 · · ·Dt−λk (e(ℓΛ0)ch hD(ℓ, λ0)) mod Iδ.
Since ch hD(ℓ, λ0) is W˜–invariant, we get (see [13, Lemma 13])
e(ℓΛ0)ch hD(ℓ, λ) = Dt−λ1 · · ·Dt−λk (e(ℓΛ0))ch hD(ℓ, λ0) mod Iδ.
Now since Dt−λi (e(ℓΛ0)) = e(ℓΛ0)ch hD(ℓ, ℓλi) for all 1 ≤ i ≤ p, we get by repeated use of
earlier arguments that
e(ℓΛ0)ch hD(ℓ, λ) = e(ℓΛ0)ch hD(ℓ, ℓλ1) · · · ch hD(ℓ, ℓλk)ch hD(ℓ, λ0) mod Iδ.
The theorem is now immediate since Z[P ] →֒ Z[P̂ ]/Iδ is an inclusion. This completes the proof.
5.5. We conclude this section by proving the invertibility of certain matrices which will be
needed in the proof of Theorem 7. Let r, s, p ∈ N, d, c ∈ Z+ and write
r =
s−1∑
j=0
p∑
l=1
rjp+l.
Let A be the (r × r) square matrix given as in one of the following cases.
Case 1:
Let s = 1,m = 2 and write i = r1 + · · · + rq + y for some 0 ≤ q < p and 1 ≤ y ≤ rq+1, then
ai,j(d) =
(
2(d+ j)− 3
y − 1
)
z
2(d−1+j)−y
q+1 (5.1)
where we understand ai,1(0) = (−1)
y−1z−yq+1.
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Remark. Because of
N∑
k=y
(−1)k
(
N
k
)(
k − 1
y − 1
)
= (−1)y for all N, y ∈ N, y ≤ N
the entries ai,1(0) in (5.1) can be rewritten as ai,1 = [ϕzq+1(t
−1)]y−1, where [f(t)]u denotes the
coefficient of tu in f(t).
Case 2:
Let s = m and write i = r1+· · ·+rkp+q+y for some 0 ≤ k < m, 0 ≤ q < p and 1 ≤ y ≤ rkp+(q+1),
then
ai,j(d) = ξ
k(d+j−1+c)
(
d+ j − 1
y − 1
)
zd+j−yq+1 (5.2)
Lemma. The matrices in (5.1) and (5.2) are invertible.
Proof. The proof in both cases is similar and we focus ourself on Case 1. Let a0, . . . , ar−1 be
the coefficients, such that the corresponding linear combination of the columns of A is zero. Let
Q(x) = a0 + a1x
2 + a2x
4 + · · · ar−1x
2(r−1). By the definition of the matrix we obtain that Q(x)
has the following properties
Q(±zi) = 0,
Q(j)(±zi)
j!
= 0, 1 ≤ i ≤ p, 1 ≤ j ≤ ri − 1.
Since z2i 6= z
2
j for all i 6= j we obtain that Q(x) is divisible by
∏p
i=1(x
2 − z2i )
ri , which is a
contradiction to the degree of Q(x). Hence a0 = · · · = ar−1 = 0.

6. Fusion product decomposition of twisted Demazure modules
We shall give a fusion product decomposition of twisted Demazure modules analogous to the
untwisted case (see for instance [6],[14]). For the definition of fusion products for untwisted
modules we refer to [9]. In this section we do not consider the hyperspecial twisted current
algebra seperately, i.e. Cg stands for any twisted current algebra. Recall that Cg can be realized
as a subalgebra of L(g), where g = sl2n+1 if Cg is hyperspecial (see Section 1.6) and else as in
Section 4. Even when Cg is the special twisted current algebra, the main problem of defining
fusion products is that Cg is not stabilized by the Lie algebra homorphism g[t] −→ g[t], tk 7→
(t+a)k, a ∈ C×. One needs different methods for the definition. We shall use freely the notation
established in the earlier sections without further comments.
6.1. Before we define fusion products and state our main theorem we recall a general construc-
tion from [9]. The element d defines a Z+–graded Lie algebra structure on Cg. Let U(Cg)[k] be
the homogeneous component of degree k (with respect to the grading induced by d) and recall
that it is a g–module for all k ∈ Z+. Suppose now that we are given a Cg–module V which is
generated by v. Define an increasing filtration 0 ⊂ V 0 ⊂ V 1 ⊂ · · · of g-submodules of V by
V k =
k⊕
s=0
U(Cg)[s]v.
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The associated graded vector space gr V admits an action of Cg given by:
x(v + V k) = xv + V k+s, x ∈ Cg[s], v ∈ V k+1.
Furthermore, grV is a cyclic Cg–module with cyclic generator v¯, the image of v in grV .
6.2. For the rest of this section we shall relate the finite dimensional representation theory
of Cg and L(g). Any ideal of finite codimension in L(g) is of the form g ⊗ I for some ideal
I ⊂ C[t, t−1] and
I ⊇
(
(t− z1) · · · (t− zk)
)N
C[t, t−1]
for some non-zero distinct complex numbers zs, 1 ≤ s ≤ k and N ∈ N. For z ∈ C
× and N ∈ N,
we set gz,N = g⊗
C[t,t−1]
(t−z)N
and for z = (z1, . . . , zk) we set gz,N = ⊕
k
s=1gzs,N . We see by the Chinese
remainder theorem that any finite–dimensional module V of L(g) can be regarded as a module
for gz,N for some z = (z1, . . . , zk) ∈ (C
×)k with pairwise distinct entries and some N ∈ N.
Conversely, given a module V of gz,N we shall construct a L(g) and Cg–module respectively.
Given z = (z1, . . . , zk) ∈ (C
×)k and N ≥ 1, let
evz,N : L(g)→ gz,N ,
be the canonical Lie algebra morphism and let Ψz,N be the restriction of evz,N to the current
algebra Cg. Hence we get modules ev∗z,N V of L(g) and Ψ
∗
z,NV of Cg by pulling back V through
the morphisms evz,N respectively Ψz,N . The proof of the following lemma can be found in [2].
Lemma. If zs 6= zp for 1 ≤ s 6= p ≤ k then evz,N is surjective. If z
m
s 6= z
m
p for 1 ≤ s 6= p ≤ k,
then the restriction of Ψz,N to ⊕s≥rCg[s] is surjective for any r ∈ Z+. 
So if in addition V is cyclic, we obtain under further restrictions on z that ev∗z,N V respectively
Ψ∗z,NV is a cyclic L(g) respectively Cg–module.
6.3. We take the next proposition as a starting point for the definition of fusion products of
Cg–modules.
Proposition. Let V1, . . . , Vp be cyclic finite–dimensional L(g) modules and N ∈ N, such that
the action of L(g) on Vi factors through gzi,N for i = 1, . . . , p and zi = (z(1,i) . . . , z(ki,i)). Suppose
zm(r,i) 6= z
m
(s,j) for all (r, i) 6= (s, j). Furthermore, let W be a cyclic finite–dimensional graded
Cg–module. Then we have that
Ψ∗z1,NV1 ⊗ · · · ⊗Ψ
∗
zp,NVp ⊗W
is a cyclic U(Cg) module.
Proof. Let k =
∑p
i=1 ki and z = (z(1,1) . . . , z(k1,1), z(1,2) . . . , z(k2,2), . . . ) ∈ (C
×)k. The tensor
product V1⊗· · ·⊗Vp is a cyclic module for ⊕
p
i=1gzi,N and since Ψz,N is surjective by Lemma 6.2
we obtain that Ψ∗z,N (V1 ⊗ · · · ⊗ Vp)
∼= Ψ∗z1,NV1 ⊗ · · · ⊗Ψ
∗
zp,N
Vp is a cyclic module for U(Cg). In
fact, more generally we see that
Ψ∗z,N (V1 ⊗ · · · ⊗ Vp) = U
(
⊕s≥r Cg[s]
)
v1 ⊗ · · · ⊗ vp
for any r ∈ Z+. Since W is finite–dimensional graded Cg–module it follows that Cg[r]W = 0,
for r sufficiently large. Hence, Ψ∗z1,NV1 ⊗ · · · ⊗Ψ
∗
zp,N
Vp ⊗W is a cyclic U(Cg) module. 
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Definition. Let V1, . . . , Vp,W as in Proposition 6.3. We define the fusion product of V1, . . . , Vp,W
as
V1 ∗ · · · ∗ Vp ∗W := gr
(
Ψ∗z1,NV1 ⊗ · · · ⊗Ψ
∗
zp,NVp ⊗W
)
Note that the definition of the fusion product depends as in the untwisted case on parameters,
so it would be more appropriate to denote the fusion product by (V1 ∗ · · · ∗ Vs ∗W )(z, N). To
keep the notation as simple as possible we omit almost always the parameters in the notation
for the fusion product. It is conjectured that the fusion product is in fact independent of z and
is proved in certain cases by various people (see for instance [6, 8, 9, 14]). We will prove the
independence of z for twisted Demazure modules.
6.4. Our aim is to write D(ℓ, λ), λ ∈ P+, as a fusion product of suitable U(Cg)–modules.
In particular, we will relate a twisted module with a untwisted module and therefore we shall
regard h∗ as a subspace of (h)∗ by extending µ ∈ h∗ as follows
µ(Hi) = µ(α
∨
i ), 1 ≤ i ≤ n, µ(Hi) = 0, i > n.
Via this identification, the set of fundamental weights for g contains the fundamental weights
for g, allowing us to denote by ωi (i ∈ I), the fundamental weights for g. Conversely, given
µ ∈ (h)∗ we regard µ as an element of h∗ by restricting µ to h. So we have a map
(h)∗ → h∗, µ 7→ µ|h.
Note that the image of P+g under the above map is contained in P
+ and we denote the set of
all preimages of λ ∈ P+ by λσ. In other words λσ = {λ ∈ P+
g
| λ|h = λ}. Especially λ ∈ λσ.
6.5. Any untwisted g-stable Demazure module Dg(ℓ, λ) is a finite–dimensional graded module
for g[t] and hence cyclic for g⊗ C[t]
tN
for some N ∈ N. Since we have an isomorphism
ϕz :
C[t, t−1]
(t− z)N
−→
C[t]
tN
,
(
resp. ϕz(g) : gz,N −→ g⊗
C[t]
tN
)
, z ∈ C×
the module Dg(ℓ, λ) can be regarded as a cyclic module for gz,N by pulling back Dg(ℓ, λ) through
ϕz(g). To avoid introducing more notation we will use Dg(ℓ, λ) to denote the above represen-
tation too. Therefore, Ψ∗z,N Dg(ℓ, λ) is well-defined and cyclic as a Cg–module. For the rest of
this section we fix z = (z1, . . . , zp), such that z
m
i 6= z
m
j for all i 6= j. Note that
ϕz(t
k) = (t+ z)k if k ≥ 0 and ϕz(t
−1) =
N∑
j=1
(−1)j−1
(
N
j
)
(t+ z)j−1z−j .
We record the following lemma whose proof is a combination of the results in [17] and [18] and
an induction argument. A brief sketch of the proof is postponed to the end of Section 7.
Lemma. Let λ ∈ λσ, then
dimDg(ℓ, ℓλ) = dimD(ℓ, ℓλ)
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6.6. Recall that the presentation of D(ℓ, λ) is greatly simplified in Theorem 3 and Theorem 5
respectively. Our main theorem of this section is the following.
Theorem 7. Let λ ∈ P+ and p, ℓ ∈ N and write
λ = ℓ
(
p∑
i=1
λi
)
+ λ0, for some λi ∈ P
+, 0 ≤ i ≤ p.
If ĝ is of type E
(2)
6
we assume that ℓΛ0−w0λ0 ∈ P̂
+. Fix arbitrary elements λi ∈ λ
σ
i , 1 ≤ i ≤ p.
Then we have an isomorphism of Cg–modules
D(ℓ, λ) ∼=Cg Dg(ℓ, ℓλ1) ∗ · · · ∗Dg(ℓ, ℓλp) ∗D(ℓ, λ0).
Proof. Recall that the RHS is a cyclic Cg–module generated by v = vℓ,ℓλ1 ∗ · · · ∗ vℓ,ℓλp ∗ vℓ,λ0
(see Proposition 6.3) and since the dimension of both sides coincide by the tensor product
decomposition (see Theorem 6) and Lemma 6.5 we only need to show that we have a surjective
map from D(ℓ, λ) to the fusion product. Since the RHS is obviously a quotient of the local Weyl
module Wloc(λ), we shall verify that v satisfies the simplified relations in (3.1)-(3.2) and (4.1)
respectively. We start proving the theorem for the hyperspecial twisted current algebra. First
consider the elements x−α+2rδ for r ∈ Z+ and α = 2(αi + · · · + αn) − αn. For any choice of
complex numbers c0, . . . , cr−1 we obtain
x−α+2rδv =
(
x−α+2rδ −
r−1∑
k=0
ckx−α+2kδ
)
v
=
p∑
q=1
vℓ,ℓλ1 ∗ · · · ∗
(
X−i,2n+1−i ⊗
(
(t+ zq)
2r−1 −
r−1∑
k=0
ckϕzq (t
2k−1)
))
vℓ,ℓλq ∗ · · · ∗ vℓ,λ0
+
(
vℓ,ℓλ1 ∗ · · · ∗ vℓ,ℓλp ∗
(
x−α+2rδ −
r−1∑
k=0
ckx−α+2kδ
)
vℓ,λ0
)
We shall make a particular choice of the coefficients ck such that for all 1 ≤ q ≤ p(
X−i,2n+1−i ⊗
(
(t+ zq)
2r−1 −
r−1∑
k=0
ckϕzq(t
2k−1)
))
vℓ,ℓλq = X
−
i,2n+1−i ⊗ t
λq(α∨)vℓ,ℓλq (6.1)
Write
λ(α∨) = (sα − 1)ℓ+mα, λ0(α
∨) = (d− 1)ℓ+mα, d ∈ Z+ (6.2)
Let r = sα = d +
(
λ1 + · · · + λp
)
(α∨) and set c0, . . . , cd−1 = 0. We can transform (6.1) into a
system of linear equations ((r−d) equations with (r−d) unknowns). The corresponding square
matrix A = (ai,j(d)) is exactly the matrix given in (5.1) (rq = λq(α
∨)), which is invertible by
Lemma 5.5. Hence we can choose coefficients c0, . . . , cr−1 such that (6.1) holds. Since
λq(α
∨) = λq(α
∨) = λq(Hi,2n+1−i) and x−α+kδvℓ,λ0 = 0 for all k ≥ d,
we are done in this case. Now supposemα < ℓ and set r = sα−1 = (d−1)+
(
λ1+ · · ·+λp
)
(α∨)
and c0, . . . , cd−2 = 0. Then we can transform (6.1) again into a system of linear equations
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((r− d+1) equations with (r− d+1) unknowns), where the corresponding square matrix is of
similar form. Hence (6.1) holds and by repeating this argument we get
xmα+1
−α+2rδv = c
mα+1
d−1
(
vℓ,ℓλ1 ∗ · · · ∗ vℓ,ℓλp ∗ x
mα+1
−α+2(d−1)δvℓ,λ0
)
= 0.
Now consider the remaining elements x−α+rδ, α ∈ R
+
s respectively x1/2(−α+(2r+1)δ) , α ∈ R
+
ℓ .
Recall from our explicit realization of Cg as a subspace of L(g) (see Section 1.6) that these
elements are of the form
X−β1 ⊗ t
j + (−1)c+jX−β2 ⊗ t
j , for some c ∈ Z+, β1, β2 ∈ R
+
g
,
where almost always j = r except for α =
∑j
q=i αq + 2
∑n−1
q=j+1 αq + αn, 1 ≤ i ≤ j < n we have
j = r − 1. For simplicity we assume j = r, since the same argument works for j = r − 1. We
have((
X−β1 + (−1)
c+rX−β2
)
⊗ tr
)
v =
p∑
q=1
vℓ,ℓλ1 ∗ · · · ∗
(
X−β1 ⊗
(
(t+ zq)
r −
r−1∑
k=0
ckϕzq (t
k)
)
+
+X−β2 ⊗
(
(−1)c+l(t+ zq)
r −
r−1∑
k=0
(−1)c+kckϕzq (t
k)
))
vℓ,ℓλq ∗ · · · ∗ vℓ,λ0
+
(
vℓ,ℓλ1 ∗ · · · ∗ vℓ,ℓλp ∗
((
X−β1 + (−1)
c+rX−β2
)
⊗ tr −
r−1∑
k=0
ck(X
−
β1
+ (−1)c+kX−β2
)
⊗ tk
)
vℓ,λ0
)
Again we shall make a particular choice of the coefficients such that for all 1 ≤ q ≤ p(
X−β1 ⊗
(
(t+ zq)
r −
r−1∑
k=0
ckϕzq (t
k)
)
+X−β2 ⊗
(
(−1)c+r(t+ zq)
r −
r−1∑
k=0
(−1)c+kckϕzq(t
k)
))
vℓ,ℓλq
=
(
X−β1 ⊗ t
λq(Hβ1 ) +X−β2 ⊗ t
λq(Hβ2 )
)
vℓ,ℓλq (6.3)
Write λ(α∨) and λ0(α
∨) as in (6.2) and set r = sα and c0, . . . , cd−1 = 0. We can transform (6.3)
again into a system of linear equations ((r − d) equations with (r − d) unknowns), where the
square matrix A is given as in (5.2) with rq = λq(Hβ1), rp+q = λq(Hβ2). Since A is invertible
by Lemma 5.5 we obtain the desired property. Now suppose mα < l, and set r = sα − 1 and
c0, . . . , cd−2 = 0. Then we can transform (6.1) again into a system of linear equations ((r−d+1)
equations with (r−d+1) unknowns), where the corresponding square matrix is of similar form.
Hence (6.3) holds and since[
x−α
2
+(d− 1
2
)δ , x−α
2
+(k+ 1
2
)δ
]
vℓ,λ0 = 0 for all k ≥ d− 1
we can repeat this argument and obtain
x
(2mα−ℓ)++1
−α
2
+(sα−
1
2
)δ
v = c
(2mα−ℓ)++1
d−1
(
vℓ,ℓλ1 ∗ · · · ∗ vℓ,ℓλp ∗ x
(2mα−ℓ)++1
−α
2
+(d− 1
2
)δ
vℓ,λ0
)
= 0
resp. xmα+1
−α+(sα−1)δ
v = cmα+1d−1
(
vℓ,ℓλ1 ∗ · · · ∗ vℓ,ℓλp ∗ x
mα+1
−α+(d−1)δvℓ,λ0
)
= 0
Thus the theorem is proven for the hyperspecial twisted current algebra.
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We continue the proof for the remaining twisted current algebras. Let r ∈ Z+, α ∈ R
+
s and
α ∈ R+
g
such that α|h = α. Then,
x−α+rδv = =
(
X−α,r ⊗ t
r
)
v =
(
X−α,r ⊗ t
r −
r−1∑
k=0
ckX
−
α,k ⊗ t
k
)
v
=
p∑
q=1
vℓ,ℓλ1 ∗ · · · ∗
(
X−α,r ⊗ (t+ zq)
r −
r−1∑
k=0
ckX
−
α,k ⊗ (t+ zq)
k
)
vℓ,ℓλq ∗ · · · ∗ vℓ,ℓλp
+
(
vℓ,ℓλ1 ∗ · · · ∗ vℓ,ℓλp ∗
(
x−α+rδ −
r−1∑
k=0
ckx−α+kδ
)
vℓ,λ0
)
Again we shall make a particular choice of the coefficients c0, . . . , cr−1 such that for all 1 ≤ q ≤ p(
X−α,r ⊗ (t+ zq)
r −
r−1∑
k=0
ckX
−
α,k ⊗ (t+ zq)
k
)
vℓ,ℓλq =
(m−1∑
i=0
(ξi)rX−
σi(α)
⊗ t
λq(Hσi(α))
)
vℓ,ℓλq (6.4)
Write once more λ(α∨) and λ0(α
∨) as in (6.2) and set r = sα and c0, . . . , cd−1 = 0. We
can transform (6.4) once again into a system of linear equations, where the square matrix
A = (ai,j(d)) is given as in (5.2). With Lemma 5.5 we obtain the desired property. Now
suppose mα < l. Again setting r = sα − 1 and c0, . . . , cd−2 = 0 we obtain once more with
Lemma 5.5 that
x−α+rδv =
(
vℓ,ℓλ1 ∗ · · · ∗ vℓ,ℓλp ∗
(
x−α+rδ −
r−1∑
k=0
ckx−α+kδ
)
vℓ,λ0
)
Therefore,
xmα+1
−α+(sα−1)δ
v = cmα+1d−1
(
vℓ,ℓλ1 ∗ · · · ∗ vℓ,ℓλp ∗ x
mα+1
−α+(d−1)δvℓ,λ0
)
= 0.
The proof for all α ∈ R+ℓ is identical and we omit the details. 
Corollary. Let λ ∈ P+ such that ℓΛ0+λ ∈ P̂
+. Then we have an isomorphism of Cg–modules
D(ℓ,Nℓθ + λ) ∼=Cg Dg(ℓ, ℓθ) ∗ · · · ∗Dg(ℓ, ℓθ) ∗ ev
∗
0 V (λ)
We have two remarks.
Remark. Let ℓ, k ∈ N, ℓk = ℓ1 + · · · + ℓk and λ ∈ λ
σ. The same arguments of the proof of
Theorem 7 show that we have a surjective map of Cg–modules
D(ℓ, ℓkλ)→ Dg(ℓ1, ℓ1λ) ∗ · · · ∗Dg(ℓk, ℓkλ)→ 0
Remark. For untwisted modules, the fusion product can be understood as a graded version of
the tensor product. From the construction it is well known that the fusion product considered
as a module for the underlying simple Lie algebra is isomorphic to the tensor product. Here we
have the same circumstances, namely that
Dg(ℓ, ℓλ1) ∗ · · · ∗Dg(ℓ, ℓλp) ∗D(ℓ, λ0) ∼=g D(ℓ, ℓλ1)⊗ · · · ⊗D(ℓ, ℓλp)⊗D(ℓ, λ0)
which justifies to call this the fusion product.
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6.7. For the rest of this section we discuss applications of our result. We begin by noting the
following corollary which gives a criterion whether two (non-isomorphic) g[t]–Demazure modules
of same level became isomorphic as Cg–modules.
Proposition. The fusion product of Demazure modules is independent of the choice of the
parameters and
grDg(ℓ, ℓλ1) ∼=Cg grDg(ℓ, ℓλ2) iff ∃ λ ∈ P
+ such that λ1, λ2 ∈ λ
σ.

Another point of view of the previous proposition is the following: The twisted Demazure
module D(ℓ, ℓλ) can be obtained by taking the associated graded module of the untwisted
Demazure module Dg(ℓ, ℓλ) for any λ ∈ λ
σ. As a consequence we obtain together with [13]
certain branching rules. For fixed i we set ǫ ∈ {0, 1} such that ǫ ≡ i mod 2.
Corollary. For 1 ≤ i ≤ n we have
Vsl2n+1(ℓωi)
∼=sp2n Vsl2n+1(ℓω2n+1−i)
∼=sp2n
⊕
s1+···+si≤ℓ
V (s1ω1 + · · ·+ siωi)
Vsl2n(ℓωi)
∼=sp2n Vsl2n(ℓω2n−i)
∼=sp2n
⊕
sǫ+···+si=ℓ
V (sǫωǫ + sǫ+2ωǫ+2 + · · ·+ siωi)
Vso2(n+1)(ℓω1)
∼=so2n+1
⊕
s≤ℓ
V (sω1)
Vso2(n+1)(ℓωn)
∼=so2n+1 Vso2(n+1)(ℓωn+1)
∼=so2n+1 V (ℓωn)
VE6(ℓω1)
∼=F4 VE6(ℓω6)
∼=F4
⊕
s≤ℓ
V (sω1)
Even in the untwisted case very little is known about the fusion product of two finite–dimensional
irreducible modules. We use our main theorem to cover certain cases for the twisted algebras.
We set ǫ = 1 if Cg is special and ǫ = 2 otherwise.
Corollary. Fix 1 ≤ i ≤ n such that ωi is a minuscule g–weight and λ ∈ P+ such that ǫλ(θ∨) ≤ ℓ.
Then the module Vg(ℓωi)
∗k∗ev∗0 V (λ) is the quotient ofW (ℓkωi+λ) by the submodule generated
by the elements
{
(x−α+(kωi(α∨)+1)δ)wℓkωi+λ : α ∈ R
+
}⋃{
(x−α+(kωi(α∨))δ)
λ(α∨)+1wℓkωi+λ : α ∈ R
+
}
⋃{
(x−α
2
+(kωi(α∨)+
1
2
)δ)wℓkωi+λ : α ∈ R
+
ℓ , Cg hyperspecial
}
6.8. In what follows we give another application of our main theorem. Fix a non–zero domi-
nant weight λ of g and ℓ ∈ N such that Λ = ℓΛ0 + λ ∈ P̂
+. We shall give a semi–infinite fusion
product construction for the irreducible highest weight ĝ–module V̂ (Λ). The special case λ = 0
was proved earlier in [14] and a generalization for untwisted affine Lie algebras was considered
in [30]. Following is the statement of semi–infinite fusion product construction of irreducible
representations for the twisted affine algebras:
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Theorem 8. Let u 6= 0 be a Cg–invariant vector of D(ℓ, ℓθ) and V∞ℓ,λ be the direct limit of
ev∗0 V (λ) →֒ Dg(ℓ, ℓθ) ∗ ev
∗
0 V (λ) →֒ Dg(ℓ, ℓθ) ∗Dg(ℓ, ℓθ) ∗ ev
∗
0 V (λ) →֒ · · ·
where the inclusions are given by v 7→ u⊗v. Then V̂ (Λ) andV∞ℓ,λ are isomorphic as Cg–modules.
Proof. Here we follow the ideas of [14]. By Theorem 7 we have an isomorphism of Cg–modules
D(ℓ, (N + 1)ℓθ + λ) ∼= Dg(ℓ, ℓθ) ∗D(ℓ,Nℓθ + λ).
Using this isomorphism of Demazure modules, the assertion can be proved in exactly the same
way as [14, Theorem 9]. 
7. Twisted Q–systems
In this section, we discuss further consequences of our study and establish the connections with
the twisted Q–systems introduced in [17]. Q–systems for untwisted types have been introduced
in [16]. We shall use freely and without comment, the notation established in the earlier sections.
7.1. We recall only the definition of the twisted Q–system given in [17, Section 6]. For the un-
twisted types we refer to [16, Section 7]. Consider the ring Z[x±11 , . . . , x
±1
n ] in the indeterminates
x1, . . . , xn, where we recall that n is the rank of g. Note that for any λ ∈ P
+, the character of
V (λ) can be regarded as an element of this ring. A Q–system for ĝ is a set of infinitely many
commutative variables {Q
(i)
j : 1 ≤ i ≤ n, j ∈ Z+} satisfying Q
(i)
0 = 1, and
Q
(i)
j Q
(i)
j = Q
(i)
j+1Q
(i)
j−1 +
∏
p∈Θ(i)
Q
(p)
j , (7.1)
where Θ(i) depends on the type of ĝ. Here, we understand Q
(i)
j = 1 whenever i /∈ {1, . . . , n}.
Below we have listed the choices of Θ(i).
A
(2)
2n−1 :
Θ(i) = {i− 1, i+ 1} for 1 ≤ i ≤ n− 1,
Θ(n) = {n− 1, n − 1}
A
(2)
2n
:
Θ(i) = {i− 1, i+ 1} for 1 ≤ i ≤ n− 1,
Θ(n) = {n− 1, n}.
D
(2)
n+1 :
Θ(i) = {i− 1, i+ 1} for 1 ≤ a ≤ n− 2,
Θ(n− 1) = {n− 2, n, n},
Θ(n) = {n− 1}
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E
(2)
6
:
Θ(1) = {2},
Θ(2) = {1, 3},
Θ(3) = {2, 2, 4},
Θ(4) = {3}.
D
(3)
4
:
Θ(1) = {2},
Θ(2) = {1, 1, 1}.
Remark. Let k be maximal such that kαi + αp ∈ R
+ for some 1 ≤ i ≤ n (resp. 1 ≤ i < n
if Cg is hyperspecial) and p ∈ Θ(i), then kdi ≤ multp(Θ(i))dp where multp(Θ(i)) denotes the
multiplicity of p in Θ(i).
7.2. Let Cg be a special twisted current algebra and suppose we are given 1 ≤ i ≤ n and ℓ ∈ Z+.
The Kirillov–Reshetikhin module KRσ(ℓωi) defined in [3, Section 3] respectively [4, Section 2]
satisfies the simplified defining relations of V (ξ(ℓ, ℓωi)) ∼= D(ℓ, ℓωi) given in Corollary 4.5 and
vice versa. It follows that the KR module KRσ(ℓωi) is isomorphic to Demazure module D(ℓ, ℓωi).
As far as we know, this fact is nowhere written in the literature for the twisted cases and so
we decided to state this result in this paper. Some isomorphisms between KR modules and
Demazure modules as g–modules can be deduced by combining the results of [13, Section 4] and
[3, Section 3] respectively [4, Section 2]. We remark that the isomorphism between the Kirillov–
Reshetikhin modules and the Demazure modules for untwisted types was proved earlier in [3,
Section 5] and [14, Section 3.2].
Proposition. Let Cg be a special twisted current algebra. For 1 ≤ i ≤ n and ℓ ∈ Z+, we have
an isomorphism of Cg–modules,
KRσ(ℓωi) ∼= V (ξ(ℓ, ℓωi)) ∼= D(ℓ, ℓωi).

7.3. From now on we suppose again that Cg is hyperspecial or special. Theorem 4.1 of [19]
and Proposition 7.2 together, prove the following for the special twisted current algebras and
Theorem 2 of [13] and Theorem 6.3 of [17] prove the following for the hyperspecial twisted
current algebras.
Proposition. The g–characters of D(ℓ, ℓωi) satisfy the Q–system. More precisely, for 1 ≤ i ≤ n
and ℓ ∈ Z+, we have a (non–canonical) short exact sequence of g–modules,
0→ Ki,ℓ → D(ℓ, ℓωi)⊗D(ℓ, ℓωi)→ D(ℓ+ 1, (ℓ+ 1)ωi)⊗D(ℓ− 1, (ℓ− 1)ωi)→ 0,
where
Ki,ℓ ∼=
⊗
p∈Θ(i)
D(ℓ, ℓωp)

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Remark. It is proved in [18] that the character of a Kirillov–Reshetikhin module for untwisted
types solves the untwisted Q–system and hence by our earlier comments likewise the character
of Dg(ℓ, ℓωi), i ∈ I.
7.4. We shall prove a stronger statement
Theorem 9. Given 1 ≤ i ≤ n, ℓ ∈ Z+ and ωj ∈ ω
σ
j for j ∈ Θ(i)∪{i}, we have a (non–canonical)
short exact sequence of Cg–modules,
0→ K∗i,ℓ
ι
→ D(ℓ, 2ℓωi)
π
→ Dg(ℓ+ 1, (ℓ+ 1)ωi) ∗D(ℓ− 1, (ℓ− 1)ωi)→ 0
K∗i,ℓ
∼=∗p∈Θ(i)Dg(ℓ, ℓωp).
The proof of the theorem occupies the rest of this section.
7.5. The following Lemma proves the existence of π.
Lemma. There exists a surjective map of Cg–modules
π : D(ℓ, 2ℓωi)→ Dg(ℓ+ 1, (ℓ+ 1)ωi) ∗D(ℓ− 1, (ℓ− 1)ωi),
such that
0 6= (x−β)
ℓvℓ,2ℓωi ∈ kerπ,
where ±β = ±αi + diδ if Cg is special or i = n and otherwise ±β =
1
2 (±αn + 3δ).
Proof. Recall that the defining relations of Demazure modules are tight and thus by Theorem 2
and [12, Corollary 4.9]
(x−β)
ℓvℓ,2ℓωi 6= 0.
It remains to prove the existence of π and (x−β)
ℓvℓ,2ℓωi ∈ ker π. We give the proof only for the
hyperspecial twisted current algebra, since the other cases proceed similarly. Since(
X−i,i ⊗ t
)
vℓ+1,(ℓ+1)ωi =
(
X−2n+1−i,2n+1−i ⊗ t
)
vℓ+1,(ℓ+1)ωi = 0
and depending on the choice of ωi(
X−i,i ⊗ 1
)
vℓ+1,(ℓ+1)ωi = 0, or
(
X−2n+1−i,2n+1−i ⊗ 1
)
vℓ+1,(ℓ+1)ωi = 0
we can choose similar to (6.3) a complex number c ∈ C such that for r = 1, 2(
x−αi+rdiδ−cx−αi+(r−1)δ
)
vℓ+1,(ℓ+1)ωi = 0, resp.
(
x 1
2
(−αn+(2r+1)δ)
−cx 1
2
(−αn+(2r−1)δ)
)
vℓ+1,(ℓ+1)ωi = 0
Thus r = 2 ensures the existence of π and r = 1 shows that x−β acts only on the second factor
as x−αi respectively x 1
2
(−αn+δ)
. Therefore,
(x−β)
ℓvℓ+1,(ℓ+1)ωi ∗ vℓ−1,(ℓ−1)ωi = vℓ+1,(ℓ+1)ωi ∗ (x−αi)
ℓvℓ−1,(ℓ−1)ωi = 0
resp. (x−β)
ℓvℓ+1,(ℓ+1)ωi ∗ vℓ−1,(ℓ−1)ωi = vℓ+1,(ℓ+1)ωi ∗ (x 1
2
(−αn+δ)
)ℓvℓ−1,(ℓ−1)ωi = 0.

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7.6. The next result establishes the existence of ι.
Lemma. There exists an injective non-zero map of Cg–modules,
ι˜ : K∗i,ℓ → ker π.
Proof. Let w ∈ Ŵ and Λ be the dominant integral ĝ–weight such that D(ℓ, 2ℓωi) is the b̂-module
generated by the line V̂ (Λ)ω(Λ). Hence w(Λ) = ℓΛ0 − 2ℓωi + rδ for some r ∈ Z. Recall that
D(ℓ, 2ℓωi) is Cg-stable and is generated as a Cg–module by the line V̂ (Λ)w0ω(Λ). We obtain
wαi+diδω(Λ) = ℓΛ0 − ℓ
( ∑
p∈θ(i)
ωp
)
+ (r + ℓdi)δ,
(
resp. w 1
2
(αn+3δ)
ω(Λ) = ℓΛ0 − ℓ(ωn−1 + ωn) + (r +
3
2
ℓ)δ.
)
Hence the b̂-module generated by the line V̂ (Λ)wβω(Λ) is Cg–stable and is generated as a Cg–
module by the line V̂ (Λ)w0wβω(Λ) = C(x−β)
ℓvℓ,2ℓωi . Therefore,
K∗i,ℓ
∼= D
(
ℓ, ℓ
( ∑
p∈θ(i)
ωp
))
∼= U(Cg)V̂ (Λ)w0wβω(Λ)
∼= U(Cg)(x−β)
ℓvℓ,2ℓωi →֒ ker π.

7.7. By Lemma 7.5 we have a short exact sequence
0→ ker π→D(ℓ, 2ℓωi)
π
→ Dg(ℓ+ 1, (ℓ + 1)ωi) ∗D(ℓ− 1, (ℓ − 1)ωi)→ 0,
which is non-split, since D(ℓ, 2ℓωi) is indecomposable. Together with Lemma 7.6 and Proposi-
tion 7.3 we obtain
dimD(ℓ, 2ℓωi) = dim(ker π) + dim
(
Dg(ℓ+ 1, (ℓ + 1)ωi) ∗D(ℓ− 1, (ℓ− 1)ωi)
)
≥ dim(K∗i,ℓ) + dim
(
Dg(ℓ+ 1, (ℓ+ 1)ωi) ∗D(ℓ− 1, (ℓ− 1)ωi)
)
≥ dim(Ki,ℓ) + dim
(
D(ℓ+ 1, (ℓ+ 1)ωi)⊗D(ℓ− 1, (ℓ− 1)ωi)
)
= dimD(ℓ, 2ℓωi).
Hence ι˜ is an isomorphism proving Theorem 9. We complete the paper by giving a proof of
Lemma 6.5.
7.8. Proof of Lemma 6.5. By the tensor product decomposition of untwisted Demazure
modules proved in [13] and Theorem 6 it suffices to show dimgD(ℓ, ℓωi) = dimD(ℓ, ℓωi) for
1 ≤ i ≤ n. We prove this equality by induction on ℓ. If ℓ = 1 this follows from [12, Lemma 5.3]
if Cg is special and otherwise
dimDg(1, ωi) = dimVg(ωi) = 1 +
i∑
j=1
V (ωj) = dimD(1, ωi), for 1 ≤ i ≤ n
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and the induction begins. Since the characters of Dg(ℓ, ℓωi) and D(ℓ, ℓωi) respectively solve
the untwisted and twisted Q–system respectively we can deduce from Proposition 7.3 and Re-
mark 7.3 and the induction hypothesis
dimDg((ℓ+ 1), (ℓ + 1)ωi) dimD((ℓ− 1), (ℓ− 1)ωi) = dimD(ℓ, 2ℓωi)−
∏
p∼i
dimDg(ℓ, ℓωp),
dimD((ℓ+ 1), (ℓ + 1)ωi) dimD((ℓ− 1), (ℓ− 1)ωi) = dimD(ℓ, 2ℓωi)−
∏
p∈σ(i)
dimD(ℓ, ℓωp),
where p ∼ i means (αp, αi) < 0. Now consider the set {p | p ∼ i} and replace any p > n by σ
j(p)
where j is minimal such that σj(p) ≤ n. The corresponding set is equal to θ(i). For example if
g = A2n and i = n we have {p | p ∼ i} = {n− 1, n+ 1} and we replace n+ 1 by n. The Lemma
follows now easily.
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