The Burst Failure Influence on the $H_\infty$ Norm by Carvalho, Leonardo de P. et al.
ar
X
iv
:1
81
1.
01
13
1v
1 
 [c
s.S
Y]
  3
 N
ov
 20
18
Proceedings of the IX Encontro dos Alunos e Docentes do Departamento de Engenharia de Computac¸a˜o
Automac¸a˜o At: Campinas 29 e 30 de setembro de 2016, SP–Brazi, available in [2016 EADCA-IX].
The Burst Failure Influence on the H∞ Norm
Leonardo de P. Carvalho, Jonathan M. Palma, Lucas P. Moreira and Alim P. C. Gonc¸alves (Ori-
entador).
Departamento de Engenharia de Computac¸a˜o e Automac¸a˜o Industrial (DCA). Faculdade de Engenharia
Ele´trica e de Computac¸a˜o (FEEC). Universidade Estadual de Campinas (Unicamp). Caixa Postal 6101, 13083-
970 – Campinas, SP, Brasil. email {jpalmao,lcarvalho,lporrelli,alimped}@dca.fee.unicamp.br
Abstract – In this work, we present an analysis of the Burst failure effect in the H∞ norm.
We present a procedure to perform an analysis between different Markov Chain models and a
numerical example. In the numerical example the results obtained pointed out that the burst
failure effect in the performance does not exceed 6.3%. However, this work is an introduction for
a wider and more extensive analysis in this subject.
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1 Introduction
In the last decade, the Networked Control System theory has been heavily studied, primarily because it makes
possible to design control solutions, which consider the problems inherent to the network,[1],[2]. One of the
most problematic characteristic in a network is that it will always have some sort of packet loss. Usually, this
packet loss is solved re-transmitting the same information until it reaches its destination. But depending on
the amount of re-transmission, this can lead to another problem, the delay,[3]. The packet loss has a peculiar
behavior, when the network fails the chance of the network fails again in the next instant k is high, this leads
to several consecutive failures. This characteristic is named burst failure,[4].
Usually, when designing a controller via Networked Control System(NCS) the only information about the
network is the packet loss rate (PLR). If the controller is designed with only the PLR information, the network
behavior that the controller is expecting from the network is a Bernoulli Process, and like we explained before,
the network has a more complex behavior. Moreover, the Bernoulli process does not contemplate the burst failure
like others Markov Chain models, (e.g. Gilbert, Gilbert Eliot, McCullough). When this approximation is made
some information about the network behavior is lost. It is well known that depending on the system dynamic
the H∞ norm is very sensitive to the packet loss variation. In this situation, the Bernoulli approximation may
influence the performance presented by the controller designed using only packet loss rate as information that
represents the entire network behavior.
In this work we study the influence when the controllers are designed using the Bernoulli process as a network
model compared with controllers designed using other Markov Chains that contemplate the burst failure, like
the Gilbert model and the Gilbert-Eliot model. We are using the H∞ norm as a performance measurement, the
H∞ norm is commonly used because it is a system characteristic that represents the robustness of the system.
At the end of the work we present an example to show the comparison between the H∞ norm, using the
Bernoulli model and the worst case scenario using the Gilbert model.
2 Theoretical Background
In this section, we explain the necessary theoretical background to understand and replicate the results exposed
in this work.
2.1 Discrete-Time Markov Chains
A Markov Chain is a random process that the next state depends only on the present state. The Markov chains
can be classified as infinite or finite chain, in the infinite chain the set of states is unlimited, and otherwise for
the finite chain. The transition between mode follows the probabilities contained in the transition probability
matrix, an example of this matrix is presented below,
P =
[
1− p p
q 1− q
]
(1)
It is possible to calculate the n-step transition probability using Pn,[5].
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2.1.1 Steady State
Some Markov Chain after a long time running, n → ∞, it settles into a stationary state. In the Steady State
the matrix P all the rows are equal to the same probability mass function.
2.2 Markov Jump Linear System
A Markov Jump Linear System (MJLS) can be defined as a class of switched system , where the permutation
is a stochastic process. The permutation is made between modes. The modes are subsystems with its own par-
ticularities. The permutations are made according to a Markov Chain. A general mathematical representation
is described by Eq.(2),
G :
{
x(k + 1) = A(θk)x(k) + J(θk)w(k),
z(k) = Cy(θk)x(k) + Ey(θk)w(k),
(2)
where x(k) ∈ Rr is the state vector, w(k) ∈ Rm is the exogenous input (i.e., the signal that represents the
disturbance or noise). The y(k) vector denotes the estimated output. The variable θk is a random variable and
assume values on the finite set K = {1, 2, · · · , N}, each value representing a specific mode and, in every instant
k, the mode may or may not change. These transitions between modes occurs according to a Markov Chain.
Probability is given by pij = Prob(θk+1 = j|θk = i), pij > 0 and
∑n
i∈K pij = 1, ∀ i, j ∈ K. The transition
matrix is represented by P = [pij ]. To simplify the notation, for now on, whenever θk = i, we write A(θk) = Ai.
More information about Markovian Linear Jump Systems can be found in [1].
2.3 Markovian H
∞
norm
The H∞ norm can be interpreted as the maximum cost threshold for the worst disturbance influence on the
output. A formal definition is expressed in Equation 3:
‖G‖2∞ = sup
06=w∈L2, θ0∈K
‖z(k)‖22
‖w(k)‖22
(3)
a more detailed explanation about Markovian H∞ norm can be found in [6, 7].
In order to calculate the H∞ norm, we use the following theorem,
Theorem 1 Given the system (2) stable by the second moment, the H∞ norm from the relation between the
output z and the input w is bounded by ‖G‖2∞ < γ if, and only if, there exist symmetric matrices Pi = P ′i >
0 ∀ i ∈ K, Ppi =
∑
j∈K pijPj and γ > 0, 

Pi • • •
0 γI • •
PpiAi PpiJi Ppi •
Czi Ezi 0 I

 > 0, (4)
if a feasible solution for all i ∈ K is found and the system is weakly controllable the norm is given by ‖G‖∞ < √γ.
The prove of this theorem is found in [6].
2.4 Probabilistic Models
In this work we use two types of probabilistic models: the Bernoulli model and the Gilbert model. The Bernoulli
model is a special case for the Gilbert model. The network model is given by a Gilbert model which possesses
similar characteristics to burst failures present in real networks. Figure 1 presents a graphical representation
for both modes. The probability matrix, Pgil, for the Gilbert model and , Pber , for the Bernoulli model (see [8]
(a) Gilbert model
Success Failure
(b) Bernoulli model
Figure 1: Graphic representation for both models, with q = Pcc and p = Pff
2
for a complete description for the Gilbert model and [5] for the Bernoulli model).
Pgil =
[
1− p p
q 1− q
]
, Pber =
[
p¯ 1− p¯
p¯ 1− p¯
]
(5)
3 Procedure to analyze the burst failure effect on the H∞
3.1 Steady State
In order to make a fair comparison between the model, we need to compare the models in situation that both
have the same probability mass function. For the Bernoulli model with a specific packet loss rate value, the
Gilbert mode has a region of values of p and q with the same packet loss rate in the steady state. The Fig.
2 shows a representation of this situation. In order to describe this region, we need to make the following
p
q
Figure 2: Graphic representation for region with the same PLR
procedure, first, we need to consider that,
Pngil = Pber (6)
This consideration means that the steady state matrix for the Gilbert mode is equal to the matrix that represents
the Bernoulli model. (The second step is to find the exponential Pngil. Making the diagonalization method in
Pgil, we obtained the following matrix.[5])
Pgil = EΛE
−1 (7)
= 1
p+q
[
1 p
1 −q
] [
1 0
0 1− p− q
] [
q p
1 −1
]
(8)
With Pgil diagonalized, we are able to calculate P
n
gil as presented below,
Pngil = (EΛE
−1)n (9)
= (EΛE−1)× (EΛE−1)× · · · × (EΛE−1) (10)
= EΛnE−1 (11)
= 1
p+q
[
1 p
1 −q
] [
1 0
0 (1− p− q)n
] [
q p
1 −1
]
(12)
=
[ q
p+q
p
p+q
q
p+q
p
p+q
]
+ (1−p−q)
n
p+q
[
p p
q q
]
(13)
as long as |1− p− q | < 1 when n→∞ the second term goes to zero so we can say that,
Pngil =
[ q
p+q
p
p+q
q
p+q
p
p+q
]
(14)
Now we can find the region for all pairs p and q that have the same PLR as a Bernoulli process. This region is
formed by two equations obtained using the equation (6),those equations are presented below,
PLR =
q
p+ q
(15)
(1− PLR) = p
p+ q
(16)
In possession of these equations we can find the region for a specific PLR.
3
4 Numerical example
In this section we present the preliminary results obtained for experiment.
4.1 Dynamical system
The model used in this example consists of a mass spring damp system composed by two cars with masses M
and m interconnected by a spring and dampening setting. The car whose mass is M is linked to a wall by a
spring. Fig. 3 shows the studied physical system. The continuous time equations are easily obtained by classical
x1 x2
f
b
K
M m
k
Figure 3: Studied physical system.
modeling. Thus, taking into account the respective parameters, the resulting matrices of the continuous state
space form,

 A JCy1 Ey1
Cy2 Ey2

 =


0 0 1 0 0.5 0 0 0
0 0 0 1 0 0.5 0 0
0 26.29 −15.96 −0.02 0 0 0.5 0
0 68.52 −15.25 −0.04 0 0 0 0.5
1 0 0 0 0.05 0 0 0
0 1 0 0 0 0.05 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


. (17)
The only measured state is the first car position, x2, with a 0.5% noise in this measurement. This example has
two mode the first mode represents the situation when the measurement signal is properly received, represented
as Cy1 and Ey1, respectively. The second mode is when the signal is lost during the transmission, represented
as Cy2 and Ey2. The discretization time used was T = 0.01 s.
4.2 Finding the region
The first results are regions where the PLR after n interactions, with n → ∞, is the same as the PLR for the
Bernoulli process. We found the regions that represent the following values of PLR [0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9].
This graphic is presented below,
p
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
q
0.2
0.4
0.6
0.8
1
Figure 4: Graphic showing the region where the PLR is equal after n iterations
The precision used to find these regions was 0.0001. It is possible to observe that the regions for each PLR
has different sizes and does not have any intersection between these regions. These characteristics are expected
because a specific pair [p q] has only one value of PLR.
4
4.3 Obtaining the worst H
∞
norm in the region
The second step is find the pair p, q with the highest H∞ norm, the worst case, and compare with H∞ norm
obtained with Pber . The results for each value of PLR is presented in the table below. It is possible to observe
PLR H∞GIL H∞BER ERR
0.1 1.1435 1.1315 0.1%
0.2 1.5430 1.5346 0.5%
0.3 1.8511 1.8268 1.3%
0.4 2.1033 2.0893 0.67%
0.5 2.3317 2.3264 0.22%
0.6 2.5923 2.5362 2.21%
0.7 2.8576 2.7425 4.19%
0.8 3.1023 2.9183 6.30%
0.9 3.2198 3.1131 3.42%
Table 1: Table of comparison.
that when PLR increases the Burst failure relevance also increases for this specific example. However, the
discrepancy found between the H∞ norm does not exceed 6.30%, this value shown that the difference in the
performance for this specific example is not relevant. But, it is also important to point out that the worst noise
for the Bernoulli model is not necessarily the same worst noise for the Gilbert model, and in a implementation
the difference in the performance can improve or decrease depending on the type of noise that the system will
be exposed.
5 Conclusion
In this work we presented the preliminary analyses made on the effects that the Burst failure has in the H∞
norm. We introduced a procedure to make a fair comparison between different Markov chain models and
presented an example of one Markov chain model, the Gilbert Model. The results obtained in this first attempt
to make this analysis, where the difference in performance does not exceed 6.3%, apparently, showing that the
burst failure has not a relevant in H∞ norm, however, it is necessary to perform more test in order to verify
such assumption. Like we explained in the previous section, the worst noise in for the Bernoulli Model is not
necessarily equal to the worst noise in the Gilbert Model, with that information in mind, an important analysis
would be the a Temporal Monte Carlo simulation with noises that are relevant to the system in the example.
Another important analysis would be the analyses of other Markov Chain models such the Gilbert-Eliot and
McCullough models, these models are better network representations than the Gilbert model and they would
add more veracity to the experiment. This first analyses was important because now we have the information
about the region characteristic, now that we know that it is a convex region. With that information in hands,
we will be able to create solutions that only with the PLR information we will be capable of design a controller
that consider the burst failure.
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