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Previous limiter-biasing experiments on the Texas Helimak, a simple magnetized torus, have been inconclusive on
the effect of flow shear on turbulence levels. To investigate this, the first gyrokinetic simulations of limiter biasing
in the Helimak using the plasma physics code Gkeyll have been carried out, and results are presented here. For
the scenarios considered, turbulence is mostly driven by the interchange instability, which depends on gradients of
equilibrium density profiles. An analysis of both experimental and simulation data demonstrates that shear rates are
mostly less than than local linear growth rates, and not all requirements for shear stabilization are met. Rather, the
mostly vertical shear flow has an important effect on bulk transport and experimental equilibrium density profiles, and
changes to the gradients correspond to changes in turbulence levels.
I. INTRODUCTION
Since the discovery of the H-mode in the ASDEX tokamak1
and in other devices thereafter, there has been significant inter-
est in understanding the conditions that govern the transition
to this improved confinement regime. H-mode is character-
ized by increased core energy, steep gradients in the density
and temperature profiles near the edge of the plasma, and a
reduction of radial turbulent transport across the separatrix, or
last closed magnetic flux surface. A sheared, poloidal flow in
the plasma edge, generated by radial electric fields, has been
observed to correlate with this reduction in turbulence,2 and
the role of E×B flow shear in turbulence suppression has
been studied extensively.3–5 In strongly magnetized plasmas,
shear may break up turbulent structures and, hence, reduce
turbulence levels, provided certain requirements are met: (1)
the shear rate is greater than the turbulence decorrelation rate,
(2) turbulent structures remain in the region of shear longer
than the decorrelation time, and (3) the flow itself is stable,
i.e. not Kelvin-Helmholtz unstable.5
The effect of flow shear on turbulence levels has been stud-
ied experimentally in more basic, open-field-line plasma de-
vices such as LAPD,6 TORPEX,7 and the Texas Helimak8,9
by applying a bias voltage to plasma limiters, which drives a
sheared E×B flow. This provides more direct control over
the shear than is typically available in the edge of a tokamak.
Simple magnetized torus experiments, like TORPEX and the
Helimak, have helical, open field lines and are good approxi-
mations to a tokamak scrape off layer (SOL), with the radial
and toroidal directions analogous to those of a tokamak and
the vertical Z direction analogous to the poloidal direction.
We focus this study on the Helimak, whose field lines termi-
nate on conducting plates at the top and bottom of the vac-
uum vessel, pictured in Fig. 1. These are arranged in four sets
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FIG. 1. Schematic of the Helimak toroidal cross section with the
vacuum vessel outlined in black. In scenarios considered here, the
second limiter plates (solid orange) were biased to a given voltage,
while the others (dotted gray) were grounded. An identical set of
plates appears at a toroidal location 180◦ apart from this image.
of four plates, with two sets on the top and two sets on the
bottom, located 180◦ apart toroidally. Each plate is approxi-
mately 0.2 m in width and 0.2 m in height, oriented vertically
such that the toroidal direction is normal to the plate. A bias
voltage can be applied to the same plate in each of the four
sets, such as the second set of plates from the inner Helimak
wall, leaving the other three grounded, to modify the veloc-
ity shear. A range of -40 V to 15 V has been applied to bias
plates. The plasma response to sheath physics at the plates sets
up a radially varying electric potential, resulting in a sheared
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2E×B flow that is mostly vertical since the toroidal compo-
nent of the magnetic field is much stronger than the vertical
component (BZ/Bφ <∼ 0.05). This vertical flow has been ob-
served experimentally via spectroscopic measurements of ion
flow.8,9 Since ions are relatively cold, other particle drifts are
negligible, and the E×B drift dominates.
The magnetic field line connection length can be scanned
by changing resistance through the vertical field coils. We
consider a low connection-length scenario (Lc(R0) ≈ 40 m),
with k‖ ≈ 0, which is dominated by interchange turbulence.10
This instability occurs in the “bad-curvature region," where
κ ·∇xn > 0; κ is the inward-pointing radius of curvature and
∇xn is the radial gradient of the equilibrium density profile.
This region begins around R = 1 m in the device and extends
to larger radii. To test the effect of shear flow on interchange
turbulence, a bias potential can be applied on a plate in the
bad-curvature region, which corresponds to plates 2, 3, or 4.
However, for the low connection length considered here, some
field lines at plates 3 and 4 terminate on the grounded ves-
sel wall rather than the plates, due to the radial variation in
connection length. Thus, the second conducting plates (high-
lighted in Fig. 1) were biased in the data presented here. It
has been demonstrated that higher connection-length scenar-
ios, with finite k‖, are dominated by the drift-interchange in-
stability and analysis of these is beyond the scope of this work.
An array of Langmuir probes is located on the bias plates
to calculate equilibrium profiles and turbulence levels across
the full radial extent of the device and along a smaller range
in Z. E×B flow has previously been calculated using spec-
troscopic measurements, which is described in more detail in
Ref. 9.
Standard theories of shear stabilization have not been suf-
ficient to explain observations from previous limiter-biasing
experiments on the Helimak. According to Ref. 9, shear struc-
tures remain in the region longer than linear growth times,
satistfying one of the requirements for shear stabilization. The
authors also state that shear rates (Fig. 15) are equal to or
larger than linear growth rates, though they do not include
data for the latter. A comparison of reduction in turbulence
fluctuation levels vs. shear was plotted using data from nu-
merous experiments (Fig. 17 in Ref. 9) and showed no clear
correlation between the two quantities.
In order to better understand those observations, we have
performed continuum gyrokinetic simulations of limiter-bias
scenarios in the Helimak with the plasma physics code
Gkeyll, building upon simulations of limiter biasing in
LAPD by Shi11 and simulations of a grounded (no limiter
biasing) argon discharge in the Helimak by Bernard et al.12
Though fluid simulations of biasing in the Helimak have
been performed and resulting profiles approach experimen-
tal values,13 kinetic models are necessary to reproduce non-
Maxwellian features in the particle distribution functions.
For example, it has been shown that there are small but
non-negligible kinetic sheath effects in the Helimak.12 Fur-
thermore, our model introduces E ×B velocity shear self-
consistently via the plasma response to boundary conditions
in the parallel direction. This produces a radial gradient in the
electrostatic potential, resulting in the radial electric field that
gives rise to a sheared E×B flow.
The paper is organized as follows: In Sec. II, we begin
with an explanation of the model equations and simulation
set-up. In Sec. III, we present the results of limiter-biasing
simulations of the Texas Helimak and make comparisons with
the grounded simulation and experimental data. We find fair
agreement and similar trends with experimental equilibrium
profiles and also describe the effect of shear flow on density
profiles. For scenarios considered here, most shear rates are
less than local linear growth rates, and requirements for shear
stabilization are not met. We give an explanation for how
shear flow affects turbulence by changing gradients of den-
sity profiles. In Sec. IV, we conclude with a summary of our
findings.
II. MODEL EQUATIONS
The Gkeyll code has previously been used to model he-
lical, open-field-line plasmas with the continuum gyrokinetic
solver,11,12,14 and we briefly describe the model and param-
eters used in the code to produce the simulations presented
below. Gkeyll uses the nodal discontinuous Galerkin com-
putational method for the spatial discretization and an ex-
plicit third-order Runge–Kutta method to discretize in time.
The full- f gyrokinetic equation in the long-wavelength, zero-
Larmor-radius limit is used to evolve the gyrocenter distribu-
tion function fs(R,v‖,µ, t)
∂J fs
∂ t
+∇ · (J R˙ fs)+ ∂∂v‖
(J v˙‖ fs) = JC[ fs]+J Ss, (1)
where C[ fs] represents the effect of collisions and Ss is a
source term. The Jacobian is J = B∗‖, where B∗‖ = b ·B∗‖ ,
and B∗‖ = B+ (Bv‖/Ωs)∇× b. The phase-space advection
velocities R˙ = {R,H} and v˙‖ = {v‖,H} are defined in terms
of the Poisson bracket
{F,G}= B
∗
msB∗‖
·
(
∇F
∂G
∂v‖
− ∂F
∂v‖
∇G
)
− 1
qsB∗‖
b ·∇F×∇G. (2)
In the long-wavelength limit, the gyrocenter Hamiltonian is
Hs =
1
2
mv2‖+µB+qsφ . (3)
The long-wavelength gyrokinetic Poisson equation, which is a
statement of quasineutrality, is used to evolve the electrostatic
potential
−∇ ·
(
ngi0q
2
i ρ2s0
Te0
∇⊥φ
)
= σg = qingi (R, t)− ene(R, t), (4)
where ρs0 = cs0/Ωi is the ion sound gyroradius and cs0 =√
Te0/mi is the ion sound speed. According to spectroscopic
measurements of the Helimak, the argon ions have a charge
3state of Z = 1, and thus we assume qi = e. In the long-
wavelength limit, gyro-averaging is neglected, and this as-
sumption will be relaxed in the future.
Gkeyll employs a nonorthogonal field-line-following co-
ordinate system,15–17 where z is the distance along the field,
x is the radial coordinate, and y is the bi-normal coordinate.
Geometric factors due to the cylindrical coordinate system are
only retained in B∗ and neglected elsewhere. Like most flux-
tube codes, we assume that perpendicular gradients are much
stronger than parallel gradients and make the following ap-
proximation:
(∇×b) ·∇= [(∇×b) ·∇y] ∂
∂y
+[(∇×b) ·∇z] ∂
∂ z
≈ [(∇×b) ·∇y] ∂
∂y
,
where ∇y is the reciprocal-basis vector of the curvilinear co-
ordinate system. Field-line curvature enters through this term
as (∇×b) ·∇y=−1/x. Magnetic shear is not included in the
model, and since the field strength is dominated by the vac-
uum toroidal field, we assume B(x) = B0(R0/x).
Limiter biasing is modeled via the “conducting-sheath”
boundary conditions in the z direction, which is parallel to the
magnetic field. For now, our model assumes that field lines
intersect the plates perpendicularly, though in reality they in-
tersect at a weakly non-normal angle that depends on field-
line pitch angle, which can be varied in the experiment. We
use Eq. 4 to solve for the sheath potential φsh at this bound-
ary. Because our gyrokinetic model assumes quasineutrality
(Eq. 4), we do not resolve the Debye sheath, in which ni > ne.
The wall is assumed to be just outside the simulation domain
with a potential φw. The cut-off parallel velocity for elec-
trons is vc =
√
max(2e(φsh−φw)/me,0), determining which
electrons are reflected at the wall (v‖ < vc) and which leave
the domain (v‖ > vc). For the grounded scenario, φw = 0. To
model limiter biasing, we specified φw =Vb at a radial interval
to simulate a bias voltage on the second-from-the-inner-wall
conducting plates in the Helimak:
φw(x,y) =
{
Vb xL ≤ x≤ xR
0 else, (5)
where xL and xR represent the radial extent of the biased
plate. Thus, the plasma potential in this model evolves self-
consistently via the gyrokinetic Poisson equation and the
parallel boundary conditions. We maintained the Dirichlet
boundary conditions in x for the potential (φ = 0) and peri-
odic boundary conditions in y for f and φ .
To simulate the biased discharges, we restarted two simula-
tions from the grounded case at 4 ms, which is approximately
one ion transit time, with different bias voltages and ran to
16 ms. A bias voltage was applied to the second plate (high-
lighted in Fig. 1) with xL = 0.86 m and xR = 1.06 m. We
simulated the most negative bias voltage,Vb =−40 V, and the
most positive, Vb = 10 V, used in recent experiments. (For
positive bias, the back side of the plates draw significant cur-
rent, and the experimental apparatus has a current-limiting re-
sistor that reduces the voltage actually applied to the plates.
TABLE I. Summary of Helimak simulation parameters
Vacuum vessel height H = 2.0 m
Background magnetic field B0 = 0.1 T
Background density n0 = 1016 m−3
Background electron temperature Te0 = 10 eV
Background ion temperature Ti0 = 1 eV
Electron gyroradius ρe = 1.02×10−2 m
Electron mean free path λee = 98.4 m
Ion sound gyroradius ρs0 = 2.04×10−2 m
Ion sound speed cs = 4.90×103 m/s
Ion mean free path λii = 1.39 m
Limiter bias voltage Vb = 0,10,−40 V
Therefore, an engineering value of +15 V is given to con-
trol the power supply, but, due to resistance, only approxi-
mately +10 V is applied to the plates.) All other parameters
are the same as in the grounded simulation to facilitate direct
comparison, including a magnetic field line connection length
Lz = 40 m. Since simulations do not include magnetic shear,
we compared simulation results with experimental data from
discharges with a similar connection length at the radial center
of the vacuum chamber. This corresponded to BZ ' 0.005 T
and BZ/Bϕ ' 0.05. Simulation equilibrium profiles and other
statistics were calculated over a 10 to 16 ms window. Simula-
tion parameters are summarized in Table I.
III. COMPARISON WITH EXPERIMENT
A grounded, a positively biased, and a negatively biased
experiment were carried out on the Texas Helimak for com-
parison with simulations. A resistance of 2.7 Ω in the vertical
field coils was used, which approximately corresponds to a
connection length of 40 m at the radial center R0 = 1.1 m. The
experimental connection length varies with radius, and this is
not included in our model, which currently neglects magnetic
shear. Within this section we separately consider the effect
of shear flow on equilibrium profiles and the effect of shear
flow on turbulence levels, as well comparisons of other mea-
surements, such as temperature and potential fluctuations and
parallel heat flux to the limiter.
A. Comparison of equilibrium profiles
The effect of the limiter biasing on the equilibrium plasma
potential profile is clearly seen in Fig. 2a. A baffled probe
is used to directly measure the experimental plasma potential
equilibrium profile18 and these values may have a 20% sys-
tematic error. An increase or decrease in the plasma profile is
observed corresponding to a positive or negative bias voltage
in both simulation and experimental data. Also, shown with
these plots is the E×B flow, which was calculated from the
equilibrium plasma potential profile as VE = −(dφ0/dx)/B0,
where x is the radial coordinate, and normalized to the ion
sound speed. Direct spectroscopic measurements of experi-
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FIG. 2. Plot (a) compares the electrostatic potential profiles and (b)
compares E×B flow for grounded and limiter-biased scenarios of
both simulation and experiment. The experimental plasma potential
is measured with a baffled probe. TheE×B flow is calculated from
the plasma potential as VE = −(dφ0/dx)/B0, where x is the radial
coordinate.
mental flow were not available for these discharges, and pre-
vious measurements of the vertical flow8,9 are about 2–4 times
greater in magnitude than the VE flow calculated from the
electrostatic potential, shown in Fig. 2b.
By contrast, E×B flow in the simulation is mostly in the
y-direction, which corresponds to the toroidal direction in the
experiment. (See Fig. 2 in Ref. 12 for a more detailed ex-
planation of the mapping from the nonorthogonal coordinate
system to cylindrical coordinates.) This is due to the k⊥ k‖
assumption made in most flux-tube codes. Thus, the advection
due to a radial electric field is approximated as
VE ·∇=VE ·∇y ∂∂y +VE ·∇z
∂
∂ z
≈VE · ∂∂y . (6)
In the nonorthogonal field-aligned coordinate system, ∇z ∼
Lz/H ≈ Bφ/BZ , where Lz is the magnetic field line connec-
tion length and H is the height of the vacuum vessel. A more
appropriate condition would be k⊥  k‖Bφ/BZ . This is sat-
isfied for the parameters of this simulation since k‖ ≈ 0.12
We would expect the vertical VE flow to have little impact on
turbulence levels or statistics. However, if simulations with
longer connection lengths were carried out, Bφ/BZ would in-
crease and k‖ would become finite.19–21 Hence, this relation
may no longer be satisfied.
The assumption in equation 6 does not account for the ef-
fect of the vertical component of VE on bulk transport and
equilibrium profiles. We provide a estimate for this effect in
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FIG. 3. Comparison of experimental equilibrium density profiles
measured from the bottom and top of the Helimak vessel for cases
with (a) positive limiter biasing and (b) negative limiter biasing.
Appendix A using a simplified 1D transport model. We as-
sume a “moderate” verticalE×B flow that is the same order
of magnitude of the projection of the parallel flow on the ver-
tical coordinate. We conclude that equilibrium density profile
values should be larger “downstream," that is, at the end of
the device towards which the E×B flow is directed. Quali-
tative agreement with this is observed in Fig. 3, which shows
top and bottom density profiles from the (a) positively biased
case and (b) negatively biased case. Looking at the experi-
mental VE flow for the positively biased case in Fig. 2b, one
can see that the flow is positive and hence the top of the Heli-
mak is the downstream side. The top profile is in most regions
higher than the bottom profile. For the negatively biased case,
the opposite is true. Figure 2 shows that experimental VE flow
is negative for R< 1.2 m. In this case, the bottom is the down-
stream side and the bottom density profile is higher than the
top density profile. However, for the values of vertical E×B
flow given in Fig. 2b and also in Ref. 9, this toy model pre-
dicts a downstream density that is 2–3 times that of the up-
stream density, which is not observed. This model neglects
effects such as drag on ion flow due to neutral interactions,
finite ion temperature and variability of electron temperature.
Thus, we do not anticipate strong quantitative agreement with
this model.
Fig. 4a compares electron density equilibrium profiles from
simulation and experiment for the grounded and biased sce-
narios. Profiles were calculated at the zmin end of the domain
and compared with corresponding experimental profiles mea-
sured at the bottom of the Helimak. Since the vertical E×B
flow is not included in the simulation, equilibrium density
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FIG. 4. Equilibrium profile comparison of grounded and limiter-
biased scenarios. Plot (a) contains electron density profiles for simu-
lation and experiment and (b) contains electron temperature profiles.
Experimental profiles were measured at the bottom of the device.
All profiles were calculated by averaging in time, and also in y for
simulation data.
profiles are virtually identical at the top and bottom of the
z-domain. This may also explain why there is little differ-
ence in simulation density profiles among the three cases. By
comparison, experimental profiles exhibit differences in both
magnitudes and gradients.
Fig. 4b contains a similar comparison of equilibrium elec-
tron temperature profiles. The simulation produced a slight
increase in the temperature profile within the biased region
and just to the left of it. This is consistent with the fact that
a more negative bias voltage produces a larger potential well
that reflects more high-energy electrons than in the grounded
or positively biased case. The profiles from the latter two are
very similar. Likewise, the experimental temperature profile
from the negatively biased case is significantly different than
the other two experimental profiles. Differences between ex-
periment and simulation temperature profiles is likely due to
the fact that most of the power is absorbed at the upper hy-
brid resonance, which depends on plasma density. Therefore,
changes in the density profile lead to changes in power absorp-
tion and, in turn, equilibrium temperature profiles. This den-
sity dependence is not currently contained within the Gkeyll
source model.
B. Comparison of turbulence levels
According to shear-suppression theory, the shear rate
should be larger than the decorrelation rate or instability
growth rate in order for shear to break up turbulent eddies.5
Therefore, we compare E×B shear, γE = |dVE/dx|, of the
three scenarios to the linear interchange growth rate from the
grounded scenario in Fig. 5a and Fig. 5b. The local, linear
interchange growth rate for the grounded scenario is calcu-
lated as γI = cs/
√
RLn for Ln > 0 and γI = 0 for Ln ≤ 0. The
density gradient scale length is Ln = −n/(dn/dx), using the
grounded density equilibrium profiles from Fig. 4a. We fo-
cus on the bad-curvature region (R > 1.0), where γI > 0. In
Fig. 5a, simulation shear rates are only marginally larger than
the simulation interchange growth rate, except for the nega-
tively biased case, in which the shearing rate is approximately
twice as large near R = 1.1 m. In Fig. 5c, the root mean
square (RMS) of density fluctuations from the simulation have
been normalized to a volume-averaged density, and these plots
show no significant changes in turbulence levels between the
biased and unbiased cases in the bad-curvature region. Given
the large peaks in the shear rate of the negatively biased sce-
nario, one might expect a corresponding reduction in turbu-
lence levels. However, there is actually a slight increase in this
case. These differences are marginal, and it is not possible to
draw further conclusions on the effect of shear-suppression of
turbulence in the simulations. In Fig. 5b, experimental shear
levels are less than the local interchange growth rate obtained
from the grounded experimental equilibrium density profile.
From this comparison, one might expect little changes in the
density turbulence fluctuation levels. However, Fig. 5d, shows
an increase in turbulence fluctuations for the positively biased
case and a small reduction in the negatively biased case.
A comparison of the local, linear interchange growth rates
for grounded and biased scenarios may explain the differences
and similarities of turbulence profiles. These are shown in
Fig. 6. The interchange growth rates from simulation are very
similar except for an increase in γI at the right edge of the bi-
ased region for the negatively biased scenario between 1.0 and
1.1 m. This corresponds to a slight increase in turbulence lev-
els seen in Fig. 5c. Experimental growth rate values from the
grounded and biased scenarios differ more significantly from
one another, and relative increases or decreases in these values
correspond to relative increases or decreases in the turbulence
levels of Fig. 5d. Thus, it appears that bulk transport due flow
shear may change equilibrium profile gradients, which in turn
may affect turbulence levels.
Radial correlation lengths can be an indication of the size
of turbulent structures in a plasma, and these are plotted in
Fig. 7 for the simulation scenarios. There is a small reduction
in radial correlation lengths for the negatively biased case at
radii greater than 1.1 m. A peak in the shear rate occurs at
1.1 m in Fig. 5a, suggesting that the stronger shear in this re-
gion could be breaking up turbulent structures and reducing
overall correlation lengths. On the other hand, shearing rates
for the positively biased case are not significantly higher than
the grounded scenario, and we are not able to draw conclu-
sions about the decrease in radial correlation lengths observed
around 1.2 m. Experimental radial correlation length data was
not available for this comparison, though previous measure-
ments give radial correlation lengths that are about 0.04 m or
less.9 Thus, the simulation over-predicts these values.
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FIG. 5. Plots (a) and (b) compare the magnitude of the E ×B shear, γE = |dVE/dx|, with the grounded local interchange growth rate
γI = cs/
√
RLn from Gkeyll simulations and the Helimak experiment, respectively. Plots (c) and (d) compare the root mean square density
fluctuation levels for the grounded and limiter-biased scenarios of the simulation and experiment, respectively. Density fluctuation levels are
normalized to the volume-averaged density 〈n〉vol.
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FIG. 6. Local interchange growth rates for the grounded and limiter-
biased cases of the Gkeyll simulation and Helimak experiment are
compared.
C. Other measurements
Fluctuations in electron temperature and plasma potential
were also measured. Figure 8a contains radial profiles of elec-
tron temperature fluctuations for simulation and experiment.
This is calculated as the RMS of temperature fluctuations nor-
malized to the volume-averaged electron temperature. The
simulation data shows little change between the grounded and
positively biased cases, and a more noticeable change in the
profile of the negatively biased case. For the latter, the fluc-
tuations decrease at the center of the biased region and in-
crease near the edges. The experimental data displays a de-
crease in fluctuations for both biased cases, as compared with
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FIG. 7. Radial correlation lengths, Lrad , for the grounded and limiter-
biased cases of the simulations are compared.
the grounded scenario. Figure 8b contains radial profiles of
plasma potential fluctuations for simulation and experiment.
Again the RMS values of potential fluctuations are normalized
to the volume-averaged electron temperature. The simulation
fluctuation values are up to five times larger than experimental
values. Both simulation and experimental data have grounded
and positively biased cases that are very similar to one an-
other, and the corresponding negatively biased case is reduced
to the right of the biased region. This relative decrease is more
significant in the experimental data.
Figure 9 compares the heat flux to the conducting plates
from grounded and limiter-biased simulations. This was cal-
culated as q‖ = 〈q‖,e〉+ 〈q‖,i〉, where 〈...〉 denotes an average
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FIG. 8. In (a) comparisons of electron temperature fluctuations and
in (b) potential fluctuations for the grounded and limiter-biased sce-
narios. Both are normalized to the volume-averaged electron temper-
ature 〈Te〉vol.
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FIG. 9. Comparison of parallel heat flux to top plates from grounded
and limiter-biased simulation scenarios.
in time and in y. The electron and ion heat fluxes are given by
q‖,e =
∫ v‖,max
vc
d3v feHev‖ (7)
q‖,i =
∫ v‖,max
0
d3v fiHiv‖, (8)
where vc is the electron parallel cutoff velocity and fs and Hs
are evaluated at z = zmax. The grounded and positively bi-
ased cases are very similar. The peak of the negatively biased
scenario is slightly reduced, and the x-integrated value of the
heat flux is less than the other cases. This is consistent with
the higher simulated electron temperature profile from visible
in Fig. 4b. Heat flux data from the Helimak experiment was
not available.
IV. CONCLUSIONS
In this paper, we presented simulations of limiter biasing
in the Texas Helimak and compared with grounded simula-
tions and with experimental data. Limiter biasing is applied
in the Helimak to better understand the role that E×B flow
shear can play on turbulence suppression. The limiter biasing
was simulated self-consistently through the conducting sheath
boundary conditions outlined in Sec. II. As in Ref. 12, we ob-
serve a top–bottom asymmetry in experimental density pro-
files that is not present in our simulation. We have demon-
strated that this is likely due to the vertical (or analogously to
tokamak geometry, poloidal) component of the E×B flow
that is not currently included in our model. This vertical
(or poloidal) E×B flow is commonly neglected in flux-tube
codes, but our results demonstrate the shortcomings of this as-
sumption. By a simplified 1D transport model (Appendix A),
we demonstrate that a moderate vertical E×B flow, which
is of the same order of magnitude as the vertical component
of the parallel flow, may cause an increase in density levels at
the downstream end of the device, towards which the E×B
flow is directed. A downstream increase is observed in exper-
imental density profiles.
Our analysis shows that local linear interchange growth
rates are generally larger or only marginally less than flow
shear rates, particularly in the experimental data, which sug-
gests that shear would not have a significant effect on tur-
bulence levels. By comparing the local linear interchange
growth rates for the biased scenarios, we observed that an
increase or decrease relative to the grounded scenario corre-
sponded to an increase or decrease, respectively, in turbulence
levels. We thus conclude that differences in experimental tur-
bulent fluctuation levels observed for different bias voltages
in the Helimak likely resulted from changes in equilibrium
profile gradients caused by changes in bulk flow. In agree-
ment with Ref. 9, we found no strong evidence for shear-
suppression of turbulence.
To more accurately capture the top–bottom asymmetry and
changes to turbulence levels observed experimentally it is nec-
essary to implement realistic geometry in our model that in-
cludes the vertical E ×B flow and magnetic shear. These
developments are currently underway and validation of these
features will be forthcoming. A more realistic model would
also include interaction with neutrals that can produce a drag
force on ions and affect flow patterns. This may account for
differences in the vertical flow calculated from spectroscopic
measurements presented in Fig. 14 of Ref. 9 as compared with
the E×B flow calculated from the baffled probe measure-
ments of the plasma potential shown in Fig. 2. Thus coupling
a neutral transport model to the Gkeyll gyrokinetic solver is
important future work.
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Appendix A: 1D transport model for vertical E×B flow
We now set forth a simplified toy model to help explain
the top–bottom asymmetry in density profiles observed in the
Helimak. We begin with the zeroth and first moments of the
6D kinetic Boltzmanm equation for a single plasma species:
∂ns
∂ t
+∇ · (usns) = Ss (A1)
∂msnsus
∂ t
+∇ · (msnsusus) = nsZse(E+us×B)
− ∇ps+Fs, (A2)
where we have assumed an isotropic pressure ps. We also as-
sume the external force Fs is zero. Using a simple cylindrical
geometry (r,ϕ,z), the direction of the helical magnetic field
becomes bˆ .=B/B = bϕϕˆ+ bzzˆ. B, bϕ , and bz are assumed
to be only functions of r. We assume that any ionized neu-
trals are cold, i.e. they are born with zero velocity. Hence,
ionization is a source of density but not momentum.
We construct a 1D transport equation by only considering
flows within a constant r surface. Thus the radial component
of the fluid flow is zero (us,r = 0). We assume that all plasma
quantities and the plasma potential are time-independent and
axisymmetric. First, consider the conservation of parallel mo-
mentum by dotting Eq. A2 with bˆ, and consider just the sec-
ond term. Using the definition for the divergence of a tensor
in cylindrical coordinates and assuming axisymmetry gives
bˆ ·∇ · (msnsusus) = bϕ∂z(msnsuϕsuzs)+bz∂z(msnsuzsuzs)
= ∂z(msnsu‖suzs), (A3)
where u‖s
.
= bˆ ·us. With the definitions ∇‖ .= bˆ ·∇, E‖ .= bˆ ·E,
we can construct our system of equations for the 1D model:
∂z(nsusz) = Ss (A4)
∂z(msnsu‖suzs) = nsZseE‖−∇‖ps. (A5)
For the purposes of this model, let us assume that the vertical
flow is given by usz = bzu‖s+ uEz, where uEz is the vertical
component of the E ×B flow and that temperature is con-
stant. The momentum equation becomes
∂z(msnsu‖suEz+msbznsu2‖s)+nsZe∇‖φ =−Ts∇‖ns. (A6)
We will consider a case with uEz ∼ bzcs. To further reduce the
model, assume ions are cold and that electron mass is negligi-
ble. The electron equation can be rearranged to give
∇‖φ =
Te
e
∇‖ lnne, (A7)
while the ion equations are
∂z(niuzi) = Si (A8)
∂z(miniu‖iuzi) =−niZie∇‖φ (A9)
Assuming quasineutrality gives ne = Zini and thus ∇‖ lnne =
∇‖ lnZini =∇‖ lnni. Assuming axisymmetry gives ∇‖ = bz∂z,
and the ion momentum equation becomes
∂z(miniu‖iuzi) =−bz∂z(ZiTeni). (A10)
We can also assume bz is independent of z as in the Helimak
to rewrite the momentum equation again
∂z[ni(miu‖iuiz+bzZiTe)] = 0, (A11)
which indicates that the quantity in brackets is independent of
z. This is a generalization of the kinetic pressure balance.
Let us assume that the source Si is known so that we can
define the vertical particle flux up to some constant:
niuiz = Γ(z)
.
= Γ0+
∫ z
zmin
dz′ Si. (A12)
For a positive source Si, the flux Γ should be a monoton-
ically increasing function of z. Integrating the momentum
equation and making appropriate substitutions using u‖i =
(uiz−uEz)/bz and uiz = Γ/ni gives
Π0 = ni(miu‖iuiz+bzZiTe)
=
Γmi
bz
(
Γ
ni
−uEz
)
+nibzZiTe (A13)
0 = b2zZiTen
2
i − (ΓmiuEz+Π0bz)ni+Γ2mi. (A14)
Note that this equation can also be written in terms of uiz,
though we will continue our analysis in terms of ni. Note that
9there is no explicit z-dependence in these equations and Γ is
taken to be the independent variable. The final solution can
thus be mapped back to z, since we have assumed Γ is known
in terms of z.
Equation (A14) can be solved with the quadratic formula:
ni =
Π0bz+ΓuEzmi±
√
(Π0bz+ΓuEzmi)2−4b2zZiTeΓ2mi
2b2zZiTe
.
(A15)
We choose the sign on the radical so that the density remains
nonzero when Γ = 0. We define ni0 to be the density at this
stagnation point:
ni0
.
=
Π0
bzZiTe
> 0. (A16)
We now perform the following normalizations: n¯ .= ni/ni0,
u¯ .= uEz/|bz|cs, and Γ¯ .= Γ/ni0|bz|cs, where c2s = ZiTe/mi.
Then Eq. (A15) becomes simply
n¯2− (1+ Γ¯u¯)n¯+ Γ¯2 = 0. (A17)
The density can now be solved in terms of the normalized flux,
which is the new independent variable, giving
n¯=
1
2
[
1+ Γ¯u¯+
√
(1+ Γ¯u¯)2−4Γ¯2
]
. (A18)
First, consider the case with negligible vertical E ×
B flow. The normalized density equation reduces to
n¯= 12
[
1+
√
1−4Γ¯2
]
. The normalized density reaches its
maximal value of 1 at Γ¯ = 0 and reaches a minimal value of
1/2 when |Γ¯| = 1/2. This means the maximum dimensional
flow is
|uiz|= |Γ|ni = |bz|cs
|Γ¯|
n¯
≤ |bz|cs, (A19)
and |u‖i| ≤ cs. Combined with the Bohm sheath requirement
of |u‖i| ≥ cs, this implies that
ni0|bz|cs =
∫ zmax
zmin
dz′Si. (A20)
(Note that this is the same result given by the 1D transport
model in the Appendix of Ref. 14.)
Now consider a nonzero “moderate” E×B flow, |u¯| ≤ 2.
Equation (A18) represents a real solution when (1+ Γ¯u¯)2 ≥
4Γ¯2, thus for
− 1
2+ u¯
≤ Γ¯≤ 1
2− u¯ . (A21)
Evaluating Eq. (A18) at the lower and upper bounds yields
n¯−
.
= n¯
(
Γ¯=−1/(2+ u¯))= 1/(2+ u¯) (A22)
n¯+
.
= n¯
(
Γ¯= 1/(2− u¯))= 1/(2− u¯), (A23)
so that these boundaries again correspond to poloidal-sonic
outflow, |uiz| = |bz|cs. If we assume that the sheath requires
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FIG. 10. Normalized density n¯′ as a function of normalized z position
Γ¯′ for normalized, verticalE×B flow u¯=−1.5,−0.75, 0, 0.75, and
1.5 demonstrates asymmetry in the density profile for nonzero u¯.
outflow at least this strong,22 then the domain in Γ¯ is [−(2+
u¯)−1,(2− u¯)−1], which lets us relate
ni0|bz|cs/(1− u¯2/4) = Γ(zmax)−Γ(zmin)
=
∫ zmax
zmin
dz′Si
.
= Si,tot. (A24)
Using this, we can define new dimensionless variables with
u¯-independent normalizations:
Γ¯′ .= S−1i,tot
∫ z
zmin
dz′ Si =
Γ¯(z)− Γ¯(zmin)
Γ¯(zmax)− Γ¯(zmin)
=
1
4
[(4− u¯2)Γ¯(z)+2− u¯], (A25)
n¯′ .=
ni
Si,tot/|bz|cs = (1− u¯
2/4)n¯, (A26)
in terms of which the density profiles can be written
n¯′ =
1
4
[
2Γ¯′u¯+2− u¯+2
√
Γ¯′(1− Γ¯′)(4− u¯2)
]
, (A27)
as plotted in Fig. 10. The new domain is 0 ≤ Γ¯′ ≤ 1, so we
can evaluate the density asymmetry for a given u¯ as
n¯′(Γ¯′ =
1
2
+ s)− n¯′(Γ¯′ = 1
2
− s) = su¯, (A28)
where 0≤ s≤ 1/2, and n¯′ is larger on the downstream side as
anticipated.
This simple toy model provides a potential explanation
for the top–bottom asymmetry observed in the Helimak den-
sity profiles, in qualitative agreement with experimental data.
However, the toy model is extremely simple, neglecting not
only ion temperature and the effects of neutral interactions,
but also constraints on the z-integrated parallel potential vari-
ation and self-consistency between ∇‖φ and the E×B drift,
which would require a 2D treatment. We, therefore, do not
expect strong quantitative agreement with experimental ob-
servations.
10
1F. Wagner, G. Becker, K. Behringer, D. Campbell, A. Eberhagen, W. Engel-
hardt, G. Fussmann, O. Gehre, J. Gernhardt, G. V. Gierke, et al., “Regime
of improved confinement and high beta in neutral-beam-heated divertor dis-
charges of the ASDEX tokamak,” Phys. Rev. Lett. 49, 1408 (1982).
2K. H. Burrell, S. L. Allen, G. Bramson, N. H. Brooks, R. W. Callis, T. N.
Carlstrom, M. S. Chu, A. P. Colleraine, D. Content, J. C. DeBoo, R. R.
Dominguez, J. R. Ferron, R. L. Freeman, P. Gohil, C. M. Greenfield, R. J.
Groebner, G. Haas, W. W. Heidbrink, D. N. Hill, F. L. Hinton, R. M. Hong,
W. Howl, C. L. Hsieh, G. L. Jackson, G. L. Jahns, R. A. James, A. G.
Kellman, J. Kim, L. L. Lao, E. A. Lazarus, T. Lehecka, J. Lister, J. Lohr,
T. C. Luce, J. L. Luxon, M. A. Mahdavi, H. Matsumoto, M. Mayberry, C. P.
Moeller, Y. Neyatani, T. Ohkawa, N. Ohyabu, T. Okazaki, T. H. Osborne,
D. O. Overskei, T. Ozeki, A. Peebles, S. Perkins, M. Perry, P. I. Petersen,
T. W. Petrie, R. Philipona, J. C. Phillips, R. Pinsker, P. A. Politzer, G. D.
Porter, R. Prater, M. E. Rensink, M. J. Schaffer, D. P. Schissel, J. T. Scoville,
R. P. Seraydarian, M. Shimada, T. C. Simonen, R. T. Snider, G. M. Staebler,
B. W. Stallard, R. D. Stambaugh, R. D. Stav, H. S. John, R. E. Stockdale,
E. J. Strait, T. P. L, T. S. Taylor, P. K. Trost, U. Stroth, R. E. Waltz, S. M.
Wolfe, R. D. Wood, and D. Wroblewski, “Confinement physics of H-mode
discharges in DIII-D,” Plasma Physics and Controlled Fusion 31, 1649–
1664 (1989).
3H. Biglari, P. H. Diamond, and P. W. Terry, “Influence of sheared poloidal
rotation on edge turbulence,” Physics of Fluids B: Plasma Physics 2, 1–4
(1990).
4K. H. Burrell, “Effects of E×B velocity shear and magnetic shear on tur-
bulence and transport in magnetic confinement devices,” Phys. Plasmas 4,
1499–1518 (1997).
5P. Terry, “Suppression of turbulence and transport by sheared flow,” Rev.
Mod. Phys. 72, 109 (2000).
6S. Zhou, W. W. Heidbrink, H. Boehmer, R. McWilliams, T. A. Carter,
S. Vincena, B. Friedman, and D. Schaffner, “Sheared-flow induced confine-
ment transition in a linear magnetized plasma,” Phys. Plasmas 19, 012116
(2012).
7C. Theiler, I. Furno, J. Loizu, and A. Fasoli, “Convective cells and blob
control in a simple magnetized plasma,” Phys. Rev. Lett. 108, 065005
(2012).
8K. Gentle, K. Liao, K. Lee, and W. Rowan, “Comparison of velocity shear
with turbulence reduction driven by biasing in a simple cylindrical slab
plasma,” Plasma Sci. Tech. 12, 391 (2010).
9K. Gentle, W. Rowan, C. Williams, and M. Brookman, “Turbulence in the
cylindrical slab,” Phys. Plasmas 21, 092302 (2014).
10C. Williams, Characterization of instability regimes in the Helimak, a sim-
ple magnetic torus, Ph.D. thesis, UT Austin (2017).
11E. Shi, Gyrokinetic Continuum Simulation of Turbulence in Open-Field-
Line Plasmas, Ph.D. thesis, Princeton University (2017).
12T. N. Bernard, E. L. Shi, K. W. Gentle, A. Hakim, G. W. Hammett,
T. Stoltzfus-Dueck, and E. I. Taylor, “Gyrokinetic continuum simulations
of plasma turbulence in the texas helimak,” Phys. Plasmas 26, 042301
(2019).
13B. Li, B. Rogers, P. Ricci, K. Gentle, and A. Bhattacharjee, “Turbulence
and bias-induced flows in simple magnetized toroidal plasmas,” Phys. Rev.
E 83, 056406 (2011).
14E. L. Shi, G. W. Hammett, T. Stoltzfus-Dueck, and A. Hakim, “Full-f
gyrokinetic simulation of turbulence in a helical open-field-line plasma,”
Phys. Plasmas 26, 012307 (2019).
15M. A. Beer, S. C. Cowley, and G. Hammett, “Field-aligned coordinates for
nonlinear simulations of tokamak turbulence,” Phys. Plasmas 2, 2687–2700
(1995).
16G. Hammett, M. Beer, W. Dorland, S. Cowley, and S. Smith, “Devel-
opments in the gyrofluid approach to tokamak turbulence simulations,”
Plasma Phys. Contr. F. 35, 973 (1993).
17B. Scott, “Global consistency for thin flux tube treatments of toroidal ge-
ometry,” Phys. Plasmas 5, 2334–2339 (1998).
18V. I. Demidov, M. E. Koepke, and Y. Raitses, “Magnetically insulated baf-
fled probe for real-time monitoring of equilibrium and fluctuating values
of space potentials, electron and ion temperatures, and densities,” Rev. Sci.
Instrum. 81, 10E129 (2010).
19F. Poli, P. Ricci, A. Fasoli, and M. Podestà, “Transition from drift to in-
terchange instabilities in an open magnetic field line configuration,” Phys.
Plasmas 15, 032104 (2008).
20P. Ricci and B. Rogers, “Transport scaling in interchange-driven toroidal
plasmas,” Phys. Plasmas 16, 062303 (2009).
21P. Ricci and B. Rogers, “Turbulence phase space in simple magnetized
toroidal plasmas,” Phys. Rev. Lett. 104, 145001 (2010).
22V. Rozhansky and M. Tendler, “The impact of a biasing radial electric field
on the scrape-off layer in a divertor tokamak,” Physics of Plasmas 1, 2711–
2717 (1994).
