On the images and poles of degenerate Eisenstein series for
  $GL_n(\mathbb A_{\mathbb Q})$ and $GL_n(\mathbb R)$ by Hanzer, Marcela & c, Goran Mui\'
ar
X
iv
:1
30
2.
05
13
v1
  [
ma
th.
NT
]  
3 F
eb
 20
13
ON THE IMAGES AND POLES OF DEGENERATE EISENSTEIN
SERIES FOR GL(n,AQ) AND GL(n,R)
MARCELA HANZER AND GORAN MUIC´
Abstract. I this paper we determine poles in the right–half plane and images of degenerate
Eisenstein series for GLn(AQ) induced from a character on a maximal parabolic subgroup.
We apply those results to determine poles of degenerate Eisenstein series for GLn(R).
1. Introduction
Since the seminal works by Selberg [20] and [21], Eisenstein series have played an important
role in the theory of automorphic forms. For the application of the adelic Eisenstein series
to the trace formula one can consult recent fundamental works of Arthur [1] and [2]. In the
classical settings of a Lie group [14] the Eisenstein series are also important especially in
the recent applications to the problems studied by the analytic theory of automorphic forms
[7]. The degenerate Eisenstein series for classical groups were used by Piatetski–Shapiro and
Rallis [19] to construct the principal L–functions on classical groups. Since then they have
been used in the theory of automorphic forms. Inspired by that work, the authors study
generalization of their construction for classical symplectic and orthogonal groups [16], [17],
[8], [9]. They are used to prove the unitarity of various isolated local representations and for
the explicit construction of certain classes of square integrable automorphic representations
given by [2].
In the present paper we study the degenerate Eisenstein series for GLn both adelically
and classically on the Lie group GLn(R). The Eisenstein series of that sort were already
appeared in [6], and in a more classical language in [7]. The square–integrable automorphic
forms were known from the fundamental works of Jacquet [12] and Mœglin and Waldspurger
[15]. Our main motivation comes from the other two sources. First, although there exists
a theory of Eisenstein series on real reductive groups [14] for some time, the poles of such
Eisenstein series, although important for the application in number theory, are almost a
complete mystery. In this paper we will use adelic methods to settle this in part. Adelic
methods are more suitable for computation of the constant term of an Eisenstein series, and
usage of representation theory in determination of poles of the same. The application of
such results to Eisenstein series on GLn(R) is not straightforward as we explain below. The
other motivation for studying of (adelic) degenerate Eisentein series comes from possible
application in the theory of cohomology of discrete subgroups [13].
We explain our results. We denote by A = AQ the ring of adeles of Q. We fix two integers
m,n ≥ 1 such that m ≤ n. Let χ, µ : Q×\A× −→ C× be unitary gro¨ssen characters. We
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consider the usual induced representation:
I(s)
def
= Ind
GLm+n(A)
Pm,n(A)
(
| det |s/2χ⊗ | det |−s/2µ
)
,
where Pm,n is the block upper–triangular parabolic subgroup of GLm+n having a Levi
subgroup isomorphic to GLm × GLn. Let fs ∈ I(s) be a holomorphic section, then for
Re(s) > m+n
2
, the degenerate Eisenstein series
E(fs)(g)
def
=
∑
γ∈Pm,n(Q)\GLm+n(Q)
fs(γ · g)
converges absolutely and uniformly. It continues to a function which is meromorphic in s.
Outside of poles, it is an automorphic form.
The main results about adelic degenerate Eisenstein series are the following (stated in
Section 5). The first result is the following (see Theorem 5-1):
Theorem 1-1. Let s > 0 be a real number. Assume that m ≤ n. Then, the degenerate
Eisenstein series (2-1) is holomorphic and non–zero for all s 6∈ {m+n
2
−α; α ∈ Z, 0 ≤ α <
m+n
2
}. Moreover, the map fs 7→ E(fs) is an embedding in the space of automorphic forms.
This solves the problem of understanding the behavior of degenerate Eisenstein series on
a generic set. A more specific information is contained in the following two theorems (see
Theorems 5-2 and 5-5):
Theorem 1-2. Assume that m ≤ n. Then, the degenerate Eisenstein series (2-1) with
µ = χ (= to the trivial character without loss of the generality), for s ∈ {m+n
2
− α; α ∈
Z, 0 ≤ α < m+n
2
}, has at most simple pole, and fs 7→ (s − s0)E(fs)|s=s0 is the unique
spherical irreducible component in Ind
GLm+n(A)
Pm,n(A)
(
| det |s/2 ⊗ | det |−s/2
)
. Moreover, the pole
occurs precisely for 1 ≤ α ≤ m− 1.
Theorem 1-3. Assume that m ≤ n. Then, for µ 6= χ and s ∈ {m+n
2
−α; α ∈ Z, 0 ≤ α <
m+n
2
}, the map (2-2) is an embedding. The degenerate Eisenstein series (2-1) is holomorphic
if χ∞µ
−1
∞ is not a sign character, or if α ≤ m.
The proofs of theorems use the usual strategy of computing constant terms along the
standard Borel subgroup via normalized intertwining operators [22], [23]. But one feature
of working with Eisenstein series that do not have square–integrable residues is unpleasant
fact that they have huge constant terms.
For example, if in Theorem 1-2 we select m = n and α = 0, then as a residue we obtain
a trivial representation of GLm+n(A) which has just one term in its constant term. But for
α ≥ 1 the situation is completely different: except the longest element of the Weyl group
much more Weyl group elements give a non–trivial contribution. With this problem, the
two usual subproblems which should be considered, the computation of poles and images of
local intertwining operators, and computation and cancellation of the poles of the sums of
global normalizing factors, are considerable more difficult.
Thanks to the sufficiently developed local theory of degenerate principal series due to
Howe–Lee [10] (for GLn(R)) and Zelevinsky [25] (for GLn(Qp)), we are able to find the
elegant treatment to the problem of determining the poles and images of local normalized
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intertwining operators which diverge from the usual heavily combinatorial computations. A
very difficult combinatorial analysis is still required to solve the problem of determination
and cancellation of the poles of the sums of global normalizing factors in the proof of Theorem
1-2 (Sections 7). The proof of Theorem 1-1 is given in Section 6, Theorem 1-2 is proved in
Sections 7 and 8, and Theorem 1-2 is proved in Section 9.
In Section 3, we consider a family of congruence subgroups Γ0(N), N ≥ 1, consisting of
all matrices in GLm+n(Q) (
a b
c d
)
such that a ∈ Mm×m(Z), b ∈ Mm×n(Z), d ∈ Mn×n(Z), and c ∈ N ·Mn×m(Z), and having
determinant equal to ±1. Of course, Γ0(N) depends also on m and n but we suppress this
from the notation.
Their adelic framework is explained in Section 3. We use it to calculate restriction of adelic
degenerate Eisenstein series to GLm+n(R) (see Section 4) for certain very specific choices of
fs ∈ I(s). We obtain the following degenerate Eisenstein series on GLm+n(R)
E∞(s, f∞)(g∞) =
∑
γ∈Γ0(N)∩Pm,n(Q)\Γ0(N)
f∞(γ · g∞),
where f∞ ∈ Ind
GLm+n(R)
Pm,n(R)
(
| det |s/2 ⊗ | det |−s/2
)
.
Based on above global results, in Section 5 we prove the following (see Theorem 5-6):
Theorem 1-4. Let s > 0 be a real number. Assume that m ≤ n. Then, we have the
following:
(i) The degenerate Eisenstein series E∞(s, f∞), is holomorphic and non–zero for s 6∈
{m+n
2
− α; α ∈ Z, 0 ≤ α < m+n
2
}.
(ii) Let s ∈ {m+n
2
− α; α ∈ Z, m ≤ α < m+n
2
}. Then, E∞(s, ·) is holomorphic, and
E∞(s, f∞) 6= 0 if and only if N (Λs,∞, w˜0)f∞ 6= 0.
(iii) Let s ∈ {m+n
2
− α; α ∈ Z, 0 ≤ α ≤ m − 1}. Then, E∞(s, ·) has at most simple
pole.
(iv) In the settings of (iii), if 1 ≤ α ≤ m − 1, then E∞(s, f∞) has a simple pole if and
only if N (Λs,∞, w˜0)f∞ 6= 0.
We remark that N (Λs,∞, w˜0) is the local normalized intertwining operator attached to the
longest element of the Weyl group of GLm+n modulo that of the Levi GLm ×GLn of Pm,n.
If f∞ is spherical, then N (Λs,∞, w˜0)f∞ 6= 0 holds by the Gindikin–Karpelevicˇ formula (2-8).
As we said above, Theorem 1-4 is a consequence of above results for adelic degenerate
Eisenstein series, but the application of those theorems is not straightforward. It proceeds
in two steps. In the first step we develop a criterion for non–vanishing of E(fs) (ignoring the
poles at this moment) considering single fs ∈ I(s) which is manageable for application (see
Corollary 5-4). Then, we apply to those specific fs used to construct E∞(s, f∞) in Section 4.
This gives an interesting problem of determination whether or not certain functions belong to
the kernel of N (Λs,p, w˜0) for p–adic places. Godement–Jacquet theory of local zeta integrals
for the principal L–function [11] gives an elegant solution to the problem.
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By a general result of Langlands [14], all Eisenstein series are holomorphic for s = 0. The
reader will easily see that the poles of Eisenstein series for s < 0 behave unpredictable even
for GL2.
We would like to thank N. Grbac, R. Howe, M. Tadic´, and J. Schwermer for some useful
discussions. The final version of this paper is prepared while we were visitors of the Erwin
Schro¨dinger Institute in Vienna as a part of the Erwin Schro¨dinger Institute programme Re-
search in Teams. We would like to thank J. Schwermer and the Institute for their hospitality.
2. Degenerate Eisenstein Series and Their Constant Terms
We denote by A the ring of adeles of Q. Let Kp be defined by GLn(Zp), where Zp is the
ring of integers of Qp. Then Kp is a maximal compact subgroup of GLn(Qp). The group
K∞ = O(n) is a maximal compact subgroup of GLn(R). Then the product
K = K∞ ×
∏
p
Kp
is a maximal compact subgroup of GLn(A).
Let m,n ≥ 1. We denote by T = Tm+n, U = Um+n, and Bm+n the group of diagonal,
upper triangular unipotent matrices, and upper triangular matrices in GLm+n. We denote by
W = Wm+n the Weyl group of T . The group W is isomorphic to the group of permutations
of m + n–letters. For us it will be important to choose the representatives appropriately:
we follow the convention introduced by Shahidi [22], [23]. For w ∈ W , we denote by w˜ its
representative. Let Γ be the set of roots of T in GLm+n. The set of roots which determine
U we denote by Σ+. We denote by ∆ ⊂ Σ+ uniquely determined set of simple roots.
We will work mainly with the following parabolic subgroup of GLm+n. Let Pm,n be the
parabolic subgroup of GLm+n which is given by its Levi decomposition Pm+n = Mm+nUm+n,
where
Mm,n(Q) =
{(
a 0
0 d
)
; a ∈ GLm(Q), d ∈ GLn(Q)
}
is a a Levi factor, and
Um,n(Q) =
{(
Im b
0 In
)
; b ∈Mm×n(Q)
}
is the unipotent radical.
Let χ, µ : Q×\A× −→ C× be unitary gro¨ssen characters. We consider the usual induced
representation:
I(s)
def
= Ind
GLm+n(A)
Pm,n(A)
(
| det |s/2χ⊗ | det |−s/2µ
)
on the space of all C∞ and right K–finite functions f : GLm+n(A) −→ C which satisfy
f
((
a 0
0 d
)(
Im b
0 In
)
g
)
= | det a|s/2χ(det a)| det d|−s/2µ(det d)δ1/2Pm,n
((
a 0
0 d
))
f(g),
where
(
a 0
0 d
)
∈Mm,n(A),
(
Im b
0 In
)
∈ Um,n(A), g ∈ GLm+n(A).
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We construct holomorphic sections fs ∈ I(s) using the compact picture produced by
the above choice of a maximal compact subgroup K. When Re(s) > m+n
2
, the degenerate
Eisenstein series
(2-1) E(fs)(g)
def
=
∑
γ∈Pm,n(Q)\GLm+n(Q)
fs(γ · g)
converges absolutely and uniformly in (s, g) on compact sets. This is proved by the restriction
to GLm+n(R) and then applying Godement’s theorem as in ([3], 11.1 Lemma). In particular,
it has no poles for Re(s) > m+n
2
.
It continues to a function which is meromorphic in s. Outside of poles, it is an automorphic
form. As usual and more convenient for computations, we write E(s, f) instead of E(fs); in
this notation s signals that f ∈ I(s).
We say that s0 ∈ C is a pole of the degenerate Eisenstein series E(s, ·) if there exists
f ∈ I(s) such that E(s, f) has a pole at s = s0 (for some choice of g ∈ GLm+n(A)). If
s0 ∈ C, then there exists an integer l = ls0 ≥ 0 such that (s− s0)
lE(s, f) is holomorphic at
s = s0 for all f ∈ I(s), and for one of them the resulting function is non–zero. The reader
may observe that we allow here l = 0 which means that no pole occurs at s0. In any case,
the map
(2-2)
Ind
GLm+n(A)
Pm,n(A)
(
| det |s0/2χ⊗ | det |−s0/2µ
)
f 7→(s−s0)lE(s,f)
−−−−−−−−−−→ A (GLm+n(Q)\GLm+n(A))
χmµn| |
s0
2 (m−n)
is an intertwining operator for the action of (gl(m+ n), K∞)×
∏
pGLm+n(Qp) in the space
of automorphic forms attached to the central character χmµn| |
s0
2
(m−n).
The poles of the Eisenstein series are the same as the poles of its constant term along the
minimal parabolic subgroup:
(2-3) Econst(s, f)(g) =
∫
U(Q)\U(A)
E(s, f)(ug)du.
The integral in (2-3) can be computed by the standard unfolding. To explain this we intro-
duce some more notation. We let
(2-4) Λs = χ| |
s−(m−1)
2 ⊗ χ| |
s−(m−1)
2
+1 ⊗ · · · ⊗ χ| |
s+(m−1)
2 ⊗
⊗ µ| |
−s−(n−1)
2 ⊗ µ| |
−s−(n−1)
2
+1 ⊗ · · · ⊗ µ| |
−s+(n−1)
2 , s ∈ C.
In this way, we obtain a character
T (Q) \ T (A)→ C×.
We extended trivially across U(A) and we induce up to the principal series
Ind
GLm+n(A)
T (A)U(A) (Λs).
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We denote by U the lower unipotent triangular matrices in GLm+n. Let w ∈ W . Then, the
global intertwining operator
M(Λs, w) : Ind
GLm+n(A)
T (A)U(A) (Λs) −→ Ind
GLm+n(A)
T (A)U(A) (w(Λs)),
defined by
M(Λs, w)f =
∫
U(A)∩wU(A)w−1
f(w˜−1ug)du
does not depend on the choice of the representative for w in GLm+n(Q).
The global intertwining operator factors into product of local intertwining operators
M(Λs, w)f = ⊗p≤∞A(Λs,p, w˜)fp.
There is a precise way of normalization of Haar measures used in the definition of intertwining
operators [22], [23]. Summary can be found in ([16], Section 2) or ([17], Section 2). The
same is with the normalization factor which we explain next. The normalization factor for
A(Λs,p, w˜) is defined by
r(Λs,p, w) =
∏
α∈Σ+,w(α)<0
L(1,Λs,p ◦ α∨)ǫ(1,Λs,p ◦ α∨, ψv)
L(0,Λs,p ◦ α∨)
,
where α∨ denotes the coroot corresponding to the root α, and ψv is an non-degenerate
additive character of Qp. We define the normalized intertwining operator by the following
formula:
N (Λs,p, w˜) = r(Λs,p, w)A(Λs,p, w˜).
Properties of normalized intertwining operators can be found in [22], [23]. Again, the sum-
mary can be found in ([17], Theorem 2-5).
Let us write β for the simple root such that ∆−{β} determines Pm,n. Now, the constant
term has the following expression ([16], Lemma 2.1):
Econst(s, f)(g) =
∑
w∈W, w(∆\{β})>0
M(Λs, w)f(g) =
∑
w∈W, w(∆\{β})>0
∫
U(A)∩wU(A)w−1
f(w˜−1ug)du,
where, by induction in stages, we identify
(2-5) f ∈ IndGLm+n(A)Pm,n(A)
(
| det |s/2χ⊗ | det |−s/2µ
)
⊂ IndGLm+n(A)T (A)U(A) (Λs).
This formula can be more refined up to its final form that we use. Let S be the finite set of
all places including ∞ such that for p 6∈ S we have that χp, µp, ψp, and fp are unramified.
Then we have the following expression:
(2-6) Econst(s, f)(g) =
∑
w∈W, w(∆\{β})>0
r(Λs, w)
−1 (⊗p∈SN (Λs,p, w˜)fp)⊗ (⊗p 6∈Sfw,p) ,
where we let
(2-7) r(Λs, w)
−1 def=
∏
α∈Σ+,w(α)<0
L(0,Λs ◦ α∨)
L(1,Λs ◦ α∨)ǫ(1,Λs ◦ α∨)
,
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and we use a well–known property of normalization
(2-8) N (Λs,p, w˜)fp = fw,p,
for unramified fp and fw,p.
We end this section with a technical result which will be important later. It must be
well–known but we could not find a convenient reference.
Lemma 2-9. Assume that fs ∈ I(s) is a holomorphic section. Let s0 ∈ C and assume that
E(s, ·) has a pole of order l at s0 (we consider all sections). Put ϕ = (s− s0)lE(s, fs)|s=s0.
Then, if ϕconst = 0, then ϕ = 0.
Proof. Let Z be the center of GLm+n. Since ϕconst = 0 and ϕ is supported on the Borel
subgroup Bm+n, we must have that ϕ is a cuspidal automorphic form (but it might not have
a unitary central character). In particular, we can form the inner product
Is
def
=
∫
Z(A)GLm+n(Q)\GLm+n(A)
ϕ(g)(s− s0)
lE(s, fs)(g)| det g|
n−m
2(m+n)
(s+s0)dg,
for any s for which (s−s0)lE(s, fs) is holomorphic. We inserted the character | det g|
n−m
2(m+n)
(s+s0)
in order to make the product trivial on Z(A). Clearly, it is enough to show that Is0 = 0.
Since Is is meromorphic in s, it is enough to show that Is = 0 for Re(s) > 0 suffi-
ciently large. Indeed, if Re(s) > 0 is sufficiently large, then E(s, fs) is given by a series∑
γ∈Pm,n(Q)\GLm+n(Q)
fs(γ · g) which converges absolutely and uniformly in (s, g) on compact
sets. Inserting this expression into the defining integral for Is we obtain
Is = (s− s0)
l
∫
Z(A)Pm+n(Q)\GLm+n(A)
ϕ(g)fs(g)| det g|
n−m
2(m+n)
(s+s0)dg.
By the Iwasawa decomposition and the standard integration formulas, we obtain
Is =(s− s0)
l
∫
Z(A)Mm+n(Q)\Mm+n(A)
∫
K
δ−1Pm,n(m)| det(mk)|
n−m
2(m+n)
(s+s0)fs(mk)×
×
(∫
Um+n(Q)\Um+n(A)
ϕ(umk)du
)
dmdk = 0.

3. Construction of Certain Congruence Subgroups
This section is a preparation for the next Section 4. The reader may want to consult [5]
for the relation between the open–compact subgroups of finite adeles GLm+n(Af ) and the
congruence subgroups of GLm+n(R).
Let m,n ≥ 1. Pm,n(Qp) ⊂ GLm+n(Qp) introduced in Section 2 which has a Levi subgroup
Mm,n(Qp) =
{(
a 0
0 d
)
; a ∈ GLn(Qp), d ∈ GLm(Qp)
}
,
8 MARCELA HANZER AND GORAN MUIC´
and the unipotent radical
Um,n(Qp) =
{(
Im b
0 In
)
; b ∈Mm×n(Qp)
}
.
The opposite parabolic subgroup P−m,n has the same Levi factor but the following unipotent
radical:
U−m,n(Qp) =
{(
Im 0
c In
)
; c ∈Mn×m(Qp)
}
.
Lemma 3-1. Let p be a prime number. Let l ≥ 1 be an integer. The set Lp(l) of all matrices(
a b
c d
)
∈ GLm+n(Qp)
such that a ∈ Mm×m(Zp), b ∈ Mm×n(Zp), c ∈ Mn×m(plZp), d ∈ Mn×n(Zp), and having the
determinant in Z×p defines an open–compact subgroup of GLm+n(Qp) which has the following
Iwahori factorization:
Lp(l) = (Lp(l) ∩ Um,n(Qp)) (Lp(l) ∩Mm,n(Qp))
(
Lp(l) ∩ U
−
m,n(Qp)
)
.
Proof. First, by considering the reduction homomorphism
M(m+n)×(m+n)(Zp) −→M(m+n)×(m+n)(Zp/p
lZp),
we find
det
(
a b
c d
)
≡ det a · det d (mod plZp).
Since l ≥ 1, this implies that
det a · det d ∈ Z×p .
Thus, we obtain
det a, det d ∈ Z×p =⇒ a ∈ GLm(Zp), d ∈ GLn(Zp).
By definition, Lp(l) is open and compact subset in GLn(Qp). Also, it follows from the
definition that it is closed under the multiplication.
Next, we prove the Iwahori factorization. Indeed, since d ∈ GLn(Zp), the claim follows
from (
a b
c d
)
=
(
a− bd−1c b
0 d
)(
Im 0
d−1c In
)
.
Since Lp(l) is closed under multiplication, proved Iwahori factorization shows that Lp(l)
is closed under taking the inverses. Hence, Lp(l) is a group. 
Now, we consider the global situation. Let N ≥ 2 be a natural number. We decompose
into prime numbers
N = pl11 · · · p
lu
u .
We define an compact subgroup L(N) of GLm+n(Af) in the following way:
L(N) =
u∏
i=1
Lpi(li)×
∏
p 6∈{p1,...,pu}
GLm+n(Zp).
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We extend this definition by letting L(1) =
∏
pGLm+n(Zp).
We consider GLm+n(Q) diagonally embedded in GLm+n(Af ). Hence, we may consider the
intersection
GLm+n(Q) ∩ L(N)
in GLm+n(Af ). We denote this group by Γ0(N). Explicitly, Γ0(N) consists of all matrices(
a b
c d
)
such that a ∈ Mm×m(Z), b ∈ Mm×n(Z), d ∈ Mn×n(Z), and c ∈ N ·Mn×m(Z), and having
determinant equal to ±1.
4. Restriction of Degenerate Eisenstein Series to GLm+n(R)
We consider the induced representation Ind
GLm+n(A)
Pm,n(A)
(
| det |s/2 ⊗ | det |−s/2
)
introduced in
Section 2 but for trivial χ and µ. We assume that m ≤ n.
In this section we will consider only very special functions f = f∞⊗p fp from that induced
representation. We require the following:
(i) f∞ ∈ Ind
GLm+n(R)
Pm,n(R)
(
| det |s/2∞ ⊗ | det |
−s/2
∞
)
is any C∞ and K∞–finite function;
(ii) Let S be any finite (perhaps empty) set of primes. Then, for p 6∈ S, we let fp ∈
Ind
GLm+n(Qp)
Pm,n(Qp)
(
| det |s/2p ⊗ | det |
−s/2
p
)
is the unique function which is right–invariant
under GLm+n(Zp) and satisfies fp(Im+n) = 1.
(iii) Let us write S = {p1, p2, . . . , pu}. Select any integers l1, l2, . . . , lu ≥ 1. For p = pi
(and l = li), we define the function fp ∈ Ind
GLm+n(Qp)
Pm,n(Qp)
(
| det |s/2p ⊗ | det |
−s/2
p
)
is unique
function defined by the following requirements:
supp(fp) ⊂ Pm,n(Qp)Lp(l),
fp is right Lp(l)–invariant, and
fp(Im+n) = 1.
In the computations below, we allow u = 0 (equivalently, S = ∅ in (ii)) i.e., we omit (iii).
We write
GLm+n(A) = GLm+n(R)×GLm+n(Af), g = (g∞, gf).
We recall that GLn(Q) is diagonally embedded. We identify γ = (γ, γ). Using the notation
of Section 3, the determinant map det : L(N) →
∏
p Z
×
p is an epimorphism (use just upper
triangular for each p to see this). Hence, the strong approximation implies that
GLm+n(A) = GLm+n(Q) · (GLm+n(R)× L(N)) ,
using above identifications.
Lemma 4-1. Under above assumptions, E(s, f)(g∞, 1) =
∑
γ∈Γ0(N)∩Pm,n(Q)\Γ0(N)
f∞(γ · g∞),
g∞ ∈ GLm+n(R), where the degenerate Eisenstein series E(s, f) is introduced in Section 2.
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Proof. First, we consider the case N ≥ 2. We have the following:
E(s, f)(g∞, 1) =
∑
γ∈Pm,n(Q)\GLm+n(Q)
f(γ · (g∞, 1))
=
∑
γ∈Pm,n(Q)\GLm+n(Q)
f(γ · g∞, γ)
=
∑
γ∈Pm,n(Q)\GLm+n(Q)
f∞(γ · g∞)
∏
p
fp(γ).
Next, we compute fp(γ) for γ ∈ Pm,n(Q)\GLm+n(Q). Let us write
γ =
(
a b
c d
)
such that a ∈Mm×m(Q), b ∈Mm×n(Q), c ∈ Mn×m(Q) d ∈Mn×n(Q). Then, because of (iii),
we see that corresponding term in Eisenstein series is zero unless
γ ∈ Pm,n(Q)U
−
m,n(Q).
One easily check that this is equivalent with the fact that d is invertible, and in the class
Pm,n(Q)γ we have a representative
(
Im 0
c In
)
which satisfies
ci,j ≡ 0
(
mod plαα Zpα
)
, α = 1, . . . , u.
This implies that we can write
c = Nβ−1c˜,
where β is an integer prime to N , and c˜ ∈Mn×m(Z). At this point we use elementary divisor
theory and write c˜ in the form
c˜ = c˜1d˜c˜2,
where c˜1 ∈ GLn(Z), c˜2 ∈ GLm(Z), and d˜ ∈ Mn×m(Z) has diagonal entries of course up to
min (m,n)) and all others terms equal to zero. We define a diagonal matrix A˜ ∈ GLm(Q) as
follows. In A˜ the entry is different than 1 if in d˜ the entry at the same position is not zero
and it has a greatest common factor with α equal to x; then we let x/α in that position in A˜.
Next, we define a diagonal matrix C˜ ∈ GLn(Q). Here we use m ≤ n. At starts as inverses of
the corresponding diagonal entries of A˜ and ends with 1’s. We let A = A˜c˜2, and C = c˜1C˜.
Next, we define B˜ ∈Mm×n(Q). It has all entries equal to zero except if at the position (i, i)
the matrix d˜ has a non–zero entry. We select B˜ii ∈ Z such that xα−1 + Nα−1B˜iid˜ii is an
integer. Finally, we let B = A˜c˜−11 . Then,
(
A B
0 C
)
∈ Pm,n(Q), and it has a determinant
equal to one. Finally, (
A B
0 C
)(
Im 0
Nβ−1a In
)
∈ Γ0(N).
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Thus, instead of γ we can use this expression in order to compute what we want. It also
shows that we can use the summation over
Γ0(N) ∩ Pm,n(Q)\Γ0(N).
Thus, we can write
E(s, f)(g∞, 1) =
∑
γ∈Γ0(N)∩Pm,n(Q)\Γ0(N)
f∞(γ · g∞)
∏
p
fp(γ).
Applying (ii), this is equal to ∑
γ∈Γ0(N)∩Pm,n(Q)\Γ0(N)
f∞(γ · g∞)
u∏
i=1
fpi(γ).
We compute fpi(γ) using the Iwahori decomposition given by Lemma 3-1. Let us write
γ =
(
a b
c d
)
=
(
a− bd−1c b
0 d
)(
Im 0
d−1c In
)
=
(
a(1− a−1bd−1c) b
0 d
)(
Im 0
d−1c In
)
.
Then, by (iii), we find fpi(γ) = 1.
This completes the proof in the case N ≥ 2. The case N = 1 is similar, and it follows
from a well–known identity Bn(Q) \ GLn(Q) = GLn(Z) ∩ Bn(Q) \ GLn(Z), where Bn is
a Borel subgroup of upper–triangular matrices. (See [4], 1.11 Examples.) Indeed, since
Bm+n ⊂ Pm,n, we obtain that Pm,n(Q)\GLm+n(Q) = GLm+n(Z)∩Pm,n(Q)\GLm+n(Z). 
One can compute the constant term of Eisenstein series given by Lemma 4-1 using ([18],
Lemma 3.3). This can give a nice explicit formula for the constant term along the Borel
subgroup.
According to Lemma 4-1, for a smooth section f∞ ∈ Ind
GLm+n(R)
Pm,n(R)
(
| det |s/2 ⊗ | det |−s/2
)
,
we define the Eisenstein series
E∞(s, f∞)(g∞) =
∑
γ∈Γ0(N)∩Pm,n(Q)\Γ0(N)
f∞(γ · g∞).
Lemma 4-1 tells us that outside of poles
(4-2) E∞(s, f∞)(g∞) = E(s, f∞ ⊗p<∞ fp)(g∞, 1),
where fp are given by (ii) and (iii) from the beginning of this section. We say that E∞(s, ·)
has a pole at s0 of order l ≥ 1 if (s − s0)lE∞(s, f∞)|s=s0 is holomorphic for all f∞, and at
least for one of them is not zero.
Lemma 4-3. The order of pole on E(s, · ⊗p<∞ fp) at s = s0 is l ≥ 1 if and only if the same
is true for E∞(s, ·). Further, if both holomorphic, E∞(s, ·) is not identically zero at s = s0
if and only if the same is true for E(s, · ⊗p<∞ fp).
Proof. We prove the first claim. Let f∞ ∈ Ind
GLm+n(R)
Pm,n(R)
(
| det |s/2 ⊗ | det |−s/2
)
. For Re(s)
large, we use defining series to compute (see the proof of previous lemma)
E∞(s, f∞)(γ0g∞) = E(s, f∞ ⊗p<∞ fp)(γ0g∞, 1) =
∑
γ∈Pm,n(Q)\GLm+n(Q)
f∞(γ · γ0g∞)
∏
p
fp(γ),
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where γ0 ∈ GLm+n(Q). By changing γ to γγ
−1
0 , we obtain
E∞(s, f∞)(γ0g∞) =
∑
γ∈Pm,n(Q)\GLm+n(Q)
f∞(γ · g∞)
∏
p
fp(γγ
−1
0 ).
The last expression gives us
E∞(s, f∞)(γ0g∞) = E(s, f∞ ⊗p<∞ fp)(g∞, γ
−1
0 ).
So, after analytic continuation, we obtain
(s− s0)
lE∞(s, f∞)|s=s0(γ0g∞) = (s− s0)
lE(s, f∞ ⊗p<∞ fp)|s=s0(g∞, γ
−1
0 ).
Now, if E∞(s, ·) has order less than l which is the order of E(s, f∞ ⊗p<∞ fp), then the
left–hand side in above expression is zero for all f∞. But, then the right–hand side is also
zero at all points from GLm+n(R) × GLm+n(Q), where GLm+n(Q) is diagonally embedded
in GLm+n(Af ). Also, by (ii) and (iii), ⊗p<∞fp is right–invariant under the open–compact
subgroup L(N) defined in the previous section. Using the strong approximation, we obtain
that
(s− s0)
lE(f∞ ⊗p<∞ fp)|s=s0 = 0.
This contradiction proves one direction of the first claim of the lemma; the converse has
similar proof. The second claim has also similar proof. 
5. The Main Results About Degenerate Eisenstein series
In this section we first state the main results we prove for adelic Eisenstein series, and
then we apply them to study Eisenstein series from the previous section. We start from the
simplest result.
Theorem 5-1. Let s > 0 be a real number. Assume that m ≤ n. Then, the degenerate
Eisenstein series (2-1) is holomorphic and non–zero for all s 6∈ {m+n
2
−α; α ∈ Z, 0 ≤ α <
m+n
2
}. Moreover, the map (2-2) is an embedding.
The next result is more difficult.
Theorem 5-2. Assume that m ≤ n. Then, the degenerate Eisenstein series (2-1) with µ = χ
(= to the trivial character without loss of the generality), for s ∈ {m+n
2
−α; α ∈ Z, 0 ≤ α <
m+n
2
}, has at most simple pole, and after removing the possible pole the image of the map
(2-2) is the unique spherical irreducible component in Ind
GLm+n(A)
Pm,n(A)
(
| det |s/2 ⊗ | det |−s/2
)
.
Moreover, the pole occurs precisely for 1 ≤ α ≤ m− 1.
We define
(5-3) w0 =
(
0 In
Im 0
)
,
where In and Im are identity matrices of the corresponding sizes. Let w˜0 be the representative
taken by Shahidi (see Section 2) for the Weyl group element represented by w0.
For the applications on degenerate Eisenstein series on GLm+n(R) we need the following
observation:
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Corollary 5-4. Assume that m ≤ n. Consider the degenerate Eisenstein series (2-1) with
µ = χ = 1. Let s0 ∈ {
m+n
2
− α; α ∈ Z, 0 ≤ α < m+n
2
}. Then, for α ≥ m, E(fs0)
is non–zero if and only N (Λs0,p, w˜0)fs0 6= 0, for all p ≤ ∞. Next, for 0 ≤ α ≤ m − 1,
(s− s0)E(fs) is not equal to zero at s = s0 if and only if N (Λs,p, w˜0)fs 6= 0 at s = s0, for all
p ≤ ∞. We remark that in both cases the normalized intertwining operator is holomorphic
(see Lemma 8-5).
Proof. This is proved in the course of the proof of Theorem 5-2 (applying the first part of
Lemma 8-6, the expression (8-7), Lemma 2-9, together with Lemmas 8-8, 8-9, and 8-10); it
is important that w˜0 survives the cancellation of poles in Lemma 8-9 by Remark 7-17). 
We prove Theorem 5-1 in Section 6. Theorem 5-2 is proved in Sections 7 and 8. The
following theorem is a complement to Theorem 5-2.
Theorem 5-5. Assume that m ≤ n. Then, for µ 6= χ and s ∈ {m+n
2
−α; α ∈ Z, 0 ≤ α <
m+n
2
}, the map (2-2) is an embedding. The degenerate Eisenstein series (2-1) is holomorphic
if χ∞µ
−1
∞ is not a sign character, or if α ≤ m.
In this case we do not compute the order of the pole if α ≥ 1. The problem is caused with
local normalized intertwining operators on the archimedean component.
Now, we prove the main result about Eisenstein series E∞(s, f∞) given by (4-2).
Theorem 5-6. Let s > 0 be a real number. Assume that m ≤ n. Then, we have the
following:
(i) The degenerate Eisenstein series E∞(s, f∞), is holomorphic and non–zero for s 6∈
{m+n
2
− α; α ∈ Z, 0 ≤ α < m+n
2
}.
(ii) Let s ∈ {m+n
2
− α; α ∈ Z, m ≤ α < m+n
2
}. Then, E∞(s, ·) is holomorphic, and
E∞(s, f∞) 6= 0 if and only if N (Λs,∞, w˜0)f∞ 6= 0.
(iii) Let s ∈ {m+n
2
− α; α ∈ Z, 0 ≤ α ≤ m − 1}. Then, E∞(s, ·) has at most simple
pole.
(iv) In the settings of (iii), if 0 ≤ α ≤ m − 1, then E∞(s, f∞) has a simple pole if and
only if N (Λs,∞, w˜0)f∞ 6= 0.
(We remark that, in any case, if f∞ is spherical, then N (Λs,∞, w˜0)f∞ 6= 0 holds by (2-8).)
Proof. (i) is a direct consequence of Lemma 4-3 and Theorem 5-1. Also, (iii) is a direct
consequence of Lemma 4-3 and Theorem 5-1. The same is true for holomorphicity of E∞(s, ·)
mentioned in (ii). For the other claims we need to develop more sophisticated methods.
Let s ∈ {m+n
2
− α; α ∈ Z, 0 ≤ α < m+n
2
}. First, we assume that α ≥ m. By Lemma
4-3, E∞(s, f∞) 6= 0 if and only if E(s, f∞⊗p<∞ fp) satisfies the same. By Corollary 5-4, this
is equivalent to N (Λs, w˜0) (f∞ ⊗p<∞ fp) 6= 0. Equivalently, using (ii) and (iii) of Section 4
and (2-8), we can write
N (Λs,∞, w˜0)f∞ ⊗N (Λs,p1, w˜0)fp1 ⊗ · · · ⊗ N (Λs,pu, w˜0)fpu ⊗p 6∈{p1,...,pu} fw0,p 6= 0.
14 MARCELA HANZER AND GORAN MUIC´
In Lemma 8-2, we prove that the induced representations Ind
GLm+n(Qp)
Pm,n(Qp)
(
| det |s/2p ⊗ | det |
−s/2
p
)
are irreducible for all p ≤ ∞. In this case, the conditions from Theorem 5-6 always hold. In
particular, N(Λs,p, w˜0)fp 6= 0 for all p ∈ {p1, . . . , pu}. This proves (ii).
For the proof of (iv) we use similar criterion based on Corollary 5-4. Let us recall that by
(6-7), r(Λs,p, w0) is given by
(5-7)
m∏
i=1
L(s+ n−m
2
+ i, 1)
L(s− n+m
2
+ i, 1)
,
up to a monomial in p−s, and, for s > 0 large enough, we have (see Section 2)
(5-8) N (Λs,p, w˜0)fp(g) = r(Λs,p, w0)
∫
Un,m(Qp)
fp(w˜0
−1ug)du, g ∈ GLm+n(Qp).
Now, we consider the case α = 0. We show that
N (Λs,p, w˜0)fp(w˜0) 6= 0.
This will imply the claim. First, by abusing the notation slightly, for s > 0 large enough,
using (5-8) with g = w˜0, (iii) of Section 4 implies that the integral
∫
Un,m(Qp)
fp(w˜0
−1uw˜0)du
is a constant 6= 0 independent of s. We can take equal to one for simplicity. Then, after
analytic continuation, for our s = (m+ n)/2− α = (m+ n)/2, we obtain
N (Λs,p, w˜0)fp(w˜0) = r(Λs,p, w0).
But (5-7) shows that r(Λs,p, w0) 6= 0. This proves (iv) with α = 0. Now, we consider the more
difficult case 1 ≤ α ≤ m − 1. In this case above trick does not work since r(Λs,p, w0) = 0.
Then, again by abusing the notation slightly, for s > 0 large enough, we use (5-8) with
g = w˜0
(
Im y
0 In
)
, y ∈ Mm×n(Qp)
instead of g = w˜0. We have∫
Un,m(Qp)
fp
(
w˜0
−1uw˜0
(
Im y
0 In
))
du =
∫
Mn×m(Qp)
fp
((
Im 0
x In
)(
Im y
0 In
))
dx
Since supp(fp) ⊂ Pm,nU−m,n (see (iii) in Section 4), this integral takes the following form:
(5-9)
∫ ∣∣det (Im − y(In + xy)−1x)∣∣s/2+n/2p |det (In + xy)|−s/2−m/2p dx,
where we integrate over the set of all x ∈ Mn×m(Qp) satisfying that det (In + xy) 6= 0 and
(In + xy)
−1x ∈Mn×m(plZp).
Now, we complete the proof of (iv) considering the case m = n first. Then, y ∈Mn×n(Qp).
In fact, we may assume that y ∈ GLn(Qp). Then, we can transform the first function in
(5-9) to the following form:
det (In − y(In + xy)
−1x) = det (yy−1 − y(In + xy)
−1xyy−1) = det (In − (In + xy)
−1xy)
= det (In + xy)
−1 det (In + xy − xy) = det (In + xy)
−1.
DEGENERATE EISENSTEIN SERIES 15
Thus, the integral is transformed into a more convenient form
(5-10)
∫
|det (In + xy)|
−s−n
p dx.
After, the substitution x↔ xy, and then the substitution x↔ x+ 1, the integral becomes
|det y|−np
∫
|det x|−s−np dx,
where we integrate over the set of all x ∈ GLn(Qp), x−1 ∈ In +Mn×n(plZp)y. Ignoring the
constants we look at the family of integrals∫
GLn(Qp)
|det x|−s−np 1In+Mn×n(plZp)y(x
−1)d∗x =
∫
GLn(Qp)
|det x|sp 1In+Mn×n(plZp)y(x)d
∗x
where y ranges over GLn(Qp), where d∗x = |det x|
−n
p dx is a Haar measure on GLn(Qp). Let
z ∈ GLn(Qp), then the integral is equal to∫
GLn(Qp)
|det xz|sp 1In+Mn×n(plZp)y(xz)d
∗x = |det z|sp
∫
GLn(Qp)
|det x|sp 1z−1+Mn×n(plZp)yz−1(x)d
∗x.
The reader my observe that when y, z range over GLn(Qp), then the characteristic functions
1z−1+Mn×n(plZp)yz−1 span the space of all Schwartz functions on Mn×n(Qp). We conclude that
the family of integrals we obtained is a family of zeta integrals studied by Jacquet and
Godement attached to the trivial representation of GLn(Qp) [11]. They form a fractional
ideal in C[p−s, ps] whose generator is the inverse of the principal L–function
L(s− (n− 1)/2, 1GLn(Qp)) =
n−1∏
i=0
L(s− i, 1).
Now, we are ready to conclude the proof. In view of the form of the normalization factor
r(Λs,p, w0) for m = n (see (5-7), we conclude that after the analytic continuation for each
s = (m+ n)/2− α = n− α, 1 ≤ α ≤ n− 1, we can find y ∈ GLn(Qp) such that
N (Λs,p, w˜0)fp
(
w˜0
(
In y
0 In
))
6= 0.
This completes the proof of (iv) in the case m = n.
Now, we consider the case m < n. In order to deal with the integral (5-9), we write
x ∈ Mn×m(Qp) as column x =
(
x′
x′′
)
, where x′ ∈ Mm×m(Qp), x′′ ∈ M(n−m)×m(Qp). We try
to find y ∈Mm×n(Qp) in the form y =
(
y′ 0
)
, where y′ ∈Mm×m(Qp) is invertible as it was
y in the case m = n above. We insert this into (5-9), and find the following:∫ ∣∣det (Im − y′(Im + x′y′)−1x′)∣∣s/2+n/2p |det (Im + x′y′)|−s/2−m/2p (∫ dx′′) dx′,
where the inner integral is over x′′ (Im − y′(Im + x′y′)−1x′)) ∈ M(n−m)×m(plZp), and outer
integral is over x′ ∈ Mm×m(Qp) satisfying that det (Im + x′y′) 6= 0 and (Im + x′y′)−1x′ ∈
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Mm×m(p
lZp). After an obvious change of variables, the inner integral is equal to∣∣det (Im − y′(Im + x′y′)−1x′)∣∣m−np ,
up to a volume of M(n−m)×m(p
lZp) which we ignore. Note that the matrix inside this expres-
sion is non–singular (see the case m = n above; see the computation before (5-10)), and we
obtain ∫ ∣∣det (Im − y′(Im + x′y′)−1x′)∣∣s/2−n/2+mp |det (Im + x′y′)|−s/2−m/2p dx′,
where we integrate over the same area as before. As in the case m = n, this can be
transformed into ∫
|det (Im + x
′y′)|
−(s+(m−n)/2)−m
p dx
′.
As this point we are at (5-10) with n replaced by m, and s replaced by s + (m − n)/2. As
before, we obtain the family of zeta integrals which have a common denominator equal to
the inverse of
L(s+(m−n)/2−(m−1)/2, 1GLm(Qp)) =
m−1∏
i=0
L(s+(m−n)/2−i, 1) =
m∏
i=1
L(s−(m+n)/2−i, 1).
If we compare this to the expression for the normalization factor given by (5-7), we conclude
the proof of (iv). 
6. The proof of Theorem 5-1
The proof of Theorem 5-1 we start by series of preliminary results. Some of them will be
useful later for the proof of our other results.
We use the notation introduced in Section 2. Let X(T ) be the group of characters of T .
It is a free Z–module
X(T ) ≃ Zφ1 ⊕ Zφ2 ⊕ · · · ⊕ Zφm+n,
where φi is defined by φi(diag(t1, t2, . . . , tm+n)) = ti, 1 ≤ i ≤ m + n. The Weyl group W
acts on X(T ) as follows:
p.φi = φp(i).
We have Σ = Σ+ ∪ (−Σ+), and we have:
Σ+ = {φi − φj; 1 ≤ i < j ≤ m+ n}.
Let αi = φi − φi+1, 1 ≤ i ≤ m + n − 1. Then ∆ = {α1, α2, · · · , αm+n−1}. In this notation,
we have β = αm, where β is defined in Section 2.
We observe that p(φi − φj) ∈ Σ+, for 1 ≤ i < j ≤ m + n if and only if p(i) < p(j). This
observation immediately implies that
(6-1) {w ∈ W ; w(∆ \ {β}) > 0} =
= {p ∈ W ; p(1) < · · · < p(m), p(m+ 1) < · · · < p(m+ n)}.
Lemma 6-2. Assume that s ≥ 0 is a real number. Let Λs be given by (2-4). For w from the
set given by (6-1), we have that w(Λs) = Λs implies w = id, or s = 0 and m = n in which
case there are two choices for w.
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Proof. The requirement w(Λs) = Λs is equivalent to w
−1(Λs) = Λs. It is easy to see that
w−1 acts on Λs by permutation of the characters according to w in the definition of Λs given
by (2-4).
If w(m + 1) = m + 1 or w(m) = m, then w = id. If not, then w(m + 1) ≤ m. Thus,
w(m+ 1) = i + 1 for some 0 ≤ i ≤ m− 1. This implies χ| |
s−(m−1)
2
+i = µ| |
−s−(n−1)
2 . Hence,
χ = µ and s = (m− n)/2− i. In particular, s ≤ (m− n)/2.
Similarly, if w(m) 6= m, then w(m) = m+ j+1, for some 0 ≤ j ≤ n−1, then χ| |
s+(m−1)
2 =
µ| |
−s−(n−1)
2
+j . Hence, χ = µ and s = −(m+ n)/2 + j + 1. In particular, s ≤ −(m+ n)/2 +
(n− 1) + 1 = (n−m)/2.
Thus, combining both inequalities for s, we obtain s ≤ −|m−n|/2. Since s ≥ 0, we obtain
s = 0 and m = n. Now, Λs is of the form
χ| |
−(m−1)
2 ⊗ χ| |
−(m−1)
2
+1 ⊗ · · · ⊗ χ| |
(m−1)
2 ⊗
⊗ χ| |
−(m−1)
2 ⊗ χ| |
−(m−1)
2
+1 ⊗ · · · ⊗ χ| |
(m−1)
2 .
Clearly, there are two such w. 
Let w be from the set given by (6-1). We compute the poles of r(Λs, w)
−1 (see (2-7)). In
view of explicit computation given by Section 6, we transform the expression for r(Λs, w)
−1.
First, we need to determine all α ∈ Σ+, such that w(α) < 0. If we write α = φi − φj,
1 ≤ i < j ≤ m+ n, then we require that w(i) > w(j). In view of the assumption
w(1) < · · · < w(m), w(m+ 1) < · · · < w(m+ n),
we must have i ≤ m and m+ 1 ≤ j. Using (2-4), we have
Λs ◦ α
∨ = χ| |
s−(m−1)
2
+i−1µ−1| |
s+(n−1)
2
−j+m+1 = χµ−1| |s+
m+n
2
+i−j .
Thus, the expression that we need to study is
r(Λs, w)
−1 =
∏
1≤i≤m,
m+1≤j≤m+n
w(i)>w(j)
L(s+ m+n
2
+ i− j, χµ−1)
L(s+ m+n
2
+ i− j + 1, χµ−1)
× (∗),
where (∗) is the product of the appropriate ǫ factors.
Let us fix i and consider only product of j’s:∏
m+1≤j≤m+n
w(i)>w(j)
L(s + m+n
2
+ i− j, χµ−1)
L(s+ m+n
2
+ i− j + 1, χµ−1)
.
Again, because of the assumption w(m+ 1) < · · · < w(m+ n), we see that the set of all
j’s which contribute to the product is of the form m + 1, . . . , ji, where w(ji) < w(i) and
w(ji + 1) > w(i). It is possible that this set is empty. It is empty precisely when w(i) = i
since we must have
w(1) < · · · < w(i− 1) < w(i) = i < w(i+ 1), · · · , w(m+ n).
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Thus, if we have w(i) > i (which is equivalent to w(i) 6= i), then we can write∏ji
j=m+1 L(s+
m+n
2
+ i− j, χµ−1)∏ji
j=m+1 L(s+
m+n
2
+ i− (j − 1), χµ−1)
=
L(s + m+n
2
+ i− ji, χµ
−1)
L(s+ m+n
2
+ i−m,χµ−1)
.
The whole product is equal to
r(Λs, w)
−1 =
∏
w(i)>i
L(s+ m+n
2
+ i− ji, χµ−1)
L(s+ n−m
2
+ i, χµ−1)
× (∗).
The set of all i such that w(i) > i is of the form mw, · · · , m for unique mw. We observe
that the following sequence consists of consequent numbers
(6-3) w(i), w(ji + 1), . . . , w(ji+1), w(i+ 1).
The number of elements in the subsequence
(6-4) w(ji + 1), . . . , w(ji+1)
is clearly the same as the number of elements in the sequence ji + 1, . . . , ji+1. Thus, it is
equal to ji+1 − ji. On the other hand, in the sequence (6-3) there is w(i + 1) − w(i) + 1
elements. If we remove from the sequence (6-3) elements w(i) and w(i+ 1) we arrive at the
sequence (6-4). Thus the sequence (6-4) has w(i+ 1)− w(i) + 1 − 2 = w(i+ 1)− w(i)− 1
elements. This implies the following recursion:
(6-5) ji+1 = ji + w(i+ 1)− w(i)− 1, mw ≤ i ≤ m− 1.
Similarly, between w(mw − 1) = mw − 1 and w(mw), the consecutive elements are w(m +
1), . . . , w(jmw). This implies
(6-6) jmw = w(mw)−mw +m.
Solving (6-5) and (6-6), we find
ji = w(i)− i+m.
Thus, the whole product is equal to
(6-7) r(Λs, w)
−1 =
m∏
i=mw
L(s + n−m
2
+ 2i− w(i), χµ−1)
L(s + n−m
2
+ i, χµ−1)
× (∗).
We analyze (6-7) assuming that
(6-8) s ∈ R, s ≥ 0, and n ≥ m.
(From the point of view of the local degenerate principal series this is not serious assumption;
it can be achieved by taking the contragredient and replacing the relative position of the
terms.)
In the following lemma we use the some properties of automorphic functions attached to
unitary gro¨ssencharacter. Let λ : Q× \ A× −→ C× be a unitary gro¨ssencharacter. Then,
L(s, λ) is holomorphic and non–vanishing for s > 1. At s = 1 it is still non–vanishing, but it
has a simple pole if and only if λ is trivial. For 0 < s < 1, L(s, λ) is holomorphic. At s = 0,
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it is non–vanishing, but it has a simple pole if and only if λ is trivial. Finally, for s < 0,
L(s, λ) is holomorphic and non–vanishing.
Lemma 6-9. Assume that (6-8) holds. Let w be from the set (6-1). Then, r(Λs, w)
−1 is
holomorphic unless χ = µ and there exists an integer 0 ≤ α ≤
[
m+n
2
]
such that
s =
m+ n
2
− α.
Under these conditions, the order of pole at s is equal to the number of i ∈ {mw, . . . , m}
such that
n− α− 1 ≤ w(i)− 2i ≤ n− α,
where mw is defined to be the least i ≤ m such that w(i) > i. Moreover, the set of such i’s
is not empty only if
mw ≤ α + 1.
Finally, the order of pole is
≤
{
min (m,α + 1)−mw, if α = m = n, and mw = 1,
min (m,α + 1)−mw + 1, otherwise.
Proof. We use (6-7). There are two cases. First, we assume that χ 6= µ. In this case all
L–functions are holomorphic at real s. Moreover, by (6-8), we have that
s+
n−m
2
+ i ≥ i ≥ 1.
Thus, the denominator is not vanishing. This proves the lemma in this case.
In remainder of the proof we assume that χ = µ. The denominator is non–vanishing, and
holomorphic unless s = 0, m = n, and i = 1. Since i ≥ mw in (6-7), we must have mw = 1
in that case. In the case s = 0, m = n, and mw = 1, the denominator has a simple pole, and
it is holomorphic and non–vanishing otherwise.
We are interested in the poles of numerator and the estimate of their order. The poles of
numerator are caused by the poles of its factors. The factor in numerator given by
(6-10) L(s+
n−m
2
+ 2i− w(i), 1Q×)
has a pole if and only if
s+
n−m
2
+ 2i− w(i) ∈ {0, 1}.
Thus,
w(i) = s+
n−m
2
+ 2i− ǫ, ǫ ∈ {0, 1}.
This imposes conditions on s.
First, we have that
(6-11) s+
n−m
2
∈ Z,
and since w(i+ 1), . . . , w(m) > w(i), we must have that w(i) is not too big, i.e.,
n+ i ≥ w(i) = s+
n−m
2
+ 2i− ǫ ⇐⇒ 0 ≤ s ≤
n+m
2
− i+ ǫ
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This implies that for s > n+m
2
no poles occur. Also, (6-11) implies that if m+n
2
− s 6∈ Z, then
no poles occur.
The conclusion of above discussion is that we need to analyze the order of pole for
s =
m+ n
2
− α, α ∈ Z, 0 ≤ α ≤
[
m+ n
2
]
.
We reconsider the factor (6-10) of the numerator. We recall that mw ≤ i ≤ m. Also, we
have
s+
n−m
2
+ 2i− w(i) = n + 2i− w(i)− α.
Thus, (6-10) has a pole if and only if
(6-12) n− α− 1 ≤ w(i)− 2i ≤ n− α.
Assume that there exists at least one mw ≤ i ≤ m such that this holds. Then, for all other
mw ≤ i′ ≤ m the factor
L(s +
n−m
2
+ 2i′ − w(i′), 1Q×) = L(n + 2i
′ − w(i′)− α, 1Q×) 6= 0
since n+ 2i′ − w(i′)− α is an integer. The conclusion of this discussion is that the order of
pole of numerator is the number of all mw ≤ i ≤ m such that (6-12) is valid.
The function i 7→ w(i)− i is increasing for i ∈ {1, . . . , m}. Thus, for any i satisfying the
condition (6-12), we must have
n− α− 1 ≤ w(i)− 2i ≤ w(m)−m− i ≤ (m+ n)−m− i = n− i =⇒ i ≤ α + 1.
This implies that
mw ≤ i ≤ α + 1 =⇒ mw ≤ α + 1.
This implies that the order of pole of numerator is
≤ min (m,α + 1)−mw + 1.

Now, we complete the proof of Theorem 5-1 in the following easy steps. Put Ip(s) =
Ind
GLm+n(Qp)
Pm,n(Qp)
(
| det |s/2p χp ⊗ | det |
−s/2
p µp
)
.
Lemma 6-13. Let w be an element of the set given by (6-1). Let s ∈ R such that s− (m+
n)/2 6∈ Z. Then, the local normalized intertwining operator N (Λs,p, w˜) is holomorphic on
Ind
GLm+n(A)
T (A)U(A) (Λs,p), and consequently on Ip(s), for all p ≤ ∞.
Proof. The claim is clear if w is identity. Otherwise, since w in the set given by (6-1), the
permutation is a shuffle 1, . . . , m among m+1, . . . , m+n without changing the order. Thus
means that N (Λs,p, w˜) is factorized into the product of certain rank one GL2–operators of
the form
(6-14)
IndGL(2)
(
χp| |
s−(m−1)
2
+i
p ⊗ µp| |
−s+(n−1)
2
−j
p
)
−→ IndGL(2)
(
µp| |
−s+(n−1)
2
−j
p ⊗ χp| |
s−(m−1)
2
+i
p
)
,
DEGENERATE EISENSTEIN SERIES 21
where 0 ≤ i ≤ m− 1, 0 ≤ j ≤ n− 1.
But the induced representation IndGL(2)
(
χp| |
s−(m−1)
2
+i
p ⊗ µp| |
−s+(n−1)
2
−j
p
)
is irreducible
since s − (m + n)/2 6∈ Z. Hence, the rank–one normalized intertwining operator (6-14) is
holomorphic. This is a well–known fact, but for reader’s convenience we include the sketch
of the proof. Let us call this operator N1(s). By the normalization procedure, there is also a
normalized operator N2(s) which goes in the opposite direction and satisfy N2(s)N1(s) = id
whenever both are holomorphic. But if in particular point one of them has a pole, then we
can get rid of the poles getting two non–zero operators N1 and N2 which satisfy N2N1 = 0.
This is clearly impossible since the induced representation is irreducible. 
Going back to the proof of Theorem 5-1, we observe that the Eisenstein series given by
(2-1) is holomorphic for s > m+n
2
. But then its constant term (2-3) is also holomorphic in
that region. Then Econst(s, f) − fs is also holomorphic. Next, Econst(s, f) 6= 0 whenever
f 6= 0 since fs and Econst(s, f) − fs are linearly independent because of Lemma 6-2. Now,
we apply Lemma 2-9 to complete the proof of the theorem in this case.
Let us assume that s ≤ m+n
2
. Then, since by the assumption of Theorem 5-1, s 6∈
{m+n
2
− α; α ∈ Z, 0 ≤ α < m+n
2
}, we see that s − m+n
2
6∈ Z. Now, Lemmas 6-9 and
6-13 show that Econst(s, f) is holomorphic using the expression (2-6). At this point we can
complete the proof of the theorem as before.
7. Preparation For The Proof Of Theorem 5-2; The Circular Result
We start this section with some consequences of Lemma 6-9 needed in the proof Theorem
5-2 but not in the proof of Theorem 5-1 completed in the previous section.
According to Lemma 6-9, we make the following definition (assuming that χ = µ and
s = n+m
2
− α for some integer 0 ≤ α ≤
[
m+n
2
]
). We denote by Wα the set of all elements of
(6-1) such that
w(i) = 2i+ n− α− ǫi, 1 ≤ i ≤ min (m,α+ 1),
where ǫi ∈ {0, 1}.
We remark that
w(1) = n+ 2− α− ǫ1 ≥ 1 ⇐⇒ n ≥ α + ǫ1 − 1
which is true since n ≥ m (see (6-8)). We note that w(1) = 1 if and only if α = n and
ǫ1 = 1. This implies α = m = n and mw > 1. Also,we have
w(2) = n + 4− α− ǫ2 ≥ 3 ⇐⇒ n ≥ α+ ǫ2 − 1.
Hence, w(2) > 2. Thus, mw ∈ {1, 2}.
Corollary 7-1. Assume that (6-8) holds with s = m+n
2
−α for some integer 0 ≤ α ≤
[
m+n
2
]
,
and assume that χ = µ. Then, among all w from the set (6-1) the maximal order of pole at
s of r(Λs, w)
−1 is achieved if and only if w ∈ Wα. Moreover, the order of pole is given by
bα
def
=
{
min (m,α + 1)− 1 if α = m = n;
min (m,α + 1) otherwise.
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Proof. We consider two cases:
First, we assume that the relation α = m = n is not fulfilled. Then, Lemma 6-9 implies
that maximal order of pole r(Λs, w)
−1 for s = m+n
2
− α is achieved if and only if w ∈ Wα
since by above remarks for them mw = 1. The order is equal to min (m,α + 1).
Assume that α = m = n. Then, if w ∈ Wα with mw = 1, the order of pole r(Λs, w)−1 for
s = m+n
2
− α is min (m,α + 1)− 1. If w ∈ Wα with mw > 1, then mw = 2, and the order of
pole min (m,α + 1)− 1. Finally, Lemma 6-9 implies that maximal order of pole r(Λs, w)−1
for s = m+n
2
− α is achieved if and only if w ∈ Wα. 
Example 7-2. Assume that α = 0. Then, Wα is singleton consisting of the permutation w
defined by: w(m+ 1) = 1, . . . , w(m+ n) = n, w(1) = n + 1, . . . , w(m) = m+ n. Indeed, the
definition of Wα, forces on w the following:
w(1) = n+ 2− ǫ1 ∈ {n+ 1, n+ 2}.
We remark that
ǫ1 = 1
since w belongs to the set (6-1).
In general, Wα is never empty. It contains a non–empty subset W
0
α of elements given by
w(i) = 2i+ n− α− 1, 1 ≤ i < min (m,α + 1),
i.e.,
ǫi = 1, 1 ≤ i < min (m,α + 1),
satisfying conditions of (6-1). It is easy to check that there exists elements of W 0α with
ǫmin (m,α+1) = 1.
Indeed, firstly, we have
w(1) = n+ 1− α ≥ 1.
Secondly, we must assure that there is enough room to insert exactly m − min (m,α + 1)
elements
w (min (m,α + 1) + 1) , . . . , w(m)
between
w (min (m,α + 1)) = 2min (m,α + 1) + n− α− 1
and (including)
m+ n.
But
m+n−(2min (m,α + 1) + n− α− 1) = m+α+1−2min (m,α + 1) ≥ m−min (m,α + 1),
which proves what we want.
We see that in above inequality we have equality if and only if
min (m,α + 1) = α+ 1 ⇐⇒ m ≥ α+ 1.
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In that case, the set W 0α is singleton in view of (6-1). If m < α+ 1, then we may select
ǫmin (m,α+1) = 0.
In any case, for w ∈ W 0α, the following must hold
(7-3)
w(m+ 1) = 1, . . . , w(m+ n− α) = n− α,
w(1) = n− α+ 1, w(m+ n− α + 1) = n− α+ 2,
. . .
w(i) = n− α + 2i− 1, w(m+ n− α + i) = n− α + 2i,
. . .
w (min (m,α + 1)) = 2min (m,α + 1) + n− α− ǫmin (m,α+1).
where we must require that 1 ≤ i < min (m,α+ 1).
In the next two lemmas we extend the result proved in Lemma 6-2.
Lemma 7-4. Let s ∈ R. Assume that w1 6= w2 are from the set given by (6-1). Then, we
have that w1(Λs) = w2(Λs) implies the following:
(i) χ = µ,
(ii) there exists a finite (non–empty) set I ⊂ {1, . . . , m} such that {s + m+n
2
+ i; i ∈ I}
is a subset of {m+ 1, . . . , m+ n}, and
w2(i) = w1(s+
m+ n
2
+ i); i ∈ I,
w2(s+
m+ n
2
+ i) = w1(i); i ∈ I,
w2 = w1 on {1, . . . , m+ n} − {i, s+
m+ n
2
+ i; i ∈ I}.
Proof. We have w−11 w2(Λs) = Λs. The remark from the proof of Lemma 6-2 shows that in the
notation given by (2-4) the character w−11 w2(Λs) is obtained by applying w
−1
2 w1–permutation
to the tensor components of Λs. This observation gives the following.
Let i ∈ {1, . . . , m}. Then, the i–th component of Λs and w
−1
1 w2(Λs) are the same. Let
j = w−12 w1(i). There are two cases.
Firstly, j ∈ {1, . . . , m}, and χ| |
s−(m−1)
2
+i−1 = χ| |
s−(m−1)
2
+j−1. This implies i = j.
Secondly, j ∈ {m + 1, . . . , m + n}, and χ| |
s−(m−1)
2
+i−1 = µ| |
−s−(n−1)
2
+j−m−1. This implies
χ = µ, and j = s + (m+ n)/2 + i.
This completely describes the value of w−12 w1(i) for i ∈ {1, . . . , m}. For the determination
of the value of w−12 w1 on the set {m + 1, . . . , m + n}, it is more convenient to write j
instead of i. So, let j ∈ {m+ 1, . . . , m+ n}. Repeating above argument, we conclude either
w−12 w1(j) = j or w
−1
2 w1(j) ∈ {1, . . . , m}. In the latter case χ = µ and j = s +
m+n
2
+ i,
where we write i = w−12 w1(j). We readily see that i = w
−1
2 w1(j) implies j = w
−1
2 w1(i). If
not, the the first part of the proof shows that w−12 w1(i) = i or w1(i) = w2(i). On the other
hand, i = w−12 w1(j) implies w2(i) = w1(j). So, we get w1(i) = w2(i) = w1(j) which implies
i = j. This is a contradiction. 
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Lemma 7-5. Assume that (6-8) holds with s = m+n
2
− α for some integer 0 ≤ α ≤
[
m+n
2
]
,
and assume that χ = µ. Then, if w ∈ W 0α, then we denote by Jw the set of all per-
mutations obtained from w in the following way: for each finite (possibly empty) set I ⊂
{1, . . . ,min (m,α + 1)− 1} we define a permutation wI in the following way:
wI(i) = w(m+ n− α+ i); i ∈ I,
wI(m+ n− α + i) = w(i); i ∈ I,
wI = w on {1, . . . , m+ n} − {i, m+ n− α + i; i ∈ I}.
Then, we have the following:
(i) If w ∈ W 0α, then wI ∈ Wα;
(ii) If w ∈ W 0α, then wI(Λs) = w(Λs);
(iii) Wα is a disjoint union of the sets Jw, where w ∈ W 0α.
Proof. Using (7-3), we obtain
wI(i) = w(m+ n− α + i) = 2i+ n− α; i ∈ I,
wI(m+ n− α + i) = w(i) = 2i+ n− α− 1; i ∈ I,
wI = w on {1, . . . , m+ n} − {i, m+ n− α+ i; i ∈ I}.
From this and (7-3), (i) is obvious. We remark that (ii) follows from Lemma 7-4. (iii) is
obvious. 
In the rest of the section, we explain in more detail the structure of the set I as above, in
view of w1 and w2 belonging to the set given by (6-1). To that end, for w in the set (6-1),
we call the orbit of w the set of all w′ from (6-1) such that w(Λs) = w
′(Λs) (of course, the
orbit of an element w, as we saw from Lemma 7-4, depends on s).
In the next two subsections, we describe the orbits for other elements of the set (6-1), not
only for the ones belonging to Wα, as above. In the first subsection we prove that I defined
above is always a specific union of intervals we fully describe. In the second subsection we
calculate the sum of inverses of normalization factors along the orbits. The result is that
this sum is always either holomorphic or it has a pole of the first order.
For simplicity, we write 1 instead of 1Q× for the trivial gro¨ssen character (a notation
introduced in the previous section).
7.1. Orbits and poles for a general element w belonging to the set (6-1). We
continue to assume χ = µ, s = m+n
2
− α, where α for some integer, 0 ≤ α ≤ [m+n
2
]. To each
element w of the set (6-1) we attach a set of {(ij , kj) : j = 1, . . . , k}. This set describes all
the possible sets I from Lemma 7-4 for which wI can be formed as to belong to the set (6-1)
(and we call the elements in I admissible changes). The set {(ij , kj) : j = 1, . . . , k} is
formed in the following way. Let i1 be the smallest element of {mw, mw + 1, . . . , m} which
can be the starting point of some set I from which can make a change from w to another
element of (6-1) in a way described in Lemma 7-4. A number k1 denotes the shortest length
of the interval, say I1, starting from i1 and consisting of consecutive integers (i.e., consisting
of i1, i1 + 1, . . . , i1 + k1 − 1) which is admissible for a change (cf. Lemma 7-4). Analogously
we define intervals I2, . . . , Ik. Let i2 be the beginning of the next such interval (i2 > i1).
Then, i2 > i1 + k1 − 1, in other words, (and more generally)
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Lemma 7-6. For intervals Ii and Ij as above, we have Ii ∩ Ij = ∅, if i 6= j.
Proof. The conditions that I1 is an admissible interval for change, in the sense of Lemma
7-4, are the following:
(7-7) w(i1 − 1) < w(m+ n− α+ i1) < w(m+ n− α + i1 + 1) < · · ·
< w(m+ n− α + i1 + k1 − 1) < w(i1 + k1),
(7-8) w(m+n−α+i1−1) < w(i1) < w(i1+1) < · · · < w(i1+k1−1) < w(m+n−α+i1+k1).
If i1 = 1 or i1+k1 = m+1 or m+n−α+ i1+k1 = m+n+1, we just drop the corresponding
conditions. Note that if n > α we automatically have that m + n − α + i1 − 1 ≥ m + 1. If
k1 = 1, it is obvious that i2 > i1+ k1− 1. Otherwise, the condition that I1 is of the minimal
length says that for each 0 ≤ j ≤ k1 − 2 we have
(7-9) w(m+ n− α + i1 + j) > w(i1 + j + 1) or w(i1 + j) > w(m+ n− α + i1 + j + 1).
Since we can start an interval of change from i2, we have w(i2− 1) < w(m+n−α+ i2) and
w(m+n−α+ i2−1) < w(i2). If we assume that i2 ≤ i1+k−1, then by taking i1+ j = i2−1
we get a contradiction with the previous claim. 
From this, we conclude that each set I, admissible in the sense of Lemma 7-4, is the union
of some set of intervals I1, . . . , Ik. Assume now that we have picked some Ij, j = 1, . . . , k (for
our fixed w) and now we compare the values of w and wIj . For the simplicity of notation,
we assume j = 1; this does not reduce the generality of our considerations in the next two
lemmas. We either have w(i1) < w(m + n − α + i1) or the other way round. Assume that
the first possibility occurs. Then, from (7-7) and (7-8) it follows that we can write down the
following numbers as consecutive integers
(7-10)
w(i1), w(i1 + 1), . . . , w(i1 + t
′
1),
w(m+ n− α + i1), . . . , w(m+ n− α + i1 + t
′′
1),
w(i1 + t
′
1 + 1), . . . , w(i1 + t
′
2), . . . ,
w(i1 + t
′
l−1 + 1), . . . , w(i1 + t
′
l), w(m+ n− α + i1 + t
′′
l−1 + 1),
. . . , w(m+ n− α + i1 + t
′′
l ),
where 0 ≤ t′1 < t
′
2 < · · · < t
′
l = k1 − 1, 0 ≤ t
′′
1 < t
′′
2 < · · · < t
′′
l = k1 − 1, or
(7-11)
w(i1), w(i1 + 1), . . . , w(i1 + t
′
1),
w(m+ n− α + i1), . . . , w(m+ n− α + i1 + t
′′
1),
w(i1 + t
′
1 + 1), . . . , w(i1 + t
′
2), . . .
w(i1 + t
′
l−1 + 1), . . . , w(i1 + t
′
l), w(m+ n− α + i1 + t
′′
l−1 + 1),
. . . , w(m+ n− α + i1 + t
′′
l ), w(i1 + t
′
l + 1), . . . , w(i1 + t
′
l+1),
where, again, 0 ≤ t′1 < t
′
2 < · · · < t
′
l < t
′
l+1 = k1 − 1, 0 ≤ t
′′
1 < t
′′
2 < · · · < t
′′
l = k1 − 1.
Since the interval I1 is the shortest in the above sense, if we plug in (7-9) j = t
′
1, we get
w(m+n−α+ i1+ t′1) > w(i1+ t
′
1+1) or w(i1+ t
′
1) > w(m+n−α+ i1+ t
′
1+1). The second
possibility, in view of (7-10) and (7-11) is obviously impossible, so we get t′1 ≥ t
′′
1 + 1, i.e.,
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t′1 > t
′′
1. If we continue in the same way, by plugging t
′
2, and what we have just obtained, we
get t′2 > t
′′
2 and so on, until we get t
′
l−1 > t
′′
l−1. On the other hand, if we assume that we are
in the case (7-11) we plug j = t′l < k1 − 1 and obtain that t
′
l + 1 ≤ t
′′
l−1, which is impossible
since t′′l−1 < t
′
l−1 < t
′
l. We get that the second possibility cannot occur. We have just proved
the following lemma:
Lemma 7-12. Assume that I1 = {i1, . . . , i1 + k1 − 1} is admissible interval in the above
sense (the shortest one starting in i1). Then, if we assume that w(i1) < w(m+ n− α+ i1),
the possibility (7-10) occurs, with t′′i < t
′
i, i = 1, 2, . . . , l − 1 and t
′′
l = t
′
l = k1 − 1.
Now we calculate the number of poles of r(Λs, w)
−1 and of r(Λs, wI1)
−1, but only the
contribution to that expressions (cf. (6-7)) coming from i ∈ I1. Note that i1 ≥ mw (unless
m = n = α and i1 = 1, cf. (7-8); we exclude this case just now) and that mw = mwI1 . Also,
since we assume that χ = µ, there is no epsilon factors in (6-7)-i.e., there is no (∗) part.
Lemma 7-13. Assume that n > α and t → 0. Then, the product of the factors in the
expression for r(Λs, w)
−1 (cf. (6-7)) coming from i ∈ I1 has a pole of the first order obtained
for i = i1; in that case the expression L(s+ t+
n−m
2
+2i1−w(i1), 1) becomes L(t+1, 1). The
product of the factors in the expression for r(Λs, wI1)
−1 coming from i ∈ I1 has only one pole
of the first order, obtained for i1 + k1 − 1; in that case, the expression for L(s + t +
n−m
2
+
2(i1 + k1 − 1)− wI(i1 + k1 − 1), 1) becomes L(t, 1).
Proof. First, we calculate the possible poles for w, (sub)interval, by (sub)interval. In the
first subinterval, we look at w(i1 + r), r ∈ [0, t′1]. We note (cf. the definition of ji in the
third section) that ji1+r = m+ n− α + i1 − 1; we know that in w(i1 + r) we have a pole if
wi1+r = 2(i1+r)+n−α−ǫi1+r,1. Now from expression for ji1+r (6-6) we get the (only) pole for
r = 0. Then ǫi1 = 1, and if we write s
′ = s+ t, t→ 0, s = m+n
2
−α, then the contribution to
the pole in (6-7) is L(t+1, 1). Now we look at the possible poles in the subsequent intervals,
say, in the i+ 1-th interval (1 ≤ i ≤ l − 1) (so we examine w(i1 + t′i + 1), . . . , w(i1 + t
′
i+1)).
Here we have ji1+r = m+n−α+i1+t
′′
i , so that w(i1+r)−i1−r+m = m+n−α+i1+t
′′
i , r ∈
[t′i + 1, t
′
i+1]. We get possible poles if t
′′
i + ǫi1+r = r ≥ t
′
i + 1. But, according to Lemma 7-12,
this is impossible (i ≤ l − 1).
Second, we calculate possible poles for wI1. As in the first case, we get that we do not have
any poles, except on the last (sub)interval, where we have one pole, obtained for i1+ k1− 1;
then ǫIi1+k1−1 = 0, so the contribution (in poles) is given by the function L(t, 1) (where t→ 0,
as above). 
7.2. The sums
∑
w′∈[w] r(Λs, w
′)−1. Firstly, we elaborate the case w ∈ Wα. Although the
general case also covers this case, it is methodologically easier to deal with this case first.
So, we continue to assume χ = µ, s = m+n
2
− α, where α for some integer, 0 ≤ α ≤ [m+n
2
].
For t near zero, we introduce γ(t) = L(t, 1) + L(−t, 1). Using the Laurent expansion of
L(t, 1) = c1
t
+ c0 + c1t + c2t
2 + · · · near zero, we get γ(t) = 2
∑∞
k=0 c2kt
2k, so that γ(t) is
holomorphic and non-zero (in some neighborhood of zero). We denote A(t) =
∏m
i=1 L(n −
α + t + i, 1), which is holomorphic and non-zero function in some neighborhood of zero if
n > α and A1(t) =
A(t)
L(n−α+t+1,1)
. Also denote B(t) =
∏m−α
i=2 L(i+ t, 1) (if m− α ≥ 2).
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Lemma 7-14. For t in the sufficiently small neighborhood of zero,
∑
w∈Wα
r(Λs+t, w)
−1
equals:
(1) γ(t)
m
A(t)
, if m < α + 1 ≤ n.
(2) B(t)
A(t)
L(t + 1, 1)γ(t)α if α + 1 ≤ m ≤ n.
(3) γ(t)
m−1
A1(t)
(1 + L(t,1)
L(−t,1)
) if m = n = α.
Proof. We first cover the casem < α+1 ≤ n. In this case,W 0α = {w1, w2} (w1 and w2 just dif-
fer in in the value of ε). Then,
∑
w∈Wα
r(Λs+t, w)
−1 =
∑
Jw1
r(Λs+t, w)
−1+
∑
Jw2
r(Λs+t, w)
−1
and (we have all the needed expressions in (7-3))∑
Jw1
r(Λs+t, w)
−1 =
1
A(t)
m−1∑
#I=0
(
m− 1
#I
)
L(t, 1)#IL(t + 1, 1)m−1−#IL(t + 1, 1),
and
∑
Jw2
r(Λs+t, w)
−1 = 1
A(t)
∑m−1
#I=0
(
m−1
#I
)
L(t, 1)#IL(t + 1, 1)m−1−#IL(t, 1), so that∑
w∈Wα
r(Λs+t, w)
−1 =
γ(t)m
A(t)
.
In the case α + 1 ≤ m ≤ n, the set W 0α turns out to be a singleton (by the discussion
after Example 7-2). So, let W 0α = {w1}. Let Bw1(t) =
∏m
i=α+2 L(n − α + t + 2i − w1(i), 1)
(where w1(i) = n + i, i = α + 2, . . . , m). We conclude Bw1(t) = B(t) =
∏m−α
i=2 L(i+ t, 1) is
holomorphic (and non-zero). We conclude, analogously as in the previous case, that for α > 0
we have
∑
w∈Wα
r(Λs+t, w)
−1 =
Bw1 (t)
A(t)
L(t+1, 1)γ(t)α. If α = 0, we get
∑
w∈Wα
r(Λs+t, w)
−1 =
L(t+1,1)
A(t)
∏m
i=2 L(t + i, 1).
If α = m = n the set W 0α consists of four elements (as mw = 1 or mw = 2 and εm
equals 0 or 1; cf. proof of Lemma 6-3). We conclude that for m ≥ 3, the contribution
to
∑
w∈Wα
r(Λs+t, w)
−1 from Jw1 equals
L(t+1,1)
A1(t)
γ(t)m−2, the contribution over w2 equals to
L(t,1)
A1(t)
γ(t)m−2, over w3 equals to
L(t,1)
A1(t)
γ(t)m−2, and over w4 equals
L(t,1)2
L(t+1,1)A1(t)
γ(t)m−2. All
together, we get γ(t)
m−1
A(t)
(1 + L(t,1)
L(−t,1)
). If m = n = α = 1 we directly get r(Λs+t, w)
−1 = L(t,1)
L(−t,1)
where w is the unique non-trivial element of the Weyl group, and with the contribution 1
from the identity element of the Weyl group, the sum of these two normalization factors is
1 + L(t,1)
L(−t,1)
. If m = n = α = 2 we have Wα = W
0
α = {w1, w2, w3, w4} where we use the same
notation as in the case m ≥ 3. By the direct computation, we get
∑
w∈Wα
r(Λs+t, w)
−1 =
γ(t)
L(t+2,1)
(1 + L(t,1)
L(−t,1)
). 
Now we move to the general case (w does not necessarily belong toWα). We now examine
the contribution of all wI which belong to the same orbit as w. The set of all such elements
we denote by [w]. We again attach to w a set {(i1, k1), . . . , (ir, kr)}, i.e., the set of intervals
{I1, . . . , Ir} as was explained above. In addition, we choose w to be a specific base point; we
chose w ∈ [w] in a way that for each j = 1, 2, . . . , r we have w(ij) < w(m+ n− α + ij) (we
had that assumption in Lemma 7-13).
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Lemma 7-15. Assume n > α. Let w be a base-point (explained above). Then, the sum∑
w′∈[w] r(Λs+t, w
′)−1 is a holomorphic function for t = 0 if α + 1 > m; it may have a pole
of at most first order if α + 1 ≤ m.
Proof. We denote A(t) =
∏m
i=mw
L(s + t + n−m
2
+ i, 1) the common denominator of all the
expressions r(Λs+t, w
′)−1, for all w′ ∈ [w]. Note that this expression is holomorphic and
non-zero. We also introduce
B1(t) =
∏
i∈{mw ,...,m}\
(∪rj=1Ij)
L(s+ t+
n−m
2
+ 2i− w(i), 1) =
∏
i∈{mw ,...,m}\
(∪rj=1Ij)
L(t + n− α+ 2i− w(i), 1)
(this expression is also common for all w′ ∈ [w], since for those indexes w′(i) = w(i)). Let
aj(t) =
∏
i∈Ij
L(s+t+n−m
2
+2i−w(i), 1), bj(t) =
∏
i∈Ij
L(s+t+n−m
2
+2i−w(m+n−α+i), 1) =∏
i∈Ij
L(s+ t+ n−m
2
+2i−wIj (i), 1). Then, if w
′ ∈ [w], there exists I such that w′ = wI , and
for this I there exists a subset C = {l1, . . . , lp} ⊂ {1, 2, . . . , r} such that I = ∪
p
j=1Ilj . This
means that r(Λs+t, w
′)−1 = B1(t)
A(t)
∏
i∈{1,2,...,r}\C ai(t)
∏
j∈C bj(t). We conclude∑
w′∈[w]
r(Λs+t, w
′)−1 =
B1(t)
A(t)
(a1(t) + b1(t)) . . . (ar(t) + br(t)).
Note that, according to Lemma 7-13, aj(t) = L(t + 1, 1)a
′
j(t), bj(t) = L(t, 1)b
′
j(t), where a
′
j
and b′j are holomorphic near t = 0. So, we can write a
′
j(t) = a0 + a1t + a2t
2 + · · · , b′j(t) =
b0+b1t+b2t
2+· · · , L(t, 1) = c−1
t
+c0+c−1t+· · · , L(t+1, 1) = L(−t, 1) = −
c−1
t
+c0−c1t+· · · .
We then get aj(t) + bj(t) =
c−1(b0−a0)
t
+ (c0(a0 + b0) + c1(b1 − a1)) + · · · We, of course,
have a0 = a
′
j(0) and b0 = b
′
j(0). We remind the reader on the above expressions for aj(t)
and bj(t). Now, we use the induction over l (the length of sequences t
′
1, . . . , t
′
l;-tedious, but
straightforward computation using that t′i > t
′′
i , i = 1, 2, . . . , l− 1) to prove that b0 = a0. We
are done provided the following Lemma.
Lemma 7-16. The function B1(t) is holomorphic if m < α + 1, and may have a pole of
order at most one if α + 1 ≤ m.
Proof. First, we prove that the intervals I1, . . . , Ir from the previous lemma are all connected,
i.e., there are no holes between Ii and Ii+1. Assume the opposite, e.g., for some l, il+kl−1 <
i := il+kl < il+1. Note that w(i−1) = w(il+kl−1) < w(m+n−α+il+kl) = w(m+n−α+i)
and w(m + n − α + i − 1) < w(i), since il + kl − 1 is the end of an interval (of change).
Since from i we cannot start any interval, either w(m + n − α + i + t) > w(i + t + 1) or
w(i+ t) > w(m+ n−α+ i+ t+1), for any t ∈ Z≥0 for which these expressions make sense.
But for i+ t = il+1 − 1 we get a contradiction.
Now we prove that for i ∈ {mw, . . . , i1 − 1} the expression L(t + n − α + 2i − w(i), 1)
appearing in B1(t) has no pole (for t = 0). Assume the opposite, and let i be such a point
for which a pole appears. Assume firstly that w(i) = 2i+ n− α. Then, ji = m+ n− α + i
so that
w(m+ n− α + i) < w(i) < w(m+ n− α + i+ 1),
w(m+ n− α + i) < w(i+ 1).
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Since we cannot start any interval from i, we must have w(i− 1) > w(m+ n − α + i). We
continue, similarly, so if w(i − 2) < w(m + n − α + i − 1), we again get contradiction. By
induction, we conclude that w(i−j) > w(m+n−α+i−j+1), as long as this makes any sense;
i.e., until we get to i− j = mw. But we necessarily have w(mw − 1) < w(m+ n− α +mw)
(or mw = 1; in both cases we could start interval of change from mw). So this cannot
happen. We then assume that for i < i1 we have w(i) = 2i + n − α − 1. Now we proceed
analogously, i.e., by considering the obstacles for not starting interval of change at i, since
w(m + n + i − α − 1) < w(i) < w(m + n − α + i) < w(m + n − α + i + 1), and so that
w(m+ n− α + i) > w(i− 1), we must have w(m+ n− α + i) > w(i+ 1). Inductively, this
would mean that w(m + n − α + i + t) > w(i + t + 1), for every t ∈ Z≥0 for which these
expressions make sense. This means also that ji+t+1 ≤ m + n − α + i + t − 1, so that we
cannot have a pole for w(i+ t + 1). But we do have a pole for i+ t + 1 = i1.
Now assume that i > ir + kr − 1 and that B1(t) has a pole for that i. If we would assume
that w(i) = 2i + n − α, this would, as in the case of i < i1, by descending indices, lead to
conclusion w(i− j) > w(m+ n− α + i − j + 1), unless we have a start of some interval at
i− j + 1. But we do have a start of an interval at ir, but this would mean that this interval
does not end by ir + kr − 1, but that it lasts until i. A contradiction.
Now we find the smallest i > ir + kr − 1, such that we have a pole for w(i); we see that
we necessarily have w(i) = 2i+n−α−1. By the ascending argument as above, we conclude
that w(m + n − α + i + t) > w(i + t + 1), for every t for which expression makes sense;
this also means that there are no poles for i + t + 1 > i (so that B1(t) has at most one
pole for i > ir + kr − 1). Assume now that α + 1 > m and that we are in this situation
(of B1(t) having pole). If we plug t + i = m in these expressions, we see that the condition
w(m+ n− α + i+ t) > w(t+ i+ 1) is void; so that we would actually have a possibility of
changing intervals
w(m+n−α+ i−1) < w(i) < . . . < w(m) < w(m+n−α+m−1)(< w(m+n−α+m+1)),
w(i− 1) < w(m+ n− α+ i) < . . . < w(m+ n− α +m),
and this is a contradiction. So, the only possible pole for B1(t) occurs for i > ir + kr − 1,
and then only if α+1 ≤ m; this is what we have seen happening for the Weyl group element
w ∈ Wα if α + 1 ≤ m; there the interval of change ends with i = α, and the last pole is
obtained for i = α+ 1.


Remark 7-17. If α + 1 ≤ m, the situations for which B1(t), and then, consequently,∑
w′∈[w] r(Λs+t, w
′)−1 has a pole of the first order, do occur and not only, as was already
noted, for w where the pole is of the maximal order. E.g., this situation occurs for the ele-
ment w0 (5-3); we have w0(i) = n+i. Further, we have B1(t) =
∏
i∈{mw ,...,m}\
(∪rj=1Ij)
L(−α+t+i, 1),
and we have a pole for i = α + 1, since that i cannot be included in ∪rj=1Ij.
We now examine the case of m = n = α. We can check that all the discussions in this
subsection remains the same, unless i1 = 1 in the first interval I1 of possible change for
the element w. Then we do not necessarily have i1 ≥ mw. Now assume that m = n = α,
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and i1 = 1. We want to examine the poles of r(Λs, w)
−1 and r(Λs, wI1)
−1. Assume that
w(i1) = w(1) < w(m + 1). Then w(1) = 1 and Lemma 7-12 holds. Having in mind (7-10),
we have mw = t
′
1 + 2 and mwI1 = 1. We study the analogon of Lemma 7-13 in this case.
We see that there are no poles in the expression for r(Λs, w)
−1 coming from i ∈ I1 (since
there are no poles in the first subinterval, w(1), . . . w(1+ t′1)). As for the part of r(Λs, wI1)
−1
coming from i ∈ I1, which is equal to
∏k
i=1
L(t+2i−wI1 (i))
L(t+i,1)
we again get a pole of the first order
in the numerator for i = k1 (a contribution is then L(t, 1)) but we also have a pole in the
denominator L(t + 1, 1). So, we conclude
r(Λs+t, wI1)
−1 =
k1∏
i=1
L(t + 2i− wI1(i), 1)
L(t + i, 1)
m∏
i=k+1
L(t + 2i− w(i), 1)
L(t + i, 1)
.
Recall that to w we attach a set {I1, . . . , Ir} of possible intervals of change, where I1 =
{1, . . . , k1}. We again assume that w is a base point in its’ orbit, i.e., w(ij) < w(m+ ij), j =
1, . . . , r. If I = ∪sl=1Ijs, {j1, . . . , jl} ⊂ {1, 2, . . . , r} we have two distinct situations: I1 ⊂ I
and I1 6⊂ I. If the second possibility occurs, then mw = mwI and we can again denote
A(t) =
∏m
i=mw
L(t + i, 1), the common denominator for all those expressions r(Λs+t, wI)
−1.
We again introduce B1(t) =
∏
i∈{mw ,...,m}\(∪rj=1Ij)
L(t+2i−w(i), 1). We denote by [w]′ a part
of the orbit [w] comprised of wI for which I1 6⊂ I. We then have∑
w′∈[w]′
r(Λs+t, w
′)−1 =
B1(t)
A(t)
a1(t)(a2(t) + b2(t)) . . . (ar(t) + br(t)),
where aj(t) and bj(t), j = 2, . . . r are defined as before: aj(t) =
∏
i∈Ij
L(t+2i−w(i), 1), bj(t) =∏
i∈Ij
L(t + 2i − w(m + n − α + i), 1) and a1(t) =
∏k1
i=mw
L(t + 2i − w(i), 1). On the other
hand, we define A1(t) =
∏m
i=1 L(t + i, 1), and B˜1(t) =
∏
i∈{1,...,m}\(∪rj=1Ij)
L(t + 2i − w(i), 1)
and then get ∑
w′∈[w]\[w]′
r(Λs+t, w
′)−1 =
B˜1(t)
A1(t)
b1(t)(a2(t) + b2(t)) . . . (ar(t) + br(t)),
where b1(t) =
∏k1−1
i=1 L(t + 2i − w(m + i), 1)L(t, 1). Note that, by the proof of Lemma
7-16 (the intervals I1, . . . , Ir are connected) and the fact that mw ≤ k1 + 1, we have that
B1(t) = B˜1(t) =
∏m
i=ir+kr
L(t + 2i− w(i), 1). To conclude, we have∑
w′∈[w]
r(Λs+t, w
′)−1 =(a2(t) + b2(t)) . . . (ar(t) + br(t))
B1(t)
A(t)
×
(a1(t) +
∏k1−1
i=1 L(t+ 2i− w(m+ i), 1)L(t, 1)∏mw−1
i=2 L(t + i, 1)L(−t, 1)
).
Now, again by induction (as in the proof of Lemma 7-15) we prove that limt→0
∏mw−1
i=2 L(t+
i, 1)
∏k1
i=mw
L(t + 2i− w(i), 1) = limt→0
∏k1−1
i=1 L(t + 2i− w(m+ i), 1). Since in this case, by
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Lemma 7-16, B1(t) is holomorphic, we get that
lim
t→0
∑
w′∈[w]
r(Λs+t, w
′)−1 = 0.
We have therefore proved the following Lemma.
Lemma 7-18. Assume that m = n = α, and w an element in the Weyl group satisfying
(6-1) and such that the first interval of change I1 starts with i1 = 1. Then,
lim
t→0
∑
w′∈[w]
r(Λs+t, w
′)−1 = 0.
Remark 7-19. Note that for any w satisfying (6-1) with m = n = α, there is always interval
of change {1, 2, . . . , m} and we conclude that ∪rj=1Ij = {1, 2, . . . , m}, so that for m = n = α
and w satisfying (6-1) we are always in the situation described by the previous lemma.
8. The Conclusion Of The Proof Of Theorem 5-2
We remind the reader that we assume χ = µ is a trivial character, and s is equal to
n+m
2
− α, for some integer α such that 0 ≤ α < m+n
2
.
We work with a Ind
GLm+n(A)
Pm,n(A)
(
| det |s/2 ⊗ | det |−s/2
)
for which we find convenient to use
Zelevinsky notation [25] for the induced representation: νs/2 ◦det 1GL(m)× ν−s/2 ◦det 1GL(n),
where ν = | |. Similar notation is used in the local case.
Lemma 8-1. Let p ≤ ∞. Then, the induced representations νs/2 ◦ det 1GL(m,Qp) × ν
−s/2 ◦
det 1GL(n,Qp) and ν
−s/2 ◦det 1GL(n,Qp)×ν
s/2 ◦det 1GL(m,Qp) have the same semi–simplifications
in the the corresponding Grothendieck group of finite length representations. In particular,
they share the unique irreducible spherical subquotient.
Proof. The representations are induced from associated maximal parabolic subgroups and
inducing data are associated by acting by conjugation with w0 given by (5-3). Thus, the
general theory implies the first claim. The second claim is then obvious. 
Lemma 8-2. The common irreducible spherical component of νs/2 ◦ det 1GL(m,Qp) × ν
−s/2 ◦
det 1GL(n,Qp) and ν
−s/2 ◦det 1GL(n,Qp)×ν
s/2 ◦det 1GL(m,Qp) is their unique irreducible quotient
and irreducible subrepresentation, respectively, for all p ≤ ∞. For α = 0, this representation
is ν(m−n)/41GLm+n(Qp). Finally, both induced representation are irreducible for m ≤ α < n.
Proof. First, we prove the claim if α ≥ 1. Assume first that p is finite. Then, ([25], Theorem
4.1) implies the irreducibility of νs/2 ◦ det 1GL(m,Qp) × ν
−s/2 ◦ det 1GL(n,Qp) for m ≤ α < n.
We remind the reader that the assumption in Theorem 5-2 is m ≤ n so this case is possible.
Now, Lemma 8-1 completes the proof in this case.
But, if 1 ≤ α ≤ m − 1, then the induced representation ν−s/2 ◦ det 1GL(n,Qp) × ν
s/2 ◦
det 1GL(m,Qp) has its spherical component as a unique irreducible subrepresentation ([25],
Proposition 4.6). Then, νs/2 ◦det 1GL(m,Qp)×ν
−s/2 ◦det 1GL(n,Qp) has its spherical irreducible
subquotient as a unique irreducible quotient using the result we just proved and taking the
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contragredient combined with the involution s introduced in the proof of ([25], Theorem
1.9). The involution has the following form:
s(g) = sm+ng
−ts−1m+n,
where sm+n is a matrix which has at the position i, j the element δi,m+n+1−j (Kronecker
delta), and −t denotes transposition and taking an inverse. We recall more details to this
standard procedure below in the archimedean case.
In the archimedean case, using the same argument as the one in ([25], Theorem 1.9), one
still have the same involution s which shows that, for every irreducible subrepresentation
σ of ν−s/2 ◦ det 1GL(n,Qp) × ν
s/2 ◦ det 1GL(m,Qp), s(σ) is an irreducible subrepresentation of
νs/2 ◦det 1GL(m,Qp)×ν
−s/2 ◦det 1GL(n,Qp). Taking the contragredient, we obtain that s˜(σ) is a
quotient of νs/2 ◦det 1GL(m)×ν−s/2 ◦det 1GL(n). All these three induced representations have
the same length. Applying ([10], Theorems 3.4.2 and 3.4.4) to the first, one sees that they
are irreducible for m ≤ α < n, and that ν−s/2 ◦det 1GL(n,Qp)×ν
s/2 ◦det 1GL(n,Qp) has a unique
spherical representation, say σ, as a unique irreducible subrepresentation for 1 ≤ α ≤ m−1.
Then, s˜(σ) is a unique irreducible quotient of νs/2 ◦ det 1GL(m) × ν−s/2 ◦ det 1GL(n). But this
representation is also spherical, and, consequently, by Lemma 8-1 , isomorphic to σ. By [24],
this is a general fact but we prefer to use this simple argument in our particular case.
Indeed, let K∞ = O(m+ n) denotes the orthogonal group (a maximal compact subgroup
of GLm+n(R). It is immediate that s(K∞) = K∞. In particular, s˜(σ) is spherical.
The case α = 0 is easier. Then s = (m + n)/2. Next, νs/2 ◦ det 1GL(m,Qp) is a quotient of
the principal series representation ν
s
2
+m−1
2 ×ν
s
2
+m−1
2
−1×· · ·×ν
s
2
−m−1
2 and ν−s/2◦det 1GL(n,Qp)
is a quotient of ν−
s
2
+n−1
2 × ν−
s
2
+n−1
2
−1 × · · · × ν−
s
2
−n−1
2 . Then, νs/2 ◦ det 1GL(m,Qp) × ν
−s/2 ◦
det 1GL(n,Qp) is a quotient of
ν
s
2
+m−1
2 × ν
s
2
+m−1
2
−1 × · · · × ν
s
2
−m−1
2 × ν−
s
2
+n−1
2 × ν−
s
2
+n−1
2
−1 × · · · × ν−
s
2
−n−1
2 .
But this principal series has ν(m−n)/41GLm+n(Qp) as its Langlands quotient. Therefore, the
unique irreducible quotient of νs/2 ◦det 1GL(m,Qp)×ν
−s/2 ◦det 1GL(n,Qp) is ν
(m−n)/41GLm+n(Qp).
Similarly, ν−s/2 ◦ det 1GL(n,Qp) × ν
s/2 ◦ det 1GL(m,Qp) is a subrepresentation of
ν−
s
2
−n−1
2 × ν−
s
2
−n−1
2
+1 × · · · × ν−
s
2
+n−1
2 × ν
s
2
−m−1
2 × ν
s
2
+m−1
2
+1 × · · · × ν
s
2
+m−1
2 .
But this principal series has ν(m−n)/41GLm+n(Qp) as its Langlands subrepresentation. There-
fore, the unique irreducible subrepresentation of ν−s/2 ◦ det 1GL(n,Qp) × ν
s/2 ◦ det 1GL(m,Qp) is
ν(m−n)/41GLm+n(Qp). 
Corollary 8-3. The intertwining space between νs/2 ◦ det 1GL(m,Qp) × ν
−s/2 ◦ det 1GL(n,Qp)
and ν−s/2 ◦ det 1GL(n,Qp) × ν
s/2 ◦ det 1GL(m,Qp) is one dimensional. A non—zero intertwining
operator must take the irreducible quotient of the first onto the irreducible subrepresentation
of the second.
Proof. This follows immediately from the first claim of Lemma 8-2. 
Lemma 8-4. The local induced representation νs/2 ◦ det 1GL(m,Qp) × ν
−s/2 ◦ det 1GL(n,Qp) is
generated by its unique unramified vector fp (see Section 2) for all p ≤ ∞.
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Proof. Indeed, the module generated by fp contains unique spherical irreducible subquotient
of νs/2 ◦ det 1GL(m,Qp)× ν
−s/2 ◦ det 1GL(n,Qp) as its irreducible quotient. But applying Lemma
8-2 this module must be all induced representation. 
Lemma 8-5. Let p ≤ ∞. Then, for any w ∈ W (the Weyl group; see Section 6), Np(Λs,p, w˜)
is holomorphic on νs/2 ◦det 1GL(m,Qp)×ν
−s/2 ◦det 1GL(n,Qp). Furthermore, if w(Λs) = w
′(Λs),
then Np(Λs,p, w˜) and Np(Λs,p, w˜′) agree on ν
s/2 ◦ det 1GL(m,Qp) × ν
−s/2 ◦ det 1GL(n,Qp).
Proof. The second claim follows from the first, since νs/2 ◦det 1GL(m,Qp)×ν
−s/2 ◦det 1GL(n,Qp)
since is generated by its unramified vector (see Lemma 8-4) and they agree on that unramified
vector (see (2-8)).
The first claim is equally easy. If Np(Λs,p, w˜) would have a pole on νs/2 ◦ det 1GL(m,Qp) ×
ν−s/2 ◦ det 1GL(n,Qp), then after removing pole we obtain a non–zero intertwining operator
which because of (2-8) has spherical irreducible quotient in its kernel. This contradicts
Lemma 8-4. 
Let w˜0 be the representative taken by Shahidi (see Section 2) for the Weyl group element
represented by w0 given by (5-3).
Lemma 8-6. Let p ≤ ∞. Let fp ∈ ν
s/2 ◦ det 1GL(m,Qp) × ν
−s/2 ◦ det 1GL(n,Qp). Then, for any
w ∈ W , we have the following:
Np(Λs,p, w˜)fp 6= 0 ⇐⇒ Np(Λs,p, w˜0)fp 6= 0.
Furthermore, the image of Np(Λs,p, w˜) is isomorphic to the unique spherical irreducible quo-
tient of νs/2 ◦ det 1GL(m,Qp) × ν
−s/2 ◦ det 1GL(n,Qp) (which is well–defined by Lemma 8-2).
Proof. As we proved in Lemma 8-5, all Np(Λs,p, w˜) are holomorphic on νs/2 ◦ det 1GL(m,Qp)×
ν−s/2 ◦ det 1GL(n,Qp). The intertwining operator Np(Λs,p, w˜0) is from the space discussed in
Corollary 8-3. Therefore, its image is isomorphic to the unique spherical irreducible quotient
of νs/2 ◦ det 1GL(m,Qp)× ν
−s/2 ◦ det 1GL(n,Qp). Next, we use the following formula that follows
from the normalization procedure [23]:
Np(Λs,p, w˜) = Np(Λs,p, w˜w
−1
0 )Np(Λs,p, w˜0).
As in the previous lemma, we use the property (2-8). The unramified function of the induced
representation Ind
GLm+n(Qp)
T (Qp)U(Qp)
(w0(Λs)) belongs to the image of Np(Λs,p, w˜0) since it is spherical
representation. But then (2-8) implies that Np(Λs,p, w˜w
−1
0 ) is not identically equal zero on
the image of Np(Λs,p, w˜0). It also can not have a pole on that image because of the same
reason. So, above equality of normalized intertwining operator tells us that all of them have
isomorphic images. Also, the first claim of the lemma follows because of the same reason. 
Assume that α ≥ 1 and α < n. Then, Lemma 8-5 says that we can write down (2-6) as
(8-7) Econst(s, f)(g) =
∑
w
 ∑
w′∈[w]
r(Λs, w
′)−1
⊗p∈S N (Λs,p, w˜)fp ⊗ (⊗p/∈Sfw,p),
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where the first sum is over some set of representatives of orbits (see Section 7) for the set
w ∈ W, w(∆ \ {β}) > 0.
Lemma 8-8. Assume that (m + n)/2 > α ≥ m. Then, the global representation νs/2 ◦
det 1GL(m,A) × ν
−s/2 ◦ det 1GL(n,A) is irreducible. Moreover, E(s, ·) is holomorphic and, con-
sequently, the map (2-2) is an embedding.
Proof. The irreducibility of the induced representation follows from Lemma 8-2. We prove
that E(s, ·) is holomorphic. By (8-7) and Lemma 8-5, it is enough to show that all sums∑
w′∈[w] r(Λs, w
′)−1 are holomorphic. But according to Lemma 7-15,
∑
w′∈[w] r(Λs, w
′)−1 is
holomorphic for all the orbits and non-zero for some (e.g., for w representing the orbit Wα
of Weyl group elements where the poles of the maximal order of the normalizing factors are
achieved (see Lemma 7-14), or for w = id). Note that contributions from the different orbits
cannot cancel. Finally, by (8-7), combined with Lemmas 8-6 and 2-9, we see that the map
(2-2) has required image. 
Lemma 8-9. Assume that 1 ≤ α ≤ m− 1. Then, the global representation
τ
def
= ν−
n−m
4 ◦ det 1GL(m+n−α,A) × ν
n−m
4 ◦ det 1GL(α,A).
is irreducible; it is an quotient of the global representation
π
def
= νs/2 ◦ det 1GL(m,A) × ν
−s/2 ◦ det 1GL(n,A).
Moreover, E(s, ·) has a simple pole at on π, and the map (2-2) has image τ .
Proof. The induced representation τp is irreducible by ([10], Theorems 3.4.2 and 3.4.4) for
p =∞, and by ([25], Proposition 4.6) for p <∞. Hence, τ = ⊗p≤∞∞τp is irreducible. Next,
Lemma 8-2 implies that τp is a quotient of πp for all p. Thus, τ is a quotient of π.
Again, by (8-7) and Lemma 8-5, it is enough to exhibit poles of the sums
∑
w′∈[w] r(Λs, w
′)−1.
There exists w from (6-1) such that
∑
w′∈[w] r(Λs+t, w
′)−1 has a simple pole (e. g., w ∈ Wα
will do; see Lemma 7-14). All other sums have at most simple pole (see Lemma 7-15).
Finally, by (8-7), combined with Lemmas 8-6 and 2-9, we see that the the map (2-2) has
image τ . 
Finally, we consider the following lemma:
Lemma 8-10. Assume α = 0. Then, the image of the Eisenstein series is a realization of
the global character ν
m−n
4 ◦ det 1GLn+m(A).
Proof. Since α = 0 we know, by Example 7-2, thatWα is singleton, say,Wα = {w0}, r(Λs, w0)
has a simple pole, and for all other w ∈ W, w(∆ \ {β}) > 0, r(Λs, w) is holomorphic. Thus,
after cancellation of poles the constant term is of the form:(
lim
s→m+n
2
(s−
m+ n
2
)r(Λs, w0)
−1
)
⊗p∈S N (Λs, w˜0)fp ⊗ (⊗p/∈Sfw0,p) .
Now, we apply Lemmas 8-2, 8-6, and 2-9. 
Theorem 5-2 is consequence of Lemmas 8-8, 8-9, and 8-10.
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9. Proof of Theorem 5-5
The proof of Theorem 5-5 is similar to the proof of Theorem 5-1 (see Section 6). We sketch
the argument. First, the degenerate Eisenstein series (2-1) has constant term given by (2-6).
In this expression all r(Λs, w)
−1 are holomorphic at indicated points s by Lemma 6-9. Now,
if all local normalized intertwining operators in the expression (2-6) are holomorphic at
indicated points s, we are done by Lemma 6-2 exactly in the same way we concluded the
proof of Theorem 5-1. If some of them have a pole then, we will show that global induced
representation is irreducible, and we are again done by the argument used in the proof of
Lemma 8-8.
Let us fix p ≤ ∞. Let us examine when the local normalized normalized intertwining
operator N (Λs,p, w˜) could have poles, where w in the set given by (6-1). If for such p we
have χp = µp, then as usual we can assume that it is trivial and the holomorphy ofN (Λs,p, w˜)
is a part of Lemma 8-5. Let us assume χp 6= µp. Then, if p <∞, then in the decomposition
of N (Λs,p, w˜) operator into rank–one normalized intertwining operators as in the proof of
Lemma 6-13 (see (6-13)) every operator is holomorphic by the argument used in the proof
of Lemma 6-13. Hence, N (Λs,p, w˜) itself is holomorphic.
Now, we assume that p <∞. In this case we again look at the decomposition into rank–
one operators (6-13). A typical operator (6-13) is holomorphic if s−(m−1)
2
+ i ≥ −s+(n−1)
2
− j
by the general property of the normalization (for standard representations and parameters
in the closure of positive Weyl chamber). If s−(m−1)
2
+ i < −s+(n−1)
2
− j, the operator is
still holomorphic unless the induced representation is reducible as we explain in the proof
of Lemma 6-13. Since the induced representation is for GL2(R) the reducibility is easy to
establish. Using the fact that χ∞ 6= µ∞, a necessary and sufficient condition is that
(9-1)
χ∞µ
−1
∞ is a sign character, and
−s + (n− 1)
2
− j −
(
s− (m− 1)
2
+ i)
)
> 0 is an even integer.
If we have the operator (6-13) in the decomposition of N (Λs,∞, w˜), then we also have the
operators for the same j but for all i ≤ k ≤ m− 1
IndGL(2)
(
χ∞| |
s−(m−1)
2
+k
∞ ⊗ µ∞| |
−s+(n−1)
2
−j
∞
)
−→ IndGL(2)
(
µ∞| |
−s+(n−1)
2
−j
∞ ⊗ χ∞| |
s−(m−1)
2
+i
∞
)
.
Since, we are actually interested in N (Λs,∞, w˜) not on the full principal series but on
(9-2) Ind
GLm+n(Q∞)
Pm,n(Q∞)
(
| det |s/2∞ χ∞ ⊗ | det |
−s/2
∞ µ∞
)
,
we, as it is usual [15], can replace the collection of such operators with a single operator
(9-3) J
(
χ∞| |
s−(m−1)
2
+i
∞ , . . . , χ∞| |
s+(m−1)
2
∞
)
× µ∞| |
−s+(n−1)
2
−j
∞
−→ µ∞| |
−s+(n−1)
2
−j
∞ × J
(
χ∞| |
s−(m−1)
2
+i
∞ , . . . , χ∞| |
s+(m−1)
2
∞
)
,
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where J(. . .) is a character given as a Langlands subrepresentation of the principal series
χ∞| |
s−(m−1)
2
+i
∞ × · · · × χ∞| |
s+(m−1)
2
∞ of GLm−i(R).
Applying (9-1), we see that there two possibilities. First, if −s+(n−1)
2
− j is in the seg-
ment
[
s−(m−1)
2
+ i, s+(m−1)
2
]
. Then, applying the reducibility criterion of [10], we see that
the induced representations figuring in (9-3) are irreducible. Consequently, the normalized
intertwining operator in (9-3) is holomorphic by an argument used in the proof of Lemma
6-13. The other possibility is that
−s + (n− 1)
2
− j >
s+ (m− 1)
2
.
Then using s = (m + n)/2 − α, we obtain α > m + j ≥ m. But in this case our induced
representation (9-2) is irreducible. But since the same is true for the induced representa-
tion Ind
GLm+n(Qp)
Pm,n(Qp)
(
| det |s/2p χp ⊗ | det |
−s/2
p µp
)
, p < ∞ by [25] for χp 6= µp, and, by Lemma
8-2, it follows that the global induced representation Ind
GLm+n(A)
Pm,n(A)
(
| det |s/2χ⊗ | det |−s/2µ
)
is
irreducible. This completes the proof of the theorem.
References
[1] J. Arthur, An introduction to the trace formula. Harmonic analysis, the trace formula, and
Shimura varieties, 1-263, Clay Math. Proc., 4, Amer. Math. Soc., Providence, RI, 2005.
[2] J. Arthur, The endoscopic classification of representations: orthogonal and symplectic groups, to
appear as a Colloquium Publication of the American Mathematical Society) (2012)
[3] A. Borel, Introduction to automorphic forms, Proc. Sympos. Pure Math. IX, Amer. Math. Soc.,
Providence, R.I. (1966), 199–210.
[4] A. Borel, Reduction theory for arithmetic groups, Proc. Sympos. Pure Math. IX, Amer. Math.
Soc., Providence, R.I. (1966), 19–24.
[5] A. Borel and H. Jacquet, Automorphic forms and automorphic representations (Proc. Sym-
pos. Pure Math., Oregon State Univ., Corvallis, Ore., 1977), Part 1, Proc. Sympos. Pure Math.
XXXIII, Amer. Math. Soc., Providence, R.I. (1979), 189–202.
[6] A. Diaconu, P. Garrett, Integral moments of automorphic L–functions, J. Inst. Math. Jussieu
8 (2009), no. 2, 335-382.
[7] D. Goldfeld, Automorphic forms and L–functions for the group GL(n,R), Cambridge Studies
in Advanced Mathematics 99, 2006.
[8] M. Hanzer, The subrepresentation theorem for automorphic representations, Pacific Journal of
Mathematics (to appear).
[9] M. Hanzer, An explicit construction of automorphic representations of symplectic group with given
quadratic unipotent Arthur parameter, preprint.
[10] R. Howe, S. T. Lee, Degenerate Principal Series Representations of GLn(C) and GLn(R), J.
Funct. Anal. 166 (1999), 244–309.
[11] H. Jacquet, Principal L–functions of the linear group, Proc. Sympos. Pure Math., Oregon State
Univ., Corvallis, Ore., 1977), Part 2, 63–86.
[12] H. Jacquet, On the residual spectrum of GL(n), Lie group representations, II (College Park, Md.,
1982/1983), 185-208, Lecture Notes in Math., 1041, Springer, Berlin, 1984
[13] J.-S. Li, J. Schwermer, Automorphic representations and cohomology of arithmetic groups, Chal-
lenges for the 21st century (Singapore, 2000), 102137, World Sci. Publ., River Edge, NJ, 2001.
[14] R. Langlands,On the Functional Equations Satisfied by Eisenstein Series, Lecture Notes in Math.
544, Springer, New York, 1976.
DEGENERATE EISENSTEIN SERIES 37
[15] C. Moeglin, J-L. Waldspurger, Le spectre residuel de GL(n), Ann. Sci. E´cole Norm. Sup. (4)
22 (1989), no. 4, 605–674.
[16] G. Muic´, On certain classes of unitary representations for split classical groups, Canadian J. Math.
59 (2007), 148–185.
[17] G. Muic´, Some Applications of Degenerate Eisenstein Series on Sp
2n
, J. Ramanujan Math. Soc.
23, No.3 (2008), 222–257
[18] G. Muic´, Spectral Decomposition of Compactly Supported Poincare´ Series and Existence of Cusp
Forms, Compositio Math. 146, No. 1 (2010) 1-20.
[19] I. I. Piatetski–Shapiro, S. Rallis, L–functions for classical groups, Lecture Notes in Math.
1254 (1987), Springer-Verlag, New York–Heidelberg-Berlin, 1–52.
[20] A. Selberg, Harmonic analysis and discontinuous groups in weakly symmetric Riemannian spaces
with applications to Dirichlet series, J. Indian Math. Soc. 20 (1956), 47-87.
[21] A. Selberg, Discontinuous groups and harmonic analysis, Proc. Int. Cong. Math. 1962, 177-189.
[22] F. Shahidi, Fourier transforms of intertwining operators and Plancherel measures for GL(n),
Amer. J. Math. 106 (1984), 67-111.
[23] F. Shahidi, A proof of Langlands conjecture on Plancherel measures; complementary series for
p-adic groups, Annals of Math. 132 (1990), 273-330.
[24] M. Tadic´, Letter to the authors.
[25] A. V. Zelevinsky, Induced representations of reductive p-adic groups. II. On irreducible repre-
sentations of GL(n), Ann. Sci. E´cole Norm. Sup. 13 (1980), pp. 165–210.
Department of Mathematics, University of Zagreb, Bijenicˇka 30, 10000 Zagreb, Croatia
E-mail address : hanmar@math.hr
E-mail address : gmuic@math.hr
