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SUPPLEMENTAL MATERIAL
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1 Lists of symbols
cm Membrane capacitance (µF mm−1)
Cm Membrane capacitance (µF mm−2)
csde Extracellular current source density (mV mm−2)
csdm Membrane current source density (mV mm−2)
ee Extracellular field (mV mm−1)
em Membrane field (mV mm−1)
fs Spatial frequency (mm−1)
l Cable length (mm)
P Range
ri Intracellular resistivity (Ω mm−1)
Ri Intracellular resistivity (Ω mm)
rm Membrane resistivity (Ω mm)
Rm Membrane resistivity (Ω mm2)
s Location along arc length (mm)
t Time (ms)
v0 Amplitude of the extracellular voltage fluctuation (mV)
ve Extracellular potential (mV)
vi Intracellular potential (mV)
vm Membrane potential (mV)
vrest Resting potential (mV)
vsyn Synaptic potential (mV)
V˙inj Synaptic voltage ramp (mV s−1)
x, y, z Spatial coordinate (mm)
∆t Change in spike timing (ms)
∆ψ, ∆ψ′ Change in spike timing phase (-)
∆vthresh Relative spiking threshold (mV)
λel Electrotonic length (mm)
λs Characteristic extracellular field length (mm)
ω Angular spatial frequency (mm−1)
Table 1: Dimensional properties
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CSDe Extracellular current source density, (λ2el/v0)(∂ve/∂x
2)
CSDm Membrane current source density, (λ2el/v0)(∂vm/∂x
2)
Ee Extracellular field, (λel/v0)(∂ve/∂x)
Em Membrane field, (λel/v0)(∂vm/∂x)
L Cable length, l/λel
Ve Normalized extracellular potential, ve/v0
Vi Normalized intracellular potential, (vi − vrest)/v0
Vm Normalized membrane potential, vm/v0
X Spatial coordinate, x/λel
β Normalized error, ∆P/P
∆P Difference in the range P between the time-dependent
and the stationary (s.s.) case, P - P (s.s.)
θ Angle between a linear segment and the y-axis
σ Angle between a linear segment and the x-y plane
φs Spatial phase of the extracellular potential Ve
Ω Spatial frequency of the extracellular potential Ve, ωλel
Ωj Spatial frequency of the extracellular field along branch, ωλel,j
Table 2: Dimensionless properties
2 Solving the cable equation in the presence of a (stationary) spatially
inhomogeneous extracellular field
Assume a cable of length l (mm) and diameter d (mm). The spatial coordinate along the cable is x (mm) while the
membrane voltage is given by vm (mV), the intracellular voltage by vi [mV] and the extracellular voltage by ve (mV).
The cable is characterized by a membrane resistance Rm (Ω mm2) and an intracellular resistance Ri (Ω mm) leading
to an electrotonic length λel =
√
Rmd/4Ri (mm) while rm = Rm/pid (Ω mm) and ri = 4Ri/pid2 (Ω mm−1) (Koch,
1999).
The stationary equation for the cable is:
−
1
ri
∂2vm
∂x2
+
vm − vrest
rm
=
1
ri
∂2ve
∂x2
(1)
with vm = vi - ve for all x. The sealed end boundary conditions at x = 0 and x = l (no axial current flow) are:
∂vi
∂x
|x=0 = 0 and
∂vi
∂x
|x=l = 0 (2)
The presence of an inhomogeneous extracellular voltage is included by assuming that:
ve = v0 sin (2pifsx+ φs) (3)
where v0 (mV) is the amplitude of the extracellular voltage fluctuation along the cable coordinate, fs (mm−1) the
spatial frequency and φs the spatial phase. Substituting Eq. 3 in Eq. 1 and 2 we have:
−
1
ri
∂2vi
∂x2
+
vi − vrest
rm
=
v0
rm
sin (2pifsx+ φs) (4)
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To express Eq. 4 in normalized units,
Ω = 2pifsλel X =
x
λel
Vi =
vi − vrest
v0
(5)
so that:
−
∂2Vi
∂X2
+ Vi = sin (ΩX + φs) (6)
∂Vi
∂X
|X=0 = 0 and
∂Vi
∂X
|X=L=l/λel = 0 (7)
Eq. 6 and 7 can be solved using the appropriate Green’s function (Tuckwell, 1988):
Vi(X) =
∫ X
0
G(X ; y)I(y)dy +
∫ L
X
G(X ; y)I(y)dy (8)
where I(y) = Ve(y) and the Green’s function G for the two Neumann-type boundary conditions (Eq. 7) is:
G(X ; y) =
sinh(X) cosh(L − y)
cosh(L)
for X < y (9)
G(X ; y) =
sinh(y) cosh(L−X)
cosh(L)
for X > y (10)
From Eq. 8-10 the solution to Eq. 6-7 becomes:
Vi(X) =
1
Ω2 + 1
sin(ΩX + φs) +
Ω
Ω2 + 1
(
cosh(X)
tanh(L)
cos(φs)−
cosh(X)
sinh(L)
cos(ΩL+ φs)− sinh(X) cos(φs)
)
(11)
which in terms of the membrane potential Vm = Vi − Ve is:
Vm(X) = −
Ω2
Ω2 + 1
sin(ΩX + φs) +
Ω
Ω2 + 1
(
cosh(X)
tanh(L)
cos(φs)−
cosh(X)
sinh(L)
cos(ΩL+ φs)− sinh(X) cos(φs)
)
(12)
with Vm = (vm − vrest) /v0.
In Fig. S1A, the prefactors of the two right hand side (RHS) terms of Eq. 12 are shown as a function of Ω.
As observed, for large Ω only the first RHS term in Eq. 12 is important. Note that the first RHS term in Eq.
12 is the solution for the infinite cable case in the presence of a stationary and spatially harmonic extracellular
voltage fluctuation. The second RHS term in Eq. 12 (which manifests the effect of the two boundaries on Vm)
becomes important only when Ω ≈ 1. It is the reason that the amplitude of the externally induced Vm can, under
circumstances, become larger, if only slightly, than the amplitude of the external voltage fluctuation. This is observed
in Fig. S1B where the range of Vm (Eq. 12) is shown as a function of Ω and L. Note the (few) locations of increased
Vm-range. From Fig. S1B it can be concluded that in order for the amplitude of the induced Vm to become of the
order of Ve, Ω > 1 and ΩL > 1 that implies 2pifsλel > 1 and 2pifsl > 1.
In Fig. S1C the induced (vm−vrest)-amplitude is shown as function of the cable diameter d for an unbranched cable.
For the imposed stationary ve, v0 = 1 mV and fs = 3 mm−1 while for the cable, l = 1 mm, Rm = 20 MΩ mm2 and
Ri = 2 kΩ mm (Koch, 1999). As observed, for small d, the amplitude of the induced membrane potential decreases
significantly while for large d it saturates and becomes equal to the amplitude of the extracellular ve-fluctuation.
Hence, the impact of the external field on the membrane potential of a cable increases for thick cables since less
current leaks across the membrane and saturates when the amplitude of vm − vrest becomes equal to v0.
In the present work we also study phenomena occurring at bent or branching cables. In order to account for such
effects we briefly derive the equations applying for bent cable cases. The methodology can be easily extended for
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branching cables. Assume two segments of the cable, section 1 (parent) prior and section 2 (daughter) after the bend
located at x = xb (Fig. S2A). Accordingly, the cable properties for each section: section length, L1 and L2, diameter
d1 and d2, intracellular resistance, ri,1 and ri,2, membrane resistance, rm,1 and rm,2, electrotonic length, λ1 and λ2.
Then, for cable section 1:
∂Vi
∂X1
|X1=0 = 0 and Vi(X1 = Xb = L1) = Vb (13)
Once more, the solution is given by Eq. 8 with the appropriate Green’s function G (Tuckwell, 1988):
G(X1; y) =
cosh(X1)) sinh(L1 − y)
cosh(L1)
for X1 < y (14)
G(X1; y) =
cosh(y) sinh(L1 −X1)
cosh(L1)
for X1 > y (15)
so that the solution of Eq. 6 and 13 becomes:
Vm(X1) =
cosh(X1)
cosh(L1)
Vb −
(
1−
1
2
1
Ω21 + 1
(
1−
cosh(L1 − 2X1)
cosh(L1)
))
sin(Ω1X1 + φ1)
+
Ω1
Ω21 + 1
sinh(L1 −X1)
cosh(L1)
(cos(φ1)− cosh(X1) cos(Ω1X1 + φ1))
+
1
Ω21 + 1
cosh(X1)(− cosh(L1) sin(Ω1L1 + φ1) + cosh(X1) sin(Ω1X1 + φ1)− Ω1 sinh(X1) cos(Ω1X1 + φ1)
+ tanh(L1) (Ω1 cosh(X1) cos(Ω1X1 + φ1) + sinh(L1) sin(Ω1L1 + φ1)− sinh(X1) sin(Ω1X1 + φ1))) (16)
with X1 ∈ [0, L1] where Xb = L1. For section 2, the boundary conditions are opposite (the Dirichlet-type at X2 = 0
and the Neumann-type at X2 = L2) resulting in:
Vm(X2) =
cosh(L2 −X2)
cosh(L2)
Vb −
Ω22
Ω22 + 1
sin(Ω2X2 + φb)
−
Ω22
Ω22 + 1
cosh(L2 −X2)
cosh(L2)
sin(φb)−
Ω2
Ω22 + 1
sinh(X2)
cosh(L2)
cos(ΩL2 + φb) (17)
with φb = Ω1L1 + φ1. The membrane potential at the bend, Vb, is determined by satisfying the continuity condition
between the two segments, i.e., at X1=L1 and X2=0:
−
1
ri,1
∂vi,1
∂x1
|x1=xb = −
1
ri,2
∂vi,2
∂x2
|x2=0 (18)
that in dimensionless form becomes:
∂Vm,1
∂x1
|x1=L1 =
rm,1
rm,2
∂Vm,2
∂x2
|x2=0 +
(
rm,1
rm,2
Ω2 − Ω1
)
cos(Ω1L1 + φ1) (19)
where Ω1 and Ω2 is the spatial frequency of the extracellular field at each section. For a cable bent at location
x1=xb=l1 the relationship between the spatial frequency of the extracellular field in the two segments is Ω2=Ω1 cos(θ)
where θd is the angle between the axes of the two sections. Assuming that the properties of the cable remain constant
throughout the cable, Eq. 19 becomes:
∂Vm,1
∂X1
|X1=L1 =
∂Vm,2
∂X2
|X2=0 − Ω1 (1− cos(θ)) cos (Ω1L1 + φ1) (20)
Substituting Eq. 16 and 17 in Eq. 20 leads to the final expression for Vb. As observed in Eq. 19, changes in direction
of the cable such as kinks or bends manifest themselves as current injections at the position of the bend. In fact, it
can be shown that at any point along the cable, Ve induces a so-called ephaptic current Ieph:
Ieph =
1
ri
∂Ve
∂x
= −E •T (21)
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where E is the electric field and T is the tangent vector. Holt and Koch (1999) showed that the same approach can
be adopted when accounting for such ephaptic effects along curved cables. Using the same principles, it can be shown
that the Neumann-type condition at the cable terminals acts also as a point source since:
−
1
ri
∂Vi
∂x
|x=l = 0⇔
1
ri
(
∂vm
∂x
|x=l +
∂ve
∂x
|x=l
)
= 0⇔
∂vm
∂x
|x=l = −
∂ve
∂x
|x=l (22)
In the absence of extracellular fields, Eq. 22 becomes ∂vm/∂x(x = l)=0 (Koch, 1999).
3 Relation between CSDe and CSDm
Following the approach described by Nicholson (1973), assume that the extracellular space is an electrical equivalent to
an extended homogeneous conductive medium with (temporally) constant conductivity. Then, from the point of view
of the extracellular medium, current can be envisaged as disappearing at certain points (flows in through a membrane)
and appearing at other points (flows out through a membrane). From Nicholson (1973), the equation for the current
density J within the neuronal tissue is
∇J = im (23)
where im is the membrane current defined to be outward with respect to the inside of the cable. Since the medium is
purely ohmic and static, the relation between the extracellular field e = -∇ve and im becomes
im = −∇σe∇ve (24)
where σe is the conductivity tensor (for a detailed derivation of these expressions see Nicholson (1973)). Eq. 24 is
used to relate the extracellular voltage, ve, to the membrane current, im. Assuming a small volume of extracellular
tissue very close to a cable sink/source where σe can be assumed constant (isotropic medium), Eq. 24 is simplified to
im = −σe∇
2ve (25)
At the same time, perpendicular to the axis of the cable, due to continuity
−σe∇
2ve = σi∇
2vi (26)
where vi is the intracellular voltage and σi is the intracellular conductivity tensor intracellularly very close to the
location of the source/sink. Eq. 26 states that a current sink with respect to the extracellular medium is a current
source for the intracellular space (cable) and vice versa. Note that Eq. 26 is relevant for very slow modulations of the
external field. In such cases, the membrane current does not charge the membrane capacitor.
We defined csdm = ∇2vm = ∇2vi −∇2ve and csde = −∇2ve. From Eq. 26, we can write:
csdm =
(
1 +
σe
σi
)
csde (27)
Moreover, from Eq. 25 and 27 it follows that
csdm =
(
σi + σe
σiσe
)
im (28)
Eq. 27 and 28 give the relation between the membrane current source density, csdm, the extracellular current source
density (typically obtained from the parallel extracellular recordings), csde, and the membrane current, im. The
equations can be written in dimensionless form using the normalization described in the main manuscript.
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4 Extension of the solution of the cable equation to arbitrarily complex
spatial profiles of Ve
Another feature of Eq. 6 is that it can be easily generalized to incorporate the effect of arbitrarily complex spatial
profiles of Ve on Vm. Using the Fourier transform, an arbitrary signal Ve(X) can be decomposed in a series of sines
and cosines (Director and Rohrer, 1972). Thus, Eq. 6 becomes:
−
∂2Vi,k
∂X2
+
(
Vi,k −
1
N
N∑
k=1
Ak sin(ΩkX + φs,k)
)
= 0 (29)
where Vi,k is the induced intracellular polarization due to the influence of the kth spatial Ve-harmonic with Ak being
the amplitude, Ωk the angular spatial frequency and φs,k the phase (all dimensionless) of each harmonic. Since the
boundary conditions for all spatial harmonics are identical to Eq. 6, the solution for each harmonic is given by Eq. 12.
Hence, given that quasi-stationarity applies, the effect of any Ve on Vm, Em and CSDm is given by a series with each
term of the series corresponding to the solution for a particular spatial harmonic described by Eq. 2, 3 and 4 (main
manuscript), respectively. Due to superposition, conditions (I) and (II) presented in the main manuscript can be used
to predict the effect of each spatial harmonic Ve,k on Vm. In fact, if λel and l are known, through conditions (I) and
(II), they can be used to define a threshold of λs above which no spatial harmonic of Ve,k affects Vm (see section 3.3).
The same applies for Em and CSDm where the impact of each Ve,k can be quantified through condition (I).
5 Sensitivity analysis
Provided that conditions (I) and (II) in the main manuscript are satisfied within a section of the cable so as to induce
an inhomogeneous Vm, changes in cable properties do not affect the amplitude of the induced Vm as much as they
affect the membrane field Em. To illustrate this we studied the effect of morphological variability such as kinks, i.e.,
changes the cable’s orientation, along the cable length. The results are shown in Fig. S2. As described by Holt and
Koch (1999), in the presence of an inhomogeneous extracellular field a kink acts as a current source (see Eq. 19 and
20). Yet, how does such a current source manifest itself on the induced Vm? Using the methods described in section
1 of the Supplemental Material, we separate the cable into 2 segments, where segment 1 is parallel to the Ve-axis
(parent) and segment 2 is separated by angle θd from the Ve-axis (daughter) while L = L1 + L2 and Xb=L1/L is
the location of the bend1. In Fig. S2, two cases are shown for different angle θd while the cable properties remain
constant, the location of the kink Xb is at the middle of the cable and Ω1 = 0.5/L. The results are shown in Fig. S2A
for θd = pi/4 and Fig. S2B for θd = pi/2 while specific phases φs are designated with the colored lines (same as in
Fig. 2 in the main publication) and the Vm-range by the grey area. For θd = 0, the results are identical to the second
column in Fig. S2.
Hence, the effect of the angle θd on the induced Vm is similar to the effect of changing cable properties presented
earlier: an increasing θd results in a spatially more extended field (note that Ω2 = Ω1 cos(θd)) which is equivalent
to an increase in λel. Note that in the presence of bends, conditions (I) and (II) should be re-formulated according
to conditions 8 and 9 in the main manuscript. Based on these observations, it becomes apparent that for a realistic
1Note that these assumptions do not reduce the generality of the herein derived results.
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neuron where the extracellular field is aligned to its somatodendritic axis, the effect of θd becomes substantial mainly
in the basal and the distal apical dendrites whose orientation deviates from the axis. Of course, this will change if the
axis of the field changes or in the case that the field becomes significant also in other axes than the somatodendritic.
Fig. S3 shows the impact of θd, Xb, Ω1L and the impedance ratio u =
√
rm,1ri,1/rm,2ri,1 on the range of the
induced Vm. More specifically, the range is plotted when varying (A) Xb and the angle θd for a cable of constant
properties with Ω=0.5/L, (B) ΩL and θd with Xb=0.5L, (C) ΩL and Xb with θd=pi/4, and (D) the impedance ratio
u and θd with Xb=0.5L. From the results of this analysis it is apparent that the product ΩL has the largest impact
on the range as already shown for the straight cable. In fact, as illustrated in Fig. S3B, even for large θd the range
can become large as long as ΩL >> 1 which does not contradict our earlier conclusions since a large range is not
equivalent to a more inhomogeneous Vm. While Em is smaller after the bend (i.e., the strength of the external field
attenuates after the bend), the Vm-range remains large due to Vm(X = Xb) (compare with Fig. S2C). Yet, the fact
that the induced Vm decreases for θd > pi/4 when Ω=0.5L is shown in Fig. S3A and S3D. Note that such effects
become substantial for small Xb. In Fig. S3D it is shown that the effect of u on the Vm-range is not as significant as
for ΩL or Xb but can alter the Vm-distribution qualitatively, as described earlier.
6 Effect of morphology on Em
The effect of three stationary and spatially harmonic extracellular field (Ee)-profiles along the somatodendritic axis of
the neuron, i.e., the y-axis in Fig. 4A in the main manuscript, on the induced membrane field (Em)-profiles for three
characteristic field lengths, λs = 6.25 mm, 1 mm, and 0.2 mm (with ω = 2pifs and λs = 1/fs) is shown in Fig. S4.
Given that along the dendritic tuft λel is approximately 0.7 mm, for a single unbranched cable of the same character-
istics that is aligned to the field axis to induce a |Em|/Ω-range equal to unity, the spatial period λs of the extracellular
field, from condition (I), needs to be smaller than 4 mm. For a morphologically realistic neuron, in order to account
for orientation effects, condition (I) becomes λs < 2piλel,proj (see Table 1 in the main manuscript). The results for
Em are shown in Fig. S4 where |Em|/Ωj is shown along the four sections of the neuron (j: i-iv; see Fig. 4A in the
main manuscript) with Ωj being the normalized spatial frequency along each section (Ωj depends on the field and
the characteristics of each cable segment). Notably, the range of |Em|/Ωj is approximately unity at the soma and the
proximal apical section even for very large λs due to the large diameter of these cables and their alignment with the
external field that is also manifested in the large < λel,proj > (Table 1; Fig. S4Aii-S4Cii). Moreover, from condition
(I) it can be concluded that for dendritic segments with different orientation than the field axis, very small λs (large
fs) is required so that |Em|/Ωj becomes unity. This is observed in the basal section where due to the small diameter
and the almost perpendicular orientation to the field (Fig. 4B in the main manuscript, black line) the resulting Em
remains small for all λs (Fig. S4Ai-S4Ci). The medial and the distal apical sections are intermediate cases (thin
cables, relatively good alignment with the external field) where, as predicted, the range of |Em|/Ω equals unity for
λs < 4 mm (compare Fig. S4Aiii and S4Aiv with S4Ciii and S4Civ, respectively). As observed, for all sections, there
is a close agreement between the orientation along each section (Fig. 4B in the main manuscript) and the resulting
Em-range as well as the individual Em-profiles. Therefore, as already indicated in Fig. 3 (main manuscript), changes
in cable morphology, in general, are directly manifested on the induced membrane field rather than on the membrane
potential.
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7 In vivo extracellular recordings from the rat hippocampus
7.1 Data and numerical methods
In Fig. 7 in the main manuscript, we show the induced normalized membrane potential vm − vrest, along different
sections of a CA1 hippocampal pyramidal neuron by assuming that a morphologically detailed neuron is emerged
within a field that has the same spatiotemporal characteristics as the CA1 hippocampal LFP-activity measured in
vivo in behaving rats. The two 1 s periods shown are recorded during rhythmic theta activity (4-12 Hz, left column)
and during a sharp wave (SPW, right column). These two events are qualitatively different: while theta is a systemic
oscillation, a SPW occurs as a transient episode.
In general, theta activity results in |ve| < 1 mV. There is a decrease of the amplitude of extracellular ve-fluctuation
from stratum lacunosum moleculare (|ve| < 0.8 mV; y = 0 µm) towards oriens (|ve| < 0.3 mV; y = 700 µm). On
the other hand, a SPW gives rise to more prominent ve-fluctuation, with |ve| ≤ 2 mV. During the SPW, near the
soma (pyramidal layer; y = 500 µm) there is a strong current source that results in ve ≈ 1 mV. Moreover, due to a
strong current sink in the medial apical section of the neuron (stratum radiatum), ve ≈ −2 mV. The above is shown
in Fig. S5A and S5B for theta and the SPW, respectively, where the individual ve-traces are shown together with the
resulting csde (color map; units: mV mm−2).
In the second row of Fig. S5 the statistics of the two epochs are shown as well as the ve-profiles for three instants
along the shank (cubic splines were used to interpolate ve between the recording sites). More specifically, the ve-mean
(dashed black line) and the ve-range (dotted black lines) are shown as a function of depth (y-axis) for theta (Fig. S5C)
and SPW (Fig. S5D). The colored arrows in Fig. S5A designate three instants during theta, t=0.13 s (black), 0.22
s (blue) and 0.30 (cyan), while the ve-profiles as a function of depth are shown in Fig. S5C. Based on the external
field characteristics, the anatomical characteristics of the neuron and conditions (I) and (II) (see main manuscript) we
predict that while at the soma vm − vrest remains small, at the distal apical sections the increase of the ve-amplitude
results in increased entrainment. Indeed, this is the case as observed in the numerical results (compare Fig. 7Aii with
Fig. 7Aiv in the main manuscript). The colored arrows in Fig. S5B designate three instants in the SPW epoch, t=0.30
s (black), 0.38 s (blue) and 0.48 (cyan). Based on the external field characteristics, during a SPW it is expected that
both the soma and the apical section will be equally entrained to the extracellular field. More specifically, based on
the individual ve-traces shown in Fig. S5D (especially for t=0.38 s), a SPW induces a strong hyperpolarization at the
soma and a strong depolarization at the medial/distal apical sections. In Fig. 7 (main manuscript) these predictions
are confirmed by the numerical results (compare Fig. 7Bii with Fig. 7Biv).
Fig. S6 illustrates how the spatiotemporal extracellular fluctuations during theta and SPW (first row) result in
section-specific vm-oscillations (second row). In Fig. S6A1 we show the position of the extracellular recordings (black
dots) along the somatodendritic axis of the CA1 pyramidal neuron (see also Methods) while Fig. S6B1 and S6C1
show the theta and SPW epochs, respectively (the black lines correspond to the recordings at each recording site).
Using a cubic spline, a denser ve-profile is defined at each instant of the epochs. Using the software package NEURON
(Hines and Carnevale, 1997), the cable equation is numerically integrated at each location (the neuronal morphology
is discretized in a number of nodes) after imposing the ve-profile. In the second row of Fig. S6, we show the resulting
vm-fluctuations at one point at (top trace) the soma, (middle trace) the medial apical dendrite, and (bottom trace)
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the distal apical dendrite during theta (Fig. S6B2) and SPW (Fig. S6C2). The resulting vm-profiles are then used to
calculate em along the neuron through a 3-point central differentiation scheme (see Fig. S8).
The spatiotemporal fluctuations of the membrane potential along the whole neuron are best observed in the movies
included in the Supplemental Material. In Fig. S7, three instances are shown for theta (left column) and the SPW
(right column). The timing of each instance is shown in the lower right part of each panel and corresponds to the
arrows (black, blue and cyan) and the spatial vm-profiles shown in Fig. 7 in the main manuscript. As observed, while
the extracellular effect on vm is weak and confined in the distal apical section during theta, it becomes much more
prominent and extends throughout the whole neuron during the SPW. Note that immediately before and after the
SPW vm is at rest. This indicates that ripples (which are present at these instances) do not perturb the membrane
potential through ephaptic interactions.
7.2 Induced membrane field during hippocampal activity
In the main manuscript, we showed how to predict the range of the externally induced membrane field em due to the
presence of a stationary and spatially inhomogeneous extracellular field for straight and branching cables (Fig. 2 and
3 in the main manuscript). What is the effect of spatiotemporal ve-fluctuations as measured during theta and SPW
on em? In Fig. S8 we show the induced em along the four sections of the neuron (see Fig. 4A in the main manuscript)
during theta (left column) and SPW (right column). The individual traces indicate the em at the same instances as
in Fig. 7 in the main manuscript. Note how the morphological features of the neuron manifested for stationary and
spatially harmonic fields (the section-specific variations in range shown in Fig. S4) are preserved for the in vivo cases.
In agreement with the outcomes of the analysis of the simple cable cases, it is observed that the induced em is of equal
strength as ee (ee is typically 2-3 mV mm−1 during theta and 10-15 mV mm−1 during SPW) for the sections that are
well-aligned with the somatodendritic axis.
8 Spike timing phase equation
Radman et al. (2007) introduced an empirical model to account for changes in spike timing caused by the presence of
constant extracellular fields (their Eq. 3) that was based on their in vitro experiments. Assuming a constant spiking
threshold, the authors observed that the change in spike timing ∆t is well described by
∆t =
vm − vrest
V˙inj
(30)
with vm − vrest (mV) being the relative deviation of the membrane potential due to the presence of the steady-state
extracellular field and V˙inj (mV s−1) the concurrent voltage ramp, i.e., the simulated synaptic input, that induces the
action potential. Therefore, ∆t specifies by how much an action potential that is triggered by a current injection is
delayed (∆t < 0) or advanced (∆t > 0) in the presence of a dc field compared to no field. The change in spike timing
phase, ∆ψ, due to the presence of an oscillatory external field is:
∆ψ = 2pi
∆t
T1/2
(31)
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where T1/2 (ms) is the half period of the external field oscillation, i.e., in the case of theta T1/2 ≈ 60 ms. Note that ∆t
accounts for the change in spike timing during a single ramp, i.e., a half cycle. In Eq. 31 we extrapolate the change
of the spike timing phase ∆ψ to a full cycle of the external field, i.e., for T = 2T1/2 or in the case of theta for T ≈ 120
ms.
The concurrent synaptic input ramp V˙inj depends on three parameters: the spiking threshold, ∆vthresh, the extent
of hyperpolarization/depolarization of the particular section of the neuron due to ongoing synaptic activity, ∆v±, and
the duration of the ramp:
V˙inj =
∆vthresh −∆v±
T1/2
=
vthresh − v±
T1/2
(32)
where ∆vthresh = vthresh − vrest (mV) is the action potential threshold relative to rest that we assume to be constant
and equal to 15 mV (Henze and Buzsa´ki, 2001) and ∆v± = v± − vrest is the extent of hyperpolarization (∆v± < 0)
or depolarization (∆v± > 0) of the membrane due to background synaptic input.
In other words, V˙inj represents the temporal voltage gradient resulting from pattern-related, and not ongoing,
oscillatory synaptic activity that leads a particular section of the neuron to elicit an action potential. When the
membrane is so depolarized due to ongoing excitatory input that ∆v± is very close to ∆vthresh, then V˙inj tends to
zero, i.e., the additional pattern-related (either theta or SPW) synaptic input needed to elicit an action potential
becomes miniscule. In that case, based on Eq. 30 and 31, the impact of the extracellular field on spike timing becomes
dominant, i.e., ∆t and ∆ψ is large. Alternatively, when the membrane is hyperpolarized due to ongoing inhibitory
input, the difference ∆vthresh −∆v± becomes large and the resulting change in spike timing is small, i.e., ∆t and ∆ψ
tend to zero. These features become apparent when substituting Eq. 30 and 32 into 31:
∆ψ = 2pi
vm − vrest
∆vthresh −∆v±
= 2pi
vm − vrest
vthresh − v±
(33)
In Fig. S9A (solid lines) we show the change in spiking phase ∆ψ vs. the hyperpolarization/depolarization due to
background synaptic activity ∆v± when vm − vrest = 1 mV (black line) and -1 mV (red line) as described by Eq. 33.
Note that vm − vrest accounts for changes in the membrane potential purely due to the presence of the extracellular
field. As observed, for negative ∆v±, i.e., when the membrane is hyperpolarized due to ongoing inhibitory input,
the impact of the extracellular field on spike timing asymptotically tends to zero. On the other hand, for positive
∆v±, i.e., when the membrane is close to the spiking threshold due to ongoing excitatory input, the impact of the
extracellular field becomes significant as even small changes in vm − vrest will translate into large changes in spike
timing, i.e., large |∆ψ|. For instance, in the presence of strong excitatory synaptic input leading to ∆v± = 10 mV, the
extracellular field advances the spike phase by ∆ψ = 2pi/5 (72◦). For smaller membrane depolarization, for example
if ∆v± = 1 mV, the phase advancement is only ∆ψ ≈ pi/7 (26◦). Note that for vm = vrest, i.e., no impact of the
extracellular field on vm, it follows from Eq. 33 that ∆ψ=0.
As a proof of concept, we tested the empirical model underlying Eq. 33 with numerical simulations using functionally
and morphologically realistic CA1 pyramidal neurons eliciting action potentials in the presence/absence of extracellular
fields. More specifically, we adopted the model of a CA1 pyramidal neuron by Migliore et al. (2005) (neuron 5038804).
It includes a number of voltage-dependent membrane conductances that are sufficient to generate realistic action
potentials.
We simulated a single intracellular somatic electrode (I1) and one extracellular stimulating electrode near the soma
(E1) to inject intracellular and extracellular currents, respectively (Fig. S9B). To elicit action potentials, we used as
11
intracellular current injection profiles (Iinj) five depolarizing ramps of varying offset and gradient (blue dashed lines
in Fig. S9C; the right y-axis applies):
Iinj(t) = αt+ I0 (34)
The offset I0 (nA) represents the effect of ongoing background activity while the ramp’s gradient α (nA / s) the effect
of in-phase depolarizing pattern activity from afferent neurons. (The cell resistance is 11 MΩ.) While varying I0 and
α, we set the charge passed from the intracellular electrode I1 to the cell, Q =
∫ T1/2
0
Iinj(t)dt, constant and equal to
60 pC (T1/2=80 ms for all numerical simulations). It follows that:
α =
2Q
T 2
1/2
−
2I0
T1/2
(35)
I0 = 0, 0.10, 0.20, 0.30 and 0.40 nA that, based on Eq. 35, results in α = 18.75, 16.25, 13.75, 11.25 and 8.75 nA/s,
respectively. Therefore, the gradient and the offset of the somatic current injection ramps were chosen such that, at
the end, the same charge will have been injected into the cell.
Concurrent to the intracellular depolarizing ramps, we applied either depolarizing (cyan) or hyperpolarizing (blue)
or no extracellular (black) fields through electrode E1 (Fig. S9D; see also isopotentials in Fig. S9B). These two fields
result in membrane depolarization or hyperpolarization, respectively, of approximately 1 mV while the latter case is
used as a control.
The effect of the perisomatic depolarization or hyperpolarization through the extracellular fields on action potential
timing is illustrated in Fig. S9C. There we plot the first spike occurring during the intracellular ramp-stimulations
for the three cases of extracellular fields: depolarizing (green), hyperpolarizing (red) and control (black). First, for
increasing Iinj -gradient (and decreasing offset) spikes tend to be elicited later (each spike-triplet indicated by the
black numbered bar is attributed to the Iinj -ramp, dashed blue line, of the same number). As observed, for a given
triplet, the presence of a depolarizing extracellular field invariably results in the advancement of the spike (green).
The opposite applies for hyperpolarizing fields; the elicited spike (red) is always delayed compared to control (black).
Moreover, the width of the numbered bars that indicates the period between spikes in the depolarizing and the
hyperpolarized case increases for increasing Iinj -offset (decreasing Iinj -gradient). As a result, spike-timing differences
increase for increasing Iinj -offset (decreasing Iinj -gradient) as well. From the timing of each spike, the vm-changes
induced by the field (measured at the soma) and Eq. 31 we calculated the change in spiking phase, ∆ψ, as a function
of the ongoing synaptic input, ∆v±, in Fig. S33A (symbols). As observed, there is qualitative agreement between the
empirical model described by Eq. 33 and the numerical simulations.
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9 Figure captions
Figure S1: The induced Vm depends on the extracellular field’s and cable’s characteristics. (A) Dependence of the
Ω-terms in Eq. 12 on Ω: Ω2/Ω2 + 1 (solid line) and Ω/Ω2 + 1 (dashed line). For large Ω, Vm ' -sin(ΩX + φs) =
−Ve. (B) The range of the induced Vm along a straight unbranched cable is shown as a function of Ω and L. As
observed, it becomes large for large Ω and L. In general, it can be shown that the two necessary conditions so that
the amplitude of the induced Vm becomes of the order of the amplitude of the extracellular Ve-fluctuation: (i) Ω >
1 and (ii) ΩL > 1. For very small cables, Vm is small regardless of Ω. Note that the very local white regions are
maxima due to the second RHS term in Eq. 12 (compare with the amplitude of Vm at the boundaries in the second
row of Fig. 2 in the main manuscript). Due to the (Ω/Ω2 + 1)-functionality, these local maxima disappear for larger
Ω. (C) Dependance of the induced vm on the cable’s diamter. Induced (vm − vrest)-amplitude along an unbranched
cable as a function of the cable’s diameter d. As observed, the impact of ve on the membrane decreases significantly
for small d while saturating for large d.
Figure S2: The cable’s orientation to the extracellular field axis affects the induced Vm. The induced Vm along
a cable that is bent at Xb=L/2 by (A) θd = pi/4 and (B) pi/2. The extracellular voltage Ve = sin(ΩX + φs) with
Ω = pi/L, resulting in a spatial half-oscillation along the cable length, is illustrated in the color map in the top panel.
Note that this case is equivalent to Fig. 2 (second column; main manuscript) for a straight unbranched cable. In
panels (A) and (B) we illustrate the induced Vm for (A) θd = pi/4 and (B) pi/2, respectively. The colored lines in
panel (A) and (B) show the induced Vm for φs = 0 (blue), pi/2 (green), and pi (red). The grey area illustrates the
Vm-range along the cable. Note that between the spatial Vm-distribution in panel (A) and Fig. 2B2 (main manuscript)
there are no significant differences which is attributed to fact that, since for the cable after the bend (for X > L/2)
Ω2 = Ω1 cos(θ), for 0 ≤ θ ≤ pi/4 the cable angle does not impact the spatial Vm-profile as much. This is not the case
for (B) θd > pi/4 where the external field significantly impacts the Vm along the cable after the bend (constant, but
non-zero, Vm-profile along the branch).
Figure S3: Sensitivity analysis for the case shown in Fig. S2 (parent section of the cable aligned to the external field
while the daughter section has angle θd to the field-axis). The range of the Vm-fluctuation for all φs ∈ [0, 2pi) is shown
as a function of (A) the position of the cable bend Xb along the cable and the angle θd between the daughter section
and the field-axis, (B) the product ΩL and the angle θd, (C) the product ΩL and the position of the cable bend Xb
along the cable, and (D) the impedance ratio u between parent-daughter section and the angle θd. As observed, the
crucial parameter is ΩL while Xb, θd or u have a secondary effect on the Vm-range.
Figure S4: The induced membrane field along a reconstructed neuron depends on its morphological features. The
effect of a spatially harmonic one-dimensional electric field (along the somatodendritic axis) on the Em of the recon-
structed CA1 neuron (top row; white lines indicate the four sections of Fig. 4A in the main manuscript) for three
spatial frequencies are illustrated: λs = 6.25 mm (fs = 0.16 mm−1; left column), 1 mm (1 mm−1; middle column) and
0.2 mm (5 mm−1; right column). Distance along each section is shown as dimensionless arc length s/l. The sections
are indicated by the number in the upper right so that (i) is the basal, (ii) the soma and the proximal apical, (iii) the
medial apical, and (iv) the distal apical section (see Fig. 4A and Table 1 in the main manuscript). The range of Em
for φs ∈ [0, 2pi) is indicated in grey while the individual traces are φs = 0 (blue), pi/2 (red) and pi (green). Because
Ωj depends also on λel, it can vary along the same section. Condition (I) is satisfied along all sections except along
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the basal (Ai-Ci) as observed from the range of Em/Ωj . Note the close agreement between each section’s orientation
(Fig. 4B; main manuscript) and the induced Em/Ωj-range; for instance, the sharp increase of |Em| at s/l=0.25 that
corresponds to a segment within the basal section aligned to the extracellular field.
Figure S5: Spatiotemporal ve-fluctuations during CA1 pattern activity from on recordings from the behaving rat.
The individual extracellular recordings (ve) during (A) theta activity (Fig. 7A1 in the main manuscript) and (B) a
sharp wave (SPW; Fig. 7B1 in the main manuscript) from 8 equally spaced recording sites are shown, starting from
stratum lacunosum moleculare (y=0 µm) towards oriens (y = 700 µm). The current source density csde is shown
(color map; units: mV mm−2; 3-point differentiation scheme with linear interpolation between recording sites). The
ve-mean (dashed line) and the ve-range (dotted line) for each location along the somatodendritic axis (y-axis) is shown
as well as three individual traces (solid lines): in panel C (theta), for t=0.13 s (black), 0.22 s (blue) 0.30 (cyan), and
in panel D (SPW), for t=0.30 s (black), 0.38 s (blue) and 0.48 (cyan). The three instances for each epoch (theta and
SPW) are designated by arrows in (A) and (B). Interpolation of ve between the recording sites was performed using
the Matlab cubic spline function (Mathworks; Natick, MA). Notably, for both epochs the ve-mean along the depth
axis is zero so that, as already pointed out in the main manuscript, even for in vivo cases, mean values are inadequate
to quantify the effect of ve on vm. Note the theta-typical decrease of the ve-range from stratum lacunosum moleculare
towards oriens. It is observed that the SPW gives rise to much larger ve-fluctuations than theta.
Figure S6: Numerical calculation of the spatiotemporal vm-profiles in the presence of a spatially inhomogeneous ve
(along the somatodendritic axis). (A1) The CA1 pyramidal neuron (d151 in Gold et al. (2006)) is shown (the four
designated sections are the same as in Fig. 4A in the main manuscript) together with the 8 equally spaced (spacing:
100 µm) recording sites (black dots). The two 1 s epochs, (B1) theta and (C1) SPW, are the same as in Fig. 7A1 and
7B1 in the main manuscript. We interpolated the 100 µm sparse ve-data into 4 µm spacing using cubic splines for
each instance of the two epochs. Using the commercial software package NEURON (Hines and Carnevale, 1997), the
detailed ve is applied along the passive neuron and, thus, perturbs its membrane potential vm at all locations. (A2)
The vm-response to the ve-fluctuations at three locations (points located where the origin of the arrows intersects with
the red sections) is shown during (B2) theta and (C2) SPW.
Figure S7: Dynamics of the membrane potential during extracellular CA1 pattern activity. Three instances during
theta (left column) and SPW (right column) showing the spatiotemporal variation of (vm − vrest). Note that these
changes in vm are solely attributed to the presence of the extracellular field as there is no other process (synapses,
etc.) present in the simulation. Taken from the movies provided as online Supplemental Material.
Figure S8: Induced membrane field fluctuations during extracellular CA1 pattern activity. The induced em is
calculated during theta (left column) and SPW (right) column, in the behaving rat. The two epochs are the same
as in Fig. 7A1 and 7B1 in the main manuscript. (Ai-Aiv) em along each section of the CA1 pyramidal neuron (i-iv;
see Fig. 4A and Table 1 in the main manuscript) during theta. The grey areas indicate the range and the three
individual traces show the em along each section for t=0.13 s (black), 0.22 s (blue) and 0.30 (cyan) and are indicated
by the arrows in the top row. (Bi-Biv) em along each section during SPW with t=0.30 s (black), 0.38 s (blue) and
0.48 (cyan).
Figure S9: Extracellular electric fields affect neuronal spike timing and phase. (A) The change in spiking phase, ∆ψ,
is shown as a function of the depolarization (solid green line) and hyperpolarization (solid red line) caused by ongoing
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synaptic input, ∆v± (Eq. 33). The threshold potential∆vthresh is set to 15 mV. For small∆v±, ∆ψ tends to zero while
as ∆v± approaches ∆vthresh, ∆ψ diverges. Thus, when the membrane depolarization due to ongoing synaptic activity
approaches the spiking threshold, even small changes in the membrane potential due to entrainment by extracellular
fields will significantly impact spike timing. Symbols (x) show the change in spike timing of a morphologically and
functionally realistic active neuron (Migliore et al., 2005) in the presence/absence of extracellular stimulation that
induces a change in vm of approx. 1 mV. (B) Setup of the numerical simulation. The simulated pyramidal neuron
(Migliore et al., 2005) is patched somatically (electrode I1). An extracellular stimulating electrode is placed approx.
50 µm from the soma (electrode E1). The extracellular stimulation alters ve in the perisomatic region. The contour
isopotentials are plotted for a current injection of 420 nA (extracellular medium resistance is assumed 1.5 Ω m;
Logothetis et al. (2007)). (C) Somatic vm (units shown in the left y-axis) evolution during intracellular current
injection (blue dashed lines with units shown in the right y-axis). For five intracellular ramps, the first spikes are
shown in the presence of depolarizing (green), hyperpolarizing (red) and no extracellular stimulation (black). The
numbered black bars indicate the spiking time delay between depolarized and hyperpolarized case for ramp (1; large
gradient - small offset) and (2; small gradient - large offset), respectively. (Eq. 35 dictates the relationship between the
ramp-gradient, α, and -offset, I0.) For increasing I0 and decreasing α, the effect of the external field on spike timing
increases. (D) The extracellular somatic potential ve for the three cases of extracellular current stimulation (colors are
compatible with the cases shown in Fig. 10C). Note that a positive ve close to the soma gives rise to hyperpolarization
since vm = vi − ve.
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