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Abstract: 
The development of wireless telecommunication requires higher speed data rates. Wideband 
MIMO systems are a possible answer to that need. Both wideband and MIMO characteristics 
enhance multipath propagation, and require a precise knowledge of the channel to properly 
exploit their capabilities. The extraction of the channel parameters can be done from the 
measurements, but also from simulations. 
In the frame of this thesis, the possibility to use ray tracing to derive capacity coverage prediction 
is studied, based on the comparison with measurements. First the radio channel models are 
discussed, from the MIMO channel model to the ray tracing methods. Then the measurements 
methods and the algorithms extracting the channel parameters are presented, before focusing on a 
measurement campaign to compare prediction from ray tracing and measurements-based SAGE 
algorithm. Key parameters for capacity –delay spread and angular spread– were first compared, 
then capacity itself is introduced and a capacity comparison is conducted. Polarization influence 
on capacity is also studied, and different methods of emulating polarization on ray tracing are 
studied. Last but not least, the desired capacity coverage prediction is achieved on a wide area 
around the measurement streets. 
The simulation results with the ray tracing software are promising. The multipath components 
were predicted well enough by ray tracing to compute capacity. Then the polarization emulating 
methods gave interesting results: polarization influences capacity, and the derived capacity 
values were close enough to those computed from measurement to launch a capacity coverage 
calculation, first step toward a cellular planning based on MIMO capacity. However, some 
uncertainties are still left, due to computation time and models approximations. 
 
Keywords:  ray tracing, SAGE, beamforming, radio channel modelling, MIMO, polarization, 
XPR, capacity 
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NLOS Non Line of Sight 
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Rx Receiver 
SAGE Space-Alternating Generalized Expectation-maximization 
SIMO Single-Input-Multiple-Output 
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TKK Teknillinen Korkeakoulu (Helsinki University of Technology) 
Tx Transmitter 
UTD Uniform Theory of Diffraction 
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Frα  Froebenius normalization factor 
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, ,Rx i lb , , ,Tx i kb  single antenna responses for Rx and Tx containing both polarizations 
)(tc  PN code 
0c   speed of light 
( , )ϕ θC  Rx steering vector in the direction ( , )ϕ θ  
 free spaceC   free space correction 
C  ergodic channel capacity 
% q outageC  q% outage channel capacity 
d distance between base and mobile stations 
iE  complex amplitude of path i 
0f , LOf  carrier frequency 
,Rx iϕ , ,Tx iϕ  azimuth angle of arrival and departure of ith path 
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spreadφ  rms azimuth angular spread 
φ  covariance matrix of the transmitted signal x  
, ,Rx i lg  impulse response of l
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, ,Tx i kg  impulse response of k
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RG , TG  receiving and transmitting antenna gain 
),( th τ  channel impulse response 
hb, hm base station and mobile station antenna height 
H  channel matrix 
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( ; )X YI  mutual information between random variables X and Y 
γ  dilatation factor 
iγ  complex path weight of ray i 
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Lp, pathL  pathloss 
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VV VH HV HHP ,P ,P ,P  polarization powers 
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R   correlation matrix of ( )ty  
sR  correlation matrix of ( )s tN  
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kw , w  beamforming weights 
kx  signal at  the k
th Tx antenna 
x  vector of kx  Tx signals 
sx
  signal from sth ray path arriving at the Rx 
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I – Introduction 
 
Currently we are witnessing a fixed-mobile convergence (FMC), which is trying to merge 
two different technologies: fixed network and mobile network. Fixed networks are 
offering very high data rates (100 Mb/s, or more, with optic fiber), adapted to multimedia 
applications such as high-definition video streaming and teleconferencing, whereas 
mobile networks are much more limited: 3G systems can offer up to 14 Mb/s only 
(HSDPA provides up to 14.4 Mb/s on the downlink and 5.8 Mb/s on the uplink). Multiple 
Input Multiple Output (MIMO) systems are a step toward this convergence, by exploiting 
the spatial dimension of the mobile radio channel: they use several antenna elements and 
adaptive signal processing, at both transmitter and receiver. This allows deploying several 
parallel links into different spatial directions at the same time and frequency, offering 
higher capacity than SISO (Single Input Single Output) or SIMO (Single Input Multiple 
Output) systems. It is all the more true if the channels between antenna elements are 
uncorrelated; rich multipath environments are then the most desirable. 
 
Nevertheless, a precise knowledge of the channel is needed to properly exploit MIMO 
benefits, especially for wideband systems, which are increasing the multipath effect even 
more. Two sophisticated means are disposable for the characterization of the channel: 
measurement with a channel sounder, and simulation with a deterministic tool, both 
providing an estimation of the space-time channel. Measurements are very costly and 
laborious which explains why extracted data is only scarcely available, hence simulation 
is of great interest. However, since its reliability has so far been established mainly for 
pathloss prediction, deterministic tools still have to be used with caution for the 
prediction of the multipath components, or of more complex parameters such as capacity 
(which gives a theoretical maximum data rate). 
 
The goal of the present master’s thesis is to ascertain the validity of the ray tracing (RT) 
deterministic method used in the Volcano software of Siradel for predicting MIMO 
coverage, where coverage is defined as the maximum distance where a given capacity is 
achieved. To that end a comparison between RT and measurements will be conducted 
based on parameters influencing capacity, before focusing the comparison on capacity 
itself. The measurement data analyzed mainly consisted of 5 routes from one single 
measurement campaign, representing almost 20,000 snapshots, with LOS (Line of Sight) 
and NLOS (Non-LOS) cases. The present thesis was limited to this environment for 
computing time reasons, and because of the already huge amount of data collected. Last 
but not least, relying on the comparison results, a coverage prediction will be achieved 
for a 1 km² area around the measurement campaign. 
 
This thesis research has required the use of Elektrobit ISIS (Initialization and Search 
Improved SAGE) algorithm output, of Siradel Volcano ray tracing software, together 
with FM-Kartta Oy 3D-map of Helsinki, and of TKK MEBAT tool. Numerous tools have 
also been coded in Matlab for calculation, analysis and comparison of the results. 
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II – Channel modeling 
 
The first step in deriving coverage is to have a model of the channel. To that end, some 
propagation basics are necessary; after a quick review of the needed propagation 
knowledge, the different types of modeling will be introduced. 
 
 II – 1. Propagation basics 
 
Signal model: A MIMO signal model will be presented in this part, which will be used 
later for the description of the data extracting algorithms presented in III – 2. The model 
should describe the propagation channel as precisely as possible, but at the same time it 
should be possible to extract its parameters from the finite measurement data. 
Consider a MIMO system with L transmitting antenna elements and N receiving antenna 
elements (Figure 2.1). The signal at the kth Tx (transmitter) antenna is noted ( )kx t , while 
the signal at the lth Rx (Receiver) antenna is denoted ( )ly t . The radio waves between the 
transmitter and the receiver can be modeled as a superposition of discrete rays based on 
geometric optics (GO) [1, 2, 3]. The more rays are considered, the better the accuracy of 
the model. Note that the GO approximation implies considering the incident waves as 
plane waves. 
A ray is characterized by the azimuth and elevation angles at the Tx (Direction of 
Departure), the azimuth and elevation angles at the Rx (Direction of Arrival), the time-
delay of arrival, and the amplitude, phase and polarization (orientation of the electrical 
field component) at the receiver. In the present thesis, polarization is defined in reference 
to the horizontal and vertical directions. 
FIG. 2.1: General MIMO channel 
1( )y t
( )Ly t
( )ly t
1( )x t
( )Nx t
ray 
1
ray i 
ray M 
( )kx t
Tx Rx 
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If the SISO system formed by kth Tx antenna and lth Rx antenna is considered, and a 
signal ( )kx t  transmitted over a single ray i at a carrier frequency 0f , then the received 
signal , , ( )i k ly t  is as follow [3]: 
 0j2π, , , , , ,( )  ( ) ( ) ( ) i
f
i k l i Tx i k Rx i l k iy t g t g t x t e
τγ τ −= ⋅ ∗ ∗ − , (2.1) 
 
where ∗  denotes the convolution operator, iγ  is the parameter describing all the 
frequency independent effects including propagation losses, 0i il cτ =  is the time taken 
for the signal to travel from Tx to Rx, il  being the electrical length of the ray path and 0c  
the speed of light, , , ( )Tx i kg t  is the impulse response of the k
th transmitter in the direction 
of departure , ,( , )Tx i Tx iϕ θ  of ray i, , , ( )Rx i lg t  is the impulse response of the lth receiver in the 
direction of arrival , ,( , )Rx i Rx iϕ θ of ray i. ,Tx iϕ  is the azimuth angle of departure, ,Tx iθ  the 
elevation angle of departure, ,Rx iϕ   the azimuth angle of arrival, ,Rx iθ  the elevation angle 
of arrival. The system was supposed to be time-invariant. To take the polarization into 
account (as iγ , , , ( )Tx i kg t  and , , ( )Rx i lg t  depend on the orientation of the electric field 
component), and to express the directivity of antennas, complex beam patterns of the Tx 
and the Rx are introduced, which are defined for both horizontal and vertical polarization 
[3]: 
 , , ,   , , ,   , ,( , ) ( , )Tx i k Tx k H Tx i Tx i Tx k V Tx i Tx ib bϕ θ ϕ θ⎡ ⎤= ⎣ ⎦b  (2.2) 
 , , ,   , , ,   , ,( , ) ( , )Rx i l Rx l H Rx i Rx i Rx l V Rx i Rx ib bϕ θ ϕ θ⎡ ⎤= ⎣ ⎦b  (2.3) 
 
Note that vectors and matrices are written in bold font; the same notation is thereafter 
used. The (2.1) SISO model then becomes [3]: 
 0j2πT, , , , , , , ,( )  ( ) ( ) ( ) i
f
i k l Rx i l i Tx i k Tx k Rx l k iy t g t g t x t e
ττ −= ⋅ ⋅ ⋅ ∗ ∗ −b Γ b , (2.4) 
 
where iΓ  is the 2 x 2 matrix of the coefficients iγ  for each polarization combination: 
 ,  ,  
,  ,  
HH i VH i
i
HV i VV i
γ γ
γ γ
⎡ ⎤= ⎢ ⎥⎣ ⎦
Γ  (2.5) 
 
The L x 1 matrix , ( )i k ty  of the signal induced by the i
th ray path on all elements of the 
receiver antenna is then (SIMO case, one single path):  
 0
T
, ,1 , ,1 , , , ,1
j2π
,
T
, , , , , , , ,
( )  ( ) ( ) ( )  
( ) ...  ...
( )  ( ) ( ) ( ) 
i
i k Rx i i Tx i k Tx k Rx k i
f
i k
i k L Rx i L i Tx i k Tx k Rx L k i
y t g t g t x t
t e
y t g t g t x t
τ
τ
τ
−
⎡ ⎤⎡ ⎤ ⋅ ⋅ ⋅ ∗ ∗ −⎢ ⎥⎢ ⎥= = ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⋅ ⋅ ⋅ ∗ ∗ −⎣ ⎦ ⎣ ⎦
b Γ b
y
b Γ b
 (2.6) 
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And to get the MIMO system model with one single ray path, the N transmitting antennas 
have to be taken into account: 
 
, ,1
1
,
1
, ,
1
( )
( ) ( ) ... ( )
( )
N
i k
kN
i i k i
k N
i k L
k
y t
t t t
y t
=
=
=
⎡ ⎤⎢ ⎥⎢ ⎥= = +⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
∑
∑
∑
y y n  (2.7) 
 
Note that the background noise has now been taken into account: ( )i tn  is the L x 1 noise 
matrix. And, finally, the MIMO system model with M ray paths is obtained by summing 
the contributions of the different rays: 
 
, ,1
1 1
1
, ,
1 1
( )
( ) ( ) ... ( )
( )
M N
i k
i kM
i
i M N
i k L
i k
y t
t t t
y t
= =
=
= =
⎡ ⎤⎢ ⎥⎢ ⎥= = +⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
∑∑
∑
∑∑
y y n , (2.8) 
 
where 
1
( ) ( )
M
i
i
t t
=
=∑n n . 
This model is valid only if the system is time invariant; if some elements on the path (or 
Rx/Tx) are moving, then a Doppler shift 0 0/i if v cα =  has to be added for each path [3], 
where iv  is the speed vectors projection on the propagation path, and then equation (2.1) 
should be rewritten as 
 0j2π ( ), , , , , ,( , )  ( ) ( ) ( ) i i
f
i k l i Tx i k Rx i l k iy t g t g t x t e
τ α ττ γ τ − += ⋅ ∗ ∗ −  (2.9) 
 
Propagation mechanics: Propagation of the signal endures losses from free-space 
propagation losses and from interaction with the obstacles. In the frame of this thesis, 
only two types of interaction will be considered: reflection and diffraction. 
 
- Propagation in free space: In ideal, free-space conditions, propagation is 
described by Friis equation (e.g. [4]): 
 
2
4R T T R
P P G G
d
λ
π
⎛ ⎞= ⎜ ⎟⎝ ⎠ , (2.10) 
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where TP  is the transmitted power, TG  the transmitting antenna gain, RP  the 
received power, RG  the receiving antenna gain, λ  the wavelength of the radio 
wave and d the transmitter-receiver distance. 
 
- Reflection: Reflection occurs when the obstacle is large compared to the 
wavelength. If the surface is smooth enough (irregularities much smaller than the 
wavelength), then the reflection is commanded by Snell’s law (angle of incidence 
= angle of reflection) 
 
- Diffraction: Diffraction occurs on the edges of the obstacles: according to 
Huygens-Fresnel principle, these edges can be considered as secondary spherical 
wave sources, thus lighting “shadow” regions. Building vertical edge diffraction 
and over-rooftop diffraction will be especially considered. 
 
 
II – 2. Propagation models 
 
To derive coverage there are several types of propagation models, for example statistical, 
empirical, semi-empirical or deterministic models. Statistical and empirical methods try 
to reproduce certain channel characteristics observed during measurements. Deterministic 
models, on the contrary, attempt to simulate the physical wave propagation process.  
 
Empirical and statistical models: The amplitude of the received signal is usually 
modelled as the product of three main empirical method are COST-Hata (or Okumura-
Hata), COST231-Walfish-Ikegami and Walfish-Bertoni methods. All these methods 
provide only pathloss variation; hence the derived coverage is based upon pathloss only. 
Nonetheless, statistical channel models can complete this information by providing slow 
fading information and small-scale fading with space-time information. The most used 
models are COST 273 MIMO channel model [5], 3GPP Spatial Channel Model (SCM) 
[6] and WINNER channel model [7]. For instance COST 273 channel model provide 
shadow fading, delay spread and angular spreads as correlated log-normal random 
variables (but also power delay profile distribution, azimuth/elevation power spectrum 
distribution, …) [5]. The multipath components are nonetheless not known but chosen 
randomly from the appropriate probability distribution. 
 
The COST-Hata model is based on measurements done in 1968 in Tokyo by Okumura. 
The closed form expression has been submitted by Hata in 1980 [8], before being 
extended by the action 231 of the European Cooperation in the Field of Scientific and 
Technical Research (COST) [9]: 
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 10 0 10 10 10log 13.82log ( ) ( 6.55log ) logp b m bL A B f h a h C h d= + − − + −  (2.11) 
 
where Lp is the pathloss, A, B and C are constants, f0 is the carrier frequency, hb the base 
station antenna height, hm the mobile station antenna height, d the distance between base 
and mobile stations, and a(hm) the mobile station antenna height correction (which is 
derived differently according to the either dense city, city, suburban or rural area 
environment, more details can be found in [8]). The model is limited by the original 
measurement spatial resolution (20 meters), and has been designed for frequencies from 
150 to 2000 MHz. 
 
The COST231-Walfish-Ikegami pathloss model, which has been introduced in 1991 
[9, 10], distinguishes two cases for pathloss prediction: Line of Sight (LOS) and Non 
Line of Sight (NLOS). As for the Walfish-Bertoni model [11], it also introduces a better 
recognition of knife-edges between transmitter and receiver than COST-Hata model, and 
is thus better suited for urban areas. 
 
Deterministic modeling (ray-tracing): Deterministic modeling, which gives results 
more precise than the previous methods, can provide space-time information, and hence 
allows an analysis of the obtained data. 
A deterministic prediction requires the use of suitable formulations of the physical wave 
propagation phenomena. Geometrical Optics (GO) is usually used together with Uniform 
Theory of Diffraction (UTD) [12]. GO supposes that the dimensions of the objects 
encountered are big in comparison with the wavelength, which thus leads to the use of 
ray-optical methods, while UTD is extending the GO by adding diffraction geometrical 
modeling. This ray-approach modeling is thus called ray tracing. The propagation 
environment (objects present in the experiment) has to be described, generally by the use 
of raster or vectors. This point is delicate, as many questions arise, as the precision 
required (vertical and horizontal), the objects needed to be taken into account (balconies, 
lampposts, traffic…), the parameters (position, speed, type of material). And, naturally, 
the more details the geographical map contains, the more expensive it is. 
 
Several ray tracing methods have been developed in the past 15 years for different 
propagation environment. Nonetheless, the present thesis focuses on the method used by 
Siradel’s Volcano software [13, 14]. The method is based on a mixed 2D-3D ray 
launching method [15]. It consists of 3 steps: 
 
Direct path contribution: The direct path contribution is simply computed by analyzing 
the straight-line path between transmitter and receiver. The pathloss between the receiver 
and the transmitter is obtained by adding free space loss to the free space corrections and 
the computed deterministic losses: 
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   (dB)path free space free space det deterministicL L C Lα= + +  (2.12) 
where pathL  is the pathloss,  free spaceL  the free space loss,  free spaceC  the free space 
correction, deterministicL  the deterministic attenuation, and detα  the weighing coefficient for 
the deterministic attenuation. deterministicL  represents the losses due to the interactions with 
the environment (e.g. diffractions and reflections), which are weighed by a tuning 
constant α  derived in the calibration process.  free spaceL  and  free spaceC  are given by: 
  10 0 1027.56 20log ( ) 20log ( )free spaceL f d= − + +  (2.13) 
  10( 20) log ( )free space C CC A B d= + −  (2.14) 
  
where d  is the path length in meters, and 0f  the frequency in MHz. CA  and CB  are 
constants, whose values are different for LOS and NLOS paths, and they are generally 
defined through calibration.  free spaceL  corresponds to the losses if there were no obstacles 
between the transmitter and the receiver, whereas  free spaceC  takes into account the 
environment in a statistical way, similarly to the previous COST models. An enhanced 
version of Deygout method [16] is also used to take into account diffraction over 
rooftops, impacting deterministicL  in the budget link. 
 
2D ray launching: One speaks of ray launching when, in a first place, tracing the rays is 
done disregarding the receiver location, that is, rays are launched in every direction with 
a given angular step. Ray tracing, on the contrary, only derives the ray paths from Tx to 
Rx, therefore ray launching output contains more results ray tracing and is thus especially 
adapted for coverage prediction. In the software used, rays are launched from the 
transmitter to each wall at a given maximal distance, with given maximum angular and 
distance separations (i.e. distance on the wall), and reflection on the wall is computed 
(Figure 2.2, green beam of rays). The same is done for diffractions on the building edges 
(Figure 2.2, blue ray).  
FIG. 2.2: Ray launching 
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Each ray then contained a visibility mask which is its covered surface (Figure 2.3). This 
visibility mask is limited by given maximum numbers of reflections and diffractions, by 
the beamwidth of the ray and by building obstructions. For instance in Figure 2.3a, the 
visibility mask for the reflection occurring on the point on the right is a zone with a given 
width centered on the reflected ray (derived by GO); in Figure 2.3b, the visibility mask 
for the diffraction occurring on the building edge on the right is only obstructed by 
buildings, as the ray can be diffracted in any direction. Once the ray launching has been 
done, the algorithm looks for receivers in the visibility masks. 
3D ray path and path contribution: As soon as a receiver is found to be in the mentioned 
zone, the path is examined in the vertical plane; e.g. in Figure 2.4a the path (1) is seen as 
in Figure 2.4b once “unfolded”, and path (2) as in Figure 2.4c. All vertical profiles of the 
path between two interactions are just put end to end to get the complete “2.5D” vertical 
profile. Then the vertical path of the ray is computed by taking the shortest path between 
FIG. 2.4 Examples of 2D ray paths and unfolded 3D paths  
(a) 
(b) 
(c) 
(1) 
(2) 
 
 (a)  (b) 
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the transmitter and the receiver on the aforementioned profile. For instance, it 
corresponds in Figure 2.4b to a straight line between Tx and Rx. The validity of the ray 
can then be checked; for instance, if the building on the top of Figure 2.4a, on which the 
ray (1) reflects, was below the green straight line in Figure 2.4b, the path would be 
invalid: the first reflection would not take place, thus this path could not exist. 
The power contribution of the ray processed is then derived with the help of an enhanced 
Deygout method for the diffraction over rooftops (vertical plane), with UTD for the 
interactions on the horizontal plane. The link budget in (2.12) can be used, if considering 
that deterministicL  now takes into account both UTD and Deygout method. The other 
multipath components (among others, departure and arrival angles and delay) are added 
to the ray spectrum of the receiver. 
The flowchart of the algorithm is summarized in Figure 2.5. 
 
The method of the tool used has been presented and now channel data can be analyzed 
and pathloss coverage provided. The validity of the parameters provided needs to be 
checked with measurement results. How to measure the channel and derive the channel 
data would be presented in the next chapter. 
compute the desired 
characteristics (field 
strength, delay profile, …) 
 
Yes
No 
exist ? 
Yes
No 
next 2D ray path from 
ray launching 
compute direct path 
contribution 
unfold the ray path in 3D 
add the new contribution in 
the ray spectrum of the Rx 
Rx in the  
visibility mask ? 
FIG. 2.5: Flowchart of Volcano 3D  ray tracing 
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III – Channel sounding 
 
The goal of a channel sounder is to characterize the channel, by analyzing at the receiver 
the channel response to a signal sent from the transmitter. Different wideband 
measurements methods are here presented, deriving the  channel impulse response, before 
introducing the data extraction algorithms, which takes advantage of the MIMO system to 
compute the space-time channel matrix, and lastly the data extracted itself. 
 
 
III – 1. Measurement methods 
 
The three different methods presented in this part [17] (direct pulse, matched filter and 
sliding correlator measurements) are introduced for SISO wideband transmission. The 
sequential channel sounding introduced at the end of this section allows using them for a 
MIMO case. 
 
Direct pulse measurement: This method has been used the first time in 1950 in New 
York City by Young and Lacy, at a frequency of 450 MHz [18]. An impulse signal is 
generated at the transmitter, modulated, and its echoes are observed at the receiver [17]. 
Figure 3.1 presents the measurement system. 
 
 
The signal sent ( )s t  is a pulse modulated signal, thus:  
 ( ) rect ( ) cos(2 )t LOs t t f tπΔ= ⋅ ⋅ , (3.1) 
 
where LOf  is the frequency used, and rect tΔ  the rectangular function of width tΔ . 
Synchronization
Local 
Oscillator 
Coherent 
demodulation
Data 
acquisition 
)(tr )(ty
Local 
Oscillator 
Pulse 
Generator 
)(ts
FIG. 3.1: Direct pulse measurement 
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If the channel impulse response is denoted by ),( th τ , the received signal )(tr  can be 
written as: 
 ( ) ( , ) ( )r t h t s tτ= ∗ , (3.2) 
 
where ∗  is the convolution operator. After coherent demodulation, the signal )(tr  
becomes: 
 1( ) ( ) rect ( )
2 t
y t h t tΔ= ∗  (3.3) 
 
Matched filter measurement: To improve the SNR (Signal to Noise Ratio), matched 
filtering can be used, in association with a transmitted pseudorandom noise (PN) signal of 
maximal length [17, 19]. The system considered is then in Figure 3.2, and the signal sent 
is: 
 ( ) ( ) cos(2 )LOs t c t f tπ= ⋅ ⋅   (3.4) 
 
where )(tc  is the PN code used (Figure 3.3). The impulse response of the ideal matched 
filter (assuming white noise) is a time-reversed scaled version of the signal )(tc : 
 1( ) ( )MF C
C
h t c LT t
LT
= −  (3.5) 
 
t
)(tc
1+
1−
CLTCT
FIG. 3.3: PN code of length L, chip length TC 
Synchronization
Local 
Oscillator 
Coherent 
demodulation
Data 
acquisition
)(tr )(tyMatched 
filter 
Local 
Oscillator 
PN 
Generator 
)(ts)(tc
FIG. 3.2: Matched filtering measurement 
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where cL  is the length of the code and CT  the period of a chip code. Assuming the 
channel being stationary over c CL T , one can derive the output signal )(ty : 
 1( ) ( , ) ( )
2 c
y t h t Rτ τ= ∗  (3.6) 
 
where )(τcR  is the autocorrelation function of the signal )(tc  (Figure 3.4). If the channel 
impulse response has a maximum length of c CL T  in the delay domain: 
 0),( =th τ    for [ ]0; c cL Tτ ∉  (3.7) 
 
Then the output signal )(ty  can be rewritten as: 
 ),)((
2
1)( 0 tnLTtRhty Cc −∗=    for [ ]; ( 1)c cnLT n LTτ ∈ +  (3.8) 
 
where )(0 tRc  is the function )(tRc restricted on [ ]2/;2/ cc LTLT−  
 
Sliding correlator measurement: This method is also known as Cox correlator, being 
originally introduced by Donald C. Cox in 1972 [20]. Its principle (Figure 3.5) is to 
multiply the signal received with a slightly slower or quicker copy of the transmitter PN, 
and to subsequently apply a low-pass filter [17, 19]. 
 'c cf f f= ± Δ  (3.9) 
 
where cf  is the frequency of the PN code at the transmitter, and 'cf  the frequency of its 
copy at the receiver. This operation dilates the time of the channel impulse response, 
)(τcR
τ
1
0 CLTL/1−
CT2
FIG. 3.4: Autocorrelation of a PN code of length Lc 
(case of a maximum-length sequence [19]) 
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therefore reducing the measurement bandwidth and minimizing the hardware 
requirements. This bandwidth compression is obtained at the cost of measurement time. 
The output signal )(ty  can also here be derived with the method used in the previous 
paragraph: 
 ⎟⎟⎠
⎞⎜⎜⎝
⎛ −∗= tnLTtRhty Cc ,)(2
1)( 0 γ    for [ [; ( 1)c cnLT n LTτ ∈ +  (3.10) 
 
where 
'ff
f
cc
c
−=γ  is the dilatation factor. For instance, in [20], fc =10 MHz, 
2c cf ' f= − kHz, and hence =γ 5000. 
 
Sequential channel sounding: The acquisition of the MIMO response is done 
sequentially, thanks to switching sequences at transmitter and receiver, as presented in 
Figure 3.6 for a 3x3 MIMO channel sounding. Hence, the switching process needs 
precise synchronization. A rubidium clock is usually used for this purpose. The rubidium 
clock is also synchronizing the whole system, if no cable is used, as seen in Figures 3.1, 
3.2 and 3.5.  
A full Tx-Rx switching sequence is called a snapshot. The switching process should be 
fast enough to fulfill the hypothesis that the channel is invariant over the whole snapshot. 
Note the guard interval (one blank period, in green on the graph) used to avoid switching 
transients. 
 
TKK channel sounder: The details of the channel sounder whose results are used in this 
work [21, 22] are given in Table 3.1.  
 
Local 
Oscillator 
PN code 
generator, 
rate fc 
)(ts
Synchronization
FIG. 3.5: Sliding correlator measurement 
Local 
Oscillator 
Coherent 
demodulation
Data 
acquisition
)(tr )(tySliding 
correlator 
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generator, 
rate fc’ 
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III – 2. Data extracting algorithms 
 
Various algorithms exist to extract the space-time channel characteristics from the 
channel sounder output. Beamforming is usually described as the simplest and most 
robust method: it can be seen as Fourier processing, and its simplest form corresponds to 
pointing the antenna array to a given direction. In contrast to it, the so-called super-
resolution algorithms are more sophisticated and more precise methods. Their reliability 
is nonetheless not clearly established. These high-resolution methods can be classified in 
3 groups: spectral estimation (MUSIC – Multiple Signal Classification – algorithm), 
parametric subspace-based estimation (ESPRIT –Estimation of Signal Parameter Via 
Rotational Invariance Techniques– algorithm), and deterministic parameter estimation 
Tx Rx 
Tx switching 
sequence 
Rx switching 
sequence 
Rubidium reference 
synchronization 
FIG. 3.6: Simplified principle of a sequential 3x3 MIMO channel sounding 
1 
2 
3 
1 
2 
3 
Tx 
Rx 
Tobs=LcTc 
Tsnapshot=2 NTxNRx LcTc 
guard intervals 
TABLE 3.1: TKK channel sounder 
Central frequency 5.3  GHz 
M easurement m ethod matched filtering slid ing correlator 
PN code used maximum length code 
length of 255, chip rate of 60 M Hz 
M IM O system size 30x30 
Sequential channel sounding one snapshot measurement in 8.7 ms 
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(SAGE – Space-Alternating Generalized Expectation-maximization). The present study 
will concentrate on the first method, for its simplicity and robustness, and on the last 
method for its suitability for MIMO channel analysis (i.e. beamforming and SAGE). 
 
Beamforming: The principle of beamforming [1] is fairly intuitive: the signals received 
at the different antennas of the antenna array are multiplied by complex numbered 
weights kw  (Figure 3.7), aiming the array into a specific direction, that is, “forming a 
beam”. 
 
Using the notation introduced in the previous chapter, the output of the beamformer can 
be expressed as (cf. Figure 3.7): 
 * H
1
( ) ( ) ( )
L
BF l l
l
y t w y t t
=
= ⋅ = ⋅∑ w y  (3.11) 
 
with T1[ , ... , ]Lw w=w , and where Hw stands for the Hermitian of w , i.e. ( )H *tr=w w . 
Different beamformers exist, depending on the weights chosen. Two different types of 
weights are presented here. 
 
Conventional Beamformer (or Bartlett Beamformer, or delay-and-sum beamformer): 
This method is a natural extension of classical Fourier-based spectral analysis. Weights 
are chosen to steer the array in the look direction 0 0( , )ϕ θ  while maximizing the SNR. If 
0 0( , ) ( , )s sϕ θ ϕ θ= , then ( )ty  can be written as: 
 
1,
( ) ( ) ( ) ( )
M
s i
i i s
t t t t
= ≠
⎛ ⎞= + +⎜ ⎟⎝ ⎠∑y y y n  (3.12) 
FIG. 3.7: Beamformer structure 
+
*
1w
*
Lw
1( )y t
( )Ly t
( )BFy t*
lw
( )ly t
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As the signal wanted is ( )s ty , the right part of the addition can be considered as a noise 
( )s tN . If the following simplified version of equation (2.6) is considered: 
 ( ) ( ) ( , )s s s st x t ϕ θ= ⋅y C , (3.13) 
 
where ( , )ϕ θC  is the Rx steering vector, i.e. the gain of the Rx antenna array, in the 
direction ( , )ϕ θ , and ( )sx t  the signal from sth ray path arriving at the Rx, then 
maximizing the SNR through matched filtering leads to the following weights: 
 1 0 0( , )C ϕ θ−∝ ⋅sw R C , (3.14) 
 
with sR  being the correlation matrix of the noise ( )s tN , defined by: 
 H[ ( ) ( )]s sE t t= ⋅sR N N  (3.15) 
 
Assuming that the noise is uncorrelated, and that there are no directional interferences, 
one can choose the following values of the weights: 
 0
0
C N
= Cw , (3.16) 
 
where 0 0 0( , )ϕ θ=C C , and H0 0 0N = ⋅C C . This settles a unity response in the look 
direction. Further details on how to derive these weights can be found in [1]. The output 
of the beamformer with this Cw  is then: 
 H( ) ( ) ( )BF s Cy t x t t= + ⋅w n  (3.17) 
 
It follows that the mean power yP  of the output can be expressed as: 
 y s nP p p= + , (3.18) 
 
where sp  is the power of the ray  in the look direction, and np  the noise power (related to 
H ( )C t⋅w n ). Hence the mean power after conventional beamforming is equal to the power 
of the source in the direction in which the receiver was directed. The present 
beamforming method is therefore equivalent to pointing the Rx antenna array to a certain 
direction mechanically. 
 
Optimal Beamformer (or Capon Beamformer): 
The previous method is based on the assumption that no directional interference happens, 
which is generally not the case in practice: high level sidelobes tend to appear. 
Nevertheless, the calculation can be resumed from the matched filtering formula (3.14), 
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given that SNR is maximal. If the beamformer response in the look direction is set to 
unity, i.e., 0 1
H =w C , the following weights are obtained: 
 
1
0
1
0 0
opt H
−
−= R Cw C R C
s
s
 (3.19) 
 
In practice the matrix R s  cannot easily be obtained. As a consequence, it is interesting to 
express the weights as a function of the correlation matrix R  of the total received signal 
( )ty . Using (3.12), 
 0 0
H
sp= +R R C Cs , (3.20) 
 
The inverse of sR can then be derived in terms of R  [1]: 
 
1 1
1 1 0 0
1
0 01
H
s
H
s
p
p
− −
− −
−= + −
R C C RR R
C R Cs
 (3.21) 
 
yielding to the following expression of the weights: 
 
1
0
1
0 0
opt H
−
−= R Cw C R C  (3.22) 
 
One can prove that the coefficients of optimal beamforming verify: 
 ( )0arg min 1Hopt yP= =
w
w w C , (3.23) 
 
that is, the weights correspond to the minimal power maintaining a unity gain in the 
direction ),( 00 θφ . This can be understood as a sharp bandpass filter. The method is this 
way focusing on cancelling the signal in the directions of other sources, at the expense of 
noise cancelling ability in the look direction. 
 
SAGE (Space-Alternating Generalized Expectation-Maximization): SAGE is a high-
resolution algorithm allowing joint estimation of complex weight, relative delay, 
direction of departure and arrival, as well as Doppler frequency. The algorithm itself has 
been introduced by Fessler and Hero in 1994 [23], but its application to the MIMO 
channel data extraction has been extended only later by Fleury in 1999 and 2002 [24]. A 
quick overview is presented in this subsection. 
SAGE is based on an expectation-maximization (EM) method. The SAGE iteration step 
introduced in the flow graph (Figure 3.8) consists of two steps: 
The expectation step: The initial goal of SAGE is to estimate the contribution ( )i ty  of a 
ray i by maximizing the loglikelihood function associated ( , )i iΛ θ y , where iθ  is the set 
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of parameters associated with ith ray: its directions of departure and arrival, its 
propagation delay, Doppler frequency and complex amplitude. The problem is that ( )i ty , 
and hence ( , )i iΛ θ y , is not observable. Nevertheless, the key idea of EM-like algorithms 
is to estimate ( , )i iΛ θ y  based on the observation of the total received signal ( )ty  and 
assuming a guess θ  of θ , matrix containing all the iθ . It can then be shown that [24]: 
  l[ ( , ( )) | ( )] ( , ( ))i ii iE t t tΛ = Λθ θ y y θ y  (3.24) 
 
with l  
1,
( ) [ ( ) | ( )] ( ) ( , )
M
ki i
k k i
t E t t t t
= ≠
= = − ∑θy y y y y θ , where Eθ  is the estimator based on the 
θ  estimate of θ , and ( , )kty θ  the contribution of a ray with parameters  kθ . 
The maximization step: an estimate of iθ  is then given by: 
 l largmax ( ( , ( )))
ii i i
t= Λ' θθ θ y  (3.25) 
 
The maximization of the parameters is done one-by-one: delay, DoA elevation, DoA 
azimuth, DoD elevation, DoD azimuth, Doppler shift, complex amplitude. 
The M iteration steps (for rays 1,…, M) then make one SAGE iteration cycle. During one 
such cycle, each parameter vector iθ  is estimated once. The cycles (Figure 2.8) stop 
when a given convergence criterion is achieved. 
Note that a maximum number of rays (M) is subsequently introduced. 
 
Yes
No 
Initialization 
n := 0 
For i = 1,…, M 
SAGE iteration step
Convergence? 
ˆ( )nθ
ˆ( 1)n +θ
ˆ
SAGEθ
ˆ(0)θ
 : 1n n= +
FIG. 3.8: Flow graph of SAGE algorithm 
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III – 3. Measured parameters and representations 
 
Measured parameters: The final goal of the thesis being capacity coverage prediction, 
the important parameters are of course pathloss, but also rms (root mean square) delay 
and angle spreads, which both give information about the correlation of the different 
paths. Indeed the path correlation influences directly the capacity, hence coverage. For a 
better understanding of delay spread, study of the PDPs (Power Delay Profiles) is also 
conducted. The rms delay spread is defined as follows: 
 
22
1
 
2
1
( )
paths
paths
N
i i
i
rms spread N
i
i
E
E
τ τ
τ =
=
−
=
∑
∑
, (3.26) 
 
where iτ  is the delay of path i, iE  its complex amplitude, pathsN  the number of paths and 
τ  the mean delay: 
 
2
1
2
1
paths
paths
N
i i
i
N
i
i
E
E
τ
τ =
=
=
∑
∑
. (3.27) 
 
And similarly, the azimuth (or elevation) angular spread: 
 
22
1
2
1
paths
paths
N
i i
i
spread N
i
i
E
E
ϕ
φ =
=
Δ
=
∑
∑
, (3.28) 
 
where i iϕ ϕ ϕΔ = −  such as ] ],  iϕ π πΔ ∈ − , with iϕ  the azimuth (or elevation) angle of 
path i (departure or arrival)and  
 2 22
1 1
atan sin , cos
paths pathsN N
i i i i
i i
E Eϕ ϕ ϕ
= =
⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠∑ ∑  (3.29) 
 
where ( )2atan ,y x  is the arctangent of /y x , taking into account the sign of both 
parameters to determine the quadrant of the returned value. This “mean” value ϕ  does 
not minimize the angular spread: it corresponds to the angle defined by the center of mass 
of the angles weighted by the powers of the corresponding paths. Some authors (see e.g. 
annex A in 3GPP channel model [6]) prefer to define the angular spread as the minimum 
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over all angles taken as mean value, or to use a 3D angular spread [25]. However, all 
these angular spread values still indicate a correlation level of the different paths. 
 
Representations: Ray tracing, beamforming and SAGE all provide the multipath 
components: Direction of Arrival (DoA), Direction of Departure (DoD), delay profile and 
complex power profile with polarization information. Different representations can be 
derived from those and are presented in this part. The parameters of interest in the frame 
of this thesis will then be introduced. 
 
 The angle-delay power profile showed in Figure 3.9 gives the azimuth angles of 
arrival (angular axe) and the delay (radial axe) of the different paths, summed 
over all snapshots, and power information is given by the colorbar. The delays are 
normalized: the 0 ns reference corresponds to the shortest path. This graph allows 
identifying the different groups of rays. On the graph presented, we can e.g. see 3 
“waves” of rays arriving from the top (angle of 90°). 
 
 The delay/snapshot power profile in Figure 3.10 gives the delay of the paths as a 
function of the traveled distance of the receiver, and colors again indicate the 
power. It corresponds to the variations of a Power Delay Profile (PDP), thus 
allowing observing the behavior of the shortest path and the dependence of the 
PDP on the environment. For instance in Figure 3.10, the receiver is turning at 
47 m to a parallel street (from a perpendicular street), thus reducing the spectrum 
power and the spread of delays. 
FIG. 3.9: Delay angular profile 
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 The 3D graph of Figure 3.11 shows the Direction of Arrival (DoA) of all the rays 
over a specified distance. Power information is displayed through the color 
gradation. This 3D graph allows a better view of angular information than the two 
traditional 2D graphs (azimuth angle of arrival and elevation angle of arrival), 
which disregard the horizontal/vertical correlation. From Figure 2.11 it can be 
inferred that the spread of elevation angle corresponds to a given azimuth angle, 
and vice-versa. 
FIG. 3.10: Delay/snapshot profile 
FIG. 3.11: 3D direction of arrival profile 
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 Through Figure 3.12, one can see the impact of the environment; the channel 
characteristics are displayed on the geographical map by color gradation. Here the 
information considered is the rms delay spread calculated from ray tracing; the 
LOS/NLOS distinction can be clearly seen (base station location on the right, 
indicated by BS). 
 
 More traditional graphs are also of great interest, such as e.g. the power delay 
profile (see Figure 3.13), or the azimuth angular spread (Figure 3.14). The PDP 
displayed here shows the continuous PDP derived from Channel Impulse 
Responses (CIR), and the discrete one given by ray tracing, whereas the presented 
azimuth angular spreads are derived from SAGE (blue curve) and beamforming 
(green curve). 
 
Comparison is difficult if the representation is different from the usual 2D graphs, 
nonetheless the other types of graphs are still interesting for understanding the channel 
and when investigating it on a precise matter.  
BS 
FIG. 3.12: Delay spread map 
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FIG. 3.13: Power delay profile 
FIG. 3.14: Azimuth angular spread 
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IV – Measurements and results 
 
In this part the measurement equipment and campaign are first presented. Then, now that 
the two types of relevant methods have been introduced, together with the key channel 
parameters, a comparison between the deterministic method ray tracing and the data 
extracted from measurements is conducted, based on delay and angular spreads.  
 
IV – 1. Environment, sounder characteristics and 
parameters of algorithms 
 
Channel measurements were performed on April 19, 2004 during the evening (21:00-
23:30) in the center of Helsinki for a center frequency of 5.3 GHz, by means of a 
wideband MIMO radio channel sounder developed at  Helsinki University of Technology 
[21, 22]. The channel measurement is done first by a matched filtering sliding correlator, 
later by direct digital sampling, where the impulse response is detected by digital post 
processing [21]. In the transmitter, the 5.3 GHz carrier is modulated by a maximum 
length pseudo-noise code at a chip rate of 60 MHz.  
FIG. 4.1: Antenna arrays and corresponding measured amplitude responses 
(c) (d)
(a) (b)
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The MIMO matrix of the measurement was limited to a 32x32 size.This limitation was 
chosen for the following reasons: hardware complexity, amount of measurement data and 
measurement coherence time. 
The transmitting antenna was a 4x4 slanted dual-polarized planar array (Figure 4.1a). The 
3D antenna gain is displayed in Figure 4.1c, highlighting the directivity of the antenna. 
This planar array was located on a crane at 10 m height. The transmitter is therefore 
below the rooftops of surrounding buildings, as those are at a height of 25 m on average: 
it corresponds to a microcell configuration. One channel is disconnected to connect a load 
on the switch, and another to a discone antenna, both to provide calibration data for 
offline processing. The transmitting power was 36 dBm. 
The receiving antenna was a semi-spherical antenna array with 21 dual-polarized 
elements (Figure 4.1b); only the 15 lowest elements were used (elements between the two 
red lines on the Figure 4.1b). The MIMO system considered is thus 30x30. The 3D 
antenna gain is displayed in Figure 4.1d; the antenna array behaves like an 
omnidirectional antenna in the horizontal plane, but in the vertical plane its visibility is 
limited outside the elevation interval [-40°; 40]. The receiver was moved along 
microcellular routes (Figure 4.2) on a trolley, at a height of 1.6 m, measuring the channel 
approximately every fourth of wavelength (thus every 1.4 cm). 
In this study, we will only consider the first 5 routes, which correspond to two transversal 
streets in the vicinity of the transmitter (Figures 4.2 and 4.3). The total distance traveled 
is then about 250 m, and the Tx-Rx distance varies between 75 and 170 m. In the 
following, routes 1, 2 and 3 are logically referred as 1st street, and routes 4 and 5 as 2nd 
street. The Figure 4.4 represents the map data used in ray tracing, which also takes into 
FIG. 4.2: Measurement routes considered (1 to 5) 
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account the Digital Terrain Model (DTM), i.e. the ground heights (Figure 4.5). The 
precision of the map is 1 cm (accuracy of about 1 m) in horizontal plane (Figure 4.4) and 
1 m in the vertical plane (Figure 4.5). The map just contains the different buildings with 
their heights, no details, such as balconies, wall irregularities, street furniture (lamp posts, 
bus stops, street signs, benches, …), are provided. The inaccuracy of the map and its 
limited content will naturally influence ray tracing results. 
 
The SAGE results have been provided by Elektrobit’s ISIS software. The maximum 
number of paths for the SAGE algorithm has been set to 30, and for the beamforming 
method to 100 (a limit of 50 paths per polarization at the receiver; this limit hasn’t been 
reached on the routes considered). The SAGE limit is nevertheless quite restrictive, 
especially in LOS (Line Of Sight) case. Actually, the algorithm is then “blinded” by the 
strong direct path: it often finds 30 paths really close (in delay scale) to the direct path. 
4
1
2
5
Tx
1 245
FIG. 4.3: Views of the measurement routes  
(see eye markers on Figure 4.2) 
(a) (b) 
(c) (d) 
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Note that SAGE computation time is already about one week per route (there are 
approximately 3000 snapshots per route), and the calculation time grows exponentially, 
hence this limit is still judicious in the frame of this thesis. 
FIG. 4.5: Heights on the studied zone
FIG. 4.4: Map data
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The restriction on ray tracing is 1 diffraction, 5 reflections, and no reflections occurring 
after diffraction (note that a diffraction point behaves actually as a secondary source). 
These parameters have been set as the best quality/computation time tradeoff. It has 
moreover been observed that a ray which undergoes more than 1 diffraction, or more than 
5 reflections, doesn’t have a significant contribution to the different channel 
characteristics considered. For the two measurement streets, the calculation took tens of 
seconds (1 meter resolution, thus about 250 points), but if the calculation is extended to 
the whole zone displayed in Figures 4.3 and 4.4, the computation time was about 30 
minutes (5 meter resolution, thus around 30,000 points). 
 
 
 
IV – 2. Comparisons between SAGE and Ray Tracing 
 
As discussed previously in III.3, the first comparisons will be based on pathloss, PDP, 
delay spread and azimuth angular spread. Beamforming would only be used when path 
information can be seen (i.e. only for PDPs). Indeed SAGE omits the paths far in delay 
from the strongest path, due to the 30 paths limitation. As mentioned previously, this 
limitation might influence the results especially in LOS cases. But, even if beamforming 
finds rays further delay-wise, its angular resolution (about 30°) makes the path separation 
difficult next to the strongest path, thus biasing the delay and angular spread values (in 
case of several paths in a close delay range). 
 
Pathloss: Ray tracing has already been proven effective for pathloss prediction in many 
publications, and also, in particular, for the software used in this work. However, a quick 
comparison along the 2 streets is still made between ray tracing and SAGE (Figure 4.6, 
together with Tx-Rx distance). The mean difference is then 0.02 dB, and the standard 
deviation is 4.45 dB. Note that SAGE results have been normalized to minimize the mean 
error, as no absolute power is provided. The values displayed in Figure 4.6 are derived 
considering antenna gain and transmitted power. 
FIG. 4.6: Pathloss derived from SAGE and RT
─ SAGE 
─ RT 
─ dRx-Tx 
[d
B
] 
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Power delay profiles: In order to have a reliable reference, the power delay profile is 
also derived from the channel impulse responses (CIRs). The comparison of PDPs 
derived from CIR, ray tracing, SAGE and beamforming has been conducted for several 
dozens of snapshots, among which two representative snapshots are here presented in 
Figures 4.7 (NLOS case) and 4.8 (LOS case). Powers have been normalized for each 
snapshot, and time scales have been translated so that the different quickest rays coincide. 
The PDPs derived from the different methods seem coherent (Figures 4.7 and 4.8). The 
slopes are the same for SAGE, beamforming and CIR in NLOS and LOS, but ray tracing 
FIG. 4.7: NLOS Power Delay Profiles from RT, SAGE, Beamforming and CIR 
(beginning of route 3) 
FIG. 4.8: LOS Power Delay Profiles from RT, SAGE, Beamforming and CIR 
(beginning of route 2) 
Wideband Channel Characterization: Simulation and Measurements Analysis Florian Dupuy 
   
 38  
results produce a higher slope, overestimating the power of the first rays. Nonetheless, 
this is compensated by the fact that these first rays are scarce compared to those derived 
from SAGE: e.g., in Figure 4.7, ray tracing only finds 2 rays next to the quickest path, 
instead of 5 rays for SAGE, but for ray tracing the quickest ray is 15 dB stronger than all 
other rays, instead of 5 dB for SAGE. These 5 different rays derived from SAGE have 
moreover close spatial components (DoA and DoD), and thus might correspond to a 
single path. Besides, the results of the comparisons made in the next pages support this 
compensation hypothesis. 
The limitation of number of paths in SAGE can also clearly be seen, especially in the 
LOS case, where the method is “blinded” by the strongest ray. In addition beamforming 
and ray tracing derive rays quite far from the strongest ray (delay-wise): SAGE does not 
find rays with a delay above 500 ns, while for beamforming the limit is around 1000 ns, 
and for ray tracing’s 1500 ns. On a (normalized) power scale, the resolution range is 
about 20 dB for SAGE, 25 dB for beamforming and more than 50 dB for ray tracing. 
 
(RMS) Delay spreads: Next to Line of Sight, the two derived delay spreads (Figure 4.9) 
closely follow the same variations: low values in LOS, increasing when getting away 
from LOS. But RT does not coincide well with SAGE further than 20 meters from LOS 
position, especially 80 meters from LOS: on both streets the delay spread derived from 
ray tracing is then decreasing too abruptly compared to SAGE delay spread. In both cases 
it corresponds to one of the strongest path which is at this distance obstructed by a 
building; in ray tracing the path does not go through, whereas in  reality, according to 
SAGE, the power of this path is attenuated but it is still reaching the receiver (thanks to 
the beamwidth of the ray, or a curved path). 
In addition, note that, based on SAGE results, the variations at LOS/NLOS limit are not 
really steep, contrary to azimuth angular spread. As an important difference of path 
correlation level between LOS and NLOS was expected, delay spread might not be a 
good path correlation indicator for these zones. 
FIG. 4.9: Delay spreads derived from SAGE and RT 
1st street 2nd  streetLOS LOS 
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Azimuth angular spreads: RT azimuth angle spread follows the same variation as 
SAGE, in LOS and NLOS conditions (Figure 4.10). No major difference between the two 
methods can be noted, and the visible differences between the curves in Figure 4.10 are 
statistically reasonably small (Table 4.1). Some peaks in LOS can be noticed which were 
also present in delay spread comparison. One possible reason can be seen in Figure 4.3a: 
one can notice the tramway stop which is between transmitter and receiver on the zone of 
interest. It is probably provoking a higher spread in angle and delay domains by 
diffracting or reflecting the rays. It is also interesting to note the high values in the 
vicinity of LOS, due to diffraction by the building edges, with a jump from a low spread 
(around 10°) in LOS to a high spread (around 70°) in NLOS, in less than 10 m. Capacity 
will undergo a similar steep increase in these zones, as moreover the SNR is there still 
high. 
FIG. 4.10: Azimuth angular spreads derived from SAGE and RT 
(a) 1st street, (b) 2nd  street 
(a) (b) 
LOS LOS 
 mean difference standard deviation 
1st  street  1.9° 18.5°
2nd   street  5.5° 18.2° 
  
TABLE 4.1: Azimuth angular spreads derived from SAGE and RT: statistics 
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V – Application: capacity coverage 
 
Ray tracing prediction of delay spread and azimuth angular spread agree with SAGE 
results on a global scale. Capacity coverage does not usually provide a 1x1 m² or finer 
resolution map, but rather a 5x5 - 10x10 m². Hence, the comparison can proceed: 
capacity itself will now be computed and ray tracing and SAGE compared based on this 
parameter, with the final goal of providing capacity coverage. 
 
V-1 MIMO capacity  
 
The channel capacity of a memoryless wireless channel, with random variable X as input 
and random variable Y as output, is defined as [26] 
 
( )
max ( ; )
p x
X Y=C I  (5.1) 
 
where the maximization is done over all ( )p x  possible statistical distributions for the 
transmitter. ( ; )X YI  is the mutual information between random variables X  and Y , 
which can be written as 
 ( ; ) ( ) ( | )X Y Y Y X= −I H H , (5.2) 
 
with ( )YH  being the entropy of random variable Y, and ( | )Y XH  the conditional 
entropy of Y given X. The equality states that the mutual information of X and Y is the 
entropy (i.e. uncertainty, i.e. information) at the receiver, of which should be subtracted 
the entropy of Y given that the value of X is known (Figure 5.1). 
 
FIG. 5.1: Entropy and mutual information
( ; )X YI
( | )Y XH
( | )X YH
( )YH( )XH
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A R TN N×  MIMO system is usually represented by the following notation (narrowband 
AWGN -Additive White Gaussian Noise- channel model): 
 =y Hx + n . (5.3) 
 
The ergodic channel capacity of the random MIMO channel considered represents the 
average value of the capacity over the distribution of the channel matrix H . It can then 
be expressed as [27] 
 { }
0( )|
max ( )
Tx
H p x P P
E
≤
= x ; yC I , (5.4) 
 
where HE  is the expectation over the channel realizations, and 0TxP P≤  the constraint in 
the total transmitting power, which can also be written as 
 0( )tr P≤φ , (5.5) 
 
with 0P  the maximum total transmitting power, and { }HE= xxφ  being the covariance 
matrix of the transmitted signal x , knowing that 
 { } { } { }H H H( ) ( ) ( )TxP E E tr E tr tr= = = =x x x x xx φ . (5.6) 
 
Another measure often used for expressing channel capacity is the outage channel 
capacity. It quantifies a level of performance guaranteed with a certain level of 
confidence: the q% outage capacity represents the capacity guaranteed for (100 – q)% of 
the channel realization [27]. 
 { }
0
% ( )|
max (  ; ) %
Tx
q outagep x P P
q
≤
< =x yP I C . (5.7) 
 
By using (5.2) and (5.3), the mutual information can be written as 
 (  ; )x yI  ( ) ( |  )= − = +y y Hx n xH H  
 ( ) ( )= −y nH H , (5.8) 
 
making the reasonable assumption that the transmitted signal x  and the noise n  are 
independent. As ( )nH  is fixed, we only need to maximize ( )yH . The entropy ( )zH  of 
a complex random variable is maximized when z  is a circularly symmetric complex 
Gaussian [28], and 
 ( ) logz eπ= QH , (5.9) 
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where Q  denotes the covariance matrix of z ,  and .   the determinant operation. If x  is 
a circularly symmetric complex Gaussian, then so is Hx  [28]. Assuming the noise is also 
circularly symmetric, equation (5.8) can then be simplified as follows [27, 28]: 
 H 12( ) log ( )RN n
−= +x ; y I H H RI φ , (5.10) 
 
where nR  is the covariance matrix of the noise. Without knowledge of the channel, 
choosing 0
TN
T
P
N
= Iφ  (i.e. uniform power distribution at the transmitter and independent 
ix ) is maximizing the mutual information. Assuming that the different components of the 
noise vector are uncorrelated, 2
Tn n N
σ=R I  and the ergodic capacity of the AWGN 
MIMO channel can eventually be expressed as [27] 
 H02 2log RH N
n T
PE
Nσ
⎧ ⎫⎪ ⎪= +⎨ ⎬⎪ ⎪⎩ ⎭
I HHC , (5.11) 
 
2
nσ  being the noise power. If considering the normalized channel matrix iH , obtained as 
follows: 
 i
Frα=
HH , (5.12) 
 
where FFr
R TN N
α = H , the average SNR at each receiver branch ρ  can be defined in 
terms of the total transmitted power 0P  and of the noise power 
2
nσ  [29] 
 02
n
Pρ σ= . (5.13) 
 
This can be intuited by looking into the relations linking ρ  and 0P : 
 
2 2
2
0 21 1 1 0
2 2 2 2 2
R R TN N N
i ik k
Rx R i i k F
Fr
n R n R n R T n n
y H x P HP N P
N N N N
ρ ασ σ σ σ σ
= = == = ≤ = =
∑ ∑∑
 (5.14) 
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Hence equation (5.11) can then be expressed in terms of ρ  and iH  [30]: (Foschini-
Telatar formula) 
 iiH2log RH N
T
E
N
ρ⎧ ⎫⎪ ⎪= +⎨ ⎬⎪ ⎪⎩ ⎭
I HHC  (5.15) 
 
Using the eigenvalue decomposition of HHH  in (5.11) (as HHH  is hermitian), or the 
singular value decomposition of H , one can also obtain an alternative expression of the 
capacity [27]: 
 
( )
0
2 2
1
log 1
rank
H i
i n T
PE
N
λσ=
⎧ ⎫⎛ ⎞⎪ ⎪= +⎨ ⎬⎜ ⎟⎪ ⎪⎝ ⎠⎩ ⎭∑
H
C  (5.16) 
or again: 
  
( )
20
2 2
1
log 1
rank
H i
i n T
PE
N
μσ=
⎧ ⎫⎛ ⎞⎪ ⎪= +⎨ ⎬⎜ ⎟⎪ ⎪⎝ ⎠⎩ ⎭∑
H
C  (5.17) 
 
where the iλ  are the eigenvalues of HHH  and iμ  the singular values of H ; this 
underlines better the parallel subchannels underlying in the MIMO system than equations 
(5.11) or (5.15). It also brings to light the linear grow with N of the N x N MIMO 
capacity. 
 
 
 
V-2 Coverage planning 
 
Channel reconstruction: The measurement campaign considered in this thesis is using a 
30x30 MIMO system. To derive coverage, amore realistic system (and antennas) should 
be used. To that end, a channel reconstruction tool called MEBAT is used [31, 32]. The 
channel responses are derived from the antenna radiation patterns at the transmitter and 
the receiver, and from the channel parameters (directions of departure and arrival, 
received signal for different polarizations) derived by SAGE or ray tracing (Figure 5.2). 
The delays are not taken into account, as a narrowband assumption is made to decrease 
the computational burden. 
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The dimension of the MIMO system chosen is 4x4. The antenna arrays used are both 
dual-polarized. Considered polarizations are vertical and horizontal polarizations. The 
transmitting antenna is west-oriented like in the measurements, and consists of two half-
wavelength dual-polarized square patches pointing the same direction (Figure 5.3). The 
receiving antenna is an array of half-wavelength dipoles (Figure 5.4). 
 
Random phases method: Ray tracing and high-resolution algorithms results provide just 
one realization of the channel, as only one single measurement has been done for a given 
position. The computation of the capacity CDF (Cumulate Distribution Function) would 
in fact require a large number of measurements for each point, slightly moving the 
scatterers and the antenna arrays between two successive measurements. This huge effort 
can be avoided by emulating the channel randomness; the phases of the multipath 
complex amplitudes are randomly changed [33]. These phases are actually often 
considered as uniformly distributed random variable [34], whose different realizations 
represents the movements of the receiver (or the transmitter) and of the scatterers. 
Moreover this method also eludes the problem of calculating phases for ray tracing, as the 
various approximations (propagation model, map data, …) hinder a reliable estimation of 
the phases. 
 
As in [33], a quick study has been made to justify the use of random phases. The channel 
realization considered was obtained from the measurements through SAGE algorithm, 
and average SNR at each receiver branch was supposed to be 10 dB. The CDF of the 
capacity was calculated with 3 different methods: 
(i) at a given snapshot with the random phases method (10,000 occurrences) 
(ii) with 9 samples of the channel matrix, obtained by moving the receiver 
forward/backward by steps of 4λ  (corresponding to the distance between two 
consecutive snapshots in measurements) 
(iii) simulating the previous mentioned movement, through calculation of the phase 
shifts of the multipath components induced by this translation: 
MEBAT 
Rx antenna 
radiation pattern 
(3D complex field values) 
Channel Parameters 
(DoA, DoD, received signal 
for different polarizations) 
Tx antenna 
radiation pattern 
(3D complex field values) 
Channel responses 
FIG. 5.2: MEBAT principle
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FIG. 5.3: Tx antenna array: geometry and amplitude response 
channels 1 and 3 channels 2 and 4
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2λ
z
y2
1
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3
λ position of feed 
dipole 
FIG. 5.4: Rx antenna array: geometry and amplitude response 
channels 1 and 3 channels 2 and 4
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 cos( )
4k k
kλδ λ ϕ φΔ = ⋅Δ = , (5.18) 
 
with a b4 ;  4k ∈ − , where λ  is the wavelength , kδΔ  is the OPD (optical path 
difference) between the reference position and a k -snapshots translated position, 
considering a ray with azimuth direction of arrival φ , and kϕΔ  is the respective 
phase shift (Figure 5.5).  
 
Several (about 20) snapshots were considered. The representative results obtained for one 
of them can be seen in Figure 5.6: the 3 aforementioned methods are displayed together 
with the capacity calculated directly from single channel realization of the measurements. 
The 3 methods always give close results. In this case the measured value (“initial 
capacity” in Figure 5.6) corresponds to the mean capacity of the CDFs of methods (i) and 
(iii). Compared to these two methods, the method (ii) provides a CDF translated of 
1bps/Hz toward smaller values. One possible reason is that that the 4λ  step is too big 
for the considered environment. Nonetheless it is worth mentioning that the random 
phases method might sometimes enhance the capacity by artificially decorrelating the 
different MIMO paths, as the random phases added are independent between the different 
paths. On some snapshots considered the initial capacity actually corresponds to a 20% 
outage capacity, even if on some others (nonetheless rarer) it corresponds to an 80% 
outage capacity. 
Note that the computation time varies between the methods: the random phase method 
took about 60 minutes (MEBAT tool was optimized to get this computation time), 
whereas the 2 others took less than 1 minute. If considered reliable enough, it could thus 
be interesting to use them to estimate the capacity CDF. 
 
FIG. 5.5: Emulated translation method: phase calculation  
3k = −
3 cos( )4k
kλδ φ=−Δ =
4
λ φ
ray 
ray 
wavefront 
Rx original 
position 
1k = −2k = − 1k = 2k =
translation axe 
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Capacity analysis: The route considered is LOS to NLOS route 2 (Figure 4.2): first 15 
meters LOS and then 45 meters NLOS. An AGC (Automatic Gain Control) was supposed 
to be used; hence the SNR was settled, to 10 dB, which is a reasonable value. The effect 
of pathloss is thus neglected, thus the capacity is directly linked to the normalized 
correlation matrix iiHHH . The calculation was done for one snapshot per meter, which 
leads to 60 capacity CDFs. The capacity comparison between SAGE and ray tracing was 
based on the mean (ergodic) value obtained with the random phases method. The 10% or 
90% outage capacities could also have been chosen, but they follow quite the same 
variations (Figure 5.7). The outage values can nonetheless be interesting to derive a 
coverage margin. 
One concern was that ray tracing version used does not provide polarization information. 
It has nonetheless been sidestepped by “emulating” the polarization power 
matrix[ ]VV VH HV HHP P  ; P P . Two methods have been used: 
First method: for all the measurement points considered, each  relative 
polarization power level (of all the paths) was set to a constant value 
Second method: for each measurement point considered, the relative polarization 
power levels (of all the paths) were set to the average value given by SAGE. 
FIG. 5.6: Capacity CDFs derived from different methods  
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Both methods do not consider the different polarizations of the different paths inside one 
snapshot. If the cross-polarization ratios (XPR) are introduced: 
 VVV
VH
PXPR
P
= , (5.19) 
 HHH
HV
PXPR
P
= , (5.20) 
 
these two methods involve to fix the XPRs to a given value, either fixed or calculated 
from SAGE (Figure 5.8). The first method was first fixing the polarization powers to the 
following values, which correspond to the average values observed over the whole 
measurement campaign: 
 3 10 10VV HH HV VHP P dB P dB P dB= + = + = +  (5.21) 
 
which leads this way to: 
 10 ,  7V HXPR dB XPR dB= =  (5.22) 
 
FIG. 5.7: Capacities derived from SAGE 
90% outage 
10% outage 
ergodic (mean) 
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The 3 capacities (capacity derived from SAGE, capacity derived from ray tracing with 
fixed XPR and capacity derived from ray tracing with XPR from SAGE) are displayed in 
Figure 5.9. The global variations are similar: the capacity grows from NLOS to LOS as 
expected; rays are more correlated in LOS and close to LOS areas. The capacity increases 
in the 15 first NLOS meters, and it then tends to become stable. Statistically the 
differences are small (Table 5.1). On a smaller scale, SAGE and ray tracing do not 
always match: e.g. the opposite variations around 15 meters, and the exaggerated 
FIG. 5.8: XPRs on route 2
FIG. 5.9: Capacity comparison
LOS 
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decrease predicted by ray tracing around 38 m. But, once more, the capacity coverage 
does not require the precise small scale variations.  
The two methods of “emulating” polarization provide close results, but some differences 
can nonetheless be noticed, especially in the zones where VXPR  and HXPR  from SAGE 
have close values (cf Figure 5.8; corresponds to LOS zone, around 30 meters and around 
60 meters distance). The fixed XPRs method provides interesting results, as this method 
does not require any additional calculation or measurement and could thus be extended to 
zones with no measurement available.  
 
The two methods, based on different polarization emulation, gave different results; hence 
the dependence of XPRs on capacity will now be investigated. To that end, the first 
method is repeated with different constant values, which also correspond better to SAGE 
average XPRs on the route 2 (see Figure 5.8): 
 13 ,  10   (  3 )V H VV HHXPR dB XPR dB and P P dB= = = + , (5.23) 
 
The capacity obtained is displayed in Figure 5.10 together with previous results of the 
first method. The influence of XPR is clearly highlighted: capacity grows with XPRs, and 
a 3dB increase in XPRs here corresponds to an increase of 0.2 to 0.5 bps/Hz. This 
influence could be checked by a calculation on a simpler 2x2 MIMO system, with dual-
polarized antenna arrays (see Annex A). One possible explanation is that the vertically 
polarized (VP) rays encountering cross-polarization interfere with the corresponding ray 
which was emitted with horizontal polarization (HP). Note in Table 5.1 that these new 
values as well provide better statistical results when compared to SAGE. 
The aforementioned observation on XPR dependence is naturally inseparable from the 
system considered, e.g. if the transmitting antenna array was single-polarized and the 
receiving dual-polarized, then the capacity would probably grow as the XPR decreases. 
   
It results from the comparison with SAGE that the capacity prediction from ray tracing is 
acceptable for capacity coverage purpose, especially with a fixed polarization and the 
values given in (5.23) (see Table 5.1 and Figures 5.9-5.10). Hence the capacity coverage 
derived by ray tracing can be studied. The zone studied is 1150x1050 m² wide (Figure 
5.11). As the number of points considered is about 30,000 with a 5 m resolution grid, the 
TABLE 5.1: Capacities derived from SAGE and RT: statistics 
  mean difference standard deviation 
from SAGE 0.41 bps/Hz 1.08 bps/Hz 
fixed (XPRV=10dB) 0.62 bps/Hz 1.22 bps/Hz 
ra
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fixed (XPRV=13dB) 0.28 bps/Hz 1.10 bps/Hz 
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number of occurrences for the random phases method was decreased from 10,000 to 64. 
One single capacity calculation then takes around 30 seconds of time instead of 1-2 
hours, hence the total computation time is around 10 days. The accuracy of the prediction 
is of course also lower, thus the values should be cautiously interpreted. The changes 
from 16 (which was the number of occurrences originally chosen) to 64 occurrences have 
been studied on the coverage map; the differences were up to 1 bps/Hz. 
The same system described previously, i.e. in particular SNR fixed to 10dB, is first 
considered. The capacity is derived for the whole zone grid from ray tracing, with 
constant values of XPRs from (5.23) (Figure 5.11). The capacity is globally about 
8 bps/Hz, except: 
 in LOS zones (and zones under the influence of those, e.g. the triangles drawn in 
Figure 5.11): the different paths are strongly correlated; the capacity is then 
around 6 bps/Hz; 
 in parallel streets and in wide streets/spaces: capacity reaches up to 10-12 bps/Hz. 
The multipath components are strongly decorrelated, as the different paths 
experienced numerous interactions (edge diffractions, diffraction above rooftops, 
reflections). 
These two types of zone can be also noticed when looking at the azimuth angular and 
delay spreads (Figure 5.12). The relation between angle spread and delay spread is 
nevertheless not really obvious in the perpendicular streets (south-north oriented). Even if 
the different rays are strongly uncorrelated (cf. Figure 5.11), they are possibly arriving in 
a small angle and delay range. 
 
FIG. 5.10: Cross-polarization influence on ergodic capacity 
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FIG. 5.12: Azimuth angular and delay spreads
FIG. 5.11: Capacity coverage map, SNR=10 dB 
TX 
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Nonetheless, an unlimited AGC power, previously assumed by fixing the SNR, is not 
realistic. The capacity was thus derived once more, supposing the AGC is limited to 
30dB± . The SNR was then computed considering a -130dBm noise level (corresponds to 
a high-quality receiver), a desired SNR of 10 dB, and total transmitting power of 1W. 
The pathloss is first studied to predict which zones will be affected (Figure 5.13); 
actually, they correspond to the points having a pathloss outside the [-90dB, -150dB] 
interval. Inside the mentioned interval, the capacity results will be the same as previously, 
outside it they will be increased (SNR higher than 10 dB) or decreased (SNR lower than 
10 dB). This can be checked on the resulting coverage map (Figure 5.14): the zones 
where the pathloss is too low have now a capacity of 4 bps/Hz instead of 6-8 bps/Hz 
previously, and in the vicinity of the transmitter the capacity is 12 bps/Hz instead of 
8 bps/Hz. An interesting observation, which wasn’t visible previously, can be made; the 
capacity coverage is better toward the south than the north. Different reasons might 
explain this; the location of the transmitting antenna (against the northern wall, thus 
discriminating diffractions above rooftops toward the north against those toward the 
south), the streets going quickly uphill to the north, and downhill then uphill to the south 
(Figure 4.5), and the southern wide parallel street (Esplanadi) which acts as a “resonator” 
for paths decorrelation (enhancing the reflections) and thus capacity. Note that the 
geodata used in ray tracing didn’t include the Esplanadi vegetation which might change 
the results. 
It is also interesting to compare the results to a SISO capacity coverage map (Figure 
5.15).  This map has been derived with channels 1 of the antennas presented previously 
(both channels are vertically polarized). First of all, capacity is lower; note that the legend  
FIG. 5.13: Pathloss coverage
TX 
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FIG. 5.14: Capacity coverage map, AGC limited to ±30 dB 
TX 
FIG.5.15 SISO capacity coverage map, AGC limited to ±30 dB 
T
Wideband Channel Characterization: Simulation and Measurements Analysis Florian Dupuy 
   
 55  
had thus to be changed to see the variations. A typical value of the SISO capacity on the 
map is 4 bps/Hz. Then, the only “high-capacity” zone is around the transmitter; unlike the 
MIMO coverage seen previously, no further zone is enhanced by multipath. With this 
antenna configuration, the capacity improvement from SISO to 4x4 MIMO is from 4 to 9 
bps/Hz. 
Supposing the derived capacity values to be reliable, cellular network planning can be 
started based on these results: cell size and reuse distance can be derived. For example, if 
considering a squared cell, for an ergodic MIMO capacity limit of 6 bps/Hz (corresponds 
to 120 Mbps for the 20 MHz bandwidth of 4G LTE –Long Term Evolution), the cell size 
would be about 650x650 m² (200 meters to the north, 450 meters to the south, 200 meters 
to the east, 450 meters to the west: see Figure 5.16).  
 
FIG. 5.16: Possible squared cell associated to the transmitter considered 
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VI – Conclusion 
 
The goal of the thesis was to test the validity of Siradel’s ray tracing software for 
predicting MIMO capacity coverage. Thanks to the developed analysis tools, a 
comparison with the measurements was carried out. This simulation appeared to be 
reliable enough to compute capacity, and a large capacity coverage map was finally 
provided. 
First the path correlation indicators, which are delay spread and azimuth angular spread, 
and then capacity itself, were compared to measurement results. As the deterministic 
propagation models have been derived for a general behavior of large zones, and this 
study concentrates on a really small scale (microcell case with a distance Tx-Rx between 
75 and 170 meters), some differences between simulations and measurements were 
expected. However, the observed differences were sufficiently small not to affect the 
capacity calculation significantly. Without the SNR influence the capacity comparison 
was actually satisfactory on a large scale. As pathloss prediction with ray tracing and thus 
SNR has been shown to be reliable, the used ray tracing tool could then properly predict 
the capacity of the channel for the large scale variations, hence for capacity coverage. 
Eventually, a capacity map of the measurement neighborhood could then be produced 
based on the simulation from Siradel Volcano ray tracing software. A 650x650 m² area 
around the transmitter, with a minimum capacity of 6 bps/Hz corresponding to the very 
high data rates of fixed networks, could then be inferred. This map allows deriving 
capacity coverage of the studied cell, and thus this method, once confirmed to be reliable, 
could be used for cellular network planning. 
 
A few continuation possibilities: The uncertainties of ray tracing-based predictions 
should be thoroughly analyzed to validate the method used. Other measurement 
campaigns could be also used in that end. The prediction of multipath components and 
capacity might as well be improved by e.g. taking into account the influence of non-UTD 
phenomena (diffuse scattering). In addition, the influence of cross-polarization on 
capacity dependence could be further investigated, together with the XPR variation 
(especially XPRV variations). More sophisticated super-resolution algorithms, like EKF 
(Extended Kalman Filter) and RIMAX, could also be used to confirm the comparisons 
made. 
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Annex A: Polarization influence on capacity 
 
A 2x2 dual-polarized MIMO system is considered, with the following channel matrix: 
 HH HV
VH VV
h h
H
h h
⎡ ⎤= ⎢ ⎥⎣ ⎦
 (7.1) 
 
The influence of XPR on capacity is studied for this particular system. Some simple 
XPR-extreme cases and their respective capacity calculated from (5.15) can first be 
studied: 
(i) 
1 1
1 1
H ⎡ ⎤= ⎢ ⎥⎣ ⎦
 ( 0V HXPR XPR⇒ = = ) 
 2log (1 2 )C ρ⇒ = +  (7.2) 
(ii) 
0 1
1 0
H ⎡ ⎤= ⎢ ⎥⎣ ⎦  ( V HXPR XPR⇒ = = −∞ ) 
 22log (1 2 )C ρ ρ⇒ = + +  (7.3) 
(iii) 
1 0
0 1
H ⎡ ⎤= ⎢ ⎥⎣ ⎦
 ( V HXPR XPR⇒ = = +∞ ) 
 22log (1 2 )C ρ ρ⇒ = + +  (7.4) 
 
These extreme cases seem to support that capacity grows together with XPRs absolute 
values. 
The general case is now studied. If we nonetheless suppose that: 
 2 2 2 2 2HH HV VV VH hh h h h P+ = + = , (7.5) 
 
where h FP = H , it can be deduced from (5.11) that: 
 
*0
2
2
0
2
1
4
log
1
4
h
N
H
h
N
P P
E
P P
ξσ
ξ σ
⎧ ⎫+⎪ ⎪⎪ ⎪= ⎨ ⎬⎪ ⎪+⎪ ⎪⎩ ⎭
C  (7.6) 
 
2
20
2 2log 1 4
h
H
N
P PE ξσ
⎧ ⎫⎛ ⎞⎛ ⎞⎪ ⎪⎜ ⎟= + −⎨ ⎬⎜ ⎟⎜ ⎟⎝ ⎠⎪ ⎪⎝ ⎠⎩ ⎭
, (7.7) 
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where ( )* *022 HH VH HV VVN
P h h h hξ σ= + . If the XPRs are artificially increased by lessening the 
two cross-polarizations as follows: 
 'VH VHh h γ=  and 'HV HVh h γ= , (7.8) 
 
where 'VHh  and 'HVh  are the new components of the matrix and 1γ > , the related 'ξ  and 
'hP  can be written as follows: 
 
2
2
2'
ξξ γ=  (7.9) 
 
2 2
2 2
2'
HV VH
h HH VV
h h
P h h γ
+= + +  (7.10) 
 
And the corresponding capacity is then: 
 
2
20
2 2
'' log 1 '
4
h
H
N
P PE ξσ
⎧ ⎫⎛ ⎞⎛ ⎞⎪ ⎪⎜ ⎟= + −⎨ ⎬⎜ ⎟⎜ ⎟⎝ ⎠⎪ ⎪⎝ ⎠⎩ ⎭
C  (7.11) 
 
2
20
2 2log 1 4
h
H
N
P PE ξ βσ
⎧ ⎫⎛ ⎞⎡ ⎤⎛ ⎞⎪ ⎪⎜ ⎟⎢ ⎥= + − +⎨ ⎬⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎪ ⎪⎣ ⎦⎝ ⎠⎩ ⎭
, (7.12) 
with 
 ( ) ( )2 222 2 2 2 202 2 2
0
41 11 4 1 2
4
N
HV VH h HV VH
N
P h h P h h
P
σβ ξγ σ γ
⎛ ⎞⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞= − + − + − + +⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠⎝ ⎠
 (7.13) 
 
If 2 2 2 2, ,HV VH HH VVh h h h , which corresponds to ,  1V HXPR XPR  , then 0β > , and 
thus: 
 ' >C C  (7.14) 
 
In conclusion, with the considered system, it has been showed that capacity increases 
together with the XPRs if ,  1V HXPR XPR   (and symmetrically, capacity decreases 
together with XPRs if ,  1V HXPR XPR  ). This result should also be extended to similar 
dual-polarized MIMO system, as the 4x4 system of the present thesis. 
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