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 
Abstract— WordNet-like Lexical Databases (WLDs) group 
English words into sets of synonyms called “synsets.” Although 
the standard WLDs are being used in many successful Text-
Mining applications, they have the limitation that word-senses 
are considered to represent the meaning associated to their 
corresponding synsets, to the same degree, which is not generally 
true. In order to overcome this limitation, several fuzzy versions 
of synsets have been proposed. A common trait of these studies is 
that, to the best of our knowledge,  they do not aim to produce 
fuzzified versions of the existing WLD's, but build new WLDs 
from scratch, which has limited the attention received from the 
Text-Mining community, many of whose resources and 
applications are based on the existing WLDs. In this study, we 
present an algorithm for constructing fuzzy versions of WLDs of 
any language, given a corpus of documents and a word-sense 
disambiguation (WSD) system for that language. Then, using the 
Open-American-National-Corpus and UKB WSD as algorithm 
inputs, we construct and publish online the fuzzified version of 
English WordNet (FWN). We also propose a theoretical / 
mathematical proof of the validity of its results.  
 
Index Terms — WordNet, Fuzzification, Probability to 
possibility transformation, Text Mining. 
 
I. INTRODUCTION 
In 1990, Miller et al. [1] proposed WordNet (WN) [2][3], a 
lexical database for the English language that groups English 
words into synonym sets, called synsets
1
. From there on, 
based on the WN structure, other lexical databases were also 
proposed for different languages [4][5][6] that collect synsets 
of their corresponding languages, as it is done in WN. We call 
these lexical databases under the umbrella-term WordNet-like 
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1 It additionally providing short definitions and usage examples and 
records a number of relations among these synsets and their members. 
Lexical Database (WLD). WLDs have a wide variety of 
applications in Natural Language Processing [7][8], 
Knowledge Engineering [9][10], and Ontology Engineering 
[11][12]. 
However, in WLDs, all the members of a synset are supposed 
to belong to a synset with the same degree and convey the 
meaning of that synset at the same level. In other words, 
WLDs assume synsets to be crisp (non-fuzzy) sets. But this 
simple assumption does not always properly model the 
complex nature of meaning in natural languages. For example, 
let’s consider the following synset of WN: 
Synset(‘flower.n.02’): {flower, bloom, blossom}; it contains 
the words that potentially (as one of their senses) stand for 
“reproductive organ of angiosperm plants especially one 
having showy or colorful parts” (the illustrative-definition of 
each synset is proposed in WN). 
Before proceeding with the mentioned issue, it is worthy 
to introduce the concept of a “lemma” and the concept of a 
“word-sense,” in WLDs: (1) Each word disregarding its 
various potential senses is called a “lemma”. For example, 
“bloom” disregarding the sense for which it can stand is 
considered a lemma. It is also the case for all the words of a 
dictionary. (2) A specific sense of a lemma that is logically a 
member of one specific synset, is called a word-sense. For 
example, the above-mentioned sense of the lemma “bloom” is 
called a word-sense
2
. 
Usually, the lemmas (e.g. flower, bloom …) related to the 
word-senses of a synset (e.g. Synset(‘flower.n.02’)), are not 
equally compatible with the meaning (definition) of the synset, 
and each of them can have a different degree of compatibility. 
Therefore, the concept of fuzzy synsets was proposed. Since 
2005, some researches are being conducted, studying on fuzzy 
synsets and the resulting WLDs.  
In 2005, Veldall [13], without using the term “fuzzy synset” 
(even without using the term “synset”), proposed an algorithm 
for creating fuzzy semantic classes
3
 (i.e. synsets) and stated 
that “different words can represent more or less typical 
instances of a given concept. Some words may represent clear-
cut instances of a given category, while others represent 
peripheral or border-line cases.” In order to illustrate such 
categories, they considered them as fuzzy sets, utilized a fuzzy 
clustering algorithm for assigning membership values of the 
corresponding members, and proposed a Norwegian fuzzy 
WLD. In 2010, Borin and Forsberg [14] who (to the best of 
our knowledge) coined the term “fuzzy synsets,” viewed them 
from a pure linguistics point of view, and based them on 
“synonymy avoidance” [15] which implies that two word-
senses of a human language are very unlikely to exactly stand 
 
2 Each lemma can have several word-senses. In other words, each lemma 
can be a member of more than one synset. 
3 He applied his algorithm on Norwegian language. 
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for a same meaning / definition. Consequently, a dictionary 
that fundamentally assumes synonymy (linguistically 
speaking) cannot fairly project human lexical knowledge. In 
the mentioned study, Borin et al. [14][16] utilize Synlex 
(People’s synonym lexicon [17] that contains synonymy4 
degree of word-pairs, provided by crowdsourcing) as well as 
SALDO
5
 [18][19] to present an algorithm to create fuzzy 
synsets for the Swedish language. In 2011, Gonçalo and 
Gomes [20] were the second research group which looked at 
fuzzy synsets from a linguistics point of view expressing that 
“from a linguistic point of view, word senses are not discrete 
and cannot be separated with clear boundaries [21] [22]
6… 
Sense division in dictionaries and lexical resources is most of 
the times artificial…” They proposed an algorithm for 
generating fuzzy synsets and applied it to the Portuguese 
language, producing a Portuguese fuzzy WLD. 
However, to the best of our knowledge, none of the 
mentioned studies, directed towards a fuzzy understanding of 
synsets, have proposed any approach to produce a fuzzy 
version of the crisp synsets in the existing WLDs (e.g. 
WordNet, EuroWordNet, Arabic WordNet, IndoWordNet …). 
In other words, in the mentioned few studies, the synsets 
either are not predefined and can be determined only after 
running the proposed algorithm (i.e. fuzzy synsets are the 
output of clustering [13][20]), or there exists a lexical database 
(SALDO in [14]; yet not WN-like), which is modified by the 
algorithm so that its synsets are not the fuzzy version of the 
previous synsets. The aforementioned studies have not 
received much attention from the text mining community, 
whose research efforts utilize platforms defined on already 
existing WLDs. The community is reluctant to change its 
foundational platforms and migrate to, although useful, 
different and new ones. This is the reason, in our opinion, why 
fuzzy synsets are kept almost isolated in the field of Text 
Mining. To the best of our knowledge no research
7
 has solved 
this shortcoming; León-Araúz et al. (yet from their fuzzy-
ontology viewpoint), mention it alongside their study: 
“extending WordNet and EuroWordNet to include imprecise 
knowledge requires a considerable effort to define synset 
membership, similarity and equivalence degrees;” however, 
they did not propose any approach. 
In the position paper version of this study [23], in 2016, we 
have proposed an idea for overcoming this drawback which is 
going to be described in details, extended, and implemented in 
this paper. 
In this paper, we present an algorithm able to assign 
membership functions for predefined synsets of any language, 
given a large corpus of documents of that language and a 
Word Sense Disambiguation (WSD)
8
 as input. Then, we apply 
the algorithm to the English language, using the Open 
 
4 For more information about synonymity please refer to [40] 
5 A full-scale Swedish lexical-semantic resource with non-classical, 
associative relations among word and multiword senses, identified by 
persistent formal identifiers. 
6 the original reference was older version of [22] 
7 There is a similar concept not to be confused with this discussion that is 
“graded word sense assignment” [41] that addresses fine-grained graded 
versions of word-senses of lemmas whereas we are addressing fuzzy synsets 
(fine-grained  graded versions of word-senses of synsets).  
8 In cognitive and computational linguistics, Word Sense Disambiguation 
(WSD) is an open problem belonging to ontology and natural language 
processing. Considering a word in a sentence, WSD identifies which of its 
senses is used in that sentence (for multi-sense words) [42]. 
American National Corpus (OANC) and the well-known 
graph-based WSD system, UKB, and construct the fuzzy 
version of WordNet, (FWN) accessible online.  
Section 2 introduces our algorithm, able to produce the 
Fuzzified WLD of any language, theoretically proves the 
validity of its output, and describes the online version of the 
proposed FWN and section 3 ends the paper with conclusions 
and future directions. 
II. PRODUCING FUZZY SYNSETS FOR PREDEFINED 
SYNSETS 
In this section, we propose an algorithm for constructing fuzzy 
synsets in any language. As its input, the algorithm requires: 
(1) A large corpus (𝐶) of documents of that language and (2) a 
WSD algorithm 𝑊 (each WSD algorithm is paired with a 
WLD and each WLD contains a set 𝑆(𝑊) of synsets of that 
language; 𝑢𝑖,𝑘
(𝑊)
 stands for the word-sense 𝑘 from the synset 𝑖 
of the WLD engaged with 𝑊, and 𝑆𝑘
(𝑊)
 stands for the 𝑘𝑡ℎ 
synset of 𝑊.).  
This algorithm is comprised of the following 4 steps: 
Frequency: For each word-sense 𝑢𝑖,𝑘
(𝑊)
 of each synset 𝑆𝑘
(𝑊)
 
calculate 𝑓(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)), that is the frequency of 𝑢𝑖,𝑘
(𝑊)
 in 𝐶. 
Probability: For each word-sense 𝑢𝑖,𝑘
(𝑊)
 of each synset 𝑆𝑘
(𝑊)
 
calculate 
𝑝𝑟(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)) = 𝑓(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊))/ ∑ 𝑓(𝐶,𝑊)(𝑢𝑚,𝑘
(𝑊))𝑢𝑚,𝑘∈𝑆𝑘 . 
Possibility: For each word-sense 𝑢𝑖,𝑘
(𝑊)
 of each synset 𝑆𝑘
(𝑊)
 
calculate 
𝜋1983
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)) = Σ
𝑢𝑚,𝑘
(𝑊)
∈𝑆𝑘
(𝑊) min (𝑝𝑟(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)), 𝑝𝑟(𝐶,𝑊)(𝑢𝑚,𝑘
(𝑊))) 
𝜋1993
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)) = Σ
𝑢𝑚,𝑘
(𝑊)
|𝑝𝑟(𝐶,𝑊)(𝑢𝑚,𝑘
(𝑊)
)≤𝑝𝑟(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)
)
𝑝𝑟(𝐶,𝑊)(𝑢𝑚,𝑘
(𝑊)) 
Membership: For each word-sense 𝑢𝑖,𝑘
(𝑊)
 of each synset 𝑆𝑘
(𝑊)
 
calculate the membership degree of 𝑢𝑖,𝑘
(𝑊)
 in the fuzzy set 𝑆𝑘
(𝑊)
  
    𝜇𝑆𝑘,1983
(𝐶,𝑊) (𝑢𝑖,𝑘
(𝑊)) = 𝜋1983
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)) 
    𝜇𝑆𝑘,1993
(𝐶,𝑊) (𝑢𝑖,𝑘
(𝑊)) = 𝜋1993
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)).  
A. Proof of the algorithm 
Here, we propose a theoretical proof, for the algorithm 
validity. 
𝒑𝒓(𝑪,𝑾)() = probability. 
Definition 1. Given a WSD algorithm W and a corpus of 
ordered documents 𝐶, the sequence 𝐿𝑘,𝐶,𝑊 = (𝑙𝑘,𝐶,𝑊
(𝑎) )
𝑎=1
𝑛
, is 
defined so that 𝑙𝑘,𝐶,𝑊
(𝑎)
 represents the 𝑎𝑡ℎ occurrence of any of 
the word-senses (recognized by 𝑊) of the synset 𝑆𝑘 in 𝐶.  
Definition 2. For a WSD 𝑊, 𝑈𝑖,𝑘,𝑊: 𝑆𝑘
(𝑊) → {0,1} is 
defined as a Bernoulli random variable that for a given 
𝑢 ∈ 𝑆𝑘
(𝑊)
, it outputs 1 if 𝑢 = 𝑢𝑖,𝑘
(𝑊)
 and outputs 0, otherwise. 
Definition 3. The Bernoulli process 𝐶𝑖,𝑘,𝑊 is defined as the 
sequence of random variables {𝑈𝑖,𝑘,𝐶,𝑊
(𝑎) }
𝑎=1
|𝐿𝑘,𝐶,𝑊|
, which its 𝑎𝑡ℎ 
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element represents 𝑈𝑖,𝑘,𝑊(𝑙𝑘,𝐶,𝑊
(𝑎) ), for an arbitrary corpus 𝐶 
and WSD 𝑊. 
Lemma 1. Consider an arbitrary Bernoulli process 𝐶𝑖,𝑘,𝑊, 
assuming that {𝑈𝑖,𝑘,𝐶,𝑊
(𝑎) }
𝑎=1
|𝐿𝑘,𝐶,𝑊|
 are independent and identically 
distributed (i.i.d) Bernoulli random variables with success 
probability of 𝑝𝑟𝑖,𝑘. Then, for the random variable 𝑈𝑖,𝑘,𝐶,𝑊̅̅ ̅̅ ̅̅ ̅̅ ̅ =
1
|𝐿𝑘,𝐶,𝑊|
∑ 𝑈𝑖,𝑘,𝐶,𝑊
(𝑎)|𝐿𝑘,𝐶,𝑊|
𝑖=1 , we have 𝑃𝑟 (lim|𝐿𝑘,𝐶,𝑊|→∞ 𝑈𝑖,𝑘,𝐶,𝑊
̅̅ ̅̅ ̅̅ ̅̅ ̅ =
𝑃(𝑈𝑖,𝑘,𝑊 = 𝑢𝑖,𝑘|𝑆𝑘)) = 1. 
Proof. A direct result of the Khintchine’s Strong Law of 
Large Numbers [24] results in 𝑃𝑟 (lim|𝐿𝑘,𝐶,𝑊|→∞ 𝑈𝑖,𝑘,𝐶,𝑊
̅̅ ̅̅ ̅̅ ̅̅ ̅ =
𝑝𝑟𝑖,𝑘). Moreover, we know that 
∀𝑎 ∈ {1,2, … , |𝐿𝑘,𝐶,𝑊|}: 𝑝𝑟𝑖,𝑘 = 𝑝𝑟𝑖,𝑘
(𝑎) = 𝑃(𝑈𝑖,𝑘,𝐶,𝑊
(𝑎) = 𝑢𝑖,𝑘|𝑆𝑘). 
However, we know that the i.i.d. 𝑈𝑖,𝑘,𝐶,𝑊
(𝑎)
 Bernoulli random 
variables are the i.i.d elements of the Bernoulli process 𝐶𝑖,𝑘,𝑊. 
This implies that ∀𝑎 ∈ {1,2, … , |𝐿𝑘,𝐶,𝑊|}: 𝑈𝑖,𝑘,𝐶,𝑊
(𝑎) =
𝑈𝑖,𝑘,𝑊(𝑙𝑘,𝐶,𝑊
(𝑎) ). In other words, 𝑈𝑖,𝑘,𝐶,𝑊
(𝑎)
 are tantamount to i.i.d 
trials of the random variable 𝑈𝑖,𝑘,𝑊, all of which having the 
distribution 𝑈𝑖,𝑘,𝑊. Thus, we can write 𝑝𝑟𝑖,𝑘 = 𝑝𝑟𝑖,𝑘
(𝑎) = 
𝑃(𝑈𝑖,𝑘,𝐶,𝑊
(𝑎) = 𝑢𝑖,𝑘|𝑆𝑘) = 𝑃(𝑈𝑖,𝑘,𝑊 = 𝑢𝑖,𝑘|𝑆𝑘). ∎  
Definition 4. Given a WSD algorithm W and a corpus of 
ordered documents 𝐶, the sequence 𝐿𝐶,𝑊 = (𝑙𝐶,𝑊
(𝑎) )
𝑎=1
𝑛
, is 
defined so that 𝑙𝐶,𝑊
(𝑎)
 represents the 𝑎𝑡ℎ occurrence of any of the 
word-senses (recognized by 𝑊) in 𝐶.  
Definition 5. For a WSD 𝑊, 𝑈𝑘,𝑊: 𝑊𝐿𝐷(𝑊) → {0,1} is 
defined as a Bernoulli random variable that for a given 
𝑢 ∈ 𝑊𝐿𝐷(𝑊), it outputs 1 if 𝑢 ∈ 𝑆𝑘 and outputs 0, otherwise, 
where 𝑊𝐿𝐷(𝑊) stands for the WLD, engaged with the WSD 
𝑊. 
Definition 6. The Bernoulli process 𝐶𝑘,𝑊 is defined as the 
sequence of random variables {𝑈𝑘,𝐶,𝑊
(𝑎) }
𝑎=1
|𝐿𝐶,𝑊|
, which its 𝑎𝑡ℎ 
element represents 𝑈𝑘,𝑊(𝑙𝐶,𝑊
(𝑎) ), for an arbitrary corpus 𝐶 and 
WSD 𝑊. 
Lemma 2. In an arbitrary Bernoulli process 𝐶𝑘,𝑊, assuming 
that {𝑈𝑘,𝐶,𝑊
(𝑎) }
𝑎=1
|𝐿𝐶,𝑊|
 are i.i.d Bernoulli random variables with 
success probability of 𝑝𝑟𝑘 = 𝑃(𝑈𝑘,𝑊 ∈ 𝑆𝑘), then, for the 
random variable 𝑈𝑘,𝐶,𝑊̅̅ ̅̅ ̅̅ ̅̅ =
1
|𝐿𝐶,𝑊|
∑ 𝑈𝑘,𝐶,𝑊
(𝑎)|𝐿𝐶,𝑊|
𝑖=1 , we have 
𝑃𝑟 (lim|𝐿𝐶,𝑊|→∞ 𝑈𝑘,𝐶,𝑊
̅̅ ̅̅ ̅̅ ̅̅ = 𝑝𝑟𝑘) = 1. 
Proof. The same as the proof of Lemma 1. ∎ 
Lemma 3. Consider an arbitrary infinitely-large corpus 𝐶, a 
precise WSD 𝑊, and a probable 𝑆𝑘. If the usage of each word-
sense / synset, in 𝐶, is independent of the usage of other word-
senses / synsets, we almost surely, have |𝐿𝑘,𝐶,𝑊| → +∞. 
Proof. Because 𝐶 is infinitely large (|𝐿𝐶,𝑊| → +∞), 
Lemma 2 implies that 𝑃𝑟 (∑ 𝑈𝑘,𝐶,𝑊
(𝑎)|𝐿𝐶,𝑊|
𝑖=1 = 𝑝𝑟𝑘 ⋅ |𝐿𝐶,𝑊|) = 1. 
But, we know that 𝑆𝑘 is probable (i.e. 𝑝𝑟𝑘 > 0), and therefore, 
𝜎𝑘 = 𝑝𝑟𝑘 ⋅ |𝐿𝐶,𝑊| → +∞. Moreover, we know that |𝐿𝑘,𝐶,𝑊| =
∑ 𝑈𝑘,𝐶,𝑊
(𝑎)|𝐿𝐶,𝑊|
𝑖=1 . Thus, we have 𝑃𝑟(|𝐿𝑘,𝐶,𝑊| = lim𝜎𝑘→+∞ 𝜎𝑘) =
1. Thus, almost surely, |𝐿𝑘,𝐶,𝑊| → +∞. ∎ 
Theorem 1. Consider an arbitrary infinitely-large corpus 𝐶, 
a precise WSD 𝑊, and a probable 𝑆𝑘. If the usage of each 
word-sense / synset, in 𝐶, is independent of the usage of other 
word-senses / synsets, we almost surely, have 𝑝𝑟𝑖,𝑘 =
𝑝𝑟(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)|𝑆𝑘) = 𝑓
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊))/ ∑ 𝑓(𝐶,𝑊)(𝑢𝑚,𝑘
(𝑊))𝑢𝑚,𝑘∈𝑆𝑘 . 
Proof. Lemma 3 implies that |𝐿𝑘,𝐶,𝑊| → +∞. Now, Lemma 
1 implies that for any 𝑢𝑖,𝑘 ∈ 𝑆𝑘, we have  
𝑃𝑟 (
1
|𝐿𝑘,𝐶,𝑊|
∑ 𝑈𝑖,𝑘,𝐶,𝑊
(𝑎)|𝐿𝑘,𝐶,𝑊|
𝑖=1 = 𝑃(𝑈𝑖,𝑘,𝑊 = 𝑢𝑖,𝑘|𝑆𝑘)) = 1. 
However, we know that ∑ 𝑈𝑖,𝑘,𝐶,𝑊
(𝑎)|𝐿𝑘,𝐶,𝑊|
𝑖=1 = 𝑓
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)) and 
also know that |𝐿𝑘,𝐶,𝑊| = ∑ 𝑓
(𝐶,𝑊)(𝑢𝑚,𝑘
(𝑊))𝑢𝑚,𝑘∈𝑆𝑘 . Therefore, 
we have  𝑃𝑟 (
1
∑ 𝑓(𝐶,𝑊)(𝑢𝑚,𝑘
(𝑊)
)𝑢𝑚,𝑘∈𝑆𝑘
∑ 𝑓(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊))
|𝐿𝑘,𝐶,𝑊|
𝑖=1 =
𝑃(𝑈𝑖,𝑘,𝑊 = 𝑢𝑖,𝑘|𝑆𝑘)) = 1, and equally, Pr (𝑝𝑟
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)) =
𝑃(𝑈𝑖,𝑘,𝑊 = 𝑢𝑖,𝑘|𝑆𝑘)) = 1. ∎ 
 
𝝅(𝒖𝒊,𝒌) = possibility. 
Definition 7 [25]. The degree of necessity of event A ⊆ X is 
the extra amount of probability of elementary events in 𝐴 over 
the amount of probability assigned to the most frequent 
elementary event outside 𝐴. In other words, 𝑁(𝐴) is defined as 
the necessity measure of 𝐴, so that, 𝑁(𝐴) = ∑ max(𝑝𝑟𝑖 −𝑥𝑖∈𝐴
max𝑥𝑘∉𝐴 𝑝𝑟𝑘). It is also called the Shafer’s consonant belief 
function [26]. 
Preposition 1. 𝑁(𝐴) satisfies the following 3 axioms of 
necessity function: 𝑁(∅) = 0, 𝑁(𝑋) = 1, and ∀𝐴, 𝐵 ⊆
𝑋, 𝑁(𝐴 ∩ 𝐵) = min(𝑁(𝐴), 𝑁(𝐵)). 
Proof. proven in [25]. ∎ 
Definition 8 [25]. “Viewing 𝑁(𝐴) as the grade of 
impossibility of the opposite event ?̅? we can define the grade 
of possibility of 𝐴 by ∀𝐴 ⊆ 𝑋, Π(𝐴) = 1 − 𝑁(?̅?).” 
Preposition 2. The set function Π is a possibility measure 
in the sense of Zadeh [27]. 
Proof. proven in [25]. ∎ 
Lemma 4. Consider 𝜋(𝑥), 𝑝𝑟(𝑥) as possibility and 
probability mass functions, engaged with the Possibility and 
Probability distributions Π and 𝑃. Adopting the Shafer’s 
consonant belief function as the necessity measure, we will 
have  𝜋(𝑥𝑖) = ∑ min (𝑝𝑟(𝑥𝑖), 𝑝𝑟(𝑥𝑗))
𝑛
𝑗=1 , ∀𝑥𝑖 ∈ 𝑋. 
Proof. proven in [25]. ∎ 
Theorem 2. Consider an arbitrary infinitely-large corpus 𝐶, 
a precise WSD 𝑊, and a probable 𝑆𝑘. If the usage of each 
word-sense / synset, in 𝐶, is independent of the usage of other 
word-senses / synsets, and if the Shafer’s consonant belief 
function is adopted as the necessity measure, then, for any 
𝑢𝑖,𝑘 ∈ 𝑆𝑘, we almost surely, will have 𝜋𝑖,𝑘 = 𝜋1983
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)) = 
∑ min (𝑝𝑟(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)), 𝑝𝑟(𝐶,𝑊)(𝑢𝑚,𝑘
(𝑊)))
𝑢𝑚,𝑘
(𝑊)
∈𝑆𝑘
(𝑊) . 
Proof. Theorem 1 implies that, almost surely, 
 4 
𝑝𝑟(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)) = 𝑃(𝑈𝑖,𝑘,𝑊 = 𝑢𝑖,𝑘|𝑆𝑘). Using this fact, besides 
Lemma 4, we almost surely will have 
𝜋(𝑢𝑖,𝑘|𝑆𝑘) = ∑ min (𝑝𝑟
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)), 𝑝𝑟(𝐶,𝑊)(𝑢𝑗,𝑘
(𝑊)))𝑛𝑗=1 =
∑ min (𝑝𝑟(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)), 𝑝𝑟(𝐶,𝑊)(𝑢𝑚,𝑘
(𝑊)))
𝑢𝑚,𝑘
(𝑊)
∈𝑆𝑘
(𝑊) , or equally, 
𝜋1983
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)). Therefore, we almost surely have 𝜋(𝑢𝑖,𝑘|𝑆𝑘) =
𝜋1983
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)). ∎ 
Definition 9 [28]. Consider the probability distribution 𝑃 
and possibility distribution Π defined on 𝑋. Then, 𝑃 and Π 
have DP-consistency
9
 if ∀𝐴 ⊆ 𝑋, 𝑃(𝐴) ≤ Π(𝐴). 
Proposition 3. DP-consistency is a standard consistency 
measure in the sense of Delgado-Moral.  
Proof. Proven in [29]. 
Definition 10. Consider the probability distribution 𝑃 and 
possibility distribution Π, defined on 𝑋. Then, 𝑃 and Π have 
the preference-preservation relation if ∀𝑥, 𝑥′ ∈ 𝑋: 𝜋(𝑥) >
𝜋(𝑥′) ⇔ 𝑝𝑟(𝑥) > 𝑝𝑟(𝑥′), where 𝜋(𝑥) and 𝑝𝑟(𝑥) are the 
possibility and probability mass functions, engaged with Π and 
𝑃, both defined on 𝑋 → [0,1]. 
Preposition 4. The condition ∀𝑥, 𝑥′ ∈ 𝑋: 𝜋(𝑥) > 𝜋(𝑥′) ⇔
𝑝𝑟(𝑥) > 𝑝𝑟(𝑥′) is equal with 𝜋(𝑥) < 𝜋(𝑥′) ⇔ 𝑝𝑟(𝑥) <
𝑝𝑟(𝑥′) or 𝜋(𝑥) ≤ 𝜋(𝑥′) ⇔ 𝑝𝑟(𝑥) ≤ 𝑝𝑟(𝑥′) or 𝜋(𝑥) ≥
𝜋(𝑥′) ⇔ 𝑝𝑟(𝑥) ≥ 𝑝𝑟(𝑥′). 
Proof. Considering that 𝑥 and 𝑥′ do not have any 
discriminative specificity, the condition can be read as 
𝜋(𝑥′) < 𝜋(𝑥) ⇔ 𝑝𝑟(𝑥′) < 𝑝𝑟(𝑥). Moreover, contraposition 
of the mentioned equal conditions, yields in conditions with ≤ 
and ≥. 
Definition 11 [30]. Given 𝑋 as a finite set of elements and 
𝑃,Π as probability and possibility distributions on 𝑋, and 𝑝, 𝜋 
the corresponding mass functions, the transformed possibility 
𝜋 is maximally specific when ∑ 𝜋(𝑥)𝑥∈𝑋  has the minimum 
value, respecting preference-preservation and DP-consistency 
of 𝑃,Π. 
Lemma 5. Given a probability distribution 𝑃 and 
probability mass function 𝑝𝑟(𝑥) in the finite Universe of 
discourse 𝑋, the possibility distribution Π, in the same time, 
satisfies the 3 restrictions: DP-consistency, preference 
preservation, and maximally specificity, if and only if 
∀𝑥 ∈ 𝑋, 𝜋(𝑥) = ∑ 𝑝𝑟(𝑥′){𝑥′:𝑝𝑟(𝑥′)≤𝑝𝑟(𝑥)} . 
Proof. Without losing the generality, suppose that 𝑋 =
{𝑥1, 𝑥2, … , 𝑥𝑛} while (upon Preposition 4) we have 𝑝𝑟(𝑥1) ≤
𝑝𝑟(𝑥2) ≤ ⋯ ≤ 𝑝𝑟(𝑥𝑛). Utilizing Preposition 4, preference 
preservation implies that 𝜋(𝑥1) ≤ 𝜋(𝑥2) ≤ ⋯ ≤ 𝜋(𝑥𝑛). 
Cosnider 𝐴𝑖 = {𝑥1, 𝑥2, … 𝑥𝑖}. DP-consistency implies that 
∀𝐴𝑖 , Π(𝐴𝑖) ≥ 𝑃(𝐴𝑖). Thus, 
∀𝐴𝑖 , max{π(𝑥1), 𝜋(𝑥2), … 𝜋(𝑥𝑖)} ≥ ∑ 𝑝𝑟(𝑥𝑘)
𝑖
𝑘=1 . Therefore, 
we have ∀𝐴𝑖, 𝜋(𝑥𝑖) ≥ ∑ 𝑝𝑟(𝑥𝑘)
𝑖
𝑘=1 . Now, because 𝜋(𝑥𝑖) =
∑ 𝑝𝑟(𝑥𝑘)
𝑖
𝑘=1 , from the one hand satisfies the preference 
preservation and DP-consistency restrictions, and from the 
other hand, includes the minimum allowed values of the  
𝜋(𝑥𝑖) ≥ ∑ 𝑝𝑟(𝑥𝑘)
𝑖
𝑘=1  constraint, 𝜋(𝑥𝑖) = ∑ 𝑝𝑟(𝑥𝑘)
𝑖
𝑘=1  would 
 
9 DP stands for Dubois-Prade. There are two other consistency measures, 
proposed by Zadeh [27] and Sugeno [43]. The interested reader is referred to 
Delgado and Moral [29] which analyzes these three, in detail. 
be the unique minimal case satisfying the 3 mentioned 
constraints. Please note that the expressions 𝜋(𝑥𝑖) =
∑ 𝑝𝑟(𝑥𝑘)
𝑖
𝑘=1  and 𝑝𝑟(𝑥1) ≤ 𝑝𝑟(𝑥2) ≤ ⋯ ≤ 𝑝𝑟(𝑥𝑛) equals 
with 𝜋(𝑥𝑖) = ∑ 𝑝𝑟(𝑥𝑘){𝑥𝑘:𝑝𝑟(𝑥𝑘)≤𝑝𝑟(𝑥𝑖)} . ∎ 
Please note that the formula 
𝜋(𝑥𝑖) = ∑ 𝑝𝑟(𝑥𝑘){𝑥𝑘:𝑝𝑟(𝑥𝑘)≤𝑝𝑟(𝑥𝑖)}   although introduced in 
1982 [31], it is usually known and referenced by [30], a better 
known research work from 1993 where the same authors 
propose both its discrete and continuous versions. 
Theorem 3. Consider an arbitrary infinitely-large corpus 𝐶, 
a precise WSD 𝑊, and a probable 𝑆𝑘. If the usage of each 
word-sense / synset, in 𝐶, is independent of the usage of other 
word-senses / synsets, and if the 3 constraints of DP-
consistency, preference-preservation, and maximally 
specificity have to be satisfied, then, for any 𝑢𝑖,𝑘 ∈ 𝑆𝑘, we 
almost surely, will have 
𝜋𝑖,𝑘 = 𝜋1993
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)) =
∑ 𝑝𝑟(𝐶,𝑊)(𝑢𝑚,𝑘
(𝑊))
𝑢𝑚,𝑘
(𝑊)
|𝑝𝑟(𝐶,𝑊)(𝑢𝑚,𝑘
(𝑊)
)≤𝑝𝑟(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)
)
. 
Proof. Theorem 1 implies that, almost surely, 
𝑝𝑟(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)) = 𝑃(𝑈𝑖,𝑘,𝑊 = 𝑢𝑖,𝑘|𝑆𝑘). Using this fact, besides 
the Lemma 5, we almost surely will have 𝜋(𝑢𝑖,𝑘|𝑆𝑘) =
∑ 𝑝𝑟(𝐶,𝑊)(𝑢𝑚,𝑘
(𝑊))
𝑢𝑚,𝑘
(𝑊)
|𝑝𝑟(𝐶,𝑊)(𝑢𝑚,𝑘
(𝑊)
)≤𝑝𝑟(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)
)
, or equally, 
𝜋1993
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)). Therefore, we almost surely have 𝜋(𝑢𝑖,𝑘|𝑆𝑘) =
𝜋1993
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)). ∎ 
Please note that Dubois and Prade, in 1993 [30], illustrate 
that the possibility mass function v.93 provides a maximally 
informative transformation from probability to possibility 
distribution. Both transformations have advantages and 
drawbacks; the possibility mass function v.83 produces more 
homogeneous values, denser around 1 and always greater than 
or equal to v.93 values
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. However, being the v.93 the 
maximally informative transformation, we expect the 
Fuzzified WLDs v.93 to be more efficient (than v.83) in Text-
Mining applications. 
 
𝝁𝑺𝒌(𝒖𝒊,𝒌)= 𝝅(𝒖𝒊,𝒌). 
Definition 12 [27]. Let 𝐹 be a fuzzy subset of a universe of 
discourse 𝑈, which is characterized by its membership 
function 𝜇𝐹, with the grade of membership, 𝜇𝐹(𝑢), interpreted 
as the compatibility of 𝑢 with the concept labeled 𝐹. Also, Let 
𝑋 be a variable taking values in 𝑈. Then, 𝐹 is postulated to act 
as a fuzzy restriction, 𝑅(𝑋), associated with 𝑋 and the 
proposition "𝑋 is 𝐹," translates into R(X) = F. 
Definition 13 [27]. An arbitrary fuzzy restriction 𝑅(𝑋) 
associates a possibility distribution, 𝛱𝑋, with 𝑋 which is 
postulated to be equal to 𝑅(𝑋) (i.e., 𝛱𝑋 = 𝑅(𝑋)). 
Definition 14 [27]. Consider a fuzzy set 𝐹, a variable 𝑋 
taking values in the universe of discourse 𝑈 and the 𝑅(𝑋) 
associated with 𝐹 and 𝑋. The possibility distribution function 
associated with 𝑋 is denoted by 𝜋𝑋 and is defined to be 
numerically equal to the membership function of F (i.e. πX ≜
μF). 
Lemma 6. Consider a fuzzy set 𝐹, a variable 𝑋 taking 
 
10 The least informative version is a version that assigns 1 to possibility of 
the entire classes. 
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values in the universe of discourse 𝑈, and the Π(𝑋), 
associated with 𝐹 and 𝑋. Then, πX(u) the possibility that 
𝑋 = 𝑢, given that “X is F,” is postulated to be equal to μF(u). 
Proof. Upon Definition 12, we know that "𝑋 is 𝐹," 
translates into R(X) = F and upon Definition 13, we know that 
𝛱𝑋 = 𝑅(𝑋). Thus, "𝑋 is 𝐹," is an intrinsic assumption in 𝛱𝑋. 
Moreover, upon the Definition 14, it is postulated that 
πX ≜ μF. Thus, 𝜋𝑋(𝑢) = 𝜇𝐹(𝑢), given that “X is F.” In other 
words 𝜋𝑋(𝑢) equals the possibility that 𝑋 = 𝑢, given that “X 
is F.” ∎ 
Lemma 7. Consider a fuzzy synonym-set (synset) 𝑆𝑘, a 
variable 𝑈𝑖,𝑘,𝑊 taking values in the universe of discourse 
𝑊𝐿𝐷(𝑊), and the Π(𝑈𝑖,𝑘,𝑊), associated with 𝑆𝑘 and 𝑈𝑖,𝑘,𝑊. 
Then, π𝑈𝑖,𝑘,𝑊(ui,k) the possibility that 𝑈𝑖,𝑘,𝑊  = 𝑢𝑖,𝑘, given 
that “𝑈𝑘,𝐶,𝑊 is in 𝑆𝑘,” is postulated to be equal to μ𝑆𝑘(𝑢𝑖,𝑘) 
(i.e. 𝜋(𝑈𝑖,𝑘,𝑊  = 𝑢𝑖,𝑘|𝑆𝑘) ≜ 𝜇𝑆𝑘). 
Proof. A direct result of them Lemma 6. ∎ 
Theorem 4. Consider an arbitrary infinitely-large corpus 𝐶, 
a precise WSD 𝑊, and a probable 𝑆𝑘. If in 𝐶, the usage of 
each word-sense / synset is independent of the usage of other 
word-senses / synsets. 
(a) If the Shafer’s consonant belief function is adopted as 
the necessity measure, then, for any 𝑢𝑖,𝑘 ∈ 𝑆𝑘 , we almost 
surely, will have 𝜇𝑆𝑘 = 𝜋1983
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)). 
(b) If the 3 constraints of DP-consistency, preference-
preservation, and maximally specificity have to be satisfied, 
then, for any 𝑢𝑖,𝑘 ∈ 𝑆𝑘, we almost surely, will have 𝜇𝑆𝑘 =
𝜋1993
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)). 
Proof. (a) By Theorem 2, given the assumptions of part (a), 
we would have 𝜋(𝑢𝑖,𝑘|𝑆𝑘) = 𝜋1983
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)). Also the Lemma 7 
implies that 𝜇𝑆𝑘 ≜ 𝜋(𝑈𝑖,𝑘,𝑊  = 𝑢𝑖,𝑘|𝑆𝑘). Thus, we have 
𝜇𝑆𝑘 = 𝜋1983
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)). 
(b) By Theorem 3, given the assumptions of part (b), we 
have 𝜋(𝑢𝑖,𝑘|𝑆𝑘) = 𝜋1993
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)). Also the Lemma 7 implies 
that 𝜇𝑆𝑘 ≜ 𝜋(𝑈𝑖,𝑘,𝑊  = 𝑢𝑖,𝑘|𝑆𝑘). Thus, we have 𝜇𝑆𝑘 =
𝜋1993
(𝐶,𝑊)(𝑢𝑖,𝑘
(𝑊)). ∎ 
B. Pseudocode of the algorithm 
In the following, you see the pseudocode of the algorithm. 
//WSF is Words-Sense Frequency matrix. The 1st dimension is for 
synsets and the 2nd dimension is for its word-senses. Each cell 
represents the frequency of a synset’s member (word-sense) in the 
whole corpus. 
//PMV, Possibility1983, and Possibility1993 stand for Probability 
Mass Value, Possibility (v.83) mass value, and Possibility (v.93) 
mass value, respectively. Dimensions are the same as what in WSF. 
 
For i = 1 to total number of synsets 
  synSize = numberOfWord-senses(synset[i]); 
  totalFrequencyOfSynset = synSize; 
  For j = 1 to synSize 
    totalFrequencyOfSynset += WSF[i][j]; 
  For j = 1 to synSize 
    PMV[i][j] = (WSF[i][j]+1) / 
   totalFrequencyOfSynset; 
  For j = 1 to synSize 
    possibility1983OfJ = 0; 
    possibility1993OfJ = 0; 
    pIJ = PMV[i][j]; 
    For m = 1 to synSize 
      pIM = PMV[i][m]; 
      possibility1983OfJ += min(pIJ,pIM); 
      possibility1993OfJ += 
piecewise(pIM <= pIJ , pIM , 0); 
    Possibility1983[i][j] = possibility1983OfJ; 
    Possibility1993[i][j] = possibility1993OfJ; 
Please note that the above pseudocode utilizes the auxiliary 
technique of smoothing for bypassing the realistic limitations, 
occurring when the frequency of some word-senses in the 
corpus in zero. This is the reason why totalFrequencyOfSynset is 
initialized by synSize, as it is assumed that each word-sense of 
a synset is visited once before analysing the corpus. 
Although we proposed a proof for the validity of the results 
of the abovementioned algorithm, considering the real-world 
experiments-limitations, the above pseudocode produces the 
accurate membership values of the predefined synsets of the 
lexical database associated with the utilized WSD algorithm if 
and only if two conditions are satisfied. 
Condition 1: Corpus is large enough to provide accurate 
probability values, as a basis for membership functions. This 
is because the corpus has to be large enough to satisfy the law 
of large numbers (utilized in the first step of the proof). 
Condition 2: WSD algorithm works precisely so that the 
recognized word-senses will be trustable. This is because the 
𝑓(𝑢𝑖,𝑘) function is fed by the output of WSD algorithm and if 
it does not work properly, the results in all the next steps will 
be corrupted. 
C. Applying the algorithm for fuzzification of the standard 
WordNet 
To apply our algorithm to the English language, as the 
algorithm input we use the English corpus “Open American 
National Corpus” (OANC [32], comprising almost 16.6 
million words [32][33]) and the well-known graph-based 
Word Sense Disambiguation algorithm “UKB.” We publish 
the entire list of English fuzzy synsets for both versions (v.83 
and v.93) online. It can be found at 
http://bayanbox.ir/info/1272736121331182587/fuzzy-synsets.  
About competence of UKB for our algorithm, satisfying the 
abovementioned second condition (WSD precision), it is 
worthy to note that the UKB has been evaluated in several 
outstanding research tasks including usage of WN for WSD 
[34][35], WSD on medical domain [36], improvements of 
Information Retrieval using WN [37][38], Word Embedding
11
 
on WN [39], etc. It is also worthy to remind that the proposed 
algorithm (for producing fuzzy synsets) is language-free and 
the interested researcher can apply it to his favorite language. 
III. CONCLUSIONS AND FUTURE WORK 
In this study, we propose an algorithm for the automatic 
generation of fuzzy membership functions for definite synsets 
of the existing WordNet-like Lexical Databases (WLDs). The 
proposed WLD-fuzzifier algorithm is mainly based on the 
definition of possibility and its relationship with membership 
functions, and also, the validity of its results is proven, 
mathematically, by the Probability and Possibility Theorem 
 
11 Produced with random walk 
 6 
methods. Moreover, we apply the proposed algorithm to the 
English language to generate the fuzzified version of WordNet 
(FWN) and publish it online. As a future trend of this study, 
the WLD-fuzzifier algorithm proposed in this paper is 
recommended to fuzzify every other WLD in any language to 
increase the Text-Mining efficiency in those languages. 
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