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Extraction of well-fitting substructures: root-mean-square
deviation and the difference distance matrix
Arthur M Lesk
The extraction of well-fitting substructures of two or
more sets of proteins has applications to analysis of
mechanisms of conformational change in proteins,
including pathways of evolution, to classification of
protein folding patterns, and to evaluation of protein
structure predictions. Many methods are known for
extracting some substantial common substructure with
low root-mean-square deviation (r.m.s.d.). A harder
problem is addressed here: finding all common
substructures with r.m.s.d. less than a prespecified
threshold. Our approach is to consider the minimum
value of the maximum distance between corresponding
points, corresponding to superposition in the
Chebyshev norm. Using the properties of Chebyshev
superposition, we derive relationships between the
r.m.s.d. and the maximum element of the difference
matrix, two common measures of structural similarity.
The results provide a basis for developing algorithms
and software to identify all well-fitting subsets.
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Introduction 
Previous work on the extraction of well-fitting substruc-
tures of proteins has treated various approaches to the
general problem. The detection of contiguous regions of
similar structure is used in database searching, e.g. for mod-
elling of loops [1–3]. The detection of noncontiguous
regions of similar structure, assuming a known alignment,
has also been treated [4,5]. These algorithms are useful for
determining quasi-rigid subunits in proteins undergoing
conformational change, such as the allosteric change in
haemoglobin [4], and for evaluation of a priori structure pre-
dictions. The detection of similar substructures without an
assumed alignment has been treated by many authors [6–9],
e.g. Holm and Sander [9], who dealt with substructure
matching on the level of individual coordinates. Other
investigators [10,11] have matched substructures at the
level of secondary structure. Classifications of protein
folding patterns have been based on these programs. 
The task of finding one common similar substructure is,
however, simpler than that of guaranteeing the identification
of all common substructures with similarity smaller than a
specified threshold, for some measure of similarity. Algo-
rithms based on distance matrices are somewhat more
powerful for solving the combinatorial complexity that
arises in addressing the latter problem [4,5,9]. 
In this report, we consider the extraction of common sub-
structures in the case of known alignment. The problems
addressed are the relationship between different measures
of structural similarity, and the development of algorithms
that can ensure that all substructures with a specified
degree of similarity or better can be extracted efficiently. 
Measures of structural similarity 
A question that arises in structure comparison is what
measure of similarity to use. Many authors have used the
root-mean-square deviation (r.m.s.d.) upon optimal super-
position as an index of similarity, defined as follows. Let
pi, i = 1,…n and qi, i = 1,…n be two aligned sets of points
in 3D space. Then the r.m.s.d. is: 
and the measure of structural similarity is the minimum of
this quantity for the best possible relative geometry of the
two point sets. Algorithms and software exist for the effi-
cient calculation of the required least-squares superposi-
tion, and considerable experience in interpreting the
values has developed [3,12,13]. 
An alternative measure of similarity is the maximum
element of the difference distance matrix. Again pi and qi
are sets of n points in 3D space. The difference matrices
Dp and Dq are defined as Dp(i, j) = pi – pj and Dq(i, j) =qi – qj, and the difference distance matrix is DDpq(i, j) =Dp(i, j) – Dq(i, j). The measure of similarity used by
Nichols et al. [4] and Lesk [5] is d = maxij DDpq(i, j).
Maiorov and Crippen [14] have presented empirical rela-
tions between the r.m.s.d. and the elements of the differ-
ence distance matrix. 
My work has been directed at determining relationships
among different measures of similarity. In succeeding sec-
tions, I discuss the idea of optimal superposition in other
norms than L2 (which corresponds to the optimal r.m.s.d.)
including, in particular, optimal fitting in the L
∞
, or
Chebyshev, norm. I then use the results of Chebyshev
fitting to relate the r.m.s.d. and the maximum element of
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the difference distance matrix. The goal of this article is to
describe the results; details will be published elsewhere. 
The problem of optimal superposition 
The most general motion of a rigid body is a combination
of a translation and a rotation. For any particular relative
position and orientation of two sets of points, one can
compute some measure of the average distance between
corresponding points and then seek the minimum of this
quantity over all possible relative positions and orienta-
tions. Let pi, i = 1,…n and qi, i = 1,…n be two sets of points
with the alignment that pi corresponds to qi for all i =
1,…n. The commonly used r.m.s.d. corresponds to mini-
mizing the quantity: 
where R is a proper rotation matrix (detR = 1) and t is a
translation vector. 
The quantity D2 is related to the L2 norm of a vector: if v =
(y1, y2,…yn), ||v||2 = [Σ|yi|2] . In general, the Ln norm of a
vector is defined as [Σ|yi|n] , and minimization of the
average of the Ln norms of the distances between corre-
sponding points in the two sets presents a variety of opti-
mization problems, defining different optimal relative
positions and orientations.
The Chebyshev or L
∞
norm of a vector v = (n1,n2,…) is
defined as ||v||
∞
= max|yi|. The corresponding optimal
superposition problem determines: 
where again R and t specify a rotation and translation. In
words, superposition according to the Chebyshev norm is
finding a relative position and orientation in which the
maximum difference between corresponding points is a
minimum. 
It should be noted that for fitting in different norms Ln,
the higher the value of n the more sensitive the result will
be to outliers. (Crystallographers use differences in first
powers of observed and calculated structure factors in
minimizing the R-factor.) Indeed, in common practice
using programs that calculate the r.m.s.d. (equivalent to
fitting in the L2 norm), superpositions are ‘tuned’ by
removing outliers from the list of aligned atoms, either by
hand or automatically. Of all norms, the Chebyshev norm
is the most sensitive to outliers, and in most cases it
would not be the method of choice for superposing mole-
cules; I investigate it in order to make the mathematical
connection between the r.m.s.d. and the maximum
element of the difference distance matrix. 
There is, however, one situation in which Chebyshev
superposition may provide useful information directly. In
a discussion of the structural consequences of mutations in
T4 lysozyme [15], Chothia and Gerstein [16] pointed out
that the claim that the structural changes were small,
based on calculations of the r.m.s.d., was unjustified
because of relatively large local deformations to which the
r.m.s.d. was inadequately sensitive. It was a case of the
noise getting lost in the signal (or, more accurately, a case
of one person’s signal being the other person’s noise). In
principle, optimal superposition in the Chebyshev sense
could have avoided this danger. 
Algorithms for determining the optimal superposition in
the Chebyshev sense have been presented by Alt et al.
[17] and by Imai et al. [18]. In the next section, I describe
several properties of Chebyshev superposition. 
Superposition by optimization of the Chebyshev difference
between two point sets 
Optimized structural superposition in the Chebyshev
sense has the following properties: 
1. There exists some relative position and orientation for
which the maximum distance between corresponding
points is a minimum. However, there may well be more
than one relative position and orientation for which the
maximum distance has this minimum value. 
2. The minimum in the Chebyshev sense — the
minimum of the maximum distance between correspond-
ing points — does not in general have the same value as
the r.m.s.d.
i. If D2 = the r.m.s.d. and D∞ = the minimum from the
Chebyshev superposition, then D2 ≤ D∞. Suppose, for
example, that the points are in the relative position and
orientation derived from the L
∞
optimization. This may
not be optimal for the L2 optimization, therefore:
Thus, D
∞
itself provides an upper bound to D2. What
about a lower bound? 
ii. Given a threshold e > 0, it is possible to choose a bound
for D
∞
such that if D
∞ 
is above this bound, then D2 ≥ e.
This is based on the inequality relating the second
moments of the sets of points (related to their radii of gyra-
tion) to D2. Denote the second moment of a set of points pi
by m2(p) = Σ |pi – p
–|2 where –p is the ‘center of gravity’
(mean position) of the points {pi}. Lesk [5] showed that:
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This implies that, given a threshold e > 0 such that one
wants to identify corresponding subsets for which D2 ≤ e,
one can calculate a value u > 0 such that for any corre-
sponding subsets p′ ⊂ {pi} and q′ ⊂ {qi} and q′ ⊂ {qi}, for
which m2(p′) – m2(q′)≤ u, D2 must be ≤ e.
Next, I show that if pi and qi, i = 1,…n are two correspond-
ing sets of points, |m2(p) – m2(q)| ≤ D∞ [2Σ|pi| + D∞]. This
result shows how to choose a threshold T on D
∞
such that
identification of all corresponding subsets for which D
∞
≤
Τ will include all corresponding subsets for which m2(p′)
– m2(q′)≤ u and will, therefore, capture all corresponding
subsets for which D2 ≥ e. (Of course, not all subsets for
which D
∞
≤ Τ need have D2 ≥ e; the procedure will iden-
tify candidates.)
Suppose {pi} and {qi} have a relative position and orienta-
tion corresponding to an optimal Chebyshev superposition
with minimax distance D
∞
, and suppose without loss of
generality that the mean position of {pi} ∪ {qi} = 0; i.e. if
p– = 1–n Σipi and 
–q = 1–n Σipi we translate the sets of points
together without changing their mutual geometric rela-
tionship so that p– + q– = 0. This implies that p– = – q– and
therefore that |p–|2 – |q–| = 0.
Then: 
3. At a relative position and orientation at which the
r.m.s.d. is a minimum, the Chebyshev distance is not in
general also at a minimum. 
Relation between the optimal superposition in the
Chebyshev norm and the maximum element of the
difference distance matrix 
Given a threshold e > 0, one can compute a quantity d > 0
depending on e and on the elements of the distance matri-
ces of two point sets, such that if the maximum element of
the distance difference matrix is ≤ d, then either for the
original point sets or for one of the original sets and the
inverted enantiomorph of the other (or for both enan-
tiomorphs), D2 ≤ D∞ ≤ e.
Conclusions 
The results presented here clarify the relationships
between the different measures of structural similarity in
use and can be applied to the development of algorithms
and software for determining geometrically similar subsets
of two point sets. 
Using the properties of Chebyshev superposition, I have
derived two sets of inequalities relating the r.m.s.d. D2, the
minimax deviation D
∞
, and the maximum element of the
difference distance matrix d. These provide a basis for
methods based on thresholded difference distance matri-
ces [4,5] for extracting only subsets for which the r.m.s.d.
D2 is less than or equal to a prespecified threshold, or for
selecting subsets that include all subsets for which the
r.m.s.d. D2 is less than or equal to this threshold. 
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