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ABSTRACT 
Necessq and sufficient conditions for the existence of the stabilizing solution of 
the algebraic Riccati equation are derived for both the continuous and the discrete-time 
case under the weakest possible assumptions imposed on the initial data. Both 
frequency-domain conditions involving an associated Popov function and time-domain 
conditions involving an associated matrix pencil are investigated. 
1. INTKODUCTION AND NOTATION 
Since its introduction in control theory in the sixties, the algebraic matrix 
Riccati equation, both in its continuous-time version (CTAKE) 
A7‘X + XA - (XB + L)R-‘( LT + B“X) + 0 = 0 
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and in its discrete-time version (DTARE) 
ATXA - X - ( ATXB + L)(R + RTXR)-'(LT + BTXA) + Q = 0 
(where Q = Q’, R = RT>, has b een widely studied with the strong motiva- 
tion of an impressive range of successful applications such as optimal control, 
filtering theory, and H”-control. It is quite impossible to mention all the 
literature on the subject, but some crucial references will be pointed out. 
In the continuous case, the first results were given for the case Q > 0, 
R > 0 (L = 0) as it occurs in the classical linear-quadratic state-regulator 
problem. Sufficient conditions for the existence of a stabilizing solution of the 
type (A, B) controllable, <fi, A) b o servable were given in [l, 21 and relaxed 
in [3]. An iterative algorithm for computing the stabilizing solution in this case 
is given in [4]. Frequency properties in the single-input, single-output case 
are presented in [5]. The first result for arbitrary symmetric Q can be taken 
to be the celebrated positivity theorem [6], which also contains the relation to 
spectral factorization and frequency-domain inequalities. An extensive treat- 
ment concerning the linkage between time-domain and frequency-domain 
properties may be found in [7]. 
Necessary and sufficient conditions for the existence of the stabilizing 
solution were given in [8] in terms of an associated Hamiltonian matrix and in 
[9] in terms of frequency-domain inequalities. Refinements of the results 
given in [9] may be found in [lo]. 
Riccati equations with nondefinite R occur in the theory of differential 
dynamic games. 
Sufficient existence conditions in the frequency domain are given in [II]. 
A synthesis of game theory and Riccati equations for a finite time interval is 
given in [12]. The two-Riccati procedure [13] for the suboptimal H”-control 
problem involves also Riccati equations with nondefinite matrix R. 
The discrete-time case is significantly more difficult. It was first studied 
for R > 0 and A nonsingular. Necessary and sufficient existence conditions 
in this case, in terms of an associated symplectic matrix, were obtained in 
[14], and a numerical algorithm was given in [15]. The discrete counterpart of 
the frequency-domain approach is exposed in [16]. Using dynamic program- 
ming and an adequate positivity condition, existence of a stabilizing solution 
satisfying R + B?‘XB > 0 was obtained in [17]. 
Significant aspects, including structural ones, are given in [lS]. Introduc- 
ing an associated symplectic pencil [19], necessary and sufficient conditions 
were obtained without assuming the invertibility of A. An extensive treat- 
ment of these topics can be found in [2O]. Unlike the continuous case, the 
assumption on the invertibility of R is unnatural here. Indeed, in the discrete 
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two-Riccati procedure (see [21-23]), the R’ rccati equations occurring have 
usually nondefinite R, but it may also happen in some well-behaved cases 
that R is singular. An attempt to remove the assumption that R is nonsingu- 
lar was made in [24] by introducing another type of matrix pencil. The fact 
that this pencil is the appropriate tool for asserting existence of and for 
computing the stabilizing solution was proved in [25]. 
The present paper presents a complete theory of the general Riccati 
equation, both in the continuous- and in the discrete-time case, giving 
necessary and sufficient conditions for the existence of the stabilizing Riccati 
solution in terms of associated matrix pencils and in terms of associated 
rational functions of Popov type satisfying frequency-domain conditions. The 
treatment is concerned with the existence of the stabilizing solution and does 
not deal with other types of solutions to the Riccati equation. Topics 
concerning other types of Riccati solutions, such as smallest nonnegative or 
larger and smallest ones, may be found, for instance, in [26-281. 
The main results are stated and proved in Sections 2 and 3. Section 3 
follows the operator-theoretic viewpoint originated in [29-321. Section 4 gives 
an alternative form for the Riccati equation. Applications to extremal prob- 
lems are given in section 5. 
We shall denote in the sequel by I,‘, ‘I [by 12,‘*] the Hilbert space of 
square summable functions x defined on (- 00, CQ> [on N] with values in [w”, 
that is l”,llx(t>ll” clt < ts: [C”_,IIxJ’ < a], and by L?” [by I?“] the restric- 
tions of these functions to [O, m) [to N]. rW will stand for the generalized real 
axis. The shift operator with T E [0, m> or N will be denoted by u7. For 7 = 1 
we shall omit the upper index. RL” will stand for the space of proper rational 
matrix functions without poles on the imaginary axis [on the unit circle]. The 
space of stable proper rational matrix functions will be denoted by RH”, . The 
linkage between a rational transfer matrix T(h) and its realization (A, B, C, D) 
will be denoted bv 
+(AZ-A)-b+D, 
and in the case of a generalized (descriptor) system 
P(A)=, = Q(A)u, 
y = R(A)z + W(A)u, 
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we shall write 
[y-y 
p R(h)P(h)-‘Q(h) + W(A). 
Note (see [33]) that the transmission matrix is 
P(h) -QW 
R(h) 1 W(A) * 
For any matrix M we shall denote its transpose by MT. MpT stands for 
(M-')T. 
For a rational function G, we define the adjoint 
G*(A) 4 
i 
G’( -A), continuous case, 
GT (I/h), discrete case. 
2. BASIC NOTIONS AND STATEMENT OF THE MAIN RESULT 
The main object of our developments will be a triplet of the form 
2 = (A, B, P) E [w”‘” x RnXm x R(n+m)x(n+m) with P = PT partitioned 
as 
(1) 
With reference to such a triplet, assumed fixed, we shall give the following 
definitions and state our main result for both the continuous- and the 
discrete-time case. The appropriate interpretation of the triplet 2 is given 
referring to a control system 
X’ =Ax + Bu 
and a quadratic criterion with weighting matrix P, that is, 
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where zr = [xT uT] is viewed as a vector-valued function defined either on 
L?” x ,2.$m or on It” X 12nf. A prime stands for the derivative in the 
continuous case and the unit shift in the discrete case. 
A. Continuous Case 
The following definition is in accordance with the corresponding one in 
[61. 
DEFINITION 1. The rational function 
nx(s) A [ BT( -sZ - AT)-l Z]j (SZ - y B] 
= R + B7’( -sZ - A?‘)-lL + L?‘(sZ - A)-‘B 
+ BT( -sZ - A“)-‘Q(sZ - A)-‘B (2) 
is called the Popov function associated to C. 
It is easy to show that the Popov function introduced above has the 
following realization: 
IIs = 
The next definition is even more familiar. 
DEFINITION 2. Assume R nonsingular. Then 
(3) 
ATX + XA - (XB + L) R-‘( L“ + B”‘X) + Q = 0 (4) 
is called the continuous-time algebraic Riccati equation (CTARE ) associated 
to 2. 
Any symmetric matrix that satisfies (4) is called a .stah&ing solution if 
F p -R-‘(i” + B“X) (5) 
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makes A + BF exponentially stable. In this case F is called the stnhilizing 
-feedback matrix. 
It can be easily proved that if the stabilizing solution exists, then it is 
unique (see [25] for the discrete case). The following object was first 
introduced in [24]. 
DEFINITION 3. The matrix pencil hM - N with M, N E 
0 B -“o -AT -L , 1 (6) __~ ‘ -B7‘ -R 
is called the extended Hamiltonian pencil (EHP) associated to C. 
Recause the CTARE necessarily assumes R nonsingular, one can still 
introduce 
DEFINITION 4. If R is nonsingular, the matrix 
H, g 
A - BR-‘LT - BRPIBT 
-Q + LR-‘LT -AT + LRP’B7 1 (7) 
is called the Hamiltonian matrix associated to 2. 
DEFINITION 5. Let F’ E [WmXn. Then f: = (A, l?, P> is called an 1;‘- 
equident (a feedback equivalent) of 2 if 
A=A + BF, l?=B, 
where 
@ k Q + gTLT + Lg + FTR$, 
LAL+gTR, iAR. 
For more details see [6]. 
(8) 
(9) 
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PROPOSITION 1. Zf I? is any F-equivalent of C, then: 
1. One has 
III,(s) = s,*(s)n,(s)s,(s), 
where 
I 
A 0 
nIy(s) = -Q -A’ 
L’ tiT 
is the Popov function associated to f: and 
with the inverse 
B’ 
-i 
ti 
S,-(s) ~2 Z - g(sZ - A)-‘B = 
A B [-tl -F I’ 
S;‘(s) p Z + @(sZ - A)-lB = 
179 
(10) 
(11) 
(12) 
(13) 
2. The realizations (3) and (11) c$ rIz(s) and II,(s), respectively, 
share the same transmission zeros. 
3. The CTAREs associated to C and f: share the same stabilizing 
solution X. The stabilizing feedback for the CTARE associated to f; is F - F’ 
with F given in (5). 
4. The EHPs AM - N and AM,- - Ng associated to x and 2, respec- 
tively, are strictly equivalent [35], i.e., there exist two nonsingular matrices 
U,- and Vf such that Mp = Up MV,-, Nf = Up NV,. In fact 
z 0 0 
u,= 0 z $ ) 
[ I v, = 00 z 
z 0 0 
0 z 0. 
,j 0 z 1 
Proof. For part 1 see [6]. The rest is straightforward. 
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PROPOSITION 2. Assume that there exist X = X?‘, F, and R (R not 
necessarily nonsingular) such that 
Q+ATX+XA+(L+XB)F=O, 
(14) 
L’ + B?‘X + RF = 0. 
Then the following identity holds: 
Hz(s) = S;(s)RS,(S) (15) 
with S,(s) defined through (12) for F’ = F. 
Proof. By direct computation. n 
The identity (15) is k nown as the spectral factorization identity (see [S]). 
From Propositions 1 and 2 we have 
COROLLARY 1. 
1. Assume that A is exponentially stable. lf the CTARE (4) has a 
stabilizing solution, then II,(s) E RL” and has a so-called antianalytic 
factorization 
rI,(jw) = E:‘( -jo)fqjo), (16) 
where R, W’, E’, 8-l all belong to RH”, . For more details concerning 
antianalytic factorizations see [30, 31, 341. 
2. Assume the pair (A, B) stabilizable, and let 
9( A, B) b { F’I A + Be exponentially stable}. 
Zf there exists F ~_9? A, B) f or which the Popov function III~(s) associated to 
the F-equivalent C has an antianalytic factorization, then this property holds 
for all F E fl A, B). 
Proof. 1: Since R is nonsingular, the CTARE (4) is equivalent to (14). 
Hence (16) follows from (15) if we take a(s) = RS,(s) and E(s) = S,(s), 
where S, and S,i belong to RHT because both A and A + BF are 
exponentially stable [see (121, (1311. 
Part 2 follows from (101, (12), and (13). n 
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We shall introduce the following definition. 
DEFINITION 6. Assume (A, B) is stabilizable. We shall say that the 
Popov function II,(s) is antianalytic prefactorizable if there exists 6 E 
s( A, B) such that II,(s) is antianalytic factorizable (2 the @-equivalent of 
C). 
As for the EHP (Definition 3), some of its properties will play an 
important role in the sequel. We assume the reader to be familiar with 
notions like generalized eigenvalues, deflating subspace, etc. For more details 
see [35-371. Assume that the EHP is regular, i.e., det(hM - N) f 0. Then 
we shall say that the EHP is dichotomic (concerning dichotomy and its 
equivalent meanings see [38, 391) if it h as no generalized eigenvalues on the 
imaginary axis and exactly m generalized eigenvalues at infinity. In this case 
we can prove that there exists a n-dimensional stable deflating subspace 
‘I’ c lR2”+m, i.e. a deflating subspace such that the spectrum of the EHP 
restricted to it lies in the open left half pl ane. This is, in turn, equivalent to 
the fact that for any basis matrix V of ‘I’, there exists an n X n exponentially 
stable matrix S such that 
NV = MVS. (17) 
Let V be partioned as 
(18) 
Then if, in addition, V, is nonsingular, we shall say that the EHP is 
disconjugate (the term disconjugacy comes from the classical calculus of 
variations in connection with Jacobi’s sufficiency condition for extremum, i.e. 
the absence of conjugate points; see [38, 391). Let us note that the discrete 
counterpart for all the above notions and facts is presented in [25]. Exactly as 
in the cited paper, one can prove 
LEMMA 1. Zf V as in (18) is the basis matrix of a stable deflating 
subspace of a dichotomic EHP, then 
v:v, = v;vl. (19) 
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As usual, we shall say that the Hamiltonian matrix is dichotomic if it has 
no eigenvalues on the imaginary axis, and disconjugate if its n-dimensional 
stable subspace has a basis matrix with the first n rows forming a nonsingular 
matrix. 
Relations between the notions defined above are well known for special 
cases (some of the contributions were cited in Section 1). Our main result 
states such relations in a very general setting. 
THEOREM 1. The following statements are equivalent: 
1. The following are satisfied: 
(a> The pair (A, B) is stabilizable; 
(b) II,(s) is antianalytic prefactorizable. 
2. R is nonsingular, and the CTARE (4) associated to Z has a stabiliz- 
ing solution X. 
3. The EHP (6) is disconjugate. 
The proof will be given according to the following plan: 1 w 2 and 
2 a 3. Notice that the equivalence 2 w 3 is precisely the continuous coun- 
terpart of the main result in [25], so we shall only sketch the proof. The 
“heavy” implication in Theorem 1 is 1 * 2, and we shall defer it to the next 
section. In the rest of this section we shall prove the other, simpler implica- 
tions. 
Proof of 2 3 3. Assume part 2 is true, and show firstly that the EHP is 
regular. To this end a simple computation gives 
AZ - x BR-‘BT 0 
= 0 Az+A?’ 0 
’ 
0 0 R 1 
where X is the stabilizing solution of (41, F is the stabilizing feedback matrix 
given in (5), and x 4 A + BF, which is stable. Thus, det(hM - N) = det R * 
det(hZ - x) * det(hZ + AT) # 0. 
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Let the monk matrix 
1 
VP x [I F 
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with X and F as above, and ?’ = Im V. Then 
NV=MV(A+BF), 
which shows that r is an n-dimensional stable deflating subspace. Hence, 
the EHP is dichotomic. As Vi = I, the EHP is disconjugate and part 3 is 
proved. W 
Proof of 3 * 2. Assume part 3 holds, and let 
VI >n 
v= v, }n [I v3 ) “1 
be the basis of the n-dimensional stable deflating subspace of the EHP with 
V, nonsingular satisfying (17) with a stable S. Multiplying (17) with V,’ and 
defining S p V, SV, ‘, X 4 V,V, r, F 2 VaVr i, we obtain 
A + BF = 9, 
- Q - A7‘X - LF = X3, (20) 
- LT - B?‘X - RF = 0. 
From Lemma 1, X is symmetric. Substituting S from the first in the second 
equation (go), we obtain that (14) holds. Hence by using (15) and the identity 
(which can be readily proved) 
det(sM - N) = (-l)“det(sl - A) det( -sI - AT) det II,(s), (21) 
the invertibility of R follows (the EHP is regular). Now from the second 
equation of (14) F can be derived, and substituting it in the first, we get that 
X satisfies the Riccati equation. As .? = A + BF is exponentially stable, X is 
the stabilizing solution. n 
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There is a strong relation between the EHP and the Hamiltonian matrix. 
In particular, if R is nonsingular, H, is dichotomic (disconjugate) if the EHP 
is dichotomic (disconjugate) and one can use the Hamiltonian instead the 
EHP. For this reason, Theorem 1 can be completed with another equivalent 
statement: 
3’. R is nonsingular, and the Hamiltonian matrix (7) is disconjugate. 
Now it just remains to prove 1 - 2 Before doing so let us see the discrete 
counterparts of the facts exposed above. 
B. Discrete Case 
For the same triplet C = (A, B, P> we state now 
DEFINITION 1’. The rational function 
n,(z) A [ BT(?-lz _ AT)-’ z]p Czz -f)Y’” 
[ 1 
= R + BT(zPIZ - A”)-‘Z, + 
+ BT(z-‘I - AT)-$(;I 
is called the (discrete) Popov function associated 
LT(zZ -A)-'B 
-A)-lB (22) 
to c. 
It is easy to show that IIS h as the following state-space descriptor 
realization: 
(23) 
DEFINITION 2’. The algebraic equation 
A'X'A-X-(A~xB+L)(R+B~xB)~'(L~+B%A)+Q=o (24) 
is called the discrete-time algebraic Riccati equation (DTARE ) associated to 
2. 
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A symmetric matrix X making R + B'XB invertible and satisfying (24) is 
called a stabilizing solution if 
F L -(R + BTXB)-‘( LT + B’XA) (25) 
makes A + BF stable. In this case F is called the stabilizing feedback 
matrix. 
The EHP AM - N associated to C with M, N E [W(e7’+‘rr)x@n+“‘) is 
given now by 
The discrete versions of the Propositions 1 and 2 can be easily derived. More 
exactly, (10) holds for s replaced by z with II,(z) given by (23). The system 
(I4 becomes 
Q+A~~-X+(L+A'XB)F=O 
(27) 
LT + B?‘XA + (R + B’XB)F = 0, 
and the identity (15) takes the form 
lI,( z) = S,*( z)( R + BTXB)S,( z) (28) 
Concerning the antianalytic factorization (16), it is written as 
(29) 
for 0 E [0,293-l and fin, W’ ‘= zp1 E RH”,. > ->- Definition 6 can be also easily 
adapted. 
The properties of the EHP in the discrete case are all given in [25], and 
we shall briefly review, for completeness, only those that are required for 
stating the main result. The EHP is assumed to be regular. Then we shall say 
that the EHP is dichotomic if it has no generalized eigenvalues on the unit 
circle. In this case we can prove (see [25]) that there exists an n-dimensional 
stable deflnting subspace ‘T, i.e., a deflating subspace such that the spectrum 
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of the EHP restricted to it lies inside the unit disk. This is, in turn, equivalent 
to the fact for any basis matrix V of T, there exists a stable matrix S such 
that 
NV = MVS. 
Let V be partitioned as 
VI b 
v= v, }n [I v3 jm 
Then, if Vi is nonsingular, we shall say that the EHP is disconjugate. 
Let us notice that in this case the assumption that R is invertible is not 
natural and, in fact, can be false in well-behaved examples. The main result 
for this case is stated in 
THEOREM 1’. The following statements are equivalent: 
1. The following are satisfied: 
(a) The pair ( A, B) is stabilizable; 
(b) IIJ z) is antianalytic prefactorizable. 
2. The DTARE (24) associated to I% has a stabilizing solution X. 
3. The EHP (26) is disconjugate. 
As for Theorem 1, the proof goes by the scheme 1 CJ 2 and 2 w 3. The 
equivalence 2 = 3 is mainly the subject of [25]. The proof for 1 w 2 will be 
given in the next section after proving the continuous version. 
3. EXISTENCE OF THE STABILIZING SOLUTION OF THE 
RICCATI EQUATION 
The aim of this section is to prove 1 e 2 in Theorems 1 and 1’. As the 
proof is a little lengthy, the main arguments are stated as auxiliary results. For 
both cases, we shall proceed by proving our result in the particular case when 
A is exponentially stable, and then we shall convert the general case and 
apply the result already obtained. 
A. Continuous Case 
As was announced, we prove first 
RICCATI THEORY 187 
THEOREM 2. Assume that C satisfies the following: 
Il. A is exponentially stable. 
12. HP(s) has an antianalytic factorization. 
Then the CTARE (4) associated to C has a (unique) stabilizing solution X. 
For proving Theorem 2 we need some auxiliary results. To state them, 
let’s assume that 11 and I2 are true and consider the continuous-time system 
x’ = Ax + Bu, x(0) = 5. (30) 
Then for each pair (5, u) E R” X Lyvf there is a unique solution to (30) in 
L:” given by the variation-of-constants formula 
x = a$+_!%, (31) 
where 
(@E>(t) = e”“5, (pU)(t) = [jteA(tm’)Ru(r) d$-, t 2 0. (32) 
We shall denote this unique solution by XC <, u). Associated to 2, consider 
the quadratic cost functional defined on R x L?” by 
_lX(tT>U) = ([yqp[X”uu)]) 
Using (311, (33) can be expressed as 
where 
(33) 
(34) 
YDo p @,*Q@, (35) 
9’ JA @*QL?'+ @*L, (36) 
2 &Y*Q9+5?*L + LT2+ R (37) 
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are all bounded operators with 9”. and S? self-adjoint, and where 
a*x = /meA’ts(t) dt vx E L2,” + 
0 
and 
(38) 
REMARK 1. M introduced by (37) can be seen as a (causal) Toeplitz-like 
operator. Indeed, since A is exponentially stable, 
(gu>(t) = jlmeA(‘r)~+) d7 
defines a linear bounded operator q, : L”, n’ + L2’ ‘. Define now 3, : L2’ In 
+ L2’ * by % e A-5$* Qpe +pc* L + L7pe + R. For any integer r Z= 1, de- 
note by ‘3!r’ the orthogonal projection of L2. r onto L2cr. Then the (causal) 
Toeplitz operator associated to 9, is by definition (see for example [40, 411) 
V!z9eqz = pEqrL = 9. Consequently the Toeplitz operator associated to 8 e 
will be 
=_Y*Q_5Y+Z’*L + L’P+ R = 8 
(the abuse of notation R = qnTRqrT has been used). The connection be- 
tween the operator !Re introduced just above and the Popov function II,(s) 
is now quite transparent. By performing a simple computation it can be easily 
checked that the Fourier transform of !I! ,u, u E L2’ m is Il,(jti)2i(j~), 
where &(jw) is the Fourier transform of U. We shall call S?, the time image 
of III,. 
For our next development we need connections between the Toeplitz 
operator 8 and II,( In this respect the following proposition is relevant. 
PROPOSITION 3. The Toeplitz operator X associated to Si, (the time 
image of FII, E RL”) has a bounded inrjerse i# rip(s)) has an antianalytic 
factorization. 
For proof see [31, 341. An extensive treatment concerning the spectral 
theory of YI may be found in [32]. 
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According to 12 in Theorem 2 and Proposition 3, the operator 8 
introduced by (37) h as a bounded inverse, and this is crucial for our next 
development. 
Notice that since A is exponentially stable, for every pair (x, U) E L$” X 
L?“’ the adjoint equation 
A’= -Qx-Lu-ATA 
has a unique solution in L$” given by 
(40) 
h(t) = lrne A’-)[ QX( T) + Lu(T)] do. (41) 
For each (5, U) E [w” X L?,‘, we shall denote by A( 5, U) the solution to (40) 
when x = x( 5, u). Our first auxilliary result gives an evaluation of the exact 
variation of the cost functional Jp defined in (33) around an arbitrary point 
([, U) E [w” x Ly. 
LEMMA 2. For each (6, u) E [w” X L$“’ and Au E L$“‘, we have 
Jx( 5, u + Au) = Jz( z$, u) + 2( Au, L7‘x + Rzr + B’A) + Jz(O, Au) (42) 
with A = A( 5, U) and x = ~(5, ~1. 
Proof. Let Ax ~_YAu, i.e. 
Ax'=AAX+BAu, Ax(O) = 0. 
Then, using (40) and (431, we get 
([;:]jl:: :][:I)=([::]-[,:: jk) 
+ (A, A Ax+ BAu -Ax'> 
+ (A', Ax) - (A', Ax) 
= (Ax, Qx + Lu + ATA + A’) 
+ (Au, LTx + Ru + BTA) 
-&A’(t) Ax(t)] dt 
(43) 
= (Au, LTx + Ru + BTA), (44) 
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where the integral is zero because Ax(O) = 0 and h(m) = 0. Since 
(42) follows, using (44). W 
A fundamental existence result for a “critical” point of Jx is given in 
LEMMA 3. For each 5 E R”, there exists a unique us E L?“’ given by 
where 
such that 
JdE>U) =Jx(5d) +In(kU -4 vu E L2," + . (47) 
Proof. From (34) 
from which (45)-(47) follow. Uniqueness follows from straightforward ma- 
nipulations. n 
Denote by X the symmetric matrix in R”’ n such that 
From (48) we can express X as 
(4% 
(50) 
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We shall denote x C = x( 5, u C> and A5 = A( 5, u 5>. Then we have 
LEMMA 4. For each 5 E R” the system 
x’ = Ax + Bu, A.(O) = 5, 
,V= -Qx-Lu-ATh, (51) 
0 = LTx + Ru + BTA 
has a unique solution (u, x, A) = (u5, x5, AC) E L$,’ X L?” X L?“. 
Proof. Firstly uC, x5, and A5 obviously satisfy the first two equations in 
(51). By Lemmas 2 and 3, we have for arbitrary u in I,$“’ 
which shows-that the third equation (51) must be also satisfied. 
If (6, 2, A) is another solution to (51), then, using Lemma 2, we get 
and using Lemma 3, it follows that 6 = u 5 and hence automatically x’ = x 5 
and A = AC. 
Finally we prove 
LEMMA 5. 
1. There exists F E RmX n such that 
and A + BF is stable. 
2. One has 
(52) 
(53) 
with X given by (50). 
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Proof Fix a 5 E R”. Notice that x C and At are absolutely continuous, 
as they are solutions of differential equations. As R = fI,(joc) is nonsingular, 
from the third equation of (51) it follows that UC is also absolutely continu- 
ous. Hence, u*(O) makes sense, and it depends linearly on 5, as directly 
follows from (45). Hence, there exists a matrix F such that for every 5 in R”, 
d(O) = F( = Fxc(0). 
From (41) we have, with (31), (451, and (50) 
AC(O) = @*(Qxc + Lug) = @*Q(@t +_Yu*) + @*Lus =cFaoc +9’u5 
= (go -t9%,)~ = xg = x2(0). 
Notice that for every t > 0, (V f~ (, (T ‘X 5, u ‘h5 ) is also a solution to the 
system (51), b t u with initial state value x5(t). As Lemma 4 asserts the 
uniqueness of the solution of (51), it follows that for any fixed t > 0 and fixed 
7 P x5(t) we have 
Hence 
d(t) = a’uqo) = FXQ) 
and 
Q(t) = c+qO) = xl+(t), 
and (52) and (53) are proved. 
Substituting (52) in (30) we obtain 
x5’ = (A + BF)d, d(O) = 5. 
Since x5 E I,,,’ and 11x5112 < p(I 511 for every 5 in R” with p P II@ +~~ioll, 
as follows from (30) for u = ~5 given by (45), the exponential stability of 
A + BF is a consequence of standard results (see [411). 
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Not it’s time to proceed with the 
Proof of Theorem 2. Substituting (52) and (53) in (511, we obtain 
x5’ = (A + BF)x*, 
xX5’ = -Qr 6 - LF?c~ - ATXx5, 
0 = LTrS + RFx5 + BT&‘, 
and by eliminating x5’ and then setting t = 0, it follows from the arbitrari- 
ness of 5 that (14) is fulfilled. 
Since R is nonsingular, F can be expressed from (14) as 
F = -Rpl( LT + BTX) (54) 
Substituting (54) in the first equation of (14), we obtain that X satisfies the 
CTARE and, as A + BF is exponentially stable, X is the stabilizing solution. 
n 
The purpose of this section can now be attained. 
Proof of 1 j 2. Since (A, B) is stabilizable and n,(s) is _antianalytic 
prefactorizable, there exists a feedback matrix F for which the F-equivalent 
triplet 2 = (A, B’, P’) has A ex p onentially stable and the associated Popov 
function n,(s) has an antianalytic factorization. By Theorem 2 the CTARE 
(4) associated to 2 has a stabilizing solution. Using part 3 of Proposition 1, 
the conclusion follows. n 
Proof of 2 = 1. Assume that the CTARE (4) has a stabilizing solution. 
- Hence ( A,_B) is stabilizable and 1 (a) f 11 o ows. Let F be any feedback matrix 
such that A = A + BF is exponentially stable, and let f. be the g-equivalent 
of C. By applying successively to % part 3 of Proposition 1, the identity (15) 
(adequately updated with C), and part 1 of Corollary 1, 1 (b) follows and the 
proof ends. n 
B. Discrete Case 
We shall briefly state the discrete counterparts of the results stated above, 
underlining the differences that occur in this case. Firstly, the spaces L2 must 
be replaced with Z’, changing accordingly the expressions for the inner 
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products. Note also that exponential stability means eigenvalue location inside 
the unit disk. Because the changes are quite minor, we shall keep the same 
notation as in the continuous case for corresponding items. We have 
THEOREM 2’. Let C = (A, B, P> be a triplet satisfying the following: 
Il. A is exponentially stable. 
12. II z.( z> has an antianalytic factorization. 
Then the DTARE (24) associated to C has a (unique) stabilizing solution X. 
We consider the discrete-time system 
(TX = Ax + Bu, x(0) = 5. (55) 
For each pair (6,~) E R” X 12”’ the variation-of-constants formula can be 
written as in (3I), but the action of the operators is given by 
k-l 
(@t)(k) = Ak5, (=-5%)(k) = c AkPrP’Bu(r), k > 1, 
r=O 
(_Fu)(O) = 0. (56) 
Their adjoints are 
Q*x = f ( AT)IX(k) v’x E 12” 
k=O 
(57) 
and 
(9*x)(k) = 5 BT(AT)r-k-l~(r) vx E 12”. (58) 
r=k+l 
The expression (33) for the cost functional and the operatorial expression (34) 
with (35)-(37) remain the same except for the different meaning of the inner 
product. By the same argument the operator 8 has a bounded inverse. 
For this case we consider the equation 
h = ox + Lu + ATvA. (59) 
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For every pair (x, U> E 12 ’ X 12 I”, (59) has a unique solution in 12 n given 
bY 
A(k) = c (AT)r-k[Qx(r) + Lu(r)], k E N. (60) 
r=k 
As above, denote by x( 5, u) the unique solution to (551, and by A( 5, U) the 
unique solution to (59) for x = x(5, u). 
The following lemma can be obtained through minor modifications in the 
proof of Lemma 2. 
LEMMA 2’. For each (t, u) E R” X 12” and au E l?“‘, we have 
1x( 5, u + Au) = Jz( 5, u) + ~(Au, LTx + Ru + BTvh) + J,(o, Au) 
(61) 
with A = A( 5, u) and x = x( 5, u). 
Lemma 3 with the obvious modifications remains valid in this case too, 
and X is given by the same expression (50). By the same argument as for 
Lemma 4, we can obtain now 
LEMMA 4’. For each 5 E R” the system 
o-x = Ax + Bu, x(O) = 5, 
A = Qx + Lu + ATah, (62) 
0 = LTx + Ru + BTrA 
has a unique solution (u, x, A) = (uC, x5, A() E 1”;” X 12” X I:“, where 
the same notations is used as in the continuous case. 
Lemma 5 still remains valid with minor modifications in the proof. 
Proof of Theorem 2’. Substituting now (52) and (53) in (62) and elimi- 
nating (+x 5, we obtain that (27) holds for actual data and consequently (28) is 
fulfilled. According to 12, R + B?‘XB must be nonsingular; hence, eliminat- 
ing F from the equations (271, we obtain that X is a solution to the DTARE 
and that F is the stabilizing feedback. 
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The proof of Theorem I’ runs similarly to the proof of Theorem 1, except 
that it refers to Theorem 2’ and to singularities on the unit circle instead of 
the imaginary axis. 
4. THE KALMAN-YAKUBOVICH-POPOV SYSTEM IN J-FORM 
In this section we shall formulate a result which gives an alternative form 
for the Riccati equation. 
LEMMA 6. Let R be nonsingular and have sign matrix 
(63) 
Then the CTARE (4) has a stabilizing solution ifl there exist V E [WmX m, 
w E [Wmxn, X = XT E [w”‘” such that 
R = VT]V, 
L +XB = WTJV, 
Q+ATX+XA=WT]W 
with V nonsingular and A - BV’W stable. In this case: 
1. One has 
U,(s) = G’( -s)JG(s) 
with 
G(s) = ; ; . 
H-l 
(64 
(65) 
(66) 
2. If (x, u) is a pair such that (x, u) E L?” X L?“’ and x’ = Ax + Bu, 
x(O) = 5, then the quadratic cost functional introduced in (33) takes the form 
( > t + Vu(t)]‘][Wx(t) + Vu(t)] dt. (67) 
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Proof. “Only if”: As R has sign matrix J, there exists a nonsingular 
matrix V such that the first equation of (64) is satisfied. Let X be the 
stabilizing solution to the CTARE (4), and define W as 
w = JV“( LT + BTX). (68) 
Then obviously the second equation of (64) is true, and, using the CTARE 
(4), X and W satisfy 1 a so the third equation of (64). Furthermore, the 
stabilizing feedback is given by F = - V’ W; hence A - BV’ W is stable. 
The “if” part is trivial. If the CTARE has a stabilizing solution, then (65) 
and (67) follow directly from (15) and (641, respectively. n 
We shall call the system (61) the Kalman-Yakubovich-Popov system in 
J-fbrn. It occurs in game-theoretic approaches in [21, 451. For the discrete 
case, all the results remain valid except that the Kalman-Yakubovich-Popov 
system becomes 
R + BTXB = VT]V, 
L + A’XB = W’jV, (69) 
Q+ATXA-X=WT]W. 
5. EXTREMAL CASES: MINIMUM AND MAXMIN PROBLEMS 
Two cases for which the antianalytic prefactorization property of the 
Popov function can be easily checked will be now presented. 
The first case is that of positioity. We shall derive the well-known result 
directly from Theorem 1, avoiding Youla’s factorization theorem [42]. In fact, 
by using the identity (15) and the result given in the theorem stated below, 
Youla’s result is easily recovered. 
THEOREM 3. Let Z = (A, B, P) be a triplet for which we ussume that 
(a) The pair (A, B) is s+d&zuble. 
(b) II&w> > 0 VW E [w. 
(c) The realization (3) has no uncontrollable and/or unobsemable modes 
0njR. 
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Then 
1. The CTARE (4) has a stabilizing solution X. 
2. For every 5 E 1w” 
exists over all u E L$“’ for which the solution x( 5, u) to (30) is iniL”;“, and 
minJz( 5, u) = eTXg. (70) 
u 
proof. -1: Choose @ such that A = A + Be is exponentially stable, and 
let C = (A, 5, F) be the $-equivalent of 2. Using (b) and (lo), it follows 
that Ilk (jo) > 0 VW E R. Since both realizations (3) and (11) share the 
same transmission zeros (see part 2 of Proposition 11, it follows that n,(jw> 
> 0 VW E n. Hence if 6 is the infimum over R of the least eiegenvalue of 
II%,( then 6 > 0 and II, > SI VW E R. Let !ki, : L2,m - L2”” be 
the time image of II,( Th en by applying the Parseval identity we have 
for each u E L2. ” which is zero on the negative part of the real axis, with G 
its Fourier transform, 
that is, SllullZ < ll%iul12 (with u seen to belong to Lt”‘). The last inequality 
shows that the self-adjoint operator % has a bounded inverse (see [43, 441). 
According to Proposition 3, it follows that II,(s) has an antianalytic factoriza- 
tion and consequently II,(s) is antianalytic prefactorizable. Applying Theo- 
rem 1, the stabilizing solution X to (4) exists. 
2: We have R = II,(p) > 0. By applying Lemma 6 for J = 1, there 
exist V, W such that 
R = V’V, 
L + XB = WTV, 
Q + ATX + XA = WTW, 
(71) 
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which is the classical Kalman-Yakubovich-Popov system [6]. Using part 2 of 
Lemma 6, the quadratic index can be written 
which shows that the minimum is attained for the stabilizing control law 
u= - Vr Wx = Fx and it is given by (70). n 
The second case is very often encountered in game-theoretic situations, 
including minmax design problems [12]. 
For stating this result we introduce some notation. Consider the following 
partitions in accordance with (63) for R: 
u(t) = 
udt> 
[ 1 u,(t) ’ B=[B, B2]> L= [L1 L2], 
R= 
RI, RI2 
[ 1 R:2 R22 . 
The quadratic index (33) will be denoted 
Let 
“As) = 
[ 
rIll(S) Hl2(S) 
rIT2(s) 1 n22(s) ’ 
(72) 
(73) 
where fI,,(s) P fI~r(~), Z1 = (A, B,, PI), fInz(s) A fizz(s), 2, = (A, B!z, 
P,>, and 
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Also let II,(s) be associated to any g-equivalent % of C, and consider for it 
the same partition as in (73): 
H,(s) = 
THEOREM 4. Assume: 
Cl. (A, B,) is stabilizable. 
c2. rI,,(jo> > 0 VW E rw, 
(74) 
and the realization of III,,(s) given by 
has no uncontrollable and/or unobservable mc )O 
B2 
-L, 
%2 1 
kls on jR. 
53. For each F’ of the form F’ ‘=[O $T]forwhichA=A+B@=A+ 
B, F, is exponentially stable, there exists o(s) E RH”, (depending on $1 
such that 
S:,,(jo) < 0 VW E Pi, (75) 
where 
Qs) p H,,(s) + H,,(s)@(s) + o*(s)rI~*(s) + o*(s)n,,(S)@(S) 
(76) 
with fiij the block entries of (74). 
Then: 
1. The CTARE (4) associated to C has a stabilizing solution X. More- 
over 
R,, > 0, (77) 
sgnR=J, (78) 
where J given in (63) and V in (64) can be chosen in a lower-left block 
triangular form partitioned in accordance with (63). 
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2. For every 5 E R” 
exists over all pairs (uI, u2) E L:“l X L21n2 for which the solution to (30) 
belongs to L?“, and it equals t’X5. The maxmin is attained for u1 = F,x, 
u2 = F2 x, where F is the stabilizing feedback matrix (5) partitioned confor- 
mally with (721, i.e. FT = [F: F,1’]. 
Proof. 1: Choose F’ according to C3. Then we have 
_ m4 
-[ 
%2w 
aT2( jw) 1 g:,,(jo) ’ 
(79) 
where B,,(s) has been defined by (76), g,,(s) ’ fI,,(s) + b*(S)fI~(s), 
and 
E&s) = II,,(s). (80) 
Let <, ge, %le,ik, and pe,ik be the time images of @(jw), n,(jo), 
fiik(jw), and gik(ju) (i, k = 1,2), respectively. Let 2 %, $I ik, and *k be 
the associated Toephtz operators. From (79) and (80) we can write 
and 
(82) 
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Pre- and postmultiplying both sides of (81) and (82) by 
and ?Lz, respectively, and taking into account that p= ?,~,$‘l’~r = $*z, 
because 6 E RH”, , we get 
and 
%z = $22, (84) 
where (83) and (84) are now equalities between Toeplitz operators. Due to 
the structure of F’ (GT = [0 %:I), fi,, is exactly the Popov function associ- 
ated to 
Hence according to Cl and C2 it follows, as in the proof of the first part of 
Theorem 3, that 
fi,, (_Zw) > 0 V’w E rw (85) 
Further, based on the same arguments used in the above-mentioned proof, it 
follows from (75) and (85) that 
for suitable 6, > 0 and 6, > 0. Since 
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and *11 - $‘12%21e2 < - 6,Z, as follows from both inequalities (86) the 
existence of a bounded inverse for the whole Toeplitz operator in the 
right-hand side of (83) is obvious. With this result the existence of a bounded 
inverse for the Toeplitz operator % follows also from (83). 
Consequently II,(s) h as an antianalytic factorization (see Proposition 3), 
and then n,(s) is antianalytic prefactorizable by definition. Hence by Theo- 
rem 1 the existence of the stabilizing solution X to (4) follows. 
Since $12, =2?2, > 6,Z [see (86)] and 9,, -~12&2’~2 < - 6, Z as we 
noticed above, simple computations performed on (83) show that there exists 
6, > 0 such that 
3, 6 kRll - %,,!R$Ry2 < -s,z. (87) 
For more details concerning such computations see 1471. Since I,, < 0 
VW E @ [see (75)] and a22 (jo) > 0 VW E R [see (80) and (SS)], the Schur 
complement of g:,,(j~) in the right-hand side of (79) will be strictly negatis 
for all o E E. Hence we conclude from (79) that sgn II, = J VW E E. 
By applying now the identity (15) with respect to the CTARE associated to 2 
(see also part 3 of Proposition 1) it follows that sgn R = /, and by taking 
w = ~0 in II,, we get R,, > 0. Thus both (77) and (78) hold. From (77) 
and (78) we obtain 
-R 11 + R R-‘RT. > 0 12 22 I2 ’ 
and so we can take V,, and V,, both nonsingular such that 
4, = V&,> 
- R,, + R,,R,-,‘R;, = V;‘;V,,. 
Let 
Using now (88) (89), and (go), it is easy to check that 
(88) 
(89) 
(90) 
VI1 0 vp v,, 
[ 1 V,, (91) 
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satisfies the first equation of (64). Further use (68), and the system (64) is 
completely fulfilled. 
2: As in Section 3, we shall assume first that A is exponentially stable. 
According to (47) and (491, we can write for the quadratic cost (33) 
Jz(S,u) =Jn(5,u,,n,) = ~r%r +(n - .5> S(u -u’)) 
where % 
case, and 
= tTxl$ + ( u1 - uf, qu, - uf)) 
+( 3i&%y2(ul - u1’) + u, - u;, 
z2,( %2,-,1 9q2(u1 - 4) + u, - 4)), (92) 
l)Ii,j = gi, (i,j = 1,2), ZR, = %r because @ = 0 in this 
with % partitioned as ‘$I! in (83). S’ mce !RM,, > 6, I [see (8611, it follows from 
(92) that for each u, E L2;"11 
minlz(5,u,, 
fJL 
ue) = pXS+(u, -uf,qul - uf)) (93) 
and is attained for 
us = $Jo2( 5, ul) = u; - %&r%:,(u, - uf). 
Using now (87), we have from (93) that 
(94) 
max minJz( 5, u,, u2) = tTXg (95) 11, l‘z 
for all (ul, u2> E L2;"11 X L2;3"2 and is attained for ur = uf and u2 = u$, as 
follows from (94). That is, u, = F, X, u2 = F2 x, as part 1 of Lemma 5 asserts. 
Consider now the general case. According to Cl, for each fixed ur E L$ml 
the class of all u. 2 E L$n'2 for which the solution to (30) belongs to L;?;" is 
given by u2 = Gz x + U, for any tiz such that A_+ B,F, is exponentially 
stable and u2 arbitrary taken in L$"". Fix such an F,. Let Fr’ = [O g’], and 
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consider the F-equivalent C of C. By applying to C the above result in 
conjunction with part 3 of Proposition 1 and taking into account that the 
prestabilizing feedback has been performed exclusively on the u,-control 
input, the conclusion follows. n 
REMARK 2. Condition C3 plays an essential role in proving the invertibil- 
ity (with bounded inverse) of the Toeplitz operator %. It originated in 
game-theoretic situations such as the minmax design problem with imperfect 
state measurements (see [I2, 461) and arises naturally in solving such a 
problem by the so-called output compensation technique (see 121, 41, 4611, 
which essentially uses the fact that V has the structure given in (91) (see 
km. 
For the discrete case we have 
THEOREM 4’. Assume: 
Cl’. (A, B,) is stabilizable. 
C2’. n,,(ejO) > 0 W E [0,27r], and the descriptor realization of 
l&,(z), 
z&)=r; z;4J 
has no uncontrollable and/or unobservable modes on jR. 
C3’. For each F of the form FT = [0 cl] forwhichA=A+ BF=A 
+ B, gz is exponentially stable there exists 0 (z) E RH “, (depending on g) 
such that 
E,,(e@) < 0 t/e E [o, 24, (96) 
where 
gl,( z) 2 l?,,(z) + l?,,( z)O( z) + o*( z)fi~2( z) 
+ d*( z)fi,,( z)O( z) (97) 
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Then : 
1. The DTARE (24) associated to C has a stabilizing solution X. 
Moreover 
R,, + B;XB, > 0 
and 
sgn( R + BS’XB) = J, (99) 
and V in (69) can be chosen in a lower left block triangular-form, partitioned 
in accordance with (63). 
2. For every 5 E [w” 
exists over all pairs (ul, ua) E l$ml X l$,’ for which the solution to (55) 
belongs to 12 “, and it equals 5 ‘X6. The maxmin is attained for u1 = F, x and 
u2 = F, x, where F is the stabilizing feedback matrix (25) partitioned confor- 
mally with (72). 
The proof is analogous to the continuous case. Equations (98) and (99) 
are easy consequence of the discrete spectral factorization identity (28). 
6. CONCLUSIONS 
Necessary and sufficient conditions for existence of the stabilizing solution 
to the CTARE (4) and the DTARE (24) h ave been derived under the most 
general assumption imposed on the initial data: A, B, Q = Q“, L, and 
R = RT. These conditions are expressed in two equivalent forms, namely, 
frequency-domain conditions and disconjugacy of an associated matrix pencil. 
While the last form can be used for computational purposes, the first is 
mostly valuable for theoretical developments. This was emphasized by the 
applications given in Section 5 concerning extremal properties of a quadratic 
functional encountered in game-theoretic situations. 
The authors thank the referee for valuable suggestions which led to 
substantial improvements of the paper. 
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