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Abstract
From an interpolation method on algebraic curves, due to D.V. Chudnovsky and G.V. Chudnovsky, we give a new method for the
construction of bilinear algorithms for multiplication in the extensions of ﬁnite ﬁelds. We obtain algorithms better than known ones.
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1. Introduction
1.1. Bilinear complexity of multiplication
Let Fq be a ﬁnite ﬁeld with q elements where q is a prime power and let Fqn be a Fq extension of degree n. We denote
by m the ordinary multiplication in the Fq -vector space Fqn . The multiplication m is a bilinear map from Fqn ×Fqn into
Fqn , thus it corresponds to a linear map M from the tensor product Fqn
⊗
Fqn over Fq into Fqn . One can also represent
M by a tensor tM ∈ F∗qn
⊗
F∗qn
⊗
Fqn where F∗qn denotes the dual of Fqn over Fq . Hence the product of two elements
x and y of Fqn is the convolution of this tensor with x ⊗ y ∈ Fqn ⊗ Fqn . If
tM =
∑
l=1
al ⊗ bl ⊗ cl, (1)
∗ Tel.: +689 803 849.
E-mail address: ballet@upf.pf.
0304-3975/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2005.11.045
294 S. Ballet / Theoretical Computer Science 352 (2006) 293–305
where al ∈ F∗qn , bl ∈ F∗qn , cl ∈ Fqn , then
x.y =
∑
l=1
al(x)bl(y)cl. (2)
Every expression (2) is called a bilinear multiplication algorithm U . The integer  is called the multiplicative
complexity (U) of U .
Let us set
q(n) = minU (U),
where U is running over all bilinear multiplication algorithms in Fqn over Fq . Then q(n) is called the bilinear
complexity of multiplication in Fqn over Fq , and it corresponds to the minimum possible number of summands in any
tensor decomposition of type (1).
1.2. Basic facts on algebraic function ﬁeld
Let F/Fq be an algebraic function ﬁeld of one variable of genus g, with constant ﬁeld Fq , associated to a curve X
deﬁned over Fq . Let Div(F/Fq) be the divisor group of F/Fq . Let us denote by PF the set of principal divisors and by
Divn(F/Fq) the set of degree n divisors. Let Pic0(F/Fq) be the ﬁnite group of the degree zero divisor classes modulo
PF . For a divisor D ∈ Div(F/Fq), let us denote by [D] = D+PF the class of the divisor D modulo PF . Two divisors
D1 and D2 are said to be equivalent, denoted by D1 ∼ D2, if [D1] = [D2]. For any place P we deﬁne FP to be the
residue class ﬁeld of P and OP its valuation ring. IfD is a divisor thenL(D) = {f ∈ F,D+ (f )0}∪{0} is a vector
space over Fq whose dimension l(D) is given by the Riemann–Roch theorem. We denote by K a canonical divisor. A
divisor D is called non-special if l(K − D) = 0; otherwise D is called special. The degree of a divisor D =∑P aPP
is deﬁned by degD = ∑P aP degP where degP is the dimension of FP over Fq . Recall that if degD2g − 1, then
D is non-special. The order of a divisor D = ∑P aPP in P is the number aP denoted by ordP D. The support of a
divisor D is the set suppD of the places P such that ordP D = 0. The divisor D is called effective if ordP D0 for
any P .
1.3. Known results
The bilinear complexity q(n) ofmultiplication in the n-degree extension of a ﬁnite ﬁeld Fq with q elements is known
for certain values of n. In particular, Winograd [22] and de Groote [12] have shown that this complexity is 2n − 1,
with equality holding if and only if n 12q + 1. Using the principle of the D.V. and G.V. Chudnovsky algorithm [11]
applied to elliptic curves, Chaumine, improving a result of Shokrollahi [17], has shown in [9] (or [10]) that the bilinear
complexity of multiplication is equal to 2n for 12q + 1 < n 12 (q + 1 + (q)) where  is the function deﬁned by
(q) =
{
greatest integer2√q prime to q, if q is not a perfect square,
2√q, if q is a perfect square.
Moreover, Shokrollahi and Baum in [8] has succeeded to construct effective optimal algorithms of type Chudnovsky
in the elliptic case.
Recently in [1,3–7], the study made by Shokrollahi has been generalized to algebraic function ﬁelds of genus g. In
particular, from the existence of towers of algebraic functions ﬁelds satisfying good properties, it was proved:
Theorem 1.1. Let q = pr a power of the prime p. The bilinear complexity q(n) of multiplication in any ﬁnite ﬁeld
Fqn is linear with respect to the extension degree, more precisely:
q(n)Cqn,
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where Cq is the constant deﬁned by:
Cq =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
if q = 2 then 54 [3],
else if q = 3 then 27 [3],
else if q = p5 then 3
(
1 + 4
q − 3
)
[5],
else if q = p225 then 2
(
1 + 2√
q − 3
)
[5],
else if q = p2k16 then 2
(
1 + p√
q − 3
)
[3],
else if q16 then 3
(
1 + 2p
q − 3
)
[4,6,7],
else if q > 3 then 6
(
1 + p
q − 3
)
[3].
In order to obtain these good estimates for the constant Cq , Ballet has given in [1] some easy to verify conditions
allowing the use of the D.V. and G.V. Chudnovsky algorithm. Then Ballet and Rolland [4] have improved the algorithm
using places of degrees 1 and 2. Let us set the last version of the theorem which in particular describes the basis of the
multiplication algorithm:
Theorem 1.2. Let
• F/Fq be an algebraic function ﬁeld,
• Q be a degree n place of F/Fq ,
• D be a divisor of F/Fq ,
• P = {P1, . . . , PN1 ,Q1, . . . ,QN2} be a set of places of degrees 1 and 2 where the Pi are places of degree 1 and the
Qi are places of degree 2.
We suppose that Q, P1, . . . , PN1 ,Q1, . . . ,QN2 are not in the support of D and that
(a) the evaluation map at the place Q
EvQ : L(D) → Fqn 	 FQ
is onto,
(b) the application
EvP :
{
L(2D) → FN1q × FN2q2 ,
f 
→ (f (P1), . . . , f (PN1), f (Q1), . . . , f (QN2))
is injective.
Then
q(n)N1 + 3N2.
Let us remark that the algorithm given in [11] by D.V. and G.V. Chudnovsky is the case N2 = 0. The generalization
introduced here is useful. Indeed, we know good towers of function ﬁelds, with many rational points, over Fq2 and not
over Fq . So, if we want to obtain good results for the multiplication over Fq we need to interpolate on places of degree
1 and also on places of degree 2. From the results of [1] and the previous algorithm, we obtain (cf. [1,4]):
Theorem 1.3. Let q be a prime power and let n be an integer > 1. Let F/Fq be an algebraic function ﬁeld of genus g
and Nk the number of places of degree k in F/Fq . If F/Fq is such that 2g + 1q(n−1)/2(q1/2 − 1) then:
(1) if N1 > 2n + 2g − 2, then
q(n)2n + g − 1,
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(2) if there exists a non-special divisor of degree g − 1 and N1 + 2N2 > 2n + 2g − 2, then
q(n)3n + 3g,
(3) if N1 + 2N2 > 2n + 4g − 2, then
q(n)3n + 6g.
Applied on a Garcia–Stichtenoth tower [14] and a Garcia–Stichtenoth–Ruck tower [15], this theorem gives good
estimates of the constant Cq .
From the asymptotical point of view, let us recall that Shparlinski, Tsfasman, Vladut have given in [18] many
interesting remarks on the algorithm of D.V. and G.V. Chudnovsky. In particular, they have obtained asymptotic
bounds for the bilinear complexity by considering
Mq = lim sup
k→∞
q(k)
k
and
mq = lim inf
k→∞
q(k)
k
.
Let us summarize their estimates given in [18]:
(1) q = 2
3.52m2 356 ,
M227.
(2) q9 is a square
2 + 1
q − 1mq2
(
1 + 1√
q − 2
)
.
Mq2
(
1 + 1√
q − 2
)
.
(3) q > 2
2 + 1
q − 1mq3
(
1 + 1
q − 2
)
,
Mq6
(
1 + 1
q − 2
)
.
Clearly from certain values of the constant Cq , one can see that the constant Mq of Shparlinski, Tsfasman, and Vladut
can be sensitively improved in certain cases:
for a prime p > 5, Mp3
(
1 + 4
p − 3
)
by [5]
for a prime power q16, Mq3
(
1 + 2p
q − 3
)
by [4,6,7].
However, the distance between mq and Mq is still important.
Moreover from the point of view of the effective construction, Ballet in [2] presents a method of construction of
bilinear algorithms for multiplication which enables to multiply for example in the extensions of F16 of degree only
13n15 from the hyperelliptic maximal curve of genus 2 with plane model deﬁned by y2 + y = x5. By Theorem
1.3, the bilinear complexity of these algorithms U of multiplication over F16n is (U) = 2n + 1.
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1.4. New results established in this paper
In Section 2, we ﬁrstly give an important corollary of Theorem 1.3. Then, we establish a theorem which is a sensible
improvement of Theorem 1.3 under certain reasonable additive assumptions. In Section 3, we show that this new
theorem enables us to obtain the result of De Groote–Winograd and the result of Chaumine [9] (or [10]). Moreover,
from this theorem we improve the efﬁciency of the quasi-optimal algorithms of multiplication in certain extensions of
F16 described in [2]. In particular, we can multiply in the extension of F16 of degree n = 16 from the same hyperelliptic
maximal curve of genus 2 used in [2]. Finally in Section 4, we show that if some towers of algebraic function ﬁelds
satisfy certain reasonable properties we can obtain bounds near the best asymptotic bounds of Shparlinski–Tsfasman–
Vladut [18].
2. General theoretical results
For q4, we can imporve Theorem 1.3:
Theorem 2.1. Let q be a prime power such that q4 and let n be an integer > 1. Let F/Fq be an algebraic function
ﬁeld of genus g and Nk a number of places of degree k in F/Fq . If F/Fq is such that 2g + 1q(n−1)/2(q1/2 − 1) then:
(1) if N1 > 2n + 2g − 2, then
q(n)2n + g − 1,
(2) if N1 + 2N2 > 2n + 2g − 2, then
q(n)3n + 3g.
Proof. It follows from a very recent paper [6] on the existence of non-special divisor of degree g − 1 for any algebraic
function ﬁeld over Fq if q4. 
This result is interesting because the most of the time Theorem 1.3 is used on all the steps of certain towers of
algebraic function ﬁelds deﬁned over Fq with q4 (cf. [1,2,4]). It enables us to obtain bounds for any integer n.
However, in all the cases we can see that Theorems 1.3 and 2.1 need many places to be applied whereas only a certain
number of places are really used. In fact the conditions on the number of places in Theorem 1.3 (and 2.1) seem to be
too constraint with respect to we can expect. These conditions are due to a certain way to construct the Algorithm 1.2
described in Theorem 1.2. Let us recall the idea used to obtain Theorem 1.3 (and 2.1). In fact, Theorem 1.3 is obtained
ﬁrstly by the existence of a place Q of degree n and the existence of a non-special divisor D − Q of degree g − 1
which enable the ﬁrst evaluation map EvQ to be valid with respect to Theorem 1.2. Then, it is sufﬁcient to have a set
of places P = {P1, . . . , PN1 ,Q1, . . . ,QN2} such that the divisor 2D− (P1 + · · ·+PN1 +Q1 + · · ·+QN2) is trivially
of dimension zero (i.e of negative degree) to apply ﬁnally Theorem 1.2. By using a new way (described in Proof of
the following theorem) to obtain the conditions (a) and (b) in Theorem 1.2 under few supplementary assumptions, we
obtain the following result:
Theorem 2.2. Let q be a prime power and let n be an integer > 1. Let F/Fq be an algebraic function ﬁeld of genus g
and Nk a number of places of degree k in F/Fq . Let P = {P1, . . . , PN1 ,Q1, . . . ,QN2} be a set of places of degree 1
and 2 where the Pi are places of degree 1 and the Qi are places of degree 2. If there exists a divisor D′ such that the
divisor D′ − (P1 + · · ·+PN1 +Q1 + · · ·+QN2) is non-special of degree g − 1 and if there exist a divisor D of degree
n + g − 1 such that 2D ⊆ D′ and a place Q of degree n such that the divisor D − Q is non-special of degree g − 1
then:
(1) if N12n + g − 1, then
q(n)2n + g − 1,
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(2) if N1 + 2N22n + g − 1, then
q(n)3n + 3g,
and moreover if N1 + 2N22n + g then
q(n)3
(
n + g
2
)
.
Proof. Since there exists a divisor D′ such that the divisor D′ − (P1 + · · · +PN1 +Q1 + · · · +QN2) is non-special of
degree g−1, the kernel of the evaluation mapEvP is trivial by the Riemann–Roch theorem which proves the injectivity
of the evaluation map EvP . Let us remark that by [13], Lecture 14, Lemme 1, we can always consider the divisor D′
such that ordP D′ = 0 for all places P of degree one and two and ordQ D′ = 0. Moreover it is clear that the degree
of the divisor D′ is 2n + 2g − 2 because N1 + 2N22n + g − 1. Hence we can choose D′ as an effective divisor
because dimD′n. Consequently the divisor D such that 2D ⊆ D′ can be chosen as an effective divisor which clearly
does not contain the place Q in its support. Then the kernel of EvQ being L(D − Q) and D − Q being non-special
divisor of degree g−1, we have dim(D−Q) = deg(D−Q)−g+1 = 0 and EvQ is injective with degD = n+g−1.
Hence we obtain dimD = n and EvQ is an isomorphism. Moreover, L(2D) ⊆ L(D′) because 2D ⊆ D′. Hence in the
case (1) where N2 = 0 we can extract a subset P ′ of P , constituted of N ′1 = dim(2D) places of degree 1 such that
we have isomorphism from L(2D) to FN
′
1
q . Consequently, q(n)N ′1 which gives (1) by Theorem 1.2. In the case (2),
we must consider that N1 = 0 corresponding to the worst situation. Then we have an injection from L(2D) to FN2q2 .
Moreover, as deg 2D = 2n + 2g − 2, the injection is in the worst case obtained for N2 = n + g. Consequently, as
q(n)N1 + 3N2 by Theorem 1.2, we obtain the ﬁrst inequality of (2). But if N1 + 2N22n + g then 2N22n + g
and q(n)N1 + 3N23(n + g/2). 
Remark 2.3. Let us remark that for example in the case 2N2 = 2n + g − 1 with g ≡ 1mod 2, it might be possible to
have the divisor 2D = D′ whereas in the case 2N2 = 2n + g with g ≡ 0mod 2, the divisor 2D is strictly contained in
a divisor D′ of degree 2n + 2g − 1 which is also possible.
3. Application to certain algebraic function ﬁelds of genus g
3.1. Rational function ﬁeld
As Theorem 1.3, Theorem 2.2 applied on rational function ﬁelds also enables us to obtain the result of De Groote–
Winograd:
Corollary 3.1. Let q be a prime power and let n be an integer > 1. The bilinear complexity q(n) of the multiplication
in the ﬁnite ﬁeld Fqn is 2n − 1 if n 12q + 1.
Proof. Let us consider an algebraic function ﬁeld F/Fq deﬁned over Fq of genus g = 0. Then N1 = q+12n+g−1
gives n 12q + 1. Let us prove that q(n) = 2n − 1 for any integer n 12q + 1. Let us consider an arbitrary divisor D
of degree n+ g − 1. Then the divisor 2D− (P1 + · · ·+P2n+g−1), where P1, . . . , P2n+g−1 are arbitrarily taken among
the N1 = q + 1 places of degree one of F/Fq up to indexation, is trivially non-special of degree g − 1 < 0. Now, let
us consider an arbitrary place Q of degree n which always exists in an algebraic function ﬁeld of genus 0. Then, the
divisor D − Q is trivially non-special of degree g − 1 < 0 and the proof is complete by Theorem 2.2. 
3.2. Elliptic function ﬁeld
Now let us show that we can obtain the result of Chaumine [9] (or [10]) by using Theorem 2.2 applied on elliptic
function ﬁelds. In fact, the result obtained by Chaumine corresponds to a particular case of our construction. First, let
us recall a preliminary result [9] (or [10]).
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Lemma 3.2. Let q be a prime power. Let n be a natural number satisfying 3n 12 (q + 1 + (q)). There exists an
elliptic function ﬁeld F/Fq containing k2n places of degree one, a place Q of degree n and a divisor D of degree n
such that:
• [D] = [Q],
• 2D − (Pi0 + · · · + Pi2n−1) is not principal,• ordPi (D) = 0 for i = 0, . . . , k − 1.
Then, we can obtain the following result [9] (or [10]), as Corollary of Theorem 2.2 specialized on elliptic function
ﬁelds:
Corollary 3.3. Let q be a prime power and let n be an integer > 1. The bilinear complexity q(n) of the multiplication
in the ﬁnite ﬁeld Fqn is equal to 2n for any integer n such that 12q + 1 < n 12 (q + 1 + (q)).
Proof. For any integer n such that 12q + 1 < n 12 (q + 1 + (q)), there exists an elliptic function ﬁeld
F/Fq containing k2n places of degree one, a place Q of degree n and a divisor D of degree n such that [D] = [Q]
and 2D− (Pi0 +· · ·+Pi2n−1) is not principal by Lemma 3.2. Hence, the divisors D−Q and 2D− (Pi0 +· · ·+Pi2n−1)
are non-special of degree g − 1 which gives the result by (1) of Theorem 2.2. 
Now we are interested by the more complicated case of the multiplication in the extensions of Fq of degree
n > 12 (q + 1 + (q)). More precisely, it concerns the use of Theorem 2.2 in the case of algebraic function ﬁelds
of genus g2.
3.3. Hyperelliptic function ﬁeld of genus 2
In fact, we cannot obtain more precise results than Theorem 2.2 applied on the algebraic function ﬁeld of a ﬁxed
genus g2. But we can show that Theorem 2.2 enables us to obtain better results than known ones in the case of an
effective example. It concerns the case of the multiplication in the extension of F16 of degree n = 16. Let us recall that
in [2] we have constructed quasi-optimal bilinear algorithms for multiplication in the extensions of F16 of degree 13,
14, and 15. These algorithms are obtained from the hyperelliptic curve of genus 2 with plane equation y2 + y = x5 by
using a method in the spirit of Theorem 1.3. Now, we are going to see that we can multiply in the extension of F16 of
degree 16 with Theorem 2.2 applied on the same hyperelliptic curve which is impossible with Theorem 1.3.
3.3.1. Description of the new algorithmic construction
We are in the case (1) of Theorem 2.2. For the modiﬁed algorithm of D.V. and G.V. Chudnovsky applied on an
algebraic function ﬁeld F/Fq , it is sufﬁcient to have a place Q of degree n, a divisor D of degree n + g − 1 such that
any place of degree one and the place Q are not in the support of D, a set of places of degree one P1, . . . , PN1 where
N1 = dimL(2D) = 2n + g − 1 such that the divisors 2D − (P1 + · · · + PN1) and D − Q are non-special of degree
g − 1. Hence, the evaluation maps EvQ and EvP described below are isomorphisms of vector spaces over Fq :
(1) The evaluation map EvQ deﬁned by
EvQ : L(D) −→ FQ
f 
−→ f (Q).
(2) The evaluation map EvP deﬁned by
EvP : L(2D) −→ FN1q
f 
−→ (f (P1), . . . , f (PN1)).
Since the residue class ﬁeld FQ is clearly identiﬁed to Fqn and because EvQ is an isomorphism, the image of any basis
of L(D) by the evaluation map EvQ can be regarded as a basis of the Fq -algebra Fqn . Let g = {g1, . . . , gN1} denotes
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a basis of L(2D). With respect to this basis, let us consider  ∈ GLN1(Fq) the matrix of the evaluation map EvP .
Moreover, let f = {f1, . . . , fn} denotes a basis of L(D). Then, one obtains the following N1 linear
system:
EQ(gr) =
n∑
m=1
cmr EvQ(fm), (3)
where EQ is the residue class map from the valuation ring OQ of Q in the residue class ﬁeld FQ of Q (EvQ
is the restriction of EQ over the vector space L(D)) and cmr ∈ Fq , for r = 1, . . . , N1. Let us deﬁne the following
matrix:
C =
⎛
⎜⎜⎜⎝
c11 . . . c
n
1
c12 . . . c
n
2
. . .
c1N1 . . . c
n
N1
⎞
⎟⎟⎟⎠ .
Now, the multiplication of two elements x =∑ni=1 xiEvQ(fi) and y =∑ni=1 yiEvQ(fi) gives z =∑ni=1 ziEvQ(fi)
which is completely determined whenever one knows  and C (cf. [8,2]). Clearly, under the assumptions of Theorem
2.2, the bilinear complexity of this algorithm is N1 = 2n + g − 1.
3.3.2. Multiplication in F16n/F16
Let q = 16 and n = 13, 14, 15, 16. From now on, let us consider the algebraic function ﬁeld F/Fq associated to the
hyperelliptic curve X with plane model y2 + y = x5, of genus 2. This algebraic function ﬁeld has 33 places of degree
one over Fq , so it is maximal over Fq according to the Hasse–Weil bound.
3.3.2.1. Construction of the required divisors. The modiﬁed bilinear algorithms of multiplication in ﬁnite ﬁelds Fqn
of type Chudnovsky and Chudnovsky can be constructed from an algebraic curve with many rational points whenever
one explicitly has a place Q of degree n and a divisor D satisfying assumptions of Theorem 2.2 and such that D does
not contain in its support the place Q and any place of degree one. Moreover, in practice, it is useful to choose for D an
effective divisor because in this case L(D) ⊆ L(2D). So, the use of evaluation maps is easier. To avoid this difﬁculty
of the support and the effectivity of the divisor D, we propose to ﬁnd a place D of degree n + g − 1 satisfying the
assumptions of Theorem 2.2. Recall that the function ﬁeldF/Fq is an extension of degree 2 of the rational function ﬁeld
Fq(x)/Fq . So, we take a place Q of degree n in the rational function ﬁeld, which totally splits in F/Fq . It is equivalent
to choose a monic irreducible polynomial Q(x) ∈ Fq(x) of degree n such that its roots i in Fqn satisfy trF2(5i ) = 0
for i := 1, . . . , n (cf. [16, Theorem 2.25]). In fact, it is sufﬁcient to verify that this property is satisﬁed for only one
root denoted by . Thus, let  ∈ Fqn such that 2 +  = 5. For the place Q of degree n, we take one of the two places
of F/Fq lying over Q. Then, the place Q corresponds to the orbit (of length n) of the Fqn -rational point P = ( :  : 1)
under the action of the Frobenius automorphism of Fqn/Fq . To obtain the matrix C, we only need one point P of the
orbit. In the same way, we obtain a place D of degree n + g − 1. Then we verify that the places Q and D satisfy the
assumptions of Theorem 2.2.
3.3.2.2. Application to the case n = 16. The cases n = 13, 14, 15 can be well performed with the quasi-optimal
algorithms constructed in [2]. Hence, we are going to interest to the case of the multiplication in F16n where n = 16.
We represent F16 as the ﬁeld F2(w) = F2[X]/(P (X)) where P(X) is the irreducible polynomial P(X) = X4 +X + 1
and w a primitive root of P . Now, let us give the projective coordinates (x : y : z) of rational points of the plane curve
with equation y2 + y = x5:
P∞ = (0 : 1 : 0), P2 = (0 : 0 : 1), P3 = (0 : 1 : 1), P4 = (w : w : 1), P5 = (w : w4 : 1), P6(w2 : w2 : 1),
P7(w
2 : w8 : 1), P8(w3 : w5 : 1), P9(w3 : w10 : 1), P10(w4 : w : 1), P11(w4 : w4 : 1), P12(w5 : w2 : 1),
P13(w5 : w8 : 1), P14(w6 : w5 : 1), P15(w6 : w10 : 1), P16(w7 : w : 1), P17(w7 : w4 : 1), P18(w8 : w2 : 1),
P19(w8 : w8 : 1), P20(w9 : w5 : 1), P21(w9 : w10 : 1), P22(w10 : w : 1), P23(w10 : w4 : 1), P24(w11 : w2 : 1),
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P25(w11 : w8 : 1), P26(w12 : w5 : 1), P27(w12 : w10 : 1), P28(w13 : w : 1), P29(w13 : w4 : 1), P30(w14 : w2 : 1),
P31(w14 : w8 : 1), P32(1 : w5 : 1), P33(1 : w10 : 1).
In short, the rational points of X are P2, . . . , P33 plus one point which is the unique degree one place above the
singular point P1 = P∞.
• The place Q of degree n = 16:
For the place Q of degree 16, we consider the orbit of the F1616 -rational point P1i = (i : i : 1), where i is a root
of Q(x) = x16 + w4 ∗ x15 + w13 ∗ x14 + w10 ∗ x13 + w8 ∗ x12 + w ∗ x11 + w4 ∗ x10 + w14 ∗ x9 + w10 ∗ x8 + w7
∗x6 + w13 ∗ x5 + w10 ∗ x4 + w5 ∗ x3 + w7 ∗ x2 + w10 ∗ x + w3 and i = w10 ∗ 15i + w8 ∗ 14i + w7 ∗ 12i + w11∗
11i + w5 ∗ 10i + w ∗ 9i + w9 ∗ 8i + w ∗ 7i + w6 ∗ 6i + w5 ∗ 5i + w4 ∗ 4i + w14 ∗ 3i + w11 ∗ 2i + w10 ∗ i + w12
for i = 1, . . . , 16. This place Q is one of the two places in F/F16 lying over the place (Q(x)) of F16(x), the second
one being given by the conjugated points P2i = (i : i + 1 : 1) for i = 1, . . . , 16. Therefore, we represent F1616 as
the ﬁeld F16[X]/(Q(x)) and we denote by w1 a generator of F1616 .
• The place D of degree n + g − 1 = 17:
For the place D of degree 17, we consider the orbit of the F1617 -rational point T1i = (i : i : 1), where i is a root of
D(x) = x17 +w8 ∗ x16 +w6 ∗ x15 +w12 ∗ x14 +w5 ∗ x13 +w3 ∗ x12 +w6 ∗ x11 +w ∗ x10 +w11 ∗ x9 +w2 ∗ x8 +w4
∗x7 +w6 ∗x6 +w4 ∗x4 +w14 ∗x3 +w10 ∗x2 +w7 +w6 and i = w14 ∗ 16i +w12 ∗ 15i +w11 ∗ 14i +w5 ∗ 13i +w7∗
12i +w12∗11i +w7∗10i +w13∗9i +w2∗8i +w12∗7i +w3∗6i +w10∗5i +w6∗4i +w6∗3i +w8∗2i +w9∗i +w4,
for i = 1, . . . , 14. This place D is one of the two places in F/F16 lying over the place (D(x)) of F16(x), the second
one being given by the conjugated points T2i = (i : i + 1 : 1) for i = 1, . . . , 17.
• Validity of the places Q and D:
The places have been found by using the KASH packages (www.math.tu-berlin.de/∼kant/kash.html). It is easy to
verify the validity of these places computing with KASH the dimensions of L(D −Q) and L(D − (∑33i=1 Pi)), which
have to be equal to zero.
• Construction of the algorithm:
As in [2], the KASH package allows one to obtain a basis for the vector space L(D) and to complete it in L(2D). It
is possible that these places and these basis are not the best ones from the point of view of scalar operations. Therefore,
it also would be interesting to study the problem of the choice of the places and the basis for the representation of Fqn ,
L(D) and L(2D) in order to obtain a matrix as hollow as possible. The matrix C is obtained by solving the N1 linear
system (3), which is given by the evaluation map EvQ applied on the elements of the basis f and g. Recall that for
any function u ∈ OQ, the residue class of u modulo Q is given by u(P) where P is an element of the orbit Q. Thus,
we can set EQ(u) = u(P). The matrix  is obtained from the evaluation map EvP applied on the F16-rational points
Pi of the curve X for i = 1, . . . , 33. Let us remark that the evaluations of the functions of the basis f and g (over the
place Q and the rational points) are directly computed with KASH. In particular, we do not need to give a point P of
the orbit describing a place Q of degree n.
4. Application to certain towers of algebraic function ﬁelds
In this section, we recall some towers of algebraic function ﬁelds. Theorem 1.3, applied to the algebraic functions
ﬁelds of these towers, gives us the bounds Cq for the bilinear complexity given in Theorem 1.1. A given algebraic
function ﬁeld cannot permit to multiply in every extension of Fq , just for n lower than some value. With a tower of
function ﬁelds we can adapt the algebraic function ﬁeld to the degree of the extension.
For any algebraic function ﬁeld F/Fq deﬁned over the ﬁnite ﬁeld Fq , we denote by g(F/Fq) the genus of F/Fq and
by Nk(F/Fq) the number of places of degree k in F/Fq .
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4.1. Garcia–Stichtenoth tower of Artin–Schreier algebraic function ﬁeld extensions
We present now a modiﬁed Garcia–Stichtenoth’s tower (cf. [14,3,4]) having good properties. Let us consider a ﬁnite
ﬁeld Fq2 with q = pr and r an integer. Let us consider the Garcia–Stichtenoth’s elementary abelian tower T1 over Fq2
constructed in [14] and deﬁned by the sequence (F1, F2, . . .) where
Fk+1 := Fk(zk+1)
and zk+1 satisﬁes the equation
z
q
k+1 + zk+1 = xq+1k
with
xk := zk/xk−1 in Fk (for k1).
Moreover F1 := Fq2(x0) is the rational function ﬁeld over Fq2 and F2 the Hermitian function ﬁeld over Fq2 . Let us
denote by gk the genus of Fk in T1. If r > 1, we consider the completed Garcia–Stichtenoth tower
T2 = F1,0 ⊆ F1,1 ⊆ · · · ⊆ F1,r ⊆ F1,0 ⊆ F1,1 ⊆ · · · ⊆ F1,r . . .
considered in [3] such thatFk ⊆ Fk,s ⊆ Fk+1 for any integer s such that s = 0, . . . , r , withFk,0 = Fk andFk,r = Fk+1.
Let us denote by gk,s the genus of Fk,s in T2 and by Nk,s the number of places of degree one of Fk,s in T2. Recall that
each extension Fk,s/Fk is Galois of degree ps with full constant ﬁeld Fq2 . Now, if r > 1 we consider the tower studied
in [4,7]
T3 = G0,0 ⊆ G0,1 ⊆ · · · ⊆ G0,r ⊆ G1,0 ⊆ G1,1 ⊆ · · · ⊆ G1,r , . . .
deﬁned over the constant ﬁeld Fq and related to the tower T2 by
Fk,s = Fq2Gk,s for all k and s,
namely Fk,s/Fq2 is the constant ﬁeld extension of Gk,s/Fq . Note that the tower T3 is well deﬁned by [4,7].
Let us denote S1,Tj and S2,Tj two consecutive steps of the tower Tj such that S1,Tj ⊂ S2,Tj , then we claim the
following conjectures:
Conjecture 4.1. Let q = pr be a prime power such that q > 3. For any integer n such that for the two unique
consecutive steps S1,T2 and S2,T2 of the tower T2 satisfying N1(S1,T2) < 2n + g(S1,T2) − 1 and 2n + g(S2,T2) −
1N1(S2,T2), we have
(a) There exists a divisor D′ of S2,T2 such that the divisor D′ − (P1 + · · · +PN1) is non-special of degree g(S2,T2)− 1
where N1 is a number of places of degree one among the N1(S2,T2) of S2,T2 .
(b) There exist a divisor D such that 2D ⊆ D′ of degree n+ g(S2,T2)− 1 and a place Q of S2,T2 of degree n such that
the divisor D − Q is non-special of degree g(S2,T2) − 1.
Let us remark that the restrictive condition q > 3 is necessary because of the Drinfeld–Vladut bound.
Conjecture 4.2. Let q = pr be a prime power such that q > 2. For any integer n such that for the two unique
consecutive steps S1,T3 and S2,T3 of the tower T3 satisfying N1(S1,T3) + 2N2(S1,T3) < 2n + g(S1,T3) − 1 and 2n +
g(S2,T3) − 1N1(S2,T3) + 2N2(S2,T3), we have
(a) There exists a divisor D′ of S2,T3 such that the divisor D′ − (P1 + · · · + PN1 +Q1 + · · · +QN2) is non-special of
degree g(S2,T3)−1 where N1 is a number of places of degree one among the N1(S2,T3) of S2,T3 and N2 is a number
of places of degree two among the N2(S2,T3) of S2,T3 such that 2n + g(S2,T3) − 1N1 + 2N22n + g(S2,T3).
(b) There exist a divisor D such that 2D ⊆ D′ of degree n+ g(S2,T3)− 1 and a place Q of S2,T3 of degree n such that
the divisor D − Q is non-special of degree g(S2,T3) − 1.
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Respectively under the Conjectures 4.1 and 4.2, we obtain the two following propositions:
Proposition 4.3. Let q = pr be a prime power such that q > 3. Under the Conjecture 4.1, we have for any integer n
q2(n)2n
(
1 + p
q − 2
)
Proof. By Conjecture 4.1, for any integer n, let k and s be the smallest integers such that 2nNk,s − gk,s + 1, then
2n > Nk,s−1 −gk,s−1 + 1. For any integer k3 and for any integer s = 1, . . . , r , we have gkqk + qk−1 by Theorem
2.1 in [3] and gk,sgk+1/pr−s +1 by Theorem 2.2 in [3]. Hence, we have gk,s−1qk−1ps−1(q+1)+1. Moreover, we
haveNk,s(q2−1)qk−1ps by Theorem 2.2 in [3], thenwe obtain the following inequality 2n > (q2−q−2)ps−1qk−1.
Thus, we have gk,s2np/(q − 2) + 1 and so q2(n)2n + gk,s − 12n(1 + p/(q − 2)) by Theorem 2.2. 
Proposition 4.4. Let q = pr be a prime power and r an odd integer such that q > 2. Under the Conjecture 4.2, we
have for any integer n:
q(n)3n
(
1 + p
q − 2
)
Proof. Let us set Mk,s = N1(Gk,s) + 2N2(Gk,s). By Conjecture 4.2, for any integer n, let k and s be the smallest
integers such that 2nMk,s − gk,s + 1, then 2n > Mk,s−1 − gk,s−1 + 1. For any integer k3 and for any integer
s = 1, . . . , r , we have gkqk + qk−1 by Theorem 3.1 in [4] and gk,sgk+1/pr−s + 1 by Theorem 3.1 in [4].
Hence, we have gk,s−1qk−1ps−1(q + 1) + 1. Moreover, we have Mk,s(q2 − 1)qk−1ps by Theorem 3.2 in [4],
then we obtain the following inequality 2n > (q2 − q − 2)ps−1qk−1. Thus, we have gk,s2np/(q − 2) and so
q(n)3(n + gk,s/2)3n(1 + p/(q − 2)) by Theorem 2.2. 
4.2. Garcia–Stichtenoth–Ruck tower of Kummer function ﬁeld extensions
In this section we present a Garcia–Stichtenoth–Ruck tower (cf. [5]) having good properties. Let Fq be a ﬁnite ﬁeld
of characteristic p3. Let us consider the towers T1/Fp2 and T2/Fp, respectively deﬁned over Fp2 and Fp, which are
deﬁned recursively by the same following equation, studied in [15]:
y2 = x
2 + 1
2x
.
The towers Ti/Fq with Fq = Fp2 if i = 1 and Fq = Fp if i = 2 are represented by the sequences of function ﬁelds
Ti/Fq = (Mi,0,Mi,1,Mi,2, . . .),
where Mi,n = Fq(x0, x1, . . . , xn) and x2k+1 = (x2k +1)/2xk holds for each k0. Note that Mi,0 is the rational function
ﬁeld over Fq .
For any prime number p3, let us remark that the tower T1/Fp2 is asymptotically optimal over the ﬁeld Fp2 , i.e.
T1/Fp2 reaches the Drinfeld–Vladut bound. Moreover, note that for any integer k, M1,k/Fp2 in T1/Fp2 is the constant
ﬁeld extension of M2,k/Fp in T2/Fp. Hence, let us denote by gk the genus of M1,k/Fp2 and M2,k/Fp.
Let us denote S1,Ti and S2,Ti two consecutive steps of the tower Ti/Fq such that S1,Ti ⊂ S2,Ti , then we claim the
following conjectures:
Conjecture 4.5. Let q = p2 be a prime power such thatp3.For any integer n such that for the twounique consecutive
steps S1,T1 and S2,T1 of the tower T1 satisfying N1(S1,T1) < 2n + g(S1,T1) − 1 and 2n + g(S2,T1) − 1N1(S2,T1), we
have
(a) There exists a divisor D′ of S2,T1 such that the divisor D′ − (P1 + · · · +PN1) is non-special of degree g(S2,T1)− 1
where N1 is a number of places of degree one among the N1(S2,T1) of S2,T1 .
(b) There exist a divisor D such that 2D ⊆ D′ of degree n+ g(S2,T1)− 1 and a place Q of S2,T1 of degree n such that
the divisor D − Q is non-special of degree g(S2,T1) − 1.
304 S. Ballet / Theoretical Computer Science 352 (2006) 293–305
Conjecture 4.6. Let p be prime number such that p3. For any integer n such that for the two unique consecutive
steps S1,T2 and S2,T2 of the tower T2 satisfying N1(S1,T2) + 2N2(S1,T2) < 2n + g(S1,T2) − 1 and 2n + g(S2,T2) −
1N1(S2,T2) + 2N2(S2,T2), we have
(a) There exists a divisor D′ of S2,T3 such that the divisor D′ − (P1 + · · · + PN1 +Q1 + · · · +QN2) is non-special of
degree g(S2,T3)−1 where N1 is a number of places of degree one among the N1(S2,T3) of S2,T3 and N2 is a number
of places of degree two among the N2(S2,T3) of S2,T3 such that 2n + g(S2,T3) − 1N1 + 2N22n + g(S2,T3).
(b) There exist a divisor D such that 2D ⊆ D′ of degree n+ g(S2,T2)− 1 and a place Q of S2,T2 of degree n such that
the divisor D − Q is non-special of degree g(S2,T2) − 1.
Proposition 4.7. Let p be a prime number such that p3. Under the Conjecture 4.5, we have for any integer n
p2(n)2n
(
1 + 2
p − 2
)
.
Proof. By Conjecture 4.5 by using the tower T1/Fp2 , for any integer n, let k the smallest integer such that 2nN1
(M1,k/Fp2)−gk +1, then 2n > N1(M1,k−1/Fp2)−gk−1 +1. On the other hand for any integer k, we have N1(M1,k)−
gk +12k+1(p−2)+1 by Theorem 2.1 in [5]. Then we obtain n2k−1(p−2), hence gk2k+14n/(p − 2). Then
from Theorem 2.2 we obtain p2(n)2n + gk − 12n (1 + 2/(p − 2)), and the proof is complete. 
Proposition 4.8. Let p be a prime number such that p3. Under the Conjecture 4.6, we have for any integer n
p(n)3n
(
1 + 2
p − 2
)
.
Proof. Let us set Mk = N1(M2,k/Fp) + 2N2(M2,k/Fp). By Conjecture 4.5 by using the tower T2/Fp, for any integer
n, there exists a smallest integer k such that 2nM1,k − gk + 1. Then 2n > Mk−1 − gk−1 + 1. On the other hand for
any integer k, we have Mk − gk + 12k+1(p − 2)+ 1 by Theorem 2.1 in [5]. Then we obtain n2k−1(p − 2), hence
gk = 2k+14n/(p − 2). Otherwise, fromTheorem2.2,we have:p(n)3(n+g(M2,k/Fp)/2)3(n+gk/2)3n(1+
2/(p − 2)), and the proof is complete. 
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