In this paper, we develop two fast implicit difference schemes for solving a class of variablecoefficient time-space fractional diffusion equations with integral fractional Laplacian (IFL). The proposed schemes utilize the graded L1 formula and a special finite difference discretization for the Caputo fractional derivative and IFL, respectively, where the graded mesh can capture the model problem with a weak singularity at initial time. The stability and convergence are rigorously proved via the M-matrix analysis, which is from the spatial discretized matrix of IFL. Moreover, the proposed schemes use the fast sum-of-exponential approximation and Toeplitz matrix algorithms to reduce the computational cost for the nonlocal property of time and space fractional derivatives, respectively. The fast schemes greatly reduce the computational work of solving the discretized linear systems from O(MN 3 + M 2 N) by a direct solver to O(MN(log N + N exp )) per preconditioned Krylov subspace iteration and a memory requirement from O(MN 2 ) to O(NN exp ), where N and (N exp ≪) M are the number of spatial and temporal grid nodes. The spectrum of preconditioned matrix is also given for ensuring the acceleration benefit of circulant preconditioners. Finally, numerical results are presented to show the utility of the proposed methods.
Introduction
In recent decades, fractional partial differential equations (FPDEs) have attracted growing attention in modeling phenomena with nonlocality and spatial heterogeneity arising in engineering, physics, chemistry and other applied sciences [1, 2] . In physics, fractional derivatives are used to model anomalous diffusion. Anomalous diffusion is the theory of diffusing particles in environments that are not locally homogeneous [3] [4] [5] [6] . A physical-mathematical model to anomalous diffusion may be based on FPDEs containing derivatives of fractional order in both space and time, where the sub-diffusion appears in time and the super-diffusion occurs in space simultaneously [7, 8] . On the other hand, although most of time-space fractional diffusion models are initially defined with the spatially integral fractional Laplacian (IFL) [9, [11] [12] [13] , many previous studies (cf. e.g., [4, 5, [14] [15] [16] ) always substitute the space Riesz fractional derivative [1] for the IFL. In fact, such two kinds of definitions are not equivalent in high-dimensional cases [12, 16, 17] . It means that the 'direct' study of time-space fractional diffusion models with the IFL should be worthily considered.
In this paper, we study an alternative time-space fractional diffusion equation (TSFDE) with variable coefficients in one space dimension
with a weak singularity at the initial time t = 0, where κ(x, t) > 0 denotes the diffusivity coefficients, Ω = (−l, l), Ω c = R \ Ω, and the initial condition φ(x) and the source term f (x, t) are known functions. Meanwhile, C 0 D γ t is the Caputo derivative [1] of order γ -i.e. and throughout the paper we always assume that 0 < γ < 1. Here the fractional Laplacian (−∆) α/2 is defined by [9] [10] [11] [12] :
where P.V. stands for the Cauchy principal value, and |x−x ′ | denotes the Euclidean distance between points x and x ′ . The normalization constant c 1,α is defined as
with Γ(·) denoting the Gamma function. From a probabilistic point of view, the IFL represents the infinitesimal generator of a symmetric α-stable Lévy process [12, 17, 18] . Mathematically, the well-posedness/regularity of the Cauchy problem or uniqueness of the solutions of the TSFDE (1.1) has been studied in [3, [19] [20] [21] [22] [23] . 2
Due to the nonlocality, the analytical (or closed-form) solutions of TSFDEs (1.1) on a finite domain are rarely available. Therefore, we must rely on numerical treatments that produce approximations to the desired solutions; refer, e.g., to [1, 13, [24] [25] [26] and references therein for a description of such approaches. In fact, utilizing the suitable temporal discretization, most of the early established numerical methods including the finite difference (FD) method [8, [27] [28] [29] , finite element (FE) method [30, 31] , and matrix (named it as allat-once) method [14, 32] for the TSFDE (1.1) were developed via the fact that the IFL is equivalent to the Riesz fractional derivative in one space dimension [15] . However, such a numerical framework cannot be directly extended to solve the two-and three-dimensional TSFDEs due to the IFL (−∆) α/2 u(x, y) = − ∂ α u(x,y) ∂|x| α − ∂ α u(x,y) ∂|y| α [12, 16, 17] . Therefore, it will distract the development of numerical solutions for TSFDEs from the stated objective.
In order to remedy the above drawback, Duo, Ju and Zhang [33] replace the IFL in TSFDE (1.1) by the spectral fractional Laplacian [12, 16] and present a fast numerical approach which combines the matrix transfer method [16] with inverse Laplace transform for solving the one-and multi-dimensional TSFDEs (1.1) with constant coefficients. Although the numerical results show that their proposed method converges with the second-order accuracy in both time and space variables, the spectral fractional Laplacian on a bounded domain is also not equivalent to the IFL at all [12] . On the other hand, Nochetto, Otárola and Salgado [53] use the Caffarelli-Silvestre extension to rewrite the TSFDE (1.1) with κ(x, t) ≡ κ as a two-dimensional quasi-stationary elliptic problem with dynamic boundary condition. Then, they establish a FE scheme for solving the converted elliptic problem and show that the numerical scheme cannot reach the error estimates of order O(τ 2−γ ) claimed in the literature. Later, Hu, Li and Li [34, 35] successively exploit the similar strategy with FD approximation for the converted elliptic problem of one-and multi-dimensional TSFDEs (1.1 with κ(x, t) ≡ κ. Nevertheless, the numerical results show that such FD schemes often converge with the less than first-and second-order accuracy in time and space, respectively, even for TSFDEs with sufficient smooth solutions.
In fact, it is very essential to set up numerical schemes which utilize the 'direct' discrezations of IFL for solving the TSFDEs (1.1). Moreover, the discretizations of (multidimensional) become a recently hot topic, with the main numerical challenge stemming from the approximation the hypersingular integral, see e.g. [11, [36] [37] [38] [39] [40] [41] [42] [43] . Indeed, there are some numerical schemes utilized the temporal L1 formula [44] (or numerical Laplace inversion [24] ) and spatial FE discretization [11, 26, [40] [41] [42] for solving the (multi-dimensional) constant-coefficient TSFDEs (1.1) [7, 25, 26] . Both the theoretical and numerical results are reported to show that such numerical schemes are efficient to solve the (multi-dimensional) TSFDEs (1.1) with κ(x, t) ≡ κ. In addition, there are some other kinds of time-space fractional diffusion models but related to TSFDEs (1.1), where the spatial (or temporal) nonlocal operator is a replacement for the ILF (or the Caputo fractional derivative). This is mainly because the nonlocal operators with suitable kernels can exactly embrace the IFL and the Caputo fractional derivative, respectively [9, 11, [45] [46] [47] . For such novel model problems, Guan and Max [45] establish a class of numerical methods unitized the θ schemes and piecewise-linear FE discretization. Their fully discrete scheme is analyzed for all to determine conditional and unconditional stability regimes for the scheme and also to obtain error estimates for the approximate solution. Later, Liu, et al. [46] improve the idea of Guan and Max by giving the proof of convergence behavior with O(τ 2−γ + h 2 ). Meanwhile, Liu, et al. consider the piecewise-quadratic FE discretization to improve the spatial convergence rate. The efficient implementation based on fast Toeplitz-matrix multiplications [48] [49] [50] of their proposed scheme is also reported. For space-time nonlocal diffusion equations, Chen, et al. [47] propose a numerical scheme, by exploiting the quadrature-based FD method in time and the Fourier spectral method in space, and show its stability. Moreover, it is shown that the convergence is uniform at a rate of O(δ + σ 2 ) (where δ and σ are the time and space horizon parameters) under certain regularity assumptions on initial and source data. Even these are several methods with linear solvers of quasilinear complexity, the implementation of the above methods is still complicated, especially the computation of entries of stiffness matrix in FE discretization or finding the modes in terms of expansion basis in spectral method, cf. [26, 43, 46, 47] . In particular, it is point out that "More than 95% of CPU time is used to assembly routine" for their FE methods [42] .
On the other hand, most of the above mentioned methods overlook that the presence of the kernel (t − s) −γ produces solutions of Eq. (1.1) with a weak singularity at t = 0, so that approximation methods (e.g., L1 formula) on uniform meshes have a poor convergent rate and high computational cost [47, [51] [52] [53] . In this work, we contribute us to developing fast implicit difference schemes (IDSs) for solving the TSFDE (1.1), the direct scheme utilizes the simple FD discretization [37] and the graded L1 formula [52] for approximating the IFL and the Caputo fractional derivative, where the non-uniform temporal discretization can overcome the initial singularity. Due to the repeat summation of numerical solutions in the previous steps, the direct scheme always needs much CPU time and memory cost, especially for the lager number of time steps. In order to alleviate the computational cost, the sum-ofexponential (SOE) approximation [54] of the kernel (t − s) −γ in the graded L1 formula for Caputo fractional derivative can be efficiently evaluated via the recurrence method. Thus, we can derive the fast implicit difference scheme. In particular, we revisit the matrix properties of the discretized IFL and prove the discretized matrix is a strictly diagonal dominant and symmetric M-matrix with positive diagonal elements (i.e., the symmetric positive definite matrix), which is not studied in [37] . Based on such matrix properties, we strictly prove that the fast numerical schemes for the TSFDE (1.1) are unconditionally stable and present the corresponding error estimates of O(M − min{rγ,2−γ} + h 2 ) (h is the spatial grid size) under certain regularity assumptions on the smooth solutions. To our best knowledge, there are few successful attempts to derive the efficient IDSs for solving the TSFDE (1.1) with strict theoretical analyses. This is one of main attractive advantages of our proposed methods compared to the above mentioned methods.
In addition, the nonlocality of IFL results in the dense discretized linear systems, which is the leading time-consuming part in practical implementations [26, 42, 43] . Fortunately, the coefficient matrix of discretized linear systems enjoys the Toeplitz-like structure [37] [38] [39] , it means that we solve the sequence of discretized linear systems in a matrix-free pattern [29, 50, 55] , because the Toeplitz matrix-vector products can be computed via fast Fourier transforms (FFTs) in O(N log N) operations. More precisely, we will adapt the circulant preconditioners [48] [49] [50] for accelerating the Krylov subspace solvers [49] for the sequence of discretized linear systems. Moreover, the benefit of circulant preconditioners will be verified via both theoretical and numerical results. It notes that fast schemes greatly reduce the computational work of solving the discretized linear systems from O(MN 3 + M 2 N) by a direct solver to O(MN(log N + N exp )) per preconditioned Krylov subspace iteration and a memory requirement from O(MN 2 ) to O(NN exp ) (cf. Section 2.1 for defining N exp ).
The contributions of the current work can be summarized as follows.
• We present two IDSs for solving the TSFDE (1.1) with non-smooth data and these numerical schemes can be easily extended to solve the multi-dimensional cases.
• Both the stability and convergence analysis of these IDSs can be strictly proved via the discrtized matrix properties.
• We provide the efficient implementation with theoretical guarantee of the fast IDSs for reducing the computation and memory cost deeply.
The rest of this paper is organized as follows. In Section 2, both direct and fast IDSs are derived for the TSFDE (1.1) in details, then their stability and convergence are also proved by revisiting the properties of spatial discretized matrix. In Section 3, the efficient implementation based on fast preconditioned Krylov subspace solvers of the proposed IDSs are given and the accelerating benefit of circulant preconditioners is theoretical guaranteed by the clustering eigenvalues around 1. Section 4 presents numerical results to support our theoretical findings and the effectiveness of the proposed IDSs. Finally, the paper closes with conclusions in Section 5.
Direct and fast implicit difference schemes
In this section, we will establish two implicit difference schemes for solving the problem (1.1). Meanwhile, the stability, convergence and error analysis of such difference schemes are investigated and proved in details.
Two implicit difference schemes
First of all, since we are going to develop the numerical schemes for solving Eq. (1.1), here we assume that the problem (1.1) has a solution u(x, t), such that
here and in what follows,Ĉ and c j (j = 0, 1, 2) are positive constants, which depend on the problem but not on the mesh parameters [52] . Let M, N, r ∈ N + (positive integers), h = 2l/N, x i = −l + ih, t m = (m/M) r T and τ m = t m − t m−1 . We also consider the sets
For m ≥ 1, we approximate the Caputo fractional derivative (1.2) by the L1 formula on the graded mesh, which can capture the weak initial singularity of (1.1):
(2.
2)
The truncation error ψ m can be defined by
. From [52, Lemma 2.1], we obtain the boundness of the truncation error
On the other hand, it notes that the above graded L1 scheme in practical applications always needs much computational cost due to the repeatedly weighted sum of the solutions of previous time steps. To reduce the cost, here it is useful to develop the fast approximation of Caputo fractional derivative on a non-uniform temporal mesh. Then there exist N exp ∈ N + and s j , w j > 0, j = 1, 2, · · · , N exp such that
where N exp = O((log ǫ −1 )(log log ǫ −1 + log(T δ −1 )) + (log δ −1 )(log log ǫ −1 + log δ −1 )).
Based on Lemma 2.1, we set δ = (1/M) r T and then the fast approximation of Caputo fractional derivative on a graded temporal grid can be drawn as follows (m ≥ 1).
where the estimate of truncation error holds when |u
Moreover, we should provide the information for approximating the (regional) IFL. According to the idea in [37] , we first introduce the notations
where i = 1, 2, · · · , N − 1, C h α,µ = c 1,α /(νh α ) > 0 and the constant κ µ = 1 for µ ∈ (α, 2), while κ µ = 2 if µ = 2. Meanwhile, we denote ν = µ − α for notational simplicity. 
withC > 0 depending on α and µ. Here p ∈ (0, 2] would be determined via the regularity (i.e., the index s ∈ N) of u(x).
Lemma 2.2 provide a direct discretization for the IFL appeared in the TSFDE (1.1). At present, the spatial and temporal discretizations are ready for developing the numerical methods. Evaluating the Eq. (1.1) at the points (x i , t m ), we have
Let U be a grid function defined by
Using this notation and recalling Eq. (2.4) along with Lemma 2.2, we can write Eq. (1.1) at grid point (x i , t m ) as follows
where the terms {R m i } are small and satisfy the inequality
We omit the above small terms and arrive at the following implicit difference scheme
which is named as fast implicit difference scheme (FIDS). Similarly, we combine the graded L1 formula with Lemma 2.2 for deriving the following difference scheme
which is labelled as direct implicit difference scheme (DIDS). At each time level, both FIDS (2.10) and DIDS (2.11) are the discretized systems of linear algebraic equations. They can be solved by the direct method (e.g., Gauss elimination) with computational cost O(N 3 M + NMN exp ) for FIDS and O(N 3 M + NM 2 ) for DIDS. Note that, generally, N exp < 100 [52, 54] and M is large. Moreover, FIDS only requires O(N 2 + NN exp ) rather than O(N 2 + NM) memory units for DIDS, so that FIDS requires smaller computational cost than DIDS. In Section 3, we will further reduce the computational cost of both FIDS and DIDS.
The stability and convergence
In this subsection, we discuss the stability and convergence of the difference scheme for the problem (1.1). In order to analyze the stability and convergence, we need to rewrite the FIDS (2.10) into the matrix form
First of all, we revisit the properties of spatial discretization, which is not deeply studied in the original paper [37, 38] . In fact, the spatial discretization (2.6) of (−∆) α/2 u(x, t) can be expressed in the matrix-vector product form (−∆)
where i, j = 1, 2, · · · , N − 1. It is easy to see that the matrix A is a real symmetric Toeplitz matrix, which can be stored with only (N − 1) entries [37, 48, 49] . Moreover, we can give the following conclusions:
2) A is symmetric positive definite;
3) The decay in absolute values of the entries A ij along the diagonals, i.e., a 11 > |a 12 | > · · · > |a 1,N −1 | and lim N →∞ |a 1,N −1 | = 0.
Proof. 1) Since A is a symmetric Toeplitz matrix, then the diagonal entries are equal to a 11 > 0 -cf. Eq. (2.13). Moreover, it is not hard to see that a ij < 0 (i = j). So it concludes that A is an M-matrix [56, p. 533] and we use the definition of A ∈ R (N −1)×(N −1) to consider
and
Similarly, it follows that
a combination of the aforementioned three inequalities verifies that A is a strictly diagonally dominant M-matrix; 2) Since A is a symmetric strictly diagonally dominant M-matrix and all its diagonal elements are positive, i.e., a ii = a 11 > 0, thus A is indeed a symmetric positive definite matrix [56, Corollary 7.2.3];
3) First of all, we rewrite the matrix
13. Meanwhile, it is easy to note that a 11 > |a 12 |, then we find
(2.17)
For j = 3, 4, · · · , we set |j − i| = |j − 1| = k, thus k ≥ 2 and
for any matrix C = [C ij ] i,j=1,··· ,N −1 , then it follows that D(A) ≥ 0, which is helpful in the next context. The following properties of the operator D(·) can be given as follows,
. Suppose both C 1 and C 2 have positive diagonal entries, then it follows that D(
Next, we exploit the above two lemmas to give the following estimation about the coefficient matrices M (m) of Eq. (2.12).
Proof. From Lemmas 2.3-2.4 and Proposition 2.1, we obtain
from which the result follows. Before proving the final result of this section on the unconditional stability and convergence property of the FIDS (2.10), we still need to recall the following useful lemma. Lemma 7] , which proves the above result. 
Proof. In order to the unique solvability is equivalent to show the invertibility of M (m) for each 1 ≤ m ≤ M. By means of Theorem 2.1 and Lemma 2.5, it follows that 
Then the inequality (2.21) can be proved by the method of mathematical induction, which is similar to the proof of [ 
Proof. The proof of this theorem is similar to Theorem 2.3, we omit the details here. From Theorems 2.1-2.3, we may see that both FIDS (2.10) and DIDS (2.11) are stable to the initial value φ and the right hand term f . Now, we consider the convergence of these two difference schemes.
respectively, the solutions of the problem (1.1) and the difference scheme (2.10). If
Proof. Writing the system (2.9) as
and subtracting the Eq. (2.10) from the corresponding above system
25)
By means of Theorem 2.1 and the matrix analysis described above, it follows that
the rest of this proof is also similar to [52, Theorem 4.2] . Again, we employ the similar strategy to give the error analysis of DIDS (2.11) as follows. 
In practice, the value of ǫ is sufficiently fixed such that the tolerance error in (2.24) can be negligible as compared with the space and time errors. Then it also finds that the numerical errors for DIDS and FIDS are almost identical but the later is often faster -cf. Section 4. With the help of arguments in proving [37, Theorems 3.1-3.2], it is not hard to make the above convergence results described in Theorems 2.4-2.5 more specific. • For s = 1, α ∈ (0, 2) and µ ∈ (α, 2], the convergence rates of FIDS (2.10) and
, respectively; see [37, 38] for details.
• For s ≥ 3 and α ∈ (0, 2), the convergence rates of FIDS (2.10) and DIDS (2.11) with µ = 2 or
respectively. Moreover, we will work out some numerical results for supporting the above theoretical convergence behaviors in Section 4.
Efficient implementation based on preconditioning of the difference schemes
In the section, we analyze both the implementation and computational complexity of FIDS (2.10) and DIDS (2.11) and we propose an efficient implementation utilized preconditioned Krylov subspace solvers. Noting that a > 0, we start the efficient implementation from the following matrix form of these two implicit difference schemes at the time level 1 ≤ m ≤ M, which are given by Eq. (2.12) and 
The circulant preconditioner
On the other hand, it is useful to note that the matrix-vector product M (m) v can be efficiently calculated by
where v ∈ R N −1 is any vector and the Toeplitz matrix-vector Av can be implicitly evaluated via the FFTs in O(N log N) operations. In other words, we can use a matrix-free method to compute M (m) v quickly. Based on such observations, the Krylov subspace method should be 13 the most suitable solver for Eq. 2.12 or Eq. (3.1) one by one. However, when the coefficients and the order of integral fractional Laplacian are not small, then the coefficient matrices M (m) will be increasingly ill-conditioned (cf. Section 4). This fact deeply slows up the convergence of the Krylov subspace method, while the preconditioning techniques are often used to overcome this difficulty [29, [48] [49] [50] . In the literature on Toeplitz systems, circulant preconditioners always played important roles [48, 49] . In fact, circulant preconditioners have been theoretically and numerically studied with applications to fractional partial differential equations for recent years; see for instances [29, 39, 50] .
In this work, we design a family of the Strang's preconditioners [48] for accelerating the convergence of Krylov subspace solvers. More precisely, the circulant preconditioners are given for Eq. 2.12 and/or Eq. (3.1) as follows,
where F and F * are the Fourier matrix and its conjugate transpose, respectively, and the scalar κ (m) = 1 [48, 49] of the Toeplitz matrix A and the diagonal matrix Λ contains all the eigenvalues of s(A) with the first column: c S = [a 11 , · · · , a 1,⌊ N+1 2 ⌋ , a 1,⌊ N 2 ⌋ , · · · , a 12 ] ⊤ ∈ R N −1 . Therefore the matrix Λ = diag(F c S ) can be computed in advance and only one time during each time level. Besides, as P (m) are the circulant matrices, we observe from Eq. Proof. First of all, since the matrix A is symmetric, then s(A) is also symmetric and its eigenvalues should be real. All the Gershgorin disc of the circulant matrix s(A) are centered at a 11 with radius 
6)
Proof. According to Lemma 3.1, we have [Λ] k,k > 0. Noting that a
for k = 1, 2, · · · , N − 1. Therefore, P (m) is invertible. Furthermore, we have
, the other inequality can be similarly obtained.
Spectrum of the preconditioned matrix
In this subsection, we study the spectrum of the preconditioned matrix, which can help us to understand the convergence of preconditioned Krylov subspace solvers. For convenience of our investigation, we first rewrite assume that the diffusion coefficient function κ(x, t) ≡ κ(t), then Eq. Throughout this subsection, we rewrite Eq. (2.12) into the following equivalent form We add a subscript N to each matrix to denote the matrix size. Under the above assumption in (3.9), the matrixM (m) , K (m) , η 
where we set |ã 12 | < ̺ <ã 11 (without loss of generality),
To study the spectrum of the preconditioned matrix P (m) −1 M (m) , we first introduce the generating function of the sequence of Toeplitz matrices {G N } ∞ N =1 : Proof. For convenience of our investigation, we can rewrite p(θ) for the matrix G N defined in (3.8) as
Since it knows that 0 < −g k+1 < −g k , lim k→∞ (−g k ) = 0 and
with the series ∞ k=1 (−g k ) being convergent, thus the series ∞ k=1 (−g k ) cos(kθ) converges to a real-valued function for ∀θ ∈ [−π, π], which also implies that p(θ) is real-valued. According to Proposition 2.1 and its proof, it is not hard to note that lim k→∞ |g k | = 0. Therefore, it follows that ∞ k=−∞ |g k | < ∞, which completes the proof. In fact, Lemma 3.3 ensures the following property that the given Toeplitz matrix G N can be approximated via a circulant matrix well. 16
Lemma 3.4. If p(θ), the generating function of G N , is in the Wiener class, then for any ǫ > 0, there exist N ′ and M ′ > 0, such that for all N > N ′ ,
14)
where rank(U N ) ≤ M ′ and V N 2 < ǫ.
Now we consider the spectrum of (P N −1 ) −1M N −1 − I is clustered around 1. Proof. With the help of Lemma 3.4, we note that Meanwhile, we employ the fact that
then we have the following corollary. Thus the spectrum of (P N −1 ) −1M N −1 is clustered around 1 for enough large N. It follows that the convergence rate of the PCG method is superlinear; refer to [48, 49] for details. Based on such observations, the preconditioner P (m) is fairly predictable to accelerating the convergence of PCG for solving both Eq. (2.12) and Eq. (3.1) at each time level m = 1, 2, · · · , M well, respectively; refer to numerical results in the next section.
Besides, although the theoretical analysis in Section 3.2 is only available for handling the model problem (1.1) with time-varying diffusion coefficients, i.e., κ(x, t) ≡ κ(t), the 17 preconditioner P (m) is still very efficient to accelerate the convergence of nonsymmetric Krylov subspace methods for solving Eq. (2.12) and/or Eq. (3.1) corresponding to the problem (1.1). Unfortunately, due to the variable diffusion coefficients and nonsymmetric discretized linear systems, it is still difficult to theoretically study the eigenvalue distributions of preconditioned matrices (P (m) ) −1 M (m) , but we still can give some figures to show the clustering eigenvalue distributions of some specified preconditioned matrices in Section 4.
In summary, we can analyze the computational complexity and memory requirement for both FIDS and DIDS as follows. 
Numerical experiments
In this section, the numerical experiments are presented to achieve our two-fold objective. They show that the proposed FIDS and DIDS can indeed converge with the theorectical accuracy in both space and time. Meanwhile, they assess the computational efficiency and theorectical results on circulant preconditioners described in Section 3. For the Krylov subspace method and direct solver, we exploit built-in functions for the preconditioned BiCGSTAB (PBiCGSTAB) method [58] (in Example 2) and MATLAB's backslash in Examples 1-2, respectively. For the BiCGSTAB method with circulant preconditioners, the stopping criterion of those methods is r (k) 2 /r (0) 2 < tol = 10 −10 , where r (k) is the residual vector of the linear system after k iterations, and the initial guess is chosen as the zero vector. All experiments were performed on a Windows 10 (64 bit) PC-Intel(R) Core(TM) i5-8265U CPU (1.6 ∼ 3.9 GHz), 8 GB of RAM using MATLAB 2017b with machine epsilon 10 −16 in double precision floating point arithmetic. By the way, all timings are averages over 20 runs of our algorithms. We also choose the tolerance error ǫ = 10 −10 , 10 −9 for FIDS in Examples 1-2, respectively. Moreover, some notations on numerical errors are introduced as follows: , (temporal convergence order), , (spatial convergence order). (1 + t)e 0.8x+1 and the source term is given Here it should mentioned that we only use the direct method for solving the resultant linear systems of FIDS (2.10) and DIDS (2.11), respectively, because the maximal size of such resultant linear systems is still smaller than 128 and the superiority of Krylov subspace solvers with circulant preconditioners are slightly less remarkable compared to the direct solvers in terms of the elapsed CPU time; see e.g., to [29, 55] and the context in the next example for a discussion. Tables 1-4 present the numerical errors, CPU time (in seconds) and spatial/temproal convergence rates of both FIDS and DIDS for solving the problem (1.1), which satisfy the smooth condition mentioned in Remark 2.1. With the changes of discretized grid size, it is easily seen that for the temporal direction, the numerical convergence order is consistent with the theoretical estimate O(N − min{rγ,2−γ} ) for different α's. Meanwhile, it can find that the numerically spatial convergence order is exactly consistent with the theoretical estimation O(h 2 ) for different orders of the IFL. In addition, the results of average CPU time 19 20 demonstrate that the FIDS has the overwhelming performance over the DIDS, especially for the large integer M.
On the other hand, there is another splitting parameter µ = 2 for discretizing the IFL, and it makes the spatial discretization of IFL enjoy the second-order accuracy [37] . According to Tables 5-6 and Figures 1-2 , it is not hard to find that both FIDS and DIDS under such a spatial discretization for solving Example 1 can reach still the spatial convergence order O(h 2 ) and O(N − min{rγ,2−γ} ) with different settings. Thus such results are also consistent with the theoretical estimate described in Section 2.2. Again, the results of average elapsed CPU time show that the FIDS has the overwhelming performance over the DIDS, especially for the large integer M. Example 2. The second example is similar to the setting in Example 1, while we choose and source term f (x, t) can be computed via the form described in Example 1, and the corresponding initial-boundary conditions are also similarly obtained. In this example, it note that the exact solution u(x, ·) ∈ C 1, α 2 (R) satisfies the less smoother condition than that in Example 1. Moreover, it is seen from Tables 7-10 that for the temporal direction, the numerical convergence rate of both FIDS and DIDS is consistent with the theoretical estimate O(N − min{rγ,2−γ} ) for different settings. However, it remarked that the spatial convergence rate of both FIDS and DIDS can at least approach to 1 + α 2 , especially when α increasingly goes to 2, the spatial convergence orders of both FIDS and DIDS are almost 2. These results on spatial convergence rate of both FIDS and DIDS are fairly better than the theoretical estimate in Remark 2.1. It implies that the error analysis and smooth condition of the numerical discretization of IFL used to establish the IDS can be further sharped and weakened, respectively. Analogously, the average CPU time of FIDS will be smaller than that of DIDS for solving the problem (1.1), when the number of time levels is increasingly large.
On the other hand, Table 11 and Figs. 3-4 are carried out to show the effectiveness of the proposed circulant preconditioners, especially which is useful for the order α (→ 2) of IFL; refer to Figs. 3-4 as well. For Fig. 3-(a) , it implies that if we increase N, then the number of time level will be too huge to make a concise comparison of FIDS and DIDS (with no/circulant preconditioners). Moreover, due to the large number M, the family of FIDS should be more efficient than the counterparts of DIDS for solving the problem (1.1). As seen from Table 11 , it finds that the proposed circulant preconditioner is efficient to accelerate the implementations of both FIDS and DIDS in terms of the reduction of "Its" and "CPU", especially for large integers M and N. This observation can be also supported by the clustering eigenvalue distributions shown in Figs. 3-4 . Moreover, the number of iterations of "DIDS + P" and "FIDS + P" is roughly independent of decreasing spatial grid size. The above results of circulant preconditioners are exactly consistent with the theoretical investigations given in Section 3. In one word, the "FIDS + P" is the most promising numerical method for solving the problem (1.1), especially with large integers M, N and M > N.
Conclusions
In this work, we proposed two fast and easy-to-implement IDSs (i.e., FIDS and DIDS) for solving the TSFDE (1.1) with non-smooth initial data, which was not well-stuided in the previous work. Meanwhile, both the solvability, stability and convergence rate of the proposed IDSs utilized non-uniform temproal steps are strictly proved via the matrix properties, which are meticulously derived from the direct discretization of IFL. Numerical results in Section 4 are reported to support our theoretical findings. In addition, although the focus is on the case of the one-dimensional spatial domain in this work, we note that the proposed methods utilizing spatial discretizations [38] can be directly adapted and corresponding results remain valid for two-and three-dimensional cases, which will be precisely presented in our another coming manuscript. On the other hand, due to the nonlocality of Caputo fractional derivative in the TSFDE (1.1), the numerical scheme needs to repeat the weighted sum of solutions in previous time levels. In order to reduce the computational cost, we exploit the fast SOE approximation of graded L1 formula to result in the FIDS, which will be cheaper than the DIDS, especially for large integer M. However, no matter FIDS or DIDS, they both need to solve the dense discretized systems, which are still time-consuming. It implies that the efficient implementation of FIDS and DIDS should be further considered. With the help of Toeplitz-like matrix, we construct the BiCGSTAB with circulant preconditioners for solving the series of discretized linear systems (cf. Eq. 2.12 and Eq. 3.1)) without storing any matrices. It makes the FIDS (or DIDS) only require O(NN exp ) (or O(NM)) memory requirement and O(MN(log N + N exp )) (or O(MN(log N + M))) computational complexity. To ensure circulant preconditioners efficient, we theoretically show that the eigenvalues of preconditioned matrices cluster around 1, expect for few outliers. The vast majority of these eigenvalues are well separated away from 0. It means that the BiCGSTAB with circulant preconditioners for solving the discretized linear systems can converge very fast. Numerical experiments are reported to show the effectiveness of the FIDS and DIDS with PBiCGSTAB solvers in terms of the elapsed CPU time and number of iterations, especially the former one.
Finally, it is meaningful to note that the numerically spatial convergence order of FIDS or DIDS is better than the theoretical estimate of FIDS or DIDS, cf. Example 2. It means that the error analysis of numerical schemes for solving time-dependent problems is different from the numerical IFL introduced in [37] . The more refined error/convergence analysis of FIDS or DIDS is worth exploring in our future work; refer e.g., to [38, 40, 41] for a discussion. Our current work includes applying the FIDS and DIDS for solving the (nonlinear) multi- dimensional TSFDEs (on unbounded domains) with nonhomogeneous boundary conditions, and designing the more efficient preconditioning techniques, such as τ -algebra, multigrid [55] and banded preconditioners, for the corresponding two-and three-level Toeplitz discrtized linear systems. 
