In this paper we study algebraic branching programs (ABPs) with restrictions on the order and the number of reads of variables in the program. An ABP is given by a layered directed acyclic graph with source s and sink t, whose edges are labeled by variables taken from the set {x1, x2, . . . , xn} or field constants. It computes the sum of weights of all paths from s to t, where the weight of a path is defined as the product of edge-labels on the path. Given a permutation π of the n variables, for a π-ordered ABP (π-OABP), for any directed path p from s to t, a variable can appear at most once on p, and the order in which variables appear on p must respect π. An ABP A is said to be of read r, if any variable appears at most r times in A.
Introduction
The polynomial identity testing problem (PIT) is the question of deciding, given an arithmetic circuit C with input variables x 1 , x 2 . . . x n over some field F, whether the polynomial computed by C is identical to the zero polynomial in the ring F[x 1 , x 2 , . . . x n ]. Efficient algorithms for PIT are important both in theory and in practice. Randomized algorithms were given independently by Schwartz [1] and Zippel [2] . Finding deterministic algorithms for PIT plays a crucial role in computational complexity theory. Kabanets and Implagliazzo [3] showed that giving a deterministic subexponential time algorithm for PIT implies that either NEXP ⊆ P/poly, or that the permanent has no poly-size arithmetic circuits. Agrawal [4] showed that giving a deterministic black-box algorithm for PIT yields an explicit multilinear polynomial that has no subexponential size arithmetic circuits. In [4] a program was outlined explaining how making progress towards the latter kind of algorithm for PIT has the potential of resolving Valiant's Hypothesis, which states that the algebraic complexity classes VP and VNP are distinct.
For optimists certainly, the situation is tantalizing, as Agrawal and Vinay [5] showed that the black-box derandomization of PIT for only depth-4 circuits would yield a nearly complete derandomization for general arithmetic circuits. Recent progress on the PIT problem has been impressive. See [6] for a recent survey.
In this paper, we contribute to the above mentioned lower bounds program by considering black-box identity testing ordered algebraic branching programs (OABPs), which where introduced in [7] . Algebraic branching programs have computational power somewhere in between arithmetic formulas and circuits. The OABP is the arithmetic analogue of the ordered binary decision diagram (OBDD), which was introduced by Bryant [8] . Some polynomials can be succinctly represented in the OABP model. For example, we show that the elementary symmetric polynomial of degree k in n variables can be elegantly described by a grid shaped OABP of size O(kn). As our lower bounds show, a succinct OABP-representation is not available for every polynomial. The situation is similar to what is well-known for OBDDs. In practice this may be outweighed by the fact that PIT can be solved efficiently for OABPs. As argued by Raz and Shpilka [9] , part of the popularity of OBDDs can be explained by the fact that identity testing (and hence equivalence testing) can be done efficiently for the model.
In [9] a polynomial-time non-black-box algorithm was given for identity testing non-commutative formulas, and more generally non-commutative ABPs. Identity testing OABPs reduces to PIT for noncommutative ABPs, and hence can be done non-black-box in polynomial time. Namely, if we take an OABP A computing some polynomial f over commuting variables, and if we let f ′ be the evaluation of A, where we restrict the variables to be non-commuting, then it can be observed that f ≡ 0 ⇔ f ′ ≡ 0. Giving a black-box algorithm for testing non-commutative formulas and ABPs is currently a major open problem. Our main result implies we have a DTIME [2 O(polylog(n)) ] black-box algorithm for testing OABPs with polylog(n) many reads.
We remark that any read-once formula (ROF) can be simulated by an OABP. Black-box Identity testing sum-of-k ROFs was studied in [10] , and this was subsequently generalized to the sum-of-k read-once ABPs in [11] . These results show the difficulty of making generalizations in this area to models beyond read-once. For example, by [11] we have an n O(log n) black-box test for sum-of-two read-once ABPs, but for testing a single read-twice ABP, currently nothing is known beyond brute-force methods. Our result is significant, in that the techniques apply to a model where the multiple reads take place within one monolithic ABP. This opens up a new thread of progress in the direction of identity testing unrestricted ABPs. We refer to [12] for a direct connection between this, and proving lower bounds for the determinantal complexity of explicit polynomials. The latter is what the separation of VP and VNP requires.
Finally, we mention the connection to PIT for multilinear formulas raised in [13] . Our results can be applied to black-box identity testing "ordered multilinear formulas" with few reads (say polylog(n)). The latter can be defined for any given variable order π, by requiring that for each multiplication gate g = g 1 × g 2 in the formula, variables in the subformula rooted at g 1 should either all be smaller or all be larger w.r.t. π than variables in the subformula rooted at g 2 . By applying the construction of [14] , judiciously to keep the order, a formula of this kind can be simulated by a π-OABP. This then gives another important special case of PIT for multilinear formulas for which a black-box algorithm is known (the other case being sum-of-k ROFs).
Techniques
Towards the identity testing algorithm, the first step is to show that, without increasing the number of reads, any π-OABP can be made oblivious, i.e. all variables in a layer must be identical. Then we construct a generator G(z) for π-oblivious ABPs. This is a polynomial mapping F ℓ → F n such that for any f ∈ F[x 1 , . . . , x n ] computed by a π-oblivious ABP, f ≡ 0 ⇔ f (G) ≡ 0. From this, one obtains an efficient black-box test, provided the number of z-variables ℓ and the degree of G is "small".
For illustrative purposes, let us consider an oblivous ABP A with variable order x 1 , x 2 , . . . , x 2n of small width w, rather than small number of reads, and suppose it computes f ≡ 0. In order to achieve ℓ = O(w log n), we cut A in the middle layer. This gives a decomposition (say) f = i∈ [w] 
We would like to use recursion on the g i s and h i s, but in order to get ℓ small, this means
. . , G 2n ) will share most of the variables. This open up the possibility of all kinds of unwanted cancellations to start occurring, resulting in f (G) ≡ 0. However, we do have something going for ourselves, which is that {g i (G u )} i∈[w] must "communicate" through a small dimensional space F w . This allows one to take G d identical to G u , except for an additional component to the input that inflates the dimension of any non-empty finite union of affine varieties 1 , given by the preimage of a single point in
, where T is a mapping of O(w) many variables that contains any w-dimensional coordinate subspace. Doing so, we only add O(w) many variables per inductive step. This mirrors the pseudorandom generator construction of Impagliazzo, Nisan and Wigderson [16] in the Boolean world. To make an analogy, z + T (z ′ ) can be thought of as similar to taking a vertex (we pick z) and adjacent edge (we move by T (z)) on an expander graph.
Necessarily, our final construction will be more complicated than the above sketch, since we assume a bound on the number of reads instead of the width. This will be dealt with by taking a partial derivatives w.r.t. a centrally local variable x k in the ABP. Taking the derivative w.r.t. x k has the net effect of cutting down the width of the x k -layer of A.
Organization
The rest of this paper is structured as follows. Section 2 contains preliminaries. Section 3 contains a proof of a "decomposition lemma" we require for Section 4. There we do the core of the technical work by giving the generator for π-oblivious ABPs. Then we apply this generator in Section 5 to give the black-box PIT algorithm for π-OABPs. Finally, we prove the results regarding computational limitations of OABPs mentioned in the abstract in Section 6.
Preliminaries
For a natural number n, we denote the set {1, 2, . . . , n} by [n] . For an n-tuple a = (a 1 , a 2 , . . . , a n ) and m-tuple b = (b 1 , b 2 , . . . , b m ), we denote its concatenation (a 1 , a 2 , . . . , a n , b 1 , b 2 , . . . , b m ) by a#b. Let X = {x 1 , x 2 , . . . , x n } be a set of variables and let F be a field. For a polynomial f ∈ R := F[X], if it is identical to the zero polynomial of the ring R, we write f ≡ 0. If the degree of any variable of f is bounded by one, f is said to be multilinear (even if f has a constant term). We say f depends on x i , if the formal partial derivative ∂f /∂x i ≡ 0. V ar(f ) denotes the sets of variables f depends on. For a set of polynomial f 1 , . . . , f m ∈ F[X], we say that they are independent if for all a ∈ F m with a = 0, i∈[m] a i f i ≡ 0.
Computational Models
We import the following definition and subsequent notations from [11] : Definition 1. An algebraic branching program is a 4-tuple A = (G, w, s, t), where G = (V, E) is an edgelabeled directed acyclic graph for which the vertex set V can be partitioned into levels
Vertices s and t are called the source and sink of A, respectively. Edges may only go between consecutive levels L i and L i+1 . The label function w : E → X ∪ F assigns variables or field constants to the edges of G. For a path p in G, we extend the weight function by w(p) = e∈p w(e). Let P i,j denote the collection of all paths p from i to j in G. The program A computes the polynomial p∈Ps,t w(p). The size of A is taken to be |V |, and the read of A is the maximum of |w −1 (x i )|, over all x i 's. The depth of A equals d, and the width of A is the maximum of |L i |, over all L i 's.
Algebraic branching programs where first introduced by Nisan [17] . Our definition differs in the respect that [17] requires edge labels to be linear forms. We use the following notation: for an arc e = (v, w) in ABP A, begin(e) = v and end(e) = w. We let source(A) and sink(A) stand for the source and sink of A. For any nodes v, w in A, we denote the subprogram with source v and sink w by A v,w . We use A to denote the polynomial computed by A, and in particular, A v,w is the polynomial computed by the subprogram A v,w . A layer of an ABP A is the subgraph induced by two consecutive levels L i and L i+1 in A. Definition 2. An ABP A is called a read r ABP, if its read is bounded by r. We also denote this by saying that A is an R r -ABP. A polynomial f ∈ F[X] is called an R r -ABP-polynomial if there exists a R r -ABP computing f . Definition 3. Let π be a permutation of [n] . An ABP A is π-ordered, if on every directed path p in A, if a variable x i appears before x j on p, then π(i) < π(j). For an ABP A we say it is ordered if it is π-ordered w.r.t. some permutation π.
For a π-ordered ABP (π-OABP) variables appear (with possibly omissions) on any path from source to sink in the order x π −1 (1) , x π −1 (2) , . . . , x π −1 (n) . We will speak of the latter sequence as the variable order of A. Ordered algebraic branching programs where first studied in [7] , but with respect to the homogeneous ABP definition of [17] . There the ordering condition states that on any path p, for any edge e 1 appearing before e 2 on p, if e 1 is labeled by i∈[n] a i x i , and e 2 is labeled by i∈[n] b i x i , then all variables in {x i : a i = 0} appear before all variables in {x i : b i = 0} in the variable order. The usual "homogenization trick" of splitting nodes into parts computing homogeneous components can be used to convert any OABP to the model of [7] (one also needs to collapse circuitry going over constant wires). This outlines a proof of the second part of the following lemma (the first part being obvious): An ABP is called oblivious, if for any layer all variables are the same. We call a layer an x-layer, if x labels some of the edges in that layer, for x ∈ X. Layers with variables are called variable layers. Layers without variables are called constant layers. We say an ABP is π-oblivous, if it is π-ordered and oblivious. We have the following lemma for converting any π-OABP into a π-oblivious ABP. Note the lemma preserves read.
Lemma 2. For any permutation π of [n], given a π-OABP A over n variables of size s and read r, there is an equivalent π-oblivious ABP B of size O(sn), width ≤ 2s and read r.
Proof. Wlog. we assume that π is the identity permutation. In B, the source will be followed by levels with node sets V 1 , W 1 , V 2 , W 2 , . . . , V n , W n , V n+1 (in this very order). We will grant ourselves the convenience of also having constant labeled wires that go from V i to V i+1 directly, thus skipping W i . Obviously, this can be fixed by at most doubling the width of the ABP and without any increase in the number of reads. For any i, nodes in V i will be in one-to-one correspondence with nodes in A. Namely, for each node v in A, we allocate a node v i in V i . Similarly for W i .
Let s = source(A), t = sink(A) and s = source(B). We will arrange to following two properties to hold. Firstly, for any i ∈ [n + 1], for any
In other words, the polynomial computed by the subprogram of B with source s and sink v i equals the sum of weights of all paths from s to v in A, going over edges that are not labeled with variables from {x i , x i+1 , . . . , x n }.
Secondly, for any i ∈ [n], for any w i ∈ W i , we will arrange that B s,wi will equal the sum of weights of all paths p from s to w in A going over edges that are not labeled with variables from {x i+1 , . . . , x n }, and with x i appearing on the last edge of p.
We now explain how to connect the wires in B. First of all, for any
. . x n = 0]) s,v is a constant. So we can establish (1) for V 1 by drawing edges to nodes in V 1 with appropriately labeled constants.
For any i ≥ 1, given that wires have been drawn to V i , we draw wires to W i as follows. For v i ∈ V i and w i ∈ W i , we draw a wire (v i , w i ) with label x i if and only if (v, w) is an edge in A with label x i . This clearly establishes the desired property for the set W i , provided (1) holds for V i . It is also immediately clear with this definition that the number of reads of B equals the number of reads of A.
For i > 1, given that wires have been drawn to W i−1 , we draw wires to V i as follows. For any node v in A, the set S of paths from s to v in A not using edges with labels {x i , x i+1 , . . . , x n } can be partitioned into S 1 ∪ S 2 , where S 1 is the set of paths from s to v that do not use x i−1 -labeled edges, and S 2 = S\S 1 . For any path p ∈ S 2 , we can write it as p = p 1 #p2, where p 1 ends with an x i−1 -labeled edge, and p 2 consists of constant labeled edges only. Hence, for a node
. . x n = 0]) s,v plus a linear combinations of the weight of all paths p from s to some node w in A going over edges that are not labeled with variables from {x i , . . . , x n }, and with x i−1 appearing on the last edge of p. This can be done by simply drawing a wire from node v i−1 ∈ V i−1 with label one, and appropriate constant labeled wires from nodes in W i−1 .
By the above construction, we get B s,tn+1 = A s,t . After removing redundant nodes, splitting wires that skip W i 's, it is clear we have obtained a leveled oblivious ABP with read r, size O(sn) and width ≤ 2s.
Partial Derivatives Matrix
The following notions are taken from [13] . Let Y = {y 1 , . . . , y n } and Z = {z 1 , . . . , z n }. Then for a multilinear polynomial p(Y, Z) ∈ F[Y, Z], we can construct the partial derivatives matrix M p w.r.t. Y and Z as follows: rows and columns of the matrix are indexed by {0, 1} n , and
n . Thus M p is a 2 n × 2 n matrix. We are mostly interested in the rank of partial derivative matrices, and some of the useful properties are summarized in the following lemma:
In the above, for the first two properties, see Proposition 3.1 and 3.2 in [18] . The third property follows from the second property, by observing that M p (resp. M q ) has only one column (resp. row) that contains non-zero entries.
Given
is said to be of full rank if for any partition A : X → Y ∪ Z, M p A is of full rank. By extending the construction in [19] , we show the existence of a polynomial p, such that ∂p/∂x is a full-rank polynomial for every variable x in p. A proof of the following theorem has been put in Appendix A. Theorem 1. Let n ∈ N be an integer, and X = {x 1 , . . . , x 2n+1 }, W = {w i,j,k } i,j,k∈[2n+1] be two sets of variables. Let G = F(W) be the field of rational functions over F with variables in W. Then there exists an explicit multilinear polynomial p ∈ G[X], such that for any k ∈ [2n + 1], ∂p/∂x k is of full rank, when working over X\{x k }.
Algebraic Geometry
Any subset X ⊆ F n which is the set of simultaneous zeroes of a set of polynomials f 1 , . . . , f t ∈ F[x 1 , . . . , x n ] is called an algebraic set. For basic definitions we refer to [20, 15] . For convenience, all theorems we use have been listed in Appendix B. If X and Y are algebraic sets in F n , we denote by X + Y the subset {x + y ∈ F n : x ∈ X, y ∈ Y }. Note that X + Y may not be an algebraic set. We denote by X + Y the closure of X + Y is the Zariski-topology (See Appendix B). We need the following two lemmas:
Proof. For a coordinate subspace C denote the canonical projection to C by π C . Consider K = {0} r × F n−r and L = F r , which we think of as the complement of K corresponding to the first r coordinates. We have the following two properties:
More generally, it can be seen (by applying isomorphisms to F n , where we permute the indices), that for any (n − r) -dimensional coordinate subspace C with rdimensional complement D, dim X + C = n − r + dim π D (X). Hence the lemma follows from the fact that for any r-dimensional affine variety there exists a projection τ to some r-dimensional coordinate subspace E such that τ (X) is dense in E, i.e. dim π D (X) = r. For a proof of the latter see [20] , p480 (Also see Appendix B).
Lemma 5 (Lemma 2.1 in [21] ). Let f ∈ F[X] be a nonzero polynomial such that the degree of f in x i is bounded by r i , and let S i ⊆ F be of size at least
3 Decomposing a π-Oblivious ABP into Independent Sets of Polynomials
We need the following lemma, or rather its corollary, for the construction of the generator for π-oblivious ABPs in Section 4. For any f ≡ 0 computed by a π-oblivious ABP, the lemma gives us a decomposition satisfying some useful independence properties. It will be sufficient to state the lemma for π being the identity permutation.
Lemma 6. let k ≥ 1, and let A be an oblivious ABP of width w with source s and sink t having variable order x 1 , x 2 , .., x 2n . Suppose A ≡ 0. Then we can write for some w ′ ≤ w, f = i∈[w ′ ] f i g i , where Proof. Let V be the set of variables used in A. Pick an arbitrary level L of nodes v 1 , v 2 , . . . , v w such that V ∩ {x 1 , x 2 , . . . , x n } appear on edges in layers before L, and V ∩ {x n , x n+1 , . . . , x 2n } appear on edges in layers after L. For i ∈ [w], let f i = A s,vi and g i = A vi,t . We proceed in two phases. First we arrange for a decomposition where the f i s are independent. Then we will deal with the g i s.
Wlog. assume that f 1 , . . . , f k is a maximum size independent set of polynomials. Since f ≡ 0, we know that not all f i ≡ 0. So k ≥ 1. For j > 0, any f k+j can be written as a linear combination of f 1 , . . . , f k . Let A ′ be an equivalent ABP obtained from A as follows. First, A ′ is just as A from the source up to the level L, except that we drop v k+1 , . . . v w from L. Let us use L ′ to denote the modified level L. L ′ is followed by a constant layer, where f 1 , . . . , f w are computed (relative to s). After this we attach all the levels of A, just as they followed L in A. Proof. We make changes to A by modifying the edges in the y-layer as follows: for a variable edge (labeled with y), label it with 1. For a constant edge, remove it. The resulting ABP A ′ computes f . Then in the proof of Lemma 6, take the level L to be the starting level of the original y-layer. As |L| is bounded by the number of y-variables in the y-layer of A, we are done.
A Generator for π-Oblivious ABPs
We assume |F| is large enough. The explicit requirement on |F| will become clear after the description of the generator. For now, let us fix S = {α 1 , . . . , , α N } ⊆ F, for some N . Denote by S m = {α 1 , . . . , α m }, for 1 ≤ m ≤ N . Let Z = {z 1 , z 2 , . . .}, Y = {y 1 , y 2 , . . .}, U = {u 1 , u 2 , . . .} and V = {v 1 , v 2 , . . .} be sets of variables. For k ≥ 1, we use Z k to denote the k-tuple of variables (z 1 , z 2 , . . . , z k ), similarly for Y k , U k and V k . Define the function ℓ on natural numbers by ℓ(k, r) = 2rk + 1. In the following, per abuse of notation, we write (Z ℓ(k,r) , U k , V k ) to denote the tuple Z ℓ(k,r) #U k #V k .
For every k ≥ 0, r ≥ 1 and a variable w, let H k,r (w) = (H k,r
is the ith Lagrange interpolation polynomial on the set S ℓ(k,r)+2k . H k,r i is a univariate polynomial in w of degree ℓ(k, r) + 2k − 1, satisfying that ∀α j ∈ S ℓ(k,r)+2k , H k,r i (α j ) = 1 if i = j and 0 otherwise. For k ≥ 1, and two variables u and v, let
is the ith Lagrange interpolation polynomial on the set S 2 k . For k ≥ 0 and r ≥ 1, we define the polynomial mapping
as follows:
1. F 0,r (z 1 ) = z 1 , and 2. For clarity we use y 1 , y 2 , . . . , y 2r as aliases for the variables z ℓ(k,r)+1 , z ℓ(k,r)+2 , . . . , z ℓ(k,r)+2r , respectively. We take F k+1,r (Z ℓ(k,r) , Y 2r , U k+1 , V k+1 ) to be equal to the following 2 k+1 -tuple of polynomials:
where
From the construction we can see that in order to accommodate for S, |F| should be no less than max(ℓ(k, r) + 2k, 2 k ). Now let us compute F 1,r to get a sense and for later use. We obtain
Note that z 2+r , . . . , z 1+2r are not used in the Lagrange interpolation in the T 0,r part. By a straightforward induction, one can prove the following bound for the individual degree of a variable in F k,r . Proposition 1. ∀k ≥ 2 and r ≥ 1, the individual degree of any variable in any component of F k,r is at most j∈[k−1] (ℓ(j, r) + 2j)(ℓ(j, r) + 2j − 1)).
The main theorem of this section is proved next. It shows that the generator F k,r works for the class C of polynomials computed by read r π-oblivious ABPs, where there is one single fixed order π of the variables for the entire class C. Wlog. the order is assumed to be x 1 , x 2 , . . .. A generator for any other fixed order, is obtained by permuting the components of the output of the generator in the appropriate way. To make the algebraic geometry go through in the proof, we will assume that F is algebraically closed. We will remove this requirement subsequently with Corollary 2.
Theorem 2. Let F be an algebraically closed field. Let k ≥ 0, and let A be a π-oblivious ABP of read r ≥ 1 with variable order
Proof. The "⇒"-direction is trivial, so it suffices to show that if f ≡ 0, then f (F k,r ) ≡ 0. We prove this by induction on k. For k = 0 it is obvious. For k = 1, we know there exists (a, b) such that f (a, b) = 0. Recall
Then setting c to be the assignment of (Z 2r+1 , u 1 , v 1 ) as z 1 = a, z 2 = b − a and other variables to 0, would give f (
For the induction step from k to k +1, we need to prove that F k+1,r works for an oblivious read r ABP polynomial f with variables x 1 , . . . , x 2 k+1 . We use X as an alias for x 2 k , and Λ as an alias for α 2 k . Let g = ∂f /∂X, and note that f = g · X + f | X=0 , since f is multilinear. Wlog. we can assume that f depends on X. Namely, since f is multilinear, if f does not depend on any variable, i.e. ∀i, ∂f /∂x i ≡ 0, then f ∈ F (even if char(F) > 0). Clearly the theorem holds in this case. Otherwise, the rest of the proof goes through mutate mutandis by selecting X to be the median variable (w.r.t. the variable order x 1 , x 2 , . . .) of variables that f depends on. Thus g ≡ 0. We claim that the following holds:
Before proving Claim 1, let us show that this is sufficient to complete the proof of Theorem 2. Consider f (F k+1,r ) | v k+1 =Λ . It is equal to the following:
=Λ does not contain the variable u k+1 . The same holds for P (Z ℓ(k,r) , U k , V k )). Hence h · u k+1 cannot be canceled, and we conclude that f (F k+1,r ) | v k+1 =Λ ≡ 0. This implies f (F k+1,r ) ≡ 0. We will now prove Claim 1. Let F ′k+1,r = F k+1,r − E k+1,r . Note that since f is multilinear, g does not depend on X. Hence g(F k+1,r ) | v k+1 =Λ = g(F ′k+1,r ). We will show that g(F ′k+1,r ) ≡ 0. We have that
Again we will use y 1 , y 2 , . . . , y 2r as alias for the variables z ℓ(k,r)+1 , z ℓ(k,r)+2 , . . . , z ℓ(k,r)+2r , respectively. Corollary 1 gives us that we can write g = i∈[r ′ ] p i q i , for some r ′ ≤ r, where 
. The above shows that P := {p 1 ,p 2 , . . . ,p r ′ } is an independent set of polynomials.
Similarly we have that Q := {q 1 ,q 2 , . . . ,q r ′ } is an independent set of polynomials.
Sincep 1 +p 2 + . . . +p r ′ ≡ 0, there exists input c ∈ F ℓ(k,r)+2k so that if we let a i =p i (c), then a = (a 1 , a 2 , . . . , a r ′ ) = 0. Let V ⊆ F ℓ(k,r)+2k be the algebraic set defined by the system of equations
We know this system has a solution namely c. Since F is assumed to be algebraically closed, by Exercise 1.9 p. 8 in [15] (See Appendix B), we know that each irreducible component of V has dimension at least ℓ(k, r) + 2k − r ′ . Since the system is solvable there must exist at least one irreducible component, and since
Since Q is an independent set of polynomials the l.h.s. of the above equation is a nonzero polynomial. In case the l.h.s. is a non-zero constant, then we are done. Namely, letting b ∈ F ℓ(k+1,r)+2(k+1) be the assignment where we set (z 1 , . . . , z ℓ(k,r) , U k , V k ) to c, y 1 , . . . , y r to 0, and the remaining variables arbitrarily, would give
Otherwise, we know by Proposition 1.13 in [15] (See Appendix B), that W is a finite union of hypersurfaces each of dimension ℓ(k, r)+2k−1 (these correspond to the irreducible factors of i∈[r ′ ] a iqi (z 1 , . . . , z ℓ(k,r) , U k , V k ) ). We want to argue that V + Im T cannot be contained in W . Namely, to see the consequence, suppose we have c
with c ′ ∈ W . Then letting b ∈ F ℓ(k+1,r)+2k be the assignment where we set (z 1 , . . . , z ℓ(k,r) , U k , V k ) to c ′′ and
We complete the proof by showing that the Zariski-closure of V + Im T has dimension greater than dim W .
Proof. Observe that for any r ′′ ≤ r, Im T contains any r ′′ -dimensional coordinate subspace of F ℓ(k,r)+2k . Namely, by setting y r+i = α ji , for all i ∈ [r], where α j1 , α j2 , . . . , α jr are distinct elements of S ℓ(k,r)+2k , we
, where e 1 , e 2 , . . . , e ℓ(k,r)+2k are standard basis vectors of F ℓ(k,r)+2k . Hence the claim follows from Lemma 4.
The above claim implies that V + Im T ⊂ W . By the above remarks, this gives that g(F ′k+1,r )(b) = 0, for some b. This proves Claim 1, and finishes the proof of the theorem.
Corollary 2. Let F be any field. Let k ≥ 0, and let A be a π-oblivious ABP over F of read r ≥ 1 with variable order x 1 , x 2 , .., x 2 k . Suppose A computes the polynomial f ∈ F[x 1 , x 2 , .., x 2 k ]. Then in the construction of F k,r selecting any set S of size max(ℓ(k, r) + 2k, 2 k ) contained in F (or an arbitrary field extension G of F, if F is not large enough) yields that
Proof. First consider the case when char(F) = 0. In this case we take S = {0, 1, 2, . . . }. Let F be the algebraic closure of F. Interpreting A as an ABP overF, we can apply Theorem 2 to conclude f ≡ 0 ⇐⇒ f (F k,r ) ≡ 0. All coefficients of F k,r are rational numbers and thus lie inside F. Hence the property f ≡ 0 ⇐⇒ f (F k,r ) ≡ 0 also holds when considering we work over F.
In case char(F) > 0, if |F| is not large enough, by allowing ourselves to use elements from the extension G, we can still get the required S. Then similarly as above, by considering the algebraic closure of G and applying Theorem 2, the required generator property follows, considering one works over G.
A Black-Box PIT Algorithm for π-OABPs
Algorithm 1 PIT Algorithm for read r π-OABPs. Input: Black-box access to f ∈ F[x 1 , x 2 , . . . , x n ] computed by a π-OABP with read r. Output: returns true iff f ≡ 0.
1: let k be such that 2
. 5: compute A = F k,r (R). 6: permute the vectors in A according to π. 7: for all a ∈ A do 8: check whether f (a) = 0. 9: end for 10: return true if in the previous stage no nonzero was found, false otherwise. 2k , and knowing that the number of variables of f (G k,r ) is 2rk + 2k + 1, the theorem follows by straightforward arithmetic.
We remark that the hitting set A, will be constructed over an extension field of F if |F| < max(ℓ(k, r) + 2k, 2 k ) or |F| < D + 1. In the former case, it is because of having enough interpolation points to define the generator. In the latter case it is in order to apply Lemma 5, as was done in the above. To work over the extension field the algorithm by Shoup [22] can be used to obtain an irreducible polynomial of degree d over F in time poly(d). With our demands, it suffices for the degree of this polynomial to be bounded by O(log n log r + log n log log n). Field operations in the extension field then take time poly(log n, log r), assuming a unit cost model for operations in F. The cost of constructing A this way, can thus easily be seen to be subsumed by the time bound given in the theorem.
We remark that the above implies that read polylog(n) π-OABPs can be tested in DTIME[2 O(polylog(n)) ].
Separation Results and Lower Bounds for OABPs
Definition 4. For a given π-OABP A with X = {x 1 , . . . , x 2n+1 }, and two variable sets Y = {y 1 , . . . , y n } and Z = {z 1 , . . . , z n }. We call the partition B : X \ {x π −1 (n+1) } → Y ∪ Z by mapping x π −1 (i) to y i , and
By making use of the partial derivative matrix, we obtain a lower bound on the number of reads for an OABP as follows:
Lemma 7. Given a π-OABP A on variables X = {x 1 , . . . , x 2n+1 } of read r, let f = ∂ A/∂x π −1 (n+1) . Let B be the middle partition for A. Then we have that r ≥ rank(M f B ).
Proof. Due to Lemma 2, we can assume that A is oblivious. Let the edges labeled with x π −1 (n+1) be e 1 , . . . , e r ′ , for r ′ ≤ r, and let g i = A source(A),begin(ei ) and h i = A end(ei),sink(A) , for i ∈ [r ′ ]. Note that taking the partial derivative w.r.t. x π −1 (n+1) is equivalent to setting x π −1 (n+1) to 1, and removing all constant labeled edges in the x π −1 (n+1) -layer. Then we get that f = i∈[r ′ ] g i · h i . From the definition of the middle partition, g 
The claim follows.
Exponential Lower Bounds for Permanent, Determinant and Full Rank Polynomials
Theorem 4. Any OABP computing the permanent or determinant of an n × n matrix of variables has size Ω(2 n /n) and read Ω(2 n /n 2 ).
Proof. Theorem 5 in [7] (which derives from [17] ), states that in the model where edges are labeled with linear forms, any ordered ABP A requires Ω(2 n ) nodes to compute the permanent or determinant. The size lower bound then follows from Lemma 1. The lower bound on the number of reads follows from the fact that there must be Ω(2 n ) edges in A, each having at least one variable. Hence some variable is read at least Ω(2 n /n 2 ) many times in A. We get the bound of the theorem, by observing that the conversion of Lemma 1 does not increase the read: if a variable x i is read r times it will appear r times in a linear form of the new created homogeneous ABP.
Ryser's Formula [23] states the n × n permanent equals S⊂[n] (−1)
Hence we see that the n × n permanent can be computed by an oblivious ABP of size O(n 2 2 n ) and read 2 n . For the determinant, simply computing the sum of all n! terms can be done by an oblivious ABP of both size and read 2 O(n log n) .
Theorem 5. Any OABP A over variables X = {x 1 , . . . , x 2n+1 }, W = {w i,j,k } i,j,k∈[2n+1] using constants from F computing the polynomial p constructed in the proof of Theorem 1 requires some variable to be read at least 2 n times.
Proof. Interpret A as working over the field F(W). The theorem then follows by combining Lemma 7 and Theorem 1.
We can also interpret this to be giving a stronger lower bound (seen as a function of the number of variables), but for a polynomial which uses O(n 3 ) transcendental constants in its definition.
Corollary 3. For any field F, and any extension field G of F of transcendence degree at least (2n + 1) 3 , there exists a polynomial p ∈ G[x 1 , x 2 , . . . , x 2n+1 ], such that any OABP over G computing p requires some variable to be read at least 2 n times.
6.2 Separation of R k−1 -OABP and R k -OABP Consider the elementary symmetric polynomial of degree k in n variables given by S k n = S⊂[n],|S|=k i∈S x i .
Theorem 6. S k n is an R k -OABP-polynomial, but not a R k−1 -OABP-polynomial, for n ≥ 2k − 1, k ≥ 2. To prove Theorem 6, it is enough to prove the following two lemmas:
Proof. We only need to prove the statement for n = 2k − 1. This is because for n > 2k − 1, if there is an R k−1 -OABP A computing S k n (x 1 , . . . , x n ), setting edges labeled with x 2k , . . . , x n to 0 in A will give an R k−1 -OABP computing S k 2k−1 (x 1 , . . . , x 2k−1 ). So if S k 2k−1 (x 1 , . . . , x 2k−1 ) can not be computed by an R k−1 -OABP, it follows that S k n (x 1 , . . . , x n ) can not be computed by an R k−1 -OABP, for any n > 2k − 1. For n = 2k − 1, in order to get a contradiction, suppose there exists some R k−1 -OABP A computing S k n . Since S k n is a symmetric polynomial, we can assume the order of variables in A is (x 1 , . . . , x n ). Let B be the middle partition for A, and let wt(e) denote the Hamming weight of e. Note that ∂S n−1 ) B indexed by rows E and columns E is a permutation matrix. We have reached a contradiction.
. . x n ). We prove the following stronger statement by induction: for each k, there is an R k -OABPs A k with variable order x 1 , . . . , x n , such that for every j ∈ [n − k + 1], there is a node v j with (A k ) vj ,t = s k j , where t = sink(A k ). Per abuse of notation, this node v j is denoted by s k j as well. We will ensure that on any path from s k j to t only variables from {x j , . . . , x n } appear. Initially, we will not worry about layering the ABP.
For the base case k = 1. For any j ∈ [n], s
. Hence the required read-once program A 1 is easily given. Next consider k > 1.
We will use the R k−1 -OABP for A k−1 to get the R k -OABP for A k . Observe the following equation holds for any 1 ≤ j < n − k + 1, s
and that s Figures 1, 2 and 3 ). Since we maintain the invariant that on any path from s k j to t only variables from {x j , . . . , x n } appear, it is immediately clear that adding the path from s k j with weight x j to s k−1 j+1 leaves the program ordered w.r.t. the order x 1 , x 2 , . . . , x n . Furthermore, it is clear that the invariant is maintained. A similar comments holds regarding the path added from s k j to s k j+1 with weight 1. One can draw the ordered ABP on a grid, as has been show for example for A 2 in Figure 1 . By considering the diagonals as levels on this grid, one can conclude we have given a leveled π-oblivious ABP with order x 1 , x 2 , ..., x n of size O(kn) for S k n .
Exponential Gap of Reads Between π-OABP and π ′ -OABP
In this section we show that under different permutations π and π ′ , the gap between the number of reads for the models π-OABP and π ′ -OABP can be exponentially large.
Theorem 7. Given X = {x 0 , x 1 , . . . , x 2n−1 , x 2n }, n ≥ 1, there exists a polynomial p on X, and two permutations π and π ′ on X, such that 1) There exists a read-once π-OABP computing p, and 2) Any π ′ -OABP computing p requires read 2 n .
• Proof. Define p(x 0 , x 1 , . . . , x 2n ) = x 0 i∈[n] (x 2i−1 + x 2i + x 2i−1 x 2i ). Let p 0 = x 0 , and p i = x 2i−1 + x 2i + x 2i−1 x 2i , for i ∈ [n]. Let π determine the variable order x 0 , x 1 , . . . , x 2n . First, it is easy to construct an R 1 -OABP A i computing p i with order (x 2i−1 , x 2i ), for i ∈ [n], and there is an R 1 -OABP A 0 computing x 0 . To construct π-OABP A computing p, we compose A i sequentially, by connecting sink(A i−1 ) and source(A i ), for i ∈ [n]. Let π ′ determine the variable order x 1 , x 3 , . . . , x 2n−1 , x 0 , x 2 , . . . , x 2n . Let A be a π ′ -OABP computing p, and suppose the read of A is r. Let q = ∂p/∂x 0 , and let B be the middle partition for A. By Lemma 7, r ≥ rank(M q B ) = rank(M i∈ 
