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Person fita b s t r a c t
High data quality is an important prerequisite for sound empirical research. Meade and Craig (2012) and
Huang, Curran, Keeney, Poposki, and DeShon (2012) discussed methods to detect unmotivated or careless
respondents in large web-based questionnaires. We first discuss these methods and present multi-test
extensions of person-fit statistics as alternatives. Second, we applied these methods to data collected
through a web-based questionnaire, in which some respondents received instructions to respond quickly
which can result in more careless responding. In addition, we conducted a simulation study. We com-
pared sensitivity and specificity of different methods and concluded that multi-test extensions of
person-fit statistics are a good alternative as compared to other methods, although the sensitivity to
detect careless respondents using empirical data was lower than using simulated data.
 2016 Elsevier Inc. All rights reserved.1. Introduction
High data quality is a very important prerequisite for sound
empirical psychological research. In applied studies in the social
and behavioral sciences, the Internet is increasingly used for data
collection. Although web-based questionnaires are an efficient
way to collect data and some studies have shown that using the
web may have no detrimental effect on data quality (e.g., Beach,
1989), other studies called for screening tools to check data quality.
In particular when a questionnaire is being administered to specific
groups, like students, unmotivated or careless respondents may
pose a serious threat to data quality (Johnson, 2005; Maniaci &
Rogge, 2014). Maniaci and Rogge (2014) have shown, for example,
that inattentive responses lead to poor data quality and can have
negative effects on effect sizes and power depending on the pro-
portion of inattentiveness in the sample. Recently, Meade and
Craig (2012) and Huang, Curran, Keeney, Poposki, and DeShon
(2012) studied methods for detecting careless respondents and
recommended several methods to identify these respondents.
However, in both studies questionnaires containing 300 items
and many subscales were used. As we discuss below, the useful-
ness of some of the methods they recommended relies heavily
on the availability of a large number of items. The use of thesemethods is limited when shorter scales, scales that predominantly
measure one factor, or scales with a limited number of subscales
are used. In the present study, we first discuss existing methods
in the literature to detect careless response behavior and second
we propose the use of person-fit statistics as alternative methods.
Third, we compared the sensitivity and specificity of the methods
suggested in previous studies (Huang et al., 2012; Meade & Craig,
2012) with person-fit statistics using web-based administered data
and simulated data. Finally, we provide some practical advice as to
which statistics to use.2. Methods to detect careless responding
Careless responding is characterized by ‘‘random responding,
leaving many answers blank, misreading items, answering in the
wrong areas of the answer sheet and/or using the same response
category repeatedly without reading the item” (Johnson, 2005,
pp. 104–105).1 Two main research contexts are often mentioned
as prone to careless responding: Research that uses web-based
questionnaires and research where students receive course credit
for their participation (Kurtz & Parrish, 2001; Meade & Craig,
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Psychological distance from the administrator and responding
anonymously could lead to decreased accountability experienced
by the respondents. In addition, the effortless process of completing
an internet-based questionnaire could induce rushing through the
questions. For students that receive course credit for their participa-
tion concerns have been raised about the validity of data obtained
due to disturbing levels of non-cooperation and motivational factors
(Kurtz & Parrish, 2001; Meade & Craig, 2012; Sprock, 2000).
Meade and Craig (2012) evaluated methods for detecting
careless responding using a web-based questionnaire administered
to a student sample. In addition, they conducted a simulation study
to test the sensitivity of the methods they studied. These methods
included bogus items, consistency indices, response-pattern
analysis, outlier analysis, response time analysis, and self-report
measures (to be discussed in more detail below). Based on their
findings they made the following recommendations. First, as
minimum screening tools, they recommended screening for extre-
mely short response times and using a self-report measure of
response quality. An example of the latter method is asking: ‘‘In
your opinion, should we use your data?” at the end of a question-
naire. Second, they recommended using bogus items, preferably in
the form of an instructed response, such as: ‘‘Respond with strongly
agree for this item”. Finally, they recommended using three
post-hoc measures, an even-odd consistency index, a maximum
longstring index, and a multivariate outlier statistic: the Maha-
lanobis distance (Mahalanobis, 1936). When the even-odd consis-
tency index cannot be applied due to unavailability of multiple
subscales, the psychometric antonyms or psychometric synonyms
measures were recommended.
In a web-based personality questionnaire administered to
students Huang et al. (2012) also studied two consistency indexes
(the even-odd consistency index and the psychometric antonyms
index), the longstring, and response times. The first half of the
questionnaire was completed with the instruction to answer
honestly, whereas in the second half there were different condi-
tions. Students in the first condition received again the instruction
to answer honestly, students in second condition were instructed
to answer the items without much effort but without running
the risk of being caught (the cautionary careless condition), and
in the third condition students were instructed to respond without
effort, with no risk of consequences (careless condition). Huang
et al. (2012) studied the sensitivity of these indices using different
cutoff scores. Based on their findings, they recommended using the
even-odd or psychometric antonyms consistency indices and a
short response time as indicators for careless response.
Although these are useful and practical recommendations,
Meade and Craig (2012) already mentioned at the end of their
study that some of these methods are only useful for question-
naires with many items. To illustrate this, below we discuss the
recommended methods and their limitations. In addition, we pro-
pose and discuss detection of careless responding using person-fit
statistics based on item response theory (IRT) models. These statis-
tics are often discussed in more ‘technical’ psychometric papers in
which their statistical properties are researched. However, there
are few studies that apply person-fit statistics to detect careless
responses. Johnson (2005) mentioned person-fit statistics to detect
careless responses but discarded them for being too stringent,
complex, and computationally intensive. Although IRT methods
may, as we will show below, have some drawbacks, it is also true
that in the IRT literature many different statistics have been
proposed to detect inconsistent response behavior that differ with
respect to the strictness and complexity of the underlying model.
Therefore, we included person-fit statistics in this study and inves-
tigated how they performed compared to the methods suggested
in the papers cited above.2.1. Consistency indices
Meade and Craig (2012) and Huang et al. (2012) studied the
even-odd consistency index and the psychometric antonyms
index. In addition, Meade and Craig (2012) also used a psychome-
tric synonyms index. They recommended using the even-odd
consistency index. However, these indices are not very useful for
questionnaires that do not consist of many items and scales. To
explain why this is the case, let us first consider how these indices
are computed.
To compute the even-odd index, each scale in a questionnaire is
divided into two subscales consisting of the even and odd
numbered items, respectively. For each subscale, total scores are
computed and then for each respondent the Pearson’s product-
moment correlation is computed between the total scores on the
even and the odd items across the subscales. Then this correlation
is corrected for test length using the Spearman-Brown formula
(Johnson, 2005). That is, the correlation is calculated for the whole
test because the correlation between the odd and even items only
provides an estimate for half of the test. The idea is that the corre-
lation between the total scores on the even and odd items is high
when a respondent fills out a questionnaire seriously. When this
correlation is low, response behavior is inconsistent. Jackson
(1977) proposed that scores on the even-odd index lower than
0.30 may indicate inconsistent response behavior.
Now, consider a questionnaire consisting of 100 items, each
item scored 1–5, with five subscales each consisting of 20 items.
To compute the even-odd index for respondent j with mean sub-
scale scores (Xj1Even, . . . ,Xj5Even and Xj1Odd, . . . ,Xj5Odd), a correlation
coefficient between the mean scores on the even sections and
the odd sections is computed and corrected for test length. As an
example (taken from the dataset discussed below), we take the
mean even and odd subtest scores of person 192 for the 5 sub-
scales: this resulted in (3.7, 3.4; 3.6, 3.4; 3.3, 3.9; 2.9, 3.8; 2.9,
3.2) and a correlation of r = 0.35, indicating low consistency.
However, note that the ‘‘sample size” in this procedure equals
the number of subscales used in the analysis, in this case five,
which results in a very unreliable estimation of the correlation
coefficient. The 95% confidence interval of the score for this specific
respondent was between 0.94 and 0.77. Even when, say, thirty
subscales are used, the reliability of the estimated consistency
seems problematic.
The psychometric antonyms and/or the psychometric syn-
onyms indices can serve as alternatives when multiple subscales
are not available. The psychometric antonyms index is determined
by first identifying item pairs with opposite content as indicated by
negative inter-item correlations (referred to as ‘‘opposite item
pairs” below). Huang et al. (2012) selected 30 item pairs with the
highest negative correlations to compute this statistic. Meade
and Craig (2012) considered items truly opposite when the inter-
item correlation was largely negative, that is, they considered item
pairs with an inter-item correlation between r = 1 and r = 0.60.
For each respondent, a correlation coefficient was computed
between the scores on the opposite item pairs. In the case of
consistent behavior, the correlation will be largely negative. The
procedure for the psychometric synonyms index was similar,
where item pairs with an inter-item correlation larger than
r = 0.60 were considered synonyms.
For both of these measures, the number of item pairs functions
as the sample size for the computed correlation coefficient. This
results in the same problem as in the even-odd index: Unless the
number of item pairs used is large, the confidence intervals around
the correlation estimate will be very large. Meade and Craig (2012)
could identify 27 item pairs meeting the criteria for the synonyms
index and only five for the antonyms index in a 300-item question-
naire. Therefore, this method will often not be suitable for shorter
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should contain many items that are so strongly positively or nega-
tively correlated. Asking persons very similar questions might
stimulate careless behavior. Huang et al. (2012) took a fixed num-
ber of item pairs with the largest negative and positive inter-item
correlations to guarantee a sufficient number of item pairs. How-
ever, a drawback then may be that items are not related strongly
enough to be true antonyms or synonyms and to serve as good
indictors of inconsistency.
2.2. Mahalanobis distance
The Mahalanobis distance is a multivariate outlier statistic
(Mahalanobis, 1936) that portrays the distance between observa-
tions, here the person’s item scores, and the center of the data, here
the vector of sample means for the items, while taking the correla-
tional structure between the items into account. The distance is
smallest when the vector of a person’s responses is similar to the
vector of sample means. Meade and Craig (2012) computed the
Mahalanobis distance for each of five trait subscales and averaged
the five outcomes, resulting in a mean Mahalanobis distance over
all trait scales. As a result, a low Mahalanobis distance on one sub-
scale can compensate a high Mahalanobis distance on another sub-
scale. The Mahalanobis distance can also be computed across an
entire questionnaire. Probability values can be computed by con-
verting Mahalanobis distance to chi-square p-values (Zijlstra, van
der Ark, & Sijtsma, 2011), and a critical p-value can be selected
to flag suspicious respondents. However, this only holds when
the assumption of multivariate normality of the item scores is
met. Considering the number of response options that are used
in survey data, it is unlikely that this assumption will hold.
2.3. Maximum longstring
This measure is sensitive to a different type of careless response
behavior than the previous methods. Instead of random or incon-
sistent responding, the longstring method is sensitive to extremely
consistent responding. The maximum longstring equals the num-
ber of times a respondent chooses the same response option con-
secutively. Although this seems to be a very useful measure to
detect this particular type of careless responding, a cutoff score is
difficult to establish (Johnson, 2005). Costa and McCrae (2008) pro-
vided some guidelines for maximum longstrings based on the
NEO-PI-R, which were also used by Huang et al. (2012). These
guidelines were conditional on the number and types of items
selected and varied from six to fourteen consecutive responses.
In particular for short questionnaires it may be difficult to distin-
guish conscientiously and consistently responding persons from
careless respondents using a long string measure. A method sug-
gested by Johnson (2005) to find a clear cutoff point was to conduct
a scree-like test and find an ‘elbow’ in the data.
2.4. Response time
Meade and Craig (2012) and Huang et al. (2012) studied short
response time as an indicator of carelessness. It is very unlikely
that respondents read the item content and answer items seriously
when the response time is very short. In contrast, a long response
time can, for example, be due to taking a break, which should not
necessarily be labeled as careless. A concern when using response
time is, again, establishing a suitable cutoff score. Meade and Craig
(2012) did not provide any guidelines and suggested to look at
clear outliers in the response time distribution, whereas Huang
et al. (2012) used an ‘‘educated guess”. That is, given their knowl-
edge of the questionnaire they decided that it was unlikely that a
response to an item could be given in less than 2 s. Responses tosets of items that reflected much faster response behavior were
classified as careless.
2.5. Bogus items
Bogus items are questions that have an obvious correct answer,
so that an incorrect answer can be regarded as not paying attention
to the item. An example of a bogus item is ‘‘I am always wearing
the same clothes” with answer options yes/no. Respondents that
choose here the option ‘‘yes” may fill out the questionnaire without
paying attention to the content of the items. In their questionnaire,
Meade and Craig (2012) added 10 bogus items. They recommended
using no more than one bogus item per 50–100 questions because
it may irritate respondents if there are too many of such items.
2.6. Explicit instructed response item
Specific types of bogus items are items with an instruction to
provide an extreme response (‘‘Please respond with strongly agree
to this item”). These items are considered sensitive in detecting
careless respondents because it is most unlikely that the keyed
response is given spontaneously without reading the question.
Although it is relatively easy to add a few items like this to a ques-
tionnaire, there are some challenges that may invalidate the use of
these indices. First, respondents may not endorse such items in the
keyed direction because they think these items are funny and as a
result respondents willingly provide a non-keyed response.
Second, it is difficult to determine how many items should be
included in a questionnaire and it is even more problematic to
establish a cutoff score that can be used to consider a respondent
as careless. Also, as far as we know, there is not much known about
what kind of item format or item content works best and when
investigated results are mixed. Huang et al. (2012) originally
included instructed response items in their questionnaire, but
found that they flagged an unrealistically high number of respon-
dents. They suspected that respondents might have interpreted
these items idiosyncratically. In a recent paper, however, Huang,
Bowling, Mengqiao, and Li (2015) investigated the validity of a
scale consisting of eight items that referred to counterfactual state-
ments, deviation from ‘‘common sense”, and improbable events
and they found promising results for the future use of these
methods.
All in all, from our discussion above it is clear that the use of
several existing indices is not always straightforward, especially
for scales that do not consist of hundreds of items. For scales of
moderate test length, in the psychometric literature person-fit
statistics are sometimes advocated to identify inconsistent item
score patterns. Below we discuss these statistics and provide argu-
ments why these statistics may be potentially useful as alternative
statistics or may be used complementary to the statistics discussed
above.
3. Person-fit statistics
Person-fit statistics have been proposed to detect inconsistent
item score patterns given the other score patterns in a sample or
given that an IRT model fits the data (Meijer, Niessen, &
Tendeiro, 2016; Meijer & Sijtsma, 2001). For some statistics it is
necessary to first estimate the parameters of an IRT model,
whereas there are also statistics that do not assume any parametric
IRT model, but instead are based on sample properties. Karabatsos
(2003) showed that simple nonparametric statistics performed as
well as other statistics (see also Tendeiro & Meijer, 2014). In the
present study, we used a multi-test extension (Conijn, Emons, &
Sijtsma, 2014; Drasgow, Levine, & McLaughlin, 1991; Meijer,
Egberink, Emons, & Sijtsma, 2008) of the nonparametric number
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Sijtsma, 1994; Molenaar, 1991) and a multi-test extension of the
lz statistic for polytomous items (lpz; Drasgow, Levine, & Williams,
1985).
3.1. Number of Guttman errors
Almost all person-fit statistics are sensitive to the number of
Guttman errors. Consider a test consisting of five dichotomously
scored items ordered from easy (or most popular) to difficult (or
least popular) according to their item proportion-correct (or mean
score) score. If a respondent has a total score of three, then we
expect that the three easiest items are answered correctly and
the remaining two most difficult items are answered incorrectly.
When there is a reversal of item scores, that is when a difficult item
is answered correctly and the easier item is answered incorrectly,
this is counted as a Guttman error. In general, the more errors,
the more inconsistent an item score pattern is. Thus, assuming that
items are ordered from easy to difficult the pattern [1, 1, 1, 0, 0]
contains zero errors, whereas the pattern [1, 0, 0, 1, 1] contains four
errors, because there are four (0, 1) item pairs.
For polytomous items the concept of item steps is used (Sijtsma
& Molenaar, 2002). An item step is a psychological threshold
between ordered response options. As an example we use the per-
sonality item ‘‘I see myself as someone who is talkative”, with five
response options: strongly disagree, disagree, neither agree nor dis-
agree, agree, and strongly agree. A respondent first considers
whether he or she agrees enough with the statement to take the
first item step from strongly disagree to disagree. If not, the response
will be strongly disagree. The next consideration is to move from
disagree to neither agree nor disagree. This process continues until
the respondent decides not to take the next item step or reaches
the last response option. In a sample, we can determine the pro-
portion of respondents that took each item step, for each item.
Then the item steps are ordered from high to low popularity.
Finally, for each respondent the observed item responses can be
compared to the ordering of the item steps. A Guttman error occurs
when a less popular item step was taken, whereas a more popular
item step was not taken. The sum of the Guttman errors results in
the Gp statistic. In Appendix A we provide a numerical example
using three items.
3.2. Lpz statistic
IRT models specify the probability of given a specific answer to
an item as a function of a respondent’s latent characteristic or trait
(i.e., personality traits, intelligence, but also the amount of knowl-
edge of a particular subject matter). Using an IRT model it is possi-
ble to calculate the likelihood that a respondent with a particular
trait level answers an item correctly (dichotomous items) or
chooses a particular option (for polytomous items). The central
idea is that when this likelihood is very low, an item score pattern
can be classified as inconsistent. To illustrate this: assume that we
have 3 polytomous items with three response categories (0, 1, and
2) and the popularity of choosing these answer categories for a per-
son with a particular trait level equals for item 1 (0.3, 0.5 and 0.2)
for item 2 (0.7, 0.2, and 0.1) and for item 3 (0.1, 0.5, and 0.4). Then
the item score pattern (1, 0, 1) is the most likely pattern and the
score pattern (2, 2, 0) is the most unlikely pattern. Several fit statis-
tics have been proposed that are sensitive to the degree an item
score pattern is unlikely. One of these statistics is the lpz statistic
(Drasgow et al., 1985). This statistic is defined as the standardized
log-likelihood of an item score vector under an IRT model. We
define lpz under the graded response model (Samejima, 1969). The
exact computation of this statistic can be found in Drasgow et al.
(1985).3.3. Multi-test extension of Guttman errors and lpz
A main concern when using person-fit statistics is their sensi-
tivity to detecting aberrant response patterns when scales have
few items. Since one of the prerequisites for applying IRT models
is unidimensionality of the scale, IRT models cannot simply be
applied across multiple short subscales. The sensitivity of these
person-fit statistics depends on the discrimination parameters,
the spread of the item difficulties, and the test length (e.g.,
Meijer et al., 1994). Two possible solutions for this sensitivity
problem are suggested in the literature. The first solution is to
use scales with strongly discriminating items. Such scales yield
similar detection rates as a larger scale with items weaker in
discrimination (Meijer et al., 1994). Another method to increase
sensitivity is to use a multi-test extension (Conijn et al., 2014;
Drasgow et al., 1991; Meijer et al., 2008). In a multi-test extension,
information on person fit across multiple (short) subscales is
pooled. A simple way to do so is by summing the person-fit statis-
tics across different subscales as in Meijer et al. (2008) and Conijn
et al. (2014). In the present study, we use multi-test extensions of
Gp (Gpm; Meijer et al., 2008) and lpz (lpzm; Conijn et al., 2014). Gpm is
defined as the sum of the number of Guttman errors per subscale
and lpzm is the sum of the standardized log-likelihood statistics of
the subscales. A researcher or practitioner can calculate these
statistics using the R program PerFit (Tendeiro, 2015; Tendeiro,
Meijer, & Niessen, in press).4. Method
Investigating the sensitivity and specificity of different methods
to detect careless responding is not simple. Often two conditions
are needed: a careless condition where respondents answer the
items in some kind of careless way and a normal condition where
respondents answer the items ‘‘normally”. Then, sensitivity equals
the proportion of score patterns correctly flagged in the careless
condition, whereas specificity equals the proportion of score
patterns correctly flagged in the normal condition.
Thus, what is needed is information about who answered care-
lessly and who answered honestly, or ‘‘normally”. In practice, this
is almost never known. Therefore, in many studies data are simu-
lated and researchers manipulate normal response behavior and
careless behavior. A drawback of simulated data is, however, that
the data may be too artificial and do not mimic real ‘‘careless”
behavior, and as a result provide inflated or deflated sensitivity
results. For example, a researcher may randomly generate item
scores from a uniform distribution to mimic careless response
behavior. This will result in perfect random response patterns that,
in practice, probably are seldom observed. In the real world,
respondents may only be careless on part of the questionnaire,
and more importantly, respondents do not behave as randomly
as a random number generator. It is well known that persons find
it very difficult to generate completely random score patterns, even
if instructed to do so (e.g., Nickerson, 2002). These same arguments
apply mutatis mutandis when careless response behavior is
mimicked by, for example, generating long strings. What realistic
long strings are is difficult to determine.
As an alternative, a researcher may instruct respondents to
respond carelessly or normally. This will result in real careless
and normal response behavior as far as the respondents followed
the instructions. If this is not the case, and one can never be sure,
sensitivity, for example, will probably be underestimated because
there will be less careless respondents in the careless group than
expected on the basis of the instructions. To explain this: Note that
sensitivity is defined as the proportion of score patterns correctly
flagged in the careless condition. Assume now that we instruct
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all these patterns as careless, and sensitivity equals 1. However
assume now that only 20 out of these 40 persons would respond
carelessly, then the maximum sensitivity is only 20/40 = 0.5.
Following a similar reasoning, specificity can be underestimated
when respondents in the normal condition respond carelessly.
In this study we followed both approaches, although it is true
that both approaches have their strong and weak points. We used
empirical data pertaining to students instructed to provide honest
responses to a questionnaire. Then we compared the score patterns
of these students with (a) students who were instructed to provide
careless responses, and with (b) simulated careless responses.
Doing so, we tried to get a good picture of the usefulness of the
different methods to detect careless response behavior.2
4.1. Participants and measures
Sophomore psychology students who took a course in test
theory and test construction were asked to voluntarily complete
the 100 item International Personality Item Pool (IPIP) questionnaire
(Goldberg et al., 2006) with five response options. This question-
naire is a freely available personality inventory that was designed
to measure the Big Five personality traits extraversion, agreeable-
ness, conscientiousness, neuroticism, and openness, and was con-
structed based on the NEO-PI-R (Costa & McCrae, 1992). Each of
these subscales consists of 20 items. The questionnaire was admin-
istered through an online survey tool. The students could not obtain
course credit or any other incentive for their participation.
There were 652 students in the course and 266 of these stu-
dents completed the questionnaire (41%). Seventy-three percent
was female and the mean age was M = 21 (SD = 3.4). The question-
naire was set up so that approximately 25% randomly drawn
respondents would receive instructions to respond carelessly,
resulting in 70 participants in the ‘careless’ condition and 196 par-
ticipants in the ‘normal’ condition. Students in the ‘normal’ condi-
tion received instructions to complete the questionnaire honestly:
The following statements apply to your perceptions about yourself
in different situations. You are asked to indicate to which extent
you agree with each statement, using a scale from strongly disagree
to strongly agree. There are no right or wrong answers, so please
select the answer that suits you best for each statement. Please take
your time to think about each answer.
Students in the ‘careless’ condition were instructed as follows:
Imagine that you have to complete a questionnaire in order to get
course credit. You do not feel like completing the questionnaire and
you are only interested in getting the course credit. You would like
to do this task as quickly as possible. You will only receive course
credit if you finish the entire questionnaire. Complete the following
questionnaire like you would have done if you were in this
situation.
Note that we asked the students to respond as quickly as possi-
ble, assuming that this may result in careless response behavior.
We would like to emphasize here that it is possible that some
students may actually respond as quickly as possible and still
provided accurate answers. So, although we tried to mimic the
situation that may lead to careless response behavior the current
condition may not completely coincide with careless responding.2 One reviewer asked why we did not use a separate condition where we warned
the respondents that not filling out a questionnaire seriously is against the rules of the
university. In some studies this was found to be an effective method to avoid careless
responding. However, at our university it is not allowed to do this because
participating in a study is the only requirement to get credits. Therefore, we
concentrate here on statistics that can be used when these instructions are not given.Yet, for the sake of simplicity we will denote this as the careless
condition. A bogus item, an instructed response item and a ques-
tion about response quality were added to the questionnaire. An
item from the Big Five Inventory (John, Donahue, & Kentle, 1991;
John, Naumann, & Soto, 2008) was used followed by the instruction
‘‘Respond with strongly agree for this item”. Respondents who
ignored this instruction were flagged. The bogus item was taken
from Meade and Craig (2012), with the content ‘‘I have never
brushed my teeth”. Students who did not respond with strongly
disagree or disagree were flagged. Following Meade and Craig’s
advice, we only used two items to flag aberrant respondents, so
that respondents were not irritated by the presence of these types
of items.3 At the end of the questionnaire, the following question
about response quality was asked: ‘‘If the researchers of this study
were really interested in your personality structure, would you rec-
ommend using your responses in their research? It is very important
for the researchers to have valid data.” The students could answer
yes or no, were no was taken as an indicator of careless response.
For each student, response time in minutes was also recorded. The
raw data are available via Niessen, Meijer, and Tendeiro (2016).
4.2. Procedure
We assessed sensitivity and specificity using rational cutoff
scores based on the literature, and empirical cutoff scores based
on the empirical data. As independent variables we used: the
response quality item, the bogus item and instructed response
item, response time, maximum longstring, the even-odd index,
Mahalanobis distance, and the two multi-test extensions person-
fit methods discussed above. Rational cutoff scores were used for
all measures except Mahalanobis distance and the two person-fit
statistics, since none were available. Empirical cutoff scores based
on the values found in the sample who received normal
instructions were used for all measures except the response quality
question and the added items. For these latter measures we used
0/1 coding.
Sensitivity and specificity based on rational cutoff scores were
assessed by analyzing the proportion of respondents from the
entire careless condition (n = 70) identified as aberrant, and the
proportion of respondents from the normal condition (n = 196)
identified as normal. Response time in minutes was recorded for
each respondent. To establish a rational cutoff we followed a pro-
cedure similar to that of Huang et al. (2012). We estimated how
many seconds it would take to read the instructions/demographic
questions and to read each item (this was 3 s per item, thus 1 s
longer than in the Huang et al., 2012 study). This resulted in a min-
imum response time of 6 min to be classified as an attentive
respondent. The rational cutoff for the maximum longstring was
based on a scree-like plot using only the respondents from the
normal condition (Jackson, 1977). The scree plot did not show a
clear cutoff, so we were conservative (a cutoff value between five
and seven seemed reasonable based on the plot) and chose a cutoff
of more than seven consecutive responses. The even-odd index
scores were computed for each respondent using the five subscales
of the IPIP. Items were assigned to even and odd scales randomly,
since not all subscales had an equal number of even and odd num-
bered items. The cutoff suggested by Jackson (1977) of values
smaller than 0.30 was used to flag respondents.
To analyze empirically derived cutoff scores we generated sam-
ples with different proportions of careless respondents. Based on
Meade and Craig’s (2012) estimate of the prevalence of careless3 As one of the reviewers remarked this number of bogus items or instructed items
might be too conservative in practical test use and may increase error in the
sensitivity of these methods as compared to using more bogus items. Therefore, our
conclusions using this method will be interpreted cautiously.
Table 1
Descriptive statistics for all detection measures.
Method Sample ES
Total Normal Careless
M SD Min. Max. M SD Min. Max. M SD Min. Max.
Use Mea 0.23 0.14 0.49 5.83*,c
Instructed itema 0.73 0.71 0.81 1.82c
Bogus itema 0.43 0.39 0.51 1.62c
Response timeb 11 856 3 9750 12 980 3 9750 8 311 3 2310 0.08d
Max. longstring 6.5 11 2 100 4.8 3 2 34 11.3 20 3 100 0.62*,d
Mahalanobis D 9.88 1.40 3.52 13.51 9.80 1.12 4.69 13.34 10.12 1.98 3.52 13.51 0.23d
Even-odd index 0.75 0.44 1.0 1.0 0.80 0.34 1.0 1.0 0.58 0.62 1.0 1.0 0.51*,d
Gpm 408 216 85 1392 376 160 133 1392 498 310 85 1314 0.58*,d
lz
p
m 0.72 6.2 27.6 8.8 1.69 4.5 26.7 8.8 1.99 8.9 27.6 8.2 0.62*,d
ES is the effect size for the difference between respondents in the normal condition and respondents in the careless condition.
a Proportion flagged.
b Median reported instead of mean.
c Odds ratio.
d Cohen’s d.
* p < 0.05.
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10%, or 20% careless respondents, also representing conditions
with milder and more extreme prevalence of carelessness than dis-
cussed in Meade and Craig (2012). That is, 11 (5%), 22 (10%), or 49
(20%) respondents from the careless condition were added to the
sample of 196 respondents who received normal instructions.
The 5%, 10%, or 20% respondents were sampled randomly from
the careless respondents and this procedure was repeated 1000
times per condition.
Before computing Mahalanobis distance and the multi-test
extensions of the number of Guttman errors and the lz statistic
we recoded all items because for many items the response option
strongly disagree was never chosen. All items were recoded to a
four point scale, merging strongly disagree and disagree responses.
This may result in some loss of information. To check this we com-
pared the measurement accuracy4 using four and five options and
we found only differences for persons with low total scores. Only
for the neuroticism scale differences were somewhat larger. After
recoding the item scores, model fit for the graded response model
was checked by inspecting the S-X2 item diagnostics (Orlando &
Thissen, 2003), the marginal fit and standardized local dependence
X2 statistics. These statistics showed an overall good fit.
Mahalanobis distance was computed across all items. The num-
ber of Guttman errors and the lz statistic for polytomous items
were computed for each subscale using the PerFit R package
(Tendeiro, 2015; Meijer et al., 2016). A sum score across subscales
was computed for both statistics to obtain the multitest extension
of the person-fit statistics. Since person-fit statistics and Maha-
lanobis distances cannot be computed when missing item
responses are present, we used the nonparametric imputation
method available in the PerFit package to handle missing
responses before computing these statistics. Thirteen percent of
the students had at least one missing item response. Most of the
students (89%) with missing item responses had one or two items
missing responses, with a maximum of seven missing responses, so
the effect of imputation on response pattern consistency was very
small. It is important to note that we did not consider these
missing values as a sign of careless responding because for almost
all students the number of missing values was very small. Finally,
empirical cutoff scores were computed for each condition, depend-
ing on the proportion of careless respondents in the sample. To
obtain these cutoffs for response time, the maximum longstring,4 Measurement accuracy was determined using IRT-based information functions
that provide information about the standard error of the estimated trait level across
different trait levels.the even-odd index, Mahalanobis distance, and the two person-
fit statistics, the 5%, 10%, and 20% most extreme scores obtained
by respondents in the normal condition, determined the cutoff
values. Because values for Mahalanobis distance and the person-
fit statistics depended on the other respondents in the sample
and were computed on samples including careless respondents,
these cutoffs were computed after each sampling procedure and
differed slightly over replications.
4.2.1. Simulated data
Because we were not sure whether students followed our
instruction to respond quickly, and whether quick responses
resulted in careless responses, we also simulated careless response
behavior and compared the sensitivity of the two person-fit statis-
tics and the Mahalanobis distance with the sensitivity using the
empirical data. Simulated responses were added to the response
patterns from the empirical data. Careless respondents were oper-
ationalized as respondents who answered items randomly. The
proportion of random respondents was, as in the empirical exam-
ple, 5%, 10%, and 20% of the total sample, and the proportion of
items that was answered randomly equaled 10%, 25%, and 50%.
For each simulated item score pattern normal item responses were
randomly selected from the empirical dataset of respondents in the
normal condition. We then changed scores for 10%, 25%, and 50% of
the items by drawing an item score between 1 and 4 randomly
from both a uniform distribution and a normal distribution N
(l = 1.5, r = 1) with 100 replications per condition. These distribu-
tions represent completely random response behavior (uniform
distribution) and random response behavior with a higher proba-
bility to choose the middle response options (normal distribution).
We did not assume that for careless behavior the probability to
choose a particular response option was related to that person’s
normal response behavior. Specificity equaled the proportions of
the simulated random item score patterns that belonged to the
5%, 10%, or 20% most extreme values.
5. Results
5.1. Empirical data
Table 1 shows descriptive statistics for all detection measures
for the complete empirical data sample, and for the subsamples
with respondents who received normal and careless instruction,
respectively. It also shows effect sizes for the differences between
respondents in the normal condition and respondents in the
careless condition. For the bogus item, instructed response item,
A. Susan M. Niessen et al. / Journal of Research in Personality 63 (2016) 1–11 7and the data quality question more respondents were flagged in
the careless condition than in the normal condition. However,
these differences were rather small and not significant for both
items. Furthermore, there were some very high response times,
up to several days, so we reported the median response time.
Students in the careless condition responded faster than students
in the normal condition when looking at the medians, but this dif-
ference was not significant. Very long strings of the same consecu-
tive responses were rare, but they were more common in the
careless condition. Two respondents, both in the careless condi-
tion, gave the same response on all items. Also, respondents in
the careless condition had lower even-odd index scores, more
Guttman errors, and lower lpzm statistics than respondents in the
normal condition. The differences were small and non-significant
for Mahalanobis distance.
To check the reliability of the even-odd index with a scale con-
taining a limited number of subscales, we computed 95% confi-
dence intervals around the even-odd index value for each
respondent. The intervals had a mean width of M = 0.85
(SD = 0.51). The mean width was even larger in the group that
had an even-odd value below the rational cutoff score of 0.30
(M = 0.91, SD = 0.53). The cutoff score of 0.30 fell within the confi-
dence interval of 56% of all respondents. For the careless sample
this was true for 60% of the respondents and for the normal sample
for 55% of the respondents. This indicated that the numerical val-
ues of the even-odd index should be interpreted carefully. We also
inspected the distributions of the scores using the entire sample
and found a left-skewed distribution for the even-odd index and
the lpzm statistic, and a right-skewed distribution for response
time, the maximum longstring, and the Gpm statistic. Only Maha-
lanobis distance was distributed close to normal, with a slight left
skew.
Table 2 shows the sensitivity and specificity for each method
using rational cutoff scores and Table 3 shows sensitivity using
empirical cutoff scores. Let us walk through the most salient
results. Remember that in the normal condition (Table 1), accord-
ing to the response quality question 14% of the respondentsTable 2
Cutoff scores, sensitivity and specificity based on rational cutoff scores.
Measure Cutoff Sensitivity Specificity
Use me 1 0.49 0.86
Instructed item 1 0.81 0.29
Bogus item 1 0.51 0.60
Response time 6 0.21 0.97
Maximum longstring 7 0.19 0.94
Even-odd index 0.30 0.20 0.95
Note. Sensitivity is the mean proportion of respondents from the careless condition
correctly identified as careless respondents. Specificity is the proportion of
respondents from the normal condition correctly identified as normal respondents.
Table 3




Response time 7 0.46 (0.14) 7
Maximum longstring 6 0.31 (0.13) 6
Even-odd index 0.14 0.20 (0.11) 0.52
Mahalanobis D 14.92 (0.18) 0.12 (0.09) 11.7
Gpm 1.35 (0.09)a 0.31 (0.13) 0.84
lzpm 1.09 (0.09)a 0.32 (0.13) 0.7
Note. Specificity was equal to the proportion of respondents from the normal condition by
many ties in values. For response time specificity equaled 0.90, 0.90, 0.80 and for the m
brackets.
a Based on standardized scores.indicated that their responses should not be used (abbreviated as
‘‘Use me”); in each careless response condition this was around
50% (Table 2). This latter percentage was low, perhaps in part
because the students were instructed to fill out the questionnaire
quickly. That is, quick response behavior may not always have
resulted in careless behavior.
However, anecdotal evidence suggested that some of these stu-
dents responded to this question randomly as well. The bogus item
and instructed response item had high sensitivity, but also showed
low specificity; this was especially the case for the instructed
response item (‘‘Respond with strongly agree”). Sensitivities for
response time, the maximum longstring and the even-odd index
were comparable, and were around 20%, with high specificity
when rational cutoff scores were used.
When empirical cutoff scores were used, sensitivity was higher
for all conditions. However, the increase in sensitivity as compared
to using rational cutoff scores was relatively small, especially for
the maximum longstring and the even-odd index. Response time
had the highest sensitivity of all measures when empirical cutoffs
were used. Mahalanobis distance showed low sensitivity for the
condition with few careless respondents and relatively high
sensitivity (43%) when there were 20% careless respondents in
the sample. The sensitivity of the person-fit statistics Gpm and lpzm
were comparable, with slightly increasing sensitivity when the
proportion of careless respondents became larger. Mahalanobis
distance performed equally well as the person-fit statistics when
the proportion of careless respondents was large.
5.1.1. Correlations between detection methods
Table 4 shows correlations between the different detection
methods. These correlations were calculated using all empirical
data from both the normal and the careless condition. From this
table it can be concluded that correlations between the different
methods were generally low. Moderate correlations were found
between the two items and the even-odd index score and the
Mahalanobis distance, Gpm and lpzm. High correlations were found
between Mahalanobis distance and the two person-fit statistics.
5.2. Simulated data
Sensitivity for the Mahalanobis distance, Gpm, and lpzm are shown
in Fig. 1, for different proportion of random respondents (5%, 10%,
20%) and proportion of random responses (10%, 25%, 50% of the
items). In general, sensitivity was higher when responses were
simulated uniformly random than when simulated normally
random. Sensitivity increased when the proportion of random
respondents and the proportion of random responses increased.
For Gpm, and lpzm the sensitivity was higher than for the Mahalanobis
distance, but results were similar when the proportion of random
respondents and random response behavior was large, which is in20%
ff Sensitivity Cutoff Sensitivity
0.46 (0.09) 8 0.51 (0.04)
0.31 (0.09) 5 0.36 (0.04)
0.25 (0.08) 0.75 0.30 (0.04)
3 (0.10) 0.22 (0.08) 10.88 (0.04) 0.43 (0.04)
(0.08)a 0.33 (0.09) 0.36 (0.04)a 0.40 (0.04)
6 (0.08)a 0.36 (0.09) 0.38 (0.04)a 0.39 (0.04)
design. Exceptions were response time and the maximum longstring, because of the
aximum longstring 0.90, 0.90, 0.80, respectively. Standard deviations are between
Table 4
Correlations between values on all detection methods.
Measure 1. 2. 3. 4. 5. 6. 7. 8.
1. Use me
2. Instructed item 0.1*
3. Bogus item 0.2* 0.4*
4. Response time 0.2* 0.1
5. Max. longstring 0.3* 0.1 0.1*
6. Even-odd index 0.3* 0.1* 0.2* 0.1* 0.1
7. Mahalanobis D 0.1 0.1 0.1 0.4* 0.4*
8. Gpm 0.3* 0.2* 0.1 0.1 0.5* 0.8*
9. lzmp 0.3* 0.2* 0.4* 0.7* 0.9*
Note. Empty cells were correlations smaller than 0.1 or 0.1.
* p < 0.05.
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ences between the two person-fit statistics were small, but lpzm
yielded slightly higher sensitivity than Gpm. In general, sensitivity
for the simulated data was much higher than for the empirical data
indicating that uniform random responses may not be representa-
tive for careless responses provided by actual respondents. This is
interesting information because in many psychometric studies that
investigate the sensitivity of person-fit statistics aberrant
responses are simulated in a similar way. Results from these stud-
ies may thus overestimate the sensitivity as compared to when
empirical data are used. Only when the simulated randomness
was very low, we found lower sensitivity for the simulated data
than for the empirical data. Sensitivity was also much higher than
in the empirical data for simulated responses under a normal dis-
tribution when 50% of the responses were simulated randomly.
6. Discussion
The aim of this study was to investigate the usefulness of
different methods to detect careless responses when web-based
questionnaires of medium length were used. These types of ques-
tionnaires are often used for research purposes. We applied meth-
ods that were suggested in the literature on careless response data
and we used person-fit statistics that were suggested in the psy-
chometric literature. Doing so, we also tried to bring together dif-
ferent research fields in psychology that are both aimed at
identifying ‘‘aberrant” response data. What did we learn from this
study?
The bogus item, instructed response item, and self-reported
data quality showed either low sensitivity or low specificity and
did not perform well in our study, although we selected a bogus
item that was previously found to function well (Meade & Craig,
2012). An explanation that was suggested by Meade and Craig
(2012) is that respondents may find it amusing to answer these
items in unexpected ways. Furthermore, as already noted above,
perhaps we should have used more bogus item or instructed items
so that accidental answering behavior on these items was dimin-
ished. However, using many of these items in a relatively short
scale may result in a questionnaire that shows distrust in the hon-
esty of a respondent’s behavior and this may affect the way a
respondent is approaching the questionnaire. So we think that
the jury is still out on the use of many bogus items or instructed
items in questionnaires of modest length.
The maximum longstring and response time showed relatively
low sensitivity and specificity when rational cutoff scores were
used; better results were obtained when cutoffs were estimated
based on the data in the sample. Furthermore, our results using
both the empirical data and the simulated data showed that the
multi-test extensions of person-fit statistics could be used as an
alternative to the other methods used to detect careless respon-
dents with inconsistent response patterns. The sensitivity wassomewhat higher than, for example, the even-odd index and
Mahalanobis distance. There are, however, also some disadvan-
tages to using person-fit statistics. We had to collapse response
options before calculating person-fit statistics; doing so we may
have lost some information in the data. Person-fit statistics are
based on stricter models than other techniques and most applica-
tions using person-fit statistics assume that the number of
response options is equal across items, although this is not strictly
necessary. In addition, in order to use these statistics with missing
values, some sort of imputation method must be used. On the pos-
itive side, in this paper we used empirically based cutoff score
based on sample properties. Very recently, statistical properties
of the distribution of person-fit statistics for polytomous data have
been studied that can be used in future research (Sinharay, 2015).
Researchers then can use these distributions to obtain a cutoff
score and to decide when an item score pattern is very unlikely
given the assumed underlying test model.
From our empirical and simulation study there are two take-
home messages. The first take-home message is that the sensitivity
of all methods discussed in this study is not high. Although this
may be due to students that do not follow strict instructions, this
may also reflect the fact that normal and careless response behav-
ior is often not that different as often is assumed in many simula-
tion studies. In addition, Huang et al. (2012) made an interesting
remark about the sensitivity of methods to detect careless
response behavior. They discussed that ‘‘Although the sensitivity
of these (. . .) indices may appear unimpressive, we like to highlight
the decision making context, which falls under what Swets (1992)
described as industrial quality-control approach, where the cutoff
is set at the tail of the distribution to yield extremely few false
positives (i.e., normal responses misidentified as IER)”. In light of
this remark Huang et al. (2012) argued that the sensitivity and
specificity was reasonably comparable to other administered
examination such as breast cancer screening and employee drug
testing.
A second take-home message related to the first is that some of
the statistics that were advised in Meade and Craig (2012) and
Huang et al. (2012) may function less optimal when personality
questionnaires of, say, 100 items are used. The even-odd index
was unreliable for questionnaires that do not contain many sub-
scales. The maximum longstring is useful to detect excessively long
strings of the same response option, but we found that this type of
response pattern was rare. Furthermore, the bogus item, the
instructed response item and a self-report measure of response
quality did not function well in this study, as we explained above.
An easy to apply statistic that seems to working rather well, also
for questionnaires of moderate length, is response time. Although
in this study we used response time that was required to complete
the whole questionnaire, an alternative may be to use response
time, for example, per page of a questionnaire. Person-fit statistics
may be an alternative but are more complex to apply.
Fig. 1. Sensitivity for Mahalanobis distance, Gpm and l
p
zm for each condition, with simulated responses under a uniform distribution and a normal distribution.
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Detection of careless respondents is not easy. Different methods
can be used that are sensitive to different types of careless behav-
ior, and still the sensitivity may be low. We recommend using
maximum longstrings to identify extreme cases of consecutive
responses, and response time to identify unrealistically fast
respondents as quick checks (although using a rational cutoff score
yielded lower detection rates in our data). In addition, using
person-fit seems to yield the best results to detect carelessness
in the form of inconsistency in data collected with questionnaires
of medium length. The summed number of Guttman errors and
the summed lpz statistic performed similarly, but the summed num-
ber of Guttman errors poses fewer restrictions on the data. There-
fore, this person-fit statistic may be preferred in future studies.
The context in which questionnaires are being used determines
to a large extent how we can deal with careless responses. When
tests or questionnaires are used for individual diagnostics, such
as in clinical personality assessment, the knowledge that individu-
als have produced unexpected or careless responses can be dis-
cussed during interviews. For example, Meijer et al. (2008)
described the measurement of self-concept of children between 8
and 12 years of age through self-report questionnaires. In that
study, after having collected statistical information about the
consistency of children’s response behavior, the authors collectedTable A1
p-values for the item-steps of three neuroticism items.






N23 I feel threatened easily 0.49 0.58 0.05
N74 I worry about things 0.85 0.77 0.12
N81 I have frequent mood
swings
0.53 0.58 0.12evidence through interviews about why some children responded
in an idiosyncratic way. From these interviews it became clear that
inconsistent responding was due to misunderstanding some of the
instructions.
As a final warning we would like to stress that when the meth-
ods discussed in this study are used to detect careless responses for
research purposes it is very important not to use these methods to
blindly remove patterns to ‘‘clean” the data. Instead results should
be reported on the entire dataset and on a cleaned dataset, so that
any discrepancies can be discussed and readers can make a well-
informed judgment about the quality of the dataset.
Perhaps a good strategy is to have researchers pre-register their
plans for handling careless responding. So researchers in advance
should then indicate which statistics they will use to handle care-
less responding. Furthermore, they should indicate which cutoff
scores they will use. This will, however, not always be easy because
the distribution of the statistic is not known in advance. For some
person-fit statistics this distribution is known for dichotomous
data (see, e.g., Meijer & Sijtsma, 2001; see also a recent paper by
Sinharay, 2015, for polytomous data). Whether researchers use
cutoff scores obtained from the sample or from a theoreticaldistribution when removing item score patterns from the data,
researchers should always make it very explicit why they removed
score patterns from the dataset.Appendix A
Below we provide an example that illustrates how the number
of Guttman errors is computed for polytomous data using the
concept of item steps. This example uses three items from the
neuroticism scale that is used in the empirical study and it is
based on the sample of respondents who received normal
instructions.
The figure below illustrates how for an individual item the pop-
ularity of the item steps (p-values) are calculated. Consider item
N23 ‘‘I feel threatened easily”. First, we look at the frequencies of
the number of persons that obtained the different scores 0 through
4. So 100 respondents obtained a 0 score, 40 respondents obtained
a 1 score, etc. Next, we compute the frequency from the data that
each item step was taken (that is the number of persons who took
the imaginary step from response option 0 to 1, from 1 to 2, etc.).
Finally, we compute the proportion of respondents who took each
item step (p-value). The p-value of an item step equals the number
of persons who took the item step, divided by the number of peo-
ple who took the previous item step.A similar table can be constructed for each item in a question-
naire. Table A1 shows three neuroticism items and the p-values
for each item step. After computing the p-values of each item step
within each item, the item steps can be ordered according to the p-
values across all items (Table A2). Next, for each respondent we
determine whether each item step was taken (1) or not (0). For
each respondent we can count the number of times that a less
‘popular’ item step was taken after not taking a more popular item
step, resulting in the number of Guttman errors. Table A2 demon-
strates this for two respondents. Respondent 12 never took a less
popular item step while not taking a more popular item step,
Table A2
Item-step patterns for two respondents.
Person Response pattern Item steps Gut. errors
74-1 74-2 23-2 81-2 81-1 23-1 74-3 81-3 23-3
12 1 - 2 - 1 1 0 0 0 0 0 0 0 0 0
161 4 - 3 - 1 1 1 1 0 0 1 0 0 1 6
Note. Item steps are ordered based on their p-value in descending order.
A. Susan M. Niessen et al. / Journal of Research in Personality 63 (2016) 1–11 11resulting in 0 Guttman errors. Respondent 161 took some less pop-
ular item steps and did not take some more popular item steps,
resulting in 6 Guttman errors.
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