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On generalized absolute Cesáro summability 
of orthogonal series 
By I S T V Á N S Z A L A Y in Szeged 
As usual we denote by a^ the nth Cesáro means of order a of a series Za„. 
The following definition is due to FLETT [1]: A series Ian is said to be |C, a, y\x 
summable, where x S I and a > — 1, if the series Zrfy+K~1 — , is convergent. 
We prove the following theorems: 
T h e o r e m 1. Let a > 0 S y < l , 1 ^x^.2. The condition 
CO f 2"' +1 1 x/2 • 
(i) 2 \ 2 
m = 0 U = 2 " ' + l J 
is necessary and sufficient that for any orthonorma/ system {(p„(x)} on (0, 1) the series 
( 2 ) 2  a n ' P n ( X ) 
n = 0 
be summable \C, a, y\x almost everywhere in (0, I). 
This theorem reduces for a > y = 0 and x = 1 to a theorem of LEINDLER [2] 
which in turn contains a theorem of TANDORI [3], case a = l, y = 0 , x=\. 
The sequence of ideas of our proof is similar to that of LEINDLER. 
T h e o r e m 2. Let 0 S y < l and 1 ̂ * 5 = 2. Then the conditions 
2 I 2 n2ya2„\ogr\ <co Ífor a = I 
m = 0 LO = 2"' + 1 J I. ) 
and 
z \ 2 n^2y-2*at f > _ l < a < i ) ,„ = 0 U = 2m+l J V L ) 
are sufficient that the series (2) be summable |C, a, y\x for any orthonorma! system 
{<p„(x)} in (0, 1), almost everywhere in (0, 1). 
In the special case Y = 0 X = l this theorem was proved by LEINDLER ( [2] , p. 
253). The proof is similar to the proof of Theorem 1, so we omit it. 
4* 
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It is of some interest to remark the following corollary to Theorems 1 and 2 
and to a theorem of F L E T T (see [1], p. 359). 
C o r o l l a r y . Let 0 S y < 1 and X " 2. The series (2) is |C, Of, y\xsummable for 
any orthonormal system {<pn(x)} almost everywhere in (0, 1) in each of the following 
three cases: 
1 °° 
(i) a > l and Z n 2 y a n < c a , 
x n=0 
1 °° 
(ii) a= l— — and 2jn2y°n <<JO> 
and 
n= 1 
(iii) a fe ^ + 4 ^ M ^ / ^ T 
I x 1 I 
£ n \ + 2 y - 2 l l a 2 < 0 0 ; 0 ^ y < m i n ( l , l + P ) . 
(1 = 0 
I mi _L /y 
P r o o f o f T h e o r e m 1. Let = 1 
m 
. Then we have: 
A ( C T ) 
(3) 0 < c , ( « ) i . ^ s C 2 ( 1 ) ( W > 0 , « > - 1 ) , 
(4) A ^ ^ 0 ( m & 0 , « > - ! ) , 
and 
(5) A < S \ X > A $ a > 0 ) , 
where c , ( a ) and c 2 (a) are independent of «7. (See Z Y G M U N D [4], p. 77.) We define 
/ ( * ) 
J^n . V 
A M . J . (a) J (a) v i y /1+1 — V ^/l-V ^n-v 
A f t , /!<=" . (« + 1 — v) (/7 + 1 + a) 
From (3), (4) and (5) it easily follows that for any n = 1, 2, ... ; v = 0, 1, ..., n : a > — 1, 
(6) 
and 
sgn L<fv = sgn a, 
where dY (a) and d(a).are independent of n. 
First we prove the necessity of condition (1). Without loss of generality we may 
assume that a0 =at = 0 and a„ ^ 0 for n s 2. We define by induction a special ortho-
normal system of step functions {x„0t)} ( « = 0 , 1, ...) in (0, 1). Let 
X„(x)=rn(x) ( / 7 = 0 , 1 , 2 ) . ' ) 
') rjx) = sign sin 2"nx the /i-th Rademacher function. 
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Let be any natural number. Suppose that the step functions y„(x) 
(n— 0, 1, . . . ,2 s ) have been defined such that {/„(X)} (« = 0 , . . . ,2 s ) is a H-type system 
i.e. yn(x)xm(x)=0 for any x £ ( 0 , 1), if 2k<n,m^2k+i n^m and k = 0, 1, ... 
...,s — 1. Then the interval (0, 1) can be dissected into subintervals Je (1 S g S ^ ) 
such that on any Ja every y„(x) (n= 0, 1, ... , 2s) is constant. We define the following 
sequence: 
Q<r> = 0 and ( £ = 1, . . . , 2m), 
" = l 
where Am = \ £ an\ (m=0, ], ...). N o w we dissect every interval JQ = (ue, vg) 
ln = 2m+L J 
into 2s intervals as follows: 
je) = (u<*>, vW), 
where 
««> = ua + ft(Ja)qI'1 , and = uQ + p(JB)qP (k=\, ..., 2s). 2) 
Then we define 
X2*+k(x) = — — 2 j rs{x; 4 0 , J T , ) ) . 3 ) 
"2" + k C=1 
These functions y„(x) (2s are step functions and 
I I 
f • ¿H* e - f 
/ Xb+k(x)dx = 2j / r2(x-,Ik{s,Je))dx = 
J «2* + k e= 1 J 
0 0 
a2/X BS _2 0s 
From the definition it is clear that the functions Xn(x).(n=0> 1, ..., 2 S + 1 ) give rise 
to an or thonormal system on (0, 1) and for every 1) we have 
Xn(x)x m (x)= 0 ( 2 l < / t , m s 2 ' + l ; 
Hence, by induction, we get an infinite H-type system. 
2) ft denotes Lebesgue measure. 
3) If I(u, v) is a finite interval and h(x) is a function defined on (0, 1), then 
'(S)' if -h(x-n- — " > i f 
0, otherwise. 
It is clear that f h(x\ l)dx = n(I) jh{x)dx. 
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We consider the series 
<7) ¿ a „ x „ ( x ) . 
n = 0 
Denote (7¡f, the /7-th (C, a) means of series (7). Let us assume tha t the series (2) for 
any or thonormal system is |C, a, y\x summable almost everywhere in (0, 1). Then 
we have 
¿ V ^ » - 1 Iff ,(*)!"< =o 
n= 1 
almost everywhere in (0, 1). 
Let e = min {1; 2 - ( 7 + 3*+ 3 m i ) i / f(a)c?2 x(a)}, where d^ct) and d2(a) are the same 
constants as in (6). By the Egorov theorem there exists a measurable set E with 




2 [n**+*-t\<f<n'Hx)-a<*S11>№\x ^ Kn(E). 
1 = 2 J 
E 
Let m and n be integers such that 2 m < / i S 2 " , + 1 . Then we put 
2'+' 
R,(x;m,n) = 2 L$a,xy(x) ( / = 0 , l , . . . , m - l ) , 
v = 2 ' + l 
" 1 
Rm(x; m, /?) = 2 U°iavxv(x), Rm+1 (x; m, « ) . = - - 7 — an+l Xl,+ , (x). 
v = 2 m + l ^ n + 1 
These funct ions R,(x;m,n) (/ = 0, 1, . . . , / « + 1) satisfy the condit ions of the fol-
lowing 
L e m m a . (LEINDLER [2]) Let {Rn (x)} ( « = 1 , 2 , . . . ) be a system of step functions 
defined on (0, 1). Denote Js(n) (/7 = 1,2, . . . ; ,s = 1, 2, ..., s„) the intervals on which 
Rn (x) is constant. If for every m > n 
f s\gnRm(x)dx = 0 (s= 1, ...,sn), 
JM 
then for any sequence of numbers c/,,..., dN there exists a set Ek of subintervals such 
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and 
(rnrtM v n\ fi{EkC\Js(N—k — 1)) = —^ ~ 
= 1 i V - 1 ; i = l , 2 , . . . , s w _ t _ 1 ; A ( 0 ) = (0 , 1)). 
W e use th i s l e m m a in c a s e N = m+ 1 a n d k = 3. T h e s u i t a b l e set Ek will b e 
d e n o t e d by E3(m, n). T h e n w e h a v e : 
(8) Z / nxy + x~1 №'(*) - ff<"2, (x)|» i/.v a 
n = 2 3 + l j 
£ 
2'"+»' r n j I* 
s Z 2 n K y + ' ~ 1 ZU:lavXv(x) + ^r-an+1Xn+i(x)\dx = 
m = 3 n = 2 m + l J v = 0 ^ n + l I 
_ 2 
m = 3 n = 2 m + 1 
2'" + 1 
~ 2'"1" • rI M+ I 
= Z Z / Z    n = ? »> + 1 ./ I 1 = 0 
dx ' 
Z Z n / 
m = 3 n = 2"' + 1 J 
£n£j (n , n) 
2 m + i 
s Z Z f [ - [ \\Rm-1(x-,m,n)\*dx = S. 
m=3rt = 2m +1V J J ,/ 
£3(m,n) Ej(m, n)-£j(m, n)DE 
By t h e l e m m a w e h a v e : 
J\Rm-2(x; w, /i)|* </* = J | v=2Z+i l£\a,xAx) 
E}(m, n) 
2m ~ 2 Qm-2 f j 
Z / j;m"2 
fc=i e = i J a2»>-2 + k 
Ei(m, n) 
/
2m ~ * 





YA °y Ah(m-2,J$) _ 
= ^ l L n , 2 ' " - 2 + W ^»1-2 .¿J — 
' - < e - 1 z 
EaCm, n)n/k(m-2, Je) 
im-2 
( 1=1 
2 m - 2 1 * Bm~2 a2 
m — 2 Z + * We) = 
¿> k=l Q- 1 AJ^-y m — 2 
4- Z ( & A l , z V a 2 . 24 V = 2 " ' - 2 + I 
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In order to estimate the second integral in (8) we apply the Holder inequality: 
E3(m, n)-£j(»,l)nE 0 
2-x 
— c 2 
/
2-x ! r 2m~1 . 2 W 2 
• \Rin-2(x-,m,n)\"dxse 2 / 2" U v = 2 ' " - 2 + 1 J 
2 " ' - > W 2 
2 ( ¿ № V 2 • 
( V = 2 " ' - 2 + 1 ) 
Thus, by a standard computation, we obtain that 
oo 2m + 1 
m = 3 n = 2'" +1 
f 2 " '~ ' 2 - x f 2" ' - l W 2 1 
• 2 - * - 2 2 2 ^ v ) 2 « ? 
I v = 2 " ' - 2 + l VV = 2 ' " " 2 +1 J J 
s 2 2 - ^ m A i z i " 2 
M = 3 V = 2 ' " - 2 + 1 \ N ) 
- 2 2 f (w + U v r ' 
m = 3 n = 2 " ' + l ^v = 2 ' " - 2 + l ( n 
co i 2"'.+ 1 "j x /2 
£ i / , , < ( a ) 2 - ( 6 + K + 2 ' " ' - x » ) 2 2 v 2 X 2 } , m=l lv = 2"'+l J 
i.e. the necessity of condition (1) is proved. 
Next we prove that condition (1) is also sufficient. We suppose, as we may do 
without loss of generality, that a0=ax = 0 . Applying (3), (6), and the Holder inequality 
we have: 
L(x)| "dx 
n = 3 
0 
1 
2"'+» ( f W 2 




m = 0 n = 2 " ' + l W j 
0 
s o ( i ) 2 2 x m ( v + i ) i 2 i z r a 2 « v 2 + 7 ^ 2 a 2 + 1 i r = 
m = 0 V.rt = 2 ' " + I. \ v = 0 \ A „ + l ) ) ) 
m = 0 Vn = 2 , , ,+1 v = 0 n ) 
/ 2"'+' + l 2 W 2 + 0 ( 1 ) 2 ^ ' 2 - p ^ n r = O ( D ( 2 I + Z 2 ) . m = 0 \n = 2"1+ 2 ^ n J J 
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A standard computation shows that 
°° ( 2 " ' + 1 J i M I N ( 2 , + , ,N) ( „ , 1 , , \ 2 A - 2 , , 2 „ 2 \"I2 
2 . 3 0(1)Z2«"<'*» 2 2 2 ( n + 1 ~ : L S 
„1 = 0 (n = 2 ' " + l l = 0 v = 2 ' + l n ) 
~ S 2"'+' m min(2'+',n) \x/2 s ö ( i ) 2 2"(2'-'-2i) 2 2 2 («+i-v)2«-2vV s 
m = 0 v il = 2 ' " + 1 1 = 0 v = 2 ' + l J 
m 2'*' 2"'+' W 2 
S 0 ( 1 ) 2 2 v2al 2 ( « + 1 - V ) 2 * - 2 Ä 
m = 0 l = 0 v = 2 ' + l n = max(2 '" + 1, v) ) 
~ S m 2'+' W2 
m = 0 ( ( = 0v=2'+l ) 
2 ' + ' W 2 
3 0 ( 1 ) 2 2 " ' 2 «5 2 2 ' № , ) = o ( i ) 2 Z v2v«v 
1 = 0 VV = 2 ' + 1 ) m = l 1 = 0 
and 
2' + 1 \X/ 2 
\ v = 2 ' + 1 
xym + Jii7l(f — a)-,« 
" 2 " ' + 1 = 
~ ( 2 " L + 1 2 W 2 ~ 
2 2 . 0 ( 1 ) 2.2*"<»+*> 2 + o ( i ) 2 2: 
M = 0 L_N = 2"' + I n ) M = 0 
°o /" 2 ' " + ' \ x / 2 OO / 2™+' \ x / 2 
. O ( l ) 2 22ym 2 a2n\ . 0 ( 1 ) 2 2 1 « 2 X 2 . m = 0 \ n = 2 ,n+l ) ' m = 0 1,11 = 2"'+1 J 
By the Beppo Levi theorem our proof is complete. 
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