Without reaction times, it is impossible to determine whether participants were simply spending more time looking at inverted female images-possibly because of social factors-and thereby achieving higher levels of performance for inverted female images relative to inverted male images. (p. 1069) Even though reactions times were recorded in our original experiment, only recognition scores were reported in Bernard et al. (2012) . The shortness of our article did not compromise the integrity of the data presented in it. We opted to focus only on recognition scores because they are more relevant to examining the inversion effect than reaction times are. Indeed, some researchers have found that better recognition scores for upright bodies relative to inverted ones are associated with longer reaction times for inverted bodies relative to upright ones (e.g., Reed, Stone, Bozova, & Tanaka, 2003) , whereas others have found an inversion effect in recognition scores in the absence of reaction-time differences (e.g., Yovel, Pelc, & Lubetsky, 2010) .
However, to evaluate the possibility that a speedaccuracy trade-off could explain our results, we report here reaction-time data for correct responses that were collected in our original experiment but not included in the original report (Bernard et al., 2012) . Following Tarr (2013) , if a speed-accuracy trade-off underlies the better body-recognition performance for inverted females compared with inverted males, then reaction-time analyses should reveal longer latencies for recognizing inverted females compared with inverted males. Reaction-time analyses revealed an effect of position; inverted bodies elicited slower responses than upright bodies did, F(1, 75) = 18.36, p < .001, η p 2 = .197. A marginally significant Position × Target Gender interaction also emerged, F(1, 75) = 2.83, p = .096, η p 2 = .036, with inversion increasing response times more for male targets than for female targets.
1 As Figure 1 shows, response times for recognition of inverted females were not longer than response times for recognition of inverted males, a pattern of results that is inconsistent with a speed-accuracy trade-off for inverted-female-body recognition. Moreover, there was no effect of participant or target gender (all ps > .77), and the remaining interaction terms were not significant (all ps > .15). Additionally, inspection of simple correlations did not indicate a significant linear relation between recognition scores for inverted males, upright males, and upright females and their respective response times (all ps > .34). Finally, we found a negative correlation between response times and recognition scores for inverted female targets, r(78) = −.24, p = .03, which suggests that longer reaction times were associated with poorer recognition scores.
Because inversion prompts piecemeal processing (Maurer, Le Grand, & Mondloch, 2002) , and because objectification can be conceptualized as a specific manifestation of piecemeal processing of bodies (i.e., a reduction of women to their body parts; Gervais, Vescio, Maass, Förster, & Suitner, 2012) , the recognition and reaction-time data are consistent with our original hypothesis. Nonetheless, this does not imply equivalence between piecemeal processing and objectification (a term that dovetails distinct constructs; Nussbaum, 1995) . It is important to note that more research is needed to better understand the relation between these processes and to explore potential confounds.
First, even if reaction-time data are inconsistent with a speed-accuracy trade-off, recognition scores may still be influenced by attentional biases (e.g., increased focus on female body parts relative to male body parts). Eyetracking studies may be useful for identifying such intervening processes. Second, we agree with Tarr (2013) that we cannot exclude the possibility that perceptual nonsocial features that vary by target gender may have influenced recognition scores. One possibility for future research would be to rely on artificial bodies (e.g., Yovel et al., 2010) . Indeed, using artificial bodies as stimuli would provide the opportunity to examine the impact of inversion on female-and male-body recognition while controlling for perceptual features and task factors that might contribute to how participants visually recognize sexualized bodies. In addition to body-recognition scores, indicators of analytic versus configural processing that rely less on physical body characteristics, such as eventrelated potentials (e.g., Stekelenburg & de Gelder, 2004) or fMRI (e.g., Brandman & Yovel, 2010) , may be provided by neuroscience.
On logical grounds, Tarr (2013) stated that we should "consider what perceptual processes might have enabled good task performance" for female targets (p. 1070) because the distractor images in our experiment were leftright mirror images of the targets. A plausible explanation-one that does not necessarily imply considering spatial relations between body parts-is that participants focused on sexual body parts when recognizing female targets, thereby minimizing the cognitive costs of mental rotation. Consistent with this notion, a body-parts bias (i.e., improved recognition of body parts relative to whole bodies) occurs when recognizing female (vs. male) targets and is exacerbated under local processing.
Finally, according to Tarr (2013) , our hypothesis would be weakened if research revealed that non-sexualized images of women are prone to the same perceptual bias as sexualized images of women (i.e., an absence of an inversion effect). We believe that this comment stems from a misreading of our report. The purpose of our original article was to examine whether the recognition of sexualized targets depended on target gender, not to determine whether these differences are moderated by targets' sexualization. However, future research could examine our hypothesis in a more nuanced way by examining images of sexualized versus control (e.g., fully clothed) men and women.
In sum, Tarr (2013) identified relevant issues in our original article. Future research should disentangle how social factors (as opposed to perceptual characteristics of stimuli) contribute to the recognition of sexualized female and male bodies by relying on better-controlled stimuli. However, our original experiment and the additional analyses presented here are both consistent with our hypothesis that people rely on different forms of processing when recognizing sexualized women and men. 
