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Chapter 1
Introduction
1.1 Background and motivation
The Drinfeld-Jimbo quantum groups are Hopf algebras defined as deformations of the uni-
versal enveloping algebras of symmetrizable Kac-Moody algebras (see Section 2.3). They
arose in the 1980s from studies in mathematical physics. Since their discovery, they have
been a focus of research by both physicists and mathematicians.
Kashiwara and Lusztig identified the crystal and canonical (or global crystal) bases of
quantum groups [Kas91, Lus90]. These bases have remarkable properties that have con-
tributed much to our understanding of quantum groups and their representations. We give
a brief exposition of them in Sections 2.4 and 2.5. They have also led to the development of
interesting combinatorics. For example, the search for combinatorial realizations of crystal
bases led to generalizations of the Littlewood-Richardson rule.
Khovanov and Lauda [KL09,KL11] and Rouquier [Rou08] independently achieved a cat-
egorification of quantum groups. More precisely, they showed that by taking direct sums
1
2of Grothendieck groups of module categories over certain families of Z-graded algebras, one
obtains bialgebra structures isomorphic to (halves of) integral forms of quantum groups. We
review this categorification in Chapter 3. The algebras they introduced are now appropri-
ately called KLR (or quiver Hecke) algebras, and the simple modules over such algebras
correspond to certain bases of quantum groups. We discuss these modules in Chapter 4.
There are two main approaches to classifying the finite-dimensional simple modules over
KLR algebras: a crystal theory and a standard module theory. We review these in Sections
4.2 and 4.3. The crystal theory is due to Lauda and Vazirani [LV11], while the standard
module theory was first developed by Kleshchev and Ram [KR11], then Hill, Melvin, and
Mondragon [HMM12], and also McNamara [McN15].
A key benefit of the crystal classification is its generality: it applies in all symmetrizable
Cartan types. One drawback, however, is that the description of the simple modules usu-
ally is not explicit. Benkart, Kang, Oh, and Park showed that more could be said in finite
Cartan types [BKOP14]. Specifically, they showed that there is a family of simple 1- and
2-dimensional building blocks which can be used to construct all the finite-dimensional sim-
ple modules, and the corresponding construction is parameterized by Littelmann’s adapted
strings [Lit98].
The classification of finite-dimensional simple modules using the standard module theory
also yields some explicit information about simple modules. In particular the building blocks
of this theory are cuspidal modules – one for each positive root – and they have been
constructed explicitly in most cases. Outside of finite and certain affine types [Kle14,McN14],
little is understood explicitly.
31.2 Results
A main theme of this work is describing the simple modules over KLR algebras as explicitly
as possible. Usually this means that we want a straightforward parameterization of simple
modules, as well as knowledge of their graded characters. See Section 3.5 for information on
graded characters.
Our main results are in Chapter 5. We have identified a class of simple modules, which
we call simple monoweight modules. If a word i , whose letters are in an indexing set I,
satisfies certain conditions easily determined by entries in the Cartan matrix, we can con-
struct a simple module L(i) whose graded character is concentrated entirely in weight i .
See Theorem 5.1.1 and its corollary for precise details. This provides a uniform construction
for most of the building blocks of existing classifications of simple modules in finite Cartan
types. See Sections 5.3 and 5.4 for details.
Of particular importance to the crystal theory of KLR algebra modules is what Lauda and
Vazirani call the “Jump Lemma” (see Lemma 4.2.2). We have determined conditions which
guarantee exactly when a simple monoweight module satisfies the equivalent conditions of
the Jump Lemma (see Proposition 5.2.3). This leads immediately to the construction of
more simple modules whose graded characters can be computed explicitly.
In Chapter 6 we apply our results to compute many examples of simple modules in rank
2 cases. This includes computations in hyperbolic types, where little was known explicitly
prior to this work.
Chapter 2
Preliminaries
The purpose of this chapter is to establish notational conventions which will be used freely
throughout this dissertation. The content on quantum groups and crystal bases may be
found in standard references such as [HK02] and [Lus10].
2.1 Cartan datum
Let I be a finite set. A matrix A = (aij)i,j∈I is called a symmetrizable generalized Cartan
matrix if it satisfies the following conditions for all i, j ∈ I:
(1) aii = 2,
(2) aij ∈ Z≤0 for i 6= j,
(3) aij = 0 if and only if aji = 0,
(4) there is a diagonal matrix D = diag(di ∈ Z>0 | i ∈ I) such that DA is symmetric.
4
5Now suppose that
• A is a symmetrizable generalized Cartan matrix,
• P is a free abelian group of finite rank (the weight lattice),
• Π = {αi | i ∈ I} (the simple roots),
• P∨ = HomZ(P,Z) (the dual weight lattice),
• Π∨ = {hi | i ∈ I} (the simple coroots),
• h = C⊗Z P∨,
• Π ⊂ h∗ and Π∨ ⊂ h are linearly independent with αj(hi) = aij for i, j ∈ I.
Then we call the tuple (A,P,Π, P∨,Π∨) a Cartan datum. We have the pairing 〈·, ·〉 : P∨ ×
P → Z given by 〈hi, αj〉 := aij, and we define a symmetric bilinear form on h∗ satisfying
(αi, αj) = diaij for i, j ∈ I. We also define:
• the fundamental weights
{Λi ∈ P | 〈hj,Λi〉 = δij for i, j ∈ I},
• the root lattice
Q =
⊕
i∈I
Zαi, and
• the positive root lattice
Q+ =
⊕
i∈I
Z≥0αi.
6For an element α =
∑
kiαi in the positive root lattice Q
+, we define its height to be
ht(α) =
∑
ki.
From every Cartan datum one may construct a symmetrizable Kac-Moody algebra, typ-
ically denoted g (see [Kac90]). Generalized Cartan matrices can be broadly classified as
follows.
Definition 2.1.1. An indecomposable generalized Cartan matrix A is said to have:
• finite type if all its principal minors are positive.
• affine type if detA = 0 and all its proper principal minors are positive.
• indefinite type if it is neither finite nor affine.
It is well known that finite type generalized Cartan matrices classify simple finite-dimensional
(complex) Lie algebras. In fact, the Kac-Moody algebra constructed from a finite type gen-
eralized Cartan matrix coincides with the corresponding Lie algebra. One may draw a
Dynkin diagram encoding the information contained in a Cartan matrix; see Table A.1.1 for
a complete list of Dynkin diagrams in finite type.
2.2 Combinatorial conventions
We shall refer to finite sequences of elements of I as words. We denote the set of such words
by 〈I〉, and we make the following definitions for i = i1i2 . . . im ∈ 〈I〉:
`(i) := m, (2.2.1)
|i | := αi1 + αi2 + · · ·+ αim ∈ Q+. (2.2.2)
7For fixed α ∈ Q+, we set
Iα = {i ∈ 〈I〉 | |i | = α} .
If α has height m, then the symmetric group Sm acts on words in I
α by permuting places.
We let sr denote the simple transposition (r, r + 1) ∈ Sm so that
sr(i1 . . . ir−1irir+1ir+2 . . . ik) = i1 . . . ir−1ir+1irir+2 . . . ik.
For i ∈ Iα and j ∈ Iβ, we denote their concatenation by i j ∈ Iα+β. A shuffle k of words
i and j is a word in which i and j are complementary subwords. We shall denote the set of
shuffles of i and j by Sh(i , j ). This set is in bijection with S`(i j )/S`(i) × S`(j ).
Example 2.2.1. Let i = 121, j = 122121 and k = 112221121. One shuffle of i and j that
produces k is represented diagrammatically as follows:
1 1 2 2 2 1 1 2 1
1 2 1 1 2 2 1 2 1
︷ ︸︸ ︷
︸ ︷︷ ︸ ︸ ︷︷ ︸
k
i j
Note that this is not the only shuffle of i and j that produces the word k . We shall revisit
this diagram in Section 3.5, where it will have a new interpretation in module-theoretic
terms.
It frequently will be necessary for us to fix a set of minimal-length representatives of
8elements in a symmetric group Sm; we denote such a choice of representatives by [Sm]. If
P = (m1, . . . ,mk) is a composition of m, so m = m1 + · · ·+mk, we let SP = Sm1×· · ·×Smk
denote the corresponding parabolic subgroup of Sm, and we let [Sm/SP ] denote a choice of
minimal-length representatives of the cosets Sm/SP . For an element w in Sm or Sm/SP , we
write ŵ for the corresponding choice of minimal-length representative in [Sm] or [Sm/SP ].
Let q be an indeterminate. For i ∈ I and nonnegative integers m,n, we define
qi = q
di , [n]i =
qni − q−ni
qi − q−1i
, [n]i! =
n∏
k=1
[k]i,
 m
n

i
=
[m]i!
[n]i![m− n]i! .
Suppose we have a function hi ,j : Sh(i , j ) → Z for any two words i , j ∈ 〈I〉. Suppose
also that f and g are functions on Iα and Iβ, respectively. If they take values in a ring which
contains Z[q, q−1] in its center, we define their quantum shuffle product (with respect to hi ,j )
as the function f ∪∪ g on Iα+β given by
(f ∪∪ g)(k) =
∑
k∈Sh(i ,j )
qhi,j (k)f(i)g(j ). (2.2.3)
This is inspired by work of Leclerc [Lec04]. Later we study the case in which f and g are
graded characters of certain Z-graded modules which take values in the free Z[q, q−1]-module
generated by 〈I〉.
2.3 Quantum groups
Definition 2.3.1. The quantum group Uq(g) associated to the Cartan datum
(A,P,Π, P∨,Π∨) is the unital associative algebra over Q(q) generated by ei, fi (i ∈ I) and
9qh (h ∈ P∨) subject to the following relations:
(1) q0 = 1, qhqh
′
= qh+h
′
for h, h′ ∈ P∨,
(2) qheiq
−h = q〈hi,αi〉ei, qhfiq−h = q−〈hi,αi〉fi for h ∈ P∨ and i ∈ I,
(3) eifj − fjei = δij Ki−K
−1
i
qi−q−1i
, where Ki = q
dihi ,
(4)
1−aij∑
k=0
(−1)k
 1− aij
k

i
e
1−aij−k
i eje
k
i = 0 if i 6= j,
(5)
1−aij∑
k=0
(−1)k
 1− aij
k

i
f
1−aij−k
i fjf
k
i = 0 if i 6= j.
Relations (4) and (5) are called the (quantum) Serre relations. There is an important
antiautomorphism ¯ : Uq(g) → Uq(g) which fixes ei and fi for all i ∈ I, but sends q to q−1
and qh to q−h. One can show that Uq(g) is, in fact, a Hopf algebra (see [HK02]), but details
of the comultiplication and antipode are not needed in this dissertation.
Let U−q (g) be the subalgebra of Uq(g) generated by fi (i ∈ I). Let A = Z[q, q−1]. Of
particular importance to us is the A-form of U−q (g), which we denote by AU−q (g). It is the
A-subalgebra of U−q (g) generated by the divided powers
f
(n)
i :=
fni
[n]i!
(i ∈ I, n ∈ N).
2.4 Crystal bases
Crystal bases were first developed by Kashiwara [Kas91], and they have since become ubiq-
uitous tools in the study of quantum groups and their representations. The key properties
10
of crystal bases have been distilled into the combinatorial notion of an abstract crystal.
Definition 2.4.1. An abstract crystal is a set B together with maps wt : B → P , ϕi, εi :
B → Z ∪ {−∞} and e˜i, f˜i : B → B ∪ {0} (i ∈ I) satisfying the following conditions:
(1) ϕi(b) = εi(b) + 〈hi,wt(b)〉,
(2) wt(e˜ib) = wt(b) + αi, wt(f˜ib) = wt(b)− αi if e˜ib, f˜ib ∈ B,
(3) for b, b′ ∈ B and i ∈ I, b′ = e˜ib if and only if b = f˜ib′,
(4) for b ∈ B, if ϕi(b) = −∞, then e˜ib = f˜ib = 0,
(5) if b ∈ B and e˜ib ∈ B, then εi(e˜ib) = εi(b)− 1, ϕi(e˜ib) = ϕi(b) + 1,
(6) if b ∈ B and f˜ib ∈ B, then εi(f˜ib) = εi(b) + 1, ϕi(f˜ib) = ϕi(b)− 1.
Property (3) allows for a graphical interpretation of crystals, and one often considers the
crystal graph. In particular, if b′ = f˜ib, then the crystal graph contains nodes for b and b′,
and an arrow from b to b′ that is colored by i. One can think of the maps εi and ϕi as
encoding the position of a node b with respect to the operators e˜i and f˜i on an i-string of
the crystal graph.
We finish this section with Kashiwara’s description of the crystal basis B(∞) of U−q (g)
as in [Kas91]. Consider the quantum divided powers
e
(k)
i =
eki
[k]i!
and f
(k)
i =
fki
[k]i!
.
For each u ∈ U−q (g), there exist unique u′, u′′ ∈ U−q (g) such that
eiu− uei = Kiu
′ −K−1i u′′
qi − q−1i
.
11
This allows us to define an endomorphism e′i on U
−
q (g) by e
′
i(u) = u
′.
For each i ∈ I, every element u ∈ U−q (g) has an i-decomposition
u =
∑
k≥0
f
(k)
i uk
in which uk ∈ ker e′i for each k. The Kashiwara operators e˜i and f˜i are endomorphisms on
U−q (g) defined, respectively, by
e˜iu =
∑
k≥1
f
(k−1)
i uk and f˜iu =
∑
k≥0
f
(k+1)
i uk.
Let Q0 be the subring of functions in Q(q) that are regular at q = 0. For i = i1i2 . . . ik ∈
〈I〉, we set f˜i = f˜i1 . . . f˜ik . Let L(∞) be the Q0-lattice spanned by
B = {f˜i1 ∈ U−q (g) | i ∈ 〈I〉}.
We define B(∞) to be the image of B under the natural projection L(∞)→ L(∞)/qL(∞).
In fact, B(∞) is a Q-basis of L(∞)/qL(∞). The Kashiwara operators e˜i and f˜i act on
L(∞)/qL(∞) and they satisfy
e˜iB(∞) ⊂ B(∞) ∪ {0}, and f˜iB(∞) ⊂ B(∞).
Define wt : B(∞)→ Z ∪ {∞} by wt(f˜i1) = |i | ∈ Q+ for all i ∈ 〈I〉. For b ∈ B(∞) and
i ∈ I, put
εi(b) = max{k ≥ 0 | e˜ki b 6= 0} and ϕi(b) = εi(b) + 〈hi,wt(b)〉.
The maps wt, εi, ϕi, e˜i and f˜i taken over i ∈ I make B(∞) into an abstract crystal.
12
We can also describe a basis of U−q (g) in terms of B(∞). For b ∈ B(∞), there is a unique
element g(b) ∈ L(∞) ∩ L(∞) such that b is the image of g(b) under the natural projection
L(∞)→ L(∞)/qL(∞). The set
G(∞) = {g(b) | b ∈ B(∞)}
forms a basis of U−q (g) called the (lower) global crystal basis.
Remark 2.4.2. While we need only the B(∞) crystal in this dissertation, the reader should
be aware that there is a well-developed theory of crystals for highest weight modules. See
[HK02] for an introduction.
2.5 Canonical bases
The canonical basis for a quantum group was originally defined by Lusztig in [Lus90]. Sup-
pose that g is a Lie algebra coming from a finite type Cartan matrix. Let W denote the
associated Weyl group, which is generated by simple reflections si (i ∈ I). Let w0 be the
longest element of W . If N is the number of positive roots of g, then every minimal-length
representation of w0 is of the form si1si2 . . . siN , and we call (i1, i2, . . . , iN) the sequence of
w0.
Fix a choice of reduced expression for w0 and let i = (i1, . . . , iN) be its sequence. For
each c = (c1, . . . , cN) ∈ ZN≥0, we set
fci = f
(c1)
i1
T ′′i1,−1(f
(c2)
i2
) . . . T ′′i1,−1T
′′
i2,−1 . . . T
′′
iN−1,−1(f
(cN )
iN
),
where T ′′i,−1 (i ∈ I) denote Lusztig’s automorphisms as in [Lus10, Chapter 6]. The set
13
Bi := {fci | c ∈ ZN≥0} is a Q(q)-basis of U−q (g). We call it the PBW basis of U−q (g).
Remarkably, the Z[q]-span of Bi is independent of the choice of reduced expression of w0;
denote it by L.
Now let pi : L → L/qL be the natural projection. Then pi(Bi ) is a Z-basis of L/qL
independent of the choice of reduced expression for w0. Restricting to L ∩ L¯, we obtain a
Z-module isomorphism:
p¯i : L ∩ L¯ → L/qL.
Set B = p¯i−1(pi(Bi )). Then B is a Q(q)-basis of U−q (g) which we call the canonical basis.
Grojnowski and Lusztig showed that the lower global basis G(∞) and the canonical basis B
coincide [GL93].
Chapter 3
Categorification of Quantum Groups
In this chapter we review the categorification of the integral form of the negative half U−q (g)
of the quantum group Uq(g). This was first described in the works of Khovanov and Lauda
[KL09,KL11], and Rouquier [Rou08].
3.1 The definition of KLR algebras
Let k be an algebraically closed field and let α ∈ Q+ with ht(α) = m.
Definition 3.1.1. The KLR (or quiver Hecke) algebra R(α) is the associative Z-graded
unital k-algebra with generators
{e(i) | i ∈ Iα} ∪ {yr | 1 ≤ r ≤ m} ∪ {τr | 1 ≤ r ≤ m− 1}
14
15
subject to the following relations for i , j ∈ Iα:
∑
i∈Iα
e(i) = 1, (3.1.1)
e(i)e(j ) = δi ,j e(i), (3.1.2)
yre(i) = e(i)yr, (3.1.3)
τre(i) = e(sr(i))τr, (3.1.4)
yryt = ytyr, (3.1.5)
τrτt = τtτr if |r − t| > 1, (3.1.6)
ytτre(i) =

(
τrysr(t) + δt,r − δt,r+1
)
e(i) ir = ir+1 and t = r, r + 1, (3.1.7a)
τrysr(t)e(i) otherwise , (3.1.7b)
τ 2r e(i) =

0 ir = ir+1, (3.1.8a)
e(i) air,ir+1 = 0, (3.1.8b)(
y
−air,ir+1
r + y
−air+1,ir
r+1
)
e(i) air,ir+1 < 0, (3.1.8c)
τrτr+1τre(i)
=

(
τr+1τrτr+1 + δir,ir+2
∑−air,ir+1−1
t=0
ytry
−air,ir+1−1−t
r+2
)
e(i) air,ir+1 < 0, (3.1.9a)
τr+1τrτr+1e(i) otherwise. (3.1.9b)
The Z-grading on R(α) is given by
deg(e(i)) = 0, deg(yke(i)) = (αik , αik) , and deg(τke(i)) = −
(
αik , αik+1
)
. (3.1.10)
Remark 3.1.2. The relations (3.1.1) and (3.1.2) say that the e(i)’s are a system of orthogo-
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nal idempotents. We shall refer to the yt’s and τr’s as polynomial and symmetric generators,
respectively.
Khovanov and Lauda have defined a diagrammatic calculus for R(α) [KL09,KL11]. One
considers braid–like diagrams in the plane where strands can carry dots and are colored by
elements of I. Left multiplication is given by concatenating a diagram on top of another
diagram when all the corresponding endpoints have matching colors, and is otherwise defined
to be zero. The conversion between algebraic and graphical notations is as follows:
e(i) ↔
i1
. . .
ik
. . .
im
, (3.1.11)
yre(i) ↔
i1
. . . •
ir
. . .
im
, (3.1.12)
τre(i) ↔
i1
. . .
ir ir+1
. . .
im
. (3.1.13)
We place a number next to a dot to indicate that it occurs with a certain multiplicity.
The relations (3.1.7a) through (3.1.9b) above correspond to the following local relations on
diagrams:
•
i i
= •
i i
+
i i
and
•
i i
= •
i i
−
i i
, (3.1.14a)
•
i j
= •
i j
and
•
i j
= •
i j
for i 6= j, (3.1.14b)
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i j
=

0 i = j, (3.1.15a)
i j
aij = 0, (3.1.15b)
i
•
j
−aij
+
j
•
i
−aji
aij < 0, (3.1.15c)
i j k
=

i j k
+ δi,k
∑−aij−1
t=0
i
• t
j i
•−aij−1−t aij < 0, (3.1.16a)
i j k
otherwise. (3.1.16b)
Example 3.1.3. We consider the KLR algebra R(mαi) coming from any Cartan datum.
An examination of the defining relations reveals that R(mαi) is isomorphic to the nilHecke
algebra NHm, which is the unital algebra of endomorphishms of Z[y1, . . . , ym] generated by
the operations of left-multiplication by y1, . . . , ym and by divided difference operators ∂k
given by
∂k(f) =
f − skf
yk − yk+1
for all 1 ≤ k < m, where sk swaps yk with yk+1 for all polynomials f ∈ Z[y1, . . . , ym]. The
defining relations of NHm over 1 ≤ r, t ≤ m and 1 ≤ k, j < m are:
(1) yryt = ytyr,
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(2) ∂k∂j = ∂j∂k and ∂kyr = yr∂k if |r − j| > 1,
(3) ∂2k = 0,
(4) ∂k∂k+1∂k = ∂k+1∂k∂k+1, and
(5) yk∂k − ∂kyk+1 = ∂kyk − yk+1∂k = 1.
The simple graded modules over such algebras play an important role in the theory and in
this dissertation (see Section 4.1).
The algebra R(α) decomposes as a direct sum of k-vector spaces in several ways:
R(α) =
⊕
i∈Iα
R(α)e(i), (3.1.17)
R(α) =
⊕
j∈Iα
e(j )R(α), and (3.1.18)
R(α) =
⊕
i ,j∈Iα
e(j )R(α)e(i). (3.1.19)
Diagrammatically, R(α)e(i) is the k-linear combinations of diagrams with i at the bottom,
e(j )R(α) is the k-linear combinations of diagrams with j at the top, and e(j )R(α)e(i) is
the k-linear combinations of diagrams with i at the bottom and j at the top.
The following can be found in [KL09,KL11,Rou08].
Theorem 3.1.4 (Basis Theorem). The algebra R(α) has a basis of the form
{τŵya11 · · · yamm e(i) | i ∈ Iα, ŵ ∈ [Sm], ar ∈ Z≥0 for all 1 ≤ r ≤ m}. (3.1.20)
In diagrammatic terms one can think of these basis elements as having all crossings at
the top and all dots at the bottom. It is clear from the relations that every element of R(α)
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can be represented as a linear combination of elements of this form: for a given element,
just apply the commutation relations to move all polynomial generators to the right and
symmetric generators to the left. We describe an algorithm for doing this systematically in
Section B.1. Showing the linear independence of such elements takes some work, and we
direct the reader to the papers of Khovanov and Lauda for details [KL09,KL11].
Example 3.1.5. Consider any Cartan datum with a generalized Cartan matrix of rank at
least 2. Let α1 and α2 be two simple roots. Then the KLR algebra R(α1 + α2) is generated
by
e(12), e(21), y1, y2, and τ1.
It has an infinite basis given by elements of the form
ya11 y
a2
2 e(12), y
a1
1 y
a2
2 e(21), τ1y
a1
1 y
a2
2 e(12), and τ1y
a1
1 y
a2
2 e(21)
taken over all a1, a2 ∈ Z≥0. Diagrammatically these elements are, respectively,
1
•
2
•a1 a2,
2
•
1
•a1 a2, •
1 2
•a1 a2, and •
2 1
•a1 a2.
3.2 Modules over KLR algebras
Let R(α)−mod be the category of finitely generated graded left R(α)-modules, R(α)−fmod
be the category of finite-dimensional graded R(α)-modules, and R(α)−pmod be the category
of projective objects in R(α)−mod. The gradings are over Z and the morphisms in these
categories are grading-preserving module homomorphisms.
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Now form the direct sum
R :=
⊕
α∈Q+
R(α).
The algebras R(α) are indecomposable [KL09, Corollary 2.11], so they are the blocks of R.
We also define the following direct sums of categories of R(α)-modules:
R−mod :=
⊕
α∈Q+
R(α)−mod,
R−fmod :=
⊕
α∈Q+
R(α)−fmod,
R−pmod :=
⊕
α∈Q+
R(α)−pmod.
We denote the zero module by 0. We refer to a basis of an R(α)-module M as a weight
basis if it respects the decomposition
M =
⊕
i∈Iα
e(i)M.
For M ∈ R(α)−mod and r ∈ Z, let M〈r〉 denote M with its grading shifted up by r. For
a pair of modules M,N ∈ R(α)−mod, denote by HomR(α)(M,N) or Hom(M,N) the k-vector
space of degree-preserving homomorphisms, and by Hom(M〈r〉, N) = Hom(M,N〈−r〉) the
space of homogeneous homomorphisms of degree r. Then we write
HOM(M,N) =
⊕
r∈Z
Hom(M,N〈r〉), (3.2.1)
for the Z-graded k-vector space of R(α)-module morphisms.
Remark 3.2.1. While the gradings on modules are critical for the categorification theorem
(see Section 3.4), we often only consider isomorphism classes of modules up to a shift in their
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grading. If we wish to indicate that two modules are isomorphic and have the same grading,
we shall write ∼= to denote the isomorphism. If we wish to indicate that two modules are
isomorphic only up to an integer shift in their grading, then we use '.
3.3 Induction and restriction
For α, β ∈ Q+, there is an inclusion of graded algebras
ια,β : R(α)⊗R(β) ↪→ R(α + β).
This inclusion is given graphically by juxtaposing Khovanov-Lauda diagrams. Denote by
e(α) and e(β) the units of R(α) and R(β), respectively. Under the inclusion the idempotent
e(i) ⊗ e(j ) maps to e(i j ) and the unit e(α) ⊗ e(β) maps to an idempotent of R(α + β)
which we call e(α, β). From the inclusion we obtain induction and restriction functors on
the module categories:
Indα,β : R(α)⊗R(β)−mod→ R(α + β)−mod, and
Resα,β : R(α + β)−mod→ R(α)⊗R(β)−mod
given by
Indα,β − := R(α + β)e(α, β)⊗R(α)⊗R(β) −, and (3.3.1)
Resα,β − := R(α)⊗R(β)e(α, β)⊗R(α+β) −. (3.3.2)
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For a module M ∈ R(α)−mod, we use M◦t to denote a t-fold outer tensor induction product,
i.e.
M◦t = IndM  · · ·M︸ ︷︷ ︸
t times
.
The resulting module is in the category R(tα)−mod.
We can generalize these notions to root lattice compositions. That is, if α ∈ Q+ with
composition α = (α(1), . . . , α(k)), so α = α(1) + · · ·+ α(k), then we define
ια : R(α
(1))⊗ · · · ⊗R(α(k)) ↪→ R(α).
Again one can think of this inclusion graphically as juxtaposing Khovanov-Lauda diagrams
according to the order of the composition. We denote the corresponding induction and
restriction functors by Indα and Resα, respectively. When the composition is clear from
context, we often simplify notation and write just Ind or Res.
We think of the image Im ια ⊆ R(α) as a parabolic subalgebra R(α) with unit e(α). Let
P be the integer composition (ht(α(1)), . . . , ht(α(k))) of ht(α). If M is an R(α)-module with
weight basis U , then the R(α)-module IndαM = R(α) ⊗R(α) M has a weight basis of the
form
{τŵ ⊗ u | ŵ ∈ [Sht(α)/SP ], u ∈ U}. (3.3.3)
An important property of Ind is that it is left adjoint to Res, so we have (an analogue
of) Frobenius reciprocity:
HOMR(α)(IndαA,B) ∼= HOMR(α)(A,ResαB) (3.3.4)
where A and B are, respectively, finite-dimensional R(α)- and R(α)-modules.
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3.4 Grothendieck groups and categorification
Let K0(R(α)−pmod) be the Grothendieck group of the category of finitely generated graded
projective modules over R(α). Similarly, let G0(R(α)−fmod) denote the Grothendieck group
of the category of finite-dimensional graded R(α) modules. Now consider the following direct
sums:
K0(R) :=
⊕
α∈Q+
K0(R(α)−pmod),
G0(R) :=
⊕
α∈Q+
G0(R(α)−fmod).
We define an action by A = Z[q, q−1] on elements [M ] of K0(R) and G0(R) by grading
shifts, i.e. for r ∈ Z we have qr · [M ] = [M〈r〉]. Since the functors Ind and Res are exact,
they may be considered as operators on K0(R) and G0(R).
We can now state the categorification theorem. Let AU−q (g)
∗
denote the dual of AU−q (g)
with respect to a certain non-degenerate bilinear form, which we shall not specify here exactly
(see [KL11]).
Theorem 3.4.1 ([Rou08, KL09, KL11]). We have the following isomorphisms of twisted
bialgebras:
K0(R) ∼= AU−q (g), and
G0(R) ∼= AU−q (g)∗,
where Ind and Res correspond, respectively, to multiplication and comultiplication in the
quantum group.
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3.5 Graded dimensions and characters
Let M ∈ R(α)−mod and consider its graded decomposition
M =
⊕
k∈Z
Mk.
We define for M
• its graded dimension by
gdim(M) =
∑
k∈Z
dim(Mk) · qk,
• its character by
ch(M) =
∑
i∈Iα
dim(e(i)M) · i ,
• and its graded character by
chq(M) =
∑
i∈Iα
gdim(e(i)M) · i .
In general the graded character is an element of the free Z((q))-module with basis Iα.
When M ∈ R(α)−fmod, chq(M) is an element of the free Z[q, q−1]-module with basis Iα.
Notice that chq(M) = ch(M) when q = 1. The maps above can just as easily be defined as
maps on the Grothendieck groups. In fact, we have the following important theorem.
Theorem 3.5.1 ([KL09]). For each α ∈ Q+, the graded character map
chq : G0(R(α)−fmod)→ Z[q, q−1]Iα
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is injective.
Let i ∈ Iα and j ∈ Iβ. For k ∈ Sh(i , j ), we denote by deg(i , j , k) the degree, as given
in the definition of KLR algebras (see (3.1.10)), of the diagram associated to the shuffle as
an element of R(α + β).
Example 3.5.2. We work with the KLR algebra R(5α1 + 4α2) defined using the Cartan
datum associated to the generalized Cartan matrix
 2 −3
−3 2
 .
In the diagram below, k = 112221121 is a shuffle of i = 121 and j = 122121. The degrees of
crossings of colored strands are determined by the symmetric bilinear form defined in Section
2.1. The degree of the diagram is obtained by summing the degrees of all the crossings. We
have indicated the degree of each crossing in the diagram.
1 1 2 2 2 1 1 2 1
1 2 1 1 2 2 1 2 1
−2 3
3
−2
3
−2
︷ ︸︸ ︷
︸ ︷︷ ︸ ︸ ︷︷ ︸
k
i j
Summing up the numbers above the crossings, we see that deg(i , j , k) = 3. This diagram is
given in algebraic form by τ3τ2τ6τ5τ4τ3e(i j ).
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Given M ∈ R(α)−mod and N ∈ R(β)−mod we can construct their outer tensor M N ,
which is a R(α) ⊗ R(β)-module. Now let ∪∪ denote the quantum shuffle product (with
respect to deg) on the free module Z[q, q−1]〈I〉. In the notation of (2.2.3), we have hi ,j (k) =
deg(i , j , k). It was shown in [KL09] that
chq(Indα,β(M N)) = chq(M) ∪∪ chq(N). (3.5.1)
In other words, taking an induction product of KLR algebra modules corresponds to
taking the quantum shuffle product of the corresponding graded characters. This makes
the graded characters an extremely useful arithmetic device for studying modules over KLR
algebras.
Chapter 4
Finite-dimensional Modules Over
KLR algebras
In this chapter we review two classifications of finite-dimensional modules over KLR algebras.
One corresponds to the B(∞) crystal, and the other to the dual canonical basis.
4.1 Simple R(mαi)-modules
From the theory of nilHecke algebras (see Example 3.1.3) it is known that a KLR algebra
of the form R(mαi) has a unique graded simple module (up to degree shift), which we shall
denote by L(im). It can be described as the module induced from the 1-dimensional graded
module T (im) := L(i)  · · ·  L(i), which is an m-fold outer tensor product of the simple
R(αi)-module. Identifying yj with the polynomial generator of the jth factor, we see that
T (im) is essentially a module over k[y1, . . . , ym] on which y1, . . . , ym all act as 0. Let v(im)
be the basis vector for T (im). Then the Basis Theorem 3.1.4 implies that L(im) ' IndT (im)
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has a basis of the form
B(im) := {τŵ ⊗ v(im) | ŵ ∈ [Sm]}. (4.1.1)
From this it is clear that the dimension of L(im) ism!. Hereafter, we set deg v(im) = (m−1)m
2
di,
which determines a grading on L(im) so that
chq(L(i
m)) = [m]i! · im. (4.1.2)
Remark 4.1.1. Let u ∈ L(im). In [HL10, Proposition 2.8], it is shown that ykru = 0 for all
k ≥ m and all 1 ≤ r ≤ m. Moreover, m is minimal in the sense that for all 1 ≤ r ≤ m there
exists u˜ ∈ L(im) such that ym−1r u˜ 6= 0.
4.2 Crystal structure on modules
In this section we give a brief exposition of the identification of simple modules over KLR
algebras with the B(∞) crystal. This theory was first exhibited by Lauda and Vazirani in
[LV11]. We work with an arbitrary Cartan datum.
Let α ∈ Q+ and define functors
ei : R(α)−mod→ R(α− αi)−mod, and
fi : R(α)−mod→ R(α + αi)−mod
by
ei(M) = Res
αi,α−αi
α−αi (e(αi, α− αi)M) , and (4.2.1)
fi(M) = R(α + αi)e(αi, α)⊗R(α) M. (4.2.2)
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When considered as operators on R−pmod or R−fmod, these functors are exact, so they
also give operators on the Grothendieck groups K0(R) and G0(R). In fact, they satisfy the
(quantum) Serre relations:
1−aij∑
k=0
(−1)ke(1−aij−k)i eje(k)i [M ] = 0, (4.2.3)
1−aij∑
k=0
(−1)kf (1−aij−k)i fjf (k)i [M ] = 0, (4.2.4)
where i, j ∈ I and for n ∈ Z≥0
e
(n)
i [M ] :=
1
[n]i!
[eniM ], and (4.2.5)
f
(n)
i [M ] :=
1
[n]i!
[fni M ]. (4.2.6)
We also define the following for M ∈ R(α)−fmod:
wt(M) = −α, (4.2.7)
εi(M) = max{k ≥ 0 | ekiM 6= 0}, (4.2.8)
ϕi(M) = εi(M) + 〈hi,wt(M)〉, (4.2.9)
e˜i(M) = soc (eiM), and (4.2.10)
f˜i(M) = hd Indαi,α (L(i)M) . (4.2.11)
Let B(∞) be the set of isoclasses of simple graded R-modules, and denote by 1 the
1-dimensional trivial R(0) module. It follows that the set B(∞), together with the maps
wt, εi, ϕi, e˜i, and f˜i (i ∈ I) comprise a crystal in the sense of Definition 2.4.1. In fact, we
have the following theorem.
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Theorem 4.2.1 ([LV11]). The B(∞) crystal of U−q (g) is isomorphic to B(∞).
This amounts to a construction and parameterization of all simple R-modules in terms
of B(∞). In practice, however, this yields little information about the structure of simple
modules since taking the head of a module (when applying f˜i) is typically a nontrivial
operation. Lauda and Vazirani [LV11] have given some insight into the structure of certain
families of modules under their construction. Of particular importance in their proof of
the crystal isomorphism are the “Jump Lemma” and the “Structure Theorems” of simple
R(cαi + αj)-modules where c ∈ Z>0 and i, j ∈ I such that i 6= j.
Lemma 4.2.2 (Jump Lemma). Let M be a simple R-module and let i ∈ I. The following
are equivalent:
• IndM  L(i) ' IndL(i)M ,
• IndM  L(im) ' IndL(im)M for all m ≥ 1,
• IndM  L(i) is simple,
• IndL(i)M is simple,
• IndM  L(im) is simple for all m ≥ 1,
• IndL(im)M is simple for all m ≥ 1.
There are actually many more equivalent conditions, but the ones listed here will be
sufficient for our purposes. We make the following definition.
Definition 4.2.3. A simple R-module M satisfying the equivalent conditions of Lemma 4.2.2
is called an i-jump module.
Now let i, j ∈ I with i 6= j and set a = −〈hi, αj〉. The first Structure Theorem follows.
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Theorem 4.2.4 ([LV11]). Let c ≤ a. Up to isomorphism and grading shift, there exists a
unique simple R(cαi + αj)-module, which we denote by L(injic−n), satisfying
εi(L(injic−n)) = n
for every 0 ≤ n ≤ c. Moreover, for a particular choice of grading, we have
chq(L(injic−n)) = [n]i![c− n]i! · injic−n.
We distinguish the case when c = a: for 0 ≤ n ≤ a set L(n) = L(injia−n). Such modules
turn out to be i-jump modules.
Theorem 4.2.5 ([LV11]). Let 0 ≤ n ≤ a.
1. For all m ≥ 0, we have
IndL(im) L(n) ' IndL(n) L(im).
In particular, IndL(im) L(n) is simple for all m ≥ 0.
2. Let c ≥ a and let N be a simple R(cαi + αj)-module satisfying εi(N) = n. Then
c− a ≤ n ≤ c and
N ' IndL(ic−a) L(n− (c− a)).
These theorems provide us with a good understanding of the structure of the modules
described. In particular, we can compute their characters using the quantum shuffle product
(see (3.5.1)).
Benkart, Kang, Oh, and Park [BKOP14] have further illuminated the structure of simple
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modules constructed via crystal induction. We review their work, starting with results that
apply for all Cartan types.
For 1 ≤ k ≤ n let I(k) be a subset of I such that |I(k)| = k. Assume also that I(k) ⊂ I(k+1)
for all 1 ≤ k < n, and let Bk be the crystal graph obtained from B(∞) by forgetting the
i-arrows for i /∈ I(k).
Lemma 4.2.6 ([BKOP14]). For each 1 ≤ k ≤ n, every connected component of Bk has a
unique highest weight vector.
Let b ∈ B(∞). Set u0 = b, and for 1 ≤ k ≤ n, let uk be the highest weight vector of the
connected component of Bk which contains b. In particular, for 1 ≤ k ≤ n we have
uk−1 = f˜i1 f˜i2 . . . f˜i`uk
for some sequence i k = (i1, . . . , i`) ∈ I`(k). We may shorten the notation and write
uk−1 = f˜ikuk,
where it is understood that f˜ik = f˜i1 f˜i2 . . . f˜i` .
Let 1 be the 1-dimensional simple R(0)-module and for 1 ≤ k ≤ n define
Nk(b) = f˜ik1,
where f˜i is the crystal operator on modules as in (4.2.11).
Theorem 4.2.7 ([BKOP14]). Let Φ : B(∞) → B(∞) be the crystal isomorphism implicit
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in Theorem 4.2.1 and let b ∈ B(∞). Then
Φ(b) = hd IndN1(b) · · ·Nn(b).
This refinement of the crystal isomorphism sheds some light on the structure of simple
modules constructed via crystal induction. In finite types we can refine this result further
by describing the Nk(b)’s in terms of Littelmann’s adapted strings [Lit98].
Suppose we are working with a finite type Cartan datum. Let W be the corresponding
Weyl group. Denote by si for i ∈ I the simple reflections and let w0 be the longest element
of W . If ` is the length of w0, then w0 has an expression of the form
w0 = s1s2 . . . sn = si1si2 . . . si` ,
where sj for all 1 ≤ j ≤ n is a sequence as in Table A.1.1.
Definition 4.2.8. Let b ∈ B(∞). An `-tuple a(b) = (a1, . . . , a`) ∈ Z`≥0 is called the adapted
string of b with respect to w0 = si1si2 . . . si` if it satisfies
aj = εij(e˜
aj−1
ij−1 . . . e˜
a1
i1
b)
for all 1 ≤ j ≤ `.
We denote the set of all adapted strings of elements in B(∞) by
S = {a(b) | b ∈ B(∞)}.
The map S → B(∞) given by a = (a1, . . . , a`) 7→ f˜a1i1 . . . f˜a`i` 1 is one-to-one. For all 1 ≤ k ≤
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n, let `k be the length of sk. If a = (a1, . . . , a`), we set
ak,j = a`1+···+`k−1+j and ak = (ak,1, . . . , ak,`k).
Letting ∗ denote concatenation, we see that a = a1 ∗ · · · ∗ an. If sk = sj1 . . . sj`k , put
f˜aksk = f˜
ak,1
j1
. . . f˜
ak,`k
j`k
.
Then for b ∈ B(∞), we have a(b) = a(b)1 ∗ · · · ∗ a(b)n so that
b = f˜a(b)1s1 . . . f˜
a(b)n
sn 1.
Littelmann has explicitly described the sets S for all finite types in terms of inequalities
on the ak,j’s [Lit98], which provide a convenient parameterization of B(∞). On the KLR
side we obtain a finer description of the Nk(b)’s.
Proposition 4.2.9 ([BKOP14]). Let b ∈ B(∞) and let a(b) = a(b)1 ∗ · · · ∗ a(b)n be the
adapted string of b with respect to w0 = s1 . . . sn. If we set I(k) = {1, . . . , k}, then
Nk(b) = f˜a(b)ksk 1
for all 1 ≤ k ≤ n.
Even more can be said in the finite classical types An, Bn, Cn and Dn. We will not give
all the details as it will take us too far afield, but the interested reader can see more in
[BKOP14]. We caution that our labeling of the Dynkin diagrams in Table A.1.1 differs from
the labeling in [BKOP14].
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Table 4.2.1: Dynkin diagram walks
Type Graph
An 1 2 . . . n− 1 n
Bn n n− 1 . . . 2 1 1 2 . . . n
Cn n n− 1 . . . 2 1 2 . . . n
Dn n n− 1 . . . 3
2
1
1
2
3 . . . n
Consider the oriented graphs organized by classical Cartan type in Table 4.2.1. A walk
on one of these graphs is a path starting at some node that follows the direction of the arrows
and ends at some node (possibly the same node). We denote a walk (following the arrows)
on one of these oriented graphs as a word w in the nodes visited. For example, w = 5432132
is such a walk in type D5. For a walk w = w1w2 . . . wm, we define
∆w = f˜w1 = f˜w1 f˜w2 . . . f˜wm1.
The resulting simple modules are always 1- or 2-dimensional, and they are easy to describe.
See Section 5.3 for explicit descriptions.
Taken over all walks w , the simple modules ∆w serve as building blocks of the clas-
sification of simple modules in finite classical types. More precisely, for b ∈ B(∞), there
are modules ∆(a(b), k) defined as specific outer tensor products of ∆w ’s, and these modules
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satisfy
Nk(b) ' hd Ind ∆(a(b), k)
for all 1 ≤ k ≤ n. This leads to the following refinement of the crystal isomorphism.
Theorem 4.2.10 ([BKOP14]). For a Cartum datum of finite classical type, let b ∈ B(∞),
let a(b) be the adapted string of b with respect to the expression w0 = s1 . . . sn given in Table
A.1.1, and let ∆(a(b)) = ∆(a(b), 1) · · ·∆(a(b), n). Then hd Ind ∆(a(b)) is simple, and
the map Ψ : B(∞)→ B(∞) given by
Ψ(b) = hd Ind ∆(a(b))
is a crystal isomorphism. In particular, if S is the set of adapted strings, then {hd Ind ∆(a) |
a ∈ S} is the complete list of all simple R-modules up to isomorphism and grading shift.
Remark 4.2.11. We have focused on the case of B(∞) in this section, but [LV11] and
[BKOP14] also develop the crystal theory for modules over cyclotomic KLR algebras. These
algebras categorify highest weight modules over quantum groups [KK12,Web13].
Remark 4.2.12. We have parameterized the building blocks in finite classical type in terms
of walks on the graphs in Table 4.2.1, but in [BKOP14] the blocks are parameterized using
certain highest weight crystals. The resulting module constructions are the same.
4.3 Standard module theory
In this section we work with a Cartan datum of finite type. Several different bases of U−q (g)
have been studied, perhaps the most important of which is the canonical (or lower global)
basis of Lusztig and Kashiwara. There is also a PBW-type basis as in [Lus10]. One can
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consider the duals of these bases with respect to certain non-degenerate bilinear forms on
Uq(g).
In this section, we shall review the standard module theory for KLR algebras. To each
positive root we associate a simple cuspidal module. Standard modules are defined as (or-
dered) induction products of induction powers of cuspidal modules. Under the isomorphism
of Theorem 3.4.1, the cuspidal modules correspond to dual PBW basis elements. The most
economical development of standard module theory for finite type KLR algebras was given
by McNamara [McN15], whose exposition we now outline.
Fix a choice of reduced expression of the longest element of the Weyl group:
w0 = si1si2 . . . siN .
This determines an ordering of the positive roots:
β1 = αi1 < β2 = si1(αi2) < · · · < βN = si1 . . . siN−1(αiN ).
This ordering is convex in the sense that if γ1 and γ2 are positive roots such that γ1 < γ2
and γ1 + γ2 is also a positive root, then
γ1 < γ1 + γ2 < γ2.
In fact, it can be shown that all convex orderings of the positive roots arise from some choice
of reduced expression of w0.
To each βk there is a PBW basis element Eβk . Products E
(m1)
β1
E
(m2)
β2
. . . E
(mN )
βN
of divided
powers form an A = Z[q, q−1] basis of AU−q (g). Moreover, we can define dual PBW basis
elements E∗βk with respect to a certain non-degenerate bilinear form, whose ordered products
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of divided powers form an A basis of AU−q (g)∗.
Theorem 4.3.1 ([McN15]). To each positive root βk, there is an associated simple module
Sβk such that
1. Sβk corresponds to E
∗
βk
under Theorem 3.4.1,
2. for every m = (m1,m2, . . . ,mN) ∈ ZN≥0, the module
∆(m) := IndS◦m1β1  · · · S◦mNβN
has a unique simple quotient L(m), and
3. the simple modules L(m) for m ∈ ZN≥0 form a complete and irredundant set of repre-
sentatives of isomorphism classes of simple modules over R.
The Sβk ’s are called cuspidal modules, and the ∆(m)’s are called (proper) standard mod-
ules. While McNamara’s development of the theory is very general, his definition of the
cuspidal modules is not explicit. Prior to McNamara’s work, Kleshchev and Ram developed
a theory of standard modules that is considerably more explicit, albeit slightly less general
[KR11]. We describe their theory next.
Begin by fixing a total order on I. This induces a lexicographical ordering on 〈I〉. The
quantum group U−q (g) and its dual U
−
q (g)
∗ embed into a quantum shuffle Q(q)-algebra
whose basis is 〈I〉 and whose product is an associative quantum shuffle product ∪∪ [Lec04].
A word in 〈I〉 is called good if it is the maximal word appearing in the image of some element
x ∈ U−q (g)∗ under the quantum shuffle embedding. A word is called Lyndon if it is smaller
than all of its proper right factors.
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Lemma 4.3.2 ([LR95],[Lec04],[KR11]). The positive roots of g are in one-to-one correspon-
dence with good Lyndon words. Moreover, every good word i has a canonical factorization
i = (j1)
n1(j2)
n2 . . . (jN)
nN
into a product of powers of good Lyndon words in which
j1 > j2 > · · · > jN .
This lemma allows us to transport the ordering on good Lyndon words to an ordering
on positive roots, which we call the Lyndon ordering. One can show that this is a convex
ordering of the positive roots.
Let G be the set of good words. The image {b∗i | i ∈ G} of the dual canonical basis under
the quantum shuffle embedding is labeled by good words (see [Lec04]). Let i be a good word
with factorization as in Lemma 4.3.2 and let βk be the positive root corresponding to the
good Lyndon word j k for all 1 ≤ k ≤ N . Recall that the graded characters of KLR algebra
modules lie in Z[q, q−1]〈I〉, so they can be interpreted as elements of the quantum shuffle
algebra. To each βk, there is an associated simple module Lβk satisfying
chqLβk = b
∗
j k
.
Modules of the form Lβk are the cuspidal modules in the standard module theory of Kleshchev
and Ram. They have been constructed explicitly in most cases with respect to a certain choice
of ordering on I [Kle14, Section 8]. Hill, Melvin, and Mondragon have also constructed many
cuspidal modules explicitly, but with a different choice of ordering [HMM12]. See Section
5.4 for constructions of cuspidal modules.
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Remark 4.3.3. The standard module theory has been extended to some affine types (see
[Kle14], [McN14]). For arbitrary symmetrizable types, Tingley and Webster [TW13] have
defined the notions of convex pre-orders and semi-cuspidal modules. They have shown that
the semi-cuspidals serve as building blocks for constructing all simple modules, but there is
no explicit description of these modules.
Chapter 5
Simple Monoweight Modules
In this chapter we provide a uniform construction for a class of simple modules over KLR
algebras coming from an arbitrary Cartan datum. From these simple modules one may obtain
with little effort most of the building blocks of the finite type classifications outlined in the
preceding sections. Outside of finite type we obtain an infinite number of such modules.
5.1 Construction and first properties
We work over an arbitrary Cartan datum and an algebraically closed field k. Let α ∈ Q+,
let i = in11 i
n2
2 . . . i
nk
k ∈ Iα, and let T (i) = L(in11 )  · · ·  L(inkk ). Note that T (i) is simple as
an R(n1αi1)⊗ · · · ⊗ R(nkαik)-module. By (4.1.1) and (4.1.2) we know that each L(injj ) has
a basis B(i
nj
j ) of cardinality nj! and has graded character [nj]ij ! · injj . Let
{u(nj)pj | 1 ≤ pj ≤ nj!}
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be the elements of the basis B(i
nj
j ) for 1 ≤ j ≤ k. Then T (i) has a basis
B1(i) = {u(1)p1 ⊗ · · · ⊗ u(k)pk | 1 ≤ pj ≤ nj!, 1 ≤ j ≤ k}.
Now consider IndT (i). It is an R(α)-module with a basis of the form
B2(i) =
{
τŵ ⊗ u | ŵ ∈ [S`(i)/Sn1 × · · · × Snk ], u ∈ B1(i)
}
.
We define a subset of B2(i) as follows:
K(i) := {τŵ ⊗ u ∈ B2(i) | `(ŵ) > 0} .
Note that if `(ŵ) = 0, then ŵ is a trivial shuffle so that τŵ ⊗ u ∈ B2(i) is identified with
u ∈ B1(i).
Theorem 5.1.1. Set M(i) = spankK(i). Then M(i) with the induced action of R(α) is the
unique maximal submodule of IndT (i) if and only if the following conditions hold on i:
(1) air,ir+1 6= 0 for all 1 ≤ r < k,
(2) nr ≤ −air,ir+1 and nr+1 ≤ −air+1,ir for all 1 ≤ r < k, and
(3) nr + nr+2 ≤ −air,ir+1 whenever ir = ir+2 and nr+1 = 1.
Proof. Assume first that i satisfies properties (1), (2), and (3). Take τŵ ⊗ u ∈ K(i) and an
arbitrary generator x of R(α). We will show that x · τŵ ⊗ u ∈ spankK(i). If x = e(j ) for
some j ∈ Iα, then
x · τŵ ⊗ u = δj ,w(i)τŵ ⊗ u ∈ spankK(i).
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Now assume x is a polynomial or symmetric generator of R(α). We know that
x · τŵ ⊗ u =
∑
ai(τŵi ⊗ ui) ∈ spankB2(i); (5.1.1)
i.e. there is a set of KLR algebra relations which, when applied to the left-hand side of
(5.1.1), produces the right-hand side.
Seeking a contradiction, suppose that some nonzero term on the right hand side of (5.1.1)
has ŵj with length zero. This means, in particular, that in the process of applying KLR
relations which turn x · τŵ⊗u into
∑
ai(τŵi⊗ui), some single relation is applied to a term of
the form a(τν⊗u′) ∈ spankK(i) where τν = τν′τq with q ∈ {n1, n1 +n2, . . . , n1 + · · ·+nk−1},
and it results in a nonzero term of the form k(e(i) ⊗ u′′) for some k ∈ k, which is not in
spankK(i).
Let us examine τν ⊗ u′, where we write u′ = u1⊗ · · · ⊗ uk. We can visualize this element
as one of the following diagrams, where τq corresponds to the indicated crossing:
(a)
bbb
b b b
b b b
b b b
b b b
b b b
b b b
b b b
b b b
b b b
︸ ︷︷ ︸ ︸ ︷︷ ︸
τν′
ur ur+1
inr i
nr+1
r+1
(b)
bbb
b b b
b b b
b b b
b b b
b b b
b b b
b b b
b b b
b b b
︸ ︷︷ ︸ ︸ ︷︷ ︸
τν′
ur ur+2
inrr ir+1 i
nr+2
r+2
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(c)
bbb
bbb
bbb
bbb
bbb
bbb
bbb
bbb
bbb
bbb
︸ ︷︷ ︸ ︸ ︷︷ ︸
τν′
ur ur+2
inrr ir+1 i
nr+2
r+2
.
Suppose that τν⊗u′ has the form indicated in diagram (a) or (b). The only KLR relations
which could potentially remove τq and leave behind a nonzero term are (3.1.7a), (3.1.8b),
(3.1.8c), and (3.1.9a). Relation (3.1.7a) does not apply since ir 6= ir+1, and relation (3.1.8b)
does not apply by condition (1). If we apply relation (3.1.8c), condition (2) and Remark 4.1.1
guarantee that y
−air,ir+1
q and y
−air+1,ir
q+1 will kill the elements ur ∈ L(inrr ) and ur+1 ∈ L(inr+1r+1 )
which lie beneath τq. If we have diagram (b), condition (3) of the theorem and Remark 4.1.1
guarantee that each term of the sum
∑−air,ir+1−1
t=0
ytqy
−air,ir+1−1−t
q+2
will kill at least one of ur ∈ L(inrr ) or ur+2 ∈ L(inr+2r+2 ). Similar arguments hold in the case of
diagram (c). Thus we see it is impossible that k(e(i)⊗ u′′) 6= 0, a contradiction.
Thus far we have shown that conditions (1), (2), and (3) of the theorem guarantee
that M(i) is a proper submodule of IndT (i). This is a maximal submodule since any
nonzero element outside of M(i) can be identified with a nonzero element of T (i), and the
irreducibility of T (i) guarantees that every such element is a generator of T (i), hence also
a generator of IndT (i). We also see that any other proper submodule of IndT (i) must be
contained in M(i), giving uniqueness.
To get the “only if” part of the theorem, we show that excluding any one of conditions
(1), (2), or (3) will result in spankK(i) not being a proper submodule of IndT (i).
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Suppose that condition (1) fails. Let u = u1⊗· · ·⊗uk be a nonzero element in T (i), and
let q be such that τq is the crossing above ur and ur+1 for τq ⊗ u ∈ IndT (i). Then there is
some consecutive pair of indices ir and ir+1 in i such that air,ir+1 = 0. It follows that
τq · τq ⊗ u = τ 2q ⊗ u = e(i)⊗ u = 1⊗ u,
by relation (3.1.8b), which clearly is not in spankK(i).
Now suppose that condition (2) fails. Choose u and τq as above. Then
τq · τq ⊗ u = (y−air,ir+1q + y−air+1,irq+1 )e(i)⊗ u
= u1 ⊗ · · · ⊗ y−air,ir+1q ur ⊗ · · · ⊗ uk
+ u1 ⊗ · · · ⊗ y−air+1,irq+1 ur+1 ⊗ · · · ⊗ uk
by relation (3.1.8c). Since nr > −air,ir+1 or nr+1 > −air+1,ir , Remark 4.1.1 says we can
choose ur or ur+1 such that y
−air,ir+1
q ur 6= 0 or y−air+1,irq+1 ur+1 6= 0. In either case, τ 2q ⊗ u fails
to be in spankK(i).
Lastly, suppose that condition (3) fails, and that we have τq ⊗ u as in diagram (b) with
τν′ = 1. Then
τqτq+1 · τq ⊗ u = (τq+1τqτq+1 +
∑−air,ir+1−1
t=0
ytqy
−air,ir+1−1−t
q+2 )e(i)⊗ u
= τq+1τqτq+1 ⊗ u
+
( ∑−air,ir+1−1
t=0
ytqy
−air,ir+1−1−t
q+2
)
⊗ u.
There exists some t ≥ 0 such that t < nr and −air,ir+1 − 1− t < nr+2. By Remark 4.1.1, for
this t we can take ur and ur+2 such that y
t
qur 6= 0 and y
−air,ir+1−1−t
q+2 ur+2 6= 0. In particular,
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τqτq+1τq ⊗ u /∈ spankK(i).
Remark 5.1.2. We point out that conditions (1), (2), and (3) of Theorem 5.1.1 assure that
the word i is such that application of the quantum Serre relations is avoided. That is, the
exponents n1, . . . , nk are small enough that (4.2.3) and (4.2.4) do not apply.
Remark 5.1.3. Inspecting the conditions (1), (2), and (3) of Theorem 5.1.1, we see that
the words i = in11 . . . i
nk
k ∈ 〈I〉 satisfying these conditions may be interpreted as walks (with
multiplicity) on the corresponding Dynkin diagram. More precisely, condition (1) says that
ir is connected to ir+1 in the Dynkin diagram for all 1 ≤ r < k, and conditions (2) and (3)
indicate how many “steps” one can take while staying at a particular node of the Dynkin
diagram during a walk. See Example 5.2.4.
Corollary 5.1.4. Suppose that i is a word in 〈I〉 on which conditions (1), (2) and (3) of The-
orem 5.1.1 hold, and let M(i) be as in the theorem. Then the quotient module IndT (i)/M(i)
is simple and, up to grading shift,
chq(IndT (i)/M(i)) = [n1]i1 ![n2]i2 ! . . . [nk]ik ! · i.
Proof. Simplicity is clear by the maximality of M(i). The character formula follows from
equation (4.1.2) and the fact that all elements remaining after taking the quotient can be
identified with elements of T (i).
Definition 5.1.5. Let i be a word in 〈I〉 on which conditions (1), (2) and (3) of The-
orem 5.1.1 hold. Then we say that i is a monoweight word and we refer to the simple
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module
L(i) := IndT (i)/M(i)
as the simple monoweight module corresponding to i .
Note that Theorem 5.1.1 and its corollary amount to a generalization of Theorem 4.2.4,
the first Structure Theorem of Lauda and Vazirani.
The next result says we can “factor” monoweight modules in a suitable sense.
Corollary 5.1.6. Suppose i ∈ 〈I〉 is a monoweight word. Suppose that k, j ∈ 〈I〉 such that
i = kj. Put M ′(i) = spankK(i) ∩ IndL(j)  L(k). Then M ′(i) is a R(|i|)-submodule of
IndL(j) L(k) and
L(i) ' IndL(j) L(k)/M ′(i).
Proof. Repeat the arguments in the proof of Theorem 5.1.1 .
5.2 Monoweight i-jump modules
Recall the definition of i-jump modules from Definition 4.2.3. We shall now see that there is
a precise condition on monoweight words i ∈ 〈I〉 which guarantees when the corresponding
monoweight module L(i) is an i-jump module for some i ∈ I.
Definition 5.2.1. For i ∈ I set i0 = ∅ (the empty word). We say that
i = im1j1i
m2j2 . . . i
mr−1jr−1imr
is the i-writing of a word i ∈ 〈I〉 if mk ≥ 0 and i 6= jk for all 1 ≤ k < r.
48
Example 5.2.2. Suppose I = {1, 2} and let i = 111221 ∈ 〈I〉. Then the 1-writing of i is
13210211.
Proposition 5.2.3. Let i = in11 . . . i
nk
k ∈ 〈I〉 such that L(i) is a monoweight module. Suppose
that im1j1i
m2j2 . . . i
ms−1js−1ims is the i-writing of i. Then L(i) is an i-jump module if and
only if mr +mr+1 = −aijr for all 1 ≤ r < s.
Proof. First suppose that L(i) is an i-jump module. By the Jump Lemma, we know that
IndL(i) L(i) ' IndL(i) L(i).
In particular, by injectivity of the character map (see Theorem 3.5.1), there exists some
c ∈ Z such that
qcchq IndL(i) L(i) = chq IndL(i) L(i).
Using Corollary 5.1.4 and the quantum shuffle product (see (2.2.3)), we can compute char-
acters on both sides of this equation. On the left, we have
qc · i ∪∪ ([n1]i1 ! . . . [nk]ik ! · i) = qc[n1]i1 ! . . . [nk]ik ! · (i ∪∪ i),
and on the right
([n1]i1 ! . . . [nk]ik ! · i) ∪∪ i = qc[n1]i1 ! . . . [nk]ik ! · (i ∪∪ i),
which tells us that
qc · (i ∪∪ i) = (i ∪∪ i).
Let us focus now on i ∪∪ i and i ∪∪ i. Recall the definition of the grading on KLR algebras
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from (3.1.10). Let (xij)i,j∈I = (−(αi, αj))i,j∈I . Put Mb =
∑b
a=1ma and Xb =
∑b
a=1 xija .
Then
i ∪∪ i = i ∪∪ im1j1i
m2j2 . . . i
ms−1js−1ims
= (1 + qxii + q2xii + . . . qM1xii) · im1+1j1im2j2 . . . ims−1js−1ims
+ (qM1xii+X1 + · · ·+ qM2xii+X1) · im1j1im2+1j2 . . . ims−1js−1ims
...
+ (qMs−1xii+Xs−1 + · · ·+ qMsxii+Xs−1) · im1j1 . . . js−1ims+1.
Likewise, if we put M ′b =
∑s
a=bma and X
′
b =
∑s−1
a=b xija , then
i ∪∪ i = im1j1i
m2j2 . . . i
ms−1js−1ims ∪∪ i
= (1 + qxii + q2xii + . . . qM
′
sxii) · im1j1im2j2 . . . ims−1js−1ims+1
+ (qM
′
sxii+X
′
s−1 + · · ·+ qM ′s−1xii+X′s−1) · im1j1im2j2 . . . ims−1+1js−1ims
...
+ (qM
′
2xii+X
′
1 + · · ·+ qM ′1xii+X′1) · im1+1j1 . . . js−1ims .
Examining the powers of q in the leading terms of each weight on both sides of qc ·(i ∪∪ i) =
50
i ∪∪ i, we find that the following system of equations must hold:
c = M ′2xii +X
′
1
c+M1xii +X1 = M
′
3xii +X
′
2
c+M2xii +X2 = M
′
4xii +X
′
3
...
c+Ms−2xii +Xs−2 = M ′sxii +X
′
s−1
c+Ms−1xii +Xs−1 = 0.
Consider any consecutive pair of these equations:
c+Mr−1xii +Xr−1 = M ′r+1xii +X
′
r (5.2.1)
c+Mrxii +Xr = M
′
r+2xii +X
′
r+1 (5.2.2)
with 1 ≤ r < s and where we declare for convenience that M0 = X0 = M ′s+1 = X ′s = 0.
Notice that subtracting (5.2.1) from (5.2.2) gives
(Mr −Mr−1)xii + (Xr −Xr−1) = (M ′r+2 −M ′r+1)xii + (X ′r+1 −X ′r),
or
mrxii + xijr = −mr+1xii − xijr ,
which reduces to
mr +mr+1 = −2xijr
xii
= −aijr ,
as we wanted to show.
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To go in the opposite direction, assume mr + mr+1 = −aijr for all 1 ≤ r < s and put
c = M ′2xii +X
′
1. Running the argument backwards, it follows that
qcchq IndL(i) L(i) = chq IndL(i) L(i),
which implies that
IndL(i) L(i) ' IndL(i) L(i).
Applying the Jump Lemma gives that L(i) is an i-jump module.
Recall from the Jump Lemma that if M is a simple i-jump module, then we have an
infinite list of simple modules of the form IndL(im) M for all m ∈ Z≥0. Moreover, if we
know the character of M , we may compute explicitly the character of IndL(im)M using
the quantum shuffle product.
Example 5.2.4. We work in type B5, with the Dynkin diagram labeled as follows:
1 2 3 4 5
.
Observe that i = 543211234 is a monoweight word, so we can form the simple monoweight
module L(i). We claim that L(i) is also a 1-jump module. To see this, we form the 1-writing
of i :
10510410310212210310410.
Note that the sum of powers of 1 next to a non-1 is always 0, except when 1 is next to 2,
in which case the sum of powers is 2. Since the Cartan integer a1j = 0 for j 6= 1, 2 and
a12 = −2, we see that the 1-writing of i satisfies the hypotheses of Proposition 5.2.3. We
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get immediately that IndL(1m)  L(i) is simple for all m ≥ 0. Let us now compute the
character of IndL(1) L(i):
chq IndL(1) L(i) = chqL(1) ∪∪ chqL(i)
= 1 ∪∪ [2]1! · 543211234
= [2]1! · (1543211234 + 5143211234 + 541321123
+5431211234 + (q2 + 1 + q−2) · 5432111234
+5432112134 + 5432112314 + 5432112341)
= [2]1! · (1543211234 + 5143211234 + 541321123
+5431211234 + 5432112134 + 5432112314 + 5432112341)
+[3]1! · 5432111234.
5.3 Building blocks of crystal theory
In this section and the next, we show that in most cases the building blocks of the classi-
fications of simple finite-dimensional modules over KLR algebras of finite type are simple
monoweight modules or can be obtained easily using simple monoweight modules. We re-
mark that, although slightly different definitions of KLR algebras are given in [BKOP14] and
[KR11], our proof of Theorem 5.1.1 works for their definitions with only minor modifications.
We adopt the notation of Section 4.2, where w = w1w2 . . . wm denotes a word in the
nodes visited for a walk on a graph in Table 4.2.1. We consider w as an element of 〈I〉.
In type An, Bn (if w does not contain two 1s), Cn and Dn (if w does not contain both
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1 and 2), ∆w is the R(|w |)-module kv with action
yiv = 0, τjv = 0, e(i)v = δi ,wv,
for all 1 ≤ i ≤ m, all 1 ≤ j ≤ m − 1, and all i ∈ I |w |. From this description, we see easily
that if we choose v to have degree 0, then chq∆w = w . We see that w is a monoweight word
(see Definition 5.1.5)). By comparing graded characters, the monoweight module L(w) is
isomorphic to ∆w .
In type Bn, when w contains two 1s (they are necessarily adjacent), we let d be the index
where the first 1 appears. Then ∆w is the R(|w |)-module ku⊕ kv with action
yiu = τjv = 0, τju = δj,dv, yiv = (δi,d+1 − δi,d)u, e(i)u = δi ,wu, e(i)v = δi ,wv,
for all 1 ≤ i ≤ m, all 1 ≤ j ≤ m−1, and all i ∈ I |w |. If we choose u to have degree 1, then v
has degree −1, and it follows immediately that chq∆w = [2]1! ·w . Again, w is a monoweight
word, and chqL(w) = [2]1! ·w , so we see that L(w) ∼= ∆w .
In type Dn, when w contains both 1 and 2 (necessarily adjacent), let d be the index
where the first occurs, and let w ′ be the word obtained by swapping 1 and 2. Then ∆w is
the R(|w |)-module ku⊕ kv with action defined by
yiu = yiv = 0, τju = δj,dv, τjv = δj,du, e(i)u = δi ,wu, e(i)v = δi ,w ′v,
for all 1 ≤ i ≤ m, all 1 ≤ j ≤ m− 1, and all i ∈ I |w |. If we choose u to have degree 0, then
v has degree 0, and it follows immediately that chq∆w = w + w
′.
There are two distinct words in the character, so of course ∆w is not isomorphic to any
simple monoweight module. However, we can still construct ∆w using simple monoweight
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modules, as follows. We put
i = w1w2 . . . wd, and j = wd+1wd+2 . . . wm.
It is clear that L(i) and L(j ) are 1-dimensional simple monoweight modules. Now consider
IndL(i) L(j ) and let vw be the basis element which is the tensor product of the bases of
L(i) and L(j ). It is straightforward to show that IndL(i)  L(j ) has a proper submodule
M(w) spanned by elements of the form τx̂τdvw in which `(x̂) > 0. It follows that
∆w ' IndL(i) L(j )/M(w).
5.4 Building blocks of standard module theory
In this section we examine the cuspidal modules constructed by Kleshchev and Ram in
[KR11, Section 8]. Their labeling of the Dynkin diagrams for types An, Bn, Cn, Dn, F4,
and G2 matches our labeling in Table A.1.1. This is important since the choice of labeling
corresponds to the choice of ordering on I, which determines the convex Lyndon ordering
on positive roots.
In type An the positive roots are αi,j for 1 ≤ i ≤ j ≤ n as in Table A.2.1. We let w be
the word whose letters (in order) are i, i+ 1, . . . , j. Then the corresponding cuspidal module
is 1-dimensional and is given by L(w). Taken over all positive roots, this accounts for all
cuspidal modules.
In type Bn the positive roots have the form αi,j for and βi,j as in Table A.2.1. The
cuspidal module associated to each αi,j is 1-dimensional and constructed exactly as above in
type An. The cuspidal module associated to β1,j is 2-dimensional and given by L(112 . . . j).
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To get the cuspidal associated to βi,j with i > 1 (up to a shift of grading), we defer to
[KR11, Section 8.5], in which Kleshchev and Ram construct it by first forming the R(α1)⊗
R(α1,j + α2,i)-module
Indα1,α1,j+α2,iα1,α1,j ,α2,i (Resα1,α1,j L(112 . . . j)) L(23 . . . i),
then extending the action carefully to R(βi,j).
For type Cn we consider now the positive roots αi,j and βi,j as in Table A.2.1. The cuspidal
module for each αi,j is constructed in the same way as in type An. The cuspidal associated to
each βi,j (up to a shift in grading) is given by first forming the R(α1)⊗R(α2,j +α2,i)-module
L(1) (IndL(23 . . . j) L(23 . . . i)) ,
then extending the action to R(βi,j) by making τ1 and all e(i) with i1 6= 1 act as 0 (see
[KR11, Section 8.6]).
In type Dn the positive roots αi,j and βi as in Table A.2.1 correspond to 1-dimensional
cuspidals which we can construct as simple monoweights as in type An. See [KR11, Sec-
tion 8.6] for the construction of cuspidal modules corresponding to the roots γi,j. These are
part of a class of homogeneous modules, which have been studied first by Kleshchev and
Ram in [KR10], and also by Feinberg and Lee [FL15].
In type E6, E7, and E8 we note that Kleshchev and Ram use a different labeling of the
Dynkin diagram than we do in Table A.1.1. In particular, they use the following (Bourbaki)
convention.
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Type Dynkin diagram
E6
1 3 4
2
5 6
E7
1 3 4
2
5 6 7
E8
1 3 4
2
5 6 7 8
They have shown that almost all of the cuspidals in type E are, in fact, homogeneous
modules. Note that the cuspidals for all roots which live in a sub-Dynkin diagram of type
A or D can be constructed from monoweight modules as above.
In type F4, Kleshchev and Ram construct cuspidals for roots lying in sub-Dynkin dia-
grams by using the previous constructions for types A, B, and C. The cuspidal corresponding
to the root α1 + α2 + α3 + α4 is the simple monoweight module L(1234). There are 9 roots
remaining for which Kleshchev and Ram give no construction of the corresponding cuspidal
module.
We handle type G2 in Section 6.1.3.
Chapter 6
Modules Over Rank 2 KLR Algebras
Using the crystal isomorphism of Theorem 4.2.1, we have a construction of all the sim-
ple modules for a KLR algebra coming from an arbitrary Cartan datum. However, this
construction tells us little about the structure of these simple modules.
Typically there are many ways to get to each vertex in the crystal graph (see Section 2.4).
For arbitrary rank 2 cases, Nakashima and Zelevinsky [NZ97], and Littelmann [Lit98], have
parameterized these paths as lattice points in certain polyhedra. Combined with the crystal
isomorphism in Theorem 4.2.1, this gives us a finer parameterization of all the simples.
Unfortunately, it is still difficult to know much about the explicit structure of a simple
module given its parameterization, other than perhaps some (not very useful) upper and
lower bounds on dimension.
In this chapter we apply the results of Chapter 5 to construct simple modules for many
rank 2 examples. In finite types we can construct all the building blocks of existing clas-
sification schemes by using simple monoweight modules. In infinite types we can construct
infinitely many simple modules whose characters are known immediately or can be computed.
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6.1 Finite type
In all cases we let α1 and α2 denote the simple roots.
6.1.1 Type A2
We work with the Cartan datum coming from the generalized Cartan matrix
 2 −1
−1 2
 .
For all m > 0 the simple monoweight modules are L(1m), L(2m), L(12), and L(21). The
monoweight 1-jump modules are L(1m), L(12) and L(21), and the monoweight 2-jump mod-
ules are L(2m), L(12), and L(21).
We can take L(1), L(2), and L(12) as building blocks for constructing all simple modules
in the crystal theory (see Section 4.2). Moreover, these modules give all the cuspidals in the
case of standard module theory (see Section 4.3).
6.1.2 Type B2
We work with the Cartan datum coming from the generalized Cartan matrix
 2 −2
−1 2
 .
For all m > 0 the simple monoweight modules are L(1m), L(2m), L(12), L(121), L(112),
L(21), L(211), and L(2112). The 1-jump modules are L(1m), L(121), L(112), L(211), and
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L(2112). The 2-jump modules are L(2m), L(12), L(121), L(21), and L(2112).
The modules L(1), L(2), L(12), L(112), L(21), L(211), and L(2112) are building blocks
for the crystal classification. The positive roots are α1, α2, α1 +α2, and 2α1 +α2 (see Table
A.2.1), and the corresponding cuspidal modules are exactly L(1), L(2), L(12), and L(112).
6.1.3 Type G2
We work with the Cartan datum coming from the generalized Cartan matrix
 2 −3
−1 2
 .
For all m > 0 the simple monoweight modules are L(1m), L(2m), L(12), L(121), L(1211),
L(12112), L(121121), L(112), L(1121), L(1112), L(21), L(211), L(2111), L(21112), L(2112),
and L(21121). The 1-jump modules are L(1m), L(1211), L(121121), L(1121), L(1112),
L(2111), and L(21112). The 2-jump modules are L(2m), L(12), L(121), L(12112), L(121121),
L(21), L(2112), and L(21121).
There are 6 positive roots (see Table A.2.1), and one can find in [KR11, Section 8.10]
that the characters of the corresponding cuspidal modules are
1, 2, 12, [2]1 · 112, [3]1! · 1112, and [3]1! · 11212 + [3]1![2]2 · 11122.
The first five clearly correspond to L(1), L(2), L(12), L(112), and L(1112). To get the last,
we first compute using the quantum shuffle product
chq IndL(112) L(12) = q−2[3]1! · 11212 + q−2[3]1![2]2 · 11122 + q−1[2]1 · 12112.
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One can show that q−1[2]1 · 12112 corresponds to a submodule of IndL(112)L(12) that is
isomorphic to L(12112)〈−1〉. It follows that the last cuspidal is
(IndL(112) L(12)/L(12112)〈−1〉) 〈2〉.
6.2 Affine type
6.2.1 Type A
(1)
1
We work with the Cartan datum coming from the generalized Cartan matrix
 2 −2
−2 2
 .
The simple monoweight modules fall in several infinite classes. For all m > 0, we know that
L(1m) and L(2m) are simple monoweight modules. We also have
L(12), L(121), L(1212), L(12121), . . . ,
L(21), L(212), L(2121), L(21212), . . . ,
L(112), L(1122), L(11221), L(112211), . . . ,
L(211), L(2112), L(21122), L(211221), . . . ,
L(122), L(1221), L(12211), L(122112), . . . , and
L(221), L(2211), L(22112), L(221122), . . .
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Among these are many 1- and 2-jump modules. For example, from the first list, we see
easily that L(121), L(12121), L(1212121), . . . are all 1-jump modules.
6.2.2 Type A
(2)
1
We work with the Cartan datum coming from the generalized Cartan matrix
 2 −4
−1 2
 .
For all m > 0, we know that L(1m) and L(2m) are simple monoweight modules. There are
many other simple monoweight modules. In order to narrow the list a bit, we give infinite
lists of 1-jump modules:
L(11112), L(1111221111), L(11112211112), L(1111221111221111), . . . ,
L(11121), L(111212111), L(11121211121), L(111212111212111), . . . ,
L(11211), L(11211211), L(11211211211), L(11211211211211), . . . ,
L(12111), L(1211121), L(12111212111), L(1211121211121), . . . , and
L(21111), L(211112), L(21111221111), L(211112211112), . . .
Note that L(12), L(121), and L(21) are 2-jump modules.
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6.3 Hyperbolic type
We work with the Cartan datum coming from the generalized Cartan matrix
 2 −a
−b 2
 ,
where a, b > 0 and ab > 4. For all m > 0, L(1m) and L(2m) are simple monoweight modules.
If a > 1, the 1-jump modules are:
L(1a2), L(1a22), L(1a221a), . . .
L(1a−121), L(1a−12121a−1), L(1a−12121a−121), . . .
...
L(21a), L(21a2), L(21a221a), L(21a221a2) . . .
We can list the 2-jump modules similarly.
Appendices
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Appendix A
Reference Tables
A.1 Dynkin diagrams
In Table A.1.1 we provide a list of Dynkin diagrams and a labeling of their nodes that is
referenced throughout this dissertation.
A.2 Positive roots
In Table A.2.1 we provide an enumeration of the positive roots for a Lie algebra g corre-
sponding to a Dynkin diagram in Table A.1.1.
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Table A.1.1: Dynkin diagram labeling as in [Lit98]
Type Dynkin diagram Longest word w0 = s1 . . . sn ∈ W
An
1 2 n− 1 n
· · · sk = sksk−1 . . . s1 for all 1 ≤ k ≤ n
Bn
1 2 n− 1 n
· · · sk = sksk−1 . . . s2s1s2 . . . skfor all 1 ≤ k ≤ n
Cn
1 2 n− 1 n
· · · same as for Bn
Dn 1
2
3 n− 1 n
· · ·
s1 = s1, s2 = s2,
sk = sksk−1 . . . s3s1s2 . . . sk
for all 3 ≤ k ≤ n
E6
5 4 3
1
2 6
same as D5 except
s6 = s6s2s3s1s4s5s3s4s2s3s1s6s2s3s4s5
E7
5 4 3
1
2 6 7
same as E6 except
s7 = s7s6s2s3s1s4s5s3s4s2s3s1s6s2s3s4
s5s7s6s2s3s1s4s3s2s6s7
E8
5 4 3
1
2 6 7 8
same as E7 except
s8 = s8s7s6s2s3s1s4s5s3s4s2s3s1s6s2s3
s4s5s7s6s2s3s1s4s3s2s6s7s8s7s6s2s3
s1s4s5s3s4s2s3s1s6s2s3s4s5s7s6s2s3
s1s4s3s2s6s7s8
F4
1 2 3 4
same as B3 except
s4 = s4s1s2s3s1s2s1s4s1s2s3s1s2s1s4
G2
1 2
s1 = s1, s2 = s2s1s2s1s2
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Table A.2.1: Enumerations of positive roots
Type Positive roots
An αi,j := αi + αi+1 + · · ·+ αj 1 ≤ i ≤ j ≤ n
Bn
αi,j := αi + αi+1 + · · ·+ αj 1 ≤ i ≤ j ≤ n
βi,j := 2α1 + · · ·+ 2αi + αi+1 + · · ·+ αj 1 ≤ i < j ≤ n
Cn
αi,j := αi + αi+1 + · · ·+ αj 1 ≤ i ≤ j ≤ n
βi,j := α1 + 2α2 · · ·+ 2αi + αi+1 + · · ·+ αj 2 ≤ i ≤ j ≤ n
Dn
αi,j := αi + αi+1 + · · ·+ αj 2 ≤ i ≤ j ≤ n
βi := α1 + α3 + α4 · · ·+ αi 2 ≤ i ≤ n
γi,j := α1 + α2 + 2α3 + · · ·+ 2αi + αi+1 + · · ·+ αj 2 ≤ i < j ≤ n
G2 α1, α2, α1 + α2, 2α1 + α2, 3α1 + α2, 3α1 + 2α2
Appendix B
Basis Reduction
B.1 Reducing to a sum over a chosen basis
We work over an arbitrary Cartan datum (see Section 2.1). Let α ∈ Q+ and let R(α) be the
corresponding KLR algebra.
Here we describe an algorithm for writing any single term consisting of a product of
generators of R(α) as a linear combination of elements of the basis described in Theorem
3.1.4. It will suffice to assume that the term lies in R(α)e(i) for some i ∈ Iα. If this is not
the case, we can multiply on the right by 1 =
∑
j∈Iα e(j ) to get a sum of terms of this form,
then perform the algorithm on each term separately.
We shall assume that we have a procedure which can take in a product of symmetric
generators and output a list of relations to apply in order to reduce the product to some
prescribed minimal-length form.
The execution of the recursive method TermReduce can be visualized as an oriented tree
in which the root is given by the input term x, the arrows indicate the application of a
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KLR relation, and the leaves represent (multiples of) basis vectors. The leaves can be added
together to form a basis representation of x. The leaves of the tree are contained in the list
y, and w is the basis representation of x obtained by summing all items in y.
Algorithm 1 Reduction to sum over basis of Theorem 3.1.4
1: x← a term in R(α)e(i)
2: y ← empty list
3: TermReduce(x)
4: w ← sum of items in y
5:
6: procedure TermReduce(x)
7: if x is a multiple of a basis element then
8: add x to y
9: return
10: if x contains a pair of adjacent unequal idempotents then return
11: if an idempotent in x is out of position then
12: apply (3.1.3) or (3.1.4) to x to move the idempotent to the right
13: TermReduce(x)
14: return
15: if a polynomial generator in x is out of position then
16: apply (3.1.5), (3.1.7a), or (3.1.7b) to x to move polynomial generator right
17: run TermReduce on each summand of x
18: return
19: rel ← a list of symmetric group relations to apply in order to reduce the product of
symmetric generators at the beginning of x to its prescribed minimal-length form
20: for r in rel do
21: apply relation (3.1.6), (3.1.8a), (3.1.8b), (3.1.8c), (3.1.9a), or (3.1.9b) correspond-
ing to r to x
22: run TermReduce on each new summand of x
23: add x to y
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