We consider algorithms using linear information to solve a linear local or global problem. Although adaptive nonlinear algorithms are possible, we show the existence of nonadaptive linear algorithms having maximal order among all methods using this information. In particular, this answers (in the affkmative) a conjecture made by the author that there always exist maximal-order methods for the local quadrature problem which are nonadaptive and linear.
INTRODUCTION
A large number of problems arising in mathematics are numerically solved via discretization techniques; examples include differentiation, quadrature, approximation, and solution of differential equations. These techniques generally consist of replacing the domain of interest by a grid of subdomains having diameter h: On each subdomain, some form of information is sampled (e.g., a finite number of evaluations of an integrand or its derivatives when doing numerical quadrature), an approximate solution is defined on each subdomain, and an approximate solution on the original domain is obtained by patching together the approximate solutions on each subdomain.
A typical criterion for solving the "local" problems (i.e., the problems on the subdomains) is that the local error be of "local order" p, i.e., have the form O(hP) for p as large as possible. Typically such results may be translated into analogous results for the "global order" (i.e., over the enitre domain of interest). Occasionally, such local results may be of independent interest, as in the case of numerical differentiation. See [2, 3, , for examples.
In general, it is possible for the algorithms to be nonlinear in their dependence on the information. However, we would prefer to use linear algorithms, which are easy to implement; moreover they are (to within a constant factor) of minimal combinatory complexity (see Chapter 5 of Part A of [6] for discussion under a different complexity model). Moreover, the information may be adaptive, i.e., the ith piece of information to be sampled may depend on the first, second,..., (i -I)th pieces of information. For instance, Runge-Kutta methods for ordinary differential equation initial-value problems use adaptive information (see [2, 6] ).
Suppose the problem and the information are linear in their dependence on the "problem elements." For instance, the "local quadrature problem" of evaluating lt f is linear inf; information consisting of evaluating f or its derivatives is an example of linear information. We ask whether it is possible that maxima1 order is attained by a linear nonadaptive method. (This was conjectured for the local quadrature problem in
191.)
In this paper, we show that (under mild smoothness restrictions), linear nonadaptive methods yield maxima1 order, so that adaption and nonlinearity in algorithms will not improve the order. The proof is in two parts. First, we show that adaptive linear information yields no better order than nonadaptive linear information, using ideas similar to thos in [2] and Section 2.7 of Part A of [6] . Hence we need only consider nonadaptive information. Secondly, we show that for nonadaptive "Lipschitzian" linear information, there always exists a linear method of maxima1 order. This is a marked contrast to the model studied in Part A of [6] , where linear "optimal-error algorithms" exist only under further hypotheses (e.g., the problem elements come from a Hilbert space or the problem is to approximate a linear functional).
PRELIMINARY CONCEPTS
Let .S; be a (real or complex) linear topological space of "problem elements," and let .Fz be a normed linear space. Let H > 0 be given, as well as a mapping S: c;T; x [0, H] -r2.
S is said to be a local solution operator. If S(., h) is independent of h for 0 < h < H, then S is said to be a global solution operator; we write S(f) instead of S(f, h) in this case, and write S: 5 + ST,. In Examples 1 and 3 above, the xi are assumed to be in [0, h]; in Example 2, we assume n is odd and Xi = (-1)' [i/2] h.
Our class @(.A'-) of algorithms is then defined as the class of all operators rp:
That is, (p(J'"(f, h), h) is supposed to approximate Sdf; h). In what follows we assume that the problem S is linear, i.e., S(e, h) is linear for all h E [0, H], and that JV is (possibly) adaptive linear @formation, i.e.
and L, ,..., L, are linear functionals in their first variable. If L, ,..., L, depend only on their first two variables (i.e., Li is independent of its final i -1 variables for 1 < i < n), then _A'-is nonadaptive linear information. Note that Examples l-3 are linear problems; the standard information .H* is linear, being adaptive whenever xi depends on the previously chosen xi,..., x,._i, as well as on h. Our measure of goodness of an algorithm is its order; we use the definition of order given in [6] . First, we define an equivalence relation. Given an element f(Z 6, a family $ := (3, : 0 < h < h, <H} is in the N-equivalence class off if there exists 2 E 6 for which lim,+,& = $0 and if
We write ~cZ cydf) when this is the case, dropping the subscript JV where it will cause no confusion. For instance, in Example 1, let In Example 2, we choose
where r = (n -1)/2; then?E EP(f), withTo given by
Finally, in Example 3, let 3*(t) := f(t) + fj (t -xi)** We typically wish to solve two kinds of problems concerning maximal order, the terminology is due to Meersman [4] . A Type I problem is given JY, determine (p* E G(X) such that (
ii) There exists C-Q* E @(J'") such that p(q*) = p(Jlr). m
So, the answer to the Type I problem is to choose q* E Q(N) with&*) = p(M); then q* satisfies (2.4). The answer to the Type II problem is to choose Jlr* E Y,, satisfying PV-*) = ,~fg P(M) = 0) (2.6) n and then to choose q* such that p(q*) = p&F*); then Q* satisfies (2.5).
We now ask whether the classes of permissible algorithms and information operators may be simplified. Our first task will be to simplify the Type II problem by showing that for any JF of the form (2-l), (2.2), one can find nonadaptive Jy-"'" of the same cardinality with ~(JP"") > p(N). Letting e"" denote the subset of 'y, consisting of nonadaptive information, it will then follow that there exists JF* E qon satisfying (2.6).
We now let NE y", so that we may write
with L,(., h) a linear functional (1 < i < n). We define the class @L(J') of all linear algorithms using JF to be all a, E @(Jy-) of the form
where g,(h) E 5 (1 < i < n) are independent off E s7;. As pointed out in [6] , linear algorithms have optimal combinatory complexity (to within a constant factor). Our second task will be to show that if J"(f, .) is nonadaptive and Lipschitz continuous at zero for all f ET, then there exists q* E @L(~) having maximal order. This simplifies the class of algorithms which must be considered when searching for maximal order.
MAIN RESULTS
Let NE Y,, be given by (2.1), (2.2). Define for all E > 0, implying p&N"'") =
P 2 P(J")-I
Using Theorems 2.1 and 3.1, we see that when looking for information of maximal order in Y", we need only consider the nonadaptive methods.
COROLLARY. w=s~P~,Y$dw")*
In what follows, we assume that co" consists of Lipschitzian irlformation, i.e., JV E q"" implies that _N'(S, +) is Lipschitz continuous at 0 for all f E ST;. The triangle inequality, (3.5), (3.6), and (3. Combining Theorems 3.1 and 3.2, we see that the problem of finding a (possibly nonlinear) method for solving a linear problem using (possibly adaptive) linear information and having maximal order is solved by choosing a linear method using nonadaptive linear information.
We finally return to our examples. For Example 1 (local numerical quadrature), Legendrffiauss quadrature is a maximal-order algorithm with local order 2n + 1; see [9] . For Example 2 (numerical differentiation), the central difference formula is a maximal-order algorithm with order n -1 = 2r; see [8] .
We now consider Example 3 (local solution of an initial-value problem). Given f E Sr;, defineJE E_,(f) by (2.3). Since S(f, h) = @"I" PLf(t) dt, where ri = 2x,/h -1, and the minimizing r1 ,..., r, are the zeros of the Legendre polynomial P,(see, e.g., [5] ). This implies that &A'-*) < 2n + 1. We now describe a method of local order 2n + 1 for solving the problem using the information Jtr*. Let Q, denote the polynomial of degree n which is orthogonal to all polynomials of degree at most n -1 with respect to the inner product (r,s)=j"e -"'r(t) s(t) dt. is a linear nonadaptive algorithm. Let 3~ EX*df). Since SE1 a,f(xJ is a Gaussian quadrature rule to approximate Jt emayh(t) dt, we use a standard error formula from [5] , namely, as h-+0 (3.9)
where 5 E (0, h) and as h-i 0, which implies that p(q*) = 2n + 1.
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