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Influence of Perspective on Dynamic Tasks in Virtual Reality
Naval Bhandari* Eamonn O’Neill†
Department of Computer Science, University of Bath, UK
ABSTRACT
Users are increasingly able to move around and perform tasks in
virtual environments (VEs). Such movements and tasks are typically
represented in a VE using either a first-person perspective (1PP) or
a third-person perspective (3PP). In Virtual Reality (VR), 1PP is
almost universally used. 3PP can be represented as either egocentric
or allocentric. However, there is little empirical evidence about
which view may be better suited to dynamic tasks in particular. This
paper compares the use of 1PP, egocentric 3PP and allocentric 3PP
for dynamic tasks in VR. Our results indicate that 1PP provides
the best spatial perception and performance across several dynamic
tasks. This advantage is less pronounced as the task becomes more
dynamic.
Keywords: Dynamic task, virtual reality, first-person perspective,
third-person perspective, egocentric, allocentric, virtual environ-
ment, dynamic view, immersion, presence, spatial perception, task
performance.
1 INTRODUCTION
A dynamic task is one in which the actor’s performance of the task
is influenced directly by the changing environment in which the
task is performed [7, 23, 24, 32]. Edwards [18] states that a task
is dynamic when “the environment in which the decision set [to
perform a task in a particular way] may be changing, either as a
function of the sequence of decisions, or independently of them, or
both”. In some cases, the factors influencing task performance may
be external to the actor, e.g. other cars on the road influencing a
driver’s performance of a manoeuvre. In other cases, the influences
may be intrinsic to the person performing the task, e.g. how tired the
driver is.
In contrast, a static task is one where there are no such factors
influencing the performance of the task. Such tasks are often de-
terministic and will arrive at the same result if given the same in-
put [22, 36, 54]. Trivially, using a light switch can be an example of
such a task. It can be turned on or off. The same amount of move-
ment of the switch is used each time to turn it off, and vice versa. In
normal use there are no factors external to the light switching task
which affect this. Combining a static task with an external factor can
turn it into a dynamic task. If two valves control the flow of hot and
cold water into a container and there is a temperature requirement
for the full body of water, the valve turning becomes a dynamic task
since the flows of both the hot and cold water need to be changed
over time, influenced by the overall water temperature and the flow
through the other valve.
Tasks which require substantial human physical movement are
typically dynamic. Thus, many elements of sports involve dynamic
tasks. Depending on the sport, these elements may include features
of the player, of opponents, of equipment, of the performance space
etc.
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Previous studies have looked at sports as a form of gaming within
VR, but not necessarily the performance or spatial perception of
the player during the activity [2, 4, 17, 21, 29, 38, 55]. Other studies
have investigated task performance within VR, and have compared
it across different user perspectives [1,20,46,47,53]. However, most
studies focus on a single task or do not vary how dynamic the tasks
are. Therefore, it is difficult to draw general conclusions on how
performance may be affected by how dynamic the task is [22].
Several studies have shown that third-person perspective (3PP)
is preferred over first-person perspective (1PP) in games played
on a 2D screen [3, 11, 45, 47], although some studies contradict
this [12, 15, 16]. In headset-based virtual reality (VR), as the camera
is controlled by the player via their head movements, some 3PP
paradigms in traditional games are not applicable. However, the
relative merits of 1PP and 3PP in VR remain an active research
question. Previous research has focused on two representations of
3PP: egocentric and allocentric [44,49,52]. In this paper we compare
the use of 1PP, egocentric 3PP and allocentric 3PP for increasingly
dynamic tasks in headset-based VR, hereafter simply VR for brevity.
We take an empirical approach in this study which allows us to
generalise our results concerning performance and spatial perception
metrics [35,41,43] for dynamic tasks in VR. In Section 2, we identify
that a limitation of previous work in this field is the lack of statistical
power to substantiate the claims made by some studies. We also note
that a large amount of work solely focuses on qualitative measure-
ments, which by themselves cannot confirm their hypotheses. The
study in this paper builds on previous studies, combining qualitative
and quantitative assessments, and has sufficient statistical power to
confirm or reject the hypotheses made.
In this paper, we take three sports as scenarios in which to in-
vestigate the influence of user perspective on the performance of
dynamic tasks in VR. We chose 3 sports - archery, darts, and tennis -
which have common elements including the shared goal of hitting
a target but vary in how dynamic the task is in meeting that goal.
Our study compares the effects of first and third-person perspec-
tives with regard to these dynamic tasks. This is implemented using
camera views which follow the user’s avatar (egocentric) versus
those which are independent of the avatar (allocentric). We found
that 1PP is better than 3PP for both performance and spatial per-
ception, and that allocentric 3PP (A3PP) is better for performance
and spatial perception than egocentric 3PP (E3PP). Our results also
show that as tasks in VR become more dynamic, the differences in
performance and spatial perception between perspectives become
less pronounced. We find that for moderately dynamic tasks, spatial
perception improves when using A3PP compared to 1PP or E3PP.
2 BACKGROUND AND RELATED WORK
Although considerable research has been conducted on perspective
and task in VR, there is little consistency across the literature in
agreeing key themes and demonstrating replicated findings.
Many of the studies investigating the effects of different perspec-
tives on task performance adopted the paradigm of a real time camera
view of the physical world being streamed to the user’s eyes, rather
than placing the user in an interactive virtual environment (VE). It is
therefore unclear the extent to which we can reliably transfer results
from these studies to VEs.
For example, Salamin et al. [46] used cameras to implement a
3PP of the physical environment. Users had a camera attached to
their back and wore a headset. This allowed the user to view the
camera stream to watch themselves performing actions in real time
in the third person. Their experiment consisted of several tasks
such as navigation, or passing a physical ball between the user
and another person. They concluded that most of the participants
preferred 3PP, though this is based on questionnaire results from
only 8 participants. They found that 3PP was the preferred choice
for interacting with moving objects, or for displacement actions,
whereas 1PP was preferred for interacting with static objects directly
in front of the user.
The camera used by Salamin et al. [46] was not stereo, with
a much smaller field of view (FoV) than current head-mounted
displays (HMDs), and therefore provided reduced depth cues to the
user. As there were no VEs in their experiment, the tasks available to
the participants were applicable only to physical scenarios. Although
their study provides some intriguing suggestions of the types of tasks
which may be suitable for a 3PP VR experience, some questions
remain open.
Salamin et al. [47] attempted to improve upon the 3PP approach
in [46] by making the user’s body translucent in order to avoid oc-
cluding their view while performing a task. This was achieved by
creating a mask of the user’s head, and using an additional camera
to fill in the occluded area. This gave users awareness of their own
body while allowing them to see through and beyond it. Salamin et
al. found that this approach offered improved performance over tra-
ditional 3PP, and was better for dynamic tasks than 1PP. Though they
followed a counterbalanced experimental protocol with 24 partici-
pants, they reported no analytical statistics on their data, comparing
only averages. Participants, on average, preferred the improved
version of 3PP for every task.
Salamin et al. [47] investigated several tasks: navigating a room,
opening a door, dropping a ball in a cup, and kicking and throwing a
ball between users. Most of their results were not presented for anal-
ysis but they suggested that 3PP, and their improved version of 3PP,
were better than 1PP for dynamic tasks. Though their improved ver-
sion of 3PP was preferred by users over 1PP and occluded 3PP, both
conventional 3PP and the improved version had worse performance
than 1PP. This was based on the amount of balls caught/touched by
the participant, and the number of “well sent” balls to the experi-
menter in both a football and a basketball scenario. This result was
in contrast to the preferred perspective of the participants.
As with Salamin et al. [47], Englund [20] used a physical camera.
Unlike Salamin et al. [47], Englund used a camera controlled by
an additional person. As the camera was controlled by a separate
person, the camera view was subject to stochastic error due to how
they moved the camera to follow the user. Englund [20] compared
the navigational performance of users with three different types
of view: birds-eye, side-on, and blinded. The birds-eye view had
the camera above the participant, pointing directly down towards
them. The side-on view had the camera beside the participant,
pointing at them. When participants were blinded, they had no
visual representation of the scene and had to rely on their other
senses. Englund [20] found that participants navigated through an
obstacle course quicker using the birds-eye view than the side-on
view. Participants finished marginally faster in birds-eye than in
side-on view. No comparisons were made between the blinded view
and the 3PP conditions.
Kosch et al. [33] created a system which automatically determined
the optimal position of the camera above a user to generate a 3PP
view. This was similar to the set up in Salamin et al. [46], in which
the camera was attached behind the user. The system was tested with
a variety of horizontal and vertical camera positions, all pointing
towards the participant’s head. They concluded that the top-right
side of the user behind their head was the preferred position for the
camera, based on a qualitative evaluation. Their system was not truly
automatic but was manipulated externally by the experimenter. They
compared the participant manually adjusting the camera against the
experimenter adjusting it. The task was to navigate through a maze.
They found that participants performed better with the experimenter
adjusting the position of the camera.
Their results showed no significant difference in speed of comple-
tion between the conditions. They did find a significant difference
in the number of errors made, with fewer made when the exper-
imenter adjusted the camera. However, as the experimenter was
manipulating the camera, unexpected movements by the user were
not accounted for, requiring them to pause the experiment and read-
just the viewing angles. They did not discuss the approach which
would be taken to determine the best position and viewing angle
of the camera if it were to be a truly automatic system. They sug-
gested that using an Unmanned Aerial Vehicle (UAV) would be a
marked improvement, as it would eliminate the need to attach the
3PP camera to the user. Developing a UAV with the capability to
determine the best viewing position while adjusting for even tiny
head movements would, however, be challenging.
Studies have also investigated the role of user perspective in tasks
within fully virtual environments rather than streaming video of the
physical environment to the user’s display. Although in this case the
camera is virtual rather than physical, there remain inconsistencies
across these studies, e.g. in their use of traditional displays or HMDs,
their experimental conditions, and their findings.
Alonso et al. [1] compared catching a virtual ball in VR in 1PP
with different forms of 3PP. They found that the number of balls
caught decreased significantly as the camera moved farther away
from an egocentric point of view. They moved the camera back in
intervals of 0.75m, with the height constant at 2m. As the camera
was moving backwards in one axis instead of diagonally, this could
have had an adverse effect on performance. They concluded that
3PP should not be used for VR tasks unless aligned as closely as
possible to 1PP. No avatar was rendered during Alonso et al.’s [1]
experiment. Rather, just a single controller was rendered. The lack
of an avatar could have contributed to the performance degradation
as the camera was moved farther away from an egocentric 1PP. Most
video games which involve the personification of a character in 3PP
use a representation of that character.
Brunye et al. [9] compared two egocentric perspectives for navi-
gation tasks in a VE. Participants watched a simulated video feed
from either the front of a vehicle (route), on top of one (survey),
a combination of both, or neither. Brunye et al. tested how effi-
ciently participants would navigate through the VE once exposed
to these feeds. They also tested the diminishing effect that each
perspective had as participants increased their exposure to the feeds
after repeated trials. The route perspective is similar to 1PP, and
survey to 3PP. They found that the route perspective was optimal for
navigating short distances, particularly in straight lines, whereas the
survey perspective was better for long distances.
Debarba et al. [13, 14] presented two studies which focused on
how embodied users felt in VR under 1PP and 3PP. The first task
presented to participants was to reach out to an area. The second task
had participants walk onto a ramp surrounded by wooden flooring.
The wooden flooring then dropped (in the VE), revealing a pit below
the participant’s virtual avatar. They used full-body tracking to allow
for accurate control of the avatar. The first task had three conditions:
1PP, 3PP, and allowing participants to alternate between 1PP and
3PP. While participants felt safer in 3PP for the second task, they
preferred 1PP for performing the task. Interestingly, they found that
allowing participants to alternate between perspectives did not break
the feeling of body ownership and embodiment.
Medeiros et al. [37] compared 1PP and 3PP across different
user avatar representations for navigational tasks. Their design
implementation of 3PP was based on the study by Kosch et al. [33],
which is an egocentric spatial representation. They designed 3
representations of the user: a block-like avatar, a human-like virtual
avatar, and a point-cloud mesh representation of themselves. For the
last representation, they captured a point-cloud mesh of the user’s
physical body, and inserted this representation into the VE. The
tasks presented to participants were based around how users interact
with obstacles within a small space instead of navigating through a
larger area. They found that 1PP was the most efficient and effective
perspective for navigation tasks. They stated that users felt a higher
level of embodiment in 1PP than in 3PP for all representations except
the point-cloud mesh, where there were no differences. These results
suggest that a realistic representation of the user is important for
eliciting full-body ownership of the avatar when in 3PP.
Gorisse et al. [25] explored different perspectives in immersive
VEs by testing user performance on object perception and naviga-
tion. They compared 1PP against 3PP, measuring the time taken to
navigate an area, and how accurately participants interacted with
items in a scene, with the user tracked wearing a motion capture suit.
They found that while the user’s spatial perception improved in 3PP,
they performed equally well on the task of deflecting projectiles.
They concluded that 1PP was better for embodying a virtual body,
whereas 3PP was better for spatial awareness and perception. This
was supported by a statistically significant difference in perception
delay between 1PP and 3PP. 1PP was also found to have offered
a significant advantage during navigation tasks without obstacles
and with obstacles. This contrasted with the findings of Salamin
et al. [47, 48] who suggested that 3PP was advantageous when per-
forming dynamic tasks, such as navigation.
To¨ro¨k et al. [49] compared 1PP, 3PP, and an aerial view. While
1PP could be used only in an egocentric view, the other two con-
ditions were tested in both an egocentric and allocentric version.
The egocentric version of 3PP oriented the camera based on which
way the avatar was pointing in the VE. The allocentric version faced
true north, regardless of where the avatar was pointing. The task
was to search and retrieve objects. While they found no significant
performance difference between 1PP and 3PP, participants were
significantly faster at performing the task in E3PP than in A3PP.
The experiment was conducted using a tablet display so the results
are not directly applicable to headset-based VR applications, but it
does again provide intriguing suggestions of the different effects of
egocentric and allocentric reference frames.
The lack of consistency across previous studies in many aspects,
from the control of physical and virtual cameras for generating 3PP
to the tasks performed, makes it difficult to compare findings. There
are also variations even in the definition of dynamic tasks across
previous studies. For example, Salamin et al. [47] stated that non-
static external objects introduced into the task make it dynamic.
Examples given by Salamin et al. were passing a ball between the
participant’s and experimenter’s feet, or catching a ball. This implied
that a response element is required for a dynamic task. Whereas
Johnson et al. [30] claimed that movement from the participant alone
makes a task dynamic. In this case, the movement making it dynamic
was physically moving away from a work area to a separate one, or
retrieving static objects to a work station. Gorisse et al. [25] used
two tasks which fit with these two definitions respectively. The first
task involved dodging spheres, and the second involved navigating
through an environment and interacting with a static object.
While there have been studies comparing first and third person
views, none has compared them across tasks with varying levels
of dynamic elements. To the best of our knowledge, there are
also no studies which have compared an egocentric 3PP against
an allocentric 3PP within immersive headset-based VR. Much of
the previous work comparing 1PP and 3PP has relied on small
scale qualitative data for its findings, with an unknown relationship
between a user’s performance and their stated preferences.
3 EXPERIMENTAL DESIGN
In our study, we compared the use of 1PP, egocentric 3PP and allo-
centric 3PP for varying dynamic tasks in VR. This study combined
experimental trials using different perspectives and dynamic tasks
with demographic and user experience questionnaires. The resulting
collection of quantitative and qualitative data allowed us to analyse
how different perspectives and dynamic tasks affected the perfor-
mance, spatial perception and preferences of users. While Johnson
et al. [30] claim that movement of the user makes the task dynamic,
Salamin et al. [47] state that non-static external objects make the
task dynamic. We incorporated both of these definitions in all of our
tasks, increasing the dynamic elements across our conditions.
We presented user perspective in three distinct views:
• First-person perspective - standard view in a VR HMD;
• Egocentric third-person perspective - viewing an avatar (repre-
senting the user and mapped in real time to the user’s physical
movements) from behind through an HMD, where the camera
view is kept constant relative to the avatar’s head;
• Allocentric third-person perspective - viewing an avatar (repre-
senting the user and mapped in real time to the user’s physical
movements) from behind through an HMD, where the camera
is independent of the avatar’s head.
To investigate the influence of these perspectives on the perfor-
mance of dynamic tasks in VR, we chose 3 sports which, while
they have common elements, have different mechanics and varying
dynamics: archery, darts, and tennis. Archery is the least dynamic
of the three, involving a steady pose with built up potential energy.
Once the participant has drawn back the arrow and lined up the
shot, all they need to do is release it by softening their grip on the
VR controller. Although there are very small movements of their
hands and head which may impact their shot, it is a largely static
task. Darts is more dynamic than archery, with more movement by
the participant, in particular wrist, finger and arm movement. The
tennis task is the most dynamic of the three, involving diverse factors
including where an opponent hits the ball, the position and other
characteristics of the player, and the position and movement of the
racket as it hits the ball.
3.1 Hypotheses
Despite the challenges in comparing the relevant literature, some
key findings do seem, at least tentatively, to emerge from previous
work, and we aimed to build on them in this study. Several previous
studies have concluded that 1PP is the preferred choice of users
in most scenarios [1, 25, 33]. However, these studies are largely
reliant on qualitative user feedback rather than quantitative perfor-
mance metrics, and user preference does not always align with user
performance measures. Hence we set out to test this hypothesis:
H1: Giving a user a first-person perspective (IV) will result in
better performance (DV) compared to any third-person perspective.
Spatial perception is a measurement of a user’s ability to achieve
an accurate understanding of spatial relationships and characteristics
within the VE [6, 26, 28]. This includes a user’s ability to judge
distances and take account of spatial transformations. Gorisse et
al. [25] found that spatial perception was significantly better in 3PP
compared to 1PP, however, the metrics used to determine this may
be subject to some uncertainty. The metric for detecting perception
of an object was determined by when the object entered the HMD’s
viewing frustum. This is a large area, and will mathematically
always contain 1PP’s viewing frustum inside the 3PP alternative. If
all other conditions remain the same, the viewing frustum of 3PP
will always contain an additional zero or more objects compared to
the viewing frustum of 1PP. Hence, we tested a second hypothesis:
H2: Giving a user any third-person perspective (IV) will result in
better spatial perception (DV) compared to a first-person perspective.
The aim of all the tasks in our experiment is to hit a target. Hence,
we used metrics for spatial perception related closely to that aim.
These included, for example, the accuracy of hitting the target, and
the 3D transformation deviation per attempt at hitting the target. See
below for more details of the metrics used.
To¨ro¨k et al. [49] concluded that, although there were no signif-
icant differences between 1PP and 3PP, egocentric 3PP was sig-
nificantly better than allocentric 3PP for both spatial and temporal
performance on a navigation task. Navigation performance has also
been shown as a measure for spatial perception [10]. Hence, our
third hypothesis is:
H3: Giving a user an egocentric third-person perspective (IV)
will result in better task performance (DV) and spatial perception
(DV) compared to an allocentric third-person perspective.
3.2 Participants
Data were collected from 30 participants (17 males, 13 females; age
18-56, mean 26). They were a mixture of university students and
staff. 14 had normal vision, and 16 had corrected to normal vision. 7
had no VR experience, 14 had a little, 5 had a moderate amount, and
4 had a lot of experience in VR. There were 27 trials per participant,
per sport. All data were processed using Statistical Package for the
Social Sciences (SPSS) and R [42].
3.3 Procedure
All participants took part in this study on the basis of written and
informed consent. They were free to opt out of the study at any
time and without delay. The participants were not reimbursed with
monetary payment for their time, nor did they receive any other form
of reward for their participation.
Our data collection took three forms: we collected demographic
data on the participants via a pre-experiment questionnaire; we
ran a series of trials with each participant to collect performance
and spatial perception data; and we used a questionnaire after each
condition to collect data on the user’s experience.
The experimental VE was developed in Unity 3D1. All physical
parameters were set to the default using the Unity physics engine.
The experiment ran on an Alienware R15 laptop, with an i7-6820HK
CPU, and a Nvidia GeForce GTX 980M GPU, with 16GB DDR3
RAM. The HMD used was the HTC Vive2. The HMD allows a
room-scale environment, where the user’s head and controllers are
fully tracked with 6 degrees of freedom (DOF) to an accuracy of
0.3mm in all directions [5, 34, 39]. The tracking environment was a
3m x 3m space.
We used an avatar to depict the participant in the rendered VE.
The avatar moved based on inverse kinematics (IK). We tracked
the user’s head and two controllers, one in each hand. These were
mapped to the head and respective hands of the avatar. The rest of
the avatar body moved based on these three tracked objects. As only
small movements were made by participants, we had no need to
track their feet. We initially planted the feet of the avatar on the floor,
and if the participant moved too far in one direction, the avatar’s
body would adjust to the tracked hands and head.
For E3PP, a virtual camera was placed behind the avatar’s body,
focused on their head position. This let participants see a one-to-one
mapping between their movements and the avatar’s movements in
real time. We offset the camera to 50cm behind and 25cm above the
avatar’s head. This gave us a linear distance of 56cm from the head
position to behind the avatar’s head. This is in line with Alonso et
al. [1], who found that minimising the distance between the user and
the camera maximised the user’s performance. We calculated the
orientation of the camera as:
1 https://unity.com/
2 https://www.vive.com/uk/
f= ˆ(s− t), (1)
r= (0,1,0)× f , (2)
u= f × r, (3)
R=
r 0u 0f 0
s 1
 , (4)
where s and t are the camera and head position respectively. ˆ(s− t)
is the normalisation of the vector. R is the resulting transformation
matrix applied to s to rotate towards the head position. This ensures
that no matter how the participant moves, the camera will always be
pointing centrally towards the head of the participant.
For A3PP, the placement of the camera at the beginning of each
trial was behind and above the avatar in exactly the same position as
for E3PP. As the user moved, the camera did not move relative to the
avatar but independently of it. As the participant moved their head
and hands, the camera and avatar would make the same movements.
This meant, for example, that if the participant turned through 180°,
both the camera and avatar would also turn through 180°, so that the
camera is now pointing away from the avatar, and the user therefore
no longer has the avatar in view (illustrated in Figure 1).
Figure 1: Illustration of head movement in A3PP
The avatar was translucent to provide a balance between allowing
the participant to see their own movements and not occluding what
is in front of the avatar. We chose this approach following Salamin
et al. [47] who found that both performance and user preference
were worse for a fully opaque avatar as opposed to a translucent one.
Our experiment consisted of three sports related dynamic tasks:
archery, darts, and tennis. Each task followed a similar protocol.
The participants were given initial practice prior to starting the task
for each condition.
Participants were given a virtual bow and unlimited arrows for
the archery task. The participant had to grab an arrow from a box
beside them, before nocking it on the bowstring. For both archery
and darts, we created a 3x3 grid along the x-z plane. As practice,
participants had to hit 5 targets, prior to the task beginning and data
being collected for each condition. Each time they hit a target, it
spawned in a new location on the grid. After the initial practice,
participants had to hit the target in all 9 different locations on the
grid.
In the archery task, participants had to shoot a standard circular
archery target, shown in Figure 2. The target spawned randomly on
the grid, and each time the participant hit it, it spawned in a new
location. The order of targets was random for each trial. This was
repeated for each of the 3 perspectives. The bow could be switched
between controllers to account for the participant’s dominant hand.
Participants had to attach the arrow to the bow, and pull the arrow to
shoot it. They aimed the bow using one controller, and adjusted the
bow tension with the other.
The darts task was similar to the archery task. Participants had to
pick up a dart with their dominant hand, and use the movement of
their hand to throw the dart to the target. Participants had the same
initial 5 practice trials, and subsequently 9 targets to hit after the
practice. The grid for the darts task was placed at half the distance
of the archery task.
(a) 1PP tennis (b) E3PP darts (c) A3PP archery
Figure 2: Different perspectives in each sport
In the tennis task, participants had to hit a ball, which came at
them from the other end of the court, to a glowing square target
which covered a 1x3 grid on the court. The targets for the participant
to aim for were the left, right, and centre areas at the opposite end of
the court. We randomised the starting position of the ball across the
same 3 areas. This gave us 9 combinations of where the ball came
from and where the target was. The participants had a virtual tennis
racket attached to their hand, which could be switched between
controllers to allow for their dominant hand. Participants had to hit
the ball coming towards them to the target with the racket.
Participants were given 15 practice trials for the tennis task per
condition before data were collected. A trial was an individual ball
shot. After the 15 practice trials were completed, participants had to
hit the ball to each of the 9 combinations of ball source position and
target position. Each ball appeared 3 seconds after the previous one.
To avoid interference with other balls, we destroyed each ball from
the scene after 6 seconds.
From pilot studies, we determined that the tennis task was diffi-
cult; when hit, the ball seldom went towards the target. In order to
avoid a floor effect due to this observed difficulty in hitting the virtual
tennis ball to the target, we introduced a bias towards the target. This
bias consisted of an 86% linear interpolation of the desired vector
to hit the target and the actual vector produced from the participant
hitting the ball. Further testing gave an average number of targets hit
of 5.37 from a total of 9 per condition and we therefore concluded
that a floor effect would not occur in our experimental trials. This
was borne out by the results. In addition, rather than require the
participant to continue hitting balls until they successfully hit the
target, which might have been a very long time for some participants,
we limited the attempts to 15 balls per target. This meant that a trial
could finish without the participant hitting the target.
Several VR tennis games are available3 4. They currently have
three types of mechanics for moving around the court. Players can
either move according to their physical movements, automatically
teleport to the correct location, or accelerate automatically towards
the ball. There are pros and cons with each of these, with reviews of
the games suggesting that most players opt for automatic teleporta-
tion. Manual movement gives little scope to move around, as most
VR users are playing in spaces much smaller than a tennis court,
while automatic acceleration tends to give users motion sickness.
3 Dream Match Tennis VR PS4
4 First Person Tennis - The Real Tennis Simulator
Because of the potential issues with player movement, we con-
strained the position of the participant to an area in the centre of the
court. The ball was shot towards the racket from the point of spawn-
ing so that participants never had to move far from their current
position.
There were 9 targets per condition, per sport. This gave us a total
of 27 trials per sport, and 81 per participant. After each condition,
the participant was asked a series of questions about that condition.
The dependent variables (DVs) measured were:
• The performance of the participant. The performance metrics
for archery and darts were:
– Time to hit target
– Number of attempts to hit the target
The performance metrics for tennis were:
– Time to hit target
– Number of shots
– Number of successfully hit shots
– Number of bounces
– Number of successfully hit targets
• The spatial perception of the participant. As noted above,
spatial perception includes a user’s ability to judge distances
and take account of spatial transformations. In the context
of our experimental conditions, that entails effectively taking
account of the distances and transformations required by the 3
dynamic tasks. The spatial perception metrics for archery and
darts were:
– Distance to centre of target when hit
– Velocity of arrow/dart when shot/thrown
– Rotational consistency of arrow/dart when shot/thrown
The spatial perception metrics for tennis were:
– Velocity of ball
– Rotational consistency of ball
– Distance to centre of the racket
– Distance to centre of target when hit
– Distance to centre of target when missed
Rotational consistency was calculated as the standard deviation
of the angular magnitude between the shots taken by the participant.
We employed a related samples design with randomisation to
avoid bias for any particular IV and order effect. Each participant
undertook every condition in a random order. We calculated the
minimum sample size as 20 using a power test with a minimum
power of 0.8 [51], given an effect size of 0.4 (Cohen’s D).
4 RESULTS
4.1 Performance and spatial perception
One-way repeated measures ANOVA were conducted to analyse the
effects of perspective on the performance and spatial perception data
captured during the experiment. Post-hoc Tukey HSD (honestly sig-
nificant difference) tests were conducted for pairwise comparisons
between IVs.
For the archery task, the main effects that we observed were
statistically significant differences in task performance based on the
number of shots (AS) (F(1,29) = 10.137, p= .004), and the time
(AT) taken to hit the target (F(1,29) = 6.834, p= .014). The mean
number of shots taken in 1PP was 45% less than in E3PP, and 35%
less than A3PP. The average time taken to hit the target was 9.1
seconds in 1PP, 14.3 seconds in E3PP, and 13 seconds in A3PP.
All the performance metrics support H1, while we have mixed
results for H3. Participants in E3PP were shown to be significantly
worse in both the number of shots taken (p = .051), and the time
taken to hit the target (p= .05) than in A3PP.
We found a significant effect on the accuracy (AA) of the shot
when hitting the target (F(1,29) = 7.455, p = .011), and on the
rotational consistency of the arrow (AR) as it was shot (F(1,29) =
10.137, p = .004). The average accuracy of a shot in 1PP was
27.4cm away from the centre, compared to 31.1cm in E3PP, and
33.3cm in A3PP. There was a large increase in rotational inconsis-
tency from 1PP to both E3PP (45%) and A3PP (34%). These results
lead us to reject H2 and provide mixed results for H3. While the
rotational inconsistency was worse for E3PP compared to A3PP, the
accuracy was higher.
For darts, we observed a significant difference between perspec-
tives for the number of shots taken (DS) (F(1,29) = 6.063, p =
.021), the time taken (DT) to hit the target (F(1,29) = 6.246, p=
.019), the average accuracy (DA) of the shot when hit (F(1,29) =
5.147, p = .032), the rotational consistency of the dart (DR) as it
was released (F(1,29) = 6.063, p= .021), and the velocity of the
dart (DVe) as it was released (F(1,29) = 4.234, p= .05).
The mean number of shots taken was 18.9 in 1PP, 31.2 in E3PP,
and 25.6 in A3PP. The average time to hit the target was 7.86 seconds
in 1PP, 14.93 seconds in E3PP, and 11.8 seconds in A3PP. The
average accuracy of hitting a target was 35.9cm in 1PP, 38cm in
E3PP, and 32.8cm in A3PP. The rotational consistency in A3PP was
6.1% higher than in 1PP, and 46% higher than in E3PP. The average
release velocity was 8.15 m/s in 1PP, 11.5 m/s in E3PP, and 9.75 m/s
in A3PP.
These results support H1, and partially support H2. While par-
ticipants were faster and took fewer shots in 1PP, they were more
accurate in A3PP (p= .05). A3PP also outperformed E3PP with re-
gard to shots taken (p= .048), time taken (p= .039), and accuracy
(p= .019), thus leading us to reject H3.
The only significant effect found in the tennis task was on the
distance from the centre of the racket (TRA) (F(1,29) = 4.441, p=
.045). The average distance was 10.4cm in 1PP, 9.5cm in E3PP, and
9cm in A3PP. The distance was shorter for A3PP than for E3PP
(p= .059), which in turn was shorter than for 1PP (p= .047). This
result supports H2, and leads us to reject H3.
DV 1PP E3PP A3PP
x¯ σ x¯ σ x¯ σ p
AS 12.4 6.94 18.0 14.4 16.7 7.58 .004
AT 9.10 9.77 14.3 13.2 13.0 8.78 .014
AA .274 .099 .312 .098 .333 .083 .011
AR 1.38 .771 2.00 1.60 1.86 .842 .004
DS 18.9 9.72 31.2 25.9 25.6 17.8 .021
DT 7.86 4.98 14.9 14.2 11.8 10.3 .019
DA .359 .101 .381 .072 .328 .088 .032
DR 2.10 1.08 3.47 2.88 2.85 1.98 .021
DVe 8.15 3.64 11.5 7.50 9.75 5.32 .050
TRA .208 .040 .191 .043 .184 .044 .045
Table 1: Means, standard deviations and ANOVA results for perfor-
mance and spatial perception data
We observed several interaction effects between perspective and
sport, i.e. between perspective and how dynamic the task is. As
the sports had similar metrics but each metric was not directly com-
parable, we compared them using a MANOVA. We found that the
number of shots taken increased from archery to darts to tennis
(F(1,89) = 27.62, p=< .001). However, we found that the differ-
ence in the number of shots between perspectives became smaller
as the tasks became increasingly dynamic. This decrease in the
differences between perspectives was also found for the time taken
to hit the target (F(1,89) = 12.36, p < .001), and the accuracy of
the shot (F(1,89) = 23.69, p< .001).
4.2 Demographic Data
We conducted ANCOVA and MANCOVA tests on our demographic
data, and saw a mixture of results when correlating with the per-
formance metrics. Some studies have shown differences between
male and female spatial perception [40] and performance [27]. We
found that male participants hit targets significantly more quickly in
darts (F(1,29) = 4.32, p= .047) and tennis (F(1,29) = 8.71, p=
.006), but were less accurate (F(1,29) = 7.49, p = .011) than fe-
males. They also required more shots in all the sports (F(1,89) =
11.23, p< .001). Women were more accurate (F(1,29) = 11.3, p<
.001) and faster (F(1,29) = 8.11, p = .008) at hitting targets in
archery than men. Women were consistently more accurate in each
sport. While women were faster than men at hitting targets in archery,
they were slightly slower than men in darts, and much slower in
tennis. As the tasks became more dynamic, both men and women
took longer to hit the targets but women’s speed declined more.
We also saw trends with respect to vision and occupation. Par-
ticipants who had normal vision were consistently more accurate
(F(1,29) = 3.98, p= .048) and slower (F(1,29) = 9.49, p= .005)
than participants with corrected vision in both archery and darts.
Students were faster (F(1,89) = 4.97, p= .002) and more accurate
(F(1,89) = 3.93, p = .008) than university staff across all tasks,
although this may well be confounded with factors such as age and
experience in VR.
(a) Average distance error (b) Time to hit target
Figure 3: Performance across tasks for different levels of experience
in third-person games
We asked participants how much experience they had with third-
person games, from no experience at all to a great deal of experience.
14 participants had moderate or greater experience, and 16 had little
to no experience. Participants who had moderate or greater experi-
ence with third-person games outperformed those with little to no
experience across all tasks (F(1,179) = 61.2, p< .001). In contrast,
as Figure 3 illustrates, participants who had moderate or greater expe-
rience with third-person games were not significantly more accurate
(F(1,89) = 2.43, p= .130) or quicker (F(1,89) = 2.23, p= .145)
in any perspective. We also found that participants who had high
experience in first-person games were significantly better than those
who had low experience (F(1,179) = 7.49, p= .011). These results
were similar although less pronounced for participants who had ex-
perience in first-person games than for those who had experience
in third-person games. This suggests that participants who have
had exposure to playing third-person games are less affected by the
transition from 1PP to 3PP than those have not had such exposure.
We also observe that previous experience in video games was signif-
icantly more important than previous experience in the equivalent
physical sports (F(1,179) = 8.70, p = .006). We found no differ-
ences on any of the metrics between participants with varying levels
of experience in real world tennis (F(1,89) = 1.27, p= .269), darts
(F(1,89) = 1.97, p= .172) or archery (F(1,89) = .005, p= .942).
4.3 Post-Condition Questionnaire
A questionnaire was presented to each participant after each con-
dition to capture a subjective assessment of each condition. This
allowed us to investigate whether the participant’s opinions and
preferences were congruent with their quantitative performance and
spatial perception data. The questionnaire collected data on the
participant’s sense of presence, comfort, and ease of use [19, 31, 50].
We categorised the answers to each question into performance or
spatial perception, allowing us to compare these results with the
quantitative data.
A Likert scale was used for each question, composed of strongly
disagree, disagree, agree, and strongly agree. We assigned discrete
integer values from 0 (strongly disagree) to 3 (strongly agree) to
these labels for analysis. As our rating scale was not continuous, we
conducted multivariate non-parametric related samples Friedman
Tests.
We obtained several statistically significant results for the post-
condition questionnaire across perspectives. Participants felt that
1PP and A3PP were significantly easier to perform in than E3PP
(χ2(2) = 10.11, p = .043). There were no significant differences
between 1PP and A3PP. This indicates that users did not find 3PP
per se to be more difficult but they did find an egocentric version
harder to perform in. This pattern was consistent across the level of
discomfort participants felt (χ2(2) = 13.98, p< .001), and how easy
participants felt it was to hit each target (χ2(2) = 11.01, p= .009).
Participants felt that they needed to learn more things in E3PP
than in A3PP (χ2(2) = 11.25, p = .004). This may be attributed
to the fact that the camera mapping in E3PP does not directly map
to the head movements of participants, and thus requires longer
to become accustomed to. Participants felt as if they did better in
both 1PP and A3PP, and felt less discomfort than in E3PP. These
findings are congruent with our quantitative results which showed
that participants performed consistently better in 1PP and A3PP than
in E3PP.
Several significant results were observed across the tasks. Partic-
ipants felt more immersed in archery compared to darts (χ2(2) =
21.46, p=< .001), and more immersed in darts compared to tennis
(χ2(2) = 19.2, p=< .001). The same pattern of responses held for
participants’ desire to stay in the VE (χ2(2) = 10.34, p= .006) and
their discomfort levels (χ2(2) = 11.11, p= .004). As the dynamic
element of the task increased, participants’ preference for it dropped
and their discomfort increased. Participants’ feelings of how easy
the task was decreased from archery to darts to tennis (χ2(2) =
23.69, p=< .001). Participants also found that they needed to learn
less to get going with the sport (χ2(2) = 11.08, p= .004) and that
the target was easier to hit (χ2(2) = 43.3, p =< .001) in archery
than in darts, and in darts than in tennis.
As the questionnaire residual data did not follow a normal distri-
bution, we conducted a non-parametric test for interaction effects
between perspective and dynamic task. We used the F1-LD-F2 de-
sign [8,9] to conduct a non-parametric version of a two-way repeated
measures ANOVA. We performed a post-hoc Tukey HSD test to
examine the pairwise factorial contrasts between the IVs.
We observed an interaction effect for how difficult participants
found each sport (F(4)= 2.579, p= .038). Participants found tennis
harder than archery when in 1PP or E3PP but not in A3PP. Similar
effects were observed for their discomfort levels (F(4) = 2.558, p=
.039). Participants found tennis significantly more discomforting
than archery when in E3PP but not in 1PP or A3PP. This suggests
that as tasks become more dynamic, the participant’s preference for
using 1PP or A3PP over E3PP increases. This provides an intriguing
contrast with the quantitative performance data which suggest that as
tasks become more dynamic, the differences in performance across
the different perspectives become smaller.
5 DISCUSSION
We investigated the influence of altering the user’s perspective on
their performance and spatial perception across varying dynamic
tasks in VR, explicitly taking account of the interaction between
how dynamic the task is and the perspective of the user. We also
investigated the relationship between users’ preferred perspective
and their performance and spatial perception. We found that as
tasks become more dynamic, the effect that user perspective has
on performance and spatial perception decreases. 1PP tends to be
the optimal choice for static to moderately dynamic tasks in VR,
and if 3PP is to be used, an allocentric version is the best choice.
Our results also indicate that user preference is congruent with
performance.
As noted above, archery is the least dynamic of the three tasks,
and is a largely static task. Both the number of shots taken and
the time taken were less in 1PP than in either 3PP condition.
The accuracy was also better in 1PP. A Pearson product-moment
correlation was run to determine the relationship between accu-
racy and time taken to hit the target. There was a strong, posi-
tive correlation between them which was statistically significant
(r = .840, n= 30, p=< .001).
We can infer from the results that the consistent viewpoint of 1PP
and A3PP facilitated participants hitting the target more quickly and
in fewer shots than in E3PP. The rotational and positional movements
of the camera following the avatar in E3PP are compounded by the
movements made by the participant, resulting in a less consistent
viewpoint.
The performance and spatial perception disparities between 1PP
and A3PP may be attributable to the different point of view (POV)
of the camera. The participant will see the angle of the bow at
different POVs, making it harder to align to the target. This meant
it took longer to aim the bow. This is also shown when comparing
A3PP to E3PP. As the camera takes an egocentric view of the avatar,
it is more aligned with the viewpoint in 1PP, particularly with the
angle the camera is pointing towards. With A3PP, if participants are
looking directly ahead, they align their eyes with where the arrow is
pointing.
Similarly to archery, the results for darts favour 1PP in both the
number of shots taken and the time required to hit the target. The
increase in number of shots in A3PP is 35% higher for both archery
and darts compared to 1PP. In E3PP, however, the difference rises to
45% in archery and 65% in darts.
The time taken in A3PP is 50% higher than in 1PP for darts, and
43% higher for archery. The time taken in E3PP is 90% higher than
in 1PP for darts, and 57% higher for archery. While darts is more
dynamic than the archery task, the differences between 1PP and
A3PP remain fairly consistent. Performance and spatial perception
in E3PP are shown to degrade with the more dynamic task. As there
is more movement by the participant in this task, it is likely that the
viewing inconsistency and unnatural movements of E3PP contribute
to poorer performance.
For the darts task, accuracy is highest in A3PP. This somewhat
contradicts the fact that more shots are required, and it takes longer
to hit the target in A3PP than in 1PP. When the target is eventually
hit, participants are significantly more accurate in A3PP than in
either 1PP or E3PP. As the FoV of the participant is larger, they can
see the dart’s path more clearly and for longer. 1PP allows for only
a narrow view of the dart, as participants can see only the back of
the dart as it is shot. Because the camera follows the avatar’s head in
E3PP, this narrow view of the dart is also present, which may result
in a similar effect to 1PP.
When the participant is tracking the dart, their view of it may
perhaps be partially blocked by the avatar even though it is translu-
cent. In A3PP, the dart can be seen from slightly above, and as it
moves, the participant does not have to look at the avatar. This may
have allowed participants to track where the dart lands with higher
precision, allowing for a more accurate shot.
(a) No. of targets hit (b) Time to hit target
(c) Accuracy (d) Average no. of shots
Figure 4: Distribution plots for tennis
The tennis task is the most dynamic and most difficult of the
three, and many participants missed the ball when attempting to hit
it. We observed a significant difference in where the tennis racket
struck the ball, measured as the euclidean distance from the centre
of the racket. The distance from the centre was the smallest in A3PP,
followed by E3PP, then 1PP. As there was a high speed ball coming
towards the player, it was difficult to see the ball and respond by
hitting it. When in 3PP, the participant could see the ball from farther
away. Their racket was also in view, as opposed to 1PP where it
sat outside the participant’s visual periphery, often to the side of the
participant. This allowed the participant to hit the ball more often,
and closer to the centre of the racket. Proximity to the centre of the
racket is generally regarded in tennis as producing a better shot, and
these results suggests that it is easier to hit in 3PP.
Figure 4 illustrates that there were no significant differences
between perspectives in performance or spatial perception for tennis,
which was the most dynamic task. The distribution plots show that
the peaks are in similar positions. We see that variability is higher
for E3PP, indicating that participants were more likely to fall on the
extreme ends of performance.
A general trend was that as the tasks became more dynamic, they
became more difficult, they were enjoyed less, and the perceived
discomfort was higher. Participants found it more difficult to hit the
target as the task became more dynamic, regardless of perspective.
The quantitative results combined with the results from the post-
condition questionnaire suggest that H3 is rejected, and that an
allocentric 3PP is better than an egocentric 3PP in most conditions
across the measures of user performance, spatial perception and user
preference.
The results are mixed for H2, where we reject it for the least
dynamic task of archery and accept it for the more dynamic tasks
of darts and tennis. This suggests that how dynamic a task is has an
influence on how spatial perception is affected by perspective.
The results are also mixed for H1, where we reject it for the most
dynamic task of tennis and accept it for the less dynamic tasks of
archery and darts. This again suggests that how dynamic a task is
has an influence on how performance is affected by perspective, but
in the opposite direction to H2.
6 LIMITATIONS AND FUTURE WORK
The apparatus used for the sports (i.e. bow, arrow, dart and tennis
racket) do not match particularly well the ergonomics of a VR
controller, a common usability issue with many VR applications and
games. While some matched better than others, this may have had an
impact on the participants’ performance. This is most notable in the
darts task, where the user grips the controller like a tennis racket with
the entire hand. They were required to squeeze the controller, and
soften their grip to release the dart. This is an unnatural movement
quite unlike throwing a physical dart in the real world.
The lack of physical feedback is also a potentially limiting factor.
While we provided haptic feedback to the user via the controllers,
there was no force feedback. As the bow is drawn back in the archery
task, the controllers vibrate. When the tennis racket hits a ball, it
generates a vibration. While these add somewhat to the realism of
the experience, they cannot emulate it entirely. That said, our main
aim in this paper is to investigate the influence of perspective in
dynamic tasks in VR, and it is unlikely that more realistic physical
feedback would have a significant systematic influence on the results
between our conditions.
Another potential limitation of this study is the generality of the
hypotheses. By the very nature of a dynamic task, the rule-set of
the task is ever changing. This means that our results may not be
applicable to dynamic tasks which do not have similar inputs and
outputs as those chosen for this study. For example, a navigational
task may require different spatial perception abilities to the tasks
here. This is an interesting direction for future work, as we would
like to isolate multiple spatial perception and performance DVs
which can be empirically analysed to determine how perspective
influences each of them, thereby generalising the results to a wide
range of dynamic tasks in VR.
Our findings suggest that, with the exceptions of performance in
the most dynamic task and spatial perception in the least dynamic
task, 1PP is generally better than 3PP for both performance and
spatial perception. We also show that A3PP is better than E3PP
for performance and spatial perception in most conditions. There is
also evidence to suggest that the differences between perspectives in
user performance and spatial perception become less pronounced as
the task becomes more dynamic. Hence, 1PP is our recommended
perspective for static to moderately dynamic tasks in VR, and if 3PP
is used, an allocentric version is generally the better choice than
egocentric.
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