
























の回帰分析が考えられている。我々が開発してきた分析ソフト College Analysis は元々保
健分野からの出発であったため、経済分野の分析には十分といえない部分があった。我々
はこの状況を改善すべく、経済分野の学習者も気軽に分析を試すことができるように、計
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最初の式から観測されない
ic を消すために、次の変換を実行し、 
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ここに、
f は固定効果を考える場合は 1、考えない場合は 0を与える定数で、 t は時間
効果を考える場合は 1、考えない場合は 0 を与える定数である。また、固定効果、時間効
果、誤差について、以下を仮定する。 
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ここで実際のプログラムでは、 0
ˆ(1 )(1 )f t  − − 部分を改めて 0̂ として計算してい
る。後に述べるように、固定効果や時間効果がある場合、最小 2 乗法の計算から予測値 0̂
は自動的に 0 になる。 
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ここで、固定効果や時間効果がある場合、 
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u   
のように定義すると、以下のように書かれる。 
ˆ =X Xβ X y   
これを解いて、以下を得る。 
1ˆ ( )− =β X X X y  
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すべての仮定を考えると、残差 ˆitu の自由度は以下となる。 
( 1) ( 1) 1f tD nT p n T = − − − − − −   
 
次に、パラメータの標準誤差について考える。回帰式 =y Xβ+uより、 
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上で述べたことを利用して、改めてパラメータ β̂ の共分散を求める。 
1ˆ ( )− − =β β X X X u  
より、
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他も同様であるのでここでは省略する。 
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左辺と右辺第 1 項の関係から、 
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図 1 のような分析実行画面が表示される。 
 
図 1 分析実行画面 
データは通常の重回帰分析と同じであるが、レコード配置は、「個体・時間順の並び」の
場合、図 2 のように、個体 1・年次 1, 個体 1・年次 2, … , 個体 n・年次 1, …, 個体 n・年
次 T の順番で目的変数, 説明変数１, 説明変数２, … が順番に並び、「先頭 2 列で群分け」
の場合、図 3 のように、個体分類, 時間分類, 目的変数, 説明変数１, 説明変数２, … のよ
うにデータが並ぶ。 
 
図 2 「個体・時間順の並び」のデータ形式（パネルデータ分析 1.txt） 
 









図 2 の場合、変数選択ですべての列を選び、「時間数」を 4 と入力して、その他の設定は
何もせず、「重回帰分析」ボタンをクリックした結果を図 4 に示す。 
 






図 5 時間相関がある場合の結果 
次に、固定効果と時間相関がある場合の例を示す。「固定効果」チェックボックスと「時
間相関」チェックボックスにチェックを入れて「重回帰分析」ボタンをクリックすると、
図 6 のような結果となる。 
 
図 6 固定効果と時間相関がある場合の結果 
固定効果と時間相関がある場合の、予測値について示す。「予測値と残差」ボタンをクリ
ックすると、図 7 のような結果を得る。 
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図 7 固定効果と時間相関がある場合の予測値と残差 
図 7 により、本章 1 節の最初に述べた回帰式の構造がよく分かる。部分予測値は、個体効
果や時間効果を除いた予測値で、それにこれらの効果や定数を含めると実際の予測値とな
































帰分析では目的変数を以下のような線形の式で予測する。ここに、変数 ( 1, , )ix i k =
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y x w      +
= =
= + + +      (1) 
一般の回帰分析では、変数はすべて外生変数である。 
操作変数回帰分析では一般に２段階法という手法が使われる。すなわち、まず各内生変
数 ix  を操作変数と呼ばれる、誤差項  と無相関な変数 ( 1, , )iz i m k =  と外生変
数
iw で予測する。 
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この推定されたパラメータ
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ここでは得られたパラメータの値はそのままで、内生変数の予測値を元の実測値に変えて









項と無相関な変数を操作変数と呼ぶ。ここでは目的変数を y ( 1, , N = )、内生変数




















N kN N rN
x x w w
N k r
x x w w
 
 










N mN N rN
z z w w
N m r
z z w w
 
 




真の回帰係数と誤差を (( 1) 1)k r+ + β ， ( 1)N ε とすると、回帰式は以下のように
書ける。 
= +y Xβ ε        (1) 
この式を用いてそのまま最小２乗法を実行すると、εの推定値 ε̂とX は結果として独立








= +X ZC V        (2) 
ここでC は係数行列、V は誤差行列である。但し、X に含まれる定数と外生変数につい
ては恒等式とするので、C とV については以下のようにする。 
1 (1 ) (1 )
(( 1) ( 1)) ( 1) ( ) ( )
( 1) ( ) r
k r




+ +  + + =    
























これらの推定値を Ĉ と V̂ とすると、推定結果は以下のように書ける。 
ˆ ˆ ˆ ˆ= + = +X ZC V X V  
次に第２段階として、予測値 X̂ を使って以下のような回帰式を考える。 
ˆ= +y Xb u        (3) 
推定値の関係は以下となる。 
ˆ ˆ ˆ= +y Xb u  
この推定値 b̂ は N →で真の回帰係数βに収束することが知られている。これを証明
する。 
(2)式の回帰係数の推定値については、 
1ˆ ( )− =C Z Z Z X  
と書けることから、
1( )− =ZP Z Z Z Z として以下を得る。 
1ˆˆ ( )− = = = ZX ZC Z Z Z Z X P X， 
ˆ ˆ = ZX X X P X  
ここに、ある行列 A に対して、
1( )− AP A A A A と定義する。この AP はべき等行列
（ =A A AP P P ）である。この関係を使うと b̂ は以下のように書ける。 
1 1
1 1
ˆ ˆ ˆ ˆ( ) ( )
( ) ( ) ( )
− −
− −
   = =
   = + = +
Z Z
Z Z Z Z
b X X X y X P X X P y
X P X X P Xβ ε β X P X X P ε
 
上の関係より、【公式 3】を使うと 
1 1ˆ ~ ( , ( ) ( ) )N − −  Z Z ε Z Zb β X P X X P Σ P X XP X   
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P Σ P 0  
よって 2 段階法で求めた回帰係数は N →で真の回帰係数に一致する。 
ˆ
N→




 − ⎯⎯⎯→ − =e y Xb y Xβ ε  
この ê を用いて εの推定値とできることが分かる。ここで注意することは、 ê の定義では
X̂ ではなく、X の値をそのまま使うことである。以上より、 
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ここに、 
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b̂ の分布は以下のように書くこともできる。 
1 1 1 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆˆˆ~ ( , ( ) ( ) ) ( , ( ) ( ) )N N− − − −      →εb β X X XΣ X XX β X X X ee X X X  
我々のプログラムではこの関係を利用している。 
余談であるが、説明変数、操作変数共に１つの場合、 
1( )−   = =ZP Z Z Z Z ZZ Z Z  
より、以下となる。 
1 1 1 1
2
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すべて 0 になるはずである。それを調べる問題を考えてみる。 
回帰係数をd 、誤差を eu として以下のような回帰式を考える。 
ˆ
e= +e Zd u        (4) 
この回帰式で定数項を含むすべての係数が 0 になるかどうか調べる検定は RV と EV を








=      (5) 
ここで、 ˆˆ ˆ e= +e Zd u とすると、誤差変動と回帰変動は以下で与えられる。 
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但し、 1m r+ +=R I ， =r 0である。 
 
最後に、(5)式を示しておく。 
i) まず Z Zの正則性と対称性を用いると、ある正方行列F で  =Z Z F F のように書け
ることから、
Z
P はある行列 ( ( 1))N m r + +B を用いて以下のように書ける。 
1 1 1( ) ( )( )− − −   = = =ZP Z Z Z Z ZF ZF BB ，  
以下の関係を用いると 
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であることから、以下となる。 
~ ( , )Nz B ε 0 I  
また ( )(( 1) ( 1))m r k r + +  + +B X で k m であることから、 
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ii) 次に、 N →を仮定すると、 
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図 2 に示す操作変数回帰分析の実行メニューが表示される。 
 
図 2 操作変数回帰分析実行メニュー 












妥当性は第１段階回帰での F 値が 2 以上のとき妥当であると判断される。結果を図 4 に示
す。 
 





が図 5 のように表示される。この値が第２段階の操作変数回帰分析に使われる。 
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図 5 第１段階回帰分析の予測値 
操作変数回帰分析では、内生変数の実測値の代わりに第１段階回帰分析の予測値が用い
られる。結果を図 6 に示す。 
 




















を満たさない場合は、図 9 のような結果が表示される。 
 
図 9 過剰識別の検定の注意メッセージ 
今の場合、例えば、内生変数を１つ減らして内生変数１だけにすれば調べることが可能と
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【公式１】 ( , )Cov =
u
Au Bu AΣ B   
【公式２】  =
u
AΣ B 0ならば、AuとBu は独立した分布である。 
【公式３】 ( 1) ~ ( , )m N
u
u 0 Σ のとき、 
~ ( , )N 
u
d + Au d AΣ A ， 2~ m
-1
uu Σ u  
【公式４】 ~ (0, )mNu I で ( )m mC がべき等行列（CC = C）のとき、 
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