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Abstract
The !lled function method (FFM) is an approach to %nd the global minimum of multimodal functions. The computability
of conventional %lled functions is limited as they are de%ned on either exponential or logarithmic terms. This paper proposes
a new %lled function that does not have such disadvantages. Numerical experiments on typical testing functions showed
that the new function is superior to the conventional one. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Interest in means of global optimization applied to multimodal functions is high because very
few practical problems can be modeled to be unimodal. The well-performed procedures for %nding a
local minimizer usually lose their e7ciency when applied to %nd the global minimizer of multimodal
functions.
The research of global optimization was stimulated by the publication of the two volumes named
Towards Global Optimization [3,4]. The recent progress can be found in [8,14]. This paper concen-
trates on one of the approaches, the !lled function method (FFM). Early studies on the FFM were
reported in [5,6,9,10].
Denition 1.1. Consider a function f(X ), where f :Rn → R1. f(X ) is coercive if f(X )→ +∞ as
‖X ‖ → +∞.
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The FFM is concerned with %nding a global minimizer of a continuously diCerentiable coercive
function f(X ) on Rn, which is assumed to have only a %nite number of minimizers. To introduce
the concept of the FFM, let us elaborate the essentials described in [6].
Denition 1.2. A basin of f(X ) at an isolated minimizer X1 is a connected domain B1 which
contains X1 and in which starting from any point the steepest descent trajectory of f(X ) converges
to X1, but outside which the steepest descent trajectory of f(X ) does not converge to X1.
Denition 1.3. A hill of f(X ) at X1 is the basin of −f(X ) at its minimizer X1, if X1 is a maximizer
of f(X ).
Denition 1.4. A local minimizer X2 is said to be higher than X1 if and only if f(X2)¿f(X1),
and, for this case, B2 is said to be a higher basin than B1. In this paper, Bh and Bl denote all higher
and lower basins than current basin B1 of f(X ), respectively.
Denition 1.5. A function P(X ) is called a %lled function of f(X ) at X1 if
(1) X1 is a maximizer of P(X ) and the whole basin B1 becomes a part of a hill of P(X );
(2) P(X ) has no stationary points in any Bhs; and
(3) There is a point X ′ in a Bl (if such a basin exists) that minimizes P(X ) on the line through X
and X1.
In this paper, we will allow an in%nite maximizer of P(X ).
The FFM consists of two phases, local minimization and %lling:
Phase 1. In this phase, a local minimum point X1 of f(X ) is found. Any eCective technique, for
instance, the variable metric method, can be employed in phase one.
Phase 2. In this phase, an argumented function called the !lled function is constructed. This func-
tion includes f(X ) in its formulation and has a maximizer at X1. Furthermore, it has no
stationary points in any Bhs, and does have a stationary point in a Bl. Phase 2 ends when
such an Xs is found that Xs is in a Bl. Then, the FFM reenters phase 1, with Xs as the
starting point, to %nd a new local minimum point X2 of f(X ) (if such one exists), and so
on.
The above process is repeated until the global minimizer is found.
Several %lled functions have been proposed in the literature. Three popular ones are [5,6]
P(X; r; 
) = exp(−‖X − X1‖2=
2)=[r + f(X )]; (1)
G(X; r; 
) =−{
2 ln[r + f(X )] + ‖X − X1‖p}; (2)
Q(X; a) =−[f(X )− f(X1)] exp(a‖X − X1‖p); (3)
where p= 1 or 2. r and 
 are adjustable parameters, and a is an adjustable positive weight factor.
Both P- and G-functions require two adjustable parameters, which need to be appropriately iterated
and coordinated each other, hence their algorithmic realization is fairly complicated. For this reason,
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it is usually agreed that the Q-function is somehow better than the other two, since it involves only
one adjustable parameter. However, the Q-function includes an exponential term whose argument
is the product of the weight factor a and the norm. As a becomes larger and larger, as required
to preserve the %lling property, the rapid increasing value of the exponential term will result in
failure of computation even if the size of the feasible region is moderate. In practice, this kind of
ill-conditioning problem frequently occurs. To make the Q-function work, many additional cares must
be incorporated into the algorithm [9,11]. It is obvious that the exponential term in the Q-function
has seriously limited its applicability to the practical global optimization problems, especially those
raised from engineering.
In this paper, we propose a class of new %lled functions called the H -function. In Section 2, the
H -function is de%ned and its %lling property is proved. Then the computability of the H -function
is discussed in Section 3. Next, in Section 4, an algorithm is presented. The results of numerical
experiments for testing functions are reported in Section 5. Finally, conclusions are included in
Section 6.
2. H -function
The H -function is de%ned as
H (X ) =
1
arctan[f(X )− f(X1)] − a‖X − X1‖
p; (4)
where a is a positive real used as the weight factor. The instances of the H -function are determined
by the value of p. Without loss of generality, in the following we only consider the case of p= 2.
Several results can be derived from the above de%nition:
1. Given d ∈ Rn and f(X )¿f(X1), if dTf(X )¿0 and dT(X − X1)¿ 0, or dTf(X )¿ 0 and
dT(X −X1)¿0, then d is a descent direction of H (X ) at point X . This is because the directional
derivative of H (X ) takes negative values:
dTH (X ) =−
{
dTf(X )
[arctan(f − f1)]2[1 + (f − f1)2]
+ 2adT(X − X1)
}
¡ 0; (5)
where f − f1 stands for f(X )− f(X1).
2. Given f(X )¿f(X1); dTf(X )¡ 0, and dT(X − X1)¿ 0, if
a¿
−dTf(X )
2dT(X − X1)[arctan(f − f1)]2[1 + (f − f1)2]
≡ al(X ) (6)
then d is a descent direction of H (X ) at point X .
3. Given f(X )¿f(X1); dTf(X )¡ 0, and dT(X−X1)¿ 0, if a¡al(X ) then d becomes an ascent
direction of H (X ) at point X . Notice that the above condition holds since al(X ) → +∞ when
f(X )¿f(X1) and f(X )→ f(X1).
These results clearly characterize the %lling property of the H -function. Particularly, in the ascent
region of the current basin B1 or a higher basin than B1; d is always a descent direction of H (X ).
On the other hand, in the descent region of a higher basin than B1; d is still a descent direction
of H (X ) provided that the weight factor a is su7ciently large. Furthermore, in a lower basin than
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B1, d may become an ascent direction of H (X ) and this possibility does exist. Therefore, under the
continuously diCerentiable assumption, H (X ) must have a stationary point along d.
From its de%nition, the H -function appears more applicable to computational assignments, because
(1) it does not include exponential terms; (2) it needs only one parameter; (3) it is de%ned on the
sum of two terms, rather than a product; (4) it has only the linear dependency on the norm. In
addition, the lower bound of weight factor a is usually smaller than the case of Q-function (see
Section 3).
3. Analysis on weight factor a
It has been described in Section 2 that the weight factor a plays a crux role in a %lled function.
Theoretically, the value of a must be su7ciently large to preserve a desirable %lling capability.
Computationally, the value of a should be small to make the numerical procedures healthy. Therefore,
a %lled function is a robust one if the value of al(X ) is small given a particular X . In this section,
we compare the H -function with the Q-function in terms of the lower bound of a.
It is easy to show from (3) that, with the conditions speci%ed in (6), if
a¿
−dTf(X )
2(f − f1)dT(X − X1) ≡ aq(X ) (7)
then d is a descent direction of Q(X ) at point X . Next, consider the ratio of Eqs. (7) and (6):
aq(X )=al(X ) = [arctan(f − f1)]2[1 + (f − f1)2]=(f − f1): (8)
It will be noted that (8) monotonically increases with argument (f−f1). Consequently, if f−f1¿ 1,
i.e. arctan(f−f1)¿ =4, then al(X ) is always less than aq(X ). This implies that, even with a small
weight factor a, the H -function preserves the desired %lling property.
4. An algorithm
In this section, we present an algorithm for the n-dimensional case. The involved nomenclature
in the algorithm is listed as follows:
a: weight factor in the formulation of the %lled function
fmin: value of the objective function at the local minimum point
fmin0: initial value of fmin, used for the iteration purpose. It is advisable to select fmin0 as a
large positive value
M : counter recording the number of linear searching operations in phase 2 of the FFM
Mt: speci%ed upper bound of M
: the feasible region of the concerned optimization problem
X0: initial point to start phase 1 of the FFM (local minimization)
: multiplier to update the weight factor a (¿ 1).
The following is the details of the algorithm. It has been implemented and incorporated into the
computer programs solving the global optimization problems described in Section 5.
Step 0: Specify X0; a, and M . fmin0 → fmin.
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Step 1: 0 → M . Enter phase 1 of the FFM. Activate the minimization procedure to minimize
the objective function f(X ), starting from X0. Find a local minimum X1. If f(X1)6fmin, then
f(X1)→ fmin; otherwise. a→ a.
Step 2: Enter phase 2 of the FFM.
Step 3: Construct a search direction s using a random number generating procedure. M +1→ M .
Starting from X1, activate the linear search procedure to minimize the %lled function.
Step 4: Continue the linear search. Arrive at point X .
Step 5:
1. If X 	∈ , then go to Step 6.
2. If f(X )¡f(X1), then X → X0; go to Step 1.
3. If X is the minimum point of the %lled function, then X → X0; go to Step 1.
4. Otherwise, go to Step 4.
Step 6: If M ¡Mt , then go to Step 2; otherwise taking the smallest minimum as the global one.
Stop.
5. Numerical experiments
The signi%cance of a new optimization method depends after all on the eCectiveness of solving
practical problems. Several testing functions have been reported in the literature of global optimiza-
tion. These functions are usually used to evaluate the numerical performance of a new approach. In
this section, a set of well-recognized testing functions is described %rst, then the results of numerical
experiment are presented. The conjugate direction method [12] was used in the local minimization
phase, and the parabolic interpolation technique was integrated into the linear searching procedures.
5.1. Testing functions
Six-hump camel-back (n= 2) [1]
fC(X ) = 4x21 − 2:1x41 + x61=3 + x1x2 − 4x22 + 4x42 (−36x1; x263):
The global minimums are (0:08983;−0:7126) and (−0:08983; 0:7126).
Branin (n= 2) [2]
fB(X ) = (x2 − 1:275x21=2 + 5x1=− 6)2 + 10(1− 0:125=) cos(x1) + 10
(−56x1610; 06x2615):
The global minimums are (−3:142; 12:275), (3:142; 2:275), and (9:425; 2:425).
Goldstein–Price (G–P) (n= 2) [4]
fG(X ) = [1 + (x1 + x2 + 1)2(19− 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22]
×[30 + (2x1 − 3x2)2(18− 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22)] (−36x1; x263):
The global minimum is (0;−1).
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Rastrigin (n= 2) [13]
fR(X ) = x21 + x
2
2 − cos(18x1)− cos(18x2) (−16x1; x261):
This function has about 50 minimums.
The global minimum is (0; 0).
Shubert III (n= 2) [6]
fS(X ) =
{
5∑
i=1
i cos[(i + 1)x1 + 1]
}{
5∑
i=1
i cos[(i + 1)x2 + 1]
}
+(x1 + 1:42513)2 + (x2 + 0:80032)2 (−106x1; x2610):
This function has 760 minimums. The global minimum is (−1:42513;−0:80032). Because of
the large number of local minimums and the steep slope around the global minimum, the Shubert
function III has widely been recognized as an important testing function. An illustration is given in
Fig. 1.
Fig. 1. The Shubert function III.
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Sine-square I (n= 6) [7]
fsq1(X ) =
{
10 sin2(x1) + (xn − 1)2
+
n−1∑
i=1
(xi − 1)2[1 + 10 sin2(xi+1)]
}
=n (−106xi610):
This function has about 60 minimums.
The global minimum is (1; 1; 1; 1; 1; 1).
Sine-square II (n= 6) [7]
fsq2(X ) =
{
10 sin2(y1) + (yn − 1)2 +
n−1∑
i=1
(yi − 1)2[1 + 10 sin2(yi+1)]
}
=n
yi = 1 + (xi − 1)=4 (−106xi610):
This function has about 30 minimums.
The global minimum is (1; 1; 1; 1; 1; 1).
Sine-square III (n= 6) [7]
fsq3(X ) =
{
sin2(3x1) + (xn − 1)2[1 + sin2(2xn)]
+
n−1∑
i=1
(xi − 1)2[1 + sin2(3xi+1)]
}/
10 (−106xi610)
This function has about 180 minimums.
The global minimum is (1; 1; 1; 1; 1; 1).
5.2. Results of numerical testing
To evaluate its eCectiveness, the H -function has been used to seek the global minimums of
the testing functions described in the forgoing section. One of the representative traditional %lled
functions, the Q-function, has also been tested. Identical starting points were selected for both %lled
functions. The results of numerical experiments are presented in Table 1, where X0 is the initial
point; Kf the total number of evaluations for the objective function and the %lled function when the
global minimizer was found; Kt the total number of evaluations for the objective function and the
%lled function when the algorithm terminated; Kl the total number of local minimizers found; and
NF represents failed to %nd the global minimizer.
The evaluation of an algorithm or a formulation of the %lled function may involve several layers
of the concerned numerical procedures. It is believed, however, that the number of iterations should
not be regarded as an appropriate index [7]. This is because, in the down-hill searching process,
the number of iterations is dependent on what particular methods are used for the lower layers,
such as unconstrained minimization or linear searching. Typically, there may be several function
evaluations per iteration, and it is these evaluations that consume the major part of total execution
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Table 1
Numerical experiments
H -function Q-function
Kl Kf Kt Kl Kf Kt
Six-hump camel-back: X0 = (−1:6; 0:9) 2 135 279 2 204 346
Branin: X0 = (5; 5) 1 97 252 1 97 3640
G–P: X0 = (−1:6; 0:9) 2 382 526 2 280 1059
Rastrigin: X0 = (−0:5; 0:5) 6 242 566 7 118 3859
Shubert III: X0 = (1; 1) 4 400 563 NF
Sine-square I: X0 = (0; 0; 2;−3; 0;−2) 2 784 2387 NF
Sine-square II: X0 = (1; 4;−2;−5; 3;−2) 1 113 1716 NF
Sine-square III: X0 = (7; 9;−2;−8; 6;−2) 15 1347 4165 NF
time in practical problems. For this reason, we used the total number of evaluations of the objective
function and the %lled function as an appropriate measure for the performance of diCerent %lled
functions. In terms of Kf and Kt , the results of numerical experiments presented in Table 1 imply
that the H -function is superior to the Q-function, especially, for the complicated functions like the
Shubert III function, or the high-dimensional functions like the Sine-square functions. Consequently,
it is reasonable to expect that the H -function is also well applicable to the usually more complicated
engineering optimization programs.
6. Conclusions
The %lled function method is an approach to %nd the global minimum of multimodal and mul-
tidimensional functions. The %lled functions reported in the literature are dependent on either the
exponential term, the logarithmic term, or multiple parameters. In addition, these functions may re-
quire a large weight factor to preserve the %lling property. All of these characteristics are strongly
undesirable in numerical applications as they are liable to the illness of computation.
In this paper, a new %lled function called the H -function is proposed. This function has several
advantages: (1) it does not include any exponential or logarithmic terms; (2) it needs only one
parameter; (3) it is de%ned on the sum of two terms, rather than a product; (4) it has only the
linear dependency on the norm; (5) the lower bound of weight factor a is usually smaller than the
case of Q-function. The results of numerical experiments on typical testing functions implied that
the H -function is more applicable to computational assignments.
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