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Abstract
We show that the Rashba spin-orbit interaction causes spin-twisting itinerant motion of electrons in metals
and realizes the quantized cyclotron motion of conduction electrons without an external magnetic field.
From the view point of the Berry connection, the cause of this quantized motion is the appearance of a
non-trivial Berry connection Afic = − ~
2e
∇χ (χ is an angular variable with period 2π) that generates π flux
(in the units of ~ = 1, e = 1, c = 1) inside the nodal singularities of the wave function (a “Dirac string”)
along the centers of spin-twisting.
Since it has been shown in our previous work1 that the collective mode of ∇χ is stabilized by the electron-
pairing and generates supercurrent, the π-flux Dirac string created by the spin-twisting itinerant motion will
be stabilized by the electron-pairing and produce supercurrent.
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I. INTRODUCTION
Dirac considered a string of singularities of a wave function with flux through it; he showed
that a magnetic monopole should exists at a terminal end of the string2. The vortex line in a type
II superconductor may be considered as a realization of such an object with a magnetic monopole
at a terminal end of it at the surface of the superconductor.
The vortex in the superconductor is explained by the emergence of a vector potential
Afic = − ~
2e
∇χ (1)
which accompanies the electromagnetic vector potentialAem, where ~ is Planck’s constant divided
by 2π, −e is the electron charge, and χ is an angular variable with period 2π. The sum of the
electromagnetic vector potential Aem and Afic
Aeff = Aem + Afic (2)
is an effective gauge invariant vector potential existing in superconductors3.
The standard theory of superconductivity is the BCS theory4. It was originally developed from
the energy gap model of Bardeen5, and identified the cause of the energy gap as the electron
pair formation. The BCS theory has been successfully predicted the superconducting transition
temperature Tc, where Tc is given as the energy gap formation temperature. The appearance of χ
in Afic is due to the use of the particle number non-fixed wave function in the BCS theory; namely,
it is attributed to the U(1) gauge symmetry breaking, thus, it has been believed that the particle
number non-fixed formalism is crucial for a superconductivity theory6,7.
Due to the success of the BCS theory, many researchers had thought that superconductivity was
a completely solved problem; however, the high temperature superconductivity found in cuprates8
has proved it is not so. The superconductivity in the cuprate (the cuprate superconductivity) is
markedly different from the superconductivity explained by the BCS theory (the BCS supercon-
ductivity). Apart from the very high superconducting transition temperature, differences include,
1) The normal state from which the superconducting state emerges is a doped Mott-insulator9
although the BCS superconductivity assumes the band metal for the normal state.
2) Local magnetic correlations in the superconducting state and a close relation between the
magnetism and superconductivity have bee observed in the cuprate10,11, while the magnetism
is harmful for the BCS superconductivity.
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3) The superconducting coherence length of the cuprate is in the order of lattice constant (nano-
scale)12, while it is assumed to be much larger than the lattice constant in the BCS super-
conductivity.
4) The superconducting transition temperature for the optimally doped cuprate is given by the
stabilization temperature of the nano-sized loop currents13–15, while it is given by the energy
gap formation temperature in the BCS superconductivity.
5) The hole-lattice interaction is very strong and small polarons and bi-polarons are created in
the cuprate16–19, while the BCS superconductivity does not assume such a strong electron-
lattice interaction that forms small polarons.
In spite of more than 30 years of research, no widely-accepted theory exists for the mechanim of
the cuprate superconductivity. It is very plausible that a drastic departure from the BCS theory is
needed for the elucidation of the cuprate superconductivity.
In order to explain the cuprate superconductivity, a new supercurrent generation mechanism
where Afic = − ~
2e
∇χ appears as the Berry connection20,21 has been put forward22–25. In this the-
ory, a macroscopic supercurrent is generated as a collection of spin-vortex-induced loop currents
(SVILCs), where the SVILC is a superconducting-coherence-length-sized loop current induced
by a spin-vortex (SV) created around each doped hole in the CuO2 plane. It explains a number of
experimental results in the cuprate superconductors26;
1) Nonzero Kerr rotation in zero-magnetic field after exposed in a strong magnetic field27.
2) The change of the sign of the Hall coefficient with temperature change28.
3) The suppression of superconductivity in the x = 1/8 static-stripe ordered sample10.
4) A large anomalous Nernst signal, including its sign-change with temperature change29.
5) The hourglass-shaped magnetic excitation spectrum10.
6) Fermi-arc observed in the AEPES30.
Actually, the new supercurrent generation mechanism does not require the electron-pair forma-
tion for the supercurrent generation (this does not mean that the electron pairing is not relevant
to the cuprate superconductivity); however, the resulting supercurrent explains the flux quantum
Φ0 = h/2e and the voltage quantum V0 = h f /2e ( f is the frequency of the radiation field).
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At this point I would like to point out a serious misfit that was found in the ac Josephson
effect22,25; it was noticed that the boundary condition employed for the standard derivation of
the ac Josephson effect and that in the real experimental situation were different, and that charge
q = −e should be used for the charge on the particle tunneling through the Josephson junction
instead for q = −2e used by Josephson31. Since the Berry connection origin explains the observed
ac Josephson effect with q = −e, it is suggested that the Berry connection origin of Afic may be
more in accordance with the experiment than the U(1) gauge symmetry breaking origin. Note that
the q = −e electron transfer is possible if the two superconductors in the junction is in such a close
contact that the Bogolibov quasiparticle excitations are absent during the electron transfer between
them and it is accompanied by simultaneous transferring of electrons between the superconductors
and the leads connected to them1,22,25.
Motivated by the above developments, we have reinvestigated the superfluidity problem in
general1. Then, we have found that the particle number non-fixed formalism, such as the standard
BCS formalism and the Bogoliubov-de Gennes formalism32, can be cast in a particle number fixed
formalism if the Berry connection is employed. In other words, the Berry connection put the
Bogoliubov transformation into the particle number fixed form, and replaces the phase variable
arising from the Bogoliubov transformation by the Berry phase from the Berry connection. In this
way, the U(1) gauge symmetry breaking origin of Afic may be replaced by the Berry connection
origin.
Since the persistent current in topological insulators can be attributed to the Berry connection33,
the Berry connection may be the unified ingredient for persistent current generation in supercon-
ductors and topological insulators.
In the present work, we put forward a possible appearance of Afic in the BCS superconductor
from the view point of the Berry connection origin. In this mechanism we add a very small
interaction term, the spin-orbit interaction
e
2m2c2
s · [Eem × (p + eAem)] (3)
in the Hamiltonian34, where s is the electron spin angular momentum, m is electron mass, and
Eem is an electric field. When this interaction affects conduction electrons, it is called the Rashba
spin-orbit interaction35. Since the internal electric field Eem exists more or less in any materials,
the Rashba interaction exists more or less in any materials. We consider the case where the Rashba
interaction energy is much smaller than the energy gap created by the electron-pairing in this work.
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The organization of the present work is following: in Section II, the quantized motion of Bloch
electrons under the influence of a magnetic field and the Rashba spin-orbit interaction is investi-
gated. It is shown that the quantized cyclotron motion occurs even without an external magnetic
field due to the existence of Afic arising from the spin-twisting itinerant motion of electrons. In
Section III, the energy gap for the BCS model is obtained for the case where the electron pairing
occurs between (k, s0(r)) and (−k,−s0(r)), where k is the wave vector and s0(r) is the spin for the
electron that depends on the coordinate r; this coordinate dependence of the spin arises from the
spin-twisting itinerant motion of electrons. In Section IV, the reduction of the kinetic energy due
to the spin-twisting itinerant motion is investigated. The energy reduction is shown to be optimum
when the Berry connection is given by Afic = − ~
2e
∇χ, and the Meissner effetc occurs due to the
existence of Afic. In Section V, the Berry connection from the many-body wave function AMB
previously introduced1 is shown to be identified as Afic. This identification is important in relation
to our previous work1 since it is shown there that AMB is stabilized by the electron-pairing interac-
tion, giving rise to non-trivial Afic for superconductivity. Section VI is the section for concluding
remarks, where we succinctly summarize part of our previous work1 by presenting the particle-
number fixed version of the BCS ground state. It is argued that the formalism using the particle
number changing operators given in our previous work1 and the BCS formalism have the same
mathematical structure, thus, the both yield the same results except the origin of the ac Josephson
effect.
II. APPEARANCEOF SPIN-TWISTING ITINERANTMOTION OF BLOCHELECTRONSUN-
DER THE INFLUENCE OF THE RASHBA SPIN-ORBIT INTERACTION
In this section we consider the quantized motion of Bloch electrons under the influence of the
Rashba interaction and magnetic field. We use the method of the periodic-orbit quantization for
this purpose. It is known that the quantized energy obtained in this way gives an accurate energy36.
In order to obtain the periodic orbit, we use the wave-packet dynamics formalism37. In this
formalism, the motion of the center of the wave packet corresponds to the classical motion of the
electron. The force for the classical motion can be evaluated using the wave packet localized both
in the real coordinate space r and the wave vector space q under the constraint of the Heisenberg
uncertainty condition38.
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Let us consider electrons in a single band and denote its Bloch wave as
|ψq〉 = eiq·r|uq〉 (4)
where q is the wave vector and |uq〉 is the periodic part of the Bloch wave.
It satisfies the Schro¨dinger equation,
H0[q]|uq〉 = E(q)|uq〉, (5)
where H0 is the zeroth order single-particle Hamiltonian for an electron in a periodic potential.
According to the wave packet dynamics formalism, H0[q] is modified as
H0[q] → H0
[
q +
e
~
Aem(r)
]
. (6)
in the presence of the magnetic field Bem = ∇ × Aem.
Using the Bloch waves, a wave-packet centered at coordinate rc and with central wave vector
qc is constructed as
〈r|(qc, rc)〉 =
∫
d3q a(q, t)〈r|ψq〉Σ1(r) (7)
where a(q) is a distribution function, and Σ1(r) is a spin function.
An important point is that we use the spin function that depends on the coordinate r given by
Σ1(r) = e
− i
2
χ(r)

e−i
1
2
ξ(r) sin
ζ(r)
2
ei
1
2
ξr) cos
ζ(r)
2
 (8)
where ζ(r) and ξ(r) are the polar and azimuthal angles of the spin-direction, respectively. This
coordinate dependence is necessary to describe the spin-twisting itinerant motion. The expectation
value of spin s(r) = (sx(r), sy(r), sz(r)) is given by
sx(r) =
~
2
cos ξ(r) sin ζ(r), sy(r) =
~
2
sin ξ(r) sin ζ(r), sz =
~
2
cos ζ(r) (9)
In the following argument, the single-valued requirement of the wave function as a function of
the coordinate is a crucial condition. This is the postulate adopted by Schro¨dinger39, and we must
impose this condition on the wave packet.
We consider the case where the electron performs spin-twisting itinerant motion in which
ξ(r) → ξ(r)+2π occurs after a circular transport along a loop in the coordinate space. The angular
variable χ(r) in Eq. (8) is introduced to make the spin-function single valued; without it the spin
function becomes multi-valued for the shift ξ(r) → ξ(r) + 2π due to the phase factors e±i 12 ξ(r) in
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Eq. (8), resulting the wave packet multi-valued. The condition on χ to impose the single-valued
requirement will be given, later.
The distribution function a(q, t) satisfies the normalization∫
d3q |a(q, t)|2 = 1 (10)
and the localization condition in k space,∫
d3q q|a(q, t)|2 = qc (11)
The distribution of |a(q, t)|2 is assumed to be narrow compared with the Brillouin zone size so that
qc can be regarded as the central wave vector of the wave packet.
The wave packet is also localized in r space around the central position rc,
rc = 〈(qc, rc)|r|(qc, rc)〉. (12)
The localization in the q and r spaces is assumed to satisfy the Heisenberg uncertainty principle38.
We include the following Rashba interaction term in the Hamiltonian
Hso = λ(r) ·
~σ
2
× (pˆ − qAem(r)) , (13)
where λ(r) is the spin-orbit coupling vector (its direction is the internal electric field direction),
pˆ = −i~∇ is the momentum operator, and q = −e is electron charge35.
Let us construct the Lagrangian L′(rc, r˙c, qc, q˙c) using the time-dependent variational principle40,
L′ = 〈(qc, rc)|i~
∂
∂t
− H|(qc, rc)〉. (14)
where H is composed of the Hamiltonian for the band electron that gives the band dispersion
E
(
qc +
e
~
Aeff
1
(rc)
)
and the Rashba interaction Hso.
For convenience sake, we introduce another Lagrangian L that is related to L′ as
L = L′ − ~ d
dt
[
γ(qc, t) − rc · qc
]
, (15)
where γ is the phase of a(q, t) = |a(q, t)|e−iγ(q,t).
By following procedures for calculating expectation values for operators by the wave packet37,
L is obtained as
L = −E
(
qc +
e
~
Aeff1 (rc)
)
+ ~qc · r˙c + i~
〈
uq
∣∣∣∣∣duqdt
〉
+ ~λ(rc) ·
[
s(rc) ×
(
qc +
e
~
Aeff1 (rc)
)]
, (16)
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where s(rc) is the expectation value of spin for the wave packet centered at rc given by
s(rc) =
~
2
〈(qc, rc)|σ|(qc, rc)〉. (17)
and
Aeff1 = A
em + Afic1 (18)
where Afic
1
is the Berry connection arising from Σ1 given by
Afic1 (r) = −i
~
e
Σ
†
1
∇Σ1 = −
~
2e
∇χ(r) + ~
2e
∇ξ(r) cos ζ(r) (19)
We introduce the following wave vector kc,
kc = qc +
e
~
Aeff1 (rc) (20)
and change the dynamical variables from qc, q˙c to kc, k˙c
37.
Then, the Lagrangian with dynamical variables rc, r˙c, kc, k˙c is given by
L(rc, r˙c, kc, k˙c) = −E(kc) + ~λ(rc) · [s(rc) × kc]
+ ~
[
kc −
e
~
Aeff(rc)
]
· r˙c + i~k˙c ·
〈
uq|
∂uq
∂q
〉
q=kc
(21)
Using the above Lagrangian L, the following equations of motion are obtained,
r˙c =
1
~
∂E
∂kc
+ λ(rc) × s(rc) − k˙c ×Ω, (22)
k˙c =
∂
∂rc
[λ(rc) × s(rc) · kc] −
e
~
r˙c × Beff , (23)
where Ω is the Berry curvature in k space defined by
Ω = i~∇q ×
〈
uq|∇q|uq
〉
(24)
and Beff is the effective magnetic field,
Beff = ∇ × Aeff1 (25)
In the following, we consider the case where Ω = 0. Then, Eq. (22) becomes
r˙c =
1
~
∂E(kc)
∂kc
+ λ(rc) × s(rc). (26)
Using Eq. (26), Eq. (23) becomes,
k˙c =
∂
∂rc
[(
r˙c −
1
~
∂E(kc)
∂kc
)
· kc
]
− e
~
r˙c × Beff
= −e
~
r˙c × Beff (27)
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Eqs. (26) and (27) indicate that the wave packet exhibits cyclotron motion for the electron in
the band with energy
E(k) + ~λ(r) × s(r) · k (28)
By following the Onsager’s argument, let us quantize the cyclotron orbit41. From Eq. (21), the
Bohr-Sommerfeld relation becomes
∮
C
(~kc − eAeff1 ) · drc = 2π~
(
n +
1
2
)
(29)
where n is an integer and C is the closed loop that corresponds to the section of Fermi surface
enclosed by the cyclotron motion.
Using Eq. (27), we have
∮
C
~kc · drc = −e
∮
C
drc · rc × Beff = e
∮
C
Beff · rc × drc
= 2e
∮
C
Aeff1 · drc (30)
Thus, Eq. (29) becomes
e
∮
C
Aem · drc + e
∮
C
Afic1 · drc = 2π~
(
n +
1
2
)
(31)
Note that in the usual quantization condition, Afic
1
is absent, and the above becomes the quantized
condition for the cyclotron motion.
Now we consider the case where Afic
1
is present. The above quantization condition is satisfied
even if the magnetic field is absent. If the magnetic field is zero, the first term is zero, and we have
−
∮
C
1
2
∇χ(r) · drc +
∮
C
1
2
∇ξ(r) cos ζ(r) · drc = 2π
(
n +
1
2
)
(32)
which has two solutions, one is ζ = π/2, wC[χ] = −1, n = 0; and the other is ζ = π/2, wC[χ] =
1, n = −1, where
wC[χ] =
1
2π
∮
C
∇χ(r) · dr (33)
is the winding number of χ along loop C. We will argue later that the condition ζ = π/2 may be
achieved by the kinetic energy gain if electron pairs are formed.
The above solutions correspond to the case where Afic
1
is given by
Afic = − ~
2e
∇χ (34)
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The condition ζ = π/2 leads to the following requirements
wC[χ] + wC[ξ] = even number (35)
from the single-valuedness condition for the spin function Σ1 as a function of the coordinate r; if
the above is satisfied, the phase factors e−
i
2
χ(r)e±i
1
2
ξ(r) in Eq. (8) become single-valued.
The conditionwC[χ] = ±1 requires thatwC[ξ] must be odd, thus, wC[ξ] is not zero. The nonzero
value of wC[ξ] means that electrons perform spin-twisting itinerant motion. This indicates that
the quantized cyclotron motion may occur without an external magnetic field when the itinerant
motion is accompanied by the spin-twisting.
III. THE PAIRING ENERGY GAP
The results in the previous section indicate that due to the presence of the Rashba interaction,
the band energy becomes the one in Eq. (28), and Bloch electrons may perform the spin-twisting
itinerant motion.
In this section, we consider a modified BCS model where the pairing between single particle
states (k, s0(r)) and (−k,−s0(r)) occurs, instead between (k, ↑) and (−k, ↓); the use of s0(r) enables
to take into account the possibility for the occurrence of the spin-twisting itinerant motion.
Since we use the results of the BCS theory below, let us briefly review it first4. The Hamiltonian
for the BCS model is given by Hkin + Hint, where Hkin is the kinetic energy given by
Hkin =
∑
kσ
ξ0(k)c
†
kσ
ckσ (36)
ξ(k) is the energy measured from the Fermi energy µ given by
ξ0(k) = E(k) − µ (37)
and Hint is the interaction energy given by
Hint =
1
2
∑
kℓ
Vkℓc
†
k↑c
†
−k↓c−ℓ↓cℓ↑. (38)
The electron pairing occurs between electrons near the Fermi surface due to an attractive Vkℓ that
exists in that region. In the BCS model, Vkℓ is nonzero (Vkℓ = −g) only when |ξ0(k)|, |ξ0(ℓ)| < ~ωD
(ωD is the Debye frequency) is satisfied. Then, ∆k becomes independent of k, will be expred as ∆.
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The superconducting state is given by the following state vector,
|BCS〉 =
∏
k
(uk + vkc
†
k↑c
†
−k↓)|vac〉. (39)
This state exploits the attractive interaction between electron pairs (k ↑) and (−k ↓) and the fol-
lowing energy gap equation is obtained,
∆ = g
∑
|ξ0(ℓ)|<~ωD
uℓvℓ (40)
and uk and vk are parameters given using ∆ and ξ(k)0 as
uk =
1√
2
1 +
ξ0(k)√
ξ2
0
(k) + ∆2

1/2
(41)
and
vk =
1√
2
1 −
ξ0(k)√
ξ2
0
(k) + ∆2

1/2
, (42)
respectively.
The total energy by the formation of the energy gap is given by
EBCSs = E
BCS
n −
1
2
N(µ)∆2 (43)
where EBCSn is the normal state energy, and N(µ) is the density of states at the Fermi energy µ
4.
Now, consider the pairing of (k, s0(r)) and (−k,−s0(r)), and also (k,−s0(r)) and (−k, s0(r)).
We divide the system into coarse-grained cells of volume 1 to take into account the coordinate
dependence of the band energy in Eq. (28), assuming that its coordinate dependence is very slow.
Then, the ground state in the cell with the central position r is given by
|BCS(r)〉 =
∏
k
(uk(r) + vk(r)c
†
k↑c
†
−k↓)|vac〉. (44)
where u±(k, r) and v±(k, r) are given by
u±(kc, r) =
1√
2
1 + ξ±(k, r)√
ξ2±(k, r) + ∆2(r)

1/2
,
(45)
v±(k, r) =
1√
2
1 − ξ±(k, r)√
ξ2±(k, r) + ∆2(r)

1/2
,
(46)
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with
ξ±(k, r) = E±(k) − µ, E±(k, r) = E(k) ± ~λ(r) × k · s0(r) (47)
Then, the gap function ∆(r) is the solution of the gap equation given by
∆(r)=
g
2
∑
|ξ0(ℓ)|<~ωD
{u+(ℓ, r)v+(ℓ, r)+u−(ℓ, r)v−(ℓc, r)}
=
g∆(r)
4
∑
|ξ0(ℓ)|<~ωD

1√
ξ2+(k, r) + ∆
2(rc)
+
1√
ξ2−(k, r) + ∆2(r)

≈ g∆(r)
4
∑
|ξ0(ℓ)|<~ωD

2√
ξ2
0
(k, r) + ∆2(r)
− λ
2
[ξ2
0
(k, r) + ∆2(r)]3/2

≈ g∆(r)N(µ; r)
4
∫
~ωD
−~ωD
dǫ

2√
ǫ2 + ∆2(r)
− λ
2
[ǫ2 + ∆2(r)]3/2

≈ g∆(r)N(µ; r)
{
log
2~ωD
∆(r)
− λ
2
∆2(r)
}
(48)
where N(µ; r) is the density of states at the Fermi energy in the coarse grained cell with the central
position r.
From the above relation, we can obtained the following,
∆(r) ≈ 2~ωD exp
(
− 1
gN(µ; r)
− λ
2
∆2
0
)
; ∆0(r) = 2~ωD exp
(
− 1
gN(µ; r)
)
(49)
where ∆0 is the gap value without the spin-orbit interaction; here, it is assumed that ~ωD ≫ ∆
holds. The gap ∆ is reduced by the spin-orbit interaction. However, if the spin-orbit interaction
parameter λ is significantly smaller that ∆0, the gap is almost the same as the original one. In the
following we assume such a case.
IV. KINETIC ENERGY GAIN BY THE SPIN-TWISTING ITINERANTMOTION
In this section, we consider the appearance of Afic = − ~
2e
∇χ in Eq. (34) from the view point of
the kinetic energy gain.
We consider the case where the pair (k, s0(r)) and (−k,−s0(r)), and another pair (k,−s0(r)) and
(−k, s0(r)), are both occupied. We assume that s0(r) for the first pair arises from the spin function
Σ1 in Eq. (8), and −s0(r) for the second pair arises from the spin function Σ2 given by
Σ2(r) = e
− i
2
χ(r)

ie−i
1
2 ξ(r) cos
ζ(r)
2
−iei 12 ξr) sin ζ(r)
2
 (50)
12
Note that Σ1 and Σ2 are orthogonal.
The fictitious vector potential Afic
2
(r) from Σ2 is calculated as
Afic2 (r) = −i
~
e
Σ
†
2
∇Σ2 = −
~
2e
∇χ(r) − ~
2e
∇ξ(r) cos ζ(r) (51)
and the effective vector potential is given by
Aeff2 = A
em + Afic2 (52)
The single-particle energy for the pair (k, s0(r)) and (−k,−s0(r)) is E+(k, r), and that for the
pair (k,−s0(r)) and (−k, s0(r)) is E−(k, r) in Eq. (47).
Then, the kinetic energy for the cell at r is given by
2
∑
E−(k,r)<µ
E−(k, r) + 2
∑
E+(k,r)<µ
E+(k, r) (53)
For simplicity, we approximate the above energy using the Fermi distribution functions f (ǫ) =
(1 + eǫ/kBT )−1 (kB is Boltzmann’s constant) and density of states N(ǫ; r) as
∫
N(ǫ; r)
2
{
[ǫ + ~λ(r) × kc · s0(r)] f (ǫ + ~λ(r) × kc · s0(r))
+ [ǫ − ~λ(r) × kc · s0(r)] f (ǫ − ~λ(r) × kc · s0(r))
}
dǫ
≈
∫
N(ǫ; r)
2
{
ǫ
[
f (ǫ + ~λ(r) × k · s0(r)) + f (ǫ − ~λ(r) × k · s0(r))
]
+ ~λ(r) × k · s0(r)
[
f (ǫ + ~λ(r) × k · s0(r)) − f (ǫ − ~λ(r) × k · s0(r))
] }
dǫ
≈
∫
N(ǫ; r)
2
{
2ǫ f (ǫ) + 2 |~λ(r) × k · s0(r)|2
∂ f (ǫ)
∂ǫ
}
dǫ (54)
At temperature T = 0,
∂ f (ǫ)
∂ǫ
= −δ(ǫ); thus, we have
∫
dǫN(ǫ; r)ǫ f (ǫ)dǫ − N(µ; r) |~λ(r) × kc · s0(r)|2 (55)
The first term in Eq. (55) may be approximated as
1
2
∑
E(q)<µ,i=1,2
~
2
2m
[
q +
e
~
Aeffi
]2
≈
∑
E(q)<µ
~
2
2m
q2 +
e2ρ(r)
4m
(|Aeff1 |2 + |Aeff2 |2) (56)
assuming that the term linear in q cancels out due to the time-reversal and/or inversion symmetry.
Here ρ is the number density of electrons (later, we consider it as the number density of electrons
participating in the collective mode ∇χ).
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The second term in Eq. (55) may be approximated as
−1
2
∑
E(q)=µ, j=1,2
∣∣∣∣∣~λ(r) ×
[
q +
e
~
Aeffj
]
· s0(r)
∣∣∣∣∣
2
≈ −~2
∑
E(q)=µ
|λ(r) × q · s0(r)|2 −
1
2
∑
j=1,2
e2N(µ; r)
∣∣∣λ(r) × s0(r) · Aeffj ∣∣∣2 (57)
assuming that the term linear in q cancels out.
From the condition for minimizing the kinetic energy, s0 is chosen to satisfy
λ(r) × s0(r) ‖ Aeff1 (r) and Aeff2 (r) (58)
We assumeλ(r) in the coarse-grained cell at r to be uniform in the z-direction; then, the optimal
s0(r) that satisfies the above condition lies in the xy plane. Thus, ζ in A
eff
1
(r) and Aeff
2
(r) is taken to
be ζ = π/2, yielding Afic
1
(r) = Afic
2
(r) = − ~
2e
∇χ. As a consequence, we have the common effective
potential for Aeff
1
(r) and Aeff
2
(r) given by
Aeff = Aem − ~
2e
∇χ = Aem + Afic (59)
The kinetic energy increase given by the appearance of Aeff in Eq. (56) is calculated as
∫
d3r
e2ρ(r)
2m
|Aeff |2 (60)
This indicates that the optimum Afic is the one that gives Aeff = 0 if this choice is possible. If we
adopt Aem = 0 when a magnetic field is zero, the condition yields Afic = 0, i.e., the absence of the
spin-twisting itinerant motion. When Aem , 0, however, the optimal Afic will be the one for the
presence of the spin-twisting itinerant motion.
From the kinetic energy, we can calculate the current density as
jtot(r) = −e2
[
ρ(r)
m
− N(µ; r)|λ(r) × s0(r)|2
]
Aeff(r) (61)
This is the London equation, and the system should exhibit the Meissner effect. Thus, Aeff = 0
is realized in the bulk. If the system is a ring-shaped, it will lead to the quantization of magnetic
flux in the units h
2e
. The equation (57) indicates the occurrence of the energy reduction in the
order of λ2 if the surface energy is negligible compared to the bulk energy. In other words, when a
magnetic field is applied the spin-twisting itinerant motion occurs, and gives rise toAfic that causes
the Meissner effect and the flux quantization in h
2e
.
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V. BERRY CONNECTION FORMANY-BODYWAVE FUNCTIONS AND Afic
We considerAfic from the view point of the Berry connection for the many-body wave functions
(dented as AMB) introduced in our previous work1 in this section.
Let us denote the wave function of a system with N electrons as
Ψ(x1, · · · , xN, t) (62)
where x j = (r j, s j) denotes the coordinate r j and spin s j of the jth electron.
The Berry connection20 associated with this wave function is called the “Berry connection for
many-body wave function”1. In order to calculate this Berry connection, we first prepare the
parameterized wave function |nΨ(r)〉 with the parameter r,
〈s, x2, · · · , xN |nΨ(r, t)〉 =
Ψ(rs, x2, · · · , xN , t)
|C(r, t)| 12
(63)
where |C(r, t)| is the normalization constant given by
|C(r, t)| =
∫
dsdx2 · · · drNΨ(rs, x2, · · ·)Ψ∗(xs, x2, · · ·) (64)
Using |nΨ〉, the Berry connection for many-body wave function is given by
AMB(r, t) = −i〈nΨ(r, t)|∇r|nΨ(r, t)〉 (65)
Here, r is regarded as the parameter20.
When the origin of AMB is not the ordinary magnetic field one, i.e.,
∇ × AMB = 0 (66)
it can be written in the pure gauge form,
AMB = ∇θ (67)
where θ is a function which may be multi-valued.
Let us consider the case whereΨ is given as a Slater determinant of spin-orbitals φ1,1(r)Σ1(r), φ1,2(r)Σ2(r),
. . ., φ N
2
,1(r)Σ1(r), and φ N
2
,2(r)Σ2(r), where φ j,1(r) and φ j,2(r) are time-reversal partners and N is as-
sumed to be even.
Then, AMB is calculated as
AMB = Im
∑N
2
j=1
[
φ∗
j,1
(r)Σ†
1
(r)∇φj,1(r)Σ1(r) + φ∗j,2(r)Σ†2(r)∇φj,2(r)Σ2(r)
]
∑N
2
j=1
[
φ∗
j,1
(r)φj,1(r) + φ
∗
j,2
(r)φj,2(r)
]
=
e
~
Afic
1
∑ N
2
j=1
φ∗
j,1
(r)φ j,1(r) + A
fic
2
∑ N
2
j=1
φ∗
j,2
(r)φ j,2(r)∑ N
2
j=1
[
φ∗
j,1
(r)φ j,1(r) + φ
∗
j,2
(r)φ j,2(r)
] (68)
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where “Im” indicates the imaginary part, and the fact that
∑ N
2
j=1
[
φ∗
j,1(r)∇φ j,1(r) + φ∗j,2(r)∇φ j,2(r)
]
is
real (due to the fact that φ j,1(r) and φ j,2(r) are time-reversal partners) is used.
As is shown in the previous sections, optimal Afic
1
and Afic
2
are given by Afic
1
= Afic
2
= Afic =
− ~
2e
∇χ. In this case, we have
AMB =
e
~
Afic = −1
2
∇χ (69)
thus Afic is identified as AMB with factor ~
e
. We may identify θ as −χ/2.
The kinetic energy part of the Hamiltonian is given by
K0 =
1
2m
N∑
j=1
(
~
i
∇ j
)2
(70)
where m is the electron mass and ∇ j is the gradient operator with respect to the jth electron
coordinate r j.
Using Ψ and AMB, we can construct a currentless wave function Ψ0 for the current operator
associated with K0
Ψ0(x1, · · · , xN , t) = Ψ(x1, · · · , xN , t) exp
−i
N∑
j=1
∫ r j
0
AMB(r′, t) · dr′
 (71)
Reversely, Ψ(x1, · · · , xN , t) is expressed as
Ψ(x1, · · · , xN, t) = Ψ0(x1, · · · , xN , t) exp
− i2
N∑
j=1
χ(r j, t)
 (72)
using the currentless wave function Ψ0.
Due to the spin-twisting the winding number of χ is non-zero, thus, a line of singularities exist
within the loop around which non-zero winding number is obtained. The flux threaded through
the line of singularities can be calculated using Afic, and yields π (mod 2 π) ; thus, the line of
singularities is the π-flux Dirac string. The form of the wave function in Eq. (72) indicates that a
collective mode described by exp
(
− i
2
∑N
j=1 χ(r j, t)
)
that produces the persistent current exists.
In the present formalism, the superconducting state is the one with nontrivial Afic. It plays dual
roles; it is a Berry connection that enables the comparison of the phase of the wave function at
different spatial points and gives rise to the macroscopic quantum interference effects; at the same
time it is the collective mode ∇χ of electrons with a long range order of the average momentum42.
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VI. CONCLUDING REMARKS
In the present work, we have shown that the spin-twisting itinerant motion occurs for the con-
duction electrons of metals due to the Rashba spin-orbit interaction, and it generates Afic. When
the energy gap formation by electron pairing described by the BCS theory occurs,Afic is stabilized;
then, the sum of Afic and Aem form the effective gauge potential Aeff .
In our pervious work1, the state with the wave function Eq. (72) is shown to be stabilized by the
pairing interaction through the fluctuation of the number of particles participating in the collective
mode ∇χ. Let us examine this point below.
In such a case, the ground state is given by
|Gnd(r;N)〉 =
∏
k
(
uk(r) + vk(r)c
†
k↑c
†
−k↓e
−iχˆ(r)) |Cnd(N)〉 (73)
where N is the total number of particles, e−iχˆ(r) is the number changing operator that satisfies
e−iχˆ(r)|Cnd(N)〉 = e−iχ(r)|Cnd(N − 2)〉 (74)
and |Cnd(N)〉 is the state vector related to the wave function Ψ0 in Eq. (71) by
Ψ0(x1, · · · , xN , t) = 〈x1, · · · , xN |Cnd(N)〉 (75)
The number changing operator e−iχˆ(r) is obtained by noting that the conjugate momentum of χ,
pχ is given by
pχ =
1
2
~ρ (76)
where ρ is the number density calculated with Ψ0
1.
Thus, the canonical quantization condition,
[pˆχ(r, t), χˆ(r
′, t)] = −i~δ(r − r′) (77)
where pˆχ and χˆ are operators corresponding to pχ and χ respectively, yields
[
ˆρ(r, t)
2
, χˆ(r′, t)
]
= −iδ(r − r′) (78)
where ρˆ is the operator corresponding to ρ.
From the above relation, e−iχˆ(r) is the number changing operator for the number of particles
participating in the collective mode ∇χ at r that satisfies Eq. (74)1.
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The ground state |Gnd(r;N)〉 actually corresponds to the BCS ground state with the phase factor
e−iχ(r)
|BCS(r; χ)〉 =
∏
k
(
uk(r) + vk(r)c
†
k↑c
†
−k↓e
−iχ(r)) |vac〉. (79)
in the new formalism1.
As the similarity between |Gnd(r;N)〉 and |BCS(r; χ)〉 indicates, the mathematical structure
is unaltered in the new formalism. However, we can calculate superconducting properties with
keeping the total particle number fixed in the new formalism.
There also exists an exception in relation to the ac Josephson effect. The new formalism seems
to be more in accordance with the observed ac Josephson effect. The recent re-derivation of the ac
Josephson effect22,25 indicates that the boundary condition considered by Josephson and the one
employed in the experiment are different. If the experimental boundary condition is employed and
the care is taken for the gauge invariance, the observed Josephson relation actually indicates the
charge on the particle is q = −e not q = −2e. The new formalism explains the experimental ac
Josephson effect with q = −e since the role of the electron pairing is the stabilization of Afic and
the supercurrent is the collective motion of electrons by ∇χ1.
Note that usually, the transfer of electron pairs is considered between the two superconductors
in the Josephson junction using the second order perturbation theory by taking the usual electron
transfer Hamiltonian as a perturbation; in this case, the supercurrent that flows without Bogoliubov
excitations requires electron-pair tunneling. However, the q = −e electron transfer is possible if
the two superconductors in the junction is in such a close contact that the Bogolibov quasiparticle
excitations are absent during the electron transfer between them with simultaneous transferring of
electrons between the superconductors and the external leads connected to them1,22,25. The present
work suggests that ac Josephson effect actually occurs for the above close contact junction. This
point may be clarified if the re-investigation on the contact effect for the ac Josephson effect is
performed. In this respect, it is noteworthy that un-paired electrons seem to be more abundant
than the standard theory in a Cooper pair box43.
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