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Summary
Emerging paradigms of big data and Software-Defined Networking (SDN) in cloud
data centers have gained significant attention from industry and academia. The inte-
gration and coordination of big data and SDN are required to improve the application
and network performance of big data applications. While empirical evaluation and
analysis of big data and SDN can be one way of observing proposed solutions, it is
often impractical or difficult to apply for several reasons, such as expensive under-
takings, time consuming, and complexity; in addition, it is beyond the reach of
most individuals. Thus, simulation tools are preferable options for performing cost-
effective, scalable experimentation in a controllable, repeatable, and configurable
manner. To fill this gap, we present a new, self-contained simulation tool named
BigDataSDNSim that enables the modeling and simulating of big data management
systems (YARN), big data programming models (MapReduce), and SDN-enabled
networks within cloud computing environments. To demonstrate the efficacy, effec-
tiveness, and features of BigDataSDNSim, a use-case that compares SDN-enabled
networks with legacy networks in terms of the performance and energy consumption
is presented.
KEYWORDS:
Software-Defined Networking (SDN); big data; MapReduce programming model; modeling and simula-
tion; performance and energy evaluation.
1 INTRODUCTION
The Software-Defined Networking (SDN)1 paradigm aims to enable dynamic configuration of networks and overcome the lim-
itations of current network infrastructure. It decouples the control layer (configuration and routing policies of network devices)
from the data layer (traffic forwarding) in contrast to traditional networks (see Figure 1). Such abstraction makes SDN more
robust, simplified and flexible to changes, traffic load, and faults. The control layer enforces the network management and rout-
ing policies in the data layer using well-defined application programming interfaces (APIs), where OpenFlow2 is the prominent
protocol that provides such APIs. Because of these attractive features, SDN has recently gained significant attention from indus-
try and academia. As a result, several network vendors (e.g. HP, Pica8, Netgear) have adopted the OpenFlow protocol and started
to support its APIs in their network devices.
Recently, the cloud community has started embracing the SDN paradigm to meet the demands of network-hungry big data
applications. To effectively and efficiently process large volumes of big data, many big data frameworks (e.g., Apache Hadoop ,
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FIGURE 1 Key difference between traditional network and SDN-enabled network.
Apache Storm , etc.) have been developed. Each framework deals with different aspects of big data requirements. For example, a
MapReduce programming model analyses data in simultaneous and stateless fashions, while a stream processing model handles
continuous big data streams in consecutive and stateful manners [2]. By using the SDN, big data applications can enforce their
QoS requirements to the network layer on the fly along with accelerating data processing.
Despite the developments in both SDN and big data, several challenges still need to be tackled to leverage and evaluate the
benefits of SDN for supporting the network capabilities for big data applications. The evaluation and analysis of various pro-
posed solutions using live production environments can be impractical or difficult to apply for several reasons, such as expensive
undertakings, time consuming, complexity, and instability. In order to address these challenges, simulation and emulation envi-
ronments are required for performing cost-effective and scalable experimentation of proposed solutions. To fill this gap, we
present a new, self-contained simulation tool named BigDataSDNSim that enables the modeling and simulating of big data man-
agement systems (YARN), big data programming models (MapReduce), and SDN-enabled networks within cloud computing
environments.
The representation of real-world systems in simulation-based environments allows developers/researchers to observe, analyze,
and determine the strengths and limitations of their hypothesis, design choices and proposed solutions. Simulation tools have the
ability to execute large-scale infrastructure experiments easily, repeatedly, and in a controllable and configurable environment.
In the last few years, there have been several efforts to design simulation and modeling environments. For example, Mininet3
enables the emulation of SDN-based network where it implements customized routing protocols along with OpenFlow interfaces
for instructing switches. Similarly, EstiNet4 allows both simulation and emulation of SDN. Both of these are good for solving
network level challenges in SDN, but not at the application level where network traffic shape can be customized according to
applications.
There are also some efforts to integrate SDN with cloud simulators in order to monitor and optimize resources (e.g.,
CloudSimSDN5). However, the application perspective of big data and the network perspective of SDN scheduling and manage-
ment capabilities are still missing. In this context and to fill this gap, we present a new simulation tool named BigDataSDNSim
that enables the modeling and simulation of big data management systems (e.g. YARN6) and big data programming models
(e.g. MapReduce7) in SDN-enabled cloud computing environments.
BigDataSDNSim is designed and implemented on top of CloudSim,8 in addition to the use of some functions of CloudSimSDN
and IoTSim9 tools. It provides the required infrastructures and capabilities for evaluating and analyzing big data applications that
utilize MapReduce programming models in SDN-powered cloud data centers. BigDataSDNSim is capable of quantifying the
performance impacts of MapReduce applications by means of network and application design choices and scheduling policies
coupled with other configuration factors. The contributions of this paper lie in the developing of a novel simulator that support
following unique resource, network, and application programming model: of (1) a big data management system (BDMS) that
coordinates and schedules resources among competing big data applications co-hosted on shared cloud resources; (2)MapReduce
big data programming model; (3) Software Defined Networking model (SDN); (4) SDN coordination and interaction with other
cloud hosted system and application components (storage, application masters, mappers, etc.); (5) several SDN and application
policies for multilevel optimization, reducing the complexity of deployment, and accelerating the process of evaluation and
testing; and (6) dynamic routing mechanisms where any type of SDN topology can be seamlessly and efficiently simulated.
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The rest of this paper is organized as follows: Section 2 presents related work and reflects the importance and unique capa-
bilities of our simulator. Section 3 elaborates the design and implementation of BigDataSDNSim framework in detail and
demonstrates the features of built-in module policies. Section 5 shows the simulation results and the efficiency, effectiveness,
and practicality of our proposed simulator. Section 6 concludes the paper and highlights some future work.
2 RELATEDWORK
In recent years, simulation has become a powerful approach allowing researchers/developers to conduct in-depth evaluation and
analysis of new algorithms and techniques (e.g., task scheduling strategies, energy conservation techniques, and VM allocation).
To the best of our knowledge, state-of-the-art simulators are not capable of providing big data, SDN, and cloud infrastructures/-
models under one umbrella. Nevertheless, there are some existing simulation tools that can be related to our proposed simulator.
Table 1 compares the characteristics and features of the existing simulators.
There are several simulation tools capable of simulating and modeling the behaviors and characteristics of cloud and legacy
networks. For example, CloudSim8 is one of the most popular cloud-based tools that allows the modeling of physical and virtual
cloud infrastructures using an event-driven architecture. It is capable of simulating and evaluating the performance of cloud
infrastructures as well as deploying various provisioning and allocation policies (e.g. VM placement, CPU task scheduling).
CloudSim forms the base upon which several simulation tools were developed to fill the gap of networks and applications aspects
(e.g. NetworkCloudSim12, WorkflowSim13). GreenCloud14, iCanCloud15, and NetworkCloudSim are other cloud-based tools
focusing on the perspective of legacy networks in terms of characteristics and communications in cloud data centers. However,
these simulators lack (i) modeling and implementation of SDN-enabled network infrastructures (SDN controllers, OpenFlow
mechanisms, dynamic routing algorithms, etc.); and (ii) constructs representing big data management systems (e.g. YARN)
as well as big data programming models (e.g. MapReduce) where they impose strict behaviors and characteristics in terms of
components’ interactions, distributed-task dependencies, and data workflows.
Mininet3 is an SDN-based emulation tool that runs on a single device configured with a Linux-based system. It emulates
different types of network topologies together with hundreds of virtual hosts and diverse UDP/TCP traffic patterns. The external
SDN controller(s) communicates and enforces network policies on Mininet via its unique IP address and OpenFlow APIs. The
main limitation of Mininet is that it does not support application-level infrastructures. To allow Mininet to mimic the behaviors
of MapReduce applications, MRemu16 was introduced where it is capable of using realistic MapReduce workloads/traces within
Mininet environments. It operates based on latency periods extracted from MapReduce job traces (duration of tasks, waiting
times, etc.). Similarly, EstiNet4 is another SDN-based simulation and emulation tool allowing each simulated host to run a real
Linux-based system coupled with several types of real applications. It is capable of simulating hundreds of OpenFlow switches
and generating real TCP/IP traffic. However, none of these tools is capable of capturing details of big data management systems
(e.g. YARN) in terms of system elements (application masters, node managers, etc.). In addition, they lack support for modeling
TABLE 1 a comparison with existing simulators
* with the help of the INET framework10 ; ** with the help of SDN controllers from other projects (e.g., Floodlight11)
Project Language Evaluation Objectives MapReduce Model Network Model BDMS ModelSDN ModelCloud Model Dynamic Routing Mechanisms
Java Performance ✖ ✖ ✖ ✖ ✔ ✖
Java Performance ✖ Limited ✖ ✖ ✔ ✖
Java Performance ✖ ✖ ✖ ✖ ✔ ✖
C++/Otcl Energy ✖ ✔ ✖ ✖ ✔ ✔
C++ Performance ✖   ✔* ✖ ✖ ✔   ✔*
Python Performance ✖ ✔ ✖    ✔** ✖    ✔**
Python Performance ✔ ✔ ✖    ✔** ✖    ✔**
Java Performance & Energy ✖ ✔ ✖ ✔ ✔ ✖
Java Performance ✔ ✖ ✖ ✖ ✔ ✖
Java Performance ✔ ✖ ✖ ✖ ✔ ✖
Java Performance ✔ Limited ✖ ✖ ✖ ✖
Python Performance ✔ ✔ ✖ ✖ Limited ✖
CloudSim 
NetworkCloudSim 
WorkflowSim 
GreenCloud 
iCanCloud 
Mininet
MRemu 
CloudSimSDN 
IoTSim
MR-CloudSim 
MRSim
MRPerf 
BigDataSDNSim Java Performance & Energy ✔ ✔ ✔ ✔ ✔ ✔
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of cloud-specific and MapReduce features, such as job placement policies, VM task scheduling policies, and VM placement
policies.
CloudSimSDN5 is an SDN-based cloud simulator that is modeled and implemented on top of CloudSim8. It enables the
simulation of SDN-network behaviors (SDN controllers, switches, links, packets, etc.) and measures the network performance
based on allocated routing bandwidth (from a source VM to a destination VM) and latency of every link along the route. The focus
of CloudSimSDN is towards reducing host-network energy consumption via joint power management policies. However, it fails
to provide customizable network infrastructures; it has an embedded hard-coded implementation of three-tier fat-tree topology,
which does not allow any other types of topologies to be automatically implemented (e.g., mesh and other tree topologies).
Moreover, it also has limitations in (i) dynamic routing mechanisms for finding routes among sources and destinations on the
fly; (ii) capabilities for deploying traffic policies for VMs/applications/jobs, such as prioritizing network access and bandwidth
allocation; and (iii) an infrastructure of big data management systems and programming models.
IoTSim9 is an extension of CloudSim that mimics the characteristics of the MapReduce programming model. It allows the
simulation and modeling of Hadoop framework (job tracker, task trackers, mappers, and reducers) and provides a management
mechanism to configure IoT applications. Similarly, MR-CloudSim17, MRSim18, and MRPerf19 are other tools that enable the
simulation of MapReduce-based applications with different focuses and features. However, some noticeable deficiencies of these
tools include (i) lack of generic approach of big data programming models and engines (e.g., YARN) where different types
of programming models can be managed and executed simultaneously; (ii) lack of SDN/network mechanisms to optimize the
network performance of diverse big data applications; and (iii) lack of big data management and execution policies to assure
the efficiency and effectiveness of new techniques and approaches, such as job selection, job mapping, and map/reduce task
scheduling.
3 ARCHITECTURE AND DESIGN
In this section, we discuss the fundamental concepts, functionalities, and elements of BigDataSDNSim. The objective of our
simulator is to offer a holistic integration of big data management system and big data programming models that are compatible
with SDN network functions in cloud infrastructures. The logic of BigDataSDNSim is based on YARN (big data management
system) and the MapReduce programming model, in addition to the conceptually proposed architecture of SDN-native big data
integration in our previous paper20. By considering the importance of different policy requirements of big data applications and
SDN traffic engineering, BigDataSDNSim is designed to provide mixed composition of big data and SDN policies to be used or
extended for evaluating and testing new algorithms and techniques.
3.1 Architecture
Inspired by the designs and architectures of CloudSim, CloudSimSDN, and IoTSim, we developed the BigDataSDNSim simu-
lator to provide the necessary infrastructures for evaluating and analyzing big applications in SDN-powered cloud data centers.
Figure 2 presents key components within a multi-layered architecture of the BigDataSDNSim framework (shown by green
boxes), in addition to the used elements of CloudSim and CloudSimSDN. Since IoTSim is specifically developed to simulate the
MapReduce model, we modified most of its logic and code to make it applicable to SDN and big data management systems. In
later sections, we discuss the design and functionality of our proposed BigDataSDNSim’s components in detail.
3.1.1 User level
We recommend that most of the tool’s users focus on this level to implement their strategies, policies, and algorithms. The user
level abstracts away the complexity of the tool, which allows users to focus more effort on cross-performance evaluation and
testing of SDN-enabled big data applications.
• Simulation Specification Layer: This layer allows users to define their own simulation scenarios. They should define the
data center descriptions of host resource requirements (e.g. memory, CPUs) and network physical topology configuration
(switches’ configurations and link relations between hosts and switches) using a single JSON file. Users should also specify
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FIGURE 2 Architecture of BigDataSDNSim.
big data configurations (the number of required VMs and application masters, the task slot size of application masters,
etc.) using a provided Java class. The descriptions of MapReduce workloads or end-users should be submitted in a CSV
file, which includes many attributes such as user’s ID, job type, start time, and the size of network packets.
• Policy Layers: They include big data, SDN, and VM policies. Such policies are key factors for obtaining high performance
in the MapReduce processing and transmission in cloud data center. The abstract class of VM allocation/placement policy
residing in hosts is originally developed in CloudSim. To easily manage MapReduce jobs and tasks, we developed two
abstract classes (job selection and task placement) in addition to the use of the task scheduling class developed in CloudSim
to support big data management systems with procedures about (i) which job to choose first; (ii) where to place tasks;
and (iii) how node managers execute the tasks, respectively. We also developed two SDN abstract classes to allow the
SDN controller to dynamically build routing/forwarding tables together with enforcing application traffic policies in the
network. More details of the policy abstract classes are discussed in Subsection 4.1.
3.1.2 Infrastructure level
This level contains the core components of our tool. Users who demand more functionalities, big data programming models, and
SDN capabilities should extend this infrastructure level.
• Big Data Programming Models Layer: Maintaining various programming models of big data is essential to support appli-
cations that demand different processing mechanisms. big data applications often require cross-platform task executions;
thus, this layer integrates big data programming paradigms under one roof to allow the simulation and analysis of big data
applications. Currently, we implement the computing model of MapReduce in SDN-enabled cloud data centers. MapRe-
duce operates on large amounts of data simultaneously in some specific order. Any extra models required by users can be
modeled and presented in this layer.
• BigData Programming System Layer: Holds components responsible for simulating the behaviors and processes of BDMS,
discussed later in Subsection 3.1.4. BDMS is responsible for allocating and managing resources of distributed systems
along with scheduling tasks to numerous types of big data applications running in multiple big data clusters. The main
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components of BDMS are a resource manager, node managers, application masters, in addition to our generic big data
task (BigDataTask) component to simplify the processing of different big data tasks, such as MapReduce, Stream, etc.
• Storage Layer: Supports the simulation of various types of storage services that obtain a collection of datasets generated
from diverse resources). There are many existing types of storage with different functionalities, processing delays, and
network delivery capabilities, such as storage area networks (SAN), network attached storage (NAS), and directly attached
storage (DAS). Moreover, big data has its own types of storage infrastructures to store, manage, and forward real time or
historical data to cluster nodes, such as Apache Kafka21 and Hadoop Distributed File System (HDFS22). They are critical
elements to be considered on simulation scenarios due to their impacts on the overall application performance. Since our
work is based on MapReduce, we only consider the modeling of SAN storage and some functionalities of HDFS where
historical datasets flow through multiple nodes via the network infrastructure, discussed in later sections.
• Computation Layer: Includes physical and virtual components. In clouds, virtualization of resources, especially host vir-
tualization, is the key factor for their success because it offers several benefits, such as on-demand resource allocation,
scalability, flexibility, cost-saving, and easy management.With virtualization, hosts are able to share their resources among
multiple VMs, where each VM has its own memory, storage, and processor speed characteristics. Note that big data
clusters use container-based virtualization to execute applications. However, CloudSimSDN does not have containerized
virtualization components yet; therefore, it uses VMs as a replacement for containers.
• Network Layer: This layer exposes and simulates network and SDN entities. The fundamental functionalities and issues
of SDN deployment and management are handled in this layer. It allows the network to be controlled and managed via
one or more SDN controllers fed by routing and traffic policies. It also enables the acquisition of a global network view,
network optimization, and the reconfiguration of networks. This layer should be extended when more SDN functionalities
are required to reflect realistic experiments.
• CloudSim Layer: This layer is equipped with the core entities, functionalities, and engine of CloudSim (data center,
resource provisioning and allocation, event processing, simulation clock, etc.). It provides virtualized cloud data centers
and it is responsible for managing the simulation life cycle. The BigDataSDNSim simulator operates on top of this layer
where entities communicate via its event engine by extending the SimEntity component.
It is worth mentioning that VMs, in CloudSim, process applications’ tasks using a unit of representation/identification called
Cloudlet. Relationsl between Cloudlets and network packets do not exist and thus cannot be identified/linked to each other.
The task processing size of VM is different compared to the required network packet’s data size to be sent to destination(s);
BigDataSDNSim, therefore, uses network packet objects introduced by CloudSimSDN to identify the size of data to be sent over
network routes. The size of packet(s) is multiplied by a factor of interests to represent the size of VM tasks (Cloudlets). This
facilitates the simulation of task processing mechanisms of big data applications along with network packets that travel inside
SDN cloud data centers.
subsectionDesign In order to implement the functionalities of BigDataSDNSim, we take advantage of the CloudSim’s capa-
bilities, mainly SimEntity and SimEvent components. Every element that requires communication and cooperation with other
elements (e.g., data center, resource manager, SDN controller, etc.) must extend/use the SimEntity component. The SimEvent
component is used to store many attributes, such as IDs of senders and receivers, data directed to destinations, event invoking
time, etc. Figure 3 depicts the main classes of BigDataSDNSim, shown by green boxes. Figure 4 briefly shows a state transi-
tion diagram of BigDataSDNSim from start to finish. A given condition must be met to move from one state to another. The
following subsections describe the main classes/entities and interfaces used in BigDataSDNSim modeling.
3.1.3 Application modeling design
To model big data applications that leverage MapReduce programming model for analyzing high volumes of data, we design
an BigDataTask class inherited from the Cloudlet class. BigDataTask has numerous variables that need to be filled with values,
such as the ID of application and type of task (e.g. Map, Reduce, Stream). It is instantiated by a respective ApplicationMaster
based on the number of tasks required for analyzing big data data. The execution of BigDataTask takes place on VMs and is
managed by an associated NodeManager residing in a respective host.
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3.1.4 BDMS and SDN modeling design
To model the behavior of BDMS within SDN-enabled data centers, the following classes/entities have been designed and added
to BigDataSDNSim.
• ResourceManager: This entity extends the DatacenterBroker class, developed in CloudSim, with more functions and
attributes. It is responsible for the configuration, deployment, and scheduling of slave nodes’ resources among applications.
It continuously waits for users to submit their applications’ resource requirements to be provisioned in its cluster. It tries to
reserve the required resources using VMs’ usage and availability statistics obtained from continuous heartbeat messages
of NodeManager daemons. If resources are not enough, it will hold the requests in its resource reservation queue on a
first-come first-served basis until the required cluster resources become available.
• ApplicationMaster: This is an entity that manages the application life-cycle of giving big data programming models. In
order for users to deploy their applications, they must request the ResourceManager to build an ApplicationMaster for
each required application. The ApplicationMaster is responsible for negotiating resource reservations, scaling up/down
resources, and tracking/monitoring the execution progress of tasks on VMs. A single user can have two big data appli-
cations based on a MapReduce programming model with different compositions of code logic and/or multi-level of map
and reduce tasks (e.g. one application has two levels of map and reduce tasks, while the other has two levels of map tasks
and one level of reduce tasks). Since resources of every VM are shared among different jobs belonging to a same appli-
cation, the ApplicationMaster should determine scheduling policies for jobs to execute their tasks, such as time-shared,
first-come-first-serve, priority, etc.
• NodeManager: This class models a node manager, which is in charge of controlling and monitoring host resources. Every
node manager is allocated in a single host to periodically report its host status. It consistently informs the actual usage of its
host to the ResourceManager, which is used to properly allocate cluster’s resources among applications besides alleviating
resource contention.
• NetworkNIC: Is an interface that must be implemented by every node that needs to establish and maintain a network
connection. It is similar to the network interface card (NIC) embedded in most of today’s devices. It obtains several abstract
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FIGURE 3 Class diagram of BigDataSDNSim.
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functions that should be overridden when necessary to support the simulation of real world Cloud data center networks.
The key feature of the interface is to allow the deployment of southbound network management protocols (OpenFlow and
Open vSwitch23 (OVS)) in switches and hosts of BigDataSDNSim, respectively. Such protocols enable SDN controller(s)
to have a full network control of nodes, build routing/forwarding tables, and capture a global network view, to name a few.
• SDNController: Is an entity designed to mimic the behavior of an SDN controller. It extends the NetworkOperatingSys-
tem (NOS) class developed in CloudSimSDN with more functions and attributes. It provides network service abstractions
for programmability, scalability, and monitoring. Its key responsibility is to dynamically configure and maintain a net-
work’s logical topology. By gathering the information from each node (switches and hosts), the controller builds dynamic
routing for each host, VM, or application based on implemented routing algorithms. The controller is developed with the
capabilities to seamlessly shape network traffic for each application/job by using the northbound interface of traffic policies.
• StorageAreaNetwork: This class represents one type of storage often used in public/private cloud data centers. As amassive
volume of data is generated every day from a remarkably large number of applications and devices, storing the data for later
analysis and processing is critical, especially when computational resources are unable to handle the incoming stream/-
batch data. In MapReduce-based applications, data often reside on traditional storage where they leverage distributed file
mechanisms (e.g. HFDS) to spread data blocks across elected cluster nodes via network infrastructure.
3.1.5 Extensions of CloudSim and CloudSimSDN
Figure 3 shows the classes of BigDataSDNSim along with the used classes of CloudSim and CloudSimSDN. We implemented
a new class called BigDataDC inherited from the Datacenter class of CloudSim to encapsulate all the infrastructure components
(networking, computing, and big data systems). Classes of CloudSimSDN, excluding the switch class, are modified with new
functions/attributes to enable coordination among big data systems, network infrastructure, and SDN controller(s). Numerous
classes and interfaces of CloudSimSDN that are not presented in Figure 3 (e.g. physicalTopology, virtualTopology, transmission)
are removed or moved in the form of methods in other classes to facilitate the implementation and usage of BigDataSDNSim.
4 IMPLEMENTATION
Figures 5 and 6 demonstrate the interactions and workflows among classes/entities throughout the runtime of BigDataSDNSim.
For simplicity, iterations and other complex data structures used in the simulator are not depicted in the figures. To describe the
implementation and function of our simulator as shown in the figures, we classify BigDataSDNSim’s lifetime into four phases:
infrastructure construction, application establishment, processing and transmission, and performance results.
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The infrastructure construction is the first step users must undertake to use the simulator. As described earlier, the configu-
ration of hosts, switches, and links (number of CPUs, size of memory, link’s bandwidth etc.) is supplied in a JSON file. Once
BigDataSDNSim obtains the file, it passes the file to the BigDataDC by invoking a buildDatacenter() function. As a result, the
BigDataDC initiates the corresponding objects of hosts, switches, and links. In addition, it creates the objects of SDN controller
and resource manager along with building the network topology. Once the resource manager is active, it couples every physical
host with a node manager for monitoring and reporting purposes. Immediately after the successful infrastructure construction,
BigDataSDNSim starts the simulation by triggering an embedded function of CloudSim called startSimulation().
Shortly after BigDataSDNSim starts, the application establishment takes place. BigDataSDNSim sends a request in the form
of CloudSim’s event to the ResourceManager to start the application deployment, which creates a single application master for
each requested application. The configuration requirement of jobs (e.g., start time, size of packets, number of node managers,
etc.) is provided to the ResourceManager using a CSV file and Java class called BigDataConfigure. Next, the ApplicationMaster
iterates over the list of jobs, stores every job and its BigDataTasks (in the form of map and reduce tasks), and negotiates resource
reservation of VMs with the ResourceManager. Note that, we leverage VM-based virtualization as an alternative choice of
container-based virtualization due to an unsupported containerization feature in BigDataSDNSim. Once VMs are successfully
allocated, theResourceManager sends the list of VMs to the ApplicationMaster.
To start the processing and transmission activities, every application should be provided with a list of jobs. Each job is com-
prised of computational (Cloudlets) and transmission (netPackets) tasks to be executed/transfered in a specific order. The current
application logic supported in our simulator is based on two processing and three transmission activities (MapReduce traditional
logic), as depicted in Figure 7. For the processing stage to take place, two requirements must be met: (i) the execution logic of
map and reduce tasks must be placed on/mapped to VMs and (ii) mappers and reducers must acquire the whole required data
to start execution. The transmission stage, on the other hand, includes three activities (i) transferring data from the SAN stor-
age to mappers; (ii) transferring mappers’ output (intermediate data) to reducers; and (iii) transferring reducers’ output (final
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FIGURE 6 Sequence diagram of the proposed SDN model in detail (Note: some of the functions derived from CloudSimSDN).
data) to the SAN storage, respectively (see Figure 7). The ApplicationMaster calculates the size of data blocks to be transferred
from SAN to mappers by dividing a given job data size over the number of mappers. The following equation is used to compute
mapper size ms
푚푠 = 푗푙
푛푚
(1)
where 푗푙 is total job length and nm is the number of job’s mappers. The data block size of the reducer(s) is subject to the
output of its mapper(s). The reducer size rs is obtained through the following equation
푟푠 = 푚푠 ∗ 푓 (2)
where f is a factor of interest.
Any element (mapper, reducer, ApplicationMaster, etc.) that requires data transmissionmust create an object of network packet
and send an event (transmitPacket) loaded with the packet to the SDN controller. Once the SDN controller receives the event, it
first updates the progress of existing packets and removes completed packets along with idle channels. Next, the controller builds
paths/forwarding tables based on VM-to-VM or task-to-task communication (e.g. the SAN storage can send data to map tasks
residing in a same VM using different paths), with respect to the implemented SDN routing algorithms. If there is no existing
Storage Mapper Reducer
1
st
 transmission time 2
nd
 transmission time
3
rd
 transmission time
1
st
 processing time 2
nd
 processing time
FIGURE 7 Transmission and processing phases of BigDataSDNSim’s MapReduce model.
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route between the source and destination, then the SDN controller will build a route, add a forwarding rule to every node along
the route (switches and hosts), and create a channel. The channel is encapsulated in every link along the route in order to avoid
a network bottleneck (e.g. the volume of transmitted data is higher than the bandwidths of intermediate nodes). Following that,
the SDN controller adjusts the bandwidth of every channel by finding the smallest available bandwidth among physical links
existing along the route. The following equation is used to compute channel bandwidth cbw
푐푏푤 =
푚푖푛(푙푏푤(푖))
푛푐
(3)
where lbw(i) is the ith link bandwidth that a given channel traverses through, and nc is the number of channels traveling and
sharing the ith link. Once the bandwidth is determined, the SDN controller hands over the packet to the intended channel. In
order for the SDN controller to track the completion of packets, it calculates the earliest finish time eft among packets, creates an
event with an invoking time of eft, and sends the event internally to itself. The eft can be computed using the following equation
푒푓푡 = 푚푖푛(
푝푟(푗)
푐푏푤(푗)
) (4)
where pr(j) is the remaining data of the jth packet to be transferred and cbw(j) is the channel of the jth packet. The estimated
transmission time trt(j) of the jth packet can be determined using the following equation
푡푟푡(푗) =
푑푠(푗)
푐푏푤(푗)
(5)
where ds(j) is data size of the jth packet to be transferred. The job’s total transmission time jtr is given by
푗푡푟 = 푚푎푥(푠푡푟(푠푚)) + 푚푎푥(푚푝푡푟(푚푟)) + 푚푎푥(푟푑푡푟(푟푠)) (6)
where str(sm) is transmission time from storage s to mapper m, mptr(mr) is transmission time from mapper m to reducer r,
and rdtr(rs) is transmission time from reducer r to storage s. The following equation is used to compute the execution time of
mappers for a given job
푗푚푝 = 푚푎푥(푚푝푒(푚)) (7)
where mpe(m) is the mth mapper execution time . The following equation is used to compute the execution time of reducers
for a given job
푗푟푑 = 푚푎푥(푟푑푒(푛)) (8)
where rde(n) is the nth reducer execution time. The job completion time jct is given by
푗푐푡 = 푗푡푟 + 푗푚푝 + 푗푟푑 (9)
Once there is no more activity/event to take place, the simulation concludes and results are reported. The report structure
reflects the information of jobs, performance measurement of transmission and processing, energy statistics of network and hosts,
and information of forwarding tables. The output of jobs presents the status of every job, such as ID, submission time, queuing
RoutingProtocol
ShortestPath ShortestPathMaximumBandwidth 
TrafficPolicy
FairShare FirstCome-FirstServed
JobSelection
FirstCome-FirstServed ShortestJobFirst
Prioritization
TaskPlacement
LeastUsedFull MostUsedFull
MapReduce Application Policies
SDN Routing Protocols & Traffic Policies
Prioritization
FIGURE 8 Abstract and extended classes of BigDataSDNSim’s policies.
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delay, start time, etc. The transmission result demonstrates the statistics of every connection (IDs of source and destination,
size of packets, start time, transmission time, etc.), while the processing result shows the performance of each map/reduce task
(e.g. VM’s ID, start time, execution time). The energy result presents the power consumption of every switch and host. The
information of forwarding tables shows the list of traversing nodes for every packet along with changes made to the packet’s
bandwidth (size and time) throughout the transmission period.
4.1 Built-in module policies
Computation and communication resource management play an important role in application performance. Their improper man-
agement can lead to numerous issues, such as performance degradation, increasing costs, and wasting energy. Therefore, we
broke down the management of BDMS and SDN into four abstract classes. Such abstractions provide flexibility and facilitate
the deployment process of computation and communication policies (see Figure 8). Those classes should be extended by devel-
opers/researchers who aim to deploy their custom policies. For the purpose of evaluating BigDataSDNSim, we extended every
abstract class with a few algorithms (e.g, shortest path first, least used first), discussed in the next section.
• Job selection and task placement: The job selection and task placement plays an important role in the overall job perfor-
mance. Every application master has a job scheduler to control the execution of jobs. The application master queues all
incoming jobs and schedules them based on a given selection policy and resource availability. Once a job is ready to be pro-
cessed, the application master reads the job’s task requirements (e.g. number of mappers, number of reducers) and places
the tasks into elected VMs based on a given task placement policy. The tasks do not take place until they are triggered.
Note that, the VM’s task scheduling is already implemented in CloudSim with two scheduling techniques (time-shared
and space-shared).
• Routing protocol and traffic policy: As described earlier, the SDN paradigm abstracts away embedded routing mecha-
nisms (a.k.a., forwarding plane) from networking devices (switches and routers) to an SDN controller, refer to Figure
1. Such abstraction requires the SDN controller to maintain a whole network picture of all connected devices (physical
topology) in order to make proper networking decisions. To this end, the SDN controller must contain several protocols
to discover devices, maintain pairwise relations between devices, build forwarding rules, manipulate devices’ forwarding
tables, etc. For the SDN controller to be able to dynamically build routing/forwarding tables, we implemented an abstract
SDN 
Controller
SAN
L1
L2
L3
L4
FIGURE 9 Architecture of the BigDataSDNSim simulation environment with three-tier SDN-enabled Cloud data center.
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TABLE 2 Data center configuration
Host & SAN
CPUs 8
RAM (GB) 30
MIPS 10000
VM
CPUs 4
RAM (GB) 8
MIPS 1250
Network
Link Bandwidth
Storage <-> Core1 switch 4 Gbps
Core <-> Aggregate switches 1 Gbps
Aggregate <-> Edge switches 1 Gbps
class (RoutingProtocol) that can be extended with custom SDN routing algorithms. We adopted and implemented Dijk-
stra’s algorithm24 in a fat-tree topology, which is capable of finding the shortest paths from a single source (e.g. VM,
mapper, reducer) to all other destinations based on given objectives (minimum number of traversing switches, maximum
bandwidth of a route, etc.). Moreover, network traffic can be shaped based on users’ QoS requirements, such as prioritiz-
ing applications/jobs to meet deadline constraints. We, therefore, implemented another abstract class (TrafficPolicy) that
can be extended with novel SDN traffic policies, discussed in Subsection 5.2.
5 PERFORMANCE EVALUATION
In order to demonstrate the practicality of BigDataSDNSim, we created a use-case based on a MapReduce application. The use-
case shows a performance and energy comparison of legacy networks and an SDN paradigm in cloud data centers. The transition
from traditional networks to the SDN is still in its infancy and several investigations need to be made. We therefore shed light
on some of SDN’s features by showing how SDN-enabled cloud data centers are capable of not only optimizing application
performance but also of reducing energy consumption.
5.1 Experiment Configurations
We created a single cloud data center with a hierarchical network architecture (three-tier layers). Figure 9 depicts the physical
topology that includes three layers of switches and one layer of hosts. There are four core switches, eight aggregation switches,
eight edge switches, and 16 hosts. Physical nodes (hosts and switches) and virtual machines are configured according to Table 2.
There is a single link coupled with a bandwidth of 4 Gbps between the SAN storage and one of the core switches (core1). Starting
from the left side of the figure, the first pair of core switches (L1) is connected to four odd switches of the child layer (L2) by
two links, configured with a bandwidth of 1 Gbps each, and vice versa to the others. Every aggregation switch (L2) is attached
to two associated edge switches (L3) via a single link each with a bandwidth of 1 Gbps. Similarly, every edge is connected to
two hosts, each with a link configured with a bandwidth of 1 Gbps.
Hosts and SAN storage are considered homogeneous, as defined in Table 2. Every host is attached to a single node manager
to manage resources and report utilization to a resource manager (see Figure 10). As hosts can always be active in real Cloud
data centers, the hosts (in the run time of BigDataSDNSim) are always active and wait for a VM allocation/deallocation request
from users/customers. Physical storage can be similar to hosts in terms of resource capabilities (CPU, memory, etc.); therefore,
we configure the SAN with similar capabilities as hosts. Note that the performance of SAN (read, write, etc.) does not play an
important part in the use-case since we only consider the performance of MapReduce applications from the time that data travel
from the SAN to mappers until the SAN receives the final data output from reducers, as described in Section 4.
TABLE 3 Job configuration
Job type
Date processing size Data transmission size
Map number Reduce numberMappers Reducers Storage Mappers Reducers
Small 100000 (MI) 75000 (MI) 200 (Gb) 150 (Gb) 100 (Gb) 2 1
Medium 200000 (MI) 175000 (MI) 400 (Gb) 350 (Gb) 300 (Gb) 4 2
Big 300000 (MI) 275000 (MI) 600 (Gb) 550 (Gb) 500 (Gb) 6 3
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FIGURE 10 Major steps of big data application establishment and processing within the cluster of a big data management
system.
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FIGURE 11 Comparison between SDN-enabled and traditional networks.
In our use-case, we assume that the transportation and logistics industry has 15 different sets of data (jobs) to be processed with
different execution logic of MapReduce. In real-world examples of MapReduce applications, every single or group of mappers
and reducers have their own codes/functions where each one processes data in the form of key-value pairs. With the help of
BDMS, the industry can have a single application master capable of handling different sub-application logic in the form of jobs.
There is only a single resource manager that is always up and running to handle new resource allocation requests of a respective
cluster, as shown in Figure 10.
The configuration of jobs the industry submits is shown in Table 3. The jobs are classified into three categories: small, medium,
and big. Every category has five jobs where each category differs from one another in data processing size, data transmission
size, number of mappers, and number of reducers. Further, the industry requires 16 VMsmanaged by a single application master.
Note that mappers and reducers are processed based on million instructions (MI). The data center is configured to allocate VMs
based on a simple VM allocation policy; this has no impact on our experimental evaluations.
5.2 SDN and application policies
In the simulation environment, several policies must be considered throughout the establishment and processing phases of the
application alongwith SDNpolices (see Figure 8). Asmentioned in Section 4.1, application-level policies consist of job selection,
Alwasel ET AL 15
 
0
1000
2000
3000
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Se
co
nd
s
Jobs
Mappers Execution Time
SDN Tradtional Network
(a) Comparison of mappers execution time
 
0
200
400
600
800
1000
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Se
co
nd
s
Jobs
Reducers Execution Time
SDN Tradtional Network
(b) Comparison of reducers execution time
FIGURE 12 Comparison between SDN-enabled and traditional networks.
MapReduce task placement, and VM’s task scheduling, while the SDN-level policies contain SDN routing protocol and SDN
traffic management. The application-level policies that are considered in the use-case evaluation are (i) a first-come, first-served
for the job selection; (ii) VM least-used for the task placement; and (iii) time-shared task scheduling for VMs.
We implemented two routing algorithms to show the difference between legacy networks and SDN along with obtaining
dynamic routing and traffic shaping capabilities. For legacy networks, we implemented the well-known Dijkstra’s algorithm
with the objective of finding the minimum number of traversing links (shortest path). Note that we use a fat-tree topology where
there are many routes with same number of links. The algorithm finds all elected routes and randomly selects one of them where
packets of respective mappers/reducers will only travel via the route. For SDN, we extended the Dijkstra’s algorithm with the
objective of finding the minimum number of traversing links first, then finding the maximum bandwidth among the elected
routes. Every time a new packet enters the network, the SDN controller executes the algorithm and finds a route, constrained
to the two objectives. Two packets from the same VM can have two different routes to the same destination VM. Moreover, we
used a fair-share traffic policy where network bandwidth is equally shared.
5.3 Evaluation Results
We created the simulation environment and job configurations according to the criteria discussed above. The order of jobs
(small, medium, and large) entering the simulation is random. There is an interval time of one second. The use-case follows the
processing and transmission phases depicted in Figure 7. We ran BigDataSDNSim twice: one SDN-enabled and the other with
traditional network enabled. We collected the simulating data and made comparisons involving network transmission time, job
completion time, mappers execution time, reducers execution time, and energy consumption. We arranged jobs from smallest
to largest in both Figure 11 and Figure 12 (1 to 5 are small jobs, 6 to 10 are medium jobs, and 11 to 15 are big jobs). From the
figures, it is apparent that the SDN paradigm outperforms legacy networks in terms of performance improvement for MapReduce
applications as well as energy reduction in cloud data centers. Note that the performance and energy consumption of SAN storage
are not considered in the evaluation.
The number of transmissions a MapReduce model requires during its life cycle is illustrated in Figure 7. The comparison of
network transmission performance between SDN-enabled and traditional networks is depicted in Figure 11a. Results show that
the SDN-enabled network transfers data between elements (storage, mappers, and reducers) faster than the traditional network
for all jobs, in which MapReduce transmission performance is drastically enhanced by 41% on average. The reason behind SDN
superiority is that the SDN controller allows two or more packets from a single VM to travel to another destination VM via two
or more paths where all paths have the same number of links but different bandwidths, as described earlier.
Figure 11b shows the completion time of jobs in both SDN-enabled and traditional networks. The completion time includes all
transmission and processing phases starting with data transmission from the SAN storage and ending with data transmission from
reducers (see Figure 7). Figure 11b shows that with the SDN-enabled data center, every job takes less time compared with the
traditional network. SDN improves job completion time by approximately 24% on average. Every job has a different completion
time even though it shares the same configuration with other jobs belonging to the same group. This is because the location of
map and reduce tasks of every job is placed on least used VMs. Such placement would most likely put mappers and reducers
in VMs that reside in different hosts, resulting in more time for completion due to the high dependency on the network layer to
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applications in Cloud data center.
transfer data to recipients. Further, every network route has a different traffic load and every VM has a different processing load;
thus, mappers/reducers belonging to the same job could have different execution and transmission times.
Figure 12 illustrates the execution time of mappers and reducers. In both SDN and traditional cases, the execution time period
of mappers is slightly similar because they start processing at almost the same time. Before mappers start processing their tasks,
they need to obtain data from the SAN storage. According to the given use-case scenario, the storage starts transferring data to
all mappers at almost the same time. As mentioned earlier, the bandwidth of every packet is subject to the smallest available
bandwidth of a link that exists on its route to avoid network bottlenecks. Thus, the bandwidth availability for all packets from
the storage to mappers in both networks is almost the same; consequently, the transmission time from the SAN storage to the
mappers is roughly similar. Furthermore, as the mappers belonging to the same group share the VMs’ resources on a time-shared
basis, they would finish their processing with a similar time frame. However, some identical jobs might have different mappers’
execution time due to load variance of slave VMs, such as job number five compared with its similar job type (small).
On the other hand, some reducers in the traditional network have shorter execution time in comparison to the SDN-enabled
network. This is because the transmission of data to the reducers takes a longer time compared with the SDN-enabled network,
giving the reducers’ VMs enough time to finish processing other tasks. Therefore, by the time the reducers receive their whole
required data, their VMs would be free or slightly used, which results in faster processing times. Conversely, the SDN network
transfers data to reducers at a fast speed leading to high processing loads on reducers’ VMs, especially when several reducers
residing on a single VM wait for data to start executing. Nevertheless, the execution time of reducers has a slight impact on
the overall job completion time because our use-case scenario is focused on data-intensive applications more than compute-
intensive ones, meaning that network performance is more important than VM performance. Still, there is a need to develop
joint-optimization of networking and computing algorithms that coordinate an SDN controller with application masters.
Figure 13 depicts the energy consumption of hosts and switches in both SDN-enabled and traditional networks. It can be
noticed that the former decreases the power-consumption of its data center by approximately 22% as against the traditional
network. The explanation for this is that the faster the network transfers data, the less power the data center utilizes assuming
that idle-mode of hosts and switches is activated. The real-time dynamic routing of SDN is not the only factor that contributes to
energy saving, there are also many other factors which we have not considered in depth, such as VM placement/consolidation,
MapReduce job placement, traffic consolidation, etc.
Our simple use-case shows howBigDataSDNSim can be used tomodel and simulate different kinds of cross-layer performance
and energy-conscious techniques/policies. BigDataSDNSim could serve as a base for exploring and studying hypotheses and
proposed solutions. With the help of BigDataSDNSim, individuals (e.g. researchers, developers) can efficiently evaluate and
observe the behavior of their techniques and system design choices. By obtaining the experiment results of BigDataSDNSim,
individuals can easily identify and address hidden issues along with building a high level of performance confidence of their
approaches and algorithms.
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6 CONCLUSIONS AND FUTUREWORK
To enhance the speed of data extraction and analysis, there is an considerable demands for big data applications to coordinate
with Software-Defined Networking systems in cloud data centers. However, the fabric and harmony of big data applications
and Software-Defined Networking in cloud environments is still in its infancy where they pose several challenges that should
be addressed prior to real deployment. The most preferable option for evaluating proposed solutions is is the use of modeling
and simulation-based approaches because of their noticeable advantages (e.g. cost and time saving, flexibility, reproducibility)
compared with real cloud testing and evaluation. To meet these demands and requirements, we in this paper presented BigDataS-
DNSim, a novel simulation-based tool that is capable of modeling and simulating big data applications in SDN-enabled cloud
data centers. We presented the design and characteristics of our framework, described its main components, and demonstrated
the interrelationships between the components in detail.
BigDataSDNSim is capable of evaluating and analyzing big data applications that utilize MapReduce programming models
in SDN-enabled cloud data centers. BigDataSDNSim provides an infrastructure for researchers to quantify the performance
impacts of big data applications by means of network and application design choices and scheduling policies coupled with other
configuration factors.
We demonstrated the practicality of our framework by presenting a use-case. We studied how multi-level scheduling policies
affect the performance of big data applications in SDN-powered cloud data centers. We showed the performance and energy
impacts of SDN-enabled versus legacy networks on big data applications in cloud data centers. Our use-case results confirm that
an SDN-enabled cloud data center outperforms legacy networks, in which the SDN improves the average of network transmission
time by 41% and the average of job completion time by 24% aswell as reducing the power consumption by approximately 22% .As
our future work, we will focus on the modeling and implementation of a Stream programming model along with clustering-based
SDN controllers as well as establishing the correctness and accuracy of BigDataSDNSim using a real environment.
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