Introduction
The Lie algebra D of regular differential operators on C \ {0} has a universal central extensionD = D ⊕ Cκ which was introduced by Kac-Peterson in [11] . The representation theory ofD was first studied by Kac-Radul in [12] , and the irreducible, quasi-finite highestweight representations were constructed and classified. In [7] , the representation theory of D was developed by Frenkel-Kac-Radul-Wang from the point of view of vertex algebras.
For each c ∈ C,D admits a module M c called the vacuum module, which is a vertex algebra freely generated by vertex operators J l , l ≥ 0. The highest-weight representations ofD are in one-to-one correspondence with the highest-weight representations of M c .
The unique irreducible quotient of M c is a simple vertex algebra, and is often denoted by W 1+∞,c . These algebras have been studied extensively in the physics literature, and they also play an important role in the representation theory of infinite-dimensional Lie algebras, and integrable systems. Let π c denote the projection M c → W 1+∞,c , whose kernel I c is the maximal properD-submodule of M c , and let j l = π c (J l ). For c / ∈ Z, M c is irreducible, so W 1+∞,c ∼ = M c , but when c is an integer n ∈ Z, M n is reducible, and the structure and representation theory of W 1+∞,n are nontrivial.
For n > 1, W 1+∞,n has an important realization as the invariant space E(V ) GL n [7] .
Here V = C n , E(V ) is the bc-system, or semi-infinite exterior algebra associated to V , and E(V ) GL n is the invariant subalgebra under the natural action of GL n by vertex algebra automorphisms. Using this realization, the authors explicitly identified W 1+∞,n with the vertex algebra W(gl n ) of central charge n, and classified its irreducible representations. In particular, they showed that M n has a unique nontrivial singular vector of weight n + 1, which generates I n as a vertex algebra ideal. Moreover, this singular vector gives rise to a "decoupling relation" in W 1+∞,n of the form j n = P (j 0 , . . . , j n−1 ).
Here P is a normally-ordered polynomial in the vertex operators j 0 , . . . , j n−1 and their derivatives.
For n ≥ 1, there is an analogous realization of W 1+∞,−n as the invariant subalgebra S(V ) GL n , where S(V ) is the βγ-system, or semi-infinite symmetric algebra, associated to V = C n [13] . In this paper, Kac-Radul constructed a family of irreducible representations of W 1+∞,−n and using an infinite-dimensional version of the theory of Howe pairs, they decomposed S(V ) into a sum of modules of the form L ⊗ M where, L is an irreducible, finite-dimensional GL n -module, and M is an irreducible, highest-weight W 1+∞,−n -module. In [1] , Adamovic used the realization W 1+∞,−n ∼ = S(V ) GL n together with the FriedanMartinec-Shenker bosonization to exhibit W 1+∞,−n as a subalgebra of a tensor product of 2n copies of the Heisenberg vertex algebra, and constructed a 2n-parameter family of irreducible, highest-weight modules over W 1+∞,−n . However, the structure of the algebra W 1+∞,−n , as well as the structure of the ideal I −n , were not addressed in either of these papers.
The first step in this direction was taken by Wang in [22] [23] . In the case n = 1, he showed that W 1+∞,−1 is isomorphic to W(gl 3 ) and classified its irreducible modules. He also conjectured in [24] that I −1 should be generated by a unique singular vector. However, for n > 1, the structure of W 1+∞,−n is still an open problem. There is a singular vector in M −n of weight (n + 1) 2 , and it has been conjectured in the physics literature by
Blumenhagen-Eholzer-Honecker-Hornfeck-Hubel [4] that this vector should give rise to a decoupling relation of the form j l = P (j 0 . . . , j l−1 ), l = n 2 + 2n.
(1.1)
over GL n and W 1+∞,−n [13] , we prove that S(V ) G is finitely generated as an algebra over W 1+∞,−n . Since W 1+∞,−n is itself a finitely generated vertex algebra, it follows that S(V ) G is also finitely generated as a vertex algebra.
A more refined statement would be that for any reductive G ⊂ GL(V ), S(V ) G is strongly finitely generated as a vertex algebra. This holds for G = GL n , and is essentially a consequence of the second fundamental theorem of invariant theory for the standard representation of GL n . The singular vector in M −n which gives rise to the decoupling relation (1.1), is simply a deformation of the relation in Sym k≥0 (V k ⊕ V * k ) GL n of minimal weight. For a general reductive group G, we expect that S(V ) G will be strongly finitely generated, and the necessary decoupling relations among the generators will come from suitable deformations of relations in R = (Sym k≥0 (V k ⊕ V * k )) G coming from the second fundamental theorem for (G, ρ). Other cases where explicit generators and relations for R are known include the standard representations of the other classical groups [25] , and the adjoint representations of the classical groups [20] . In these examples, we expect that finite strong generating sets for S(V ) G can be found using similar methods. However, an abstract approach that does not require a detailed description of R still seems to be out of reach.
Our methods are easily adapted to studying invariant vertex algebras of the form (E(V ) ⊗ S(V )) G , where E(V ) is the bc-system, and G is a reductive subgroup of GL n . As above, (E(V ) ⊗ S(V )) G is finitely generated as an algebra over W 1+∞,n ⊗ W 1+∞,−n . Since the latter is a finitely generated vertex algebra, (E(V ) ⊗ S(V )) G is finitely generated as well.
The invariant vertex algebra (E(V ) ⊗ S(V ))
G admits the following nonlinear generalization. Let X be a nonsingular algebraic variety over C, equipped with an algebraic action of a reductive group G. In [19] , Malikov-Schectman-Vaintrob introduced a sheaf of vertex algebras Ω ch X on X known as the chiral de Rham sheaf. The algebra of global sections Ω ch (X) admits an action of G by automorphisms, and it is natural to study the invariant subalgebra (Ω ch (X)) G . In the case where X is the affine space V , Ω ch (V ) is
G is finitely generated. For a general X, the action of W 1+∞,n ⊗ W 1+∞,−n will not be globally defined on Ω ch (X), so a new approach is needed to determine the structure of (Ω ch (X)) G .
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Vertex algebras
In this section, we define vertex algebras, which have been discussed from various [17] . We will follow the formalism developed in [17] and partly in [15] . Let V = V 0 ⊕ V 1 be a super vector space over C, and let z, w be formal variables. By QO(V ), we mean the space of all linear maps
Each element a ∈ QO(V ) can be uniquely represented as a power series
We refer to a(n) as the n-th Fourier mode of a(z). Each a ∈ QO(V ) is assumed to be of the shape a = a 0 + a 1 where a i : V j → V i+j ((z)) for i, j ∈ Z/2, and we write |a i | = i.
On QO(V ) there is a set of non-associative bilinear operations, • n , indexed by n ∈ Z, which we call the n-th circle products. For homogeneous a, b ∈ QO(V ), they are defined
Here ι |z|>|w| f (z, w) ∈ C[[z, z −1 , w, w −1 ]] denotes the power series expansion of a rational function f in the region |z| > |w|. We usually omit the symbol ι |z|>|w| and just write (z − w) −1 to mean the expansion in the region |z| > |w|, and write −(w − z) −1 to mean the expansion in |w| > |z|. It is easy to check that a(w) • n b(w) above is a well-defined element of QO(V ).
The non-negative circle products are connected through the operator product expansion (OPE) formula. For a, b ∈ QO(V ), we have
which is often written as
where ∼ means equal modulo the term : a(z)b(w) : . Here
where a(z) − = n<0 a(n)z −n−1 and a(z) + = n≥0 a(n)z −n−1 . Note that : a(w)b(w) : is a well-defined element of QO(V ). It is called the Wick product of a and b, and it coincides with a • −1 b. The other negative circle products are related to this by
where ∂ denotes the formal differentiation operator
where b(z) = : a 2 (z) · · · a k (z) : . Usually, we will omit the formal variable z when no confusion will arise.
The set QO(V ) is a nonassociative algebra with the operations • n and a unit 1. We have 1 • n a = δ n,−1 a for all n, and a • n 1 = δ n,−1 a for n ≥ −1. A linear subspace A ⊂ QO(V ) containing 1 which is closed under the circle products will be called a circle algebra. In particular A is closed under ∂ since ∂a = a • −2 1. Many formal algebraic notions are immediately clear: a homomorphism is just a linear map that sends 1 to 1 and preserves all circle products; a module over A is a vector space M equipped with a homomorphism A → QO(M ), etc. A subset S = {a i | i ∈ I} of A is said to generate A if any element a ∈ A can be written as a linear combination of nonassociative words in the letters a i , • n , for i ∈ I and n ∈ Z. We say that S strongly generates A if any a ∈ A can be written as a linear combination of words in the letters a i , • n for n < 0. Equivalently, A is spanned by the collection {:
for some N ≥ 0. Here [, ] denotes the super bracket. If N can be chosen to be 0, we say that a, b commute. A circle algebra is said to be commutative if its elements pairwise circle commute.
The notion of a commutative circle algebra is abstractly equivalent to the notion of a vertex algebra (see for e.g. [9] ). Briefly, every commutative circle algebra A is itself a faithful A-module, called the left regular module. Define
Then ρ is an injective circle algebra homomorphism, and the quadruple of structures (A, ρ, 1, ∂) is a vertex algebra in the sense of [9] . Conversely, if (V, Y, 1, D) is a vertex algebra, the collection Y (V ) ⊂ QO(V ) is a commutative circle algebra. We will refer to a commutative circle algebra simply as a vertex algebra throughout the rest of this paper.
The following are useful identities which measure the non-associativity and noncommutativity of the Wick product, and the failure of the positive circle products to be derivations of the Wick product. Let a, b, c be vertex operators in some vertex algebra A, and let n > 0. Then : (: ab :)c :
Category R
In [18] we considered a certain category R of vertex algebras, together with a functor from R to the category of supercommutative rings. This functor provides a bridge between vertex algebras and commutative algebra, and it allows us to study vertex algebras A ∈ R by using the tools of commutative algebra. Definition 3.1. Let R be the category of vertex algebras A equipped with a Z ≥0 -filtration
such that A (0) = C, and for all a ∈ A (k) , b ∈ A (l) , we have
An element a(z) ∈ A is said to have degree d if d is the minimal integer for which a(z) ∈ A (d) . Morphisms in R are morphisms of vertex algebras which preserve the above filtration.
Filtrations on vertex algebras satisfying (3.2)-(3.3) were introduced in [16] and are known as good increasing filtrations. If A possesses such a filtration, it follows from (3.2)-(3.3) that the associated graded object gr(A)
is a Z ≥0 -graded associative, supercommutative algebra with a unit 1 under a product induced by the Wick product on A. In general, there is no natural linear map A → gr(A), but for each r ≥ 1 we have the projection
Moreover, gr(A) has a derivation ∂ of degree zero (induced by the operator ∂ = d dz on A), and for each a ∈ A (d) and n ≥ 0, the operator a• n on A induces a derivation of degree d − k on gr(A). Here
as in [18] . Finally, these derivations give gr(A) the structure of a vertex Poisson algebra.
The assignment A → gr(A) is a functor from R to the category of Z ≥0 -graded supercommutative rings with a differential ∂ of degree 0, which we will call ∂-rings. A ∂-ring is the same thing as an abelian vertex algebra (i.e., a vertex algebra V in which [a(z), b(w)] = 0 for all a, b ∈ V). A subset {a i | i ∈ I} is said to generate A as a ∂-ring if the collection {∂ k a i | i ∈ I, k ≥ 0} generates A as a graded ring. The key feature of R is the following reconstruction property [18] :
Lemma 3.2. Let A be a vertex algebra in R and let {a i | i ∈ I} be a set of generators for gr(A) as a ∂-ring, where a i is homogeneous of degree
A is strongly generated as a vertex algebra by
In other words, A is spanned by the collection of iterated Wick products
There is a similar reconstruction property for kernels of surjective morphisms in R.
Let f : A → B be a morphism in the category R with kernel J , such that f maps
Lemma 3.3. Let {a i |i ∈ I} be a generating set for J as a ∂-ideal, where a i is homogeneous
that {a i (z)| i ∈ I} generates J as a vertex algebra ideal.
Now given ω(z) ∈ J of degree k, we can write φ k (ω) = i∈I f i a i , where all but finitely many f i are zero, and each f i is homogeneous of degree k − d i . Choose vertex
. The claim follow by induction on k.
The algebra W 1+∞,c
Let D be the Lie algebra of regular differential operators on C \ {0}, with coordinate t. A standard basis for D is
where
and a corresponding central extensionD = D⊕Cκ, which was first studied by Kac-Peterson in [11] . There is an alternative basis for D consisting of the elements
where D = t∂ t , which satisfies
D has a Z-gradationD = j∈ZD j by weight, given by
and a triangular decompositionD 
where C λ is the one-dimensionalD 0 ⊕D + -module on which κ acts by multiplication by c and h ∈D 0 acts by multiplication by λ(h), andD + acts by zero. There is a unique irreducible quotient of M c (D, λ) denoted by V c (D, λ).
Let P be the parabolic subalgebra of D consisting of differential operators which extend to all of C, which has a basis {J l k | l ≥ 0, l + k ≥ 0}. The cocycle Ψ vanishes on P,
Wick products
: 
Moreover, the vertex Poisson algebra structure on M c is the same for all c. In particular, each operator J l (z)• k for k, l ≥ 0 is a derivation of degree zero on gr(M c ), and this action of P on gr(M c ) is independent of c.
Lemma 4.1. For each c ∈ C, M c is generated as a vertex algebra by J 0 , J 1 , and J 2 .
Proof: Let J be the vertex subalgebra of M c generated by J 0 , J 1 , and J 2 . An OPE calculation shows that for l ≥ 1,
In particular, M c is a finitely generated vertex algebra. However, gr(M c ) is not strongly generated by any finite set of vertex operators. This can be verified using the
, which implies that there are no normally ordered polynomial relations among the vertex operators J l , l ≥ 0, and their derivatives.
The maximal properD-submodule I c is the vertex algebra ideal generated by all singular vectors ω = 1, and the unique irreducible quotient M c /I c is often denoted by W 1+∞,c in the physics literature. We denote the projection M c → W 1+∞,c by π c , and we will use the notation
in order to distinguish between J l ∈ M c and its image in W 1+∞,c Clearly W 1+∞,c is generated by j 0 , j 1 , j 2 as a vertex algebra, but there may now be normally ordered polynomial
For c / ∈ Z, M c is irreducible, so W 1+∞,c = M c , but for n ∈ Z, M n is reducible. For n ≥ 1, W 1+∞,n is known to be isomorphic to W(gl n ) [7] . There is a singular vector in M n of weight n + 1, which gives rise to a "decoupling relation" of the form
where P is a normally ordered polynomial in the vertex operators j 0 , . . . , j n−1 and their derivatives. In particular, W 1+∞,n is strongly generated by {j l | 0 ≤ l < n}.
For n = −1, W 1+∞,−1 is isomorphic to W(gl 3 ), which was shown using the FriedanMartinec-Shenker bosonization [22] [23]. In particular, W 1+∞,−1 is a tensor product of a
Heisenberg algebra H and the simple Zamolodchikov W 3 algebra with central charge −2.
However, for n > 1, the structure of W 1+∞,−n is not well understood. There is a singular vector in M −n of weight (n + 1) 2 , and it was conjectured in the physics literature [4] that this singular vector gives rise to a decoupling relation
for l = n 2 + 2n. This would imply that W 1+∞,−n is strongly generated by j l for 0 ≤ l < n 2 + 2n.
For n ≥ 1, W 1+∞,−n has an important realization as a subalgebra of the βγ-system S(V ) attached to the vector space V = C n . For any vector space V , the βγ-system, or algebra of chiral differential operators on V , was introduced in [10] . It is the unique vertex algebra with generators β
, which satisfy the OPE relations
We give S(V ) the conformal structure
:
under which β x i (z) and γ
are primary of conformal weights 1 and 0, respectively. Here {x 1 , . . . , x n } is a basis for V and {x
S(V ) has a basis consisting of the normally ordered monomials
In this notation,
) are lists of integers satisfying
, and
and we have
where V k and V * k are the copies of V and V * spanned by
This map preserves conformal weight, and is a morphism in the category R. For the rest of this paper, we will identify W 1+∞,−n with its image in S(V ).
The standard representation of GL n on V = C n induces an action of GL n on S(V )
by vertex algebra automorphisms, and W 1+∞,−n is precisely the invariant subalgebra S(V ) GL n [13] . The action of GL n on S(V ) preserves the grading (4.8), so that W 1+∞,−n is a graded subalgebra of S(V ). We write 10) and define the corresponding filtration by (
The identification W 1+∞,−n ∼ = S(V ) GL n suggests an alternative strong generating set
For each m ≥ 0, let A m denote the linear span of {ω a,b | a + b = m}, which is a vector space of dimension m + 1. Note that ∂ω a,b = ω a+1,b + ω a,b+1 , so
where J m is the linear span of j m . Finally, since
can be expressed uniquely in the form
for constants c 0 , . . . , c m . Hence {ω a,b | a, b ≥ 0} is another strong generating set for W 1+∞,−n . In fact, the formula (4.14) holds in W 1+∞,−n for any n, and allows us to define a new generating set
for M −n as well. In fact, this new generating set makes sense in M c for any c. In terms of the new variables,
for any c ∈ C. We will use the same notation A m to denote the linear span of {Ω a,b | a+b = m}, when no confusion will arise.
As shown in [13] , the generating set (4.11) has a natural interpretation in terms of Weyl's description of the ring of polynomial invariants for the standard representation of GL n [25] . 
GL n is generated by the quadratics
is generated by the (n + 1)
and J = (j 1 , . . . , j n+1 ) are lists of integers satisfying 17) and M I,J is the matrix whose rs-entry is Q i r ,j s for r, s = 0, . . . , n.
Since the action of GL n on S(V ) preserves the filtration, we have gr(S(V )
GL n , and under the projection
Recall that the projection π −n : M −n → W 1+∞,−n sending Ω a,b → ω a,b is a morphism in the category R. Under the identification
, so the hypotheses of Lemma 3.3 are satisfied. Since I n = Ker(gr(π −n )) is generated by the determinants d I,J , we can apply Lemma 3.3 to find For each n ≥ 1, define
which is just the vector space with basis {D I,J } as I, J run over all the lists satisfying (4.17) as above.
Lemma 4.3. For all n ≥ 1, U n is a module over the parabolic Lie algebra P ⊂D generated
Proof: The action of P preserves the filtration degree, and in particular preserves (M −n ) 2n+2 . Also, P preserves I −n since I −n is a vertex algebra ideal.
It will be convenient to work in the basis {Ω a,b • a+b−w | a, b ≥ 0, a + b − w ≥ 0} for P. Note that Ω a,b • a+b−w is homogeneous of weight w. The action of P by derivations of degree zero on gr(M −n ) coming from the vertex Poisson algebra structure is independent of n, and is specified by the action of P on the generators Ω l,m . We compute
The action of P on U n is by "weighted derivation" in the following sense. Fix I = (i 0 , . . . , i n ) and J = (j 0 , . . . , j n ), and let D I,J ∈ U n be the corresponding element. Given
for lists I r = (i 0 , . . . , i r−1 , i r + w, i r+1 , . . . , i n ) and J r = (j 0 , . . . , j r−1 , j r + w, j r+1 , . . . , j n ), and constants λ r , µ r . If i r + w appears elsewhere on the list I r , λ r = 0, and if j r + w appears elsewhere on the list J r , µ r = 0. Otherwise, 22) where the signs ± are the signs of the permutations transforming I r and J r into lists in increasing order, as in (4.17).
For each n ≥ 1, there is a distinguished element D 0 ∈ U n , defined by
In this case,
, so D 0 is the unique relation of minimal weight (n + 1) 2 , and hence is a singular vector in M −n .
Theorem 4.4. The element D 0 generates the ideal I −n . Since W 1+∞,−n is a simple vertex algebra, it follows that D 0 is the unique nontrivial singular vector in M −n .
Proof: Since I −n is generated by U n as a vertex algebra ideal, it suffices to show that U n is generated as a P-module by D 0 . Let U n [k] denote the subspace of U n of weight k. Note that U n [k] is trivial for k < (n + 1) 2 and is spanned by D 0 for k = (n + 1) 2 .
For k > (n + 1) 2 , we define a property P n,k of subspace of U n [k] as follows:
, there exists an integer s > 0 and elements • Each p r ∈ P is a linear combination of elements of the form Ω a,b • a+b−1 where a ≥ i 0 and b can be arbitrarily large. In other words, for each integer t ≥ 0, we can assume that p 1 , . . . , p s are linear combinations of elements Ω a,b • a+b−1 with b > t.
• Similarly, if I = (0, . . . , n) and J = (j 0 , . . . , j n ) = (0, . . . , n), there exists an integer Moreover, each p r ∈ P is a linear combination of elements of the form Ω a,b • a+b−1 where b ≥ j 0 , and a can be arbitrarily large.
In order to prove that U n is generated by D 0 as a P-module, it suffices to prove that P n,k holds for all n ≥ 1 and all k > (n +1) 2 . We proceed by induction on n and k. First we show that P n,k holds for arbitrary n, and k = (n + 1) 2 + 1. Second, we fix n = 1 and show that property P 1,k holds for all k > 4 by induction on k. Third, we assume inductively that property P m,k holds for each pair (m, k) with m < n and k > (m + 1) 2 , and show that P n,k must then hold for k > (n + 1) 2 .
Step 1: Fix n ≥ 1 and let k = (n + 1) 2 + 1. Then U n [k] is spanned by two elements corresponding to {I, J} = {(0, . . . , n − 1, n + 1), (0, . . . , n)} and {I, J} = {(0, . . . , n), (0, . . . , n − 1, n + 1)}.
Case 1: {I, J} = {(0, . . . , n − 1, n + 1), (0, . . . , n)}. Let I ′ = (0, . . . , n), so that
It follows from (4.20) and (4.22) that p(D I ′ ,J ) = D I,J .
Case 2: I = (0, . . . , n) and J = (0, . . . , n−1, n+1).
and let
As above, p(D I,J ′ ) = D I,J . Hence property P n,k holds for k = (n + 1) 2 + 1.
Step 2: By Step 1, P 1,5 holds, so assume inductively that and let
By ( 
Since the vectors with the roles of I and J reversed.
Step 3: Assume that property P m,k holds for each pair (m, k) with m < n and k ≥ (m + 1) 2 . We know from Step 1 that P n,(n+1) 2 +1 holds, so we may assume inductively that P n,k−1 holds. Let D I,J ∈ U n [k], and assume first that I = (0, . . . , n).
Case 1: I = (0, . . . , n), and i 0 = 0. Let I ′ = (i 0 − 1, i 1 , . . . , i n ), and let D I ′ ,J be the
By ( . . , L r,s r of length n, together will elements p r,1 , . . . , p r,s r ∈ P, such that
Moreover, we may assume that each of the lists L r,t has the property that the first term 
Case 2: I = (0, . . . , n), and i 0 = 0. Let r be the miminal integer for which i r > r. By assumption, we have 1 ≤ r ≤ n. Hence I = (0, . . . , r − 1, i r , . . . , i n 
. . , i n ) and J ′ = (j r . . . , j n ) be the lists of length n−r+1 obtained from I and J, respectively, by deleting the first r terms, and let D I ′ ,J ′ ∈ U n−r be the corresponding element. By inductive assumption there exist elements D I 1 ,J ′ , . . . , D I s ,J ′ ∈ U n−r and elements p 1 , . . . , p s ∈ P such that
Moreover, we may assume that for t = 1, . . . , s, I t = (i 
Case 3: I = (0, . . . , n), J = (0, . . . , n), and j 0 = 0. The argument is the same as the proof of Case 1, with the roles of I and J reversed.
Case 4: I = (0, . . . , n), J = (0, . . . , n), and j 0 = 0. This is the same as Case 2, with the roles of I and J reversed.
This completes the proof that property P n [k] holds for all n ≥ 1 and k > (n + 1) 2 .
Remark 4.5. Specializing Theorem 4.4 to the case n = 1 proves the conjecture of Wang [24] that all normally ordered polynomial relations in W 1+∞,−1 among the generators j 0 , j 1 , j 2 are consequences of a single relation.
There is convenient way to think about the vertex operators D I,J ∈ M −n which is suggested by the proof of Lemma 3.3. Given a homogeneous polynomial
of degree k in the variables Q a,b , a normal ordering of p will be a choice of normally ordered polynomial P ∈ (M −n ) (2k) , obtained by replacing Q a,b by Ω a,b , and replacing ordinary products with iterated Wick products of the form (2.1). Of course P is not unique, but for any choice of P we have φ 2k (P ) = p, where In this decomposition, the term D We need to show that R I,J is independent of the choice of decomposition (4.25). First we need the following observation. 
Proof: A calculation shows that for all k, l ≥ 0,
We can write
for constants c 1 , c 2 , d 1 , d 2 and vertex operators ν ∈ A j+k−1 , µ ∈ A l+m−1 . The first statement follows from (4.27) and the fact that ∂ν • 0 Ω l,m = 0 and
The second statement then follows from the calculation
and the third statement follows from
Lemma 4.7. Let µ = : a 1 · · · a m : be a normally ordered monomial in (M −n ) (2m) , where each a i is one of the generators Ω j i ,k i . Letμ = a i 1 · · · a i m : be a rearrangement of µ, where (i 1 , . . . , i m ) is some permutation of (1, . . . , m). Then the difference µ −μ lies in (M −n ) (2m−2) , and hence has a decomposition
where E 2k is a homogeneous normally ordered polynomial of degree k in the variables Ω j,k .
For any decomposition of µ −μ of the form (4.28), E 2 is a second derivative. :
Since Ω j,k • 0 Ω s,t is already a total derivative by Lemma 4.6, it follows that µ −μ is a second derivative, as claimed.
Next, we assume the result for 2 ≤ r ≤ m − 1. Since the permutation group on m letters is generated by the transpositions (i, i + 1) for i = 1, . . . , m − 1, we may assume without loss of generality that
which lies in (M −n ) (2m−2i+2) . Since each term of f has degree at least 2, and a 1 , . . . , a i−1 has degree at 2i − 2, it follows that µ −μ can be expressed in the form
Since i > 1, there is no term of degree 2. Given any rearrangement of µ −μ (i.e., another
, it follows from our inductive hypothesis that the term F Next, by Lemma (2.2), we have
Since the operators • k for k ≥ 0 are homogeneous of degree −2, each term appearing in (4.30) has degree at most 2m − 2. Moreover,
so the only way to obtain terms of degree 2 is for a 2 • k f or a 1 • k f to be a scalar. This can only happen if k > 0, in which case we obtain either ∂ k+1 a 1 or ∂ k+1 a 2 , which are second derivatives. Finally, by inductive assumption, any rearrangement of µ − ν can contain only second derivatives in degree 2.
Similarly,μ −ν has degree at most 2m − 2, and any rearrangement ofμ −ν can only contain second derivatives in degree 2. Since µ −μ = (µ − ν) + (ν −ν) + (ν −μ), the claim follows. 
which is a decoupling relation of the desired form. The converse follows from the fact that D 0 is the unique element of I −n of weight (n + 1) 2 .
In the cases n = 1 and n = 2, we can give explicit formulas for D 0 and R 0 . These calculations were performed using Kris Thielemann's OPE package [21] . For n = 1, let
We have
Similarly, for n = 2, let 
On the other hand, we can compute
I,J will only contain second derivatives in degree 2, so we only need to consider the contribution from I,J in degree 2 will consist of terms of the form
which is a total derivative by Lemma 4.6. 
, which are all total derivatives, by Lemma 4.6.
By Lemma 4.6, 
Since J 1 • 2 lowers weight by 1, the only element of the form Ω a,b for which
I,J will have degree 2. Moreover, each term of the form ( 
Repeating this argument n times, we find that
of using the operator J 0 • 1 to lower the weight at this stage, we use the operator
Clearly f lowers the weight by 1, and by the same argument as the proof of Lemma 4.6, f (∂ 2 A s ) ⊂ ∂A s . Moreover, f (J 0 ) = 0, so given any normally ordered monomial
in degree 2 will be a total derivative. 
K,L i is a second derivative, and in particular, R K,L i = 0. At the nth stage, we see that
so we have R 0 = 0, which is a contradiction.
Recall that S(V ) is a graded algebra with Z ≥0 grading (4.8), which specifies a linear isomoprhism
, and we obtain a linear isomophism
GL n be homogeneous polynomial of degree 2d, and
be the corresponding homogeneous vertex operator.
Let F ∈ (M −n ) (2d) be a vertex operator satisfying π −n (F ) = f , where π −n : M −n → W 1+∞,−n is the usual projection. We can write F = d k=1 F 2k , where F 2k is a normally ordered polynomial of degree k in the variables Ω j,k .
Next, letṼ be the vector space C n+1 , and let
be the generator given by (4.15). Letp be polynomial of degree 2d obtained from p by replacing each q a,b withq a,b , and letf = (i −n−1 ) Lemma 4.13. We can choose F such that π −n−1 (F ) =f .
Proof: We may assume without loss of generality that p is a monomial in the variables q a,b . If d = 1, f = q a,b for some a, b ≥ 0, and f = ω a,b . We can take F = Ω a,b , so the claim is obvious. We assume inductively that for monomials p = q a 1 ,b 1 , . . . , q a r ,b r for r < d, there is a vertex operator F = r k=1 F 2k such that π −n (F ) = f where f = (i −n ) −1 (p), such that π −n−1 (F ) =f , and
Define a vertex operator H ∈ M −n by
Since π −n is a vertex algebra homomorphism, we have
and using (2.2), we see that :
where f ′ is homogeneous of degree 2d − 2. In fact, a computation using (2.2) shows that under the isomorphism (4.33), f ′ corresponds to the polynomial
In this notation, the symbol q a r ,b r means that the factor q a r ,b r has been omitted, so the above polynomial is homogeneous of degree 2d − 2. Since this formula is independent of n, it follows that π −n−1 (H) =f +f ′ . By inductive assumption, there is a vertex operator
F has the desired properties. has the property that π −n−1 (D I,J ) ∈ (W 1+∞,−n−1 ) (2n+2) .
Proof: For each monomial µ of degree 2n + 2 appearing in the polynomial d I,J , let
. By the preceding lemma, we may choose 
which is homogeneous of degree 2n + 2. . Now we have assembled all the technical tools necessary to prove our main result.
Theorem 4.15. For all n ≥ 1, we have R 0 = 0. Hence there is a decoupling relation of the form j l = P (j 0 , . . . , j l−1 ) for l = n 2 + 2n.
Proof: This is well known for n = 1 and we have already shown it for n = 2, so we will assume inductively that it holds for n − 1. The idea of the proof is to use our inductive assumption together with Lemma 4.12 to construct a decomposition
with the property that D for k = 2. This contradicts the fact that D 0 is a singular vector.
0 is the determinant of the (n + 1) × (n + 1) matrix whose ij-entry is Q i,j for i, j = 0, . . . , n, so d 0 can be written in the form 
Since f is homogeneous of degree 2n, it follows from (2.2) that : j 0 f : = g + g ′ where g ∈ (W 1+∞,−n ) (2n+2) and g ′ ∈ (W 1+∞,−n ) (2n) . It is easy to see from (2.2) that under the isomorphism i −n given by (4.33
Gl n does not depend on q 0,0 . Hence we can choose a vertex operator E = n k=1 E 2k ∈ M −n such that π −n (E) = −g ′ , and such that each E 2k is independent of J 0 . It follows that
Next, let F 2n+2 be a normal ordering of the polynomial d ′ given by (4.35). Since d ′ is independent of Q 0,0 , we may assume that F 2n+2 does not depend on J 0 . Then π −n (F 2n+2 )
will contain terms of lower degree in W 1+∞,−n , and we can find elements F 2k ∈ M −n for k = 1, . . . , n, such that
Moreover, we may assume that each term F 2k is independent of J 0 .
Finally, we define the decomposition Corollary 4.16. For n ≥ 1, W 1+∞,−n is strongly generated as a vertex algebra by
Proof: The decoupling relation j l = P (j 0 , . . . , j l−1 ) for l = n 2 + 2n given by Theorem 4.15 is equivalent to the existence of an element J l − P (J 0 , . . . , J l−1 ) ∈ I −n . It suffices to
show that for all r > l, there exists an element J r − Q r (J 0 , . . . , J l−1 ) ∈ I −n , so we assume that such an element exists for r − 1.
Choose a decomposition
where Q 2k r−1 is a homogeneous normally ordered polynomial of degree k in the vertex operators J 0 , . . . , J l−1 and their derivatives. In particular,
for constants c 0 , . . . , c l−1 . We apply the operator Ω 2,0 • 1 ∈ P, which raises the weight by 
can be expressed as an element of I −n of the desired form.
We remark that a similar strategy can be used to reprove the result from [7] that for n ≥ 1, M n has a unique singular vector D of weight n + 1, and W 1+∞,n has a decoupling relation J n = P (J 0 , . . . , J n−1 ). Recall that W 1+∞,n can be realized as the invariant space E(V ) GL n , where E(V ) is the bc system associated to the vector space V = C n [7] . The associated graded algebra gr(E(V )) is k≥0 (V k ⊕V * k ), and we have a linear isomorphism
There is a singular vector D in M n of weight n + 1, which corresponds to the relation
, where D 2 is a linear combination of the vertex operators ∂ i J n−i . An argument similar to the proof of Theorem 4.15 shows that for all n ≥ 1, the coefficient of J n in D 2 is nonzero, which yields a decoupling relation j n = P (j 0 , . . . , j n−1 ) in W 1+∞,n .
Finally, an argument analogous to the proof of Theorem 4.4 shows that D is the unique singular vector in I n .
A remaining question is whether W 1+∞,−n can be related to some other W-algebra such as W(gl k ) for k = n 2 + 2n. We cannot answer this question at present, but there are a few things we can say. First, W 1+∞,−n decomposes in the form H ⊗ A, where H is the Heisenberg algebra generated by j 0 , and A is the commutant Com(H, W 1+∞,−n ). To see this, note that W 1+∞,−n decomposes as a sum of irreducible H-modules with generators But W 1+∞,−n is a conformal vertex algebra whose weight zero component is C, so B = H.
Define vertex operators
Since W 1+∞,−n is generated by j 0 , j 1 , and j 2 and we can use (4.37) and (4.38) to express j 1 and j 2 in terms of the vertex operators j 0 , L and W , it follows that j 0 , L and W are another generating set for W 1+∞,−n . A straightforward OPE calculation shows that both L and W commute with j 0 , so that A is generated by L and W as a vertex algebra.
Moreover, L generates a Virasoro algebra with central charge −n − 1 and W is primary of conformal weight 3. It follows that A is a conformal vertex algebra with central charge −n − 1. In the case n = 1, an OPE calculation shows that L and W generate a copy of the Zamolodchikov W 3 algebra with central charge −2, so we recover Wang's result that W 1+∞,−1 ∼ = H ⊗ W 3,−2 [22] .
The invariant vertex algebra S(V )

G
Let V = C n , and let G be a reductive subgroup of GL n . For G = GL n , we have seen that S(V ) GL n ∼ = W 1+∞,−n , and in particular is a finitely generated vertex algebra. For any G ⊂ GL n , S(V ) G is then a module over W 1+∞,−n . The main result in this section is There is an action of the infinite symmetric group S ∞ on the spaces k≥0 V k and k≥0 V * k by permuting the various copies of V and V * , respectively, which extends to an action of S ∞ on Sym k≥0 (V k ⊕ V * k ) by algebra automorphisms. Since the actions of S ∞ and G commute, S ∞ acts on R as well. Even though R is not finitely generated, it is well known that there exists a finite set {f 1 , . . . , f k } of homogeneous elements of R such that {σf i | i = 1, . . . , k, σ ∈ S ∞ } generates R as a ring. It follows from Lemma 3.3 that any set of vertex operators {(σf i )(z) ∈ S(V ) G | i = 1, . . . , k, σ ∈ S ∞ } which correspond to σf i under the isomorphism (5.1), is a set of strong generators for S(V ) G . In order to gain more insight into the structure of S(V ) G , we need to recall the decomposition of S(V ) as a module over gl n ⊕ W 1+∞,−n appearing in [13] . We have
where H is a set indexing the irreducible, finite-dimensional representations L(ν) of GL n , and M ν is an irreducible, highest-weight W 1+∞,−n -module. In particular, the GL n -isotypic
Each L(ν) is a module over G ⊂ GL n , and since G is reductive, it has a decomposition L(ν) = ⊕ µ∈H ν L(ν) µ , where H ν is a finite subset of the collection of finite-dimensional, irreducible representations of G. We thus obtain a refinement of (5.2):
Let f 1 (z), · · · , f k (z) ∈ S(V ) G be vertex operators corresponding to the polynomials f 1 , . . . , f k . Clearly f 1 (z), . . . , f k (z) must live in finitely many of the representations
. . , L(ν r ) ⊗ M ν r for r ≤ k. In particular, each f i (z) lives in a trivial G-module L(ν j ) µ 0 ⊗ M ν j for some j, where µ 0 denotes the trivial, one-dimensional G-module.
Since the actions of S ∞ and GL n on S(V ) commute, it follows that (σf i )(z) ∈ L(ν) µ ⊗ M ν whenever f i (z) ∈ L(ν) µ ⊗ M ν and σ ∈ S ∞ . In particular, S(V ) G is generated as an algebra over W 1+∞,−n by f 1 (z), . . . , f k (z). Finally, since W 1+∞,−n is itself a finitely generated vertex algebra, we conclude that S(V ) G is finitely generated.
A more refined version of Theorem 5.1 would say that for any reductive G ⊂ GL(V ),
S(V )
G is strongly finitely generated as a vertex algebra. Corollary 4.16 shows that this holds for G = GL n . The decoupling relation (4.4) that gives rise to strong generation in this case is simply a deformation of the relation in R = Sym k≥0 (V k ⊕ V * k ) G of minimal weight. For a general reductive group G, we expect that S(V ) G will be strongly finitely generated, and the necessary decoupling relations among the generators will come from suitable deformations of relations in R coming from the second fundamental theorem for (G, ρ). We expect that finite strong generating sets for S(V ) G can be found using our methods in some basic examples where the first and second fundamental theorems are known, such as the standard and adjoint representations of the classical groups. However, an abstract approach that does not require a detailed description of R still seems to be out of reach.
Our methods easily extend to the study of vertex algebras of the form (E(V )⊗S(V )) G .
The ring
also carries an action by S ∞ by algebra automorphisms, which commutes with the action of GL n . Let R = (gr(E(V ) ⊗ S(V )) G ; as in the symmetric case, there exists a finite set f 1 , . . . , f k ∈ R such that R is generated by {σf i | i = 1, . . . , k, σ ∈ S ∞ }.
As shown in [13] , W 1+∞,n can be realized as the invariant subalgebra E(V ) GL n ⊂ E(V ), so E(V ) admits commuting actions of W 1+∞,n and GL n . Moreover, E(V ) has a decomposition
In fact, the classical Hilbert theorem is a consequence of a more general result that any summand of a finitely generated commutative algebra is finitely generated [5] . However, in the vertex algebra setting, it is not true that summands of finitely generated vertex algebras are finitely generated. Here a summand means a vertex subalgebra which is a direct summand. For example, take G = SO 3 and take V = C 3 to the be adjoint module.
Let A be the abelian subalgebra of S(V ) generated by {γ x ′ | x ′ ∈ V * }, which is clearly G-invariant, and hence a summand of S(V ). Since V ∼ = V * as G-modules, we may choose an orthonomal basis x 1 , x 2 , x 3 for V with respect to the corresponding G-invariant bilinear form. Then A G is generated by the vertex operators α k =
. A similar argument to the one given above shows that A G is not finitely generated, even though the larger vertex algebra S(V ) G is finitely generated.
A more reasonable conjecture is that when A is a simple, finitely generated vertex algebra and G ⊂ Aut(A) is a reductive subgroup, then A G is finitely generated.
