Implementación del método PIC sobre un Clúster con GPU usando CUDA by Barrios Valencia, Ramiro Andrés & Gómez Villegas, Yansy Helena
IMPLEMENTACIO´N DEL ME´TODO PIC SOBRE UN
CLU´STER CON GPU USANDO CUDA
YENSY HELENA GO´MEZ VILLEGAS
RAMIRO ANDRE´S BARRIOS VALENCIA
UNIVERSIDAD TECNOLO´GICA DE PEREIRA
FACULTAD DE INGENIERI´AS




IMPLEMENTACIO´N DEL ME´TODO PIC SOBRE UN
CLU´STER CON GPU USANDO CUDA
YENSY HELENA GO´MEZ VILLEGAS
RAMIRO ANDRE´S BARRIOS VALENCIA
PROYECTO FINAL DE INVESTIGACIO´N
UNIVERSIDAD TECNOLO´GICA DE PEREIRA
FACULTAD DE INGENIERI´AS






2. PLANTEAMIENTO DEL PROBLEMA 6
3. JUSTIFICACIO´N 8
4. OBJETIVO 9
4.1. Objetivo General . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4.2. Objetivos Espec´ıficos . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
5. MARCO TEORICO Y ESTADO DEL ARTE 10
5.1. Introduccio´n a la F´ısica del Plasma . . . . . . . . . . . . . . . . . . . 10
5.2. Proceso de Ablacio´n La´ser . . . . . . . . . . . . . . . . . . . . . . . . 10
5.3. Modelo F´ısico y Computacional . . . . . . . . . . . . . . . . . . . . . 11
5.4. Para´metros del sistema . . . . . . . . . . . . . . . . . . . . . . . . . . 12
5.4.1. Constantes de normalizacio´n . . . . . . . . . . . . . . . . . . . 13
5.5. HPC - High Performace Computing . . . . . . . . . . . . . . . . . . . 14
5.6. GPGPU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.6.1. Arquitectura G80 . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.6.2. Arquitectura FERMI . . . . . . . . . . . . . . . . . . . . . . . 16
5.6.3. Arquitectura KEPLER . . . . . . . . . . . . . . . . . . . . . . 17
5.6.4. Arquitectura MAXWELL . . . . . . . . . . . . . . . . . . . . 18
5.6.5. Arquitectura PASCAL . . . . . . . . . . . . . . . . . . . . . . 19
5.7. Computacio´n Clu´ster . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.8. MPI - Message Passing Interface . . . . . . . . . . . . . . . . . . . . . 22
1
5.9. Implementacio´n de Clu´ster basado en el modelo MPI . . . . . . . . . 24
5.9.1. Configuracio´n Clu´ster . . . . . . . . . . . . . . . . . . . . . . 24
5.9.2. Configuracio´n MPI . . . . . . . . . . . . . . . . . . . . . . . . 26
6. IMPLEMENTACIO´N Particle in Cell 2D 29
6.1. Me´todo Particle in Cell (PIC) para la simulacio´n de Plasmas
producidos por la´ser . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
6.1.1. Descripcio´n general del modelo . . . . . . . . . . . . . . . . . 29
6.1.2. Condiciones de Frontera . . . . . . . . . . . . . . . . . . . . . 30
6.1.3. Determinacio´n de la densidad de carga en cada celda . . . . . 31
6.1.4. Obtencio´n del potencial electrosta´tico . . . . . . . . . . . . . . 31
6.1.5. Campo ele´ctrico . . . . . . . . . . . . . . . . . . . . . . . . . . 33
6.1.6. Ecuaciones de movimiento de las superpart´ıculas . . . . . . . . 33
7. IMPLEMENTACIO´N PARALELA 34
7.1. Implementacio´n CUDA . . . . . . . . . . . . . . . . . . . . . . . . . 34
7.1.1. Profiling de la implementacio´n de PIC . . . . . . . . . . . . . 34
7.1.2. Como usar gprof en PIC . . . . . . . . . . . . . . . . . . . . . 34
7.2. Estrategia de paralelizacio´n con CUDA C . . . . . . . . . . . . . . . 35
7.3. Estructura de programacio´n CUDA . . . . . . . . . . . . . . . . . . 36
7.4. Paralelizacio´n de funciones del Particle-in-cell 2D . . . . . . . . . . . 37
7.4.1. Motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
7.4.2. Concentration . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
7.4.3. Poisson2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
7.4.4. Paralelizacio´n de Motion y Electric field . . . . . . . . . . . . 41
2
8. IMPLEMENTACIO´N DE Particle in Cell EN 2D USANDO
OpenCL 42
8.1. Estrategia de paralelizacio´n con OpenCL . . . . . . . . . . . . . . . . 42
9. INCLUSIO´N DE MPI 44
9.1. Algoritmo secuencial . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
9.2. Algoritmo CUDA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
10.RESULTADOS OBTENIDOS 50
10.1. Tiempos de ejecucio´n de las funciones . . . . . . . . . . . . . . . . . . 51
10.2. Ana´lisis de Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . 54
11.RESULTADOS A NIVEL FI´SICO 57
12.CONCLUSIONES Y TRABAJOS FUTUROS 60
12.1. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60





1. Tiempo de ejecucio´n Profiling . . . . . . . . . . . . . . . . . . . . . . 34
2. Tabla de caracter´ısticas equipo de pruebas . . . . . . . . . . . . . . . 50
3. Tabla de Tiempos ejecucio´n algoritmo secuencial y paralelo. . . . . . . 50
4. Tabla de Tiempos de la funcio´n Concentration en una malla 2048*1024. 51
5. Tabla de Tiempos de la funcio´n Motion en una malla 2048*1024 . . 52
6. Tabla de Tiempos de la funcio´n Electric Field 100.000.000 . . . . . . 53
4
LISTA DE FIGURAS
1. Tabla comparativa de los tiempos de ejecucio´n (en segundos) segu´n
el nu´mero de part´ıculas simuladas y la cantidad de nu´cleos de CPU
utilizados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2. Arquitectura G80 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3. Arquitectura Fermi . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4. Mejoras de Eficiencia Energe´tica Arquitectura Maxwell . . . . . . . . 18
5. Cluster architecture. R. Buyya [1] . . . . . . . . . . . . . . . . . . . . 21
6. Figura de estructura MPI . . . . . . . . . . . . . . . . . . . . . . . . 28
7. Algoritmo PIC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
8. Aporte de carga por superpart´ıcula en cada celda. . . . . . . . . . . . 31
9. Arquitectura CPU y GPU, Plataforma Heteroge´neo. . . . . . . . . . . 36
10. Estructura de programacio´n CUDA. . . . . . . . . . . . . . . . . . . . 37
11. Acceso de todos los hilos a un mismo dato. . . . . . . . . . . . . . . . 38
12. Implementacio´n de la funcio´n Ato´mica. . . . . . . . . . . . . . . . . . 39
13. Tiempo de ejecucio´n funcio´n Concetration,imagen tomada de autor. . 52
14. Tiempo de ejecucio´n funcio´n Motion,imagen tomada de autor . . . . 53
15. Tiempo de ejecucio´n Malla 2048*1024 . . . . . . . . . . . . . . . . . 54
16. Densidad io´nica (ni/n0) en t = t0. . . . . . . . . . . . . . . . . . . . . 57
17. Densidad electro´nica (ne/n0) en t = t0. . . . . . . . . . . . . . . . . . 57
18. Distribucio´n io´nica de velocidades para diferentes tiempos de la
expansio´n. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
19. Densidad io´nica (ni/n0) en t = 7,5t0. . . . . . . . . . . . . . . . . . . 58
20. Densidad electro´nica (ne/n0) en t = 7,5t0. . . . . . . . . . . . . . . . 58
21. Gra´ficas pic2euler - MPI . . . . . . . . . . . . . . . . . . . . . . . . . 59
5
1. TI´TULO
Implementacio´n del me´todo PIC sobre un clu´ster con GPU usando CUDA
2. PLANTEAMIENTO DEL PROBLEMA
En la simulacio´n del comportamiento de las part´ıculas del plasma por ablacio´n
la´ser, el me´todo computacional ma´s usado es PIC (Particle in cell) [2], este me´todo
representa el comportamiento dina´mico de las part´ıculas del plasma. El plasma es
un gas ionizado caliente compuesto por iones, electrones y a´tomos neutros, que se
producen al momento de incidir un la´ser sobre un so´lido. El plasma transmite energ´ıa
en forma de radiacio´n electromagne´tica, aumentando la energ´ıa cine´tica de los
componentes ato´micos de la estructura, creando una comportamiento colectivo entre
las part´ıculas gracias a las fuerzas que se generan dentro de este estado de la materia.
Este proceso f´ısico es utilizado para la creacio´n de nuevos materiales, procesamiento
de semiconductores (circuitos Integrados), espectroscopia de absorcio´n infrarroja,
pel´ıculas delgadas, grabado de pol´ımeros y un gran nu´mero de aplicaciones donde
se necesita de fuentes especiales de energ´ıa o radiacio´n [3].
La ecuacio´n de Vlasov-Poisson describe el movimiento de part´ıculas cargadas que
interactu´an en el espacio de fase o campos electrosta´ticos, situacio´n que representa
el movimiento de las part´ıculas del plasma [4]. La no linealidad de la interaccio´n
entre campos que interactu´an entre s´ı, hace necesaria la implementacio´n de me´todos
computacionales basados en part´ıculas para su ana´lisis o simulacio´n [5], como
Particle in Cell (PIC), propuesto por Billsard y Langdon en 1991 [2], donde el
movimiento de las part´ıculas promedio es descrita por la dina´mica de su´perpart´ıculas
(compuestas por muchas part´ıculas) que poseen tanto carga como masa. Estas
superpart´ıculas se definen por una funcio´n de distribucio´n de la densidad de las
part´ıculas que generalmente se centra alrededor de la posicio´n x de la su´perpart´ıcula
en una malla.
Tradicionalmente, el me´todo conocido como PIC ha sido implementado sobre
procesadores de propo´sito general CPU, generando un costo computacional elevado.
Con el paso de tiempo y con las nuevas exigencias computacionales, se han
creado procesadores multi-nu´cleos, los cuales pueden ejecutar instrucciones de forma
paralela. Sin embargo, debido a la cantidad de datos que manejan algunos problemas,
entre ellos la problema´tica abordada en este proyecto, son insuficientes los mu´ltiples
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nu´cleos de los procesadores de propo´sito general, pues au´n los datos son manejados
de manera secuencial y el tiempo de ejecucio´n de los algoritmos tiende a ser de
minutos, horas e incluso hasta meses, dependiendo de la cantidad de datos que se
quieran analizar.
Aunque la complejidad computacional del me´todo PIC no es alto [4], s´ı lo es la
cantidad de part´ıculas que se propone para obtener una estabilidad nume´rica y una
mejor precisio´n en la medicio´n (cientos de millones de part´ıculas), razo´n por la cual
se incrementa el tiempo de ejecucio´n de este algoritmo, por lo tanto se hace necesario
plantear una estrategia que permita reducir el tiempo de ejecucio´n del me´todo PIC.
Con el fin de aprovechar las ventajas que presentan las GPU’s en te´rminos de poder
ejecutar instrucciones de forma paralela debido a la gran cantidad de procesadores
con los que cuentan, se pretende utilizar unidades de procesamiento gra´fico GPU
en clu´ster que permitan mejorar el tiempo de ejecucio´n del me´todo PIC y a la vez
realizar una comparativa de ejecucio´n con respecto a los dos marcos de programacio´n
conocidos como CUDA [6] y OPENCL [7] [8]. Es por ello que se plantea la siguiente




El estudio y simulacio´n del movimiento de las part´ıculas en un plasma, tanto iones
como electrones se hace excesivamente costoso a nivel computacional. El problema
radica en que el l´ımite ma´ximo de las computadoras modernas puede simular una
cantidad de part´ıculas del orden de 107 en un tiempo tolerable, lo que limita
investigar ciertos feno´menos del plasma como las auroras boreales, los vientos solares,
la fusio´n de part´ıculas de plasma por medio de un tokamak, los cuales requieren una
cantidad de part´ıculas del orden de 1021, o para una supernova de 1057 [9]. La solucio´n
que se utiliza para este tipo de problemas es agrupar un nu´mero determinado de
part´ıculas en una su´per part´ıcula, donde se calculan de manera colectiva los campos
electromagne´ticos, que son los responsables del movimiento de las part´ıculas en el
sistema, para ello se utilizan me´todos computacionales como PIC [4].
A pesar de la buena respuesta que logra el me´todo PIC, el costo computacional
en tiempo de ejecucio´n aumenta proporcionalmente con la cantidad de part´ıculas a
simular, llegando a tener por ejemplo, un tiempo de ejecucio´n de aproximadamente
19 d´ıas para una simulacio´n de 3.500.000 part´ıculas en un procesador de 4 nu´cleos
[10]. En la siguiente tabla se muestra el tiempo de ejecucio´n en segundos del algoritmo
PIC en 1D para una cantidad de nu´cleos de CPU y una cantidad determinada de
part´ıculas.
Figura 1: Tabla comparativa de los tiempos de ejecucio´n (en segundos) segu´n el
nu´mero de part´ıculas simuladas y la cantidad de nu´cleos de CPU utilizados
En este proyecto se busca mejorar el rendimiento computacional comparando el
tiempo de ejecucio´n de CPU vs GPU vs Clu´ster GPU’s. Si se logra obtener una
mejora en el tiempo de ejecucio´n del algoritmo, tambie´n se lograr´ıa una mejora
al disminuir el costo econo´mico, ya que se puede encontrar una solucio´n de alto
desempen˜o utilizando GPU’s, las cuales hacen parte de un sistema de co´mputo
convencional, comparado con el costo y la complejidad te´cnica que involucra realizar




Implementar el me´todo PIC sobre un clu´ster con GPU usando CUDA.
4.2. Objetivos Espec´ıficos
Comprender el uso de las ecuaciones de Vlasov-Poisson que permiten la
simulacio´n del plasma.
Implementar el me´todo PIC en un lenguaje de programacio´n de forma
secuencial.
Implementar el me´todo PIC en los frameworks de programacio´n en paralelo
CUDA y OpenCL
Construir un clu´ster de GPU’s que permita la ejecucio´n del algoritmo.
Determinar el desempen˜o computacional del algoritmo secuencial utilizando
CPU y de los algoritmos paralelos ejecutados sobre una GPU y un Clu´ster.
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5. MARCO TEORICO Y ESTADO DEL ARTE
5.1. Introduccio´n a la F´ısica del Plasma
Una caracter´ıstica especial del plasma es su comportamiento colectivo, debido a que
las part´ıculas de una misma clase reaccionan de la misma forma ante las fuerzas
presentes en el sistema. La expansio´n del plasma se lleva a cabo en un espacio no
reactivo, lo que permite que el plasma sea tratado como un problema hidrodina´mico,
el cual puede ser descrito por las ecuaciones de Maxwell, V lasov y Poisson.
Para estudiar el comportamiento de las part´ıculas en un plasma, la funcio´n de
distribucio´n para los iones y electrones esta´ definida como la densidad por elemento












donde QE y m son la carga y la masa de las part´ıculas respectivamente. El campo
ele´ctrico en el l´ımite electrosta´tico esta´ descrito por la ecuacio´n de Poisson:
∇2φ = − ρ
0
(2)
Para el ca´lculo del campo ele´ctrico, se usa la ecuacio´n de Gauss. Se asume el campo
magne´tico como cero:
5 · E = ρ
0
(3)
5 ·B = 0 (4)
5.2. Proceso de Ablacio´n La´ser
Se conoce con este nombre, al proceso consistente en irradiar la superficie de un so´lido
con un haz de la´ser de alta intensidad, dando lugar a la formacio´n de una nube de
material que se aleja ra´pidamente de la superficie. Esta nube que esta´, en general,
conformada por electrones, iones, y algunas mole´culas, da lugar a la formacio´n de
lo que se conoce como una pluma de plasma, debido a la forma que adopta en su
expansio´n. La complejidad de las interacciones entre las especies (iones y electrones)
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de la pluma y las que se presentan con la luz del la´ser incidente, implica que todav´ıa
no exista un tratamiento teo´rico o computacional adecuado, au´n para el caso ma´s
sencillo, el de la expansio´n en vac´ıo. Un proceso mucho ma´s complicado de describir
se presenta al momento de realizar ablacio´n con un gas de fondo [11].
En general, este procedimiento se usa para llevar a cabo el crecimiento de
pel´ıculas delgadas mediante la deposicio´n por la´ser pulsado (PLD). Diversos factores,
convierten al PLD en un proceso atractivo para tal fin; estos incluyen la transferencia
estequiome´trica del material desde el blanco, la generacio´n de especies altamente
energe´ticas, las reacciones hiperte´rmicas entre los cationes presentes en dichos
procesos y el fondo gaseoso en el plasma de ablacio´n y la compatibilidad con un
rango de presiones entre el vac´ıo ultra-alto (UHV) y una presio´n de 1 Torr [3].
5.3. Modelo F´ısico y Computacional
En te´rminos generales, se estudiara´n las interacciones electrosta´ticas del plasma
producido por la´ser, cuya expansio´n adopta la forma de una pluma. Con este fin,
suele hacerse uso de modelos teo´ricos simplificados en los cuales, so´lo se toman en
cuenta para´metros como la relacio´n de masa io´nica y electro´nica del material, la
temperatura, la energ´ıa y las dimensiones iniciales de la expansio´n [12].
Para el caso del modelo bidimensional a estudiar, se asume que el plasma es
producido por un pulso la´ser de duracio´n t0 que incide sobre la superficie x = 0,
liberando las especies del plasma de forma isote´rmica a una temperatura T0 y
con un flujo de evaporacio´n constante Je,0 = ne,0ve,0 = Ji,0 = ni,0vi,0. Donde
los n corresponden a densidades io´nica y electro´nica al salir de la superficie. Las












Se asume condicio´n de equilibrio del plasma y por lo tanto es descrito por las
distribuciones de velocidad Maxwellianas [13–15]:


















donde x y y son direcciones perpendicular y paralela con la superficie del so´lido
respectivamente, α representa las especies del plasma y kb es la constante de
Boltzmann.
5.4. Para´metros del sistema
Los para´metros f´ısicos para la simulacio´n son los mismos empleados en la referencia
[16]:
Material ablacionado: Plata, Ag.
Relacio´n de masas io´n-electro´n: mi
me
= 1,98× 105.
Duracio´n del pulso la´ser: 100 fs
Fluencia del la´ser: 1,0 J/cm2
Flujo inicial de part´ıculas: J0 = 4,5× 1033 part´ıculas/(m2s)
Temperatura inicial para ambas especies: 1.77 eV.
Velocidad inicial io´nica promedio: vi,0 = 10
3 m/s






Nu´mero de superpart´ıculas: 10000
Nu´mero de part´ıculas reales por cada superpart´ıcula: Nk = 10
Longitud del espacio de simulacio´n Lx = 1025 ∆x:
Ancho del espacio de simulacio´n: Ly = 64 ∆x
Paso temporal: ∆t = 10−5t0 = 10−18 s
Taman˜o de lado de cada celda: ∆x = 10−11 m
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La eleccio´n del paso de tiempo ∆t y del taman˜o de las celdas ∆x ∗ ∆x en los
me´todos PIC, debe satisfacer el criterio de estabilidad de Courant para impedir que




do´nde vmax es la velocidad ma´xima que llegan a alcanzar las part´ıculas del sistema.
Estos parametros son definidos por los expertos que han acompan˜ado el proceso con
el fin de obtener un algoritmo convergente y estable para la aplicacion en cuestion:
Dado que el costo computacional del algoritmo disen˜ado no es alto, su costo
computacional si lo es debido a la cantidad de particulas con las cuales debe ser
simulado para que tenga una validez y robustez desde el punto de vista f´ısico.
Por tal motivo la implementacio´n secuencial, se optimizo´ y paralelizo para ser
ejecutado sobre una GPGPU y posteriormente para ser ejecutado sobre un Clu´ster
con GPGPU’s, buscando analizar el comportamiento tanto funcional como de mejora
de desempen˜o a trave´s del uso de plataformas computacionales de alto desempen˜o.
Por ello se dara´ a continuacion una breve descripcion de lo que es HPC, lo que
son las GPGPU’s y como se paralelizan algoritmos para utilizar este recurso,
posteriormente se describira´ lo que es un Clu´ster computacional y se describira´ la
configuracion utilizada y finalmente se describira´n las paralelizaciones desarrolladas
sobre el algoritmo desarrollado en el presente proyecto.
5.4.1. Constantes de normalizacio´n
Una mayor eficiencia computacional se obtiene mediante la normalizacio´n de las
variables y ecuaciones del sistema con respecto a los para´metros iniciales.
Tiempo: t0.
Velocidad: vi,0.





Las cantidades relacionadas con el campo y el potencial electrosta´tico se normalizan,
tambie´n, con respecto a estos para´metros, mediante ana´lisis dimensional.
5.5. HPC - High Performace Computing
La computacio´n de alto desempen˜o o HPC por sus siglas en ingle´s se refiere a
el uso de supercomputadores o Clu´sters de computadores para resolver problemas
computacionales complejos que normalmente surgen en la investigacio´n cient´ıfica.
Los usuarios de computadores recurren a la HPC cuando un problema es demasiado
grande para resolverse en una computadora normal (porque requiere demasiada
memoria o espacio de disco) o se ejecuta demasiado lento debido a que el algoritmo
es complejo, el conjunto de datos es grande, o el acceso a datos es lento.
Paralelismo
Los sistemas HPC obtienen su poder computacional de explotar el paralelismo, es
decir, la habilidad de realizar muchas tareas computacionales al mismo tiempo.
Una aplicacio´n o algoritmo que no explota el paralelismo es usualmente llamada
secuencial ya que tiene que ejecutar tareas individualmente en una secuencia.
Los computadores porta´tiles y de escritorio tienen soporte limitado para paralelismo
debido a la popularidad de los procesadores multi-nu´cleo. Estos procesadores pueden
ejecutar un conjunto de tareas concurrentes, por ejemplo corriendo un navegador
web, procesador de texto, cliente de correo electro´nico, y otras aplicaciones de
escritorio al mismo tiempo.
Sin embargo, los sistemas HPC normalmente ofrecen paralelismo a gran escala,
con cientos, miles, o incluso millones de tareas corriendo concurrentemente. El
paralelismo a esta escala plantea muchos retos. Algunos algoritmos tienen dificultad
para remover los cuellos de botellas, o puntos de serializacio´n, donde una simple
tarea debe completarse antes de que otras tareas puedan comenzar. En otros casos,
las tareas pueden necesitar compartir el mismo dato o modificar datos en un orden
cuidadosamente coordinado. La escritura de software paralelo puede ser retadora,
y muchos paquetes de software existentes no esta´n listos para soportar paralelismo.
A veces “Paralelizar” un paquete de software existente o algoritmo requiere una
sustancial inversio´n en investigacio´n y desarrollo.
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En otros casos, los problemas computacionales se paralelizan fa´cilmente, debido a la
naturaleza del problema, e´stos pueden ser separado en muchas tareas pequen˜as que
son independientes cada una de la otra. [17]
5.6. GPGPU
Desde el an˜o 2007 existen dos opciones, CUDA (Compute Unified Architecture)
y OpenCL (Open Computing Language), las cuales partiendo del principio de
paralelizacio´n de tareas, logran explotar al ma´ximo la capacidad de co´mputo
existente en las GPU’s. CUDA como herramienta para realizar paralelizacio´n de
algoritmos, es altamente utilizada en el campo de la computacio´n cient´ıfica [18] [19],
ya que cuenta con una l´ınea de tarjetas gra´ficas conocidas como Tesla que son
utilizadas en la gran mayor´ıa de centros de supercomputacio´n en el mundo y adema´s
cuenta con una gran comunidad de desarrolladores [20] que han hecho de CUDA la
herramienta primordial para realizar aceleracio´n de algoritmos.
La evolucio´n de las GPU’s ha pasado por la creacio´n de distintas arquitecturas, cada
una superando en recursos a su predecesora. A continuacio´n se mencionara´n algunas
de las arquitecturas existentes.
5.6.1. Arquitectura G80
Cuando NVIDIA lanzo´ al mercado la tarjeta GeForce 8800 ver figura 2 se conocio´
entonces la arquitectura G80, la cual era la primera GPU en el mercado que utilizaba
una arquitectura unificada que ejecuta los ve´rtices, la geometr´ıa, los p´ıxeles y los
programas de computacio´n, adema´s se basa en un modelo de instrucciones conocido
como SIMT el cual ejecuta mu´ltiples hilos de manera independiente y al mismo
tiempo utilizando una sola instruccio´n. Esta GPU soporta lenguaje C, lo que hace
que los programadores no tengan que aprender otro lenguaje y opera de forma
integral con una precisio´n de 32 bits para operaciones de punto flotante ajusta´ndose
al esta´ndar IEEE 754 [8].
La arquitectura G80 de NVIDIA comenzo´ su desarrollo a mediados de 2002,
publicando su versio´n definitiva en los u´ltimos meses de 2006 conocida como GT200.
El objetivo ba´sico de la mejora de las capacidades de procesamiento gra´fico llevo´ a:
Incremento de forma significativa de las prestaciones con respecto a la u´ltima
generacio´n de GPU’s.
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Figura 2: Arquitectura G80
Aumento de la capacidad de ca´lculo de punto flotante por parte de la GPU,
con la vista puesta en la introduccio´n definitiva de este tipo de procesadores
en el a´mbito de la computacio´n general.
Adicio´n de nuevos elementos al pipeline cla´sico, para cumplir las caracter´ısticas
definidas por Microsoft en DirectX 10.
Una ventaja en esta arquitectura es la posibilidad de equilibrar la carga entre los
distintos procesadores, los cuales se pueden asignar a una tarea u otra dependiendo
del trabajo a realizar. Como desventaja se puede considerar la mayor complejidad
de los procesadores y su no especificidad en un tipo de problemas. [21]
5.6.2. Arquitectura FERMI
Fermi (ver Figura 3) dio un salto importante en la arquitectura de las GPU. G80 era
una visio´n general de una arquitectura unificada y paralela. La arquitectura GT200
extendio´ el rendimiento y la funcionalidad de la arquitectura G80. Esta arquitectura
emplea un enfoque completamente nuevo a la hora de disen˜ar la GPU. Las a´reas
principales en las que se centraron fueron:
Mejora del rendimiento de precisio´n doble. El rendimiento en operaciones de
punto flotante aumento´ 10 veces en comparacio´n con el rendimiento de una
CPU.
Jerarqu´ıa de memoria Cache. Cuando un algoritmo paralelo no puede utilizar
memoria compartida los usuarios pueden tener acceso a una jerarqu´ıa de
memoria cache´ real.
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Figura 3: Arquitectura Fermi
Ma´s memoria compartida. Los programadores CUDA tuvieron acceso a ma´s
de 16KB de memoria compartida.
Cambios de Contexto. Se puede realizar cambios de contexto ma´s ra´pidos entre
las aplicaciones, gra´ficos y ca´lculos.
Operaciones ma´s ra´pidas. Se obtiene mayor rapidez de lectura y escritura de
las operaciones de algoritmos paralelos.
Fermi es una arquitectura modular, cuya base son los SM (Streaming
Multiprocessors), los que son arrays (agrupaciones) de unidades de co´mputo entre
las que tenemos: procesadores de Shaders, unidades de textura, motores de teselado,
entre otras. A su vez, los SM esta´n organizados en arrays de 2 o 4 SMs, los que
son denominados GPC (Graphic Processing Clu´ster), 1 o ma´s GPCs agrupados
conforman un GPU basado en la arquitectura Fermi. [22]
5.6.3. Arquitectura KEPLER
El objetivo de Kepler GK110 es mejorar el rendimiento. GK110 no solo supera
a la arquitectura Fermi en potencia sino que tambie´n consume menos energ´ıa y
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genera menos calor. Una arquitectura Kepler GK110 incluye 15 unidades y seis
controladores de memoria SMX de 64-bits. Las principales caracter´ısticas de esta
arquitectura son:
Una nueva arquitectura de procesador SMX.
Un subsistema de memoria, que ofrece capacidades adicionales de
almacenamiento en cache´, ma´s ancho de banda a nivel de la jerarqu´ıa, y una
DRAM totalmente redisen˜ada.
Soporte de hardware en todo el disen˜o para permitir nuevas capacidades del
modelo de programacio´n. [23]
5.6.4. Arquitectura MAXWELL
La nueva arquitectura de NVIDIA, lanzada en febrero de 2014, conocida como
Maxwell, es una arquitectura de GPU que busca una mejora sustancial en el consumo
de potencia compara´ndola directamente con su predecesora Kepler, existen dos
tarjetas gra´ficas de e´ste tipo en el mercado la GeForce GTX 750 Ti y Geforce GTX
750.
Figura 4: Mejoras de Eficiencia Energe´tica Arquitectura Maxwell
Multiprocesadores ma´s Eficientes
Los arquitectos de Maxwell vieron un gran potencial y una gran capacidad de
mejora de la arquitectura Kepler ver Figura 5, de tal manera que buscaron
dar un gran salto en la construccio´n de una nueva arquitectura que cuenta con
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gestio´n mejorada de instrucciones, aumento de ocupacio´n para co´digo existente
y latencia de instrucciones aritme´ticas reducida [24].
Memoria Compartida Dedicada y de Mayor Taman˜o A diferencia de la
arquitectura Kepler, Maxwell aprovechara´ las cache´s de nivel uno y las cache´s
de texturas para construir una sola unidad con mayor capacidad y mayor
velocidad de acceso.
Operaciones Ato´micas en Memoria Compartida ma´s Ra´pidas
Maxwell posee Operaciones Ato´micas de Memoria Compartida de 32 y 64
bits de enteros de manera nativa, y tambie´n para realizar operacion CAS
(Compare-and-Swap).
Soporte de Paralelismo Dina´mico
La arquitectura Maxwell tendra´ el soporte de paralelismo dina´mico incluso
para los chips de las lineas de bajo costo de NVIDIA.
5.6.5. Arquitectura PASCAL
Llamada as´ı en honor al matema´tico france´s Blaise Pascal, esta arquitectura,
anunciada en abril de 2014, tendra´ tres caracter´ısticas principales [25]:
Memoria Tridimensional. Pilas de chips DRAM dentro de mo´dulos densos con
interfaces amplias y dentro del mismo package de la GPU. Esto permitira´
accesos a memoria con menor latencia y mayor ancho de banda, permitiendo
tener mayor potencia en dispositivos mas pequen˜os.
Memoria Unificada. Esto permitira´ a los desarrolladores tomar ventajas del uso
de GPU y CPU, ya que no sera´ necesario cambios de contexto entre dispositivos
y Hosts.
NVLink. Los sistemas de co´mputo actuales esta´n restringidos por la velocidad
a la que los datos entre la CPU y la GPU pueden moverse. NVLink pondra´ a
disposicio´n un medio de transporte de informacio´n con mayores capacidades
pasando de 16 GB/s a ma´s de 80 GB/s.
Mo´dulo Pascal. NVIDIA ha disen˜ado un mo´dulo para mantener las GPU’s
Pascal con NVLink en un tercio del taman˜o de las boards actuales, esto
permitira´ que la potencia de las GPU’s este´n en mo´dulos ma´s compactos.
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5.7. Computacio´n Clu´ster
La primera inspiracio´n para la computacio´n Clu´ster fue desarrollada en los 60’s por
IBM como una alternativa de enlazar grandes mainframes para proveer un forma
ma´s efectiva en costos de paralelismo comercial.
Sin embargo, la computacio´n en Clu´ster no ganar´ıa momentum hasta que
convergieron tres importantes avances en los 80’s: microprocesadores de alto
desempen˜o, redes de alta velocidad, y herramientas estandarizadas para la
computacio´n distribuida de alto desempen˜o. Una posible cuarta tendencia fue el
incremento en las necesidades de poder computacional de las aplicaciones cient´ıficas
y comerciales que compitiera con los tradicionales supercomputadores de alto costo
y baja accesibilidad.
Los avances recientes en estas a´reas y la disponibilidad de componentes baratos
y comunes han hecho que la computacio´n en Clu´ster o computadores en red sea
ampliamente aceptadas y fa´cilmente construida. Y consecuentemente, han surgido
como la principal tendencia en plataformas paralelas y distribuidas para alto
desempen˜o, alta tasa de transferencia y alta disponibilidad.
Un Clu´ster es un tipo de sistema computacional paralelo y distribuido, que consiste
en una coleccio´n de computadores individuales trabajando unidos como un u´nico
recurso integrado [1] [26]. La arquitectura t´ıpica de un Clu´ster se muestra en la figura
TAL. Los principales componentes de un Clu´ster incluyen mu´ltiples computadores
simples (PCs, estaciones de trabajo, etc), sistemas operativos, interconexio´n de alto
desempen˜o, middleware (capa de interfaz), ambientes de programacio´n paralela y
aplicaciones.
Para la construccio´n de un Clu´ster se debe tener claros tres elementos: tecnolog´ıas
de interconexio´n y software de comunicacio´n, Imagen U´nica de Sistema (SSI - Single
System Image) y un sistema de administracio´n de recursos.
Los Clu´sters necesitan incorporar tecnolog´ıas de interconexio´n ra´pidas para soportar
altas tasas de transferencia y baja latencia para la comunicacio´n entre procesadores
de los diferentes nodos. Tecnolog´ıas lentas de interconexio´n siempre han sido
un factor de embotellamiento en la computacio´n Clu´ster. Seleccionar la red de
interconexio´n depende de varios factores, como compatibilidad entre el hardware
del clu´ster y el sistema operativo, precio y desempen˜o.
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Figura 5: Cluster architecture. R. Buyya [1]
La Imagen U´nica de Sistema [27], representa la vista de un sistema distribuido como
un u´nico recurso computacional. Esto provee mejor usabilidad para los usuarios
ocultando la complejidad de la naturaleza distribuida y heteroge´nea de un Clu´ster.
La Imagen U´nica de Sistema puede ser establecida a trave´s de la implementacio´n de
varios mecanismos en varios niveles de abstraccio´n en la arquitectura del Clu´ster:
hardware, sistema operativo, middleware y aplicaciones. El objetivo del disen˜o de
un sistema Clu´ster con Imagen Unica de Sistema es en la de proveer transparencia
en la administracio´n de recursos, desempen˜o escalable y disponibilidad del sistema
en el soporte de aplicaciones de usuario.
Un Sistema de Administracio´n de Recursos (RMS - resource management system)
actu´a como un middleware del Clu´ster que implementa la Imagen U´nica de Sistema.
Este permite a los usuarios ejecutar trabajos en el Clu´ster sin necesidad de entender
la complejidad de la arquitectura Clu´ster.
Los modelos de programacio´n empleados por una aplicacio´n, determinan el
desempen˜o de una aplicacio´n para un Clu´ster. Los modelos de programacio´n en
computacio´n Clu´ster han sido tradicionalmente divididos en las categor´ıas basadas
en la relacio´n de los programas y los datos que estos operan [28]. La primer categor´ıa,
Instruccio´n simple - Dato Simple, (SISD), define el tradicional computador Von
Neuman. La categor´ıa Mu´ltiples instrucciones - Mu´ltiples Datos esta´ incluida en la
totalidad de los computadores Clu´ster tambie´n como en casi todas las arquitecturas
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paralelas. En el modelo de Simple instruccio´n - Mu´ltiples Datos cada procesador
ejecuta el mismo programa sobre diferentes datos. Finalmente, el modelo de Mu´ltiple
instruccio´n - Dato Simple define el sistema donde mu´ltiples programas operan sobre
los mismo datos.
El Clu´ster disen˜ado para el presente proyecto fue estructurado de forma sencilla
sin SSI debido a la heterogeneidad del hardware. El sistema de interconexio´n
que se utilizo´ fue ethernet, lo anterior dadas las limitaciones presupuestales para
la ejecucio´n de este a sabiendas de las consecuencias en el desempen˜o de la
implementacio´n. Se utilizo´ un modelo de programacio´n MIMD, implementado a
trave´s de los diferentes procesos del algoritmo expuesto en este proyecto y que sera´
detallado ma´s adelante. El propo´sito principal de haber incluido un disen˜o de Clu´ster
en el presente proyecto fue el de proporcionar una solucio´n que pudiera ser ejecutada
en una plataforma de este tipo, y no necesariamente sobre la plataforma actualmente
desplegada en la ejecucio´n de este proyecto.
5.8. MPI - Message Passing Interface
Segu´n traduccio´n directa de la versio´n 3.1 de la documentacio´n oficial, “MPI
(Interfaz de pasos de mensajes), es una librer´ıa de especificaciones de paso de
mensajes. Todas las partes de esta definicio´n son significativas. MPI esta´ inicialmente
dirigido a un modelo paralelo de paso de mensajes, en el que los datos son movidos
de un espacio de direcciones de un proceso a otro proceso a trave´s de operaciones
colaborativas en cada proceso”. Se puede ver que es una herramienta utilizada para
arquitecturas de co´mputo distribuidas, en las que la memoria compartida no se puede
utilizar por estar en espacios f´ısicos diferentes.
De igual forma en la misma fuente se encuentra un par de aclaraciones importantes;
la primera de ellas dice “Extensiones al modelo inicial son proporcionadas en
operaciones colectivas, operaciones de acceso a memoria remota, creacio´n dina´mica
de procesos, y paralelizacio´n de entrada y salida”. Esta aclaracio´n muestra una
ampliacio´n en las posibilidades de operacio´n del esta´ndar, a medida que se avanza
en el tiempo. Y por u´ltimo “MPI es una especificacio´n, no es una implementacio´n;
hay mu´ltiples implementaciones de MPI. Esta especificacio´n es para una librer´ıa de
interfaz; MPI no es un lenguaje, y todas las operaciones de MPI son expresadas
como funciones, subrutinas, o me´todos, de acuerdo al lenguaje apropiado en el que
sea implementado, para C y FORTRAN, son parte de un esta´ndar MPI. El esta´ndar
ha sido definido a trave´s de un proceso abierto llevado por una comunidad de
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comerciantes de computacio´n paralela, cient´ıficos en computacio´n y desarrolladores
de aplicaciones.
El modelo de paso de mensajes coordina el trabajo enviando y recibiendo mensajes
entre los procesos. El esta´ndar MPI [29] define un modelo de programacio´n para
pasar mensajes, a trave´s de una serie de funciones que soportan dicho modelo.
En el modelo de MPI, los procesos son iniciados por un programa principal. Hay un
proceso por procesador, pero cada procesador puede ejecutar un proceso diferente.
As´ı pues, MPI es un modelo de programacio´n de paso de mensajes para sistemas
MIMD.
En un principio, durante la ejecucio´n el nu´mero de procesos se manten´ıa fijo, sin
embargo en la evolucio´n de MPI se ha an˜adido dinamismo, lo que permite crear
procesos durante la ejecucio´n. Esto suele ser bastante u´til a la hora de implementar
algoritmos iterativos.
Los procesos son nombrados, env´ıan y reciben mensajes punto a punto basados en
los nombres de los procesos. Los procesos pueden ser agrupados, y funciones de
comunicacio´n colectivas pueden ser usadas para realizar operaciones globales sobre
un grupo, tales como broadcast y sincronizacio´n.
El intercambio de mensajes en MPI puede convenir el contexto de comunicacio´n
en el que dicho intercambio ocurre. MPI ofrece a los procesos la capacidad de
probar su entorno, de probar por mensaje, permitiendo a los programas MPI usar el
intercambio tanto de mensajes s´ıncronos como as´ıncronos. Para definir la sema´ntica
de intercambio de mensajes, el modelo de programacio´n MPI provee soporte expl´ıcito
para la construccio´n de librer´ıas de programacio´n paralela para la ejecucio´n sobre un
Clu´ster [30]. Las librer´ıas escritas para el esta´ndar MPI son portables, y pueden ser
reutilizadas por programas en lenguajes de alto nivel de abstraccio´n. Las principales
herramientas proporcionadas por las librer´ıas son contextos de comunicacio´n, grupos
de procesos, topolog´ıas virtuales y atributos de cache´. El constructor MPI llamado
“comunicador” encapsula todas estas funciones de una manera reutilizable.
Un grupo de procesos MPI es una coleccio´n ordenada de procesos definidos por
el a´mbito de los nombres de procesos y el a´mbito para la comunicacio´n colectiva.
Dado que el sistema puede diferenciar entre procesos que comparten contexto, el
contexto de comunicacio´n permite partir la informacio´n durante el intercambio
de mensajes. La librer´ıa tambie´n diferencia entre la comunicacio´n interna de la
comunicacio´n externa. Un comunicador MPI puede ser visto como un identificador
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de grupo con un contexto. Intercomunicadores operan sobre un grupo, mientras los
intercomunicadores son usados para la comunicacio´n punto a punto entre dos grupos
o procesos.
El esta´ndar MPI se limita en si mismo a la definicio´n sema´ntica y de funciones para
el paso de mensajes, y define las primitivas requeridas para reutilizar las librer´ıas.
MPI no provee una infraestructura para la construccio´n de programas ni para la
administracio´n de tareas. Estas responsabilidades se dejan para la implementacio´n
de MPI. La implementacio´n del esta´ndar MPI es MPICH [31]. Disponible como un
paquete de fuente abierta, MPICH soporta la ma´s reciente versio´n de MPI 2.
5.9. Implementacio´n de Clu´ster basado en el modelo MPI
5.9.1. Configuracio´n Clu´ster
La arquitectura definida para el Clu´ster consta de dos nodos conectados entre si,
de manera no dirigida. La idea de la estructura es tener el mismo control sobre
cualquier nodo en el que se haga la conexio´n, es decir, que el nodo al que se conecte
se convierta en nodo maestro.
Con respecto a los equipos para construir la estructura, estaban a disposicio´n dos
ma´quinas heteroge´neas pero con caracter´ısticas similares. Ambos equipos con un
Sistema Operativo Ubuntu 14.04, con lo cual se intenta lograr una homogeneidad
en la estructura de directorios dentro de cada ma´quina.
Un aspecto que representa homogeneidad es la creacio´n de una estructura dentro del
sistema de archivos, lo cual amerita la creacio´n de un directorio de trabajo dentro
de cada nodo, en la misma ubicacio´n.
1 ˜/ mirror /
Directorio homoge´neo. Ambos nodos deben contener la misma estructura de carpetas.
Por el lado de la comunicacio´n, se parte de configurar en cada equipo una direccio´n
ip esta´tica; esto como una condicio´n establecida para lograr la comunicacio´n entre
los nodos ya que se hace ma´s eficiente la identificacio´n de cada nodo conociendo su
direccio´n.
Por la parte de conexio´n se utiliza el protocolo ssh, el cual facilita las comunicaciones
seguras entre los dos sistemas usando una arquitectura cliente/servidor y que
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permite a los usuarios conectarse remotamente. En los repositorios de los sistemas
GNU/Linux se encuentra el paquete open ssh, el cual proporciona las configuraciones
para que el protocolo se realice correctamente entre le equipo cliente (paquete
openssh-client) y el equipo servidor (paquete openssh-server). A continuacio´n se
muestra el comando de instalacio´n sobre un sistema GNU/Linux.
1 apt−get i n s t a l l openssh−c l i e n t openssh−s e r v e r
Para no interrumpir el proceso de ejecucio´n, el cual se ve´ıa afectado por la
autenticacio´n que se ten´ıa que hacer para la comunicacio´n de las ma´quinas, se
modificaron archivos de configuracio´n para el reconocimiento de cada nodo.
A continuacio´n se muestran los archivos modificados y las respectivas
configuraciones:
1 / e tc / hos t s
2 1 2 7 . 0 . 0 . 1 l o c a l h o s t
ip-nodo-1 hostname-nodo-1
ip-nodo-2 hostname-nodo-2
El archivo hosts en un sistema operativo es utilizado como un archivo de
configuracio´n que almacena direcciones ip y dominios, lo que permite resolver
nombres de dominios. La modificacio´n de este archivo se realiza en ambos nodos, lo
cual garantiza el reconocimiento mutuo entre hosts.
Adema´s de esta configuracio´n de reconocimiento se agrego´ una ssh key, para no tener
que proporcionar datos de acceso con cada peticio´n entre nodos. Una ssh key es un
modo de identificar hosts de confianza sin requerir contrasen˜as de acceso [32].
Entonces, el siguiente paso en la configuracio´n fue generar una llave ssh:
1 ssh−keygen −t dsa
ssh key es proporcionada por el paquete open-ssh [33], y se ejecuta a trave´s del
anterior comando, el cual genera un archivo cifrado (nombrado como id dsa.pub, y
se ubica por defecto en el directorio /˜.ssh) que contiene informacio´n de acceso al
host. El siguiente paso es compartir esta llave generada con entre cada uno de los
nodos, para que se reconozcan entre si cada vez que se envie una solicitud entre ellos.
1 scp id d sa . pub slave@ip−s l a v e : ˜ / . ssh / id d sa . pub
Luego se nombra el archivo recibido desde el otro nodo como authorized keys.
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1 cat id d sa . pub >> author i z ed keys
Una aclaracio´n importante es que se debe conservar en cada equipo el id dsa.pub
original de cada ma´quina, ambos archivos (id dsa.pub y authorized keys.) dentro del
directorio /˜.ssh.
Adema´s, se requieren unas dependencias ba´sicas para el funcionamiento del sistema
referente a las librer´ıas que se utilizan para la ejecucio´n del proyecto. Estas son las
siguientes:
GCC (GNU Compiler Collection) el cual es un conjunto de compiladores
creados por el proyecto GNU [34]. Estos compiladores son considerados
esta´ndar para los sistemas operativos derivados de UNIX de co´digo abierto.
Originalmente significaba GNU C Compiler (Compilador GNU de C), ya que
solo compilaba lenguaje C. Posteriormente se mejoro´ para compilar C++,
Fortran, entre otros.
El paquete en nuestro sistema para el propo´sito anterior es build-essential y
se instala por el comando:
1 apt−get i n s t a l l bui ld−e s s e n t i a l
build-Essentials es un paquete que contiene una lista con informacio´n de los
paquetes que se consideran esenciales para la creacio´n de otros paquetes.
5.9.2. Configuracio´n MPI
MPI es un esta´ndar. Pero existen diferentes implementaciones de MPI dependiendo
de la casa desarrolladora, las cuales esta´n disen˜adas para diferentes plataformas y
lenguajes de programacio´n.
Para el proyecto se utilizo´ el desarrollo MPICH, la cual es una aplicacio´n de alto
rendimiento y ampliamente portable [35]. Se instalo´ en el sistema por medio del
siguiente comando:
1 apt−get i n s t a l l l i b c r−dev mpich2 mpich2−doc
Otra implementacio´n popular de MPI es la que ofrece Open MPI: Open Source High
Performance Computing. [36]
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Para probar que el paquete se instalo´ efectivamente se ingresan los siguientes
comandos en todas las ma´quinas, los cuales debera´n mostrar una ruta de ubicacio´n
de los elementos requeridos.
1 which mpicc
2 which mpirun
Se procede luego a crear un archivo llamado comu´nmente “machinefile”, el cual
contiene el nombre de cada nodo seguido del cara´cter dos puntos(:) y en frente el
nu´mero de procesos que el nodo va a trabajar.
1 node 1 : 4
2 node 2 : 1
El ejemplo anterior se muestra que el nodo 1 va trabajar en 4 procesos mientras que
el nodo 2 solo va a trabajar en un proceso al tiempo. Para el proyecto se agrego´ la
condicio´n de que cada nodo solo procesara un trabajo a la vez.
Como u´ltima prueba sobre la instalacio´n y configuracio´n se creo´ y ejecuto´ un script
de “hola mundo” (El desarrollo del algoritmo secuencial del proyecto se hizo en
lenguaje C, por lo que la paralelizacio´n con MPI se continua en el mismo lenguaje).
Como se muestra a continuacio´n:
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Figura 6: Figura de estructura MPI
La salida del recurso anterior es un mensaje que muestra el proceso que se esta´
ejecutando y el host que esta´ resolviendo la peticio´n. Se compila el co´digo fuente
con el compilador que proporciona el paquete para C (mpicc):
1 mpicc main . c −o BINARIO
2 mpirun −n NUMEROPROCESOS −f m a c h i n e f i l e . /BINARIO
Vale la aclaracio´n de que esta prueba se hizo con MPI esta´tico, en donde se ejecuto´
exactamente el mismo trabajo en ambos nodos.
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6. IMPLEMENTACIO´N Particle in Cell 2D
6.1. Me´todo Particle in Cell (PIC) para la simulacio´n de
Plasmas producidos por la´ser
El me´todo Particle-in-Cell (PIC) para el estudio de la expansio´n del plasma, que
se desarrollo´ en el u´ltimo cuarto del siglo XX [37], es un algoritmo iterativo, que
sigue el movimiento de part´ıculas cargadas y sus interacciones de largo alcance, y
se usa para estudiar el plasma desde un enfoque cine´tico. Consiste en la resolucio´n
de las ecuaciones diferenciales involucradas en la evolucio´n del plasma (el potencial
ele´ctrico, el campo ele´ctrico y las ecuaciones cine´ticas se resuelven en cada paso). El
espacio de simulacio´n se toma como una grilla o coleccio´n de puntos de malla y se
aprovechan los feno´menos colectivos del plasma para representar el comportamiento
de un gran nu´mero de part´ıculas reales mediante una entidad computacional
denominada superpart´ıcula. La funcio´n de distribucio´n de cada especie del plasma





La funcio´n de distribucio´n para cada superpart´ıcula var´ıa respecto de dos para´metros
relacionados con las dimensiones del espacio de fase, es decir, sus posiciones y
velocidades, como sigue:
fα(x, v, t) = NpSx(~r − ~rp(t))Sv(~v − ~vp(t)) (9)
Np representa el nu´mero de part´ıculas reales de la superpart´ıcula, Sx y Sv son las
funciones de forma que, en los me´todos PIC modernos hacen uso de b-splines [4].
Un esquema general del me´todo y sus pasos se describen a continuacio´n.
6.1.1. Descripcio´n general del modelo
Las part´ıculas parten de la posicio´n x = 0 (superficie del material)
y = LY /2, con velocidades aleatorias descritas por la ecuacio´n (6); durante el
tiempo de emisio´n t0, estas son liberadas de a poco, en intervalos iguales de
tiempo.
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Figura 7: Algoritmo PIC.
El modelo desarrollado en el presente trabajo emplea una malla regular (celdas
cuadradas) en la cua´l, el espacio de fase de las part´ıculas evoluciona en cada
iteracio´n de acuerdo a los pasos mostrados en la figura 7.
En el ana´lisis de la expansio´n del plasma producido por la´ser, a nivel
electrosta´tico, existe un intere´s prioritario en la direccio´n que hemos tomado
como x (frente de la superficie del material), por lo que, asumiendo una malla
regular, el espacio se dividira´ en una mayor cantidad de celdas en esta direccio´n
que, en la direccio´n y (paralela a la superficie).
6.1.2. Condiciones de Frontera
En el modelo desarrollado en este trabajo se emplean dos tipos de condiciones de
frontera:
Tipo Dirichlet en la direccio´n x, como sigue [13]:
El so´lido ablacionado permanece libre de carga por lo que, el potencial φ
en toda la superficie es constante. Se toma φ(x = 0) = 0 durante toda la
simulacio´n. Esto establece condiciones de frontera reflectivas, es decir, toda
part´ıcula que llega a la superficie es expulsada con la misma magnitud de
velocidad y direccio´n contraria. El campo ele´ctrico en la superficie y en el
infinito esta´n relacionados por:




[ni(x, y)− ne(x, y)]dx (10)
Como E(x = ∞) = 0 y el nu´mero de superpart´ıculas io´nicas y electro´nicas
que salen de la superficie es igual, entonces, E(x = 0) = 0.
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Figura 8: Aporte de carga por superpart´ıcula en cada celda.
Un espacio de simulacio´n suficientemente grande en la direccio´n x garantiza
que pueda considerarse el valor del campo al final del mismo, como equivalente
al del infinito y por tanto, nulo.
6.1.3. Determinacio´n de la densidad de carga en cada celda
Debido a la existencia de superpart´ıculas io´nicas y electro´nicas y que ellas,
no necesariamente tienen la misma forma y taman˜o de las celdas, en cada
iteracio´n debe calcularse el “peso” de las superpart´ıculas que esta´n ubicadas
en una celda, esto es, cua´nta densidad de carga le aportan. Para obtener estos
valores se emplean me´todos de interpolacio´n [38], como la convolucio´n entre
las funciones de forma de las celdas y las superpart´ıculas [4]. En el presente
caso, se hace uso del me´todo denominado Cloud-In-Cell [2] [39] (ver figura 8),
para obtener la densidad de carga en los cuatro puntos de malla adyacentes a
cada superpart´ıcula, en funcio´n de su cercan´ıa a esta, obteniendo:
ρjk = eNk(ni,jk − ne,jk)W (x− xjk) (11)
6.1.4. Obtencio´n del potencial electrosta´tico
Una vez se tienen los valores de la densidad de carga para cada celda del
espacio de simulacio´n, debe resolverse la ecuacio´n 2, denominada ecuacio´n de
Poisson [40] para obtener el valor del potencial de cada una de las celdas.










Cuya versio´n discreta, haciendo uso del laplaciano de cinco puntos es:





La resolucio´n de esta ecuacio´n se lleva a cabo mediante el uso de la
transformada ra´pida de Fourier, empleando la librer´ıa FFTW (Fastest
Fourier Transform In the West). El uso de condiciones de frontera
tipo Dirichlet en la direccio´n, hace necesario el uso de la transformada conocida





Xjsin[pi(j + 1)(k + 1/(n+ 1)] (14)



































































4− 2cos[pi(m+ 1)(M + 1)]− e2pi√−1N − e−2pi√−1N (21)
6.1.5. Campo ele´ctrico
A continuacio´n de la obtencio´n del valor del potencial ele´ctrico para cada
celda, se calcula el valor del campo ele´ctrico para cada punto del espacio
de simulacio´n. Unidimensionalmente [4], esto se hace mediante el uso de
diferencias finitas centradas, obteniendo para cada dimensio´n del vector de
campo ele´ctrico:
Ei = −φi+1 − φi−1
2∆x
(22)
donde φi, corresponde al valor del potencial ele´ctrico en cada celda y ∆x al
taman˜o de las mismas.
6.1.6. Ecuaciones de movimiento de las superpart´ıculas
El valor del campo que actu´a desde cada punto de malla hacia cada part´ıcula
computacional se obtiene de forma ana´loga al ca´lculo de la concentracio´n
de carga (CIC). Esto permite calcular la fuerza electrosta´tica que acelera
las superpart´ıculas y se procede a actualizar las velocidades y posiciones
empleando el me´todo de Euler-Cromer (se calcula primero el nuevo valor de
la velocidad), donde ~rk, ~vk, mα son la posicio´n, la velocidad y la masa de la
part´ıcula k-e´sima respectivamente y ~Ep es el campo ele´ctrico que actu´a sobre
cada part´ıcula.








7.1.1. Profiling de la implementacio´n de PIC
Antes de implementar de forma paralela el algoritmo de Particle-in-cell 2D, se deben
medir los tiempos de consumo de las funciones a nivel computacional usando una
herramienta de profiling, como gprof [41] que analiza que funciones del co´digo
tienen mayor porcentaje de tiempo.
Para usar gprof se necesita seguir los siguientes pasos:
7.1.2. Como usar gprof en PIC
Configurar el modo de gprof para compilar el co´digo.
Ejecutar el co´digo para generar los datos de los perfiles.
Crear un archivo para leer los archivos de gprof.












27.40 569.91 569.91 1599986 0.36 0.36 Motion
22.06 1030.55 460.63 1599986 0.29 0.29 Concetration
13.96 1322.11 291.56 799993 0.36 1.17 poisson2D
TABLA 1: Tiempo de ejecucio´n Profiling
En la Tabla 1 se toman los porcentajes mayores al 13 %, pues son estos porcentajes
los que mayor tiempo de ejecucio´n consumen en el algoritmo secuencial.
27 % Motion: Esta funcio´n evalu´a el movimiento de la superpart´ıculas que
actu´an en un punto de la malla; permitiendo conocer la actualizacio´n de las
velocidades y las posiciones a trave´s del me´todo de Euler (Ver ecuaciones (23)
y (24)).
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22 % Concetration:Esta´ funcio´n determina la densidad de carga de las
superpart´ıculas (Ver ecuacio´n (11)).
13 % Poisson2D : Esta funcio´n calcula el potencial electroesta´tico de las
superpart´ıculas, con la cual se obtiene el campo ele´ctrico (Ver ecuacio´n (12))
Teniendo claro cuales son las funciones de mayor porcentaje de consumo
computacional, se evalu´an las estrategias de programacio´n para mejorar los tiempos
de ejecucio´n, pero a la vez teniendo en cuenta la dependencia de datos dentro de las
funciones a mejorar.
7.2. Estrategia de paralelizacio´n con CUDA C
Gracias a las CPU’s multinu´cleo y las GPU’s de mu´ltiples nu´cleos, se ha podido
mejorar la ejecucio´n de muchos algoritmos como en PIC [42], donde se utiliza
la potencia de las GPU’s para mejorar el tiempo de ejecucio´n de trabajos que
llevan consigo un gran consumo computacional. Los algoritmos como [42] aprovechan
GPU’s o las arquitecturas paralelas a trave´s de herramientas que permiten distribuir
el trabajo de ejecucio´n de forma simultanea, entre esas herramientas se encuentran
OPENCL [7], CUDA [43], MPI, OpenMP entre otras.
En este cap´ıtulo nos centraremos en el framework de programacio´n
CUDA(Compute Unified Devide Architecture) [43], para paralelizar las funciones de
la Tabla 1 del algoritmo de PIC-2D. CUDA es una arquitectura de ca´lculo paralelo
de NVIDIA que aprovecha la gran potencia de la GPU (unidad de procesamiento
gra´fico) para proporcionar un incremento extraordinario del rendimiento del sistema.
Gracias a las grandes ventajas muchos desarrolladores cient´ıficos e investigadores
esta´n encontrando numerosas aplicaciones usadas en el procesamiento de v´ıdeo
e ima´genes, matema´ticas y qu´ımica computacional, la simulacio´n de dina´mica de
fluidos, la reconstruccio´n de ima´genes diagnosticas entre otros.
Otra de las ventajas de trabajar con CUDA es la manera como interactu´a con otros
dispositivos, pues mucha de la carga de trabajo se puede dividir entre la CPU y la
GPU, es decir si el algoritmo tiene partes netamente secuenciales, la manera ma´s
ra´pida de solucionar el problema sera usando la CPU, pero a la vez puede existir
partes del algoritmo que no presenten dependencia de datos, lo cual lo hace un
candidato para usar CUDA sobre el coprocesador GPU, a este tipo de arquitecturas
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donde la GPU y la CPU se une para prestar un mayor rendimiento a un problema
se conoce como computacional heteroge´nea.
Figura 9: Arquitectura CPU y GPU, Plataforma Heteroge´neo.
La figura 9, hace referencia a un Sistema que usa ma´s de dos procesadores, el
procesador principal CPU y como Co-Procesador la GPU, lo que hace que ganen
mayor rendimiento, ya que cada uno esta disen˜ado para realizar tareas particulares.
7.3. Estructura de programacio´n CUDA
La estructura tipica de CUDA consiste en 5 pasos:
Asignar memoria GPU
Copiar los datos de la memoria de la CPU, a la memoria de la GPU.
Invocar los Kernels para realizar el calculo especifico del programa.
Copiar los datos de la GPU a la memoria de la CPU.
Liberar las memorias de la GPU.
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Figura 10: Estructura de programacio´n CUDA.
7.4. Paralelizacio´n de funciones del Particle-in-cell 2D
7.4.1. Motion
La paralelizacio´n de esta funcio´n es bastante sencilla, debido que que se usan los
conceptos ba´sicos de CUDA como:
Copiar los datos de la memoria principal a la GPU
Acceder al kernel donde se paralelizan los ca´lculos en la GPU.
Lanzar la cantidad de bloques e hilos a usar sobre la GPU
Copiar nuevamente los datos de los resultados obtenidos de la memoria de la
GPU a la memoria principal.
7.4.2. Concentration
La funcio´n Concentration mide la cantidad de part´ıculas que se encuentra sobre una
celda. Para poder paralelizar esta funcio´n, se utilizo´ la instruccio´n Atomic [44], ya
que es fa´cil de usar y extremadamente u´tiles en muchas aplicaciones.
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¿Cua´les son las operaciones ato´micas?
Una operacio´n ato´mica garantiza que se lleve a cabo un proceso sin la interferencia
de otros hilos, evitando la condicio´n de carrera; un problema demasiado comu´n en
aplicaciones multi-hilo. Por ejemplo:
Suponga que tiene dos hilos A y B. Ahora supongamos que cada hilo quiere aumentar
el valor de la posicio´n de memoria 0x1234 por uno. Suponga que el valor en la posicio´n
de memoria 0x1234 es 7. Si A y B ambos quieren aumentar el valor en la posicio´n
0x1234 al mismo tiempo, cada hilo primero tendra´ que leer el valor. Dependiendo de
cuando las lecturas se producen, es posible que tanto A como B lean un valor de 7.
Despue´s de agregar un valor de 1, tanto A como B quieren escribir 8 en la posicio´n
de memoria, lo cual no es correcto! El valor, 7, se deber´ıa haber aumentado dos
veces (una por cada hilo), pero en cambio, el valor so´lo se incremento´ una vez! Esto
se conoce como una condicio´n de carrera, y puede ocurrir en cualquier programa
multi-hilo si el programador no tiene cuidado.
Por lo tanto la funcio´n ato´mica es usada para resolver toda clase de problemas de
sincronizacio´n y coordinar los problemas en sistemas de computo paralelo.
En el caso de Concentration se acced´ıa a una superpart´ıcula dentro de la malla, pero
probablemente si varios hilos accedieran al tiempo a esa part´ıcula tomar´ıan un valor
incorrecto del valor de esa part´ıcula, ya que otras part´ıculas podr´ıan incidir sobre
ella. La funcio´n que ma´s se adapta a estos para´metros es la funcio´n AtommicAdd()
Figura 11: Acceso de todos los hilos a un mismo dato.
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En la figura 11, se puede observar como cada operacio´n accede al mismo tiempo al
dato x, lo cual puede presentar problemas a la hora del obtener los resultados.
Figura 12: Implementacio´n de la funcio´n Ato´mica.
En la figura 12, se muestra como cada hilo se sincroniza para acceder al dato x,
obteniendo resultados ma´s o´ptimos.
7.4.3. Poisson2D
En la funcio´n de Poisson en 2D se resuelve la ecuacio´n 12, cuya versio´n discreta
esta dada por la ecuacio´n 13. La solucio´n de la ecuacio´n de Poisson se lleva a cabo
mediante la Transformada ra´pida de Fourier (FFT), sobre el cual se utilizo´ la librer´ıa
FFTW3 para su solucio´n con condiciones de frontera Dirichlet para la direccio´n en
x y perio´dica para la direccio´n y.
La FFT es un algoritmo de divide y vencera´s para calcular de manera eficiente
transformadas discretas de Fourier a trave´s de conjuntos de datos complejos o con
valores reales. Es uno de los algoritmos nume´ricos ma´s importantes y ampliamente
usando en la f´ısica computacional y procesamiento de sen˜ales en general. La librer´ıa
cuFFT proporciona una interfaz sencilla para el ca´lculo de FFT en una GPU
NVIDIA, que permite a los usuarios aprovechar ra´pidamente el poder de punto
flotante y el paralelismo de la GPU en una librer´ıa FFT altamente optimizado y
probado.
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Adema´s cuFFT tiene las siguientes caracter´ısticas:
Algoritmos altamente optimizados para taman˜os de entrada que se puedan
escribir en la forma
a× 3b× 5c× 7d
en general entre ma´s pequen˜o sea el dato es mejor el desempen˜o por ejemplo
potencias de dos son ma´s ra´pidas.
Una complejidad de O(n log n) para el taman˜o de los datos de entrada.
Soporta precisio´n simple (punto flotante de 32 bits) y de precisio´n doble (punto
flotante de 64 bits). los datos de tipo flotante tienen mayor rendimiento que
los datos de tipo doble.
Los datos de tipo real requieren de menos ca´lculos que los datos de tipo
complejo y con frecuencia tiene una solucio´n ma´s ra´pida. Los tipos de datos
soportados son:
• C2C entrada de datos de tipo complejo y salida de tipo complejo.
• R2C datos de entrada de tipo real y salidas de tipo complejo.
• C2R Entradas de tipo complejo y salidas de tipo real.
Realiza la transformada en 1D, 2D y 3D.
Ejecucio´n de mu´ltiples dimensiones. Cuando se realiza transformaciones
simultaneas por lotes se obtiene un mayor rendimiento que las transformaciones
individuales.
Disen˜os de datos FFTW compatibles.
Ejecucio´n de transformaciones a trave´s de dos o cuatro GPU’s.
Ejecucio´n de streaming, que permite la computacio´n as´ıncrona y movimiento
de datos.
Transformar taman˜os de hasta 512 millones de elementos en precisio´n simple
y hasta la mitad que en doble precisio´n en cualquier dimensio´n, limitado por
el tipo de transformada elegida y de la memoria de la GPU disponibles.
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Teniendo en cuenta las caracter´ısticas de cuFFT se entra a remplazar las funciones
para que se resuelva la ecuacio´n 12, como se dijo anteriormente se cuenta con
las condiciones de borde de Dirichlet para las coordenadas x y perio´dico para
las coordenadas, y como las condiciones en las coordenadas de x esta´n dadas por
Dirichlet la cual utiliza la ecuacio´n (14), la cual recibe datos de tipo real y salida de
tipo real, e´sta no esta´ soportada por cufft, por lo tanto se considera que la funcio´n
que resuelva las transformada de Fourier en coordenadas x pertenece a la librer´ıa
FFTW y para la transformada en y ya que sus entradas son de tipo complejo y sus
salida de tipo complejo la cual esta soportada por cuFFT.
7.4.4. Paralelizacio´n de Motion y Electric field
La paralelizacio´n de estas funciones es bastante sencilla, adema´s que es muy similar
a la realizada en CUDA, siendo Motion paralelizada sobre el nu´mero de part´ıculas
y Electric field sobre la malla.
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8. IMPLEMENTACIO´N DE Particle in Cell EN
2D USANDO OpenCL
OpenCL (Open Computing Lenguage) es un framework de trabajo libre para la
construccio´n de aplicaciones con paralelismo, sean CPU, GPU, FPGA o cualquier
otro dispositivo en el cual los fabricantes implementen el esta´ndar. El grupo khronos
es el encargado de definirlo. Su principal ventaja es que puede funcionar en mu´ltiples
dispositivos y ya que CUDA solo funciona en GPU’s de NVidia se limita su uso a
quien posea esa tecnolog´ıa, y si es que se posee, no se puede trabajar en conjunto
con otros dispositivos como la CPU sin recurrir a otros frameworks o me´todos.
8.1. Estrategia de paralelizacio´n con OpenCL
Para crear aplicacio´nes con OpenCL hay ciertos pasos que son transversales, ya que
son necesarios para preparar la plataforma en la cual se va a trabajar ya que no se
realiza automa´ticamente; esta es su principal diferencia con CUDA. Generalmente
es una parte muy tediosa, pero utilizando el wrapper para C++ de OpenCL [45]
facilita mucho el proceso.
Pedir al sistema la lista de plataformas disponibles.
Obtener la lista de dispositivos de la plataforma seleccionada.
Crear un contexto para el dispositivo.
Crear una cola de comandos para el dispositivo
Leer el co´digo fuente del o de los kernels para el programa.
Crear el programa a partir del co´digo fuente.
Construir o compilar el programa para el dispositivo.
Adema´s de esto la ejecucio´n de un kernel o funcio´n paralela tambie´n tiene una
estructura bastante similar, siendo esta:
Reservar un Buffer para contener los datos,
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Copiar los datos de la memoria principal a la memoria del dispositivo usando
la cola de comandos.
Crear el kernel desde el programa.
Establecer los argumentos del kernel, uno a la vez.
Lanzar la cantidad de hilos a usar sobre el dispositivo.
Lanzar el kernel utilizando la cola de comandos.
Copiar nuevamente los datos de los resultados obtenidos de la memoria del
dispositivo a la memoria principal.
Para paralelizar en OpenCL, a la hora de ejecutar el kernel, se define el nu´mero de
hilos, siendo en este caso la cantidad de part´ıculas o las dimensiones de la malla, y
OpenCL se encarga de dividir estos hilos en grupos de trabajo de manera automa´tica
[46].
43
9. INCLUSIO´N DE MPI
Uno de los propo´sitos principales que se pretendia alcanzar con el desarrollo del
proyecto, era el de paralelizar un algoritmo por medio de MPI, y por medio de
un Clu´ster comprobar la eficacia y la eficiencia del mismo algoritmo utilizando dos
implementaciones diferentes.
MPI proporciona un conjunto de pragmas o tambie´n llamadas directivas que no
son propias del lenguaje de programacio´n pero son una grama´tica, las cuales van
dirigidas hacia el compilador y le proporciona informacio´n sobre los procesos que se
van a ejecutar.
Para comenzar se agrega a cada funcio´n un bloque de co´digo que nos proporciona
informacio´n acerca de los procesos en los nodos de la estructura.
1 i n t rank , s i z e mp i ;
2 char hostname [ 2 5 6 ] ;
3 MPI Comm rank (MPI COMM WORLD, &rank ) ; // get cur rent p roce s s id
4 MPI Comm size (MPI COMM WORLD, &s i z e mp i ) ; // get number o f p r o c e s s e s
5 gethostname ( hostname , 2 5 5 ) ;
El primer paso para poder paralelizar es tratar de trabajar las variables que sean
independientes en algu´n momento del proceso de compilacio´n; independientes en
el sentido de que no se interfieran en el proceso que se este´ llevando a cabo, sin
importar que ma´s adelante en otro proceso sean dependientes.
9.1. Algoritmo secuencial
1 void i n i t i a l i z e P a r t i c l e s ( double ∗pos x , double ∗pos y , double ∗ ve l x ,
2 double ∗ ve l y , i n t NSP, i n t fmax x , i n t fmax y , i n t vphi x , i n t vphi y )
3 {
4
5 f o r ( i n t i = 0 ; i < MAX SPE; i++) {
6 i f ( rank == 0) {
7 pos x [ i + NSP] = 0 ;
8 v e l x [ i + NSP] = c r e a t e V e l o c i t i e s X ( fmax x , vphi x ) ;
9 MPI Recv(&pos y [ i + NSP] , 1 , MPI DOUBLE, 1 , 0 , MPI COMM WORLD,
10 MPI STATUS IGNORE) ;
11 MPI Recv(& v e l y [ i + NSP] , 1 , MPI INT , 1 , 1 , MPI COMM WORLD,
12 MPI STATUS IGNORE) ;
13 }
14 e l s e i f ( rank == 1) {
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15 pos y [ i + NSP] = L MAX Y / 2 . 0 ;
16 MPI Send(&pos y [ i + NSP] , 1 , MPI DOUBLE, 0 , 0 , MPI COMM WORLD) ;
17 v e l y [ i + NSP] = c r e a t e V e l o c i t i e s Y ( fmax y , vphi y ) ;




1 void Concentrat ion ( double ∗pos x , double ∗pos y , double ∗n , i n t NSP,
2 double hx ) {
3
4 i n t j x , j y ;
5 double temp x , temp y ;
6 double j r x , j r y ;
7
8 f o r ( i n t i = 0 ; i < J X ∗ J Y ; i++) {
9 n [ i ] = 0 . ;
10 } // I n i c i a l i z a r densidad de carga
11
12 f o r ( i n t i = 0 ; i < NSP; i++) {
13 i f ( rank == 0) {
14 j r x = pos x [ i ] / hx ;
15 j x = ( i n t ) j r x ;
16 temp x = j r x − j x ;
17 }
18 e l s e i f ( rank == 1) {
19 j r y = pos y [ i ] / hx ;
20 j y = ( i n t ) j r y ;
21 temp y = j r y − j y ;
22 }
1 void e l e c t r i c f i e l d ( double ∗phi , double ∗E X , double ∗E Y , double hx ) {
2
3 f o r ( i n t j = 1 ; j < J X − 1 ; j++) {
4 f o r ( i n t k = 0 ; k < J Y ; k++) {
5 i f ( rank == 0) {
6 E X [ j ∗ J Y + k ] = ( phi [ ( j − 1) ∗ J Y + k ]
7 − phi [ ( j + 1) ∗ J Y + k ] ) / ( 2 . ∗ hx ) ;
8 MPI Recv(&E Y [ j ∗ J Y + k ] , 1 , MPI DOUBLE, 1 , 5 ,
9 MPI COMM WORLD, MPI STATUS IGNORE) ;
10 }
11 e l s e i f ( rank == 1) {
12 E Y [ j ∗ J Y + k ] = ( phi [ j ∗ J Y + ( ( J Y + k − 1) % J Y ) ]
13 − phi [ j ∗ J Y + ( ( k + 1) % J Y ) ] ) / ( 2 . ∗ hx ) ;
14 MPI Send(&E Y [ j ∗ J Y + k ] , 1 , MPI DOUBLE, 0 , 5 ,
15 MPI COMM WORLD) ;
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16 }
1 void Motion ( double ∗pos x , double ∗pos y , double ∗ ve l x , double ∗ ve l y ,
2 i n t &NSP, i n t e spec i e ,
3 double ∗E X , double ∗E Y , double hx , i n t &t o t a l p e r d i d o s ,
4 double &mv2perdidas ) {
5 i n t j x , j y ;
6 double temp x , temp y , Ep X , Ep Y , f a c t ;
7 double j r x , j r y ;
8 i n t kk1 = 0 ;
9 i n t conteo pe rd ida s = 0 ;
10
11 i f ( e s p e c i e == ELECTRONS)
12 f a c t = FACT EL;
13 e l s e
14 f a c t = FACT I ;
15
16 f o r ( i n t i = 0 ; i < NSP; i++) {
17 i f ( rank == 0) {
18 j r x = pos x [ i ] / hx ;
19 j x = i n t ( j r x ) ;
20 temp x = j r x − double ( j x ) ;
21 MPI Recv(& j r y , 1 , MPI DOUBLE, 1 , 0 , MPI COMM WORLD,
22 MPI STATUS IGNORE) ;
23 MPI Recv(&j y , 1 , MPI INT , 1 , 1 , MPI COMM WORLD,
24 MPI STATUS IGNORE) ;
25 MPI Recv(&temp y , 1 , MPI DOUBLE, 1 , 2 , MPI COMM WORLD,
26 MPI STATUS IGNORE) ;
27 }
28 e l s e i f ( rank == 1) {
29 j r y = pos y [ i ] / hx ;
30 MPI Send(& j r y , 1 , MPI DOUBLE, 0 , 0 , MPI COMM WORLD) ;
31 j y = i n t ( j r y ) ;
32 MPI Send(&j y , 1 , MPI INT , 0 , 1 , MPI COMM WORLD) ;
33 temp y = j r y−double ( j y ) ;




1 void i n i t i a l i z e P a r t i c l e s ( double ∗pos x , double ∗pos y , double ∗ ve l x ,
2 double ∗ ve l y , i n t NSP, i n t fmax x , i n t fmax y , i n t vphi x , i n t vphi y )
3 {
4 f o r ( i n t i = 0 ; i < MAX SPE; i++) {
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5 i f ( rank == 0) {
6 pos x [ i + NSP] = 0 ;
7 v e l x [ i + NSP] = c r e a t e V e l o c i t i e s X ( fmax x , vphi x ) ;
8 MPI Recv(&pos y [ i + NSP] , 1 , MPI DOUBLE, 1 , 0 ,
9 MPI COMM WORLD, MPI STATUS IGNORE) ;
10 MPI Recv(& v e l y [ i + NSP] , 1 , MPI DOUBLE, 1 , 1 ,
11 MPI COMM WORLD, MPI STATUS IGNORE) ;
12 }
13 e l s e i f ( rank == 1) {
14 pos y [ i + NSP] = L MAX Y / 2 . 0 ;
15 MPI Send(&pos y [ i + NSP] , 1 , MPI DOUBLE, 0 , 0 ,
16 MPI COMM WORLD) ;
17 v e l y [ i + NSP] = c r e a t e V e l o c i t i e s Y ( fmax y , vphi y ) ;
18 MPI Send(& v e l y [ i + NSP] , 1 , MPI DOUBLE, 0 , 1 ,




1 void Concentrat ion ( double ∗pos x , double ∗pos y , double ∗n , i n t NSP,
2 double hx ) {
3 i n t j x , j y ;
4 double temp x , temp y ;
5 double j r x , j r y ;
6
7 f o r ( i n t i = 0 ; i < J X ∗ J Y ; i++) {
8 n [ i ] = 0 . ;
9 }
10
11 f o r ( i n t i = 0 ; i < NSP; i++) {
12 i f ( rank == 0) {
13 j r x = pos x [ i ] / hx ;
14 j x = ( i n t ) j r x ;
15 temp x = j r x − j x ;
16 MPI Recv(& j r y , 1 , MPI DOUBLE, 1 , 0 , MPI COMM WORLD,
17 MPI STATUS IGNORE) ;
18 MPI Recv(&j y , 1 , MPI INT , 1 , 1 , MPI COMM WORLD,
19 MPI STATUS IGNORE) ;
20 MPI Recv(&temp y , 1 , MPI DOUBLE, 1 , 2 , MPI COMM WORLD,
21 MPI STATUS IGNORE) ;
22 }
23 e l s e i f ( rank == 1) {
24 j r y = pos y [ i ] / hx ;
25 MPI Send(& j r y , 1 , MPI DOUBLE, 0 , 0 , MPI COMM WORLD) ;
26 j y = ( i n t ) j r y ;
47
27 MPI Send(&j y , 1 , MPI INT , 0 , 1 , MPI COMM WORLD) ;
28 temp y = j r y − j y ;
29 MPI Send(&temp y , 1 , MPI DOUBLE, 0 , 2 , MPI COMM WORLD) ;
30 }
1 void D Concentration ( double ∗d pos x , double ∗d pos y , double ∗d n ,
2 i n t NSP, double hx ) {
3 i n t i = blockIdx . x∗blockDim . x+threadIdx . x ;
4 i n t j x , j y ;
5 double temp x , temp y , tmp ;
6 double j r x , j r y , hhx ;
7
8 i f ( i < NSP) {
9 hhx = hx ∗ hx ∗ hx ;
10
11 //To MPI
12 i f ( rank == 0) {
13 j r x = d pos x [ i ] / hx ;
14 j x = ( i n t ) j r x ;
15 temp x = j r x − j x ;
16 MPI Recv(& j r y , 1 , MPI DOUBLE, 1 , 0 , MPI COMM WORLD,
17 MPI STATUS IGNORE) ;
18 MPI Recv(&j y , 1 , MPI INT , 1 , 1 , MPI COMM WORLD,
19 MPI STATUS IGNORE) ;
20 MPI Recv(&temp y , 1 , MPI DOUBLE, 1 , 2 , MPI COMM WORLD,
21 MPI STATUS IGNORE) ;
22 }
23 e l s e i f ( rank == 1) {
24 j r y = d pos y [ i ] / hx ;
25 MPI Send(& j r y , 1 , MPI DOUBLE, 0 , 0 , MPI COMM WORLD) ;
26 j y = ( i n t ) j r y ;
27 MPI Send(&j y , 1 , MPI INT , 0 , 1 , MPI COMM WORLD) ;
28 temp y = j r y − j y ;
29 MPI Send(&temp y , 1 , MPI DOUBLE, 0 , 2 , MPI COMM WORLD) ;
30 }
31
32 // t h r e a d f e n c e ( ) ;
33 tmp = ( 1 . − temp x ) ∗ (1 − temp y ) / ( hhx ) ;
34 sync th r ead s ( ) ;
35 atomicAdd(&d n [ j y + j x ∗ J Y ] , tmp) ;
36 tmp = temp x ∗ (1 − temp y ) / ( hhx ) ;
37 sync th r ead s ( ) ;
38 atomicAdd(&d n [ j y + ( j x + 1) ∗ J Y ] , tmp) ;
39 tmp = (1 − temp x ) ∗ temp y / ( hhx ) ;
40 sync th r ead s ( ) ;
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41 atomicAdd(&d n [ ( j y + 1) + j x ∗ J Y ] , tmp) ;
42 tmp = temp x ∗ temp y / ( hhx ) ;
43 sync th r ead s ( ) ;





En esta seccio´n se muestran los tiempos de ejecucio´n del algoritmo secuencial el y
paralelo de Particle-in-cell 2D sobre un equipo con las siguientes caracter´ısticas (ver
Tabla 2):
Caracter´ısticas del Equipo de Simulacio´n.
OS Ubuntu 14.04 LTS 64-bit
Memory 15.6 GB
Processor intel Core i7-3770K CPU @ 3.5GHz x 8
GPU Tesla k40C/PCIe/SSE2
Disk 101.2GB
TABLA 2: Tabla de caracter´ısticas equipo de pruebas
Las simulaciones se hacen teniendo en cuenta el nu´mero de superpart´ıculas desde
10.000 hasta 100.000.000, variando a su vez el taman˜o de malla de simulacio´n que va
desde 128*64 hasta 2048*1024, para consultar el set de pruebas ver Pruebas Clu´ster
[47], los tiempos de simulacio´n para un nu´mero de superpart´ıculas 100.000.000
y una malla de 2048*1024 esta en la tabla 3. Si se toma el tiempo de ejecucio´n
del algoritmo secuencial y se divide por tiempo paralelo, se puede observar que se
obtiene una aceleracio´n del 1 %, lo que indica que el algoritmo no es del todo valido
para acelerarse. Este bajo porcentaje se debe al ca´lculo de la funcio´n de Poisson
2D ; que es la funcio´n que corresponde al calculo del potencial electrosta´tico de las
superpart´ıculas dentro de la malla de simulacio´n.







TABLA 3: Tabla de Tiempos ejecucio´n algoritmo secuencial y paralelo.
Poisson 2D en la Tabla 1 muestra uno de los porcentajes ma´s pequen˜os pero
significativos en la ejecucio´n del algoritmo, pues consume aproximadamente el 14 %
del tiempo, El calculo de Poisson 2D con FFT, tiene una caracter´ıstica importante
a la hora de paralelizar, ya que CUDA usa una librer´ıa orientada a la solucio´n de la
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transformada de fourier, llamada cuFFT [44] que hace que la solucio´n sea 10x ma´s
ra´pida a la solucio´n secuencial.
En el caso de este algoritmo PIC2D, la librer´ıa cuFFT no funciona lo suficientemente
ra´pido, y no se llega a obtener tal aceleracio´n debido a los siguientes aspectos:
La malla de simulacio´n es una malla de MxN.
El nu´mero de part´ıculas var´ıa en cada iteracio´n del algoritmo.
La solucio´n paralela de Poisson 2D con FFT, se centra solo en la operacio´n
con respecto a N.
El cambio de contexto o la trasferencia de los datos desde la memoria de la
CPU a la GPU y viceversa hacen que la solucio´n en ese punto sea ma´s costosa.
Variacio´n del nu´mero de superpart´ıculas con respecto al tiempo.
10.1. Tiempos de ejecucio´n de las funciones
Para evaluar las pruebas de cada funcio´n que compone el algoritmo de PIC 2D, se
toma de menor a mayor el nu´mero de superpart´ıculas que van desde 10.000 hasta
100.000.000 con una malla de 2048*1024 como se ve en la tabla 4.








10.000 0,010891 0,009656 0,007062 0,886604
100.000 0,013365 0,021268 0,508700 1,591321
1.000.000 0,029026 0,150057 3,47760 5,169744
10.000.000 0,173518 1,351595 14,489488 7,789365
100.000.000 1,634162 14,281871 36,2770815 8,739569
TABLA 4: Tabla de Tiempos de la funcio´n Concentration en una malla 2048*1024.
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Figura 13: Tiempo de ejecucio´n funcio´n Concetration,imagen tomada de autor.
En la tabla 4, y la Figura 13 se analiza el tiempo de ejecucio´n de la funcio´n
Concentration. En estas pruebas se analiza la implementacio´n hecha en CUDA
y C++, ya que la implementacio´n de la funcio´n o pequen˜os problemas a la hora de
generar los resultados, por lo tanto se hace la comparativa solo con estos dos casos.
Si se observa de forma detenida, la aceleracio´n usando openCL Y CUDA se mantiene
sobre valores muy cercanos. La diferencia en el uso de estos dos frameworks no
es notoria. Aunque la mejor aceleracio´n se obtiene cuando aumenta el nu´mero de
part´ıculas en la simulacio´n.
Tiempo de ejecucio´n funcio´n Motion 2048*1024
Superpart´ıculasTiempo
GPU-CUDA
CPU-C++GPU-OpenCLMPI x CUDA x OpenCL
10.000 0,011647 0,002208 0,011745 0,007062 0,189577 0,187995
100.000 0,017487 0,027802 0,017343 0,508700 1,589867 1,603068
1.000.000 0,056246 0,231883 0,055126 1,76047 4,122658 4,206418
10.000.000 0,435346 2,258174 0,428327 1,488489 5,187079 5,272080
100.000.000 4,113749 21,708339 4,140927 11.81527705,277021 5,242386
TABLA 5: Tabla de Tiempos de la funcio´n Motion en una malla 2048*1024
52
Figura 14: Tiempo de ejecucio´n funcio´n Motion,imagen tomada de autor
Para la simulacio´n del campo ele´ctrico el nu´mero de part´ıculas no juega un papel tan
importante como el nu´mero de celdas en la malla. Los mejores tiempos de ejecucio´n
se obtienen desde 1024 ∗ 512 en adelante como muestra la figura 15.
Tiempo de ejecucio´n funcio´n Electric Field 100.000.000
Superpart´ıculasTiempo
GPU-CUDA
CPU-C++GPU-OpenCLMPI x CUDA x OpenCL
128*64 0,000472 0,000588 0,000084 0,001647 0,1779661 0,1428571
512*128 0,001225 0,001284 0,000714 0,001487 0,5828571 0,5560748
1024*512 0,003408 0,004705 0,006855 0,006246 2,0114437 1,4569607
2048*1024 0,010340 0,015256 0,027195 0,0135346 2,6300774 1,7825773
TABLA 6: Tabla de Tiempos de la funcio´n Electric Field 100.000.000
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Figura 15: Tiempo de ejecucio´n Malla 2048*1024
10.2. Ana´lisis de Resultados
De acuerdo a la hipo´tesis planteada en la seccio´n 2, se llego a la tesis, que no se pudo
obtener una mejora en el tiempo de ejecucio´n del algoritmo Particle-in-cell, debido
a la manera como se expulsan los iones y los electrones, esto hace que el algoritmo
aborde pocas part´ıculas al inicio de la simulacio´n, ocasionando que el cambio de
contexto de la memoria de Host al Device sea costoso, y no presente una mejora
computacional del flujo de trabajo de la figura 7, por lo tanto se obtuvieron los
siguientes resultados como se muestran en la tabla 3.
Como estrategia de mejora de desempen˜o computacional, se entro´ a evaluar lo
tiempos en porcentajes con respecto a las funcio´nes del algoritmo 7, este ana´lisis
muestra un profiling en la tabla 1, con estos resultados se entro a acelerar con el
uso de GPU’s cada una de las funciones por lo tanto se implementaron te´cnica de
paralelizacio´n especificas para el comportamiento lo´gico de cada una de las funcio´nes:
La funcio´n AtommicAdd para el ca´lculo de la funcio´n concetration, explicada
en la subseccion 7.4.2
Para el calculo de Poisson se hizo con la l´ıbreria cuFFT, explicada en la
subseccion 7.4.3, obteniendo el cuello de botella del algoritmo debido a la
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forma de la malla.
las funcio´nes Electric Field y Motion fueron funciones que no tuvieron
complicaciones a la hora de paralelizar, no se requer´ıa de ninguna estrategia
para su aceleracio´n.
En la paralelizacio´n de la funcio´n concentration se obtuvo aceleraciones desde
0.08x hasta 7.7x ver tabla 13, utilizando una malla de 2048 ∗ 1024, esta
aceleracio´n se obtuvo con CUDA y no con OPENCL debido a que este no
soporta la funcio´n Atommic.
Funcio´n Motion se obtuvieron aceleraciones desde 0.18x hasta 5.1x para
CUDA y 0.18x hasta 5.2x para OPENCL.
Las simulaciones de iones y electrones usando el algoritmo de particleincell
en la funcio´n de de Poisson2D como se muestra en la tabla 1, tiene un mayor
porcentaje de tiempo de ejecucio´n, lo que implica que sobre ella, recae todo el
peso computacional, aunque se intento usar la l´ıbreria cuFFT, debido a que el
calculo se realiza no mostro´ un buen resultado, ocasionando que el algoritmo
se demorara´ ma´s de lo esperando debido a que el calculo de la transformada
en la coordenadas X y y, no se justificaba debido a la forma que se tomana de
la malla con respecto a y.
La aceleracio´n de las funcio´nes Electric Field y Motion, presento cierta
facilidad a la hora de paralelizacio´n debido a la manera como accedian los hilos
sobre la funcio´n por lo tanto se obtuvo para la funcio´n del campo electrico una
aceleracio´n para una malla de 128 ∗ 64 de 0.17x hasta 2.63x en CUDA y de
0.17x hasta 1.7x para OPENCL ver tabla 6.
En la funcio´n concentration, se observo´ que la estrategia de paralelizacio´n por
MPI no realiza una aceleracio´n. Lo anterior se debe a que la funcio´n genera los
valores a ser procesados para el resto del algoritmo y los debe distribuir entre
los procesos, lo que produce un alto numero de paso de mensajes, generando
embotellamiento ocasionado por la misma infraestructura de comunicacio´n
utilizada en el Clu´ster.
En la funcio´n motion se logra obtener una aceleracio´n de hasta 3x con MPI,
con respecto a CPU, para el caso de 1000 superparticulas y de 2x para el
caso de 10.000.000 y 100.000.000 de superparticulas. En los casos de 100.000
y 1.000.000 se desacelera dado que la potencia de computo requerida no
supera la potencia requerida para el paso de mensajes. Es decir, son mas los
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mensajes necesarios para compartir los resultados entre los procesos, que la
intensidad en procesamiento, por ello se logra aceleracio´n a mayor nu´mero de
superpart´ıculas.
Para el caso de la funcio´n electric field, el caso y la causa de desaceleracio´n
descrito para la funcio´n de motion, se generaliza para esta funcio´n, por lo que
no se recomienda la estrategia MPI para esta funcio´n a menos que se utilice
una infraestructura de comunicacio´n que balancee mejor la carga del paso de
mensajes.
la aceleracio´n del algoritmo Particle in cell no obtuvieron una buena funcionalidad
debido a :
No hubo un ana´lisis inicial del comportamiento de las particulas que tenian
un comportamiento dina´mico, lo que dificulta la paralelizacio´n real, de los
me´todos utilizados.
A nivel de clu´ster, debido a los escasos recursos computacionales disponibles,
se utilizan dos nodos y una red LAN, de 100 megabytes. Lo que genera´ grandes
latencias en el proceso de paso de mensajes entre los nodos.
El algoritmo Particle in Cell (PIC) es uno de los algoritmos ma´s utilizados en la
f´ısica del plasma computacional. Con la llegada de las unidades de procesamiento
gra´fico (GPU), simulaciones de plasma a gran escala sobre las agrupaciones de GPU
de bajo costo esta´n a su alcance. Se presenta una implementacio´n de un algoritmo
de PIC de plasma totalmente relativista para la GPU basado en la biblioteca
CUDA. Es compatible con una arquitectura h´ıbrida que consiste en nodos de ca´lculo
individuales interconectados en una topolog´ıa de clu´ster esta´ndar, con cada nodo
llevar uno o ma´s GPU. La comunicacio´n de los entrenudos se realiza mediante la
interfaz de paso de mensajes. El PIConGPU co´digo de simulacio´n presentada en
este documento es, a nuestro entender, el primer sistema de agrupacio´n de GPU
escalable del algoritmo de CFP en la f´ısica del plasma.
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11. RESULTADOS A NIVEL FI´SICO
En el inicio de la expansio´n, los electrones tienen mayores velocidades que los iones
(ver ecuacio´n 5), dando lugar a la formacio´n de una separacio´n de carga en el
espacio de simulacio´n. En las figs. 16 y 17 se muestra la densidad de part´ıculas
para ambas especies en t = t0. Mientras los iones tienden a permanecer aglomerados
en la superficie, los electrones se alejan de estos, generando un campo ele´ctrico que
acelera las superpart´ıculas io´nicas.
Figura 16: Densidad io´nica (ni/n0) en
t = t0.
Figura 17: Densidad electro´nica (ne/n0)
en t = t0.
Figura 18: Distribucio´n io´nica de velocidades para diferentes tiempos de la expansio´n.
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En la fig. 18 se muestran las distribuciones de velocidades io´nicas en la direccio´n X,
para diferentes tiempos de la expansio´n. Para todas las curvas mostradas se tiene
el mismo nu´mero total de superpart´ıculas io´nicas debido a que se ha escogido un
espacio de simulacio´n lo suficientemente grande, como para evitar que estas escapen
del mismo. En t = t0 la ma´xima velocidad alcanzada por los iones es de 4v0, mientras
que la mayor´ıa de part´ıculas tiene velocidades cercanas a cero. Esto, probablemente,
es producto de la baja fluencia inicial para los iones. En 3t0 se presenta un pico
mayor que en t0 en vX = 0, lo que muestra una desaceleracio´n en los iones, mientras
una porcio´n de los mismos presenta velocidades de hasta 8v0. En 7,5t0, el pico en
vx = 0 ha desaparecido y una mayor cantidad de superpart´ıculas se aprecia en
velocidades cercanas a 5v0; entretanto, los iones ma´s veloces alcanzan v = 12v0. Las
distribuciones de velocidad mostradas en la figura 18, muestran un comportamiento
similar al de la referencia [16] usada para los para´metros iniciales.
Figura 19: Densidad io´nica (ni/n0) en
t = 7,5t0.
Figura 20: Densidad electro´nica (ne/n0)
en t = 7,5t0.
Las figs. 19 y 20 muestran la densidad de part´ıculas para ambas especies en t = 7,5t0,
do´nde los iones y los electrones tienen una densidad similar en la regio´n cercana a
la superficie del material.
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(a) Algoritmo Secuencial (b) Algoritmo CUDA
(c) MPI en Funcio´n: inicialize (d) MPI en Funcio´n: concentration
(e) MPI en Funcio´n: motion (f) MPI en Funcio´n: electric field
Figura 21: Gra´ficas pic2euler - MPI
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12. CONCLUSIONES Y TRABAJOS
FUTUROS
12.1. Conclusiones
Se observo´ una alta aceptacio´n del trabajo tanto a nivel f´ısico como
computacional, desde el punto de vista algor´ıtmico y de bu´squeda en la mejora
del desempen˜o del algoritmo implementado. Lo anterior basado en la serie de
publicaciones y presentaciones nacionales e internacionales en el transcurso del
proyecto.
A pesar de no contar con recursos computacionales de muy grandes
prestaciones, se resalta el intere´s general de los investigadores del feno´meno
f´ısico por los aportes en la optimizacio´n del algoritmo PIC 2D y su
implementacio´n sobre plataformas de alto desempen˜o de origen regional
(latinoamericano).
El algoritmo propuesto, y sus respectivas implementaciones; CUDA,OPENCL,
MPI y MPI+CUDA, cumplieron con la funcionalidad y sus resultados desde
el punto de vista de efectividad ya que fueron cotejados por los expertos.
Para el ca´lculo de Poisson se hizo una implementacio´n con la l breria cuFFT,
obteniendo un cuello de botella del algoritmo debido a la forma de la malla,
nota´ndose incluso una disminucio´n del desempen˜o, por lo que se decidio´
desechar dicha librer´ıa para calcular FFT.
La mejor aceleracio´n obtenida fue de 7.7X sobre la funcio´n concentration con
CUDA, utilizando una malla de 2048 X 1024. Sobre la misma funcio´n en
la implementacio´n con OPENCL no hay aceleracio´n debido a la ausencia de
atomicidad por parte de este.
El uso de MPI, para utilizar la arquitectura Clu´ster antes descrita, no fue
satisfactorio; por un lado por la tecnolog´ıa de interconexio´n utilizada y por otro
lado por la misma dina´mica del algoritmo, ya que al hacerse el procesamiento
sobre datos generados y al existir un alto nu´mero de part´ıculas, la cantidad de




Mejora del algoritmo en sus versiones para GPU, Clu´ster y Clu´ster+GPU, con
relacio´n al uso de memoria, utilizando el universo del espacio de simulacio´n de
forma dina´mica
Mejorar los recursos del Clu´ster tanto en numero de ma´quinas como en el
sistema de comunicacio´n entre ellas.
Buscar y probar me´todos alternativos, para mejorar el desempen˜o de las
funciones que no pudieron ser optimizadas o mejoradas en rendimiento.
Implementacio´n de me´todos y/o algoritmos para PIc en 3D.
Busqueda e implementacion de aplicaciones para la visualizacion de datos en
simulacion de PIC 2D y 3D.
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13. Productos obtenidos
Articulo Simulation of plume-plasma expansion with one-dimensional
Particle-in-Cell [48]
Articulo Semi-Lagrangian implementation method using GPU [49]
Articulo Implementacio´n de Particle-in-Cell sobre GPU’s para la Simulacio´n
de Plasma Producido por La´ser (Actualmente aceptado en el 11CCC)
Ponencia JCC (Jornadas chilenas de computacio´n) and LATINITY
Paralelizacio´n del me´todo PIC 2D para resolver la ecuaciones de
Vlasov-Poisson sobre GPU’s [50]
Poster Implementation of Vlasov-Poisson equations in 2D using PIC on GPU
[51] Estados Unidos 2016.
Poster XXVI Congreso nacional de fisica Manizales 2015, Metodo
particle-in-cell acelerado en GPU para la simulacio´n de plasma producido por
la´ser [52].
Proyecto de pregrado Plataforma tecnolo´gica tipo clu´ster para la computacio´n
de algoritmos usando M.P.I presentados en el campus universitario [53]
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