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We study a set of new functionals (called entanglement–breaking indices) which characterize how
many local iterations of a given (local) quantum channel are needed in order to completely destroy
the entanglement between the system of interest over which the transformation is defined and an
external ancilla. The possibility of contrasting the noisy effects introduced by the channel iterations
via the action of intermediate (filtering) transformations is analyzed. We provide some examples in
which our functionals can be exactly calculated. The differences between unitary and non-unitary
filtering operations are analyzed showing that, at least for systems of dimension d larger than or
equal to 3, the non-unitary choice is preferable (the gap between the performances of the two cases
being divergent in some cases). For d = 2 (qubit case) on the contrary no evidences of the presence
of such gap is revealed: we conjecture that for this special case unitary filtering transformations are
optimal. The scenario in which more general filtering protocols are allowed is also discussed in some
detail. The case of a depolarizing noise acting on a two–qubit system is exactly solved in a general
case.
I. INTRODUCTION
The theory of quantum channels [1, 2] is one of the
cornerstones of the growing framework of quantum in-
formation [3]. The reason for this centrality is that a
quantum channel is the natural description of the general
dynamics of an open quantum system. That is, every ex-
ternal noise acting on a quantum system can be modeled
through a suitable quantum channel, which transforms
states of a quantum system in other states of the same
system. From a mathematical point of view, a quan-
tum channel can be thought of as a unitary interaction
with an external environment which is discarded (Stine-
spring representation), as an intrinsic operation involving
only operators acting on our system (Kraus representa-
tion), or as an abstract linear, completely positive, trace–
preserving superoperator (axiomatic approach).
While on one hand the theory of quantum channels is
the fundamental paradigm to model the noise acting on
quantum systems, on the other hand one of the most im-
portant resources that can be stored (and subsequently
deteriorated) in the same systems is the quantum en-
tanglement [4]. The power of this genuinely new effect,
which has no counterpart in the classical world, is one of
the main reasons for the interest of the scientific commu-
nity in quantum information. Therefore, it is important
to base a classification system of the noise introduced by
a quantum channel only on its local action on the entan-
glement of a bipartite system.
Following the guidelines of Ref. [5], we consider here
those system whose noise can be thought of as a sin-
gle elementary process which is iterated step by step,
as the (discretized) time goes on. A fundamental as-
sumption, which is generally well-founded from the ex-
perimental point of view, is that the various elementary
steps are completely independent with each other. With
this hypothesis, the action of the noise becomes a stro-
boscopic Markov process and can be modeled by the n–
fold iteration of a given quantum channel. The main
goal of this paper is to develop some functionals (called
entanglement–breaking indices) which characterize how
many local iterations of a given channel are needed in
order to completely destroy the global entanglement. In
particular, we will consider the possibility of improving
the performance of the system via the action of filter-
ing operations [5], i.e. quantum channels which are in-
troduced between two consecutive iterations of the noise
with the purpose of protecting the entanglement in the
system. Our endeavor is somehow related to the idea of
quantum subdivision capacities recently introduced by
Mu¨ller-Hermes, Reeb, and Wolf in Ref. [6]. These Au-
thors considered the possibility of improving the quan-
tum capacity [1] associated with the time evolution of
an assigned dynamical semigroup, by interfering with
the induced noise via the action of intermediate cod-
ing/decoding operations which are applied while the noise
is still tampering the system, not just before/after it has
already affected the communication. As a matter of fact,
our filtering operations can be seen as special instances of
such intermediate operations. Differently from [6] how-
ever, in this paper we focus on single channel uses scenar-
ios where strategies that involve parallel encodings over
multiple channel uses are not permitted. Furthermore,
while Ref. [6] deals with maps which are infinitely divis-
ible and focuses on the continuous time-evolution limit,
our approach applies to iterations of arbitrary (not neces-
sarily divisible) channels which operate in a stroboscopic
fashion. Last but not the least, the figure of merit we
analyze (i.e. the entanglement–breaking property of a
given concatenation of transformations) is stronger than
simply requiring that the associated quantum capacity is
null.
Examples of quantum channels that allow for fil-
tering transformations which protect the breaking of
entanglement induced by the noise, have been pro-
vided in Refs. [5, 7] and classified under the name of
amendable channels. In the present work we clarify
several technical aspects associated with the filtering
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2process showing that it is strongly influenced by the
surrounding assumptions. In particular we prove that
unitary filtering is in general not optimal at least when
the dimension d of the system of interest is larger
than or equal to 3. For d = 2 (qubit case) however
this seems not be the case and we conjecture that for
this special case unitary filtering transformations pro-
vide the best protection under the iterations of the noise.
In what follows greek letters such as φ or ψ will typi-
cally denote quantum channels; the operation of compo-
sition, simply denoted by the juxtaposition φψ, indicates
the channel resulting from the consecutive application of
ψ firstly, and of φ secondly, while we shall use the sym-
bol φn to represent the n-fold concatenation of a given
channel φ. The notation CPtd stands for the set of lin-
ear, completely positive, trace–preserving maps acting on
states of a d–dimensional system. Instead, the restricted
set of unitary operations will be denoted by Ud.
In Sec. II we start by formalizing the notions of
entanglement–breaking indices and of filtering opera-
tions, and discuss some basics properties. In Sec. III
we present few examples of channels for which explicit
expressions for the indices can be obtained. Sec. IV and
Sec. V instead deal with the difference between unitary
and non-unitary filtering operations. In particular in
Sec. IV we show that for systems of dimension d greater
than or equal to 3, there are cases in which non-unitary
filters perform much better than the unitary ones. In
Sec. V we conjecture that this should not be the case
for systems of dimension 2 (i.e. a qubit), providing evi-
dences and some preliminary results. Finally, in Sec. VI
we address the case where arbitrary Local Operations
and Classical Communication (LOCC), or even separa-
ble [4, 8] protocols, are allowed to be used as filtering
transformations. Conclusions and remarks are presented
in Sec. VII.
II. ENTANGLEMENT – BREAKING INDICES
In this section we introduce the functionals to be stud-
ied through the rest of the paper. Our setup is as follows:
Alice and Bob share an entangled state, but Alice’s half
of the global system is repeatedly affected by some noise
represented by the quantum channel φ. Alice and Bob
are supposed to be not able to communicate with each
other (neither with classical nor with quantum means).
Of course, this is a significant restriction, and other more
sophisticated scenarios could be considered. For exam-
ple, we could allow Alice and Bob to communicate with
a classical device. We will discuss some nontrivial facts
about this framework in the Appendix.
Our first concern is to recall some basic facts about
the entanglement–breaking channels, being these a fun-
damental tool in our approach.
A. Entanglement–Breaking Channels
A particularly noisy class of quantum channel is com-
posed of those transformation that always produce a
global separable state when applied locally to a generic
input state. These maps are called entanglement–
breaking, and their set will be denoted by EBt (possibly
with the subscript d if we want to specify the dimension
of the system on which we are acting). It is worth not-
ing that EBt, just like CPt, is a compact convex set.
Moreover, it turns out from the very definition that
φ ∈ EBt , ψ ∈ CPt ⇒ φψ, ψφ ∈ EBt . (1)
The fundamental characterization theorem concerning
the entanglement–breaking channels is proved in [9]. It
states that the following facts are equivalent:
• the channel φ is entanglement–breaking;
• the Choi state (φ ⊗ I)(|ε〉〈ε|), with |ε〉 maximally
entangled state, is separable (i.e. it can be written
as a convex combination of product states);
• and there exists an operative measurement + re–
preparation interpretation of the form
φ(X) =
∑
i
ρi Tr [EiX] , (2)
where the {ρi} are density matrices, and the posi-
tive operators {Ei} satisfy the sum rule
∑
iEi = 1.
This expression is called Holevo form [10].
Let us take a close look to the qubit case. A generic
state of a two–dimensional system can be written in the
Bloch sphere representation as
ρ =
1+ ~r · ~σ
2
, (3)
where ~σ = (X,Y, Z) denotes the vector of Pauli matrices,
and |~r| ≤ 1. The pure states are exactly those states ρ
whose associated vector ~r has unit modulus. Now, the
action of a quantum channel φ is completely specified by
the 3× 3 real matrix M and the 3–dimensional vector c
such that
φ
(
1+ ~r · ~σ
2
)
=
1+ (M~r + ~c) · ~σ
2
. (4)
Consequently, we will sometimes indicate the channel φ
with the notation (M, c). If |ε〉 = (|00〉+ |11〉)/√2 is the
maximally entangled state of two qubits, we can write
the remarkable equality
4 |ε〉〈ε| = 1+
3∑
i=1
σi ⊗ σTi =
3∑
µ=0
σµ ⊗ σTµ . (5)
3Thanks to (5), the Choi state associated to (M, c) takes
the form
R(M,c) =
1
4
1+ (~c · ~σ)⊗ 1 + 3∑
i,j=1
Mij σi ⊗ σTj
 .
(6)
If the channel is unital (that is, c = 0), the entanglement–
breaking condition (i.e. the separability condition for
R(M,0)) becomes extremely simple [11, 12]:
(M, 0) ∈ EBt2 ⇔ ‖M‖1 ≤ 1 . (7)
Here we used the standard notation
‖A‖p =
(
Tr
[
(A†A)p/2
] )1/p
(8)
for the Schatten norm of index 1 ≤ p ≤ ∞.
B. Entanglement–Breaking Indices
As previously stated, the main goal of this paper is
to classify the amount of noise introduced by a quan-
tum channel only by means of the effect of its local it-
erations on a global bipartite entanglement. The first
step in our approach is the identification of some inter-
esting functionals (which we call indices because they are
integer–valued) defined on the set of quantum channels.
We postpone our comments after the mathematical def-
inition.
Definition 1 (Entanglement–Breaking Indices).
Let φ ∈ CPt be a quantum channel. Define
n(φ) = min {n ≥ 1 : φn ∈ EBt} , (9)
NU (φ) = min {n ≥ 1 : ∀ U1, . . . ,Un−1 ∈ U,
φU1φ . . . φUn−1φ ∈ EBt } , (10)
N (φ) = min {n ≥ 1 : ∀ ψ1, . . . , ψn−1 ∈ CPt,
φψ1φ . . . φψn−1φ ∈ EBt } . (11)
For an entanglement–breaking (EB) channel all these
indices are set equal to 1 by definition. Moreover, it is
implicitly understood that the minimum of an empty set
and the maximum of an unlimited set should be posed
equal to +∞, which becomes in this way a legitimate value
of the functionals defined. We call filters the maps used
between repeated applications of a channel to reduce its
entanglement–breaking properties (the U ’s of (10) or the
ψ’s of (11)). Given a subset of filters F ⊆ CPt, one can
consider more generally the restricted filtered index:
NF (φ) = min {n ≥ 1 : ∀ ψ1, . . . , ψn−1 ∈ F,
φψ1φ . . . φψn−1φ ∈ EBt } . (12)
Obviously, equation (12) reduces itself to (10) if F = U,
and to (11) if F = CPt, respectively.
Several observations and explanations are necessary.
These functionals represent an inverse measure of the
noise introduced in the system by a given channel. The
smaller is the value of the index, the more danger-
ous for the entanglement is the action of the channel.
For example, all these indices assume the value 1 for
entanglement–breaking channels and +∞ for the unitary
transformations.
Firstly, let us discuss the direct n–index defined by (9),
since it is the most intuitive one. It is nothing but
the smallest number of direct, serial applications of a
given channel such that the global transformation be-
comes entanglement–breaking. In this situation Alice
plays no role against the noise. Her subsystem simply
suffers it a few at a time, and there is no possibility to
contrast or delay its action. This quantity already ap-
pears in [5], though it is indicated by nc there; we adopt
the shorthand n.
The other functionals are filtered indices. This means
that Alice chooses to play an active role against the noise
affecting her subsystem. Her strategy is the simplest pos-
sible, consisting of the application of some filters between
an action of the noisy channel and the subsequent one.
A filter is nothing but a (local) quantum channel that is
chosen by Alice in such a way as to preserve the entan-
glement with Bob as best as she can. In this context,
there are mainly two possible scenarios.
• In (10), we consider only unitary filtering maps Ui
(allowing them to be changed from time to time).
• In (11) we optimize over all the possible sets of CPt
operations implemented by Alice. In other words,
we admit the possibility that non–unitary filters ψi
are used.
We stress here that the one described above is only
the simplest among a rich variety of possible scenarios.
Many others possibilities can be equally interesting from
an experimental point of view. For a more detailed dis-
cussion about the directions in which this simple frame-
work can be generalized, we refer the interested reader
to Section VI.
C. Elementary Properties
Our first concern is the analysis of the elementary
properties of these entanglement–breaking indices.
Their proofs (which we omit for the sake of brevity)
are directly related to the operational meaning of our
functionals, as outlined in the previous section. Let us
group all together in a proposition:
Proposition 1 (Elementary Properties).
Let φ ∈ CPt be a quantum channel. Then the following
properties hold.
4Unitary conjugation: If U ,V ∈ U are unitary evolu-
tions, then
n (UφU†) ≡ n(φ) , (13)
NU (UφV) ≡ NU (φ) , N (UφV) ≡ N (φ) . (14)
Composition with generic channels: Let ψ ∈ CPt
be another quantum channel. Then
N (φψ) ≤ N (φ), N (ψ) . (15)
Here the commas denote alternative options.
Elementary inequalities: The following elementary
inequalities hold:
n(φ) ≤ NU (φ) ≤ N (φ) . (16)
Examples of maps which exhibit a finite gap between
n(φ) and NU (φ) were first given in Refs. [5, 7]
(these maps were called amendable).
Reduction to the extreme points: Denote by C(F )
the convex hull of a certain set of filters F ⊆ CPt.
Consider the extreme points eC(F ) of the convex
set obtained. Then
NF (φ) ≡ NeC(F )(φ) . (17)
Now, let us analyze some less trivial properties of our
indices. Recall that every quantum channel ψ (in par-
ticular, the filters involved in (11)) admits a Stinespring
representation. In other words, ψ can be seen as the
(non-unitary) restriction of a global unitary evolution in
a greater system. We can exploit this physical property
in order to reduce the set of filters to only the unitary
ones. However, this is done at the price of expanding
the dimension of the system. In the following, suppose
that our system has dimension d. Consider another “en-
vironment” E of dimension d2, and denote by |0〉 ∈ HE a
pure state of E. The associated completely depolarizing
channel D0 ∈ EBtd2 acts by definition as
D0(X) ≡ |0〉〈0| TrX . (18)
With these preliminary discussion, we can prove the
following theorem.
Theorem 2 (Stinespring Dilation of Filtered Indices).
Let φ ∈ CPtd be a quantum channel. With the notation
of (18), one has
N (φ) = NU (φ⊗D0) , (19)
Proof. Consider a filtering strategy φψ1φ . . . φψn−1φ im-
plemented by Alice. Take the global unitary evolutions
Ui ∈ Ud3 (acting as Ui(X) = UiXU†i ) which represent
the filters ψi in Stinespring form:
ψi(X) = TrE [ Ui X ⊗ |0〉〈0| U†i ] .
In the previous equation the first degree of freedom cor-
responds to our system, while the second one is the (fic-
titious) environment. We will maintain this notation in
what follows. As can be easily seen, for each n ≥ 1 we
can write
φψ1φ . . . φψn−1φ ⊗ D0 =
= (φ⊗D0) U1 (φ⊗D0) . . . (φ⊗D0) Un−1 (φ⊗D0) .
(20)
Indeed, consider for example the case n = 2 :
(φ⊗D0) U (φ⊗D0) (X) =
= (φ⊗D0) U (φ (TrEX)⊗ |0〉〈0| ) =
= φ
(
TrE [U (φ (TrEX)⊗ |0〉〈0| )U† ]
) ⊗ |0〉〈0| =
= φ (ψ (φ (TrEX)) )⊗ |0〉〈0| = (φψφ⊗D0) (X) .
Moreover, it is worth noting that to each unitary family
{Ui } ⊆ Ud3 we can associate a corresponding family
{ψi} ⊆ CPtd such that (20) is satisfied. Since D0 is a
completely depolarizing channel (i.e. its images are all
proportional to a fixed matrix), it can be immediately
verified that for each η ∈ CPtd
η ⊗D0 ∈ EBtd3 ⇔ η ∈ EBtd .
Therefore, we can directly prove (19):
N (φ) ≡ min {n ≥ 1 : ∀ ψ1, . . . , ψn−1 ∈ CPtd,
φψ1φ . . . φψn−1φ ∈ EBtd } =
= min {n ≥ 1 : ∀ ψ1, . . . , ψn−1 ∈ CPtd,
φψ1φ . . . φψn−1φ ⊗ D0 ∈ EBtd } =
= min {n ≥ 1 : ∀ U1, . . . ,Un−1 ∈ Ud3 ,
(φ⊗D0) U1 (φ⊗D0) . . . (φ⊗D0) Un−1 (φ⊗D0) ∈
∈ EBtd3} ≡ NU (φ⊗D0) .
III. EXAMPLES
Through this section, we present a large variety of ex-
plicit, nontrivial examples of channels for which some
entanglement–breaking indices can be calculated. This
will help to explain the meaning of Definition 1, and to
become acquainted with it.
In what follows we will use extensively the Bloch sphere
representation (4) of the qubit (i.e. d = 2) channels. For
unital qubit channels φ = (M, 0), observe that (7) implies
the simple equality
n(φ) = n(M, 0) = min {n ≥ 1 : ‖Mn‖1 ≤ 1 } . (21)
The first example of calculation of the direct n–index
is presented in Ref. [5]. We report it here for the sake of
completeness.
5Example 1 (n–Index of Generalized Amplitude Damp-
ing Channels).
A fundamental physical process involving a system cou-
pled to an environment in a thermal state is the sponta-
neous emission. In the case of a single qubit, this pro-
cess can be described by a generalized amplitude damping
(GAD). The set of GADs is parametrized by the two real
numbers 0 ≤ p ≤ 1 and 0 ≤ γ ≤ 1, linked to the time the
interaction takes (or to its intensity) and to the temper-
ature of the environment, respectively (see [13], p. 382).
The action of a GAD on a given qubit state can be written
as follows:
GADp,γ
(
a b
b∗ c
)
=
(
pa+γ(1−p)(a+c) √p b√
p b∗ −pa+(1−(1−p)γ)(a+c)
)
.
(22)
As usual, (4) allows us to write the Bloch representa-
tion GADp,γ = (Mp,γ , cp,γ), where
Mp,γ =
(√
p 0 0
0
√
p 0
0 0 p
)
, cp,γ = (1− p) (2γ − 1)
(
0
0
1
)
.
(23)
The composition rules of the GADs can be easily de-
duced for example by means of equation (23). It turns
out that
GADp1,γ1 GADp2,γ2 = GADp3,γ3 , (24)
p3 ≡ p1p2 , γ3 ≡ p1(1− p2)γ2 + (1− p1)γ1
1− p1p2 . (25)
In particular,
GADnp,γ ≡ GADpn,γ . (26)
Now, let us concern ourselves about the entanglement–
breaking properties of the GADs. By applying the Pos-
itive Partial Transpose (PPT) condition [14, 15] to the
Choi state associated to GADp,γ , the range of p, γ which
identifies an entanglement–breaking behavior can be eas-
ily deduced:
GADp,γ ∈ EBt2 ⇐⇒
⇐⇒ 0 ≤ p ≤ f(γ) ≡ 1 − 2
1 +
√
1 + 4γ(1− γ) .
(27)
That said, we can easily calculate the direct n–index
for the set of generalized amplitude damping channels.
Indeed, (26) together with (27) implies that
n (GADp,γ) =
⌈ log f(γ)
log p
⌉
, (28)
where the ceiling function d·e is defined by
dxe ≡ min {s ∈ Z : s ≥ x} . (29)
In (28), we have supposed p > 0; otherwise, we imme-
diately know that n(GAD0,γ) ≡ 1. Moreover, observe
that (28) returns n = ∞ as soon as γ = 1 (with p > 0).
The GADs with γ = 1 are often called simply amplitude
damping, and correspond to the modelization of a sponta-
neous emission interaction with an environment at zero
temperature.
A pictorial representation of the regions of the space
p, γ identified by equation (28) can be found in FIG. 1 –
see also Ref. [5].
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FIG. 1: Graphic representation of the value of the direct n–
index in the parameter space γ, p of the GAD channels. The
boundary points are always included in the adjacent region
which has the lowest value of n.
The previous example focused on the qubit case. How-
ever, there exists another famous class of channels acting
in arbitrary dimension for which the entanglement–
breaking properties can be studied analytically.
Example 2 (n–Index of Depolarizing Channels).
The depolarizing channels are defined through a sim-
ple operative procedure on Alice’s d–dimensional system.
This procedure could be seen as the interaction with an
environment, as usual, but it can be more simply visual-
ized by involving a third human agent, named Eleonore.
Eleonore takes Alice’s state ρ and secretly rolls a die.
Depending on the outcome of the die, she gives back the
system to Alice without performing any operation (with
a certain probability λ), or she discards Alice’s state and
replaces it with the maximally mixed one 1d (with proba-
bility 1−λ). In any case, Alice does not know the outcome
of the die. Clearly, from her point of view, the state of
the system transforms as follows:
ρ 7−→ λ ρ + (1− λ) 1
d
.
6The depolarizing channels are thus defined by
∆λ ≡ λI + (1− λ) 1
d
Tr , − 1
d2 − 1 ≤ λ ≤ 1 , (30)
where
1
d
Tr : X 7−→ 1
d
TrX . (31)
It can be easily seen that the range of the parameter λ
in (30) is chosen in such a way as to guarantee that ∆λ
is always a completely positive (trace-preserving and uni-
tal) map. Observe that also a (little) range of negative
values is allowed; this would not fit into our probabilis-
tic operative definition, but this is going to be irrelevant.
The laws of composition of the depolarizing channels are
very simple:
∆λ1∆λ2 = ∆λ1λ2
(⇒ ∆nλ = ∆λn) . (32)
The class of depolarizing channels is important because
its entanglement–breaking properties can be studied ana-
lytically. Indeed, in [16] it is proved that
∆λ ∈ EBtd ⇐⇒ − 1
d2 − 1 ≤ λ ≤
1
d+ 1
. (33)
Thanks to (33), we can explicitly compute the actual
value of the n–index for a depolarizing channel in arbi-
trary dimension. We are free to suppose 0 < λ ≤ 1, since
the values λ ≤ 0 are immediately known to correspond to
entanglement–breaking channels. Then we have
n (∆λ) =
⌈ log (d+ 1)
log 1λ
⌉
. (34)
For λ = 1 (actually, 1−), this equation gives n = ∞, as
expected (because ∆1 = I). There are no other values of
λ sharing this property. The graphic of (34) is shown in
FIG. 2.
-0.2 0.0 0.2 0.4 0.6 0.8 Λ
1
2
3
4
5
6
n HDΛL
FIG. 2: Graphic of the n–index as a function of the parameter
λ for a depolarizing channel. Here the qubit case d = 2 is
shown.
Until this time, the discussion focused mainly on the
n–index. Now, let us jump on the opposite side of the
inequality (16). Because of the fact that a minimization
over the entire set of CPt channels is required, the
N–index could seem a difficult functional to calculate in
practice. Let us make an example to show that this is
not always the case.
Example 3 (N–Index of Depolarizing Channels).
In Example 2 we introduced the important class of the
depolarizing channels, acting on arbitrary d–dimensional
systems (see (30)). We saw in (34) that their n–index
can be explicitly computed. However, the question re-
mains open, whether it is possible to enhance the entan-
glement preservation by means of the application of some
filtering map. In other words, what can Alice do in order
to preserve as much as possible the entanglement with
Bob against the noisy action of Eleonore? The answer to
this question is simple: she can do nothing. This is the
same as to say that all the entanglement–breaking indices
are equal when calculated on a depolarizing channel:
n (∆λ) = NU (∆λ) = N (∆λ) =
⌈ log(d+ 1)
log 1λ
⌉
. (35)
In what follows, we suppose as usual λ > 0; other-
wise, the depolarizing channels are already entanglement–
breaking.
Proof of (35). Since (34) and (16) hold, in order to
prove (35) it suffices to show that
n(∆λ) ≥ N (∆λ) ,
i.e. that
∆λn ∈ EBtd ⇒
⇒ ∆λψ1∆λ . . .∆λψn−1∆λ ∈ EBtd ,
∀ ψ1, . . . , ψn−1 ∈ CPtd .
Actually, the equality n (∆λ) = NU (∆λ) can be seen
as a direct consequence of the fact that the depolarizing
channels commute with all the unitary evolutions:
∆λ U ≡ U ∆λ , ∀ U ∈ Ud , ∀ − 1
d2 − 1 ≤ λ ≤ 1 . (36)
Indeed, one could take (36) as the defining property of
the ∆λs. However, the behavior of N (∆λ) is a priori not
obvious.
With the same notation as in (31), it can be easily
proved by induction that
∆λψ1∆λ . . .∆λψn−1∆λ = λnψ1 . . . ψn−1 +
+ (1−λ)
n−1∑
i=1
λi (ψ1 . . . ψi)
(
1
d
)
Tr + (1−λ) 1
d
Tr .
(37)
7Moreover, since ∆λn is entanglement–breaking,
and (1) holds, we must have for every 1 ≤ i ≤ n− 1
ψ1 . . . ψi ∆λn ψi+1 . . . ψn−1 =
= λnψ1 . . . ψn−1 + (1−λn) (ψ1 . . . ψi)
(
1
d
)
Tr ∈ EBtd .
(38)
The generalization of (38) for the “degenerate case” i = 0
can be immediately written as
∆λn ψ1 . . . ψn−1 =
= λnψ1 . . . ψn−1 + (1− λn) 1
d
Tr ∈ EBtd . (39)
With (37), (38) and (39) at hand, it can be explicitly
proved that
∆λψ1∆λ . . .∆λψn−1∆λ =
=
n−1∑
i=0
λi(1− λ)
1− λn ψ1 . . . ψi ∆λn ψi+1 . . . ψn−1 . (40)
Now, we can conclude. In fact, the right-hand side of (40)
is a convex mixture of the entanglement–breaking chan-
nels (38) and (39). Since the set EBtd is convex, we
deduce that
∆λψ1∆λ . . .∆λψn−1∆λ ∈ EBtd .
In order to clarify the role of the various assumptions
that make the above calculation possible, it is useful to
give a slight refinement of it.
Example 4 (Generalized Depolarizing Channels).
Define a generalized depolarizing channel as
∆˜λ = λI + (1− λ)ρ0 Tr , (41)
where ρ0 is a generic density matrix. Then it can be
easily seen that the equalities
n(∆˜λ) = NU (∆˜λ) = N (∆˜λ) (42)
are still true. Indeed, the crucial equa-
tions (32), (37), (38), (39) and so (40) hold even
now up to the simple substitutions ∆λ → ∆˜λ and
1
d → ρ0. What we loose in this case is the equivalent of
the explicit equation (34). We can only write an implicit
expression
n(∆˜λ) = NU (∆˜λ) = N (∆˜λ) =
⌈ logµ
log λ
⌉
, (43)
µ ≡ max { 0 ≤ a ≤ 1 : ∆˜a ∈ EBt } . (44)
IV. UNITARY VS. NON–UNITARY FILTERING
The direct n–index can be computed with a relatively
easy and efficient algorithm. Given a channel φ, we con-
struct the Choi states Rφn and test their separability.
The first Rφn which turns out to be separable corre-
sponds exactly to n = n(φ). Even if deciding whether
a given bipartite state is separable or not is very difficult
(the separability problem is known to be NP–hard [4]),
one could easily get lower bounds by means of some nec-
essary separability criteria and upper bounds by means
of the sufficient criteria.
However, the situation is radically different for the
filtered indices NU , N . In that case there seems to
be no a priori efficient algorithm allowing their calcu-
lation. Indeed, it must be remarked that the defining
equations (10) and (11) all involve a nontrivial optimiza-
tion over the whole set of completely positive or unitary
channels. Because of the potentially infinite number of
possible filtering strategies one has to check, the task of
calculating the actual value of any filtered index might
be impossible.
Interestingly enough, we examined the explicit class of
depolarizing channels in arbitrary dimension, for which
all the entanglement–breaking indices can be analytically
calculated (see Example 3). The result of this calculation
was clear: for a depolarizing channel n = NU = N . In
this context, as already observed, the equality n = NU
has to be seen as a mere consequence of the incidental
property (36). However, one could think that the other
equality NU = N is more fundamental. What should be
the intuitive meaning of this equality?
The filtering maps appearing in Definition 1 play the
role of preserving as much as possible the entanglement
between Alice and a Bob. From the point of view of
the Stinespring representation, every non-unitary filter
acting on A can be simulated by a unitary operation on
a larger system AE (E being an external environment).
This viewpoint has been already exploited in stating The-
orem 2. Anyway, because of this global unitary evolution,
some of the entanglement initially present between A and
B is wasted to create uncontrolled, apparently useless
quantum correlations with E. This invariably weakens
the link between Alice and Bob. Anyway, all that can
be avoided if Alice chooses to use only unitary filters.
Thanks to this discussion, one could think that the opti-
mal filtering strategy might involve, after all, only unitary
filters.
Perhaps surprisingly, this in general false. In other
words, it can happen that the best unitary filtering
strategy is much less effective than a non–unitary one.
We devote the rest of this section to the construction of
an explicit example of this behavior, for all dimensions
d ≥ 3.
Example 5.
In [17], Werner introduces the (U ⊗ U)–invariant states
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χϕ ≡ (dϕ− 1)S + (d− ϕ)1
d (d2 − 1) , −1 ≤ ϕ ≡ Tr[χϕS] ≤ 1 .
(45)
Here, the symbol S denotes the swap operator, defined
on a bipartite system by the equation
S |α〉 ⊗ |β〉 = |β〉 ⊗ |α〉 .
For the sake of simplicity, it is more convenient to make
the substitution
η ≡ 1− dϕ
d2 − 1 ,
by means of which one has
χη ≡ − η S
d
+ (1+η)
1
d2
, − 1
d+ 1
≤ η ≤ 1
d− 1 . (46)
In what follows we shall adopt η as our parameter.
Remarkably, Werner proved that the precise range of η
(or ϕ) can be determined, for which χη is separable:
χη is separable ⇐⇒ − 1
d+ 1
≤ η ≤ 1
d2 − 1 . (47)
We highlight that (47) is a great conceptual achieve-
ment, because of the intrinsic difficulties one encounters
when dealing with the separability problem in generic di-
mension. We can move the whole power of (47) into
the world of quantum channels, thanks to the Choi–
Jamiolkowski isomorphism φ ↔ Rφ. The Choi dual
of (46) is
Vη ≡ − η T + (1 + η) 1
d
Tr , − 1
d+ 1
≤ η ≤ 1
d− 1 .
(48)
This equation defines a one-parameter set of CPtd quan-
tum channels, just like (30). We adopt the standard no-
tation of (31), and indicate with T the matrix transposi-
tion. Moreover, (47) becomes
Vη ∈ EBtd ⇐⇒ − 1
d+ 1
≤ η ≤ 1
d2 − 1 . (49)
It is worth noting that these Werner channels Vη obey
simple rules of composition, which complete (32) :
Vη1Vη2 = ∆η1η2 , Vη∆λ = ∆λVη = Vλη . (50)
Moreover, an equality analogous to (36) holds:
Vη U ≡ U∗Vη , ∀ U ∈ U . (51)
If U(X) = UXU†, here we indicate with U∗ the channel
U∗(X) = U∗XUT (which is nothing but the conjugation
by U∗).
Although it is not immediately obvious, the chan-
nels (30) and (48) are unitary equivalent for the qubit
case d = 2. More precisely, the fortuitous equality
d = 2 ⇒ 1Tr− I = YT (52)
(where Y indicates the conjugation by the second Pauli
matrix, and T the matrix transposition, as usual) allows
us to prove that
d = 2 ⇒ Vη ≡ Y∆η . (53)
Because of (53), the qubit case does not deserve any fur-
ther attention; we analyzed it in Examples 2 and 3. On
the contrary, for d ≥ 3 these two sets of channels are
truly different. Now, observe that
d ≥ 3 ⇒
⇒ ∀ − 1
d+ 1
≤ η ≤ 1
d− 1 , η
2 ≤ 1
d+ 1
. (54)
Thanks to (50) and to (33), this is the same as to say
that
d ≥ 3 ⇒ V 2η ∈ EBtd . (55)
But not only: provided that d ≥ 3, (51) (together
with (55)) implies that there is no unitary filter we can
use in order to prevent the complete destruction of the
entanglement after two iterations. Indeed, if U is an
unitary evolution,
Vη U Vη = U∗ V 2η ∈ EBtd . (56)
Observe that we used also (1) in the last passage. In
other words, we proved that
d ≥ 3 ⇒ n (Vη) = NU (Vη) = 2 . (57)
Therefore, whatever unitary filtering strategy is in the
present case demonstrably useless. Let us try another
kind of quantum channel as a filter. In the following we
shall deal only with the extreme case η = 1d−1 . Indeed,
in that case the calculations are much simpler. Consider
the Hilbert space Cd (with d ≥ 3) spanned by the d vec-
tors {|0〉 , |1〉 , . . . , |d− 1〉}. Moreover, define the quan-
tum channel ψ whose action is
ψ(ρ) = ( |0〉〈1|+ |1〉〈0| ) ρ ( |0〉〈1|+ |1〉〈0| ) +
+
d−1∑
i=2
|0〉〈i| ρ |i〉〈0| . (58)
A more compact form of (58) can be written if one de-
composes ρ as a block matrix
ρ =
(
A B
B† C
)
,
where A and C have sizes 2 × 2 and (d − 2) × (d − 2),
respectively, while B is a 2× (d− 2) rectangular matrix.
In that case, denoting by X the first Pauli matrix, one
has
ψ(ρ) = ψ
(
A B
B† C
)
=
(
XAX + |0〉〈0|TrC 0
0 0
)
.
(59)
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ψ2k−1 ≡ ψ , ψ2k ≡ ψ2 . (60)
Moreover, we have simply
TψT = ψ . (61)
Now, we claim that for every n ∈ N and d ≥ 3, one
has
V 1
d−1
ψ V 1
d−1
. . . V 1
d−1
ψ V 1
d−1︸ ︷︷ ︸
V 1
d−1
repeated 2n+ 1 times
/∈ EBtd (62)
As a consequence,
N
(
V 1
d−1
)
= ∞ . (63)
Observe that equations (63) and (57) explicitly prove (for
every d ≥ 3) that the non-unitary filtering strategies can
be much better than the unitary ones.
Proof of (62).
In order to prove (62), we will write the Choi matrix RTξ
corresponding to Tξ; here we have defined for short
ξ ≡ V 1
d−1
ψ V 1
d−1
. . . V 1
d−1
ψ V 1
d−1︸ ︷︷ ︸
V 1
d−1
repeated 2n+ 1 times
.
Next, we will verify that RTξ  0; the PPT criterion will
imply that ξ /∈ EBt, i.e. the thesis.
Firstly, write for the Vη channels the analogous of the
composition formula (37), with the same shorthand no-
tation as in (31) :
Vηψ1Vη . . . Vηψk−1Vη = (−η)k Tψ1T . . . Tψk−1T +
+ (1 + η)
k−1∑
i=1
(− η)i (Tψ1 . . . Tψi)
(
1
d
)
Tr +
+ (1 + η)
1
d
Tr . (64)
In our case we have ψ1 = . . . = ψk−1 = ψ, k = 2n + 1
and η = 1d−1 . Because of equations (60) and (61), (64)
becomes
T ξ = − 1
(d− 1)2n+1 ψ
2 −
− (d− 1)
2n − 1
d(d− 2)(d− 1)2n
(
ψ(1) − 1
d− 1 ψ
2(1)
)
Tr +
+
1
d− 1 Tr . (65)
The Choi matrix RTξ is a complicated object. How-
ever, we are interested only in proving that it is not posi-
tive definite. To this purpose, we can examine its restric-
tion to the subspace spanned by { |00〉 , |11〉 }. Thanks
to the properties of the Choi–Jamiolkowski isomorphism,
we have
〈ij |RTξ | kl〉 = 1
d
〈i | (Tξ) (|j〉〈l|) | k〉 . (66)
By applying repeatedly this identity and (59), one can
see that
〈00 |RTξ | 00〉 = 0 , 〈00 |RTξ | 11〉 = − 1
d (d− 1)2n+1 .
Therefore, there exists a ∈ R such that
RTξ
∣∣
Span {|00〉, |11〉} =
1
d (d− 1)2n+1
(
0 −1
−1 a
)
.
Since
det
(
0 −1
−1 a
)
= −1 ,
the restriction RTξ
∣∣
Span {|00〉, |11〉} can not be positive defi-
nite. This necessarily forbids RTξ ≥ 0, and so Tξ /∈ CPt.
Thanks to the PPT criterion, we can conclude that
ξ /∈ EBt, i.e. (62).
Let us make the main point one more time. Example 5
shows that the optimal filtering strategy to be used by Al-
ice against the local noise can be, as a matter of fact, non-
unitary. From the physical point of view, we are claiming
that Alice can be forced to introduce other (controlled)
disturbances into her system, so as to save the entangle-
ment with Bob. Moreover, equations (57) and (63) show
that the difference between the best unitary strategy and
the best non-unitary one can be dramatic. The former
causes the almost immediate destruction of the entan-
glement, while the latter allows its unlimited survival. A
similar non–optimality of unitary filtering operations was
also observed in the context of quantum subdivision ca-
pacities [6]. All that may appear quite counterintuitive.
However, a possible (albeit not rigorous) physical justifi-
cation can be found by invoking an argument which has
been introduced in the study of optimal recovery trans-
formations [18] where, assigned a given dynamical semi-
group, one is asked to identified the best output quantum
data–process that guarantees that the average output fi-
delity is maximal. The idea is as follows. Since quantum
channels represent the occurrence of stochastic errors, in
general they will tend to pump in entropy into the system
(heating and diffusional processes) or, vice-versa, pump
out entropy from the system (dissipative or cooling pro-
cesses). In both cases, to fight such effects one needs to
modify the entropy content of the state, i.e. again with
dissipative or heating processes: unitary recovery oper-
ations appear not to be well suited for this purpose, as
the best they can do is to concentrate the entropy extras
or deficits into a specific subsystem, without removing
them.
10
V. FILTERED INDICES FOR QUBIT
CHANNELS
An amazing fact about the Example 5 in that it works
only for d ≥ 3. This restriction comes from (55), and
instills in us a glimmer of hope that things could be dif-
ferent, after all, for d = 2. For this reason, this Section is
devoted to the investigation of the qubit case. In fact, the
Bloch representation (4) can considerably simplify the
theory for two-dimensional systems. An explicit exam-
ple of this simplification is presented in Subsection V A.
We continue our analysis by proposing a general conjec-
ture in Subsection V B. Finally, some partial proofs of
this conjecture are showed in Subsection V C and V D.
A. Unitary Filtered Index for Unital Qubit
Channels
We begin by translating in our language and notation
a result originally proved in [5] (although in a slightly
weaker form). All that will solve the simplest problem of
the calculation of NU for an unital qubit channel.
For the sake of clearness, we firstly recall some facts
about the canonical diagonal form for a qubit quantum
channel φ = (M, c). For details, we refer the reader
to [19] and [20]. Let M = PDQ be a singular value
decomposition of M , with P,Q orthogonal matrices. De-
noting by {si} the singular values of M , we have
D =
s1 0 00 s2 0
0 0 s3
 .
In order to give a physical interpretation to this al-
gebraic decomposition, it is not sufficient that P,Q
are orthogonal, but it is necessary that P,Q ∈ SO(3)
(i.e. they must be special orthogonal). Sup-
pose that this does not happen, and examine
the other cases. If detP = detQ = −1 (and so
detM ≥ 0) we can simply write M = (−P )D(−Q),
in such a way that det(−P ) = det(−Q) = +1 and
therefore −P,−Q ∈ SO(3). On the other hand,
if detP = −1 = − detQ or the converse (and so
detM ≤ 0), we must modify D and write for example
M = P˜ D˜Q, with
D˜ ≡
s1 0 00 s2 0
0 0 −s3
 , P˜ ≡ P
1 0 00 1 0
0 0 −1
 ∈ SO(3) .
This discussion should convince the reader that the best
special singular value decomposition we can achieve is of
the form M = O1LO2, with O1, O2 ∈ SO(3) and
L =
l1 0 00 l2 0
0 0 l3
 ≡
s1 0 00 s2 0
0 0 sgn det(M) s3
 . (67)
Here the symbol sgn denotes the sign function, defined
by
sgn x ≡
 +1 if x > 00 if x = 0−1 if x < 0 .
Usually we shall suppose |s3| ≤ s1, s2, so that l1, l2 ≥ 0
and only l3, which has the lowest modulus, can be neg-
ative. Once the decomposition M = O1LO2 is obtained,
we can define t ≡ OT1 c and write
φ = (M, c) = O1 (L, t) O2 = U Λ V . (68)
Here U ,V are the unitary channels corresponding to
O1, O2 ∈ SO(3), and Λ ≡ (L, t) is the canonical diagonal
form of φ.
Theorem 3.
Let (M, 0) ∈ CPt2 be an unital qubit channel. Denote
by M = O1LO2 the special singular value decomposition
of M . Then
NU (M, 0) = n(L, 0) =
= min {n ≥ 1 :
3∑
i=1
|li|n ≤ 1 } =
= min {n ≥ 1 : ‖M‖n ≤ 1 } . (69)
Proof. The explicit expressions for n(L, 0) are direct con-
sequences of (21), and of the elementary observation
3∑
i=1
|li|n = ‖L‖n = ‖M‖n .
On the other hand, elementary properties (14) and (16)
ensure that
n(L, 0) ≤ NU (L, 0) = NU (M, 0) .
Consequently, the only nontrivial claim is that
n(L, 0) ≥ NU (L, 0), so that the inequality in the previous
equation is actually an equality. Thanks to (21), we have
only to prove the p = 1 case of the following statement:
∀n ≥ 1 , ∀ O1, . . . , On ∈ SO(3) ,
‖LO1L . . . LOnL‖p ≤ ‖Ln+1‖p . (70)
Indeed, (70) would imply that the channel
(LO1L . . . LOnL, 0) must necessarily be entanglement–
breaking if so is Ln+1 .
In what follows, we will use extensively the well-known
Ho¨lder inequality
1
r
+
1
s
= 1 , 1 ≤ p ≤ ∞ ⇒
⇒ ‖AB‖p ≤ ‖|A|r‖1/rp ‖|B|s‖1/sp =
= ‖A‖rp ‖B‖sp . (71)
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Since L is diagonal, observe that for every 1 ≤ p ≤ ∞
and for every integer n ≥ 1 we can write
‖L‖np = ‖Ln‖1/np (72)
Then, the best way to prove (70) is by induction.
• For n = 1, thanks to the r = s = 2 case of (71) we
have
‖L(OL)‖p ≤ ‖L‖2p ‖OL‖2p =
= ‖L‖2p ‖L‖2p = ‖L‖22p = ‖L2‖p ,
where we used the unitary invariance of the Schat-
ten norms, together with (72).
• Now, suppose that we have proved the inequality
for every p and for n−1; we can apply Ho¨lder again
with r = n+ 1, s = n+1n , obtaining
‖LO1L . . . LOnL‖p ≤
≤ ‖L‖(n+1)p ‖O1L . . . OnL‖n+1
n p
=
= ‖L‖(n+1)p ‖LO2L . . . LOnL‖n+1
n p
≤
≤ ‖L‖(n+1)p ‖Ln‖n+1
n p
=
= ‖Ln+1‖
1
n+1
p ‖Ln+1‖
n
n+1
p = ‖Ln+1‖p .
We used, in order, (71), the unitary invariance
of the Schatten norms, the inductive hypothesis,
and (72).
It is worth noting that Proposition 3 gives us a simple
procedure to calculate the unitary filtered index NU at
least in the simplest case of unital qubit channels. In
spite of the strict restriction it is subjected to, (69) is
quite encouraging. In fact, it shows how the theory of the
filtered indices can be simpler in the qubit case than in
general, because of the low dimensionality of the system
under examination.
B. Non–Unitary Filtered Indices for Qubit: a
Conjecture
We have already observed that Example 5, showing
the non–optimality of purely unitary fitering strategies,
works only in dimension d ≥ 3. Consequently, one could
ask himself, whether or not the unitary filters are opti-
mal for qubit channels. This is the main content of the
following conjecture.
Conjecture 1.
Let φ ∈ CPt2 be a qubit channel. Then
N (φ) = NU (φ) = max {n (Uφ) : U ∈ U2 } . (73)
Actually, Conjecture 1 claims something more, that is,
it gives an explicit algorithm to calculate NU (and so N )
in terms of a single optimization over the set of unitary
operations. This corresponds to say that the best unitary
filtering strategy involves the iteration of a single unitary
filter.
C. Divergent Filtered Indices for Qubit
An equality such as NU = N , which is the heart of
Conjecture 1, is explicitly violated in dimension d ≥ 3.
Example 5 shows that this violation can be dramatic,
with NU = 2 and N = ∞. However, we will be able
to show that such an extreme possibility can be ruled out
in the qubit case. It must be remarked that this con-
stitutes only a partial (though encouraging) proof of the
conjecture under examination.
Actually, here we will present two different partial
proofs. On one hand, the first result states that
N (φ) = ∞ is possible only if also NU (φ) = ∞, for all
qubit channels φ; on the other hand, the second result
claims that NU (φ) = 2 implies N (φ) = 2, for all unital
qubit channels φ.
Theorem 4 (Proof of Conjecture 1 for Qubit Channels
with NU =∞). Let φ ∈ CPt2 be a qubit channel. Then
the following are equivalent.
1. max {n (Uφ) : U ∈ U2 } = ∞ .
2. NU (φ) =∞ .
3. N (φ) =∞ .
4. The image of the Bloch sphere under the action of
φ contains a pure state, and φ is not entanglement–
breaking.
Proof.
1⇒ 2 : From the very Definition 1 it follows that
NU (φ) = min {n ≥ 1 : ∀ U1, . . . ,Un−1 ∈ U2,
φU1φ . . . φUn−1φ ∈ EBt2 } ≥
≥ min {n ≥ 1 : ∀ U ∈ U2, φUφ . . . φUφ︸ ︷︷ ︸
φ repeated n times
∈ EBt2 } =
= min {n ≥ 1 : ∀ U ∈ U2, (Uφ)n ∈ EBt2 } =
= max {n (Uφ) : U ∈ U2 } .
Therefore, max {n (Uφ) : U ∈ U2 } = ∞ directly
implies NU (φ) =∞.
2⇒ 3 : This implication follows from (16).
3⇒ 4 : Obviously, if N (φ) = ∞ then φ can not be
entanglement–breaking. It remains to show that
the image of the Bloch sphere through φ always
contains a pure state. In what follows, we will de-
note by (M, c) the Bloch sphere representation (4)
of φ.
If ‖M‖∞ = 1 we can immediately conclude, be-
cause of the following reasoning. Take an unit vec-
tor ~r such that |M~r| = ‖M‖∞ = 1; since φ = (M, c)
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is a positive map, it must be |M~r ± c| ≤ 1, and so
1 ≥ 1
2
( |M~r + ~c|2 + |M~r − ~c|2 ) =
= ‖M‖2∞ + |~c|2 . (74)
If ‖M‖∞ = 1, (74) implies that ~c = 0, and so that
φ
(
1+ ~r · ~σ
2
)
=
1+ (M~r) · ~σ
2
is a pure state.
Now, let us suppose ‖M‖∞ < 1. By hypothesis,
∀n ≥ 1 , ∃ ψ(n)1 , . . . , ψ(n)n−1 ∈ CPt2 :
φψ
(n)
1 φ . . . φψ
(n)
n−1φ /∈ EBt2. (75)
Consider the sequence of qubit channels(
ψ
(n)
1 φ . . . ψ
(n)
n−1φ
)
n≥1
; since its elements be-
long to the compact set CPt2, it must admit a
limit point χ ∈ CPt2. Moreover, χ must be of
the form χ = (0, s) (with |s| ≤ 1), because of the
assumption ‖M‖∞ < 1. In fact, using the notation
ψ
(n)
i = (N
(n)
i , . . .), we have
ψ
(n)
1 φ . . . ψ
(n)
n−1φ = (N
(n)
1 M . . .N
(n)
n−1M , . . . ) ,
and
‖N (n)1 M . . .N (n)n−1M ‖∞ ≤ ‖M‖n−1∞ −−−−→n→∞ 0.
Observe that we have used the bound
‖N (n)i ‖∞ ≤ 1, which descends directly from
the analogous of (74).
By the very definition of χ, it follows that
the sequence of non–entanglement–breaking chan-
nels
(
φψ
(n)
1 φ . . . ψ
(n)
n−1φ
)
n≥1
admits the limit point
φχ = (0, Ms+ c) ∈ CPt2. Its Choi state
Rφχ = (φχ⊗ I)(|ε〉〈ε|) =
=
1+ (M~s+ ~c) · ~σ
2
⊗ 1
2
= φ
(
1+ ~s · ~σ
2
)
⊗ 1
2
must belong to the boundary of the set of sep-
arable states, otherwise φψ
(n)
1 φ . . . ψ
(n)
n−1φ would
be entanglement–breaking for sufficiently large n.
This means that Rφχ = R
TB
φχ can not be strictly
positive definite (see equation (15.65) of [21]). In-
stead, it must have at least a zero eigenvalue, that
is, φ ( (1+ ~s · ~σ)/2 ) must be a pure state. In con-
clusion, we have found a pure state in the image of
the Bloch sphere through φ.
4⇒ 1 : We can suppose without loss of generality that
φ (|0〉〈0|) is a pure state. Consider an unitary con-
jugation U ∈ U2 such that Uφ (|0〉〈0|) = |0〉〈0|; we
will prove that n (Uφ) =∞.
Let {Mk}k be a Kraus representation of the qubit
channel Uφ. The equality Uφ (|0〉〈0|) = |0〉〈0| is
possible if and only if Mk |0〉 ∝ |0〉 for all k. Then
there exists a pure state |α〉 such that Uφ (|0〉〈1|) ∝
|0〉〈α|; because of the trace–preserving property, we
can chose |α〉 = |1〉, so that Uφ (|0〉〈1|) = z |0〉〈1|
for some z ∈ C. Taking the hermitian conjugate,
we obtain also Uφ (|1〉〈0|) = z∗ |1〉〈0|. Observe that
it must be z 6= 0, otherwise we could write for all
2× 2 matrices X
Uφ(X) = |0〉〈0| 〈0 |X | 0〉 + Uφ(|1〉〈1|) 〈1 |X | 1〉 ,
and Uφ (that is, φ) would be entanglement–
breaking, by comparison with (2). This is explic-
itly forbidden by hypothesis, and we must conclude
that z 6= 0. By iteration, the following equalities
are valid for all n ≥ 1.
(Uφ)n (|0〉〈0|) = |0〉〈0|
(Uφ)n (|0〉〈1|) = zn |0〉〈1|
(Uφ)n (|1〉〈0|) = (z∗)n |1〉〈0| .
As a consequence, representing (I ⊗ (Uφ)n) (|ε〉〈ε|)
in the lexicographically ordered basis
{ |00〉 , |01〉 , |10〉 , |11〉 } we obtain
(I ⊗ (Uφ)n) (|ε〉〈ε|) =
 1 0 0 z0 0 0 00 0 an bn
z∗ 0 b∗n 1− an
 . (76)
Since z 6= 0, the application of the PPT criterion
reveals that (76) is an entangled state. Therefore,
(Uφ)n is not entanglement–breaking for all n ≥ 1,
that is, n (Uφ) =∞.
While the proof of Theorem 4 is rather complicated,
its meaning is pretty much clear. Specifically, at variance
with the higher dimensional case, for qubit channels it is
impossible to have NU = 2 while N =∞ (see Exam-
ple 5): instead if one filtered index reaches ∞, then the
same happens to the other.
D. Conjecture 1 for Qubit: Simple Unital Case
The analysis presented in the previous section is clearly
not sufficient to prove that Conjecture 1 is true (for in-
stance, it is still possible that there exist counterexam-
ples satisfying NU = 2 but 3 ≤ N <∞). The restriction
NU = 2 is reasonable, because it confines our analysis
to the first nontrivial case. However, we will show that
at least for unital qubit channels, if NU = 2, then also
N = 2. As a consequence, there exists no unital coun-
terexample to Conjecture 1 which satisfies the restriction
NU = 2, as Example 5 did in the case of higher dimen-
sions.
13
To prove this result we need a series of preliminary lem-
mas. In particular since we are looking for a upper bound
on N , by the very definition (11) we will have to prove
that a certain sequence of channels is entanglement–
breaking. For this reason, the first task is to formalize a
sufficient separability criterion which is capable to detect
the absence of entanglement between two–dimensional
systems. We use here a particular case of Proposition 3
in [22]. For the sake of clearness a simple proof is also
given.
Proposition 5.
With the notation of (4) and (6), one has
‖M‖1 + |c| ≤ 1 ⇒ (M, c) ∈ EBt2 . (77)
Proof. By applying unitary evolutions to the left and to
the right, we can suppose (M, c) reduced in canonical
form (L, t) (see equations (68) and (67)). Then, we have
only to prove that R(L,t) is separable if ‖L‖1 + |t| ≤ 1.
Write the partial transpose of R(L,t) as
RTB(L,t) =
1
4
(
1+ (~t · ~σ)⊗ 1 +
3∑
i=1
li σi ⊗ σi
)
. (78)
If we could demonstrate that RTB(L,t) ≥ 0, then the PPT
condition for separability in 2×2 systems would conclude
the proof. This will be proved by showing that∥∥∥∥∥ (~t · ~σ)⊗ 1 +
3∑
i=1
li σi ⊗ σi
∥∥∥∥∥
∞
≤ 1 .
Firstly, observe that the following elementary equalities
hold:
‖A⊗B‖∞ = ‖A‖∞ ‖B‖∞ , ‖n · ~σ‖∞ = |n| .
Then, thanks to the triangular inequality, we have∥∥∥∥∥ (~t · ~σ)⊗ 1 +
3∑
i=1
li σi ⊗ σTi
∥∥∥∥∥
∞
≤
≤ ‖ (~t · ~σ)⊗ 1 ‖∞ +
3∑
i=1
|li| ‖σi ⊗ σTi ‖∞ =
= ‖~t · ~σ ‖∞ +
3∑
i=1
|li| ‖σi‖∞ ‖σTi ‖∞ =
= |t| +
3∑
i=1
|li| = |t| + ‖L‖1 = |c| + ‖M‖1 ≤ 1 .
Another technical result that will be useful through
the rest of the section is the following.
Lemma 6.
Given a vector v ∈ Rn, let us denote by [v] ∈ Rn the
vector obtained by taking the absolute value of the com-
ponents of v, i.e. [v]i ≡ |vi|. We claim that for each
v ∈ Rn and for each n × n real matrix A, there exists a
special orthogonal matrix O ∈ SO(n) such that the two
vectors
[Ov] , ( |(OA)1| , . . . , |(OA)n| )
are linearly dependent. We denote by the symbol Mi the
ith row of the matrix M , as usual.
Proof. In what follows we will use the notation σ(X) to
indicate the spectrum of the matrix X, with each eigen-
value repeated a number of times equal to its multiplic-
ity. Now, note immediately that we are free to suppose
v,A 6= 0, and so also (up to a rescaling constant)
|v| = 1 = ‖A‖2 . (79)
Now, we prove that there exists O ∈ SO(n) such that
|(Ov)i| ≡ |(OA)i| ∀ 1 ≤ i ≤ n . (80)
Actually, we can freely extend the range of O to all
the orthogonal matrices, not necessarily with determi-
nant equal to +1. Indeed, if we find an O ∈ O(n) such
that detO = −1 and (80) is satisfied, changing the sign
of the first row of O produces a special orthogonal ma-
trix O′ ∈ SO(n) which verifies again |(O′v)i| ≡ |(O′A)i|.
Now, one can square (80), obtaining the requirement that
∃ O ∈ O(n) : (O (vvT −AAT ) OT )
ii
≡ 0 . (81)
We can suppose without loss of generality that
vvT −AAT (which is a symmetric matrix) is diagonal.
Indeed, the spectral theorem guarantees that it can be
diagonalized by means of an orthogonal transformation.
Thus, vvT −AAT can be taken diagonal up to a change
of variables in O(n). Therefore, the set of matrices of the
form O (vvT −AAT )OT is composed of all the symmet-
ric matrices S with spectrum σ(vvT − AAT ). We have
to prove that at least one of them has all of the diagonal
entries equal to zero. Now, we invoke Theorems 4.3.26
(p. 193) and 4.3.32 (p. 196) of [23]. Their content is
precisely that the condition we are looking for can be
satisfied if and only if
σ(vvT −AAT ) ≺ {0} ,
where the symbol ≺ represents the relation of majoriza-
tion. A vector q ∈ Rn is said to majorize another vector
p ∈ Rn (and we write p ≺ q) if the following relations are
satisfied:
k∑
i=1
p↑i ≤
k∑
i=1
q↑i ∀ k = 1, . . . , n ,
n∑
i=1
p↑i =
n∑
i=1
q↑i ,
(82)
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where p↑i is the vector obtained from p by sorting its
entries in ascending order. This requirement is satisfied
precisely because
Tr [ vvT −AAT ] = |v|2 − ‖A‖22 = 1− 1 = 0 ,
where we used (79). Therefore, we can conclude.
Now, let us present the last mathematical lemma. In
what follows, | · | stands for the absolute value of a real
number or for the Euclidean norm of a 3–vector (row or
column).
Lemma 7.
Let (M, c) ∈ Pt2 be a (not necessarily completely) posi-
tive, trace–preserving qubit map. Then, for all 3× 3 real
matrices K, we have
|Kc| + ‖KM‖2 ≤ ‖K‖2 . (83)
Proof. Fistly, let us show that
|nT c| + |nTM | ≤ |n| ∀ n ∈ R3 (84)
if (M, c) is positive. In order to prove (84), observe that
we can restrict our analysis to the case nT c ≥ 0, up to
the exchange n↔ −n. Now, the positivity condition for
(M, c) implies that
|~r| ≤ 1 ⇒ 1+ ~r · ~σ ≥ 0 ⇒
⇒ 1+ (M~r + ~c) · ~σ = φ (1+ ~r · ~σ) ≥ 0 ⇒
⇒ |M~r + ~c| ≤ 1 .
As a consequence, nT (Mr + c) ≤ |n| for all n ∈ R3.
Assuming nT c ≥ 0 and taking r as the unit vector parallel
to nTM , we obtain exactly (84).
Now, consider a generic special orthogonal matrix
O ∈ SO(3), and apply (84) with n equal to the ith row
of the matrix OK, denoted by (OK)i. We have
|(OK)i c| + |(OK)iM | ≤ |(OK)i| ,
that is,
|OiKc| + |(OKM)i| ≤ |(OK)i| . (85)
Here Ni denotes the ith row of a matrix N , as usual.
Squaring and adding (85) for i = 1, 2, 3, one obtains
|Kc|2 + ‖KM‖22 + 2
3∑
i=1
|(OKc)i| |(OKM)i| ≤ ‖K‖22
We will show that the sum in the expression above can
be reduced to the product |Kc| ‖KM‖2. In fact, we use
Lemma 6 to choose an orthogonal matrix O such that
[OKc] and ( |(OKM)1| , |(OKM)2| , |(OKM)3| )
are linearly dependent vectors. In that case, the equality
sign holds in the Cauchy–Schwartz inequality for their
scalar product, yielding exactly
3∑
i=1
|(OKc)i| |(OKM)i| ≡
≡
(
3∑
i=1
(OKc)2i
)1/2( 3∑
i=1
|(OKM)i|2
)1/2
≡
≡ |Kc| ‖KM‖2 .
Finally, we can state the main result of this subsection:
Theorem 8 (Proof of Conjecture 1 for Unital Qubit
Channels with NU = 2). Let φ = (M, 0) ∈ CPt2 be
an unital qubit channel such that NU (φ) = 2. Then also
N (φ) = 2. Formally,
∀ φ ∈ CPtu2 , NU (φ) = 2 ⇐⇒ N (φ) = 2 (86)
Proof. Denote by L the canonical form of M (see (68)
and (67)). Then, the fact that NU (φ) = 2 can be trans-
lated, by (69), into the inequality
‖L‖2 ≤ 1 . (87)
Take a generic filter ψ = (N, c). In order to
prove that N (φ) = 2, we want to show that
φψφ = L(N, c)L = (LNL,Lc) ∈ EBt2. We will reach
such a conclusion by applying (77); indeed, we will show
that
‖LNL‖1 + |Lc| ≤ 1 . (88)
First of all, thanks to the case p = 1, r = s = 2 of (71)
and to (87), one has
‖LNL‖1 ≤ ‖LN‖2 ‖L‖2 ≤ ‖LN‖2 . (89)
Invoking Lemma 83, and using again (87), we can see
that
‖LN‖2 + |Lc| ≤ ‖L‖2 ≤ 1 . (90)
Putting together (89) and (90), we obtain exactly (88).
Theorem 8 strengthens the possibility that Conjec-
ture 1 could be true, by showing once again that there is
nothing too similar to Example 5 in the d = 2 case. We
stress however that the problem of deciding the validity
of Conjecture 1 has been left open.
15
VI. GENERALIZATIONS. AN EXAMPLE: LOCC
FILTERS FOR QUBIT DEPOLARIZING
CHANNELS
Through this paper, we mainly focused our attention
on the simplest possible active action of Alice, i.e. the
mere application of a local quantum channel. The main
experimental advantage of this operation is that it can
be realized in principle by using only natural processes
and nor measurements neither communication. A generic
CPt filter can be simply implemented by choosing a suit-
able coupling with a suitable environment and then dis-
carding that ancillary system. We showed that even with
these constraints a rich variety of cases arises.
However, other possible frameworks can be equally in-
teresting. Here we want to discuss briefly the three main
possible directions in which our scenario can be general-
ized.
• Type of operations. In the main text we restrict our-
selves to the local operations, performed separately
by Alice and Bob in their own laboratories. This
restriction can be removed by allowing more gen-
eral LOCC or even separable operations (see [4, 8]).
Remind that in the LOCC case we allow Alice and
Bob to communicate with a classical device, but to
perform only local quantum operations. Instead, a
separable operation is more generally a global chan-
nel on the bipartite system whose Kraus operators
can be chosen as separated tensor products. From
the above discussion, in ascending order of gener-
ality the three main cases are:
– local operations;
– LOCC;
– separable operations.
• Multistage coherence. The basic scenario involves
only a single–stage filtering. This constraint can
be overcome if we allow Alice to perform general-
ized measurements on her subsystem, recording the
corresponding outcomes. This information can be
used in order to choose a more suitable operation
on the next stage. If LOCC operations are allowed,
she can even send the outcome to Bob, that can in
turn use it to apply a clever filter, maybe in a later
step.
Let us give an example of the latter strategy. Con-
sider a measurement (performed on Alice’s subsys-
tem) which is described by the operators {Mi}i,
and moreover a second set of measurements (again
on A) labeled by the index i and described by op-
erators {N (i)j }j . For each pair i, j, let Uij be a
unitary matrix acting on B. For a generic bipartite
input state ρ and a local noisy channel φ, the state∑
ij
(φ⊗ I) (N (i)j ⊗Uij) (φ⊗ I) (Mi⊗ I) (φ⊗ I) (ρ) (91)
is the average state obtained through a multistage
LOCC protocol. Here we employed the notation
Mi(·) = Mi(·)M†i (and the same for N (i)j and Uij).
To summarize, the main distinction we can draw
with respect to the internal coherence of the filter-
ing process is between
– single–stage protocols; and
– multistage protocols.
• Definition of success. When is the protocol suc-
cessful in saving the entanglement? If only single–
stage operations are allowed, there is no ambigu-
ity. Instead, if generalized measurements are taken
into account, there are at least three possible defi-
nitions.
– If for all the sequences of outcomes of the
measurements the resulting bipartite state is
entangled, we say that the entanglement has
been saved deterministically.
– If there exists at least a sequence of outcomes
that has nonzero probability of being realized
and such that the corresponding state is en-
tangled, we say that the entanglement has
been saved probabilistically.
– If the average final state (obtained by forget-
ting the specific sequence of outcomes of the
measurements) is entangled, we say that the
entanglement has been saved on the average.
Observe that both the deterministically successful
protocols and the protocols which are successful
on the average are necessarily also probabilistically
successful. In this sense, the probabilistic frame-
work is the most general. Instead, there is no a
priori relation between deterministic and on–the–
average protocols.
What about the initial entangled state Alice and Bob
share? We will always suppose that they can optimize
over it, choosing the most suitable for the preservation
of the entanglement given a specific kind of noise. Ob-
serve that the optimization can be always restricted to
the pure states, up to convex combinations. Since the
noise is always local, if also the filtering operations are
local (as in the main text) it is known that the optimal
choice is always the maximally entangled state (a quan-
tum channel is entanglement–breaking if and only if it
breaks the entanglement of a maximally entangled state,
see Subsection II A).
Clearly, a scenario is nothing but a set of allowed pro-
tocols together with a definition of success. To each sce-
nario a generalized entanglement–breaking index M can
be associated. Given a noise φ, the integer M(φ) is the
smallest number of iteration of φ such that there is no fil-
tering protocol in the chosen class which can successfully
save the entanglement of any initial state.
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The above discussion should convince the reader that a
rich variety of (in principle) different situations can arise,
depending on what filtering strategies we choose to allow.
Clearly, the wider the class of protocols and the broader
the definition of success are, the more difficult to compute
the corresponding entanglement–breaking index is. In
the remaining part of this section, we want to discuss the
computation of the most general EB index (multistage
separable operations with probabilistic success) of the
simplest quantum channel (a depolarizing channel acting
on a single qubit).
We will introduce and discuss the various hypotheses
one by one, because it is important to see where they
come into play, determining a crucial simplification of
the analysis. In the end, we will be able to perform the
calculation we described.
Let us consider the most general scenario according to
the above discussion. This means that we allow Alice and
Bob to perform multistage separable operations on their
bipartite system and require only a probabilistic success.
In what follows, we will reserve capital Greek letters such
as Φ or Ψ to indicate global operations, while small letters
will denote local channels, as usual.
As already discussed, a maximally entangled state does
not need to be optimal for the entanglement preservation
with respect to a fixed noise operation. For instance, we
can not a priori exclude that there exists a local noise φ
such that
(φ⊗ I) Ψ (φ⊗ I) (|ε〉〈ε|) is separable ∀ separable Ψ,
but which admits a non–maximally entangled state |χ〉〈χ|
and a separable filter Ψ0 such that
(φ⊗ I) Ψ0 (φ⊗ I) (|χ〉〈χ|) is entangled.
The same can happen for the LOCC operations instead of
the separable ones. Of course this fact in principle com-
plicates remarkably the analysis, even if we can always
restrict the analysis to pure input states. This complica-
tion does not occur (in a sense, it is already present) in
the case in which we require only probabilistic success,
because every pure state can be obtained probabilisti-
cally from the maximally entangled state by including a
suitable local measurement on Bob’s subsystem at the
first filtering stage.
Now, let us discuss why the specific choice of the de-
polarizing noise simplifies the analysis in the other non–
probabilistic cases. Luckily enough, for the depolarizing
noise ∆λ (see (30)) the situation is still treatable, since
cases similar to the one detailed above can be excluded.
Indeed, for these maps starting with a maximally entan-
gled state is always optimal.
Theorem 9.
Let ρ be a bipartite state, and − 1d2−1 ≤ λ ≤ 1. Then
there exists a LOCC operation Ψ such that
(∆λ ⊗ I) (ρ) = (Ψ (∆λ ⊗ I)) (|ε〉〈ε|) . (92)
Proof. As above, up to convex combinations we can sup-
pose that ρ = |χ〉〈χ| is a pure state. Then, we must find
a LOCC operation Ψ such that
λ |χ〉〈χ| + (1− λ) 1
d
⊗ Tr1 |χ〉〈χ| =
= (∆λ ⊗ I)(|χ〉〈χ|) = Ψ (∆λ ⊗ I) (|ε〉〈ε|) =
= λ Ψ(|ε〉〈ε|) + (1− λ) Ψ
(
1
d2
)
,
which can be fulfilled for instance by having
Ψ(|ε〉〈ε|) = |χ〉〈χ| and Ψ
(
1
d2
)
=
1
d
⊗ Tr1 |χ〉〈χ| .
(93)
In Ref. [24] it is proved that there exists a LOCC oper-
ation transforming |α〉 to |β〉 if and only if the spectrum
of Tr1 |α〉〈α| majorizes that of Tr1 |β〉〈β|. With the nota-
tion of (82), we write this condition as
Tr1 |β〉〈β| ≺ Tr1 |α〉〈α| . (94)
Naturally, this means that the maximally entangled state
can be transformed to whatever pure state. As a conse-
quence, we can find a LOCC operation Ψ which satisfies
the first condition of (93). Moreover such a LOCC pro-
tocol can be composed of only two steps: firstly, a mea-
surement on Bob’s subsystem; and secondly, an unitary
transformation on Alice’s subsystem. As a consequence,
the whole trasformation can be written as
Ψ(·) =
∑
i
Ui ⊗Mi (·)U†i ⊗M†i , (95)
where the Ui are unitary matrices, and
∑
iM
†
iMi = 1.
By virtue of (95), one easily obtains
Tr1 |χ〉〈χ| = Tr1Ψ(|ε〉〈ε|) = 1
d
∑
i
MiM
†
i .
But then
Ψ
(
1
d2
)
=
1
d
⊗ 1
d
∑
i
MiM
†
i =
1
d
⊗ Tr1 |χ〉〈χ| ,
and so also the second condition of (93) is met.
Theorem 9 shows that using a maximally entangled
state is always optimal for a depolarizing noise. Indeed,
suppose for instance that
(∆λ ⊗ I) Φ (∆λ ⊗ I) (|ε〉〈ε|) is separable ∀ Φ ∈ LOCC.
Take a generic input state |χ〉〈χ|; then for all LOCC filters
Φ we find that
(∆λ⊗I) Φ (∆λ⊗I) (|χ〉〈χ|) = (∆λ⊗I) ΦΨ (∆λ⊗I) (|ε〉〈ε|)
is a separable state (this is a trivial consequence of the
fact that ΦΨ is still LOCC). A similar reasoning of course
holds for the separable class of filters.
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Now, let us examine in greater detail the single qubit
case d = 2. The importance of this restriction will
be clear soon. The main result of this section is the
proof that even multistage separable filtering with proba-
bilistic success is completely useless when a depolarizing
noise is acting locally on a single qubit. This means that
the corresponding generalized EB index, indicated with
Mms, prSEP , takes the same value as the direct n–index:
Mms, prSEP (∆λ) =
⌈ log 3
log 1λ
⌉
(96)
Interestingly enough, (96) is a significant improvement
of (35), where only local, single–stage filtering is con-
sidered. Of course, we left open the problem for higher
dimension, and it could be of some interest finding either
an example of an improvement occurring when more gen-
eral filtering strategies are allowed, or on the contrary a
general proof that Mms, prSEP (∆λ) = n (∆λ).
Firstly, we want to fix some notation. Following [25,
26], we will indicate with EA (EAt) the convex set
of entanglement–annihilating (and trace–preserving, re-
spectively) maps acting on a bipartite system, that is,
the set of maps that always produce a separable output
regardless of what input state they are acting on. Since
in what follows our bipartite system will be made of two
qubits, it will be not necessary to specify the dimension
with an appropriate subscript. Another useful convex
set of channels acting on a bipartite system is the al-
ready discussed class of separable (and trace–preserving)
maps, denoted by S (St, respectively). By definition,
these channels always preserve the separability of states.
The LOCC protocols (which again constitute a convex
set) are special examples of separable channels; formally,
LOCC ⊂ St (and it is known that the inclusion is strict).
Some basic properties are summarized as follows.
φ ∈ EBt ⇒ φ⊗ I ∈ EAt (97)
Φ ∈ S, Ψ ∈ EA ⇒ ΦΨ ∈ EA (98)
Φ ∈ P, Ψ ∈ EA ⇒ ΨΦ ∈ EA (99)
In (99), the symbol P represents the set of positive maps
acting on a two–qubit system.
Next, let us introduce some mathematical tool in order
to take advantage of our restriction to the qubit case.
In [16] the reduction map
P = 1⊗ Tr1 − I (100)
is introduced and studied. Let us recap some of the most
important results.
• P is trace–preserving, thanks to the restriction to
the d = 2 case.
• Although not positive in general (on the global bi-
partite system), P produces a well–behaved sepa-
rable state when acting on a separable state. For-
mally, we write
ρ ∈ S ⇒ 0 ≤ P (ρ) ∈ S , (101)
S being the set of separable states. As a conse-
quence, we obtain
Ψ ∈ EAt ⇒ PΨ ∈ EAt . (102)
• Since the equality P = TV1⊗ I holds (see (48)), it
follows from (50) that P commutes with the depo-
larizing channels. Moreover,
P 2 = I . (103)
Now, we are ready to state the main theorem of this
appendix. Although it could be regarded as purely tech-
nical, this tool will turn out to be fundamental in order
to prove our claim.
Theorem 10.
Let Ψ1, . . . ,Ψn−1 be linear maps acting on a two–qubit
system, and take 0 ≤ λ1, . . . , λn ≤ 1. Then the map
(∆λ1 ⊗ I) Ψ1 (∆λ2 ⊗ I) . . . (∆λn−1 ⊗ I) Ψn−1 (∆λn ⊗ I)
(104)
can be written as a convex combination of terms of the
form
Ψ˜1 . . . Ψ˜i (∆λ1...λn ⊗ I) Ψi+1 . . .Ψn−1 , (105)
where 0 ≤ i ≤ n−1 (the two extreme values corresponding
to the degenerate terms (∆λ1...λn ⊗ I) Ψ1 . . .Ψn−1 and
Ψ˜1 . . . Ψ˜n−1 (∆λ1...λn ⊗ I)), and the generic symbol Ψ˜j
represents either the map Ψj or the map P ΨjP .
Proof. Let us prove the theorem by induction. The first
nontrivial case n = 2 can be solved directly.
(∆λ⊗I) Ψ (∆µ⊗I) = (1 + λ)(1− µ)
2(1− λµ) Ψ (∆λµ⊗I) +
+
(1− λ)(1− µ)
2(1 + λµ)
P ΨP (∆λµ ⊗ I) +
+
µ(1− λ2)
1− λ2µ2 (∆λµ ⊗ I) Ψ . (106)
Now, suppose that we proved the thesis for n, and let
us examine the n + 1 case. By applying the inductive
hypothesis, we can decompose the map
(∆λ1 ⊗ I) Ψ1 (∆λ2 ⊗ I) . . . (∆λn ⊗ I) Ψn (∆λn+1 ⊗ I)
as a convex combination of terms of the form
Ψ˜1 . . . Ψ˜i (∆λ1...λn ⊗ I) Ψi+1 . . .Ψn−1 Ψn (∆λn+1 ⊗ I)
(107)
(for the notation see the above explanation). Now, equa-
tion (106) allows us to write
(∆λ1...λn ⊗ I) Ψi+1 . . .Ψn−1 Ψn (∆λn+1 ⊗ I)
as a convex combination of the three terms
Ψi+1 . . .Ψn−1 Ψn (∆λ1...λnλn+1 ⊗ I) ,
P Ψi+1 . . .Ψn−1 ΨnP (∆λ1...λnλn+1 ⊗ I) ,
(∆λ1...λnλn+1 ⊗ I) Ψi+1 . . .Ψn−1 Ψn .
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Once inserted into (107), all these terms fit into the gen-
eral form (105) (taking into account also also (103)), and
we are done.
As a corollary of this result, we can easily prove that
multistage separable filters can not save the entanglement
against a local depolarizing noise, even if only proba-
bilistic success is required. This is the same as to claim
that (96) holds. Suppose that a general, multistage sep-
arable filter acts on an input bipartite state ρ, produc-
ing a specific sequence of outcomes of the measurements.
Then, it should be clear that the final state of the system
is proportional to
(∆λ1⊗I) Ψ1 (∆λ2⊗I) . . . (∆λn−1⊗I) Ψn−1 (∆λn⊗I) (ρ) ,
where the Ψi are separable, in general non–trace–
preserving maps (see also (91)). If we could prove that
this (unnormalized) state is always separable, then the
thesis (96) would follow. All that is implied by the
following result.
Corollary 11.
Let Ψ1, . . . ,Ψn−1 ∈ S be separable maps acting on a
two–qubit bipartite system, and take − 13 ≤ λ1, . . . , λn ≤ 1
such that λ1 . . . λn ≤ 13 . Then the map
(∆λ1 ⊗ I) Ψ1 (∆λ2 ⊗ I) . . . (∆λn−1 ⊗ I) Ψn−1 (∆λn ⊗ I)
(108)
is entanglement–annihilating.
Proof. If λi ≤ 0 for some i, then the channel ∆λi is
entanglement–breaking and the thesis follows from (97).
Otherwise, Theorem 10 shows that the map (108) can be
written as a convex combination of terms of the form
Ψ˜1 . . . Ψ˜i (∆λ1...λn ⊗ I) Ψi+1 . . .Ψn−1 ,
where we use the same notation of (105). Now, we want
to prove that every such a term is indeed entanglement–
annihilating. The thesis will follow thanks to the convex-
ity of the EA set. Since λ1 . . . λn ≤ 13 , (33) guarantees
that ∆λ1...λn ∈ EBt. As a consequence, (97) implies
that ∆λ1...λn ⊗ I ∈ EAt. By applying (99), it follows
that also
(∆λ1...λn ⊗ I) Ψi+1 . . .Ψn−1 ∈ EA .
Finally, using (98) and (102) we can conclude that
Ψ˜1 . . . Ψ˜i (∆λ1...λn ⊗ I) Ψi+1 . . .Ψn−1 ∈ EA .
VII. CONCLUSIONS
In this paper we introduced and studied some func-
tionals to characterize the entanglement–breaking behav-
ior of the iterations of a given channel. The scenario in
which Alice is allowed to play an active role against the
noise, by interposing appropriate local filters between two
consecutive applications of the noise, is deeply analyzed.
Also the general case in which Alice and Bob can im-
plement a wider class of filtering protocols is presented,
and the most general corresponding index is computed
for a depolarizing noise acting on a two–qubit system. In
the basic case, we examined some examples in which the
best strategy can be provably found, and all our indices
analytically calculated. Furthermore, a nontrival coun-
terexample (valid in all dimensions d ≥ 3) is presented,
showing that the best filtering strategy is not always uni-
tary. We remark that the corresponding question for the
qubit case is still open, even if we were able to prove two
partial results pointing out that such a counterexample
could not exist for two–dimensional systems. Another
interesting problem on which we are currently working,
is the characterization of those channels exhibiting diver-
gent values of some entanglement–breaking indices.
We thank A. De Pasquale for comments and discus-
sions.
[1] A. S. Holevo, Quantum Systems, Channels, Information
(de Gruyter Studies in Mathematical Physics, 2012).
[2] M. M. Wolf, Quantum Channels & Opera-
tions, Lecture Notes available at http://www-
m5.ma.tum.de/foswiki/pub/M5/Allgemeines
/MichaelWolf/QChannelLecture.pdf (2012).
[3] C. H. Bennett, P. W. Shor, IEEE Trans. Inf. Theory
44(6), 2724-2742 (1998).
[4] R. Horodecki, P. Horodecki, M. Horodecki, and K.
Horodecki, Rev. Mod. Phys. 81, 865 (2009).
[5] A. De Pasquale, V. Giovannetti, Phys. Rev. A 86, 052302
(2012).
[6] A. Mu¨ller-Hermes, D. Reeb, and M. M. Wolf, IEEE
Trans. Inf. Theory 61(1), 565-581 (2015).
[7] A. De Pasquale, A. Mari, A. Porzio, V. Giovannetti,
Phys. Rev. A 87, 062307 (2013).
[8] C. H. Bennett, D. P. DiVincenzo, C. A. Fuchs, T. Mor,
E. Rains, P. W. Shor, J. A. Smolin, and W. K. Wootters,
Phys. Rev. A 59, 1070 (1999).
[9] M. Horodecki, P. W. Shor, M. B. Ruskai, Rev. Math.
Phys. 15, 629 (2003).
[10] A. S. Holevo, Russian Math. Surveys 53, 1295-1331
(1999).
[11] A. Fujiwara, P. Algoet, Phys. Rev. A 59, 3290 (1999).
[12] M. B. Ruskai, Rev. Math. Phys. 15, 643 (2003).
[13] M. A. Nielsen, I. L. Chuang, Quantum Computation
and Quantum Information (Cambridge University Press,
Cambridge, 2000).
19
[14] A. Peres, Phys. Rev. Lett. 77, 1413 (1996).
[15] M. Horodecki, P. Horodecki, R. Horodecki, Phys. Lett.
A 223, 1 (1996).
[16] M. Horodecki, P. Horodecki, Phys. Rev. A 59, 4206
(1999).
[17] R. F. Werner, Phys. Rev. A 40, 4277 (1989).
[18] F. Pastawski, L. Clemente, and J. I. Cirac, Phys. Rev.
A, 83 012304 (2011).
[19] C. King, M. B. Ruskai, IEEE Trans. Info. Theory 47,
192-209 (2001).
[20] M. B. Ruskai, S. Szarek, W. Werner, Lin. Alg. Appl. 347,
159 (2002).
[21] I. Bengtsson and K. Z˙yczkowski, Geometry of Quantum
States (Cambridge University Press, Cambridge, 2006).
[22] J. I de Vicente, J. Phys. A: Math. Theor. 41, 065309
(2008).
[23] R. A. Horn and C. R. Johnson, Matrix Analysis (Cam-
bridge University Press, Cambridge, 1990).
[24] M. A. Nielsen, Phys. Rev. Lett. 83, 436-439 (1999).
[25] L. Moravcˇ´ıkova´ and M. Ziman, J. Phys. A: Math. Theor.
43, 275306 (2010).
[26] S. N. Filippov, T. Ryba´r and M. Ziman, Phys. Rev. A
85, 012303 (2012).
