To understand the correlation between far-field sound and near-field vortex dynamics, in this paper, we numerically investigate the sound generation from different types of vortex interaction (e.g. vortex pairing, vortex tearing, triple/quadruple-vortex merging). Direct numerical simulation (DNS) of the compressible Navier-Stokes equations is carefully conducted for an accurate description of far-field sound radiation. By choosing different phase delays between the fundamental frequency and its sub-harmonics, the vortex interaction changes from perfect pairing to tearing. The sound generated by vortex tearing is much quieter than the one from vortex pairing at the same excitation level. However, the directivity of sound radiations keeps almost the same. When different combinations of forcing frequencies are chosen, there are more complex triple and quadruple vortex mergings, The sound intensity of such cases is stronger than the one of either vortex pairing or vortex tearing. With more frequencies being involved, multi-directivity appears in triple/quadruple-vortex merging cases.
I. Introduction
Large coherent vortex structures and their interactions, being existed in either turbulence or laminar flow, play an important role in the sound generation from subsonic jets or mixing layers [1, 2] . It is well known that these large-scale well-organized structures are dominated by the hydrodynamic instability of free shear layers [3] . Complicated vortex dynamics, including vortex roll-up, vortex pairing/merging, vortex tearing, and triple vortex-merging, have been extensively studied experimentally, computationally and theoretically [4, 5, 6, 7, 8] . The downstream vortex evolution is found to be sensitive to the inlet forcing waves, especially the frequency of excitations. The most unstable mode and its subharmonic component are normally computed from the linear instability theory to provide an approach to study vortex interactions in a well-regulated manner. Despite the fairly simple vortex dynamics in mixing layers excited by a few harmonics, the corresponding sound radiation is more complex and with only limited understandings [9, 1, 10] . By imposing the most unstable wave and its harmonics constantly in an inflow region of a spatially-developing mixing layer, Colonius et al. [1] studied the relationship between far-field noise and near-field flow, and found that the most contribution of sound radiation is from vortex pairing. Recently Suponitsky et al. [11] demonstrate that both linear and nonlinear mechanisms exist in the sound radiation from subsonic jets by applying different amplitudes of instability waves. However the understanding of such a correlation between far-field sound and near-field vortex interaction is still limited. Some recent studies [12, 13] even showed that the entirely different sound radiation can exist in vortex interactions with very subtle difference. Many experimental and numerical studies showed that dynamic features of a mixing layer (e.g. spreading rate, number of merging vortices, turbulence growth rate) strongly depend on the forced disturbances [14, 15, 6, 16, 17, 18, 7] . The type of vortex merging is intimately associated with different combinations of forced frequencies [7, 19] . The use of multiple-frequency forcing may drastically change the flow structures [20] .
The previous literatures in this area mainly focused on near-field dynamics, and the work on sound generation by these different dynamics are scarce. Most direct simulations of sound generation [1, 2] of vortex interaction were on simple vortex pairings in mixing layer and axisymmetric jet. Therefore, in this paper, the relation between sound generation and vortex interaction is revisited and investigated in a more thorough way to provide a better understanding. To achieve the goal, inlet forcing at the fundamental frequency and its harmonics are carefully chosen in amplitudes and phase delays to produce rich dynamics of different vortex interaction. Then, the sound generation from these cases with very different vortex dynamics can be investigated through direct numerical simulation. Figure 1 shows the basic flow configuration with the upper flow at M 1 = 0.5 and the lower flow at M 2 = 0.25. The same temperature and viscosity are assumed for all flow. Far-field sound speed a ∞ , density ρ ∞ , and initial vorticity thickness δ ω are used in nondimensionalization. Some basic flow parameters include the Reynolds number Re = 1000, the Prandtl number Pr = 0.7, and the ratio of specific heat capacities of air γ = 1.4. In order to initiate the flow instability, small disturbances, namely, hydrodynamic instability waves, are implemented in an inlet buffer zone, which takes the form of normal modes,
II. Numerical methodology

II.A. Flow configuration
All the parameters in (1) are computed by compressible viscous linear stability equation. in (1), Re defines the real part, q ′ represents the perturbation to any of primitive flow variable: density ρ, velocity u, v and pressure p, C is the total disturbance amplitude, A k is the amplitude of the kth wave, α k = α r + iα i with α i being the growth rate of the instability wave and α r being the wave number, f is the frequency, ϕ defines the phase delay, andq is the complex eigenfunction from instability analysis. The results of linear instability analysis are shown in figure 2 . In our computation, we choose fundamental frequency f 0 = 0.05, which is close to the most unstable frequency predicted by the linear instability theory. The real and imaginary parts of eigenfunctions are normalized by the maximum of |û|, hence |û| max = 1. The phase of each eigenfunction is adjusted so that imaginary part ofv is equal to 0 at y = 0. 
II.B. Flow governing equations
Direct numerical simulation (DNS) of the unsteady Navier-Stokes equation is performed to compute both the near field and a portion of the far field of the current mixing layers without approximation. The governing equations are:
where shear stress τ ij are defined by
and the total energy e is
II.C. Numerical methods
The computational domain of the spatially developing mixing layer is shown in figure 1 . The inlet condition is the laminar solution from the steady compressible two-dimensional boundary layer equation computed by shooting method. The whole computational domain contains a physical domain surrounded by buffer zones. The buffer zones include in-flow, top, bottom and out-flow regions. The large domain is suggested to capture the acoustics directly without using the acoustic analogy [1] .
The equations are discretized with 3500 × 1768 mesh points in the x and y directions, respectively. The computational region is [0, 1600] x × [−550, 550] y including both the physical zone and buffer zones. All the scales are normalized by the initial vorticity thickness δ ω [21] . The stretched grid formulation is introduced in x direction as suggested by Colonius [22] with the coefficients being chosen as ∆x p = 0.185, ∆x max = 20.0, δ = 0.001 to give a minimum spacing ∆x min = 0.185 at x = 0, a maximum spacing ∆x max = 20.0 at x = 1600, and a maximum stretching rate |∆x i+1 − ∆x i |/∆x i = 4.78% at x ≈ 650 located in the outflow buffer zone. The y-direction mesh is stretched by the formular suggested by Wei et al. [12] with the coefficients b = 10.0, c = 0.3, σ = 0.26 to give a minimum spacing ∆y min = 0.2 at y = 0, a maximum spacing ∆y max = 1.2 at y = ±550, and a maximum stretching rate |∆y i+1 − ∆y i |/∆y i = 0.3% at y ≈ ±70.
The maximum spacing in the far field is almost one tenth of the shortest wave length defined as λ = c/f min , where the c is the sound speed, and f min is the frequency of the sound wave. It is therefore fine enough to represent the sound propagation.
The flow equations were solved numerically, without any modeling approximations. A fourth-order Runge-Kutta algorithm was used to advance the solution in time. Spatial derivatives were computed with a sixth-order compact finite-difference scheme [23] in the x direction and a fourth-order seven-point explicit coefficient-optimized finite-difference scheme [24] in the y direction. The explicit scheme in y direction facilitated domain decomposition for solution on parallel computer cluster systems. The non-reflective boundary condition [25] is introduced in the inflow, top and bottom boundaries. Both artificial convective technology [26] and low-order filter [22] are used in the outflow buffer zone. The top and bottom buffer zones are the same as the one used by Wei et al. [12] . The inflow forcing method [27] is used to introduce the linear instability waves in the inflow buffer zone.
III. Simulation results
In the study of sound generation, we have three kinds of cases with respectively single-, double-, and multi-vortex interactions. The disturbance parameters for each cases are listed below in table 1. First, in this section, we study the sound generation by a single vortex in the mixing layer excited by one single-frequency instability wave. The excitation frequency is chosen to be f 0 /2, f 0 /3, f 0 /4 respectively, and the amplitude is the same. The instantaneous vorticity contours are illustrated in figure 3(a)∼(c) . The change of disturbance energy along x is shown in figure 3(d) , where we can see a correlation between the energy and the different dynamic events including vortex roll-up and then viscous dissipation. For all three cases, the same wavelength 2π/α r is chosen based on linear instability theory. With lower excitation frequency, the saturation location of the disturbance energy moves further downstream, because of the smaller growth rate of the lower frequency instability wave indicated in figure 2(b) . At the same time, the saturation level becomes higher, for there is more energy transferred from the mean flow to disturbances.
When only one frequency f 1 is applied at the inlet, the far-field sound is dominated by waves at the same single frequency, though the entire flow system is nonlinear. Hence, we perform a Discrete Fourier Transformation on the dilatation field (figure 4). Although the near-field dynamics are similar in all cases, the aeroacoustics features, such as strength, directivity, are different. For all cases, the acoustic intensity in the upper field is weaker than the one in the lower field. With reduced excitation frequency, the acoustic intensity gets stronger, and emission angles to downstream axis get smaller. Details of the directivity pattern in this study are represented by both dilatation field and polar lines of acoustic intensity. In the dilatation field, the maximum positions of the wavefronts are marked by arrows in figure 4 . Alternatively, the emission angles can be seen from the polar lines of the sound intensity along a circle placed in far field, shown in figure 5 .
In figure 5 , the radius of the circle is 400 and the center (x 0 , 0) is at the saturation location. The directivity patterns obtained by these two methods are generally consistent. As shown in both figure 4 and 5, with higher excitation frequency, the sound radiation in the upper field yields angles approximately at 47
• , 61
• and 65
• . The case 1V1 and 1V2 have radiation angles −22
• and −25
• in the lower field, while the case 1V3 has two strong radiation angles in the lower field at −19
• and −60
• .
(a) (b) (c) Generally, the sound will not propagate in the mixing layer unless the disturbance wave has a supersonic phase speed. At the initial evolution stage of disturbance waves, the phase speed is subsonic, and no sound wave can propagate. Later, the phase speed gets to supersonic through nonlinear interactions, and the sound wave radiates. If we trace the directivity arrows backward in the upper side in figure 4 , the location of sound sources can be easily identified to be earlier than the location where the disturbance is fully saturated. Similarly, we can also trace the arrows in the lower side back to get a location, which is actually later than the energy saturation location. These findings contradict to the common assumption that sound radiates from the saturation point. In this section, we examine the effects of the two vortex interactions on the sound generation in detail. To achieve this, the inflow is perturbed by two instability waves with frequencies f 1 and f 2 = f 1 /2. Four cases with different amplitude, phase shift, combinations of frequencies, are carefully designed as shown in table 1. In these cases, the subharmonic resonance occurs as the disturbance waves evolve downstream. Figure 6 shows vorticity contours of these cases and the evolution of their disturbance energy. With larger disturbance amplitude, the dynamic features in near field are almost unchanged. The only effect is that the vortex roll-up and pairing events move upstream for disturbances with larger amplitude, which result in an earlier saturation of disturbance waves. On the other hand, the change of phase delay results in a change of basic dynamics from vortex pairing to vortex tearing. Here, we adopt the usual definition: vortex pairing results from the interaction of two equal-sized vortices, and vortex tearing results from a stronger vortex tearing (and eventually absorbing) the weaker one. For both the pairing and the tearing, the final stage is merging two vortices into a single vortex with double wave length. The amplitude and the phase shift would not affect the saturation level much. However, through nonlinear interaction, the disturbances imposed at the inlet can result in zero-frequency component then alter the mean flow significantly when the disturbance is too large.
III.B. Sound radiation from two-vortex interaction
Usually, pairing event is induced by resonance of the most unstable frequency and its first subharmonics, such as in cases 2V1, 2V2 and 2V3. However, other combination of the excitation frequencies can also trigger vortex pairing, such as in case 2V4. In the case 2V4, the instability wave at lower frequency is applied, which can get more energy from the mean flow, as shown in figure 6(d) , hence, the vortex pairing event appears further downstream from the inlet.
In all cases, the sound spectra contain two dominant frequencies f 1 , f 2 , and some other frequencies due to nonlinear interactions (e.g. f 1 + f 2 , 2f 1 ). The sound intensity of the dominant components f 1 and f 2 , shown in figure 7 , are one or two orders stronger than the components. In addition, it is found that the sound intensity is sensitive to the excitation amplitude and phase shift. The flow excited with larger amplitude generate stronger acoustics, which agrees well with the work of Sandham et al. [11] . The sound from the vortex tearing is much quieter than the one from the pairing. The same as the single-frequency case in the previous section, low frequency excitation generally produces stronger noise. Hence, the sound intensity in case 2V4 is the strongest one here. The sound radiation at frequency f 1 shows a complicated topological distribution, illustrated in figure 7(a)∼(d). It seems that there are multi-directivity originating from different locations, which could correspond to different sources for f 1 and f 2 respectively. An alternative description of the directivity of f 1 waves is shown in figure8(a),(b). In figure 7 (e)∼(h), the acoustic wave for frequency f 2 has clearer directivity in both the upper field and lower field. For both upper and lower fields, there is only one directivity in cases 2V1, 2V2 and 2V3. However, in case 2V4, we can observe a second directivity in the lower field, which is the same as in case 1V3. The directivity of all cases with respect to f 2 are shown in figure 8(c) . From the figure, directivity of 2V4 is quite different from other three cases, which almost have the same directivity. The radiation angles for the 2V1, 2V2 and 2V3 are about 17
• and −20
• for the upper and lower field respectively. The directivity pattern of 2V4 is much similar to 1V3 in comparison with other 2V-series cases. In current section, multiple vortex interactions, corresponding to 3V-, 4V-, and 6V-series case, are studied and their vorticity contours are shown in figure 10(a)∼(e). In all cases, the well-arranged vortexes will merge into a large vortex finally, but the way of merging is very different from each other. The three vortices almost merge simultaneously in 3V1, while in the 3V2, two vortices merge first,then to merge with the third vortex. In 4V1,the four vortices merge at the same time, as for 4V2, the middle two vortices will merge first, then to absorb their surrounded two vortices. In 6V1, the process of merging is even more complicated. Simply speaking, the way of merging, as well as the induced sound field, becomes more and more complicated as the number of vortexes increases. The sound field of these cases represented by dilatation is provided in figure 10 and directivity pattern is shown in figure 11 . By comparison of figure 10(a) and (b), (c) and (d), we can find that the different way of merging will induce very different sound patterns, including acoustic intensity and directivity pattern. It worth noting that there are sound waves propagating upstream in case 4V2 and 6V1. 
III.C. Sound radiation from multi-vortex interaction
(a) (b) (c) (d) (e)
IV. Conclusions
In this paper, sound radiation and its relation to initial perturbations are investigated for mixing layers with different vortex dynamics including single vortex roll-up, two-vortex pairing and tearing, multi-vortex interaction and merging. In single-vortex cases, the sound intensity and directivity is sensitive to the excitation frequency. In two-vortex interaction cases, the near-field dynamics, as well as the sound intensity, are strongly affected by the change of amplitude and phase delay, but the directivity is not sensitive to such changes. The vortex tearing event generates quieter sound than the vortex pairing event. In the multi-vortex interaction cases, both dynamics and sound generation are quite different. For some cases, the nonlinear interactions between the long and short waves can generate four strong acoustic waves with two of them propagating upstream. The flow system dominated by the very low frequency, such as case 4V2, can generate several acoustic waves.
