Abstract-The uniqueness theorem for a two-parameter extended relative entropy is proven. This result extends our previous one, the uniqueness theorem for a one-parameter extended relative entropy, to a two-parameter case.
I. INTRODUCTION
Shannon entropy [1] is one of fundamental quantities in classical information theory and uniquely determinded by the Shannon-Khinchin axiom or the Faddeev axiom. Oneparameter extensions for Shannon entropy have been studied by many researchers [2] . The Rényi entropy [3] and the Tsallis entropy [4] are famous. In the paper [5] , the uniqueness theorem for the Tsallis entropy was proven. See also the paper [6] and the references therein, for the axiomatic characterizations of one-parameter extened entropies. Recently, a twoparameter extended entropy was studied by several researchers [7] , [8] , [9] , [10] , [11] , [12] and the uniqueness theorem for a two-parameter extended entropy was proven in [12] by generalizing the Shannon-Khinchin axiom. A two-parameter extended entropy is defined by for two real numbers α and β such that 0 ≤ α ≤ 1 ≤ β or 0 ≤ β ≤ 1 ≤ α. If we take α = 1 or β = 1, then it recovers the Tsallis entropy defined by
The Tsallis entropy recovers Shannon entropy
x j log x j in the limit q → 1.
In this paper, we study on information measure (entropy) defined for two probability distributions. The relative entropy (Kullback-Leibler information or divergence) is defined for two probability distributions X = {x 1 , · · · , x n } and Y = {y 1 , · · · , y n }:
Since Shannon entropy is defined for one probability distribution and it can be reproduced by the relative entropy as log n− D 1 (X||U ) for the uniform distribution U = {1/n, · · · , 1/n}, the relative entropy can be regarded as a generalization for Shannon entropy. We here note that we have one-parameter extended relative entropies such as the Rényi relative entropy D 
for q = 1 and α = ±1. These quantities recover the relative entropy in their limit q → 1 or α → ±1. These quantities are also essentially same one in the sense that
where we set q =
Here, we note that the form
is appeared in all one-parameter extended relative entropies. Therefore it was sufficient to study one quantity of them, for the study of a one-parameter extension of the relative entropy. Thus the uniqueness theorem for the Tsallis relative entropy was proven in our previous paper [14] .
In the present paper, as a further extension of our previous result, we give a two-parameter extedned axiom for the function defined for any pairs of the probability distributions and prove the uniqueness theorem for a two-parameter extended relative entropy. This paper is organized as follows. In Section 2, we review the uniqueness theorem for relative entropy proven by A.Hobson, and the uniqueness theorem for a oneparameter extended relative entropy. In Section 3, we show our main theorem. In Section 4, we characterize the constant appeared in Section 3. In Section 5, we give properties for a two-parameter extended relative entropy.
II. REVIEW OF THE UNIQUENESS THEOREM FOR ONE-PARAMETER EXTENDED RELATIVE ENTROPY
The uniqueness theorem for relative entropy was shown by A. Hobson as follows [13] :
The function D 1 (A||B) is assumed to be defined for any two probability distributions A = {a j } and B = {b j } for j = 1, · · · , n. If D 1 (A||B) satisfies the following conditions (R1)-(R5), then it is given by the form k 
(R3) Additivity:
where
) is an increasing function of n 0 and a decreasing function of n, for any integers n and n 0 such that n 0 ≥ n.
As a one-parameter extention, we gave the uniqueness theorem for the Tsallis relative entropy as follows. The function D q is defined for the probability distributions A = {a j } and B = {b j } on a finite probability space with one parameter q ≥ 0. The one-parameter extended relative entropy (Tsallis relative entropy) was characterized by means of the following triplet of the generalized conditions (OR1), (OR2) and (OR3).
Axiom II.2 ([14])
Then, we have the following theorem.
Theorem II.3 ([14]) If conditions (OR1), (OR2) and (OR3)
hold, then D q (A|B) is given in the following form:
with a certain constant φ(q) depending on the parameter q.
III. UNIQUENESS THEOREM FOR TWO-PARAMETER EXTENDED RELATIVE ENTROPY
In our previous paper [14] , we gave Axiom II.2 in order to characterize the Tsallis relative entropy (one-parameter extended relative entropy). In this section, we prove the uniqueness theorem for a two-parameter extended relative entropy.
Theorem III.1 If the function D α,β (X||Y ), defined for any pairs of the probability distributions X = {x 1 , · · · , x n } and Y = {y 1 , · · · , y n } on a finite probability space, satisfies the conditions (TR1)-(TR3) in the below, then D α,β (X||Y ) is uniquely given by the form
with a certain constant φ(α, β) depending on two parameters α and β.
where z i = m j=1 x ij and w i = m j=1 y ij . Proof: From (TR2), we have
From (TR3), we also have
From above two equations, we have
If we put
then we have
We also have
putting s = u, u = s, t = v and v = t in the above equation.
Therefore we have
For two natural numbers l i and m i such that l i ≤ m i , we put
and
From (TR2) and (TR3), we then have
Here we have
Thus we have
Since we can take l i and m i arbitrary, we may take l i = l and m i = m, then we have
From (TR1) and the fact that any real number can be approximated by a rational munber, the above result is true for any positive real number z j and w j satisfying n j=1 z j = n j=1 w j = 1.
Putting β = 1 and α = q in the above theorem, we have the uniqueness theorem for a one-parameter extended relative entropy (Theorem II.3).
IV. CHARACTERIZATIONS OF φ(α, β)
In this section, we characterize the constant φ(α, β) depending on two parameters α and β.
Proposition IV. 1 The postulate that our quantity D α,β (x 1 , · · · , x n ||y 1 , · · · , y n ) defined for any pairs of the probability distributions: Proof: (c1) We may calculate the limit of the left hand side in Eq. (6) in the following ways.
(i) Firstly we may take the limit α → 1 in Eq.(5) and then later take the limit β → 1:
Since we have lim This takes positive value in the case of (c4) so that it should be convex in x j . Theorefore D α,β (X||U ) takes the minimum value.
