Abstract. In this paper, two kinds of system of fuzzy differential inclusions are introduced and studied.
In 2011, Choudary [13] pointed out that the proof of the celebrated theorem of Nieto [36] is not true, which makes it still an open question that under what righthand side conditions a FDE has a solution. As we know, the solution of a differential equation with discontinuous righthand side could be obtained in the sense of differential inclusions [20] , which makes it interesting to discuss the FDEs through Fuzzy differential inclusions (FDIs).
Moreover, it is necessary to treat the qualitative properties for a complex system. For FDEs, most of the discussions on qualitative problems are based on the idea of Hüllermeier [21] . Therefore, it is important to discuss the solutions of fuzzy differential inclusions for the qualitative theory of FDEs.
Fuzzy differential inclusions were first presented by Baidosov [8] . Aubin [3] and Dordan [19] discussed the viability theory of the FDIs with toll sets. Lakshmikantham [31] presented a theorem to show that under what conditions the attainable sets of FDIs are the level sets of a fuzzy map. In 2000, Zhu and Rao [49] introduced a class of differential inclusions for fuzzy maps as follows
F (t,x(t)) (x (t)) > (or ≥)α(x(t)), i.e. x (t) ∈ (F (t,x(t)) ) α(x(t)) (or [F (t,x(t)) ] α(x(t)) ), x(t 0 ) = x 0 for some function α : E → [0, 1] , where E is a Banach space.
The FDIs in [15, 23, 31] are actually a class of parameterized differential inclusions. The FDIs in Zhu's work [49] make it possible to discuss the system in time-varying cases, that is, the dependence of the velocity of state on the system is time-varying. We should notice that the idea of Zhu is equivalent to Dordan's method in the sense of toll sets, thus the tools and results of differential inclusions and viability theories could be employed in FDIs. Moreover, for a fuzzy control system
the state x, the output y, and even the description of the system f are all probably fuzzy because of the uncertainty of the system, but the system control u has to be crisp for the sake of realizability. One can easily see that it is more feasible to get crisp control u of the system by selection theorems in sense of FDIs.
In this paper, we introduce and study two types of systems of fuzzy differential inclusions. We show an existence of the solutions for one of the systems of FDIs by using continuous selection theorem. We also show an existence of the solutions for the other system of FDIs by employing the fixed point theorem in the generalized metric spaces. The results presented in this paper improve and extend some known results concerned with the fuzzy initial value problem studied by Hüllermeier [23] , the fuzzy differential inclusions discussed by Zhu and Rao [49] and the multivalued Cauchy problem considered by Petrusel [40] .
Preliminaries
In this section, we will present some definitions and results which might be utilized in this paper. Sometimes, we do not distinguish a fuzzy set A and its membership function µ A , that is, the membership of x ∈ R n could be simply written as A(x). Denote E n = {u : R n → [0, 1]| u satisfies 1)-4) below}, where 1) u is normal, that is, there exists an x ∈ R n such that u(x 0 ) = 1;
2) u is fuzzy convex, that is, for any x, y ∈ R n and λ ∈ [0, 1], u(λx + (1 − λ)y) ≥ min{u(x), u(y)}, which is equivalent with that for any α ∈ [0, 1], [u]α = {x| u(x) ≥ α} is a convex set [47] ;
3) u is upper semicontinuous, that is for any α, [u]α is a closed set;
It is obviously that, for each u ∈ E n , the α-closed level sets [u] α are elements in P k (R n ), the family of the compact and convex subsets of R n . Then each u in E n corresponds a family of subsets
, in P k (R n ), and we have a representation theorem below for this corresponding relation. The discussion in this paper about fuzzy sets are all based on E n .
Lemma 2.2. [37]
If u ∈ E n , then
Conversely, if {Aα| 0 ≤ α ≤ 1} is a family of subsets of R n satisfying i)-iii) mentioned above, then there exists a
Let (X, d) be a metric space, Y ⊂ X, x ∈ X and ε > 0, and we have the notations below.
If X is a linear normed space, · is the norm, let P k (X) = {Y ⊂ X|Y is nonempty compact and convex in X}.
For any A, B ∈ P k (X), we define the metric on P k (X) as follows:
It is easy to see that the pair (P k (X), H) is a complete metric space and H is the Hausdorff distance induced by d. Based on the metric defined above, the metric on E n could be defined with the same notation. For any u, v ∈ E n , let
Then we know that (E n , H) is a complete metric space [42] . Therefore, the continuity of fuzzy functions and the convergence of fuzzy sets can be discussed based on the metric H here. Definition 2.3. Let (X, d) be a a metric space and T : X → 2 X be a multivalued map. Then x * ∈ X is called a fixed point for T if x * ∈ T(x * ). The set of all fixed points will be denoted by FixT.
Definition 2.4.
[25] Let A, B be two metric spaces. A multivalued map T : A → 2 B is called upper semicontinuous at x 0 ∈ A if and only if for any neighborhood U of T(x 0 ), there exists a neighborhood V of x 0 such that for each x ∈ V we have T(x) ⊂ U. T is said to be upper semicontinuous (u.s.c.) on A if it is u.s.c. at any point x 0 ∈ A. Remark 2.5. A fuzzy valued map F : X → E n can generate a real valued function F :
, where for any x ∈ X, y ∈ R n , F(x, y) = F(x)(y). In the following discussion we do not distinguish F and F for the convenience, and denote F(x) by F (x) .
In this paper we denote an open subset in
be two functions and I an closed interval in R. We consider the following fuzzy differential inclusions: for fuzzy map F :
and
It is easy to see that problems (1) and (2) are equivalent to the following problems
respectively. 
Solutions of Fuzzy Differential Inclusion (1)
on some neighborhood I = (ω − , ω + ) for any x, y, u and v, then there exists two continuous differentiable functions x : I → R n and y : I → R m , which are the solution of problem (1).
Proof. We define a multifunction
As the values of fuzzy map F belongs to E n , F(t, x, y) is always nonempty. For any a, b ∈ F(t, x, y) and λ ∈ [0, 1], by the convexity of F, we have
and so
Denote the complement set of
Then it is sufficient to show that N is a closed set. In fact, for any given a sequence {(t n , x n , y n )} ⊂ N with (t n , x n , y n ) → (t, x, y), we have
By the lower open property of F and the upper semicontinuity of α, we obtain
which means (t, x, y) ∈ N and N is a closed set. From Lemma 3.1, there exists a continuous function f : Ω → R n such that f (t, x, y) ∈ F(t, x, y) for each (t, x, y) ∈ Ω.
Similarly, we can also define the other multifunction G(t, x, y) = (G (t,x,y) ) β(x,y) , and get the continuous selection (t, x, y) ∈ G(t, x, y) for each (t, x, y) ∈ Ω with the same method. Thus, the existence of the solution of Cauchy problem
on some interval I = [ω − , ω + ] is a classical result. Therefore, there exists two continuous differentiable functions x : I → R n and y : I → R m , which are the solution of problem (1). This completes the proof. 
Solutions of Fuzzy Differential Inclusion (2)
In this section, to get the solution of problem (2), we need some more definitions and lemmas. We should notice that the metric defined in the proof of the following Theorem 4.8 is not the normal case, which makes us have to employ the concept and properties of the generalized metric space. The concept of the generalized metric space was introduced by Luxemburg [38] and Jung [24] as follows: A generalized metric space is complete if all the Cauchy sequences in this space converge. Definition 4.2. Let (X, d) be a generalized metric space and T : X → P cl (X) be a multivalued operator. A sequence (x n ) n∈N ⊂ X is called the sequence of successive approximations of T if and only if x 0 ∈ X and (x n ) ∈ T(x n−1 ) for all n ∈ N ∪ {0}.
Lemma 4.3. [2]
Let Ω ⊂ R × R n × R m be an open set, (t 0 , x 0 , y 0 ) ∈ Ω and F : Ω → P k (R n × R m ) an upper semicontinuous multivalued operator. Then there exist I = [t 0 − a, t 0 + a] ⊂ R (where a > 0) and M > 0 such that
(ii) F(t, x, y) ≤ M on I × B R n ×R m ((x 0 , y 0 ), aM).
Lemma 4.4. [10] Let X be a Banach space and V, U : I → P(X) be two multivalued measurable operators with compact values. If v(t) ∈ V(t) is a measurable selection, then there is a measurable selection u(s) ∈ U(t) such that u(t) − v(t) ≤ H(U(t), V(t)), ∀t ∈ I.
Lemma 4.5. [39] Let (Z, d) be a complete generalized metric space and T : Z → P cl (Z) be a multivalued α-contraction. Suppose that there is a sequence (z n ) n∈N ⊂ Z of successive approximations of T such that there exists an index N 0 ∈ N with the following property: d(z N 0 , z N 0 +l ) < ∞, for all l ∈ N ∪ {0}. Then FixT ∅. Definition 4.6. Let (S, A, µ) be a complete σ−finite measure space and (X, · ) be a separable Banach space. A multivalued operator T : S → P cl (X) is said to be integrably bounded if and only if there is a function r ∈ L 1 (S) such that for all v ∈ T(s) we have v ≤ r(s) a.e.
For 1 ≤ p ≤ ∞, we define the set
is a closed subset of L 1 (Ω, X) and it is nonempty if and only if T is integrably bounded [2, 4, 22] . A fuzzy map F : I → E n is called fuzzy integrably bounded if F 0 (t) = [F(t)] 0 is integrably bounded.
Definition 4.7.
A fuzzy map F : Ω → E n is called α-level uniformly continuous, if given a positive number ε, there exists a δ such that for any (t, x, y) ∈ Ω, as long as α, β ∈ [0, 1] meet the condition |β − α| < δ, we have
In this section, we discuss the solution of problem (2) and the main result is the following existence theorem. For simplicity, we assume that Ω ⊂ R × R n × R m has the form (ii) for any (t, u, x), (t, v, y) ∈ Ω,
Then there exists at least one solution for problem (2).
Proof. Consider the multivalued map F(t, x, y) = [F(t, x, y)] α(x,y) and G(t, x, y) = [G(t, x, y)] β(x,y) . We claim that F and G are both upper semicontinuous. To get this, we need only to discuss the situation of F, as G is similar. Given a point (t 0 , x 0 , y 0 ) ∈ Ω, the neighborhood of F(t 0 , x 0 , y 0 ) could be written as
For any (t, x, y) ∈ Ω and u ∈ F(t, x, y), we have
From the righthand side of the above inequality (3), we can imply the upper semicontinuity of F(t, x, y). First, by the condition (ii) and condition (i), F is α-level uniformly continuous and that α(x, y) is uniformly continuous. Then, one can easily find a small enough neighborhood of (t 0 , x 0 , y 0 ), U ⊂ Ω, such that for any (t, x, y) ∈ U, u ∈ F(t, x, y)
that is, F(U) ⊂ F(t 0 , x 0 , y 0 ). Thus, F(t, x, y) is upper semicontinuous.
It follows from Lemma 4.3 that there exists a real constant M > 0 such that max{ F(t, x, y) , G(t, x, y) } ≤ M on Ω. We denote the interval I = [t 0 − h, t 0 + h], where h = min{a,
We shall prove the existence of a solution of problem (2) on this interval I by an application of Lemma 4.5.
Let (X, d X ) and (Y, d Y ) be two metric spaces defined as follows:
Then we know that (X, d X ) and (Y, d Y ) are two complete generalized metric spaces from [38] . Let
x(t 0 ) = x 0 , y(t 0 ) = y 0 },
Then it is easy to see that (X × Y, d X×Y ) is also a complete generalized metric space. We define the multivalued operator T : X × Y → X × Y as follows:
ds are multivalued integrals of Aumann [4] . It is obvious that a pair (x * (t), y * (t)) is a fixed point of T if and only if (x * (t), y * (t)) is a solution of problem (2) . Now we will prove that T satisfies all the hypotheses of Lemma 4.5.
Consider the multivalued operator F (x,y) (t) = F(t, x(t), y(t)) = [F(t, x(t), y(t))] α(x(t),y(t)) , which is also upper semicontinuous with compact values. By the Kuratowski-Ryll-Nardzewski selection theorem [26] , F (x,y) (t) has a measurable selection f (x,y) (t) ∈ F (x,y) (t) for all t ∈ I. From condition (i), it is obviously that f (x,y) (t) ∈ F (x,y) (t) integrable on I in the sense of Lebesgue-Bochner integral [2, 4, 22] . Let u(t) = x 0 + t t 0 f (x,y) (s)ds.
Similarly, we can also find a measurable selection (x,y) (t) ∈ G (x,y) (t) = [G(t, x(t), y(t))] β(x(t),y(t)) for all t ∈ I. Let v(t) = x 0 + t t 0 (x,y) (s)ds. Then we obtain (u(t), v(t)) ∈ T(x, y) and so T(x, y) ∅.
(ii) T(x, y) is closed for each (x, y) ∈ X × Y. Suppose that (x n , y n ) is a sequence in T(x, y) which converges to (x * , y * ) ∈ X × Y. Then we know that G (x,y) (s)ds are closed [25] , it follows that (x * , y * ) ∈ T(x, y).
(iii) T(x, y) is a multivalued contraction. We shall prove that there exists L ∈ (0, 1) such that, for each (
To get this, let (x 1 , y 1 ), (x 2 , y 2 ) ∈ X × Y. For each pair (u 1 , v 1 ) ∈ T(x 1 , y 1 ), which means there exist f (x 1 ,y 1 ) (s) ∈ F (x 1 ,y 1 ) (s) and (x 1 ,y 1 ) (s) ∈ G (x 1 ,y 1 ) (s) such that
From Lemma 4.4, there exists a measurable selection f (x 2 ,y 2 ) (s) ∈ F (x 2 ,y 2 ) (s) which satisfies
Similarly, we can find a measurable selection (x 2 ,y 2 ) (s) ∈ G (x 2 ,y 2 ) (s) such that Generally, we can get ϕ n+1 (t) − ϕ n (t) = x n+1 (t) − x n (t) + y n+1 (t) − y n (t) In view of pk(1 −α) < 1 −β there exists an index N ∈ N such that (1 −β)(1 +α 1 + · · · +α n−2 ) +α n−1 > pk, for each n ≥ N, and so ϕ n+1 (t) − ϕ n (t)
for all n ≥ N, where
Thus, for all n ≥ N,
This completes the proof. Remark 4.10. Let α(x, y) and β(x, y) be a constant α, and let F(t, x(t), y(t)) = G(t, x(t), y(t)) = F(t, x(t)).
By Theorem 4.8, we know that problem (2) has a solution set X α (t) with α ∈ [0, 1]. Under the same conditions of Theorem 6.2.3 in [31] , it follows from Lemma 2.2 that the family {X α (t)} α∈ [0, 1] is the family of α-level sets of the solution for the following fuzzy initial value problem x (t) ∈ F(t, x(t)), x(t 0 ) = X 0 .
Thus, Theorem 4.8 is actually an extension of Proposition 4 of Hüllermeier [23] from a fuzzy initial value problem to the system of fuzzy differential inclusions.
Next we give the following example to show an application of Theorem 4.8. (t)) + (1 − α)]u 2 (t).
