This basic study investigates the ratio of peak to total (ܴ) and peak to source ‫)ݏߟ(‬ for Si-PIN detectors in X-ray fluorescence (XRF) analysis, with emphasis on analysis the parameters for ܴ and ‫ݏߟ‬ using the Monte Carlo method. Many XRF system models have been simulated using the Monte Carlo Neutron-Particle Transport Code MCNP5. Various parameters are set to calculate the detection efficiency in those models, such as the desired X-ray collection angle, thickness, density, moisture content, X-ray angles, geometric distance, and so on. These parameters can impact ܴ and ‫ݏߟ‬ in the exponential form to some extent. This study provides a convenient and reliable method for the passive calibration of XRF measurements.
INTRODUCTION
The X-ray fluorescence (XRF) analysis technique has been widely applied, such as in the field of biology, petrochemical, materials, food and so on [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . Detection efficiency is obtained through efficiency calibration curves in general cases, which is drawn by standard samples. In practice, this efficiency calibration curves are applied in samples similar to standard samples, or similar ingredients. However, the sample's ingredients remain uncertain. The composition and material structure in unknown samples is different with standard samples. If the same efficiency calibration curves are used for every unknown sample, large errors would be produced in XRF measurements. In order to improve the accuracy of detection efficiency, Sharshar T. prepared a number of standard samples 12 , which had different compositions and material structures, in order to meet the actual needs of the XRF analysis. Obviously, this approach was a huge workload. This study calculates the detection efficiency for Si-PIN detector using the Monte Carlo method. Many XRF system models have been simulated using the Monte Carlo Neutron-Particle Transport Code MCNP5. Various parameters have been set to calculate the detection efficiency in those models, such as the desired X-ray collection angle, thickness, density, moisture content, incident angles, geometric distance, and so on. This study provides a convenient and reliable method for the passive calibration of XRF measurements. 
THEORETICAL FORMULA
Detection efficiency is a significant physical parameter for the XRF analyzer in actual measurements. It reflects the relative relationship between X-ray exposure rates and the detector's output pulse counts. Let t be time and the total photon number emitted from the excitation source be ‫.݁ܿݎݑݏܰ‬ The photon number incident in the detector sensitive volume is ݊ 0 . ‫݈ܽݐݐ݊‬ is the pulse counts formed by the detector. ‫݊‬ is the analyte's X-ray characteristic fluorescence peak counts.
The excitation source detection efficiency is: ‫݊=ݏߟ‬ 0 ‫݁ܿݎݑݏܰ/‬ (1) The peak to source ratio is:
‫݁ܿݎݑݏܰ/݊=ݏߟ‬ (2) The incident X-ray detection efficiency is:
‫݊/݈ܽݐݐ݊=݊݅ߟ‬ 0 (3) The detector intrinsic detection efficiency is:
‫݊/݊=݊݅ߟ‬ 0 (4) Hence, the peak to total ratio is defined by:
‫ߟ/݊݅ߟ=݈ܽݐݐ݊/݊=ܴ‬ in (5) The analysis of geometric relationships around the excitation source, sample and detector is presented as:
MONTE CARLO MODELS
The Monte Carlo Neutron-Particle Transport Code MCNP5, which was produced by Los Alamos National Laboratory, has become one of the important software in the field of simulation and analysis of spectroscopy [13] [14] [15] [16] [17] . With a relative error of less than 5%, the accuracy of spectral intensity predicted using the MCNP5 code was nearly 95%, and the lower limit of prediction accuracy improved from 90% to 97% for unknown composition specimens 18 . Many Monte Carlo models have been established using the MCNP5 Code to study different factors that impact R and ‫.ݏߟ‬ The basic geometric layout is shown in Figure  1 . The model's origin is at the center of the specimen's plane. The parallel direction of the specimen is the coordinate Y and the vertical direction of the specimen is the coordinate Z. In Figure 1 , the excitation source is simulated by the TUB00083 X-ray tube, which was produced by Moxtek Inc. The source radius was 0.04 cm, and the scattering angle was ±23°. The excitation energy was 0.050 MeV. The detector was simulated using the XPIN-XT detector, which was produced by Moxtek Inc.. The crystal was the positive column. Its cross-sectional area was 13 mm 2 , and its thickness was 625 µm. A dioxide silicon protective film was coated on the detector crystal, and its thickness was 1 um. The Be window thickness was 8 µm. The casing material was pure Al. The samples are pure Cu, and the Cu atoms were ideal particle sizes and had a uniform distribution. Various parameters were set to calculate the Cu's X-ray characteristic fluorescence peak counts, such as the desired X-ray collection angle, thickness, density, moisture content, incident angle, geometric distance, and so on. These parameters were modified in the models. The simulation photon number was set as 2×10 8 , and the calculation error was less than 2%.
DISCUSSION

Desired X-ray collection angles
For the setting changes of the desired X-ray collection angle, the calculation results are shown in Figure 2 . As the desired X-ray collection angle increased, ‫ݏߟ‬ exponentially decreased, but ܴ remained at a constant value (approximately 76.9577%). This result was consistent with the study conducted by Zhang Ming, in which the peak to total ratio was calculated using the NaI(Tl) detector 19 . Peak to Source Ratio (%) Figure 2 . Calculations for ܴ, ‫ݏ‪η‬‬ and the desired X-ray collection angle using the Monte Carlo method.
With the desired X-ray collection angle decreasing, the X-ray depositional probability in the detector was lower. The Cu's X-ray characteristic fluorescence peak counts, as well as ‫,ݏߟ‬ decreased. However, the full spectrum counts decreased, but ܴ did not necessarily decrease. ܴ maintained at a constant value, and ‫݊݅ߟ‬ also maintained a constant value according to Equations (4) and (5). Namely, ܴ and ‫݊݅ߟ‬ are independent of the desired X-ray collection angle in the XRF analysis.
Sample densities
For the setting changes of the sample density, the calculation results are shown in Figure 3 . Peak to Source Ratio (%) Figure 3 . Calculations for ܴ, ‫ݏ‪η‬‬ and the sample density using the Monte Carlo method.
In Figure 3 , ܴ rapidly increased with the increase in sample density (ߩ<0.01݃⋅ܿ݉ −1 ). When ߩ≥0.01݃⋅ܿ݉ −1 , ܴ and ‫ݏߟ‬ were almost independent with the sample density. Detection efficiency only depends on the detector crystal size (ߩ≥0.01݃⋅ܿ݉ −1 ). This result is consistent with the study conducted by Qiao Lucheng, in which the peak to total ratio was calculated using an HP-Ge detector 20 . 4.0x10 -3 5.0x10 -3 6.0x10 -3 Peak to Source Ratio (%) Figure 5 . Calculations for ܴ, ‫ݏ‪η‬‬ and the moisture environment content using the Monte Carlo method.
Sample moisture contents
In Figure 4 , the moisture in the samples obviously decreased ܴ and ‫.ݏߟ‬ In addition, in Figure 5 , when the environmental moisture content was slightly larger than 10%, ܴ and ‫ݏߟ‬ were substantially zero. Visibly, the moisture can decrease detection efficiency in the XRF analysis.
Therefore, the dewatering process for the samples before measuring is necessary. Additionally, a humid environment was avoided in the XRF analysis.
Sample thicknesses
In setting the sample diameter at 5 cm, the changes in its thickness were from 0.01 um to 10 mm, and the calculation results are shown in Figure 6 . 2.0x10 -3 3.0x10 -3 4.0x10 -3 5.0x10 -3 Peak to Source Ratio (%) Figure 6 . Calculations for ܴ, ‫ݏ‪η‬‬ and the sample thickness using the Monte Carlo method. When Cu's thickness was <1 um, the incident X-rays penetrated the sample directly. The X-ray characteristic fluorescence failed to be deposited in the detector. Hence, ‫ݏߟ‬ was particularly low. At a thickness of ≥0.1 mm, which reaches the saturation thickness, ‫ݏߟ‬ remained at a constant value. However, when the samples were in its medium thickness (1 um ≤ thickness <0.1 mm), ‫ݏߟ‬ increased in an exponential form with increasing thickness. In Figure 6 , ܴ and ‫ݏߟ‬ have a similar rule for the different thicknesses of these samples.
X-ray angles
In setting the changes of the incident angle (α) and exited angle (β), the calculation results are shown in Figure 7 . Peak to Total Ratio (%) Figure 7 . Calculations for ܴ, ‫ݏ‪η‬‬ and the X-ray angle using the Monte Carlo method.
With α or β increasing (α=β), ܴ and ‫ݏߟ‬ increased non-linearly. When the incident angle and exited angle were perpendicular (α⊥β), ܴ reached a maximum, and ‫ݏߟ‬ was at a higher value.
Distance
Distance changes were set in three forms:
(a) In setting the distance 'sample-detector' at 4 cm, the distance 'source-sample' changed (Fig. 8); (b) In setting the distance 'source-sample' at 4 cm, the distance 'detector-sample' changed (Fig. 9) ; (c) In setting the distance of both 'sample-detector' and 'source-sample' at 4 cm, the distance 'source-detector ' changed (Fig. 10) . 3.0x10 -3 3.2x10 -3 3.4x10 -3 3.6x10 -3 Peak to Source Ratio (%) Figure 8 . Calculations for ܴ, ‫ݏ‪η‬‬ and the distance 'source-sample' using the Monte Carlo method. Peak to Source Ratio (%) Figure 9 . Calculations for ܴ, ‫ݏ‪η‬‬ and the distance 'detector-sample' using the Monte Carlo method. Peak to Source Ratio (%) Figure 10 . Calculations for ܴ, ‫ݏ‪η‬‬ and the distance 'source-detector' using the Monte Carlo method.
In Figure 9 , ‫ݏߟ‬ was decreased in an exponential form as the distance 'source-sample' increased. When this distance is less than 10 mm, the variation range for ‫ݏߟ‬ and ܴ was very small. When this distance was greater than 100 mm, ‫ݏߟ‬ and ܴ rapidly decreased as the distance increased. In conjunction with Figures 8 and 10 , a distance between the source and samples of 10 mm was necessary on the X-ray fluorescence analyzer design. In addition, the distance between the source and detector was from 10 mm to 40 mm.
CONCLUSIONS
Based on the X-ray fluorescence analyzer, this study established the XRF analysis system model for the Si-PIN detector using the Monte Carlo method. The ratios of peak to total (ܴ) and peak to source ‫)ݏߟ(‬ were calculated by modifying various parameters such as the desired X-ray collection angle, thickness, density, moisture content, incident angless, geometric distance, and so on. As the desired X-ray collection angle increased, ‫ݏߟ‬ exponentially decreased, but ܴ remained constant. Changes in thickness, angle, distance and others affect ܴ and ‫ݏߟ‬ with a nonlinear relationship for the Si-PIN detector in the XRF measurements. The moisture in these samples can increase the matrix effects and decrease detection efficiency. With the moisture content increasing, ܴ and ‫ݏߟ‬ reduces nonlinearly. Therefore, a distance between the source and the samples of 10 mm is necessary for the X-ray fluorescence analyzer design. In addition, the distance between the source and detector was from 10 mm to 40mm. This study provides a convenient and reliable method for the passive calibration in XRF measurements.
