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Abstract
A graph product of groups is a construction which generalizes both free products and direct products of
groups. In this paper, we study commuting elements in graph products of groups and find explicit formulas
for the centralizer (the subgroup consisting of elements which commute with a given element) of elements
of a graph product of groups in terms of the centralizers of elements in each vertex group and the structure
of the graph.
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1. Background
A graph group is a group which has a presentation in which the relators are all commutators of
the generators. They were introduced by A. Baudisch [2] and explored extensively by C. Droms
[3–5] and Droms, B. Servatius, and H. Servatius [9].
The more general construction of a graph product of groups was introduced by E. Green [6].
Graph products of groups generalize free products of groups in the same way that graph groups
generalize free groups. (For the precise definition of a graph product of groups, see Section 2.)
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ties of being Coxeter subgroups [8], of being residually finite [6], and (for graph products over
finite graphs) of being semihyperbolic or automatic [7].
In this paper, we are interested in commuting elements of a graph product of groups. It is not
hard to show that two elements u and v of a direct product of groups commute if and only if each
component of u commutes with the corresponding component of v. In the author’s dissertation
[1, Theorem 2.1], it is proved that for a free product G = ∗Gi , the set of all elements which
commute with an element g (the centralizer of g) is:
• all of G (if g = 1),
• conjugate to a subgroup of one of the free factors Gi (if g is conjugate to an element of
Gi \ {1}),
• infinite cyclic generated by an element β such that βm = g for some m (if g is not conjugate
to any element of any Gi ).
In this paper, the main results (Theorems 32 and 52) are that for graph products, the centralizer
of an element is the direct product of a full subgroup (see Definition 55) of the graph product
with either a subgroup of one of the vertex groups or an infinite cyclic group, results that display
characteristics of both direct products and free products.
2. Definitions and basic results
Definition 1. Given an element g in a group G, the centralizer of g in G is ZG(g) = {g′ ∈ G |
gg′ = g′g}, the set of all elements in G which commute with g.
It is not difficult to prove that ZG(g) is a subgroup of G for any g ∈ G.
Definition 2. A (simplicial) graph Γ consists of a nonempty set of vertices Γ 0 = {vi | i ∈ I }
and a set of edges Γ 1. An edge is uniquely determined by two distinct vertices vi and vj (its
endpoints) and is denoted by [vi, vj ] (= [vj , vi]). A subgraph H of Γ is a graph with vertices
H 0 ⊆ Γ 0 and edges H 1 ⊆ Γ 1. If J ⊆ I is nonempty, then we define ΓJ to be the subgraph of
Γ with vertices Γ 0J = {vj | j ∈ J } and edges Γ 1J = {[vj , vj ′ ] ∈ Γ 1 | j, j ′ ∈ J }. (Such a graph is
called a full subgraph of Γ .) A graph is a complete graph if [vi, vj ] ∈ Γ 1 for all distinct i, j ∈ I .
Definition 3. Given a simplicial graph Γ and a set of groups Gi for i ∈ I each presented with its
multiplication table presentation, we denote the graph product of the groups Gi over Γ by ΓGi
and define it to be the group presented with
generators:
⋃
i∈I
{g | g ∈ Gi}
and relations:
⋃
i∈I
{the relations for Gi} ∪
⋃
[vi ,vj ]∈Γ 1
{gg′ = g′g | g ∈ Gi,g′ ∈ Gj }.
We will refer to the relations arising from the structure of the graph as commutator relations.
Example 4. If Gi ∼= Z for all i ∈ I , then ΓGi is an ordinary graph group. If Gi ∼= Z/2Z for all
i ∈ I , then ΓGi is a right-angled Coxeter group.
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in Gij for some ij ∈ I . The elements gj are the syllables of the word. The length of the word
g1 · · ·gn is |g1 · · ·gn| = n, with the length of the empty word defined to be zero. If g ∈ ΓGi
satisfies g = g1 · · ·gn, then we say the word g1 · · ·gn represents g. (The empty word represents
the identity element.)
There are three “moves” which take a word in ΓGi and change it into a word that represents
the same element of ΓGi and which is at most as long.
M1 Delete the syllable gj = 1.
M2 If gj , gj+1 ∈ Gi , replace the two syllables gj and gj+1 by the single syllable gjgj+1 ∈ Gi .
M3 If gj ∈ Gi , gj+1 ∈ Gi′ , and [vi, vi′ ] ∈ Γ 1, exchange gj and gj+1.
We will sometimes say that M2 is combining the two syllables, while M2 followed immedi-
ately by M1 on the resulting syllable will be referred to as canceling the two syllables.
Definition 6. The word g1 · · ·gn is a normal form if it cannot be changed to a shorter word
by applying a sequence of moves of type M1, M2, and M3. (The empty word is also a normal
form.)
Proposition 7. (Green [6].) If a word in ΓGi is a normal form and represents the identity ele-
ment, then it is the empty word.
Corollary 8. (Hermiller and Meier [7].) If W1 and W2 are two words representing the same
element of ΓGi , then W1 and W2 can be reduced to identical normal forms using moves M1,
M2, and M3.
In particular, all of the sets in the following definition are well-defined.
Definition 9. Given an element g ∈ ΓGi \ {1}, we define the following sets.
The “groups of a normal form.” (These are, respectively, the indices in I that designate
the groups Gi from which the syllables of g are taken, and the nonidentity elements of those
groups.)
GpId(g) = {i ∈ I | gk is a syllable of a normal form of g and gk ∈ Gi},
Gp(g) =
⋃
k∈GpId(g)
Gk \ {1}.
The “star of a normal form.” (These are, respectively, the indices in I that designate the groups
Gi which contain syllables which commute with every syllable of g by virtue of the commutator
relations, and the nonidentity elements of those groups.)
StId(g) = {i ∈ I | [vi, vk] ∈ Γ 1 for all k ∈ GpId(g)},
St(g) =
⋃
Gk \ {1}.k∈StId(g)
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Syl(g) = {gi | gi is a syllable in a normal form of g}.
The “first syllables of a normal form.”
F(g) = {g0 | g = g0g1 · · ·gn is a normal form},
F(g) = {g−10 | g0 ∈ F(g)},
FId(g) = {i ∈ I | F(g) ∩ Gi = ∅}.
The “last syllables of a normal form.”
L(g) = {gn+1 | g = g1 · · ·gngn+1 is a normal form},
L(g) = {g−1n+1 | gn+1 ∈ L(g)},
LId(g) = {i ∈ I | L(g) ∩ Gi = ∅}.
If |g| 2, then we also define the “ends of a normal form” as follows.
E(g) = {(g0, gn+1) | g = g0g1 · · ·gngn+1 is a normal form},
E(g) = {(g−10 , g−1n+1) | (g0, gn+1) ∈ E(g)},
EId(g) = {(j, k) | g0 ∈ Gj,gn+1 ∈ Gk, (g0, gn+1) ∈ E(g)}.
For g = 1, we define StId(1) = I , St(1) as above, and all of the other sets above to be the empty
set. For |g| = 1, we define both E(g) and EId(g) to be empty.
Note that E(g) is not necessarily equal to F(g)×L(g) because of the possibility that a syllable
gk of g could commute with all of the remaining syllables of g. In that case, gk be either in the
front of or at the end of a normal form for g but not both simultaneously. In fact, we have the
following:
Lemma 10. Let B(g) = {(γ, γ ) | γ ∈ ∪Gi \ {1}, γ ∈ St(γ−1g)}.
Then E(g) = [F(g) × L(g)] \ B(g).
Proof. Note that Gp(g) ∩ St(g) = ∅ for any g ∈ ΓGi .
If g = 1, then all of the above sets are empty.
If |g| = 1, then F(g) × L(g) = (g, g), and γ ∈ St(γ−1g) if and only if γ−1g = 1, so γ = g.
Thus, B(g) = (g, g) and [F(g) × L(g)] \ B(g) = ∅ = E(g).
If γ /∈ F(g), then γ−1g will contain a syllable in Gp(γ ), so γ /∈ St(γ−1g). If γ ∈ F(g),
then g = γg2 · · ·gn, so γ−1g = g2 · · ·gn. Thus, γ ∈ St(γ−1g) means that γ commutes with
g2, . . . , gn, so it cannot be both in the front of and at the end of a normal form for g. Thus, B(g)
consists of exactly those syllables we wish to eliminate. 
We make the following observations:
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(1) F(g−1) = L(g), L(g−1) = F(g), F(g−1) = L(g), L(g−1) = F(g),
(2) E(g−1) = {(g−1j , g−1i ) | (gi, gj ) ∈ E(g)}, E(g−1) = {(g−1j , g−1i ) | (gi, gj ) ∈ E(g)},
(3) Gp(g−1) = Gp(g), GpId(g−1) = GpId(g),
(4) St(g−1) = St(g), StId(g−1) = StId(g).
Proof. We note that if g1 · · ·gn is a normal form representing g, then g−1n · · ·g−11 is a normal
form representing g−1. The stated results follow immediately. 
Lemma 12. The word g = g1 · · ·gn is a normal form if and only if
(1) gj = 1 for 1 j  n, and
(2) for every gj , gk with j < k and Gp(gj ) = Gp(gk), there is a syllable g with j <  < k such
that g /∈ St(gj ).
Proof. If gj = 1 for some j , then g is obviously not a normal form. Thus, assume that gj = 1
for all j . We first note that of the three moves, only M1 and M2 actually shorten a word. Since
gj = 1 for all j , we must necessarily apply M2 before we can apply M1.
Given gj , gk ∈ Gi , we may assume that g /∈ Gi for j <  < k. If there is no syllable g as
in (2), then every syllable between gj and gk commutes with gj , so by repeatedly applying M3
we can move gj next to gk and then apply M2 to shorten g, so g is not a normal form.
Conversely, if g is not a normal form, then some sequence of moves shortens it. Take any such
sequence, let S be the sequence of M3 moves that occur before the first M2 move, and let gj and
gk with j < k be the two syllables that get combined in the M2 move. Now consider an arbitrary
g for j <  < k. Since gj and gk are adjacent after S, g must either be to the left or to the right
of gjgk . Since no M2 moves are performed during S and M3 only switches adjacent syllables,
if g is to the left of gjgk , then it must have switched with gj at some point. If g is to the right
of gjgk , then it must have switched with gk at some point. In either case, g ∈ St(gj ) = St(gk).
Thus, every syllable that starts out between gj and gk commutes with each of them. 
Definition 13. In the notation of Lemma 12, the syllable g is an obstacle to combining gj and gk .
More generally, if g /∈ Gp(gj )∪St(gj ), then g is an obstacle for gj and gj is an obstacle for g.
Corollary 14. If g1 · · ·gn is a normal form, then so are
(1) gj · · ·gk for 1 j  k  n, and
(2) g1 · · ·g−1g′g+1 · · ·gn for any 1  n and any g′ ∈ Gp(g).
Also, by essentially the same proof as Lemma 12, we have the following useful characteriza-
tion.
Lemma 15. If g = g1 · · ·gn is a normal form, then gj ∈ F(g) if and only if gj ∈ St(g1 · · ·gj−1),
and gj ∈ L(g) if and only if gj ∈ St(gj+1 · · ·gn).
Corollary 16. ΓFId(g) and ΓLId(g) are complete graphs.
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M4 Replace g1 · · ·gn by either g2 · · ·gng1 or gng1 · · ·gn−1.
Unlike M1, M2, and M3, this move does not necessarily give the same element we
started with, but it does give us something conjugate to our original element: g2 · · ·gng1 =
g−11 (g1 · · ·gn)g1 and gng1 · · ·gn−1 = gn(g1 · · ·gn)g−1n .
Definition 17. The word g1 · · ·gn is cyclically normal if no combination of moves M1, M2, M3,
and M4 results in a shorter word. (The empty word is also cyclically normal.)
Note that if |g| 1, then g is automatically cyclically normal.
Lemma 18. Suppose that gj , gk ∈ Gi can be brought next to each other using M3 and M4 moves
in order to use M2 to shorten g1 · · ·gn. Then they can be brought together using only moves each
of which involves either gj or gk .
In other words, any moves which do not involve one of the two combining syllables can be
ignored.
Proof. By Lemma 12, gj and gk can be combined using only M2 and M3 if and only if every
syllable between them commutes with both gj and gk . But M3 switches adjacent syllables, so
if these switched syllables are neither gj nor gk , then they either both occur before gj , or both
occur between gj and gk , or both occur after gk . In all three cases switching them does not alter
whether or not gj and gk are separated by an obstacle. Similarly, if we use M4 on a syllable
g that is neither gj nor gk , then g was not between gj and gk to begin with and will not be
afterward, so moving it does not help shorten g1 · · ·gn. 
Lemma 19. If |g| 2, then g ∈ ΓGi is cyclically normal if and only if it is a normal form and
(i, i) /∈ EId(g) for all i ∈ I .
Proof. If g is not a normal form, then it is obviously not cyclically normal.
If (i, i) ∈ EId(g), then we can write g = g1 · · ·gn with g1, gn ∈ Gi and then apply M4 fol-
lowed by M2 to get (gng1)g2 · · ·gn−1, which is shorter, so g is not cyclically normal.
Conversely, if g is not cyclically normal, then some sequence of moves shortens g. If there is
such a sequence that does not include M4, then g can be shortened by using just M1, M2, and M3,
so g is not a normal form. If every sequence that shortens g includes at least one M4, then pick
any such shortening sequence, let S be the sequence of M3 and M4 moves before the first M2
move, and let gj and gk (with j < k) be the two syllables that get combined in the first M2. By
Lemma 18, we may assume that all of the moves in S move either gj or gk . In particular, note
that the syllables gi for i = j, k maintain their order during this process—only gj and gk move
around. Also, note that since g is a normal form, there is an obstacle g to combining gj and gk .
In particular, by Lemma 15 it is impossible to get gj to the end of the word (or even adjacent to
gk) by using only M3, so gj /∈ L(g). Similarly, it is impossible to get gk to the beginning of the
word (or even adjacent to gj ) by using only M3, so gk /∈ F(g).
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must be involved in an M4 move. Suppose gj is involved in an M4 move. Then gj ∈ F(g).
We claim that gk ∈ L(g). If not, then by Lemma 15 there is an obstacle g′ to gk with ′ > k.
But gjg1 · · ·gj−1gj+1 · · ·gn is a normal form, so by Corollary 14, g1 · · ·gj−1gj+1 · · ·gn is a
normal form as well. But if we consider W = g1 · · ·gj−1gj+1 · · ·gngj , then g′ is an obstacle
to combining gk and gj . It then follows from Lemma 12 that W is a normal form and can not
be shortened by using M1, M2, and M3 moves. Thus, we must have another M4 move. But the
only possibility for this is to move gj back to the front of the word, which takes us back to a
word that represents the same element as the original word g. Thus, we must have gk ∈ L(g), so
(gj , gk) ∈ E(g), and thus (i, i) ∈ EId(g).
The proof if gk is involved in the first M4 move is similar. 
Corollary 20. If g1 · · ·gn is cyclically normal, then for any 1    n and any g′ ∈ Gp(g),
g1 · · ·g−1g′g+1 · · ·gn is cyclically normal.
Finally, the following convention will make stating future results much easier: if g = w1 · · ·wk
is written as a product of (possibly empty) words w1, . . . ,wk , then we will say that g is a nor-
mal form (respectively, cyclically normal) if after deleting any empty words and replacing the
remaining ones with their syllables, the resulting word is a normal form (respectively, cyclically
normal).
3. Preliminary results
In the remainder of this paper, we will denote the disjoint union of two sets A and B by A unionsqB .
Lemma 21. If L(g) ∩ F(h) = ∅, then
(1) |gh| = |g| + |h| − |LId(g) ∩ FId(h)|max{|g|, |h|},
(2) FId(gh) = FId(g) unionsq [FId(h) ∩ StId(g)],
(3) LId(gh) = LId(h) unionsq [LId(g) ∩ StId(h)].
Proof. Write g = v1v2v3 where v3 consists of those syllables of g which are in L(g) and such
that GpId(v3) ⊆ LId(g) ∩ FId(h), v2 consists of the remaining syllables of g in L(g), and v1
consists of the syllables of g not in L(g). Similarly, write h = w1w2w3 where w1 consists of
those syllables of h which are in F(g) and such that GpId(w1) ⊆ LId(g)∩ FId(h), w2 consists of
the remaining syllables of h in F(h), and w3 consists of the syllables of h not in F(h).
(1) By Corollary 16, the syllables of v3 commute with each other and the same holds for w1.
Also, |v3| = |w1| = |LId(g) ∩ FId(h)|. But by assumption, none of the syllables of v3 has its
inverse as a syllable of w1. Thus, if we write b = v3w1 and put b into normal form, the only
simplification we can make is to combine the syllables in the same group; there will not be any
identity syllables to delete. Thus, |b| = |LId(g) ∩ FId(h)| = |v3| + |w1| − |LId(g) ∩ FId(h)|.
We claim that v1v2bw2w3 is a normal form. Since GpId(b) = GpId(v3) = GpId(w1),
by Corollary 14 both v1v2b and bw2w3 are normal forms. By construction, GpId(v2) ∩
GpId(w2) = ∅, so no shortening can occur there. If a syllable s of v1 were to combine with
a syllable of w2, then s would in particular commute with every syllable of v2b as well as all of
the syllables of v1 after s. But then by Lemma 15, s ∈ L(g), contradicting the construction of v1.
Similar analysis rules out combination between syllables of v2 and w3 or syllables of v1 and w3.
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|gh| = |v1| + |v2| + |b| + |w2| + |w3|
= |v1| + |v2| + |v3| + |w1| −
∣∣LId(g) ∩ FId(h)∣∣+ |w2| + |w3|
= |g| + |h| − ∣∣LId(g) ∩ FId(h)∣∣.
(2) If any syllable s ∈ Syl(v1v2b) is in F(g), then GpId(s) ⊆ FId(g) because GpId(b) =
GpId(v3). Thus, FId(g) ⊆ FId(gh). No syllable of w3 can be in F(gh) because then it would
in particular commute with every syllable of bw2 and so would be in F(h). Thus, the only re-
maining possibility is that a syllable s ∈ Syl(w2) is in F(gh). But then s ∈ F(gh) if and only if
s commutes with all of the syllables of v1v2b (since s automatically commutes with the other
syllables of w2 by Corollary 16). Thus, GpId(s) ⊆ StId(v1v2b) = StId(v1v2v3) = StId(g), so
s ∈ F(h)∩ St(g) and FId(h)∩ StId(g) ⊆ FId(gh). The fact that we get a disjoint union is due the
observation that we have GpId(g) ∩ StId(g) = ∅ for any g ∈ ΓGi .
The proof of (3) is entirely analogous to the proof of (2). 
Corollary 22. If LId(g) ∩ FId(h) = ∅, then
(1) F(gh) = F(g) unionsq [F(h) ∩ St(g)],
(2) L(gh) = L(h) unionsq [L(g) ∩ St(h)].
Proof. In the notation of Lemma 21, v3 = w1 = b = 1, so any syllable in gh is a syllable in either
g or h. Thus, the statements from Lemma 21 about FId(gh) and LId(gh) can be immediately
translated to statements about F(gh) and L(gh). 
In particular, if w1, . . . ,wk are words and g = w1 · · ·wk is a normal form, then Corollary 22
applies.
Lemma 23. If (gi, g−1i ) /∈ E(g) for all gi ∈ Syl(g), then g is conjugate to a cyclically normal
element g′ with |g′| = |g| − |{i | (i, i) ∈ EId(g)}|.
Proof. If |g|  1, then g is cyclically normal. If |g|  2, then for arbitrary γ ∈ ΓGi with
|γ |  2, define D(γ ) = {i | (i, i) ∈ EId(γ )} and suppose j ∈ D(g), and note that certainly
D(γ ) ⊆ FId(γ )×LId(γ ). Then we can write g = g1g2 · · ·gn−1gn for g1, gn ∈ Gj and g−11 gg1 =
g2 · · ·gn−1(gng1) has length |g| − 1 (since by assumption gng1 = 1) and is a normal form by
Corollary 14. We claim that in this case, D(g−11 gg1) = D(g) \ {j}.
It follows from Lemma 15 that LId(g−11 gg1) = LId(g). Also, anything in F(g) \ {g1} will
certainly be in F(g−11 gg1), since removing g1 from the front of g will not add any obstacles that
would contradict Lemma 15. Thus, FId(g) \ {j} ⊆ FId(g−11 gg1).
If j ∈ FId(g−11 gg1) with gk ∈ Gj , then gk ∈ St(g2 · · ·gk−1) by Lemma 15. Thus, there would
have been no obstacle to combining g1 and gk in g, so g would not have been a normal form.
Thus, j /∈ FId(g−11 gg1) and therefore j /∈ D(g).
Finally, if gk ∈ F(g−11 gg1) \ F(g), then g1 is an obstacle to gk , so in particular we have gk /∈
L(g−11 gg1) and therefore GpId(gk) ⊆ D(g−11 gg1). Thus, by Lemma 12 D(g−11 gg1) does not
have any indices that are not in D(g), and it removes only j from D(g).
The stated result then follows by induction and Lemma 19. 
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(1) c1c2g′c′2c−11 is a normal form.
(2) The normal form of g′c′2c2 is cyclically normal.
(3) GpId(c2) = GpId(c′2).
(4) If c2 = 1, then ΓJ is a complete graph for J = GpId(c2).
(5) F(c2) ∩ L(c′2) = ∅.
Proof. If (gi, g−1i ) ∈ E(g), then we can write g = giγg−1i , where |γ | = |g| − 2. Repeating this
with γ , we eventually obtain c1γ c−11 , where c1 and γ are words and (γi, γ
−1
i ) /∈ E(γ ) for all
γi ∈ Syl(γ ).
Now, by Lemma 23, γ = γ1 · · ·γm is conjugate to a cyclically normal element. If |γ |  2,
we recall that D(γ ) = {i | (i, i) ∈ EId(γ )} and let c2 = ∏γk , where the product is taken over
all syllables γk ∈ F(γ ) such that γk ∈ Gi for some i ∈ D(γ ). (By Corollary 16, the syllables all
commute, so the order does not matter.) Similarly, let c′2 =
∏
γk , where the product is taken over
all syllables γk ∈ L(γ ) such that γk ∈ Gi for some i ∈ D(γ ). We write γ = c2g′c′2 and claim that
this is the required decomposition.
Property (1) is clear, since all we did is reorder the syllables of g to obtain a new word of
the same length. Properties (3) and (4) clearly hold by the construction of c2 and c′2 and the
definition of D(γ ). Property (5) holds because otherwise any syllable in the intersection would
actually have been a part of c1. Finally, Property (2) holds by the construction in Lemma 23. 
Proposition 25. Suppose g = w1w2 is cyclically normal and that
Gp(w1) ⊆ St(w2). (1)
If h commutes with g, then h commutes with both w1 and w2.
Proof. We note that Eq. (1) implies that Gp(w2) ⊆ St(w1) as well. Also, note that g being
cyclically normal and Eq. (1) together imply that w1 and w2 are both cyclically normal. Let
h = h1 · · ·hm and consider γ = hw1w2h−1.
If hk ∈ L(h) ∩ St(w1w2), then we can rewrite γ as
hh−1k
(
hkw1w2h
−1
k
)
hkh
−1 = hh−1k (w1w2)
(
hh−1k
)−1
and we have |hh−1k | = |h| − 1.
If hk ∈ L(h) ∩ F(w1w2), then we can rewrite γ as hh−1k (hkw1w2h−1k )(hh−1k )−1. We have
|hh−1k | = |h| − 1, and either hk ∈ St(w1) or hk ∈ St(w2). In the first case, hkw1w2h−1k = w1w′2,
where w′2 is a cyclic permutation of w2. In particular, w′2 is cyclically normal and we have
Gp(w′2) ⊆ St(w1) and Gp(w1) ⊆ St(w′2). Similarly, in the second case, we get w′1w2, where w′1
is a cyclic permutation of w1 and the appropriate relations are still satisfied.
If hk ∈ L(w1w2) ∩ F(h−1) = L(w1w2) ∩ L(h), then we reach the same conclusion as the
previous paragraph by a similar analysis.
If L(h)∩St(w1w2) = ∅, L(h)∩F(w1w2) = ∅, and L(w1w2)∩F(h−1) = ∅, then by Lemma 21,
LId(hw1w2) = LId(w1w2). Thus, if s ∈ L(hw1w2), then either s /∈ FId(h−1) = LId(h) or
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L(hw1w2) ∩ F(h−1) = ∅. Thus, by Lemma 21,
∣∣hw1w2h−1∣∣= |hw1w2| + ∣∣h−1∣∣− ∣∣LId(hw1w2) ∩ FId(h−1)∣∣
= |h| + |w1w2| −
∣∣LId(h) ∩ FId(w1w2)∣∣+ ∣∣h−1∣∣
− ∣∣(LId(w1w2) unionsq [LId(h) ∩ StId(w1w2)])∩ LId(h)∣∣
= |w1w2| + 2|h| −
∣∣LId(h) ∩ FId(w1w2)∣∣
− ∣∣LId(h) ∩ LId(w1w2)∣∣,
since |h−1| = |h| and LId(h) ∩ StId(w1w2) = ∅.
But if h commutes with w1w2, then certainly |hw1w2h−1| = |w1w2|. By definition,
|LId(h)| |h|, so the only way this can happen is if
∣∣LId(h) ∩ FId(w1w2)∣∣= ∣∣LId(h) ∩ LId(w1w2)∣∣= |h|,
which means that LId(h) ⊆ FId(w1w2) ∩ LId(w1w2). But w1w2 is cyclically normal, so by
Lemmas 10 and 19, FId(w1w2) ∩ LId(w1w2) consists of the indices of those syllables of w1w2
each of which commutes with every other syllable of w1w2.
In particular, if hk ∈ L(h) and GpId(hk) ⊆ FId(w1w2) ∩ LId(w1w2), then hk commutes with
every syllable of w1w2 except for a single syllable v with Gp(v) = Gp(hk). Thus, conjugating
w1w2 by hk results in either w′1w2 or w1w′2, where w′i differs from wi by replacing the sylla-
ble v with the syllable hkvh−1k from the same group. In particular, the resulting product is still
cyclically normal by Corollary 20, and it still satisfies Eq. (1).
Thus, by repeatedly conjugating w1w2 by the syllables of h, we obtain
γ = hw1w2h−1 =
(
hw1h
−1)(hw2h−1)= w′1w′2
where w′i is obtained from wi by a sequence of changes that at each step either leaves the previous
result the same, cyclically permutes the previous result, or replaces a single syllable of the previ-
ous result with a nonidentity syllable from the same group. In particular, Gp(w′i ) = Gp(wi). Now,
if w′1w′2 = w1w2, then w−11 w′1 = w2w′−12 . But Gp(w−1i w′i ) ⊆ Gp(wi) and Gp(w1) ∩ Gp(w2) =
∅, so we must have w−11 w′1 = 1 = w2w′−12 . Thus, w′1 = w1 and w′2 = w2, so h commutes with
both w1 and w2. 
Definition 26. We say w1 is a floating subword of g if g = w1w2 is a normal form with
|w1|, |w2| 1 and Gp(w1) ⊆ St(w2). (If |w1| = 1, we will refer to it as a floating syllable.) We
say an element g is inseparable if a normal form representing g contains no floating subwords.
Thus, Proposition 25 says that in order to calculate centralizers of elements, it is sufficient to
examine cyclically normal inseparable elements.
Also, in light of this definition, we can restate Lemma 10.
Lemma 27. If |g| 2 and g does not contain any floating syllables, then E(g) = F(g) × L(g).
Lemma 28. Suppose L(g) ∩ F(h) = ∅.
D.A. Barkauskas / Journal of Algebra 312 (2007) 9–32 19(a) If g contains no floating syllables, then F(gh) = F(g) unionsq [F(h) ∩ St(g)].
(b) If h contains no floating syllables, then L(gh) = L(h) unionsq [L(g) ∩ St(h)].
Proof. We write g = v1v2v3, h = w1w2w3, and gh = v1v2bw2w3 in normal form as in the proof
of Lemma 21. Certainly F(v1) ⊆ F(g). If g has no floating syllables, then none of the syllables of
v2 or v3 are in F(g), so F(g) = F(v1) and none of the syllables of v2 or b can be in F(v1v2b) and
therefore they can not be in F(gh). Since the syllables of w3 are not in F(h), there is an obstacle
to each in w1w2w3, so there is one in bw2w3 and therefore in v1v2bw2w3. Thus, the syllables
of w3 are not in F(gh). Finally, if we have a syllable s ∈ Syl(w2), then by construction s ∈ F(h),
and s ∈ F(gh) if and only if s commutes with all of the syllables of v1v2b (by Corollary 16, the
syllables of w2 all commute with each other). But GpId(v1v2b) = GpId(v1v2v3) = GpId(g), so
in fact this will happen only if s ∈ St(g).
The proof if h has no floating syllables is entirely analogous. 
Note that if h = w1h′ where Syl(w1) ⊆ St(g), then h commutes with g if and only if h′
commutes with g. Thus, when calculating centralizers we may assume that F(h) ∩ St(g) = ∅.
Similarly, we may assume that L(h) ∩ St(g) = ∅.
Lemma 29. Let g be cyclically normal and inseparable with |g| 2, and let h = c1c2h′c′2c−11 be
written as in Corollary 24 with the normal form of h′c′2c2 inseparable. Then there is an element
z ∈ ΓGi such that the normal form of γ = zgz−1 is cyclically normal, η = zhz−1 = κ1κ2η′κ ′2κ−11
satisfies the conditions in Corollary 24 with the normal form of η′κ ′2κ2 inseparable, and thefollowing two conditions hold.
(1) L(γ ) ∩ F(κ1) = ∅.
(2) L(γ ) ∩ F(κ2) ∩ St(κ1) = ∅.
Proof. We proceed by performing a sequence of conjugations by single syllables, each of which
preserves the five properties from Corollary 24. The element z is then simply the product of the
conjugating syllables.
(1) If a ∈ L(g) ∩ F(c1), then we consider ga = aga−1 and ha = aha−1. Since g is cyclically
normal and ga is a cyclic permutation of g, ga is cyclically normal. Furthermore, |ha| = |h| − 2.
(2) If a ∈ L(g)∩F(c2)∩St(c1), then we consider ga = aga−1 and ha = aha−1. As in case (1),
ga is cyclically normal. Furthermore, if we let b be the syllable of c′2 with Gp(b) = Gp(a), then
ha = c1(a−1c2)(hab)(b−1c′2)c−11 with |ha | = |h| − 1 and (h′ab)(b−1c′2)(a−1c2) = h′c′2c2.
Each conjugation shortens h, so this process must terminate after a finite number of steps. 
Lemma 30. With the same hypotheses as Lemma 29, either h or h−1 is conjugate to an element
η that satisfies the properties from Lemma 29 plus
(3) L(γ ) ∩ F(η′) ∩ St(κ1κ2) = ∅,
where γ is cyclically normal and conjugate to g.
Proof. Assume that Properties (1) and (2) from Lemma 29 hold, but that L(g) ∩ F(h′) ∩
St(c1c2) = ∅. Write g = ga1a1 and h′ = a−11 h′a1 as normal forms, where Syl(a1) ⊆ St(c1c2)
and L(ga1) ∩ F(h′a ) ∩ St(c1c2) = ∅.1
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by h′−1, c2 by c′−12 , and c′2 by c
−1
2 . Property (1) from Lemma 29 is maintained, but Property (2)
may no longer be true. We thus repeat step (2) from Lemma 29 until we restore Property (2).
If h′a1 = 1, then the new h′ = a1. But in this case, if L(g) ∩ F(h′) ∩ St(c1c2) = ∅, then L(a1) ∩
F(a1) ∩ St(c1c2) = ∅, contradicting the fact that h′c′2c2 is cyclically normal. If ga1 = 1, then
g = a1, and by the same reasoning as before, L(a1)∩F(a1)∩St(c1c2) = ∅, contradicting the fact
that g is cyclically normal.
Thus, we may assume that ga1, h′a1 = 1 and consider a1ga−11 = a1ga1 and a1h′a−11 = h′a1a−11 .
Let a2 be a word such that a1ga1 = ga2a2 and h′a1a−11 = a−12 h′a2 are normal forms, and such that
L(ga2) ∩ F(h′a2) ∩ St(c1c2) = ∅. If a2 = 1, then a1ga1 and h′a1a−11 are the required elements. If
not, by construction, a2 cannot contain any syllables of ga1 (since then a1 would not be maximal),
so a2 is a subword of a1. If a2 = a1, then a1 is a floating subword in g, a contradiction. Thus,
|a2| < |a1|. We then proceed by defining a3, a4, . . . and by similar reasoning discover that |a1| >
|a2| > |a3| > · · · , which is clearly impossible. Thus, an+1 = 1 for some n and ganan and a−1n h′an
are the required elements. 
Proposition 31. Suppose g is cyclically normal and inseparable with |g|  2, h is inseparable
with h = c1c2h′c′2c−11 written as in Corollary 24, that F(h) ∩ St(g) = ∅ = L(h) ∩ St(g), and
gh = hg. Then h′c′2c2 commutes with a cyclically normal conjugate of g.
Proof. By conjugating by an appropriate element and inverting if necessary, we replace g and h
with γ and η = κ1κ2η′κ ′2κ−11 that satisfy Properties (1) and (2) from Lemma 29 and Property (3)
from Lemma 30.
Since η = κ1κ2η′κ ′2κ−11 is a normal form, by applying Corollary 22 we see that
F
(
κ1κ2η
′κ ′2κ
−1
1
)= F(κ1) unionsq [St(κ1) ∩ F(κ2η′κ ′2κ−11 )],
F
(
κ2η
′κ ′2κ
−1
1
)= F(κ2) unionsq [St(κ2) ∩ F(η′κ ′2κ−11 )],
F
(
η′κ ′2κ
−1
1
)= F(η′) unionsq [St(η′) ∩ F(κ ′2κ−11 )].
But note that if St(η′) ∩ F(κ ′2κ−11 ) = ∅, then κ1κ2η′κ ′2κ−11 was not a normal form to begin with.
Thus, we get
F(η) = F(κ1) unionsq
[
St(κ1) ∩
(
F(κ2) unionsq
[
St(κ2) ∩ F(η′)
])]
= F(κ1) unionsq
[
St(κ1) ∩ F(κ2)
] unionsq [St(κ1) ∩ St(κ2) ∩ F(η′)].
Similarly, we see that
L(η) = L(κ−11 ) unionsq [St(κ−11 )∩ L(κ ′2)] unionsq [St(κ−11 )∩ St(κ ′2)∩ L(η′)]
= F(κ1) unionsq
[
St(κ1) ∩ L
(
κ ′2
)] unionsq [St(κ1) ∩ St(κ ′2)∩ L(η′)].
Thus, the condition F(η) ∩ St(γ ) = ∅ becomes
F(κ1) ∩ St(γ ) = St(κ1) ∩ F(κ2) ∩ St(γ ) = St(κ1) ∩ St(κ2) ∩ F(η′) ∩ St(γ ) = ∅,
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FId(κ1) ∩ StId(γ ) = FId(κ2) ∩ StId(κ1) ∩ StId(γ ) = ∅,
FId(η′) ∩ StId(κ1κ2) ∩ StId(γ ) = ∅.
Similarly, for L(η) ∩ St(γ ) = ∅ we get
LId(κ1) ∩ StId(γ ) = LId(κ2) ∩ StId(κ1) ∩ StId(γ ) = ∅,
LId(η′) ∩ StId(κ1κ2) ∩ StId(γ ) = ∅.
Now, by applying Properties (1)–(3) from Lemmas 29 and 30 we see that
L(γ ) ∩ F(η) = L(γ ) ∩ (F(κ1) unionsq [St(κ1) ∩ F(κ2)] unionsq [St(κ1κ2) ∩ F(η′)])
= [L(γ ) ∩ F(κ1)] unionsq [L(γ ) ∩ F(κ2) ∩ St(κ1)]
unionsq [L(γ ) ∩ F(η′) ∩ St(κ1κ2)]= ∅.
If L(η) ∩ F(γ ) = ∅, then consider s ∈ L(η) ∩ F(γ ) and for an arbitrary normal form g =
g1 · · ·gn define the set
gs =
{
i | gi ∈ Gp(s)
}
,
so gs counts the number of syllables in the normal form of g that are in the same group as s.
Since L(γ ) ∩ F(η) = ∅, we have |(γ η)s |  |γs | + |ηs | − 1 by the same argument as in
Lemma 21. But we observe that |(ηγ )s | |γs | + |ηs | − 2. Thus, γ η = ηγ .
If L(η) ∩ F(γ ) = ∅, then by Lemma 21 we get
FId(γ η) = FId(γ ) unionsq [StId(γ ) ∩ FId(η)]
= FId(γ ) unionsq [StId(γ ) ∩ FId(κ1)] unionsq [StId(γ ) ∩ StId(κ1) ∩ FId(κ2)]
unionsq [StId(γ ) ∩ StId(κ1) ∩ StId(κ2) ∩ FId(η′)]
= FId(γ ) unionsq [StId(γ ) ∩ StId(κ1) ∩ StId(κ2) ∩ FId(η′)].
Similarly, we have
FId(ηγ ) = FId(κ1) unionsq
[
StId(κ1) ∩ FId(κ2)
]
unionsq [StId(κ1) ∩ StId(κ2) ∩ FId(η′)] unionsq [StId(η) ∩ FId(γ )],
LId(ηγ ) = LId(γ ) unionsq [StId(γ ) ∩ StId(κ1) ∩ LId(κ ′2)]
unionsq [StId(γ ) ∩ StId(κ1) ∩ StId(κ ′2)∩ LId(η′)],
LId(γ η) = FId(κ1) unionsq
[
StId(κ1) ∩ LId
(
κ ′2
)]
unionsq [StId(κ1) ∩ StId(κ ′2)∩ LId(η′)] unionsq [StId(η) ∩ LId(γ )].
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StId(κ ′2), by Corollaries 16 and 24(3). Thus, we get
FId(γ η) = FId(γ ) unionsq [StId(γ ) ∩ StId(κ1) ∩ StId(κ2) ∩ FId(η′)],
FId(ηγ ) = FId(κ1) unionsq
[
StId(κ1) ∩ GpId(κ2)
]
unionsq [StId(κ1) ∩ StId(κ2) ∩ FId(η′)] unionsq [StId(η) ∩ FId(γ )],
LId(ηγ ) = LId(γ ) unionsq [StId(γ ) ∩ StId(κ1) ∩ StId(κ2) ∩ LId(η′)],
LId(γ η) = FId(κ1) unionsq
[
StId(κ1) ∩ GpId(κ2)
]
unionsq [StId(κ1) ∩ StId(κ2) ∩ LId(η′)] unionsq [StId(η) ∩ LId(γ )].
Thus, FId(γ η) = FId(ηγ ) if and only if both the following are true.
StId(κ1) ∩ StId(κ2) ∩ FId(η′) = StId(γ ) ∩ StId(κ1) ∩ StId(κ2) ∩ FId(η′), (2)
FId(γ ) = FId(κ1) unionsq
[
StId(κ1) ∩ GpId(κ2)
] unionsq [StId(η) ∩ FId(γ )]. (3)
Similarly, LId(γ η) = LId(ηγ ) if and only if both of the following are true.
StId(κ1) ∩ StId(κ2) ∩ LId(η′) = StId(γ ) ∩ StId(κ1) ∩ StId(κ2) ∩ LId(η′), (4)
LId(γ ) = FId(κ1) unionsq
[
StId(κ1) ∩ GpId(κ2)
] unionsq [StId(η) ∩ LId(γ )]. (5)
But γ is cyclically normal with |γ |  2 and contains no floating syllables, so FId(γ ) ∩
LId(γ ) = ∅. Thus, by combining Eqs. (3) and (5), we get
∅ = FId(γ ) ∩ LId(γ ) = FId(κ1) unionsq
[
StId(κ1) ∩ GpId(κ2)
]
.
Thus, FId(κ1) = ∅, so κ1 = 1 and StId(κ1) = I . Then GpId(κ2) = ∅, so κ2 = κ ′2 = 1. Thus, γ
commutes with η′.
But γ is a cyclically normal conjugate of g and η′ = η′κ ′2κ2 = (h′c′2c2)±1, so we are done. 
Thus, the problem of finding noncyclically normal elements that commute with a cyclically
normal element g can be translated into finding a cyclically normal element that commutes with
a cyclically normal conjugate of g.
4. Centralizers of elements
We are now ready to calculate the centralizers of elements in graph products of groups. If
|g| = 0, then g = 1 and obviously ZΓGi (g) = ΓGi .
Theorem 32. If g ∈ G = ΓGi has |g| = 1, then ZG(g) = ΓJG′j , where J = GpId(g) unionsq StId(g)
and G′ = ZGj (g) if {j} = GpId(g) and G′ = Gj otherwise.j j
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g′gg′−1 = g, so in particular |g′gg′−1| = 1. If gk ∈ L(g′) ∩ St(g), then g−1k ∈ F(g′−1) ∩ St(g),
so we can cancel these syllables. Thus, we may assume that L(g′) ∩ St(g) = ∅. If gk ∈ L(g′) ∩
Gp(g), then g−1k ∈ F(g′−1) ∩ Gp(g), and we can combine the three syllables to get gkgg−1k =
gnew = 1. Thus, we may assume that L(g′)∩Gp(g) = ∅. Thus, L(g′)∩[Gp(gnew)unionsqSt(gnew)] = ∅,
and therefore the same holds for L(g′) = F(g′−1). But it then follows from Corollary 14 and
Lemmas 12 and 15 that g′gnewg′−1 is a normal form. Thus, if g′gnewg′−1 = g, then |g′| = 0, so
g′ = 1. Furthermore, we must have gnew = g, so gkgg−1k = g and gk ∈ ZGj (g).
Thus, any element g′ ∈ ΓGi that commutes with g must consist entirely of syllables that com-
mute with g plus (at most) one syllable g1 from the same group as g, and g1 itself must commute
with g. Thus, g′ = g1w1 where g1 ∈ ZGj (g) for {j} = GpId(g) and Gp(w1) ⊆ St(g). 
For the case |g| 2, we will need several preliminary lemmas.
Lemma 33. Let s1, . . . , sk be nonidentity syllables, let W0, . . . ,Wk be (possibly empty) words,
and let g = W0s1W1 · · · skWk . Suppose that
(1) si−1 /∈ Gp(si) unionsq St(si) for i = 2, . . . , k, and
(2) both Wi−1si and siWi are normal forms for i = 1, . . . , k.
Then the normal form of g contains si for each i = 1, . . . , k. In particular, g = 1.
Proof. Condition (1) says that si is an obstacle to combining any sj for j = i with any syllable
on the opposite side of si from sj . Condition (1) also says that sj cannot immediately combine
with either sj−1 or sj+1. Thus, sj does not combine with any si for i = j or any syllable of Wi for
i = j −1, j . But condition (2) says that sj does not combine with anything in either Wj−1 or Wj .
Thus, if there is any combination at all, it must be between a syllable a of Wi and a syllable b of
Wj with i < j . By Lemma 12, if a and b combine without having any other syllables cancel first,
then a and b must commute with every syllable between them. In particular, they commute with
each of si+1, . . . , sj , so none of si+1, . . . , sj are affected when we combine or cancel a and b.
Note that a ∈ L(Wi) and b ∈ F(Wj ). Thus, we can write Wi = W ′i a and Wj = bW ′j in normal
form and g becomes
g = W0s1W1 · · · siW ′i (ab)si+1 · · · sjW ′j sj+1 · · · skWk.
By Corollary 14(1), W ′j sj+1 is a normal form. Also, siW ′i (ab) is a normal form. (Either ab = 1,
which is Corollary 14(1), or ab = 1, which is Corollary 14(2).) We note that a, b ∈ St(sj ), so
sj bW
′
j = bsjW ′j is a normal form, and therefore by Corollary 14(1) so is sjW ′j . Similarly, if
ab = 1, then by Corollary 14(2), W ′i (ab)si+1 is a normal form. If ab = 1, then we note that
W ′i asi+1 = W ′i si+1a is a normal form, so by Corollary 14(1), W ′i si+1 = W ′i (ab)si+1 is a normal
form. This means the new word representing g is shorter but still contains all of the syllables si
and satisfies the original hypotheses.
Thus, when g is reduced to normal form, none of the syllables si will have been combined
with anything, so they are still present. 
Definition 34. An element g ∈ ΓGi is a simple element if g is cyclically normal and inseparable
with |g| 2.
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mute.
Proposition 35. Suppose g and h are simple elements with |h| |g|, and that gh = hg. If
F(g) ∩ St(h) = L(g) ∩ St(h) = F(h) ∩ St(g) = L(h) ∩ St(g) = ∅, (6)
then either g = hg′ or g = g′h−1 is a normal form for some g′ with |g′| = |g|−|h|. Furthermore,
g′ commutes with both g and h.
Proof. If g = hg′, then
h = g−1hg = (hg′)−1h(hg′) = g′−1hg′,
g = h−1gh = (gg′−1)−1g(gg′−1)= g′gg′−1
so g′ commutes with both g and h. The proof if g = g′h−1 is similar.
We note that g and h commute if and only if g−1h−1gh = 1. Neither g nor h contains a float-
ing syllable and g and h satisfy Eq. (6), so if L(g−1) ∩ F(h−1), L(h−1) ∩ F(g), and L(g) ∩ F(h)
are all empty, then it follows from Lemma 28 that g−1h−1gh = 1. We note that by Lemma 11,
L
(
g−1
)∩ F(h−1)= F(g) ∩ L(h),
L
(
h−1
)∩ F(g) = F(h) ∩ F(g).
If F(g)∩ L(h) = ∅, then we can replace h by h−1 to get F(g)∩ F(h) = ∅. If L(g)∩ F(h) = ∅,
then we can replace g by g−1 to get F(g) ∩ F(h) = ∅.
Thus, we may assume that F(g) ∩ F(h) = ∅ (and therefore F(g) ∩ F(h) = ∅). Write g = Ag′e
and h = Ah′e, where
F
(
g′e
)∩ F(h′e)= ∅. (7)
If h′e = 1, then we are done. If not, write g = AB−11 geB−12 and h = AB2heB1, where
Syl(B1),Syl(B2) ⊆ St(A), (8)
F(ge) ∩ L(he) ∩ St(A) = ∅, (9)
L(ge) ∩ F(he) ∩ St(A) = ∅. (10)
Since g = AB−11 geB−12 and h = AB2heB1 are both cyclically normal, we may consider gˆ =
B−12 gB2 = AB−12 B−11 ge and hˆ = B−12 hB2 = AheB1B2. If we let B = B1B2, then B is a nor-
mal form since g and h are cyclically normal. Thus, B = 1 if and only if B1 = B2 = 1, and
gˆ−1hˆ−1gˆhˆ = 1 if and only if g−1h−1gh = 1. Thus, we consider
gˆ−1hˆ−1gˆhˆ = g−1e BA−1B−1h−1e A−1AB−1geAheB
= g−1e A−1h−1e B−1geAheB, (11)
since by Eq. (8), Syl(B) = Syl(B1B2) ⊆ St(A).
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(or both) is not the identity, so B1B2 is a floating subword of h, a contradiction. Thus, we must
have he = 1.
Now, consider a syllable s ∈ F(he) and write he = sh′′e . Then Eq. (11) becomes
gˆ−1hˆ−1gˆhˆ = g−1e A−1h′′−1e s−1B−1geAsh′′eB. (12)
Let σ1 be the unique element in L(g−1e A−1h′′−1e )∩ Gp(s−1) if the intersection is nonempty, and
let σ1 = 1 otherwise. Similarly, let σ2 be in F(B−1geA) ∩ Gp(s−1) or be the identity, and let σ3
be in L(B−1geA) ∩ Gp(s) or be the identity.
Now, we note that A−1h−1e B−1 is a cyclic permutation of a normal form of h−1, so it is
cyclically normal. Similarly, B−1geA and AheB are cyclically normal. Furthermore, in the sub-
word g−1e A−1h−1e , the only possible simplification that can occur is if LId(g−1e ) ∩ FId(h−1e ) ∩
St(A) = ∅, and even then, by Eq. (9) the two syllables will combine but not cancel. Similarly,
by Eq. (10) we can have combination but not cancellation in geAhe. Finally, it follows from
Eq. (7) that F(ge) ∩ L(h−1e ) ∩ St(B−1) = ∅, so we can have combination but not cancellation in
h−1e B−1ge. Thus, σ1, σ2 = s and σ3 = s−1.
In addition, we note that s /∈ St(B−1geA) = St(g), since than we would have s ∈ St(AB2) ∩
F(he) ⊆ F(AB2heB1) = F(h), and thus s ∈ F(h) ∩ St(g), contradicting Eq. (6). Thus, there is
either an obstacle t to s in B−1geA, or there is a syllable s′ ∈ Syl(B−1geA)∩ Gp(s). But if there
is such an s′, then there must also be an obstacle t to s′ (and therefore to s) in B−1geA, since
otherwise s′ would be a floating syllable in B−1geA and therefore a floating syllable in g. Thus,
Eq. (12) becomes
gˆ−1hˆ−1gˆhˆ = W0σ1s−1σ2W1tW2σ3sW3, (13)
where W0 is the normal form of the word obtained by deleting σ1 from the end of g−1e A−1h′′e ,
W1tW2 is the result of deleting σ2 from the front and σ3 from the end of B−1geA, and W3 = h′′eB .
In particular, W0σ1, σ2W1tW2σ3, and sW3 are all normal forms. It then follows that σ2W1, W1t ,
tW2, and W2σ3 are all normal forms as well.
Finally, we note that σ1 cannot be a syllable in A−1h′′−1e , since A−1h′′−1e s−1 is a normal
form. Thus, if σ1 is not the identity, then we have
σ1 ∈ L
(
g−1e
)∩ St(A−1)∩ St(h′′−1e )∩ Gp(s−1)
= F(ge) ∩ St(A) ∩ St(h′′e ) ∩ Gp(s).
Similarly, σ2 cannot be a syllable in B−1, so if σ2 is not the identity, then
σ2 ∈ F(geA) ∩ St
(
B−1
)∩ Gp(s−1)
= [F(ge) ∩ St(B) ∩ Gp(s)] unionsq [F(A) ∩ St(ge) ∩ St(B) ∩ Gp(s)].
Thus, if neither σ1 nor σ2 is the identity, then we see that σ1 ∈ St(A) ∩ Gp(s), so in particular
F(A) ∩ Gp(s) = ∅. Thus, σ2 ∈ F(ge) ∩ St(B) ∩ Gp(s). But then σ−11 , σ2 ∈ F(ge) ∩ Gp(s), so
σ−11 = σ2.
Thus, if we let s1 = σ1s−1σ2, s2 = t , and s3 = σ3s, then none of s1, s2, or s3 is the identity.
(For s1, we know that σ1, σ2 = s, so if either σ1 or σ2 is the identity then s1 = 1. If neither σ1 nor
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i = 2,3 and furthermore, by Corollary 14(2), Wi−1si and siWi are normal forms for i = 1,2,3.
Thus, by Lemma 33, the word from Eq. (13) is not the identity, so g−1h−1gh = 1.
Thus, if there is a syllable s ∈ F(he), then g and h do not commute. Thus, we must have
he = 1, which means that B = 1, which means that B1 = B2 = 1, which means that h′e = 1, so in
fact h = A and we are done. 
Corollary 36. With the hypotheses of Proposition 35, if |g| = |h|, then g = h±1.
Proof. |g′| = |g| − |h| = 0, so g′ = 1 and either g = h · 1 = h or g = 1 · h−1 = h−1. 
Lemma 37. If γ is cyclically normal, then γ k is cyclically normal for all k.
Proof. If |γ | 1, then |γ k| 1 for all k, so γ k is cyclically normal.
If |γ | 2, we note that FId(γ )∩LId(γ ) = ∅ if and only if γ is cyclically normal and contains
no floating syllables. In particular, if γ is cyclically normal and contains no floating syllables,
these conditions imply that if γ = γ1 · · ·γn is a normal form, then γ 2 = γ1 · · ·γnγ1 · · ·γn is
also a normal form. Furthermore, by Corollary 22, F(γ 2) = F(γ ) unionsq [F(γ ) ∩ St(γ )] = F(γ ) and
L(γ 2) = L(γ ) unionsq [L(γ )∩ St(γ )] = L(γ ), and certainly γ 2 will not contain any floating syllables.
By induction, for k  1 we have that
γ k = (γ1 · · ·γn)(γ1 · · ·γn) · · · (γ1 · · ·γn)︸ ︷︷ ︸
k factors
is cyclically normal with F(γ k) = F(γ ) and L(γ k) = L(γ ). Furthermore, E(γ k) = E(γ ) =
F(γ ) × L(γ ) by Lemma 27. Similarly, γ−k is cyclically normal with F(γ−k) = L(γ ) and
L(γ−k) = F(γ ).
If γ contains floating syllables, then write γ = f1 · · ·fγ ′, where f1, . . . , f are the floating
syllables of γ . We note that all of the fi commute with each other and with γ ′. Thus, γ k =
f k1 · · ·f k γ ′k .
Now by the previous case, γ ′k is cyclically normal with FId(γ ′k) ∩ LId(γ ′k) = ∅ and γ ′k
contains no floating syllables. Furthermore, the set B(γ ) as defined in Lemma 10 is exactly
B(γ ) = {(fi, fi)}, and B(γ k) = {(f ki , f ki ) | f ki = 1}. Thus, by Lemma 10, E(γ k) = E(γ ) =
E(γ ′) = E(γ ′k), so it follows from Lemma 19 that γ k is cyclically normal. 
We also note that if γ does not contain any floating syllables, then Gp(γ ) = Gp(γ k) for all
k = 0. However, if γ does contain floating syllables, then Gp(γ k) ⊆ Gp(γ ), where the inclusion
is strict if f ki = 1 for some i.
We also get a partial converse to this lemma.
Lemma 38. Suppose h = c1c2h′c′2c−11 is written as in Corollary 24 with the normal form of
h′c′2c2 containing no floating syllables. If there exists an n such that hn = 1 and hn is cyclically
normal, then h is cyclically normal.
Proof. We write h = c1c2h′c′2c−11 = (c1c2)γ (c1c2)−1, where γ = h′c′2c2 is cyclically normal
with no floating syllables, and suppose that h is not cyclically normal (so c1c2 = 1). Then
hk = (c1c2)γ k(c1c2)−1. If |γ | = 1 and γ k = 1, then this is a normal form which is obviously
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γ k is cyclically normal with F(γ k) = F(γ ) and L(γ k) = L(γ ), so hk = (c1c2)γ k(c1c2)−1 =
c1c2γ k−1h′c′2c
−1
1 is a normal form (since F(γ k−1) = F(γ ) and L(γ k−1) = L(γ )) which is clearly
not cyclically normal. A similar argument works for k −1.
Thus, if any nonidentity power of h is cyclically normal, then h must be cyclically normal. 
The following example illustrates the need for assuming that h′c′2c2 contains no floating syl-
lables.
Example 39. Let Γ 0 = {v1, . . . , v4} and Γ 1 = {[v1, v2], [v1, v3], [v4, v2], [v4, v3]}, let Gi = 〈ci |
c2i 〉 for all i, and consider ΓGi . (Thus, c1 and c4 each commute with both c2 and c3.) Then
the word g = c1c2c3c4c−11 is a normal form (because c4 is an obstacle to combining c1 and
c−11 ) which is not cyclically normal, and h′c′2c2 = h′ = c2c3c4 contains the floating syllable c4.
However,
g2 = (c1c2c3c4c−11 )2
= c1(c2c3c4)(c2c3c4)c−11
= c1(c2c3)(c2c3)c24c−11
= c1(c2c3)2c−11
= (c2c3)2,
which is cyclically normal and not the identity.
Proposition 40. Suppose g and h are simple elements with gh = hg. Then either
(1) Syl(h) ⊆ St(g) and Syl(g) ⊆ St(h), or
(2) gm = hn for some m,n = 0.
Proof. Suppose that (1) does not hold and write h = w1ηw3, where [F(η) ∪ L(η)] ∩ St(g) = ∅
and Syl(w1),Syl(w3) ⊆ St(g), and note that |η| 1 and η commutes with g. We will eventually
prove that w1 = w3 = 1.
If η is not cyclically normal, then by Proposition 31, we may replace both it and g with cycli-
cally normal conjugates. Furthermore, this process involves conjugating by syllables of g, so w1
and w3 are unaffected. We claim that |η| 2 and that η contains no floating syllables. If |η| = 1,
then by Theorem 32, g = η′w, where Syl(w) ⊆ St(η) and η′ ∈ Gp(η) ∪ {1}. If η′ = 1, then η′
is a floating syllable in g, a contradiction. If η′ = 1, then Syl(g) ⊆ St(η), also a contradiction,
so |η|  2. If η contains a floating syllable, then by Proposition 25, g must commute with that
syllable, which reduces to the previous case.
However, even though η contains no floating syllables, it may not be inseparable. Write η =
η1 · · ·ηk where each ηi is an inseparable floating subword of η. By the argument above, |ηi | 2
for 1 i  k. By Proposition 25, we merely need to analyze whether g commutes with each ηi .
Thus, we focus on η1.
Now do the same process for g: write g = v1γ v3, where Syl(v1),Syl(v3) ⊆ St(η1) and
[F(γ ) ∪ L(γ )] ∩ St(η1) = ∅. Applying the same logic as above, we eventually end up with
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and γ commutes with η1. We will eventually show that v1 = v3 = 1.
By Proposition 25, η1 and γ commute if and only if η1 and γj commute for all 1  j  .
By construction, [F(η1) ∪ L(η1)] ∩ St(γ ) = ∅. In particular, there must be some γj such that
[F(η1) ∪ L(η1)] ∩ St(γj ) = ∅. But also by construction, [F(γj ) ∪ L(γj )] ∩ St(η1) = ∅. Thus, by
Proposition 35, if |η1| |γj |, then either γj = η1γ ′j or γj = γ ′j η−11 for some γ ′j that commutes
with η1. In particular, Gp(η1) ⊆ Gp(γj ). Repeating this process with γ ′j and η1, we will eventu-
ally get to a stage where |γ ′j | |η1|. If the lengths are equal, then by Corollary 36, γ ′j = η±11 , so
we see that Gp(γ ′j ) = Gp(η±11 ) = Gp(η1). If the inequality is strict, then we can write η1 = γ ′j η′1,
so Gp(γ ′j ) ⊆ Gp(η1). Since γ ′j was obtained from γj by deleting syllables of η1, it follows that
Gp(γj ) ⊆ Gp(η1), and thus in either case we get Gp(γj ) = Gp(η1). A similar analysis shows that
Gp(γj ) = Gp(η1) if |γj | |η1|.
Similarly, every ηi has a γj such that Gp(ηi) = Gp(γj ) and every γj has a ηi such that
Gp(ηi) = Gp(γj ). Thus, Gp(η) = Gp(γ ). But recall that g = v1γ v3, where all the syllables of v1
and v3 commute with all the syllables of η. This would mean that γ is a floating subword in g,
a contradiction. Thus, v1 = v3 = 1. Similarly, when we wrote h = w1ηw3, in fact w1 = w3 = 1.
Now, consider g|h| and h|g|. These satisfy all the hypotheses of Proposition 35, and it follows
from Lemma 37 that |g|h|| = |g| · |h| = |h|g||. Thus, by Corollary 36, g|h| = h±|g|. 
Corollary 41. Suppose g and h are simple elements. If gh = hg but Syl(h) ⊆ St(g), then
Gp(g) = Gp(h) and either Syl(g) = Syl(h) or Syl(g) = Syl(h−1).
Proof. By Lemma 37, for any simple element γ and any positive k we have that γ k is cyclically
normal with F(γ k) = F(γ ) and L(γ k) = L(γ ), and certainly Gp(γ k) = Gp(γ ) and Syl(gk) =
Syl(g). Similarly, for negative k we get Gp(γ k) = Gp(γ ) but Syl(γ k) = Syl(γ−1).
Thus, by Proposition 40, gm = hn for some m,n = 0, so Gp(g) = Gp(gm) = Gp(hn) =
Gp(h). By inverting both sides if necessary, we may assume that m> 0. If n > 0, then we get
Syl(g) = Syl(gm) = Syl(hn) = Syl(h); and if n < 0, then we get Syl(g) = Syl(gm) = Syl(hn) =
Syl(h−1). 
Lemma 42. Let g be a simple element and let u and v be simple elements that commute with g
and satisfy Eq. (6) with u and v in place of h.
Suppose v = uv′ is a normal form for some v′ with |v′| = |v| − |u|. If v′ = 1, then v′ is a
simple element which commutes with g and satisfies Eq. (6) with v′ in place of h.
Proof. Since v′ = u−1v, it obviously commutes with g.
Suppose that |v′| = 1. Then by Theorem 32, g = g′w1, where v′ ∈ St(w1) and g′ ∈ Gp(v′) ∪
{1}. If g′ = 1, then v′ ∈ St(g), so L(v)∩ St(g) = ∅, a contradiction. If g′ = 1, then g′ is a floating
syllable in g, also a contradiction. Thus, |v′| 2.
By Corollary 41, Gp(v) = Gp(g), so Gp(v′) ⊆ Gp(g). Thus, Syl(v′) ∩ St(g) = ∅, so in par-
ticular Eq. (6) is satisfied. Also, it follows from Lemma 37, Proposition 40, and Corollary 41
that F(u) = F(v) and L(u) = L(v). If v′ is not cyclically normal, then FId(v′)∩ LId(v′) = ∅. But
L(v′) ⊆ L(v) = L(u), so if this were true, then FId(v′) ∩ LId(u) = ∅, so v = uv′ would not be a
normal form. Thus, v′ is cyclically normal.
Finally, if v′ = v1v2 contains an inseparable floating subword v1, then v1 must necessarily be
cyclically normal, and as above we have |v1|  2. By Proposition 25, g commutes with v1. By
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so by Corollary 41, Syl(v1) = Syl(g). But then Syl(v2) ⊆ St(v1) = St(g), so L(v) ∩ St(g) = ∅,
a contradiction. Thus, we must have v2 = 1 so v′ = v1 is inseparable. 
Corollary 43. Assume the hypotheses of Proposition 35 and write |g| = a|h|+ b for 0 b < |h|.
Then g = hag′ or g = g′h−a for some g′ with |g′| = b, and g′ commutes with both g and h.
Proof. By replacing g by g−1 if necessary, we may assume that in the conclusion of Proposi-
tion 35 we get g = hg′. By Lemma 42, g′ satisfies the hypotheses of Proposition 35, so we may
proceed by induction.
Thus, we merely observe that if g = hg′ and g′ = g′′h−1, then g = hg′′h−1 is not cyclically
normal, so once we start with an h at the beginning of g, we must continue getting an h at the
beginning in every step. 
Corollary 44. In the notation of Corollary 43, if |g| = a|h| for some integer, then g = h±a .
Proof. In Corollary 43, |g′| = 0, so g′ = 1 and g = h±a . 
Corollary 45. Under the hypotheses of Proposition 35, gh = hg if and only if g = βk and h = β
for some β .
Proof. If g = βk and h = β, then they clearly commute. Conversely, write g = g(0) and
h = h(0). By replacing g by g−1 if necessary, we may assume that g(0) = [h(0)]α1g(1) as in Corol-
lary 43, so |g(1)| < |h(0)| and g(1) commutes with both h(0) and g(0). Then let h(1) be the element
from Corollary 43 with h(0) = [g(1)]a1h(1), with |h(1)| < |g(1)| and h(1) commuting with both
h(0) and g(1). (We cannot have h(0) = h(1)[g(1)]−a1 , because then g(0) = (h(1)[g(1)]−a1)α1g(1)
would not be a normal form.)
In general, let g(n−1) = [h(n−1)]αn−1g(n) and h(n−1) = [g(n)]anh(n) be as in Corollary 43, so
g(n) commutes with both g(n−1) and h(n−1), and h(n) commutes with both h(n−1) and g(n). Since
∣∣g(0)∣∣> ∣∣h(0)∣∣> ∣∣g(1)∣∣> ∣∣h(1)∣∣> · · · > ∣∣h(n−1)∣∣> ∣∣g(n)∣∣> · · ·
we stop when either |g(n)| = 0 or |h(n)| = 0. In the first case, g(n) = 1 and g(n−1) = [h(n−1)]αn−1 .
Then we see that
h(n−2) = [g(n−1)]an−1h(n−1) = [h(n−1)]1+an−1αn−1
and by induction, g(k) and h(k) are powers of h(n−1) for all 0 k  n − 1. In particular, g = g(0)
and h = h(0) are powers of β = h(n−1).
If |h(n)| = 0, then we see that g and h are powers of the element β = g(n). 
We note that the lengths of g(n) and h(n) are exactly the numbers obtained in using the Euclid-
ean algorithm to find the gcd of |g| and |h|. Thus, we have the following:
Corollary 46. Under the hypotheses of Proposition 35, if g and h commute then there is an
element β with |β| = m = gcd{|g|, |h|} such that β |g|/m = g and β±|h|/m = h.
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(1) β commutes with g,
(2) β satisfies Eq. (6) with β in place of h, and
(3) β has minimal length among all simple elements satisfying Properties (1) and (2).
Then, βa = g for a = ±|g|/|β|.
Proof. We first note that certainly |β| |g|. By replacing g by g−1 if necessary, we may assume
by Proposition 44 that g = βag′ with a > 0 and 0 |g′| < |β|.
If |g′| > 0, then by Lemma 42, g′ is a simple element which is shorter than β and satisfies
Properties (1) and (2), a contradiction. Thus, |g′| = 0, so g = βa . Then, we note that since β is
cyclically normal, |βa| = a|β|, so a|β| = |g| and a = |g|/|β|. 
Lemma 48. If u and v are simple elements with uj = vk for some j  k > 0, then v = uv′ is a
normal form for some v′ with |v′| = |v| − |u|.
Proof. We recall from the proof of Lemma 37 that F(γ k) = F(γ ) for any simple element γ and
any k > 0. Thus, F(u) = F(uj ) = F(vk) = F(v). Also, |uj | = j |u| and |vk| = k|v|, so |u| |v|.
Write u = a1ua1 and v = a1va1 , where a1 is maximal in the sense that F(ua1) ∩ F(va1) = ∅.
If |ua1 | = 0, then we are done. If not, consider ua1a1 and va1a1. These elements are cyclic
permutations of u and v so they are still simple, and they are conjugate to u and v so they
satisfy (ua1a1)j = (va1a1)k . Thus, F(ua1a1) = F(va1a1). Let a2 be a maximal word such that
ua1a1 = a2ua2 and va1a1 = a2va2 . By construction, F(ua1) ∩ F(va1) = ∅, so a2 must be a sub-
word of a1. Note that a2 = a1, since then a1 would be a floating subword in u. Thus, we get a2ua2
and a2va2 with |a2| < |a1| and consider ua2a2 and va2a2. We then define a3 as the maximal word
in common at the beginning of ua2a2 and va2a2 and observe that |a3| < |a2|, since otherwise a2
is a floating subword of ua2a2, and continue, obtaining |a1| > |a2| > · · · > |an| > · · · . But we
obviously cannot have an infinite strictly decreasing sequence of lengths, so in fact it must have
been the case that a1 was all of u. 
Corollary 49. If u and v are simple elements with u = v for some  = 0, then u = v.
Proposition 50. Let g be a simple element and let B be the set of all simple elements that
commute with g and satisfy Eq. (6). Then B ∪ {1} is a subgroup of ΓGi isomorphic to Z.
Proof. Let β be an element with minimal length among elements of B and let h ∈ B be any
other element (so, in particular, |h|  |β|). By Corollary 47, βa = g for a = ±|g|/|β|, and by
Proposition 40, hm = gn for some m,n = 0. If necessary, replace β with its inverse so we may
assume that a > 0 and replace h with its inverse so we may assume that m,n > 0.
Then βan = hm, with an  m > 0, so by Lemma 48, h = βh′ for some h′ with |h′| = |h| −
|β|. By Lemma 42, h′ is a simple element that satisfies Eq. (6) with h′ in place of h, so we
may proceed inductively, eventually obtaining h = βkhˆ with 0  |hˆ| < β . But |hˆ| > 0 would
contradict the minimality of β , so in fact |hˆ| = 0, so hˆ = 1 and h = βk .
Thus, every element of B is a power of β , so B ∪ {1} = 〈β〉 ∼= Z. 
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suppose that g and h satisfy Eq. (6). If gh = hg, then c1 = c2 = 1 and h′ commutes with g.
Proof. By Proposition 31, the element η = h′c′2c2 commutes with γ , a cyclically normal conju-
gate of g. Writing η = η1 · · ·ηk as a product of inseparable floating subwords, we see that each
ηj is simple and commutes with γ . Also, we note that the process from Lemmas 29 and 30 for
obtaining η from h involves conjugating g and h by syllables in S = Gp(g) unionsq St(g), so c1 and
c2 consist entirely of syllables in S. Thus, if F(h′) ∩ St(g) = ∅, then in fact F(h) ∩ St(g) = ∅.
A similar analysis shows that each ηi satisfies Eq. (6) with ηi in place of h. Thus, by Proposi-
tion 40, γmi = ηnii for some mi,ni = 0. Without loss of generality, we may assume that ni > 0,
and then γm = ηn, where n = lcm{ni} and m = ∑(min/ni). Since γ and η are conjugate to g
and h, this means that gm = hn. But gm is cyclically normal by Lemma 37. Thus, by Lemma 38
we see that h is cyclically normal, so c1 = c2 = 1. 
Putting all of these results together, we get the main theorem.
Theorem 52. Suppose g ∈ ΓGi is cyclically normal and inseparable with |g|  2. Let J =
StId(g) and let 0 represent an index not in I . Define a graph Γ g by
[
Γ g
]0 = {v0} ∪ {vj | j ∈ J },[
Γ g
]1 = {[v0, vj ] | j ∈ J}∪ Γ 1J
and let
G′j =
{ {h ∈ ΓGi | gm = hn for some m,n = 0} ∪ {1} ∼= Z, if j = 0,
Gj , otherwise.
Then,
ZG = Γ gG′j ∼= Z× ΓJGj .
Example 53. A direct product G =∏Gi can be realized as the graph product G = ΓGi , where
Γ is a complete graph. Thus, every element in normal form is cyclically normal, and the only in-
separable words are those of length one. By Theorem 32, any word which commutes with a single
syllable gi must consist entirely of syllables which commute with gi . Thus, by Proposition 25,
any word which commutes with g1 · · ·gn must consist of syllables each of which commutes with
gi for i = 1, . . . , n.
Example 54. A free product G = ∗Gi can be realized as the graph product G = ΓGi , where
Γ is a graph with no edges. Thus, every normal form is inseparable. It is clearly sufficient to
examine cyclically normal words g.
If |g| = 1, then by Theorem 32, ZG(g) is a graph product over a subgraph of Γ with vertices
J = GpId(g) unionsq StId(g). But note that StId(g) = ∅ for all g = 1, since Γ 1 is empty. Thus, ZG(g)
consists of the identity plus words of one syllable, where that syllable is in the same factor as g.
If |g|  2, then the set J = StId(g) from Theorem 52 is empty, so the centralizer is infi-
nite cyclic and consists of the identity plus all elements h ∈ ΓGi such that hm = gn for some
m,n = 0, which is exactly the description given in the author’s dissertation [1].
32 D.A. Barkauskas / Journal of Algebra 312 (2007) 9–32Recall that a full subgraph 
 of a graph Γ is a graph with 
0 ⊆ Γ 0, and such that [vi, vj ] ∈
Γ 1 plus vi, vj ∈ 
0 implies that [vi, vj ] ∈ 
1.
Definition 55. A full subgroup of ΓGi is the graph product 
Gi over a full subgraph 
 of Γ .
Thus, we can summarize Theorems 32 and 52 as follows.
Theorem 56. For a nonidentity cyclically normal and inseparable element g ∈ G = ΓGi , we
have
ZG(g) = C × F
where C is the centralizer of g in Gp(g) ∪ {1} if |g| = 1 and is infinite cyclic if |g| 2, and F is
the full subgroup ΓStId(g)Gi .
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