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Table des notations
ﬂop Opération en arithmétique ﬂottante.
O(n) Notation de Landau.
K Corps commutatif, le corps de base. En général, il égale
R ou C.
Km×n L’espace des matrices à m lignes et n colonnes, à coeﬃ-
cients dans K.
ωn e
2ipi/n.
⌊x⌋ Le plus grand entier ≤ x (partie entière de x).
log n ⌈log2 n⌉.
In La matrice identité de taille n× n.
I In s’il n’y a pas de confusion.
0n Le vecteur identiquement nul de longueur n.
ek La kième colonne de I.
A−1 L’inverse de la matrice A.
AT La matrice transposée de A.
A−T (A−1)T = (AT )−1.
A∗ La transposée conjuguée de A.
D(v) Matrice diagonale avec v1, . . . , vn sur la diagonale.
L(v) Matrice de Toeplitz triangulaire inférieure de première
colonne v.
7
8 Table des notations
v · w Le produit scalaire de v et w.
κ(A) ‖A‖2‖A−1‖2, nombre de conditionnement de A.
Chapitre 1
Introduction
La résolution des systèmes d’équations linéaires appartient aux problèmes les plus
anciens dans les mathématiques et ceux-ci apparaissent dans presque tous les domaines
scientiﬁques. Un algorithme eﬃcace et rapide, pour résoudre un système Ax = b, est donc
crucial.
En 1750 Cramer a formulé une procédure générale pour résoudre ce système. Cepen-
dant, quand on a voulu appliquer cette règle aux nouveaux problèmes en astronomie de
cette époque, où le nombre d’équations était grand (10 inconnues), le nombre des opéra-
tions arithmétiques qu’on devait faire était énorme (à l’ordre de 400 millions. La méthode
de résolution de Cramer est de l’ordre n(n + 1)! ﬂops pour un système de taille n × n).
Face à ce problème, d’autres algorithmes ont été développés. C’est le cas de la fameuse
élimination Gaussienne en 1810.
Les méthodes de résolution basées sur l’élimination de Gauss, qui sont de l’ordre n3
ﬂops, ont réduit signiﬁcativement le nombre d’opérations nécessaires pour résoudre un
système linéaire. Cependant, plusieurs applications requièrent la résolution de systèmes
linéaires de taille n× n avec n très grand. Dans ces cas, l’élimination de Gauss standard
sera très lente. C’est pour cela qu’on cherche à utiliser la structure de la matrice pour
réduire le temps de calcul.
Parmi les structures, ce sont les matrices de Toeplitz par blocs de Toeplitz (TBT) qui
nous intéressent. Une matrice de Toeplitz par blocs de Toeplitz, de taille mn×mn, formée
de m blocs de taille n× n chacun est une matrice de la forme suivante :
T =


T0 T−1 . . . T−m+1
T1 T0
. . .
...
...
. . .
. . . T−1
T−m+1 . . . T1 T0

 ,
où, pour chaque i entre −m+ 1 et m− 1, Ti est une matrice de Toeplitz de taille n× n,
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elle est donc de la forme suivante :
Ti =


ti,0 ti,−1 . . . ti,−n+1
ti,1 ti,0
. . .
...
...
. . .
. . . ti,−1
ti,−n+1 . . . ti,1 ti,0


et plus généralement, nous sommes intéressés par les matrices de Toeplitz multiniveaux
données par la déﬁnition suivante :
Définition 1.0.1. Soit E et F deux sous-ensembles de Nk. Soit T = (Tα,β)α∈E,β∈F une
matrice dont les lignes sont indexées par les éléments de E et les colonnes sont indexées
par les éléments de F .
La matrice T est dite de Toeplitz de niveau k, de taille card(E)×card(F ), si pour tous
α ∈ E et β ∈ F , le coeﬃcient Tα,β = tα−β dépend seulement en α− β.
La résolution des systèmes de Toeplitz multiniveaux n’est pas très étudiée dans la lité-
rature. Par contre, Les matrices de Toeplitz scalaires sont très bien étudiées, et plusieurs
algorithmes de résolution rapides, en O(n2) ﬂops, et ultra-rapides, en O(n log2 n) ﬂops,
sont développés. D’autres matrices scalaires avec structure, comme matrice de Hankel
de Vandermonde ou de Cauchy, sont étudiées, et des algorithmes de résolution rapides et
ultra-rapides, pour chaque classe, sont donnés. De plus, La notion de rang de déplacement
permet d’uniﬁer l’étude de ces structures, et beaucoup d’autres structures, dans une seule
approche, en déﬁnissant les matrices de type Toeplitz, de type Hankel, de type Vander-
monde et de type Cauchy, qui sont des matrices de petit rang de déplacement. Ainsi, la
multiplication rapide des matrices structurées par un vecteur, et la résolution, rapide et
ultra-rapide, des systèmes structurés, sont possibles.
Si T est une matrice TBT de taille mn ×mn, avec n la taille des blocs, alors T est
une matrice de type Toeplitz de rang de déplacement vaut 2m. Plus généralement, si T
est une matrice de Toeplitz de niveau k de taille
∏k
i=1 ni, alors T est de type Toeplitz
de rang de déplacement vaut 2
∏k−1
i=1 ni. Donc, en utilisant les algorithmes de résolution
des matrices de type Toeplitz, on peut résoudre un système TBT (resp. un système de
Toeplitz de niveau k) en O(N3/n2 log2N) (resp. en O(N3/n2k log2N)) avec N = mn (resp.
N =
∏k
i=1 ni). On peut donc, en utilisant les techniques développées pour le cas scalaire,
diviser la complexité par la carrée de la taille de dernier bloc. Ceci dû à l’utilisation de
la structure dans une seule direction. Notre objectif est d’utiliser la structure dans toutes
les directions et d’arriver, si possible, à un algorithme de résolution en O(N logωN) avec
ω ∈ R.
L’utilisation de la notion de déplacement, et surtout la notion de “petit rang de dé-
placement” , dans le cas biniveaux n’est pas eﬃcace. La question intéressante sera : est
ce qu’une autre théorie que celle de déplacement, doit être développée pour le cas mul-
tiniveaux ? On ne répond pas à cette question et on ne démontre non plus la première
prétention, par contre on donne quelques réﬂexions sur ce sujet. L’étude direct des ma-
trices TBT, sans passer par la structure de déplacement est très diﬃcile aussi, parce que
les blocs de ces matrices perdent facilement leur structure de Toeplitz.
11
Cependant, la relation entre les matrices multiniveaux et les polynômes est toujours
possible. Ceci donne la possibilité de tirer plusieurs propriétés.
Parmi les propriétés les plus importantes, il y a la multiplication rapide en O(N logN)
ﬂops pour une matrice T de taille N × N par un vecteur. Cette propriété fait penser
directement aux algorithmes itératives, pour essayer de trouver des algorithmes rapides.
Un type d’algorithmes itératives demande, à chaque itération, la multiplication de la
matrice T par une autre matrice, ce qui détruit la structure de T , et surtout dans le
cas de Toeplitz multiniveaux, et la multiplication devient de plus en plus lente. Donc ce
type d’algorithmes, dont l’algorithme de Newton fait partie, n’est pas très intéressant.
L’autre type d’algorithmes itératives, demande à chaque itération la multiplication de T
par un vecteur, et donc chaque itération demande O(N logN) ﬂops. Un tel algorithme
sera intéressant s’il converge rapidement. Or la construction des préconditionneurs pour
les matrices de Toeplitz multiniveaux n’est pas simple, et ce n’est même pas possible pour
plusieurs algèbres de matrices. L’algorithme de Weidemann donne la solution exacte après
N itérations ce qui fait un coût total de O(N2 logN) ﬂops.
Une autre propriété des matrices TBT est qu’on peut donner une relation entre la
solution du système TBT, Tx = b, et les syzygies des polynômes en deux variables. On
peut voir cette relation comme une formule de Gohberg-Semencul pour les matrices TBT.
Dans le cas scalaire le calcul des syzygies est simple et rapide, et le calcul de la solution
à partir de ces syzygies, qui est le reste d’une division euclidienne, est aussi rapide. Par
contre dans le cas des matrices TBT, le calcul sera beaucoup plus diﬃcile et il n’ y a
pas des algorithmes rapides qui calculent les syzygies ni des algorithmes qui calculent
rapidement le reste de la division.
Dans le cas particulier où T est une matrice de Toeplitz bande par blocs de Teoplitz
bande, de taille N×N et les bandes sont petites devant √N , alors on peut la décomposer
en somme d’une matrice circulante et une matrice de petit rang, ceci nous permet de
résoudre le système Tx = b en O(N3/2 log2N) ﬂops, qui est dans ce cas plus rapide que
l’élimination Gaussien pour les matrices creuses. On peut aboutir au même résultant en
plongeant T dans une matrice circulante par blocs circulants (resp. si T est symétrique,
dans une matrice de l’algèbre engendré par Z + ZT , où Z est la matrice de shift vers le
bas.), de taille un peu plus grand et qui dépend des largeurs des bandes. Mais dans ce cas
des matrices de Toeplitz bande par blocs Toeplitz bande, on remarque un comportement
bizarre qu’on peut résumer ainsi : si on prend des matrices (pseudo-)aléatoires dans cette
classe, une statistique expérimentale montre qu’elles sont mal conditionnées, et donc le
système correspondant diﬃcile à résoudre.
Contenu de la thèse
Cette thèse est constituée de cinq chapitres :
Le chapitre suivant est une introduction générale aux matrices structurées scalaires. on
rappelle, dans ce chapitre, l’algorithme de transformation de Fourier rapide (FFT), et les
propriétés des matrices circulantes. On donne la déﬁnition générale du déplacement pour
les structures de Toeplitz, de Hankel, de Vandermonde et de Cauchy, et on donne les outils
de base qui nous permettent de travailler avec les matrices de déplacement. On étudie aussi
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chaque type de matrice structurée, ce qui nous permet de donner des relations entre les
diﬀérents types de matrices structurées. On décrit ensuite la multiplication rapide d’une
matrice structurée par un vecteur. A la ﬁn, on discute les diﬀérents types d’algorithmes,
rapide et ultra-rapide, de résolution de systèmes structurés.
On donne dans le troisième chapitre des applications, en équations aux dérivées par-
tielles, en géométrie algébrique et en traitement du signal, qui donnent des systèmes TBT.
Dans les équations aux dérivées partielles, dès qu’on a un problème non trivial, nous trou-
verons des matrices TBT, en dimension 2, pour un maillage uniforme et des coeﬃcients
constants ; en dimension 3, la généralisation est évidente : matrice de Toeplitz à trois ni-
veaux. Si on tient compte des conditions aux limites dans des cas suﬃsamment généraux,
on devra passer de matrices TBT à des objets plus généraux, par exemple les matrices de
type TBT. En géométrie algébrique, les relations entre polynômes en plusieurs variables
et matrices structurées multiniveaux sont évidentes. Multiplier deux polynômes en deux
variables est équivalent à multiplier une matrice TBT par un vecteur. La résolution des
systèmes polynomiaux spéciaux peut se réduire à des systèmes linéaires dont la matrice
est Toeplitz multiniveaux. Les matrices TBT sont assez présente dans le domaine de
traitement de signal et surtout dans le traitement d’images.
On étudie les matrices TBT et le déplacement en biniveaux dans le quatrième chapitre.
On démontre quelques propriétés pour les matrices TBT. Puis, on étudie la diﬃculté de
la généralisation de la notion de déplacement au cas biniveaux, ce qui se traduit par une
diﬃculté de généralisation des algorithmes de résolution des système structurés scalaires
aux cas biniveaux.
Dans le cinquième chapitre, on traite le cas particulier des matrices de Toeplitz bandes
par Toeplitz bande. On donne pour ce cas de système, deux algorithmes de résolution
rapide. On donne une statistique expérimentale qui prouve que ces matrices sont mal
conditionnées et que c’est pas le cas pour les matrices de Toeplitz bande scalaires.
Dans le sixième chapitre, on étudie la résolution d’un système de Toeplitz scalaire,
T u = g d’un nouveau point de vue, en donnant une relation entre la solution d’un tel
problème et les syzygies des polynômes d’une seule variable. On donne une connexion
explicite entre les générateurs d’une matrice de Toeplitz et les générateurs du module des
syzygies correspondant. On démontre que ce module est engendré par deux éléments de
degré n et que la solution de T u = g peut être interprétée comme le reste d’un vecteur,
associé à g, par ces deux générateurs. On fait la généralisation de cette approche aux
problèmes en plusieurs variables. On démontre, tout d’abord, comment on peut étendre la
notion des générateurs en une matrice TBT T , puis on décrit la structure des générateurs
du module des syzygies correspondants aux générateurs de T , et comment on peut déduire
la solution du problème T u = g à partir de ces générateurs. Ce qui donne un nouveau
point de vue pour résoudre les système de Toeplitz par blocs de Toeplitz.
Chapitre 2
Introduction générale aux matrices
structurées et résolution rapide pour les
matrices scalaires structurées
2.1 Introduction
Plusieurs problèmes en mathématiques appliquées requièrent la résolution de systèmes
linéaires de taille n×n. Pour des systèmes de petite taille, il y a pas de grande avantage à
utiliser des algorithmes de résolution non standards. Cependant, n peut être très grand, et
parfois ces systèmes doivent être résolus de multiples fois. Dans de tels cas, les algorithmes
standards basés sur l’élimination de Gauss demandent O(n3) opérations arithmétiques
pour un système de taille n × n, et ce sera un handicap pour le calcul. C’est pour cela
qu’on cherche à utiliser la structure pour réduire le temps de calcul. Les structures de
matrices creuses, bandes, triangulaires, symétriques... mais aussi de Toeplitz, de Hankel,
de Vandermonde, de Cauchy et beaucoup d’autres types sont sont couramment exploitées.
Rappelons rapidement la déﬁnition de ces dernières structures algébriques : une ma-
trice de Toeplitz (resp. de Hankel) est constante le long de ses diagonales descendante
(resp. montantes), le terme général d’une matrice de vandermonde est de la forme xji et
le terme général d’une matrice de Cauchy est de la forme 1/(si − tj).
Les algorithmes de calcul matriciel développés depuis les années cinquante exploitent
les diﬀérents types de structures creuses, mais aussi les structures de nature plus algé-
brique.
Les plus connues sont les matrices de Toeplitz et de Hankel, mais les matrices de
Vandermonde et de Cauchy sont familière aussi. Ces dernières sont utiles pour leurs ap-
plications en mécanique céleste et décodage algébrique. Ces quatre types apparaissent en
relation avec les polynômes, l’interpolation rationnelle et l’évaluation multipoint (voir [9],
[103], [98]). On conseille au lecteur de se référer à [18], [69], [133], [120], [111], [94] et [47]
qui décrivent certaines des nombreuses applications pratiques et théoriques du calcul avec
les matrices structurées. On peut déﬁnir quatre classes plus générales : type Toeplitz, type
Hankel, type Vandermonde, type Cauchy qui incluent les matrices de Bézout, de Loewner,
de Pick, de Sylvester et matrices de sous-resultant.
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La complexité du calcul avec une matrice structurée de taille n × n est beaucoup
plus faible que pour une matrice générale de taille n × n. En eﬀet, pour une matrice
pleine générale il faut n2 mots en mémoire pour la stocker et O(nω) opérations avec
2.37 < ω ≤ 3 pour résoudre le système et pour ω < 3, la constante est très grande. Par
contre, les algorithmes les plus rapides pour des matrices pleines structurées demandent
O(n) mots en mémoire et O(n log2 n) opérations pour résoudre le système.
Les matrices mentionnées sont pleines, mais leurs coeﬃcients dépendent de O(n) pa-
ramètres seulement. La notion de rang de déplacement permet d’uniﬁer l’etude de ces
structures dans une seule approche. Notons Z la matrice de shift vers le bas, c’est-à-dire
Z =


0 0 . . . 0
1 0
. . . 0
...
. . .
. . .
...
0 . . . 1 0

 .
Le déplacement de la matrice A de taille n × n vaut D = A − ZAZT et le rang de
déplacement de A est le rang de déplacement de A est le rang de la matrice D. Un calcul
élémentaire montre que si A est une matrice de Toeplitz, les seuls coeﬃcients non nuls de
son déplacement sont situés dans sa première ligne et sa première colonne, lesquelles sont
respectivement égales à la première ligne et à la première colonne de A. Ainsi D contient
toute l’information incluse dans A. Plus généralement, A sera dite de type Toeplitz, si
son rang de déplacement est petit devant n. On peut retrouver toute l’information de A
à partir de D en remarquant que
A = D + ZDZT + · · ·+ Zn−1D(ZT )n−1.
L’idée de déplacement s’est révélée bien plus puissant est bien plus générale qu’on ne
l’avait imaginée. Elle a été étendue aux autres types de matrices structurées et elle joue
un rôle central pour construire et analyser les algorithmes [64], [48], [49].
L’étude des matrices structurées nous donne les outils que, logiquement, on doit es-
sayer de les généraliser pour obtenir des algorithmes de résolution rapides de systèmes de
Toeplitz par blocs de Toeplitz.
Dans ce chapitre , on va étudier les matrices structurées et les algorithmes associés. Il
sera décomposé de la façon suivante :
Dans la section suivante, on rappellera l’algorithme de transformation de Fourier rapide
(FFT), et les propriétés des matrices circulantes.
Dans la troisième section, on donnera la déﬁnition générale du déplacement pour les
structures de Toeplitz, de Hankel, de Vandermonde et de Cauchy. Puis, on donnera les
outils de base qui nous permettent de travailler avec les matrices de déplacement. On
étudiera ensuite chaque type de matrice structurée. On donnera, enﬁn les rélations entre
les diﬀérents types de matrices structurées.
On décrira, dans la section 4, la multiplication rapide d’une matrice structurée par un
vecteur.
Dans la dernière section, on discutera les diﬀérents types d’algorithmes, rapide et
ultra-rapide, de résolution des système structurés.
2.2. Préliminaire 15
Dans ce chapitre on ne considère que des matrices carrées, les matrices rectangulaires
peuvent être étudiées de la même manière. Si la taille des matrices n’est pas précisée, ce
sera n× n, et on utilisera les notations suivantes :
Définition 2.1.1. Jn (J s’il n’y a pas de confusion) sera la matrice de taille n × n
suivante :
Jn =

 1. . .
1


Proposition 2.1.2. La matrice J est symétrique et orthogonale, donc J2 = I.
Définition 2.1.3. On déﬁnit Zϕ la matrice suivante :
Zϕ =


0 0 . . . ϕ
1 0 . . . 0
...
. . .
. . .
...
0 . . . 1 0

 ,
et Cϕ l’algèbre engendrée sur K par Zϕ. La matrice Z0 sera notée Z, comme on l’a vu
précédement.
On peut remarquer facilement que, pour ϕ 6= 0, Zϕ est inversible et Z−1ϕ = ZT1/ϕ.
Définition 2.1.4. Soit A une matrice par blocs donnée comme suit :
A =
(
A11 A12
A21 A22
)
,
telle que A11 soit inversible. Le bloc S donné par
S = A22 − A21A−111 A12
s’appelle le complément de Schur de A11 dans A.
2.2 Préliminaire
Dans cette section, on rappellera quelques outils qui seront très utile dans la suite de
ce travail.
2.2.1 FFT
La transformée de Fourier rapide, FFT (Fast Fourier Transform), est l’un des algo-
rithmes dont la publication a provoqué une véritable révolution dans le calcul. C’est, sans
doute, l’algorithme le plus important en mathématiques appliquées et ingénierie. Charles
Van Loan a écrit dans son livre [132] : "The fast Fourier transform is one of the truly
great computational developments of this century. It has changed the face of science and
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engineering so that it is not an exaggeration to say that life as we know it would be very
diﬀerent without FFT". L’importance de la FFT provient de deux facteurs distincts : sa
présence dans une pléthore d’applications, dans presque tout les secteurs de la techno-
logie informatique, et la disponibilité d’algorithmes rapides et précis pour la calculer. Il
est associé aux noms de James Cooley et John Tuckey qui ont publié cet algorithme en
1965. Il calcule rapidement la transformation de Fourier discrète et il a été redécouvert
plusieurs fois depuis Gauss, et surtout par Danielson et Lanczos en 1942. La FFT permet
de ramener le calcul de la transformation de Fourier discrète de O(n2) ﬂops à O(n log n)
ﬂops. Voir [62] pour une histoire plus détaillée sur la FFT.
Définition 2.2.1. La matrice de Fourier d’ordre n est la matrice Fn suivante :
Fn =
1√
n


1 . . . . . . 1
1 ωn . . . ω
n−1
n
...
. . .
. . .
...
1 wn−1n . . . ω
(n−1)2
n

 = 1√n (ωijn )0≤i,j≤n−1 .
S’il y a pas de confusion on utilise F à la place de Fn.
Définition 2.2.2. La transformation de Fourier discrète d’un vecteur v = (v0, . . . , vn−1)
T
est le vecteur F v ; il sera noté par la suite vˆ = (vˆ0, . . . , vˆn−1)
T .
Proposition 2.2.3. La matrice F est symétrique et unitaire.
Démonstration. La symétrie est évidente. Ecrivons FF ∗ = (ai,j)1≤i,j≤n. Comme F
H =
1√
n
(
ω−ijn
)
0≤i,j≤n−1
, alors
ai,j =
1
n
n∑
k=1
ω(i−1)(k−1)n ω
−(k−1)(j−1)
n =
1
n
n∑
k=1
ω(i−j)(k−1)n .
Par suite, si i = j alors ai,i = 1n
∑n
k=1 1 = 1 et si i 6= j alors ai,j = 0 comme somme des
exposants d’une racine nième de l’unité.
Remarque 2.2.4. La matrice de Fourier Fn est la matrice de Vandermonde associée au
vecteur (1, ωn, . . . , ω
n+1
n ). Donc, si on associe au vecteur v le polynôme v(x) =
∑n−1
i=0 vix
i
alors vˆ est simplement le vecteur dont les composantes correspondent à l’évaluation de
v(x) aux racines nième de l’unité.
Proposition 2.2.5 (Algorithme FFT). Si n est une puissance de 2, alors on peut calculer
vˆ en 3
2
n log n ﬂops.
Démonstration. On pose n = 2m, et v[0] = (v0, v2, . . . , vn−2)T , v[1] = (v1, v3, . . . , vn−1)T ;
notons vˆ[0] et vˆ[1] les transformations de Fourier discrètes de taille m de v[0] et v[1] respec-
tivement.
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Pour j variant de 0 à n− 1, on a :
vˆj =
n−1∑
k=0
vkω
jk
n
=
m−1∑
k=0
v
2k
ω2jk2m +
m−1∑
k=0
v
2k+1
ω
2j(k+1)
2m
=
m−1∑
k=0
v
2k
ωjkm + ω
j
2m
m−1∑
k=0
v
2k+1
ωjkm
car ω2jk2m = e
2ipi.2jk/2m = e2ipi.jk/m = ωjkm . Donc{
vˆj = vˆ
[0]
j + ω
j
nvˆ
[1]
j si 0 ≤ j ≤ m− 1
vˆj = vˆ
[0]
j−m + ω
j
nvˆ
[1]
j−m
si m ≤ j ≤ n− 1
Ainsi pour calculer la transformation de Fourier d’un vecteur de taille n, il suﬃt de
calculer la transformation de Fourier de deux vecteurs de taille n/2 chacun, de faire n/2
multiplications et n additions. En eﬀet, pour m ≤ j ≤ n− 1, vˆj = vˆ[0]j−m + ωjnvˆ[1]j−m = vˆj =
vˆ
[0]
j−m − ωj−mn vˆ[1]j−m, or le nombre ωj−mn vˆ[1]j−m est déjà calculé, donc pour m ≤ j ≤ n − 1 il
suﬃt de faire une addition. Si c(n) est le nombre d’opérations arithmétiques nécessaires
pour calculer la transformation de Fourier d’un vecteur de taille n, alors
c(n) = 2c(n/2) + 3n/2
Par récurrence et en remarquant que c(1) ne demande aucune opération, on a donc
c(n) =
3
2
n log n.
2.2.2 Matrice circulante
Les matrices circulantes jouent un rôle important dans l’étude des matrices structurées.
C’est pour cela qu’on étudiera ici leurs propriétés.
Définition 2.2.6. Une matrice C(r) carrée de taille n× n est dite circulante si elle a la
forme suivante :
C(r) = (r Z1r . . . Z
n−1
1 r)
avec r = (r0 r1 . . . rn−1)
T la première colonne de C et Z1 donnée par la déﬁnition (2.1.3).
Ainsi C(r) est de la forme suivante :
C(r) =


r0 rn−1 . . . r1
r1 r0 . . . r2
...
. . .
. . .
...
rn−1 . . . r1 r0

 .
S’il y a pas de confusion, on utilise C à la place de C(r).
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Lemme 2.2.7. On peut décomposer C de la manière suivante :
C = r0I + r1Z1 + · · ·+ rn−1Zn−11 .
Démonstration. En utilisant le fait que Zk1 ej = e(j+k) mod n on a
(r0I + r1Z1 + · · ·+ rn−1Zn−11 )ej = r0 + r1ej+1 + · · ·+ rn−jen + rn−j+1e1
+ · · ·+ rn−1ej−1 = Zj−11 r = Cej.
Donc la jième colonne de C et de r0I + r1Z1 + · · ·+ rn−1Zn−11 sont égales.
Lemme 2.2.8. On a FZ1 = DF , où D = diag(1, ω, ω
2, . . . , ωn−1).
Démonstration. Evident, en comparant les (i, j)ième coeﬃcients de FZ1 et DF .
Théoreme 2.2.9. Si C(r) est une matrice circulante de taille n × n, alors elle est dia-
gonalisable par F . Plus précisement
C = F ∗DF,
avec D = diag(Fr).
Démonstration.
FCF ∗ = F
(
n−1∑
i=0
riZ
i
1
)
F ∗ =
n−1∑
i=0
riFZ
i
1F
∗ =
n−1∑
i=0
ri(FZ1F
∗)i =
n−1∑
i=0
riD
i
avec D = diag(1, ω, . . . , ωn−1) donc Dk = diag(1, ωk, . . . , ω(n−1)k) et par suite, en compa-
rant les éléments de la diagonale, on aura
∑n−1
i=0 riD
i = diag(Fr).
Corollaire 2.2.10. Soient C(r) une matrice circulante dont la première colonne est r =
(r0 . . . rn−1)
T et posont rˆ = (rˆ0 . . . rˆn−1)
T = Fr. L’inverse de C(r) est une matrice
circulante donnée par C−1(r) = C(r′) avec
r′ = F ∗
(
1
rˆ0
, . . . ,
1
rˆn−1
)T
.
Démonstration. On peut décomposer C(r) = F ∗DF , avec D = diag(Fr). Donc
C−1(r) = F ∗D−1F = F ∗diag(r˜)F = F ∗diag(FF ∗r˜)F = C−1(r′),
avec r˜ = (1/r0, . . . , 1/rn−1).
Corollaire 2.2.11. On peut inverser C(r) en O(n log n) ﬂops.
Démonstration. Le calcul de rˆ coûte une FFT et puis le calcul de r′ coûte n ﬂops + une
FFT.
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Corollaire 2.2.12. La multiplication d’une matrice circulante, de taille n × n, par un
vecteur coûte O(n log n) ﬂops.
Démonstration. On a C(r)v = F ∗diag(Fr)Fv, donc la multiplication matrice circulante-
vecteur demande trois FFT.
Corollaire 2.2.13. L’ensemble des matrices circulantes forme une algèbre commutative.
Démonstration. Soient C et C ′ deux matrices circulantes. La matrice C +C ′ est évidem-
ment une matrice circulante. De plus,
CC ′ = F ∗DFF ∗D′F = F ∗DD′F = F ∗D′DF = C ′C,
avec D = diag(Fr) et D′ = diag(Fr′), où r et r′ sont les premières colonnes de C et C ′
respectivement. donc CC ′ = C ′C. De plus elle est circulante de première colonne égale r′′
avec (Fr′′)i = (Fr)i(Fr′)i pour i = 0, . . . , n− 1.
2.2.3 Matrices ϕ-circulantes
Plus généralement, on peut déﬁnir une classe des matrice qui a les mêmes propriétés
de la classe des matrices circulantes :
Définition 2.2.14. Soit Cϕ(r) une matrice carrée de taille n×n, dont r = (r0, . . . , rn−1)T
est sa première colonne. Cϕ(r) est dite ϕ-circulante si elle a la forme suivante :
Cϕ(r) =


r0 ϕrn−1 . . . ϕr1
r1 r0 . . . ϕr2
...
. . .
. . .
...
rn−1 . . . r1 r0

 .
Proposition 2.2.15. Soit Cϕ(r) une matrice ϕ-circulante de taille n × n. elle est aussi
diagonalisable par F , et plus précisement on a :
Cϕ(r) = D
−1
ϕ F
∗DFDϕ,
avec D = diag(FDϕr), Dϕ = diag(1 δ δ
2 . . . δn−1), pour n’importe quel δ ∈ K qui vériﬁe
δn = ϕ.
Démonstration. On peut voir simplement que Zϕ = δDϕZ1D−1ϕ , donc Z
i
ϕ = δ
iDϕZ
i
1D
−1
ϕ .
Donc on a
Cϕ(r) =
n−1∑
i=0
riZ
i
ϕ = Dϕ
(
n−1∑
i=0
δiriZ
i
1
)
D−1ϕ = DϕC(Dϕr)D
−1
ϕ
Proposition 2.2.16. L’inverse d’une matrice ϕ-circulante, Cϕ(r), est ϕ-circulante de
première colonne F ∗ (1/rˆ0, . . . , 1/rˆn−1)
T
20 Chapitre 2. Matrices structurées
Corollaire 2.2.17. On peut inverser une matrice ϕ-circulante de taille n en O(n log n)
ﬂops.
Corollaire 2.2.18. La multiplication d’une matrice ϕ-circulante, de taille n et ϕ ∈ K,
par un vecteur coûte O(n log n) ﬂops.
Corollaire 2.2.19. Pour un ϕ ∈ K, l’ensemble des matrices ϕ−circulantes forme une
algèbre commutative.
Définition 2.2.20. Cϕ est l’algèbre engendrée sur K par Zϕ.
Avec cette notation, C0 est la classe des matrices triangulaires inférieures, C1 est la
classe des matrices circulantes et Cϕ est la classe des matrices ϕ-circulantes.
2.3 Structure de déplacement
Le tableau (2.1) donne les matrices structurées usuelles :
Toeplitz, T = (ti−j)
n−1
i,j=0 Hankel, H = (hi+j)
n−1
i,j=0
T =


t0 t−1 . . . t−n+1
t1 t0
. . .
...
...
. . .
. . . t−1
tn−1 . . . t1 t0

 H =


h0 . . . hn−2 hn−1
... . .
.
. .
.
hn
hn−2 hn−1 .
. . ...
hn−1 hn . . . h2n−2


Vandermonde, V = V (x) = (xj−1i )
n
i,j=1 Cauchy, C = C(s, t) = (
1
si−tj
)n−1i,j=0
V =


1 x1 . . . x
n−1
1
1 x2 . . . x
n−1
2
...
...
...
1 xn . . . x
n−1
n

 C =


1
s1−t1
. . . 1
s1−tn
...
...
1
sn−t1
. . . 1
sn−tn


Tab. 2.1 – Déﬁnition des matrices de Toeplitz, de Hankel, de Vandermonde et de Cauchy.
Ces structures et beaucoup d’autres peuvent être uniﬁées en utilisant le concept de
déplacement. Ce concept a été introduit en premier temps dans [43] et [70] en relation
avec les matrices de Toeplitz. Après les nombreuses applications de cette approche, elle a
été étendue signiﬁcativement en [64] à d’autres modèles de structure.
Rappelons à present des déﬁnitions et des observations classiques sur les matrices
structurées.
Définition 2.3.1. Soit A dans Kn×n. Une paire de (G,H), avec G et H dans Kn×d est
appelé un générateur de longueur d de la matrice A si elle peut s’écrire comme produit
GHT . La longueur minimale de d est le rang de A, et sera noté rang(A).
2.3. Structure de déplacement 21
Les générateurs longs sont simples à calculer, mais les petits générateurs sont les plus
intéressants. En particulier, si r = rang(A) est petit devant n, alors on peut représenter
A par 2nr coeﬃcients à la place des n2 coeﬃcients de A. C’est mieux pour le stockage
et cela nous permet de multiplier A par un vecteur en 4nr − n − r ﬂops à la place de
2n2 − n ﬂops. Supposons que A et B possèdent respectivement un générateur (G, H)
de longueur r et (K, L) de longueur s. Alors (GHTK,L) est un générateur de AB de
longueur s et (G,HKTL) est un générateur de AB de longueur r. On peut calculer ces
générateurs en 4nrs ﬂops. Si on veut par exemple les coeﬃcients de AB, la méthode
naïve demande 2n3 +O(n2) opérations, alors que le passage par les générateurs demande
4nrs+ 2n2min(r, s) qui est petit devant 2n3 si r et s sont petits devant n.
Pour une matrice structurée A, on cherche un opérateur L qui transforme A en une
matrice, L(A), de petit rang, et telle qu’on puisse facilement retrouver A à partir de son
image L(A).
Définition 2.3.2. Soit L : Kn×n −→ Kn×n. Soient A ∈ Kn×n, G, H ∈ Kn×d telles que
L(A) = GHT . Alors r = rang(L(A)) est appelé le L-rang de A et la paire G, H est appelée
L-générateur de A de longueur d.
Le calcul d’un L-générateur de A de longueur minimale se fait par une décomposition
LU ou par une décomposition en valeurs singulières (SVD) de L(A). Un L-générateurs
calculé en utilisant la SVD est appelé L-générateur orthogonal. Les générateur orthogo-
naux sont plus stables pour le calcul numérique, voir [10], [100], [102], [106]. En utilisant
une décomposition LU ou une décomposition SVD, le calcul du générateur demandera
O(n3) ﬂops. Si L(A) est donnée par un générateur G,H de longueur R > r, on peut
calculer un générateur de longueur r à partir de G,H en O(R2n) ﬂops (voir [9] problème
2.2.11b, [102]).
L’idée des algorithmes adaptés aux matrices structurées repose sur trois principes :
1. Compression : la matrice structurée A sera codée par son déplacement L(A), qui
est de petit rang. On a vu, ci dessus, que les opérations matricielles seront plus
rapides avec des matrices de rang petit. En pratique rang(L(A)) doit être très petit
devant n pour que ces algorithmes soient eﬃcaces. On a vu aussi, qu’en général,
cette étape est coûteuse, parce qu’elle demande O(n3) ﬂops. Donc, en général, la
matrice A sera donnée par un L-générateur.
2. Opération : les opérations sur A peuvent se être traduites en opérations sur L(A)
par des techniques adaptées qui préservent la structure ; elles donnent parfois des
générateurs qui ne sont pas minimaux, mais les rendre minimaux ne coûte pas chère,
comme on l’a vu ci dessus.
3. Décompression : le résultat des opérations se recupére à partir du déplacement.
Définition 2.3.3. Une matrice A est dite structurée s’il existe un opérateur L qui satisfait
les trois conditions ci-dessus, et telle que rang(L(A)) est petit devant n.
2.3.1 Opérateurs de déplacement
On utilisera les deux types d’opérations suivants :
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Définition 2.3.4. L’opérateur de déplacement DM,N est déﬁni comme suit :
DM,N : K
n×n −→ Kn×n
A 7−→ MA− AN (2.1)
Proposition 2.3.5. L’opérateur DM,N est inversible si et seulement si
spec(M) ∩ spec(N) = ∅
Démonstration. Voir [7].
Définition 2.3.6. On déﬁnit l’opérateur ∆M,N de la manière suivante :
∆M,N : K
n×n −→ Kn×n
A 7−→ A−MAN
Pour l’opérateur ∆M,N , on peut pas donner un cas général où cet opérateur sera
inversible. Mais on va l’étudier pour chaque type de structure.
Il y a des relations entre les deux types d’opérateurs comme on va le voir à present.
Proposition 2.3.7. DM,N = M∆M−1,N si la matrice M est inversible, et DM,N =
−∆M,N−1N si N est inversible.
2.3.2 Opérations de base
Notons sur quelques propriétés de base
Proposition 2.3.8. Soient A, B, M N, L ∈ Kn×n, alors
1. DM,N(A+B) = DM,N(A) +DM,N(B),
2. DM,N(A
T ) = −DNT ,MT (A)T ,
3. DM,N(A
−1) = −A−1DN,M(A)A−1,
4. DM,N(AB) = DM,L(A)B + ADL,N(B),
5. ∆M,N(A+B) = ∆M,N(A) + ∆M,N(B),
6. ∆M,N(A
T ) = ∆NT ,MT (A)
T ,
7. ∆M,N(AB) = ∆M,L(A)B +MADL,N(B), donc
(a) ∆M,N(AB) = ∆M,L(A)B +MAL∆L−1,N(B) si L est inversible,
(b) ∆M,N(AB) = ∆M,L(A)B −MA∆L,N−1(B)N si N est inversible,
8. (a) ∆M,N(A
−1) = MA−1∆N,M(A)M
−1A−1 si M est inversible, et
(b) ∆M,N(A
−1) = A−1N−1∆N,M(A)A
−1N si N est inversible.
En particulier, en supposant que rangM,N(A) désigne rang(DM,N(A)) ou rang(∆M,N(A)),
on obtient :
1. rangM,N(A+B) ≤ rangM,N(A) + rangM,N(B),
2. rangM,N(A
T ) = rangNT ,MT (A),
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3. rangM,N(A
−1) = rangN,M(A) (pour ∆M,N , il faut que M ou N soit inversible),
4. rangM,N(AB) ≤ rangM,L(A) + rangL,N(B). (pour ∆M,N , il faut que M ou N soit
inversible).
Ces formules sont particulièrement sympathiques lorsque M = N . Aussi, elles nous
permettent de calculer des générateurs pour les matrices produites, en termes des matrices
données (sauf pour l’inversion, bien évidemment). En eﬀet,
Proposition 2.3.9. Soient
DM,N(A) = G1H
T
1 , DM,N(B) = G2H
T
2 et DN,L(B) = G3H
T
3
des générateurs de longueur r1, r2 et r3 respectivement, alors
1. DNT ,MT (A
T ) = H1G
T
1 ,
2. DM,N(A+B) = (G1|G2)(H1|H2)T ,
3. DN,M(A
−1) = (−A−1G)(A−TH)T ,
4. DM,L(AB) = (G1|AG3)(BTH1|H3)T .
Ici la notation (K|L) désigne une matrice formée en concaténant les colonnes de K puis
celle de L.
Considérons maintenant la décomposition par blocs
A =
(
A1,1 A1,2
A2,1 A2,2
)
n1
n2
n1 n2
et de même pour les matrices M et N . Le résultat suivant fournit des formules pour le
déplacement de chacun des blocs. La vériﬁcation est directe.
Proposition 2.3.10. Pour 1 ≤ i, j ≤ 2
DMi,i,Nj,j(Ai,j) = DM,N(A)i,j − Ai,3−jN3−j,j +Mi,3−iA3−i,j.
Maintenant supposons A1,1 inversible et soit
S = A2,2 − A2,1A−11,1A1,2 ∈ Kn2×n2
le complément de Schur de A1,1 dans A. En combinant les trois propositions ci dessus on
peut obtenir une expression pour le déplacement de S.
Proposition 2.3.11. Supposons que A et A1,1 sont inversibles. Si M est triangulaire
inférieure et N est triangulaire supérieure, alors rang(DM2,2,N2,2(S)) ≤ rang(DM,N(A)).
Si de plus
DM,N(A) = GH
T =
(
G1
G2
)(
HT1 H
T
2
)
,
alors
DN2,2,M2,2(S
−1) = (B2,1G1 +B2,2G2)(B
T
1,2H1 +B
T
2,2H2,2)
T ,
avec
A−1 =
(
B1,1 B1,2
B2,1 B2,2
)
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Pour démontrer cette proposition on va utiliser le lemme suivant, qui sera aussi très
utile dans la suite :
Lemme 2.3.12. Soit A une matrice inversible donnée par la décomposition par blocs
suivante :
A =
(
A1,1 A1,2
A2,1 A2,2
)
n1
n2
n1 n2
;
et si A1,1 est inversible, alors :
A−1 =
(
A−11,1 + A
−1
1,1A1,2S
−1A2,1A
−1
1,1 −A−11,1A1,2S−1
S−1A2,1A
−1
1,1 S
−1
)
Démonstration. La décomposition LDU de A est donnée par
A =
(
A1,1 A1,2
A2,1 A2,2
)
=
(
I 0
A2,1A
−1
1,1 I
)(
A1,1 0
0 S
)(
I A−11,1A1,2
0 I
)
(2.2)
avec S = A2,2 − A2,1A−11,1A1,2 le complément de Schur de A1,1. Alors
A−1 =
(
I −A−11,1A1,2
0 I
)(
A−11,1 0
0 S−1
)(
I 0
−A2,1A−11,1 I
)
(2.3)
=
(
A−11,1 + A
−1
1,1A1,2S
−1A2,1A
−1
1,1 −A−11,1A1,2S−1
S−1A2,1A
−1
1,1 S
−1
)
Démonstration. (de la proposition). CommeDM,N(A) = GHT alors d’après la proposition
(2.3.9)
DN,M(A
−1) = (−A−1G)(A−TH)T
=
(
B1,1G1 +B1,2G2
B2,1G1 +B2,2G2
)(
HT1 B1,1 +H
T
2 B2,1 H
T
1 B1,2 +H
T
2 B2,2
)
et comme S−1 = (A−1)2,2, alors d’après la proposition (2.3.10)
DN2,2,M2,2(S
−1) = DN,M(A
−1)2,2 = (B2,1G1 +B2,2G2)(B
T
1,2H1 +B
T
2,2H2)
T
car N est triangulaire supérieure et M est triangulaire.
Les générateurs ainsi produits ne pas forcément de longueur minimale. Mais comme
on a vu, cela ne coûte pas chèr de les rendre minimaux.
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2.3.3 Matrice de type Toeplitz
Soit T = (ti−j)
n−1
i,j=0 une matrice de Toeplitz de taille n. On remarque facilement que
∀ϕ, ψ ∈ K on a :
DZϕ,Zψ(T ) =


ϕtn−1 − t−1 ϕtn−2 − t−2 . . . ϕt1 − t−n+1 ϕt0 − ψt0
t−n+1 − ψt1
© ...
t−2 − ψtn−2
t−1 − ψtn−1

 ,
et que
∆Zϕ,ZTψ (T ) =


t0 − ψϕt0 t−1 − ϕtn−1 . . . t−n+1 − ϕt1
t1 − ψt−n+1
... ©
tn−1 − ψt−1

 .
On déduit donc que rang(DZϕ,Zψ(T )) ≤ 2 et rang(∆Zϕ,ZTψ (T )) ≤ 2. En général, on pose la
déﬁnition suivante
Définition 2.3.13. Soit A une matrice de taille n × n. Elle est dite de type Toeplitz si
rang(DZϕ,Zψ(T ))≪ n ou si rang(∆Zϕ,ZTψ (T ))≪ n.
On remarque facilement, par exemple, que l’inverse d’une matrice de Toeplitz, n’est
pas une matrice de Toeplitz, cependant c’est une matrice de type Toeplitz de rang de
déplacement au plus 2. La multiplication de deux matrice de Toeplitz est de type Toeplitz,
de rang de déplacement au plus 4, et le complément de Schur dans une matrice de Toeplitz
est de type Toeplitz de rang de déplacement au plus 2. Plus généralement on va montrer
des résultats reliant une matrice de type Toeplitz aux générateurs de son déplacement par
∆ et par D :
Proposition 2.3.14. Soit A une matrice de type Toeplitz donnée, pour G, H ∈ Kn×r,
et ϕ, ψ ∈ K∗ tels que ϕψ 6= 1, par
∆Zϕ,ZTψ (A) = GH
T =
r∑
i=1
gih
T
i
alors
A =
1
1− ϕψ
r∑
i=1
Cϕ(gi)C
T
ψ (hi) (2.4)
et, en particulier,
∆Z,ZT (A) = GH
T
alors
A =
r∑
i=1
L(gi)L
T (hi) (2.5)
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Démonstration. Voir [107] pour la forme (2.4). La forme (2.5) est démontrée par exemple
dans [9], théorème 2.11.2.
Proposition 2.3.15. Soit A une matrice de type Toeplitz donnée, pour G, H ∈ Kn×r,
et ϕ, ψ ∈ K∗ tels que ϕ 6= ψ, par
DZϕ,Zψ(A) = GH
T =
r∑
i=1
gih
T
i
alors
A =
1
ϕ− ψ
r∑
i=1
Cϕ(gi)Cψ(Jhi) (2.6)
et si
DZ,Z(A) = GH
T
alors
−A = L(Ae0) +
r∑
j=1
L(gj)L
T (Zhj) (2.7)
Démonstration. Voir [107] et [9], théorème 11.3.2a.
2.3.4 Matrice de type Hankel
On remarque facilement que les matrices de Hankel et les matrices de Toeplitz sont
liées par la proposition suivante :
Proposition 2.3.16. Si T est une matrice de Toeplitz alors, JT et TJ sont de Hankel,
et réciproquement, si H est de Hankel alors, JH et HJ sont de Toeplitz.
Soit H une matrice de Hankel de taille n × n. Comme dans le cas d’une matrice de
Toeplitz, on peut remarquer facilement que rang(DZϕ,ZTpsi(H)) ≤ 2 et rang(∆Zϕ,Zpsi(H)) ≤
2. On déﬁnit donc les matrice de type Hankel comme suit
Définition 2.3.17. Soit A une matrice de taille n. La matrice A est dite de type Hankel
si rang(DZϕ,ZTψ (T ))≪ n ou rang(∆Zϕ,Zψ(T ))≪ n.
On peut étendre la proposition (2.3.16) pour relier les matrices de type Toeplitz et de
type Hankel :
Proposition 2.3.18. Si A est une matrice de type Toeplitz alors, JA et AJ sont de type
Hankel, et vice versa, si B est une matrice de type Hankel alors, JB et BJ sont de type
Toeplitz.
Démonstration. Soit A une matrice de type Toeplitz, c’est-à-dire rang(DZϕ,Zψ)(A) = r
avec r est petit devant n. On a
rang(DZϕ,ZTψ )(JA) = ZϕJA− JAZ
T
ψ = JJZϕJA− JAZTψ
= J(JZϕJA− AZTψ ) = J(ZTϕA− AZTψ )
parce que J2 = I et JZϕJ = ZTϕ . La démonstration est terminée car rang(J(Z
T
ϕA −
AZTψ )) = rang(ZϕA− AZψ).
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D’après cette proposition, il suﬃra d’étudier les matrices de type Toeplitz, puis traduire
les conclusions pour les matrices de type Hankel, ce qui revient à inverser l’ordre des
inconnues, ou celui des équations.
2.3.5 Matrice de type Vandermonde
Une matrice de Vandermonde associée au vecteur x = (x1, . . . , xn) sera notée V (x)
et s’il y a pas de confusion on la notera V . Pour les matrices de Vandermonde on a les
déplacements suivants :
Proposition 2.3.19. Soit ϕ ∈ k tel que ϕxni 6= 1 pour i = 1, . . . , n,
∆D(x),ZTϕ (V ) =

1− ϕx
n
1
... ©
1− ϕxnn

 =

1− ϕx
n
1
...
1− ϕxnn

 eT1 ,
et
DD−1(x),ZTϕ (V ) =

(1− ϕx
n
1 )/x1
... ©
(1− ϕxnn)/xn

 =

(1− ϕx
n
1 )/x1
...
(1− ϕxnn)/xn

 eT1 .
D’après cette proposition, rang(∆D(x),ZTϕ (V )) = rang(DD−1(x),ZTϕ (V )) = 1. On déﬁnit
donc les matrices de type Vandermonde de la façon suivante :
Définition 2.3.20. Soit A une matrice de taille n× n. A est dite de type Vandermonde
s’il existe un vecteur de longueur n tel que rang(DD−1(x),ZTϕ (V )) ou rang(∆D(x),ZTϕ (V )) est
petit devant n.
Pour reconstruire une matrice de type Vandermonde à partir de son déplacement, on
utilise les propositions suivantes :
Proposition 2.3.21. Soit ϕ ∈ k tel que ϕxni 6= 1 pour i = 1, . . . , n. Soit A une matrice
de type Vandermonde de déplacement
∆D(x),ZTϕ (A) = GH
T =
r∑
i=1
gih
T
i ,
alors
A = D(y)
r∑
i=1
D(gi)V (x)Z
T
ϕ (hi)
avec y = (1/(1− ϕxni ))ni=1.
Démonstration. Voir [52]
En utilisant cette proposition et la proposition (2.3.7) on obtient
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Proposition 2.3.22. Soit ϕ ∈ k tel que ϕxni 6= 1 pour i = 1, . . . , n. Soit A une matrice
de type Vandermonde telle que
DD−1(x),ZTϕ (A) = GH
T =
r∑
i=1
gih
T
i ,
alors
A = D(x)D(y)
r∑
i=1
D(gi)V (x)Z
T
ϕ (hi),
avec y = (1/(1− ϕxni ))ni=1.
2.3.6 Matrice de type Cauchy
Une matrice de Cauchy associée aux deux vecteurs s = (s1, . . . , sn) et t = (t1, . . . , tn),
avec si 6= tj quels que soient i et j, sera notée C(s, t), ou tout simplement C s’il y a pas
de confusion. Une matrice de Cauchy C = C(s, t) a le déplacement suivant :
Proposition 2.3.23.
∆D(s)−1,D(t)(C) =


1
s1
...
1
sn

 . (1 . . . 1)
et
DD(s),D(t)(C) =

1...
1

(1 . . . 1)
On remarque que rang(∆D(s)−1,D(t)(C)) = rang(DD(s),D(t)(C)) = 1. On déﬁnit donc,
les matrices de type Cauchy de la façon suivante :
Définition 2.3.24. Soit A une matrice de taille n × n. A est dite de type Cauchy s’il
existe deux vecteurs s et t de longueur n tels que : rang(DD(s),D(t)(C))≪ n.
On peut reconstruire les matrices de type Cauchy de la manière suivante :
Proposition 2.3.25. Soit A une matrice de type Cauchy donnée par son déplacement :
∆D(s)−1,D(t)(A) = GH
T =
r∑
i=1
gih
T
i ,
alors
A = D(s)
r∑
i=1
D(gi)C(s, t)D(hi),
et si
DD(s),D(t)(A) = GH
T =
r∑
i=1
gih
T
i ,
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alors
A =
r∑
i=1
D(gi)C(s, t)D(hi) =
(
ui · vj
si − tj
)
1≤i,j≤n
,
avec ui, vi 1 ≤ i ≤ n les lignes respectives des matrices G et H.
Démonstration. La démonstration est facile, surtout si on commence par démontrer la
deuxième formule ; on utilise ensuite la proposition (2.3.7) pour démontrer la première
formule.
Pour des raisons d’inversibilité des opérateurs, de facilité de reconstruction et de simpli-
cité, on préfère utiliser les opérateurs ∆Z,ZT ou DZϕ,Zψ pour les matrices de type Toeplitz,
DD−1(x),ZT pour les matrices de type Vandermonde, DD(s),D(t) pour les matrices de type
Cauchy.
2.3.7 Relation entre les différents types des matrices structurées
Une relation entre deux types de matrices structurées signiﬁe une transformation ra-
pide du premier type aux deuxième type par multiplication par des matrices qu’on sait
les inverser rapidement et les multiplier rapidement par un vecteur. On a déjà vu une
relation entre type Toeplitz et type Hankel, puisqu’il suﬃt de multiplier une matrice de
type Toeplitz par la matrice J pour avoir une matrice de type Hankel, et vice versa. Pour
trouver des relations entre les autres types, on va utiliser les deux propriétés énoncées à
la proposition (2.3.27). Donnons, tout d’abord, quelques déﬁnitions.
Définition 2.3.26. Pour un ϕ ∈ K∗, on note sϕ le vecteur de longueur n
sϕ = (1, δ, . . . , δ
n−1) pour n’importe quel δ tel que δn = ϕ.
Si K = R, les composantes de sϕ peuvent être complexe. Pour un vecteur s de longueur
n, Ps désigne la matrice compagnon suivante :
Ps =


0 0 . . . 0 −p0
1 0 . . . 0 −p1
0 1 . . . 0 −p2
...
...
. . .
...
...
0 0 . . . 1 −pn−1


avec p = (p0, . . . , pn−1)
T est tel que
∏n−1
i=0 (λ− si) = λn +
∑n−1
i=0 piλ
i.
Proposition 2.3.27. 1. Pour ϕ ∈ K∗, Zϕ = D(sϕ)−1F ∗D(ϕ1/nFe2)FD(sϕ).
2. Pour un vecteur s ∈ Kn, D(s) = V (s)PsV (s)−1 et Ps = Zϕ − (p+ ϕe1)eTn .
Démonstration. Zϕ est une matrice ϕ circulante. La relation (1) sera donc une conséquence
de la décomposition donnée en (2.2.15). Un calcul direct montre que V (s)Ps = D(s)V (s).
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Proposition 2.3.28 (Transformation d’une matrice de type Toeplitz en une matrice de
type Cauchy). Soient ϕ, ψ ∈ K∗. Soit A une matrice de type Toeplitz donnée par
DZϕ,Zψ(A) = GH
T =
r∑
i=1
gih
T
i ,
alors A˜ = FDϕAD
−1
ψ F
∗ est une matrice de type Cauchy, de rang de déplacement au plus
r, donnée par
DD(s),D(t)(A˜) = G˜H˜
T = (FDϕG)(F
∗D−1ψ H)
T ,
avec s = ϕ1/nFe2 et t = ψ
1/nFe2.
Démonstration. On a DZϕ,Zψ(A) = ZϕA − AZψ = GHT , donc d’après la proposition
(2.3.27)
D−1ϕ F
∗D(s)FDϕA− AD−1ψ F ∗D(t)FDψ = GHT .
On achève la démonstration en factorisant par D−1ϕ F
∗ à gauche et par FDψ à droite.
Proposition 2.3.29 (Transformation d’une matrice de type Cauchy en une matrice de
type Toeplitz). Soient s et t deux vecteurs dans Kn. Soit A une matrice de type Cauchy
donnée par
DD(s),D(t)(A) = GH
T =
r∑
i=1
gih
T
i ,
alors A˜ = V (s)−1AV (t) est une matrice de type Toeplitz, de rang de déplacement au plus
r + 2, donnée par
DZϕ,Zψ(A˜) = (V (s)
−1G|gr+1|gr+2)(V (t)−1H|hr+1|hr+2)T ,
avec ϕ, ψ ∈ K et
gr+1 = p+ ϕe1, gr+2 = V (s)
−1AV (t)(p′ + ψe1),
hr+1 = V (t)
−TATV (s)−T en, hr+2 = en.
Démonstration. On a DD(s),D(t)(A) = D(s)A−AD(t) = GHT . Or, d’après la proposition
(2.3.27),
D(s) = V (s)PsV (s)
−1 = V (s)(Zϕ − (p+ ϕe1)eTn )V (s)−1 et
D(t) = V (t)PtV (t)
−1 = V (t)(Zϕ − (p′ + ϕe1)eTn )V (t)−1
donc
V (s)ZϕV (s)
−1A−AV (t)ZψV (t)−1=GHT+V (s)(p+ϕe1)eTnV (s)−1A+AV (t)(p′+ψe1)eTn (t)
On factorise par V (s) à gauche et par V (t) à droite, ce qui nous donne la proposition.
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Proposition 2.3.30 (Transformation d’une matrice de type Toeplitz en une matrice de
type Vandermonde). Soient ϕ, ψ ∈ K∗. Soit A une matrice de type Toeplitz donnée par
DZϕ,Zψ(A) = GH
T =
r∑
i=1
gih
T
i ,
alors A˜ = FDϕA est une matrice de type Vandermonde donnée par
DD(s),Zψ(A˜) = (FDϕG)H = G˜H˜,
avec s = ϕ1/nFe2.
Démonstration. En suivant la même démarche de la démonstration de la proposition
(2.3.28) et en remarquant que DD(s),Zψ est une déplacement pour les matrices de type
Vandermonde parce que, DD(s),Zψ(A) = DD(t)−1,ZT1/ψ(AZ
−1
1/ϕ), avec ti = 1/si.
Proposition 2.3.31 (Transformation d’une matrice de type Vandermonde en une matrice
de type Toeplitz). Soient x ∈ Kn, ϕ ∈ K∗. Soit A une matrice de type Vandermonde
donnée par
DDx,Zϕ(A) = GH
T =
r∑
i=1
gih
T
i ,
alors A˜ = V (x)−1A est une matrice de type Toeplitz, de rang de déplacement au plus r+1,
donnée par
DZψ ,Zϕ(A˜) = (V (x)
−1G|gr+1)(H|hr+1)T ,
avec ψ ∈ K, gr+1 = V (x)−1(p+ ψe1)AV (x) et hr+1 = V (x)−T en.
Démonstration. On a D(x)A − AZϕ = GHT . On remplace D(x) par V (x)(Zψ − (p +
ψe1)en)V (x)
−1, puis on factorise par V (x) à gauche.
Proposition 2.3.32 (Transformation d’une matrice de type Vandermonde en une matrice
de type Cauchy). Soient x ∈ Kn, ϕ ∈ K∗. Soit A une matrice de type Vandermonde
donnée par
DD−1x ,ZTϕ (A) = GH
T ,
alors A˜ = V DϕF est une matrice de type Cauchy donnée par
DD(s),D(t)(A˜) = G(FDϕH)
T = G˜H˜,
avec s = (1/x1, . . . , 1/xn) et t = ϕ
1/nFe2.
Démonstration. Même démonstration que pour (2.3.28).
Proposition 2.3.33 (Transformation d’une matrice de type Cauchy en une matrice de
type Vandermonde). Soient s et t deux vecteurs dans Kn. Soit A une matrice de type
Cauchy donnée par
DD(s),D(t)(A) = GH
T =
r∑
i=1
gih
T
i ,
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alors A˜ = AV (t) est une matrice de type Vandermonde, de rang de déplacement au plus
r + 1, donnée par
DD(s),Zϕ(A˜) = (G|gr+1)(V (t)TH|hr+1),
avec ϕ, ψ ∈ k et gr+1 = AV (t)(p+ ϕe1), hr+1 = en.
Démonstration. Même démonstration que pour la proposition (2.3.31).
On a démontré que la passage entre deux type de matrices structurées se fait au moyen
d’une matrice ϕ circulante ou d’une matrice de Vandermonde et de son inverse. On a déjà
vu que la multiplication d’une matrice ϕ-circulante ou de son inverse par un vecteur
ne coûte pas plus que O(n log n) ; on verra aussi que la multiplication d’une matrice de
Vandermonde ou de son inverse par un vecteur et le calcul de l’inverse d’une matrice de
Vandermonde coûtent O(n log2 n). Par conséquent, on peut passer d’un type à un autre
rapidement. Par suite, on peut étendre n’importe quel algorithme de multiplication par un
vecteur ou d’inversion d’une matrice structurée de type donné à un autre type de matrice
structurée, sans ralentir cet algorithme.
Pour plus d’informations sur la structure de déplacement et sur les matrices structu-
rées, voir les références suivantes : [9], [99], [107], [104], [51], [52], [50], [71], [64], [68].
Dans la section suivante, on va étudier la multiplication d’une matrice structurée par
un vecteur. On va voir comment on peut calculer cette multiplication en O(rn log n) ﬂops
ou O(rn log2 n) ﬂops, où r est le rang de déplacement de la matrice.
2.4 Multiplication rapide
On a vu que la factorisation des matrices structurées contient des matrices de Toeplitz,
de Hankel, de Vandermonde et de Cauchy. La possibilité de multiplier rapidement ces
quatre types de matrices par un vecteur, conduire à des algorithmes de multiplication
rapides pour les matrices structurées.
Proposition 2.4.1. Soient T une matrice de Toeplitz de taille n× n et v un vecteur de
longueur n. On peut calculer le vecteur Tv en O(n log n) ﬂops.
Démonstration. D’après les propositions (2.3.14) et (2.3.15), une matrice de Toeplitz est la
somme de deux matrices qui, elles-mêmes sont produit d’une matrice ϕ-circulante par une
matrice ψ-circulante, avec ϕ, ψ ∈ K∗. Donc d’après le corollaire (2.2.18) la multiplication
Tv ne coûte que O(n log n) ﬂops.
Une autre méthode consiste à plonger T dans une matrice circulante de taille 2n. En
eﬀet, si on pose C = C(r) avec
r = (t0, t1, . . . , tn−1, t−n+1, t−n+2, . . . , t−1)
T ,
on a alors
C =
(
T | T ′
T ′ | T
)
,
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avec T ′ une matrice de Toeplitz. Par suite, on peut récupérer Tv en multipliant C par le
vecteur, de longueur 2n, (v, 0, . . . , 0)T . On a l’idendité
C
(
v
0
)
=
(
Tv
T ′v
)
.
La multiplication d’une matrice de Toeplitz par un vecteur coûte donc O(n log n).
On peut voir enﬁn la multiplication d’une matrice de Toeplitz par un vecteur comme
une multiplication de deux polynômes. Notons T (x) =
∑n−1
i=−n+1 tix
i+n−1 et w(x) =
T (x)v(x). L’écriture matricielle de cette multiplication est


w0
...
...
w3n−3


=


t−n+1 0
...
. . .
t0
. . .
. . . t−n+1
...
. . .
. . .
...
tn−1
. . .
. . . t0
. . .
. . .
...
0 tn−1




v0
v1
...
vn−1

 , (2.8)
donc le vecteur Tv égale (wn−1, . . . , w2n−1)T . Or la multiplication de deux polynômes de
degré n et m respectivement est de l’ordre (m + n) log(m + n) ﬂops, voir [9] problème
1.2.4a, ce qui donne une troisième estimation et une troisième méthode.
Une conséquence de cette proposition est que la multiplication d’une matrice de Hankel
par un vecteur se fait en O(n log n) ﬂops.
Soient t = (t1, . . . , tn) ∈ Kn, V = V (t) la matrice de Vandermonde associée au vecteur
t, v = (v0, v1, . . . , vn−1) un vecteur de longueur n et w le vecteur w = V v. Alors wi n’est
jamais que l’évaluation du polynôme p(x) =
∑n−1
i=0 vix
i au point ti pour i = 1, . . . , n. Or
d’après le problème 1.2.2 de [9], l’évaluation d’un polynôme de degré n − 1 sur n points
demande O(n log2 n) ﬂops. On peut déduire donc la proposition suivante :
Proposition 2.4.2. Soient V une matrice de Vandermonde, v un vecteur. Le calcul de
V v peut se faire en O(n log2 n) ﬂops.
Pour traiter le cas de Cauchy, nous avonsbesoin du calcul préparatoire suivant :
Soient s et t deux vecteurs de Kn. Soient C = C(s, t) la matrice de Cauchy associée
aux vecteurs s et t, v = (v1, . . . , vn) ∈ Kn et w = Cv ; on a donc pour 1 ≤ i ≤ n la relation
wi =
n∑
j=1
vj
si − tj .
Or le polynôme d’interpolation de degré n− 1 qui vériﬁe p(xi) = yi, pour (xi, yi) ∈ K2 et
i = 1, . . . , n, est donné par
p(x) = L(x)
n∑
j=1
yj
(x− xj)L′(xj) ,
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avec L(x) =
∏n
i=1(x− xi). Dans notre cas nous remplaçons les xi par les ti et nous avons
la formule suivante
wi =
n∑
j=1
vj
si − tj =
1
L(si)
L(si)
n∑
j=1
L′(tj)vj
(si − tj)L′(tj) =
p(si)
L(si)
,
p(x) étant le polynôme de degré n− 1 donné par
p(ti) = L
′(ti)vi pour i = 1, . . . , n.
On peut maintenant démontrer la propriété suivante :
Proposition 2.4.3. Soient C = C(s, t) une matrice de Cauchy associée aux vecteurs s
et t, et v un vecteur dans Kn. On peut calculer w = Cv en O(n log2 n).
Démonstration. Comme on l’a vu, pour calculer w = Cv, il faut évaluer L(x) sur les n
points s1, . . . , sn et le polynôme L′(x) sur t1, . . . , tn, puis calculer le polynôme d’interpola-
tion qui vériﬁe p(si) = L′(ti)vi pour i = 1, . . . , n. L’évaluation des deux polynômes coûte
O(n log2 n) et l’interpolation coûte aussi O(n log2 n), voir [9] problème 1.2.3.
En utilisant ces trois propositions on peut donner une méthode de multiplication rapide
d’une matrice structurée par un vecteur. Plus généralement, on peut décrire comment
multiplier deux matrices structurées, de rang de déplacement r et r′ respectivement, en
moins de O(rr′n log2 n) ﬂops.
Définition 2.4.4. On note mvr(L), le nombre d’opérations arithmétiques nécessaires
pour multiplier une matrice structurée par un vecteur, donnée par son L−générateur de
longueur r. On note mr,r(L,L′), le nombre d’opérations nécessaires pour multiplier deux
matrices structurées données par leurs L et L′−générateurs de longueur r et r′ respecti-
vement.
Définition 2.4.5. Les paires d’opérateurs : (DM,L, DL,N), (∆M,L, DL,N), (∆M,L,∆L−1,N),
et (∆M,L,∆L,N−1) sont dits compatibles.
Proposition 2.4.6. On a :
1. mvr(L) = O(rn log n) pour L = DM,N ou L = ∆M,N , et M, N ∈ {Zϕ, ZTϕ } quel que
soit ϕ,
2. mvr(L) = O(rn log2 n) pour L = DM,N ou L = ∆M,N , avec M = D(s) et N = D(t),
ou M = D(s) et N ∈ {Zϕ, ZTϕ }, ou M ∈ {Zϕ, ZTϕ } et N = D(s), quels que soient
les vecteurs s et t et quel que soit ϕ dans K.
3. pour une paire d’opérateurs compatibles L et L′, on a : mr,r′(L,L′) = O(r′mvr(L)+
rmv′r(L′)).
Démonstration. SiM et N sont données comme dans 1), alors la matrice sera de type Toe-
plitz ou de type Hankel. Donc une telle matrice peut s’écrire comme somme, de longueur
r, d’une matrice ϕ-circulante par une matrice ψ-circulante, voir propositions (2.3.14)
et (2.3.15). Comme la multiplication d’une matrice ϕ circulante par un vecteur coûte
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O(n log n) ﬂops, alors la multiplication d’une matrice de type Toeplitz, de rang de dépla-
cement r, par un vecteur coûte O(rn log n) ﬂops. Il en est de même dans le deuxième cas,
mais la matrice sera de type Vandermonde ou de type Cauchy, et la multiplication d’un
vecteur par une matrice de Cauchy ou de Vandermonde coûte O(n log2 n).
La troisième propriété dérive de la première et deuxième propriété de cette proposition
et des propriétés, d’une matrice produit de deux matrices structurées, donnée en (2.3.8)
et (2.3.9)
On se reportera à [107], [52], [9], pour plus d’information sur la multiplication d’une
matrice structurée par un vecteur.
2.5 Algorithmes rapides et ultra-rapides de résolution
des systèmes à matrice structurée
Un algorithme rapide de résolution est un algorithme qui demande O(n2) ﬂops pour
résoudre un système linéaire de taille n× n, et algorithme ultra-rapide un algorithme qui
demande un nombre d’opérations petit devant n2.
Avant de commencer à étudier les algorithmes de résolution des systèmes à matrice
structurée en général, on commencera par les cas particuliers des matrices de Toeplitz de
Vandermonde et de Cauchy.
2.5.1 Résolution d’un système de Toeplitz
On peut déﬁnir une matrice de Toeplitz entièrement à partir de sa première et sa
dernière colonne. On peut étendre cette propriété à l’inverse d’une matrice de Toeplitz
grâce à la formule de Gohberg-Semencul. Cette propriété dérive du fait que l’inverse d’une
matrice de Toeplitz est aussi de rang de déplacement au plus 2 ainsi que de la nature des
opérateurs de déplacement pour une matrice de Toeplitz. Commençons par démontrer la
formule de Gohberg-Semencul. Soit T une matrice de Toeplitz de taille n × n, qu’on va
supposer inversible. On a
DZ,Z(T ) = ZT − TZ = −e1uˆT + ueTn (2.9)
avec u = ZTen. Pour un vecteur v, on note, vˆ = Jv. En multipliant (2.9) par T−1 à
gauche et à droite, on obtient
DZ,Z(T
−1) = T−1e1uˆ
TT−1 − T−1ueTnT−1
Soit x, z tels que Tx = e1 et Tz = u ; en utilisant la symétrie de T par rapport à
l’antidiagonale et l’identité en = eˆ0 on déduit que
DZ,Z(T
−1) = xzˆT − zxˆT
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En utilisant la proposition (2.3.15) on obtient
T−1 = −L(x)− L(x)LT (Zzˆ) + L(z)LT (Zxˆ) = L(z)LT (Zxˆ)− L(x)(In + LT (Zzˆ)) (2.10)
=


z1
z2 z1
...
. . .
. . .
zn . . . z2 z1




0 xn . . . x2
. . .
. . .
...
. . . xn
0

−


x1
x2 x1
...
. . .
. . .
xn . . . x2 x1




1 zn . . . z2
. . .
. . .
...
. . . zn
1


Remarque 2.5.1. En utilisant cette formule d’inversion on peut donner une formule de
récurrence pour calculer les coeﬃcients de T−1. En eﬀet, en écrivant T−1 = (cij)
n
i,j=1 et
d’après (2.10) on aura
ci,j =
min(i,j)∑
k=0
zi−kxn−j+k − xi−kzn−j+k
donc on a la formule de récurrence :
ci,j = ci−1,j−1 + zixn−j − xizn−j, i, j = 2, . . . , n
Maintenant, en prenant y tel que Ty = en on aura :
Lemme 2.5.2. On peut écire z en fonction de x et y de la façon suivante :
z =
1
x1
((uˆT .y)x− Zy)
Démonstration. D’après (2.9) on a
DZ,Z(T )y = TZy − ZTy = e1uˆT .y − ueTn .y
comme ZTy = Zen = 0 et Tx = e1 et comme y1 = x1 on obtient
TZy = TxuˆTy − uy1 = (uˆT .y)Tx− x1u
par suite
T ((uˆT .y)x− Zy) = x1u
En remplaçant z par sa valeur dans l’équation (2.10), on obtient la formule de Gohberg-
Semencul suivante :
Corollaire 2.5.3. Si x1 6= 0 alors T−1 est donnée par
T−1 =
1
x1




x1
x2 x1
...
. . .
. . .
xn . . . x2 x1




x1 yn . . . y2
. . .
. . .
...
. . . yn
x1


−


0
y1
. . .
...
. . .
. . .
yn−1 . . . y1 0




0 xn . . . x2
. . .
. . .
...
. . . xn
0



 ,
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c’est-à-dire
x1T
−1 = L(x)LT (x1e1 + Zyˆ)− L(Zy)LT (Zxˆ),
avec x la première colonne de T−1 et y est sa dernière colonne.
Remarque 2.5.4. Grâce à la règle de Cramer, x1 6= 0 si et seulement si Tn−1 est inver-
sible.
L’importance de cette formule est que si on peut décomposer l’inverse d’une matrice
de Toeplitz T selon cette formule, alors la résolution de n’importe quel système Tx = b
coûtera seulement O(n log n) pour chaque b donné.
Plusieurs formes de cette formule sont données dans la litérature. On peut trouver dans
[64] une autre forme qui donne T−1 en fonction de sa première et sa deuxième colonnes
et en supposant xn 6= 0. Dans [78], les auteurs démontrent que T−1 peut être reconstruite
à partir de n’importe quelles deux colonnes de T−1 et quelques coeﬃcients de la matrice
T . Une forme circulante de cette formule est donnée dans [2] et [51]. On donnera, dans le
chapitre (6), une nouvelle forme de la formule de Gohberg-Semencul presentée d’un autre
point de vue, en relation avec les syzygies. Pour plus d’information sur ce sujet, on peut
voir [64], [78], [65], [2], [51], [67], [26], [92]
Les systèmes linéaires de Toeplitz sont très bien étudié dans la littérature et ils sont
le sujet d’un grand nombre de publications qui exploitent leur structure pour donner des
algorithmes rapides de résolution.
Il y a deux types d’algorithmes directes rapids, qui demandent O(n2) ﬂops pour ré-
soudre un système de Toeplitz : algorithme de type Levinson (qu’on va le détailler dans
la suite) et de type Schur. En principe, les algorithmes de type Levinson donnent une
décomposition LU de l’inverse de la matrice, et les algorithmes de type Schur donnent
une décomposition LU de la matrice elle même, voir par exemple, [64], [106], [45], [24],
[61], [89] pour les algorithmes de type Levinson et [71], [106], [118], [3], [45], [61] pour
les algorithmes de type Schur. Ces deux types d’algorithmes peuvent être étendus natu-
rellement aux matrices de type Toeplitz, avec une complexité de O(rn2) ﬂops pour une
matrice de taille n× n et de rang de déplacement r. Voir par exemple [89], [64] pour les
algorithmes de type Levinson et [118] pour les algorithmes de type Schur.
Ces deux types d’algorithmes ne marchent que dans le cas où les sous-matrices prin-
cipales de la matrice T sont inversibles. Numériquement, cela signiﬁe une instabilité si
les sous-matrices principales sont mal conditionnées. Une technique pour résoudre ce pro-
blème d’instabilité est de regarder d’avance le conditionement à chaque étape et de sauter
les étapes instables. On se référera par exemple à [23], [24], [61], [128], [127]. Une autre
idée pour résoudre ce problème d’instabilité est de transformer la matrice de Toeplitz en
une matrice de type Cauchy ou de type Vandermonde.
Les algorithmes de résolution de complexité petit devant O(n2) sont appelés des al-
gorithmes ultra-rapides. Les solveurs ultra-rapides sont basés sur l’idée de diviser pour
régner. Le principe d’un solveur ultra-rapide de systèmes de Toeplitz est donné pour la
première fois dans [85]. Plus tard, d’autres algorithmes basés sur la même idée sont donnés
dans [11], [16]. Dans [86], l’auteur donne un algorithme ultra-rapide pour les matrices de
type Toeplitz. Dans [104], l’auteur donne un algorithme ultra-rapide, basé sur la même
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idée que dans les références précédentes mais qui étendue à n’importe quelle matrice struc-
turée. L’idée de ces algorithmes est de décomposer la matrice, notée A et de taille n× n,
en blocs de taille n/2, puis d’utiliser les formules de décomposition et d’inversion données
en (2.2) et (2.3). Pour calculer ces deux formules, on réapplique l’algorithme à A1,1 et S
et à A−11,1 et S
−1. Ainsi de suite, jusqu’à se réduire à des matrices de taille 1× 1. Pour une
matrice structurée, on calcule récursivement les générateurs en proﬁtant du fait que les
sous-matrices, les compléments de Schur et l’inverse des compléments de Schur héritent
de la structure de la matrice. Les solveurs super rapides peuvent arriver à une complexité
en O(r2n log2 n) pour une matrice structurée de taille n×n et de rang de déplacement r.
Des algorithmes de Schur super rapides, de complexité O(n log2 n) ou O(n log3 n) pour
des algorithmes plus stables, sont donnés par exemple dans [4], [5], [118], [89], [33], [3]
pour des matrices de Toeplitz. D’autres types d’algorithmes super rapides sont donnés
dans [129], [97] et dans le chapitre (6) de cette thèse.
Il faut bien remarquer que tous ces algorithmes, utilisent le fait qu’une matrice de
Toeplitz est de rang de déplacement au plus 2, pour obtenir cette complexité. Cette
remarque est importante car le rang de déplacement d’une matrice de Toeplitz par blocs
de Teoplitz est généralement grand devant 2.
Des algorithmes itératifs sont aussi donnés dans la littérature. Les algorithmes itératifs
reposent sur la multiplication rapide d’une matrice de Toeplitz par un vecteur. Dans [22],
les auteurs utilisent une méthode de gradient conjugué préconditionné pour des matrices
de Toeplitz symétriques déﬁnies positives. Ainsi, ils donnent un algorithme de résolution
ultra-rapide. Dans leur article, ils proposent plusieurs formes de préconditionneurs. Un
algorithme qui utilise les itérations de Newton, est proposé dans [107], [106]. La référence
[73] utilise un algorithme basé sur l’algorithme de Weidemann. Ce dernier est une méthode
d’espaces de Krylov. L’algorithme de [73] coûte O(n2 log n) ﬂops, mais il est bien adapté
au calcul parallèle. Cet algorithme, qui est utilisé principalement pour les matrices creuses,
peut être généralisé facilement au cas de matrices de Toeplitz par blocs de Toeplitz, parce
qu’il utilise seulement, comme dans le cas des matrices creuses, la multiplication rapide,
ici celle des matrices de Toeplitz ou de Toeplitz par blocs de Toeplitz par un vecteur.
Algorithme de Levinson
L’algorithme de Levinson est un algorithme de résolution d’un système de Toeplitz,
qui construit récursivement la solution, ce qui va nous donner une résolution en O(n2)
ﬂops. Cet algorithme dans le chapitre 3, dans le cas d’une matrice de Toeplitz par blocs
et de Toeplitz par blocs de Toeplitz, et il est presenté ci-après.
Soit le système Tx = b, avec b = (b1, . . . , bn)T , x = (x1, . . . , xn)T et T comme dans le
tableau (2.1), page 20.
A chaque étape on cherche Xk+1 à partir de Xk, où Xk est la solution du système
TkXk = Bk, avec Bk = (b1, . . . , bk)T et Tk la sous-matrice principale de T de taille k × k.
On partitionne la matrice Tk+1 par blocs k × k, 1 × k, k × 1 et 1 × 1 et on écrit la
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décomposition LU pa rblocs sous la forme suivante.
Tk+1 =

 Tk Vˆk
Wˆ Tk t0

 =
(
Ik 0
Wˆ Tk T
−1
k 1
)(
Tk Vˆk
0 sk
)
(2.11)
Ici, Vk = (t−1, . . . , t−k)T , Wk = (t1, . . . , tk)T , Y Tk = V
T
k T
−1
k et Zk = T
−1
k Wk, et pour un
vecteur v, vˆ = Jv. De plus, sk = t0−W Tk JT−1k JVk = t0−W Tk T−TVk = t0−W Tk (V Tk T−1)T =
t0 − (YkWk)T .
On écrit
Xk+1 =
(
νk
xk+1
)
.
Miltiplions (2.11) à gauche par l’inverse du facteur triangulaire inférieur, et appliquons le
résultat à Bk+1 = Tk+1Xk+1. Il vient :(
Tk Vˆk
0 sk
)(
νk
xk+1
)
=
(
Ik 0
−Wˆ Tk T−1k 1
)(
Bk
bk+1
)
,
ce qui équivaut au système {
skxk+1 = −Wˆ Tk Xk + bk+1
Tkνk + Vˆkxk+1 = Bk.
De là, on tire les valeurs de xk+1 et νk

xk+1 =
−Wˆ Tk Xk + bk+1
sk
νk = Xk − T−1JVkxk+1
= Xk − J(V Tk T−1k )Txk+1
= Xk − xk+1Yˆk
,
et la nouvelle expression de Xk+1
Xk+1 =
(
Xk − xk+1Yˆk
xk+1
)
, (2.12)
avec
xk+1 =
−Wˆ Tk Uk + bk+1
sk
, et X1 = x1 =
b1
t0
. (2.13)
On a donc une manière pour calculer Xk+1 à partir de Xk. Il reste à calculer Yk, Zk
et sk. On pose
Y Tk+1 =
(
µk
yk+1
)
= V TT−1k+1.
En multipliant (2.11) à gauche par (µTk yk+1), il vient
(µTk yk+1)
(
Ik 0
Wˆ Tk T
−1
k 1
)
= (V Tk t−k−1)
(
T−1k −T−1k Vˆks−1k
0 s−1k
)
,
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ce qui donne par le même raisonnement que pour Xk+1
Y Tk+1 =
(
Y Tk − yk+1ZˆTk
yk+1
)
, (2.14)
avec
yk+1 = −Y
T
k Vˆk + t−k−1
sk
, et Y1 = y1 =
t−1
t0
. (2.15)
Pour calculer des Zk, on pose
Zk+1 =
(
βk
zk+1
)
.
Un calcul similaire nous donne
Zk+1 =
(
Zk − zk+1Yˆk
zk+1
)
, (2.16)
avec
zk+1 =
−Wˆ Tk Zk + tk+1
sk
, et Z1 =
t1
t0
. (2.17)
De plus on peut calculer sk+1 récursivement à partir de sk de la façon suivante :
sk+1 = t0 − ZTk+1Vk+1 = t0 − (ZTk − zk+1Yˆ Tk zk+1)
(
Vk
t−k−1
)
= t0 − ZTk Vk + zk+1Yˆ Tk Vk + zk+1t−k−1 = sk + zk+1yk+1sk
= (1 + zk+1yk+1)sk.
A chaque étape, k = 1, . . . , n, cet algorithme demande k+1 ﬂops pour calculer chacun
des xk, yk et zk, et il demande 2k− 2 ﬂops pour calculer chacun de νk, µk et βk, et 3 ﬂops
pour calculer sk. Ceci fournit un algorithme en O(n2) ﬂops.
Algorithme de Schur
L’idée de cet algorithme, pour une matrice de Toeplitz symétrique déﬁnie positive, est
d’utiliser le déplacement de T donné par
∆Z,ZT (T ) = T − ZTZT = GΣGT , (2.18)
GT =
1√
t0
(
t0 t1 . . . tn−1
0 t1 . . . tn−1
)
,
et
Σ =
(
1 0
0 −1
)
.
On remarque que GΣGT = (GA)Σ(GA)T pour n’importe quelle matrice A qui vériﬁe
AΣAT = Σ. Toute matrice qui vériﬁe cette propriété sera notée Σ-unitaire. Toutes les
matrices Σ-unitaires sont de la forme suivante
A =
1
1− |ρ|
(
a 0
0 b
)(
1 ρ¯
ρ 1
)
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avec a, b et ρ sont dans K et |a| = |b| = 1. C’est-à-dire que les matrices Σ-unitaires est le
produit d’une matrice de rotation hyperbolique par une matrice diagonale unitaire.
On choisit donc A comme produit d’une matrice de rotation hyperbolique par une
matrice diagonale unitaire de façon que G˜ = GA soit de la forme
G˜ =


g˜11 0
g˜21 g˜22
...
...
g˜n1 g˜n2

 .
On peut remarquer simplement que la première ligne de T égale g˜11(g˜11 . . . g˜n1. Ainsi,
la première ligne de G˜T est la première ligne de la décomposition de Cholesky de T . En
répétant la même chose sur le complément de Schur de t0, qui vériﬁe aussi une déplacement
semblable à celle de l’équation (2.18), on obtiendra la deuxième ligne de la décomposition
de Cholesky. On continue de la même manière jusqu’on obtient toute la décomposition de
Cholesky de T .
Cet algorithme demande O(n2) ﬂops pour achever la décomposition de T . Une vesion
ultra-rapide de cet algorithme est possible en donnant une relation entre les matrices A
et les polynômes. Voir [118].
2.5.2 Résolution d’un système de Vandermonde
Soit V = Vx une matrice de Vandermonde, de taille n × n, associée au vecteur x. La
solution du système V p = b est le vecteur des coeﬃcients du polynôme d’interpolation,
p(x), de degré n − 1, qui vériﬁe p(xi) = bi pour i = 1, . . . , n. Donc la résolution d’un
système de Vandermonde peut se faire en O(n log2 n) d’après [9].
De plus pour obtenir la matrice V −1 il suﬃt de résoudre seulement deux systèmes
linéaires ; en eﬀet, on a vu que
DD(x),ZT (V ) = D
−1(x)V − V ZT = weT1 , (2.19)
avec wi = 1/xi pour i = 1, . . . , n. Soient u, v tels que V u = w et V Tv = e1, c’est-à-dire
u = V −1w et vT = eT1 V
−1. En multipliant (2.19) par V −1 à gauche et à droite on obtient
V −1D−1(x)− ZTV −1 = −DD−1(x),ZT (V −1) = uvT .
D’après la proposition (2.3.21) on obtient la formule suivante d’inversion d’une matrice
de Vandermonde :
V −1 = −D(x)D(u)V (x)L(v).
2.5.3 Résolution d’un système de Cauchy
Soit C = Cs,t une matrice de Cauchy ; on s’interesse au système Cx = b.
On a déjà vu en étudiant la multiplication d’une matrice de Cauchy par un vecteur
une identité intéressante. En eﬀet, si on pose L(x) =
∏n
i=1(x− ti), alors
∀i = 1, . . . , n, bi = p(si)
L(si)
avec p(ti) = L
′(ti)xi.
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Donc, pour i = 1, . . . , n,
xi =
p(ti)
L′(ti)
,
où p(x) est le polynôme d’interpolation, de degré n− 1, donné par
p(si) = L(si)bi pour i = 1, . . . , n.
Ensuite, pour résoudre Cx = b, il faut résoudre un problème d’interpolation de degré n−1,
puis évaluer deux polynômes de degré n− 1 en n points, ce qui donne un algorithme qui
coûte O(n log2 n) ﬂops.
Comme dans le cas d’une matrice de Toeplitz ou de Vandermonde, et en utilisant la
structure de déplacement de la matrice C, on peut réconstruire son inverse à partir de
deux vecteurs. En eﬀet,
DD(s),D(t)(C) = D(s)C − CD(t) = 11T , (2.20)
avec 1 = (1, . . . , 1)T . Soient x, y tels que Cx = 1 et CTy = 1 c’est-à-dire x = C−11, yT =
1
TC−1.
En multipliant (2.20) par C−1 à gauche et à droite, on obtient
C−1D(s)−D(t)C−1 = −DD(t),D(s)(C−1) = C−111TC−1 = xyT .
Ainsi, on a la formule suivante d’inversion d’une matrice de Cauchy :
C−1 = −diag(x)Cs,tdiag(y) = −
(
xiyj
ti − sj
)
.
Le calcul de x coûte O(n log2 n) ﬂops. Le calcul de y coûte, en utilisant la même technique,
O(n log2 n) ﬂops parce que CT = C(t, s) est aussi une matrice de Cauchy, ce qui donne
un total de O(n log2 n) ﬂops.
2.5.4 Résolution d’un système à matrice structurée
Une transformation rapide entre les diﬀérents types de matrices structurées est pos-
sible. On peut ainsi étendre un algorithme de résolution, rapide ou ultra-rapide, d’un
système à matrice structurée de type donné à un autre type.
Une généralistion stricte des algorithmes de Levinson et de Schur peut donner des
algorithmes, rapides ou ultra-rapides, de résolution des matrices de type Toeplitz. Voir
[89], [64], [118].
La matrice de type Cauchy est invariante par permutation de lignes ou de colonnes.
Soit C une matrice de type Cauchy de rang de déplacement r, c’est-à-dire qu’il existe n
vecteurs ui et n vecteurs vi de longueur r tels que
C =
(
ui.vj
si − tj
)
1≤i,j≤n
.
On remarque facilement que la permutation de deux lignes de C ne change pas sa forme
générale, elle restra donc une matrice de type Cauchy de rang de déplacement r. On peut
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proﬁter de cette proriété pour donner, facilement, des algrithmes de Gauss avec pivot
adaptés aux matrices de type Cauchy, voir [50] et [95].
La simplicité de sa structure est une autre propriété trés importante d’une matrice de
type Cauchy. La structure d’une matrice de type Cauchy est déﬁnie par deux matrices
diagonales, ce qui donne donc la structure la plus simple parmi les matrices structurées.
En proﬁtant de cette simplicité de structure on peut donner des algorithmes ultra-rapides
d’inversion d’une matrice de type Cauchy, voir [108].
Un algorithme ultra-rapide adapté à n’importe quel type de matrices structurées est
donné dans [104].
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Chapitre 3
Où trouve-t-on des matrices de Toeplitz
par blocs de Toeplitz
3.1 Introduction
Dans le premier chapitre on a étudié les matrices structurées scalaires. Mais les ma-
trices structurées à deux niveaux et en particulier les matrices de Toeplitz par blocs de
Toeplitz (TBT) apparaissent dans beaucoup d’applications. En général, les matrices ob-
tenues sont de taille très grande, et donc diﬃciles à manipuler. L’élimination de Gauss
standard, qui demande O(n3) ﬂops n’est pas acceptable dans des tels cas. Même des mé-
thodes de complexité O(n2) restent lentes. On voit donc que des algorithmes de résolution
rapide pour des systèmes structurés à deux niveaux ou plus seront cruciaux. Le but de
cette thèse était de trouver des algorithmes de résolution de complexité petite devant n2.
Avant de s’attaquer à ce problème, on va donner dans ce chapitre quelques applications
où on trouve des matrices de Toeplitz par blocs de Toeplitz.
Dans les équations aux dérivées partielles, dès qu’on a un problème non trivial, nous
trouverons des matrices de Toeplitz par blocs de Toeplitz, en dimension 2, pour un maillage
uniforme et des coeﬃcients constants ; en dimension 3, la généralisation est évidente :
matrice de Toeplitz à trois niveaux. Si on tient compte des conditions aux limites dans des
cas suﬃsamment généraux, on devra passer de matrices TBT à des objets plus généraux,
par exemple les matrices de type TBT.
En géométrie algébrique, les relations entre polynômes en plusieurs variables et ma-
trices structurées multidimentionelles sont évidentes. Multiplier deux polynômes en deux
variables est équivalent à multiplier une matrice TBT par un vecteur, [88]. Les matrices,
de résultant, de Sylvester, de Bézout, de Macaulay, utilisées en théorie de l’élimination
sont des matrices structurées multiniveaux, [39]. La résolution des systèmes polynomiaux
spéciaux peut se réduire à des systèmes linéaires dont la matrice est Toeplitz multiniveaux,
[87], [13]. On va voir dans le chapitre 6 une relation entre la résolution d’un système à
matrice TBT et les syzygies des polynômes en deux variables.
Les systèmes TBT paraissent dans plusieurs problèmes de traitement d’images. L’ab-
sence de formule d’interpolation de Lagrange en deux dimensions (2D) impose de passer
par un problème de moindres carrés en deux dimensions, ce qui donne une matrice TBT.
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L’équation de Yule-Walker pour une prédiction linéaire 2D dans une corps aléatoire ho-
mogène en deux dimensions a une matrice TBT. La déconvolution par moindres carrés
en 2D d’une image à partir d’une fonction d’étalement de point donne une matrice TBT.
Il y a bien sûr encore beaucoup d’autres applications.
On va décrire plus précisément l’obtention de matrices TBT dans les équations aux
dérivées partielles(EDP), en géométrie algébrique et en traitement d’images et du signal
dans les deuxième, troisième et quatrième sections respectivement.
3.2 EDP et matrices TBT
On commence par l’exemple du laplacien sur un carré. On va discrétiser cette équation
par un schéma aux diﬀérences ﬁnies uniformes et avec des conditions de Dirichlet au bord.
On cherche u(x, y) telle que
−∆u = f dans le carré, u = 0 sur le bord, (3.1)
avec f une fonction donnée. Pour discrétiser cette équation, on va supposer que la longueur
du côté du carré vaut 1 et on va le discrétiser uniformement en prenant des point de
discrétisation (xi, yj) pour 1 ≤ i, j ≤ m. Le pas de discrétisation est ∆x = 1/(m + 1) et
l’équation (3.1) se discrétise donc en
Ui,j+1 + Ui,j−1 + Ui−1,j + Ui+1,j − 4Ui,j
∆x2
= Fi,j, (3.2)
avec Fi,j = f(xi, yj) et Ui,j les valeurs approchées de u(xi, yj) qu’on cherche. On doit bien
sûr étendre la déﬁnition de Ui,j aux bords du carré discret. On le prend nul pour i = 0 ou
n, ou j = 0 ou n.
Dans ce cas, si on ordonne les points du carré dans l’ordre
(1, 1), . . . , (n, 1), (1, 2), . . . , (n, 2), . . . , (1, n), . . . (n, n) (3.3)
la matrice du système (3.2) est donnée par
A =


a b 0 . . . 0
b a b . . . 0
0 b a . . . 0
...
. . .
. . .
. . .
...
0 0 0 . . . a

 ,
avec a =
1
∆x2


4 −1 0 . . . 0
−1 4 −1 . . . 0
0 −1 4 . . . 0
...
. . .
. . .
. . .
...
0 0 0 . . . 4

 et b =
1
∆x2


0 −1 0 . . . 0
−1 0 −1 . . . 0
0 −1 0 . . . 0
...
. . .
. . .
. . .
...
0 0 0 . . . 0

 .
On a ainsi un exemple tout à fait classique de matrice TBT, qui est, ici, en plus bande
par blocs bande.
La structure de Toeplitz paraît aussi en passant aux éléments ﬁnis. Rappelons quelques
déﬁnitions et résultats classiques [110] ou [112]
3.2. EDP et matrices TBT 47
Définition 3.2.1. On déﬁnit H1(0, 1) comme le sous-espace de L2(0, 1) formé des fonc-
tions dont la dérivée au sens des distributions est aussi dans L2(0, 1).
Définition 3.2.2. L’espace H10 (0, 1) est le sous-espace des fonctions u de H
1(0, 1) nulles
au bord.
Théoreme 3.2.3. Muni de la norme(∫ 1
0
(|u|2 + |u′|2) dx
)1/2
,
H1(0, 1) est un espace de Hilbert dont tous les éléments sont presque partout égaux à une
fonction continue sur [0, 1].
Dans le cas de dimension 1, considérons le problème aux limites suivants
−(au′)′ = f, sur ]0, 1[ et u(0) = u(1) = 0, (3.4)
avec a ∈ C0(0, 1) et 0 < α ≤ a presque partout sur [0, 1], pour une certaine constante
strictement positive α. Nous supposons que f est dans L2(0, 1). Ce problème possède une
unique solution, comme on le voit à l’aide de la technique suivante de noyau.
S’il existe une fonction u de classe C1, telle que u′ soit dans H10 , qui résout le problème
(3.4), alors on peut intégrer l’équation (3.4) sur [0, x] :
−a(x)u′(x) + a(0)u′(0) =
∫ x
0
f(y)dy
et donc, en posant p = u′(0) et en intégrant encore une fois par rapport à x :
u(x) = p
∫ x
0
a(0)
a(y)
dy −
∫ x
0
f(z)
∫ x
z
dy
a(y)
dz.
On peut trouver la valeur de p en utilisant la condition u(1) = 0. On obtiendra ﬁnalement
la formule suivante
u(x) =
∫ 1
0
K(x, y)f(y)dy
avec
K(x, y) =


b(y)(b(1)− b(x))
b(1)
si 0 ≤ y ≤ x
b(x)(b(1)− b(y))
b(1)
si x ≤ y ≤ 1
et b(x) =
∫ 1
0
dy/a(y).
En particulier, au′ est dans H1(0, 1) et si a est dans H1(0, 1), alors u′ lui-même est
dans H1(0, 1). Si f est continue, alors u est de classe C2.
La formulation faible ou variationnelle du problème repose sur la remarque suivante :
si v appartient à C1(0, 1) et est nul en 0 et 1, alors on peut multiplier par v l’équation
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−(au′)′ = f , intégrer sur [0, 1] le résultat et procéder à une intégration par parties du
terme comportant des dérivées, aﬁn d’obtenir la relation suivante :∫ 1
0
au′v′dx =
∫ 1
0
fv dx. (3.5)
Il est commode de poser A(u, v) = ∫ 1
0
au′v′dx et L(v) = ∫ 1
0
fv dx. Réciproquement, si
(3.5) est vériﬁée quel que soit v dans un espace fonctionnel convenable, alors on récupère
(3.4). Ce résultat classique est décrit par la proposition suivante :
Proposition 3.2.4. Notons X l’ensemble des fonctions de classe C1 sur [0, 1] nulles
aux extrémités et V = H10 (0, 1). Pour tout f ∈ L2(0, 1) (resp. f ∈ C0(0, 1)) et tout
a ∈ L∞(0, 1) (resp. a ∈ C0(0, 1)) et a minoré par une constante α > 0, il existe un unique
u ∈ V (resp. u ∈ X) tel que pour tout v ∈ V (resp. v ∈ X) on ait
A(u, v) = L(v).
De plus, au′ est dans H1(0, 1) (resp. C0(0, 1)) et on a , au sens de distributions,
−(au′)′ = f.
Démonstration. Voir par exemple [110] ou [112].
On peut montrer aussi que u est l’unique solution du problème d’optimisation sur
H10 (0, 1) de la fonctionnelle suivante :
J(u) =
1
2
A(u, u)− L(v). (3.6)
L’intérêt pour l’analyse numérique de la formulation faible est d’introduire une notion
de solution prise dans un espace nettement plus grand que celui qu’imposerait le résultat
ﬁnal de régularité. Elle permet également de formuler des approximations en dimension
ﬁnie, en remplaçant l’espace V par un espace d’approximation de dimension ﬁnie, et si
nécessaire, A et L par des approximations.
Plus précisement, si Vh et Wh sont des sous-espaces de dimension ﬁnie de V , on peut
s’intéresser au problème suivant : trouver uh ∈ Vh tel que pour tout v ∈ Wh on ait
A(uk, v) = L(f, v). (3.7)
Il faut tout d’abord trouver des conditions nécessaires et suﬃsantes pour que (3.7) possède
une solution. Si Vh = Wh, la restriction de A à Vh×Vh est une forme bilinéaire symétrique
déﬁnie positive. Il est donc clair que (3.7) possède une unique solution.
Le cas des éléments ﬁnis est obtenu en choisissant des points x0 = 0 < x1 · · · < xn−1 <
1 = xn dans l’intervalle [0, 1] et en prenant comme Vh l’ensemble des fonctions continues
sur [0, 1], nulles aux extrémités, et dont la restriction à chaque intervalle ]xj, xj+1[ est un
polynôme de degré au plus d. Ainsi Vh est l’espace des éléments ﬁnis Pd.
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Pour améliorer l’eﬃcacité de la méthode, il convient de remplacer les intégrales exactes
par des formules d’intégration numérique. Ainsi, dans le cas des éléments ﬁnis P1, on choisit
la formule des trapèzes, c’est-à-dire∫ xj+1
xj
g(x)dx ∽
g(xj) + g(xj+1)
2
(xj+1 − xj).
Cela revient à remplacer respectivement A et L par
Ah(u, v) =
n−1∑
j=1
a(xj)u
′(xj)v
′(xj)
xj+1 − xj−1
2
et
Lh(v) =
n−1∑
j=0
f(xj)v(xj)
xj+1 − xj−1
2
.
Aﬁn de résoudre eﬀectivement, on choisit une base de Vh. On choisit la base ϕi donnés
par
ϕi(x) =


x− xi−1
xi − xi−1 sur [xi−1, xi]
xi+1 − x
xi+1 − xi sur [xi, xi+1]
0 ailleurs
forment une base de V .
Alors l’équation (3.7) est vériﬁée pour tout v ∈ V si et seulement si elle est vériﬁée
pour tout les ϕi. Donc u est une solution de (3.4) si et seulement si∫ 1
0
a
(
n∑
i=1
u(xi)ϕ
′
i(x)
)
ϕ′j(x) dx =
∫ 1
0
fϕj(x) dx.
Les inconnues sont les ui = u(xi) pour 0 ≤ i ≤ n. La matrice A du système a pour
coeﬃcients
Aij =
∫ 1
0
a(x)ϕ′i(x)ϕ
′
j(x) dx.
Comme l’intersection du support de ϕi avec le support de ϕj est d’intérieur non vide
seulement si |i− j| ≤ 1, les Aij sont nuls si |i− j| > 1. La matrice des Aij est donnée par
A = (Aij)i,j =


γ2 + γ1 −γ2
−γ2 γ3 + γ2 −γ3
. . .
. . .
. . .
. . .
. . .
. . .
−γn−1 γn + γn−1 −γn
−γn γn+1 + γn


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avec
γi =
a(xi)− a(xi−1)
2(xi − xi−1) pour 1 ≤ i ≤ n+ 1.
A est symétrique, déﬁnie positive et tridiagonale. si xi+1 − xi ne dépend pas de i (discré-
tisation uniforme) et si a est une constante strictement positive, alors A est de Toeplitz.
Passons au cas des éléments P2. Une base de l’espace Vh est donnée par
ϕj(x) =


4(xj+1 − x)(x− xj)
(xj+1 − xj)2 si x ∈ [xj, xj+1]
0 ailleurs
0 ≤ j ≤ n− 1
ψj(x) =


(xj+1 − x)(xj+1 + xj − 2x)
(xj+1 − xj)2 si x ∈ [xj, xj+1]
(x− xj−1)(2x− xj − xj−1)
(xj − xj−1)2 si x ∈ [xj−1, xj]
0 ailleurs
0 ≤ j ≤ n− 1
La forme de la matrice A dépend bien sûr de l’ordre de ces fonctions de base. Choisissons
l’ordre suivant :
ϕ0, ψ1, ϕ1ψ2, . . . , ϕn−2, ψn−1, ϕn−1.
Les propriétés de support impliquent :
Ah(ϕi, ϕj) = 0 si i 6= j
Ah(ϕi, ψj) = 0 si j 6= i, i+ 1
Ah(ψi, ψj) = 0 si |i− j| > 1.
La matrice A sera donc de la forme :

p0,0 p
′
0,1
p′0,1 q1,1 p
′
1,1 q
′
1,2
p′1,1 p1,1 p
′
1,2
q′1,2 p
′
1,2 q2,2 p
′
2,2 q
′
2,3
p′2,2 p2,2 p
′
2,3
q′2,3 p
′
2,3 q3,3 p
′
3,3 q
′
3,4
. . .
. . .
. . .
. . .
. . .


avec pi,i = Ah(ϕi, ϕi), p′i,j = Ah(ϕi, ψj), qi,i = Ah(ψi, ψi), q′i,j = Ah(ψi, ψj). Dans l’hypo-
thèse d’un a constant et d’une subdivision uniforme, et en posant
p = Ah(ϕ0, ϕ0) p′ = Ah(ϕ0, ψ1)
q = Ah(ψ1, ψ1) q′ = Ah(ψ1, ψ2)
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la matrice devient 

p p′
p′ q p′ q′
p′ p p′
q′ p′ q p′ q′
p′ p p′
q′ p′ q p′ q′
. . .
. . .
. . .
. . .
. . .


.
Ici, on a utilisé la symétrie Ah(ϕ0, ψ1) = Ah(ψ1, ϕ1), et la structure par blocs est claire.
C’est dans le cas bidimensionnel que l’apparition de structures de Toeplitz biniveau
ou multiniveau est frappante.
Limitons-nous encore une fois à un problème elliptique donné sous la forme variation-
nelle : trouver u ∈ V tel que pour tout v ∈ V on a
A(u, v) = L(v)
et à une méthode d’éléments ﬁnis. A cette ﬁn, on se ﬁxe un maillage du domaine ω où
est posée l’équation aux dérivées partielles, on prend comme espace d’approximation Vh
un espace de fonctions continues dont les restrictions à chaque élément du maillage est
dans un espace approprié de polynômes. Cette présentation permet de prendre en compte
également des systèmes d’équations elliptiques et donc des espaces de polynômes plus
sophistiqués que l’espace des polynômes de degré total au plus k (éléments ﬁnis Pk) ou
de degré partiel au plus k (éléments ﬁnis Qk). Voir par exemple [90] ou [40] ou encore [27]
pour des descriptions approfondies d’espaces d’éléments ﬁnis.
Le raisonnement qui suit repose uniquement sur les propriétés des supports des élé-
ments de la base de l’espace Vh.
Supposons d’abord notre système d’équations aux dérivées partielles à coeﬃcients
constants. Si τ est une translation arbitraire dans le plan, notons
uτ (x) = u(τx).
Alors, quelles que soient les fonctions u et v on aura
A(uτ , vτ ) = A(u, v)
pourvu que les supports de u, v, uτ , vτ soient entièrement inclus dans ω.
Supposons maintenant que le maillage utilisé soit l’intersection de ω avec un maillage
pavant régulièrement le plan.. Notons (xi)1≤i≤N un ensemble de noeuds associés à la
méthode et au maillage, et ϕi la base de Vh déﬁnie par
ϕi(xj) = δij.
On peut choisir les noeuds de telle façon que l’ensemble des indices des ϕi puisse être
partitionné en sous ensembles P1, . . . , Pr de façon que tous les ϕi pour i ∈ Pj se déduisent
les uns des autres par translation.
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Fig. 3.1 – Maillage par des triangles rectangles à mn noeuds.
D’après les propriétés du maillage, on pourra donc numéroter les xi de façon que Pj
soit une réunion disjointe d’ensemble de la forme
{mjp + kjpl, 1 ≤ l ≤ ljp}, 1 ≤ p ≤ Pj
et en particulier si ω est un rectangle on aura
Pj = {mj + kjl + qjr, 1 ≤ l ≤ lj, 1 ≤ r ≤ rj}.
Il est alors à peu près évident que A aura une structure de Toeplitz bande multiniveau,
mais étant donnée la complexité d’une formulation très générale, on se contentera de
traiter quelques exemples signiﬁcatifs.
Exemple 1
Discrétisation P1 avec maillage par des triangles rectangles uniforme, voir ﬁgure. (3.1) :
Dans ce cas, tous les ϕi se déduisent les uns des autres par translation, avec deux trans-
lation de base :
i 7−→ i+ 1 si i 6∈ mN
i 7−→ i+m si i ≤ (m− 1)m
Les coeﬃcients Aij sont donc donnés par :
A(ϕi, ϕj) =


A(ϕ1, ϕ1) si j = i
A(ϕ1, ϕ2) si j = i+ 1
A(ϕ1, ϕm+1) si j = i+m, i ≤ (n− 1)m
A(ϕ1, ϕm+2) si j = i+m+ 1, i ≤ (n− 1)m, i 6∈ mN
0 partout ailleurs
.
Ce résultat se traduit en numérotation à double indice déﬁnie par
i = mq + r, 0 ≤ r < m
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Fig. 3.2 – Maillage par des triangles rectangles avec sous-structure.
sous la forme
Aqr, q′r′ = b|q−q′|,|r−r′|
avec b0,0 = A(ϕ1, ϕ1), b0,1 = A(ϕ1, ϕ2), b1,0 = A(ϕ1, ϕm+1), b1,1 = A(ϕ1, ϕm+2), bij = 0
pour tous autres choix de i et j. Ce qui fournit bien une structure de Toeplitz bande par
blocs de Toeplitz bande.
Exemple 2
Discrétisation p1 avec maillage par des triangles rectangles avec sous structure, voir
ﬁgure (3.2) : Cette structure a évidement un petit air académique, mais elle a l’avantage
par rapport à la première structure de ne pas oublier aux coins sud-ouest et nord-est tout
un demi-triangle. Pour qu’il en soit ainsi, il faut que m et n soient impairs tous les deux.
Posons :
A(ϕ1, ϕ1) = α, A(ϕ2, ϕ2) = β, A(ϕ1, ϕ2) = γ,
A(ϕ1, ϕn+1) = δ, A(ϕ1, ϕn+2) = ǫ, A(ϕ3, ϕn+3) = ζ.
posons aussi :
M =


β γ
γ α γ
γ β γ
γ α γ
γ β γ
. . .
. . .
. . .
γ β


, L =


α γ
γ β γ
γ α γ
γ β γ
γ α γ
. . .
. . .
. . .
γ α


,
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P =


δ ǫ
δ
ζ δ ǫ
δ
ζ δ ǫ
. . .
. . .
. . .
ζ δ


, Q =


δ
ζ δ ǫ
δ
ζ δ ǫ
δ
. . .
. . .
. . .
δ


,
ce sont des matrices de taille n × n. La matrice du problème est une matrice mn ×mn
donnée par
A =


L P
P T M Q
QT L P
P T M Q
QT L P
. . .
. . .
. . .
Q L


.
C’est une matrice de type TBT. En eﬀet, si on pose
Z(g) =


02n×2n
I2n
. . .
. . .
. . .
R 02n×2n

 ,
avec R = (In 02n×2n), et
Z(d) = In ⊗ Z2n
alors on peut vériﬁer que
rang(A− Z(g)AZ(g)T ) ≤ 4n
et
rang(A− Z(d)AZ(d)T ) ≤ 4m.
Ce cas n’est pas traité par les algorithmes présentés dans ce travail, mais il a une structure
très intéressante.
Exemple 3
Discrétisation P2 avec maillage triangle rectangle uniforme. Posons :
λ1 = A(ϕ1, ϕ1), λ2 = A(ϕ2, ϕ2), λ3 = A(ϕ1, ϕ2),
µ1 = A(ϕ1, ϕn+1), µ2 = A(ϕ2, ϕn+2), µ3 = A(ϕ1, ϕn+2), µ4 = A(ϕ3, ϕn+2),
µ5 = A(ϕ2, ϕn+3), µ6 = A(ϕ2, ϕn+4)
ρ1 = A(ϕn+2, ϕ3n+3), ρ2 = A(ϕn+2, ϕ3n+2), ρ3 = A(ϕn+2, ϕ3n+4),
π1 = A(ϕn+1, ϕn+1), π2 = A(ϕn+2, ϕn+2), π3 = A(ϕn+2, ϕn+4), π4 = A(ϕn+1, ϕn+2),
χ1=A(ϕn+1, ϕ2n+1), χ2=A(ϕn+1, ϕ2n+2), χ3=A(ϕn+3, ϕ2n+2), χ4 = A(ϕn+2, ϕ2n+4)
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et
L =


λ1 λ3
λ3 λ2 λ3
λ3 λ1 λ3
λ3 λ2 λ3
. . .
. . .
. . .
λ3 λ1


, M =


µ1 µ3
µ2 µ5 µ6
µ4 µ1 µ3
µ2 µ5 µ6
. . .
. . .
. . .
µ4 µ1


,
P =


π1 π4
π4 π2 π4 π3
π4 π1 π4
π3 π4 π1 π4 π3
. . .
. . .
. . .
π4 π1


, Q =


χ1 χ2
µ4 µ2 µ3 χ4
χ3 χ1 χ2
µ4 µ2 µ3 χ4
. . .
. . .
. . .
χ3 χ1


,
R =


ρ1
ρ2 ρ1 ρ3
ρ1
ρ2 ρ1 ρ3
. . .
. . .
. . .
ρ1


, A =


L M
MT P Q R
QT L M
RT MT P Q R
.. .
. . .
. . .
QT L


.
Dans ce cas, les opérateurs de déplacement déﬁnis moyen de
Z(g) = Z2m ⊗ In, Z(d) = Im ⊗ Z2n
vont conduire aux observations suivantes :
rang(A− Z(g)AZ(g)T ) ≤ 4n,
et
rang(A− Z(d)AZ(d)T ) ≤ 4m.
3.3 Résolution de systèmes d’équations polynomiales
Les matrices structurées en multiniveaux sont naturellement associées aux systèmes
d’équations polynomiales multivariées. En eﬀet, les matrices de résultant, dont leur déter-
minant est le résultant, représente la méthode la plus puissante pour calculer le résultant
et pour résoudre les systèmes d’équations polynomiales. Parmi ces matrices, on spéciﬁe
la matrices de Sylvester, qui est, par construction, une matrice de Toeplitz multiniveau,
et la matrice de Bézout qui est l’inverse d’une matrice de Hankel, voir [88]. Les références
[87], [13], [19] décrivent comment utiliser les matrices de résultant pour transformer le
problème de résolutions de systèmes polynomiaux à un problème linéaire.
Les systèmes polynomiaux, et par suite les matrices de Toeplitz et de Hankel multini-
veaux, parraissent dans plusieurs applications de robotiques [20], [109], dans la structure
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géométrique des molécules [38], dans la résolution des systèmes d’inégalités [55] et plu-
sieurs d’autres applications.
Prenons, par exemple, le problème de [13] : Pour un système d’équations polynomiales,
on cherche, parmi les racines de ce système, la racine qui maximise (resp. minimise) la
valeur absolue d’un polynôme ﬁxé. On peut réduire ce problème à un problème de calcul
de la plus grande (resp. la plus petite) valeur propre d’une matrice A qui est une matrice
de Toeplitz multiniveau voir [13]. Pour calculer la plus grande valeur de A on utilise la
méthode de la puissance. Cette méthode ne demande que la multiplication de A par un
vecteur, donc chaque itération demande O(N log2N) à la place de O(N2) ﬂops, avec
N×N est la taille de la matrice A. Le calcul de la plus petite valeur propre se fait à l’aide
de la méthode de puissance inverse. A chaque itération de cet algorithme on doit résoudre
un système linéaire correspond à la matrice A. D’ici, vient l’importance de trouver une
méthode de résolution rapide.
3.4 Traitement d’images numériques et du signal
On désigne par traitement d’images l’ensemble des techniques permettant de modiﬁer
une image numérique dans le but de l’améliorer ou d’en extraire des informations.
Les matrices de Toeplitz par blocs de Toeplitz paraissent dans la plupart de ces tech-
niques, on va choisir quelques uns.
Dans le traitement numérique d’images, il est souvent nécessaire de procéder à des
transformations géométriques non linéaires des positions des pixels de la grille de l’image.
Les transformées des positions des pixels ne coïncident alors généralement pas avec la grille
de l’image d’entrée. Un algorithme de ré-échantillonnage permet d’obtenir la valeur de ces
nouveaux pixels. Un algorithme de ré-échantillonnage par la B-spline cubique uniforme
est donné dans [80]. L’écriture matricielle de cet algorithme est
G′ = BCBT
avec G′ la matrice de l’image ré-échantionnée, B une matrice TBT et C une matrice
correspond à la l’image d’entrée.
Le problème de restauration d’une image peut se transformer en un problème de
résolution d’un système linéaire Tx = b avec T est une matrice TBT de taille n2 × n2
pour une image formée de n × n pixels, voir [76]. Vu la grande taille de ces matrices,
un algorithme de résolution rapide pour un système TBT est crucial. Prenons l’exemple
donné dans cet article. On considère le problème d’astronomie suivant : on dispose d’une
image observée par un satellite et on veut reconstruire cette image. Ce problème se réduit
en un système linéaire Hx = b où H est la fonction de ﬂou qui peu être estimer et b est un
vecteur donné par l’observation du satellite. Cependant H est une matrice rectangulaire
et circulante par blocs circulants. Donc, on doit résoudre, à la place de l’équation initiale,
l’équation normale H∗Hx = H∗b. Comme la matrice H∗H est malle conditionnée, on
utilise la régularisation suivante :
(λI +H∗H)x = H∗b
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où λ est le paramètre de régularisation. La matrice λI + H∗H est une matrice TBT de
taille n2 × n2. Voir [76].
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Chapitre 4
Peut-on trouver des méthodes de
résolution rapide pour Toeplitz par
blocs de Toeplitz ?
4.1 Introduction
Malgré un progrès remarquable en étude des algorithmes de résolution rapides pour
les matrices structurées scalaires ces dernières décennies, les matrices structurées multini-
veaux, en particulier les matrices de Toeplitz par blocs de Toeplitz (TBT), restent un déﬁ.
On a donné dans le premier chapitre beaucoup de références qui traitent du cas scalaire,
alors que le cas par blocs est très peu étudié. La diﬃculté de ce problème explique le faible
nombre d’études qui portent sur la résolution des systèmes TBT. L’étude des matrices
TBT a commencé en même temps que l’étude des matrices de Toeplitz scalaires au début
des années 80. Comme les applications conduisent à des matrices de grande taille, un al-
gorithme de résolution rapide pour de telles matrices est crucial. La seule publication qui
essaie de résoudre ce problème est [96]. Elle propose d’approcher l’inverse d’une matrice
TBT par une somme de produits de Kronecker de matrices de type Toeplitz. Cet angle
d’attaque est purement expérimental et, à ce jour, il n’existe pas de résultats théoriques
décrivant un algorithme rapide de résolution pour des systèmes TBT généraux.
Les algorithmes utilisés pour le cas scalaire ne s’adaptent pas facilement au cas d’une
matrice TBT. On peut prendre comme exemple la fameuse formule de Gohberg-Semencul,
qui n’existe pas pour les matrices TBT.
Notons aussi que les méthodes itératives qui utilisent des préconditionneurs superli-
néaire rencontrent plusieurs problèmes : premièrement en [116], les auteurs montrent que
les préconditionneurs de type circulant ne sont pas superlinéaires, puis que de tels pré-
conditionneurs ne peuvent pas appartenir à l’algèbredes matrices de Toeplitz symétriques
par blocs de Toeplitz symétriques ni à l’algèbre des matrices circulantes par blocs cir-
culants, [93]. Un résultat plus négatif est donné en [117]. Ces résultats indiquent que la
construction de préconditionneurs eﬃcaces n’est pas possible dans une classe encore plus
vaste d’algèbres de matrices.
On remarquera, dans le chapitre 5, un comportement bizarre des matrices Toeplitz
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bande par blocs Toeplitz bande, qu’on peut résumer ainsi : si on prend des matrices
(pseudo-)aléatoires dans cette classe, une statistique expérimentale montre qu’elles sont
mal conditionnées, et donc le système correspondant diﬃcile à résoudre.
De là on pose la question : peut-on résoudre rapidement, en O(N logωN), un système
à matrice de Toeplitz par blocs de Toeplitz, et en exploitant les deux structures en même
temps ? Ici N ×N est la taille de la matrice et ω ∈ R.
Avant de répondre à cette question, on étudiera le cas d’une matrice de Toeplitz par
blocs dans la section suivante. Dans la troisième section on va essayer d’appliquer les
techniques de la deuxième section aux matrices de Toeplitz par blocs de Toeplitz, et on
étudiera les propriétés particulières aux matrices de Toeplitz par blocs de Toeplitz ainsi
que leurs déplacements. Dans la dernière section, on étudiera quelques cas particuliers et
on donnera quelques idées de résolutions.
Tout d’abord, donnons quelques déﬁnitions et rappelons brièvement la multiplication
de Kronecker et quelques uns de ses propriétés.
Définition 4.1.1. On notera Pm,n, ou tout simplement P s’il y a pas de confusion, la
matrice de permutation suivante, de taille mn×mn :
P =

E1...
Em

 avec Ek =


eTk
eTk+m
...
eTk+(n−1)m

 . (4.1)
Définition 4.1.2. Soient A et B deux matrices de terme général aij et bij, de taille m×n
et p × q respectivement. Le produit de Kronecker, A ⊗ B, de A par B est la matrice, de
taille mp× nq, suivante :
A⊗B =

a1,1B . . . a1,mB... . . . ...
an,1B . . . an,mB


Proposition 4.1.3. Soient A, B, C et D quatre matrices. On a les propriétés suivantes :
– Pour tout α dans K,
A⊗ (αB) = α(A⊗B) = (αA)⊗B.
– Le produit de Kronecker est distributif par rapport à l’addition :
(A+B)⊗ C = (A⊗ C) + (B ⊗ C),
A⊗ (B + C) = (A⊗B) + (A⊗ C).
– Le produit de Kronecker est associatif :
(A⊗B)⊗ C = A⊗ (B ⊗ C).
– La transposition est donnée par la formule ci-dessous. Remarquons la conservation
de l’ordre :
(A⊗B)T = AT ⊗BT .
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– Multiplication, quand les dimensions sont compatibles :
(A⊗B)(C ⊗D) = (AC ⊗BD).
– Quand A et B sont carrées et inversibles, alors :
(A⊗B)−1 = (A−1 ⊗B−1).
– Spectre : Soit A ∈ Kn×n et B ∈ Km×m. Si λ1, . . . , λn et µ1, . . . , µm sont les valeurs
propres de A et B respectivement, alors {λiµj, i = 1, . . . , n et j = 1, . . . ,m} sont
les valeurs propres de A⊗B (en comptant la multiplicité). En particulier :
det(A⊗B) = det(A)m. det(B)n,
trace(A⊗B) = trace(A).trace(B),
rang(A⊗B) = rang(A)rang(B).
Démonstration. Voir [54] pour plus d’information sur le produit de Kronecker de deux
matrices.
Proposition 4.1.4. Soient A ∈ Kn×n, B ∈ Km×m. La multiplication de M = A⊗B par
un vecteur v de longueur mn coûte O(mCA + nCB) ﬂops, avec, pour une matrice D, CD
est le coût de la multiplication de D par un vecteur.
Démonstration. On décompose v en blocs vectoriels de taille m, on l’écrit donc
v =

v1...
vn

 .
On a donc
Mv = (A⊗ Im)

w1...
wn

 ,
avec w = (wi := Bvi)i. Or P (A⊗ Im)P T = Im ⊗ A, où P est la matrice déﬁnie en (4.1).
Donc, (A⊗Im)w = P T (Im⊗A)Pw =

Aw
′
1
...
Aw′m

, avec w′ le vecteur Pw décomposé en blocs
vectoriels de taille n. Ce qui donne à la ﬁn n multiplications par B et m multiplications
par A.
4.2 Matrices de Toeplitz par blocs
Soit T une matrice de Toeplitz par blocs formée de m blocs de taille n × n chacun.
Donc, T est de la forme suivante :
T =


T0 T−1 . . . T−m+1
T1 T0
. . .
...
...
. . .
. . . T−1
T−m+1 . . . T1 T0

 , (4.2)
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où chaque Ti, i = −m+ 1, . . . ,m− 1, est une matrice de taille n× n.
Une déﬁnition du déplacement par blocs est possible, en prenant les opérateurs de
déplacement, DZϕ⊗In,Zψ⊗In et ∆Zϕ⊗In,ZTψ⊗In . Donc, une généralisation directe des algo-
rithmes de résolution, rapide et ultra-rapide, des systèmes de Toeplitz est possible. Dans
[137] les auteurs font une généralisation de l’algorithme de Levinson et de l’algorithme
de Schur, puis ils généralisent un algorithme ultra-rapide. Les algorithmes rapides don-
nés dans cet article demandent O(n3m2) ﬂops, et l’algorithme ultra-rapide demande
O(n3m+ n2m log2m) ﬂops. Reprenons, par exemple, l’algorithme de Levinson, pour voir
comment faire la généralisation et pour remarquer la simplicité de cette généralisation. On
reprend l’algorithme de Levinson décrit dans le premier chapitre avec toutes les notations
déﬁnies pour cet algorithme :
Ici les ti, les yi, les zi et les si sont des blocs de taille n × n, les ui et les bi sont des
vecteurs de longueur n. Le même calcul que dans le cas scalaire nous donne :
Uk+1 =
(
Uk − uk+1Yˆk
uk+1
)
, avec
uk+1 = s
−1
k (−Wˆ Tk Uk + bk+1),
U1 = u1 = t
−1
0 b1
. (4.3)
Y Tk+1 =
(
Y Tk − yk+1ZˆTk
yk+1
)
, avec
yk+1 = s
−1
k (−Y Tk Vˆk + t−k−1),
Y1 = y1 = t
−1
0 t−1
. (4.4)
Zk+1 =
(
Zk − zk+1Yˆk
zk+1
)
, avec zk+1 = s
−1
k (−Wˆ Tk Zk + tk+1), et Z1 = t0t1. (4.5)
Et
sk+1 = sk(In + z
T
k+1yk+1).
Nombre d’opérations :
3n3 + n2 ﬂops pour calculer sk.
n3 + 2n2 + n ﬂops pour calculer uk, et kn2 + kn ﬂops pour calculer νk.
kn3+2n3+n2 ﬂops pour calculer yk (resp. zk), et kn3+kn2 ﬂops pour calculer µk (resp.
βk).
Ceci donne un coût total en O(n3m2) ﬂops. On remarque que si la matrice T est TBT
alors le coût de calcul des yk (resp zk) sera kn2log2n + 2n3 + n2 ﬂops si on utilise un
algorithme de multiplication rapide.
De fait, les algorithmes classiquespour les matices de type Toeplitz donnent au moins
aussi bien. En eﬀet, la matrice T ′ = PTP T est une matrice par blocs de Toeplitz, elle est
formée de n blocs de Toeplitz de taille m×m chacun. On peut remarquer facilement que
la matrice T ′ est une matrice de type Toeplitz scalaire de rang de déplacement au plus
r = 2n. En utilisant les algorithmes associés aux matrices de type Toeplitz, on obtient
des algorithmes de résolution rapide qui demandent O(r(nm)2) = O(n3m2) ﬂops et on
obtient des algorithmes de résolution ultra-rapide qui demandent O(r2(mn) log2mn) =
O(n3m log2 nm) ﬂops.
Récemment, un nouvel algorithme, donné dans [15], résout un système de type Toeplitz
de rang de déplacement r en O(rω−1n log2 n), avec O(nω) l’ordre de complexité de la
multiplication de deux matrices de taille n × n. La meilleure estimation actuelle d’ω
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est 2.38. En appliquant cet algorithme à T ′ on obtient un algorithme de résolution en
O(nωm log2mn).
Dans le cas des matrices de Toeplitz par blocs, on a su proﬁter de la structure par blocs
pour donner des algorithmes de résolution rapide. En passant aux matrices de Toeplitz par
blocs de Toeplitz, comment proﬁte-on, de plus, de la structure des blocs ? Est-ce possible ?
4.3 Matrices de Toeplitz par blocs de Toeplitz
Dans la suite, sauf si elle est déﬁnie autrement, T désigne une matrice de Toeplitz par
blocs de Toeplitz formée de m blocs de taille n× n chacun. T est de la forme (4.2) et de
plus chaque bloc Ti, pour i = −m+ 1, . . . ,m− 1, est une matrice de Toeplitz scalaire.
On commence par donner trois propriétés simples et importantes d’une matrice de
Toeplitz par blocs de Toeplitz.
Une matrice de Toeplitz scalaire est une matrice symétrique par rapport à l’antidia-
gonale. Ceci se traduit par :
JT TJ = T.
En eﬀet, JT est une matrice de Hankel, donc symétrique. Ainsi JT = T TJ et parsuite
JT TJ = T . Une matrice de Toeplitz par blocs est donc symétrique, par blocs, par rapport
à l’antidiagonale par blocs. Mais pour les matrices de Toeplitz par blocs de Toeplitz, on
peut faire mieux :
Proposition 4.3.1. Soit T une matrice de Toeplitz par blocs de Toeplitz. T est symétrique
par rapport à l’antidiagonale.
Démonstration. Soit J la matrice qui ne contient que des 1 sur l’antidiagonale de taille
mn×mn, et soit Jm et Jn la même matrice de taille m×m et n× n respectivement. On
remarque que J = Jm ⊗ Jn, donc
JTJ =

 JnT0Jn . . . JnTn−1Jn... . . . ...
JnT−m+1Jn . . . JnT0Jn


=

 T
T
0 . . . T
T
m−1
...
. . .
...
T T−m+1 . . . T
T
0

 = T T
Remarque 4.3.2. L’inverse de T est aussi symétrique par rapport à l’antidiagonale.
La deuxième propriété de la matrice de Toeplitz par blocs de Toeplitz T est la possi-
bilité de la transformer, par la permutation P , déﬁnie en (4.1), en une autre matrice TBT
formée de n blocs de taille m ×m chacun. Cette propriété sera très utile si m ≪ n. En
eﬀet, on peut résoudre un système de Toeplitz par blocs, et par suite de Toeplitz par blocs
de Toeplitz, en O(n3m log2(nm)), donc ces algorithmes seront très pratiques si n ≪ m.
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Inversement si m≪ n, ils seront très peu pratiques dans le cas d’une matrice de Toeplitz
par blocs, mais ils resteront très pratiques pour le cas d’une matrice TBT, parce qu’on
peut la transformer en une autre matrice de Toeplitz par blocs où on échange les rôles de
m et de n.
Proposition 4.3.3. La matrice T ′ = PTP T est une matrice TBT formée de n blocs
m×m chacun, et elle est de la forme suivante :
T ′ =

 T
′
0 . . . T
′
−n+1
...
. . .
...
T ′n−1 . . . T
′
0


avec
T ′j =

 tj,0 . . . tj,−m+1... . . . ...
tj,m−1 . . . tj,0

 ,
pour −n+ 1 ≤ j ≤ n− 1.
Démonstration. Si on indexe une matrice par blocs M , formée de m blocs et les blocs
sont de taille n× n, de la manière suivante :
M =
(
M(i1,i2),(j1,j2)
)
0≤i1,j1≤m−1
0≤i2,j2≤n−1
, (4.6)
(i1, j1) donnant les positions des blocs, (i2, j2) donnant les positions dans les blocs, alors,
comme T est une matrice de Toeplitz par blocs de Toeplitz, on peut l’écrire
T = (t(i1−j1,i2−j2)0≤i1,j1≤m−1
0≤i2,j2≤n−1
.
On remarque facilement que la matrice PTP T a t(i2−j2,i1−j1) comme terme général.
La troisième propriété importante d’une matrice de Toeplitz par blocs de Toeplitz est
la multiplication rapide par un vecteur :
Proposition 4.3.4. Soient T une matrice de Toeplitz par blocs de Toeplitz de taille mn×
mn et v un vecteur de longueur mn. On peut calculer Tv en utilisant O(mn logmn) ﬂops.
Démonstration. Voir le corollaire (4.4.4).
4.3.1 Le déplacement en deux dimensions
Dans la suite de ce chapitre, pour k ∈ N, Zk désigne la matrice Z de shift vers le
bas, donnée par la déﬁnition (2.1.3) de taille k × k avec ϕ = 0. Pour d’autres ϕ ∈ K, on
pourrait faire presque le même calcul.
La matrice T est de Toeplitz par blocs de Toeplitz ; en particulier c’est une matrice
par blocs de Toeplitz, donc, comme on l’a vu précédemment, c’est une matrice de type
Toeplitz scalaire, de rang de déplacement 2n. Ce déplacement scalaire n’exploite que la
structure en blocs. Pour faire mieux, on passe au déplacement par blocs :
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Fig. 4.1 – La structure de D1(T ) pour
m = 7 et n = 4. On remarque que les
blocs de cette matrice sont tous nuls
sauf dans la première ligne et dernière
colonne. Donc rang(D1(T )) = 2n.
Fig. 4.2 – La structure de D2(T )
pour m = 6 et n = 5. On remarque
que cette matrice contient seulement
m lignes et m colonnes non nuls. Donc
rang(D2(T )) = 2m.
Définition 4.3.5. On note Z(g) et Z(d) les deux matrices, de taille mn × mn, données
par :
Z(g) = Zm ⊗ In, (4.7)
Z(d) = Im ⊗ Zn. (4.8)
On déﬁnit les deux opérateurs de déplacement suivants :
Définition 4.3.6. Soit A une matrice par blocs de taille mn×mn. On déﬁnit D1 et D2
de la manière suivante :
D1(A) = DZ(g),Z(g)(A) = Z
(g)A− AZ(g) (4.9)
D2(A) = DZ(d),Z(d)(A) = Z
(d)A− AZ(d) (4.10)
Les opérateurs D1 et D2 correspondent respectivement au déplacement par blocs et au
déplacement à l’intérieur des blocs. On remarque que rang(D1(T )) = 2n et rang(D2(T )) =
2m, on se reportera aux ﬁgures. (4.1) et (4.2), Le calcul avec ces opérateurs se fait de
la même manière qu’avec l’opérateur scalaire DZ,Z : D1 et D2 ont les mêmes propriétés
que D, en particuliers rang(D1(T−1)) = 2n et rang(D2(T−1)) = 2m, et des propriétés
analogues ont lieu pour un complément de Schur dans T . On peut donc généraliser les
algorithmes associés aux matrices de Toeplitz scalaires, en utilisant la déplacement D1(T )
ou D2(T ) chacun à part, c’est-à-dire en exploitant une seule structure de T seulement.
La question évidente est donc : est ce qu’en prenant le double déplacement D =
D1 ◦D2, qui est égal à D2 ◦D1, obtient-on un bon déplacement de T qui exploite les deux
structures et qui satisfait les trois conditions d’un opérateur de déplacement ? La réponse
est, malheureusement, non ! Et de plus cet opérateur complique beaucoup le calcul sans
donner des avantages par rapport à D1 ou D2.
Proposition 4.3.7. Le D-rang de déplacement de T est au plus 2min(m,n).
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Fig. 4.3 – La structure de D(T ) pour m = 6 et n = 5. D(T ) est très creuse mais elle est
de rang 2min(n,m).
Démonstration. Tous les blocs de la matrice par blocs D(T ) sont nuls sauf ceux de la
première ligne et de la dernière colonne. Donc rang(D(T )) ≤ 2n. Si n ≥ m, alors PD(T )P T
est de rang au plus 2n pour la même raison, parsuite rang(D(T )) ≤ 2m. Voir la ﬁgure
(4.3),
On remarque tout d’abord que D(T ) (resp. D1(T ) et D2(T )) contient toutes les infor-
mations de T .
Dans le cas générique, si T ne contient pas de zéros et s’il n’y a pas de coeﬃcient
répété dans sa première ligne et dans sa première colonne, le D-rang de déplacement de
T est 2min(m,n). Donc, on ne gagne rien du point de vue du rang en utilisant D et non
pas D1 si m ≤ n ou D2 dans le cas contraire.
Certes D(T ) est beaucoup plus creuse que D1(T ) et D2(T ), et on peut donner des
générateurs de D(T ) dont les blocs, de taille n × n, sont de rang 2. On remarque de
plus que les valeurs singulières de D(T ) décroissent plus vite que les valeurs singulières
de D1(T ) ou D2(T ). Voir la ﬁgue (4.4). Est ce que cette propriété est une avantage pour
le calcul ? On prétend que non, parce que T−1 ( resp. un complément de Schur de T )
n’a pas une telle propriété. Parce que D(T−1) n’est pas creuse et ces blocs ne sont pas
structurées, et de plus le D-rang de déplacement de T−1 n’égale pas, en général, le D-rang
de déplacement de T , mais plutôt son double, comme le montre la proposition (4.3.8).
On remarque aussi que les valeurs singulières de D(T−1) décroissent moins vite que les
valeurs singulières de D1(T−1) et de D2(T−1), voir ﬁgure (4.5), qui met en évidence un
eﬀet de rang.
Proposition 4.3.8. Si T est inversible, alors rang(D(T−1)) est au plus 4min(m,n).
Démonstration. Supposons que m ≤ n. On a D2(T ) = Z(d)T − TZ(d) ; en multipliant
cette équation par T−1 gauche et à droite, il vient D2(T−1) = −T−1D2(T )T−1. Alors
rang(D2(T−1) = rang(D2(T )) = 2m. Comme D(T−1) = D1(D2(T−1)) = Z(d)D2(T−1) −
D2(T
−1)Z(d) alors rang(D(T )) est au plus 2m+ 2m = 4m.
Remarque 4.3.9. 1. Des exemples simples prouvent qu’en général, le D-rang de dé-
placement est eﬀectivement 4min(m,n).
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Fig. 4.4 – Les valeurs singulières de D1(T ), D2(T ) et D(T ). La matrice T est TBT, elle est
choisie au hasard avec m = n = 30.
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Fig. 4.5 – Les valeurs singulières de D1(T−1), D2(T−1) et D(T−1). La matrice T est TBT, elle
est choisie au hasard avec m = n = 30.
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2. Une conséquence directe de la proposition précédente et de la première remarque est
que le D-rang de déplacement d’un complément de Schur dans une matrice TBT est
en général, plus grand que le D-rang de déplacement de T .
De plus, la reconstruction d’une matrice à partir de son déplacement par D n’est
pas une chose évidente et simple et elle demande beaucoup plus d’opérations que le cas
scalaire.
Donc en se basant sur les trois critères, énoncés page 21, qu’un opérateur de déplace-
ment doit vériﬁer, D ne fournit pas un bon déplacement pour une matrice de type Toeplitz
à deux niveaux.
En suivant [114], on peut essayer de déﬁnir des matrices de type TBT par les conditions
rang(D1(T )) ≤ r1n et rang(D2(T )) ≤ r2m, avec r1 ≪ n et r2 ≪ m. Les deux questions
qui se posent ici sont donc :
1. Est ce qu’il y a des opérateurs de déplacement qui exploitent la structure d’une
matrice de type Toeplitz à deux niveaux ?
2. Est ce que dans le cas de structures à deux niveaux, il faudrait changer les critères de
qualiﬁcation d’un opérateur de déplacement, en envisageant éventuellement d’autres
propriétés que “petit rang” ?
Dans le cas scalaire, on a proﬁté de la structure de déplacement des matrices structu-
rées pour développer des techniques de calcul. Ces techniques ont mené à des algorithmes
de résolution rapide pour des systèmes structurés. Dans le cas de déplacement à deux
niveaux, on ne sait pas répondre aux deux questions posés ci-dessus. Comme on sait pas
répondre à la première question, on ne peut pas proﬁter de ces techniques en deux di-
mensions. Et sans réponseà la deuxième question, on ne voit pas comment généraliser les
techniques du cas scalaire au cas à deux niveaux.
Pour les matrices de Toeplitz, on a pu donner des algorithmes de résolution rapide et
ultra-rapide, même avant de déﬁnir la structure de déplacement. Peut-on faire de même
dans le cas d’une matrice de Toeplitz par blocs de Toeplitz, c’est-à-dire d’essayer d’uti-
liser la structure de Toeplitz de la matrice et non pas sa structure de déplacement ? La
réponse est probablement non, parce que les blocs de T−1 perdent la structure, son rang
de déplacement par DZ,Z est maximal. Cependant, T−1 est de type Teoplitz en blocs,
c’est-à-dire DZ(d),Z(d)(T
−1) est de rang 2m.
4.4 Cas particuliers et quelques idées de résolution
Il y a des cas particuliers de matrice TBT où on sait résoudre rapidement. Les matrices
circulantes par blocs circulants, circulantes par blocs de Toeplitz ou Toeplitz triangulaire
par blocs de Toeplitz triangulaires possèdent, comme on va voir, des algorithmes de réso-
lution rapide. On va étudier le cas d’une matrice de Toeplitz bande par blocs de Toeplitz
bande dans le chapitre (5).
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4.4.1 Matrice circulante par blocs circulants
Définition 4.4.1. Soit
r =

 r1...
rm


un vecteur par blocs, formé de m vecteurs de longueur n chacun. La matrice C = CBC(r)
est dite circulante par blocs circulants (CBC) si elle est de la forme suivante :
C =


C(r1) C(rm) . . . C(r2)
C(r2) C(r1) . . . C(r3)
...
. . .
. . .
...
C(rm) . . . C(r2) C(r1)

 .
Comme dans le cas scalaire, on va essayer de diagonaliser les matrices CBC en utilisant
les matrices de Fourrier en deux dimensions : Soit
F := Fm ⊗ Fn. (4.11)
Proposition 4.4.2. La matrice C est diagonalisable par F . Plus précisement
C = F ∗DF,
avec D = diag(Fr).
Démonstration. Chaque bloc, C(ri) pour 1 ≤ i ≤ m, de C peut s’écrire comme C(ri) =
F ∗nDiFn, avec Di = diag(Fnri). Donc
C =

C(r1) . . . C(r2)... . . . ...
C(rm) . . . C(r1)

 =

F
∗
nD1Fn . . . F
∗
nD2Fn
...
. . .
...
F ∗nDmFn . . . F
∗
nD1Fn


=

F
∗
n
. . .
F ∗n



D1 . . . D2... . . . ...
Dm . . . D1



Fn . . .
Fn


= (Im ⊗ F ∗n)D(Im ⊗ Fn),
La matrice D est circulante par blocs diagonaux. On peut donc la transformer, en
utilisant la permutation P , en une matrice diagonale par blocs circulants. En eﬀet, Soient
R =

Fnr1...
Fnrm

 et R′ = PR =

r
′
1
...
r′n

 ,
les r′i sont des vecteurs de longueur m. On peut vériﬁer facilement que
PDP T =

C(r
′
1)
. . .
C(r′n)

 .
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Par suite
PDP T = (In ⊗ F ∗m)

D
′
1
. . .
D′n

 (In ⊗ Fm),
avec, pour 1 ≤ i ≤ n, Di = diag(Fmr′i). Donc
D = P T (In ⊗ F ∗m)PP T

D
′
1
. . .
D′n

PP T (In ⊗ Fm)P
= (F ∗n ⊗ Im)P T

D
′
1
. . .
D′n

P (Fn ⊗ Im)
= (F ∗n ⊗ Im)diag(P T R˜′)(Fn ⊗ Im),
avec R˜′ =

Fmr
′
1
...
Fmr
′
n

. Ainsi C = F ∗diag(P T R˜′)F . De plus
P T R˜′ = P T (In ⊗ Fm)P (Im ⊗ Fn)R = FR
En utilisant cette proposition et la proposition (4.1.4), on peut déduire le corollaire
suivant
Corollaire 4.4.3. La multiplication de C par un vecteur et le calcul de C−1 coûtent
O(mn logmn) ﬂops.
On peut plonger une matrice TBT, de taille mn, dans une matrice CBC de taille 4mn.
Donc, pour multiplier T par un vecteur v, on forme un vecteur v′ de longueur 4mn, en
ajoutant des zéros dans les positions corresponds à ce qu’on a ajouté à T pour former C.
On multiplie C par v′ puis on récupère Tv à partir de Cv′. On a donc le corollaire suivant
Corollaire 4.4.4. La multiplication d’une matrice TBT, de taillemn×mn, par un vecteur
v se fait en O(mn logmn) ﬂops.
Proposition 4.4.5. Soit T une matrice circulante par blocs de Toeplitz et donnée en blocs
par T = C(R) ; R est le vecteur par blocs R = (T T1 , . . . , T
T
m)
T et les Ti sont des matrices
de Toeplitz de taille n × n chacun. On peut calculer T−1 en O(mtn + mn logm log n))
ﬂops, tn étant le nombre des opérations nécessaires pour inverser une matrice de Toeplitz
scalaire de taille n× n.
Démonstration. Comme dans le cas scalaire, voir corollaire (2.2.10), T−1 est une matrice
circulante par blocs, et elle est donnée par T−1 = C(R′), avec
R′ = (F ∗m ⊗ In)(T−T1 , . . . , T−Tm ).
Pour calculerR′, on doit inversermmatrices de Toeplitz de taille n×n. Et la multiplication
de (F ∗m ⊗ In) par (T−T1 , . . . , T−Tm ) coûte O(mn logm log n).
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Proposition 4.4.6. Soit T une matrice de Toeplitz triangulaire par blocs de Toeplitz
bandes. On peut inverser T en O(mn logmn) ﬂops.
Démonstration. La matrice Z = Zn⊗Zm engendre l’algèbre, Z, des matrices de Toeplitz
triangulaire par blocs de Toeplitz triangulaire :
T =
∑
0≤i≤n−1
0≤j≤m−1
tijZ
i
n ⊗ Zjm,
où les tij sont les coeﬃcients de la première colonne de T . L’algèbre Z est isomorphe à
l’anneau des polynômes en deux variables modulo (xn, ym) : T (x, y) =
∑
0≤i≤n−1
0≤j≤m−1
tijx
i⊗yj.
En particulier,
T−1 =
∑
0≤i≤n−1
0≤j≤m−1
t−ijZ
i
n ⊗ Zjm ⇐⇒

 ∑
0≤i≤n−1
0≤j≤m−1
t−ijx
i ⊗ yj

T (x, y) = 1 mod (xn, ym)
On va donner dans ce qui suit quelques idées de résolution dans le cas général.
4.4.2 Algorithme de Wiedemann
L’algorithme de Wiedemann est un algorithme de résolution des systèmes creuses. Pour
résoudre le système linéaire Ax = b qui est de taille N × N , cet algorithme demande N
multiplications de A par un vecteur, N multiplication produits scalaires et une résolution
d’un système de Toeplitz de tailleN×N , ce qui donne à la ﬁn un coût total deO(k)C(A)+
O(N2)+O(Nlog2N), où C(A) est le coût de multiplication de A par un vecteur. Comme
la multiplication d’une matrice TBT, de taille mn, par un vecteur se fait rapidement en
O(mn) log(mn), alors cet algorithme coûtera O(m2n2 log(mn)) pour un système TBT de
taille mn.
Rappelons qu’un polynôme P est dit polynôme annulateur d’une matrice A si P (A)
est identiquement nul. Plus généralement, si b est un vecteur, un polynôme annulateur de
A relativement à b est un polynôme P tel que b appartienne au noyau de P (A), c’est-à-dire
P (A)b =
d∑
j=0
ajA
jb = 0,
d étant le degré du polynôme P . Si on dispose d’un polynôme annulateur de A relativement
à b, on peut alors obtenir une formule simple donnant la solution du système Ax = b :
x = − 1
a0
d∑
j=1
ajA
j−1b. (4.12)
Cette formule demande d multiplications de A par un vecteur, d multiplications vecteur
par scalaire et d− 1 additions de vecteur.
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Aﬁn d’obtenir un tel polynôme annulateur, Wiedemann a proposé dans [136], qui
s’applique au cas des corps ﬁnis, de chercher un polynôme annulateur pour la suite uj =
xTAjy, avec x et y des vecteurs aléatoires, cela revient à chercher un polynôme non trivial
P (x) =
∑N
j=0 ajx
j de degré au plus N tel que
N∑
j=0
ajui+j = 0.
Weidemann a évalué, dans le cas des corps ﬁnis, la probabilité pour qu’un polynôme
annulateur de cette suite ne soit pas un polyôme annulateur de A. Son raisonnement
s’applique au cas des corps inﬁnis et on peut en déduire que dans ce cas, cette probabilité
est nulle. Un argument topoligique simple permet aussi de déduire que cette probabilté est
nulle. En eﬀet, notons π(u) et πA les polynômes minimaux de A et de u respectivement. Le
polynôme πA annule clairement u, donc π(u) divise πA.Un argument topologique permet
de montrer en fait que πu = πA, sauf en dehors de réunion ﬁnies de sous-espaces vectoriels
stricts, donc en dehors d’un ensemble de mesure nulle. En eﬀet,
1. l’ensemble
{xT ∈ KN ; π((xAn)n) 6= πA} =
⋃
P |piA
P 6=piA
ker(P (AT ))
est une union ﬁnie de sous-espaces vectoriels stricts de KN , donc est d’intérieur vide.
Si on choisit x au hasard, on peut donc supposer que π((xAn)n) = πA.
2. pour tout x ∈ KN tel que π((xTAn)n) = πA, l’ensemble
{y ∈ KN ; π((xAny)n) 6= πA} =
⋃
P |piA
P 6=piA
ker(xP (A))
est une union ﬁnie de sous-espaces vectoriels stricts de KN , donc est d’intérieur vide.
Si on choisit y ∈ KN au hasard, on peut donc supposer que π((xAny)n) = πA.
On est donc réduit à trouver un plynôme annulateur de la suite des (uj)j≥0, et il suﬃt
en particulier d’obtenir un polynôme minimal de cette suite, c’est-à-dire un polynôme
annulateur monique et de degré minimal. Soit P = xd +
∑d−1
j=1 ajx
j est un tel polynôme,
supposé de degré d. Comme P (A) = 0 alors AjP (A) = 0∀j ∈ N, en particulier AjP (A) =
0 pour j = 0, . . . , d − 1. Donc pour calculer les coeﬃcients de P on utilise le système
suivant : 

ud + ud−1ad−1 + · · ·+ u0a0 = 0
ud+1 + udad−1 + · · ·+ u1a0 = 0
...
u2d−1 + u2d−2ad−1 + · · ·+ ud−1a0 = 0
.
L’écriture matricielle de ce système est :

ud−1 ud−2 . . . a0
ud ud−1 . . . u1
...
. . .
. . .
...
u2d−2 . . . ud ud−1




ad−1
ad−2
...
a0

 = −


ud
ud+1
...
u2d−1

 .
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Ceci qui constitue un système de Toeplitz par rapport aux inconnues aj. Cette matrice
de Toeplitz est bien de rang plein, parce que sinon le polynôme P ne sera pas minimal.
En général, d sera égal à N = mn, et on doit résoudre un système de Toeplitz de taill
mn×mn, ce qu’on sait faire en O(N log2N) ﬂops.
A partir de là, la resolution au moyen de la formule (4.12) sera plus intéressante qu’un
élimination gaussienne seulement si la multiplication de A par un vecteur demande un
nombre d’opérations petit devant N2.
Ceci conduit à un algorithme en O(N2 logN) opérations, soit un facteur logarithmique
de moins que par une méthode type Toeplitz.
4.4.3 Propriétés tensorielles des matrices de Toeplitz par blocs
de Toeplitz
Une nouvelle idée pour inverser une matrice TBT est parue récemment dans [96].
L’idée est d’approcher une matrice TBT T par une matrice de petit rang de Kronecker.
C’est-à-dire d’approcher T par Tr de la forme
Tr =
r∑
i=1
T 1i ⊗ T 2i , (4.13)
avec r petit devant n et m, et pour 1 ≤ i ≤ r, les T 1i et les T 2i étant de Toeplitz de taille
m et n respectivement. Notons Tr l’ensemble de ces matrices.
On peut transformer ce problème en problème d’approximation d’une matrice par une
matrice de petit rang. Donc, pour un r donné, on peut trouver la matrice Tr ∈ Tr telle
que
‖T − Tr‖ = min
Br∈Tr
‖T −Br‖.
Pour inverser une matrice A ∈ Tr on peut envisager les itérations de Newton en
posant :
X˜i = 2Xi−1 −Xi−1AXi−1, i = 0, 1, . . . ,
avec X0 une approximation de A−1 choisi dans Tr, et on prend Xi comme la projection de
X˜i sur Tr. Cette méthode converge quadratiquement si ‖I−AX0‖ < 1. A chaque itération
on doit faire deux multiplications matrice-matrice.
Cet article ne comporte que des essais numériques pour tenter de savoir si Tr serait une
bonne approximation de T , si la méthode de Newton projetée converge, si elle converge
quadratiquement, comment choisir X0, et si le resultat, qui est un approximation de T−1r
est une bonne approximation de T . Ces questions sont largement ouvertes.
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Chapitre 5
Toeplitz bande par blocs Toeplitz bande
5.1 Introduction
Soit T une matrice de Toeplitz par blocs de Toeplitz à coeﬃcients dans un corps K.
On suppose qu’elle est formée de m blocs de taille n×n ; de plus elle est bande par blocs,
c’est à dire qu’en dehors des 2k1+1 diagonales par blocs centrales les blocs sont nuls ; les
blocs eux-mêmes sont bande : en dehors des 2k2+1 diagonales centrales, les éléments des
blocs sont nuls. T est donc de la forme suivante :
T =


T0 T−1 . . . T−k1 0 . . . 0
T1 T0 . . . T−k1+1 T−k1
. . .
...
...
. . .
. . .
. . .
. . .
. . . 0
Tk1
. . .
. . .
. . .
. . .
. . . T−k1
0
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . T−1
0 . . . 0 Tk1 . . . T1 T0


, (5.1)
et chaque Tj est de la forme :
Tj =


T0,j T−1,j . . . T−k2,j 0 . . . 0
T1,j T0,j . . . T−k2+1,j T−k2,j
. . .
...
...
. . .
. . .
. . .
. . .
. . . 0
Tk1,j
. . .
. . .
. . .
. . .
. . . T−k2,j
0
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . T−1,j
0 . . . 0 Tk2,j . . . T1,j T0,j


. (5.2)
Soit N = nm, et on va supposer que m et n sont de même ordre, c’est à dire C−1m ≤
n ≤ Cm pour une certaine constante C > 0. Par conséquent m = O(√N), n = O(√N).
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Il est classique que la résolution d’un système n×n de structure bande de largeur k coûte
O(k2n) opérations par la méthode de Gauss. Dans notre cas, le coût serait donc en O(N2)
opérations avec des méthodes directes pour matrices creuses.
Dans ce chapitre, on va essayer d’exploiter la structure Toeplitz bande par blocs Toeplitz
bande pour donner une estimation en O(N3/2).
Remarquons tout d’abord que des statistiques expérimentales sur le nombre de condi-
tionnement des matrices aléatoires de Toeplitz et des matrices aléatoires de Toeplitz par
blocs de Toeplitz montrent des comportements dont il importe de tenir compte dans
l’analyse des résultats.
La section (5.2) décrit ces statistiques ainsi que les moyens utilisés pour les obtenir.
Il faut mentionner ici que les comportements dans le cas Toeplitz et dans le cas Toeplitz
par blocs de Toeplitz sont qualitativement diﬀérents.
5.2 Statistiques pour des matrices bandes Toeplitz et
pour des matrices bandes Toeplitz par blocs bande
Toeplitz
5.2.1 État des connaissances
Un certain nombre de résultats théoriques sont connus pour des matrices aléatoires à
structure bande, ou des matrices aléatoires à structure de Toeplitz. Notons en particulier
un théorème de limite centrale pour un modèle de matrice bande symétrique par Anderson
et Zeitouni [6], un résultat sur la distribution limite des valeurs propres pour les grandes
matrices bandes symétriques ou hermitiennes par Molchanov et al. [83], un résultat de
grandes déviations pour un modèle de matrices hermitiennes par Guionnet [60], des ré-
sultats sur les développements asymptotiques et les échelles d’universatité spectrale par
Khorunzhy et kirsch [75]. D’autre part il y a des résultats pour les matrices de Toeplitz
aléatoires , voir [81] et [14].
aucun de ces résultats ne porte sur le nombre de conditionnement de l’une ou l’autre
famille de modèles de matrice, alors que c’est l’objet essentiel pour l’analyse numérique
des méthodes de résolution de systèmes linéaires.
On a donc décidé d’obtenir des informations expérimentales pour des matrices aléa-
toires bande Toeplitz et bande Toeplitz par blocs bande Toeplitz et on a procédé comme
suit.
5.2.2 Algorithmes
Notons 2k + 1 la largeur impaire de bande dans le cas de Toeplitz scalaire et 2k1 +
1, 2k2 + 1 les deux largeurs impaires de bande dans le cas par blocs. Remarquons que
les diagonales non nulles occupent une zone symétrique. Plus précisément, dans le cas
scalaire, les diagonales sont nulles en dehors de {−k, . . . , k}, et dans le cas par blocs, les
diagonales de blocs sont nulles en dehors de {−k1, . . . , k1} et les diagonales dans les blocs
sont nulles en dehors de {−k2, . . . , k2}.
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On a généré des coeﬃcients pseudo-aléatoires gaussiens en nombre approprié, c’est à
dire k dans le cas scalaire et k1k2 dans le cas par blocs, ce qui permet de décrire une
matrice T en structure creuse.
On a eﬀectué un décomposition LU creuse, par l’algorithme “superLU”, de T et sa
transposée, ce qui a permis de calculer la plus petite valeur singulière par la méthode
de la puissance inverse. D’autre part on a obtenu la plus grande valeur singulière par la
méthode de la puissance.
On a constaté la convergence rapide de la méthode de la puissance inverse, et la conver-
gence très lente de la méthode de la puissance. Ce qui n’est pas entièrement surprenant.
Le rapport entre la plus grande et la plus petite des valeurs singulières fournit le
nombre de conditionnement κ(T ) = ‖T‖2‖T−1‖2, la norme ‖.‖2 étant la norme spectrale,
c’est à dire la racine carrée de la plus grande valeur propre de T ∗T .
5.2.3 Les résultats dans le cas scalaire
On se reportera au ﬁgure (5.1) pour voir des histogrammes du logarithme en base 10
du nombre de conditionnement des matrices de Toeplitz de même taille et des largeurs de
bande diﬀérentes.
On remarque que ces histogrammes dépendent peu de la largeur de bande.
5.2.4 Les résultats dans le cas par blocs
Dans ce cas on remarque que la statistique sur les nombres de conditionnements dépend
des largeurs de bande. On constate qu’avec l’accroissement d’au moins une des largeurs
de bande, l’histogramme devient de plus en plus étroit, et la moyenne du logarithme du
nombre de conditionnement décroît. Ceci montre que les matrices TBT bande par blocs
bande de petites largeurs de bande sont plus mal conditionnées que celles de largeurs de
bande plus grandes.
On se reportera aux ﬁgures (5.2), (5.3), (5.4) et (5.5).
Dans la suite, on décrira trois algorithmes rapides de résolution d’une matrice bande
en commençant tout d’abord par le cas scalaire, puis en les généralisant au cas par blocs.
5.3 Cas scalaire
Les idées de deux premiers algorithmes proviennent de Bini et Pan [9], et les auteurs
mentionnent un problème d’instabilité pour le premier algorithme.
5.3.1 Transformation en matrice circulante plus matrice de petit
rang
Rappelons, tout d’abord, la Formule de Sherman-Morrison-Woodbury :
Théoreme 5.3.1. Soient A ∈ Kn×n, G, H ∈ Kn×k. Si Ik+HTA−1G n’est pas singulière,
alors
(A+GHT )−1 = A−1 − A−1G(Ik +HTA−1G)−1HTA−1. (5.3)
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Démonstration. Une matrice par blocs peut se factoriser comme suit :
L =
(
M N
P Q
)
=
(
I 0
PM−1 I
)(
M 0
0 S
)(
I M−1N
0 I
)
,
avec S le complément de Schur donné par S = Q− PM−1N . Bien entendu cette factori-
sation n’a de sens que si M est inversible. Par symétrie, on a également
L =
(
M N
P Q
)
=
(
I NQ−1
0 I
)(
S˜ 0
0 Q
)(
I 0
Q−1P I
)
,
avec S˜ = M −NQ−1P . En inversant les deux termes de l’égalité et en identiﬁant les deux
expressions du bloc de la première ligne et de la première colonne on tire l’identité :
M−1 +M−1NS−1PM−1 = S˜−1
qu’on applique à
L =
(
A G
HT −Ik
)
.
Proposition 5.3.2. Soit A ∈ Kn×n une matrice de Toeplitz bande, de largeur de bande
2k + 1. Alors on peut décomposer A sous la forme C + R avec C une matrice circulante
et R une matrice de rang au plus 2k.
Démonstration. La décomposition suivante est immédiate :
A =


a0 a−1 . . . a−k 0 . . . 0
a1 a0 . . . a−k+1 a−k
. . .
...
...
. . .
. . .
. . .
. . .
. . . 0
ak
. . .
. . .
. . .
. . .
. . . a−k
0
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . a−1
0 . . . 0 ak . . . a1 a0


(5.4)
=


a0 . . . a−k 0 ak . . . a1
...
. . .
. . .
. . .
. . .
. . .
...
ak
. . .
. . .
. . .
. . .
. . . ak
0
. . .
. . .
. . .
. . .
. . . 0
a−k
. . .
. . .
. . .
. . .
. . . a−k
...
. . .
. . .
. . .
. . .
. . .
...
a−1 . . . a−k 0 ak . . . a0


−


0 . . . 0 ak . . . a1
...
. . .
. . .
. . .
. . .
...
0
. . .
. . .
. . .
. . . ak
a−k
. . .
. . .
. . .
. . . 0
...
. . .
. . .
. . .
. . .
...
a−1 . . . a−k 0 . . . 0


= C((a0 . . . ak 0 . . . 0 a−k . . . a−1)
T ) +R = C +R.
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Corollaire 5.3.3. Supposons que A vériﬁe les hypothèses de la proposition 5.3.2. Alors, il
existe une méthode directe pour résoudre le système Ax = b en O(n log n)+O(nk log k)+
O(k3) opérations.
Démonstration. En écrivant R = GHT , avec H, G ∈ Kn×r (r = 2k), et en utilisant la
formule de Sherman-Morrison-Woodbury sur le système (C +R)x = b on obtient
x = C−1b− C−1G(Ir +HTC−1G)−1HTC−1b.
Remarquons tout d’abord que G est creuse avec k(k + 1) éléments non nuls :
G =

 0k×k g0(n−2k)×k 0(n−2k)×k
f 0k

 et H =

 Ik 0k×k0(n−2k)×k 0(n−2k)×k
0k×k Ik

 ,
avec f = L(a−k . . . a−1)T et g = U(ak . . . a1)T , et L(v) (resp. U(v) la matrice de Toeplitz
triangulaire inférieure (resp. triangulaire supérieure) de première colonne (resp. première
ligne) égale à v. Ainsi la multiplication d’une matrice de taille n× n par G coûte O(nk2)
opérations (la multiplication d’une matrice creuse qui contient p éléments non nuls par
un vecteur coûte 2p opérations). On peut même faire mieux, en multipliant G par une
matrice n× n en O(nk log k) comme f et g sont de Toeplitz.
Par suite x est obtenu en faisant :
– v1 = C−1b : O(n log n) opérations,
– v2 = HTv1 : 0 opérations, parcequ’il n’y a pas que des 0 et des 1 dans H,
– C−1v1, avec v1 = G(Ir +HTC−1G)−1HTC−1b.
– HTC−1G :O(n log n)+O(nk log k) opérations (calculer C−1 enO(n log n) opérations
puis la multiplier par G en O(nk log k) opérations),
– v3 = (Ir +HTC−1G)−1v2 : O(k3) opérations,
– v4 = Gv3 : O(k log k) opérations,
– v5 = C−1v4 : O(n log n) opérations.
Remarque 5.3.4. On a O(nk log k) est plus ’grand’ que O(n log n) si k = O(nα) pour
un α ∈ [0, 1[.
Instabilité de l’algorithme
Dans leur livre, Polynomial and matrix computation, Victor Pan et Dario Bini, énon-
cent que cet algorithme rencontre des problèmes de stabilité. Les problèmes peuvent être
dûs à l’instabilité propre du système linéaire. En eﬀet, on pourra constater sur les ﬁ-
gures que la comparaison entre nombre de conditionnement et erreur est normale. Pour
se faire, nous avons généré des matrices de Toeplitz (et de Toeplitz bande par blocs Toe-
plitz bandes. Nous avons testé l’algorithme sur les deux types de matrices) bande pseudo
aléatoires uniformes. Nous avons également généré des vecteurs x aléatoires et nous avons
calculé l’erreur entre x et x˜ qui est la solution numérique, via notre algorithme, de T x˜ = b,
b étant égal à Tx. Cette comparaison semble montrer que l’instabilité ne vient pas de l’al-
gorithme.
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−14.2
−14.0
−13.8
Linear regression 
log10(cond(T)) : slope=0.4456063
log
10
(err
or)
Fig. 5.6 – Les matrices ici sont de Toeplitz bande de taille 400 × 400 et la largeur de la
bande 2k + 1 = 5. Pour 3000 essaies, on trace le logarithme à base 10 de l’erreur dû à
notre algorithme par rapport au logarithme à base 10 du nombre de conditionnement. On
trouve que la pente de la droite de régression est plus petit que 0.5 !
5.3.2 Plongement dans une matrice engendrée par Z + ZT
On va décrire maintenant un deuxième algorithme de résolution d’une matrice de
Toeplitz bande. Dans cette section on travaille avec des matrices carrées de taille n. Soit
τn (τ s’il y a pas de confusion) l’algèbre engendrée par W = Z + ZT . Les matrices de
Toeplitz dans cette section sont symétriques.
Proposition 5.3.5. Soit A ∈ τ , alors ses coeﬃcients vériﬁent
ai−1,j + ai+1,j = ai,j+1 + ai,j−1
a0,j = an+1,j = ai,0 = ai,n+1 = 0
(5.5)
Démonstration. Si A est dans τ , elle est de la forme A =
n−1∑
i=0
αiW
i. Or W k+1 = W k.W =
W.W k et siM une matrice alors (MW )ij = Mi,j+1+Mi,j−1 et (WM)i,j = Mi−1,j+Mi,j+1.
Donc
(W k+1)ij = (W
k)i,j−1 + (W
k)i,j+1 = (W
k)i−1,j + (W
k)i+1,j. (5.6)
Montrons par récurrence sur k que chaque W k vériﬁe la propriété (5.5) : W la vériﬁe.
Supposons que W k est telle que
(W k)i,j−1 + (W
k)i,j+1 = (W
k)i−1,j + (W
k)i+1,j,
D’après (5.6) :
(W k)i,j−1 + (W
k)i,j+1 = (W
k)i−1,j−1 + (W
k)i+1,j−1 + (W
k)i−1,j+1 + (W
k)i+1,j+1,
et
(W k)i−1,j + (W
k)i+1,j = (W
k)i−1,j−1 + (W
k)i−1,j+1 + (W
k)i+1,j−1 + (W
k)i+1,j+1,
parsuite (W k)i,j−1 + (W k)i,j+1 = (W k)i−1,j + (W k)i+1,j.
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Corollaire 5.3.6. De là nous déduisons que l’algèbre τn peut être identiﬁée à
B = {Bk ∈ τ ;Bke1 = ek, 1 ≤ k ≤ n}.
Pour A ∈ τ ,
A =
n∑
k=1
akBk,
avec (a1, . . . , an)
T la première ligne de A.
Démonstration. Pour construire une matrice de l’algèbre τ il suﬃt de connaître sa pre-
mière colonne. Or, comme Bk, 1 ≤ k ≤ n, est la matrice de τn telle que sa première colonne
est ek, et comme la première colonne de A vaut
∑n
k=1 akek, alors A =
∑n
k=1 akBk.
Proposition 5.3.7. Soit ∆ l’espace vectoriel des matrices de Toeplitz n × n, de largeur
de bande 2k + 1. Soit dans τn+2(k+1), le sous espace vectoriel engendré par les matrices
Bi telles que Bie1 = ei − ei−2, avec i = 3 . . . k + 1, ainsi que B1 = I, B2 = W . Soit
E = {k + 1, . . . , n− k − 1}. Alors les matrices B˜i = ((Bi)lp)l,p∈E forment une base de ∆.
Démonstration. En utilisant la technique donnée dans la proposition précédente pour
calculer un élément dans τ , on remarque que Bi est de la forme :
0 . . . −1 0 1 0 . . . 0
... −1 1
−1 1 ©
0
. . .
1 1
0 1 1
. . .
. . .
1 1
... 1 1
1
. . .
. . . 1
1
. . .
. . .
. . .
. . .
. . .
. . .
Fig. 5.7 – La matrice Bi comporte un centre, c’est à dire l’intersection des lignes et
des colonnes indexées par E = {k + 1, . . . , n − k − 1}, et une périphérique qui est son
complémentaire
et B˜i est la matrice qui contient des 1 sur les diagonales qui commencent par les éléments
(1, i) et (i, 1) respectivement. Par suite les B˜i génèrent ∆
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Soit T ∈ ∆ telle que T =∑k+1i=1 aiB˜i. On peut donc la plonger dans une matriceM ∈ τ
avec M =
∑k+1
i=1 aiBi de taille n+ 2(k + 1). M a donc la forme suivante :
M =

M11 M12 M13MT12 T M23
MT13 M
T
23 M33

 ,
avec M11,M13 et M33 de taille (k + 1) × (k + 1), M12 et MT23 de taille (k + 1) × n. On
cherche à résoudre le système Tx = b. Étudions le système suivant :
M11 M12 M13MT12 T M23
MT13 M
T
23 M33



0x
0

 =

b1b
b3

 .
Dans ce système, les inconnues sont x, b1 et b3 et on a Tx = b. Pour trouver b1 et b3 on
procède comme suit : soit
M−1 =

µ11 µ12 µ13µT12 µ22 µ23
µT13 µ
T
23 µ33

 .
Les vecteurs b1 et b3 vériﬁent :
µ11 µ12 µ13µT12 µ22 µ23
µT13 µ
T
23 µ11



b1b
b3

 =

0x
0

 ,
et par suite résolvent le système{
µ11b1 + µ13b3 = −µ12b,
µT13b1 + µ33b3 = −µT23b.
Ce système, de taille 2(k+1)×2(k+1), donne b1 et b3 en O(k3) opérations. Pour construire
ce système on a besoin aussi de calculer µ11, µ12, µ13 et µ23, puis de calculer µ12b et µT23b.
comme µ12 et µT23 sont de taille (k+1)×n, ce calcul va coûter O(nk) opérations. Le calcul
de µ11, µ12, µ13, µ23 coûte O(n log2(n)) +O(k2n) opérations (voir corollaire ci-dessus).
Proposition 5.3.8. Soit M ∈ τn. On peut résoudre le système Mx = b en O(n log2 n)
opérations.
Démonstration. M ∈ τ Comme M est dans τn, elle est de la forme
M =
n−1∑
i=1
miW
i.
Or les valeurs propres et vecteurs propres de W sont donnés par :
λk = 2 cos
kπ
n+ 1
, vk =
(
sin
jkπ
n+ 1
)
1≤j≤n
, k = 1 . . . n,
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comme on peut le vériﬁer simplement. Soit donc s la matrice de la transformation de
Fourier en sinus :
s =


sin pi
n+1
. . . sin npi
n+1
...
. . .
...
sin npi
n+1
. . . sin n
2pi
n+1

 = (sin ijπ
n+ 1
)
1≤i,j≤n
.
Classiquement, s−1 = 2s/(n+1). Si on pose S = s
√
2/(n+ 1), alors S−1 = S etW = SDS
avec D la matrice diagonale des valeurs propres. Nous en déduisons la diagonalisation de
M :
M = S
(
n−1∑
i=0
miD
i
)
S.
Le calcul de la somme des miDi se fait en O(n log2 n) (évaluation d’un polynôme (avec
coeﬃcients mi) aux n valeurs propres λk).
Corollaire 5.3.9. Soit M ∈ τn+2(k+1). Pour calculer la périphérie de taille k+1 de M−1
on a besoin de O((n+ k) log2(n+ k)) +O(nk2) opérations.
Démonstration. Notons K = k+1. La matriceM est symétrique, elle est aussi symétrique
par rapport à l’antidiagonale. Donc, pour calculer les K premières lignes, les K premières
colonnes, les K dernières lignes et les K dernières colonnes de M−1 (la périphérie de
M−1) il suﬃra de calculer les K premières colonnes. On a donc besoin de résoudre K
systèmes linéaires avec la matrice M . D’après la proposition précédente ce calcul coûtera
O(K(n+ 2K) log2(n+ 2K)) opérations.
On peut construire la périphérie d’une autre manière. En eﬀet, comme M−1 ∈ τ , on
peut calculer sa première colonne en O((n + 2K) log(n + 2K)) opérations, et construire
les autres colonnes demandées en utilisant la technique de la proposition (5.3.5), ce qui
demande O(nk2) opérations.
Corollaire 5.3.10. La résolution de Tx = b coûte O(n log2 n) +O(k3) opérations.
5.3.3 Plogement dans une matrice circulante
L’idée de cet algorithme est de plonger la matrice de Toeplitz bande dans une matrice
circulante à la place de la plonger dans une matrice de l’algèbre τ . Dans cette section, les
matrices de toeplitz bandes ne sont pas nécessairement symétriques.
Proposition 5.3.11. Soit A ∈ Kn×n une matrice de Toeplitz bande, de largeur de bande
2k + 1. Alors on peut plonger A dans une matrice circulante de taille (n+ k)× (n+ k).
Proposition 5.3.12. Soit A une matrice de Toeplitz bande donnée comme dans (5.4).
On peut donc plonger A dans la matrice circulante C = C(r) de première colonne r donné
par
r = (a0, . . . , ak, 0, . . . , 0︸ ︷︷ ︸
n
, a−k, . . . , a−1)
T .
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En eﬀet,
C =


a0 . . . a−k+1 a−k 0 . . . 0 ak . . . a1
...
. . .
. . .
. . .
...
ak−1
. . .
. . . ak
ak
. . . a−k
0
. . .
. . . a−k
...
. . .
. . .
...
...
. . .
0 ak . . . a0 a−1 . . . a−k
a−k ak . . . a1 a0 . . . a−k+1
...
. . .
. . .
...
...
. . .
...
a−1 . . . a−k ak ak−1 . . . a0


(5.7)
=

 A B
D T


avec T une matrice de Toeplitz de taille k×k, D et BT sont de Toeplitz, creuses, de taille
k × n.
Comme dans l’algorithme précédent, on réduit la résolution du système Ax = b à la
résolution du système
C
(
x
0
)
=
(
b
c
)
avec c un vecteur inconnu de longueur k.
En écrivant
C−1 =
(
γ11 γ12
γ21 γ22
)
,
avec γ11 de taille n × n et γ22 de taille k × k, alors le vecteur c résolve le système de
Toeplitz, de taille k × k, suivant :
γ22c = −γ21b.
On peut donc calculer c en O(k log2 k) ﬂops. Le vecteur (x 0)T est la solution d’un système
circulant. Donc, une fois calculer c, (x 0)T sera calculé en O((n+ k) log(n+ k)) ﬂops. Cet
algorithme est un peu plus rapide que les deux premiers parceque le calcul de c peut se
faire en O(k log2 k) ﬂops.
Proposition 5.3.13. La résolution du système Ax = b coûte O(n log n) + O(kn) +
O(k log2 k) ﬂops.
Démonstration. Le calcul de γ21b demande O(kn) ﬂops. Parsuite le calcul de c demande
O(k log2 k), et à la ﬁn la résolution du système C
(
x
0
)
=
(
b
c
)
se fait en O(n log n)
ﬂops.
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5.4 Cas par blocs
Le cas par blocs est une généralisation directe du cas scalaire mais où y rencontre
quelques complications, et les comptes d’opérations sont diﬀérents.
5.4.1 Transformation en matrice circulante plus matrice de petit
rang
Soit T une matrice comme dans (5.1) et (5.2).
Proposition 5.4.1. On peut décomposer T en T = C+R, avec C une matrice circulante
par blocs circulants et R de rang au plus 2(k1n + k2m), et au plus O(k21k2n + k22k1m)
éléments non nuls.
Démonstration. Écrivons Ti = Ci+R˜i, avec −k1 ≤ i ≤ k1, où Ci est une matrice circulante
et R˜i une matrice de rang au plus 2k2. Nous pouvons alors décomposer T comme suit :
T =


C0 . . . C−k1 0 Ck1 . . . C1
...
. . .
. . .
. . .
. . .
. . .
...
Ck1
. . .
. . .
. . .
. . .
. . . Ck1
0
. . .
. . .
. . .
. . .
. . . 0
C−k1
. . .
. . .
. . .
. . .
. . . C−k1
...
. . .
. . .
. . .
. . .
. . .
...
C−1 . . . C−k1 0 Ck1 . . . C0


−


0 . . . 0 Ck1 . . . C1
...
. . .
. . .
. . .
. . .
...
0
. . .
. . .
. . .
. . . Ck1
C−k1
. . .
. . .
. . .
. . . 0
...
. . .
. . .
. . .
. . .
...
C−1 . . . C−k1 0 . . . 0


−


R˜0 . . . R˜−k1 0 . . . 0
...
. . .
. . .
. . .
. . .
...
R˜k1
. . .
. . .
. . .
. . . 0
0
. . .
. . .
. . .
. . . R˜−k1
...
. . .
. . .
. . .
. . .
...
0 . . . 0 R˜k1 . . . R˜0


= C +R1 +R2 = C +R.
Nous remarquons que R1 est au plus de rang 2k1n et R2 est de rang 2k2m.
Dans R1 il y a 2× k1(k1+1)/2 blocs non nuls, et dans chaque bloc Ci il y a n+2(n−
1)+2(n− 2)+ · · ·+2(n− k2)+ (k22 +k2) = 2k2n+n éléments non nuls. Ainsi R1 contient
(k21 + k1)(2k2n+ n) = O(k21k2n) élément non nuls ; la situation est analogue pour R2.
En écrivant R = GHT , avec G, H ∈ KN×r (r = 2(k1n + k2m)), et en appliquant la
formule de Sherman-Morrison-Woodbury sur le système (C +R)x = b on obtient
x = C−1b− C−1G(Ir +HTC−1G)−1HTC−1b.
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Proposition 5.4.2. G est creuse avec O(k21k2n)+O(k22k1m) éléments non nuls, et H ne
comprend que des 0 et des 1.
Démonstration. Les matrices G et H se décomposent en
G = (G1G2) et H
T =
(
HT1
HT2
)
avec
G1 =


0nk1 E
... 0
0
...
F 0nk1

 ,
pour décrire la matrice G2, notons
El = {(l − 1)n+ 1, . . . , (l − 1)n+ k2} ∪ {ln− k2 + 1, . . . , ln}
et
E = ∪ml=1El
alors
G2 = ((R2)ij)1≤i≤mn
j∈E
,
HT1 =
(
Ink1 0 . . . 0nk1
0nk1 . . . 0 Ink1
)
,
et
HT2 =
(
Ik2 0k2×(n−k2) ... ... Ik2 0k2×(n−k2)
0k2×(n−k2) Ik2 0k2×(n−k2) Ik2
)
chaque bloc dans H2 est de taille 2k2 ×m.
Donc, en utilisant le compte fait dans la proposition précédente on voit que G contient
(k21 + k1)(2k2n+ n) + (k
2
2 + k2)(2k1m+m) = O(k21k2n) +O(k22k1m).
Corollaire 5.4.3. La multiplication de G par un vecteur coûte O(k21k2n) + O(k22k1m)
opérations.
Corollaire 5.4.4. En supposant que k1 et k2 sont petit devant m et n respectivement
alors la résolution du système Tx = b donné en (5.1) et (5.2) coûte O(N3/2) opérations.
Démonstration. Soit N = nm, K = k21k2n+ k
2
2k1m, et r = 2(k1n+ k2m).
On a x = C−1b− C−1G(Ir +HTC−1G)−1HTC−1b, donc x est obtenu en faisant :
– v1 = C−1b : O(N logN).
– v2 = HTv1 : 0 opération, car il n’y a que des 0 et des 1 dans H.
– HTC−1G : O(N logN) + O(NK) = O(N logN) + O(N3/2) , le calcul de C−1 de-
mande O(N logN) opérations et la multiplication par G demande O(NK) opéra-
tions car G est creuse.
– v3 = (Ir +HTC−1G)−1v2 : O(r3) = O(N3/2), résolution classique.
– v4 = Gv3 :O(K) = O(N1/2), multiplication de G par un vecteur, donc proportionnel
au nombre d’éléments non nuls dans G.
– v5 = C−1v4 : O(N logN).
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Fig. 5.8 – Les matrices sont de Toeplitz bande par blocs Toeplitz bande de taille 322×322
de largeur de bande K1 = 2k1 + 1 = K2 = 2k2 + 1 = 5. Pour 3000 essaies, on trace le
logarithme à base 10 de l’erreur dû à notre algorithme par rapport au logarithme à base
10 du nombre de conditionnement. On trouve que la pente de la droite de régression est
à peu près égale 1.
Stabilité
Comme dans le cas scalaire, on a appliqué cet algorithme sur des matrices de Toeplitz
bande par blocs Toeplitz bandes pseudo aléatoires pour obtenir les erreurs entre la solution
de Tx = b calculée par notre algorithme et la solution exacte. En traçant ces erreurs par
rapport aux nombres de conditionnement, on a obtenu une ligne de régression de pente
≃ 1. Ce qui prouve qu’il y a pas un problème de stabilité pour cet algorithme. Mais on
remarque que la pente est signiﬁcativement augmenté de ≃ 0.5 pour le cas scalaire à ≃ 1
pour le cas par blocs ! ! !
5.4.2 Plongement dans une matrice engendrée par Z + ZT
Dans cette section T est une matrice de Toeplitz, par blocs de Toeplitz symétrique
par blocs, et les blocs sont symétriques, bande par blocs, et les blocs sont aussi bandes.
Les entiers m, n, k1 et k2 sont les dimensions utilisées dans les sections précédents. Pour
résoudre le système Tx = b, on va essayer de plonger la matrice T dans une matrice de
l’algèbre τm,n (ou τ s’il y a pas de confusion) engendrée par W = (Zm+ZTm)⊗ (Zn+ZTn ).
Une matrice M ∈ τ est donc de la forme
M =
∑
0≤i≤m−1
0≤j≤n−1
αij(Zm + Z
T
m)
i ⊗ (Zn + ZTn )j =
∑
αi,jW
(i,j).
Si M est de plus bande par blocs bandes, les bornes supérieures respectives de i et j dans
la sommation sont k1 et k2. On va essayer de procéder comme dans le cas scalaire pour
avoir un algorithme rapide.
Proposition 5.4.5. Soit M dans l’algèbre τ . On peut résoudre le système Mx = b en
O(nm log2mn) opérations.
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Démonstration. Notons sk la matrice de la transformation en sinus de dimension k, Sk =
sk
√
2/(k + 1) et Dk la matrice diagonale diag(λ1, . . . , λk). Comme M ∈ τ alors M =∑
αijW
(i,j) avec W := Wm ⊗ Wn et W (i,j) := (Zm + ZTm)i ⊗ (Zn + ZTn )j. Or W =
Wm⊗Wn = (SmDmSm)⊗ (SnDnSn) = (Sm⊗Sn)(Dm⊗Dn)(Sm⊗Sn) =: SDS. Donc M
admet la diagonalisation :
M = SES avec E =
∑
0≤i≤m−1
0≤j≤n−1
αijD
i
m ⊗Djn.
E peut être calculé en O(mn log2mn) opérations : il s’agit d’évaluer un polynôme à deux
variable en mn points. Comme M−1 admet la décomposition M−1 = SE−1S, la multipli-
cation de M−1 par un vecteur coûte 2 transformées rapide en sinus et une multiplication
par une matrice diagonale, le tout en O(mn logmn) opérations.
Soit T une matrice bande Toeplitz symétrique par blocs bande Toeplitz symétrique,
comme en (5.1). De même technique que pour le cas scalaire, nous la plongeons dans
une matrice M ∈ τ , en la plongeant tout d’abord par blocs, puis par blocs et après en
plongeant chaque bloc.
La matrice M obtenue est une matrice de taille m + 2(k1 + 1) par blocs, et chaque
bloc est de taille n + 2(k2 + 1) ; donc M est de taille (m + 2(k1 + 1))(n + 2(k2 + 1)) ≃
mn+ 2mk1 + 2nk2 + 4k1k2. Elle a la forme suivante :
M =

M11 M12 M13
M21
× × ×
× T0 ×
× × ×
. . .
× × ×
× Tn−1 ×
× × ×
...
. . .
...
× × ×
× Tn−1 ×
× × ×
. . .
× × ×
× T0 ×
× × ×
M23
M31 M32 M33


,
(5.8)
avecM11,M13,M31,M33 de taille (k1+1)(n+2(k2+1))×(k1+1)(n+2(k2+1)) etM12,M32
sont de taille (k1 + 1)(n+ 2(k2 + 1))×m(n+ 2(k2 + 1)).
On cherche à résoudre Tx = b avec
x =

x1...
xn

 , b =

b1...
bn

 , les xi et les bi étant des vecteurs de taille n.
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Comme dans le cas scalaire, on va compléter le vecteur x par de nouvelles composantes
nulles, dont les numéros de ligne sont les numéros des nouvelles ligne de M par rapport
à T . Il faudra donc ajouter des lignes à b, ce qui créera de nouvelles inconnues :
x˜ =

0kx¯
0k

 et b˜ =

bˆ1b¯
bˆ2

 ,
avec k = (k1 + 1)(n+ (k2 + 1)) et
x¯ =


0k¯2
x1
0k¯2
...
0k¯2
xm
0k¯2


et b¯ =


bˆ11
b1
bˆ13
...
bˆm1
bm
bˆm3


,
avec k¯2 = (k2 + 1), les bˆi1 et les bˆi3 de taille k¯2. Soit
bˆ =


bˆ1
bˆ11
b1
bˆ13
...
bˆm1
bm
bˆm3
bˆ3


Comme dans le cas scalaire, écrivons x˜ = M−1b˜, et en ne gardant dans ce système
que les lignes nulles dans x˜ et que les nouvelles inconnues, nous obtenons un système
par rapport à bˆ, dont la matrice est de taille ≃ nk1 + mk2. Pour décrire ce système on
va écrire M−1 d’une façon équivalente à l’écriture de M donnée en (5.8), elle sera donc
donnée comme suit :
M−1 =

µ11 µ12 µ13
µ21

 µij11 µij12 µij13µij21 µij µij23
µij31 µ
ij
32 µ
ij
33


i,j=1...m
µ23
µ31 µ32 M33


,
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on découpe aussi µ12 (pareil pour µ32) de la façon suivante :
µ12 =
(
µ12,11 µ12,1 µ12,13 . . . µ12,m1 µ12,m µ12,m3
)
.
Le système à résoudre sera donné par :

µ11bˆ1 +
∑m
i=1(µ12,i1bˆi1 + µ12,i3bˆi3) + µ13bˆ3 = −
∑m
i=1 µ12,ibi
µT12,j1bˆ1 +
∑m
i=1(µ
ij
11bˆi1 + µ
ij
13bˆi3) + µ23,j1bˆ3 = −
∑m
i=1 µ
ij
12bi j = 1 . . .m
µT12,j3bˆ1 +
∑m
i=1(µ
ij
31bˆi1 + µ
ij
33bˆi3) + µ23,j3bˆ3 = −
∑m
i=1 µ
ij
32bi j = 1 . . .m
µ31bˆ1 +
∑m
i=1(µ32,i1bˆi1 + µ32,i3bˆi3) + µ33bˆ3 = −
∑m
i=1 µ12,ibi
Pour former le deuxième membre de ce système il faut O(k1(n + k2).m(n + 2k2)) +
O(2m2.k2.n) ≃ O(N3/2) +O(N3/2) opérations : 2 multiplications d’une matrice de taille
(k1 + 1)(n+ (k2 + 1))×m(n+ 2(k2 + 1)) par un vecteur et 2m2 multiplications matrice-
vecteur avec des matrices de taille (k2 + 1)n.
Proposition 5.4.6. En supposant que k1 et k2 sont petit devant m et n respective-
ment alors le calcul de la périphérie (en deux dimension) de M−1 coûte O((n+ k1)(m+
k2) log((n+ k1)(m+ k2))) +O(N3/2) opérations.
Démonstration. Même démonstration que pour le cas scalaire
Finalement, la résolution du système initiale requiert O(N3/2) opérations pour être
résolu.
5.4.3 Plogement dans une matrice circulante par blocs circulants
Soit T une matrice bande Toeplitz par blocs bande Toeplitz comme en (5.1). On
s’intéresse au problème Tx = b avec
x =

x1...
xn

 , b =

b1...
bn

 , les xi et les bi étant des vecteurs de taille n.
En suivant les téchniques du cas scalaire, on peut plonger T dans une matrice circulante
par blocs circulants, C, de taille (m+ k1)(n+ k2)× (m+ k1)(n+ k2). En eﬀet, on plonge
tout d’abord chaque bloc Ti, pour −k1 ≤ i ≤ k1, dans une matrice circulante de taille
(n+ k2)× (n+ k2). Par suite on plonge par bloc la matrice obtenue, qui est une matrice
bande Toeplitz par blocs, dans une matrice circulante par blocs. La matrice ﬁnale est bien
une matrice circulante par blocs circulants de taille (m+ k1)(n+ k2)× (m+ k1)(n+ k2).
On suit les téchniques de la section précédente : on pose le problème
Cx˜ = b˜
avec
x˜ =
(
x¯
0k
)
et b˜ =
(
b¯
c
)
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avec k = k1(n+ k2), c un vecteur inconnu de longueur k et
x¯ =


x1
0k2
...
xm
0k2

 et b¯ =


b1
c1
...
bm
cm


où chaque ci, 1 ≤ i ≤ m, est un vecteur inconnu de longueur k2.
Comme dans le cas scalaire, pour trouver le vecteur inconnu
ζ =


c1
...
cm
c


on inverse a matrice C et on extraire un système llinéaire,Mζ = g, dont la solution est
ζ. Ce système sera de taille K × K, avec K = mk2 + nk1 + k1k2. On peut remarquer
quelque structure dans M , mais elle n’est pas TBT (dans le cas scalaire, on a obtenu un
sytème de Toeplitz). Le calcul de g demande une multiplication d’une matrice de taille
k1(n+k2)×m(n+k2) par un vecteur, etm2 multiplications des matrices de taille k2×n par
des vecteurs. Ceci demande en total, pour calculer g,O(k1mn2+2k1k2mn+k1k22m+k2m2n)
ﬂops, qui est équivalent à O(N3/2) ﬂops. La résolution du système Mζ = g demande
O(K3) ﬂops, ce qui est aussi équivalent à O(N3/2) ﬂops.
A la ﬁn, la résolution du système Cx˜ = b˜ se fait en O((m+k1)(n+k2) log(m+k1)(n+
k2)) ﬂops, qui est équivalent à O(N logN).
Cet algorithme est donc d’orde N3/2 ﬂops.
Chapitre 6
Matrices de Toeplitz et de Toeplitz par
blocs de Toeplitz et leurs relation avec
les syzygies des polynômes
6.1 Introduction
Les matrices de Toeplitz et de Toeplitz par blocs de Toeplitz (TBT), et plus géné-
ralement les matrices structurées, sont très liées aux polynômes, voir [44, 9]. On a vu,
dans (2.4.1), que la multiplication d’une matrice de Toeplitz par un vecteur peut être
déduite de la multiplication de deux polynômes d’une seule variable. Dans [88], on trouve
comment lier entre l’inverse d’une matrice de Hankel ou de Toeplitz et le Bezoutien des
polynômes associés à leurs générateurs. On peut aussi déduire la multiplication d’une
matrice de Toeplitz par blocs de Toeplitz par un vecteur de la multiplication de deux
polynômes en deux variables. Voir [88] pour une description plus générale de la relation
entre les matrices TBT et polynômes.
Les diﬃcultés, discutées dans le chapitre (3), nous ont poussés à exploiter ces relations
entre matrices TBT et polynômes en deux variables, pour essayer de trouver des solveurs
super rapides. On n’est pas arrivé à ce but, mais on a, quand même, donné des nouvelles
relations entre solution d’une matrice TBT et syzygies des polynômes en deux variables
et on a donné une nouvelle méthode super rapide pour résoudre les systèmes de Toeplitz
scalaires.
On a étudié, tout d’abord, la résolution d’un système de Toeplitz scalaire, T u = g,
d’un nouveau point de vue, en donnant une relation entre la solution d’un tel problème
et les syzygies des polynômes d’une seule variable. On donne une connexion explicite
entre les générateurs d’une matrice de Toeplitz et les générateurs du module des syzygies
correspondant. On démontre que ce module est engendré par deux éléments de degré n
et que la solution de T u = g peut être interprétée comme le reste d’un vecteur, associé à
g, par ces deux générateurs.
Cette approche s’étend naturellement aux problèmes en plusieurs variables. On dé-
montre, tout d’abord, comment on peut étendre la notion des générateurs en une matrice
TBT T , puis on décrit la structure des générateurs du module des syzygies correspondants
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aux générateurs de T , et comment on peut déduire la solution du problème T u = g à
partir de ces générateurs. Ce qui donne un nouveau point de vue pour résoudre les sys-
tème de Toeplitz par blocs de Toeplitz. On donne aussi une nouvelle preuve élémentaire
d’un résultat connu sur les modules de syzygies, c’est que le module des syzygies de k
polynômes, non nuls, en deux variables est libre de rang k − 1.
On commencera, dans la section suivante, par l’étude du cas scalaire. Puis, on traite
le cas de Toeplitz par blocs de Toeplitz dans la section 3.
Dans ce chapitre, on utilisera les notations suivantes.
– R = K[x], l’ensemble des polynômes en x et à coeﬃcients dans le corps K..
– Pour n ∈ N, on dénote par K[x]n le k-espace vectoriel des polynômes de degré ≤ n.
– L = K[x, x−1], l’ensemble des polynôme de Laurent pour la variable x et à coeﬃcients
dans K.
– Pour un polynôme p =
∑n
i=−m pi x
i ∈ L, on dénote par p+ la somme des termes
des exposants positifs : p+ =
∑n
i=0 pi x
i, et par p−, la somme des termes avec des
exposant strictement négatifs : p− =
∑−1
i=−m pi x
i. On a bien sûr p = p+ + p−.
– Pour n ∈ N, on dénote par Un = {ω;ωn = 1} l’ensemble des racines nème de l’unité.
– Pour un vecteur u = (u0, . . . , uk−1)T ∈ Kk, on dénote par u(x) le polynôme de
degré k − 1 donné par u(x) = ∑k−1i=0 uixi. Inversement, si v(x) = ∑k−1i=0 vixi est un
polynôme de degré k − 1, on dénote par v le vecteur de longueur k des coeﬃcients
de v(x).
6.2 Cas scalaire
On commence par le cas d’une seule variable et par le problème suivant :
Problème 6.2.1. Soit T = (ti−j)
n−1
i,j=0 ∈ Kn×n une matrice de Toeplitz de taille n × n et
g = (g0, . . . , gn−1) ∈ Kn, trouver u = (u0, . . . , un−1) ∈ Kn tel que
T u = g. (6.1)
Définition 6.2.2. Soit E = {1, . . . , xn−1} l’ensemble des monômes de degré < n, et soit
ΠE la projection de L sur l’espace vectoriel engendré par E, parallèlement à 〈xn, xn+1, . . .〉.
A partir de la matrice T , des vecteurs g et u, on va déﬁnir les polynômes suivants :
Définition 6.2.3. Soient
– T (x) =
n−1∑
i=−n+1
tix
i,
– T˜ (x) =
2n−1∑
i=0
t˜ix
i avec t˜i =
{
ti if i < n
ti−2n if i ≥ n ,
– u(x) =
n−1∑
i=0
uix
i, g(x) =
n−1∑
i=0
gix
i.
Remarquons que T (x) est un polynôme de Laurent et que T˜ (x) est la transformation
de ce polynôme de Laurent en un vrai polynôme en remplaçant les exposants négatifs par
des exposants de degré > n. On a donc la proposition suivante :
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Proposition 6.2.4. T˜ = T+ + x
2n T− et T (w) = T˜ (w) pour w ∈ U2n.
Démonstration. On peut déduire directement, à partir de la déﬁnition de T (x) et T˜ (x),
que T˜ = T++x2n T−. De plus, comme w2n = 1 et comme T (x) = T+(x)+x2nT−(x), alors
T˜ (w) = T+(w) + T−(w) = T (w)
D’après la proposition 2.1.2 de [88] (voir aussi l’équation (2.8) du chapitre (2)), on a
cette relation entre le problème (6.1) et les polynômes :
Proposition 6.2.5.
T u = g ⇔ ΠE(T (x)u(x)) = g(x).
Or, comme ΠE(T (x)u(x)) n’est que le polynôme T (x)u(x) dont on enlève les termes
de degré négatif et de degré ≥ n, on peut déduire la proposition, dans le cas général,
suivante. Notons, tout d’abord : pour tout polynôme u ∈ K[x] de degré d, on écrit :
u(x) = u(x) + xnu(x) avec deg(u) ≤ n− 1 et deg(u) ≤ d− n si d ≥ n et u = 0 sinon.
Proposition 6.2.6. On a
T (x)u(x) = ΠE(T (x)u(x)) + ΠE(T (x)x
nu(x)) + x−n+1A(x) + xnB(x), (6.2)
où A(x) et B(x) sont deux polynômes de degré ≤ n − 2 et ≤ max(n − 2, d − 1) respecti-
vement.
Démonstration.
T (x)u(x) = T (x)u(x) + T (x)xnu(x)
= ΠE(T (x)u(x)) + ΠE(T (x)x
nu(x))
+(α−n+1x
−n+1 + · · ·+ α−1x−1)
+(αnx
n + · · ·+ αn+mxn+m)
= ΠE(T (x)u(x)) + ΠE(T (x)x
nu(x))
+x−n+1A(x) + xnB(x), (6.3)
avec m = max(n− 2, d− 1),
A(x) = α−n+1 + · · ·+ α−1xn−2,
B(x) = αn + · · ·+ αn+mxm. (6.4)
Corollaire 6.2.7. Si u(x) est de degré ≤ n− 1 alors
T (x)u(x) = ΠE(T (x)u(x)) + x
−nA(x) + xnB(x),
avec A(x) et B(x) sont deux polynômes de degré ≤ n− 1. (Plus précisement, degB(x) ≤
n− 2 et A(x) n’a pas un terme constant).
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6.2.1 Syzygies et matrices de Toeplitz
On considère ici, un autre problème, lié à la géométrie algébrique eﬀective :
Problème 6.2.8. Soient a, b, c, trois polynômes dans R de degré < l,< m,< n respec-
tivement. Trouver trois polynômes p, q, r ∈ R de degré < ν − l, < ν − m,< ν − n, tels
que :
a(x) p(x) + b(x) q(x) + c(x) r(x) = 0. (6.5)
Définition 6.2.9. L’ensemble des triplets de polynômes, (p, q, r) ∈ K[x]3, qui vériﬁent
l’équation (6.5), s’appelle l’ensemble des syzygies de (a, b, c). On dénote cet ensemble par
L(a, b, c).
Donc, l’ensemble des solutions du problème (6.2.8) est l’ensemble L(a, b, c)∩K[x]ν−l−1×
K[x]ν−m−1 ×K[x]ν−n−1.
Définition 6.2.10. Soit d(x) un polynôme dans R. On dénote par L(a, b, c; d) l’ensemble
des (p, q, r) ∈ K[x]3 tel que
a(x) p(x) + b(x) q(x) + c(x) r(x) = d(x).
Théoreme 6.2.11. L(a, b, c) forme un K[x]-module de K[x]3. De plus, pour n’importe quel
vecteur, non nul, des polynômes (a, b, c) ∈ K[x]3, l’ensemble L(a, b, c) est un K[x]-module
libre de rang 2.
Démonstration. Par le théorème de Hilbert, l’idéal I engendré par (a, b, c) admet une
résolution libre de longueur au plus 1, elle est donc de la forme :
0→ K[x]p → K[x]3 → K[x]→ K[x]/I → 0.
Comme I 6= 0, pour des raisons de dimension, on a obligatoirement p − 3 + 1 = 0. Voir
[29] chapitre 6, pour plus d’information sur les résolutions libres et le théorème de Hilbert
sur les syzygies.
Définition 6.2.12. Pour un vecteur de polynômes p = (p1, . . . , pk) ∈ Rk, on déﬁnit
deg(p) = max(deg(p1), . . . , deg(pk)).
Définition 6.2.13. Supposons que deg(p, q, r) ≤ deg(p′, q′, r′). Une µ-base de L(a, b, c)
est une base {(p, q, r), (p′, q′, r′)} de L(a, b, c), avec deg(p, q, r) = µ.
On démontre la proposition suivante, qui donne une relation entre les degrés des deux
éléments d’un générateur de L(a, b, c).
Proposition 6.2.14. Si (p, q, r) et (p′, q′, r′), de degrés µ1 et µ2 respectivement, forment
un système générateur de L(a, b, c) , alors d = max(deg(a), deg(b), deg(c)) = µ1 + µ2.
Démonstration. On a
0→ K[x]ν−d−µ1 ⊕K[x]ν−d−µ2 → K[x]3ν−d → K[x]ν → K[x]ν/(a, b, c)ν → 0,
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pour ν >> 0. Comme la somme alternée des dimensions des K-espaces vectoriels est nulle,
et comme K[x]ν/(a, b, c)ν est 0 pour ν >> 0, on a
0 = 3 (d− ν − 1) + ν − µ1 − d+ 1 + ν − µ2 − d+ 1 + ν + 1
= d− µ1 − µ2.
Donc, pour L(T˜ (x), xn, x2n − 1), on a µ1 + µ2 = 2n. On va démontrer, de plus que
µ1 = µ2 = n :
Proposition 6.2.15. Le K[x]-module L(T˜ (x), xn, x2n − 1) admet une n-base.
Démonstration. Considérons l’application suivante :
K[x]3n−1 → K[x]3n−1 (6.6)
(p(x), q(x), r(x)) 7→ T˜ (x)p(x) + xnq(x) + (x2n − 1)r(x).
En faisant correspondre à chaque polynôme son vecteur des coeﬃcients, cette application
est équivalente à une application linéaire de K3n dans K3n dont sa matrice, S, est donnée
par :
S :=

 T0 0 −InT1 In 0
T2 0 In

 . (6.7)
où T0, T1, T2 sont les coeﬃcients matricielles de (T˜ (x), x T˜ (x), . . . , xnT˜ (x)), pour les listes
des monômes (1, . . . , xn−1), (xn, . . . , x2n−1), (x2n, . . . , x3n−1) respectivement. Remarquons
qu’on a T = T0 + T2.
En réduisant le bloc (T0|0| − In) par le bloc (T2|0|In), on peut donc le remplacer par
(T0 + T2|0|0), sans changer le rang de la matrice S. Comme T = T0 + T2 est inversible,
ça montre que S est de rang 3n. C’est-à-dire ker(S) = 0, ce qui est équivalent à dire qu’il
n’y a pas des syzygies en degré ≤ n− 1.
Supposons que (p, q, r) et (p′, q′, r′), de degrés µ1 et µ2 respectivement, forment un
système générateur de L(T˜ (x), xn, x2n − 1). Comme 2n = µ1 + µ2 et comme µ1 et µ2
sont ≥ n alors µ1 = µ2 = n. Donc il existe deux syzygies linéairement indépendants,
(u1, v1, w1) et (u2, v2, w2) de degré n, qui engendrent L(T˜ (x), xn, x2n − 1).
On peut trouver dans [129] un résultat similaire. La preuve est plus long que la notre,
elle est basée sur des techniques d’interpolations et sur des calculs explicites.
On va décrire, dans la suite, comment construire explicitement, deux générateurs de
L(T˜ (x), xn, x2n − 1) de degré n :
T˜ (x) est de degré ≤ 2n−1 et l’application (6.6) est surjective, donc il existe (u, v, w) ∈
K[x]3n−1 tel que
T˜ (x)u(x) + xnv(x) + (x2n − 1)w(x) = T˜ (x)xn, (6.8)
on déduit donc, que (u1, v1, w1) = (xn − u,−v,−w) ∈ L(T˜ (x), xn, x2n − 1).
Pour les mêmes raisons, il existe (u′, v′, w′) ∈ K[x]3n−1 tel que
T˜ (x)u′(x) + xnv′(x) + (x2n − 1)w′(x) = 1 = xn xn − (x2n − 1) (6.9)
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on déduit donc, que (u2, v2, w2) = (−u′, xn − v′,−w′ − 1) ∈ L(T˜ (x), xn, x2n − 1).
De plus, les vecteurs (u1, v1, w1) et (u2, v2, w2) de L(T˜ (x), xn, x2n−1) sont linéairement
indépendants, parce que, par construction, les coeﬃcients vectoriels de xn dans (u1, v1, w1)
et (u2, v2, w2) sont (1, 0, 0) et (0, 1, 0) respectivement.
On peut maintenant, démontrer le théorème suivant qui donne la relation entre solution
d’un système de Toeplitz et syzygies :
Théoreme 6.2.16. Le vecteur u est solution de (6.1) si et seulement si il existe v(x) ∈
K[x]n−1, w(x) ∈ K[x]n−1 tels que
(u(x), v(x), w(x)) ∈ L(T˜ (x), xn, x2n − 1; g(x))
Démonstration. D’après la proposition (6.2.5), le vecteur u est solution de (6.1) si est
seulement si
ΠE(T (x)u(x)) = g(x).
Comme u(x) est de degré ≤ n− 1, on déduit de (6.3) et (6.4) qu’il existe deux polynômes
A(x) ∈ K[x]n−1 et B(x) ∈ K[x]n−1 tels que
T (x)u(x)− x−n+1A(x)− xnB(x) = g(x).
En évaluant cette équation aux racines 2nème de l’unité ω ∈ U2n, et comme ω−n = ωn et
T˜ (ω) = T (ω) pour ω ∈ Un, on aura
T˜ (ω)u(ω) + ωnv(ω) = g(ω),∀ω ∈ U2n(ω), (6.10)
avec v(x) = −xA(x)−B(x) de degré ≤ n− 1.
L’équation (6.10) signiﬁe que le polynôme T˜ (x)u(x) + xnv(x)− g(x) s’annule sur tous
les racines du polynôme x2n − 1, ce qui signiﬁe que T˜ (x)u(x) + xnv(x) − g(x) est un
multiple de x2n − 1. On déduit donc qu’il existe un polynôme w(x) ∈ K[x] tel que
T˜ (x)u(x) + xnv(x) + (x2n − 1)w(x) = g(x).
Remarquons de plus, que w(x) est de degré ≤ n− 1, car T˜ (x)u(x) et (x2n − 1)w(x) sont
de degré ≤ 3n− 1.
Inversement, une solution (u(x), v(x), w(x)) ∈ L(T˜ (x), xn, x2n − 1; g(x)) ∩ K[x]3n−1
implique une solution (u, v, w) ∈ K3n du système linéaire :
S

 uv
w

 =

 g0
0

 ,
où S est la matrice donnée par (6.7). On en déduit donc, que T2 u + w = 0 et que
T0 u − w = (T0 + T2)u = g. Comme T0 + T2 = T , alors le vecteur u est la solution de
(6.1).
On a vu, quand on a étudié la formule de Gohberg-Semencul, que l’inverse d’une ma-
trice de Teoplitz peut être reconstruit à partir de deux vecteurs seulement. Ces vecteurs
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qui sont donnés dans (2.9) sont x et z, les solutions de Tx = e1 et Tz = ZTen respec-
tivement. On a démontrer aussi que le vecteur y, tel que Ty = en, qui est utilisé, avec
x, pour donner la formule de Gohberg-Semencul, est lié à x et z. Donc, x et z sont des
générateurs de la matrice T−1. On va démontrer dans la proposition suivante que, x et
z ne sont que u et u′ donnés par les équations (6.8) et (6.9). Donc, trouver une base
de L(T˜ (x), xn, x2n − 1) est équivalent à donner la décomposition de Gohberg-Semencul
de T−1. Et on va voir dans la suite, comment traduire la résolution du système linéaire,
qui après décomposition de T−1 se fait par multiplication par des matrices de Toeplitz
triangulaires, en une division euclidienne.
Proposition 6.2.17. Soient (u(x), v(x), w(x)) et (u′(x), v′(x), w′(x)) dans kn−1[x]
3, tels
que {
T˜ (x)u(x) + xnv(x) + (x2n − 1)w(x) = T˜ (x)xn,
T˜ (x)u′(x) + xnv′(x) + (x2n − 1)w′(x) = 1.
Alors Tu′ = e1 et Tu = ZTen.
Démonstration. Comme u′(x), v′(x), w′(x) et 1 sont de degré ≤ n − 1, alors, d’après
le théorème (6.2.16), T˜ (x)u′(x) + xnv′(x) + (x2n − 1)w′(x) = 1 équivalent à Tu′ = e1
(e1(x) = 1).
On a T˜ (x) = T+(x) + x2nT−(x), donc,
T˜ (x)u(x) + xnv(x) + (x2n − 1)w(x) = xnT+(x) + xn((x2n − 1)T−(x) + T−(x)),
par suite
T˜ (x)u(x) + xn(v(x)− T+(x)) + (x2n − 1)(w(x)− xnT−(x)) = xnT−(x).
comme xnT−(x) est de degré ≤ n − 1 et est le polynôme associé au vecteur ZTen, alors
d’après le théorème (6.2.16), u est tel que Tu = ZTen.
Du théorème (6.2.16) on peut déduire les deux corollaires suivants :
Corollaire 6.2.18. Pour tout g(x) ∈ Kn−1[x], l’ensemble L(T˜ (x), xn, x2n−1; g)∩K3n−1[x]
admet exactement un élément.
Démonstration. Comme T est inversible, il existe un unique u tel que Tu = g. D’après
le théorème (6.2.16), il existe v(x), w(x) de degrés ≤ n − 1, tel que(u(x), v(x), w(x)) ∈
L(T˜ (x), xn, x2n − 1; g) ∩K3n−1[x].
L’unicité est évidente, parce que si (u′(x), v′(x), w′(x)) ∈ L(T˜ (x), xn, x2n − 1; g) ∩
K3n−1[x], alors (u(x), v(x), w(x))− (u′(x), v′(x), w′(x)) ∈ L(T˜ (x), xn, x2n−1)∩K3n−1[x] qui
est égal {(0, 0, 0)}, voir la démonstration de la proposition (6.2.15).
Corollaire 6.2.19. Soit {(u1, v1, w1), (u2, v2, w2)} une n-base de L(T˜ (x), xn, x2n − 1).
Soit (p, q, r) un élément de L(T˜ (x), xn, x2n − 1; g(x)). Il existe un unique (u, v, w) ∈
L(T˜ (x), xn, x2n − 1; g) ∩K3n−1[x] et deux polynômes p1, p2 uniques tels que
pq
r

 = p1

u1v1
w1

+ p2

u2v2
w2

+

uv
w

 .
On va appeler cette décomposition une division de (p, q, r) par (u1, v1, w1) et (u2, v2, w2).
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Démonstration. D’après le corollaire précédent, il existe un unique élément (u, v, w) dans
L(T˜ (x), xn, x2n − 1; g) ∩ K3n−1[x]. Donc (p, q, r) − (u, v, w) est dans L(T˜ (x), xn, x2n − 1).
Comme {(u1, v1, w1), (u2, v2, w2)} est une n-base de L(T˜ (x), xn, x2n− 1), alors il existe p1,
p2 uniques tels que 
pq
r

−

uv
w

 = p1

u1v1
w1

+ p2

u2v2
w2


On peut maintenant, démontrer simplement le théorème suivant :
Théoreme 6.2.20. Soit {(u1, v1, w1), (u2, v2, w2)} une n-base de L(T˜ (x), xn, x2n−1). Soit
g ∈ Kn. Le reste de la division, (u(x), v(x), w(x)), de

 0xn g
g

 par

u1 u2v1 v2
w1 w2

 est l’unique
vecteur de L(T˜ (x), xn, x2n − 1; g(x)) ∩K3n−1[x] et par suite u est la solution de Tu = g.
Démonstration. La démonstration est immédiate en utilisant les deux corollaires d’avant
et en remarquant que (0, xng(x), g(x)) ∈ L(T˜ (x), xn, x2n − 1; g)
Une méthode pour faire la division demandée dans ce théorème est de choisir une
n-base {(u1, v1, w1), (u2, v2, w2)} de L(T˜ (x), xn, x2n − 1), de façon que la matrice, 2 × 2
des coeﬃcients de xn dans (
u1(x) u2(x)
v1(x) v2(x)
)
,
soit inversible. Dans ce cas on peut réduire le polynôme (0, xng(x)) pour arriver à un
degré < n− 1 et on peut écrire, d’une manière unique :(
0
xng(x)
)
= p1
(
u1
v1
)
+ p2
(
u2
v2
)
+
(
u
v
)
.
A cause de l’unicité ici et l’unicité avant on obtient la proposition suivante :
Proposition 6.2.21. La première coordonnée du reste vectoriel de la division de
(
0
xng
)
par
(
u u2
v1 v2
)
est le polynôme u(x) tel que son vecteur associé u est la solution de Tu = g.
Maintenant, après cette étude théorique, on va décrire comment calculer une n- base
de L(T˜ (x), xn, x2n − 1), puis comment on fait la division demandée dans la propositon
précédente.
6.2.2 Construction des générateurs
Définition 6.2.22. On note par σ1, σ2, σ3 la base canonique de K
3[x] considéré comme
K[x]-module. Et on note par ρ1, ρ2 la n-base de L(T˜ (x), xn, x2n − 1) donnée, dans (6.8)
et (6.9), par
ρ1 = x
nσ1 − (u, v, w) = (u1, v1, w1)
ρ2 = x
nσ2 − (u′, v′, w′) = (u2, v2, w2) (6.11)
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On va décrire, dans la suite, comment calculer ρ1 et ρ2. On donnera deux méthodes
pour les calculer : La deuxième méthode et celle donnée dans [129]. La première, est une
méthode qui utilise l’algorithme euclidien de calcul de PGCD de deux polynômes, qu’on
appelle algorithme d’Euclide étendu.
Commençons par un rappel sur quelques propriétés théoriques et pratiques de l’algo-
rithme d’Euclide étendu, pour plus d’informations voir [134] :
Soient p(x) et p′(x) deux polynômes de degré m et m′ respectivement. Soient
r0 = p, r1 = p
′,
s0 = 1, s1 = 0,
t0 = 0, t1 = 1.
et déﬁnissons les relations de récurrences suivantes :
ri+1 = ri−1 − qiri,
si+1 = si−1 − qisi,
ti+1 = ti−1 − qiti,
où qi est la quotient de la division de ri−1 par ri, c’est-à-dire ri−1 = qiri + ri+1.
Proposition 6.2.23. Soit l ∈ N tel que rl = 0. Alors rl−1 = gcd(p(x), p′(x)).
Et plus généralement, si on s’arrête avant d’arriver à rl = 0, on a la proposition
suivante :
Proposition 6.2.24. Pour tout i = 1, . . . , l, on a
sip+ tip
′ = ri et (si, ti) = 1, (6.12)
de plus on a 

deg ri+1 < deg ri, i = 1, . . . , l − 1
deg si+1 > deg si et deg ti+1 > deg ti,
deg si+1 = deg(qi.si) = deg v − deg ri,
deg ti+1 = deg(qi.ti) = deg u− deg ri.
On peut, maintenant, présenter notre algorithme. Il est donné dans la preuve du
théorème suivant :
Théoreme 6.2.25. En utilisant l’algorithme d’Euclide étendu sur p(x) = xn−1T (x) et
p′(x) = x2n−1 et en s’arrêtant en degré n− 1 et n− 2 on obtient ρ1 et ρ2 respectivement.
Démonstration. On a vu que si Tu = g alors il existe deux polynômes A(x) et B(x) dans
Kn−1[x] tels que
T¯ (x)u(x) + x2n−1B(x) = xn−1g(x) + A(x),
où T¯ (x) = xn−1T (x) est un polynôme de degré ≤ 2n− 2. On a vu dans (6.8) et (6.9) que
pour g(x) = 1 (g = e1) et g(x) = xnT (x) (g = (0, t−n+1, . . . , t−1)T ) on obtient une n-base
de L(T˜ (x), xn, x2n − 1).
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Donc Tu1 = e1 si et seulement si il existe A1(x), B1(x) tels que
T¯ (x)u1(x) + x
2n−1B1(x) = x
n−1 + A1(x) (6.13)
et Tu2 = (0, t−n+1, . . . , t−1)T si et seulement si il existe A2(x), B2(x) tels que
T¯ (x)(u2(x) + x
n) + x2n−1B2(x) = A2(x), (6.14)
avec degA1(x) ≤ n− 2 et degA2(x) ≤ n− 2.
L’équation (6.13) est de la forme (6.12), avec p(x) = T¯ (x) et p′(x) = x2n−1. En
démontrant l’unicité de cette écriture et en remarquant qu’elle peut être obtenue par
application de l’algorithme d’Euclide à l’ordre n − 1. On fait les mêmes remarques pour
(6.14). Donc en appliquant l’algorithme d’Euclide étendu sur p(x) = xn−1T et p′(x) =
x2n−1 jusqu’on a deg rl(x) = n− 1 et deg rl+1(x) = n− 2 on obtient
u1(x) =
1
c1
sl(x), B1(x) =
1
c1
tl(x), x
n−1 + A1(x) =
1
c1
rl(x)
et
xn + u2(x) =
1
c2
sl+1(x), B2(x) =
1
c2
tl+1(x), A2(x) =
1
c2
rl+1(x)
avec c1 et c2 sont les coeﬃcients de plus grand degré de rl(x) et sl+1(x) respectivement.
En eﬀet : l’équation (6.13) est équivalent à l’écriture matricielle suivante
n︷ ︸︸ ︷ n−1︷ ︸︸ ︷
n− 1
{
n


n− 1
{


t−n+1
...
. . .
t0 . . . t−n+1
...
. . .
...
tn−1 . . . t0
. . .
... 1
. . .
tn−1 1




u1
B1

 =


A1
1
0
...
0


.
Comme T est inversible, le bloc de taille (2n− 1)× (2n− 1) qui est en bas de la matrice
sera inversible. Donc, u1 et B1 sont uniques et par suite A1 sera aussi unique.
Comme deg rl = n−1, alors par la proposition (6.2.24), deg sl+1 = (2n−1)−(n−1) = n
et deg tl+1 = (2n−2)−(n−1) = n−1. Par la même proposition on a aussi : deg sl ≤ n−1
et deg tl ≤ n− 2.
Donc u1 et sl ont le même degré, et B1 et tl ont le même degré. Par suite, à cause de
l’unicité, et comme u1 est unitaire, 1c1 sl = u1 et
1
c1
tl = B1. De même on a que xn+u2(x) =
1
c2
sl+1(x) et B2(x) = 1c2 tl+1(x).
Finalement, Tu = e1 si et seulement si il existe v(x), w(x) tels que
T˜ (x)u(x) + xnv(x) + (x2n − 1)w(x) = 1. (6.15)
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Comme T˜ (x) = T+ + x2nT− = T + (x2n − 1)T− alors
T (x)u(x) + xnv(x) + (x2n − 1)(w(x) + T−(x)u(x)) = 1. (6.16)
D’une autre côté, on a T (x)u(x)−x−n+1A1(x)+xnB1(x) = 1 et x−n+1A1(x) = xn(xA1)−
x−n(x2n − 1)xA1. On a donc
T (x)u(x) + xn(B(x)− xA(x)) + (x2n − 1)x−n+1A(x) = 1. (6.17)
En comparant (6.16) et (6.17), et comme 1 = xnxn − (x2n − 1) on achève la démons-
tration et on a de plus w(x) = x−n+1A(x)− T−(x)u(x) + 1 qui est la partie des termes de
degré positif de −T−(x)u(x) + 1.
L’algorithme d’Euclide étendue est un algorithme d’ordre O(n2), mais un algorithme
rapide qui n’utilise pas plus que O(nlog2n), est donné dans [134] chapitre 11.
La deuxième méthode pour calculer (u1, v1, w1) et (u2, v2, w2) est donné dans [129].
On va le décrire rapidement ici : Cet algorithme calcule les coeﬃcients de σ1, σ2 d’une
n-base de L(T˜ , xn, x2n−1). Les coeﬃcients de σ3 correspondent aux éléments dans l’idéal
(x2n − 1), on peut, donc, en réduisant (T˜ (x)xn).B(x) par x2n − 1, avec
B(x) =
(
xn − u0 −v0
−u1 xn − v1
)
=
(
u(x) v(x)
u′(x) v′(x)
)
,
où (u, v, w) et (u′, v′, w′) sont les générateurs donnés par (6.8) et (6.9).
On commence par décrire l’algorithme :
En évaluant (6.11) aux ωj ∈ U2n, on peut déduire que (u(x) v(x))T et (u′(x) v′(x))T
sont la solution du problème d’interpolation suivant :{
T˜ (ωj)u(ωj) + ω
n
j v(ωj) = 0
T˜ (ωj)u
′(ωj) + ω
n
j v
′(ωj) = 0
avec
{
un = 1, vn = 0
u′n = 0, v
′
n = 1
On va utiliser la notation suivante :
Définition 6.2.26. Le τ -degré d’un vecteur de polynômes d(x) = (d1(x) d2(x))
T est déﬁni
par
τ − deg d(x) := max{deg d1(x), deg d2(x)− τ}
Définition 6.2.27. Un ensemble de vecteurs de polynômes dans K[x]2 est appelé τ -réduit,
si les vecteurs des coeﬃcients de plus grand τ -degré sont linéairement indépendants.
Remarquons que B(x) est une n−base réduite du module de tous les vecteurs r(x) ∈
K[x]2 qui vériﬁent les conditions d’interpolation suivantes :
fTj r(ωj) = 0, j = 0, . . . , 2n− 1
avec fj =
(
T˜ (ωj)
ωnj
)
. B(x) sera appelé une τ -base réduite associée aux donnés d’interpo-
lation (ωj, fj), j = 0, . . . , 2n− 1.
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Théoreme 6.2.28. Soit τ = n. Soit J un entier positif. Soient σ1, . . . , σJ ∈ K et
φ1, . . . , φJ ∈ K2 qui sont 6= (0 0)T . Soient 1 ≤ j ≤ J et τJ ∈ Z. Supposons que Bj(x) ∈
K[x]2×2 est une base τJ-base réduite associée aux donnés d’interpolation {(σi, φi); i =
1, . . . , j}, où les colonnes de Bj(x) ont comme τJ−degré δ1 et δ2 respectivement.
Soit τj→J = δ1 − δ2. Soit Bj→J(x) une τj→J-base réduite associée aux donnés d’inter-
polation {(σi, BTj (σj)φi); i = j + 1, . . . , J}.
Alors BJ(x) := Bj(x)Bj→J(x) est une τJ-base réduite associée aux donnés d’interpo-
lation {(σi, φi); i = 1, . . . , J}.
Démonstration. Voir [129] pour la démonstration de ce théorème.
En appliquant ce théorème sur ωj ∈ U2n comme points d’interpolation, on obtient un
algorithme rapide en O(n log2 n) qui calcule B(x), voir [129].
6.2.3 Division Euclidien
On va décrire dans cette section, comment diviser rapidement,

 0xn g
g

 par

u1 u2v1 v2
w1 w2


pour obtenir l’unique élément de L(T˜ (x), xn, x2n − 1; g) ∩ K3n−1[x]. Et on a vu, dans
la proposition (6.2.21), qu’il suﬃt de diviser
(
0
xng
)
par
(
u1 u2
v1 v2
)
. On pose donc, le
problème suivant :
Problème 6.2.29. Soit la matrice des polynômes
(
e(x) e′(x)
f(x) f ′(x)
)
de degré n telle que(
en e
′
n
fn f
′
n
)
est inversible. Soit le vecteur des polynômes
(
p(x)
q(x)
)
de degré m ≥ n. Trouver
le reste de la division de
(
p(x)
q(x)
)
par
(
e(x) e′(x)
f(x) f ′(x)
)
.
On va décrire ici un algorithme d’Euclide généralisé qui résout le problème (6.2.29).
On va noter E(x) =
(
p(x)
q(x)
)
et B(x) =
(
e(x) e′(x)
f(x) f ′(x)
)
. Écrivons E(x) = B(x)Q(x) +
R(x) avec deg(R(x)) < n, et deg(Q(x)) ≤ m− n et posons z = 1
x
. On a
E(x) = B(x)Q(x) +R(x)
⇔ E(1
z
) = B(
1
z
)Q(
1
z
) +R(
1
z
)
⇔ zmE(1
z
) = znB(
1
z
)zm−nQ(
1
z
) + zm−n+1zn−1R(
1
z
)
⇔ Eˆ(z) = Bˆ(z)Qˆ(z) + zm−n+1Rˆ(z) (6.18)
avec Eˆ(z), Bˆ(z), Qˆ(z), Rˆ(z) sont les polynômes obtenus en inversant l’ordre des coeﬃcients
des polynômes E(z), B(z), Q(z), R(z) respectivement. Comme le terme constant de Qˆ(z)
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est non nul, alors, Qˆ(z) vu comme une série formelle, est inversible. On a donc,
(6.18) ⇒ Eˆ(z)
Bˆ(z)
= Qˆ(z) + zm+n−1
Rˆ(z)
Bˆ(z)
⇒ Qˆ(z) = Eˆ(z)
Bˆ(z)
mod zm−n+1
Par suite Qˆ(z) est obtenu en calculant les premiers m− n+1 coeﬃcients de Eˆ(z)
Bˆ(z)
, qu’on
va le calculer en calculant W (x) =
1
Bˆ(z)
, puis en multipliant W (x) par Eˆ(z).
On utilisera les itérations de Newton pour calculer W (x). Soit f(W ) = Bˆ −W−1.
f ′(Wl).(Wl+1 −Wl) = −W−1l (Wl+1 −Wl)W−1l = f(Wl) = Bˆ −W−1l , donc
Wl+1 = 2Wl −WlBˆWl.
et W0 = Bˆ
−1
0 .
W −Wl+1 = W − 2Wl +WlBˆWl
= W (I2 − BˆWl)2
= (W −Wl)Bˆ(W −Wl)
Donc Wl(x) = W (x) mod x2l pour l = 0, . . . , ⌈log(m− n+ 1)⌉.
Proposition 6.2.30. On a besoin de O(n log(n) log(m−n)+m logm) ops pour résoudre
le problème (6.2.29).
Démonstration. On a besoin de faire ⌈log(m − n + 1)⌉ itérations pour obtenir les m −
n + 1 premiers coeﬃcients de
1
Bˆ
= W (x). Pour chaque itération, on doit multiplier
deux polynômes en degré n, ce qui coûte O(n log n) ops. Finalement O(m logm) ops sont
nécessaires pour multiplier Eˆ par
1
Bˆ
.
6.3 Cas de deux variables
Dans cette section, on va essayer de généraliser ce qu’on a fait, pour le cas d’une
matrice de Toeplitz scalaire et polynômes en une seule variable, au cas d’une matrice de
Toeplitz par blocs de Toeplitz et polynômes en deux variables.
Soit m ∈ N et n ∈ N. Dans cette section, on note par E = {(i, j) ∈ N2; 0 ≤ i ≤
m − 1, 0 ≤ j ≤ n − 1} et R = K[x, y]. On note par K[x, y]m
n
l’ensemble des polynômes
en deux variables de degré ≤ m en x et ≤ n en y. Pour p1, . . . , pk dans R, on dénote par
(p1, . . . , pk) l’idéal engendré par p1, . . . , pk.
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Notation 6.3.1. Pour une matrice M formée de m blocs de taille n× n, on utilisera la
notation suivante :
M =
(
M(i1,i2),(j1,j2)
)
0≤i1,j1≤m−1
0≤i2,j2≤n−1
= (Mαβ)α,β∈E. (6.19)
(i1, j1) donnent les positions des blocs, (i2, j2) donnent les positions dans les blocs.
Problème 6.3.2. Soit
T = (tα−β)α∈E,β∈E ∈ Kmn×mn (6.20)
(T = (Tαβ)α,β∈E avec Tαβ = tα−β) une matrice de Toeplitz par blocs de Toeplitz de taille
mn×mn, elle est formée de m blocs de taille n×n. Soit g un vecteur de longueur mn et
qu’on l’indexe de la manière suivante :
g = (gα)α∈E ∈ Kmn. (6.21)
Le problème est de trouver
u = (uα)α∈E, (6.22)
tel que
Tu = g (6.23)
On commence par déﬁnir les polynômes en deux variables suivants :
Définition 6.3.3. Pour T , g et u déﬁnis dans (6.20), (6.21) et (6.22) respectivement, on
déﬁnit les polynômes associés suivants :
– T (x, y) =
∑
(i,j)∈E−E
ti,jx
iyj,
– T˜ (x, y) =
2n−1,2m−1∑
i,j=0
t˜i,jx
iyj avec
t˜i,j :=


ti,j si i < m, j < n
ti−2m,j si i ≥ m, j < n
ti,j−2n si i < m, j ≥ n
ti−2m,j−2n si i ≥ m, i ≥ n
,
– u(x, y) =
∑
(i,j)∈E
ui,j x
iyj,
– g(x, y) =
∑
(i,j)∈E
gi,jx
iyj.
Remarquons qu’ on peut décomposer T (x, y) de la façon suivante :
T (x, y) = T++(x, y) + T−+(x, y) + T+−(x, y) + T−−(x, y),
avec T++(x, y) contient les termes de degré positif en x et y, T−+(x, y) contient les termes
de degré négatif en x et positif en y, T+−(x, y) contient les termes de degré positif en x
et négatif en y et T−−(x, y) contient les termes de degré négatif en x et y. On a alors la
remarque suivante :
Remarque 6.3.4. On a
T˜ (x, y) = T++(x, y) + x
2mT−+(x, y) + y
2nT+−(x, y) + x
2my2nT−−(x, y).
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6.3.1 Matrices de Toeplitz par blocs de Toeplitz et syzygies
Définition 6.3.5. Soit a = (a1, . . . , ak) ∈ K[x, y]k un vecteur, non nul, des polynômes en
deux variables. On dénote par L(a) l’ensemble des vecteurs (h1, . . . , hk) ∈ K[x, y]k tel que
n∑
i=1
ai hi = 0. (6.24)
L(a) est l’ensemble des syzygies de a.
L’ensemble L(a) est un K[x, y]-module de K[x, y]n.
Théoreme 6.3.6. Le vecteur u est solution de (6.23) si est seulement si il existe
h2, . . . , h9 ∈ K[x, y]m−1
n−1
tels que (u(x, y), h2(x, y), . . . , h9(x, y)) soit dans
L(T˜ (x, y), xm, x2m − 1, yn, xmyn, (x2m − 1)yn, y2n − 1, xm(y2n − 1), (x2m − 1)(y2n − 1); g).
Démonstration. Soit L = {xα1yα2 , 0 ≤ α1 ≤ m − 1, 0 ≤ α2 ≤ n − 1} l’ensemble des
monômes de degré ≤ m− 1 en x et ≤ n− 1 en y. Soit ΠE la projection de R sur l’espace
vectoriel engendré par L.
Par [88] proposition (3.5.3), on a
Tu = g ⇔ ΠE(T (x, y)u(x, y)) = g(x, y). (6.25)
Or T (x, y)u(x, y) est un polynôme de degré entre −m + 1 et 2m − 2 en x et entre
−n+ 1 et 2n− 2 en y. On peut donc le décomposer de la façon suivante :
T (x, y)u(x, y) = ΠE(T (x, y)u(x, y)) + x
mynA1(x, y) + x
my−nA2(x, y) + x
−mynA3(x, y) +
x−my−nA4(x, y) + x
mA5(x, y) + x
−mA6(x, y) + y
nA7(x, y) + y
−nA8(x, y),
où, les Ai(x, y) i = 1, . . . , 8 sont des polynômes de degré au plus m − 1 en x et n − 1 en
y. Par suite (6.25) donne l’équation suivante :
T (x, y)u(x, y) = g(x, y) + xmynA1(x, y) + x
my−nA2(x, y) + x
−mynA3(x, y) + (6.26)
x−my−nA4(x, y) + x
mA5(x, y) + x
−mA6(x, y) + y
nA7(x, y) + y
−nA8(x, y),
Soit ω ∈ U2m et υ ∈ U2n. On a ωm = ω−m et υn = υ−n. De plus, d’après la remarque
(6.3.4),
T˜ (ω, υ) = T++(ω, υ) + T−+(ω, υ) + T+−(ω, υ) + T−−(ω, υ) = T (ω, υ).
Donc, en tenant compte de ces remarques et en évaluant l’équation (6.26) en (ω, υ) on
trouve que
T˜ (ω, υ)u(ω, υ) + xmh2(ω, υ) + y
nh4(ω, υ) + x
mynh5(ω, υ)− g(ω, υ) = 0,
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avec h2 = −(A5+A6), h4 = −(A7+A8), et h5 = −(A1(x, y)+A2(x, y)+A3(x, y)+A4(x, y)).
Ça signiﬁe que
p(x, y)= T˜ (x, y)u(x, y)+xmh2(x, y)+y
nh4(x, y)+x
mynh5(x, y)−g(x, y) ∈ (x2m−1, y2n−1).
En réduisant par les polynômes x2m − 1 et y2n − 1, et comme p(x, y) est de degré ≤
3m−1 en x et ≤ 3n−1 en y, on peut déduire l’existence de h3(x, y), h6(x, y), . . . , h8(x, y) ∈
K[x, y]m−1
n−1
tels que
T˜ (x, y)u(x, y) + xm h2(x, y) + (x
2m − 1)h3(x, y) + ynh4(x, y) + xmynh5(x, y)
+(x2m − 1)ynh6(x, y) + (y2n − 1)h7(x, y) + xm(y2m − 1)h7(x, y)
+(x2n − 1)(y2n − 1)h8(x, y) = g(x, y) (6.27)
Inversement, une solution de (6.27) peut être transformée en une solution de (6.26).
L’idée de la transformation est la même idée utilisée pour le cas scalaire et qui est donnée
dans la démonstration du théorème (6.2.16). On utilise la matrice S donnée dans la preuve
de la proposition, (6.3.8), suivante.
Dans la suite, on utilisera la notation suivante :
Définition 6.3.7. On dénote par T le vecteur T = (T˜ (x, y), xm, x2m−1, yn, xmyn, (x2m−
1)yn, y2n − 1, xm(y2n − 1), (x2m − 1)(y2n − 1)).
Comme dans le scalaire, on peut démontrer ici, qu’il n’y a pas de syzygies en degré
≤ m− 1 en x et ≤ n− 1 en y :
Proposition 6.3.8. Il n’y a pas d’élément non nul dans l’ensemble L(T) ∩K[x, y]9m−1
n−1
.
Démonstration. On considère l’application suivante :
K[x, y]9m−1
n−1
→ K[x, y]3m−1
3n−1
(6.28)
p(x, y) = (p1(x, y), . . . , p9(x, y)) 7→ T.p (6.29)
(6.30)
Sa matrice, de taille 9mn× 9mn, est de la forme suivante :
S=


T0
E21 −E11 + E31
...
...
E2m −E1m + E3m
−E11 −E21 E11 − E31
...
...
...
−E1m −E2m E1m − E3m
T1
E11 E21 −E11 + E31
...
...
...
E1m E2m −E1m + E3m
T2
E11 E21 −E11 + E31
...
...
...
E1m E2m −E1m + E3m


(6.31)
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avec Eij est la matrice de taille 3n×mn eij ⊗ In où eij la matrice de taille 3×m avec des
coeﬃcients nuls sauf dans la position (i, j) le coeﬃcient vaut 1. Et

T0T1
T2

 est la matrice,
de taille 9mn× n, suivante :

t0 0 . . . 0
t1 t0 . . . 0
...
. . .
. . .
...
tm−1 . . . t1 t0
0 tm−1 . . . t1
t−m+1 0
. . .
...
...
. . .
. . . t−m+1
t−1 . . . t−m+1 0
0 t−1 . . . t−m+1
...
. . .
. . .
...
...
. . . t−1
0 . . . . . . 0


et ti =


ti,0 0 . . . 0
ti,1 ti,0 . . . 0
...
. . .
. . .
...
ti,n−1 . . . ti,1 ti,0
0 ti,n−1 . . . ti,1
ti,−n+1 0
. . .
...
...
. . .
. . . ti,−n+1
ti,−1 . . . ti,−n+1 0
0 ti,−1 . . . ti,−n+1
...
. . .
. . .
...
...
. . . ti,−1
0 . . . . . . 0


Pour des raisons semblables à celles données dans la démonstration de la proposition
(6.2.15), en faisant des réductions dans les blocs puis par blocs, la matrice S est inversible.
C’est à dire kerS = {0}, ce qui prouve la proposition.
Corollaire 6.3.9. L’ensemble L(T; g)∩K[x, y]9m−1
n−1
contient exactement un seul élément.
Démonstration. Comme T est inversible, il existe un unique u tel que Tu = g. D’après le
théorème (6.3.6), il existe h2, . . . , h9 ∈ K[x, y]m−1
n−1
tels que U = (u, h2, . . . , h9) ∈ L(T; g).
L’unicité est évidente, parce que si U ′ ∈ L(T; g) ∩ K[x, y]9m−1
n−1
alors U − U ′ ∈ L(T) ∩
K[x, y]9m−1
n−1
= {0} d’après la proposition précédente.
6.3.2 Générateurs et réduction
On commence par démontrer le théorème suivant :
Théoreme 6.3.10. Pour tout vecteur de polynômes a = (ai)i=1,...,n ∈ K[x, y]n, le K[x, y]-
module L(a1, . . . , an) est libre de rang n− 1.
Démonstration. Considérons tout d’abord, le cas où les ai sont des monômes :
ai = x
αiyβi , qu’on va ordonner dans l’ordre lexicographique tel que x < y. Et on va
supposer que a1 ≥ · · · ≥ an. Dans ce cas, le module de syzygies de a est engendré par les
S-polynômes :
S(ai, aj) = lcm(ai, aj)(
σi
ai
− σj
aj
),
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où (σi)i=1,...,n est la base canonique de K[x, y]n, voir [37].
On peut vériﬁer simplement que :
S(ai, ak) =
lcm(ai, ak)
lcm(ai, aj)
S(ai, aj)− lcm(ai, ak)
lcm(aj, ak)
S(aj, ak) if i ≥ j ≥ k
et que lcm(ai, aj) divise lcm(ai, ak). Donc L(a) est engendré par les S(ai, aj) qui sont mini-
males pour la division, c’est-à-dire par S(ai, ai+1) pour i = 1, . . . , n− 1, parce que les mo-
nômes ai sont ordonnés lexicographiquement. De plus, comme les syzygies S(ai, ai+1) uti-
lisent les éléments σi, σi+1 de la base canonique, ils sont donc indépendants dans K[x, y]n.
Par suite L(a) est un module libre de rang n− 1 et donc on a la résolution suivante :
0→ K[x, y]n−1 → K[x, y]n → (a)→ 0.
Supposons maintenant que les ai sont des polynômes quelconques dans K[x, y]. On va
calculer la base de Gröbner de ai, pour un ordre monomial qui raﬃne le degré (voir [37]).
On dénote par m1, . . . ,ms les termes principaux de ces polynômes dans cette base de
Gröbner, ordonnée par l’ordre lexicographique.
Cette construction précédente permet d’obtenir la résolution de (m1, . . .,ms) suivante :
0→ K[x, y]s−1 → K[x, y]s → (mi)i=1,...,s → 0.
En utilisant [84] (ou [37]), cette résolution peut être déformée à une résolution de (a), de
la forme :
0→ K[x, y]p → K[x, y]n → (a)→ 0,
pour un certain p. Ce qui montre que L(a) est aussi un module libre. Son rang p est
obligatoirement égal n− 1, parce que la somme alternée des dimensions des espaces vec-
toriels des éléments de degrés ≤ ν dans chaque module de cette résolution, égale 0, pour
ν ∈ N.
On va, maintenant, construire une base de L(T).
Définition 6.3.11. On note par {σ1, . . . , σ9} la base canonique de K[x, y]-module K[x, y]9.
Le polynôme T˜ (x, y) est de degré ≤ 2m−1 en x et ≤ 2n−1 en y et comme la fonction
(6.28) est surjective, alors il existe u1, u2 ∈ K[x, y]9m−1
n−1
tels que T · u1 = T˜ (x, y)xm et
T · u2 = T˜ (x, y)yn. C’est à dire,
ρ1 = x
mσ1 − u1 ∈ L(T),
ρ2 = y
nσ1 − u2 ∈ L(T).
Pour les mêmes raisons, il existe u3 ∈ K[x, y]m−1
n−1
, tel que T ·u3 = 1 = xm xm−(x2m−1) =
yn yn − (y2n − 1). On a donc
ρ3 = x
mσ2 − σ3 − u3 ∈ L(T),
ρ4 = y
nσ4 − σ7 − u3 ∈ L(T).
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De plus, on a les relations évidentes suivantes :
ρ5 = y
nσ2 − σ5 ∈ L(T),
ρ6 = x
mσ4 − σ5 ∈ L(T),
ρ7 = x
mσ5 − σ6 + σ4 ∈ L(T),
ρ8 = y
nσ5 − σ8 + σ2 ∈ L(T).
Proposition 6.3.12. Les relations ρ1, . . . , ρ8 forment une base de L(T).
Démonstration. Soit h = (h1, . . . , h9) ∈ L(T). En réduisant par ρ1, . . . , ρ8, on peut ad-
mettre que les coeﬃcients h1, h2, h4, h5 sont dans K[x, y]m−1
n−1
. Donc, T˜ (x, y)h1 + xmh2 +
ynh4 + x
mynh5 ∈ (x2n − 1, y2m − 1). Comme ce polynôme est de degré ≤ 3m − 1 en
x et ≤ 3n − 1 en y, donc, par réduction par ρ1, . . . , ρ8, on déduit que les coeﬃcients
h3, h6, . . . , h9 sont dans K[x, y]m−1
n−1
. Par la proposition 6.3.8, il n’existe pas de syzygies
non nul dans K[x, y]9m−1
n−1
. Donc, après réduction par ρ1, . . . , ρ8, on a h = 0. Donc, n’im-
porte quel élément de L(T) peut être réduit à 0 par les relations précédentes. En d’autres
mots, ρ1, . . . , ρ8 engendrent le K[x, y]-module L(T). Par le théorème 6.3.10, les relations
ρi ne peuvent pas être dépendants sur K[x, y] et donc, elles forment une base de L(T).
Proposition 6.3.13. Le reste de la division de (0, xmg, g, 0, . . . , 0)T par {ρ1, . . . , ρ8}
est l’unique vecteur de L(T; g) ∩K[x, y]9m−1
n−1
, ce qui donne la solution u.
Démonstration. Posons V = (0, xmg, g, 0, . . . , 0)T et L(T; g) ∩ K[x, y]9m−1
n−1
= {U}. On
peut remarque facilement que V ∈ L(T; g), donc V − U ∈ L(T). Comme {ρ1, . . . , ρ8}
forme une base de L(T) alors il existe des uniques p1, . . . , p8 tels que
V =
8∑
i=1
piρi + U
6.3.3 Construction des générateurs et division
Après cette étude théorique qui nous permet de voir la solution du problème Tu = g
comme la reste d’une division par une base de L(T), on s’instéresse maintenant à la
recherche des algorithmes qui calculent rapidement une base de L(T) puis faire rapidement
la division.
On peut simpliﬁer un peut le problème du calcul d’une base, parce que on est intéressé
de calculer seulement les coeﬃcients de σ1, σ2, σ4, σ5 de ρ1, ρ2, ρ3. Notons B(x, y) la matrice
de coeﬃcients correspondante, elle est donc de la forme suivante :

xm yn 0
0 0 xm
0 0 0
0 0 0

+K[x, y]4,3m−1
n−1
(6.32)
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Notons que les autres coeﬃcients de relations ρ1, ρ2, ρ3 correspondent aux éléments dans
l’idéal (x2m − 1, y2n − 1). Donc, on peut les obtenir en réduisant les coeﬃcients de
(T˜ (x, y), xm, yn, xm yn) ·B(x, y) par les polynômes x2m − 1, y2n − 1.
Notons aussi que la relation ρ4 peut être déduite de ρ3. En eﬀet, ona ρ3−xmσ2+σ3+
yn σ4 − σ7 = ρ4. Comme les autres relations, ρi, 4 < i ≤ 8, sont données explicitement et
elles sont indépendantes de T˜ (x, y), on peut déduire donc une base de L(T) à partir de
la matrice B(x, y).
Dans le cas scalaire on a expliqué comment on peut faire ce calcul rapidement. Dans
le cas de Toeplitz par blocs de Toeplitz, le problème est beaucoup plus diﬃcile et on ne
dispose pas des algorithmes rapides qui calculent B ni des algorithmes rapides qui font la
division. Cette diﬃculté vient de la diﬃculté du calcul des syzygies en deux variables, et
de la diﬃculté de réduction en deux variables.
Conclusion et perspectives
Conclusion
Le but de cette thèse était de trouver un algorithme de résolution rapide des systèmes
linéaires de Toeplitz par blocs de Toeplitz (TBT). On n’a pas pu aboutir à notre but,
parce que ce problème s’est révélé énormement plus diﬃcile qu’on pensait à priori. On
a détaillé ces diﬃcultés dans le quatrième chapitre, où on demande si un tel algorithme
peut exister. On a essayé de résoudre ces systèmes en donnant des relations entre matrices
TBT est polynômes. Cette méthode a bien marché dans le cas scalaire. La généralisation
de cette méthode est possible pour le cas TBT, on obtient des relations importantes
entre la solution d’un système TBT et les polynômes en deux variables, ces relations
sont équivalentes à une formule de Gohberg-Semencul pour les matrices TBT. Dans le
cas particulier des matrices Toeplitz bande par blocs Toeplitz bande, on a donné trois
algorithmes rapides de résolution. Dans le deuxième chapitre on explique avec détailles et
beaucoup de références ce qu’on sait faire dans le cas scalaire. Dans le troisième chapitre
on donne beaucoup d’applications qui motivent ce sujet.
Perspectives
Après une longue étude de ce problème, qui est toujours irrésolu, je pense que ce qui
peut ouvrir la porte à la résolution de ce problème est de créer une nouvelle théorie qui
généralise la notion de la structure de déplacement. Cette généralisation n’est pas facile
parce qu’il ne faut pas chercher à obtenir, en appliquant des opérateurs de déplacement,
des matrices de petit rang ; mais par contre il faut chercher à généraliser la notion de petit
rang qui ne reste pas vrai en deux niveaux. Sans développer cette théorie, il ne faut pas
essayer de généraliser les algorithmes de cas scalaire, parce qu’ils ne marcheront pas dans
le cas de deux niveaux ; il ne faut pas, non plus, essayer de chercher des opérateurs de
déplacement, pour le cas de deux niveaux, qui vériﬁent les trois conditions d’un opérateur
du cas scalaire.
La relation, qu’on donne dans le dernier chapitre, entre la solution d’un système TBT
et syzygies est très importante. La continuation dans cette direction de recherche peut
aboutir à des résultats importants. []
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