Boundaries in the visual world can be defined by changes in luminance and texture in the input 1 image. A "contour integration" process joins together local changes into percepts of lines or edges. A 2 previous study tested the integration of contours defined by second-order contrast-modulation. Their 3 contours were placed in a background of random wavelets. Subjects performed near chance. We 4 re-visited second-order contour integration with a different task. Subjects distinguished contours 5 with "good continuation" from distractors. We measured thresholds in different amounts of external 6 orientation or position noise. This gave two noise-masking functions. We also measured thresholds 7 for contours with a baseline curvature to assess performance with more curvy targets. Our subjects 8 were able to discriminate the good continuation of second-order contours. Thresholds were higher 9 than for first-order contours. In our modelling, we found this was due to multiple factors. There was 10 a doubling of equivalent internal noise between first-and second-order contour integration. There 11 was also a reduction in efficiency. The efficiency difference was only significant in our orientation 12 noise condition. For both first-and second-order stimuli, subjects were also able to perform our task 13 with more curved contours. We conclude that humans can integrate second-order contours, even 14 when they are curved. There is however reduced performance compared to first-order contours. We 15 find both an impaired input to the integrating mechanism, and reduced efficiency seem responsible.
1st order modulation 1st order modulation on texture 2nd order modulation of texture A B C Table 1 : Information for the four subjects. This includes the thresholds from the contrast (1 st order and 1 st order on noise texture) and modulation (2 nd order modulation of noise texture) detection tasks that were used to set the stimuli in the contour integration experiments to be presented at three times the threshold level. In our noise-masking experiments, we also generated contours with added external noise. For the orientation noise 151 we added a random orientation offset to every wavelet. These offsets were drawn from a normal distribution with 152 a mean of zero and a standard deviation equal to the external noise level. For the position noise we added random 153 horizontal and vertical shifts. These were also drawn from a normal distribution.
154
The wavelets forming the contour were defined by either luminance-modulation or texture contrast-modulation.
155
First-order stimuli were modulated about the mean luminance of the display ( Figure 2B -C). The contrast of the wavelets 156 was defined as delta-contrast
The contrast-modulation is calculated relative to the 30% contrast of our noise texture background. This means that a 170 contrast modulation of 100% would give a stimulus that had a peak contrast of 60% (double the background contrast).
171
The profile of our log-Gabor wavelets has a pronounced peak. That peak is balanced out by a pair of smaller adjacent 172 depressions such that the overall deviation is zero ( Figure 2B ). We require more headroom above the mean than we do 173 below the mean when we modulate (either luminance or contrast) with our log-Gabor wavelets. Our 30% noise texture 174 contrast therefore allows us to show stimuli with a contrast modulation over 100%.
175

Procedures
176
To allow us to equate the visibility of the three types of contours tested in this study (first-order, first-order on noise 177 texture background, second-order modulation of noise texture background) we first measured thresholds for detecting 178 those contours. Each subject's thresholds were measured using a spatial four-alternative forced-choice task. With the 179 subject fixating centrally, a contour would appear in one of four quadrants (top-right, bottom-right, bottom-left, top-left) .
180
The stimulus duration was 800 milliseconds. The subjects had to indicate which quadrant contained the contour. To 181 measure detection thresholds for the first-order contours, their contrast was varied by an adaptive procedure. We used a 182 pair of interleaved staircase routines (Baldwin, 2019). One staircase followed a two-down-one-up rule, and the other 183 followed a one-down-one-up rule. These staircases converged at 71% correct and 50% correct respectively. Following 184 each trial, visual feedback was given to the subject. This indicated whether their response was correct or incorrect 185 (the fixation point either flashed white to indicate "correct", or black to indicate "incorrect"). Testing was completed 186 when both staircases had reached either 40 trials or 12 reversals. Performance for detecting second-order contours was 187 measured in a similar manner. In this case, the staircases controlled the second-order modulation amplitude. Each 188 subject performed two repetitions of each condition. Thresholds were obtained by fitting the data with a cumulative 189 normal function in Palamedes (Prins and Kingdom, 2009 ). We combined the data over both repetitions before fitting.
190
These thresholds are presented in Table 1 with 95% confidence intervals obtained using parametric bootstrapping. We 191 used the contrast and modulation thresholds from Table 1 to equate the visibility of the contours in our main experiment.
to three times their detection threshold. The goal of this was to factor out any difference in simple "visibility" for the 194 different types of modulation.
195
In the main experiment, we measured the ability of our subjects to discriminate contours with "good continuation". 196 We defined contours with "good continuation" as those where the orientations and positions of the wavelets forming 197 the contour agreed with the same cosine-shaped curve. This is in contrast to the "distractor" contours, where the 198 orientations of the wavelets were consistent with a contour curving in the opposite direction. The contours in each of the 199 four quadrants could curve either inward (toward fixation) or outward (away from fixation). The direction was chosen 200 randomly for each contour during stimulus generation. Judging which contour had good continuation required the 201 subject to combine the orientation and position information from the wavelets. It would not be possible to discriminate 202 the target from the distractors using only one type of stimulus information.
203
We again employed a four-alternative forced-choice paradigm with an 800 ms stimulus duration. In each trial, were correct or incorrect. The difficulty of the task was controlled by the curvature of the contours. In the classic Field 209 et al. (1993) task, curvier contours were more difficult to integrate. However in our task it is straighter contours which 210 make the task more difficult. This is because the discrepancy between the position and orientation information in the 211 distractors decreases as the contour becomes straighter. The curvature modulation amplitude was controlled by a pair of 212 staircases (two-down-one-up rule and one-down-one-up). Each staircase was set to terminate after 12 reversals or 50 213 trials (whichever came first).
214
We measured noise-masking functions for each wavelet type. These established how curvature modulation thresholds 215 varied when external noise was applied to the contours. For each subject and stimulus condition we set out to measure 216 three repetitions with no external noise. We also measured thresholds with four levels of orientation noise, and with 217 four different levels of position noise. We set out to measure at least two repetitions for each noise level. We chose the 218 external noise standard deviations based on the previous study that established this paradigm (Baldwin et al., 2017).
219
They had found the equivalent internal noise levels for orientation to be 6 • . We therefore chose 3 • , 6 • , 12 • , and 17 • 220 as the orientation noise standard deviations to test in this study. During stimulus generation, the orientation of each 221 wavelet was randomly jittered. To each wavelet's orientation, we added an independent sample drawn from a normal 222 distribution. That distribution had a mean of zero and a standard deviation equal to the external noise level being tested. One disadvantage of the contour discrimination task we used in our main experiment (and presented previously in 1st order modulation 1st order modulation on texture 2nd order modulation of texture A B C Figure 4 : Examples of stimuli presented in the orientation-discrimination control experiment. Panel A shows a 1 st order stimulus (at 30% contrast). Panel B shows a 1st order contour (65% contrast) added on top of white noise (30% contrast) . Panel C shows group of 2nd order wavelets that modulate the contrast of that white noise (260% modulation). Each stimulus was rendered with 10 • orientation noise standard deviation. outwards). We then generate our stimuli by shifting the orientations and positions relative to that baseline. For our 237 target contours, we can either shift them to be "less curvy" than the baseline ( Figure 3A -B) or to be "more curvy" than 238 the baseline ( Figure 3C-D) . Crucially, the same sets of orientation and position information are also present in our 239 distractor contours ( Figure 3G -J). This prevents subjects discriminating a distractor from a target without combining 240 the orientation and position information together. Achieving this required the "less curvy" and "more curvy" target 241 conditions to be interleaved together. The data from the two conditions were separated for the analysis though, as we 242 expected thresholds may differ between them. We measured thresholds at two baseline curvatures: 1.25 and 1.75 cycles.
243
Three of our four subjects (S1, S2, and S4) took part in this experiment. In this study, we present wavelets at three times their contrast or modulation detection thresholds. This was an attempt to 246 equate their visibility. Our method differed from the previous study on second-order contour integration. They instead
We plotted thresholds as a function of external noise standard deviation. This gives the noise-masking function. We
289
fitted the linear amplifier model (Lu and Dosher, 2008)
where σ ext is the external noise standard deviation, σ eq.int is the fitted equivalent internal noise, and β is the processing 291 efficiency. The equivalent internal noise σ eq.int gives the point at which the noise-masking function transitions from flat 292 to increasing. The efficiency β controls the vertical offset of the function. To obtain estimates of efficiency relative to 293 the ideal observer, we used predictions generated from the model presented in our previous publication (Baldwin et al., 294 2017). We were then able to normalise the β values obtained in the current experiment by dividing them by the ideal 295 observer β. We obtained the error associated with our LAM parameter estimates through bootstrapping. We re-fitted 296 the model curves to the set of 1,000 bootstrapped sample thresholds generated in the psychometric function fitting. The for all noise levels) included for single noise-masking function was 10, the maximum was 20, and the average (both 302 mean and median) was 14. For the second experiment (with the baseline curvature applied to the contours), we did 303 not exclude any data. As the "more curvy" and "less curvy" target conditions were interleaved within each block we 304 obtained only half as much data per repetition (compared to the main experiment). For this reason we did not fit the 305 data from the individual repetitions. We collected between 3 and 5 repetitions for each psychometric function.
306
For the orientation discrimination control experiment, the psychometric functions were fit in a similar manner to 307 that used in the contour integration experiments. As this was a two-alternative forced-choice task however, the guess 308 rate was 50% and thresholds were calculated at 76% (for d = 1). We tested whether performance was equal at the four 309 potential stimulus locations using the PAL_PFLR_ModelComparison function from the Palamedes toolbox (Prins and 310 Kingdom, 2009). For each subject and stimulus condition, we compared two approaches to modelling the noiseless 311 threshold data. In the lesser model, the data from all four locations was fit by the same psychometric function. The 312 fuller model allowed there to be different thresholds for stimuli at the different locations. For subject S1 there was 313 never sufficient evidence to reject the lesser model (with significance level α = 0.05). For S2, the fuller model was 314 significantly better than the lesser model for the second-order condition (transformed likelihood ratio = 9.0, p = 0.034).
315
The threshold fit from the lesser model was 6 • . With the fuller model, the thresholds ranged from 4 • in the top right to 316 10 • in the top-left. For S3, the fuller model was significantly better than the lesser model for the first-order condition on 317 the noise texture background (transformed likelihood ratio = 16.1, p = 0.001). The threshold fit from the lesser model 318 was 9 • . With the fuller model, the thresholds ranged from 6 • in the bottom right to 21 • in the top-left. Of these two 319 significant results, only the latter would be likely to survive appropriate correction for multiple comparisons. As we are 320 not (in this study) interested in variations in sensitivity over the visual field, we combine data across the four locations 321 for the analysis presented in the results section below.
322
The noise-masking functions for the orientation discrimination control task were fit in a similar manner to the main 323 contour task. We applied the same rejection rule for standard errors greater than 1. The proportion of rejected repetitions 324 ranged from 0% to 13%. The number of repetitions used for a single masking function ranged from 6 to 9 (mean and 325 median were both 8). We mathematically derived the ideal observer prediction for our orientation discrimination control 326 task (see Appendix 6). We use this to plot the the ideal observer prediction in Figure 8 , and normalise the subject's 327 efficiencies to be relative to the ideal observer in Figure 9 and Table 6 . 3) parameters for the orientation noise condition. The log 2 -transformed parameter values for each subject (S1-S4) and their mean are given with their standard error. For the individual subject data the standard error is calculated from the bootstrapped parameter estimates. The bottom row gives the mean value converted back to linear units.
Internal noise log 2 (σ int )
Efficiency log 2 (β/β ideal ) Subject 1 st 1 st + texture 2 nd × texture 1 st 1 st + texture 2 nd × texture S1
3 Discrimination of contours with baseline curvature 1st, less curvy 1st, more curvy 2nd, less curvy 2nd, more curvy Figure 7 : Results from the experiment where a baseline curvature was applied to the contours. Thresholds presented are averaged over three subjects (S1, S2 & S4), with error bars giving the standard error. Thresholds with zero baseline curvature are taken from the main experiment data. Table 4 : Curvature modulation thresholds measured in the experiment where a 1.25 cycle baseline curvature was applied to the contours. Results are given from the three individual subjects (log 2 thresholds), along with the mean (plotted in Figure 7 ). The value of the mean converted back to linear units is also given.
log 2 thresholds for 1.25 cycle baseline Less curvy More curvy Subject 1 st order 2 nd order 1 st order 2 nd order S1 -0.81 ± 0.09 1.04 ± 0.09 -1.53 ± 0.36 0.51 ± 0.21 S2 -0.64 ± 0.08 0.64 ± 0.07 -1.23 ± 0.19 0.19 ± 0.19 S4 -0.66 ± 0.08 0.84 ± 0.08 -1.52 ± 0.23 0.08 ± 0.30 Mean -0.70 ± 0.05 0.84 ± 0.12 -1.43 ± 0.10 0.26 ± 0.13 0.6 cycles 1.8 cycles 0.4 cycles 1.2 cycles 3. We compared fitted processing efficiency parameters across the different stimulus conditions. We found a significant 399 effect for the orientation noise case (F 2,6 = 12.2, p = 0.008). There was no significant pairwise comparison between 400 the two first-order conditions (p = 0.152). There was however a significant difference between first-and second-order 401 (p = 0.021). For the position noise case there was not a significant effect of stimulus condition (F 2,6 = 4.6, p = 0.062).
402
Therefore, we can also attribute part of the reduced sensitivity to second-order contours as being due to a reduced 403 efficiency with which the orientation information of the wavelets is processed. The results with position noise do trend 404 in the same direction, but do not achieve statistical significance. 3.2 Extension of task to more curved contours 406
Results from the task with the baseline curvature applied to the contours are shown in Figure 7 . Results from the first 407 experiment are included (baseline curvature of zero) for reference. Thresholds for second-order stimuli remain higher 408 than those for first-order stimuli. A quick comparison can be made across each of the four pairs of data points measured 409 in this experiment. Thresholds are consistently around three times higher for second-order contours. Surprisingly, 410 thresholds are consistently lower for more curvy targets than for less curvy targets. This is true both for first-order and second-order contours. For first-order contours there is a tendency for thresholds to increase with baseline curvature, 412 though this is more apparent with the "less curvy" targets. For second-order contours, any such relationship is less clear.
413
Results from individual subjects are given in Tables 4 and 5 . It is worth noting that, in the second-order condition, 414 average thresholds for the "less curvy" targets are greater than the magnitude of the baseline curvature. Because in this 415 condition the contours are defined as a reduction in curvature from that baseline, that means that the targets at threshold 416 here are actually slightly curved in the opposite direction (having passed through being a straight line, where the target 417 curvature is equal to the baseline). A three-way ANOVA was performed on the thresholds. The factors were the baseline 418 curvature (1.25 or 1.75 cycles), the stimulus condition (first-or second-order), and whether the target contour was 419 less or more curvy than the baseline. We found significant effect of stimulus condition (F 1,2 = 150.1, p = 0.007) 420 and curvature direction (F 1,2 = 158.7, p = 0.006). There was no significant effect of baseline curvature (F 1,2 = 7.6, 421 p = 0.110). There were also no significant interactions. We conclude that second-order contours can be integrated even 422 when they are curved. The performance disadvantage relative to first-order contours remains. Surprisingly, we find a 423 performance advantage (both in the first-and second-order results) for detecting more curved contours. This is contrary 424 to the results from a previous study (using the paradigm from Field et al., 1993) , which found the integration of more 425 curved contours to be impaired in the periphery (Hess and Dakin, 1999) . Efficiency log 2 (β/β ideal ) Subject # 1 st order 2 nd order 1 st order 2 nd order S1
2
Comparison with orientation discrimination 427
Thresholds obtained in the orientation discrimination control experiment are shown in Figure 8A . A one-way ANOVA 428 found a significant effect of stimulus condition (F 2,4 = 9.2, p = 0.032). There were no significant pairwise 429 comparisons however (comparing the two first-order conditions gives p = 0.320, comparing first-against second-order 430 gives p = 0.073). As the first-order results with and without the background noise texture were similar, we only 431 measured noise masking functions for the first-and second-order stimulus conditions. These are shown in Figure 8B . A 432 two-way ANOVA was performed. It found significant effects of both stimulus condition (F 1,2 = 23.3, p = 0.040) and 433 external noise level (F 3,6 = 13.3, p = 0.005). There was not a significant interaction between the two (F 3,6 = 2.5, 434 p = 0.154). This means that we do have a significant masking effect from our external orientation noise. There is 435 also a significant difference between the results from our first-and second-order stimulus conditions. Our attempt to 436 equate our stimuli by presenting them at multiples of their contrast-or modulation-detection thresholds did not result in 437 equalised performance on an orientation-discrimination task.
438
The average fitted linear amplifier model parameters for the orientation discrimination control are given in Figure 9 .
second-order equivalent internal position noise. We may also expect however, that a lower value would have been 492 obtained if subjects viewed the stimuli freely. It is possible that the effects of the equivalent internal orientation and 493 position noise would combine together to affect performance. This may be sufficient to explain the lack of second-order 6 Appendix: Ideal observer model for orientation discrimination control experiment 664 Here we derive the ideal observer prediction for our orientation discrimination control task. In the first interval, a reference stimulus 665 is shown composed of seven wavelets. The i th wavelet has its orientation drawn from a Normal distribution, represented as 666 N (mean, variance), to give us
where r is the reference orientation, and σext is the standard deviation of the orientation noise. Technically the orientation distribution 668 is circular, and so the Von Mises distribution would be more appropriate for this modelling. This is unnecessary however, as even the 669 maximum standard deviation we consider (15 • ) is relatively small (only one in a million randomly sampled orientations would be 670 > 75 • from the reference orientation). We then show the test stimulus in the second interval. Each i th wavelet has the orientation 671 θtest,i ∼ N r + t, σ 2 ext ,
where t is the expected orientation difference. The subject must discriminate the direction of this difference (positive or negative).
672
The ideal observer solution to this task is the one which chooses the response with the greatest likelihood (Green and Swets, 1966; 673 Geisler, 2004). The maximum likelihood estimators of r and r + t are the sample means in the reference and test intervals. We 674 can therefore achieve ideal performance on this task by comparing the mean orientations from the test (θtest) and reference (θ ref )
675
intervals. Ifθtest >θ ref then the test stimulus is rotated clockwise relative to the reference (and so the expected orientation difference 676 t is most likely positive). We can calculate the difference in the average orientations as 677θ
where n = 7 for our seven samples, this simplifies to 678θ test −θ ref = t + N 0, 2 × σ 2 ext n .
We can use this to calculate the ideal observer's signal to noise ratio (d = µ/σ) for this task
solving for d = 1 we have 680 t = 2 × σ 2 ext n = √ 2 √ n × σext.
By substituting in to Equation 3, we can also calculate the ideal observer's β in the LAM (their σeq.int is zero by definition) which is
