An efficient numerical method is developed for modal analysis of twodimensional photonic crystal waveguides. Using the Dirichlet-to-Neumann (DtN) map of the supercell, the waveguide modes are solved from an eigenvalue problem formulated on two boundaries of the supercell, leading to significantly smaller matrices when it is discretized. The eigenvalue problem is linear even when the medium is dispersive. The DtN map of a domain is an operator that maps the wave field on the boundary of the domain to the normal derivative of the field. The DtN map of the supercell can be efficiently calculated by merging the DtN maps of the ordinary and defect unit cells.
Introduction
In recent years, photonic crystals (PhCs) [1] [2] [3] have been extensively studied due to their significant potential in realizing high density photonic integrated circuits. The periodic variation of the refractive index in a PhC gives rise to bandgaps, i.e., frequency intervals in which the propagation of light is forbidden. These bandgaps make it possible to design photonic crystal waveguides (PCWs) by introducing line defects in an otherwise periodic PhC structure. Comparing with conventional optical waveguides, PCWs have the advantage of low loss and high confinement, and they can be used to bend light on the wavelength scale [4] .
Efficient numerical methods are important to the design and optimization of PCWs and other PhC devices. For a straight PCW, which is still periodic along its axis, the fundamental problem is to calculate the dispersion relationships between the angular frequency ω and the Bloch wavenumber β of the propagating modes. Both time domain and frequency domain methods have been used to analyze PCWs. While the time domain methods [5] [6] [7] are quite popular, the problem is more naturally formulated in the frequency domain. Many numerical methods have been developed in the frequency domain and they follow two different approaches. In the first frequency domain approach [3] , the modes are solved as an eigenvalue problem where ω 2 is the eigenvalue and β is a given parameter. This is a linear eigenvalue problem if the medium is non-dispersive, and it is formulated on a domain Ω that covers one period of the structure along the waveguide axis. If y is the axis of the PCW and L is the period in y, then Ω is the domain given by 0 < y < L. Many numerical methods, including the plane wave expansion method [8] [9] [10] , the finite difference method [11] and the finite element method, have been developed using this approach. In fact, most existing methods [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] for PhC band structures can be used to calculate PCW modes if the unit cell of the original PhC is replaced by the domain Ω. In practice, the unbounded transverse directions of Ω must be truncated, but even the truncated domain is much larger than the unit cell of the original PhC. Therefore, the numerical methods based on this approach give rise to matrices that are much larger than those for band structure calculations. Furthermore, the frequencies of the waveguide modes correspond to interior eigenvalues that are difficult to find by iterative eigenvalue solvers. For dispersive media, the eigenvalue problem is nonlinear and more difficult to solve. The second approach is to solve β for a fixed ω. If it is considered on domain Ω, this approach gives rise to a linear eigenvalue problem with eigenvalue β even when the medium is dispersive [24] . Furthermore, we can reformulate the problem to the boundary of Ω to significantly reduce the resulting computation size. Notice that the boundary of Ω are two parallel transverse planes or lines at y = 0 and y = L for three-dimensional (3D) or two-dimensional (2D) PCWs, respectively. These reformulations lead to linear eigenvalue problems (even when the medium is dispersive) with eigenvalue ρ = exp(iβL), and they rely on some operators, such as the transfer matrix [25] and the scattering operators [26] [27] [28] [29] , that characterize one period of the PCW. Although the transfer matrix approach is simple, it suffers numerical instabilities related to the exponential behavior of evanescent waves. The scattering operators can be computed in a number of different ways, but they cannot be easily obtained since the transverse direction is large. In this paper, we use a formulation for 2D PCWs based on the Dirichlet-to-Neumann (DtN) map of Ω [30, 31] . The DtN map of a given domain is an operator that maps the field on the boundary of the domain to its normal derivative. It has been widely used as a non-reflecting boundary condition to reduce an unbounded physical domain to a bounded computation domain [32] . In connection with periodic waveguides, such as the PCWs considered in this paper, the DtN map of an exterior domain has been used to setup a boundary condition for truncating Ω [33, 34] . This approach gives rise to a nonlinear eigenvalue problem on the truncated domain since the boundary condition involves β. Our approach is different. We use the DtN map of the domain Ω which maps the wave field at y = 0 and y = L to its normal derivative. In our previous work, the DtN map of a unit cell has been used to analyze 2D PhCs of finite size [35] [36] [37] and to calculate band structures [38, 39] . For PCW problems, the DtN map of the domain Ω is needed. In section 3, we develop an efficient method for calculating the DtN map of Ω by merging DtN maps of the ordinary and defect unit cells. In section 4, we illustrate the accuracy and efficiency of our method by a number of examples.
Eigenvalue problems
We consider pure 2D PhCs composed of infinite dielectric rods or air columns whose axes are parallel to the z-axis. The structures are invariant in the z direction. For waves propagating in the xy plane, we can separately consider the E and H polarizations. We present our method for the E polarization, but also include brief comments on the necessary modifications for the H polarization. The governing equation for the E polarization is
where u is the z-component of the electric field, n = n(x, y) a real refractive index function, k 0 = ω/c is the free space wavenumber, ω is the angular frequency and c is the speed of light in vacuum. For a typical photonic crystal waveguide (PCW) as shown in Fig. 1 , the waveguide axis is the y axis and the refractive index function is periodic in y with a period L, i.e., n(x, y + L) = n(x, y).
From the Bloch-Floquet theorem, Eq. (1) has modal solutions given by
where β is the Bloch wavenumber (or propagation constant of the mode) and φ(x, y) is a periodic function of y with the same period L, i.e.,
From (3), we obtain the following quasi-periodic condition for u:
It also implies that
The PCW problem is formulated on one period of the structure:
We can solve Eq. (1) in Ω subject to the boundary conditions (6) . In the first frequency domain approach, β is assume to be a given parameter, then k 2 0 (or ω 2 ) is considered to be the eigenvalue. This is a linear eigenvalue problem for non-dispersive media and a nonlinear eigenvalue problem for dispersive media. The eigenvalue problem can also be given for function φ. We have the following equation
on domain Ω, and it is to be solved with the following periodic conditions:
The second frequency domain approach is to solve β assuming ω is a given parameter. If the problem is considered on domain Ω, then we have a quadratic eigenvalue problem where β is the eigenvalue and φ is the eigenfunction satisfying (8) and (9) . The quadratic eigenvalue problem can be easily transformed to a linear eigenvalue problem if we double the size of the problem. For ϕ = ∂ y φ + iβφ, we have
Notice that ϕ satisfies the condition ϕ(x, L) = ϕ(x, 0). Compared with the first approach where ω 2 is the eigenvalue, this formulation has the advantage of being linear even when the medium is dispersive. Furthermore, a number of reformulations exist so that the eigenvalue problem can be reduced to the boundary of Ω. For 2D PCWs considered here, the boundary of Ω comprises two transverse lines at y = 0 and y = L, respectively. In these reformulations, the eigenvalue is ρ = exp(iβL) and the problem is still linear. In the scattering operator reformulation, we need to assume that the waveguide is yinvariant in a vicinity of y = 0 and y = L. Then the wave field around y = 0 and y = L can be decomposed as forward and backward components: u = u + + u − . The scattering operator S is a 2 × 2 matrix, the entries of which are operators acting on functions of x, satisfying
When the Helmholtz equation (1) is considered on domain Ω (i.e., one period of the waveguide), u + (x, 0) is the incident wave given in z < 0 and u − (x, L) is the incident wave given in z > L. If there is only an incident wave in z < 0, i.e., u − (x, L) = 0, then the reflected wave is given by u − (x, 0) = S 11 u + (x, 0) and the transmitted wave is given by u
Therefore, S 11 and S 21 are the reflection and transmission operators for incident waves given in z < 0. Similarly, S 22 and S 12 are the reflection and transmission operators for incident waves given in z > L. Now if u is a Bloch mode given in (3), the quasi-periodic condition
This gives rise to the following eigenvalue problem:
If the x variable is truncated and discretized by K points, the operators S jk , for j, k = 1, 2, can be approximated by K × K matrices, the eigenvalue problem (11) is then reduced to a generalized matrix eigenvalue problem involving (2K) × (2K) matrices. A matrix approximation to (11) can also be obtained if we expand the field in a truncated series. We can use expansions on the eigenmodes of the transverse operator ∂ If K terms are retained for each field components, we also obtain an eigenvalue problem of (2K) × (2K) matrices. In the transfer matrix reformulation based on forward and backward wave field components, we have a transfer matrix operator T satisfying
Then the eigenvalue problem for a Bloch mode is simply
Clearly, T is related to S by
However, it is numerical unstable to find the operator T directly.
For one period of the waveguide, i.e. Ω, the DtN map M is the a 2×2 matrix with operator entries satisfying
The DtN map M gives another reformulation of the eigenvalue problem of PCWs. For a Bloch mode, the quasi-periodic condition (6) immediately gives rise to
where ρ is the eigenvalue. Similar to the scattering operator formalism, when K points are used to discretize x, we obtain a generalized matrix eigenvalue problem of (2K) × (2K) matrices. A transfer matrix reformulation based on the total fields is also possible. Consider the 2 × 2 matrix operator N satisfying
we immediately have the following eigenvalue problem for Bloch modes
A simple relationship between N and M exists, but it is again numerically unstable to calculate N . Although the reformulations (11) and (14) give rise to linear eigenvalue value problems of smaller matrices, they are useful only if the scattering operator S or the DtN map M can be efficiently calculated. A number of different numerical methods have been developed to calculate S and M. The finite element method has been used in [29] and [31] , but it requires a discretization of Ω, same as the finite element method formulated on Ω directly. The Fourier modal method and a finite difference modal method have also been used to find S and M [30] , respectively. These methods approximate Ω by many y-invariant segments and calculate local eigenmodes for each segment, but their accuracy is limited by the "staircase" approximation to dielectric interfaces. The scattering operator can also be calculated by the multipole method [26, 27] . Since the transverse direction is assumed to be periodic on a larger scale in the "supercell" approach, the multipole method requires sophisticated lattice sums techniques. In the next section, we develop a simple and efficient method for calculating the DtN map M. Together with the reformulation (14), we obtain an efficient method for analyzing PCWs.
Dirichlet-to-Neumann maps
The domain Ω given in (7) covers one period of the PCW along the waveguide axis and it is unbounded in the transverse direction. For practical numerical calculations, we have to truncate the transverse variable x to a finite interval, say x 0 < x < x J . This gives rise to the rectangular domainΩ
For a true propagating mode, the Bloch wavenumber β is real and the mode profile decays rapidly to zero as x → ±∞. Therefore, accurate approximation to the propagating modes can be obtained if the truncated domainΩ is moderately large in the x direction. In the standard "supercell" approach, due to the use of Fourier series in both x and y directions, the original PCW structure is replaced by a structure that duplicatesΩ periodically in the x direction. Standard techniques developed for calculating band structures of PhCs can thus be applied withΩ as the unit cell. In the following, we use a simple zero boundary condition at x 0 and x J . For convenience, we still callΩ the supercell, although our treatment of the boundary condition is different. The effect of truncating the domain Ω with a zero boundary condition will be studied in numerical experiments. For the supercellΩ, the DtN map M is the operator satisfying (13) for all solutions of the Helmholtz equation (1) subject to the additional zero boundary condition:
We assume thatΩ consists of J square or rectangular elementary cells each containing at most one cylinder. More precisely, we have x 0 < x 1 < x 2 < ... < x J , so thatΩ is the union of Ω 1 , Ω 2 , ..., Ω J , where Ω j is given by x j−1 < x < x j and 0 < y < L. To calculate M, we first have to find the DtN maps of the elementary cells. For Ω j , the DtN map Λ (j) satisfies:
where u 0j = u(x, 0) and
block form in accordance with the four edges of Ω j . The operator Λ (j) can be approximated by a matrix. If we choose N x points for each horizontal edge (i.e. for x j−1 < x < x j at y = 0 or y = L) and N y points for each vertical edge (i.e. for 0 < y < L at x = x j−1 or x = x j ), then Λ (j) can be approximated by a N t × N t matrix, where N t = 2(N x + N y ). As described in [35, 38] , we start with assuming that the general solution of the Helmholtz equation in Ω j can be approximated by a linear combination of N t special solutions:
where φ k is a cylindrical wave given analytically if Ω j contains a circular cylinder at the center. If Ω j is homogeneous, φ k can be either a plane wave or a cylindrical wave. If we evaluate (17) at the N t sampling points on the edges of Ω j , we have a matrix A that maps the coefficients {c k } to the values of u at these N t points. We can also evaluate the normal derivative of u at the N t sampling points on the boundary of Ω j . This gives rise to another matrix B that maps {c k } to the normal derivatives of u at the N t points. Finally, the DtN map is approximated by
Typically, we choose N x and N y such that x and y are sampled at {ξ k } and {η l }, respectively, where
In that case, u 0j and u 1j are column vectors of length N x , v j−1 and v j are column vectors of length N y , Λ
11 is a N x × N x matrix, Λ
12 is a N x × N y matrix, etc. Since the size of the elementary cells is typically smaller than the free space wavelength, it is usually sufficient to choose N x and N y to be less than 10. Finally, we notice that the DtN maps of elementary cells with the same refractive index profile are identical. Therefore, we only have to calculate the DtN maps for cells with distinct profiles. For PCWs constructed from removing one or more rows of cylinders in an otherwise perfectly periodic PhC, we only have two different types of elementary cells: the ordinary cell with one cylinder inside and the defect cell of a homogeneous medium.
The DtN map M of the supercellΩ can be obtained from merging the DtN maps of the elementary cells. This is essentially a process of elimination where the vertical edges (for v 1 , v 2 , ..., v J−1 ) are eliminated using the DtN maps Λ (j) and the continuity of ∂ x u. Since a zero boundary condition is assumed at x 0 and x J , we have v 0 = v J = 0. Let us introduce the column vectors u 0 , u 1 and v as follows:
Here, v is a vector of length (J − 1)N y representing the field u at the sampling points on the vertical edges at x 1 , x 2 , ..., x J−1 . The vectors u 0 and u 1 represent u at the sampling points on the horizontal edges ofΩ at y = 0 and y = L, respectively. Let K be the total number of sampling points on each horizontal edge ofΩ, then u 0 and u 1 are vectors of length K. If N x is a constant for all elementary cells, then K = JN x . For the vertical edge at x j , we can use the DtN maps of Ω j and Ω j+1 to evaluate ∂ x v j = ∂ x u(x j , y). That is
The above is a relationship between the wave fields on the seven edges of two neighboring elementary cells Ω j and Ω j+1 . We can put such relationships for all j (1 ≤ j < J) in the following equation:
where C 0 is a square block tridiagonal matrix, and solve for v:
On the other hand, we can evaluate the y derivative of u 0j and u 1j by the DtN map Λ (j) .
From the first and last rows of (16), we have ∂ ∂y
This gives rise to matrices D 0 and D 1 , such that
Thus ∂ ∂y
Therefore, the DtN map ofΩ is approximated by the matrix
The size of the matrix M is (2K) × (2K). If we partition M in 2 × 2 blocks, we can then find the Bloch modes of the PCW by solving the generalized eigenvalue problem (14) using standard linear algebra programs.
Numerical examples
To illustrate our DtN mode solver, we consider two examples. The first example has been previously analyzed by Yu and Chang [11] using a frequency domain finite difference method. The PhC is a square lattice of dielectric cylinders with dielectric constant ǫ 1 = n 2 1 = 10 and radius r = 0.375L, where L is the lattice constant. The background medium is air. The PCW is formed by removing one row of cylinders as in Fig. 1 show the dispersion curves of the propagating modes for both polarizations obtained with N = 7 and m = 10. The shadowed region indicates those β and ω, such that the photonic crystal without the line defect has a Bloch wave solution u(x, y) = e i(αx+βy) Φ(x, y)
for a real α and a function Φ which is periodic in both x and y with period L. The waveguide modes can be classified as odd and even based on their symmetry. Our results are in good agreement with those of Yu and Chang [11] . We have also repeated the calculations with m = 16 and obtained nearly identical results. For the E polarization and the normalized frequency ωL/(2πc) = 0.8, we plot the electric field patterns of the propagating modes in Fig. 3 . It is clear that modes are well confined around the defect cell at the center. We also 
where β (N ) denotes β obtained with N sampling points on each edge of the elementary cells.
As shown in Fig. 4 , the relative errors appear to decrease exponentially. Apparently, the results are more accurate when N is an odd integer. In that case, the center of each edge is one of the sampling points where the normal derivative of the field is matched and this may have led to the higher accuracy. For the case of N = 7 and m = 10, we have J = 147 and the eigenvalue problem (14) involves 294 × 294 matrics. We have implemented our method in MATLAB. On a PC with a 3.4GHz Pentium 4 CPU and 2GB of RAM running the Linux operating system, the required time to compute the Bloch wavenumber β at a given frequency is about 2 seconds. This includes 0.1 seconds to setup the matrix M and 1.85 seconds to find all eigenvalues of (14) to full precision. If there is a good initial guess for the Bloch wavenumber β, which is the case when we have already solved the problem for a nearby frequency, we can calculate only the desired eigenvalue of (14) by the inverse iteration method using less than 1 second. For comparison, we use the plane wave expansion (PWE) method as implemented in the MIT Photonic-Bands package [16] . Corresponding to m = 10, the supercell contains 21 elementary unit cells. With 16 plane waves for each lattice constant, the PWE method gives rise to a 5376×5376 matrix. Using the targeted-frequency feature of the MIT Photonic-Bands package and a reduced error tolerance of 10 −5 , we can calculate the defect mode frequency for a given Bloch wavenumber in 2 to 3 minutes on the same computer. However, the accuracy is limited. As an example, we consider the solution at ωL/(2πc) = 0.8 and βL/(2π) = 0.2773. If we specify βL/(2π) = 0.2773 as an input and ωL/(2πc) = 0.8 as the target frequency, the PWE method gives the defect mode frequency at ωL/(2πc) = 0.803. When the number of plane waves for each lattice constant is increased to 32, the PWE method gives the correct defect mode frequency to three significant digits, i.e. ωL/(2πc) = 0.800. In that case, the method produces a 21504 × 21504 matrix and requires 8 to 12 minutes to find the defect mode frequency for a given Bloch wavenumber and a target frequency.
The second example, as depicted in Fig. 5 , has been previously studied by Adibi et al. [7] and Yu and Chang [11] using finite difference methods in time and frequency domains, respectively. The waveguide is formed by six arrays of circular air holes in a dielectric slab Fig. 5 . A photonic crystal waveguide composed of air holes in a finite dielectric slab.
with refractive index n 2 = 3.6. The air holes form a square lattice with a lattice constant L, except that the distance between the third and fourth arrays is increased by d = 0.375L. The radius of the air holes is r = 0.45L. The background dielectric slab is finite in the x direction with a total thickness of 6L + d + 2b, where b = (5/12)L is the thickness of extra dielectric medium outside the first and sixth arrays. The dielectric slab is surrounded by air. We consider the propagating modes of this waveguide in the E polarization. As given in [7] , a bandgap for such a infinite square lattice of air holes in the dielectric medium is 0.216 < ωL/(2πc) < 0.248. In our calculations, we truncate the x variable at a distance of mL away from the edges of the slab, where m is a positive integer. The supercellΩ consists of J = 2m + 9 elementary cells. Outside the slab, we have m square air cells of size L × L for both positive and negative directions of x. Inside the slab, we have 6 square cells each containing one air hole, one rectangular cell of size d × L at the center of the structure and two rectangular cells of size b × L at the edges of the slab. This gives rise to x 0 < x 1 < ... < x J satisfying
L otherwise. Four different types of elementary cells are involved in the supercell. Fig. 6 gives the dispersion curves calculated using our DtN mode solver with N = 8 and m = 4. We have repeated the calculations with m = 12 and obtained nearly identical results. To the left of the light line, we have a region for the continuous spectrum. Since the average refractive index of the bulk crystal is less than that of the guiding slab, but still larger than that of the cladding air, both bandgap and index confinement effects contribute to the guiding mechanism. In Fig. 7 , we show the mode profiles at the normalized frequency ωL/(2πc) = 0.23. Ordered by their values of β, the first and second modes are well confined at the central dielectric region and they are odd and even with respect to the waveguide axis y = 0, respectively, The other two modes concentrate on the edges of the dielectric slab. In earlier studies [7, 11] , only the second mode is obtained, probably due to the use of a perfectly matched layer (PML) immediately next to the dielectric slab. The third and fourth modes have large field intensities near the edges of the slab, and they will be significantly distorted by the PMLs. Although the modes confined near the waveguide core are more important, it is necessary to realize the multi-mode nature of this waveguide.
Conclusion
In this paper, we developed an efficient numerical method for analyzing photonic crystal waveguides based on the Dirichlet-to-Neumann (DtN) map of the supercell. Our method is suitable for two-dimensional photonic crystals composed of circular cylinders. The starting point is the construction of DtN maps of the elementary unit cells by cylindrical wave expansions. These DtN maps of the elementary cells are used to build the DtN map of the supercell of the waveguide. The waveguide modes are then solved from a linear eigenvalue problem formulated on the boundaries of the supercell using the DtN map. Compared with other methods, our method gives rise to matrices of smaller size. Numerical examples indicate a fast convergence with respect to the number of sampling points on each edge of the elementary cells. Since the sizes of the elementary unit cells are typically smaller than the wavelength, to obtain three or four significant digits in the solution, only a small number of sampling points, such as 7 or 9, are needed on each edge of the unit cells. Furthermore, it appears that an odd number of points on each edge gives more accurate results.
