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Abstract—As distributed generations, especially rooftop solar
PVs, penetrate in low voltage distribution network (LVDN),
existing unbalance issue can be worsened, resulting in a series
of operation problems or deteriorated power supply quality.
To address this issue, dynamic switching devices (PSDs) and
static VAR generator (SVG) are efficient options in practical
operations. However, coordinatedly operating the two devices
from the system operator’s perspective needs further exploration.
This paper, after presenting the SVG model particularly for
dispatch purpose in LVDN, formulates the operation of LVDN
as a mixed-integer non-convex programming (MINCP) problem
based on three-phase optimal power flow (TUOPF). To efficiently
solve the challenging problem, the MINCP is reformulated as
mixed-integer linear programming (MILP) based on reasonable
assumptions, making it possible to employ off-the-shelf solvers.
Simulations based on a modified IEEE system and a practical
system in Australia demonstrates the efficiency of the proposed
method and the benefits brought by these flexible devices.
Index Terms—Dynamic phase-switching device, low-voltage
distribution network, PV generation, SVG, unbalanced optimal
power flow.
I. INTRODUCTION
TO address the sustainability and environmental issue,rapid development of renewable power generations in
energy sector has been witnessed worldwide and is expected
to be continuously growing in the future. Due to continu-
ing decrease in cost in manufacturing distribution genera-
tion sources, and encouraging polices and incentives from
government agencies, Australia is experiencing a remarkable
renewable energy development in recent years, taking the
top spot worldwide in the penetration level of residential
PV installation in low-voltage distribution network (LVDN).
The annual report released by Australian Energy Council
shows that the year 2018 was a record-breaking year for PV
development in Australia, with installed residential capacity
reaching over 1.4 GW, which increases by 20% compared with
the year 2017. By the end of the year 2018, the cumulative
installed capacity of residential PV in Australia stood at 7.98
GW with more than 2 million installations across the nation,
and the numbers keep growing [1].
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Power utilities in Australia run extensive four-wire
(230/400V) grid along the streetscape [2], where most res-
idential customers are powered by a bundled cable of two
phases or three phases. As more PV panels are installed in
Australian houses, substantial savings in electricity bill on one
hand can be expected. On the other hand, high penetration
of grid connected residential PV systems makes the existing
unbalance issue of LVDN even worse during the hours with
high irradiance level density [3]. This is due to LVDNs
being not specially designed to accommodate the distributed
generation sources in the design stage. When more PV panels
are installed, the network, which is initially almost balanced,
will become severely unbalanced. This may lead to lots of
operation problems, e.g. protection system malfunction and
increased power loss caused by high neutral current, shorten
the lives of both electrical equipment in the network and
appliances of residential customers due to low electricity
supply quality, and significant voltage drop or heavy loaded
feeders in one phase that decrease the usage efficiency of the
whole network [4], [5] etc.
To mitigate the unbalance issue, a cost-efficient option
is to employ phase-switching device (PSD) to change each
residential customer’ connected phase regularly or when the
unbalance level exceeds a predefined level [2], [6]. Bene-
fiting from the development in communication and control
technologies, traditional purely mechanical PSD, which can
merely be adjusted by cost-intensive labours, can be replaced
by dynamic and smart PSD. The dynamic PSD, which through
wireless network receives signal from the controller that
monitors unbalance level of LVDN at the secondary side of
the distribution transformer (DT), provides an effective way
to address the unbalance issue. However, PSD is only capable
of providing rough regulation, as we explain through the
following illustrative example.
Assuming there’re 4 resistive customers in a LVDN and
they are connected to phase a, b, c, a with net demands being
8 kW, 5 kW, 2 kW and 3 kW, respectively. If only customer
4 is quipped with PSD, then the best strategy is switching it
from phase a to phase c to minimise the maximum unbalance
level between any two phases. Obviously, 3 kW of unbalance
still exists, implying that the system can only be roughly
regulated by PSD. With the development of power electronics
technology, the unbalance in LVDN can be regulated with
higher granularity. One of such equipment is Static VAR
Generator (SVG), which can not only compensate reactive
power to the network, but also transferring active current or
active power among three phases, thus is capable of achieving
better operation performance of LVDN in terms of power
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2balances [7]–[10]. For example, 2 kW of demand can be
distributed from phase a to phase b and c equally at the
secondary side of DT by SVG in the illustrative example to
realise perfect balance of powers running through the DT. It
is noteworthy that SVG is only capable of transferring powers
of the node where it is connected. As power unbalances may
cause over-voltage or over-current problems, employing PSD
is necessary because it can help ameliorate power flows or
voltage levels in LVDN, leading to more reliable operation.
Therefore, PSDs and SVG are complementary to each other
and coordinatedly operating the two devices may be much
better than simply pooling them together.
Operating PSD in LVDN is actually a three-phase unbal-
anced optimal power flow (TUOPF) problem with introduced
integer variables indicating the positions of PSDs. Reported
methods to solve TUOPF can be divided into three categories:
iteration-based method [11]–[14], LP-based method [15]–[21]
and convex relaxation-based method [15], [22]–[26]. Although
many algorithms have been proposed on solving TUOPF, their
applications in LVDN to address power unbalance issue is very
limited. In reported literature, most methods on scheduling
PSDs in LVDN are based on heuristic algorithm supported
by independent three-phase unbalance power flow (TUPF)
programs because introduced integer variables makes solving
the problem even more challenging [5], [27], [28], [28]–[34].
On the other hand, taking operation constraints into account
in the heuristic algorithm is not easy.
To make the problem computationally more tractable, some
linear of convex models are proposed with various simplifi-
cations. For example, the mixed-integer linear programming
(MILP) formulation was presented in [4] by treating all
customers as loads with constant current injections. A linear
programming (LP)-based method is presented in [6], and
the robust method is presented in [35] to further take load
profile uncertainty into account. However, neither [6] nor [35]
formulates the LVDN when making the operation strategy. In
terms of coordinatedly operating PSD and SVG in LVDN,
little literature has been reported, which motivate us to develop
efficient formulation and algorithm to operate the two devices
together to address the unbalance issue.
Compared with existing literature, the contributions of this
paper are summarized as follow.
1) An efficient SVG model for dispatch purpose in LVDN
is presented. The formulation takes both the capabilities
of SVG in transferring current or active power and
compensating reactive power into account, and can be
controlled under various strategies as required by the
operator.
2) The mixed-integer non-convex programming (MINCP)
formulation of coordinately operating PSD and SVG in
LVDN is presented. The formulation is based on TUOPF
and takes operation constraints of PSD, SVG and the
network into account.
3) The non-convexity in the formulated MINCP problem is
systematically studied, which is thereafter reformulated
to an MILP based on several reasonable and practical
assumptions, thus making it possible to employ commer-
cial solvers to efficiently solve the challenging problem.
The remaining of this paper is organized as follows. The
models of PSD and SVG for dispatch purpose in LVDN, as
well as the mathematical formulation of optimally operating
LVDN considering all operation constraints are presented in
Section II. The non-convexity analysis and solution techniques
are discussed in Section III. Case studies based on a modified
IEEE system and a practical system in Australia are performed
in Section IV and the paper is concluded in Section V.
II. PROBLEM FORMULATION
In the formulation, Ci will be used to represent the set
of customers connected to node i, Fi and Xi as the set
of customers with and without PSDs installed (denoted as
fixed and adjustable customers), respectively. Obviously, we
still have Fi ∩ Xi = ∅ and Fi ∪ Xi = Ci. Moreover, V,U
represent the voltage of node in the main feeder and terminal
voltage of customer, respectively, and X and Y are the real
and image parts of V ; I represent current with J and W
being the real and image parts, respectively; The subscript
φ/ψ, t, i, j, ik represent phase φ/ψ that belongs to {a, b, c},
period t, node i, the jth customer at node i and line ik,
respectively. Other parameters or variables will be explained
right after their appearances.
Several practical assumptions are listed below based on
practical system operation in Australia.
1) The voltage of root node, i.e. the low-voltage side of DT,
is known parameter noting that this voltage is mainly
determined by the medium-voltage distribution network
(MVDN) in upper stream.
2) The residential loads for all customers are with constant
PQ values in each period.
3) Feeders between any two poles in LVDN are constructed
with four-wire (phase a, b, c and zero earthed conductor),
which is the general case in Australia [2].
A. Objective
The objective is to minimise the unbalance level of all
concerned dispatching period, leading to
FNo =
∑
t∈T
Uxy,t (1)
where No is allowed times to adjust PSDs and SVG during
the whole dispatching period and relevant constraints will be
discussed later; xy is the index of root line, which is the line
starting from the low-voltage side of DT; Uxy,t depicts the
maximum unbalance level of root line for period t and the
expression will be discussed later.
B. Operation constraints
Operation constraints are based on Fig.1.
1) Ohm’s law for each line in main feeder: The Ohm’s law
for each line in main feeder must be satisfied as follows.
Vφ,i,t − Vφ,k,t =
∑
ψ
Zφψi,k Iφ,ik,t ∀φ, ∀ik, ∀t (2)
where Zφψi,k is the mutual impedance between phase φ and ψ
of line ik.
3pi,j+qi,j
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Fig. 1. Illustration of operating PSD/PCD for adjustable customer
2) Kirchhoff’s current law (KCL) at each node: The KCL
must be satisfied to ensure the current balance at each node as
shown in (3a). (3b) and (3c) bridge each customer’s consumed
current and the demand currents of the node where the
customer is connected. Moreover, the customer can only be
connected to one phase as constrained by (3e).∑
n:n→i
Iφ,ni,t −
∑
k:i→k
Iφ,ik,t =
∑
j∈Ci
Iφ,i,j,t ∀φ, ∀i 6= x, ∀t (3a)
Iφ,i,j,t = αφ,i,j,tIi,j,t ∀φ, ∀i, ∀j ∈ Fi,∀t (3b)
Iφ,i,j,t = µφ,i,jIi,j,t ∀φ, ∀i,∀j ∈ Xi,∀t (3c)
αφ,i,j,t ∈ {0, 1} ∀φ, ∀i,∀j,∀t (3d)∑
φ
αφ,i,j,t = 1 ∀i,∀j,∀t (3e)
where x is the index of root node; αφ,i,j,t is binary variable
indicating whether the jth customer is connected to phase φ
of node i for period t; µφ,i,j is known parameter indicating
the phase-position of jth fixed customer.
3) Constraints on connecting line from node to customer:
Ohm’s law should be satisfied for each connecting line and
the terminal voltages of PSD should be identical, leading to
Ui,j,t − Vi,j,t = Zi,jIi,j,t ∀i, ∀j ∈ Ci,∀t (4a)
Ui,j,t =
∑
φ
αφ,i,j,tVφ,i,t ∀i, ∀j ∈ Fi,∀t (4b)
Ui,j,t =
∑
φ
µφ,i,jVφ,i,t ∀i,∀j ∈ Xi,∀t (4c)
4) Power balance equations: Power balance equations for
fixed and adjustable customers are expressed as
Ii,j,t = (P
n
i,j,t − jQni,j,t)/V ∗i,j,t ∀i,∀j ∈ Ci,∀t (5)
where Pni,j,t/Q
n
i,j,t is net active/reactive demand j
th customer
at node i for period t.
5) Voltage constraints: The magnitude of node voltage in
the main feeder or terminal voltage of customer should always
fall into its limits, which can be expresses as
V minφ,i ≤ |Vφ,i,t| ≤ V maxφ,i ∀φ, ∀i,∀t (6a)
V mini,j ≤ |Vi,j,t| ≤ V maxi,j ∀i,∀j,∀t (6b)
where V minφ,i /V
max
φ,i is the lower/upper voltage magnitude (VM)
limit of Vφ,i,t and V mini,j /V
max
i,j is the lower/upper VM limit of
Vi,j,t.
Particularly, the voltage of root node is assumed to be
known, i.e.
Vφ,x,t = V
0
φ,t ∀φ, ∀t (7)
where V 0φ,t is the known voltage of root node at phase φ for
period t.
6) Dispatch model of SVG: In LVDN, the SVG is usually
located at the secondary side of DT. Therefore, a virtual
node 0, which represents the primary side of DT, is intro-
duced for the convenience of illustrating how the SVG will
affect the system operation, particularly the unbalance level
of active/reactive power running through the DT, i.e. the line
connecting node 0 and node x. With the exporting current of
SVG expressed as Iφ,t in phase φ for period t, the following
expression can be derived.
Iφ,0x,t = Iφ,xy,t − Iφ,t ∀φ, ∀t (8)
where Iφ,t can be expressed as follows based on Fig.2.
Fig. 2. Illustration of SVG operation
Iφ,t = C
P
φ,t(cos δφ + j sin δφ) + C
Q
φ,t(sin δφ
−j cos δφ) ∀φ, ∀t (9a)
−CPmaxφ ≤ CPφ,t ≤ CPmaxφ ∀φ, ∀t (9b)
−CQmaxφ ≤ CQφ,t ≤ CQmaxφ ∀φ, ∀t (9c)
Cφ,t =
√
(CPφ,t)
2 + (CQφ,t)
2 ≤ Cmaxφ ∀φ, ∀t (9d)∑
φ
V 0φ,t(I
P
φ,t)
∗ =
∑
φ
|V 0φ,t|CPφ,t = 0 ∀t (9e)
CPmaxφ = pC
max
φ , C
Qmax
φ = qC
max
φ ∀φ, ∀t (9f)
where IPφ,t/I
Q
φ,t is the component of Iφ,t that is paral-
lel/perpendicular with V 0φ,t, with C
P
φ,t/C
Q
φ,t and C
Pmax
φ /C
Qmax
φ
being its magnitude and upper CM limit; Cφ,t is the magnitude
of Iφ,t; Cmaxφ , which is also a variable in the optimisation
problem, is the upper limit of Cφ,t, which is determined by
the capacity of SVG.
The equation (9e) is to assure no active power is generated
from SVG following the energy conservation rule. p ∈ [0, 1]
4and q ∈ [0, 1] are two parameters that decides the control
strategy of SVG. Typical operation strategies are given below.
• STR-1 (p = 0, q = 0): SVG is disabled, i.e. only PSD
being used to address the unbalance issue.
• STR-2 (p = 1, q = 1): SVG can be used for both trans-
ferring active power and compensating reactive power
and the capacity can be arbitrarily distributed between
the two functionalities.
• STR-3 (p = 1, q = 0): SVG can only be used for
transferring active power.
• STR-4 (p = 0, q = 1): SVG can only be used for
compensating reactive power.
• STR-5 (0 < p < 1, q = 1): SVG can be used for
both transferring active power and compensating reactive
power. However, the percentage of capacity used for
transferring active power is constrained by p.
7) Current magnitude (CM) constraints: The CM of each
line in LVDN should not exceed its limit, leading to
|Iφ,ik,t| ≤ Imaxφ,ik ∀φ, ∀ik 6= xy,∀t (10a)
|Iφ,xy,t − Iφ,t| ≤ Imaxφ,xy ∀φ, ∀t (10b)
|Ii,j,t| ≤ Imaxi,j ∀i,∀j ∈ Ci,∀t (10c)
where Imaxφ,ik is the upper CM limit of Iφ,ik,t and I
max
i,j is the
upper CM limit of Ii,j,t.
8) Unbalance level constraints/definition: Denoting the
voltage unbalance level requirement and the negative sequence
voltage (NSV) of node i for period t as ν and V −i,t respectively,
the voltage unbalance level constraint can be formulated as
V −i,t =
Va,i,t
3
− (1
6
− j
√
3
6
)Vb,i,t − (1
6
+ j
√
3
6
)Vc,i,t ∀i,∀t(11a)
|V −i,t| ≤ ν|Vn| ∀i,∀t(11b)
where Vn = 1 p.u. is the nominal voltage of LVDN.
In this report, the unbalance levels of active and reactive
powers in root line is concerned, leading to
|Pφ,0x,t − Pψ,0x,t| ≤ Uxy,t ∀φ, ∀ψ,∀t (12a)
|Qφ,0x,t −Qψ,0x,t| ≤ Uxy,t ∀φ, ∀ψ,∀t (12b)
where Pφ,0x,t + jQφ,0x,t = V 0φ,t(Iφ,xy,t − Iφ,t)∗.
9) Operation frequency constraints for PSDs: For a prac-
tical system, PSDs may be adjusted only for one or several
times during the whole dispatching period, leading to operation
frequency constraints.
With the number of allowed times to operate PSDs being
denoted by No, we firstly divide T into No subsets evenly,
say T1, · · · , Tk, · · · , TNo . Then the operation frequency con-
straints for Tk can be formulated as
αφ,i,j,t1 = αφ,i,j,t2 ∀φ, ∀i,∀j,∀t1 ∈ Tk,∀t2 ∈ Tk (13)
C. Optimisation problem
Based on previous discussed objective function and opera-
tion constraints, the optimisation problem is formulated as
OPSD : min{(1)|s.t. (2)− (12) ∀t ∈ T , (13) ∀k}
OPSD belongs to the challenging MINCP problem due to
introduced integer variables, and non-convex constraints in
(3b), (4b), (5) and (6). Moreover, noting that the objective
function is separable and only operation constraints belonging
to the same dispatching period Tk are coupled together via
(13), the problem OPSD is equivalent to solving No sub-
problems, where the kth sub-problem can be formulated as
OPSDk : min{
∑
t∈Tk
Uxy,t|s.t. (2)− (12) ∀t ∈ Tk, (13)}
III. SOLUTION TECHNIQUES
To effectively sove the problem, several reformulation and
linearisation techniques, which are based on the assumption
that voltage angle ranges of all nodes in each phase are
sufficiently small as illustrated in Fig.3 and demonstrated in
[15], [16], [18], [21], [36]. Mathematically, VM limit at node
i is assumed to be within [V mini , V
max
i ] for any phase, and VA
limit in phase φ for any node is within [δminφ , δ
max
φ ]. Further, VA
is assumed to be centred at δφ and varies in [δφ−∆δ, δφ+∆δ],
which leads to δminφ = δφ −∆δ, δmaxφ = δφ + ∆δ.
Fig. 3. Illustration of linearising voltage constraints
To make the reformulation clearer, the power equation (5)
is firstly linearised based on approximating 1/V ∗ as (14) [36].
1/V ∗φ ≈ kXφ X + kYφ Y + bXφ + j(hXφ X + hYφ Y + bYφ ) (14)
where kXφ , k
Y
φ , b
X
φ and h
X
φ , h
Y
φ , b
Y
φ are parameters to be fitted
for phase φ, which can be realised via least-square method
(LSM) as discussed in [36].
Moreover, the required known points to fit the parameters
in (14) can be sampled in the feasible region as specified in
Fig.3. With (14), (5) can be expressed as
Ii,j,t = (P
n
i,j,t − jQni,j,t)[kXi,j,tXi,j,t + kYi,j,tYi,j,t + bXi,j,t
+j(hXi,j,tXi,j,t + h
Y
i,j,tYi,j,t + b
Y
i,j,t)] ∀i,∀j,∀t(15a)
kXi,j,t =
∑
φ
εφ,i,j,tk
X
φ , h
X
i,j,t =
∑
φ
εφ,i,j,th
X
φ (15b)
kYi,j,t =
∑
φ
εφ,i,j,tk
Y
φ , h
Y
i,j,t =
∑
φ
εφ,i,j,th
Y
φ (15c)
bXi,j,t =
∑
φ
εφ,i,j,tb
X
φ , b
Y
i,j,t =
∑
φ
εφ,i,j,tb
Y
φ ε(15d)
where εφ,i,j,t equals to µφ,i,j for j ∈ Xi and αφ,i,j,t for j ∈
Fi.
After replacing relevant terms in (15a) by (15b)-(15d),
non-convex parts will be introduced only for adjustable cus-
tomers, which can be expressed as zCφ,i,j,t = αφ,i,j,tXi,j,t and
zDφ,i,j,t = αφ,i,j,tYi,j,t.
So far, non-convex parts in OPSD are (3b), (4b), (15a) and
the lower VM limits in (6). Other non-linear but convex parts
5are upper VM limits in (6), (9d), (10) and (11b). Noting that
each non-convex term in (3b), (4b) and (15a) can be expressed
as the product of a continuous variable and an integer variable,
it can be exactly reformulated as mixed-integer linear (MIL)
constraint noting the following equivalence.
z = xy
x ∈ {0, 1}
y ∈ [ymin, ymax]
⇔
 xy
min ≤ z ≤ xymax
(x− 1)ymax ≤ z − y
≤ (x− 1)ymin
(16)
The lower VM limits in (6) are linearly approximated based
on Fig.3, leading to
Xφ,i,t cos δφ + Yφ,i,t sin δφ ≥ V minφ,i (17a)
Xi,j,t
∑
φ
εφ,i,j,t cos δφ + Yi,j,t
∑
φ
εφ,i,j,t sin δφ ≥ V mini,j (17b)
Obviously, (17a) and (17b) for fixed customers are linear.
However, for adjustable customers, non-convex parts will be
introduced after expanding (17b). Noting that introduced non-
convex parts are zCφ,i,j,t and z
D
φ,i,j,t as well, which can be
linearised as discussed previously.
For the non-linear but convex constraints, the upper VM
limit of Vφ,i,t can be linearly approximated as
Xφ,i,t cos
δφ + δ
max
φ
2
+ Yφ,i,t sin
δφ + δ
max
φ
2
≤ V maxφ,i cos ∆δφ
2
(18a)
Xφ,i,t cos
δφ + δ
min
φ
2
+ Yφ,i,t sin
δφ + δ
min
φ
2
≤ V maxφ,i cos ∆δφ
2
(18b)
Similarly, the upper VM limit of Vi,j,t can be linearly
approximated as
Xi,j,t cos
δφ + δ
max
φ
2
+ Yi,j,t sin
δφ + δ
max
φ
2
≤ V maxi,j cos ∆δφ
2
∀φ (19a)
Xi,j,t cos
δφ + δ
min
φ
2
+ Yi,j,t sin
δφ + δ
min
φ
2
≤ V maxi,j cos ∆δφ
2
∀φ(19b)
Other non-linear but convex constraints, i.e. (9d), (10)
and (11b), can be generally expressed as
√
x2 + y2 ≤ z,
which can be linearly approximated as follows after tak-
ing N uniformly fixed points (zmax cos θk, zmax sin θk) (k ∈
{1, · · · , N}) on the circle.
x cos θk + y sin θk ≤ zmax cos (∆θ) ∀k ∈ {1, · · · , N} (20)
where θk = (θk + θk+1)/2; ∆θ is the angle difference of
adjacent fixed points on the circle and θN+1 = θ1.
Several remarks on the formulation and solution techniques
are given below.
1) The upper VM limits in (6), (9d), (10) and (11b)
are actually second-order cone constraints. The linear
approximation of them is to potentially accelerate the
computation efficiency noting that a large number of
integer variables exist in the problem.
2) Based on the discussed solution techniques, OPSD is
reformulated as a MILP problem, which is efficiently
solvable via commercial solvers such as Cplex [37] and
Gurobi [38]. All programs for OPSD are implemented
in Matlab with Yalmip [39], and solved by Cplex 12.8.0
on a desktop PC with Intel i7-6700 3.4 GHz CPU, 16
GB memory. Moreover, the time limit for the solver is
set as 60 minutes to guarantee a feasible solution.
IV. CASE STUDY
A. Case setup
Several cases based on the modified IEEE-13 bus system
and a practical system in Australia will be studied. The
topology of the modified IEEE-13 system is presented in Fig.4.
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Fig. 4. Topology of the modified IEEE-13 bus system (Different color
indicates which phases are with PV/LS/customer connected)
The modified IEEE-13 system is with 17 single-phase
powered customers, where 2 customers are with PV installed.
The net demand of all customers of a whole day is presented
in Fig.5.
5 10 15 20
Period
-1
0
1
2
3
N
et
 A
ct
iv
e 
D
em
an
d 
(kW
)
Fig. 5. Net active demand of all residential customers (Case I)
The practical system in Australia is with 26 nodes (poles) in
the main feeder, where 69 customers are powered with single-
phase or three-phase powered bundled cable. Among the 69
customers, 16 of them are with PV installed, which may bring
significant unbalance issue when the irradiance level is high
during mid-day hours. ν for all studied cases are selected as
1% according to operation codes in Australian distribution
networks [40]. The net demands of this system is presented in
Fig.6. Ohter data or topology information of the two systems
can be found in [41].
Outline of studied cases are given below.
1) Case I: This case is based on the modified IEEE-13 bus
system with all parameters specified in [41]. Moreover,
No is set as 1.
2) Case II: Parameters of this case are the same as Case I.
However, the simulation results will be analysed based
varying values of No.
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Fig. 6. Net active demand of all residential customers (Case IV)
3) Case III: Parameters of this case are the same as Case I.
However, the simulation results will be analysed based
varying capacity of SVG.
4) Case IV: This case is based on the practical system in
Australia to test the practicality of the proposed method.
B. Case I
The power unbalances and phase positions of PSD in LVDN
for Case I under various control strategies are presented in
Fig.7 and Fig.8, where NOPT represents the state of LVDN
before any equipment is applied1 and simulation results of
OSVG is the case when only SVG is employed.
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Fig. 7. Power unbalances under various control strategies (Case I, infeasibility
was reported for OSVG)
It is obviously that employing different control strategies
can lead to various reductions in system unbalance level
and operation scheduling. When PSD and SVG are operated
together (STR-2), and the capacity of SVG can be freely dis-
tributed between its two functionalities, the system can achieve
perfect balance as shown in Fig.7. Otherwise, unbalances still
exist when only PSD is used or the capacity of SVG is
limitedly distributed.
It is also interesting to note that when only SVG is used
(OSVG), infeasibility is reported for OPSD. Comparing OSVG
with STR-1 implies that introducing PSD can not only help
address the unbalance issue, but also improve the operation
reliability of the system. To further demonstrate this benefit of
1As PSDs are fixed at their original phase positions, the power flow
problem, including (2), (3) (αφ,i,j,t = µφ,i,j,t ∀j ∈ Fi), (4), (5) and (7), is
solved in NOPT.
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Fig. 8. Phase positions of PSDs under various control strategies (Case I)
PSD, the voltage unbalance levels, i.e. magnitude of negative
sequence voltage, is presented in Fig.9.
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Fig. 9. Voltage unbalance levels under various control strategies (Case I,
infeasibility was reported for OSVG)
Obviously, the voltage unbalance levels exceed the require-
ment during period 9 to 21 for NOPT. As SVG is connected
to the secondary side of DT and voltage of root node is fixed,
SVG in fact cannot affect the voltages of the downstream in the
network, thus leading to infeasibility of OSVG. By contrast,
when PSDs become optional measures, the power flows and
voltage levels in the whole network can be ameliorated and
higher reliability operation performance can be achieved.
C. Case II
In practical operation, PSDs and SVG might be adjusted
several times per day to achieve better operation performance.
Specifically, we assume the control strategies will be updated
every To hours, where To ∈ {24, 12, 8, 6, 5, 4}, thus leading
to No ∈ {1, 2, 3, 4, 5, 6}, respectively. As the system can
be perfectly balanced with current capacity of SVG when
N0 = 1, we alternatively focus on STR-1 in this section. The
period subsets and computed unbalances under various No are
presented in Table I and Fig.10.
According to the period subsets and (13) in OPSD, it can be
concluded that F4 ≤ F2 ≤ F1, F6 ≤ F3 ≤ F1 and F5 ≤ F1,
because the former one in each inequality has a larger feasible
region than the latter one in the same expression, which can
be well demonstrated by the results in Table I.
It is interesting to note that for the studied case we have
F4 > F3 and F5 > F3, implying that increasing allowed
7TABLE I
PERIOD SETS AND TOTAL POWER UNBALANCES UNDER VARIOUS No
No Period Subsets
Total Unbalance
(kW/kVar)
1 {1, · · · , 24} 19.1149
2 {1, · · · , 12}, {13, · · · , 24} 18.6325
3 {1, · · · , 8}, {9, · · · , 16}, {17, · · · , 24} 13.5724
4 {1, · · · , 6}, {7, · · · , 12}, {13, · · · , 18}{19, · · · , 24} 14.6753
5 {1, · · · , 5}, {6, · · · , 10}, {11, · · · , 15}{16, · · · , 20}, {21, · · · , 24} 13.9679
6 {1, · · · , 4}, {5, · · · , 8}, {9, · · · , 12}{13, · · · , 16}, {17, · · · , 20}, {21, · · · , 24} 12.3718
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Fig. 10. Power unbalances under various No (Case II)
switching times does not always guarantee a reduction of
unbalance levels. In other words, the timing of adjust PSDs is
important as well and needs to be carefully selected for prac-
tical application. Moreover, equipping SVG is also necessary
if perfect balance is to be achieved noting that unbalances still
exist even with increasing allowed times to adjust PSDs.
D. Case III
The impact of capacity of SVG on the performance of ad-
dressing unbalance issue will be investigated in this subsection.
Specifically, the capacity of SVG will be made to vary across
a range of values [1 kVA, 2 kVA, · · · , 5 kVA] and the OPSD
will be solved successively with No = 1 under control strategy
STR-2. Simulation results are presented in Fig.11.
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Fig. 11. Power unbalances under various capacities of SVG (Case III)
Obviously, the studied system can be perfectly balanced if
the capacity of SVG is no less than 4 kVA for current load
profile. With enough historic data and the targeted unbalance
level to be achieved, the proposed model can be used to
determine suitable capacity of SVG for a practical network.
E. Case IV
Simulation results for Case IV under various control strate-
gies are presented in Fig.12 with No = 1. Similar to the
simulation results of Case I, power unbalance levels can be
significantly reduced when PSDs and/or SVG is employed
in the network. The system can be perfectly balanced as
well when both PSDs and SVG are used and no additional
constraints are imposed on the capacity distribution of SVG.
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Fig. 12. Power unbalances under various control strategies (Case IV)
Regarding the computation efficiency, the solver takes 2.98,
517.30, 121.21, 18002, 407.78 and 377.79 seconds for OSVG
and STR-1 to STR-5, respectively, which well demonstrates
the practicality of the presented method to operate LVDN with
PSDs and SVG in practice.
V. CONCLUSIONS
Based on three-phase optimal power flow, optimally oper-
ating LVDN wiht PSDs and SVG is formulated as an MINCP
and solved by commercial solvers after reformulating it as an
MILP. Based on simulation results, major conclusions are:
1) Operating PSD and SVG together under suitable control
strategies can help the system achieve perfect balance.
Moreover, introducing PSD can ameliorate power flows
and voltage levels of the whole network, thus enhanc-
ing the system’s operation reliability and power supply
quality.
2) Increasing allowed times to adjust PSDs during the
dispatching period can help better address unbalance
issue in the network. However, the improvement cannot
be guaranteed because the timing to adjust the PSDs is
also very important.
3) The proposed operation model can be used to determine
the capacity of SVG or assess whether existing capacity
of SVG is sufficient in LVDN based on historic data and
targeted unbalance level.
2The solver was terminated after reaching time limit for STR-3. However, a
sub-optimal solution that is very close to the reported solution (the difference
between the two objective values is 3.15%) was detected after approximately
20 minutes.
8It is noteworthy that the voltage of root node is assumed
to be known in the formulation. However, in practical system,
the operation strategy of both PSDs and SVG will affect the
power flows in the upstream MVDN, which will reversely
influence voltage of root node in LVDN. How to coordinate
the operation of MVDN an LVDN with these equipment falls
in our future research interest.
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