In order to calculate the tertiary structure of a protein from its amino acid College of Pharmacy University of Michigan sequence, the thermodynamic approach requires a potential function of sequence and conformation that has its global minimum at the native Ann Arbor, MI 48109, USA conformation for many different proteins. Here we study the behavior of such functions for the simplest model system that still has the essential features of the protein folding problem, namely two-dimensional square lattice chain configurations involving two residue types. First we demonstrate a method for accurately recovering the given contact potential from only a knowledge of which sequences fold to which structures and what the non-native structures are. Second, we show how to derive from the same information more general potential functions having much better positive correlations between potential function value and conformational deviation from the native. These functions consequently permit faster and more reliable searches for the native conformation, given the native sequence. Furthermore, the method for finding such potentials is easily applied to more realistic protein models.
Introduction
For a long time there has been a great deal of interest in elucidating the mechanism and physics of the folding of globular proteins. How and why real protein molecules manage to reach their unique but complicated folded structures from a very disordered denatured state remains a fine scientific question. On the other hand, there is the related but more practical question of how to predict the native conformation given only the amino acid sequence. Clearly, this problem is soluble, because the real proteins can fold. Perhaps a better understanding of the real kinetics and thermodynamics of the process would help us devise a successful prediction technique, but it is not obvious that a careful simulation of the real events is the most practical computational approach. For example, it is not feasible to calculate the folded conformation of a protein by running a molecular dynamics simulation of ten seconds duration with solvent, an all-atom representation of the protein, and an accurate potential function. Suppose instead we devised some non-physical function of sequence and conformation such that the native conformation for a particular protein's sequence always had a lower value than that of any other conformation, and that this held for all polypeptide sequences that fold to unique native conformations. Then this potential function would have the same effect as the true free energy, assuming that protein folding really is thermodynamically determined, rather than kinetically. However, it would not necessarily have to resemble the true free energy function in any other way. Instead, it is just a tool for protein folding prediction.
The property that the native conformation is ranked first (lowest in potential function value) over all non-native conformers is necessary and sufficient to solve the three-dimensional structure identification problem (3DID): given a protein's sequence and a large assortment of conformations (all of the appropriate chain length) that includes the native one, select the native conformation. Solving 3DID is a weaker result than predicting folding because one only has to recognize the native structure, rather than construct it. A 3DID method cannot predict folding, but a prediction algorithm could be used to solve 3DID. However, one could potentially construct a folding algorithm by coupling a 3DID method with some clever way of building alternative conformations for it to choose from. Recently, there have been several reports of potentials that have varying degrees and Abbreviations used: 3DID, three-dimensional structure identification problem; PDB, Protein Data Bank; MCP, Maiorov & Crippen potential; DME, distance matrix error.
kinds of success at 3DID using various polypeptide models over variously chosen sets of non-native structures (Bauer & Beyer, 1994; Bryant & Lawrence, 1993; Hendlich et al., 1990; Huang et al., 1995; Kocher et al., 1994; Wang et al., 1995; Wodak & Rooman, 1993) . For example, our approach Maiorov & Crippen, 1992 , 1994 works unambiguously for essentially all proteins in the Protein Data Bank (PDB: Abola et al., 1987) using a moderately realistic polypeptide chain representation and very large sets of non-native structures that are fragments of other PDB entries.
It has been argued that the potential must also rank the native several standard deviations below the mean potential value for all structures (Bryngelson & Wolynes, 1987) . A nearly equivalent requirement is that there be a substantial potential gap between the native and the best non-native structures (Sali et al., 1994) . In either case, Metropolis Monte Carlo searches for the global minimum converge more rapidly when the potential has such a property. The reasoning then goes that the true free energy must also have this property in order that real proteins can fold as rapidly as they do. Perhaps one day we will learn whether this conclusion is correct, but for the current purpose of calculating protein folding, all this tells us is that a particular search algorithm performs better under these circumstances, whereas another search algorithm may require different properties of the potential. For instance, if the potential surface is a smooth, shallow, very broad, single minimum, then Monte Carlo searches would perform poorly, but an ordinary local minimization algorithm would find the native structure quite efficiently. Note that such a potential has no gap above the native value, nor is the native far from the mean of the distribution of values.
The question then is whether we can construct some sort of potential function that may not necessarily resemble the true free energy, but at least solves 3DID and is relatively easy to search by at least some algorithm, so that one can find the native conformation. The potential should behave well for all sequences that fold up, when searching over all possible conformations. For example, the potential (MCP) solves 3DID for nearly all the sequences in PDB versus any conformation that is seen in PDB, thereby demonstrating great predictive power beyond the relatively small training set of PDB entries used. However, it does not perform as well outside that problem domain, such as with non-PDB structures having overly dense packing, left-handed a-helices, etc. Even within its proper problem domain, solving 3DID does not imply a significant correlation between conformational similarity to the native and potential value, as can be seen in the Figures in . Consequently, it gives little guidance toward approaching the native when starting from a bad initial conformation. Constructing an improved potential is difficult because (1) not all folding sequences are known experimentally (mostly because there are so many), (2) the native conformations of all folding sequences have likewise not been determined, (3) there are an astronomical number of alternative (non-native) conformations (Crippen & Maiorov, 1995) , and (4) the true free energy of a protein as a function of conformation has been approximated in many ways, but is not reliably known.
Recent work by Thomas & Dill (1996) shows that square lattice walks are a tractable model system for exploring potential functions. The n res amino acid residues are points situated on a two-dimensional square lattice, and the residues can have only two types, denoted by A and B. A protein conformation is any self-avoiding lattice walk where sequentially adjacent residues occupy immediately adjacent lattice points. The ''true'' potential function is a sum over interresidue contacts, depending on the sequence, s, and the conformation, c: 
where r ij is the distance in lattice units between residues i and j. The contact energies, e AA , e AB , e BB , can be assigned any arbitrary values. While this is a far cry from real proteins, one can still observe native and denatured states, folding pathways and bottlenecks, globular structures, interior versus exterior residues, secondary structure, entropy, free energy, and multiple local minima for E true (Chan & Dill, 1994) . As long as n res E 10, it is not computationally burdensome to enumerate all possible sequences and all possible conformations. For a given choice of contact energies, there are only a few (or none at all) sequences, s, such that there is a unique conformation, c(s), that is the global minimum of E true :
These correspond to the sequences of proteins that can fold, so we will refer to them as native sequences. The simplicity of the lattice model allows us to address the following questions. (1) Can we deduce the true potential, given the native sequences and their conformations? (2) Can we deduce from the same information any other potential that might be easier to search. (3) Can the answers to the first two questions be generalized to a more realistic representation of proteins?
Results

Recovering potential from structures
The usual way of deducing the effective interresidue potential function is by a statistical analysis of the structures found in PDB, resulting in a potential of mean force (e.g. see Miyazawa & Jernigan, 1985; Hendlich et al., 1990) . Thomas & Dill (1996) have shown that this approach yields substantially incorrect potential functions when applied to the square lattice model, where the true potential function is known by construction. We have pursued a different approach (Maiorov & Crippen, 1992 , 1994 where the native sequences, s, and their native conformations, c(s) or ''nat'', are taken from the PDB, but we also examine non-native, alternative conformations, denoted by ''alt'', that are pieces of larger PDB entries (Hendlich et al., 1990; Crippen, 1991) . We then required that:
for some margin M > 0, which is just the 3DID condition. Such a potential may be flawed because the wrong functional form for E was assumed, or the sampling of native sequences was inadequate, or the sampling of alternative conformations was inadequate.
Suppose we apply this same approach to the square lattice model, and suppose the functional form for E is the same as for E true . That is, only close contacts are counted, contacts depend on the types of the two residues, there is no chain directionality, and the potential is a sum over such contacts. Then equation (3) is a set of linear inequalities depending on the three contact energies, and clearly the true contact energies are a solution, as long as M is not greater than the energy gap between the native and the lowest non-native structure. However, there is also certainly an entire ray of solutions (ke AA , ke AB , ke BB ) parameterized by the scaling factor k e k min > 0, where the value of k min depends on how large M is. In general there are also other such rays of solutions, so that in a graph of the three contact energies, the solution space would be a multifaceted cone spreading out from somewhere near the origin toward infinity (Figure 1 ). Therefore, the answer to the first question is that we can deduce the true potential, but with the following caveats.
(1) One must examine not only the native conformations, but also at least some alternatives.
(2) The functional form for E must be the same as for E true . (3) It is unimportant what the margin is and what it may depend upon, such as the conformational difference between native and alternative, as long as it is strictly positive. (4) The set of solutions to equation (3) will include positive multiples of the true contact energies, but even for a square lattice model where all natives and all conformations for a whole range of chain lengths are considered, there will in general be other solutions as well.
As a numerical example, suppose the true potential has (e AA , e AB , e BB ) = (1, 0, −1). Solving equation (3) using M = 2 for all native sequences and all conformations of n res = 4 yields (0, 0, −2.25). This result is certainly not unique, since (2, 0, −2) (twice the true potential) is also a solution. The result remains unchanged as one includes all the inequalities from n res = 6 and 7, but once we add those for 8, the solution changes to (1.68, 0, −2.11). All the constraints for nine-residue chains squeeze the solution closer, to (2.22, 0.05, −2.12). Finally combining all constraints from n res = 4 to 10 results in (2.08, 0.0006, −2.12), which can be normalized to (0.98, 0, −1), showing that we are forced to within 2% of the true potential.
Searching for the native conformation
The second question revolves around the difficulty of searching for the global minimum of the potential with respect to conformation. Obviously E true depends on the values chosen for the three contact energies. If all three values are the same, there are no native sequences, but for many other choices, the potential is non-trivial. Which are the native sequences and conformations clearly depends on their values, but the following results are qualitatively the same for the wide scattering of choices we have sampled. Let us focus on the representative case where e AA = 1, e AB = 0, and e BB = −1, corresponding roughly to type A being hydrophilic and type B being hydrophobic.
Any procedure for locating the native conformation must have some measure of difference between conformations, and for this work we choose the distance matrix error (DME), which is just the root-mean-square deviation of corresponding interresidue distances. The root-mean-square deviation in corresponding coordinates after optimal superposition is usually preferred because it can distinguish between mirror image conformations. In this study, however, the set of all conformations for a given chain length includes only those that are unique up to translation, rotation, and mirror inversion (see Table 1 ). In their studies on lattice structures, Chan & Dill (1994) used instead for the distance between two conformations the minimal number of moves (local chain deformations, such as corner flipping, crankshaft flips, etc.) required to convert one into the other. We have not followed that choice of definition because it depends on exactly what set of moves is considered, and it is peculiar to lattice walks, whereas we want to be able to generalize our results to more realistic representations of proteins. DME values show some dependences on chain length that are easy to rationalize. The longer the chain, the greater the DME possible between very compact and very extended conformations. Empirically, we find max DME 1 0.3675n res − 0.7925 over n res = 7, . . . , 11. At the other extreme, the smallest possible conformational changes become a smaller fraction of the whole structure with increasing chain length, so log (min DME) 1 −0.135n res over n res = 6, . . . , 11. In any case, the conformation space for a given chain length is discrete because there are only a finite number of conformations and they differ in DME by at least some lower bound strictly greater than zero.
We can assign to every conformation i a set of neighbors consisting of those conformers j for which DME(i, j ) < d nbr . If the cutoff, d nbr , is too large, then every conformation is in the neighborhood of every other; at the opposite extreme of a small cutoff, every conformation would have no neighbors. We chose the cutoff to be the smallest value such that the conformation space is connected, i.e. there is a path from neighbor to neighbor between every pair of conformations. As seen in Table 1 , the required cutoff decreases gradually with increasing chain length. Typically, native conformations have only two or three neighbors, while the greatest number of neighbors for any conformation rises rapidly with chain length, e.g. 338 for n res = 10. The reason is that native conformations tend to be compact so that most conformational changes are major, whereas some extended conformations can make many different small variations.
As shown in Table 1 , the correlation coefficient between DME(nat, alt) and DE = E(alt) − E(nat) is poor for E true in spite of the fact that it satisfies 3DID by definition. Figure 2 is a superposition for all native sequences having n res = 9 of the relative true potential versus the DME. Of course, the native is always the uniquely lowest ''energy'' conformation, and then because the true potential only counts close contacts, there are only a few, highly degenerate energy levels above that. In other words, the native conformation always has the lowest true potential value, but if we move from one alternative to another, the change in potential gives almost no indication that we are approaching the native. Only when we have reached the rare nearest neighbors of the native, do we get a statistically vague hint. The few discrete energy levels in Figure 2 are an artifact of being derived from lattice conformations having few residue types and interactions for only close contacts. However, the low correlation coefficient is also seen in much more complicated potential functions for off-lattice protein conformations where the potential differentiates among all 20 amino acid residue types interacting with varying strengths over a range of distances . Aside from the stripes in Figure 2 , the overall shape of the diagram is also reminiscent of the corresponding diagrams shown in Crippen & Maiorov. Assuming for the moment that we do not know what the native conformation is for a given folding sequence, how could we search for it? Consider the simple equivalent to steepest descents for our discrete conformation space: from some starting conformation, move to its neighbor or neighbor of a neighbor having the lowest potential value, if that is better; continue until no move can be made. We see in Table 1 that the fraction of starting conformations that can lead to the native in this way decreases with increasing chain length, just as the correlation coefficients worsen. Other search methods might do better without resorting to exhaustive sampling, but the point is that the procedure is analogous to local energy minimization, Monte Carlo, and simulated annealing, in that it examines some limited neighborhood of the current conformation and uses the potential as a guide toward improved conformations. We will use this model search algorithm to assess the ease of searching different potential functions, just as we are using lattice walks to model more complicated representations of proteins.
Perhaps the results with the discrete steepest descents algorithm are somehow biased by our choice of neighborhood, or by focussing on relatively small steps in the conformation space. Consider as an alternative the following ''leapfrog'' algorithm: start with two conformations chosen at random; search randomly for a third one that is closer in DME to the energetically lower of the first two and is lower yet in energy; if such a conformation can be found, it replaces the energetically higher of the first two; if a third conformation cannot be found, abort the search; otherwise continue on until the native conformation is found. Aborted searches reflect some of the peculiarities of working in such small, discrete conformation spaces as for these lattice structures, and are therefore not counted. Instead we use as a measure of the ease of search for a potential, the mean number of steps required to reach the native in successful searches, averaged over 100 random starts. Table 1 shows that the mean number of steps generally increases rapidly with increasing chain length, and there is a great deal of variance because some successful searches require numbers of steps far above the mean.
The goal is to find a ''revised'' potential, that need not be the same as the true one, but that still favors the native conformations for all folding sequences, while being easier to search. We first generalize equation (1) by still assuming the potential is a sum of pairwise interactions depending only on the two residue types, but now allowing the interaction energies to have a general interresidue distance dependence:
e AA (r ij ) for types A, A e AB (r ij ) for types A, B e BB (r ij ) for types B, B (4) For a given chain length of even non-self-avoiding lattice walks, 0 E r ij E n res − 1, and because the conformers are confined to a square lattice, there are only n d different interresidue distances, as characterized by the absolute values of the differences in the lattice coordinates:
n res (n res + 2)/4 for n res even (n res + 1) 2 /4 for n res odd (5) In order to determine the revised potential, all we need are the values of the three interaction energy functions at all n d distances, which is not very hard for these short chains.
The key to success is to introduce extra constraints on the revised potential, in addition to equation (3), applied simultaneously to all native sequences and all non-native conformations for n res = 4, 6, . . . , 10. For any true contact potential, there can be no native sequences when the chain is shorter, and for our particular example choice of true potential, there happen to be no native sequences for five residues. The extra constraint is to keep the neighbors of the native, denoted by ''nbr'', low in relative energy compared to that of the conformers that are not neighbors of the native, denoted by ''non'':
This is applied to all native sequences (and corresponding native conformations, as determined by the true potential) and all possible conformations simultaneously for the whole range of chain lengths. Much as M in equation (3) was somewhat arbitrary, here l nbr and l non serve mostly to establish the overall energy scale. We set l nbr = 1 and l non = 2. If u nbr is too small, there may be no solution whatsoever to equation (6), so we simply increased it in steps of 1.0 until there was a solution, namely at u nbr = 7.5. This calculation employed the maximal number of degrees of freedom, where each value at each lattice distance of each of the three interaction energy functions was treated as an independent variable. The solutions are far from unique, corresponding to a broad solution region in a diagram like Figure 1 . The algorithm (see Methods) for finding a solution to equation (6) tends to enter the solution region from one direction or another, depending on exactly which inequalities are considered, and in what sequence they are listed. Since there was no constraint that an interaction energy function at similar lattice distances should be similar, the different solutions found generally give a rather discontinuous dependence of each interaction energy on r ij . Changing the range of chain lengths considered changed the list of inequalities, which in turn tended to give rather different appearing solutions. Whatever general features the solutions shared were obscured by the wide variety of solutions possible.
We further constrained the interaction energies to be smooth functions of r ij by requiring them to be fourth order polynomials in r ij , for a total of 5 × 3 = 15 adjustable parameters. This in turn required raising u nbr to 9.5 in order to reach a solution. The typical result, shown in Figure 5 and referred to as the ''revised'' potential, is that all three interaction functions remain fairly constant over short and medium distances so as to favor collapse to a compact structure, but then they diverge at long distances in an attempt to disfavor extended conformations that may have shown good medium distance interactions. Changing the training set to chain lengths four through eight, for example, gave a qualitatively similar result, differing in the values of the constant parts of the curves and showing departures from the constant values at shorter distances. Notice that e BB (1) < e BB (z2 = 1.414. .) in agreement with the way the true potential favors BB contacts on adjacent lattice points (r ij = 1).
Curiously enough, putting these extra constraints on the potential produces dramatic and consistent effects on the correlation coefficient between conformational difference and relative energy, whether or not the smoothness constraint is invoked. The correlation coefficients in Table 1 become quite high for all chain lengths, as can be seen from the funnel-like appearance of Figure 3 . The distribution of the neighbors and non-neighbors relative to the constraint limits can be seen more clearly in Figure 4 . At least one point on such a graph for some native sequence for some chain length comes close to each constraint limit.
Comparing Figures 2 and 3 makes it clear how much the degeneracies of the energy levels of the true potential have been reduced in the revised version. While the revised potential still uniquely favors the native conformation for each folding sequence according the true potential, we observed it also permits some additional sequences to have non-degenerate global minimum energy levels. This is no problem for the purpose of predicting the native structure of a given sequence that is known to fold, but it would damage the ability of the revised potential to tell whether a given sequence can or cannot fold up to a unique native structure.
Not only does the revised potential have a much improved distribution of energies, but this can be used by a search procedure so simple as steepest descents to find the native with higher likelihood. Table 1 shows how searching the true potential and the revised potential generally becomes more difficult with increasing chain length in terms of the percentage of starting conformations that eventually lead to the native. However, the relative advantage of the revised potential becomes stronger as the search becomes more difficult, a very heartening trend when thinking about real proteins. The effect is even more pronounced for the leapfrog search, where the true potential requires an average number of steps that rapidly increases with chain length, while the cost for the revised potential rises only slowly.
Conclusions
These studies have been greatly facilitated by working with two-dimensional square lattice configurations and only two types of residues, because that eliminates many concerns about inadequacy of sampling, generality of the input data, unreliability of global conformational searches, and so on. It is particularly assuring to know by construction what the true potential is and to show that other more tractable potentials can still uniquely favor all the same native conformations. Much more significant is the promise for application to more realistic models of proteins and going beyond the 3DID problem to developing general methods of tertiary structure prediction. In order to apply equation (6) and solve it by the methods used here, we need only three things: (1) a potential function that is linear in the adjustable parameters; (2) a measure of conformational similarity; and (3) an assortment of known native sequences of varying chain lengths, their known three-dimensional structures, and an assortment of alternative conformations for each chain length. There is nothing in this work that is actually specific to two-dimensional square lattice walks, representation of residues as single points, few residue types, potentials that are sums of terms, energy terms that are effective only over short distances, or terms that depend only on the types of the interacting particles and their distance.
In this approach it is convenient to deal with a discrete conformation space, but it makes little difference whether the structures are on some sort of lattice (Covell, 1994; Sali et al., 1994; Skolnick et al., 1993) , or generated by different choices of fc angles (Park & Levitt, 1995) , or taken from PDB entries Hendlich et al., 1990) , or built of splines (Levitt, 1992) , or created by energy minimization (Wang et al., 1995) . In this study, the sampling was complete, and in general we believe it is important to sample widely for compact and extended structures, and those near and far from the native conformations. All this of course presumably ensures a good potential only over its domain of applicability. For example, our revised potential performs perfectly for lattice structures having fewer than ten residues and the native sequences chosen by the particular true potential used. It would not necessarily correctly recognize the native structures taken from C a traces of PDB entries. Finally, we note that conditions like equation (6) do not uniquely determine the potential, even when structural and sequence sampling is exhaustive. Like for any versatile fitting procedure, there is a tendency to find solutions that fail to extrapolate to new data unless the number of adjustable parameters is kept quite low. This is old advice that needs to be repeated periodically.
Methods
Given nres, the full set of lattice conformations was generated by a straightforward recursive program, requiring only that the structures be self-avoiding, and there be no duplication due to translation, rotation, or mirror inversion. There was no restriction on the diameter of any structure.
Similarly, generating all possible sequences was straightforward, except that it was not necessary to consider both a sequence and its reverse. Since the potential functions considered here have no chain directionality (i.e. the interaction between residues i and j does not depend on whether i > j or i < j ), there are always pairs of conformations such that for any potential function, the energy of one conformation using the original sequence is exactly the same as the energy of the other conformation using the reversed sequence.
Determining the set of native sequences involved simply evaluating the potential for every conformer, given a particular sequence, and noting whether there was exactly one structure having the global minimum of energy. If so, the sequence is a native one; otherwise it was discarded. Which sequences are native therefore depends on the chain length and on the potential function. In all these studies, the true potential was used to determine the set of native sequences. Since the revised potentials have much less degeneracy in their energy levels, the native sequences calculated using a revised potential would include many more than those found by the corresponding true potential.
Solving sets of linear inequalities, such as equation (6), is a standard operation in linear programming. We used an interior point method based on affine scaling (Barnes, 1986) . Since the total number of inequalities to be solved was sometimes large, it was more efficient to find some inequalities that were violated by the current solution, add them to the training set, solve the expanded training set of inequalities, and so on, until no new violations could be found. The revised potential consists of AA, AB, and BB interaction terms that vary in a non-linear way with respect to the interresidue distance, rij , but are otherwise linear with respect to the adjustable parameters, so that equation (6) could be solved by linear programming. The obvious choice was to express each such interaction energy, eAB etc., as a linear combination of a few suitable basis functions over the interval rij $ [0, nres − 1], for the longest chain length under consideration. Chebyshev polynomials, Ti (x), are ith order polynomials that are orthogonal in a sense over the interval x $ [ − 1, 1], and are widely used for curve fitting (Rivlin, 1969 ). Thus we used:
eAB(rij ) = s 
and adjusted the 15 parameters kAAi , kABi , and kBBi , for i = 0, . . . , 4.
