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Abstract 
We show that the inertia of a quadratic matrix polynomial is determined in terms of 
the inertia of its coefficient matrices if the leading coefficient is Hermitian and nonsin- 
gular, the constant term is Hermitian, and the real part of the coefficient matrix of 
the first degree term is definite. In particular, we prove that the number of zero eigen- 
values of such a matrix polynomial is the same as the number of zero eigenvalues of 
its constant term. We also give some new results for the case where the real part of 
the coefficient matrix of the first degree term is semidefinite. 0 1998 Elsevier Science 
Inc. All rights reserved. 
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1. Introduction 
We study the inertia of quadratic matrix polynomials of the type 
L(L) = Ai + B1” + c, (1) 
where ;1 is a complex variable; A, B, C E 42”“; A and C are Hermitian; and A is 
nonsingular. Recall that the inertia of a square matrix Z E Vxn is given by the 
triple of integers 
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In(z) := (@I v(z), d(Z)), 
where n(Z), v(Z), and 6(Z) denote the number of eigenvalues (counted with al- 
gebraic multiplicities) of Z having positive, negative, and zero real part, respec- 
tively. Of course, we have ~(2) + v(Z) + 6(Z) = II. Analogously, the inertia of L 
is defined to be the triple of integers 
In(L) := (n(L), v(L), d(L)), 
where n(L), v(L), and 6(L) are the number of zeros of det L(/2) with positive 
real part, negative real part, and zero real part, respectively. We note that some 
authors call the zeros of det L(n) latent roots or eigenvalues. Because det L(1) 
is a scalar polynomial of degree 2n, we also have n(L) + v(L) + 6(L) = 2n. 
Matrix polynomials as in Eq. (1) occur in the theory of damped oscillatory 
systems that are modeled by a linear system of differential equations of the 
form 
L g u(t) =Adt?+B- ( > d2u(t) duct) d t  +  Cu(t) =f(t), t E 5% 
where u(t) E @” is the position vector and the function f(t) with values in C” is 
the forcing function. Such polynomials are also relevant to the determination 
of the eigenvalues of the linearization at equilibrium points of certain nonlinear 
dynamical systems. The eigenvalues of system (2) are exactly the zeros of 
det L(1). In particular, if 2 E C and u E C”, then eltzl is a solution of the corre- 
sponding homogeneous system; that is, L(d/dt)el’v = 0 if and only if L(,?)o = 0. 
In this case we say that 1 is an eigenvalue of the system with eigenvector u. If all 
eigenvalues have nonzero real parts, then the asymptotic stability type of the 
system can be determined. 
In previous work motivated by the stability analysis of Eq. (2), for example, 
[l-6], most of the results are concerned with establishing necessary and suffi- 
cient conditions for the eigenvalues to have nonzero real parts. Our motivation 
comes from the bifurcation theory of nonlinear systems of differential equa- 
tions. In particular, we are interested in nonlinear systems whose linearizations 
at equilibria correspond to system (2). If such a system depends on a parame- 
ter, it is precisely the search for parameter values for which a corresponding 
linearization has an eigenvalue with zero real part that identifies a bifurcation 
value. Thus, we are interested in necessary and sufficient conditions for the ex- 
istence and properties of eigenvalues with zero real parts. A useful result in this 
direction is given by Lancaster and Tismenetsky in corollary 3 of Ref. [7] under 
the assumption that the real part of the matrix B, given by 1/2(B + B*), is posi- 
tive definite. The main purpose of this note is to provide a more direct proof of 
their theorem. The precise result that we will prove is stated in Section 2. In 
Section 3 we show that the hypothesis that the real part of B is definite cannot 
be relaxed in the Lancaster-Tismenetsky theorem. Also, we present a few new 
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results under the hypothesis that the real part of B is semidefinite. Finally, we 
note that in contrast to the work cited above, all of the results of this paper 
hold for the case where the matrix C in Eq. (1) is singular. 
2. An inertia theorem 
In this section we will prove the main inertia theorem for the quadratic ma- 
trix polynomial L. Our proof uses two previous results that are stated here for 
convenience. To state the first result, a theorem of Ostrowski and Schneider 
(corollary 4 of Ref. [S]), recall that every square matrix Z can be expressed as 
Z = S?(Z) + S(Z), 
where BY?(Z) and Y(Z) are Hermitian matrices defined by 
S?(Z) :== ;(z+Z), ,0(Z) := ; (Z - Z’). 
Here Z’ denotes the conjugate transpose of Z and i* = - 1. 
Theorem 1. Suppose that Z,H E @2nx2n. Zf a(Z) is positive semidefinite and H is 
Hermitian, then 
n(ZH) < n(H), v(ZH) < v(H). 
The second is a result of Lancaster; see [9], pp. 38 and [lo]. 
Theorem 2. To an eigenvalue 2. of a square matrix for which the algebraic 
multiplicity exceeds the geometric multiplicity there corresponds at least one 
(nonzero) right eigenvector x such that y’x = 0 for every vector y in the subspace 
of left eigenvectors corresponding to 1. 
It turns out that the converse of Theorem 2 is also true and we will use it in 
Section 3 below. Using the Jordan normal form, both of these results follow 
easily, see [lo], pp. 387. 
The remainder of this section is devoted to our proof of the following inertia 
theorem. 
Theorem 3. Suppose L denotes the quadratic matrix polynomial of Eq. (l), where 
the coejjicient matrices A and C are Hermitian, and A is nonsingular. Zf 9(B) is 
positive definite, then 
n(L) = v(A) + v(C), v(L) = z(A) + z(C), 6(L) = 6(C). (3) 
Zf 9(B) is negative definite, then 
z(L) = z(A) + z(C), v(L) = v(A) + v(C), 6(L) = 6(C). 
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Proof. We will prove the theorem in case 9(B) is positive definite. The case 
where S?(B) is negative definite is proved similarly. 
It is well-known (see [ll], pp. 147) that the zeros of det L(i) coincide with 
the eigenvalues of the companion matrix K E UZ2nx2n given by 
0 I 
K= 
-A-‘C 1 -_A-1B . 
(4) 
Define the Hermitian matrix -c 0 
H= 
[ 1 0 -A ’ 
Note that the matrix Z given by 
0 -A-’ z= 
A-1 A-‘BA-1 I 
satisfies the relation K = ZH. Also, by virtue of the fact that .9(B) is positive 
definite, the matrix 
S(Z) = 
0 0 
0 A-‘BY(B 1 
is positive semidefinite. By Theorem 1, we have 
n(K) - x(H) < 0, v(H) - v(K) 3 0. (5) 
Assume for the moment that 6(K) = d(H). Using this fact together with the 
inequalities (5), we will show how to complete the proof. In fact, note that 
n(K) + v(K) +6(K) = n(H) + v(H) +6(H). 
Thus, from our assumption we have 
n(K) + v(K) = n(H) + v(H) 
and taking into account the inequalities (5), we obtain 
4K) = +f), v(K) = v(H). 
Since H is a diagonal block matrix and A is nonsingular, it follows that 
(6) 
n(H) = x(-A) + TL(-C) = v(A) = v(C), 
v(H) = v(-A) + v(-C) = n(A) = n(C), (7) 
6(H) = 6(C). 
Using Eq. (6) and the assumption that 6(K) = 6(H), we obtain the following 
identities from Eq. (7): 
n(K) = v(A) + v(C), v(K) = n(A) + z(C), 6(K) = 6(C). 
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In view of the fact that the zeros of det L(1) coincide with the eigenvalues of K, 
we have the desired result. 
To complete the proof, we must show that 6(K) = 6(H), or equivalently, 
that 6(K) = 6(C). To this end, let us assume for the moment that K has no 
purely imaginary eigenvalues and if K has a zero eigenvalue, then its algebraic 
and geometric multiplicities coincide. Using these facts (which will be proved 
below), we will show that 6(K) = 6(C). 
Under our assumptions, 6(K) = dim (Ker K). Also, since C is a Hermitian 
matrix, it is diagonalizable, and all of its eigenvalues are real. Therefore, the 
algebraic multiplicity of a zero eigenvalue coincides with dim (Ker C) and 
6(C) = dim (Ker C). Thus, to show that 6(K) = 6(C), it suffices to prove 
dim (Ker K) = dim (Ker C). 
Let 
XI 
x := 
[ 1 x2 
and note that 
KX= x2 1 -A-‘Cx, - Ap’Bx2 ’ 
Therefore, x E Ker K if and only if x2 = 0 and A-’ Cx, = 0. Equivalently, x2 = 0 
and Cxi = 0. In particular, dim (Ker K) = dim (Ker C), as required. 
Let us prove now that K has no purely imaginary eigenvalues. If p E R’ is 
nonzero and 
is an eigenvector of K with eigenvalue i/?, then 
x2 = $x1, (8) 
- Am’Cxl - A-‘(94?(B) + i9(B))xz = i/3x2, (9) 
and xl # 0. If Eq. (8) is substituted into Eq. (9) and the resulting equation is 
multiplied by x;A, then we obtain the equation 
b2x;Ax1 + /ix;X(B)x, - x;Cx, - ij?x;B(B)x, = 0. (10) 
But, this is impossible because W(B) is positive definite and all the matrix inner 
products are real. It follows that K has no purely imaginary eigenvalues. 
It remains to prove that if K has a zero eigenvalue, then its algebraic and 
geometric multiplicities coincide. We will prove this assertion using Theorem 2 
stated at the beginning of this section. 
If the algebraic multiplicity of a zero eigenvalue of K exceeds its geometric 
multiplicity, then let 
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x := x’ E fyn 
[ 1 x2 
denote a (nonzero) right eigenvector corresponding to the eigenvalue zero as 
given in the conclusion of Theorem 2. Using the fact that x E Ker K, the com- 
ponents of x must satisfy the equations 
x2 = 0, cx, = 0. 
Consider the vector y defined by 
We claim that y is a left eigenvector of the matrix K corresponding to the 
eigenvalue zero. In fact, we have 
[x;B, +‘I 
0 I 
-A-1C _A-‘B 1 
= [ -x;C, x;B - x;B] = [ 0, 01. 
To obtain a contradiction, we will show that y*x # 0. Indeed, XI y*x = [x;B, x;A] o 
[ 1 = x;Bx, = x;9(B)x, + ix;Y(B)x,. (11) 
Since i%?(B) is positive definite and xi # 0, we have x;%?(B)xl # 0, in contradic- 
tion. Hence, the algebraic and geometric multiplicities of the zero eigenvalue of 
the matrix K are equal. 0 
Remark. For many physical systems, the leading coefficient matrix A in the 
model Eq. (2) is positive definite. In this case, as a consequence of Eq. (3), we 
have 
n(L) = v(C), v(L) = Jr(C) + II, 6(L) = 6(C). 
3. The case of semidefinite 9?(B) 
The hypothesis that 9(B) is definite in Theorem 3 cannot be relaxed as the 
following example shows. Note that the matrices 
A= [; ;I, B= [:, :]> C= [:, i] 
satisfy the hypotheses of Theorem 3, except that 9(B) is semidefinite. The cor- 
responding quadratic matrix polynomial is given by 
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Moreover, the roots of the equation det L(A) = 0 are Ai = - l,Az = - l,Aj = 0, 
and & = 0 for which the second two identities of Eq. (3) do not hold. How- 
ever, the conclusion of Theorem 3 can be obtained for the case of semidefinite 
S?(B) provided that appropriate additional hypotheses are satisfied. In fact, we 
have the following theorem and propositions. To state the results, recall that a 
pair (D, E) of matrices, D is p x p and E is p x r, is called controllable if the con- 
trollability matrix 
V(D,E) := [ E, DE, D2E, . . , P-‘E ] (12) 
has full rank p. 
Theorem 4. Suppose that A and C are as in Theorem 3, and 
-CA-’ 1 iP(B) ’ (13) 
where j is 2n x n and k is 2n x 2n. If 9?(B) is positive semidefinite and the pair 
(k,B) is controllable, then 
x(L) = V(A) + v(C), v(L) = x(A) + x(C), 6(L) = 6(C), 
while if,%?(B) is negative semidejinite, then 
x(L) = n(A) + z(C), v(L) = v(A) + v(C), 6(L) = 6(C). 
Proof. By a review of the proof of Theorem 3, we see that it suffices to show the 
following proposition: The quadratic matrix polynomial L of Eq. (1) has no 
purely imaginary eigenvalues, and the algebraic and geometric multiplicities of 
the zero eigenvalue of L are equal. We note that the essential step in the 
reduction of the theorem to this proposition; that is, the application of 
Theorem 1, only requires the semide$niteness of W(B). 
To obtain the proof of the proposition, it suffices to prove that the compa- 
nion matrix K, defined in display (4), has no purely imaginary eigenvalues, and 
the algebraic and geometric multiplicities of the zero eigenvalue of K are equal. 
From Eq. (lo), if K has a purely imaginary eigenvalue i/I with corresponding 
nonzero eigenvector 
then xl # 0, 
x;9(B)xl = 0 
and 
p2x;Ax, + ,kx;S(B)xj - x;Cq = 0. 
(14) 
(15) 
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Using the fact that g(B) is Hermitian and semidefinite, it follows (see Proof of 
Theorem 2 in [S]) that 
.S?!(B)x, = 0. (16) 
By substituting Eq. (16) into Eq. (9), we obtain 
- A-‘Cxl - ti-‘Y(B)xz = $x2. 
Thus, Eqs. (8) and (17) together can be written in the form 
(17) 
Also, we have 
[2(B), O] x’ = 0. 
[ I x2 
(18) 
(19) 
Or, taking the conjugate transpose of both sides of the Eqs. (18) and (19), we 
have equivalently 
and 
[x;, $1 y’ = 0. 
[ 1 
(21) 
Using the hypothesis that %Y(K, j) is controllable, it follows from Theorem 1’ 
of [12] that Eqs. (20) and (21) cannot be satisfied simultaneously; that is, K has 
no purely imaginary eigenvalues. 
Let us prove that the algebraic and geometric multiplicities of the zero eigen- 
value ofK are equal. We claim that Ker g(B) n Ker C = (0). In fact, ifx, # 0 is 
in the intersection, then, x72(B) = 0, x;C = 0, and easy computation shows that 
[XT> O]G@K, B) = 0, 
in contradiction to the fact that +Z(K, j) has full rank. Finally, using the proof 
given in Theorem 3 culminating in Eq. (1 l), it follows that the algebraic and 
geometric multiplicities of the zero eigenvalue of K are equal. 0 
If the matrix pair (K, j) defined in Theorem 4 is not controllable, then there 
does not seem to be a simple way to determine if L has no purely imaginary 
eigenvalues, or if the algebraic and geometric multiplicities of the zero eigenval- 
ue of L coincide. The content of the following proposition is that the compa- 
nion matrix of L, used to make these determinations, can be replaced by a 
matrix of smaller dimension. In fact, if the rank %‘(K,g) = k < 2n, then the 
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dimension of the replacement matrix is 2n - k. In particular, if 
rank %‘(i?, b) = 2n - 1, then the determination can be made by examination 
of a 1 x 1 matrix. 
Proposition 1. Suppose that A and C are as in Theorem 3, 9(B) is semidejinite, 
and rank %‘(g,g) < 2n. Also, let W*(K,B) denote the conjugate transpose of the 
controllability matrix %?(I?, B) where the matrices K and B are defined in display 
(13). 
(i) The complex number A is an eigenvalue of the quadratic matrix polynomial 
L of Eq. (1) with the nonzero eigenvector (latent vector) x1 E Ker 9(B) if and 
only tfA is an eigenvalue of the restriction KflKer O*(d,d, where K* is the conju- 
gate transpose of K. 
(ii) If V denotes the matrix whose columns are an orthonormal basis of the sub- 
space Ker V (I?, i), then 
(iii) The purely imaginary eigenvalues of L coincide with the purely imaginary 
eigenvalues of the matrix V*?V. 
(iv) If V*K* V has no zero eigenvalues, then the algebraic and geometric mul- 
tiplicities of the zero eigenvalue of L are equal. 
(4 If B = g(B), and the algebraic and geometric multiplicities of the zero 
eigenvalue of L are equal, then V*I? V has no zero eigenvalues. 
Proof. (i) As before it suffices to prove that the eigenvalues of K corresponding 
to the eigenvectors 
with nonzero x1 E Ker 9?(B) are the same as the eigenvalues of the restriction 
*I Ker V (/?,B) . Under the hypothesis that 9%!(B)xl = 0, and in view of Eqs. (8) 
and (9) /I is an eigenvalue of K with the eigenvector 
XI 
x= 
[ I X2 
if and only if ,? is an eigenvalue of I?* (see Eq. (18)) with the corresponding 
eigenvector having its first (block) component in the kernel of .3(B), or, equi- 
valently, in Ker l?* (see Eq. (19)). We claim that 1 is an eigenvalue of I? with 
corresponding eigenvector in Ker 2 if and only if E, is an eigenvalue of 
I?*1 Ker,W* (tij). To see this, suppose that x # 0 is a vector such that i-*x = LX 
and B’x = 0. By the definition of %?*(i’, &), it follows immediately that 
x E Ker%*@,B). Thus, ,I is an eigenvalue of Z?*iKelX”(~,jI. Conversely, if x # 0 
is in KerV(Z?, i) and if 2x = Ix, then it follows that i*x = 0 - just 
consider the first block of the matrix %‘*(i’, &). 
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(ii) Let us suppose that the matrix V defined in the statement of the propo- 
sition is 2n x m. Using the fact that the subspace Ker @*(i, j) is k-invariant 
(see [13], pp. 59), it follows immediately that there is an m x m matrix Y such 
that 
In particular, Y is the matrix representation of i* (xer u*(~,Bj relative to the basis 
defined by the columns of V. Using the fact that the columns of V are ortho- 
normal, we have that V’V = I. Thus, we conclude that V*? V = Y. 
(iii) From (i) and (ii) the eigenvalues of K with their corresponding eigenvec- 
tors having first (block) component in the kernel of .%?(B) coincide with the 
eigenvalues of V*k* V. In view of Eq. (lo), if K has a purely imaginary eigen- 
value with corresponding eigenvector 
then B(B)xr = 0. Thus, K has a purely imaginary eigenvalue i/I if and only if 
Pi?* V has ifl as an eigenvalue. 
(iv) It suffices to consider the zero eigenvalues of the companion matrix K. 
Let us note first that, under the hypothesis, I? has no zero eigenvalue with cor- 
responding eigenvector 
Xl x= 
[ 1 E Ker j*. x2 
We claim that Ker B?(B) n Ker C = (0). If x1 # 0 is in the intersection, then 
g(B)x, = 0 and Cx, = 0. It follows, see Eqs. (18) and (19), that i* has a zero 
eigenvalue with a corresponding eigenvector in Ker l?‘, in contradiction to the 
hypothesis of the proposition. Thus, Ker g(B) f’ Ker C = (0). In view of the 
discussion leading to Eq. (1 l), the algebraic and geometric multiplicities of 
the zero eigenvalue of K are equal. 
(v) Suppose that B = g(B). If Vat?* V has a zero eigenvalue, then there 
is a vector xl # 0 such that xl E Ker C and x1 E Ker B; that is, 
Ker B n Ker C # (0). In particular, 
Xl 
X= 
[ 1 0 
is in Ker K and all the left eigenvectors y of K corresponding to the zero eigen- 
value are of the form 
B'YI 
Y= 
[ 1 AYI 
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where yl E Ker C. For x1 and all such y, let us note that 
Y’X = [YFB, Y;Al “d 
[ 1 = y;Bx, = 0. 
By the converse of Theorem 2, the algebraic multiplicity of the zero eigen- 
value of K exceeds its geometric multiplicity. 0 
As the following example shows, the converse of statement (iv) of Proposi- 
tion 1 is not true when B # i%(B); that is, if the algebraic and geometric mul- 
tiplicities of the zero eigenvalue of L are equal, then V*k*V may have a zero 
eigenvalue. Note that the matrices 
satisfy the hypotheses of Proposition 1. The corresponding quadratic matrix 
polynomial 
L(i) = 
/%+1 A2 
[ 1 ;i’ ii 
has a zero eigenvalue with algebraic and geometric multiplicity one. In fact, 
this follows because det L(A) = A(-k3 + il + i). The controllability matrix 
has rank 3, and the basis matrix of Ker V (Z?, 8) is given by 
v= 
The matrix 
v**v=[O 1 0 O] ! 0010 0 0 00 1 o _i =o o o 
-1000 
III ; 
0 
is 1 x 1 with eigenvalue 0. Thus, the converse of statement (iv) is not true. 
However, the next proposition does apply to this example. It can be used to 
show that the algebraic and geometric multiplicities of the zero eigenvalue of 
L are equal even in the case where V*?V has a zero eigenvalue. 
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Proposition 2. Suppose that A and Care as in Theorem 3, and .9?(B) and X(B) are 
semidejinite. The algebraic and geometric multiplicities of the zero eigenvalue of 
L are equal if and only if Ker 2(B) n Ker Y(B) n Ker C = (0). 
Proof. We will prove the proposition using Theorem 2, its converse, and 
Eq. (11). Consider Eq. (11) and note that x1 E Ker C. If Ker 95?(B)rl 
Ker Y(B) n Ker C = {0}, then, in view of the discussion leading to Eq. (16), 
x;Bx, = x;%?(B)xl + i.x;Y(B)xl # 0. By Theorem 2, the algebraic and geometric 
multiplicities of the zero eigenvalue of K are equal. 
Conversely, if x1 # 0 is in Ker 9%‘(B) n Ker Y(B) n Ker C, then, for y a left 
eigenvector of K, Eq. (11) becomes 
y*x = y;&Y(B)x, + iy;S(B)x, = 0. 
Thus, y*x = 0 for all such y and x1 E Ker 9(B) n Ker X(B). Then, the algebraic 
multiplicity of the zero eigenvalue of K exceeds its geometric multiplicity by the 
converse of Theorem 2. •i 
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