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Abstract: Area typematters when we try to explain variations in public transit commuting; workplace (commuting destination) typematters
more than residence (origin) type. We found this statistical link over a sample of all census tracts in the four largest California metropolitan
areas: Los Angeles, San Francisco, San Diego, and Sacramento. In this research, we used a statistical cluster analysis to identify twenty generic
residence neighborhood types and fourteen workplace neighborhood types. ăe variables used in the analysis included broad indicators of lo-
cation and density, street design, transit access, and highway access. Once identiđed, the denser neighborhoods had higher transit commuting,
other things equal. Yet what distinguishes this research is that we did not use a simple density measure to diﬀerentiate neighborhoods. Rather,
density was an important ingredient of our neighborhood-type deđnition, which surpassed simple density in explanatory power.
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1 Introduction
Transit’s long-term market share in the United States keeps
falling,Ʋ although there was a possible uptick (a 10–15 per-
cent increase in the number of riders in some cities) aĕer the
2007–08 spike in gasoline prices. Many planners hold that
the long-term decline can be permanently reversed by reshap-
ing urban form and land-use patterns. Several survey papers
review some of the recent work that analyzes the travel ef-
fects of neighborhood characteristics (Crane 2000; Ewing and
Cervero 2001; Handy 2005).
ăis paper uses the term “neighborhood” very loosely. Our
spatial units are Census Tracts and Census Tract clusters.
ăese may not coincide with neighborhoods deđned in tra-
ditional ways. Traditional deđnitions of “neighborhood” in-
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Ʋ For all trip purposes, Wendell Cox Consultancy reports that in
passenger-miles, public transit’s share was 18.26% in 1950, 7.11% in
1960, 3.63% in 1970, 2.82% in 1980, 1.9% in 1990, 1.7% in 2000 and
1.57% in 2005. Comparing đrst-quarter mode shares for 2007 and 2008,
www.demographia.com reports an increase, from 1.7% to 1.8%.
clude: areas predominantly inhabited by members of a par-
ticular ethnic or cultural group; places with similar hous-
ing types; proximate neighbors with shared concerns (e.g.
NIMBY or “Not In My Back Yard” situations); areas where
communitarianism among households prevails; spatial units
for a quantitative analysis based upon homogeneous charac-
teristics; and several others. We preferred the term “neighbor-
hood” to blander terms such as “zone” or “area.” ăe use of
Census Tracts was dictated by the data requirements; substi-
tuting for Census Blocks, which might have been more easily
aggregated into a neighborhood, would have meant some lost
variables. ăere are also neighborhood studies based on the
Census Public Use Microdata Sample (PUMS) data, where
the spatial units are even larger (Murphy 2010).
Most discussion of the links between neighborhood-level
urban form and travel behavior has focused on residential
neighborhood attributes. One recent exception is a study by
Barnes (2005), who found that large and dense commuting
destinations have signiđcant impacts on transit use regardless
of the commute’s origins, and also suggested that it is easier
to increase densities in order to promote transit use in com-
mercial areas than in residential areas. However, Barnes dis-
tinguished only between downtowns, central cities, and non-
central-city areas in his analysis. A more recent study on
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mode choice and trip chaining patterns in the Central Puget
Sound region (Frank et al. 2008) also found that land-use pat-
terns near the workplace aﬀect mode choice for mid-day and
journey-to-work travel.
ăe research reported here uses data from all Census Tracts
across California’s four most populous metropolitan areas:
Los Angeles, San Francisco, San Diego, and Sacramento. We
examine the commutingmode choice eﬀects of generic neigh-
borhood type diﬀerences deđned across these metropolitan
areas. Our research is diﬀerent from previous studies in two
ways. First, we attempt to explore the transit commuting
impacts of both residential and workplace neighborhood at-
tributes. Second, we deđne generic residential and workplace
neighborhood types based on extensive data analysis, using
cluster analysis rather than selecting just a few transit- versus
auto-orientedneighborhoods as inprevious research (Cervero
and Gorham 1995).
Although this paper is restricted to commuting, researchers
have recognized for decades the importance of non-work
travel (now 83 percent of all trips) and parallel papers on non-
work trips have been published (Gordon et al. 2006; Gordon
and Richardson 1989). Hence, this paper is only a subset of
a much broader research inquiry. ăe scope of the research
should be expanded to other metropolitan areas outside Cali-
fornia and interdependencies between how commuting and
non-work travel aﬀect transit use should also be studied in
the future. However, commuting is still important in transit
studies because it dictates the peak time demand for the public
transportation system.
2 Literature: Neighborhoods and transit
commuting
Boarnet and Crane begin their book on Travel by Design
(2001b) with the statement that “Very little is known about
how the built environment inĔuences travel, and there is little
agreement on how to reliably learn more.” (p. 4). Towards the
end of their book, and having surveyed most of the literature
and ideas on the topic, they write “…we do not know as much
as we would like about the travel impacts of one urban design
versus another…” (pp. 177–178).
Transit-oriented development (TOD) is seemingly a nar-
row topic, but “getting people out of their cars” requires
lifestyles that include more walking and bicycling, as well
as more transit use. Many hope that such lifestyles can be
achieved if the right settings are established. Messenger and
Ewing (1996, 145) evaluated TOD performance and found
that “bus mode share by place of residence proved primar-
ily dependent on automobile ownership and secondarily on
jobs-housing balance and bus service frequency.” Many stud-
ies have attempted to estimate the travel impacts of individual
variables that measure local area characteristics (Boarnet and
Crane 2001a; Cervero and Kockelman 1997). Other papers
involve tests of whether residents in diﬀerent types of neigh-
borhoods vary in their travel behavior. Early research tended
to focus on case studies (Cervero and Gorham 1995; Handy
1996), typically comparing auto-oriented postwar suburban
neighborhoods with more transit-oriented communities. ăe
selection of study areas necessarily depends on prior knowl-
edge of the development of these communities.
More recently, researchers have used rich GIS data to de-
velop various indicators of neighborhood-level spatial char-
acteristics beyond density, including land-use mix, accessibil-
ity, and urban design factors (Bagley et al. 2002; Srinivasan
2002). While some studies have found land use variables to
have signiđcant travel impacts (Cervero 2002; Frank and Pivo
1994), others have produced more skeptical results (Boarnet
and Crane 2001a; Crane and Crepeau 1998).
A key challenge in research on the links between urban
form and travel behavior is to examine whether the relation-
ship is causal or mere correlation. Because some authors
have found that physical attributes of neighborhoods have lit-
tle impact on travel behavior aĕer controlling for attitudi-
nal and lifestyle variables (Bagley and Mokhtarian 2002; Ki-
tamura et al. 1997), researchers increasingly recognize that
travel choices of individual households are intertwined with
their residential location choices (Schwanen andMokhtarian
2005). If households’ preferences for speciđc travel modes are
embedded in their residential location choices, the observed
variation in travel behavior associated with diﬀerent neigh-
borhood characteristics can be attributed to households’ self-
sorting to some extent (Vance and Hedel 2007). A review of
empirical studies on this topic (Cao et al. 2008) suggests that
although most studies have found statistically signiđcant ef-
fects of neighborhood attributes even aĕer controlling for res-
idential self-selection, the practical signiđcance of the eﬀects
has not been fully studied.
ăere is also a substantial literature on the role of self-
selection in determining the level of transit ridership near
transit-oriented developments (e.g. Cervero 2007; Dueker
and Bianco 1999; Dunphy and Porter 2006). ăe key idea
is that people who choose to live near transit stations (pri-
marily, but not exclusively, rail stations) were already transit
users before moving to residences near transit stations, a fact
revealed in many surveys. ăus, higher residential densities
around transit stations do not solely reĔect a reduction in au-
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tomobile dependence and amodal shiĕ. Instead, self-selection
results in a “ridership bonus”: 40–45 percent of the residents
livingwithin a one half-mile catchment area are typically prior
transit users. Although the neighborhood types examined in
this paper do not speciđcally include precisely deđned TODs,
self-selection nevertheless helps to explain the higher transit
commuting rates in neighborhoods with rail access.
ăe interest of this paper lies in a less-studied aspect of the
links between urban form and commuting behavior: which
end of the commuting trip has a greater inĔuence on mode
choice, residence (origin) or workplace (destination)? While
most research has investigated the travel impacts of urban
form in residential neighborhoods, there are some exceptions.
Chatman (2003) examined the impacts of density and mixed
land uses at the workplace, and found that employment den-
sity at the workplace is associated with a lower likelihood of
auto commuting. A more recent study (Frank et al. 2008)
of trip chaining patterns in Seattle used more developed land
use and urban form variables and found that land-use pat-
terns near the workplace aﬀect mode choice for mid-day and
journey-to-work travel.
Barnes (2005) suggested that the goal of increasing transit
commuting can be achieved more easily by focusing on com-
muting destinations than on origins. He argued that mea-
sures to increase densities in commercial areas would attract
less political opposition than similar measures in residential
areas, and that commute destinations have greater eﬀects on
transit ridership than commute origins. However, he distin-
guished only between downtowns, central cities, and non-
central-city areas, ignoring signiđcant variation among neigh-
borhoods with diﬀerent characteristics and their transit use
impacts.
3 Research approach
3.1 Methodology
ăe strategy we adopted to test how neighborhood attributes
inĔuence transit commuting involved two major steps. In the
đrst step, we classiđed all census tracts in the four metropoli-
tan areas into meaningful prototypes of residence and work-
place neighborhoods by applying a statistical cluster analysis.
In the second step, we tested the signiđcance of neighborhood
impacts on transit commuting, controlling for other variables
such as household income and commuting time.
In contrast to previous studies that investigated the transit
use impacts of individual urban form variables, we examined
whether all census tracts in the four metropolitan areas clus-
ter into meaningful neighborhood units, and then tested the
neighborhood eﬀects on commuting behavior. ăe đndings
of Smith and Saito (2001) suggested that meaningful spatial
aggregates can be identiđed using this approach. Further, we
studied neighborhood eﬀects not only at place of residence
but also at place of work. ăis approach required two sep-
arate cluster analyses with diﬀerent input variables to obtain
the two sets of neighborhood prototypes.
We pooled data from the four regions for the cluster analy-
ses to identify generic neighborhood types inCalifornia’s four
most populousmetropolitan areas. Tenvariableswere used for
neighborhood-of-residence clustering. ăese included mea-
sures of the generalized location, street design factors, and
transit and highway access of each census tract (Table 1),
somewhat similar to the ideas of Krizek (2003a,b). Popula-
tion density, distance from the core central business district
(CBD) of each metropolitan area, and the age of housing
stock are standard descriptors of a neighborhood’s spatial lo-
cation. Recent community design principles are premised on
the assumption that street design factors (such as street den-
sity, intersection density, and cul-de-sac ratios) are associated
with pedestrian access, intra-neighborhood connectivity, and
ultimately automobile dependence (Krizek 2003a). Access
to major transportation infrastructure such as rail transit sys-
tems, park-and-ride stations, and highways is also expected to
aﬀect commuting behavior. Bus transit access, however, is not
included in our analysis on the grounds that it is more likely to
be endogenous in explaining transit commuting than exoge-
nous, because bus routes are relatively ubiquitous and Ĕexible.
Table 1 describes the eleven descriptor variables used in
the workplace cluster analysis. Employment density and dis-
tance from themetropolitan center are general descriptors of a
workplace neighborhood. Average job density of neighboring
census tracts within a one-mile radius also describes the spatial
context aﬀecting local travel conditions. Measures of access
to transportation infrastructure such as rail stations, highway
interchanges, and airports are also included as important de-
scriptors of workplace neighborhoods.
Industrial composition is another obvious descriptor of
workplace areas. We conducted a standard factor analysis to
extract four industrial concentration indices from 13 indus-
trial sectors’ shares of census tract employment. Four factors
were retained based on the Scree test, and the extracted fac-
tors were rotated by a variance maximizing (Varimax) prin-
ciple. Each factor represents a concentration of economic
activities with similar characteristics: a) manufacturing and
other industrial sectors; b) đnance, insurance and real estate
(FIRE), and business services; c) retail and services; and d)
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Table 1:Neighborhood attribute variables used in the cluster analyses.
Variable Description DataSource
a) Variables for Residential Neighborhoods:
Density and
Context
POPDEN Population density (per land acre) Census
MEDYR Age of housing stock (median year built) Census
CBDIST Distance from regional CBD (miles) TIGER
Street Design
STDEN  Street density (mile per sq. mile) TIGER
INTSCTDEN  Intersection density (No. intersections per street mile) TIGER
CULDESAC  Cul-de-sac ratio (No. cul-de-sacs / (no. cul-de-sacs + no. intersections)) TIGER
Transit Access
RSWPRDIST Ƙ Distance from rail station with park & ride (miles) MPO
BPRDIST Ƙ Distance from bus park & ride (miles) MPO
PPOPRSBF Proportion of population within a half-mile buﬀer around a rail station MPO
Highway Access HWYDIST Ƙ Distance from highway ramp (miles) TIGER
b) Variables for Workplace Neighborhoods:
Density and
Context
JOBDEN Job density (per land acre) CTPP
CBDIST Distance from regional CBD (miles) TIGER
NBRJDEN Average job density of neighboring census tracts within one-mile radius (per land
acre)
CTPP
Transportation
Access
RSDIST Distance from rail station (miles) MPO
INCHDIST Distance from nearest major highway interchange (miles) TIGER
AIRDIST Distance from nearest major airport (miles) TIGER
Industrial
Composition 
INDUSTRIAL Concentration of industrial sectors such as manufacturing, wholesale, and TCU CTPP
BUSINESS Concentration of business service sectors such as FIRE, professional service, and
information sectors
CTPP
RETAIL Concentration of retail and arts, entertainment, accommodation, and food services CTPP
PUBLIC Concentration of public administration sectors CTPP
 Only road typesA1–A4 are used in calculations of street and intersection densities are: Primary highwaywith limited access (A1); Primary
road without limited access (A2); Secondary and connecting road (A3); and Local, neighborhood, and rural road (A4).
 Only local, neighborhood and rural roads (A4) are included in calculations of cul-de-sac ratio.
Ƙ Four variables in this category are factor scores that are obtained froma factor analysis using13 industrial sectors’ shares of total employment
in each census tract as input. Each factor is named aĕer the sectors in the corresponding description column that are saliently loaded in
the factor.
 In measuring distances of a census tract to each type location, we measured distances from all census blocks within the census tract to the
closest location and estimated weighted average distances with the weight given to the population of each census block.
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public sectors. ăese four factor scores, as well as six other
workplace attributes, were used in the cluster analysis to iden-
tify neighborhood-of-workplace.
We applied a commonly used hierarchical clustering tech-
nique, using Euclidean distance as a similarity measure and
Ward’s minimum-variance method as a hierarchical clustering
technique.Ƴ We standardized all variables before running the
cluster analyses. Twenty clusters of residence tracts and four-
teen clusters of workplaces were deđned by evaluating the re-
sulting clusters ex post. ăe reasonableness of the size distribu-
tion of clusters, their spatial distribution, and the ease of inter-
preting and evaluating results were taken into account in de-
termining the number of clusters. Some arbitrariness was in-
evitable given that common statistics such as the Cubic Clus-
tering Criterion, the Pseudo-F statistic, and the Pseudo-t 2
statistic did not clearly indicate a statistically optimal number
of clusters.
In the next step, we tested inĔuences on transit commuting
of these neighborhood types, and of traditional explanatory
variables such as average commuting time and median house-
hold income, using a negative binomial regression model. Be-
cause our dependent variable (the number of transit com-
muters) is a count variable which takes on nonnegative inte-
ger values or zero in many instances, the Poisson or negative
binomial regressionmodel is an appropriatemultivariate tech-
nique.
ăe Poisson regression model assumes that the count vari-
able of interest follows a Poisson distribution:
Pr(Y = yi ) =
e iyii
yi !
, y = 0,1,    , (1)
where
lni =
0xi . (2)
ăe maximum likelihood estimator of the coeﬃcients is
the semi-elasticity of E(y=x) with respect to each covariate
(Wooldridge 2002). ăat is, the percentage change in E(y=x)
can be approximated by 100 j x j , for a small change in
x j .
However, the Poisson regressionmodel’s strong assumption
that the conditional variance equals themean is oĕen violated.
Transit commuter counts in our data set were also overdis-
persed. A common alternative in overdispersion cases is the
Ƴ A study attempting to classify 343 planning districts inUtah’sWasatch
Front region based on land-use distribution scenarios found, aĕer applying
a series of cluster analysis options, that a combination of theWard’s linkage
method and the Squared Euclidean distance measure produced the most
reasonable outcome (Smith and Saito 2001).
negative binomial regressionmodel, which allows the variance
to diﬀer from the mean,
lni =
0xi + ", (3)
where exp(") follows a gamma distribution with mean 1 and
variance .
We used robust error estimation because even a negative
binomial model assumes a speciđc form of the variance, and
standard errors would be inconsistent and incorrect when the
assumption on the form of the variance distribution is wrong.
We also took into account the possible correlation among cen-
sus tracts within the samemetropolitan areas when estimating
a regression with pooled data.
3.2 Data and study areas
ăe study areas include all neighborhoods in the four largest
metropolitan areas in California: Los Angeles, San Fran-
cisco, San Diego, and Sacramento. ăe analysis uses the 1999
Metropolitan Statistical Area (MSA) deđnitions from the
U.S. Oﬃce of Management and Budget (U.S. Census Bureau
1999). ăeLosAngeles, San Francisco, and SacramentoCon-
solidated Metropolitan Statistical Areas (CMSAs) include
đve, ten, and four counties, respectively, while San Diego is
a single-county MSA. A neighborhood whether referring to
home or workplace locations—is deđned as a census tract or a
spatial cluster of census tracts.
We relied on journey-to-work data from the 2000 U.S.
Census. ăe 2000 Census Transportation Planning Package
(CTPP) (U.S. Census Bureau 2003) was a key data source.
ăis đle provides information on commuting and commuters,
summarized by place of residence, by place of work, and
by commuting Ĕows between origin and destination census
tracts. Neighborhood attribute data were drawn from more
diverse sources. ăe 2000Census Summary File 3 (SF3) (U.S.
Census Bureau 2002a) is a rich source of census tract-level
housing data that complements the CTPP. When conduct-
ing the cluster analysis to identify neighborhoods, we omit-
ted census socio-economic variables becausepeople sort them-
selves by neighborhood, making these measures endogenous.
We derived most of the variables representing neighbor-
hood level physical attributes via Geographical Information
Systems (GIS) technology. We used the 2000 TIGER (Topo-
logically Integrated Geographic Encoding and Referencing
system) street networks đles (U.S. Census Bureau 2002b) to
measure street design factors, oĕen suggested as being closely
associated with local and regional accessibility, and hence
commuting behavior. GIS map đles of rail transit lines were
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also obtained from the metropolitan planning organizations
of the four metropolitan areas and were used to measure tran-
sit access. All these GIS tasks were executed using ArcView
GIS 3.3 soĕware, oĕen using Avenue scripts.
4 Neighborhood typology
Twenty residential and fourteen workplace neighborhood
prototypes derived from the cluster analysis results are de-
scribed in Tables 2 and 3, with cluster mean values for the
various descriptor variables. For convenience, the two sets of
clusters are numbered by population or job densities in de-
scending order. ăese statistical clusters of census tracts also
present strong spatial clusters as shown in Figures 1–4. Cen-
sus tracts with similar attributes tend to cluster in similar loca-
tions. Each neighborhood type’s characteristics and locations
are brieĔy described below.
4.1 Residence neighborhood typology
ăe spatial distribution of the twenty residential neighbor-
hood types (Rtypes) approximately đts the following broad
categories of general urban spatial models: downtown, inner
city, inner suburbs, outer suburbs, and exurban communities.
LosAngeles is best known to the authors, and the following in-
terpretation of residence neighborhood types heavily reĔects
Los Angeles references.
Rtype 1 consists of high density apartments and com-
mercial mixed-use communities adjacent to Los Angeles and
San Francisco downtowns. Koreatown in Los Angeles and
Chinatown in San Francisco belong to this category. ăe
older apartment buildings are generally two-story structures
while the newer ones tend to have three or four stories. ăese
areas have dense street networks and usually have relatively
good rail transit and highway access.
Rtypes 2, 3, and 5 are primarily inner city communities,
accounting for about 14 percent of total population. Rtypes
2 and 3 are small clusters of high density census tracts in core
central cities and in secondary cities such asLongBeach,Glen-
dale, and Pasadena in the Los Angeles CMSA, and Oakland
andBerkeley in the San FranciscoCMSA.Rtype 2 and 3 com-
munities have similar attributes except that Rtype 3 contains
somewhat older communities and has denser and more irreg-
ular street patterns. Most of the Rtype 2 communities are
found in theLosAngelesmetropolitan area. Rtype 5 describes
typical small-lot inner city neighborhoods mostly found in
Los Angeles and San Francisco, and in some old secondary
cities such as Long Beach, Pasadena, Burbank, Santa Ana,
Berkeley, and Oakland, but not in San Jose. It includes the
oldest housing stock, high street densities, and the fewest cul-
de-sacs.
Rtypes 4 and 7 are characterized by good rail transit ac-
cess. In particular, 92 percent of residents in Rtype 4 neigh-
borhoods live within a half-mile of a rail transit station. Core
CBD areas of all four metropolitan areas and downtowns of
some secondary cities with good transit access belong to this
category. Rtype 7 areaswith good transit access but lower den-
sity are lined up along rail transit lines in each region. Both
Rtypes 4 and 7 also have good highway access because most
transit lines are built along major highways.
Rtype6 areas are typical inner-ring suburbs and account for
13 percent of the regions’ population. Rtype 6 areas include
relatively older suburbs in the San Fernando and San Gabriel
Valleys and the South Bay area. Neighborhoods of this type
have average densities with fewer cul-de-sacs than outer-ring
suburbs. Rtype 10 is another category of inner-ring suburb,
but with older homes, lower densities and many more cul-de-
sac streets. Both types of inner-ring suburbs have good high-
way access.
Rtype 8, accounting for the largest proportion of
metropolitan population of any single type (13.1 percent),
has attributes closest to the regional average. Compared
to Rtype 6 neighborhoods, Rtype 8 neighborhoods are
relatively new and are located farther from regional centers
with much higher cul-de-sac ratios. ăe majority of census
tracts in Orange and Santa Clara counties belong to this
group. ăey include many prototypical examples of post-war
automobile-oriented suburban development discussed in
previous studies (e.g. Cervero and Gorham 1995; Handy
1996; Southworth 1997).
Rtype 13 describes low-density, large-lot residential neigh-
borhoods, oĕen in hilly areas, such as the ones along Mulhol-
land Drive in Los Angeles and the cities of San Rafael and
Lafayette near San Francisco. ăe names of cities dominated
by this neighborhood type oĕen end with “Heights.”
Rtypes 11 and 15 are typical outer-ring suburbs đlling the
remaining areas of core urbanized areas. ăey comprise more
than 15 percent of the regions’ population. ăese neighbor-
hoods are relatively new, developed in the 1980s or even later,
and are characterized by low densities and high cul-de-sac ra-
tios.
Rtypes 9 and 12 are found in the outer urbanized ar-
eas far beyond the core areas. Examples include Riverside,
SanBernardino, Ventura,Oxnard, andTemecula inLosAnge-
les, and SantaRosa,Napa, Fairđeld, Petaluma, and SantaCruz
in San Francisco. Rtype 9 refers to the central areas of these
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Figure 1: Residential neighborhoods in the Los Angeles metropolitan area.
cities while Rtype 12 describes the rest. ăus, Rtype 9 neigh-
borhoods share attributes of inner-ring suburbs, such as mod-
erate densities and gridded street patterns, despite their pe-
ripheral locations.
Rtypes 17 and 19 are exurban communities. Neighbor-
hoods in Rtype 17 are clustered around cities more than 50
miles (and oĕen much farther) from the metropolitan cen-
ter, and include places like Barstow, Victorville, Hemet, and
Temecula in the Los Angeles area, and Santa Rosa in the
San Francisco area. Whereas Rtype 17 neighborhoods are
clustered in a few locations, Rtype 19 census tracts comprise
a complete outer ring surrounding core urbanized areas in the
fourmetropolitan areas. ăeywere primarily developed in the
1970s and 1980s as spillovers from urbanized areas. ăey are
typical auto-oriented neighborhoods with low street densities
and very high cul-de-sac ratios. ăese exurban communities
are home to a signiđcant and growing proportion (8.5 per-
cent) of regional populations.
Rtype 14 tracts are found only in the Palm Springs area,
which is more than 100 miles away from the Los Angeles
CBD.
Neighborhood types 16, 18, and 20 are largely unpopu-
latedmountain anddesert areas, accounting for only about 1.5
percent of regional population. ăus, they have little signiđ-
cance for this study.
4.2 Workplace neighborhood typology
Generic workplace neighborhood types (Wtypes) in the four
Californiametropolitan areas were also identiđed from a clus-
ter analysis.
Wtypes 1, 2, and 3 are traditional CBD-type oﬃce dis-
tricts with very high job densities and job/worker ratios. ăey
account for about 11.5 percent of the regions’ total employ-
ment. Wtype 1 is the đnancial district in San Francisco with
an extremely high job density (436 jobs per acre). Wtype 2
consists of the regional CBDs of the four metropolitan ar-
eas and also includes some tightly bounded oﬃce districts in
       .
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Figure 2:Workplace neighborhoods in the Los Angeles metropolitan area.
West Los Angeles and Oakland. Wtype 3 is made up of cen-
sus tracts surroundingWtype 2 districts and secondary CBDs
in each region. Wtype 3 includes oﬃce and commercial dis-
tricts along theWilshireCorridor anddowntowns of San Jose,
LongBeach, Pasadena,Glendale, Burbank, SantaMonica, and
Irvine. Workplaces in these areas are specialized in business
services.
Wtype 4 consists of less centralized business services or of-
đce centers with much lower job densities, oĕen in subur-
ban locations. Most edge cities listed in Lang (2003), such as
North San Jose, Walnut Creek, Pleasanton, and San Ramon
in the San Francisco region, and Irvine/CostaMesa, Sherman
Oaks, and Woodland Hills, belong to this group. Wtype 4’s
job share (10.8 percent) is almost as large as that of downtown
employment centers, and is growing.
Wtypes 5, 6, and 7 aremedium job density areas with good
transportation access. ăey are primarily located within core
urbanized areas, accounting for about 18 percent of the re-
gions’ employment. Wtypes 5 and7have diversiđed economic
structures except that Wtype 5 is moderately specialized in
personal services andWtype 7 is strongly specialized in educa-
tional services (Locationõuotient LQ=2.39). Wtype 6 areas
describe the civic centers of small cities with very high public
administration employment shares (LQ = 9.13).
Wtype 8 describes industrial centers with a high concentra-
tionof jobs inmanufacturing, wholesale trade, transportation,
warehousing, and utilities. ăese types of workplaces account
for the largest fractionof total employment (26.2 percent) and
about 56 percent of regional employment in the three indus-
trial sectors. ăey tend to cluster along or close tomajor high-
ways.
Wtypes 9, 10, and 11 consist of workplace areas domi-
nated by residential uses: the number of residents in these
areas is about twice the number of jobs. Wtype 9 areas spe-
cialize in population-supporting sectors such as retail and en-
tertainment, food, and accommodation services. ăese work-
place areas havemoderate residential densities and are primar-
ily found within the urbanized portions of metropolitan ar-
eas. ăe majority of residential areas in Orange County and
San Jose belong to this group. Wtype 10 consists of subur-
ąe attributes of residence/workplace areas and transit commuting 
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Figure 3: Residential neighborhoods in the San Francisco metropolitan area.
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Figure 4:Workplace neighborhoods in the San Francisco metropolitan area.
ąe attributes of residence/workplace areas and transit commuting 
ban residential areas with even lower job densities, usually
found outside core urbanized areas. Most census tracts in the
Riverside-San Bernardino, Oxnard, andMission Viejo urban-
ized areas belong to this group. Wtype 11 consists of very-low-
density areas with moderate to strong specialization in busi-
ness and other services.
Wtype 12 consists of exurban workplaces with extremely
low job densities. Lancaster, Temecula, and Victorville in
Los Angeles, and Santa Rosa and SantaCruz in San Francisco,
belong to this group. ăe shares of agriculture, construction,
and manufacturing sectors are above average.
Wtypes 13 and 14 are marginally urbanized areas in fringe
locations, and are of little signiđcance for this study.
5 Neighborhood Attributes and Transit
Commuting
5.1 Descriptive Analysis
ăe percentage rate and share of transit commuters tabulated
by residence and workplace types are shown in Tables 4 and 5.
ăese two tables are aggregated either by commuting origin
or destination. For each metropolitan area, the rate column
shows the transit users’ share of total commuting trips in each
neighborhood type—total commuters originating from res-
idential neighborhood types and total commuters destined
to workplace neighborhoods. ăe share columns show each
neighborhood type’s market share of total transit commuters
in each region.
ăe transit users’ share of total commuters was the largest
in San Francisco (9.4 percent) and was below đve percent in
three other metropolitan areas. As expected, the rate of tran-
sit use was the highest in high-density inner-city neighbor-
hoods (Rtype1-Rtype3). Combining other inner-city areas
(Rtype5), these inner-city neighborhoods accounted for 37
percent of all transit commuters in the four metropolitan re-
gions, while their share of total commuters was only about 14
percent. Residents in rail transit neighborhoods (Rtype4 and
Rtype7) also tended to commute by transit more oĕen than
in other areas. Rates of transit use by residents of most neigh-
borhoods in inner-ring and outer-ring suburbs and in exurban
communities were below the regions’ average, and transit use
rates were more or less a function of residential density.
As we expected, transit commuting showed more concen-
tration in terms of commuting destinations than by origins.
Regional centers (Wtype1 andWtype2), where only đve per-
cent of regional employment is located, accounted for more
than 30 percent of total transit commuters. It is notable that
this concentration of transit commuting varies substantially
across the four metropolitan areas. San Francisco’s regional
centers’ share of transit commuters was more than 53 percent,
while it ranged from about 10 to 23 percent in the other three
metropolitan areas.
Each region’s secondary centers (Wtype3) also showed
higher-than-average transit commuting rates, ranging from
about seven to 17 percent. However, transit shares of com-
muting destined to edge cities (Wtype4) were only one to
three percent in all four metropolitan areas—even lower than
the metropolitan average. Despite high employment densi-
ties, these edge cities aremuchmore accessible by automobiles
than by public transportation.
Table 6 shows the percentage of transit commuters for
each pair of commuting origin and destination neighborhood
types. ăe đgures in Table 6 exclude the cases when the num-
ber of commuting Ĕows is too small, so “All” column and row
may not be the same as the đrst columns of Tables 4 and 5.
ăe 2000 CTPP data indicate that analysis is not statistically
meaningful when the number of commuters between given
origin and destination census tracts is smaller than 20. Table 6
shows highly concentrated patterns of transit commuting in a
few commuting destination neighborhood types. Regardless
of commuting origin, transit users’ share of total commutes to
regional centers was noticeably high.
5.2 Multivariate statistical analysis
Weconducted a series of negative binomial regression analyses
to examine neighborhood eﬀects while controlling for other
socioeconomic variables. We compiled a data set for the 5727
census tracts (130075 pairs of commuting origin and destina-
tion tracts) in the four MSAs. Results of negative binomial
regressions for the pooled data set and for each MSA are re-
ported in Tables 7–10.
ăeđrst columnofTable 7 shows that the four control vari-
ables were highly signiđcant with the expected positive signs.
While we did not require the coeﬃcient of the number of
commuters to be one, it was close to a unit in all regressions.
As expected, the more commuters below the poverty line and
the more minorities for any given pair of origin and destina-
tion census tracts, the more transit users in commuting. Con-
sistent with previous studies, transit ridership was higher for
longer commutes (as measured by the mean commute time by
the drive-alone mode).
Column 2 shows that the control variable eﬀects remain
signiđcant when population density in residences (commut-
ing origin) and job density in workplaces (commuting desti-
nation) are added to the regressions. Densities at both ends of
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Table 4: Percentage rate and share of transit commuters by residence neighborhood type.
Residence neighborhoods 4MSAs Los Angeles San Francisco San Diego Sacramento
Rate Share Rate Share Rate Share Rate Share Rate Share
High-density
Inner City
Rtype1 33.0 2.7 31.2 3.3 35.4 2.7 NA 0 NA 0
Rtype2 14.9 6.0 14.4 11.7 22.9 1.3 13.9 3.6 NA 0
Rtype3 21.6 14.2 12 7.0 28.8 23.6 8.4 2 NA 0
Inner City Rtype5 10.3 14.1 7.6 14.7 16.9 15.4 5.2 4.3 4.5 4.5
Rail-transit
Neighborhoods
Rtype4 23.3 9.2 22.9 9.0 27.4 9.7 15.1 7.9 9.4 7.9
Rtype7 8.5 8.6 8.2 6.9 9.7 9.7 6.0 13.1 6.2 8.3
Inner-ring
Suburbs
Rtype6 5.5 12.0 5.1 18.1 9.2 5.2 5.4 18.9 3.9 13.0
Rtype10 4.4 4.4 3.6 5.1 7.0 3.9 3.1 4.9 4.3 3.2
Rtype8 3.5 8.4 3.1 8.8 4.1 7.4 4.4 12.9 2.7 9.3
Outer-ring
Suburbs
Rtype11 2.8 5.1 1.6 3.0 6.0 5.1 2.5 9.4 2.2 27.1
Rtype15 2.1 2.4 1.2 1.3 4.3 2.6 1.4 6.3 1.8 6.1
Rtype13 3.9 6.2 2.6 4.3 7.8 6.8 2.6 13.0 2.7 11.3
Rtype9 2.4 1.2 1.8 1.3 3.2 1.4 NA 0 NA 0
Rtype12 2.0 2.2 1.7 3.0 2.8 1.8 1.0 0.2 0.2 0
Exurban
Communities
Rtype14 1.6 0.3 1.6 0.6 NA 0 NA 0 NA 0
Rtype17 1.0 0.4 1.0 0.5 1.3 0.3 NA 0 0.5 0.3
Rtype19 2.1 2.2 1.2 1.0 3.9 3.1 1.2 3.3 1.1 5.0
Rtype16 0.7 0.1 0.7 0.1 1.0 0.1 0.5 0.2 0.1 0
Rtype18 0.5 0 0.5 0 NA 0 NA 0 NA 0
Rtype20 1.8 0.2 0.8 0.1 1.5 0 0.2 0 3.4 3.8
Average/Total 5.7 100 4.6 100 9.4 100 3.5 100 2.7 100
Note: Public transit includes đve commutingmodes: bus or trolley bus; streetcar or trolley car; subway or elevated
rail; surface railroad; and ferryboat.
the commuting trip had similar eﬀects on transit commuting
ridership as measured by the elasticity (approximately 0.36)
in the pooled data model. Columns 3–6 show similar results
across the four metro areas. ăe estimated coeﬃcient of resi-
dential density was larger than that of job density at commut-
ing destination in Los Angeles and San Diego, while the op-
posite was the case in San Francisco and Sacramento.
Tables 8 and 9 present estimation results with residence and
workplace neighborhood type dummy variables, respectively.
ăe workplace dummy equations improved the đt (in terms
of deviance, AIC, and BIC) compared with the residence
dummies, except for the Los Angeles model. Aĕer control-
ling for poverty level, minority percentage, and commuting
time, most neighborhood type dummy variables were signiđ-
cant with consistent signs across the four metro areas. Com-
pared to an inner-ring suburban neighborhood type (refer-
ence Rtype 6), high-density inner city neighborhoods (Rtype
1–Rtype 3) had 100 to 160 percent more transit commuters
in the four-MSA model. Rail transit neighborhoods in ma-
jor downtown areas (Rtype 4) also showed transit ridership
as high as in the densest neighborhoods. However, transit
neighborhoods along rail transit lines outside major down-
town areas (Rtype 7) showed moderate impacts. Coeﬃcients
in Rtype 7 areas were similar to or smaller than those in typi-
cal inner city neighborhoods (Rtype 5) in all metropolitan ar-
eas except Sacramento, whereRtype 7had substantially higher
transit ridership than other neighborhoods with comparable
densities.
Estimated coeﬃcients in workplace dummy regressions
(Table 9) also show similar patterns across all four metropoli-
tan areas. Consistent with the descriptive analysis, a higher
concentration of transit commuting was observed than in Ta-
ble 8 with residence neighborhood dummy variables. Com-
muting to regional primary and secondary centers showed
100 to 260 percent higher transit ridership than the refer-
ence workplace neighborhood type (Wtype 8) in the pooled
ąe attributes of residence/workplace areas and transit commuting 
Table 5: Percentage rate and share of transit commuters by workplace neighborhood type.
Workplace neighborhoods 4MSAs Los Angeles San Francisco San Diego Sacramento
Rate Share Rate Share Rate Share Rate Share Rate Share
Regional
Centers
Wtype1 56.9 13.9 NA 0 56.9 30 NA 0 NA 0
Wtype2 26.6 16.5 18.3 9.7 36.4 23.4 14.6 9.8 16 23.4
Secondary
Centers Wtype3 8.9 10.6 6.8 12.4 16.7 8.5 7.8 8.9 7.9 17.4
Edge cities Wtype4 3 5.7 3 6.3 3.3 4.7 2.9 9.7 1.2 3.8
Medium
Job Density
Wtype5 6.8 10.3 7.9 14.5 9.3 6.1 3.1 12.8 2 9.9
Wtype6 3.4 1.7 2.9 1.4 4.5 1.1 3.9 5.8 2.8 6.7
Wtype7 5.5 6.8 4.7 6.3 8.7 6.5 3.1 9.8 3.8 12.5
Industrial Wtype8 4.1 18.7 4.5 29.3 3.8 9.9 2.9 12.7 1.2 9.7
Mixed
Residential
Wtype9 4.4 7 4.8 9.7 4.6 3.4 4.2 14.6 1.9 7.8
Wtype10 2.2 3.4 1.9 4 2.8 2.3 2.8 8.1 0.9 1.8
Wtype11 3.1 3.2 3.8 3.8 3.1 2.4 1.8 5.0 1.0 2.8
Exurban
Wtype12 1.4 1.8 1.2 1.7 1.5 1.8 2.1 2.9 0.7 1.9
Wtype13 1.6 0.4 1.5 0.8 0.8 0 NA 0 2.7 2.1
Wtype14 1.2 0 1.2 0 NA 0 NA 0 NA 0
Average/Total 5.7 100 4.6 100 9.2 100 3.5 100 2.6 100
Note: Public transit includes đve commutingmodes: bus or trolley bus; streetcar or trolley car; subway or elevated
rail; surface railroad; and ferryboat. Transit users’ share of total commuters for eachmetropolitan area inTable 5
may be diﬀerent from that of Table 4 because some commuters’ trips originated from and terminated at places
outside the metropolitan area.
data model. However, there was a noticeable diﬀerence in
this tendency between Southern and Northern California
metropolitan areas; the estimated coeﬃcients of Wtypes 1–3
were larger in San Francisco and Sacramento than in Los An-
geles and San Diego. Turning to edge-city-type suburban em-
ployment centers (Wtype 4), despite their relatively high em-
ployment density, transit ridership was not signiđcantly high
in all but the San Diego model. ăis result indicates that
there are other factors aﬀecting transit ridership beyond den-
sity (Krizek 2003a,b).
Regression models presented in Table 10 include all res-
idence and workplace neighborhood types. Estimates with
both neighborhood type dummy variables resulted in a bet-
ter statistical đt than the estimations with only density vari-
ables. Addition of neighborhood type dummies adds com-
plexity and improves explanatory power compared with the
much simpler and more widely used density speciđcations.
Compared to the results in Tables 8 and 9, the size of es-
timated coeﬃcients of both residence and workplace neigh-
borhood types is smaller in Table 10 because both commuting
origins and destinations are controlled. ăe reduction in the
coeﬃcient size of the top transit-commuting neighborhoods
was more prominent for residence than workplace dummy
variables. ăis corroborates the đnding that neighborhood
attributes in commuting destinations matter more than the
physical characteristics in commuting origins.
6 Discussion
ăis paper presented twomajor đndings. First, statistical clus-
ter analysis can be used to successfully identify spatial clusters
of residence and workplace neighborhoods with similar phys-
ical attributes such as density, street design, and transporta-
tion access (building on Krizek 2003a,b). Second, identiđed
neighborhood types had signiđcant impacts on transit com-
muting, especially in inner cities and major employment cen-
ters. However, rail transit neighborhoods outside central lo-
cations had only moderate eﬀects and edge-city-type employ-
ment centers had little impact. We also found that workplace
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Table 7: Estimation results residence and workplace densities.
4 MSAs
4MSAs
(incl. origin
& dest. densities)
Los Angeles San Francisco San Diego Sacramento
log # commuters 1.086*** 0.986*** 0.995*** 0.972*** 0.918*** 1.043***
11.4 72.5 47 47 25.4 19
percent poverty 0.022*** 0.0215*** 0.0189*** 0.0215*** 0.019*** 0.03***
73 14.2 27.3 17.7 10.9 10.9
percent minority 0.0143*** 0.0105*** 0.0148*** 0.00515*** 0.0111*** 0.00311**
3.11 3.14 33.8 13.3 12.8 2.11
log driving time 1.086*** 0.775*** 0.775*** 0.765*** 0.697*** 0.598***
6.83 40.8 30.3 26.2 13 7.44
D San Francisco 1*** 0.731***
6.39 5.34
D San Diego 0.107 0.258***
1.02 3.97
D Sacramento 0.204 0.439***
1.27 3.17
log pop density 0.363*** 0.468*** 0.326*** 0.422*** 0.159***
Residence 8.36 23.6 21.2 12.7 4.34
log job density 0.358*** 0.186*** 0.467*** 0.29*** 0.449***
Workplace 3.96 15.6 48.7 12.5 17.4
Constant  8.146***  8.381***  8.539***  7.547***  7.6***  7.275***
 14.3  48  63.2  58.6  29.2  19
Observations 130075 130074 67566 38950 14192 9366
Deviance 296744 254442 126626 79204 27103 16204
Aic 3.475 3.149 2.814 3.856 2.851 2.519
Bic  1234908  1277174  624688  332425  108512  69382
Log likelihood  225967  204816  95061  75092  20222  11789
ăe dependent variable of all models is log number of transit commuters.
Z-stat based on robust standard errors is below each coeﬃcient.
*** p < 0.01, ** p < 0.05, * p < 0.1.
attributes matter more than residential neighborhood types,
especially in San Francisco and Sacramento.
Although the primary purpose of this paper was to en-
hance our understanding of the links between neighborhood
attributes and transit commuting, the approach taken in this
research can also be used to improve travel demand fore-
casting practices. Most four-step travel demand forecasting
models (especially trip generation and mode choice modules)
do not use neighborhood attribute variables as travel predic-
tors, and hence cannot capture the travel impacts of various
neighborhood-level land-use strategies. Cervero (2006) sug-
gested some alternative approaches such as direct or oﬀ-line
modeling as a đx. Estimation and use of diﬀerent parameters
for various neighborhood types in travel demand modeling
can also be an addition to the tool box.
Many planners and public policy makers have avoided
the central issues associated with transit’s long-term decline
by arguing that long-term changes in the built environment
and metropolitan settlement patterns can stimulate a major
turnaround in transit ridership, particularly for commuting.
ăis perspective focuses on dealing with transportation issues
via urban form solutions rather than on the question of how
our transportation systems can best be adapted to contempo-
rary urban forms. ăese eﬀorts oĕen overlooked alternative
solutions: pricing to control negative externalities (conges-
tion and emissions); deregulation and privatization, e.g. by
promoting paratransit (Roth 2006); and the eﬀects of mar-
ket forces (e.g. the recent uptick in transit use associated with
higher gasoline prices).
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Table 10: Estimation results with both residential and workplace neighborhood type dummies.
4MSAs Los Angeles San Francisco San Diego Sacramento
log # commuters 0.978*** 1.003*** 1.012*** 0.979*** 1.03***
percent poverty 0.0197*** 0.0181*** 0.0191*** 0.0194*** 0.0262***
percent minority 0.0122*** 0.0162*** 0.0076*** 0.0121*** 0.00589***
log driving time 0.785*** 0.791*** 0.817*** 0.79*** 0.777***
Rtype1 1.2*** 1.126*** 1.229***
Rtype2 0.889*** 0.746*** 1.069*** 0.426**
Rtype3 0.939*** 0.652*** 1.103*** 0.443**
Rtype4 1.098*** 1.065*** 1.238*** 1.137*** 1.182***
Rtype5 0.463*** 0.292*** 0.687*** 0.516*** 0.391*
Rtype7 0.466*** 0.32*** 0.627*** 0.522*** 0.922***
Rtype8  0.0972  0.156***  0.00342 0.28*** 0.15
Rtype9  0.178  0.564*** 0.163*
Rtype10  0.0693  0.249*** 0.104 0.0552 0.534***
Rtype11  0.421***  0.628***  0.19***  0.225**  0.236**
Rtype12  0.383*  0.687***  0.0242  0.959**  0.92
Rtype13  0.15  0.352*** 0.152***  0.132 0.125
Rtype14  0.853***  0.84***
Rtype16  1.294***  0.854***  1.335***  1.717**  16.84***
Rtype17  0.875***  0.878***  0.731***  1.083**
Rtype18  1.607***  1.521
Rtype19  0.768***  1.06***  0.47***  0.924***  0.58***
Rtype20  0.575  1.21***  2.369***  1.745 1.071**
Wtype1 2.494*** 2.572***
Wtype2 1.707*** 1.13*** 2.053*** 1.772*** 2.7***
Wtype3 0.804** 0.373*** 1.379*** 1.148*** 1.955***
Wtype4  0.0285 0.0243 0.00698 0.201** 0.0847
Wtype5 0.461*** 0.471*** 0.624*** 0.245** 0.601***
Wtype6 0.0779  0.0318 0.403***  0.277** 0.921***
Wtype7 0.49** 0.284*** 0.855*** 0.328*** 0.94***
Wtype9 0.586*** 0.539*** 0.668*** 0.716*** 0.898***
Wtype10 0.326*** 0.43*** 0.433*** 0.31*** 0.315
Wtype11  0.0825  0.039 0.0904  0.235*  0.0969
Wtype12  0.0442  0.24*** 0.111 0.00226  0.00941
Wtype13 0.589*** 0.387  0.839 0.274
Wtype14 0.746*** 0.513
Dsf 0.454***
Dsd 0.17***
Dsa 0.171
Constant  7.096***  7.238***  7.013***  7.017***  7.598***
Observations 130074 67566 38950 14192 9366
Deviance 246642 125565 74185 26651 14841
Aic 3.09 2.799 3.729 2.822 2.378
Bic  1284632  625438  337169  108763  70553
Ll  200917  94530  72582  19996  11108
Note:ăe dependent variable of all models is log number of transit commuters. Robust standard
errors and Z -stats are suppressed. *** p < 0.01, ** p < 0.05, * p < 0.1.
       .
Redesigningneighborhoods to encourage transit usewould
take a long time and requires further empirical support. Our
research exploits available data to identify the neighborhood
types in the metropolitan areas of California to determine if
they make a statistical diﬀerence to transit commuting. Ex-
amining the data via cluster analysis and tests of the relation-
ship between commutingmode choice and predictor variables
suggests someuseful directions for further research. We found
that, ceteris paribus, some neighborhood types matter, either
positively or negatively, especially at commuting destinations.
Rail transit access in residential neighborhoods outside cen-
tral locations had onlymoderate eﬀects on transit commuting.
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