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Recently, Blum, Shub, and Smale (1988) introduced a new model for computa- 
tions over the real numbers. They define the notion of “NP-completeness over Iw” 
and prove an analog of Cook’s Theorem in the classical theory of NP-complete- 
ness: The 4-Feasibility-Problem, i.e., the problem of deciding whether a real 
polynomialf: W+ aB of degree 4 has a zero or not, is NP-complete over [w. In this 
note we show the polynomial-time solvability of the k-Feasibility-Problem for 
k 5 3. 8 19!4l Academic Press, Inc. 
1. INTRODUCTION 
Blum, Shub, and Smale (1988) develop a theory of computation and 
complexity over ordered rings R which seem to be most interesting for the 
cases R = R and R = Z. 
While the case R = Z is closely connected to the classical theory of 
computability, the case R = R opens many interesting new questions 
connecting computability problems with problems from analysis, topol- 
ogy, and geometry. In particular, a theory of NP-completeness over iw is 
developed culminating in a proof of an analogue of Cook’s Theorem 
(Cook, 1971): The 4-Feasibility-Problem, i.e., the problem of deciding 
whether a real polynomialf: RI” + R of degree 4 has a zero or not, is NP- 
complete over R. (cf. (Blum, Shub, and Smale, 1988, Sect. 6).) The 
purpose of this note is to prove that the k-Feasibility-Problem is polyno- 
mially solvable for k I 3. 
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2. THE ~-FEASIBILITY-PROBLEM FOR k cr 3 
We start with the following 
LEMMA. Iff: KY+ R is a polynomial of odd degree, then it has a zero. 
Proof. The case n = 1 follows immediately from the Intermediate 
Value Theorem. For n z 2 we write 
fh,. * .,&J= c a,xy’ ’ ’ ’ Xg” 
u:o=(a,....,a”) 
and suppose that degf = 2k + 1, k E (0, 1, 2, . . .} Substituting xi = tix 
we obtain 
where the coefficient of x2“+’ is 
Obviously, g is a nonconstant polynomial in & , . . . , [,, and hence we can 
find an n-tuple (ty, . . . ,SB E [w” and g(.$, . . . , [z) # 0. But then there 
IS some x0 E R withf(,$yx,, . . . , ~~xo) = 0 by the case n = 1. n 
Hence for k odd the k-Feasibility-Problem is trivial. 
It remains to be shown that there is an algorithm in class P (in the sense 
of (Blum, Shub, and Smale, 1988)) which decides whether a polynomial of 
degree two has a zero. In what follows, we give a rather informal descrip- 
tion of such an algorithm. 
ALGORITHM FOR ~-FEASIBILITY. Input. A polynomial f: 6!” ---, R 
of degree 2. We assume that 12 is the size of the input and that 
f(x) = xTAx + bTx + c, 
where A is a real, symmetric rz x n-matrix, b E [w”, and c E R. If c = 0, 
x = 0 obviously is a zero. Furthermore, f has a zero iff -f has one. 
Hence, in what follows, we can assume that c > 0. 
Step 1. Test whether A is regular or not, e.g., by computing det A. If it 
is, go to Step 3. If not, go to Step 2. 
Step 2. Compute a basis ul, . . . , uk of the kernel K of the matrix A. 
Then test whether bTVi = 0, i = 1, . . . , k. If not, then the linear form 
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“x * brx” restricted to K has Iw as its image. Hence a zero forfexists and 
the algorithm stops. If indeed brui = 0 for i = 1, . . . , k, then compute a 
basis uk+l, . . . ) u, of the orthogonal complement of K (with respect to 
the standard scalar product) and form the matrix V with column vectors 
Ul, . . . ) u,. With the change of coordinates y = Vx we get f(y) = 
xTVTAVx + bTVx + c. where VTAV is of the form 
I.. .k , k+l.. .n 
1 
VTAV = i 
ktl 
n 
and 
bTV = (0, . . . , 0, bIT) 
withb’EaBn-k.SinceA’isregular,wecansetA:=A’,b:=b’,n:=n-k 
and go to Step 3. 
Step 3. First test whether A is positive definite or not. This can be 
done by computing det Ak, k = 1, . . . , n, where Ak is the (k X k)- 
submatrix of A which consists of the first k rows and the first k columns of 
A. A is positive definite if and only ifall the numbers det Ak, k = 1, . . . , n 
are positive. 
If A is not positive definite then f has a zero and the algorithm stops. 
This can be seen as follows: Let h denote a negative eigenvalue of A and u 
a corresponding eigenvector with uTu = 1. Thenf(tu) = h * t2 + bTu . c + c. 
Since A < 0 and c > 0 it is clear that there is some to E R such that 
f(tou) = 0. 
If A is positive definite, check whether the quadratic equation in d 
d* + (2c - bTA-lb) . d + c* = 0 (*) 
has a (real) positive solution. If yes, thenfhas a zero; if no, then no zero 
exists. In any case, the algorithm stops. To prove our claim about (*), we 
consider the minimization problem 
min{brx ( x E R”, xTAx = d} 
for d > 0. By using first order optimality conditions, we find that 
min{brx 1 x E R*, XTAX = d} = -V’(bTA-lb) . d. 
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Hence f has a zero if and only if there is some d > 0 such that 
d - d(bTA-lb) . d + c 5 0, 
i.e., 
(bTA-lb) . d 2 (d + c)~, 
or, equivalently, 
d2 + (2c - bTA-‘b)d + c2 5 0. 
From this our claim follows. 
Remarks. (i) For the implementation of the algorithm we need polyno- 
mial-time subroutines for computing determinants and for finding bases of 
the kernel of a matrix and its orthogonal complement. Essentially, all this 
can be done in polynomial time by using Gaussian elimination and Gram- 
Schmidt orthogonalization (cf. (Schrijver, 1986, Sect. 3.3 and Theorem 
6.2), though the computation model used there is different from that in 
(Blum, Shub, and Smale, 1988)). 
(ii) Explicitly constructing a machine in class P in the sense of (Blum, 
Shub, and Smale, 1988) which solves the 2-Feasibility-Problem is now 
tedious but straightforward. The details are omitted. 
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