A new recursive procedure for calculation of restricted partition function is suggested. An explicit formula for the restricted partition function is found based on this procedure.
Introduction
The problem of partitions of positive integers has long history started from the work of Euler [1] who "laid a foundation of the theory of partitions" [2] , introducing the idea of generating functions. Many great mathematicians, like Cayley, Sylvester, MacMahon, Ramanujan, and others contributed to the development of the theory, using Euler idea.
Cayley [3] found explicit formulas for number p k (n) of partitions of positive integer n into at most k parts with small k. He also suggested a method of decomposition of the corresponding generating function
and gave the combinatorial formula for such decompositions (unfortunately, this formula itself requires knowledge of all partitions of k).
Sylvester was the next mathematician who provided a new insight and made a remarkable progress in this field. He introduced [4] the so-called Ferrers graphs for presentation of partitions. He also found [5, 6] the procedure enabling to determine a restricted partition functions, and described symmetry features of such functions. The restricted partition function p(n, d m ) ≡ p(n, {d 1 , d 2 , . . . , d m }) is a number of partitions of n into positive integers {d 1 , d 2 , . . . , d m }, each not greater than n. It is very simple to show that the generating function in this case takes the form
Sylvester showed that the restricted partition function may be presented as a sum of "waves", each wave closely related to prime roots of unit of degrees n, where n are prime divisors of elements of the set d m . This fact was known to Herschel [7] who introduced a notion of circulator and Cayley who used its elegant version called prime circulator (see [8] for more information). Namely, Sylvester showed that each wave W i , where i runs over distinct factors in d 1 , d 2 , ..., d m , is a coefficient of t −1 in the series expansion in ascending powers of t of
and p 1 , p 2 , ..., p max k are integers (unity included) smaller than i and prime to it. It should be noted here that the above result is only a recipe for calculation of the partition function and doesn't provide an explicit formula. Sylvester found [6] that the shifted partition function
has following parity properties:
and established that these functions have zeros at all integer values of n from 0 to m/2 − 1 for even m and at all semiinteger values from 1/2 to m/2 − 1 for odd m. He suggested to use knowledge of partition function zeros for its construction using the method of indeterminate coefficients. Recently, a different presentation of the partition function, which may be called polynomial expansion, was introduced in [9] , where a new recursive procedure for calculation of the restricted partition function is found. It permits to reconstruct in a unified way nearly all terms of expansion, except one, which also demands usage of the method of indeterminate coefficients.
In this article I present an approach enabling to overcome this inconsistence, and to determine all term of expansion in the framework of a single recursive procedure. It serves as a base for derivation of an explicit formula for the restricted partition function. This approach does not use explicitely the generating function (1) or Sylvester "waves" (2) .
The paper is organized as follows. In the next Section I repeat main results on the recursive procedure discovered in [9] . In Section 3 the final step for closure of this procedure is discussed. This procedure is used in Section 4 for construction of the partition functions for small m ≤ 3. It provides an insight for development of the general explicit formula for the restricted partition function presented in the Section 5. The last Section is devoted to discussion of results.
Recursive procedure for restricted partitions
This Section summarizes the results of [9] , where a new approach for calculation of partition functions is suggested. Consider a restricted partition function W (s, d m ) which generalizes p(n, d m ) to real valued argument s. This function satisfies the recursive relation:
satifies the parity relation
and the recursive relation
Repeated usage of (5) leads to more general recursive relation:
which doesn't depend upon a choice of the last element in the set d m . Here
with LCM(d m ) denotes a least common multiple of the set d m . The function V (s, d m ) might be written in a "polynomial" form
This polynomial presentation enables to find (see [9] ) a recursive formula for R m j (s) for 1 ≤ j < m in the form:
where
denotes the binomial coefficient. This expression satisfies both (5) and (6) . Proof of the formula (8) is given in the Appendix A. This relation contains Bernoulli polynomials which are source of Bernoulli numbers appearing in expressions Sylvester "waves" (see [5] ). Separate R m m−k (s) in two parts:
Then one part of the term R m m (s), namely R m m (s), is given by
The other part,
remains indeterminate in a framework of the above approach, and it may be found from a set of particular values of partition function (see [9] ) using the method of indeterminate coefficients. Using the above formulas and polynomial presentation (7) one may find another form of the recursive procedure:
3 Closure of the recursive procedure
There exist an alternative way of determination of the term R m m (s) in the framework of the recursive procedure described in the preceding Section. We derive formula for R m m (s) ab inductio starting from m = 1.
In this simplest case of a single element
and may be represented as a sum of prime roots of unit of degree d 1 :
This function and functions associated with it are basic blocks of the restricted partition functions. The shifted partition function V (s, d 1 ) is given by:
The term R 2 2 (s) is constructed in two steps. At first, we build R 2 2 using (12) with d 1 as the first element in the set d 2 :
We note that this d 1 -periodic expression contains the contribution of d 1 into R 2 2 (s) which should be τ 2 -periodic. In order to find similar contribution of d 2 we just perform a cyclic transposition of elements in d 2 . So that we have for another d 2 -periodic contribution
How we sum these contributions to arrive at the expression for R 2 2 (s). We write it in compact form introducing a cyclic transposition operator C(d 1 , d 2 , . . . , d m ) which acts as follows -it performs the cyclic transposition of its arguments in the expression to the right of it and then sums up the resulting expressions.
In case m = 3 an expression for R 3 3 is constructed in similar way with a little modification which is discussed below in details. We start construction of R 3 3 using d 3 as last element in the set d 3 :
This expression consists of two terms -the term A 2 with l = 2 relates to R 2 1 (s), and A 1 containing contributions from R 2 2 (s), which in its turn is produced by the cyclic transposition with respect to d 1 , d 2 . This means that applying the cyclic transposition operator C(d 1 , d 2 , d 3 ) to (18) we need to be cautious in order to prevent undesirable repetion of transpositions. It can be easily checked that action of the operator C on the term A 2 generates all three required terms. Being applied to A 1 , this operator produces six terms -twice the number of required transpositions, so that the result should be divided by two. Introducing two quantities:
with
Similar considerations lead to a general expression for arbitrary m > 1:
Thus, formulas (19,20,22) provide a final step of the procedure for calculations of restricted partition function for arbitrary set of natural numbers d m . This procedure may be viewed as another (alternative to that of Sylvester) recipe for calculation of partition function, but it conceals much more -it paves way for derivation of an explicit formula for the restricted partition function. In further calculations a set of functions with additional parity properties will be useful. They are defined as:
The functions Φ ± m (s, p) are m-periodic in both their arguments The following features could be easily checked (for integer k):
The "multiplication theorems" can be checked by straightforward calculation:
4.1 Explicit formula for V (s, {d 1 })
In terms of functions Φ ± the shifted function V (s, {d 1 }) is written as
Here τ 1 ≡ d 1 , so that p 1 takes only zero value; we also use the relation B 0 (1 − x) = B 0 (x) ≡ 1.
Explicit formula for
Consider now a case of two elements {d 1 , d 2 }. In order to find R 2 1 (s) we can use the general recursion formula (8) with m = 2, j = 1.
The summation in p 2 may be written as follows (
Here we use symmetry property of Bernoulli polynomials of even order and d 1 -periodicity of Φ ± d 1 . Then we may write for R 2 1 (s)
It can be checked by straightforward computation that the same result may be presented in another form which is produced from (35) by interchange
. Using (12) we have:
Now we change the order of summation over p 2 to p 2 → τ 2 /d 2 − 1 − p 2 and arrive at:
Then we may write
The expression for R 2 2 (s) reads as follows:
This provides us with an explicit formula for V (s, {d 1 , d 2 }):
where we introduce a notation:
In order to shorten the above formula we note, that in the first line we may drop the summation over p 1 , setting its value to p 1 = 0 :
The term R 3 1 (s) is given by (m = 3, j = 1):
Taking into account that the summation in p 3 may be written as (
Now we may put this expression into (42) and again change summation order, now in p 2 . Then we may write for R 3 1 (s) where the summation over p 1 is dropped:
Consider the term R 3 2 (s) which is found using (8) with m = 3, j = 2. It has two terms A 0 and A 1 corresponding to l = 0, 1, respectively. Consider first A 0 that relates to R 2 2 (s)
Here we omit explicit factors of the type B 0 (λ p i d i /τ 1 ) ≡ 1 in order to shorten the result. The term A 1 relates to R 2 1 (s).
Combining (45,46) we arrive at the final symmetrical form for R 3 2 (s):
The last term R 3 3 (s) is calculated using (21). We start from computation of R 3 3 (s) employing (35) and omitting Bernoulli polynomials of zero order:
Another contribution is given by R 3 3 (s):
Now we use (21) to produce the expression for free term R 3 3 :
This produces V (s, {d 1 , d 2 , d 3 }) in the form:
Analysing the structure of the above formula we may note that each term is represented by a sum of products of nonnegative power of s by the functions Φ
, with Bernoulli polynomials of nonnegative order as coefficients. The factors parity is matched in a way that guarantees the required parity of the whole expression. We may also note that the structure of each term R m j (s) is fully determined by the subsequent application of the recursive procedure defined by the relations (8, 19, 20, 22) , each step decreasing the value of m by one, until m = 1 is reached. 
where . Then the general expression for R m j (s) is obtained by consecutive application of this operator (it should be applied m − 1 times) and the result reads as
In case when several cyclic transposition operators C emerge in the r.h.s. of (53), only the leftmost one survives, cancelling all such operators to the right of it. The explicit formula for the shifted restricted partition function reads
It is instructive to check this general formula for simple cases m = 2, 3 descussed above. We start with m = 2. In this case we need to compute L 0 (2, j) only. Consider (52) for j = 1
what coincides with (35). For j = 2 we have
and
which coincides with (39). Consider the case m = 3. We start with j = 1 and calculate L 0 (3, 1)
We need also
providing us with expression for R 3 1 (s)
where the cyclic transposition operator C(d 1 , d 2 ) is dropped. The last part for l 0 = 2, l 1 = 0 reads:
Adding two last expressions we immediately reproduce (50).
Discussion
Usage of the generating functions is a common method for derivation of relations in theory of integer partitions. The derivation of the explicit formula (54) 
Using the definition (7) we check that formula (8) 
where we use the first of the identities (A2). Having in mind the τ m -periodicity of functions R m j (s) and R m−1 j (s) and the second identity (A2) we may rewrite the difference in the l.h.s of relation (6) 
