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1. INTRODUCTION 
This paper presents conditions for the existence and uniqueness of solutions 
to certain third order boundary value problems of the form 
Y’” + f(t, y, Y’, Y”) = 0, (1.1) 
y’“‘(4 = Yl > Y’3’@) = Y2 9 Y’W = Y3 > 
(y<B<Y, i,j, k E (0, 1,2), 
W) 
where f(t, y, z, w) is continuous on [ar, r] x R3. Most of the studies in the 
literature deal only with cases where OL = p or p = y [4, 5, 8, 9, lo] and even 
when a: < /3 < y, the boundary conditions relate only to particular cases of (1.2) 
corresponding to i =j = k = 0 [l-4, 6, 71 or i = k = 1, j = 0 [5]; further, 
these studies concern themselves mainly with the interdependence of uniqueness 
and existence of solutions. Existence and uniqueness conditions for (1 .l), (1.2) 
when 
(i,j, k) E ((0, 0, O), (1, 0, O), (0, 0, l), (1, 0, 11, CO,& 0)) 
have been derived in a recent paper [ll] as special cases of certain boundary 
value problems for n-th order nonlinear differential equations. However, these 
results are dependent on the existence and/or uniqueness of certain two- 
point boundary value problems. It is therefore desirable to formulate criteria, 
independent of such assumptions, that guarantee both the existence and uni- 
queness of solutions for the various boundary value problems. 
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In the present work, existence and uniqueness of solutions to different third 
order nonlinear boundary value problems of the type (l.l), (1.2) are established 
by requiringf(t, y, z, w) to satisfy a Lipschitz condition. Such a condition is used 
in Section 2 together with appropriate Green’s function for the associated 
boundary value problem to define a contraction mapping that yields an interval 
over which a unique solution exists. In Section 3, the use of a more general 
Lipschitz condition and the introduction fo suitable weight functions lead to 
improved interval-length estimates and in some cases to “best possible” results. 
In situations when the properties of the Green’s function do not easily lend 
themselves to the above techniques, Section 4 discusses an alternative procedure 
where the contraction mapping is independent of the Green’s function. Natu- 
rally, such a method yields weaker results in cases where Green’s functions can 
be used to advantage. 
2. EXISTENCE AND UNIQUENES RESULTS UTILIZING GREEN'S FUNCTIONS AND 
A LIPSCHITZ CONDITION 
It is easy to see that the boundary conditions (1.2) can be conveniently 
replaced by 
y(i)(O) = y(j)(b) = Y(()(C) = 0, O<b<c, (2-l) 
by suitable transformations that involve shifting the origin to the left endpoint 
of the interval and homogenizing the boundary conditions. Since the existence 
and uniqueness criteria developed here are independent of such transformations, 
we will henceforth consider only problems of the form (l.l), (2.1). The Green’s 
function associated with such a problem is the function G(t, s) such that the 
solution y(t) of (1 .l), (2.1) has the integral representation 
r(t) = jot W, s)f(s, Y(S), Y’(S)> Y”(S)) ds, t E [O, c]. (2.2) 
Green’s functions exist for the problems (l.l), (2.1) for cases when i + j + K 
< 3, i, j, K not simultaneously being equal to 1 and therefore all subsequent 
discussion will be restricted to these cases only. The Green’s function for a given 
boundary value problem depends on the ordered triple (i, j, k) as well as on the 
interior point b of the interval [0, c]. If we denote this dependence by the 
explicit notation G(t, S, 6, i, j, A), it can be shown that 
G(t, S, b, K,j, i) = -G(c - t, c - s, c - b, 6 j, k). 
Thus, the total number of distinct boundary value problems of the type (1. l), 
(2.1) reduces exactly to ten. A complete listing of the Green’s functions for 
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these ten cases as well as the intervals in which these functions and their partial 
derivatives maintain a constant sign are set forth in Tables I and II respectively. 
The following general theorem sets out sufficient conditions for the existence 
and uniqueness of solutions for the problem (1.1), (2.1) when the function 
f(t, y, z, w) satisfies a Lipschitz condition, that is, there exist nonnegative 
constants A, B, C such that 
If@9 Yl 9 F2 9 Wl) -.fo, Y2 9 x2 9 w2)l 
d~I~,-~2l+~I~,--2l+~l~,--2l 
(2.3) 
for all (6 yl , zl , wl), (6 y2 , x2 , w2> in [O, cl x R3. 
TABLE II 
Signs of Green’s Functions and Their Partial DerivativesO 
W, s) nP 
G4(h 4 nP 
GV, 4 nP 
GtV, s) 
GW, 4 
GV, 4 
QO, 4 
GtV, 4 
GO, 4 
G’V, $1 
nP 
+ 
nP 
nP 
nn 
+ 
nP 
Wk 4 
4,k 4 
‘W, 4 
GV, 4 
G,(k 4 
G’O(t, s) 
GV, 4 
GO, 4 
nP 
+ 
nP 
nP 
+ 
nP 
nn 
+ 
nP nn 
*P + 
np, t < 2b 
I 
np, t < 26 
nn, t > 2b nn, t > 2b 
RP 1212 
nn nn 
nn nn 
nP nn 
nn nn 
nn nn 
nP 
I 
np, t < 26 
nn,t > 2b 
nP 
-I- 
nn 
nn 
0 
nP 
nn 
+ 
+ 
+ 
nn 
nn 
0 
+ 
+ 
+ 
nP 
nP 
nP 
0 
0 
nP 
nP 
nn 
nP 
nP 
nn 
+ 
nP 
0 
0 
nP 
nn 
nn 
nP 
nP 
0 
0 
nP 
0 
0 
nP 
nn 
0 
0 
0 
nP 
0 
0 
nn 
nn 
0 
nn 
+ 
nP,t < 2b 
nn, t > 26 
nn 
- 
nn 
nn 
nn 
- 
-t 
0 
+ 
nn 
- 
+ 
+ 
0 
a The following notations are used in this table: I,: t < s < b; Ie: t < b < s; IJ: 
b < t < s; 14: s < t < b; Is: s < b < t; Ia: b < s < t; np = nonpositive; nn = non- 
negative; 8(t) = t - (t(t - 2b))‘/*. 
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THEOREM 2.1. Let f(t, y, z, w) E %‘([O, c] x Ra) and satisfy (2.3) there. Then 
the boundary oaZue problent (l.l), (2.1) has a unz+e solution on [0, c] provided 
where G(t, s) is the Green’s function associated with (l.l), (2.1) and A, B, C are 
Lipschitz constants. 
Proof. Consider the linear space S of functions y(t) E PZ2([0, c]) with norm 
II Y II = yy{A I r(t)1 + B I r’(t)1 + C I y”(t)l>, ,c (2.5) 
where ABC > 0. It is clear that S is a Banach space. Let T be a mapping from S 
into S defined by 
T'(t) = jc W, MS, Y(S), Y'(~,Y"(sN a!.~. (2.6) 
0 
Then, if x(t), y(t) E S, 
II TY - TX II < 8~ /A 1’ I W, 41 . Ifh Y, Y’, Y”) -f(s, 2~3 .r’, .~“)I ds 
0 
+ B Jo’ I G,(t, s)I . Ifb, Y, Y', v”) -f(st x, J’, x”)I ds 
+ C j-’ I G,,(t, 41 . If@, Y,Y’, ~“1 -f(s, N, N’, x”)I dj . 
0 
Using the Lipschitz condition (2.3) this reduces to 
II TY - WI 
< II T - x II ~z {A lo’ I W, $11 ds + B lo’ I W, 41 ds + CL’ I G& 41 dj. 
Now, the condition (2.4) and Banach’s fixed point theorem ensure that S has a 
fixed point such that Ty = y, that is, there exists a unique function y(t) such 
that (2.2) is satisfied and hence the solution to the problem (l.l), (2.1) exists and 
is unique. 
Remark. Whenever the function f is of the form f(t, y, a) or f(t, y), the 
space S can be constructed to consist of functions y(t) E @([O, c]) or y(t) E 
U( [0, c]) respectively. In such instances, the norm can be suitably redefined to be 
II Y II = y$A I r@)l + B I r’(W 
376 MOORTI AND GARNER 
or 
In either case, S still continues to be a Banach space with the appropriate norm 
and the theorem still holds. 
COROLLARS 2.2. The condition (2.4) of Theorem 2.1 can be replaced by the 
stronger but more convenient condition 
A I$;? j”’ 1 G(t, s)l ds + B f$f$[’ 1 W, s)l ds + C 3;: jc ( G,,(t, s)j ds < 1. 0 0 0 
(2.7) 
It may be noted that the integrals in (2.4) and (2.7) can be evaluated only if the 
signs of the Green’s functions and its partial derivatives over the different 
intervals can be established (Table II). Lack of such information for some intract- 
able Green’s functions and their partial derivatives generally lead to weaker 
results. In such cases, the technique in Section 4 may be used to yield criteria 
that may provide a reasonable insight into the nature of the problems. 
To illustrate the use of the above results to specific boundary value problems, 
consider the case when (i,j, K) = (0, 1,2). Using Tables I and II, we find 
s 
’ 1 G(t, s)] ds =g&t) = $ - $ + b(2c2- b) t, t ,( 26, 
0 
a3(t) =-- 
3 
G(t) + 2bt6(t) - $ + $ - b(2c ; b, t , 
8(t) = t - {t(t - 2b)}102, t > 2b, 
’ ) G&, s)l ds = gl(t) z ’ b - t I ‘t - b - t, , 
and 
I ’ I G& s)] ds = gz(t) = c - t. 0 
Consequently, a unique solution exists for the given boundary value problem if 
g$&o(t) 4 Bgdt) + Q&N < 1. 
When c < 2b, we can apply Corollary 2.2 for the same problem and obtain the 
more restrictive condition 
&4b2(3c - 2b) + +Bb(2c - b) + Cc < 1. 
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Thus, the boundary value problem 
ym - y = 0, y(0) = y’(b) = y”(c) = 0, c < 2b, (2.8) 
has a unique solution over the interval [0, c] provided c < 2($)lj3 N 2.29. For 
c = 4.rr/3(3)lj2 N 2.42 an actual evaluation shows that (2.8) has infinitely many 
solutions y(t) = Ke-“i2 sir1(3~/~/2) t, K being an arbitrary constant. Use of a 
generalized Lipschitz condition together with suitable weight functions in 
Section 3 shows that the problem (2.8) indeed has a unique solution over the 
larger interval [0, 4rf/3(3)‘/7. 
3. EXISTENCE AND UNIQUENESS THEOREMS USING A GENERALIZED 
LIPSCHITZ CONDITION AND WEIGHT FUNCTIONS 
We now weaken the hypotheses of Theorem 2.1 in two ways: (i) the function 
f(t, y, Z, w) is made to satisfy the generalized Lipschitz condition 
G PW I Yl - Y2 I + Q(t) I Zl - x2 I + r(t) I Wl - zc2 I 
for all (4 y1 , xl , w,), (t, y2 , z2 , w?) E [0, c] x R3 and for some nonnegative 
continuous functions p, 4, r; and (ii) the space S is fitted with a norm that 
involves positive continuous weight functions whose choice can be suitably 
deferred so as to satisfy additional conditions depending on the boundary value 
problem. 
THEOREM 3.1. Letf(t, y, a, w) E V([O, c] x R3) and satisfy the condition (3.1) 
there. If positive continuous functions u, v, w exist such that for all t E [0, c] 
u(t) > j-” I G(t, s)l(~(s> u(s) + q(s) v(s) + ~(4 w(s)) ds+ 
0 
(3.2) 
then a unique solution existsfor the problem (I .l), (2.1) with G( t, s) as the associated 
Green’s function. 
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Proof. Let S be the space of functions y(t) with continuous second deriva- 
tives over [0, c] with norm defined as 
llyII=m= wz f 
I Y(Ol 1 Y’(Ol I Y”Wl 
u(t) ,yg---,ma- . 
w cw w(t) I 
Let T be a mapping from S into S given by (2.6). Then, for x(t), y(t) in S, 
1 Ty - TX 1 
40 
< &-oc I G(t, 41 - If(s,r,r’>Y”) -f@> x> ~‘3 ~‘2 ds 
d ” yui)x ” SC IW, 41 (pu + pe, + 4 QIS 
0 
for some lu, such that 0 < ar, < 1. 
Similarly, CY~ and cya can be found so that 
Ifa!,= max{or, , 01~ , ~1, then we have 
II TY - TX II -c am IIY - x II, 0 <cr, < 1, 
and, by the contraction mapping principle, there exists a unique solution to the 
problem (l.l), (1.2). 
In particular cases of boundary value problems where the associated Green’s 
functions and their partial derivatives maintain a constant sign, the conditions 
(3.2), (3.3), (3.4) of Theorem 3.1 may be replaced by postulation of existence of 
solutions to certain associated linear equations. Toward this end, we utilize the 
fact that solutions to all initial value problems associated with (1.1), (3.1) exist, 
are unique, and depend continuously on f. 
The theorems that follow illustrate the method outlined above for the bound- 
ary value problem (1 .l), (2.1) with (i, j, k) = (0, 1,2) considered at the end of 
Section 2. 
THEOREM 3.2. Let G(t, s) be the Green’s function associated with the boundary 
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waZue problem (l.l), (2.1) where (i, j, h) = (0, 1,2). If positive continuousfrcnctim 
z(t) and w(t) exist such that for all t in [0, c] 
z”(t) -p(t) z(t) - q(t) w(t) + r(t) z”(t) = 0, 
z’(b) > 0, z”(t) < 0, 
(3.5) 
and 
v(t) > SC I W, s)I {P(S) 4s) + cd4 $4 - Y(S) W) ds (3.6) 
0 
then, for c < 26, the boundary value problem specijied above has a unique solution. 
Proof. Since solutions of initial value problems depend continuously on f, 
we find that, for some suitable g < I, there exists a function u(t) that satisfies 
the same initial conditions as z(t) in (3.5) and is a solution of 
If’ - $*u + qv - Yd} = 0, u’(b) > 0 and u > 0, 
un < 0 on LO, Cl. 
We may rewrite u(t) in its integra1 representation 
u(t) = cot2 + Clt + C, - ; jot G(t, s) (pu + qv - yu”) ds 
where the constants Co , C, , C, are evaluated from the conditions 
G(0, s) = G,(b, s) = G,,(c, s) = 0. 
After some rearrangement of terms, we obtain 
u(t) = - ‘“(‘) “2” - t, t + u’(b) t + $1; - G(t, s) (pu + qer - YZJ”) ds. 
Now, 0 < t 4 c < 2& u’(b) > 0, u” < 0 and G(t, s) < 0 yield 
u(t) > $ Ja” I W 41 (pu + PJ + 4 ds, f E [O, cl, 
where w(t) = -u”(t). Also, 
w(t) = -u”(t) = -u”(c) + -& lc G,,(t, s) (@ + qv + YW) ds. 
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Since u” < 0 and G,,(t, s) 3 0, we have 
w(t) > $ Lc I Gt(t> 41 (PU + qv + 4 6 t E [O, c]. 
Thus, the functions u(t), w(t) together with v(t) in (3.6) satisfy the conditions of 
Theorem 3.1 and consequently a unique solution exists for the given boundary 
value problem. 
THEOREM 3.3. Suppose the problem 
2”’ - p(t) z = 0, z(t) > 0, p(t) > 0 
has a solution z(t) that satisfies the condition 
z(0) + z'(b) t - z"(c) t(2b - 4 > o 2 
for all t in [0, c]. Then the boundary value problem 
yU’ + f (4 Y) = 0, y(0) = y’(b) = y”(c) = 0, 
bus a unique solution. This result is the best possible. 
(3.7) 
(34 
C<2b (3.9) 
Proof. The solution of the initial value problem corresponding to (3.7) 
depends continuously on f (t, y) and hence for suitable LX~ such that 0 < a, < 1, 
there exists a solution u(t) to the equation 
IF - $p(t) u = 0, u(t) > 0 
satisfying 
u(O) + u’(b) t - u”(c) tG9 - t) > 0 2 
where u(t) and z(t) satisfy the same initial conditions. As in Theorem 3.2, u(t) 
may be written in the integral form 
u(t) = u(O) + u’(b) t - u”(c) f(2b2- t, - ; ic G(t, s) p(s) u(s) ds, 
where G(t, s) is the Green’s function associated with the problem (3.9). The 
hypothesis (3.8) and the constant (nonpositive) sign of G(t, s) (Table II) reduces 
the above relation to 
u(t) z=- & [ I G(t) 41 P(S) u(s) ds. (3.10) . 
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In the space S of continuous functions y(t) on [0, c] with norm 
consider a mapping T from S defined by 
T?(t) = jc G(t, s)f(S, 2’(s)) ds. 
0 
This is d contraction mapping and hence has a fixed point in S since for ,x(t), 
y(t) in S, 
~ TJ - TN 11 < -& jc I G(t, s)l * / f(s, y) -f(s, x)1 ds < o1 ‘1~ - .Y 
0 
by reason of (3.10). The proof is complete. 
To see that this result is best possible, consider the problem (3.9) with 
j(t, J) z=: --y and h = 2n/3(3)1/2. This problem has been discussed in terms of 
the Lrpschrtz condition (2.3) in the previous section. It has been noted that this 
problem has for its solution Kc-f/2 sin(31j2/2) t, K an arbitrary constant. It is 
easily verified that -I > 0 for all t in (0, 261 and y”(t) < 0 for t in [0, 2b). Let 
y(t) == X(T) where 7 = t - S/2, 6 being sufficiently small and positive. Then 
Z(T) ::- 0 for all T in [0, 2b - 61. Also, z’(b - S/2) = y’(b) = 0 and z”(2b - 6) = 
y”(2b - S/2) < 0. Hence for t E [0,26 - S] the differential equation (3.7) with 
p(t) = 1 has the solution z(t) which also satisfies (3.8). Consequently, the bound- 
ary value problem (2.8) has a unique solution for c = 26 - 6. But when 6 = 0, 
there are infimtely many solutions to this problem and thus the uniqueness 
property breaks down. 
THEOREM 3 4. The problem 
y”’ -. .f(f, v) = 0, y(0) = y’(b) = y’(c) -= 0, c <s 26 
has a unique solution over [0, c] zy the dt..mential equatzon (3.7) has a solution that 
satzsjies the condition 
t(2c - t) t(2b - t) 
40) + Q4 qc _ b) - G) qc _ bj :> 0. c .< 2/l, 
for all f in [0, c]. 
Proof. This theorem can be proved along the same lines as in Theorem 3.3 
and is therefore omitted. 
382 MOORTI AN’D GARNER 
4. EXISTENCE AND UNIQUENESS CRITERIA WITHOUT USE OF GREEN’S FUNCTIONS 
The theorems in Sections 2 and 3 have been established through a contraction 
mapping technique that depends upon appropriate Green’s functions associated 
with the boundary value problems. Thus, in Section 3, the method was based 
upon the constancy of sign for the different Green’s functions and their partial 
derivatives over the interval of interest. This facilitated convenient choices for 
the weight functions to be used. In situations where the Green’s functions or 
their partial derivatives change sign, it is still possible in many instances to apply 
the results of Section 2 with the aid of Table II. Whenever such devices fail 
and impede the application of the foregoing results, we may define a contraction 
mapping that bypasses the use of Green’s functions. 
Consider the space S of functions z(t) with continuous second derivatives on 
[0, c]. Define a mapping T from S into S such that TX(t) = y(t) is a solution 
of the boundary value problem 
y”I + f(t, z, z’, z”) = 0, t E [Q cl (4.1) 
with boundary conditions (2.1). 
The mapping is well-defined if the problem y”’ = 0 with the boundary 
conditions (2.1) has only the trvial solution. It can be verified that this is indeed 
true for the ordered triples (i, j, k) under discussion here. 
A typical derivation of conditions for the existence and uniqueness of solution 
to the boundary value problem (l.l), (2.1) with i = j = k = 0 is given in the 
following theorem. 
THEOREM 4.1. Let f(t, y, z, w) E %([O, c] x R3) and satisfy a Lipshcitz coudi- 
tion (2.3) there, with nonnegative constants A, B, C. Then the boundary value 
problem (1 .I), (2.1) with i = j = k = 0 has a solution that exists and is unique 
on [0, c] provided 
y$Aho(t) + Wt) + Ch,(t)) < 1 
where 
h (t> = C2t 1 t - b ) + b8t(c - t) + t3(c - b) 
0 6(c - b) , 
h (t> 
1 
= c2 1 2t - b ( + b2 ( c - 2t ( + 3t2(c - b) 
6(c - b) , 
and 
Mt) = 
ba + c2 + 3t(c - b) 
3(c - b) ’ 
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Proof. Consider the space S fitted with the norm given by (2.5) and let T 
be a map from S into S where Tz(t) = y(t) satisfies the boundary value problem 
(4.1), (2.1) with i = j = k = 0. Solving for y(t), we get 
y(t) = Tz(t) = 
t(c t) b 8 
sss 
r - 
+ 6(c - 6) f(~, z, z’, 2”) do dr ds 0 0 0 
t s 
sss 
7 
- f (7, x, x’, z”) d7 dr ds. 
0 0 0 
Thus, if z(t), w(t) belong to S, then 
<tp-bl c s ’ 
sss 
t(c - t) b * r 
’ 4c - 6) 0 0 0 Jd7dy~+b(c-bb) __I s,,, s, J dr dr ds + I,ots,‘[ J dr dr ds, 
where 
J = If (7, z(T)> z’(T), z”(T)) - f (7, w(T), W’(T), W”(T))1 d 11 z - W 11 , 
the last inequality resulting from (2.3) and (2.5). Thus, 
, TX _ Tw j < ,, 2 _ w ,, cat 1 ’ - ’ 1 + b2t(c - t, + t3(C - ‘) 
6(c - b) 
= II z - w II how 
In similar fashion, it can be shown that 
and 
l(W’ - (Tw)’ I < II 2 - w II h(t) 
I@)” - (Tw)” I < II z - w II h2W 
leading to 
II Tz- Tw II < II 2 - w II W,(t) + %(4 + CWI. 
As a result, Tz = y has a fixed point in S provided 
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COROLLARY 4.2. Under the same hypotheses as Theorem 4.1, a unique solution 
exists on [0, c] to the boundary value problem (1 .I), (2.1) with i = j = h = 0 if the 
functions h,(t), h,(t), h,(t) satisfy the stronger condition 
It is natural to expect that the application of such a general method would 
obviously lead us to weaker results than those obtained by the use of Green’s 
functions. This can be verified to be so in cases where computations are not too 
laborious. 
Consider the boundary value problem (1. l), (2.1) with (i, j, K) = (0, 2, 1) and 
c = 2b. According to (2.7), the use of Green’s function for this problem yields 
a unique solution over [0,2b] if 
Ab3+ Bb2+ Cb < 1. 
On the other hand, a treatment of the problem by the method of this section 
shows that a unique solution exists on [0, %] whenever 
$ gg$@ + 3Wb - t) + 12b2t) + ; gy$t’ + 2J@ - t) + 4b2) 
+ Cp$b + t> -=z 1, 
or 
$Ab3+4Bbe+3Cb<1 
which yields a smaller interval for the existence and uniqueness of the solution 
compared with the interval estimate derived from the use of the Green’s func- 
tion. The advantage that Theorem 4.1 and Corollary 4.2 have over Theorem 2.1 
and Corollary 2.2 lies in the fact that, in many instances, it is computationally 
difficult to evaluate the coefficients of the Lipschitz constants in terms of con- 
venient algebraic functions by the use of Green’s functions. This can be easily 
perceived in the cases where (i,j, k) = (0, 0, 1) or (0, 1,O). 
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