INTRODUCTION
The notions of pathwidth and treewidth play an important role in many different fields of computer science, often with different terminologies, Ž w x. e.g., Choleski factorization and Gauss elimination see, e.g., 20 ; VLSI-Ž w x. Ž w x. layout theory see, e.g., 33 ; theory of expert systems see, e.g., 31 ; Ž w x. algorithmic graph theory; and theory of graph grammars see, e.g., 23 .
In many cases, notations and notions are different from those used in Ž . this paper and from each other . For instance, a graph has treewidth at most k, iff it is a partial k-tree; iff it is the subgraph of a chordal Ž . triangulated graph with no clique larger than k q 1 vertices; iff it has dimension at most k. A graph has pathwidth at most k, iff its vertex separation number is at most k; iff its interval thickness is at most k q 1; iff its node search number is at most k q 1; iff it models an instance of the Gate Matrix Layout problem with a solution with at most k q 1 tracks. There are also equivalent characterizations with the help of graph gram-Ž w x. mars, or k-terminal recursive families of graphs. See, e.g., 2, 8, 22, 44 . Ž . Formally, the treewidth pathwidth of a graph is the minimum treewidth Ž . Ž . pathwidth over all tree-decompositions path-decompositions of the Ž . graph. See Section 2 for definitions. When a tree-or path-decomposition is found of a graph G with optimal treewidth, then usually one can easily construct representations of the graph corresponding to the equivalent Ž notions e.g., chordal graphs with minimum clique size that contain G, optimal node search strategies, optimal solutions to the Gate Matrix . Layout problem, etc. . Thus, given a graph G, finding a tree-or pathdecomposition of G with minimum treewidth is an important problem.
The notion of treewidth is also interesting because of its vital role in the w x theory of graph minors of Robertson and Seymour 37 . Also, a very large number of intractable graph problems become solvable in polynomial, and Ž . even linear time and belong to the class NC , when restricted to graphs with bounded treewidth, given together with a suitable tree-decomposition. This set of problems includes many well-known NP-complete problems like Hamiltonian Circuit, Independent Set, etc., and even some PSPACE-Ž w x . complete problems see, e.g., 5, 6, 9, 12, 19, 44 . Typically, these algorithms use time polynomial in the number of vertices, but at least exponential in the treewidth of the input graph. Also, researchers in expert system theory have found out that several otherwise time-consuming statistical computations can be done quickly when a tree-decomposition Ž . Ž known as junction tree or clique tree with small treewidth is known see, w x. e.g., 31, 43 . Much research has been done on the problem of determining the treewidth and pathwidth of a graph, and finding tree-or path-decompositions with optimal treewidth or pathwidth. These problems are NP-w x complete 3 . Research has been done on determining the treewidth and Ž w pathwidth of special classes of graphs see, e.g., 18, 17, 24, 28, 27, 26, 34, x Ž w x. 42 , on approximation algorithms for treewidth and pathwidth e.g., 14 , Ž w x and on the case that the parameter k is a fixed constant. See, e.g., 11 for . an overview.
This paper addresses the case that k is a fixed constant. The first known algorithms, solving the treewidth and pathwidth problems for fixed k, are Ž kq 2 . based on dynamic programming and use respectively O n and Ž 2 k 2 q4 kq8 . w x O n time 3, 21 . w x Then, Robertson and Seymour 39 gave a non-constructive proof of the Ž 2 . existence of O n decision algorithms for the problems. Their algorithms consist of two steps. The first step either decides that the treewidth of the input graph G is too large, or finds a tree-decomposition of G of constant 1 Ž 2 . bounded but possible non-optimal width. This step takes O n time.
Ž . Their second step checks in O n time a finite characterization of the graphs with treewidth F k or pathwidth F k. By Robertson and Seymour's deep results on graph minors, these characterizations are known to exist; however, they are not explicitly known. The linear time is achieved by using the tree-decomposition, found in step one. Thus, these results are non-constructive in two ways: first, only existence of the algorithm is proven, but the algorithm itself is not known, and second, the algorithm only outputs yes or no, but no tree-or path-decomposition. Also, the constant factors of these algorithms make them infeasible. With help of a w x self-reduction technique, introduced by Fellows and Langston 22 , it is Ž 2 . possible to obtain constructive O n algorithms, but at the cost of a w x further increase of the constant factors 10 . w x w x w x Matousek and Thomas 32 , Lagergren 29 , and Reed 35 improved on w x Ž 3 . the first step. Lagergren 29 gives a parallel algorithm that uses O log n Ž . w x time and O n processors on a CRCW PRAM. Reed 35 gives a sequen-Ž . w x tial O n log n algorithm. Arnborg et al. 4 use a slightly different technique, based on graph rewriting, and obtain decision algorithms that use linear time, but polynomial memory. This paper addresses the second step. It shows that we do not have to rely on non-constructive arguments, but instead, we give explicitly the algorithms, and our algorithms can also construct tree-decompositions or path-decompositions of width at most k, if existing. Our algorithms use linear time, and need as input besides G a tree-decomposition of G of constant bounded width. Also, in contrast with the graph minors approach, the constant factor hidden in the O-notation of our algorithms is only singly exponential in k. w x Recently, Bodlaender 13 used the result of this paper as an important intermediate step to obtain explicit and constructive algorithms that solve the ''treewidth F k'' and ''pathwidth F k'' problems in linear time Ž . k fixed .
Independently and more or less concurrently, results of a similar nature w x as ours were obtained by Lagergren and Arnborg 30 and by Abrahamson w x and Fellows 1 . While using a very different formalism, the underlying w x technique in 30 is similar to ours. In contrast to our results, Lagergren and Arnborg do not consider pathwidth and construction of tree-decompositions, but instead show some other applications of the results also; e.g., they show that obstruction sets can be computed effectively. Abrahamson and Fellows use a technique, similar to ours, to solve some other problems, like cutwidth.
It should be noted, that for k s 1, 2, 3, 4, linear time and space algow rithms based on graph rewriting exist for the ''treewidth F k'' problem 6, x 32, 40 .
We also solve a different, related problem, with basically the same algorithms: for each constant k, we have a polynomial time algorithm that, Ž . when given a graph G s V, E of treewidth at most k, computes the pathwidth of G and a path-decomposition of G of minimum width. This w x solves an open problem from 15 . So far, the only classes of graphs of bounded treewidth for which the complexity of the pathwidth problem was Ž . determined besides classes of graphs with bounded pathwidth were the trees and the forests: for these the pathwidth can be computed in linear w x time 21, 33, 41 .
DEFINITIONS AND PRELIMINARY RESULTS
The notions of treewidth and pathwidth were introduced by Robertson w x and Seymour 36, 38 . Ž . for all edges¨, w g E there is an i g I with¨, w g X i ⅷ for all i, j, k g I: if j is on the path from i to k in T, then X l X : X .
The treewidth of a graph G s V, E is the minimum width over i all tree-decompositions of G.
< < The width of a path-decomposition X , . . . , X is max X y 1.
Ž . The pathwidth of a graph G s V, E is the minimum width over all pathdecompositions of G.
.. We will use X, T as a shorthand notation for X ¬ i g I , T s I, F .
i Sometimes we write a path-decomposition as a tree-decomposition, where the tree T has only nodes with degree at most 2. We now introduce some extra terminology, related to tree-decompositions. DEFINITION 2.3. A rooted tree-decomposition is a tree-decomposition Ž . Ds X,T in which T is a rooted tree.
Ž
. DEFINITION 2.4. Let D s X, T be a rooted tree-decomposition for a graph G. For each node i of T, let T be the subtree of T, rooted at node In order to describe our algorithms more easily, we introduce a special type of rooted tree-decompositions. 1. every node of T has at most two children; 2. if a node i has two children j and k, then X s X s X ; i j k < < < < 3. if a node i has one child j, then either X s X q 1 and i j < < < < X ;X or X s X y 1 and X ; X . 
every node is of one of four possible types. We name the types as follows.
''Start'' If a node is a leaf, it is called a start node. ''Join'' If a node has two children, it is called a join node. < < < < ''Forget'' If a node i has one child j and if X -X , node i is i j called a forget node. < < < < ''Introduce'' If a node i has one child j and if X ) X , node i is
Notice that every node in the nice tree-decomposition must have one of the four mentioned labels. < < We may also assume that if i is a start node, then X s 1: the effect of i < < start nodes with X ) 1 can be obtained with using a start node with a i < < one-vertex set, and then X y 1 introduce nodes, which add all other i vertices.
Our algorithms roughly work as follows. Given a tree-decomposition of G, we first make a nice tree-decomposition with the same width of G, as indicated by Lemma 2.2 and Lemma 2.3. We define an equivalence Ž relation on path-or tree-decompositions of subgraphs G determined by i . the characteristic of such ''partial'' path-or tree-decompositions . For each node i g I, we compute a table of the ''most relevant'' equivalence classes which contain a tree-or path-decomposition of G with treewidth or i pathwidth F k. These tables are computed in a bottom-up order, starting with the leaves of tree T, and using the tables of the children of a node to compute the table of the node. The table of the root node is non-empty, if and only if the treewidth or pathwidth of G is at most k.
PARTIAL PATH-DECOMPOSITIONS, THE INTERVAL MODEL, AND TYPICAL SEQUENCES
In this section we give many notions and small results that deal with partial path-decompositions and sequences of integers. DEFINITION 3.1. A partial path-decomposition rooted at node i g I is a path-decomposition for G , the subgraph of G rooted at i. i The equivalence class to which a partial path-decomposition rooted at a node i g I belongs is described by its characteristic, which is a pair of which the first element is the interval model of the path-decomposition, as defined hereafter.
In the restriction Y * there can be many consecutive elements which are the same. If we remove these duplicates, we obtain the interval model for Y which is, of course, still a path-decomposition for the subgraph induced by X .
. . , Z be the restriction of a path-
Notice that not e¨ery path-decomposition for a subgraph induced by X p without repeating subsets is an interval model, since an interval model is defined by means of a partial path-decomposition rooted at p. We call a path-decomposition for the subgraph X without adjacent subsets that are p the same minimal: DEFINITION 3.4. A path-decomposition Z for a graph G is called minimal if no two consecutive subsets in Z are the same.
Ž .
The next lemma shows that there are only ⌰ 1 different interval models at each node i.
LEMMA 3.1. For each node i the number of different inter¨al models at i is
. The number of subsets in any inter¨al model is at most 2 k q 3. These bounds hold for the minimal path-decompositions for the subgraph induced by X as well. Proof. An interval model at node i is a path-decomposition Z s Ž . w x Z , . . . , Z for G X which is minimal. We show the bounds hold for the 
Ž .
This proves the lemma.
Next, we define typical sequences of integer sequences. We use the term integer sequence to denote a sequence of at least one nonnegative integer. ŽThese sequences are used to denote sizes of successive sets in a path-. decomposition. We use the following notations: ⅷ Ž . Ž . For any integer sequence a 1 иии n , let l a s n be the length and Ž .
Ž . max a be the maximum value: max a s max a . 
. ii Define T R TЈ R as the maximum length of a typical sequence that contains exactly R different integers, and starts with the Ž . smallest largest integer, and that does not contain a second occurrence of Ž . this smallest largest integer. Note that in a typical sequence, starting with the smallest integer, the largest integer cannot occur at any other position Ž than the second one in the sequence otherwise a typical operation can be . applied, removing everything between the smallest and largest integer .˜˜˜Ž .
Ž . Consider the typical sequence a . Between an occurrence of 0 and of L, there cannot be other integers, otherwise, a typical operation can be Ž . applied, removing everything between 0 and L. So, a contains at most Ž . one 0, or at most one L. In the former case, a is of the form b0 c, with b and c strings that do not contain a 0. So b0 and 0 c have length at most Ž . Ž . T L q 1 s L q 1. In the latter case, a is of the form bLc, with thẽ Ž . length of bL and Lc at most T Ј L q 1 s L q 1. In both cases, the length Ž . of a is at most 2 L q 1.
Ž .
Remark 3.4. The bound of Lemma 3.3 ii is sharp: consider the sequences Ž . and NЈ S also contains a unique element, n n n n n n иии
Ä 4 We will now first count the number of typical sequences in 0, 1, . . . , L * that contain their smallest integer m once. There is a unique correspon-Ä dence between such typical sequences and pairs of subsets S , S : m q . Ž . N S in reversed order, and m b the unique element of N S . So, the 1 2 number of typical sequences that contain their smallest element once is
As each typical sequence contains its smallest integer once, or its largest integer once, and those of the latter type can be counted similarly, the result follows.
Ž . DEFINITION 3.6. Let a 1 иии n be a sequence. We define E a as the set of extensions of a:
Ž . Ž Hence each element of E a is of the form a , a , . . . , a , Ž . Ž . we say that a i is repeated in this interval in a* .
Ž . Ž . LEMMA 3.6. If a* g E a then a* s a .
Proof. In computing a* we may start by removing all repetitions. Without loss of generality, suppose that a F a . Take 
If we take such that p G p for all i and q G q for all j i i j j Ž . Ž . then also aЊ g E a* and bЊ g E b* .
Next we show that if two sequences can be ''improved,'' then also the sum can be improved. Now change the extensions a* and a U into a** and a UU by repeating a 0 0 i p q times in a** and repeating each corresponding element in a U q times.
We then have a UU F a UU . In a similar way we obtain new extensions b 
either the last occurrence of a repetition of a value a or of a value b , we j j Proof. We have a U s a . For every i, 2 F i F k, there are at most two
choices for a : either we repeat the last element a s a or we take Ž . 
Ž . Ž . Proof. There are extensions aЈ* g E aЈ , a* g E a , bЈ* g E bЈ , and
This proves the lemma. 
with ␣ appearing at least once in each a . This split clearly is possible
Since a g E a , a is obtained from a by removing repetitions of elements in a. Clearly, ␦ contains no repetitions, and no i Ž . typical operation is applicable to it. If the split ␦ , ␦ is of the second 1 2 type, the proof is similar. Hence the lemma follows.
We extend the results on integer sequences to lists of integer sequences. w x Ž Ž1. Ž2. Ž n . . We use the notation a to represent a list a , a , . . . , a , where each a Ž i. represents an integer sequence. For short, we call a list of integer sequences also a list. We start with some notations.
1. The length of a list is the number of integer sequences in the list. we write a F b if a F b for each i. 5. For two such lists with the same length in the strong sense we use w x w x Ž Ž1.
Let a s a , . . . , a be a list. The set of extensions of a is defined as
of the same length is defined as
Ž . Most results on integer sequences trivially extend to lists of integer sequences. We summarize them in the following lemma. 
A DECISION ALGORITHM FOR PATHWIDTH
In this section we give a decision algorithm for the pathwidth F k Ž . problem for fixed k. We assume we have a nice tree-decomposition X, T Ž . of the graph G s V, E of width at most l. We consider partial pathdecompositions, rooted at nodes i g I. We first define the ''characteristic of a partial path-decomposition'': this isᎏin essenceᎏthe information of this partial path-decomposition that is sufficient to see whether it can be extended to a path-decomposition of G. Ž q . .
Characteristic Path-Decompositions
where each subset Y is repeated at least once.
y ,y , . . . , y be the list of integer sequences with y s Ž .
3
Proof. This follows directly from Lemma 3.1 and Lemma 3.5. 
LEMMA 4.2. If some full set of characteristics at a node i is non-empty, then every full set of characteristics at this node is non-empty. A full set of characteristics is non-empty if and only if the pathwidth of G is at most k. i
Proof. This follows directly from Definition 4.6.
An important consequence of Lemma 4.2 is that the pathwidth of G is at most k, if and only if any full set of characteristics at the root of the tree-decomposition is non-empty. In the next four subsections we show Ž . how to compute a full set of characteristics at a node p in O 1 time, when a full set of characteristics of all the children of p is given.
A Full Set for a Start Node

Ä 4
We may assume that X contains one vertex; i.e., X s¨for some Ž Ä 4. л,¨, л , л,¨,¨, л , and¨. For each of these, we put its characteristic in the full set.
A Full Set for a Join Node
Let p be a join node with children q g I and r g I. By definition X s X s X , since we are using a nice tree-decomposition. vertices of X in X and in X .
.3. Let FS q FS r be a full set of characteristics at node q Ž .
r , q and r the children of join node p. Then
is a full set of characteristics for p.
Proof. We prove this theorem with help of some intermediate results.
Ž . We first show that an element of FS p is indeed a characteristic of a partial path-decomposition at node p. The following lemmas will be useful. 
. We write Y Ž u. for the set of the partial path-decomposi-
. We obtain a path-decomposition Y * as
a partial path-decomposition with the same characteristic, and that the list w x w x Ž . y* of Y * satisfies y* g E y . The lemma now follows with induction oñ the number of typical operations. DEFINITION 4.7. Let p be a join node with children q and r. Let A be a path-decomposition rooted at q and let B be a path-decomposition rooted at r, such that the restrictions of A and B are the same. Then we write C s A j B for the path-decomposition rooted at p obtained by C s A j B for all i. 
Ž . Ž .
Ž .
t t 1 w w x w x w x Ž w x. w x w x w x Clearly aЈ g E a* since a g E a . Let c g a* [ b with Žw x. max c F k q 1. By Lemma 3.21.5 we may conclude that there is a list w x w x w x w x w x w x cЊ g E c such that cЊ g aЈ [ b . Hence there are extensions aЊ g w x w x w x w x w x w x w x E aЈ and bЊ g E b such that cЊ s aЊ q bЊ . Notice that since cЊ g w x Žw x. E c also max cЊ F k q 1. Ž . w x Now take extensions AЊ g E A , corresponding with the extension aЊ , Ž . w x Ž w x and BЊ g E B corresponding with bЊ . Define CЊ s AЊ j BЊ since aЊ w x . and bЊ have the same length in the strong sense CЊ is well defined . By Lemma 4.6 CЊ is a partial path-decomposition rooted at p. The list of CЊ is w x w x w x w x cЊ and hence CЊ has width at most k. Finally, since cЊ g E c : cЊ s w x Ž . Ž w x. c Lemma 3.21.2 . Hence the characteristic of CЊ is Z, c g Ž . FS p .
Ž . LEMMA 4.8. FS p is a full set of characteristics.
Proof. Let Y be a partial path-decomposition rooted at p of width at most k. We show that there is a partial path-decomposition
Let A be the sub-decomposition of Y for G and let B be the 
< <
This proves Theorem 4.3.
Note that Theorem 4.3 implies that a full set of characteristics for a join Ž . node p can be computed in O 1 time, given the full sets of children p and q.
A Full Set for a Forget Node
Let p be a forget node with child q. Then G s G and by Definitions p q 2.6 and 2.7 X ; X and X contains exactly one vertex, say x, which is pnot in X . We call x the forgotten element of p. We first show how to p Ž . compute the full set of characteristics FS p from the full set of character-
. Since Z is a path-decomposition for the subgraph induced by
X there is a consecutive number of subsets in Z which contain the q forgotten element x. We remove x from these sets, and remove consecutive subsets which are now the same. Obviously, the following lemma holds.
LEMMA 4.9. ZЈ is an inter¨al model for p.
Let i F j be such that Z is the first subset Z which contains x and Z t t i j is the last subset containing x. Notice that the number of subsets in Z is at most two more than the number of subsets of ZЈ; namely Z can become Ž .
Ž .
w x w x and change the typical list y into yЉ as in the former case. 
Proof. To prove the correctness we first show that an element of FS p is a characteristic of a partial path-decomposition rooted at p.
Ž . LEMMA 4.11. FS p is a set of characteristics.
Ž w x. Ž . Proof. Let ZЈ, c g FS p . We show that there is a partial pathdecomposition rooted at p with this characteristic.
Ž w x. Ž . ŽŽw x. Let Z, y be the corresponding characteristic in FS q i.e., ZЈ, c Ž w x. . is computed from Z, y by the algorithm described above . There exists a partial path-decomposition Y rooted at q, with this characteristic. Y is also a partial path-decomposition rooted at p. By Lemma 4.9 the interval model of Y at node p is ZЈ. We prove that the typical list is computed correctly. This is clearly the case when ZЈ s Z. Consider the second case: Ä 4 w x the number of subsets in ZЈ is one less and Z s Z _ x . Let y be the Proof. Let Y be a partial path-decomposition rooted at p of width at most k. We show that there is a partial path-decomposition
Y is also a partial path-decomposition rooted at q, since G s G . This ends the proof of Theorem 4.10.
Ž .
So, the full set of a forget node can be computed in O 1 node, given the full set of its child.
A Full Set for an Introduce Node
In this subsection, we consider the case in which p is an introduce node Ä 4 with child q. Now V s V j x for some vertex x f V . We call the pvertex x introduced at p. Note that all neighbors of x in G belong to X . p p Ž . Suppose we have a full set of characteristics FS q for q. We give a Ž . Ž . procedure to compute a set FS p , and then we prove that this set FS p is a full set of characteristics for p.
Ž . The computation of FS p is certainly not the most efficient one possible, but is given here for a somewhat simpler presentation. Ž We first make a list of all feasible interval models for the node p a minimal path-decomposition for the subgraph induced by X is a feasible p . interval model for p . We then check, for each feasible interval model, if Ž . there is a characteristic in FS q which can be ''extended'' to a characteristic for X with this interval model. Clearly, this algorithm might not be the p Ž . most efficient one for computing FS p , since there could be many feasible interval models which are in fact not interval models. ALGORITHM.
Step 1. Make a list Q of all minimal path-decompositions for the Ž . subgraph induced by X Definition 3.4 . 
If the number of subsets in
Žw.
Notice that in the last case, if i s j then we split c into three parts; i.e., first split it into two parts and then split the second part again.
Ž .
Step 5. Stop. The computation of FS p is completed.
Ž . THEOREM 4.13. The set FS p computed by the algorithm is a full set of characteristics for the introduce node p.
Ž .
Proof. First we demonstrate that every element in FS p is a characteristic of a partial path-decomposition rooted at p. Ž . LEMMA 4.14. FS p is a set of characteristics.
We show that there is a partial pathdecomposition rooted at p with this characteristic.
Ž w x. Ž . Ž w x. Let ZЈ, y be the corresponding characteristic in FS q ; i.e., Z, d is computed from this characteristic by the algorithm described above.
Ž . Proof. Let Y be a partial path-decomposition Y rooted at p of width at most k. We show that there exists a partial path-decomposition
Ž . Let YЊ be the sub-decomposition of Y for G . Since FS q is a full set 
y s y , . . . , y , y , . . . , y , y , . . . , y .
Ž . 
It follows that the characteristic of Y † is computed by the algorithm in the second case of step 4.
The other cases are similar.
This ends the proof of Theorem 4.13.
Again, we have a procedure that computes a full set from a full set for Ž . the child node in O 1 time.
The Decision Algorithm
From the previous sections, it now easily follows that we can decide Ž . whether ''pathwidth G F k,'' given the nice tree-decomposition of G of width F l, in time, proportionally to the number of nodes of this treedecomposition, which is linear in the number of vertices of G. We compute for all nodes of T a full set of characteristics, starting at the leaves, and going up in the tree. The pathwidth of G is at most k, if and only if the full set for the root node is non-empty.
Ž . As we spent O 1 time per node of T, the total time is linear in the number of nodes of T, i.e., linear in the number of vertices of G.
A DECISION ALGORITHM FOR TREEWIDTH
In this section, we give an explicit algorithm that, given a graph G s Ž . V, E with a nice tree-decomposition of G of width F l, decides whether the treewidth of G is at most k. The algorithm uses time, linear in the Ž< <. number of nodes of the nice tree-decomposition, which is O V .
The method we use is an extension of the method we used in the previous section for the pathwidth problem. We use one main new concept Ž . here: the trunk of the tree in the tree-decomposition of width F k .
The Characteristic of a Tree-Decomposition and Full Sets
Note that we work with two types of tree-decompositions: the nice ŽÄ 4 Ž .. tree-decomposition NT s X ¬ i g I , T s I, F of G of width F l, and i the tree-decompositions of G or subgraphs of G of width F k. In this section, we define the characteristic of a tree-decomposition. First we note that we may restrict ourselves to tree-decompositions which are minimal in some sense. Clearly, if D is a tree-decomposition, it can be transformed to a treedecomposition which is non-trivial. Notice that if x is a leaf and if y is the father of x, then x is exactly maximal if S is not a subset of S . is not contained in the set X , j the neighbor of i in T, and hence is not j contained in any set X , j g I. So T has at most n leaves. Using standard j arguments, it follows that the number of nodes of degree at least 3 in T is at most n y 1. Since adjacent subsets are different, we can use Lemma 3.1 to see that each path in T with all vertices of degree 2 can have length at Ž . Ž . most 2 n y 1. It follows that T has at most 2 n y 2 2n y 1 vertices of 2 Ž . degree 2. Hence, the total number of nodes in T is at most 2 n y 1 .
The node i g I in the definition below denotes a node in the nice tree-decomposition NT of G of width F l. Recall Definition 2.3 of a rooted subgraph. DEFINITION 5.4. A partial tree-decomposition rooted at a node i g I is a tree-decomposition for G , i.e., the subgraph rooted at i. 
The characteristic of a partial tree-decomposition consists of three parts. We call the first part of the trunk of the tree-decomposition.
Ž
. D EFINITION 5.6. Let Y s SY, TY be a partial tree-decomposition rooted at a node i. The trunk of Y is a tree T T defined as follows. First take Ž . the restriction of Y, say Y * s SY *, TY . Next, recursively remove leafs of TY for which the corresponding subsets of SY * are not maximal in SY *. Finally, remove those vertices of the tree which have degree 2 and make the two neighbors adjacent. The filled trunk is the set of all trunk nodes and all nodes on a path between trunk nodes in TY. Proof. Every leaf node of the trunk of Y contains at least one unique vertex, not in any other trunk node. So the trunk has at most k q 1 leaf nodes, and hence it cannot have more than k y 1 nodes of degree G 3.
We now define the tree model of a partial tree-decomposition in Ž . analogue of the interval model defined in Definition 3.3. Let Y s SY, TY Ž . Ž .
Ž . Recall Definition 4.6 for the full set of characteristics. We define the full set of characteristics for partial tree-decompositions.
Ž . DEFINITION 5.11. A set of characteristics FS i of partial tree-decompositions rooted at some node i of width at most k is called a full set of characteristics if for each partial tree-decomposition Y rooted at i and of
FS i .
In the following sections we show how to compute a full set of characteristics for each node from the full sets of characteristics of the children of the node.
A Full Set for a Start Node
Ä 4
Again, we may assume that X contains one vertex; i.e., X s¨for p p some¨g V. Note from Lemma 5.2 that a minimal tree-decomposition of G has one node. So, there is a unique, one node minimal tree-decomposi-
Ž . compute the full set of characteristics rooted at p in O 1 time: this set contains only the characteristic of this minimal tree-decomposition.
A Full Set for a Join Node
Let p be a join node with children q and r. By definition, X s X s X .
Ž . Suppose we have full sets of characteristics FS q and FS r for the nodes Ž . q and r. We give a procedure to compute a set FS p , and then prove that Ž . FS p is a full set for p.
gFS r i.e., with the same tree model , compute for every e egT T edge e of the trunk the list
. 
Ž . Ä 4
Ž . Clearly, these computations can be done in time, depending on only the Ž . Ž . sizes of FS q and FS r , hence in constant time. We now prove that this construction indeed computes a full set of characteristics for p. The following notion of the join of two partial tree-decompositions will be useful.
Ž . Let p be a join node with children q and r. Let A s SA, TA be a Ž . partial tree-decomposition rooted at q and let B s SB, TB be a partial Ž . tree-decomposition rooted at r. Let AЈ s SAЈ, TA be the restriction of Ž . Aand let BЈ s SBЈ, TB be the restriction of B. From the trees TA and TB recursively remove leaves which are not maximal in the restriction.
Call these new trees TA* and TB*, and let SA* and SB* be those subsets of SAЈ and SBЈ corresponding with nodes in TA* and TB*, respectively. Assume that SA*, TA* s SB*, TB* . 2
We define a tree-decomposition C rooted at p as follows. Define a tree TC by taking the union of TA and TB and by identifying the nodes of TA* and TB*. For each node x of TC, define a subset SC as Ž . Ž .
e e e g T T e g T T
There exists a partial tree-decomposition of width at most k and rooted at p with this characteristic.
e e e g T T e g T T w x
Ž . Ž . Ž .
Ž .
egT T e e e e w U x Ž . where a as defined in 1 . It is easy to verify that the proof of Lemma e 4.7 generalizes to obtain the following result. There exist partial treedecompositions AЊ rooted at q and BЊ rooted at r with characteristics Ž . Ž . C A and C B , respectively, such that CЊ s AЊ j BЊ is well defined and has characteristic C. Žw T x . Ž . in 1 . This proves the theorem.
It follows that FS p is a full set of characteristics for the join node p, Ž . Ž . Ž . which can be computed in O 1 time, given FS q and FS r .
A Full Set for a Forget Node
Let p be a forget node with child q, and let x be the ''forgotten'' Ä 4 element, i.e., X s X y x . Again, we first give a procedure to compute the set SY U , with wЈ the neighbor of w in TY *. Necessarily, z s x. So, the 
Ž .
Proof. Y is also a partial tree-decomposition rooted at q. Since FS q is a full set of characteristics, there is a partial tree-decomposition Y Ј with Ž .
It is shown that the characteristic of YЈ is computed correctly for node p. We have to show that YЈ $ Y holds for node p. Since Y and YЈ have the same tree model at q, they also have the Ž same tree model at p see Lemma 5.8; the tree model at p is computed . from the tree model at q . Using Lemma 3.19 it follows that for each edge 
Again, we can compute the full set for a forget node in O 1 time, given the full set for its child.
A Full Set for an Introduce Node
Let p be an introduce node with child q. Let x be the vertex introduced Ä 4 at p, i.e., X s X j x . We first give a procedure that computes a p q Ž . Ž . Ž . set FS p , given a full set FS q for q, and then prove that FS p is a full set of characteristics for p. For reasons of simplicity we apply the same method as in Section 4.5: First we compute all minimal treedecompositions for X . Notice that by Lemma 5.2 this can be done in 
e e e e Ž . be the interval model for e s c, d in T. In T* this interval model is split in two parts:
for e s c, b
for e s b, d .
Ž .
Ž . Consider the typical list for e in T :
The typical sequence
Ž
. Ž .
Notice that, by Lemma 3.20, and are typical sequences. When the node b is a node in T T, the interval model and typical list are not split.
Finally, we have to describe the typical sequence for the edge
i.e., consists of one element .
Step 4. Stop. The computation of FS p is completed.
In
Step 3 of the algorithm, we claim that the trunks T T and T T * differ only in some specified way. We start by proving this.
LEMMA 5.12. If the trunks T T and T T * are different, then there is exactly one leaf a of T T * which is not a leaf of T T. Let b be the neighbor of a in T T *. If b is of degree three in T T * then b is not a node in T T. In this case the two other neighbors of b are adjacent in T T.
Proof. Let Y * be a minimal tree-decomposition for the subgraph Ž Ž . . induced by X with tree-model T T *, Z . The trunk T T is obtained by p e e g T T removing x from all subsets and then computing the trunk of the result. Assume that the trunks are not the same. Then clearly, there must be a leaf in T T * which is not a node of T T. Hence the subset corresponding with a is not maximal in T T. It follows that x is contained only in this subset.
Ž . FS p is the characteristic of a partial tree-decomposition rooted at node p.
, y be the characteristic in FS q e egT T e egT T Ž . from which C* is computed by the algorithm. Since FS q is a full set of Ž . characteristics for q, there exists a partial tree-decomposition Y s SY, TY rooted at q with characteristic C. By Lemma 4.5 we may assume that w x Ž w x. y g E y for every edge e g T T. We show how to compute a partial to a node of P in TY *. Make P adjacent to i in TY . 0 Ž . Ž . We now have shown that FS p , which can be computed in O 1 time Ž . from FS q , is a full set of characteristics for p.
The Decision Algorithm
Ž .
Again, it now directly follows that we can decide in O n time whether the treewidth of input graph G is at most k, given a nice tree-decomposition of G of width F l. This is done similarly as for the pathwidth problem; cf. Section 4.6.
TURNING DECISION ALGORITHMS INTO CONSTRUCTION ALGORITHMS
In the previous sections, we showed how to obtain decision algorithms for the ''pathwidth F k'' and ''treewidth F k'' problems. We now show that also, if existing, corresponding path-and tree-decompositions of width F k can be constructed, in linear time.
The first step of the construction algorithms is to run the decision algorithms. Clearly, if these output that the treewidth or pathwidth of the input graph is larger than k, then we are done. Otherwise, the full set of characteristics of the root node of the nice tree-decomposition is nonempty. Take an arbitrary characteristic from the full set of the root node.
We will describe a recursive procedure that for a characteristic c p from a full set of characteristics at node p computes a certain representation of ŽÄ Z, a g FS q , Z, b g FS r , c g a y Z [ b . Recursively, compute the representations of the path-decompositions Ž w x. Ž w x. with characteristic Z, a , Z, b . As in the proof of Lemma 4.7, we can now compute the representation for a path-decomposition with char- pointer modifications are sufficient to do this. In case of the treewidth problem, we do the same as described above for each trunk edge. In some cases, we must link two linked lists of pointers to Ž . one linked list, which also costs O 1 pointer operations.
The total work to compute a representation for a tree-decomposition with characteristic in the full set of the root node is linear in the sum of < < V and the number of nodes in the given nice tree-decomposition of G of width F l. Note that this tree-decomposition is a tree-decomposition of G of width F k. w x Ž . Reed 35 has found an O n log n algorithm that, when given a graph Ž . Gs V, E , either decides that the treewidth of G is at most k or finds a Ž . Ž . tree-decomposition of G of width O k for fixed k . Combining this Ž . result with Theorem 6.1 directly gives O n log n algorithms for the ''treewidth F k'' and ''pathwidth F k'' problems.
COMPUTING THE PATHWIDTH OF GRAPHS WITH BOUNDED TREEWIDTH
In this section, we show that the algorithms given in this paper can also be used to compute the pathwidth of graphs with bounded treewidth in polynomial time. So, we assume a fixed upper bound on the treewidth of the input graphs, but the pathwidth of the input graphs, which must be computed, is not a priori bounded by some constant. Most important for our discussions here are Lemma 3.5, and the following fact. w x Ž . THEOREM 7.1 14 . Let G s V, E be a graph with treewidth F l. Then Ž . < < the pathwidth of G is at most l q 1 log V .
In the remainder of this section, we suppose that l is a fixed constant, Ž . and we want to decide whether a given graph G s V, E with treewidth at most l has pathwidth at most a given integer k. By Theorem 7.1, we may Ž . < < assume that k F l q 1 log V , otherwise the problem is trivially solvable.
< < We write n s V .
The first step of our algorithm is to find a nice tree-decomposition ŽÄ 4 Ž .. X ¬igI , Ts I, F of G with treewidth F k. Clearly, this can be i . integers and vertices appearing . By Proposition 7.2, the former number is Ž . polynomial in n, and the latter is O log n . p is an introduce node. Consider the procedure given in Section 4.5.
< < Note that Steps 1 and 2 can be done in constant time, as X F l q 1.
Step follows that the computation of a full set at p takes polynomial time.
Ž . So, for each p g I, we can compute a full set of characteristics FS p in polynomial time, given full sets for the children of p. So, in polynomial time, we have a full set for the root node of T. As before, the pathwidth of G is at most k, if and only if the full set of the root node is non-empty.
It is not hard to see that one can turn the decision algorithm into a polynomial time algorithm that also constructs the path-decompositions of minimum width, using the approach described in Section 6. Note that the running time of our algorithm is quite large: already the Ž 4 lq3 . bound on the size of the full sets in Lemma 3.5 is ⍀ n .
FINAL REMARKS
On the Constant Factors
The algorithms discussed in Section 7 can be considered to be of only theoretical interest. The algorithms discussed in this paper for the case
Related Results and Open Problems w x
Recently, the algorithms given in this paper have been used in 13 to obtain a linear time algorithm that, given a graph G, decides whether G has treewidth at most k and, if so, finds a tree-decomposition of width Ž . Ž Fk k fixed . Clearly, a similar results holds for pathwidth cf. Theorem . 6.1 . w x Bodlaender and Hagerup 16 have recently found a parallel variant of the algorithms of Theorem 6.1, which uses logarithmic time and has Ž Ž < < < < Ž< <.. optimal speedup i.e., it uses O V q I rlog V processors. Additionw x ally, they give a parallel variant of the algorithm in 13 , which has optimal speedup.
The results in this paper resolved some interesting open problems concerning the complexity of computing the treewidth or pathwidth for special classes of graphs. We mention some other interesting, remaining open problems in this area: what are the complexities of computing the treewidth of planar graphs, the pathwidth of circular arc graphs, and the treewidth or pathwidth of line graphs? Also, it seems an interesting research subject to try to obtain more efficient algorithms for computing the pathwidth of special classes of graphs with bounded treewidth, like the outerplanar graphs, Halin graphs, or graphs with treewidth 2 or 3.
