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Abstract: The article considers the Dirichlet problem for a high-order mixed-type equation
that splits into factors, each of which is a Lavrentiev-Bitsadze equation with its own excellent
coefficient. Sufficient conditions are found for the coefficients under which the problem has a
classical solution.
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1.Introduction. Consider a partial differential equation
Lu ≡


n∏
j=1
(
a2j
∂2
∂x2
+ sgny
∂2
∂y2
)
u (x, y) = 0, (1)
in a rectangular area Ω = {(x, y) : 0 < x < 1,−1 < y < 1} , где 0 < ai ∈ R, ai > aj при
i > j. Пусть Ω+ = Ω ∩ (y > 0) , Ω− = Ω ∩ (y < 0) .
Dirichlet problem. Find the function u(x, y) in the domain D satisfying the conditions:
u ∈ C2n−1 (Ω) ∩ C2n (Ω+ ∪ Ω−) , (2)
Lu (x, y) ≡ 0, (x, y) ∈ Ω+ ∪Ω−, (3)
D2sx u (0, y) = D
2s
x u (1, y) = 0, −1 ≤ y ≤ 1, (4)
D2sy u (x, 1) = ϕs (x) , 0 ≤ x ≤ 1, (5)
D2sy u (x,−1) = ψs (x) , 0 ≤ x ≤ 1, (6)
where s = 0, n − 1, ϕs (x) , ψs (x) -sufficiently smooth and terms of agreement works for
them. Equation in the form
Lu ≡


n∏
j=1
(
∂2
∂t2
− a2j∆+ cj
)
u (t, x) = f (t, x) ,
where
∆ =
∂2
∂x21
+
∂2
∂x22
+ ...+
∂2
∂x2m
, aj , cj ∈ R, j = 1, 2, ..., n,
are found in the classical theory of elasticity [1], as well as in quantum theory field [2]. The
importance of studying equations of type (1) was noted by A.V. Bitsadze [3]. Equation (1), in
which all coefficients are equal, were studied in the works of M.M.Smirnov [4], [5], V.I. Zhegalov
[6], and K. B. Sabitova [7], [8]. We also note [9], in which operator equations were considered.
High-order equations with smooth coefficients, such as equation (1), were studied in [10] - [13]
and others. For n = 1, equation (1) is the well-known Lavrentiev–Bitsadze equation for which
A.V.Bitsadze showed the incorrectness of the Dirichlet problem [14]. Recently, many specialists of
the Lavrentiev-Bitsadze type equation, using the spectral method, have studied various boundary
value problems [15], [16] and others. In these works ([15], [16] and others) sufficient conditions
were obtained for the coefficient a1 for which the boundary value problems under consideration
have a classical solution.
In this paper, a criterion for the uniqueness of a solution to the Dirichlet problem is
established. The solution is constructed as a sum over the eigenfunctions of the one-dimensional
problem. When substantiating the convergence of a series, the problem of “small” denominators
1
arises. Sufficient conditions are obtained for the coefficients aj (j = 1, ..., n) , for which exists a
classical solution of the Dirichlet problem.
2.The uniqueness of the solution. Let u(x, y) be a solution of equations (1) with
conditions (2) - (6). Consider its Fourier coefficients
uk (y) =
√
2
1∫
0
u (x, y) sinpikxdx, k = 1, 2, ... . (7)
Based on (7), we introduce the functions
uk,ε (y) =
√
2
1−ε∫
ε
u (x, y) sinpikxdx, (8)
where ε > 0 is a fairly small number. Differentiating equality (8) with respect to y under the
sign of the integral 2n times, for y > 0 and y < 0, given equation (1) and passing to the limit
as ε→ +0, taking into account the boundary conditions (4) - (6), the continuity of the function
u(x, y) and its derivatives on the line y = 0, we get the following task:

n∏
j=1
(
−(ajkpi)2 + sgny ∂2∂y2
)
u (x, y) = 0,
u2sk (1) = ϕsk,
u2sk (−1) = ψsk,
u
(t)
k (+0) = u
(t)
k (−0) , s = 0, n− 1, t = 0, 2n − 1.
(9)
where
ϕsk =
√
2
1∫
0
ϕs (x) sinpikxdx, ψsk =
√
2
1∫
0
ψs (x) sinpikxdx .
Then, for y > 0, the general solution of equation (9) has the form
uk (y) =
n∑
j=1
(
c2j−1e
ajpiky + c2je
−ajpiky
)
,
u
(2m)
k (y) = (pik)
2m
n∑
j=1
(
c2j−1a
2m
j e
ajpiky + c2sa
2m
j e
−ajpiky
)
,
where
m = 0, ..., 2n − 1.
For y < 0
uk (y) =
n∑
s=1
(d2s−1 cos pikasy + d2s sinpikasy),
u
(2m)
k = (pik)
2m
n∑
s=1
(
d2s−1(−1)ma2ms cos (pikasy) + d2s(−1)ma2ms sin (pikasy)
)
.
Satisfying the boundary conditions, we obtain the system

n∑
s=1
(
c2s−1a
2m
s e
pikas + c2sa
2m
s e
−pikas
)
= ϕmk
(pik)2m
,
n∑
s=1
(
d2s−1a
2m
s cos pik (−as) + d2sa2ms sinpik (−as)
)
= (−1)m ψmk
(pik)2m
,
m = 0, ..., n − 1,
n∑
s=1
(
c2s−1a
t
s + c2s(−as)t
)− n∑
s=1
(
d2s−1a
t
s cos
pit
2 + d2sa
t
s sin
pit
2
)
= 0,
t = 0, ..., 2n − 1.
(10)
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The structure of the main determinant of system (10) has the form:
∆ = ∆1 (∆2 +∆k) ,
where
∆1 = e
pik(a1+...+an)
∣∣∣∣∣∣∣∣∣∣
1 1 . . 1
a21 a
2
2 . . a
2
n
a41 a
4
2 . . .
. . . . .
a
2(n−1)
1 a
2(n−1)
2 . . a
2(n−1)
n
∣∣∣∣∣∣∣∣∣∣
= epik(a1+...+an)
∏
j>s
(
a2j − a2s
)
,
∆2 =
(
− i
2
)n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0...
.
0
.
e−ipika1
.
eipika1 ...
.
e−ipikan
.
eipikan
.
0... 0 an−11 e
−ipika1 an−11 e
ipika1 ... an−1n e
−ipikan an−1n e
ipikan
1... 1 1 1 1 1
−a1... −an ia1 −ia1... ian −ian
. . . . . .
(−a1)2n−1 ... (−an)2n−1 (ia1)2n−1 (−ia1)2n−1 ... (ian)2n−1 (−ian)2n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
lim
k→+∞
∆k = 0.
Theorem 1. ЕIf there is a solution to the Dirimhlet problem, then it is unique only if the
condition ∆ 6= 0 is satisfied, for all k
Proof. Suppose that ∆ 6= 0 and boundary conditions (4) - (6) are homogeneous, while
system (10) has only the trivial solution uk (y)
equiv0,for all numbers k. So u (x, y) = 0 almost everywhere, but since u (x, y) is continuous in Ω,
then u (x, y) ≡ 0 inΩ. Now, for some values ??of k, let the main determinant of ∆ = 0.Then the
homogeneous Dirichlet problem will have a nonzero solution, which will violate the uniqueness
of the solution. Theorem is proved.
3.Existence of solution. Having made some transformations, we have
∆2 = C1i
n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0...
0...
.
0
0
.
e−ipika1
0
.
eipika1 ...
0...
.
0
0
.
0
0
.
0... 0 0 0... e−ipikan eipikan
1... 1 1 1 1 1
a1... an −ia1 ia1... −ian ian
. . . . . .
a2n−11 ... a
2n−1
n (−ia1)2n−1 ia2n−11 ... (−ian)2n−1 ia2n−1n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
where 0 6= C1 is a certain number which is independent from k.
Now we state the following theorem, which gives an estimate for the function uk (y) and its
derivatives.
Theorem 2.To solve uk (y) problem (9), for y 6= 0 and sufficiently large values of k,
estimates
u
(j)
k (y) ≤Mkj
n−1∑
s=0
(|ϕsk|+ |ψsk|)
|∆2 +∆k| , (11)
where
0 < M = const, j = 0, 1, ..., 2n − 1.
Proof. Assume, y < 0 ( case y > 0 considered similarly)and all constants will be denoted
by a single letter M . From the representation of the solution to problem (9) we obtain∣∣∣u(j)k (y)∣∣∣ ≤Mkj |uk (y)| ,
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hence it is sufficient to prove the estimate in cases j = 0. We have
|uk (y)| ≤
n∑
s=1
(|d2s−1|+ |d2s|),
|d2s−1| =
∣∣∣∣∆(d2s−1)∆
∣∣∣∣ ≤M
n∑
s=1
{|ϕks|+ |ψks|} ·O (|∆1|)
|∆1 (∆2 +∆k)| ≤M
n∑
s=1
{|ϕks|+ |ψks|}
|∆2 +∆k| ,
similarly
|d2s| =
∣∣∣∣∆(d2s)∆
∣∣∣∣ ≤M
n∑
s=1
{|ϕks|+ |ψks|}O (|∆1|)
|∆1 (∆2 +∆k)|
≤M
n∑
s=1
{|ϕks|+ |ψks|}
|∆2 +∆k|
,
here ∆(d2s−1) ,∆(d2s) determinants obtained from the determinant ∆ by replacing the
corresponding columns with the right-hand side of system (10).
Theorem is proved.
As can be seen from (11), the “small denominator” problem may arise. Let us find out the
conditions for the separation from zero of the denominator in expression (11). To do this, it is
enough to obtain the conditions for the ∆2. expression to be separated from zero. Consider ∆2,
for some particular values ??of aj.
1. Let aj ∈ N, for j = 1, 2, ..., n. Then
∆2 = C1i
n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 ... 0 (−1)ka1 (−1)ka1 ... 0 0
0 ... 0 0 0 ... 0 0
. . . . . . . .
0 ... . . . ... (−1)kan (−1)kan
1 ... 1 1 1 ... 1 1
a1 ... an −ia1 ia1 ... −ian ian
. . . . . . . .
a2n−11 ... a
2n−1
n (−ia1)2n−1 (ia1)2n−1 . (−ian)2n−1 (ian)2n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
= C1i
n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 ... 0 (−1)ka1 0 ... 0 0
0 ... 0 0 0 ... 0 0
. . . . . . . .
0 ... . . . ... (−1)kan (−1)kan
1 ... 1 1 0 ... 1 0
a1 ... an −ia1 2ia1 ... −ian 2ian
. . . . . . . .
a2n−11 ... a
2n−1
n (−ia1)2n−1 2 (ia1)2n−1 . (−ian)2n−1 2 (ian)2n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
= C2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 ... 1 0 ... 0
a21
.
...
.
a2n
.
0
.
...
.
0
.
a2n−21 ... a
2n−2
n 0 ... 0
a1 ... an 2ia1 ... 2ian
. . . . . .
a2n−11 ... a
2n−1
n 2 (ia1)
2n−1 ... 2 (ian)
2n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
= C2
∣∣∣∣∣∣∣∣
1 ... 1
a21 ... a
2
n
. . .
a2n−21 ... a
2n−1
n
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
2ia1 ... 2ian
2 (ia1)
3 ... 2 (ian)
3
. . .
2 (ia1)
2n−1 ... 2 (ian)
2n−1
∣∣∣∣∣∣∣∣ 6= 0,
here C2 - non-zero constant, independent from k.
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Conclusion: ∆2,up to a sign, does not depend on k and is nonzero, for aj ∈ N, j =
1, 2, ..., n.
2. Let now aj ∈ Q, ∀j, then we have
∆2 = C1i
ne−ipik(a1+a2+...+an)∣∣∣∣∣∣∣∣
1 1 . 1 1− e2ipika1 . . 1− e2ipikan
a1 a2 . an ia1 − (−i) a1e2ipika1 . . ian − (−ian) e2ipikan
. . . . . . . .
a2n−11 a
2n−1
2 . a
2n−1
n (ia1)
2n−1 − (−ia1)2n−1 e2ipika1 . . (ian)2n−1 − (−ian)2n−1 e2ipikan
∣∣∣∣∣∣∣∣ ,
using the following qualifier property∣∣∣∣ a+ b c+ dk + l n+m
∣∣∣∣ =
∣∣∣∣ a ck n
∣∣∣∣+
∣∣∣∣ a dk m
∣∣∣∣+
∣∣∣∣ b cl n
∣∣∣∣+
∣∣∣∣ b dl m
∣∣∣∣ ,
then we have
∆2 = C1i
ne−ipik(a1+a2+...+an)∆3,
where
∆3 = (a1, ..., an, ia1, ..., ian)− (a1, ..., an,−ia1, ia2, ..., ian) e2ipika1−
− (a1, ..., an, ia1,−ia2, ia3, ..., ian) e2ipika2 − ...
− (a1, ..., an, ia1, ...,−ian) e2ipikan+
+(a1, ..., an,−ia1,−ia2, ..., ian) e2ipik(a1+a2) + ...+
+(a1, ..., an,−ia1, ia2, ..., ian−1,−ian) e2ipik(a1+an)+
+(a1, ..., an, ia1,−ia2,−ia3, ia4..., ian) e2ipik(a2+a3) + ...+
+(a1, ..., an, ia1,−ia2, ia3, ..., ian−1,−ian) e2ipik(a2+an)
...+ (−1)n (a1, ..., an,−ia1, ...,−ian) e2ipik(a1+a2+...+an),
(12)
here
(b1, b2, ..., bn) =
∏
j>i
(bj − bi).
Let
aj =
sj
tj
, ai + aj =
sij
tij
, ..., a1 + a2 + ...+ an =
s12...n
t12...n
,
where
s1, s2, ..., s12...n, t1, t2, ...t12...n ∈ N, (sj, tj) = 1, j = 1, ..., n;
(sij, tij) = 1, i = 1, ..., n, j = 2, ..., n, i 6= j; ..., (s12...n, t12...n) = 1,
then
kaj = kj +
mj
tj
, k (ai + aj) = kij +
mij
tij
, k (ai + aj + al) = kijl +
mijl
tijl
, ...,
k (a1 + a2 + ...+ an) = k12..n +
m12...n
t12...n
,
where
k1, k2, ...k12...n,m1,m2, ...,m12...n ∈ N ;
0 ≤ ki < ti, i = 1, ..., n;
0 ≤ mij < tij , i = 1, ..., n, j = 2, ..., n, i 6= j;
0 ≤ mijl < tijl, i = 1, ..., n, j = 2, ..., n, l = 3, ..., n, i 6= j 6= l;
0 ≤ m12...n < t12...n = 1.
If all ki, kij , kijl, ..., k12...n are equal to zero, then we come to the first case, therefore, we
assume that there are nonzero integer parts of the fractions ka1, ka2, ..., k (a1 + ...+ an). Now
we transform expression (12) to the form
∆3 (m1,m2, ...,m12...n) = (a1, ..., an, ia1, ..., ian)− (a1, ..., an,−ia1, ia2, ..., ian) e2ipi
m1
t1 −
− (a1, ..., an, ia1,−ia2, ia3, ..., ian) e2ipi
m2
t2 − ...
(13)
− (a1, ..., an, ia1, ...,−ian) e2ipi
mn
tn + (a1, ..., an,−ia1,−ia2, ..., ian) e2ipi
m12
t12 + ...
5
+(a1, ..., an,−ia1, ia2, ..., ian−1,−ian) e2ipi
m1n
t1n +(a1, ..., an, ia1,−ia2,−ia3, ia4..., ian) e2ipi
m23
t23 +...+
+(a1, ..., an, ia1,−ia2, ia3, ..., ian−1,−ian) e2ipi
m2n
t2n ...+(−1)n (a1, ..., an,−ia1, ...,−ian) e2ipi
m12...n
t12...n ,
The number of expressions of the form (13) is finite, therefore, among them one can choose the
minimum value. But the minimum value should be nonzero, therefore, we should exclude the
roots of expressions (13) from consideration. We introduce the notation
z = e
2ipi
M ,
where
M = HOK (ti, tij , tijl, ..., t12...n) ,
then from (13) we obtain
∆3 (m1,m2, ...,m12...n) = (a1, ..., an, ia1, ..., ian)− (a1, ..., an,−ia1, ia2, ..., ian) zm1T1−
− (a1, ..., an, ia1,−ia2, ia3, ..., ian) zm2T2 − ... (14)
− (a1, ..., an, ia1, ...,−ian) zmnTn + (a1, ..., an,−ia1,−ia2, ..., ian) zm12T12 + ...
+(a1, ..., an,−ia1, ia2, ..., ian−1,−ian) zm1nT1n+(a1, ..., an, ia1,−ia2,−ia3, ia4..., ian) zm23T23+...
+(a1, ..., an, ia1,−ia2, ia3, ..., ian−1,−ian) zm2nT2n ...+(−1)n (a1, ..., an,−ia1, ...,−ian) zm12...nT12...n ,
here
Ti =
M
ti
, Tij =
M
tij
, Tijl =
M
tijl
, ..., T12...n =
M
t12...n
,
i = 1, ..., n; j = 2, ..., n; l = 3, ..., n; i 6= j 6= l.
the roots of expression (14) have form:
zj = Aj (m1,m2, ...,m12...n) + iBj (m1,m2, ...,m12...n) , j = 1, ..., V (m1,m2, ...,m12...n) ,
where
V (m1,m2, ...,m12...n) = max (m1T1,m2T2, ...,m12...nT12...n) , Aj , Bj ∈ R.
Hence
e
2ipi
M =
√
A2j +B
2
j e
i arg zj , (15)
for the solvability of equation (15), we require
√
A2j +B
2
j = 1, zj = pi
bj (m1,m2, ...,m12...n)
cj (m1,m2, ...,m12...n)
, bj , cj ∈ N,
then
2
M
=
bj
cj
⇒ 1
M
=
bj
2cj
, (16)
if
HOD (M, 2cj) = 1, j = 1, ..., V, (17)
then equality (16) will not be satisfied and ∆3 (m1,m2, ...,m12...n) 6= 0, that is
|∆3| ≥ min
m1,m2,...,m12...n
|∆3 (m1,m2, ...,m12...n)| > 0.
3.Let aj-irrational number, при j = 1, ..., n.. We obtain the explicit form of the
expression ∆2. The calculations will be performed this time somewhat differently than in the
first two cases. The determinant Delta2 accurate to the sign has the form
∆2 = C1
∑
tj=±1
(−1)lA (t1a1, t2a2, ..., tnan), (18)
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where
A (t1a1, t2a2, ..., tnan) = i
n
(
e−ipik(t1a1+t2a2+...+tnan) (a1, a2,..., an, it1a1, it2a2, ..., itnan)+
+ (−1)n eipik(t1a1+t2a2+...+tnan) (a1, a2,..., an,−it1a1,−it2a2, ...,−itnan)
)
,
t1 = 1, tj = ±1, j = 2, ..., n,
l- quantity of positive tj, the sum of Σ considered by every possible values of tj,
(a1, a2,..., an, it1a1, it2a2, ..., itnan) =
n∏
j=2
j−1∏
s=1
(aj − as)
n∏
j=2
j−1∏
s=1
(itjaj − itsas)·
∏
j>s
(itjaj − as) (itsas − aj)
n∏
j=1
(itjaj − aj) = i
n(n−1)
2 (−1)n
n∏
j=1
aj
n∏
j=2
j−1∏
s=1
(aj − as)·
n∏
j=2
j−1∏
s=1
(tjaj − tsas)
n∏
j=1
(1− itj)
∏
j>s
{
ajas (1− tjts)− i
(
tja
2
j + tsa
2
s
)}
=
= i
n(n−1)
2 (−1)n√2ne− ipi(t1+t2+...+tn)4
n∏
j=1
aj
n∏
j=2
j−1∏
s=1
(aj − as)
n∏
j=2
j−1∏
s=1
(tjaj − tsas)
∏
j>s
((
a2j + a
2
s
)
e−iαjs
)
,
where
sinαjs =
tja
2
j + tsa
2
s
a2j + a
2
s
,
here we took advantage of the fact that∣∣∣ajas (1− tjts)− i(tja2j + tsa2s)∣∣∣ =
√
(ajas (1− tjts))2 +
(
tja2j + tsa
2
s
)2
=√
(ajas)
2 (2− 2tjts) + a4j + a4s + 2tjtsa2sa2j =
√
a4j + a
4
s + 2a
2
sa
2
j = a
2
j + a
2
s.
Similarly
(a1, a2,..., an,−it1a1,−it2a2, ...,−itnan) =
n∏
j=2
j−1∏
s=1
(aj − as)
n∏
j=2
j−1∏
s=1
(−itjaj + itsas)
∏
j>s
(−itjaj − as) (−itsas − aj)
n∏
j=1
(−itjaj − aj) =
= (−1)n(n−1)2 in(n−1)2 (−1)n
n∏
j=1
aj
n∏
j=2
j−1∏
s=1
(aj − as)
n∏
j=2
j−1∏
s=1
(tjaj − tsas)
n∏
j=1
(1 + itj)
∏
j>s
{
ajas (1− tjts) + i
(
tja
2
j + tsa
2
s
)}
=
= (−1)n(n−1)2 in(n−1)2 (−1)n√2ne ipi(t1+t2+...+tn)4
n∏
j=1
aj
n∏
j=2
j−1∏
s=1
(aj − as)
n∏
j=2
j−1∏
s=1
(tjaj − tsas)·∏
j>s
((
a2j + a
2
s
)
eiαjs
)
.
Further, putting the above calculations in (18), we obtain
i
n(n+1)
2 (−1)n
√
2
n
n∏
j=1
aj
n∏
j=2
j−1∏
s=1
(aj − as)
n∏
j=2
j−1∏
s=1
(tjaj − tsas)
∏
j>s
(
a2j + a
2
s
)·
·

e
−i


pi
n∑
j=1
tj
4
+pik
n∑
j=1
ajtj+
∑
j>s
αjs


+ (−1)n(n+1)2 e
i


pi
n∑
j=1
tj
4
+pik
n∑
j=1
ajtj+
∑
j>s
αjs



 .
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So, if n = 4m, n = 4m+ 3, then
∆2 = C2
∑
tj=±1
(−1)l
n∏
j=2
j−1∏
s=1
(tjaj − tsas) cos

pi

k
n∑
j=1
ajtj +
n∑
j=1
tj
4

+
∑
j>s
αjs

,
if n = 4m+ 1, n = 4m+ 2, then
∆2 = C3
∑
tj=±1
(−1)l
n∏
j=2
j−1∏
s=1
(tjaj − tsas) sin

pi

k
n∑
j=1
ajtj +
n∑
j=1
tj
4

+
∑
j>s
αjs

,
where C2, C3− are independent from k and tj.
Further, we assume that aj , j = 1, ..., n such that for all numbers k, with the possible
exception of a finite number, exist positive constants M,γ that the relation holds
|∆2| > M
kγ
> 0, (19)
the fulfillment of inequality (19) was shown above, at least for aj ∈ N and aj ∈ Q, provided
that (17) is satisfied, with the exponent γ = 0. Next, not to increase the number of notations;
all positive constants will be denoted by M.
We turn to the condition when there is a solution to the Dirichlet problem. We will seek a
solution in the form
u (x, y) =
√
2
∞∑
k=1
uk (y) sinpikx, (20)
the theorem holds.
Theorem 3. Let coefficients aj , j = 1, ..., n such that condition (19) is fulfilled for them
and, moreover, the relations hold
ϕj (x) , ψj (x) ∈ C(2n+1+α) [0, 1] , j = 1, ..., n,(
ϕ
(s−1)
j (x) sin
(
pikx+
pi
2
s
))∣∣∣x=1
x=0
= 0,
(
ψ
(s−1)
j (x) sin
(
pikx+
pi
2
s
))∣∣∣x=1
x=0
= 0,
j = 1, ..., n, s = 1, ..., 2n + 1 + α,
α =
{
γ, γ ∈ N ∪ {0} ,
[γ] + 1, 0 < γ /∈ N.
Then series (20) is a classical solution to the Dirichlet problem.
Proof. Let y 6= 0. Formally, we differentiate expression (20) 2n times in the variable
∂2nu (x, y)
∂x2n
=
√
2
∞∑
k=1
(−1)n(pik)2nuk (y) sinpikx,
so we have ∣∣∣∣∂2nu (x, y)∂x2n
∣∣∣∣ ≤M
∞∑
k=1
k2n |uk (y)| ≤M
∞∑
k=1
k2n
n−1∑
s=0
(|ϕsk|+ |ψsk|)
|∆2 +∆k|
,
we show the convergence of the series at s = 0; for the remaining terms, the convergence
is shown identically. Note that the following cases are possible:
1. As ∆k tends to zero exponentially, then for sufficiently large values of ai,i = 1, ..., n, the
relation |∆2 +∆k| > 0. In this case we will have
8
M∞∑
k=1
k2n
|ϕ0k|
|∆2 +∆k| ≤M
√√√√ ∞∑
k=1
1
k2
√√√√ ∞∑
k=1
( |ϕ0k| k2n+1
|∆2 +∆k|
)2
≤M pi√
6
√√√√ ∞∑
k=1
(|ϕ0k| k2n+1+α)2 =
=M
pi√
6
∥∥∥ϕ(2n+1+α)0 (x)∥∥∥
L2[0,1]
(Parseval equality was used here). Similarly, the possibility of termwise differentiation 2n times
with respect to the variable y is shown.
Conclusion: Under the conditions of Theorem 3 and sufficiently large values of ai - there
is a unique classical solution to the Cauchy problem.
2.It may turn out that, even if condition (19) is satisfied, the expression ∆ = 0, for some
finite values ??k = k1, k2, ..., kp < k0, where k1 < k2 < ... < kp, and p are given natural
numbers. Then, for the solvability of the Dirichlet problem, it suffices to satisfy the conditions
ϕsk =
√
2
1∫
0
ϕs (x) sinpikdx = 0, ψsk =
√
2
1∫
0
ψs (x) sinpikxdx, s = 0, (n − 1), k = k1, k2, ..., kp,
and the solution itself will have the form
u (x, y) =
√
2
∞∑
k=1
k 6=k1,k2,...,kp
uk (y) sinpikx+
√
2
p∑
i=1
u˜ki (y) sinpikix,
Here function u˜ki (y) - is a nonzero solution to a homogeneous system(9).
Conclusion: In general, when the conditions of Theorem 3 are satisfied, a solution exists,
but uniqueness may be violated.
Theorem is proved.
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