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ABSTRACT 
Some existence results for methods based on the approximate factorization of 
block matrices are proven. These methods are based on recursive computations of 
diagonal block matrices and the approximation of their inverses to preserve sparsity. 
We also discuss a recently proposed [l] inverse free factorization method and present 
some numerical tests for it. 
1. INTRODUCTION 
For matrices partitioned into block form, many solution methods already 
exist which can utilize vector and/or parallel computers fairly well. This is in 
particular true for block tridiagonal matrices. For recent surveys, see [l] and 
[2]. The methods can be categorized in the following way: 
(a) Polynomial approximation or preconditioning methods, based on ap- 
proximating the inverse of the matrix. 
(b) Incomplete factorization methods based on recursively approximating 
a sequence of inverses of block diagonal matrices. 
It has been shown in [l] that methods based on polynomial proconditioners 
can never be particularly effective as preconditioners because the cost per 
iteration increases linearly with the number of terms (T + 1) in the poly- 
nomial, whereas the number of iterations decreases slower than 0(( r + 1) ‘). 
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As Saad [21] points out, one may however gain in fewer accesses to the matrix 
(and fewer inner products if a conjugate gradient type method is used as an 
acceleration method). For certain parallel computer architectures this can 
make certain polynomial preconditioners competitive. 
Methods of type (b) can be very effective for important classes of 
problems and are quite robust. The vectorized versions are somewhat less 
robust, however. For a recent comparison, see [20]. The problem is associated 
with the sparse approximation of the inverses of block diagonal matrices 
which occur during the factorization. Such approximations are accurate for 
strongly diagonally dominant matrices for instance, but may be less accurate 
otherwise. As an example, consider the tridiagonal matrix with entries 
- 1,2, - 1 except un,n = 1, a,,,_i = - 1. Its inverse is a full matrix with the 
rows [1,2 ,..., i,i ,..., i], i=1,2 ,..., n. It is not easy to find a convenient 
sparse approximation of this inverse. 
In Section 2 we give a short presentation of a fully parallelizable (vectoriz- 
able) variant of a block incomplete factorization method, previously discussed 
in [2], [3], and [20], which is also a good preconditioner for matrices with 
strongly diagonally dominant blocks. In these methods the initial factorization 
is done recursively and needs the approximations of inverses of diagonal 
matrices. In Section 3 we prove existence results for these methods. We 
discuss in Section 4 a recently proposed new class of methods applicable for 
certain classes of block matrices, where the factorization can be performed 
without any occurrence of matrix inverses. However, such methods are 
inherently unstable. Therefore we propose to use this recursion only for a few 
steps and let the resulting diagonal blocks be constant from there on. 
Numerical tests show that these methods are about as accurate as the classical 
ones based on sparse approximations of inverses of diagonal block matrices. 
Note that if our matrices have a few nonzero subdiagonals, a matrix-vector 
multiplication is both parallelizable and vectorizable. It vectorizes well if we 
evaluate the product as a sum of the products of the subdiagonals with the 
appropriately shifted vector. When we mention that the methods to be 
presented are vectorizable we refer to such a case. 
2. INCOMPLETE FACTORIZATION METHODS FOR MATRICES 
PARTITIONED INTO BLOCK FORM 
To illustrate the methods, consider at first a tridiagonal matrix A where 
a ,, j = 0 if Ii - j] > 2. We want to factorize this in the form 
A = LD-‘U, L=D-L,, U=D-U,, (2.1) 
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where A = DA - L, - U,, D, DA are diagonal, and L,, U, are strictly lower 
and upper triangular, respectively. Then we get, from (2.1), A = D - L, - U, 
+ L,,D- ‘U, and hence D = DA - LAD- ‘VA. Accordingly, we may calculate 
the entries of D by recursion: 
d, = a1.1, d, = ai,i - ai,i_,d;Jp_l,i, i = 2,3 ,..*> 72. (2.2) 
Consider now a tridiagonal block matrix with sparse blocks; typically they are 
tridiagonal matrices. Then the corresponding diagonal block matrices Di, 
i 2 2, will in general be full matrices, which we clearly want to avoid. To this 
end we use sparse approximations of the inverses, typically p-banded blocks, 
i.e. 
[Di_‘](kq;= ( (Di’),,~, Ik-lI<P> 
0 otherwise. 
(For a discussion how [Die ‘lcp) may be calculated efficiently, see [2] and [3]. 
Special methods for the case p = 1 have been considered in [4] and [14].) The 
recursion (2.2) now takes the form 
a,1 = A,,,, ~i=Ai,i-Ai,i~l[~),l,]‘P’Ai_l,,, i=2,3 ,..., n. (2.3) 
If A is an M-matrix it is easy to prove (see [4] and [7]) that the sequence 
exists and that all intermediate matrices are M-matrices. The corresponding 
incomplete factorization 
x = jj- ‘0, L=hL,, i7=~-u* (2.4) 
can be used as an efficient and robust preconditioning for various well-known 
(accelerated) iterative methods for the solution of Ax = b for scalar com- 
puters. A = a - R is in fact a regular splitting, so even the basic iterative 
method, A(r’” - x’) = b - Ax’ or &‘+l= Rx’ + b, converges. 
Relaxed Version 
Instead of completely neglecting the entries outside the band portion of 
the inverses, we may utilize these entries to get a generalized and improved 
method in the following way. Let then 
fi, = A,.,, ~~=A,,-A,,r_l[~~~ll]‘P’Al_l,r-~~,, r=2,3 ,..., n, 
(2.5) 
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where 0 < w < 1 and fir is a diagonal matrix such that 
(2.6) 
Here v=(v,,v,,..., v,) is a positive vector for which Av > 0. (It is known 
that such a vector exists if and only if A is an M-matrix, assuming that 
u i, j < 0, i f j, u,,~ > 0.) Note that if o = 1, then Av = tfi-‘ov, i.e., the 
factorization becomes exact for the vector v. Note also that the calculation of 
the entries of i>, in (2.6) is inexpensive. In particular, multiplication by fir:11 
is done by the solution of the corresponding linear system for the band matrix 
Q_,. If this matrix is already factored (which is advisible, because we need it 
for the forward and backward sweeps anyway), then the cost to calculate h, 
is about half the cost for one iteration or less. 
The choice w = 1 and v = e = (1, 1,. . . ,l)” leads to the so-called modified 
factorization methods (of generalized SSOR type; see [5] and [18]). 
Other choices of the vector v may improve the method further. (Discus- 
sions about this are found in [6].) The spectral condition numbers are reduced 
dramatically for a test problem - Au = f in G = [0, l]‘, u = g on CXJ, 
discretized by the five-point _central difference method as K( A,,) = (2/7r)2hP2 
- i + 0(h2), h + 0, and K(A(~)-‘A,) = O.O8h-’ +0.25+3h + 0(h2), h + 0, 
if p = 1 (the latter result is found by numerical calculation). This corresponds 
to an average reduction rate < f for h > &. This is in fact a worst case 
reduction rate. Depending on the initial error, the rate of convergence can be 
much faster (for further discussion, see [6]). 
The method can also be applied on incomplete factorization of general 
sparse M-matrices, partitioned into blocks (see [7]). 
Note that the perturbations as used in [5] and [18] are not needed if one 
uses relaxation with w = 1 - [h, 5 > 0. 
An Znverse Free Factored Form 
The incomplete factorization methods described above are not paralleliz- 
able or vectorizable if we use a lexicographic ordering as indicated. This is 
because of the recursions in (2.3) and (2.5) and in the forward and backward 
sweeps during each iteration step. To get a fully parallelizable (vectorizable) 
method during the solution sweeps, we first rewrite the factorization in 
inverse free form, namely 
or 
d = (I - L,fi)B-yz - Du,). (2.8) 
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Simila$y to (_2.3), we consider now the recursive calculation of fi = 
diag(D,, D,,..., 0,) as Da = 0, fii = [(Ai,i - Ai,i_lfii_lAi__l,i)pl](P), i = 
1,2,..., n. It is easy to see that in this case the matrices Di may become 
singular or indefinite even if A is a positive definite matrix. However, if p is 
large enough, the matrix A in (2.8) is positive definite, as we shall see in 
Section 3. Unfortunately, the value of p is not known beforehand, and for 
reasons of simplicity we would like a method which is applicable for any 
p > 1. 
Consider then the relaxed version of this algorithm. The diagonal block 
matrix fi is now determined by 
& = 0 
X,. = A,.,, - A,,,~ifi&~r,,, b&) = [X;1](P)+ o@ 
for 0 < w < 1 and i>, a diagonal matrix determined by 
&x,v, = (I - [ x;‘]‘p’x,]v, 
(where v > 0 is such that Av > 0). For w = 1 we have 
fir x;v, = v, , 
r = 1,2,...,n 
(2.9) 
(2.10) 
(2.11) 
from which we deduce ihat Av = Av in that case. It follows f;om (2.10) that 
in this case the matrix D, is calculated without solution of any linear system 
(cf. (2.6) and a remark in [20]). For the inverse of A, defined by (2.8) we have 
where we use the Euler product expansions (see [3]), 
and s = [log, nl - 1, if A is partitioned into n x n blocks. 
The corresponding method is now fully parallelizable (vectorizable). At 
every iteration step we have to solve a linear system Ay = c, and this is 
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performed as 2s + 1 matrix vector multiplications. (Note that we work here on 
vectors of constant dimension.) The method is similar to the odd-even cyclic 
reduction method (see [2], [3], [20], and the references cited therein) but 
there the vector length is halved at each reduction. 
Note however that although L,b and z>U, are sparse matrices, the 
matrices ( LAfi)2’ and ( fiUA)2’ quickly get full as T increases. Hence we shall 
delete the last_factors in the products, i.e., we approximate (I - LAfi)- ’ = 
nf:,[Z +(LAD)2’] and (I - DU,)-’ = l&[Z +(DU,)2’] for some s0 < s 
and si < s. The resulting approximation 
of the inverse A-’ will then be used as a multiplicative and hence fully 
parallelizable (vectorizable) preconditioner in an iterative method, such as 
xl+’ = xl+ r,Q(b - Ax’), Z=O,l,..., (2.13) 
where { r,} is a sequence of acceleration parameters. 
If A is symmetric and positive definite, so is Q if si = s0 and if fi is 
determined by relaxation in (2.9) with w = 1 (see Section 3). Hence we may 
then apply the conjugate gradient method as the iterative acceleration 
method. 
The solution method of the incomplete factorization method on inverse 
free form is hence fully parallelizable (vectorizable). Note, however, that the 
factorization (2.9) is still recursive and of length n. To overcome this, we 
discuss in Section 4 a newly proposed inverse free factorization. 
3. EXISTENCE OF APPROXIMATE BLOCKWISE FACTORIZATIONS 
In this section we prove existence of the approximate methods described 
in the previous section. Most results have appeared in previously published or 
unpublished papers (see [2], [4], [7], and [ZO]), but not with complete proofs 
as here. 
Let A be a matrix partitioned into a tridiagonal form, 
A Al,2 1.1 
A A,,, 
A= 2’1 . I . 
0 
* . . 
A 
= DA- LA-UA, (3.1) 
n-1.n 
0 * A:,::1 A,,,, _ 
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where D/, is a block diagonal matrix, and L,, U, are strictly block lower and 
upper triangular, respectively. We consider in this section only the case that 
A is a Stieltjes matrix (a symmetric M-matrix, i.e., A = AT and ai, j < 0 
vi # i, A-r > 0). We consider first the following recursion [see (2.3)]: 
Y(, = 0, 
X, = Ai,i - Ai,i~,Yi_rA;_l,i, Y, = [X;l](p), i = 1,2 ,...> n. (3.2) 
From this we have the following two possibilities to define a preconditioning 
matrix C: 
Version 1 (Block incomplete Cholesky, B.I.C.). C, = (X - L,)X- ‘(X - 
U,), where X = diag(Xi). 
Version 2 (Block incomplete Cholesky in inverse free form for solution, 
B.I.C.I.). C, = (I - L,Y)Y-‘(I - YU,), where Y = diag(Yi). 
For C, and C, we have the following theorem. 
THEOREM 3.1. C, (C,) is positive definite if and only if Xi (Y,) are 
positive definite Vi. 
Proof. Use the following lemma. n 
LEMMA. Let A be a symmetric matrix and T nonsingular. Then TTAT 
has the same numbers of positive, negative, and zero eigenvalues as A. 
(For a proof see [17].) 
Hence we shall prove that the matrices occurring in the recursion (3.2) are 
positive definite. This will be done using M-matrix theory. 
DEFINITION 3.1. A is said to be generalized strictly diagonally dominant 
if a ; j 6 0 Vi # j and for some positive vector c, AC > 0. 
We need the following lemmata: 
LEMMA 3.1 (K. Fan [16]). A is an M-matrix if and only if A is 
generalized strictly diagonally dominant. 
LEMMA 3.2. Let 
KcA B 
[ 1 C D 
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he an M-matrix. Then the Schur complement K/D = D - CA ~ ‘B is also an 
M-matrix. 
Proof. See Axelsson [7]. 
Using these we have: 
THEOREM 3.2. Let A as in 2.1 be an M-matrix. Then: 
(a ) There exist Xi, Yi which satisfy the recursion 
Y” = 0, 
X,=Ai i-Aii_lYi_,Ai_,i, O<Y,<X,‘, i = 1,2 ,...,n (3.3) 
(b) For every sequence of Xi, Yi satisfying the above recursion, Xi is an 
M-matrix. 
Proof. By Lemma 3.1 there exists a vector c > 0 such that AC > 0. Set _ . 
(Note c(l) = c.) cCr) = <c;,c;+,, . . . ,c’ )‘. 
At the rth stage let 
A”’ = xr UC” 
[ 1 L”’ B”’ ’ 
where L”‘= [AT+l,,,O,O ,..., O]r, UC’)= [A,,,+l,O,O ,..., 01, and 
A r+l,r+l A r+l.r+Z 
A r+2,r+l A r+2,r+2 * . B”, = 
* . 
0 A 
Assume that A”) is an M-matrix, that y, satisfies (3.3), and that k’)c(‘) > 0. 
Since A”) = A this is the case for r = 1. Then in particular X, is an M-matrix, > 
I.e., X; ’ > 0. We have 
FACTORIZATION METHODS FOR BLOCK MATRICES 11 
Since A”‘c”) > 0, we have c, + X;‘U(‘)C(‘+~) = XJ’(X~, + U(r)~(T+l)) > 0. 
Hence H(‘)c(‘) > 0, and because Hi’) < 0 tli # j, it follows by Lemma 3.1 
that H(” is an M-matrix. 
Since Y, satisfies (3.3) it is clear that 
is also an M-matrix. Hence by Lemma 3.2 its Schur complement 
A(‘+ 1) = B”’ _ L(‘)y,u(‘) 
is an M-matrix. In particular Xr+l=A,+l,,+l-A,+I,,Y,A,,,+I is an M- 
matrix, so its inverse is nonnegative. This proves (b). 
Further let 
Eliminating c, gives 
A(‘+l,,$r+l) = b(‘+l) _ L”‘b, > b(‘+l) > 0. 
By induction it follows that there exists a sequence of matrices satisfying (3.3). 
n 
COROLLARY 3.1. lf A is a Stieltjes matrix, then C as in version 1 
(B. Z.C.) is positive definite. 
Proof. Note that since X$*’ > 0 for a vector c(I) > 0, we have that the 
matrix Z, = VrP ‘X,V,, where V, = diag(c$‘), . . . ,c(A)) is diagonally dominant. 
But Z, is a Stieltjes matrix. Hence Z, is positive definite, and so is X,. 
Theorem 3.1 completes the proof. n 
Theorem 3.2 has been proven in a more general context in [7] and [13]. 
We have included a proof here for completeness. 
For version 2 the situation is less clear. We have then Y, = [X; ‘1 (p), where 
Xi is a positive definite M-matrix. This need not imply that Y, is positive 
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definite. But we have the following: 
THEOREM 3.3. Zf ]]X;‘- [X;‘](P)]], < ~/P(A~,~), k = 1,2 ,..., n, then 
Yk is positive definite for k = 1,2,. . . , n. (Here p(A) stands for the spectral 
radius of A.) 
Proof. By induction. 
Let Yk be positive definite, then A,, i,kYkAk,k+ 1 is positive definite and 
X k+l = Ak+l,k+l- Ak+l,k YA k k,k+l, so 
(X k+lx>x> = (Ak+l,k+lX,x) - (Ak+1,kYkAk,k+1X7X) 
+k+~,k+W) vx + 0, 
so dXk+l)<dAk+,,k+l). Hence 
1 1 
“(‘,-:‘) = Ptxk+,> ’ b-)tAk+,.k+,) ’ 
where hi denotes the smallest eigenvalue. Further, Yk + 1 = [Xi: i] (p) = Xii 1 
- {Xk- [X,;‘JP’~ * lxl(yk+l) - Al(Xi:l)i G ilx,;ll - [xi:lI(p’Ib2 < 
l/'p( A k+ 1, k+ 1) (here we use a symmetric perturbation theorem for eigenval- 
ues; see [24]), so hl(Yk+ i) > 0 * Y,, i is positive definite. n 
Conclusion: for p large enough the Yi will also be positive definite. In the 
case of the model problem At on [0, l] 2 one can show that this inequality is 
valid for p = 1. One then has 
4 -1 
A 
-1 4 
k+l,k+l= 
0 
so ~(A~+i,~+i) G 6. One can prove that for all k we have ]]X;‘- [X;i]]], 
< 0.12288, i.e., they are bounded by a number < l/6. 
A alternative proof for the special case p = 1 has appeared in [19]. 
Modified Versions Based on a Generalized Row Sum Criterion 
We’ll have to distinguish between versions 1 and 2 from here on, because 
the generalized row sum criterion leads to different modifications. So we’ll 
first consider version 1. 
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Version 1. The modification is based on a positive vector c for which 
AC > 0. Then we have for version 1 of the relaxed incomplete block factoriza- 
tion 
Xi = A,,, 
Xr=A,,,-A,,~_l[X;_II]‘P’A,-l,r-~Dr, T = 2,3,.. 
where 0 < w < 1 and 0, is a diagonal matrix, so determined that 
D/z,= A,,&;‘,- [X;_l,]‘P’)A,~r,~c,. 
(The modification is such that if o = 1, C,c = AC.) 
,n, (3.4) 
(3.5) 
Note that the computation of 0,. is inexpensive. In particular, the multipli- 
cation of the vector A,_ r,~,. by XL!, is done by solving the corresponding 
linear system for the band matrix X,-r. 
We shall prove that the matrices X, in (3.4) which occur during the 
relaxed incomplete factorization remain M-matrices and hence that the 
recursion is well defined. 
THEOREM 3.4. Let A as in (2.1) be an M-matrix. Then the matrices X, as 
defined by (3.4) are M-matrices. Moreover, if w = 1 we have that Rc = 0 and 
R is negative semidefinite where R = C - A. 
Proof. By induction: Let AC = d > 0. 
Assume that X,_ r is an M-matrix (which is the case for r = 2, because A 
and hence its diagonal blocks are M-matrices). Consider the matrix 
X r-1 
u”- 1) 
L”- 1) 1 A”’ ’ 
where 
A r+l,r+l A r+l,r+2 
A(‘)= 4+2,r+1 *. 
0 *: 
tPr-l)= [A,-,,,,O,O,...,O], L(‘-‘I= [A;,,_,,0 ,..., O]? 
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(For r = 2 this matrix is equal to A.) Assume that 
(3.6) 
where cc”= (c~,c~+,,...,c’,)’ and d(‘) similarly defined. [Because AC = d, 
(3.6) is valid for r = 2.1 By elimination of c,_i in (3.6) we get 
[ ;;;; ;:‘:i]( L;,+rJ > (dr - ArJ$‘rd’-i j 2 ( ;;r+J (3.7) 
where B, r = A, r - A, ,-iX;JIAr_i I. 
By (3:4) and (3.5) be have X,c,‘= B,,F, +(l - o)Drc,. Since by defini- 
tion 0 < [ X;_‘,]‘P’ < X,=lr, we have by (3.5) that D,c, > 0. Hence since 
o < w < I, X?c, >, B,,,c,. So by (3.7) 
Since the off diagonal entries of X, are nonpositive, it follows that 
is generalized strictly diagonally dominant and hence an M-matrix. In particu- 
lar X, is a nonsingular M-matrix, and by induction the theorem is proven. 
Forw=l,wehaveR,=X,+A,,,_,X;_‘,A,_,,,-A,,,=A,,,_,(X;_‘,- 
K_‘,I’P’M,-,,, - wD, so by (3.5) we have RF, = 0 if o = 1. From this plus 
the fact that ( R,)i j > 0 Vi z j we easily deduce that R, is negative semidefi- 
nite. n 
Version 2. For version 2 we get the following recursion: 
Y, = 0, 
X, = A,,, - A,,r-J-14-w Y, = [ x;l](p)+ OQ, r=1,2 n, ,..., 
(3.6) 
where 0 G w Q 1, and 0, is a diagonal matrix so determined that 
D,(x,c,)=(x;‘- [x;l](p))xrcr, (3.9) 
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where c is a positive vector such that AC > 0. Again, if w = 1 this modifica- 
tion is such that Rc = (C - A)c = 0. Note that in the calculation of II, only 
matrix-vector multiplications occur. 
To prove that the Y, are positive definite we need the following lemma: 
LEMMA 3.3. Let X be an M-matrix, and c > 0 be such that Xc > 0. Set 
Y := [ Xp’](P) + wD, 0 < o Q 1, where D is a diagonal matrix defined by 
DXc =(X-l - [X-‘](P))Xc. Further define v := Xc and V= diag(v,). 
If 
a ’ l- p(n)lv-‘(X-1: [x-l](p’)V~Im ’ 
then Y is positive definite. 
Proof. Set T:=Y - X-’ then Y = X-l+ 2’. Let X,(B) denote the 
smallest eigenvalue of a (symmetric) matrix B; then X,(Y) 2 h,(X-‘) + 
X,(T) = l/p(X)+ A,(T). T is spectrally equivalent to V’TV, so A,(T)= 
X,(V-‘TV). We have V > 0 and T,, j < 0 Vi # j, so with Gershgorin’s theo- 
rem, 
hr(V-‘TV)> min{(V-‘TV)i,i- 1 I(V-lrV)i,jl} 
i j#i 
=min((VelW)i,i+ C (V-lTV)i,j) =rnm[k,v) 
i 
j+i 1 
= min { f[wDv-(X-l- [X-‘]ip))v]j 
i 1 
= min 
I 
{&_-1)(x-r- rx-‘l(p++ 
I 
=(a-l)my 
i 
d ,z [(X-l- [x~‘]~p~)v]i.j~~ 
I j=l 
whence 
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n 
THEOREM 3.5. Let A as in (2.1) be an M-matrix. Then the matrices X, as 
defined in (3.8) are M-matrices, and the Y, are positive definite if w is close 
enough to 1. 
Zf w = 1 we have Rc = 0, and R = C - A is negative semidefinite. 
Proof. By induction. Set AC = d > 0. 
Assume that X,_, is an M-matrix, Y,_, > 0 and positive definite. (For 
r=2, X,=A,, is an M-matrix, Y, 2 0 by (3.8) and (3.9) and Y, is positive 
definite by Lemma 3.3.) 
Consider the matrix 
UC’- 1) 
A”’ 1 
with A”), L(‘- ‘), tJcrpl) as in Theorem 3.4. Assume that 
(3.10) 
where 5,_, := Yr_rXIP1cr_r, 0 < Zr,_, 6 c,_~ (see below). (For r = 2 this is 
valid because AC = d.) By elimination of E,_ 1 in (3.10) we get 
So X, is generalized strictly diagonally dominant, hence an M-matrix. 
By (3.8) and (3.9) we have 0, > 0 and Y, > 0, Y, positive definite by 
Lemma 3.3. Further, we have 
6, := Y,X$2, = (l- o)[x;‘]‘p’x$, + WC,, (3.11) 
o<l * s, > 0. 
And from [XJ’](P)X~C, < c, it follows that E, 6 c,, SO 
The rest follows by induction. 
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Foro=l,wehave R,=Y;l+A,,,_lY,_lA,_l,,-A,,,=Y~-l-X,,so 
R,c, = 0. (3.12) 
R ) = - Y,- ‘( Y, - X; ’ )X,, and Y, - XL r is positive semidefinite by Lemma 
3.3. This together with X,,Y, positive definite and R, symmetric yields R, 
negative semidefinite. n 
4. AN INVERSE FREE INCOMPLETE FACTORIZATION 
We shall now consider a factorization method applicable to matrices of 
certain types, where no or few inverses appear during the factorization. The 
method has interesting applications in many contexts, in particular for 
matrices which are not M-matrices (and for which an existence theory of the 
incomplete factorization methods as in Section 3 is lacking). The method is 
based on a marching (inverse free) type of recursive factorization. The idea 
goes back to papers by Comock [15] and Schechter [22], and was presented 
in [lo] for a boundary value method for initial value problems for ordinary 
differential equations. It can be described in the following way. 
Consider the recursion in (2.2) where we write di = Z;‘,Zi. Then with 
Z,, = 1 we get 
Zl = Al,,, Zi= Zi_,Ai i- Ai iplZipzAipl i, i = 2,3,...,n. (4.1) 
Hence we may calculate the sequence { Zi} without any inverses. This 
recursion is applicable in general for scalar tridiagonal matrices. However, if 
we are dealing with a tridiagonal block matrix, we must assume that the 
matrices ( Zi } are square and nonsingular and that Zi 1 and Zi i _ 1 com- 
mute. 
This means in the first instance that all the matrices Ai, i _ 1 must be 
square (and hence of equal order m), which we accordingly assume in this 
section. In addition, we hence also assume that Zi _ 1 and Ai i_ r, i = 
2,3,..., n, commute. Obviously, this is the case in particular when Ai:i _ 1 = I,, 
the identity matrix of order m. This was the case assumed in the above papers 
and is valid for many difference methods for partial differential equations on a 
rectangular domain. 
Now we make the following important observations. 
(i) The matrices in the recursion (3.1) get fuller and fuller, in general, 
even if the blocks Ai, i are sparse. However, for a difference matrix for 
instance, where A, r , has half bandwidth q, the bandwidth of Z, grows only 
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linearly. The half bandwidth of Z, is qr if Ai _ i, i and A i, i_ 1 are band 
matrices with sum of half bandwidths < 2q. 
(ii) More severe is the following: For many problems, the condition 
number of the matrices grows exponentially and hence the calculation eventu- 
ally becomes numerically unstable, due to cancellation of significant digits. 
This was pointed out in [22], where it was suggested to break the problem 
into subproblems (actually similar to the parallel shooting or marching 
method-see [12] for a thorough treatment of marching methods). 
An Example illustrating the Instability of the lnverse Free Recursion 
To get some insight into this instability, consider the example of an elliptic 
difference equation, where Ai, i _ 1 = Ai, i+ 1 = - I,, and A,, i is tridiagonal 
with entries -1,4, -1, i=2,3 ,..., n, and Ai,r=iAa,s. All matrices Ai,j 
are of order m. (We get such a difference matrix by use of central differences 
for the Laplacian operator on a rectangle where the first line corresponds to 
the points on a boundary line with Neumann type boundary conditions. On 
the remaining three boundary lines we have Dirichlet boundary conditions. 
We use the method of fictitious lines for the treatment of the Neumann 
boundary condition. The first m equations are divided by 2 to get a global 
symmetric matrix. Alternatively, we may use a finite element method with 
piecewise linear basis functions on right-angled triangles.) 
The recursion (4.1) then reads 
Z,.=2Z,_,G-Z,_,, r=2,3 ,..., n, Z” = I,,, Z, = G = ;A,,,. 
This is the recursion for the Chebyshev polynomials, T,(z) = $[ { z + ( z2 - 
1)““}‘+{z+(2s-1)i’2}-r], so Z, = T,(G). Note that the eigenvalues of Z, 
are Z’,.(X), where h E spectrum(G). Hence, since G is symmetric and h > 1, 
the spectral condition number of Z, grows as T,(b)/T,(a), where a and b 
are the extreme eigenvalues of G, i.e. b = 3, a = 1. Hence 
T,(b) 
- = i(3+J8)‘= i(5.83)‘, 
T,(a) 
r-00. 
[Note that the condition number is invariant under scalings such as f,(G) = 
Z’,.(3Z)-‘T,(G).] 
Now however we observe that in problems with constant coefficients the 
diagonal matrices Di in the recursion approach a stationary value quickly. Its 
limit in the above example is G + ( G2 - 1)l12. Hence we may stop at an early 
stage (say for r = 3) and let D, = D, = Z;_‘,Z, for all s 2 r. The resulting 
factorization (which has a negligible cost) will now only be approximate, but 
we shall use it as a preconditioner and as such it can be very accurate. 
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To illustrate the use of the inverse free recursion we shall discuss some 
possible variants of incomplete factorizations based on this recursion for the 
model difference equation for a Poisson problem, resulting in a block tridiag- 
onal matrix A with n X n blocks: A is blocktridiag[ - I, A,, - I], where 
A, = tridiag ( - 1,4, - 1). 
Let Z,=Z, Z,=A,;computeZi=Zi_,A,-Z,_,, i=2,3,...,r;andset 
Di = Z;_‘,Zi, i = 1,2 ,..., r; 0, = D,, i = r +l,r +2 ,..., n. 
Version I. We get then for the preconditioning matrix C = (D - 
L)D- ‘(D - U) (here illustrated for T = 2) 
c= 
z,‘z, 0 
-Z z,‘z, 
-Z Z,'Z, 
0 -I z,‘z, 
Z,‘Z” 
0 
z,‘z, 
z,‘z, 
z,‘z, -z 0 
z,‘z, -z 
X z,‘z, ... 
. . -I 
0 z,‘z 2 
Z,’ 0 
-z;’ z;’ 
= -z,’ z,’ 
0 -z,’ z;’ 
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0 
-z1 
z2 
(4.2) 
This preconditioning is however costly, because in each iteration we have to 
solve two systems with matrix Zi and perform two matrix-vector multiplica- 
tions with such a matrix, for i = 1,2,. . . , n, where we let Zi = Z,, i >, r. This 
means about twice as much as B.I.C. or B.I.C.I. with p = r. On the other 
hand, the factorization costs less because only r factorizations have to be 
computed, of band matrices with half bandwidth increasing from 1 to T. 
(Note that the half bandwidth of Zi is qi, i = 1,2,. . . , r, where q is the half 
bandwidth of A,, which is 1 in this particular case.) 
An advantage of this version is that no approximations of inverses appear 
at all. 
Version ZZ. To reduce the cost per iteration one may compute fi = 
[ D-‘lCp’ for some small p (note that we can now compute the exact p-band 
part of Dip’ for i=1,2,..., r) and write the preconditioner on inverse free 
form: C = (I - Lfi)b>-‘(Z - z>U). (Note that if we let p = r, the storage 
demand is comparable with version 1.) 
To parallelize (vectorize) the solution process we can now apply the 
(truncated) Euler expansion method described in Section 2. Since almost all 
blocks in b (r is small) are constant, computation of powers for only r blocks 
suffices. Also, as little storage is needed (only r blocks for every factor in the 
product), we might use a large half bandwidth p in [D- ‘1 (P) and use (almost) 
all factors in the expansion. For an analysis of this see [ll]. 
Version ZZZ: Repeated Znverse Free Factorization. Let Z,,, = I, Z,,, = A,; 
compute Z,,i = Zi,i_iAi-Z,,i_2, i=2,3 ,..., r. Compute Drtl= A,- 
[D,-‘I”’ so D,+l is again tridiagonal (0, = Zcf_ lZl,r), and start a new 
recursion: Let Z,,,= I, Z,,,= Dr+l; compute Zz,i =Z2,i_iA1- Zs,+s, i = 
2,3,..., r. Compute D2,+ 1 = A, - [ Dgr’](‘), and repeat. 
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This results in the following preconditioner C (here illustrated for r = 3): 
0 Z,:, 
I 
z, 1 -z,,,, 
Zl.2 z1.1 
z,, -zL, 
yI G.1 - Z2,” 
-I I 
-1 
0 
0 
I 
z,: ’ 
-I 
-1 I 
-z,: 1 
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We see that we get a reduction of the cost of computing the solution of a 
system Cx = b in comparison with version I because in the forward substitu- 
tion we have only to compute solutions with matrices Zi in every rth step. 
On the other hand the factorization itself is more expensive. A further 
advantage of this method is that it is also applicable to problems with variabk 
(even discontinuous) coefficients, and it is easily modified to make Av = Cv 
for some chosen vector v [usually we choose v = (l,l, 1,. . . , l)]. In the 
numerical tests we applied such a modification for version III for reason of 
comparisons. 
Numerical Results 
We tested the methods on the following two model problems: 
Problem 1: 
-Au=0 on Q=(O,l)x(O,l), 
U(& Y) = 1 on r=ast. 
Problem 2: 
- Au = 2x(1 - x)+2y(l- y) on Q=(O,l)X(O,I), 
U(X? Y) =o on r=aG. 
The problems are discretized using central differences, resulting in a linear 
system Ax = b. For comparison we also present results for the classical block 
incomplete factorizations, where bi are determined by (2.3) with p = r. 
All the results are achieved by using a preconditioned conjugate gradient 
(P.C.G.) method. The convergence criterion we used is riC F ri Q 10-51jbll, 
where I; = Axi - b, the ith residual, and C is the preconditioning matrix 
used (note that the vector C-‘ri is available in the P.C.G. algorithm). 
In Tables l-6 are given the numbers of iterations used by the various 
methods in the P.C.G. for different values of the mesh parameter h = l/n. 
Note that version III is equal to B.I.C. for p = r = 1 (Tables 1, 4). The fact 
that they don’t give exactly the same result is due to roundoff errors. 
We see that the use of the inverse free recursion in an incomplete 
factorization is possible, but at the expense of a somewhat less accurate 
preconditioner. However we see that already for small values of T we get a 
preconditioner which is almost as good as the classical incomplete block 
TABLE 1 
PROBLEM 1 WITH p = ?’ = 1 
n= 
Version 8 
No. of iterations 
16 32 64 128 
23 
I 6 10 19 34 57 
II 7 13 24 44 74 
III 4 6 10 19 36 
B.1.C 4 6 10 19 36 
B. I.C. I. 6 11 19 33 61 
TABLE 2 
PROBLEMlWITHp=r=2 
n= 
Version 
I 
II 
III 
B. I.C. 
B. Z.C. I 
No. of iterations 
16 32 64 128 
7 12 21 39 
8 14 26 49 
5 9 16 30 
5 8 14 27 
7 12 21 41 
TABLE 3 
PROBLEM 1 WITH p = ?’ = log, tl 
n= 
Version 
I 
II 
III 
B. I.C. 
B.I.C.1 
No. of iterations 
16 32 64 128 
4 6 9 14 
5 7 10 16 
5 7 12 21 
4 5 8 12 
5 6 9 14 
TABLE 4 
PROBLEM2WITHp=~=l 
n= 
Version 
I 
II 
III 
III mod. 
B. I.C. 
M.B.I.C. 
B. I.C.1 
M. B. I.C. I. 
No. of iterations 
16 32 64 128 
8 14 24 42 
10 16 31 60 
5 8 15 26 
5 7 11 16 
5 8 15 26 
5 7 10 15 
8 13 26 51 
11 17 25 35 
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TABLE 5 
PROBLEM2WITHV=r=2 
n= 
Version 
No. of iterations 
8 16 32 64 128 
I 3 
II 4 
III 3 
III mod. 2 
B. I.C. 2 
M. B. I.C. 3 
B. I.C. I. 4 
M.B.I.C.1 4 
5 9 16 28 
6 11 19 35 
4 7 13 22 
4 6 9 14 
4 7 12 19 
4 6 10 14 
6 10 16 29 
7 11 17 25 
TABLE 6 
PROBLEM 2 WITH p = I = log, tl 
n= 
Version 
I 
II 
III 
III mod. 
B. I.C. 
M.B.I.C. 
B. I.C. 1. 
M. B. I.C. 1. 
No. of iterations 
16 32 64 128 
3 5 7 12 
4 5 8 13 
4 6 9 16 
3 5 6 9 
3 4 7 10 
3 4 7 9 
3 5 8 12 
4 6 8 11 
factorizations with recursion length n. Further, the modified version III 
performed as well as the modified B.I.C. method. The cost per iteration of 
these two methods is about the same. About version III-for which the length 
of the recursion is n, the number of diagonal blocks-we note that it closely 
resembles B.I.C. in its convergence rates, but in version III we only have to 
approximate an inverse of a matrix every rth block in the factorization. 
To be able to get the benefits of the Euler expansion method (i.e. 
parallelization of the forward and backward solves during each iteration step), 
we need to use some approximation of an inverse-here, version 2, which 
takes about the same number of iterations as B.I.C.I. (29 for w = 0). 
Section 4 should be considered as a first tackling of the problems 
associated with inverse free recursion incomplete factorizations. 
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5. CONCLUSIONS 
We have shown that for M-matrices there exists a method (version 2) 
which preserves positive definiteness if the half bandwidth p is large enough 
or if the relaxation parameter w is close enough to 1. Combined with the 
truncated Euler expansion method, this leads to a fully parallelizable 
(vectorizable) method for the foxward and backward sweeps in a precondi- 
tioned iterative method, such as the conjugate gradient method. 
For certain problems, such as may arise from difference equations for 
constant coefficient diffusion equations on a rectangular domain, the ap- 
proximate factorization itself can be performed with a few steps of a fully 
parallelizable (vectorizable) recursion, namely if we use the inverse free 
factorization described in Section 4. 
It has been shown by Axelsson and Gus&son [8,9] that the solution of a 
nonlinear variable coefficient problem ~(avu) = f, where a = a(x, U,VU), 
can be reduced to the solution of a sequence of linear problems for a constant 
coefficient difference matrix on a rectangle. This method is applicable even 
on general quadrilateral domains and for higher order difference or finite 
element approximations. Hence by the combination of the method presented 
here and these methods, one may solve nonlinear diffusion and potential flow 
problems efficiently by a fully parallelizable and vectorizable method, as 
regards both the incomplete factorization and the forward and backward 
sweeps during each iteration. 
Comments by an anonymous referee were helpful in improving the 
presentation of parts of this paper. 
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