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Mots clefs : Neurosciences, fonctions splines, vraisemblance pénalisée.
Les neurosciences contemporaines utilisent de plus en plus d’enregistrements extra-cellulaires
multiples effectués avec des matrices d’électrodes. Ces enregistrements, une fois pré-traitées
par une étape de tri des potentiels d’action, fournissent au neurophysiologiste et au statisticien
de longues séquences de potentiels d’actions venant de plusieurs neurones identifiés. Notre
communication sera consacrée à une méthode d’analyse pour ce type de données.
Les processus ponctuels sont reconnus depuis plus de 40 ans comme une formalisation perti-
nente des données [1]. Suivant les travaux pionniers de David Brillinger [2,3] nous modélisons
directement l’intensité conditionnelle (ou l’intensité stochastique) du processus ponctuel et nous
employons une discrétisation du temps qui ramène le problème à une régression binomiale. Cette
discrétisation est également appelée « approximation probabiliste » par Berman et Turner [4].
Les lacunes de nos connaissances sur la biophysique des neurones nous amènent à adopter
une approche non-paramétrique ; c’est-à-dire que nous développons concrètement notre prédic-
teur linéaire sur une base de fonctions splines, comme proposé par Kass et Ventura [5]. Mais
nous nous distinguons de ces derniers en employant une vraisemblance pénalisée, c’est-à-dire
de « vraies » splines de lissage [6,7]. Notre approche est mise en œuvre dans le paquet STAR
(Spike Train Analysis with R), disponible sur CRAN et « construit sur » le paquet gss (general
smoothing spline) de Chong Gu [7].
STAR permet, une fois une estimation non-paramétrique de l’intensité conditionnelle obtenue,
de tester la qualité de l’ajustement du modèle aux données avec les tests proposés par Y.
Ogata [8]. Nous proposons également un nouveau test basé sur l’identification de la différence
entre le processus de comptage observé et l’intensité conditionnelle intégrée avec un mouvement
brownien standard (après une transformation du temps adéquate). STAR permet également de
simuler des processus ponctuels – suivant une intensité conditionnelle estimée – avec la méthode
de l’« éclaircissage » (thinning) [9].
Plusieurs exemples d’applications, sur des données provenant de différents laboratoires, seront
présentés.
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