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CONCENTRATION ESTIMATES FOR FINITE
EXPANSIONS OF SPHERICAL HARMONICS ON
TWO-POINT HOMOGENEOUS SPACES
VIA THE LARGE SIEVE PRINCIPLE
PHILIPPE JAMING AND MICHAEL SPECKBACHER
Abstract. We study the concentration problem on compact two-point
homogeneous spaces of finite expansions of eigenfunctions of the Laplace-
Beltrami operator using large sieve methods. We derive upper bounds
for concentration in terms of the maximum Nyquist density. Our proof
uses estimates of the spherical harmonics basis coefficients of certain
zonal filters and an ordering result for Jacobi polynomials for arguments
close to one.
1. Introduction
The large sieve principle is a family of inequalities for trigonometric polyno-
mials which has become a standard tool in analytic number theory, see e.g.
[15]. In the same article, Montgomery mentions on p. 562 that Bombieri
(in an unpublished work) derived the following inequality with similar ar-
guments.
Let t ∈ [0, 1] and f(t) =
K∑
k=1
ake
2piikt. If µ is a positive measure and
0 < δ < 1, then
(1.1)
∫ 1
0
|f(t)|2 dµ(t) 6 (K + 2δ−1) · sup
t∈[0,1]
µ([t, t+ δ]) ·
∫ 1
0
|f(t)|2 dt.
In particular, if µ is given by χΩ(t) dt, for Ω ⊂ [0, 1] measurable, then
(1.2)
∫
Ω
|f(t)|2 dt 6 3 · ρ(Ω,K) ·
∫ 1
0
|f(t)|2 dt,
where the so called maximum Nyquist density is given by
(1.3) ρ(Ω,K) = K · sup
t∈[0,1]
∣∣Ω ∩ [t, t+ 1/K]∣∣.
Donoho and Logan [5] first observed that (1.2) gives a particularly strong
concentration estimate if the set Ω is “sparse”. If only a small portion
of Ω is contained in any interval of length 1/K, then it follows that the
energy of f cannot be well concentrated on Ω. This lead them to derive
similar inequalities for functions in the Lp-Paley-Wiener spaces on the real
line, p ∈ {1, 2}. Recently, this idea has been adapted for concentration
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problems of time-frequency distributions [1, 2] and finite spherical harmonics
expansions on the 2-sphere [23].
A common approach to study concentration problems was introduced by
Landau, Slepian and Pollak [13, 14, 22] in a series of papers nowadays known
as the “Bell-Lab papers”. This approach has been frequently adapted and
applied to various function spaces. In the context of this paper, we refer to
[3, 21] for a treatment of the Bell-Lab theory of finite expansions of spherical
harmonics on the 2-sphere. We would also like to mention that measures
that allow for an inequality like in (1.1) have been studied in a multitude
of contributions and are commonly referred to as Carleson measures. For a
result concerning Carleson measures on compact manifolds, see [20].
It is the main purpose of this article to generalize the results in [23]
from the 2-sphere to general two-point homogeneous spaces. A compact
Riemannian manifold M with metric d(·, ·) is called two-point homogeneous
if for every four points x1, x2, y1, y2 ∈ M satisfying d(x1, x2) = d(y1, y2),
there exists an isometry I : M → M such that I(xi) = yi, i = 1, 2. These
spaces were fully characterized by Wang [24], see also [4, 7, 9, 10, 12]. We
recall the full list of these spaces in Section 3.1 but note that they include
the sphere in Rd as well as the real projective spaces.
Let Hk be the k-th eigenspace of the Laplace-Beltrami operator on M
associated to the eigenvalue λk, k ∈ N (N = N0 or 2N0 depending on M).
Then L2(M) =
⊕
k∈N Hk, where L
2(M) is equipped with the invariant Haar
measure ν. We define the space of finite spherical harmonics expansions by
SK =
⊕
k∈N ,k6K
Hk.
Let Ω ⊂ M be measurable, and 1 6 p < ∞. We study the concentration
problem
(1.4)
∫
Ω
|f(x)|p dν(x) 6 λp(Ω,K) ·
∫
M
|f(x)|p dν(x), f ∈ SK ,
and seek for simple estimates of λp(Ω,K) in terms of a maximum Nyquist
density adapted to two-point homogeneous spaces. Here, the interval [t, t+
1/K] in (1.3) is replaced by the geodesic cap 1 centered at y which is given
by
Cδ(y) :=
{
x ∈M : cos (γ d(x, y)) > δ},
where γ (given in Section 3.1) depends on the length of the closed geodesics
only. The maximum Nyquist density is defined as
(1.5) ρ(Ω,K) := sup
y∈M
|Ω ∩ CtK(M)(y)|
|CtK (M)(y)|
,
where tK(M) depends on K and M only and is the largest zero of a Jacobi
polynomial P
(α,β)
K , where the values of α and β depend on M only. The
explicit expression can be found in (3.20).
Our main contribution is the following estimate in terms of the maximum
Nyquist density. See Theorem 4.4 for a more detailed account of the result.
1We could as well consider geodesic balls B(y, r) = {x ∈ M : d(x, y) < r}. Note that
Cδ(y) = B(y, γ
−1 arccos δ) or equivalently B(x, r) = Ccos γr(x). It turns out that caps are
more convenient here.
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Theorem. Let M be a two-point homogeneous space, µ be a σ-finite mea-
sure, Ω ⊂ M be measurable, and tK(M) 6 δ < 1. For K ∈ N and every
f ∈ SK , it holds∫
M
|f(x)|2 dµ(x) 6 DK,δ · sup
y∈M
µ(Cδ(y)) ·
∫
M
|f(x)|2 dν(x),
and
(1.6)
∫
Ω
|f(x)|2 dν(x) 6 AK · ρ(Ω,K)
∫
M
|f(x)|2 dν(x),
where AK and DK,δ are given explicitly in (4.37) and (4.35) respectively.
We will also show that AK converges to a constant given in Lemma 4.5
when K →∞.
In the case of the 2-sphere, we exactly recover the results from [23]. We
also derive Lp-estimates for 1 < p < ∞ via interpolation and duality argu-
ments in Theorem 4.6.
We conclude this introduction by mentioning the fact that concentration
properties of eigenfunctions of the Laplacian on Riemannian manifolds have
been extensively studied (see e.g. [25] and references therein). Our result
here is of a slightly different nature to most results so far. Our main contri-
bution is when the set Ω is sparse in the sense that ρ(Ω,K) is much smaller
than the measure of Ω. Note also that our result (1.6) applies to functions
f that are linear combinations of eigenfunctions of the Laplace-Beltrami op-
erator for different eigenvalues rather than to the more common situation of
a single eigenfunction. On the other hand, when f is a single eigenfunction
of the Laplace-Beltrami operator, there seems to be no improvement in the
concentration bound (1.6) obtained through our method of proof.
The remaining of this paper is organized as follows: we start with a section
of preliminaries on Jacobi polynomials and the incomplete Beta function.
Section 3 is then devoted to two point homogeneous manifolds and their
spherical harmonics. Once this is done, we can conclude with the proof of
the main theorem in Section 4.
2. Preliminaries
2.1. Jacobi Polynomials. For α, β > −1, consider the Jacobi weight
ωα,β(t) = (1− t)α(1 + t)β .
The Jacobi polynomials P
(α,β)
n , n ∈ N0 = {0, 1, . . .}, are then a family of
orthogonal polynomials in L2ωα,β(−1, 1) satisfying the orthogonality relations
(2.7)
∫ 1
−1
P (α,β)n (t)P
(α,β)
m (t)ωα,β(t) dt
=
2α+β+1Γ(n+ α+ 1)Γ(n + β + 1)
n!(2n + α+ β + 1)Γ(n+ α+ β + 1)
δn,m.
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where n,m ∈ N0, and δn,m denotes the Kronecker delta. Note for future use
that, by parity,
(2.8)
∫ 1
0
P
(α,α)
2n (t)P
(α,α)
2m (t)ωα,α(t) dt
=
4αΓ(2n + α+ 1)2
(2n)!(4n + 2α+ 1)Γ(2n + 2α+ 1)
δn,m.
The Jacobi polynomials are explicitly given by
P (α,β)n (t) :=
Γ(n+ α+ 1)
n!Γ(n+ α+ β + 1)
n∑
m=0
(
n
m
)
Γ(n+m+ α+ β + 1)
Γ(m+ α+ 1)
(
t− 1
2
)m
or by the Rodrigues Formula
P (α,β)n (t) =
(−1)n
2nn!
(1− t)−α(1 + t)−β d
n
dzn
{
(1− t)α(1 + t)β(1− t2)n
}
.
Jacobi polynomials satisfy the following symmetry relation
(2.9) P (α,β)n (−t) = (−1)nP (β,α)n (t).
Throughout this paper we are only concerned with α > −12 and α > β > −1.
In that case, one has [19, 18.14.1]
(2.10) |P (α,β)n (t)| 6 P (α,β)n (1) =
Γ(n+ α+ 1)
n!Γ(α+ 1)
.
By [19, 18.9.15], the derivative of P
(α,β)
n satisfies
(2.11)
d
dt
P (α,β)n (t) =
1
2
(n+ α+ β + 1)P
(α+1,β+1)
n−1 (t),
which implies that
∣∣∣∣ ddtP (α,β)n (t)
∣∣∣∣ . nα+2.
Like all orthogonal polynomials, Jacobi polynomials satisfy a three term
recurrence relation, see e.g. [19, 18.2.8],
(2.12) P
(α,β)
n+1 (t) = (Ant+Bn)P
(α,β)
n (t)− CnP (α,β)n−1 (t), n = 1, 2, . . . ,
with P
(α,β)
0 (t) = 1, and P
(α,β)
1 (t) =
1
2
(
(α+β+2)t+α−β), and An, Bn, Cn ∈
R. Although we do not need there explicit expressions in this paper, note
that they are given by An = an/dn, Bn = bn/dn, Cn = cn/dn with
an = (2n + α+ β)(2n + α+ β + 1)(2n + α+ β + 2)
bn = (2n + α+ β + 1)(α
2 − β2)
cn = (n+ α)(n + β)(2n + α+ β + 2)
dn = 2(n + 1)(n + α+ β + 1)(2n + α+ β).
We will however need that an, cn, dn > 0 and that P
(α,β)
n (1) > 0.
It follows from general theory of orthogonal polynomials that all zeros of
P
(α,β)
n lie in the interval (−1, 1), see e.g. [19, 18.2(vi)]. Further, it is known
[19, 18.2(vi)] that the zeroes of P
(α,β)
n and P
(α,β)
n+1 interlace. That is, if we
write tj,k for the k-th zero of P
(α,β)
n ,
tn+1,1 < tn,1 < tn+1,2 < · · · < tn+1,n−1 < tn,n < tn+1,n+1.
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Let us write θn,1 := arccos(tn,n). If either α, β ∈
[−12 , 12], or α+β > −1, and
α > −1/2, then the following asymptotic behavior follows from [19, 18.16.6,
18.16.7, and 18.16.8]
(2.13) θn,1 =
jα,1
n
+O (n−2) ,
where jα,m denotes the m-th positive zero of the Bessel function of the
first kind Jα. Note that throughout this paper we will only have to deal
with situations where α, β > −1/2. Consequently, at least one of the two
conditions above will always be satisfied. Taking the cosine of both sides
yields
(2.14) tn,n = 1−
j2α,1
2n2
+O (n−3) .
The Mehler-Heine formula [19, 18.11.5] describes the asymptotic behavior
of P
(α,β)
n at arguments approaching 1
(2.15) lim
n→∞
1
nα
P (α,β)n
(
1− z
2
2n2
)
=
2α
zα
Jα(z).
Precise lower bounds for tn,n have been obtained recently in [17, 18]. We are
rather interested in an upper bound which can be derived from the Euler-
Rayleigh technique. A simple computation derived from those in [17, 18]
shows that
(2.16) tn,n 6 1− 2 α+ 1
n(n+ α+ β + 1)
.
We conclude this section with the following lemma that describes a certain
monotonicity property of Jacobi polynomials. It was already shown for the
special case of Legendre polynomials in [23, Lemma 2.1].
Lemma 2.1. Let n > 1 be fixed and t ∈ [tn,n, 1). For k = 1, . . . , n, one has
(2.17)
P
(α,β)
k (t)
P
(α,β)
k (1)
<
P
(α,β)
k−1 (t)
P
(α,β)
k−1 (1)
,
consequently P
(α,β)
k (t) > 0.
Proof. We show (2.17) by induction with respect to n. For n = 1, we only
have to consider k = 1. But P
(α,β)
1 (t) =
1
2
(
(α + β + 2)t + α − β) so that
t1,1 =
β−α
α+β+2 while P
(α,β)
0 (t) = 1. As α + β + 2 > 0, it follows that P
(α,β)
1
is an increasing linear function and thus 0 6
P
(α,β)
1 (t)
P
(α,β)
1 (1)
< 1 on [t1,1, 1) and
(2.17) is true.
We now assume that (2.17) holds for k 6 n. It follows from (2.12) that
there exist A˜n, B˜n, and C˜n so that
P
(α,β)
n+1 (t)
P
(α,β)
n+1 (1)
= (A˜nt+ B˜n)
P
(α,β)
n (t)
P
(α,β)
n (1)
− C˜n
P
(α,β)
n−1 (t)
P
(α,β)
n−1 (1)
, n = 1, 2, . . . .
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The coefficients are expressed in terms of an, bn, cn, dn and the values of
Jacobi polynomials at 1. We only need to notice that
A˜n =
anP
(α,β)
n (1)
dnP
(α,β)
n+1 (1)
> 0 and C˜n =
cnP
(α,β)
n−1 (1)
dnP
(α,β)
n+1 (1)
> 0.
Setting t = 1 in the above equation, it follows that 1 = A˜n + B˜n − C˜n. We
therefore have for every t ∈ [tn+1,n+1, 1) ⊂ [tn,n, 1)
P
(α,β)
n+1 (t)
P
(α,β)
n+1 (1)
= (A˜nt+ B˜n)
P
(α,β)
n (t)
P
(α,β)
n (1)
− C˜n
P
(α,β)
n−1 (t)
P
(α,β)
n−1 (1)
< (A˜n + B˜n)
P
(α,β)
n (t)
P
(α,β)
n (1)
− C˜n
P
(α,β)
n−1 (t)
P
(α,β)
n−1 (1)
since A˜n > 0. Using the induction hypothesis and the fact that C˜n > 0 we
get
P
(α,β)
n+1 (t)
P
(α,β)
n+1 (1)
< (A˜n + B˜n)
P
(α,β)
n (t)
P
(α,β)
n (1)
− C˜n P
(α,β)
n (t)
P
(α,β)
n (1)
=
P
(α,β)
n (t)
P
(α,β)
n (1)
.
This implies (2.17) with k = n+ 1 and the inductive proof is complete.
Since tn,n is the largest zero of P
(α,β)
n and P
(α,β)
n (1) = 1, it follows that
P
(α,β)
n (t) > 0 for t ∈ [tn,n, 1). Consequently, for k = 1, . . . , n, we have
P
(α,β)
k (t)
P
(α,β)
k (1)
>
P
(α,β)
n (t)
P
(α,β)
n (1)
> 0.

2.2. Incomplete Beta Functions. For a, b > 0, the beta function is given
by
B(a, b) :=
∫ 1
0
ta−1(1− t)b−1dt = Γ(a)Γ(b)
Γ(a+ b)
,
and for x ∈ (0, 1), the incomplete beta function is defined as
Bx(a, b) :=
∫ x
0
ta−1(1− t)b−1dt.
It satisfies the following relation [19, 8.17.7]
Bx(a, b) =
xa
a
F (a, 1− b; a+ 1;x)
where F = 2F1 denotes the hypergeometric function. As the series defining
F converges absolutely for arguments with absolute value less than 1, it
follows that
Bx(a, b) =
xa
a
+O(x1+a), as x→ 0.
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Let δ > 0. The size of a geodesic cap will depend on∫ 1
δ
(1− t)α(1 + t)βdt = 2α+β+1B(1−δ)/2(α+ 1, β + 1)
=
2β(1− δ)α+1
α+ 1
+O((1 − δ)α+2).(2.18)
3. Two-Point Homogeneous Spaces
3.1. Classification of Two-Point Homogeneous Spaces. In this paper
we consider two-point homogeneous spaces, or, in other terminology, com-
pact globally symmetric spaces of rank 1. A compact Riemannian manifold
M with metric d(·, ·) is called two-point homogeneous if for every four points
x1, x2, y1, y2 ∈ M satisfying d(x1, x2) = d(y1, y2), there exists an isometry
I : M → M such that I(xi) = yi, i = 1, 2. A full classification of the
two-point homogeneous spaces was given by Wang [24]. The complete list
of two-point homogeneous spaces is given by
(i) the d-dimensional sphere Sd, d = 1, 2, 3, . . .,
(ii) the real projective space Pd(R), d = 2, 3, 4, . . .,
(iii) the complex projective space Pd(C), d = 4, 6, 8, . . .,
(iv) the quaternion projective space Pd(H), d = 8, 12, 16, . . .,
(v) the Caley projective space P16(Ca).
The superscripts denote the dimension of the corresponding spaces over the
reals. For further reading on this topic, see e.g. Cartan [4], Gangolli [7],
and Helgason [10, 9].
Each space M can be considered as the orbit space of some compact
subgroupH of the orthogonal group G, that isM = G/H. Let pi : G→ G/H
be the natural mapping and e be the identity of G. The point η := pi(e)
is called the north pole of M. On any such manifold there is an invariant
Riemannian metric d(·, ·), and an invariant Haar measure dν.
The geometry of these spaces is in many respects similar. For example, all
geodesics in a given one of these spaces are closed and have the same length
2L. Here L is the diameter of M, i.e., the maximum distance between any
two points. A function onM is called zonal if it only depends on the distance
of its argument from η. Since the distance of any point of M from η is at
most L, it follows that a zonal function can be identified with a function on
[0, L].
Two-point homogeneous spaces admit essentially only one invariant sec-
ond order differential operator, the Laplace-Beltrami operator ∆. The eigen-
values of ∆ are given by
λk = −k(k + α+ β + 1), k ∈ N ,
where N = 2N0 (the even integers) whenM = Pd(R) and N = N0 otherwise,
and α, β are given in (3.20). The corresponding eigenspaces Hk are of finite
dimension dk := dimHk, invariant and irreducible under G and satisfy
L2(M) =
⊕
k∈N
Hk.
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Let θ be the distance of a point from η and (θ, u) ∈ [0, L]×M⊥ be a geodesic
polar coordinate system, where u is an angular parameter. In this coordinate
system the geodesic component ∆θ of the Laplace-Beltrami operator ∆ has
the expression
(3.19) ∆θ =
1
sin(γ θ/2)σ sin(γ θ)ρ
d
dθ
(
sin(γ θ/2)σ sin(γ θ)ρ
d
dθ
)
,
where the parameters σ and ρ depend onM and can be found in the following
list [10, p. 171]
(i) Sd : σ = 0, ρ = d− 1, γ = pi/L, d = 1, 2, 3 . . . ,
(ii) Pd(R) : σ = 0, ρ = d− 1, γ = pi/2L, d = 2, 3, 4 . . . ,
(iii) Pd(C) : σ = d− 2, ρ = 1, γ = pi/L, d = 4, 6, 8 . . . ,
(iv) Pd(H) : σ = d− 4, ρ = 3, γ = pi/L, d = 8, 12, . . . ,
(v) P16(Ca) : σ = 8, ρ = 7, γ = pi/L.
Next, define
(3.20) α =
d− 2
2
, and β =
ρ− 1
2
.
Note that α, β > −1/2, and in particular
α+ β =
d+ ρ− 3
2
> −1.
Further, after a change of variables t = cos(γ · θ), (3.19) can be written as
∆t =
1
(1− t)α(1 + t)β
d
dt
(
(1− t)α+1(1 + t)β+1 d
dt
)
.
This is just the Jacobi operator, and its eigenfunctions are the Jacobi poly-
nomials P
(α,β)
k . It follows that the functions
{
P
(α,β)
k
(
cos(γ d(·, η)))}
k∈N
form an orthogonal basis of the space of zonal functions. Here we note that
the real projective spaces are different due to the identification of antipodal
points on Sd so that only even polynomials appear.
The orthogonality of the Jacobi polynomials also implies that the measure
ν factors as follows
dν = dν⊥ (1− cos(γ θ))α(1 + cos(γ θ))βγ sin(γ θ) dθ.
Let us make the following definition
IM :=
{
(−1, 1) if M 6= Pd(R),
(0, 1) if M = Pd(R).
As we have assumed that ν is normalized, it thus follows that
1 =
∫
M
dν =
∫
M⊥
dν⊥
∫ L
0
(1− cos(γθ))α(1 + cos(γθ))βγ sin(γθ) dθ
=
∫
M⊥
dν⊥
∫
IM
(1− t)α(1 + t)β dt.
If M 6= Pd(R), it follows by (2.7) that the measure of the non-geodesic part
M⊥ is equal to
(3.21) ν⊥(M⊥) =
Γ(α+ β + 2)
2α+β+1Γ(α+ 1)Γ(β + 1)
= 2−(α+β+1)B(α+1, β +1)−1.
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Moreover, by (2.8) we have
(3.22) ν⊥(Pd(R)) =
Γ(2α+ 2)
4αΓ(α+ 1)2
= 4−αB(α+ 1, α+ 1)−1.
3.2. Addition Formula. Let {Y jk }dkj=1 be an orthonormal basis for Hk.
Then the following addition formula can be found in [12]
(3.23)
dk∑
j=1
Y jk (x)Y
j
k (y) = Dk(M)P
(α,β)
k
(
cos(γ d(x, y))
)
.
For the proof of our main result we need explicit expressions of Dk(M) and
dk which we calculate as follows:
First, setting x = y, the addition formula immediately implies
dk =
dk∑
j=1
1 =
dk∑
j=1
∫
M
|Y jk (x)|2 dν(x) =
∫
M
dk∑
j=1
|Y jk (x)|2 dν(x)
=
∫
M
Dk(M)P
(α,β)
k (1) dν(x) = Dk(M)P
(α,β)
k (1) ν(M)
= Dk(M)P
(α,β)
k (1),(3.24)
as ν is normalized. Note that for every y ∈M
(3.25) ‖P (α,β)k
(
cos(γ d(·, η)))‖L2(M) =√ν⊥(M⊥)‖P (α,β)k ‖L2ωα,β (IM).
Now, taking the squared absolute value of both sides in (3.23) and integrat-
ing with respect to dν(x), yields
dk∑
j=1
|Y jk (y)|2 = Dk(M)2
∫
M
|P (α,β)k
(
cos(γ d(x, y))
)|2 dν(x)
= Dk(M)
2ν⊥(M⊥)‖P (α,β)k ‖2L2ωα,β (IM),
as the measure ν is G/H-invariant. If we then integrate this equation with
respect to y, it follows that
(3.26) dk = Dk(M)
2ν⊥(M⊥)‖P (α,β)k ‖2L2ωα,β (IM).
Comparing (3.24) and (3.26) and using (2.10) and (2.7) then yields
Dk(M) =
P
(α,β)
k (1)
ν⊥(M⊥)‖P (α,β)k ‖2L2ωα,β (IM)
=
(2k + α+ β + 1)Γ(k + α+ β + 1)Γ(β + 1)
Γ(k + β + 1)Γ(α + β + 2)
.
Consequently, we conclude that dimension of the eigenspace corresponding
to the eigenvalue λk is given by
dk = Dk(M)P
(α,β)
k (1)
=
(2k + α+ β + 1)Γ(k + α+ β + 1)
k!Γ(α + β + 2)
Γ(k + α+ 1)Γ(β + 1)
Γ(k + β + 1)Γ(α + 1)
.
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The following relation, which we infer from (3.24) and (3.26) will be useful
later
(3.27) d
1/2
k =
P
(α,β)
k (1)
ν⊥(M⊥)1/2‖P (α,β)k ‖L2ωα,β (IM)
.
3.3. Zonal Functions and Convolutions. For a given point y ∈ M, we
define the space of zonal functions with respect y by
Zp(M, y) := {f ∈ Lp(M) : f(x) = F ( cos(γ d(x, y)))} .
Hence every zonal function f can always be identified with a function F
defined on IM.
As P
(α,β)
k
(
cos(γ d(·, y))) is in the linear span of the basis elements Y jk
for every y ∈ M by the addition formula, it follows that the space of zonal
functions in Hk is at least one dimensional. In the following lemma we show
that it is exactly one dimensional.
Lemma 3.1. For k ∈ N, y ∈M and Z2k(M, y) := Hk ∩ Z2(M, y), one has
dimZ2k(M, y) = 1.
Proof. Equation (3.23) implies that dimZ2k(M, y) > 1. Moreover,
Z2(M, y) ⊇
⊕
k∈N
Z2k(M, y) ⊇
⊕
k∈N
span{P (α,β)k (cos(γ d(·, y)))}.
Let us assume to the contrary that there exist f ∈ Z2k(M, y), such that
f ⊥ P (α,β)k (cos(γ d(·, y))).
Then, as all the spaces Hk are orthogonal, one has also
f ⊥ P (α,β)n (cos(γ d(·, y)))
for every n ∈ N and consequently
0 = 〈f, P (α,β)n
(
cos(γ d(·, y)))〉L2(M) = ν⊥(M⊥)〈F,P (α,β)n 〉L2
α,β
(IM)
, n ∈ N .
It is obvious that {P (α,β)n }n∈N is an orthogonal basis for L2ωα,β(IM) whenever
M 6= Pd(R). If M = Pd(R), then, since α = β and P (α,α)2k (−t) = P (α,α)2k (t) by
(2.9), it follows that {P (α,α)n }n∈2N0 is an orthogonal basis for the subspace of
all even functions in L2ωα,α(−1, 1) and thus also for L2ωα,α(0, 1). This finally
shows that f = 0. 
As the addition formula holds for arbitrary orthonormal bases and since
every Hk contains a one dimensional subspace of zonal functions, we may
choose the first basis element of each Hk to be
Y 1k (x) =
P
(α,β)
k
(
cos(γ d(x, η))
)
‖P (α,β)k
(
cos(γ d(·, η)))‖2 ,
where η ∈M denotes the north pole. Let us denote the basis coefficients of
the orthonormal basis {{Y jk }dkj=1}k∈N by
(3.28) f̂(k, j) :=
∫
M
f(x)Y jk (x) dµ(x).
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Let g ∈ Zq(M, η) and G its corresponding function on IM. For f ∈ Lp(M)
and 1 + 1r =
1
p +
1
q , we define convolution by
(f ∗ g)(x) =
∫
M
f(y)G
(
cos(γ d(x, y))
)
dν(y), x ∈M.
Then Young’s convolution inequality states that
‖f ∗ z‖r 6 ‖f‖p‖g‖q.
Like in the euclidean case, this notion of convolution admits a convolution
theorem, i.e. convolution amounts to a multiplication operator in the do-
main of the basis coefficients of Y kj . This result is known in the special case
of M = Sd, see e.g. [6, 11, 16].
Theorem 3.2. Let f ∈ L2(M), and g ∈ Z2(M, η), then for every k ∈
N , j ∈ {j, . . . , dk}, it holds
(̂f ∗ g)(k, j) = (dk)−1/2 · f̂(k, j) · ĝ(k, 1).
Proof. For simplicity, we assume that g = Y 1k . Then ĝ(k, j) = δj,1, and by
(3.23), (3.25) and (3.26) we obtain
(f̂ ∗ g)(k, j) =
∫
M
(f ∗ g)(x)Y jk (x) dν(x)
=
∫
M
∫
M
f(y)
P
(α,β)
k
(
cos(γ d(x, y))
)∥∥P (α,β)k ( cos(γ d(·, η)))∥∥2Y jk (x) dν(x) dν(y)
=
1
Dk(M)
√
ν⊥(M⊥)‖P (α,β)k ‖L2ωα,β (IM)
×
∫
M
∫
M
f(y)
dk∑
n=1
Y nk (x)Y
n
k (y) Y
j
k (x) dν(x) dν(y)
= (dk)
−1/2
∫
M
f(y)Y jk (y) dν(y) = (dk)
−1/2 · f̂(k, j) · ĝ(k, 1).
The general result then follows once we recall that dimZkη (M) = 1, for
k ∈ N , by Lemma 3.1 and a density argument. 
4. Large Sieve Estimates
Let δ ∈ IM and y ∈M. The geodesic cap centered in y is defined by
Cδ(y) := {x ∈M : cos(γ d(x, y)) > δ}.
It is easy to see, after a change of variables, that the measure of Cδ(y) is
independent of y ∈M and given by
(4.29) |Cδ(y)| = ν(Cδ(y)) = 2α+β+1ν⊥(M⊥)B(1−δ)/2(α+ 1, β + 1).
Let K ∈ N . We denote the space of K-finite functions, that is the set of
finite expansions of eigenfunctions of the Laplace-Beltrami operator by
SK(M) :=
⊕
k∈N , k6K
Hk.
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In the following, we will give concentration estimates for functions from
SK(M). The main idea is to construct a certain optimal zonal function that
is supported on a geodesic cap, i.e. that belongs to
Zpδ (M, η) := {g ∈ Zp(M, η) : supp(g) ⊂ Cδ(η)} .
The following lemma can be shown exactly as in [23, Lemma 3.1]. For the
convenience of our readers we reproduce the proof here.
Lemma 4.1. Let µ be a positive σ-finite measure onM, and let 1 < p, q <∞
be conjugate exponents. If g ∈ Zqδ (M, η) \ {0}, then
(4.30)
∫
M
|f |p dµ 6 sup
h∈SK(M)
‖h‖pp‖g‖pq
‖h ∗ g‖pp ·‖f‖
p
p·sup
y∈M
µ(Cδ(y)), f ∈ SK(M).
Proof. We may assume that convolution with g is invertible on SK(M).
Otherwise, the first supremum in (4.30) is infinite. Let G be the function
on IM that corresponds to g. Since supp(g) ⊂ Cδ(η), we may write
G
(
cos(γ d(x, y))
)
= G
(
cos(γ d(x, y))
) · χCδ(y)(x), x, y ∈M.
If f∗ ∈ SK(M) is the unique function such that f = f∗ ∗ g, then by Ho¨lder’s
inequality we have
(4.31)
∫
M
|f |p dµ =
∫
M
∣∣∣∣∫
M
f∗(y)G
(
cos(γ d(x, y))
)
χCδ(y)(x) dν(y)
∣∣∣∣p dµ(x)
6
∫
M
∫
M
|f∗(y)|pχCδ(y)(x) dν(y)
(∫
M
|G( cos(γ d(x, y)))|q dν(y)) pq dµ(x).
From the invariance of the Haar measure ν, we infer that for every x ∈M,∫
M
|G( cos(γ d(x, y)))|q dν(y) = ∫
M
|G( cos(γ d(η, z)))|q dν(z) = ‖g‖qq.
Substituting this into (4.31) and changing the order of integration, we obtain∫
M
|f |p dµ 6 ‖g‖pq ·
∫
M
|f∗(y)|p µ(Cδ(y)) dν(y)
6 ‖g‖pq · ‖f∗‖pp · sup
y∈M
µ(Cδ(y))
=
‖f∗‖pp‖g‖pq
‖f∗ ∗ g‖pp · ‖f‖
p
p · sup
y∈M
µ(Cδ(y))
6 sup
h∈SK(M)
‖h‖pp‖g‖pq
‖h ∗ g‖pp · ‖f‖
p
p · sup
y∈M
µ(Cδ(y))
as claimed. 
We denote the best constant in (4.30) by
(4.32) Tp(K, δ) := inf
g∈Zq
δ
(M,η)
sup
h∈SK(M)
‖h‖pp‖g‖pq
‖h ∗ g‖pp .
For p = 2 we can explicitly calculate T2(K, δ).
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Theorem 4.2. Let M be a two-point homogeneous space and K ∈ N . If
tK,K 6 δ < 1, then gK,δ := χCδ(η) · P (α,β)K
(
cos(γ d(·, η)) is a minimizer for
the extremal problem (4.32), and the minimum is given by
(4.33) T2(K, δ) =
(
ν⊥(M⊥)
∫ 1
δ
P
(α,β)
K (t)
2
P
(α,β)
K (1)
2
ωα,β(t) dt
)−1
.
Remark 4.3. According to (2.16), it is enough to have
1− 2 α+ 1
n(n+ α+ β + 1)
6 δ < 1.
Proof. First, we simplify the extremal problem (4.32). Let g ∈ Z2δ (M, η) \
{0}. Using the convolution theorem (Theorem 3.2) and Parseval’s identity,
we observe that the quantity we intend to minimize is
sup
h∈SK
h 6=0
‖h‖22‖g‖22
‖h ∗ g‖22
= sup
h∈SK
h 6=0
‖g‖22‖h‖22
 K∑
k=0
dk∑
j=1
|ĥ(k, j)|2 · |ĝ(k, 1)|2
dk
−1
= max
06k6K
dk‖g‖22
|ĝ(k, 1)|2 ,(4.34)
since Parseval’s relation gives ‖h‖22 =
K∑
k=0
dk∑
j=1
|ĥ(k, j)|2.
Next, as g = g · χCδ , from Cauchy-Schwarz we get that
|ĝ(k, 1)| = |〈g · χCδ(η), Yk,1〉| = |〈g, χCδ(η) · Yk,1〉| 6 ‖g‖2‖χCδ(η) · Yk,1‖2.
Further, equality occurs for g a constant multiple of gk,δ := χCδ(η) · Yk,1. It
follows that
inf
g∈Z2δ (M,η)
sup
h∈SK
h 6=0
‖h‖22‖g‖22
‖h ∗ g‖22
= max
06k6K
dk
‖gk,δ‖22
On the other hand, as δ > tK,K > tk,k the largest zero of P
(α,β)
k , we have
gk,δ > 0. Therefore
inf
g∈Z2
δ
(M,η)
sup
h∈SK
h 6=0
‖h‖22‖g‖22
‖h ∗ g‖22
= inf
g∈Z2
δ
(M,η)
g>0
sup
h∈SK
h 6=0
‖h‖22‖g‖22
‖h ∗ g‖22
= inf
g∈Z2δ (M,η)
g>0
max
06k6K
dk‖g‖22
|ĝ(k, 1)|2 .
But, if g ∈ Z2δ (M, η)\{0} with g > 0, we may write g(x) = G
(
cos(γ d(x, η))
)
with G > 0. Then
ĝ(k, 1)
(dk)1/2
=
1
(dk)1/2
∫
M
g(x)Y 1k (x) dν(x)
=
1
P
(α,β)
k (1)
∫
M
G
(
cos(γ d(x, η))
)
P
(α,β)
k
(
cos(γ d(x, η))
)
dν(x)
= ν⊥(M⊥)
∫ 1
δ
G(t)
P
(α,β)
k (t)
P
(α,β)
k (1)
ωα,β(t) dt.
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Since tK,K 6 δ < 1, it follows from Lemma 2.1 that
ĝ(k, 1)
(dk)1/2
> ν⊥(M⊥)
∫ 1
δ
G(t)
P
(α,β)
K (t)
P
(α,β)
K (1)
ωα,β(t) dt =
ĝ(K, 1)
(dK)1/2
.
Therefore
inf
g∈Z2δ (M,η)
sup
h∈SK
h 6=0
‖h‖22‖g‖22
‖h ∗ g‖22
= inf
g∈Z2δ (M,η)
g>0
dK‖g‖22
|ĝ(K, 1)|2 .
and we have already seen that the function that realizes the minumum is
gK,δ for which the minimum is
inf
g∈Z2
δ
(M,η)
sup
h∈SK
h 6=0
‖h‖22‖g‖22
‖h ∗ g‖22
=
dK
‖gK,δ‖22
.
It remains to notice that
‖gK,δ‖22 = ν⊥(M⊥)
∫ 1
δ
P
(α,β)
K (t)
2ωα,β(t)dt.
From this, we deduce that
dK
‖gK,δ‖22
= P
(α,β)
K (1)
2
(
ν⊥(M⊥)
∫ 1
δ
P
(α,β)
K (t)
2ωα,β(t)dt
)−1
which is precisely T2(K, δ). 
We are now able to state our main theorem.
Theorem 4.4. Let M be a two-point homogeneous space, α be given by
(3.20), µ be a σ-finite measure, Ω ⊂ M be measurable, and tK,K 6 δ < 1.
For K ∈ N and every f ∈ SK , it holds
(4.35)∫
M
|f |2 dµ 6
(
ν⊥(M⊥)
∫ 1
δ
P
(α,β)
K (t)
2
P
(α,β)
K (1)
2
ωα,β(t) dt
)−1
· ‖f‖22 · sup
y∈S2
µ(Cδ(y)).
Consequently,
(4.36) λ2(Ω,K) 6 AK · ρ(Ω,K),
where
(4.37)
AK := 2
α+β+1B(1−tK,K )/2(α+ 1, β + 1)
(∫ 1
tK,K
P
(α,β)
K (t)
2
P
(α,β)
K (1)
2
ωα,β(t) dt
)−1
,
and Bx(a, b) is the incomplete beta function.
Proof. Combining Lemma 4.1 and Theorem 4.2 gives (4.35). Taking µ =
χΩ dν in (4.35) and using (4.29) and (1.5), we obtain for f ∈ SK with
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‖f‖2 = 1∫
Ω
|f |2 dν 6 Tp(K, tK,K) · sup
y∈M
|Ω ∩ CtK,K (y)|
6 2α+β+1ν⊥(M⊥)B(1−tK,K )/2(α+ 1, β + 1) · Tp(K, tK,K)
× sup
y∈M
|Ω ∩ CtK,K (y)|
|CtK,K (y)|
=
2α+β+1B(1−tK,K )/2(α+ 1, β + 1)∫ 1
tK,K
P
(α,β)
K (t)
2
P
(α,β)
K (1)
2
ωα,β(t) dt
· ρ(Ω,K),
which implies (4.36). 
Lemma 4.5. If α and β are given by (3.20), then
(4.38) lim
K→∞
AK =
1
α+ 1
(
jα,1
2
)2α 1
Jα+1(jα,1)2
,
where Jα is the Bessel function of the first kind, and jα,1 is the smallest
positive zero of the Bessel function Jα.
Proof. For simplicity, let us write PK = P
(α,β)
K .
Recall that by (2.13) we have tK,K = 1 − j
2
α,1
2K2
+ O(K−3). Let us first
only consider the integral in (4.37) times the factor (1 − tK,K)−1−α. The
squared Jacobi polynomial can be rewritten using Taylor’s theorem with the
remainder in the Lagrange form
(1− tK,K)−1−α
∫ 1
tK,K
PK(t)
2
PK(1)2
(1− t)α(1 + t)β dt
=
∫ 1
0
PK
(
1− s(1− tK,K)
)2
PK(1)2
sα(2− s(1− tK,K))β ds
=
∫ 1
0
PK
(
1− j
2
α,1
2K2
s+ hKs
)2
PK(1)2
sα(2− s(1− tK,K))β ds
=
∫ 1
0
PK
(
1− j
2
α,1
2K2
s
)2
+ 2hKsPK(ξs)
d
dtPK(ξs)
PK(1)2
sα(2− s(1− tK,K))β ds,
where ξs ∈
[
1− j
2
α,1
2K2 s, 1−
j2α,1
2K2 s+hKs
]
, and hK = O(K−3) in view of (2.14).
By (2.10) and (2.11) we have that
hK · ‖PK‖∞ · ‖ d
dt
PK‖∞ · PK(1)−2 = O(K−3+α+α+2−2α) = O(K−1).
As |P (α,β)K (t)| 6 P (α,β)K (1), it follows that we may apply the dominated con-
vergence theorem. Therefore, it follows from the observation that
PK(1)
Kα
→
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1 and the Mehler-Heine formula (2.15) that the integral converges to
2β+2α
j2αα,1
∫ 1
0
Jα(jα,1
√
s)2 ds =
2β+2α
j
2(α+1)
α,1
2
∫ jα,1
0
sJα(s)
2 ds
=
2β+2α
j
2(α+1)
α,1
s2
(
Jα(s)
2 − Jα−1(s)Jα+1(s)
) ∣∣∣jα,1
0
= −2
β+2α
j2αα,1
Jα−1(jα,1)Jα+1(jα,1)
=
2β+2α
j2αα,1
Jα+1(jα,1)
2,
where we have used that
−Jα−1(z)Jα+1(z) = Jα+1(z)2 − 2α
z
Jα(z)Jα+1(z);
see e.g. [19, 10.6.1]. Note that the anti-derivative of the function sJα(s)
2 is
given in [8, 5.54.2].
It remains to study the convergence of the remaining factors defining AK .
In particular, we have by (2.18) that
2α+β+1 ·B(1−tK,K )/2(α+ 1, β + 1) · (1− tK,K)−1−α =
2β
α+ 1
+O(K−2(α+2)),
which concludes the proof 
Using interpolation with the trivial inequality λ∞(Ω,K) 6 1 when 2 <
p < ∞ and duality when 1 < p < 2, we can extend (4.36) to the case
1 < p <∞.
Theorem 4.6. Let Ω ⊂ M be measurable and 1 < p < ∞. For K ∈ N , it
holds
λp(Ω,K) = sup
f∈SK\{0}
∫
Ω |f |pdσ∫
S2
|f |p dσ 6
(
AK · ρ(Ω,K)
)min(p−1,1)
.
As the proof of this theorem works exactly as in [23, Theorem 3.5], we
omit it here.
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