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Abstract—In this work, we study the computational perspective
of network coding, focusing on two issues. First, we address the
computational complexity of finding a network code for acyclic
multicast networks. Second, we address the issue of reducing the
amount of computation performed by network nodes. In partic-
ular, we consider the problem of finding a network code with the
minimum possible number of encoding nodes, i.e., nodes that gen-
erate new packets by performing algebraic operations on packets
received over incoming links.
We present a deterministic algorithm that finds a feasible
network code for a multicast network over an underlying graph
    in time                , where  is
the number of destinations and  is the number of packets. Our
algorithm improves the best known running time for network
code construction. In addition, our algorithm guarantees that the
number of encoding nodes in the obtained network code is upper-
bounded by   .
Next, we address the problem of finding integral and fractional
network codes with the minimum number of encoding nodes. We
prove that in the majority of settings this problem is -hard.
However, we show that if    ,    , and the underlying
communication graph is acyclic, then there exists an algorithm that
solves this problem in polynomial time.
Index Terms—Algorithms, computational perspective, encoding
complexity, fractional network coding, integer network coding,
multicast connections.
I. INTRODUCTION
T HE new paradigm of network coding promises to benefitmany areas of communication and networking [1], [2].
The network coding approach generalizes traditional routing by
allowing intermediate network nodes to generate new packets
by performing algebraic operations on incoming data packets.
Establishing efficient multicast connections is a central
problem in network coding. In the multicast network coding
problem a source needs to deliver packets to a set of
terminals over the underlying communication graph .
It was shown in [2] and [3] that the capacity of the network,
i.e., the maximum number of packets that can be sent from to
per time unit, is equal to the minimum capacity of a cut that
separates the source from a terminal . Specifically, a
source can send packets to all terminals if and only if the
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total capacity of all links in any cut that separates and
is at least . Li et al. [3] proved that linear network codes are
sufficient for achieving the capacity of the network. In a sub-
sequent work, Koetter and Médard [4] developed an algebraic
framework for network coding and investigated linear network
codes for directed graphs with cycles. This framework was
used by Ho et al. [5] to show that linear network codes can be
efficiently constructed through a randomized algorithm. Jaggi
et al. [1] proposed a deterministic polynomial-time algorithm
for finding feasible network codes in multicast networks.
In this paper, we study the computational perspective of mul-
ticast network coding. Our goal is to minimize both the time
required for finding a feasible network code and the amount
of computation performed by network nodes. In particular, we
consider the problem of finding a network code that uses a
bounded number of encoding nodes. Encoding nodes generate
new packets by combining the packets received over incoming
links, in contrast to forwarding nodes that can only forward and
duplicate incoming packets.
We focus on both integral and fractional network codes. In
fractional network codes, each packet can be split into a number
of smaller packets, each of which is sent over different paths.
In an integral network, codes packets cannot be split and have
to be sent through the network in one piece. We also assume
that all packets sent over any given link are generated by using
the same algebraic operation (different links can use different
operations).
A. Our Results
Our study makes the following contributions. First, we
present an efficient algorithm for finding integral network
codes. Given an acyclic multicast network with packets and
terminals, our algorithm finds a network code that includes at
most encoding nodes. The computational complexity
of our algorithm is for and
for general . To the
best of our knowledge, this is the first efficient algorithm that
identifies a feasible network code with a bounded number of
encoding nodes. In addition, our algorithm improves the previ-
ously best known running time of
of the algorithm due to Jaggi et al. [1].1 The improvement is
most significant for sparse graphs with a large number of nodes,
which is a typical case in communication networks.
The key idea of our algorithm is to transform a given mul-
ticast network into an auxiliary network in which the number
1To be more precise, the running time of our algorithm is       
                       and the running time of
the algorithm of [1] is                      .
This distinction is of significance when the size of the link set  is very small.
Throughout this work we will refer to the running times of our algorithm and that
of [1] without this distinction. In both cases, our algorithm suggests an improved
running time.
0018-9448/$25.00 © 2009 IEEE
Authorized licensed use limited to: IEEE Xplore. Downloaded on January 30, 2009 at 14:27 from IEEE Xplore.  Restrictions apply.
148 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 55, NO. 1, JANUARY 2009
Fig. 1. Our results for the problem of finding a network code with the minimum possible number of encoding nodes.
of links is upper-bounded by . This transformation is
accomplished through an efficient procedure that exploits the
structural properties of minimal multicast networks (as defined
in [6]). The auxiliary network we construct is equivalent to the
original network, i.e., a feasible network code for the auxiliary
network yields a feasible network code for the original network.
A feasible network code for the auxiliary network is constructed
by invoking the algorithm due to Jaggi et al. [1] as a subroutine.
Second, we study the problem of finding integral and frac-
tional network codes with the minimum possible number of
encoding nodes. We prove that in the majority of settings this
problem is -hard. However, we show that if
, and the underlying communication graph is acyclic,
then the problem can be solved in polynomial time. Our results
are summarized in Fig. 1.
B. Related Work
The fastest deterministic algorithm for finding feasible net-
work codes for multicast networks prior to our work was due to
Jaggi et al. [1]. Randomized algorithms for this problem have
been presented in [1] and [5]. For acyclic graphs, the currently
best known randomized algorithm has expected running time of
when the packet size depends on the size of
the network and when the packet size is
independent of the size of [1]. Recently, [7] observed a con-
nection between a problem of finding a feasible network code
and the problem of maximizing the rank of mixed matrices, i.e.,
the matrices whose entries can be both numeric values and sym-
bolic variables. In particular, [7] proposed an algorithm that ad-
dresses a more general class of problems and has a running time
of .
However, none of the previous algorithms provides a nontrivial
upper bound on the number of encoding nodes in the network.
In a previous work of ours [6] we established both a lower
bound of and an upper bound of on the min-
imum number of encoding nodes in integral network codes. In
addition, we showed that there exists a polynomial-time algo-
rithm that finds a network code with a bounded number of en-
coding nodes. We also proved that finding the minimum number
of encoding nodes in integral network codes with cycles is an
-hard problem. The algorithm presented in [6] is based on
a simple greedy approach and has high computational com-
plexity. Specifically, its running time is at least quadratic in the
size of the network, while the running time of the algorithm pre-
sented in this paper is linear in the size of the network.
A recent work by Bhattad et al. [8] considered several opti-
mization problems related to fractional network codes in mul-
ticast networks. This work models the flow of information in a
coding network by a linear program with variables.
For small values of this program enables to optimize several
objective functions that are strongly related to the number of en-
coding nodes in coding networks. We use the framework of [8]
in parts of this work.
The rest of the paper is organized as follows. In Section II,
we formulate the network model and present the definition of
integral network codes. In Section III, we present an algorithm
for finding integral network codes with a bounded number of
encoding nodes. In Section IV, we define fractional network
codes and analyze the computational complexity of minimizing
the number of encoding nodes in both fractional and integral
network codes.
II. MODEL
In this section, we define integral network codes. A more
general setting of fractional network codes is discussed in Sec-
tion IV.
The communication network is represented by a directed
graph , where is the set of nodes and the set of
links in . The capacity of a link is defined to be the
number of packets that can be sent over in one time unit. We
assume that link capacities are integer numbers. An instance
of the multicast network coding problem is a
-tuple that includes the graph , a source node ,
a set of terminals, and the number of packets that
must be transmitted from the source node to every terminal
. We assume, without loss of generality, that i) the source
has no incoming links; ii) the source node has exactly
outgoing links of capacity one that transmit original packets;
iii) each terminal has no outgoing links. Indeed, if i) and
ii) do not hold, we can add a new source connected to the
original source by parallel links. Similarly, if iii) does not
hold for some , we can add a new terminal and add
parallel links between and . We also assume that each packet
is an element of a finite field . We denote the size of the
terminal set by . Each node is referred
to as an internal node.
Definition 1 (Integral Network Code ): A network code
for is defined by the set of encoding functions
. If is an outgoing link of the
source node , then is a mapping from to . Other-
wise, is a mapping from to , where
is the total capacity of the incoming links
of .
For , the encoding function of determines
the packets transmitted on link for any possible combination of
packets received over the incoming links of . As is assumed to
have exactly outgoing links, for the encoding function
of is, without loss of generality, an identity function
of a single variable.
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We focus on linear network codes , i.e., for each
the encoding function is a linear function over . With linear
network coding, each packet transmitted over link is a
linear combination of the packets available at source . Ac-
cordingly, for each link we define the global encoding
function that determines the packets trans-
mitted on link as a function of the packets available at .
If is an outgoing link of the source node, then is iden-
tical to . For any other link is defined as
, where is the set
of incoming links of and is the in-degree of .
A network code for an acyclic coding network
is said to be feasible if for each destination node
, there exists a decoding function such
that is the identity function with respect
to the original packets, where is the set of
incoming links of and is the in-degree of .
To define the feasibility of a network code over a cyclic
coding network, we need to consider multiple rounds of trans-
mission, at each round the source sends packets over the
network. We say that the network code allows transmission at
rate if each terminal can decode the packets sent by the
source, such that each packet is decoded after a fixed number
of rounds.
An instance of the multicast network coding
problem is said to be feasible if there exists a feasible network
code for . If is feasible we refer to as the rate
of the multicast coding network. The multicast capacity of the
communication network with respect to source and set of
terminals is defined to be the maximum value of such that the
coding network is feasible. The capacity of the
network is determined by the minimum capacity of a cut that
separates the source and any terminal [2], where the
capacity of a cut is the sum of the capacities of the links that
belong to the cut.
A coding network is said to be minimal with
respect to link removal if i) is feasible. ii) Removal
of any link from would violate the feasibility of .
Let be a feasible coding network. We say that a
link is vital if after removing from the resulting net-
work is no longer feasible. Note that every link of the minimal
network is vital.
Definition 2 (Encoding and Forwarding Links and Nodes):
Let be a network code. A link is referred to as a
forwarding link if it is an outgoing link of the source node or
if can be decomposed to functions that map
to such that each function depends only on one
variable, where . Otherwise, link
is referred to as an encoding link. We say that a node , ,
is an encoding node if at least one of its outgoing links is
encoding. If all outgoing links of a node are forwarding, then
the node is referred to as a forwarding node.
Encoding links generate new packets by combining the
packets received over the incoming links; forwarding links can
only forward incoming packets.
We will use the following lemma implied by [6].
Lemma 3 ([6]): Let be an acyclic coding net-
work such that , all links in are of unit capacity, the
total degree of each internal node in is at most , and is
minimal with respect to link removal. Then, the number of in-
ternal nodes in with in-degree larger than is bounded by ,
and the number of internal nodes in with out-degree larger
than is bounded by .
Let and be multi-
cast coding networks. We say that models if the following
three conditions hold: i) is feasible if and only if is feasible.
ii) For any feasible network code for , there exists a cor-
responding network code for that includes the same
number of encoding nodes or less. iii) Given a feasible network
code for , the corresponding network code for
can be found through an efficient procedure whose running time
is bounded by .
In some parts of our paper we use a notion of network
flows [9].
Definition 4 (Flow): An integral -flow is a function
that satisfies the following two properties.
1) For all , it holds that is an integer number
that satisfies .
2) For each internal node it holds that
The value of a flow is defined as
If each link is associated with a cost then the cost
of a flow is defined as follows:
(1)
A minimum cost -flow can be decomposed into a set
of paths between and [9].
III. ALGORITHM FOR COMPUTING A FEASIBLE
NETWORK CODE
In this section, we present an algorithm that receives as input
an acyclic coding network and computes a fea-
sible integral network code for over a field of size .
The computational complexity of our algorithm is
.
A. Algorithm Overview
Our algorithm uses three auxiliary coding networks
, and , all of
them model .
The coding network is constructed by Proce-
dure EXPAND, described in Section III-B. This network has the
following properties: i) All links in are of capacity one. ii)
The total number of links in is bounded by . iii) Each
internal node has either in-degree one or out-degree one.
Authorized licensed use limited to: IEEE Xplore. Downloaded on January 30, 2009 at 14:27 from IEEE Xplore.  Restrictions apply.
150 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 55, NO. 1, JANUARY 2009
The last property implies that any two link-disjoint paths in
are also node-disjoint.
Next, we apply Algorithm MIN-GLOBAL, described in
Section III-D below. The algorithm constructs the auxiliary
network by deleting redundant links from
such that the number of nodes of in-degree more than two
in is bounded by . Finally, we invoke Procedure
SHRINK, described in Section III-E below. This procedure
constructs the coding network by contracting all
nodes in of degree two. The number of links in
is bounded by .
We find a network code for by performing the following
steps:
1) construct an auxiliary coding network ;
2) find a feasible network code for , e.g., by applying
the algorithm due to Jaggi et al. [1];
3) find a network code for that corresponds to .
B. Procedure EXPAND
Procedure EXPAND begins by assigning a unit cost for each
link . Then, the procedure finds, for each terminal
, a minimum cost -flow of value . In order to find
a minimum cost flow we employ the Successive Shortest Path
algorithm [9, Ch. 9]. Next, each link is substituted
by parallel links of unit capacity that connect
and . All links for which are removed from
the graph. Note that the resulting graph contains link-disjoint
paths between source and any terminal . We denote
a set of link-disjoint paths between and by . The sets
can be found by invoking the flow decomposition
algorithm [9].
Finally, the procedure substitutes each internal node in the
resulting graph that has both input and output degrees more than
two by a gadget , constructed as follows: Let and
be the incoming and outgoing links of , respectively. For every
link , we add a node and a link to .
Similarly, for every link we add a node and a
link to . For each path let be a
node in that corresponds to link and be a node
in that corresponds to link . Then, if does
not already include link , we add to . Fig. 3
demonstrates the construction of the subgraph . The resulting
graph is denoted by . Note that each internal node
has either in-degree one or out-degree one.
The formal description of Procedure EXPAND appears in
Fig. 2. We proceed to analyze the computational complexity
of the procedure. Finding flows and decomposing
them into paths can be done in time
[9]. Each path in is of length at most , and
corresponds to a path of length at most in . The latter
follows from the structure of gadget . Indeed, after sub-
stituting a node by a gadget any path of is
replaced by a path in . This implies that the
number of links in is bounded by . Thus, the
computational complexity of Procedure EXPAND is bounded
by . In Theorem 7 below we show that the coding
network returned by Procedure EXPAND models
the original coding network .
Fig. 2. Procedure EXPAND.
C. Algorithm MIN-LOCAL
We proceed to describe Algorithm MIN-LOCAL, which is an
important building block of Algorithm MIN-GLOBAL, presented
in the next section.
Algorithm MIN-LOCAL receives as input a coding network
(returned by Procedure EXPAND) and two sets of
node-disjoint paths that connect source to terminals
and , respectively. The algorithm finds two sets of node-
disjoint paths connecting to and to such that the
subgraph of induced by paths in is minimal with
respect to link removal. That is, removal of any link from
results in a reduction of the value of the minimum cut between
and or and . The formal description of Algorithm MIN-
LOCAL appears in Fig. 4.
Lemma 5: Let be a subgraph of induced by path
sets and returned by Algorithm MIN-LOCAL and
let be a coding network formed by
and the two terminals, and . Then, all links in
are vital.
Proof: We start by showing that all links that belong to
paths in are vital in . We assume, by
way of contradiction, that there exists a link , which is not
vital in . Then, there exist link-disjoint paths between
and in that do not use link .
Consider graph created at Step 4 (with link costs as-
signed at Step 2). Since is a subgraph of , all paths in
exist in . We denote by and the flows defined by
sets of disjoint paths and , respectively. We denote by
the residual graph of with respect to flow . That
is, is formed from by reversing links that belong to
paths in and negating their cost. Note that the cost of every
link is either or . By the Augmenting Cycle
Theorem [9, Ch. 3], flow is equal to flow plus flow along a
set of directed cycles in . Let be a cycle in . Note
that must contain at least one cycle because flows and
are not identical. Indeed, flow contains link , while does
not contain it.
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Fig. 3. Substituting a node   by a gadget   .
Fig. 4. Algorithm MIN-LOCAL.
We note that the cost of equals the cost of plus the cost of
the flow on cycles in , where the cost of a flow is defined with
respect to costs assigned at Step 2. Since is a minimum cost
set of disjoint paths, the cost of flow is greater than or equal
to that of . This implies that all cycles in contain only zero
cost links, i.e., links that belong to paths in . This, however,
contradicts the fact that is a set of node-disjoint paths and
that terminal has no outgoing links in .
We have proven so far that every link in is vital. It remains
to show that every link that belongs to a path in but does not
belong to a path in is vital. We note that each such link was
assigned cost one at Step 5. Hence, if one of these links is not
vital, this would contradict the minimality of .
It is not hard to verify that Algorithm MIN-LOCAL runs in time
(again we use the augmenting path approach to find
link-disjoint paths).
D. Algorithm MIN-GLOBAL
Algorithm MIN-GLOBAL receives, as input, a feasible coding
network returned by Procedure EXPAND. First,
the algorithm iteratively constructs, for each , a set of
link-disjoint paths between and . We denote by the set
of links that belong to paths in , by the union ,
Fig. 5. Algorithm MIN-GLOBAL.
and by the subgraph of induced by links in . Our goal is
to ensure that the total number of links in which are incoming
links of nodes of in-degree or more is bounded by .
To that end, we first minimize the number of links in .
In addition, we apply Algorithm MIN-LOCAL for and
, in order to further delete nonvital links from . The
algorithm returns a coding network . The formal
description of Algorithm MIN-GLOBAL appears in Fig. 5.
Theorem 6: Let be the coding net-
work returned by Algorithm MIN-GLOBAL . Let
be the subset of that includes nodes of in-degree two
or more and let be the set of incoming links of nodes in .
Then, it holds that .
Proof: We denote by the subgraph of in-
duced by links in . We also denote by the subset of
that includes nodes of in-degree two or more and by the set
of incoming links of nodes in . We prove, by induction on ,
that is bounded by .
For the base step, we note that is bounded by . In-
deed, Lemma 5 implies that the subgraph induced by links
in is minimal with respect to link removal.
Hence, by Lemma 3, the number of nodes in is bounded by
, each node in has two incoming links.
For the induction step, we prove that for it holds
that . We divide the set into two subsets
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and . By the inductive argument, the
number of links in is bounded by . Thus, in order
to complete the proof we need to bound the number of links that
belong to .
We denote by the subgraph of induced by links in
in step 7 and by the set of incoming links
of nodes of in-degree two in . Lemma 5 implies that the
coding network is minimal with respect
to link removal. Hence, by Lemma 3, each of the sets
contains at most links. We show that each
link in belongs to for some , which in
turn, implies that which concludes our assertion.
Let be a link in . We consider two cases.
1) Link belongs to . This implies that
belongs to . In fact, belongs to at any time
during iteration of the main loop (the loop that begins on
line 2). Indeed, otherwise, there would exist a set of dis-
joint paths between and that has a smaller cost than
that selected in line 4, resulting in a contradiction. Since
the in-degree of is at least two, has an additional in-
coming link . Note that because
only contains node-disjoint paths. We conclude that be-
longs to for some .
2) Link belongs to . This implies that in
node has in-degree one. Since the in-degree of in is
at least two, has an additional incoming link .
Such link must belong to , and, in turn to
(due to the same argument as in case 1). This implies that
belongs to for some .
Note that is a feasible network obtained
from by deleting redundant links. Thus,
models , and, in turn, models
.
Algorithm MIN-GLOBAL invokes Algorithm MIN-LOCAL
times, hence its running time is .
E. Procedure SHRINK
Procedure SHRINK receives as input the coding network
. The procedure forms an auxiliary network
by repeatedly contracting nodes of total degree
. Specifically, we remove every node that has one
incoming link and one outgoing link and substitute
links and by a single link . By Theorem
6, the total number of links in is bounded by
. The computational complexity of Procedure SHRINK
is .
F. Algorithm Analysis
We are ready to formally prove the correctness of our algo-
rithm for finding a feasible network code and analyze its perfor-
mance.
Theorem 7: Let be an acyclic coding network.
If is feasible, then there exists a deterministic
algorithm that computes a network code for in time
. Moreover, the number of
encoding nodes in is bounded by .
Proof: We begin by observing that the output
of Procedure SHRINK is a feasible coding network. Let be
a feasible network code for . The number of encoding nodes
in is bounded by the number of nodes in of in-degree two
or more. Theorem 6 implies that the number of such nodes in
and, in turn, in is at most .
Next, we show how to construct a feasible network code
for coding network (returned by Al-
gorithm MIN-GLOBAL). By our construction, every link in
corresponds to a path in . In , the first link of has
the same encoding functions as in . All other links in
are emanating from nodes of in-degree one, hence such links
just forward incoming packets. Clearly, if is a feasible
network code, so is . Since is a subgraph of
can be immediately extended into a feasible network
code for . The number of encoding nodes
in is bounded by .
Finally, we construct a feasible network code for the original
network . The graph is constructed from in
two phases (Procedure EXPAND). First, links are removed from
and then the remaining high degree nodes are replaced by
the gadget . Let be a link in . If was removed
in Procedure EXPAND, then the encoding function of is
set to be equal to the zero element of . Next, if the node in
was not replaced by a gadget, then we set the encoding function
of to be equal to that of link that corresponds to in .
Finally, we consider the case in which node was substituted
by gadget . Let be the set of incoming links of
be the set of links in that correspond to , and
be the link in that corresponds to . (We
use the same notation as in Section III-B). A packet sent over
is a linear function of the packets sent over links . We
set this function to be the encoding function of . It is easy
to verify that this definition yields a feasible network code for
. Note that the number of encoding nodes in
is bounded by the number of encoding nodes in .
We proceed to determine the computational complexity of the
algorithm. Recall that the running time of Procedure EXPAND is
bounded by . The running time of Algorithm MIN-
GLOBAL is . Since the graph contains
links, finding a feasible network code for
requires (using the algorithm of [1]). We con-
clude that the total running time of the algorithm is bounded by
.
For the special case of , the computational complexity
of the algorithm can be improved by using the algorithm due
to [10].
Corollary 8: Let be an acyclic coding network
with links of integral capacity in which . If
is feasible, then there exists a deterministic algorithm that com-
putes a network code for in time .
Moreover, the number of encoding nodes in is bounded
by .
Proof: In Procedure EXPAND, when finding link dis-
joint paths between and every terminal we use the algorithm
of [10] which performs this task in time .
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IV. MINIMIZING THE NUMBER OF ENCODING NODES
In this section, we analyze the computational complexity of
finding a feasible network code with a minimum number of en-
coding nodes. We consider both integral and fractional network
codes. In fractional network codes, a packet can be split into a
number of smaller packets, while in integral network codes a
packet cannot be split.
We begin by analyzing integral network codes. We then de-
fine network coding in a fractional setting. We show that the
number of encoding nodes in fractional network codes can be
lower than that required by integral codes. Finally, we present
our results on finding a feasible network code with a minimum
number of encoding nodes for fractional codes. Our results are
summarized in Fig. 1.
A. Integral Network Codes
For a given coding network we denote by
the minimum number of encoding nodes in a feasible
integral network code for .2 We begin by stating the results
due to [6] and [11].
Theorem 9 ([6], [11]): Computing is -hard for
general networks in which .
Next, we show that in acyclic networks the problem of finding
is -hard even if ether or .
Theorem 10: In acyclic networks, the problem of computing
is NP-hard even under the restriction of either
or .
Proof: We use a reduction from the minimum set cover
(MSC) problem. The input to Problem MSC is a universe
of elements and a collection
of subsets of . The objective of the problem is to find a subset
of minimum size such that every element in belongs
to at least one member of .
We start with the case of two terminals . Given
an instance of Problem MSC, we construct a coding network
, as depicted in Fig. 6. The underlying
communication graph contains a node for each element
and a node for each . For each set
and for each element , there is a link in of
unit capacity. For each element there is also a link to of unit
capacity. All other links in are of capacity , except for links
and of capacity and link of capacity
. It is easy to verify that if the instance of Problem MSC
is feasible then there exist two flows and of value from
to and to , respectively. Thus, is a
feasible coding network. We proceed to show that the minimum
size of a set cover is equal to .
First, we show that there exists a set cover , such that
. Let be an optimal network code (i.e., a code that
has encoding nodes). This implies that there exists a
subgraph of that satisfies the following properties.
1) The capacity of any cut in that separates a source and
a terminal or is at least .
2) The number of nodes in of in-degree 2 or more is
bounded by .
2The index   represents the fact that we are considering integral codes.
Fig. 6. Reduction from Problem MSC to the problem of finding the minimum
value of   for       . All bold links are of capacity , except for links
   and     of capacity     and link    of capacity    . All
thick lines are of unit capacity.
To see this, note that nodes of in-degree or more in
belong to the set . At most,
of these nodes are encoding nodes in . For each node in
which is not an encoding node in
we can delete all its incoming links but one without violating the
minimum cut condition.
We note that for any flow in from to of size it
must be the case that for each link
. Thus, since satisfies the minimum cut condition,
it must include all links . This implies,
in turn, that includes at most links from the set
. We denote by the set
. Again, since satisfies the minimum cut condition, there
exists a flow from to of size . Such a flow must
satisfy for all links and
for all links . This implies
that for each there exists a node , such that
and . We conclude that the set
is a valid set cover that satisfies .
Let be any set cover. We show how to construct an inte-
gral network code for with at most
encoding nodes. To that end, we construct a subgraph of
as above that satisfies the following conditions. 1) The capacity
of any cut in that separates a source and a terminal or
is at least . 2) The number of nodes in of in-degree
, except for and , is equal to . Given such a , a net-
work code with at most encoding nodes can be constructed,
by invoking the algorithm due to [1] on .
is formed from by deleting all nodes that do not cor-
respond to the elements of the set cover. For such indices we
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Fig. 7. Reduction from Problem MSC to the problem of finding the minimum
value of     for    . All links in the network are of unit capacity.
also remove links leaving , links entering , and the link
. Finally, for each , we remove all but one incoming
link. It is easy to verify that such a subgraph satisfies both con-
ditions above. This implies that there exists a network code for
(and hence ) with at most en-
coding nodes.
We proceed with the case of . Given an instance of
Problem MSC, we construct a coding network ,
as depicted in Fig. 7. The set of terminals includes nodes
and . For each set and for
each element , there is a link in . All links
in the network are of unit capacity. Using arguments similar to
those used for the case of it can be shown that the feasi-
bility of Problem MSC implies the feasibility of
and that the size of the optimal set cover is equal to .
Theorem 11: Let be a feasible acyclic network.
Then, a feasible integral network code with encoding
nodes can be constructed in time .
Proof: (Sketch) We show how to construct a feasible net-
work code in time . Our approach can be summarized
as follows. First, we define a graph of small size that
captures the structure of the optimal solution and analyze its
properties. Next, we show that if the graph is known, then we
can find a feasible network code with encoding nodes.
Finally, we present an algorithm that finds or a graph similar
to it (i.e., a graph that has the same properties as ) through an
exhaustive search.
We assume, without loss of generality, that all links in the
graph are of unit capacity, that the source has no incoming
links and exactly outgoing links, and that each terminal
has no outgoing links. Let be an optimal integral network
code for . Let be the set of encoding
nodes in . Note that the packets generated by nodes in
are forwarded to other encoding nodes in and to
the terminals via a set of link disjoint trees
( such trees rooted at the source and the remaining
trees rooted at a node in ). For each tree we de-
note by the set of Steiner nodes in , i.e., the set of nodes
that forward packets received over an incoming link to two or
more outgoing links (the incoming and outgoing links belong to
). We also define to be .
The structure of the optimal solution described above can
be captured by the following graph . We define the graph
iteratively assuming that the optimal solution is
known. Clearly, we do not know (as this is our goal). However,
the definition of will help us in finding it (or an equivalent al-
ternative).
• First, we add to the source node , all terminals ,
and all nodes
• Next, for each tree , we perform the following
operations.
1) For each node , add a new node to .
2) Let be the root of . As is a tree, note that
it can be decomposed into a set of paths in which
each path connects between nodes in
the set of leaves in . We denote the set of such
paths by .
3) For each path in , we add a link
to , where and are nodes that correspond to
and in .
Note that for a node there might be more than one cor-
responding node in (this happens when is a Steiner
node in more than one tree in ). Moreover, each
node in has a single incoming link (this will later imply that
they cannot be encoding nodes in any network code for ).
We now discuss some properties of . First of all, in [6] it was
shown that the number of encoding nodes in
is bounded by . Thus, the total number of links (and
thus also the size of ) in is bounded by
. This follows by the fact that each tree has at
most leaves.
Second, the graph captures several properties of
the optimal solution. In particular, it is not hard to verify that
one may easily construct a feasible network code for with
encoding nodes (these are exactly the nodes in ).
Finally, a feasible network code with en-
coding nodes for implies one for our original network .
Specifically, this can be done by solving the directed subgraph
homeomorphism problem [12] on (the original underlying
graph) and . The homeomorphism maps nodes of to nodes
in and links of to simple paths in , such that the paths in
corresponding to links in are pairwise link disjoint.3 It is
easy to verify that in directed acyclic graphs this problem can
be solved in time .
It is left to find . Finding (or a suitable alternative) is done
exhaustively. For each we consider all graphs
that satisfy the following two conditions.
1) The set of nodes of is formed by , and two sets
and , such that and .
3Reference [12] considers a version of the directed homeomorphism problem
in which the paths in  corresponding to links in  are pairwise node disjoint.
However, the algorithm presented in [12] can be adapted to the link-disjoint
version of the homeomorphism problem with only minor changes.
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2) The number of links in is at most .
3) All nodes in have a single incoming link.
For each such , we check whether there exists link-dis-
joint paths between and every . If this holds, we solve
the subgraph homomorphism problem for . If the subgraph
homomorphism problem has a feasible solution, we determine
a network code for (e.g., by using the algorithm due to [1])
and map the obtained network code to the subgraph of
which is a solution of the homomorphism problem for . No-
tice, as nodes in have a single incoming link, all encoding
nodes in must belong to .
The algorithm outputs the smallest value of for which the
subgraph homomorphism problem has a feasible solution and
the corresponding network code associated with it.
We proceed to analyze the computational complexity of our
algorithm. For each value of , there are
possible ways to construct a graph (one for each subset
of possible links). For each such graph, the com-
plexity of our algorithm is dominated by the solution of the
subgraph homomorphism problem, which can be done in time
. We conclude that the total complexity of our
algorithm is .
B. Fractional Network Codes
In this subsection, we define a notion of an -fractional net-
work code for a coding network . Recall that a ca-
pacity of a link was defined in Section II as the number of
packets that can be transmitted by in one time unit. For frac-
tional network codes, it is more convenient to use the notion
of bit capacity of link , defined as the maximum number
of bits that can be transmitted by link in one time unit. The
bit capacity of the network can be defined in a similar manner.
We assume that all integral (original) packets are elements in
GF , which implies that each such packet can be rep-
resented by bits. Thus, for each link it holds that
.
Assume that is a divisor of . Then, in an -fractional
network code, each packet is an element of the finite field
GF and can be represented by bits. Thus, a link of
bit capacity can transmit fractional packets.
Definition 12 ( -Fractional Network Code ): Let
be a feasible coding network, be the size
of the integral packet, and be a divisor of . Also, let
be the coding network in which is
formed from by splitting each link in of bit capacity
into parallel links of bit capacity .
Finally, let be a feasible integral network code for
over . We refer to
as a feasible -fractional network code for
.
For example, in a -fractional network code each packet is
split into two packets of length bits and each link is
split into two parallel links of bit capacity
Note that a -fractional network code for is an integral
network code. Note also that coding networks and have
the same (bit) capacity. Thus, for any , the maximum (bit)
rate achieved by an -fractional code is equal to that
achievable by an integral network code . However, as we
show in Section IV-C below, a fractional code may require a
smaller number of encoding nodes.
For a given coding network and a divisor of
, we denote by the minimum number of encoding
nodes in a feasible -fractional network code for . We then
define
(2)
where the maximum is taken over all that divide .
We will use the following theorem which appears in a slightly
modified form in [8].
Theorem 13: Let be a coding network.
Let and be a partition of . Then, there exists a linear
program with variables, constraints, and co-
efficients in which is feasible if and only if there ex-
ists, for some integer , an -fractional network code for
, in which only nodes in are encoding
nodes. Further, such a code can be obtained in polynomial time
from the solution of the linear program (e.g., by using the algo-
rithm presented in [1]).
C. Integral Versus Fractional Network Codes
In this subsection, we show that the number of encoding
nodes in fractional network codes can be substantially lower
than that in integral codes.
Lemma 14: Let be any positive integer. There exist a coding
network such that while
Proof: Consider the coding network
depicted in Fig. 8. In this network, all links are of bit ca-
pacity (i.e., they can transmit one integer packet per time
unit). Fig. 8(a) depicts an integral network code for with
one encoding node. It is not hard to verify that any feasible
integral network code for requires at least
one encoding node, hence . Fig. 8(b) depicts a
-fractional network code for with no encoding nodes. The
code splits the original packets and into two packets of
smaller size and , and , and , respectively.
By using as a building block, we can con-
struct a coding network for which it holds that
while . The communication graph
of consists of copies of , each copy connected to the
same source node and a different set of terminals.
Remark 15: In the coding network con-
structed in the Proof of Lemma 14, the number of terminals
depends on . Alternatively, we can prove the lemma by
constructing a coding network in which the number of terminals
is fixed, but the number of packets to be transmitted depends
on . In addition, the lemma can be proven by constructing a
cyclic network with a fixed number of packets and terminals.
D. Our Results for Fractional Codes
Theorem 16: Let be a feasible acyclic network.
Then, a feasible -fractional network code for with
encoding nodes can be constructed in time .
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Fig. 8. Coding network           with source node  and two terminals,  and  . All links are of unit capacity (bit capacity ). (a) A integral network
for . Each integral network code requires at least one encoding node. (b) A fractional network code for that does not require encoding nodes. The code splits
packets  and  into packets  and  , and  and  , respectively.
Proof: (Sketch) In [6] it was shown that has an inte-
gral network code with at most encoding nodes. Thus,
. This implies the following procedure for con-
structing . For all subsets of nodes in of size at most
, we construct and solve a linear program of Theorem 13
in which and . We return the feasible net-
work code corresponding to the smallest set . The existence
of a feasible network code follows from Theorem 13. Solving
a linear program with constrains and variables requires
time [13], where is the total number of bits in the
input. Thus, processing of each subset requires
time, hence, the total complexity is bounded by .
Theorem 17: Let be an acyclic network for
which it holds that either or . Then, computing
is -hard.
Proof: (Sketch) The proof follows the lines of the proof of
Theorem 10. Namely, we use the same constructions with only
minor and straightforward modifications.
V. CONCLUSION
In this work, we considered the computational aspects of
multicast network coding. Our goal was both to minimize
the amount of computation performed by network nodes and
to reduce the computational complexity of finding efficient
network codes. In particular, we studied algorithms for finding
network codes with a bounded number of encoding nodes.
Our results can be summarized as follows. First, we present a
deterministic algorithm that constructs a feasible network code
for acyclic networks in which the number of encoding nodes
is bounded by . To the best of our knowledge, this is
the first efficient algorithm that provides a bound on the number
of encoding nodes. The computational complexity of our algo-
rithm is , where is the
number of destinations and is the number of packets. Our
result improves the best known running time of
of the algorithm due to Jaggi et al. [1] in the
typical case of large communication graphs.
Second, we address the problem of finding a network code
with a minimum number of encoding nodes in both integral and
fractional coding networks. We prove that in the majority of
settings this problem is -hard. However, we show that if
, and the underlying communication graph
is acyclic, then there exists an algorithm that solves this problem
in polynomial time.
The problem of finding a fractional network code with a min-
imum number of encoding nodes in general (cyclic) networks
for a constant numbers of and was not resolved in this work.
In the fractional setting, constant values of imply a constant
ratio between the minimum link capacity and the total number
of fractional packets. This problem would be an interesting topic
for future research.
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