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Abstract 
In this document, a vehicle detection system is presented. This system is based on two algorithms, a descriptor of the image type 
haar-like, and a classifier type artificial neuron networks. In order to ensure rapidity in the calculation extracts features by the 
descriptor the concept of the integral image is used for the representation of the image. The learning of the system is performed 
on a set of positive images (vehicles) and negative images (non-vehicle), and the test is done on another set of scenes (positive or 
negative). To address the performance of the proposed system by varying one element among the determining parameters which 
is the number of neurons in the hidden layer; the results obtained have shown that the proposed system is a fast and robust 
vehicle detector. 
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1. Introduction 
Road safety is the set of measures to prevent road accidents or mitigate their consequences. While many passive 
systems (seat belts, airbags, laminated glass …) and assets (ABS, ESP, Sips, LSD ...) were planned and led to avoid 
or reduce the consequences of accidents, other more intelligent driver assistance systems can also contribute to 
finding solutions for the prevention of road safety. In doing so, the study of intelligent systems constitutes an area 
that requires technical and highly advanced image processing algorithms to extract useful information to provide a 
driving assistance1. It is also a very active area of research that aims to reduce the number of road accidents2. The 
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objective of these techniques and algorithms is to provide information to the driver on the state of the environment, 
the location and distance between other vehicles, traffic signs and other road users3. 
The vehicle detection is essential in intelligent systems that aims to detect potentially dangerous situations with 
vehicles in advance to warn the driver4. Different types of sensors, such as ultrasonic sensor, a laser scanner and a 
camera, have been used to detect vehicles in the literature5. Active sensors such as radar can operate in different 
environments, but they are unable to distinguish between the various obstacles (car, pedestrian and cycling). Thus 
the cameras are adapted to detect the automobiles because they are similar to the human visual perception system 
and provide rich information for applying pattern recognition techniques such as the case of the artificial neural 
networks6. 
All vehicle detection systems aim to detect the presence of one or more cars in a complex digital image from a 
CCD camera. And this goal is a difficult task considering the complexity of the outdoor scenes (environment) and 
their constraints7. 
In the literature, several image processing algorithms have been used for the detection of vehicles, among others, 
citing HOG transformed3 and haar like features8 that are used in computer vision to detect objects in digital images. 
This paper presents a robust and fast vehicle detection system, which combines two algorithms, the first is an 
image processing algorithm and the second is an algorithm of artificial intelligence. The image processing algorithm 
aims to extract the features of a vehicle using the descriptor haar, and the algorithm of artificial intelligence uses 
artificial neural networks to classify and detect these vehicles. 
This paper is a contribution in the field of intelligent detection vehicles. The first contribution is the use of the 
concept of the integral image for the calculation of haar like features. The second is the use of artificial neural 
networks as being a classifier with the Haar features. And the third is to present a thorough analysis of the 
performance of this system. 
The paper is divided as follows. The following section presents previous research on the detection of the vehicle. 
Section 3 describes in detail the descriptor and the classifier that we have studied and its combination. Various 
experimental results are presented and analyzed in Section 4. The last section is devoted to the conclusion. 
2. Related work 
Until now, many researchers have proposed vehicle detection algorithms. A trivial solution for vehicle detection 
is the exhaustive search of all possible positions in the processed image. But this solution remains unsatisfactory for 
applications necessitates a calculation speed3 To solve this problem many researchers have proposed robust and fast 
algorithms for detecting vehicle; these algorithms have an attentional process that can be divided into two stages9: 
x Learning: this step consists in learning the class features of the vehicle from a set of images. Each image of the 
training is represented by a10 feature vector extracted by an image processing algorithm. A classifier is trained to 
estimate the class of vehicles and not vehicles. 
x the detection: this step consists in cutting the original image into zones and then extract the feature vector of each 
zone with the same algorithm used during the learning phase11, Finally using the same classifier that will detect 
as role, this time, the presence of the vehicle in the treated area image or not. 
Among the most known systems for detecting objects, one proposed by Viola and Jones8, which consists in 
extracting the haar like features12,13 and to cascade a set of called weak classifiers to construct a strong classifier, 
forming a boosting algorithm named. 
In14, the authors used a 2 step approach for the detection of vehicle. The first step is to find the shadow areas of 
the vehicle in the lower part by applying Haar algorithm and as AdaBoost classifier. The second step consists of 
applying the combined treatment of regions of interest with HOG and SVM algorithm as the classifier to verify the 
presence of the vehicle and then use the K-means algorithm to increase the detection rate. 
In4, the authors proposed a comparative study of two image processing algorithms: haar like features and the 
histograms oriented gradient (HOG). The classifier used in this article was AdaBoost. This method gives very 
satisfactory results. 
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And in3, the same authors have proposed a comparative study of three image processing algorithms: haar like 
features, the oriented gradient histograms (HOG) and fusion to improve the system before with the same classifier. 
The results of this study show that the merger between the two algorithms allowed combining their respective 
advantages. 
In15, the authors present a general framework for active learning for robust recognition and tracking of road 
vehicles. Using the supervised learning algorithm applied with a particle filter, the results of experiments showed a 
strength when the recognition and tracking of vehicles. 
3. The vehicle detection system proposed 
This section is devoted to the description of the proposed vehicle detection system. This system is composed of 
two parts: learning section and detection section. 
The learning section is done in two phases: 
Extraction phase of the features for learning: 
During this phase a descriptor based on haar wavelet8 extracted for each image in the training set, a feature 
vector. This database contains a set of positive images fig.1.a (with car) and negative fig.1.b (no vehicle) gray scale. 
The vector characterizing the image size depends on the size of the window used in the extraction3. 
Learning phase: 
The vectors from the first phase form a basis for training a learning algorithm of an artificial neural network. The 
architecture of the selected artificial neural network is the multilayer perceptron which has proved robust and fast 
results in various applications in the field of signal processing and image. 
 
   
   
Fig. 1. (a) Positive images; (b) negative images 
The detection part includes two phases: 
Extraction phase of the features for detection: 
For any test image that contains or not the vehicles, a sliding window having the same size as that used in the 
feature extraction phase for learning, divides this picture thumbnails. The descriptor Haar is used then to extract the 
feature vector of each image to form base test vectors of the original image. 
Detection phase: 
An artificial neural network, trained before, will attend to classify all the thumbnails in areas that represent the 
vehicle or areas that do not represent them. 
The following two diagrams show the overall system fig.2 and fig.3. 
a b 
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Fig. 2. The diagram of the learning phase 
 
Fig. 3. The diagram of the detection phase 
3.1. Haar like features 
Haar like features or rectangular filter haar provide information about the distribution of the gray levels of two 
adjacent regions in an image16 fig.4. 
 
Fig. 4. Examples of the haar like features 
The first step in calculating haar features is the use of the concept of the integral image eq.1 introduced by Viola 
and Jones, which gives a representation of an input image and reduces the computation time of these features. The 
speed of the integral image in the calculation shows a rectangular sum using only four references, then the 
difference between two adjacent rectangles, can be calculated with only six references and eight for three 
rectangles17. 
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With: 
 ( , )ii x y  Is the integral image. 
 ( , )i x y  Is the original image. 
Then the use of the two equations allows calculation of haar windows at various scales in an image: 
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 With ( , )s x y  denotes the cumulative sum of the line and ( , 1) ( 1, ) 0s x ii y    . 
Our approach is to use only 2 rectangular filters (horizontal and vertical) at different scales: 2x2, 4x4, 8x8 and 
16x16. Details of the image are filtered while retaining the most important edges as the filter size is doubled. The 
resulting assembly Haar like features using the two rectangular filter is shown in an image 24x24 pixels is 8712 
fig.5. 
 
Fig. 5. Extraction of haar features using the 2 rectangular filters (horizontal and vertical) 
These vectors sizes of 8712 are the vectors input in the learning and detection process for the artificial neural 
network; either for the size of 24x24 learning images or the thumbnail images extracted from the test image. 
3.2. The artificial neural network 
The artificial neural network is a treatment process of information that is inspired by the way biological nervous 
systems, such as the brain, treat information17. This process is based on a large number of units of treatment called 
neuron. These neurons interconnect with each other to form architecture for a specific application such as pattern 
recognition (classification) or control. These neurons are based on an activation function to ensure the non-linearity 
in the network; the most used activation function is the sigmoid function. 
In order that the artificial network of neurons operates for any application of artificial intelligence domain, a 
learning process is required. This process involves adjusting the connection weights between neurons called 
synaptic weights. The architecture of artificial neural network, the most used in the literature, is the architecture of 
multilayer perceptron MLP fig.6 to be adopted in our vehicle detection system. This architecture uses, in addition to 
the input and output layer, intermediate layers called hidden layer18. 
 
Fig. 6. Architecture of the MLP 
The architecture uses multilayer perceptron learning algorithm as the retro error propagation (Back pro) which 
simulates the learning phenomenon by the error. The Back Pro algorithm is to initialize the values of synaptic 
weights randomly, then successively present the elements of the training base at the entrance of the network, in 
order to evaluate the error for each element observed at the output of each neuron. The value of this error will be 
useful for adjusting the connection weights between neurons in order to minimize the overall error by the gradient 
descent method19. 
E(n) =  
ଵ
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                                                        (3) 
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In our application, the artificial neural networks of the multilayer perceptron type have been used for learning and 
for the detection of vehicles. The network learns the various scenes (vehicles or not vehicles) from the data set (the 
training set) and then generalizes their learning to detect vehicles in the test image. 
4. Experimental results 
The database used to evaluate the performance of our detection system is composed of: 
x The set of positive images: the positive database contains 550 examples. The examples consist of different cars 
and different side views fig.7. Increasing number of examples reduces the overall error in learning artificial 
neural network and increases the detection rate. 
 
Fig. 7. The positive database 
x The set of negative images: consisting of negative random examples fig.8. The number of these examples is 500 
frames that do not contain vehicles. During the learning phase, the image size is set to 24x24 used for positive 
and negative examples in order to extract the same size vectors that will be the input of neural network during the 
learning phase. 
 
Fig. 8. The negative database 
x The test database: composed of 20 images containing 26 cars side view on a different scale fig.9, the test images 
are 64x64 sizes. This test base comes with an associated ground truth for the automatic calculation of the correct 
detection rate and false alarm rate20. 
 
Fig. 9. The test database 
As already detailed in section III, the detection system is divided into two parts: 
x The learning part: the artificial neural network receives the 1050 positive and negative examples to its entry; each 
example is characterized by a vector of size 8712 descriptor haar like. During the learning of the artificial neural 
network, two essential criteria are used to indicate the end of this process: decreasing the overall error and the 
maximum number of iterations reached. 
x Detection phase: the network is ready to detect vehicles contained in the test images. A sliding window in the test 
images can cut image thumbnails that have the same size as the images of the learning base 24x24. Descriptor 
haar extracted from each thumbnail 24x24 a feature vector composed of 8712 parameters. The artificial neural 
network processes each vector and is in the end a decision whether or not the vehicle in the corresponding 
thumbnail to vector fig.10. To optimize the detection result and avoid duplication windows detects the same 
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vehicle; a fusion method is proposed to merge the overlapping windows as the distance between two windows. 
This method has eliminated similar detections and detects vehicles at different levels, beginning with the small 
size 24x24 to identify the optimal view of the vehicle fig.11. 
 
 
Fig. 10. The detection result 
 
Fig. 11. The fusion result 
To illustrate the performance of the detection system, and make a comparison according to various parameters, 
we have adjusted one of the most interesting parameters of the artificial neural network that matches the number of 
neuron in the hidden layer. It is then, extracting the overall error, the execution time, the good detection rate; namely 
that the rate of correct detections is the percentage of vehicles with properly on all vehicles present in the images of 
the test database3. False alarms are calculated from the average of false alarms per image for each number of neuron. 
The figures show the comparison result obtained from the tests in C ++ on a PC-type platform for features: (Intel® 
Core™ i3 CPU (2,40GHZ), RAM 4,00 Go, Linux Mint): 
Table 1. The comparison of DC and execution time 
Number of neuron DC Execution time 
50 86.95 % 0.19 s 
100 86.95 % 0.35 s 
150 91.3 % 0.45 s 
200 91.3 % 0.59 s 
 
 
 
 
  
 
Fig. 12. the comparison of the FA and the global error 
The experimental results illustrated in the table 1 show the detector performance with a high detection rate 
reached 91.3% at 150 and 200 neurons. The table also shows that the execution time per image naturally increases 
with the number of neuron, but this increase does not affect the speed of this detection system. 
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The figure 11 shows that the false alarm rate is inversely proportional to the number of neuron in the hidden 
layer. Moreover, we find that the system is more efficient for 150 and 200 neurons. 
These results also show the robustness and speed of our method for the detection of vehicles using haar windows 
as image descriptor and artificial neural network multilayer perceptron classifier and such as detector. 
5. Conclusion  
The proposed vehicle detection system has collected efficient algorithms in terms of image processing and in 
terms of artificial intelligence. The combination of the descriptor haar like classifier based on artificial neuron 
multilayer perceptron type networks gave satisfactory experimental results, which makes the proposed rapid and 
robust system for the detection of vehicles in real time.  
However, several improvements can be made to this single object detection system to allow it multi object 
detection (vehicle, pietons. etc) robust, fast and usable in real applications of road safety.  These improvements will 
be the objective of future works. 
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