I. INTRODUCTION
A key problem in stochastic processes are the first-passage properties [1, 2] in a finite domain, say the unit interval [0, 1]. For a Brownian, the probability to exit at the upper boundary x = 1, starting at x is
Another key observable is the exit time, starting at x, which behaves as T exit (x) 0 ∼ x(1 − x). Many physical situations, however, cannot be described by Brownian motion. An example is a polymer translocating through a nano-pore. While the motion of the polymer as a whole is a Markov process, the effective process for its position in the pore is non-Markovian [3] [4] [5] [6] [7] [8] . The questions posed above become much more involved for the latter. The simplest generalization is fractional Brownian motion (fBm): It is the unique process that retains from Brownian motion Gaussianity, scale and translational invariance both in space and time, and that is drift-free. FBm was introduced in its final form by Mandelbrot and Van Ness [10] . It is indexed by the Hurst exponent H, with 0 < H ≤ 1 FIG. 1. Realizations of a fBm for H = 0.25 (red, roughtest curve), H = 0.375 (orange), H = 1/2, Brownian (black), H = 0.625 (green), H = 0.75 (cyan), H = 0.875 (bright blue) to H = 1 (dark blue, straight line), using the algorithm of [9] .
(see Fig. 1 ). As Gaussian process, it is specified by its second moment,
FBm is important as it successfully models a variety of natural processes [11, 12] : a tagged particle in single-file diffusion (H = 0.25) [13, 14] , the integrated current in diffusive transport (H = 0.25) [15] , polymer translocation through a narrow pore (H 0.4) [8, 16, 17] , anomalous diffusion [18] , values of the log return of a stock (H 0.6 to 0.8) [19, 20] , hydrology (H 0.72 to 0.87) [21] , a tagged monomer in a polymer (H = 0.25) [22] , solar flare activity (H 0.57 to 0.86) [23] , the price of electricity in a liberated market (H 0.41) [24] , telecommunication networks (H 0.78 to 0.86) [25] , telomeres inside the nucleus of human cells (H 0.18 to 0.35) [26] , or diffusion inside crowded fluids (H 0.4) [27] .
There are a yet no analytical methods to treat the questions posed above for H other than 1/2 (Brownian motion) and H = 1 (a straight line with a random slope). To remedy this, we developed tools [28] [29] [30] [31] [32] [33] which allow us to answer this question analytically, in a Taylor expansion around H = 1/2, i.e. in
These methods have proven feasible and precise up to second order in [34] , where they allowed us to distinguish the three classical arcsine laws. In this article, we generalize the exit probability and distribution of exit times to fractional Brownian motion (Fig. 1 ). It had earlier been argued [35] that the exit probability at the upper boundary scales for small x as
and where θ is the persistence exponent. For fBm [28, 36] 
This led the authors of Ref. [35] to conjecture that F(x) dx = 0. The dashed line is the quadratic term given in Eq. (8) .
be written in the form
where F(x) is an analytic function, F(x) = 4 12ζ (−1) + ln(2) 3 + ln x(1 − x)
Absorbing the constant into the normalization N , its Taylorexpansion reads 
The number C is the Catalan constant 
and ψ (3) (x) = ∂ 4 x ln(Γ(x)) the polygamma function of order 3. As can be seen on Fig. 2 , the function F(x) is well approximated by its second Taylor-coefficient. Incorporating the forth order term, analytic result and Taylor expansion are indistinguishable on this plot. As a consequence, the most relevant information is captured by the curvature of F(x) at x = 1/2,
We believe that higher-order terms in entering into the exponential of Eq. (6) are also analytic, and well approximated by their low-order (in x) Taylor coefficients. We can therefore ask how the effective curvature γ, precisely defined in Eq. (10), changes with H. The answer can be read off from Fig. 3 : Consider the top (blue) data on the left plot, obtained for the largest systems. One sees that γ depends on H, and that for H → 1 2 it extrapolates to γ = −1.34 ± 0.02, in agreement with the analytical result (8) .
This article is organized as follows: We first derive key results for Brownian motion, see section II. Most of them are known, except for the span-observables. After a short review of the -expansion in section III, we derive in section IV the leading-order corrections for fBm for a number of key observables. All our results are checked via extensive numerical simulations in section V. We conclude in section VI.
II. BASIC FORMULAS FOR BROWNIAN MOTION WITH TWO ABSORBING BOUNDARIES
A. Solving the Fokker-Planck equation
Brownian motion from x to y in time t satisfies the forward Fokker-Planck equation [1, 2] 
The plus refers to surviving paths. Its general solution with absorbing walls at x = 0 and x = 1 can be written as
ϑ is the elliptic ϑ-function. To prove this statement it is enough to remark that the first line satisfies the Fokker-Planck equation (11) , vanishes at y = 0 and y = 1, and reduces for t → 0 to a δ-function
Let us introduce the notation
In terms of this function, Eq. (12) can be written as P + (x, y, t) = P(x − y, t) − P(x + y, t) .
Using the Poisson summation formula, an alternative form for P(z, t) is ( It is useful to consider its Laplace-transformed version. We define the Laplace transform of a function F (t), with t ≥ 0, and marked with a tilde as
This yields
According to Eq. (15) a form which only depends on x−y and x + y also exists. We use the form (18) , since the factorization of the second term facilitates its integration.
B. Boundary currents and conservation of probability
Conservation of probability reads (the variable x is the initial condition, here a dummy variable)
J is the current, which from Eq. (19) can be identified as
Due to the Dirichlet conditions at y = 0 and y = 1, we have
We find
The derivatives of the elliptic ϑ functions are w.r.t. its first argument. The probability to exit at time t, when starting at x for time 0 reads
Going to Laplace variables, we find
The outgoing currents of the Laplace transform are
C. Absorption probabilities at x = 0 and x = 1
The absorption probabilities at x = 0 and x = 1 are Moments of the absorption time are extracted from the Laplace-transformed currents as
E. Probabilities for the span
The numerical simulations we will perform later can be stopped when the width or span of the process reaches 1. The span is a classical problem treated e.g. in [37] [38] [39] [40] , but the observable in question seems not to have been considered. Here, we give an analytical result, and validate it numerically. The two series expansions we obtain provide simple approximate solutions for both small and large times.
To properly define the problem, we note the positive and negative records (a.k.a. the running max and min) as
The span s(t) is their difference, i.e. the size of the (compact) domain visited up to time t,
We want to know the probability that s(t) becomes 1 for the first time. We note this time by T 1 , and its probability distribution by P T1 (t). It can be obtained as follows: The outgoing current at the lower boundary positioned at m 1 , with the upper boundary at m 2 , and starting at x is
(The scale factor can be understood from the observation that the current is a density in the starting point times a spatial derivative of a probability.) The probability that the walk reached m 2 before being obsorbed at m 1 is ∂ m2 J(x, m 1 , m 2 , t). Finally, the probability to have span 1 at time t is this expression, integrated over x between the two boundaries, times a factor of 2. The latter accounts for the term where the two boundaries are exchanged. Setting w.l.o.g. m 1 = 0 and m 2 = m, this is written as
Using Eqs. (20) and (15) allows us to rewrite the integral as
Thus Inserting the definition (14) of P, we get
With the help of the Poisson-formula transformed Eq. (16), this can compactly be written as
This result is compared to a numerical simulation on Fig. 4 . Our expansions allow us to give simple formulas for the small and large-t asymptotics,
These expansions work in a rather large, and overlapping domain, as can be seen on Fig. 4 . Its Laplace transform is
Extracting the moments from the Laplace transform yields
Finally, let us connect to the classical work on the span [37] [38] [39] [40] . We will show how to reproduce formulas (3.7)-(3.8) in [38] . The latter give the density ρ t (s) for the span s at time t.
In our formalism, it can be obtained as
where P(x, y, m 1 , m 2 , t) is the probability to go from x to y in time t, without being absorbed by the lower boundary positioned at m 1 , or the upper boundary positioned at m 2 . In terms of the propagator P + (x, y, t), this can be written as
Using Eq. (15), and the series expansions (14) and (16) yields after integration and simplifications two different representations,
This is equivalent to Eqs. (3.7)-(3.8) in [38] , if one there replaces t → 2t. (Our covariance (2) at H = 1/2 is 2t instead of t as in [38] .) The small and large-s asymptotics are
Note that in Eq. (48) we have also retained the subleading term for small s, which considerably improves the numerical accuracy. A test is presented on Fig. 5 .
III. CORRECTIONS TO THE ACTION FOR FBM
Here we briefly review the derivation of the effective action for fBm [28, 29, 32, 34] . The exact action for a Gaussian process with correlations C(t 1 , t 2 ) is by definition
Here
The diffusion constant, which depends on the small-time cutoff τ implicit in the above construction, reads
This scale can be understood as follows: Our procedure yields a random process X t , which is a Brownian at times smaller than τ , and an fBm at larger times. The functional inverse of Eq. (51) which enters into the effective action (50) reads
(53) This allows us to write the action (50) as the action of a Brownian, plus a non-local term
with
We will use the trick to represent the propagator as |t| −1 = y>0 e −y|t| , which allows us to treat a small-time cutoff τ for a momentum cutoff Λ. The relation between these two cutoffs can be inferred from
This implies that up to exponentially small terms
IV. THE ABSORPTION CURRENT AT 1-LOOP ORDER
A. General formulas
We want to calculate the current at the upper boundary at time t, when starting at x at time 0. We denote this by calligraphic J (x, 1, t), to distinguish it from the Brownian result J(x, 1, t). We follow the procedure outlined in Ref. [32] , which works on the Laplace-transformed version. The outgoing current at order reads
(The relation for the currents in time has an additional factor of 1/D .) The first-order correction for the current at y = 1 is
The resulting expression after integration over x 1 and x 2 is rather lengthy, but can be simplified tõ
As the integrand vanishes at x = 0 and
The integral (61) is difficult to integrate analytically -or numerically. We will therefore study moments of s, which allow us to access the exit probability, and the first moments of the exit times. We start with the lowest moment, the exit probability.
B. Absorption probability at the upper boundary
The limit of s → 0 in the integral (61) yields the correction to the probability to exit at the upper boundary, starting at x. Simplifying Eq. (61), we find
We set the cutoff Λ → ∞, as the integral is convergent. The current at the lower boundary is by symmetrỹ
To simplify this expression, we perform two variable transformations. The first sets y = z 2 . The second z = − ln(r). This yields
(65) This expression is still difficult to integrate, due to the logarithms in the denominator. Taking two derivatives simplifies this to
We now have to integrate twice w.r.t. x, which gives the result plus terms of the form a + bx. The latter can be fixed by Eq. (62). The result is For P 1 (x), we also need its first derivative
The Taylor expansion ofÃ(x, 0) is
Note the logarithmic term, which can be interpreted as a correction to the power law for x → 0 in P 1 (x). Indeed, scaling suggests [28, 32, 35 ]
The correction to Eq. (70) at order can be written as
We have chosen conventions s.t. For numerical purposes, a Taylor expansion around x = 1/2 is appropriate (with error < 0.002)
Validation of this function via a numerical simulation is given on Figs. 12 and 13.
C. Expectation of exit time
The non-trivial 1-loop correction to T exit (x) given in Eq. (28) is 2 times
Note that this combination is much simpler than the unsymmetrized one, which will allow us to integrate it analytically. We find with the same variable transformations as above
(76) Both terms can be integrated, the first after taking two derivatives w.r.t. x. Integrating twice w.r.t. x, and fixing the lost terms of the form a + bx by demanding, according to Eq. (62),
Taylor-expanding for small x(1 − x), we find
This is consistent with
Let us define
This function is plotted on Fig. 7 (left) , and numerically validated on Fig. 11 .
The first-order correction to T exit (x) 2 given in Eq. (28) is 2 times
1 Note that there are corrections in the boundary region of the form
Λx /x. These might be interpreted as the finite-size corrections seen in the simulations of section V. We did not try to make this statement quantitative.
Again, this combination is much simpler than the unsymmetrized one. We find with the same variable transformations as above
6(r − 1)r ln 2 (r)
Anticipating that a good approximation is given by
This implies that up to a constant, which will notably depend on the UV-cutoff Λ,
We did not succeed to integrate Eq. (82) analytically. A numerical integration can be done without difficulty, and yields the points on Fig. 7 (right) . A fit with a symmetric polynomial of degree 8 (with a total systematic plus numerical deviation smaller than 10 −3 ) reads 
Validation via a numerical simulation is presented on Fig. 11 .
E. Estimation of time scales: The mean exit time
Up to now, we considered universal functions, without explicit evaluation of the proper time scales. This is motivated by the observation that time scales are often more sensitive to details of the implementation than amplitude ratios, as those encoded in the functions F(x), F T (x), and F T 2 (x). Nevertheless, our formalism is able to compute universal amplitudes, a task we turn to now.
We start by the simplest such observable, the mean exit time in the strip. By mean we understand an average over the starting position x, and the realization of the process. According to Eqs. (28), (59) and (75)
Recalling the definition of F T (x) in Eq. (80), this can be written as
The terms in question are
Note that all cutoff dependence has canceled, as expected.
In the last two lines we gave two alternative resummations:
The linear, order-term, and an exponential resummation, which was beneficial in resumming logarithms into a change in power-law. We will see later (Fig. 16 ) that the numerically obtained result lies between the two expressions.
F. Time scales: The second moment of the exit time
Analogously to the derivation of Eq. (86), we have
The first integral is
The x-integral over C(x) defined in Eq. (82) can be done analytically. The remaining non-trivial integral reads
.
This integral is hard to evaluate analytically. A precise numerical estimation can be obtained as follows: Taylor-expand the integral at small r, and integrate, to show that
The integral (93) can then be integrated numerically. To this aim, one splits it into two pieces: The region close to r = 1, for which one Taylor-expands the integrand around r = 1 and then integrates symbolically. And the remaining region, with cutoff Λ. Subtracting the terms in Eq. (94) from the numerically evaluated integral allows us to obtain the latter precisely already for relatively small Λ. The result of this procedure is
This yields for the second moment of the exit time Note that all cutoff dependence has canceled, as it should. The result is confronted to numerical simulations on Fig. 16 (right).
G. Corrections to T1
In Eq. (36), we had established that for a Brownian
The generalization to fBm at order is obtained as in the preceding sections as
(98) The factor of 1/H comes from the fact that the derivative in Eq. (36) was w.r.t. m, and the scaling variable now is m/t H .
We conjecture that this result remains valid to all orders in , s.t.
As a consequence,
For the first two moments, this yields
As usual, we have given two possible resummations. This will be tested later, see Fig. 18 .
V. NUMERICAL VALIDATION

A. Algorithm
A numerical estimation of the calculated observables is obtained using a discrete-time algorithm [9] for fBm of a given H, which generates sample trajectories over a discretized time window [0, 1]; the trajectories are drawn from a Gaussian probability with covariance (2). Time and space are then rescaled in respect of Eq. (2) s.t. not more than 10 −4 of all samples fail to exit for a given H. (The time-scales in question are the upper times in the plots on Fig. 14. ) While this induces a small systematic error, we can take advantage of the lin × log performance of [9] , whereas the execution time for a sequential generation of the sequence grows quadratically in time. Given the necessary system size, this would be very inefficient.
B. Exit probability
In order to measure P 1 (x) one could start the process X t at x and measure whether X t is first absorbed at x = 0 or x = 1. This is very inefficient, as for each x one has to run a simulation, and repeat the latter until the statistics is good enough. A slightly better strategy is to start with X 0 = 0, generate X t , shift it by x, and check for each x, whether it is first absorbed at x = 0 or x = 1. There is, however, a much more clever procedure, which we explain now, and which is illustrated on figure 10. Define for a random process X t the running max and min,
The total width or span s(t) := M + (t) − M − (t) grows monotonically. We are interested in the time T 1 when it attains 1. Define
If the process starts for x > x 0 , it will first be absorbed by the upper boundary (at x = 1), whereas if it starts for x < x 0 , it will first be absorbed by the lower one (at x = 0). Denote the probability distribution of x 0 by P x0 (x). It satisfies
An example of the measurement of P 1 (x) for H = 0.33 is shown on figure 9 . The most remarkable feature of this plot is the very slow convergence in system size towards the asymptotic curve, which via scaling is very close to a parabola, see Eqs. (70)- (71). This slow convergence can also be seen on the distribution P T1 (t) of the times T 1 defined in Eq. (105). This is plotted on Fig. 14 .
The slow convergence of P 1 (x) can better be seen via the function F(x): An estimate of the latter can be extracted from the simulations, by inverting Eq. (71),
The constant is chosen s.t. F num (1/2) = F(1/2). According to our theory,
Examples are given on 
FIG. 9. The measured probability P 1 (x) for H = 0.33. The system sizes are (from bottom to top at x = 0.5): N = 2 13 (dark green),
24 (blue). Note the slow convergence for x → 0 and x → 1.
on Fig. 9 , with the same colors. One clearly sees that convergence in system size is slow for all H, but especially for the smaller ones. It becomes better for larger values of H. We stopped our simulations after a total estimated 28 CPU years. It seems clear that measuring more than the curvature is illusory. We therefore defined
and in practice measured it by fitting a polynomial of degree two in an x-range from x = 0.25 to x = 0.75 for the smaller systems, to x = 0.15 to x = 0.85 for the largest systems. Analytically, we obtained in Eq. (74) with the Catalan constant C,
Our direct numerical estimate for γ is shown on Fig. 3 . One sees that extrapolation to H = 1 2 is good only for large systems. An alternative and more precise way to extract γ is to define
This combination cancels the first subleading contribution in ; the result is plotted on Fig. 13 . Again one sees that F(x) is well approximated for large system sizes. Our best estimate is
C. Expectation of exit times and their squares
Let us now turn to the exit times as a function of x. Measurements of the scaling functions F T (x) and F T 2 (x) given in Eqs. (80) and (84) is a good approximation of the analytic curves (in black dashed). Simulations were performed for the largest system size at our disposal N = 2 24 , and H = 0.45 as well as H = 0.55. Having generated an fBm, we put its starting position at x, and then searched for the first instance when it was absorbed at either the upper or lower boundary. This procedure turned out to be rather time-consuming, and we only evaluated this function about 2 × 10 6 times. To estimate the spatially averaged first two moments of the exit times, we fitted their numerically obtained values, supplemented with the analytically known values for H = 1/2, with a polynomial of degree 2 in H. The result, shown on Fig. 16 
Comparison to Eqs. (90) and (96) yields excellent agreement for the first moment of the exit time (coefficient 8.758 to be compared to 8.73), and still very good agreement for the second moment (coefficient 16.563 as compared to 17.1). The latter is difficult to estimate, as higher-order corrections are seemingly large. Let us finally mention that for H = 1 the probability that starting at x the exit time is t, is given by
(116) Averaging over x yields
All these distributions are patologique. While they are normalizable, they have large tails which render already the first moment undefined. They are thus not a useful limit to test our formulas.
D. The time the span reaches 1
Our algorithm presented in section V A to determine P 1 (x) first determines the time the span (running max minus run- ning min) reaches 1. For a Brownian, its probability distribution was given in Eqs. (39) and (40) . As we have seen in section IV G, it gets corrected for H = 1/2, in a way we are currently unable to obtain analytically. The question we ask is how much does it differ from the result for the Brownian? The most important effect is a change in time scale, which we estimated in Eq. (101). Our numerical estimates, shown on Fig. 18 lead to Finally, it is easy to show analytically that for H = 1,
As the distributions (116) and (117), Eq. (120) has a large tail, leading to undefined moments.
E. Finite-size effects
As we saw on Fig. 9 , there are important finite-size corrections. This is even more visible on made, due to the finite discretization in time? Our argument will be made, as in the drawing, for a particle trajectory "exiting at the upper boundary", i.e. at t * the running max M + (t) is growing, whereas the running min M − (t) is constant. The error in estimating the max is without consequences: while the true running max could be underestimated, this would only result in a slight underestimation of t * . The problem in estimating M − (t) is more severe: if we underestimate the true minimum by δ, then x 0 is x 0 = M − (t) + δ .
Denote P miss N (δ) the distribution of δ. Close to the lower boundary, the probability at system size N , P N (x), is
The function P miss N (δ) should be a function of δ/τ H , where τ = 1/N , thus P miss N (δ) = P miss δN H .
Transforming to Laplace variables, Eq. (122) reads
Taking a log and rearranging yields ln P N =∞ (α) = ln P N (α) − ln P miss (α/N H ) .
(125) We currently have no theory for P miss (α), but we find that a decent approximation for H = 0.33 is given by ln (P miss (α)) ≈ 0.38 ln (P bridge (1.7α) ) .
The function P bridge (m) is the maximum of a fBm bridge for duration T = 1, as given in Eq. (90) of Ref. [31] . Note that the numerical values of 0.38 and 1.7 are not significant. (Increasing one will decrease the other).
These arguments are illustrated on Fig. 17 . The top seven curves show ln P N (α) for system sizes N = 2 13 (green, top), to N = 2 24 (blue, second last curve from the bottom). The remaining lower curve is a scaling collapse estimating ln P N =∞ (α) , with P miss (α) given in Eq. (126). The dashed line (cyan) is the Laplace transform of the scaling ansatz (70).
Our analysis shows that (i) scaling corrections are important, (ii) they come from an underestimation of the extension of the process on the side at which it does not exit, (iii) there exists a correcting function one should be able to calculate analytically. The latter task is left for future research.
VI. CONCLUSION
In this article, we considered the two-sided exist problem from a strip. We gave analytical results for the exit probabilities and times, in an expansion in H − 1/2. While our numerical simulations confirm our findings, they also point to a fundamental problem: If the observation of the underlying process is not fine enough, one will not see the predicted analytical form, and not even the correct scaling laws. It will be important to exactly quantify these effets, in order to properly interpret experimental data once they appear.
We also considered the probability distribution for the time the span (running max minus running mean), i.e. the area the process has visited, reaches 1. We gave analytic expressions of this probability for the Brownian, seemingly absent from the literature. For an fBM, evaluating corrections to its first moment analytically allows us to give a rather good approximation for this observable, without adjustable parameter.
Our results can be extended to include drift, and to reflecting boundary conditions, either at one end or at both. While for one reflecting boundary the questions asked here can be posed in the same way, for two reflecting boundaries one can only consider thg full propagator. E. Estimation of time scales: The mean exit time 
