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Suppose we have exactly two defective elements in a set and we are going to identify these two 
defectives from the set by a series of group testings while the feedback for each testing subset is 
the number of the defective elements contained in this subset. Let T(n) be the minimal number 
of tests which will definitely identify the two defective elements from a set with size n. In this 
paper, we obtain several inequalities about T(n), and prove the convergence of { T(n)/ln n}. In 
particular, we show that the golden section method is not a good approximation for T(n) as n 
is large. 
1. Introduction 
Suppose we have exactly two defective elements in certain set, and we are going 
to identify these two defectives from the set by a series of group testings. According 
to the feedback of each testing subset, there are several different types of these 
group testing problems (see Hwang [3]). Now we concentrate on the case that the 
feedback for each testing subset is the number of the defective elements contained 
in this subset; the so-called quantitative group testing problem. 
If we know that A and B are two disjoint sets, either contains exactly one defec- 
tive element in it and IA / = m, IL3 = n. Then the minimal number of tests, which will 
definitely identify the two defective elements from A U B, is denoted by T(m, n). Let 
T(n) be the minimal number of tests which will definitely identify the two defective 
elements from a set with size n. The testing procedures which obtain the numbers 
T(m, n) and T(n) respectively are called the optimal procedures. Our objective is to 
study T(n) for each n; however, the properties of T(m, n) have a close relationship 
with the properties of T(n). 
The wish of finding the closed form for T(n) is a luxury. Just a small amount of 
the values of T(n) are known at this moment (see Aigner [l]). Therefore we have 
to start by estimating the possible values of T(n). Using the information-theoretic 
lower bound we have [log&>1 5 T(n). The best result about the upper bound of 
T(n) from the previous studies (see Aigner [l], and Christen [2]) is T(_&+,)l k, 
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where fk+ 1 is the (k + 1)-th Fibonacci number: f. = 1, fi = 1, fi = 2, f3 = 3, . . . . We are 
not satisfied with the previous results for the uncertain limits, 
2 T(n) 
-5Iiminf- 
T(n) 1 
In 3 n-m Inn 
Ilimsup-< 
n+ca Inn - ln(+( 1 + 6)) ’ 
In order to find a general expression of T(n) for all n, we turn our attention to 
the behavior of the sequence { T(n)/ln n}. In this paper, we prove the convergence 
of { T(n)/ln n} and obtain several inequalities about T(n) and T(m, n). In particular, 
we show that the golden section method is not a very good approximation for T(n) 
as n is large. 
In this paper, all the numbers that appear in T( ) or T( , ) are positive integers. 
All the integers are nonnegative. 
2. Basic results 
At first, we observe two obvious facts: 
(1) T( ) and T( , ) both are increasing. That is, T(n)< T(m) for n cm, and 
T(a,b)sT(m,n) for asm and bsn. 
(2) By the use of the information-theoretic lower bound, we have 
, Tw, n) 2 r~0gdml 9 
where 1x1 denotes the smallest integer greater than or equal to x. 
By the procedure of getting the number T(n), we know 
T(n) = 1+ min (max{ T(k), T(k,n - k), T(n- k)}} for n > 2, 
O<k<n 
where k is the cardinality of the first testing subset of the population. Since T( ) 
is increasing and T( , ) is symmetric, we have the following fact. 
Lemma 1. T(n)=l+min,,z,k<U{max{T(k), T(k,n-k)}} for n>2. 
In addition to the previous facts, the following results are also needed to prove 
our main theorems in the next section. 
Lemma 2. T(ab, cd) I T(a, c) + T(b, d). 
Proof. Assume each of the two disjoint sets A and B contains exactly one defective 
element and IA 1 = ab, IBI =cd. We partition A and B into a and c classes such that 
each class in A and B contains exactly b and d elements respectively. 
The two defectives in A U B can be identified by the following two steps: 
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Step 1: Determine the two classes which contain the defective element. 
Step 2: Identify the defectives from the two determined classes. 
Since Step 1 and Step 2 can be done by T(a,c) and T(b,d) tests respectively, we 
have T(a& cd) 5 T(a, c) + T(b, d). 0 
Lemma 3. There exist infinitely many q such that T(q, q) > T(q). 
Proof. Suppose the lemma is false. Then there exists a positive integer N such that 
T(q, 4) 5 T(q) for 4 > N. 
From Lemma 1, we know T(2q) = 1 + mingskcZq {max{ T(k), T(k, 2q - k)}}, 
therefore 
Wd 2 1 + 4 :mki<:q { T(k)} = 1 + T(q)> T(2q) 5 1+ max{ T(q), T(q, q)l . 
Then q>N implies T(q, q)s T(q), thus T(2q) = 1 + T(q). For 2’>N, we have 
T(2’+9= l+ T(2’), T(2r+2)= l+ T(2’+‘), . . . . T(2r+k)= l+ T(2r+k-1). 
Consequently, T(2r+k) = T(2’) + k. For n > 2’, there exists an integer k= flog, nl -r 
such that rz~2”‘~; then 
T(n)5 T(2r+k)= T(2’)+ks T(2’)+log2n+1-r, 
therefore 
T(n) T(2’) + log2 n + I- r -< 
Inn - Inn ’ 
which implies 
T(n) 1 
lim sup - 
n+ol Inn Xz 
On the other hand, the information-theoretic lower bound shows that 
rlog3Wi T(n) 
Inn 51nn 
which implies 
2 T(n) 
PIliminf- 
In 3 nj~ Inn. 
Therefore 2/ln 3 % I/ln 2, this leads to a contradiction. 0 
Suppose the set S contains exactly two defective elements, and now S is partition- 
ed into m nonempty classes. Let A(m) be the minimal number of tests required to 
determine precisely which class contains the defectives. 
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Lemma 4. A(m) 5 T(m) for m zz 3. 
Proof. We will prove the lemma by induction. Since A(3)5 T(3) = 2 and A(4)5 
T(4) = 3, the lemma holds for m = 3,4. Now we assume m L 5. It follows from Lem- 
ma 1 that we may assume T(m) = 1 + max{ T(k), T(m - k)}, where +rn I ksm. By 
taking a set consisting of precisely k classes as the first testing subset, we know 
A(m)< l+max{A(m-k), T(k,m-k), A(k)}. 
Since A( ) is increasing, 
A(m)ll+max{A(k), T(k,m-k)} 
5 I+ max{ T(k), T(k, m - k)} = T(m). 0 
We note that Lemma 4 does not hold for m = 2, in this case, A(2) = 1 and T(2) = 0. 
Lemma 5. If T(q,q)r T(q), then 
(i) T(q’+ ’ ) 5 T(q) + rT(q, d for q 2 3, 
(ii) T(2’+‘)11+ 2r. 
Proof. We partition q’+ ’ elements into qr classes such that each class contains ex- 
actly q elements. The two defective elements can be identified by the following two 
steps: 
Step 1: Determine precisely the one or two classes which contain the defective 
element. 
Step 2: Identify the two defective elements from the determined classes. 
Therefore we know 
T(q’+‘) 5 A($) + max{ T(q), T(q, 4)) = A($) + T(q, 4). 
Similarly T(q’)sA(q’-‘)+ T(q,q), . . . , T(q2)sA(q)+ T(q,q). 
Since A(qk) I T(qk) for any kz2, we have T(q’+‘)<A(q) + rT(q, q). Thus the 
lemma follows no matter q = 2 or q > 2. 0 
3. Main theorems 
In this section, we will apply the previous results to derive several important 
theorems. 
Theorem 6. The sequence { T(n, n)/ln n} converges. Furthermore, 
W, 4 
lim ~ = inf 
fi+~ Inn 
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Proof. Given q> 1. For any n > q, let q’-’ <n rq’. Then T(n, n) 5 T(q’, qr)5 
rT(q,q) from Lemma 2. Therefore 
TM, n) < rT(q, 4) rT(q, 4) p= 
In n ln(q’+‘) (r- 1)ln q * 
By taking the limit as n --f 03, we have 
so 
TN, n) T(qv 4) 
limsup~<~ 
n-m Inn - lnq ’ 
W, n) 
lim sup ~ 
n-cc In n 
On the other hand, 
TM, n) 
5 lim inf ~ 
n--ros Inn ’ 
therefore the theorem is established. 0 
Let the common value of lim, _ a, (T(n, n)/ln n) and inf { T(n, n)/ln n : n 2 2) be (Y. 
In the rest of this paper we will discuss the properties of cr occasionally. 
Corollary 7. lim inf, _ m (T(n)/ln n) = a. 
Proof. It follows from Lemma 3 that there exists a strictly increasing sequence 
{nk} such that T(n,,nk)> T(nk), therefore T(n,)/ln n,< T(nk, nk)/ln nk. 
By taking the limits as k--f 03, it follows from Theorem 6 that 
lnrn_?f 2 5 lim inf - 
T(Q) I Q 
' k+C= hnk 
On the other hand, 
T(n) 2 T(2L+n_j) 1 T(Ltn], tin]), 
where LxJ denotes the maximal integer not greater than x. Therefore, 
T(n), T(Lin], Ltn]) , T(L+nj, L+nJ) 
Inn - In n - In 3 +In L+n] . 
By taking the limits as n--f w, it follows from Theorem 6 that lim inf,,+W (T(n)/ln n)z 
a. Consequently, lim inf, _ m (T(n)/ln n) = a. q 
Theorem 8. lim, j m (T(n)/ln n) = CL. 
Proof. As the proof in the previous corollary, we denote {qk} a strictly increasing 
sequence such that T(q,, qk)? T(q,). For any qk is given and qi< n <q/1-+‘; it
follows from Lemma 5 that 
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T(n) -( ml;+9 5 1 + m/J + mlk, qk), 
therefore 
T(n) < 1+ T(qk) + rT(qk, qk) 
In n rlnqk 
Taking the limit as n -+ 03 on both sides, we have 
T(n) lim sup - < T(% qk) 
n-CC Inn - hqk . 
Consequently, 
lim sup n_oo $5i;fjT22)j. 
Since { T(qk, qk)h qk} converges to cx = inf{ T(n, n)/ln n} by Theorem 6, we have 
This implies lim supn ~ m (T(n)/ln n) % a. 
On the other hand, Corollary 7 shows that a I lim inf, _ o1 (T(n)An n). Thus the 
theorem is established. 0 
We may restate Theorem 8 in another form. 
Corollary 9. lim, ~ m (T(n)/ln n) = inf{2T(a, b)/ln(ab): ab> l}. 
Proof. For any ab > 1, Lemma 2 shows that 
T(ab, ab) 5 T(a, b) + T(b, a) = 2T(a, b), 
hence 
T(& ab) I 2T(a, b) 
ln(ab) In(ab) ’ 
Therefore 
a = inf 
T(n, n) 
-*n>l 
Inn * I 1 2Tkb) Iinf Pa ln(a, b) ’ ab> 1 * 
On the other hand, for any n > I we have 
T(n, n) 2 T(n, n) -z-E 
In n Inn2 
therefore 
inf 2 T(4 b) _a 
In(ab) * 
ab > 1 
T(n, n) 
---On>1 =a. 
Inn ’ I 
Consequently, inf{ 2T(a, b)/ln(ab): ab > 1) = a, and the corollary is established. 0 
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At the end of this section, let us mention some interesting results here. 
Theorem 10. T(3’,3S)rr+s+l for r+s>O. 
Proof. By the information-theoretic lower bound, we know 7’(3’, 3S)~r+s. NOW 
we want to show that the lower bound does not hold for these T(3’,3’). 
Suppose we have T(3’, 3’) = r + s for r + s > 0, and let the first testing subset in the 
optimal procedure to obtain T(3’, 3”) = r + s be the union of A and B, where A and 
B are subsets of the sets with 3’ and 3’ elements respectively, and IA 1 = m, 1 B 1 = n. 
Considering the second step in this optimal procedure, we have mns3r+S-1, 
(3’-m)(3S-n)53’+S-1 and m(3S-n)+n(3’-m)s3’+S-‘. Since the sum of mn, 
(3’-m)(3S- n) and m(3’-n)+ n(3S-m) is 3’+‘, we know mn = (3’- m)(3S-n) = 
3 r+s-’ which implies m - 3”+ n. 3’= 3”’ and mn = 3’+‘-‘, therefore m . 3’ and n. 3’ 
are the roots of x2 - (3’tS)x+ 32r+2sP1 = 0. 
Since the discriminant of the above quadratic equation is negative, it leads to a 
contradiction. 0 
Theorem 11. T(a, b)/In(ab) > l/In 3 for ab> 1. 
Proof. Since 
ln(ab) 
T(a, b) L [log3 abl 2 K, 
we have T(a, b)An(ab) 2 l/in 3. Suppose T(a, b)/ln(ab) = 1 /In 3; then ab = 3T(a, b, 
which implies a and b are the powers of 3. Let a= 3’ and b=3S; then T(3’, 3’)= 
T(a, b) = ln(ab)/ln 3 = r + s, this contradicts with Theorem 10. 0 
4. Remarks 
Finally, we would like to give a few remarks on the quantitative group testing pro- 
blem as follows. 
(1) We don’t know the exact numerical value of a. By the information-theoretic 
lower bound, we know 2/ln 3 la. Even a= inf{2T(a, b)An(ab): ab> l} (Corollary 
9) and 2T(a, b)/ln(ab) > 2/ln 3 (Theorem 11); we still suspect that a = 2/ln 3, but un- 
fortunately, we are not able to prove the conjecture at this moment. 
(2) Theorem 6 provides us with a series of approaches to the value of a. Since 
a=lim,,, (T(n, n)/ln n) = inf{ T(n, n)/ln n} , 1 seems that the sequence { T(n, n)/ ‘t
In n) behaves as well as a decreasing convergent sequence. Therefore, a large table 
of any subsequence of { T(n, n)/ln n} will be helpful to confine the possible range 
of a. 
(3) A good upper bound approximation for T(n) we know so far is one with 
respect to the golden section (see Aigner [l] and Cristen [2]). In other words, 
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T(fk+l)~k where fk+l is the (k+ 1)-th Fibonacci number: Jo = 1, fi = 1, f2 =2, 
f3=3,.... We note that 
k 1 
lim ~ = 
k-rm lnfk+i In(+(l+fi)) ’ 
Because T(15,22) = 6 (see Aigner [l]), Corollary 9 shows that 
12 1 
(YI 
ln(15.22) 
= 2.069 < ,n(~(l + fi)) = 2.078, 
which implies limk, QI ((k- T( fk + ,))/ln fk + J > 0. This means that the golden section 
method is not a very good approximation for the upper bound of T(n) as n is large. 
(4) If we know the values of T(q) and T(q, q) as well as the corresponding optimal 
procedures, then the proof of Lemma 5 generates a simple algorithm to get 
T(n)5 T(q) + rT(q, q) for q> 2, where r = [log, n1 - 1. This simple algorithm is 
quite convenient in practical applications. 
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