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Abstract. Current deep neural network based approaches to computed
tomography (CT) metal artifact reduction (MAR) are supervised meth-
ods which rely heavily on synthesized data for training. However, as
synthesized data may not perfectly simulate the underlying physical
mechanisms of CT imaging, the supervised methods often generalize
poorly to clinical applications. To address this problem, we propose, to
the best of our knowledge, the first unsupervised learning approach to
MAR. Specifically, we introduce a novel artifact disentanglement network
that enables different forms of generations and regularizations between
the artifact-affected and artifact-free image domains to support unsu-
pervised learning. Extensive experiments show that our method signifi-
cantly outperforms the existing unsupervised models for image-to-image
translation problems, and achieves comparable performance to existing
supervised models on a synthesized dataset. When applied to clinical
datasets, our method achieves considerable improvements over the su-
pervised models. The source code of this paper is publicly available at
https://github.com/liaohaofu/adn.
1 Introduction
Metal artifact is one of the commonly encountered artifacts in computed to-
mography (CT) images. It is introduced by the metallic implants during the
imaging and reconstruction process. The formation of metal artifact involves
several mechanisms such as beam hardening, scatter, noise, and the non-linear
partial volume effect [1], which make it very challenging to be modeled and re-
moved by traditional methods. Therefore, recent approaches [12,10,4,2] to metal
artifact reduction (MAR) propose to use deep neural networks (DNNs) to in-
herently address the modeling of metal artifacts, and their experimental results
show promising MAR performances.
All the existing DNN-based approaches are supervised methods requiring
pairs of anatomically identical CT images, one with and the other without metal
artifacts, for training. As it is clinically impractical to obtain such pairs of im-
ages, most of the supervised methods rely on synthesized images to train their
models. However, due to the complexity of metal artifacts and the variations
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of CT devices, the synthesized images may not fully simulate the real clinical
scenarios, and the performances of these supervised methods may degrade in
clinical applications.
In this work, we aim to address the challenging yet more practical unsuper-
vised setting where no paired CT images are available for training. To this end,
we propose a novel artifact disentanglement network to separate the metal ar-
tifacts from clinical CT images in a latent space. The disentanglement enables
manipulations between the artifact-affected and artifact-free image domains so
that different forms of adversarial- and self-regularizations can be achieved to
support unsupervised learning. To the best of our knowledge, this is the first
unsupervised learning approach to MAR. Extensive experiments show that our
method achieves comparable performance to the existing supervised methods
on a synthesized dataset. When applied to clinical datasets, all the supervised
methods demonstrate certain degrees of degradation, whereas our method out-
performs the supervised methods with significantly better clinical MAR results.
2 Related work
Unsupervised image-to-image translation Image artifact reduction can
be regarded as a form of image-to-image translation. One of the earliest unsuper-
vised works in this category is CycleGAN [13] where a cycle-consistency design
is proposed for unsupervised learning. Later works [5,6] improve CycleGAN for
diverse and multimodal image generation. However, these unsupervised meth-
ods target at image synthesis and do not have suitable components for artifact
reduction. Another recent work that is specialized for artifact reduction is deep
image prior (DIP) [9], which, however, only works for less structured artifacts
such as noise and compression artifacts.
Deep metal artifact reduction A number of studies have recently been pro-
posed to address MAR with DNNs. RL-ARCNN [4] introduces residual learning
to a deep convolutional neural network (CNN) and achieves better MAR per-
formance than ordinary CNN. DesteakNet [2] proposes a two-streams approach
that can take a pair of NMAR [7] and detail images as the input to jointly re-
duce metal artifact. CNNMAR [12] uses CNN to generate prior images in the CT
image domain to help the correction in the sinogram domain. Both DesteakNet
and CNNMAR show significant improvements over the existing non-DNN based
methods on synthesized datasets. cGANMAR [10] leverages generative adver-
sarial networks (GANs) [3] to further improve DNN-based MAR performance.
3 Methodology
Let I be the domain of all artifact-free CT images and Ia be the domain of
all artifact-affected CT images, the proposed artifact disentanglement network
(ADN) aims to learn a mapping from Ia to I without paired data. As illus-
trated in Figure 1, ADN contains a set of artifact-free image encoder, generator
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Fig. 1: Overview of the artifact disentanglement network.
and discriminator {EI , GI , DI}, a set of artifact-affected image encoder, gener-
ator and discriminator {EIa , GIa , DIa} and an artifact-only encoder Ea. The
architectures of these building components are inspired from the state-of-the-art
studies for image-to-image translation [14,5]. See the supplementary material for
their detailed structures.
Components Given two unpaired images xa ∈ Ia and y ∈ I, the encoders EIa
and EI map the artifact-free content information from xa and y to a common
content space C, respectively. Ea maps the artifact-only information from xa to
an artifact space A,
zx = EIa(xa), zy = EI(y), za = Ea(xa), {zx, zy} ⊂ C, za ∈ A. (1)
The generator GIa takes an artifact-free code, zx or zy, and an artifact-only code
za as the input and outputs an artifact-affected image. GI takes an artifact-free
code, zx or zy, as the input and outputs an artifact-free image,
xˆ = GI(zx), xˆa = GIa(zx, za),
yˆ = GI(zy), yˆa = GIa(zy, za).
(2)
During testing, only EIa and GI are required to obtain an artifact-corrected
output, i.e., xˆ = GI(EIa(xa)). The discriminator DIa decides whether an input
is sampled from Ia or generated by GIa . Similarly, DI decides whether an input
is from I or GI .
Loss functions A good MAR model should (i) reduce the artifacts as much
as possible and (ii) keep the anatomical content of the input CT images. To
remove the artifacts, we train DI and GI adversarially to encourage the output
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xˆ to appear similar to an artifact-free image,
LIadv = EI [logDI(y)] + EIa [1− logDI(xˆ)] (3)
To maintain the anatomical content, we apply self-reconstruction to force the
encoders and decoders to preserve the content of the inputs,
Lrecon = EI,Ia [||xˆa − xa||1 + ||yˆ − y||1]. (4)
Here, the first term encourages EIa encodes all the content information of xa
and the artifact information is not encoded due to the introduction of a separate
artifact encoder Ea. With the second term,GI learns how to fully reconstruct the
encoded artifact-free content information. Combining these two terms, content
persevering for xˆ can be achieved.
In addition, we also introduce a self-reduction design to further enforce the
learning. This idea is carried out in two steps. In the first step, ADN synthesizes
“real” metal artifact from xa and apply it to y. Specifically, this is achieved by
decoding from zy and za, i.e., yˆ
a = GIa(zy, za), and we use another adversarial
loss to guarantee yˆa looking “real”,
LIaadv = EIa [logDIa(xa)] + EI,Ia [1− logDIa(yˆa)] (5)
In the second step, ADN reduces artifacts from the synthesized data to recover
back to y. This is regularized by a cycle-consistent loss
Lcycle = EI,Ia [||GI(EIa(yˆa))− y||1]. (6)
Finally, due to the use of the same metal artifact, the difference map between
xa and xˆ and that between yˆa and y should be close. Thus, we employ an artifact-
consistent loss to constrain the artifact difference,
Lart = EI,Ia [||(xa − xˆ)− (yˆa − y)||1]. (7)
The full objective function is given by
L = λIadvLIadv + λI
a
advLI
a
adv + λreconLrecon + λcycleLcycle + λartLart, (8)
where the λ’s are hyper-parameters that control the importance of each term.
4 Experiments
Datasets. We evaluate the proposed method on one synthesized dataset and
two clinical datasets. We refer to them as SYN, CL1 and CL2, respectively. For
SYN, we randomly select 4, 118 artifact-free CT images from DeepLesion [11]
and follow the method from CNNMAR [12] to synthesize metal artifacts. We
use 3, 918 of the synthesized pairs for training and validation and the rest 200
pairs for testing.
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Table 1: Quantitative evaluation on the SYN dataset.
Supervised Unsupervised
CNNMAR[12] UNet [8] cGANMAR [10] Ours CycleGAN [10] DIP [9] MUNIT [5] DRIT [6]
PSNR 32.5 34.8 34.1 33.6 30.8 26.4 14.9 25.6
SSIM 91.4 93.1 93.4 92.4 72.9 75.9 7.5 79.7
Fig. 2: Qualitative evaluation on the SYN dataset. For better visualization, we
obtain the metal region through thresholding and color it with red. See the
supplementary material for more qualitative results.
For CL1, we choose the vertebrae localization and identification dataset from
Spineweb1. We split the CT images from this dataset into two groups, one with
artifacts and the other without artifacts. First, we identify regions with HU
values greater than 2, 500 as the metal regions. Then, CT images whose largest-
connected metal regions have more than 400 pixels are selected as artifact-
affected images. CT images with the largest HU values less than 2, 000 are
selected as artifact-free images. After this selection, the artifact-affected group
contains 6, 270 images and the artifact-free group contains 21, 190 images. We
withhold 200 images from the artifact-affected group for testing.
For CL2, we investigate the performance of the proposed method under a
more challenging cross-modality setting. Specifically, the artifact-affected im-
ages of CL2 are from a cone-beam CT (CBCT) dataset collected during spinal
interventions. Images from this dataset are very noisy and the majority of them
contain metallic implants. There are in total 2, 560 CBCT images from this
dataset, among which 200 images are withheld for testing. For the artifact-free
images, we reuse the CT images collected from CL1.
Baselines. We compare the proposed method with seven state-of-the-art
methods that are closely related to our problem. Three of the compared meth-
ods are supervised: CNNMAR [12], UNet [8] and cGANMAR [10]. CNNMAR
and cGANMAR are two recent approaches that are dedicated to MAR. UNet
is a general DNN framework that shows effectiveness in many image-to-image
problems. The other four compared methods are unsupervised: CycleGAN [13],
1 spineweb.digitalimaginggroup.ca
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Fig. 3: Qualitative evaluation on the CL1 dataset. For better visualization, we
obtain the metal region through thresholding and color it with red. See the
supplementary material for more qualitative results.
DIP [9], MUNIT [5] and DRIT [6]. These methods are currently state-of-the-art
approaches to unsupervised image-to-image translation problems. All the com-
pared methods except UNet are trained with their officially released code. For
UNet, a publicly available implementation2 is used.
Training and testing. We implement our method under the PyTorch deep
learning framework3 and use the Adam optimizer with 1× 10−4 learning rate to
minimize the objective function. For the hyper-parameters, we use λIadv = λ
Ia
adv =
1.0, λrecon = λcycle = λart = 20.0 for SYN and CL1, and use λ
I
adv = λ
Ia
adv = 1.0,
λrecon = λcycle = λart = 5.0 for CL2.
To simulate the unsupervised setting for SYN, we evenly divide the 3, 918 syn-
thesized training pairs into two groups. For one group, only artifact-affected im-
ages are used and their corresponding artifact-free images are withheld. For the
other group, only artifact-free images are used and their corresponding artifact-
affected images are withheld. During training of the unsupervised methods, we
randomly select one image from each of the two groups as the input. For the
supervised methods, all the 3, 918 synthesized training pairs are used.
To train the supervised methods with CL1, we first synthesize metal arti-
facts using the images from the artifact-free group of CL1. Then, we train the
supervised methods with the synthesized pairs. During testing, the trained mod-
els are applied to the testing set containing only clinical metal artifact images.
To train the unsupervised methods, we randomly select one image from the
artifact-affected group and the other from the artifact-free group as the input.
For CL2, synthesizing metal artifacts is not possible due to the unavailability
of artifact-free CBCT images. Therefore, for the supervised methods we directly
use the models trained for CL1. In other words, the supervised methods are
trained on synthesized CT images (from CL1) and tested on clinical CBCT
images (from CL2). For the unsupervised models, each time we randomly select
one artifact-affected CBCT image and one artifact-free CT image as the input
for training.
2 github.com/milesial/Pytorch-UNet
3 pytorch.org
Artifact Disentanglement Network 7
Performance on synthesized data. SYN contains paired data, allowing for
both quantitative and qualitative evaluations. Following the convention in the
literature, we use peak signal-to-noise ratio (PSNR) and structural similarity
index (SSIM) as the metrics for the quantitative evaluation. For both metrics,
the higher the better. Table 1 and Figure 8 show the quantitative and qualitative
evaluation results, respectively.
We observe that the proposed method performs significantly better than
the other unsupervised methods. MUNIT focuses more on diverse and realistic
outputs (Figure 8(i)) with less constraint on structural similarity. CycleGAN and
DRIT perform better as both the two models also require the artifact-corrected
outputs to be able to transform back to the original artifact-affected images.
Although this helps preserve content information, it also encourages the models
to keep the artifacts. Therefore, as shown in Figure 8(g) and 2(j), the artifacts
cannot be greatly reduced. DIP does not reduce much metal artifact in the input
image (Figure 8(h)) as it is not designed to handle the more structured metal
artifact.
We also find that the performance of our method is on a par with the super-
vised methods. The performance of UNet is close to that of cGANMAR which at
its backend uses an UNet-like architecture. However, owing to the use of GAN,
it produces sharper outputs (Figure 8(e)) than UNet (Figure 8(f)). As for PSNR
and SSIM, both methods only slightly outperform our method and, surprisingly,
our method performs better than CNNMAR.
Performance on clinical data. Next, we investigate the performance of the
proposed method on clinical data. Since there are no ground truths available for
the clinical images, only qualitative comparisons are performed. The qualitative
evaluation results of CL1 are shown in Figure 9. Here, all the supervised meth-
ods are trained with paired images that are synthesized from the artifact-free
group of CL1. We can see that UNet and cGANMAR generalize poorly when
applied to clinical images (Figure 9(d) and 9(e)). CNNMAR is more robust as
it corrects the artifacts in the sinogram domain. However, such a sinogram do-
main correction also introduces secondary artifacts (Figure 9(c)). For the more
challenging cross-modality artifact reduction task with CL2 (Figure 10), all the
supervised methods fail. This is not totally unexpected as the supervised meth-
ods are trained using only CT images because of the lack of artifact-free CBCT
images. Similar to the cases with SYN, the other unsupervised methods also show
inferior performances when evaluated on both the CL1 and CL2 datasets. By
contrast, our method consistently delivers high-quality artifact reduced results
on clinical images.
5 Conclusion
We presented a novel unsupervised learning approach to MAR. Through the
development of an artifact disentanglement network, we showed how to leverage
different forms of regularizations to eliminate the requirement of paired images
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Fig. 4: Qualitative evaluation on the CL2 dataset. See the supplementary mate-
rial for more qualitative results.
for training. To understand the effectiveness of this approach, we performed ex-
tensive evaluations on one synthesized and two clinical datasets. The evaluation
results demonstrated the feasibility of using unsupervised learning method to
achieve comparable performance to the supervised methods. More importantly,
the results also showed that directly learning MAR from clinical CT images
under an unsupervised setting was a more feasible and robust approach than
transferring the knowledge learned from synthesized data to clinical data. We
believe our findings in this work will initiate more applicable research for medical
image artifact reduction even under an unsupervised setting.
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Supplementary Material
A Architecture Details
Fig. 5: Basic building blocks of the encoders and generators: (a) convolution
block, (b) residual block, (c) merge block, and (d) final block. ReflectionPad2d
stands for a reflection padding layer that we use to replace the zero padding of
the conventional convolution layer.
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Fig. 6: Architecture of the discriminator DI or DIa . We use ‘C#K#S#P#’ to
denote the configuration of the convolution layers, where ‘K’, ‘C’, ‘S’ and ‘P’
stand for the kernel, output channel, stride and padding size, respectively.
Fig. 7: Architecture of the encoders and generators. (a) EI or EIa (b) GI (c) Ea
(d) GIa . CB, RB, MB and FB are acronyms of the build blocks as illustrated in
Fig. 5. The same as in Fig. 6, ‘C#K#S#P#’ denotes the configurations of the
convolution layers in the blocks. For CB, RB, and FB, P is the padding of the
reflection padding layer and the padding of the convolutional layer is zero. Note
that the artifact code input for GIa are the hierarchical features encoded by Ea
and are merged with the corresponding outputs from GIa .
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B Qualitative Results
Fig. 8: Qualitative evaluation results of SYN. For better visualization, we obtain
the metal regions through thresholding and color them with red.
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Fig. 9: Qualitative evaluation results of CL1. For better visualization, we obtain
the metal regions through thresholding and color them with red.
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Fig. 10: Qualitative evaluation results of CL2.
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Fig. 11: Metal artifact transferring. First row: the clinical images with metal
artifacts. Middle row: the clinical images without metal artifacts. Last row: the
metal artifacts in the first row transferred to the artifact-free images in the
second row.
