The number and size of requests Figure 1 and Figure 2 show the number of executed requests and time on L-system, respectively. The execution time is a measure of the system utilization, which is defined as the used number of nodes times the used elapse time. Figure 1 indicates the number of requests every month. The number of requests per month is about 8,000, but the execution time is increasing considerably after MDPS installation as is shown in Figure 2 . The cause for this increase is considered to be due to the improvement of the system usability by installing MDPS. Figure 3 is the number and size of requests executed in ES (1 week.) The colored rectangles are different requests. It should be noted here that boxes of the same color on the same vertical axis mean the same request. ES can execute a request on any nodes, so the nodes assigned to one request can be scattered. The width of a rectangle depicts the elapse time from the start time to the termination time. The height denotes a number of nodes. The black area shows the nodes either waiting for execution or for maintenance. As can be seen from this figure, requests of many sizes are executed simultaneously in ES. In ES, the Processor Nodes are prohibited from accessing user files of the user disk directly. Therefore, user files need to be copied from user disk to work disk of PN before the execution of the requests. This process is called 'Stage IN.' And after the request execution, results of the simulation are copied from work disk to user disk. This is called 'Stage OUT.' Figure 4 shows the amount of Stage IN/OUT per month. By installing MDPS, the theoretical transfer rate between work disk and user disk is enhanced from 800MB/sec to 5GB/sec, and manageability for user files is improved by replacing a tape archive with disks. This enables user to handle huge files easily. As can be seen in Figure 4 , the amount of Stage IN/OUT is increasing after MDPS installation. This increase is a consequence of this improvement. The Gordon Bell Award for Peak Performance was given to "A 26.58 Tflops Global Atmospheric Simulation with the Spectral Transform Method on the Earth Simulator" [1] . This project achieved 26.58 Tflops (65% of the peak performance) using an atmospheric circulation model called AFES with a horizontal resolution of 10 kilometers. This code was carefully optimized for an architecture of the Earth Simulator. "14.9 TFLOPS Three-dimensional Fluid Simulation for Fusion Science with HPF on the Earth Simulator" was given the Award for Language (special category) [2] . In this project, a plasma simulation code IMPACT-3D was parallelized with HPF/ES and obtained the performance of 14.9 Tflops in 512 nodes execution (47% of the peak performance). The Gordon Bell Award for special accomplishment went to "16.4-Tflops Direct Numerical Simulation of Turbulence by a Fourier Spectral Method on the Earth Simulator" [3] . This code used new methods for the 3D-FFT in ES, and achieved 16.4 Tflops (51% of the peak performance). Moreover, in 2003, the project in solid earth physics "A 14.6 billion degrees of freedom 5 teraflops, 2.5 terabyte earthquake simulation on the Earth Simulator" won the Gordon Bell Award for Peak Performance [4] . This project used 1,944 processors of ES to simulate seismic wave propagation resulted from a large earthquake, and performed 5 Tflops (33% of the peak performance). The average performance is about 30% of the peak performance.
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