Introduction
In non-commutative probability theory, cumulants and their appropriate generating function are defined when a notion of independence is given [17, 18, 19] . They are useful especially in the central limit theorem and Poisson's law of small numbers. We denote by any one of classical, free and boolean convolutions. We denote by D λ the dilation operator defined by (D λ µ)(B) = µ(λ −1 B) for any Borel set B and any probability measure µ. Important properties of cumulants {r n (µ)} n≥1 are summarized as follows [11] : (1) Additivity: for any n, r n (µ ν) = r n (µ) + r n (ν).
(1.1)
(2) Homogeneity: for any λ > 0 and any n, r n (D λ µ) = λ n r n (µ).
(1.2)
(3) For any n, there exists a polynomial R n of n − 1 variables without a constant term such that m n (µ) = r n (µ) + R n (r 1 (µ), · · · , r n−1 (µ)), (1.3) where m n (µ) is the n-th moment of µ.
We explain the contents of this paper. In Section 3 we consider what are cumulants of a (non-commutative) convolution and then define cumulants. We consider only the case where the moments of the convolution product of two probability measures are determined by the moments of the original two probability measures. We note that there exist convolutions which do not satisfy this property such as q-convolution [10] .
When a convolution is non-commutative, the additivity of cumulants fails to hold. Instead, we introduce the generalized condition r n (µ N ) = Nr n (µ).
(1.4)
Moreover, we also generalize the condition (1.2). As a result, we can prove that cumulants of many convolutions arising from conditionally free convolution satisfy the generalized conditions. We give a necessary and sufficient condition for the existence of cumulants, and we prove the uniqueness of cumulants. We also prove that the additivity of cumulants (1.1) is equivalent to the associativity and commutativity of the convolution.
In Section 4 and Section 5, we introduce cumulants of monotone convolution, which satisfy the conditions (1.2), (1.3) and (1.4) . As a result, we obtain proofs of central limit theorem and Poisson's law of small numbers in terms of cumulants.
Monotone convolution and monotone infinitely divisible distributions
The Cauchy transform of a probability measure µ is defined by
The reciprocal Cauchy transform of a probability measure µ is defined by
which is an analytic function from the upper halfplane into itself. Muraki has defined the notion of monotone independence in [15] as an algebraic structure of the monotone Fock space [12, 13] . He has also defined the monotone convolution µ ⊲ ν of two probability measures µ, ν and proved that monotone convolution is characterized by Muraki's formula
Monotone convolution is non-commutative and associative. Muraki has defined the notion of monotone infinitely divisible distributions (often denoted by ⊲-infinitely divisible distributions). Muraki has proved that when probability measures are compactly supported, there is a natural one-to-one correspondence among a ⊲-infinitely divisible probability measure, a weakly continuous one-parameter monotone convolution semigroup of probability measures, and a vector field in the upper half plane [15] . The complete correspondence has been proved by Belinschi [1] . In this paper we use the result of Muraki (Theorem 5.1 in [15] ). Theorem 2.1. There is a one-to-one correspondence among the following four objects:
(1) a ⊲-infinitely divisible distribution µ with compact support;
(2) a weakly continuous ⊲-convolution semigroup {µ t } t≥0 with µ 0 = δ 0 and µ 1 = µ;
(3) a composition semigroup of reciprocal Cauchy transforms {H t } t≥0 with H 0 = id and
for any z ∈ C \ R and H t has an analytic continuation outside a ball {|z| > R(t); z ∈ C};
(4) a vector field on the upper halfplane of the form
4)
where γ 0 ∈ R and σ is a positive finite measure with compact support.
Moreover, µ t has a compact support for any t > 0. A and {H t } are connected by the differential equation
We summarize important equalities, some of which have been used in [15] .
be a weakly continuous ⊲-convolution semigroup with µ 0 = δ 0 . Then we have the following equalities in C \ R.
which is the first equality. We also have
On the other hand, by (2.5), we have
(2.7)
The second equality follows from the above equalities (2.6) and (2.7). The third equality follows from (1) and (2.5) immediately.
Cumulants of a convolution
Let P m and P c be the set of probability measures with finite moments of all orders and the set of probability measures with compact support, respectively. For a given convolution defined on P m , we consider what are cumulants of . One of the main purposes of this paper is to study cumulants of monotone convolution, and hence, we shall treat convolutions which are not necessarily commutative. All results in this section hold for both P m and P c , except for Theorem 3.7. Then we use the set P m mainly. Definition 3.1. We define recursively ν n := ν ν n−1 for ν ∈ P m . is said to be power associative if ν (n+m) = ν n ν m for all m, n ≥ 0.
Let m n (µ) be the n-th moment of µ ∈ P m . We put the following assumptions.
(M1) There exists a polynomial P n of 2n − 2 variables for each n ≥ 1 such that m n (µ ν) = m n (µ) + m n (ν) + P n (m 1 (µ), · · · , m n−1 (µ), m 1 (ν), · · · , m n−1 (ν)). (3.1) (M2) The polynomial P n contains no constants for any n ≥ 1.
Let r n (µ) be a polynomial of {m k (µ)} k≥1 for any n ≥ 1. We consider the following properties.
(C1) Power additivity: for any n, N ≥ 1,
In addition to the condition (C2), the polynomial Q n never contains linear terms m k (µ), 1 ≤ k ≤ n − 1 for any n.
If a sequence {r n } satisfies (C2), we can write m n by r n as m n (µ) = r n (µ) + R n (r 1 (µ), · · · , r n−1 (µ)), (3.4) where R n is a polynomial of n − 1 variables. We note that in many important examples the condition [11] ). Indeed, this condition holds for classical, free, boolean, monotone convolutions (see Theorem 5.2 for the proof in the monotone case.) Clearly (C2) and (3.5) imply (C2'). We do not assume this condition since the uniqueness of cumulants follows from only (C1) and (C2') (see Theorem 3.4) . Moreover, there are examples which satisfy (C2') but do not satisfy (3.5) such as V a -transformation in [8] .
If there exists a sequence {r n } satisfying (C1) and (C2), we consider a transformation of the form r n → r ′ n := r n + n−1 k=1 a n,k r k (3.6)
for real numbers a n,k , 1 ≤ k ≤ n − 1, 1 ≤ n < ∞. This transformation clearly preserves the properties (C1) and (C2). Moreover, we obtain the following property (1). Proposition 3.3. We assume (M1) and (M2) and assume that is power associative. (1) If there are two sequences {r n } and {r ′ n } satisfying (C1) and (C2), there exists a unique transformation of the form (3.6) which maps {r n } to {r ′ n }. (2) The polynomial Q n in (C2) never contains a constant term.
Proof. (1) There exists a polynomial A n of variables n − 1 for each n ≥ 1 such that r ′ n = r n + A n (r 1 , · · · , r n−1 ) by (3.3) and (3.4) . Replacing µ by µ N , we obtain Nr ′ n = Nr n +A n (Nr 1 , · · · , Nr n−1 ) for any N. This is an equality of polynomials of N, and hence, A n is of the form A n (r 1 , · · · , r n−1 ) = n−1 k=1 a n,k r k . (2) We show the fact inductively. For n = 1, there exists b 1 ∈ R such that
We assume that Q n does not contain a constant term for n ≤ k. By a similar argument, we can prove that Q k+1 does not contain a constant term. (c) m n (µ N ) is a polynomial of m 1 (µ), · · · , m n (µ) and N for any n.
Moreover, the sequence {r n } in (b) is unique and is given by
Proof.
(1) (a) ⇒ (c): If there exists a sequence {r n } n≥1 satisfying (C1) and (C2), we have m n (µ N ) = r n (µ N ) + R n (r 1 (µ N , · · · , r n−1 (µ N )) = Nr n (µ) + R n (Nr 1 (µ), · · · , Nr n−1 (µ)) = Nm n (µ) + NQ n (m 1 (µ), · · · , m n−1 (µ)) + R n (Nm 1 (µ), · · · , Nm n−1 (µ) + NQ n−1 (m 1 (µ), · · · , m n−2 (µ))). 
We define
= m n (µ) + S 1 (m 1 (µ), · · · , m n−1 (µ)).
(3.10)
By the power associativity of we obtain (C1). (C2) follows from (3.10).
(a) ⇒ (b): For a sequence {r n } satisfying (C1) and (C2), we can write r n in the form r n = m n + n−1 k=1 b n,k m k + T n (m 1 , · · · , m n−1 ), where T n is a polynomial which does not contain linear terms m k , 1 ≤ k ≤ n − 1. We define a new sequence {r ′ n } inductively as follows: r ′ 1 := r 1 , r ′ 2 = r 2 − b 2,1 r 1 , r ′ n = r n − n−1 k=1 a n,k r ′ k for n ≥ 2. Then r ′ n do not contain linear terms m k .
We note that Q n does not contain a constant term by Proposition 3.3 (2) . If there exists a sequence {r n } satisfying (C1) and (C2'), the corresponding polynomial R n in (3.4) also does not contain linear terms m k , 1 ≤ k ≤ n − 1 and a constant term. Therefore, the equality m n (µ N ) = Nr n (µ) + R n (Nr 1 (µ), · · · , Nr n−1 (µ)) implies that
. Definition 3.5. Let be a power associative convolution defined on P m satisfying (M1) and (M2). Then the polynomials r n satisfying (C1) and (C2') are called cumulants of the convolution . Cumulants are unique if exist.
Remark 3.6. This definition is a generalization of the cumulants in classical, free, boolean and monotone probability theories.
We discuss when the additivity of cumulants holds. In the proof of the following theorem, we assume the convolution is defined on P c to assure that moments determine a unique probability measure.
Theorem 3.7. Let be a power associative convolution defined on P c satisfying (M1) and (M2). We assume that there exist cumulants r n . Then the following conditions are equivalent.
(1) r n (µ ν) = r n (µ) + r n (ν) for all n and µ, ν ∈ P c . (2) is associative, commutative and P n in (3.1) does not contain linear terms m k (µ) and m k (ν), 1 ≤ k ≤ n − 1 for any n.
Proof. (1) ⇒ (2): The associativity and commutativity follow immediately since probability measures with compact supports are determined by the cumulants. By (M1) and (3.4) we obtain the identity P n (m 1 (µ), · · · , m n−1 (µ), m 1 (ν), · · · , m n−1 (ν)) = Q n (m 1 (µ), · · · , m n−1 (µ)) + Q n (m 1 (ν), · · · , m n−1 (ν)) + R n (r 1 (µ) + r 1 (ν), · · · , r n−1 (µ) + r n−1 (ν)).
By (C2'), Q n and R n do not contain linear terms.
(2) ⇒ (1): By (M1), (C2') and (3.4) r n (µ ν) = m n (µ ν) + Q n (m 1 (µ ν), · · · , m n−1 (µ ν)) = r n (µ) + r n (ν) + P n (m 1 (µ), · · · , m n−1 (µ), m 1 (ν), · · · , m n−1 (ν)) + R n (r 1 (µ), · · · , r n−1 (µ)) + R n (r 1 (ν), · · · , r n−1 (ν)) + Q n (m 1 (µ ν), · · · , m n−1 (µ ν)).
Therefore, there exists a polynomial U n which does not contain linear terms such that r n (µ ν) = r n (µ) + r n (ν) + U n (r 1 (µ), · · · , r n−1 (µ), r 1 (ν), · · · , r n−1 (ν)). We replace µ and ν by µ N and ν N , respectively. We note that by the associativity and commutativity, it holds that r n (µ N ν N ) = r n ((µ ν) N ) = Nr n (µ ν). Then we obtain Nr n (µ ν) = Nr n (µ) + Nr n (ν) + U n (Nr 1 (µ), · · · , Nr n−1 (µ), Nr 1 (ν), · · · , Nr n−1 (ν)). This can be seen as an identity of polynomials of N; therefore, we have U n = 0.
Theorem 3.8. Let be a power associative convolution defined on P m satisfying (M1) and (M2). We assume that cumulants r n exist. (1) (central limit theorem) For µ ∈ P m with m 1 (µ) = 0 and m 2 (µ) = 1, we define µ N := (D 1 √ N µ) N . Then r 1 (µ N ) → 0, r 2 (µ N ) → 1 and r n (µ N ) → 0 as N → ∞ for any n ≥ 3.
(2) (Poisson's law of small numbers) Let {µ (N ) } be a sequence such that for any n ≥ 1 Nm n (µ (N ) ) → λ > 0 as N → ∞. We define µ N := (µ (N ) ) N . Then r n (µ N ) → λ as N → ∞ for any n ≥ 1.
Finally, we give examples of cumulants in the sense of Definition 3.5. Many associative convolutions have been constructed and studied in [5, 6, 8, 9, 16] coming from conditionally free convolution [4] . We explain the construction.
Conditionally free convolution of pairs of probability measures (µ 1 , ν 1 ) and (µ 2 , ν 2 ) has been introduced in the paper [4] . Define the R-transform and the conditionally free R-transform by (3.12) for i = 1, 2. The conditionally free R-transform is a generating function of the conditionally free cumulants r n (µ, ν):
The conditionally free product of (µ 1 , ν 1 ) and (µ 2 , ν 2 ) is the pair (µ, ν) = (µ 1 , ν 1 )⊞(µ 2 , ν 2 ), where µ and ν are characterized by
For a map T : P → P (sometimes P is replaced by P c or P m , etc.), one can define a commutative convolution ⊞ T by
If T satisfies the condition
the resulting convolution is commutative and associative. We shall show that the conditionally free cumulants r n (µ, T µ) satisfies the conditions (C1) and (C2') under a restriction.
Proposition 3.9. Let T : P m → P m be a map satisfying the condition (3.17) . We assume that the n-th moment of T µ is of the form m n (T µ) = V n (m 1 (µ), · · · , m n+1 (µ)) (3.18)
for any n ≥ 1, where V n is a polynomial. Then the convolution ⊞ T satisfies the conditions (M1) and (M2), and r n (µ, T µ) satisfy the conditions (C1) and (C2').
Proof. (C1) is obtained by (3.15) , (3.16) and (3.17) . It is not difficult to see that r n (µ, ν) is of the form
where W n is a polynomial. We can show that W n does not contain a constant term. Then we obtain (C2). We obtain (M1) by the equalities r n (µ ⊞ T ν, T (µ ⊞ T ν)) = r n (µ, T µ) + r n (ν, T ν) and (3.4) . (M2) follows from the absence of a constant term in W n which is a consequence of R (δ 0 ,ν) (z) = 0.
Remark 3.10. The condition (3.18) is satisfied in all convolutions studied in [5, 6, 8, 9, 16 ].
Cumulants of monotone infinitely divisible distributions
Cumulants are deeply related to the notion of infinitely divisible distributions in noncommutative probability theory. Especially in monotone probability theory, the derivation of cumulants essentially depends on ⊲-infinitely divisible distributions (see (4.2) and Definition 5.1). Therefore, we start from cumulants of ⊲-infinitely divisible distributions. Let µ be a ⊲-infinitely divisible distribution with compact support. Then there exists a weakly continuous ⊲-convolution semigroup {µ t } t≥0 with µ 1 = µ and µ 0 = δ 0 . It is known that each µ t has a compact support [15] and τ also has a compact support. Then we can expand G t (z) and A(z) in convergent series:
and
r n z n−1 .
(4.2)
We use the relation ∂ ∂t G t (z) = A(z) ∂ ∂z G t (z) to calculate the moments of µ t . By this relation, we get the differential equations
kr n−k+1 m k−1 (t) for n ≥ 1
with initial conditions m 0 (0) = 1 and m n (0) = 0 for n ≥ 1. We note that m n (t) is a smooth function given by
where C is a small circle centered at 0. This expression is possible since each µ t has a compact support. Therefore, we can exchange the summation and ∂ ∂t in deriving (4.3). This argument is impossible when the support of µ t is not compact.
We show that {m n } n≥0 := {m n (1)} n≥0 and {r n } n≥1 are connected with each other by a formula.
Theorem 4.1. The following formula holds:
(4.5)
Proof. This formula is obtained directly by (4.3). We shall use the equations in the We have
where i l := k n−l . Putting t = 1, we have (4.5). 
Cumulants in monotone probability theory
The relation (4.5) obtained for a compactly supported ⊲-infinitely divisible distribution, can be extended to any probability measure with finite moments of all orders.
Definition 5.1. For a probability measure µ with all finite moments m n = m n (µ), n ≥ 0, we call r n = r n (µ), n ≥ 1 defined by (4.5) the monotone cumulants of µ.
It is not difficult to prove that (M1) and (M2) in Section 3 hold for monotone convolution. We prove that monotone cumulants satisfy the conditions (C1), (C2') and (3.5) .
Theorem 5.2. Let µ be a probability measure with finite moments of all orders.
(1) r n (D λ µ) = λ n r n (µ) for all n ∈ N and λ > 0.
(2) We define m n (t) by
Then it holds that m n (N) = m n (µ ⊲N ) for all n, N ∈ N.
(3) The power-additivity of monotone cumulants holds: r n (µ ⊲N ) = Nr n (µ) for all n, N ∈ N.
Proof. (1) is not difficult to prove by induction. We shall show (2) . We already know that the conclusion is the case for a ⊲-infinitely divisible distribution with compact support.
In the general case, we can also use the same kind of proof by formal power series. The definition (5.1) is, however, not useful for the proof. Instead of (5.1), we use another definition:
with initial conditions m 0 (0) = 1, m n (0) = 0 for n ≥ 1. It is not difficult to show that m n (t) is a polynomial of t and r n . Later we show m n (t) = m n (t). We define the following formal power series of two variables t and z:
.
When there are no confusions, we write as if a polynomial of t is just the coefficient of a power of z. We shall show the following equalities:
(a) ∂ e h ∂t (t, z) = a( h(t, z)), h(s, z) ).
We note that the composition of two formal power series cannot be defined in general. For instance, we consider b(z) = 1 + z + z 2 + z 3 + · · · . In this case, coefficients b(b(z)) all diverge to infinity. In the present case, however, we can see that there are no problems in the definitions of a( h(t, z)) and h(t, h(s, z)).
(a) is equivalent to the equality ∂ g ∂t (t, z) = ∞ n=1 r n g(t, z) n+1 .
This equality follows by the definition of m n (t). Defined a set of power series F := { ∞ k=−1 kn(t) z n : k n (t) is a polynomial of t for any n ≥ −1}. We consider the differential equation
where d(z) = ∞ n=−1 dn z n is an initial condition. We show that (5.6) has a unique power series solution in F . This is not difficult: let l(t, z) := 1 f (t,z) for f (t, z) ∈ F . Then l(t, z) is of the form n=0 ln(t) z n+1 , and hence, the same differential equation as (5.2) is obtained for l n (t) with the initial conditions l n (0) = e n , where e(z) = 1 d(z) = ∞ n=0 en z n+1 . Since both h(t + s, z) and h(t, h(s, z)) satisfy (5.6) with d(z) = h(s, z) and belong to F , we obtain (b).
(b) implies the equality
This is an equality of polynomials of t and s; therefore, it holds as an equality of functions defined in R. Differentiating w.r.t. t and putting t = 0, we obtain the same differential equation as (4.3). We note that d e mn dt (0) = r n is easily obtained by (5.2). Therefore, we have m n (t) = m n (t). By the way, we obtain the same type of equality m n (µ ⊲ ν) = m n (µ) + m n (ν) + n−1 k=1 j 0 +j 1 +···+j k =n−k, 0≤j l , 0≤l≤k m k (µ)m j 0 (ν) · · · m j k (ν) (5.8) by the asymptotic expansion of G µ⊲ν (z) = G µ ( 1 Gν (z) ). Therefore, setting s = t = 1 and µ = ν in (5.7) and (5.8), we obtain m n (2) = m n (µ ⊲ µ). Inductively we obtain m n (N) = m n (µ ⊲N ) for all n, N ∈ N. Since m n (t) has been defined as a sequence corresponding to the (formal) monotone cumulants {tr n (µ)} n≥1 , the power-additivity of monotone cumulants holds. ("Formal" means that m n (t) do not become moments of a probability measure in general: they become moments for any t ≥ 0 if and only if µ is ⊲-infinitely divisible.
Limit theorems in monotone probability theory
We apply Theorem 3.8 to limit theorems which have already been obtained by a combinatorial argument in [14] . Theorem 6.1. Let µ be a probability measure with mean 0 and variance 1. Then the probability measure µ N defined by µ N := (D 1 √ N µ) ⊲N converges weakly to the arcsine law with mean 0 and variance 1.
Proof. By Theorem 3.8, we conclude that m n (µ N ) converges to some m n which is characterized by the monotone cumulants (r 1 , r 2 , r 3 , r 4 , · · · ) = (0, 1, 0, 0, · · · ). We can calculate the moments by (4.5) and obtain m 2n−1 = 0 and m 2n = (2n−1)!! n! for all n ≥ 1. The limit measure is the arcsine law with mean 0 and variance 1 [14] , the moment problem of which is deterministic. Then µ N converges to the arcsine law weakly (see Theorem 4.5.5 in [7] ).
We can show Poisson's law of small numbers similarly. We omit the proof. Theorem 6.2. Let {µ (N ) } ∞ N =1 be a sequence of probability measures such that Nm n (µ (N ) ) → λ > 0 as N → ∞ for all n ≥ 1. Then µ N := (µ (N ) ) ⊲N converges weakly to the monotone Poisson distribution with parameter λ.
