Abstract-In this work, we exploit historical channel data via linear programming and machine learning tools to perform opportunistic scheduling for multiuser wireless systems under temporal fairness constraints. We first derive linear program-based scheduling (LPS) algorithms that compute the scheduling decisions from a window of past user metrics. The proposed linear program scheduling policies approach the optimal policy as the window size gets large. However, as demonstrated via simulations, even with a short window, the performance of the proposed policies can be very close to optimal. For stationary environments, we introduce a new interpretation of the scheduling problem that casts the resource allocation problem as one of statistical classification. We then propose a novel supervised classification-based scheduling (SCS) framework, which uses the LPS decisions to obtain labeled samples for training a multiclass classifier and obtaining optimal scheduling decision boundaries. In addition, as applications of the proposed classification framework, we devise efficient classification methods to learn the scheduling offsets for existing offset-driven scheduling policies.
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I. INTRODUCTION

I
N modern wireless communication systems, a large amount of data exchanged between terminals carries the current channel state information (CSI). In most instances, this information is used for optimizing the communication performance for a short time window and then discarded. New information will have to be exchanged for the next window. In stationary or semi-stationary environments, however, historical channel data still contains valuable information that can be "mined" to better optimize system performance and/or reduce implementation complexity. With recent advances in machine learning, many numerical tools are now available to perform many data mining tasks efficiently. Many existing works exploit machine learning tools in various communication tasks without using historical data such as channel equalization [1] , cognitive radio design [2] , and more. The exploitation of historical data in communications has been considered in a number of works, some of which are discussed next. The use of channel distribution information (CDI) in communications, as in [3] for robust transceiver design and in [4] for Multi-Input Multi-Output (MIMO) beamforming, necessitates learning the channel statistics such as mean and covariance matrices potentially from past channel data. In [5] , classification tools are employed to perform spectrum sensing for cognitive radios. In [6] , machine learning is used to predict good modulation and coding scheme (MCS) to use for a multiuser MIMO-OFDM system. The authors in [7] suggest using a channel database with machine learning tools to predict the channel quality in locations where no previous channel quality measurement was available. In this work, we introduce a new framework that allows efficient exploitation of historical channel data with linear programming and statistical classification tools for opportunistic user scheduling purposes. User scheduling is one of the most important operations in any multiuser system. Many scheduling schemes have been devised to address different system requirements. Among the most popular are Round-Robin and its variants [8] , [9] , the temporally fair schemes [10] , [11] , the CDF-scheduling scheme [12] - [14] , and the Proportional Fair scheduling and its variants [15] - [20] . All of these techniques, however, do not leverage the rich machine learning tool set to efficiently solve the scheduling problem. Instead, they rely on specific algorithms where past channel data are used only in an indirect fashion. In this work, we introduce new perspectives on the opportunistic scheduling problem that facilitate seamless incorporation of machine learning techniques. Throughout the work, we adopt the temporal fairness notion as it is one of the most useful and it allows for a tractable problem formulation. Other fairness notions such as proportional fairness can also be used in a similar fashion in our procedures with some modifications. Among temporally fair schemes, the resource-constraint policies in [10] , [11] provide the optimal long-term solutions. However, popular performance criteria such as max-min utility or combinations of different criteria are not considered in these works. Also, their proposed solutions rely on stochastic approximation, which can converge slowly for large systems with unknown high user channel discrepancies. Our proposed linear programmingbased scheduling (LPS) policies can address these issues effectively. Based on the optimization framework, our methods allow flexible extensions to incorporate different performance criteria as well as resource allocation constraints. Furthermore, for stationary environments, these LPS policies constitute an essential element of our supervised classification-based scheduling 2332-7731 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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(SCS) framework that leverages historical data to form low complexity, optimal scheduling policies. The main contributions of this work are as follows: (1) we introduce the geometric partitioning and classification interpretations of the scheduling problem to provide different interesting insights into the scheduling process and derive the exact forms of the decision boundaries for a two-user system under max-sum and max-min rate criteria 1 , (2) we introduce a procedure for obtaining high-performance, low-complexity approximations to the optimal scheduling problems, (3) we propose a classification-based scheduling framework with a novel method for training classifiers and employing them as online multiuser scheduling policies, and (4) we derive a efficient method for learning scheduling offsets for offset-driven policies as an application of the proposed learning framework.
The paper is organized as follows. Section II presents the system model. Section III discusses the geometric partitioning interpretation and the derivations of the decision boundaries for a two-user system. The linear approximations to the optimal problems are discussed in section IV. The classification interpretation follows in section V. Numerical results are presented in section VI. Section VII contains our discussions on the main results. Finally, the appendices contain the proofs for the included theorems.
Notations. We use capital letter E to denote the expectation operator, 1 {E} as an indicator function of event E, which is 1 when E is true, and 0 otherwise. The superscripted star symbol ( * ) denotes the selected user.
II. SYSTEM MODEL
Consider a multiuser system where a set of K users compete for a single common resource. Assume time is divided into equal slots. The decision to grant the resource to a particular user (a.k.a the scheduling decision) is done once per time slot. We assume that users always have data to transmit and there are no service delay constraints. At every time slot n, a metric of interest x n,k is available for each user k. Examples of metrics for a wireless system include data rate or signal-to-noise ratio (SNR) where the shared resource is the random wireless radio channel, leading to the opportunistic scheduling problem. We also assume that user metrics x n,k are independent across users k and time n. The collection of metrics for all K users at any given time slot n can be viewed as a data point in the
Assume a set of N data points have been collected: {x n } N n=1 . Let r n,k = R(x n,k ) be the utility value for user k, where R(x) is a desired utility function. The goal of the scheduling policy is twofold: fairness and performance. For fairness, we consider the temporal fairness criterion where each user k is guaranteed an access probability of w k with w k = 1. For performance, in this work, we consider the maximum system sum utility (a.k.a maxsum utility), the maximum of the minimum individual utility (a.k.a max-min utility), and their combination. Subsequently, we consider two different interpretations for the multiuser scheduling problem: geometric partitioning and statistical classification. In the geometric partitioning interpretation, the optimal scheduling policy can be seen as a space-partitioning function that divides the K -dimensional space of user metrics into K distinct regions, each of which correspond to a user being selected. This allows us to obtain the exact forms for the decision boundaries for a two-user system. For large systems, however, the problem of finding the geometric boundaries in closed form becomes extremely difficult. In order to circumvent this difficulty, we introduce the classification interpretation of the scheduling problem. Under this new interpretation, the multiuser scheduling policy can be viewed as a multi-class classifier. Each K -dimensional user data point is classified to belong to a class corresponding to the particular user's selections. This method allows us to obtain solutions that approach the optimal with increasingly better accuracy as more training data is available.
III. GEOMETRIC INTERPRETATION FOR THE MULTIUSER SCHEDULING PROBLEM
A. Max-Sum Rate Scheduling
Let us first consider the problem of maximizing the average sum rate of a K -user system subject to user probability of access constraints 0 ≤ w k ≤ 1 with 
where k * is the selected user's index, f X (x) the joint pdf of X. The max-sum rate problem can be formulated as follows
where V k is the region in the positive orthant {0 ≤
, the set of all V k 's, and P x are the set of all partitions of the positive orthant. In order to facilitate the geometric partitioning interpretation, we perform the following change of variables. Let u k = F X k (x k ), where F X k (x) is the cumulative distribution function (CDF) of X k . Perform a change of variables from x 1 , . . . , x K to u 1 , . . . , u K , and let C k be the region in the u 1 -u K space (a.k.a. the u-space) where user k is selected, C = {C k } K k=1 , and P u the set of all partitions of the hypercube {0 ≤ u k ≤ 1}. With the users independently distributed, the selection scheme (1) can be re-formulated as follows in the u-space:
Problem (2) clearly illustrates that the scheduling problem is exactly a space partitioning problem where the optimal decision boundaries correspond to the partition C * that optimizes the objective of the problem subject to spatial volume constraints. For a two-user system, we can derive the optimal boundary analytically. With K = 2, the objective function of (2) becomes
where C 1 , C 2 are the regions where users 1 and 2 are selected, respectively. Here C 1 and C 2 are disjoint and C 1 ∪ C 2 forms the whole feasible region for the scheduler in u 1 -u 2 plane. By dropping the last term in 3, which is independent of the C 1 -C 2 boundary, the selection scheme that maximizes the system sum rate can be formulated as follows
Now let C 1 be a region bounded by 0
The solution to problem (4) is stated in theorem 1.
Theorem 1: The optimal decision boundary for the max-sum rate criterion has the form
where λ can be found from the constraint:
Note that the result in theorem 1 is obtained for maximum sum rate objective R k = [log(1 + X k )] × 1 {k * =k} over the user SNR metric space X k . When the optimization utility is the same as the user metric, i.e. when R k = X k × 1 {k * =k} , we obtain the following simpler result:
Corollary 1: The optimal max-sum utility decision boundary when the optimization utility is the same as the user metric has the following form:
or equivalently,
Result (6) forms the decision boundary in the u-space while (7) forms the boundary in the x-space. Under this utility choice, result (7) agrees with the findings in [10] , which is a simple offset-driven scheduling scheme.
B. Max-Min Rate Scheduling
Next, we consider the max-min rate criterion. Under this criterion, it is necessary to compare user achievable rates. Yet, even if the user channels are i.i.d, users with different temporal resource constraints receive different average rates. Consequently, it is necessary to define a metric suitably normalized by the resource allocation to facilitate the required user performance comparison. For this purpose, we employ the allocation-normalized utility metric, which is generalized from the allocation-normalized rate concept introduced in [21] :
Definition 1: The allocation-normalized utility,R k of user k with an allocation constraint w k :
, where K is the number of users in the system, R k is the average utility achieved by user k.
The max-min selection policy can now be formulated as:
Similar to the max-sum utility problem in subsection III-A, this problem can be reformulated in the u-space as follows to bring out the geometric partitioning interpretation:
For a two-user system, problem (8) becomes the following:
where
With the region C 1 as defined in section III-A, problem (9) becomes
The solution to problem (10) is summarized in theorem 2. Theorem 2: The optimal decision boundary for the max-min rate criterion has the forms 1) when equal rates are not possible:
2) when equal rates are possible:
and λ 3 can be found from the following system of equations
Similar to corollary 1, when the optimization objective is the same as the optimization variables, R k = X k × 1 {k * =k} , we obtain the following simpler result for the second case.
Corollary 2: The optimal max-min utility decision boundary when the optimization utility is the same as the user metric for equal utilities has the following form:
Result (12) forms the decision boundary in the u-space while (13) forms the boundary in the x-space. Result (13) shows that the decision boundary in the x 1 -x 2 plane is simply a line with slope α and intercept λ. The slope and intercept can be learned via our classification method discussed later in subsection V-B1.
IV. LINEAR PROGRAM APPROXIMATIONS
In this section, we develop a numerical method for allocating resources in a system with more than two users. We start with the max-sum and max-min utility criteria, then consider a combination of these criteria to allow more flexible scheduling requirements. This method is based on an optimization framework and is therefore extensible by inclusion of additional constraints. Beside being an excellent scheduling method in its own right, it also serves as a key component in our classification-based scheduling framework discussed later. The non-causal setting, where the user metrics are assumed to be available before the scheduling decisions are computed, will be considered first. The causal procedure is then introduced for practical scheduling purposes.
A. Scheduling for Max-Sum Utility
Conceptually, the optimal max-sum utility optimization problem can be written as:
the system utility vector, and π is a scheduling policy in the set P of all scheduling policies. Considering the objective function (14) under an ergodicity assumption, we have
Considering the constraint (15), we have
Thus we have the following equivalent problem
Note that the additional constraint, K k=1 c n,k = 1, ∀n = 1 . . . N , has no effect on this infinite-dimension problem since only one user is selected by π * at any time n. It is introduced for use in the subsequent finite approximation. Clearly, as N → ∞, the optimal policy π * must give the same solutions for c n,k 's as the following linear integer program:
By relaxing the constraint c n,k ∈ {0, 1} to allow for c n,k ∈ [0, 1] and considering a finite window N < ∞, we obtain the following finite approximation problem: 
Problem (P1) is a linear program, which can be solved for c. When the resource constraint Ac = b is not used or when N → ∞, for each time slot n, c n,k * = 1 for some k * and c n,k = 0, ∀k = k * . In these cases, user k * will be granted the resource access. For a finite N with resource constraint Ac = b being used, the solutions become real numbers 0 ≤ c n,k ≤ 1. For each time slot n, the user contributions to the objective function of (P1) is k r n,k c n,k with k c n,k = 1. Thus, the resource is effectively "shared" among the users with sharing portions equal to c n,k . In this case, the user can be selected following three steps: 1) divide the interval [0, 1] in to K interval with the boundaries
) generate a random value u n that is uniformly distributed in [0, 1], and 3) grant user k * where
This way of using of c n,k achieves the average resource constraints and objective performance computed by (P1). The relaxation c n,k ∈ {0, 1} into c n,k ∈ [0, 1] together with a finite N causes system performance loss since there is a non-zero possibility that a sub-optimal user is granted. However, as N grows, the selection probability for the optimal user c n,k opt becomes more dominant and the performance loss decreases. When N → ∞, c n,k * becomes integer-valued and the optimal selection scheme is achieved.
B. Scheduling for Max-Min Utility
Even though the max-sum utility criterion is beneficial for the system as a whole, the weak users may receive a lower average utility than they potentially can under the temporal constraints. For better fairness performance, the max-min utility criterion can be used instead. In this case, using the allocation-normalized utility concept in definition 1, the optimal scheduling optimization problem can be written as
Considering the objective function (17) under ergodicity assumption, we have
Similar to the reasoning in the previous subsection IV-A, the finite linear approximation for N < ∞ for this problem can be written as follows
where the factor 1/N in the objective function is dropped as it does not affect the optimization for finite N . After some manipulations, we have the following equivalent problem
where U is a matrix built on the utility values r n,k = R(x n,k ) as follows
where r n = [r n,1 , . . . , r n,K ] T . Problem (P2) is also a linear program, which can be solved for the scheduling decision c n,k .
C. Scheduling for a Mixed Objective
The max-sum utility objective in subsection IV-A optimizes the overall system performance without any regard to the weakest user's performance. As a result, when there is a large discrepancy in user channel conditions, the max-sum utility objective favors strong users. The max-min utility objective in subsection IV-B, on the other hand, optimizes the weakest user's performance without any consideration to the overall system performance. In this case, the performance of strong users can be overly sacrificed in order to improve the weakest user's performance, leading to poor overall system performance. In many situations, it is more desirable to optimize for the overall system performance while at the same time helping the weak users. This motivates the following optimization problem with a mixed objective that takes both max-sum and max-min utility objectives into accounts:
where α ∈ [0, 1] is the mixing parameter: α = 1 corresponds to the max-sum utility objective, α = 0 is for the max-min utility objective. For α ∈ (0, 1), the solution to the optimization problem will be a compromise between the two extremes. Following similar steps to those in subsections IV-A and IV-B, we arrive at the following finite approximation problem (P3):
Problem (P3) is also a linear program, which can be solved for the scheduling decision c n,k . This problem includes the two problems (P1) and (P2) as special cases. The mixing parameter α is a design choice. Note that the first constraint Ac b has been relaxed from an equality constraint Ac = b to allow for more flexibility in resource allocations in cases where there are only minimum temporal resource constraints.
D. Online Scheduling Procedure
Problem (P3) requires all N data points to be available before the decisions c n,k can be computed. This requirement renders the problem non-causal. In particular, except the last time slot n = N , the decisions for time slots n = 1, . . . , (N − 1) depend on future data. For practical scheduling purposes, we propose using problem (P3) for computing the decision for the last data point only. That is, (N − 1) past data points are collected and used together with the current data point to calculate the current scheduling decision. This allows the decision computation to be done online at each time slot. The proposed scheme is summarized in table I.
The accuracy of the LPS procedure outlined in table I compared to the optimal decisions depends on length N of the window of collected past samples. The longer the window is, the more accurate the decisions are. However, longer windows lead to higher complexity, which can be shown to be O (K 3 N 3 ) [22] . Fortunately, this window needs not be very long for very good performance as demonstrated later via simulations. In addition, a short window allows for better adaptation to non-stationary environments.
V. CLASSIFICATION INTERPRETATION FOR THE MULTIUSER SCHEDULING PROBLEM
In this section, we consider the multiuser scheduling problem for stationary environments. Under stationarity, the optimal scheduling decisions are static over time. The same user data point always leads to the same scheduling decision. This fact can be utilized to drastically reduce the complexity of the computation of scheduling decisions and at the same time improve the scheduling accuracy. As previously discussed in section III, the scheduling problem can be viewed as a spatial partitioning problem where each user corresponds to a region of the K -dimensional user metric space. Alternatively, we can view the region for user k as a collection, or class, of all the Kdimensional data points corresponding to the decisions where user k is granted. The scheduling problem then becomes a problem of class assignments for the user data points in such a way as to optimize the performance criterion of interest. Since the class assignment decisions are static over time, historical data can be used to learn the decision boundaries that can be used to make decisions for future data. The process of learning from the past data and then using the learned result to predict the future data is exactly what the supervised learning framework addresses. In particular, the scheduling problem fits the settings of a supervised classification problem, where a multi-class classifier is trained on historical data and used for future classification. Before proceeding further, we establish some terminology equivalences between the classification and scheduling contexts in table II.
A. Supervised Classification Scheduling Policy
A multi-class classifier is a mapping between a feature space and a set of integers corresponding to the classes. In training a classifier, it is necessary to obtain a training data set consisting of a set of feature vectors and the corresponding class labels. In 
TABLE III SUPERVISED CLASSIFICATION SCHEDULING (SCS) POLICY
the scheduling context, the training feature vectors can be just a collection of past user metric vectors x n = [x n,1 , . . . , x n,K ] T or some transformation of x n . Which past channel metrics to use depend on what is used for scheduling purposes, which are often user SNR's or rates. However, the corresponding class labels, which are the scheduling decisions k * n for each user metric vector x n , are not available since the optimal scheduling decisions are generally unknown. In order to circumvent this issue, we propose using finite approximation optimizations to compute the training labels. Depending on the particular problem settings, different finite approximation optimizations can be used. Under our temporal fairness settings, however, the linear programs formulated in section IV can be used. The entire scheduling process is depicted in figure 1 . Here, the user past channel metrics are collected and used to compute the training labels, which are then used to train a classifier. Once the classifier is trained, online scheduling can be performed by using the trained classifier parameters to predict the scheduling decisions. The detailed procedure is outlined in table III.
In a stationary environment, the learning step in the proposed scheduling procedure in table III is done only once and off-line. Therefore, a large set of training data N can be obtained and used in solving the approximate optimization. Since N is large, the computed class labels are very accurate. As a result, the classifier is trained with a large data set and labels with very low errors. The erroneous labels can be considered as outliers in supervised learning. Good training procedures which are robust to outliers can effectively "clean up" the decision boundaries. Once the classifier is trained, the scheduling step can be done quickly and accurately.
For the purpose of evaluating the proposed scheduling procedure, we select Support Vector Machine (SVM) as the classifier of choice. SVM is chosen due to its high performance, low complexity, and good support for high dimensional data via the kernel method. The high dimensional support is important since the dimension of the scheduling feature space, the number of users K , can be fairly large. The results of the SCS framework when applied to the max-sum and max-min utility functions are excellent and are discussed in the numerical result section VI.
B. Additional Applications of the Supervised Classificationbased Scheduling (SCS) Framework
The supervised classification-based scheduling (SCS) method established in subsection V-A is applicable to any scheduling problem which admits a spatial partitioning or classification interpretation. Subsequently, we further demonstrate the power of this framework via two simple applications to a class of scheduling problems that rely on simple offsets to make scheduling decisions, a.k.a offset-driven scheduling policies such as those discussed in [11] .
1) Learning Scheduling Offsets Via Direct Application of the SCS Framework:
In this application, we consider the scheduling problem under the max-sum rate objective with fixed temporal resource constraints [10] . In this case, the optimal scheduler adds an offset to each user's utility
where the offsets v i 's can be estimated via a stochastic approximation algorithm. The stochastic approximation algorithm, however, can converge very slowly, especially for a system with many users and large discrepancies in user channel conditions. As an illustration, we simulate a system with 10 users (labeled users 1 to 10) undergoing independent Rayleigh fading whose average SNR metrics vary linearly between 2 and 100 with user 1 having the lowest SNR average and user 10 having the highest SNR average. The temporal resource constraint is set to w k = 0.1 for all users. As seen in figure 2 , the offset for user 10 can take more than 300,000 samples to converge. Using our classification method, it is possible to learn these offsets from a much smaller set of past training data. In figure 3 , the offsets are learned with only 10,000 samples. Consider the set of K -dimensional data points corresponding to two users i and j being selected according to (20) . When projected onto the u i -u j plane, these points are separated by a linear boundary determined by
The linear boundary described by (21) can be learned using a binary classification tool such as SVM. The training data set in this case consists of the subset of the collected user metrics corresponding to either user i or j being selected. The training labels are computed using the finite approximation problem as discussed in subsection V-A. The result of this boundary estimate yields a value for b i, j . Note that the selection result of (20) does not change if a constant offset is added to v i , ∀i = 1 . . . K . As a result, it is necessary to learn only (K − 1) parameters while the remaining can be set to an arbitrary constant such as 0. A total of (K − 1) binary classifications can be done to learn the values of b i, j . By setting v 1 = 0, we get v j = −b 1, j , ∀ j = 2 . . . K . As an illustration, figure 3 displays the linear decision boundaries for users 1 and 10, which can be learned easily via binary classification.
2) Learning Scheduling Offsets Via the SCS Framework with LP Adaptation:
In this application, we give an example of a simple modification to the SCS framework to simplify the learning process. For offset-driven policies with a linear boundary with a fixed slope such as (21) , the classification problem can be simplified even further. Consider the following equivalent formulation of the classic SVM [23] :
where w and b are the linear boundary parameters, x (i) , y (i) are the training data and the corresponding labels. Problem (22) is equivalent to the following problem: 
Problem (P4) is a linear program as opposed to the quadratic program for the original SVM. The scheduling offset learning procedure is summarized in table IV.
In this example, the label extraction step in the SCS framework is unchanged, but the classification step becomes very simple. It should be noted that the offsets learned from the methods described in this subsection and subsection V-B1 will have small errors due to classification inaccuracy. These errors, however, have negligible impacts on the long term average performance of the systems as illustrated by the numerical results in subsection VI-C below.
VI. NUMERICAL RESULTS
In this section, we perform numerical simulations to illustrate the performance properties of the proposed scheduling policies and learning procedures. Throughout this section, we employ many CDF plots for performance comparisons between different policies (figures 4, 7, 8, 10, 11, 18, and 20) . In these CDF plots, we plot the empirical cumulative distribution function (CDF) of all the SNR values of the selected user for each policy under comparison with the SNR value on the x-axis and the CDF value (or percentage) on the y-axis. These CDF plots provide a convenient way to compare the average performance of different policies. When two policies are being compared, whichever has a higher x-value (SNR value) at the same y-value (CDF value) has a better average performance. Pictorially, the better policy has the CDF curve on the right side of the weaker policy.
A. Results for Linear Approximation Scheduling
Since the closed form boundaries for a two-user system are available (see section III), we first simulate the LPS method proposed in section IV for a two-user system to illustrate its behaviors in comparison with the optimal decisions. The two users both undergo i.i.d Rayleigh fading with average SNRs of 3 dB and 10 dB, respectively. The temporal resource constraints are w k = 0.5 for both users. The simulation is run for L = 5000 time slots. For comparison purposes, we also include the results Fig. 4 . Max-Sum Utility Performance (2 users): LPS outperforms both RR and CDF and is close to the optimal for a small window.
for the Round-Robin (RR) and CDF scheduling (CDF) policies [12] . The CDF scheduling results in particular provide a good benchmark as this policy guarantees long-termed temporal fairness and is known to approach the throughput optimality as the number of users become infinitely large [13] . The LPS policies are simulated for two cases, one with a past sample window N = 4 and the other with N = 20. The result from the noncausal (NC) policy, where the window is set to be the entire simulation life time N = L, is also included as a reference for the optimal case. Both the user metric and objective utility are chosen to be the channel SNR. Furthermore, in order to illustrate that the proposed policies are applicable to systems of practical sizes, we also simulate a larger system with K = 100 users and a window size N = 5 × K with the users undergoing i.i.d Rayleigh fading with average SNRs varying linearly between of 3 dB and 20 dB and having temporal allocations of w k = 1/K . Finally, the mixed criterion case is simulated with a system of 9 users with a non-zero resource slack to showcase the potential benefits of a mixed objective.
1) Max-Sum Utility Simulations: For max-sum utility simulations, we implement the policy in table I while solving problem (P3) with α = 1. Figure 4 illustrates the performance of max-sum utility LPS for a two-user system. As seen in this figure, the LPS policy can outperform both Round-Robin and CDF scheduling policies even with a small sample window (N = 2 × K = 4). It can be seen that for N = 10 × K = 20, the performance is already close to the optimal non-causal case. This shows that good performance can be achieved with a small window. The result for the optimal offset-driven policy for maxsum utility [10] is also displayed as "Liu's". It can be seen that the non-causal (NC) result is almost identical to the optimal, validating the fact that the LPS policy approaches optimality as the window size N → ∞. Figure 5 displays the scheduling decisions for CDF scheduling, and the LPS policy with window size N = 2K and 10K , and the non-causal LPS case. To illustrate the spatial partitioning interpretation of scheduling, the data points are CDF-transformed before plotting. That is, the plotted data is obtained from u = F X (x) transformation, where X is the channel SNR random variable and F X (x) is the cumulative distribution function (CDF) of X . The optimal decision boundary obtained in subsection III-A is also overlaid on the LPS plots. Compared to the optimal boundary, the LPS policy effectively smears the decision boundary, but follows the same trend nonetheless. The boundary becomes "cleaner" as the window size gets larger. Figure 6 shows that the LPS policies can accurately perform the required temporal resource allocations despite the high discrepancy in user metrics (each vertical bar represents the access probability for one user). Figure 7 illustrates the performance the LPS policy for a system with 100 users. As expected, the LPS policy still outperforms the CDF scheduling policy, though the performance gap is much smaller in this case since the performance of CDF scheduling gets better as the number of users becomes large.
2) Max-Min Utility Simulations: For max-min utility simulations, we implement the policy in table I while solving problem (P3) with α = 0. Figure 8 displays the performance gain of the LPS policy compared to the Round-Robin and CDF scheduling policies for the weak user. The LPS policy also outperforms the CDF scheduling policy in this case. Similar to the Fig. 8 . Max-Min Utility -Weak User Performance: LPS is close to the optimal for a small window. max-sum utility case, we can see that the performance of the LPS policy is close to the non-causal case for a fairly small window size of 10 × K . It is worth noting that the optimal max-sum utility policy (Liu's) behaves poorly for the weak user because it does not pay attention to the weak user while maximizing the sum utility. Figure 9 illustrates the scheduling decisions. Again, compared to the non-causal LPS version, the online LPS decisions oscillate around the optimal boundary.
3) Mixed Criterion Simulations: In this simulation, we simulate a system with 9 users under Rayleigh fading. The users have average SNR's varying linearly between 3 dB and 10 dB. All users are allocated w k ≥ 0.1 resources. Here we have a slack in the temporal resource of 0.1, which can be allocated among the users to allow more optimization flexibility. This situation can arise with a system of 10 users with equal allocation of 0.1 and one of the users drops out. In this case, we implement the mixed policy in table I while solving problem (P3) with α = 0.9. Figure 10 shows the sum utility performance of the system. The LPS policy with a window N = 10 × K outperforms both the CDF and optimal max-sum utility (Liu's) policies. This boost in performance comes from the optimal allocation of the resource slack. For both CDF and Liu's, since there is no prior knowledge of which users having better channels, the resource slack is divided equally among all the users. The LPS policy can, however, automatically allocate this slack towards the stronger users as seen on the resource allocation plot in figure 12 . Figure 11 shows the weakest user performance. The weakest user under the LPS policy outperforms that under both the round-robin and Liu's policies. This performance is slightly worse than that of the CDF policy due to the choice of α = 0.9, which heavily favors the sum utility maximization. 
B. Results for Classification-based Scheduling
In order to visually demonstrate the behaviors of the classification-based scheduling method, we simulate the twouser system described in subsection VI-A under the max-sum utility criterion. As mentioned in subsection V-A, we implement a Support Vector Machine (SVM) classifier in our simulations. For consistency with the LPS results, we train the classifier on the CDF-transformed data u = F X (x), where X is the channel SNR random variable and F X (x) is the cumulative distribution function (CDF) of X . This transformation offers an added benefit of "normalizing" the training data into the interval [0, 1]. Since the decision boundary is nonlinear, we use the logistic kernel method for the SVM classifier. Figure 13 overlays the training data with the learned support vectors and the optimal boundary while figure 14 shows the actual decisions obtained by applying the trained classifier to real online data. As can be seen on figure 13 , there are many erroneous training data points along the boundary, resulting in a large number of supporting vectors. The training data set has a misclassification rate of 8.42% and an F 1 -score of 0.9159. However, the resulting scheduler still performs very well as evident from figure 14 . The online scheduling data shows a clean boundary that is very close to the optimal (from section III-A) with very few mis-scheduled points along the border. In this case, percentage of mis-scheduled points is only 0.72%, corresponding to an F 1 -score of 0.9929. Figures 15 and 16 illustrate the behaviors of the classification-based scheduling policy when the training window is much longer, N = 10000. As seen on figure 15 , there are very few erroneous training data points along the boundary due to the long window with a misclassification rate of 0.52% and an F 1 -score of 0.9948. As a result, the number of supporting vectors is much smaller. The scheduler in this case, however, behaves very similarly to the case with a shorter window, N = 20, with a mis-scheduled rate of 0.67% and an For a system with more than two users, a multi-class classification method must be employed. In this demonstration, we employ the one-versus-one method of adapting the binary SVM into a multi-class SVM. To illustrate the feasibility of scheduling via multi-class classification, we simulate a small system of 10 users for the simplicity of the SVM design and a faster run time. Designing a good SVM classifier for a larger system is feasible, but time-consuming and outside the scope of this study. The users undergo Rayleigh fading with average SNR's varying linearly between 3dB to 10dB. All users are assigned the same temporal resource allocation of 0.1. The max-sum utility objective is adopted to allow comparing the proposed classifying scheduler to the known optimal scheduler [10] . The training data set is generated with a window length of N = 1000. For this system, we find that SVM classifiers with Gaussian kernels work well when trained on the inverse Gaussian CDF transformed data, θ = −1 (F X (x) ) data, where −1 (.) is the inverse Gaussian CDF. Figure 17 shows the actual allocations by the classification-based scheduling (denoted as "Class"). In figure 18 , it can be seen that the proposed policy can achieve the same optimal performance as Liu's policy. The simulation results in this subsection demonstrate that with the use of an appropriate classifier, it is possible to use our proposed classification-based scheduling method to obtain the optimal decision boundary. Even though the results are shown for the max-sum utility objective only, this observation generalizes to other systems with different objectives and constraints as long as they support the spatial partitioning interpretation for scheduling.
C. Results for the LP Offset Estimation Application
This subsection illustrates the behaviors of the LP-based offset learning method developed in subsection V-B2. The same 10-user system described in subsection VI-B is simulated. Figure 19 compares the offsets learned with our proposed method (denoted "Classification") to the results obtained via the stochastic approximation method described in [10] . Here, the classification method learns the offsets with N = 5000 past samples, whereas the stochastic approximation method, which is run from the all zeros initial offset values until convergence, takes around 300,000 samples as seen in figure 2 . As visible from figure 19 , the offsets learned via classification are very close to the optimal ones. In figure 20 , the performance of the scheduler with these learned offsets (denoted "Offset") is virtually the same as the optimal performance via converged stochastic approximation (denoted "Liu's"). This result suggests that the effect of the small offset errors in the classification learning method is negligible.
VII. DISCUSSIONS
In this work, we develop efficient solutions to the multiuser scheduling problem by employing finite linear approximations and tools from statistical classification. We consider different performance objectives, including a mixed criterion that allows very flexible performance tuning. With the optimization framework at the core, it is straightforward to extend our proposed scheduling procedures to cover additional system constraints. Even though we consider the scheduling of only a single channel in this work, the multiple channel scenario can be handled easily by our procedures with some small modifications. In addition, we introduce the following two novel methods that can find use in a wide range of applications.
In section IV, we introduce a procedure for deriving finite approximations for optimization problems over long-term performance averages. Even though this procedure is developed in the scheduling context, it can potentially be applied to many other problems. These finite approximations, together with the proposed online procedure, allow practical implementations of the original problems, which can be much more complex. The complexity/accuracy tradeoff can be done easily via tuning the approximation window length.
In section V, we establish a classification-based method to learn the scheduling decision boundaries using finite approximation problems as a computation tool for estimating the training labels. This learning method can be used to find solutions to many other problems beyond scheduling. For instance, problems that can be formulated into an optimization problem over some long-term averages can be relaxed to form the label estimation procedure. The availability of these labels enables supervised learning tools to be brought to bear on the original problems. Even though our learning method is proposed in the context of stationary environments with pre-collected data sets, it can easily be adapted to work with online learning procedures as they become mature to address semi-stationary environments as well. Following similar manipulations in appendix A, we get
APPENDIX C PROOF OF THEOREM 2
Consider the Lagrangian L(h, λ 1 , λ 2 , λ 3 , t) L(h, λ 1 , λ 2 , λ 3 , t) = t+ 
The first and second cases in (25) and (26) correspond to the condition that equal normalized rates for the two users are not possible due to the specific distributions. In these cases, from (24), the boundary function reduces to one of the two following lines
where a and b are constants, which can be determined from the allocation constraint Area(C 1 ) = w 1 ⇒ a = w 1 , b = w 2 = 1 − w 1 .
Consider the third case in (27), which means = t
In this case, where λ 1 = 0, λ 2 = 0, (24) becomes
where λ 1 = λ 1 /w 1 , λ 2 = λ 1 /w 2 , and λ 3 = e λ 3 . Taking derivative of L( , λ 1 , λ 2 , λ 3 , t) with respect to t and setting it to 0, we get
The results in theorem 2 come from (28)-(32).
APPENDIX D PROOF OF COROLLARY 2
By letting R k = X k × 1 {k * =k} , we obtain the following equality similar to (24)
