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Preface
This book summarizes major achievements of the Collaborative Research Center
Transregio 40 (TRR40) funded from July 2008 to June 2020 by the German
Research Foundation (Deutsche Forschungsgemeinschaft DFG).
The TRR40 was the first DFG collaborative research center with teams from five
universities (RWTH Aachen, Technical University Braunschweig, Technical
University München, University of Armed Forces München and University of
Stuttgart) in cooperation with the German Aerospace Center (DLR institutes in
Braunschweig, Göttingen, Köln, Stuttgart and Lampoldshausen), and the industrial
partner ArianeGroup in Ottobrunn, jointly working on fundamental
space-transportation-system research. The key objectives of the SFB TRR40 were
to increase the level of understanding of dominating phenomena in the propulsion
systems of liquid propellant rocket engines and their integration into the trans-
portation system, to improve current technologies, develop new solutions, and to
prepare the scientific basis for future space transportation.
Throughout the three four-year funding periods, the program pursued five
research focus areas to cover all aspects of thrust chamber assemblies: structural
cooling, aft-body flows, combustion chamber, nozzle and thrust chamber assembly.
Cross-sectional education activities for doctoral students such as graduate schools,
modeling workshops and research summer programs, aiming at education and
cooperation, supplemented the project-driven research activities. The overall sci-
entific achievements enable new technologies with significant gains in efficiency
and reliability of future propulsion systems and as such contribute to maintain the
capability for an independent European access to space.
v
The members of the executive board endorse that the wealth of scientific and
technological achievements constitutes a proof of excellence of the TRR40 col-
laborative research. The particular TRR40 structure facilitates the connection
between fundamental research at universities and research institutions with tech-
nology development at industry and can be envisioned as a role-model for estab-
lishing future strategic research and development funding schemes in astronautics,
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Collaborative Research for Future Space
Transportation Systems
Oskar J. Haidn, Nikolaus A. Adams, Rolf Radespiel, Thomas Sattelmayer,
Wolfgang Schröder, Christian Stemmer, and Bernhard Weigand
Abstract This chapter book summarizes the major achievements of the five topi-
cal focus areas, Structural Cooling, Aft-Body Flows, Combustion Chamber, Thrust
Nozzle, and Thrust-Chamber Assembly of the Collaborative Research Center (Son-
derforschungsbereich) Transregio 40. Obviously, only sample highlights of each of
the more than twenty individual projects can be given here and thus the interested
reader is invited to read their reports which again are only a summary of the entire
achievements and much more information can be found in the referenced publica-
tions. The structural cooling focus area included results from experimental as well
as numerical research on transpiration cooling of thrust chamber structures as well
as film cooling supersonic nozzles. The topics of the aft-body flow group reached
from studies of classical flow separation to interaction of rocket plumes with nozzle
structures for sub-, trans-, and supersonic conditions both experimentally and numer-
ically. Combustion instabilities, boundary layer heat transfer, injection, mixing and
combustion under real gas conditions and in particular the investigation of the impact
of trans-critical conditions on propellant jet disintegration and the behavior under
trans-critical conditionswere the subjects dealtwith in the combustion chamber focus
area. The thrust nozzle group worked on thermal barrier coatings and life prediction
methods, investigated cooling channel flows and paid special attention to the clarifi-
cation and description of fluid-structure-interaction phenomena I nozzle flows. The
main emphasis of the focal area thrust-chamber assembly was combustion and heat
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transfer investigated in various model combustors, on dual-bell nozzle phenomena
and on the definition and design of three demonstrations for which the individual
projects have contributed according to their research field.
1 Introduction
Independent access to space has since years been a prerequisite of European pol-
icy which required highly reliable and efficient propulsion technologies. In order
to remain competitive, Germany, the key developer of combustion devices for liq-
uid propellant rocket engines, initiated a research program more than a decade ago
dedicated to increase the theoretical and technological knowledge base of future
space-propulsion systems named:
Technological Foundations for the Design of Thermally and Mechanically
Highly Loaded Components of Future Space Transportation Systems
The different topics tackledwithinwere based on an assessment of the state-of-the-art
of space-propulsion systems. The general findings were: First, the lack of compre-
hensive fundamental knowledge about design-driving phenomena which required
expensive and time-consuming testing at sub- and full scale level of components
and systems for any new development. Second, existing engineering design tools
base on empirical relations which in order to compensate their uncertainties neces-
sitate sufficient safety factors and result in experience-based posterior optimization
procedures. Although the literature provides a lot of information about the different
design driving phenomena, the degree of uncertainty and lack of detailed under-
standing of propellant injection, atomization and mixing, ignition, combustion and
its instability, heat transfer and cooling and nozzle flows which define the complexity
of liquid propellant rocket engines still exists [1–6]. At this point in time, more than
12years after the start of the research program, the European space sector is faced
with the challenge of New Space, where instead of mainly government-sponsored
companies which develop and operate launch vehicles an ever increasing number of
private start-ups are pushing aggressively into the market. Therefore, the need for
new, knowledge-based methods and tools for component design and manufacturing
techniques of propulsion technologieswhich have to be low-cost but still have tomeet
the requirements of reliability and performance has become even more challenging.
It doesn’t surprise that limited resourceswithin SFBTRR40 did not allow to tackle
every aspect of cryogenic liquid-propellant thrust chambers in detail. Nevertheless,
all major phenomena like propellant injection and mixing including trans-critical
phase change thermodynamics, combustion and combustion instability, heat transfer
and cooling in thrust chamber processes and nozzles, material and material failure
description have been investigated both numerically and experimentally. The strong
interdisciplinary character of the program required an appropriate topical structure
to identify commonalities and missing links and to coordinate interaction and col-
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laboration between the individual research projects within the following research
areas:
• A: Structural Cooling
• B: Aft-Body Flows
• C: Combustion Chamber
• D: Thrust Nozzle
• K: Thrust-Chamber Assembly
In each of the three four year funding phases, the program has been focused on dif-
ferent aspects. In the first phase, the main emphasis was put on explorative research
aiming at fundamentalmodeling, development of criticalmethods and tools and anal-
yses of innovative concepts. The secondphase has seen application-focusedmodeling
activities and efforts towards consolidation of technologies, tools and innovations.
The final funding phase, the majority of the projects aimed at the establishment of an
integrated simulation environment, demonstration of technologies and on hardware
demonstration. Hence, the TRR40 collaborative research center was a well-balanced
program between fundamental and application oriented research.
2 Research Area A: Structural Cooling
Effective cooling is essential for combustion chambers to keep wall temperatures
below material limits. Therefore, the focus of this research area was on foundations
and methods for thrust chamber and nozzle-extension cooling. One possible method
to sustain such loads are actively cooled ceramic porous structures and combinations
of film, transpiration and regenerative cooling. In addition to these subsonic cooling
methods, film cooling of rocket nozzles at supersonic conditions were studied both
experimentally and numerically. Furthermore, the impact of pressure pulsations on
heat transfer and damping performance of resonators was investigated. The general
aim of Research Area A was to contribute with models, tools and data to the design
or design solutions of the structures for the demonstrator engines defined within
Research Area K.
2.1 Transpiration Cooled Ceramic Structures
Utilizing the beneficial properties of highly-conductive ceramics, such a combination
could lead to a very effective cooling system for rocket combustion chambers. Multi-
scalemodeling of transpiration cooling and in particular an appropriate description of
the phenomena at the interface between the porous material and the hot gas flowwith
special emphasis on the coupling conditions has been at the focal point of project A1
(see König et al. in this volume). Interface conditions were designed to couple a hot
gas flow, subsonic in a combustion chamber or supersonic in a nozzle, with a porous
4 O. J. Haidn et al.
Fig. 1 Temperature distributions for a combined (transpiration, convective, film) cooling concept
of a rocket combustion chamber throat area using the developed numerical framework with cou-
pled domains. Relative changes in coolant pressure and temperature to regenerative cooled design
(bottom right - Wp - transpiration cooled region, WS - film cooled region)
wall [7] and, more generally, the coupling of two hyperbolic systems in conservation
form [8]. Material properties and manufacturing techniques yielded inhomogeneous
coolant injection and thus these coupling conditions had to be modified accordingly.
Since the modification does not model the interaction of the different scales resulting
from the pore size at the surface and the transport of the flow, a more sophisticated
approach has been developed based on up-scaling techniques [9]. The idea is to first
solve a zeroth-order problem, e.g, a two-domain approach where the hot gas domain
and the porous medium were solved alternately using the aforementioned coupling
conditions. This information was used to solve cell problems on a micro-scale at the
material interface between the hot gas and the porous medium. From the solution
of the cell problem, effective coefficients were determined and incorporated into the
boundary conditions. Finally, the hot gas flow was solved again using the effective
boundary conditions to update the zeroth-order solution. Model reduction strategies
have been employed to accelerate solving the numerous cell problems [10]. Figure1
gives an overview of the flow states in the subsonic and supersonic region of a
combustion chamber together with some modeling results.
Parallel to the modeling approach, project A5 (see Peichl et al. in this volume)
aimed at the development of lightweight ceramic fiber composites due to their intrin-
sic favorable thermo-physical properties [11, 12]. The detailed experimental data
enable the validation of novel numerical modelling approaches in close coopera-
tion with project A1 including material specific flow conditions [8, 10]. Therefrom,
numerical frameworks have been developed to support potential engineering designs
in collaboration with project K2 (see Génin et al. in this volume) for rocket applica-
tions in combination with classical film and regenerative cooling [10]. All the results
were transferred to the design of a Sub-scale Validation Experiment (SVE) with
parameters close to applications to be investigated under pressurized hot gas condi-
tions. Figure2 shows on its left side exit velocities measured with a Pitot probe about
1mm from the surface and on its right side surface temperatures from a simulation.
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Fig. 2 Measured exit velocities (left) Simulated surface temperatures (right)
Fig. 3 Correlation of cooling efficiencies gained from experiments with different coolant gases
(He, Ar, N2, CO2), different injection slot heights (s1 = 0.46mm, s2 = 0.41mm, s3 = 0.56mm)
and different hot gas stagnation conditions (C1: p0 = 30 bar, T0 = 3660K, C2: p0 = 40 bar, T0
= 3685K, C3: p0 = 50 bar, T0 = 3730K), over correlation factor ξ as developed by project A2,
enhanced by the ratio of the heat capacities, red curve represents the newly derived correlation
2.2 Supersonic Film Cooling
Project A2 (see Ludescher and Olivier in this volume) aimed at the experimental
investigation of supersonic film cooling of a nozzle. Appropriate flow conditions
have been provided by a detonation based short-duration facility and validated inten-
sively [13]. A detailed parametric study revealed the impact of different coolant mass
fluxes, injection slot heights, hot-gas stagnation conditions and coolant gases on the
film cooling efficiency [14]. Based on this data, a new film cooling correlation was
developed, see Fig. 3, which can be used as a preliminary design tool for real rocket
nozzles. Investigations of the film cooling efficiency in the extension of a dual-bell
nozzle indicated that a sharp-edge inflection geometry results in an improved effi-
ciency downstream.
6 O. J. Haidn et al.
Fig. 4 Snapshot of film-cooling flow field: Vortices colored by the temperature (blue – cold, red –
hot), and mass fraction of the cool helium (yellow: 1, blue: zero) on the lower wall and the outlet
plane. Flow from lower left
In parallel, project A4 (see Peter and Kloker in this volume), developed a frame-
work to enable high-order direct numerical simulations of film cooling by tangential
blowing through a backward-facing step to scrutinize the fundamental thermo-fluid
dynamical physics of the cooling/mixing process. A cold laminar supersonic helium
flow is fed at various blowing ratios by varying the coolant density into the hot,
turbulent flow at Mach 3.3. The cooling effectiveness showed the expected better
performance for higher density and thus mass flow rates, also because the lami-
nar/turbulent transition of the film is delayed due to smaller turbulent structures; see
Fig. 4 (blowing ratio of one) where transition to turbulence sets in downstream of
the step (above the yellow colored wall). Initially, 2D structures (blue) appear near
the step that undergo 3D deformation yielding turbulence with structures much finer
than the ones in the oncoming hot-gas boundary layer (along the red-colored plane).
Injecting a constantmass flow rate ismore effectivewith a smaller slot height; and the
coolant Mach number has no significant influence on the flow mixing, as well as the
lip thickness. Cooling the wall upstream of the blowing leads to a significantly higher
shear and thus to a stronger turbulence production in the free shear layer downstream
of the step. Close to the injection slot, the cooling effectiveness therefore shows a
reduction compared to an adiabatic upstreamwall. Hence, thewall temperature of the
oncoming boundary-layer needs to be incorporated for any comprehensive scaling
formula used for designing the film cooling. Results of comparisons of tangential to
wall-normal helium blowing can be found in [15, 16].
2.3 Damping Performance of Resonators
Within project A3 (see van Buren and Polifke in this volume) an efficient numeri-
cal framework to assess resonator performance has been developed which combines
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Fig. 5 Local thermal diffusivity over the channel width for increasing Prandtl numbers (left to
right). Laminar flows: blue and orange. Turbulent flow: yellow and purple
CFD with a form of supervised machine learning. The acoustic impedance of a
resonator was estimated over a wide range of frequencies from time-series data gen-
erated in the presence of broad-band excitation. One interesting result was that for a
given mean temperature, its spatial distribution within the resonator cavity will influ-
ence eigenfrequencies and effective damping of the resonator. The investigation of
two fundamental configurations of heat transfer in an oscillating flow revealed that,
first, acoustic pulsations enhance the wall-normal heat transfer and, second, if an
oscillating resonator flow is characterized by thin hydrodynamic and thermal bound-
ary layers, longitudinal heat transfer increases drastically [17]. Figure5 physically
interprets this finding: Turbulence increases the thermal penetration depth from the
wall into the channel (non-dimensional width −1 ≤ η ≤ 1). Thus, a wider effective
cross-sectional area contributes to the longitudinal thermal diffusivity κe/ωωx2.
3 Research Area B: Aft-Body Flows
Turbulent aft-body flows of modern rockets exhibit complex aerodynamic interac-
tions that can lead to significant buffet loads. Furthermore, thermal interactions also
can be significant, as aft-body heating is caused by the combined effects of radia-
tion and turbulent transport within a complex flow field. The design of future rocket
transport vehicles therefore calls for a thorough understanding of fundamental flow
phenomena at the aft-body and its sensitivities with respect to the non-dimensional
flow parameters of the outer flow and the propulsive jet.
3.1 Nozzle Flow Separation Studies
Project B6 (see Bolgar et al. in this volume) has contributed to the research area
by providing fundamental experimental analyses in transonic and supersonic flow
regimes. The experimental set up consisted of generic 2D representations of rocket
aft-body flows in a tri-sonic wind tunnel. Sophisticated measurement techniques
8 O. J. Haidn et al.
Fig. 6 Correlation of wall
pressure fluctuations at x/h =
7 and the vertical velocity
component downstream of a
backward-facing step at
Ma∞ = 0.8
comprised a range of advanced PIV approaches, PSP, and unsteady wall pressure
measurements [18, 19]. Typical research findings for the dynamical flow behavior
are shown in Fig. 6.
3.2 Interaction of Rocket Plume and External Flow
The projects B4 and B1 (see Barklage and Radespiel and Kirchheck et al. in this vol-
ume) both dealt with research into the interactions of a propulsive jet in sub-, trans-,
and supersonic outer flows.Axisymmetric aft-bodieswith TIC andDual-Bell contour
nozzleswere investigated in a unique propulsion simulation facilitywith a supersonic
heated air co-flow and Helium jet flows in order to achieve representative velocity
ratios were the main objective of project B4 [20]. The aerodynamic integration of
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Fig. 7 Pressure signal at the nozzle wall (left) and hysteresis behavior of the separation position
inside the nozzle as calculated by LES
Dual Bell nozzles turned out as a particular challenge, as it employs two adaptive
design points of operation, the sea-level and altitude modes. The research comprised
measurements as well as RANS and LES [21]. Sensitivity studies revealed impor-
tant effects of nozzle Reynolds number and the aft-body geometry on the transition
behavior between the two operation modes. An unstable nozzle operation occurs
for certain combinations of these parameters. This features an alternating switch-
ing between the two modes leading to high pressure fluctuations in the nozzle, as
shown in Fig. 7. As a result, we now have indicators of this unstable mechanism and
a parameter space where it occurs. Critical is the interaction with the external-flow
shear layer. It was observed that for a reattaching outer flow along the nozzle fairing,
unstable nozzle operation occurs while for a non-reattaching flow it does not.
Project B1 entirely focused on the experimental characterization of unsteady aero-
dynamic and thermal loads at the axisymmetric rocket base along the subsonic to
transonic flight trajectory. For simulating the interactions of the hot propulsive jet,
a completely new Hot Plume Testing Facility (HPTF) was established in the Verti-
cal Wind Tunnel Cologne (VMK) which duplicated important hot-plume similarity
parameters. Gaseous hydrogen and oxygen are fed into the combustion chamber
inside the wind tunnel model, see Fig. 8. Unsteady aft-body flow phenomena are
identified through high-frequency sensing at the model surface and optical flow-field
measurement techniques. Pressure and temperature sensors are used to quantify pres-
sure fluctuations and hot gas entrainment of the recirculating base flow.Non-intrusive
optical measurements include high-speed Schlieren Imaging, PIV, and infrared ther-
mography. Access to the measured data is provided by spectral analysis and modal
decomposition methods, revealing the characteristic motions of the flow field, which
are connected to dominating aerodynamic aft-body loads [24, 25].
10 O. J. Haidn et al.
Fig. 8 PIV measurement
during hot plume interaction
test in the VMK
3.3 Modeling of Buffeting
Interaction of mechanical and thermal loads on the nozzle structure were key objec-
tives of projects B3 and B5 (see Loosen et al. and Schumann et al. in this volume,
respectively). While B3 concentrated its effort on provision of fundamental knowl-
edge on the origin of buffet loads acting on the nozzle, B5 focused on the flow physics
of hot plumes and thermal loads. TheB3 team employed high-fidelity scale-resolving
simulations and developed flow control means to reduce dynamic loads. Therefore, a
large number of configurations includingplanar geometries,wind-tunnelmodelswith
support struts, and axisymmetric flight configurations were analyzed at transonic and
supersonic free-stream Mach numbers [22, 23]. The time-resolved numerical sim-
ulations of the flow fields were performed with a zonal RANS and LES approach.
Extraction of dynamic flow modes yielded understanding of the complex interaction
and superposition of periodic and quasi-stochastic flow phenomena responsible for
buffet. Figure9 displays the simulation concept, where RANS equations are solved
for the boundary layers attached to the rocket forebody, while aft-body wake flows
are represented by LES.
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Fig. 9 Instantaneous Mach number and pressure coefficient distribution around a generic config-
uration representing the flow physics of Ariane 5
The team of project B5 focused on the flow physics of hot plumes and hot walls
using numerical simulation [26, 27]. For this purpose, the flow solver was coupled
to a thermal structure solver to obtain realistic wall temperature distributions. Scale-
resolving hybrid RANS-LES show a surprisingly strong impact of hot plume and
hot walls on the aft-body flow. The reattachment of the turbulent shear layer is sig-
nificantly delayed if a hot plume is present while the temperature in the recirculation
region at the base of the launcher is increased. This affects the static pressure dis-
tribution along the nozzle fairing and the dynamic loads. While the forces acting on
the nozzle structure are very similar for cold and hot plumes assuming cold walls,
they change by around 20% due to the hot-wall impact. Figure10 displays the heated
turbulent structures at the base of the launcher as they re-attach to the nozzle fairing
and interact with the hot plume.
4 Research Area C: Combustion Chamber
The five projects of Research Area C mainly focused on reacting flows in thrust
chambers of liquid-propellant rocket engines (LREs) since they have to operate
reliably under extreme conditions, i.e. exceptionally high thermal, mechanical and
vibrational loads. This is particularly true for the combustion chamber liner. Near the
injector head, oxidizermay get in contact with the hot wall and high temperatures and
pressures in combination with near sonic velocities and thin boundary layers imply
extreme heat loads further downstream. The projects covered studies of propellant
injection, turbulent mixing, combustion and heat release, gas-side heat transfer and
thermo-acoustic stability. In addition, several novel simulation tools for these pro-
cesses have been developed, which have significantly advanced the state-of-the-art
in LRE modelling.
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Fig. 10 Free shear layer enclosing the recirculation region of the generic rocket base and the hot
plume at transonic flow conditions in VMK
4.1 Dynamic Processes in Trans-Critical Jets
Project C4 (see Föll et al. in this volume) provided a framework to perform jet disin-
tegration experiments under well-defined conditions, in order to gain a better under-
standing of the physics at high pressures. This provides the starting point enabling
the validation of the different thermodynamic models employed in other projects of
the research area. Figure11 schematically shows the different high-pressure disinte-
gration regimes that were obtained by varying the injection temperature across the
critical temperature of the fuel (i.e., 0.8 < Tinj/Tc < 1.2).As canbe seen, the jetmor-
phology varies drastically across the disintegration regimes and requires the develop-
ment of accurate thermodynamicmodels capable of describing both non-equilibrium
phase transitions and multi-component mixing processes in dense gases [28].
After the phenomenological classification of the disintegration regimes, the exper-
imental activities were mainly focused on the acquisition of quantitative data to
characterize the mixing process in high pressure super-critical jets. For this purpose,
the applicability of Laser Induced Thermo Acoustics (LITA) was extended to high
pressure turbulent jets. The LITA data show that the adiabatic mixing assumption,
commonly employed in many solvers, loses its validity even at Reynolds numbers
as high as 105, in presence of large temperature and concentration gradients. This
required the development of more accurate models for the description of diffusive
transport on the mixing process. The numerical and theoretical activities focused on
the implementation and assessment of thermodynamic and phase transition models
and aimed at providing an accurate description of the mixing process in trans-critical
jets. For that purpose, a novel numerical framework based on a high order discontinu-
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Fig. 11 Schematic overview of the different disintegration regimes with increasing injection tem-
perature
ous Galerkin approximation was developed by extending the open-source large eddy
simulation code FLEXI to the multi-phase regime. High-order accuracy in combina-
tion with local refinement and robust shock-capturing allows high resolution of the
multi-scale phenomena around the critical point. Real-gas effects are handled accu-
rately and efficiently by means of adaptive tabulation techniques. The numerical
modelling of the jet-mixing process turned out to be a difficult process that strongly
depends on the numerical diffusion of the numerical simulation also. Therefore, a
central aspect was to study different approaches to assess, which models adhere best
to the experimental findings. The knowledge about the consistency between exper-
imental data, thermodynamic theory and the prediction provides a prerequisite for
the correct calculation of such processes in the framework of thrust-chamber flow
computations.
4.2 Injection, Mixing and Combustion Under Real-Gas
Conditions
For the numerical investigation of injection, mixing and combustion under LRE con-
ditions, a CFD tool has been developed within project C1 (see Traxinger et al. in
this volume) which employs the open-source toolbox OpenFOAM [29]. The particu-
lar focus was on the thermodynamics of combustion modelling under high-pressure
conditions (Fig. 12). For the accurate representation, a fully consistent framework
based on a cubic equation of state was devised considering real-gas and phase sep-
aration effects [30]. Several combustion models have been implemented ranging
from tabulated combustion models for real-gas and non-adiabatic conditions up to
transported PDF approaches [31]. Applying this framework, different LES investi-
gations have been conducted: For inert and reacting cases, detailed thermodynamic
studies [30–32] showed the occurrence of single-phase instabilities. Under LRE-like
conditions, this phase separation processes can be attributed to mixing, i.e., to the
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Fig. 12 Critical point and real gas effects on non-adiabatic reacting flow
thermodynamic behaviour of the multi-component system. For the investigation of
the combustion process in LREs and the reliable prediction of wall-heat fluxes, a
numerical simulations [33] of a multi-element combustion chamber has been con-
ducted. The comparison with experimental data showed good agreement and wall-
modeled LES together with a non-adiabatic tabulated combustion model has been
deduced as a promising candidate for accurate, reliable and efficient numerical simu-
lations. Thereby, heat losses and associated influences on the reaction kinetics can be
considered. In conclusion, the developed CFD code is well-suited for the numerical
investigation and reliable prediction of the injection and combustion process under
LRE conditions.
4.3 Boundary Layer Heat Transfer Modelling
The aim of project C6 (see Olmeda et al. in this volume) was to model wall heat
transfer in LREs with high accuracy and to investigate the influence of wall films
on cooling. OpenFoam [29] has been used to carry out the combustion simulations.
Flamelet tables have been generated in a pre-processing phase taking into account the
influence of non-adiabatic sources and turbulent fluctuations since the conventional
adiabatic models are not able to capture the recombination phenomena in proximity
of the cooled chamber walls. Large-Eddy Simulations with and without film cooling
have been performed, achieving good agreement for the wall heat flux with the
experimental data [34]. The heat flux is decreased by the cooling film, the full mixing
of fuel and oxidizer is reached in the same position in the axial direction as for the























Fig. 13 Temperature field at cross sections x=10, 20, 40, 80mm. Top: without film. Bottom: with
film
non-cooled case. The injected film increases the chamber pressure after the inlet
with respect to the non-cooled setup. The cooling film causes a drop of the flame
thickness perpendicularly to the film direction. The cooling effect of the film ceases
to be effective after half the length of the combustion chamber (Fig. 13).
The code CATUM [35] has been used to analyze the effect of wall roughness
on the velocity and temperature fields, which causes an enhancement of the heat
transfer at the wall. Different roughness models have been implemented and tested.
The results have showngood agreementwith theDNSdata available [36], particularly
considering the low transitionally rough regime.
4.4 Combustion Stability of Rocket Engines
Projects C3 and C7 (see Chemnitz and Sattelmayer and Armbruster et al. in this
volume, respectively) were focused on combustion instabilities. While C3 aimed at
the numerical assessment of the stability of the reacting flow focusing on efficient
models suitable for industrial design processes, C7 concentrated on establishing a
data base on forced and intrinsic instabilities in a LOX/GH2model rocket engine. To
fulfill the demand for a lean tool, a hybrid approach relying on the linearized Euler
Equations (LEE) was chosen. A quasi one-dimensional flow was used as reference
state for the perturbation analysis to avoid the computationally cost-intensive resolu-
tion of the large number of diffusion flames typically present in combustion chambers
of larger engines. As the combustor acoustics may be severely influenced by other
thrust chamber components, these were included as well via frequency dependent
boundary conditions. An approach to quantify the flame feedback from Flame Trans-
fer Functions (FTF) obtained from single-flame simulations using source terms was
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Fig. 14 Numerical assessment of thermo-acoustic stability of LREs
later enlarged and combined with chamber acoustics to replace the LEE calculations
in time domain by an eigenvalue analysis in frequency space [37, 38]. The approach
was validated using the stability data from the C7 project.
Additionally, a procedure for calculating mean flow fields that are fully consistent
with the Euler Equations has been introduced. Based on this approach, the impact
of the diffusion flame structures in the chamber flow (see Fig. 14: Principles) on the
acoustics has been studied [39]. The acoustic mode and the oscillation frequencies
have been found to be insensitive to radial stratification. The associated damping rates
changed stronger due to their dependence on the entropy and vorticity modes. The
results were used for the adaption of the FTF calculation method. To further validate
the single flame simulations, an efficient method for the calculation of OH* radiation
has been developed (see Fig. 14: Validation). For the acoustic characterization of
the virtual thrust chamber demonstrators, the mean-flow calculation procedure was
extended to account for the respective chamber geometry (see Fig. 14:Methodology).
Based on previous studies on the impact of dampers on rocket engine acoustics [40],
the relation between mode split and absorber characteristics was identified [41]. This
allows to specify constraints for the absorber characteristics that can be used to design
a damping device without explicitly re-evaluating the chamber acoustics.
The hot-fire tests were conducted at the P8 test bench. One combustor, BKD, runs
with the cryogenic propellants LOX/H2 injected through 42 shear-coaxial injec-
tors and operates at supercritical pressures for oxygen. Gröning was able to prove
that self-excited combustion instabilities of the 1T mode in the BKD are driven by
injection-coupling through acoustic eigenmodes in the LOX injector [42]. This type
of coupling mechanism is rather common for cryogenic rocket engines with coaxial
injectors [2]. A water-cooled measurement ring including a small sapphire window
was designed and installed in BKD. Simultaneous high-speed imaging of OH* and
also blue radiation (BR) was conducted with 60,000 FPS. Mean flame images for
the operating condition of pcc ≈ 80 bar and ROF 5.3 are shown in Fig. 15. The thin
shear layer originating from the injector exit is rapidly spreading along the reaction
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Fig. 15 Time-averaged OH* image (left) and blue radiation image (middle), and reconstructed
DMD mode at the injector resonance frequency (right). All images are in false colour
zone in downstream direction, as can be seen in the OH* image (left) and in the BR
image (middle) as well. The path of the LOX jet is visible in the BR image only.
The flame dynamicswere investigated byDynamicModeDecomposition (DMD).
The influence of the 1L resonance in the LOX injector on the LOX jet is visualized
on the right side in Fig. 15. Standing waves in the injectors lead to periodic variation
of the injected LOX mass flow rate, producing wavy structures on the surface of the
dense LOX jet. The symmetrical character of the LOX jet pulsation is consistent with
a periodic variation in the rate of injection [43, 44]. Therefore, the LOX jet dynamics
found in the experiments is in agreement with the LOX injector coupling mechanism
hypothesized by Gröning [42]. Since such detailed flame visualization has not been
achieved previously under representative conditions, this data will be of high value
for the future validation of numerical simulations and predictive tools.
5 Research Area D: Thrust Nozzle
Thrust nozzles are a highly critical and extremely loaded propulsion component of
any space transportation system. Designed for the enormous thrust forces in the
axial direction, they have to withstand radially, and temporally fluctuating loads as
well. Moreover, the nozzles very often are the major means for thrust vector control.
Due to its nominal load, the thrust nozzle is designed as a thin-wall structure. For
primary propulsion systems, it consists of actively cooled metallic material more
or less exclusively. The nozzle flow is determined by the flow state at the outlet of
the combustion chamber which defines the outlet conditions and the downstream
boundary conditions at the nozzle exit. The latter vary along the ascent trajectory
and strongly interact with the unsteady base flow, i.e., the flow field near the aft face
of the main body of the rocket. Especially during engine start-up and the early ascent
phase, the internal nozzle flow is dominated by shock induced unsteady separations
which result in pronounced fluctuating asymmetric radial pressure loads, so-called
side loads, and local peaks in the heat load distribution. These local and tempo-
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Fig. 16 Fatigue Segment developed for Cyclic Life Determination
ral inhomogeneities which interact with the nozzle structure are the key drivers for
thrust-nozzle design and thus were in the focus of Research Area D. The six projects
of research area D dealt with the physical fundamentals andmodeling of the mechan-
ical and thermal fluid-structure interaction in the thrust nozzle. New concepts and
methods were developed to master those fluid-structure interactions. The following
discussion covers only an excerpt of the findings. A more thorough analysis of the
results is given in the contribution of each project.
5.1 Thermal Barrier Coatings and Component Life
Prediction
Methods andmodels for nozzle lifetime prediction andmeasures to extend the overall
lifetime of rocket engines were developed by considering the impact of thermal and
mechanical loads. The tools comprising the thermo-mechanical material modelling,
e.g., for metallic alloy and CMC material, and the fluid-structure interaction derived
in project D3 (see Barfusz et al. in this volume) were validated on the basis of the
sub-scale combustion chamber experiments performed in project D9 (see Hötte et
al. in this volume). There, a fatigue segment, see Fig. 16, was placed sufficiently
downstream in a GOX/GCH4 combustion chamber with rectangular cross section to
guarantee fully developed hot gas conditions and as such allow for a proper determi-
nation of the cyclic life of such structures. The fatigue segment housed an actively
cooled fatigue specimen made of CuCr1Zr and was equipped with an extensive mea-
surement technique. The specimen was loaded cyclically and inspected regularly for
deformations, roughness, and leakages. A load cycle consisted of pre-cooling, hot
gas run and post-cooling phase. The results showed that the height of the deforma-
tion profile increased nearly linearly with the number of load cycles until the cooling
channel structure failed due to the so-called doghouse effect, see Fig. 17.
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doghouse
initial state
Fig. 17 Comparison with experimental observations - deformed geometry and damage contour
after 47 cycles obtained from simulation (top) and cut view of the fatigue experiment after 48
cycles showing a macroscopic crack in the center cooling channel (bottom)
While the slope of this deformation profile strongly depended on the thermal loads,
i.e., temperature level and temperature gradients, the critical deformation which
occurs in case of failure was not affected. For lifetime prediction, the temperature
determined from the conjugate heat transfer (CHT) served as input for a series of
quasi-static mechanical analyses, in which a newly developed visco-plastic dam-
age model was utilized [45, 46]. During the numerical analysis of the deformation
process, it was found that the damage initially spread diagonally from the cooling
channel corner to the hot gas wall and eventually merged into a macroscopic fail-
ure zone. The comparison with the experiment, which is shown in Fig. 17, revealed
that the number of cycles until failure, the position of maximum deformation and
degradation, and the final failure mode, i.e., the doghouse effect, were accurately
predicted by the simulation. To protect the copper liners of liquid-fuel rocket com-
bustion chambers against the doghouse effect, a new metallic coating system was
developed in project D2 (see Fiedler et al. in this volume), consisting of a NiCuCrAl
bond-coat and a Rene 80 top-coat, and applied with high velocity oxyfuel spray
(HVOF). The coatings were tested in laser-cycling experiments to investigate their
performance under large heat-fluxes and thermo-shock loading. FEM simulations
were used to identify critical loads for coating failure to develop guidelines for coat-
ing design [47, 48]. Delamination, buckling, and diffusion pores can be avoided by
following these new guidelines for coating design, vertical cracks, see Fig. 18, how-
ever, are inevitable for any coatings in the combustion chamber. The cracks can be
tolerated in rocket-engine application as they close at high temperature and are not
expected to propagate into the substrate.
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Fig. 18 Vertical crack in a thermal barrier coating
5.2 Cooling Channel Flows
The heat transfer through cooling ducts was investigated in projects D4 (see Kaller et
al. in this volume) and project D9 (see Hötte et al. in this volume) experimentally and
numerically. Based on the reference experiment [49], the flow field in the thermal
entrance region of a straight high aspect-ratio water-cooling duct with an aspect ratio
AR= 4.3, a Reynolds number of Reb = 1.1 × 105 and an average Nusselt number of
Nu= 371was investigated by LES andRANS simulations. The validation of the LES
with DNS data and the good agreement between numerical LES and experimental
PIV results for velocity and Reynolds stress profiles are reported in [50]. Figure19
depicts the temperature and secondary flow development along the heated domain
in the lower duct quarter. The secondary flow increases the mixing of hot and cold
fluid. The overall temperature increase is relatively moderate. The comparison of the
RANS and LES data shows the deviation to increase with rising flow complexity.
5.3 Fluid Structure Interaction
Thermo-mechanical loads caused by high-enthalpy flows in conjunction with con-
straints on the movement of the structure lead to undesirable localized deformation
and buckling phenomena. Experimental studies of the heat transfer under super-
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Fig. 19 Corner vortices, temperature profile development and accompanying secondary-flow
change represented by the lower wall-normal velocity. The figure shows the lower duct quarter
at streamwise positions of 50, 200, and 600mm (from left to right). In the bottom row, the left half
of each picture shows v and the right the v-change with respect to the adiabatic case
sonic conditions including thermally-induced deformations and their interaction
with the flow field were conducted in project D6 (see Daub et al. in this volume).
The fluid-structure interaction (FSI) experiments were performed in a very high-
temperature environment such that massive deformations with and without plastic
behavior occurred [51]. The additional numerical flow analysis was part of a cou-
pled fluid-structure interaction simulation conducted in project D10 (see Martin et
al. in this volume). The FSI modeling was carried out by an iterative staggered
scheme. For the mechanical structural computation, a thermodynamic consistent
elasto-viscoplastic material model with thermal expansion for large deformations
was developed and implemented into a user material subroutine in Abaqus. Figure20
emphasizes the detached bow chock, the evident deformation of the panel, and the
drastic temperature increase on the deformed surface.
6 Research Area K: Thrust-Chamber Assembly
The major task of this research area with the topics combustion and heat trans-
fer, Dual-Bell nozzle flows and thrust-chamber demonstrators was on maturing and
transfer of innovative concepts, solution methods and design tools towards industrial
application.
Projects K1 (see Perakis and Haidn in this volume) and C5 (see Seitz et al. in
this volume) were dedicated to establish a broad base of experimental data applying
different model combustors operating with gaseous as well as liquid propellants.
They developed and applied different numerical models capable to predict typical
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Fig. 20 Numerical fluid-structure interaction analysis of the buckling phenomenon
processes in rocket engines using this data base with sufficient accuracy. Project K2
(see Génin et al. in this volume) aimed at providing both an experimental data base as
well as numerical tools for sub-scale dual bell nozzles operating in cold and hot-gas
mode. Project K4 (see Eiringhaus et al. in this volume) led by the industrial partner
ArianeGroup, defined three virtual thrust-chamber demonstrators that reflected all
main characteristics of current European upper and main stage engines. Addition-
ally, they incorporated advanced features like e.g. transpiration cooling, dual-bell
nozzle extensions or heat-transfer enhancement methods for expander-cycle engines.
Thereby, these virtual demonstrators included all topics addressed by the different
projects within TRR 40 in a sensible way. They are used as numerical test beds under
realistic operating conditions and thus cover an areawhich is not accessible via exper-
imental means within TRR 40. Furthermore, the system competence accumulated
within the research area and its actors contributed substantially to recommendations
and refined requirements for experiment design, orientation and in particular relevant
boundary and operating conditions for numerous projects of other research areas.
6.1 Combustion and Heat Transfer
Detailed knowledge about the effect of injector fluid dynamics and geometry varia-
tions on axial wall heat loads distribution and in particular performance are essential
for the design of the cooling system, i.e. cooling channel geometry, the necessity for
additional cooling methods such as film or transpiration cooling or thermal barrier
coatings. For the new propellant combination oxygen/methane, a broad data base
has been established for a wide range of combustion chamber pressures, propellant
mixture ratios with different combustor applications having 1, 5 and 7 injector ele-
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Fig. 21 Near-injector flame of a gas/gas (left) and gas/liquid (right) CH4/O2 Combustor
Fig. 22 Instantaneous temperature distribution for the PennState model combustor using iDDES
ments [52, 53]. Recently, the facility, a single injector combustor and the 7-injector
element combustor were modified to allow for operation with liquid oxygen, too.
Figure21 shows the distinct differences of the near-injector regions of the single-
injector flame for the cases of liquid and gaseous oxygen supply. Due to the much
denser oxygen, the velocity ratio of these two cases with a mixture ratio of 2.6 and a
combustion pressure of 20 bar, was 1.1 and 25.5, respectively. While the flame of the
gas/gas case seems to expand at an almost constant angle, the flame of the liquid/gas
case converges first but at a downstream position of one LOX jet diameter expands
rather quickly. This is an effect which can be attributed to the very high momentum
of the co-flowing methane.
A considerable effort has been made towards the development and validation of
predictive tools which are sufficiently accurate but still require an acceptable numer-
ical effort. The main emphasis was laid on models for chemical kinetics and tur-
bulence, and in particular turbulence/chemistry interaction [54, 55]. One frequently
simulated test case was the PennState preburner combustor [56], see Fig. 22, which
has been simulated with a newly developed hybrid finite volume/transported PDF
(TPDF) method. This revealed that near the faceplate a non-equilibrium chemistry
approach is favorable [57]. A comparison of measured and simulated wall pres-
sure and heat-flux distributions applying an adiabatic and a non-adiabatic flamelet
approach revealed that although the overall trend of axial heat release was captured
by bothmethods, the absolute values of pressure and heat flux differ from one another
and from the experiments, too. While the non-adiabatic approach over-predicts the
heat flux at a downstream position of 200mm by about 40%, the adiabatic flamelet
simulation yielded results similar to the experiment. Pressures however were under-
predicted by 5% and 3%, respectively; see Fig. 23. Full-scale cases often consist of
more than 100 injection elements with propellants injected at sub- or super-critical
conditions. The latter requires different modeling strategies, namely the inclusion of
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Fig. 23 Comparisons of measured and predicted wall pressure (left) and heat-flux (right) distribu-
tions
Fig. 24 Temperature distribution for TCD1 of project TP K4 using RANS. Black line indicates
stoichiometric mixture fraction
a spray code and application of a real-gas equation of state. Such simulations were
also performed, see Fig. 24 which depicts the predicted temperature distribution in
the central in a plane of the Thrust ChamberDemonstrator (TCD1) of projectK4 [58].
6.2 Dual Bell Nozzle
Experimental and numerical investigation of dual bell nozzles have been the key
focus of project K2 (see Génin et al. in this volume). Previous investigations revealed
that flow separation transition can be influenced not only by the variation of total
propellant mass-flow rate but by a variation of the propellant mixture ratio rof as well.
While its increase yielded in a reduction of the transition pressure ratio, lowering of
rof produces an opposite result [59, 60]. However, these effects are accompanied by
a reduction of the width of the hysteresis, the pressure ratio gap between transition
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Fig. 25 Additive manufactured, film-cooled dual-bell nozzle at P8 test facility
and re-transition occurs. This effect is reducing the margin of stable operation in
one particular mode in the presence of minor pressure and flow fluctuations around
the nozzle. Recently, K2 put the focus on a combination of a classical convective
cooled base nozzle and a film cooled nozzle extension with a dual-bell contour
which was tested at DLR test facility P8, see Fig. 25. the operation with LOX/GH2
was tested in a subscale combustion chamber, equipped with a GH2 film cooled
dual-bell nozzle [61].
6.3 Thrust-Chamber Demonstrators
ArianeGroup as a major European actor in space transportation activities has been
involved in the TRR40 from the very beginning supporting the activities with its
expertise and through contributions to the combustion modeling workshops of the
summer program. ArianeGroup thus provided an industrial benchmark for the high-
fidelity modeling approaches. In the final program period, ArianeGroup contributed
and fully funded project K4 (see Eiringhaus et al. in this volume) to define virtual
thrust-chamber demonstrators which covered all technical fields investigated within
TRR40 and served as numerical test cases. As the design of a thrust chamber depends
highly on its application, i.e.main or upper stage, and the chosen engine cycle, e.g. gas
generator or expander cycle, not all relevant design features can be covered by a single
demonstrator and therefore three different concepts were defined [62]. They have
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Fig. 26 Hot-gas temperature field of demonstrator TCD1 illustrated at several axial and lateral
slices as well as for the stoichiometric mixture surface. Additional axial slices at selected positions
display the strong temperature gradients to be resolved in the structure
been used as well for the continuous maturation of the in-house tool Rocflam3. As
already mentioned, Rocflam3 has been extended with a new conjugate heat transfer
(CHT) environment for fully 3D analyses of full-scale liquid rocket combustion
chambers unique within the TRR40. The resulting hot-gas temperature field as well
as selected axial slices of the structure and coolant temperatures of such a CHT
simulation of demonstrator TCD1 are illustrated in Fig. 26. Further investigations
show a circumferential wall temperature stratification stemming from a superposition
of injection pattern as well as cooling channel effects. These variations reach up to
100K on the hot-gas wall [58]. Additionally, the individual cooling channels show
only minor variances in coolant heat up and pressure loss, making this stratification
difficult to detect in full-scale experiments.
7 Central Research and Education Support
Cooperation within TRR40 as well as with people and entities outside the center
employed several instruments, ranging from individually arranged working-group
meetings, weekly seminars with national and international experts, graduate educa-
tion and summer research programs to frequent and regular bi-annual, or quarterly,
research area meetings. Meetings of project groups at the TRR40 sites allowed doc-
toral students to acquire knowledge fromacross the different divisions and to establish
new and improve existing collaborations.
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A particular event of TRR40 was the biennual summer program with the main
objective to establish cooperation between visiting scientists (preferably early post-
docs or experienced doctoral students) and members of TRR40 project groups. The
number of working teams grew from 11 in 2011 to 15–20 in the past years with
participation of 20–30 visiting scientists from up to 9 different countries. Special
lectures for the summer program on launcher-related topics have been delivered in
the course of the summer program. The projects reports can be found in the four
summer-program volumes [63–67].
A combustion modelling workshop was integrated into the 2015, 2017 and 2019
summer programs, where the project K1 provided test cases [68, 69] and a ref-
erence reaction mechanism [70] to foster competitive numerical comparison with
experimental heat transfer and pressure data. In addition to TRR40 members, partic-
ipants from universities, research labs, agencies and industry took up the challenge
and generated valuable data for the evaluation and improvement of their numerical
methods.
The special education for PhDstudentswithin theTRR40 tookplace locally for the
different universities and research institutions involved. Annually, the PhD students
and interested researchers in the field of rocket propulsion and related topics were
invited to a week-long seminar exposing them to challenges of current launcher
technologies brought forth by international experts in the field. Material science,
combustionmodelling, thermodynamics, computational fluid dynamics are just a few
of the focal points of these graduate seminars. During the course of the involvement
with the TRR40, the PhD students had to spend at least 4weeks abroad or with
an industrial partner. Most students took advantage of this unique opportunity and
went abroad for 2–3 months which helped to establish a scientific network as well
as towards an international visibility of the program itself. As a service task to
all the projects involved, the TRR40 has undergone a rigorous evaluation of the
turbulencemodelling activities involved in the computational fluid-dynamic projects.
The outcome has been documented in a best-practice guide [71] for all groups to
ensure comparability and transferability of the results from within the TRR40.
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Structural Cooling
A Coupled Two-Domain Approach for
Transpiration Cooling
Valentina König, Michael Rom, and Siegfried Müller
Abstract Transpiration cooling is an innovative cooling concept where a coolant
is injected through a porous ceramic matrix composite (CMC) material into a hot
gas flow. This setting is modeled by a two-domain approach coupling two models
for the hot gas domain and the porous medium to each other by coupling conditions
imposed at the interface. For this purpose, appropriate coupling conditions, in partic-
ular accounting for local mass injection, are developed. To verify the feasibility of the
two-domain approach numerical simulations in 3D are performed for two different
application scenarios: a subsonic thrust chamber and a supersonic nozzle.
1 Motivation
In order to bring higher loads into orbit, rocket engines have to be designed with
significantly higher thrust. Such engines will experience high thermal loads. In this
context transpiration cooling is an innovative cooling concept that gained attention
with the development of carbon fiber materials. The general setup is the orthogonal
injection of a cooling gas through a porous material. The advantage of this concept is
twofold: The porous wall is cooled down by convection energy within the wall while
the coolant passes through it. The second cooling mechanism is the development of
a cooling film at the interface of the porous sample. This cooling film thickens the
incoming boundary layer leading to a reduction of the heat flux at the wall.
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In the 1950s Eckert and Livingood [7] identified the superior characteristics of
this active cooling technique. Terry and Caras [27] summarized the possibilities
of applying these to rocket nozzles. Transpiration cooling experiments for metallic
nozzle applications were performed in [13] and numerical simulations for metallic
nozzles can be found in [18].
The development of light-weight permeable high-temperature fiber ceramics, in
particular composite carbon/carbon (C/C) materials, investigated for instance by
Selzer et al. [26], led to increased interest in transpiration cooling. Transpiration
cooled thrust chambers were investigated by Ortelt et al. [24] or Herbertz and
Selzer [10]. Experiments in a subsonic hot gas channel were performed by Langener
et al. [19]. Additivemanufactured porous plates for transpiration cooling applications
were recently analyzed in [11].
Numerical simulations of subsonic hot gas channel flow exposed to transpiration
cooling were conducted by Jiang et al. [12] and more recently by Liu et al. [20].
Non-uniform injection was investigated by Wu et al. [31]. In Yang et al. [34] each
injection channel is simulated separately. In [28] the coupling with a fully resolved
pore-network for low Reynolds numbers without heat transfer is used to investigate
the effect at the hot gas interface. A monolithic approach for a laminar hot gas flow
with a resolved porous medium is presented in [33].
In [4] we developed a two-domain approachwhere two solvers for the hot gas flow
and the porous medium flow are solved in alternation. Data between those solvers
are exchanged at the coupling interface. Originally the development of appropriate
coupling conditions focused onuniformmass injection [6]. These aremodified in [17]
to account also for non-uniform mass injection.
In the present work we report on the latest changes on the design of the coupling
conditions. Furthermore, we perform numerical simulations for two different appli-
cation scenarios for transpiration cooling: a subsonic thrust chamber and a supersonic
nozzle. For the first scenario we investigate the influence of non-uniform mass injec-
tion on the cooling film, whereas for the second scenario the challenge lies in the
extension of the range of application.
We first summarize in Sect. 2 the models of the two-domain approach. In particu-
lar, the coupling conditions at the interface between the two domains are presented in
detail. The numerical methods used are briefly described in Sect. 3. In Sect. 4 numer-
ical results for a subsonic thrust chamber and a supersonic nozzle flow can be found.
We conclude with a summary and an outlook in Sect. 5.
2 Mathematical Modeling
For the investigation of transpiration cooling we use a two-domain approach where
the flows in the hot gas domain HG and the porous medium domain PM are solved
in alternation. At the coupling interface Int boundary conditions for one domain use
data from the other domain. Exemplarily, the scenario for a thrust chamber is shown
in Fig. 1. Note that the flow in the cooling gas reservoir is not simulated. This model
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Fig. 1 General transpiration cooling setup
was already presented in detail in previous publications [4, 6, 15]. In the meantime,
the coupling conditions have beenmodified to account also for non-uniform injection.
Therefore we focus here on these modifications, see Sect. 2.3, whereas the models
in the hot gas domain and the porous medium are only addressed very briefly for the
sake of completion, see Sects. 2.1 and 2.2, respectively.
2.1 Hot Gas Domain
The flow in the hot gas domain is assumed to be turbulent. Therefore, we apply a
RANS model that formally can be written as
LHG(UHG) = 0. (1)
In our numerical investigations we will consider both the flow in a subsonic thrust
chamber at moderate temperatures and a supersonic nozzle at high temperatures.
These investigations are motivated by experiments performed in the wind tunnel [19,
25] at University Stuttgart and the detonation-based facility for rocket-engine-like
flows [9, 21, 32] at the Shock Wave Laboratory at RWTH Aachen. Therefore, the
system (1) of RANS equations will differ for the two scenarios.
Scenario 1: Subsonic thrust chamber. In this scenario the gas is treated as a
thermally and calorically perfect gas. The turbulence is modeled by the Wilcox k-ω
model [29]. Thus, the system (1) consists of the continuity equation, the momentum
equation and the energy equation for density ρ, momentum ρv and total energy E as
well as two equations for the turbulence kinetic energy k and the specific dissipation
rate ω with v the fluid velocity. The vector of conserved quantities is determined by
UHG = (ρ, ρv, ρE, ρk, ρω) , (2)
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where the density is Reynolds-averaged and all other quantities are Favre-averaged.
The system is closed by an equation of state for a thermally perfect gas. For further
details, in particular on themodeling of the Reynolds stress tensor as well as themean
and the turbulent heat flux, we refer to previous work [4, 6, 17]. The following addi-
tional quantities enter the model: the specific heat capacity at constant pressure cp,
the dynamic viscosity μ and the turbulent viscosity μt , the Prandtl number Pr and
the turbulent Prandtl number Prt , the specific gas constant R and the isentropic
exponent γ .
Scenario 2: Supersonic nozzle. In this scenario the hot gas model has to account
for a thermally perfect but calorically imperfect gas mixture of Ns non-reacting
species. For this purpose, the RANS equations (1) are extended by additional Ns
species equations for the partial densities ρα , i.e., the vector of conserved quantities
is now determined by
UHG = (ρ, ρ1, . . . , ρNs , ρv, ρE, ρk, ρω). (3)
Here the turbulent quantities are modeled by Menter’s SST k-ω model [22]. The
system (1) is closed by an equation of state for a thermally perfect gas mixture. For
details we refer to [3, 30].
The system (1) is complemented by suitable boundary conditions for the two
scenarios:
Scenario 1: Subsonic thrust chamber. At the inflow boundary I the Mach
number, the density and the temperature are prescribed by M = M∞, ρ = ρ∞ and
T = T∞. The turbulence kinetic energy is defined by the turbulent intensity Tu∞ =√
2/3 k∞/|v∞|, where v∞ is the inflow velocity vector. The turbulent dissipation
rateω∞ is computed by ρ∞k∞/μt , where the ratio of the turbulent dynamic viscosity
to the laminar dynamic viscosity (μt/μ)∞ is used in combination with a viscosity
curve fitmodel. At the outflowboundaryO, only the pressure is prescribed by setting
p = p∞. For thewallsW,HG,iso of the channelweuse isothermal boundary conditions
motivated by the thermal wall behavior observed in the experiments in [25]. For
the walls W,HG,ad downstream of the porous sample adiabatic boundary conditions
account for the changing wall temperature due to the cooling.
Scenario 2: Supersonic nozzle. At the nozzle entry I we additionally set the
mass fractions Xα,∞ = ρα,∞/ρ∞ of each species α. At the nozzle exit O only the
outflow pressure is prescribed by setting p = pout. Due to the short test duration
of a few milliseconds in the corresponding experiments [9, 21, 32], there is no
wall temperature increase. Hence, all nozzle walls are modeled as isothermal walls
(W,HG,iso).
2.2 Porous Medium Domain
The porous medium flow is characterized by the porosity ϕ of the material. We
assume that the entire void space is connected. Thus, we do not have to deal with
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isolated cavities. Furthermore, the porosity is constant in the entire domain. For our
two scenarios the flow in the porous medium is laminar. Furthermore, we have to
account for the drag that evolves due to the solid obstacle using a Darcy-Forchheimer
velocity equation. In short form, the resulting system of equations for a steady state
flow reads
LPM(UPM) = 0. (4)
It consists of the continuity equation for the density ρ f of the coolant, the Darcy-
Forchheimer equation for the Darcy velocity vD and two heat equations for the
temperatures Ts and T f of the solid and the coolant, respectively, i.e.,
UPM = (ρ f , vD, Ts, T f ). (5)
Considering two temperatures allows to account for a potential thermal
non-equilibrium of the solid and the fluid. The model is complemented with a perfect
gas law for the coolant. Again, we refer to previous work [4] for further details.
The model is supplemented with boundary conditions. Assuming that the condi-
tions in the reservoir are constant and homogeneous we can derive the pressure and
the temperatures on the reservoir boundary R from a fixed coolant temperature Tc,
e.g., given by measurements. Furthermore let Tb be the temperature of the solid on
the backside of the porous material. Then the boundary conditions on the reservoir
boundary R read Ts = Tb, T f = Tc and ρ f = pR/(Rc Tc), where Rc denotes the
specific gas constant of the coolant. Furthermore, the solid side walls at W,PM are
assumed to be adiabatic, i.e.,∇Ts · n = ∇T f · n = 0, and the slip conditions to hold,
i.e., n · vD = 0. Note that at W,PM no boundary conditions for the density ρ f have
to be imposed because viscous effects are neglected in the continuity equation and
the Darcy-Forchheimer equation.
2.3 Coupling Conditions
So far we have not yet addressed boundary conditions at the coupling interface Int
for the hot gas flowand the porousmediumflow.Note that in the presentworkwe only
consider injection normal to the porous wall without entrainment of hot gas into the
porous medium. At the coupling interface Int the flow quantitiesUHG, see (2) or (3),
in the hot gas domain HG and UPM, see (5), in the porous medium domain PM are
coupled. Since our model is based on a two-domain approach, we impose boundary
conditions for both domains at the interface Int where the boundary conditions for
the porous medium domain access data of the hot gas domain (PM ← HG) and vice
versa (HG ← PM). The coupling conditions, which are specified in the following,
make use of the equation of state and the formula for the mass flow rate, in general
notation given by p = ρRT and ṁ = ρvA, respectively.
38 V. König et al.
PM ← HG: The coupling conditions at the interface Int for PM use the pres-
sure pHG, the temperature THG and the temperature gradient ∇THG of the hot gas at






where vD,n = vD,n · n denotes the absolute value of the injection velocity vector vD,n
normal to the porous wall with outer unit normal vector n, ṁc the prescribed coolant
mass flow rate and Ac the surface area of the porous medium, and
(1 − ϕ) (κ s∇Ts) · n = cp, f ρ f vD,n (T f − THG) + κHG∇THG · n. (7)
Here κ s and κHG denote the heat conduction tensor of the solid in the porous medium
and the heat conduction coefficient of the hot gas fluid, respectively, and cp, f the
heat capacity at constant pressure of the hot gas fluid.
HG ← PM: The coupling conditions at the interface Int for HG use the Darcy
velocity normal component vD,n and the fluid temperature T f of the porous medium
at the interface such that
ρ = pHG
Rc T f
, vn = vD,n · ō, E = cvT f + 1
2
v2D,n. (8)
In contrast to original work where we investigated uniform mass injection [3, 4,
8] we recently added the parameter ō to account for non-uniform injection that is
set to 1 for uniform injection. Furthermore, the turbulence kinetic energy k at the
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) , (9)
as proposed by Wilcox [29] to account for mass injection at the modeled porous
surface. Here uτ = √τw/ρ denotes the friction velocity with the wall shear stress τw.
For the supersonic nozzle flow the mass fractions of the coolant Xα,c are set at
the interface to compute ρα = ρ · Xα,c with ρ from (8). Note that for foreign gas
injection the mass fraction at the interface is 1 for the coolant species and 0 for all
species contained in the hot gas flow.
We would like to emphasize that originally in [5] the injection velocity (6) was
prescribed to simulate non-uniform injection. For a better control of a specific mass
flow rate the parameter ō representing a local fraction or a percentage of a given mass
flow was introduced in [16]. There it was incorporated in the coupling conditions for
the porousmedium.However, this causedmodeling errors in the pressure distribution
in the porous medium. Therefore, we recently incorporated this parameter in the
coupling conditions for the hot gas [17].
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Finally,we emphasize that in the case of uniform injection and thermal equilibrium
in the porous material our coupling conditions enforce pressure continuity across
the interface. For non-uniform injection and thermal equilibrium the local pressure





ō dγ = 1 (10)
we obtain integral pressure continuity instead. For thermal non-equilibrium, regard-
less of the injection type, the pressure is not continuous which is in agreement with
the literature considering the interface as an idealization of a thin layer in which the
pressure can change significantly because of the presence of the porousmaterial [23].
3 Numerical Methods
For the two-domain approach we use two different solvers to discretize the RANS
equations (1) and the porous medium model (4).
Porousmediumsolver.Afinite element solver is used to solve the porousmedium
model. It has been implemented using the deal.II library [1]. For this purpose a weak
formulation for the system (4) was derived, see [4, 8]. The resulting system of
variational equations is split into two parts:
• a linear elliptic system for the two heat equations to determine the temperatures
for the coolant and the solid;
• a nonlinear transport system consisting of the continuity and the Darcy-Forchhei-
mer equation to determine the density of the coolant and the Darcy velocity.
The nonlinear system is linearized and solved by a Newton iteration to which we
refer as the inner iteration. The two systems are solved iteratively until the residual
of the complete system drops below a chosen tolerance (outer iteration).
Hot gas solver. For the discretization of the RANS equations (1) we use the flow
solver Quadflow [2]. This fully adaptive finite volume scheme operates on locally
refined B-Spline meshes.
Two-domain solver. For the solution of the coupled problem, we iteratively solve
the RANS equations and the porous medium equations for the hot gas flow and the
porous medium flow, respectively, by applying the two solvers in alternation and
exchanging data at the interface as described in Sect. 2.3. This provides solutions
UHG and UPM in the two flow regimes. The iterative process is summarized in
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Algorithm 1:
Step 1: Initialize the flow solver.
Step 2: Transfer data (pHG, THG,∇THG) provided by the flow solver to the
porous medium solver.
Step 3: Converge the porous medium solver.
Step 4: Transfer data (vD,n, T f ) from the porous medium solver to the flow
solver.
Step 5: Converge the flow solver.
In contrast to previous work [4, 6, 8] we use the reservoir pressure pR as a fitting
parameter to ensure that the givenmass flow rate ṁc is met at the interfaceInt and the
continuity of the pressure distribution at the interface is established. For this purpose
we perform an outer iteration on the flow solver until the target mass flow rate ṁc is
met following [17]. In each iteration i , the mass flow rate ṁiInt at the interface Int is
compared with the given target mass flow rate ṁc and pR,num is updated by








For an initial guess p0R,num we use either experimental data or an approximation
determined by the Darcy-Forchheimer equation [16].
4 Numerical Results
In this section we present numerical results for two application scenarios where the
two-domain approach is applied to investigate transpiration cooling in a subsonic
thrust chamber and a supersonic nozzle.
4.1 Non-uniform Injection into a Subsonic Hot Gas Channel
Flow
In the first scenario we investigate non-uniform injection coupling conditions and
compare the results with uniform injection. This is motivated by developments in
manufacturing allowing to design specific injection patterns of porousmaterials. This
leads to the necessity of affordable non-uniform injection simulations for transpira-
tion cooling. For this purpose, we consider the following configuration: the domains
for the porous medium and the hot gas channel are PM = 48mm × 10.9mm ×
48mm and HG = 1, 120mm × 60mm × 90mm, respectively, where the porous
medium is mounted to the bottom side of the hot gas channel 580 mm downstream
of the channel entrance and centrally in lateral direction. To investigate the influence
of the injection pattern on the cooling and, thus, the effectivity of the transpiration
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cooling, we consider two injection patterns: the first one depends on the lateral coor-
dinate z and is given by ō = 0.887(sin( 548π · (z + 24)) + 1), while the second one
depends on the streamwise coordinate x and is given by ō = 0.887(sin( 548π · x) + 1).
We refer to these as the lateral and the streamwise wave pattern, respectively. For
(x, z) ∈ [0, 48] × [−24, 24] the wave patterns consist of three peaks and two sinks
corresponding to high and low injection rates. The factor 0.887 scales ō such that
(10) holds. A similar pattern was numerically and experimentally investigated in [17]
where ō depends on experimental outflow measurements. The disadvantage of ō
depending on experimental data lies in the necessity to project the discrete data onto
the computational mesh.
The porous medium domain is discretized by a mesh with 60 × 30 × 60 cells.
The mesh lines are concentrated towards the hot gas and towards the reservoir side
by applying a stretching technique.
For the hot gas domain we use a coarse mesh of about 135,000 cells in the first
coupling step, i.e., Steps 2–5 of Algorithm 1. Then the data in the hot gas domain
are prolongated to a uniformly refined mesh consisting of 1.08 million cells as an
initial guess for the solution process on the finer mesh. Another four coupling steps
are performed to obtain a converged coupled solution in the hot gas flow domain.
Additionally a mesh convergence study was performed with a hot gas mesh of
8.64 million cells.
Weperform three computations: uniform injection and non-uniform injectionwith
lateral and streamwise wave pattern. Both the hot gas and the coolant are air. The
parameters for the coupled simulations can be found in Table1.
In Fig. 2 (left) we show the temperature distribution at the wall in the hot gas
domain where the porous medium is mounted. In Fig. 2a, b the simulation results for
the two non-uniform configurations are presented. We use the same integral mass
Table 1 Flow and porous material parameters for test scenario 1
Flow Porous material
Mach number M∞ 0.144 Throughflow direction Parallel
Inflow temperature T∞ 375.05 K Porosity ϕ 12.36 %
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Fig. 2 Comparison of uniform injection and non-uniform injection patterns
flow rate for both the uniform and the non-uniform injection. Therefore, the porous
areas with weak injection (light blue on the blowing insert in Fig. 2a, b are balanced
by those with high injection. This has a strong effect on the cooling of the porous
material itself and on the wake of the sample.
In Fig. 2a the areas with almost no injection can be seen over the porous material.
In the wake of the sample the cooling film exhibits three streaks. The temperatures
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in the wake of areas with higher injection are lower than in the uniform injection
case. In the wake of areas with almost no injection almost no cooling film is observed
leading to high temperatures.
In Fig. 2b the areas with almost no injection can also be seen over the porous
material. The cooling film in the wake of the sample is more uniform compared to
the lateral wave pattern. The cooling film is slightly extended in streamwise direction
compared with the uniform injection case.
To get a better understanding of the cooling film, especially in the wake of the
sample, we perform a more detailed investigation by means of temperature data
extracted in streamwise direction and lateral to the flow in the wake in Fig. 2 (right).
A comparison of the wall temperature for the uniform injection and the lateral wave
pattern is presented in Fig. 2d. Temperature data are extracted along the centerline
(z = 0 mm) for the uniform injection and at a peak (z = 0 mm) and at a sink (z =
14.4 mm) for the lateral wave pattern. Due to almost no injection at the sink the
temperature above the porousmaterial is significantly higher than in the uniform case.
It is also significantly higher in the wake (x > 48 mm), and at position x ≈ 70 mm
the temperature increases to the isothermal wall temperature TW = 362.6 K. For
x > 70mm the temperature is larger than TW due to the adiabatic boundary condition
in the wake of the porous medium and therefore no cooling film can be observed.
For the peak the temperatures above the porous material are similar to the uniform
injection. In thewake the temperatures are significantly lower due to a thicker cooling
film resulting from the higher injection rate.
In Fig. 2e the uniform injection is compared with the streamwise wave pattern
along the centerline (z = 0 mm). Above the porous material two areas with almost
no injection can be identified for the streamwise wave pattern case. Here the temper-
atures are similar to the temperatures at the sink in the lateral wave pattern case. In
the wake of the sample (x > 48 mm) the streamwise wave pattern shows a slightly
thicker cooling film, probably due to the injection rate peak close to the trailing edge.
In Fig. 2f a comparison of uniform and non-uniform injection temperature data
downstream of the sample (x = 65 mm) is presented. For the lateral wave pattern
three troughs can be observed in the simulations. For the streamwise wave pattern the
cooling film is uniform and very similar to the uniform injection. The mean values
of the three curves are 348.4, 346.5 and 348.0 K for the lateral wave, streamwise
wave and uniform case, respectively.
4.2 Uniform Injection into a Supersonic Nozzle Flow
The second scenario is motivated by the nozzle test facility [9, 21, 32] of the Shock
Wave Laboratory at RWTH Aachen. The facility consists of a detonation tube, an
attached axisymmetric nozzle, a vacuum tank and a damping section. The detonation
tube provides hot water vapor for a quasi-steady nozzle flow for 7–10 ms. In this
work, we concentrate on the simulation of the flow in the expansion part of the nozzle
which has a length of 340 mm, a throat diameter of 16 mm, a half-opening angle of
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15◦, a throat radius of curvature of 12 mm and an expansion ratio Aexit/A∗ of 156.
The nozzle has a slot with a length of 110.25 mm and a width of 8 mm in which a
porous medium can be installed for transpiration cooling. The leading edge of the
slot is positioned about 98 mm behind the nozzle throat (measured on the nozzle
centerline).
We perform two simulations with (i) a porous medium with a cross-section sur-
face corresponding to the dimensions of the slot and (i i) a porous medium of the
same length but comprising the whole circumference of the nozzle. Due to the short
test duration, analogously to the aforementioned isothermal nozzle wall there is no
temperature increase of the fluid or the solid temperature in the porous material, i.e.,
we have T f = Ts = Tc. Hence, for our two simulations the coupling conditions (8)
and (9) for the hot gas flow can be directly calculated without simulating the porous
medium flow.
To account for the quasi-steady behavior, we couple the nozzle flow with the
calculated porous medium data only once. In particular, we first of all perform a fully
adaptive nozzle flow simulation without cooling which provides a final mesh with
about 26 million cells. Based on the resulting hot gas data, (8) and (9) are calculated
and used as boundary conditions for the subsequent slot and circumferential injection
simulations, both with uniform cooling gas injection. These are then conducted by
converging the flow solver once more on the final mesh.
The gas in the supersonic nozzle flow is water vapor with initial mass fractions
XH,∞ = 0.00251, XH2,∞ = 0.01176, XH2O,∞ = 0.842, XO,∞ = 0.01231, XO2,∞ =
0.08668 and XOH,∞ = 0.04474. The injected cooling gas is helium. The two simula-
tions only differ in the dimensions of the porous medium and are conducted with the
parameters listed in Table2. Note that no parameters regarding the porous material
are given because the porous medium flow is not simulated. The flow data are based
on experiments planned at the Shock Wave Laboratory for a porous medium with
dimensions 110.25mm × 8mm × 7mm and characteristics similar to those of the
first scenario, see Table1.
The temperature distribution in the nozzle for slot and circumferential injection
can be seen in Fig. 3a and b, respectively, on six slices through the nozzle. The par-
Table 2 Flow parameters for test scenario 2
Nozzle flow Porous medium flow
Mach number M∞ 1.0 Integral coolant mass
flow rate ṁc
0.58 g/s
Inflow temperature T∞ 3,288 K Coolant temperature
Tc
333.15 K
Inflow pressure p∞ 1.698 MPa Specific gas constant
helium Rc
2,077 J/(kg K)
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Fig. 3 Comparison of slot and circumferential injection into nozzle flow
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ticular positions of the slices are indicated in the figures. Note that only temperatures
between 350 K and 1,150 K are displayed. The leading and the trailing edge of the
porous medium are positioned at x ≈ 98 mm and x ≈ 208 mm, respectively. The
formation of a narrow cooling film in the case of slot injection is visible in Fig. 3a,
in particular on the slices x = 190 mm and y = ymin + 0.8 mm, where ymin refers
to the local y-coordinate on the nozzle wall at z = 0 depending on x . In contrast, in
the case of circumferential injection, there is a continuous cooling film on the nozzle
wall, see for instance the slices x = 190 mm or y = 0 mm in Fig. 3b. Since a cooling
film is an obstacle to the hot gas flow, a stronger flow deceleration can be observed
for the circumferential injection. Hence, the temperatures in the interior of the nozzle
away from the walls are slightly higher compared with the slot injection case. This
effect is visible in Fig. 3a and b, e.g., on slice y = 0 mm between x = 190 mm and
x = 280 mm or on slice x = 280 mm.
An interesting phenomenon can be observed when comparing the temperatures
in the cooling film boundary layers: With slot injection, lower temperatures can
be achieved, as visible around the intersection point of the slices z = 0 mm, y =
ymin + 0.8 mm and x = 190 mm. This is probably due to the slot being only a
narrow obstacle which can be avoided by the hot gas flow by flowing around it. A
comparison of the streamlines on the slice y = ymin + 0.8 mm in Fig. 3c, d confirms
this conjecture. As a consequence, the slot cooling film can become thicker than the
circumferential cooling film and, hence, results in a better cooling effectiveness at
selective positions. Figure3c, d also show the distribution of helium in the nozzle
flow. In the slot injection case, the cooling film widens towards the trailing edge of
the porous medium at x ≈ 208 mm and narrows downstream of the trailing edge.
Temperature boundary layer profiles in wall-normal direction in the wake of the
porous medium at x = 280 mm on the centerline z = 0 mm are depicted in Fig. 4a.
According to expectations, a better overall cooling is obtained by circumferential
injection despite selective lower temperatures achieved by slot injection as described
above. However, the comparison with the temperature profile for nozzle flowwithout
any cooling gas injection reveals a significant cooling also in the slot injection case.
The temperature peak in the lower part of the boundary layer (wall distance less
than 2 mm) is reduced from 945 K (no cooling) to 853 K (slot injection) and 746 K
(circumferential injection).
Figure4b shows the wall heat fluxes for the line y = ymin, z = 0 mm, which
corresponds to the centerline of the slot, with and without cooling gas injection.
Due to the isothermal nozzle walls, the wall temperature and the temperature of the
cooling gas are the same (333.15 K). Hence, the wall temperature gradients up- and
downstream of the leading edge of the porous medium are similar. However, the
thermal conductivity of helium is about 3.5 times higher than that of water vapor
which leads to the peak of the wall heat fluxes at the leading edge of the injection.
Further downstream the heat fluxes rapidly decrease with a value close to zero at the
trailing edge of the porous medium in the case of slot injection. The larger wall heat
flux over the porous medium for circumferential injection is again explained by the
thicker cooling film for slot injection. In the wake of the injection, both heat fluxes
slowly increase, but the cooling effect persists up to the nozzle exit.
A Coupled Two-Domain Approach for Transpiration Cooling 47
Fig. 4 Temperature boundary layer and wall heat flux for slot and circumferential injection into
nozzle flow
5 Conclusion
Transpiration cooling, especially using C/Cmaterial, is an active field of research. So
far, the heat transfer process of a porous medium flow interacting with a hot gas flow
is not yet fully understood. In this paper we presented coupling conditions taking
into account non-uniform injection. The numerical results for the subsonic thrust
chamber confirm that the injection pattern has a strong influence on the cooling film
and therefore needs to be considered in the technical design of a cooling system. This
is in accordance with experimental investigations of C/C material characteristics at
the DLR Stuttgart and of a wind tunnel setting at the University of Stuttgart in [17]
where numerical results are compared with infrared measurements.
The numerical results of cooling gas injection into the nozzle show that our
approach is suitable for rocket-engine-like flows even though the porous medium
was not simulated in this case. By studying two arrangements of the porous medium
(slot or circumferential injection), the simulations led to further insight into the
behavior of transpiration cooling. A corresponding experimental study would come
at a high cost. Since the experiments at the ShockWave Laboratory at RWTHAachen
have not yet been conducted, further simulations could help set up the experiments,
e.g., by applying different coolant mass flow rates. The experiments will provide
data for the wall heat flux on top and in the wake of the porous medium. These will
be compared with our numerical results.
So far, themicro-scale behavior of the injection through the porous surface has not
been considered. Since a direct simulation is not feasible due to prohibitively high
computational costs, effective coupling conditions need to be designed that model
the influence of the micro-scale effects on macro-scale quantities, e.g. average of the
skin friction coefficient, without resolving the micro-structures. Preliminary work
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on this is reported in [14] where an upscaling approach for a porous material surface
is developed.
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Innovative Cooling for Rocket
Combustion Chambers
Jonas Peichl, Andreas Schwab, Markus Selzer, Hannah Böhrk,
and Jens von Wolfersdorf
Abstract Transpiration cooling in combination with permeable ceramic-matrix
composite materials is an innovative cooling method for rocket engine combus-
tion chambers, while providing high cooling efficiency as well as enhancing engine
life time as demanded for future space transportation systems. In order to develop
methods and tools for designing transpiration cooled systems, fundamental experi-
mental investigations were performed. An experimental setup consisting of a serial
arrangement of four porous carbon fiber reinforced carbon (C/C) samples is exposed
to a hot gas flow. Perfused with cold air, the third sample is unperfused in order to
assess the wake flow development over the uncooled sample as well as the rebuild-
ing of the coolant layer. Hereby, the focus is on the temperature boundary layer,
using a combined temperature/pitot probe. Additionally, the sample surface temper-
ature distribution was measured using IR imaging. The experiments are supported
by numerical simulations which are showing a good agreement with measurement
data for low blowing ratios.
1 Introduction
During the three funding periods (FP) of the TRR40 extensive investigations have
been conducted in subproject A5 (SP A5) regarding transpiration cooling. Using
detailed experimental analysis on single transpiration cooled samples, analytical 1D-
models have been developed describing the cooling efficiency of the transpiration
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cooled sample, but neglecting the coolant film development of upstream transpiration
cooling (FP 1) [6]. To get a better understanding of the physical coupling mecha-
nisms of the transpired coolant and the hot cross flow, the measurement apparatus
was extended to measure the boundary layer characteristics using pitot tubes and
thermocouples in the hot gas flow. Schlieren visualizations gave further insight into
the interaction between coolant and hot gas flow [13]. The experimental data also
served to validate numerical models coupling the hot gas flow and the porous wall
[1, 8].
In contrast to film cooling, the pores in the material are very small and distributed
over the surface. To be able to characterize this property, a test bench to measure
this distribution has been developed, where the dynamic pressure distribution of the
outflowing coolant is measured using a pitot tube [16]. Additionally, application of
electro-coating processes allowed for improvements in the design of the samples
[15]. This led to more robust samples, which made it possible to characterize fully
instrumented samples and use these identical samples in the hot gas channel for
transpiration cooling experiments. Thus, the effects of inhomogeneities in the out-
flow distribution on the cooling behaviour of the sample and the wake flow were
demonstrated and even further incorporated into numerical results showing a good
agreement in cooling behaviour [4]. Whilst the investigations in FP 1 and FP 2 have
been focused on a single transpiration cooled sample, transpiration cooling offers the
opportunity to adapt the local coolant mass flow by supplying different pressures,
varying the porous wall thickness or stacking materials with different permeabili-
ties. Thus, in a real combustion chamber an additional efficiency gain is expected by
adjusting the coolant mass flow distribution to the local heat load and only replen-
ishing the coolant film layed by upstream transpiration cooling as needed [2, 9, 10].
This concept is visualized in Fig. 1, depicting the approach of adjusting coolant mass
flow to the local thermal situation.
Especially when taking into account the whole thrust chamber system with
additional constraints like coolant supply pressure, injection temperature and highly
varying thermal loads from injector to nozzle exit, it is evident that the most efficient
coolingwill be achieved by an optimized combination of different cooling techniques
like transpiration-, film-, and regenerative cooling.
Using the combined approach of sample characterization, transpiration cooling
experiments, analytical modelling and numerical simulations developed in FP 1 and
FP 2, the current research is focused on local variations of coolant mass flow rate.
Thereby, the effects of accumulating coolant film through transpiration cooling and
degeneration of that film on low or non-perfused sections as well as replenishment
of this coolant film can be studied in detail.
2 Experimental Setup
In order to experimentally determine the accumulation of coolant film and degen-
eration of the coolant layer over non-perfused samples, a new stacked ceramic test
bed consisting of four independent samples has been developed. The specimen and
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Fig. 1 Envisioned optimized cooling scheme for rocket combustion chambers
its characterization are described in Sect. 2.1. From preliminary numerical studies
operating conditions have been identified that show the phenomena of accumulat-
ing coolant film, degeneration of the coolant film over a non-transpiration cooled
section and subsequent regeneration of the coolant film [5]. The test channel and the
operating conditions are described in Sect. 2.2.
2.1 Stacked Transpiration Cooling Specimen
The specimen shown in Fig. 2 contains four permeableCarbon/Carbon (C/C) samples
of AC = L × W = 67 × 52mm2 size and t = 10mm thickness each. Each of
the samples exhibit a ply-parallel through-flow direction. Visible at the edges of the
C/C samples, a galvanic copper layer is used to prevent lateral mass flow and to
solder the individual sample into the sample holder. From the sample holder a 1mm
stainless steel plate can be seen at the leading and trailing edge. Additionally, to
separate the coolant supplies of the four samples, a dividing plate is placed between
each sample as shown in Fig. 2.
For temperature measurements ten Type K thermocouples are integrated into each
sample. Four surface thermocouples at the outlet of the C/C-sample (see Fig. 2),
one thermocouple at the backside surface and five thermocouples located at various
depths inside the sample. These serve to capture the temperature distribution inside
the C/C-samples when exposed to a hot gas flow. Each fully integrated and instru-
mented sample has been characterized at the AORTA (Advanced Outflow Research
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Fig. 2 Specimen setup and characterization
facility for Transpiration Applications) [16] test bench regarding permeability and
outflow distribution.
Figure2 shows the outflow distribution measured with a pitot tube with an inner
diameter of 0.8mm on a grid with a step size of 0.4mm in x- and y-direction and a
mass flow of 1.7 g/s. A detailed description of the measurement procedure is given
in [15]. The contour graphs show themeasured dynamic pressure at each point, where
the colour scale has been adjusted to the same maximum value of 200 Pa, to best
show the general outflow pattern. Typical for a ply-parallel through-flow are the line
like patterns, stemming from the plies of the material as well as the regions with very
little to no through-flow at the joints of the plates. This general pattern is similar for
each sample, but the measurements also reveal some other outflow inhomogeneities
between the samples. While sample 1 for example exhibits a homogeneous outflow
distribution, sample 3 exhibits increased throughflow at the leading edge due to
imperfections in the galvanic and soldering process.
The permeability of the samples is described by the Darcy-coefficient kD and the
Forchheimer-coefficient kF , using the Darcy-Forchheimer equation in its compress-
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Thereby, Pi and Po are the inlet and the outlet pressure. Further parameters are
the thickness of the sample t , the dynamic viscosity of the coolant μo, the density of
the fluid ρo and the superficial velocity vo where the subscript o denotes values at the
outlet of the sample. To determine the Darcy coefficient kD and Forchheimer coef-
ficient kF , steady state measurements with different mass flow rates are conducted.
The permeability coefficients are then fitted to the resulting pressure - massflow
curve using a “least squares algorithm”. The uncertainties are calculated using a
Monte-Carlo method with a sample size of 200,000 [16]. With the current samples,
measurements could be conducted with mass flows up to 10 g/s. The maximum pres-
sures at 10 g/s ranges from 4.75 bar to 5.2 bar between the ceramic samples. The
resulting permeability coefficients are also given in Fig. 2.
2.2 Hot Gas Channel and Measurement Setup
The described specimen is exposed to a hot gas flowwithin theMedium Temperature
Facility (MTF). This suction mode driven test facility is heated up by an electrical
heater and operating at test conditions of up to THG = 373.15K for a maximum
measurable mass flow rate of ṁHG = 0.568 kg/s, a more detailed description is
given in [12, 17]. Accelerated by a nozzle,the hot gas passes through a test section
of a cross-section size of AHG = W x H = 60 × 90mm2 and a final length of
290mm [12, 14].
In order to obtain information about the boundary layer development above the
effused porous samples a measurement rake is inserted in the test section with an axi-
ally and vertically traversable apparatus and depicted encircled in Fig. 3. A pitot tube
( 0.5mm±0.01OD, 0.3mm−0 + 0.02 ID) for stagnation pressure measurements
and a Type-K sheath thermocouple with a diameter of 0.5mm recording a recovery
temperature form a measurement rake which protrudes 20mm oriented blunt into
the undisturbed hot gas flow. Due to the inflow on the thermocouple, stem conduction
caused measurement errors are neglectable small. A recalculation of the measured
data into velocity and temperature profiles is done following the descriptions of [12].
In this investigation five different locations for temperature and velocity profile mea-
surements have been chosen. The numbers 7, 8, 9, 10 and 12 in Fig. 3 refer to these
measurement points at axial positions of 148mm, 164mm, 182mm, 216mm and
107 8 9 12
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Fig. 3 Test section of the medium temperature facility and the various measuring positions for
temperature and velocity boundary layers
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Table 1 Summary of the derived steady-state test case parameters with the according inlet tem-
perature and pressure
No. FC1,2,4 /% ṁC1,2,4 / g/s TS2 / K TS3 / K TS4 / K PS1 / kPa PS2 / kPa PS4 / kPa
0 0.00 0.00 360.8 359.6 360.6 79.91 79.6 79.13
1 0.10 0.21 331.8 347.3 329.5 105.28 107.26 117.5
2 0.15 0.32 326.5 344.4 326.2 115.71 118.26 123.87
3 0.25 0.53 318.6 338.7 319.8 134.25 137.81 141.27
4 0.50 1.06 308.4 329.5 310.6 173.2 178.92 176.51
5 0.75 1.58 303.4 323.9 305.5 205.04 212.29 208.33
6 1.00 2.11 301.2 320.5 303.2 234.65 243.03 235.82
7 1.50 3.17 297.6 315.3 299.3 288.57 298.24 289.46
240mm, respectively. These positions are selected due to the main objective of this
measurement campaign as mentioned in Sect. 1 with an uncooled third sample, while
samples 1, 2 and 4 are cooled by an identical mass flow of coolant air ṁC1,2,4 , varied
for different testing conditions. Considering the mass fluxes of hot gas and transpired
coolant through the porous samples the dimensionless blowing ratio
FC = transpired mass flux




can be defined. All steady state operating conditions are listed in details in Table 1.
In this context the pressures PSi represent the back plenum pressure in order to
perfuse the various samples with their corresponding permeabilities according to
Fig. 2 with the appropriate blowing ratios. Furthermore, the temperatures TSi per-
tain to the sample backside temperature, measured by thermocouples positioned on
each sample back side. For TS1 , the measurement data showed a significant deviation
due to a loose contact to the sample. The measurement data are therefore omitted.
Since for the boundary conditions for the simulation, as seen from plenum temper-
ature measurements, no significant deviation has to be expected for sample 1, TS1
is approached as TS2 . On the outlet side the porous samples are exposed to main
flow conditions at a hot gas temperature THG = 373.15K and a hydraulic diame-
ter based Reynolds number ReDh = 200,000. Knowing the test section cross size
as well as the static channel pressure pHG = 80 kPa inside the test section the
hot gas mass flow amounts to ṁHG = 0.327 g/s. This results in a bulk velocity of
ubulk = 80m/s and a Mach number of Ma = 0.2 emphasizing incompressibility
of the flow.
Besides boundary layer measurements with themeasurement rake, the test section
also provides optical access for an areal non-intrusive surface temperature measure-
ment through a Calcium Fluoride window with a thickness of 5mm. An infrared
camera type FLIR SC7600 with a resolution of 640 × 512 pixels and sensitive for
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Fig. 4 Exemplary fit functions for transformation of recorded digital levels to a spatial temperature
distribution for the third and fourth sample
wavelengths between 1.5µmand 5µm is installed aside the test section at an angle of
α = 33◦ to the porous sample surface. In order to reduce optical warping the infrared
camera is traversed parallel to the test section and focused on every sample’s cen-
ter axis individually resulting in four serial recordings per steady-state operational
point in Table1. For quantitative analysis of the infrared data an in-situ calibration
according to Martiny et al. [7] with application of an empirical simplification of
Planck’s law is used. The latter one is fitted by a differential method on the basis of
Prokein et al. [11] using the case without cooling, respectively number “0” in Table1,
as reference. This approach is visualized in Fig. 4 for the third and fourth ceramic
sample.
For each test case the four surface thermocouples per sample as mentioned in
Sect. 2.1 are correlated with the radiation intensity in direct vicinity of each thermo-
couple. Because of the high volumetric heat transfer coefficient, it is assumed that the
porous wall and the coolant are in thermal equilibrium for this experimental setup
[13]. Hence, the temperature measured by the thermocouples is roughly the wall
temperature. Applying the differential method the latter ones are relating the surface
temperature reductions to reductions of the measured radiation intensity recorded as
Digital Levels, an intensity unit of the infrared camera linked to the chosen integration
time. Thereby, external disturbances are eliminated due to the stationary operating
points associated with constant disturbance.
3 Numerical Setup
For the simulation of transpiration cooled systems, numericalmodelswere developed
in cooperation with Dahmen et al. [1]. Thereon, a Computational Fluid Dynamics
(CFD) design tool using the industry standard simulation softwareANSYSCFX17.2
has been developed. Latter one solves theReynolds-averagedNavier–Stokes (RANS)
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-
Fig. 5 Numerical setup
equations using a Finite-Volume method. The investigated problem is separated into
two domains, representing the hot gas duct and the porous samples, respectively.
Each domain is solved separately until local convergence is obtained. The results at
the interface between the domains are transferred as boundary conditions, therefore
coupling both domains externally via a Python script instead of amonolithic approach
usingANSYS-internal couplingmechanisms.This approachhas beenvalidated using
experimental data [8]. Global convergence is obtained when the difference of both
temperatures at the interface reaches 0.1K.
For the hot gas domain, the given inlet boundary conditions are the measured inlet
temperature and velocity profiles as well as the averaged outlet pressure provided
by the vacuum pump [12]. The duct walls are either set as isothermal or adiabatic
according to Fig. 5. Turbulence is modelled by the Shear Stress Transport (SST)
turbulence model implemented in CFX, combining the κ-ω-model described by
Wilcox [18] for the boundary layer region and the κ-ε-model for the free stream
region. The iteratively changed boundary conditions provided by the porous domain
are the sample surface temperatures TPM,s for the solid and TPM, f for the fluid as
well as the outlet velocity vector −→v PM,out . The sample domain is modelled using
the porous model implemented in CFX based on the Darcy-Forchheimer equation.
The reservoir-side sample wall temperature boundary condition in is taken from
experimental data according to Table1, assuming thermal equilibrium between fluid
and solid on the sample reservoir interface. The coolant mass flow is being calculated
using the definition of the Blowing Ratio as given in Eq.2, while assuming a fixed
hot gas mass flow. On the duct side interface, the calculated heat flux stemming from
the hot gas domain calculation is applied as a boundary condition int,1. The gaps
between the samples are being modelled by setting a rather conservative thermal
resistance of 3.84 · 10−2 m2KW−1 on the sample interfaces as described in [5].
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Fig. 6 Measured (symbol) and simulation (lines) velocity boundary profiles in streamwise direction
at their corresponding axial position for various blowing ratios F in %
4 Results and Interpretation of the Serial Transpiration
Cooling Experiment
The following section discusses the experimental and numerical results. In order
to obtain an all-encompassing impression on the thermal situation in context of
the non perfused ceramic sample, Fig. 7 illustrates the temperature boundary layer
situation. Followedbyan analysis of the surface temperature distributionmeasuredby
infrared thermography in Figs. 8 and 9, the temperature progression is continuedwith
the sample-internal temperature distribution depicted in Fig. 10 assuming thermal
equilibrium of fluid and solid. To complete the picture of the overall thermal structure
a visualization of the fluid mechanical boundary layer situation is added in Fig. 6. As
the comparison to the numerical simulations is the main purpose here, the presented
data focuses mainly on cases 1, 3-5 described in Table1, where the agreement is seen
as acceptable. For higher blowing ratios additional investigations are needed.
In order to gain an overview of the overall fluid mechanical situation the velocity
boundary layer profiles are shown in Fig. 6. Last mentioned are corrected in height by
0.3mm as described in [12] because of placing themeasuring probe under pretension
near the wall. Visible in experimental data is an increase of near wall velocities due
to a reduction of the coolant layer with increasing axial positions on top of the
non cooled sample, until the fourth sample at x = 240mm that is perfused again.
However, the near wall measurements need to be considered carefully due to the
finite dimension of the pitot tube with an outer diameter of 0.5mm as described in
Sect. 2.2. Nevertheless, a good agreement can be stated for the wall remote area in
transition to the undisturbed free stream velocity in the channel center region with
the numerical data. But in the range of the last 10–15% dimensionless distance to the
wall the velocities differ significantly numerically predicting higher velocities in the
velocity boundary layer. This mismatch motivates for a more profound insight of the
mechanical boundary layer description and consequently needs to be investigated
further.
Continuing on from that, the temperature profiles are also shown in Fig. 7 both
experimentally and numerically up to a dimensionless channel height of 0.25. Addi-
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Fig. 7 Measured (symbol) and simulation (lines) temperature boundary profiles in streamwise
direction at their corresponding axial position for various blowing ratios F in %
tionally, the surface temperatures, recorded by infrared thermography and averaged
over a length of ±1mm in the direct vicinity of the five profile measurement points
according to Fig. 3 in Sect. 2.2 along the median axis, are depicted in the tempera-
ture profile plots of Fig. 7 with a cross. It has to be noted that the agreement of the
temperature profiles up to blowing ratios of F = 0.5% and a progressed axial posi-
tion is quite decent. Even though three-dimensional channel side effects are neglected
numerically, the difference of absolute values is rather small. However, the measured
profiles show a slight kink between thickened boundary layer and non cooled, reheat-
ing wall, which is not visible in the simulated profiles. This experimentally measured
thermal boundary layer behavior reflects the context of Fourier’s law, considering the
proportionality of heat flux and temperature gradient [13]. Due to missing coolant
the heat flux into the wall is reduced in accordance with an increased surface wall
temperature. Combined with a further increase of the thermal boundary layer thick-
ness due to turbulent mixing effects within the hot gas flow, the kink occurs in the
temperature profiles. Besides the numerically optimizable thermal boundary layer in
the wake above the non-cooled ceramic sample, the boundary layer profiles of the
cooled fourth sample are met well even for higher blowing ratios. Nevertheless, it has
to be said, that also thermal near wall measurements need to be considered carefully
due to the experimental setup explained in Sect. 2.2 with a measurement rake placed
on the surface in contact to the wall with slight pretension. This and the extremely
small size of the thermal viscous sublayer can further explain the discrepancy of
the measured near wall temperatures and the infrared temperature data. Whereas the
measured temperature profiles and the infrared thermography show slight differences
to the numerical data the good agreement of the simulated data for blowing ratios
up to F = 0.5% is even more remarkable. While at the beginning of the uncooled
sample at a position of x = 148mm the agreement is still rather poor, more down-
stream this agreement is convincing and is meeting the measured infrared surface
temperatures perfectly.
























































Fig. 8 Surface temperature distribution measured via infrared imaging (note different color scales
per blowing ratio)
The temperature distribution on the sample surface determined via infrared imag-
ing is shown in Fig. 8. For the perfused samples, it can be seen that the streamwise
peripheral edges are at a higher temperature level compared to the sample center line,
which is attributed to heat conduction from the hot channel walls. Further visible
is a characteristic stripe pattern orthogonal to the flow direction which corresponds
to the carbon fiber plies. The four thermocouples per sample used for calibrating
the infrared camera as described in Sect. 2.2 can clearly be seen. The white spaces
between the samples represent the non cooled metallic parts of the specimen, where
the calibration of the infrared camera is not valid, and therefore no temperature data
is available.
Due to the transpiration cooling, samples 1 and 2 are continuously cooled down,
with across the gap could be observed, indicating that the gap has no significant
influence on the cooling effect. In contrast, the trailing edge of sample 2 shows a
slight increase of the surface temperature. For the non cooled sample 3, the surface
temperature already increased over the gap and is further increasing over the first
parts of the sample. While not reaching the temperature of the non cooled test case of
TS,uncooled = 367K, the temperatures increase over the whole sample length. Espe-
cially for low blowing ratios, the temperature on sample 4 is almost immediately
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Fig. 9 Sample surface temperature distribution - measured data and numerical results
down or even below the temperatures of sample 2. The increase of the blowing ratio
does only decrease the temperature level of the specimen.
In order to further investigate these effects, the surface temperature profiles along
the sample center line marked red in Fig. 8 are depicted in Fig. 9 and compared
to numerical simulations. Noticeable from these measurements, the amplitudes of
the visible temperature oscillations are higher for the cooled samples compared to
the uncooled sample. Comparing the experimental infrared temperature data to the
simulated surface temperatures shows a good agreement. For low blowing ratios
F ≤ 0.5%, the simulations match the cooling effect remarkably well on the first two
samples as well as the third sample. In contrast, on the fourth sample the simulations
overestimate the cooling effect. With increasing blowing ratios the simulations start
to deviate from the measurement, as the cooling effect is significantly overestimated.
The measured sample-internal temperatures of samples 3 and 4 in comparison
with the simulated sample temperature distribution are shown in Fig. 10. Subse-
quently focusing on the internal sample temperatures similar effects can be recog-
nized. With the non perfusion of the third sample low temperature gradients through
the channel height occur relatively to themuch higher gradients in the cooled sample.
This is directly related to the higher surface temperatures due to the kinking tem-
perature profiles as explained above. In accordance with this, also on the backside
a temperature gradient occurs. Despite a well isolated stack of samples, with heat
conduction by the metallic mounting the entering compressed coolant of ambient
air at ambient temperature is heated up and leads to a temperature layering within
the sample back plenum. Comparing the simulation results to measurement data,
the perfused sample 4 shows a significant deviation for blowing ratios of F ≥ 0.5%.
For the unperfused sample, the simulated temperatures fit the measurement data for
every investigated blowing ratio well.
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Fig. 10 Temperature profiles in porous samples 3 and 4 for various blowing ratios F
5 Summary and Outlook
The focus of the presented work was to investigate the cooling efficiency of a serial
transpiration cooling arrangement. This was accomplished by setting up a serial
arrangement of four identical CMC samples which could be independently perfused
with cooling air. Measurements of the boundary layer were conducted using a mea-
surement rake consisting of a pitot tube and a Type-K thermocouple. Additionally,
the sample surface and internal temperature were measured using both thermocou-
ples and infrared imaging. CFD simulations using ANSYS CFX were performed to
support the experimental data. The cooling effect can be seen in infrared images. The
described methods could be used to investigate the different phenomena linked with
the cooling effect (coolant film, conduction in the specimen and sample internal heat
transfer). Simulation results were compared with the experimental data, showing
good agreement at low blowing ratios F ≤ 0.5% for both flow temperature profiles
and the surface temperatures provided by infrared measurement data. For higher
blowing ratios, the numerical setup will be further improved in order to accurately
simulate transpiration cooled systems.
In future investigations, the results will be transferred in an application-near envi-
ronment, using the Sub-scale Validation Experiment (SVE), a cylindrical serial tran-
spiration cooling experiment which is both capable of performing tests in a hot gas
duct as well as using combustion processes in order to create an realistic environment
comparable to rocket engine combustion chambers.
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Film Cooling in Rocket Nozzles
Sandra Ludescher and Herbert Olivier
Abstract In this project supersonic, tangential film cooling in the expansion part
of a nozzle with rocket-engine like hot gas conditions was investigated. Therefore,
a parametric study in a conical nozzle was conducted revealing the most important
influencing parameter on film cooling for the presented setup. Additionally, a new
axisymmetric film cooling model and a method for calculating the cooling efficiency
from experimental data was developed. These models lead to a satisfying correlation
of the data. Furthermore, film cooling in a dual-bell nozzle performing in altitude
mode was investigated. The aim of these experiments was to show the influence
of different contour inflection geometries on the film cooling efficiency in the bell
extension.
1 Motivation
Film cooling is a cooling technique often used in rocket engines for thermally less
stressed components. In regions of higher thermal loads it is used in combination
with other cooling techniques. It is based on a liquid or gaseous coolant film that
is injected at the wall and creates a protective layer between hot gas and structure.
Due to its reusability and relatively simple system integration, film cooling is an
promising cooling technique also for future generation rocket engines.
For about fifty years a lot of studies on film cooling were conducted [6, 10].
However, especially for the application of film cooling in the supersonic hot gas flow
of a nozzle, which is characterized by high stagnation temperatures and pressures as
well as highMach numbers, themost influencing parameters are neither identified nor
understood. Therefore, the aim of this project is to provide a better understanding
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of film cooling behavior under these conditions. This is done by performing an
experimental parametric study in the expansion part of a conical nozzle. A thoroughly
validation of the nozzle flow showed a good similarity of the flow in the conical
nozzle and the flow in a real engine. Additionally, a theoretical film cooling model
based on the common Goldstein model [2] and a method for calculating the cooling
efficiencies from the measured wall heat fluxes was developed. Based on this, a
well-fitting correlation of the experimental data was found and a simple model for
estimating the needed coolant mass fluxes for a film cooling application in a nozzle is
given. For further application of film cooling in novel nozzle concepts, film cooling
experiments in a dual-bell nozzle were conducted. The aim of these investigations
was an evaluation of the influence of the contour inflection geometry on the film
cooling efficiency in the bell extension of a dual-bell nozzle operating in altitude
mode. All these results can support future design processes of film cooling in rocket
nozzles.
2 Film Cooling Theory
In this project supersonic, tangential film cooling in a supersonic nozzle flow is
investigated. Further, the following assumptions are valid: The coolant is gaseous,
the nozzle hot gas and the coolant gas are not identical, the coolant gas is much
cooler than the hot gas and the coolant Mach number and velocity is lower than that
of the hot gas. A general schema for the coolant- hot gas interaction at the injection
position is given in Fig. 1.
The first mixing of coolant and hot gas occurs in the mixing layer or shear layer,
which starts to grow at the tip of the splitter plate. Since underneath this layer a region
of pure coolant gas exists the wall heat fluxes here are assumed to be dominated by
the coolant gas temperature. After a certain distance from the injection position the
mixing layer reaches the nozzle wall. Starting at this point, the wall heat fluxes are
dominated by the local coolant-hot gas mixture.
Fig. 1 Schematic
interaction of hot gas and
overexpanded coolant at the
injection position for
tangential injection, shocks
and expansion waves are not
shown
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2.1 Film Cooling Efficiency
The cooling efficiency is defined by the ratio of the reached wall temperature reduc-
tion in case of coolant injection to the maximum, theoretical possible wall tempera-
ture reduction.
η = Tr − Taw,c
Tr − T0,c , (1)
with Tr the recovery temperature of the hot gas, T0,c the coolant stagnation tempera-
ture and Taw,c the adiabatic wall temperature in case of coolant injection. Assuming
isothermal wall conditions (Tw = const.) and Tw = T0,c, the cooling efficiency can
be rewritten as [5]
η = 1 − α∞q̇m
αmq̇∞
. (2)
Here, η is a function of the wall heat fluxes q̇ measured in the experiment and
the heat transfer coefficients α of hot gas ∞ and hot gas-coolant mixture m. Since it
is not feasible to determine the ratio of the heat transfer coefficients experimentally,
this ratio was often assumed to be one in previous projects [5, 13]. To check this
assumption, numerical simulations for film cooling in the conical nozzle with dif-
ferent coolant gases and blowing ratios were performed and the cooling efficiencies
without the ratio of the heat transfer coefficients (Fig. 2) and with the real ratio of
the heat transfer coefficients (Fig. 3) were calculated.
Comparing Figs. 2 and 3 a strong influence of the heat transfer coefficients on not
only the total value of the cooling efficiencies but also on the coolant specific cooling
efficiency relative to the other gases can be seen. Therefore, a method for calculating
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with the distance from the injection point x , the thermal conductivity λ, the Prandtl
number Pr and the Reynolds number Re.
2.2 Film Cooling Model
For describing the mixing of hot gas and coolant at the wall an axisymmetric film
cooling model based on Goldstein’s mixing model [2] was developed by Ludescher
et al. (see [7]). In this model the amount of hot gas mixing up with the coolant is
assumed to be equal to the mass flux in a fictitious boundary layer starting to grow at
the injection point. A sketch of the boundary layer growth in the nozzle can be seen
in Fig. 4.
Due to the increasing nozzle diameter of the nozzle extension the mixing hot gas
mass flux ṁ∞ grows not only with the height of the boundary layer but also with the
increasing nozzle radius. Using Goldstein’s definition of the cooling efficiency η
Fig. 4 Axisymmetric mixing model



















This factor depends on the local nozzle radius r(x), the blowing ratio F = ρcuc
ρ∞u∞ ,
the injection slot height s, the nozzle radius at the point of injection rc and the local
boundary layer height of the hot gas δ(x) starting to grow at the injection point.
Accounting for the compressibility and pressure gradient of the nozzle flow the
boundary layer height is calculated using the model by Stratford and Beavers [11]













All experimental investigations were conducted using a detonation based short-
duration facility (see [12]). This facility provides a hydrogen-oxygen combustion
hot gas with high stagnation pressures and temperatures for an effective testing time
of about 4–7 ms. By changing the initial state of the detonation different hot gas con-
ditions can be achieved. Due to this short testing time, the facility walls are assumed
to be isothermal. A heating system to heat the walls up to the saturation temperature
of water vapour was applied [3] to avoid condensation of the gaseous water at the
facility walls. The hot gas conditions used for the experimental investigations are
listed in Table1.
These are the stagnation conditions for the flow in the nozzle, which is attached
to the detonation tube.
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Table 1 Hot gas conditions (based on [12])
Condition 1 Condition 2 Condition 3
T0 3660K 3685K 3630K
p0 30 bar 40 bar 50 bar
ROF 8 8 8
Twall 330K 340K 350K
3.1.1 Conical Nozzle1
The parametric study on film cooling took place in a conical nozzle (see Fig. 5).
Wall heat fluxes and static pressures are measured in the nozzle extension using
thermocouples type E and Kulite pressure transducers. Further details of the nozzle
are given in Table2.
3.1.2 Dual-Bell Nozzle
For investigating the influence of the contour inflection geometry on the coolant
film behavior a dual-bell nozzle with exchangeable contour inflection geometry was
designed and built. Due to practical reasons as much of the conical nozzle setup
as possible was reused in the design process of the dual-bell nozzle. Therefore, the
base nozzle segment was chosen to be a shorter version of the conical nozzle. The
bell extension of the nozzle was designed by Dr. Chloé Génin2 assuming hot gas
condition 1 and a nozzle operation in altitude mode. The final nozzle can be seen in
Fig. 6.
As contour inflection geometries a sharp-edge and a rounded geometry were
chosen, because here the biggest differences in the shape of the expansion fan at
the inflection point are expected. Further details of the dual-bell nozzle are listed in
Table3.
As the conical nozzle the dual-bell nozzle is instrumented with thermocouples
type E and Kulite pressure transducers.
3.1.3 Coolant Supply
For tangential coolant gas injection a circumferential injection slot is placed in the
nozzle extension. Due to the laval nozzle like shape of the injection slot the coolant
flow is accelerated to supersonic speed. The coolant mass flux is controlled by a
venturi nozzle. The coolant supply and injection system is the same for both nozzles.
A schematic sketch of the supply system can be seen in Fig. 7.
1The experimental setup of the conical nozzle was designed by Mr. Yahiaoui see [13].
2Project K2 of SFB TRR 40.
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Fig. 5 Conical nozzle with heating system and stagnation chamber
Table 2 Details of the conical nozzle [13]
Expansion part length 340mm
Throat diameter 15.96mm
Half opening angle 15◦
Fig. 6 Dual-bell nozzle at the test facility (left) and section view of the nozzle (right)
Table 3 Details of the dual-bell nozzle




Distance between coolant injection and contour
inflection
19.9mm
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Fig. 7 Schema of coolant supply system
Table 4 Coolant injection details (for details of the coolant supply setup of the conical nozzle see
[13])
Conical nozzle Dual-bell nozzle
Slot height (s1, s2, s3) 0.46, 0.41, 0.56mm 0.46mm
Splitter thickness 1mm 1mm
Distance between A* and
injection position
87mm 87mm (end of base nozzle)
The injection slot is exchangeable in every nozzle such that different slot heights
can be applied. For the presented setup three different slots are available (see Table4).
To allow for experiments without coolant injection a disturbance free flow the
injection slot can be replaced by an insert, which provides a smooth inner nozzle
wall contour [13].
4 Results Conical Nozzle
4.1 Reference Flow
First, experiments without film cooling were conducted. Here, the wall heat flux and
static pressure distribution along the nozzle wall for every hot gas condition (see
Table1) were measured. Furthermore, RANS simulations with ANSYS Fluent were
conducted, which took into account the chemical behavior of the flow [7]. Based
on the comparison of the experimental and numerical results the assumption of a
turbulent boundary layer and a chemical frozen state of the flow close behind the
nozzle throat is confirmed [7]. A comparison of experimental and numerical wall
heat fluxes for each condition is shown in Fig. 8.
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Fig. 8 Experimental and
numerical wall heat flux
distribution for all three hot
gas conditions
Fig. 9 Wall heat flux
distribution without
(reference) and with carbon
dioxide injection (F = 3.6)
4.2 Parametric Study
As next step coolant gas was injected. Figure9 shows exemplary for carbon dioxide
as coolant gas a comparison of wall heat flux with and without coolant injection.
The strong cooling effect of the injected gas shortly downstream of the injection slot
is clearly visible by the strong heat flux reduction. The measured heat fluxes with
and without cooling allow to determine the cooling efficiency according to Eq. (2).
With a parametric study the influence of various parameter on film cooling efficiency
were investigated. Therefore, the injection conditions, the hot gas conditions and the
coolant gas were separately changed [7]. The qualitative findings of this study are
listed in Table5.
4.3 Correlation
In the following the axisymmetric film cooling model and the method for calculating
the film cooling efficiencies (see Eqs. (2) and (5)) were used to correlate the data
gained in the parametric study. As can be seen in Fig. 10 a good correlation of the
experimental data is reached.
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Table 5 Influence of an increasing parameter (left) on the cooling efficiency (right) [7, 8]
Parameter η
Coolant mass flux Increases
Slot height Increases
Mach number coolant Increases
Heat capacity coolant Increases
Prandtl number coolant Decreases
Molar mass coolant Decreases
Injection pressure coolant Increases
Distance from injection point Decreases
Blowing ratio Increases
Momentum flux ration Increases
Convective Mach number No influence
Fig. 10 Correlation of the experimental data, red curve refers to Eq.9
The resulting curve is fitted by
η = 1
1 + 0.1101( cp,∞cp,c ξ)1.3934
= Tr − Taw,c
Tr − T0,c . (9)
This equation can be used as a design tool for film cooling in nozzles i.e. to mainly
determine the adiabatic wall temperature in case of cooling. However, it has to be
mentioned that this correlation was derived for the subscale, conical nozzle with
isothermal walls and gaseous coolants. The applicability of this correlation on a real
engine may be restricted.
Film Cooling in Rocket Nozzles 75
5 Results Dual-Bell Nozzle
For investigating the influence of the inflection point geometry on the hot gas and
coolant flow behavior experiments without and with coolant injection for the sharp-
edge and rounded adapter configuration of the dual-bell nozzle were conducted.
5.1 Experiments Without Film Cooling
First, experiments without film cooling were conducted to compare the hot gas flow
behavior for the different contour geometries. Figure11 shows the static pressure
distributions and Fig. 12 the wall heat flux distributions along the distance from
the nozzle throat for the sharp-edge and rounded contour configuration. For the
static pressures, no relevant deviation in the data is visible. In contrast to that, a
more systematic deviation between the wall heat fluxes of sharp-edge and rounded
configuration can be seen.
Fig. 11 Comparison of
static pressure distribution
for the sharp-edge and
rounded configuration, hot
gas condition 1, red dashed
lines represent the inflection
region
Fig. 12 Comparison of wall
heat flux distribution for the
sharp-edge and rounded
configuration, hot gas
condition 1, red dashed lines
represent the inflection
region
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The heat fluxes for the sharp-edge are about 20% higher than for the rounded
inflection contour. This confirms findings by Génin and Stark [1]. It may result from
the differences in the expansion fan and the local flow acceleration, which leads to
differences in the boundary layer height.
5.2 Experiments with Film Cooling
Following, experiments with helium injection were conducted. For comparing the
results, the cooling efficiencies of each experimentwere calculatedusingEq.2 assum-
ing α∞
αm
= 1. The resulting curves of the cooling efficiencies for three different blow-
ing ratios are displayed in Figs. 13 and 14.
For all blowing ratios the cooling efficiencies for the sharp-edge configuration are
higher than the ones for the rounded configuration. A reason for this might be the
locally stronger acceleration of the cooling film due to the centred expansion fan.
This fits also to a study byMartelli et al. [9], showing that the expansion of the coolant
Fig. 13 Comparison of
cooling efficiencies for
helium injection F = 1.37
(for both configurations), red
dashed lines represent the
inflection region
Fig. 14 Comparison of
cooling efficiencies for
helium injection F = 0.73
(sharp-edge) and F = 0.72
(rounded), red dashed lines
represent the inflection
region
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film can lower the mixing rate of hot gas and coolant. Thus a sharp-edge contour
inflection is recommended for film cooling application in the dual-bell nozzle.
6 Conclusion
In this work supersonic, tangential film cooling in a conical and a dual-bell nozzle
was investigated. The used hot gas conditions of the nozzle flow were similar to the
conditions in a real rocket nozzle. A parametric study of film cooling was conducted
in the expansion part of the conical nozzle. Asmost important influencing parameters
for this setup, themass flux,Mach number, Prandtl number, molar mass and injection
pressure of the coolant as well as the distance from the injection point and the height
of the injection slot were found. A theoretical model for film cooling based on
the Goldstein model was developed. Additionally, a method for estimating the heat
transfer coefficients in the experiments was presented. Using this and the new film
cooling model, a well fitting correlation of the experimental data was achieved,
which can be used in future design processes of film cooled nozzles. Further, the
film cooling behavior at the inflection point of a dual-bell nozzle was investigated.
A clear influence of the inflection geometry on the wall heat fluxes in the nozzle was
shown. For a sharp-edge contour inflection the cooling efficiency in the bell extension
was found to be much higher than for a rounded contour inflection over the whole
range of investigated blowing ratios. Therefore, a sharp-edge contour inflection is
recommended for film cooled dual-bell nozzles.
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Numerical Simulation of Film Cooling
in Supersonic Flow
Johannes M. F. Peter and Markus J. Kloker
Abstract High-order direct numerical simulations of film cooling by tangentially
blowing cool helium at supersonic speeds into a hot turbulent boundary-layer flow of
steam (gaseous H2O) at a free stream Mach number of 3.3 are presented. The stag-
nation temperature of the hot gas is much larger than that of the coolant flow, which
is injected from a vertical slot of height s in a backward-facing step. The influence
of the coolant mass flow rate is investigated by varying the blowing ratio F or the
injection height s at kept cooling-gas temperature and Mach number. A variation of
the coolant Mach number shows no significant influence. In the canonical baseline
cases all walls are treated as adiabatic, and the investigation of a strongly cooled wall
up to the blowing position, resembling regenerative wall cooling present in a rocket
engine, shows a strong influence on the flow field. No significant influence of the lip
thickness on the cooling performance is found. Cooling correlations are examined,
and a cooling-effectiveness comparison between tangential andwall-normal blowing
is performed.
1 Introduction
Film cooling by injection of a cold secondary gas in a hot-gasmain flow is an effective
method to provide thermal protection of solid surfaces, for example for the nozzle
extension of advanced rocket engines. The coolant can be injected either in wall-
normal fashion through holes/slits or tangentially to the wall through a backward
facing step. Among the first studies of film cooling under supersonic conditions is
the work of Goldstein et al., who experimentally investigated tangential blowing of
air and helium and wall-normal blowing of air into a laminar air flow at a Mach
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number of 3. They proposed various formulas to correlate their data [2, 3]. Hombsch
and Olivier used a shock tunnel to study slot-, hole- and step-injected film cooling
with laminar and turbulent main flow [5]. Juhany et al. performed experimental
investigations on tangential film injection of air and helium to study the cooling
performance and shock/cooling-film interaction [6] while Konopka et al. [13] used
large-eddy simulations for the same problem. Song and Shen experimentally studied
the effect of feeding pressure [22] and Mach number [23] on the flow-field structure
in supersonic film-cooling with tangential blowing using schlieren imaging, but did
not measure the wall heat flux.
In this work high-order direct numerical simulations (DNS) are employed for
fundamental investigations of the cooling of supersonic boundary-layer flows. In a
first study campaign a laminar hot main flow at a Mach number of about 2.7 and
wall-normal blowing through slits or hole arrays has been investigated. The cooling
effectiveness of wall-normal injection is, for few orifices at the wall, smaller than
for tangential blowing through a backward facing step, but the resulting cooling-
gas film near the wall can be more easily renewed by repeated injection. The DNS,
employing a highly accurate time-stepping scheme, allow to identify situationswhere
the steady laminar flow state is destabilized by the cool blowing, strongly degrading
the cooling effectiveness by invoked turbulence. The injection of cool gas translates
into a film of coolant gas at the wall, reducing both the temperature difference and
the mean wall shear stress by lowering the viscosity and the velocity gradient in
the blowing region, and can best be realized by spanwise slits or micro-holes. For
effusion cooling through non-small discrete holes the alteration of the localwall shear
is of importance, due to the induced vortex structures. Here regions of enhanced wall
shear exist, increasing locally the heat load at and downstream of the hole sides, by
high-speed streaks. The effect is most pronounced for a very cool wall like in short-
duration shock-tunnel experiments, but is much weaker for a radiative-adiabatic
wall as present in thermal-equilibrium situations [14]. Simple blowing modelling by
fixing the blowing distribution at the wall in fast CFD tools has implications: For
narrow placed orifices a standard modelling with no knowledge of the actual blowing
distribution resulting from included channels and a plenum chamber is inappropriate
and indicates a false, too high critical blowing ratio for inducing turbulence tripping
by the blowing [9]. Various cooling gases have been considered for binary-gas flow,
and the comparison with the results of analogous experiments at RWTH Aachen
showed somewhat lower experimental values, most probably caused by disturbances
coming from the blowingdevice, rendering theflownomore laminar [11]. Employing
simulations with deliberately manufactured cooling gases, cooling-gas properties
beneficial for a high cooling effectiveness could be clearly identified: The diffusion
coefficient shows virtually no influence on the effectiveness, whereas low cooling-
gas viscosity, low thermal conductivity, high heat capacity, low molar mass and low
density turned out to be highly beneficial. Cooling with light gases like helium or
hydrogen leads however to a destabilization of the laminar flow, contrary to heavy
gases. The blowing-jet penetration height in the hot boundary-layer flow seems to
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play an important role, being higher with a light cooling gas due to the increased
blowing velocity at a kept coolant mass flow. An extension of the well-working
single-species cooling-effectiveness correlation to binary gas-mixture flows turned
out to be challenging, if possible at all; not only the heat capacity or the molar mass
have to be taken into account.
The second study campaign was initiated with fundamental investigations on
the influence of wall-normal slit blowing into a turbulent air main flow, using air
or helium as coolant and neglecting chemical reactions. The DNS results of this
study [10] provided valuable benchmark data for the validation of less expensive and
more flexible conventional CFD methods using turbulence models. The mixing by
turbulence over-compensates the beneficial influence of a fuller mean-flow profile
with larger wall shear as known from a favorable streamwise pressure gradient in
laminar flow, and a higher cooling-gas mass flux is necessary for the same cooling
performance. Turbulence gives rise to a much stronger wall-normal heat conduction
compared to the laminar case, resulting in a more rapid heating of the cooling stream.
A similar cooling effect is reduced to about 30% of the laminar streamwise stretch.
Moreover, the pressure increase by the blockage effect of the blowing is stronger
due to the larger hot-gas velocity close to the wall, and a larger plenum pressure is
necessary for the same blowing rate. The simulated and simply modeled blowing
setups largely give the same results in the case of the laminar boundary layer, despite
there being heat conduction into the channel flow in the simulations including the
channel. For the turbulent boundary layer, however, turbulent fluctuations travel into
the channel, leading to a premixing process, and thus an effectiveness loss of about
10% (helium) to 15% (air). For a more accurate blowing modeling, the prescribed
cooling-gas mass fraction, temperature, and turbulence distribution along the slit
especially need to be more adapted to the actual profiles computed in this work.
Helium blowing leads to a higher cooling effectiveness, mainly due to its high heat
capacity. At an equal blowing rate (density times blowing velocity), a light cooling-
gas jet has higher momentum. This leads to a higher boundary-layer penetration but,
due to the lower density, also stronger deflection, and a thicker cooling-film results.
The decline of the cooling effectiveness with turbulence is slightly less for helium,
despite themain-flow turbulent kinetic energy penetrates deeper into the channel, and
the temperature fluctuations are distinctly higher downstream, starting palpably in
front of the slit. But, the turbulent kinetic energy is lower in the downstream cooling
range of the slit with helium. A small Reynolds-number-lowering effect in the case
of helium blowing is present, but it is far too small to cause a relaminarization of the
boundary layer.
DNS of transpiration cooling with uniform blowing in a turbulent air boundary
layer [1] has shown that the peak turbulent kinetic energy moves away from the wall
to the region of the new shear maximum between the low-momentum coolant and
the high-momentum hot gas. A derived new model accounts for both heat advection
and film accumulation and shows good agreement with the DNS data. Using smaller
discrete slits at fixed total coolant flow rate leads to a clear tendency to the uniform
blowing case, justifying the use of the latter simple boundary condition.
82 J. M. F. Peter and M. J. Kloker
In this paper, the complex interaction between a hot turbulent main flow and a
coolant gas tangentially injected through a backward facing step is investigated. The
physical phenomena governing the flow field, the unavoidable gas mixing process,
and thus the wall heat load are scrutinized. Existing film-cooling correlations are
examined, and design-guidelines for film-cooling applications and reference cases
for turbulence modelling used in faster simulations tools like RANS or LES are
prepared.
The paper is organized as follows: The flow setup investigated is described in
Sect. 2 and the numerical method used for the DNS is described in Sect. 3. The
results from the film-cooling simulations are discussed in Sects. 4 and 5 provides
concluding remarks.
2 Flow Configuration
The hot flow is superheated steam (gaseous H2O, i.e. the product of a combustion
of hydrogen and oxygen) at a stagnation pressure and temperature of p0 = 30bar
and T 0 = 3650K, respectively; the coolant is helium at T 0,c = 330K. The hot-flow
stagnation conditions are chosen to match the experiments by Ludescher and Olivier
[15] (sub-project “Film Cooling in Rocket Nozzle Flows”) for a subscale conical
nozzlewith a detonation tube to generate rocket-engine-like stagnation conditions for
a short duration (≈7 − 10ms). The nozzle flow has been analyzed using steady-state
RANS-simulations of a one-species gas to yield the flow conditions at an expansion
ratio of ε = 14, for details see [18]. The DNS are performed in a near-wall domain
using the results from the RANS analysis. Note that only the free-stream data at the
given expansion ratio is used as free-stream condition, whereas the pressure gradient
from the experiment is not considered. Also, the constant low wall temperature due
to the short-time experiment (T w,exp ≈ 330K) is not matched, rather the film-cooled
wall section is always treated adiabatic, whereas the wall up to the blowing position
is either treated as adiabatic or isothermal with a wall temperature of T w = 1700K.
The resulting parameters for the DNS are listed in Table1, along with the used
thermophysical properties of hot GH2O and cold helium.
2.1 Film Cooling
Helium is injected supersonically through a 2D spanwise slot opening in a backward-
facing step. The slot has a height of s and the lip thickness is t, see Fig. 1. A
parabolic velocity profile is taken for the coolant supply exit flow, according to a
laminar flow in the cooling-gas channel. A channel centerline Mach number Mac is
chosen and the velocity uc (y
) is then derived from the total temperature T 0,c. The
static-temperature profile is gained from the velocity profile using a total temperature
that linearly varies from T 0,c in the centerline to the coolant recovery temperature
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T rec,c at the channel wall. The static pressure p

c is taken constant over the slot
height and the density ρc is derived from the equation of state. The blowing ratio










c ∝ pc), leading to
different ratios of cooling-gas to free-stream pressure. Note that all reported coolant
exit conditions (i.e. pressure-matched, over- or under-expanded) are based on the
free-stream pressure, not on the pressure behind the step without a secondary stream.
In all presented cases the free stream velocity is higher than the coolant velocity, i.e.
the velocity ratio V = uc/u∞ < 1 and therefore the flow is core driven. The blowing
ratios are reported using the averaged mass flow rate through the slot. Four different
step geometries are used in the presented studies, listed in Table2. Geometry G01
marks the reference configuration, G01a and G01b have the same slot height s,
but a different lip thickness t, while for G02 the slot height is increased by 50%
at constant lip height. The geometry G01 was chosen as reference case because it
resembles the step dimensions in the experiments from Ludescher and Olivier [15].
Table 1 Free-stream conditions for the DNS and thermophysical parameters of superheated steam
and helium
Free stream Steam Helium
Ma∞ 3.3 Pr 0.8 0.7
u∞ 3383 [m/s] κ 1.15 1.66
T ∞ 1980 [K] R 461.5 2077.3 [J/(kg K)]
p∞ 0.28 [bar] Sutherland μre f 1.12 · 10−5 1.85 · 10−5 [kg/(m·s)]
ρ∞ 0.0306 [kg/m3] Sutherland C 1064.0 79.44 [K]
Sutherland T re f 350.0 273.1 [K]
Fig. 1 Detailed view of step
region
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3 Numerical Method
This section is intended to give a brief overview of the simulation setup, extensive
details can be found in the referenced literature. For the DNS we use our in-house
code NS3D, which has been used successfully for the calculation of film and effusion
cooling in laminar and turbulent supersonic boundary-layer flow [7, 9, 11, 14].
The governing equations for a flow of two mixing, non-reacting calorically per-
fect gases are the continuity equation, the three momentum equations, the energy
equation, and the equation of state, all for the mixture values. Additionally, a second
continuity equation for one of the gas species is needed, and ordinary and thermal
diffusion has to be considered. The equations are non-dimensionalized using the




2) [11]. The subscript ∞ refers to free-stream values
while the asterisk  marks dimensional quantities. Both gas species have constant
Prandtl number Pri and constant ratio of specific heats κi = cp,i/cv,i , where the
species number is indicated by the subscript i . The equations are solved using a
compact finite difference scheme of 6th-order [8] and an explicit 4th-order 4-step
Runge–Kutta scheme.
A sketch of the simulation domain is presented in Fig. 2. Extensive details can be
found in [19, 20] and details about the setup validation can be found in [18]. The
length scales are non-dimensionalized by the inlet boundary-layer thickness δ99,i .
The origin of the coordinate system is at the upper edge of the backward-facing
step. Domain size and grid spacing are set to meet the resolution requirements for
turbulent flat-plate DNS [21, 27]. At solid walls, the no-slip and no-penetration
boundary condition is imposed on the velocity components, u = v = w = 0. For
the adiabatic condition the wall temperature is computed by a 5th-order one-sided
finite difference from (∂T/∂y)w = 0; for an isothermal wall the temperature is set
to a fixed value. In both cases the wall pressure is gained like the adiabatic wall
temperature from (∂p/∂y)w = 0, and the density is calculated from the equation of
Fig. 2 Setup for the film cooling DNS. The flow is assumed periodic in the z-direction
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state. At the free stream, a spatial supersonic characteristic condition is used. At the
outflow, all flow quantities are extrapolated from the field using a 2nd-order parabola.
At the main flow inlet a pseudo-turbulent unsteady velocity field is generated using
a digital filtering synthetic-eddy method (SEM) [12].
4 Results
The effect of the coolant film on the temperature of an adiabatic wall is quantified
by the adiabatic cooling effectiveness
ηad = Trec,∞ − Tw
Trec,∞ − Trec,c , (1)
where Trec,∞ is the hot-gas recovery temperature, Trec,c is the coolant recovery tem-
perature, and Tw is the wall temperature with cooling. We follow the commonly
employed naming scheme of Stollery and El-Ehwany [25] to name the different
regions of ηad , see Fig. 3.
4.1 Influence of Coolant Mass Flow Rate
Four different blowing ratios have been simulated to investigate the influence of
the coolant mass flow rate. The cases are listed in Table3. The lowest blowing ratio
F = 0.33 in case C-I represents an over-expanded flow at the cooling-channel nozzle
outlet. For case C-II the pressure is matched at the nozzle exit, resulting in a blowing
ratio of F = 0.59,1 while for the twohigher blowing ratios theflow is under-expanded
with F = 0.66 (case C-III) and F = 1.00 (case C-IV), respectively. To investigate
a possible influence of the slot height an additional case with a blowing ratio of
F = 0.66 has been simulated where the slot height is increased by 50% (case C-
IIIa), which leads to the same non-dimensional coolant mass flow rate F · s as case
C-IV. To investigate correlation and scaling formulae the higher slot height has also
been simulated with a blowing ratio of F = 1.00 (case C-IVa). Figure4 shows the
cooling effectiveness ηad over the distance to the slot x (left) and over the distance
scaled using the coolant mass flow rate x/ (F · s) (“mass effectiveness”, right) for
cases C-I to C-IVa. As expected, all cases show the same general behavior with a
perfect-cooling region followed by an x−m-decay, and higher blowing ratios show a
better cooling effectiveness for constant distance to the step. Comparing the cases C-
IIIa and C-IV with kept coolant mass-flux, injection through the smaller slot appears
beneficial. Both cases shownearly the same decay rate but for caseC-IIIaηad deviates
somewhat earlier from one. This contradicts the experimental findings of Ludescher
1Actual F = 0.58644 for the matched-pressure case C-II.
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Fig. 3 Main flow characteristics of supersonic film cooling with laminar slot injection [25]
Table 3 Investigated blowing ratios and cooling stream condition
Case F Geometry s (mm) pc (Pa) pc/p∞ Coolant exit
condition
C-I 0.33 G01 0.6 15915 0.584 Overexpanded
C-II 0.59 G01 0.6 28000 1.000 Matched
C-III 0.66 G01 0.6 31830 1.168 (weakly)
underexpanded
C-IIIa 0.66 G02 0.9 31830 1.168 (weakly)
underexpanded
C-IV 1.00 G01 0.6 47745 1.752 Underexpanded
C-IVa 1.00 G02 0.9 47745 1.752 Underexpanded
and Olivier [15], who found that the specific cooling effectiveness increases with
increasing slot height. Note that in the experiment the flow changed from under-
to over-expanded with the slot-height increase while here both cases are under-
expanded. Best mass effectiveness for perfect cooling (i.e. longest potential-core
region) is found for the matched-pressure case C-II, while in the boundary-layer
region up to x/ (F · s) ≈ 150 the mass-specific effectiveness is higher for lower
blowing ratios and lower slot heights.
4.2 Influence of Coolant Mach Number
The coolant Mach number can be influenced by changing the expansion ratio at the
slot opening: either the slot height is changed at kept throat height, or vice-versa.
Table4 shows the cases for the Mach-number investigation. The two baseline cases
are C-IIIa and C-IV with a coolant Mach number of Mac = 1.8. Case C-IIIa-Ma
represents a further expansion of the coolant flow with kept throat height compared
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Fig. 4 Comparison of mean cooling effectiveness ηad for variation of the coolant mass flow rate
Table 4 Investigated coolant Mach numbers with momentum ratio M
Case F Geometry s (mm) pc (Pa) Mac M
C-IIIa 0.66 G02 0.9 31830 1.80 0.221
C-IIIa-Ma 0.66 G02 0.9 22200 2.42 0.254
C-IV 1.00 G01 0.6 47745 1.80 0.331
C-IV-Ma 1.00 G01 0.6 32037 2.50 0.387
Fig. 5 Cooling effectiveness
ηad for a variation of coolant
Mach number
to C-IV, while C-IV-Ma has a smaller (virtual) throat. All four cases have the same
coolant mass flow rate F · s. A change in the coolant velocity leads to a change in
the momentum ratio M = (ρcuc)2 / (ρ∞u∞)2 also listed in Table4. Note that M is
calculated using the average values over the slot height. As is evident from Fig. 5,
the present investigation shows no significant influence of the coolant Mach number.
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4.3 Influence of the Upstream Wall Temperature
Most of the studies on supersonic film cooling from literature were not performed
under realistic rocket-engine-like flow conditions, i.e. the hot-gas temperature and
especially the total-temperature ratio between coolant and main flow were not rep-
resentative of real-world (rocket engine) applications. In a practical application with
a hot-gas temperature far above the temperature limit of the used material, the wall
up to the blowing position must be cooled, e.g. using regenerative cooling. The
assumption of an overall adiabatic wall can only be used as a reference case. The dif-
ference between a fully adiabatic case and a case with strong wall cooling upstream
of the blowing position, T w = 1700K, at otherwise identical conditions (i.e. the film-
cooled wall is adiabatic) is therefore investigated, see Table5. This leads to ratios of
T w/T

rec,∞ ≈ 0.49 and T w/T ∞ ≈ 0.86. The reader is referred to [19] for a discussion
of the differences in the oncoming hot-gas boundary layer. As a short summary, the
wall cooling leads to a slightly thinner boundary layer with an approximately 7%
higher value of the skin friction coefficient at the blowing location. Figure6 shows
the cooling effectiveness ηad along the film-cooled wall. Two main differences are
visible: for caseC-IV-OC, ηad deviates earlier, unexpectedly, from the ideal value and
shows a stronger decay up to x/s = 75, but in the boundary-layer region downstream
the pre-cooling leads to the expected lower decay rate and therefore a better cool-







= 0 [16], exists at x/s = 3 in the upper-lip shear-layer,
indicating strong inviscid instability in the mean flow. The cooling of the upstream
Table 5 Investigated cases for the upstream wall temperature influence
Case F Geometry Upstream wall temperature
condition
C-IV 1.00 G01 Adiabatic, T rec,∞ ≈ 3481K
C-IV-OC 1.00 G01 Isothermal, T w = 1700K
Fig. 6 Comparison of mean
adiabatic cooling
effectiveness ηad
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Fig. 7 Contours of the turbulent stress ρv′′T ′′ (values > 0 are blanked)
wall leads to an approximately 30% higher gradient ∂u/∂y at the GIP, owing to the
higher shear of the oncoming boundary layer. This leads to higher turbulence pro-
duction in the vicinity of the step, causing increased mixing between the two gases
and a higher transport of heat towards the wall due to turbulence, as can be seen from
the (negative) turbulent heat flux contours in Fig. 7.
4.4 Lip-Thickness Influence
The lip thickness is an important dimension for the structural design of a film-
cooling device. Several studies have shown a large impact of the lip thickness in
subsonic flow [26], but only few studies have investigated the issue under super- or
hypersonic conditions [4, 17, 24]. The effect of a change in lip thickness at kept
slot height is investigated by comparing the cases listed in Table6. A reduction of
the lip thickness has virtually no effect on film cooling, increasing the lip thickness
leads to slightly higher mixing and thus a (very) small reduction in downstream
cooling, see Fig. 8. Overall, the influence is negligible and the data indicate that,
within reasonable structural dimensions, the lip thickness can be determined by
structural design constraints, in agreement with the experimental results by Olsen
et al. [17]. Further investigations will show if this holds for matched-pressure and
over-expanded coolant blowing.
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Table 6 Investigated cases for the lip-thickness (t*) influence
Case F Geometry s (mm0 t (mm) Step height
s + t (mm)
C-IV 1.00 G01 0.6 1.0 1.6
C-IV-t·2 1.00 G01a 0.6 2.0 2.6
C-IV-t/2 1.00 G01b 0.6 0.5 1.1
Fig. 8 Distribution of ηad
for different lip thicknesses t
4.5 Influence of the Coolant Velocity Profile




at the coolant slot opening
is rather generic, stemming from the assumption of the coolant supply resembling a
laminar channel flow. In a practical application the streamprofilewould dependon the
channel geometry and might not even be symmetrical. To assess a possible influence





This fuller velocity profile leads to a reduction in pressure for the same blowing ratio,
but the flow is still under-expanded. Additionally, the velocity ratio V = uc/u∞, and
thus also the momentum ratio, increases. Figure9 shows no major difference in the
cooling effectiveness for both inlet profiles. The length of the potential-core region
is virtually unchanged and the decay rate is only marginally increased. The fuller
velocity profile leads to a higher shear rate on the coolant side of the mixing region,
causing the slightly increased decay rate. Ultimately, the development of the mixing
layer appears to be largely dominated by the main-flow free shear layer emanating
at the upper edge of the lip, as the total shear stress (i.e. mean flow stress μ · ∂u/∂y
plus mean turbulent stress ρu′′v′′) here is much higher than in the coolant shear layer.
Note that this might be different if the film cooling flow is not core driven, i.e. V > 1.
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Table 7 Investigated cases for the coolant velocity-profile influence
Case F Geometry pc (Pa) V M Coolant velocity
profile








Fig. 9 Distribution of ηad
for a different coolant inlet
velocity profiles
4.6 Correlation of Data
The correlation of film-cooling data is an important step in both experimental and
numerical investigations, as it provides a valuable tool for the practical design-phase















derived from a simple mass and energy balance in the boundary layer, is often used.
Using a 1/7-th power law for the velocity profile and assuming the boundary-layer
growth starts at the step, the correlation factor is given by
ξ = 7δ (x)
8Fs
, (3)
where δ (x) is the local boundary layer thickness, here derived from δ = 0.37x/Re0.2x .
Figure10 shows the correlated cooling effectiveness for various cases as well as the
modelled curve using Eq.2. Also shown is a modified curve









92 J. M. F. Peter and M. J. Kloker
using a data fit from the experimental results from sub-project “Film Cooling in
Rocket Nozzle Flows”. While the scaling factor ξ does not correlate the DNS data
very well, the fitted model shows much better agreement than the original variant.
Note that the fitted curvematches the pre-cooled case C-IV-OC better than case C-IV.
The results show that a relatively fast effectiveness loss near the injection rises with
increasing upstream-wall pre-cooling.
4.6.1 Comparison with Wall-Normal Blowing
Figure10 also showsDNS results forwall-normal slit blowing (WNB) into a turbulent
air boundary layer, gained in the previous study campaign [10]. Comparing the
helium injection data shows that the shown, specific-heat corrected, and thus fluid-
dynamical performance of WNB provides about the same cooling effectiveness than
tangential blowing downstream, but close to the coolant injection, the tangential
blowing is clearly superior due to its high streamwise momentum. Note that the
turbulent kinetic energy of the mean flow can infiltrate the WNB channel, and also
the mixing by temperature fluctuations is relatively high near the injection, see [10].
WNB with air instead of helium provides a higher corrected performance because
the wall-normal blowing velocity is much smaller for a given blowing ratio due to
the higher density, and thus the coolant stays closer at the wall. This means that
WNB using a light, high heat-capacity gas is generally better than using a heavier
gas concerning the absolute cooling and its effectiveness at kept blowing ratio, but
some fluid-dynamical performance losses due to the higherWNB velocity go with it.
Fig. 10 Scaling of filmcooling data.Correlation isEq.2, fitted correlation isEq.4. Symbols indicate
data from [10] for wall-normal blowing with helium (circles) and air (triangles)
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5 Conclusions and Outlook
High-order DNS of film cooling by tangential blowing have been performed. The
main flow is a turbulent boundary layer of hot steam at Mach 3.3, and cold helium is
injected at supersonic speed. The coolant mass flow rate has been varied by varying
the blowing ratio F and the slot height s. Analysis of the adiabatic cooling effective-
ness ηad shows the expected better performance for higher mass flow rate values, but
the mass effectiveness x/ (Fs) in the near-slot region is higher for lower blowing
ratios. Additionally, injecting a kept mass flow rate F · s is more effective with a
smaller slot height s. The coolant Mach number appears to have no significant influ-
ence on the flow mixing, as well as the lip thickness. Cooling the wall upstream of
the blowing leads to a significantly higher shear and thus to a stronger turbulence
production in the free shear layer behind the step. This leads to increased gas mixing
as well as a higher turbulent transport of thermal energy towards the lower wall.
Close to the slot the cooling effectiveness therefore shows a reduction compared to
an adiabatic upstreamwall—in accordance with experimental results, and only in the
far downstream region the pre-cooling leads to the expected lower wall temperature.
The DNS results suggest that for any comprehensive scaling formula the effect
of a non-adiabatic-wall incoming boundary-layer needs to be incorporated, either
through additional factors in the correlation and/or non-constant parameters. This
might prove to be a difficult task, and it remains questionable if an all-embracing
scaling is possible. Existing correlation formulas (derived from experiments) might
only be applicable to flow conditions for which they were derived, and caution is
advised when applied for different setups.
The comparison of tangential with wall-normal blowing shows that the former
has a higher effectiveness in the scaled region not far from the injection due to
the high streamwise momentum that can be applied. More downstream, the scaled
effectiveness-values conform. Of course, the typical, high blowing ratio of order 1
with tangential injection provides a substantially larger not-scaled, actual stretch of
cooled wall with only one injection slot.
Next steps will comprise the evaluation of the wall-temperature and pressure-
gradient influence in cooling-effectiveness correlations and the analysis of turbulence-
modelling parameters, e.g. the turbulent Prandtl and Schmidt numbers, from the
gathered data. Comparisons of DNS results with selected RANS simulations will
provide assistance for modelling of film cooling for industrial purposes.
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Heat Transfer in Pulsating Flow and Its
Impact on Temperature Distribution and
Damping Performance of Acoustic
Resonators
Simon van Buren and Wolfgang Polifke
Abstract A numerical framework for the prediction of acoustic damping character-
istics is developed and applied to a quarter-wave resonator with non-uniform temper-
ature. The results demonstrate a significant impact of the temperature profile on the
damping characteristics and hence the necessity of accuratemodeling of heat transfer
in oscillating flow. Large Eddy Simulations are applied to demonstrate and quantify
enhancement in heat transfer induced by pulsations. The study covers wall-normal
heat transfer in pulsating flow as well as longitudinal convective effects in oscillating
flow. A discussion of hydrodynamic and thermal boundary layers provides insight
into the flow physics of oscillatory convective heat transfer.
1 Introduction and Placement in SFB
Combustion instabilities jeopardize the structural integrity of rocket combustion
chambers. One measure to ensure safe operating conditions is the application of
acoustic resonators to suppress the thermo-acoustic feedback. Modern engines such
as theVulcain 2 combustion chamber include L-shaped quarter-wave resonators. Due
to regenerative cooling, large temperature differences exist between the hot com-
bustion gases and the cooled chamber walls. The transient heat-up process brings
additional uncertainty.
S. van Buren (B) · W. Polifke





© The Author(s) 2021
N. A. Adams et al. (eds.), Future Space-Transport-System Components
under High Thermal and Mechanical Loads, Notes on Numerical Fluid Mechanics
and Multidisciplinary Design 146, https://doi.org/10.1007/978-3-030-53847-7_6
97
98 S. van Buren and W. Polifke
During the first funding period of SFB Transregio 40, A. Cardenas developed
analytical correlations for the acoustic damping characteristics of a quarter-wave
resonator, which indicate that the impact of temperature inhomogeneities is signifi-
cant [20]. Thus accurate acoustic predictions require the detailed knowledge of the
temperature distribution within a resonator. In this context, the turbulent pulsating
nature of the flow in the resonator presents a crucial challenge for the modeling of
heat transfer. Experimental results that reported significant enhancement of average
heat transfer could not be reproduced in numerical simulations [20]. Low-order net-
work models were developed to evaluate rocket engine combustion stability under
the influence of acoustic resonators [11].
During the second funding period, K. Förner identified and quantified significant
non-linear effects resulting from large oscillation amplitudes (e.g. vortex shedding)
[12, 13]. This implies a high degree of uncertainty for the analytical correlations
derived by Cardenas. On the contrary, high-resolution numerical studies are not
prone to these inaccuracies.
In the final funding period, S. van Buren merged the two prior lines of study:
A numerical framework to predict acoustic damping characteristics was developed
and applied to quarter-wave resonators with local temperature inhomogeneities. Sub-
sequently, heat transfer in turbulent pulsation flows was revisited and the range of
investigations was extended to larger oscillation amplitudes. Indeed, significant wall-
normal enhancement of heat transfer could be confirmed at increased amplitudes. To
account for the geometry of a quarter-wave resonator tube, the investigations were
extended to convective longitudinal effects in oscillating flows.
Based on the focus on heat transfer, the present project is assigned to the research
area Structural Cooling (RAA). The integrated acoustic examination of the resonator
in the Combustion Chamber reveals additional close connection to RA C.
2 Impact of Temperature Inhomogeneities on Damping
Performance
A variety of analytical correlations to quantify the damping characteristic of acoustic
resonators have been derived in analogy to mass-spring-damper systems (e.g. [15,
16, 21]). For the case of a Helmholtz resonator, the acoustically compact fluid in the
neck section presents the oscillating mass (velocity fluctuation u′, compare Figs. 1
and 2). The compressible fluid in the cavity (volume V ) acts as the restoring spring.
Damping is induced by either viscous friction in the neck section (losses linear to
the velocity perturbation u′) or vortex shedding (non-linear losses of higher order).
In particular the latter introduces a large degree of uncertainty.
Laudien et al. [19] extended prior studies to the geometry of a quarter-wave res-
onator (Fig. 3). The difficulty connected to this geometry is the increased axial length
scale (quarter-wave length at eigenfrequency) that violates the assumption of acous-
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Fig. 1 Sketch of a
Helmholtz resonator, with
highlighted oscillating fluid
mass in the neck region.
Redrawn from [20]
Fig. 2 Mass-spring-damper
system, excited by pressure
perturbation p′, responding
in velocity fluctuation u′.
Redrawn from [20]
Fig. 3 Sketch of a
quarter-wave resonator, with
highlighted oscillating fluid
mass derived by the
representative length lr .
Redrawn from [20]
Fig. 4 Polynomial and
average temperature profile
in the neck and volume
regions in a quarter-wave
resonator
tic compactness. Laudien’s model is restricted to a homogeneous fluid temperature,
as it has a significant impact on the local density ρ and thus on the speed of sound c.
Resonators used in combustion chambers are generally exposed to significant
temperature gradients. Figure4 shows a schematic axial temperature distribution
within a quarter-wave resonator: Hot combustion gas dominates at the front opening,
whereas the backing of the cavity is exposed to regenerative cooling. During the
first funding period of SFB Transregio 40 Cardenas [20] extended an approach by
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Fig. 5 Gain of the reflection
coefficient for harmonic
excitation (squares) and















    647
    600
    500
    400
    300
Kumar and Sujith [17] and introduced temperature inhomogeneities to the model of
Laudien et al. [19]. Based on the analytical solution by Kumar and Sujith, applicable
temperature profiles T (x) are mathematically restricted to a polynomial form:
T (x) = (ax + b)n . (1)
The analytical model of Cardenas [20] revealed that temperature inhomogeneities
have a significant impact on the damping performance, i.e. they cause a shift in eigen-
frequency, a reduction of the effective frequency range and the minimum reflection
coefficient. The frequency-dependent reflection coefficient R(ω) quantifies the ratio




Subsequently, a numerical framework based on computational fluid dynamics
(CFD) for the calculation of the reflection coefficient R(ω)was presented and applied
to quarter-wave resonators with temperature inhomogeneities by van Buren [2, 3].
The resonator is modeled by two- or three-dimensional wedge geometries with an
imposed temperature profile. Incident acoustic waves are imposed in the form of
harmonic as well as broadband forcing. The time series data generated with the
latter approach is post-processed by system identification (SI)—a form of supervised
machine learning—and only requires one single simulation to determine results for
a wide range of frequencies. Central advantages over the analytical model are the
flexibility of arbitrary temperature distributions and the incorporation of non-linear
effects. Details on the numerical framework and simulation setup are given in [2, 3].
Figure5 compares numerical results of harmonic andbroadband forcing (CFD/SI).
Overall, the qualitative and quantitative agreement is very good. This generates con-
fidence in both methods. The plot also illustrates the physical impact of tempera-
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Fig. 6 Gain of the reflection
coefficient of the analytical
model (solid lines) and
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ture inhomogeneities: All five setups have identical mean temperatures (T = 647K)
along the resonator tube. As the gradient between cooled backing and hot front open-
ing is increased a significant shift in eigenfrequency is introduced (ω ≈ 4600Hz to
5000Hz). Furthermore, the effective frequency range of damping narrows and the
minimum reflection coefficient R decreases. Both effects reduce the effectiveness of
the resonator as a damper of thermo-acoustic instabilities.
Figure6 compares CFD/SI results with the analytical correlation. There is quali-
tative agreement but quantitative offset in both frequency and reflection coefficient.
3 Impact of Acoustic Oscillations on Heat Transfer
The accurate computation of the acoustic characteristics of the resonator requires pre-
cise knowledge of the local temperature distribution of the working fluid. Therefore,
fundamental understanding of heat transfer in the presence of strong acoustic per-
turbations is indispensable. For the problem at hand, physical boundary conditions
define two categories of heat transfer [20]: First, within the combustion chamber,
wall normal heat transfer from the hot fluid to the cooled wall occurs in turbulent
pulsating flows. The pulsations originate from the superposition of a mean-flow and
acoustic velocity perturbations. Second, within the resonator tube, axial heat transfer
from the hot front section to the cooled backing of the cavity exists. In contrast to
the first category, mean-flow is absent here, one speaks of oscillating flow.
Figure7 illustrates the modeling of an acoustically compact duct section at the
position of a pressure node: In the small domain from x = X to x = X + dx , pres-
sure perturbation p3 are not present, whereas acoustic velocity fluctuations u are
maximum. The selection of this domain of interest is consistent with numerous pre-
vious studies, which report that enhancement in heat transfer coincides with velocity
fluctuations rather than pressure oscillations [8–10, 14].
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Fig. 7 One-dimensional
mode shape of the second
harmonic in a channel. Mean
flow is driven by the pressure
gradient of P0(x)
Fig. 8 Cyclic simulation
domain of an acoustically
compact channel section at a
pressure node
Figure8 depicts the numerical domain at the location of a pressure node. The
channel is confined by two walls of distance 2h. For the investigation of wall-normal
heat transfer, these walls are constrained to homogeneous but different temperatures
(Th and Tc as shown in the figure). In the second case of longitudinal heat trans-
fer, constant axial temperature gradients are applied. Cyclic conditions apply to the
remaining four boundary patches. One central advantage of this setup is the gener-
ation of fully developed turbulent flow without the requirement of turbulent inflow
conditions. The flow is driven by a momentum source term Smom that accounts for
the acoustic oscillations via the spatial gradient of the pressure perturbation p′ and
for the mean-flow via the gradient of the overall pressure P0 (compare Fig. 7).
More detailed information of the incompressible Large Eddy Simulation is pro-
vided in [1, 4], including the selection of turbulence models, a mesh independence
study and the validation against analytical, experimental and numerical results.
3.1 Wall Normal Heat Transfer
In this section, the core findings for wall-normal heat transfer in turbulent pulsating
channel flows are presented and discussed. More detailed results are provided in [1,
4].
The figures in this section show the enhancement in heat transfer (EHT) versus
non-dimensional pulsation amplitude ε for various Stokes’ lengths l+s . The EHT is
defined as the enhancement in wall-normal heat flux of the turbulent pulsating flow
q̇w,puls over a turbulent but non-pulsation reference q̇w,re f :
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Fig. 9 Temporal averaged
EHT over amplitude ε for
various Stokes’ length l+s
corresponding to different
frequencies




















EHT = q̇w,puls − q̇w,re f
q̇w,re f
. (3)
The non-dimensional pulsation amplitude ε relates the pulsating velocity amplitude


















where Reτ is the the turbulent Reynolds number and δs = (2ω/ν)1/2 the classical
Stokes length.
During the first funding period, numerical simulations by Cardenas [20] could not
reproduce experimental results that report EHT of more than 100%. To resolve these
discrepancies, the present study investigates flows at increased turbulent Reynolds
number Reτ = 350 (instead of Reτ ≈ 180). Furthermore, the numerical framework
includes the dynamic calculation of locally resolved turbulent Prandtl numbers.
Figure9 depicts the temporal average of enhancement in heat transfer versus pulsa-
tion strength ε for various frequencies l+s . EHT is most pronounced at frequencies
around l+s ≈ 14 and velocity amplitudes close to flow reversal (i.e. ε ≈ 1). In the
parameter range under investigation, only minor effects of EHT confirm the results
by Cardenas [20]. A time-resolved investigation over one pulsation period reveals
significant variation in EHT, ranging from strong reduction (larger than 50%) to clear
enhancement (up to 45%, Fig. 10)
The local maximum in EHT at ε ≈ 1 led originally to the conclusion that LES
does not capture pronounced EHT [20]. However, this conclusion was premature.
Indeed, examination of the time-resolved heat transfer (Fig. 10) strongly indicates
the relevance of large flow velocities. This suggested the extension of the parame-
ter range under investigation and to increase the pulsation strength to values beyond
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Fig. 10 Phase related EHT
for various non-dimensional
Stokes’ length l+s at
exemplary ε ≈ 0.65
(depicted by circles in Fig. 9)








Fig. 11 Time averaged
enhancement of heat transfer
over the pulsation amplitude
at l+s = 14. Including results
of Wang and Zhang [22]












Fig. 12 Ensemble averaged
enhancement of heat transfer
for four high pulsation
amplitudes at l+s = 14
ε = 1.25. The plateau in Fig. 11 (dashed blue line) shows that no significant enhance-
ment in heat transfer develops below velocity amplitudes corresponding to ε < 2,
but for larger amplitudes (ε > 2), a clear and significant increase in EHT develops.
Despite numerous difference in physical modelling and numerical setup, the results
qualitatively agree with the work of Wang and Zhang [22]. The significant enhance-
ment in heat transfer is well explained by Fig. 12: At pulsation amplitudes close to
flow reversal (e.g. ε = 1.4), times of flow velocities close to rest hinder an overall
(time-averaged) enhancement. In the case of significant flow reversal, these times
of flow stagnation are quickly surpassed, providing longer intervals at large flow
velocities.
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3.2 Longitudinal Heat Transfer
The computational setup for the study of wall-normal heat transfer in pulsating tur-
bulent flow is modified to account for a longitudinal convective mechanism first
studied by Kurzweg [18]. Kurzweg derived a closed analytical expression for axial
heat transfer in oscillatory laminar channel flows constrained by a constant axial
temperature gradient. The velocity oscillations enhance the molecular thermal diffu-
sivity by orders of magnitude: The fluid receives a wall heat flux at the hot reversal
point, oscillates to the cold reversal point and returns its thermal energy to the walls.
During the final funding period of SFB Transregio 40, van Buren applied LES to
extend Kurzweg’s investigations to turbulent flows. Details on the numerical setup,
results and discussions are given in [5, 7]
Kurzweg [18] proposed an effective thermal diffusivity κe. In its non-dimensional
form, this diffusivity is normalized by the angular frequency ω of the oscillation
and the square of the tidal displacement 	x2: κe/ω	x2. The red line in Fig. 13
shows Kurzweg’s analytical results for effective thermal diffusivity over the Prandtl
number Pr of the fluid. In agreement with the previous numerical study, l+s = 14 was
selected. This correlates with a Womersley number of Wo ≈ 35 and indicates thin
hydrodynamic boundary layers compared to the channel width. Numerical results are
displayed by the blue, orange, yellow and purple line,which are ordered by increasing
oscillation strength. The lower two amplitudes generate laminar flow conditions
and show overall agreement with the analytical correlation. At larger amplitudes,
deviations appear at high Prandtl numbers, exceeding the location of the peak at
Wo2 Pr ≈ π . These differences induced by the onset of turbulence are more apparent
in the semi-logarithmic presentation in Fig. 14. The turbulence-induced enhancement
of longitudinal heat transfer εturb is defined as the effective thermal diffusivity κe
in respect to its laminar reference. In the spectrum of technically relevant Prandtl
numbers (e.g. Pr ≈ 0.7 for air), an increase of 100% is expected. Future numerical
































Figure15 provides physical insight for the enhancement in effective thermal dif-
fusivity at large Prandtl numbers approaching unity. To interpret the results, recall
that the oscillating fluid is characterized by thin hydrodynamic boundary layers (i.e.
Wo ≈ 35). The left plot of Fig. 15 shows a fluid Prandtl number of Pr = 0.0025. This
indicates a thermal boundary layer clearly exceeding its hydrodynamic counterpart.
The plot reveals that the complete cross-sectional area of the channel (η = z/h)
contributes to the longitudinal heat transfer. This is because disturbances in the
temperature distribution propagate throughout the entire channel up to its center-
plane. For increasing Prandtl numbers (center: Pr = 0.025, right Pr = 0.25), this
wall-normal propagation is limited by the thermal conductivity. As a consequence,
centered sections of the channel do not contribute to the convective transport any-
more. In particular, the laminar setup is restricted to small wall-confined regions.
The enhancement induced by turbulence is explained by an increase in wall normal
heat flux, which increases the effective cross-sectional area.
van Buren and Polifke [1] also proposed a turbulence-related convective heat
transfer coefficient hturb. In the range of thin hydrodynamic boundary layers, this
one-dimensional modeling approach—based on assumptions of bulk velocities and
bulk temperatures outside of the boundary layer—predicts a scaling of εturb with the
square-root of the Prandtl number Pr. A comprehensive discussion of interactions
between hydrodynamic and thermal boundary layers is provided in [6].
Figure16 shows qualitative agreement of the numerical results (colored lines) and
the analytic prediction (black dotted lines). The turbulence-dependent coefficient
hturb is evaluated at Pr = 0.25. According to its definition (details are given in [1]),
the coefficient is zero for laminar flows and increases with oscillation amplitude or
turbulence intensity, respectively. This is denoted by the non-dimensional forcing
amplitude λ.
The trend of the turbulent coefficient hturb versus the forcing amplitude λ is
depicted in Fig. 17. Up to the laminar-to-turbulent transition, hturb is zero. At this
threshold a significant increase is attributed to the initial onset of turbulence. With
increasing amplitudes in the turbulent regime, the enhancement continuously decays.
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Fig. 15 Space-resolved effective thermal diffusivity over the channel width 2h at α2 Pr = π (left),
10π (center) and 100π (right) for λ = 100 (blue), 150 (orange), 200 (yellow) and 250 (purple),
α = 35.4
Fig. 16 Detailed parametric
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Fig. 17 Comparison of EHT
(blue) [1] and the turbulence
induced convective heat
transfer coefficient hturb
(orange) plotted over the
non-dimensional amplitude
λ. Evaluated at Pr = 0.25
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Although there are numerous physical deviations between the setup of wall-
normal and longitudinal enhancement in heat transfer (e.g. pulsating vs. oscillat-
ing flow, wall-normal vs. longitudinal temperature gradient, ...), results of the wall-
normal study are also included in Fig. 17. Note that some characteristic features
compare qualitatively: For both flows, there is certain threshold in forcing amplitude
(i.e. λ ≈ 160) beyond which overall heat transfer clearly increases. For the longi-
tudinal heat transfer, this is explained by the laminar-to-turbulent transition. Due
to the mean-flow, the wall-normal setup is always turbulent. Interestingly—and in
agreement with conclusions given in [1]—significant EHT does not develop below
this threshold. Furthermore, both results show a declining growth with increasing
amplitude in the turbulent regime.
4 Summary and Conclusions
A numerical framework for the quantitative prediction of acoustic damping char-
acteristics was developed and applied to quarter-wave resonators with temperature
inhomogeneities. The results confirm the analytical finding of the first funding period,
i.e. that the temperature distribution within the resonator has a significant impact and
cannot be represented adequately by only the mean temperature. Central advantages
of the numerical approach are the flexibility of arbitrary temperature distributions
and the resolved investigation of non-linear losses (e.g. vortex shedding). It is self-
evident that accurate acoustic predictions require precise knowledge of the present
temperature distribution.
First LES-based evidence for significantly enhanced wall-normal heat transfer in
turbulent pulsating flow was given. This confirms experimental studies that report
enhancement of more than 100%. The present work provides quantitative results
that cover a wide range of forcing frequencies and pulsation amplitudes. Below
velocity amplitudes of significant flow reversals, the time-averaged enhancement of
heat transfer ismarginal. First with significant flow reversal (ε ≈ 2.5), periods of flow
stagnation quickly pass and allow for major enhancement of more than 100%. The
present study demonstrates the risk-potential to the thermal integrity of rocket engine
combustion chambers: Extreme thermal loads are opposed to restrictions in design
and material properties, resulting in little safety margins. Unforeseen enhancement
in fluid-to-wall heat transfer during the design process may result in a catastrophic
destruction of the chamber.
Within the resonator tube, longitudinal convective effects in oscillating flows are
evaluated. In the range of physically relevant Prandtl numbers (e.g. airwith Pr ≈ 0.7),
the effective thermal diffusivity enhances significantly. Based on a comprehensive
examination of hydrodynamic and thermal boundary layers, a simple model quanti-
fies the impact of turbulence.
The present study sheds light on the complexity of a comprehensive design process
of rocket combustion chambers. In particular, the close interdependence between
acoustics and heat transfer requires a holistic treatment: The acoustic amplitude
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has an impact on heat transfer and thus on the temperature distribution. The local
temperature—in turn—influences the damping characteristic of the acoustic res-
onators. One possible consequence is the shift in effective damping frequency and
thus an overall change in acoustic amplitude (closing the feedback-loop at hand).
Furthermore, non-linear damping effects present a second direct coupling mecha-
nism between acoustic amplitude and the damping characteristics of the resonator. To
conclude, these interdependences do not allow for a decoupled analysis of acoustics
and heat transfer. In regards to a numerically supported design process, this finding
comes along with major challenges in the selection of length and time scales. On
the one hand, highly resolved LES are required to capture effect of EHT and vortex
shedding. On the other hand, the length scale of the combustion chamber has to be
considered over the time scale of the transient heating process. In future studies,
sophisticated approaches that make use of reduced-order models might overcome
current restrictions imposed by computational resources. This may include an itera-
tive procedure between the different orders in time scales or an evaluation of EHT
by an imposed wall model. From an applied point of view, one is well advised to
adhere to the established practice of placing the resonator openings adjacent to cool
recirculation zones, where only minor changes in temperature are expected, in order
to avoid the complications discussed.
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Aft-Body Flows
Effects of a Launcher’s External Flow on
a Dual-Bell Nozzle Flow
Istvan Bolgar, Sven Scharnowski, and Christian J. Kähler
Abstract Previous research onDual-Bell nozzle flowalways neglected the influence
of the outer flow on the nozzle flow and its transition from sea level to altitude mode.
Therefore, experimental measurements on a Dual-Bell nozzle with trans- and super-
sonic external flows about a launcher-like forebody were carried out in the Trisonic
Wind Tunnel Munich with particle image velocimetry, static pressure measurements
and the schlieren technique. A strongly correlated interaction exists between a tran-
sonic external flow with the nozzle flow in its sea level mode. At supersonic external
flow conditions, a Prandtl–Meyer expansion about the nozzle’s lip decreases the
pressure in the vicinity of the nozzle exit by about 55%. Therefore a new defini-
tion for the important design criterion of the nozzle pressure ratio was suggested,
which considers this drastic pressure drop. Experiments during transitioning of the
nozzle from sea level to altitude mode show that an interaction about the nozzle’s
lip causes an inherently unstable nozzle state at supersonic free-stream conditions.
This instability causes the nozzle to transition and retransition, or flip-flop, between
its two modes. This instability can be eliminated by designing a Dual-Bell nozzle to
transition during sub-/transonic external flow conditions.
1 Introduction
The Ariane 5 space launcher has a geometric discontinuity, similar to a backward-
facing step (BFS), at the end of its main stage ahead of the cryogenic engine. This
generates a separated shear layer from the main body, which eventually reattaches
onto the nozzle of the main engine with strong local pressure fluctuations [10]. This
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can lead to the aerodynamic excitement of structural modes of the main engine’s
nozzle, a phenomenon termed buffeting, which can cause catastrophic structural
damage [17].
On a planar BFS the authors showed that the so-called ‘step’ and ‘cross-pumping’
modes are the main driving factors for the pressure fluctuations which excite buffet-
ing [2]. With the application of passive flow control, the root mean square (RMS) of
the pressure fluctuations was reduced by 35% [3]. This load reduction is achieved
through the imprinting of strong streamwise vorticity aft of the BFS with so-called
‘lobes’ on the step. This essentially diffuses the critical step mode and significantly
weakens the cross-pumping mode. Furthermore, these lobes reduced the mean reat-
tachment length by more than 80%, thereby decreasing the moment arm of the
pressure fluctuations. This decreases the integral moment of the load fluctuations by
25% [1] about the ‘pivot point’ at x/h = 0. This drastic weakening of the driving
factors for buffeting makes adaptive nozzle concepts, which usually are longer and
heavier, a feasible option for increasing the performance of current space launchers.
ADual-Bell nozzle, first proposed by Foster andCowles in 1949 [7], is an adaptive
nozzlewhich increases the thrust integral over a space launcher’s trajectory. This type
of nozzle is characteristic by its inflection between the throat and the exit, where the
nozzle is split into two separate bells, hence a Dual-Bell. Inherently, a Dual-Bell
nozzle has two operating modes; the sea level mode and the altitude mode. In the
sea level mode the flow expands into first portion of the nozzle, also termed the base
nozzle, where it steadily separates at the contour inflection. In this state, the nozzle
flow is overexpanded, creating a low pressure jet plume and a favorable pressure
gradient from the outside of the nozzle into the second portion of the nozzle termed
nozzle extension. However, even at takeoff the sea level mode’s overexpansion is
not as extreme as it is the case for a conventional rocket nozzle. This increases the
thrust integral within the troposphere while avoiding the risk of high side loads due to
unsteady flow separation during the start-up of the engine. As the launcher ascends
and the pressure in the atmosphere decreases below a certain threshold, the flow
suddenly expands, or transitions, into the nozzle extension. This operating state is
defined as the altitude mode. In the nozzle’s altitude mode, the flow is expanded to a
much lower pressure than would be possible with a conventional nozzle, leading to a
comparatively increased thrust from the stratosphere until the main engine is finally
shutdown. Stark et al. [14] recently showed how an Ariane 5 could expect a 490 kg,
or approximately 5%, increase in its payload on a typical geostationary transfer orbit
(GTO) mission with a change from its conventional nozzle to a Dual-Bell. Figure1
provides a detailed overview of the geometrical and gasdynamic features of a Dual-
Bell nozzle.
The transitioning of the Dual-Bell nozzle has been the main drawback of this
technology since its proposal. It generates high side-loads on the nozzle structure
[8] and its mechanisms have not been fully understood. In order to keep the side
loads to a minimum, the transition to altitude mode ideally has to occur instantly
without re-transitioning back to sea level mode, also known as flip-flopping. Since
today’s conventional Bell nozzles are limited in their expansion ratio due to side-
loads during engine start-up, the research on Dual-Bell nozzles has increased in the
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Fig. 1 Sketch of a Dual-Bell
contour. Sea level mode is
illustrated above the axis of
symmetry. Altitude modes is
shown below the axis of
symmetry
last two decades. Naturally, transition has been the major focus of many publications
[11, 12, 16] to name a few.
Some of the previously listed experiments also tried to impose external pressure
fluctuations numerically or experimentally via an altitude chamber. However, the
interaction of the external flow with the nozzle flow has always been neglected.
However, this may have a drastic effect on the transition behavior of a Dual-Bell,
since the afterbody flow of a launcher may cause large unsteady deviations in the
pressure in close vicinity of the nozzle exit. Therefore, it has been the aim of the
underlying research to characterize severity of these effects.
2 Experimental Setup
The experiments under investigation were conducted in the Trisonic Wind Tunnel
Munich (TWM) at the Bundeswehr University Munich. This facility is a two-throat
blow-down type wind tunnel with test section dimensions of 300mm in width and
675mm in height. It has an operating total pressure range of 1.2 − 5bar by which
the Reynolds number can be regulated, and a Mach number range of 0.15 − 3.00.
During transonicmeasurements, the side wall suction capability of the TWM is taken
advantage of. This not only helps in reducing the low momentum boundary layers
on the side walls of the test section, but also reduces blockage effects at transonic
conditions. The horizontal test sectionwalls were set upwith a deflection angle for all
experiments, increasing the cross section in the direction of the flow by 25mm over
the test section length of 1.8m. This offsets the increasing displacement thickness
of the boundary layer on the horizontal walls, thereby decreasing the pressure gradi-
ent in the test section. Table1 provides an overview of the experimental conditions
during steady-state wind tunnel runs. The ± values in the table indicate the standard
deviation of each quantity during the measurements, while the measurement uncer-
tainty is within ±1%. For more details about the measurement facility the reader is
referred to [2].
In order to trigger transition, the free-stream pressure in the test section is reduced
over time. This is controlled via the TWM’s total pressure, which causes a decrease
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Table 1 Steady free-stream flow conditions for experiments under investigation
Ma∞ p0 (bar) p∞ (bar) T0 (K) U∞ (m/s)
0.80 ± 0.0008 1.30 ± 0.0013 0.852 ± 0.0008 291 ± 1.2 ≈258
2.00 ± 0.0010 2.50 ± 0.0022 0.320 ± 0.0004 292 ± 1.6 ≈509
Table 2 Transient free-stream flow conditions for triggering nozzle transition
Ma∞ p0 (bar) p∞ (bar) T0 (K) U∞ (m/s)
0.80−0.01 2.0 – 1.4 in 5 s 1.31 – 0.92 in 5 s 294 ± 0.3 ≈259
1.60−0.01 5.0 – 4.0 in 5 s 1.17 – 0.94 in 5 s 294 ± 0.3 ≈447
in the static pressure at a constant Mach number, which eventually allows the nozzle
to reach its transition nozzle pressure ratio N PRtr . The nozzle pressure ratio (N PR)
of a nozzle is defined by the ratio of the total pressure in the thrust chamber to the
free-stream static pressure:
N PR = pn,0
p∞
(1)
According to Génin and Stark [11], the transition nozzle pressure ratio can be
approximated by the following relation:
N PRtr = 1
Mae
(






where Mae denotes the exit Mach number of the fully flowing nozzle extension, and
κ the ratio of specific heats for the gas at hand.
The transient wind tunnel conditions are listed in Table2. It is important to note
that the pressure was decreased linearly in the specified time frame.
2.1 BFS Model
The BFS model is symmetric about its horizontal plane and spans across the entire
test section. It has a nose curvature which ensures subsonic conditions locally along
the contour (at Ma∞ = 0.80) [15], which then smoothly transitions into a flat plate.
Themodel’s length prior to the step is 252.5mm, with 102.5mm of that being the flat
plate. The step then has a height of h = 5mm and attaches to the nozzle fairing with
a length of 35mm. The step height to step width ratio is 1 : 60, which provides for
an unaffected recirculation region due to side wall effects [6]. The overall model’s
thickness is 25mm, or 3.7% of the test section’s height. At the center of the nozzle
fairing with a height of 15mm, a 2D Dual-Bell nozzle with a nozzle exit height of
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Fig. 2 Illustration of the
planar space launcher model
with a 2D Dual-Bell nozzle
and the measurement
domains
Table 3 Nozzle flow conditions of DB1 at steady state free-stream conditions
Ma∞ pn,0 (bar) N PR
0.80 6.00−0.05 ≈7
2.00 6.00−0.05 ≈19
14mm spans 56mm across themodel. The thrust chamber is fed by two 2" hoses, one
on either side of the model (refer to Fig. 2), with the thrust chamber being symmetric
about its horizontal and streamwise vertical planes.
Two different Dual-Bell contours were investigated. Both of them were designed
by Chloé Génin from DLR Lampoldshausen. The reason for the two different con-
tours is that first investigations with the initial contour showed that supersonic free-
stream conditions may lead to flip-flop [4]. The first contour was designed with a
transition to occur at low supersonic free-streamconditions. In order to verifywhether
flip-flopping is indeed a supersonic artifact, a second contour was designed, which
allows for transition to occur in either sub- or supersonic free-stream conditions. This
work will summarize the steady-state results from the initial contour. However, the
results from the second contour are used to compare the transition behavior at sub-
and supersonic free-stream conditions.
The initial Dual-Bell contour, which will be termed DB1 for the remainder of
this work, is comprised of a truncated ideal contour (TIC) base nozzle and a con-
stant pressure nozzle extension. The nozzle throat is 2.61mm in height, giving it
an expansion ratio of ε = 5.36, resulting in a design exit Mach number of 3.29 in
altitude mode. According to Eq.2, this yields a transition nozzle pressure ratio of
around 17. This nozzle was operated at a total pressure of about pn,0 ≈ 6bar during
the steady-state experiments. For more details refer to Table3.
The second Dual-Bell contour under investigation, which will be termed DB2
within this work, consists of a TIC base nozzle and a overturned, or positive pressure
gradient, contour nozzle extension. This kind of nozzle extension provides for a
higher hysteresis between the two nozzle modes [8]. The nozzle throat is 3.26mm
in height, giving it an expansion ratio of ε = 4.29, resulting in a design exit Mach
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Table 4 Nozzle flow conditions of DB2 at transient free-stream conditions
Ma∞ pn,0 (bar) N PR
0.80 9.8+0.02−0.04 8.7 – 10.6
1.60 3.5−0.03 3.0 – 3.7
number of 2.73 in altitude mode. According to Eq.2, this yields a transition nozzle
pressure ratio of around 9. This nozzlewas operated at a total pressure of about pn,0 ≈
9.8bar at transonic transient free-stream conditions, and at about pn,0 ≈ 3.5bar at
supersonic transient free-stream conditions. For more details refer to Table4.
2.2 Measurement Techniques
Particle image velocimetry (PIV) was used to capture instantaneous flow fields in a
streamwise vertical field of view (FOV) for the steady-state experiments with DB1.
For each test case, 500 double images with a statistically independent frequency
of 15Hz were recorded. A final vector grid spacing of 285µm was obtained after
processing. Averaged flow field data was obtained by ensemble averaging the instan-
taneous vector fields. PIV was accompanied by static pressure measurements on the
nozzle fairing just ahead of the nozzle lip, and on the base surface next to the nozzle
exit when turning about the nozzle lip. Three sensors were placed on each surface,
recording at 200Hz. Since the pressure values on each surface were comparable
between the three sensors, the average data of the three sensors on each surface is
providedwithin this work. Formore details about the PIV setup, the reader is referred
to [4].
The transitioning of the nozzle during the transient experiments with DB2 was
capturedwith the schlieren technique. The experiments summarized in thiswork used
a single-color schlieren system, which allows the visualization of density gradients,
isentropic compression and expansion waves, and compressible shear layers. The
lightwas focused onto a high-speed camera sensor recording at 10 kHz. For a detailed
description of the schlieren system installed at the TWMfacility, the reader is referred
to [5, 9]. The nozzle condition was then quantified by correlating each recorded
schlieren image to a sample schlieren imagewith a known nozzle state. A normalized
correlation value close to 1 signifies that the evaluated schlieren image is in the same
nozzle mode as the sample image. On the other hand, a normalized correlation value
close to 0 shows that the evaluated schlieren image is in the opposite nozzle mode
as the sample image.
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3 Results
3.1 Steady-State Sea Level Mode
The steady-state sea level mode with DB1 can be obtained at transonic free-stream
conditions at Ma∞ = 0.80. This can clearly be seen in Fig. 3, where a reverse flow
region develops in the nozzle extension. In this averaged flow field, a streamline from
the outer flow extends into the nozzle, indicating that an interaction may be present.
For a detailed analysis of the interaction based on instantaneous vector field data,
the reader is referred to [5]. One should also note the provided static pressure values
in this figure. The free-stream pressure about the step reduces by about 7% on the
nozzle fairing, just ahead of the nozzle lip. About the nozzle lip, the static pressure
reduces by another 2%, resulting in an overall pressure decrease of about 9% from
the free-stream to the pressure in close vicinity of the nozzle. This pressure decrease
is not accounted for in the classically defined N PR in Eq.1, however it will have an





Fig. 3 Averaged streamwise component of the velocity vector in the streamwise vertical FOV for
DB1. Top: Sea level mode at Ma∞ = 0.80 and N PR ≈ 7. Bottom: Altitude mode at Ma∞ = 2.00
and N PR ≈ 19
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3.2 Steady-State Altitude Mode
With the DB1 contour, altitude mode could only be obtained in supersonic exter-
nal flow conditions. In Fig. 3, the nozzle flow has fully transitioned into the nozzle
extension. During these supersonic steady-state conditions the flow expands about
the nozzle lip via a Prandtl–Meyer expansion. Prandtl-Meyer expansions are char-
acterized by drastic pressure reductions, as can be inferred by the provided static
pressure data in this figure.
Similar to the transonic case, the free-streampressure reduces by about 7.5%about
the BFS to the end of the nozzle fairing. However, about the nozzle lip, the pressure
decreases by nearly 55%, resulting in an overall pressure reduction of around 58%
in close vicinity of the nozzle exit! This pressure reduction is bound to have an effect
on the transitioning of the nozzle, thus an effective nozzle pressure ratio (N PReff ),
which accounts for the large pressure drop about the nozzle lip, has been defined [4].
This will be elaborated on in the Sect. 3.3.
3.3 Transition
For the investigations on transitioning, the DB2 contour was analyzed with schlieren
recordings. In Fig. 4, two snap shots each, separated by 6ms, are provided for the
transition event in trans- and supersonic external conditions. For reference, the com-
plete transition process takes around 1ms, which was processed by analyzing the
individual schlieren recordings.
The red square in the images is the interrogationwindow inwhich the nozzlemode
is evaluated in (refer to Sect. 2.2 for the method). The scalar result of this processing
method can be normalized, thus yielding values between 0 to 1. This number can
be quantified as the nozzle mode criterion (NMC), which gives reliable information
about the instantaneous nozzle mode. Figure5 plots the NMC across each schlieren
image, or in other words versus time.
In transonic free-stream conditions at the top of Fig. 5, transition occurs around
N PR ≈ 8.6 as N PR increases constantly. This is a desired kind of transition, since
it occurs quickly and only once. By decreasing N PR, it was verified that retransition
occurs at N PR ≈ 8.3, indicating that this nozzle has a hysteresis as intended by its
nozzle extension’s contour. Hysteresis can be quantified as follows [11]:
H = N PRtr − N PRretr
N PRtr
× 100% (3)
where N PRretr is the retransition N PR. This yields a hysteresis value of around
3.5% for DB2.
With a supersonic external flow, transitions are followed by retransitions over a
wide range of N PR as can be seen at the bottom of Fig. 5. This is also known as
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Fig. 4 Schlieren recordings of transitioning of DB2 from sea level to altitude mode (top to bottom).
Left: transition at Ma∞ = 0.80. Right: transition at Ma∞ = 2.00
Fig. 5 NMC versus time. Top: Transition at transonic conditions. Bottom: Transition at supersonic
conditions
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Fig. 6 Destabilizing mechanism of a Dual-Bell nozzle causing flip-flop in supersonic external flow
flip-flopping, which is apparently excited by the presence of a supersonic external
flow. Also notice that transition occurs at N PRtr ≈ 3.25 ± 0.15, whereas the design
N PRtr is around 9. This is due to the Prandtl–Meyer expansion about the nozzle lip as
described in the previous section. Similar to the transition itself, the retransition also
takes about 1ms, which would translate to a period of 2ms for one flip-flop event. If
thiswere to occur consistently, the flip-flopwould have a frequency of around 500Hz.
In the time frame from about 7.8 s − 9.3 s, 29 transitions occur between N PR = 3.1-
− 3.4. This indicates that even though DB2 was designed with an overturned nozzle
extension, a supersonic external flow has a larger destabilizing effect on the jet plume
than the stabilizing hysteresis of this contour. A model by which the nozzle flow is
destabilized has been provided by Bolgar et al. [5], illustrated in Fig. 6.
Essentially,when theDual-Bell is in sea levelmode and the external static pressure
decreases due to the flow acceleration about the nozzle lip, N PReff increases above
N PRtr , resulting in transition.When the jet plume reaches altitudemode, the external
flow is displaced, which reduces its acceleration and expansion about the lip. In turn,
N PReff decreases below N PRtr which leads to retransition. Within a certain range
of N PR, the jet plume is unstable in either condition.
Even though this model was created using the insights from the supersonic exper-
iments, the destabilizing effect after transition also must exist below sonic external
conditions, however the hysteresis of the nozzle is larger than the destabilization in
that regime. Section3.2 outlined how N PReff is drastically effected by a supersonic
external flow. Regardless of sub- or supersonic external flow conditions, N PReff for
a Dual-Bell nozzle should also consider the pressure drop within the recirculation
region extending into the nozzle extension when the nozzle is in its sea level mode.
Thus, for a Dual-Bell nozzle two separate definitions of the effective nozzle pressure
ratio need to be defined as follows:




Fig. 7 N PR versus alt . Notice that the magnitude of N PReff in comparison to H dictates
whether the jet plume is stable or unstable. The curves are parabolic due to the effect of the increase
in velocity versus altitude (alt.)
Sea level mode (N PReff < N PRtr) : N PReff = pn,0
pwall, extension
Altitude mode (N PReff > N PRtr) : N PReff = pn,0
plip, base
(4)
where pwall, extension is the static pressure along thewall contour in the nozzle extension
after the inflection and plip, base is the static pressure on the base surface of the nozzle
lip. From this equation one can see that N PReff is not a continuous function as
is the case for a launcher with a generic nozzle ascending through the atmosphere.
Rather, as theDual-Bell nozzle flow transitions, a discontinuity in N PR occurs over a
launcher’s trajectory.Dependingon the direction of the discontinuity, this could either
stabilize the transition process by increasing N PReff directly after transitioning, or
destabilize the transition process if N PReff decreases after the transitioning.
As a launcher increases its velocity during sea level mode, the reverse flow veloc-
ities within the nozzle extension will increase. This causes the static pressure to
decrease, increasing N PReff as a function of the vehicle’s velocity. This condition
is conducive for an earlier than predicted transition process. As soon as the nozzle
flow transitions, the reverse flow region in the extension disappears, increasing the
pressure in the external flow surrounding the jet plume. This causes N PReff to drop,
making the transition process of a Dual-Bell nozzle inherently unstable during flight
conditions of a launcher! If the discontinuity in N PReff is larger than the hysteresis
H , then the instability condition is satisfied, meaning that the jet plume will flip-
flop (refer to Fig. 7). Future experiments should verify the validity of the Dual-Bell
stability model provided in Fig. 7.
4 Summary and Conclusions
In summary, when a space vehicle is in motion, N PR is not only a function of
altitude, but also of velocity, since the pressure in the external flow surrounding the
jet plume changes. Additionally for a Dual-Bell nozzle N PReff has a step function at
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transition, which naturally destabilizes either mode in which the nozzle is operating
in. This destabilization is further amplified in supersonic external flow conditions,
which excites flip-flopping of the jet plume between its two modes. Below sonic
external flow conditions, an overturned nozzle extension has a sufficient hysteresis
between the transitioning and the retransitioning nozzle pressure ratio to counteract
the destabilization of the transition itself. Thus, in sub- or transonic flow conditions,
a natural transition of the Dual-Bell nozzle flow is possible, which was verified by
the underlying experiments. In supersonic flow, a shortened nozzle fairing length
would in theory also weaken the supersonic amplification of the destabilization.
Future experiments should investigate, whether a shorter nozzle fairing length can
reduce or eliminate the supersonic interaction about the nozzle lip. However, when
considering the trajectory performance of a launcher, a Dual-Bell nozzle designed
to transition in transonic flight may be the ideal solution, where a natural transition
can occur in a stable manner.
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Interaction of Wake and Propulsive Jet
Flow of a Generic Space Launcher
Alexander Barklage and Rolf Radespiel
Abstract This work investigates the interaction of the afterbody flow with the
propulsive jet flow on a generic space launcher equipped with two alternative nozzle
concepts and different afterbody geometries. The flow phenomena are characterized
by experimental measurements and numerical URANS and LES simulations. Inves-
tigations concern a configuration with a conventional truncated ideal contour nozzle
and a configuration with an unconventional dual-bell nozzle. In order to attenuate
the dynamic loads on the nozzle fairing, passive flow control devices at the base of
the launcher main body are investigated on the configuration with TIC nozzle. The
nozzle Reynolds number and the afterbody geometry are varied for the configuration
with dual-bell nozzle. The results for integrated nozzles show a shift of the nozzle
pressure ratio for transition from sea-level to altitude mode to significant lower lev-
els. The afterbody geometry is varied including a reattaching and non-reattaching
outer flow on the nozzle fairing. Investigations are performed at supersonic outer
flow conditions with a Mach number of Ma∞ = 3. It turns out, that a reattachment
of the outer flow on the nozzle fairing leads to an unstable nozzle operation.
1 Introduction
The afterbody flow of a space launcher usually is highly unsteady leading to strong
dynamic loads on the nozzle fairing. The wake flow of conventional launcher
geometries has already extensively been studied in the literature. Depres et al. [10]
performed experiments on a generic launcher geometry with and without a propul-
sive jet in the transonic flow regime. By evaluating pressure spectra at the base of
the launcher they found a distinct peak at a Strouhal number based on the main
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body diameter D of SrD = 0.2. The same configuration was investigated by Deck et
al. [9] using zonal detached eddy simulations (ZDES) confirming the experimental
results by Depres et al.. Stephan et al. [30] performed investigations in the super-
sonic regime with a propulsive jet. They also observed strong pressure fluctuations
at the base at a Strouhal number of SrD = 0.2. In the hypersonic regime, Saile et
al. [22, 23] performed experimental measurements on a generic geometry equipped
with a TIC1 nozzle. The same case was investigated by Statnikov et al. [28, 29]
using zonal RANS/LES simulations. By performing dynamic mode decomposition
they identified dominant modes at SrD = 0.27; 0.56 and 0.85. Similar modes were
also observed by Bolgar et al. [5] on a backward facing step geometry. The aim of
reducing structural weight calls for a reduction of these low frequency loads. This
can be accomplished by passive flow control devices. Bolgar et al. [6] conducted
experimental measurements on a backward facing step equipped with 7 different
passive flow control devices. They showed a reduction of the cross-pumping motion
of the shear-layer by the lobes. Scharnowski et al. [24] performed measurements
on an axisymmetric model equipped with two passive flow control devices in the
transonic flow regime. The passive flow control devices lead to reduced pressure and
velocity fluctuations downstream of the base. Reedy et al. [20] investigated passive
flow control in the form of splitter plates of triangular shape on an axisymmetric
bluff body. They carried out experiments at a Mach number of 2,49 and unsteady
pressure measurements at the base revealed a reduction of pressure fluctuations of
39%.
However, the above mentioned investigations are restricted to configurations with
conventional nozzles and only little knowledge exists concerning unconventional
nozzles. One example of unconventional nozzles is the dual-bell nozzle. The dual-
bell nozzle increases the efficiency of the propulsion systemof a space launcher by the
use of altitude adaption. The concept was first proposed by Foster and Cowles [8] in
1949. The nozzle features a one-step altitude adaption which is realized by a contour
inflection leading to two operation modes, the sea-level mode and the altitude mode.
In spite of the advantages from altitude adaption, the dual-bell nozzle encounters
performance losses compared to conventional nozzles as have been experimentally
measured byHorn and Fisher [15]. Still, the dual-bell offers a payload gain compared
to conventional nozzles as has been shown by Stark et al. [27] for an Ariane 5 con-
figuration. Despite these benefits, a dual-bell nozzle was never tested in flight since
the transition from sea-level to altitude mode still represents significant uncertainty.
During transition high side loads can be generated as observed by Hagemann et al.
[14]. Recent studies on a generic space launcher equipped with a dual bell nozzle [3,
4] revealed an unsteady nozzle operation when a supersonic outer flow is present.
This study deals with the wake flow of a generic space launcher and its interaction
with the nozzle flow. The focus is on two different configurations with a TIC nozzle
and a dual-bell nozzle. The first part concerns the afterbodyflowof theTIC configura-
tion and how it can be affected by passive flow control. The second part concentrates
on the dual-bell nozzle configuration investigating sensitivity to Reynolds number
1TIC: Truncated ideal contour.
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and nozzle fairing length. The length of the fairing is considered as an important
parameter for the wake jet flow interaction wherefore an effect on the stability of the
nozzle operation is expected.
2 Experimental and Numerical Setup
2.1 Geometry and Test Cases
The two considered configurations are schematically shown in Fig. 1. Both geome-
tries share the same main body consisting of a cone and a cylindrical part. The
cylindrical part has a diameter of D = 108mm. Downstream of the main body, the
geometry features a step decrease in diameter to the diameter of the nozzle fairing,
which is d = 61mm for the dual-bell nozzle and d = 43mm for the TIC nozzle. The
model is mounted to the wind tunnel facility by a sword shaped strut support. The
base of both geometries can be modified to vary the length of the main body or to
apply passive flow control devices. The dual-bell configuration (DB) uses 3 differ-
ent nozzle fairing length of l/D = 0.85, 0.56, 0.19. The investigated flow control
devices on the TIC configuration are full-square lobes (FSL) and half-circular lobes
(HCL), as seen in Fig. 1. Full-square lobes are chosen since they showed to be most
effective in previous studies on a backward facing step [6]. Half-circular lobes are
additionally investigated since they produce less wave drag.
The first part of the dual-bell nozzle is designed as a TIC nozzle followed by
a constant pressure extension guaranteeing a fast operation mode transition. The
transition is calculated to occur at a nozzle pressure ratio of N PR = p0, jet/p∞ =
12.6 by an transition criterion according to [19], where p0, jet is the nozzle total
pressure. A detailed description of the dual-bell nozzle is found in [1]. The nozzle
of the TIC configuration features the same throat diameter as the dual-bell nozzle
of 25.31mm. The Mach number at the nozzle exit is Maexit,nz = 2.5. For a detailed
description of the TIC nozzle the reader is referred to [30].
Fig. 1 Geometry of the investigated launcher models. Dual-bell nozzle configuration (left) and
TIC configuration with and without lobes (right). Dimensions are in Millimeters
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Table 1 Flow conditions of ambient and jet flow
Ma∞ Ambient flow Jet flow
Re∞,D T0,∞ (K) p∞ (Pa) N PR Re∗ T0, jet (K)
TIC, flow
control
3 1.3 · 106 285 4,100 97.6 1.5 · 106 285
DB, Re
variation







3 2.5 · 106 285 7,900 5–10 1.5–
3.0 · 105
285
The flowconditions differ for the three different investigations. The corresponding
flow conditions are listed in Table1. The working gas for ambient and jet flow is dry
air at a temperature of T = 285K. The outer flow is supersonic with a Mach number
ofMa∞ = 3 for the caseswhere the base geometry is varied, whereas no outer flow is
considered for the variation of nozzle Reynolds number. Numerical simulations use a
Mach number of Ma∞ = 0.1 for the case without an outer flow since a compressible
flow solver is used. The nozzle total conditions are constant in the experimental
measurements while the numerical simulations also allow time dependent nozzle
total conditions.
The flow control cases consider an under-expanded jet flow with N PR = 97.6.
The lobe configuration is referred to as ‘valley’ if there is a lobe valley located
ϕ = 180◦ and as ‘peak’ if there is a lobe peak at ϕ = 180◦.
For the variation of nozzle Reynolds number Re∗ = (ρ∗u∗D∗)/μ∗2 the noz-
zle pressure range N PR is kept constant while increasing the ambient pressure.
Numerical simulations were performed for two different ambient pressures of
p∞ = 4, 100Pa and p∞ = 16, 400Pa which will be referred to as ‘low Reynolds
number case’ and ‘high Reynolds number case’, respectively. Experiments are con-
ducted for a wider range of Reynolds numbers.
The variation of l/D features an increased outer flow Reynolds number compared
to the flow control case since this guarantees turbulent nozzle flow conditions, as will
be shown later.
2.2 Experimental Setup
2.2.1 Wind Tunnel and Jet Simulation Facility
Experimental measurements are conducted in the Ludwieg tube wind tunnel of TU
Braunschweig (HLB) in its supersonic configuration. The wind tunnel consists of
2Star values correspond to nozzle throat conditions, where: ρ∗ :Density, u∗: Velocity in x-direction,
D∗ : Throat diameter.
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a high pressure part which is the 17m long storage tube and a low pressure part
which contains a settling chamber, the wind tunnel nozzle and a vacuum tank. A fast
acting valve separates these two parts. The high pressure part can be pressurized up
to 30bar and the low pressure part is evacuated to a few millibars prior to a wind
tunnel run. The wind tunnel run starts with the opening of the fast acting valve.
The air is then accelerated by the wind tunnel nozzle so that the Mach number in
the test section is Ma∞ = 2.9. The flow conditions in the test section are constant
for approximately 50ms and the maximum achievable unit Reynolds number is
Re = 35.3 · 106 1/m. The original design of the wind tunnel is described in [11] and
the supersonic configuration is discussed in [32, 33].
The jet simulation facility (TSA3) provides pressurized gas for the jet flow. The
TSA also uses the ludwieg tube working principle. The 32m long storage tube is
connected from outside of the wind tunnel to the launcher model. The storage tube
can be pressurized up to 160bar and heated up to 900K. The model itself contains
the fast acting valve as well as a settling chamber and the dual-bell nozzle. The TSA
is operated simultaneously with the wind tunnel and constant nozzle flow conditions
are achieved for approximately 100ms. The reader is referred to [30] for a detailed
discussion on the TSA.
2.2.2 Instrumentation
The afterbody of both configurations is equipped with 3 time resolving pressure
sensors while the dual-bell configuration additionally features 7 pressure sensors
on the nozzle wall. The used sensors are Kulite XCQ-062 with a natural frequency
of 150kHz. Figure2 shows an overview on the instrumentation. The base of both
configurations is equipped with one sensor at (r/D, ϕ) = (0.42, 180◦) with the strut
support being at ϕ = 0◦. Two pressure sensors are located on the nozzle fairing at
(x/D, ϕ) = (0.04, 180◦) and (x/D, ϕ) = (0.51, 180◦) for the dual-bell configura-
tion4 and at (x/D, ϕ) = (0.31, 180◦) and (x/D, ϕ) = (0.77, 180◦) for the TIC con-
figuration. The nozzle wall of the dual-bell configuration is instrumented with 7 flush
mounted pressure sensors at four axial positions of x/D = 0.44, 0.5, 0.56, 0.73
and at three different circumferential positions of ϕ = 0◦, 90◦, 180◦. A Spectrum
M2i.4652 recorder samples the pressure data at a rate of 3MHz. Boundary layer
tripping was applied slightly downstream of the nozzle throat at x/D = 0.21.
Schlieren imaging is used for a qualitative characterization of the flow topology.
The schlieren configuration is a conventional coincident configuration using a gas
discharge lamp as light source. A Phantom v711 camera records the schlieren images
at a recording frequency of 13, 000Hz and a resolution of 800 × 600. The exposure
time is 2µs.
3German abbreviation for ‘Treibstrahl Simulations Anlage’.
4All axial positions of the dual-bell configuration are measured from the base in the l/D = 0.85
configuration.
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Fig. 2 Instrumentation of the afterbody of the launcher model. Dual-bell configuration with a
nozzle length of x/D = 0.85 (left) and TIC configuration without lobes (right)
2.3 Numerical Setup
2.3.1 URANS Setup
Numerical simulations use the DLR TAU code [25] for performing unsteady
Reynolds averaged Navier–Stokes computations. In this study, the governing equa-
tions represent a two-dimensional axisymmetric formulation of the Navier–Stokes
equations. The solver uses a finite-volume scheme in a conservative formulation.
The one-equation turbulence model of Spalart and Almaras [26] closes the RANS
equations. Laminar solutions are achieved by setting the Reynolds stresses to zero.
Viscous terms are approximated by a central scheme of second order accuracy. Invis-
cid terms are discretized by the AUSMDV upwind scheme of Wada and Liu [31].
Temporal discretization uses an implicit euler dual-time stepping scheme of second
order accuracy with a time step size of 1 · 10−6 s.
This study uses two computational grids, both being two-dimensional and axisym-
metric with a circumferential extent of ϕ = 1◦. The grid for cases without an outer
flow (grid 1) contains the nozzle wall and the fairing but does not cover the main
body and counts 190, 000 cells. The grid for cases with an outer flow (grid 2) also
covers the main body, however neglecting the strut support and counts 220, 000
cells. Walls are modeled as isothermal with a wall temperature of 293 K applying a
no-slip condition. At the nozzle inlet time varying reservoir conditions are applied
with a linearly varying total pressurewith a slope ofN PR/tre f = 680.351/swith
tre f = tu∞/D. A gradient of zero for the flow variables realizes a symmetrical axis at
r/D = 0. The boundaries in circumferential direction assume axisymetric flow. The
remaining boundary conditions of grid 1 represent farfield conditions. Grid 2 uses
a supersonic inflow conditions at the upstream boundary and a supersonic outflow
condition at the downstream boundary.
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2.3.2 Zonal RANS/LES Setup
Zonal RANS/LES computations were carried out using the flow solver developed at
the Institute of Aerodynamics of RWTH Aachen University [18]. The solver uses a
finite volume scheme in conservative formulation to solve the compressible Navier–
Stokes equations. The solver is capable of performing RANS and LES simulations
as well as coupled zonal RANS/LES simulations using a Reformulated Synthetic
Turbulence Generation (RSTG)method [21]. Sub-grid scales in the LES formulation
are modeled by the monotone integrated LES (MILES) method [7]. A one-equation
turbulence model of Fares and Schröder [12] closes the RANS equations. Spatial
discretization employs second order accurate central differences for viscous terms
and a second order accurate mixed centered upwind AUSM scheme [16] for inviscid
terms. Temporal integration uses a second order accurate explicit 5-stage Runge–
Kutta method. The solver is detailed in [17].
This work features two computational grids for investigating the Reynolds num-
ber influence corresponding to the low Reynolds number and high Reynolds number
conditions, respectively. Both conditions share the same RANS grid with a total size
of about one million cells. The LES grid counts 77 million cells for the low Reynolds
number condition and 277million cells for the high Reynolds number condition. The
RANS solution is coupled to the LES solution by performing an independent solution
and then creating a database for interpolation onto the LES boundary. The coupling
position is slightly upstream of the contour inflection to guarantee an established
boundary layer at the inflection point. The RANS domain employs reservoir condi-
tions with a linear varying total pressure at the nozzle inlet. The slope of the time
varying pressure is chosen accordingly to the URANS configuration from Sect. 2.3.1.
Walls are modeled as adiabatic using a no-slip condition. All remaining boundaries
are farfield conditions employing a characteristic approach. A detailed description
of the grids can be found in [1].
3 Results
3.1 Passive Flow Control on TIC Configuration
The effectiveness of the two lobe configurations is evaluated based on the induced
mechanical loads on the nozzle fairing. The mean pressure distribution characterizes
static loads whereas pressure fluctuations characterize dynamical loads. The mean
pressure distribution is shown in Fig. 3 on the left hand side. All cases show a similar
trend with a downstream increase in pressure due to the reattaching shear layer
that forms at the shoulder of the main body. At the base, there is a recirculation
region which is differently pronounced for the clean case and the lobe configurations.
The pressure at the base is lower for the lobe cases compared to the clean case
indicating a stronger expansion at the shoulder of themain body.A stronger expansion
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Fig. 3 Pressure distribution (left) and pressure fluctuation (right) on the nozzle fairing for clean
case and lobe configurations
corresponds to a stronger deflection of the shear layer at the shoulder wherefore the
lobes reduce the recirculation region.
However, the influence of the lobes diminishes downstream of the base where
the pressure is slightly increased compared to the clean case regardless of the lobe
configuration. This corresponds to a shift of the reattachment shock slightly further
upstream. The influence on dynamic loads can be seen in Fig. 3 on the right hand
side. Again, all configurations show a similar trend with lowest fluctuations at the
base, which increase further downstream, followed by a decrease. The fluctuations
at x/D = 0.31 are highest since this point lies in the reattachment region where the
shear layer impinges on the nozzle fairing. Further downstream, the flow is attached
leading to reduced pressure fluctuations. The lobes are shifting the pressure fluctu-
ations to higher values compared to the clean case thus increasing the dynamical
loads on the fairing. The higher fluctuations might be explained by the streamwise
vortices induced by the lobes. The lobe configuration shows a minor influence and
the full-square lobes lead to lower fluctuations at the base and higher fluctuations at
x/D = 0.31 compared to the half-circular lobes. This is in contrast to findings at sub-
sonicMach numbers by Bolgar et al. [6]. Lobes seem not to be useful for suppressing
dynamical loads at supersonic flow conditions on axisymmetric geometries.
3.2 Analysis of Dual-Bell Transition—Effect of Reynolds
Number
The aim of this chapter is to determine a Reynolds number range where sub-scale
dual-bell investigations are comparable to a full-scale application. For full-scale
applications the boundary layer of the nozzle flow is always turbulent, wherefore
laminar flow should be avoided in sub-scale investigations. Reynolds number ranges
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Fig. 4 Pressure distribution on the nozzle wall for N PR = 10 at high Reynolds number condition
(left) and for N PR = 12 at low Reynolds number condition (right)
for laminar and turbulent nozzle flow are therefore determined. The ‘low Reynolds
number’ case represents laminar flow conditions while the ‘high Reynolds number’
case represents turbulent flow conditions. Figure4 shows a comparison of numerical
and experimental results in terms of pressure distribution in the nozzle extension.
Additionally, the design values are shown which are determined by the method of
characteristics (MOC) corresponding to the values in altitude mode since attached
flow is assumed. For the high Reynolds number case there is a good agreement
between measurements and numerical simulations. The nozzle operates in sea-level
mode at N PR = 10 what is characterized by an increase of pressure compared to the
design value downstream of the inflection point at x/D = 0.47. The laminar solution
shows a stronger separation and deviates from the measurements and the RANS and
LES solutions indicating this case to be turbulent. The low Reynolds number case
reveals a different behavior and the laminar solution agreeswellwith theLES solution
and the measurements. The RANS solution deviates from the measurements and the
nozzle flow separates in the nozzle extension at approximately x/D = 0.63. Since
the laminar solution, the LES simulation and the measurements show consistent
results, the low Reynolds number case corresponds to laminar conditions.
In order to characterize the nozzle transition process, unsteady numerical simula-
tions were carried out covering a transition followed by a retransition. The resulting
separation position is summarized in Fig. 5 on the left hand side. The condition
for determining the separation position is that the friction coefficient equals zero
(c f (xsep) = 0). It is noted, that LES results are averaged in circumferential direc-
tion. The LES results show a strong Reynolds number influence as the N PR-value
for transition is strongly increased for the low Reynolds number case compared to
the high Reynolds number case. The laminar solution predicts transition in a similar
N PR-range for the low Reynolds number case, revealing this case to be laminar.
The LES solution for the high Reynolds number case is considered as turbulent since
it better compares with the URANS solution. The URANS solution however shows
no significant Reynolds number influence. Figure5 right shows a comparison of
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Fig. 5 Position of flow separation for the numerical simulations (left) and N PR value for transition
as a function of nozzle Reynolds number Re∗ (right), open symbols stand for transition and filled
symbols for retransition
the N PR-value for transition and retransition compared to experimental data. This
value is determined for the simulations at the point where the value d xsep/d N PR
reaches itsmaximum and for themeasurements by successively increasing the nozzle
total pressure until a switch to altitude mode is observed. The value of N PRtr for the
highReynolds number casematcheswell between the simulations andmeasurements
whereas for the low Reynolds number case there is a discrepancy. This discrepancy
might be related to a transitional boundary layer state in the measurements. The mea-
surements reveal that for Re > 6, 68 · 105 there is no significant change in N PRtr
wherefore this Reynolds number range is regarded as turbulent. As shown in Ref. [2]
the Reynolds number range for turbulent flow can be extended to Re > 1, 40 · 105
by using boundary layer tripping, wherefore tripping is used in the following.
3.3 Analysis of Dual-Bell Transition—Influence of Afterbody
Geometry
This section deals with the dynamic interaction of the supersonic outer flow with the
dual-bell nozzle flow for different afterbody geometries. There already exist studies
on the influence of the nozzle fairing length on dynamic loads for generic launcher
geometries equipped with TIC nozzles [10, 13]. Van Gent et al. [13] found that for
a nozzle length where no reattachment on the nozzle fairing occurred, there is a
pronounced interaction of the plume and the outer flow. For a dual-bell configura-
tion, it was previously shown in [3], that an unstable nozzle operation occurs for a
configuration with l/D = 1.37. In this case, the nozzle alternately switched between
altitude mode and sea-level mode at a distinct frequency. The frequency of this flip-
flop mode is evaluated from the pressure signals of a sensor located in the nozzle
extension at x/D = 0.56 for the different afterbody geometries and different values
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Fig. 6 Flip-flop frequency as a function of N PR (left) and variation of the lip pressure plip during
transition and retransition from URANS simulations (right)
of N PR. These results are summarized in Fig. 6 on the left hand side. The Strouhal
number SrD is computed based on the main body diameter D and the freestream
velocity u∞ = 607m/s. Error bars of frequency are related to the minimum resolv-
able frequency due to a time window size of t = 40ms of the pressure signals.
No flip-flop mode occurred for the configuration with l/D = 0.19, wherefore this
curve always equals zero. The other configurations feature a flip-flop mode for a cer-
tain N PR range which is approximately N PR = 4.7 − 7.6 for l/D = 0.85 and
N PR = 5 − 7.6 for l/D = 0.56. The maximum flip-flop frequency is reached at
N PR ≈ 6.3 for both configurations though the frequency is lower for l/D = 0.56
compared to l/D = 0.85. These results show that the nozzle operation is more stable
with decreased fairing length and for a certain fairing length of 0.19 ≤ l/D < 0.56
the flip-flop mode completely diminishes.
The flip-flopmode appears to be triggered by a variation in back pressure since the
nozzle transition is determined by the pressure ratio between nozzle total pressure
and back pressure. The back pressure equals the ambient pressure for the casewithout
an outer flow whereas the back pressure with a supersonic outer flow is altered by
the expansion of the outer flow at the nozzle lip. Hence, the pressure at the nozzle
lip plip is relevant for the transition and retransition process. The value of plip from
the URANS simulations during transition and retransition is shown in Fig. 6 as a
function of the separation position. The configurations l/D = 0.85 an l/D = 0.56
exhibit aminimumwhich is not present for l/D = 0.19. This behavior is important to
characterize the stability of the nozzle operation since a negative value of dplip/dXsep
favors transition and a positive value favors retransition. For example, a negative value
means that as the transition moves to the nozzle end, the back pressure decreases
thus supporting the transition. For l/D = 0.19 there is always a negative value of
dplip/dXsep considering this case as stable. In contrast, the cases with l/D = 0.85
and l/D = 0.56 feature a negative value for the interval 0.48 ≤ x/D < 0.81 and
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Fig. 7 Schlieren images at altitude mode for l/D = 0.19 l/D = 0.56 l/D = 0.85 (from left to
right)
a positive value for the interval 0.81 < x/D ≤ 0.85, considering these cases to be
unstable.
The schlieren images in Fig. 7 give an overview on the flow topology of the
three configurations at altitude mode operation. For all three cases the outer flow
separates at the shoulder of the main body and the shear layer bends towards the
nozzle fairing. The shear layer reattaches on the fairing for the cases with l/D = 0.85
and l/D = 0.56 characterized by a reattachment shock. Further downstream, the flow
expands at the nozzle lip and a shear layer develops between nozzle flow and outer
flow. For the case with l/D = 0.19 there is no reattachment of the outer flow on
the nozzle fairing, instead the outer flow reattaches on the nozzle flow featuring
a reattachment shock and a shear layer. The occurrence of the flip-flop mode in
the supersonic regime is therefore related to the reattachment of the outer flow on
the nozzle fairing. A reattaching flow leads to an unstable operation while a non-
reattaching flow leads to a stable operation.
4 Summary
This paper summarizes three studies on a generic space launcher equipped with a
TIC nozzle and a dual-bell nozzle, respectively. These studies include experimental
as well as numerical investigations.
The effectiveness of passive flow control devices was investigated on the TIC
configuration. It turns out, that both passive flow devices under consideration lead
to a reduced pressure at the base corresponding to a shorter recirculation region
compared to the clean configuration. However, the lobes lead tomoderately increased
dynamical loads on the nozzle fairing as they increase pressure fluctuations.
The nozzle Reynolds number was varied for the dual-bell configuration in order
to determine corresponding Reynolds number ranges for turbulent and laminar flow
conditions. The nozzle flow reveals to be turbulent for a Reynolds number range of
Re∗ > 6.68 · 105. By using transition tape, the Reynolds number range of turbulent
flow can be extended to Re∗ > 1.40 · 105 so that investigations with outer flow and
turbulent nozzle conditions can be performed in the present wind tunnel setup.
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Studies of a dual-bell nozzle interacting with an outer flow showed a instable
nozzle operation featuring the so called flip-flop mode which is characterized by an
alternating switch between sea-level and altitude mode. The flip-flop mode revealed
to be sensitive to the length of the nozzle fairing. It diminishes if the outer flow does
not reattach on the nozzle fairing.
Further studies will concern a second dual-bell nozzle design with an increased
hysteresis gap compared to the nozzle used in this studies. Hot wire measurements
will be also performed in the wake to correlate fluctuations in the outer flow with the
unsteady nozzle behavior.
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Rocket Wake Flow Interaction Testing
in the Hot Plume Testing Facility (HPTF)
Cologne
Daniel Kirchheck, Dominik Saile, and Ali Gülhan
Abstract Rocket wake flows were under investigation within the Collaborative
Research Centre SFB/TRR40 since the year 2009. The current paper summarizes
the work conducted during its third and final funding period from 2017 to 2020. Dur-
ing that phase, focus was laid on establishing a new test environment at the German
Aerospace Center (DLR) Cologne in order to improve the similarity of experimental
rocket wake flow–jet interaction testing by utilizing hydrogen–oxygen combustion
implemented into the wind tunnel model. The new facility was characterized during
tests with the rocket combustor model HOC1 in static environment. The tests were
conducted under relevant operating conditions to demonstrate the design’s suitability.
During the first wind tunnel tests, interaction of subsonic ambient flow at Mach 0.8
with a hot exhaust jet of approx. 920K was compared to previously investigated cold
plume interaction tests using pressurized air at ambient temperature. The comparison
revealed significant differences in the dynamic response of the wake flow field on
the different types of exhaust plume simulation.
Keywords Rocket wake-flows · Plume interaction · Hot plume testing
1 Introduction
During the ascent of a rocket launcher, the vehicle is exposed to constantly changing
environmental conditions. Therefore, the loads imposed on the launch vehicle, in
particular to the afterbody of launchers with a nozzle, subjected to the ambient flow,
constantly change as well [3, 6, 26]. The afterbody flow of a rocket launcher is
similar to that of an axisymmetric backward-facing step (BFS). In the mean, the flow
around an axisymmetric BFS forms an annular recirculation region. It is enclosed
by the rocket’s base surface, the outer surface of the thrust nozzle and the shear
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layers between the recirculation, the cold ambient flow and the hot exhaust stream.
The recirculating base flow is also highly unsteady [4, 5, 23, 24, 31]. Instationary
effects within this subsonic flow regime act on the surface of the nozzle and base
plate, hence, they impose effects farther downstream on the jet shear layer. Thus, the
structures in the base region are exposed to local pressure fluctuations and periodic
loads.
Related Activities within SFB/TRR40
The investigation of such base flow phenomena on current and future space trans-
portation vehicles with focus on the interaction of the ambient flow and the exhaust
jet flow is one of the core research areas of the Collaborative Research Centre (SFB)
Transregio 40 (TRR40) [1, 7, 16]. Previous publications indicate, that the buffet phe-
nomenon, known to be the reason for prominent launcher failures (e.g. the Ariane 5
flight 157), is closely linked to the interaction flow field, especially for long nozzle
structures with a length of more than one base diameter [3, 4, 8]. Nevertheless, until
now, previous investigations were limited to cold–cold-interaction where the exhaust
is modeled experimentally or numerically using moderately heated air or helium [25,
27, 29, 29].
Since the flow–flow-interaction is assumed to be significantly influenced by the
dynamics of their inherent shear flowdevelopment, the relative flowvelocity between
the ambient and exhaust stream could be one of the most important influence factors
for the combined wake flow characteristics. To address this influence on the result-
ing mechanical and thermal loads on the base and nozzle structure, an approach
of enhanced similarity by using hot gas simulation with more realistic stagnation
conditions and more realistic exhaust jet properties is followed in the present work.
For that, a newlybuilt supply facility forgaseous hydrogen and oxygen (GH2/GO2)
was added to the Vertical Wind Tunnel (VMK) of the German Aerospace Center
(DLR) Cologne [9, 10, 12, 18]. Since that time, wind tunnel tests in the frame of
SFB/TRR40 incorporate a more realistic exhaust jet, which is generated by the com-
bustion of a mixture of GH2 and GO2 within a combustion chamber inside the wind
tunnel model. Prior to performing such wind tunnel tests, characterization of the new
GH2/GO2 supply facility, covering the targeted range of future operating conditions,
was necessary [11].
Motivation for Hot Plume Interaction Testing
The resulting potential from an enhancement of the similarity of the exhaust jet’s
stagnation conditions and gas properties is pictured in Fig. 1. It is defined as the
maximum nozzle exit velocity as a ratio between the experimental and flight val-
ues umax,exp/umax,flight. Figure1 shows its dependency on the combustion chamber
temperature and the molecular mass of the exhaust gas. Both properties are closer
to the real flight when using GH2/GO2 combustion instead of heated air or helium.
Especially at a low oxidizer–fuel–ratio (OFR), the similarity of the maximum nozzle
exit velocity is rather high, while thermal loads on the wind tunnel model are still
manageable, due to low combustion chamber temperatures. Increasing OFR to flight
relevant values of approx. 6 subsequently results in a similarity ratio close to one.
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Fig. 1 Similarity ratio
(experiment over flight) of
the maximum nozzle exit
velocity, depending on the
total temperature and
composition of the exhaust
gases; ♦ : pcc = 20.7 bar,
 : pcc = 68.9 bar
In the following, Sect. 2 gives an overview on this newly built facility, its imple-
mentation into the former wind tunnel test environment and its theoretical operating
range. Section3 refers to the activities of characterizing the facility operation after
putting into service. They were conducted to prove the feasibility of the facility’s
concept for following wind tunnel test campaigns. In Sect. 4, first wind tunnel tests
with hot plume interaction are presented and compared to cold plume interaction
test cases, which were also investigated previously in [17, 20–22]. Finally, Sect. 5
concludes the main aspects of the work conducted within the third funding period
of the SFB/TRR40 sub-project B1 and provides suggestions for further activities in
that field.
2 The Hot Plume Testing Facility (HPTF)
The Hot Plume Testing Facility (HPTF) includes a combination of the Vertical Wind
Tunnel Cologne (VMK), together with a supply facility for gaseous hydrogen (GH2)
and gaseous oxygen (GO2) (Fig. 2).
The GH2/GO2 supply facility was built in the year 2017 to primarily serve for
feeding wind tunnel models including integrated combustion chambers during wind
tunnel testing. It was designed to the needs of the SFB/TRR40 sub-project B1, in
which rocket wake flows, interacting with hot exhaust jets, were to be investigated
providing more realistic jet composition and jet stagnation conditions.
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Fig. 2 The Hot Plume Testing Facility (HPTF), consisting of the Vertical Wind Tunnel Facil-
ity (VMK), the GH2/GO2 supply facility, and a high-pressure (HP) air supply system
2.1 Vertical Wind Tunnel Cologne (VMK)
TheVMK, as one of themain components of HPTF, is a blow-down type wind tunnel
with an atmospheric free stream test section in vertical alignment. The maximum
operating pressure is 35bar, which is maintained by a pressure reservoir of 1,000
cubic meters volume at a maximum pressure of 67bar. The reservoir allows typical
test durations of 30–60 s and the upstream heat storage can heat-up the flow up to
750 K, which enables testing at ground-level conditions up to a Mach number of
2.8. The flow Mach number is set by various discrete nozzles in the supersonic
range up to Mach 3.2. Subsonic conditions are set by a convergent nozzle of 340mm
exit diameter. The model extension is held by a central upstream support, which is
integrated into the low-speed section of the subsonic nozzle and followed by two
planes of metallic filter screens. The design of the test chamber is explosion proof
and in combinationwithmodern gasmonitoring devices, explosion protected electric
installations, and gas proof interfaces suitable for the operation of combustion tests
with gaseous and solid propellant combinations. For the cold gas interaction tests, a
high-pressure (HP) dried air supply is available with a maximum supply pressure of
150bar.
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Fig. 3 Operating range of the GH2/GO2 supply facility in the field of total chamber pressure pcc
and oxidizer–fuel–ratio OFR as maximum operating envelope (thick solid line) and model design
envelope (filled area) with design reference conditions RC0, RC1, and RC2
2.2 GH2/GO2 Supply Facility
The GH2/GO2 supply facility is an extension of the VMK infrastructure, which
is designed especially for the hot gas investigations in the VMK test environment.
It consists of a 300bar gas storage for the supply with process gases (hydrogen,
oxygen, and nitrogen for purging and inerting purposes) and a control station to set
the operating conditions by an integrated mass flow controller. The control station
operates at 130bar and feeds the model combustor with a maximum of 399 g/s
oxygen and 67 g/s hydrogen at a maximum chamber pressure of 115bar.
The resulting operating range is given as a function of the chamber pressure
pcc and oxidizer–fuel–ratio OFR in Fig. 3. The theoretical chamber temperature Tcc
(solid lines) and the area specificmass flow rate ṁ/Ath (dashed lines) of the operating
range are shown as iso-contours. The theoretical maximum operating envelope (thick
line) and the model design envelope (filled area) are given by the maximum supply
pressure/model design pressure, min/max mass flow rates, the theoretical ignition
limit at OFR > 0.5, and the maximum mass flow ratio OFR < OFRst = 7.918.
The reference configurations RC0, RC1, and RC2 were the drivers for the design
process for the simulation of rocket propulsion applications, where the Ariane 5
main engine, Vulcain 2, was taken as flight reference. While for RC0, mechanical
and thermal loads on the testmodels are relatively low,which enables a higher level of
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instrumentation andmore detailed comparisonwith parallel numerical investigations,
reference configuration RC1 already results in an excellent similarity of the exit
velocity. Here, the reduced chamber pressure, compared to the maximum condition
RC2, which is comparable to realistic engine properties, limits the possibility of
duplicating both, the nozzle exit Mach number and a proper plume topology. In both
cases, the high temperature and pressure introduce challenging model design and
operation requirements.
3 Characterization of HPTF for Wind Tunnel Testing
Prior to performingwind tunnel tests, a characterization of the newGH2/GO2 supply
facility [9, 18], covering the targeted range of future operating conditions within the
model design envelope (Fig. 3) is needed. For that, a robust and flexible preliminary
test combustor was introduced [10, 19]. Its modular design enables the qualification
of materials and operating principles for a sophisticated development of the wind
tunnel model including the combustion chamber. After entry into facility operation
[10], preliminary tests were performed at the targeted reference conditions to validate
the chamber and injector concept for further wind tunnel testing.
3.1 HPTF Characterization Test Setup
The test combustor for tests without ambient flow was integrated into the test cham-
ber of VMK and fed by the GH2/GO2 supply facility (Fig. 4). It is a stand-alone
combustor, the Hydrogen Oxygen Combustor 1 (HOC1), which is derived from lit-
erature in order to take advantage of published knowledge and to open up a range
of comparative studies [15]. It uses a modular design, where the chamber modules,
equipped with either temperature sensors, pressure sensors or a spark ignitor can be
arranged in different order. The injector is a single element coaxial shear injector,
which is replaceable to allow for quick modification of the injector geometry. For the
nozzle part, different material concepts, like copper, molybdenum, and combinations
with graphite inlays are available. The combustor is equipped with a high-frequency
pressure transducer at the base plate of the combustion chamber, as well as 18 ther-
mocouples, flush-mounted to the inner chamber wall and equally spaced along the
axial direction.
3.2 HPTF Characterization Test Results
The GH2/GO2 supply, equipped with the HOC1 combustor, was mainly character-
ized for its performance at standard reference condition RC0, which was the main
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Fig. 4 Photograph and 3D sectional viewof themodel combustorHOC1; 1 injector body, 2 pressure
port, 3 wall temperature measurement module, 4 ignition module, 5 wall temperature measurement
module, 6 nozzle assembly, 7 strain compensation elements, 8 support plates, 9 coaxial injector
element
operating condition for the following wind tunnel test campaign and additional tests
at injector off-design conditions.
Performance at Standard Reference Condition (RC0)
The operation at RC0 was characterized to evaluate the control algorithms and accu-
racy of the input mass flows, as well as the major output parameters of the combustor.
The primary input mass flows of hydrogen and oxygen (ṁH2 , ṁO2) are found to be
within±1% and±3% of the set-point values after 6 s run time. A repeatability study
(Fig. 5a and b) shows a relative standard deviation of 1.3% at t = 5 s down to 0.2%
at t = 30 s for the mean chamber pressure. The peak–peak pressure amplitude p′ p-pcc
is averaged to 1.75bar (±3.9%), which is called smooth combustion according to
[30]. Figure6 shows that the main contribution to the fluctuations originates from a
screeching tone at approx. 3450Hz,which complieswith the first natural longitudinal
chamber mode (L1) [2].
Performance at Off-design Conditions
Several tests were carried out in order to investigate combustion roughness and
low frequency stability, related to the propellant feed system. A variation of the
oxidizer–fuel–ratio was performed at constant injector geometry between ratios of
0.7–2.5 (Fig. 7, RC0→C01). The relative fluctuation amplitude increases with OFR
from±3.1 to±8.9%. Cases with OFR< 2 showed smooth combustion. Similar tests
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Fig. 5 a Repeatability study of combustion chamber pressure for three consecutive runs at standard
reference condition RC0. b Repeatability study of combustion chamber wall temperature for three
consecutive runs at standard reference condition RC0




RC0; the first longitudinal
mode (L1) is estimated as
fL1 = 3,450Hz
were run with a variation of the total mass flow rate up to a pressure of 60bar (Fig. 7,
RC0 → RC1). The resulting fluctuation amplitude increases strongly up to ±8.9%
at rough but stable combustion. Hence, the operating range of the current injector,
whichwas designed for reference condition RC0, providing smooth combustionwith
p′ p-pcc < ±5.0% was found as 0.6 < OFR < 2.0 at ṁ < 150 g/s (Fig. 7, filled area).
4 Cold and Hot Plume Interaction Testing
To investigate rocket base flow dynamics with regard to flow–flow-interaction
between the ambient free stream and the propulsive jet, also referred to as the external
and internal flows, the test object, an axisymmetric wind tunnel model, was located
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Fig. 7 Operating range of the GH2/GO2 facility limited to the design of the HOC1 combustor;
labels V100–V143 show the conducted tests for the characterization of the facility under reference
condition RC0 and several off-design conditions
within the external wind tunnel flow. There, it was supplied with the propulsive gas
via its support structure. The internal flow was generated by expansion through the
model’s thrust nozzle at the base of the generic rocket. Reference [14] shows our first
approach of visualizing the flow topology for both, the cold plume andGH2/GO2 hot
plume test cases in combination with ambient flow. For that, a Schlieren optics setup
with high-speed imaging equipment within the topological region given in Fig. 8 was
used. The goal was to analyze the Schlieren recordings with respect to their spectral
content in order to identify and compare dominant frequencies, their intensities, and
the local distribution in the wake between the different test cases.
4.1 GH2/GO2 Wind Tunnel Model
Thewind tunnelmodel is located on top of the central support structure, which is held
within a cylindrical duct upstream of the convergent subsonic wind tunnel nozzle
via eight tubes (Fig. 9). The tubes are used to supply the model with combustion
gases (2xGH2, 2xGO2) or high-pressure air, cabling for sensors and ignition, and
optional coolant mass flow. The detailed internal and external dimensions of the
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Fig. 8 Flow topology of the




wind tunnel model extension are given in [14]. The axisymmetric backward-facing
step is a generic representation of the Ariane 5 main stage afterbody with respect to
the ratios of L/D and d/D on a scale of 1/80. The outer dimensions are equal to
previous investigations by Saile et al. [17, 20, 21], although the model was remade
due to the functional requirements for hot gas testing. The inner geometry of the
thrust chamber and single element shear flow injector was designed and investigated
in previous work [19]. The thrust chamber and nozzle extension are made of oxygen-
free high thermal conductivity (OFHC) copper, the injector part is made by additive
manufacturing of an Inconel 718 alloy with amaximum temperature rating of 1020K
to prevent hydrogen environment embrittlement.
4.2 Test Program and Test Conditions
References [13, 14] compare four main test cases at the critical ambient flow Mach
number of 0.8 to investigate the main characteristics of the base flow dynamics and
topological features with regard to the influence of a hot exhaust jet. First, the cold
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Fig. 9 Wind tunnel model
with combustion chamber
for plume interaction testing
mounted on an upstream
center-body
exhaust jet is measured without ambient flow and the wake flow is measured without
an active exhaust jet. Then, a cold exhaust jet is added, similarly as in preceding
investigations by Saile et al. [17, 21]. Finally, the analysis proceeds to a test case
with hot exhaust jet. The approach is to consequently keep the ambient flow and
chamber conditions constant through all tests, as far as possible. The test conditions
are depictured in Fig. 10 and are given inmore detail in [13, 14]. Figure10 also shows
the comparability of the test cases within the evaluation time window teval.
4.3 Wind Tunnel Test Results
To compare the findings from the spectral analysis, dominant frequencies of specific
types of flow features similar to, or included in, the flows under investigation, were
estimated in [14]. They were categorized in the acoustic and spatial modes of the
model’s pressure chamber, modes of the dynamic motion of the rocket wake flow,
and acoustic phenomena from the jet dynamics. Detailed information on how the
frequencies were estimated can be found in [14]. In the following section, it is shown
that in case of cold jet interaction, where the swinging motion of the ambient shear
flow matched the jet screeching frequency on the one hand and the 2L mode of
the pressure chamber on the other hand, large fluctuations arose within the wake
flow region. In contrast, this was not the case for the hot jet interaction experiments.
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Fig. 10 Internal and external
flow properties for all test
cases in time; constant flow
conditions are maintained
within the evaluation time
window teval = [18.0; 20.0] s
Therefore, the analysis of the results focused on the causalities and evaluates the
different influences on the wake flow dynamics.
4.3.1 Cold Plume Interaction
Temporal Characterization
Figure11 shows the power spectra of the High-speed Schlieren (HSS) intensity fluc-
tuations for the ambient flow cases without jet and with cold jet. These were analyzed
in combination with the power spectra of the dynamic total pressure measurements
inside the model pressure chamber. The amplitude spectrum of the HSS image inten-
sity fluctuations shows three major peaks for the ambient flow case without jet.
According to [13, 14], the peaks at 700Hz and around 1330Hz can be assigned to
the cross-flapping and swinging motion frequencies of the shear layer, estimated as
fcf = 753Hz (SrD = 0.2) and fsw = 1318Hz (SrD = 0.35).
In case of ambient flow with cold jet, the pressure chamber fluctuations (Fig. 11,
dashed line) are amplified for certain frequencies, compared to the ambient flow
without jet. In particular, this is true for the band around 1330Hz, where the swing-
ing motion is observed for the ambient flow without jet, as well as for 1235Hz,
which is close to the estimated jet screeching frequency fsc = 1247Hz. This strong
congruency with the estimated characteristic frequencies of the wake flow and jet
dynamics yields to the hypothesis, that flow–flow interaction, leading to an amplifica-
tion of certain flow features might appear. This hypothesis is further supported by an
extreme peak in the HSS power spectrum for cold jet interaction at around 1330Hz,
which corresponds to the swinging motion frequency as well as the 2L chamber
mode. This gives rise to the assumption that a strong coupling exists between the
broadband chamber pressure oscillations around 1330Hz, including the 2L mode,
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Fig. 11 HSS power spectra
of ambient flow with cold
jet; comparison with
chamber pressure spectra
and the estimated screeching
frequency
the jet screeching, and the swinging motion of the shear layer. What is unclear at
this point is to which extent the three different frequencies contribute to the observed
amplification.
Spatial Characterization
In addition to the temporal features of the flow field, Fig. 12 gives an overview on
the spatial characteristics, or eigenmodes, of the flow field’s motion. Figures12a
and b show that the peaks in the HSS power spectrum are actually related to spatial
distributions according to the known cross-flapping and swinging motion of the
ambient shear layer without jet interaction. Adding the cold exhaust jet leads to
a strong amplification of the swinging motion, shown in Fig. 12c, as previously
expected from the HSS power spectrum (Fig. 11). It is evident, that most of the
fluctuation energy is concentrated in circular structures, emanating from the base
shoulder and continuing within the shear layer down to the far wake.
4.3.2 Hot Plume Interaction
Temporal Characterization
The power spectrum of the HSS intensity fluctuations from the hot jet case (Fig. 13
shows a slightly higher mean level compared to the cold jet case. However, the
amplitude level strongly depends on the optical setup and the dynamic range of
the global density. Since the hot jet density significantly deviates from the cold jet
density by approximately one order of magnitude, this effect might be related to
the generally higher density gradients in the field. Further, the spectrum does not
reveal increased peaks referred to chamber oscillations. This means that no distinct
excitation of the near-wake flow takes place due to fluctuations in the chamber.
Nevertheless, peaks can be detected at the same characteristic frequencies as found
for the ambient flow without jet (700, 1290, and 1360Hz). Therefore, the flow field
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Fig. 12 Amplitude distribution of the power spectrum for ambient flow without jet and with cold
jet; a ambient flow without jet at SrD = 0.19 (cross-flapping motion); b ambient flow without jet
at SrD = 0.35 (swinging motion); c ambient flow with cold jet at SrD = 0.35 (swinging motion)
Fig. 13 HSS power spectra
of ambient flow with hot jet;
comparison with chamber
pressure spectra and the
estimated screeching
frequency
is dominated by the well-known near-wake flow dynamics such as the cross-flapping
and swinging motion. However, the previously found strong excitation mechanisms
and presumable coupling phenomena cannot be detected in this case.
Spatial Characterization
As expected from the average HSS power spectra, the ambient flow case with hot jet
interaction behaves similarly to the ambient flow without jet regarding the frequen-
cies of the cross-flapping and swinging motion. In Fig. 14, they are plotted in their
most intensified bands, which are 710Hz for the cross-flapping motion (Fig. 14a)
and 1300Hz for the swinging motion (Fig. 14b), which correspond to SrD = 0.2
Rocket Wake Flow Interaction Testing in the Hot Plume … 159
Fig. 14 Amplitude distribution of the power spectrum for ambient flow with hot jet; a SrD = 0.20
(cross-flapping motion); b SrD = 0.35 (swinging motion)
and SrD = 0.35. Compared to the ambient flow without jet, the mean amplitude is
increased in the whole interacting flow regime. In particular, this is true inside the jet
and in the far wake of the bluff body, where the shear layers are interacting strongly.
In contrast to the cold gas interaction, no amplification of local distinct flow features
is visible in this case.
5 Conclusions
Since June 2017, a new supply facility for gaseous hydrogen–oxygen–combustion
supplements the Vertical Wind Tunnel Facility (VMK) of the German Aerospace
Center (DLR) in Cologne to the Hot Plume Testing Facility (HPTF), which was
designed and manufactured as part of SFB/TRR40, sub-project B1, to be facilitated
for rocket plume interaction experiments with hot exhaust jets and realistic composi-
tion [10]. It was put into operation using the rocket combustor model (HOC1), which
was designed as a prospective duplicate of later wind tunnel model combustors, in
order to characterize the facility operation under relevant operating conditions, and
to prove feasibility of future wind tunnel test campaigns.
Characterization of HPTF
The characterization of HPTF was done in order to demonstrate the suitability of
its concept for future wind tunnel experiments [11]. The tests were conducted under
the requirements of the following test campaigns at reference condition RC0 and by
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varying flow parameters towards higher operating conditions to generate a suitable
operating range. The current design state led to an operating range of mixture ratios
0.6 < OFR < 2.0 at a maximum mass flow rate ṁ < 150 g/s. For the model setup
within SFB/TRR40, this is equivalent to a total chamber pressure pcc < 40 bar with
stagnation temperature Tcc < 2000K. Possible measures to extend the operating
range beyond those limits are discussed in [11]. During the characterization test
campaign, control precision, repeatability, and combustion stability were proven for
the newly established operating range with typical run times of 30–40s at RC0.
Cold and Hot Plume Interaction
Spectral analyzes of the wake flows behind a generic rocket launcher geometry at
ambient flow Mach number 0.8, interacting with a supersonic exhaust jet by means
of HSS imaging revealed large differences in the fluctuating density gradient fields
between flow configurations with cold and hot exhaust jets [13, 14]. Analytical
estimations of the acoustic properties of the pressure chamber, the characteristic
wake flow modes, and the dynamic features of the supersonic jet were compared
with spectral analyzes of the HSS intensity fluctuations of the near-wake and total
chamber pressure measurements. Test cases of ambient flow without jet and ambient
flowwith hot jet showed the typical wake flowmodes, which were in good agreement
with the estimated non-dimensional frequencies from literature [28]. The ambient
flow with cold exhaust jet revealed resonance in the spatially averaged spectrum of
the HSS intensity fluctuations at SrD = 0.35, which is traced to the swinging motion
of the ambient shear layer. It is assumed that a strong coupling exists between the
ambient shear layer and the fluctuating jet shear layer.
The strong differences in the receptivity of the far wake on incoming disturbances
from either cold or hot exhaust jets could not be fully explained in the course of
the SFB/TRR40. However, its relevance for the design of future rocket components
should be clarified by further investigations. Various measures for such an endeavor
are suggested in more detail in [13, 14].
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Numerical Analysis of the Turbulent
Wake for a Generic Space Launcher
with a Dual-Bell Nozzle
Simon Loosen, Matthias Meinke, and Wolfgang Schröder
Abstract The turbulent wake of an axisymmetric generic space launcher equipped
with a dual-bell nozzle is simulated at transonic (Ma∞ = 0.8 and ReD = 4.3 · 105)
and supersonic (Ma∞ = 3 and ReD = 1.2 · 106) freestream conditions, to investi-
gate the influence of the dual-bell nozzle jet onto the wake flow and vice versa.
In addition, flow control by means of four in circumferential direction equally dis-
tributed jets injecting air encountering the backflow in the recirculation region is
utilized to determine if the coherence of the wake and consequently, the buffet
loads can be reduced by flow control. The simulations are performed using a zonal
RANS/LES approach. The time-resolved flow field data are analyzed by classical
spectral analysis, two-point correlation analysis, and dynamic mode decomposition
(DMD). At supersonic freestream conditions, the nozzle counter pressure is reduced
by the expansion of the outer flow around the nozzle lip leading to a decreased transi-
tion nozzle pressure ratio. In the transonic configuration a spatio-temporal modewith
an eigenvalue matching the characteristic buffet frequency of SrD = 0.2 is extracted
by the spectral and DMD analysis. The spatial shape of the detected mode describes
an antisymmetric wave-like undulating motion of the shear layer inducing the low
frequency dynamic buffet loads. By flow control this antisymmetric coherent motion
is weakened leading to a reduction of the buffet loads on the nozzle fairing.
1 Introduction
Conventional nozzles of space launchers like the European Ariane 5 exhibit the dis-
advantage that the maximum area ratio of the nozzle is limited due to the risk of an
asymmetric flow separation of the overexpanded jet and thereby arising side loads at
sea level conditions. Since with increasing altitude and decreasing ambient pressure
a larger area ratio without flow separation would be feasible which would increase
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Fig. 1 Schematic of the interaction of the wake flow with a dual-bell nozzle operating at sea-level
mode (a) and altitude mode (b)
the specific impulse of the nozzle, the overall performance of the nozzle is reduced
by this limitation. To compensate for this constraint, Foster and Cowles [5] proposed
in 1949 an altitude adaptive nozzle with an abrupt contour inflection in the divergent
part of the nozzle to obtain two expansion ratios built into one nozzle. This so-called
dual-bell nozzle consists of a conventional bell nozzle, i.e., the base nozzle, and an
extension nozzle. Depending on the nozzle pressure ratio (NPR), i.e., the ratio of the
chamber pressure to the ambient pressure, the nozzle has two operating conditions
illustrated in Fig. 1. At sea level mode (left) a controlled and symmetric separation
takes place at the contour inflection minimizing the side loads. With decreasing
ambient pressure the nozzle transitions into the altitude mode (right), i.e., the sepa-
ration point shifts to the exit of the nozzle extension and a symmetric attached flow
develops in the complete nozzle. Due to the altitude adaption a larger area ration and
thus an increased expansion of the flow can be achieved at altitude mode compared
to a classical rocket engine improving the overall performance. The dual-bell flow
behavior, e.g., the transition behavior, the arising side loads, and the payload gain,
has experimentally, e.g., by Stark et al. [11], and numerically, e.g., by Schneider and
Genin [9], been investigated proving the functionality of the adaptive nozzle concept.
More recently, Loosen et al. [7], investigated the aerodynamic integration of the dual-
bell nozzle into the launcher’s architecture and the influence of the outer flow onto
the dual-bell nozzle flow for a generic planar space launcher configuration. However,
the effect of a dual-bell nozzle on the wake of an axisymmetric configuration has not
been investigated, yet.
The turbulent wake flow behind the base is characterized by the separation of the
incoming boundary layer at the base shoulder and its subsequent reattachment on
the nozzle leading to the formation of a highly dynamic recirculation region. Many
experimental and numerical investigations on a large range of different axisymmetric
space launcher configurations ranging from axisymmetric backward-facing steps
up to scaled real launchers have been conducted, e.g., Deprés et al. [3], Deck and
Thorigny [2], Schrijer et al. [10], and Statnikov et al. [13]. Statnikov et al. [13]
performed a dynamic mode decomposition of the flow around a generic Ariane
5-like configuration to analyze the coherent structures being responsible for side
forces occurring for axisymmetric configurations. Three distinct modes at SrD ≈
0.1; 0.2; 0.35 which could generate those called buffet loads were detected. The low
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frequency mode describes a longitudinal cross-pumping motion of the separation
region, the second mode is associated with a cross-flapping motion of the shear
layer caused by an antisymmetric vortex shedding, and the high frequency mode
represents a swinging motion of the shear layer. To manipulate this coherent motion
and consequently reduce the buffet loads a large number of active and passive flow
control devices have been tested, e.g. Weiss and Deck [15] investigated the effect of
jets injected at the base of a space launcher configuration onto the dynamics of the
separated shear layer and the dynamic side loads.
In the present study, an axisymmetric generic space launcher equipped with a
dual-bell nozzle will be investigated at transonic and supersonic flow conditions to
determine the influence of the new propulsion concept onto the intricate wake-nozzle
flow interaction. In addition, the impact of flow control on the spatial coherence of
the wake and on the undesired buffet loads is analyzed. The flow control is realized
by four in the circumferential direction equally distributed jets injecting air towards
the backflow in the main recirculation region of the wake.
The paper is organized as follows. In Sect. 2, the investigated geometry, the flow
parameters, the zonal RANS/LESmethod, and the computational grids are presented.
In Sect. 3, the results of the performed simulations are discussed. First, the supersonic
configuration is described. Then, the flow topology of the transonic clean configu-
ration without flow control is presented followed by an investigation of the dynamic
loads by spectral analysis and by modal analysis of the wake flow using DMD. Sub-
sequently, the influence of the flow control device onto the wake and the buffet loads
is outlined. Finally, conclusions are drawn in Sect. 4.
2 Computational Approach
In this section, the geometry and flow parameters, the zonal RANS/LESmethod, and
the computational grids are discussed.
2.1 Geometry and Flow Conditions
The transonic (Ma = 0.8) and supersonic (Ma = 3) simulations are performed for
an axisymmetric space launcher which approximates the shape of the main stage of
the Ariane 5 shown in Fig. 2a. The setup is based on a reference configuration of
Statnikov et al. [13] where a classic conical nozzle was considered. The launcher
model is composed of an Ariane-5 like main body with a reference thickness of D
and a length of 5.6D. The nozzle fairing is modeled by a cylindrical extension with a
diameter of 0.56D and a length of 1.37 D for the supersonic and a length of 0.85 D for
the transonic configurations. For the inner shape of the nozzle, a dual-bell geometry
with a truncated ideal contour (TIC) for the base nozzle and a constant pressure
nozzle extension with a design exit Mach number at altitude mode of Mae = 3.3
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Fig. 2 Geometry parameters of the generic axisymmetric configurations (a). Setup for the flow
control configuration (b)
is used. In the supersonic simulations, the dual-bell nozzle is operated at sea-level
and altitude mode using a nozzle pressure ratio of N PR = 4.5 (N PR = 97) for the
sea-level (altitude) mode and in the transonic configurations the nozzle is operated
at sea-level mode at a nozzle pressure ratio of N PR = 10. The freestream Reynolds
number based on the launcher diameter is ReD = 1.2 · 106 for the supersonic and
ReD = 4.3 · 105 for the transonic configurations. In the flow control configuration,
four in circumferential direction equally distributed jets are installed at the outer
nozzle fairing shown in Fig. 2b. The jets are located at x/D = 0.283 and inject air at
an incline of ϕ = 22.5◦ towards the streamwise direction with a blowing coefficient
of Cμ = (minjvin j )/(0.5ρ∞u2∞Sre f ) ≈ 0.008. The purpose of the jets is to reduce
the coherence in the wake to reduce the buffet loads. The flow control device is
motivated by the investigations by Weiss and Deck [15].
2.2 Zonal RANS/LES Flow Solver
The time-resolved computations are performed using a zonal RANS/LES solver
which is based on a finite-volume method. The computational domain is split into
several zones, see Fig. 3. In the zones where the flow is attached, i.e., the flow around
the forebody and inside the base nozzle, the RANS equations are solved. The wake
flow characterized by the separated shear layer is determined by an LES.
The Navier–Stokes equations of a three-dimensional unsteady compressible fluid
are discretized second-order accurate using a mixed centered/upwind advective
upstream splitting method (AUSM) scheme for the Euler terms. The non-Euler terms
are approximated by a second-order accurate centered scheme. For the temporal inte-
gration an explicit 5-stage Runge–Kutta method of second-order accuracy is used.
The monotone integrated LES (MILES) method determines the impact of the sub-
grid scales. The solution of the RANS equations is based on the same discretization
method. To close the time-averaged equations the one-equation turbulence model of
Fares and Schröder [4] is used. The transition from the RANS to the LES domain
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Fig. 3 Zonal grid topology; supersonic (a) and transonic (b) configuration
is determined by the reformulated synthetic turbulence generation (RSTG) method
developed by Roidl et al. [8]. For a comprehensive description of the flow solver see
Statnikov et al. [12, 14].
2.3 Computational Mesh
In the zonal approach, the computational domain is divided into a RANS part enclos-
ing the attached flow around the forebody and inside the base nozzle and an LES grid
for the wake shown in Fig. 3. To ensure a fully developed boundary layer upstream of
the backward facing step and nozzle contour inflection, the overlapping RANS/LES
region extends more than three boundary-layer thicknesses in the streamwise direc-
tion as required by the RSTG approach. The characteristic grid resolution for the
supersonic (transonic) configuration in the area within the transition zone in inner
wall units l+ = uτ /ν is x+ = 30 (50), r+ = 1.4 (2), and Rϕ+ = 30 (30) for
the LES zone and x+ = 100 (350), r+ = 1.4 (1), and Rϕ+ = 60 (160) for the
RANS domain. The resolution is chosen according to typical mesh requirements in
wall-bounded flows outlined by Choi and Moin [1]. In total, 220 · 106 (590 · 106)
grid points are used for the supersonic (transonic) configuration.
3 Results
First, the results of the supersonic dual-bell nozzle configuration operated in sea-level
and altitude mode are presented and compared to the configuration with the classical
TIC nozzle. Second, the transonic configuration without flow control is shown and
the origin of the buffet loads is discussed. In the end, the flow control configuration
is compared to the clean configuration and the influence of the jet injection on the
buffet loads is outlined.
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3.1 Supersonic Configuration
To visualize the wake topology of the supersonic configuration, the instantaneous
and time averaged absolute density gradient of the zonal RANS/LES computations
are given for the altitude mode (NPR = 97) in Fig. 4a and at sea-level operating
conditions (NPR = 4.5) in Fig. 4b. At the mainbody’s tail, the turbulent supersonic
boundary layer separates forming a supersonic shear layer. As a result of the sep-
aration, the shear layer undergoes an expansion associated with a radial deflection
towards the nozzle wall, leading to the formation of a low-pressure region and a sub-
sonic recirculation zone. Further downstream the shear layer impinges on the nozzle
fairing and is redirected in streamwise direction causing a recompression shock.
While the outer flow field is quite similar for the two operation conditions, the
differences become obvious inside the nozzle. At altitude mode, the flow expands
at the nozzle contour inflection resulting in a fully flown nozzle extension. At the
nozzle lip a classic plume barrel shock and the shear layer between the outer flow
and the jet is visible. Due to the constant pressure design of the nozzle extension, a
further shock occurs inside the nozzle directly downstream of the expansion.
At sea-level mode, the flow separates at the inflection point resulting in a backflow
region in the nozzle extension and a turbulent shear layer. At the end of the nozzle,
the outer flow expands around the lip leading to a radial deflection towards the jet
plume. In addition, the jet shock cells are visible in the density gradient contour.
The static pressure distribution along the nozzle wall is given for the two operating
conditions in Fig. 5. Additionally, the design pressure distribution and experimental
data at altitude conditions are shown. At altitude mode, the pressure rapidly drops at
the contour inflection due to the expansion and is nearly constant in the second part of
the nozzle as intended by the constant pressure extension design. The numerical data
compares well with the experimental and design pressure distribution. At sea-level
mode, the shock at the inflection point leads to a pressure increase. In the recirculation
region the pressure remains at a constant value.
To evaluate the loads onto the outer nozzle fairing, the streamwise distribution
of the pressure and rms values of the pressure fluctuations are shown for the two
Fig. 4 Supersonic axisymmetrical configuration: Instantaneous (top) and time averaged (bottom)
absolute density gradients at altitude mode (a) and sea-level mode (b)
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Fig. 5 Streamwise pressure
distribution along the inner
nozzle wall for the
supersonic case
Fig. 6 Streamwise
distribution of the pressure
and rms value of the pressure






and time averaged (bottom)
absolute density gradients
operating modes in Fig. 6. To quantify the differences of the present cases to a con-
ventional nozzle, the results of the supersonic axisymmetric configuration with a
regular TIC nozzle are also depicted in the figure. Note that due to the different
geometric requirements of the dual-bell nozzle, the diameter of the TIC nozzle is
only 0.4D and the length of the nozzle only 1.2D. The flow field of this reference
configuration is shown by means of the instantaneous and time averaged density
gradient in Fig. 7. Except for a short range directly upstream of the nozzle lip, the
distribution for the dual-bell nozzle cases do not differ. Due to the expansion at the
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base shoulder, a low pressure plateau exists at the base followed by a steady pressure
increase caused by the gradual realignment of the supersonic shear layer along the
nozzle wall. The wall pressure fluctuations feature a maximum at the impingement
position of the shear layer and slowly decrease further downstream. Compared to the
dual-bell nozzle configuration the TIC nozzle is underexpanded leading to an after-
expansion and consequently to a displacement in radial direction of the outer flow.
As a result, the expansion at the base shoulder is weaker leading to a base pressure
which is almost twice as high as in the dual-bell nozzle configurations. Due to the
smaller nozzle diameter of the TIC nozzle, the shear layer realigns further down-
stream resulting in a delayed increase of the wall pressure and pressure fluctuations.
However, the maximum values are nearly identical for the shown configurations.
Caused by the expansion of the flow around the nozzle lip at sea-level conditions,
the pressure drops at the end of the nozzle to almost half of the ambient pressure. As
a result, the transition nozzle pressure ratio reduces to approximately N PRtr = 5
compared to the design value of N PRtr,desg = 12.6 neglecting the outer flow.
3.2 Transonic Configuration
Subsequently, the results of the transonic configurations are presented. First, the
general characteristics of the wake flow topology of the clean configuration without
flow control is shown and the dynamic behavior of the wake flow is investigated
by classical statistical analysis, i.e., power spectral density and by DMD. Then,
the influence of the flow control onto the wake flow dynamics and buffet loads is
discussed.
3.2.1 Wake Flow Topology
Figure8 shows the time-averaged streamwise velocity contours and streamlines and
the instantaneous distribution of the spanwise vorticity component at an azimuthal cut
ϕ = 0◦. At the abrupt junction between the main body and the nozzle, the incoming
Fig. 8 Flow topology: Time-averaged streamwise velocity contours and projected streamlines
(left); instantaneous distribution of the circumferential component of the vorticity (right) at the
azimuthal cut ϕ = 0◦
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turbulent boundary layer separates. The shed shear layer continuously broadens due
to shear layer instabilities causing the initially small turbulent structures to grow
in size and intensity similar to structures observed in the planar free-shear layers
by Winant and Browand [16]. Further downstream, the structures either impinge on
the surface approximately between 0.7 < x/D < 0.85 or pass downstream without
interacting with the nozzle surface. Downstream of the base, a large low pressure
recirculation vortex occurs. In the dual-bell nozzle, the turbulent boundary layer
separates at the contour inflection and shock cells are formed. In the nozzle extension,
a backflow region forms entraining the eddies of the outer flow into the nozzle where
they interact with the jet plume. Due to this interaction and the strong shear of the
mean flow field between the backflow area and the jet, intensive turbulent structures
are generated inside the nozzle extension. Due to themanifold of turbulent structures,
a straightforward interpretation of the instantaneous flow field is quite complicated.
Therefore, statistical analysis and DMD are used in the following section to identify
the underlying coherent motion of the wake leading to the buffet loads.
3.2.2 Analysis of the Wake Dynamics
To evaluate the temporal periodicity of the wake dynamics and the resulting dynamic
loads, the power spectral density (PSD) of the wall pressure fluctuations is discussed
in the following. The premultiplied normalized PSD spectra at three streamwise
positions are given in Fig. 9a. At x/D = 0.15 the spectrum reveals two enhanced
frequencies at SrD ≈ 0.04 and SrD ≈ 0.2, where SrD is the Strouhal number based
on the launcher’s diameter D and the freestream velocity u∞. At the position further
downstream, i.e., x/D = 0.4, the spectrum is dominated by a single peak at the buffet
frequency, i.e., at SrD ≈ 0.2 as known from the literature for similar space launcher
configurations, e.g., Deck and Thorigny [2], Schrijer et al. [10], and Statnikov et
al. [13]. At x/D = 0.8, just upstream of the end of the nozzle, the peak at SrD ≈ 0.2
Fig. 9 Premultiplied normalized power spectral density of the wall pressure fluctuations p′/p∞ at
x/D = 0.15, x/D = 0.4, and x/D = 0.8 (a). Normalized DMD spectrum of the three-dimensional
velocity and pressure field (b); eigenvalues μn = e(λnt) (left), normalized amplitude distribution
versus frequencies  (λn) (right)
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is also apparent. In addition, a broadband range at higher frequencieswith amaximum
at SrD ≈ 0.9 resulting from the vortical structures within the separated shear layer
impinging on the nozzle surface is visible. To sum up, the pressure spectrum at all
three positions clearly shows a peak at the buffet frequencywhich ismost pronounced
around the center of the nozzle as known from the literature [2].
To understand the origin of the buffet loads and to further investigate the impact of
the dual-bell nozzle onto the wake flow, a dynamic mode decomposition of the wake
flow is performed to extract dominant spatio-temporal modes from the time resolved
three-dimensional flow field and to reduce the complex flow physics to a few degrees
of freedom. The resulting DMD spectrum is shown in Fig. 9b. The selection of the
important modes is based on the sparsity-promoting approach by Jovanovic et al. [6].
The two most stable modes of interest, i.e., SrD,1 (λ1) ≈ 0.04, SrD,2 (λ2) ≈ 0.2 are
identified and marked by red filled circles. The dimensionless frequencies of these
modes coincide with the characteristic frequencies of the PSD spectra of the pressure
fluctuations shown in Fig. 9a.
To visualize the three-dimensional shape and temporal evolution of the identified
DMD modes, the spatial modes φn are superimposed with the mean mode φ0 and
reconstructed in time. As it is known that the buffet frequency is at SrD = 0.2 only
the second mode is being further investigated. The reconstructed velocity field is
given for the second mode at the time instance t0 and after one half of the respective
period time at t0 + 0.5T (λn) in Fig. 10a. The flow is visualized by an iso-contour at
a streamwise velocity of u/u∞ = 0.15 and contours of streamwise velocity at the
azimuthal cut ϕ = 0◦ and ϕ = 180◦.
The DMD mode describes a pronounced antisymmetric wave-like undulating
motionof the shear layer.Ananalogous so-called cross-flappingmotionwas observed
in the previous investigation by Statnikov et al. [13] and associated with an antisym-
metric vortex shedding. To investigate if the wave-like motion of the second mode is
caused by a similar vortex shedding, the reconstructed three-dimensional fluctuating
pressure field is illustrated by pressure contours in Fig. 10b at the time instance t0 and
after one quarter of the time period, i.e., at t0 + 0.25T (λ2). The temporal evolution
of the mode exhibits the buffet phenomenon. That is, the pronounced periodic side
loads are caused by large scale coherent regions with antisymmetric positive and
negative pressure values propagating downstream from the base shoulder towards
the nozzle lip. Since shear flows are characterized by pressure minima in the vortex
center and pressure maxima at the stagnation point between two adjacent vortices,
the pressure field proves that the cross-flappingmotion is caused by an antisymmetric
vortex shedding.
In summary, themodal decomposition of the wake flow indicates that the dynamic
behavior of the wake is dominated by a cross-flapping motion of the shear layer.
The detected mode is similar to the mode of the reference configuration with the
conventional conical nozzle [13] showing that in the current parameter range and
operation mode the dynamics of the recirculation bubble downstream of the base
shoulder is not affected by the dual-bell nozzle.
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Fig. 10 Reconstruction of the three-dimensional velocity field (a) and pressure fluctuation field
(b) of the DMD mode at SrD ≈ 0.2
3.2.3 Flow Control
In this section, the results of the configuration with flow control are presented and the
impact onto the recirculation region and the buffet loads is discussed. The objective of
the flow control is to decrease the shear in the separatedmixing layer and to reduce the
coherence in the wake and thus the buffet loads by four in circumferential direction
equally distributed jets injecting air encountering the backflow in the recirculation
region.
To visualize the impact onto the mean flow field the time-averaged streamwise
velocity contours at the azimuthal cut ϕ = 0, i.e., a plane at the center of a jet, and at
ϕ = 45◦, i.e., a plane between two adjacent jets are shown in Fig. 11. At ϕ = 0◦ the
flow topology is significantly altered compared to the clean configuration without
flow control. The formation of a main recirculation region is suppressed and only a
small recirculation region at x/D = 0.8 caused by the injected jet is visible. As a
result, the shear in the separated mixing layer that is driving the formation of large
scale structures is reduced at the first half of the separation region. At the azimuthal
cut ϕ = 45◦ the recirculation region is only marginally effected. The main vortex
features a focus indicating a flow deviation in the circumferential direction.
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Fig. 11 Flow topology: Time-averaged streamwise velocity contours and projected streamlines at
the azimuthal cut at ϕ = 0◦ (a) and ϕ = 45◦ (b)
Fig. 12 Premultiplied normalized power spectral density of the wall pressure fluctuations p′/p∞
along the outer nozzle fairing (a), and at x/D = 0.4 (b)
To investigate the effect of the jets onto the pressure fluctuations and the resulting
buffet loads, the premultiplied normalized power spectral density of the pressure
fluctuations along the outer nozzle fairing and at x/D = 0.4 is depicted in Fig. 12
for the controlled and the clean case. In the clean case, the aforementioned dominant
peak at a dimensionless frequency of SrD = 0.2 around the streamwise position
x/D = 0.3 − 0.5 representing a footprint of the buffet phenomenon is clearly visible.
In the spectral map of the controlled configuration, no dominant peak is visible,
i.e., the pressure fluctuations at the buffet frequency of SrD = 0.2 are significantly
reduced by the injection of the jets. The controlled configuration features slightly
increased high frequency fluctuations which are, however, of minor importance for
the structural stability of the nozzle.
The spatial coherence of the pressure fluctuations and the influence of the flow
control onto the coherence of the wake are subsequently investigated by a two-point
analysis. The complex coherence function of two pressure sensors p1(x, ϕ1, t) and
p2(x, ϕ2, t) located on a circumferential circle on the outer nozzle fairing is given
by
C ( f, x,ϕ) = G12 ( f, x,ϕ)√
G1 ( f, x, ϕ1) G2 ( f, x, ϕ2)
= Cr + iCi (1)
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Fig. 13 a Spectra of the first two azimuthal pressure mode coefficients Cr,0,Cr,1 at x/D = 0.4; b
premultiplied power spectral density of the side load components
where G12 is the complex two-point cross power spectral density between p1 and
p2, G1 and G2 the power spectral density of p1 and p2, and ϕ = ϕ1 − ϕ2. If we
assume a homogeneous flow field without any mean swirl, Ci is zero and Cr is
symmetric in ϕ, i.e., G12(−ϕ) = G12(ϕ). In addition, due to the axisymmetric
configuration the coherence function is periodic in the circumferential direction, i.e.,
Cr (ϕ + n2π) = Cr (ϕ). Due to these conditions, the real part of the coherence
function can be expressed by a Fourier transform in the azimuthal direction
Cr ( f,ϕ) =
∞∑
m=0
Cr,m( f ) cos(mϕ) . (2)
Since
∑∞
m=0 Cr,m = 1, theCr,m coefficient describes the percentage of the fluctuation
energy contained in each azimuthal constituent m at a specific frequency f. It is worth
mentioning that Cr,0 describes an in-phase and Cr,1 an anti-phase relation between
two pressure probes opposing in the circumferential direction. Hence, the side loads
originating from the buffet phenomenon are mainly captured by the C1 coefficient.
The spectrum of the first two azimuthal coefficients Cr,0,Cr,1 is given at x/D =
0.4, i.e., in the center of the recirculation region, for the clean and controlled case
in Fig. 13a. In the clean case, the spectrum of the axisymmetric mode Cr,0 shows
a low frequency broadband content around SrD ≈ 0.04 and decreasing values with
higher frequency. The antisymmetric mode Cr,1 exhibits a distinct peak at the buffet
frequency, i.e., SrD ≈ 0.2 with an amplitude of 0.65, showing that 65% of the total
pressure fluctuations at the specific frequency SrD ≈ 0.2 are caused by this antisym-
metric mode. The results reveal that the buffet phenomenon and the resulting loads
are caused by an antisymmetric flow event as already indicated by the DMD results.
In the controlled case, the peaks are considerably reduced compared to the clean case.
The low frequency content of the axisymmetric mode Cr,0 is halved and the peak at
SrD ≈ 0.2 of the antisymmetric mode Cr,1 is reduced by about 25%, showing that
the coherence of the wake flow can be effectively disturbed by the control device.
To analyze the influence of the flow control onto the side loads arising from
the highly coherent antisymmetric pressure fluctuations, the instantaneous pressure
fluctuations are integrated over the nozzle surface. The frequency-premultiplied PSD
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for the twocartesian components of the resulting loads is given inFig. 13b. In the clean
and in the controlled configuration one dominant peak at the buffet frequency, i.e.,
SrD ≈ 0.2, is clearly visible containing most of the energy of the fluctuating force.
Notice that the frequency perfectly coincides with the peak detected in the pressure
fluctuations and the results reported in the literature [13].While in both configurations
a peak exists at the characteristic dimensionless frequency, the amplitude in the
controlled case is strongly decreased confirming that the coherence of the pressure
fluctuations, i.e., the antisymmetric mode, is reduced by the jets which leads to
reduced buffet loads.
4 Conclusions
The turbulent wake of an axisymmetric space launcher equipped with a dual-bell
nozzle is investigated at transonic and supersonic freestream conditions using zonal
RANS/LES, classical statistical analysis, and dynamicmode decomposition. In addi-
tion, the effect of flow control onto the wake dynamics and the buffet loads is deter-
mined. In the supersonic configuration, the dual-bell nozzle is operated at sea-level
and altitude mode, and the dynamic loads on the nozzle surface are compared to a
configuration with a conventional TIC nozzle. It is shown that the supersonic outer
flow affects the pressure at the nozzle lip and thereby the transition nozzle pressure
ratio compared to the design conditions neglecting the outer flow. In the transonic
simulations, the dual-bell nozzle is analyzed at sea-level mode and the dynamic
behavior of the wake is investigated. The modal analysis of the wake flow based on
DMD reveals that the dynamic buffet loads at SrD ≈ 0.2 are caused by an oscil-
lating wavy motion of the shear layer that is triggered by an antisymmetric vortex
shedding. The presented configuration at transonic freestream conditions exhibits a
similar flow topology and wake dynamics compared to the reference configuration
with a classical conical nozzle. Therefore, it is stated that for the transonic flow
condition the wake downstream of the base shoulder is not affected by the dual-bell
nozzle concept. Using azimuthally distributed jets to control the wake flow the pres-
sure fluctuations at the buffet frequency and the spatial coherence of the wake, i.e.,
the antisymmetric mode Cr,1, are significantly decreased, leading to a reduction of
the buffet loads.
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Numerical Investigation of Space Launch
Vehicle Base Flows with Hot Plumes
Jan-Erik Schumann, Markus Fertig, Volker Hannemann, Thino Eggers,
and Klaus Hannemann
Abstract The flow field around generic space launch vehicles with hot exhaust
plumes is investigated numerically. Reynolds-Averaged Navier-Stokes (RANS) sim-
ulations are thermally coupled to a structure solver to allow determination of heat
fluxes into and temperatures in the model structure. The obtained wall temperatures
are used to accurately investigate the mechanical and thermal loads using Improved
Delayed Detached Eddy Simulations (IDDES) as well as RANS. The investigated
configurations feature cases bothwith cold air andhot hydrogen/water vapour plumes
as well as cold and hot wall temperatures. It is found that the presence of a hot plume
increases the size of the recirculation region and changes the pressure distribution on
the nozzle structure and thus the loads experienced by the vehicle. The same effect is
observedwhen increasing thewall temperatures. BothRANSand IDDES approaches
predict the qualitative changes between the configurations, but the reattachment loca-
tion predicted by IDDES is up to 7% further upstream than that predicted by RANS.
Additionally, the heat flux distribution along the nozzle and base surface is analysed
and shows significant discrepancies between RANS and IDDES, especially on the
nozzle surface and in the base corner.
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1 Introduction
Unsteady aerodynamic phenomena at the base of space launch vehicles can create
low-frequency loads on the engine nozzle structure, called buffeting. These loads and
their “non-exhaustive definition” were determined to have contributed to the failure
of at least onemission [3] and thus have been the focus of renewed research in the last
years, among others in the DFG Sonderforschungsbereich Transregio 40. Due to the
sudden change in diameter from the main body to the engine shroud and/or nozzle
the turbulent boundary layer separates and creates a turbulent shear layer. For certain
geometrical designs and flow conditions this shear layer then reattaches at the end
of the nozzle structure and creates a recirculation region at the base of the vehicle.
The turbulent structures are transported in this recirculation region and create a
feedback loop, leading to oscillations of the reattachment position and thus partially
asymmetric loads. To further investigate these loads the complex geometry of an
actual space launch vehicle can be simplified to an axisymmetric backward-facing
step. Themost criticalmechanical loads for anAriane 5 like geometrical design occur
at transonic conditions with M ≈ 0.8. In the past, the description and definition of
these loads has been investigated in detail using scale resolving simulations as well
as experimental investigations, e.g. [2, 9, 16]. It was found that vortex shedding is the
main contributor to the unsteady loads and occurs with a non-dimensional frequency
expressed as the Strouhal number of Sr = f DU ≈ 0.2, where the D is the main body
diameter, f is the frequency and U is the free stream velocity.
To the authors’ knowledge, all of these investigations have been conducted using
either no propulsive jet exiting from the simplified nozzle structure or a jet of pressur-
ized air. However, realistic engine plumes possess significantly different properties
due to different fluids used. Two of the most important differences are the higher
temperature as well as the higher velocity of the plume. In addition to the higher
temperatures of the plume itself, the nozzle structure also heats up during flight. This
increase in nozzle temperature in turn heats up the recirculation region located on the
outside of the nozzle structure and thus might influence the recirculation region char-
acteristics and consequently the mechanical loads the nozzle structure is subjected
to.
In the present work, the effects on the recirculation region characteristics and
observed fluid mechanical phenomena for a generic space launch vehicle featuring
a plume originating from a Hydrogen-Oxygen combustion are investigated numeri-
cally. The model geometry corresponds to the one investigated at DLR Cologne in
their wind tunnel experiment [13]. After a short introduction to the numerical meth-
ods used and the implemented improvements allowing for accurately computing
multi-species flows and polar molecules at high temperatures, a Reynolds-Averaged
Navier-Stokes (RANS) investigation of the combustion chamber flow of the inves-
tigated model is discussed. Additionally, the whole model including the structural
thermal response is investigated to obtain realistic wall temperatures for the model at
steady state conditions. Then, scale resolving simulations using Improved Delayed
Detached Eddy Simulation (IDDES) are employed that use the obtained wall tem-
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peratures as boundary conditions. These simulations allow to compare the detailed
aerodynamic phenomena between cases with and without a H2O-H2 plume as well
as between cases with heated and cold model walls. Finally, conclusions are drawn
and an outlook to planned future investigations is given.
2 Numerical Method and Setup
The current work uses theDLRTAUcode [7] that uses 2nd-order accurate schemes in
space and time. For the RANS investigations in Sect. 3 a local time stepping scheme
for the temporal discretization and the AUSMDV upwind scheme for spatial dis-
cretization is used. For the scale resolving simulations in Sect. 4 a dual time stepping
scheme using a backward-differences formula is used for the temporal discretization
that employs a 3-stage Runge–Kutta scheme to converge the inner iterations. The
spatial discretization uses a central hybrid low-dissipation low-dispersion scheme
[12] that has recently been extended to allow for multiple species to be considered
[5].
In both cases a 2-equation k − ω SST turbulence model [10] is used, with the
IDDES version of thatmodel [15] activated in the later section. To improve the switch
from RANS to LES regions a modified filter length ˜ω is used [11]. The transport
coefficients are computed using a novel transportmodel [5] that allows for an accurate
description of polar molecules like water vapour which is essential to capture the
combustion chamber processes of a Hydrogen-Oxygen (H2-O2) combustion and the
heat transfer to the structure. For the coupled RANS simulations which include the
combustion chamber a reaction mechanism employing 9 species [6] is used. For the
scale resolving simulations air is modelled as one gas component and the plume, if
present, is modelled as a second. These simulations do not include the combustion
chamber and convergent nozzle part. Thus, no reactions are considered since the
chemical composition is nearly frozen downstream of the throat and a possible post-
combustion occurs only downstream of the recirculation region in the shear layer
between plume and external flow. Precursor RANS simulations were employed to
confirmno significant changes in the region of interest occur if reactions are neglected
and a reduced number of species is considered [5].
A2Dcut through the investigated geometry is displayed in Fig. 1where the regions
only included in the simulations in Sect. 3 are denoted with “RANS” whereas those
also included in the scale resolving simulations are denoted as “RANS+DES”. The
coordinate system has its origin at the base of the main body in the x-direction and
at the symmetry axis for the y- and z-directions. The main body has a diameter
D = 0.067m, the 2nd cylinder, in which the supersonic nozzle is located, has a
diameter of D2nd = 0.4D and the wind tunnel exit diameter is Dtunnel ≈ 5.08D. The
nozzle length as measured from the base wall is Lnozzle ≈ 1.2D and the nozzle exit
angle is 5◦. The Reynolds number with respect to the main body diameter is ReD =
1.2 · 106, free streamMach number isM∞ = 0.8, the oxidizer to fuelmass ratio in the
combustion chamber is O/F = 0.7 with a total injected mass flux of 89.16 g/s and
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Fig. 1 Geometry and setup of the simulations
the resulting combustion chamber pressure is pcc = 21.5 bar with a nozzle throat
diameter of Dth = 0.011 m and nozzle expansion ratio of ε = 5.63. The RANS
investigations in Sect. 3 employ a 2D axisymmetric setup whereas the scale resolving
investigations feature a full 360◦ setup with inflow conditions for the external wind
tunnel flow and the internal jet flow taken from precursor RANS simulations. The
RANS grid used for the coupled simulations contains approx. 127000 points and
with the chosen circumferential resolution of 0.94◦ the DES grid contains approx. 33
Million points. In both grids a non-dimensional first wall normal spacing ofy+ < 1
is achieved on all walls with the exception of the nozzle throat of the RANS grid
where ay+ of up to 3.7 is allowed. Themaximum cell aspect ratio in the RANS grid
is found at the wall near the inflow boundary with a value of x
+
y+ ≈ 15000, which
corresponds to a x+ ≈ 6000. In the DES grid the cell aspect ratio is between 1
and 2 in the majority of the recirculation region with the exception of the shear layer
(x
+
y+ < 50) and near walls (
x+
y+ < 200). The non-dimensional grid spacings in the
axial and circumferential direction in the recirculation region are in the order of
x+ ≈ z+ ≈ 70..100.
For the determination of the temperature distribution at the surface and in the solid
the RANS simulation is coupled to ANSYS Mechanical V19 [1]. A previous study
[5] employed a transient coupling procedure and featured a flow domain that was
restricted to the H2/O2-injector, the combustion chamber and the nozzle whereas at
the wind tunnel side of the model (red boundary in Fig. 1) a constant heat transfer
coefficient of 50W/m2K was applied. However, when imposing the final tempera-
ture distribution to a wind tunnel simulation large discrepancies in the heat transfer
coefficient along the surface occur. Moreover, the RANS simulations covering both
wind tunnel flow as well as combustion indicate flow separation at the nozzle exit
which does not arise in simulations without wind tunnel flow.
Based on the assumption thatmeasurementswill be obtained at nearly steady-state
operating conditions a new coupling strategy was developed aiming to determine the
steady-state surface temperature distribution instead of the complete heating process
Numerical Investigation of Space Launch Vehicle Base Flows with Hot Plumes 183
of thematerial. In order to overcome the deficiencies of the study described above, the
flow domain of the axisymmetric RANS simulationwas extended to include thewind
tunnel flow.Unfortunately, a steady-state simulation provokes an additional problem.
If the heat fluxes obtained from the flow simulation for the initial solid temperature of
279.15K are prescribed to the structure model, infinite solid temperatures arise due
to the net heating of the structure. In order to resolve this problem, an attempt was
made to prescribe the temperature in the structure solver spatially resolved along the
red boundary in Fig. 1. Then, the heat fluxes obtained from the structure solver were
applied to the following RANS simulation. It was found that even a small spatial
variation of temperature leads to very high heat fluxes inside the structure causing
large surface temperature and heat flux oscillations in subsequent coupling steps.
Hence, in a second attempt the heat transfer coefficient is prescribed spatially resolved
to the structure solver at the red boundary. The heat transfer coefficient is determined
from the heat flux distribution from the flow solver and the local surface temperature
obtained from the structure solver in the preceding structure simulation. Then, the
surface temperature distribution obtained from the structure solver is prescribed as a
boundary condition for the subsequent run of the flow simulation. In order to damp
oscillations, the changes of heat fluxes and heat transfer coefficients were reduced
employing a relaxation factor. The relaxation factor was increased from 0.01 for the
initial coupling step to 0.3 for the final coupling step. Note, that each coupling step
consists of preparation of boundary conditions for the structure solver, a thermal
simulation of the structure followed by the generation of boundary conditions for
the flow solver and a RANS simulation. In total 27 coupling steps are required to
reduce the differences in surface heat flux between flow and structure solver to a few
percent.
3 Results of Thermal Flow Structure Coupling
For the investigation of the influence of the surface temperature on the flow separation
the combustion chamber condition RC0 described by Kirchheck and Gülhan [8] is
investigated with thermally coupled axisymmetric RANS and structure simulations.
Due to the lowmixing ratio of O/F = 0.7 the average gas temperature of the exhaust
gases is relatively low compared to real rocket engines. However, the condition has
the advantages that the combustion is completed roughly 8cm upstream of the nozzle
throat, the expected temperatures of less than 750K allow for a continuous, steady-
state operation and experimental data can be obtained for the condition.
Selected results obtained in the final coupling step are shown in Fig. 3. The three
figures on the left show from top to bottom the external heat fluxes on the two cylin-
ders, the heat flux traces through the solid together with the temperature distribution
in the solid and the surrounding gas and the heat fluxes to the combustion chamber
walls and the nozzle obtained with TAU and ANSYS. The heat fluxes computed
from TAU depicted by green lines with open diamonds are superpositioned by the
blue lines indicating the heat fluxes from ANSYS. The figure on the right shows the
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Fig. 2 Grid used for the scale resolving simulations. Overview over the grid (left) and readings of
the grid sensor in the region of interest (right)
heat transfer coefficient, the heat flux and the temperature distribution on the 2nd
cylinder in detail. Themaximum temperature of about 730K at the external surface is
obtained in the corner between base plate of the main cylinder and the 2nd cylinder.
The heat transfer coefficient obtained from the simulation is between 100 W/m2K
close to the corner and 1600 W/m2K at the nozzle exit. The static pressure in the
combustion chamber obtained from the coupled solution is about 2.15 MPa and the
maximum temperature in the combustion chamber is 3550 K. The maximum steady-
state solid temperature is 743K located 4.63mm upstream of the nozzle throat. At
the nozzle exit the supersonic expansion results in a pressure on the symmetry line
of pexit ≈ 44 kPa. Other important characteristic values obtained at this location are
the gas temperature Texit ≈ 420 K, Mach number Mexit ≈ 3.15 and axial velocity
uexit ≈ 3.5 km/s.
Due to the slightly lower pressure in the exit plane and the associated differences
in the flow pattern of the jet the separation zone is larger than the one obtained for
the case with cold jet investigated by the authors in [4].
4 Investigation of Aft-Body Flow Fields
An overview of the grid used for the scale resolving simulations is shown on the left
of Fig. 2. Both the model and the wind tunnel walls are included in the computa-
tional domain to ensure an accurate prediction of possible interference. The grid is
of hybrid nature, i.e. includes hexahedral and prismatic elements to allow for an opti-
mized accuracy with a reduced amount of grid points. A zoomed view of the focus
region is displayed in the figure as well to show the hexahedral elements and their
resolution in this region. To ensure a sufficient grid resolution for the scale resolving
simulations a grid sensor is used. This sensor computes the ratio between resolved
and modelled turbulent kinetic energy and was shown to accurately display regions
of underresolution in previous investigations of similar flows and grid topologies
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Fig. 3 Surface heat flux and temperature distribution in the solid with heat flux trace lines and the
surrounding flow (left) and heat flux together with heat transfer coefficient and surface temperature
along the 2nd cylinder (right)
[14]. A sensor value of 0.8 is considered to be sufficient to capture important flow
phenomena and, as shown on the right of Fig. 2, this is the case for nearly the entire
region of interest in the current investigations. A small region with a ratio of about
0.7 exists in the outside of the developing shear layer where it has little influence on
the developing flow structures.
Three cases for the same investigated geometry and grid are considered in the
following. The first features an air plume and wall temperatures that are equal to the
ambient temperature of 300 K. For the second case the air plume is replaced by an
H2-H2O plume as obtained from the combustion chamber simulations described in
Sect. 3 and the nozzle internal wall temperature is adjusted accordingly. However, for
this second case the outside wall temperature is still at ambient conditions of 300 K,
representing e.g. the start of an experimental investigation when the structure has not
absorbed sufficient heat to significantly increase its temperature yet. It also allows
to investigate the difference to the third case in which the external wall temperature
from the coupled RANS simulations presented in Sect. 3 is prescribed. This third
case represents the steady state conditions that could be achieved in a long duration
experiment.
For each case both a DES computations and an axisymmetric RANS simulation
are performed. The latter feature the same settings as the DES computations (same
numerical scheme, time steppingmethod, turbulencemodel, in-plane grid resolution,
etc.), and only differ in whether the turbulence model is run in RANS or DES mode.
Data recording for the DES computations commences after a transient start-up phase
of approx. 40 convective time units (CTUs) where one CTU is defined as the ratio
of main body diameter D and free stream velocityU . Subsequently, data is recorded
for approx. 200 CTUs with a time step size that allows to resolve each CTU with
approx. 130 time steps.
The resulting mean flow fields of the DES computations are presented in Fig. 4 in
which the color contour of the axial velocity and the streamlines for the three cases
are displayed. From the mean flow field the known flow behaviour with a detaching
boundary layer at the diameter change and the subsequent formation of a turbulent
shear layer can be observed. A strong recirculation region with a secondary corner
vortex is also apparent for all three cases. It is visible that the hot plume cases feature
a significantly higher exhaust velocity. This clearly affects the recirculation region.
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Fig. 4 Mean flow fields of DES computation with air plume (top), hot plume and cold wall (center)
and hot plume and hot wall (bottom)
Whereas for the first case a reattachment on the nozzle structure can be observed, in
the second case the recirculation region grows and reattachment occurs on the plume.
Both the secondary corner vortex as well as the recirculation region length increase.
Consequently, the initial shear layer angle changes as well. This seems to be a direct
consequence of the higher exhaust velocities and changed plume characteristics, as
no other parameters are changed. For the third case with an increased wall tempera-
ture the reattachment location is shifted even further downstream. This indicates an
additional effect that is independent of the plume characteristics, but purely due to
the increased temperature in the recirculation region.
The RANS solutions show qualitatively similar flow fields—and hence are not
displayed here for brevity—, but differ in certain key features. For one, the reattach-
ment region size is consistently predicted to be larger. The reattachment locations,
approximated by the location of zero axial velocity at the radius of the external noz-
zle structure for cases with fluid reattachment, for all cases are shown in Table1.
While the relative changes between the cases qualitatively agree between RANS and
DES, the actual reattachment region length differs by up to 7%. This can lead to a
predicted fluid reattachment, i.e. reattachment on the plume, in RANSwhen the DES
computation predicts a solid reattachment, i.e. reattachment on the nozzle structure,
for the same case. Tthis can be observed e.g. for the configuration with an air plume
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Table 1 Axial reattachment locations for different cases
Air plume Hot plume, cold wall Hot plume, hot wall
RANS 1.264D 1.358D 1.440D
DES 1.181D 1.318D 1.430D
Fig. 5 Comparison of axial mean pressure coefficient distribution (left) and rms pressure distribu-
tion (right) between different cases
for which the DES predicts a reattachment region shorter and the RANS simulation
predicts it longer than Lnozzle, respectively.
In addition to the qualitative mean flow fields the mean wall pressure distribu-
tion can be analysed for a quantitative comparison as is shown on the left of Fig. 5
where the axial distribution of the mean wall pressure coefficients is displayed. A
first observation is the fact that with increasing reattachment length the pressure
distribution becomes shallower, i.e. features a less distinct pressure minimum and
lower pressure at the nozzle tip. The pressure in the corner of the recirculation region
as well as at the nozzle tip is captured reasonably well with RANS for the first two
cases, whereas for the third case the pressure at the nozzle tip deviates. However,
more importantly, the inaccuracies of RANSmodelling become clearly visible in the
middle of the recirculation region where the RANS computations show an earlier,
but less distinct pressure minimum, leading to a different shape of the distribution.
For the DES investigations the wall pressure fluctuations can be assessed as well
as is presented on the right side of the figure. The pressure fluctuations mirror the
mean pressure distribution in that the configurations with stronger mean pressure
minima and maxima also show more wall pressure fluctuations. Towards the nozzle
tip all configurations show an increase in pressure fluctuations with cp,rms ≈ 0.045
that is due to the influence of the overexpanded and slightly separated plume and the
corresponding fluctuations of the nozzle separation location.
Another aspect of the investigation is the wall heat transfer. Cases with walls
of ambient temperature obviously do not feature significant wall heat transfer, but
for the hot wall case it might be informative to compare the results of a steady
RANS solutions with the mean solutions of an unsteady DES solution. For this,
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Fig. 6 Comparison between mean temperature distributions obtained with RANS and DES (left;
RANS-top, DES-bottom) and axial (on the external nozzle wall) and radial (on the base surface)
mean heat flux distribution for the hot wall case (right)
both the mean temperature distribution in the recirculation region as well as the
heat flux distribution are shown in Fig. 6. The temperature fields look qualitatively
very similar, but in the scale resolving simulation the impact of the hot base wall
propagates less far into the recirculation region. Additionally, the boundary layer
temperature has a smaller footprint in the shear layer and the base corner features
smaller temperatures. However, the temperature differences are in the range of 5 K
to 20 K in the majority of the recirculation region, with the exception of the base
corner where the temperature differs by up to 100 K. On the right of the figure the
wall heat fluxes are displayed over both the axial and radial direction since a purely
axial representation would neglect the distribution on the base wall. With respect
to the axial distribution, for 0.2 < x/D < 1.2 the heat flux predicted by RANS is
about 70% higher than that predicted by DES, whereas in the base corner RANS
predicts a 50% lower heat flux. Towards the nozzle tip both approaches lead to
similar heat fluxes. At the base wall the heat fluxes between RANS and DES agree
reasonably well everywhere except for the bottom and top corner where the heat flux
predicted by RANS is lower. Since (in-plane) grid resolution, spatial and temporal
numerical scheme and underlying turbulence model are exactly equivalent for both
RANS and DES, the deviations are unlikely to originate from these aspects. Hence,
the deviations between RANS and DES solutions are likely due to a combination of
other model related differences. For example, the differences in the velocity fields
described above will have an impact on the heat flux distributions. Additionally,
the exact value of the turbulent Prandtl number Prt , which describes the additional
heat flux due to modelled turbulent fluctuations, is difficult to determine a priori
since it is flow dependent. Since the amount of modelled fluctuations is significantly
larger in RANS than in DES, a discrepancy in Prt will consequently introduce larger
inaccuracies in RANS than in DES. Another possible source of inaccuracies is the
limited ability of the chosen turbulence model to capture the anisotropic turbulent
behaviour in the recirculation region, in particular near the walls. This is again more
severe for RANS than for DES for the same reasons and could possibly be improved
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with a more elaborate and expensive turbulence modelling approach, e.g. using a
Reynolds Stress Model (RSM).
In former investigations (e.g. [14]) the IDDES approach showed results of higher
fidelity that agree well with experimental reference data regarding overall flow field,
reattachment length and pressure distributions and thus are considered more accu-
rate with respect to these quantities. This is also supported by the above argument of
IDDES being less affected by turbulence modelling parameters than RANS. How-
ever, with respect to the obtained heat flux distributions a larger uncertainty exists as
very little experimental heat flux reference data for the considered flow topologies
is available for comparison. Hence, the superiority of IDDES over RANS in terms
of heat flux distributions cannot be assumed beyond doubt.
5 Conclusions and Outlook
To investigate the impact of wall temperature on generic launch vehicle base flows
the flow solver is thermally coupled to a structure solver to obtain resulting steady-
state wall temperatures. The obtained wall temperatures are then used as boundary
conditions for the 2-equation RANS and IDDES approaches. It is found that both
modelling approaches are able to qualitatively capture the behaviour of the mean
flow field when either plume characteristics or wall temperatures are changed. Both
an increased plume velocity as well as an increased wall temperature lead to a further
downstream reattachment of the main shear layer and thus increase the size of the
recirculation region. However, differences in the exact reattachment locations as
well as the mean pressure distribution on the nozzle surface between RANS and
DES are observed. Similar differences are also visible in the heat flux distribution
along the base and nozzle surface that could be explained by the slightly different
flow fields, inaccurate values for Prt , short-comings of the used turbulence model
or, most likely, a combination of these reasons. To further determine the source of
the deviations between RANS and DES results, additional RANS simulations with
varied Prt and turbulence model will be conducted. The results of the scale resolving
simulations are being further analysed, including spectral and modal analysis, to
investigate the detailed changes in the flow behaviour that are associated with the
change in plume characteristics and wall temperatures. Additionally, the effect of
the nozzle length will be investigated by reducing the nozzle length and allowing
the plume to directly interact with the recirculation region instead of being mostly
separated by the nozzle structure. Furthermore, these investigations will also feature
even higher wall temperatures that are in the order of magnitude expected from
realistic rocket engines with radiative cooling concepts.
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Combustion Chamber
On the Consideration of Diffusive Fluxes
Within High-Pressure Injections
Fabian Föll, Valerie Gerber, Claus-Dieter Munz, Berhand Weigand,
and Grazia Lamanna
Abstract Mixing characteristics of supercritical injection studies were analyzed
with regard to the necessity to include diffusive fluxes. Therefore, speed of sound
data from mixing jets were investigated using an adiabatic mixing model and com-
pared to an analytic solution. In this work, we show that the generalized application
of the adiabatic mixing model may become inappropriate for subsonic submerged
jets at high-pressure conditions. Two cases are discussed where thermal and con-
centration driven fluxes are seen to have significant influence. To which extent the
adiabatic mixing model is valid depends on the relative importance of local diffu-
sive fluxes, namely Fourier, Fick and Dufour diffusion. This is inter alia influenced
by different time and length scales. The experimental data from a high-pressure n-
hexane/nitrogen jet injection were investigated numerically. Finally, based on recent
numerical findings, the plausibility of different thermodynamic mixing models for
binary mixtures under high pressure conditions is analyzed.
1 Introduction
Efficient and pollution-reduced energy conversion are key criteria of combustion
based concepts. Optimal mixing of fuel and oxidizer is therefore essential. Typi-
cally, technical applications like liquid rocket or diesel engines are operated at ele-
vated pressure and temperature conditions. The thermodynamic properties of fuel
and oxidizer can thereby even exceed their critical values. This is especially true for
reservoir (injection) and ambiance conditions in rocket engines where high injection
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temperatures lead to injection of a supercritical, single-phase fluid. Studies showed
that supercritical fuel injection entails improved mixing, and hence, burn more effi-
ciently [3–5]. Nevertheless, the application of supercritical fluids involves a higher
degree of complexity, as the fluid experiences non-ideal fluid behavior. Classical
phase transition from liquid to vapor phase vanishes beyond the critical point and
a single-phase fluid is attained. Microscopic analysis in the supercritical regime
shows fluctuations and steep gradients of thermodynamic properties [10, 19, 33,
34]. Considering trans- or supercritical fluid expansion, this leads to a strong cou-
pling of thermodynamic properties and flow phenomena. The complex behavior of
fluid properties together with mutual, interacting diffusive effects remain a huge
challenge for modeling and accurate description of supercritical fluids. Therefore,
deep understanding of supercritical jet disintegration and subsequent mixing is of
particular interest.
In this context, Baab et al. [6, 7] and Förster et al. [13] performed supercritical
injection studies in order to deliver quantitative jet mixing data. Using laser-induced
thermal acoustics (LITA), they measured the local speed of sound in high-pressure
injection with varying temperature and ambient pressure. Two alkanes and a flu-
oroketone were injected into nitrogen. Precise adjustment of the initial condition
allowed to cover the range of supersonic underexpanded to subsonic dense jets pro-
viding a comprehensive speed of sound database. The speed of sound is the direct
measurement quantity in a LITA system. Thermometry or species determination
require additional models. For the test cases of supersonic underexpanded jets, an
adiabatic mixing model, including non-ideal mixing behavior, was used to derive
axial concentration data.
In this work, an extended analysis of the binary jet mixing data is given. Physical
analysis of the supercritical regime and binary mixing systems shows that adiabatic
mixing may not be globally applicable. In fact, heat transfer and species diffusion
according to Fouriers and Ficks law can already lead to significant deviations. From
a numerical point of view, Ma et al. [25] found the adiabatic mixing model to be a
limiting case for insufficient spatial resolution for conservativemethods. Considering
this, an extended analysis of the mixing data with regard to the applicability of the
adiabatic mixing model is carried out. In the studies of Baab et al. [6] and Förster et
al. [13], underexpanded jets followed the adiabatic mixingmodel quite accurately for
axial distances of x/D below 110. However, in dense single-phase jets, deviations
are expected in comparison to an analytical solution.
In order to simulate the experimental studies, the compressible CFD solver
FLEXI [1] was extended to handle super- and transcritical jets. Therefore, the split
form discontinuous Galerkin (DG) scheme of Gassner et al. [18] was extended to
multi-phase and multi-component flows. The method was combined with the dou-
ble flux method of Abgrall and Karni [2] for general tabulated equations of state
(EOS) to handle spurious pressure and velocity oscillations occurring in real EOS
and multi-component simulations, see Föll et al. [16]. Further needed developments
were the extension of the tabulation framework of Dumbser et al. [12] to multi-
component flows [14, 15] and the implementation of a framework for cubic EOS
based on the work of Bell and Jäger [8] written in Helmholtz energy form. This work
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was extended to handle multi-component CFD simulations near the critical point
with phase-transition. The developments and tools mentioned are used to simulate a
specific experimental setup proposed in [7]. The numerical results are interpreted in
the context of Ma et al. [25].
The paper is structured as follows: In Sect. 2 phenomenological considerations on
mixing jets are given. This is followed by the numerical methods and thermodynamic
modeling. Numerical results of Large Eddy Simulation (LES) of n-hexane/nitrogen
jet injection under supercritical conditions are presented. The paper is concluded by
the comparison of numerical results with a well-defined experimental test case.
2 Phenomenological Considerations on Mixing Jets
For a given pressure, the local speed of sound in a mixture is a function of temper-
ature and species concentration cmix. Assuming adiabatic mixing of injectant and
ambiance allows to assess the influence of each quantity respectively. For the exper-
imental conditions, non-ideal mixing and real-gas properties have to be considered.
Therefore, the thermodynamic properties used are taken from theNISTdatabase [24].
The mixing process can be expressed in terms of specific enthalpy. The enthalpy of
a real mixture is then written as
hmix(cmix, Tmix, p∞) = hexcess(cmix, Tmix, p∞) + hideal(cmix, Tmix, p∞), (1)
where hideal accounts for ideal mixing of pure components at well-known initial
conditions. hexcess contributes to non-ideal mixing of a binary system and Tmix is
the adiabatic mixing temperature. Analogous to specific enthalpy, the local speed
of sound is a function of mixture composition, mixing temperature and ambient
pressure. Extraction of species concentration is therefore achieved by introducing




For more detailed information the reader is referred to [6]. For the means of compa-
rability, the axial concentration data is plotted according to a similarity law proposed
by Chen and Rodi [11]. It describes the axial concentration decay in momentum-









follows the adiabatic mixing assumption and shows self-preservative characteristics.
Here, x/D is the non-dimensional distance from the nozzle exit, scaled with the exit
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and ambient density respectively. A is an emperical constant that depends on the
nozzle pressure ratio pinj/p∞ [17]. We chose the constant A to be 5.4, as it covers
the range of our experiments best. A detailed description of the post-processing is
given in Baab et al. [6].
Baab et al. [6] and Förster et al. [13] showed adiabatic and self-similar character-
istics within underexpanded jets for axial distances of x/D < 110. Underexpansion
implies high exit velocities and an eruptive discharge of the fluid. Under this con-
sideration it is assumed that heat and mass diffusion are not the dominant effect
in the mixing process and the fluid expands adiabatically into the ambiance. Keep-
ing the latter in mind, the situation changes for the examination of fluid jets with
low exit velocities. For this purpose, the speed of sound database for the subsonic
high-pressure jets from Baab et al. [7] is evaluated with respect to the applicability
of the adiabatic mixing assumption. The results are illustrated in Fig. 1. Here, case
1 follows the similarity law sufficiently well. Minor deviation close to the nozzle
exit can be explained due to the finite measurement volume in a narrow dense jet.
In contrary, the n-pentane test cases 2 and 3 show a systematic deviation from the
adiabatic mixing line. For case 3 with a lower injection temperature and hence lower
exit velocity, the deviation is even more pronounced. Here, it is assumed that the
omission of heat fluxes lead to an overestimation of mixing temperatures. For the
correlation of speed of sound to species concentration, this means that the optimiza-
Fig. 1 Similarity analysis of centerline concentration of C6H14, C5H12 and FK. Evaluated from
database of Baab et al. [7]
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tion scheme from Eqs. (1) and (2) is evaluated on a higher temperature level, which
consequently leads to an overprediction of concentration.
The fluoroketone cases strongly differ from the adiabatic mixing curve as well.
Both cases inject with considerably lower injection velocities compared to case 1
and 2. Furthermore, fluoroketone features a significantly higher molar mass. It is
not directly clear what effect causes the deviation. The high molar mass could lead
to profound concentration gradients that enhance mixing. Together with the slow
injection velocity, heat conduction can affect the jet for a longer time. The difference
in the experimental results is subject to a combination of these diffusive effects. Yet,
it cannot be assessed which physical effect is dominant and what primarily causes
the deviations from the adiabatic assumption.
3 Numerical Consideration and Thermodynamic Modeling
For the analysis of the experimental results, numerical simulations that resolve the
local features of the fluid flow are needed. Under super- or transcritical conditions,
this is a major challenge for numerical methods and computational performance
since the complex thermodynamics have to be modeled precisely. Recent findings
by Ma et al. [25] showed that adiabatic and isochoric mixing are respective limits of
conservative and quasi-conservative schemes that suffer from numerical approxima-
tion errors. Based on these discoveries, high resolution methods with low numerical
diffusion are needed to resolve physical mixing correctly. Therefore, for our Large
Eddy Simulations, we approximate the compressible Navier–Stokes equations with
a discontinuous Galerkin spectral element method, which is described in detail in [1,
14–16].We apply a shock capturing on sub-cells at discontinuities or strong gradients
to keep the overall high resolution, see Sonntag and Munz [35].
3.1 Thermodynamic Modeling
We use the compressible Navier–Stokes equations for real, non-reactive fluids with
Nk components. The viscous stress tensor τ with the strain rate tensor S is defined
for a Newtonian fluid. For multi-component simulations the heat and concentration
diffusion fluxes are usually comprised of [21, 26]
q = qf + qc and J k = J fk + J ck, (4)
where qf is the specific heat flux due to conduction according to Fouriers law with
thermal conductivity λ and temperature T , and J fk is the concentration diffusion flux
according to the Fickian law with Dk being an effective species diffusion coefficient.
The last two terms of Eq. (4), qc and J ck , may be added to the equation system and
represent additional cross-effects due toOnsager [29] reciprocal relations, namely the
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Dufour- and Soret effects. A complete description of theses effects can be obtained
by, e.g. Keizer [21] and Masquelet [26], in the Irving-Kirkwood form




J k = Lkq∇ 1RT −
Nk∑
j=1
Lkj∇ μm, jRT , k = 1, . . . , Nk, (6)
where R denotes the universal gas constant, μm,k ≡ μm, j is the chemical potential
for each species and Lqq, Lqk, Lkq, Lkj are the Fourier, Dufour, Soret and Fick-
ian diffusion contributions, respectively. The subscript (•)m indicates molar reduced
quantities. Generally the chemical potential is replaced by common primitive driving
forces via pressure, temperature or concentration gradients [26]. These considera-
tions are out of scope of this paper and therefore sufficiently approximated by Fourier
and Fickian diffusion parts including themost relevant parts of the Dufour effect ana-
log to Masquelet [26]. Note that the Soret effect is neglected. The molar fraction is
defined as X = (X1, . . . , XNk )T with Xk = ρm,k/ρm.
We restrict our self to the Peng-Robinson EOS (PR-EOS) [30]. The framework
for cubic EOS is based on the work of Bell and Jäger [8] and is written in Helmholtz
energy form, see Kunz [22], with
F
RT = α
0(δ, τ, X) + αr(δ, τ, X) , (7)
where F is defined as the molar Helmholtz free energy, α0 denotes the non-
dimensional free Helmholtz energy in the ideal gas limit and αr is the non-
dimensional residual free Helmholtz energy that describes the deviation from the
ideal fluid behavior. The independent variables are the non-dimensional reduced
volume δ = ρ/ρc, the inverse reduced temperature τ = Tc/T , and the molar frac-
tion of the composition X . The subscript c denotes the quantities at the critical point.
A general extension to other equations of state is described in Föll et al. [15, 16]
with fluid libraries like CoolProp v6.3 [9] and RefProp v9.1 [24].
Note that the work originally offered by Bell and Jäger [8] was extended to handle
multi-component CFD simulations near the critical point. The ideal part is imple-
mented with polynomials of Jaeschke and Schley for heat capacities [20] according
to Kunz [22]. The mixture rules for the cubic EOS in this paper are defined as the
one-fluid mixture model, see Michelsen and Mollerup [28]. Transport properties for
the cubic EOS are approximated according to Ruiz et al. [32], who used the gen-
eralized multi-parameter correlation for high densities [30]. The effective diffusion
coefficient is defined according toBlanc’s law,where the binary diffusion coefficients
Djk were implemented according to the Chapman-Enskog theory [30].
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3.1.1 Two-Phase Thermodynamics for Multi-component Mixtures
Commonly phase equilibrium for multi-component mixtures is calculated by the
methodology of the combined approach of tangent plane distance (TPD) analysis
and multi-component vapor-liquid equilibrium (VLE) calculations, see e.g. Matheis
and Hickel [27] and Qiu and Reitz [31]. Note that in some cases we use an alternative
notation for molar fraction in the context of multi-component vapor-liquid equilib-
rium with z ≡ X , x ≡ X l and y ≡ Xv, where z is the common molar fraction, x is a
liquid equilibrium molar fraction and y is a vapor equilibrium molar fraction. Note
that the superscript (•)s refers to saturation conditions.
The phase equilibrium calculation for multi-component mixtures is a rather dif-
ficult task and can generally be calculated analogously to the single species case by
considering that equilibrium has to hold for all Nk species simultaneously
T l = T v ≡ T s, (8)
pl(T s, ρl , X l) = pv(T s, ρv, Xv), (9)
μlNk (T
s, ρl , X l) = μvNk (T s, ρv, Xv) , k = 1, . . . , Nk . (10)
On the left and right side of Fig. 2, the phase envelopes for the binary mixture
of nitrogen/n-hexane, calculated with the Peng-Robinson EOS, are visualized in
a pressure-composition and density-composition phase diagram, respectively.
The blue curves represent the liquid boundary of the hyper-plane, the red curves
represent the vapor boundary of the hyper-plane. The green curves are points at con-
stant temperature and vapor fractions. The black dot is the mixture critical point. The
TPD analysis is based on the idea to directly evaluate the Gibbs free energy surface
[28] by checking for a global minimum in Gibbs free energy at the present species
composition. The phase-envelope and equilibrium calculations in our simulations
are performed in a volume based fashion, see Kunz [22], using a Newton–Raphson
Fig. 2 Binary mixture of nitrogen/n-hexane in a pressure-composition (left) and density-
composition (right) diagram calculated using the PR-EOS
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method. In the macroscopic formulation, the speed of sound has to be modeled in
the two-phase region. We use the Wood’s speed of sound [36].
3.1.2 Thermodynamic Mixing Process
Mixing of two ormore speciesmay occur under different thermodynamic conditions.
For example, an adiabatic mixing is generally defined as a thermodynamic process
where mixing is controlled solely by convective transport and is not influenced by
any diffusive transport of heat or mass from the surrounding. Investigations in the
context of super- and transcritical jet injections were performed by Lacaze et al., Ma
and Matheis [23, 25, 27]. For a given pressure and adiabatic conditions, the specific
molar enthalpy is a linear function in the molar composition space with





m,k(ρ, T ). (11)
Adiabatic mixing was observed with a fully-conservative approximation of the
Navier–Stokes equations in [23, 27] with insufficient grid resolution. For a given
pressure and isochoric conditions the specific molar volume is a linear function in
the molar composition space with





m,k(ρ, T ). (12)
Isochoric mixing was observed with quasi-conservative approximations of the
Navier–Stokes equations in [23, 27] with insufficient grid resolution. Here we use
the double flux method presented by Föll et al. [14–16] and literature therein.
From a physical point of view, it is questionable if any of the two assumptions hold
for binary jet simulations under supercritical conditions. It is important to note that
the isochoric and the adiabatic mixing lines are generated by directly calculating the
underlying real EOS for multi-components at a given pressure. However diffusive or
non-equilibrium thermodynamic effects related to, e.g. Fourier, Fickian, Dufour or
Soret contributions are not considered in plots presented in [23, 25, 27] and Fig. 4.
The influence of these effects is highly non-linear and problem depending. Which
mixture assumption holds for supercritical binary jet injections can generally not
be stated a priori and depends on the ratio of acting (physical) parabolic effects in
the equation system. Moreover, to get insight into the mixture processes with CFD
simulations, the numerical diffusion must have a negligible influence.
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4 Numerical Results: LES of N-Hexane/Nitrogen Jet
Baab et al. [7] experimentally investigated different binarymixtures under supercriti-
cal conditions. For thenumerical investigationswehave chosen then-hexane/nitrogen
case. Note that the injection and chamber conditions for this simulation are described
in [7] in detail. The simulation is performed twice. The first one is a fully conser-
vative simulation suffering from spurious pressure and velocity oscillations. The
second one is a local quasi-conservative method based on the double flux method.
The computational setup and the mesh resolution are illustrated in Fig. 3. Note
that the mesh is unstructured and contains Mortar interfaces to reduce the overall
element number to ≈ 0.4 Mio elements. For the multi-component mixture setup,
we have chosen a polynomial degree of two with third order accuracy resulting
in an overall ≈ 10.8 Mio degree of freedoms (DOF). The inlet diameter of the
injector was D = 0.236 mm. The smallest element near the injector had a size of
x, y, z ≈ D/30.
First, we look at the results regarding the thermodynamic mixing paths. The
mixing processes under adiabatic and isochoric conditions are illustrated on the
left and right side of Fig. 4 for a binary mixture of nitrogen/n-hexane, respectively.
The conservative simulation is compared to the adiabatic mixture lines, whereas the
quasi-conservative method is compared to the isochoric mixture lines.
The VLE region is again illustrated by blue, red and green curves. The black
lines are either the adiabatic mixing lines on the left side for supercritical and
Fig. 3 Mesh resolution and geometry definitions: The mesh is based on hexahedral elements with
Mortar interfaces based on an unstructured mesh topology. Three different slices are visualized.
Note that the overall simulation area is defined as a function of injection diameter D
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Fig. 4 LES results in the context of adiabatic (left) and isochoric (right) mixture process at p∞ =
5.0 MPa: nitrogen/n-hexane in a temperature-composition diagram calculated using the PR-EOS.
The gray dots (simulation results) are temporal and spacial solutions of the temperature along the
jet axis, see Fig. 3
Fig. 5 Speed of sound mixture lines for different thermodynamic models, Peng Robinson or NIST
(RefProp), and different mixture assumptions. The markers x represents speed of sound measure-
ment with LITA and are placed directly on the associated mixture lines to give an overview of
possible molar fractions for different assumptions; Right: Quantitative speed of soundmeasurement
data and corresponding temporal averaged simulation results. Note that these values correspond to
the conservative simulation
sub/transcritical conditions or the isochoric mixing lines on the right side for super-
critical and sub/transcritical conditions. For the first temperature Thex = 627 K, we
observe that the adiabatic mixture line (on the left side) does not reach the VLE
region. However, for an isochoric assumption (on the right side) the two-phase region
is crossed, in contrast to the experimental evidence. The gray dots are the simulation
results visualized as scattered data, which represent temporal/spatial solutions of the
temperature along the jet axis, see also Fig. 3 for geometric definitions.
In Baab et al. [7], LITA measurements of speed of sound were performed. There-
fore, on the left side of Fig. 5 we have illustrated speed of sound mixture lines for
different thermodynamic models, e.g. Peng Robinson or NIST (RefProp), and dif-
ferent mixture assumptions adiabatic (red) or isochoric (blue). Additionally, speed
of sound measurements at different axial positions x/D = 17, 25, 35, are included.
On the Consideration of Diffusive Fluxes Within High-Pressure Injections 205
Fig. 6 High pressure n-hexane/nitrogen jet: Experimental data visualized with a shadogram for n-
hexane Thex ≈ 600K and pinj = 5.6MPa injected into nitrogen at TN2 ≈ 296K and p∞ = 5.0MPa
The straight line should indicate which molar fractions may be possible under differ-
ent thermodynamic models or mixture assumptions. Note that the isochoric mixing
assumption is not realistic, since it would imply extremely high concentrations of
nitrogen (above 90% already at x/D = 17) and almost pure nitrogen at x/D = 25.
This result is obviously not in line with the experiments, as shown in Fig. 6, where a
dense n-hexane jet is still observed at x/D = 25. The quantitative comparison of the
speed of sound data is therefore performed only for the fully conservative method
(adiabatic mixing). On the right side of Fig. 5, the quantitative speed of sound mea-
surement data at x/D = 17, 20, 25, 30, 35, and corresponding temporal averaged
LES results are given. The numerical results are systematically lower than the exper-
imental values, even though the adiabatic mixing assumption is verified both by the
numerical scheme and in the experiments (see Fig. 1). A possible explanation for this
may be attributed to a still insufficient grid resolution. This is also supported by the
fact that the predicted nitrogen concentrations are too small for either an adiabatic
or isochoric mixture. Note, that in the experiments, higher nitrogen concentrations
at the specific measurement points were observed, see case 1 in Fig. 1. The standard
deviation of the speed of sound measurements are given in Baab et al. [7].
5 Conclusions
In this paper, we pointed out the importance to include diffusive fluxes in the treat-
ment of high-pressure injections. Different cases from literature [6, 7, 13] covering
injection from supersonic underexpanded to subsonic dense gas jets were revised
and evaluated. Herein, axial speed of sound measurements were performed, which
were later converted into concentration data. It showed that underexpanded jets fol-
lowed the adiabatic mixing rule accurately. Nevertheless, strong discrepancies were
found for subsonic high-pressure jets. Here injection velocity and thereto related time
scales need to be considered with regard to diffusion driven effects. Furthermore,
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deviations occurred for binary mixtures with large differences in molar mass. The
data shows that the omission of diffusive fluxes can lead to substantial inaccuracies
in the connection of derived fluid properties to measured speed of sound. Possible
effects that lead to the deviation of the adiabatic mixing assumption were discussed,
yet the particular effects cannot solely be distinguished by experimental methods.
Additionally, numerical simulationswere performed for a binary jet injectionwith
n-hexane/nitrogen under supercritical conditions and compared to the experimental
results.Weperformed three-dimensionalLargeEddySimulationswith a conservative
and a stability enhanced non-conservative approximation. For the investigated fluid
pair adiabatic and isochoric mixing was observed. The results are in good agreement
with recent findings of Ma et al. [25], who conducted one and two-dimensional
simulations. The considered experimental data tend to be more accurately predicted
by the adiabatic mixing assumption. Not fully clarified is the influence of Fourier,
Fickian or Dufour contributions to the jet mixing process, since the simulation was
likely dominated by the numerical diffusion. The resulting speed of sound values
were in a reasonable range. The underprediction compared to the experimental data
indicates a still insufficient grid resolution.
For future investigations we will focus our work on the evaluation of diffusive
transport. Therefore, the numerical studies on the interaction between physical and
numerical diffusion, resulting from different numerical approximations, will be con-
tinued. Furthermore, the experimental setup has to be designed in such a way that the
diffusive transport becomes dominant within the jet injection process. This may be
achieved by decreasing the injection velocity. Binary fluid combinations, that favor
strong concentration gradients, should also be taken into consideration.
Acknowledgements The authors kindly acknowledge the financial support provided by the Ger-
man Research Foundation (Deutsche Forschungsgemeinschaft—DFG) in the framework of the
Sonderforschungsbereich Transregio 40. In addition, we kindly acknowledge the computational
resources which have been provided by the High Performance Computing Center Stuttgart (HLRS).
References
1. Flexi - description and source code. https://www.flexi-project.org/. Accessed 02 Oct. 2018
2. Abgrall, R., Karni, S.: Computations of compressible multifluids. J. Comput. Phys. 169(2),
594–623 (2001). https://doi.org/10.1006/jcph.2000.6685
3. Ahern, B., Djutrisno, I., Donahue,K.,Haldeman,C.,Hynek, S., Johnson,K.,Valbert, J.,Woods,
M., Taylor, J., Tester, J.: Dramatic emissions reductions with a direct injection diesel engine
burning supercritical fuel/water mixtures. SAE Trans. 110, 1730–1735 (2001). https://doi.org/
10.2307/44742774. http://www.jstor.org/stable/44742774
4. Anitescu, G., Tavlarides, L.: Supercritical diesel fuel composition, combustion process and
fuel system. Patent No. 7,488,357 (2006)
5. Anitescu,G., Tavlarides, L.L., Geana,D.: Phase transitions and thermal behavior of fuel-diluent
mixtures. Energy Fuels 23(6), 3068–3077 (2009). https://doi.org/10.1021/ef900141j
6. Baab, S., Foerster, F.J., Lamanna, G., Weigand, B.: Speed of sound measurements and mix-
ing characterization of underexpanded fuel jets with supercritical reservoir condition using
On the Consideration of Diffusive Fluxes Within High-Pressure Injections 207
laser-induced thermal acoustics. Experiments in Fluids 57(11) (2016). https://doi.org/10.1007/
s00348-016-2252-3
7. Baab, S., Steinhausen, C., Lamanna, G., Weigand, B., Foerster, F.J.: A quantitative speed of
sound database for multi-component jet mixing at high pressure. Fuel 233, 918–925 (2018).
https://doi.org/10.1016/j.fuel.2017.12.080
8. Bell, I.H., Jäger, A.: Helmholtz energy transformations of common cubic equations of state for
use with pure fluids and mixtures. Journal of Research of the Nat. Inst. Stand. Technol. 121,
238 (2016). https://doi.org/10.6028/jres.121.011
9. Bell, I.H., Wronski, J., Quoilin, S., Lemort, V.: Pure and Pseudo-pure Fluid Thermophysical
Property Evaluation and the Open-Source Thermophysical Property Library CoolProp. Ind.
Eng. Chem. Res. 53(6), 2498–2508 (2014). https://doi.org/10.1021/ie4033999
10. Bencivenga, F., Cunsolo, A., Krisch, M., Monaco, G., Ruocco, G., Sette, F.: High frequency
dynamics in liquids and supercritical fluids: a comparative inelastic x-ray scattering study. J.
Chem. Phys. 130(6), 064,501 (2009). https://doi.org/10.1063/1.3073039
11. Chen, C.J., Rodi, W.: Vertical Turbulent Buoyant Jets: A Review of Experimental Data. HMT–
the Science&Applications of Heat andMass Transfer. Pergamon Press, Oxford (1980). https://
books.google.de/books?id=ZdkIAQAAIAAJ
12. Dumbser, M., Iben, U., Munz, C.: Efficient implementation of high order unstructured WENO
schemes for cavitating flows. Comput. Fluids 86, 141–168 (2013). https://doi.org/10.1016/j.
compfluid.2013.07.011
13. Foerster, F.J., Baab, S., Steinhausen, C., Lamanna, G., Ewart, P., Weigand, B.: Mixing char-
acterization of highly underexpanded fluid jets with real gas expansion. Exp. Fluids 59(3), 44
(2018). https://doi.org/10.1007/s00348-018-2488-1
14. Föll, F., Hitz, T., Keim, J., Munz, C.: Towards high-fidelity multiphase simulations: On the use
of modern data structures on high performance computers. In: High Performance Computing
in Science and Engineering, vol. 19. Springer International Publishing, Berlin (2020)
15. Föll, F., Hitz, T., Müller, C., Munz, C., Dumbser, M.: On the use of tabulated equations of
state for multi-phase simulations in the homogeneous equilibrium limit. Shock Waves 29(5),
769–793 (2019). https://doi.org/10.1007/s00193-019-00896-1
16. Föll, F., Pandey, S., Chu, X., Munz, C., Laurien, E.,Weigand, B.: High-fidelity direct numerical
simulation of supercritical channel flow using discontinuousGalerkin spectral elementmethod.
In: High Performance Computing in Science and Engineering, vol. 18, pp. 275–289. Springer
International Publishing, Berlin (2019)
17. Franquet, E., Perrier, V., Gibout, S., Bruel, P.: Free underexpanded jets in a quiescent medium:
a review. Prog. Aerosp. Sci. 77, 25–53 (2015). https://doi.org/10.1016/j.paerosci.2015.06.006
18. Gassner, G.J., Winters, A.R., Kopriva, D.A.: Split form nodal discontinuous Galerkin schemes
with summation-by-parts property for the compressible euler equations. J. Comput. Phys. 327,
39–66 (2016). https://doi.org/10.1016/j.jcp.2016.09.013
19. Gorelli, F., Santoro, M., Scopigno, T., Krisch, M., Ruocco, G.: Liquidlike behavior of super-
critical fluids. Phys. Rev. Lett. 97(24), 245702 (2006). https://doi.org/10.1103/PhysRevLett.
97.245702
20. Jaeschke, M., Schley, P.: Ideal-gas thermodynamic properties for natural-gas applications. Int.
J. Thermophys. 16(6), 1381–1392 (1995). https://doi.org/10.1007/BF02083547
21. Keizer, J.: Statistical thermodynamics of nonequilibrium processes (2012)
22. Kunz, O.: A new equation of state for natural gases and other mixtures for the gas and liquid
regions and the phase equilibrium. Ph.D. thesis (2006)
23. Lacaze,G., Schmitt, T.,Ruiz,A.,Oefelein, J.C.:Comparisonof energy-, pressure- and enthalpy-
based approaches for modeling supercritical flows. Comput. Fluids 181, 35–56 (2019). https://
doi.org/10.1016/j.compfluid.2019.01.002
24. Lemmon, E.W., Bell, I.H., Huber, M.L., McLinden, M.O.: NIST Standard Reference Database
23: Reference Fluid Thermodynamic and Transport Properties-REFPROP, Version 9.1,
National Institute of Standards and Technology. https://doi.org/10.18434/T4JS3C
25. Ma, P.C., Wu, H., Banuti, D.T., Ihme, M.: On the numerical behavior of diffuse-interface
methods for transcritical real-fluids simulations. Int. J. Multiph. Flow 113, 231–249 (2019).
https://doi.org/10.1016/j.ijmultiphaseflow.2019.01.015
208 F. Föll et al.
26. Masquelet, M.M.: Large-eddy simulations of high-pressure shear coaxial flows relevant for
h2/o2 rocket engines. Ph.D. thesis, Georgia Institute of Technology (2013)
27. Matheis, J., Hickel, S.: Multi-component vapor-liquid equilibrium model for les of high-
pressure fuel injection and application to ECN spray A. Int. J. Multiph. Flow 99, 294–311
(2018). https://doi.org/10.1016/j.ijmultiphaseflow.2017.11.001
28. Michelsen, M.L., Mollerup, J.M.: Thermodynamic Models: Fundamentals & Computational
Aspects, 2nd edn. Tie-Line Publications, Holte (2007)
29. Onsager, L.: Reciprocal relations in irreversible processes. i. Phys. Rev. 37, 405–426 (1931).
https://doi.org/10.1103/PhysRev.37.405
30. Poling, B.E., Prausnitz, J.M., O’Connell, J.P.: The properties of gases and liquids. McGraw-
Hill, New York (2001). https://doi.org/10.1021/ja0048634
31. Qiu, L., Reitz, R.D.: An investigation of thermodynamic states during high-pressure fuel injec-
tion using equilibrium thermodynamics. Int. J. Multiph. Flow 72, 24–38 (2015). https://doi.
org/10.1016/j.ijmultiphaseflow.2015.01.011
32. Ruiz, A.M., Lacaze, G., Oefelein, J.C., Mari, R., Cuenot, B., Selle, L., Poinsot, T.: Numerical
benchmark for high-reynolds-number supercritical flows with large density gradients. AIAA
J. 54(5), 1445–1460 (2016)
33. Santoro, M., Gorelli, F.A.: Structural changes in supercritical fluids at high pressures. Phys.
Rev. B 77(21) (2008). https://doi.org/10.1103/PhysRevB.77.212103
34. Simeoni, G.G., Bryk, T., Gorelli, F.A., Krisch, M., Ruocco, G., Santoro, M., Scopigno, T.: The
Widom line as the crossover between liquid-like and gas-like behaviour in supercritical fluids.
Nat. Phys. 6(7), 503–507 (2010). https://doi.org/10.1038/NPHYS1683
35. Sonntag,M.,Munz, C.: Efficient parallelization of a shock capturing for discontinuousGalerkin
methods using finite volume sub-cells. J. Sci. Comput. 70(3), 1262–1289 (2017). https://doi.
org/10.1007/s10915-016-0287-5
36. Wood, A.B., Lindsay, R.B.: A Textbook of Sound. Phys. Today 9(11), 37 (1956). https://doi.
org/10.1063/1.3059819
Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.
The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.
Numerical Investigation of Injection,
Mixing and Combustion in Rocket
Engines Under High-Pressure Conditions
Christoph Traxinger, Julian Zips, Christian Stemmer, and Michael Pfitzner
Abstract The design and development of future rocket engines severely relies on
accurate, efficient and robust numerical tools. Large-EddySimulation in combination
with high-fidelity thermodynamics and combustion models is a promising candidate
for the accurate prediction of the flowfield and the investigation and understanding of
the on-going processes during mixing and combustion. In the present work, a numer-
ical framework is presented capable of predicting real-gas behavior and nonadiabatic
combustion under conditions typically encountered in liquid rocket engines. Results
of Large-Eddy Simulations are compared to experimental investigations. Overall,
a good agreement is found making the introduced numerical tool suitable for the
high-fidelity investigation of high-pressure mixing and combustion.
1 Introduction
In the design and development process of new generation rocket engines computa-
tional fluid dynamics (CFD) has become an indispensable tool. Bymeans of CFD, the
turbulent injection, mixing and combustion process inside the combustion chamber
can be studied in detail providing information about, e.g., the mixture preparation
and the combustion efficiency. The extreme operating conditions found in liquid
rocket engines (LREs), in particular the high pressures of more than 100 bar and the
large temperature range covering three orders of magnitude, are very challenging and
demand for high-fidelity and at the same time robust approaches for both the flow
solver and the closure models. In terms of thermodynamics, the fluid shows signifi-
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cant real-gas effects and therefore the state variables depend on both the temperature
as well as the pressure. The nonideal fluid behavior results in strong nonlinearities
which have to be properly handled by the flow solver. For an appropriate represen-
tation of the combustion process, turbulence-chemistry interaction has to be taken
into account as the high-pressure conditions imply very thin reaction zones which
cannot be resolved in the context of Large-Eddy Simulations (LESs).
Over the past two decades, different research groups have put a lot of effort into
the development of CFD frameworks [16]. Thereby, important milestones have been
achieved using Direct Numerical and Large-Eddy Simulations: Starting in 1998,
Oefelein and Yang [17] were the first to conduct LESs of reacting flows of gaseous
hydrogen/liquid-like oxygen under supercritical pressure conditions and showed the
effect of the pressure on near-critical mixing and combustion. Zong et al. [37] inves-
tigated the injection of liquid-like nitrogen into itself and found that the large density
stratification results in enhanced axial and dampened radial flowoscillations. In 2006,
Bellan [3] studied a binary heptane-nitrogen mixing layer and pointed out the impor-
tance of transport and turbulence modeling for an appropriate representation of the
mixing process. In the subsequent years, different groups followed the example of
these groundbreaking investigations and conducted detailed studies of the combus-
tion process under LRE conditions: Amongst others, Ribert et al. [23] focused on the
dependency of the flame thickness and the heat release on pressure and strain rate
and quantified the influence of Soret and Dufour effects. Lacaze and Oefelein [12]
performed a detailed analysis of strain effects, pressure and temperature boundary
conditions as well as nonideal fluid behavior on the flame structure in both physical
and mixture fraction space to develop a tabulated combustion model.
Although a huge research effort was already undertaken to understand the pro-
cess of injection, mixing and combustion in LREs, many open questions are still
remaining. In the context of thermodynamics, recent experimental investigations
question the assumption of a solely single-phase state under LRE conditions. For
instance, Roy et al. [24] injected initially supercritical fluoroketone into a super-
critical nitrogen atmosphere and reported the presence of droplets and ligaments at
the periphery of the jet at sufficiently low ambient temperatures indicating mixture-
induced phase separation. Similar findings were also reported by, e.g., Muthuku-
maran and Vaidyanathan [15]. With regard to high-pressure combustion, the shift
towards methane-fired, reusable rocket engines was a game changer not only from
an economical point of view but also for the development of reliable CFD tools.
As a result of the large number of species involved in methane combustion, tabula-
tion methods are useful allowing an efficient and reliable numerical investigation of
LREs. Due to the increased importance of the mechanical integrity in reusable LREs,
the understanding and prediction of flame-wall interaction has become a crucial point
of future high-pressure combustion investigations. In addition, the understanding of
flame-flame interaction is also of high relevance for the design process of future LREs
as methane-fired engines have not been flown up to now and therefore experience
and knowledge is sparse in this field.
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2 Physical and Mathematical Modeling
2.1 Governing Equations
The flow of reacting, multicomponent, compressible fluids is governed by the con-
servation equations of mass and momentum together with the transport equations
for the energy and the different involved species. Let ρ, t , u, σ , ht , q̇, Yk , jk, ω̇k
and Nc represent the density, time, velocity vector, stress tensor, total enthalpy, heat
flux vector, mass fraction, mass flux vector, source term and the number of species,
respectively. The governing equations read:
∂ρ
∂t
+ ∇ · (ρu) = 0 , (1)
∂ (ρu)
∂t
+ ∇ · (ρuu) = ∇ · σ , (2)
∂ (ρht)
∂t
+ ∇ · (ρhtu) = ∂p
∂t




+ ∇ · (ρYku) = −∇ · jk + ω̇k k = 1, 2, . . . , Nc. (4)







I + μ [∇u + (∇u)T] = −pI + τ (5)
where τ andμ are the viscous stress tensor and the dynamic viscosity, respectively. In
the energy conservation Eq. (3) the total enthalpy ht represents the sum of the static
enthalpy h and the kinetic energy 12 ‖u‖2. By applying both Fourier’s and Fick’s law
together with the unitary Lewis-number assumption, i.e., Le = κ (ρcpD)−1 = 1, for
the deduction of the diffusion coefficient D, the heat flux vector q̇ and the mass flux
vector jk can be expressed in the following way:








∇ p , (6)
jk = −ρD∇Yk . (7)
Here, κ and cp denote the thermal conductivity and the specific heat at constant
pressure, respectively. Under subsonic flow conditions—as it is the case here—the
pressure contribution in Eq. (6) can be neglected and therefore the divergence of
the heat flux ∇ · q̇ can be handled implicitly as the energy equation is written in
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an enthalpy explicit form. In Eqs. (1)–(4), Soret, Dufour and radiation effects are
neglected.
2.2 Numerical Flow Solver
The finite volume method together with a pressure-based solver formulation is used
to discretize the governing equations. In the pressure-based approach, the pressure
instead of the density is used as a primary variable. Therefore, the density is recal-
culated by means of a suitable equation of state (EoS). The pressure is solved with
the help of a Poisson-like equation which can be derived from the momentum and
















= 0 . (8)
Here, the variables aP and HP result from the discretization of the momentum equa-
tion, for further details see, e.g., Ferziger andPeric [7].AsEq. (8) is elliptical in nature
and therefore derived for the incompressible flow regime, slight modifications have
to be made to account for the compressibility of the fluid. Following typical pressure
correction approaches, the total differential of the density as function of pressure p,

























Recasting this equation into a Taylor series truncated after the first term, neglecting
all variations except the pressure and applying the resulting equation in the time
derivative of Eq. (8) yields the following adjusted pressure equation:
∂
(




















= 0 . (10)
Here, the superscript n − 1 refers to the last iteration/time step. For solving this
pressure equation together with the other governing equations, a segregated solution
algorithm is selected. In detail, a so-called PIMPLE approach is applied which is a
combination of the Semi-Implicit Method for Pressure Linked Equations (SIMPLE)
and the Pressure-Implicit with Splitting of Operators (PISO) method. The solver is
implemented in the open-source toolbox OpenFOAM [1]. A more thorough descrip-
tion and discussion can be found in Traxinger et al. [30].
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2.3 Thermodynamic Modeling
For relating and calculating the different thermodynamic properties, appropriate state
equations and relations are required. The density and pressure are coupled by means
of cubic EoSs which are commonly applied due to their efficiency and acceptable
accuracy. The pressure-explicit form of the cubic EoSs reads [21]:
p = R T
v − b −
a (T )
v2 + ubv + wb2 =
R T
v − b −
ac α (T )
v2 + ubv + wb2 . (11)
Here,R is the universal gas constant, T is the temperature and v is the molar volume.
The parameters a (T ) = acα (T ) and b account for the intermolecular attractive and
repulsive forces, respectively, and u andw aremodel constants. Based onEq. (11), the
popular cubic EoSs of Peng and Robinson [19] and Soave, Redlich and Kwong [26]
can be deduced as well as the ideal gas equation (a = b = 0).
For the consideration of multicomponent mixtures, the concept of a one-fluid










where zi is the mole fraction of the i-th component. Pseudo-critical combination
rules [22] are employed to determine the off-diagonal elements of ai j . The caloric
properties are derived consistently by applying the departure function formalism [21].
In this concept, the respective property, e.g., the enthalpy h, is divided into an ideal
gas (ig) and a real gas (rg) part, i.e.,
h = hig (T, z) + 









+ Z − 1
)
(13)
where R is the specific gas constant. The real-gas contribution can be derived from the
applied cubic EoS. The ideal gas part is determined using the seven-coefficientNASA
polynomials [9]. For the determination of the viscosity and the thermal conductivity,
the empirical correlation of Chung et al. [5] is employed in the real-gas case. In
contrast, the approach of Sutherland [27] is used for ideal gases. For considering
multicomponent phase separation, a multiphase framework based on the cubic EoSs
and the tangent plane concept of Michelsen [13] is applied. This framework relies
on the assumption of a local instantaneous thermodynamic equilibrium. For further
details, please refer to Traxinger et al. [28, 30].
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2.4 Combustion Modeling
In the applied tabulated combustion models, the mixture fraction f is introduced to























where Sc and Sct are the laminar and turbulent Schmidt number, respectively, and the
subscript sgs denotes the contribution of the applied subgrid model due to filtering.
Here and in the following, the finite-volume filter is indicated by a bar ̄ and Favre-
filtering is denoted by a tilde ̃ = ρ/ρ̄. To model unresolved fluctuations of the

































where χ is the scalar dissipation rate modeled according to Domingo et al. [6].
For the generation of the thermo-chemical database, the flamelet concept is
applied [20]. Under the assumption of a Damköhler number Da  1, the flamelet
approach allows to describe the structure of a turbulent nonpremixed flame as a brush
of laminar counterflow diffusion flames. By transforming the governing equations
into the mixture fraction space and assuming both a constant pressure and a unity

















High-fidelity reaction mechanisms like, for instance, GRI-3.0 [10] are employed to
determine the reaction rates. Solving Eqs. (16)–(17) for different scalar dissipation
rates up to extinction and a subsequent filtering by means of a presumed probability
density function (PDF) yields a suitable library for the LESs of adiabatic combustion.
Nonadiabatic effects can be introduced conveniently by assuming a frozen compo-
sition or by introducing a semi-permeable wall into the mixture fraction space, see,
e.g., Zips et al. [35, 36]. Under real-gas conditions, the pressure dependency of the
thermodynamic properties has to be taken into account in the tabulation [34].
In contrast to presumed PDF approaches, transported PDF methods allow for the
evaluation of the PDF Psgs by means of a transport equation [8]


































where Ψ denotes the thermo-chemical state space. This transport equation is usually
solved using statistic methods. In the present work, the Eulerian stochastic fields
(ESF) method proposed by Valiño [33] is employed. A more thorough description
and discussion can be found in Zips et al. [35].
3 Results and Discussion
3.1 Thermodynamics
Under supercritical pressure conditions, the dense-gas approach is widely-used in
the LRE community which implies the assumption of a sole single-phase state. For
the pioneering works with only a single component like, e.g., Zong et al. [37], this
assumption is perfectly valid. However, in multicomponent mixtures, as it is the
case during injection and combustion under LRE conditions, the multiphase region
is determined by a critical locus rather than a distinct critical point. Due to the
nonlinear behavior of real-gas mixtures this locus can exceed the critical values of
the pure components by orders of magnitude, especially with respect to the pressure,
see Fig. 1 left.
A-posteriori investigations of themixture states of a binary hydrogen/nitrogen test
case [18] at cryogenic temperatures showed first evidence of phase separation under
initially supercritical conditions [14]. In Fig. 1 right, simulation data of this test case
are scattered into a temperature composition diagram and superimposed onto the
mixture two-phase region. In the composition range of 0.15 ≤ zH2 ≤ 0.35 the mix-
ture states penetrate the vapor-liquid equilibrium (VLE) rendering the single-phase
assumption invalid.As there is noprofound evidence for this statement, additional test
cases were defined in close cooperation with the ITLR at the University of Stuttgart
Fig. 1 Critical locus for
different alkane mixtures
(left) and a-posteriori
evaluation of the LES results
of a hydrogen/nitrogen test
case [14] with respect to the
VLE of the binary mixture
(right)
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where an appropriate experimental test facility is available [2]. In this campaign,
initially supercritical n-hexane (C6H14) was injected into a pressurized nitrogen
atmosphere at three different total temperatures (Tt,C6H14 = [480, 560, 600] K). In
the experiments, simultaneous shadowgraphy and elastic light scattering (ELS) was
conducted to visualize both the jet structure and the phase separation process. LESs
employing the multicomponent VLE model as thermodynamic closure have been
used for the numerical investigation. Both the experiments and the simulations show
similar phase separation phenomena at the respective temperature and a transition
from a dense-gas mixture (Tt,C6H14 = 600 K) to a spray-like jet (Tt,C6H14 = 480 K)
proving the presence of phase separation under high-pressure conditions depending
on the injection temperature, see Fig. 2 and for further details Traxinger et al. [29].
Applying the sameVLEmodel, the single-phase stability in a high-pressure methane
combustion case was investigated. The analysis showed strong phase separation phe-
nomena on the oxidizer-rich side and a large spatial extent inside the flame, see
Fig. 3. The phase separation process is triggered due to the low temperatures and
the presence of water [32] originating from the combustion and subsequent diffusion
processes.
Fig. 2 Comparison of experimental (left) and numerical (right) snapshots of the n-hexane jet at
three different temperatures (Tt,C6H14 = [600, 560, 480] K). The LES results are shown by means
of the instantaneous vapor fraction superimposed onto the temperature field. Reprinted figure with
permission from Traxinger et al. [29]. Copyright (2020) by the American Physical Society
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Fig. 3 Mixture-induced phase separation in a high-pressure methane flame. Left: Flamelet solution
on the oxidizer-rich side. Right: Instantaneous LES result
3.2 Combustion
The increased interest in reusable, methane-fired engines sets new demands into the
development and improvement of CFD tools. Although a lot of research effort has
been invested in the field of nonadiabatic rocket combustion chamber modeling in
recent years, most of the past studies investigate hydrogen combustion. Furthermore,
the dimensions of the test chambers, e.g., the Pennstate pre-burner, were not really
rocket-engine typical and therefore the results cannot be fully used as a blueprint for
more application-relevant studies. Therefore, two new oxygen/methane combustion
chamber test cases have been defined by the group of Prof. Haidn at the Techni-
cal University of Munich featuring more application-related chamber characteris-
tics, e.g., element-element and element-wall distances: a single-element combustion
chamber [4] and a 7-element combustor [25]. Using the single-element combustion
chamber as a reference case, the influence of the turbulence wall model on the pre-
dicted wall heat flux has been investigated. In Fig. 4 left, a general impression of
the temperature field is given at different axial positions. The quadratic chamber
cross section clearly influences the axial development of the flame. The compari-
son of the predicted heat flux with the experiment, see Fig. 4 right, shows that all
Fig. 4 Large-Eddy Simulation results of the single-element combustion test case
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Fig. 5 Large-Eddy Simulation results of the multi-element combustion test case
models capture the basic trend. Overall, the wall-modeled LES (WF-LES) shows
the best results and was therefore employed for further studies on the influence of
the combustion model. The 7-element test case was used to compare three different
combustion models namely two presumed PDF approaches and one transported PDF
approach. In Fig. 5 left, temperature contours at different axial positions are shown
indicating the gradual flame-flame interaction with increasing axial direction. In
terms of the predicted wall heat flux, see Fig. 5 right, the ESF method shows the best
results followed by the nonadiabatic and the frozen flamelet model. In Fig. 6 scatter
plots of temperature and selected mass fractions are shown for the different combus-
tion models revealing clear differences. As expected, the frozen model reproduces
the composition of the nominal flamelet. The nonadiabatic solution shows stronger
scattering in terms of species mass fraction but is different to the ESF solution.
Fig. 6 Scatter plot of the multi-element test case at x = 200 mm
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Fig. 7 Large-Eddy Simulation result of the temperature field of the full-scale TCD
Finally, a 60 degrees section of a full-scale methane-fired thrust chamber demon-
strator (TCD) defined by ArianeGroup has been investigated focusing on flame-
flame interaction, see Fig. 7. The operating conditions of the TCD are inspired by
the Prometheus engine. The LES result reveals strong flame-flame interaction start-
ing at x/D ≈ 3. As a consequence, temperatures below 1500K are only present
up to x/D ≈ 10 which is very different to the investigation of a single injection ele-
ment under identical operating conditionswhere flame-flame interaction is inherently
missing [31].
4 Conclusion
For the development of future rocket engines, CFD is an indispensable tool. Together
with suitable experiments, numerical investigations can provide insight into the flow
field and increase the knowledge and understanding of the complex on-going pro-
cesses. In the present work, the focus was put on the validation of thermodynamics
and combustion modeling. By means of LESs it could be shown that single-phase
instabilities can occur during mixing and combustion under LRE-like conditions
rendering the dense-gas approach invalid. For a single- and a multi-element model-
combustor, numerical heat flux predictions were compared to experimental data.
Wall-modeled LES together with a high-fidelity combustion model is a promising
candidate for an accurate prediction.
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Large-Eddy Simulations for the Wall
Heat Flux Prediction of a Film-Cooled
Single-Element Combustion Chamber
Raffaele Olmeda, Paola Breda, Christian Stemmer, and Michael Pfitzner
Abstract In order for modern launcher engines to work at their optimum, film cool-
ing can be used to preserve the structural integrity of the combustion chamber. The
analysis of this cooling system by means of CFD is complex due to the extreme
physical conditions and effects like turbulent fluctuations damping and recombina-
tion processes in the boundary layer which locally change the transport properties
of the fluid. The combustion phenomena are modeled by means of Flamelet tables
taking into account the enthalpy loss in the proximity of the chamber walls. In this
work, Large-Eddy Simulations of a single-element combustion chamber experimen-
tally investigated at the Technical University of Munich are carried out at cooled and
non-cooled conditions. Compared with the experiment, the LES shows improved
results with respect to RANS simulations published. The influence of wall rough-
ness on the wall heat flux is also studied, as it plays an important role for the lifespan
of a rocket engine combustors.
1 Introduction
The study of thewall heat transfer in a combustion chamber represents one of themost
relevant design criteria of a modern launcher engine. Peak temperatures up to 3500K
and heat fluxes up to 160MW/m2 endanger the structural integrity of the engine, such
that an efficient cooling system is necessary [1]. Normally, multiple cooling systems
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are employed simultaneously, but in this work the film cooling technique is inves-
tigated. A coolant fluid is directly injected at the wall of the combustion chamber
between the hot gas and the cold wall. The film can be injected through singular or
multiple holes or slots. In this work, the film is injected through a single slot at the
faceplate of the combustion chamber. This is a typical configuration for relatively
short rocket engines. The analysis of the phenomena taking place in a combustion
chamber is characterized by a high complexity due to the extreme physical condi-
tions which develop in the reacting flow. Higher temperatures and pressures reached
by CH4/O2 represent a challenge for both experimental and numerical studies. The
hot gas chemistry must be modeled. Close to the wall, the enthalpy loss enhances
recombination processes, considerably altering the thermodynamic properties of the
fluid. In the boundary layer, a stratification of the species takes place, with the lighter
ones moving towards the center of the combustion chamber. Large temperature gra-
dients at the wall must be captured either with a resolved mesh or with a proper wall
function. In some works, the hot gas is represented as a single specie, averaging the
physical characteristics of the single components at the inlet. Betti et al. [2] used a
so called “pseudo-injector” approach. The main hypothesis to support this method
is that the authors considered all the relevant combustion processes very close to the
injector, whereas afterwards the fluid is considered at chemical equilibrium.Methane
was used as a coolingmedium in a second test. The results showed a significant diver-
gence from the experimental data. The “pseudo-injector” approach might be valid in
the core flow where the flame is fully developed, but it fails to predict the chemical
recombinations close to the wall. Stoll and Straub [3] adopted the same approach
for a nozzle set up, where mixing and recombination processes have ceased and it
is more reasonable to consider the flow as a single fluid. Another possibility is to
pre-tabulate the thermo-chemical properties of the fluid by means of Flamelet tables.
Winter et al. [8] have run a CH4/O2 RANS simulation for the prediction of the wall
heat fluxes, using adiabatic Flamelet tables. The results obtained are qualitatively
good, but the chemical recombinations at the wall could not be captured. Perakis
et al. [9] developed a non-adiabatic Flamelet model which takes into account the
negative source term of the enthalpy field at the wall of the chamber. The authors
show a realistic growth of the thermal boundary layer, but did not manage to match
the experimental data. In this work, Large-Eddy Simulations are performed using a
non-adiabatic Flamelet approach, in order to validate the combustion model against
the experimental data of a single-injector combustion chamber [1]. A setup with and
without film cooling is used, while the wall heat flux prediction is compared to the
experiment. Since in rocket engine applications, wall roughness enhances the wall
heat flux, a study on the effect of wall roughness on velocity and temperature profiles
is also carried out. As references, the DNS of Thakkar et al. [18] and the DNS of
MacDonald et al. [14] were adopted.
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2 Governing Equations and Numerical Procedure
For this work two different CFD codes were used, CATUM [6] and OpenFOAM1,
in order to compare the performance of the two and assess advantages and disadvan-
tages of a pressure-based (OpenFOAM) against a density-based (CATUM) solver in
combustion chamber environments.
Catum
Part of the simulations have been conducted with the in-house software package
CATUM, developed at the Chair of Aerodynamik at the Technical University of
Munich. The code is density-based, solving the fully compressible Navier Stokes
equations in combination with an energy equation. Time integration is performed
with a four-stage Runge–Kutta method. The code is finite-volume based employing
block structured meshes. It computes the viscous fluxes based on a linear second-
order centered scheme, whereas it computes the convective fluxes with the four-cell
stencil, switching dynamically from a central difference to an upwind based scheme
in regimes of high gradients using the Ducros sensor. It is based on an implicit LES
subgrid model using the advection local deconvolution method by Hickel et al. [7].
OpenFOAM
The in-house version of OpenFOAM used for the simulation is pressure-based.
It solves the fully compressible Navier Stokes equations in combination with an
enthalpy equation. For the present test cases, it uses an implicit Euler integrator and
a second order TVD scheme of type van Leer on the scalar fields [20]. The time
step is limited by a Courant number of 0.4. The turbulence is modeled by means of
IDDES [19].
Flamelet model
To update the pressure at every iteration and making sure the chemistry is taken
into account, non-adiabatic Flamelet tables had to be generated in a pre-processing
step. This method has been chosen because it has been shown in the literature to
be computationally cheap and to deliver good physical accuracy. The counter-flow
diffusion flame approach fromPeters [4] is used. The Flamelet equations are solved in
one dimension. The flamelet equations for the speciesmass fractions and temperature




















ṁk hk . (2)
1https://OpenFOAM.org/version/4-1/.
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Yk is the species mass fraction, Z is the mixture fraction, hk is the species enthalpy,
ṁk and χ are the species source terms and the scalar dissipation rates, respectively.
The scalar dissipation rate is expressed through an error function
χ(Z) = χ st exp(2 (erf−1(2Zst ))2 − 2(erf−1(2Z))2), (3)
where Zst represents the mixture fraction at stochiometric condition. The original
version of FlameMaster2 stores the thermodynamic variables as a function of the
mixture fraction and the stochiometric scalar dissipation rate, φ = f (Z , χ st ). Z and
χ are calculated at run-time and used as input for the Flamelet table. The thermo-
dynamic state is obtained in return. Moreover the tables have then been expanded
to take into account the effect of the turbulence-chemistry interaction. The flamelets






φ(Z , χ st ) · P̃(Z , χ st ) · dZ dχ st , (4)
where φ represents temperature, species mass fraction and constant-pressure specific
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ρ(Z ,χ st )
· P(Z , χ st ) · dZ dχ st
. (6)
The PDF is decomposed assuming statistical independence of Z andχ st , which
results in P(Z , χ st ) = P(Z) P(χ st ). For the scalar dissipation rate, the PDF is mod-
eled as a Dirac function. For the mixture fraction, a β function is used. At the end of
the integration, thermodynamic tables are built as
φ̃ = f (Z̃ , Z̃ ′′2, χ̃ st ). (7)
In this combustion model, the mixture variance Z̃ ′′2 is a measure of turbulence and
is calculated from its transport equation. The Flamelet tables consider also non-
adiabatic combustion, which is necessary because of the cold wall of the combustion
chamber considerably lowers the enthalpy values. The method adopted is taken from
the work of Ihme et al. [5]. The new flamelets are generated by dividing the one-
dimensional domain (in mixture fraction space) in two regions, one which is reacting
and one which is not. In the non-reacting part the Flamelet equations become
2https://www.itv.rwth-aachen.de/downloads/flamemaster/.
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Fig. 1 Temperature profiles
with different position of the
permeable wall, which
divides the onedimensional
domain in reacting and
non-reacting regions
























With the modified flamelet equations, the stored variables become
φ̃ = f (Z̃ , Z̃ ′′2, χ̃ st , h̃). (10)
The flamelet tables in the end require four input parameters, which all need to be
calculated by the solver. The tables could be further expanded by accounting for the
influence of pressure (which would become the fifth input parameter), but this is not
considered here.
Roughness Modeling
The roughness is described with the normalized sand-grain roughness k+s = ksuτν ,
which is the standard roughness multiplied with the friction velocity and divided
by the kinematic viscosity. The influence of wall roughness is accounted for in the
wall-model, which solves the Turbulent Boundary Layer Equations (TBLE). Three
different roughness methods have been tested. The methods proposed by Cebeci et
al. [15] and Feiereisen et al. [16] modify the turbulent viscosity of the TBLE, causing
a downward shift of velocity and temperature profiles. Themethod proposed by Saito
et al. [17] imposes a virtual slip velocity at the boundary between the LES grid and
the TBLE grid. All three methods depend on the normalized sand-grain roughness.
3 Test Case
The experimental setup for a single-injector rocket combustor has been developed in
the group of Prof. Haidn at the Chair of Turbomachinery at the Technical University
of Munich (Fig. 2). A detailed description of the combustion chamber can be found
in the work of Celano et al. [1]. The combustion chamber is modular and is made
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Fig. 2 Scheme of the experimental setup [1]
Table 1 Simulation setup for the investigated configurations
CASE Pcc [bar ] OF ṁc/ṁch4 ṁc [g/s] Tc [K] TCH4 [K] TO2 [K]
T1 20 2.6 – – – 269 271
T2 20 2.6 28.29 4.37 251 269 271
of oxygen-free high-conductivity copper. The length of the engine is 305mm, the
diameter of the combustion chamber is 12mm, the throat diameter in the nozzle is
7.6mm. The contraction ratio of 2.5 is very similar to the one of real rocket engines,
which guarantees realistic conditions when the sonic state is reached in the throat.
Fuel and oxidizer are injected with a coaxial injector. The temperature has been
measured with thermocouples 1–3mm beneath the surface. Pressure transducers
read the axial pressure profile. Since the experiment is transient, both the reading
of temperature and pressure are averaged over time. Cases with and without film
cooling are investigated, using gaseous methane as a cooling medium. The coolant
is injected through a slot placed at the beginning of the upper wall of the combustion
chamber. The simulation parameters for the test cases with film cooling are listed
in Table1. In both configurations, the CH4 mass flow rate ratio between the coolant
slot and the co-axial injector is about 30%. The same configuration is transferred to
the cases without film cooling, removing the coolant injection slot.
3.1 Combustion Chamber Test Cases
The numerical investigation was performed using the code OpenFOAM. The config-
uration without film cooling was widely investigated in previous works on different
meshes and combustionmodels [11–13]. The computational domain was limited to x





























Fig. 3 3Dmesh for casewith (right) andwithout (left) filmcooling. The contour of the instantaneous
velocity field is displayed
=150mm, i.e. approximately half of the chamber compared to the experimental case
focusing on the film developing close to the injector plate. Two test cases have been
computed, the 20 bar case without film cooling (T1) and the 20 bar case with film
cooling (T2). The simulation was run on a coarse mesh of about 9 million volume
cells, compared to the reference case at 30 million cells. The coolant temperature
originally set to 270K was reduced to 251K in the simulation in order to match the
chamber pressure at 20bar at the faceplate. The faceplate allocates an injection slot of
11 × 0.25mm2, from which methane is injected with a bulk velocity of 81m/s. Both
simulations were run using the hybrid LES/RANS turbulence model from Shur [19].
The combustionmodel is based on the non-adiabatic flamelets previously introduced,
however using a single χ st = 1s−1.
3.2 Roughness Test Cases
CATUMwas used to run the wall-roughness simulations. Emulating the DNS setups,
a channel configuration was adopted. The meshes were composed of 1 · 106 cells,
with a periodic boundary condition in flow and spanwise direction. For the other two
boundaries (Thakkar case [18]), an isothermal boundary condition was imposed,
using the initial temperature as wall temperature. For the MacDonald DNS [14], two
different temperatures were chosen at the two opposing walls, with a difference of
100K between them. In all cases, a constant mass flow is ensured through an artificial
force in the momentum equation in flow direction.
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Fig. 4 Axial view of instantaneous LES fields (T1 and T1). Top: film. Bottom: without film
4 Results
4.1 Combustion Chamber Results
The 20 bar cases with and without cooling film have been simulated. Figure4 shows
the instantaneous snapshots of normalized enthalpy,mixture fraction and temperature
for both configurations. The shear layers at the faceplate are still visible further
downstream in the case with film cooling (cfr. temperature). As expected, themixture
fraction field shows a thicker layer of cooled CH4 on the upper wall. The position
where the hot gases impinges on the wall is shifted from x∼10mm to 50mm. The
enthalpy loss along the film cooling stream is also captured from the manifold.
The hot gases do not expand uniformly in the squared chamber if film cooling is
applied (Fig. 5, bottom). Up to cross section x= 80mm downstream of the faceplate,
the flame becomes thinner in the vertical direction compared to the case without film
cooling (top row). For cross-sections further downstream, the mixing of the coolant
stream with the hot gases is completed and the flame further expands towards the
upper wall.
The comparison with the experimental data is shown in Fig. 6. The axial pressure
profile (left) is taken from the configuration without film cooling. The additional CH4























Fig. 5 Radial view of T̃ at cross sections x = 10, 20, 40, 80mm. Top: without film. Bottom: film























Fig. 6 Axial pressure and wall heat flux for reference case T1 (center) and for T2 (right)
slot for the film cooling increases the pressure at the faceplate, resulting in a higher
pressure level. Moreover, a previous mesh study showed that with this turbulence
model, coarser meshes tend to predict excessive mixing compared to more refined
meshes, therefore overpredicting the pressure. The wall heat flux is represented very
well in both configurations, with an excellent match for the film cooling case (on the
right). This is due to the fact that the temperature boundary conditions at the chamber
walls are available on a 2D surface in the case of the film cooling, while only the data
in the axial direction is available for the original case. A more realistic temperature
distribution at the wall allows the CFD to better approximate the calculated wall heat
flux. As can seen in Fig. 6, T2 has also more wall heat flux points available in axial
position.
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Fig. 7 Convergence test for the Saito method (left), influence of Reynolds number on the models
precision (right)
Fig. 8 Shift on the temperature profile for for k+s = 45.1 (left) and for k+s = 90 (right)
4.2 Roughness Results
A convergence study has been carried out with CATUM to assess the number of
TBLE points necessary to reach convergence. In Fig. 7, the convergence behaviour
of the Saito method for the velocity profile is slower. The tests have been made at
k+s = 22.1 at Re = 2.1 · 104. As reference, the roughness downward shift of u+ is
compared with the DNS results of Thakkar et al. [18]. Already at 20 TBLE points,
the method has reached considerable precision. In Fig. 7 on the right, the relative
error with respect to the velocity shift is plotted for the three methods for different
values of bulk Reynolds numbers and sand-grain roughnesses. The Saito method
appears to be the one performing best, especially in the transitionally rough regime
(4 ≤ k+s ≤ 80).
Figure8 shows the influence of the wall roughness on the temperature profile. The
reference case is the DNS of a period channel of MacDonald et al. [14]. The tests
have been made for k+s = 45.1 and k+s = 90, at Reτ = 395. The Feiereisen model
overestimates the temperature shift in both cases. On the other hand, the Cebeci
method matches the DNS data of the case in the fully rough regime well, while it
performs poorly for the transitionally rough regime. The Cebeci approach can not
be considered as a method to choose for high values of roughness, though. Figure7
shows the increasing divergence of the method for the velocity shift with increasing
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values of k+s . For the k+s = 45.1 case, the Saito method faithfully represents the shift
caused by wall roughness. For the k+s = 90 case instead, the Saito model underesti-
mates the temperature shift. Thus the Saito model delivers the best results, both for
velocity and temperature, in the transitionally rough regime. When the roughness of
the wall is too large, the irregularities can not be approximated anymore as amodified
boundary condition, because the geometry of the single roughness spikes have to be
taken into account and the wall geometry has to be resolved.
5 Conclusions
Simulations of a CH4/O2 combustion chamber have been successfully run by means
of two different CFD codes. The results deliver a good representation of the mixing
phenomena, species dissociation and temperature distribution. The comparison with
the experimental data on the wall heat flux available shows good agreement, in par-
ticular in case of OpenFOAM. The cooling film is completely mixed with the main
flow at x = 150mm. To extend its effectiveness, additional injection slots down-
stream from the injector plate would be necessary, or alternatively the single slot
configuration could be operated with a thicker inlet film. The first solution though
would mean a more complex setup, whereas the latter provokes higher interferences
on the internal hot gas with lower chamber efficiency.
Acknowledgements The authors gratefully acknowledge the Gauss Centre for Supercomputing
e.V. (www.gauss-centre.eu) by providing computing time on the GCS Supercomputer SuperMUC
at Leibniz Supercomputing Centre (www.lrz.de) and the Transregio 40 (SFB TRR 40) project by
providing financial support.
References
1. Celano, M.P., Silvestri, S., Kirchberger, C., Schlieben, G.: Gasous film cooling investigation in
a model single element GCH4-GOX combustion chamber. Trans. JSASS Aerosp. Tech. Japan.
14, 129–137 (2016)
2. Betti, B., Martelli, E., Nasuti, F., Onofri, M.: Numerical Study of film cooling in Oxy-
gen/methane Thrust Chambers. In: 4th European Conference for Aerospace Sciences,
EUCASS, Russia (2011)
3. Stoll, J., Straub, J.: Film cooling and heat transfer in nozzles. J. Turbomach. 110, 57–64 (1988)
4. Peters, N.: Four Lectures on Turbulent Combustion. ERCOFTAC Summer School September
15–19, Aachen, Germany (1997)
5. Wu, H., Ihme, M.: Modeling of wall heat transfer and flame/wall interaction a flamelet model
with heat-loss effects. In: 9th U. S. National Combustion Meeting, Cincinnati, Ohio (2015)
6. Egerer, C.P., Schmidt, S.J., Hickel, S., Adams, N.A.: Efficient implicit LES method for the
simulation of turbulent cavitating flows. J. Comput. Phys. 316, 453–469 (2016)
7. Hickel, S., Adams, N.A., Domaradzki, J.A.: An adaptive local deconvolution method for
implicit LES. J. Comput. Phys. 213, 413–436 (2016)
234 R. Olmeda et al.
8. Winter, F., Perakis, N., Haidn, O.: Emission imaging and CFD simulation of a coaxial-element
GOX/GCH4 rocket combustor. In: AIAA 2018-4764 Propulsion Energy Forum, Cincinnati,
Ohio (2018)
9. Perakis, N., Roth, C., Haidn, O.: Simulation of a single-element rocket combustor using a
non-adiabatic Flamelet model. In: AIAA 2018-4872 Space Propulsion, Sevilla, Spain (2018)
10. Wu, H., Ihme, M.: Modeling of wall heat transfer and flame/wall interaction a flamelet model
with heat-loss effects. In: 9th U. S. National Combustion Meeting Organized by the Central
States Section of the Combustion Institute, Cincinnati, Ohio (2015)
11. Breda, P., Pfitzner, M., Perakis N., and Haidn O.: Generation of non-adiabatic flamelet man-
ifolds: comparison of two approaches applied on a single-element GCH4/GO2 combustion
chamber. In: 8th EuropeanConference for Aeronautics andAerospace Sciences,Madrid (2019)
12. Breda, P., Pfitzner, M.: Wall heat flux sensitivity to tabulated chemistry for a GCH4/GO2
sub-scale combustion chamber. In peer-review at the Journal of Propulsion and Power (2019)
13. Zips, J., Traxinger, C., Pfitzner, M.: Time-resolved flow field and thermal loads in a single-
element GOx/GCH4 rocket combustor. Int. J. Heat Mass Trans. 143, 118474 (2019)
14. MacDonald, M., Ooi, A., Garcia-Mayoral, R., Hutchins, N., Chung, D.: Direct numerical
simulation of high aspect ratio spanwise-aligned bars. J. Fluid Mech. 843, 422–432 (2018)
15. Cebeci, T., Chang, K.C.: Calculation of incompressible rough-wall boundary-layer flows.
AIAA J. 16(7), 730–735 (1978)
16. Feiereisen, W.J., Acharya, M.: Modeling of transition and surface roughness effects in
boundary-layer flows. AIAA J. 24(10), 1642–1649 (1986)
17. Saito, N., Pullin, D.I., Inoue, M.: Large eddy simulation of smooth-wall, transitional and fully
rough-wall channel flow. Phys. Fluids 24(7), 75–103 (2012)
18. Thakkar, M., Busse, A., Sandham, N.D.: Direct numerical simulation of turbulent channel flow
over a surrogate for nikuradse-type roughness. J. Fluid Mech. 837, R1–1 (2018)
19. Shur, M.L., Spalart, P.R., Strelets, M.K., Travin, A.K.: A hybrid RANS-LES approach with
delayed-DES and Wall-modelled LES Capabilities. Int. J. Heat Fluid Flow 29(6), 1638–1649
(2008)
20. van Leer, B.: Towards the ultimate conservative difference scheme. ii. monotonicity and con-
servation combined in a second-order scheme. J. Comput. Phys. 14 (4), 361–370 (1974)
Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.
The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.
Calculation of the Thermoacoustic
Stability of a Main Stage Thrust
Chamber Demonstrator
Alexander Chemnitz and Thomas Sattelmayer
Abstract The stability behavior of a virtual thrust chamber demonstrator with low
injection pressure loss is studied numerically. The approach relies on an eigenvalue
analysis of the Linearized Euler Equations. An updated form of the stability predic-
tion procedure is outlined, addressing mean flow and flame response calculations.
The acoustics of the isolated oxidizer dome are discussed as well as the complete
system incorporating dome and combustion chamber. The coupling between both
components is realized via a scattering matrix representing the injectors. A flame
transfer function is applied to determine the damping rates. Thereby it is found that
the procedure for the extraction of the flame transfer function from the CFD solution
has a significant impact on the stability predictions.
1 Introduction
High frequency combustion instabilities, i.e. the mutual amplification of acoustic
oscillations and heat release fluctuations, are a recurring issue in rocket engine devel-
opment. Current trends towards the use of alternate propellant combinations as well
as the reduction of safety margins in favor of increased system efficiency pose addi-
tional challenges for the design of thermoacoustically stable engines. Several thrust
chamber demonstrators (TCDs) featuring key elements of next generation rocket
engines have been proposed by ArianeGroup [5]. Demonstrator TCD2 is designed
with a low pressure loss between the oxidizer dome and the combustion chamber.
While this reduces the power demands of the turbopumps, it increases the risk of
acoustic coupling between chamber and injection system.
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For the efficient assessment of the stability behavior a hybrid methodology [9]
has been developed and is continuously improved. In the current study, this approach
is used to analyze the TCD2 design regarding its thermoacoustic stability. The basic
chamber acoustics have been characterized previously [2]. The pure first transverse
mode (T1) has been found to possess the lowest damping capability of the modes
of first transverse order. Thus, it has been selected for further investigation in the
present study. Thereby the focus lies on the dynamics of the oxidizer dome and the
influence of the flame response on the chamber stability.
After a short introduction of the test case, an overview of the current version of
the stability assessment approach is given. The numerical setups used in the different
steps of the procedure are outlined in the subsequent section. The acoustics of the
isolated dome are studied before the coupled system as well as the impact of the
flame response are discussed.
2 Test Case
The test case under consideration is the virtual Thrust Chamber Demonstrator TCD2.
The geometry of the different components is shown in Fig. 1. The combustion cham-
ber (Fig. 1a) has a diameter of 390mm and a characteristic length of 800 mm. Under
operation the engine produces about 1 MN of thrust with a nominal chamber pres-
sure of pc = 100 bar. It is fed with liquid hydrogen and oxygen at a total mass flow
rate of ṁt = 226.7 kg/s and a mixture ratio of O/F = 6. Oxygen is injected at a
temperature of Tox = 95 K and hydrogen at T f = 110 K.
The domes distribute the propellants from the feed system to the injector elements.
The geometry of the oxidizer dome is shown in Fig. 1b. The grayed region around
Fig. 1 a Combustion chamber. b O2 dome. c Injector
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the axis contains the igniter and is not part of the dome volume. In total 396 injection
elements link the dome with the combustion chamber. Their geometry is shown in
Fig. 1c. Each injector comprises a throttle on its upstream side to reduce acoustical
coupling between the feed system and the chamber.
3 Stability Assessment Procedure
The stability assessment procedure is designed to evaluate the thermoacoustic sta-
bility of a rocket engine at reasonable computational cost and to allow for the design
of stabilizing measures if necessary. The overall approach is sketched in Fig. 2. The
key element is an eigenvalue analysis of the Linearized Euler Equations. The com-
plex eigenvalue consists of the oscillation frequency (real part) and a damping rate
(imaginary part). The latter characterizes the modal stability behavior of the cham-
ber with a positive damping rate corresponding to a stable mode. The eigenvalue
analysis involves several sub-models. First, the mean flow is required, which is the
reference state for the perturbation equations. Second, a Flame Transfer Function
(FTF) represents the flame response. The different components of the procedure are
discussed in the following.
Fig. 2 Schematic of the stability assessment procedure
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3.1 Perturbation Analysis
In the perturbation analysis eigensolutions of the Linearized Euler Equations in fre-
quency space are computed. The eigenvalue is composed of the oscillation frequency
ω and the damping rate α while the eigenvectors correspond to the complex oscilla-
tion amplitude distribution of the perturbed variables. To reduce computational cost,
the circumferential (θ ) distribution of the complex amplitudes (ˆ) is accounted for
[6] by the analytic ansatz
φ̂ = φ̃ exp(inθ) (1)
with n the transverse order of the mode under consideration, where n = 0 corre-
sponds to a non-transverse mode. This allows to compute transverse modes on a
two-dimensional domain. Besides the linear mass and momentum equations, a pres-
sure equation derived from energy conservation is solved:
i (ω + iα) p̂ + u · ∇ p̂ + û · ∇ p + κ (p∇ · û + p̂∇ · u) − 1
κ − 1
(
ûp + u p̂) · ∇κ = (κ − 1) ˆ̇q .
(2)
Here, p denotes the pressure, u the velocity, κ is the isentropic coefficient and q̇ the
volumetric heat release. The term on the right hand side represents the fluctuation
energy source due to heat release oscillations from the flame response.
Two perturbation analyses are carried out in the stability assessment procedure.
First, without heat release oscillations in order to get the pressure amplitude distribu-
tion for the characterization of the flame response. Second, for the final determination
of the chamber’s stability behavior.
3.2 Mean Flow
The mean flow is the reference state for the perturbation analysis. Aside from the
acceleration in the nozzle, the flow in the chamber is dominated by a high number of
diffusion flames. To avoid the excessive computational effort required to resolve the
associated small-scale structures, a quasi-one-dimensional equivalent flow field is
used [9]. It is based on radially averaged profiles from single flame simulations with
the heat release due to combustion being represented by an axial energy source term
distribution. The effect of neglecting radial gradients has been studied by Chemnitz
et al. [3]. The calculation procedure for the mean flow has been enhanced to obtain
flow fields that are fully consistent with the Euler Equations while reproducing axial
profiles of sound speed and isentropic compressibility, as described in the following.
The computational domain of the mean flow covers the whole combustion cham-
ber. It is designed to reproduce the radially averaged (index 1D) heat-release distribu-
tion as well as the sound speed c and isentropic compressibility ηs of a single flame.
In the cylindrical chamber section, a target density profile is calculated using














The temperature dependence of the enthalpy is modeled based on the local flow
composition in the single flame simulation. Towards the nozzle throat, the isentropic
coefficient is blended to the value of the CFD-solution in order to ensure correct
localization of the sonic line.
Due to the compact engine design combustion still occurs in the convergent part
of the nozzle. In a previous study [2] a correction has been proposed to account
for the influence of the flow acceleration in the nozzle, which is not included in the
single flame simulation. The heat release is transformed from its spatial dependence
to a function of the combustion progress, which is represented by the heat released











with s f denoting the single flame solution, x0 is the location of the entrance to the con-
vergent nozzle section and Ax the local crossectional area. By normalizing the single
flame and the nozzle velocity profiles with their respective values at x0, steadiness of
the heat release profile is ensured. In the original work [2], a non-iterative correction
of the heat release was applied: A mean flow simulation without heat-release in the
nozzle was conducted and the one-dimensional axial velocity profile extracted. The
heat release was then corrected and a second mean flow simulation performed. This
process has been changed to solving the differential equations for one-dimensional
compressible flow with isentropic heat addition and area change in a pre-processing
step. This on the one hand eliminates the need for the first CFD simulation and on the
other hand ensures convergence of the corrected heat release. The axial distribution
of the species that describe the temperature dependence of the enthalpy is corrected
consistently.
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3.3 Flame Response
To include the flame response in the stability analysis, the oscillating heat release
due to the perturbations in the chamber is required (cf. Eq. 2). The dominant contri-
bution has been found to come from the coupling between heat release and pressure
oscillations [9], represented via a transfer function
ˆ̇q = FT F p̂ . (7)
It is extracted from a transient single flame simulation. Thereby source terms account
for the effect of the overall chamber acoustics on the flow in the single flame domain.
To characterize the pressure coupling FTF of a transverse mode, a flame located
at the pressure anti-node is considered. Based on pressure mode shape and eigenfre-
quency of an eigenvalue analysis without flame feedback, source terms are derived.
However, the axial distribution of the pressure amplitude in the chamber is governed
by its cut-off-behavior [9]. Since the diameter of the single flame domain is signifi-
cantly smaller than that of the combustion chamber, no transverse mode occurs at the
frequency of interest. Instead, longitudinal acoustics of the single flame domain inter-
fere with the perturbations induced by the source terms. Several studies have been
performed on how to excite the single flame. Schmid [7, 8] proposed an approach
that estimates the acoustic mass flow at the domain boundaries based on the ana-
lytical solution of uniform duct-flow acoustics. Schulze [9] replaced the analytical
axial pressure amplitude distribution by that obtained from the eigenvalue study of
the combustor. However, in the presence of mean flow, deviations between the tar-
geted and resulting pressure fluctuations were found [8]. Thus, the actual pressure
fluctuations occurring in the single flame simulation (index c) differ from those that
are used for the calculation of the source terms (index ex ). Conclusively there are two
possible pressure amplitude profiles that can be used for the extraction of the FTF.
Both approaches seem reasonable: As the source terms are designed to mimic the
impact of a prescribed pressure amplitude distribution on the flame, corresponding
heat release fluctuations need to take this distribution as reference. However, the
actual pressure fluctuations that occur in the single flame simulation lead to a heat
release response as well. The consequences of the choice of the respective reference
pressure amplitude distributions will be addressed in Sect. 5.3.
To improve the accuracy of the model for the acoustics’ effect on the flame, the
injection of mass at the domain boundaries has been replaced by volumetric source
terms across the whole single flame domain. It has been found that the shape of
the acoustic pressure distribution is not influenced by the presence of small scale
diffusion flame structures in the mean flow [2]. Thus, the superimposed pressure
can be assumed to be independent of the radial position in the flame. Neglecting
convective effects of the mean flow, the mass source corresponding to an acoustic
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If this equation is evaluated integrally for a whole chamber cross-section, it can be
transformed into the form used by Schmid and Schulze, showing consistency of the
approaches. From the radial gradient of the volumetric source term distribution, the
radial acoustic mass flow is obtained:
− dṁr,a = Ṡm,adV (9)
Equation 9 can be numerically integrated in radial direction with the boundary con-
dition ṁr,a = 0 at the domain axis. With this mass flow, the convective transport of
flow variables can be evaluated at each location and the associated volumetric source









3.4 External Components and Design Adaption
External components can be coupled via scatteringmatrices ormodeled as impedance
boundary conditions. In the present study a scattering matrix is used to model the
injectors that connect the chamber to the oxidizer dome, following the approach of
Schulze [9].
The use of an impedance boundary condition is particularly advantageous for the
incorporation of damping devices. In the case of a combustion instability, the appli-
cation of dampers is a common approach to adapt the chamber acoustics. Chemnitz et
al. [1] showed how a systematic variation of the absorber impedance generates char-
acteristic surfaces in the three-dimensional impedance-frequency and impedance-
damping rate spaces. These surfaces are evaluated following the grayed out path in
Fig. 2 and provide constraints for the absorber characteristics. The detailed absorber
geometry can then be designed based on these constraints, without the necessity to
explicitly include the chamber acoustics in the associated calculations.
4 Numerical Setup
Each of the stabilization procedure’s components (Fig. 2) requires specific numerical
simulations.While the calculation of themean flow is outlined in Sect. 3.2, additional
information on the setups for the single flame and the perturbation simulations are
given in the following.
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Fig. 3 Computational domain of the perturbation simulation
4.1 Eigensolution Study
The domain for the perturbation analysis is two-dimensional axis-symmetric in the
r -z-plane. It is shown along with the used mesh and boundary conditions in Fig. 3.
In addition to the coupling with the dome, entropy fluctuations (s ′) are set to zero at
the upstream boundary of the chamber. The remaining dome boundaries are modeled
as walls. The eigensolution study is performed with slightly different approaches in
chamber and dome.
In the chamber, the non-isentropic Linearized Euler Equations are solved. They
are discretized with quadratic finite elements and stabilization is added to suppress
numerical instabilities. The strengthof the stabilization is controlledvia theparameter
τs . Its value is selected based on the consistency of the results with basic flow-field
properties that are expected from analytical solutions. The domain covers the flow
up to slightly supersonic conditions. That way, the acoustic boundary condition
imposed by the supersonic flow is retained.
In the dome, the Helmholtz Equations are solved, discretized with linear finite
elements.
4.2 Single Flame
The single flame simulations are conducted as Reynolds Averaged Navier Stokes
(RANS) simulations. The k-ε-model is used for turbulence closure following the
results of a study by Chemnitz et al. [4]. Combustion is modeled via an isobaric,
diabatic equilibrium chemistry model with a β-pdf of the mixture fraction to account
for turbulence-chemistry-interaction. The turbulent Schmidt number is calibrated for
the flame-length to match the predictions of ArianeGroup.
The simulations are conducted with ANSYS® Fluent 18.0 with the domain and
boundary conditions shown in Fig. 4. It is dimensioned to preserve the area ratio
between injector and chamber cross section. Themesh consists of about 266000 cells
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Fig. 4 Computational
domain for single flame
simulations ([2], adapted)
with about 1400 cells in axial and 190 in radial direction. The high axial resolution
is required for the gradient-based extraction of the one-dimensional heat release
distribution.
5 Results
Based on the methodology and setups outlined in the previous sections, the stabil-
ity analysis is conducted. In the following, the acoustics of the isolated dome are
discussed before considering the coupled system. Finally, the impact of the flame
response on the stability behavior is addressed. The mean flow has already been
presented in a previous publication [2].
5.1 Dome Acoustics
To acoustically characterize the dome independent of the chamber, an eigenvalue
analysis for modes of transverse order n = 0 and n = 1 is conducted. All non-axis
boundaries are treated as walls, since the total area of the injectors holes amounts to
less than 4% of the dome base plate area.
The shapes of the first two non-transverse dome modes are shown in Fig. 5. Due
to the conical dome geometry there is no clear distinction between longitudinal and
radial modes. Thus the notation C is used to denote any non-transverse mode type.
The eigenfrequencies of the dome (superscript D) are plotted in Fig. 6 along with
that of the chamber T1 (superscript C ). In the dome the first transverse mode occurs
at frequencies below that of any non-transverse mode. This can be attributed to the
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Fig. 6 Dome
eigenfrequencies
dome’s low length to diameter ratio. The T D1 mode is closest to the chamber T
C
1 ,
followed by theCD1 . The subsequent domemodes’ frequencies are rather equidistant.
The shapes of the modes of first transverse order are shown in Fig. 7. For the pure
T D1 mode the amplitude distribution resembles that of a cylindrical duct. However,
for the subsequent two combined modes again there is no clear distinction between
radial and longitudinal structures.
5.2 Coupled Acoustics
By coupling the dome volume to the chamber via a scatteringmatrix, the eigenmodes
of the full system can be obtained. The frequency of the coupled T1 mode is nearly
identical to that of the chamber (Fig. 6). The pressure amplitude distribution of the
T1 mode in the coupled domain is shown in Fig. 8. The mode shape of the chamber
Fig. 7 Normalized dome pressure amplitude distribution (first transverse order)
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Fig. 8 Normalized pressure amplitude distribution in the coupled domain
is found to show no significant change compared to the case without dome [2]. In the
dome itself, only weak pressure disturbances are observed relative to the chamber.
The shape of the pressure distribution in the dome (Fig. 8) shows a significant change
compared to the previously discussed eigensolutions (Sect. 5.1). It takes the form
of the radial pressure amplitude distribution at the chamber inlet. This behavior
can be explained by the relative position of eigenfrequencies (Fig. 6). Despite the
dome T1 being closest to that of the chamber, they are separated by a difference
of  fT1 ≈ 600 Hz. Since the eigensolution of interest in the coupled system is that
governed by the chamber acoustics, the dome shows only a weak acoustic response.
However, close to the dome’s T1 eigenfrequency an eigenmode of the coupled domain
exists as well. There the dome pressure distribution resembles that discussed in the
previous section and significantly lower amplitudes occur in the chamber.
(a) (b)
Fig. 9 (a) Eigenfrequency via FTF scaling (b) Damping rate via FTF scaling
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5.3 Stability Behavior
To assess the thrust chamber’s stability behavior, the flame response is included
in Eq. 2. A significant impact of the choice of the pressure amplitude for the FTF
calculation on the predicted stability is observed. As outlined in Sect. 3.3, there is
a deviation between the prescribed (ex) and obtained (c) pressure fluctuations that
leads to different possible FTFs. To visualize the qualitatively different effect of the
FTFs on the chamber stability, their amplitudes are scaled by a factor AFT F which
is ramped from AFT F = 0 (no flame feedback) to AFT F = 1 (full flame feedback).
The T1 eigenfrequency via the FTF scaling is shown in Fig. 9a. The eigenfrequency
decreases for both FTFs with a nearly identical behavior up to AFT F ≈ 0.6. From
there on the frequency decrease for FT Fc steepens. The most signifcant difference
is observed for the damping rate, shown in Fig. 9b. While FT Fex exerts a strong
destabilizing effect on the chamber, with FT Fc stable operation is predicted. For low
FTF scalings even a stabilizing effect on the chamber acoustics is observed. From
AFT F ≈ 0.6, the damping rate starts to decrease but remains in the stable regime.
6 Conclusions
A stability assessment has been conducted for a virtual thrust chamber demonstrator
via a hybrid approach. An adapted version of the basicmethodology in terms ofmean
flow generation and flame excitation has been applied. The acoustics of the oxidizer
dome as well as the coupled system of dome and chamber have been characterized.
Finally, the impact of the flame response on the stability has been addressed.
Of the dome eigenmodes the T1 is closest in eigenfrequency to the chamber
T1. Nevertheless, due to the still significant frequency distance only weak pressure
fluctuations are present in the dome at the T1 mode of the coupled system.
The extraction procedure for the flame transfer function showed a significant
impact on the stability prediction. The acoustics of the single flame domain interfere
with the modeled impact of the chamber acoustics on the flame. Thus, the obtained
pressure fluctuations deviate from those used for the derivation of the excitation
source terms. Depending of whether the prescribed or the observed pressure fluctu-
ations are used for the FTF calculation, different stability predictions are obtained.
Regarding the flame transfer functions, an additional adaption of the excitation
procedure is necessary to improve the agreement of prescribed and obtained pressure
fluctuations. Aside from that, the current state of the stability assessment procedure
provides a consistent way to perform efficient stability predictions and design adap-
tions for large scale rocket thrust chambers.
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Wolfgang Armbruster, Justin S. Hardi, and Michael Oschwald
Abstract Self-excited high-frequency combustion instabilities were investigated in
a 42-injector cryogenic rocket combustor under representative conditions. In previous
research it was found that the instabilities are connected to acoustic resonance of the
shear-coaxial injectors. In order to gain a better understanding of the flame dynamics
during instabilities, an optical access windowwas realised in the research combustor.
This allowed 2D visualisation of supercritical flame response to acoustics under
conditions similar to those found inEuropean launcher engines. Through thewindow,
high-speed imaging of the flame was conducted. Dynamic Mode Decomposition
was applied to analyse the flame dynamics at specific frequencies, and was able to
isolate the flame response to injector or combustion chamber acoustic modes. The
flame response at the eigenfrequencies of the oxygen injectors showed symmetric
and longitudinal wave-like structures on the dense oxygen core. With the gained
understandingof theBKDcouplingmechanism itwas possible to deriveLOX injector
geometry changes in order to reduce the risks of injection-coupled instabilities for
future cryogenic rocket engines.
1 Introduction
Several phenomena in the combustion chamber of liquid propellant rocket engines
(LPREs) are investigated in division C of the SFB TRR40. Among those, high-
frequency combustion instabilities are one of the most challenging and dangerous
effects which can occur in the development of new rocket engines [15, 26, 30]. A
well-known example of combustion instabilities is the F-1 engine of the Saturn V
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rocket [20]. More than 2000 full-scale engine tests and several injector designs were
necessary to find a stable design.
Combustion instabilities emerge by interaction of combustion chamber acoustics
and heat release oscillations. As described byRayleigh in 1878 [22], pressure oscilla-
tions can grow if they are in phase with heat release rate oscillations. The underlying
mechanisms coupling pressure and heat release rate oscillations in rocket combus-
tion chambers are still not fully understood today [15], confirmed by the example
of the Japanese liquid oxygen-hydrogen (LOX/H2) main stage engine LE-9, which
also faced instability issues during development [28].
The couplingmechanisms are often divided into combustion-chamber instabilities
and injection-coupled mechanisms. Combustion-chamber mechanisms are defined
by processes only happening inside the combustion chamber, such as atomization,
mixing and combustion [10]. For injection-coupled mechanisms, mass flow rate
oscillations originating from acoustic resonance in the injector elements interact
with the chamber acoustics [30].
So far the detailed physical processes of injection-coupling are not fully under-
stood. It is, for example, not known how the flames react to the pressure oscilla-
tions in the injectors. Simulations of supercritical coaxial flames indicated different
responses of the LOX core to injected mass flow oscillations and chamber pressure
oscillations [3, 12, 18, 27]. However, to the authors’ knowledge, there are no valida-
tion data for these simulations from experiments with representative conditions, such
as supercritical combustion and self-excited oscillations. These reasons motivated
the study of dynamic flame response to injector oscillations presented here.
1.1 Summary of Previous Investigations
The investigation of flame response began in the preceding funding period of the
TRR40 on the basis of flame radiation observed via fibre-optical probes. Self-excited
combustion instabilities of the first tangential (1T) resonancemode can be reproduced
in a sub-scale research thrust chamber designated ‘BKD’. BKD runs with the cryo-
genic propellant combination LOX/H2 injected through 42 shear-coaxial injectors
and operates at supercritical pressures for oxygen. A major aspect of the experi-
mental investigation with BKD was the analysis of the optical probe signals, which
showed that flame radiation intensity fluctuates with frequencies corresponding to
those of the LOX injectors [9–11]. The interpretation of these data has been substan-
tially supported by experimental and numerical hydrogen-oxygen flame radiation
investigations done at the TU Munich (TUM), also within the C7 division of the
TRR40.
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1.1.1 Combustion Instability at DLR
The combustion instability in BKD appears at specific operating conditions, or load
points (LPs), of the combustion chamber which are defined by the combustion cham-
ber pressure (pcc), the propellant mixture ratio (ROF=ṁO2/ṁH2), and the hydrogen
and oxygen temperatures (TH2 and TO2, respectively). The observed instability is the
result of an amplification of the first tangential (1T) resonance mode of the chamber,
reaching peak-to-peak amplitudes of up to 43% of pcc [10]. A parameter study of
different operating conditions showed that ROF and TH2 have a strong impact on the
resonance frequencies of the combustor, while the influence of pcc is low [9, 10].
Themeasurement of theOH* radiation intensity usingfibre-optical probes showed
dominant frequencies in the flame dynamics which did not match the resonance
frequencies of the combustion chamber [10]. The instability occurs when the 1T
frequency of the combustion chamber matches one of the dominant frequencies of
the heat release fluctuations of the flame, as shown in Fig. 1.
It was proven that the dominant frequencies of the OH* fluctuation correspond
to the resonance frequencies of the LOX posts of the injectors [10]. For specific
LPs, the 1T mode has a frequency which matches the second eigenfrequency of the
LOX posts and thus one of the dominant frequencies of the heat release oscillations
of the flame. This enables the Rayleigh criterion [22] to be fulfilled. This type of
coupling mechanism is referred to as injection-coupling and has also been observed
in sub-scale experiments [17, 19, 30] up to full-scale main stage engines [28, 30].
Therefore, it is a rather common type of coupling mechanism for cryogenic LPREs
and a better understanding of the processes involved is necessary in order to be able
to prevent it in future European rocket engines.
Fig. 1 Dependence of the
averaged amplitude of the
1T mode on the spacing
between the 1T mode
frequency and the second
dominant frequency in OH*
radiation fluctuations [9]
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1.1.2 Flame Radiation at TUM
Parallel to the work on a practical combustion instability in BKD at DLR, the fun-
damental properties of radiation from LOX/H2 flames were studied at TUM. Flame
visualisation in the UV, filtered for OH* wavelengths around 308 nm [8], is com-
mon for the propellant combination oxygen-hydrogen. High-speed OH* radiation
imaging has also already widely been used to study acoustic-flame interaction [13,
23] within the field of instability research. One of the key contributions to the under-
standing of the instability mechanism of BKDwas the analysis of the flame radiation
intensity using the fibre-optical probes.
However, there is no easy way to quantitatively describe the relationship between
flame emission and heat release. For this reason, the flame radiation of hydrogen-
oxygen combustion under conditions found in LPREs, namely high pressures and
temperatures, was extensively investigated at TUM.
The spectrally and spatially resolved flame emission spectra of a laminar H2-O2
flame revealed characteristics of OH* radiation complicating the interpretation of the
flame imaging. Thermally excited OH* emission predominates chemiluminescence
at temperatures above 2700 K [5–7]. In addition, self-absorption significantly influ-
ences line-of-sight integrated OH* radiation at high pressures, so the measurement
is dominated by emission at the flame surface closest to the observer [6].
The blue region of oxygen-hydrogen flame spectra, which is broad with a peak
between 420 and 440 nm, was also investigated [5]. At ambient pressure, the blue
radiation is veryweak, but at high pressures it has a higher intensity thanOH*. In com-
parison to OH*, the blue radiation does not noticeably suffer from self-absorption.
Visualisation with OH* radiation can be well complemented by measurements of
blue radiation [7].
In addition, heat release rate was extracted from numerical simulations. For lam-
inar flames, no spatial correlation of heat release and radiation was observed [5].
Theoretical considerations and flamelet simulations showed that there is also no
general correlation between heat release rate and radiation for turbulent flames [5].
Pressure and strain rate distributions have a considerable impact on this correla-
tion. However, if both of these parameters are assumed to be quasi-steady state, the
assumption of local proportionality between radiation and heat release rate can be
justified.
2 Experimental Technique
Themain results ofGröning et al. in the precedingTRR40 funding periodweremostly
based on fibre-optical probes in the measurement ring [9–11]. However, important
research questions could not be answered by line-of-sight integrated 1D flame radi-
ation measurements. In other experiments with less challenging environments than
BKD, optical access has successfully been applied [13, 14, 21, 23, 29]. In these
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Fig. 2 Thrust chamber
BKD [1]




experiments, high-speed flame visualisation allowed further insight into the flame
response to acoustic oscillations.
For that reason, the current TRR40 funding period was used to increase the opti-
cally accessible area of the BKD combustion chamber, allowing 2D flame visualisa-
tion. A new round of hot-fire tests with BKD were conducted at the DLR test bench
P8. The combustor, as well as the optical diagnostics and the mathematical method
to extract the relevant flame dynamics, are described in this section.
2.1 Experimental Setup
2.1.1 Combustor
The combustor used in this investigation is the DLR research thrust chamber model
‘D’ (BKD). BKD is a conventional LPRE thrust chamber with a multi-element injec-
tor head, a cylindrical chamber with an inner diameter of 80 mm, and a convergent-
divergent nozzle. A measurement ring containing the majority of the diagnostics is
placed between the injector head and the cylindrical chamber segment. In order to
achieve optical access into the combustion chamber, a new water-cooled measure-
ment ring was designed.
The injector head consists of 42 shear coaxial injection elements with recessed
and tapered LOXposts. The inner diameter of the LOXposts is 3.6mm and the length
of the posts is 68 mm.
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Fig. 3 BKD test sequence
for configuration with optical
access window. The
investigated load point (LP)
around 10.5 s is also
indicated
Table 1 Chamber operating conditions for the investigated load point













Momentum flux ratio J [–] 21
aPropellant mixture ratio through injectors. Bulk mixture ratio including window cooling is 5.0
2.1.2 Operating Conditions
Figure 3 shows a typical test sequence ofBKDwith the optical accesswindow.TheLP
for this study is also highlighted and was chosen around 10.5 s, based on the highest
ROF and also the greatest pressure and intensity dynamics in the frequency range
around 10 kHz. The chamber and injection conditions for the LP are summarised in
Table 1.
2.1.3 Measurement Technique
The harsh conditions inside the combustion chamber restricts possible sensor posi-
tions.Most of the diagnostics are placed between the injector head and the cylindrical
combustion chamber segment in a so-called ‘measurement ring’. The measurement
ring, as shown in Fig. 4, contains eight Kistler pressure oscillation sensors, and two
static pressure measurement ports. Fibre-optical probes measuring OH* oscillations
of individual flames are also included.
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Fig. 4 Measurement ring
with optical access
The newmeasurement ring developed for this work also facilitates 2D flame visu-
alisation through an optical access window into BKD. The length of the window is
restricted by the rapidly increasing thermal loads along the chamber axis. Modelling
results from TUM [25], such as the temperature and heat release rate distribution,
were helpful in the design of the window. The resulting window has a diameter of
18 mm. The URANS model of a single BKD flame by Schulze [25] indicated that
about 45% of the integrated Rayleigh driving appears in the first 15mm of BKD.
Thus the window dimensions should allow the observations of a significant portion
of the total thermoacoustic coupling.
The position of the sapphire window in the measurement ring with respect to the
injector pattern can be seen in Fig. 4. One of the outer injectors is aligned with the
centre of the window.
Simultaneous high-speed imaging of the conventional OH* radiation (310±
5 nm) and also the blue radiation (436± 5 nm) was conducted. The high-speed
cameras were both operated with 60,000 frames per second (FPS), which leads to
about six images per instability cycle.
2.2 Methodology
Dynamic mode decomposition (DMD) as described by Schmid et al. [24] allows
the extraction of periodically fluctuating phenomena at specific frequencies from a
series of images. DMDwas applied to the high-speed flame radiation data in order to
investigate the flame dynamics at the frequencies of interest. The DMD method has
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been used in past thermoacoustic instability research in order to extract the response
of rocket combustor flames from visualisation data [3, 14, 16, 29].
Each DMD mode is defined by a temporal component that describes how the
mode oscillates in time and a spatial mode including the information of the intensity
fluctuation of each pixel around the mean value. The DMD mode magnitude is cal-
culated as the Euclidean norm of the spatial modes and can be plotted over frequency
in order to identify modes with highest coherence in the high-speed imaging data. A
more detailed description of the DMD method is given by Beinke [4]. In this work,
blue radiation and OH* data over periods of 0.1 s or 6000 images were processed,
yielding a frequency resolution of 10Hz in the DMD spectrum.
From previous studies of the BKD instability mechanism, the modes of interest
are already known [9, 10]. The focus of this study is a detailed investigation of the
flame response to the excited injector acoustics. The spatial mode shapes of the flame
response to the LOX injector acoustics have been investigated and published [2].
To gain a better qualitative understanding of the flame response to the injector
acoustics, the relevant DMD modes can be combined with the mean image from
the same set of frames. However, compared to the intensity of the mean image,
the intensity of each DMD mode is relatively low. For visualisation purposes, the
intensity of the spatial component of the DMD mode was increased by a factor of
10. It is important to note that this artificial increase of DMD mode intensity with
respect to the mean image does not change the spatial distribution or phase.
3 Results and Discussion
3.1 Mean Flame Images
The mean images for the investigated load point can be found in Fig. 5. In the OH*
radiation image on the left hand side of Fig. 5, one can mainly see the outer surface
of the reaction zone due to the strong-self-absorption of OH*. The intensity field
quickly becomesmore uniform progressing downstream, which indicates interaction
with neighbouring flames.
In the blue radiation image on the right side of Fig. 5, the darker core delineating
the LOX jet can be seen up to the end of the window, because it absorbs radiation
from the reaction zone on its far side. Thus, the integrated line-of-sight intensity from
the shear layers on either side of the LOX core is far greater than from the foreground
in front of the core.
The thin shear layer can be seen extending from the injection plane in both images.
The path of the LOX core can be followed in the blue radiation image. The rapid
spreading of the reaction zone can bewell traced in the OH* image, and indicates that
flame-flame interaction becomes relevant after a few injector diameters downstream.
Thus, the two images provide complementary information on the flame topology.
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Fig. 5 Time-averaged OH* image (left) and blue radiation image (right), both in false colour
3.2 Dynamic Characteristics
Figure 6 shows the DMD mode energies for both the OH* and blue radiation data.
The expected 1L and 2L mode frequencies of the LOX posts are also indicated by
grey background areas. At the frequency of the 1L mode around 5 kHz there is only
a low, broad peak in both data sets. At about 10 kHz, two distinct and sharp peaks
can be detected. Analysis of the pressure oscillation sensors showed that the peak
at 10.4 kHz is the chamber 1T mode, whereas the peak at 10.2 kHz is the flame
response to the LOX post 2L mode.
The LOX post 2L mode and chamber 1T mode frequencies are not perfectly
matched, leading to a weaker driving of the 1T mode. The relative 1T amplitude is
below 1% of pcc and can therefore be described as stable [9, 26]. Nevertheless, it
was the goal of this study to investigate the flame response to LOX injector acoustics
without the influence of the chamber 1T mode. For that reason, the larger frequency
spacing between LOX post 2L and chamber 1T mode is advantageous.
Fig. 6 DMD mode energies
for OH* and blue radiation
imaging. The expected
frequency range of the LOX
post 1L and 2L modes are
also indicated
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3.3 LOX Core Dynamic Response to Excited Injector
Eigenmodes
Spatial mode shapes of the flame dynamics in OH* and blue radiation at the acoustic
eigenfrequencies of the LOX posts can be found in Ref. [2]. However, from the
DMD spatial modes it is difficult to understand the dynamics of the flame which
lead to the intensity variation in the longitudinal direction. For that reason, the DMD
spatial mode has been combined with the mean flame image after increasing its
relative intensity. The resulting flame response to the LOX post 1L (left) and the
LOX post 2L mode (right), respectively can be found in Fig. 7. The discussion here
is confined to the blue radiation images, where both the LOX core and the reaction
zone surrounding it can be discerned.
The standing waves in the injectors lead to periodic variation of the injected LOX
mass flow rate, producing bulging packets of LOX separated by narrower stems.
This results in the appearance of wave-like structures on the surface of the dense
LOX core when viewed from the side. The wave crests travel downstream with the
convective speed of the LOX core. In the first two-thirds of the field-of-view, the
wave-like structures on the LOX core seem to be symmetric. Further downstream,
asymmetry in the wave pattern between the upper and lower sides of the core devel-
ops. The flow field in the combustion chamber is accelerated by the expanding gases
from combustion, and local variations in the flow field may be responsible for this
asymmetry.
The initially symmetrical character of the LOX core pulsation is consistent with
a periodic variation in the rate of the injection [18, 27]. A LOX core response to
transverse perturbations from the chamber would appear more sinusoidal [3, 12].
Therefore, the presented LOX core dynamics are in agreement with the LOX-side
injection-coupling mechanism hypothesised by Gröning. [10].
Fig. 7 Flame response in blue radiation to the LOX post 1L mode at about 5 kHz (left) and the
LOX post 2L mode about 10 kHz (right)
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Fig. 8 Sketch of a modified
BKD LOX injector with an
acoustic absorber connected
to the LOX post. Modified
from [1]
3.4 Damping Device to Reduce Risk of Injection-Coupled
Instabilities
Based on the identification of the coupling mechanism in BKD, it was possible to
devise a new method to reduce the impact of injection-coupled combustion insta-
bilities. The new damping method is characterised by acoustic resonators which are
connected to the LOX posts, as illustrated in Fig. 8. Instead of damping the pressure
oscillation of the instability in the chamber, the resonators are tuned on the acoustic
modes of the injection elements. To the author’s knowledge this study presents the
first damping device which aims at reducing the driving of high-frequency combus-
tion instabilities in LPREs instead of the resulting chamber pressure oscillations.
An important design feature of the device are small diameter purging holes which
connect the resonator volumes with the injector manifold. This ensures that there
is the same speed of sound in the resonators and in the injectors, which drastically
simplifies tuning of the resonators [1].
The effect of the damped LOX posts on the instability has been tested experi-
mentally and the results were compared with a test run with the original injector
design. It could be shown that the damped LOX post inlet throttles had no effect on
combustion performance or injection pressure drop [1], while successfully reducing
the instability amplitude. Figure 9 shows an averaged PSD of all eight p’ sensors in
Fig. 9 Comparison of
chamber pressure PSDs for
standard and damped injector
configurations for the same
operating condition [1]
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the measurement ring for the previously unstable operating condition of pcc 80 bar
and ROF 6 with standard BKD injectors. By comparison, the peak of the 1T mode
at 10 kHz is significantly reduced with the damped injector.
4 Summary and Conclusions
The DLR research combustor BKD shows self-excited combustion instabilities of
the 1Tmode type for certain operating conditions under highly representative condi-
tions and therefore offers a valuable platform for the investigation of the underlying
coupling mechanism. In previous studies the driving mechanism of the instability
was identified as LOX post injection-coupling. This type of coupling mechanism is
not uncommon for cryogenic rocket engines. For that reason, the BKD injection-
coupling mechanism was studied in further detail, in particular the flame response
to the acoustic oscillations in the LOX posts, in order to be able to prevent this
type of instability in future rocket engines. The flame response was visualised via a
window providing optical access to the combustion chamber, where conditions are
characterised by pressures up to 80 bar and temperatures up to 3600 K. High-speed
imaging of the well-known OH* radiation as well as blue radiation were recorded
simultaneously.
The flame dynamicswere investigated byDynamicModeDecomposition (DMD).
For some operating conditions, the DMD mode energy spectra showed peaks at
the eigenmodes of the LOX posts. The spatial modes showed a longitudinal and
symmetric variation in the intensity distribution. This observation can be explained
by periodic mass flow rate oscillations of the injected LOX and therefore further
supports the hypothesis of an injection-driven modulation of the heat release rate
oscillation of the flames.
Based on the gained understanding of the coupling mechanism of the BKD com-
bustion instability, a new damping device to reduce the risk of injection-coupled
instabilities was developed. The basic idea of the new damping device is to damp the
injector acoustic modes with absorbers, instead of damping the instability itself in the
combustion chamber. The new device was tested in BKD and the results showed that
the amplitude of the chamber pressure oscillations was successfully reduced. This
invention has the potential to reduce the risk posed by injection-coupled combustion
instabilities in future cryogenic rocket engines with shear coaxial injection elements.
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Thrust Nozzle
Pseudo-transient 3D Conjugate Heat
Transfer Simulation and Lifetime
Prediction of a Rocket Combustion
Chamber
Oliver Barfusz, Felix Hötte, Stefanie Reese, and Matthias Haupt
Abstract Rocket engine nozzle structures typically fail after a few engine cycles
due to the extreme thermomechanical loading near the nozzle throat. In order to
obtain an accurate lifetime prediction and to increase the lifetime, a detailed under-
standing of the thermomechanical behavior and the acting loads is indispensable.
The first part is devoted to a thermally coupled simulation (conjugate heat trans-
fer) of a fatigue experiment. The simulation contains a thermal FEM model of the
fatigue specimen structure, RANS simulations of nine cooling channel flows and a
Flamelet-based RANS simulation of the hot gas flow. A pseudo-transient, implicit
Dirichlet–Neumann scheme is utilized for the partitioned coupling. A comparison
with the experiment shows a good agreement between the nodal temperatures and
their corresponding thermocouple measurements. The second part consists of the
lifetime prediction of the fatigue experiment utilizing a sequentially coupled ther-
momechanical analysis scheme. First, a transient thermal analysis is carried out to
obtain the temperature field within the fatigue specimen. Afterwards, the computed
temperature serves as input for a series of quasi-static mechanical analyses, in which
a viscoplastic damage model is utilized. The evolution and progression of the dam-
age variable within the regions of interest are thoroughly discussed. A comparison
between simulation and experiment shows that the results are in good agreement.
The crucial failure mode (doghouse effect) is captured very well.
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1 Introduction
The Transregio 40 subproject D9’s fatigue experiment (see [13, 14]) is used as refer-
ence configuration. It serves as a basis for extensive measurements which are further
used for validation. In this fatigue experiment a replaceable fatigue specimenmade of
CuCr1Zr is mounted downstream of a rectangular GOX/GCH4 combustion chamber
(see Fig. 1a). The fatigue specimen is cooled by mass flow and pressure regulated
supercritical nitrogen in its 17 cooling channels. The load is cyclical and consists
of pre-cooling, hot-run and post-cooling phase. The hot-run phase is further divided
into two pressure stages. After each cycle the deformations of the hot gas exposed
surface are measured by a laser-profile-scanner. The fatigue specimen is equipped
with several thermocouples. Figure 1b shows the position of these thermocouples
T6-T23 in the top view of the fatigue specimen. The distance to the hot gas exposed
surface is 3mm for the red marked and 5mm for the blue marked thermocouples.
For lifetime predictions of rocket combustion chamber structures the knowledge
of the transient temperature field of the structure is required. The most common
method is to replace the coolant and hot gas flow by heat transfer coefficients in
a thermal structural model. For estimating the heat transfer coefficients the use of
Nusselt number correlations is strongly limited to simple configurations. For other
configurations the heat transfer coefficients have to be derived from temperature
(a) Fatigue segment cut view (Reprinted by per-
mission from Springer Nature [10]), cut position
marked as A-A in Fig. 1(b)
(b) Fatigue specimen top view with flow direc-
tions and measurement positions (Reprinted by
permission from Felix Hötte [13])
Fig. 1 Set-up of the fatigue experiment
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measurements. In this paper a 3D Conjugate Heat Transfer (CHT) simulation is
presented, which is able to predict the transient temperature fields of complex con-
figurations without the need of experimental data fitting. Besides its use for lifetime
predictions, the simulation can increase the understanding and close the gaps of the
experimental lifetime investigations.
2 Conjugate Heat Transfer Simulation
2.1 Computational Model
Due to symmetry, the CHT model includes half of the fatigue specimen, eight and
a half cooling channel flows and a quarter of the hot gas flow. For the coolant flow
simulation the Finite Volume Method (FVM) based open source Computational
Fluid Dynamics (CFD) tool OpenFOAM is utilized. On structural side the Finite
Element Method (FEM) based commercial Computational Solid Mechanics (CSM)
tool Abaqus is used. For the hot gas flow simulation the FVM based commercial
CFD tool Ansys Fluent is applied. For controlling the field solvers and managing the
data exchange between the 11 domains the in-house tool ifls [18] together with the
Dirichlet–Neumann coupling scheme is utilized. On the coupling surface heat fluxes,
calculated in the fluid domain boundaries, are applied as boundary condition for the
solid domain. Vice versa, temperatures, calculated in the solid domain boundaries,
are utilized as boundary condition for the fluid domains. The coupling is implicit,
therefore the interface quantities will be exchanged during one time step until con-
vergence. Aitken’s dynamic relaxation is applied to accelerate the convergence of the
equilibrium iteration. It is assumed that the time scales of the fluid domains are much
smaller than the time scales of the structure domain. Therefore, the structure domain
is solved transiently, whereas the fluid domains are solved under the assumption of
steady-state conditions. The reader is referred to [12] for a detailed description of
the governing equations and the material models used for the different domains.
For the simulation of the coolant domain the OpenFOAM steady-state solver
buoyantSimpleFoam with the BSL-EARSM turbulence model [17] is utilized. The
material data are considered to be temperature dependent. The turbulent Prandtl
number is assumed as 0.85. Figure 2a shows the computational domain of the half of
the central cooling channel.Due to simplicity the original cross section of the inlet and
outlet channel was modified from an elliptical to a rectangular cross section without
changing the hydraulic diameter. Table 1 shows the boundary conditions. n indicates
the normal vector of the surfaces.Un andUp are the velocity components in direction
n and in plane direction. T is the temperature, p the pressure,ω the turbulence specific
dissipation, k the turbulence kinetic energy, νt the turbulent kinematic viscosity, αt
the turbulent thermal diffusivity, ν the kinematic viscosity and y the wall distance of
the cell center. The temperature of the walls is calculated in the structure domain and
substituted iteratively. All other cooling channel domains are consisting of this half
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(a) Coolant domain (b) Hot gas domain
Fig. 2 Boundary conditions of the fluid domains
Table 1 Boundary conditions for the coolant flow simulation




∂n = 0 TStruct ∂T∂n = 0
Un,m/s 5.6175
∂Un
∂n = 0 0 0
Up,m/s 0
∂Up
∂n = 0 0 ∂Up∂n = 0
p, bar ∂p
∂n = 0 70 ∂p∂n = 0 ∂p∂n = 0
ω, 1/s 2465 ∂ω
∂n = 0 80νy2 ∂ω∂n = 0
k,m2/s2 0.1183 ∂k
∂n = 0 10−10 ∂k∂n = 0
νt ,m2/s / / 0
∂νt
∂n = 0
αt , kg/(m · s) 0 ∂αt∂n = 0 0 ∂αt∂n = 0
cooling channel model and its counterpart mirrored with respect to the symmetry
plane. A computational grid with 500,296 block-structured cells and a dimensionless
wall distance y+ of in average 0.32 is used for the central cooling channel. Each grid
of the eight other cooling channels consists of 1,000,592 block-structured cells per
channel.
For simulating the hot gas domain Fluent’s steady state pressure-based solver is
utilized. For modeling the Reynolds stresses the standard k − ε-model by Jones and
Launder [15] with a two-layer approach in the near-wall region (see [1]) is applied.
A non-adiabatic steady diffusion Flamelet model is used in a preprocessing step to
calculate the relationships of the instantaneous temperature, density and speciesmass
fractions to the total enthalpy,mixture fraction and its variance. The kinetic chemistry
scheme of [21] is applied, containing 21 species and 97 reactions. A β-probability
density function is assumed, to describe the turbulent, temporal fluctuations of the
mixture fraction. Figure 2b shows the hot gas domain and Table 2 its boundary
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Table 2 Boundary conditions for the hot gas flow simulation
Variable O2 Inlet CH4 Inlet Outlet Chamber Specimen Symmetry Others
T,K 275.6 261.2 ∂T
∂n = 0 500 TStruct ∂T∂n = 0 ∂T∂n = 0
Un ,m/s 57.6, 129.5 41.0, 93.9
∂Un
∂n = 0 0 0 0 0
Up,m/s 0 0
∂Up
∂n = 0 0 0
∂Up
∂n = 0 0
p, bar ∂p
∂n = 0 ∂p∂n = 0 7.31, 18.9 ∂p∂n = 0 ∂p∂n = 0 ∂p∂n = 0 ∂p∂n = 0
k,m2/s2 12.4, 62.9 6.3, 33.1 ∂k
∂n = 0 WF WF ∂k∂n = 0 WF
ε, 105m2/s3 0.26, 2.93 0.37, 4.46 ∂ε
∂n = 0 WF WF ∂ε∂n = 0 WF
f , − 0 1 ∂ f
∂n = 0 ∂ f∂n = 0 ∂ f∂n = 0 ∂ f∂n = 0 ∂ f∂n = 0
f ′2,− 0 0 ∂ f ′2
∂n = 0 0 0 ∂ f
′2
∂n = 0 0
In case of two entries per column: first entry =̂ ignition stage, second entry =̂ main stage
conditions for both pressure stages. ε is the rate of dissipation of turbulence energy,
f is the Favre mean mixture fraction and f ′2 its variance. The temperature of the
specimen is calculated in the structure domain and substituted iteratively. In Table 2
WF means that the turbulence quantities at the walls are calculated by the Ansys
Fluent Advanced Wall Treatment (see [1] for details). A computational grid with
1.39 · 106 block-structured cells and a dimensionless wall distance y+ of in average
0.83 is used.
Abaqus Standard is applied to solve the transient heat conduction inside the struc-
ture. The temperature dependence of the material data for CuCr1Zr is considered.
Figure 3 shows the boundary conditions of the structural domain. The coupling sur-
face to the hot gas and coolant are colored red and blue. All other surfaces, including
the green symmetry plane are assumed as adiabatic. Equivalent to the coolant sim-
ulation, but inconsistent with the experiment, the inlet and outlet channel’s cross
sections are rectangular. In addition, the notches and the holes for the screws and
thermocouples are neglected. Themesh consists of 372,670 nodes and 322,266 linear
brick elements.
2.2 Results and Validation
Figure 4a shows the temperature transients for thermocouple T6 (see Fig. 1b) and its
equivalent nodes for two simulation cases. After ignition at t = 0 s the temperature
increases with a decreasing gradient. At t = 7.5 s the second load stage starts, which
increases the temperature gradient rapidly. After that the gradient decreases again
until t = 27.5 s, where the flames are extinguished and the maximum temperatures
are reached. The temperatures decrease rapidly after extinguishing.
In both simulation cases the turbulent Prandtl number Prt of the hot gas domain is
varied between 0.7 and 0.9.A lower Prt increases the wall heat flux. For Prt = 0.7
the transient behaviour agrees verywellwith the experiment. Themaximumdeviation
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Fig. 3 Boundary conditions of the structure domain
(a) Temperature transients for thermocouple T6
and its equivalent node
(b) Axial temperature distribution ( =0.7)
Fig. 4 Comparison of thermocouple measurements and its corresponding FEM node temperatures
of 34Kduring the hot run is reached after 10.4 s.After that the deviation is decreasing.
During the post-cooling phase the deviation is increasing again up to 69K. Therefore,
it can be concluded, that the heat fluxes of the coolant and hot gas domain are slightly
underestimated.
Figure 4a shows the axial temperature distribution at the end of the hot gas run
(t = 27.5 s) for experiment and simulation (Prt = 0.7). The red curves show the
temperature distribution in 3mm distance to the hot gas exposed surface and the blue
curves in 5mm distance, respectively. The temperature is decreasing in x-direction
(in hot gas flow direction). This is mostly caused by the high heat flux of the bumping
coolant in the cooling channel inlet region (counterflow cooling).
The temperature distribution shows a good agreement between simulation and
experiment. The vertical temperature difference between 3 and 5 mm distance to the
hot gas exposed surface is around 50K in the experiment and around 45K in the
simulation. This also indicates that the heat flux is slightly underestimated in the
fluid domains. The axial temperature gradient agrees well.
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Fig. 5 FE model of the fatigue specimen with thermal and mechanical boundary conditions
3 Lifetime Prediction
For the lifetime prediction of the fatigue experiment a sequentially coupled analysis
scheme is used which means that the analysis is split into two parts. First, a transient
thermal analysis is carried out (see Sect. 3.1) to obtain the temperature field within
the specimen in every time step. The computed temperature then serves as input for
a series of quasi-static mechanical analyses (see Sect. 3.2), in which a viscoplastic
damage model (see e.g. Kowollik et al. [16] and Fassin et al. [10]) is utilized. The
Finite Element (FE) model with corresponding boundary conditions used for the
thermal and mechanical analyses is illustrated in Fig. 5.
3.1 Transient Thermal Analysis
The thermal boundary conditions at the cooling channels and the hot gas wall for one
cycle with a total duration of 60 s are summarized in Table 3. Therein, αhg , αc f , Thg ,
and Tcf denote the convective heat transfer coefficients and the bulk temperatures
of the hot gas (hg) side and the cooling fluid (c f ), respectively. Figure 6 shows
the temperature distribution within the specimen reaching a maximum of 1113.18K
at the hot gas wall after the second hot run phase (i.e. 29.5 s). Furthermore, the
temperature evolution over time at three different positions which are close to the
region of interest where failure is expected to occur is illustrated and compared to
experimental results coming from the thermocouple measurements T17, T18 and
T20 (cf. Fig. 1). It can be observed that the numerical and experimental results agree
very well, especially close to the symmetry plane (i.e. T17 and T18). For T20 a
slight deviation can be recognized where higher temperatures are reached in the
simulation, especially after the two hot run phases. This stems from the fact that due
to simplicity and the lack of experimental data, the hot gas film coefficient αhg was
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Table 3 Thermal boundary conditions for one cycle











Pre cooling 0.0–2.0 – 293 1.3208 288
Hot run 1 2.0–9.5 2.543 2400 1.3208 288
Hot run 2 9.5–29.5 5.066 2400 1.3208 288
Post cooling 29.5–60.0 3.0–10.0 250 1.3208 288
chosen to be constant during each hot run phase (cf. Table 3). This, however, is not
of major concern, since final failure is expected to occur close to the symmetry plane
which will be further investigated in Sect. 3.2.
3.2 Quasi-static Mechanical Analysis
The lifetime of the fatigue specimen which is made of a copper alloy (CuCr1Zr) is
limited by the failure of the cooling channels. Therefore the material and damage
modeling of CuCr1Zr is of major concern. To this end, a viscoplastic damage model
presented in former works (see e.g. Kowollik et al. [16] or Fassin et al. [10]) is
utilizedwhich accounts for nonlinear kinematic and isotropic hardening, respectively.
Furthermore, rate-dependence of Perzyna type and Lemaitre type ductile damage
are incorporated into the model. The applied material parameters are chosen as in
Fassin et al. [9] and Barfusz et al. [3]. Using a staggered simulation scheme, the
thermomechanical coupling is performed only in one way considering the influence
of the temperature on the mechanical behavior, but not vice versa. Temperature
dependence of the mechanical analysis is taken into account by thermal expansion
and the temperature dependence of the material parameters. The temperature field
resulting from the thermal analysis (see Sect. 3.1) serves as an input for the quasi-
static simulation consisting of multiple cycles.
The mechanical boundary conditions at the cooling channels and the hot gas
wall are given in Table 4. It contains the respective pressures phg and pcf . Efficient
and robust low-order continuum finite elements based on reduced integration with
hourglass stabilization1 are used for the spatial discretization. Due to computational
efficiency, only one element is utilized in depth direction whereby the displacement
in this direction is fixed, leading to a plane strain state. Since the simulation is aborted
at the beginning of the 48th cycle (no convergence), the following results are only
shown up to the 47th cycle.
Figure 7 illustrates the contour of the scalar damage variable D after 47 cycles,
ranging from the undamaged state (D = 0) to the fully damaged state (D = 1), the
latter of which corresponds to macroscopic failure. It can be observed that the wall
1C3D8R formulation within the commercial solver Abaqus.




Fig. 6 Thermal analysis results—(top) snapshot of the temperature distribution after 29.5 s and
positions of considered thermocouples (cf. Fig. 1); (bottom) evolution of the temperature during
one cycle at considered thermocouples and validation with experiment
Table 4 Mechanical boundary conditions for one cycle
Phase (–) Time (s) phg (MPa) pcf (MPa)
Pre cooling 0.0–2.0 – 7.0
Hot run 1 2.0–9.5 0.9 7.0
Hot run 2 9.5–29.5 1.7 7.0
Post cooling 29.5–60.0 – 7.0
between the first two cooling channels next to the symmetry plane and the hot gas side
represents the locationofmaximumdamage accumulation (i.e.material degradation).
Zooming into the region of interest after several cycles, the degradation process
can be well monitored. Starting at the cooling side edge (cycle 42), damage grows
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Fig. 7 Mechanical analysis results—(top) damage distribution after 47 cycles; (bottom) zoom into
region of interest and damage evolution within last cycles
diagonally through the wall (cycle 43). Afterwards, damage starts to proceed also
from the opposite hot gas side center (cycle 44) andmerges eventually into a diagonal
macroscopic crack (cycle 47). Additionally, Fig. 8 gives the reader an impression of
the accumulation of damage during the simulation of one and 47 cycles within three
different elements2 (i.e. cooling side edge, cooling side center, as well as hot gas side
center). It is evident that damage increases most within the phase transitions of each
cycle, since it is driven by the temperature gradient as well as the pressure difference
between the coolant and the hot gas. This is why the maximum increase in damage
takes place between the second hot run and the post cooling. During this transition
phase, the greatest temperature and pressure differences occur. Furthermore, at this
point the material properties are also the weakest here. Interestingly, when looking
further at the development of damage over several cycles within the three considered
elements (Fig. 8), it can be observed that the increase in damage is initially almost
linear and then becomes highly non-linear. Particularly at the hot gas side center (red
curve), an enormous increase in damage is observed after approx. 40 cycles, which
leads to the crack spreading from both sides as already mentioned above.
In order to validate the numerical results from the quasi-staticmechanical analysis
also quantitatively, a comparison to experimental observations is made in Fig. 9. The
cut view at the crack tip of the fatigue experiment after 48 cycles has been taken
from the test campaign conducted by Hötte et al. [11]. After the 48th cycle, the
breakthrough of the cooling channel (macroscopic failure) was first observed in the
experiment. The maximum deformation of the specimen, which consists of bulging
2Note that since a single Gauss point FE formulation is utilized, the damage value in one element
corresponds to its material point value (Quilt-type contours within Abaqus).
















Fig. 8 Mechanical analysis results—(top) damage evolution during one cycle at three different
positions; (bottom) damage evolution during 47 cycles at three different positions
and thinning of the hot gas wall, takes place at the cooling channel next to the
symmetry plane. Whereas the bulging of the hot gas wall is accurately represented
by the simulation, the thinning process can be interpreted in the following way. Since
the damage variable reaches the value of D = 1 within the diagonal process zone
between the cooling side edge and the hot gas center, the elements above this region
can no longer contribute to the load-bearing capacity of the specimen. Therefore,
the elements above this process zone could also be thought of as being removed,
which can ultimately be interpreted as thinning of the specimen. Since the deformed
shape of the cooling channel wall after failure resembles the shape of a doghouse, the
failure mode is frequently called doghouse effect in literature (see e.g. Riccius et al.
[20]). In total, it can be stated that the doghouse effect can be well represented by the
shown thermomechanical analysis scheme utilizing a viscoplastic damage model.
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doghouse
initial state
Fig. 9 Comparison with experimental observations—(left) deformed geometry and damage con-
tour after 47 cycles obtained from simulation; (right) cut view of the fatigue experiment after 48
cycles showing a macroscopic crack in the center cooling channel [11]
4 Conclusion
In this work, a conjugate heat transfer model as well as the lifetime prediction of a
rocket combustion chamber were addressed.
Concerning the former topic, a pseudo-transient conjugate heat transfer model of
the fatigue experiment was developed. This model consists of the rectangular fatigue
specimen, nine coolant flows and the hot gas flow. The sensitivity of the turbulent
Prandtl number in the hot gas domain on the specimen’s temperature was shown. The
model showed a good agreement with the temperature distribution and transients of
the experiment. Therefore, the model was able to predict the transient temperature
fields of the structure without any Nusselt number correlation or experimental data
fitting. This allowed to use the conjugate heat transfermodel as a base for sequentially
coupled lifetime predictions in different configurations, e.g. for cooling channel
design optimization.
Regarding the second part of this contribution, a sequentially coupled thermo-
mechanical analysis scheme for the lifetime prediction of the fatigue specimen was
presented. First, a transient thermal analysis was carried out in order to obtain the
temperature field within the specimen in every time step. Comparisons of the numer-
ical results with thermocouple measurements close to the symmetry plane were in
good agreement. Afterwards, the computed temperature served as input for a series of
quasi-static mechanical analyses, in which a previously developed viscoplastic dam-
age model was utilized. During the numerical analysis of the deformation process,
it was found that the damage initially spreads diagonally from the cooling channel
corner to the hot gas wall and eventually merges into a macroscopic failure zone.
The comparison with the experiment showed that the number of cycles until failure,
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the position of maximum deformation and degradation, as well as the final failure
mode (doghouse effect) were accurately predicted by the simulation.
Future work should focus, for example, on the extension of the material model to
damage anisotropy. A corresponding framework was recently published by Fassin
et al. [8], who introduced a damage tensor of second-order. The incorporation of
tension-compression asymmetry, as presented by Fassin et al. [7], might be of inter-
est as well. Furthermore, it would be worthwhile to examine the influence of poten-
tial finite element mesh dependencies, which might occur when using conventional,
‘local’ continuum damage models. A suitable approach for this was presented by
Brepols et al. [5] for small strains and has only recently been extended to finite
deformations by Brepols et al. [6]. The authors used a gradient-extension in order to
obtain a non-local version of the model. Finally, the influence of specific finite ele-
ment technologies based on reduced integration with hourglass stabilization should
be investigated. Preliminary work in this regard can be found, for instance, in Reese
et al. [19], Barfusz et al. [2, 4].
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Lifetime Experiments of Regeneratively
Cooled Rocket Combustion Chambers
and PIV Measurements in a High Aspect
Ratio Cooling Duct
Felix Hötte, Oliver Günther, Christoph von Sethe, Matthias Haupt,
Peter Scholz, and Michael Rohdenburg
Abstract This paper aims at experimental investigations of the life limiting mecha-
nisms of regeneratively cooled rocket combustion chambers, especially the so called
doghouse effect. In this paper the set up of a cyclic thermo-mechanical fatigue exper-
iment and its results are shown. This experiment has an actively cooled fatigue spec-
imen that is mounted downstream of a subscale GOX-GCH4 combustion chamber
with rectangular cross section. The specimen is loaded cyclically and inspected after
each cycle. The effects of roughness, the use of thermal barrier coatings, the length
of the hot gas phase, the oxygen/fuel ratio and the hot gas pressure are shown. In a
second experiment the flow in a generic high aspect ratio cooling duct is measured
with the Particle Image Velocimetry (PIV) to characterize the basic flow. The main
focus of the analysis is on the different recording and processing parameters of the
PIVmethod. Based on this analysis a laser pulse interval and thewindow size for auto
correlation is chosen. Also the repeatability of the measurements is demonstrated.
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These results are the starting point for future measurements on the roughness effect
on heat transfer and pressure loss in a high aspect ratio cooling duct.
1 Introduction
Regeneratively cooled rocket combustion chambers have to resist extreme harsh
environment conditions. These are the very high temperature level of the hot gas,
extreme temperature gradients and pressure differences between coolant and hot
gas, the reactive hot gas composition and abrasive flow. For the demand to increase
the thrust-to-weight ratio, the lifetime, the safety and to reduce the costs a detailed
knowledge of the life-limiting mechanisms is mandatory. Since numerical lifetime
predictions are not well-engineered currently, these mechanisms have to be studied
mainly on experiments.
For lifetime investigations of regeneratively cooled rocket combustion chamber
structures a sub scale experimentwas designed and conducted.Amodular test section
is placed downstream of a 5-injector sub scale combustion chamber with rectangular
cross section. The test section houses a replaceable fatigue specimen with 17 high
aspect ratio cooling channels. The specimen is loaded cyclically and inspected after
each cycle.
In the past some experiments on cylindrical sub scale combustion chamber struc-
tures were conducted, for example see [4, 10, 13]. The deformations of the hot gas
wall were not investigated quantitatively. The coolant’s flow was not regulated or
measured individually for each cooling channel. In other experiments flat specimens
were investigated, in which the hot gas flow was replaced by laser irradiation, for
example see [15].
The novel approach presented in this paper is the use of a rectangular cross section
and a replaceable specimen with individually controlled cooling flow through the
cooling channels combined with the hot gas flow. This leads to the possibility of
detailed deformation and roughness inspections under well defined and realistic
conditions. Because of that the results can be used also for validation of numerical
simulations.
In comparison to the previous test campaigns A and B, which are described in
detail in [9], in the actual campaigns C-K a much more stable combustion could
be achieved. In campaigns C-G the combustion chamber pressure was increased
slightly to accelerate the thermo-mechanical fatigue by higher temperatures and heat
fluxes, whereas the cooling conditions were not changed. In campaigns C and D the
default design of the fatigue specimen were tested, whereas in campaign E a fatigue
specimen with a higher initial surface roughness was used. In campaigns F and G
fatigue specimens with thermal barrier coatings were tested. In campaigns H-K the
hot gas pressure and the coolant mass flow were increased by 50 %. In addition, the
burning times and oxygen to fuel ratios were varied. Further details about campaigns
C-K are given in [16].
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Not only the fluid structure interaction of the hot gas flow but also the design of the
cooling ducts plays an important role for the lifetime prediction of combustion cham-
bers. The pressure loss and the heat transfer are the main aspects of the cooling ducts.
The roughness and surface imperfections of the ducts wall both have a great influ-
ence on them. With new additively manufacturing technologies this design aspect
gets even more important. Therefore a detailed roughness study should be performed
at high Reynolds numbers.
Previous studies were often done at low Reynolds numbers or were just providing
integral data. Also in most experiments additional roughness elements like grooves
or ribs are used, for example see [1–3]. Other experiments investigated a fully turbu-
lent high aspect ratio duct flow with smooth and rod-roughened walls using hot-wire
anemometry, but don’t provide any information about the heat flux, see [12]. Investi-
gations of the flow and the heat transfer in one sided heated cooling ducts have been
carried out as well. However, they were focusing on triangular and rectangular ducts,
providing only integral data of the heat transfer at lower Reynolds numbers, see [2,
3]. In further experiments with roughened tubes it was stated that the heat transfer is
highly affected by the surface roughness [11] and studies in a triangular duct showed
that the heat transfer coefficient can be increasedwith higher surface roughness using
the same pumping power, see [14]. To better characterize the roughness effects on
heat transfer and pressure loss locally resolved measurements of the flow field and
the temperature field at high Reynolds numbers are needed.
In order to analyze the roughness effects a well known reference case with smooth
walls is needed as well. In a preliminary measurement the pressure losses in a high
aspect ratio cooling duct with one heated wall were determined and a measure-
ment uncertainty quantification was performed [8]. Subsequently, particle image
velocimetry was used to provide well known reference data. These analysis focus on
the different recording and processing parameters.
In the following sections a description of the set-up of the fatigue experiment and
its results are shown. The cooling duct experiment and the results are presented in
Chap.3. In the end a short conclusion is given.
2 Fatigue Experiment
2.1 Experimental Set-Up
For lifetime investigations of cooling channel structures under thermo-mechanical
load a fatigue segment is placed downstream of a GOX-GCH4 rectangular combustor
at a characteristic length L* = 0.717 m, which is sufficient to achieve a complete
combustion.A special aim is to reproduce the so called “doghouse” effect, a structural
failure mode which is caused by thermo-mechanical load cycles.
The cross section of the combustion chamber has a width of 48mm and a height
of 12 mm. Figure 1a shows a cut view of the fatigue segment and visualizes the fluid
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(a) Fatigue segment cut view (Reprinted by per-
mission from Springer Nature [6]), cut position
marked as A-A in Fig. 1(b)
(b) Fatigue specimen top view with flow direc-
tions and measurement positions (Reprinted by
permission from Felix Hötte [9]
Fig. 1 Fatigue experiment set-up
flows (red for hot gas, blue for coolant). The injector elements are flush mounted.
The fatigue segment houses a replaceable fatigue specimen made of copper alloy
CuCr1Zr. The specimen is attached with a floating bearing which allows free thermal
expansion. It has 17 rectangular cooling channels with a height of 8 mm, a width of
2.5 mm, a fin thickness of 2mm and a length of 96 mm. The wall thickness between
the surface exposed to the hot gas and the cooling channel bottom side is 1 mm.
The specimen is loaded cyclically. One cycle consists of pre-cooling, 2-stage hot run
and post-cooling phase. After each cycle the deformation of the specimen’s hot gas
wall is measured by a laser profile scanner. To access the hot gas surface without the
need to disassemble the fatigue specimen, the water-cooled inspection plate on the
opposite side is removed.
High pressure ambient temperature nitrogen is used as coolant for the specimen.
To ensure well defined conditions in the three central cooling channels the mass flow
rates here are closed loop controlled individually (PID). The coolant supply for the
remaining 14 channels are separated in two closed loop controlled lines. The mass
flow rates in each of these five supply lines is measured using a Coriolis flow meter
located downstream of the fatigue specimen. Also the inlet pressure is regulated by
a PID-control. The temperature and pressure of the coolant are measured in the inlet
and outlet manifolds of the specimen in the 4., 8., 9., 10., and 14. cooling channel
by thermocouples respectively pressure transducers (see Fig. 1a).
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The specimen is equipped with several thermocouples in different positions and
depths to measure the temperature distribution in the structure during each cycle.
Figure 1b shows the top view of the fatigue specimen with the green coordinate
system in the center. In addition, the thermocouple positions T6-T23 (red for 3mm
andblue for 5mmhot gas distance) are shown.Themost central located thermocouple
T9 has the coordinates x=−2.25 mm / z= 1 mm. The thermocouples have a spacing
of 5mm in axial (in hot gas flow direction) and 4.5mm in transversal (orthogonal to
the hot gas flow) direction respectively. They are located in the symmetry planes of
the fins and are pushed by spring constructions against the measurement locations
in the eroded blind holes. The blue and red arrows indicate the flow directions of
nitrogen (C) and hot gas (HG).
Furthermore, on the fatigue specimen upper surface a thermocouple (PT100,
x = 11 mm / z = 8 mm) and a T-rosette strain gauge (x = 34 mm / z = 0) are
placed. The axial elongation is measured by an inductive displacement transducer.
This transducer is measuring between two cantilevers with a distance of 37 mm,
which are fixed with bolts on the fatigue specimen’s upper surface. The positions of
the contact points of the transducer aremarked in Fig. 1b (x= –35 mm / z= 18.5 mm
respectively x = –35 mm / z = –18.5 mm).
The design process of the fatigue experiment is explained in [6].
2.2 Load Conditions
Table 1 shows a comparison of the load conditions of test campaigns B-K. While
the initial low pressure stage lasts 7.5 s for all tests, the high pressure second stage
lasts 20 s for campaigns B-G and K and only 10 s for campaigns H-J. The load
conditions according to Table 1 show the values of the nominal stages. The ignition
stages have approximately the same mixture ratios and half the chamber pressures.
The duration of the post-cooling phase is controlled manually, but not stopped before
the temperature in the specimen has fallen below 400 K.
2.3 Load Phases
During a load cycle the hot gas wall of the specimen has to resist three different life
limiting phases. These phases are shown in Fig. 2 and described in the following:
1. Ignition and stage change (for 15 s< time < 17.6 s and 23 s < time < 24.2 s):
After ignition respectively after stage change the temperature of the hot gas wall
increases rapidly and the hot gas wall expands. The rest of the structure is still cold
and restrains the hot gas wall expansion. Therefore, the hot gas exposed surface
is bending convexly and the upper specimen surface is bending concavely. This
decreases the measured elongation rapidly and the hot gas wall is loaded by very
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B 3.87 17.2 bar 929 K 45 8 g/s 70 bar
C 3.92 19.0 bar 998 K 48 8 g/s 70 bar
D 3.94 19.2 bar 973 K 46 8 g/s 70 bar
E 3.87 19.1 bar 1020 K 16 8 g/s 70 bar
F 3.65 19.3 bar 983 K 1 8 g/s 70 bar
G 3.89 19.3 bar 975 K 36 8 g/s 70 bar
H 3.88 28.8 bar 1017 K 15 12 g/s 80 bar
I 3.95 28.7 bar 976* K 2 12 g/s 80 bar
J 3.42 28.7 bar 943 K 34 12 g/s 80 bar
K 3.41 28.5 bar 976 K 25 12 g/s 80 bar
*Because of a manufacturing error this value was measured 4.5mm instead of 3mm apart from the
hot gas exposed surface
high in-plane compression stresses. In addition, the walls between coolant and
hot gas bulge into the hot gas due to the large pressure difference. In combination
with high temperatures and time, this leads to creeping. In this phase creeping
can be neglected, because of its short time and the low temperature of the hot gas
wall in comparison to the other phases.
2. Hot gas run (for 17.6 s< time<23 s and24.2 s< time<43 s):Afterwards, the heat
reaches the back parts of the structure and the thermal stresses are decreasing until
a steady-state is reached (which is not reached in the tests). Because of the active
cooling, the in-plane compression stresses in the hot gas wall would not reach
zero during a steady-state. The bending decreases and the complete specimen
expands thermally. Therefore, the measured elongation increases. In contrast to
phase 1 and 3 creeping is important, since the thin hot gas wall has to resist high
pressure differences between hot gas and coolant and compressive stresses due
to the temperature difference for a long time, while it reaches temperatures above
1000 K. In addition, blanching, abrasion and thermal aging can be present in this
phase.
3. Shutdown phase (for 43 s < time < 46 s): After shutdown the temperature of the
hot gas wall decreases much faster than the rest of the structure, since it has a
much lower heat capacity, and due to the high heat flux of the impinging coolant.
This leads to very high in-plane tensile forces and a concave bending of the hot gas
exposed surface, which rapidly increases the measured elongation on the upper
side. In this phase creeping can be neglected, because of the quickly decreasing
temperatures.
For time> 46 s, themeasured elongation decreases. This indicates, that the vertical
temperature difference decreases, which reduces the bending of the specimen and
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Fig. 2 Averaged
temperature, elongation and
hot gas pressure transients
during campaign C
the in-plane tensile stresses. In addition, the temperature falls below 600 K, which
increases the yield strength. Therefore, it is concluded, that the loading after 46 s
can be neglected.
2.4 Deformations and Lifetime
A laser-profile-scanner is used tomeasure the profile of the deformed hot gas exposed
surface 2cm apart from the leading edge of the specimen in transverse direction.
Figure 3a shows the profile at the end of test campaign C. The height of deformation
d is defined as the difference of the global maximum and global minimum of the
measured profile. Table 2 shows the initialmean roughness Ra on the hot gas exposed
surface and the presence of thermal barrier coatings (see [7]) on the specimen. In
addition, whether andwhy the specimen failed, the deformation height d at the end of
each test campaign and its average increase per cycle is shown. Despite different load
conditions, the doghouse effect (see Fig. 4) occurs repeatable, when d reaches around
40 µm. For test campaigns with low loading (B, C, D, G) the critical value is slightly
higher (around 45 µm). The average slope of d depends strongly on the loading in
terms of temperature gradient and level. In campaign G the slope of deformation is
higher than in test campaign C, despite of similar load conditions. This indicates that
the thermal barrier coating has reduced the lifetime. Probably, this is the consequence
of the missing CuCr1Zr material, which was replaced by the thermal barrier coating
(around 0.1mm thickness).
Figure 3b shows the development of d during campaigns B, C, E, G, H, J and
K. It is shown that the deformations increase nearly linearly with the number of
cycles. The deformation development in campaign B is very erratic. It is assumed
that this is a consequence of the combustion instabilities in some tests (see [9]. The
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(a) Hot gas surface profile (b) Deformation development
Fig. 3 Deformation measurement





Failure type Final d µm Average slope
of d µm/cycle
B < 0.5µm / / 46 1.02
C < 0.5µm / Doghouse 45 0.94
D < 0.5µm / Weld seam
fracture
45 0.98
E 4 µm / Doghouse 38 2.38
F < 0.5µm TBC TBC
delamination
/ /
G < 0.5µm TBC Weld seam
fracture
45 1.25
H 2 µm / Doghouse 41 2.73
I 2 µm / Melting / /
J 2 µm / Doghouse 40 1.18
K 2 µm / / 41 1.71
comparison of campaigns C and E shows that a small increase of the hot gas heat flux
(because of the higher roughness) decreases the lifetime by factor 3. In campaigns J
and K the influence of the ignition and stage change phase can be assumed as equal,
since the test conditions are very similar. The results of campaign A have shown
that below wall temperatures of 850K no deformations occur. Therefore, relevant
creeping occurs only during the second load stage. In campaign K the duration of
the second load stage is doubled in comparison to J and higher wall temperatures are
reached. Therefore, creeping per cycle should be increased by more than factor 2.
But the slope of deformation is only increased by 40%. Therefore, it is hypothesized
that the influence of creeping on the lifetime is relatively small and the lifetime is
mostly affected by the shutdown phase. Optical measurements of the remaining hot
gas wall in campaign C have shown that abrasion has an insignificant influence (see
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Fig. 4 Doghouse shape at
the end of test campaign C
[8] for details). Thermal aging was investigated with micrographs after campaign B
in [9]. No correlation between grain size distribution and temperature distribution
was found.
3 Cooling Channel Measurements
3.1 Test Setup
For the flow characterization in a high aspect ratio cooling duct, we used a generic
cooling duct facility with one heated wall. Regular tap water serving as the working
fluid is stored in a tank. A centrifugal pump feeds the water through an electromag-
netic flowmeter into the cooling duct and back to the tank. The mean flow rate and
thus, the nominal bulk velocity ub are controlled by the flowmeter. A second pump
feeds the water from the tank into a cooling system to ensure a constant bulk tem-
perature. A PT100 resistance temperature detector located at the outflow of the tank
determines the bulk velocity.
Figure 5 shows a sketch of the generic cooling duct. The cooling duct has a
nominal width of 6mm and a nominal height of 25.8mm. Thus, leading to an aspect
ratio of 4.3 and a hydraulic diameter of 9.74mm. The duct is made of PMMA to
provide optical access. A heatable copper block with a tapered tip serves as the lower
wall of the channel. Therefore it is possible to provide a heat flow from the wall into
the working fluid. The duct is mounted on a heat barrier of PEEK, protecting the
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Fig. 5 Sketch of the experimental setup
PMMA from the high temperature of the copperblock. The length of the channel is
600mm. A feed line in front of the test section ensures a fully developed turbulent
flow. The feed line is geometrically equivalent to the test section, but the bottom
wall is made from aluminum and is not heatable. A transition piece with a length of
30mm connects the feed line and the test section. Also, in front of the feed line and
at the end of the test section, transition pieces are attached. The rear transition piece
also provides optical access from downstream into the test section.
The absolute pressure is measured at these three transition pieces. Additionally
two differential pressure sensors were used to measure the pressure loss of the feed
line and the test section separately, see Fig. 5.
We used Particle Image Velocimetry (2C2D-PIV) to provide detailed information
about the mean velocity components and Reynolds stresses. Silver coated hollow
glass spheres with a diameter of 10µm served as tracer particles. A double-pulsed
Nd-YAG solid-state laser operates as the light source. An optical lens system using a
plano-concave lens with a focal length of−50mm, a plano-convex lens with a focal
length of +75mm, and a concave cylindrical lens with a focal length of -50mm forms
the light sheet. It was arranged parallel to the direction of themean flow, capturing the
height of the duct. Widthwise it was located in the symmetric plane. The light sheet
was directed into the test section from downstream into the test section resulting in
fewer reflections on the bottom side of the duct. All the relevant degrees of freedom
of the light sheet were aligned using micrometer screws and the Linos micro bench
system. The light sheet thickness was adjusted to as small as possible. Using thermal
sensitive paper and a digital caliper the thickness could be determined to 0.7mm.
However, due to the Gaussian distribution of the light, it does not necessarily have to
be the true light section thickness. A long-distance microscope was used as a camera
objective to ensure a high spatial resolution.
3.2 Light Sheet Alignment
To check the repeatability and the alignment of the laser light sheet four measure-
ments have been carried out. First the laser sheet was aligned in the symmetry plane
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Fig. 6 Mean velocity profiles along the non-dimensional height of the duct, at different widthwise
positions
of the duct using the micrometer screws. At this position data has been recorded
as a reference measurement. Then the light sheet was moved in both directions by
0.5mm from the center towards the sidewalls of the duct. At the end a second ref-
erence measurement was performed in the symmetry plane of the duct again. All
movements were done with the micrometer screws of the light sheet optic. Figure 6
shows the mean velocity profiles of these measurements. Both the two reference
measurements in the center and the two displaced measurements each coincide well.
Two conclusions can be drawn from this. First, the repeatability of the alignment of
the laser sheet is very accurate due to the micrometer screws. Also the measurements
itself provide repeatable results. Second, the initial alignment of the laser light sheet
was centered, which results from the fact that the flow pattern are symmetrical. It
can also be seen, that a misalignment of 0.5mm from the center of the duct, leads to
a maximum error of 1.11% in the mean velocity.
3.3 Window Size Analysis
Another aspect of the analysis was the window size used for calculating the
auto-correlation in the PIV post process. Different window sizes in the range of
16px × 16px to 96px × 96px has been used to calculate the vector fields. Due
to the Gaussian distribution of the light sheet, particles that are in the center shine
brighter than particles that are in the outer regions of the light sheet. To also analyze
the effect of the light sheet thickness to filters with different threshold values were
applied to the raw particle image. This filter removes all particles whose brightness is
below the threshold value, narrowing the light sheet thickness artificially, but increas-
ing the noise because the particle density decreases. Figure 7 shows the maximum
velocity in the center of the duct over the window size for both the normal and the
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Fig. 7 Velocity in the center of the duct processed with different window sizes
filtered solution. It can be seen that the velocity rises with increasing window size
showing asymptotic behavior. However, the differences are below 1%. For window
sizes below 48px × 48px the signal to noise ratio becomes low, and the results are
noisy. With this results a window size of 64px × 64px has been chosen as the best
trade-off between signal to noise ration and spatial resolution. As expected, the fil-
tered solutions show higher velocities. The filter removes the slower particles in the
outer regions of the light sheet, so the outer regions have less influence on the solu-
tion. The velocity difference is up to 2.3% with the chosen filters. This effect shows
that with the relative thick light sheet referred to the small width of the channel, the
results are smeared. Nevertheless, the use of these filters is only recommended to a
limited extend, because the lower particle density leads to more spurious vectors and
thus to higher measurement uncertainties.With averaging over more particle images,
the uncertainties can possibly lowered to overcome the drawbacks.
3.4 Particle Shift
Four, respectively, three measurements have been done at two different Reynolds
numbers to estimate the influence of the pixel shift. For both cases, the laser pulse
interval t was varied between 5µs and 24µs resulting in different particle shift in
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Fig. 8 Mean velocity profiles along the non-dimensional height of the duct, recorded with different
laser pulse intervals
the rage of 3px to 16px. The particle shift mentioned is the maximum particle shift
in the center of the duct. Figure 8 shows the mean velocity profile along the non-
dimensional height of the duct. The profile is plotted for different laser pulse intervals
at a Reynolds number of 52,000 based on the bulk velocity ub and hydraulic diameter
dh of the cooling duct. It can be seen that the velocity gets higher with higher pulse
intervals. Themaximumdifferencebetween the highest and the lowest value is around
1.5%. However, both graphs with the smallest pulse interval seem to coincide in the
center of the duct. Towards the edges appears some inconsistency. This inconsistency
may be due to the tiny particle shift. Due to the lower velocity at the walls of the
duct, the particle shift gets lower as well. Therefore, the particle movement can not
be determined very well, and the measurement uncertainty arises. Nevertheless, a
particle shift of around 10px seems to be the best, due to the agreement in the center
of the duct. The measurements with the higher Reynolds number of 105,000 are
not shown here, because the results are very similar. A particle shift of 10px is also
verified as the best.
4 Conclusions
A lifetime experiment for rocket combustion chamber structures with an actively
cooled, replaceable, and cyclically loaded fatigue specimen made of CuCr1Zr was
developed. With an increasing number of load cycles the deformation of the hot
gas wall is increasing nearly linearly. A critical value regarding the doghouse effect
was found, which is almost independent from the loading. The slope of deformation
per cycle is strongly dependent on the loading in terms of temperature gradient and
level. The fatigue specimen has to resist three different phases during a load cycle,
which cause different stress states in the hot gas wall. It can be concluded, that the
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shutdown phase is damaging most, while creeping during the hot gas phase has a
minor influence. Abrasion can be neglected. The use of thermal barrier coatings has
decreased the lifetime. It is assumed that the influence of thermal aging is negligible.
The fatigue experiment can be used for validation of numerical simulations regarding
heat transfer and lifetime (e.g. [5, 17])
PIV measurements have been made in a generic high aspect ratio cooling duct.
The results were analyzed well in terms of different parameters affecting the PIV
measurements. Itwas shown that the results are repeatable and that the alignmentwith
the micrometer screws is very accurate. PIV processing was analyzed to determine
a proper setting. Furthermore, it turned out, that a particle shift of 10px should
be aimed for in this case. Therefore the laser pulse interval should be adapted in
future measurements. With this preliminary study, the required PIV setup and the
uncertainties are known well. A well-known reference measurement with a smooth
wall is available now. These results are the starting point for the next analysis of the
roughness effect on heat transfer and pressure loss in a high aspect ratio cooling duct.
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Abstract To protect the copper liners of liquid-fuel rocket combustion chambers,
a thermal barrier coating can be applied. Previously, a new metallic coating system
was developed, consisting of a NiCuCrAl bond-coat and a Rene80 top-coat, applied
with high velocity oxyfuel spray (HVOF). The coatings are tested in laser cycling
experiments to develop a detailed failure model, and critical loads for coating failure
were defined. In this work, a coating system is designed for a generic engine to
demonstrate the benefits of TBCs in rocket engines, and the mechanical loads and
possible coating failure are analysed. Finally, the coatings are tested in a hypersonic
wind tunnel with surface temperatures of 1350K and above, where no coating failure
was observed. Furthermore, cyclic experiments with a subscale combustion chamber
were carried out.With a diffusion heat treatment, no large-scale coating delamination
was observed, but the coating crackedvertically due to large cooling-induced stresses.
These cracks are inevitable in rocket engines due to the very large thermal-strain
differences between hot coating and cooled substrate. It is supposed that the cracks
can be tolerated in rocket-engine application.
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1 Introduction
Copper liners of liquid fuel rocket engines are subjected to high thermomechanical
loads which can lead to damage by blanching [1–3] or the so-called doghouse effect
[4–9]. To avoid failure, a thermal barrier coating (TBC) may be applied on the inner
surface of the combustion chamber. This coating reduces the maximum temperature
of the copper liner and protects the surface against oxidation and erosion.
In the past, several different TBC systems for rocket engine application were
developed and tested (for a detailed review, see [10, 11]). These studies show that
extreme test conditions are necessary to investigate realistic coating failure. However,
in most cases, a detailed elucidation of the observed coating damage is missing.
The main goal of the present research project was to develop an improved coating
system based on the findings from the literature and gain a deep understanding of
coating failure mechanisms for future coating design. This was done in three steps:
In a first step, state of the art thermal barrier coatings, consisting of a NiCrAlY
bond-coat and a zirconia top-coat, were tested to gain a better understanding of
the coating failure mechanisms [12–14]. A laser test bed has been set up to test the
coatingswith a thermal gradient [13], and amicromodelwas developed to investigate
interface stresses between substrate and coating which led to delaminations during
the laser tests [12].
In a second step, an improved thermal-barrier coating system was developed,
consisting of a NiCuCrAl bond-coat and a Ni-based superalloy top-coat [11, 12, 15,
16].
In a third step, a detailed study of the possible failure mechanisms of the new
coating system was performed, and a failure model for coating design and lifetime
analysis was set up [10]. For this purpose, the laser test bed was modified to increase
the heat flux density (up to 30MW/m2) and the thermomechanical loads in the
coatings [11, 17]. Although the very high heat fluxes in rocket combustion chambers
(up to 150MW/m2) could not be reproduced, the laser experiment goes beyondmany
other laboratory-scale experiments.
To investigate the coating damage in the laser cycling experiments in more detail,
finite element simulations were carried out [11, 17]. For these simulations, material
parameters for the coating system were determined. For this purpose, aluminium
substrates were coated and removed in dilute NaOH solution to get free standing
coatings [18]. These free standing coatings were investigated e.g. in tensile and
compression tests, vibrating-reed experiments, dilatometric and laser-flash measure-
ments at different temperatures to obtain an extensive set of material parameters [11,
17, 19].
In the laser cycling experiments, four different damagemechanismswere observed
[10, 11, 20]: Delamination cracks along the substrate/coating interface, diffusion
caused interface porosity, large scale buckling, and vertical cracks in the coatings.
Delamination cracks grow due to the different coefficients of thermal expansion
of substrate and coating in the roughness profile of the interface [10]. These cracks
were observed after thermal cycling at interface temperatures of 700 ◦C and above
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[10, 11]. The growth of delamination cracks can be hindered by a diffusion layer
between coating and substrate [11]. A heat treatment of 6h at 700 ◦C is sufficient to
avoid delamination in the laser tests even at interface temperatures of 800 ◦C [10].
Interface porosity becomes relevant after long heat exposure: due to theKirkendall
effect [21–24], pores can form on a large area at the substrate/coating interface,
reducing the layer adhesion. In addition, the heat conductivity through the interface is
reduced by the pores, resulting in overheating of the overlying layer. The formation of
pores can be avoided (assuming maximum accumulated hot-gas times of<6h) if the
interface temperatures are kept below 750 ◦C [11]. The bond coat/top coat interface
is also susceptible to pore formation, but only at temperatures above 1000 ◦C.
Buckling of the coatings is caused by the high temperature difference between
the hot coating and the cold substrate and thus large thermal compressive strains.
If these strains exceed a critical value, the layer bends and buckles. The critical
compressive strain or the critical elastically stored energy is massively reduced by
small imperfections at the substrate/layer interface. For a detailed discussion see e.g.
[10]. According to the current state of research, it is assumed that the coating system
considered here requires massive interface damage to buckle in the laser experiments
[10]. Consequently, to prevent buckling, it is sufficient to prevent damage to the
interface (buckling and interface porosity, see above).
Vertical cracks are a result of large cooling stresses near the coating surface.
During the heating phase, the high compressive strains in the hot coating can exceed
the yield strength. The resulting plastic deformation leads to the formation of tensile
strains in the coating during subsequent cooling, which can cause vertical cracks
[10]. At room temperature, the critical elastic strain at which vertical cracks occur is
about 0.55% [10]. At higher temperatures, higher critical strains can be expected as
the coatings become increasingly ductile with increasing temperature [18].
In this article, exemplarily, a coating system was designed for a 1000kN full
scale liquid fuel combustion chamber to demonstrate the benefits of a thermal bar-
rier coating. The mechanical loads in the coatings are quantified by finite element
simulations, and possible coating failure is estimated. Furthermore, the coatingswere
tested in two validation experiments with a hot-gas flow: an arc heated supersonic
wind tunnel and a subscale combustion chamber.
2 Methods
2.1 Coating Process
The coatingswere appliedwith high velocity oxyfuel spray (HVOF).HVOFproduces
relatively dense coatings (porosity <1%) with a good adhesion and an oxide content
<1% [16, 25, 26].
The materials for the HVOF process were fed in powder form. The bond coat
material is a newly developed NiCuCrAl alloy [15], the top-coat material is a Ni-
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Table 1 Coating materials
Material Composition (wt.-%) Particle size (µm) Manufacturer
NiCuCrAl Ni-30%Cu-6%Al-5%Cr +20/−50 Nanoval (custom powder)
Rene80 Ni-14%Cr-9.5%Co-5%Ti +11/−45 Oerlikon Metco
(Diamalloy 4004NS)
4%Mo-4%W-3%Al
Table 2 Coating parameters




NiCuCrAl 16.2 650 0.50 400
Rene80 18.0 680 0.55 300
based superalloy Rene80 [27]. The compositions and the sizes of the powder are
shown in Table1. A WokaStar610 gun from Sulzer Metco (now known as Oerlikon
Metco) was used for coating application. The coating parameters were established
in preliminary studies (see e.g. [28]) and are shown in Table2.
2.2 Arc Heated Hypersonic Wind Tunnel
For the wind tunnel tests, 200mm×200mm×1mm Incoloy800H plates were
coated on one side. To increase the coating adhesion and avoid the growth of delam-
ination cracks, the samples were diffusion heat treated for 0.5h at 800 ◦C.
The arc-heated wind tunnel L3K at DLR, Cologne [29], was used to obtain the
required aerothermal loads. The experiments were conducted at Mach 7.7, a free
stream temperature of 477K, a pressure of 50.3Pa, and a flow velocity of 3756m/s.
The model was subjected to the flow for 120s at an angle of attack of 20◦. The
panel surface temperature was measured using an infrared camera. For details on the
sample geometry and the experiments see [30, 31].
2.3 Subscale Combustion Chamber
The coatings were tested on a realistic cooling channel geometry in a hot-gas flow
in a subscale combustion chamber. The rectangular combustion chamber is designed
to disassemble and exchange a test segment as part of the chamber wall. This test
segment is made of the copper alloy CuCr1Zr and has a realistic cooling channel
geometry for nitrogen as coolant. For details on the test bench and the experimental
conditions, see [3].
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The coating was applied on the hot-gas side of the test segment. Prior to coating
application, the surface of this segment was ground with P800, rinsed in acetone,
and grit blasted to remove thick oxide layers and impurifications. The front edge
oriented towards the hot-gas flow was rounded (0.5mm radius) to enhance the coat-
ing adhesion on this critical edge. The sample was masked using metal sheets and
adhesive tape (aluminium tape for grit blasting, fibre-reinforced high-temperature
tape during coating application). The sample was cooled with pressurized air in the
internal cooling channels during coating process. Tests with prototypes showed that
this cooling is sufficient to keep the temperature in the copper substrate below 200 ◦C
during the coating process.
After the spray process, the coating surface was ground and polished to achieve
a roughness of Ra 0.5µm. Afterwards, the sample was diffusion heat treated for 6h
at 700 ◦C in an argon (Ar4.8) atmosphere to enhance the coating adhesion.
The coated test panel was tested in the combustion chamber for 36 cycles. One
cycle consists of pre cooling, 27.5 s hot-gas phase, and post cooling.
3 Coating Design for a Large Scale Combustion Chamber
To demonstrate the benefits of thermal barrier coatings (TBC) in rocket combustion
chambers, a coating system was designed for a virtual 1000kN oxygen/hydrogen
combustion chamber with a maximum wall heat-flux density of 92MW/m2. This
combustion chamber was designed to demonstrate different cooling concepts and
thermal barrier coatings. Thus, without a TBC, the temperature of the copper liner
would exceed the maximum service temperature of 800K [32].
The coating design was carried out for the throat region, where the maximum
temperatures and heat fluxes could be expected. Finite element simulations were
performed on an FE model of a rocket combustion chamber segment according to
Ref. [11, 17]. Geometry data and boundary conditions like heat transfer coefficients,
fluid temperatures and pressures were provided by project K4 [33].
Assisted by the finite element simulations, a coating system with an overall thick-
ness (bond-coat and top-coat) of 150µmwas found to be optimal for this application.
Here, the coating reaches a maximum surface temperature of 1353K. A higher coat-
ing thickness would lead to an overheating of the coating near the hot-gas surface.
The bond-coat was 45µm thick, according to previous work. A higher bond-coat
thickness would increase the maximum temperature of the bond-coat material and
has no benefit for the coating behaviour.
According to the FEM simulations, the 150µm thick TBC reduces the maximum
temperature of the copper liner by approximately 200K, from 962 to 760K. The
maximum wall heat-flux density is reduced from 92 to 70MW/m2.
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3.1 Mechanical Loads
Figure1 shows the in-plane elastic strain and the temperature in a 150µm thick
coating during one simulated combustion cycle of the 1000kN chamber. The elastic
strain is plotted for a point near the hot-gas surface since the maximum loads were
observed here.
The cycle starts at room temperature and εel.11 = 0 (Point (A) in Fig. 1). Due to the
pre cooling prior to ignition, small tensile strains are induced in the coating, caused
by the different coefficient of thermal expansion (CTE) of coating and substrate. The
transient maximum of these stresses is caused by the fact that the thin combustion
chamber wall cools down faster than the surrounding nickel jacket. After ignition,
the coating’s temperature increases rapidly whereas the copper liner is still cooled,
so that large compressive strains are induced in the coating (B). At (C), the yield
strength of the coating is exceeded. With further heating, the temperature dependent
yield strength decreases, and plastic deformation reduces the elastic strain although
the overall mechanical strain is still increasing. At maximum temperature (D), the
elastic strain is εel.11 < 0.1%, whereas the plastic strain is εpl.11 ≈ 2%. After the
end of the hot-gas phase, the coating cools down and thermal contraction leads to
large elastic tensile strains. At point (E), the yield strength is exceeded and plastic
deformation is calculated in the FEM simulations. In reality, it can be expected that
the coatings crack instead of plastic deformation, but this could not be considered in
theFEMsimulations due to the lack of reliable crack-relatedmaterial parameters. The
critical elastic strain for vertical cracks in the coatings is approximately 0.55% (see





















Fig. 1 Elastic strain parallel to the coating surface and temperature for a point near the coating
surface during one combustion cycle, including pre cooling, hot-gas phase and post cooling
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introduction), which is exceeded here. Consequently, vertical cracks are inevitable.
Even thinner coatings showed tensile strains larger than the critical value for crack
growth.
3.2 Crack Propagation
The discussion above showed that it is inevitable that coatings crack vertically near
the hot-gas surface. Due to the lack of reliable material data for crack propagation
in the coatings, it was not possible to model crack growth in the FEM simulations.
Instead, the stress gradient through the coating after cooling down was investigated,
see Fig. 2: The stress is maximal near the coating surface where the highest tem-
perature and thus the largest plastic deformation occurs during the hot-gas phase.
With increasing distance from the surface, the stresses decrease. With higher coating
thickness, the stress near the substrate/coating interface becomes less, caused by the
lower temperature during the hot-gas phase due to the larger thermal insulation.
It can be estimated with the stress intensity factor whether the cracks will stop
near the substrate interface. For plasma sprayed metallic coatings, the critical stress
intensity factor for crack propagation is KIc = 1 to 10MPa√m [34]. Although data
for HVOF-sprayed coatings were not available, it can be assumed that KIc is even
larger due to the lamellar microstructure. For KIc = 10MPa√m, the critical stress
for crack propagation is for all crack lengths > 10µm below the stress in Fig. 2,
so that the cracks would propagate towards the substrate with the assumed KIc =
10MPa
√
m. A value of KIc > 17MPa
√
m would be sufficient to stop the cracks in
the bond coat for 150µm thick coatings. This shows that future work has to focus
on the one hand on the measurements of KIc, and on the other hand, the bond-coat
should be modified to achieve a KIc as high as possible.
3.2.1 Influence of Vertical Cracks on the Combustion-Chamber Life
Time
It was supposed previously [10] that vertical cracks in the coating can be tolerated as
long as they do not proceed into the substrate. These vertical cracks are also observed
in “classical” TBC applications for example on turbine blades (segmentation cracks)
[34] where they are tolerated, because they increase the strain tolerance of the TBC
and thus the coating lifetime.
In rocket combustion chambers, these cracks can also be tolerated as long as the
copper substrate is not damaged by crack propagation or oxidation, and as long as
the coating adhesion is not worsened by crack kinking.
Due to the high ductility of the copper substrate, a crack propagation is not likely.
With KIc = 145MPa√m [35], the stresses in the copper substrate have to exceed
5GPa for crack propagation under static loading, far beyond the actual calculated
stresses (see Fig. 2). This was confirmed in tensile tests on coated CuCr1Zr sheets
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Fig. 2 Stress parallel to the coating surface along the cross section through the combustion chamber
wall for different coating thicknesses after cooling down. Taken from the FEM simulations without
crack modelling
(see ref. [10] for a description of the experiments), where stresses up to 460MPa led
to vertical cracks in the coating, but no crack propagation into the substrate. However,
the effect of cyclic loading needs further clarification.
In “classical” TBC-applications in gas turbines, a hot-gas intake into the cracks
is relevant, since the cracks open during the hot-gas phase [36]. Due to the larger
temperature gradient in rocket combustion chamber walls, the coatings are under
large compressive loads during the hot-gas phase so that the cracks are closed again,
and the danger of hot-gas intake is reduced.
4 Validation Tests
To investigate the coating behaviour in real hot-gas flow conditions, and to validate
the conclusions from the coating failure model, two validation tests were carried out:
In an arc heated hypersonic wind tunnel, coated panels were heated by the hot-gas
flow to investigate the durability of the coatings in hypersonic flow conditions at
surface temperatures above 1300K. In a subscale combustion chamber, the coatings
were tested on test panels with a realistic cooling-channel geometry to investigate
their behaviour in combustion chambers with a near steady-state wall heat-flux.
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4.1 Arc Heated Hypersonic Wind Tunnel
The coatings designed in Sect. 3 reach surface temperatures of up to 1350K. It had
previously been assumed [37] that themaximum tolerable temperature of the top-coat
surface is 1423K, but experimental evidence was still missing.
The arc heated hypersonicwind tunnel experimentwas used to expose the coatings
to a supersonic gas-flowand to large surface temperatures to investigate the behaviour
of the coatings under these harsh conditions. Figure3 shows the surface temperature
on the coating during the experiments. The hypersonic flow heats the panel to above
1350K. The local temperature maximum/distribution results from the interaction of
surface deformation and flow field [31]. Due to thermal expansion, the coated plate
buckled with an amplitude >10mm causing additional loads on the coatings.
Amicroscopical inspection of the coating surface after thewind tunnel experiment
showed no erosion or coating damage. Figure4 shows a cut through the coating at
x = 40mm and y = 0 (according to Fig. 3). The coatingmorphology did not change,
and no degradation by erosion could be observed.
The experiments show that the coatings can withstand surface temperatures of
1350K under supersonic flow conditions.
Fig. 3 Maximum surface temperature of half a test plate during the wind tunnel tests. The temper-
ature dependent emissivity of the coating material was measured near the maximum temperature.
Measurements at lower temperatures are less accurate (more details in [30])
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Fig. 4 Cross section of the coating after one cycle in the wind-tunnel experiment at surface tem-
peratures of 1300–1350K
4.2 Subscale Combustion Chamber
As discussed in Sect. 3, vertical cracks are inevitable in combustion chambers due
to the large plastic strains at high temperature. It was assumed that these cracks can
be tolerated in rocket engines as long as they do not lead to a substrate damage or
coating delamination.
To validate these assumptions, the coating system was tested in a subscale com-
bustion chamber. The results from the whole test campaign including also many tests
with uncoated test panels are also to be published in [9]; in the following, the coated
specimen is investigated in more detail.
Since a coating in an as-sprayed condition showed poor adhesion in preliminary
tests and delaminated within one cycle [9], the experiments were carried out on a
Fig. 5 Coating surface after
36 cycles in the subscale
combustion chamber:
Vertical cracks, no coating
loss, copper deposits at the
front edge
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diffusion heat treated coating. As expected, vertical cracks could be observed in the
coating after the first cycle. With additional cycles, more cracks became visible, but
the coating was still adhering to the copper substrate even after 36 cycles (Fig. 5).
Although a dense crack network formed in the coating, no oxidation or degradation
of the copper substrate could be observed. Copper-coloured spots at the front edge
(Fig. 5 bottom) are deposits from the upstream part of the combustion chamber.
Since the subscale test chamber was originally designed to provoke a damage of
the cooling channel [3], the thin combustion chamber wall buckled in some areas.
This caused a partial delamination of the coatings, see Fig. 6.
The heat flux and thus the temperature gradient was small compared to large
scale combustion chambers. Consequently, also the stress gradient in the coating
was small and the crack propagation cannot be compared to large scale engines as in
Sect. 3. However, some of the cracks stopped before reaching the copper substrate,
but mostly, the cracks propagated to the substrate interface (Fig. 7 top).
In some cases, the cracks kinked and propagated along the interface, or propa-
gated into the substrate (Fig. 7 bottom). It is expected that this effect is driven by
thermomechanical fatigue during the 36 test cycles. Furthermore, the temperature
in the copper wall was 975K [9], far above the maximum service temperature of
Fig. 6 Cross section through the central cooling channels: Large deformation of the thin copper
wall caused partial coating delamination
Fig. 7 Vertical cracks in the
coating after the
thrust-chamber tests. Top:
the crack reaches the
substrate. Bottom: the crack
kinks and propagates along
the interface, and a crack
grows into the substrate
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the copper liner in large scale rocket engines (800K, see Sect. 3). Thus, thermome-
chanical fatigue plays a major role in the subscale experiments due to these harsh
conditions.
5 Conclusions
A thermal barrier coating (TBC) for rocket combustion chambers was designed and
possible coating failure modes were discussed. In validation experiments with an arc
heated supersonicwind tunnel and a subscale combustion chamber, the coatingswere
tested undermore realistic conditions compared to preliminary tests in a laser test bed.
It was shown in simulations that a TBC can reduce themaximum surface temperature
of copper liners by up to 200K. Vertical cracks in the coatings are inevitable, but can
be tolerated. A delamination of the coatingwas avoided by a diffusion heat treatment.
Furthermore, it was shown that the TBC withstands supersonic flows even at surface
temperatures of 1350K.
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Assessment of RANS Turbulence Models
for Straight Cooling Ducts: Secondary
Flow and Strong Property Variation
Effects
Thomas Kaller, Alexander Doehring, Stefan Hickel, Steffen J. Schmidt,
and Nikolaus A. Adams
Abstract We present well-resolved RANS simulations of two generic asymmetri-
cally heated cooling channel configurations, a high aspect ratio cooling duct operated
with liquid water at Reb = 110 × 103 and a cryogenic transcritical channel oper-
ated with methane at Reb = 16 × 103. The former setup serves to investigate the
interaction of turbulence-induced secondary flow and heat transfer, and the latter to
investigate the influence of strong non-linear thermodynamic property variations in
the vicinity of the critical point on the flow field and heat transfer. To assess the
accuracy of the RANS simulations for both setups, well-resolved implicit LES sim-
ulations using the adaptive local deconvolution method as subgrid-scale turbulence
model serve as comparison databases. The investigation focuses on the prediction
capabilities of RANS turbulence models for the flow as well as the temperature field
and turbulent heat transfer with a special focus on the turbulent heat flux closure
influence.
1 Introduction
Understanding cooling duct flows is essential for efficient structural cooling in many
technical applications. Examples range from ventilation systems, electrical compo-
nent cooling to launcher propulsion systems. The latter use the cryogenic propellant
as coolant at a supercritical state.
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The turbulent flow and heat transfer within a cooling duct is highly affected by the
presence of secondary flows and strong non-linear thermodynamic property varia-
tions in the vicinity of the pseudo-boiling line (PBL) [5]. Secondaryflows enhance the
mixing of hot and cold fluid and increase thus the overall cooling efficiency. Within
the current study we focus on the relatively weak turbulence-induced secondary flow.
Strong non-linear property variations are induced by intermolecular repulsive forces
and significantly affect the heat transfer and shear forces. As a consequence, effects
like the heat transfer enhancement as well as the onset of heat transfer deterioration
in transcritical flows are difficult to correctly predict.
Three major turbulence simulation classes exist: direct numerical simulations
(DNS), large-eddy simulations (LES) and Reynolds-averaged Navier-Stokes simu-
lations (RANS). In DNS all spatial and temporal scales are fully resolved. In LES,
large turbulent structures are resolved, whereas small scales or subgrid-scales (SGS)
are modelled. Using RANS, the Navier-Stokes equations (NSE) are solved approxi-
mately for the averaged state and all scales aremodelled. To close the equation system
approximations for Reynolds stresses u′i u
′
j and turbulent heat fluxes u
′
i h
′ have to be
derived.Reynolds stressmodels (RSM) introduce partial differential equations (PDE)
for the individual turbulent stress components offering the advantage over less com-
plex models, like the k − ε or SST models, to account for turbulence anisotropy. To
approximate the unknown turbulent heat fluxes the most prevalent method is using
a gradient transport approach with a constant Prt . To account for the anisotropy
of u′i h′ additional PDEs can be introduced for the individual components or a less
expensive algebraic approximation based on the Reynolds stress tensor utilised.
Relevant DNS studies of turbulence-induced secondary flow in square ducts
include [11, 25], and in high aspect ratio ducts [31], the AR ranging from 1 − 7.
The interaction of heating and turbulence-induced secondary flow has been analysed
by [29] for square ducts and by [6] for rectangular ducts at small aspect ratios, both
performed LES. DNS of a transcritical channel flow has been performed byMa et al.
[24] using an entropy-stable double-flux model in order to avoid spurious pressure
oscillations. They have observed a logarithmic scaling of the second-order struc-
ture function and a k−1 scaling of the streamwise energy spectra, which supports
the attached-eddy hypothesis in transcritical flows. A heated transcritical turbulent
boundary layer over a flat plate has been investigated by Kawai [20] with DNS. His
study shows large density fluctuations, which exceed Morkovin’s hypothesis and
lead to a non-negligible turbulent mass flux. RANS studies for cooling duct flows
under realistic rocket engine conditions have been presented by [26, 27].
In the first part of the present study an asymmetrically heated high aspect ratio
cooling duct (HARCD) at Reb = 110 · 103 and a moderate heating of TW − Tb =
40K is investigated using the BSL RSM and various turbulent heat flux closure
models with ANSYS CFX. This setup has been studied experimentally, [28], and
using a LES, [16–19] serving as comparison database. In the second part a cryogenic
transcritical channel at Reb = 16 · 103 is investigated with the BSL RSM and var-
ious turbulent heat flux closure models with ANSYS FLUENT. The bulk pressure
surpasses the critical value and the wall temperatures enclose the pseudo-boiling
temperature. This setup has been studied in [8, 9] serving as comparison database.
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The overall target is to assess the prediction capability of industrial RANS tools for
cooling duct flows with a focus on the influence of the turbulent heat flux closure.
2 High Aspect Ratio Cooling Duct
This section focuses on the asymmetrically heated HARCD. Results for the RANS
BSL RSM in combination with different heat flux closure models are compared to a
LES to assess the prediction capability of secondary flow and turbulent heat transfer.
2.1 Equation System and Numerical Model
For the RANS simulations the compressible Navier-Stokes equations (NSE) with
the total energy equation are used as implemented in ANSYS CFX, see [1, 2]. The
fluid properties are evaluated based on the IAPWS IF97 formulation. To close the





′ are required. Reference [17]
showed, that the ω-based BSL RSM gives the overall best results for the HARCD
setup. Additional PDEs are solved for each component of ρu′i u
′
j and the specific
dissipation ω. At the walls the so-called automatic wall treatment functionality is
employed.
Formodellingρu′i h′ weutilise the state of the art gradient approachwith a constant
Prt , two algebraic and a secondmoment closuremodel. For the gradient approach the
turbulent heat fluxes are proportional to the enthalpy gradients and the isotropic tur-
bulent diffusivity αt with αt = νt/Prt . The algebraic Daly-Harlow and the improved
Younis models employ an anisotropic αt -tensor as a function of the Reynolds stress
tensor, see [7, 32]. For the second moment closure model an additional PDE is
solved for each component of ρu′i h′. The latter is a beta feature within ANSYS CFX
(CADFEM GmbH, personal communication, 2018).
For the LES database of [19] the incompressibleNSEwith theBoussinesq approx-
imation are applied. The transport properties are evaluated using the IAPWS cor-
relations. For time discretisation a third-order Runge-Kutta scheme with CFL = 1
is utilised and for spatial discretisation a second-order finite-volume method. As an
implicit LES is performed, the size of the subgrid scales (SGS) is determined by
the chosen grid resolution. As SGS model the adaptive local deconvolution method
(ALDM) is used, see [13].
2.2 Simulation Setup
The setup consists of two domains simulated independently, see Fig. 1. The adiabatic
periodic section is 50 × 25.8 × 6mm3 and theheated section is 600 × 25.8 × 6mm3.
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Fig. 1 Simulation setup with the focus of the current investigation on the non-faded part
The straight part is followed by a curved section, which is not part of the current
study and analysed in [17]. The grid resolution for the well-resolved RANS has been
determined with an extensive grid sensitivity study based on the periodic section
and satisfies y+ ≈ 1 for the adiabatic and heated walls. In total 34/512 × 115 × 64
nodes are used for the periodic, respectively the heated domain.
The periodic duct serves to generate a fully developed turbulent HARCD inflow
profile. The simulation is performed with liquid water treated as incompressible with
fixed fluid properties at Tb = 333.15K. All walls are defined as smooth adiabatic
walls. In streamwise direction a periodic boundary condition is set with a constant
mass flow of ṁ = 0.8193 kg/s corresponding to ub = 5.3833m/s and Reb = 110 ·
103. Convergence is accelerated by using physical and local time stepping methods
and lowering the pressure update multiplier, and is reached when a RMS target value
of 1 · 10−6 is surpassed for the momentum and continuity equation residuals.
For the heated domain simulations the compressible NSE are used. All walls
are treated as smooth walls with the automatic wall treatment option applied. The
lower wall is an isothermal wall with a fixed TW = 373.15K and the remaining are
adiabatic walls. At the inlet velocity and turbulence fields from the periodic domain
are prescribed, and at the outlet an average pressure of pout = 101325 Pa is set.
Convergence is accelerated by using physical and local time stepping methods, and
is reached when a RMS target value of 1 · 10−6 is surpassed for the momentum,
continuity and total energy equation residuals.
2.3 Flow and Temperature Field
In the following, theRANS results of theBSLRSM turbulencemodel in combination
with different turbulent heat flux closures are compared to the LES of [19].
Figure2 shows the cross-sectional flow and temperature field and Fig. 3 depicts
the flow and temperature profiles along the duct midplane at x = 300mm after the
beginning of the heated straight HARCD. As the choice of turbulent heat flux closure
has a negligible effect on the velocity field all RANS results coincide in Fig. 3a/b.
We observe for the streamwise velocity of the adiabatic duct results, that the LES
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Fig. 2 Secondary flow and temperature field at x = 300mm for the BSL RSM with Prt = 0.9.
Isolines are drawn from 2K to 40K in steps of 2K
Fig. 3 Streamwise (a) and secondary flow velocity (b), temperature (c) and turbulent heat flux
distribution (d) along 2z/Lz = 0 at x = 300mm for the LES ( ) and the BSL RSM
with Prt = 0.85 ( ), Prt = 0.9 ( ), Daly-Harlow model ( ), Younis model
( ) and PDE model ( ). In a/b the adiabatic results are plotted as dotted lines. In a/c
the analytical law of the wall and the empirical function of Kader are plotted as ( )
follows closely the analytical law of the wall, u+ = 1/0.41 · ln y+ + 5.2, whereas
in the RANS the velocity is underestimated in the viscous sublayer and buffer layer.
The heating leads to an upwards shift in the log-law region, which is not represented
by the RANS.
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The secondary flow field in the HARCD consists of a counter-rotating vortex pair
in each corner, a smaller vortex above the heated wall and a larger one along the
lateral wall. Figure3b depicts the heated wall-normal velocity with the maximum
being the footprint of the small vortex and the minimum that of the large vortex in
the duct midplane. The small vortex strength is significantly underestimated in the
RANS, whereas the large vortex strength agrees well with the LES data. Using other
turbulence models than the BSL RSM, the results deviate further from the LES, see
[17]. When heating is applied the secondary flow strength becomes weaker along
the duct, [19]. The RANS captures this behaviour only for the large vortex, whereas
the small vortex strength slightly increases.
In Fig. 3c normalised temperature profiles are shown with T+ = T/Tτ and Tτ =
qW/(ρW cpW uτ ). Kader’s law [15] is defined as T
+ = Pr y+ for the viscous sublayer
and T+ = 2.12 ln(y+) + (3.85Pr1/3 − 1.3)2 + 2.12 ln(Pr) for the log-law region,
assuming Pr and Prt to be constant and pure channel flow. The LES follows Kader’s
law in the sublayer and shows a significant upwards shift in the log-law region due
to the secondary flow presence generating a local hot spot in the midplane. Strong
differences between the RANS heat flux closure models become apparent in the log-
law region, however, the temperature is underestimated for all models. One reason
is the significantly weaker small vortex. From the BSL RSM with Prt = 0.9 over
Prt = 0.85 and the algebraic models to the PDE-model, an increasing downwards
shift of the T+-profile is visible and a reduction of the profile-slope. Overall the T+-
deviation from the LES grows, accompanied by an increasing deviation of the local
and global heat transfer. The integral wall heat flux over the first 500mm increases
from 3.2 kW in the LES over 3.6 kW for BSL RSM with Prt = 0.9 and 3.9 kW for
the Younis-model to 4.35 kW for the PDE model. Likewise, the lower wall shear
stress is overestimated in the RANS with τW,RANS ≈ 51.0 Pa for all closure models
versus the LES value of 45.7 Pa. Without heating the values show less deviation with
τW,LES = 53.2 Pa and τW,RANS = 54.8 Pa. The observed deviations are possibly due
to the usage of the automatic wall treatment option of ANSYS CFX.
The turbulent heat flux comparison in Fig. 3d shows, that u′T ′ is underestimated in
the RANS unless the PDE model is employed. The Younis model offers an improve-
ment over the simpler Daly-Harlow model and the Prt = const. models. For the
latter u′T ′ ≈ 0 due to the negligible streamwise temperature gradient. The u′T ′-
maximum close to the heated wall cannot be represented by the RANS, see [17] for
further details. The wall-normal turbulent heat flux is overestimated for all consid-
ered RANS models. A similar behaviour as for the temperature and the wall heat
flux is observed: the deviation from the LES increases from the Prt = const.models
over the algebraic models to the PDE model, providing a further explanation for the
overestimated heat transfer in the RANS simulations.
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3 Channel Flow with Strong Property Variations
This section focuses on the transcritical channel flow. Results for the RANS BSL
RSM in combination with different heat flux closure models are compared to LES
to assess the prediction capability of the flow field with strong property variations.
3.1 Equation System and Numerical Model
The LES was performed solving the three-dimensional compressible continuity,
momentum and total energy equations. The finite-volume method is applied in order
to spatially discretise the governing equations on a block structured, curvilinear grid.
The compact four cell stencil approach by [10] is used to compute the convective
fluxes. A physically consistent subgrid-scale turbulence model based on ALDM [12]
is implicitly included in the convective flux calculation. More information about the
LES simulation can be found in [9].
The compressible NSE are solved for all transcritical RANS simulations using
ANSYS FLUENT [3, 4]. The Reynolds stresses aremodelled using theω-based BSL
RSM showing the best results in our preliminary tests. The free stream sensitivity
within the BSL RSMmodel is removed by scaling the baseline κ − ω equations. The
ω-equation can be integrated throughout the viscous sublayer allowing for a blending
between the viscous sublayer and logarithmic layer formulation. The turbulent heat
flux ismodelled establishing a relationship between the eddy diffusivity and turbulent
Prandtl number. In this study we used Prt = 0.85 (default in FLUENT) and an
algebraic formulation by Kays and Crawford (KC) [21].
Thermodynamic and transport properties are obtained using an adaptive look-
up table method, which is based on the REFPROP database [23]. This method has
been used for the LES and RANS simulations extracting thermodynamic and trans-
port properties from the tabulated look-up database via trilinear interpolation. The
accuracy of the extracted values has been shown in [9].
3.2 Simulation Setup
A generic channel flow configuration is used to focus this study on transcritical heat
transfer and on the impact of non-linear thermodynamic effects on turbulent flows.
Periodic boundary conditions are imposed in stream- and spanwise direction, and
isothermal no slip boundary conditions are applied at the top and bottom walls. The
channel geometry is 2πh × 2h × πh in the streamwise, wall-normal and spanwise
direction, respectively, see Fig. 4. The channel half-height h is used as characteristic
length. A hyperbolic stretching law is applied in wall-normal direction in order to
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Fig. 4 Computational domain with a hot wall at the top and a cold wall at the bottom at supercritical
pressure
fulfill the resolution requirements at walls, whereas a uniform grid spacing is used in
the stream- and spanwise direction. Roughness and gravity effects are not considered
in the simulations.
Methane is used as working fluid with its critical pressure of pcr = 4.5992MPa
and critical temperature of Tcr = 190.564K. The bulk pressure is pb ≈ 5.0MPa,
corresponding to a reduced pressure of pr = pb/pcr = 1.09. The cold wall temper-
ature is set to Twc = 180K (Twc < Tcr ) and the hot wall temperature to Twh = 400K
(Twh > Tcr ), thus a temperature ratio of Twh/Twc = 2.22 is obtained. These boundary
conditions encompass the pseudo-boiling temperature of Tpb ≈ 193.6K at pb and
result in a density ratio of ρwc/ρwh = 12.0.
Abody force in themomentumand energy equation is added tomaintain a constant
mass flux, which corresponds to a bulk velocity of ub = 74m/s. This results in a
bulk Reynolds number of Reb = (ub2hρb)/μb ≈ 1.67 · 104. The LES and RANS
simulations are initialised with a parabolic velocity profile. A linear temperature
distribution with a bulk pressure of 5MPa is prescribed to accelerate the convergence
and reduce high gradients at the beginning of the simulations. Results obtained with
the SST model are used as initial guess for the BSL RSM simulations. Convergence
is reached when a RMS target value of 1 · 106 is surpassed for the momentum,
continuity, total energy and RSM transport equation residuals.
3.3 Flow and Temperature Field
In the following, the RANS simulations using the BSL RSM turbulence model
together with a constant turbulent Prandtl number and the KC model are compared
with the LES. The mean flow properties in the LES are generated by averaging in
time and subsequently in streamwise and spanwise direction after reaching a quasi-
stationary state.
Figure5a shows the van Driest transformed mean velocity distribution at the cold
and hot wall side over wall units. Since the turbulent heat flux model has a minor
effect on the velocity similar results for the constant turbulent Prandtl number and
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Fig. 5 Mean flow properties over wall units with the van Driest transformed velocity in (a) and
transformed temperature in (b) The analytical law of the wall with κ = 0.41 and B = 5.2, and the
empirical function of Kader are plotted as ( ). LES ( ), BSL RSM with Prt = 0.85
( ) and BSL RSM with Kays and Crawford model ( )
the KCmodel are achieved. For this reason, the velocity profiles using the KCmodel
have been excluded in Fig. 5a. A good agreement is observed between the LES and
the RANS simulation at the hot wall. The profiles also follow the analytical log
law with κ = 0.41 and B = 5.2, since the fluid exhibits an ideal gas like behavior
towards the hot wall. The latter has been shown using the compressibility factor in
[9]. The pseudo-boiling position is located at y+ ≈ 11 in the vicinity of the cold
wall, where strong property variations are present. As a consequence, the LES and
RANS do not coincide and do not follow the law of the wall. Other studies [9, 20, 22,
24] showed, that no general transformation including the semi-local scaling [14] and
the transformation by Trettel and Larsson [30] is able to collapse the mean velocity
profiles for transcritical flows throughout the viscous sublayer and log law region
onto the analytical law of the wall.
The temperature distribution is shown in Fig. 5b using T+, see Sect. 2.3. The
distribution at both walls exhibits a viscous sublayer and log law with different
slopes. The specific heat capacity peak at the pseudo-boiling position acting as a
heat sink leads to a flattening at the cold wall. Only a small difference is observed
between RANS and LES, which is slightly improved using the KC model for the
turbulent Prandtl number. Due to the strongly varying molecular Prandtl number
no analytical law of the wall formulation is included at the cold wall. The RANS
and LES profiles at the hot wall diverge with increasing wall distance. The RANS
profiles follow the empirical formulation by Kader, see Sect. 2.3, in the sublayer,
but underestimate the temperature in the log layer. Using KC model for Prt slightly
adjusts the temperature towards the Kader law.
The turbulent Prandtl number profiles are compared inFig. 6.The turbulent Prandtl
number in the LES is derived based on the enthalpy since the perfect gas relation
h = cpT is not valid in transcritical flows [8]. A good agreement between RANS
and LES is achieved at the cold wall for y+ > 10, but the turbulent Prandtl number
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Fig. 6 Turbulent Prandtl number distribution over wall units. Prt at the cold (a) and hot wall (b).
LES ( ), BSL RSM with Prt = 0.85 ( ) and BSL RSM with Kays and Crawford
model ( )
Table 1 Summary of integral values for LES and RANS simulations







LES 1257 708 3.48 3.00
BSL RSM with
Prt = 0.85
2420 802 5.26 4.95
BSL RSM with
KC
2410 804 5.03 4.72
in the LES starts to increase closer to wall. This can also be observed at the hot wall,
where the KC formulation increases earlier to the wall value of 1.70.
The evaluation of the integral wall values for the performed simulations in Table1
shows, that the wall shear stress at the hot wall for the RANS with Prt = 0.85 is
close to the LES. The discrepancy in the velocity profiles at the cold wall can also be
seen by means of the wall shear stress, which is approximately double as high in the
LES. Higher heat flux values in the RANS simulations result in the observed smaller
temperature values compared to the LES. The use of KC for Prt does not lead to
major improvements in the integral values. Thus, the Reynolds stress modelling has
to be analysed and improved as proposed by [20].
4 Summary and Conclusion
We have conducted RANS simulations using the BSL RSM in combination with
various turbulent heat flux closure models for an asymmetrically heated high aspect
ratio water cooling duct and a transcritical channel flow including strong property
variations within. For the former we used the commercial solver ANSYS CFX and
for the latter ANSYS FLUENT. The results have been compared to well-resolved
LES simulations.
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For the HARCD, the BSL RSM was used in combination with Prt = 0.85,
Prt = 0.9, the algebraic Daly-Harlow and Younis models and additional PDEs for
the individual heat flux components. We observed for the secondary flow field, that
the small vortex strength and extension is significantly underestimated and that the
large vortex strength is in good agreementwith the LES.Due to theweaker secondary
flow the dimensionless temperature T+ is underestimated for all RANS model com-
binations. Using more complex heat flux closure models, the deviation from the LES
increases further from the constant Prt model over the algebraic models to the PDE
model. Likewise, the wall-normal turbulent heat flux v′T ′ is overestimated and the
deviation increases using amore complex heat flux closure. The T+-underestimation
is accompanied by an overestimation of the local and the global wall heat flux. Sim-
ilarly the wall shear stresses are overestimated in the RANS with a higher deviation
for the heated than the adiabatic duct. A possible reason is the usage of the automatic
wall treatment option by ANSYS CFX.
For the transcritical channel case thermodynamic and transport properties have
been modelled using the look-up table method. The BSL RSM turbulence model has
been used in combination with a constant turbulent Prandtl number of 0.85 and the
formulation by Kays and Crawford as heat flux closure. The van Driest transformed
velocity profiles show a good agreement between RANS and LES following the law
of the wall at the hot wall. A discrepancy has been observed at the cold wall, where
the pseudo-boiling is present. This mismatch can also be seen in the wall shear stress
values. The temperature is flattened at the cold wall due to the heat capacity peak.
The temperature profiles in the RANS simulations are underestimated compared to
the LES, which is related to the higher wall heat flux values. An improved heat flux
closure given by KC results in only minor improvements in the temperature profiles.
These results lead to the conclusion, that the Reynolds stress modelling has to be
addressed in order to overcome the mismatch in the vicinity of the pseudo-boiling
to achieve the correct wall shear stresses.
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Experiments on Aerothermal Supersonic
Fluid-Structure Interaction
Dennis Daub, Sebastian Willems, Burkard Esser, and Ali Gülhan
Abstract Mastering aerothermal fluid-structure interaction (FSI) is crucial for the
efficient and reliable design of future (reusable) launch vehicles. However, capa-
bilities in this area are still quite limited. To address this issue, a multidisciplinary
experimental and numerical study of such problems was conducted within SFB TRR
40. Our work during the last funding period was focused on studying the effects of
moderate and high thermal loads. This paper provides an overview of our experi-
ments on FSI including structural dynamics and thermal effects for configurations
in two different flow regimes. The first setup was designed to study the combined
effects of thermal and pressure loads. We investigated a range of conditions includ-
ing shock-wave/boundary-layer interaction (SWBLI) with various incident shock
angles leading to, in some cases, large flow separation with high amplitude temper-
ature dependent panel oscillations. The respective aerothermal loads were studied in
detail using a rigid reference panel. The second setup allowed us to study the effects
of severe heating leading to plastic deformation of the structure. We obtained severe
localized heating resulting in partly plastic deformations of more than 12 times the
panel thickness. Furthermore, the effects of repeated load cycles were studied.
1 Introduction
Vehicles traveling through earth’s atmosphere at supersonic and hypersonic speeds
are subjected to severe aerothermal loads from the surrounding flow field and in
many cases also from their propulsion system. Building such vehicles requires very
light weight design inevitably prone to structural deformation that can in turn alter the
flowfield and aerothermal loads, whichwe call fluid-structure interaction (FSI). Such
interactions can show awide range of non-linear and/or path dependent behavior [40,
53], making safe and efficient design a major challenge. Furthermore aerodynamic
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problems in many cases crucial for the aerothermodynamic loads like boundary
layer transition and shock-wave/boundary-layer interaction (SWBLI) are not fully
understood [38]. FSI can lead to degraded performance or structural failure [3, 47,
52, 58] and has done so from the earliest days of aviation [20] to modern launch
vehicles [15, 31].
To solve these problems,multidisciplinary fluid-structure coupled numerical tools
to predict FSI are essential for vehicle design and development, especially consid-
ering the current interest in reusable systems. But despite significant advances in
simulation methods, FSI remains a major challenge [28, 38, 52, 53].
To address this issue, a multidisciplinary experimental and numerical study of
such problems was conducted within SFB TRR 40 [23, 26, 37, 44, 45, 60].
Development and validation of coupled numerical tools depends on the avail-
ability of high quality reference experiments [39, 52, 54]. However, only very few
such studies can be found in literature. Some research was focused on preventing
panel flutter [13, 14]. Other experimental results were obtained from flight experi-
ments too complex for validation of basic methods (e.g. [29, 41]). For the purpose
of fundamental analysis and validation of numerical models, only basic geometric
configurations are suitable.
1.1 FSI and SWBLI
FSI with SWBLI is a case of particular interest because of the induced high pressure
and temperature gradients aswell as its complexity due to the combination of inherent
SWBLI dynamics [12] with structural dynamics and its relevance in engineering
application for rocket nozzles [19] and supersonic flight [38].
Early experiments were conducted by [35]. They measured pressure fluctuations
and the response of an elastic panel induced by incident SWBLI. Pressure fluctuations
and panel movements were found to be increased compared to a case that was solely
excited by a turbulent boundary layer. Other classic experiments were conducted by
[4]. They found a large increase in panel response for separated flow fields.
Recent notable contributions to the field usingmodern high speed instrumentation
weremade by [50, 51].An experimental setup similar to [35] consisting of an incident
SWBLI and an elastic panelwas used.High speed full field pressure and displacement
measurements through digital image correlation (DIC) [1, 2] were used to obtain data
for detailed analysis and validation of numerical FSI simulations. Panel response
was drastically changed in comparison to the no-shock case and, depending on the
shock position, the maximum amplitude of the panel deformation was significantly
increased. Numerical results by [21, 22] suggest that while good agreement on mean
quantities was achieved it is crucial for the prediction of the dynamics of the coupled
system to take into account the intrinsic unsteadiness of SWBLI. FSI experiments
with SWBLIwith a different focus were conducted by [5, 6]. They studied the effects
of an incident shock on cantilevered plates resembling control surfaces.
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Extensive numerical studies were conducted by [56, 57]. Variations of incident
shock configurations were investigated using Euler and RANSmethods. They found
self-sustained oscillations of the structure and showed that the dynamic pressure nec-
essary decreases with increasing shock strength. Another recent numerical study on
FSI with laminar SWBLI was done by [49]. They observed self-excited oscillations
which increased in amplitude with increase of incident shock strength.
Experiments similar to [50, 51] with a slightly different approach and focus were
conducted at DLRwithin SFB TRR 40 by [59, 60]. Like [35, 51] an incident SWBLI
interacts with an elastic panel. But unlike in the other configurations a flat plate divid-
ing the wind tunnel test section was used to obtain a new boundary layer while [35,
51] used the facility boundary layer. This approach makes construction and instru-
mentation of the elastic structure more difficult but provides more reliable boundary
conditions on the flow side for comparison to high fidelity numerical methods like
LES. Furthermore a panel clamped only at the upstream and downstream sides was
used to reduce 3D effects. Practical limits to this approach are the finite width of the
panel and of the test section. Due to the width of the shock generator the incident
shock on the panel showed strong 3D behavior. Consequently, the setupwasmodified
by using a rotatable shock generator spanning the full width of the test section to
obtain a more 2D flow field as well as undeformed initial conditions for the panel [8,
9]. Furthermore the new shock generator allows to quickly alter the incident shock
angle allowing forced excitation of the structure. These changes made it possible
to compare the obtained data both to LES flow simulations by [46] as well as cou-
pled FSI simulations [44]. Static and dynamic pressure measurements for the rigid
case showed very good agreement demonstrating both the reliability of the obtained
flow field measurements as well as of the LES. The comparison of experiment and
LES-coupled FSI simulation is the only such attempt known to the authors.
The present study extends the available data set to higher total temperatures where
combined thermal and pressure loads interact with the structure (Sect. 2).
1.2 High Temperature FSI
Despite a rich history of development and research of thermal structures including
such prominent examples as the X-15, National Aerospace Plane, Sänger, Space
Shuttle and current ventures into hypersonics only very little experimental data on
high temperature generic configurations suitable for fundamental research and vali-
dation of coupled numerical tools is available.
References [32, 48] investigated aerothermal FSI of a generic C/C-SiC structure
similar to a re-entry vehicle nose using digital image correlation (DIC) at DLR’s
L3K facility for the first time. [48] as well as [24] also conducted experiments on
heating of gaps and control surfaces in similar conditions that were compared to FSI
simulations [33, 34, 48] showing that coupled simulations are crucial for predicting
heating of complex geometries and/or areas with strong thermal gradients.
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Within SFB TRR 40, experiments with focus on thermal FSI in high enthalpy
conditions were conducted by [60, 61]. They established a data base on structural
heating for several generic rigid C/C-SiC geometries. Theses experimental results
showed good agreement with thermally coupled simulations.
References [27, 42] investigated a metallic structure using DIC and obtained sig-
nificant plastic deformation. These results were compared to coupled simulations
demonstrating the feasibility of this approach. The present study is a follow-up to
these experiments. The obtained data will serve as reference for improved thermo-
plastic coupled simulations by [37]. The overview given in this paper is based on the
full results published in [7].
Numerical work in this area was also done by [55], who investigated viscoplastic
deformation due to localized heating on hypersonic structures as well as the increase
of aerodynamic heating due to deformation of the structure [54]. Reference [30] con-
ducted coupled simulations and suggested using metallic thermal protection systems
for reusable launch vehicles.
Reference [17] conducted an interesting related study on buckling induced by
localized heating of constrained panels but without aerodynamic loads.
2 Experiments on Aerothermoelastic FSI with SWBLI
2.1 Wind Tunnel H2K
To obtain flow conditions suitable for studying a combination of pressure-driven
structural dynamics as well as thermal effects a facility is required that provides
both sufficient dynamic pressure and total temperature. The experiments were thus
conducted in the H2K wind tunnel at DLR, Cologne, a versatile blow down facility
with a free jet test section (Fig. 1) [43]. Resistance heaters are used to adjust the total
temperature. The nozzle can be exchanged to vary the Mach number. The nozzle
exit diameter is 600mm. The results presented in this paper were obtained at a Mach
number of 5.33, total temperature of 390K and a total pressure of 1250kPa resulting
in a Reynolds number of about 19.3 × 106/m.
2.2 Wind Tunnel Model and Instrumentation
Figure2 shows a Schlieren image during a wind tunnel run to clarify the wind tunnel
model configuration and basic properties of the flow field. The model is positioned
in the free jet of the H2K facility. On the bottom of the image, there is a flat plate that
carries flush mounted elastic or rigid inserts for FSI or reference experiments. On
top, there is a shock generator that can be positioned at various angles and locations
or removed entirely. The free surface area of the elastic inserts is about 300mm ×
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Fig. 1 Hypersonic blow down wind tunnel H2K at DLR Cologne
Fig. 2 Example Schlieren image
200mm (marked in white in Fig. 2). Panels of 0.3mm and 0.7mm thickness made
of stainless steel were used. The origin of the coordinate system is located at the
upstream end of the elastic section 115mm from the leading edge. Refer to [11] for
a detailed description.
The deformation of the elastic panels was measured using high speed capacitive
distance sensors [11]. To simultaneously observe the flow field, a high speed camera
was used to record Schlieren images. A new Schlieren setup was designed and built
to achieve optimal results [10]. On the rigid reference insert, various low and high
speed pressure sensors were used along with an IR camera to study heating.
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Fig. 3 Examples of measured modes (255, 435, 695Hz) of the 0.7mm panel without flow (ampli-
tudes not to scale)
2.3 Properties of the Elastic Panel
The properties of the elastic panels, which are crucial for detailed analysis and mod-
eling, were investigated using an automatic impact hammer with a force sensor and
an accelerometer as well as a laser doppler velocimeter. Exemplary results are shown
in Fig. 3.
2.4 Experimental Results
We conducted several experimental campaigns to study structural heating and static
and dynamic pressure loads on a rigid reference structure aswell as structural dynam-
ics of thin panels under various flow conditions.
Figures4a–c and 5a–c illustrate exemplary results for the 0.7mm and 0.3mmpan-
els with andwithout shock generator. They each show an instantaneous shadowgraph
image of the flow field, the recorded panel displacement measurements on three loca-
tions on the panel (at x = 75mm, 155mm, 225mm) as well as a spectrogram of the
center sensor displacement. The time series plots show that large amplitude self-
sustained oscillations were obtained in both cases and both show transient behavior
caused by the heating of the panel that eventually even stops the panel oscillation
while the wind tunnel is still running at unchanged conditions. During the experi-
ment, even a small change in surface temperature of less than 100K in the case with
SWBLI and less than 40K for the case without SWBLI (see [11]) brings about a
fundamental change in the behavior of the panel, further underlining the importance
of coupled treatment of such problems for vehicle design. This temperature range is
well within reach during a supersonic retropropulsion maneuver [16].
The spectrograms Figs. 4c and 5c show that, in addition to starting and stop-
ping significant panel oscillations, shifts in the the detected frequencies occur. The
obtained data sets are currently analyzed in detail with regards to heating of the
panel, static and dynamic pressure loads from the SWBLI and structural dynamics.




Fig. 4 a Instantaneous shadowgraph image—0.7mm panel, 20◦ shock generator angle. b Time
series, displacement sensors—0.7mm panel, 20◦ shock generator angle. c Spectrogram, central
displacement sensor—0.7mm panel, 20◦ shock generator angle




Fig. 5 a Instantaneous shadowgraph image—0.3mmpanel,without shock generator.bTime series,
displacement sensors—0.3mmpanel, without shock generator. c Spectrogram, central displacement
sensor—0.3mm panel, without shock generator
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The comparison of the high-speed shadowgraph recordings to the observed panel
movements will be of particular interest.
This study provides an important and novel data set with regards to the setup
of coupled simulations as well as design of future experiments. To the authors’
knowledge, the only other studies where thermal effects were considered for a similar
configuration were done by [52], but at lower Mach numbers complementing the
present results.
3 Experiments on High Temperature FSI with Plastic
Deformation
3.1 Arc-Heated Wind Tunnel L3K
The arc-heatedwind tunnel L3K at DLR, Cologne (Fig. 6) [25] was used to obtain the
aerothermal loads required for significant plastic deformation. This facility provides
a hypersonic free jet at total temperatures between 4000 and 7000K. The experiments
were conducted at 20◦ angle of attack at the flow conditions shown in Table 1.
Fig. 6 Arc-heated wind tunnel L3K at DLR, Cologne
Table 1 Computed flow conditions
Flow parameters Flow composition
Variable Value Species Mass Fraction
Ma∞ 7.7 N2 0.755
p∞ 50.3 Pa O2 0.021
T∞ 477K NO 0.022
v∞ 3756m/s N < 0.0001
O 0.202
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Fig. 7 Wind tunnel model (Unprocessed infrared image, Reference sensor positions and DIC
marking)
3.2 Wind Tunnel Model and Instrumentation
Figure7 shows an infrared image during a wind tunnel run to clarify the wind tunnel
model configuration. The model is positioned in the free jet of the L3K facility. It
consists of a cooled nose (left) and support structure (underneath) that holds a thick
frame in which the test panels (200 × 200mm of 1mm or 2mm thickness, made
of Incoloy 800 H) were mounted. The basic concept is that the thin panel with low
thermal capacity heats up quickly and buckles against the thick frame of high thermal
capacity that remains much colder. Thus in Fig. 7 the cold frame and warm panel can
be seen clearly. Refer to [7] for a full description.
During the experiments, time resolved full field surface temperature and dis-
placement measurements were conducted using an IR camera and DIC (Fig. 7) [7].
For both deformation and temperature, additional independent measurements were
conducted using laser triangulation sensors and pyrometers.
3.3 Experimental Results
We conducted several experimental campaigns to obtain data on high temperature
FSI including plastic deformation of the structure. An example of the results obtained
is given in Figs. 8, 9a, b. Refer to [7] for a full description of the experiments.1
Figure8 shows the deformation of a 1mm panel during one experiment (sensor
positions see Fig. 7). At 0 s the model reached its position in the wind tunnel jet. The
panel quickly buckled into the flow field with declining rate of change until reaching
an equilibrium state. The jet was shut down at 120s. Then the cool-down of the
structure was observed in vacuum conditions.
Figure9a, b show the surface deformation and temperature of this panel after
a 120s wind tunnel run just before jet shut-down. Maximum deformation occurs
upstream of the panel center unlike for a panel under uniform temperature load.
1The data shown is referred to as Run 5 in [7].
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Fig. 8 Comparison of DIC
and laser displacement
measurements















Correspondingly, the maximum temperature is reached upstream of the center in
the area where the panel buckles into the flow causing a local increase in heating
of the structure underlining the need for fluid-structure coupled treatment of such
problems.
This time-resolved full field temperature and deformation data set is well suited
for comparison to numerical simulations. The data was validated by additional mea-
surements with independent instrumentation, e.g. external DIC and internal laser tri-
angulation sensors (Fig. 8). Large plastic deformation of the structures was obtained,
clearly showing a significant effect of the deformation on the temperature field. Fur-
thermore the panels were subjected to repeated load cycles. For the comparison of
the experiments to numerical simulations conducted within SFB TRR 40 see [36].
For results on the use of thermal barrier coating see [18].
4 Conclusion
We conducted experimental FSI studies on thermally transient self-sustained oscil-
lations/flutter with and without incident shock as well as plastic buckling of panels
in hypersonic flow.
The former is the only experimental study to date to consider FSI with SWBLI
for a panel configuration in hypersonic flow providing insight into the influence of
the panel temperature and SWBLI on structural dynamics. Only few studies at lower
Mach numbers were previously available in the literature, in most cases without
investigation of thermal effects. The results suggest that both a temperature depen-
dent onset and ending of high amplitude oscillations occurred in several cases. This
novel data set will be analyzed in detail especially with regards to the thermal and
pressure effects of the SWBLI on the panel dynamics. The analysis of the high
speed shadowgraph recordings will be valuable with regards to the dynamics of the
SWBLI. These experiments provide an excellent starting point for further studies on
334 D. Daub et al.
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Fig. 9 a Deformation contour of a 1mm panel after 120s. b Temperature distribution of a 1mm
panel after 120s
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an extended range of flow conditions and structural configurations. FSI with tran-
sitional SWBLI with its effect on heating might be a point of particular interest.
Full field measurement techniques such as high speed DIC and PIV could provide a
challenging but promising addition to the present instrumentation setup.
The latter study on FSI in high enthalpy conditions including plastic deforma-
tion provided validated time-resolved full field measurements of both temperature
and deformation fields, as well as insights into dynamic effects and repeated loads
cycles. This data is used for validation of the multidisciplinary coupled simulations
conducted with our cooperation partners within SFB TRR 40 [36]. Furthermore, this
configuration was used as a test case for the application of thermal barrier coating
developed in SFB TRR 40 [18].
These results contribute to the development of future (reusable) launch vehicles
and supersonic aircraft by improving general understanding of multidisciplinary FSI
problems as well as by providing validation data for tools needed to efficiently and
safely design such vehicles.
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Numerical Modelling of Fluid-Structure
Interaction for Thermal Buckling
in Hypersonic Flow
Katharina Martin, Dennis Daub, Burkard Esser, Ali Gülhan,
and Stefanie Reese
Abstract Experiments have shown that a high-enthalpy flow field might lead under
certain mechanical constraints to buckling effects and plastic deformation. The panel
buckling into the flow changes the flow field causing locally increased heating which
in turn affects the panel deformation. The temperature increase due to aerothermal
heating in the hypersonic flow causes the metallic panel to buckle into the flow.
To investigate these phenomena numerically, a thermomechanical simulation of a
fluid-structure interaction (FSI) model for thermal buckling is presented. The FSI
simulation is set up in a staggered scheme and split into a thermal solid, a mechani-
cal solid and a fluid computation. The structural solver Abaqus and the fluid solver
TAU from the German Aerospace Center (DLR) are coupled within the FSI code
ifls developed at the Institute of Aircraft Design and Lightweight Structures (IFL) at
TU Braunschweig. The FSI setup focuses on the choice of an equilibrium iteration
method, the time integration and the data transfer between grids. To model the com-
plex material behaviour of the structure, a viscoplastic material model with linear
isotropic hardening and thermal expansion including material parameters, which are
nonlinearly dependent on temperature, is used.
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1 Introduction
Thermal buckling is a key issue at the wing leading edge of aeroplanes and reusable
launch vehicles [11, 12, 25] which leads to a stiffness reduction [25]. Buckles were
also observed overmuch of the underside of the experimental aircraftY-12 [24]. Ther-
mal buckling occurs under thermal loads combined with unavoidable constraints,
which prevent themovement of the structure. First investigations of thermal buckling
were conducted by [1, 26]. The phenomenon is particularly significant in hypersonic
flow [9, 20] because of the strong interdependence between flow field and structure.
Due to the buckling of the structure, shocks and expansion regions occur along the
panel, which lead to a change in temperature, pressure and velocity of the fluid, which
in turn alters the structural deformation. This can decrease the efficiency or even lead
to structural failure. The effects of thermal buckling are shown in Fig. 1. Thermal
buckling was shown in the experiments conducted by [2, 6]. A metallic panel was
mounted to a support structure and its movement is restricted at the connections. The
panel buckling is investigated at a Mach number of Ma = 7.7 in a wind tunnel. Ther-
mal loads lead to an expansion of the panel, which causes it to buckle into the flow.
Numerical investigations of coupled fluid structure interaction of different
deformed and undeformed rigid panels at hypersonic speed (Ma = 11.44) were
conducted by [12]. In their consequent work, deformations caused by thermal heat-
ing were included [11]. Fluid-thermal-structural interaction at hypersonic speed
(Ma = 5.3) with cyclic loading including dynamic effects due to fluttering of skin
panels, damage fatigue and effects of strain hardening and its comparison to elastic
models were investigated in [14]. A thermoviscoplastic analysis of cooled structures
in hypersonic flowwas conducted by [27]. Experimental validation of numerical FSI
in hypersonic flowwas investigated by [17, 30, 31]. In the latter papers, only thermal
aspects in the structural investigation were taken into account.
In this work, the simulation of a thermomechanical fluid-structure interaction of
thermal buckling is investigated and compared to experimental results conducted
by [6]. The experimental results show the largest increase in deformation of about
12mm in the first 60 s. The change in deformation is generally slow. Therefore, no
dynamical effects are considered and a steady state is assumed for the fluid and struc-
tural computation, which means that an equilibrium between structure and fluid must
be obtained for each time step. For the fluid computation the fluid solver TAU devel-
oped at theGermanAerospaceCenter (DLR) is used [16]. The structural computation
is divided into a transient thermal and a static mechanical analysis. Results from the
fluid computation are used as boundary conditions and loads for the structural anal-
ysis, and vice versa. For the structural material a viscoplastic model including large
deformations [29] and thermal expansions is chosen. A highly temperature- and
rate-dependent material behaviour must be considered since the temperature ranges
from room temperature up to 1200 ◦C and viscous effects play an important role at
temperatures above 600 ◦C for the chosen material [10]. This is achieved by defining
material parameters which are nonlinearly dependent on the temperature [21, 28] and
a material model, which includes viscous effects. Therefore, a thermodynamically
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Fig. 1 Influence of thermal buckling on fluid flow
consistent model of viscoplasticity with linear isotropic hardening for large deforma-
tions is chosen, which is based on [7, 15, 29]. This material model is implemented
as a User Material Subroutine (UMAT) into the commercial finite element program
Abaqus. The transient thermal computation includes heat conduction and radiation
on the panel coupling interface and in the cavity between panel and its mount. The
fluid and structural computation are coupled by the FSI coupling tool ifls which is
provided by the IFL at TU Braunschweig. The software implementation of the FSI
is done by [8, 13, 20].
2 Fluid-Structure Interaction
ifls provides a coupling interface for several structural and fluid solvers, which are
easily exchangeable. For this computation the structural solver Abaqus FEA and the
fluid solver TAU are used. In Fig. 2 the coupling scheme for the buckling problem
is shown. Bold arrows denote the flow of the diagram. It is a sequential coupling
scheme with three parts
• thermal structural computation in Abaqus FEA,
• mechanical structural computation in Abaqus FEA with an implemented user
material model,
• fluid computation,
Between each computation a step is interposed in which the state quantities used
as boundary conditions for the following computation are transferred. Quantities
denoted by (·) f are input and output values of the fluid computation; quantities
denoted by (·)s are those of the structural computation. Since the maximum defor-
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Fig. 2 Staggered coupling scheme of ifls [8, 13, 20]
mation of the panel of 12mm takes 60 s to fully develop, it is rather slow. Therefore,
an equilibrium state for fluid and solid can be assumed in each time step. For this,
a Dirichlet–Neumann method is used. The Dirichlet problem is solved in the fluid
computation with the displacement u f and the temperature θ f at the boundaries. The
Neumann problem is solved in both structural computations. The boundary condi-
tion for the thermal solid computation is the heat flux qs from the fluid computation.
The calculated temperature θs and the pressure ps are used as boundary conditions
for the mechanical solid computation. The convergence criterion for the equilibrium
method is the Aitken method, which improves the rate of convergence. For the time
integration, an iterative staggered procedure is used as shown in [9]. Due to the fact
that the meshes are non-conforming, the mentioned state quantities, e.g. results from
both computations must be transferred from one grid to the other. This is done by
means of a Lagrange multiplier and a coupling matrix which defines the explicit
relations between fluid and solid mesh [9]. No remeshing of the fluid mesh is needed
due to a mesh adaptation where the fluid mesh is moved with the deformation of the
panel and the resultant shock form changes [20].
3 Structural Model
The structural computation is divided into a transient thermal and a static mechanical
analysis. The structural model is shown in Fig. 3. The frame and the panel, shown in
blue and brown, are made out of Incoloy 800HT. For the isolation, shown in green,
white and red, Schupp Ultra Board 1850/500 by Schupp Industriekeramik is used.
The support plate is made out of Copper and is shown in grey. The rounded nose,
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Fig. 3 Thermal and mechanical boundary conditions (BC) for structural model: circular fixation
and isothermal BC on support plate, pressure and heat flux on top surface (all dimensions in mm)
which can be seen in the figure, is not modelled in the structural computation. Since
the isolation is located between the rounded nose and the frame, the authors assume
that it will not have an influence on the temperature distribution and displacement
of the model. To reduce computational time symmetry is exploited and only half
of the structure is considered. Shell elements are used for the panel and continuum
elements for the isolation and frame, respectively. Finite elements based on reduced
integration with hourglass stabilization are used for the spatial discretization [19].
3.1 Thermal Analysis
For the thermal analysis a standard transientAbaqus heat transfer and radiationmodel
is used. The implemented energy balance is
∫
V
ρ ė dV =
∫
S




with the volume V and surface S of the solid material, the density ρ, the rate of the
internal energy ė, the heat flux q and the heat r supplied externally into the body. For
a purely thermal analysis, the internal energy is only dependent on the temperature
e = e(θ).Heat conductivity is givenbyFourier’s lawq = −λ∂θ
∂x with the conductivity
λ and the position vector x. On the top surface of the structure a radiation boundary




, with the emissivity ε and the sink
temperature θ∞.
The three-dimensional thermal model is composed of 43760 DC3D8 and 2593
DS4 elements with eleven integration points over the thickness. The boundary con-
ditions are taken from the experiments. The temperature at the bottom of the panel
is held fixed at T = 300K due to a water-cooled support plate, the heat flux from
the fluid computation is applied to the top surface. A surface radiation boundary
condition is used at the top surface. Cavity radiation occurs in the cavity between
panel, frame and the insulation. The emissivity is 0.8 for Incoloy 800HT [18] and
0.3 for the insulation [6]. The emissivity of Incoloy 800HT was investigated at tem-
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peratures of 800 and 1100 ◦C and were found to be constant. Cooling of the panel is
caused by heat radiation from the panel to the surrounding structures and the flow.
The temperature dependent material parameters thermal conductivity, specific heat,
thermal expansion and density can be found in [20, 23].
3.2 Structural Analysis
For the mechanical analysis a standard static Abaqus material model for linear elas-
ticity with thermal expansion is used for the insulation. For the Incoloy a static elasto-
viscoplastic material model with linear isotropic hardening and thermal expansion
is implemented in an Abaqus UMAT. A multiplicative split is used for the defor-
mation gradient F = Fe Fp. Fe represents the elastic part and Fp is the plastic part
due to dislocation of the crystal grid. The constitutive equations are derived with the
Clausius–Duhem inequality for isothermal processes
− ̇ + τ · d ≥ 0 (2)
Here, ̇ denotes the rate of the Helmholtz free energy, τ the Kirchhoff stress tensor,
d the symmetric part of the velocity gradient l = ḞF−1. TheHelmholtz free energy
depends on the elastic Green-Lagrange strain tensor Ee, on the accumulated plastic
strain variable κ and the temperature θ . It is additively split into an elastic, an isotropic
hardening and a thermal expansion part:
 = e(Ee) + iso(κ) + th(θ)
= λ
2
[tr(Ee)]2 + μ tr (E2e) + Hκ − (θ − θ0) αT λ det(F) (3)
The elastic Green-Lagrange strain tensor is calculated by Ee = 12 (Ce − I), whereas
Ce is the right Cauchy–Green tensor and I the identity matrix. μ and λ are the
Lame constants given by the Young’s modulus and the Poisson’s ratio. H is the
hardening parameter and αT the thermal expansion parameter. Inserting Eq. (3) into
the Clausius–Duhem equation (2), the Kirchhoff stress tensor τ and the hardening
variable q are derived, c.f. [22]:
τ = 2Fe ∂e
∂Ce




The thermodynamical consistency is fulfilled with the evolution equations
dp = λ̇ ∂

∂τ
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Here, dp is the symmetric part of the plastic velocity gradient lp and 
 is the von-
Mises yield surface











completes the set of equations with the normalized yield function 
̄. η is the viscosity
parameter, which controls the rate dependency of the material. The material model is
modified for a plane stress state in order to also use it for shell elements. The structural
model with the boundary conditions and element description is shown in Fig. 3. For
the mechanical boundary conditions, the nodes at the circular clamping are fixed
and the temperature distribution over the whole structure is given from the thermal
analysis. The pressure of the fluid is given on the top surface. The three-dimensional
mechanical model is composed of 43760C3D8R and 2593 S4R elements with eleven
integration points over the thickness.Mechanical material tests were conducted at the
Institute of Applied Mechanics to determine the Young’s modulus E , the yield stress
τy and the linear hardening parameter H over a temperature range of 20–1000 ◦C.
The results can be found in Table1. The Poisson’s ratio and the viscosity parameter
are taken from [20].







20 197 220 662
100 191 209 685
200 185 178 714
300 178 150 731
400 170 127 748
500 165 110 766
600 158 112 706
700 150 114 601
800 139 109 300
900 134 100 45
1000 127 82 2
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4 Fluid Model
Thefluid computation is performed bymeans of the programTAU from theDLR [17].
For the fluid simulation, a laminar solver is used. For the spatial discretization the
AUSMDV-Upwind method is used and for the time integration a pseudo 3rd-order
Runge-Kutta method. The freestream conditions for the fluid computation, which
have also been used for the experiments [3], are given in Table2. An ideal gas law is
used. Chemical non-equilibrium is not considered. The boundary conditions along
the domain are shown in Fig. 4. The fluid grid has local refinements at the expected
shock interface of the detached bow shock, at the boundary layer and at the region
where isotropic compression occurs. Only the flow across the panel and frame is
simulated, the flow around the structure is not considered. Results from [20] suggest
that it might have an influence on the temperature distribution of the panel and will be
investigated in the future. To reduce the computational time, symmetry is exploited
and only half of the flow is simulated.
Table 2 Freestream conditions [3]
Ma∞ T∞ p∞ Pr γ R
7.7 477K 50.3Pa 0.72 1.451 340.8 J/(kgK)
Fig. 4 Boundary conditions of fluid flow
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5 Results
5.1 Solid
In Fig. 5 (left) the deformation of the experiment [2, 5] and simulation is compared
at the center locations over the simulation time of 120 s. The coordinates of this and
all other used locations are given in Table3.
The calculated deformation in the center is in very good agreementwith the exper-
imental results of all runs, for which always a new panel was used. The maximum
amplitude as well as the development over the time coincides with all experimen-
tal investigations. The decrease in deformation after about 70 s, which is visible in
the experimental results, is explained by the thermal expansion of the frame, which
yields to an overall decrease of the amplitude. It is not as developed in the simulation
and takes place at a later stage, at 110 s. In Fig. 5 (right) the deformation is compared
at all measured positions with the experimental results of run 5. All four simulated
curves are in good agreement for the first 10–20 s. Afterwards the positions front and
center lag behind the experimental results, however exceed the deformations after
about 50–60 s. The deformation at the left are lower between 20 and 70 s, however
are in very good agreement before and afterwards. The deformations at the rear are
Fig. 5 Comparison of the displacement over time of simulation and experiment—Left: all center
position. Right: all positions compared with experiment (run 5)
Table 3 Measurement positions [3]
Position Front Left Center Rear
x (mm) 50 100 100 150
y (mm) 0 −50 0 0
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in good agreement until 30 s and are higher afterwards. The deformation at the center
are overestimated by about 0.8mm at 120 s compared to the experimental results of
run 5; the front and left differ by only 0.1mm at 120 s. However, the deformation
at the rear is 2mm higher than in the experiments. As already shown the experi-
mental results for the different runs differ by about 0.8mm as well. Therefore, a
difference of about 0.8mm is considered a good agreement with the experimental
results. In Fig. 6 (left) the temperature distribution over time at the center point is
shown and the calculated temperature is 50K lower than the experimental results.
The slopes of the temperature are consistent for experiment and simulation for the
considered time period. This suggests that the heat transfer from the fluid to the
structural heat computation is correctly modelled. The temperature in the first 40 s
is about 70K lower compared to the experimental results. A temperature deviation
between the four experimental runs of about 50K is observed. The temperature at
the four positions is compared to run 5 of the experiments in Fig. 6 (right) [2]. As it
has been shown for the deformation, the calculated temperature is also lower than the
experimentally determined temperature in first 40–50 s. Only for the rear it exceeds
it afterwards. For the positions center, left and rear the temperatures lie within the
uncertainty of the measurement and are considered to be in good agreement. The
temperature at the front is 150K lower than in the experiment at 120 s. Also the slopes
of the temperature are in good agreement for all positions except for the front. At this
position the temperature increases only slightly after 50 s. As for now only an ideal
gas law is used for the fluid computation. Catalytical effects might have an influence
of the temperature, which is to be investigated. The displacement contour and form
of the buckle is compared in Fig. 7 with the experimental results at t = 60 s. Both
contour plots show a wavy form with the highest amplitude shifted towards small
x-values, i.e. shifted towards the inflow. The position of the highest amplitude of the
simulation and the deformation at the centreline is in very good agreement with the
experimental results. Merely, the slope at values larger than x = 100 differs slightly.
A buckling into the corners, which is shown in the experimental contour plot, was not
achieved in the simulations. An investigation of different boundary conditions at the
connection between panel and frame did not lead to an increase of amplitude of the
corners of the panel. This needs to be further investigated. The temperature contour
plots for simulation and experiment are shown in Fig. 8 at t = 60 s. The tempera-
ture distributions differ especially at the front of the panel. A steeper increase of the
temperature slope is shown in the experimental results compared to the simulation.
A temperature of 1200K is present at x = 10mm in the experiments compared to
x = 30mm in the simulation. At values larger than x = 100mm, the temperature
coincides at the centerline. The temperature isoline of 1200K in the experiments
extends into the front corners and into the back corners for the 1000K isoline. This
is not observed in the simulation as the corners do not buckle, hence a temperature
increase at these locations is not possible.
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Fig. 6 Comparison of the temperature over time of simulation and experiment—Left: all center
position. Right: all positions compared with experiment (run 5)
Fig. 7 Displacement contour plot at t = 60s; left: simulation, right: experiment [2, 4]
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Fig. 8 Temperature contour plot at t = 60s; left: simulation, right: experiment [2, 4]
5.2 Fluid
The computational results from the fluid calculation are evaluated quantitatively.
The Mach number Ma is shown in Fig. 9 for the times t = 0 s, t = 30 s, t = 60 s and
t = 120 s. At t = 0 s the panel is undeformed. A detached bow is located at the nose,
which causes a drop of the Mach number over the bow shock. The Mach number
at the boundary is zero. At t = 30 s the panel heats up and therefore buckles into
the flow. The compression region in the front of the panel can be seen. This shock
interacts with the detached bow shock and causes an expansion of shock. At the
maximum buckling amplitude a Prandtl-Meyer expansion begins, where the fluid
accelerates and the pressure decreases. At t = 60 s the shock regions have reached
their maximum due to the maximum deformation at that time. At t = 120 s the fluid
flow field has not changed due to a constant temperature and deformation of the
panel.
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Fig. 9 Mach number at t = 0 s (top left), t = 30 s (top right), t = 60 s (bottom left) and t = 120 s
(bottom right); max = 7.7
6 Conclusion
In this work, a simulation of a thermomechanical fluid-structure interaction for ther-
mal buckling in hypersonic flow was presented. The fluid-structure interaction is
divided into a transient thermal and a static mechanical structural analysis and a
fluid simulation. For the static analysis a viscoplastic material with linear isotropic
hardening for finite strains and thermal expansion including temperature dependent
material parameters was implemented in Abaqus as a UMAT. For the fluid compu-
tation the fluid solver TAU was used. Both programs are loosely coupled by the FSI
coupling tool ifls. Displacement and temperature results from the simulation were
compared with experimental data. The buckling form of the panel coincides with the
experimental results except for the corners. If this effect is caused by the boundary
conditionswill be investigated in future. Furthermore, themaximumdisplacements at
the front, center and left from the simulation conform with the experimental results
within the uncertainty of the repeatability. Deformations at the rear deviate after
40 s. The temperatures at all positions except the rear are lower than the experi-
mental determined temperatures. The results of the fluid computation are evaluated
qualitatively and show the expected behaviour. In future works the effects of the
flow around the panel should be should be investigated. Since catalytic effects are
difficult to be determined in the experiments, the influence can only be estimated. An
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investigation if there are deviations compared to the ideal gas solution and if those
will lead to an increase in temperature will be investigated in future.
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Investigation of CH4/O2 Rocket
Combustors
Nikolaos Perakis and Oskar J. Haidn
Abstract The experimental investigation of sub-scale rocket engines gives signifi-
cant information about the combustion dynamics and wall heat transfer phenomena
occurring in full-scale hardware. At the same time, the performed experiments serve
as validation test cases for numerical CFD models and for that reason it is vital to
obtain accurate experimental data. In the present work, an inverse method is devel-
oped able to accurately predict the axial and circumferential heat flux distribution
in CH4/O2 rocket combustors. The obtained profiles are used to deduce information
about the injector-injector and injector-flame interactions. Using a 3D CFD simula-
tion of the combustion and heat transfer within a multi-element thrust chamber, the
physical phenomena behind the measured heat flux profiles can be inferred. A very
good qualitative and quantitative agreement between the experimental measurements
and the numerical simulations is achieved.
1 Introduction
A very important step in the process of designing and optimizing new components
or subsystems for rocket propulsion devices is the numerical simulation of the flow
and combustion in them. Implementing CFD tools in the design process significantly
reduces the development time and cost and allows for greater flexibility. The main
requirements that a successful CFD tool must fulfill in order to be suitable for rocket
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engine applications is providing an accurate description of the heat loads on the
chamberwall, the combustion pressure, combustion efficiency aswell as performance
parameters such as the specific impulse [8].
A significant step during the development of numerical tools for combustion and
turbulence modeling in rocket engines is the validation of the models. For this pro-
cess, the design and testing of sub-scale engines is required. Specifically, before the
design of full-scale engines, tests using single-element and multi-element sub-scale
hardware are performed [2, 10, 12, 15]. The knowledge about the performance of the
injector elements, i.e. the mixing of the propellants, the injector/injector interaction
and injector/wall interaction in the sub-scale experiments is used as an input for the
improvement of the full-scale design without the need for costly full-scale testing.
The test data obtained from the sub-scale configurations are then used to provide
validation data for numerical simulations. The need for this data over a wide range
of operational conditions is even more critical for the innovative propellant combi-
nation of methane/oxygen due to the limited number of available tests [5, 9, 18, 22,
26].
Of the experimentally available quantities, the one having the largest significance
for the understanding of the physical and chemical phenomena is the heat flux. Given
the limited access to the burning gas, the heat flux distributions are usually utilized to
deduce information about the conditionswithin the chamber.Moreover the prediction
of the engine’s lifetime, the design of an effective cooling system and the reliability
of the chamber components after a specific number of tests is imminently connected
to the heat loads applied onto the chamber wall thereby increasing the importance
of this quantity even more.
Within the framework of facilitating the development of CFD for rocket engines,
several different configurations of rocket combustors and propellant combinations
have been tested as part of the Transregio 40 as shown in Silvestri et al. [23], building
an experimental databasewhich can be used in the validation process of CFDmodels.
In this project, the accurate experimental determination of the heat loads and the
numerical prediction of the wall heat transfer have a vital role.
For that reason, the present work introduces an inverse method for the evaluation
of the heat transfer in actively cooled rocket engines, which can be applied to the
evaluation of axially and circumferentially varying heat loads in multi-element sub-
scale and full-scale rocket thrust chambers with minimal computational cost. The
method is applied for the evaluation of the heat loads in a GOX/GCH4 multi-element
chamber giving information about the flow-field, heat release and injector/injector
interaction. Numerical results obtained by 3D CFD simulations of the combustion
and heat transfer within the combustion chamber are then compared to the obtained
measurements.
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2 Description of the Test Case
The examined multi-injector combustion chamber was designed for GOX and GCH4
allowing high chamber pressures (up to 100 bar) and film cooling behavior exam-
ination. One of the key aspects of the project is to improve the knowledge on heat
transfer processes and cooling methods in the combustion chamber, which is manda-
tory for the engine design. The attention is focused, in particular, on injector-injector
and injector-wall interaction. In order to have a first characterization of the injectors′
behavior, the multi-element combustion chamber is tested at low combustion cham-
ber pressures and for a wide range of mixture ratios [23].
The seven-element rocket combustion chamber has an inner diameter of 30mm
and a contraction ratio of 2.5 in order to achieve Mach numbers similar to the ones
in most rocket engine applications. The combustion chamber, depicted in Fig. 1,
consists of four cylindrical water cooled chamber segments, as well as a nozzle
segment (individually cooled), adding up to a total length of 382mm. Seven shear
coaxial injector elements are integrated and the test configuration includes the GOX
post being mounted flush with respect to the injection face. Figure 3 shows the
injector configuration, as well as the locations of the cooling channels in segment A.
For the present test case an operating point with mean combustion chamber pres-
sure of 18.3 bar and mixture ratio of 2.65 is chosen. For the cooling system, two
separate cooling cycles are implemented: one for the first four segments in the com-
bustion chamber and an additional cooling cycle for the nozzle segment. The cross
sections of the cooling channels in segments A-D are shown in Fig. 3.
Wall temperature values are available at radial distances of 0.7–1.5mm from the
hot gas wall. Each of the 8 axial positions equipped with thermocouples, alternates
between 0.7 and 1.5mm, with the first location at 2.5mm downstream of the injector
having a hot gas wall distance of 1.5mm. Type T thermocouples with 0.5mm diam-
eter are installed to measure the temperature within the structure. The locations of
Fig. 1 Sketch of the combustion chamber
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the thermocouples relative to the cooling channels are shown in the right sub-figure
of Fig. 4. The inner part of the chamber (until the radius corresponding to the end
of the cooling channels) consists of a CuCrZr alloy, whereas the outer part has been
manufactured using copper electroplating.
3 Inverse Heat Transfer Method
Experimental lab-scale rocket combustors cooled by a water cycle or other cooling
medium have the characteristic property of reaching a steady state temperature dis-
tribution after the first seconds of operation. This effect is utilized when evaluating
the heat flux profiles, since the latter ones can simply be obtained from the enthalpy
difference of the outgoing and incoming coolant flow. This calorimetric method
however only provides average values and its resolution is given by the number of
cooling segments. For a more detailed distribution, the temperature field has to be
reconstructed using an inverse method.
Inverse heat transfer methods have been successfully applied for the heat flux
estimation in capacitively cooled engineswhere the temperature field is not stationary
during the test operation and hence a transient inverse heat conduction method is
needed [4, 19, 27]. The main concept behind an inverse method for heat conduction
problems lies in trying to estimate the boundary conditions (causes) which best fit
the measured temperature values (effects) while keeping the physics of the problem
intact. Apart from the hot gas wall, a second boundary condition is present in the
system, namely the heat transfer between the coolant and the structure. Themodeling
of the heat transfer can be performed using one-dimensional Nusselt correlations.
Despite their empirical nature and lower sophistication level compared to CFD, their
fast implementation and minimal computational resources render them attractive for
test data evaluation. In the present work, this particular method is employed due to
the limited number of thermocouples installed on the examined hardware and the
need for short evaluation times.
Similarly to the majority of inverse algorithms, the method is based on an iter-
ative approach as outlined in Fig. 2. The goal of the optimization is to minimize
the difference between the measured and calculated temperatures at the measure-
ment locations. The inverse method is implemented in the Roq̇FITT code which has
already been validated for the evaluation of rocket engines in Perakis et al. [19].
The starting point of the code is to initialize the temperature in the computational
domain and to choose an initial guess for the heat flux. With the initial conditions
(temperature field) and the boundary conditions (guessed heat flux) the material
properties of the coolant are calculated and the heat transfer coefficient are obtained
via the Nusselt correlation. After that, the first step is solving the direct heat transfer
problem.
























Fig. 2 Inverse heat transfer iterative algorithm
Fig. 3 Schematic view of the first chamber segment (left) and cut through the combustion chamber
(right)
3.1 Direct Solver
For the solution of the thermal conduction problem, the commercial tool ANSYS
Fluent [7] is used and a file-based interface to the code Roq̇FITT is programmed.
The heat conduction equation (Eq. 1) is solved using a finite volume method in an
unstructured grid consisting of 7.5 million cells.
∇2T = 0 (1)
The direct solver is used to solve the heat conduction partial differential equa-
tion (PDE) in a simplified geometry. The geometry consists only of the combustion
chamber and does not include the fluid domain. The effect of the coolant on the
temperature field of the structure is included by specifying the modeled boundary
conditions. Only the first segment of the combustion chamber is included in the
computational domain, since the number of the installed thermocouples in the other
segments is too low for a sufficient resolution of the heat flux profiles using the
inverse method. The interfaces between the first and second segment as well as
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between the injector head and the first segment are defined as adiabatic. Finally, a
natural convection boundary condition is applied to the outer wall with a convective
heat transfer coefficient h = 10W/(m2 · K ) and an ambient temperature correspond-
ing to the one measured at each test. An overview of the computational domain and
the corresponding boundaries is given in Fig. 3.
The orientation of the chosen segment with regards to the injector elements is
given in Fig. 3. The light gray area shows the entire chamber domain,whereas the area
highlighted in darkgrey is themodeleddomain.The red lines represent the boundaries
of the domain. The θ = 0◦ and θ = 60◦ positions correspond to azimuthal locations
directly above an injector element, whereas θ = 30◦ and θ = 90◦ are symmetry
planes between two adjacent elements.
The optimized (hot gas wall) and the modeled (cooling channel) boundary con-

















In this context n is the outward pointing normal vector. Upon solving the direct
problem, the temperature field is known and hence the calculated value of the tem-
perature at all the thermocouple positions can be extracted and compared with the
measured ones. This residual temperature difference is given as an input to the opti-
mization algorithm.
3.2 Optimization Method
The purpose of the optimization is to minimize the difference between the calculated
(Tc) and measured (Tm) temperatures. This residual J which is subject to minimiza-
tion is defined as in Eq. 4:
J (P) = [Tm − Tc(P)]T [Tm − Tc(P)] (4)
The vector P describes the heat flux values at the parameter points which are
subject to optimization. The heat flux is a continuous variable being applied to all the
points, however optimizing the heat flux value at every single point in contact with the
hot gas would be computationally expensive and render the problem more ill-posed
[1]. For the method presented here, a parameter is placed only at locations which
possess at least one temperature sensor, so the number of parameters N is always
smaller or equal to the thermocouple number M . At each time step, the values of the
N parameter points are changed to reduce the residual J .
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Roq̇FITTutilizes an iterative update bymeans of the JacobimatrixS, which serves
as a sensitivity matrix describing the change of the temperature at a thermocouple
position due to a small change at a specific heat flux parameter value. Its structure is
presented in Eq. 5. It was shown in a sensitivity study that the linearity of the Fourier
heat conduction equation allows for a calculation of the Jacobi matrix outside of
the optimization loop. For that reason the computation of the matrix occurs as a
pre-processing step before the calculation and it is saved for future calculations as
well.







The implemented optimization method is based on a linearization of the problem
and follows the Newton–Raphson formulation for the solution of non-linear systems
[6]. The heat flux at each iteration step k is obtained by solving the algebraic equation
S · Pk+1 = [Tm − Tc(Pk)
] + S · Pk (6)
The process is repeated until convergence is achieved, i.e. until the residual drops
beneath a predefined value ε.
3.3 Applying the Heat Flux on the Boundary
At each axial position with available temperature measurements, four thermocouples
are installed, each one at 0◦, 30◦, 60◦ or 90◦. In total 8 axial positions are equipped
with thermocouples leading to 32 sensors used in each calculation. The possible
locations of the thermocouples are shown in the right sub-figure of Fig. 4, where
the orange markers represent the 1.5mm and the red ones the 0.5mm distance from
the hot gas wall. A cubic interpolation is used to transform the discrete values to
a continuous profile in axial and azimuthal direction. At the symmetry planes (0◦
and 90◦) a symmetry condition is applied for the interpolation of the heat flux in
azimuthal direction, meaning ∂q̇/∂θ = 0. For the axial positions between the last
thermocouple and the end of the chamber segment, a linear extrapolation is applied.
3.4 Modeling the Cooling Channels
For the unknownheat transfer coefficient in the cooling channels,Nusselt correlations
for generic pipe flows are implemented. Using the work of Kirchberger et al. [13,
14] where correlations where used for the description of the cooling channel heat
transfer, the Kraussold model is utilized. The Kraussold correlation which reads
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Fig. 4 Definition of parameter points (left) and the locations of installed thermocouples (right)
Nucc = hcc · dh
λ
= 0.024 · Re0.8 · Pr0.37 (7)
is a function of the geometry (hydraulic diameter dh) and material properties as it
depends on the heat capacity cp, thermal conductivity λ, dynamic viscosity μ as
well as on the mass flow rate ṁcc (which is needed for the Reynolds number). The
temperature dependent properties are obtained using the NIST database [17]. More
details about the method can be found in [21].
4 Experimental Results
Using the inverse method, azimuthal heat flux distributions which are not available
via the calorimetric method are obtained.
4.1 Experimental Azimuthal Heat Flux Profiles
The azimuthal heat flux profiles are illustrated in Fig. 5. For each axial position, the
heat flux resulting from the inverse method is plotted with the markers representing
the values at the parameter points and the solid lines representing the azimuthal heat
flux profile applied at the wall. The uncertainty intervals calculated as described in
[21] are shown as shadows and amount to ±10%−30% of the average values.
It is easy to notice by looking at Fig. 5 that an injector footprint is visible in
the heat flux data. Specifically, for the first 60mm of the chamber a local maximum
directly above the injector is observed with a local minimum at the positions between
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Fig. 5 Heat flux profiles along the azimuthal direction for different axial positions. The corre-
sponding uncertainty intervals are also shown
two elements (30◦ and 90◦). Despite the asymmetry produced by the temperature
readings, all four available axial positions show a similar trend.
Moving towards positions downstream, a shift is observed in the measured heat
flux profiles. Starting at around 74.5mm the heat flux at the 60◦ position appears
to drop below the values at 30◦ and 90◦, indicating a change in the injector/injector
and injector/wall interaction. Due to the asymmetry in the measured temperatures,
the 0◦ heat flux undergoes this shift at a later downstream position and the profile
becomes symmetric again at the 110.5mm position. After this axial location, the
injector footprint is inverted compared to the initial positions close to the face-plate.
For axial positions close to the face-plate, the flames from the individual injector
elements are almost cylindrical and interact minimally with each other. Therefore,
the heat transfer coefficient directly above the injector is maximal due to the distance
between element and wall being smallest. As the heat release in the coaxial shear
layer of each element increases and leads to a radial expansion of the jet outwards,
the interaction between the jets is amplified. In an effort to expand radially against
each other, the flames build a stagnation flow between two neighboring elements.
Due to the central element jet also expanding radially outwards, the stagnation flow is
forced towards the wall and increases the local heat transfer at the locations between
the injectors. Further downstream (for positions which are unfortunately in the other
3 segments of the TUM chamber and hence not shown in the inverse method results)
the mixing is further increased and a homogeneous flow is achieved, leading to a
smoother heat flux distribution where the injector footprint is no longer visible. This
pattern is also observed in CFD simulations in Sect. 5.
The effect of the injector footprint that the inverse method tries to capture requires
a resolution of at least 30◦, namely equal to half the angular distance between the
injectors. The chosen hardware is equipped with sensors satisfying this minimal
angular resolution, meaning that any heat flux information with a shorter angular
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wavelengthwill not be captured by themethod.An increase in the number of installed
sensors or a rotation of the hardware after every test repetition as in thework of Suslov
et al. [25] would be required for a more detailed profile.
4.2 Comparison with Calorimetric Method
Looking at the azimuthally averaged profile and globally average heat flux value in
Fig. 6, a comparison with the calorimetrically determined value can be made. Using
the difference of incoming and outcoming water enthalpy flow, the calorimetric heat
flux lies at 3.40MW/m2 with a relative error of approximately 10%. The error
comes from the uncertainty of the water mass flow measurement (around 1% of the
nominal value) and a 1K accuracy of each water thermocouple. The average value
obtained via the inverse method on the other hand is equal to 2.85MW/m2 with a
11.5% uncertainty. The uncertainty intervals of the two heat flux evaluation methods
intersect, which serves as a validation for the heat flux level predicted by the inverse
method.
The deviation between the two methods is attributed to the error introduced by
the generic Nusselt correlation for the specific geometry, which could underestimate
the heat transfer coefficient within the cooling channels. Due to the shape of the
channels, a recirculation zone is namely expected at the interface between the radial
part and the flow-parallel part of the channel, which could theoretical increase the
local turbulence and heat pickup. The heat flux obtained by the inverse method is
directly proportional to the heat flux exiting the domain through the cooling channels.
Hence too small a value for hcc would directly cause a lower wall heat flux compared
Fig. 6 Average heat flux
along axial position (right)
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to the experiment. Further studies are planned in order to evaluate the validity of the
chosen correlation using comparison with CFD simulations of the cooling channels
and to derive a new correlation fitted for the present flow configuration.
5 Numerical Simulation
In order to better understand the flame-flame and flame-wall interaction which gives
rise to themeasured heat flux profiles, a CFD simulation is carried out. The numerical
simulation of the turbulent combustion within the seven-element chamber is carried
out using the pressure-based code ANSYS Fluent, in which the 3D RANS equations
are solved.
5.1 Computational Setup
The computational domain considered in the RANS calculation of the turbulent
combustion consists of a 30◦ segment of the thrust chamber, which includes only
half injector in the outer row and correspond to 1/12th of the whole chamber. In
order to create a developed velocity profile at the injection plane, the injector tubes
are also modeled as can be seen in Fig. 7. The final mesh consists of 2.9 million
cells and is chosen after a mesh convergence study. In order to resolve the boundary
layer appropriately and to facilitate a correct heat load prediction, the mesh in the
vicinity of walls is refined as to satisfy the condition y+ ≈ 1. A close-up view of the
mesh at the injector and faceplate is shown in Fig. 8. The black cells represent the
post-tip between oxygen and fuel and the red and blue cells the CH4 and O2 inlets
respectively. The grid is chosen after a grid convergence study, which is shown in
[20].
Fig. 7 Computational domain and applied boundary conditions
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Fig. 8 Mesh at injector elements, faceplate and symmetry plane
5.1.1 Boundary Conditions
A schematic representation of the applied boundary conditions can be seen in Fig. 7.
The oxygen and methane inlets of the coaxial injector are defined as mass flow inlets
by prescribing the appropriate values from the experiments. For the outlet a pressure
boundary condition is applied. The planes corresponding to 0 and 30◦ are defined as
symmetry boundary conditions. This is chosen to reduce the computational time of
the simulation and to take advantage of the RANS formulation which gives only the
mean flow values. At the chamber wall, a prescribed temperature profile is defined.
This profile is obtained by the experimental values. All remaining walls are defined
as adiabatic thermal boundaries and are given a no-slip condition.
5.1.2 Numerical Models
The flowfield in the combustion chamber is described by the conservation equations
for mass, momentum and energy in three dimensional space. For the closure of the
viscous stress tensor, the standard k-ε model proposed by Launder and Spalding [16]
is employed. To account for the proper treatment of the wall, the two-layer approach
by Wolfshtein [29] is implemented.
NASA polynomials are implemented for the enthalpy and heat capacity of the
individual species, while the mixture values are obtained using a mass fraction aver-
aging. A pressure based scheme is used for the solution of the discretized equations.
Density and pressure are coupled through the ideal gas equation of state.
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The chemistry modeling takes place by using the steady flamelet approach, which
significantly reduces the computational resources required for combustion simula-
tions by reducing the number of transport equations. The reaction mechanism used
for the solution of the flamelets is the one by Slavinskaya et al. [24] and consists of
21 species and 97 reactions. For the molecular transport (viscosity and thermal con-
ductivity) the Chapman-Enskog kinetic theory [3, 11] is utilized for the individual
species, combined with the Wilke mixture rule [28].
5.2 Temperature and Heat Release
In Fig. 9 the temperature field inside the thrust chamber is plotted. Although a 30◦
domain is simulated, a larger domain (150◦) is shown in the plots for a more intuitive
visual representation. In the same plot, the line corresponding to stoichiometric com-
position (Zst = 0.2) in the case of CH4/O2 combustion is indicated. This is included
to give an insight into the shape of the flame and consequently its length.
By examining the distribution, it is evident that the mixing of the oxidizer and fuel
progresses with increasing axial distance from the face-plate. Specifically, the initial
temperature stratification remains restricted to the first two thirds of the engine and
a more homogeneous field is present further downstream. The initial stratification
indicates that for positions close to the face-plate, the gas is not entirely mixed and
that the heat release due to combustion is still ongoing.
The fields of heat release rate in Fig. 9 confirm this assumption and give a more
detailed view into the mixing within the chamber. As expected the main heat release
takes place within the shear layer, where the scalar dissipation rate is highest. The
energy release continues along the stoichiometric lines further downstream and drops
below 1% of the maximal value before the end of the chamber.
5.3 Axial Heat Flux Results
A comparison with the average axial heat flux profile of the experimental methods
(calorimetric and inverse) is given in Fig. 10. Starting from the positions close to the
injector, the heat flux from the CFD appears to rise before dropping shortly at around
10mm from the face-plate. This indicates the location of a recirculation zone, which
creates a stagnation point and hence an increase in the local heat transfer. The inverse
profile shows a similar trend, but not so prominent, as a slight plateau is achieved at
25mm. Due to the axial resolution of the heat flux, it is difficult to resolve the small
recirculation zone which is predicted by the CFD, but the small drop in the heat flux
increase indicates that this effect is still captured by the temperature measurements.
Downstream of this position both methods predict a steady increase of the heat
flux value and after 110mm they both show a slower increment, as the profile starts
flattening out. This is caused by the build-up of the thermal boundary layer at the
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Fig. 9 Temperature (top) and heat release (bottom) field in the thrust chamber. The black line
corresponds to the stoichiometric mixture fraction. Axial scaling 50%
wall and the fact that the heat release in the chamber is reduced for positions further
downstream.
When examining the average values, the CFD simulation delivers 2.93MW/m2,
which is comparable to the inverse method result and lies around 14.5% lower than
the calorimetric value for this segment.
5.4 Azimuthal Heat Flux Results
The azimuthal profile of the heat flux at the wall is shown in Fig. 11. Here 0◦ cor-
responds to the position directly above the injector and −30◦, 30◦ to the symmetry
planes, while 0mm refers to the faceplate and 300mm is a plane approximately
40mm before the end of the combustion chamber and the beginning of the nozzle.
As expected, in positions close to the face-plate, large variation of the heat flux value
along the perimeter occur due to the higher temperature stratification. On the other
hand for axial positions closer to the exit (after 200mm), the simulation demon-
strates a flat heat flux profile, in agreement with the temperature field (Fig. 9), which
becomes homogeneous.
An interesting effect is that the heat flux has a local minimum at the position
directly above the injector (0◦) and its maximum at approximately 15◦. This effect
starts after about 50mm downstream of the injector and continues for the rest of
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Fig. 10 Axial and average heat flux profile for the CFD simulation and the inverse method. The
calorimetric method is also shown for reference
Fig. 11 Heat flux (left) and temperature (right) variation along the chamber angle for different
axial positions
the chamber and is similar to the experimental results reported in Sect. 4 and shown
again in Fig. 12.
Some discrepancies are however noticed in the qualitative form of the profiles.
It is evident that the low resolution of the inverse method caused by the positioning
of the thermocouples does not allow for a detailed profile as in the case of the
CFD. Specifically, the presence of a complicated pattern for positions between two
injector elements (0◦ and 60◦) is visible. Since this large-scale structure is finer
than the resolution allowed by the thermocouple installation, this cannot be detected
experimentally.
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Fig. 12 Heat flux profiles along the azimuthal direction for different axial positions for the inverse
method (solid line) and the CFD simulation (dashed line)
Despite the inverse method profiles being coarser, they are still able to capture
some of the effects found in theCFD. Startingwith the first positions close to the face-
plate (left sub-figure), both CFD and inverse method show a higher heat flux above
the injectors (0◦, 60◦) than between them (30◦, 90◦). An additional local maximum at
the±10◦ positions left and right of each injector is also a result of theCFD simulation.
For the positions further downstream (right sub-figure), both methods show a shift
in the maximum location. After 110mm, the CFD heat flux values appear to shift,
leading to global minima directly above the injector locations (0◦ and 60◦). The main
culprit for this change of the pattern is the increasing interaction of neighboring jets,
which leads to hot gas being pushed towards the wall between the elements. It is
hence quite assuring that the pattern observed in the inverse results and which was
described in detail in Sect. 4.1, is not an artifact of the thermocouple measurements
but rather a physical phenomenon supported by the CFD result.
In order to better understand the origin of this phenomenon, the temperature at
the wall-next cell of the CFD calculation is plotted as seen in Fig. 11. At the wall
position, the mixture fraction variance and the scalar dissipation tend to zero and
hence the temperature becomes a function of the mixture fraction solely (and the
enthalpy, which however does not alter the chemical composition in the adiabatic
flamelet formulation).
As expected, the temperature has a maximum directly at the positions where the
heat flux is also maximal and a minimum at 0◦. This is a result of the mixture fraction
profiles at the wall: after the stoichiometric mixture fraction Zst = 0.2, the tempera-
ture decreases with increasing mixture fraction and hence, the local maximum of the
heat flux corresponds to a lower value of Z , i.e. a leaner composition and vice versa.
This is validated in Figs. 13 and 14. For positions closer to the injector, a recirculation
zone is created which leads to a maximum in temperature and heat flux right above
the injector. Further downstream pockets of fuel-rich mixture are created directly at
0◦ which lead to a decrease in temperature and heat flux. The shift in mixture fraction
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Fig. 13 Contour plot of mixture fraction at different planes in the thrust chamber
Fig. 14 Contour plot of temperature at different planes in the thrust chamber
values above the injector is also visible in Fig. 13. Up until x = 50 mm, the mixture
fraction at 0◦ is smaller than between the injectors and downstream of that point, a
shift occurs leading to “colder”, high-Z gas pockets being concentrated at 0◦.
The presence of a strong vortex system feeding the hot, oxidizer-rich fuel towards
the wall at the ±10−15◦ position is visible when examining the vorticity field in
the chamber. Specifically, the vorticity component along the axial direction x =
∂uz
∂y − ∂uy∂z is shown at selected planes in Fig. 15. Starting close to the faceplate (at
x = 20mm) two locations with strong vorticity components appear at ±10 − 15◦.
This system of vortices appears to circulate hot gas from the shear layer of the coaxial
injector directly onto the wall and serves as the main driving force for the increased
heat transfer coefficient at this angular position. Moreover this explains the shape of
the temperature field in Fig. 14. In the first 10mm from the faceplate, the interaction
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Fig. 15 Contour plot of vorticity at different planes in the thrust chamber
between the individual flames is weak and the expansion of the flame occurs nearly
cylindrical, homogeneously in all radial directions. As soon as the jet-jet interaction
is strengthened, the temperature field becomes distorted and the expansion occurs
preferably upwards towards the wall. The vortex system which is responsible for
this distortion is a consequence of the radial expansion of the individual jets and
enhances the local heat loads between the injectors.
At positions further downstream, the presence of the vortex system is still vis-
ible but it appears to weaken after approximately 100mm. At those positions the
individual jets are no longer dominant and a homogeneous flow is achieved, which
explains the absence of a strong recirculation zone. Due to the lack of a driving force
for a circulation of hot gas towards the wall, at positions downstream of 100mm
the temperature and heat flux distribution appears to smoothen, leading to a flatter
profile.
6 Conclusions
The evaluation of heat flux profiles in sub-scale engines is crucial for the under-
standing of the underlying physical and chemical processes defining the injector
performance, the injector/injector and injector/wall interaction, mixing and energy
release in the chamber. The inverse heat transfer method presented in this work is
intended for the analysis of temperature and heat flux distributions in actively cooled
rocket thrust chambers.
Similar to previous methods used for the estimation of heat fluxes in capacitive
hardware, the inverse method relies on an iterative optimization method with the
objective of minimizing the temperature difference between the measured and the
calculated values. The update of the heat flux parameters at each iteration is carried
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out using a pre-calculated Jacobi matrix via the Newton–Raphson method. This
results to a very efficient optimization algorithm requiring minimal computational
resources. The use of thermocouple measurements at different circumferential and
axial positions allows for the resolution of axially and azimuthally varying heat loads.
The method can complement calorimetric methods for the evaluation of experi-
mental tests, as it can resolve axially varying loadswithmuch higher spatial accuracy.
Studies are planned in order to improve the Nusselt correlations by adjusting them
to the specific flow conditions examined.
The attractiveness of the new method is its ability to also resolve the azimuthal
variation of the heat flux. Using the coarsest possible thermocouple installation in
circumferential direction, it was shown that injector footprints can be obtained. This
gives information about the interaction of the injector elements without the need for
the repetition of the experiments with rotation of the hardware as was proposed by
previous methods.
When applied for the evaluation of a GCH4/GOX multi-injector rocket combus-
tor operated at 20 bar, insights into the physical phenomena in the chamber were
obtained. An interesting effect in the circumferential heat flux profile is an observed
shift in the location of the local maxima, occurring at around 70mm distance from
the injection plane. This also appeared to be in agreement with CFD simulations of
the same load point and can be explained by the secondary flow structures created
by the flame/flame interaction.
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Rocket Combustion Chamber
Simulations Using High-Order Methods
Timo Seitz, Ansgar Lechtenberg, and Peter Gerlinger
Abstract High-order spatial discretizations significantly improve the accuracy of
flow simulations. In this work, a multi-dimensional limiting process with low diffu-
sion (MLPld) and up to fifth order accuracy is employed. The advantage ofMLP is that
all surrounding volumes of a specific volumemay be used to obtain cell interface val-
ues. This prevents oscillations at oblique discontinuities and improves convergence.
This numerical scheme is utilized to investigate three different rocket combustors,
namely a seven injector methane/oxygen combustion chamber, the widely simulated
PennState preburner combustor and a single injector chamber called BKC, where
pressure oscillations are important.
1 Introduction
Accurate and reliable predictions of quantities such as the wall heat flux, the pressure
fluctuations or the flow field are essential in the design process of rocket thrust cham-
bers. In high-pressure environments, experiments, although being the most credible
approach, are often restricted to singlemeasurable quantities [16]. In contrast, numer-
ical simulations provide extensive data sets.
With growing computational resources, three-dimensional and time-resolved
combustion chamber simulations become more and more attractive. For this, how-
ever, numerical schemes are required that are capable of capturing the occurring
phenomena. Amongst others, one challenge for the numerical scheme that strongly
affects the result is the discretization of the inviscid fluxes and therefore the cell
interface value reconstruction. High-order approaches improve the accuracy and are
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therefore demanded. This becomes even more relevant when performing large-eddy
simulations (LES). Higher-order methods may provide results that can be achieved
with lower-order methods only on significantly finer grids. In addition, at supersonic
speed, it needs to be taken into account that no new extrema must occur. This is
ensured if the method fulfills the total variation diminishing (TVD) criterion [8].
Classical approaches as the van Leer or the minmod limiter are applied separately in
every coordinate direction. Hence, the cell interface values do not take information
from the values of diagonally located cells. Therefore, Kim and Kim [11] introduced
amulti-dimensional limiting process (MLP) that considers the latter. In addition, con-
vergence is improved. Gerlinger [5] extended the scheme to obtain results with as
little diffusion as possible. This approach is called MLP with low diffusion (MLPld).
In this work, MLPld with up to fifth order accuracy is used. However, MLPld is not
restricted to a specific accuracy order. Here, steady and unsteady calculations of
rocket combustion chambers are carried out with MLPld.
The remainder of this work is structured as follows. In the next section, the applied
numerical method is presented. This includes a detailed description of the cell inter-
face reconstruction using MLPld. Combustion chamber simulations are performed
and examined in Sect. 3. Section 4 gives a short summary.
2 Numerical Method
Over more than twenty years, the in-house code TASCOM3D (Turbulent All Speed
Combustion Multigrid 3D) has been developed and successfully applied to a wide
range of reacting as well as non-reacting subsonic and supersonic flows, e.g. [4,
7, 25]. The following subsections shortly describe the underlying equations and
numerical methods.
2.1 Governing Equations
Turbulent flow and combustion processes are described by the compressible Navier-
Stokes equations that, in addition, include equations for turbulence modeling and
species transport. The set of governing equations is given by
∂Q
∂t
+ ∂ (F − Fv)
∂x
+ ∂ (G − Gv)
∂y




Q = [ρ, ρu, ρv, ρw, ρE, ρk, ρω, ρσT , ρσY , ρYi ] , i = 1, . . . , Nk − 1 . (2)
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Here, Q denotes the vector of conservative quantities consisting of the density ρ,
the velocities u, v, w in each direction, the total specific energy E , the turbulence
quantities k and ω, the temperature variance σT , the sum of the variances of all
species mass fractions σY as well as the Nk − 1 independent species mass fractions
Yi . Nk is the number of considered species. F, G and H indicate the inviscid fluxes
in x-, y- and z-direction, respectively. Fv, Gv and Hv are the corresponding viscous
fluxes. The source vector
S = [0, 0, 0, 0, 0, Sk, Sω, SσT , SσY , SYi
]
, i = 1, . . . , Nk − 1 (3)






















include k fr and kbr which denote the forward and backward reaction rates of reaction
r . Furthermore, ν ′i,r and ν
′′
i,r represent the stoichiometric coefficients of species i
for the forward and backward reaction, respectively. Nr stands for the number of
reactions, Mi is the molar mass of the specified species, and cl the concentration of
species l. A virtual species Nk + 1 is introduced to account for three-body reactions.
To close this set of equations, an equation of state is required. This is either the
ideal gas law or, for real gas effects, the Soave–Redlich–Kwong (SRK) equation.
2.2 Numerical Solver
The set of governing equations (1) is solved by an implicit lower-upper symmetric
Gauss–Seidel algorithm [19, 20] using a finite-volume approach which works on
block-structured meshes. In steady-state simulations, the solution is advanced in
time with a first order temporal discretization until convergence is achieved. Time-
accurate simulations utilize a second or third order BDF (backward differentiation
formula) scheme [3] with a number of inner Newton iterations.
The inviscid fluxes are calculatedwith theAUSM+-upflux vector splittingmethod
of Liou [14]. This or any other flux-vector splitting approach requires values for the
variables at both sides of a cell interface. These values are determined with a high-
order scheme as described in Sect. 2.3. The viscous fluxes are calculated by central
differences in a cell-oriented coordinate system.
Throughout the course of this paper, various rocket thrust chambers are simu-
lated with different levels of turbulence modeling.While Reynolds-averaged Navier-
Stokes (RANS) simulations offer great simplicity, LES are more accurate, but,
accordingly, also more tedious. Moreover, the impact of high-order discretizations
is small for smooth steady-state RANS simulations, while its impact is large for
time-resolved calculations. The applied RANS model is the q-ω model of Coakley
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and Huang [2]. Note that the variable vector (2) in this case contains the turbulent
velocity scale q = √k instead of the turbulent kinetic energy k. As a wall-resolved
LES for rocket thrust chambers is extremely tedious and costly, the improved delayed
detached-eddy simulation (iDDES) of Shur et al. [21], which belongs to the class of
hybrid RANS-LES models, is used. The near-wall region is treated with an under-
lying unsteady RANS k-ω model, whereas the rest of the computational domain
operates in LES mode.
To model combustion processes, finite-rate chemistry is employed. The corre-
sponding reaction mechanisms are given in the respective sections. In addition, an
assumed probability density function (APDF) approach [4] is used to account for
turbulence-chemistry-interaction. As the used concept assumes statistical indepen-
dence of temperature and species fluctuations, the joint pdf of temperature and species
composition can be simplified into a product of the individual pdfs of temperature
and composition. For the first one, a clipped Gaussian distribution which is defined
by T and the temperature variance σT is assumed. The joint pdf of all species concen-
trations is described by a multi-variate β-distribution using the mean mass fractions
and the sum of all species mass fraction variances σY .
2.3 Cell Interface Value Reconstruction
AUSM+-up requires the values of the primitive variables at the cell interfaces. Using
polynomial reconstruction, higher order schemes can be obtained. Here, the MLP
technique is used [5, 11]. This approach is an extension of the conventional second
order limiters to higher order schemes while considering all surrounding neighbor
cells.
Without loss of generality, let the interface (i + 1/2, j, k) be the interface of
interest. Then, the left, qLi+1/2, j,k , and right, q
R
i+1/2, j,k , interface values need to be
calculated. The term q stands for any of the primitive variables present in the vector
Q in Eq. (2) as well as the the total enthalpy H and the integral specific heat ratio
γ . In order to improve the accuracy of the flux calculation, a high-order approach is
used. The interface values are reconstructed by
qL,unlimi+1/2, j,k = qi, j,k + 0.5βLi, j,k	qi−1/2, j,k
qR,unlimi+1/2, j,k = qi+1, j,k − 0.5βRi+1, j,k	qi+3/2, j,k
(5)
with 	qi−1/2, j,k = qi, j,k − qi−1, j,k . Depending on the preferred order, the functions
βL and βR in (5) contain information from various neighbor cells. For example,
the discretization stencil of the fifth order upwind biased scheme used in this work
contains three upwind and two downwind cells. In case of equidistant grid spacing,
these functions can be derived by a polynomial reconstruction
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βLi, j,k =








Here, rLi, j,k = 	qi+1/2, j,k/	qi−1/2, j,k and rRi, j,k = 1/rLi, j,k denote the required slope
ratios. If non-equidistant grids are used, the coefficients in (6) become grid size
dependent. However, as these coefficients only depend on the grid, they can be
calculated in advance.
Equation (5) may lead to oscillations at discontinuities and the creation of new
maxima or minima at the cell corners. Therefore, limiters are required in order to
disable these effects. For third and higher order reconstructions, Kim and Kim [11]




) = max [0,min (αx , αxrLi, j,k, βLi, j,k
)]
(7)
instead ofβLi, j,k in the first equation of (5). Calculating the parameterαi (i ∈ {x, y, z})
for each coordinate direction is the basis for the MLP concept. MLP ensures that no
new extrema can occur. This is done by checking all neighbor cells, including those
located diagonally [5, 13].
In order to validate the proposed method, a simulation of Schardin’s problem,
which consists of a planar shock that impinges on a wedge, is conducted using the
proposed fifth order spatial discretization in combination with a third order tem-
poral discretization. The results, depicted in Fig. 1, show excellent agreement with
experimental data [1].
3 Combustion Chamber Simulations
This section presents one RANS and two iDDES rocket combustion chamber simula-
tions. The first one, a seven injector combustion chamber is designed to improve the
understanding of injector-injector and wall-injector interactions. The next two test
cases exhibit instationary behaviors and are therefore tackled with iDDES. One of
them uses the ideal gas law, the other one the SRK equation of state. In those cases,
high-order spatial discretization has a large impact [13]. Some exemplary results
are prescribed in order to demonstrate the applicability of the proposed high-order
method for steady and unsteady combustion. All cases represent laboratory-scale
chambers. However, in the course of this project, a full-scale combustion chamber
with 90 injectors has also been simulated (not shown here).
3.1 Multi-injector Combustion Chamber
This combustion chamber was experimentally investigated at the Technical Univer-
sity of Munich [22]. Seven coaxial injectors supply gaseous oxygen and gaseous
methane at an oxidizer-to-fuel ratio (O/F) of 2.65. One injector is at the middle
of the faceplate, the others surround it at constant distance. The nominal chamber
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Fig. 1 Comparison of simulated (top) and experimental (bottom) density gradients for Schardin’s
problem at the same instant of time. Experiments have been conducted by Chang and Chang [1]
pressure is 18.5 bar. The inner diameter of the chamber is 30mm, its nozzle diameter
19mm and the length 341mm. More details concerning the experimental setup can
be found in [22].
As only steady-state RANS simulations are performed, only a 90◦ segment is
simulated, which includes 1.75 injectors. The numerical grid that covers the injec-
tors, the chamber and the convergent-divergent nozzle consists of 82 blocks with
approximately 7.9 million volumes. Symmetry boundary conditions are applied at
both symmetry planes. The wall of the combustion chamber is assumed to be isother-
mal with wall temperature values stemming from the experiment [22]. At the inlet,
a mass flow rate is prescribed and the outlet uses a supersonic outflow condition.
The 21 species, 98 reactions methane reaction mechanism of Slavinsakaya et al. [23]
describes reaction kinetics.
The wall pressure distribution is depicted on the left-hand side of Fig. 2. All facets
of the experimental values are reproduced correctly. This includes the sharp rise at
the beginning as well as the different gradients of the decline at the end. However, the
experimental pressure is overestimated by about 1%. The right-hand side of Fig. 2
shows a comparison of the simulated and the experimental wall heat flux. As the
latter is measured with a caloric method, only averaged values within a segment are
available. The simulation shows good agreement with the experiment, too. However,
in the middle of the combustion chamber the wall heat flux is overestimated, whereas
at the end it is underestimated.































Fig. 2 Comparison of wall pressure (left) and wall heat flux (right) with the experiment [22]
Fig. 3 Temperature profiles at the symmetry plane y = 0m (top) and two different axial locations
(bottom). Note that the plane at the top is compressed by a factor of 4 in axial direction
Simulated temperature profiles at multiple planes are shown in Fig. 3. At the
injector lips, thin flames develop, indicating a weak mixing between methane and
oxygen as well as a slow heat exchange in the direction perpendicular to the main
flow. Hence, even at the end of the combustion chamber, the temperature distribution
is non-homogeneous. Shortly downstream of the faceplate, the flames in the outer
row deviate from their initially round shape. In addition, their centers move outward.
Downstream of approximately 0.1m the outer flames merge, while the middle flame
is not affected by any other flame.
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3.2 PennState Preburner Combustor
3.2.1 Test Case Description and Computational Setup
The PennState preburner combustor is a frequently simulated combustion chamber,
which has been investigated both with RANS/URANS [9, 10, 13] and LES [15, 17].
It was experimentally examined at the Pennsylvania State University with the goal
to provide data for the verification and validation of numerical codes [16].
The combustion chamber is axisymmetric and exhibits a single coaxial injector.
The chamber length is 285.75mm, its diameter 38.1mm and the diameter of the
throat 8.2mm. Gaseous oxygen and gaseous hydrogen are preburned in an oxidizer
and fuel preburner respectively and then are supplied to the combustion chamber
with a O/F of ∼6.6. A more detailed description can be found in [16] or [13].
The experimental data set consists of wall temperature and wall heat fluxes. The
measurements revealed an chamber pressure of 54.2 bar. However, Ivancic et al. [9,
10] observed some inconsistencies in the data set, which can be explained by an
incomplete preburner combustion.
The computational grid consists of 19.5 million volumes, divided into 39 blocks.
The experimental wall temperature is used to prescribe the temperature at the com-
bustion chamber wall. The injector walls as well as the faceplate are assumed to be
adiabatic. At the inlet, a mass flow rate is specified. A supersonic outflow condition
is imposed at the outlet. Additionally, the hydrogen oxidation kinetic reaction mech-
anism of Ó Conaire [18] is utilized which consists of 8 species and 19 reactions. In
a previous 2D hybrid Lagrangian transported PDF simulation [6] it has been shown,
see Fig. 4, that chemistry close to the injector is in a chemical non-equilibrium.
These figure shows scatter plots of particle hydroxyl and oxygen mass fractions over
temperature along a vertical line located closely behind the injector (x = 0.5mm).
The different symbols indicate different regions along that line. Both figures, and
especially the one with the oxygen mass fraction, exhibit a strong scattering illus-
trating the occurrence of non-equilibrium effects in the near-faceplate region. Thus,
in the following iDDES, finite-rate chemistry and the computationally more efficient
assumed PDF approach are used to model combustion and turbulence-chemistry-
interaction.
The iDDES is performed with a constant time step of 	t = 10−8 s. The results
are time-averaged over approximately 0.0112 s, which corresponds to around 1.35
flow-through times as defined by Tucker et al. [26]. This is a rather short averaging
period. Nevertheless, the general trend in the results is already observable.
3.2.2 Results and Discussion of the iDDES
As the compresssible simulation includes the nozzle, the occurring pressure is a result
of the simulation and depends on the wall heat transfer and the combustion process.
A pressure of around 49 bar is reached. This value is significantly smaller than the
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x = 0.5 mm
Fig. 4 Hydroxil (left) and oxygen (right) scatter plots of particle data along vertical line x = 0.5mm
downstream of injector for a 2D TPDF simulation of the PennState test case. Different symbols and
colors indicate different regions: Blue squares are from the region of the oxygen jet. Green circles
indicate particles from behind the injector post. Reprinted from [6], with permission from Elsevier



















nominal experimental pressure, but fits well to other simulations [10]. Figure 5 shows
the wall heat flux profiles. As in the experiment, the simulation predicts a steep
ascent of the heat flux shortly downstream of the faceplate. Besides, the location of
the maximal wall heat flux fits. However, the maximal value is underpredicted by
∼25%. Furthermore, the decay of the heat flux is nearly constant in the simulation,
which is in contrast to the experiment. Only further downstream, towards the end of
the chamber, simulation and experiment agree. This deviation is difficult to explain as
thewall heat flux depends on the temperature field aswell as the thermal conductivity.
These in turn are functions of the species composition close to the wall.
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Fig. 6 Instantaneous (top) and time-averaged (bottom) temperature distributions in the plane
y = 0m
Fig. 7 Instantaneous (left) and time-averaged (right) distributions of the temperature variance σT
near the coaxial injector in the plane y = 0m
Instantaneous and time-averaged temperature contour plots are depicted in Fig. 6.
In the shear layer downstream of the injector lip, typical Kelvin–Helmholtz instabil-
ities occur, leading to small-scale vortical structures. The time-averaged temperature
field is similar to other high-fidelity simulations, such as the ones conducted by
Oefelein [26] or Ma et al. [15]. For example, the flame shapes look alike. However,
some differences appear, too. The temperature in the recirculation area is predicted
differently, which could explain the deviation to the measured wall heat flux.
Figure 7 shows instantaneous and time-averaged values for the calculated tem-
perature variance σT. This transported variable is required for the APDF approach.
Close to the flame boundaries, and especially shortly behind the recessed post, σT
approaches high values. This is caused by the high temperature gradients in axial
direction between the hot flame and the comparably cold injection jets.























Fig. 8 Comparison of the frequency spectrum at two different points with the experiment [24]
3.3 Single Injector Combustion Chamber (BKC)
In order to analyze pressure oscillations, the combustion chamber BKC was experi-
mentally investigated at the German Aerospace Center [24]. Hydrogen and oxygen
are injected at cryogenic conditions in the axisymmetric combustion chamber. In
addition, a hydrogen cooling film is injected near the wall. Thus, the global O/F
is equal to 1. The length of the chamber is 430mm, its diameter 50mm and the
diameter of the nozzle throat 16.8mm. At the simulated operating point, the com-
bustion chamber exhibits a weak oscillatory behavior with amplitudes of the pressure
oscillations clearly below 1%. More details on the BKC can be found in [12, 24].
The computational grid for the iDDES consists of around 10.1 million volumes.
The constant time step size is set to	t = 5 × 10−9 s. Again, the hydrogen oxidation
kinetic reaction mechanism of Ó Conaire [18] is used. The simulated mean pressure
value reaches a value of 60.9 bar, which is slightly above the experimental one of
59.4 bar. To investigate the oscillatory behavior, Fig. 8 compares the discrete Fourier
transform of the pressure signal at two different monitor points with the experiment.
The first monitor point (MP1) is located near the faceplate in direct vicinity to the
wall, the second one (MP2) is located further downstream. MP1 correctly predicts
the frequencies of the first two longitudinal modes. However, the amplitudes are
underestimated. In contrast, MP2 only reproduces the second mode. This is due
to its location in the middle of the chamber where the fundamental mode is not
existent. Higher modes are hardly resolved in the simulation. It should be noted that
the extremely high amplitude for higher frequencies seems to be an artifact of the
measurement technique [24].
Figure 9 shows experimental and simulated shadowgraphs of the near injector
region. The latter can be determined by utilizing the second derivative of the density
and performing a line of sight integration. Experiment and simulation exhibit a sim-
ilar behavior. This includes the spreading of the hydrogen jet and the length of the
undisturbed, cold oxygen jet.
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Fig. 9 Comparison of experimental (top) and simulated (bottom) shadowgraph
4 Conclusions
An up to fifth order multi-dimensional limiting process with low diffusion has been
described. Often, high-order schemes yield results that a low-order scheme can
only deliver with a clearly refined grid. This MLPld approach has been applied
to three different rocket combustion chamber configurations with different turbu-
lence model complexity. First, a steady-state RANS simulation of a seven element
methane/oxygen combustion chamber has been carried out. The results show good
agreement with experimental data. Second, the PennState preburner combustor has
been simulated using iDDES. Although the time-averaged temperature distribution
fits to other simulations, the comparison with the experiment reveals an underpredic-
tion of the wall heat flux. The time-accurate simulation of the BKC is in accordance
with experimental data regarding pressure fluctuations as well as the flowfield. These
test cases highlight the necessity of high-order methods, especially in time-accurate
simulations
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Dual-Bell Nozzle Design
Chloé Génin, Dirk Schneider, and Ralf Stark
Abstract The dual-bell nozzle is an altitude adaptive nozzle concept that offers
two operation modes. In the framework of the German Research Foundation Special
Research Field SFB TRR40, the last twelve years have been dedicated to study the
dual-bell nozzle characteristics, both experimentally and numerically. The obtained
understanding on nozzle contour and inflection design, transition behavior and transi-
tion prediction enabled various follow-ups like a wind tunnel study on the dual-bell
wake flow, a shock generator study on a film cooled wall inflection or, in higher
scale, the hot firing test of a thrust chamber featuring a film cooled dual-bell nozzle.
A parametrical system study revealed the influence of the nozzle geometry on the
flow behavior and the resulting launcher performance increase.
1 Introduction
The dual-bell nozzle is an altitude adaptive nozzle concept. It consists of a conven-
tional bell shaped base nozzle, linked to an extension nozzle by an abrupt change
in wall angle at the contour inflection. This nozzle concept permits to circumvent
the area ratio limitation of conventional nozzles: under high ambient pressure con-
ditions, at low altitude, the flow is attached in the base nozzle and separates at the
inflection point. Indeed the contour inflection ensures a controlled and stable flow
separation during the sea-level mode. During the launcher ascent, the ambient pres-
sure decreases, and at some point the nozzle pressure ratio (combustion chamber
pressure over ambient pressure, NPR) necessary for the flow transition is reached.
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The flow separation moves then quickly from the inflection point to the end of the
extension; the nozzle is then flowing full and the dual-bell nozzle has reached its
altitude mode. The higher area ratio experienced by the flow leads to a higher thrust
under high altitude conditions. The concept was proposed in the late 1940’s but the
first investigations and the proof of concept took place in the 1990’s [8]. Various
studies, both experimental and numerical, were conducted to verify the potential of
the dual-bell nozzle, and to investigate the flow behavior. In particular the transition
from one operation mode to the other was of interest, see for example the works con-
ducted in Europe or in Japan in [7, 11, 13, 15, 21] Many studies were conducted at
theGermanAerospace Center DLR in Lampoldshausen in the past two decades [3–5,
16, 17]. The flow behavior and the transition from one operation mode to the other
were studied for cold flow and hot flow conditions, first experimentally and then
simulated numerically using the DLR intern developed Navier–Stokes solver TAU.
1.1 Method of Design
For the design of dual-bell nozzle contour a DLR in-house tool based on the method
of characteristics is used [22]. Usually the base nozzle is chosen as a truncated
ideal contour as it generates a flow without strong shock, as a thrust optimized
contour (TOP) would. This is important because a strong intern shock may cause
a restricted shock separation in the extension nozzle. The contour is defined by
the gas properties and the design Mach number imposed. The length of the base
nozzle should be chosen to ensure attached flow at all time under sea-level condition.
Starting from the last right-running characteristic, a Prandtl–Meyer expansion of the
supersonic nozzle flow is calculated. As the chosen wall inflection angle is reached,
the expansion is stopped, and the resulting static pressure introduces an isobaric
streamline that defines the extension contour. The obtained nozzle section is a so-
called CP extension, yielding a constant wall pressure along the nozzle extension
length. In order to achieve a fast transition from one operation mode to the other,
the extension nozzle is defined as CP or PP, corresponding respectively to a constant
or positive wall pressure gradient along the extension. This condition is essential to
avoid any stable position of the flow separation point between sea-level and altitude
mode, as it would lead to an increase in side load generation.
1.2 Parameters of Influence
In the last years various studies have focused on identifying and optimizing the dif-
ferent parameters of influence of the dual-bell nozzle, see for example Refs. [4, 14].
The geometrical parameters of interest are illustrated in Fig. 1 (right). As stated ear-
lier, the shape and the length of the base nozzle will define the thrust and the flow
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Fig. 1 Correlation between L’ and hysteresis amplitude for different nozzle geometries (left) and
relevant geometrical parameters of a dual-bell nozzle (right)
condition under sea-level mode. The only limitation is to ensure a full flowing base
nozzle at all time. The extension length has a significant impact on the transitional
behavior. For an easier comparison of the observations obtained for different con-
figurations, the relative length of extension nozzle (ratio of extension length over
total nozzle length L ′ = Le/Ltot ) can be introduced. The stability of the operation
modes is ensured by a hysteresis effect between transition and retransition NPR.
Each operation mode is stable toward small pressure fluctuations, either due to insta-
bilities in the combustion chamber or to ambient pressure variations. An increase
of the relation length leads to a higher amplitude of the hysteresis (see Fig. 1, left).
Unfortunately, it is not possible to increase the value of L’ past a certain value as it
has a negative impact on the amplitude of the side load peak generated during the
transition. A compromise has to be found between stability of the modes and the
risk for the structural integrity of the nozzle (and the engine). A good rule of thumb
is to design the extension with a comparable length as the base nozzle (L’ 0.5)
corresponding to a hysteresis amplitude of ±20% with a CP extension.
The inflection angle, i.e. the wall angle difference between extension and base
contours at the inflection determines the transition NPR. The inflection angle should
be at least 5◦ as a value too low will not guarantee the fixation of the separation
point at the inflection between sea-level mode and the start of the transition. If the
inflection angle is too high (typically for values higher than 25◦) the length of the
extension will grow exponentially, increasing the mass of the structure, or the wall
angle at the end of the inflection will be very high, leading to increased diverging
loses.
The transition NPR can be predicted for a CP extension using the following
equation:
NPRtr = P0/Pa,tr = 1
Me
(
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Where Me is the Mach number reached on the extension wall (constant in the case
of a CP extension). More details are given in [4]. In the case of a PP extension it
is not possible to predict the value of the transition NPR analytically, but it will
always be lower than for the corresponding CP extension. It is also important to note
that a dual-bell with a PP extension will yield hysteresis amplitude higher than the
corresponding CP, provided the wall pressure gradient of the PP is monotonous. The
limit for the gradient of the wall pressure possible for a PP extension is the necessity
to keep a positive wall pressure angle at all points of the contour.
2 Optimization Studies
Many studies have been conducted in the past to evaluate the potential gain brought by
the implementation of a dual-bell nozzle as main stage engine (see for example [9]).
The application of a dual-bell nozzle to the European main stage engine Vulcain 2
confirmed the potential payload gain (see [19] for more details). For this study,
the nozzle contour of Vulcain 2 was recalculated and its mass approximated. Then,
starting from this redesigned contour, a great number of alternative dual-bells were
generated and evaluated. The original contour was shortened at various positions,
corresponding to five area ratios: εb 33, 38, 45, and 58. The contours obtained were
considered as base nozzles. The shortest configuration presents a base nozzle area
ratio of 33, which corresponds to the limitation imposed by the position of the TEG
injection manifold in the original contour. The longest contour corresponds to the
full length Vulcain 2 contour. Further restrictions in the contour geometries (total
length and exit diameter) were imposed by the launch pad configuration of Ariane 5
at the Space Center site in French Guiana. The second parameter of influence taken
into account for this study was the angle of inflection and five values were considered
between α = 5◦ and α = 25◦ for each base nozzle generated. The extensions were
all designed as CP extension. The sea-level and altitude thrust, and specific impulse
were calculated for each contour, as well as the transition NPR and corresponding
transition altitude. Two methods were used to evaluate the resulting payload mass,
an analytical one based on the rocket equation and a detailed one using launch
vehicle trajectory simulation. The values obtained with both methods were in good
agreement. The results were very different from one contour to the other: from a
significant payload gain to a detrimental effect of the additional nozzle mass despite
the thrust gain in altitude. The optimum configuration features a base nozzle with
an area ratio of 50 with an inflection angle of 15◦, designated here as 50alp15, and
yielded a potential payload gain of 490 kg. The contour is illustrated in Fig. 2 (left)
together with other variations of the extension.
The evolution of the generated thrust with altitude is illustrated in Fig. 2 (right)
for the original Vulcain 2 contour, the optimized dual-bell contour 50alp15 and three
other dual-bells presenting the same inflection angle α = 15◦ with different base
lengths (i.e. base area ratios): 33alp15, 38alp15 and 58alp15. All contours present a
transition before the optimum altitude and hence yield a partially lower thrust at low
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Fig. 2 Various dual-bell contours based onVulcain 2 nozzle (left) and generated thrust over altitude
for redesigned Vulcain 2 and optimized dual-bell (right)
altitude. However, this deficit is compensated by the higher altitude thrust once the
dual-bell nozzle operates in altitudemode. As this study was based on the redesign of
an existing nozzle for a given engine, launcher and launch pad configurations, someof
the geometrical parameters were imposed. A complete redesign of the nozzle starting
at the convergent part would lead to shorter and lighter configurations. Combining
this geometrical optimizationwith a trajectory optimizationwould lead to even larger
payload gain for the Ariane 5 launcher.
3 Film Cooling
Dual-bell nozzles have been intensively studied at DLR in Lampoldshausen, both
experimentally and numerically, under cold and hot flow conditions. In the past years,
two topics have retained the attention of the authors: the impact of the film cooling
and the influence of the outer flow on the transitional flow behavior.
3.1 Dual-Bell Nozzle Film Cooling
A hot flow test campaign has been conducted at the P8 facility of DLR Lampold-
shausen. A dual-bell nozzle contour has been designed for LOX/H2 combustion.
Figure3 illustrates the thrust chamber assembly in exploded view with the cylin-
drical combustion chamber (CC) and nozzle throat segment (NT) made out of cooper
alloy, the base and extension nozzles made out of Inconel. The slot for the film injec-
tion is situated in the base nozzle, slightly upstream to the inflection position. The
combustion chamber and throat region were water cooled with a conventional regen-
erative circuit. The second part of the base nozzle was cooled with GH2 flowing
through cooling channels that accelerated and injected the flow as a cooling film for
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Fig. 3 Sketch of the film cooled dual-bell nozzle
Fig. 4 Picture of the film cooled dual-bell nozzle mounted and instrumented at test bench P8
the extension nozzle. Preparatory works to the test campaign are presented in more
details in [18, 20].
In order to reach the transition from sea-level to altitude mode and back, the
cooling film mass flow rate was set and the combustion chamber pressure was varied
for each test. To reduce the total number of tests, a test could feature a series of
combustion pressures ramps with each time a different value of cooling film mass
flow rate.
The instrumentation of the experiments consisted ofwall pressure and temperature
measurements, high speed video of the outer flow and acoustic measurements with
a microphone array placed around the jet. Figure4 is a snapshot of the nozzle jet
during a typical test in sea-level (left) and altitude mode (right).
The test data are currently been analyzed as the campaign just ended.
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3.2 Film Cooling Study in Shock Tunnel
In the framework of a cooperation within the Special Research Field Transregio 40
of the German Research Foundation, a dual-bell nozzle design was realized for an
application in the shock wave laboratory [10] at the RWTH Aachen University. The
objective was to study the behavior of the coolant film passing over the inflection
point in supersonic flow.
The design constraints were to use the existing conical nozzle, to shorten it and
use as base nozzle of the new dual-bell. The extension is a new design. The test
specimen is then instrumented with pressure and heat flux sensors to determine the
pressure distribution (i.e. nozzle operation mode) and the cooling efficiency.
The flow conditions correspond to a total pressure between 3 and 5 MPa with a
total temperature around 3700 K. The main flow is composed mainly of water damp
and the Mach number is in the range of 3.3. The cooling medium can be chosen as
Helium, nitrogen, carbon dioxide or argon for this facility; its injectionMach number
lies between 1.6 and 1.8.
A series of different contours has been generated, and the flow behavior was
studied. Figure5 illustrates a few of the contours considered and the Mach number
distribution calculated with the in-house design tool for the contour retained for the
study. In this case, the position of the inflection point, and hence the length of the
base nozzle, has been varied, as well as the inflection angle between 12◦ and 14◦.
The contours were designed for a transition NPR in a range of 130 to 250, which lies
within the installation capability.
Fig. 5 Variation of base length and inflection angle in contour design (left) and Mach number
distribution inside the chosen contour (right)
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4 Wake Flow with Dual-Bell Nozzle
Past experiments did not take into account the outer flow. Transition was obtained
experimentally by varying continuously the feeding/combustion chamber pressure.
Underflight conditions, the variation of theNPR is due to the changeof altitude, hence
the progressive decrease of the ambient pressure. Furthermore, the impact of the
fluctuating ambient pressure and the wake flow could not be taken into account under
sea-level test conditions. The following section describes some works conducted
recently to investigate this aspect.
4.1 Flow Fluctuation Experiment
A cold flow test campaign was conducted inside the DLR Lampoldshausen altitude
chamber of the P6.2 test facility. A dual-bell nozzle was designed and tested in the
modified altitude chamber equipped with fast opening valves to simulate ambient
pressure fluctuations. Through the programming of the valves it was possible to vary
the amplitude and frequency of the fluctuations [6].
Figure6 illustrates the evolution of NPR and wall pressure in the extension as a
function of time. An abrupt drop in the extension wall pressure indicates the flow
transition (i.e. attached flow along extension wall), as it can be seen for frequency
values below 2 Hz.
The transition is more sensitive to fluctuations of lower frequencies, which is
partly due to the transition inertia: the transitional front does not have time to start
moving in the transition before in one half time period; and partly to the inertia of the
altitude chamber itself: the perturbation is applied at the top of the chamber and the
time needed to reach the nozzle end can be grater than the perturbation half period.
This last effect can be seen in Fig. 6 for a perturbation frequency of 3 Hz, the NPR
variation does not follow the valves opening and closing.
Fig. 6 Evolution of NPR and wall pressure inside the nozzle extension towards fluctuations of
different frequencies in the altitude chamber
Dual-Bell Nozzle Design 403
Fig. 7 Dependency of
transition and effective NPRs
with Mach number of
ambient flow
In addition to the experiment a numerical study has been conducted on a dual-
bell nozzle with an outer flow applied. The Mach number of the outer flow was
set for values between 0 and 4. Figure7 illustrates the transition NPR dependency
with the velocity of the ambient flow. The transition to altitude mode takes place to
much lower values of NPR in presence of an outer flow with high Mach number.
This effect poses a problem for the transition prediction in a real flight application.
For this reason an effective NPR, NPReff value has been introduced as the ratio of
combustion chamber pressure over the pressure experienced by the flow at the nozzle
end. This NPR value is constant at all outer flow conditions.
4.2 Interaction Between Afterbody and Dual-Bell Nozzle
Flow
Another cooperation took place in the framework of the project founding with the
universities of Braunschweig, Aachen (RWTH) and the German Armed Forces Uni-
versity to study the transitional flow behavior of dual-bell nozzles in interaction with
wake flow.
The University of Braunschweig focuses on base flow interaction with propulsive
jets [1]. The experimental studies are conducted on 3d test models. A first dual-
bell nozzle was designed based on a TIC with a design Mach number of 3 and a CP
extension. The transitionNPRwas evaluated around 13 during the design phase using
the semi-empiric relation presented earlier, validated for test environment without
wake flow. In reality the transition took place for much lower values of NPR, and a
so-called flip-flop effect was observed. This effect can have multiple causes like the
very low feeding and ambient pressures potentially leading to laminar flow separation
or an insufficient hysteresis amplitude to withstand the ambient flow fluctuations. A
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second nozzle contour was designed for the study, taking into account the limitations
of the test environment. Accent was put on the optimization of hysteresis effect.
In order to increase the hysteresis amplitude, various geometrical parameters were
changed: the relative extension was increased and the extension contour was changed
from CP to PP design. If the test conditions would have permitted it, an increase of
the inflection angle would have also led to an increase of stability.
The German Armed Forces University also performed tests on a sub-scale planar
dual-bell nozzle model [2] to study the nozzle flow interaction with the wake flow. In
this case four contours were designed by varying various parameters: design Mach
number for the base nozzle (between 2.5 and 2.8), throat radius, relative extension
length and inflection angle (between 12◦ and 18◦). Similar to the previous case, the
transition NPR evaluated analytically was much higher than the value experienced
with wake flow. In the second phase of the cooperation, the extension was changed
to a PP to increase the hysteresis amplitude.
In addition to the performed tests, numerical simulations of the experiments were
also realized at RWTHAachen University [12]. Figure8 illustrates the configuration
considered for the calculations. A generic axisymmetric space launcher was inves-
tigated in a turbulent wake flow using a zonal RANS/LES approach. The influence
of the dual-bell nozzle jet on the wake flow was investigated. The simulations were
performed for transsonic freestream condition.
5 Conclusion
Over a decade of dedicated study, analytically, experimentally and numerically, on
dual-bell nozzle flow behavior has led to a validated method for contour design and
transition prediction. The influence of wake flow has shown to be critical in the
flow behavior and further work will be necessary to ensure a safe and predictable
transitional behavior.
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Definition and Evaluation of Advanced
Rocket Thrust Chamber Demonstrator
Concepts
Daniel Eiringhaus, Hendrik Riedmann, and Oliver Knab
Abstract Since the beginning of the German collaborative research center SFB-
TRR 40 in 2008 ArianeGroup has been involved as industrial partner and supported
the research activities with its expertise. For the final funding period ArianeGroup
actively contributes to the SFB-TRR 40 with the self-financed project K4. Within
project K4 virtual thrust chamber demonstrators have been defined that allow the
application of the attained knowledge of the entire collaborative research center to
state-of-the-art numerical benchmark cases. Furthermore, ArianeGroup uses these
testcases to continue the development of its in-house spray combustion and perfor-
mance analysis tool Rocflam3. Unique within the collaborative research center fully
three-dimensional conjugate heat transfer computations have been performed for a
full-scale 100 kN upper stage thrust chamber. The strong three-dimensionality of
the temperature field in the structure resulting from injection element and cooling
channel configuration is displayed.
1 Introduction
After the 2002 launch anomaly during the Ariane 5 flight VA-157, the first flight
to utilize the novel Vulcain 2 engine, the inquiry board found the degraded thermal
condition of the nozzle due to fissures in the cooling tubes and a non-exhaustive
definition of the flight loads on the engine as root causes for the failure [2].
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At the time already some joint French-German research projects on liquid rocket
engine combustionmodeling and combustion stability such as e.g. the Rocket Engine
Stability Initiative (REST) program existed with participation from industry, univer-
sities and research institutes. To advance the involvement of the German academic
institutions in liquid rocket propulsion activities the Deutsche Forschungsgemein-
schaft (DFG) funded collaborative research center Sonderforschungsbereich Tran-
sregio 40 (SFB-TRR 40) on Fundamental Technologies for the Development of
Future Space-Transport-System Components under High Thermal and Mechanical
Loads was founded in 2008.
As the major actor in the European space transportation activities and prime
contractor for the Ariane 5 ArianeGroup has been involved in the research activities
from the very beginning. Ever since, ArianeGroup has been actively participating in
the SFB-TRR 40 providing its expertise in both system aspects as well as detailed
component design.
Based on the basic research activities that commenced in 2008 onemajor objective
of the final funding period of the SFB-TRR 40 lasting from 2016 to 2020 has been the
application of the obtained knowledge and developed tools to realistic benchmark
cases. In this context ArianeGroup has contributed and fully funded the synergizing
project K4 to define and maintain three exemplary virtual thrust chamber demonstra-
tors covering all technical fields investigated within the SFB-TRR 40 and serving as
numerical test cases free of any non-disclosure restrictions. In addition, these thrust
chamber demonstrators have been used as reference cases for the maturation of the
in-house heat transfer and performance analysis tool Rocflam3.
In the following Sect. 2 an overview of the three thrust chamber demonstrators is
given and the cooperative activities which have been based on these demonstrators
within the SFB-TRR 40 are highlighted. Afterwards, the progress of the conjugate
heat transfer and performance investigation approaches developed at ArianeGroup
are presented in Sect. 3. Finally, the results are summarized and an outlook on future
work is given in Sect. 4.
2 Virtual Thrust Chamber Demonstrators
As the design of a liquid rocket engine thrust chamber depends highly on its appli-
cation, i.e. main stage or upper stage, and the chosen engine cycle, e.g. gas generator
or expander cycle, not all relevant design features can be covered by a single thrust
chamber demonstrator. Therefore, three different demonstrator concepts have been
identified [12] covering all technical fields investigated within the SFB-TRR 40,
especially new nozzle concepts, alternative fuels and innovative cooling methods.
However, as the production and test of three full-scale thrust chambers by far exceeds
the available capacities, these demonstrators have been designed to remain virtual
testbeds, nonetheless defined to industry standards. Within the last funding period
of the SFB-TRR 40 they have been analyzed in cooperation between state-of-the-art
industrial tools and highly specialized academic tools.
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Table 1 Main parameters of the Thrust Chamber Demonstrators
Parameter Symbol Unit TCD1 TCD2 TCD3 TCD3
Propellant combination H2/O2 H2/O2 H2/O2 CH4/O2
Chamber pressure pc bar 55 100 107 100
Mixture ratio ROF – 5.6 6.0 6.0 3.4
Thrust F kN 100 1000 1000 1000
Total mass flow rate ṁtot kg/s 21.45 226.70 238.67 282.83
The three thrust chamber demonstrators (TCD) are:
• TCD1, a thrust chamber for upper stage application using the expander cycle with
focus on mass reduction by shortening of the cylindrical section.
• TCD2, a thrust chamber for main stage application using the gas generator cycle
with focus on pressure drop reduction for the relaxation of turbomachinery require-
ments.
• TCD3, a thrust chamber for main stage application using the gas generator cycle
with focus on fuel flexibility, i.e. a single combustion chamber capable of operating
with either O2/H2 or O2/CH4 and reuseability.
The main operational parameters of the three thrust chamber demonstrators are
summarized in Table 1. An overview of the geometric dimension of the thrust cham-
bers and the configuration of the injection heads is given in Fig. 1a, b. As pointed
out in the proposal for the third funding period [1] the virtual thrust chamber demon-
strators have been defined in order to be main pillars of inter project cooperation
within the SFB-TRR 40. Each project has identified possibilities either to contribute
to a demonstrator component or to develop a technological or simulation-model
innovation to be qualified or validated with the related demonstrator component.
2.1 TCD1—Overview and Cooperation
The expander cycle demonstrator TCD1 is similar in design to the Ariane 6 new
upper stage engine VINCI [23] and ArianeGroup’s technology precursor for future
expander cycle engines[8]. Similarly, the demonstrator TCD1 shows an elongated
cylindrical section of the combustion chamber as illustrated in Fig. 1b. As stated
above, one objective for the improvement of expander cycle engines is the shortening
of this elongated cylindrical part of the combustion chamber in order to decrease the
engine mass. However, a sufficient coolant heat up has to be ensured in order to
close the engine cycle. Thus, the decreased surface area has to be compensated by an
enhanced heat transfer on the hot gas and/or the coolant side requiring an innovative
combustion chamber design. One possible solution is an increased roughness on the
hot gas surface. In the frame of project K4 a numerical study on wall roughness
effects was performed and its results are summarized in Sect. 3.2.
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Fig. 1 a Comparison of the injection head configurations of the Thrust Chamber Demonstrators.
b Comparison of the hot gas wall contours of the Thrust Chamber Demonstrators
Numerical analyses performed with ArianeGroup’s in-house tool Rocflam3 have
been supplemented by a steady-state 3D RANS of project C5 on a 90° segment
using laminar finite-rate chemistry. Experimental investigations of increased wall
roughness in cooling channels have been carried out in projectD9. These experiments
have been supplemented with wall-modeled large eddy simulations from project D4
that have in turn been compared toRANS simulationswithwidespread eddy viscosity
models - such as the well known k-ε and k-ω-SST two equation models - as well as
Reynolds stress models that are able to resolve turbulence anisotropies.
2.2 TCD2—Overview and Cooperation
The main stage gas generator cycle demonstrator TCD2 aimed at an optimized com-
bustion chamber with reduced system pressure drop trading as this decreases the
required pressure head of the turbopump and hence allows a lighter design. However,
a significant decrease of the total pressure drop is only possible when the injection
pressure drop is reduced below conventionally appliedmargins and the cooling chan-
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nel features an increased hydraulic diameter. This in turn makes detailed combustion
stability investigations necessary as a coupling of combustion oscillations with the
feed system is facilitated and additional cooling methods of the hot gas wall become
necessary due to the reduced coolant velocities.
The initially provided design intentionally exhibits hot gas wall temperatures
exceeding the maximum tolerable material temperatures. Several projects of the
SFB-TRR 40 have proposed technical solutions such as a Ni-based thermal barrier
coating designed by project D2 or an innovative cooling concept designed by project
A5 utilizing a transpiratively cooled combustion chamber segment in the thermally
loaded area manufactured from porous ceramics. As the pressure drop of the injec-
tion elements was reduced below common design practice complementary stability
investigations have been carried out by projects A4, C3 and C7 and possible coun-
termeasures such as Helmholtz and λ/4 resonators have been prepared using high
fidelity tools as well as by transfer of experimental results of sub-scale experiments
to the demonstrator. The proposed nozzle structure has been evaluated with finite
element methods using novel shell elements developed by project D10. A buckling
of the structure under thermal and pressure loads resulting both from the hot gas and
the outer flow has been investigated. Additionally, the feasibility of an innovative
film cooled nozzle extension has been studied by projects A2 and A4 as an alterna-
tive to the proposed dump cooled nozzle version. For the development of high order
numerical tools such as A1’s porous media solver relevant boundary conditions and
operating points have been supplied. State-of-the-art evaporation models proposed
by project C4 [4, 10] have been implemented in Rocflam3 and tested extensively.
2.3 TCD3—Overview and Cooperation
As alternative fuels have become a major research topic in recent years the main
stage gas generator cycle demonstrator TCD3 is designed to be operated with either
H2/O2 or CH4/O2 utilizing an unchanged thrust chamber configuration. Additionally,
TCD3 is intended for reuse and thus an increased life is required.
To achieve the necessary high life several projects suggested additional cooling
methods similar to those for demonstrator TCD2 such as a dedicated thermal barrier
coating proposed by project D2. Thermo-mechanical analyses for the complete life-
cycle of TCD3’s combustion chamber structure have been carried out by project D3.
For the operation of TCD3 with methane as fuel the accurate prediction of the com-
bustion efficiency and thermal load of the structure is highly important. However,
the combustion chemistry of methane is much more complex than that of hydro-
gen. Hence, well instrumented basic research and sub-scale experiments such as the
seven element combustion chamber of project K1 are valuable for the verification
of numerical models. Within the SFB-TRR 40 projects K1 and C1/C6 have been
working on different combustion models based on non-adiabatic flamelets. A bench-
marking of different modeling strategies of groups from the SFB-TRR 40 as well as
additional groups from DLR, Jaxa and the University of Harbin has been performed
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in the frame of the summer program 2017 and published [16]. A detailed combustion
analysis of demonstrator TCD3 has been performed within project C1/C6 [25]. As
the investigation of innovative nozzle concepts and advanced methods for aft-body
flow control were major research topics of the SFB-TRR 40, comprehensive research
on the transition behaviour of dual bell nozzles under real operating conditions, i.e.
under consideration of the launcher base flow, has been carried out by division B and
project K2.
3 Numerical Investigation of the Thrust Chamber
Demonstrators
For the industrial design of liquid rocket engines accurate and fast numerical tools
have become indispensable. Numerical spray combustion and performance analysis
tools have been developed and used at ArianeGroup in Ottobrunn for more than
20years [9, 11, 18]. Thereby, axisymmetric RANS has long been and often still is
the preferred method for the hot gas side combustion and heat transfer simulations
enabling short-term analyses fast enough to support the engineering work even in
phases when decisions have to be taken quickly. Steadily growing demands for
detailed analyses of very specific tasks however require the continuous improvement
of the numerical tools. Such tools have to be able to efficiently and accurately predict
the combustion efficiency and heat transfer of multi injection element configurations
in order to be satisfactory for actual hardware design [13]. A fully three-dimensional
spray combustion CFD code named Rocflam3 has been developed and validated
against such lab- and sub-scale test cases [21, 22]. This code has been used for
the hot gas side simulations of full-scale thrust chambers within the project K4 and
thereby has been enhanced in several aspects.
During the design process of a thrust chamber the required performance, thermo-
mechanical integrity and life time have to be ensured. For this task, it is absolutely
essential to consider the whole thrust chamber as one system. This is realized by
applying conjugate heat transfer (CHT) analyses, i.e. the coupled investigation of the
combustion process inside the thrust chamber, the heat conduction in the chamber’s
structure and the coolant flow inside the cooling channels. This process guarantees
that correct boundary conditions are prescribed for both the hot gas and coolant side
simulations. The CHT analysis approach presented in Sect. 3.3 is unique in Europe.
Similar methods are employed e.g. by a Japanese research group at JAXA [3, 15]
and by an Indian research group at ISRO [24]. An overview of the CHT tools of
different spatial fidelity that are in use at ArianeGroup is given in [7]. As the authors
remark, during early development phases 1D and 2D CHT tools offer the advantage
of high responsiveness and allow for quick design studies of various configurations
and thus still play a vital role.
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Fig. 2 Isocontours of temperature and relative deviation from the injected mixture fraction of
demonstrators TCD1, TCD2 and TCD3 in H2/O2 operation
3.1 Design Validation of the TCDs
For early design validations of all three TCDs 2D axisymmetric CHT analyses have
been performed. For this purpose Rocflam3 (in 2D/axisymmetric mode) has been
coupled to RCFS-II, ArianeGroup’s well-validated 1D in-house engineering tool for
the coupled simulation of hot gas and coolant side heat transfer [14]. The initial
design of all three TCDs was validated applying these tools [5, 6]. In Fig. 2 the hot
gas flow fields of these analyses of all three TCDs in H2/O2 operation are displayed.
The right half shows the temperature fields and additional black lines indicate the
stoichiometric mixture fraction, i.e. the main reaction zone. The left half illustrates
the relative deviation of the local mixture fraction from the globally injected mix-
ture fraction on a logarithmic scale where the area with a relative deviation below
1% is colored in green. All three demonstrators show excellent mixing and a high
combustion efficiency ηc∗ exceeding 99% can be concluded.
3.2 Design Variation of TCD1
In addition to the numerical proof-of-concept for all three demonstrators, axisym-
metric simulations have been carried out for further design variations of the expander
cycle thrust chamber demonstrator TCD1. The initial design of demonstrator TCD1
exhibits the typical elongated cylindrical section of the combustion chamber like
e.g. the European Vinci. This serves to ensure sufficient heat pick-up in the coolant
in order to close the expander cycle but leads to a high engine mass. However,
performance-wise the necessary characteristic length l∗ is exceeded by far and the
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Fig. 3 Influence of increased hot gas wall roughness. Left: Coolant bulk temperature Tbulk (blue)
and total pressure ptot (green). Right: Hot gas wall temperature Tw, hg. The reference configuration
is indicated with dashed lines
combustion chamber could be shortened without a penalty to the combustion effi-
ciency ηc∗ . Hence, heat transfer enhancement measures are of high interest as they
allow a shortening of the cylindrical section of the combustion chamber and thus
reducing its mass while ensuring sufficient heat pickup in the coolant.
Axisymmetric CHT analyses of demonstrator TCD1 [6] have shown that a short-
ened configuration can achieve a sufficient heat pick up by increasing the hot gas
wall roughness. However, the increased roughness leads to a considerable rise in
the hot gas wall temperature in excess of the maximum allowed wall temperature
of the utilized materials (cf. Fig. 3). Hence, a modification of only the hot gas heat
transfer is not sufficient and an optimized design has to be elaborated incorporating
also structure and coolant side.
3.3 3D Conjugate Heat Transfer Investigation of TCD1
For fully 3D CHT investigations the Rocflam3 code was coupled to the commercial
solver Ansys CFX. The different simulation domains  and their interfaces  are
illustrated in Fig. 4.
Besides the combustion domain C, two solid domains (S,Cu and S,Ni) and
the domain of the coolant F had to be simulated. Each domain required its own
modeling approach and a treatment of the interfaces to neighboring domains. For
the CHT investigations the combustion domain C was solved with Rocflam3 while
Ansys CFX was used for the heat conduction problem in both structure domains
(S,Cu & S,Ni) and the fluid flow of the coolant (F). At the interfaces between the
domains the heat flux has to be conserved. This is internally ensured by Ansys CFX
for the interface IF,S-F while the interface IF,S-C is handled by an external Python
script.
The above summarized method has been applied [7] to the virtual demonstrator
TCD1. The resulting hot gas temperature field as well as selected axial slices of the
structure and coolant temperatures of the CHT simulation are illustrated in Fig. 5.
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Fig. 4 Different simulation domains () and interfaces () of a CHT problem in typical liquid
rocket combustion chambers
Fig. 5 Hot gas temperature field of demonstrator TCD1 illustrated at several axial and lateral slices
as well as for the stoichiometric mixture surface. Additional axial slices at selected positions display
the strong temperature gradients to be resolved in the structure
Individual reaction zones in the wake of each injection element can be identified by
the shown stoichiometric surfaces. They can be interpreted as “flames” and exhibit a
uniform behavior except for the outermost row. Here an elongated flame shape can be
recognized. Numerical investigations [17] in a sub-scale combustion chamber show a
similar behavior ofMenter’s SSTmodel whereas simulations with a k − ε turbulence
model led to flames of uniform length. The authors explain the increased flame length
of the SST model with a reduced mixing due to decreased turbulence production in
the area of active k − ωmodel. Nevertheless, in axial direction a fast homogenization
of the temperature can be observed indicating an overall good mixing process and
hinting at a high combustion efficiency.
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Fig. 6 Hot gas wall temperature of demonstrator TCD1 showing circumferential wall temperature
stratification of up to 100 K
The resulting hot gas wall temperature profile is depicted in Fig. 6. The lower plot
shows the axial wall temperature profile whereas the upper contour plot shows the
circumferential temperature variation over the wall angle  = arctan (z/y). Black
dashed lines indicate the position of the injection elements of the outermost row
at −15°, −3°and 9°. In the throat (x = 0m) a local circumferential temperature
minimum in the wake of the injection elements can be observed due to locally
increased hydrogen mass fractions. Furthermore, a locally reduced wall temperature
can be noticed at the positions of the cooling channels, most pronounced at around
x = −0.1m. Additional stratification due to local condensation of water can be seen
in the supersonic part of the combustion chamber. The circumferential temperature
stratification reaches a magnitude of up to 100K which has to be considered in liner
life analyses.
However, in addition to the circumferential stratification liquid rocket engine com-
bustion chambers are also subjected to a high thermal gradient in radial direction due
to the strong regenerative cooling. This can be recognized when Fig. 7 is considered
where the local temperatures at several radial planes are plotted. The position of each
plane is indicated in the sketch on the right where an axial section of a single cooling
channel and fin is displayed. Starting with the strongly stratified hot gas wall temper-
ature profile (a) already a significant temperature drop towards the cooling channel
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Fig. 7 Structure temperatures of demonstrator TCD1 at different radial positions
bottom wall (b) can be noticed. The circumferential stratification however remains
nearly constant. Towards the upper cooling channel wall (c) and the copper-nickel
interface (d) the structure temperature is reduced drastically and nearly reaches the
coolant bulk temperature level. The circumferential stratification is strongly reduced.
Considering the coolant bulk temperature only a minor variation of about 1%
can be noticed between the individual cooling channels. As in full-scale tests most
experimental data on structure temperatures is obtained either on the combustion
chamber’s outer wall or derived from few local thermocouples integrated in the
wall a precise prediction of the maximum occurring hardware temperatures from
experimental data is not possible. Well anchored numerical simulations can thus
supplement experimental data and provide further insight.
4 Conclusion and Outlook
In the context of the SFB-TRR 40’s final funding period ArianeGroup has defined
three virtual thrust chamber demonstrators to industry standard. These demonstrators
have served as numerical test bed for all projects of the SFB-TRR 40. Furthermore,
within project K4 the spray combustion and performance analysis tool Rocflam3 has
been extended with a new CHT environment for fully three-dimensional analyses
of full-scale liquid rocket combustion chambers unique within the SFB-TRR 40.
Results for the upper stage demonstrator TCD1 have been presented and a strong
circumferential variation of the hot gas wall temperature noticed. Due to the high
radial temperature gradient this stratification is hard to measure and the relevance of
CFD analyses as supplement to test is underlined.
The impact of the circumferential temperature stratification on thermo-mechanical
behavior and resulting life of the thrust chamber has still to be assessed in futurework.
Also, additional injector patterns shall be investigated. Emphasis is placed on injec-
tors with high mass flow elements as the resulting reduced element count is assumed
to lead to increased circumferential stratification on the hot gas side. Moreover, an
application of the CHT environment to main stage thrust chambers operating with
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CH4/O2 as well as to kick stage thrust chambers operating with the commonly used
storable propellant combination monomethylhydrazine (MMH)/nitrogen tetroxide
(NTO) or novel “green” propellant combinations is foreseen. As for these propel-
lants reaction kinetics play a vital role a novel timescale-based frozen non-adiabatic
flamelet combustion model developed by Rahn et al. [19, 20] will be applied.
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