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Abstract. Many applications of Gaussian random fields and Gaussian random processes are
limited by the computational complexity of evaluating the probability density function, which
involves inverting the relevant covariance matrix. In this work, we show how that problem can
be completely circumvented for the local Taylor coefficients of a Gaussian random field with a
Gaussian (or ‘square exponential’) covariance function. Our results hold for any dimension of
the field and to any order in the Taylor expansion. We present two applications. First, we show
that this method can be used to explicitly generate non-trivial potential energy landscapes
with many fields. This application is particularly useful when one is concerned with the field
locally around special points (e.g. maxima or minima), as we exemplify by the problem of
cosmic ‘manyfield’ inflation in the early universe. Second, we show that this method has
applications in machine learning, and greatly simplifies the regression problem of determining
the hyperparameters of the covariance function given a training data set consisting of local
Taylor coefficients at single point. An accompanying Mathematica notebook is available at
https://doi.org/10.17863/CAM.22859.
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1 Introduction
Gaussian random fields (GRFs) are a simple class of random functions with many impor-
tant applications in mathematics, computer science, and the natural sciences. A real-valued
and stationary GRF, f(x): Rd → R, is completely described by its mean value f¯ and the
covariance function C(x1 − x2):
〈(f(x1)− f¯)(f(x2)− f¯)〉 = C(x1 − x2) . (1.1)
Two important problems for the practical use of GRFs are finding methods for: i)
generating explicit realisations of the GRF given a specification of f¯ and C(x1 − x2); ii)
constraining f¯ and C(x1 − x2), given their (hyper-)parametrisation and some initial data of
a realisation f .
The first problem has a a number of applications in physics, where, for example, explicit
realisations of f can provide random initial conditions to physically interesting partial differ-
ential equations (cf. e.g. [1]). Naively, one may approach this problem by sampling f for a
set of points x1, . . . ,xM in Rd, for which the sample set S = {f(x1), . . . , f(xM )} consists of
Gaussian random variables with covariances determined from equation (1.1). However, since
the probability distribution for S depends on the inverse of the corresponding covariance
matrix, this method becomes computationally very challenging when M  1. A common,
alternative approach is instead to generate f through its Fourier coefficients, which are sta-
tistically independent. This method can be efficient even for a wide range of scales, but it is
not well-suited for all problems. In particular, it does not easily generalise to the conditional
problem of generating f given that f(x?) has some special properties (e.g. is a maximum,
minimum or a saddle-point).
The second problem is an important part of model selection for Gaussian processes,1
which has important applications in machine learning. Given the training data set S, one
would like to make predictions for the function f(x) beyond the sampled points. In the
Bayesian approach, this problem is often usefully approximated by maximising the marginal
likelihood with respect to the hyperparameters of f¯ and C(x1 − x2). The bottleneck of this
method arises from the need to invert the corresponding covariance matrix, which becomes
intractable when the training data set is very large. Moreover, pristine training data is
sometimes only easily obtained in a limited region in Rd.
In this paper, we present a novel method for addressing these problems for the special
but frequently considered case in which the GRF is stationary, isotropic and with a Gaussian
(or squared exponential) covariance function:
C(x1 − x2) = h2 exp
(
− (x1−x2)2
2`2
)
. (1.2)
The hyperparameters of this covariance function are h and `; we take f¯ = 0 but our results
generalise straightforwardly to f¯ 6= 0. Our method is local: for problem i) we construct the
explicit realisation of f through its Taylor expansion up to the order nmax around a single
point x? ∈ Rd. By specifying some of the coefficients by hand, this method can be used to
conditionally generate f given that it has e.g. a maximum, minimum or saddle point at x?,
but is otherwise random. For problem ii) we consider initial data of f to be of the form of
such Taylor coefficients. Both problems now depend on the inverse covariance matrix of the
Taylor coefficients at x?, which becomes large when d 1 or nmax  1.
1We follow the convention of e.g. [2] and use GRFs and Gaussian processes synonymously (in particular,
both may refer to any d ≥ 1).
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Figure 1: An example of a GRF with d = 2 and nmax = 175. Here x ∈ [−4l, 4l]2.
The key simplification of our method is that the covariance matrix becomes exactly
diagonal through a sequential, order-by-order use of the marginal and conditional probability
distributions for the Taylor coefficients. This dispenses with the need to numerically invert
the covariance matrix, which makes our method efficient even for large d or nmax.
We expect this method to be particularly useful when one is interested in generating
explicit GRFs within a moderately small region in Rd (say, extending at most a few units of
` from x?), and when one wants to constrain h and ` from essentially noise-free initial data
obtained close to x?.
In reference [3], we showed that this method enables the first explicit studies of cosmic
inflation in models with a large number of fields interacting through a potential energy mod-
elled by a GRF (for related work, see [4–9]). For nmax = 5 (motivated physically in [3]), a
model with d = 100 fields involve 96,560,546 interaction terms, and explicitly generating the
potential naively involves diagonalising a covariance matrix with O(1015) independent entries.
Our method makes this problem tractable by allowing us to trivialise the inversion, condition
f on that the potential is suitable for inflation, and only generate statistically independent
Gaussian random numbers. Similarly, our method is efficient for moderate d but nmax  1,
as illustrated by an example in Figure 1.
Future extensions of this method may, for example, simplify the application of Gaussian
process techniques to certain non-linear dynamical systems, where training data is often most
easily obtained locally around equilibrium points.
This paper is organised as follows: in §2 we first illustrate the relevant aspects of our
method with a simple example, and then prove its validity for any d and nmax. In §3 we
briefly discuss how this method can be used to address the two problems mentioned in this
introduction. We conclude in §4.
2 A new method for generating realisations of a GRF
In this section, we first review some relevant properties of GRFs and establish our notation.
We then exemplify our method by considering d = 2 and nmax = 4, before turning to the
general, recursive proof of the method.
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A standard result, which will be our starting point, is that the covariances for the
derivatives of f are given by the derivatives of the covariance function,〈
∂n1f(x1)
∂xa11 . . . ∂x
an1
1
∂n2f(x2)
∂xb12 . . . ∂x
bn2
2
〉
=
∂n1+n2C(x1 − x2)
∂xa11 . . . ∂x
an1
1 ∂x
b1
2 . . . ∂x
bn2
2
. (2.1)
The indices a and b take values between 1 and d. The expectation values of the derivatives
are given by the derivatives of the expectation value, which we take to be zero. To simplify
notation, we will from now on write the derivatives of f as:
∂nf(x)
∂xa1 . . . ∂xan
≡ fa1...an(x) . (2.2)
In this paper we create the random functions by generating Taylor coefficients, fa1...an ,
at a single point, x?. Their joint probability distribution is just a multivariate normal dis-
tribution with a covariance matrix given by the derivatives of the covariance function at
x1 = x2 = x?. Of course, not all the derivatives are algebraically independent, so we only
consider the coefficients fa1...an with indices ordered such that a1 ≥ ... ≥ an. This ensures
that all the unique coefficients are included exactly once.
We will consider Taylor expansions that are truncated at a finite order, n ≤ nmax. To
simplify our notation, we denote the unique, ordered Taylor coefficients for any 0 ≤ n ≤
nmax indices by fα. The multivariate probability distribution function for the algebraically
independent Taylor coefficients is then given by:
P (fα) =
exp
(−12(fα − µα)(Σ−1)αβ(fβ − µβ))√
det(2piΣ)
, (2.3)
where µα = 〈fα〉 is the expectation value vector and Σαβ = 〈(fα − µα)(fβ − µβ)〉 is the
covariance matrix. Here repeated indices are a short-hand for the double-sum over n and the
ordered indices for each n.
The key obstacle for generating realisation of the GRF from the multivariate probability
distribution of equation (2.3) is the need to invert the covariance matrix. When the number of
independent coefficients becomes very large, numerical inversion becomes prohibitively costly.
The purpose of this paper is to show how such an inversion can be circumvented for GRFs
with the covariance function (1.2) by sequential application of the marginal and conditional
probability distributions for the Taylor coefficients.
In general, if the vectors Z1 and Z2, are randomly distributed according to the multi-
variate normal distribution, [
Z1
Z2
]
∼ N
([
µ1
µ2
]
,
[
Σ11 Σ12
Σ21 Σ22
])
, (2.4)
where (µ1, µ2) is the mean vector and Σij are block components of the covariance matrix,
then the probability distribution for Z1 obtained when marginalising over Z2 is simply,
Z1 ∼ N(µ1,Σ11) . (2.5)
The conditional probability distribution for the vector Z2 obtained after fixing Z1 = z1 is the
multivariate Gaussian distribution with expectation values and covariance given by:
E[Z2|z1] = µ2 + Σ21Σ−111 (z1 − µ1) , (2.6)
Cov[Z2|z1] = Σ22 − Σ21Σ−111 Σ12 . (2.7)
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We now give a simple example showing how these expressions simplify the generation of the
Taylor coefficients.
2.1 Motivational example
To illustrate the main point of our method, it is convenient to initially absorb the hyper-
parameters h and ` of equation (1.2) into f and x. The covariance function is then given
by,
〈f(x1)f(x2)〉 = e−(x1−x2)2/2 , (2.8)
and the covariances of the first few derivatives of f at x? are:
〈ff〉 = 1 , 〈ffa〉 = 0 , 〈ffab〉 = −δab , (2.9)
〈fafb〉 = δab , 〈fafbc〉 = 0 , 〈fabfcd〉 = δabδcd + δacδbd + δadδbc . (2.10)
Note that we may obtain the covariances between derivatives of different order by changing
which field derivatives act on; each time this is done, we pick up a minus sign. All covariances
between even and odd derivatives vanish since the covariance function is even.
The above covariances are symmetric in all the indices, and for any given set of indices
it is easy to write down the value of the covariance according to the following combinatoric
rules: If any index appears an odd number of times, the covariance is zero. For an index
appearing n (even) times we get a factor of (n − 1)!!, which is the number of unique ways
they can be put together in Kroenecker deltas. The total covariance for a given set of indices
is then given by the product of such factors for each index appearing in the indices. The
overall sign is set by half the difference of number of indices of the two sets. For example,
〈f555221f995221〉 = (−1)(6−6)/2(4!!)2(2!!)2 = 256.
We now specialise to the case of d = 2. Since the covariances between Taylor coefficients
with an even and an odd number of indices vanishes, the full covariance matrix is block
diagonal. We here consider the covariance matrix for the Taylor coefficients with an even
number of indices, which for the variables f , fa1a2 , and fa1...a4 is given by,
Σ =

1 −1 0 −1 3 0 1 0 3
−1 3 0 1 −15 0 −3 0 −3
0 0 1 0 0 −3 0 −3 0
−1 1 0 3 −3 0 −3 0 −15
3 −15 0 −3 105 0 15 0 9
0 0 −3 0 0 15 0 9 0
1 −3 0 −3 15 0 9 0 15
0 0 −3 0 0 9 0 15 0
3 −3 0 −15 9 0 15 0 105

, (2.11)
where the first row/column is for f , the following three are for the (1, 1), (2, 1) and (2, 2)
components of fa1a2 , and the final five are for the (1, 1, 1, 1), (2, 1, 1, 1), etc. components of
fa1...a4 .
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The marginal distribution for f is simply given by f ∼ N(0, 1). Fixing f , the conditional
covariance matrix for fa1a2 and fa1a2a3a4 is obtained from equation (2.7):
Σ =

2 0 0 −12 0 −2 0 0
0 1 0 0 −3 0 −3 0
0 0 2 0 0 −2 0 −12
−12 0 0 96 0 12 0 0
0 −3 0 0 15 0 9 0
−2 0 −2 12 0 8 0 12
0 −3 0 0 9 0 15 0
0 0 −12 0 0 12 0 96

. (2.12)
We note that the 3×3 block matrix in the upper left corner is now diagonal, and the probability
distribution for fa1a2 given f is now given by:
(fa1a2 |f) ∼ N
−f0
−f
 ,
2 0 00 1 0
0 0 2
 . (2.13)
Clearly, the second order derivatives are now independent Gaussian random numbers.
Finally, fixing fa1a2 in addition to f , we find that the conditional probability distribution
for fa1a2a3a4 is given by:
(fa1a2a3a4 |fa1a2 , f) ∼ N


−3(f + 2f11)
−3f21
−f − f11 − f22
−3f21
−3(f + 2f22)
 ,

24 0 0 0 0
0 6 0 0 0
0 0 4 0 0
0 0 0 6 0
0 0 0 0 24

 . (2.14)
Since the covariance matrix again is diagonal, also the fourth order Taylor coefficients can
be generated as independent Gaussian random numbers, without the need to diagonalise the
original covariance matrix (2.11).
2.2 All orders proof
In this section, we show that the method of section 2.1 applies for arbitrary d and nmax. That
is, we will show that the conditional covariance matrix for the k:th order Taylor coefficients
is diagonal, given all lower-order Taylor coefficients of the same type (even or odd).
Additional notation
It is convenient to introduce some additional notation that will allow us to prove our main
result simultaneously for the cases of even and odd number of indices. The covariance matrix
is again block-diagonal, and each block further consists of the covariances of Taylor coefficients
of increasingly high order, up to order nmax or nmax − 1. We collectively refer to the orders
in the even and odd case as ‘levels’, i, where i = n/2 + 1 in the even case and i = (n+ 1)/2
in the odd case. For each level, the index αi runs over the ordered set of indices. (We may
replace α with any lower case Greek index.) The ni indices within a set αi will be labelled
by the corresponding lower case Latin letters and a number, e.g. a1, a2, . . .. An unordered set
will be denoted αui .
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For example, for even derivatives i = 1 corresponds to f (so that n1 = 0), i = 2 to fa1a2
(n2 = 2), etc. and for odd derivatives i = 1 corresponds to fa1 (n1 = 1), i = 2 to fa1a2a3
(n2 = 3).
It is also convenient to write the covariances as:
〈fαifβj 〉 = Cαiβj . (2.15)
Each Cαiβj will consist of a sum over Kronecker delta functions that ‘connect’ indices in αi
with indices in βj , or with other indices in αi. We will find it convenient to consider modified
covariances, Ckαiβj , which are obtained from Cαiβj by removing all terms with Kronecker
deltas connecting either n1, n2, ..., or nk indices from αi with the same number of indices
from βj . We will also write,
Ci−1αiβi = Dαiβi , (2.16)
for which all indices in αi are connected with indices in βi, so that Dαiβi is only non-vanishing
if αi = βi, and hence, Dαiβi is a diagonal matrix. For example, in the even case we have:
C1α2β2 = Dα2β2 = δa1b1δa2b2 + δa1b2δa2b1 . (2.17)
The diagonal matrix can further be written as,
Dαiβi = δαiβiComb(αi), (2.18)
where Comb(αi) is a combinatorial factor determined by the values of the indices in αi, and
it is the number of ways the numbers in the set can be paired up with the same numbers in
an identical set. If we denote the number of times an index value a appears in αi by ka, we
then have:
Comb(αi) =
d∏
a=1
ka! . (2.19)
As an example, the set {3, 3, 1, 1, 1} can be paired up with an identical ordered set in 2!×3! =
12 ways. We also note that the total number of permutations of a set of indices αi is given
by:
Perms(αi) =
ni!
Comb(αi)
. (2.20)
Using the same example as before, one can easily see that the set has 10 permutations, which
agrees exactly with 5!/2!3! = 10.
Finally, we will write the conditional covariance matrix for the Taylor coefficients with
levels from k through n, given values for the lower levels 1 through k − 1 as Σk−1k,n .
From the first to the second level
We now want to prove that if we specify levels 1 through k, then the covariance matrix of
conditional probability distributions for level k + 1 will be diagonal. As a starting point, we
write down the covariance matrix for levels 1 through n for some n > k:
Σ1,n =

Cα1β1 Cα1β2 Cα1β3 . . . Cα1βn−1 Cα1βn
Cα2β1 Cα2β2 Cα2β3 . . . Cα2βn−1 Cα2βn
Cα3β1 Cα3β2 Cα3β3 . . . Cα3βn−1 Cα3βn
...
...
...
...
...
Cαn−1β1 Cαn−1β2 Cαn−1β3 . . . Cαn−1βn−1 Cαnβn
Cαnβ1 Cαnβ2 Cαnβ3 . . . Cαnβn Cαnβn

. (2.21)
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This can be for either the odd or the even case. For the even case Cα1β1 = Dα1β1 = 〈ff〉 = 1,
which can be thought of as a diagonal matrix in the set α1 (which only takes the value ∅).
For the odd case Cα1β1 = Dα1β1 = 〈fa1fb1〉 = δa1b1 , which again is diagonal. Thus, the
lowest order Taylor coefficients can always be fixed as independent Gaussian numbers (by
marginalising over all higher-order coefficients).
Now suppose we fix fα1 . From equation (2.7), we then obtain the following distribution
for the remaining levels:
Σ12,n =

Cα2β2 Cα2β3 . . . Cα2βn−1 Cα2βn
Cα3β2 Cα3β3 . . . Cα3βn−1 Cα3βn
...
...
...
...
Cαn−1β2 Cαn−1β3 . . . Cαn−1βn−1 Cαnβn
Cαnβ2 Cαnβ3 . . . Cαnβn Cαnβn
−
−

Cα2γ1
Cα3γ1
...
Cαn−1γ1
Cαnγ1
 (D−1)γ11
(
C1β2 C1β3 . . . C1βn−1 C1βn
)
. (2.22)
Again, repeated indices are summed over. In more compact notation, this can be written as:
(Σ12,n)αiβj = Cαiβj − Cαnγ1(D−1)γ11C1βj , (2.23)
where (Σ12,n)αiβj is the conditional covariance between fαi and fβj , given fα1 .
In both the odd and even cases, Dγ11 is diagonal and in fact just given by δγ11 as
described above, so we find:
(Σ12,n)αiβj = Cαiβj − Cαnγ1Cγ1βj . (2.24)
This is really just the original covariance, with all the terms mixing n1 indices from αj with
indices from βj dropped. To make this obvious, we write out these terms explicitly:
(Σ12,n)αiβj =
{
〈fa1...a2i−2fb1...b2j−2〉 − 〈fa1...a2i−2f〉〈ffb1...b2j−2〉 even case ,
〈fa1...a2i−1fb1...b2j−1〉 − 〈fa1...a2i−1fc1〉〈fc1fb1...b2j−1〉 odd case .
(2.25)
In the even case, the second term subtracts from the first all terms where the ai and bi indices
do not mix, i.e. those terms with n1 = 0 indices from each set in mixed Kronecker deltas.
In the odd case, the second term subtracts from the first all terms where only one of the
ai indices and one of the bi indices are in a Kronecker delta together, i.e. those terms with
n1 = 1 indices from each set in mixed Kronecker deltas. It then follows that we have,
(Σ12,n)α2β2 = C
1
α2β2 = Dα2β2 = δα2β2Comb(α2) . (2.26)
Equation (2.26) implies that the second order coefficients of the conditional probability dis-
tribution are statistically independent, and can be generated without explicitly inverting a
non-trivial covariance matrix (when marginalising over higher levels).
To further illustrate equation (2.26), we see that in the even case it explicitly corresponds
to:
(Σ12,n)α2β2 = 〈fa1a2fb1b2〉 − 〈fa1a2f〉〈ffb1b2〉 = δa1b1δa2b2 + δa1b2δa2b1 , (2.27)
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which follows from 〈fa1a2f〉 = −δa1a2 . In the odd case, we have,
(Σ12,n)α2β2 = 〈fa1a2a3fb1b2b3〉 − 〈fa1a2a3fc1〉〈fc1fb1b2b3〉
= δa1b1δa2b2δa3b3 + δa1b1δa2b3δa3b2 + δa1b2δa2b1δa3b3 + δa1b2δa3b2δa3b1
+ δa1b3δa2b2δa3b1 + δa1b3δa3b2δa2b3 . (2.28)
Here we have used,
〈fa1a2a3fc1〉 = −δa1a2δa3c1 − δa1a3δa2c1 − δa2a3δa1c1 , (2.29)
and a similar expression for 〈fc1fb1b2b3〉. The second term of the top line of equation (2.28)
will cancel out the terms where only one delta contains an index each from both sets, and
since every term must have either one or three such deltas (there are three indices in each
set), it follows that the only terms that remain are those in which all the indices are mixed.
For pedagogical reasons: from the second to the third level
To illustrate the structure of our general recursive proof, we here consider the less trivial step
of the conditional covariance after fixing both fα1 and fα2 . The covariance matrix for the
higher levels is then given by,
(Σ23,n)αiβj = C
1
αiβj
− C1αiγ2(D−1)γ22C12βj , (2.30)
with 3 ≤ i, j ≤ n. Now, using the expression for the diagonal matrix given in equation (2.18),
we can write this as,
(Σ23,n)αiβj = C
1
αiβj
−
∑
γ2
C1αiγ2C
1
γ2βj
/Comb(γ2) , (2.31)
where the sum is over ordered sets of indices.
To generalise the argument of the previous section, we first rewrite this in terms a sum
over unordered indices. This will overcount the index sets by a factor of how many permuta-
tions there are of them, so in every term we need to divide by the number of permutations:
(Σ23,n)αiβj = C
1
αiβj
−
∑
γu2
C1αiγu2C
1
γu2 βj
/(Comb(γ2)Perms(γ2))
= C1αiβj −
∑
γu2
C1αiγu2C
1
γu2 βj
/n2! , (2.32)
where in the last step we used equation (2.20). We recall that C1αiγu2 includes no terms with
n1 indices connecting αi and γu2 . Since these cannot be connected by fewer than n1 indices
(recall that neven1 = 0 and nodd1 = 1), they must be connected by more than n1 indices. More
generally, Ckαiβj only contains terms in which n ∈ {nk+1, nk+2, ...} indices from two sets αi
and βj are paired up in Kronecker deltas. This is because there must be even numbers of
indices left in the sets αi and βj , and all the nl differ by multiples of two. E.g. for the odd
case α3 has n3 = 5 indices and only n1 = 1, n2 = 3 or n3 = 5 indices from α3 can be paired
up with indices from another set in Cα5βj . This then tells us that in C
1
αiγu2
, all n2 of the
indices from the set γu2 are together in deltas with some indices from αi.
Note also that the terms in the C1αiβj may be negative, but the relative sign between the
two terms in equation (2.32) is always the same: the sign in front of the Kronecker deltas in
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C1αiβj is (−1)i−j and in C1αiγ2C1γ2βj it is (−1)i−1(−1)1−j = (−1)i−j . This obviously also holds
if we replace 1 with any other index k.
Now consider a subset of αi containing n2 indices. In C1αi,γu2 the indices in this subset
will be paired together with the indices in γu2 into deltas in n2! different ways. The same
applies for any given subset of βj containing n2 indices in C1γu2 ,βj . When these two terms are
multiplied together, each combination of the αi subset and γu2 indices will multiply the βj
subset in all combinations with the γu2 indices, giving all n2! combinations of the αi and βj
subsets paired into deltas. Every combination will therefore appear n2! times when all the
terms are added together, cancelling out the factor of 1/n2! in equation (2.32). The second
term of equation (2.32) will then subtract off all the terms with n2 indices from each set αi
and βj mixed in deltas. What remains is then the initial covariance matrix minus the terms
connecting n1 or n2 indices from the different sets. We thus have,
(Σ23,n)αiβj = C
2
αiβj
, (2.33)
from which it immediately follows that:
(Σ23,n)α3β3 = C
2
α3β3 = Dα3β3 . (2.34)
The third level coefficients therefore become statistically independent random variables if all
the lower level coefficients are known.
Proof by induction
We may now recursively show that the above procedure and the diagonalisation of the con-
ditional covariance matrix hold to any level. We first assume that,
(Σk−1k,n )αiβj = C
k−1
αiβj
, (2.35)
where, again, the superscript k − 1 on the Ck−1αiβj means that terms connecting n1, n2, ... or
nk indices between αi and βj are not present in the covariances. Equation (2.35) holds for
k = 2 (cf. equation (2.26)) and k = 3 (cf. equation (2.33)). We would now like to show that
equation (2.35) holds for k → k + 1.
Upon fixing fαkβk (as well as the lower levels), the conditional covariance matrix for the
higher levels is given by,
(Σkk+1,n)αiβj = C
k−1
αiβj
− Ck−1αiγk(D−1)γkkCk−1kβj
= Ck−1αiβj −
∑
γk
Ck−1αiγkC
k−1
γkβj
/Comb(γk)
= Ck−1αiβj −
∑
γuk
Ck−1αiγukC
k−1
γukβj
/nk!, (2.36)
where we have taken precisely the same steps that led us to equation (2.32).
The superscript k − 1 on the Ck−1αiγuk indicates that it contains no terms with n1, n2, ...
nk−1 deltas with one index each from αi and one from γuk . No term can have fewer than n1
indices connecting αi and γuk , and since there are nk indices in γ
u
k it then follows that they
all must be connected with an index in αi.
We now consider a subset of αi containing nk indices. In Ck−1αi,γuk the indices in this
subset will be paired together with the indices in γuk into deltas in nk! different ways. The
– 9 –
same applies for any given subset of βj containing nk indices in Ck−1γuk ,βj . When these two terms
are multiplied together, each combination of the αi subset and γuk indices will multiply the
βj subset in all combinations with the γuk indices, giving all nk! combinations of the αi and
βj subsets paired into deltas. Every combination will therefore appear nk! times when all the
terms are added together, cancelling out the factor of 1/nk! in equation (2.36). The second
term in equation (2.36) will then subtract off all the terms with nk indices from each set αi
and βj mixed in deltas. What remains is then the initial covariance matrix connecting at
least nk+1 indices from the sets αi and βj . That is, we have:
(Σkk+1,n)αiβj = C
k
αiβj
. (2.37)
We conclude that this expression holds for any level. In particular, this implies that,
(Σkk+1,n)αk+1βk+1 = C
k
αk+1βk+1
= Dαk+1βk+1 = δαk+1βk+1 Comb(αk+1) , (2.38)
from which it follows that the (k+1):st level Taylor coefficients can be generated as statistically
independent Gaussian variables if all the the lower level coefficients are known.
The expectation values
The only thing that remains to do now is calculate how the expectation values shift as we
fix the Taylor coefficients level by level. This just involves evaluating equation (2.6) in the
general case. If we fix fαk , then the expectation values for the higher levels (i > k) are
changed by,
µαi → µαi + Ck−1αiβk(D−1)βkγk(fγk − µγk) , (2.39)
where µγk will have been determined by earlier measurements. The elements of the ‘shift
matrix’ matrix,
Eαiβk = C
k−1
αiγk
(D−1)γkβk = C
k−1
αiβk
Comb(βk)−1 , (2.40)
can be deduced with combinatorics.
We start by considering Ck−1αiβk . Again, every index in βk must be connected with an
index in αi, and as before, we are dealing with ordered sets of indices. For a given αi and
βk, Ck−1αiβk will be given by the product of two numbers: the number of ways we can pair up
indices in αi with those βk, and the number of ways the remaning indices can be paired up
with each other, with an overall sign given by (−1)i−k. To get Eαiβk one then just divides by
Comb(βk).
2.3 Summary
In sum, we have shown that realisations of the Taylor coefficients of the Gaussian random
field with the covariance function (2.8) can be generated sequentially, in an order-by-order
fashion, as independent Gaussian random numbers with the diagonal covariance matrix:
(Σkk+1,n)αk+1βk+1 = C
k
αk+1βk+1
= Dαk+1βk+1 (2.41)
This obviates the need to numerically invert large covariance matrices.
The effect of the non-vanishing covariances the different orders is here encoded in the
mean values, which shift at each step by,
µαi → µαi + Eαiβk(fβk − µβk) , (2.42)
for i > k, where k corresponds to the order of the generated Taylor coefficients, and with
Eαiβk defined in equation (2.40). The elements of the matrices Dαiβi and Eαiβk are simple
combinatorial factors that depend on the set of indices.
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3 Applications
In this section, we briefly present two applications of our construction. An accompanying
Mathematica notebook with examples is available at https://doi.org/10.17863/CAM.22859.
3.1 Random, high-dimensional potential energy landscapes
The first application of our method is the efficient generation of random functions locally
around a point x? ∈ Rd. The statistical independence of the Taylor coefficients when gener-
ated order-by-order allows for the study of d  1 or nmax  1. This way our method can
be competitive with other ways of generating explicit GRFs (e.g. through the generation of
independent Fourier coefficients) when the explicit function is only needed in a moderately
small neighbourhood around x?, and the covariance function is Gaussian. Moreover, a key
benefit of our method is that it permits the generation of the function around special points:
for example, by fixing the linear-order Taylor coefficients to fa = 0, one can easily generate
the otherwise random function in neighbourhoods around critical points. Moreover, one may
fix the Taylor coefficients up to second order, i.e. f , fa, fab, to permit the generation of ran-
dom potentials around minima, maxima, and saddle-points. We here briefly review how this
has allowed us to explicitly address the problem of ‘manyfield’ cosmological inflation in GRF
scalar potentials for the first time [3].
The explicitly generated GRFs can be interpreted as physical potential energy densities,
V , that are functions of the d scalar fields φ ∈ Rd:2 V = V (φ1, . . . φd). The hyper-parameters
of the covariance function (1.2) are dimensionful and may be written ` = Λh and h = Λ4v so
that:
C(φ1, φ2) = Λ
8
ve
−(φ1−φ2)2/2Λ2h . (3.1)
The energy scale Λh sets the coherence length of the scalar potential, and is physically inter-
preted as the high-energy cut-off below which the field theory is expected to be valid. The
energy scale Λv sets the ‘vertical scale’ of the potential energy. The scalar potential generated
to order nmax at the point φa = 0 is given by:
V (φ) = Λ4v
[
V˜0 +
nmax∑
n=1
1
n!
V˜a1...anφa1 ...φan/Λ
n
h
]
, (3.2)
where the V˜α are the dimensionless Taylor coefficients.
Cosmic inflation is a hypothetical period of accelerated expansion in the early universe
that provides the leading theory for the primordial origin of cosmic structure. Current ob-
servations are consistent with inflation being driven by a single field, but there are good
theoretical and phenomenological reasons to consider a more general situation with multiple
dynamically important fields in the early universe (for two recent reviews, see [10, 11]).
During slow-roll inflation, the scalar fields evolve over an unusually flat region of the
potential energy, and inflation can be sustained for a sufficiently long period if the local
‘slow-roll parameters’ satisfy,
V =
M2Pl
2
VaVa
V 2
 1 , |ηV | =
∣∣∣∣M2Pl min(Eig(Vab))V
∣∣∣∣ 1 , (3.3)
where MPl denotes the reduced Planck mass. These conditions are rarely hold for random
points in the potential energy landscapes constructed from GRFs, and satisfying them proved
2The scalar fields are real-valued, dynamical functions over the four-dimensional spacetime.
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to be a major obstacle for early attempts of using Fourier representation of GRFs to study
multi-field inflation [5, 6].
By contrast, our method is well-suited to address this problem. By fixing V˜0, V˜a and V˜ab
by hand as discussed in [3], the conditions (3.3) can be locally satisfied while the potential
interactions at higher orders are non-trivial. During inflation, the fields only explore a small
region around φ = 0 (i.e. the field excursion satisfies |∆φ|  Λh), and it suffices to expand
the potential to nmax = 5. This potential is still complex enough to capture non-trivial
multifield dynamics, and is appropriate for accurately computing cosmological observables
generated during inflation. For example, for d = 100, we fix the 5151 terms V˜0, V˜a and V˜ab by
hand,3 and generate the remaining 96,555,395 interaction terms sequentially as independent
Gaussian numbers.
The resulting cosmology from these models is striking: despite their complexity, their
predictions are remarkably simple and robust. These models are consistent with current
observations, but may be tested observationally and ruled out by future cosmic microwave
background experiments. Moreover, an observable sometimes regarded as the key test of mul-
tifield inflation (the amplitude of ‘local shape’ non-Gaussianities in the three-point correlation
function of the primordial perturbations) is naturally very small, and stringent observational
limits from future experiments will not substantially constrain these general models of mul-
tifield inflation. Finally, the predictions from these models are in excellent agreement with
manyfield models constructed through a very different method, using non-equilibrium random
matrix theory, in [12–16]. This can be understood to be a consequence of eigenvalue repulsion
of the Hessian matrix, which drive the predictions and is common to both constructions, and
indeed, much broader classes of random potentials. For more details, see [3, 14].
Our method can also be used to study potentials over distances of a few Λh by taking
nmax  1 (as illustrated in Figure 1). This provides novel opportunities to address a rich
class of problems involving multifield dynamics in random potential energy landscapes.
3.2 Model selection for Gaussian process regression
The results derived in this paper can also be useful when training Gaussian random processes
with square exponential covariance functions. More specifically, it can be applied to simplify
the regression problem mentioned in the introduction: given training data in the form of
Taylor coefficients of f at x? to order nmax, we may determine the hyperparameters h, ` and
f¯ by maximising the log likelihood. In this section, we show in detail how the log likelihood can
be written as a sum over levels, thereby making it possible to constrain the hyperparameters
without inverting the covariance matrix.
The log marginal likelihood is given by:
lnP (fα|h, `, f¯) = −1
2
fαΣ
−1
αβfβ −
1
2
ln |2piΣ| . (3.4)
In general, this is a very complicated function of h, ` and f¯ , but we can simplify it substantially
by using the algebraic properties proven in this paper. First, we can use the definition of
conditional probabilities to write:
P (fα) =
[(
n∏
i=2
P (fαi |fαi−1 , ..)
)
P (fα1)
]
even
×
[(
n∏
i=2
P (fαi |fαi−1 , ..)
)
P (fα1)
]
odd
, (3.5)
3In practice, we work in the eigenbasis of V˜ab, so we only need to fix 2d+ 1 coefficients.
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where we for simplicity of notation have suppressed the dependence on the hyperparameters.
From equation (2.38), the conditional probability distributions can be further simplified to,
P (fαi |fαi−1 , ..) =
1√|2pih2`−2niDαiβi | exp
(
−1
2
h−2`2ni(fαi − µαi)D−1αiβi(fβi − µβi)
)
, (3.6)
where µαi is a function of fαj for j < i as discussed towards the end of §2.2. Denoting the
number of independent derivatives at level i by di, we find,
lnP (fαi |fαi−1 , ..) = −
1
2
h−2`2ni(fαi − µαi)D−1αiβi(fβi − µβi)
− di(lnh− ni ln `)− di
2
ln(2pi)− 1
2
Tr ln(Dαiβi) . (3.7)
The log marginal likelihood is then given by the simple sum,
lnP (fα|h, `, f¯) =
imax∑
i=1
even, odd
[
− 1
2
h−2`2ni(fαi − µαi)D−1αiβi(fβi − µβi)
− di(lnh− ni ln `)− di
2
ln(2pi)− 1
2
Tr ln(Dαiβi)
]
, (3.8)
which runs over both even and odd derivatives. The remaining complication of (3.8) is the
mean values µαi , which are determined iteratively as:
µαi =
i−1∑
j=1
`nj−niEαiαj (fαj − µαj ) , (3.9)
with µα1 = f¯ in the even case and µα1 = 0 in the odd case. The shift matrix Eαiαj was defined
in equation (2.40). Using this expression, the expectation values µαi can be determined
without inverting any matrix, which makes numerical evaluations fast. Derivatives of the
mean values are given recursively by,
∂µαi
∂`
=
i−1∑
j=1
[
(nj − ni)`nj−ni−1Eαiαj (fαj − µαj )− `nj−niEαiαj
∂µαj
∂`
]
, (3.10)
∂µαi
∂f¯
=
i−1∑
j=1
−`nj−niEαiαj
∂µαj
∂f¯
. (3.11)
The mean values µαi do not depend on h. The only non-zero starting value at first order is
∂µα1/∂f¯ = 1 in the even case.
To find the Bayesian best-fit parameters, we optimise the log marginal likelihood with
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Figure 2: Likelihood contours for the hyperparameters at the 68% and 95% confidence
levels obtained from random realisations of the GRF. The true hyperparameter values are
(h, `) = (1.22, 0.33) as indicated by the black dot, and we have fixed f¯ = 0.
respect to all the hyperparameters:
∂
∂`
lnP (fα|h, `, f¯) =
∑
i
[
− nih−2`2ni−1(fαi − µαi)D−1αiβi(fβi − µβi)
+ h−2`2ni(fαi − µαi)D−1αiβi
∂µβi
∂`
+ dini`
−1
]
(3.12)
∂
∂h
lnP (fα|h, `, f¯) =
∑
i
[
h−3`2ni(fαi − µαi)D−1αiβi(fβi − µβi)− dih−1
]
(3.13)
∂
∂f¯
lnP (fα|h, `, f¯) =
∑
i
h−2`2ni(fαi − µαi)D−1αiβi
∂µβi
∂f¯
. (3.14)
Evidently, the only matrices that appear in this problem are the diagonal Dαiβi and the shift
matrix Eαiβj , but these are easy to compute from combinatorics, cf. equations (2.18) and
(2.40). Moreover, once computed for a given d and nmax, they can be re-used for any training
data set. Clearly, this model selection problem is controlled by the mean values µαi and their
derivatives, and require no inversion of large matrices.
We illustrate the application of this method for randomly generated data in Figure 2.
The hyperparameters h and ` can be determined rather accurately given Taylor coefficients
to sufficiently high order. Heuristically, the oblongated shape of the confidence contours can
be understood to follow from the appearance of the pre-factors h−2`2ni in the exponent of
equation (3.6). While the degeneracy h→ λh, `→ λ1/ni` certainly is broken in several ways
(by the ` dependence of µαi , the differentiation in equations (3.12)–(3.14), and by factors
with different ni), the hyperparameters are most strongly constrained when ` and h are not
both increased or decreased from the best-fit value.
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4 Conclusions
In this paper, we have presented a new method for simplifying the PDF of the Taylor coeffi-
cients of GRFs with a Gaussian covariance function. By sequentially applying the marginal
and conditional probability distributions, we have shown that the covariance matrices for the
Taylor coefficients at every step become diagonal. This result holds for any dimension of the
GRF and to any order in the Taylor coefficients. This simplification essentially trivialises
the evaluation of the probability distribution of the Taylor coefficients, which depends on the
inverse of the covariance matrix.
We have shown that this method can have several interesting applications. GRFs con-
structed this way can be used as models of complicated potential energy functions, and we
have shown how this can be used to explicitly study cosmic inflation in theories many in-
teracting fields. Moreover, GRFs with Gaussian covariance functions appear very frequently
in machine learning applications. We have demonstrated that our method can be used to
simplify the regression problem of determining the hyperparameters, given a training data
set that consists of the local Taylor coefficients of the GRF.
Accompanying this paper, we provide a Mathematica notebook containing the explicit
examples of these applications.
Our method has several limitations. The algebraic simplifications that we have identi-
fied are only applicable to isotropic Gaussian covariance functions, which constitute a special,
albeit commonly considered, class of GRFs. We know of no generalisations to more general
classes of covariance functions, including those constructed as sums of independent Gaussian
functions. Moreover, since our method is based on the local Taylor coefficients, it becomes
cumbersome to use for describing the potential over field displacements of many `. Finally,
training data sets in machine learning applications are often noisy, which can make it chal-
lenging to determine the Taylor coefficients to a sufficiently high order.
Nevertheless, we expect our method to offer useful simplifications to a wide variety of
practical applications of Gaussian random fields and Gaussian processes.
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