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Summary
The goal of this paper is to give an explicit analysis of the geodesic flow on the three
dimensional Lie group SOL. In particular we describe its horizon. (The horizon of
a riemannian manifold is a topological space parametrizing the asymptotic classes of
geodesic rays.)
We begin the paper by a brief exposition of some known results about the asymptotic
behaviour of the geodesics in manifolds of negative and positive curvature. Sections
two and three present the necessary notions of SOL geometry and the equations of the
geodesics are integrated in section 4. In Section 5, we classify the geodesics in three
types according to their geometric behaviour (reflecting the non isotropic character
of SOL geometry) and in Section 6 we finally compute the horizon.
1 Introduction
Le the`me ge´ne´ral de cet article est l’e´tude du comportement a` l’infini des ge´ode´siques
d’une varie´te´ riemannienne comple`te M .
Notre introduction est consacre´e a` un expose´ (force´ment superficiel s’agissant d’un
aussi vaste sujet) de quelques re´sultats re´cents et classiques dans ce domaine. Le reste
de l’article est une e´tude de´taille´e du cas d’un groupe de Lie re´soluble.
1.1 Le flot ge´ode´sique
On note G(M) l’ensemble des ge´ode´siques de la varie´te´ comple`teM . Rappelons qu’une
ge´ode´sique est de´termine´e par son vecteur initial, il y a donc une identification naturelle
de G(M) avec le fibre´ tangent a` la varie´te´ :
G(M) ≃ TM,
En particulier G(M) est e´galement une varie´te´. Soit γ ∈ G(M); a` tout re´el s, on peut
associer une nouvelle ge´ode´sique γs ∈ G(M) de´finie par γs(t) := γ(t+ s). Cela de´finit
une action de R sur G(M) qu’on appelle le flot ge´ode´sique de M .
La me´trique riemannienne nous permet aussi d’identifier G(M) avec le fibre´ cotangent
T ∗M , et par la` d’obtenir une structure symplectique ω = dα sur G(M) ou` α est la
1-forme canonique (de Liouville) sur le cotangent.
L’importance de cette structure symplectique vient de la relation suivante : Pour tout
vecteur tangent Y ∈ TG(M), on a
dH(Y ) = ω(Y,X)
ou` X est le champ de vecteurs sur G(M) engendrant le flot ge´ode´sique et H : G(M)→
R est la fonction H(v) := 1
2
‖v‖2.
On exprime cela en disant que le flot ge´ode´sique est un flot hamiltonien. La fonction
H est une inte´grale premie`re (les ge´ode´sique sont parcourues a` vitesse constante) et le
flot pre´serve donc la varie´te´ de niveau U(M) = H−1(1
2
) (que l’on interpre`te comme le
fibre´ unitaire tangent ou l’ensemble des ge´ode´siques de vitesse 1).
La restriction de la forme α a` la sous-varie´te´ U(M) est une forme de contact (i.e.
α ∧ (dα)n−1 ne s’annule pas). De plus nous avons les relations
α(X) = 1 , iXdα = 0 (1)
Un proble`me fondamental en ge´ome´trie et en dynamique est d’e´tudier le comportement
a` long terme des ge´ode´siques.
Dans le cas des varie´te´s compactes a` courbure ne´gative, il est connu que ce comporte-
ment est fortement instable. Un e´nonce´ pre´cis au sujet de l’instabilite´ de ce flot est le
the´ore`me suivant, de´montre´ par Anosov en 1967 :
The´ore`me 1 Le flot ge´ode´sique d’une varie´te´ riemannienne compacte a` courbure ne´gative
est un flot d’Anosov de contact.
Les flots d’Anosov sont ceux pour lesquels il existe des directions stables et instables,
plus pre´cise´ment :
De´finition Un flot {φt} engendre´ par un champ de vecteur X sur une varie´te´ V est
un flot d’Anosov s’il existe une de´composition du fibre´ tangent
TV = RX ⊕ Es ⊕ Eu
qui est invariante sous l’action du flot et telle que φt est exponentiellement contractante
sur Es et φ−t est exponentiellement contractante sur Eu (pour t > 0).
Un flot d’Anosov X est dit de contact s’il existe une forme de contact α qui s’annulle
sur les espaces Es et Eu et telle que α(X) = 1.
Dans le sens re´ciproque, un the´ore`me datant de 1990 duˆ a` Foulon, Benoist et Labourie
[6] dit que, sous des hypothe`ses de diffe´rentiabilite´ fortes,tout flot d’Anosov de contact
est (apre`s passage a` un reveˆtement ou a` un quotient fini et reparame´trisation e´ventuelle)
le flot ge´ode´sique d’une varie´te´s riemannienne compacte a` courbure ne´gative localement
syme´trique.
Nous renvoyons a` l’expose´ de Pierre Pansu au se´minaire Bourbaki [24] pour un his-
torique et d’autres re´sultats dans cette direction.
1.2 La notion d’horizon
Nous conside´rons de´sormais des varie´te´s riemanniennes comple`tes et non compactes.
De´finition Une ge´ode´sique γ ∈ G(M) est borne´e si γ(R+) est contenu dans un compact
et elle est divergente dans le cas contraire. On note Gb(M) l’ensemble des ge´ode´siques
borne´es et G∞(M) celui des ge´ode´siques divergentes.
Notons que dans cette de´finition, on ne conside`re que le futur de la ge´ode´sique, ainsi
une ge´ode´sique telle que limt→−∞ γ(t) =∞ peut-elle eˆtre borne´e.
Si l’on se restreint aux ge´ode´siques de vitesse 1, on note Ub(M) et U∞(M).
Lorsque M est une varie´te´ de volume fini, alors presque toutes les ge´ode´siques sont
borne´es :
Proposition 1 Si M est de volume fini, alors U∞(M) ⊂ U(M) est un sous-ensemble
de mesure nulle.
La preuve est une application du the´ore`me de re´curence de Poincare´ (voir le paragraphe
16.D dans [5]).
D’autre part, toute varie´te´ comple`te non compacte admet des ge´ode´siques divergentes
:
Proposition 2 Si M est une varie´te´ riemannienne comple`te non compacte, alors
G∞(M) 6= ∅.
La preuve se trouve dans [16, p. 242].
De´finition Deux ge´ode´siques γ1 et γ2 ∈ G∞(M) sont asymptotes si leurs images
γ1(R+) et γ2(R+) sont a` distance de Hausforff finie l’une de l’autre.
Il s’agit d’une relation d’e´quivalence (note´e γ1≈γ2) et on de´finit l’horizon ge´ode´siques
M(∞) comme l’ensemble des classes asymptotes de ge´ode´siques divergentes. Ainsi
M(∞) = G∞(M)/ ≈= U∞(M)/ ≈ et c’est donc canoniquement un espace topologique.
Par la proposition 2, on sait que M(∞) 6= ∅ (si M est comple`te et non compacte).
1.3 Raffinement de la notion d’horizon ge´ode´sique
On modifie la notion d’horizon ge´ode´siques si l’on ne conside`re que des ge´ode´siques
minimales et/ou des ge´ode´siques issues d’un point base.
Rappelons qu’un rayon ge´ode´siques est une ge´ode´sique γ : [0,∞[→M qui minimise la
longueur entre deux quelconques de ses points (i.e.
γ : [0,∞[→ γ([0,∞[) ⊂M est une isome´trie). Un rayon ge´ode´sique est toujours diver-
gent.
Nous de´finissons maintenant quatre notions d’horizon ge´ode´sique.
De´finition. Soit M une varie´te´ riemannienne connexe et 0 ∈ M un point base. On
note :
M(∞) = l’ensemble des classes d’e´quivalence asymptotes de
ge´ode´siques divergentes dans M .
Mmin(∞) = l’ensemble des classes d’e´quivalence asymptotes de
rayons ge´ode´siques dans M .
M0(∞) = l’ensemble des classes d’e´quivalence asymptotes de
ge´ode´siques γ divergentes dans M , tels que γ(0) = 0.
Mmin0 (∞) = l’ensemble des classes d’e´quivalence asymptotes de
rayons ge´ode´siques γ dans M , tels que γ(0) = 0.
On a les inclusions suivantes :
Mmin0 (∞) ⊂ Mmin(∞)
∩ ∩
M0(∞) ⊂ M(∞)
Lemme 1.1 Soit M une varie´te´ riemannienne comple`te connexe et non compacte.
Soit qj une suite divergentes de points de M. Fixons un point base p ∈M et choisissons
pour tout j une ge´ode´sique minimale γj : [0, dj) → M reliant p a` qj (dj = dist(p, qj))
et notons vj = γ˙j(0) ∈ TpM le vecteur initial de γj. Soit v ∈ TpM un point adhe´rent a`
la suite {vj} et γ : [0, ∞)→M la ge´ode´sique engendre´e par v.
Alors γ est un rayon ge´ode´sique.
Preuve L’argument est classique (voir prop. 2.9.3 dans [20]).
Ce lemme montre en particulier que siM est comple`te et non compacte, alorsMmin0 (∞)
est non vide.
Remarque Si v′∈ TpM est un autre vecteur adhe´rent a` la suite {vj}, et si γ′ est
le rayon ge´ode´sique engendre´ par v′, alors γ et γ′ ne sont pas ne´ce´ssairement asymp-
totes. A toute suite divergente de points de M, on associe donc un sous-ensemble de
Mmin0 (∞).
L’ensemble Mx0(∞) peut de´pendre du point base x0.
1.4 Un exemple
Voici un exemple de de´pendence de Mx0(∞) par rapport au point base. Soit M = R2
muni de la me´trique exprime´e en coordonne´es polaires par
ds2 = dr2 + g(r)2dθ2
ou` g est une fonction lisse, positive et telle que
g(r) =
{
r si r ≤ 1
2
,
exp(x · sin(log(x))) si r ≥ 1.
Alors M est une surface comple`te a` courbure borne´e. Observons aussi que
lim
r→∞
inf g(r) = 0 et lim
r→∞
sup g(r) =∞ .
Lemme 1.2 Si γ(t) = (r(t), θ(t)) (0 ≤ t < ∞) est une ge´ode´sique divergente, alors θ
est constant.
Preuve Posons q1 = r, q2 = θ, p1 = q˙1 et p2 = g(q1)
2q˙2. Alors l’e´nergie d’une
ge´ode´sique s’e´crit
H =
1
2
(
q˙21 + g(q1)
2q˙21
)
=
1
2
(
p21 +
p22
g(q1)2
)
,
et l’e´quation des ge´ode´siques s’e´crit sous forme hamiltonienne:
p˙1 = −∂H
∂q1
, q˙1 = −∂H
∂q1
p˙2 = −∂H
∂q2
= 0 , q˙1 = −∂H
∂q1
On voit qu’il y a deux inte´grales premie`res 1 : H et p2 = g(q1)
2q˙2. On a d’autre part
2H g(q1)
2 = p22 + p
2
1g(q1)
2 ≥ p22.
Donc, si γ est divergent, alors
p22 = lim
r→∞
inf p22 ≤ lim
r→∞
inf 2H g(q1)
2 = 0.
Le lemme est de´montre´
Comme limr→∞ sup g(r) = ∞ , il est clair a` partir du lemme que deux ge´ode´siques
divergentes ne peuvent eˆtre asymptotes que si l’une est contenue dans l’autre.
On en conclut que si O est l’origine de M (i.e. le point r = 0), alors Mo(∞) =
Mmino (∞) = S1, si x0 6= O est un point proche de l’origine, alors Mx0(∞) = Mminx0 (∞)
contient deux points; alors que si x1 n’est pas proche de l’origine, alorsMx1(∞) contient
deux points et Mminx1 (∞) ne contient qu’un point.
1Ce re´sultat est connu sous le nom de the´ore`me de Clairaut, voir par exemple [13], page 255.
1.5 L’horizon des varie´te´es a` courbure ne´gative
L’un des premiers travaux portant sur l’e´tude asymptotique du comportement des
ge´ode´sique est sans doute le ce´le`bre article e´crit en 1898 par Jacques Hadamard Les
surfaces a` courbures oppose´es et leur lignes ge´ode´siques [15].
L’un de ses re´sultats dit que les ge´ode´siques divergentes des surfaces a` courbure ne´gative
de R3 forment un gros ouvert.
The´ore`me 2 Soit S une surface comple`te de R3 a` courbure ne´gative. Alors Gb(M) ⊂
G(M) est un ensemble parfait et nulle part dense.
Ce re´sultat, montre de´ja` la sensibilite´ aux conditions initiales du flot ge´ode´sique en
courbure ne´gative.
Pour les surfaces simplement connexes a` courbure ne´gative, Hadamard montre dans
le meˆme article que “toutes les ge´ode´siques s’en vont a` l’infini et la distribution est
analogue a` celles des droites d’un plan” et il ajoute en note de fin de page “ plus
exactement d’un plan non euclidien”.
Ce re´sultat se ge´ne´ralise en toute dimension. De fac¸on plus pre´cise, P. Eberlein et B.
O’Neill ont montre´ le the´ore`me suivant en 1972 (voir [11]):
The´ore`me 3 Soit M une varie´te´ M comple`te simplement connexe a` courbure K ≤ 0
de dimension n (une telle varie´te´ s’appelle une varie´te´ de Cartan-Hadamard). Alors il
existe une topologie sur l’ensemble M ∪M(∞) telle que cet espace est home´omorphe a`
une boule ferme´e B¯n.
En particulier, M(∞) est une sphe`re (qui prend le nom de bord a` l’infini de M).
La proprie´te´ essentielle est ici la convexite´ de la fonction distance dans une varie´te´ de
Cartan-Hadamard. Il de´coule aussi de cette convexite´ que pour de telle varie´te´, les
quatres notions d’horizon coinc¨ıdent.
La construction d’un bord a` l’infini est e´galement possible pour certains espaces me´triques
autres que des varie´te´s, tels que les arbres et les espaces hyperboliques au sens de Gro-
mov. Cette construction utilise une notion de “quasi-rayon”, voir [12].
Le bord a` l’infini a` e´te´ tre`s e´tudie´. Par exemple Andersen et Schoen ont montre´ qu’en
courbure strictement ne´gative, on peut re´soudre un proble`me de Dirichlet (voir [3]):
The´ore`me 4 Soit M une varie´te´ M comple`te simplement connexe dont la courbure
est pince´e entre deux constantes ne´gatives. Alors toute fonction continue sur M(∞)
peut eˆtre e´tendue en une fonction harmonique sur M
En d’autres termesM(∞) est e´galement le bord de Martin deM. Ce re´sultat est encore
vrai si la varie´te´ est un espaces hyperboliques au sens de Gromov, voir [1].
Des structures plus fines que la strucure topologique ont e´te´ introduites sur M(∞),
par exemple la me´trique de Tits ou la structure quasi-conforme. Ces structures jouent
un roˆle important dans les de´monstrations des the´ore`mes de rigidite´ pour les espaces
localement syme´triques (voir [26] et [7]).
On sait en particulier par les travaux de Mostow, Pansu, Paulin et d’autres que les es-
paces hyperboliques (au sens de Gromov) admettant un groupe cocompact d’isome´tries,
sont de´termine´s a` quasi-isome´trie pre`s par la ge´ome´trie quasi-conforme de leur bord a`
l’infini :
The´ore`me 5 Soient X et Y deux espaces hyperboliques (au sens de Gromov) admet-
tant un groupe cocompact d’isome´tries, et soit f : X(∞)→ Y (∞) un home´omorphisme.
Alors f est l’extension d’une quasi-isome´trie entre X et Y si et seulement si f est I-
quasiconforme.
Nous renvoyons a` l’article de Paulin [25] pour plus de pre´cisions.
Signalons enfin que la dynamique de l’action du groupe des isome´tries sur le bord
a` l’infini d’une varie´te´ de Cartan-Hadamard joue un roˆle important dans plusieurs
the´ories; notamment dans la preuve du the´ore`me de Benoist Foulon Labourie cite´ plus
haut ainsi que dans la preuve des the´ore`mes de rigidite´.
1.6 Le cas des varie´te´es a` courbure positive
Dans le cas des varie´te´s a` courbure positive, nous avons pour commencer le re´sultat
suivant (voir [16, prop. 2.9.14]):
The´ore`me 6 Soit M une varie´te´ riemannienne comple`te a` courbure strictement pos-
itive. Alors toute ge´ode´sique est divergente (i.e. Gb(M) = ∅).
Le comportement asymptotique des varie´te´s a` courbure non ne´gative a` e´te´ e´tudie´ par
Atsushi Kasue. Pour e´tudier asymptotiquement les rayons ge´ode´siques dans ces es-
paces, il introduit une variante a` notre notion d’horizon.
De´finition Deux rayons ge´ode´siques α et β sonte´quivalents si
lim
t→∞
d(α(t), β(t)
t
= 0 .
On notera2 M ♭(∞) l’ensemble des classes d’e´quivalence de rayons dans M .
A titre d’exemple, si M ⊂ R3 est un parabolo¨ıde de re´volution, alors Mmin(∞) est un
cercle et M ♭(∞) est un point.
2Kasue note cet ensemble M(∞) nous introduisons le symbole ♭ pour e´viter une ambigu¨ıte´
Kasue de´finit une distance sur M ♭(∞) par
δ∞([α], [β]) := lim
t→∞
dt(α ∩ St, β ∩ St)
t
ou` St ⊂ M est la sphe`re de rayon t centre´e en o et dt est la distance intrinse`que sur
cette sphe`re.
Par exemple siM = Rn, alors clairement l’espace me´trique (M ♭(∞), δ∞) est isome´trique
a` la sphe`re unite´ Sn−1 ⊂ Rn.
Kasue montre entre autre les re´sultats suivant [19]
The´ore`me 7 Soit M une varie´te´ comple`te non compacte a` courbure non ne´gative et
ayant un seul bout.
Alors diam(M ♭(∞), δ∞) ≤ π, avec e´galite´ si et seulement si M est isome´trique a` un
produit riemannien M = N ×R.
The´ore`me 8 Soit M une varie´te´ comple`te non compacte dont la courbure ve´rifie une
ine´galite´ K ≥ c/(r2 log r) en dehors d’un compact, ou` c > 0 et r = d(p, o) (avec o ∈M
un point base).
Alors M ♭(∞) est un ensemble fini.
Kasue a e´tendu son e´tude aux varie´te´s a` courbure asymptotiquement non ne´gative.
1.7 Pre´sentation de SOL
SOL est un groupe de Lie, note´ S, isomorphe au sous-groupe de GL3(R) forme´ des
matrices  ez 0 x0 e−z y
0 0 1

ou` x, y, z ∈ R. Ce groupe est re´soluble, unimodulaire et non nilpotent.
Mais S est aussi une varie´te´ riemannienne diffe´omorphe a` R3. La me´trique e´tant donne´e
par
ds2 = e−2zdx2 + e2zdy2 + dz2 .
Cette me´trique est invariante a` gauche (mais pas a` droite). S est donc un espace
riemannien homoge`ne. On verra qu’il a peu d’isotropie.
La ge´ome´trie de Sol est inte´ressante pour les raisons suivantes :
• C’est la composante de l’identite´ dans le groupe de Poincare´ planaire (i.e. le
groupe des de´placements du plan de Minkowski E1,1).
• C’est un exemple simple de groupe de Lie re´soluble non nilpotent.
• Sol apparaˆıt comme horosphe`re dans H2 ×H2.
• C’est l’une des “huit ge´ome´tries de Thurston”.
A la fin des anne´es 70, W. Thurston a propose´ un programme pour classifier les
varie´te´s de dimensions 3 (cf. [27, 28]). Ce programme proce`de en gros par trois
e´tapes :
1e`re e´tape : On de´coupe les varie´te´s le long de sphe`res et de tores non triviaux,
jusqu’a` obtenir des morceaux “simples” (cela peut eˆtre fait de fac¸on canonique).
2e`me e´tape : Chaque morceau simple admet (conjecturalement) une et une seule
structure ge´ome´trique. C’est a` dire une me´trique riemannienne localement isome´trique
a` l’un des 8 espaces riemanniens homoge`ne suivant :
R3 , H3, , S3 , H2 × R , S2 ×R ,
P˜SL2(R) , Nil , Sol .
(Nil est le groupe de Heisenberg).
3e`me e´tape : On classifie les morceaux ge´ome´triques.
1.8 l’Horizon de SOL
Dans le dernier paragraphe de cet article, on de´crit l’horizon de SOL. Les quatres
espaces Smin0 (∞), S0(∞), Smin(∞) et S(∞) sont des espaces topologiques de dimen-
sion 1. Ils sont tous distincts. Les trois derniers sont des espaces non se´pare´s.
Le comportement asymptotique des ge´ode´siques de S est tre`s diffe´rent du cas des
varie´te´s a` courbure ne´gative ou positive. Cette diffe´rence ce re´fle`te dans la structure
de l’horizon.
2 Sol comme groupe de Lie
Le groupe R agit sur le groupe abe´lien R2 par
z · (x, y) = (ezx, e−zy) .
Par de´finition, S est le produit semi-direct associe´ :
0→ R2 → S → R→ 0 .
S est donc diffe´omorphe a` R3, et la loi de groupe s’e´crit
(x, y, z)(x′, y′, z′) = (ezx′ + x, e−zy′ + y, z + z′) ,
de plus, S est isomorphe au groupe des matrices du type ez 0 x0 e−z y
0 0 1
 .
Il est aussi isomorphe au sous groupe parabolique{((
ez/2 e−z/2 x
0 e−z/2
)
;
(
e−z/2 ez/2 y
0 ez/2
))
: x, y, z ∈ R
}
de PSL2(R)× PSL2(R).
Les automorphismes inte´rieurs de S sont donne´s par
(a, b, c)(x, y, z)(a, b, c)−1 = (ecx+ a(1− ez), e−cy + b(1− e−z), z) ,
et les commutateurs par
(a, b, c)(x, y, z)(a, b, c)−1(x, y, z)−1 = (a(1− ez)− x(1− ec), b(1− e−z)− y(1− e−c), 0) .
Ainsi, le groupe de´rive´ [S,S] est abe´lien, en particulier S est re´soluble (mais non
nilpotent car [[S,S],S] = [S,S]).
La mesure de Haar de S est donne´e par dxdydz, elle est invariante a` gauche et a` droite.
Sol est donc un groupe unimodulaire.
L’alge`bre de Lie s de S a pour base
X := ez
∂
∂x
, Y := e−z
∂
∂y
, Z :=
∂
∂z
. (2)
Et on a les crochets
[X, Y ] = 0 , [Z,X] = X , [Z, Y ] = −Y .
En utilisant la repre´sentation matricielle de S, on peut identifier
X =
 0 0 10 0 0
0 0 0
 , Y =
 0 0 00 0 1
0 0 0
 , Z =
 1 0 00 −1 0
0 0 0
 .
3 Sol comme varie´te´ riemannienne
On muni S de la me´trique riemannienne invariante a` gauche pour laquelle les champs
X, Y, Z forment un repe`re orthonorme´. Le tenseur me´trique est alors donne´ par
ds2 = e−2zdx2 + e2zdy2 + dz2 .
L’espace est homoge`ne, son groupe d’isotropie est non trivial.
Lemme 3.1 Les transformations S et U de´finies par
S(x, y, z) = (y,−x,−z) , U(x, y, z) = (−x, y, z)
engendrent un groupes d’isome´tries de (S, ds2) fixant l’origine. Ce groupe est isomorphe
a` D(4) (le groupe die´dral a` 8 e´le´ments).
La preuve est une simple ve´rification.
On verra plus loin que D(4) est en fait le groupe complet d’isotropie.
La cle´ pour comprendre la ge´ome´trie de S (la cle´ de Sol) est donne´e par les trois
feuilletages suivants :
H′ := {dy = 0}
H′′ := {dx = 0}
F := {dz = 0} .
Proposition 3.1 H′ et H′′ sont des feuilletages totalement ge´ode´siques par des plans
hyperboliques.
Preuve. Toute les feuilles du feuilletageH′ sont e´quivalentes (par translation a` gauche)
a` la feuille H′0 passant par l’origine; il suffit donc de conside´rer cette feuille (meˆme
remarque pour les feuilletages H′′ et F). Or H′0 est l’ensemble des points fixes de
l’isome´trie U ◦ S2 : (x, y, z) → (x,−y, z). Il s’ensuit imme´diatement que H′0 est une
sous-varie´te´ totalement ge´ode´sique.
Posons maintenant u = x, v = ez, nous avons alors
e−2zdx2 + dz2 =
du2 + dv2
v2
.
On a donc de´fini une isome´trie entre H′0 et H2 = {(u, v) : v > 0} (muni de la me´trique
de Poincare´).
Remarque Les coordonne´es (x, z) (telles que ds2 = e−2zdx2 + dz2) sur le plan hyper-
bolique s’appellent les coordonne´s horocycliques.
Proposition 3.2 La connexion de Levi-Civita de S est donne´e par
∇X X = Z ∇X Y = 0 ∇X Z = −X
∇Y X = 0 ∇Y Y = −Z ∇Y Z = Y
∇Z X = 0 ∇Z Y = 0 ∇Z Z = 0
ou` X, Y , et Z sont les champs de´finis en (2).
Preuve La preuve est une simple ve´rification a` partir de l’identite´ de Christoffel:
2 〈∇U V ,W 〉 = 〈[U, V ] ,W 〉+ 〈[W,U ] , V 〉 − 〈[V,W ] , U〉
+ U 〈V ,W 〉+ V 〈W ,U〉 −W 〈U , V 〉
(comme les champs de vecteurs X, Y , et Z forment une base orthonorme´e, les trois
derniers termes de cette identite´ sont nuls).
Proposition 3.3 F est un feuilletage minimal par des plans euclidiens. De plus,
les directions principales de F sont donne´es par X et Y .
Preuve On conside`re uniquement la feuille F0 passant par l’origine.
Une surface dans une varie´te´ riemannienne de dimension 3 est une surface minimale si
la somme de ses courbures principales est nulle en chaque point.
Les courbures principales sont les valeurs propres de l’ope´rateur de Weingarten L(U) =
−∇U N (ou` N est un champ de vecteurs unitaires normaux a` la surface).
Dans notre cas, on a N = Z et l’ope´rateur de Weingarten est donne´ par
L(X) = −∇X Z = X , L(Y ) = −∇Y Z = −Y .
Donc {X, Y } est une base propre pour L et les valeurs propres sont +1
et −1. Comme F0 est clairement un plan euclidien, la proposition est de´montre´e.
Corollaire 3.1 Les courbures sectionnelles de S le long de ces feuilletages sont donne´es
par
K(H′) = K(H′′) = −1 , K(F) = 1 .
Preuve Le re´sultat sur la courbure de H′ et H′′ de´coule imme´diatement de la proposi-
tion 3.1. En effet, la courbure gaussienne de F0 (= produit des courbures principales)
vaut −1 et sa courbure intrinse`que vaut 0 (car F0 est plat), or le the´ore`me egregia de
Gauss dit que
Courbure sectionnelle = Courbure intrinse`que − Courbure gaussienne
= 0− (−1) = +1
On peut e´galement prouver ce corollaire en calculant la courbure directement a` partir
de la connexion de Levi-Civita.
Rappelons que l’ope´rateur de courbure
R : Λ2(TpS)→ Λ2(TpS)
est de´fini par la condition
〈R(U ∧ V ),W ∧ T 〉 = 〈RU,V T,W 〉 = 〈(∇U∇V −∇V∇U −∇[U,V ])T ,W 〉 .
Proposition 3.4 Dans la base (orthonorme´e) {X ∧ Y,X ∧ Z, Y ∧ Z} de Λ2(TpS),
l’ope´rateur de courbure est donne´ par la matrice
R =
 1 0 00 −1 0
0 0 −1

La preuve est un simple calcul.
En conse´quence, la courbure de Ricci est donne´e dans la base X, Y, Z par
r =
 0 0 00 0 0
0 0 −2
 .
Et la courbure scalaire est e´gale a` -2.
Nous sommes a` pre´sent en mesure de comple´ter le lemme 1.
Lemme 3.2 Le groupe complet des isome´tries de S fixant l’origine est le groupe D(4)
de´crit au lemme 1.
En particulier, le groupe des isome´tries de S est un produit semi-direct de S avec le
groupe fini D(4) :
1→ S → Iso(S)→ D(4)→ 1 .
Preuve Soit g : S → S une isome´trie fixant 0. Comme g doit pre´server la courbure
de Ricci, on a r(dg(Z)) = r(Z) = 2, par conse´quent
dg(Z) = ±Z .
Introduisons a` pre´sent la forme biline´aire q(U, V ) := 〈∇UZ, V 〉. La matrice de q dans
la base X, Y, Z ce calcule facilement, elle vaut
q =
 −1 0 00 1 0
0 0 0
 .
Supposons que dg(Z) = Z, alors q est invariante par dg et nous avons donc
dg(X) = ±X , dg(Y ) = ±Y ,
et donc dg est donne´ par l’une des quatre matrices ±1 0 00 ±1 0
0 0 1
 .
Si au contraire dg(Z) = −Z, alors q(dg(U)) = −q(U) et nous avons donc
dg(X) = ±Y , dg(Y ) = ±X ,
et par conse´quent dg est donne´ par l’une des quatre matrices 0 ±1 0±1 0 0
0 0 −1
 .
Par conse´quent, le groupe d’isotropie contient exactement 8 e´le´ments. Le lemme est
donc de´montre´.
Terminons ce paragraphe en de´crivant les champs de Killing de S.
Il est facile de ve´rifier que si G est un groupe de Lie muni d’une me´trique invariante
a` gauche, alors les champs invariants a` droites sont des champs de Killing complets.
Ainsi, les champs
∂
∂x
,
∂
∂y
et x
∂
∂x
− y ∂
∂y
+
∂
∂z
sont des champs de Killing complets sur S L’ensemble des champs de Killing complets
sur une varie´te´ riemannienne est (anti-)isomorphe a` l’alge`bre de Lie de son groupe
d’isome´tries (cf [23], chap 9). Par conse´quent, tout champ de Killing sur S est combi-
naison line´aire des 3 champs ci-dessus (en effet, nous venons de montrer que le groupe
des isome´tries de S est de dimension 3).
4 Calcul des ge´ode´siques de S
4.1 L’e´quation des ge´ode´siques
Lemme 4.1 Une courbe γ(t) = (x(t), y(t), z(t)) ∈ S est ge´ode´sique si et seulement si
elle ve´rifie l’e´quation 
x¨ = 2x˙z˙
y¨ = −2y˙z˙
z¨ = −e−2zx˙2 + e2z y˙2 .
(3)
De plus
a = x˙e−2z , b = y˙e2z , d = ax− by + z˙
et
H =
1
2
(e−2zx˙2 + e2z y˙2 + z˙2)
sont des inte´grales premie`res.
La preuve est une simple ve´rification a` partir de la proposition 3.2.
Remarques
1. Une inte´grale premie`re est une fonction TS → R qui est constante sur les
ge´ode´siques.
2. H = 1
2
‖γ˙‖2 est simplement l’e´nergie de la ge´ode´sique.
3. On a a = 〈γ˙, ∂
∂x
〉 et b = 〈γ˙, ∂
∂y
〉. Plus ge´ne´ralement, dans toute varie´te´ rieman-
nienne, si γ est une ge´ode´sique et U est un champ de Killing, alors 〈γ˙, U〉 est
constant [23, chap.9, lemme 26] (il s’agit en fait d’un cas particulier du the´ore`me
d’Emmy Noether, voir [5], §20).
L’e´quation des ge´ode´siques peut s’e´crire sous la forme d’un syste`me hamiltonien. Pour
cela, on introduit les variables conjugue´es a` x, y et z :
a :=
∂H
∂x˙
= x˙e−2z , b :=
∂H
∂y˙
= y˙e2z et c :=
∂H
∂z˙
= z˙
en sorte que (x, y, z; a, b, c) est un syste`me de coordonne´es sur TS 3.
Le hamiltonien s’e´crit
H =
1
2
(a2e2z + b2e−2z + c2),
et la forme hamiltonienne de l’e´quation est
x˙ =
∂H
∂a
= ae2z a˙ = −∂H
∂x
= 0
y˙ =
∂H
∂b
= be−2z b˙ = −∂H
∂y
= 0
z˙ =
∂H
∂b
= c c˙ = −∂H
∂z
= −a2e2z + b2e−2z
3Ces coordonne´es sont dites canoniques. Habituellement, on conside`re qu’il s’agit de coordonne´es
sur le fibre´ cotangent. Toutefois, on identifie TS et TS∗ a` l’aide de la me´trique riemannienne.
