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Abstract—We consider a wireless transmission scenario, when
a base station is endowed with a ﬁxed beamforming network,
where M antennas are employed at the base station to point
beams to predetermined azimuthal angles. In our setting, a Butler
matrix is deployed at the RF stage to form M beams, and
then the best beam is selected for transmission. We derive the
distribution of the beam selection gain for this scenario under a
Rician channel assumption as a function of both the azimuthal
location of the remote unit and the Rician K-factor. Using some
key properties of the noncentral chi-square distribution, we prove
that beam selection outperforms antenna selection.
I. INTRODUCTION
We consider a wireless transmission scenario when a base
station is endowed with M multiple linear equally spaced om-
nidirectional array antennas and each remote unit is equipped
with an omnidirectional antenna. The base station employs a
ﬁxed beamforming network (FBN) to improve on the signal
quality by selecting the best beam for transmission to each
remote unit among all the available ﬁxed beams. The choice
of the best beam can be achieved using a small amount of
feedback information from the remote or by using the reverse
link transmission (assuming channel reciprocity).
In the reverse link, we note that maximal ratio combining
(MRC) at the base station is the optimal solution for the
multiple receive antenna system. However, antenna selection
is less complex because the antenna selection receiver only
uses the antenna with the highest signal-to-noise ratio (SNR)
and requires only one RF chain. In contrast, the MRC receiver
requires M RF chains. Beam selection techniques are also
attractive because only one RF chain is needed, in order to
implement a FBN. The Butler matrix is a simple FBN at the
RF stage producing orthogonal beams [1].
Although beam selection has been known to have no advan-
tage over antenna selection in ideal Rayleigh fading channels,
it has been established (using analysis and simulations) that
beam selection can outperform antenna selection in correlated
Rayleigh fading channels with limited angle spread [2]. For the
case of Rician fading channels, no analysis exists except for
two very special cases of Rayleigh fading channels and deter-
ministic channels while simulations and measurements have
shown that beam selection using a Butler FBN outperforms
antenna selection [3].
Motivated by this, we analyze the performance of beam
selection using a Butler FBN for Rician fading channels with
arbitrary K-factors. We derive the exact distribution of the
beam selection gain as a function of the azimuthal location
of the remote user. Using this result, we compare the beam
selection gain with the antenna selection gain for any Rician
fading channel and analytically prove that beam selection is
superior to antenna selection in all Rician channels.
The remainder of this paper is organized as follows: In
Section II, we present our system model when a Butler FBN
is used in the base station. In Section III, we analyze the
beam selection gain using a statistical approach. In Section IV,
we compare the gain of beam selection with that of antenna
selection, and prove that beam selection outperforms antenna
selection under any Rician channel transmission model. Fi-
nally, we provide our conclusions in Section V.
II. THE SYSTEM MODEL
We consider a base station endowed with M ≥ 2 antennas
(as depicted in Fig. 1) and remote units each endowed with
one antenna.
In the reverse link, the M×1 received signal vector is given
by
r = hs + w, (1)
where the M×1 complex vector h =[ h1,...,hM]T represents
the ﬂat fading channel gains normalized such that E[|hi|2]=
1 for i =1 ,2,···,M, and the scalar s is the transmitted
signal. The noise vector w is modeled as an M × 1 zero-
mean independent and identically distributed (i.i.d.) circularly
symmetric complex Gaussian vector, with covariance matrix
E[ww†]=IM, where IM is M × M identity matrix. In
our model, the average transmit power is constrained to be
E[|s|2]=ρ. This received signal is then processed by the
Butler FBN whose M × 1 output vector is given by
y = Br = Bhs + Bw, (2)
where B =[ b1,...,bM]T denotes the M × M Butler matrix
given by
bmk =
1
√
M
e
j 2π
M (m− 1
2)k. (3)
Clearly, the Butler matrix is unitary (B
−1 = B
†) and can be
considered as a generalized discrete Fourier transform (DFT)
with offset −1/2. Since B is unitary, ˜ w  Bw has the same
distribution as w. The output signal from the m-th port of the
Butler FBN is the m-th entry of y in (2) and is given by
ym = b
T
mhs +˜ wm. (4)
For this port of Butler matrix, the SNR equals to ρ·Γm, where
Γm 
  b
T
mh
  
2
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Fig. 1. Beam selection system using a Butler FBN with M linear equally spaced array antennas and beam pattern for M =4
and d = λc/2.
is the SNR gain of the m-th beam. The base station chooses
the port with the highest SNR. The SNR is then given by
ρ · Γ(M), where the notation z(m) is used to denote the m-th
smallest value from any set of ﬁnite samples {z1,...,zM}, and
thus Γ(M) = maxm∈{1,...,M} Γm.
Next, we consider beam selection for the forward link.
Assume that the base station sends the signal s only through
the m-th port of the Butler FBN. Using the same Butler FBN
to feed the array, which is reciprocal, the signal vector fed to
array is given by bms. The received signal at the mobile user
becomes
ym = h
Tbms + w, (6)
which is mathematically identical with (4), and thus the SNR
for this port is given by ρ·Γm = ρ
  b
T
mh
  
2
. To select the best
beam, the remote user only needs to feedback the index of
the best beam to the base station (even when the channel is
not reciprocal) and this is the only difference between reverse
and forward link beam selection. From this point on, we will
not distinguish reverse and forward link beam selection in this
paper as they are analytically identical.
We deﬁne the beam selection gain as the ratio of the SNR
of beam selection with a FBN to the average SNR of random
antenna switching without a FBN, which is given by Γ(M).
III. BEAM SELECTION GAINS IN FADING CHANNELS
It has been shown that beam selection outperforms antenna
selection in ideal line-of-sight (LOS) channels, while beam
selection performs as good as antenna selection in ideal non-
line-of-sight (NLOS) channels [3]. We are interested in investi-
gating the performance of beam selection under Rician channel
models. This is the most frequently used realistic channel
model in wireless communications. Under the Rician channel
model, the normalized channel vector h can be modeled as
multipath signals
h =

K
K +1
hL +

1
K +1
hN. (7)
The entries of complex vector hL (which represents the
normalized LOS component) are modeled to have unit power
and ﬁxed phase. The entries of the complex vector hN (which
represents the normalized NLOS component) are modeled by
i.i.d. independent zero-mean circularly symmetric complex
Gaussian random variables with unit variance. The parameter
K is referred to as the Rician K-factor, which represents the
ratio of the LOS signal power to the NLOS signal power. The
special cases of K = ∞ and K =0represent ideal LOS
(deterministic) and ideal NLOS (Rayleigh fading) channels,
respectively.
A. Deterministic Components
Consider the LOS component hL.L e tθ denote the az-
imuthal angle of incident between a LOS signal and the line
perpendicular to the linear equally spaced array antennas as-
suming two-dimensional geometry (horizontal plane) as shown
in Fig. 1. Furthermore, assume that the distance between the
base station and the mobile user is much larger than array
antenna separation. Then for both reverse and forward link
beam selection, hL is given by
hL =e x p ( jψ)

1,exp

−j2π
d
λc
sinθ

,...,
exp

−j2π(M − 1)
d
λc
sinθ

, (8)
where ψ is an arbitrary phase shift of the signal from/to the
ﬁrst array antenna, d is the distance between adjacent array
antennas, and λc is the carrier wavelength.Let the SNR gain of the m-th beam in ideal LOS channels
(K = ∞) be denoted by
γm 

 b
T
mhL

 
2
=

   
1
√
M
M−1 
m=0
exp(jmφm)

   
2
=
	
M, if φm =2 πn, n ∈ Z,
1
M
sin
2(Mφm/2)
sin2(φm/2) , otherwise,
(9)
where
φm  2π

1
M

m −
1
2

−
d
λc
sinθ

. (10)
Since hL is a function of θ, γm is also a function of θ and
l e tu sc a l las e to fM functions {γm|m =1 ,...,M} a beam
pattern, which has the following properties:
M 
m=1
γm = M, 0 ≤ γm ≤ M; (11)
γm = M if and only if φm =2 π
n
M
,
n
M
∈ Z; (12)
γm =0 if and only if φm =2 π
n
M
,
n
M
/ ∈ Z; (13)
where (11) is from Parseval’s theorem and the azimuthal angle
satisfying (12) is the beam direction. Let us deﬁne a lobe of
a beam as a main lobe if the beam direction is inside that
lobe (although it can be called a grating lobe, we will not
differentiate main and grating lobes). It can be shown that the
condition for all M beams to have at least one main lobe is
given by
M − 1
2M
<
d
λc
, (14)
which is usually assumed because there is no point in deploy-
ing M antennas if some beams do not even have any main
lobes. Furthermore, we can see that all M beams have at most
one main lobe in the half horizontal plane except its mirror in
the other half if
d
λc
<
M +1
2M
, (15)
which may not be assumed if we want to exploit the diversity
when the angular spread is not large enough. While the most
common choice of the antenna separation d is λc/2 for each
beam to have one main lobe, we only assume the condition
(14) in this paper. Thus, each beam has at least one main
lobe but it can also have multiple main lobes if the condition
(15) is not met. Under (14), we can observe that the beam
pattern is a periodic function of sinθ with the period
λc/d
M
and an even function of θ. Since this paper neither evaluates
the system based on some characteristic of θ nor analyzes the
average performance based on the statistics of θ, it is enough
to examine the beam pattern from θ =0to the ﬁrst beam
direction given by
θ = ν  arcsin

1
2M
λc
d

. (16)
B. Probabilistic Analysis
Now, let us consider the statistical channel model including
NLOS components. Applying the Rician channel model in (7)
to the SNR gain in (5) yields
Γm =
    

K
K +1
b
T
mhL +

1
K +1
˜ hN,m
    
2
, (17)
where ˜ hN =[ ˜ hN,1,...,˜ hN,M]T  BhN is also a zero-mean
i.i.d. circularly symmetric complex Gaussian random vector
with unit variance for each entry since B is a unitary matrix.
Therefore, (17) becomes
Γm =


K
K +1
 {b
T
mhL} +

1
K +1
 {˜ hN,m}
2
+


K
K +1
 {b
T
mhL} +

1
K +1
 {˜ hN,m}
2
. (18)
Given that  {˜ hN,m}, {˜ hN,m} are independent and follow
the zero mean Gaussian distribution with variance 1/2, 2(K+
1)Γm follows the noncentral chi-square distribution with two
degrees of freedom and the noncentrality parameter
δm =

K
K+1 {b
T
mhL}
2
1
2
1
1+K
+

K
K+1 {b
T
mhL}
2
1
2
1
1+K
=2 Kγm, (19)
and thus the cumulative distribution function (cdf) of Γm is
given by
Fm(x)  Pr{Γm ≤ x}
= Fχ2(2(K +1 ) x|n,δ)
 
n=2,δ =2Kγm
= E

Fχ2(2(K +1 ) x|n +2 Pδ/2)
 
n=2,δ =2Kγm , (20)
where Fχ2(x|n,δ) is the noncentral chi-square cdf with n
degrees of freedom and the noncentrality parameter δ, Pδ/2
is a Poisson random variable with mean δ/2, and Fχ2(x|q) is
the chi-square cdf with q degrees of freedom, given by
Fχ2(x|q)=1 − e−x/2
q/2−1 
k=0
(x/2)k
k!
= e−x/2
∞ 
k=q/2
(x/2)k
k!
(21)
if q is an even number as in (20) where q = n +2 Pδ/2|n=2.
Note that the cdf of Γm is completely parameterized by K
and γm, and thus given K, evaluating γm is enough to know
the distribution of the SNR gain Γm. Therefore, we can focus
on a set of M random variables {Γm|m =1 ,...,M} only
from θ =0to the ﬁrst beam direction θ = ν because the
beam pattern {γm} is a periodic function of sinθ as described
in the previous subsection. Since ˜ hN is i.i.d., Γ1,...,ΓM are
independent although they are not identical. Now, let us returnto our primary interest, the beam selection gain Γ(M), whose
distribution can be ﬁnally derived as
F(M)(x)  Pr{Γ(M) ≤ x}
=P r {Γ1 ≤ x,...,ΓM ≤ x} =
M 
m=1
Fm(x), (22)
and thus for x>0,
logF(M)(x)=
M 
m=1
logFm(x). (23)
We have the following useful key theorem on the noncentral
chi-square distribution, whose proof will be given in the full
paper.
Theorem 1: The logarithm of the noncentral chi-square cdf
with 2 degrees of freedom
logFχ2(x|2,2μ) (24)
is a strictly decreasing and strictly concave function of μ ≥ 0
for any given x>0 assuming that the base of logarithm
is greater than one, where μ is half of the noncentrality
parameter.
Now, we are ready to show the following theorem, where
stochastic order relations are introduced in [4, Ch. 9].
Theorem 2: For any given x>0, F(M)(x), the cdf of the
beam selection gain Γ(M), is a strictly decreasing function of
θ from zero to the ﬁrst beam direction ν =a r c s i n
 1
2M
λc
d

.
Therefore, in this interval, Γ(M) is stochastically increasing,
stochastically smallest at θ =0 , and stochastically largest at
θ = ν.
Proof: This proof will also be given in the full paper.
Fig. 2 conﬁrms Theorem 2 showing that the distributions of
the beam selection gain Γ(M) for various θ from zero to the
ﬁrst beam direction ν =7 .18◦. It can be clearly observed that
Γ(M) is stochastically increasing as θ increases from zero to
ν for K =0 , 20dB.
The corollary below follows naturally from Theorem 2.
Corollary 3: For θ ∈ [−π/2,π/2] and any integer |m|≤
M
λc/d, Γ(M) is stochastically increasing as θ increases if
θ ∈

arcsin

m
M
λc
d

,
arcsin

min

m +1 /2
M
λc
d
,1

, (25)
and stochastically decreasing as θ increases if
θ ∈

arcsin

max

m − 1/2
M
λc
d
,−1

,
arcsin

m
M
λc
d

. (26)
It is exactly opposite for the other half of the horizontal plane,
θ ∈ [π/2,3π/2]. Therefore, Γ(M) with θ =0and θ = ν are
achievable stochastic lower and upper bounds, respectively for
Γ(M) with an arbitrary θ.
Corollary 3 tells us that the expected performance measures
over Γ(M) with θ =0and θ = ν can serve as lower and upper
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Fig. 2. Distributions of the beam selection gain Γ(M) for M =
8, K =0 , 20dB, and various θ from zero to the ﬁrst beam
direction ν =7 .18◦, where d = λc/2 is assumed.
bounds, respectively, for the averages of any performance
measures which are increasing functions of SNR, e.g., the
channel capacity. They can also serve as upper and lower
bounds, respectively, for the averages of any performance
measures which are decreasing functions of SNR, e.g., the
bit error rate (BER), applying the result in [4, pp. 405–406].
IV. BEAM SELECTION VERSUS ANTENNA SELECTION
Since one of the primary purposes for this work is to show
the beneﬁt of beam selection over antenna selection, let us
consider the antenna selection gain under the same scenario
used for beam selection case except the fact that the Butler
FBN will not be deployed for antenna selection. When m-th
antenna is selected among M antennas in the base station,
the SNR is given by ρ · Hm, where Hm  |hm|2. Note that
H1,...,HM are i.i.d. while Γ1,...,ΓM are just independent.
Assuming that the antenna with the highest SNR is always
selected, the antenna selection gain is deﬁned as the ratio of
the SNR of antenna selection to the average SNR of random
antenna switching, which can be expressed by H(M). For any
m, the cdf of Hm becomes
G(x)  Pr{Hm ≤ x} = Fχ2(2(K +1 ) x|2,2K) (27)
since it can be shown that 2(K+1)Hm follows the noncentral
chi-square distribution with two degrees of freedom and the
noncentrality parameter 2K. Therefore, the cdf of H(M) is
given by
G(M)(x)  Pr{H(M) ≤ x} = GM(x). (28)
Thus, the following lemma holds.0 2 4 6 8 10 12
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Fig. 3. Distributions of the beam selection gain Γ(M) and the
antenna selection gain H(M) for M =8 , θ =0 ◦,7.18◦(= ν),
and K = −10, 0, 10, 30dB, where d = λc/2 is assumed.
Lemma 1: For the same Rician K-factor, beam selection
always outperforms antenna selection, i.e., the beam selection
gain Γ(M) is stochastically larger than the antenna selection
gain H(M).
Proof: Applying the concavity result in Theorem 1 and
Jensen’s inequality gives us
logG(M)(x)=M logFχ2(2(K +1 ) x|2,2K)
≥
M 
m=1
logFχ2(2(K +1 ) x|2,2Kγm)
= logF(M)(x), (29)
for any given x>0.
Fig. 3 shows the comparison of the beam selection gain
Γ(M) and the antenna selection gain H(M) for various K
and θ of zero and the ﬁrst beam direction ν =7 .18◦. Each
group of the curves for the antenna selection gain is repeated
for comparison in each subplot. We observe that for the
same Rician K-factor, beam selection outperforms antenna
selection, as proved in Lemma 1.
V. CONCLUSION
We considered a wireless transmission scenario, when a
base station is endowed with a ﬁxed beamforming network
where M antennas are employed at the base station to point
beams to predetermined azimuthal angles. We derived the
distribution of the beam selection gain for the Butler FBN
and this distribution was given as a function of the azimuthal
location of the user under Rician channel condition. We
derived stochastic monotonicity results and stochastic bounds
on the beam selection gain. We also proved that beam se-
lection outperforms antenna selection. Graphical results were
provided demonstrating the underlying gains.
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