Abstract. Reconstructing the 3D shape of an object from a set of images is a classical problem in Computer Vision. Photometric stereo is one of the possible approaches. It requires that the object is observed from a fixed point of view under different lighting conditions. The traditional approach requires that the position of the light sources is accurately known. In this paper, we explore photometric stereo under unknown lighting, showing that the lights position can be estimated directly from the data, when at least 6 images of the observed object are available.
1. Introduction. Shape from shading is a typical problem in Computer Vision [16, 17, 25] . Its objective is to reconstruct the 3D shape of an object, starting from a set of discretized 2D projections (e.g., digital pictures). There are two main possible approaches to the problem. Stereo vision, sometimes generalized to multiple views vision or multiview [12] , assumes the availability of different observations of an object varying the point of view, but not the illumination. The pictures are typically obtained by a set of fixed cameras, or extracted from the frames of a movie shot by a moving camera.
Photometric stereo (PS) [28] is a photographic method that uses a fixed camera and a movable light to acquire a set of images that embed shape and color (albedo) information of the framed object [9] . The ideal PS requires the lights position and intensity to be accurately known [3] , a deviation from this requirement often results in a distorted reconstruction.
Various attempts have been made to estimate the lights position directly from the data; see, e.g., [4, 8] where a linear combination of special functions (spherical harmonics) is employed. Obtaining such a result would release the constraint on the precise positioning of the light sources, making the surveying process much simpler.
The main application in our research is rock art documentation, in particular the decorations in the "Domus de Janas", a particular kind of Neolithic tombs typical of Sardinia. In this setting, a 3D restoration technique easy to practically implement, like PS, is crucial because the findings are frequently located in uncomfortable positions and the current protocols exclude any physical contact for creating replicas. The difficulty to access specific sites, often associated to a large number of items to be documented, makes it impractical to use other 3D reconstruction techniques, like laser scanning, characterized by long acquisition time and large instrumentation cost. Indeed, cheap instrumentation would allow for parallel operation on different findings by a team of researchers. Our research group devoted various papers to this topic [11, 20, 21, 27] . Some students were also involved in the study of photometric stereo and its experimentation [10, 14, 19, 26] .
In this paper we face the solution of the photometric stereo problem under the unknown lighting. We show that the lights position can be estimated directly from the data if at least 6 images of the observed object are available, under suitable conditions. Section 2 introduces the notation adopted in the paper, while Section 3 resumes the solution of the problem when the lights position is known in advance. Photometric stereo under unknown lighting is considered in Section 4, where a theorem gives sufficient conditions for the existence of the solution. A selection of numerical results are illustrated in Section 5.
2. Notation. Let us consider an object placed at the origin of a reference system in R 3 . The object is observed from a fixed camera and z−axis coincides with the optical axis, so it is directed from the object to the camera, while the x−axis is oriented horizontally. The camera is assumed to be at infinite distance from the observed object, and different images of it are produced, each with a different light direction. Each image has resolution r × s, and the length of the horizontal side of a picture is A. Assuming the pixels to be square, the length of the vertical side is B = (s + 1)h, with h = A/(r + 1). Each picture defines a domain Ω = [−A/2, A/2] × [−B/2, B/2], and induces the discretization
When solving the problem, we will restrict the variation of the indexes to i = 1, . . . , r and j = 1, . . . , s, since Dirichlet conditions will set the solution to zero on the boundary. We let the surface of the object be represented by z = u(x, y), with (x, y) ∈ Ω. Then,
denote the gradient of u and the normal vector to the surface of the object, respectively. As it is customary, when it is useful to vectorize images we order the pixels lexicographically, i.e., stacking into a single vector the columns of the matrix containing the image. The pixel of coordinates (i, j) takes the index k = (i − 1)s + j, where k = 1, . . . , p, and p = rs is the number of pixels in the image. For each point in the discretization of Ω, we write indifferently
using the two-index notation to refer to the values on the grid, and the one-index notation to identify the values after the vectorization.
We assume that q pictures are available, each with light source at infinite distance from the origin along the direction
Each vector t stems from the object to the light source and its Euclidean norm is proportional to the light intensity. This introduces an undetermined proportionality constant in the problem. The image vector are denoted by m 1 , m 2 , . . . , m q ∈ R p , with p = rs. The objective is to reconstruct the 3D shape of the object.
3. Photometric stereo with known lights position. If the surface of the object is Lambertian [17] , then the light intensity at each point is proportional to the angle between the normal to the observed surface at that point and the light direction. This model is usually referred to as Lambert's cosine law, which can be stated as
where the scalar ρ k represents the albedo of the surface point at coordinates (x, y), which keeps into account the partial light absorption of that portion of the surface, I t (x, y) the light intensity at the same point in the tth image, and ·, · is the usual inner product in R 3 . When the albedo is constant, the object is said to be a Lambertian reflector.
Summing up, the classical assumption for this model are the following:
• the surface is Lambertian;
• the light sources are placed at infinity distance;
• no portion of the surface is shaded in all the pictures;
• the camera is sufficiently far from the object so that perspective deformations can be neglected. In this section, we will assume that the light directions t , t = 1, . . . , q, are known.
3.1. Hamilton-Jacobi formulation. The continuous formulation (3.1) of Lambert's law leads to a Hamilton-Jacobi differential model; see [23, 24] for a thorough study. Here we briefly recall its construction.
Let us set
Then, (3.1) becomes
By imposing Dirichlet boundary conditions, we obtain a system of q first order nonlinear PDEs of Hamilton-Jacobi type
Following [24] , we obtain for t = 1
and we substitute this expression in the equations corresponding to t = 2, . . . , q, to obtain
This shows that the minimal number of images for the problem to be well-posed is 2. Nevertheless, if q = 2 the solution may not exist for particular light orientations. Considering q > 2 leads to a least-squares approach, that may be effective in the presence of experimental data sets in order to perform a noise reduction, without making data acquisition significantly harder. In any case, knowing accurately the light positions t is a strong requirement. After u(x, y) is computed, the albedo is given by
Conditions for the existence of solutions are discussed in [18] , and in [24] the problem is studied under more realistic assumptions; see also [26] .
The main disadvantage of the Hamilton-Jacobi model is that the operator to be inverted depends upon the data. The matrix of the linear system obtained through the discretization may be singular or severely ill-conditioned in certain lighting conditions. However, this problem can be tackled by suitably choosing the position of the light sources.
Poisson formulation.
The Poisson approach for the 3D reconstruction of a Lambertian surface follows a different strategy. The first step consists of immediately discretizing the Lambert's law, in order to determine the normal field to the surface by solving a matrix equation. Then the components of the normal vectors are numerically differentiated, to obtain an approximate discretization of the Laplace operator. Finally, the 3D profile of the observed object is recovered by solving a Poisson partial differential equation. An advantage of this approach is the fact that the computation can be decoupled into simpler problems, allowing for the solution of the unknown lighting case, as it will be shown in next section. A drawback is that this procedure requires a larger number of images than the Hamilton-Jacobi formulation, i.e., at least 3. This is not a substantial problem in applications, since usually dozens of images can be easily made available.
Let us apply discretization (2.1) to equation (3.1), ignore the boundary pixels, where the Dirichlet condition set the solution to zero, and successively rearrange the pixels by lexicographical ordering. Denoting by n k the (normalized) vector normal to the surface at the point identified by the kth pixel, and by m kt the radiation reflected by the small area near the same pixel when illuminated from the direction t , then the following relation holds at each point of each picture
where the scalar ρ k represents the value of the albedo at the kth pixel. By defining the matrices
all the equations (3.2) can be written at the same time in the matrix equation
When the lights positions are known, we first compute
where L † is the Moore-Penrose pseudoinverse of L [5] . Then, the matrices D and N , defining the albedo and the normal vectors, can be computed from the factorization N D = N , by simply normalizing the columns of N .
Once the field of the normal vectors to the surface is obtained, we numerical differentiate the first two components of the vectors n k , obtained from n k by normalizing the third component to 1; see (2.2) . In this way, we obtain an approximation on the grid (2.1) of the Laplacian f (x, y) = u xx + u yy .
At this point, the 3D profile of the object, represented by the explicit function z = u(x, y), can be recovered by solving the Poisson partial differential equation
where ∆ denotes the Laplace operator. After imposing homogeneous Dirichlet boundary conditions on the solution, which corresponds to assuming that the observed object stands on a flat background, the Poisson equation is discretized by a second order finite differences scheme. Consider the two dimensional Poisson equation ( Let u(x i , y j ) = u i,j and f (x i , y j ) = f i,j on each point of the mesh (2.1). The boundary values are then denoted by u i,0 , u i,s+1 , u 0,j , and u r+1,j .
Discretizing the Poisson equation with a centered finite differences method (5 points scheme) with stepsize h, we obtain the linear system
(3.5)
for i = 1, . . . , r and j = 1, . . . , s, withf i,j = h 2 f i,j . By aggregating the mesh points u i,j by columns, we obtain the following pentadiagonal system of size p = rs
and I s denotes the identity matrix of size s. The system has the condensed representation
It can be solved by any general direct or preconditioned iterative method suited for large sparse matrices [15] , or, specifically, by a fast Poisson solver [6, 7] .
Photometric stereo under unknown lighting.
The problem with unknown lights position is more involved. The need for accurate information about the relative position of the light sources and the object is a strong limitation for the practical application of the methods described in the previous sections. Referring to a 4-sources photometric stereo, some papers conjecture that the problem with unknown lighting can be uniquely solved using only 4 images. In [8] the authors suggest an approach based on the use of low-order spherical harmonics for Lambertian objects, while [4] proposes a method based on the decomposition of the light intensity into linear combinations of spherical harmonics.
The photometric stereo technique under unknown light conditions consists of computing the rank-3 factorization 1) where N = N D (see (3. 3)), without knowing in advance the lights location. This problems has not a unique solution. Nevertheless, there are some physical constraints which allow one to find a meaningful solution. Lemma 4.1. The matrices D, N , and L, containing the albedo, the normals to the observed surface, and the lights directions, are determined up to a unitary transformation, that is, (4.1) is satisfied by the matrix pair (Q N , QL), for any orthogonal matrix Q ∈ R 3×3 . Proof. Any matrix pair (A −T N , AL), with A ∈ R 3×3 nonsingular, satisfies (4.1). Since the normal vectors n k are normalized, the norm of the kth column of N equals the albedo ρ k , while t is proportional to the light intensity. This implies that the transformation matrix A has to be orthogonal.
The above Lemma says that the original orientation of the observed object cannot be determined without further information, which is reasonable since only the relative position between the object and the camera is fixed. This indetermination requires some care in the shape reconstruction, because there is the possibility of axes inversions in the computed solution, which would alter significantly the reconstructed shape of the object. This problem will be addressed in a subsequent version of this report.
In what follows, it is not restrictive to assume t = 1, t = 1, . . . , q. First of all, we already noticed that there is an undetermined proportionality constant in the problem depending upon the unit of measure adopted for light intensity. Moreover, in the typical experimental setting the pictures are taken using a flashlight at a fixed distance from the object, which produces a constant light intensity across the observations. In particular situations the light intensity may vary, for example when the size of the object requires the use of the sun as a light source, taking pictures at different times of the day. In this case a light meter can be used to obtain an estimate of t .
Let the "compact" singular value decomposition (SVD) [15] of the observations matrix be
where Σ = diag(σ 1 , . . . , σ q ) is the diagonal matrix containing the singular values and U ∈ R p×q , V ∈ R q×q are matrices whose orthonormal columns u i and v i are the left and right singular vectors, respectively. In our application q p since the number of pixels in an image is usually very large, while we would like to obtain a reconstruction using a set of observations as small as possible. The size of the factors only requires q ≥ 3.
When q is small, the SVD factorization can be computed efficiently by standard numerical libraries; we used the svd function of Matlab [22] even for a large p. In particular situations, in order to reduce the computation time, one may compute a partial singular value decomposition by an iterative method; see, e.g., [1, 2] .
Since experimental data is always affected by noise, factorization (4.2) may have numerical rank r > 3, because of error propagation. In this case, a truncated SVD may be adopted, by setting
This produces the best rank-3 approximation to the data matrix M with respect to the Euclidean norm [5] . The constructive proof of the following theorem shows how to obtain the wanted matrices N and L from this initial factorization. z it z jt g ij = 1, the system (4.3) can be rewritten as the linear system Hg = 1, where g = (g 11 , g 22 , g 33 , g 12 , g 13 , g 23 )
T and H is a q × 6 matrix, whose rows are
2z 1t z 2t 2z 1t z 3t 2z 2t z 3t , t = 1, . . . , q.
A necessary condition for the solution g of the linear system to be unique is that q ≥ 6. This completes the proof. The above theorem shows that at least 6 images are needed to reconstruct a shape by photometric stereo under unknown lighting. This result is in contrast with the above mentioned conjecture (see, e.g., [8] ) that the "q-source photometric stereo problem" can be solved with q < 6. Anyway, only a necessary condition for the unique solvability is given. In fact, H can be rank-deficient even for q ≥ 6.
As the matrix B is determined up to a unitary transformation, we represent it by its QR factorization B = QR. The "essential" factor R can be obtained by the Cholesky algorithm from G = R T R, while Q cannot be uniquely determined; see Lemma 4.1
Finally, (4.1) is solved by setting N = R −T W and L = RZ. By normalizing the columns of N one obtains the diagonal albedo matrix D and the matrix N , whose columns are the normal vectors.
Remark 4.1. The requirement on the rank of the matrix H poses some constraints on the lights disposition. For example, a very common experimental approach is to place the light sources roughly on a circle around the camera, i.e., at a fixed distance δ from the origin, on a plane parallel to the observation plane. This is equivalent to fixing angles θ 1 , . . . , θ q ∈ [0, 2π) and setting
This quite standard lights placement is not acceptable, because in this case the third column of H is a linear combination of the first two. So at least one light source should violate this scheme.
Numerical experiments.
In this section we illustrate the performance of the Poisson approach, coupled to our procedure to determine the lights position, in the solution of the photometric stereo problem with a synthetic data set. All the computation were performed using Matlab 9.4 on a Debian GNU/Linux system.
To assess the accuracy attainable in the ideal situation when all the assumptions of the methods are met, we choose a disposition of q light sources placed at regular angles around the object, and generate a set of digital images by applying the direct model (3.1) to a surface represented by an explicit function of two variables z(x, y). In this numerical test, each image is 100 × 100 pixels, and we consider a uniform albedo, equal to 1. Figure 5 .1 shows both the synthetic surface and the correponding data set when q = 7. The graph on the left of Figure 5 .2 displays the singular values of the data matrix M from (3.3), showing that it clearly has numerical rank 3. Figure 5 .3 shows the reconstruction of the light vectors and of the model surface. The error on the vector is close to machine precision, while the accuracy on the surface is compatible with the quite large step size h = 1 50 . We repeated the same test after introducing 10% Gaussian noise in the right-hand side M of (3.3). The presence of the noise is reflected in the singular values of M , reported in the graph on the right of Figure 5 .2. Though the rank of the matrix is 7, it is evident that it can be approximated by a rank 3 factorization. The computation is quite steady, as in this case the error on the light vectors is 5 · 10 −3 , while the surface error is 3 · 10 −2 . 
