The design of a 4× blind analogue-to-digital converter (ADC)-based receiver implemented in 65 nm CMOS technology is presented. The ADC, which has three levels with two adjustable thresholds, effectively implements a speculative decision-feedback equaliser. By reducing the ADC resolution and by simplifying the digital clock and data recovery design, the power consumption is reduced by a factor of 2 compared with previous works. Measurement results confirm a bit error rate of <10 −12 at 5 Gbit/s with a high-frequency jitter tolerance of 0.39 and 0.31 UI pp for a 9.3 and a 12.9 dB FR4 channel, respectively. The entire receiver consumes 63 and 86 mW for the respective channels.
Introduction:
The main benefit of blind analogue-to-digital converter (ADC)-based clock and data recovery (CDRs) circuits against phasetracking ADC-based CDRs [1] [2] [3] , depicted in Fig. 1 , is that they completely eliminate the analogue feedback required in clock recovery. This significantly simplifies the design, allowing the digital CDR to be designed independently of the ADC (eliminating the need for co-simulation of the ADC and digital backend). In contrast with a phasetracking CDR that recovers a physical clock from the data, a blind CDR finds the phase of the recovered clock as a digital code, and uses that for data recovery. The challenge in blind ADC-based CDRs is to reduce their power consumption to compete with their phase-tracking counterparts. (Fig. 1a) against blind ADC-based receiver (Fig. 1b) , and timing recovery for phase tracking against blind architectures (Fig. 1c [8] ). These high resolutions were needed for the digital blocks following the ADCs to accurately recover the value and the phase of the data. The ADC resolution also determines the amount of digital equalisation that can be achieved in the digital domain [9] .
To reduce power consumption, the ADC resolution (n) must be reduced. The corresponding loss in voltage (amplitude) resolution can be partially compensated by increasing the time resolution by means of the oversampling ratio (OSR) [8] . Assuming a flash ADC architecture is used, the analogue power consumption of the ADC is proportional to the number of comparators used for each unit interval (UI): (2 n − 1) × OSR. In this Letter, we propose a 4×, 1.5 bit system (OSR = 4, n = 1.5) where the number of comparator uses per UI is reduced to 8, from 62 in [4] and 21 in [8] , reducing the ADC power consumption accordingly.
The low ADC resolution, however, severely limits the amount of digital equalisation that can be achieved. To compensate for this, we move the comparator thresholds closer to zero, effectively implementing a speculative decision-feedback equaliser (DFE), to cancel the first postcursor of intersymbol interference (ISI). In other words, we distribute the comparator thresholds non-uniformly in the voltage domain to compensate for the reduction in n. This allows the proposed architecture to halve the power consumption compared with previous work [8] , without sacrificing jitter tolerance.
Proposed architecture: The full receiver architecture is shown in Fig. 2 . The received 5 Gbit/s data are first equalised through a continuous-time linear equaliser (CTLE), implemented as a tunable source-degenerated differential pair, followed by a tunable variable gain amplifier. The equalised data are then sampled by eight pairs of time-interleaved comparators, each operating with one phase of an eight-phase 2.5 GHz clock. The clock phases are derived from a 10 GHz clock divider for an equivalent sampling rate of 20 Gsamples/s, which provides 4× sampling of the 5 Gbit/s data. Each pair of comparators forms a 1.5 bit (three-level) ADC, where the comparator offsets correspond to the first post-cursor ISI. For this reason, this ADC is equivalent to a one-tap speculative DFE in the analogue domain. It is noted that this CDR architecture could also be considered as a speculative DFE with blind oversampling. However, in contrast with the conventional loopunrolled DFE, blind sampling means that no sample is guaranteed to be at the centre of the eye. Data decisions (DDs) must therefore be made using a combination of all the samples.
In Fig. 2 , the comparator defined as POS has a +α differential offset with respect to the data common mode, whereas the comparator defined as NEG has a −α offset. As in conventional speculative DFEs, the POS comparators remove the ISI when the previous bit is a 1, whereas the NEG comparators produce the correct data when the previous bit is a 0. The comparators are implemented as slightly modified StrongARM latches that compare the input against the differential offset (α) [10] . Offset due to mismatch is calibrated via 3 bit binary-encoded current tails attached to both sides of the differential summing nodes. These current tails can be calibrated either manually or automatically via a small digital block located next to the ADC core. 
Fig . 3 Digital CDR architecture (Fig. 3a) , phase detector (Fig. 3b) , DFE selection block (Fig. 3c) The digital CDR, shown in Fig. 3 , consists of a phase detector (PD), a loop filter, a DD block and a cycle-slip detection block. The PD is made up of two slices (POS and NEG), which detect the data zero-crossing phases (F P X , F N X ) corresponding to the two speculative levels. As shown in Fig. 3b , phase detection is done by XORing adjacent samples in groups of five (A, B, C, D, E) per UI window. The last sample in the group (E) is the first sample of the next UI. The final zero-crossing phase, Φ X , is estimated by the average of F P X and F N X . A third-order lowpass filter then estimates the average zero-crossing phase, Φ AVE . The DD block selects the sample closest to the UI centre as the transmitted bit. This is unlike the DD block in [8] in which a second-order interpolation was needed to accurately estimate the UI centre for use in the digital DFE. The DD block selects one sample in each UI window that is closest to the picking phase, defined as Φ PICK = Φ AVE + 0.5 UI, for both the POS and NEG sets. The correct speculative bit per UI window is selected by a chain of MUXes controlled by bits from the previous UIs, as shown in Fig. 3c .
Experimental results: The receiver was fabricated in Fujitsu's 65 nm CMOS technology. Fig. 4a illustrates the jitter tolerance when PRBS7 data are transmitted over a 32-inch channel, corresponding to a loss of 9.3 dB at Nyquist, for α being 0, 60 and 100 mV. The maximum jitter tolerance of 0.39 UI pp is obtained when α = 60 mV. When the channel length is increased to 48-inches, corresponding to a loss of 12.9 dB at Nyquist, the CTLE must be activated to maintain the required bit error rate (BER). The jitter tolerance for this channel without the CTLE is zero as shown in Fig. 4b . With the CTLE enabled, the receiver recovers error-free data (BER < 10 −12 ) with a high-frequency jitter tolerance of 0.31 UI pp . (Fig. 4a) ; 48-inch FR4 channel (12.9 dB loss at 2.5 GHz) with and without CTLE enabled (Fig. 4b ) Fig. 5a shows a die photograph of the implemented chip. The area of each block is shown in this Figure. The total area is ∼50% smaller than the total area of the 3× design in [8] . The total measured power of the chip is 63.5 mW (12.7 mW/Gbit/s) without the CTLE (i.e. for the 32-inch channel) and 86.3 mW (17.3 mW/Gbit/s) with the CTLE (i.e. for the 48-inch channel), 15 mW of which is consumed by the clock divider. Compared with [8] , that in this Letter consumes similar power in the clock while consuming half the digital power. Owing to the reduced number of comparator uses per UI, the ADC power is also expected to drop by about 50%, but the measured ADC power shows only a drop of 20%. On further investigation, we found that an error in the design integration phase caused a floating node in the automatic calibration block. This resulted in extra static power consumption in the offset calibration blocks, leading to increased ADC power consumption. After correcting the design error, the total power of the chip is expected to be 53.5 mW (10.7 mW/Gbit/s) without the CTLE and 76.3 mW (15.3 mW/Gbit/s) with the CTLE. The ADC power consumption would also drop to approximately half compared with [8] . (Fig. 5a) ; power efficiency against channel loss (Fig. 5b ) Table 1 summarises this work and compares it against ADC-based receivers in terms of their power consumption and channel attenuation. Fig. 5b shows the power efficiency against channel loss. Compared with other blind ADC-based CDRs handling a comparable channel loss [5, 6] , this work achieves more than 2× better power efficiency, and achieves almost 2× better power efficiency than [8] while tolerating more loss. Conclusion: By merging the speculative DFE into the ADC, the number of comparators and therefore the analogue power consumption of a blind ADC-based CDR is reduced by almost a factor of 2. Moreover, by over sampling the data by a factor of 4, a simplified DD scheme is used to lower the digital power consumption. Overall, this work reduces the power consumption by a factor of 2 compared with previous works.
