Storing upright turns: how visual and vestibular cues interact during the encoding and recalling process by Vidal, Manuel & Bülthoff, Heinrich H.
RESEARCH ARTICLE
Storing upright turns: how visual and vestibular cues interact
during the encoding and recalling process
Manuel Vidal Æ Heinrich H. Bu ¨lthoff
Received: 21 February 2009/Accepted: 7 July 2009/Published online: 25 August 2009
 The Author(s) 2009. This article is published with open access at Springerlink.com
Abstract Many previous studies have focused on how
humans combine inputs provided by different modalities
for the same physical property. However, it is not yet very
clear how different senses providing information about our
own movements combine in order to provide a motion
percept. We designed an experiment to investigate how
upright turns are stored, and particularly how vestibular
and visual cues interact at the different stages of the
memorization process (encoding/recalling). Subjects
experienced passive yaw turns stimulated in the vestibular
modality (whole-body rotations) and/or in the visual
modality (limited lifetime star-ﬁeld rotations), with the
visual scene turning 1.5 times faster when combined
(unnoticed conﬂict). Then they were asked to actively
reproduce the rotation displacement in the opposite direc-
tion, with body cues only, visual cues only, or both cues
with either the same or a different gain factor. First, we
found that in none of the conditions did the reproduced
motion dynamics follow that of the presentation phase
(Gaussian angular velocity proﬁles). Second, the unimodal
recalling of turns was largely uninﬂuenced by the other
sensory cue that it could be combined with during the
encoding. Therefore, turns in each modality, visual, and
vestibular are stored independently. Third, when the
intersensory gain was preserved, the bimodal reproduction
was more precise (reduced variance) and lay between the
two unimodal reproductions. This suggests that with both
visual and vestibular cues available, these combine in order
to improve the reproduction. Fourth, when the intersensory
gain was modiﬁed, the bimodal reproduction resulted in a
substantially larger change for the body than for the visual
scene rotations, which indicates that vision prevails for this
rotation displacement task when a matching problem is
introduced.
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Introduction
Humans move around in a world where their different
senses provide a set of cues about self-motion that allows
them to have good estimations of changes in body position
and heading over time. The spatial information contained
in each of these cues is often derived from the same
physical property of the environment, and therefore can be
redundant. For instance, passive upright turns create a
rotation of the visual and acoustic scene sensed by the
visual and auditory system, respectively (external signals),
together with a set of inertial-related cues sensed by the
vestibular system and the somatosensory receptors (internal
signals). In recent years, technological advances have
allowed an increased number of studies on the way these
signals are combined by the central nervous system in
order to correctly perceive self-motion in space. However,
only a few studies have assessed how sensory cues might
interact during the memorization process. This paper
focuses on the encoding and recalling stages of the self-
motion memorization process using a reproduction task.
The encoding stage consisted in the storage of an upright
turn presented passively, and the recalling stage consisted
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Speciﬁc manipulations were done in order to assess how
distinct sensory cues available during the rotations might
interact during the encoding stage, and combine to improve
the reproduction during the recalling stage.
Self-motion perception with vision
Since the early 1950s, many studies have emphasized how
processing optic ﬂow alone provides humans with a very
efﬁcient mechanism to guide their movements in a stable
environment. Although early work emphasized the
importance of heading retrieval (Warren et al. 1991a, b), a
general steering heuristic requiring far less complex pro-
cessing of optic ﬂow has been proposed (Wann and Land
2000). The discrimination of the traveled distance between
two simulated visual translations can be performed with
great accuracy, even when the velocity proﬁle and duration
vary (Bremmer and Lappe 1999; Frenz et al. 2003). Nev-
ertheless, when testing a reproduction task, the same
authors found signiﬁcant overshoots for distances of up to
8 m and undershoots for larger distances (Bremmer and
Lappe 1999; Frenz and Lappe 2005). In a recent study,
using a passive velocity proﬁle controlled by computer for
the reproduction task, this range effect was largely can-
celled when the visual stimulation was identical during the
encoding and the recalling stages (Mossio et al. 2008).
Furthermore, the large inter-subject differences reported
earlier were explained in this work by highlighting the use
of distinct strategies among the subjects. Indeed, some
could cope with velocity proﬁle manipulations exhibiting
an integration process independent of the proﬁle, while
others could not reproduce accurately when the velocity
proﬁle was manipulated. In the present study, we will test
the capacity to reproduce turns with an active control of the
velocity proﬁle. Therefore, we assumed that either subject
would cope with the velocity proﬁle they use in order to
perform the task, or they would try to reproduce the same
velocity proﬁle as during the encoding. Finally, for more
complex visually simulated movements in which heading
is not tangent to the trajectory, combining an initial ves-
tibular stimulation allows humans to accurately disambig-
uate the analysis of optic ﬂow (Bertin et al. 2000; Bertin
and Berthoz 2004). This result provides evidence for a
multisensory advantage for the self-motion analysis.
Self-motion perception with the vestibular system
In complete darkness, the acceleration signals provided by
the vestibular system and proprioception allow humans and
other mammals to integrate self-motion and to keep track
of one’s position in the environment (Mittelstaedt and
Mittelstaedt 1980; Loomis et al. 1999). Distances as well as
the temporal velocity proﬁles of passive linear translations
performed in darkness can be reproduced with great
accuracy (Berthoz et al. 1995; Israe ¨l et al. 1997). The
production of joystick-controlled on-axis body rotations
when subjects are verbally instructed of the total turn to
perform was signiﬁcantly undershot, in other words, the
subjects felt that they had moved further than the actual
physical movement (Israe ¨l et al. 1995). Similarly, the
reproduction with a pointer of orientation change for
on-axis rotations and curved paths was overestimated
(Ivanenko et al. 1997). These ﬁndings suggest that humans
tend to overestimate the rotation sensation given by the
vestibular and somatosensory systems, although it is
compensated when turns are reproduced and therefore
matched within the same modality (Siegler et al. 2000).
Curiously, in this study, the dynamics of the presented
rotations, that is the temporal velocity proﬁle, were not
reproduced, as it has been reported for forward translations.
Neither the same motion duration nor peak velocity was
used for the reproductions. In a later study, Israe ¨l and
collaborators investigated whether this could stem from the
different processing of the signals provided by the otoliths
and the canals. They tested on- and off-axis rotations with
the same paradigm to ﬁnd that the addition of otolithic cues
lowered the performance and that the dynamics were closer
to the presented one (Israe ¨l et al. 2005). The present study
focused on pure whole-body on-axis yaw rotations stimu-
lating mostly the semi-circular canals. We checked whe-
ther vision could also contribute to the storage of the
rotation dynamics in order to reproduce velocity proﬁles.
Multisensory interactions for spatial orientation
How humans integrate cues provided by different senses
for the same physical property have been studied for many
decades. According to Welch and Warren’s ‘modality
appropriateness hypothesis’, the reliability of each signal
should be taken into account, the relative modality domi-
nance depending upon the precision of its signal in the
given task context (Welch and Warren 1980). In a similar
line of research, an increasingly popular model based on
the maximum likelihood estimator (MLE) was recently
proposed (Ernst and Banks 2002; Ernst and Bu ¨lthoff 2004).
This Bayesian framework for sensory integration puts
forward the following principle: The available signals
provided for the same physical property are combined into
a percept deﬁned by the weighted sum of the signals, with
weights determined by the inverse of their respective
variances (measured in unimodal conditions).
In recent years, a large number of studies that used
direct perception tasks have reported that the MLE model
very accurately predicts the observed performance when
modalities are combined. Nevertheless, only a few have
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entation in general. When dealing with general movements
that include translations and tilting, the central nervous
system is faced with an ambiguity in the interpretation of
incoming signals. Indeed, all linear accelerometers mea-
sure gravitoinertial force (GIF), which is the sum of
gravitational force (tilt) and inertial force due to linear
acceleration (translation). A growing literature has studied
and modeled how additional cues combine with the GIF
measured by the otoliths to extract self-motion and orien-
tation: from the semi-circular canals signal and gravicep-
tors (Zupan et al. 2000; Merfeld et al. 2001), to visual input
(MacNeilage et al. 2007), to top-down cognitive expecta-
tions (Wertheim et al. 2001).
Finally, little research has focused on the visuo-vestib-
ular interactions involved in everyday life navigation.
Unlike in weightlessness or in a dense milieu such as water,
in which navigation involves rotations about any axis and
peculiar gravitational conditions (Vidal et al. 2003, 2004),
natural navigation over planar surfaces includes only
translations and upright yaw rotations. Recent electro-
physiological studies on non-human primates found a
neural structure—the dorsal medial superior temporal area
(MSTd)—that provides a functional link between brain
activity and heading perception based on inertial motion
cues (Gu et al. 2007). In the very same structure, a sub-
population of neurons with congruent heading preferences
for visual and vestibular cues strongly correlated with
monkeys’ perceptual decisions when both modalities are
present (Gu et al. 2008). Curiously, the processing of visual
and vestibular cues in MSTd during self-rotations showed
substantial qualitative differences compared to translations
(Takahashi et al. 2007). Indeed, the large majority of
neurons showed a maximal incongruence in the rotation
direction preference for visual and vestibular cues, sug-
gesting that the integration of these cues for robust per-
ception cannot take place in MSTd. The role of vestibular
signals in this area could then be restricted to disambiguate
optic ﬂow resulting from self-motion from that produced
by eye, head and body rotations.
These neurophysiological results are consistent with the
dissociation between visual and vestibular storage that was
found in an older human behavioral study. After traveling a
virtual path where physically turning the body was driving
the visual orientation, when a multiplicative factor was
introduced between body and visual rotations, subjects
could reproduce each sensory turn separately depending on
the task context (Lambrey et al. 2002). The observed
locomotor reproduction of turns matched the ones per-
formed during the presentation, whereas drawings of the
paths matched the visual experience. These results concern
rather high-level mechanisms, and one of the motivations
of the present study was to test if this apparent task-
dependent behavior is to be related to the different primary
modality involved in each task rather than the task itself.
Rationale
We designed an experiment to investigate how humans
store upright turns, and particularly how vestibular and
visual cues available during the rotations interact at the
encoding and recalling stages of the memorization process.
In this experiment, subjects experienced a turn and they
were instructed to reproduce the turn amplitude backwards
by controlling the velocity with a joystick. The sensory
contexts of the encoding and recalling stages were
manipulated, which could include visual and/or vestibular
cues about the turn. Furthermore, a gain factor between
these modalities was used during the presentation phase in
order to dissociate the two modalities and to allow inferring
on which sensory basis was the resulting reproduction
done. On the one hand, we addressed the issue of the
reproduction strategy: will the velocity proﬁle of the
encoding stage be reproduced for turns as it was reported
for linear translations in darkness, and will the reproduced
proﬁles differ according to the sensory context available?
On the other hand, we addressed several issues about the
sensory interactions in the memorization process. Con-
cerning the encoding stage, will unimodal reproduction
vary according to the encoding sensory context? Will each
of the cues available in the stimulation be recovered
accurately? Although visual and vestibular cues combine at
a very early stage of processing in the brainstem, this
integration concerns mostly low-level control of eye
movements and does not imply that the initial unimodal
information is lost. We, therefore, expect a large degree of
independence in the storage of visual and vestibular cues,
which should result in very little interaction during the
encoding. Concerning the recalling stage, will the combi-
nation of modalities improve the reproduction of turns?
Will visual cues prevail when a modality matching conﬂict
is introduced during the reproduction? If an integration
process occurs, it should result in better performance when
both cues are available.
Materials and methods
Subjects
Twelve naı ¨vesubjects(ninemale andthreefemale)between
18 and 28 years participated in this experiment. Most of
them were students and all but one were right handed. Sub-
jects were paid for their participation time according to the
Max Planck regulations and were informed that they could
interrupt the experiment at any time.
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A hexapod motion platform with a car seat and a projection
screen was used to produce synchronized visual and body
rotations (see Fig. 1).
Visual rotations were projected on a ﬂat screen sub-
tending 87 of horizontal ﬁeld of view, centered on the
subject’s line of sight. The three-dimensional geometry of
the visual stimulus was adjusted to the real perspective. A
limited lifetime star ﬁeld was projected on the surface of a
virtual vertical cylinder with a radius of 6 m. The virtual
observer was placed on the cylinder’s axis, therefore at a
simulated distance of 3 m from the dots. Visual rotations
corresponded to the virtual rotation of the cylinder around
its axis. The star ﬁeld was composed of approximately 600
simultaneously visible dots, each subtending 0.2. Dots
were randomly positioned and displayed during 2 s,
including a fade-in and fade-out period of 300 ms. After
extinction, each dot was replaced by another randomly
positioned dot.
Body rotations were performed with a hexapod motion
platform (Maxcue from MotionBase
TM) remote-controlled
by computer. The seat was adjusted so that the yaw rota-
tions performed with the platform were around the vertical
axis that passed between the two ears of the subject.
The subject reproduced the turns with a joystick posi-
tioned in front of him. Tilting the handle leftward or
rightward rotated the platform and/or the visual display.
The rotation speed varied according to the tilt angle, e.g.,
the more the handle was tilted the faster the rotation was
(with a visual or body maximum velocity of 40 or 26.7/s,
respectively). During both passive and reproduced turns,
subjects were instructed to look at a ﬁxation cross that was
displayed in the center of the screen. A notifying sound was
played through the headphone when the ﬁxation appeared.
Eye movements were recorded with an SMS iView eye
tracker in order to verify subjects’ ﬁxations. During the
whole experiment, subjects had to wear a headphone with
noise cancellation that played a masking noise that was a
recording of the sound made by the platform legs when
moving. This suppressed the noise of the motion platform
that could have been used as an additional cue for the
motion speed.
Procedure
The experiment consisted of two experimental sessions,
separated by a minimum of 10 days to prevent learning
effects from transferring across sessions. All trials had the
same structure, including a presentation phase where sub-
jects had to memorize a turn (encoding stage) and a
reproduction phase where they were asked to reproduce
this turn backwards (recalling stage).
In the presentation phase of the ﬁrst session, subjects
passively experienced a whole-body upright rotation syn-
chronized to a visual scene rotation with a gain factor of
1.5 (i.e., turning 1.5 times faster). This conﬂict between
vision and vestibular rotations was used in order to disso-
ciate the two modalities and to be able to infer on which
sensory basis the reproduction is done. We used pilot
subjects to determine a good trade-off between higher gain
factors for increased dissociation and gain factors closer to
1 for unnoticed conﬂicts. Indeed, a sensory discrepancy
remaining unnoticed allows improving the ecological
validity and prevents subjects from developing unnatural
speciﬁc strategies for solving the task (De Gelder and
Bertelson 2003). This issue was veriﬁed for each subject in
a debrieﬁng questionnaire at the end of the experiment.
After a 2-s delay started the reproduction phase. Subjects
were instructed to reproduce the perceived amplitude of the
rotation (i.e., rotation displacement) in the opposite
Visual rotations
(limited lifetime dots)
Masking noise
(platform legs)
Body rotations
(motion platform)
Joystick control
(rotation reproduction)
FOV=87º
Fixation cross
Fig. 1 The experimental set-up. Visual rotations were projected on a
ﬂat screen subtending 87 of ﬁeld of view, and corresponded to the
virtual rotation of a vertical cylinder with a limited lifetime star ﬁeld
on its surface. Body rotations were performed with a hexapod motion
platform around the body vertical axis (yaw turns). Subjects could
reproduce their rotation tilting a joystick leftwards or rightwards.
During the rotations, subjects had to look at a central ﬁxation cross,
and were wearing a noise-cancellation headphone playing a masking
noise recorded from the platform legs
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conditions (see Fig. 2): with the visual scene rotation but
no platform motion (VB to V), with the body rotation and
only the ﬁxation cross displayed on the screen (VB to B),
with vision and body where the vision/body rotation used
the same 1.5 gain (VB to VBsame) or a different 1.0 gain
(VB to VBdiff) than during the presentation phase.
The second session was similar to the ﬁrst except that
this time stimulations were always unimodal. The presen-
tation consisted of purely visual or purely vestibular turns
and the reproduction phase was done in the exact same
modality as the presentation phase, again in the opposite
direction. In this experimental session, only two conditions
were studied (see Fig. 2): Vt oVand Bt oBlabeled
according to the studied modality.
Subjects were never informed before the reproduction
in which condition they would be tested on. Reproduced
turns were validated by pressing the joystick’s trigger,
then in a few seconds the platform was slowly reposi-
tioned (5/s) in order to dispose of a maximal reproduc-
tion range for the following trial, which then started
automatically. The delay between the presentation and the
reproduction phase was voluntarily chosen to be small. A
longer delay would have allowed the semi-circular canals
to return to a stable activation state before the next
stimulation, but this would have required about 30 s and
the memory decay would then have become problematic.
Furthermore, another study found no difference between
waiting or not for this stable state before reproducing
body turns (Siegler et al. 2000).
Presented turns could take two directions (leftward or
rightward), and three different amplitudes (45 and/or 30,
60 and/or 40,7 5  and/or 50 for the visual and/or body
rotations, respectively). These rotation angles were chosen
so to cover a natural range of turns in everyday life loco-
motion. As mentioned earlier, the difference between
visual and body rotations stem from the unnoticed conﬂict
that was used in order to disentangle these modalities. The
angular velocity of the rotations followed gaussian proﬁles,
which are known to be a natural proﬁle for head rotations
(see Appendix A of Supplementary material). Furthermore,
in order to avoid an easy correlation between the turn
amplitude and either the total rotation duration or the peak
velocity, both the peak velocity and the total rotation
duration varied according to the ﬁnal amplitudes. Rotation
durations were 5.4, 6.1, and 6.6 s; visual (body) peak
velocities were 19.5/s (13.0/s), 23.6/s (15.7/s) and
27.4/s (18.2/s) for the three rotation amplitudes, respec-
tively. The velocity range was chosen to cover natural
heading changes resulting from full body turns during
navigation. The velocity proﬁles that were used for the
presentations, e.g., gaussian proﬁles, are quite similar to
θbody
θvision
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Vision + Body
(different gain)
θbody
θvision
θvision= 1.5 x θbody
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(same gain)
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Body only
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Vision only
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Fig. 2 Illustration of the different presentation and reproduction
phases deﬁning the six experimental conditions that were studied. The
presentation phase was either a purely visual (Vt oV ) or a purely
vestibular (Bt oB ) stimulation representing upright passive rotations,
or a body rotation coupled with the corresponding visual rotation
ampliﬁed by a gain factor of 1.5 (VB to V, VB to B, VB to VBsame and
VB to VBdiff). In the reproduction phase, subjects were asked to
reproduce backwards the perceived rotation in one of the four
following sensory contexts: with vision only (Vt oVand VB to V),
body only (Bt oBand VB to B), or both modalities with the same 1.5
gain (VB to VBsame) or with a different 1.0 gain (VB to VBdiff) than
during the presentation
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to 0.1 Hz. At these frequencies, the sensitivity thresholds
range roughly between 1.75 and 2.25/s (Grabherr et al.
2008), which is far below the velocities experienced.
Finally, although these frequencies lie at the limits of the
sensitivity plateau where the threshold is about 0.75/s, it
still falls within a range where the vestibular system is fully
operational. Note that in the second experimental session,
presentations were unimodal and reproductions were tested
using the same modality. Therefore, there were no con-
ﬂicting cues although the tested visual and body turns were
not the same. This difference was preserved in order to
allow for within subject comparisons with the ﬁrst exper-
imental session conditions. Note also that in all conditions,
the gaze ﬁxation was used in order to prevent subjects from
using the vestibulo-ocular reﬂex (body rotations) or target
pursuit (visual rotations) to perform the task.
At the beginning of each experimental session, a set of
practice trials including two trials per condition was con-
ducted in order to ensure that the task was clearly under-
stood. During these trials, subjects were instructed to play
around with the joystick and feel the effect it has on their
motion in the various sensory contexts studied. The data
from these trials were not collected. Six repetitions of each
of the turn 9 condition were performed, corresponding to
a total number of 144 trials and 72 trials in the ﬁrst and
second session, respectively. The order was randomized for
each subject and trials were blocked in groups of 16. At the
end of each block, they could rest a while without leaving
the platform; and after 3 blocks, they could rest for up to
10 min outside of the experimental room.
Data analysis
The trajectory of the reproduction was recorded for each
trial, e.g., the instantaneous visual and/or body orientation
sampled at a frame rate of 60 Hz. The ﬁnal orientation
determined the reproduced rotation amplitude and the
amplitude ratio (reproduced/presented rotation amplitude).
Matlab scripts were used to process these ﬁles in order to
analyze the reproduction dynamics. Consequently, we
achieved an optimal visualization of the angular velocity
proﬁles of all trials according to each condition, and the
best Gaussian ﬁt for each of these proﬁles was computed
providing the root mean square error (RMSE) as an indi-
cator for ﬁtness. The motion duration and maximum
angular velocity (peak velocity) were also extracted.
Several repeated-measures ANOVA designs were used
to analyze the statistical effects and signiﬁcance when
comparing the different experimental conditions. Student’s
t tests were also used in order to compare observations with
single reference values. Post hoc analyses were performed
with Tukey’s HSD test.
Results
Turn direction had no signiﬁcant effect in any of the sta-
tistical tests performed, therefore we disregarded the
direction factor and leftward/rightward data were pooled
together for all the analyses presented hereafter.
Reproduction dynamics
Figure 3 shows all the reproduction velocity proﬁles of a
standard subject (gray lines) together with the Gaussian
velocity proﬁle of the presentation phase (black thick line)
for each of the six conditions studied. The subject was
selected as the closest to median values of the RMSE
(described above) obtained for each condition. The time
axis was normalized with the motion duration of each
reproduction plotted, cutting the start and end tails where
subjects did not move with the joystick. The velocity axis
was normalized with the peak velocity of each reproduc-
tion. Applying the same normalizations to the presented
velocity proﬁle leads to a unique Gaussian curve shown in
black in each condition plot. A quick qualitative compar-
ison when reading these plots allows stating that the overall
shape of the reproduced proﬁles does not match the
Gaussian presented proﬁles. Rather, the strategy adopted
by subjects seems to rely on the use of well-controlled
trapezoidal rotational velocity proﬁle, showing an initial
linear speed increase in order to reach the speed of the
plateau that is then held constant for most of the repro-
duction duration before decreasing to stop the motion. The
decreasing period being subjected to some corrections, it
results in the larger spread observed in the plots as com-
pared to the increasing period.
The average motion duration ratio and peak velocity
ratio (reproduced/presented) are shown for each condition
in Fig. 4a and b, respectively. There was no signiﬁcant
difference among the conditions for the motion duration
ratio, which was for all conditions signiﬁcantly below 1
(Student test: t(11)[4.5; p\0.001). On the other hand,
the condition had a main effect on the peak velocity ratio
(F(5, 55) = 7.3; p\0.001). Post hoc tests showed that the
peak velocity ratio with only visual cues available during
the reproduction (Vt oVor VB to V) was signiﬁcantly
higherthanwithonlybodycuesavailable(BtoBorVBtoB)
(p\0.005 for all comparisons). The peak velocity ratio of
bimodal reproduction (VB to VBsame) was not signiﬁcantly
different from any of the unimodal reproduction. Finally,
all but the VB to V condition were signiﬁcantly below 1
(Student test: t(11) = 2.3; p\0.05 for Vt oVand
t(11)[5.6; p\0.001 for the remaining conditions). The
RMSE of the best Gaussian ﬁt of each reproduced velocity
proﬁle, normalized with the presented peak velocity and
averaged for each condition, is showed in Fig. 4c.
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123Similarly, there was no signiﬁcant difference across con-
ditions, and for each condition these errors were signiﬁ-
cantly larger than 0 (t(12)[9.1; p\0.001 for all
conditions). To summarize, there was no difference
between the conditions in any of the motion dynamics
parameters of the reproduction, except for the peak
velocity of purely visual reproduction, which was signiﬁ-
cantly higher. Moreover, the motion dynamics of the
reproduction was nearly always signiﬁcantly different from
that of the presented rotations, indicating that subjects did
not reproduce the velocity proﬁles.
Modality interactions during the encoding stage
In order to see whether the two sensory cues interact at the
encoding stage, we looked at the recalling of turns in each
sensory context (visual or body) and compared the perfor-
mance for unimodal and bimodal turn presentations. Fig-
ure 5 shows the reproduced turn amplitude for visual
reproduction and body reproduction as a function of the
presented turn angle. For visual reproduction of turns, there
was no signiﬁcant main effect of the encoding sensory con-
text (Vt oVvs. VB to V, F(1,11) = 0.79; p = 0.39) and
interaction with the turn angle (F(2,22) = 0.25; p = 0.78).
Similarly, for bodily reproduction of turns, there was no
signiﬁcantmaineffectoftheencodingsensorycontext(BtoB
vs. VB to B, F(1,11) = 0.67; p = 0.43) and interaction with
the turnangle (F(2,22) = 1.41; p = 0.26). The reproduction
dynamicsdidnotdifferaccordingtothepresentationsensory
context: there was no signiﬁcant difference at all between
bimodal and unimodal encoding for both maximum angular
velocities and motion durations (see Fig. 4).
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Fig. 3 Plots of all the
reproduced velocity proﬁles of a
standard subject according to
each of the six studied
conditions. The Gaussian
velocity proﬁle of the
presentation phase is plotted in
black thick line. Both the
velocity and the time were
normalized in order to focus on
the proﬁle shape only and to be
able to compare them across
conditions (see the text for more
details about these
normalizations)
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Figure 6a shows the amplitude ratio (reproduced/pre-
sented) when subjects were presented a bimodal turn which
they had to reproduce with visual cues alone (VB to V),
vestibular cues alone (VB to B), or both with the same gain
(VB to VBsame). Reproduction with vision alone seems
rather accurate whereas with body alone there is an overall
underestimation of about 15%. When both modalities are
available for reproduction, bimodal performance appears a
little underestimated as compared to that of vision alone,
and a little overestimated as compared to that of body
alone. The reproduction condition has a signiﬁcant effect
on the amplitude ratio (F(2,22) = 5.79; p\0.01). Post
hoc tests showed that the bimodal reproduction was sig-
niﬁcantly smaller than for the visual reproduction of 60
(p\0.05) and 75 (p\0.02) visual turns, and was sig-
niﬁcantly larger than for the body reproduction of 30
(p\0.001), 45 (p\0.001) and 60 (p\0.001) body
turns. Therefore, when both modalities are available during
reproduction, the average of the response lies in between
the reproduction with vision or body alone.
Figure 6b shows the individual variances within a given
experimental condition of the amplitude ratio, averaged
across subjects, together with the variance predicted by the
MLE for the bimodal reproduction. The classic equation
linking the unimodal variances with the expected bimodal
variance was used to compute these predictions (Ernst and
Banks 2002), further details on how this model was applied
to our experimental data can be found in Appendix B of
Supplementary material. The reproduction condition has a
signiﬁcant effect on these variances (F(2,22) = 6.29;
p\0.01). Post hoc tests showed that the bimodal repro-
duction variance was signiﬁcantly lower than that of both
unimodal reproductions (p\0.05 for VB to V and
p\0.01 for VB to B). The measured bimodal reproduction
variance was signiﬁcantly higher than that predicted by the
MLE for the measured unimodal variances (2.8% instead
of 1.7% predicted, Student test: t(11) = 3.5; p\0.005).
These results indicate that variability reduces when
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123bimodal information is available as compared to unimodal
information, but this improvement is not optimal as deﬁned
by this Bayesian framework for sensory fusion.
Reproduction with a modiﬁed sensory gain
When the vision/body gain factor was altered for the
reproduction, using a gain of 1 instead of 1.5, we intro-
duced a matching problem in the sense that it becomes
impossible to simultaneously match both the visual and
body rotations during the reproduction. We calculated the
relative variation of the visual or body reproduction as
follows:
DVision ¼
rVisual
Differentgain   rVisual
Samegain
rVisual
Differentgain   r
Body
Differentgain
and
DBody ¼
r
Body
Differentgain   r
Body
Samegain
rVisual
Differentgain   r
Body
Differentgain
;
where r
VisualorBody
DifferentorSamegain is the visual or body amplitude
ratio in the same or different gain conditions (light and dark
gray lines shown in Fig. 6a). The reproduced body rotation
increases by 84.5% of the variation (see Fig. 7), whereas
the reproduced visual rotation decreases by only 15.5%
(signiﬁcant difference, Student test: t(11) = 11.45;
p\0.001). In other words, the visual matching remains
rather unchanged whereas the body matching becomes
totally inappropriate, as compared to the baseline perfor-
mance yielded with the VB to VBsame.
Discussion
Turn reproduction strategy
Ruling out the motor strategy
In the conditions where presentation was bimodal, the
experienced turns were identical whether the reproduction
sensory context used the same or a different gain. Since the
reactivity of the joystick was adjusted so to have the same
rotation speed for the visual stimulation and the platform
relatively to the expected angle, subjects could then have
used a motor strategy in order to reproduce turns. For all
conditions except the one with a modiﬁed gain (VB to
VBdiff), reproducing the same dynamic tilt proﬁle with the
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123joystick would lead to the same answers across conditions.
Accordingly, subjects could only estimate the ‘‘size’’ of the
turn presented, and then generate a constant motor proﬁle
independently of the condition assuming that these were
constant across conditions. The analysis of the reproduc-
tion’s peak velocity shows that this was not the case: visual
reproductions (VB to V or Vt oV ) were signiﬁcantly larger
than vestibular reproductions (VB to B or Bt oB ) of about
23% in average.
It is important to notice that the joystick range did not
limit the peak velocities of the reproduction proﬁle’s
plateaus: in all conditions the tilt angle was way below
the maximum (see Fig. 4b), with a maximum of about
55% tilt for visual reproduction. In fact, when controlling
the platform rotation with the joystick, subjects felt more
comfortable not turning too fast, whereas with visual
turns they could turn as fast as they wished without
feeling shaken by the physical motion. This provides an
additional argument against the possible use of a motor
strategy allowing turn reproductions regardless of the
sensory context available.
Velocity proﬁles are not reproduced
During the encoding stage, subjects could have memorized
the entire velocity proﬁle instead of just storing its tem-
poral integration corresponding to the total turn amplitude.
Then, in order to reproduce backwards the turn amplitude
as they were instructed to, they could just rollback the
velocity proﬁle converting it into a motor command to tilt
the joystick. This strategy has been reported for vestibular
reproduction of linear translations (Berthoz et al., 1995),
and was interpreted by the authors as an indication to the
nature of how self-motion might be encoded.
In the current experiment, we wanted to check whether
the whole velocity proﬁle would also have been stored for
on-axis turns using different sensory contexts, namely
visual, vestibular or visuo-vestibular motions. To that end,
we left on purpose this velocity proﬁle strategy available:
not only the velocity was linearly controlled by the tilt
angle of the joystick (velocity command), but also the
reactivity of the joystick was kept constant in a congruent
fashion across the experimental conditions. Despite these
efforts, in our experiment subjects used velocity proﬁles for
their reproduction of turns that were particularly distinct in
many aspects from the presented Gaussian velocity proﬁle.
In all the sensory contexts that we have studied, neither the
motion duration, nor the peak velocity, nor the best
Gaussian ﬁt for each single reproduction, were compelling
with an attempt to reproduce the velocity proﬁle of the turn
presented (see Fig. 4a, b). The dynamics of the reproduc-
tion observed in the present experiment rather follows a
standard trapezoidal velocity proﬁle, with some small
corrections in the end suggesting a temporal integration
process undergoing, which is consistent with what was
found for varying velocity proﬁles for visual translations
(Mossio et al. 2008). Both the peak velocity maintained
during the plateaus were, as discussed before, highly
dependent on the sensory context of the reproduction.
This observation leads to the conclusion that the velocity
proﬁle might not be stored and that for turn reproduction
tasks, a temporal integration is performed during the
encoding stage, which is then matched to the temporal
integration of the produced turn. Accordingly, the ﬁndings
reported in Berthoz et al. (1995) could result from an
experimental bias related to the chosen velocity proﬁles:
trapezoidal, triangular and rectangular. These proﬁles all
fall into the trapezoidal category, the last two being just
singular cases (trapezoidal without plateau and trapezoidal
with steep acceleration and deceleration slopes), which is
precisely the proﬁle that subjects tended to use in our
experiment. It seems then that using such proﬁles would
naturally lead to a reproduction with a similar proﬁle, e.g.,
a trapezoidal proﬁle.
Encoding interactions: sensory-independent storage
In order to determine the possible interactions between
visual and vestibular senses during the encoding of turns,
we designed two sets of unimodal reproduction conditions:
one with unimodal presentations (visual or vestibular), and
the other with bimodal presentations using a visuo-vestib-
ular gain factor of 1.5.
On one hand, the free reproduction of pure visual turns
was very accurate whereas a signiﬁcant underestimation of
about 15% was observed for pure vestibular turns. As
reported in the dynamic analysis, this could stem from the
distinct motor behaviors observed: a reduced peak velocity
was used when rotating the platform as compared to
rotating the visual ﬁeld, whereas the motion duration itself
was similar. These performances provide the baseline
characteristics observed for totally independent unimodal
reproductions.
On the other hand, when simultaneous visual and ves-
tibular turns are presented during the encoding stage, one
could expect that these senses interact during the encoding
such that each unimodal reproduction would be biased
towards that of the other presented modality. Since the
visual ﬁeld rotations turned faster than the corresponding
body rotations, such interaction would lead to an overes-
timation when reproducing body turns and an underesti-
mation when reproducing visual turns. Interestingly, these
biases were not observed. There was no difference what-
soever in visual reproduction whether the encoding was
purely visual or visuo-vestibular, which indicates that body
turns did not interfere with the storage of visual turns.
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123Similarly, there was no signiﬁcant difference in the ves-
tibular reproduction. Surprisingly, there is a very small
tendency to underestimate the reproduction of small body
turns when vision was also available during the encoding,
which goes in the opposite direction to the expected
interaction. Nevertheless, to a large extent, visual turns did
not interfere with the storage of vestibular turns.
Taken together, these results allow us to conclude that
subjects could accurately extract each modality from the
encoding of the presented visuo-vestibular turns in order to
reproduce it. Therefore, whether or not a combination of
cues occurs, the unimodal visual and vestibular information
is not lost during the encoding process, which shows that
each modality is stored independently. In fact, a merged
visuo-vestibular information could have also been stored,
but this third encoding would be largely independent of the
unimodal encoding. This is consistent with recent ﬁndings
that showed a dissociation between the processing of visual
and vestibular cues in MSTd (Takahashi et al. 2007),
suggesting that for self-rotations, the integration of these
cues when both are present should occur in another cere-
bral structure. This storage independence conﬁrms using
the same low-level reproduction task, what had been
reported previously using distinct tasks (Lambrey et al.
2002), and stays in-line with what was reported for inde-
pendent sensory modalities (Hillis et al. 2002).
Recalling interactions: bimodal reproduction
Two reproduction conditions using different gain factors
between the visual scene and the body rotations were
studied in order to assess how the modalities interact at the
recalling of visuo-vestibular turns. In a ﬁrst condition, we
kept this gain factor at 1.5 as during the presentation, which
allowed to test with a classical multisensory approach how
the availability of these two modalities might have
improved the reproduction. In a second condition, we
deliberately changed this gain factor so to make the
matching of both modalities impossible. This last condition
was designed to evaluate where the trade-off between the
two modality matchings would be placed.
Multisensory integration
Performance observed when subjects had to reproduce the
turns in the same sensory context (controlling both the
body and visual scene rotations with the same discrepancy
as during the presentation) shared some of the character-
istics of an optimal signal combination provided by each of
the senses. On the one hand, the average position of the
bimodal reproduction of turns lay in between that of visual
or vestibular alone. In other words, the vestibular part of
the bimodal reproduction was pulled towards that of vision
alone, and simultaneously the visual part was pulled
towards that of body alone. Consequently, since the ves-
tibular reproduction was globally undershot compared to
the visual reproduction, the vestibular part and the visual
part of the bimodal reproduction were increased and
decreased, respectively. In a similar fashion, the peak
velocity of the reproduction observed for the bimodal
condition was inﬂuenced by both intervening sensory cues,
corresponding to a signiﬁcantly faster reproduction than
with the body only, but slower than with vision only. On
the other hand, the variance of the reproduced turn
amplitudes with bimodal stimulation was signiﬁcantly
smaller than the one observed with each of the unimodal
stimulation, whether vestibular or visual.
These ﬁndings show that there is an advantage of
matching both modalities over matching a single modality,
showing that a sensory integration process is actually
undergoing. The multimodal contribution for spatial mech-
anisms has also been elicited in an earlier study for mental
rotations (Vidal et al. 2009). Nevertheless, this integration
wasnotoptimalasdeﬁned intheBayesianMLEframework,
the variance being still signiﬁcantly higher than what the
model predicts. We believe that the sensory integration
optimality is not achieved because of the indirect nature of
the tested perception. All previous studies that found a
combination of cues consistent with the MLE model were
directperceptualtasksinthesensethatthephysicalproperty
tobeevaluateddidnotrelyoncuesthatweretobeintegrated
over time: the cues could be directly sensed. In contrast, for
turn perception, the estimated measure, e.g., the rotation
amplitude,isnotavailableatonce.Atemporalintegrationof
visual and/or vestibular cues is required in order to estimate
the total amplitude. Furthermore, since in our experiment,
the velocity was not constant, one can expect the sensory
weightingintheintegrationtoevolve:slowerrotationscould
favor the visual input, whereas faster rotations could favor
the vestibular input. For these reasons, we believe that the
sensory integration in such indirect perceptual task is not
straightforward, which is why it did not follow the MLE
predictions.
Matching problem: vision prevails
If we consider the task as a matching within modality
between the presented stimulus stored in memory and the
one being reproduced, we could wonder what happens
when both cannot be simultaneously matched anymore.
Modifying the visuo-vestibular gain in the reproduction
phase created this situation. Changing from a gain of 1.5
between modalities to a gain of 1.0 introduced a compul-
sory mismatch of 50% that subjects had to distribute
among the visual and the vestibular reproduction. One
could expect two extreme strategies adopted to face this
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123problem. In one extreme, subjects would evenly distribute
this mismatch between the two modalities, which would
happen if the importance given to each of these modalities
was equivalent for this task. In the other extreme, subjects
would try to minimize the mismatch introduced for one
particular modality, which would be the prevailing
modality for this speciﬁc task. The distribution of the
mismatch measured in the different gain conditions was
closer to the second extreme. Indeed, 84.5% of the mis-
match was attributed to the vestibular reproduction
whereas only 15.5% to the visual reproduction, which
shows that subjects prefer to adjust correctly the visual
rotation disregarding the much larger vestibular rotation
that was associated to it. This ﬁnding is valid within the
studied velocity range, which covers natural heading
changes resulting from full body turns. For higher veloci-
ties such as those experienced during head rotations, the
visual system might not be precise any longer and the
vestibular contribution could become predominant.
Conclusion
The purpose of our work was to reinforce the connection
between self-motion perception and memorization with the
multisensory framework. We focused on the general issue
of on which sensory basis can humans memorize visuo-
vestibular turns, and how these senses interact during the
encoding and recalling stages.
First, recalling a memorized turn does not rely on the
reproduction of the velocity proﬁle, which suggests that for
this task the velocity proﬁle might not be stored. Instead a
temporal integration is performed during the encoding
stage, which would then be matched to the temporal inte-
gration of the produced turn, regardless of the velocity
proﬁle used. Second, the unimodal recalling of turns, either
visual or vestibular, is independent of the other sensory cue
that it might be combined with during the encoding stage.
Therefore, turns in each modality (visual and vestibular)
are stored independently. Third, when the intersensory gain
of the recalling was preserved, the visuo-vestibular bimo-
dal reproduction of turns was more precise (reduced vari-
ance) and lay between each unimodal reproductions. This
suggests that with both visual and vestibular cues available,
these combine in order to improve the reproduction (trade-
off between modalities). As discussed before, the predic-
tions of the MLE model did not apply possibly because of
the fundamental difference between the instantaneous
sensing of a physical property (direct perception) and, like
in our experiment, a perception that requires integration
over time (indirect perception). Fourth, modifying the
reproduction gain resulted in a substantially larger change
for the body than for the visual scene rotations reproduced.
Therefore, within the studied dynamic range, which cor-
responds to a natural range of whole-body rotation speeds
involved during navigation, vision prevails when a visual/
vestibular matching problem is introduced.
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