ABSTRACT In this paper, we construct the generalized 3-D coprime array (G-TDCA) configuration, which consists of two 2-D uniform subarrays, by selecting three pairs of coprime integers to obtain the extension of inter-element spacing. Meanwhile, we derive the analytical expression of Cramer-Rao bound for G-TDCA and verify that G-TDCA outperforms the conventional 3-D uniform array (TDUA) in the direction of arrival (DOA) (i.e., azimuth and elevation angles) estimation performance and resolution with numerical simulations. In addition, we propose a fast convergence quadrilinear decomposition (FC-QD) algorithm to extract the DOA estimates for G-TDCA. In the FC-QD algorithm, we first employ propagator method (PM) to achieve rough DOA estimates that are utilized to initialize the steering matrices. Subsequently, the received signal is constructed as two quadrilinear models and quadrilinear alternating least square algorithm is operated to attain fine DOA estimates. Moreover, phase ambiguity problem, caused by large adjacent distance between array sensors, is eliminated based on coprime property, where the uniqueness of DOA estimates can be achieved. Specifically, the proposed FC-QD algorithm has a fast convergence due to initialization via PM, and hence, FC-QD can significantly lower the computational cost without degrading the DOA estimation performance, which is demonstrated by extensive simulation results.
by applying the MUSIC algorithm [22] , which, however, suffers from severe computational complexity due to the spectral peak searching. To tackle the problem, a partial spectrum searching (PSS) algorithm was presented with no degradation of DOA estimation performance, where the searching region is restricted to a small sector [23] and hence the computational complexity is significantly reduced. An ambiguity-free 1D DOA estimation algorithm for CLA was devised to exploit the total information and DOA estimates can be achieved with no ambiguity problem [24] .
The algorithms mentioned above [21] [22] [23] [24] were designed for CLA and can be only utilized for 1D DOA estimation. However, in practice, 2D DOA estimation is of great interest and numerous investigations have been addressed [25] [26] [27] . The PSS algorithm was extended to coprime planar array (CPA) to achieve 2D DOA estimation [25] . Based on PSS algorithm, a computationally efficient algorithm based on reduced dimension method for CPA was proposed, which only involves 1D spectrum peak searching among a small angular sector [26] . A generalized CPA (G-CPA) was designed for 2D DOA estimation, which allows a more flexible array layout and can obtain more DOFs [27] . However, the works in [25] [26] [27] are based on spectral searching method and hence still take expensive computational cost. Alternatively, PARAllel FACtor (PARAFAC) technique [28] employs the tensors to manipulate the multidimensional signals [29] , [30] and exploits the alternating least square criterion to operate multidimensional matrix decomposition. A trilinear decomposition-based algorithm was proposed in [31] , which can achieve auto-paired angles. To accelerate the convergence process, a fast-convergence trilinear decomposition approach was proposed for G-CPA, which benefits from the initialization of the directional matrices and hence achieves a fast convergence [32] .
In this paper, we construct the generalized three dimensional coprime array (G-TDCA) configuration and verify that G-TDCA outperforms the conventional three dimensional uniform array (TDUA) [33] [34] [35] by deriving the expression of Cramer-Rao Bound (CRB) for G-TDCA. In addition, we propose a fast-convergence quadrilinear decomposition (FC-QD) algorithm for DOA estimation with G-TDCA. In the proposed algorithm, we employ PM to initialize the steering matrices. Subsequently, the received signal is constructed as two quadrilinear models and quadrilinear alternating least square (QALS) algorithm is operated to attain fine DOA estimates. Moreover, the coprime property is exploited to eliminate the phase ambiguity caused by large adjacent distance between array sensors. Specifically, by performing PM, the proposed FC-QD algorithm possesses a fast convergence so that the lower computational complexity can be achieved compared with the conventional QALS algorithm. Multiple simulations are provided to demonstrate the effectiveness of our proposed G-TDCA geometry and FC-QD algorithm.
Specifically, the main contributions of this paper can be summarized as follows.
• We construct the G-TDCA configuration to obtain the extension of inter-element spacing. And we derive the analytical expression of CRB for G-TDCA and verify that G-TDCA outperforms the conventional TDUA in DOA estimation performance.
• We model the problem of 2D DOA estimation of multiple signals with G-TDCA as quadrilinear decomposition and construct the received signal data of each subarray of G-TDCA as two quadrilinear models.
• We propose a FC-QD algorithm for 2D DOA estimation, which can achieve almost the same RMSE performance of DOA estimation as the conventional QALS algorithm but with a lower complexity by employing PM to initialize. FC-QD algorithm can achieve angles with automatically pairing and behave better DOA estimation performance than ESPRIT and PM. The rest of this paper is organized as follows. In Section II, we introduce the array geometry and signal model. Then the proposed algorithm is derived in Section III. Section IV presents the convergence comparison, computational complexity analysis and advantages about the proposed algorithm. Multiple simulations are provided in Section V and conclusions are drawn in Section VI.
Notations: Lower-case (upper-case) bold characters are utilized to represent vectors (matrices). (·) T and (·) H represent the transpose and the conjugate transpose of a matrix or vector, respectively. ⊗, and ⊕ denote the Kronecker product, Khatri-Rao product and Hadamard product, respectively. diag(·) represents a diagonal matrix which uses the elements of the matrix as its diagonal elements. E(·) denotes the statistical expectation operator. D m (·) is a diagonal matrix that utilizes the m-th row of the matrix. angle(·) denotes phase operator and arctan(·) is the arctangent function.
II. ARRAY GEOMETRY AND DATA MODEL
In this part, we propose G-TDCA configuration and construct the DOA estimation with G-TDCA as two quadrilinear models. 
An example of G-TDCA configuration is shown in Figure 1 ,
where
The G-TDCA is an extension of 1D CLA and 2D CPA configurations, which can effectively relieve the MC effects.
B. SIGNAL MODEL
Suppose that there are K uncorrelated narrowband farfield signals impinging on the G-TDCA from the direction
where θ k , φ k represent the elevation angle and azimuth angle of the k-th signal, respectively,
1) and γ k = cos θ k ∈ (0, 1), where k = 1, 2, . . . , K . In the following section, we will consider the subarray with
The received signal can be denoted as [26] 
L represents the number of snapshots. N i ∈ C M i N i J i ×L is the additive white Gaussian noise matrix, with variance σ 2 n and zero mean. The steering matrix of the i-th subarray is denoted as
. . , K ) are the directional vectors corresponding to the x-axis, y-axis and z-axis direction of subarray i(i = 1, 2), respectively.
The steering matrix in (2) can be denoted as
where A x,i , A y,i , A z,i are steering matrices of the x-axis, y-axis and z-axis of i-th subarray, respectively, denotes the Khatri-Rao product, and D m (·) is a diagonal matrix that utilizes the m-th row of the matrix.
Then we denote the noiseless signal data of subarray i as
Definition 2 (Quadrilinear Model [40] ): The received signal data of (4) with N × J slice can be accumulated as a M × N × J × L four-way array. Eq. (4) can be denoted as
where a m,k , a n,k , a j,k and s l,k are the (m, k)-th, (n, k)-th, (j, k)-th and (l, k)-th elements of matrices A x,i ∈ C M ×K , A y,i ∈ C N ×K , A z,i ∈ C J ×K and S T ∈ C L×K , respectively. Considering the existence of noise, the four-way array X i can be denoted as
whereX n,m,i is the signal with noise N n,m,i of subarray i.
Similar to (6), we can represent other three slices of the received signal data bỹ
whereỸ n,j,iZl,n,i andW m,l,i are the signal with noise, N n,j,i , N l,n,i and N m,l,i are the slices of the noise matrix N i .
Eq. (6) can be considered the slice expression of the quadrilinear model from one direction. In the noise-free case, the received signal data in (6) can be denoted as
. . .
Similarly, the signal data in (7)- (9) can be represented as
Without loss of generality, suppose that the number of the targets is known a prior as investigated in [36] .
III. THE PROPOSED ALGORITHM
Due to the slow convergence, conventional QALS algorithm involves high complexity. In order to accelerate the convergence, we propose a FC-QD algorithm, which employ PM to initialize and reconstruct steering matrices, then update the estimations of S, A xi , A yi , A zi until convergence. Finally, based on coprime property, we can eliminate phase ambiguity and achieve the true DOA estimates. Explicitly, we take subarray 1 for example to illustrate the proposed algorithm, and the subarray 2 can utilize the same algorithm.
A. INITIALIZATION WITH PM
To decrease computational complexity, here we only choose one plane of xoy to initialize. And the other plane can be also used. So we can obtain the output of the xoy plane
where A xy,1 = A x,1 A y,1 and A xy,1 ∈ C M 1 N 1 ×K denotes the steering matrix of the xoy plane of subarray 1 and 
In the noise case, the propagator matrix can be estimated according to the received signal [37] 
where X a,1 refers to the rows from first one to the K -th one of X xy,1 and X b,1 represents the remaining rows. We define
In noise-free case,
Then we can partition the matrix P c1 as follows
where P n ∈ C M 1 ×K (n = 1, 2, . . . , N 1 ). The matrix A xy,1 can be also partitioned to be
According to (21) ,
. .
We define
Then we have
By performing the eigen-value decomposition of y,1 , we can obtain the eigen-values which are corresponding to the diagonal elements of y,1 . And we can achieve the estimatê v k1 of v k . Also, we can obtain an estimation A 1,1 of the matrix A 1,1 by the eigenvectors of y, 1 . In a noiseless case,
y,1 = y,1 (25) where is a permutation matrix, and −1 = . Similarly, we reconstruct the matrix P c1 to obtain
We partition the matrixP rc1 as follows
] T . Then we define x,1 = (P x ) + P y . In noiseless case,
By performing the eigen-value decomposition of x,1 , we can obtain the eigen-values which are corresponding to the diagonal elements of x,1 . Then we can also get the estimationû k1 of u k .
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Then we achieve the reconstructed directional matrices A x,1 , A y,1 and A z,1 , where
And
According to the received signal data of subarray 2, likewise, we can obtain achieve the initial estimationŝ u k2 andv k1 . And we can also achieve the corresponding reconstructed directional matrices A x,2 , A y,2 and A z,2 .
B. QALS ALGORITHM
While the conventional QALS algorithm employs random initialization [29] , in this paper, we achieve reconstructed direction matrices A x,i , A y,i and A z,i by employing PM. And the sources matrixŜ is constructed by utilizing the random function to initialize.
The least square (LS) fitting for S 1 is
where · F represents the Frobenius norm, A x,1 , A y,1 and A z,1 represent previously reconstructed steering matrices. And LS update for S 1 iŝ
Similarly, the LS fitting for A x,1 is min
Then we can achieve LS update for A x,1
The LS fitting for A z,1 is min
We can obtain LS update for A z,1
The LS fitting for A y,1 is min
Then the LS update for A y,1 iŝ
Then we can obtain the updated estimations from the received signal data with noise by repeatedly performing (30), (32) , (31) and (36) . Then we achieve the final estimates of S 1 , A x,1 , A y,1 and A z 
where 1 is permutation matrix, x,1 , y,1 , z,1 , s,1  denote diagonal scaling matrices and x,1 y,1 z,1 s,1 = I.  E x,1 , E y,1 , E z,1 , E s,1 are matrices corresponding to estimation errors.
Similarly, we can obtain the estimates of subarray 2 aŝ
Then we match the column vectors of the two transformations by utilizing source matrices. In other word, we aim to achieve the relation between 1 and 2 matrices.
) where R s = S H S is a diagonal signal covariance matrix. According to (45), we can obtain the pairedŜ 1 andŜ 2 . Moreover, we can achieve the estimationsÂ and have the first element equal to one.
where angle(·) represents phase operator. Then we exploit LS principle to obtain the estimation of u k . LS fitting is P 1 u k =η where u k ∈ C K ×1 is the estimated vector, and
The LS resolution for u ki can be denoted aŝ
Similarly, the estimationv ki of v k can be obtained. It's noted that for the estimations of S i , A x,i , A y,i and A z,i , the QALS decomposition can result in the same permutation ambiguity, so the estimationsû ki andv ki can achieve paired angles automatically. Due to the inter-element spacing larger than half wavelength, phase ambiguity problem arises. In the following part, we recover all the estimates including ambiguous and true DOAs and eliminate ambiguity by employing the coprime property.
C. AMBIGUITY PROBLEM
In this subsection, firstly, we explain the phase ambiguity problem, then we eliminate the phase ambiguity by utilizing the coprime property.
Suppose that there is only one signal impinging on G-TDCA subarray with M i × N i × J i sensors located at (θ τ , φ τ ). It's assumed that (θ a , φ a ) is one of the ambiguous DOAs of actual angle (θ τ , φ τ ). It is known that there exists a relation between phase difference and inter-element spacing in x-direction, y-direction and z-direction, which can be respectively represented as:
where the mod operation is based on the principle that the phase of an signal rotates by 2π for every λ distance the signal travels [38] . And k x , k y and k z are integers. Then we utilize the estimates of the two subarrays, and recover all the ambiguous estimates according to the linear relationship among the ambiguous DOA estimates [25] , i.e.
Since ranges of elevation angle and azimuth angle are θ ∈ (0, π/2) and φ ∈ (0, π), we have u a ∈ (−1, 1), v a ∈ (0, 1), γ a ∈ (0, 1). These three rangers not only should be satisfied, but also u 2 a + v 2 b ∈ (0, 1) and u 2 a + v 2 a + γ 2 a = 1 be satisfied for each estimate.
As we all know that conventional three dimensional uniform array (TDUA) whose inter-element spacing is equal to half-wavelength, the k u , k v , k γ can only be zero. In other words, no ambiguity problem exists. Nevertheless, ambiguity problem arises with the increase of inter-element spacing, there exists several pairs to make (50)-(52) hold except the infeasible k u , k v and k γ pairs. But there is only one pair which can be the candidate related to the theoretical DOA. Then all the ambiguous DOA estimates can be recovered according to (50)-(52).
Then we employ the coprime property and estimates of two three-dimensional subarrays to eliminate the ambiguity and achieve true DOA.
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(θ τ , φ τ ) is supposed to be one of the ambiguous DOAs appearing in one of subarrays and (θ t , φ t ) denotes the corresponding theoretical DOA. Then we can obtain
Since N 1 and N 2 are coprime integers as well as M 1 , M 2 and J 1 , J 2 , there are no {k u1 , k u2 } pair, {k v1 , k v2 } pair and {k γ 1 , k γ 2 } pair which can make (54) hold besides k u1 = k u2 = 0, k v1 = k v2 = 0, k γ 1 = k γ 2 = 0, which indicates that the ambiguity problem can be solved and the true DOAs estimates can be attained.
For the two subarrays, the perfect estimate can be resulted from the coincidences of DOAs. While this is not practical due to the existence of noise. As a result, we combine the estimates of the two subarrays to seek for the nearest ones to obtain the estimates of (u k , v k ), (û k ,v k ). Then we can obtain (θ k ,φ k ) by (55).
D. DETAILED STEPS OF FC-QD ALGORITHM
By employing the FC-QD algorithm, we can obtain a fast convergence, and the detailed steps are shown as follows.
Step 1: Employ PM to achieve the initial estimation of (u k , v k , γ k )(k = 1, 2, . . . , K ) with the received signal matrix X i (i = 1, 2).
Step 2: Utilize the initial estimations to reconstruct the direction matrices and achieve the four slices according to the quadrilinear model.
Step 3: Update the estimations of S, A x,i ,, A y,i and A z,i until convergence.
Step 4: Recover all the ambiguous DOA estimates of u k , v k and γ k according to (50)-(52).
Step 5: By combining the estimates of two subarrays, search for the nearest ones of two subarrays to obtain the true estimations of u k , v k , and γ k .
Step 6: The estimates of the elevation angles and azimuth angles (θ k ,φ k ) can be achieved by (55).
IV. ANALYSIS OF THE PROPOSED ALGORITHM
In this section, we first compare the convergence speed of the proposed FC-QD and conventional QALS algorithms. Moreover, we provide the comparison of computational complexity. And we derive the Cramér-Rao bound (CRB) of DOA estimation for multiple signals of G-TDCA.
A. CONVERGENCE ANALYSIS
In this subsection, the iteration times of the proposed FC-QD algorithm and the traditional QALS algorithm are shown, where SNR=10dB, L = 200. We define the sum of squared residuals (SSR) as SSR = 2 in the quadrilinear fitting, wherex m,n,j,l denotes the received signal data with noise. It's also defined that DSSR = SSR p − SSR 0 , where SSR p and SSR 0 represent the SSR of the p-th iteration and convergence condition, respectively. Fig. 2 and Fig. 3 depict the convergence comparison of two subarrays with two algorithms, respectively. As we can see from Fig. 2 and Fig. 3 , the proposed FC-QD algorithm possesses a faster convergence due to the operation of initialization with PM. As a result, the proposed FC-QD algorithm can achieve a lower computational complexity compared with conventional QALS algorithm as shown in Fig. 4 and Fig. 5 . 
B. COMPLEXITY ANALYSIS
The G-TDCA is decomposed into two subarrays, each of which possesses the similar complexity form by utilizing the proposed FC-QD algorithm. At first, we employ PM to get the initial estimates and the complexity can be denoted as
, where i = 1, 2. In the proposed algorithm, though PM is exploited to initialize, PM possesses a lower complexity compared with each iteration of QALS algorithm. Simultaneously, the proposed FC-QD algorithm can achieve a fast convergence with a fewer iterations so that a lower complexity can be achieved than that with conventional QALS algorithm.
For clarity, the computational complexity of the proposed FC-QD algorithm and conventional QALS algorithm with G-TDCA are provided in Table 1 , where G 1 and G 2 represent the iteration times of the proposed algorithm and QALS algorithm, respectively. Simultaneously, actual running time is also given, which is computed by the MATLAB R2015b under the condition of Intel (R) Xeon (R) CPU E430 @3.10GHz and 8GB random access memory, where
It can be indicated that the proposed algorithm has less time cost compared with conventional QALS algorithm. Fig. 4 shows the comparison of each iteration complexity of QALS and PM. From Fig. 4 , we can obviously see that PM possesses a lower computational complexity compared with QALS algorithm for each subarray. For simplicity, here we only use one subarray with M 1 × N 1 × J 1 sensors as an example. And the other subarray can obtain the similar result. Fig. 5 depicts the computational complexity comparison between the proposed algorithm and the conventional QALS algorithm with the increasing elements number.
And Fig. 6 shows the comparison of computational complexity with the increase of snapshots, where we set G 1 = 10 and G 2 = 120 according to convergence analysis in Fig. 2 and Fig. 3 . It is shown obviously that the proposed FC-QD algorithm can achieve a much lower computational complexity than the conventional QALS algorithm.
C. ADVANTAGES OF THE PROPOSED ALGORITHM
We analyze the advantages of the proposed algorithm.
• By enlarging the array aperture, the proposed G-TDCA can achieve the better DOA estimation performance than the conventional TDUA.
• We model the problem of 2D DOA estimation of multiple signals with G-TDCA to quadrilinear decomposition and construct the received signal data of each subarray of G-TDCA as two quadrilinear models which can obtain paired angles automatically.
• By employing PM to achieve initialization and fast convergence, the proposed algorithm can obtain a lower computational complexity than conventional QALS algorithm. With regard to DOA estimation performance, the proposed algorithm can achieve almost the same DOA estimation performance as conventional QALS algorithm and outperforms PM and ESPRIT algorithms.
D. CRAMER-RAO BOUND
In this part, we give the Cramer-Rao Bound (CRB) [39] - [41] derivation of DOA estimation with G-TDCA. We define the steering matrix of the proposed G-TDCA as follows
where a x,i (u k ), a y,i (v k ) and a z,i (γ k ) (i = 1, 2) are steering vectors of the k-th signal on the x axis, y axis and z axis, respectively. The signal covariance matrix can be obtained through R s = SS H /L. According to [41] , CRB of DOA estimation with G-TDCA can be achieved as
where From Fig. 7 , it is clearly shown that sources can be successfully detected by the proposed algorithm for G-TDCA. We utilize the root mean square error (RMSE) as the performance metric, which is defined as:
where H stands for the number of Monte-Carlo simulation iterations and K is the number of sources, and (θ h k ,φ h k ) (k = 1, 2 . . . , K ) denotes the estimation of the k-th angle (θ k , φ k ) for the h-th trial. And in this paper, we set H = 500.
A. COMPARISON OF DIFFERENT ARRAY CONFIGU-RATIONS WITH THE SAME ALGORITHM
In this subsection, we study the DOA estimation performance of the same algorithm versus SNR and snapshots with different array configurations including TDUA and G-TDCA, respectively, where Fig. 8 and Fig. 9 depict the DOA estimation performance comparison of different geometries with the same algorithm. From these two figures, we can notice that RMSE estimation is decreasing with SNR and number of snapshots increasing. And the G-TDCA geometry achieves a smaller CRB compared with TDUA geometry. The proposed algorithm with G-TDCA can obtain a better estimation performance due to the larger array aperture.
B. COMPARISON OF DIFFERENT ALGORITHM WITH THE SAME ARRAY CONFIGUTATIONS
We compare the RMSE performance versus SNR and snapshots of the proposed FC-QD algorithm, conventional QALS algorithm, ESPRIT and PM with G-TDCA. It is assumed that there are K = 2 signals impinging on the array with the elevation and azimuth angles of (θ 1 , φ 1 ) = (10 • , 30 • ) and (θ 2 , φ 2 ) = (20 • , 40 • ). Fig. 10 depicts the DOA estimation performance versus SNR, where L = 100 and Fig. 11 shows the RMSE performance with the varying number of snapshots, where SNR = 5dB. From these two figures, we can see that the performance of all algorithms improves with the increase of SNR or snapshots. To be specific, the proposed algorithm possesses the better DOA estimation performance than PM and ESPRIT, and has almost the same estimation performance as the QALS algorithm with G-TDCA. Simultaneously, CRB is provided to illustrate the lower bound of theoretical DOA estimation performance with G-TDCA.
C. RMSE PERFORMANCE VERSUS DIFFERENT NUMBER OF SENSORS
We utilize the proposed algorithm to a special G-TDCA configuration which is composed of two subarrays including 3 × N × 2 and N × 3 × 3 sensors, where N = [2, 4, 5] . Fig. 12 and Fig. 13 show the comparison of RMSE performance of DOA estimation with the increasing number of sensors. Fig. 10 shows RMSE performance with the increase of SNR, where L = 100. 
D. RESOLUTION PERFORMANCE
In this simulation, suppose that there are two signals impinging on the array and the estimates of the two signals are defined as (θ 1 ,φ 1 ) and (θ 2 ,φ 2 ). The two sources can be detected if θ −θ < |θ 1 − θ 2 | /2 and φ −φ < |φ 1 − φ 2 | /2. To investigate the estimation probability of the proposed algorithm, we select two signals of (θ 1 , θ 2 ) = (10 • , 11 • )(φ 1 , φ 2 ) = (30 • , 32 • ). Fig. 14 and Fig. 15 show the estimation probability of the proposed FC-QD algorithm and conventional QALS algorithm versus SNR and snapshots, respectively. It can be seen that the resolution performance improves with increasing SNR and number of snapshots. And the proposed FC-QD performs the near resolution performance as the conventional QALS algorithm. 
VI. CONCLUSIONS
In this paper, we extend the 1D and 2D coprime arrays to 3D coprime array and propose the G-TDCA geometry, which can relieve the MC effects and enlarge the array aperture. Then we construct the received signal data for G-TDCA as two quadrilinear models and propose FC-QD algorithm for 2D DOA estimation. In the proposed algorithm, PM is utilized to achieve the initial DOA estimates which are exploited to reconstruct the steering matrices. Then QALS algorithm is performed to obtain fine DOA estimation. Simultaneously, coprime property is employed to solve the phase ambiguity problem. Cramer-Rao Bound (CRB) of DOA estimation with G-TDCA is derived and it's verified the proposed G-TDCA has better DOA estimation performance than conventional TDUA. The proposed algorithm can achieve almost the same VOLUME 6, 2018 RMSE performance of DOA estimation as the conventional QALS algorithm, but with a lower complexity. By employing PM to initialize, the proposed algorithm possesses a faster convergence so that the computational complexity can be reduced. Moreover, the proposed algorithm has a superior DOA estimation performance than ESPRIT algorithm and PM with G-TDCA. Numerical simulations demonstrate the effectiveness of the proposed G-TDCA array and FC-QD algorithm. PAN 
