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Abstract We assess the status of a wide class of WIMP dark
matter (DM) models in light of the latest experimental results
using the global fitting framework GAMBIT. We perform
a global analysis of effective field theory (EFT) operators
describing the interactions between a gauge-singlet Dirac
fermion and the Standard Model quarks, the gluons and the
photon. In this bottom-up approach, we simultaneously vary
the coefficients of 14 such operators up to dimension 7, along
with the DM mass, the scale of new physics and several nui-
sance parameters. Our likelihood functions include the latest
data from Planck, direct and indirect detection experiments,




and the LHC. For DM masses below 100 GeV, we find that it
is impossible to satisfy all constraints simultaneously while
maintaining EFT validity at LHC energies. For new physics
scales around 1 TeV, our results are influenced by several
small excesses in the LHC data and depend on the prescrip-
tion that we adopt to ensure EFT validity. Furthermore, we
find large regions of viable parameter space where the EFT is
valid and the relic density can be reproduced, implying that
WIMPs can still account for the DM of the universe while
being consistent with the latest data.
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1 Introduction
Despite years of searching, the identity of dark matter (DM)
remains a mystery. Nevertheless, the large number of past,
present and future probes of its particle interactions makes it
essential to regularly revisit the constraints on the most pop-
ular theoretical candidates, in order to guide future searches.
A favoured paradigm for the particle nature of dark matter
is that of Weakly Interacting Massive Particles (WIMPs), due
to the fact that it allows for a simple thermal mechanism to
produce DM with the cosmologically-observed abundance
[1]. Such models have also attracted attention due to the large
number of possible signals they predict, none of which have
been definitively observed so far. Although this has led some
to make claims of the demise of WIMPs [2], others have
argued that such predictions are premature [3].
A relatively agnostic approach to WIMP model build-
ing is to pursue a bottom-up, Effective Field Theory (EFT)
approach, in which one enumerates all of the allowed higher
dimensional operators which lead to interactions between
DM and Standard Model (SM) particles. Any result described
by an EFT can in general be explained by many high-
energy theories. In this way, the EFT description is a model-
independent one, as it does not depend on the Ultraviolet
(UV) completion that describes an effective operator. This is,
however, a double-edged sword: because an effective opera-
tor does not encode any information about the UV comple-
tion, it has no constraining power in distinguishing between
the range of UV theories that can map to it – nor can all UV-
complete theories be mapped to an EFT description for the
energies we are interested in here.
In spite of these limitations, the bottom-up approach is
well-advised given the lack of direct evidence pointing to
the properties of DM. The EFT approach in particular is
highly suitable for low-velocity environments such as direct
detection [4–10] and indirect detection [11–17]. At higher
energy scales, the EFT approach starts breaking down, such
that simplified models have become the theories of choice
for the interpretation of LHC searches [18,19] (see also
Refs. [20,21] for a hybrid approach called “Extended Dark
Matter EFT”). Nevertheless, there is an extensive literature
on EFTs at colliders [22–32] including studies by ATLAS
[33] and CMS [34], which may help to shed light on the
nature of DM when interpreted with care.
A common approach to the analysis of EFTs for DM
in the literature has been to consider a single operator at a
time [35–41] and compare experimental bounds on the new
physics scale  with the values implied by the observed
DM relic density. This method, however, severely limits
the scope of the analysis and potentially leads to overly-
aggressive exclusions, not only because it neglects (poten-
tially destructive) interferences between different operators
[42], but also because the relic density constraint can be
considerably relaxed when several operators contribute to
the DM annihilation cross-section. The first global study of
EFTs for scalar, fermionic and vector DM taking interfer-
ence effects into account was performed in Ref. [43], but no
collider constraints were included in the analysis and no cou-
plings to gluons were considered. More recently, Ref. [44]
applied Bayesian methods to perform a global analysis of
scalar DM, for which only a small number of effective oper-
ators need to be considered and collider constraints can be
neglected. Examples of global studies considering subspaces
of a general DM EFT include Refs. [45–47].
In the present work, we exploit the computational power
of the GAMBIT framework [48] to perform the first global
analysis of a very general set of effective operators up to
dimension 7 that describe the interactions between a Dirac
fermion DM particle (or a DM sub-component) and quarks or
gluons. Such a set-up arises for example in many extensions
of the SM gauge group, such as gauged baryon number [49] or
other anomaly-free gauge extensions that require additional
stable fermions [50,51]. Our novel approach of considering
many operators simultaneously enables us to study parame-
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ter regions where several types of DM interactions need to
be combined in order to satisfy all constraints. Our analysis
substantially improves upon the previous state-of-the-art in
both the statistical rigour with which the DM EFT param-
eter space is interrogated, and in the new combinations of
constraints that are simultaneously applied. We also increase
the level of detail with which individual constraints are mod-
elled, summarised as follows.
First, we include a much improved calculation of direct
detection constraints using the GAMBIT module DarkBit
[52]. We consider the renormalization group (RG) evolution
of all effective operators from the electroweak to the hadronic
scale and then match the relativistic operators onto the non-
relativistic effective theory [53] relevant for DM-nucleon
scattering. We then calculate event rates in direct detection
experiments to leading order in the chiral expansion, includ-
ing the contributions from operators that are naively sup-
pressed in the non-relativistic limit, and determine the result-
ing constraints using detailed likelihood functions for a large
number of recent experiments. In the process, we include a
number of nuisance parameters to account for uncertainties
in nuclear form factors and the astrophysical distribution of
DM.
Second, we consider the most recent constraints on DM
annihilations using gamma rays and the Cosmic Microwave
Background (CMB). To include the latter, we employ the
recently released GAMBIT module CosmoBit [54], which
uses detailed spectra to calculate effective functions for the
efficiency of the injected energy deposition and obtain con-
straints on the DM annihilation cross-section while varying
cosmological parameters. For the calculation of annihilation
cross-sections we make use of the new GAMBIT Universal
Model Machine (GUM) [55,56] to automatically generate
the relevant code based on the EFT Lagrangian.
Third, we combine the above detailed astrophysical and
cosmological constraints with a state-of-the-art implementa-
tion of LHC constraints on WIMP dark matter. A central con-
cern for any study of EFTs is the range of validity of the EFT
approach [57–64]. This is particularly true when considering
constraints from the LHC, which may probe energies above
the assumed scale of new physics. A naive application of the
EFT in such a case may lead to unphysical predictions, such
as unitarity violation. Whenever this is the case it becomes
essential to adopt some form of truncation to ensure that only
reliable predictions are used to calculate experimental con-
straints.
In the present work we address these challenges in two key
ways. First, we separate the scale of new physics  from the
individual Wilson coefficients C (rather than scanning over
a combination such as C/2), such that the former can be
directly interpreted as the scale where the EFT breaks down
and the latter can be constrained by perturbativity. Second,
we check the impact of a phenomenological nuisance param-
eter that describes the possible modification of LHC spectra
at energies beyond the range of EFT validity. The nuisance
parameter smoothly interpolates between an abrupt trunca-
tion and no truncation at all.
Our analysis reveals viable parameter regions for general
WIMP models across a wide range of new physics scales,
including very small values of  ( < 200 GeV), where
there are no relevant LHC constraints and very large val-
ues of  ( > 1.5 TeV), where LHC constraints are largely
robust. Of particular interest are the intermediate values of 
( ∼ 700–900 GeV), for which our DM EFT partly accom-
modates several small LHC data excesses that could be inter-
esting to analyse in more detail in the context of specific UV
completions or simplified models. However, our analysis also
reveals that there cannot be a large hierarchy between  and
the DM massmχ . In particular, even with the most general set
of operators we consider, it is impossible to simultaneously
have a small DM mass (mχ  100 GeV) and a large new
physics scale ( > 200 GeV). In other words, for light DM
to be consistent with all constraints, it is necessary for the
new physics scale to be so low that the EFT approach breaks
down for the calculation of LHC constraints. For heavier
DM, on the other hand, thermal production of DM in the
early universe would exceed the observed abundance when-
ever  is more than one order of magnitude larger than mχ
(up to the unitarity bound at a few hundred TeV [65], where
the maximum possible value of  approaches mχ ).
This work is organised as follows. We introduce the DM
EFT description in Sect. 2. In Sect. 3, we discuss the con-
straints used in this study, and our methods for computing
likelihoods and observables. We present our results in Sect. 4.
Finally, we present our conclusions in Sect. 5. The samples
from our scans and the corresponding GAMBIT input files,
and plotting scripts can be downloaded from Zenodo [66].
2 Dark matter effective field theory
In this study, we consider possible interactions of SM fields
with a Dirac fermion DM field, χ , that is a singlet under the
SM gauge group. For phenomenological reasons discussed in
detail in Sect. 3, we focus on interactions between χ and the
quarks or gluons of the SM. We assume that the mediators
that generate these interactions are heavier than the scales
probed by the experiments under consideration. Following
the notation of Refs. [67,68], the interaction Lagrangian for







where Q(d)a is the DM-SM operator, d ≥ 5 is the mass dimen-
sion of the operator, C (d)a is the dimensionless Wilson coef-
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ficient associated to Q(d)a , and  is the scale of new physics
(which can be identified with the mediator mass). The full
Lagrangian for the theory is then
L = LSM + L int + χ
(
i /∂ − mχ
)
χ, (2)
such that the free parameters of the theory are the DM mass
mχ , the scale of new physics , and the set of dimensionless
Wilson coefficients {C (d)a }.
For sufficiently large , the phenomenology at small ener-
gies is dominated by the operators of lowest dimension, and
we therefore limit ourselves to d ≤ 7. However, even this
leaves a relatively large set of operators. The DM EFT that
is valid below the electroweak (EW) scale (with the Higgs,
W , Z and the top quark integrated out) contains 2 dimension
five, 4 dimension six, and 22 dimension seven operators (not
counting flavour multiplicities), while the DM EFT above the
EW scale for a singlet Dirac fermion DM has 4 dimension
five, 12 dimension six, and 41 dimension seven operators
(again, not counting flavour multiplicities) [68]. The large
set of possible operators poses a challenge for a global statis-
tical analysis where bounds on  and {C (d)a } are derived from
experimental observations (see Sect. 3 for details). An added
complexity is that we consider both processes where the typ-
ical energy transfer is above the EW scale (such as collider
searches and indirect detection) as well as processes in which
the energy release is small (direct detection). The consistent
implementation of these bounds requires the combination of
both DM EFTs, together with the appropriate matching con-
ditions between the two.
To make the problem tractable we focus in our numerical
analysis on a subset of DM EFT operators - the dimension
six operators involving DM, χ , and SM quark fields, q,
Q(6)1,q = (χγμχ)(qγ μq), (3)
Q(6)2,q = (χγμγ5χ)(qγ μq), (4)
Q(6)3,q = (χγμχ)(qγ μγ5q), (5)
Q(6)4,q = (χγμγ5χ)(qγ μγ5q). (6)
The difference between the DM EFT below the EW scale
and the DM EFT above the EW scale is in this case very
simple: above the EW scale the quark flavours run over all
SM quarks, including the top quark, while below the EW
scale the top quark is absent.
While the above set of operators does not span the full
dimension six bases of the two DM EFTs, it does collect
the most relevant operators. The full dimension six operator
basis contains operators where quarks are replaced by the
SM leptons. These are irrelevant for the collider and direct
detection constraints we consider, and are thus omitted for
simplicity. The basis of dimension six operators for the DM
EFT above the EW scale contains, in addition, operators that
are products of DM and Higgs currents. These are expected to
be tightly constrained by direct detection to have very small
coefficients such that they are irrelevant in other observables,
and are thus also dropped for simplicity.
To explore to what extent the numerical analyses would
change, if the set of considered DM EFT operators were
enlarged, we also perform global fits including, in addition
to the dimension six operators (3)–(6), a set of dimension
seven operators that comprise interactions with the gluon
field either through the QCD field strength tensor Gaμν or its
dual G̃μν = 12εμνρσGρσ , as well as operators constructed



















Q(7)5,q = mq(χχ)(qq), (11)
Q(7)6,q = mq(χ iγ5χ)(qq), (12)
Q(7)7,q = mq(χχ)(qiγ5q), (13)
Q(7)8,q = mq(χ iγ5χ)(qiγ5q), (14)
Q(7)9,q = mq(χσμνχ)(qσμνq), (15)
Q(7)10,q = mq(χ iσμνγ5χ)(qσμνq). (16)
The definition of the operators describing interactions with
the gluons, Q(7)1–4, includes a loop factor since in most new
physics models these operators are generated at one loop.
Similarly, the couplings to scalar and tensor quark bilin-
ears, Q(7)5–10,q , include a conventional factor of the quark mass
mq , since they have the same flavour structure as the quark
mass terms (coupling left-handed and right-handed quark
fields). The mq suppression of these operators is thus nat-
urally encountered in new physics models that satisfy low
energy flavour constraints, such as minimal flavour violation
and its extensions. Note that, unless explicitly stated other-
wise, mq always refers to the running mass in the modified
minimal subtraction (MS) scheme.
The complete dimension-seven basis below the EW scale
contains eight additional operators with derivatives acting
on the DM fields [68]. To simplify the discussion we do
not include these operators in our analysis, partially because
they do not lead to new chiral structures in the SM currents.
Moreover, the direct detection constraints on these additional
operators are expressible in terms of the operators that we do
include in the global fits due to the non-relativistic nature of
the scattering process.
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Note that the operators Q(7)5–10,q are not invariant under EW
gauge transformations, and are thus replaced in the DM EFT
above the EW scale by operators of the form (χ̄χ)(q̄LqR)H ,
where H is the Higgs doublet. In all the processes we con-
sider, H can be replaced by its vacuum expectation value
– either because the emission of the Higgs boson is phase-
space suppressed or suppressed by small Yukawa couplings,
or both. This means that, up to renormalization group effects
(to be discussed in Sect. 2.1), the operators Q(7)5–10,q can also
be used in our fitting procedure above the EW scale.
In principle, analogous operators to Q(7)1–10,q exist for lep-
tons instead of quarks [69,70] and weak gauge bosons instead
of gluons [71–73].1 In general, these play a much smaller role
in the phenomenology and will not be considered here. Sim-
ilarly, throughout this work the Wilson coefficients of any
dimension five operators are set to zero at the UV scale.
The Wilson coefficients of the operators defined above
depend implicitly on the energy scale of the process under
consideration. In our fits, all Wilson coefficients are specified
at the new physics scale . If this scale is larger than the top
mass,  > mt , all six quarks are active degrees of freedom
and the Wilson coefficients need to be specified for q =
u, d, s, c, b, t . For  < mt , the top quarks are integrated
out, and only the Wilson coefficients for q = u, d, s, c, b
need to be specified. This is done automatically in our fitting
procedures, such that effectively both EFTs are used in the
fit, according to the numerical value of the scale .
Although, a priori, the Wilson coefficients for each quark
flavour are independent, we will restrict ourselves to the
assumption of minimal flavour violation (which implies
C (d)i,d = C (d)i,s = C (d)i,b and C (d)i,u = C (d)i,c = C (d)i,t ), and the
assumption of isospin invariance (which implies C (d)i,d =
C (d)i,u ).
2 Hence, each operator comes with only one free
parameter in addition to the global parameters  and mχ .
Under these assumptions, the two EFTs above and below the
EW scale have the same number of free parameters.
2.1 Running and mixing
For many applications, the RG running of the Wilson coef-
ficients (i.e. their dependence on the energy scale μ) can be












8,q as well as Q
(7)
1–4 exhibit no running at one-loop
1 Furthermore, there are two additional dimension-6 operators describ-
ing DM-photon interactions: the anapole moment and the charge radius
[74]. For a recent discussion of LHC constraints on these operators we
refer to Ref. [75].
2 These constraints also ensure that the dimension-six operators do not
explicitly break electroweak symmetry, which requires C (6)1,u − C (6)3,u =
C (6)1,d − C (6)3,d [76].
order in QCD [77]. Nevertheless, there are two cases when
the effects of running can be important:
1. Mixing: Different operators can mix with each other
under RG evolution, such that operators assumed neg-
ligible at one scale may give a relevant contribution at
a different scale. This is particularly important in the
context of direct detection, because for certain opera-
tors the DM-nucleon scattering cross-section is strongly
suppressed in the non-relativistic limit. In such a case,
the dominant contribution to direct detection may arise
from operators induced only at the loop level [78,79]. In
our case, the dominant effects arise from the top quark
Yukawa and are discussed below.
2. Threshold corrections: Whenever the scale μ drops
below the mass of one of the quarks, the number of active
degrees of freedom is reduced and a finite correction to
various operators arises. In our context, the only effect is
the matching of the operators Q(7)5–8,q onto the operators
Q(7)1–4 at the heavy quark thresholds, which is given by
C (7)1 = C (7)1 − C (7)5,q ,
C (7)2 = C (7)2 − C (7)6,q ,
C (7)3 = C (7)3 + C (7)7,q ,
C (7)4 = C (7)4 + C (7)8,q . (17)
Mixing of the tensor operators Q(7)9,q , Q
(7)
10,q above the












where Fμν is the electromagnetic field strength tensor
and e is the electromagnetic charge. These operators give
an important contribution to direct detection experiments
and are thus kept.3
In the present work we include these effects as follows.
To calculate the Wilson coefficients at the hadronic scale
μ = 2 GeV (relevant for direct detection) we make use of
the public code DirectDM v2.2.0 [67,68], which calculates
the RG evolution of the operators defined above, includ-
ing threshold corrections and mixing effects. The code fur-
thermore performs a matching of the resulting operators at
μ = 2 GeV onto the basis of non-relativistic effective oper-
ators relevant for DM direct detection (see Sect. 3.1).
3 Note that as per our assumptions the Wilson coefficients C (5)1 ,C
(5)
2
are taken to be zero at scale  and are only generated by the RG effects.
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DirectDM currently requires as input the Wilson coeffi-
cients in the five-flavour scheme given at the scale mZ =
91.1876 GeV. For  < mt (five-flavour EFT), we can there-
fore directly pass the Wilson coefficients defined above to
DirectDM. For  > mt (six-flavour EFT), there are three
additional effects that are considered. First, as pointed out
in Ref. [80], the operators Q(7)9,10,t give a contribution to the
dipole operators Q(5)1,2 at the one-loop level, which is given
by4








C (7)9,10;t (). (20)
Second, as pointed out first in Ref. [81], the operator with an
axial-vector top-quark current Q(6)3,t mixes into the operators
Q(6)1,q with light quark vector currents. The relevant effects
are given by [78]
C (6)1,u/d(mZ ) = C (6)1,u/d()
+ 2s
2











after integrating out the Z boson at the weak scale. Here, sw ≡
sin θw with θw the weak mixing angle, and v = 246 GeV is
the Higgs field vacuum expectation value. The flavour uni-
versal UV contributions C (6)1,u/d() largely compensate the
mixing effect in the fit; the remnant effect, due to the isospin-
breaking Z couplings, is small.
Third, in order to match the EFT with six active quark
flavours onto the five-flavour scheme, we need to integrate
out the top quark and apply the top quark threshold cor-
rections given in Eq. (17). We neglect any other effects of
RG evolution between the scales  and mZ , i.e. all Wilson
coefficients other than C (5)1,2 and C
(7)
1–4 are directly passed to
DirectDM. 5
For the purpose of calculating the LHC constraints, we
neglect the effects of running and do not consider loop-
induced mixing between different operators, which is a good
approximation for the operators Q(6)1–4,q and Q
(7)
1–4. For the
operators Q(7)5–10,q mixing effects are known to be important
in principle [82], but these operators are currently uncon-
strained by the LHC in the parameter region where the EFT
is valid (see Sect. 2.2). Likewise we also calculate DM anni-
hilation cross-sections at tree level. In particular, in these
calculations we neglect the running of the strong coupling
(αs) and use the pole quark masses (m
pole
q ) instead of the
4 For historical reasons, in the numerical code log(m2t /
2) instead of
log(m2Z/
2) was used. The effect on the numerical results is negligible.
5 Small remnant effects of the bottom and charm Yukawa coupling are
taken into account below the EW scale via double weak insertions [79]
that are included in the DirectDM code.
Fig. 1 Illustration of our approach for studying DM EFTs compared
to a more naive approach, in which one only uses the experiment that
yields the strongest bound onC/2. The resulting exclusion is indicated
by the red shaded region. By independently varying , we can include
additional information from experiments that give weaker bounds on
C/2 but for which the EFT has a larger range of validity. The additional
exclusion obtained in this way is indicated by the blue shaded region.
The region of parameter space that corresponds to the non-perturbative
values of Wilson coefficient C is excluded in either approach (shaded
brown)
running quark masses. Moreover, we neglect a small loop-
level contribution from the operators Q(7)5–8,q to the operators
Q(7)1–4.
2.2 EFT validity
A central concern when employing an EFT to capture the
effects of new physics is that the scale of new physics must
be sufficiently large compared to the energy scales of interest
for the EFT description to be valid. Unfortunately, the point
at which the EFT breaks down is difficult to determine from
the low-energy theory alone. Considerations of unitarity vio-
lation make it possible to determine the scale where the EFT
becomes unphysical, but in many cases the EFT description
already fails at lower energies, in particular if the UV com-
pletion is weakly coupled.
To address this issue in the present study, we simulta-
neously vary the overall scale , which corresponds to the
energy where new degrees of freedom become relevant and
the EFT description breaks down, and the Wilson coeffi-
cients C (d)a for each operator. Doing so introduces a degener-
acy, because cross sections are invariant under the rescaling
 → α and C (d)a → αd−4C (d)a . However, the advantage
of this approach is that the parameter  can be used to deter-
mine which constraints can be trusted in the EFT limit. This
is illustrated in Fig. 1, which compares our approach of vary-
ing  and C (d)a separately to the naive approach where only
C (d)a /d−4 is constrained.
We emphasize that this approach assumes the same new-
physics scale for all effective operators, even though they
may be generated through different mechanisms, and hence
at different scales, in the UV. In practice, one should think
123
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of  as the minimum of all of these scales, i.e. the energy at
which new degrees of freedom first become relevant. These
new degrees of freedom may not contribute to all processes,
such that some effective operators may provide an accurate
description even at energies above . Whether or not this
is the case cannot be determined from the low-energy view-
point, such that we conservatively limit the EFT validity to
energies below .
For the purpose of direct detection constraints, the only
requirement on  is that it is larger than the hadronic scale,
so that the effective operators can be written in terms of
free quarks and gluons. This is the case for   2 GeV,
which will always be satisfied in the present study. However,
in order to evaluate direct detection constraints, it is neces-
sary to determine the relic abundance of DM particles, which
depends on the cross-sections for the processes χχ → qq
or χχ → gg, just as in the case of indirect detection con-
straints (see Sect. 3.3). For this calculation to be meaningful
in the EFT framework, we require  > 2mχ . Parameter
points with smaller values of  will thus be invalidated. A
dedicated study of direct detection constraints for  < 2mχ
will be left for future work.
In the context of LHC searches for DM, EFT validity
requires that the invariant mass of the DM pair produced
in a collision satisfies mχχ <  [83]. To obtain robust con-
straints, only events with smaller energy transfer should be
included in the calculation of likelihoods. The problem with
this prescription is that mχχ does not directly correspond
to any observable quantity (such as the missing energy /ET
of the event) and hence the impact of varying  on pre-
dicted LHC spectra is difficult to assess. One possible way
to address this issue would be to generate new LHC events
for each parameter point and include only those events with
small enough mχχ in the likelihood calculation, but this is
not computationally feasible in the context of a global scan.
In the present work, we adopt the following simpler
approach: Rather than comparing  to the invariant mass
of the DM pair, we compare it to the typical overall energy
scale of the event, which can be estimated by the amount of
missing energy produced. In other words, we do not modify
the missing energy spectrum for /ET <  and only apply
the EFT validity requirement for larger values of /ET . This
approach is less conservative than the one advocated, for
instance in Refs. [63,64], where the energy scale of the event
is taken to be the partonic centre-of-mass energy
√
ŝ, but it
has the crucial advantage that it can be applied after event
generation, since the differential cross-section with respect to
missing energy dσ/d /ET is exactly the quantity that is directly
compared to data.6
6 We emphasize that mχχ and /ET are not strongly correlated in the
sense that there are events with both /ET 	 mχχ (if the DM pair is
emitted approximately in the longitudinal direction) and /ET 
 mχχ
In the following, we will consider two different prescrip-
tions for how to impose the EFT validity. The first one is to
introduce a hard cut-off, i.e. to set dσ/d /ET = 0 for /ET > .
The second, more realistic, prescription is to introduce a
smooth cut-off that leads to a non-zero but steeply falling











for /ET > . Here a is a free parameter that depends on the
specific UV completion. The limits a → 0 and a → ∞ cor-
respond to no truncation and an abrupt truncation above the
cut-off, respectively. For the case that the EFT results from
the exchange of an s-channel mediator with mass close to
, one finds a ≈ 2 [30]. Rather than taking inspiration from
a specific UV completion, we will instead keep a as a free
parameter in the interval [0, 4] and find the value that gives
the best fit to data at each parameter point. This approach
typically leads to conservative LHC bounds in the sense that
much stronger exclusions may be obtained in specific UV
completions, if the heavy particles that generate the effective
DM interactions can be directly produced at the LHC. How-
ever, this truncation procedure can lead to unrealistic spectral
shapes with sharp features that may be tuned to fit fluctua-
tions in the data. As will be discussed in more detail in Sect. 4,
any explanation of data excesses through this approach must
be interpreted with care.
Without upper bounds on the Wilson coefficients, any
requirement on EFT validity could be satisfied by making
both  and the Wilson coefficients arbitrarily large. We there-
fore requireC (d)a < 4π , which is necessary for a perturbative
UV completion and ensures that there is no unitarity violation
in the validity range of the EFT [62].
One drawback of this prescription is that the EFT valid-
ity requirement depends on the normalisation of the effec-
tive operators. For example, we have written Q(7)1–2 with a
prefactor αs/(12π) and Q
(7)
3–4 with a prefactor αs/(8π) to
reflect the fact that in many UV completions, these operators
would be generated at the one-loop level. If these opera-
tors are instead generated at tree level (e.g. from a strongly
interacting theory), it would be more appropriate to write the
prefactor as 4παs . With the latter convention any constraint
on the new physics scale  becomes stronger by a factor
(48π2)1/3 ≈ 5.3 for Q(7)1–2 and by a factor (32π2)1/3 ≈ 4.6
for Q(7)3–4, meaning that much larger values of  are exper-
Footnote 6 continued
(if the two DM particles are light and approximately collinear). Since
our approach does not modify the spectrum for /ET < , we risk
overestimating the differential cross-section in this regime. However,
the sensitivity of the LHC to DM EFTs typically stems from events with
large /ET , where our prescription is more appropriate.
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imentally testable and the range of EFT validity is substan-
tially increased. We have confirmed explicitly that the results
presented in Sect. 4 do not depend on the specific definition
of the Wilson coefficients for Q(7)1–4.
7
2.3 Parameter ranges
In this study we focus on the following parameter regions.
In order to be able to neglect QCD resonances in the process
χχ̄ → qq̄ , we restrict ourselves to mχ > 5 GeV. In order
to have a sufficiently large separation of scales between the
new physics scale  and the hadronic scale, we also require
 > 20 GeV. As discussed in Sect. 2.2, we furthermore
impose the bound |C (d)a | < 4π on all Wilson coefficients
and the bound  > 2mχ . The upper bounds on mχ and 
depend on the details of the scans that we perform and will
be discussed in Sect. 4.
3 Constraints
In this section we describe the constraints relevant for our
model. A summary of all likelihoods included in our scans
is provided in Table 1. For each likelihood that directly con-
strains the interactions of the DM particle we also quote the
background-only log-likelihood ln Lbg obtained when set-
ting all Wilson coefficients to zero. For the remaining like-
lihoods we instead quote the maximum achievable value of
the log-likelihood ln Lmax. The sum of all these contributions,
ln L ideal = −105.3 will be used to calculate log-likelihood
differences below.
3.1 Direct detection
Direct detection experiments search for the scattering of DM
particles from the Galactic halo off nuclei in an ultra-pure
target by measuring the energy ER of recoiling nuclei. The












where ρ0 is the local DM density, mT is the target nucleus






7 We note that the explicit factor of mq in the definition of Q
(7)
5–10,q
not only affects the EFT validity but also directly the resulting phe-
nomenology. Hence our results cannot be easily translated to operators
with non-trivial flavour structure.
Table 1 Likelihoods included in our scans and their respective values
for the background-only hypothesis. For each likelihood that directly
constrains the interactions of the DM particle we also quote the
background-only log-likelihood ln Lbg obtained when setting all Wil-
son coefficients to zero. For the remaining likelihoods we instead quote
the maximum achievable value of the log-likelihood ln Lmax




DarkSide 50 [87] −0.09




ATLAS monojet [94] 0
CMS monojet [95] 0
Fermi-LAT [96] −33.245
IceCube 79-string [97] 0
Planck 2018: pann [98] −1.507
Planck 2018: Ωh2 [98] 5.989
Nuisances (see Table 4) 5.141
is the minimal DM velocity to cause a recoil carrying away
a kinetic energy ER, where μ = mT mχ/(mT + mχ ) is the
reduced mass of the DM-nucleus system.
The local DM density and velocity distribution are not
very well known and introduce sizeable uncertainties in the
prediction of experimental signals (see the discussion of nui-
sance parameters in Sect. 3.6). Nevertheless, the greatest
challenge in the present context is the calculation of the differ-
ential scattering cross-section dσ/dER. For this purpose, one
needs to map the effective interactions between relativistic
DM particles and quarks or gluons defined above onto effec-
tive interactions between non-relativistic DM particles and
nucleons N = p, n. The EFT of non-relativistic interactions





2) ONi , (25)
where the operators ONi depend only on the DM spin Sχ ,
the nucleon spin SN , the momentum transfer q and the DM-
nucleon relative velocity v [4,53,99].
The non-relativistic operators can be divided into four
categories according to whether or not they depend on the
nucleon spin SN , such that scattering is suppressed for nuclei
with vanishing spin, and whether or not they depend on
q and/or v, such that scattering is suppressed in the non-
relativistic limit. Specifically, ON1 leads to spin-independent
(SI) unsuppressed scattering, ON4 leads to spin-dependent




11 lead to SI
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Table 2 A full list of dimension-6 and 7 operators included in this
study, and the types of interactions they induce. For the DM-nucleon
scattering cross-section, we distinguish between spin-independent (SI)
and spin-dependent (SD) interactions, with the former receiving a large
coherent enhancement and the latter vanishing for nuclei with zero spin.
We use “unsuppressed” (“suppressed”) to denote tree-level contribu-
tions that do not vanish (that vanish) in the zero-velocity limit, while
“loop-induced” implies that an unsuppressed interaction is induced at
the one-loop level. For the annihilation cross-section we use “s-wave”
(“p-wave”) to denote annihilations that do not vanish (that vanish) in
the zero-velocity limit. Note that if the s-wave contribution is helicity
suppressed (i.e. proportional to m2q/m
2
χ ), the p-wave contribution may
dominate in the relic density calculation
SI scattering SD scattering Annihilations
Dimension-6 operators
Q(6)1,q = (χγμχ)(qγ μq) Unsuppressed – s-wave
Q(6)2,q = (χγμγ5χ)(qγ μq) Suppressed – p-wave
Q(6)3,q = (χγμχ)(qγ μγ5q) – Suppressed s-wave

















(χ iγ5χ)Gaμν G̃aμν – Suppressed s-wave
Q(7)5,q = mq (χχ)(qq) Unsuppressed – p-wave ∝ m2q/m2χ
Q(7)6,q = mq (χ iγ5χ)(qq) Suppressed – s-wave ∝ m2q/m2χ
Q(7)7,q = mq (χχ)(qiγ5q) – Suppressed p-wave ∝ m2q/m2χ
Q(7)8,q = mq (χ iγ5χ)(qiγ5q) – Suppressed s-wave ∝ m2q/m2χ
Q(7)9,q = mq (χσμνχ)(qσμνq) Loop-induced Unsuppressed s-wave ∝ m2q/m2χ
Q(7)10,q = mq (χ iσμνγ5χ)(qσμνq) Loop-induced Suppressed s-wave ∝ m2q/m2χ







ON12 lead to SD momentum-suppressed scattering, which is
typically unobservable. For the relativistic operators included
in this study we give the dominant type of interaction they
induce in the non-relativistic limit in Table 2.
The coefficients cNi (q
2) can be directly calculated from
the Wilson coefficients of the relativistic operators at μ =
2 GeV. The explicit dependence on the momentum transfer
q = √2mT ER is a result of two effects. First, under RG evo-
lution some of the effective DM-quark operators mix into
the DM dipole operators Q(5)1,2 (see Eq. (20)). These oper-
ators then induce long-range interactions, i.e. contributions
to the cNi (q
2) that scale as q−2. Since the momentum trans-
fer can be very small in direct detection experiments, these
contributions can be important in spite of their loop suppres-
sion. Second, the coefficients include nuclear form factors,
obtained by evaluating expectation values of quark currents
like 〈N ′|qγ μq|N 〉. These form factors can be calculated in
chiral perturbation theory and exhibit a pion pole for axial
and pseudoscalar currents, i.e. a divergence for q → mπ
[100,101].
All of these effects are fully taken into account in
DirectDM, which calculates the coefficients cNi (q
2) for given
Wilson coefficientsC (d)a at a higher scale (see App. A). These
coefficients are then passed onto DDCalc v2.2.0 [52,110],
which calculates the differential cross-section for each oper-
ator ONi (including interference) and target element of inter-
est. DDCalc also performs the velocity integrals needed for
the calculation of the differential event rate, and the convolu-
tion with energy resolution and detector acceptance needed
to predict signals in specific experiments:






where M is the detector mass, Texp is the exposure time and
φ(ER) is the acceptance function.
By combining DirectDM and DDCalc, we can obtain
likelihoods for a wide range of direct detection experiments.
In the present analysis, we include constraints from the most
recent XENON1T analysis [93], LUX 2016 [88], PandaX
2016 [91] and 2017 [92] analyses, CDMSlite [84], CRESST-
II [85] and CRESST-III [86], PICO-60 2017 [89] and 2019
[90], and DarkSide-50 [87].
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Table 3 The hadronic input
parameters as used in DirectDM
v2.2.0
Parameter Value Parameter Value
σπN 50(15) MeV [101] μp 2.793 [102]
Bc5(md − mu) −0.51(8) MeV [103] μn −1.913 [102]
gA 1.2756(13) [102] μs −0.036(21) [104,105]
mG 836(17) MeV [67] guT 0.784(30) [106]
σs 52.9(7.0) MeV [107] gdT −0.204(15) [106]
Δu + Δd 0.440(44) [108] gsT −27(16) × 10−3 [106]
Δs −0.035(9) [108] Bu/pT,10 3.0(1.5) [109]
B0mu 0.0058(5) GeV2 [67] B
d/p
T,10 0.24(12) [109]
B0md 0.0124(5) GeV2 [67] B
s/p
T,10 0.0(2) [109]
B0ms 0.249(9) GeV2 [67] r2s −0.115(35) GeV−2 [104,105]
The hadronic inputs to DirectDM v2.2.0 [67] were
updated with the most recent N f = 2+1 lattice QCD results,
following the FLAG quality requirements [107], see Table 3.
All the inputs are evaluated at μ = 2 GeV. The hadronic
matrix elements for protons and neutrons are related using
isospin conservation.
For operators with vector quark currents, the least well
known are the hadronic matrix elements involving the strange
quark, while the matrix elements for operators with u, d
quark vector currents have negligible errors to the preci-
sion we are working with. Since the strange quark vector
current vanishes at q2 = 0, the first non-vanishing contri-
bution is obtained only at next-to-leading order in the chiral
expansion, and depends on the strange quark charge radius,
r2s = −0.0045(14) fm2 [104,105]. For the nuclear magnetic
moment induced by the strange quark, μs = −0.036(21)
[104,105], we inflate the errors according to the Particle Data
Group prescription.
The scalar form factors at zero recoil are obtained from










where the upper (lower) sign is for the proton (neutron). We
use a rather conservative estimate σπN = (50 ± 15) MeV
[101] that covers the spread between the lattice QCD [111–
118] and pionic atom determinations [113,114,117,119–
123]. The other two parameters are ξ ≡ (md − mu)/(md +
mu) = 0.36 ± 0.04 and Bc5 (md − mu) = (−0.51 ±
0.08) MeV [103].
The matrix elements of tensor currents are described by
three sets of form factors, but only two, gqT and B
q/N
T,10(0), enter
the chirally leading expressions. For gqT , the only N f = 2+1
result from Ref. [117] does not satisfy the FLAG quality
requirements, so we use the N f = 2 + 1 + 1 results from
Ref. [106] instead; the difference between the N f = 2 + 1
and N f = 2 + 1 + 1 results is expected to be small. For
Bq/NT,10(0), we use the results from the constituent quark model
in Ref. [109].
3.2 Relic abundance of DM
The Early Universe time evolution of the number density of




+ 3Hnχ = −〈σvrel〉
(
nχnχ̄ − nχ,eqnχ̄ ,eq
)
, (28)
where nχ,eq is the number density in equilibrium, H(t) is
the Hubble rate and 〈σvrel〉 is the thermally averaged cross-

















where K1,2 are the modified Bessel functions and vlab is the
velocity of one of the annihilating (anti-)DM particles in the
rest frame of the other (for a discussion, see also Ref. [125]).
We stress that there is no additional factor of 1/2 in the above
equations. However, the fact that DM consists of Dirac par-
ticles implies that the total contribution to the observed DM
density is given by nχ + nχ̄ = 2nχ (disregarding the possi-
bility of an initial asymmetry [126]).
We compute tree-level annihilation cross-sections using
CalcHEP v3.6.27 [127,128], where the implementation of
the four-fermion interactions is generated by GUM [55,56]
from UFO files via the tool ufo_to_mdl (described in
Appendix B). To ensure the EFT picture is valid, we invali-
date points where  ≤ 2mχ . We obtain the relic density of
χ by numerically solving Eq. (28) at each parameter point,
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assuming the standard cosmological history8 and using the
routines implemented in DarkSUSY v6.2.2 [130,131] via
DarkBit. We then compare the prediction to the relic density
constraint fromPlanck 2018: ΩDM h2 = 0.120±0.001 [98].
We include a 1% theoretical error on the computed values of
the relic density, which we combine in quadrature with the
observed error on the Planck measured value. More details
on this prescription can be found in Refs. [48,52].
We note that our uncertainty estimate does not include
uncertainties in the calculation of the annihilation cross-
section very close to quark thresholds, which may be consid-
erably larger. Moreover, our approach does not capture the
potential effect of additional degrees of freedom on 〈σvrel〉
during freeze-out. The resulting effects, such as resonances or
coannihilations could both increase and decrease the result-
ing value of Ωχ (see e.g. Refs. [132,133]), so the relic den-
sity constraint should be interpreted with care for  ∼ 2mχ ,
i.e. close to the EFT validity boundary (see Sect. 2.2).
The very nature of the EFT construction implies addi-
tional degrees of freedom above the energy scale . Given
the potential for a rich dark sector containing χ , and in partic-
ular, the possibility of additional DM candidates not captured
by the EFT, we will by default not demand that the particle
χ constitutes all of the observed DM, i.e. we allow for the
possibility of other DM species to contribute to the observed
relic density. In practice, this means that we modify the relic
density constraint in such a way that the likelihood is flat if
the predicted value is smaller than the observed one. In this
case, we rescale all predicted direct and indirect detection
signals by
fχ ≡ (Ωχ + Ωχ̄)/ΩDM = 2Ωχ/ΩDM (30)
and f 2χ , respectively. In doing so, we assume that the frac-
tion fχ is the same in all astrophysical systems and that any
additional DM population does not contribute to signals in
these experiments. In a second set of scans we then impose a
stricter requirement, namely that the DM particle under con-
sideration saturates the DM relic abundance ( fχ ≈ 1) rather
than imposing the relic density as an upper bound ( fχ ≤ 1).9
3.3 Indirect detection with gamma rays
If DM is held in thermal equilibrium in the early universe
via collisions with SM particles, then it can still annihilate
today, especially in regions of high DM density. As with the
8 For a recent review on the effects of non-standard cosmological sce-
narios, see Ref. [129].
9 Note that, since we include uncertainties in both the relic density cal-
culation and the Planck measurement, Ωχh2 can deviate slightly from
0.120 even when we require that the DM relic abundance is saturated.
In this case we set fχ = min(Ωχh2/0.120, 1), which can therefore
slightly deviate from (but never exceed) unity.
relic abundance calculation, in order for the effective picture
to hold for DM annihilation, we must impose  > 2mχ .
Gamma rays from dwarf spheroidal galaxies (dSphs) are
a particularly robust way of constraining annihilation signals
from DM [134]. In general, for a given energy bin i , the
DM-induced γ -ray flux from target k can be written in the
factorised form Φi · Jk , where details of the particle physics
processes are encoded in Φi , and details of the astrophysics
are encoded in Jk . See the DarkBit manual [52] for more
details.
In general, only operators that lead to s-wave annihilation
(Q(6)1,3,4,q , Q
(7)
2,4,6,8,9,10,q ) give rise to observable gamma-ray
signals; see for instance, Table 2. For the operators Q(6)2,q and
Q(7)1,3,5,7,q , the leading contribution to the annihilation cross-
section is p-wave suppressed, i.e. proportional to v2rel. As DM
in dSphs is extremely cold, with 〈v2〉1/2 ∼ 10−4, this factor
is very small, and the resulting limits are exceedingly weak.
We therefore neglect p-wave contributions to all annihilation
processes here.














where fχ is the DM fraction defined in Eq. (30), (σv)0, j
denotes the zero-velocity limit of the cross-section for χχ̄ →
j and Nγ, j is the number of photons, per annihilation, result-
ing from the final state channel j . The prefactor 1/4 accounts
for the Dirac nature of the DM particles (under the assump-
tion that nχ = nχ̄ ). Again, we use CalcHEP to compute
annihilation cross-sections, with the CalcHEP model files
generated by ufo_to_mdl via GUM (see Appendix B). The
photon yields dNγ, j/dE used in DarkBit are based on tab-
ulated Pythia runs, as provided by DarkSUSY.
The J -factor for each dSph k is simply the line-of-sight
integral over the DM distribution assuming an NFW density







ds ρ2DM  D−2k
∫
d3x ρ2DM, (32)
where Dk is the distance to the dSph. In our analysis we use
the Pass-8 combined analysis of 15 dSphs after 6 years
of Fermi-LAT data [96]. We use the gamLike v1.0.1 inter-
face within DarkBit [52] to compute the likelihood for the
gamma-ray observations, ln Lexp, constructed from the prod-






ln Lki (Φi · Jk) . (33)
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We also include a contribution from profiling over the J -
factors of each dSph, ln L J = ∑k ln L(Jk) [52,96], such
that the full likelihood reads
ln Lprof.dSphs = max{Jk }
(
ln Lexp + ln L J
)
. (34)
Gamma rays from the Galactic centre region provide a
promising complementary way of constraining a signal from
annihilating DM. While the J -factor is expected to be sig-
nificantly higher than for dSphs, however, this conclusion
is largely based on the result of numerical simulations of
gravitational clustering rather than on the direct analysis of
kinematical data. The reason for this is that the gravitational
potential within the solar circle is dominated by baryons, not
by DM, which adds additional uncertainty due to a domi-
nant component of astrophysical gamma rays from this target
region. As a result, Galactic centre observations with Fermi-
LAT are somewhat less competitive than the dSph limits
discussed above [135]. The upcoming Cherenkov Telescope
Array (CTA), on the other hand, has a good chance of probing
thermally produced DM up to particle masses of several TeV
[136]. We will not include the projected CTA likelihoods in
our scans, but indicate the reach of CTA when discussing our
results.
3.4 Other indirect detection constraints
Solar capture
The presence of non-zero elastic scattering cross-sections
with nuclei combined with self-annihilation to heavy SM
states leads to an additional, unique signature of DM in the
form of high-energy neutrinos from the Sun. If Milky Way
DM scatters with solar nuclei and loses enough kinetic energy
to fall below the local escape velocity, it will become gravi-
tationally bound. As long as it is above the evaporation mass
threshold  4 GeV, captured DM will thermalize in a small
region near the solar centre, and annihilate to SM products
which then produce neutrinos via regular decay processes.
These are distinct from the neutrinos from Solar fusion, as
they are expected to have much higher energies than the ∼
MeV scales of fusion processes. Leading constraints have
been obtained by Super-Kamiokande down to a few GeV
[137], and by the IceCube South Pole Neutrino Observa-
tory, between 20 and 104 GeV [138]. For typical annihila-
tion cross-sections, the captured DM population reaches an
equilibrium that is determined by the capture rate. For each
likelihood evaluation, we obtain the non-relativistic effec-
tive operators (Eq. (25)) as described in Sect. 3.1, using
DirectDM to obtain the non-relativistic Wilson coefficients.
These are passed to the public code Capt’n General [139],
which computes the DM capture rate via the integral over the









wΩ(w, r) du dr, (35)
where w(r) =
√
u2 + v2esc,(r) is the DM velocity at posi-




















is the probability of scattering from velocity w to a velocity
less than the local Solar escape velocity vesc,(r), dσi/dER
is the DM-nucleus scattering cross-section, ni (r) is the num-
ber density of species i with atomic mass mN ,i , and μi =
mχ/mN ,i . Version 2.1 of Capt’n General uses the method
described in detail in Ref. [140], separating the DM-nucleus
cross-section into factors proportional to non-relativistic Wil-
son coefficients, powers of w and exchanged momentum
q, and operator-dependent nuclear response functions com-
puted in Ref. [140] for the 16 most abundant elements in the
Sun. Solar parameters are based on the Barcelona Group’s
AGSS09ph Standard Solar Model [141,142].
Annihilation cross-sections are computed as described in
Sect. 3.2, via CalcHEP. Once the equilibrium population of
DM in the Sun has been obtained, cross-sections and annihi-
lation rates are passed to DarkSUSY, which computes the
neutrino yields as a function of energy. These are finally
passed to nulike v1.0.9 [143,144], which computes event-
level likelihoods based on a re-analysis of the 79-string Ice-
Cube search for DM annihilation in the Sun [97].
Cosmic microwave background
Additional constraints on the DM annihilation cross-section
arise from the early universe, more specifically from observa-
tions of the Cosmic Microwave Background (CMB). Annihi-
lating DM particles inject energy into the primordial plasma,
which affects the reionisation history and alters the optical
depth τ . The magnitude of this effect depends on the specific
annihilation channel and how efficiently the injected energy
is deposited. These details can be encoded in an effective effi-
ciency coefficient feff, which depends on the injected yields
of photons, electrons and positrons, and thus on the DM mass
and its branching ratios into different final states [145]. The
CMB is then sensitive to the following parameter combina-
tion:
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where 〈σvrel〉 ≈ (σv)0 to a very good approximation during
recombination; we thus also neglect p-wave contributions to
all annihilation processes here.
In order to calculate pann for a given parameter point, one
first needs to calculate the injected spectrum of photons, elec-
trons and positrons and then convolve the result with suitable
transfer functions that link the energy injection rate to the
energy deposition rate [146]. The first part of this calculation
has been automated within DarkSUSY and is accessible via
DarkBit. The second part relies on DarkAges [147] (which
is part of the ExoCLASS branch of CLASS) and is accessi-
ble via CosmoBit [54], see Appendix C for further details.10
As the Planck collaboration only quotes the 95% credible
interval for pann [98], the remaining challenge is to obtain
a likelihood for pann from cosmological data. Although this
likelihood can, in principle, be calculated for each parameter
point individually using the CosmoBit interface to CLASS
and the Planck likelihoods, carrying out such a large num-
ber of calculations would be prohibitively slow, in particular
if the cosmological parameters of the CDM model are to
be varied simultaneously. In the present work, we therefore
adopt a simpler approach, where we first calculate the likeli-
hood when varying pann (while profiling over the CDM and
cosmological nuisance parameters). This approach yields








where p28ann ≡ pann/
(
10−28 cm3 s−1 GeV−1
)
. In arriving at
this result, we have included the Planck TT,TE,EE+lowE+
lensing likelihoods (using the ‘lite’ likelihood for multipoles
 ≥ 30, which only require one additional nuisance parame-
ter [148]), as well as the BAO data of 6dF [149], SDSS DR7
MGS [150], and the SDSS BOSS DR12 galaxy sample [151].
This profile likelihood, which reproduces the 95% credible
interval obtained by the Planck collaboration [98], can then
be used in all subsequent scans, so that only pann needs to
be calculated for each parameter point and it is no longer
necessary to call CLASS or plc.
Charged cosmic rays
Finally, DM particles annihilating in the Galactic halo also
produce positrons, antiprotons and, to a lesser degree, heavier
anti-nuclei that could in principle be observed in the spectrum
of charged cosmic rays. Positrons quickly lose their energy
through synchrotron radiation, and are thus a robust probe
10 It is noteworthy that DarkAges calculates feff(z) as a redshift-
dependent function instead of a single redshift-independent coefficient
feff , as it is implicitly assumed in Eq. (37). In order to compress the
function feff(z) into this coefficient, it is convolved with a weighting
function W (z) that encodes the CMB sensitivity to energy injection
through s–wave annihilation as a function of redshift [145].
of exotic contributions from the local Galactic environment;
the resulting bounds on DM annihilating to quarks or gluons
are, however, much weaker than the other indirect detection
constraints discussed here [152].11 Anti-nuclei, on the other
hand, probe a significant fraction of the entire Galactic halo
because energy losses are much less efficient in this case. For
antiprotons, this generally leads to competitive constraints
on DM annihilation signals [155–157], but it also means
that such bounds necessarily strongly depend on uncertain-
ties relating to modelling the production and propagation of
cosmic rays in the Galactic halo. In addition to the dozen
(or more) free parameters in the diffusion-reacceleration
equations, there exist significant uncertainties on the energy
dependence of the nuclear cross-sections responsible for the
conventional antiproton flux [158] and possible correlated
systematics [159]. A full statistical analysis, which would
require a treatment of the large number of (effective) prop-
agation parameters as nuisance parameters in our scans, is
prohibitive in terms of computational costs [160] and hence
beyond the scope of this work.
3.5 Collider physics
The effective operators defined in Sect. 2 allow for the pair
production of WIMPs in the proton–proton collisions at the
LHC. If one of the incoming partons radiates a jet through
initial state radiation (ISR), one can observe the process
pp → χχ j as a single jet associated with missing trans-
verse energy ( /ET ). In this study, we include the CMS [95]
and ATLAS [94] monojet analyses based on 36 fb−1 and
139 fb−1 of data from Run II, respectively. ATLAS and CMS
have performed a number of further searches for other types
of ISR, leading for example to mono-photon signatures, but
these are known to give weaker bounds on DM EFTs than
monojet searches [24,161,162].
The expected number of events in a given bin of the /ET
distribution is
N = L × σ × (εA),
where L = 36 fb−1 or 139 fb−1 is the total integrated lumi-
nosity, σ the total production cross-section and the factor
(εA) is the efficiency times acceptance for passing the kine-
matic selection requirements for the analysis. Both σ and
(εA) can be obtained via Monte Carlo simulation, but given
the dimensionality of the DM EFT parameter space it is com-
putationally too expensive to perform these simulations on
the fly during the parameter scan, as would be the standard
approach to collider simulations within ColliderBit in GAM-
BIT.
11 We note that this conclusion would be radically different for unsup-
pressed direct annihilation to leptons [153,154], which would result
from leptonic operators analogous to Q(6)1,3.
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Starting from UFO files generated usingFeynRules v2.0
[163], we have therefore produced separate interpolations
of σ and εA based on the output of Monte Carlo simula-
tions with MadGraph_aMC@NLO v2.6.6 [164] (v2.9.2)
for the CMS (ATLAS) analysis, interfaced to Pythia v8.1
[165] for parton showering and hadronization. The matching
between MadGraph and Pythia is performed according to
the CKKW prescription, and the detector response is sim-
ulated using Delphes v3.4.2 [166]. The ColliderBit code
extension that enables σ and (εA) interpolations to be used
as an alternative to direct Monte Carlo simulation will be
generalised and documented in the next major version of
ColliderBit.
We only include the dimension-6 and 7 EFT operators
(C (6)i and C
(7)
i=1,...,4) which are relevant for collider searches.
Other operators give a negligible contribution due to either
being suppressed by the parton distribution functions (in the
case of heavy quarks), or by a factor of the fermion mass
(small in the case of light quarks).
To reduce the computation time for our study, we generate
events in discrete grids of the Wilson coefficients and DM
mass. Separate grids are defined for each set of operators
that do not interfere, such that the total number of events will
simply be the sum of the contributions calculated from each







3,q . For these Wilson coefficients, we
parametrize the tabulated grids in terms of a mixing angle θ ,
defined via C (6)1,2 = sin θ and C (6)3,4 = cos θ .
The CMS and ATLAS analyses have 22 and 13 exclusive
signal regions, respectively, corresponding to the individual
bins in the missing transverse energy distributions. As dis-
cussed below, the publicly available information makes it
possible to combine all signal regions for the CMS analysis,
while for the ATLAS analysis, only a single signal region can
be used at once. To maximize the sensitivity of the ATLAS
analysis, we combine the three highest missing energy bins,
for which systematic uncertainties in the background estima-
tion (and hence their correlations) are negligible, such that
the highest bin in our analysis corresponds to all events with
/ET > 1000 GeV.12 Once the predicted yields for all bins
have been evaluated, taking into account the EFT validity
constraint as described in Sect. 2.2, we compute a likelihood
for each analysis as follows.
For the CMS analysis, we follow the “simplified likeli-
hood” method [167], since the required covariance matrix
was published by CMS. In this approach, the full experimen-
tal likelihood function is approximated by a standard con-
volved Poisson–Gaussian form, with the systematic uncer-
tainties on the background predictions treated as correlated
12 We note that this combination also reduces the impact of a local
∼ 2.5σ excess in the third-highest bin, which would otherwise strongly
bias our analysis.
Gaussian distributions:












T Σ−1γ . (39)
For each signal region i , the observed yield, expected signal
yield and expected background yield are given by ni , si and
bi , respectively. The deviation from the nominal expected
yield due to systematic uncertainties is given by γi . The cor-
relations between the different γi are encoded in the covari-
ance matrix Σ provided by CMS, where we also add the
signal yield uncertainties in quadrature along the diagonal.
We follow the procedure in Ref. [167] in treating the γi nui-
sance parameters as linear corrections to the expected yields.
For every point in our scans of the DM EFT parameter space,
we profile Eq. (39) over the 22 nuisance parameters in γ to
obtain a likelihood solely in terms of the set of DM EFT
signal estimates s:
LCMS(s) ≡ LCMS(s, ˆ̂γ ). (40)
In the case of the ATLAS analysis, for which such a covari-
ance matrix is not available, the conservative course of action
is to calculate a likelihood using only the signal region with
the best expected sensitivity. The ATLAS likelihood is there-
fore given by
LATLAS(si ) ≡ LATLAS(si , ˆ̂γi ) , (41)
where LATLAS(si , ˆ̂γi ) is the single-bin equivalent of Eq. (39),
and i refers to the signal region with the best expected sen-
sitivity, i.e. the signal region that would give the lowest like-
lihood in the case ni = bi .
The total LHC log-likelihood is then given by ln LLHC =
ln LCMS + ln LATLAS. However, due to the per-point signal
region selection required in the evaluation of ln LATLAS, the
variation in typical yields between the different signal regions
would manifest as a large variation in the effective likelihood
normalization between different parameter points. To avoid
this we follow the standard approach in ColliderBit of using
the log-likelihood difference
Δ ln LLHC = ln LLHC(s) − ln LLHC(s = 0) (42)
as the LHC log-likelihood contribution in the parameter scan
[168].
When presenting the results of a global fit we identify the
maximum-likelihood point best-fit in the DM EFT param-
eter space and map out the 1σ and 2σ confidence regions
defined using the likelihood ratio L()/L(best-fit). Thus,
in cases where some region of the DM EFT parameter space
can accommodate a modest excess in the collider data, other
DM EFT parameter regions that might still perform better
than the SM, or that are experimentally indistinguishable
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Table 4 A list of nuisance
parameters that are varied
simultaneously with the DM
EFT model parameters in our
scans (the hadronic parameters
are given at μ = 2 GeV). All
parameters are scanned over
their 3σ range using flat
parametrisation. For more
details on the respective
nuisance likelihoods, see
Sect. 3.6
Nuisance parameter Value (±3σ range)
Local DM density ρ0 0.2–0.8 GeV cm−3
Most probable speed vpeak 240 (24) km s−1
Galactic escape speed vesc 528 (75) km s−1
Running top mass (MS scheme) mt (mt ) 162.9 (6.0)GeV
Pion-nucleon sigma term σπN 50 (45) MeV
Strange quark contrib. to nucleon spin Δs −0.035 (0.027)
Strange quark nuclear tensor charge gsT −0.027 (0.048)
Strange quark charge radius of the proton r2s −0.115 (0.105) GeV−2
from SM, can appear as excluded. While this is perfectly
reasonable, given that the comparison is to the best-fit DM
EFT point and not to the SM expectation, it is also interesting
to study the global fit results under the assumption that mild
excesses in the collider data indeed do not originate from a
true new physics signal. A simple and pragmatic approach is
then to replace Δ ln LLHC with a capped version,
Δ ln LcapLHC(s) = min[Δ ln LLHC(s),Δ ln LLHC(s = 0)].
(43)
This will assign the same log-likelihood value, Δ ln LcapLHC =
0, for all DM EFT parameter points whose prediction fit the
collider data as well as, or better than, the SM prediction
(s = 0) does. Thus, analogous to how exclusion limits from
LHC searches are constructed to only exclude new physics
scenarios that predict toomany signal events, the capped like-
lihood only penalizes parameter points for performing worse
than the background-only scenario. The result obtained from
using Δ ln LcapLHC in a fit is therefore close to the result one
would obtain by constructing a joint exclusion limit for the
LHC searches, and applying this limit as a hard cut on the
parameter space favoured by the other observables. The main
difference is that the capped LHC likelihood incorporates a
continuous likelihood penalty.13 A more detailed introduc-
tion to the capped likelihood construction can be found in
Ref. [169].
Below we will present some results using this capped
LHC likelihood, and some using the full LHC likelihood
in Eq. (42). In light of the discussion above, the two sets of
results should be interpreted as answering slightly different
questions: The fit results with the full LHC likelihood show
what DM EFT scenario is in best agreement with the com-
plete set of current data, and how much worse other DM EFT
scenarios perform in comparison. The results with the capped
LHC likelihood map out the DM EFT parameter space that is
13 A practical benefit of having a continuous likelihood penalty rather
than a hard cut is that it helps guide the parameter sampler towards the
viable regions in the high-dimensional DM EFT parameter space.
preferred by the non-collider observables and not excluded
by a combination of the LHC searches.
3.6 Nuisance parameter likelihoods
In our scans we also vary a set of relevant nuisance parameters
related to the DM observables and SM measurements. Most
of these nuisance parameters are directly constrained by ded-
icated measurements, which we include through appropriate
likelihood functions. In some cases, however, several con-
flicting measurements exist, indicating additional systematic
uncertainties in the methodology. In these cases we con-
strain the nuisance parameters through effective likelihoods
intended to give a conservative constraint on the allowed
ranges. The nuisance parameters and 3σ ranges used in this
study are summarised in Table 4. We briefly cover each nui-
sance likelihood in turn below.
We follow the default prescription in DarkBit for the local
DM density ρ0, where the likelihood is given by a log-normal
distribution with central value ρ0 = 0.40 GeV cm−3 and
error σρ0 = 0.15 GeV cm−3. We scan over an asymmet-
ric range in ρ0 to reflect the log-normal distribution – see
Ref. [52] for more details.
We follow the same treatment of the Milky Way halo
as in the GAMBIT Higgs portal study [110]. We utilise
Gaussian likelihoods for parameters describing the Maxwell-
Boltzmann velocity distribution, specifically the peak of the
distribution vpeak = 240 ± 8 km s−1 [170], and the galactic
escape velocity vesc = 528 ± 25 km s−1, based on the Gaia
data [171].
We employ a Gaussian likelihood for the running top
quark mass in the MS scheme with a central value mt (mt ) =
162.9 GeV and an error 2.0 GeV [172].14 The top pole mass
(mpolet ) is then computed using the following formula:








14 This is based on taking an average of the asymmetric uncertainty
mt (mt ) = 162.9+2.3−1.6 GeV; see table 2 in Ref. [172].
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We use only the one-loop QCD corrections in this shift in
order to be consistent with the procedure carried out in Ref.
[172]. We have checked that the above expression gives the
expected result for the top pole mass and matches well with
Ref. [172].
For direct detection, we employ nuisance parameter like-
lihoods for a number of hadronic input parameters that are
used to evaluate form factors at the nuclear scale. Specifically,
we use a product of four Gaussian likelihoods to include the
constraints on σπN , Δs, gsT and r
2
s quoted in Table 3. The
remaining hadronic input parameters are fixed to the central
values given in Table 3.
4 Results
We now present the results obtained from comprehensive
scans of the parameter space introduced above. These scans
were carried out with the differential evolution sampler Diver
v1.4.0 [173] using a population of 5×104 and a convergence
threshold of either 10−5 or 3 × 10−5. As we will analyse our
scan results using profile likelihood maps, the sole aim of
the scans is to map out the likelihood function in sufficient
detail across the high-likelihood regions of parameter space.
In particular, no statistical interpretation is associated with
the density of parameter samples, and we can therefore com-
bine samples from scans that use different metrics on the
parameter space. To ensure that all parameter regions are
properly explored, we perform two different types of scans:
– Full: We explore DM masses up to the unitarity bound
(5 GeV < mχ < 150 TeV and 20 GeV <  <
300 TeV).15 In these scans, mχ and  are scanned on
a logarithmic scale, while the Wilson coefficients are
scanned on both a linear and a logarithmic scale (i.e.
we combine the samples from both scanning strategies
to achieve a thorough exploration of the whole parameter
space).
– Restricted: We consider the parameter region where
experimental constraints are most relevant (mχ <
500 GeV and  < 2 TeV). In these scans the DM mass
is scanned on a linear scale, the scale  on a logarithmic
scale and the Wilson coefficients on a scale that is loga-
rithmic on [−4π,−10−6], linear on [−10−6, 10−6] and
logarithmic on [10−6, 4π ]. This approach was found to
achieve the optimum resolution of the LHC constraints
15 We note that for the largest values of mχ and  that we consider in
these scans our approach of specifying all operators in the broken phase
of electroweak symmetry and ignoring the effects of running between
μ =  and μ = mZ becomes questionable. The constraints that we
obtain above the TeV scale are therefore only approximate and should
be interpreted with care.
while simultaneously ensuring that enough viable sam-
ples are also found for small  when some or all of the
Wilson coefficients are tightly constrained.
All nuisance parameters are scanned on a linear scale. In
the first set of scans, we fix the Wilson coefficients for all
dimension-7 operators to zero, so that there are 6 model
parameters and 8 nuisance parameters. The second set of
scans then includes all 14 Wilson coefficients, bringing the
total number of parameters up to 24.
We furthermore consider a number of variations in the
constraints that we include in our scans:
– We perform scans where the DM particle is allowed to be
a sub-component ( fχ ≤ 1) and scans where we require
that the DM relic density be saturated ( fχ ≈ 1), see
Sect. 3.2;
– We perform scans with both the capped LHC likelihood
and the full LHC likelihood (see Sect. 3.5);
– When considering the full LHC likelihood, we further-
more apply two different prescriptions for imposing the
EFT validity: a hard cut-off and a smooth cut-off (see
Sect. 2.2).
Unless explicitly stated otherwise, our default choices for
the discussion below are to allow a DM sub-component and
consider the capped LHC likelihood with a hard cut-off.
4.1 Capped LHC likelihood
Let us begin with the case that the LHC likelihood is capped,
i.e. it cannot exceed the likelihood of the background-only
hypothesis. We first consider only dimension-6 operators
with different requirements for the DM relic density, and
then also include dimension-7 operators.
Dimension-6 operators only (relic density upper bound)
Our main results for this case are shown in Fig. 2 in terms
of the DM mass and the new physics scale . The left
panel corresponds to the full parameter range, whereas the
right panel provides a closer look at the most interesting
parameter region. We find a large viable parameter space
but also a number of notable features. For large values of
mχ and , the allowed parameter space is determined by the
EFT validity requirement  > 2mχ and the relic density
requirement which, combined with the perturbativity bound
on the Wilson coefficients, implies an upper bound on  for
given mχ . These different constraints are compatible only
for mχ < 150 TeV, implying an upper bound on the scale of
new physics of  < 300 TeV. This limit corresponds to the
well-known unitarity bound for thermal freeze-out [65].
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Fig. 2 Profile likelihood in the mχ – plane when considering only
dimension-6 operators and capping the LHC likelihood at the value
of the background-only hypothesis. The white contours indicate the 1σ
and 2σ confidence regions and the best-fit point is indicated by the white
star. The shaded region (corresponding to  ≤ 2mχ ) is excluded by the
EFT validity requirement. In the right panel, the parameter ranges have
been restricted to the most interesting region. Note that the position of
the best-fit points in the two panels is somewhat arbitrary, as there is a
degeneracy between  and C (6)3,4 and hence the likelihood is essentially
constant across the entire yellow region (see also Fig. 4)
The zoomed-in version in the right panel reveals a number
of additional features. In the top-left corner (small mχ , large
), there are strong constraints from the LHC, which make
it impossible to satisfy the relic density requirement. These
constraints become weaker as  decreases and the EFT can
only be trusted for smaller values of /ET . The various sharp
features correspond to the points where  crosses the bound-
ary of a specific /ET bin, leading to a jump in the likelihood. In
our conservative approach, LHC constraints are completely
absent for  < 200 GeV. Finally, we find that there is a slight
upward fluctuation in Fermi-LAT data, which can be fitted
for mχ = 5.0 GeV and f 2χ 〈σv〉0 = 1.1 × 10−27 cm3 s−1.16
We emphasize that a great advantage of our approach
is that we treat the new-physics scale  as an indepen-
dent parameter, which is kept explicit in Fig. 2 (rather than
being profiled out like the individual Wilson coefficients).
This makes it possible in a straight-forward way to distin-
guish those parameter regions where the EFT predictions
can be considered robust and those parameter regions where
additional constraints may apply. As discussed in Sect. 2.2,
the EFT is expected to be valid if  is sufficiently greater
than the largest pT bin considered in the LHC analyses, i.e.
 > 1.3 TeV. Conversely, for  < 200 GeV we conser-
vatively suppress constraints from the LHC, such that the
viable parameter regions found in this range must be inter-
preted with great care. For intermediate values of , LHC
constraints are being applied but may depend on the specific
16 We emphasize that, although the best-fit point lies close to the bound-
ary of the parameter space, there is no preference for even smaller values
of the DM mass and hence our findings would not change when extend-
ing the scan range.
UV completion. Which of these parameter regions is consid-
ered most interesting depends on the specific context and is
left to the reader.
A complementary perspective is provided in Fig. 3, which
shows the allowed parameter regions in terms of the DM
mass, the relic density and the rescaled annihilation cross-
section. A number of additional features become apparent
in these plots. First, for mχ  100 GeV it is impossible to
saturate the observed DM relic density, ΩDMh2 = 0.12, due
to the combined constraints from direct and indirect detec-
tion experiments. However, these constraints are suppressed
for DM sub-components, such that it is possible to have very
small relic densities in this mass region. For mχ > 100 GeV
(corresponding to  > 200 GeV), on the other hand, con-
straints from the LHC become relevant, which are not sup-
pressed for DM sub-components. These constraints are then
again relaxed for mχ  1 TeV as the LHC energy becomes
insufficient to produce a pair of DM particles.
For mχ  1 TeV, we find that there is a direct correspon-
dence between Ωχh2 and the rescaled annihilation cross-
section f 2χ 〈σv〉0. This is because the operators that induce
p-wave annihilations (in particular C (6)2 ) are strongly con-
strained by the LHC and direct detection experiments, and the
annihilation cross-section is therefore always dominated by
the s-wave contribution. For larger DM masses, it becomes
possible for the p-wave contribution to dominate the relic
density calculation, such that the total annihilation cross-
section is velocity-dependent and becomes tiny in the present
universe. While indirect detection experiments presently can-
not probe the relevant parameter space for TeV-scale DM, it
is worth stressing that CTA will be able to do so for operators
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Fig. 3 Profile likelihood in terms of the DM mass, the relic density
and the rescaled annihilation cross-section. As in Fig. 2, we consider
only dimension-6 operators and cap the LHC likelihood at the value of
the background-only hypothesis. The solid red line in the middle panel
denotes the “initial construction” projection sensitivity of Cherenkov
Telescope Array (CTA) towards the Galactic Centre (GC) for the bb̄
final state [136]
that induce s-wave annihilation. We illustrate this in Fig. 3
by indicating the sensitivity of CTA to a DM signal from the
galactic center [136] (for simplicity based on the assumption
of bb̄ final states, noting that any hadronic DM annihilation
channel results in very similar gamma-ray spectra at these
energies). We note that the CTA sensitivity indicated in Fig. 3
is based on assuming a standard Einasto profile as expected
for WIMP DM; if the DM density in the galactic center is
instead roughly constant, the sensitivity can worsen by up to
about one order of magnitude [136].
Let us finally consider the allowed parameter space in
terms of the Wilson coefficients. The coefficient C (6)1 gives
rise to spin-independent scattering, which is very strongly
constrained by direct detection experiments. Thus, this coef-
ficient is required to be so small that it cannot give a size-
able contribution to any other process. The coefficient C (6)4 ,
on the other hand, gives rise to spin-dependent interactions,
for which constraints are significantly weaker. We show the
allowed parameter regions for this coefficient in the left panel
of Fig. 4. The observed mirror symmetry results from the
fact that all experimental predictions (and hence the likeli-
hoods) are invariant under a global sign change of all Wilson
coefficients. For  < 200 GeV, all constraints are further-
more invariant under the rescaling C → α2C ,  → α,
which explains why the allowed parameter region grows
with increasing . For  > 200 GeV, LHC constraints
become relevant and strongly constrain the magnitude of the
coefficient. Very similar results are obtained for the coeffi-
cientC (6)2 , which gives rise to a momentum-suppressed spin-
independent scattering (see Table 2).
In the right panel of Fig. 4, we show the allowed parameter
region in terms ofC (6)3 , which induces scattering that is simul-
taneously momentum-suppressed and spin-dependent, such
that direct detection constraints are very weak. Correspond-
ingly, we find that this coefficient is largely unconstrained
for  < 200 GeV. We also identify this coefficient as giv-
ing the main contribution for fitting the Fermi-LAT excess.
For larger values of , on the other hand, the constraints are
very similar to the ones for C (6)2,4 as the LHC only has limited
sensitivity to distinguish the spin structure of the operators.
Dimension-6 operators only (relic density saturated)
Next we consider the case where the relic density constraint is
imposed not only as an upper limit but as an actual measure-
ment, i.e., the DM particle under consideration is required
to account for all of the DM in the universe via the effective
interactions that we consider. We show in Fig. 5 the allowed
parameter space in the restricted mχ – plane when consid-
ering a capped LHC likelihood, i.e. the same likelihoods as
in Fig. 2 apart from the modified relic density requirement.
As expected from the top row of Fig. 3, it is not possible
to saturate the observed relic density for mχ  100 GeV.
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Fig. 4 Profile likelihood in the –C (6)4 plane (left) and the –C
(6)
3
plane (right) for the restricted parameter ranges. As in Fig. 2, we only
consider dimension-6 operators and cap the LHC likelihood at the value
of the background-only hypothesis. The contour lines show the 1σ and
2σ confidence regions. Note that the position of the best-fit points (white
stars) in the two panels is somewhat arbitrary, as there is a degeneracy
between  and C (6)3,4 and hence the likelihood is essentially constant
across the entire yellow region
The reason is that for such small DM masses the relic den-
sity requirement is incompatible with Fermi-LAT and CMB
bounds on the annihilation cross-section for operators that
predict dominantly s-wave annihilation (Q(6)1,q and Q
(6)
3,q ), and




Constraints from direct and indirect detection experi-
ments are also responsible for the preference for larger
DM masses visible in Fig. 5. In particular, the Fermi-LAT
likelihood pushes the best-fit point towards the boundary
mχ = 500 GeV. We find the likelihood of the best-fit point
to be slightly worse than for the background-only hypothe-
sis: 2Δ ln L ≡ 2(ln Lbest-fit − ln L ideal) = −0.5. Extending
the range of the scan to larger DM masses would allow the
model to fully evade the Fermi-LAT constraint. This would
shift the best-fit point and the allowed parameter regions to
slightly larger DM masses without changing the remaining
conclusions (see also Fig. 3).
For a complementary view of the parameter space, we
show in Fig. 6 the predicted number of signal events in
the next-generation direct detection experiment LZ [174]
as a function of the DM mass. Due to the various dif-
ferent operators contributing to the DM-nucleus scattering,
the predicted number of signal events is a more useful
quantity to consider than the DM-nucleon scattering cross-
section at zero momentum transfer. The predicted num-
ber of events corresponds to nuclear recoil energies in the
search window [6 keV, 30 keV] and assumes an exposure of
5.6 × 106 kg days and 50% acceptance for nuclear recoils
(see Ref. [110] for details on our implementation of LZ).
We find that of the order of 10 events are predicted around
the best-fit point, which requires a non-zero contribution
from the operator Q(6)2 leading to spin-independent (but
Fig. 5 Same as the right panel of Fig. 2 but requiring the DM relic
density to be saturated (rather than imposing an upper bound only)
momentum-suppressed) scattering. However, the predicted
number of events varies significantly within the allowed
region of parameter space and can be as small as 0.1 at 68%
confidence level. In this case the main contribution arises
from the mixing of the operator Q(6)3 into the operator Q
(6)
1
as given in Eq. (21).17 While such an event number is too
low to be detected with next-generation experiments, it is still
well above the neutrino background and should be observ-
able with more ambitious future detectors such as DARWIN
[175] or DarkSide-20k [176].
17 We note that this mixing effect could in principle be cancelled by
contributions from additional effective operators not included in our
analysis, such that even smaller event rates may be achievable.
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Fig. 6 Profile likelihood in terms of mχ and the predicted number
of signal events in the LZ experiment when χ accounts for all of the
observed DM abundance (as in Fig. 5)
Another interesting approach would be to not perform a
relic density calculation at all and simply assume that fχ = 1
is achieved through some modification of early universe cos-
mology. In this case it would also be possible to consider
 < 2mχ since the calculation of the annihilation cross-
section is unnecessary. However, since none of the other like-
lihoods that we consider give a strong preference for a DM
signal, there would then be no lower bound on the interac-
tion strength of the DM particle, i.e. it would be possible
for all Wilson coefficients to vanish simultaneously. Hence
we expect all combinations of mχ and  to be viable in this
approach, and we do not explore this direction further in the
present work.
Operators up to dimension 7 (relic density upper bound)
We now turn to the case where we simultaneously consider
all dimension-6 operators as well as the dimension-7 opera-
tors involving DM particles and quarks or gluons introduced
in Sect. 2. We remind the reader that we neglect additional
dimension-7 operators involving Higgs bosons that would
arise in theories respecting unbroken electroweak symmetry
(which are phenomenologically irrelevant) as well as oper-
ators with derivative interactions (which largely give redun-
dant information). Even with these restrictions our analysis
requires 24-dimensional (16 model + 8 nuisance) parameter
scans.
In Fig. 7, we show the allowed regions in the mχ - plane
(left) and in the mχ –Ωχh2 plane (right) when using the
capped LHC likelihood. As before, we find that the param-
eter region at small mχ and  can fit the slight Fermi-LAT
excess with best-fit values: mχ = 5.5 GeV and f 2χ 〈σv〉0 =
1.9 × 10−27 cm3 s−1.
As the inclusion of additional parameters can only
increase the profile likelihood, we expect the allowed regions
of parameter space to be larger than the ones found above.
Interestingly, the differences between the left panel of Fig. 7
and the right panel of Fig. 2 are rather minimal. In other
words, the inclusion of the 10 additional dimension-7 oper-
ators does not open up new parameter space in terms of mχ
and . This is of course expected for the parameter region
with large mχ and small  (bottom-right), which is excluded
by the EFT validity constraint but surprising for the region
with small mχ and large  (top-left), which is excluded by
the combination of the LHC constraints and the relic density
requirement.
The reason why this parameter space remains inaccessi-
ble is that the gluon operators Q(7)1–4 are strongly constrained
by the LHC for  > 200 GeV and can therefore not con-
tribute significantly to the annihilation cross-section. The
quark operators Q(7)5–10,q , on the other hand, are unconstrained
by the LHC, but for mχ < mt , the resulting annihilation




fore too small to produce a relic abundance that evades the
upper bound from the relic density requirement given the
perturbativity bound on the Wilson coefficients.
Comparing the right panel of Fig. 7 to the allowed param-
eter regions from Fig. 3 (indicated by the grey dashed lines)
does however reveal a number of differences. First of all, it
is now possible to saturate the relic density bound for small
mχ (and small ), thanks to the contribution of Q
(7)
3,q and
Q(7)7,q , which both give suppressed signals in direct and indi-
rect detection experiments and are therefore largely uncon-
strained. Moreover, for mχ > mt , we find that the predicted
relic abundance can be substantially smaller than for the
case with only dimension-6 operators, thanks to the contri-
bution from the dimension-7 DM-quark operators Q(7)5–10,q .
The additional freedom in the annihilation cross-section also
implies that the impact of imposing a strict relic density
requirement is reduced compared to the case of dimension-6
operators only and will therefore not be discussed in further
detail here.
We emphasize that global fits with 24 free parameters
are computationally quite challenging, in particular when
the best-fit region is not strongly constrained by data. As
a result the contours in Fig. 7 are less smooth than for the
case of dimension-6 operators only. This is particularly obvi-
ous in the right panel for DM masses around 150 GeV. In this
region many operators are strongly constrained by LHC data
while annihilations into top quarks are kinematically forbid-
den. This makes it challenging to find parameter points that
satisfy the relic density constraint, leading to comparably
poor sampling. We have confirmed explicitly that this is not
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Fig. 7 Profile likelihood in the mχ – plane (left) and in terms of mχ
and the predicted relic density (right) when considering all dimension-
6 and dimension-7 operators, and capping the LHC likelihood at the
value of the background-only hypothesis. The white contours show the
1σ and 2σ confidence regions and the white star marks the best-fit point.
For comparison, we also show the 1σ and 2σ confidence region con-
tours (dashed grey lines) and best-fit point (grey star) for the case of
dimension-6 operators only in the right panel (see also Fig. 3)
Fig. 8 Profile likelihood in the mχ – parameter plane when considering only dimension-6 operators and including the full LHC likelihood. In
the left (right) panel, we impose a hard (smooth) cut-off in the predicted missing energy spectrum for /ET >  (see text for details)
a physical effect, i.e. the allowed parameter region should be
smooth and extend to Ωχh2 = 0.12 everywhere.
4.2 Full LHC likelihood
Dimension-6 operators only (relic density upper bound)
We now move onto the case where the full (rather than
capped) LHC likelihood is included in the scans. Figure 8
shows the allowed parameter regions in terms of mχ and 
for the case where we introduce a hard cut-off in the missing
energy spectrum for /ET >  (left panel), and the case where
we introduce a smooth cut-off (right panel), as discussed in
Sect. 2.2. We see that in both cases, the results differ from
Fig. 2, i.e. there is a preference for higher  values. This
preference arises due to data excesses in a few high- /ET bins
in the ATLAS and CMS monojet searches.
The difference in the above two results can be understood
as follows. For /ET < , the missing energy spectrum arising
from DM is harder than the background, while for /ET > ,
we either set it to zero or assume that it drops rapidly. Thus,
the ratio of signal-to-background is largest for /ET ≈ ,
enabling our model to (partially) fit local excesses in the data.
This is illustrated in Fig. 9, which shows the missing energy
spectra for background and signal in CMS when applying
different EFT validity prescriptions. As seen in the distribu-
tion of pulls in the bottom panel, the CMS search observes a
couple of 1σ–2σ data excesses in bins around /E ≈ 700 GeV
(purple bars). By including a DM signal prediction on top
of the SM background, these excesses can be reduced, thus
reducing the pulls and improving the overall fit to the data
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Fig. 9 Top panel: Examples of missing energy spectra for the CMS
monojet search [95], illustrating different choices for imposing an EFT
validity requirement on the signal prediction. For /ET > , we scale the
/ET signal spectrum with the factor ( /ET /)−a as described in Sect. 2.2.
The green distributions show the resulting signal predictions for four
different choices of a, from a = 0 (lightest green), corresponding to no
modification of the spectrum, toa → ∞ (darkest green), which removes
any signal contribution in /ET bins above /ET = . The SM background
prediction (purple) and the observed event counts (black points) are
taken from Ref. [95]. The last bin, starting at /ET = 1250 GeV, con-
tains any overflow and is thus not normalised to a given bin width.
Bottom panel: A small bar chart per bin showing the pulls, defined as
(data−prediction)/uncertainty, resulting from adding the indicated sig-
nal prediction on top of the SM background prediction. The uncertainty
includes the background uncertainty, signal uncertainty and statistical
data uncertainty, added in quadrature. The purple bars show the pulls
when only including the SM background prediction. The χ2 values in
the top panel legend correspond to the sum of the squared pulls in each
case. These values are intended for illustration only, i.e. they do not
correspond directly to −2 ln LCMS where LCMS is defined in Eq. (39)
(green bars). However, unless the signal spectrum dies off
sufficiently fast above /E ≈ 700 GeV, the model will be
penalized for causing larger pulls in the highest- /ET bins, as
seen for instance for the unmodified signal spectrum (lightest
green bars, corresponding to a = 0).
For the case where we impose a hard cut-off (left panel in
Fig. 8), we find (at the 1σ level) separate parameter regions
preferred by the CMS analysis ( ≈ 700 GeV) and the
ATLAS analysis (  1 TeV), with the overall best-fit point
corresponding to the latter and being preferred relative to the
background-only hypothesis by 2Δ ln L = 2.2. When allow-
ing for a smooth cut-off, on the other hand, the best-fit solu-
tion produces a partially improved fit to both excesses simul-
taneously, by suppressing the signal distribution approxi-
mately proportional to ( /ET /)−1. In this case, the best-fit
point has 2Δ ln L = 2.6.18 We refrain from translating these
numbers into p-values, which would require extensive Monte
18 We note that in both cases, the likelihood is very flat around the max-
imum and hence the precise location of the best-fit point is somewhat
arbitrary.
Carlo simulations. For both choices of cut-off, the best-fit
point predicts an annihilation cross-section that is slightly
larger than the thermal cross-section, such that the DM parti-
cles in this case would only constitute a DM sub-component.
We emphasise that the preference for a non-zero signal
contribution is to some degree an artefact of the way in which
we have implemented the EFT validity requirement. Real-
istic UV completions typically do not introduce sharp fea-
tures in the missing energy spectrum, making it harder to fit
excesses observed in individual bins. Nevertheless, our find-
ings emphasise the need to analyse missing energy searches
at the LHC in terms of specific models in order to assess
whether the signal preference found in the EFT approach can
be recovered (at least partially) in a more complete setting.
Dimension-6 operators only (relic density saturated)
We have also run scans with the full LHC likelihood and
requiring the DM relic density to be saturated (see Fig. 10).
We find the expected changes with respect to Fig. 8, namely
that small DM masses are disfavoured. For the case of a hard
cut-off, the position of the best-fit point is unaffected, while
for a smooth cut-off, it is pushed to slightly larger values of
mχ and . The respective preferences are reduced slightly
to 2Δ ln L = 1.9 and 2.0. We also find that the best-fit point
requires several Wilson coefficients to be non-zero. While
the LHC signal can be fitted by either C (6)2 or C
(6)
4 , the relic
density can only be reproduced with a contribution fromC (6)3 .
This is because Q(6)2,4 lead to suppressed annihilation rates in
the early universe, compared to Q(6)3 , while Q
(6)
1 is strongly
constrained by direct detection (see also Table 2).
A summary of the various best-fit points from our scans
with dimension-6 operators only is given in Table 5. We note
that essentially all of our scans require a non-zero contribu-
tion from C (6)3 at the best-fit point in order to satisfy the relic
density requirement. This is an interesting finding given that
this operator is present only for Dirac fermion DM but not for
Majorana fermion DM. In other words, we expect our results
to change considerably for the case of Majorana fermion
DM. Satisfying the relic density constraint with dimension-6
operators only while evading experimental constraints will
be very challenging in this case.
Operators up to dimension 7
In Fig. 11, we finally show the case where the full LHC
likelihood is included when simultaneously considering all
dimension-6 and dimension-7 operators, using either a hard
cut-off (left) or profiling over possible smooth cut-offs
(right). In the former case we find that the result looks very
similar to the case of dimension-6 operators only (left panel of
Fig. 8) and also the likelihood at the best-fit point is very sim-
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Fig. 10 Same as Fig. 8 but requiring the DM relic abundance to match the total observed DM abundance
Table 5 Best-fit points from our various scans involving dimension-6
operators with restricted parameter ranges (5 GeV ≤ mχ ≤ 500 GeV
and 20 GeV ≤  ≤ 2 TeV). For most scans, there are degeneracies
between different parameters around the best-fit point. In these cases,
we only quote the combination that is well-constrained rather than each
parameter individually. Parameters not stated explicitly are compatible
with zero
LHC likelihood Relic density
constraint
2 ln L Best-fit mχ (GeV) Best-fit  (GeV) Best-fit constrained
coupling combina-
tion(s) (TeV−2)
Capped Upper bound 0.3 5.0 < 200 |C (6)3 |/2 = 67
Capped Saturated −0.5 500 > 1000 |C
(6)
2 |/2 = 0.22
|C (6)3 |/2 = 0.041
Full (hard cut-off) Upper bound 2.2 500 > 1250 |C (6)3 |/2 = 0.14
Full (smooth cut-off) Upper bound 2.6 320 640 |C (6)3 |/2 = 0.18
Full (hard cut-off) Saturated 1.9 500 > 1250
|C (6)3 |/2 = 0.047√
(C (6)2 )
2 + (C (6)4 )2/2 = 0.15
Full (smooth cut-off) Saturated 2.0 420 840
|C (6)3 |/2 = 0.052√
(C (6)2 )
2 + (C (6)4 )2/2 = 0.23
ilar. In the latter case we find that it is now possible to simulta-
neously accommodate the upward fluctuations in the Fermi-
LAT data (as in Fig. 2) and in the LHC data (as in Fig. 8).
Doing so requires a small new-physics scale  ∼ 80 GeV
together with a rather soft cut-off a ≈ 1.7 of the /ET spec-
trum above . The resulting best-fit point has 2Δ ln L = 2.9,
which is the highest likelihood found in any of our scans.
A closer analysis reveals that the contribution of the
dimension-6 operators is in fact not necessary to accom-
modate the small LHC excesses, because sufficiently large
contributions can also be obtained from the gluon opera-
tors. For example, the operator Q(7)4 is essentially uncon-
strained by direct detection and can induce sizeable LHC
signals if C (7)4 takes values close to the perturbativity bound.
While it is challenging to satisfy the relic density require-
ment using only gluon operators, the allowed parameter space
expands substantially when including a contribution from the
dimension-7 DM-quark operators Q(7)5–8,q . As a result, the
allowed regions in mχ– parameter space look very similar
to the ones shown in Fig. 11 even when the Wilson coeffi-
cients of all dimension-6 operators are set to zero. For the
same reason we expect no significant difference between
Dirac and Majorana DM particles in this case. This complex
interplay between different operators only becomes appar-
ent in a global analysis and would be missed when studying
individual operators separately.
5 Conclusions and outlook
In this work we have presented the first global analysis of
the full set of effective operators up to dimension 7 involving
a Dirac fermion DM particle and quarks or gluons. Key to
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Fig. 11 Profile likelihood in the mχ – parameter plane when con-
sidering dimension-6 and dimension-7 operators and including the full
LHC likelihood. In the left (right) panel, we impose a hard (smooth)
cut-off in the predicted missing energy spectrum for /ET >  (see text
for more details)
enabling such an analysis were a number of technical devel-
opments:
– We have fully automated the calculation of direct detec-
tion constraints, including mixing under RG evolution
and matching onto non-relativistic effective operators
at the hadronic scale, and indirect detection constraints,
including cosmological constraints on energy injection;
– We have adopted a novel approach to address the issue
of EFT validity at the LHC. Rather than performing a
simple truncation procedure, we introduce a smooth cut-
off for /ET >  and treat this parameter as a nuisance
parameter to ensure that no artificially strong exclusions
arise from the tails of the predicted distributions;
– We employ highly efficient likelihood calculations and
sampling algorithms that make it possible to scan over up
to 24 parameters (the DM massmχ , the new physics scale
, 14 Wilson coefficients and 8 nuisance parameters).
In combination, these developments enable us, for the first
time, to include interference effects between different oper-
ators in all parts of the analysis.
Our main result is that it is typically possible to suppress
the scattering and annihilation cross-sections in the non-
relativistic limit, and thereby evade direct and indirect detec-
tion constraints while satisfying the relic density require-
ment. Doing so does not require finely tuned cancellations
or interference effects but is a direct consequence of the spin
structure of the operators that we consider. The LHC, how-
ever, plays a special role, because the production of relativis-
tic DM particles is less sensitive to the specific spin struc-
ture of the operator. As a result, we find generally strong
constraints on small DM masses and large , both for the
case of dimension-6 operators only and also when including
dimension-7 operators. Moreover, when allowing excesses in
individual LHC bins to be fitted (rather than artificially cap-
ping the LHC likelihood), we find a slight preference for a
DM signal with a relatively low new physics scale. Given that
the magnitude of this excess is sensitive to the precise EFT
validity prescription that we adopt, we have not attempted to
quantify its significance within the EFT.
We find that it is typically not necessary to have simulta-
neous contributions from many different operators in order to
find viable regions of parameter space. Indeed, large viable
regions of parameter space are found both for the case when
we consider only dimension-6 operators and only dimension-
7 operators. These sets of operators can easily be generated by
integrating out a heavy mediator with spin 1 or spin 0, respec-
tively. However, we typically do require sizeable contribu-
tions from operators that violate parity and/or CP, reflecting
the pressure on the simplest WIMP models from the non-
observation of a DM signal in direct and indirect detection
experiments (see Ref. [110] for a similar discussion in the
context of Higgs portal models).
A particularly interesting observation is that it is generally
not possible to have a large hierarchy between the DM mass
and the new physics scale without violating the relic density
requirement. In particular, for mχ  100 GeV, constraints
from the LHC require   200 GeV, meaning that the EFT
is no longer valid at LHC energies and additional new degrees
of freedom should be kinematically accessible. Moreover,
the well-known unitarity bound on the DM mass implies a
robust upper bound on the scale of new physics of the order of
300 TeV. We also note that for masses in the TeV range CTA
will have a unique chance of probing part of the currently
inaccessible parameter space that is spanned between the
EFT validity and the relic density constraints.
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We emphasise that it is generally possible for the DM
particle under consideration to constitute only a DM sub-
component (in which case, constraints from direct and indi-
rect detection experiments are correspondingly suppressed),
but large regions of viable parameter space also remain when
requiring the relic density to be saturated. In future studies,
it will be interesting to modify the way in which the relic
density calculation is included. For example, one could con-
sider an initial particle-antiparticle asymmetry in the dark
sector, which would make it possible to saturate the relic
density in parameter regions that would normally predict an
underabundance, while at the same time suppressing con-
straints from indirect detection experiments. A more radical
approach would be to not perform a relic density calculation
at all and simply assume that the observed relic abundance
(with fχ = 1) is achieved through some unspecified modi-
fication of standard cosmology. A detailed analysis of direct
detection constraints on such a scenario is in preparation.
An exciting direction for future investigation is to embed
the EFTs considered here into a more complete approach
based on UV-complete (or simplified) models. Almost all of
the machinery developed for the present work will also be
directly applicable in this case. The main difference arises in
the interpretation of the LHC signals. If the mediator of the
DM interactions is kinematically accessible at LHC energies,
it will be essential to not only consider the resulting changes
in the missing energy spectra, but also additional signatures
arising from visible decays of the mediator [177,178] (see
Ref. [179] for a recent discussion of how to connect DM
EFTs and UV-complete models). Furthermore, close to the
EFT validity boundary the presence of the mediator will also
modify the results of the relic density calculation, thus affect-
ing the target couplings for these signals. It will also be inter-
esting to see to what extent the slight LHC excesses can be
accommodated in such a set-up.
Another important extension of the present work will be
to also consider operators coupling DM to leptons as well
as electroweak gauge and Higgs bosons in order to embed
our approach into a framework that respects the unbroken
electroweak symmetry. Given that the relevant RG evolution
is known (and already implemented in DirectDM) and that
the relevant annihilation cross-sections and injection spectra
can be calculated automatically, such an extension does not
pose any conceptual difficulties regarding direct or indirect
detection constraints and relic density calculations. Again,
the most challenging part will be to include all relevant col-
lider constraints (which in this case stem also from LEP).
Given that these constraints are typically weaker than the
corresponding ones for quarks, it will be interesting to see
whether some of the conclusions found in the present work
can be relaxed and additional viable parameter space opens
up.
Finally, it will be very interesting to consider DM EFTs
with non-trivial flavour structure, for example with couplings
predominantly to the third generation. In such a set-up, one
generally expects sizeable flavour-changing neutral currents
and hence it will be essential to connect the EFTs used to
study DM to the ones employed in flavour physics. Such
a study would be particularly exciting given the recently
observed anomalies in various flavour observables (see e.g.
Refs. [180–182]). Moreover, the effects of electroweak oper-
ator mixing on the direct detection bounds are expected to
be much more pronounced in such scenarios.
Of course, the most important outstanding task is to col-
lect more data that may shed light on the nature of DM.
Upcoming LHC analyses will improve the sensitivity to miss-
ing energy signatures of DM, the next generation of direct
detection experiments [174,183,184] will be able to probe
substantially smaller scattering cross-sections, and ongoing
[185–187] and planned [136] indirect detection experiments
will probe the freeze-out paradigm with unprecedented pre-
cision. Our present work has shown that this effort is highly
worthwhile given the wide regions of parameter space that
cannot currently be excluded in a model-independent way.
Reducing the vast number of viable possibilities to explain
DM therefore remains a key challenge for years to come.
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Appendix A: DirectDM interface
We briefly describe the GAMBIT interface to the new back-
end DirectDM, its interface to DDCalc, and how to interface
a new model toDirectDM. For more background on the tech-
nical aspects of the GAMBIT framework, please refer to the
original GAMBIT manual [48], and the GUM paper [55,56].
DirectDM matches Wilson coefficients of a relativistic
EFT onto a non-relativistic EFT valid at the nuclear scale.
The GAMBIT implementation interfaces with the Python
version of this package.
Relativistic Wilson coefficients can be defined at the
3-, 4- or 5-quark scale, with the capability DD_rel_WCs_
flavscheme. For a given model, a new module function
providing this capability should be written, returning the
type map_str_dbl (std::map<std::string,double>). Once
this capability has been fulfilled, GAMBIT uses the module
function DD_nonrel_WCs_flavscheme to call the DirectDM
backend via the convenience function get_NR_WCs_flav. This
provides the capability DD_nonrel_WCs which can be con-
nected to the DDCalc backend.
This module function providing the capability DD_nonrel_
WCs depends on the capability WIMP_properties, of native
GAMBIT type WIMPprops. WIMP_properties supplies the par-
ticle information about the WIMP candidate, such as its spin,
mass, and whether or not it is self-conjugate, extracted from
the particle database and either the spectrum or model param-
eters.
As an example, consider a simplified model where a vector
mediator governs the interaction between d-type quarks and
a fermionic DM candidate χ , with the following interaction
Lagrangian,





The model implementation withinGAMBITwill contain four
free parameters: the couplings gχ and gb, the DM mass mχ ,
and the mediator mass mV . The model definition for the
above simplified model looks like:
#define MODEL NewModel
START_MODEL
// Standard model definition in Gambit
DEFINEPARS(mchi, mV, gchi, gb)
#undef MODEL
The information about the WIMP properties should be







description: Dirac DM Singlet
PDG_context: [62, 0]
and the WIMP_properties module function should be mod-









and providing a source for the mass of the DM candidate,



















The operator in DirectDM corresponding to this interac-
tion is Q(6)1,q = (χγμχ)(qγ μq). We identify the rele-
vant coefficient to pass to DirectDM as gχgb/m2V . This is
simply implemented in DarkBit by the following source
code:
/// Relativistic Wilson Coefficients for direct
/// detection. Map from the model parameters
/// to relativistic EFT for DirectDM
void DD_rel_WCs_flavscheme_NewModel
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// The spectrum object associated with
// the new model.
const Spectrum& spec = *Dep::NewModel_spectrum;
// Get some parameters from the Spectrum object
double mV = spec.get(Par::Pole_Mass, "V");
double gchi = spec.get(Par::dimensionless,
↪→"gchi");
double gq = spec.get(Par::dimensionless, "gq");
double prefactor = gchi * gq / pow(mphi, 2.);
// Wilson coefficients in DirectDM are
// *dimensionful*. Note that there is





plus a new matching entry in DarkBit_rollcall.hpp,
// Relativistic Wilson coefficients defined









For a full definition of the operator basis used in
DirectDM, we refer the reader to Refs. [67,68].
When DirectDM is used, the user must also scan over
the model nuclear_params_ChPT_sigmapiN, which con-
tains (nuisance) parameters used in the matching and running
routines in DirectDM. These are defined in Table 1 of Ref.
[67]. We provide a YAML file containing
the default values used in DirectDM (see the
nuclear_params_ChPT_sigmapiN_fixed.yaml file in the
$ GAMBIT/yaml_files/include/ directory).
Appendix B: UFO to CalcHEP
ufo_to_mdl is a simple Python tool distributed with GAM-
BIT v2.1 and above, and is integrated in the
GUM framework. ufo_to_mdl is located at
$ GAMBIT/gum/src/ufo_to_mdl.py. It can also be run as
a standalone tool, using either Python2 or Python3. Below
we briefly describe the motivation for ufo_to_mdl and how
to use it.
The purpose of ufo_to_mdl is to generateCalcHEP input
(.mdl files) from UFO files. The motivation for this tool’s
creation is that FeynRules does not generate four-fermion
CalcHEP output, but it can create such output for Mad-
Graph. In fact, at the time of writing, LanHEP [189] is
the only package that supports automatic generation of four-
fermion contact interactions for CalcHEP files. ufo_to_
mdl allows the user to study four-fermion interactions using
CalcHEP (and correspondingly, micrOMEGAs), effec-
tively creating a pathway from FeynRules to CalcHEP for
effective theories of this kind. In the context of GAMBIT
and the GUM pipeline, ufo_to_mdl allows the user to study
EFTs of DM using the routines provided by micrOMEGAs
and CalcHEP inside of the GAMBIT framework, such as
relic density calculations, direct detection rates, and indirect
detection via the Process Catalogue (see the DarkBit manual
[52] for details).
Usage of ufo_to_mdl is straightforward. There are two
modes ufo_to_mdl can be operated in: comparison mode
and conversion mode. The mode integrated into the GUM
pipeline is the comparison mode, which compares two direc-
tories containing .ufo and .mdl files generated by Feyn-
Rules:
python ufo_to_mdl.py <UFODir> <MDLDir>
This ensures that all vertices in the MadGraph files are
present in the CalcHEP files. ufo_to_mdl does not explic-
itly check that the vertex functions and Lorentz indices
are in agreement; it solely checks the particle content
of the vertices. If there are vertices missing from the
CalcHEP files,19 ufo_to_mdl generates these vertices and
writes a set of corrected CalcHEP files to a new directory
<MDLDir>_ufo2mdl.
In the case of four-fermion operators, ufo_to_mdl adds an
additional auxiliary field to the particle content, and creates
two 3-field interactions by way of this new auxiliary mediator
particle, following the prescription described in Chapter 8
of the CalcHEP manual [128]. An auxiliary field has no
momentum dependence and serves only to split the vertex
into a form in which CalcHEP can use. The order of fields
generated by ufo_to_mdl will be identical to those in the


















where Γχ is a generic Dirac structure contracted with the
field χ , and φ is the auxiliary field, with Lorentz indices cor-
19 If MadGraph and CalcHEP output is generated from a fully func-
tional FeynRules model implementation with trivial colour structures,
the only missing vertices should be four-fermion vertices.
123
  992 Page 28 of 33 Eur. Phys. J. C           (2021) 81:992 
responding to Γ (either scalar, vector or tensor). As a result,
operators in FeynRules files should be written pairwise.
As noted above, ufo_to_mdl can also be used as a stan-
dalone tool independent of the GUM pipeline. Running ufo_
to_mdl in conversion mode, with only a directory containing
MadGraph files as input,
python ufo_to_mdl.py <UFODir>
will generate .mdl files from scratch and save them in a
new directory with name <UFODir>_ufo2mdl. The version
of ufo_to_mdl released withGAMBIT v2.1does not support
non-trivial colour structures and will throw an error if it is
asked to generate a vertex with implicit colour structure.
Appendix C: CMB energy injection
In order to provide CMB constraints from energy injec-
tion through decays and annihilation of DM, the yields
dN/dE of photons, positrons and electrons produced in
these processes need to be known. With GAMBIT v2.1,
the existing capabilities for the calculation of photon yields
(GA_Yield20) were generalised and capabilities that calcu-
late the yields of positrons (positron_Yield) and electrons
(electron_Yield) were introduced. To support future anal-
yses of charged cosmic rays, we also introduced the capa-
bilities antiproton_Yield and antideuteron_Yield that cal-
culate the yields of anti-protons and anti-deuterons, respec-
tively. These capabilities are, however, not used for the CMB
energy injection calculations.
Once the yields are known, they need to be passed to
DarkAges via the capability energy_injection_spectrum to
derive the effective efficiency function feff(z). For maximal
flexibility, we have implemented the function
energy_injection_spectrum_ProcessCatalog that automati-
cally provides the inputs for DarkAges based on the model-
dependent TH_ProcessCatalog, and the yields for photons,
electrons and positrons. Once these capabilities have been
provided, no further input from the user is needed.
To enable CMB energy injection constraints, the user also
needs to declare that the model in question can be mapped to
one of the energy injection “flag” models (AnnihilatingDM_
general or DecayingDM_general) and their parameters.
This can be done via a friend relationship to the appropriate
“flag” model.
Assuming that the model under consideration contains
annihilating DM particles, the user has to define a rela-
tion to AnnihilatingDM_general, and its two parameters
sigmav and mass. It is important to note that the model
AnnihilatingDM_general implicitly assumes that the DM
20 Since GAMBIT v2.0, decaying DM is supported, such that the capa-
bility GA_AnnYield was generalised and renamed.
particle constitutes all of DM ( fχ = 1) and that it is self-
conjugate. In case that the particle is not self-conjugate, the
parameter sigmav needs to be rescaled by κ = 1/2. Like-
wise, if the DM candidate does not constitute all of DM,
sigmav needs to be rescaled by f 2χ .
To define the translation function, the user has to make sure
that the definition of the model AnnihilatingDM_general is
known, i.e. the following header is included:
#include
↪→"gambit/Models/models/CosmoEnergyInjection.hpp"
Furthermore, the translation function and its dependencies
need to be defined by including the following lines to the











Note that this definition makes use of the WIMP_
properties capability, described in App. A, in order to get
the mass of the DM candidate and the information whether
the DM candidate is self-conjugate or not. In case that this
capability is not defined for the model in question, this depen-
dency has to be replaced by equivalent dependencies. For the







const auto wimp_props = *Dep::WIMP_properties;
const double k = (wimp_props.sc) ? 1. : 0.5;
const double f = *Dep::RD_fraction;
// Set the mass
fpars.setValue("mass", wimp_props.mass);
// In AnnihilatingDM_general, f^2 and k are
↪→implicitly included in sigmav
fpars.setValue("sigmav", k*f*f*(*Dep::sigmav));
}
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