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A NEW VARIATIONAL APPROACH TO THE STABILITY OF
GRAVITATIONAL SYSTEMS
MOHAMMED LEMOU, FLORIAN MÉHATS, AND PIERRE RAPHAËL
Abstract. We consider the three dimensional gravitational Vlasov Poisson sys-
tem which describes the mechanical state of a stellar system subject to its own
gravity. A well-known conjecture in astrophysics is that the steady state solu-
tions which are nonincreasing functions of their microscopic energy are nonlin-
early stable by the flow. This was proved at the linear level by several authors
based on the pioneering work by Antonov in 1961. Since then, standard varia-
tional techniques based on concentration compactness methods as introduced by
P.-L. Lions in 1983 have led to the nonlinear stability of subclasses of stationary
solutions of ground state type.
In this paper, inspired by pioneering works from the physics litterature [41],
[54], [2], we use the monotonicity of the Hamiltonian under generalized symmet-
ric rearrangement transformations to prove that non increasing steady solutions
are local minimizer of the Hamiltonian under equimeasurable constraints, and
extract compactness from suitable minimizing sequences. This implies the non-
linear stability of nonincreasing anisotropic steady states under radially symmet-
ric perturbations.
1. Introduction and main results
1.1. Setting of the problem. We consider the three dimensional gravitational
Vlasov-Poisson system
∂tf + v · ∇xf −∇φf · ∇vf = 0, (t, x, v) ∈ R+ × R3 × R3
f(t = 0, x, v) = f0(x, v) ≥ 0, (1.1)
where, throughout this paper,
ρf (x) =
∫
R3
f(x, v) dv and φf (x) = − 1
4pi|x| ∗ ρf (1.2)
are the density and the gravitational Poisson field associated to f . This nonlinear
transport equation is a well known model in astrophysics for the description of the
mechanical state of a stellar system subject to its own gravity and the dynamics of
galaxies, see for instance [10, 15].
Unique global classical solutions for initial data f0 ∈ C1c , f0 ≥ 0, where C1c denotes
the space of compactly supported and continuously differentiable functions, have
been shown to exist in [40, 47, 49] and to propagate the corresponding regularity.
Two fundamental properties of the nonlinear transport flow (1.1) are then first the
preservation of the total Hamiltonian
H(f(t)) = 1
2
∫
R6
|v|2f(t, x, v)dxdv − 1
2
∫
R3
|∇φf (t, x)|2dx = H(f(0)), (1.3)
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and second the preservation of all the so-called Casimir functions: ∀G ∈ C1([0,+∞),R+)
such that G(0) = 0, ∫
R6
G(f(t, x, v)) dxdv =
∫
R6
G(f0(x, v)) dxdv . (1.4)
This last property induces a continuum of conservation laws and is the major dif-
ference between this kind of problem and other nonlinear dispersive problems like
nonlinear wave or Schrödinger equations.
1.2. Nonlinear stability of steady state solutions. A classical problem which
has attracted a considerable amount of work both in the astrophysical [3, 4, 25, 26,
41, 42, 54, 2] and mathematical communities, is the question of the nonlinear sta-
bility of stationary states. If we restrict our study to radially symmetric stationary
states –that is a priori depending on (|x|, |v|, x · v) only–, Jean’s theorem [8] ensures
that they can be described as functions of their own microscopic energy and their
angular momentum:
e(x, v) =
|v|2
2
+ φQ(x), `(x, v) = |x× v|2, (1.5)
Q(x, v) = F (e(x, v), `(x, v)) . (1.6)
The existence of such steady states has been discussed in [8] for a large class of
smooth functions F . A well-known conjecture in astrophysics, [10], is now that
among these stationary solutions, those who are nonincreasing functions of their
microscopic energy e are nonlinearly stable by the Vlasov Poisson flow, explicitly:
Conjecture: Non increasing anisotropic galaxies F = F (e, `) with ∂F∂e < 0 on the
support of Q are stable by spherically symmetric perturbations for the flow (1.1).
Non increasing isotropic spherical galaxies F = F (e) with ∂F∂e < 0 on the support
of Q are orbitally stable against general perturbations for the flow (1.1).
Remarkably enough, this conjecture has been proved at the linear level by Dore-
mus, Baumann and Feix [14] (see also [17, 25, 52] for related works), following the
pioneering work by Antonov in the 60’s [3, 4]. These results are based on some co-
ercivity properties of the linearized Hamiltonian under constraints formally arising
from the linearization of the Casimir conservation laws (1.4), see Lynden-Bell [41].
At the nonlinear level, the general problem is open. However, the nonlinear
stability of a large class of stationary solutions of so-called ground state type in-
cluding the polytropic states has been obtained using variational methods in [55],
[18, 20, 21, 22, 13], completed by [50]. In [28, 29, 30], see also [48], we observed
that a direct application of Lion’s concentration compactness techniques [38, 39],
implies that or a large class of convex functions j, the two parameters –according
to the scaling symmetry of (1.1)– minimization problem
I(M1,Mj) = inf|f |L1=M1, |j(f)|L1=Mj
H(f), M1,Mj > 0 (1.7)
is attained up to symmetries on a steady state solution to (1.1) of the form (1.6),
and all minimizing sequences to (1.7) are relatively compact up to a translation
shift in the natural energy space
E = {f ≥ 0 with |f |E = |f |L1 + |f |L∞ + ||v|2f |L1 < +∞}.
The so-called Cazenave, Lions [11] theory of orbital stability then immediately im-
plies the orbital stability of the corresponding ground state steady solution, [29].
3In fact, this last step requires the knowledge of the uniqueness of the minimizer to
(1.7) which is a delicate open problem in general, see [50], but this difficulty was
overcome in [30].
Other non variational approaches based on linearization techniques have also been
explored in [53, 23]. Recently, Guo and Lin [19] proved the radial stability of the
so called King model F (e) = (exp(e0 − e)− 1)+ which is not in the class of ground
states as obtained in the framework of (1.7). Adapting a robust approach developped
by Lin and Strauss in their study of the Vlasov Maxwell system, [35, 36, 37], the
authors use the infinity of conservation laws provided by the nonlinear transport to
construct a sufficient large approximation of the kernel of the linearized operator
close to the steady state. This allows them to recover a coercivity statement of
the linearized energy using Antonov’s coercitivity property which after linearization
and control of higher order terms for the King model yields the claimed stability in
the radial class.
1.3. Additional conserved quantities in the radial setting. Our main purpose
in this paper is to describe a generalized variational approach for the nonlinear
stability of steady states which fully takes into account the nonlinear transport
structure of the problem, and in particular the continuum of constraints at hand
from (1.4).
First recall that in general, the full set of invariant quantities conserved by the
nonlinear transport flow (1.1) depends on the initial data and its possible symme-
tries. From now and for the rest of this paper, we shall restrict our attention to
spherically symmetric solutions f(x, v) = f(|x|, |v|, x·v) where we will systematically
abuse notations and identify f with its image through various diffeomorphisms. We
then let Erad be the space of spherically symmetric distribution functions of finite
energy
Erad = {f ∈ E , f spherically symmetric}, (1.8)
and recall that if f is spherically symmetric, then ρf (x) = ρf (|x|) and φf (x) =
φf (|x|). This implies in particular from a direct computation that the momentum
` = |x× v|2
is conserved by the characteristic flow associated to (1.1), and hence a larger class
of Casimir conservation laws (1.4) holds:∫
R6
G(f(t, x, v), |x× v|2)dxdv =
∫
R6
G(f0(x, v), |x× v|2)dxdv (1.9)
for all G ∈ C1([0,+∞)× [0,+∞),R+) with G(0, `) = 0, ∀` ≥ 0.
Let us reformulate (1.9) in terms of equimeasurability properties of f and f0.
Performing the change of variables
r = |x|, w = |v|, x · v = |x||v| cos θ, r, w > 0, θ ∈]0, pi[,
the Lebesgue measure is mapped onto:∫
R6
f(x, v)dxdv = 8pi2
∫ ∞
r=0
∫ +∞
w=0
∫ pi
θ=0
f(r, w, cos θ)r2w2 sin θdrdwdθ.
We then perform the second change of variables
r = r, u = w sign(cos θ), ` = r2w2 sin2 θ
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and get from Fubini:∫
R6
f(x, v)dxdv =
∫ +∞
`=0
[∫
(r,u)∈Ω`
f(r, u, `)dν`
]
d` (1.10)
with
Ω` = {(r, u) ∈ R+ × R with r2u2 > `} (1.11)
and
dν` = 4pi
2
1r2u2>` (r
2u2 − `)−1/2r|u|drdu. (1.12)
We then define the distribution function of f at given kinetic momentum `: ∀` > 0,
∀s ≥ 0,
µf (s, `) = ν` {(r, u) ∈ Ω`, f(r, u, `) > s} , (1.13)
or equivalently
µf (s, `) = 4pi
2
∫ +∞
r=0
∫ +∞
u=−∞
1f(r,u,`)>s(r
2u2 − `)−1/2r|u|1r2u2>` drdu . (1.14)
We now define the set of distribution functions which are equimeasurable to f at
given ` by:
Eq(f) = {g ≥ 0 spherically symmetric, ∀s > 0, µf (s, `) = µg(s, `) a.e. `}.
(1.15)
We then have from standard arguments:
Lemma 1.1 (Characterization of Eq(f)). Let f ∈ L1∩L∞, nonnegative and spher-
ically symmetric, then the following are equivalent:
(i) g ∈ Eq(f);
(ii) ∀G(h, `) ≥ 0, C1 with G(0, `) = 0, there holds:∫
R6
G(f(x, v), |x× v|2)dxdv =
∫
R6
G(g(x, v), |x× v|2)dxdv.
Lemma 1.1 allows us to reformulate the conservation laws of the full Casimir class
(1.9) in the radial setting as follows:
∀t ≥ 0, f(t) ∈ Eq(f0). (1.16)
1.4. Assumption (A) on the steady state. Before stating the results, let us fix
our assumptions on the steady state Q.
(i) Q is a continuous, nonnegative, non zero, compactly supported steady state
solution of the Vlasov-Poisson system (1.1).
(ii) There exists a continuous function F : R× R+ → R+ such that
∀(x, v) ∈ R6, Q(x, v) = F
( |v|2
2
+ φQ(x), |x× v|2
)
. (1.17)
(iii) There exists e0 < 0 such that:
O = {(e, `) ∈ R× R+ : F (e, `) > 0} ⊂]−∞, e0[×R+,
F is C1 on O, with ∂F
∂e
< 0.
Remark 1.2. Note that ∂F∂e may be infinite at the boundary of O, as is the case
for polytropic ground states F (e, `) = (e0 − e)q+`κ, for some 0 < q < 1 and κ ≥ 0.
5Below we list a number of physically relevant models for which our non linear
stability result applies. All these examples are extracted from [10] to which we refer
for a detailed physical description of various gravitational models.
Examples.
– Polytropes and double-power models: The polytropes correspond to the
following form of F :
F (e, `) = (e0 − e)q+`κ, 0 < q < 7/2, κ ≥ 0,
where e0 < 0 is a constant threshold energy. A generalization of these
polytropes is provided by the so-called double-power model [10]:
F (e, `) =
∑
0≤i,j≤N
αij(e0 − e)qi+`κj ,
where αij are nonnegative constants.
– Michie-King models:
F (e, `) = exp(−`/2r2a) (exp(e0 − e)− 1)+ ,
where e0 < 0 and the constant ra > 0 is the anisotropy radius [10]. When
ra goes to infinity, this model reduces to the King model.
– Osipkov-Merritt models:
F (e, `) = G
(
e0 − e+ `
2r2a
)
,
where e0 < 0, ra > 0 are constants, and G is a nonincreasing C1 function
such that G(t) = 0 for all t ≤ 0.
1.5. Statement of the results. From (1.16), a natural generalization of (1.7) in
the radial setting is to minimize the Hamiltonian under constraints of given equimea-
surability. This is a very natural strategy to prove stability in a nonlinear transport
setting which goes back in fluid mechanics to the celebrated works of Arnold, see
e.g [5], [6], [7], Marchioro and Pulvirenti [43], [45] , Wolansky and Ghil [56], and
references therein, and is also very much present in the physics litterature, see in
particular Lynden-bell [41], Gardner [16], Wiechen, Ziegler, Schindler [54], Aly [2]
and references therein. The mathematical implementation of the corresponding
variational problem is however confronted to the description of bounded sequences
in Eq(f0) and a possible lack of compactness in general, see for example Alvino,
Trombetti and Lions [1] for an introduction to this kind of problem.
Our first result is the characterization of non increasing states as local minimizers
of the Hamiltonian in Erad under a constraint of equimeasurability:
Theorem 1.3 (Local variational characterization of Q). There exists a constant
C0 > 0 such that the following holds. For all R > 0, there exists δ0(R) > 0 such
that, for all f ∈ Erad ∩ Eq(Q) satisfying
|f −Q|E ≤ R, |∇φf −∇φQ|L2 ≤ δ0(R), (1.18)
we have
H(f)−H(Q) ≥ C0|∇φf −∇φQ|2L2 . (1.19)
If in addition H(f) = H(Q), then f = Q.
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Theorem 1.3 was first obtained by Guo, Rein [23] for a perturbation f near Q 1
in the specific case of the isotropic King model, and for isotropic relativistic models
F (e, l) = F (e) with locally bounded derivative F ′(e) in [24], and this excludes any
singularity at the boundary –as many polytropic models would have–.
Let us stress onto the fact that Theorem 1.3 by itself alone is too weak to yield a
stability statement including the full set of radial pertubations. Hence the impor-
tance of Theorem 1.3 relies in fact mostly on its proof. Indeed, a new important
feature of our analysis is to use a monotonicity property of the Hamiltonian under
a generalized Schwarz symmetrization which is not the standard radial rearrange-
ment but a rearrangement with respect to a given microscopic energy |v|
2
2 +φ(x), at
fixed angular momentum |x × v|2, see Proposition 2.8 for a precise definition and
Proposition 3.1 for the monotonicity statement. This monotonicity is very much a
consequence of the "bathtub" principle for symmetric rearrangements, see Lieb and
Loss [33], and was already observed in the physics litterature, see Gardner [16], Aly
[2]. It produces a reduced functional J (φf ) which depends on the Poisson field φf
only and not the full distribution function. The outcome is a lower bound
H(f)−H(Q) ≥ J (φf )− J (φQ). (1.20)
Interestingly enough, the reduced functional J was first introduced on physical
ground as a generalized potential energy in the pioneering works by Lynden-Bell
[41], see also Wiechen, Ziegler, Schindler [54]. It now turns out from explicit com-
putation that the critical points of J are the Poisson field of steady states, and that
the Hessian of J near the Poisson field of a nondecreasing steady state can be di-
rectly connected to the Hartree-Fock exchange operator [41], which is coercive from
Antonov’s stability criterion, see section 4, and hence φQ itself is a local minimizer
of J .
The important outcome of the structure (1.20) is that by reducing the problem
to a problem on the Poisson field only, we are able to extract compactness in the
radial setting from any minimizing sequence whose Hamiltonian converges to Q
without the assumption of equimeasurability, thanks to the smoothing and compact-
ness provided by the radial Poisson equation. This allows us to prove the following
compactness result which is the heart of our analysis.
Given f ∈ Erad, we consider the family of its Schwarz symmetrizations f∗(·, `),
` > 0, as defined in Proposition 2.6. We then claim:
Theorem 1.4 (Compactness of local minimizing sequences). There exists δ > 0
such that the following holds. Let fn be a sequence of functions of Erad, bounded in
L∞, such that
|∇φfn −∇φQ|L2 < δ, (1.21)
and
lim sup
n→+∞
H(fn) ≤ H(Q), f∗n → Q∗ in L1(R+ × R+) as n→ +∞ (1.22)
then
fn → Q in L1(R6), |v|2fn → |v|2Q in L1(R6). (1.23)
Theorem 1.4 is the key to the radial Cazenave-Lions’ theory of orbital stability
[11] and implies that any compactly supported non increasing steady state Q as
1and not only φf near φQ which is an issue for the proof of Theorem 1.4
7defined by (1.17), is nonlinearly stable under the action of the Vlasov-Poisson flow
with respect to spherical perturbations. We thus obtain the main result of this
paper:
Theorem 1.5 (Nonlinear stability of Q under the nonlinear flow (1.1)). For all M
large enough and for all ε > 0, there exists η > 0 such that the following holds true.
Let f0 ∈ Erad ∩ C1c with
|f0 −Q|L1 < η, |f0|L∞ < M, H(f0) < H(Q) + η, (1.24)
then the corresponding global strong solution f(t) to (1.1) satisfies: ∀t ≥ 0,
|f(t)−Q|L1 + ||v|2(f(t)−Q)|L1 < ε, |f(t)|L∞ < M. (1.25)
Comments on Theorem 1.5
1. Linear versus nonlinear stability. A natural strategy to pass from linear to
nonlinear stability is to try to linearize the problem and estimate higher order terms
as perturbations. This turns out to be quite delicate in general and the control of
higher order terms may be challenging, see [53], [19] for a treatment of the King
model, [32] for the polytropic case. Our analysis avoids this classical difficulty using
two facts. We first derive a global monotonicity property which is fundamentally
a nonlinear property and does not rely on any linearization procedure, Proposition
3.1, and which reduces the problem to understanding a simpler functional on the
Poisson field φ only. For this functional, we do apply a linearization procedure that
is a Taylor expansion near φQ, but we avoid the computation of higher order terms
thanks to compactness properties of the Hessian, see (4.45), (4.61).
2. Comparison with previous nonlinear stability results. In view of the nonlinear
stability result obtained for ground state type minimizers of (1.7) which are not
restricted to the radial class, one may ask whether a generic steady solution of the
form (1.17) can in fact be obtained as a ground state for (1.7). This is a nontriv-
ial issue which is connected to the notion of equivalence of ensemble in statistical
physics. In a forthcoming work [31] and following pioneering ideas from Lieb and
Yau [34], we will exhibit a large class of monotonic functions F for which the equiv-
alence of ensemble actually holds. There are however of course many well known
examples where this equivalence of ensembles fails. Note also that physical investi-
gations around these minimization problems can be found in [12] and the references
therein.
3. Comparison with 2D incompressible Euler. The conservation of equimeasurabil-
ity properties by the nonlinear transport flow has also been used in the literature
to prove the stability of steady states for the 2D incompressible Euler flow, see
for example Marchioro, Pulvirenti [45] and references therein. For a discussion on
variational problems with equimeasurability constraints in fluid dynamics, one can
also refer to Serre [51]. Our result generalizes this approach to the Vlasov-Poisson
system which is however more delicate due to the non trivial structure of both the
Hamiltonian and the steady states solutions.
The conjecture of stability of nonincreasing radially symmetric steady states is
hence proved for radial perturbations. Note that the result is expected to be opti-
mal for anisotropic galaxies with a non trivial dependence on ` as some numerical
simulations suggest the possible instability of anisotropic models against general
perturbations, see [10]. One important open problem after this work is certainly
the general setting of nonradial perturbations for spherical models.
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1.6. Strategy of the proof. Let us give a brief insight into the proof of the varia-
tional characterization of Q given by Theorem 1.3 and the lower bound (1.20) which
are key features of our analysis. It follows in three main steps.
Step 1. Rearrangement with respect to a given Poisson field.
Let a Poisson field φ and a radially symmetric distribution function f ∈ Erad, we
aim at defining the Schwarz symmetrization of f with respect to the microscopic
energy e = |v|
2
2 + φ(x) at each given kinetic momentum `. In other words, given
` = |x× v|2 > 0, we are looking for a function f∗φ(x, v) = G
( |v|2
2 + φ(x), `
)
which
is a nonincreasing function of e and which is equimeasurable to f in the sense of
(1.13), (1.15) i.e.:
∀t > 0, µf (t, `) = µf∗φ(t, `) a.e ` > 0.
As a simple change of variables formula similar to (1.10) reveals, the choice of f∗φ
is essentially unique and given by:
f∗φ(x, v) = f∗
(
aφ
( |v|2
2
+ φ(x), |x× v|2
)
, |x× v|2
)
1 |v|2
2
+φ(x)<0
(1.26)
where f∗ is the standard Schwarz symmetrization of f at given ` -see Proposition 2.7
for a precise statement- and aφ is the Jacobian of the change of variables, explicitly:
aφ(e, `) = 8pi
2
√
2
∫ +∞
0
(
e− φ(r)− `
2r2
)1/2
+
dr. (1.27)
Note that the steady state Q being by assumption a nonincreasing function of its
microscopic energy, it is automatically a fixed point for this transformation –see
Corollary 2.9–:
Q = Q∗φQ . (1.28)
Step 2. Monotonicity of the Hamiltonian under the f∗φf rearrangement.
The key property which can be found in the physics litterature, see in particular
Aly [2], is now the monotonicity of the Hamiltonian (1.3) under the generalized
rearrangement (1.26), see Proposition 3.1:
∀f ∈ Erad, H(f) ≥ H(f∗φf ). (1.29)
Pick then f as in the hypothesis of Theorem 1.3 so that f∗ = Q∗, then a slightly
more careful analysis of the monotonicity formula (1.29) implies a lower bound of
the Hamiltonian by a functional which depends on the Poisson field φf only:
H(f)−H(Q) ≥ J (φf )− J (φQ) (1.30)
with
J (φf ) = H(Q∗φf ) + 1
2
∫
R3
|∇φ
Q
∗φf −∇φf |2 .
This dependence in φ only which displays nice compactness properties in the radial
setting is the key to the proof of the convergence of minimizing sequences, The-
orem 1.4. Another important feature in the proof of Theorem 1.4 will be to not
only use the monotonicity (1.29), but to observe that some norm is controlled by
H(f)−H(f∗φf ), see section 3.3.
Step 3. Coercivity of the Hessian of J at φQ.
9From (1.30), the lower bound (1.19) now follows from the lower bound:
J (φf )− J (φQ) ≥ C|∇φf −∇φQ|2L2 (1.31)
in the vicinity of φQ. This local coercivity lower bound relies on an explicit com-
putation of the Taylor expansion of J at φQ, Proposition 4.3. The steady state
equation (1.28) implies that φQ is a critical point of J , while the Hessian at φQ is
intimately related to the Lynden-Bell Hartree-Fock exchange operator [41] , which
coercivity was essentially proved 40 years ago by Antonov, [3], [4], see Proposition
4.1, using in particular the fact that in radial symmetry, the kernel of the linearized
transport operator close to Q is explicit. Note that the rigorous derivation of the
first two derivatives of J at φQ requires a detailed study of the regularity properties
of the Jacobian aφ given by (1.27) which a priori displays a
√· regularity only.
This paper is organized as follows. In section 2, we introduce the Schwarz sym-
metrization with respect to the microscopic energy |v|
2
2 + φ(x), at fixed kinetic
momentum |x× v|2, and prove some natural continuity property of the correspond-
ing object f∗φ, Proposition 2.8, and of the Jacobian function aφ, Lemmas 2.3, 2.4,
2.5. In section 3, we prove the key monotonicity Proposition 3.1 which reduces the
analysis to coercivity properties of the functional J (φ) near φQ, Proposition 3.2.
We then first conclude the proofs of Theorems 1.3, 1.4, 1.5. assuming Proposition
3.2 which is eventually proved in section 4.
Acknowledgement. The authors would like to thank P.-E. Jabin for stimulating
discussions about this work, and are endebted to J.-J. Aly for having kindly guided
them through the physics reference on the subject and in particular the pioneering
important works [41], [54], [2]. M. Lemou was supported by the Agence Nationale
de la Recherche, ANR Jeunes Chercheurs MNEC. F. Méhats was supported by
the Agence Nationale de la Recherche, ANR project QUATRAIN. P. Raphaël was
supported by the Agence Nationale de la Recherche, ANR Projet Blanc OndeNonLin
and ANR Jeune Chercheur SWAP.
2. Symmetric rearrangement with respect to a given microscopic
energy
Our aim in this section is to introduce the symmetric rearrangement f∗φ of a
distribution function f ∈ Erad with respect to a given microscopic energy |v|
2
2 +
φ(x). This notion generalizes the standard Schwarz symmetrization and is the well
fitted object for the study of the minimization problem (1.19). This symmetrization
involves the use the Jacobian function aφ given by (1.27). We start with proving
some continuity and differentiability properties of this functional which will be used
all along the paper, Lemma 2.3, 2.4, 2.5, and then define f∗φ and give its first
properties, Proposition 2.8.
2.1. Definition and differentiability in e of the Jacobian function aφ. Our
aim in this subsection is to study the Jacobian aφ(e, `) given by (1.27), which appears
in the definition of the generalized Schwarz symmetrization (2.63). The class of
Poisson potentials φ which is well fitted for the analysis is
Φrad =
{
φ : R3 → R such that there exists f ∈ Erad with φ = φf
}
(2.1)
Let us start with some properties of the so called effective potential appearing in
the definition (1.27) which are elementary but crucial to obtain uniform bounds on
aφ and its various derivatives.
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ψφ,`(r)
r1(φ, e, `) r2(φ, e, `) r
eφ,`
0
e
r0(φ, `)
Figure 1. Profile of the effective potential ψφ,`(r)
Lemma 2.1 (Structure of the effective potential for φ ∈ Φrad). Let φ = φf ∈ Φrad,
be non zero. For ` > 0, consider the effective potential
ψφ,`(r) = φ(r) +
`
2r2
, r > 0. (2.2)
(i) Structure of ψφ,`: ψφ,` ∈ C1(R3\{0}) and
eφ,` = inf
r≥0
[ψφ,`(r)] , (2.3)
is attained at a unique r0(φ, `). ψφ,` is strictly decreasing on (0, r0(φ, `)) and strictly
increasing on (r0(φ, `),+∞) with
lim
r→0
ψφ,`(r) = +∞, lim
r→+∞ψφ,`(r) = 0. (2.4)
Moreover, the function ` 7→ eφ,` is continuous on R∗+, with the uniform bound:
∀` > 0, max
(
φ(0),−|f |
2
L1
2`
)
≤ eφ,` < 0. (2.5)
(ii) Level sets of ψφ,`: for eφ,` < e < 0, let
r1(φ, e, `) = inf {r ≥ 0 st. e− ψφ,`(r) > 0} , (2.6)
r2(φ, e, `) = sup {r ≥ 0 st. e− ψφ,`(r) > 0} . (2.7)
Then r1(φ, e, `), r2(φ, e, `) are C1 functions of e with uniform bounds: ∀eφ,` < e < 0:
0 <
`
2|f |L1
≤ r1(φ, e, `) < r2(φ, e, `) ≤ −|f |L1
e
. (2.8)
(iii) Concavity lower bound: there holds the uniform concavity lower bound ∀e ∈
(eφ,`, 0), ∀r ∈ [r1(e, φ, `), r2(e, φ, `)],
e− ψφ,`(r) ≥ `
2r2 r1r2
(r − r1(φ, e, `))(r2(φ, e, `)− r). (2.9)
On Figure 1, we summarize the properties of ψ` described above.
Remark 2.2. In the sequel and when there is no ambiguity, we will avoid the
(φ, e, `) dependence and note r0, r1, r2.
Proof. The proof is elementary but relies on a crucial way on the positivity of ∆φf .
Let us recall the standard interpolation estimate for f ∈ E :
|∇φf |2L2 ≤ C||v|2f |1/2L1 |f |
7/6
L1
|f |1/3L∞ . (2.10)
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Let φ = φf ∈ Φrad, then by interpolation and Sobolev embedding, ρf ∈ L5/3(R3)
and thus φf ∈W 2,5/3loc (R3) ⊂ C0(R3) and φf ∈ C1(R3\{0}) by elliptic regularity and
the radial assumption, from which ψφ,` ∈ C1(R3\{0}).
We now integrate the radial Poisson equation and get:
r2φ′f (r) = 4pi
∫ r
0
s2ρf (s)ds ≥ 0, lim
r→+∞ rφf (r) = −|f |L1 . (2.11)
Note that the second identity is obtained by integrating the first one as follows:
rφf (r) = −4pi
∫ r
0
s2ρf (s)ds− 4pir
∫ +∞
r
sρf (s)ds. (2.12)
We deduce that φ = φf is continuous, nondecreasing and nonpositive on [0,+∞[
with
φ(r) ≥ max
(
φ(0),−|f |L1
r
)
, ∀r ≥ 0, (2.13)
and there exists r˜ > 0, such that
φ(r) ≤ −|f |L1
2r
, ∀ r ≥ r˜. (2.14)
Thus (2.13), (2.14) imply (2.4). From (2.14), eφ,` given by (2.3) satisfies
eφ,` ≤ inf
r≥r˜
[
−|f |L1
2r
+
`
2r2
]
< 0,
since by assumption f 6= 0, and hence eφ,` is attained at some r0 = r0(e, φ, `). Thus
from (2.13):
eφ,` = φ(r0) +
`
2r20
≥ max
(
φ(0),−|f |L1
r0
+
`
2r20
)
≥ max
(
φ(0),−|f |
2
L1
2`
)
∀` > 0,
and (2.5) is proved.
Observe now from (2.11) again that:
ψ′φ,`(r) = φ
′(r)− `
r3
, and (r2ψ′φ,`(r))
′ = r2ρf +
`
r2
> 0, (2.15)
and hence from ψ′`(r0(e, φ, `)) = 0:
∀r > 0, r2ψ′φ,`(r) =
∫ r
r0
(
r2ρf (r) +
`
r2
)
dr, (2.16)
which yields the uniqueness of the minimum r0 > 0 and the claimed monotonicity
properties of ψφ,`.
Together with (2.4), we conclude from (2.16) that r1, r2 given by (2.6), (2.7) are
well defined for eφ,` < e < 0, and are C1 functions of e from the implicit function
theorem. To prove the uniform bound (2.8), we observe from (2.13):{
r ≥ 0; st. e− φ(r)− `
2r2
> 0
}
⊂
{
r ≥ 0; st. e+ |f |L1
r
− `
2r2
> 0
}
,
and hence using from (2.5) that |f |2L1 + 2e` > 0 for e > eφ,`:{
r ≥ 0; st. e+ |f |L1
r
− `
2r2
> 0
}
⊂
 `
|f |L1 +
√
|f |2
L1
+ 2e`
,
`
|f |L1 −
√
|f |2
L1
+ 2e`
 .
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We then use the definitions (2.6) and (2.7) to get
0 <
`
|f |L1 +
√
|f |2
L1
+ 2e`
≤ r1(φ, e, `) < r2(φ, e, `) ≤ `
|f |L1 −
√
|f |2
L1
+ 2e`
,
which implies (2.8).
Let us now prove the continuity of the function ` 7→ eφ,` on R∗+. Let 0 < `1 < `2
be fixed. From the definitions (2.2) and (2.3), for all ` ∈ [`1, `2] we have
eφ,` ≤ eφ,`2
thus, applying (2.8) with e = 12eφ,`2 gives
α1 ≤ r0(φ, `) ≤ α2, with α1 = `1
2|f |L1
> 0, α2 =
2|f |L1
|eφ,`2 |
> 0.
Hence, (r, `) 7→ ψφ,`(r) being continuous, the function
` ∈ [`1, `2] 7→ eφ,` = min
r∈[α,α2]
ψφ,`(r)
is continuous.
It remains to prove the concavity bound (2.9). Let
w(r) = e− ψφ,`(r)− `
2r2 r1r2
(r − r1)(r2 − r),
then
(rw(r))′′ =
1
r
(
−(r2ψ′φ,`(r))′ +
`
r2
)
= −rρf (r) ≤ 0,
where we used (2.15). Hence the function r 7→ rw(r) is concave. Since it vanishes
at r1 and r2, we conclude that w(r) ≥ 0 for all r ∈ [r1, r2] and (2.9) is proved.
This concludes the proof of Lemma 2.1. 
Let us now define the Jacobian function aφ(e, `) and examine its differentiability
properties in e :
Lemma 2.3 (Definition and differentiability properties in e of the Jacobian aφ).
For φ = φf ∈ Φrad non zero and ` > 0, we define:
aφ(e, `) =
{
ν`
{
(r, u) ∈ (R+)2 : u22 + φ(r) < e
}
for e < 0 and ` > 0,
+∞ for e ≥ 0, and ` > 0,
(2.17)
where ν` is the measure given by (1.12), equivalently: ∀` > 0, ∀e < 0,
aφ(e, `) = 8pi
2
√
2
∫ r2
r1
(e− ψφ,`(r))1/2 dr. (2.18)
Then:
(i) Behavior of aφ: aφ(e, `) = 0 for e < eφ,` and:
∀` > 0, aφ(eφ,`, `) = 0, lim
e→0−
aφ(e, `) = +∞. (2.19)
(ii) Uniform bounds on aφ: let
0 < mφ := inf
r≥0
(r + 1)|φ(r)| < +∞, (2.20)
then there holds the bounds:
∀e < 0, aφ(e, `) ≤ 16pi2|e|−1/2|f |L1 , (2.21)
and
∀e ∈ (− m
2
φ
4(2mφ + `)
, 0), aφ(e, `) ≥ 4pi
2
3
|e|−1/2mφ. (2.22)
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(iii) Differentiability in e: the map e→ aφ(e, `) is a C1-diffeomorphims from (eφ,`, 0)
to (0,+∞) with:
∀e ∈]eφ,`, 0[, ∂aφ
∂e
(e, `) = 4pi2
√
2
∫ r2
r1
(e− ψφ,`(r))−1/2 dr > 0. (2.23)
Abusing notations, we shall denote in the sequel a−1φ (·, `) : (0,+∞) → (eφ,`, 0) its
inverse function.
Proof. Step 1. Bounds on aφ.
First compute from the definitions (2.17) and (1.12): ∀e < 0, ∀` > 0 :
aφ(e, `) = 8pi
2
∫
r>0
∫
u>0
1u2
2
+φ(r)<e
1r2u2>` (r
2u2 − `)−1/2rudrdu
= 8pi2
∫
r>0
1e−φ(r)− `
2r2
>0
(∫ √2(e−φ(r))
u=
√
`
r
(r2u2 − `)−1/2udu
)
rdr
= 8pi2
√
2
∫ r2
r1
(
e− φ(r)− `
2r2
)1/2
+
dr,
this is (2.18) or, equivalently, (1.27). Then aφ(e, `) = 0 for e ≤ eφ,` and aφ(e, `) > 0
on (eφ,`, 0) from Lemma 2.1.
We now estimate aφ from above for e < 0 using (2.13) and (2.8) as follows
aφ(e, `) = 8pi
2
√
2
∫ r2(φ,e,`)
r1(φ,e,`)
(
e− φ(r)− `
2r2
)1/2
dr
≤ 8pi2
√
2
∫ r2(φ,e,`)
r1(φ,e,`)
( |f |L1
r
)1/2
dr
≤ 16pi2
√
2|f |1/2
L1
(
r2(φ, e, `)
1/2 − r1(φ, e, `)1/2
)
≤ 16pi2|f |L1 |e|−1/2,
and (2.21) is proved. To estimate aφ(e, `) from below, first observe that (2.20)
follows from (2.11). We then write:
aφ(e, `) ≥ 8pi2
√
2
∫ +∞
0
(
e+
mφ
r + 1
− `
2r2
)1/2
+
dr
≥ 8pi2
√
2
∫ +∞
1+`/mφ
(
e+
mφ
r + 1
− `
2r2
)1/2
+
dr
and observe that for r ≥ 1 + `/mφ , we have
mφ
r + 1
− `
2r2
≥ mφ
r + 1
− `
2(r2 − 1) ≥
mφ
r + 1
(
1− `
2mφ(r − 1)
)
≥ mφ
2(r + 1)
.
Thus:
aφ(e, `) ≥ 8pi2
√
2
∫ +∞
1+`/mφ
(
e+
mφ
2(r + 1)
)1/2
+
dr
≥ 8pi2
√
2
( |e|
mφ
)1/2 ∫ +∞
1+`/mφ
(mφ − 2|e|(r + 1))1/2+ dr
≥ 8pi2
√
2
3
|e|−1/2mφ
(
1− 2|e|2mφ + `
m2φ
)3/2
+
.
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This means that for |e| ≤ m
2
φ
4(2mφ+`)
, aφ(e, `) ≥ 4pi23 |e|−1/2mφ, and (2.19) and (2.22)
are proved. The continuity and the monotonicity of the application e 7→ aφ(e, `) is
a consequence of (2.8) and of the dominated convergence theorem, since(
e− φ(r)− `
2r2
)1/2
+
≤ (−φ(0))1/2, for all r ∈]eφ,`, 0[.
Step 2. Differentiability of aφ.
We are now in position to prove the differentiability of the function e→ aφ(e, `)
which follows from the version of Lebesgue’s derivation theorem given by Lemma
A.1. Let us fix ` > 0 and write
aφ(e, `) =
∫ +∞
0
g(e, r)dr
with
g(e, r) = 8pi2
√
2 (e− ψφ,`(r))1/2 1r1(φ,e,`)<r<r2(φ,e,`) = 8pi2
√
2 (e− ψφ,`(r))1/2+ ,
and with ψφ,` given by (2.2). Let e0 ∈]eφ,`, 0[ and I =]e0 − ε, e0 + ε[, with ε small
enough such that I ⊂]eφ,`, 0[. Let us check the assumptions of Lemma A.1. By
(2.13), we have
0 ≤ g(e, r) ≤ C
( |f |L1
r
)1/2
1r1(φ,e,`)<r<r2(φ,e,`) ≤
C√
`
|f |L11
0<r<
|f |
L1
2|e0+ε|
where we used (2.8). Hence, by standard dominated convergence, g ∈ C0(I, L1(R+)).
Moreover, from the C1 regularity of the boundary r1, r2 with respect to e and the
cancellation e− ψφ,`(r1) = e− ψφ,`(r2) = 0, the distributional partial derivative of
g is given by
∂g
∂e
(e, r) = 4pi2
√
2 (e− ψφ,`(r))−1/2 1r1(φ,e,`)<r<r2(φ,e,`) ,
and hence the continuity of r1, r2 with respect to e implies the a.e. convergence in
r of this function when e→ e0:
∂g
∂e
(e, r)→ ∂g
∂e
(e0, r) as e→ e0, for all r 6= r1(φ, e0, `), r 6= r2(φ, e0, `). (2.24)
Now from the concavity estimate (2.9):
0 ≤ ∂g
∂e
(e, r) ≤ C√
`
r
√
r1r2√
(r − r1)(r2 − r)
1r1<r<r2
≤ C√
`
|f |2L1
|e0 + ε|2
1√
(r − r1)(r2 − r)
1r1<r<r2 =: qe(r), (2.25)
where we applied (2.8) and recall that r1 = r1(φ, e, `), r2 = r2(φ, e, `). We observe
that ∫ r2
r1
qe(r)dr =
C√
`
|f |2L1
|e0 + ε|2pi, (2.26)
which implies in particular that qe ∈ L1(R+) and ∂g∂e (e, r) ∈ L1(I × R+). Together
with (2.24), this implies that Assumption (i) of Lemma A.1 is satisfied.
Let us now check Assumption (ii). From the continuity of r1(φ, e, `) and r2(φ, e, `)
with respect to e, we deduce that
qe(r)→ qe0(r) as e→ e0, for all r 6= r1(φ, e0, `), r 6= r2(φ, e0, `).
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This a.e. convergence, coupled to the fact that, by (2.26), the integral of the positive
functions qe is independent of e, is enough to conclude, thanks to the Brézis-Lieb
theorem (see Theorem 1.9 of [33]), that qe converges to qe0 in L1(R+) as e → e0.
Assumption (ii) is then satisfied. Hence Lemma A.1 can be applied and aφ(e, `) is C1
with respect to e with its derivative given by (2.23). From Lemma 2.1, ∂aφ∂e (e, `) > 0
on ]eφ,`, 0[, so by (2.19) e 7→ aφ(e, `) is a C1 diffeomorphism from ]eφ,`, 0[ to ]0,+∞[.
This concludes the proof of Lemma 2.3. 
2.2. Regularity properties in φ of aφ and a−1φ . We continue the analysis of
the Jacobian aφ and claim further continuity and differentiability properties with
respect to φ.
Lemma 2.4 (Continuity properties of aφ(e, `) with respect to φ). Let f ∈ Erad
nonzero, let fn be a bounded sequence in Erad and denote φn = φfn, φ = φf .
Assume that ∇φfn → ∇φf in L2(R3) as n → +∞. Then, for all ` > 0 fixed, the
following convergence properties hold as n→ +∞:
eφn,` → eφ,`, (2.27)
r1(φn, e, `)→ r1(φ, e, `), r2(φn, e, `)→ r2(φ, e, `), ∀e ∈]eφ,`, 0[, (2.28)
inf
n
inf
r>0
(1 + r)|φn(r)| > 0, (2.29)
aφn(·, `)→ aφ(·, `) uniformly on any compact subset of ]−∞, 0[, (2.30)
a−1φn (s, `)→ a−1φ (s, `) for all s > 0. (2.31)
Proof. Step 1. Convergence of the potentials.
As a standard consequence of interpolation and ∇φn → ∇φ in L2, we have that
ρfn ⇀ ρf weakly in L
5/3(R3). (2.32)
Moreover, by Sobolev embeddings and elliptic regularity, together with the spherical
symmetry of fn, we have:
φn → φ in L∞(R+) as n→ +∞ (2.33)
and
φ′n → φ′ in L∞([a, b]) as n→ +∞, for all 0 < a < b. (2.34)
Step 2. Proof of (2.27).
To prove that eφn,` → eφ,`, we first pass to the limit n→∞ into (2.3), and get
lim sup
n→+∞
eφn,` ≤ eφ,`. (2.35)
Now, we know that the infimum eφn,` is attained at rn = r0(φn, `) and from (2.13)
we have
eφn,` = φn(rn) +
`
2r2n
≥ −|fn|L1
rn
+
`
2r2n
. (2.36)
We observe that
inf
n
|fn|L1 > 0. (2.37)
Otherwise we would have, up to a subsequence, fn → 0 in L1(R6), and then φf = 0.
This means ρf = ∆φf = 0, and then f = 0, which contradicts the assumption
f 6= 0. Therefore, (2.36) and (2.37) ensure that the sequence rn is bounded and
bounded away from 0 since (2.35) implies lim sup eφn,` < 0. Then, any subsequence
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rn′ of rn satisfies rn′ → r0 > 0 (up to extraction) and one can pass to the limit in
eφn′ ,` = φn′(rn′) +
`
2r2
n′
to get
eφn′ ,` → φ(r0) +
`
2r20
≥ eφ,`,
thus
lim inf
n→+∞ eφn,` ≥ eφ,`. (2.38)
Finally (2.35) and (2.38) imply (2.27).
Step 3. Proof of (2.28).
Let e ∈]eφ,`, 0[. From Step 1, we have e ∈]eφn,`, 0[ for n large enough, thus r1(φn, e, `)
is well-defined. By Lemma 2.1, r1(φn, e, `) is characterized by
e = φn(r1) +
`
2r21
and φ′n(r1)−
`
r31
< 0. (2.39)
Moreover, by (2.8), r1(φn, e, `) lies in a compact interval of R∗+. Therefore, after
extraction of a subsequence, we have r1(φn, e, `) → r∗ > 0. Thanks to (2.33) and
(2.34), one can pass to the limit in (2.39) and obtain
e = φ(r∗) +
`
2r2∗
and φ′(r∗)− `
r3∗
≤ 0.
This is enough to conclude that r∗ = r1(φ, e, `). We have thus proved (2.28) for r1.
the proof of r2(φn, e, `)→ r2(φ, e, `) is similar.
Step 4. Proof of (2.29).
Let us prove (2.29):
inf
n
mφn =: m > 0,
where mφn is defined by (2.20). Assume that m = 0. Then there exists a sequence
rn such that (1 + rn)φn(rn) → 0 as n → +∞. If rn is bounded, then, up to a
subsequence, it goes to some r0 ≥ 0 and from (2.33), we get φ(r0) = 0, which is not
possible from (2.11) and f 6= 0. Hence rn is not bounded and, up to a subsequence,
it goes to +∞. Let a > 0. We get from (2.12)
(1 + rn)|φn(rn)| ≥ rn|φn(rn)| ≥ 4pi
∫ rn
0
s2ρfn(s)ds ≥ 4pi
∫ a
0
s2ρfn(s)ds
for n large enough. Passing to the limit in this inequality and using (2.32), we get
ρf = 0, which again contradicts the assumption f 6= 0. We have thus proved (2.29).
Step 5. Proof of (2.30).
Now, we prove the uniform convergence of aφn . We observe from (2.8) that the in-
terval of integration in the expression (2.18) of aφn is bounded. Thus, the dominated
convergence theorem applies since(
e− φn(r)− `
2r2
)1/2
+
≤ (−φn(0))1/2 ≤ C,
from (2.33). This yields aφn(e, `) → aφ(e, `), for all e < 0, ` > 0. Now using the
monotonicity of the function e→ aφn(e, `) at fixed ` and applying the second Dini’s
theorem, we get the desired uniform convergence.
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Step 6. Proof of (2.31).
Let (s, `) ∈ (R∗+)2. Denote
en = a
−1
φn
(s, `), e0 = a
−1
φ (s, `).
We will prove that en → e0. From (2.21), we get
|en| ≤ C
( |fn|L1
aφn(en, `)
)2
= C
( |fn|L1
s
)2
. (2.40)
Now we claim that
|en| ≥ C
(m
s
)2
> 0 if |en| ≤ m
2
4(`+ 2m)
. (2.41)
Indeed, we first get from (2.22)
|en| ≥ C
(
mφn
aφn(en, `)
)2
= C
(mφn
s
)2
> 0, (2.42)
provided that |e| ≤ m
2
φn
4(`+2mφn )
, with mφn defined by (2.20). From (2.29), we have
mφn ≥ m > 0. Therefore, (2.42) implies (2.41) since the function t 7→ t
2
`+2t is
increasing.
We then deduce from (2.40) and (2.41) that the sequence en belongs to a compact
interval of R∗− thus, up to a subsequence, we have en → e∞ ∈ R∗− as n → +∞.
Using (2.30), we have
s = aφn(en, `)→ aφ(e∞, `) as n→ +∞.
Hence,
aφ(e∞, `) = aφ(e0, `) = s ∈ (0,∞).
Since e 7→ aφ(e, `) is invertible from (eφ,`, 0) onto (0,∞), we deduce that
e0 = a
−1
φ (s, `) = e∞,
which means that en → e0 as n→ +∞. The proof of (2.31) is complete.
This concludes the proof of Lemma 2.4. 
Let us now examine the differentiability of aφ and a−1φ with respect to φ. To
shorten the statement of the next lemma, we introduce a few notations. We consider
two nonzero potentials φ = φf ∈ Φrad and φ˜ = φf˜ ∈ Φrad and set:
h = φ˜− φ. (2.43)
For all ` > 0 and λ ∈ [0, 1], we recall the notation
eφ+λh,` = inf
r≥0
(ψφ,`(r) + λh(r)) , (2.44)
where ψφQ,`(r) is defined by (2.2), and denote
Ω(φ, φ˜, `) = {(λ, e) : λ ∈ [0, 1] and e ∈]eφ+λh,`, 0[} . (2.45)
Let s ∈ R∗+ and λ ∈ [0, 1]. Recall that, by Lemma 2.8, there exists a unique
e ∈]eφ+λh,`, 0[, denoted by a−1φ+λh(s, `), such that aφ+λh(e, `) = s. Finally, we set
M = max(|f |L1 , |f˜ |L1). (2.46)
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Lemma 2.5 (Differentiability of aφ(e, `) with respect to φ).
Let ` > 0 be fixed. Consider φ, φ˜ ∈ Φrad both nonzero and let h = φ− φ˜. Then, with
the notations (2.43)–(2.46), the following holds:
(i) The function
(λ, e) 7→ aφ+λh(e, `)
is a C1 function on Ω(φ, φ˜, `). Moreover, we have
∂
∂λ
aφ+λh(e, `) = −4pi2
√
2
∫ r2(φ+λh,e,`)
r1(φ+λh,e,`)
(e− ψφ,`(r)− λh(r))−1/2 h(r)dr, (2.47)
with the bound: ∣∣∣∣∂aφ+λh∂λ (e, `)
∣∣∣∣ ≤ C M2e2√` , ∀(λ, e) ∈ Ω(φ, φ˜, `), (2.48)
for some universal constant C > 0.
(ii) Let s ∈ R∗+. Then the function λ 7→ a−1φ+λh(s, `) is differentiable on [0, 1] and we
have
∂
∂λ
a−1φ+λh(s, `) =
∫ r2
r1
(
a−1φ+λh(s, `)− ψφ,`(r)− λh(r)
)−1/2
h(r)dr∫ r2
r1
(
a−1φ+λh(s, `)− ψφ,`(r)− λh(r)
)−1/2
dr
, (2.49)
where (ri)i=1,2 shortly denotes ri(φ+ λh, a−1φ+λh(s, `), `).
Proof. Recall from Lemma 2.4 that the functions eφ+λh,`, r1(φ+λh, e, `) and r2(φ+
λh, e, `) are continuous functions of λ (for fixed e and `).
Step 1. Proof of (i).
This proof of (i) will be done with Lemma A.1, exactly in the same manner as the
regularity of aφ+λh(e, `) with respect to e in Lemma 2.8. We fix ` > 0 and introduce
the following function
g(λ, e, r) = 8pi2
√
2 (e− ψφ,`(r)− λh(r))1/2+ ,
so that
aφ+λh(e, `) =
∫ r2(φ+λh,e,`)
r1(φ+λh,e,`)
g(λ, e, r)dr.
By (2.13) and (2.8), we have the following uniform bound:
g(λ, e, r) ≤ C
(
M
r1(φ+ λh, e, `)
)1/2
≤ C M√
`
,
where M is defined by (2.46). Hence, one deduces from standard dominated con-
vergence that (λ, e) 7→ aφ+λh(e, `) is a C0 function on [0, 1]× R− and satisfies
aφ+λh(e, `) > 0⇔ (λ, e) ∈ Ω(φ, φ˜, `).
Let us now prove the differentiability of aφ+λh(e, `) with respect to λ. Let λ0 ∈
[0, 1], e0 = eφ+λ0h,`, and e ∈]e0, 0[ be fixed. From the continuity of eφ+λh,` with
respect to λ, we have e ∈]eφ+λh,`, 0[ for λ in a neighborhood I0 of λ0. Hence, for
λ ∈ I0, the distributional partial derivative of g is given by
∂g
∂λ
(λ, e, r) = −4pi2
√
2 (e− ψφ,`(r)− λh(r))−1/2 1r1(φ+λh,e,`)<r<r2(φ+λh,e,`) h(r).
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Moreover, from the continuity of r1(φ+λh, e, `) and r2(φ+λh, e, `) with respect to
λ, we get that
∂g
∂λ
(λ, e, r)→ ∂g
∂λ
(λ0, e, r) as λ→ λ0, (2.50)
for all r 6= r1(φ+ λ0h, e, `), r 6= r2(φ+ λ0h, e, `). Now, we use (2.9) and (2.8):
0 ≤ ∂g
∂λ
(λ, e, r) ≤ C M
2
e2
√
`
1√
(r − r1)(r2 − r)
1r1<r<r2 =: qλ,e(r), (2.51)
with ∫ r2
r1
qλ,e(r)dr = C
M2
e2
√
`
pi. (2.52)
As in Step 2 of the proof of Lemma 2.8, one deduces from (2.50), (2.51), (2.52)
and from the Brézis-Lieb theorem that Assumptions (i) and (ii) of Lemma A.1 are
satisfied. Hence the function aφ+λh(e, `) is differentiable with respect to λ and its
differential ∂∂λaφ+λh(e, `) is given by (2.47).
We now claim that ∂∂λaφ+λh(e, `) is a continuous function of (λ, e) on Ω(φ, φ˜, `).
Indeed, let λ0 ∈ [0, 1] and e0 = eφ+λ0h,` be fixed. A direct adaptation of the proof
of (2.28) enables to show that
r1(φ+ λh, e, `)→ r1(φ+ λ0h, e0, `), r2(φ+ λh, e, `)→ r2(φ+ λ0h, e0, `)
as (λ, e)→ (λ0, e0). Thus we have the following a.e. convergence:
∂g
∂λ
(λ, e, r)→ ∂g
∂λ
(λ0, e0, r) as (λ, e)→ (λ0, e0), for all r 6= r2(φ+ λ0h, e0, `).
(2.53)
Hence, using again the domination (2.51) and the fact that qλ,e → qλ0,e0 in L1(R+)
as (λ, e)→ (λ0, e0), we deduce from dominated convergence theorem that∫ +∞
0
∂g
∂λ
(λ, e, r)dr →
∫ +∞
0
∂g
∂λ
(λ0, e0, r)dr as (λ, e)→ (λ0, e0).
In other words, ∂∂λaφ+λh(e, `) is a continuous function of (λ, e). Similarly,
∂
∂eaφ+λh(e, `)
is a continuous function of (λ, e). Therefore, the function (λ, e) 7→ aφ+λh(e, `) is C1
on Ω(φ, φ˜, `). Since the bound (2.48) stems directly from (2.51) and (2.52), the
proof of Item (i) of Lemma 2.5 is complete.
Step 2. Differentiability of a−1φ+λh(s, `).
Let (s, `) ∈ (R∗+)2. From Lemma 2.4, we already know that the function λ 7→
a−1φ+λh(s, `) is continuous. Let λ0 ∈ [0, 1] and consider a sequence λn ∈ [0, 1] such
that λn → λ0 as n→ +∞. We write
a−1φ+λnh(s, `)− a−1φ+λ0h(s, `)
λn − λ0 = A1(λn)A2(λn), (2.54)
where we have set
A1(λn) =
a−1φ+λnh(s, `)− a−1φ+λ0h(s, `)
aφ+λ0h(a
−1
φ+λnh
(s, `), `)− aφ+λ0h(a−1φ+λ0h(s, `), `)
and
A2(λn) =
aφ+λ0h(a
−1
φ+λnh
(s, `), `)− aφ+λ0h(a−1φ+λ0h(s, `), `)
λn − λ0
=
aφ+λ0h(a
−1
φ+λnh
(s, `), `)− aφ+λnh(a−1φ+λnh(s, `), `)
λn − λ0
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and where we simply used that aφ+λ0h(a
−1
φ+λ0h
(s, `), `) = s = aφ+λnh(a
−1
φ+λnh
(s, `), `).
Let us examine separately the convergence of the two factors A1 and A2 in (2.54).
From the continuity of λ 7→ a−1φ+λh(s, `), we have:
lim
n→+∞ a
−1
φ+λnh
(s, `) = a−1φ+λ0h(s, `), (2.55)
hence
lim
n→+∞A1(λn) =
1
∂aφ+λ0h
∂e
(a−1φ+λ0h(s, `), `)
=
1
4pi2
√
2
∫ r2
r1
(
a−1φ+λ0h(s, `)− ψφ,`(r)− λ0h(r)
)−1/2
dr
.(2.56)
Let us now examine the convergence of the term A2(λn), that we rewrite as follows:
A2(λn) = − 1
λn − λ0
∫ λn
λ0
∂A
∂λ
(µ, en)dµ,
where we have denoted
A(λ, e) = aφ+λh(e, `), en = a
−1
φ+λnh
(s, `).
By (2.55), we have en → e0 = a−1φ+λ0h(s, `). Moreover, from Step 1, we know that
the function (λ, e) 7→ ∂A∂λ (λ, e) is continuous at (λ0, e0). Hence, we have
lim
µ→λ0, n→∞
∂A
∂λ
(µ, en) =
∂A
∂λ
(λ0, e0) =
(
∂aφ+λh
∂λ
)
λ=λ0
(a−1φ+λ0h(s, `), `),
from which we deduce that
lim
n→+∞A2(λn) = −
(
∂aφ+λh
∂λ
)
λ=λ0
(a−1φ+λ0h(s, `), `)
= 4pi2
√
2
∫ r2
r1
(
a−1φ+λ0h(s, `)− ψφ,`(r)− λ0h(r)
)−1/2
h(r)dr.
where we used (2.47). Finally, (2.56) and (2.57) give (2.49). This concludes the
proof of Lemma 2.5. 
2.3. Rearrangement with respect to a given microscopic energy. In this
section, we introduce the Schwarz symmetrization of a function f with respect to a
given microscopic energy e = |v|
2
2 + φ(x) at given momentum ` > 0.
We start by defining a suitable rearrangement of f ∈ Erad at given momentum ` >
0 which preserves the generalized Casimir functionals (1.9). We proceed similarly
like for the usual Schwarz symmetrization, see [33, 27, 1]. Let us recall the definition
(1.13), (1.14) of the distribution function of f at given ` > 0:
µf (s, `) = ν` {(r, u) ∈ Ω`, f(r, u, `) > s}
= 4pi2
∫ +∞
r=0
∫ +∞
u=−∞
1f(r,u,`)>s(r
2u2 − `)−1/2r|u|1r2u2>` drdu .
We then have the following elementary lemma:
Lemma 2.6 (Properties of µf ). Let f ∈ L1 ∩L∞(R6), nonnegative and spherically
symmetric, and let µf (s, `) be the distribution function of f at given ` as defined by
(1.14). Then there exists a set A with |A|R+ = 0 such that
∀` ∈ R+\A, ∀s > 0, µf (s, `) < +∞, (2.57)
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∀` ∈ R+\A, ∀s ≥ |f |L∞ , µf (s, `) = 0. (2.58)
Moreover, ∀` ∈ R+\A, the map s→ µf (s, `) is right continuous on R∗+.
We may now introduce the generalized Schwarz symmetrization:
Proposition 2.7 (Schwarz symmetrization at fixed ` > 0). Let f ∈ L1 ∩ L∞(R6),
nonnegative and spherically symmetric, let µf (t, `) given by (1.14) and let A be the
zero measure set given by Lemma 2.6. We define the Schwarz symmetrization f∗(·, `)
of f at fixed ` as being the pseudo inverse of µf (·, `):
∀t ≥ 0, ∀` ∈ R∗+\A, f∗(t, `) =
{
sup{s ≥ 0 : µf (s, `) > t} for t < µf (0, `)
0 for t ≥ µf (0, `)
(2.59)
with µf given by (1.14). Then f∗(·, `) is a nonincreasing function on [0,∞) and
∀t ≥ 0, ∀` ∈ R∗+\A, µf (t, `) = |{s > 0; f∗(s, `) > t} |R+ (2.60)
In particular
|f∗|Lp(R+×R+) = |f |Lp(R6), ∀ p ∈ [1,+∞] . (2.61)
Moreover, there holds the contractivity relation:
|f∗ − g∗|L1 ≤ |f − g|L1 . (2.62)
Lemma 2.6 and Proposition 2.7 can be derived from standard arguments by
adapting for example the arguments in [44], this is left to the reader.
Given f ∈ Erad and φ ∈ Φrad, we now define the rearrangement of f with respect
to the microscopic energy |v|
2
2 + φ(x).
Proposition 2.8 (Symmetric rearrangement with respect to a given microscopic
energy).
Let f ∈ Erad and φ ∈ Φrad non zero. Let f∗ be its symmetric rearrangement defined
by (2.59). We define the rearrangement f∗φ of f with respect to the microscopic
energy |v|
2
2 + φ(x) by:
f∗φ(x, v) = f∗
(
aφ
( |v|2
2
+ φ(x), |x× v|2
)
, |x× v|2
)
1 |v|2
2
+φ(x)<0
, (2.63)
where aφ is defined in Lemma 2.3. Then
f∗φ ∈ Eq(f) (2.64)
where Eq(f) is defined by (1.15), and in particular:
|f∗φ|Lp = |f |Lp , ∀p ∈ [1,+∞] . (2.65)
Moreover, f∗φ ∈ Erad with estimate:
||v|2f∗φ|L1 ≤ C|∇φ|4/3L2 |f |
7/9
L1
|f |2/9L∞ . (2.66)
Before proving this proposition, we give a corollary which says that nonincreasing
steady states are invariant through the above rearrangement.
Corollary 2.9 (Identification of Q∗φQ). Let Q satisfy Assumption (A) and let Q∗φQ
be defined according to (2.63). Then Q∗φQ = Q and we have
Q∗
(
aφQ(e, `), `
)
= F (e, `), ∀` > 0, ∀e ∈ [eφQ,`, 0[, (2.67)
where eφQ,` is defined in Lemma 2.1. In particular, for all ` > 0, Q
∗(·, `) is a C1
function on ]0, µQ(0, `)[, where µQ is defined by (1.13).
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Proof of Corollary 2.9. Let ` > 0 be fixed and recall the function F defined in
Assumption (A). Assume first that F (e, `) = 0 for all e < 0. From definition (1.13)
we have µQ(s, `) = ν`
{
(r, u) : F
( |u|2
2 + φQ(r), `
)
> s
}
= 0 for all s ≥ 0. This
implies from (2.59) that Q∗(·, `) = 0, and then identity (2.67) is satisfied.
Assume now that F (·, `) is not zero on R∗− and let
e0(`) = sup {e < 0 : F (e, `) > 0} . (2.68)
By Assumption (A), we have e0(`) ≤ e0 < 0 and the function e 7→ F (e, `) is
continuous, strictly decreasing on ]−∞, e0(`)] and vanishes for e ≥ e0(`). As F is
nonnegative, we have from (1.13):
µQ(F (e, `), `) = ν`
{
(r, u) : F
( |u|2
2
+ φQ(r), `
)
> F (e, `)
}
, ∀e ∈ R,
and, F (·, `) being strictly decreasing on ]−∞, e0(`)], this identity implies
µQ(F (e, `), `) = ν`
{
(r, u) :
|u|2
2
+ φQ(r) < e
}
, ∀e ≤ e0(`)
= aφQ(e, `), ∀e ≤ e0(`). (2.69)
Assume that µQ(0, `) = 0, then µQ(·, `) = 0 since it is a nonincreasing function.
Hence, from definition (2.59) we get Q∗(·, `) = 0. Now, we write (2.69) for e = e0(`)
and deduce from the structure of aφQ that e0(`) ≤ eφQ,`. This means that F (e, `) = 0
for e ∈ [eφQ,`, 0[, and identity (2.67) is satisfied.
We now assume µQ(0, `) > 0, which implies from (2.69) that e0(`) > eφQ,`. We
know that aφQ(·, `) (resp. F (·, `)) is continuous and one-to-one from [eφQ,`, e0(`)] to
[0, aφQ(e0(`), `)] (resp. [0, F (eφQ,`, `)]). Hence, identity (2.69) ensures that µQ(·, `)
is invertible from [0, F (eφQ,`, `)] to [0, aφQ(e0(`), `)] and Q
∗ (which is by definition
its pseudoinverse) is its inverse in this case. Therefore, (2.69) implies
Q∗
(
aφQ(e, `), `
)
= F (e, `), ∀e ∈ [eφQ,`, e0(`)].
Now (2.69) implies that aφQ(e, `) ≥ aφQ(e0(`), `) = µQ(0, `) for e ∈ [e0(`), 0[, which
together with the definition of Q∗ ensure that both terms in (2.67) vanish for e ∈
[e0(`), 0[. This ends the proof of (2.67). Finally, using (2.67), we conclude that the
stated C1 regularity of Q∗ on ]0, aφQ(e0(`), `)[ is an immediate consequence of the
C1 regularity and the non vanishing derivatives of F and aφQ on ]eφQ,`, e0(`)[.
To end the proof of Corollary 2.9 , it remains to identify Q and Q∗φQ for a.e.
x, v. Let (x, v) ∈ R6 such that ` = |x × v|2 > 0 and let e(x, v) = |v|22 + φQ(r) ≥
ψφQ,`(r) ≥ eφQ,`, where we used that |v|2 ≥ `r2 . If e(x, v) < 0, then (2.67) gives
directly Q(x, v) = F (e(x, v), `) = Q∗φQ(x, v), by Assumption (A) and (2.63). If
e(x, v) ≥ 0, then we have Q(x, v) = F (e(x, v), `) = Q∗φQ(x, v) = 0, using again
(2.63). This concludes the proof of Corollary 2.9. 
Proof of Proposition 2.8
We first notice that the formula (2.63) is well-defined for a.e. (x, v) ∈ R6 by Propo-
sition 2.7. Indeed, from (1.10) we have that∣∣{(x, v) ∈ R6 : |x× v|2 ∈ A}∣∣R6 = 0,
where A is the measure zero exceptional set given in Lemma 2.6.
Step 1. The change of variables formula.
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The equimeasurability of f and f∗φ relies on the following elementary change of
variables formula: let two nonnegative functions α ∈ C0(R) ∩ L∞(R), β ∈ L1(R+ ×
R+), then ∀` > 0,
2
∫ +∞
0
∫ +∞
0
α
(
u2
2
+ φ(r)
)
β
(
aφ
(
u2
2
+ φ(r), `
)
, `
)
1u2
2
+φ(r)<0
dν`
=
∫ +∞
0
α(a−1φ (s, `))β(s, `)ds.
(2.70)
where ν` is given by (1.12). This implies in particular from (1.10):∫
R6
α
( |v|2
2
+ φ(x)
)
β
(
aφ
( |v|2
2
+ φ(x), |x× v|2
)
, |x× v|2
)
dxdv
=
∫ +∞
0
∫ +∞
0
α(a−1φ (s, `))β(s, `)dsd`.
(2.71)
Let us prove (2.70). We first perform the change of variable on the integral on u in
the lhs of (2.70), e = u
2
2 + φ(r), to obtain
2
∫
r,u≥0
α
(
u2
2
+ φ(r)
)
β
(
aφ
(
u2
2
+ φ(r), `
)
, `
)
1u2
2
+φ(r)<0
dν`
= 4pi2
√
2
∫ +∞
r=0
∫ 0
e=−∞
α(e)β (aφ(e, `), `)
(
e− φ(r)− `
2r2
)−1/2
1e−φ(r)− `
2r2
>0dedr,
Now from Fubini and (2.23), we get
2
∫
r,u≥0
α
(
u2
2
+ φ(r)
)
β
(
aφ
(
u2
2
+ φ(r), `
)
, `
)
1u2
2
+φ(r)<0
dν`
=
∫ 0
eφ,`
α(e)β (aφ(e, `), `)
∂aφ
∂e
(e, `)de.
From Lemma 2.3, for any ` > 0, the map e 7→ aφ(e, `) is a C1-diffeomorphism from
]eφ,`, 0[ to ]0,+∞[, and we may therefore perform the change of variable s = aφ(e, `),
which together with (2.19) yields (2.70).
Step 2. Equimeasurability and proof of (2.66).
Let now φ ∈ Φrad, f ∈ Erad and f∗φ given by (2.63). We first prove that f∗φ ∈ Eq(f)
according to the definition (1.15). For all t ≥ 0 and ` > 0, we use the definition
of µf (·, `) (1.14), of f∗φ (2.63) and the formula (2.70) with α = 1 and β(s, `) =
1f∗(s,`)>t to get:
µf∗φ(t, `) = 2
∫ +∞
0
∫ +∞
0
1f∗φ(r,u,`)>tdν` =
∫ +∞
0
1f∗(s,`)>tds
and hence from (2.60):
∀t ≥ 0, a.e. ` > 0, µf∗φ(t, `) = µf (t, `),
which implies the equimeasurability of f and f∗φ according to the definition (1.15).
It remains to control the kinetic energy of f∗φ according to (2.66). Indeed:
||v|2f∗φ|L1 = 2
∫ ( |v|2
2
+ φ
)
f∗φ(x, v)dxdv + 2
∫
∇φ(x) · ∇φf∗φdx
≤ 2
∫
∇φ(x) · ∇φf∗φdx . |∇φ|L2 ||v|2f∗φ|1/4L1 |f∗φ|
7/12
L1
|f∗φ|1/6L∞
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where we used (2.63) and the interpolation inequality (2.10). This together with a
straightforward localization argument concludes the proof of (2.66).
This concludes the proof of Proposition 2.8.

Let us conclude this section with an elementary Lemma which will be useful in
the sequel.
Lemma 2.10 (Pseudo inverse of f∗(aφ(·, `), `)). Let f ∈ Erad and φ ∈ Φrad be
given nonzero functions, and let ` > 0 such that f∗(0, `) > 0. The function e 7→
f∗(aφ(e, `), `) is nonincreasing from [eφ,`, 0[ to [0, f∗(0, `)]. We define its pseudo
inverse, which we denote (with abuse of notation) s→ (f∗ ◦ aφ)−1(s, `), as follows:
(f∗ ◦ aφ)−1(s, `) = sup{e ∈ [eφ,`, 0[: f∗(aφ(e, `), `) > s}, (2.72)
for all s ∈]0, f∗(0, `)[. Then s → (f∗ ◦ aφ)−1(s, `) is a nonincreasing function and
∀(x, v) ∈ (R3)2 such that |x× v|2 = `, ∀s ∈]0, f∗(0, `)[,
f∗φ(x, v) > s =⇒ |v|
2
2
+ φ(x) ≤ (f∗ ◦ aφ)−1(s, `), (2.73)
f∗φ(x, v) ≤ s =⇒ |v|
2
2
+ φ(x) ≥ (f∗ ◦ aφ)−1(s, `). (2.74)
Proof. Let ` > 0 and s ∈ (0, f∗(0, `)), then f∗(aφ(eφ,`, `), `) = f∗(0, `) > s and
hence
{e ∈ [eφ,`, 0) : f∗(aφ(e, `), `) > s} is not empty.
This means that (f∗ ◦ aφ)−1(s, `) is well defined for s ∈ (0, f∗(0, `)). The mono-
tonicity of (f∗ ◦ aφ)−1 follows from the monotonicity of f∗ and aφ.
Let now (x, v) ∈ R6 be such that |x × v|2 = ` > 0. Assume f∗φ(x, v) > s,
then f∗(aφ(
|v|2
2 + φ(x), `), `) > s and thus
|v|2
2 + φ(x) < 0 . Thus we have either
|v|2
2 + φ(x) < eφ,`, and in this case (2.73) is trivial, or
|v|2
2 + φ(x) ∈ [eφ,`, 0), and
this implies |v|
2
2 + φ(x) ≤ (f∗ ◦ aφ)−1(s, `)) from the definition (2.72). Thus (2.73)
is then proved. Assume now f∗φ(x, v) ≤ s. If |v|22 + φ(x) ≥ 0 then (2.74) is trivial,
otherwise f∗φ(x, v) ≤ s < f∗(0, `) implies that |v|22 + φ(x) ∈ (eφ,`, 0). Thus for all
e ∈ {e ∈ [eφ,`, 0) : f∗(aφ(e, `), `) > s} which is a non empty set, |v|
2
2 + φ(x) ≥ e,
and (2.74) follows. 
3. Nonlinear stability of the Vlasov Poisson system
This section is devoted to the proof of the main results of this paper. We first
exhibit the key monotonicity formula involving the generalized symmetric rearrange-
ment with respect to the Poisson field (2.63), Proposition 3.1, which allows us to
reduce the study of the minimization problem of Theorem 1.3 to the one of an
unconstrained minimization problem on the Poisson field only. The study of this
new problem, that is the proof of Proposition 3.2, is postponed to section 4, and
immediately yields Theorem 1.3. We then show how to extract compactness from
minimizing sequences to prove Theorem 1.4 which now implies Theorem 1.5 from
standard arguments.
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3.1. The monotonicity formula. Given f ∈ Erad, we will note to ease notation:
f̂ = f∗φf , (3.1)
and recall from Proposition 2.8 that:
f̂ ∈ Erad ∩ Eq(f). (3.2)
We introduce the functional of φ ∈ Φrad:
Jf∗(φ) = H(f∗φ) + 1
2
|∇φ−∇φf∗φ |2, (3.3)
and claim the following monotonicity formula which is a fundamental key for our
analysis -see also [2] for related statements-:
Proposition 3.1 (Monotonicity of the Hamiltonian under the f∗φf rearrangement).
Let f ∈ Erad, non zero, and f̂ given by (3.1), then:
H(f) ≥ Jf∗(φf ) ≥ H(f̂). (3.4)
Moreover, H(f) = H(f̂) if and only if f = f̂ .
Proof. Let f, g ∈ Erad, then:
H(f) = 1
2
∫
R6
|v|2f − 1
2
∫
R3
|∇φf |2
=
∫
R6
( |v|2
2
+ φf
)
(f − g) + 1
2
∫
R6
|v|2g +
∫
R3
φfg +
1
2
∫
|∇φf |2
= H(g) +
∫
R6
( |v|2
2
+ φf
)
(f − g) + 1
2
∫
|∇φg|2 −
∫
∇φf · ∇φg + 1
2
∫
|∇φf |2
and hence the general formula: ∀f, g ∈ Erad,
H(f) = H(g) + 1
2
|∇φf −∇φg|2L2 +
∫
R6
( |v|2
2
+ φf (x)
)
(f − g) dxdv. (3.5)
We apply this formula with g = f̂ = f∗φf and rewrite the result using (3.3):
H(f) = Jf∗(φf ) +
∫
R6
( |v|2
2
+ φf (x)
)
(f − f̂) dxdv.
We now claim: ∫
R6
( |v|2
2
+ φf (x)
)
(f − f̂) dxdv ≥ 0, (3.6)
with equality if and only if f = f̂ , which immediately implies (3.4).
The proof of (3.6) is reminiscent from the standard inequality for symmetric
rearrangement known as the "bathtub" principle∫
R6
|x|f∗ ≥
∫
R6
|x|f,
see [33]. Indeed, use f(x, v) =
∫ +∞
t=0 1t<f(x,v)dt and Fubini to derive:∫
R6
( |v|2
2
+ φf
)
(f − f̂) dxdv =
∫ +∞
t=0
dt
∫
R6
( |v|2
2
+ φf
)(
1t<f(x,v) − 1t<f̂(x,v)
)
dxdv
=
∫ +∞
t=0
dt
∫
R6
( |v|2
2
+ φf
)(
1
f̂(x,v)≤t<f(x,v) − 1f(x,v)≤t<f̂(x,v)
)
dxdv
=
∫ ∞
`=0
d`
∫ f∗(0,`)
t=0
dt
(∫
S1,`(t)
−
∫
S2,`(t)
)(
u2
2
+ φf (r)
)
dν` (3.7)
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where dν` is given by (1.12), and
S1,`(t) = {(r, u) ∈ Ω`, f̂(r, u, `) ≤ t < f(r, u, `)},
S2,`(t) = {(r, u) ∈ Ω`, f(r, u, `) ≤ t < f̂(r, u, `)},
We now use (2.73) in Lemma 2.10 to obtain: ∀t ∈ (0, f∗(0, `)),∫
S2,`(t)
(
u2
2
+ φf (r)
)
dν` ≤ (f∗ ◦ aφ)−1(t, `)ν`(S2,`(t))
where we recall that
ν`(S2,`(t)) = 4pi
2
∫
S2,`(t)
1r2u2>`(r
2u2 − `)−1/2r|u|drdu.
We then observe from f̂ ∈ Eq(f) that:
for a.e. t > 0, ν`(S1,`(t)) = ν`(S2,`(t)),
and deduce ∫
S2,`(t)
(
u2
2
+ φf (r)
)
dν` ≤ (f∗ ◦ aφ)−1(t, `)
∫
S1,`(t)
dν`.
Injecting this into (3.7) and using (2.74) yields:∫
R6
( |v|2
2
+ φf
)
(f − f̂) dxdv ≥∫ ∞
`=0
d`
∫ f∗(0,`)
t=0
dt
∫
S1,`(t)
(
u2
2
+ φf (r)− (f∗ ◦ aφ)−1(t, `)
)
dν` ≥ 0
and the analogous inequality for S2,`(t):
∫
R6
( |v|2
2
+ φf
)
(f − f̂) dxdv ≥∫ ∞
`=0
d`
∫ f∗(0,`)
t=0
dt
∫
S2,`(t)
(
(f∗ ◦ aφ)−1(t, `)− u
2
2
− φf (r)
)
dν` ≥ 0.
Moreover, assume that
∫
R6
( |v|2
2 + φf (x)
)
(f − f̂) dxdv = 0. Recalling that
ν`(S1,`(t)) = ν`(S2,`(t)) = 0 for t > f∗(0, `), the above two chains of equalities
imply that for a.e t, ` > 0, either ν`(S1,`(t)) = ν`(S2,`(t)) = 0 or ν`(S1,`(t)) =
ν`(S2,`(t)) > 0 with:
u21
2
+ φf (r1) = (f
∗ ◦ aφ)−1(t, `) = u
2
2
2
+ φf (r2),
for a.e (r1, u1) ∈ S1,`(t), a.e (r2, u2) ∈ S2,`(t), which contradicts the fact that
f̂(r1, u1, `) ≤ t < f̂(r2, u2, `). We conclude that a.e t, ` > 0, ν`(S1,`(t)) =
ν`(S2,`(t)) = 0 which implies f = f̂ . This concludes the proof of (3.6) and of
Proposition 3.1. 
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3.2. Reduction to a variational problem on φ and proof of Theorem 1.3.
We now claim the following local coercivity property of the functional of φ given by
(3.3). To ease notations, we let for φ ∈ Φrad:
J (φ) = JQ∗(φ) = H(Q∗φ) + 1
2
∫
R3
|∇φ−∇φQ∗φ |2 (3.8)
Proposition 3.2 (φQ is a local strict minimizer of J ).
There exist a constant C0 > 0 such that the following holds. For all R > 0, there
exists δ0(R) ∈]0, 12 |∇φQ|L2 ] such that, for all f ∈ Erad satisfying
|f −Q|E ≤ R, |∇φf −∇φQ|L2 ≤ δ0(R),
we have
J (φf )− J (φQ) ≥ C0|∇φf −∇φQ|2L2 . (3.9)
The proof of this Proposition essentially relies on Antonov’s coercivity property
and is postponed to section 4. Theorem 1.3 is now a straightforward consequence
of Propositions 3.1 and 3.2.
Proof of Theorem 1.3.
Let R > 0 and f ∈ Erad ∩ Eq(Q) satisfying (1.18), where δ0(R) is as in Proposition
3.2. In particular, note that
|∇φf −∇φQ|L2 ≤
1
2
|∇φQ|L2
implies that φf 6= 0 and f 6= 0. Then the monotonicity property (3.4), f∗ = Q∗ and
(3.3) yield:
H(f)−H(Q) ≥ Jf∗(φf )−H(Q) = J (φf )−H(Q). (3.10)
On the other hand, recall from Corollary 2.9 that our assumption on the ground
state Q ensures
Q̂ = Q∗φQ = Q and thus H(Q) = J (φQ).
Injecting this together with (3.9) into (3.10) yields:
H(f)−H(Q) ≥ J (φf )− J (φQ) ≥ C0|∇φf −∇φQ|2L2 , (3.11)
this is (1.19). If in addition H(f) = H(Q), then φf = φQ and hence using f∗ = Q∗:
H(f∗φf ) = H(Q∗φf ) = H(Q∗φQ) = H(Q) = H(f).
We thus are in the case of equality of Proposition 3.1 from which:
f = f∗φf = f∗φQ = Q∗φQ = Q.
This concludes the proof of Theorem 1.3.
3.3. Compactness of minimizing sequences. We are now in position to prove
Theorem 1.4.
Proof of Theorem 1.4.
The key to extract compactness is the monotonicity formula (3.11) which yields a
lower bound on the Hamiltonian involving the Poisson field φf only, while standard
Sobolev embeddings ensure that φf enjoys nice compactness properties in the radial
setting.
Step 1. Weak convergence in Lp, p > 1.
Let
R = |Q|E + C(1 + |∇φQ|L2)4/3 |Q|7/9L1 |Q|
2/9
L∞ + |Q|L1 + |Q|L∞ , (3.12)
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where C is the constant in the interpolation inequality (2.66).
Let fn ∈ Erad be a sequence satisfying (1.21), (1.22), where δ will be fixed further,
satisfying in particular
δ ≤ min
(
1,
1
2
|∇φQ|L2
)
. (3.13)
Observe that (1.21) and (3.13) imply φfn 6= 0. The sequence f∗n is bounded in L1
by (1.22), so fn is itself bounded in L1. Moreover, from H(fn) < C, the L∞ bound
of fn and the interpolation inequality (2.10), |v|2fn is uniformly bounded in L1.
Hence fn is bounded in the energy space Erad. We then get:
fn ⇀ f ∈ Erad in Lp for all 1 < p < +∞, (3.14)
up to a subsequence. Moreover, by a standard consequence of interpolation, Sobolev
embeddings and elliptic regularity, we have
|∇φfn −∇φf |L2 → 0 and |φfn − φf |L∞ → 0 as n→ +∞. (3.15)
From assumptions (1.21) and (1.22):
|∇φf −∇φQ|L2 ≤ δ. (3.16)
In particular, φf 6= 0, since δ < |∇φQ|L2 from (3.13). Hence, by Proposition 2.8,
we have
Q∗φf ∈ Eq(Q). (3.17)
Step 2. Strong convergence in E of the sequence Q∗φfn .
We now aim at extracting a preliminary compactness from fn. Let
f˜n = Q
∗φfn , f˜ = Q∗φf , (3.18)
and observe that f˜n is in fact a function of φfn . We then claim that the strong
convergence (3.15) automatically implies some strong compactness in E for f˜n:
(1 + |v|2)f˜n → (1 + |v|2)f˜ in L1(R6). (3.19)
We claim also that there exists δ1(R) such that, for 0 < δ ≤ δ1(R) we have
|∇φ
f˜
−∇φQ|L2 ≤
δ0(R)
2
, (3.20)
where R is defined by (3.12) and δ0(R) is defined in Theorem 1.3. We are now ready
to fix the constant δ of Theorem 1.4 as follows:
δ = min
(
1,
1
2
|∇φQ|L2 , δ1(R)
)
.
Proof of (3.19), (3.20). We first claim the a.e convergence:
f˜n → f˜ as n→ +∞ for a.e (x, v) ∈ R6. (3.21)
Indeed, let (x, v) ∈ R6 such that |x× v|2 = ` > 0. If e = |v|22 +φf (x) < 0, then from
(3.15), |v|
2
2 + φfn(x) < e/2 for n large enough and∣∣∣∣ |v|22 + φfn(x)
∣∣∣∣ = −|v|22 − φfn(x) ≤ −φfn(0) ≤ C. (3.22)
We now recall from Lemma 2.4 that for all ` > 0:
aφfn (e, `)→ aφf (e, `), (3.23)
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uniformly with respect to e lying in a compact subset of ]−∞, 0[. Therefore, from
|v|2
2 + φn(x) < e/2 < 0 and from (3.22),
aφfn
( |v|2
2
+ φfn(x), |x× v|2
)
→ aφ
( |v|2
2
+ φf (x), |x× v|2
)
as n→ +∞.
Since, by Corollary 2.9, Lemma 2.3 and Assumption (A), the function Q∗(·, `) is
continuous, this implies Q∗φfn (x, v)→ Q∗φ(x, v). Similarly, |v|22 +φf (x) > 0 implies
|v|2
2 + φn(x) > 0 for n large enough and thus Q
∗φfn (x, v) = Q∗φf (x, v) = 0. Hence
Q∗φfn → Q∗φf a.e in R6 and (3.21) is proved.
Now recall from Proposition 2.8 and from φfn 6= 0, φf 6= 0, that f˜n ∈ Eq(Q) and
f˜ ∈ Eq(Q) so that
∀n ≥ 1,
∫
R6
f˜n =
∫
R6
Q =
∫
R6
f˜ .
The almost everywhere convergence of f˜n = Q∗φfn to f˜ and the fact that |f˜n|L1 =
|f˜ |L1 allows us to apply the Brézis-Lieb Lemma (see [33], Theorem 1.9) and get the
strong L1 convergence
f˜n → f˜ in L1 as n→ +∞. (3.24)
It remains to prove the strong convergence of the kinetic energy. Let us decompose
f˜n = 1|v|2≤Rf˜n + 1|v|2>Rf˜n = gn,R + hn,R.
The L1 convergence (3.24) implies: ∀R > 0, |v|2gn,R → |v|21|v|2≤Rf˜n in L1.
Consider the other term. We recall that f˜n = Q∗φfn is supported in the set
|v|2
2 + φfn(x) < 0. Hence, by interpolation,
||v|2hn,R|L1 =
∫
|v|2hn,R(x, v) dxdv ≤ −2
∫
φfn(x)hn,R(x, v) dxdv
. |∇φfn |L2 ||v|2hn,R|1/4L1 |hn,R|
7/12
L1
|Q|1/6L∞ ,
which yields
||v|2hn,R|L1 ≤ C |hn,R|7/9L1 .
By writing
|hn,R|L1 ≤ |Q∗φfn −Q∗φf |L1 +
∫
|v|2>R
Q∗φf (x, v) dxdv,
we obtain that ||v|2hn,R|L1 converges to 0 when R → +∞ and n → +∞ inde-
pendently. This together with the convergence of |v|2gn,R concludes the proof of
(3.19).
We now turn to the proof of (3.20) and claim that it follows directly from (3.16)
and the definition f˜ = Q∗φf . Indeed, arguing by contradiction, we extract a subse-
quence ∇φn → ∇φQ in L2 and g˜n = Q∗φn such that |∇φg˜n−∇φQ|L2 ≥ δ0(R)2 . From
(2.66), g˜n is a bounded sequence in Erad and then the same proof like for (3.19)
yields
(1 + |v|2)g˜n → (1 + |v|2)Q∗φQ = (1 + |v|2)Q in L1
and hence ∇φg˜n → ∇φQ in L2, a contradiction. This concludes the proof of (3.20).
Step 3. Identification of the limit.
Following (3.1), we let:
f̂n = fn
∗φfn . (3.25)
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We now claim that the variational characterization of Q given by Theorem 1.3 and
the monotonicity of Proposition 3.1 allow us to identify the limit:
f˜ = Q and φf˜ = φf = φQ, (3.26)
and to obtain the additional convergence:∫
R6
( |v|2
2
+ φfn(x)
)
(fn − f̂n) dxdv → 0 as n→ +∞. (3.27)
Proof of (3.26), (3.27). First observe from (3.19), |f˜n|L∞ = |Q∗|L∞ and (2.10) that:
H(f˜n)→ H(f˜), ∇φf˜n → ∇φf˜ in L
2. (3.28)
From (2.71), there holds:
|f̂n − f˜n|L1 =
∫
R6
|f∗n −Q∗|
(
aφfn
( |v|2
2
+ φfn , |x× v|2
)
, |x× v|2
)
1 |v|2
2
+φfn (x)<0
dxdv
=
∫ +∞
0
∫ +∞
0
|f∗n −Q∗|(s, `) dsd`
→ 0 as n→ +∞
from the assumption (1.22). Together with (3.19), this yields:
f̂n → f˜ in L1(R6). (3.29)
We now invoke the identity (3.5) with g = f˜n to derive:
1
2
|∇φfn −∇φf˜n |
2 +H(f˜n)−H(Q) +
∫
R6
( |v|2
2
+ φfn(x)
)
(fn − f̂n) dxdv
= H(fn)−H(Q) +
∫
R6
( |v|2
2
+ φfn(x)
)
(f˜n − f̂n) dxdv.
(3.30)
Let us examine the various terms of this identity. From (3.28) and (3.20),
|∇φ
f˜n
−∇φQ|L2 < δ0(R) (3.31)
for n large enough, where δ0(R) is defined in Theorem 1.3. Moreover, from the
definition (3.18) and from Proposition 2.8, we have the following estimates on f˜n
and f˜ :
|f˜n|L1 = |Q|L1 , |f˜n|L∞ = |Q|L∞ , ||v|2f˜n|L1 ≤ C|∇φfn |4/3L2 |Q|
7/9
L1
|Q|2/9L∞ ,
|f˜ |L1 = |Q|L1 , |f˜ |L∞ = |Q|L∞ , ||v|2f˜ |L1 ≤ C|∇φf |4/3L2 |Q|
7/9
L1
|Q|2/9L∞ ,
where C is the constant in the interpolation inequality (2.66). Since, by (3.13) and
(1.21), we have
|∇φfn |L2 ≤ 1 + |∇φQ|L2 ,
we deduce from (3.15) and (3.12) that
|f˜n −Q|E ≤ |Q|E + |f˜n|E ≤ R, |f˜ −Q|E ≤ |Q|E + |f˜ |E ≤ R. (3.32)
Therefore, from (3.31), (3.32) and f˜n ∈ Eq(Q), the variational characterization of
Q given by Theorem 1.3 ensures:
H(f˜n)−H(Q) ≥ 0.
Next, from (3.6): ∫
R6
( |v|2
2
+ φfn(x)
)
(fn − f̂n) dxdv ≥ 0.
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We now claim that:∫
R6
( |v|2
2
+ φfn
)
(f˜n − f̂n) dxdv → 0 as n→ +∞. (3.33)
Indeed, from (2.71):∫
R6
( |v|2
2
+ φfn(x)
)
(f˜n − f̂n) dxdv =
=
∫
R6
( |v|2
2
+ φfn(x)
)
(Q∗ − f∗n)
(
aφfn
( |v|2
2
+ φfn(x), |x× v|2
)
, |x× v|2
)
×1 |v|2
2
+φfn<0
dxdv
=
∫ +∞
0
a−1φfn ,`(s)(Q
∗ − f∗n)(s, `) dsd`,
where we recall that a−1φfn ,` is the inverse of the diffeomorphism e→ aφ(e, `). From
Lemma 2.3, (2.5), and (3.15), we have |a−1φfn ,`(s)| ≤ −eφfn ,` ≤ −φfn(0) ≤ C, and
hence the L1 convergence of f∗n to Q∗ yields (3.33).
Finally, since (1.22) gives lim sup
n→+∞
H(fn) ≤ H(Q), we deduce that all the nonneg-
ative quantities in the left-hand side of (3.30) converge to 0:
∇φfn −∇φf˜n → 0 in L
2, (3.34)
H(f˜n)→ H(Q), (3.35)
and (3.27) holds, and moreover:
H(fn)→ H(Q). (3.36)
Hence, (3.28) and (3.35) imply H(f˜) = H(Q) and thus (3.20), (3.32) and Theorem
1.3 ensure:
f˜ = Q and φ
f˜
= φQ = φf ,
where we used (3.15), (3.28) and (3.34) for the last identity. This concludes the
proof of (3.26), (3.27).
Step 4. Strong convergence in L1 of fn to Q .
We first note that (3.29) and (3.26) imply
f̂n → Q in L1.
We then claim that the extra gain (3.27) -which is again a consequence of the
monotonicity (3.4)- allows us to identify Q as the limit of fn. We indeed claim that
(3.27) and |f̂n −Q|L1 → 0 imply∫
R6
(Q− fn)+dxdv → 0 as n→ +∞. (3.37)
Let us assume (3.37) and conclude the proof of Theorem 1.4. We first claim that
(3.37), together with f̂n → Q in L1, imply∫
R6
(fn −Q)+dxdv → 0 as n→ +∞. (3.38)
Indeed we observe that for all g, h ∈ L1(R6) with g ≥ 0, h ≥ 0, we have∫ +∞
0
meas {g ≤ t < h} dt =
∫
R6
(h− g)+dxdv ≤ |g − h|L1 , (3.39)
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and thus:∫
R6
(fn −Q)+dxdv ≤
∫
R6
(fn − f̂n)+dxdv +
∫
R6
(f̂n −Q)+dxdv
≤
∫ +∞
0
meas
{
f̂n ≤ t < fn
}
dt+ |f̂n −Q|L1
=
∫ +∞
0
meas
{
fn ≤ t < f̂n
}
dt+ |f̂n −Q|L1
=
∫
R6
(f̂n − fn)+dxdv + |f̂n −Q|L1
≤
∫
R6
(Q− fn)+dxdv +
∫
R6
(f̂n −Q)+ + |f̂n −Q|L1
≤
∫
R6
(Q− fn)+dxdv + 2|f̂n −Q|L1
where we repeatedly used (3.39) and the fact that f̂n ∈ Eq(fn) implies
∀t > 0, meas
{
f̂n ≤ t < fn
}
= meas
{
fn ≤ t < f̂n
}
.
As f̂n → Q in L1, we then conclude that (3.37) implies (3.38). Finally adding (3.37)
and (3.38) gives
|fn −Q|L1 → 0 as n→ +∞.
Furthermore, (3.36) and the strong convergence ∇φfn → ∇φQ in L2 imply:
||v|2fn|L1 → ||v|2Q|L1 as n→ +∞,
Together with the a.e. convergence of fn, this yields the strong convergence of |v|2fn
to |v|2Q. Note that the uniqueness of the limit now implies the convergence of all
the sequence fn which completes the proof of (1.23).
Proof of (3.37). It is a consequence of (3.27) and of the convergence:
f̂n → Q in L1. (3.40)
We first claim that (3.27) remains true if one replaces φfn by φQ:
0 ≤ Tn :=
∫
R6
( |v|2
2
+ φQ(x)
)(
fn − f∗φQn
)
dxdv → 0, as n→ +∞. (3.41)
The fact that Tn ≥ 0 can be proved exactly in the same way as for (3.6), since fn
and f∗φQn are equimeasurable. Let us now prove that Tn → 0. We observe from
assumption (1.22) that |f∗φQn |L1 = |f∗n|L1 = |fn|L1 → |Q|L1 , and that
f∗n(s, `)→ Q∗(s, `), for ae s > 0, ` > 0.
This implies that
f
∗φQ
n (x, v)→ Q(x, v), for ae (x, v) ∈ R6.
As a consequence of the Brézis-Lieb Lemma (see [33], Theorem 1.9), we then get
|f∗φQn −Q|L1 → 0. (3.42)
We now write
33
Tn −
∫
R6
( |v|2
2
+ φfn(x)
)(
fn − f∗φfnn
)
dxdv =∫
R6
(φQ − φfn)
(
fn − f∗φQn
)
+
∫
R6
( |v|2
2
+ φfn(x)
)(
f
∗φfn
n − f∗φQn
)
dxdv
≤
∫
R6
|φfn − φQ|
∣∣∣fn − f∗φQn ∣∣∣+ ∫
R6
(
−|v|
2
2
− φfn(x)
)
+
∣∣∣f∗φfnn − f∗φQn ∣∣∣ dxdv
≤ |φfn − φQ|L∞ |fn − f∗φQn |L1 + |φfn(0)||f∗φfnn − f∗φQn |L1 → 0,
where we have used the definition (2.63) of f∗φ, the uniform convergence of the
potential φfn , the boundedness of fn and f
∗φQ
n in the energy space, and the L1
convergences (3.40) and (3.42) . Using Tn ≥ 0 and the convergence (3.27), we
finally deduce that Tn → 0, and (3.41) is proved.
Arguing as in the proof of (3.6), we write (3.41) in the following equivalent form
Tn =
∫ +∞
t=0
dt
(∫
Sn1 (t)
( |v|2
2
+ φQ(x)
)
dxdv −
∫
Sn2 (t)
( |v|2
2
+ φQ(x)
)
dxdv
)
→ 0,
(3.43)
where
Sn1 (t) = {(x, v) ∈ R6, f∗φQn (x, v) ≤ t < fn(x, v)},
Sn2 (t) = {(x, v) ∈ R6, fn(x, v) ≤ t < f∗φQn ((x, v)}.
Now from (2.74), we have
|v|2
2
+ φQ(x) ≥ (f∗n ◦ aφQ)−1(t, |x× v|2),
if (x, v) ∈ Sn1 (t). Thus
Tn ≥
∫ +∞
t=0
dt
(∫
Sn1 (t)
(f∗n ◦ aφQ)−1(t, |x× v|2)dxdv −
∫
Sn2 (t)
( |v|2
2
+ φQ(x)
)
dxdv
)
.
(3.44)
As a consequence of the equimeasurability of f∗φQn and fn, we claim that(∫
Sn2 (t)
−
∫
Sn1 (t)
)
(f∗n ◦ aφQ)−1(t, |x× v|2)dxdv = 0. (3.45)
Indeed, we first use the change of variables
r = |x|, u = |v|, ` = |x× v|2,
to get∫
Sn1 (t)
(f∗n ◦ aφQ)−1(t, |x× v|2)dxdv =
∫ ∞
`=0
∫
Sn1,`(t)
(f∗n ◦ aφQ)−1(t, `)dν`(r, u)d`,
=
∫ ∞
`=0
(f∗n ◦ aφQ)−1(t, `)ν`(Sn1,`)(t)d`,
and the same identity holds for Sn2 (t), where ν` is given by (1.12), and
Sn1,`(t) = {(r, u) ∈ Ω`, f∗φQn (r, u, `) ≤ t < fn(r, u, `)},
Sn2,`(t) = {(r, u) ∈ Ω`, fn(r, u, `) ≤ t < f∗φQn (r, u, `)}.
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Since f∗φQn ∈ Eq(fn), we have:
ν`(S
n
1,`(t)) = ν`(S
n
2,`(t)) = 4pi
2
∫
Sn2,`(t)
1r2u2>`(r
2u2 − `)−1/2r|u|drdu.
This implies (3.45) and then (3.44) gives:
Tn ≥
∫ +∞
t=0
dt
∫
Sn2 (t)
[
(f∗n ◦ aφQ)−1(t, |x× v|2)−
( |v|2
2
+ φQ(x)
)]
dxdv. (3.46)
Now from (2.73), we have
(f∗n ◦ aφQ)−1(t, |x× v|2) ≥
|v|2
2
+ φQ(x),
for (x, v) ∈ Sn2 (t). Thus, from (3.41) and (3.46), we get
An =
[
(f∗n ◦ aφQ)−1(t, |x× v|2)−
( |v|2
2
+ φQ(x)
)]
1Sn2 (t)
(x, v)→ 0, (3.47)
as n → +∞, for almost every (t, x, v) ∈ R+ × R3 × R3. We now claim that this
implies
Bn =
[
(Q∗ ◦ aφQ)−1(t, |x× v|2)−
( |v|2
2
+ φQ(x)
)]
1S
n
2 (t)
(x, v)→ 0, (3.48)
as n→ +∞, for almost every (t, x, v) ∈ R+ × R3 × R3, where
S
n
2 (t) = {(x, v) ∈ R6), fn(x, v) ≤ t < Q(x, v)}.
To prove (3.48), we write
Sn2 =
(
Sn2 \Sn2
) ∪ (Sn2 ∩ Sn2) , Sn2 = (Sn2\Sn2 ) ∪ (Sn2 ∩ Sn2) ,
and get
An −Bn =
( |v|2
2
+ φQ(x)− (Q∗ ◦ aφQ)−1(t, |x× v|2)
)
1S
n
2 (t)\Sn2 (t)
+
(
(f∗n ◦ aφQ)−1(t, |x× v|2)−
|v|2
2
− φQ(x)
)
1Sn2 (t)\S
n
2 (t)
+
[
(f∗n ◦ aφQ)−1(t, |x× v|2)− (Q∗ ◦ aφQ)−1(t, |x× v|2)
]
1Sn2 (t)∩S
n
2 (t)
(3.49)
We shall now examine the behavior of each of these terms when n → ∞. We first
observe from (3.39) and (3.42) that∫ +∞
0
meas(Sn2 (t)\Sn2 (t))dt ≤ |f∗φQn −Q|L1 → 0,
which implies (up to a subsequence extraction)
1Sn2 (t)\S
n
2 (t)
−→ 0, for ae (t, x, v) ∈ R+ × R3 × R3.
Using in addition the estimate∣∣∣(f∗n ◦ aφQ)(−1)(t, |x× v|2)∣∣∣ ≤ |eφQ,|x×v|2 | ≤ |φQ(0)|,
we deduce that the first two terms of the decomposition (3.49) go to 0 when n goes
to infinity, for almost every (t, x, v) ∈ R+ × R3 × R3. We now treat the third term
and show that
q0 = lim inf
n→∞
[
(f∗n ◦ aφQ)−1(t, |x× v|2)− (Q∗ ◦ aφQ)−1(t, |x× v|2)
]
1Sn2 (t)∩S
n
2 (t)
≥ 0,
(3.50)
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for almost every (t, x, v). To prove (3.50), one may assume that 1Sn2 (t)∩S
n
2 (t)
(x, v) = 1
for n large enough, (t, x, v) being fixed, otherwise q0 = 0 and (3.50) is proved. Let us
also recall from standard argument that the strong L1 convergence (1.22) together
with the monotonicity of f∗n in e and the continuity of Q∗ in e ensure:
a.e. ` > 0, ∀e ∈ (eφQ,`, 0), f∗n(aφQ(e, `), `)→ Q∗(aφQ(e, `), `).
Hence, from (1.10), we deduce that for a.e. (x, v) ∈ R6, we have
∀e ∈ (eφQ,`, 0), f∗n(aφQ(e, `), `)→ Q∗(aφQ(e, `), `), where ` = |x× v|2 > 0.
(3.51)
Let then (t, x, v) being fixed such that 1Sn2 (t)∩S
n
2 (t)
(x, v) = 1 for n large enough and
(3.51) holds. From
Q(x, v) = Q∗
(
aφQ,`
( |v|2
2
+ φQ(x), `
)
, `
)
> t
and from the continuity of Q∗(·, `), we deduce that
(Q∗ ◦ aφQ)−1(t, `) = sup{e ∈]eφQ,`, 0[: Q∗(aφQ(e, `), `) > t}. (3.52)
Take now any e such that
eφQ,` < e < 0, and Q
∗(aφQ(e, `), `) > t, (3.53)
then from (3.51):
f∗n(aφQ(e, `), `) > t,
for n large enough. Using the definition of the pseudoinverse given in Lemma 2.10,
we then get e ≤ (f∗n ◦ aφQ)−1(t, |x× v|2) for n large enough, and hence
e ≤ lim inf
n→∞ (f
∗
n ◦ aφQ)−1(t, |x× v|2).
Since this equality holds for all e satisfying (3.53), we conclude from (3.52) that
lim inf
n→∞ (f
∗
n ◦ aφQ)−1(t, |x× v|2) ≥ (Q∗ ◦ aφQ)−1(t, |x× v|2),
and (3.50) is proved.
We now turn to the decomposition (3.49) and get from (3.50)
lim inf(An −Bn) ≥ 0, for a.e. (t, x, v).
Finally, observing that Bn ≥ 0 and using (3.47), we conclude that (3.48) holds true:(
(Q∗ ◦ aφQ)(−1)(t, |x× v|2)−
|v|2
2
− φQ(x)
)
1{fn≤t<Q} → 0, (3.54)
for ae (t, x, v) in R∗+ × R6.
Observe now that
t < Q(x, v) implies Q(x, v) = F
( |v|2
2
+ φQ(x), |x× v|2
)
> t,
By Assumption (A) and Corollary 2.9, e→ F (e, |x× v|2) is continuous and strictly
decreasing with respect to e = |v|
2
2 + φQ(x) for (x, v) ∈ {Q > 0}, and thus:
t < Q(x, v) implies (Q∗ ◦ aφQ)(−1)(t, |x× v|2)−
|v|2
2
− φQ(x) > 0.
We then deduce from (3.54) that
1{fn≤t<Q} → 0, as n→∞,
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for ae (t, x, v) ∈ R∗+ × R6. Now from 1{fn≤t<Q} ≤ 1{t<Q} and∫ ∞
0
∫
R6
1{t<Q}dxdvdt = |Q|L1 < +∞.
we may apply the dominated convergence theorem to conclude:∫ ∞
0
∫
R6
1{fn≤t<Q}dxdvdt→ 0 as n→∞.
Injecting this into (3.39) yields (3.37) .
This concludes the proof of Theorem 1.4.
3.4. Nonlinear stability of Q. We now turn to the proof of Theorem 1.5 which
is a direct consequence of Theorem 1.4 and the known regularity of strong solutions
to the Vlasov-Poisson system.
Proof of Theorem 1.5. Let f0 ∈ Erad ∩ C1c and let f(t) ∈ Erad be the corresponding
global strong solution to (1.1). Then from the properties of the flow of the Vlasov-
Poisson system (1.1), there holds:
∇φf ∈ C([0,+∞), L2(R3)) (3.55)
and
∀t ≥ 0, f(t) ∈ Eq(f0), H(f(t)) = H(f0). (3.56)
Note that f(t) ∈ Eq(f0) means the equality of the symmetric rearrangements at
given `: for all t ≥ 0, f(t)∗ = f∗0 . Recall also from the property of contractivity of
the symmetric rearrangement (2.62) that:
|f∗0 −Q∗|L1 ≤ |f0 −Q|L1 . (3.57)
Remark finally that the following inequality can be proved by interpolation: for all
f ∈ Erad satisfying H(f) ≤ H(Q) + 1, |f |L1 ≤ |Q|L1 + 1 and |f |L∞ ≤M , we have
|∇φf −∇φQ|L2 ≤ CQ |f −Q|7/12L1 . (3.58)
Let us fix ε0 > 0 such that
CQ ε
7/12
0 =
δ
2
, (3.59)
where CQ is the constant in (3.58) and δ is as in Theorem 1.4.
An equivalent reformulation of Theorem 1.4 is the following: for all ε > 0, there
exists η satisfying
0 < η ≤ min(ε0, 1) (3.60)
such that the following holds true: if f ∈ Erad is such that
|f∗ −Q∗|L1 < η, |f |L∞ < M, H(f) < H(Q) + η (3.61)
and
|∇φf −∇φQ|L2 < δ, (3.62)
then we have
|f −Q|L1 < min(ε, ε0), |f |L∞ < M, ||v|2(f −Q)|L1 < ε. (3.63)
Let f0 ∈ Erad ∩ C1c satisfying (1.24). From (3.56) and (3.57), we first deduce that
the corresponding solution f(t) of (1.1) satisfies (3.61) for all t ≥ 0. Hence, if we
prove that
∀t ≥ 0, |∇φf (t)−∇φQ|L2 < δ, (3.64)
then it will imply that f(t) satisfies (3.63) for all t ≥ 0, which is nothing but (1.25).
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Therefore, it remains to prove (3.64). By (1.24) and (3.60), the initial data
f(0) = f0 satisfies
|f(0)−Q|L1 < min(ε0, 1), |f(0)|L∞ < M and H(f(0)) < H(Q) + η,
thus (3.58) and (3.59) imply that |∇φf (0) − ∇φQ|L2 < δ/2. Now, assume that
(3.64) is not true. Then there exists t1 > 0 such that |∇φf (t1)−∇φQ|L2 ≥ δ and,
by the continuity property (3.55), there exists t2 > 0 such that
|∇φf (t2)−∇φQ|L2 = 2δ/3 . (3.65)
Hence, since the function f(t2) satisfies (3.61) and (3.62), it satisfies (3.63). There-
fore, we have
|f(t2)−Q|L1 < ε0, |f(t2)|L∞ ≤M and H(f(t2)) ≤ H(Q) + η,
thus (3.58) and (3.59) imply that |∇φf (t2) − ∇φQ|L2 ≤ δ/2, which contradicts
(3.65). The proof of Theorem 1.5 is complete. 
4. Study of the reduced functional J
This section is devoted to the proof of Proposition 3.2 which requires a detailed
study of the reduced functional J defined by (3.8). In particular, we aim at prov-
ing that J is twice differentiable at φQ, that φQ is a critical point and that the
Hessian at φQ is definite positive. Remarkably enough, this last fact holds because
the Hessian of J is deeply connected to the structure of the linearized transport
operator close to φQ which is explicit in the radial setting. The coercivity of the
corresponding Hartree-Fock exchange operator, [41], then follows from Antonov’s
celebrated coercivity property [3, 4].
4.1. Antonov’s coercivity and the structure of the linearized transport
operator. Let us start by describing some properties of the linearized transport
operator generated by φQ which is deeply connected to the structure of the Hessian
of J , see Proposition 4.3. These properties rely on standard abstract functional
analysis results and a remarkable coercivity property due to Antonov, [3, 4].
Let F ′e denote the partial derivative with respect to e of the function F (e, `) =
Q∗
(
aφQ(e, `), `
)
defined in Assumption (A). Abusing notations, we will note when
no confusion is possible:
F ′e = F
′
e(x, v) =
∂F
∂e
( |v|2
2
+ φQ(x), |x× v|2
)
. (4.1)
Denote
Ω =
{
(x, v) ∈ R6 : Q(x, v) > 0} . (4.2)
At any (x, v) ∈ Ω, we have ( |v|22 + φQ(x), |x × v|2) ∈ O, where O is defined in
Assumption (A), hence F ′e(x, v) < 0. Moreover, the function (x, v) 7→ F ′e(x, v) is
continuous on Ω.
We now consider the L2 weighted Hilbert space:
L2,r|F ′e| =
{
f ∈ L1loc(Ω) spherically symmetric with
∫
Ω
f2
|F ′e|
dxdv < +∞
}
and introduce an orthogonal decomposition:
L2,r|F ′e| = L
2,even
|F ′e| ⊕ L
2,odd
|F ′e|
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where
L2,even|F ′e| =
{
f ∈ L2,r|F ′e| with f(x,−v) = f(x, v)
}
,
L2,odd|F ′e| =
{
f ∈ L2,r|F ′e| with f(x,−v) = −f(x, v)
}
.
We then consider the unbounded transport operator:
T f = v · ∇xf −∇φQ · ∇vf, D(T ) =
{
f ∈ L2,r|F ′e|, T f ∈ L
2,r
|F ′e|
}
.
Note that C∞c (Ω) ⊂ D(T ) is dense in L2,r|F ′e| and hence D(T ) is dense in L
2,r
|F ′e|. We
claim the following properties of T :
Proposition 4.1 (Properties of T ). (i) Structure of the kernel: iT is a self adjoint
operator with kernel:
N(T ) =
{
f ∈ L2,r|F ′e| of the form f(x, v) = f˜
( |v|2
2
+ φQ(x), |x× v|2
)}
. (4.3)
(ii) Coercivity of the Antonov functional: The Antonov functional
A (g, g) :=
∫
g2
|F ′e|
dxdv − |∇φg|2L2 (4.4)
is continuous on L2,r|F ′e|. Moreover,
∀ξ ∈ D(T ) ∩ L2,odd|F ′e| , A (T ξ, T ξ) ≥
∫
Ω
(ξ)2
|F ′e|
φ′Q(r)
r
dxdv. (4.5)
(iii) Let g ∈ [N(T )]⊥ ∩ L2,even|F ′e| . Then A(g, g) ≥ 0 and we have A(g, g) = 0 if and
only if g = 0.
Proof. Step 1: Description of the kernel
Property (i) relies on the integration of the characteristic equations associated with
T f = 0 and is a standard consequence of the integrability of Newton’s equation
with central force field in radial symmetry. The proof follows similarly like for the
proof of Jean’s theorem in [8], see also [19].
Step 2. Proof of (ii)
Let g ∈ C0c (Ω). We integrate by parts to get:
|∇φg|2L2 = −
∫
g(x, v)φg(x) dxdv ≤ |g|L2,r|F ′e|
∣∣∣∣∫
R6
(φg(x))
2 F ′e dxdv
∣∣∣∣1/2
. |g|
L2,r|F ′e|
|∇φg|L2 ,
where we used (C.1) proved in the Appendix. The density of C0c (Ω) into L2,r|F ′e| allows
us to extend this estimate:
∀g ∈ L2,r|F ′e|, |∇φg|L2 . |g|L2,r|F ′e|
,
and the continuity of (4.4) onto L2,r|F ′e| follows.
Antonov’s coercivity property is now the following claim: ∀ξ ∈ C∞c (Ω) ∩ L2,odd|F ′e| ,
A (T ξ, T ξ) ≥
∫
Ω
(ξ)2
|F ′e|
φ′Q(r)
r
dxdv. (4.6)
In the case where the function F depends only on e = |v|2/2 + φ(x), a proof of
this inequality can be found in [25, 23, 46, 52]. In our context F depends on
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e = |v|2/2 + φ(x) and ` = |x × v|2, and for a sake of clarity and completeness, we
give a proof of this inequality in Appendix B which is a simple extension of the
proof in [23].
Let us extend this estimate to all ξ ∈ D(T )∩L2,odd|F ′e| using standard regularization
arguments. Let ξ ∈ D(T ) ∩ L2,odd|F ′e| and assume first that Supp(ξ) ⊂ Ω. From the
continuity of F ′e, we deduce that F ′e(x, v) ≤ δ < 0 for all (x, v) ∈ Supp(ξ). Let a
mollifying sequence ζn(x, v) = 1n6 ζ(
|x|
n ,
|v|
n ) ∈ C∞c (R6) with ζ ≥ 0, then first from
standard regularization arguments:
ζn ? ξ → ξ, ζn ? (T ξ)→ T ξ in L2|F ′e| as n→ +∞,
and
T (ζn ? ξ)→ T ξ in L2|F ′e| as n→ +∞.
Antonov’s coercivity property applied to ζn ? ξ ∈ C∞c (Ω) ∩ L2,odd|F ′e| , the continuity of
A on L2|F ′e| and the boundedness of
φ′Q(r)
r yield the claim. Consider now a general
ξ ∈ D(T ) ∩ L2,odd|F ′e| . We let χ˜n a C
∞ function such that
χ˜(s) = 0 for s ≤ 12n ,
χ˜ increasing on
[
1
2n ,
1
n
]
,
χ˜(s) = 1 for s ≥ 1n ,
(4.7)
and we set
χn(x, v) = χ˜n(Q(x, v)). (4.8)
Then χn is a C1 function with a compact support in Ω, satisfying T χn = 0. There-
fore χnξ ∈ L2,odd|F ′e| , has compact support in Ω and
T (χnξ) = χnT ξ → T ξ in L2|F ′e|,
and hence the previous step and the continuity of A on L2|F ′e| yield (4.5).
Step 3. Proof of (iii)
We first observe that the transport operator exchanges parity in v: ∀ξ ∈ D(T ),(
ξ ∈ L2,odd|F ′e| =⇒ T ξ ∈ L
2,even
|F ′e|
)
,
(
ξ ∈ L2,even|F ′e| =⇒ T ξ ∈ L
2,odd
|F ′e|
)
.
This implies:
R(T |
L2,odd|F ′e|
) = R(T ) ∩ L2,even|F ′e| . (4.9)
On the other hand, iT being self-adjoint, there holds –see Cor. II.17, p. 28 in [9]–:
R(T ) = N(T )⊥. (4.10)
Let g ∈ [N(T )]⊥ ∩ L2,even|F ′e| . From (4.9) and (4.10), we infer the existence of a
sequence ξn ∈ D(T ) ∩ L2,odd|F ′e| such that
T ξn → g in L2,r|F ′e| (4.11)
as n → +∞. Hence, from the continuity of the Antonov functional on L2,r|F ′e|, we
have
A (T ξn, T ξn)→ A (g, g). (4.12)
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Moreover, by (4.5), we have
A (T ξn, T ξn) ≥
∫
Ω
(ξn)
2
|F ′e|
φ′Q(r)
r
dxdv ≥ 0. (4.13)
Thus (4.12) and (4.13) imply A (g, g) ≥ 0.
Assume now that A (g, g) = 0. Then (4.12) and (4.13) imply that∫
Ω
(ξn)
2
|F ′e|
φ′Q(r)
r
dxdv → 0. (4.14)
as n→ +∞. Solving the Poisson equation in radial coordinates yields:
r2φ′Q(r) = 4pi
∫ r
0
ρQ(s)s
2ds.
Denote r0 = inf(x,v)∈Ω |x|. From the definition (4.2) of Ω and the continuity of Q,
we have a sequence rj → r0, rj > r0, such that ρQ(rj) > 0. Hence, for all r > r0,
we have r2φ′Q(r) ≥ r2jφ′Q(rj) > 0, for j large enough. Thus, the function
φ′Q(r)
|F ′e|r is
continuous and strictly positive on Ω and (4.14) implies that
ξn → 0 in L2loc(Ω).
Therefore, T ξn ⇀ 0 in the distribution sense D′(Ω) and, by (4.11), g = 0. This
concludes the proof of Proposition 4.1.

A standard consequence of the explicit description of the kernel of T given by (4.3)
is that we can compute the projection onto N(T ) –see [19] for related statements–.
For later use, we introduce the following homogeneous Sobolev space
H˙1r =
{
h ∈ H˙1(R3) s.t. h is radially symmetric
}
.
Lemma 4.2 (Projection onto the kernel of T ). Let
D = {(e, `) ∈ R∗− × R∗+ : e > eφQ,`} , (4.15)
where eφQ,` is defined by (2.3). Given h ∈ H˙1r , we define the projection operator:
Ph(x, v) =
∫ r2
r1
(
e(x, v)− φQ(r)− `(x, v)
2r2
)−1/2
h(r)dr∫ r2
r1
(
e(x, v)− φQ(r)− `(x, v)
2r2
)−1/2
dr
1(e(x,v),`(x,v))∈D , (4.16)
where r1 = r1(φQ, e(x, v), `(x, v)), r2 = r2(φQ, e(x, v), `(x, v)) are defined by (2.6),
(2.7), and where
e(x, v) =
|v|2
2
+ φQ(x), `(x, v) = |x× v|2.
Then:
hF ′e ∈ L2,r|F ′e|, (Ph)F
′
e ∈ L2,r|F ′e| (4.17)
and
(Ph)|F ′e| ∈ N(T ), (h− Ph)F ′e ∈ [N(T )]⊥ ∩ L2,even|F ′e| (4.18)
with F ′e given by (4.1).
The proof is given in Appendix C.
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4.2. Differentiability of J . Our aim in this section is to prove the differentiability
of J at φQ and to compute the first two derivatives. We shall in particular exhibit
an intimate link between the Hessian of J and the projection operator (4.16).
Proposition 4.3 (Differentiability of J ). The functional J defined by (3.8) on
Φrad satisfies the following properties.
(i) Differentiability of J . Let φ = φf ∈ Φrad and φ˜ = φf˜ ∈ Φrad, both nonzero.
Then, the functional
λ 7→ J (φ+ λ(φ˜− φ))
is twice differentiable on [0, 1].
(ii) Taylor expansion of J near φQ. Let R > 0 and
f ∈ BR := {g ∈ Erad such that |g −Q|E < R} . (4.19)
Then we have the following Taylor expansion near φQ:
J (φf )−J (φQ) = 1
2
D2J (φQ)(φf − φQ, φf − φQ) + εR(φf ) |∇φf −∇φQ|2L2 (4.20)
where
εR(φf )→ 0 as |∇φf −∇φQ|L2 → 0 with f ∈ BR,
and where the second derivative of J in the direction h is given by
D2J (φQ)(h, h) =
∫
R3
|∇h|2 dx+
∫
R6
h(x)(h(x)− Ph(e, `))F ′e(e, `)dxdv (4.21)
with Ph given by (4.16) and e = |v|22 + φQ(x), ` = |x× v|2.
Proof. Let us decompose J into a kinetic part and a potential part:
J (φ) = JQ∗(φ) = H(Q∗φ) + 1
2
|∇φ−∇φQ∗φ |2 =
1
2
∫
|∇φ|2dx+ J0(φ) (4.22)
with
J0(φ) =
∫
R6
( |v|2
2
+ φ(x)
)
Q∗
(
aφ
( |v|2
2
+ φ(x), |x× v|2
)
, |x× v|2
)
dxdv
=
∫
R6
( |v|2
2
+ φ(x)
)
Q∗φ(x, v) dxdv.
(4.23)
Observe that (4.23) seems to suggest that two derivatives of J0 should involve two
derivatives of Q∗ and aφ which are not available in particular from the
√· regularity
only of the integral (2.17) defining aφ. We claim that is in fact not the case and
that suitable integration by parts and change of variables and a careful track of the
dependence on (e, φ, `) of the various estimates on aφ and its derivatives given by
Lemmas 2.3, 2.4, 2.5 will yield the result.
Step 1. Bounds for the support of Q∗.
In Corollary 2.9, we have identified the function Q∗:
Q∗(s, `) = F
(
a−1φQ(s, `), `
)
, ∀` > 0, ∀s ≥ 0. (4.24)
Recall that, by Assumption (A), for all ` ≥ 0 the function e 7→ F (e, `) is nonin-
creasing. Let us define
L =
{
` > 0 : F (eφQ,`, `) > 0
}
, (4.25)
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where eφQ,` is defined in Lemma 2.1. By Lemma 2.1 (i) and by the continuity of F ,
the function ` 7→ F (eφQ,`, `) is continuous on R∗+, thus L is an open set.
If ` ∈ R∗+ \ L, then a−1φQ(s, `) ≥ eφQ,` implies
F (a−1φQ(s, `), `) ≤ F (eφQ,`, `) = 0
for all s ≥ 0, thus
∀` ∈ R∗+ \ L, Q∗(·, `) = 0. (4.26)
In particular, since Q = Q∗φQ is not zero, the measure of L cannot be zero.
Let now ` ∈ L and let
s0(`) = aφQ(e0(`), `),
where we recall the definition (2.68) of e0(`). From Assumption (A), Lemma 2.3
and (4.24), we infer that the function Q∗(·, `) is continuous on R+, that its sup-
port is [0, s0(`)] and that this function is strictly decreasing and C1 on ]0, s0(`)[.
Furthermore, from (2.21), we deduce that
∀` ∈ L, 0 < s0(`) ≤ s0 := 16pi2|Q|L1 |e0|−1/2. (4.27)
Finally, let us prove that the set L is bounded. From Assumption (A), (x, v) 7→
Q(x, v) is compactly supported, thus there exist r0, u0 > 0 such that Q(x, v) = 0
for all (x, v) such that |x| ≥ r0 or |v| ≥ u0. Hence, we have Q(x, v) = 0 for all
(x, v) such that |x × v|2 ≥ r0u0 and then, by definition of Q∗, Q∗(·, `) = 0 for all
` ≥ `0 := r20u20. Therefore, we have
L ⊂]0, `0[. (4.28)
Step 2. First derivative of J0.
We first transform the expression (4.23) of J0. Using the change of variable (2.71)
and the bounds (4.26), (4.27) for the support of Q∗, we get
∀φ ∈ Φrad\{0}, J0(φ) =
∫
`∈L
∫ s0(`)
0
a−1φ (s, `)Q
∗(s, `)d`ds, (4.29)
where we recall that a−1φ (·, `) is defined as the inverse function of e 7→ aφ(·, `) at
given φ ∈ Φrad\{0}, and ` > 0.
Let φ and φ˜ as in Proposition 4.3 (i) and h = φ˜ − φ. Let us differentiate the
following function with respect to λ ∈ [0, 1]:
J0(φ+ λh) =
∫
L
∫ s0(`)
0
a−1φ+λh(s, `)Q
∗(s, `)d`ds. (4.30)
Let
g(λ, s, `) = a−1φ+λh(s, `)Q
∗(s, `).
According to (2.49), we have
∂g
∂λ
(λ, s, `) =
∫ r2
r1
(
a−1φ+λh(s, `)− ψφ,`(r)− λh(r)
)−1/2
h(r)dr∫ r2
r1
(
a−1φ+λh(s, `)− ψφ,`(r)− λh(r)
)−1/2
dr
Q∗(s, `),
where ri, i = 1, 2, shortly denotes ri(φ + λh, a−1φ+λh(s, `), `) defined by (2.6), (2.7),
and ψφ,`(r) is defined by (2.2). Therefore,
0 ≤ ∂g
∂λ
(λ, s, `) ≤ |h|L∞ Q∗(s, `) ∈ L1(R+,R+)
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and we deduce from dominated convergence that J0 is differentiable at φ in the
direction h with:
DJ0(φ)(h) =
∫
L
∫ s0(`)
s=0
∫ r2
r1
(
a−1φ (s, `)− ψφ,`(r)
)−1/2
h(r)dr∫ r2
r1
(
a−1φ (s, `)− ψφ,`(r)
)−1/2
dr
Q∗(s, `) d`ds.
Using the change of variable s 7→ e = a−1φ (s, `) and (2.23), we now get the following
equivalent expression:
DJ0(φ)(h) = 4pi2
√
2
∫
L
∫ 0
eφ,`
∫ r2
r1
Q∗ (aφ(e, `), `) (e− ψφ,`(r))−1/2 h(r)drded`.
(4.31)
Step 3. Second derivative of J0.
Let us now compute the second derivative of J0(φ + λh) with respect to λ. First,
we write the first derivative in a more convenient form. Let
Dφ,` =
{
(r, e) ∈ R∗+ × R∗− s.t. e− φ(r)−
`
2r2
> 0
}
=
{
(r, e) ∈ R∗+×]eφ,`, 0[ s.t. r1(φ, e, `) < r < r2(φ, e, `)
}
.
An integration by parts gives
∂
∂λ
J0(φ+ λh) =
= 8pi2
√
2
∫
L
∫ 0
e=eφ+λh,`
Q∗ (aφ+λh(e, `), `)
∂
∂e
[∫ r2(φ+λh,e,`)
r1(φ+λh,e,`)
(e− ψφ,`(r)− λh(r))1/2 h(r)dr
]
ded`
= −8pi2
√
2
∫
L
∫
Dφ+λh,`
∂Q∗
∂s
(aφ+λh(e, `), `)
∂aφ+λh
∂e
(e, `) (e− ψφ,`(r)− λh(r))1/2 h(r)drded`
where the boundary terms of the integration by parts vanish. Now, we perform the
change of variable e 7→ s = aφ+λh(e, `) and get
∂
∂λ
J0(φ+ λh) = −8pi2
√
2
∫
L
∫ s0(`)
0
∫ +∞
r=0
G(λ, s, `, r)drdsd`, (4.32)
with
G(λ, s, `, r) =
∂Q∗
∂s
(s, `)
(
a−1φ+λh(s, `)− ψφ,`(r)− λh(r)
)1/2
+
h(r).
We have
∂G
∂λ
=
1
2
∂Q∗
∂s
(s, `)
(
∂a−1φ+λh
∂λ
(s, `)− h(r)
)
h(r)
×
(
a−1φ+λh(s, `)− ψφ,`(r)− λh(r)
)−1/2
1r1<r<r2 .
(4.33)
From (2.49): ∣∣∣∣∣∂a
−1
φ+λh
∂λ
(s, `)− h(r)
∣∣∣∣∣ ≤ 2|h|L∞ . (4.34)
Moreover, applying (2.9) to the potential φ+ λh gives(
a−1φ+λh(s, `)− ψφ,`(r)− λh(r)
)−1/2 ≤ r√2r1r2√
(r − r1)(r2 − r)
1√
`
(4.35)
44 M. LEMOU, F. MÉHATS, AND P. RAPHAËL
for r ∈]r1, r2[. Inserting (4.34) and (4.35) in (4.33) yields∣∣∣∣∂G∂λ
∣∣∣∣ ≤ C|h|L∞ |rh|L∞ (−∂Q∗∂s (s, `)
) √
r1r2√
(r − r1)(r2 − r)
1√
`
, (4.36)
for r ∈]r1, r2[, where we recall that ∂Q∗∂s < 0 for ` ∈ L and 0 < s < s0(`).
In order to apply Lebesgue’s derivation Lemma A.1, one has to bound the right-
hand side of (4.36) by suitable L1 functions. To this aim, we need estimates for
r1 = r1(φ+ λh, a
−1
φ+λh(s, `), `), r2 = r2(φ+ λh, a
−1
φ+λh(s, `), `).
We claim that, for all φ = φf ∈ Φrad,
∀` ≤ `0, ∀s ≤ s0(`), r2(φ, a−1φ (s, `), `) ≤ C |f |L1
mφ + `0 + s
2
0
m2φ
, (4.37)
where mφ is defined by (2.20) and where C is a universal constant. Let us assume
(4.37) and conclude the computation of the second derivative. Let
m = min(mφ,mφ˜) > 0, M = max(|f |L1 , |f˜ |L1).
For λ ∈ [0, 1], we have
mφ+λh = inf
r>0
(r + 1)((1− λ)|φ(r)|+ λ|φ˜(r)|) ≥ (1− λ)mφ + λmφ˜ ≥ m > 0.
From (4.28), (4.36) and (4.37), we get∣∣∣∣∂G∂λ
∣∣∣∣ ≤ C|h|L∞ |rh|L∞ qλ(s, `, r), (4.38)
for ` ∈ L, s ≤ s0(`), with
0 ≤ qλ(s, `, r) = −∂Q
∗
∂s
(s, `)
1r1<r<r2√
(r − r1)(r2 − r)
1√
`
,
and where the constant C only depends on m, M , `0 and s0. By Lemma 2.4 and
the continuity of ri(φ+λh, e, `), i = 1, 2 with respect to λ, we have for all λ0 ∈ [0, 1]
qλ(s, `, r)→ qλ0(s, `, r) as λ→ λ0 for a.e. r, s, `.
Moreover, ∫
L
∫ s0(`)
0
∫ +∞
0
qλ(s, `, r)drdsd` = pi
∫
L
Q∗(0, `)
d`√
`
.
Since Q∗ ∈ L∞(R+ × R+) and from (4.28), this integral is finite and its value is
independent of λ. Now we invoke the Brézis-Lieb Lemma to conclude:
qλ(s, `, r)→ qλ0(s, `, r) as λ→ λ0 in L1([0, s0]× [0, `0]× R+).
We conclude from (4.32), (4.38) and Lemma A.1 that λ 7→ J0(φ + λh) is twice
differentiable on [0, 1]. In particular, J0 is twice differentiable at φ in the direction
h with:
D2J0(φ)(h, h) = −4pi2
√
2
∫
L
∫ s0(`)
0
∫ r2
r1
∂Q∗
∂s
(s, `)
(
∂a−1φ
∂λ
(s, `)− h(r)
)
h(r)×
×
(
a−1φ (s, `)− ψφ,`(r)
)−1/2
drdsd`.
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By (2.49), this expression can be simplified into
D2J0(φ)(h, h) =
= 4pi2
√
2
∫
L
∫ s0(`)
0
∂Q∗
∂s
(s, `)
∫ r2
r1
(
a−1φ (s, `)− ψφ,`(r)
)−1/2
(h(r))2drdsd`
−4pi2
√
2
∫
L
∫ s0(`)
0
∂Q∗
∂s
(s, `)
(∫ r2
r1
(
a−1φ (s, `)− ψφ,`(r)
)−1/2
h(r)dr
)2
∫ r2
r1
(
a−1φ (s, `)− ψφ,`(r)
)−1/2
dr
dsd`.
(4.39)
Proof of the claim (4.37). In order to show that r1 and r2 are not allowed to go to
infinity, we shall use (2.8). To this aim, we first need to show that e = a−1φ (s, `) is
not allowed to go to zero when ` ≤ `0 and s ≤ s0(`). From (2.22), we deduce that,
for ` < `0, s ≤ s0(`),
|e|1/2 ≥ min
(
mφ
2
√
2mφ + `
,
4pi2
3
mφ
s
)
≥ C min
(
mφ√
mφ + `0
,
mφ
s0
)
. (4.40)
Finally (4.37) can be deduced from (2.8) and (4.40).
Step 4. Identification of the first and second derivatives of J at φQ.
Let f ∈ Erad and h = φf − φQ. We claim that
DJ (φQ)(h) = 0. (4.41)
In order to prove this claim, we first remark from (4.22) that
DJ (φQ)(h) = DJ0(φQ)(h) +
∫
R3
∇φQ · ∇h dx. (4.42)
Moreover, by (4.31), we have
DJ0(φQ)(h) =
= 4pi2
√
2
∫
L
∫ 0
eφQ,`
∫ +∞
0
F (e, `)
(
e− ψφQ,`(r)
)−1/2
h(r)1e−ψφQ,`(r)>0drded`.
where we used (2.67). Applying the change of variable e 7→ u = √2(e− φQ(r)), it
comes
DJ0(φQ)(h) = 2
∫ +∞
0
∫ +∞
0
∫ +∞
0
F
(
u2
2
+ φQ(r), `
)
h(r)1ru>` dν`d`
=
∫
R6
Q(x, v)h(x) dxdv,
where we used (1.10), Assumption (A), and recall that h is radially symmetric.
Hence, from the Poisson equation, we deduce after an integration by parts that
DJ0(φQ)(h) = −
∫
R3
∇φQ · ∇h dx,
which together with (4.42) implies (4.41).
Let us now identify the right second derivative of J at φQ. We have
D2J (φQ)(h, h) = D2J0(φQ)(h, h) +
∫
R3
|∇h|2 dx (4.43)
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and, by (4.39),
D2J0(φQ)(h, h) =
= 4pi2
√
2
∫
L
∫ s0(`)
0
∂Q∗
∂s
(s, `)
∫ r2
r1
(
a−1φQ(s, `)− ψφQ,`(r)
)−1/2
(h(r))2drdsd`
−4pi2
√
2
∫
L
∫ s0(`)
0
∂Q∗
∂s
(s, `)
(∫ r2
r1
(
a−1φQ(s, `)− ψφQ,`(r)
)−1/2
h(r)dr
)2
∫ r2
r1
(
a−1φQ(s, `)− ψφQ,`(r)
)−1/2
dr
dsd`.
Using first the change of variable s 7→ e = a−1φQ(s, `), (2.23) and (2.67), we get
D2J0(φQ)(h, h) =
= 4pi2
√
2
∫
L
∫ e0(`)
eφQ,`
F ′e(e, `)
∫ r2
r1
(
e− ψφQ,`(r)
)−1/2
(h(r))2drded`
−4pi2
√
2
∫
L
∫ e0(`)
eφQ,`
F ′e(e, `)
(∫ r2
r1
(
e− ψφQ,`(r)
)−1/2
h(r)dr
)2
∫ r2
r1
(
e− ψφQ,`(r)
)−1/2
dr
ded`.
We next apply the change of variable e 7→ u = √2(e− φQ(x)) and use (1.10) to
get:
D2J0(φQ)(h, h) =
∫
R6
F ′e(e, `)(h(x))
2 dxdv −
∫
R6
F ′e(e, `)h(x)Ph(e, `)dxdv,
where we used the definition (4.16) and where we shortly denoted
e =
|v|2
2
+ φQ(x), ` = |x× v|2.
This together with (4.43) concludes the proof of (4.21).
Step 5. Proof of the Taylor expansion (4.20).
We are now ready to prove the Taylor expansion (4.20). We first deduce from (4.41)
and from the fact that J (φQ + λh) twice differentiable with respect to λ that
J (φQ + h)− J (φQ) =
∫ 1
0
(1− λ) ∂
2
∂λ2
J (φQ + λh) dλ.
Hence, for h 6= 0,
J (φQ + h)− J (φQ)− 1
2
D2J (φQ)(h, h) =
=
∫ 1
0
(1− λ) (D2J (φQ + λh)−D2J (φQ)) (h, h) dλ
= |∇h|2L2
∫ 1
0
(1− λ) (D2J0(φQ + λh)−D2J0(φQ))( h|∇h|L2 , h|∇h|L2
)
dλ.
(4.44)
We now claim the following continuity property:
sup
λ∈[0,1]
sup
|∇h˜|L2=1
∣∣∣(D2J0(φQ + λ(φf − φQ)−D2J0(φQ)) (h˜, h˜)∣∣∣→ 0 (4.45)
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as |∇φf −∇φQ|L2 → 0, f satisfying (4.19).
Assume (4.45). Then:∫ 1
0
(1− λ) (D2J0(φQ + λh)−D2J0(φQ))( h|∇h|L2 , h|∇h|L2
)
dλ→ 0
and (4.44) now yields (4.20).
Proof of (4.45). We argue by contradiction and consider ε > 0, fn satisfying (4.19),
h˜n and λn ∈ [0, 1] such that
|∇φfn −∇φQ|L2 <
1
n
, |∇h˜n|L2 = 1 , (4.46)
and ∣∣∣D2J0(φQ + λn(φfn − φQ))(h˜n, h˜n)−D2J0(φQ)(h˜n, h˜n)∣∣∣ > ε. (4.47)
We denote hn = λn(φfn − φQ). Recall from (4.39):
D2J0(φQ + hn)(h˜n, h˜n) =
= 4pi2
√
2
∫
L
∫ s0(`)
0
∂Q∗
∂s
(s, `)
∫ rn2
rn1
(
a−1φQ+hn(s, `)− ψφQ,`(r)− hn(r)
)−1/2
(h˜n(r))
2drdsd`
−4pi2
√
2
∫
L
∫ s0(`)
0
∂Q∗
∂s
(s, `)
(∫ rn2
rn1
(
a−1φQ+hn(s, `)− ψφQ,`(r)− hn(r)
)−1/2
h˜n(r)dr
)2
∫ rn2
rn1
(
a−1φQ+hn(s, `)− ψφQ,`(r)− hn(r)
)−1/2
dr
dsd`,
(4.48)
where we have denoted, for i = 1, 2,
rni = ri
(
φQ + hn, a
−1
φQ+hn
(s, `), `
)
.
By (4.46) and standard radial Sobolev embeddings, the sequence of radially symmet-
ric functions h˜n is compact in L∞([a, b]) for all 0 < a < b. By diagonal extraction,
we deduce the pointwise convergence of h˜n (up to a subsequence) to a function h:
∀r ∈ R∗+ h˜n(r)→ h˜(r) as n→ +∞. (4.49)
Moreover,
r1/2|h˜n(r)| ≤
(∫ +∞
r
s2(h˜′n(s))
2 ds
)1/2
≤ |∇h˜n|L2 = 1, (4.50)
thus, in particular, r1/2h˜ belongs to L∞(R+).
Let us analyze the convergence of (4.48). In a first step, recalling (4.26) and
(4.27), we fix ` ∈ L and s ∈]0, s0(`)] and set
en = a
−1
φQ+hn
(s, `), e∞ = a−1φQ(s, `) < 0.
From (4.46), the uniform bound of fn in Erad and Lemma 2.4, we have:
en → e∞ as n→ +∞. (4.51)
For k = 0, 1 or 2, we introduce the functions
gk(n, s, `, r) =
(
en − ψφQ,`(r)− hn(r)
)−1/2
(h˜n(r))
k
1ψ`(r)+hn(r)<en (4.52)
and
gk(∞, s, `, r) =
(
e∞ − ψφQ,`(r)
)−1/2
(h˜(r))k 1ψ`(r)<e∞ .
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We claim: ∀` ∈ L, ∀s ∈]0, s0(`)],∫ +∞
0
gk(n, s, `, r) dr →
∫ +∞
0
gk(∞, s, `, r) dr for k = 0, 1 or 2. (4.53)
Indeed, from (4.49), (4.51), (4.46) and the bound of fn which imply |hn|L∞ → 0, we
first deduce that, for all s > 0, ` > 0, the function gk(n, s, `, r) converges pointwise
in r ∈ R∗+ to the function gk(∞, s, `, r), for k = 0, 1 or 2, as n → +∞. Moreover,
by applying (2.9) to the function φQ + hn, we get
0 ≤ gk(n, s, `, r) ≤
r|h˜n(r)|k
√
rn1 r
n
2 1r
n
1<r<r
n
2√
`(r − rn1 )(rn2 − r)
≤ |r1/2h˜n(r)|kL∞
(rn2 )
2−k/2
1rn1<r<r
n
2√
`(r − rn1 )(rn2 − r)
≤ (r
n
2 )
2−k/2
1rn1<r<r
n
2√
`(r − rn1 )(rn2 − r)
, (4.54)
where we used (4.50). Now we observe from the uniform bound of fn in E , from
(4.46) and from (2.29) that we have
sup
n
|Q+ λn(fn −Q)|L1 <∞ and 0 < inf
n
inf
r≥0
(r + 1)|φQ(r) + hn(r)| < +∞.
Injecting the bound (4.37) on rn2 into (4.54) gives:
0 ≤ gk(n, s, `, r) ≤ K
1rn1<r<r
n
2√
`(r − rn1 )(rn2 − r)
. (4.55)
Denote r∞i := ri(φQ, e∞, `) for i = 1, 2 and
qn(r) =
1rn1<r<r
n
2√
`(r − rn1 )(rn2 − r)
and q∞(r) :=
1r∞1 <r<r
∞
2√
`(r − r∞1 )(r∞2 − r)
.
By Lemma 2.4, we have rni → r∞i as n→ +∞, for i = 1, 2. Therefore, the function
qn converges pointwise to q∞. Since∫ +∞
0
qn(r) dr =
∫ +∞
0
q∞(r) dr =
pi√
`
, (4.56)
we deduce from the Brézis-Lieb lemma that qn → q∞ in L1(R+) as n → +∞.
Finally, by applying the generalized dominated convergence theorem, we obtain
(4.53).
Now, we remark that, with the notation (4.52), (4.48) reads
D2J0(φQ + hn)(h˜n, h˜n) = −4pi2
√
2
∫
L
∫ s0(`)
0
G(n, s, `)dsd`
and
D2J0(φQ)(h˜, h˜) = −4pi2
√
2
∫
L
∫ s0(`)
0
G(∞, s, `)dsd`,
with
G(n, s, `) = −∂Q
∗
∂s
(s, `)

∫ ∞
0
g2(n, s, `, r)dr −
(∫ ∞
0
g1(n, s, `, r)dr
)2
∫ ∞
0
g0(n, s, `, r)dr

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and
G(∞, s, `) = −∂Q
∗
∂s
(s, `)

∫ ∞
0
g2(∞, s, `, r)dr −
(∫ ∞
0
g1(∞, s, `, r)dr
)2
∫ ∞
0
g0(∞, s, `, r)dr
 .
From (4.53), we get that, for all ` ∈ L and s ∈]0, s0(`)[,
G(n, s, `)→ G(∞, s, `) as n→ +∞. (4.57)
Moreover, by the Cauchy-Schwarz inequality, we have
0 ≤
(∫ ∞
0
g1(n, s, `, r)dr
)2
≤
(∫ ∞
0
g0(n, s, `, r)dr
)(∫ ∞
0
g2(n, s, `, r)dr
)
.
(4.58)
Therefore, (4.55), (4.56) and (4.58) yield the estimate
0 ≤ G(n, s, `) ≤ −piK√
`
∂Q∗
∂s
(s, `) . (4.59)
Remark that the function in the right-hand side of (4.59) belongs to L1 since it is
nonnegative and∫
L
∫ s0(`)
0
−∂Q
∗
∂s
(s, `) ds
d`√
`
=
∫
L
Q∗(0, `)
d`√
`
< +∞,
where we used (4.28) and |Q∗(0, `)| ≤ |Q|L∞ . Finally, we deduce from (4.57), (4.59)
and from dominated convergence that
D2J0(φQ + hn)(h˜n, h˜n)→ D2J0(φQ)(h˜, h˜) (4.60)
as n→ +∞. This contradicts (4.47) and concludes the proof of (4.45).
This concludes the proof of Proposition 4.3. 
Remark 4.4. Note that a similar argument like for the proof of (4.60) gives that
for all bounded sequence h˜n ∈ H˙1r , after extraction of a subsequence,
D2J0(φQ)(h˜n, h˜n)→ D2J0(φQ)(h˜, h˜) (4.61)
as n → +∞. Indeed, we never used for the proof of (4.60) the fact that h˜n is a
Poisson field. The important consequence is then that the quadratic form D2J0(φQ)
is compact on H˙1r .
4.3. Proof of Proposition 3.2. We are now in position to conclude the proof of
Proposition 3.2. The coercivity property (3.9) will appear as a consequence of the
fact that the Hessian (4.20) can be connected to the Antonov functional (4.4) via the
projection operator (4.16), and the key step is then Antonov’s coercivity property
(4.5).
Proof. Step 1. Strict positivity of the Hessian
We claim that:
∀h ∈ H˙1r \ {0}, D2J (φQ)(h, h) > 0. (4.62)
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Indeed, let h ∈ H˙1r \{0} and consider the projection Ph given by (4.16). From (4.17),
the functions hF ′e and (Ph)F ′e belong to L2,r|F ′e| and hence g = (h − Ph)F
′
e ∈ L2,r|F ′e|.
By the orthogonality property (4.18), we have∫
(h− Ph)2 F ′e dxdv = −
∫
(h− Ph)2 F ′e dxdv + 2
∫
h (h− Ph)F ′e dxdv
=
∫
g2
|F ′e|
dxdv − 2
∫
∇h · ∇φg dx,
where we used the Poisson equation. We may thus rewrite the Hessian (4.21):
D2J (φQ)(h, h) =
∫
|∇h|2dx+
∫
R6
(h− Ph)2 F ′e dxdv
=
∫
g2
|F ′e|
dxdv − |∇φg|2L2 + |∇h−∇φg|2L2
= A (g, g) + |∇h−∇φg|2L2 .
Now, from (4.18) and Proposition 4.1 (iii), we deduce that A (g, g) ≥ 0. Therefore,
D2J (φQ)(h, h) is nonnegative. Moreover, if D2J (φQ)(h, h) = 0, then A (g, g) =
|∇h − ∇φg|L2 = 0 and using again Proposition 4.1 (iii) enables to conclude that
g = φg = h = 0. This ends the proof of (4.62).
Step 2. Coercivity of the Hessian and conclusion
In Remark 4.4, we have seen that the quadratic form D2J0(φQ) is compact on
H˙1r . Hence from (4.22), the Fredholm alternative can be applied to the quadratic
form D2J (φQ). Together with the strict positivity property (4.62), this implies the
coercivity of this quadratic form:
∀h ∈ H˙1r D2J (φQ)(h, h) ≥ c|∇h|2L2 , (4.63)
for some universal constant c > 0.
We now may conclude the proof of (3.9). Let R > 0 be fixed. From Proposition
4.3 (ii), there exists δ0(R) – chosen in ]0, 12 |∇φQ|L2 ] – such that, for all f ∈ Erad
satisfying
|f −Q|E ≤ R, |∇φf −∇φQ|L2 ≤ δ0(R),
we have
εR(φf ) ≤ c
4
,
where c is the constant in (4.63) and εR is defined in (4.20). Hence, for such f , we
deduce from (4.63) and (4.20) that
J (φQ + h)− J (φQ) ≥ c
4
|∇h|2L2 .
The proof of Proposition 3.2 is complete.

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Appendix A. A dominated convergence lemma
Lemma A.1. Let I be an interval of R and let g(λ, r) be a real-valued function in
C0(I, L1(R+)). Let
G(λ) =
∫
R+
g(λ, r)dr
and denote by
∂g
∂λ
the weak partial derivative of g with respect to λ. Assume that g
satisfies the following assumptions:
(i)
∂g
∂λ
∈ L1(I × R+) and for all λ0 ∈ I, lim
λ→λ0
∂g
∂λ
(λ, r) =
∂g
∂λ
(λ0, r) for a.e. r;
(ii) for all λ ∈ I,
∣∣∣∣∂g∂λ(λ, r)
∣∣∣∣ ≤ qλ(r) a.e., where qλ ∈ L1(R+), and for all λ0 ∈ I,
qλ → qλ0 in L1(R+) as λ→ λ0.
Then, G is C1 on I and
G′(λ) =
∫
R+
∂g
∂λ
(λ, r)dr.
Proof. Let λ0, λ ∈ I. Since g ∈ C0(I, L1(R+)) and ∂g∂λ ∈ L1(I × R+), we have
g(λ, r)− g(λ0, r) =
∫ λ
λ0
∂g
∂λ
(µ, r)dµ.
Hence, by Fubini,
G(λ)−G(λ0)
λ− λ0 =
∫
R+
g(λ, r)− g(λ0, r)
λ− λ0 dr =
1
λ− λ0
∫ λ
λ0
(∫
R+
∂g
∂λ
(µ, r)dr
)
dµ.
(A.1)
Now, we use a generalized version of the dominated convergence as stated in [33]
(see Remark after Theorem 1.8) and deduce from Assumptions (i) and (ii) that
lim
µ→λ0
∫
R+
∂g
∂λ
(µ, r)dr =
∫
R+
∂g
∂λ
(λ0, r)dr. (A.2)
Hence, by using (A.2), we pass to the limit in (A.1) and obtain
lim
λ→0
G(λ)−G(λ0)
λ− λ0 =
∫
R+
∂g
∂λ
(λ0, r)dr,
which proves the differentiability of G. In fact, we observe that the same Assump-
tions (i) and (ii) associated to the same generalized version of the dominated conver-
gence theorem provide the continuity of G′. This ends the proof of the lemma. 
Appendix B. Proof of the Antonov inequality (4.6)
Let Ω be defined by (4.2) and let ξ ∈ C∞c (Ω) ∩ L2,odd|F ′e| . We recall that the linear
transport operator T is defined by
T ξ = v · ∇xξ −∇xφQ · ∇vξ.
Our aim is to prove the coercivity property (4.6). Let g = T ξ, we have from the
Poisson equation
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r2φ′g(r) =
∫ r
0
s2ρg(s)ds =
1
4pi
∫
|x|≤r
ρg(x)dx
=
1
4pi
∫
|x|≤r
∫
R3
(v · ∇xξ −∇xφQ · ∇vξ) dvdx
=
1
4pi
∫
|x|≤r
∇x ·
(∫
R3
vξdv
)
dx
=
1
4pi
∫
|x|=r
(∫
R3
x
r
· vξdv
)
dσ(x).
Now we observe from the spherical symmetry of ξ that the quantity
∫
R3
x
r · vξdv
only depends on r = |x|. Therefore
rφ′g(r) =
∫
R3
(x · v)ξdv. (B.1)
We then use the Cauchy-Schwarz inequality and Supp(ξ) ⊂ Ω to estimate:
r2φ′g(r)
2 ≤
(∫
R3
(x · v)2|F ′e|dv
)(∫
R3
ξ2
|F ′e|
dv
)
, (B.2)
where we recall that F ′e is given by (4.1). Now we claim that∫
R3
(x · v)2|F ′e|dv = r2ρQ(r). (B.3)
Indeed, we first pass to spherical coordinates in v
u = |v|, |x× v|2 = r2u2 sin2 θ, θ ∈ [0, pi[, with r = |x|, (B.4)
and get (recall that F ′e ≤ 0)∫
R3
(x·v)2|F ′e|dv = −4pi
∫ pi/2
0
∫ +∞
r=0
r2u4 cos2 θ sin θ
∂F
∂e
(
u2
2
+ φQ(r), r
2u2 sin2 θ
)
dudθ
Now we perform the change of variable
(u, θ)→
(
e =
u2
2
+ φQ(r), ` = r
2u2 sin2 θ
)
(B.5)
and obtain∫
R3
(x · v)2|F ′e|dv = −2pi
√
2
∫ +∞
`=0
∫ +∞
e=φQ(r)+
`
2r2
(
e− φQ(r)− `
2r2
)1/2 ∂F
∂e
(e, `)ded`.
We then integrate by parts with respect to the variable e:∫
R3
(x · v)2|F ′e|dv = pi
√
2
∫ +∞
`=0
∫ +∞
e=φQ(r)+
`
2r2
(
e− φQ(r)− `
2r2
)−1/2
F (e, `)`ded`.
Using the same changes of variables (B.4) and (B.5), we get
r2ρQ(x) = r
2
∫
R3
F
( |v|2
2
+ φQ(x), |x× v|2
)
dv
= pi
√
2
∫ +∞
`=0
∫ +∞
e=φQ(r)+
`
2r2
(
e− φQ(r)− `
2r2
)−1/2
F (e, `)`ded`,
and (B.3) follows.
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Now, we integrate the inequality (B.2) with respect to r and use (B.3) to get∫
R3
|∇xφg|2dx = 4pi
∫ +∞
0
r2φ′g(r)
2dr
≤
∫
R3
∫ +∞
0
4pir2ρQ(r)
ξ2
|F ′e|
drdv =
∫
R3×R3
ρQ(x)
ξ2
|F ′e|
dxdv
From the definition (4.4) of the Antonov functional, we then deduce
A (T ξ, T ξ) ≥
∫
Ω
(
(T ξ)2 − ρQ(x)ξ2
) 1
|F ′e|
dxdv. (B.6)
Let now ξ = (x · v)q(x, v) and write from the definition of T
(T ξ)2 = (qT (x · v) + (x · v)T q)2
= (x · v)2(T q)2 + (x · v)T (x · v)T (q2) + q2(T (x · v))2
= (x · v)2(T q)2 + T ((x · v)q2T (x · v))− (x · v)q2T (T (x · v)) .
We observe, from the Poisson equation ∆φQ = ρQ, that
T (T (x · v)) = −(x · v)∆φQ − v · ∇xφQ = −(x · v)
(
ρQ(r) +
φ′Q(r)
r
)
.
Thus
(T ξ)2 − ρQ(r)ξ2 = (x · v)2(T q)2 + T
(
(x · v)q2T (x · v))+ ξ2φ′Q(r)
r
. (B.7)
We now insert this expression into (B.6) and directly get the desired Antonov’s
inequality (4.6), provided the following claim is proved:∫
|x · v| > ε3
|x| > ε
T ((x · v)q2T (x · v)) dxdv → 0 as ε→ 0. (B.8)
Proof of (B.8): We shall in fact deal with the singularity at x · v = 0 in the integral
(B.8), recalling that q(x, v) = ξ(x, v)/(x ·v). We observe that the function |x|q(x, v)
is bounded. To see this, let x 6= 0 and Rx be the orthogonal transformation of R3
such that Rx x|x| = e1, where e1 = (1, 0, 0)
T . Then, due to the spherical symmetry,
|x|q(x, v) = ξ(|x|e1, Rxv)
e1 ·Rxv = ω(|x|, Rxv), with ω(r, v) =
ξ(re1, v)
e1 · v =
ξ˜(r, |v|, e1 · v)
e1 · v .
Now, we recall that ξ is odd in v and hence ξ˜ is odd with respect to the last
coordinate, thus ω is bounded and so is rq. Note also that q is smooth on |x ·v| > δ,
for all δ > 0.
Let ε > 0. We have∫
|x · v| > ε3
|x| > ε
T ((x · v)q2T (x · v)) dxdv =
= −2ε3
∫
x · v = ε3
|x| > ε
q2 (T (x · v))2 dσ1(x, v)√|x|2 + |v|2 − 2ε
∫
x · v > ε3
|x| = ε
(x · v)2q2T (x · v)dσ2(x)dv,
where dσ1(x, v) is the measure on the set {(x, v) s.t. x · v = ε3 and |x| > ε} induced
by the Lebesgue measure of R6, and dσ2(x) is the usual measure on the sphere
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{x ∈ R3; |x| = ε}. Now let R > 0 such that Supp(ξ) ⊂ {(x, v), |x|2 + |v|2 ≤ R2},
then∣∣∣∣∣∣∣∣∣
∫
|x · v| > ε3
|x| > ε
T ((x · v)q2T (x · v)) dxdv
∣∣∣∣∣∣∣∣∣ ≤
≤ 2ε
∫
x · v = ε3
|x| > ε
r2q2 (T (x · v))2 dσ1(x, v)√|x|2 + |v|2 + 2ε
∫
|x|=ε
(∫
R3
ξ2|T (x · v)|2dv
)
dσ2(x),
≤ 2ε|rq|2L∞I(ε,R) +
C
ε
ε2,
where we have set
I(ε,R) =
∫
x · v = ε3
|x|2 + |v|2 < R2
(T (x · v))2 dσ1(x, v)√|x|2 + |v|2
and where we have used in the last estimate that rq is bounded and that ξ is
compactly supported. We claim that
I(ε,R) ≤ CR, (B.9)
where CR is independent of ε, which concludes the proof of (B.8). Indeed, we
integrate by parts to get:
I(ε,R) = −
∫
x · v > ε3
|x|2 + |v|2 < R2
T (T (x · v)) dxdv
+
∫
x · v > ε3
|x|2 + |v|2 = R2
T (x · v) (x · v − v · ∇xφQ) dσ3(x, v)√|x|2 + |v|2
≤
∫
|x|2+|v|2<R2
|T (T (x · v))| dxdv
+
∫
|x|2+|v|2=R2
|T (x · v) (x · v − v · ∇xφQ)| dσ3(x, v)√|x|2 + |v|2 ≤ CR,
where dσ3(x, v) denotes the usual measure on the sphere |x|2 + |v|2 = R2. This
concludes the proof of (B.9) and (4.6).
Appendix C. Proof of Lemma 4.2
Let us first prove that for h ∈ Φrad, the projection Ph given by (4.16) is well-
defined. From Lemma 2.1, the denominator in the definition (4.16) is finite and non
zero for (x, v) such that (e(x, v), `(x, v)) ∈ D and we have
|(Ph)(x, v)| ≤ sup
r1≤r≤r2
|h(r)|.
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Let us now prove that hF ′e belongs to L
2,r
|F ′e|. By a change of variable, we have∫
h2 |F ′e| dxdv =
= −4pi2
√
2
∫
L
∫ +∞
0
∂Q∗
∂s
(s, `)
∫ r2
r1
(
a−1φQ(s, `)− φQ(r)−
`
2r2
)−1/2
(h(r))2drdsd`
≤ −C
∫
L
∫ s0(`)
0
∂Q∗
∂s
(s, `)
∫ r2
r1
r|h(r)|2√r1r2√
`(r − r1)(r2 − r)
drdsd`,
where we used (4.26), (4.27) for the support of Q∗ (recall the definition (4.25) of L)
and (2.9) for φQ. From (4.28), (4.37) and the radial Sobolev bound:
r1/2|h(r)| ≤
(∫ +∞
r
s2(h′(s))2 ds
)1/2
≤ |∇h|L2 ,
we deduce that∫
h2 |F ′e| dxdv ≤ −C|∇h|2L2
∫
L
∫ s0(`)
0
∂Q∗
∂s
(s, `)
∫ r2
r1
1√
`(r − r1)(r2 − r)
drdsd`
≤ C|∇h|2L2
∫ `0
0
Q∗(0, `)
d`√
`
≤ C|∇h|2L2 . (C.1)
Now we prove that (Ph)F ′e belongs to L2,r|F ′e|. The same change of variable as above
gives∫
(Ph)2 |F ′e| dxdv =
= −4pi2
√
2
∫
L
∫ s0(`)
0
∂Q∗
∂s
(s, `)
(∫ r2
r1
(
a−1φQ(s, `)− φQ(r)−
`
2r2
)−1/2
h(r)dr
)2
∫ r2
r1
(
a−1φQ(s, `)− φQ(r)−
`
2r2
)−1/2
dr
dsd`.
Hence, using the Cauchy-Schwarz inequality, we get∫
(Ph)2 |F ′e| dxdv ≤
∫
h2 |F ′e| dxdv
which concludes the proof of (4.17).
Observe now from (4.16), (4.17) that (Ph)F ′e is a L2,r|F ′e| function of e(x, v) and
`(x, v) and hence belongs to N(T ) from (4.3). It remains to prove that (h−Ph)F ′e
is orthogonal to N(T ). Indeed, let
θ = θ(e(x, v), `(x, v)) ∈ N(T ),
then passing from the variables x, v to the variable r, e, `, we get:∫
(Ph)(x, v)θ(e(x, v), `(x, v))dxdv =
= 2pi2
√
2
∫ +∞
0
∫ 0
eφQ,`
∫ r2
r1
(
e− φQ(r)− `
2r2
)−1/2
h(r)θ(e, `)drded`
=
∫
h(x, v)θ(e(x, v), `(x, v))dxdv.
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Hence (h − Ph)F ′e and θ are orthogonal for the L2,r|F ′e| scalar product and (4.18)
follows.
This ends the proof of Lemma 4.2.
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