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Resumo 
Neste trabalho tratamos de identidades do tipo Rogers-Ramanujan. Obte-
mos novas identidades utilizando o software "Axiom" e o conceito de par de Bailey. 
Introduzimos o conceito de u-partiçâo que nos permitiu diversas interpretações com-
binatórias. Descrevemos, também, um método que possibilita a obtenção de inter-
pretações combinatórias de certas séries, através da análise de equações funcionais. 
Este método permitiu a obtenção de uma nova interpretação combinatória para as 
identidades de Rogers-Ramanujan. 
Introdução 
Historicamente este trabalho se originou com as famosas identidades de Rogers-
Rarnanujan 
oo n' !+I; q 
""' (I- q)(l - q2 ) ···(I- q") 
oo I 
]], (I_ q5n+! )(I_ q5n+4) e 
= n 2+n 
I+ L q 
n"! (I- q)(l- q') ... (I- qn) 
oo I 
}], (I- q5n+2)(1- q5n+3) 
Estas fórmulas foram descobertas, primeiramente, por Rogers em 1894. Ra-
manujan conjecturou estas fórmulas antes de 1913 e ele não possuia, na época, 
nenhuma prova para elas. Hardy, que as conheceu por intermédio de Ramanujan. 
afirma que nenhum matemático, a quem mencionou estes resultados, foi capaz de 
fornecer uma demonstração. Elas aparecem, sem demonstração, no segundo volumt> 
do livro Análise Combinatória de MacMahon. Este mistério foi resolvido somente em 
1917 quando, acidentalmente, Ramanujan encontrou o trabalho de Rogers, pesqui-
sando velhos volumes do "Proceedings of the London Mathematical Society" (veja 
Andrews [7J p. 176). 
Entre os muitos resultados que se seguiram destacamos como ponto inicial. 
Slater [17] e Slater [18], escritos por sugestão de \V. N. Bailey. Nestes papers encon~ 
tramos mais de uma centena de identidades do tipo Rogers-Ramanujan. Observamos 
que a obtenção de tais fórmulas, nos trabalhos de Slater, utiliza somente resultados 
de análise. 
Posteriormente encontramos em Andrews [4] interpretações combinatórias para 
diversas identidades obtidas por Slater. 
A utilização de uma idéia introduzida por Andrews em 1985 ( conside-
rar funções com certas propriedades, associadas a uma identidade conhecida em 
princípio) permitiu que Santos [15] obtivesse novas identidades, apresentasse pro-
vas alternativas para alguns dos resultados de Slater e listasse diversas conjecturas 
auxiliado pelo pacote de álgebra simbólica ''Macsyma". 
I 
Este trabalho está dividido em 6 capítulos, cujos conteúdos estão, sucintamente 
descritos a seguir. 
No capítulo (1) introduzimos as notações e apresentamos os resultados clássicos 
que utilizamos nos demais capítulos. 
No capítulo (2) fazemos uso do conceito de Par de Bailey e do software "Axiom'' 
para obter novas identidades. 
No capítulo (3) apresentamos provas alternativas para identidades já conheci-
das. 
Os capítulos seguintes são caracterizados pelo enfoque dado às interpretações 
combinatórias. No capítulo (4) obtemos novas interpretações seguindo as mesmas 
idéias vistas na literatura. 
No capítulo (5) apresentamos dois novos conceitos que permitem interpretações 
combinatórias que não são possíveis somente com as idéias anteriores. 
Finalmente, no capítulo (6), conseguimos a construção de um :.conjunto de 
partições" através da análise de certas equações funcionais. Isto nos possibilita 
a obtenção de uma nova interpretação combinatória para as duas identidades de 
Rogers-Ramanujan. 
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• CAPITULO 1 
Notações e resultados básicos 
Introduzimos, neste capítulo, notações e definições além de vários resultados 
importantes que serão utilizados, para os quais fornecemos referências. 
No que segue q é um número complexo tal que jqj < 1. Sejam a E d7; k E 
LZ~,n E~+· 
Nestas condições definimos 
(a; q')n :~ { !1- a)(1- aq) · · · (1- aqk(n-l)) 
(a; q1 ) 00 :~ lim (a; q1 )n e n-oo 
(a)n::::: (a;q)n no caso em que k = 1. 
Também se define para ). E IR 
( ') (a; q')oo a; q >. := ( k>... k) . 
aq ,q = 
,n =O 
,n >O 
Desta última definição destacamos a seguinte conseqüência 
1 
( k ') ~ o q 'q -n 
que vale para todo n = 1, 2, 3, ... 
(LO I 
Os q-análogos dos números binomiais ou polinômios de Gauss sào definidos 
por; 
{ qk ;qk )m( qk ;qk )n-m ,o::;ms;n 
o , noutros casos 
e para k = 1 escrevemos 
[: l ~ { {q)n ,O:Sm:S;n 




Fixadas as notações listamos, a seguir, propriedades fundamentais dos po-




[ : ] [ n: 1 ] + qn-m [ : = ~ ] 
[ : l [ : = ~ l + qm [ n: 1 l 






Prosseguimos apresentando um conceito fundamental neste trabalho: dadas 
duas sequencras O'n e /3n de números complexos, diz-se que ( o:n, /3n) é um par de 
Bailey se 
( 1.6) 
para todo n _::::: O, onde a E (['. 
Obs. Fixado a e dada a seqüência o:n, os f3n dados por (1.6) ficam completamente 
determinados. A inversa também é válida conforme Andrews [3], p. 278, onde 
encontramos 
n ( J ( 1Jn-j (";-') 
- (1- 2n)" aq n+j-1- q 8· ~- ~ ~ ' 
j=O ( q )n- j (17) 
Acompanhando esta definição apresentamos a seguir um resultado devido a 
Bailey (1949) que tem permitido a obtenção de novas identidades do tipo Rogers-
Rama.nuja.n. 
Lema 1.1. (Lema de Bailey) Se O:n e .Bn são sequencia.s que formam um par de 
4 
Bailey então o:~ e {3~ dadas por 
{3~ = t (p1L(p,);(aqj P1P2)n-;(aqj P1P2)i {3, 
2~o ( aqj Pdn(aq/ P2)n(q)n-j (1.8) 
' (p,),(p,),(aq/ P1P2l' 
a, = ( aq/ p,), ( aq/ p,), a, ( 1.9) 
também formam um par de Bailey1 isto é, 
(p1 e p2 são números complexos para os quais a.s expressões (1.8) e (1.9) ficam bem 
definidas). 
Para completar as informações dadas pelo Lema (1.1), acrescentamos que a 
seqüência que se obtém por iteradas aplicações deste resultado, pode também ser 
estendida para a esquerda sempre que os valores de p1 e p2 assim permitirem 
... ~ (al-2) /3(-2)) ~ (al-1} fJI-1}) ~(a (3 ) ~(a' 8') ~ ... 
71 1 n n ' n n• n n• 71 
pois de (1.9) temos 
e conforme Andrews [6] temos que 
!3~-11 = t (aqjp,),(aqfpz);(P1Pzfaq)n ;(p1p,faq)2n-, s; 
(p1)n(P2)n(q)n-i (1.10) ;=O 
Completamos nossos dados sobre os pares de Bailey com mais duas relações 
envolvendo 0: 71 e .871 , que possibilitam a obtenção de novas identidades: 
= - ·2 1 = - 2 I;a'q' .iJ; = -(- I;a'q' a, 




cujas demonstrações podem ser vistas em Santos [15]. 
A seguir exibimos um importante teorema que permite passarmos de so-
matórios para produtórios. 
Produto Triplo de Jacobi: Para números complexos z =f O, jqj < 1 vale que 
00 00 L znqn2 = IT (1 -ln+2)(l + zq2n+l)(l + z-lq2n+1 ). (l.J:l) 
n==:-oo n==:O 
Finalizamos este capítulo com três úteis identidades. um resultado devído a 
Abel e um teorema. elementar em teoria de partições. 
(1.14) 
e 
" (z)n = D-1)iziq(;) 
J""Ü [ ~ l (1.15) 
as quais podem ser encontradas em Andrews [1], p. 36, 
. [2n+k] 1 hm , =-1-1-,k.fEZ: n-= n+<. q = (1.16) 
que pode ser obtido, diretamente, pela definição de polinômio de Gauss. 
00 
Lema de Abel: Se lim an =L então lim (1- t) L antn =L. 
n-+co t-1-
n=O 
(veja em Andrews [1], p. 190) 
Teorema (1.1): O número de partições de n em no máximo m partes é igual ao 
número de partições de n em partes que não superam m. 
Uma demonstração deste último resultado. utilizando-se representa.ção 
geométrica de partição, pode ser encontrada em Andrews [7], p. 152. 
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CAPÍTULO 2 
Novas identidades via pares de Bailey e "Axiom" 
Neste capítulo obtemos duas novas identidades. Utilizamos para isto o software 
"Axiom" e o importante conceito de Par de Bailey introduzido no capítulo anterior. 
O Lema (1.1), que relaciona pares de Bailey, é conseqüência de uma simples. porém 
crucial observação feita por Bailey [9] em 19441 conhecida por transformada de 
Bailey, a saber, 
''Sob convenientes condições de convergências. se 
n 
/3n =L frrUn-rVn+r 
r=O 
00 00 
I:; a,-y, = I:; (3,8," 
n=O n=O 
(veja Andrews [6], p. 24-29). 
00 
e In= L b,.u,._nVr+n 
r=n 
então 
Apresentamos também neste capítulo. uma. interpretação combinatória para a 
primeira identidade obtida. 
Iniciamos definindo uma função de duas variáveis que esteja bem definida 
numa região de ([' x tr. Esta função estará associada a alguma identidade a qual 
indicaremos. 
Seja J28(q, t) função associada a equaçao 28 de 
Slater. 
Como jqj < 1 vemos, pelo teste da razão, que !28 (q, t) está bem definida para 
todo t opl. 
Consideremos agora /28 (q, t) em t = -1. Temos 
00 ( ' ') J(q,-J) = Lq"q"' -q ,q n 
n=O (qhn+l 
. I 
onde desconsideramos o fator "2. 
7 
Comparando este somatório com o lado esquerdo da equação (1.11), identifi-
camos a= q, 
(3 ~ ( ~q'; q')n 
n- (qhn+l 
e substituímos estes valores em (1.7). 
(2.1) 























0'8 = --. 
q~l 









A seguir apresentamos uma prova de que O:n e !3n dados em (2.2) e (2.1), com 
I 
formam um par de Bailey. o:o = --
l~q 
I 
Lema 2.1: O par (o:n, ,Bn) obtido de (2.1) e (2.2) com o:0 = -- e a= q e um I~ q 
par de Bailey. 
8 
Demonstração: 
Efetuando, no lado direito da definição (1.6), com os dados de nossa hipótese 
temos, para n 2: 1 
1 
= + (q)n(q)n+I 
(pois pela definição dos polinômios de Gauss temos que todas as parcelas são nulas 
fora do intervalo -ln21J -1 :Sj:::; lnt1J + 1). 
( -q2 ; q2 )n 1 
Como f3n = () , f3o = -- e (-q2 ;q2 )n = (1+q2n)(-q2 ;q2 )n-J, 
q2n+l 1-q 
segue que definindo 
nossa prova estará completa se mostrarmos que 
An = (1 + q2n)An-l para todo n ?> 1. 
9 
e 
Seguindo neste intuito temos 
};n (-1 )i q'J'+j [ ~n-+2~ l 
(1.3) 
i:n ( - 1 )Jq'J'+J ( [ n ~n2j l + qn+!j+l [ n- ;~- 1 ]) 
Agora resta mostrar que o último somatório é nulo. 
Desenvolvendo em duas somas, temos 
,ç-- (-1)' n+2J'-J [ 2n-1] 1~, q n ~ 2J 
(!.}l 
(~) 
(pois para j = n + 1 ou j = n a expressão do somatório é nula). Portanto nossa 
prova está completa. o 
10 
Este resultado nos permite, com o auxílio de (Lll), a obtenção de uma nova 
identidade. Como (1.11) é satisfeita por todo par de Bailey) temos pelo Lema (2.1) 
que 
.;::., ( -/; q')n n'+n 
L, ( .q 
n=O qhn+l 
1 ( 1 ] .;::.,( 2n+l (2n+l)' 
----+--·L, q .q (q2 )oo 1-q q-1 n~o 
.( -l)nq2n2+3n+1 + q2n+2q(2n+Z)2 .( -l)'"'q2n2+5n+3)) 
+(-1- + _1_ f:((-1J"+lq'n'+9n+3 + (q )oo 1-q 1-qn~o 
.( -lr+lq6n2+1Sn+9)) 
_I_ (1 +f:( -1J"r'-'" + (-1)"q6n'+3n) 
( q)oo n~l 
_1_. f: (-q')"(q6)n' 
(q)o..., n=-•:>0 
_J_ ft (1- q12n+l2)(1 _ q12n+9)(l _ ql2n+:3) 
(q)oo no::;O 
I oo 
- rr (1- q"")(1- q""-')(1- q""-') 
(q)oo n~I 
Portanto a nova identidade obtida é a igualdade 
Para uma interpretação combinatória de (2.3) definimos: 
(2.3) 
Definição: Uma partição de n do tipo k com dua_c; cores é uma pa.rtição da forma 
k 2k+l 
n = k(k + 1) + LaA2j) + L bj.j com ai= O ou 1 e bi ~(L onde as parcelas 
j=l j=l 
relativas à 1ª soma são denominadas de partes amarelas e as parcelas pertencentes 
à 2ª soma são chamadas de partes beges. 
Esta definição foi sugerida pelas expressões 
( -q; qZ)nt"2+n 
(qJ,n+I 
11 
que aparecem no lado esquerdo de (2.3). No capítulo (S). apresentamos uma genera~ 
lização deste conceito que torna possível a obtenção de muitas outras interpretações 
cornbinatôrias. 
Observamos ainda que com esta definição, há necessidade de introdnzírmos 
uma nova notação, a saber, 
n = k.(k + 1) + [a1.2 + · · · + a,.2!c] + {b11 + · · · + b2k+1·(2k + 1)} 
onde fica claro a procedência de cada parcela. 
Assim~ já temos provado o seguinte teorema: 
Teorema 2.1. O número de partições de n do tipo k com duas cores é igual ao 
número de partições de nem partes ;:j. 0,±3(mod12). 
Para ilustrarmos o resultado anterior apresentamos as partições de n = 8 que 
satisfazem o enunciado. 
0(0+1)+{1+···+1} 
1 ( 1 + 1) + [2] + { 3 + 1} 
1(1 + 1) + [2] + {2 + 2} 
1(1 + 1) + [2] + {2 + 1 + 1} 





1(1 + 1) + {2 + 2 + 1 + 1} 
1(1+1)+{2+1+···+1} 
1(1+1)+{1+···+1} 
2(2+ 1) + [2] 
2(2+1)+{2} 
















De forma semelhante ao que acabamos de fazer com a equação de número '28 
de Slater [18], definimos agora uma função de duas variáveis associada à identidade 
12 
(80) de Slater [18]. 
Seja a função 
Temos que 
·- ~ ( -q)n nl':,+ll "1':
2
+1) fso(q. t) .-L. ( ) I - q . 
n=O q 2n+l 
fso(q.q) =f (-q)n qnln+l) 
n:=O (q)zn+l 
Comparando esta soma com o lado esquerdo da equação ( 1.11) onde a = q e 
8 - (-q)n 
. n- (q)zn+l (2.4) 
e usando o software "Axiom:· para avaliar Cl'n para alguns valores de n, por meio de 

















Após urna obsevação destes dados foi possível a obtenção da. seguinte conjec-
tura: 
l2n2+IOn+2 
fr(4n+l) = q- I 
q12n2 +14:n+4 
0'(4n+2) = q -I 
-ql2n2+22n+IO 
D(4n+,3) = q-1 I"' 'I 
__ ,) 
-ql211 2+26n+l4 
0:(4n+4) = q- 1 
13 
para n =O, 1,2, .... 
No lema seguinte provamos que o par (nn, ,Bn) formado por (2.5) e (2.4) é de 
fato um par de Bailey. 
Lema 2.2: As seqüências dadas em (2.4) e (2.5) com a0 = -
1
- e a= q formam 
1-q 
um paT de Bailey. 
Demonstração: Temos que 
l ":;-' J q12;2+22J+W L-"~-~ J -ql2j2+261'+14 
+ ,2; ( q )n-4]-3( q)n+4j+4 + fo ( q)n-4]-+( q )n+4J+5 (2.6 I 
O 1º somatório, após fazermos a mudança de variável j 1-t j -1. fica. sendo 
igual a. 
que juntando ao 2º somatório nos dá, 
n -q12j2+14J+4 
j~n (q)n+4.i+3(q)n-4J-2' 
(desde que por (1.0) as parcelas são nulas fora do intervalo -l "~ 1 J -1 
Analogamente as demais parcelas de (2.6) resultam em 
14 
<y·<i"-']J. 
- - L ·> 
{desde que por (LO) as parcelas são nulas fora do intervalo -l "-:;3 J - 1 < J < 
[n~4j +1). 
Assim vemos que 
S . B ·- ..:;--. 12p+14j+4 [ 2n + 1 l 12j2+2; [ 2n + 1 l eja n .- L- -q . 4. 2 + q 4. . 
n-J- n-; 
J'=-n 
Ternos que B0 ·= 1 e corno 
[ 2n+l l TI- 4j- 2 1'01 [ n - !~ -z] + qnHJ+3 [ n - !~ -3] 
(~4) [ n ~n4j ~ 3 ] + qn-4j-2 [ n ~n4j ~ 2 ] + qn+4;+3 [ n _ :~ _ J ]. 
[
2n+l] 
n- .tj 1'::"1 [ 2n ] n+4i+l [ 2n ] n - 4j + q n - 4j - 1 
1'31 [ 2n - l l n-4j [ 2n- 1 ] nH,+l [ 2n ] 
4 . 1 +q 4. +q 4. 1 n-y- n-y n-J-
efetuamos primeiramente com as respectivas 2a-'-s parcelas, obtendo 
~ 12j2+l4j+4 n-4j-2 [ 2n- 1 l + 12j2+2J n-4J [ 2n - 1 l 
.L.. q .q n- 4: - 2 · q .q n- 4y· 
]=-r. J 
~ - n+12;2+14;+4 [ 2n- 1 l ~ n+12P+2; [ 2n - 1 l 
L.. q 4'+•) +L..q ·..L4 
J=-n+l n- J ~ ;=-n 11 ' J 
~ _ n+12;'2+t4j+4 [ 2n- 1 ] ~ n+12l+2j [ 2n- 1 ] 
. L- q n + 4j + 2 + L- q n - 4j - I 
y=-n-1 J=-n 
J..--),(1.2) 
~ - n+l2P+t4;+4 [ 2n- 1 l .ç..... n+l2j2+2j [ 2n - 1 1 
L- q 4. 3 +L- q 4. 1 
.1=-n-1 n - J - .í=-n n - ) - ~ 
(~) 
~ n+12P+I4J+4 [ 2n- 1 l n+l2Jz+2j [ 2n - l l L- -q 4 . ? + q 4 . 1 
. n - J - ,, n - J -
;=-n-1 
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Assim podemos ver que 
B =(I , q")B + ~ -qn+I2J1+1Bj+T [ 2n l +qn.+l2J2+6J+l 
. n T n-l L.... 4' 3 





Bn= (-q)n e (-q)n=(1+q")(-q)n-d-q)o=l, 
, (q),n+l 
teremos completado a prova se mostrarmos que a última soma que aparece em (2. T) 
é nula. De fato, 
~ -qn+l2.P+6.i+l [ 2n ] 
J=~-l n - 4j + 1 
l 
n L -qn+12j2+6j+1 
J=-n 
[ 2n l n- 4j -I 
e isto conclui a prova. o 
Tendo provado o Lema (2.2) podemos substituir nossos atuais valores de a, j3n 
e o:, em (Lll) e fazendo uso do teorema. do Produto Triplo de Jacobi obtemos 
00 




Provas alternativas para certas identidades de Slater 
Em [15] Santos apresenta, no capítulo 6, diversas conjecturas. A prova de cada 
conjectura constitui uma demonstração alternativa para a identidade que utilizamos 
na, obtenção da referida conjectura. 
O método utilizado é devido a Andrews [6] e implica na busca de polinômios 
Pn(q) que satisfazem algumas condições dadas abaixo. O exemplo seguinte se encon-
tra em Santos [15]: dada uma identidade, por exemplo) a 2ª identidade de Rogers-
Ramanujan 
= n 2 +n oo 1 E q(q)n =}]; (1- q5"-2 )(1- q5" 3 ) ' 
considera-se uma função polinomial em duas variáveis. f( q, t), associada à identí-
dade que se quer provar e com as seguintes propriedades: 
(i) f(q, t) = L Pn(q)t" onde Pn(q) são polinômios, 
n=O 
(ii) )í;TJ, Pn(q) = nf):O (1 _ q'" 2)
1
(1 _ qSn ') 
e 
(iii) f(q, t) satisfaz uma equação nã.o-homogênea de primeira ordem em q. 
A obtenção de f(q, t), em geral, não é difícil, e se consegue pela introdução da 
variável t na identidade dada de modo que possamos relacionar f(q, t) com f(q. tq). 
Para o exemplo dado, definimos 
e justificamos o fator (1- t) que aparece no denominador como um termo que 





( 1 - t )f( q, t) = 1 + t'q' f( q, tq ). 
Agora,. exigindo que 
00 
f(q,t) =L P,(q)C para P11 (q) polinômios em q 
n=O 
temos 
00 00 = L P,(q)t" = 1 +L P,_,(q)t" +L P,_,(q)q"t" 
n=l 
Comparando os coeficientes de tn. em ambos lados desta -igualdade vemos que 
Po(q) = l 
P1 (q) = 1 
P,(q) = P,_1 (q) + q" P,_,(q) 
f\ este ponto. fazendo uso do software "Macsyma1', Santos [15] conjecturou (e após 
provou) que 
P2n = 
fJ - ~ 10P+3j [ 2n 2n-l - L q ~ · 1 j=-= n- UJ -
Este fato, juntamente com 
18 
implica pela aplicação do Lema de Abel que 
oo n:;l+n 1 oo 
limJ1- t)f(q, t) =L '!___( ) = -( )- II (1- q 5")(1- q(Sn- 1)(1 -r-') 
1-+1 n=O q n q 00 n=l 
que é a. 2ª identidade de Rogers-Ramanujan. 
Nosso próximo resultado é uma demonstraçào alternativa. para 
t qn(2n+1) = (-q;q4)oo(-q3;q4)oo(q'\q4)oo_ 
n=O (q)2n+l (q2;q2)oo 
(identidade (9) de Sla.ter [18], p. 153) 
Seguindo o mesmo método utilizado no exemplo anterior, e definindo 
Santos [H5] encontrou 
e conjecturou que 
Po = 1 
P1 =l+q 
Pn =(I+ q)Pn-1- (q- q2"-1 )Pn_z,n ~ 2 
P2n-1 = Co(n) =.f q2P+i [ n2~ ~~ 1 ] , n 2: 1 J=-= J 2 
(2.9) 
(2.10) 
Com o auxílio do software "Axiom" completamos a conjectura para. P, com 
(2.11) 
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Observamos ainda que (2.10) e (2.11) podem ser escritos numa única expressão. 
a saber, 
C(n) = f q'J'+i [ "n ·l 
F-00 L:d - J 2 
onde L x J é a função maior inteiro. 
Lema 3.1 As conjecturas (2.10) e (2.11) satisfazem a relação de recorrência dada 
em (2.9). 
Demonstração. Primeiramente escrevemos (2.9) em função de Co(n) e C'e(n), isto 
e. 
e 
Co(n) = (1 + q)C,(n -1)- (q- q4n- 3 )Co(n -1) 






.ç,.. 2n+8j~+2; [ 2n- 2 ] 4n+BP+6j [ 2n- 2] 
. ~ q n + 2) - 1 + q n + 2) + 
;=-oo 2 2 
+q2n+8j2-6j+l [ 2n- ~ ] + 4n+8j2+2j-1 [ 2n ~ 2 ] 
n-2] q n+2J-1 
' ' 
{1.2)d'--'-~ j ~ Zn+8j2+Zj [ 2n- 2 ] -l- 4n+BP+6) [ 2n- 2 ] "'" 
. L... q n- 2j- 1 · q n- 2)- 2 
y=-= 2 2 
2n+8P+6j+l [ 2n- 2] 4n+BJ"-z;-1 [ 2n- 2 l 
+q + 2. + q 2. 1 n J n- J-
2 ' 
q2"Ce(n -1) + q4n-lCe(n- 1) 
e 
Assim vemos que 
(2.14)- (2.15) = 1<n- 1C,(n- !) 
e lsto demonstra. que (2.12) é verdadeira, supondo as conjecturas (2.10) e (2.11). 
De modo similar podemos obter (2.13) o que completa a demonstraçã.o. O 
Ainda seguindo o mesmo método aplicado nos casos precedentes neste capítulo. 
vamos demonstrar a igualdade 
= q3n(n+l)/2 
~ (q;q2 )n+l(q)n (q'; q
10 )oo(q8 ; q"')ool110 ' q10 )oo 
(q)= 
21 
(identidade (44) de Slater [18], p. 156) 
Encontramos em Santos [15] 
satisfazendo 
Po=P1 =1 
P2 =1+q (2.16) 
com a conjectura 
P =C ( .) = ~ zoP+6; [ 2n + 1 l ~ 20/'+26;+8 [ 2n + 1 l 2n en L..q 5" q ,...,3. 
. n - J n ~ ~>J - , ;=-oo 
A partir destas lnformações fazemos uso do software "Axiom'' e adicionamos 
a conjectura 
P - (' (· ) - ~ zo;'+DJ [ 2n ]- JOJ'+ZBJ+8 [ 2n l 2n-1 - "'Ü n - L.... q - . 1 q ,.. . "l . 
n- ::!J- n- OJ- '· r=-oo 
Observamos que Ce(n) e C0 (n) podem ser escritas numa única expressão, a 
saber. 
P _ ('( ) _ ~ zoj'+GJ [ n + 1 ]- 20,'+26j+8 [ n + 1 ] 
· " - · n - L., q l'J - 5 · q l!!±lJ - · <3 · 
;=oo 2 J 2 <1J -
Lema 3.2 As conjecturas Ce(n) e C0 (n) satisfazem a.s relações dadas em (2.16). 
Demonstração. Devemos verificar 
C,(n) = Co(n) + qC,(n -1)- (q- q2")Co(n -!) (2.17) 
e 
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C0(n) = C,(n -1) + qC0 (n -1)- (q- q'")C,(n- 2) (2.18) 
são válidas para todo n. 
Temos que 
C,(n)- C0 (n) ~ zo;2+sj [ 2n + 1 ]- :wP+Z6i+S [ 2n + 1 ] L..q ,.... q -· 3 




•·[ 2n-·) q(C,(n-1)-Co(n-1)) = 'r qn+20r+.l , . -
_L n-O)- 1 
J=:o:-oo 
]
- n+20J2+31J+l2 [ 2n - 2 ] q - . - . 
n-D)--J 
Mas 
~ qn+ZOP+J [ 2n_ -]- n+20j)+31j+l2 [ :r~ ] 
L.. n-OJ q n-D)-4 
J=-= 
(l.3L_(1.4) ~ n+ZOjz+J [ 2n - 1 l Zn+20P-4J [ 2n- 1 ] L q •. 1 +q • 
i=-= n-o; - n- OJ 
_ n+2üj2+31j+12 [ 2n. - 1 ]- 2n+20P+36j+16 [ 2n- 1 ] q -· 4 q .. -n- OJ - · n - OJ -o 
~ n+ZOP+J [ 2n - 2 l 2n+2D;2+6; [ 2n- 2 ] L q •. 1 +q •.. , + 





2n+20.J2+36j+16 [ 2n- 1 ] _ n+2ü;2+31;+12 [ 2n- 2 ] q -· - q - -n - J) -o n- oy - .J 
2n+20j2+26J+8 [ 2n- 2 l 2n+20Jz+36.1+16 [ 2n- 1 l 
-q . '. - q . - -
n-o; - 4 n -O) -o 
qz"Co(n -1) + ~ q"+Z0;"+1 [ 2n~- 2 ., ]- qn+20;"+31J+12 [ 2n_- 2 _ j". 
L.. n- .J) - _ n- .J) - .J 
;=-oc 
Assim fica fácil ver que 
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C,(n)- Co(n)- q(C,(n -1)- C0(n -1)) = q2nC0(n -1) 
e isto é a equação (2.17). 
Para obtermos (2.18) procedemos de modo similar, completando a demons-
tração. 
o 
Finalizamos este capítulo apresentando mais uma demonstração alternativa. 
Agora obteremos a igualdade 
oo !!.(Jn-1) L: 'I' 
n=O (q; q')n('l)n 
( q'; q"')= ( q'; q!O)= ( q!O; qlO)= 
(q)= 
(identidade ( 46) de S1ater [18] , p. 156) 
Aproveitamos a conjectura (6.26) de Santos [15]: 
= i3nq}-{3n-l) co n 
f4o(q, t) =L (t' . ') (t· ) =; L P,(q)t 
n=O q, q n 'q n+l n=O 
com 
Po = P1 = Pz = 1 
Pn = Pn-1 + qPn-z- (q- qn- 2 )Pn-,3 , n;?:: 3 
e 
p = C ( ) = ~ 2oj2+zJ [ 2n- 1 ]- :wP+22J+6 [ 2n - 1 l 
2n en ~q +-· q ~··3· i=-oo n VJ n - DJ - . 
completando-a com 




(., ''1' ~·- J 
Em virtude da grande semelhança na demonstração dos resultados neste 
capítulo vamos somente enunciar o seguinte lema o qual implica na validade da 
equaç.ão de número 46 em Slater [18]. 
Lema 3.3 As conjecturas apresentadas em (2.20) e ( 2.21) verificam as condições 
dadas em (2.19). 
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CAPÍTULO 4 
Teoremas combinatórios sobre partições 
Interpretações combinatórias para identidades do tipo Rogers-R.arnanujm1 têm 
sido procuradas por diversos especialistas. Tais fatos podem ser encontrados, por 
exemplo, em Andrews [4] e Hirchhorn [13] entre outros. 
Neste capítulo exploramos o aspecto combinatório das expressões que aparecem 
no somatório das identidades. Tivemos como referência principa.L as idéias que 
encontramos em Hirchhorn [13]. 
Iniciamos com o 
Teorema 4.1 Se A( n) é o conjunto das partições de n do tipo 1ít( n) = a 1 + · · · + a1 
ondeaj-a.J+l 2:4paral Sj < s-l comas~l-as 2: 3sef= 2s-1 oua,_1-as 2:4 
e as > a$+1 se t = 2s, B(n) o conjunto das partições nem partes ímpares dist-intas 
ou partes pares :::::: 2(mod4), C(n) o conjunto da.s partições de n em partes ímpares 
D(n) o conjunto das partições de nem partes distintas entã.o A(n),B(n).C(n) E' 
D( n) têm mesma cardinalidade. 
Demonstração: Consideremos uma partição de n, 1ft(n) = a1 +· · ·+at que pertence 
ao conjurlto A( n) 
Existem duas possibilidades para t: 
Caso t = 2B: Neste caso n = a1 + · · · + a~_ 1 + a5 + · · · + a2~ com 
Subtraímos 2, 6, ... , :fs - 2 de a,s, as~l, ... , a. 1 respectivamente e 1 de cada uma das 
s partes restantes. Isto nos dá uma partição de 




em no máximo 2s partes. Assim vemos que as partições do tipo r.2s(n) são geradas 
por 
para s 2: L 
Caso t = 2s-l: Escrevemos n = a1 +· · ·+as-1 +a2+· · ·+a2s-l onde as-1 2: 4, a.~-2 2: 
8, ... , a1 2: 4(.s - .1) e as 2: as+l 2: · · · 2: a2s-I 2: 1. Subtraindo 4, 8 ..... 4s- 4 de 
as-\, as_2, ... , a1 respectivamente. obtemos urna partição de 
n - 411 + 2 + .. · + I s - l)) - I 1 + · · · + 1) = n - I 2s2 - s) 
~
s parcelas 
em no máximo 2s- 1 partes. Portanto as partições do tipo ;r2s-l ( n) são geradas por 
Isto nos diz que 
00 L IA(n)lq" 
n:O 
Por outro lado sabemos que 
para 8 2: 1. 





(identidade (9) de Slater [18], p. 153) 
O lado direito desta igualdade pode facilmente ser reescrito como 
( -q; q2 )oo( q4; q4) 00 
(q'; q')oo(q4 ; q')oo 
( -q; q')= 
(q';q')oo 
(-q;q')oo.(-q';q2)oo(<J2 ;q2 )oo _ (-. ') (- 2. ') _ (-) 
( 2. 2) - q, q GC q 'q 00- q C<; q ) q 00 
( 4.2) 
(4.3) 
que nos dá os elementos de D(n) para todo n. 
A identidade (9) dada aclmajuntamente com ( 4.1), (.4.2) e ( 4-.3) nos permitem 
afirmar que A(n). B(n) e D(n) são conjuntos equivalentes. 
Finalmente fazemos uso da igualdade 
(identidade (84) de Slater [18], p. 161) 
( '] 2 ; q8)w( ']6 ; q8)w( q', <J 16)oo ( <J 12 ; '116 )oo.( '16 ; <J8 )oo 
(q)oo 




para obter #A(n) = #C(n) e concluir o teorema. o 
Lembramos que a igualdade #C(n) = #D(n), contida no teorema anterior, é 
um resultado muito conhecldo que é devido a Euler. 
Para ilustrar o Teorema (4.1) apresentamos, a seguir, as partições de n = 9 
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correspondentes a cada um dos conjuntos considerados: 
A(9) B(9) C(9) D(9) 
9 9 9 9 
7+1+1 7+2 7+1+1 8 + 1 
6+2+1 6+3 5+3+1 7+2 
5+2+2 6+2+1 5+1+1+1+1 6+3 
8 + 1 5+3+1 3+3+:1 6+2+1 
-_,_? 
I ' - 5+2+2 3+3+1+1+1 5+4 
6+3 3+2+2+2 3+1+···+1+1 5+3+l 
.3+4- 2+2+2+2+1 1+1+ .. ·+1+1 4+:1+2 
E devido a. LJ. Schur urna prova. combinatória pa.ra as duas identidades de 
Rogers-Ramanujan, assim enunciadas: 
"O número de partições de n = a1 +···+as tal que aj~aJ+ 1 2: 2 para 1 s; j < s 
e as>.-\ é igual ao número de partições de nem partes:=±(.,\+ 1)(rnod5) 
onde ,\ =O ou 1, respectivamente". 
Vale mencionar que as interpretações combinatórias, para os casos À = O ou 
/\ = 1, do resultado acima, podem ser obtidas seguindo-se os mesmos argumentos 
que temos usado neste trabalho. 
Apresentamos, no seguinte teorema, interpretações distintas destas., cuja 
menção ao resultado pode ser encontrada em lV1acMahon [14]. 
Teorema 4.2 O número de partições de n da forma n = a1 + · · · + as onde 
as 2 s+.:\ (.:\ =O ou 1) é igual ao número de partições de nem partes:=:: ±(.,\+ 1 )modõ 
onde À respectivamente é igual a O ou 1. 
Demonstração: Consideremos uma partição de n = a1 +···+as com as 2: -~ + ..\. 
Subtraindo (s + .:\) de cada uma das partes, obtemos uma partição de n ~ s(s + .\) 
em no máximo s partes. Vemos assim que 
qs(s+..\) 
( q), . 
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geram as partições do tipo considerado. 
As identidades de Rogers-Ramanujan 
l 
permitem a conclusão do teorema. o 
Ilustramos o resultado anterior para n :::::::; 1 O no caso da 1 ª identidade (À = O) 
e pa.ra n = 16 no 2º caso(,\ = 1). Na primeira coluna listamos as partições dE' 
n = a. 1 +···+as tal que a1 - aj+l 2: 2 para 1 _s; j < s e as > À. 
10 10 9+1 
9+1 8+2 6+4 
8+2 7+3 6+1+1+1+1 
7+3 6+4 4+4+1+1 
6+4 5+5 4+1+···+1 
6+3+1 4+3+3 1+1+···+1+1 
,\ = I : 
16 16 13 + 3 
].1, + 2 13 + 3 12 + 2 + 2 
13 + 3 12 +4 8+8 
12 + 4 11 + 5 8+3+3+2 
ll + 5 10 + 6 8+2+2+2+2 
10 + 6 9+7 7+7+2 
!O+ 4 + 2 8+8 7+3+=3+3 
9+7 8+4+4 7+3+2+2+2 
9+ô+2 7+5+4 :3+3+3+3+2+2 
8+6+2 6+6+4 :3+:3+2+ ... +2 
8+-5+3 6+5+5 2+2+···+2+2 
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As mesmas identidades que usamos nas demonstrações dos seguintes teoremas. 
já haviam sido usadas por Hirchhorn [13], sendo que lá ele dá interpretações distin-
tas das apresentadas aqui. 
Teorema 4.3 Se A(n) é o nº de partições de nem um número ímpar de partes, 
digamos, n = a1 +···as+···+ a 2 .• +l onde a8 2:: s + 1, a2s+1 2: se as > aM+1· B(n) o 
número de partlções de nem partes ímpares distintas= ±l(modS) ou partes pares 
o# O(mod8), C(n) o número de partições de nem partes ímpares ;:p_ ±3, ±5(modl6) 
ou partes pares 'f' 0,±2,8(rnod16) então A(n) = B(n) = C(n), 
Demonstração: Seja n = a 1 +···+as+···+ a 2$+l uma partiçào de n associada a 
A(n). Como as 2: s + 1, a2s+1 2: se as> as+ I podemos subtrair s + 1 de cada uma 
das primeiras s partes e tirar 8 de cada uma das partes restantes e obtendo uma 
partição de 
(ar- (s + 1) +,,+a.,- (s + 1)) +(o,+ r- s + · · · + a2,+r- 8) = n- 2s(8 + 1) 
em no máximo 2s + 1 partes. Assim vemos que as partições de n do tipo acima são 
geradas por 
Isto significa que 
oo oo q2s(s+l) L A(n)qn =L "-c--
no:o:O s=O ( q)2$+l 
onde A( O):= 1 
Pelas identidades 
(identidade (38) de S!ater [18], p. 155) 





(identidade (86) de Slater [18], p. 161) 
f q2n(n+l) = ( q3; q8) 00 ( l'; q8)oo( q2; ql6) 00 ( ql4; q16)oo( q8; q8 )oo 
"=O (qb+< (q)oo 
cujos lados direitos são1 facilmente vistos, como 
00 
( -q; q8 )oo( -q'; q')oo- II 
respectiva_mente. 
Desde que estas duas últimas expressões sào respectivamente funções geradoras 
para as partições enumeradas por B(n) e C(n), nossa demonstração está completa. 
Com o objetivo de ilustrar o teorema anterior listamos a.baixo os elementos de 
A(n),B(n) e C(n) no caso n = 10: 
A( lO)= 8 B(10) = 8 C(10) = 8 
10 lO 10 
8+1+1 9+1 9+1 
7+2+1 7+2+1 7+1+1+1 
6+2+2 6+4 6+4 
6+3+1 6+2+2 6+1+1+1+1 
5+·i+1 4+4+2 4+4+1+1 
5+3+2 4+2+2+2 4+1+1+1+1+1+1 
4+3+:3 2+2+2+2+2 1+1+ .. ·+1+1 
Teorema 4.4 Se A(n) é o número de partições de n da forma n = o1 +o2 + · · · +a:h 
tal que a2s 2 s, 
B(n) o número de partições de nem partes ímpares distintas= ±3(mod8) ou pares 
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;fE O(modS) 
C(n) o número de partições de n cujas partes :j: 0,±1,±6,±7,8(mod16) entã.o 
A(n) = B(n) = C(n). 
Demonstração: Consideremos a partição n = a1 + · · · + a2s onde a2s ;:::_ s. Sub-
traíndo .s de cada uma das partes obtemos uma partição de n - 2,s 2 em no máximo 
2s partes. Portanto as partiÇ-ões do tipo considerado acima são geradas por 
Deste modo vemos que 
oc ex' 2s2 oc 2sJ 
I;A(n)q" =I+ L_q_ = L_q_ 
n=O s=l (q)zs s=O (q)zs 
São resultados conhecidos que 
t q2n2 = (-q3;q8)oo(-qs;q8)oo(q8;q8) 00 
n:O (q),n (q'; q')= 
(identidade (39) de Slater [18], p. 157) 
e 
f: q'"' = (q;q8)oo(q';q')oo(q',q")oo(q"';q")oo(q';q')oo 
n:O (q),n (q)oo 
(identidade (83) de Slater [18], p. 160) 
(4.5) 
Reescrevendo os lados direitos destas identidades convenientemente, ou seja. 
e 
,, ,, rr=( 1) (-q ;q )oo(-q ;q )oo [- 2n 







fica fácíl concluir o teorema. o 
Como ilustração do Teorema (4.4) exibimos as partições que são consideradas 






































Interpretações alternativas com uso de cores 
e o conceito de u-partição 
Dividimos este capítulo em duas partes. Cada uma delas está baseada em um 
conceito que possibilita estender o método de se obter interpretações combinatórias. 
anteriormente utilizado. Na primeira parte utilizamos o conceito de partição de n 
com r cores e na segunda introduzimos e exploramos o conceito de ·u-partição. 
No capítulo 2 fizemos uso do software "Axiom" para demonstrar a identidade 
f: ( -q2; q')n q"'+n = _J_ fi (I _ q''")() _ q'2n-3)(1 _ ql2n-9). 
n=O (qlzn+l (q)w n=l 
Após, definimos partições de n do tipo k com dua.s cores. Ltilizando este conceüo 
foi possível fazer uma interpretação combinatória da identidade acima. 
Aqui estenderemos o conceito mencionado acima, possibilitando a inter-
pretação combinatória de muitas das identidades obtidas em Slater [18]. 
Definição 5.1: Uma partição de n do tipo À~ com r cores relativas ao retângulo 
k.(ak + b) é uma partição de n da forma 
nt n.,-
n=k.(ak+b)+ 2::::C1 U)+···+ :Lc,(j) 
j:l j=l 
onde b E LZ e a, c1 (j) 1 .•• 1 cr{j) são inteiros não-negativos. 
Também usaremos a notação n = k(ak + b) + (c1 (1) + · · · + c1 (n,)), + · · · + 
(c.,(l) + · · · + c,(nr))r para indicar partições de n do tipo k com r cores. 
Observemos que quando r= 1 não é necessário distinguir parcelas com cores. 
conforme pode ser visto em Santos e Mondek [16] onde a definição ac1ma aparece 
particularizada para se dar uma demonstração combinatória para 
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,_. ............. _ ... - -· 
Naquele trabalho aparecem as partições de n do tipo k da forma 
k 
n = k.(k -1) +L mi(2j). 
r=l 
Cm outro exemplo para o caso r = 1 pode ser dado pelas duas identidades 
de Rogers~Ramanujan. Utilizando este conceito podemos enunciá-las do seguinte 
modo: 
"O número de partições de n do tipo k relativas ao retâ11gulo k.(k+a) (a= O 
ou 1) é igual ao número de partições de n em partes = ±(a+ 1 )mod5, para o = O 
ou l respectivamente". 
Em virtude da similaridade da.s demonstrações dos seguintes resultados, vamos 
apresentar a demonstração de dois deles e indicar uma proYa para os outros dois. 
Teorema 5.1 O número de partições de n do tipo k em 3 cores relativas ao retiingulo 
i.; k+l /,; 
k.(2k + 2) da forma n = k.(2k + 2) +L Ej(2j- 1) +L aj(2j -1) +L b2 ( 4j) onde 
j=l J=l J=ol 
;:;1 =O ou 1 para todo j e a;, bj E X+ é igual ao número de partições de nem partes 
ímpares distintas= ±1 (mod6) ou partes pares t;. O (mod6). 
Demonstração. Consideremos a partição 
k k+l k 
n = k(2k + 2) +L Ej(2j -1) +L Oj(2j- 1) +L Ój(4j) 
j=l j=:l ;=1 
nas condições do enunciado. Denotando esta partição como 
n = k(2k +2) + (61 .1 +c2.3 + · · · +sd2k -1))1 + (a 1.1 + · ··ak+d2k + !)}, 
+(bl.4 + ... + b,(4k)), 
vemos que as contribuições das cores l, 2 e 3 nesta soma são com partes Ímpares 
distiiJtas ::S 2k - 1) com pa.rtes ímpares :S 2k + l e com partes múltiplas de 4- :S -H· 
respectivamente, para cada k 2:: O. Assim temos que as expressões 
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geram as partições de n do típo k com 3 cores relativas ao retângulo k(2k + 2). 
Agora fazemos uso da identidade de número 27 em Slater [18], p. 154 
f (-q;q')nq2n(n+I) _ (-q;q')=(-qS;q')w(q';q')= 
n~o(q;q')n+I(q4 ;q4)n- (q2oq2)oo 
para completar a demonstração. o 
Apresentamos abaixo as partições de n = 11 referentes ao resultado anterior: 
0(2.0 + 2) + (1 + ... + 1), 
1(2.1 + 2) + (1 h + (3 + 3), 
1(2.1 + 2) +(!h+ (3 + 1 + 1 + 1), 
1(2.1 + 2) + (lh + (1 + 1), + (4)3 
1(2.1 + 2) +(!h+ (1 + ... + 1), 
1(2.1 + 2) + (3), + (4), 
1(2.1 +2)+(3+3+1), 
1(2.1 + 2) + (3 + 1 + 1 + 1 + 1), 
1(2.1 + 2) + (1 + ... + 1), + (4), 
1(2.1 + 2) + (1 + ... + 1), 
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Teorema 5.2 O número de partições de n do tipo k com 3 cores relativas ao 
k+l k 2k 
retângulo k.(k +2) da forma n = k.(k+ 2) + I>,(2j -1) +L À;( 4j -2) +L a,(2j) 
y'""'l j""'l ;==1 
onde s1 , ÀJ =O ou 1 e aj E Z:+ é igual ao número de partições de nem partes ímpares 
distintas ou partes pares ?fÉ O, ±4modl6. 
Demonstração. Seja k 2::_ O e 
k+l k 2k 
a= k.(k + 2) +L t:;(2j- 1) +L .\;(4j- 2) +L aj(2j) 
J=l 
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onde EJ, ÀJ ::;:;; O ou 1 e ai E .;z+· Reescrevemos n::;:;; k.(k + 2) + (~: 1 .1 + e2.3 + · · · + 
''+1(2k + 1)), + (.\12 + · · · + À,(4k- 2)], + (a1.2 + · · · + a2k.(4k))o. Vemos que as 
cores 1, 2 e 3 somente podem contribuir com partes impares distintas :=:; 2k + L com 
partes pares distintas ~ 4k ~ 2 e com partes pares ~ 4k 1 respectivamente. Portanto 
as expressoes 
( -q; q')k+l ( -q'; q')k k >o 
(qZ; q2)2k+l ' -
geram as partições de n do tipo k com 3 cores relativas a.o retângulo k.( k + 2). 
Por outro lado conhecemos a igualdade 
(identidade (70) de Slater [18], p. 159) 
~. ( . ') ( . ') 
"'"" ~q, q n+Z ~q, q n n(n+Z) 
L., ( 1 ') q 
n=O q ; q 2n+1 
que completa a demonstração. 
( q4 : q16 )w( IJ12 ; '116 )oo( q'"; ql6)= ( -q: q 2 )~ 
(q'; q')= 
o 
Para uma ilustração do teorema a.cima exibimos, a seguir: as partições do tipo 
k e as partições mencionadas no enunciado para o caso n = 10: 
0.(0 + 2) + (2 + 2 + 2 + 2 + 2), 
!.(1 + 2) + (3), + (2), + (2), 
1.(1 + 2) + (3), + (2 + 2), 
1.(1 + 2) + (3), + (4), 
L(l + 2) + (!), + (2), + (2 + 2), 
l.(l + 2) + (1), + (2), + (4), 
L(l + 2) + (1), + (6), 
1.(1 + 2) + (1), + (4 + 2), 
L(l + 2) + (l)I + (2 + 2 + 2), 
2.(2 + 2) + (2), 











:\os dois seguintes resultados não ctpresentamos os detalhes das demonstra{;ões 
em virtude delas seguirem os mesmos passos dos dois anteriores. Indicamos a.pena.s. 
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em cada caso, a identidade de Slater usada na demonstração. 
Teorema 5.3 O número de partições de n do tipo k com 2 cores relativas a..o 
k 2k 
retâr1gulo k.(3k) da forma n = 3k2 + L>·A2i)+ L aj(2j) onde =:1 =O ou 1 e aJ E X+ 
jo=l j=l 
é igual ao número de partições de nem partes ímpares distintas~ ±3,5(rnod10) ou 
partes pares = ±4, ±6( mod20) 
lJ ma demonstração deste teorema pode ser dada fazendo uso da equação 100 
de Slater [18], p. 162 ou seja. 
( q; q10 )oo( q9; q10 )oo( q8; q'0 )w( q12 ; q" )oo( q10; l/ 0)oo ( -q; q')~ 
(q'; q')= 
Teorema 5.4 O número de partições de n do tipo k com 2 cores relativa.s ao 
k 2k+2 
retângulo k.(k + 2) da forma n = k( k + 2) + I>i(2,) + L Oi-] onde E; = O ou 1 
j=l ;=1 
e aj E LZ+ é igual ao número de partições de n em partes ímpares ou partes pares 
~ ±2, ±8, ±12, ±14(mod32). 
A identidade (123) de S!ater [18], p. !65 
f ( -q'; q'),q•ln+2) = (g<; q16)00 (ql0; ql6) 00 (q'; q32)oo(q28; q")=(ql6; ql')= 
n~o (q)zn+2 (q)= 
permite uma prova para o teorema acima. 
Iniciamos a segunda parte deste capítulo introduzindo um novo conceito que 
permite a interptetação combinatória de diversas das identidades encontrada.s em 
Slater [18]. 
Definição 5.2 Uma u.-partição de n (j, k)-colorída é uma partição de nem j + k 
partes tal que j partes são azuis e k partes são brancas onde estas ú.ltimas possuem 
exatamente u l's. 
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Denotaremos por n = a1 +···+ai EB b1 + · · · + bk uma u-partição de n (;, k )-
colorida onde os al's são as partes azuis e os bm's são as partes brancas. 
Observamos que nos resultados combinatórios anteriormente apresentados não 
envolvendo cores, podemos utilizar este novo conceito particularizado para o caso 
k = O. Assim ''o número de partições de n em j partes" pode ser substitu-ído por 
·'o número deu-partições de n (j1 0)-colorida". É claro que neste caso o único valor 
possível a. considerar para u é zero. 
X osso primeiro resultado envolvendo u-partiç.ão é o teorema abaixo. 
Teorema 5.5 O número deu-partições de n (s, s)-colorida onde as partes azuis 
são = ( s + 1 )( mod2) e 2: s + L as s - u partes brancas são pares distintos :$ 2s é 
igual ao número de partições de nem partes= 3, 4. 5(mod8). 
Demonstração: Consideremos uma. v-partição n = a1 + · · · + as 3 b1 + · · · + bs 
conforme nossa hipótese. Subtraíndo s + 1 de cada. parte azul e tirando 1 de cada 
parte branca, obtemos uma partição de 
n-s(s+l)-s 
em no máximo s partes pares e exatamente s - u. partes ímpares dístintas ::;: 2.> - l. 
Assim vemos que uma u-partição como descrita acima é gerada por expressões da 
forma 
qs(s+2)+ L;:;;"'(2k;~ 1) 
(q'; q'), onde 
Ponanto ao variarmos O :::; u :$ s fica. claro que o conjunto de todas u-pa.rtições de 
n é gerado por 
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é uma função geradora para nossas u-partições ( s, s )-colorida. 
Por outro lado é sabido que vale a igualdade 
= (-q;q')nqn(n+2) (-q;q')oo(q;q')w(q';q')oo(q';q')oo ~ (q';q')n = (q';q')= 
(identidade (34) de Slater [18], p. 1.55) 
cujo lado direito pode facilmente ser reescrito corno 
( -q; q8 )oo( -q3; q8)oo ( -q5; q8)oo ( -q7; q8)w( q; q'),~ ( q7; q8 )w( q8; q8 J.~ 
(q2; q')= 
( -q'; q')= ( -q'; q8 )oo( q2 ; q16 loo( q"; q16 )oo ( q8 ; q16 )oo ( q18 ; q16 )oo 
( q2; q16 ) 00 (q4; q16 ) 00 (q6; q16) 00 ( qS; qlô)-:x, ( q10: q16 )=( ql2: ql6 )txl ( ql4; q16)-;c ( q16; ql6 ) . x; 
(-r/; q')= ( -q'; q')oo 
( q4; qi6 )cc( q6; q16 )oo( qlO; q16 )oo( ql2; ql6)00 
( -q3 ; q')oo( -q'; q8 )oo 
(q'; q8 )oo( -q3; q8)oo(q"; i'Joo( -q5; q'),~(q'; q')oo 
1 
e isto completa a demonstração. o 
Acompanhando o teorema anterior segue a listagem das partições consíderadas 
no enunciado, quando n = 16: 
!4 e 2 
7 + ~1 -. tt! 4+2 
5+5 c 4+2 ~ 
11 + 3 6 l + l 
9+5 s 1 + 1 





13 + 3 
12 + 4 





Teorema 5.6 O número de u-partições de n (2s + L s )-colorida tal que as par-
tes azuis a1 , .•. , a2s+I satisfazem aJ·- a}+t 2_ 2 para 1 :S J < s e as s- u partes 
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brancas são pares distintos ::; 2s é igual ao número de partições de n - 1 em partes 
;tO, ±2(modl2). 
Demonstração: Seja n = a1 + · · · + azs+I 8 b1 + · · · + bs uma H-partição de n 
satisfazendo o enunciado. Podemos subtrair 1,3,ô, ... ,2s -1 de a,1.a8_ 1 ....• a1 
respectivamente e tirar 1 de cada uma das partes restantes e daí obter uma partição 
de 
em no máximo 2s + 1 partes azuis e exatamente s- u partes brancas ímpares distintas 
::; 2s -1. Deste modo vemos que nossa u-partição é gerada por expressões da forma 
l(s+2)+I+ L;:;(zk1-I) 
(q),,+l onde 
Assím, variando O .s; u ::; s vemos que as u-partlções de n são geradas por 
( -q; q2)s qs(s+2)+1 
(q),,+l 
e isto se traduz na. afirmação de que 
f ( -q; c/)sqs{s+2)+1 
s""'O ( q)zs+l 
é uma função geradora para as nossas u-partições (2s + l,s)-colorida .. 
Agora utilizando o resultado 
(identidade (50) de Slater [18], p. 157) 
t ( -q; q2)nqn(n+2) = (q2; ql2)oo(qJO; q12)o-;,(q12; qlZ)= 
"~" (q),,+l (q),, 
podemos multiplicar ambos os lados por q e concluir o teorema. 

















3+1+· .. +1 
1+1+···+1+1 
Finalizamos esta seção com o seguinte resultado: 
Teorema 5.7 O número de -u-partíções de n (2s, 5 )-colorida tal que as partes azuis 
são ímpares onde aj - a1'+ 1 2: 2 para 1 ::; j < s e as ,, - u partes brancas sào 
pares distintos.::; 2s é igual ao número de partições de nem partes ímpares distintas 
'fi ±1(mod14) ou partes pares 'fi O, ±2, ±12, 14(mod28). 
Demonstração Considere n = a1 + · · · + a25 EB b1 + · · · + b3 uma u-partição de n 
com as condições descritas em nosso enunciado. Após subtraírmos 1, 3, 5, ... , 2s -1 
de as, as-I> ... , a 1 respectivamente e 1 das demais paTtes, obtemos urna partição de 
n-(s2 +2.s) 
em no máximo 2s partes pares e exatamente s- u partes ímpares distintas S 2s- L 
Logo as expressões 
qs(s+2)+ J:;:-~(2kJ -1) 
(q': q'), onde 
geram toda u-partição do tipo considerado, isto é, 
é urna. função geradora para nossas u-partições (2s. s )-colorida. 
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Como vale a igualdade 
(identidade (118) de Slater [18], p. 165) 
~ ( -q; q2 )n n(n+2) 
L 2 2) q 
n=O(q;qn 





concluímos a demonstração. 
II 
"=1 
1l)t0,±l. ±6, 7(H) 
C -\zn) 
o 
Abaixo apresentamos as u-partições e partições de n 
resultado anterior: 
15 que llustram o 
13 + 1 :~; 1 11 + 4 
11 + 3 37 1 10 + .s 
9+5 1 9+6 
7+7 ~ 1 8+7 T 
9+1+1+1 g; 2+1 8+4+;l 
7+3+1+1 ~ 2+1 7+5+3 ç 
5+3+3+1 6 2+1 7+4+4 
7+1+1+1 e 4+1 6+6+3 
5+3+1+1 e 4+1 6+5+4 
5+3+1+1+1+1 lB 1+1+1 4+4+4+3 
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• CAPITULO 6 
Nova interpretação combinatória 
para as identidades de Rogers-Ramanujan 
Nosso objetivo neste capítulo é a obtenção de interpretações combinatórias. dis-
tintas daquelas usuais que apresentamos no capítulo 4 e da apresentada por Bressoud 
em .\ndrews [6], p. 59, para as duas famosas identidades de Rogers-Ramanujan 
(X, ,.,2 00 1 
L _(q ) = TI '"'( 1--,--,"--;-:-1) (c:-1-_-qcc'"-,cc,) n=O q n n=l - q ( 6.1 i 
::;:... qn~+n rr= 1 
L--( ) = "'(1-q-,--Sn~2)7:(J-q-,--5"-3c;c) 
n;;;:O q " n=1 -
( 6,2) 
Pa.ra. atingir este objetivo empregamos uma técnica de construção de conjuntos 
de partições a partir de identidades conhecidas. 
Destacamos aqui, que este método também se mostrou eficaz quando a.plicado 
a outras identidades do tipo Rogers-Ramanujan. 
e 
Utilizamos as seguintes identidades 
(identidade (16) de Slater [18], p, 153) 
(q; q5)oo(q4 ; q')~,(q'; q5 )oo( -q; q')oo 
( q'; q' ),x 
(q; q5 )oo(q'; q5 )oo(q5 ; q5 )oo , ( -q,q')= 
(q)oo ( -q)oo, 
1 1 
(q';q')=(q';q')= (-q';q')= 
(identidade (20) de Slater [18], p, 154) 
o.? n2 




( Ç2 ; q")oo ( q3 ; q5 )oo( q'; q5 )oo ( -q,q2 )oc 
( q)oc ( -q)oo 
1 1 
- (q;q')oo(q';q')oo (-q';q')= 
Assim vemos que estas últimas identidades estão relacionadas com as de 




n""O 'q n 
Associadas às identidades (6.3) e (6.4) definimos para 1 = 1. 2 
oc -"qnZ+(4~2i)n 
F; ( z) : = " --:._,-..,--
:(;:o (q4;q4)n I 6.6) 
Temos que estas funções satisfazem as equações funcionaís 
F1(z)- F1(zq 4 ) 
.isto é, 
F1(z) (6.1) 





que aparecem em (6.6) sera.o vistas como funções geradoras para part1çoes de rn 
em n partes. O desenvolvimento destas expressões nos dá parcelas do tipo ::."q"''. 
Assim vemos que o expoente de :: indicará o número de partes onde as partes sa-
tisfazem algumas propriedades. Para determinar estas propriedades apresentamos 
abaixo a construção de dois conjuntos de partições. A e E, utilizando ( 6. í) e ( 6.8 ). 
Os conjuntos A e E são respectivamente associados às funções F1 (.z) e 12(.::). Eles 
são formados pelas pa.rtiçôes que são determinadas pela interpretação que fazemos 
de (6.6) e da.s equações funcionais (6.í) e (6.8). 
Inicialmente fazemos três importantes observações: 
Observação (1): a ígualdade (6.8) nos diz que se encontrarmos qualquer um 
dos dois conjuntos A ou E o outro fica automaticamente determinado, já que 
F1(z) = F2(zq2 ) indica que as partições de A podem ser obtidas das partições de B 
adicionando-se 2 a cada parte destas últimas. 
Observação (2): a igualdade (6.7) implica que o conjunto A pode ser particio-
nado em dois subconjuntos disjuntos: A = A1 ~ A 2 onde nas partições de A 1 existe 
urna parte igual a S e as demais partes são obtidas das partições do próprio A 
adicionando-se 2 a cada parte e A2 é composto daquelas partições que podem ser 
obtidas de partições do próprio A adicionando-se 4 a cada parte. 
Observação (3): dado um elemento 1t = a 1 + .. . +an E A, pela observação anterior 
existem algumas operações que podem ser realizadas no conjunto A: .se r. E A 2 então 
podemos subtrair ou adicionar 4 a cada, parte de r. de modo que o elemento resultante 
continue sendo um elemento de /L Se 1r E A1 então ao adicionarmos 4 a cada parte 
de -;:, o novo elemento obtido ainda pertence ao coiJjunto A. Sendo. neste caso. 
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rr = O.t + ... + an-l + 3, a partição obtida de rr retirando-se a parte igual a :3 e 
subtraíndo 2 de cada uma das partes restantes, a saber, (a1 - 2) + ... + (an-l- 2) 
também pertence a A. 
Construção do Conjunto A 
Seja 7r = a1 + a 2 + · · · + an uma partição em A. 
Pela observação (1) temos que O.j .2: 2 para 1 S j S rL A observação (2) implica 
que ou an = 3 e an-t :2: 4 já que Ft(zq2 ) = F2(zq4 ) ou an .2: 6 pois F1 (zq·~) = F1(:::q6 ). 
Agora. com estas informações, temos que aÍ 2 3 para 1 .:::;_ j :S n. Logo se 
1T E .41 então a, = 3 e a,_1 2 5 ou se r. E A: então a.,. 2: 7. 
Completaremos nossa construção por meio de três lemas: 
Lema 6.1. Se Jr = a1 + a 2 + · · · + an E A então aÍ= 1 {mod2) para 1 S j :S n. 
Demonstração: Suponhamos que exista j 0 tal que a Ía seja par. Pela observa(;âo 
(3), após um número finito de subtrações de 21s ou 4' s de cada parte, podemos supor 
)o= n ou an = 3 e j 0 = n-1. No primeiro caso temos an par e após um número finito 
de subtrações de 4's de cada parte teríamos que a~ +a;+·· -+8 ou a~+a~+- · ·+10 E 
A, o que é um absurdo pois isto implicaria que (a; - 4) + (a; - 4) + · · · + -l: ou 
(a~- 4) +(a~- 4) + · · · + 6 E A e nenhuma destas partições está em A1 ~A2 • 
No segundo caso r. E A1 dai (a1 ~ 2) + · · · + (a,_ 1 - 2) E A com (an-l- :2) 
par. Agora aplicamos o mesmo argumento usado no caso anterior para concluir a 
demonstração. o 
O lema seguinte caracteriza a classe de equivalência (módulo 4) à qual a menor 
parte de uma partição em A pertence. 
Lema 6.2. Se 7f = a 1 + a2 + · · · + an E A então an ~ 3(mod4). 
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Demonstração: Pelo Lema (6.1) sabemos que as partes de uma partição em A, 
sendo lmpares, são= 1 ou 3 (mod4). Suponhamos an = l(mod4). Pela observação 
(3), este elemento a 1 + a2 + · · · + an E A2, logo após um número finito de subtrações 
de 41 s de cada parte. conclui mos que a~ +a~ + · · · + 9 E A o que é absurdo pois este 
fato implicaria que (a~- 4) +(a;- 4) + · · · + 5 E A e esta partição não pertence a 
A1 -~A2 • o 
O seguinte lema afirma que partes consecutivas de uma partição em A sao 
incongruentes módulo 4. 
Lema 6.3. Se r.= a 1 + a 2 + ·-- + an E A então aj :t;. a1+1 (mod4) para 1 .:=:; j < 11. 
Demonstração: Suponhamos que exista j para o qual aj = a;+1 (mod4). Seja )o 
o maior índice tal que ajo = aJo+l (mod4). 
Pelo Lema (6.2) e observaç.ão (3) podemos supor, após um número finito de 
subtrações de 4 's de cada parte, se necessário, que 
Se j 0 = n -1 então an-l = 3 + 4k e pela observação (2) temos que (a 1 - 2) + 
(a2 - 2) + · · · + (1 + 4k) E A, o que contraria o Lema (6.2). 
Se j 0 < n - 1 então novamente aplicando a observaç<io (3) vale que ;;' = 
(al- 2) +···+(aJo- 2) + (aJo+l- 2) + · · · + (an-l- 2) E A. Para este 7<1 também 
podemos supor, como foi feito para r.. que 
/ I 1 I+ < ' + ' ' +3 r. = a 1 i a 2 ···i aJo aju+l ·r··· · 
Assim por repetição do argumento acima podemos supor, após um numero 
finito de subtrações de 2's ou 4's de cada parte, que 
;c'= a; +a;+· .. + (3 + 4R) + 3 . 
ou seja, Jo = n' - 1, e vimos acima que este fato nos conduz a. uma contradiçáo. 
Portanto nossa prova está completa. O 
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Como as propriedades obtidas nos três lemas anteriores determinam a classe 
módulo 4 à qual cada parte, de uma partição em A, pertence, a única restrição 
que devemos analísar para completar a caracterização do conjunto A é se haveria 
exigência. quanto a diferença entre as partes. Mas pela. observação (3), toda partição 
da. forma 
(2n + 1 + 4k,) + (2n- 1 + 4k,) + · · · + (5 + 4kn-1) + (3 + 4kn) 
pertence a nosso conjunto A, independentemente dos valores dos k;'~· 
Portanto os resultados dos lemas acima, de fato, definem univocamente o con-
junto A, Resuminos no seguinte teorema as propriedades que caracterizam o wn-
junto A. 
Teorema 6.1: Se uma partição 1r de um inteiro m, r.= a1 + a2 + · · · + an E A então 
aj:=1(mod2) para l.'S'jSn 
<>n = 3(mod4) e (6.9) 
aj '.j; a.J+l(mod4-) para 1 :::; j < n. 
Pela observação (1), a caracterização do conjunto B pode ser deduzida 
conhecendo-se os elementos do conjunto .4, pois já observamos que a 1 +···+a~ E A 
se._ e somente se, (a 1 -· 2) +···+(a,.- 2) E B. Portanto podemos caracterizar o 
conjunto B no seguinte resultado. 
Teorema 6.2: Se urna partiçào r. de um inteiro m., r. = a. 1 + a2 + · · · + O.n E B então 
aj = 1(mod2) para 1 ::S j S n 
On = 1(mod4) e (6.10) 
aj ::j. aj+l (rnod4) para 1 S j < n. 
Apresentamos na tabela abaixo, todas as representações de m = 35 e de m = 40 
pertencentes ao conjunto A: 
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35 
27 + 5 + 3 
23 + 9 + 3 
19 + 13 + 3 
19 + 9 + 7 
15 + 13 + 7 
11+9+7+5+3 
37 + 3 
33+ 7 
29 + ll 
25 + 13 
21 + 19 
25+1+5+:3 
2! + 11 + 5 + 3 
17 + !5 + ,j + :l 
17+11+9+:l 
!3 + 11 + 9 + 7 
Observando, com o auxilio do software ';Axiom'', o desenvolvimento em série 
de potências de 
foi possível a formulação de urna conjectura que nos dá a caracterização dos inteiros 
m que possuem representação em A. A prova desta conjectura está. feita no seguinte 
teorema, onde denotamos por PA(m) o número de partições de m pertencentes a .A. 
Teorema 6.3: Seja m E Z:~. Então p1t(m) = O se. e somente se 'In = -á ou 
m ofi O, 3(mod4). 
Demonstração: Seja r.= a1 + a2 + · · · + an E A uma pa.rtição de m. 
Consideremos os dois casos: 
Caso n = 2t. Como pelo Teorema (6.1) a2t = 3 (mod4). a~; é ímpar para todo 
1 :S k 2S n e a.k 't ak+l (mod4), temos que 
logo 
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t.l + -lk' + t.3 + 4.k" 
t 
(onde k' =L k2J-l e 
1(1 + 3) + 4(k' + k") 
O(mod4). 
Caso n = 2t + 1. Neste caso 
' k" =L k2;) 
J=l 
a2j+I = 3 + 4kz1-h l~2J+I para O :S. j .:S:: t e 
az.1 = 1 + 4kz1 , kzj > O para 1 ~ j :S_ t 
e, efetuando de modo similar ao caso anterior, obtemos que 
m c= 3(mod4). 
É fácil ver que PA(4) =O. 
Agora. resta mostrar que PA(m) =/;O quando m =O ou 3(mod4) em=/: 4. Para 
m := 3(rnod4) a partição r.= mE A e sem:= O(mod4Lm > 4 então 
m 4k com k 2 2 
( 4k - 3) + 3 E A. 
pois 4k- :l 2: 5 e 4k- :l = l(mod4). 
Portanto a demonstração está. completa. o 
Também para o conjunto Bonde ps(m) denota o número de partições de m 
pertencentes a B, temos 
Teorema 6.4: Para todo mE X~ temos que PB(m) =O se. e somente se, m ;f; O, 1 
(rnod4). 
Demonstração: Seja r. = a 1 + · · · + a 11 E B uma pa.rtú;ão de m. 
Existem dois casos a consíderar. 
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Caso n = 2t. Pelo Teorema (6.2) temos que cada aj é impar~ a 21 = 1 (mod4) 
e partes consecutivas são incongruentes módulo 4. Assim, temos 
disto segue que 
a2j-1 3 + 4k2j-1, k2j-l :2: O 
a 2J 1 + 4k2j, k2 j 2: O para 1 .:::; J ::; t, 
m a1 + a2 + · · · + a2t 
t.3 + 4k' + t.l + 4k" 
' (onde k' =L k2j-I 
jo:=l 
t(3 + 2) + 4(k' + k") 
O (mod4). 
' e k' = L k,,) 
j=l 
Caso n = 2t + 1. Neste caso temos que 
a 2J+l 1 + 4k21_ 1 , k2j+l .2: O para O ::; j ::; t e 
a21 3 + 4k21 , k2j :2: O para 1 :S j :$ t 
disto concluímos, de modo análogo ao anterior. que 
m =o 1 (mod4). 
Por outro lado, sem= O (mod4) então m = 4k com k :2: 1 e a partição de m 
(4k-1)+1 E B 
isto é, p8 (m) f O ou se m = 1 (mod4), ou seja, m = l + 4C então a partição 
>< = m de m é um elemento de B o que implica em ps(m) =I O. o que conclui a 
demonstração. o 
Os Teoremas (6.1) e (6.2) nos permitiram demonstrar os seguintes resultados 
combinatórios: 
Teorema 6.5: O número de partições de m = a 1 + · · ·+a,. tal que a j = ( s + 2)mocU 
e aj .2_ .~ + 2 para 1 S j :S s é igual ao número de partições de m satisfazendo às 
condições dadas em (6.9). 
Demonstração: Sejam= a1 +···+a. .. com a 1 .2_ s + 2 e a; = (8 + 2)mod4 para 
todo j. Subtra.índo-se s + 2 de cada parte, obtemos uma partição de m ~ s(s + :?) 
em no máximos partes::::::: O(mod4). Isto nos diz que as expressões 
qs(s+2) 
(q';q'), 
geram todas as partições do tipo considerado. 
Portanto 
é uma função geradora para o número de partições. 
Por outro lado olhando para 
oo :"q"(n+2) 
F,(z) = 2::: ( '· 'I n=Oq.q, 
temos pelo Teorema (6.1), para cada n, que a parcela 
apresenta, nos expoentes de q, todos os element-os do conjunto A corn exatamente n. 
partes. 
Portanto fixando mE z:: e pondo z = 1 em F1(z): teremos como coeficiente 
de qm o número total de partições de m em A. sem restrição quanto ao número de 
partes. Isto é. este coeficiente é exatamente o número de partições de m satisfozendo 
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às condições de (6.9). Deste modo, vemos que este número é o coeficiente de (r no 
desenvolvimento de 
co qn(n+2) 
F1(l) =L 4 ') 
n=O(q;qn 
Assim podemos afirmar que F1(1) é uma funçã.o geradora para as partições 
satisfazendo às condições de (6.9) e isto completa a demonstração. o 
Ilustramos o resultado anterior para o caso n = 36. Na col1.1na da direita estão 
as partições satisfazendo às condições de (6.9): 
32 +4 
28 + 8 
24 + 12 
20+ 16 
18 + 6 + 6+ 6 
14+10+6+6 
10 + 10 + 10 + 6 
3:3 + 3 
29 + 7 
2.:') + 11 
21 + 15 
21 + 7 + 5 + :~ 
17+11 +5+3 
13 + 11 + 9 + 3 
Enunciamos a seguir, sem demonstração: um teorema cuja demonstra.ção segue 
a partir do Teorema (6.2) de forma similar ao que fizemos no Teorema (6.5). 
Teorema 6.6: O número de partições de m = a1 +···+a., tal que aj =: s(modr!) 
e aJ 2:: .s para 1 :::;; j :::;; s é igual ao número de partições de m que satisfazem às 
condições dadas em (6.10). 
Vamos agora reescrever as equações de números 16 e 20 de Slater [18], que se 
encontram no início deste capítulo. 
Os lados direitos daquelas identidades (6.3) e (6.4) podem ser reescritos como 
( q; ql0)00 _ ( q6; qlO )oo-( q'; qlO)•oo .( q'; q!O)oo-( q5; qlO)oo-( q!O; qlO)w-( -q; q' ),_,. 
( q'; q')= 




(-q;q 10tx:.(-q9;l0 )oo ( 10 20) 
( q4: q20)C>? ( q16; q20 )oo · q ; q 00 
respectivamente. 
Assím temos as igualdades 
1 'X'- qn 2 +2n 
(qlO; q20) 00 ~ (q4_: q4)n 
e 
respectivamente. 
1-""·q!OI (-n'·qlO) 'i • )o:; '1 \ DC 
( -q; qlO)oo( -q'; q")= 
(q4:q20) 00 (ql6: q20) 00 
Consideremos os conjuntos de partições 
(6.11) 
(6.12) 
cl ·- {bt + ... + b,.l as partes pares são = 10(mod20) e as partes ímpares. vistas 
separadamente, satisfazem (6.9)} 
e 
G2 := {61 + · ·· + brl as partes pares são= lO(mod20) e as partes 1mpares. vistas 
separadamente, satisfazem ( 6.10)} 
Deste modo podemos obter os seguintes teoremas. cujas demonstrações seguem 
das igualdades (6.11) e (6.!2). 
Teorema 6. 7: O número de partições de m em C\ é igllal ao número de partições 
de m em partes ímpares distintas:= ±3(modl0) ou partes pares= ±8(mod20). 
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Apresentamos abaixo uma ilustração deste teorema para n = :n: 
31 
23 + 5 + 3 
20 + 11 
19 + 9 + 3 
15 + 13 + 3 
7 + 9 + 15 
28 + 3 
23 + 8 
13 + 8 + 7 + :J 
12+12+7 
12 + 8 + 8 + 3 
8+8+8+7 
Teorema 6.8: O número de partições de m em C2 é igual ao número de partições 
de ·m em partes ímpares distintas = ±l(modlü) ou partes pares= ±4(mod20). 
Exibimos a seguir uma ilustração do Teorema (6.8) no caso n = 25: 
25 
2! + 3 + 1 
20 + 5 
17+7+1 
13 + 11 + 1 
1;~ + 7 + 5 
9+7+5+3+1 
2rJ: + 1 
21 + 4 
11+9+4 
16 + 9 
!6 + 4 + 4 + l 
9+4+4+4+4 
4+4+4+4+4-!-4+1 
Aplicação para as Identidades de Rogers-Ramanujan 
Nes1.a seção vamos apresentar nossa principal aplicação dos Teoremas (6.1) f" 
(6.2), a saber. a obtenção de uma nova interpretação combinatória para as duas 
identidades de Rogers-Rarnanujan. 





oo qnz+2n oo qn 2 +n 
( -q'; q')oo- I; 4 =I;-- (6.14) n=O (q ; q')n n=O (q)n 
que podem ser deduzidas diretamente das equações 14 e 16 no caso da primeira 
igualdade e das equações 18 e 20 no ca,<Jo da segunda: todas em Slater [18], p. 1.5;} 
e 154. 
Vamos considerar dois novos conjuntos de partições: 
X0 := {b1 + · · · + b,.j as partes são distintas e as partes ímpares, vistas separada-
mente, satisfazem (6.10)} 
X1 := { ~ + · · · + br 1 as partes são distintas e as partes ímpares~ vistas separac!a.-
ment.e, satisfazem (6.9)} 
Antes de enunciarmos nosso último resultado, faremos algumas observações 
sobre a igualdade (6.13) (considerações similares podem ser feitas para a igualdade 
( 6.14.) ): a identificação do conjunto B dada no Teorema ( 6.2) nos diz que o coeficiente 
de qm no desenvolvimento de 
é o número de partições de m satisfazendo às condições dadas em (6.10). Portanto o 
coeficiente de qm' (para. m' = m +I: {pares distintos}) no desenvolvimento do lado 
esquerdo da igualdade (6.13) 1 isto é1 em 
(! + q2 )(1 + q4 )(1 + q6 ) • •..• (! + q + q'+' + l + ... ), 
pode ser interpretado como o número de partições de m' pertencentes a X0 . 
Assim segue das igualdade.<; ( 6.1:3) e ( 6.14) o seguinte teorema. 
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I 
Teorema 6.9: O número de partições de m pertencentes a X; é igual ao número 
de partições de m em partes= ±(1 + i)(mod5) (i= O ou 1 respectivamente). 
~'os exemplos abaixo ilustramos o último teorema, Para 1. = O, apresentamos 
os elementos referentes a 
n = 11 









e para i = 1 os elementos associados a 
'11 = 13 
Partições em X 1 
11 + 2 













1 + 1 + ... + l + 1, 
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