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Abstract 
This paper describes a hybridized intelligent algorithm as a tuning mechanism for one type of Genetic Fuzzy system termed 
the Genetic Fuzzimetric Technique (GFT). The proposed technique is based on the genetically inspired operations of 
crossover and mutation to achieve an optimized solution used to tune the fuzzy set shape (variables) within the rule-set. The 
GFT deals with knowledge representation in a modular form where each module -- termed a chromosome, in this article -- 
represents the defuzzified value of a rule-set inferring a specific output from a fuzzy input. A multivariable system, in this 
case, is the combination of all these chromosomes via a weighting factor termed the “Input Importance Factor”. This paper 
also explains the Analytic Hierarchy Process (AHP) technique which is proposed as a pairwise comparison methodology for 
the creation, selection and adaptation of the Input Importance Factor. The proposed GFT mechanism can be applied to any 
decision making problem within an uncertain environment. One example would be the determination of CRM performance 
measurement given a variety of inputs related to marketing, data mining tools, ordered materials and communication. 
 
© 2013 The Authors. Published by Elsevier B.V.  
Selection and peer-review under responsibility of KES International. 
 
Keywords: GFT; GFS; FRBS, Fuzzy systems; Tuning Algorithm; Decion making/control optimization 
1. Introduction 
A Fuzzy Rule Based System (FRBS) is one type of decision making system that can be applied in many industrial 
situations, where a decision must be made based on some input. Generally, FRBS heuristics are built as rule-sets, describing 
the system model. Rules are usually in the form of (IF A … THEN B) where A and B are fuzzy variables. For a Single-
Input-Single-Output (SISO) system, a straightforward fuzzy inference can be applied to the fuzzy variables representing the 
input and output. A defuzzification process of the final output is necessary to achieve a crisp output from the system.  Most 
real world problems are in the form of a multivariable structure composed of Multi-input-Multi-Output (MIMO) systems. In 
this case, problems may arise with the FRBS in terms of achieving a complete and consistent construction of all possibilities 
relevant to the output of the system. Rules in a MIMO system are of the form (IF A1 & A2 &…. & An THEN B1 & B2 &...& 
Bn). This situation results in additional complexity in both knowledge discovery and accurate heuristic modeling of the 
system. In this case, special algorithms are necessary to tune the system as well as to detect and remove irrelevant rules. For 
example, Gegove [1, 2] studied rule compression and selection with the goal of maintaining completeness and consistency 
of the system. This adds complexity to the design of the rule based system; rules must be modified and rearranged to 
achieve optimization. 
Rather than inventing algorithms to detect and remove inconsistent rules from the rule-set, this paper describes a model 
to avoid complexity by introducing a simpler, modular, model of Fuzzy inference. Moreover, this paper proposes an 
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optimization methodology to adjust the performance of a MIMO system. Many hybrid intelligent-based decision making 
models use genetic algorithms as an optimization methodology. The term “evolutionary system” is generally used to specify 
a hybrid system where fuzzy logic handles elements of uncertainty and a genetic algorithm tackles the issue of optimization 
and tuning.  The appeal of such technique is that it allows for simulation of human decision making processes.  For example, 
Yun et al [3] proposed genetic algorithms with adaptive abilities where crossover and mutation operators of genetic 
algorithms were used for constructing the adaptive abilities. These algorithms can regulate the rates of crossover and 
mutation operators during their search process. Kouatli [4] also proposed one form of Genetic Fuzzy System where 
optimization of the system is not done via changing the rules or the fuzzy variable values within the rule, but rather via 
means of crossover and mutation of the fuzzy set shape to optimize the fuzzy variables.  This model was later termed the 
Genetic Fuzzimetric Technique (GFT) [5]. 
The GFT is based on a biological analogy to represent an optimized system solution. In this technique, each rule-set 
describing the fuzzy relation (input * output) is considered a chromosome. The GFT then mutates the genes within these 
chromosomes to achieve an optimized performance. The main advantage of using GFT is its modular structure that allows 
the system to be built in modules or chromosomes. Each chromosome represents the rule-set between a specific input Xi and 
a specific output Yj combined in a fuzzy relation. The defuzzified output Yj is then multiplied by an input importance 
weighting factor to achieve discrete output Yj as a result of specific input Xi. 
Determination of the Input Importance Factor can initially be determined by domain knowledge experts in the field to 
identify the effect of a relevant input factor on the final output of the system. This paper proposes the use of the Analytical 
Hierarchy Process (AHP), as introduced by Saaty [6, 7], in order to implement a pairwise comparison between different 
input to achieve and optimize the Input Importance Factor value.  
The proposed technique in this paper (GFT using an AHP technique to derive input weighting factors) is generic and 
modular in structure. As such it is a conceptual approach that can be implemented in a wide range of applications starting 
from Single-Input-Single-Output (SISO) applications to more complicated Multi-Input-Multi-Output (MIMO) 
Implementations. Most SISO applications are implemented as industrial controllers where the input signal(s) to the robot, 
for example, are “fuzzy” and not accurate. In such cases, the robot has to take a ‘decision’ under such uncertainty. Air-
conditioning control systems is another equipment based example of a SISO system. For example, if the fan speed is 
dependent on the temperature level then the control would be represented in simple rule like: ”If temperature=Hot then fan-
Speed=High”. This is a simple rule composed of one input (temperature) and one output (fan-speed) where “Hot” and 
“High” are fuzzy variables.  
The complexity of systems is multiplied when it comes to Multi-Input-Multi-Output (MIMO) implementations (or in 
some cases MISO implementation – where multiple inputs must yield a single output). Examples of MIMO and MISO 
systems include those documented in Kouatli [8, 9]. In Koualti [8], a user was provided with 10 inputs from which s/he 
must determine a measure of customer relationship management performance in a corporation. Kouatli [9] proposed the use 
of a “Student Performance Expectation System” (SPES) to aid new business school students in predicting their graduation 
GPA (the output) based on three inputs to the system, their high school grade, their Entrance English Exam (EEE) grade, 
and their Sophomore Year Exam grade.  
 
The added complexity of a MIMO system was the main motivation for the proposed technique. Most researchers (e.g. 
Gegove [1, 2] ) use the operators “And” and “Or” to combine multiple inputs in a rule such as:  
If A1 and A2 and…..and Ai  THEN B1 and B2 and …….Bj 
The problems with such a technique are: 
1- If any of the inputs switches off while using an “And” operator, then the whole rule returns false. 
2- If there are a significant number of inputs, then combinatorial explosion quickly prevents the derivation of a 
comprehensive rule set without obstacles. Even if complete enumeration of rules is possible, some rules might be 
irrelevant and hence a compression technique would be necessary (bringing with it added complexity). 
3- Some rules within the rule-set may depend on only a few inputs, while others will require more, thus resulting in an 
inconsistency within the rule-set structure. 
4- Also, due to the number of inputs and their possible combinations in the rule set, processing such rules might 
consume significant resources (RAM, CPU time…etc). Hence, systems requiring real-time control would suffer. 
The proposed technique addresses all of these issues as it is designed in a modular manner where the rule set is sub-
divided into multiple rule sets (termed in this paper as a chromosome). In turn, each rule-set describes the relationship 
between only one of the inputs and only one of the outputs. These chromosomes are then combined using the “Input 
Importance Factor”. This provides the following advantages: 
1- Modular basis for each chromosome (rule-set) describing behavior of input i with output j. The outcome of this 
modularity is an easier approach to knowledge extraction and processing. The influence of each input to the output 
4   Issam Kouatli /  Procedia Computer Science  22 ( 2013 )  2 – 9 
 
(s) can be focused on individually and then combined via the Input Importance Factor. Processing of the fuzzy 
inference would also be simpler structure than large complicated number of rules in MIMO systems where more 
resources (CPU/RAM) might be utilized than the proposed technique.  
2- The proposed technique maintains the completeness and consistency without the need for rule-compression 
and filtration. The proposed technique utilizes a concept termed as “Fuzzimetric Arcs” where only four fuzzy 
variables defined between any specific input and its effect on a specific output. Such sub-rule-set of the system 
is termed in this article as chromosome. Hence any chromosome in a MIMO system will describe a different 
behavior but all chromosomes are of equal size which is composed of 4 genes (rules) maintaining the 
completeness of the fuzzy inference engine. 
3- The same technique is flexible allowing it for use in SISO, MISO or MIMO systems; with the main benefit 
arising when used in a MIMO system. 
4- The technique is quicker during run time (as it uses smaller modular components) than large rule-set systems 
using “And” /”Or” operators 
5- Optimizing the system can be done by changing the fuzzy set shape avoiding the need to alter the rules. 
6- AHP technique is proposed to be used to identify the importance factor weights of each chromosome. It is a 
technique that resembles the human decision making using pairwise comparison of different criteria to achieve 
a prioritized ranking of the potential decision options. 
Exposition of GFT 
At the heart of GFT is its definition of the fuzzy variables. Specifically, GFT sets the fuzzy variables to specific values 
(termed as “Fuzzimetric Arcs” [5]) and defined as : 
PO = |sin(π/2 – x)|  for 0 < x < π/2 
 = 0   otherwise 
PS = |sin(x)|   for 0 < x < π 
 = 0   otherwise 
PM = |sin(π/2 – x)| for π/2 < x < 3π/2 
 = 0   otherwise 
PB = |sin(x)|   for π < x < 3π/2 
 = 0   otherwise 
 
Figure 1: (a) Positive Fuzzimetric Arc, 
      (b) Spread of fuzzy variables on the Membership-Universe axes. 
 





iable)(fuzzy vararcsin  
 
= 1 for  > 1 
(1)
 
Where the fuzzy variable is any of PO, PS, PM, or PB. The t parameter is the shape alternation factor (the mutation factor) 
in the range of default values of 0<t≤90  
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Different fuzzy set shapes can then be chosen for different fuzzy variables as shown in Figure 2. Fuzzimetric Arcs in this 
case provide a systematic approach towards a selection mechanism for the appropriate fuzzy variable(s) of the system. This 
is usually achieved via mutation and crossover operators. For example, assuming 50% mutation would result in an original 
initial selection of a sine wave for the left half of the fuzzy set crossed over with the left half of the fuzzy set which might be 
half triangular, trapezoidal, etc.  
Figure 3 shows samples of possible 50% crossover and mutation combination between different forms of fuzzy set 
shapes using the above equation. As a result of the above description and in resemblance of a biological or genetic structure, 
the following definitions can be concluded: 
 
Definition 1: A Gene is a specific rule composed of one of the inputs (IF part of the rule) and one of the outputs (THEN 
part of the rule). This is represented in the following equation: 
g(i)=min((xi(u)),yi(v)), (2) 
 where u and v are the universe of discourse of the input i and output j, respectively. 
Definition 2: A Chromosome, in GFSs, is defined differently by different researchers. For example, Shi et al. [10] assume 
that a chromosome represents the whole rule-set (Pittsburgh approach), while Kovacs [11] assume that a chromosome is a 
behavior description of a single rule (Michigan approach). In this paper and in keeping with the biological context, we adopt 
the following definitions: 
A Chromosome (Rij) is a collection of genes. It is a rule-set that describes the behavior of a specific input with a specific 
output. 
A chromosome can be one of three possible combinations referred to as Types A. B, and C. Type A is directly proportional; 
Type B is inversely proportional; and Type C is a non-linear structure. 
Definition 3: A Cell is a collection of multiple chromosomes that describes the behavior of the whole system. In this case, 
coherent combinations of individual chromosomes (rule-sets) for each of the inputs and outputs can be achieved using the 
multivariable technique described in Kouatli [5]. The multivariable technique of Kouatli [5] depends on the input 
importance weighting factor, ᖡ. 
Yj=  ᖡi * [av. (Xi ᩳ Rij)] (3)
                       
In Equation (3), Yj is the defuzzified output using the averaging method (modus ponens) due to the effect of input Xi.  
Focusing on Xi, we note that the term (Xi ᩳ Rij) is the compositional rule of inference between a specific input Xi and the 
chromosome Rij. 
The mutations of fuzzy sets described above result in a change of the centroid of that (those) fuzzy set(s). In doing so, we 
alter the output of the system. Hence, by altering the genes of the system through mutation, we can affect changes in the 
chromosomal structure of the system.  
Figure 2 Fuzzy shape of the fuzzy sets; 
(a) sin wave,  
(b) trapezoidal (μ arcsine (sin x)/t where t<90), 
(c) Special case when t = 90,  
(d) t>90. 
Figure 3- Samples of possible mutations  
(a) Left half Trapezoidal, Right half Sine wave 
(b) Right half Trapezoidal, Left half Sine wave 
(c) Left half Trapezoidal, Right Half Triangular 
(d) Left half Triangular, Right half Trapezoidal 
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This is a very effective approach where a fixed set of fuzzy variables (PO, PS, PM and PB) as well as a fixed set of pre-
defined chromosome structure (types) are used. Optimization in this case does not include changes in the rule-set; it instead 
depends on the changes in the mutated values of the fuzzy variables built within each chromosome. 
Completeness and consistency of the chromosomes is important to achieve an efficient system, i.e. it is important that the 
rule-set covers all possible combinations of the input and output variables. With this modular approach, this can be 
accomplished easily since we have a fixed number of genes within each chromosome. Hence, if N is the total number of 
inputs and M is the total number of outputs, then there are N*M chromosomes and 4*N*M genes. The final definition of 
this section serves to describe the fuzzimetric object by means of its associated attributes and procedures.
Definition4: Fuzzimetric Object 
     The fuzzimetric object is best defined by its requisite parts, the following attributes and procedures.
Name:  Generally, the same name as that of the input. 
Alpha: The angle required to discretize the universe. The default value is 300 (allows values from 0-9 on the Fuzzimetric 
Arcs). 
  Type: The proportional or non-linear structure of the chromosome, denoted by types A, B or C as described in the 
definition of a chromosome. 
T1 & T2: The left-hand part and the right hand part of the fuzzy set shape, respectively. This division is made to allow for 
the mutation of one half while leaving the other half unaffected.  
Selection Procedure: The procedure to choose the initial selection of a fuzzy set shape. The default value is usually a sine 
wave, which can be overridden by the user. 
Crossover Procedure: The procedure used to decide which half of the fuzzy set shape should be kept as the default and 
which half should be mutated to achieve optimization. 
Mutation procedure:  the procedure necessary to alter the variable t in equation (1) yielding a mutation in the right or left 
half of the fuzzy set shape, as specified by T1 or T2.  
2. Input Importance Factor and AHP 
The description of the GFT shows the optimization of the system using genetic principles of mutation and crossover 
operators applied to the fuzzy variables. The other factor that may affect the system is the alteration of the input importance 
weighting factor ᖡ that results from optimizing individual chromosomes or rule sets, Rij. Each chromosome would require a 
specific ᖡij representing the importance weighting factor for input i relative to output j. This is necessary because different 
input(s) may have different weights in inferring the output(s) in the system. The initial selection of these input weighting 
factors is dependent on a priori knowledge of the system and the specific importance of each input to the system. The 
analytic hierarchy process technique provides such a mechanism by using a form of pairwise comparison. This pairwise 
comparison allows the system to maintain human-level consistency whenever one of the input weighting factors is altered. 
Consistency is achieved by automatically altering the other input weighting factors appropriately. 
2.1. Review of AHP 
The Analytic Hierarchy Process (AHP) is a mechanism for multi-criteria decision making that originated with Saaty [6, 
7]. It is a technique that is based on the pairwise comparison of different criteria to achieve a prioritized ranking of the 
potential decision options. The idea being that the prioritized ranking provides some measure of overall performance for 
each of the decision options. As the technique is based on pairwise comparison of the criteria, some inconsistency may 
occur when selecting the weights for each criterion. Similar to human judgment, the AHP allows for some inconsistency in 
the final decision (up to 10% is acceptable). The exact mathematical background and theoretical mechanism of the AHP is 
beyond the scope of this paper and can be found in Saaty [6, 7], but the main terminologies are presented here for the 
convenience of the reader: 
Pairwise comparison: The pairwise comparison process can be encoded in a matrix as shown below. In this matrix, 
each entry, Cij denotes the pairwise comparison between the two criteria, i and j.  The diagonal entries in this matrix are 
always equal to unity which indicates equal importance (i.e. C11, C22 and C33 are all equal to one as they are self-
comparisons). The entries above the diagonal (C12, C13 and C23, in the example) are the main pairwise comparisons and 
usually take values ranging from 1 to 9 (or possibly the reciprocal of those numbers). For example, for a 3 criteria matrix, if 
C12=3 then Criteria A is 3 times more preferable than Criteria B. As a result, the entries below the diagonal are the 
reciprocal of those above; for example, C21 would take the value of 1/3 as it must be the reciprocal of C12. 
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Moving beyond the example of a pairwise comparison on only three criteria, we note that the size of the matrix grows in 
relationship to the number of criteria, n. Specifically, the number of entries above the diagonal in a matrix of size n x n is 
n(n-1)/2.
Priority Vector (also called Eigen Vector): the priority vector which allows for the ranking of decision options is 
calculated by taking the average of normalized values for each pairwise comparison entry in the matrix. Each value in this 
vector is termed the “priority value” for a specific option. 
 
Consistency measure: the consistency measure is the row-wise multiplication of the each row (option) in the matrix and 
the priority vector divided by its priority value. 
2.2. Example of ᖡij pairwise comparison using AHP. 
As an example, assume that we have a MIMO system composed of three inputs X1, X2 and X3 and three outputs Y1, Y2 
and Y3. In this case, we have a total of nine chromosomes each one describing the behavior of any one of the inputs in 
relation to the outputs as denoted by the chromosome type (A, B or C). This means that we need to define nine different 
impact weighting factors to be applied to the nine different chromosomes. In this scenario, we can assume the following 
tabulated pairwise values as an example to illustrate the technique: 
 
ᖡ11 is less important by 1/2 than ᖡ21     ᖡ11 is 5 times as important as ᖡ31        ᖡ21 is 4 times as important as ᖡ31 
ᖡ12 is 3 times as important as ᖡ22          ᖡ12 is less important by 1/4 than ᖡ32     ᖡ22 is less important by 1/5  than ᖡ32    
ᖡ13 is 3 times as important as ᖡ23        ᖡ13 is 6 times as important as ᖡ33      ᖡ23 is 3 times as important as ᖡ33        
 
Construction of the priority vectors and the consistency check can be achieved via use of a simple spreadsheet as 
illustrated in Figure 4. This represents the initial definition of ᖡ ij in the system. However, alteration of these factors is 
possible when the desired output is different from the actual output. In such cases, the proportionality of the error is used to 
adjust the value of ᖡ ij, as shown in Equation (4), where Yj is the actual output j and Dj is the desired output j. 
 
ᖡ ij = [ᖡ ij + (Yj-Dj)/Yj)] (4) 
  
3. GFT-AHP Algorithm 
 An example of the algorithm for optimizing the system by altering the fuzzy set shape is shown in Figure 4. It is important 
to note, however, that this example of the algorithm is dependent on the following three assumptions:  
(a) Each one of the chromosomes can either be directly proportional or inversely proportional (type A or B only). A non-
linear chromosome would require more details about each gene to construct a specific chromosome.  
(b) The input importance weighting factors ᖡ ij depend on the AHP mechanism to achieve an appropriate value of each 
chromosome weight as described above.  
(c) The initial fuzzy set shape is a sine wave and the tuning process is composed of a fuzzy set shape split into two halves 
(using parameter T1 and T2 to identify each half). In this example, one half is the sine wave and the other is trapezoidal 
shape with or without mutation as described below.  
Given these three assumptions, we now describe the steps of the algorithm. 
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Step1- Define the number of inputs (N) and the number of outputs (M). 
Step 2- Define the chromosome type (A, B or C) for each of the chromosomes. 
Step 3- Create the chromosomes where the total number is N*M. 
Step4- Use the AHP to deduce the initial Input Importance Factor ᖡ ij, for each chromosome. 
Step 5- Check the actual output performance of each chromosome Yj against the specific set of desired values Dj.  
Step 6- If the output Yj is much higher than the expected (desired) output Dj, then move the centroid of that area to the left. 
Specifically, we can keep the default sine wave half as the left half and crossover the right half to trapezoidal. In this case, 
we can alter the trapezoidal shape; mutate until we can find a match or the closest value. 
Step7- If the actual output Yj is much lower than the expected (desired) output Dj, then moves the centroid of that area to the 
right. Specifically, we can keep the default sine wave half as the right half and crossover the left half to trapezoidal. In this 
case, we can alter the trapezoidal shape (mutate until we can find a match or the closest value). 
Step 8 – Optimize ᖡ ij. If the actual output Yj is within close proximity (but still needs optimization) to the expected (desired) 
output Dj, then we need to optimize ᖡ ij which can be done by calculating the percentage of the difference between actual 
and desired values using Equation (4).  
A schematic flowchart of this algorithm is shown in Figure 5. 
Figure 4- AHP Pairwise comparison example for ᖡ ij Figure 5- Algorithm flowchart for GFT-AHP 
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4. Conclusion 
This paper describes a genetic fuzzy mechanism, termed the GFT, which is derived from the biological nature of genes 
and chromosomal evolution. In such a system, each rule resembles a gene and combination of each input with an output 
represents a chromosome. A system is composed of multiple chromosomes combined in a certain modular manner. Tuning 
of this system is done in two phases: 
1. Coarse adjustment which is done by crossover and mutation operators on fuzzy set shape to reach a close proximity 
to the desired value; and 
2. Fine adjustment which is the tuning is done by adjusting the Input Importance Factor ᖡ ij by checking the actual 
output in comparison with the desired one. 
The proposed system assumes that the desired values of the system output do exist or can be derived from the dataset in 
order to optimize the system using the genetic component and AHP weighting factor modification. 
The strength of this technique is summarized as follows: 
• It can be used as a systematic method for the fuzzification of input(s)/output(s).  
• It avoids the complexity found in non-modular MIMO fuzzy systems. 
•  It can simplify the knowledge discovery process by defining fixed rule-set numbers. 
• It can simplify the process of tuning/optimization of the system using mutating and/or crossover operators.  
The only possible limitation of the technique is that the desired values should be known or can be derived. 
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