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1 Introduction
The theory of rough paths allows to give a meaning to integrals like
zt = z0 +
∫ t
0
g(xs) dxs
and controlled differential equations like
yt = y0 +
∫ t
0
f(ys) dxs
when x is a continuous, irregular path in a Banach space, and g and f are
differential forms and vector fields smooth enough (See [21, 19, 16]). But for
that, one needs to know the equivalent of the iterated integrals of x, that is∫
0≤s1≤···≤sk≤T dxs1 ⊗ · · · ⊗ dxsk , and to use the topology of p-variation, which
is defined using the semi-norm
Varp,[0,T ](x) =
(
sup
partition Π of [0, T ]
k−1∑
i=1
|x(ti+1)− x(ti)|p
)1/p
, (1)
where we use the convention that the points of the partitions Π are t1 ≤
t2 ≤ · · · ≤ tk. The real p defines how irregular the path x is, and there is no
canonical way to define the iterated integrals of x up to the order bpc.
However, for a large class of stochastic processes, it is possible to define
the equivalent of the iterated integrals for the trajectories. Although the
rough path theory is completely deterministic, it has been used for a large
class of processes, including Brownian motion, some Gaussian processes in a
Banach space [18], fractional Brownian motion [5], free Brownian motion [3],
symmetric Markov process [1],...
In this article, we study the use of rough paths theory for general contin-
uous semi-martingales. Let us remark first that any one-dimensional, con-
tinuous local martingale M may be written as Mt = B〈M〉t , where B is a
Brownian motion and 〈M〉 the quadratic variation of M . Since almost ev-
ery trajectory of the Brownian motion is 1/p-Hölder continuous as soon as
p > 2, then it is also of finite p-variation for any p > 2. Hence, as a M -
continuous time-change, see [26], does no change the p-variation, there exists
a modification of M whose trajectories are of finite p-variation for any p > 2
(See Lemma 2). Moreover, if X is a semi-martingale, the following Itô and
Stratonovich integrals exist
Θs,t(X) =
∫ t
s
(Xr −Xs)⊗ dXr and Θs,t(X) =
∫ t
s
(Xr −Xs)⊗ ◦dXr.
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If Θ(X) and Θ(X) are of finite p/2-variation (See Proposition 1), then
(X, Θ(X)) and (X, Θ(X)) are two rough paths of finite p-variations lying
above X and one may use the results from the theory of rough paths, espe-
cially the continuity of integrals and solutions of differential equations.
The main idea of the proof is to use a X continuous random time-change
ϕ such that Xϕ = Xϕ(0) + Mϕ + Vϕ remains a semi-martingale and such that
Mϕ and Vϕ are Hölder continuous trajectories. But, Xϕ is then defined on
a random time interval [0, T̂ ]. Yet, the value of T̂ depends on 〈M〉T and
Var1,[0,T ](V ), which are assumed to be controlled.
Basically, we prove two results:
• If (Xn)n∈N is a family of semi-martingales converging in distribution
to X and satisfying the conditions UT (uniformly tight) or UCV (Uni-
formly controlled variations), then (Xn, Θ(Xn))n∈N and (Xn, Θ(Xn))n∈N
converge respectively in distribution to (X, Θ(X)) and (X, Θ(X)) as
rough paths in the topology induced by the p-variation distance. The
convergence under the topology of Skorokhod is kwnon since the papers
of Mémin and SÃlomiński [22], and Jakubowski, Mémin and Pagès [11].
Hence, this is fully coherent with the results concerning interchanging
limits and stochastic integrals in the semi-martingales theory.
• For almost every trajectory of the continuous semi-martingale X, there
exists a family (X(n))n∈N of piecewise linear approximations of X such
that (X(n), Θ(X(n)))n∈N converges almost surely in the appropriate
topology to (X, Θ(X)). In other words, one obtains the almost sure
convergence of the ordinary integral (resp. the ordinary differential
equation)
Z(n)t = Z0 +
∫ t
0
f(X(n)s) dX(n)s
(resp. Y (n)t = Y0 +
∫ t
0
g(Y (n)s) dX(n)s)
to the Stratonovich integral (resp. the stochastic differential equation)
Zt = Z0 +
∫ t
0 f(Xs) ◦ dXs (resp. Yt = Y0 +
∫ t
0 g(Ys) ◦ dXs).
A similar convergence result is also given for Itô’s integrals and Itô’s SDEs.
The particular case of the Brownian motion was already known (See [20,
1],...) and was developed initially in [27]. In this Ph.D. thesis, this method
can be used for martingales with α-Hölder continuous trajectories for α <
1/2. Thus, these almost-sure Wong-Zakai results are not surprising. Here,
we extend this result to a general continuous semi-martingales, and our proof
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includes recent techniques in the theory of rough path, that leads to some
simplification of results.
Besides, these proofs show the role played by Hölder continuous paths
among paths of finite p-variation, and that it is not a big deal to use Hölder
continuous path instead of path of finite p-variation using a time-change.
Moreover, this time-change gives us information on the way to get some
uniform control for a family of paths, since we are reduced in controlling the
length of the image of the time interval on which the path is initially defined.
Then, the conditions UT and UCV appear naturally in this context.
Recent results show that the enhanced Brownian motion, that is a mul-
tiplicative functional lying above a Brownian motion, could be manipulated
as the Brownian motion regarding many of its properties: support theorem,
large deviation result, ... See [20, 7, 8].
Hence, one could think that this technique of using a time-change could
be applied to generalize almost immediately to continuous semi-martingales
some results given for the Brownian motion, as long as only the martingale
property of the Brownian motion is involved in their proofs.
2 Rough paths
We refer the reader to [21, 19] or [16] for a detailed insight on the theory of
rough paths and the objects we introduce now.
Let N be a fixed integer. Throughout all this article, we consider semi-
martingales with values in RN , and we denote by | · | the norm |x| =
supk=1,...,N |xk| for x = (x1, . . . , xN).
For a continuous function x from [0, T ] to RN , we denote by Varp,[0,T ](x)
its p-variation defined by (1).
Denote by Vp([0, T ];RN) the Banach space of continuous functions of
finite p-variation with the norm Varp,[0,T ](·)+‖ ·‖∞. Note that Vp([0, T ];RN)
is not separable.
Set ∆+ = { 0 ≤ s ≤ t ≤ T }.
For a continuous function x from ∆+ to RN , denote also by Varp,[0,T ](x)
its p-variation, that is
Varp,[0,T ](x) =

 sup
partition {ti}i=1,...,j of [0, T ]
j−1∑
i=1
|x(ti, ti+1)|p


1/p
.
If x(s, t) = y(t) − y(s) for some continuous function y, then Varp,[0,T ](x) =
Varp,[0,T ](y).
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We equip RN ⊗ RN with a norm ‖ · ‖RN⊗RN such that ‖x ⊗ y‖RN⊗RN ≤
|x| × |y| for any x, y ∈ RN .
We denote by MVp([0, T ];RN) the space of functions (x0, x1s,t, x2s,t)(s,t)∈∆+
such that
x1s,t = xt − xs for a continuous function x from [0, T ] to RN , (2a)
x2 is continuous from ∆+ to RN ⊗ RN , (2b)
Varp,[0,T ](x
1) < +∞, (2c)
Varp/2,[0,T ](x
2) < +∞, (2d)
x2,i,js,t = x
2,i,j
s,u + x
2,i,j
u,t + x
1,i
s,u · x1,ju,t for i, j ∈ { 1, . . . , N } (2e)
for all 0 ≤ s ≤ u ≤ t ≤ T . Sometimes, it could be useful to use tensor
product notations instead of indexes. This means that x = (x1s,t, x
2
s,t) is
seen as xs,t = 1 + x
1
s,t + x
2
s,t ∈ R ⊕ RN ⊕ (RN)⊗2 (Here, the starting point
x0 of x is not taken into account). Accordingly, (2e) could be rewritten as
x2s,t = x
2
s,u + x
2
u,t + x
1
s,u ⊗ x1u,t.
When there is no ambiguity, we identify (x0, x
1) with x, that is a function
on ∆+ and a starting point with a function on [0, T ]. Thus, (x0, x
1, x2) is also
denoted by (x, x2). The elements of MVp([0, T ];RN) are called multiplicative
functionals.
The topology we used on MVp([0, T ];RN) is the one induced by the norm
‖(x0, x1, x2)‖ = |x0|+ sup
(s,t)∈∆+
|(x1, x2)s,t|+ Varp,[0,T ](x1) + Varp/2,[0,T ](x2).
We end this section by a useful Lemma, that allows to estimate the dis-
tance in MVp([0, T ];RN) between two rough paths by using the pointwise
distance of the increments between dyadic points of the difference of these
paths.
Lemma 1 (See for example [9, 1, 18]). Let p > 2 and γ > p/2 − 1.
Let (X1, X2) and (Y 1, Y 2) be multiplicative functionals in MVp([0, T ];RN).
Then for any partition 0 ≤ s1 ≤ . . . ≤ sk ≤ T of [0, T ], there exists a
constant C depending only on p and γ such that, for tnj = jT/2
n
k−1∑
i=1
|X2si,si+1 − Y 2si,si+1|p/2 ≤ C
( ∑
n≥1
nγ
2n−1∑
j=0
|X1tnj ,tnj+1 − Y
1
tnj ,t
n
j+1
|p
)1/2
× ∑
n≥1
nγ
2n−1∑
j=0
(
|X1tnj ,tnj+1|
p + |Y 1tnj ,tnj+1|
p
)1/2
+
∑
n≥1
nγ
2n−1∑
j=1
|X2tnj ,tnj+1 − Y
2
tnj ,t
n
j+1
|p.
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3 The conditions UT and UCV
for semi-martingales
Let X be a continuous semi-martingale with respect to a filtration F· =
(Ft)t≥0 with values in RN , which is defined on a probability space (Ω,F ,P).
The filtration F· may be assumed to satisfy the usual conditions. There
exists a unique decomposition of X as the sum of a local martingale M and
a process V of locally of finite variation, both F·-adapted. The decomposition
X = X0 + M + V is called the canonical decomposition of X.
Consider a sequence (Xn)n∈N of continuous Fn· -semi-martingales on prob-
ability spaces (Ωn,Fn,Pn). To simplify the notation, denote Pn by P when
there is no ambiguity.
In all this section, we consider the convergence of semi-martingales in the
space of continuous functions with the uniform norm. The convergence in
p-variation is considered in the next sections.
The following definitions and results are taken from [22] and the review
article [13].
Definition 1 (Condition UT, Uniformly Tight). Let Hn be the class of
Fn· -predictable, simple processes bounded by 1 on (Ωn,Fn,Pn). The sequence
(Xn)n∈N is said to satisfy the condition UT if for each t > 0 and for any ε > 0,
there exists C large enough such that
sup
n∈N
sup
H∈Hn
P [ |H ·Xnt | > C ] < ε. (UT)
Theorem 1. Assume that (Xn)n∈N satisfies the condition UT.
(i) The sequence (Xn)n∈N is tight and any cluster point X of the sequence
(Xn)n∈N is a semi-martingale with respect to the smallest filtration FX· which
is right continuous it generates.
(ii) Let (Hn)n∈N be a sequence of Fn· -progressively measurable càdlàg pro-
cesses such that (Hn, Xn)n∈N converges to (H, X) in the Skorohod topology,
then X is a semi-martingale with respect to the filtration generated by (H, X),
and, when all the stochastic integrals are defined, (Hn, Xn, Hn ·Xn)n∈N con-
verges to (H,X,H ·X).
(iii) The sequence (Xn, 〈Xn〉)n∈N converges to (X, 〈X〉).
From now, consider a time T > 0 and restrict only to processes on [0, T ].
Definition 2 (Condition UCV, Uniformly Controlled Variations).
The sequence (Xn)n∈N of semi-martingales with canonical decompositions
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Xn = Xn0 + M
n + V n is said to satisfy the condition UCV on [0, T ] if
(〈Mn〉T )n∈N is tight, (3)
(Var1,[0,T ](V
n))n∈N is tight. (4)
Remark 1. This definition is slightly different from the one in [13], but it is
easily seen that both definitions are equivalent.
Theorem 2. (i) Assume that the sequence (Xn)n∈N converges weakly to X.
Then (Xn)n∈N satisfies the condition UT if and only if it satisfies the condi-
tion UCV.
(ii) Let (Mn)n∈N be a sequence of local martingales converging in distribu-
tion to M . Then M is a local martingale and (Mn)n∈N satisfies the conditions
UT and UCV. In particular, (〈Mn〉T )n∈N is tight.
(iii) Let (Xn)n∈N be a sequence of continuous semi-martingales converging
in distribution to X and satisfying the equivalent conditions UT or UCV.
Assume that Xn = Xn0 + M
n + V n is the canonical decomposition of Xn.
Then there exists a filtration F· such that X is a F·-semi-martingale and
there exists a local F·-martingale M and a term locally of finite variation V
F·-adapted such that (Xn,Mn, V n)n∈N converges in distribution to (X, M, V ).
Counter-example 1. Of course, any sequence of semi-martingale does not
necessarily satisfy the conditions UT and UCV. Let V be a smooth function
from R to R which is one-periodic, and set
Xεt = Bt +
1
ε
∫ t
0
b(Xεs/ε) ds, (5)
where B is a Brownian motion and b = ∇V . Then, it is well known that
Xε is equal in distribution to εX·/ε, where Xt = Bt +
∫ t
0 b(Xs) ds, and that
Xε converges in distribution to σβ, where σ is a constant matrix which is
not in general the identity matrix, and β is a Brownian motion (This is the
homogenization problem: See for example [2]). Hence (Xε)ε>0 cannot satisfy
the conditions UT and UCV, since it contradicts Theorem 1-(iii) (See also
[15] and [17]).
In facts, it is easy to construct family of semi-martingales that does
not satisfy the conditions UT and UCV. For that, one has consider semi-
martingales where the term of finite-variation becomes a martingale when
one passes to the limit. The example above comes from an homogenization
problem and appears in a completely natural situation.
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4 Semi-martingales and p-variation
For any one-dimensional, continuous local martingale M on [0, T ], there exists
a one-dimensional Brownian motion B such that Mt = B〈M〉t for all t ∈ [0, T ].
Let p > 2 be fixed. Using the scaling property of the Brownian motion, for
any T > 0,
E
[
Varp,[0,T ](B)
]
≤ CpT 1/2 (6)
with Cp = E[ Varp,[0,1](B) ]. It follows that for any continuous local martingale
M with values in RN and any C > 0, if Bi is such that Bi〈M i〉t = M
i
t ,
P
[
Varp,[0,T ](M) > C
]
=P
[
sup
i=1,...,N
Varp,[0,〈M i〉T ](B
i) > C
]
≤
N∑
i=1
P
[
Varp,[0,K](B
i) > C; 〈M i〉T ≤ K
]
+
N∑
i=1
P
[
Varp,[0,〈M i〉T ](B
i) > C; 〈M i〉T > K
]
≤CK,p
C
K1/2 +
N∑
i=1
P
[
〈M i〉T > K
]
.
(7)
Remark that if V is of finite variations, then for N = 1 and for all
s ≤ t ≤ u,
|Vt − Vs|p + |Vu − Vt|p ≤
(∫ t
s
|dVr|
)p
+
(∫ u
t
|dVr|
)p
≤
(∫ u
s
|dVr|
)p
.
Clearly,
Varp,[0,T ] V ≤ Var1,[0,T ](V ). (8)
The next lemma follows immediately from (7) and (8).
Lemma 2. Let X be a F·-semi-martingale with decomposition X = X0+M+
V . Then X is almost surely of finite p-variation as soon as p > 2. Moreover,
if (Xn)n∈N is a sequence of semi-martingales satisfying the conditions UCV,
then for any ε > 0 there exists C large enough such that
P
[
Varp,[0,T ](X
n) > C
]
< ε. (9)
This implies that if (Xn)n∈N converges in distribution in C([0, T ];RN) to X
(which is then a semi-martingale), then (Xn)n∈N converges in Vp([0, T ];RN)
to X for any p > 2.
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For a semi-martingale X, define Θi,js,t(X) by
Θi,js,t(X) =
∫ t
s
(X ir −X is) dXjr
and Θ(X) = (Θi,js,t(X); 0 ≤ s ≤ t ≤ T, i, j ∈ { 1, . . . , N }).
Define also
Θi,js,t(X) =
∫ t
s
(X ir −X is)◦dXjr
= Θi,js,t(X) +
1
2
(
〈X i, Xj〉t − 〈X i, Xj〉s
)
.
Clearly, (X, Θ(X)) and (X, Θ(X)) satisfy (2a), (2b) and (2e). We have
seen in Lemma 2 that they also satisfy (2c). To prove that they belong to
MVp([0, T ];RN), it remains to prove that Θ(X) and Θ(X) satisfy (2d).
Proposition 1. Let X be a F·-semi-martingale. Then Θ(X) and Θ(X)
are almost surely of finite p/2-variation for all p > 2. Consequently, both
(X, Θ(X)) and (X, Θ(X)) belong to MVp([0, T ];RN) for all p > 2.
Furthermore, if (Xn)n∈N converges in distribution to X in C([0, T ];RN)
and satisfies the conditions UCV or UT, then (Xn, Θ(Xn))n∈N and (Xn, Θ(Xn))n∈N
converge respectively to (X, Θ(X)) and (X, Θ(X)) in MVp([0, T ];RN).
Proof. Let us decompose the semi-martingale X as X = X0 + M + V .
Besides, let V + and V − be the increasing, continuous functions such that
V = V + − V −. We consider now the process (M, V +, V −) in R3N , and de-
note by Varp,[s,t](M,V
+, V −) its p-variation. Associate to the semi-martingale
X the function ϕ defined by
ϕ(t) = inf
{
s > 0 Varp,[0,s](M,V
+, V −)p > t
}
.
The process t 7→ Varp,[0,t](X) is continuous and F·-adapted. Assume that
ϕ(t) = ϕ(s) for some s < t. Then for y = M or y = V ±, Varp,[s,t](y) = 0
since Varp,[0,s](y)
p + Varp,[s,t](y)
p ≤ Varp,[0,t](y)p. Consequently, y is constant
on [s, t], and thus that X, M and V are constant on the intervals [ϕ(t−), ϕ(t)]
for all t ∈ [0, T ].
Let Fϕ· = (Fϕt )t≥0 be the filtration defined by Fϕt = Fϕ(t). Because M
and V are constant on the intervals [ϕ(t−), ϕ(t)], Mϕ = (Mϕ(t))t∈[0,T ] is a
local Fϕ· -martingale. Moreover, (Vϕ(t))t∈[0,T ] is locally of finite variation (See
Propositions V.1.4 and V.1.5 in [26]).
Let us set T̂ = Varp,[0,T ](M,V
+, V −)p. Then
Var
p,[0,ϕ(T̂ )]
(M, V +, V −) = Varp,[0,T ](M,V
+, V −) (10)
9
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and
Varp/2,[0,T ] Θ(X) =

 sup
t0≤···≤tn partition of [0,T̂ ]
n−1∑
i=0
Θϕ(ti),ϕ(ti+1)(X)
p/2


2/p
.
According to Propositions V.1.4 and V.1.5 in [26],
∫ ϕ(t)
ϕ(s)
(X ir −X iϕ(s)) dXjr =
∫ t
s
(X iϕ(r) −X iϕ(s)) dXjϕ(r)
for i, j ∈ { 1, . . . , N }. Thus, Θs,t(Xϕ) = Θϕ(s),ϕ(t)(X) and
Varp/2,[0,T ] Θ(X) = Varp/2,[0,T̂ ] Θ(Xϕ). (11)
Assume that the semi-martingale X satisfies
E[ T̂ q/p ] = E
[
Varp,[0,T ](M, V
+, V −)q/p
]
< +∞ (12)
for some q > p > 2.
The Burkholder-Davis-Gundy inequality may be applied: There exists
some constant C1 such that
E


∣∣∣∣∣
∫ ϕ(t)
ϕ(s)
(X ir −X iϕ(s)) dM jr
∣∣∣∣∣
q/2


≤ C1E


∣∣∣∣∣
∫ ϕ(t)
ϕ(s)
|X ir −X iϕ(s)|2 d〈M j〉r
∣∣∣∣∣
q/4


≤ C1
2
E
[
sup
r∈[ϕ(s),ϕ(t)]
|X ir −X iϕ(s)|q
]
+
C1
2
E
[
|〈M j〉ϕ(t) − 〈M j〉ϕ(s)|q/2
]
.
Applying the other side of the Burkholder-Davis-Gundy inequality, there
exists some constant C2 such that
E
[
|〈M j〉ϕ(t) − 〈M j〉ϕ(s)|q/2
]
≤ C2E
[
sup
r∈[ϕ(s),ϕ(t)]
|M jr −M jϕ(s)|q
]
.
Hence, it follows that for some constant C > 0,
E


∣∣∣∣∣
∫ ϕ(t)
ϕ(s)
(X ir −X iϕ(s)) dM jr
∣∣∣∣∣
q/2

 ≤ CE
[
Varq,[ϕ(s),ϕ(t)](M, V
+, V −)q
]
.
10
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Still using the inequality ab ≤ (a2 + b2)/2 for any a, b > 0,
E


∣∣∣∣∣
∫ ϕ(t)
ϕ(s)
(X ir −X iϕ(s)) dV ±,jr
∣∣∣∣∣
q/2


≤ 1
2
E
[
sup
r∈[ϕ(s),ϕ(t)]
|X ir −X iϕ(s)|q
]
+
1
2
E
[ ∣∣∣∣∣
∫ ϕ(t)
ϕ(s)
|dV ±,jr |
∣∣∣∣∣
q ]
.
For any continuous function y and all 0 ≤ s ≤ t,
sup
r∈[s,t]
|yr − ys|q ≤ Varq,[s,t](y)q. (13)
Moreover, let us remark that Varq,[s,t](X) ≤ 31−1/q Varq,[s,t](M,V +, V −).
Besides, for any continuous, increasing function y of finite variation,
(∫ t
s
dys
)q
≤ Varq,[s,t](y)q. (14)
Applying (14) to V + and V − and using (13) to M and X, one gets that
for some constant C depending only on q,
E
[
|Θi,jϕ(s),ϕ(t)(X)|q/2
]
≤ CE
[
Varq,[ϕ(s),ϕ(t)](M, V
+, V −)q
]
.
Since Varp,[0,ϕ(s)](M, V
+, V −)p = s for all s ≥ 0 and
Varp,[0,s](y)
p + Varp,[s,t](y)
p ≤ Varp,[0,t](y)p
for all 0 ≤ s ≤ t and any continuous function y of finite p-variation,
Varp,[ϕ(s),ϕ(t)](M,V
+, V −)p ≤ |t− s|. (15)
As Varq,[s,t](y) ≤ Varp,[s,t](y) and aq + bq ≤ (a + b)q for any q ≥ 1 and all
a, b > 0, it follows from (15) that
Varq,[ϕ(s),ϕ(t)](M,V
+, V −)q ≤ |t− s|q/p.
It follows that
E


∣∣∣∣∣
∫ ϕ(t)
ϕ(s)
(X ir −X iϕ(s)) dXjr
∣∣∣∣∣
q/2

 ≤ K|t− s|q/p
for some constant K that depends only on q. It follows that
2n−1∑
k=0
E


∣∣∣∣∣
∫ ϕ(T̂ (k+1)/2n)
ϕ(T̂ k/2n)
(X ir −X iϕ(T̂ k/2n)) dXjr
∣∣∣∣∣
q/2

 ≤ 2n(1−q/p)E[ T̂ q/p ]
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which is finite from (12). From (11) and Lemma 1 with Y = 0, there exists
some constant cp,q,T such that
E
[
Varq/2,[0,T ] Θ(X)
q/2
]
= E
[
Var
q/2,[0,T̂ ]
Θ(Xϕ)
q/2
]
≤ cp,q,TE[ T̂ q/p ].
Now, to consider the general case, fix K and let τ = ϕ(K). Then τ
is a stopping time and for a F·-adapted process Y , set Y τ = Y·∧τ . The
continuous process Xτ is a F·-semi-martingales with canonical decomposition
Xτ = X0 + M
τ + V τ . Remark that τ > T is equivalent to T̂ ≤ K. Hence, it
follows from (7) that for any L > 0,
P
[
Varq/2,[0,T ] Θ(X) > C
]
≤ P
[
Varq/2,[0,T ] Θ(X
τ ) > C
]
+ P [ τ < T ]
≤ 1
Cq/2
E
[
Varq/2,[0,T ] Θ(X
τ )q/2
]
+ P
[
T̂ > K
]
≤ cq,p,T
Cq/2
Kq/p+
CK,p
K
√
L+
N∑
i=1
P
[
〈M i〉T > L1/p
]
+P
[
Var1,[0,T ](V
+, V −) > L1/p
]
.
Now, remark that V ±t =
1
2
(Vt ± Var1,[0,t](V )) (See for example Section I.6 in
[24]). Hence, Var1,[0,t](V
±) ≤ Var1,[0,t](V ). Thus,
P
[
Var1,[0,T ](V
+, V −) > L1/p
]
≤ P
[
Var1,[0,T ](V ) > L
1/p
]
.
For any ε > 0, choosing first L, then K and C, it follows that
P
[
Varq/2,[0,T ] Θ(X) > C
]
< ε. (16)
Hence, Θ(X) is of finite q/2-variation almost surely.
Now, let (Xn)n∈N be a sequence of semi-martingales satisfying the condi-
tion UCV. In (16), when ε > 0 is fixed, the choice of C is uniform in n, since
with (16), if L is large enough such that
sup
n∈N
N∑
i=1
P
[
〈M i,n〉T > L1/p
]
+ sup
n∈N
P
[
Var1,[0,T ](V
n) > L1/p
]
< 2ε,
then there exists C large enough such that
sup
n∈N
P
[
Varq/2,[0,T ] Θ(X
n) > C
]
< 3ε. (17)
If (Xn)n∈N converges in distribution to X, it follows from the condition UT
that Θ0,·(Xn) converges in distribution to Θ0,·(X) in C([0, T ];RN). On the
12
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other hand, it follows from (9) and (17) that (Xn, Θ(Xn))n∈N is tight in
MVp([0, T ];RN), thanks to Corollary 6.1 in [16]. Thus, (Xn, Θ(Xn)) con-
verges to (X, Θ(X)) in MVp([0, T ];RN).
Concerning Θ(M), note that 〈M iϕ,M jϕ〉t = 〈M i,M j〉ϕ(t) for all t ≥ 0.
Thus, if Ξi,js,t(M) =
1
2
(〈M i,M j〉t − 〈M i,M j〉s), then
Varp/2,[0,T ] Ξ
i,j(M) = Var
p/2,[0,T̂ ]
Ξi,j(Mϕ).
Besides, one knows that
E
[
|Ξi,js,t(Mϕ)|q/2
]
≤ E
[
|Ξi,is,t(Mϕ)|q
]1/2
+ E
[
|Ξj,js,t(Mϕ)|q
]1/2
.
Thus, one has only to act as previously.
Counter-example 2 (Counter-example 1 (continuation)). In the case of (Xε)ε>0
defined by (5), (Xε, Θ(Xε))ε>0 converges in p-variation to (σβt, Θs,t(σβ) +
c(t− s))0≤s≤t≤T , where c is an antisymmetric matrix (See [15, 17]). This im-
plies that the limit of the stochastic integral
∫ ·
0 f(X
ε
s )◦dXεs is not
∫ ·
0 f(σβs)σ◦
dβs, but
∫ ·
0
f(σβs)σ ◦ dβs + 1
2
∫ ·
0
ci,j
(
∂fi
∂xj
− ∂fj
∂xi
)
(σβs) ds.
5 An almost sure Wong-Zakai theorem
Let X be a F·-semi-martingale with values in RN . We prove a result of type
Wong-Zakai with respect piecewise-linear approximation of X converging to
X in p-variation, together with their Lévy area.
We have seen in the previous section that (X, Θ(X)) is a multiplicative
functional in MVp([0, T ];RN) for any p > 2. From now, we set
X1s,t = Xt −Xs and X2s,t = Θs,t(X).
Notation and hypothesis. Let p > 2 and K be a positive random variable. Let
ϕ be a compatible random time-change (that is ϕ is the right-continuous in-
verse of a non-decreasing, continuous, F·-adapted function and X is constant
on the intervals [ϕ(t−), ϕ(t)]: see [26] for example) such that
|Mϕ(t) −Mϕ(s)|p + |V +ϕ(t) − V +ϕ(s)|p + |V −ϕ(t) − V −ϕ(s)|p ≤ K|t− s|. (18)
Let us denote by ϕ−1 the right-continuous inverse of ϕ.
Remark 2. We have seen in the proof of Proposition 1 how to construct a
random time change such that (18) is satisfied with K = 1.
13
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The properties of ϕ and the inequality (18) imply that
Varp,[0,T ](X) = Varp,[0,ϕ−1(T )] Xϕ(·) ≤ K1/pϕ−1(T )1/p
and
X2ϕ(s),ϕ(t) =
∫ t
s
(Xϕ(r) −Xϕ(s))⊗ ◦dXϕ(r).
For any n ∈ N, let 0 ≤ sn1 ≤ sn2 ≤ . . . ≤ sn2n ≤ T be a partition of [0, T ].
For any n ∈ N and any k = 1, 2, . . . , 2n, we set ∆nkX = Xsnk −Xsnk−1 and
X(n)t = Xsn
k−1 +
t− snk−1
snk − snk−1
∆nkX for t ∈ [snk−1, snk ]. (19)
5.1 A Wong-Zakai theorem for the Stratonovich SDEs
The path X(n) is the piecewise linear approximation of X that coincides
with X at the points snk . We could then construct a geometric rough path
(X(n)1, X(n)2) from X(n) by setting
X(n)1s,t = X(n)t −X(n)s
and X(n)2s,t =
∫ t
s
(X(n)r −X(n)s)⊗ dX(n)r.
Let 0 ≤ s ≤ t ≤ T , and k and ` such that snk−1 < s ≤ snk ≤ sn` ≤ t < sn`+1,
X(n)2s,t =
∫ snk
s
(X(n)r −X(n)s)⊗ dX(n)r +
∫ t
sn
`
(X(n)r −X(n)sn
`
)⊗ dX(n)r
+
`−1∑
j=k

X(n)s
n
j+1
+ X(n)snj
2
−X(n)s

⊗ (X(n)snj+1 −X(n)snj ).
With this expression, it is easily seen that X(n)2s,t converges in probability
to the Stratonovich integral X2s,t =
∫ t
s (Xr − Xs) ⊗ ◦dXr for any s ≤ t (See
for example [26, exercise 2.18, p. 136]).
The following proposition was already known for semi-martingales, but for
the convergence in probability with respect to the uniform norm: See [23].
Yet, combining the next proposition and the usual Wong-Zakai result for
semi-martingales implies that the integral defined by the rough-path theory
agrees with the Stratonovich integral.
Besides, it is important here that the approximation is piecewise linear,
since it is known that other approximations could lead to different integrals:
See for example [14, Chapter 5.7], [10, Section VI-7], [23, 4] and more specif-
ically [17] regarding the rough paths theory.
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Proposition 2. Let p, K and ϕ as above. Let X(n) be the piecewise lin-
ear approximation of X along the partition (ϕ−1(ϕ(T )k/2n))k=0,...,2n. Then,
the geometric multiplicative functional (X(n)1, X(n)2)n∈N converges almost
surely in MVp([0, T ];RN) to (X1, X2) as n → ∞, and (X1, X2) is a geo-
metric multiplicative functional.
Remark 3. If for all β > 0, X is a semi-martingale satisfying for some Cβ > 0
the condition
E
[
|Xt −Xs|β
]
≤ Cβ|t− s|β/2, for any 0 ≤ s, t ≤ T,
then one knows from the Kolmogorov lemma, that there exists a α-Hölder
continuous version of X for any α < 1/2. Moreover, there exists a random
variable K such that |Xt(ω)−Xs(ω)|1/α ≤ K(ω)|t− s|. Thus, Proposition 2
may be applied with the time change ϕ(t) = t.
In particular, this proposition is true for the Brownian motion with ϕ(t) =
t. Hence, we recover a result from [27].
Remark 4. The partition (ϕ−1(ϕ(T )k/2n))k=0,...,2n is a random partition un-
less the semi-martingale X has Hölder continuous paths. We have to note
that ϕ−1 is not necessarily continuous, but the discontinuities of ϕ corre-
sponds to the intervals on which X is constant, and are not taken into account
in the integrals.
Remark 5. If the partition is deterministic, but no longer related to dyadics,
then computations similar to the ones used in the proof of Proposition 2
prove that the convergence in probability of (X(n)1, X(n)2)n∈N to (X1, X2)
holds in p-variation.
Hypothesis 1. (i) The function g = (g1, . . . , gN) is C1(RN ,Rm)N with a
derivative which is also α-Hölder continuous with α > p− 2.
(ii) The function f = (f1, . . . , fN) is C2(Rm,Rm)N with a second-order deriva-
tive which is also α-Hölder continuous with α > p− 2.
Corollary 1. Under the hypotheses of Proposition 2 on X and Hypothesis 1
on g and f , then the ordinary integral Z(n) and the solution of the ordinary
differential equation Y (n) defined by
Z(n)t = z +
∫ t
0
g(X(n)s) dX(n)s and Y (n)t = y +
∫ t
0
f(Y (n)s) dX(n)s
converge respectively almost surely in p-variation to
Zt = z +
∫ t
0
g(Xs) ◦ dXs and Yt = y +
∫ t
0
f(Ys) ◦ dXs,
where the integrals are understood as Stratonovich integrals.
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Proof. Denote by K (resp. I) the map that gives the rough path obtained
by integrating the differential form g =
∑N
i=1 gi(x)dx
i (resp. the vector field
f) against a rough path. Let also X(n) be the canonical rough path con-
structed above X(n). Let us set Z(n) = K(X(n)) and Y(n) = I(X(n)).
From the continuity of K and I from MVp([0, T ];RN) to MVp([0, T ];Rm),
(Z(n))n∈N and (Y(n))n∈N converge almost surely respectively to the multi-
plicative functionals Z = K(X) and Y = I(X), that are also geometric. But
Y (n)t − y = Y(n)10,t and Z(n)t − y = Z(n)10,t. Besides, by the Wong-Zakai
theorem (See for example [23]), one knows that (Y (n))n∈N and (Z(n))n∈N
converge in probability to Y and Z. It is now clear that Yt = y + Y
1
0,t and
Zt = z + Z
1
0,t for any t ∈ [0, T ].
First part of the proof of Proposition 2. Since X is continuous, it is clear
that (X(n))n∈N converges to X almost surely in the space of continuous
functions with the uniform norm.
Let 2 < q < p. Let Π = {ui 0 ≤ u1 ≤ · · · ≤ uk ≤ T } be a partition of
[0, T ]. We introduce two sets of index (with the convention that sn0 = u0 = 0
and uk+1 = s
n
2n+1 = T ): For j = 0, . . . , 2
n, we set
Πj =
{
i ui ∈ [snj , snj+1]
}
,
Πleft =
{
i ∃j, j′ s.t. ui ≤ snj ≤ snj′ < ui+1
}
.
For each j, we remark that (with the convention that a sum over the
empty set is 0),
∑
i∈Πj , i 6=maxΠj
|X(n)ui+1 −X(n)ui|q ≤
∑
i∈Πj , i6=maxΠj
|ui+1 − ui|q
|snj+1 − snj |q
|Xsnj+1 −Xsnj |q.
But
∑
i∈Πj , i 6=maxΠj
|ui+1 − ui|q ≤ |umaxΠj − uminΠj |q ≤ |snj+1 − snj |q.
Thus,
2n−1∑
j=0
∑
i∈Πj , i6=maxΠj
|X(n)ui+1 −X(n)ui|q ≤
2n−1∑
j=0
|Xsnj+1 −Xsnj |q ≤ Varq(X)q.
For i in Πleft, since |X(n)s − Xsnj | ≤ |Xsnj+1 − Xsnj | and |X(n)s − Xsnj+1| ≤
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|Xsnj+1 −Xsnj | for any s ∈ [snj , snj+1],
|X(n)ui −X(n)ui+1|q ≤3q−1|X(n)ui −Xsnj |q + 3q−1|Xsnj −Xsnj′ |
q
+ 3q−1|Xsn
j′
−X(n)ui+1|q
≤3q−1|Xsnj−1 −Xsnj |q + 3q−1|Xsnj −Xsnj′ |
q
+ 3q−1|Xsn
j′
−Xsn
j′+1
|q.
Hence, ∑
i∈Πleft
|X(n)ui+1 −X(n)ui|q ≤ 3q−1 Varq,[0,T ](X)q.
Let us remark that
k−1∑
i=0
|X(n)ui+1 −X(n)ui|q =
∑
i∈Πleft
|X(n)ui+1 −X(n)ui|q
+
2n−1∑
j=0
∑
i∈Πj , s.t. i6=maxΠj
|Xui+1 −X(n)ui|q ≤ (3q−1 + 1) Varq,[0,T ](X)q.
So, one deduce that
Varq,[0,T ](X(n)) ≤ (3q−1 + 1)1/q Varq,[0,T ](X). (20)
Finally, let us remark that for any p > q,
Varp,[0,T ](X −X(n))p
≤ 2q−1 sup
t∈[0,T ]
|Xt −X(n)t|p−q
(
Varq,[0,T ](X)
q + Varq,[0,T ](X(n))
q
)
.
Thus, one obtains the almost sure convergence of (X(n))n∈N to X in p-
variation.
Let K0 be fixed, and let T0 be the Fϕ-stopping time such that
T0 = inf
{
r > 0 sup
0≤s<t≤r
|(M,V +, V −)ϕ(t) − (M, V +, V −)ϕ(s)|p
t− s ≥ K0
}
.
Let also T̂ be a fixed real number. Let us set Yt = Xϕ(·)∧T0∧T̂ , which is aFϕ-semi-martingale.
Let Y (n) denotes the piecewise linear approximation of Y along the
dyadics at level n, i.e., X and X(n) are replaced by Y and Y (n) in (19),
but with the partition (T̂ k/2n)k=0,...,2n . Similarly, one can define Y (n)
2
s,t.
From now, we use the notation tnk = T̂ k/2
n for k = 0, 1, . . . , 2n.
The proof relies on the following lemma.
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Lemma 3. For all n ∈ N and j, ` ∈ { 0, . . . , 2n } such that ` > j, we have
Y (n)2tnj ,tn` = Y
2
tnj ,t
n
`
+ [θntnj ,tn` ]
a,
where [θns,t]
a denotes the anti-symmetric part (i.e., [A]a = 1
2
(A − At) for a
d× d-matrix A) of
θns,t =
∫ t
s
δnuY ⊗ dYu with δnuY =
2n∑
k=1
(Yu − Ytnk−1)1[tnk−1,tnk )(u).
Proof. We set s = tnj and t = t
n
k . Then, a direct computation shows that
Y (n)2s,t =
k∑
`=j+1
(
(Ytn
`−1 − Ys)⊗∆n` Y +
1
2
∆n` Y ⊗∆n` Y
)
.
As the random variable Ytn
`−1 − Ys is Fϕ(tn`−1)-measurable,
(Ytn
`−1 − Ys)⊗∆n` Y =
∫ tn`
tn
`−1
(Ytn
`−1 − Ys)⊗ dYu
=
∫ tn`
tn
`−1
(Yu − Ys)⊗ dYu −
∫ tn`
tn
`−1
δnuY ⊗ dYu.
On the other hand, the Itô formula implies that
1
2
∆n` Y ⊗∆n` Y =
[∫ tn`
tn
`−1
δnuY ⊗ dYu
]s
+
1
2
(
〈Y 〉tn` − 〈Y 〉tn`−1
)
,
where [A]s = 1
2
(A + At) denotes by symmetric part of a matrix A. Since
Y 2s,t =
∫ t
s
(Yu − Ys)⊗ dYu + 1
2
(
〈Y 〉t − 〈Y 〉s
)
,
the result is now clear.
Final part of the proof of Proposition 2. Using the Hölder continuity of Y
and (20), one get easily that for any q ≥ p and any m ∈ N,
|Y 1s,t|q + |Y (m)1s,t|q ≤ cqKq0 |t− s|q/p,
where cq is a constant depending only on q. Besides, as Y (m)s,t = Ys,t if
s = T̂ i/2m, t = T̂ j/2m for any i, j ∈ { 0, . . . , 2m },
|Y 1tni ,tni+1 − Y (m)
1
tni ,t
n
i+1
|q ≤



0 if m ≥ n,
cqT̂
q/pK
q/p
0 2
−nq/p if m < n.
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We decompose Y as Y = Y0 +N +W , where N is a Fϕ-martingale and W
a term of finite variation.
Lemma 1 asserts that one can evaluate the p/2-variation of Y 2−Y (m)2 if
one knows Y 2tnj ,tnj+1−Y (m)2tnj ,tnj+1 , that is the difference between Y 2 and Y (m)2
only at the dyadic points of [0, T̂ ].
If m ≥ n, for any j = 0, . . . , 2n, there exists j′ and j′′ in { 0, . . . , 2m }
such such tnj = t
m
j′ and t
n
j+1 = t
m
j′′ . With Lemma 3, Y
2
tnj ,t
n
j+1
− Y (m)2tnj ,tnj+1 =
−[θmtm
j′ ,t
m
j′′
]a. We focus on θms,t. For m ≥ n,
E
[
|θmtnj ,tnj+1|
q/2
]
≤ 2q−1E


∣∣∣∣∣
∫ tnj+1
tnj
δmu Y ⊗ dNu
∣∣∣∣∣
q/2


+ 2q−1E


∣∣∣∣∣
∫ tnj+1
tnj
δmu Y ⊗ dWu
∣∣∣∣∣
q/2

 .
We follow the arguments of the proof of Proposition 1. Using the both sides of
the Burkholder-Davies-Gundy inequality and the Cauchy-Schwarz inequality,
there exists a constant Cq depending only on q such that
E


∣∣∣∣∣
∫ tnj+1
tnj
δmu Y ⊗ dNu
∣∣∣∣∣
q/2


≤ CqE

 sup
t∈[tnj ,tnj+1]
|δmt Y |q


1/2
E

 sup
t∈[tnj ,tnj+1]
|Nt −Ntnj |q


1/2
.
Using the very definition of T0 and Y ,
sup
t∈[tnj ,tnj+1]
|δmt Y |p ≤
K0T̂
2m
and that
E

 sup
t∈[tnj ,tnj+1]
|Nt −Ntnj |q

 ≤ C
(
K0T̂
2n
)q/p
.
From (18), Varp,[s,t](W ) ≤ 2p−1 Varp,[s,t](W+,W−)p ≤ 2p−1K0|t− s| and then
E


∣∣∣∣∣
∫ tnj+1
tnj
δmu Y ⊗ dWu
∣∣∣∣∣
q/2

 ≤
(
2p−1
K0T̂
2m/22n/2
)q/p
.
If m < n, a direct computation shows that if [tnj , t
n
j+1] ⊂ [tmi , tmi+1], then
|Y (m)2tnj ,tnj+1| =
(tnj+1 − tnj )2
(tmi+1 − tmi )2
|Ytmi+1 − Ytmi |2 ≤
22m
22n
(K0T̂ )
2/p
22m/p
.
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Choose q > q′ > p. It follows that there exists a constant C depending only
on p, q and q′ such that
∑
n>m
nγ
2n−1∑
j=0
|Y (m)2tnj ,tnj+1|
q/2 ≤ C (K0T̂ )
q/p
1− 21−q′ 2
m(1−q′+q−q/p) sup
n>m
nγ2n(q
′−q).
As q/p > 1, if we choose q′ so that q − q′ < q/p − 1, then there exists a
constant C depending only on q, q′, p and γ such that
∑
n>m
nγ
2n−1∑
j=0
|Y (m)2tnj ,tnj+1|
q/2 ≤ CKq/p0 T̂ q/p2mδ
with δ = 1− q′ + q − q/p < 0.
On the other hand, we have seen in the proof of Proposition 1 that
2n−1∑
j=0
E
[
|Y 2tnj ,tnj+1|
q/2
]
≤ C2n(1−q/p)T̂ q/p.
Hence, using all these estimates and Lemma 1, one gets for m large
enough,
E
[
Varq/2(Y
2 − Y (m)2)q/2
]
≤ CKq/p0 T̂ q/p
(
2mδ +
m∑
n=1
nγ
2(m+n)q/2p
+
∑
n>m
nγ2n
2nq/p
)1/2
,
where the constant C depends only on p, q and γ.
The Bienaymé-Tchebitchev inequality implies that for all αm > 0 and
any δ > 0
P
[
Var
q/2,[0,T̂ ]
(Y 2 − Y (m)2) ≥ αm
]
≤ C
′
αm
(
2mδ +
mγ+1
2mq/2p
+ Sm
)
with C ′ = CKq/p0 T̂
q/p and Sm =
∑
n>m n
γ2n−nq/p. Clearly, Sm ≤
∫ +∞
m t
γ exp(−ζt) dt
for ζ = p(1− β) ln 2. Hence, we deduce easily that Sm ≤ m−3/3 for m large
enough. Setting
αm = m
2(2mδ + mγ+12−mq/2p + m−3/3),
we remark that αm −−−→
m→∞ 0 and that
∑
m≥1
P
[
Var
q/2,[0,T̂ ]
(Y 2 − Y (m)2) ≥ αm
]
< +∞.
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The Borel-Cantelli Lemma implies that
Var
q/2,[0,T̂ ]
(Y 2 − Y (m)2) −−−→
m→∞ 0
P-almost surely. Now, for a given trajectory, let us choose K0 and T0 large
enough such that ϕ(T ) ≤ T̂ and T0 ≥ T̂ . Since
Y (m)2s,t = X(m)
2
ϕ(s),ϕ(t) and Y
2
s,t = X
2
ϕ(s),ϕ(t),
we deduce that
Var
q/2,[0,T̂ ]
(Y 2 − Y (m)2) = Varq/2,[0,T ](X2 −X(m)2).
Besides, since
sup
0≤s≤t≤T
|X(m)2s,t −X2s,t| ≤ Varq/2,[0,T ](X(m)2 −X2)q/2,
one obtains the uniform convergence of X(m)2s,t to X
2
s,t with respect to (s, t)
such that 0 ≤ s ≤ t ≤ T .
5.2 A Wong-Zakai theorem for the Itô SDEs
The difference between an Itô integral and a Stratonovich integral depends
of the cross-variation of the process that is integrated.
Let us recall that we have denoted the family of cross-variations of X
by Ξ. For t ∈ [0, T ], we set jn(t) = sup { i ∈ { 0, . . . , 2n } sni ≤ t } and
Ξ(n)t =
1
2
t− sjn(t)
sjn(t)+1 − sjn(t) (Xsjn(t)+1 −Xsjn(t))⊗ (Xsjn(t)+1 −Xsjn(t))
+
1
2
jn(t)∑
i=1
(Xsni −Xsni−1)⊗ (Xsni −Xsni−1).
We set Ξ(n)s,t = Ξ(n)t − Ξ(n)s. We consider now the (non-geometric) mul-
tiplicative functional (X(n)1, X(n)2 + Ξ(n)).
Proposition 3. Let p, K and ϕ as above. Let X(n) be the piecewise linear
approximation of X along the partition (ϕ−1(ϕ(T )k/2n))k=0,...,2n. Then, the
multiplicative functional (X(n)1, X(n)2 + Ξ(n)) converges almost surely in
MVp([0, T ];RN) to (X1, X2 + Ξ) as n →∞.
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Proof. Clearly, we have only to prove that (Ξ(n))n∈N converges in q/2-variation
to Ξ. The proof is similar to the one of Proposition 2. One has to work with
Y instead of X. Let us define Ξ(n)Y and ΞY by a substitution of X to Y in
the definition of Ξ(n) and Ξ. We use the same notations as in the proof of
Proposition 2 for K0, T̂ , ... We assume in a first time that m ≥ n. Then,
for i ∈ { 0, . . . , 2n } and for j < k in { 0, . . . , 2m } such that tmj = tni and
tmj − tmk = T̂2−n,
Ξ(m)Ytni ,tni − Ξ
Y
tni ,t
n
i+1
= Ξ(m)Ytnj ,tnk − Ξ
Y
tnj ,t
n
k
=
k∑
i=j+1
1
2
(Ytmi−1 − Ytni )⊗2 − ΞYtmi−1,tni =
k∑
i=j+1
1
2
∫ tni
tmi−1
(Yr − Ytmi )⊗ dYr.
And if n > m, for i ∈ { 0, . . . , 2n },
|Ξ(m)Ytni ,tni+1 − Ξ
Y
tni ,t
n
i+1
| = |(Ytni−1 − Ytni )⊗2| ≤
22m
22n
(K0T̂ )
2/p
22m/p
.
Besides, we have already seen that
E
[
|ΞYtni−1,tni |
q/2
]
≤ K
q/p
0 T̂
q/p
2nq/p
.
We have already used these estimates in the proof of Proposition 2, and the
proof of Proposition 3 is similar to the one of Proposition 2.
Finally, let us remark that the relation between the Itô and the Stratonovich
integrals and SDEs together with Corollary 1 allows to deduce that K((X1, X2+
Ξ)) and I((X1, X2 + Ξ)) are multiplicative functionals lying above the Itô
integral z +
∫ ·
0 g(Xs) dXs and the solution Y to the Itô’s SDE Yt = y +∫ t
0 f(Ys) dXs, where K and I have been defined in the proof of Corollary 1.
The proof of the following corollary is now clear.
Corollary 2. Under the hypotheses of Proposition 2 and Hypothesis 1 on g
and f , the ordinary integral
Z(n)t = z +
∫ t
0
g(X(n)s) dX(n)s +
N∑
i,j=1
∫ t
0
∂gi
∂xj
(X(n)s) dΞ
i,j(n)s
and the solution of the ordinary differential equation defined by
Y (n)t = y +
∫ t
0
f(Y (n)s) dX(n)s +
m∑
j=1
N∑
i,k=1
∫ t
0
f jk
∂fi
∂xj
(Y (n)s) dΞ
i,k(n)s
converge almost surely to Z and Y defined above.
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