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Abstract
Many signal and image processing applications have benefited remarkably from the fact that the underlying signals
reside in a low dimensional subspace. One of the main models for such a low dimensionality is the sparsity one. Within
this framework there are two main options for the sparse modeling: the synthesis and the analysis ones, where the
first is considered the standard paradigm for which much more research has been dedicated. In it the signals are
assumed to have a sparse representation under a given dictionary. On the other hand, in the analysis approach the
sparsity is measured in the coefficients of the signal after applying a certain transformation, the analysis dictionary,
on it. Though several algorithms with some theory have been developed for this framework, they are outnumbered by
the ones proposed for the synthesis methodology.
Given that the analysis dictionary is either a frame or the two dimensional finite difference operator, we propose a
new sampling scheme for signals from the analysis model that allows recovering them from their samples using any
existing algorithm from the synthesis model. The advantage of this new sampling strategy is that it makes the existing
synthesis methods with their theory also available for signals from the analysis framework.
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1. Introduction
The idea that signals reside in a union of low dimensional subspaces has been used extensively in the recent decade
in many fields and applications [1]. One of the main problems that has benefited remarkably from this theory is the
one of compressed sensing. In this problem we want to recover an unknown signal x ∈ Rd from a small number of
noisy linear measurements:
y = Mx + e, (1)
where M ∈ Rm×d is the measurements matrix, e ∈ Rm is an additive noise and y ∈ Rm is the noisy measurement.
If the signal x can be any signal then we are in a hopeless situation in the task of recovering it from y. However,
if we restrict it to a low-dimensional manifold that does not intersect with the null space of M at any point except
the origin then we are more likely to be able to recover x from y by looking for the signal at this manifold, which is
closest to y after multiplying it by M.
An example for such a low dimensional manifold is the one of k-sparse signals under a given dictionary D ∈ Rd×n.
In this case our signal x satisfies
x = Dα, ‖α‖0 ≤ k, (2)
where ‖α‖0 is the ℓ0-pseudo norm that counts the number of non-zero entries in a vector. In this case we may recover
x from y by minimizing the following problem,
αˆS−ℓ0 = argmin
α˜
‖α˜‖0 s.t ‖y − MDα˜‖2 ≤ λe. (3)
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where λe is an upper bound for ‖e‖2 if the noise is bounded and adversarial, or a scalar dependent on the noise
distribution [2]. As this problem is NP-hard [3] many approximation methods have been proposed for it [4, 5], such
as orthogonal matching pursuit (OMP) [6] and the ℓ1-relaxation strategy that replaces the ℓ0-pseudo norm with the
ℓ1-norm in (3) [7].
One of the main theoretical questions being asked with regard to these algorithms is what are the requirements on
M, D, m and k such that the representation, α, of x may be stably recovered from y using these techniques, i.e., their
recovery αˆ will satisfy
‖αˆ − α‖2 ≤ C ‖e‖2 , (4)
where C is a certain constant (different for each algorithm).
Two main tools have been used to answer this question. The first is the coherence of MD [8], which is the maximal
(normalized) inner product between the columns of MD. It has been shown that if the matrix MD is incoherent (has
a small coherence) then it is possible to get a stable recovery using OMP and the ℓ1-relaxation. The problem with the
coherence based recovery conditions is that they limit the number of measurements m to be of the order of k2, while
m = 2k is enough to guarantee uniqueness for (1) in the noiseless case and m = O(k log(n)) is enough for stability in
the noisy one.
The second property of MD used to derive reconstruction performance guarantees is the restricted isometry prop-
erty (RIP). This property provides us with a bound on the minimal and maximal eigenvalues of every sub-matrix
consisting of any k-columns from a given matrix. Formally,
Definition 1.1 (RIP [9]). A matrix A ∈ Rm×n has the RIP with a constant δk, if δk is the smallest constant that satisfies
(1 − δk) ‖α˜‖22 ≤ ‖Aα˜‖22 ≤ (1 + δk) ‖α˜‖22 , (5)
whenever α˜ ∈ Rn is k-sparse.
It has been shown for many approximation algorithms that they get stable recovery in the form of (4), if MD has
the RIP with a constant δak < δre f , where a and δre f are two constants dependent on the algorithm in question
[9, 10, 11, 12, 13, 14]. The true force behind these RIP conditions is that it has been shown that many matrices
(typically random subgaussian matrices) satisfy this bound given that m = O(k log(n)) [9, 15, 16]. Notice that the
main significance of this result is that it shows that it is possible to recover a signal from a number of measurements
proportional to its manifold dimension k.
An alternative model for low dimensional signals that relies on sparsity is the analysis framework [17, 18]. In this
paradigm, we look at the behavior of the signal after applying a certain operatorΩ ∈ Rn×d on it, assuming thatΩx has
ℓ zeros. The number of zeros, ℓ, is termed the cosparsity of the signal x [18]. With this prior at hand, we may recover
x from (1) by solving
xˆA−ℓ0 = argmin
x˜
‖Ωx˜‖0 s.t ‖y − Mx˜‖2 ≤ λe, (6)
where here also λe depends on the noise properties.
Note that as we minimize the number of non-zeros in Ωx in (6), the number of zeros is the one that defines the
manifold dimension in which x resides. Each zero inΩx corresponds to a row inΩ to which x is orthogonal. Denoting
by T the support ofΩx and T C it complimentary, we may say that x resides in a subspace of dimension d− rank(ΩTC ).
Therefore if Ωx has ℓ = n − k zeros, where k is the number of non-zeros in it, and Ω is in general position, i.e., every
d rows in it are independent, then the manifold dimension is d − ℓ.
In the noiseless case (e = 0), the requirement m = 2 (d − rank (ΩTC )) is enough to guarantee uniqueness in the
solution of (6) (and therefore the recovery of x) under very mild assumptions on the relation between Ω and M
[18]. However, in the noisy case having a number of samples at the order of the manifold dimension, i.e., m =
O (d − rank (ΩTC )) is not enough to guarantee stability even by solving (6) [19]. Therefore, it is not surprising that the
recovery conditions for algorithms that approximate (6) require m = O(k log(n)) [20, 21, 22, 23, 24, 25, 26], where Ω
is assumed to be either a frame [20, 21, 25, 26], the 2D-DIF operator [23, 24, 27, 28] or an operator that generates a
manifold with a tractable projection onto it [22].
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Though the number of measurements in synthesis and analysis are similar there are two major differences between
the two: (i) In synthesis the number of measurements are proportional to the manifold dimension, while in analysis
this is not necessarily the case as k = n − ℓ might be remarkably larger than d − rank(ΩCT ) (See [22] for more details);
(ii) In synthesis the dictionary D must be incoherent as otherwise the RIP condition will no longer hold [29], while in
the analysis case there is no such restriction on the analysis dictionaryΩ but only on M.
An interesting relation between analysis and synthesis, which is depicted in [17], is that if Ω is a frame and Ωx is
k-sparse then x has a k-sparse representation under D = Ω† (the pseudo-inverse of Ω), i.e., x = DΩx. Therefore, if
k is small enough then relying on the uniqueness of the sparse representation [30], we can recover x by minimizing
(3). The problem we encounter in this case is that unless Ω is an incoherent matrix (its rows are incoherent) and
therefore D is incoherent, none of the existing synthesis approximation algorithms is guaranteed to provide us with a
good estimate1.
1.1. Our Contribution
In this work we provide a new sampling strategy that allows recovering signals from the analysis model using any
existing synthesis algorithm, given that the analysis dictionary is either a frame or the 2D-DIF operator. Our scheme
is general and can be easily extended to other types of analysis dictionaries. Instead of sampling the signal itself, we
sample the signal in the analysis transform domain and then perform the recovery in this domain. From the proxy
in the transform domain we get a reconstruction of our original signal. The idea to recover an analysis signal in the
transform domain is not a new idea and was used before [26, 37, 38, 39]. However, the uniqueness in our approach
compared to previous works is that (i) we sample with one matrix and then use another one for recovery; and (ii) we
make use of existing synthesis algorithms as a black box without changing them for recovering the transform domain
coefficients of the signal. Our sampling and recovery strategy is presented in Section 2 for the case that the analysis
dictionary is a general frame or the 2D-DIF operator. In Section 3 we provide a simple demonstration of the usage of
our scheme and in Section 4 we conclude the paper.
2. Sampling in the Transform Domain
Before we turn to present our scheme let us recall the problem we aim at solving in the analysis case:
Definition 2.1 (Problem P). Consider a measurement vector y ∈ Rm such that y = Mx + e where Ωx ∈ Rn is either
k-sparse for a given and fixed analysis operatorΩ ∈ Rn×d or almost k-sparse, i.e. Ωx has k = n − ℓ leading elements.
The non-zero locations of the k leading elements is denoted by T . M ∈ Rm×d is a degradation operator and e ∈ Rm is
an additive noise. Our task is to recover x from y. The recovery result is denoted by xˆ.
2.1. Guarantees for Frames
Let A ∈ Rm×n be a given matrix and A(y) = A(y|A, k) be an algorithm that receives a signal y such that y = Aα+e,
where α ∈ Rn is either k-sparse or almost k-sparse, such that either one of the following (or the two of them) holds:
(i) for the case that e is an adversarial noise with a bounded energy it is guaranteed that
‖α − A(y)‖22 ≤ C1 ‖e‖22 + C2
(
‖α − [α]k‖22 +
1
k ‖α − [α]k‖
2
1
)
, (7)
where [α]k is the best k-term approximation of α, and C1 and C2 are two constants depending on A and the algorithms2
(See [9, 10, 11, 12, 13, 14]); or (ii) for the case that e is a zero-mean white Gaussian noise with variance σ2, it is
guaranteed that with a high probability,
‖α −A(y)‖22 ≤ C3kσ2 log(n) + C4
(
‖α − [α]k‖22 +
1
k ‖α − [α]k‖
2
1
)
, (8)
where C3 and C4 are two constants depending on A and the algorithms (See [40, 41, 42, 43]).
Assuming thatΩ in Problem P is a frame, we propose the following sampling and reconstruction strategy:
1Some recent works have addressed the case of coherent dictionaries in the synthesis case [31, 32, 33, 34, 35, 36]. However, they are very
limited to specific cases and do not apply to general types of dictionaries such as frames.
2Note that (7) is a generalization of the bound in (4) for the case that α is a non-exact k-sparse vector.
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• Set the sensing matrix to be M = AΩ. In this case we have y = Mx + e = AΩx + e and therefore we can apply
algorithm A to recoverΩx as it is a k-sparse (or approximately so) vector.
• Compute an estimate for Ωx: αˆ = A(y).
• Use the frame’s Moore-Penrose pseudo-inverse to recover x: xˆ = Ω†αˆ.
This algorithm is summarized also in Algorithm 1. Remark that we sample in the transform domain of Ω, as we
sample with M = AΩ, and then recover only with A the transform coefficients of x, i.e. Ωx. Note also that in the final
step, where we calculate xˆ = Ω†wˆ, we may replaceΩ† with any dictionary that satisfies DΩ = I.
Algorithm 1 Signal Recovery from Samples of Frames in the Transform Domain
Require: k, A ∈ Rm×n, Ω ∈ Rn×d, y, A, where y = AΩx + e, Ωx is a k-sparse vector or approximately so, e is an
additive noise, and A(·) = A(·|A, k) is a synthesis recovery program for k-sparse signals under the matrix A.
Ensure: xˆ: Approximation of x.
Get a transform domain proxy forΩx: wˆ = A(y|A, k)
Signal recovery: xˆ = Ω†wˆ, generating a signal estimate using the transform domain proxy.
The following theorem provides guarantees for signal recovery using the above scheme given that the synthesis
reconstruction program used in it A satisfies either (7) or (8), or both of them.
Theorem 2.2 (Signal recovery from samples of frames in the transform domain). Consider the problem P such
that M = AΩ and Ω is a frame with a lower frame bound A. Let xˆ be the output of Algorithm 1 with the synthesis
program A(·|A, k). If e is a bounded additive adversarial noise and (7) holds for A(·|A, k) then
‖x − xˆ‖22 ≤
C1
A2
‖e‖22 +
C2
A2
(
‖ΩTC x‖22 +
1
k ‖ΩTC x‖
2
1
)
, (9)
implying a stable recovery. If e is a zero-mean white Gaussian noise with variance σ2 and (8) holds for A(·|A, k) then
with a high probability,3.
‖x − xˆ‖22 ≤
C3
A2
k log nσ2 + C4
A2
(
‖ΩTC x‖22 +
1
k ‖ΩTC x‖
2
1
)
, (10)
implying a denoising effect. The constants C1,C2,C3,C4 are the same as in (7) and (8).
Proof: We prove only the bound in (9). The proof for (10) is very similar and omitted. Assume that (7) holds. Then
since y = AΩx + e, we have that
‖Ωx − wˆ‖22 = ‖Ωx −A(y)‖22 ≤ C1 ‖e‖22 +C2
(
‖Ωx − [Ωx]k‖22 +
1
k ‖Ωx − [Ωx]k‖
2
1
)
. (11)
We get (9) by using the facts that (i) [Ωx]k = ΩT x and therefore Ωx − [Ωx]k = ΩTC x; (ii) Ω is a frame with a lower
frame bound A and therefore
∥∥∥Ω†∥∥∥2 ≤ 1A ; and (iii) x = Ω†Ωx and thus ‖x − xˆ‖2 =
∥∥∥Ω† (Ωx − wˆ)∥∥∥2. 
This theorem provides the same guarantees derived for analysis algorithms, which were designed especially for
the analysis framework, using already existing methods from the synthesis model. The wide use of the latter and the
large variety of programs available for it allow recovering a signal from a small number of measurements with more
ease, using our new sampling scheme. In addition, we may say that the above theorem demonstrates that our new
sampling scheme allows transferring almost any existing result from the synthesis framework to the analysis one. One
example is the ability to set A to be an expander graph. In this case, it is possible to recover the signal x using only k
steps [44]. To the best of our knowledge, such an efficient strategy does not exist for the analysis framework.
3Remark that it is also possible to provide guarantees for the expectation of the error, given a variant of (8) that bounds the expectation of the
error like in [40, 43]
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2.2. Guarantees for the 2D-DIF Operator
Having a guarantee for frames we turn to provide a guarantee for 2D-DIF, the two-dimensional finite difference
operator. For convenience we assume that x is an image (column stacked) of size N × N = d (N = √d). Notice that
unlike frames, for the 2D-DIF operator a small distance in the transform domain does not imply a small distance in the
signal domain. For example, the distance between two constant images is zero in the transform domain of the 2D-DIF
operator. However, it can be arbitrarily as large as we want depending on the constant value we assign to each image.
Therefore, it is impossible to recover a signal by just using the scheme we have in Algorithm 1. Note that the problem
lies in the last stage of the algorithm as we do not have enough information to get back stably from the transform
domain to the signal domain. Note that also if we will add rows to Ω2D−DIF and then apply a pseudo inverse, we will
not have a stable recovery in the signal domain given the recovery in the transform domain (See [23, 24] for more
details).
Therefore we utilize the tools used in [23] that studies the performance of the 2D-DIF operator with the analysis
ℓ1-minimization, which is known also as the anisotropic total variation (TV). Two key steps are used in that work for
developing the result for TV:
• The construction of the measurements:
y =

M1xn f r
M1xnlr
M2xn f c
M2xnlc
Bx

+ e, (12)
where xn f r, xnlr, xn f c and xnlc are versions of x with no first row, last row, first column or last column respectively.
In addition, M1,M2 ∈ Rm1×N(N−1) are assumed to satisfy the RIP with δ5k < 13 and BH−1 is assumed to satisfy
the RIP with δ2k < 1, where H is the bivariate Haar transform and B ∈ Rm2×d.
• The usage of the relationship between Ω2D−DIF and H: For any vector v, if ‖Ω2D−DIF v‖0 ≤ k then ‖Hv‖0 ≤
k log(d).
The first two measurement matrices M1 and M2 provide information about the derivatives of x and lead to a stable
recovery of Ω2D−DIF x, the discrete gradient vector of x. As we have mentioned before Ω2D−DIF is non-invertible.
Therefore, the reconstruction of the derivatives is not enough for recovering the signal. For this purpose the third
matrix B is used to guarantee stable recovery also in the signal domain. This is achieved using the following theorem:
Theorem 2.3 (Strong Sobolev inequality. Theorem 8 in [23]). Let N be a power of 2 and B be a linear map which,
composed with the inverse bivariate Haar transform BH−1 ∈ Rm2×d, has the RIP with a constant δ2k < 1. Suppose
that for z ∈ Rd we have ‖Bz‖2 ≤ ǫ. Then
‖z‖2 ≤
2CH
1 − δ2k
1√
k
log(d/k) ‖Ω2D−DIF z‖1 +
1
1 − δ2k
ǫ, (13)
where CH = 36(480
√
5 + 168
√
3).
We utilize the above theorem for extending our sampling technique for the 2D-DIF operator. By observing again
the samples generated by M1 and M2, and denoting by Ωv and Ωh the vertical and horizontal difference of Ω2D−DIF
respectively, we can write M1xn f r − M1xnlr = M1Ωvx and M1xn f c − M1xnlc = M2Ωhx. Alternatively, we can rewrite
it as (
M1 0
0 M2
)
Ω2D−DIFx, (14)
and we end up with having samples from the derivatives domain. Notice that we do not have to restrict ourselves to a
block diagonal matrix composed of two linear maps for sampling each derivative direction. We can use any sampling
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operator that has recovery guarantees in the synthesis framework for reconstructing the coefficients in the transform
domain. We denote this reconstruction by wˆ.
In order to recover the signal from its proxy wˆ, we take more measurements of the original signal x. These are
taken using a matrix B for which BH−1 (its composition with the inverse bivariate Haar transform) has the RIP with a
constant δ2k < 1. Given these measurements, y2 = Bx + e2, we get a recovery of the signal by solving
xˆ2D-DIF = argmin
x˜
‖Ωx˜ − wˆ2D-DIF‖1 s.t. ‖Bx˜ − y2‖2 ≤ ‖e2‖2 . (15)
Algorithm 2 Signal Recovery from Samples of 2D-DIF in the Transform Domain
Require: k, A ∈ Rm1×n, B ∈ Rm2×d,Ω2D−DIF , y,A, where y =
[
y1
y2
]
such that y1 = AΩ2D−DIF x+e1 and y2 = Bx+e2,
Ω2D−DIFx is k sparse or approximately so, e =
[
e1
e2
]
is an additive noise, and A(·) = A(·,A, k) is a synthesis
recovery program for k-sparse representation under the matrix A.
Ensure: xˆ: Approximation of x.
Get a transform domain proxy forΩx: wˆ = A(y1,A, k)
Signal recovery: Calculate xˆ using (15) with y2 and wˆ.
To sum it up, our sampling strategy for the 2D-DIF operator consists of taking two sets of measurements. The first
in the transform domain, y1 = AΩ2D−DIFx + e1, leads to reconstruction of the gradient components. The second is
taken with a linear map which is well behaved if applied together with the inverse of the bivariate Haar, y2 = Bx+ e2,
where its sole purpose is to convert the transform domain estimate into a signal estimate using (15). Note that the
linear map we use for sampling is M =
[
AΩ2D−DIF
B
]
and our measurements are of the form y = Mx + e, where
e =
[
e1
e2
]
. Our recovery strategy from these samples is summarized in Algorithm 2. Note that in (15) we can use
‖e‖2 instead of ‖e2‖2 if we do not have a good bound for the latter.
For the theoretical study of Algorithm 2 we make a different assumption on the used synthesis programA. Instead
of the bounds in (7) and (8) we assume that the following holds:
‖α − A(y)‖1 ≤ C5
√
k ‖e‖2 +C6 ‖α − [α]k‖1 . (16)
Such a bound holds for the synthesis ℓ1-minimization with RIP matrices [23]. With this assumption we are ready to
introduce the recovery guarantee for Algorithm 2.
Theorem 2.4 (Stable signal recovery from samples of 2D-DIF in the transform domain). Consider the problemP
such that M =
[
AΩ2D−DIF
B
]
, where A has the RIP with a constant δak for a certain constant a ≥ 1, Ω2D−DIF is the
2D-DIF operator and BH−1 has the RIP with a constant δ2k < 1. Let xˆ be the output of Algorithm 2 with the synthesis
program A(·|A, k). If e is a bounded additive adversarial noise and (16) holds for A(·|A, k) then
‖xˆ − x‖2 ≤ log(d/k)
(
C7 ‖e‖2 +
C8√
k
‖ΩTC x‖1
)
, (17)
implying a stable recovery, where C7 and C8 are functions of CH and δ2k.
Proof: Since xˆ is a minimizer of (15) we have that
‖Bxˆ − y2‖2 ≤ ‖e2‖2 . (18)
Since y2 = Bx + e2 we have from the triangle inequality that
‖B(xˆ − x)‖2 ≤ 2 ‖e2‖2 . (19)
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Therefore, setting z = xˆ − x in Theorem 2.3 we have
‖xˆ − x‖2 ≤
2CH
1 − δ2k
1√
k
log(d/k) ‖Ω2D−DIF (xˆ − x)‖1 +
2
1 − δ2k
‖e2‖2 . (20)
From the triangle inequality we have
‖Ω2D−DIF (xˆ − x)‖1 ≤ ‖Ω2D−DIF xˆ − wˆ‖1 + ‖wˆ −Ω2D−DIFx‖1 . (21)
Since x is a feasible solution to (15) and xˆ is its minimizer we have
‖Ω2D−DIF xˆ − wˆ‖1 ≤ ‖Ω2D−DIFx − wˆ‖1 . (22)
Plugging (22) in (21) we have
‖Ω2D−DIF (xˆ − x)‖1 ≤ 2 ‖Ω2D−DIFx − wˆ‖1 . (23)
Notice that we can bound the right hand side (rhs) of (23) with (16), where α = Ωx and αˆ = wˆ. Therefore, by
combining (23) and (16) with (20) we have
‖xˆ − x‖2 ≤
2CH
1 − δ2k
log(d/k)
(
C5 ‖e‖2 +
C6√
k
‖ΩTC x‖1
)
+
2
1 − δ2k
‖e2‖2 . (24)

Remark 2.5. An example of a procedure A(·|A, k), for which (16) holds, is the synthesis ℓ1-minimization with A
having the RIP with a constant δ5k ≤ 13 [23].
2.3. Guarantees for a General Analysis Operator
Algorithm 3 Signal Recovery from Samples of a General Analysis Operator in the Transform Domain
Require: k, A ∈ Rm1×n, B ∈ Rm2×d, Ω, y, p,A, where y =
[
y1
y2
]
such that y1 = AΩx + e1 and y2 = Bx + e2,
Ωx is k sparse or approximately so, e =
[
e1
e2
]
is an additive noise, p is the ℓp norm used in this algorithm, and
A(·) = A(·,A, k) is a synthesis recovery program for k-sparse representation under the matrix A.
Ensure: xˆ: Approximation of x.
Get a transform domain proxy forΩx: wˆ = A(y1,A, k).
Signal recovery:
xˆ = argmin
x˜
‖Ωx˜ − wˆ‖p s.t. ‖Bx˜ − y2‖2 ≤ ‖e2‖2 . (25)
Extending this idea further we do not restrict the sampling strategy in Algorithm 2 only to Ω2D−DIF . We present
this extension in Algorithm 3. It can be applied for any operator for which a stable recovery in the coefficients domain
implies a stable recovery in the signal domain by some additional measurements of the signal. The following theorem,
which is similar to Theorem 2.4, provides a recovery guarantee for this generalized scheme.
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Theorem 2.6 (Stable signal recovery from samples of a general analysis operator in the transform domain). Consider
the problem P such that M =
[
AΩ
B
]
, where A ∈ Rm1×n andΩ is a general analysis operator. Suppose B is a matrix
such that for any z ∈ Rd, ‖Bz‖2 ≤ ǫ implies
‖z‖2 ≤ β ‖Ωz‖p + γǫ. (26)
and that for any α ∈ Rn and y1 ∈ Rm1
‖α −A(y)‖p ≤ ζ ‖e‖2 + ξ ‖α − [α]k‖1 . (27)
holds for the synthesis program A(·|A, k). Let xˆ be the output of Algorithm 3 with the program A(·|A, k) and e be a
bounded additive adversarial noise. Then
‖xˆ − x‖2 ≤ 2β (ζ ‖e‖2 + ξ ‖ΩTC x‖1) + 2γ ‖e2‖2 . (28)
Proof: As the proof is very similar to the one of Theorem 2.4 we present it briefly. Using the same steps that led to
(20) and (23) we have
‖xˆ − x‖2 ≤ 2β ‖Ω(xˆ − x)‖p + 2γ ‖e2‖2 . (29)
and
‖Ω(xˆ − x)‖p ≤ 2 ‖Ωx − wˆ‖p . (30)
Plugging (27) in (30), with α = Ωx, and then combining the result with (29) lead to (28). 
Notice that the result in Theorem 2.4 is a special case of the above theorem. We present two other special cases in
the following two corollaries. The first is a generalization of Theorem 2.4 for L-dimensional signals and the LD-DIF
operator, the L dimensional finite difference analysis dictionary.
Corollary 2.7 (Stable signal recovery from samples of LD-DIF in the transform domain). Consider the problem
P such that M =
[
AΩLD−DIF
B
]
, where ΩLD−DIF is the LD-DIF operator, BH−1 has the RIP with a constant δ2k < 1,
and H is the L-dimensional Haar wavelet transform. Let xˆ be the output of Algorithm 3 with the synthesis program
A(·|A, k) and p = 1. If e is a bounded additive adversarial noise and (16) holds for A(·|A, k) then
‖xˆ − x‖2 ≤ log(d)
(
C9 ‖e‖2 +
C10√
k
‖ΩTC x‖1
)
, (31)
implying a stable recovery, where C9 and C10 are certain constants.
The proof follows from a generalized version of Theorem 2.3 for the L-dimensional case (Theorem 6 in [24]) that
provides (26) with γ = 1 and β = log(d) C√
k
, where C is a certain constant.
Remark 2.8. Notice that one may further generalize Theorem 2.6 to deal also with block sparsity [45, 46, 47, 48], i.e.,
the case that Ω1x,Ω2x, . . . ,ΩLx are jointly sparse, where Ω =
[
Ω
T
1 ,Ω
T
2 , . . . ,ΩL
]T
. In this case, the ℓ1-norm applied
on vectors in Rn in Algorithm 3, Theorem 2.6 and (16) needs to be replaced with the mixed ℓ1,2-norm4 applied on
matrices in R nL×L. An example for such a case is the L-dimensional isotropic total variation, whereΩi is the derivative
in the i-th dimension (if L = 2 thenΩ1 andΩ2 are the horizontal and vertical derivatives respectively). Note that it can
be shown that the ℓ1,2-minimization algorithm satisfies a version of (16) with the ℓ1,2-norm. In addition, Theorem 6 in
[24] provides a bound in the form of (26) with the ℓ1,2-norm instead of the ℓ1-norm. Therefore, it is possible to derive
a theorem similar to Corollary 2.7 equivalent to the theorems for the isotropic TV in [24]. We leave the details to the
interested reader.
4Applying an ℓ2-norm on the rows followed by an ℓ1-norm on the resulted vector.
8
The second corollary considers operators that can be viewed as part of a frame.
Corollary 2.9 (Stable signal recovery from samples of a partial frame). Consider the problem P such that M =[
AΩ
B
]
, whereΩ is a matrix for which there exists ˜Ω such thatΩF =
[
Ω
T , ˜ΩT
]T
is a frame with a lower frame bound
A, and σmin
(
B ˜Ω†
)
≥ C11 and
∥∥∥∥B (I − ˜Ω† ˜Ω)
∥∥∥∥ ≤ C12 for constants C11 and C12 satisfying C12C11A < 1. Let xˆ be the output
of Algorithm 3 with the synthesis program A(·|A, k) and p = 2. If e is a bounded additive adversarial noise and (27)
holds for A(·|A, k) with ζ = C13 and ξ = C14√k , where C13 and C14 are certain constants, then
‖xˆ − x‖2 ≤
(
C15 ‖e‖2 +
C16√
k
‖ΩTC x‖1
)
, (32)
implying a stable recovery, where C15 and C16 are constants dependent only on A, C11, C12, C13 and C14.
Proof: For the proof we just need to show that (26) holds. Using the lower frame bound followed by the triangle
inequality and the fact that σmin
(
B ˜Ω†
)
≥ C11, we have
‖z‖2 ≤
1
A
‖ΩFz‖2 ≤
1
A
‖Ωz‖2 +
1
A
∥∥∥ ˜Ωz∥∥∥2 ≤ 1A ‖Ωz‖2 +
1
AC11
∥∥∥B ˜Ω† ˜Ωz∥∥∥2 (33)
Using the triangle inequality and the fact that
∥∥∥∥B (I − ˜Ω† ˜Ω)
∥∥∥∥ ≤ C12 we have
∥∥∥B ˜Ω† ˜Ωz∥∥∥2 ≤ ‖Bz‖2 + C12 ‖z‖2 (34)
Plugging (34) in (33) with some simple arithmetical steps lead to
(
1 − C12
AC11
)
‖z‖2 ≤
1
A
‖Ωz‖2 +
1
AC11
‖Bz‖2 . (35)
Notice that by the assumptions of the corollary 1− C12AC11 > 0. This equation provides the constants in (26), completing
the proof. 
Remark 2.10. An example for a program A(·|A, k) that satisfies the assumption of the theorem is CoSaMP [10].
Remark 2.11. An example for a matrix B that satisfies the assumptions of the theorem is B = ˜Ω. In this case C11 = 1
and C12 = 0.
Another family of analysis operators that might be of interest is the one of convolutional operators [49]. In this
case the condition number of Ω is usually very large and the sampling strategy used with Algorithm 3 is needed, as
we cannot sample directly from the transform domain like in the case of frames. We leave the exploration of this case
to a future research.
3. Epilogue - Do We Still Need Analysis Algorithms?
Following the fact that our proposed recovery guarantees are similar to the ones achieved for the existing analysis
algorithms and that sampling in the manifold dimension of analysis signals lead to unstable recovery [19], one may ask
whether there is a need at all for reconstruction strategies that rely on the analysis model. For this reason we perform
several experiments to compare the empirical recovery performance of our new sampling scheme, with synthesis
ℓ1-minimization, and the standard sampling scheme, with analysis ell1-minimization, for signals from the analysis
framework. The minimizations are performed using cvx [50, 51].
We start with the case of signals that are sparse after applying randomly generated tight-frames. We set Ω ∈
R
144×120
, where the signal dimension is d = 200, and k = 144 − 110 (setting the signal intrinsic dimension to
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Figure 1: Comparison between recovering a signal that belongs to the analysis model, with a frame as the analysis operator, using the standard
sampling scheme with analysis algorithm and our new sampling scheme with synthesis algorithm. Left: Recovery rate for the noiseless case. Right:
Reconstruction mean squared error in the noisy case.
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Figure 2: Comparison between recovering a signal that belongs to the analysis model, with the 2D-DIF as the analysis operator, using the standard
sampling scheme with analysis algorithm and our new sampling scheme with synthesis algorithm. Left: Recovery rate for the noiseless case. Right:
Reconstruction mean squared error in the noisy case.
be 10, see [32] for more details). In the standard sampling setup, the entries of the sensing matrix M ∈ Rdγ×d,
where γ ∈ {0.05, 0.1, 0.15, . . . , 1}, are randomly generated from an i.i.d random Gaussian distribution, followed by
a normalization of each column to have a unit ℓ2-norm. For the new scheme we set M = AΩ with A ∈ Rdγ×1.2d a
random Gaussian matrix selected in the same way that M is selected in the standard sampling scheme. For each value
of γ we generate 1000 different sensing matrices and signals x that have sparsity k underΩ. The signals are generated
by projecting a randomly selected Gaussian vector to the subspace orthogonal to randomly selected n − k rows from
Ω, followed by normalization of the vector.
In Fig. 1 we present the recovery rate of the two algorithms in the noiseless and noisy cases. The noise is set to
be i.i.d white Gaussian with σ = 0.01. It can be seen that it is possible to recover signals from the analysis model
using Algorithm 1. However, this comes at the cost of using more samples in order to achieve the same recovery rate
and error. This shows us that though the theoretical guarantees of the analysis algorithms take into account only k and
not the intrinsic dimension of the signals, losing the information about the latter, which happens when we sample in
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the transform domain, may harm the recovery. On the other hand, if we can afford having more measurements, then
we have the privilege of using existing synthesis algorithms, which have a large variety of efficient implementations
compared to what is available for the analysis model. For example, compare the methods available for the generic
synthesis ℓ1-minimization problem [52, 53, 54, 55, 56, 57, 58, 59, 60, 61] to the ones designed for the generic analysis
ℓ1-minimization [62, 63]. Remark that the advantage in efficiency is not unique to the ℓ1-relaxation alone. For
more examples, we mention the sampling with expander graphs [44] that does not have a counterpart in the analysis
framework and refer the reader to compare OMP with GAP [18] or the synthesis greedy-like algorithms with their
analysis versions [32].
We repeat the experiment with the 2D-DIF operator and compare analysis ℓ1-minimization with the scheme in
Algorithm 2 that uses synthesis ℓ1-minimization for recovery. The signals we generate are random 14 × 14 images
with four connected components. We start with a constant image and then add to it three additional connected com-
ponents using a random walk on the image using the same technique in [19]. The sensing matrices are selected as
in the previous experiment, where in the new sampling scheme we assign 2 measurements (from the total number of
measurements we use) in the noiseless case for the signal recovery from the transform domain proxy and m/10 in the
noisy case.
Figure 2 presents the reconstruction rate in the noiseless case and the recovery error in the noisy case, where the
noise is the same as in the previous experiments. We see the same phenomenon that we saw in the previous experiment
but stronger. As the redundancy the in analysis operator is bigger in this experiment, the number of measurements we
need for the new scheme is relatively larger and the recovery error in the noisy case is higher. Another reason, other
than the bigger redundancy, for the inferior performance in this case is that we separate the measurements we have
into two parts, where in the standard scheme the analysis ℓ1-minimization uses all the measurements at once for the
recovery of the signal. Note that this causes that even in the case that m = d we do not get 100% recovery. Clearly in
this case we will just invert the measurement matrix instead of using neither of the two schemes.
4. Discussion and Conclusion
In this work we have presented a new sampling and recovery strategy for signals that are sparse under frames or
the 2D-DIF operator in the analysis model. Our scheme utilizes existing algorithms from the synthesis sparsity model
to recover signals that belong to the analysis framework. The advantage of this technique is that it enables the usage
of existing tools for recovering signals from another model. Though in theory there is no additional cost for the usage
of this scheme, it seems that in practice its advantage comes at the cost of the usage of more measurements in the
sampling stage. This gap between the theory and practical performance gives us a hint that the existing guarantees are
not tight and that there is a need for further investigation of the field. Another direction that should be further explored
is the usage of the structure in the signals for designing the sampling operator, as is done for the 2D-DIF operator
[27, 28].
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