This paper presents a method for drawing random numbers from a distribution that is, in an appropriate sense, unknowable to the subjects and to the experimenter. We show that the distribution's support can be finite, compact, or unbounded; the only requirement is nondegeneracy (i.e., the support must have at least two elements). We argue that these ambiguously-distributed random numbers can arise in natural settings, and discuss the implications for interpreting Ellsberg's experiments. We close with practical suggestions for experimenters using our technique.
Introduction
This paper provides a practical method for generating random numbers from a distribution that is, in an appropriate sense, unknowable. Specifically, if F is the cumulative distribution function of such a random variable and x is any value in the support of F , then it is impossible for the experimenter-and, a fortiori, for the subjects-to estimate F (x) consistently, irrespective of how many draws one observes. We refer to such random numbers as ambiguously distributed. 1 The technique we propose is fully general. As we demonstrate below, it is possible to generate ambiguously-distributed random numbers with a support of as few as two elements, or with infinite (bounded or unbounded) support. If an experiment requires generating lotteries where some choices have known probabilities and others are unknown, one can easily do so.
Our methodology differs from the traditional approach to ambiguity, introduced in Ellsberg. Conventionally, the experimenter withholds data from the subjects, but privately knows the likelihood of each outcome. In our setting, subjects can have access to the same information that the experimenter has. In fact, the experimenter may benefit from allowing subjects to observe different sequences of draws that use our technique. Thus while ambiguity might be dismissed under the conventional approach as a lack of sophistication or a cognitive bias, this case is much more difficult to make in our setting. 2 We take up this issue below.
Our motivation is primarily to present a technique for use in economics experiments. Nevertheless, we demonstrate how ambiguously-distributed random numbers can arise outside the laboratory, using purely physical randomization devices. The physical sources only have two possible outcomes, and thus can be seen as coin flips. Our manipulations of the outcomes only involve basic arithmetic and only use rational numbers. Thus the ability to generate ambiguous random numbers does not depend on pseudorandomness or on idealized mathematical abstractions.
The structure of this paper is as follows: Section 2 shows the details of our method. Section 3 shows the results from using our technique, both with physical randomization devices and with simulations. Section 4 discusses alternative approaches, and provides interpretations of our results and recommendations for researchers intending to use our technique. Section 5 concludes.
Description of the Technique
The main idea is to work with an autoregressive (of order 2) Cauchy process. Our intention is to begin with Cauchy random variables, which are known to present difficulties for inference, and then destroy the remaining properties that a statistician could find useful. In some sense, the distribution from which we sample is perfectly known, as we are able to characterize it. We view the distribution as ambiguous, however, because we construct it in such a way that every order statistic is unknowable.
The Cauchy distribution is a convenient point of departure. It is given by the cumulative distribution function and density
f (x) = 1 πγ 1 +
x−x 0 γ 2 respectively. The parameter x 0 is called the location of the distribution, and the parameter γ is called the scale. These fully characterize the distribution. Among the properties of the Cauchy, it is known that, for any x ∈ R, E[x|x ≤ x] = −∞ and E[x|x > x] = +∞.
Since one can make ∞ − ∞ equal anything, it is easy to see that there is no mean of a Cauchydistributed random variable; this is true irrespective of the location and scale. It is also known that all higher moments about any number are undefined; for example, the second moment (hence any replacement for variance) of a Cauchy-distributed random variable is infinite. As the hypotheses of finite means and variance underlie laws of large numbers and central limit theorems, it is unsurprising that neither holds for a Cauchy random variable. This alone makes statistical inference difficult in the Cauchy case.
Generating approximately Cauchy-distributed random variables is entirely straightforward. Laha (1959) provides a large number of bivariate distributions G(X, Y ) for which the ratio X/Y has a Cauchy distribution. In particular, for any two independent normally-distributed random variables Despite the failure of laws of large numbers and central limit theorems, and despite the lack of any well-defined moments , the Cauchy distribution will not serve our purpose without further modification: Barnett (1966) shows that the sample order statistics are good estimators of the Cauchy distribution's theoretical quantiles. So while the usual descriptive statistics may be beyond reach, the cumulative distribution function (and hence whatever probabilities one wants) can be estimated. In fact, the sample median is a good estimator of the location x 0 . To get a distribution where inference is futile, we need to do more.
The first change we make is to take advantage of the fact that a Cauchy-distributed random variable has no mean. We therefore define a first-order autoregressive process X t by
where we adopt the convention of using lower-case letters to indicate realizations and capital letters to indicate random variables. In words, we draw our first random variable from a Cauchy distribution with a location of 0 and a scale of 1 (called a standard Cauchy). For each subsequent random number, we draw from a Cauchy distribution with a location equal to the current realized value and with a scale still equal to one. Since the location of the next draw is the realization of the current one, it easily follows that the location of any future draw has no mean (as it would be the mean of a Cauchy-distributed random variable, which does not exist).
The above procedure still does not suffice to attain our goal. This may seem surprising, as all but the first draw come from Cauchy distributions with ex ante unknowable locations. However, drawing from a Cauchy distribution with location x 0 and scale 1 is equivalent to drawing from a standard Cauchy and then adding x 0 ; one simply has a shift of the origin. Pitman and Williams (1967) show that many functions (including sums) of Cauchy-distributed random variables are surprisingly well-behaved. In the particular case of interest, the problem that arises is essentially that the sum of n standard Cauchy random variables is itself Cauchy, and the location of the sum is still 0. Thus the point Barnett raises remains: the sample order statistics provide insights on the shape of the underlying distribution.
However, the above thought experiment puts us on the right track. We have so far used the Cauchy distribution to modify one of two parameters, the location. With a second-order autoregressive process, we can do the same thing to the scale parameter γ. This enables us to generate a process that does not satisfy the requirements of Pitman and Williams; we can then show that the resulting process indeed does not have well-behaved order statistics. The only caveats are that, first, we must make certain that the scale parameter is always positive, and second, we may wish to prevent the scale from becoming too large too rapidly. To see this latter point, note that the reason that a Cauchy-distributed random variable has no mean is that extreme values occur with relatively high probability. If the scale of a Cauchy distribution is chosen as a large realization from a previous Cauchy draw, the likelihood of obtaining an extreme value will increase, causing the autoregressive Cauchy process to generate values that will quickly cause overflows in many software applications.
Accordingly, the main building block of our procedure works as follows:
• Let φ, ψ ∈ (0, 1) with
• Once a sample of the desired length is produced, resample the resulting data to destroy the autoregressive structure.
The parameters φ and ψ assure that the scale parameter is non-zero. Picking both close to zero slows the tendency of the resulting data to diverge toward ±∞.
The last step in the above procedure is necessary to prevent the data from being predictable. After the draws z n−2 , z n−1 are realized, an experimenter would know the distribution of the next draw, as it is simply a Cauchy with the realized location and scale. To make this information unavailable, it suffices to shuffle the data, with replacement. For a sample of length m, one need only draw a random sequence of m integers from {1, . . . , m}, say from a discrete uniform distribution. One can then use the resulting sequence to choose observations from the first m terms of the AR(2) Cauchy process z. The resulting sample is distributed according to the empirical histogram of z but lacks the autoregressive structure, thereby destroying the few clues for inference that had remained in z.
The procedure just described generates a sequence of random draws where the scale shifts about an unstable location. In the next section, we show that this indeed produces a data set with meaningless sample order statistics. That is, it is impossible to estimate consistently the distribution F (x)
for any x ∈ R. This suffices for the case where an experimenter desires ambiguously-distributed variables with unbounded support.
To generate ambiguously-distributed random numbers with finite or compact support, one need only make a small modification. This result surprising, since a distribution with finite support or finite range cannot have infinite variance, and the infinite variance is a driving force in generating the instability of the AR(2) Cauchy process just described. Yet the structure of the Cauchy process does more than is at first apparent. Because the scale shifts, and because we dampen the scale parameter, our technique frequently produces sequences of draws that are close to each other.
On the other hand, because the Cauchy distribution with any scale frequently generates extreme outliers, our technique will also create a large number of realizations that are arbitrarily far apart.
This feature is essential to obtaining the desired properties in the harder cases of compact and finite support.
The procedure for generating ambiguously-distributed numbers with finite support-say, with k elements-works as follows:
• Generate a sequence {z n } by the AR(2) Cauchy procedure described above.
• For each n, let y n = Floor(z n ) mod k.
As an example, imagine that z n = −23.7894, and that k = 10. The floor of z n is the largest integer that is no larger than z n , so in this case, Floor(z n ) = −24. One then takes the remainder • Generate a sequence {z n } by the AR(2) Cauchy procedure described above.
• For each n, let y n = Floor(z n ), and let y n = z n − y n . This means that y n is the decimal portion of z n and y n is the greatest integer less than or equal to z n .
• Let
To be precise, the above only generates ambiguous random variables from the half-open interval [a, b) . To include the right endpoint, we need an additional step: each time the left endpoint is drawn, make an auxiliary ambiguous draw from {0, 1}, using the procedure we provide for drawing from a distribution with finite support. If a 0 is selected, keep y n = a, but if a 1 is selected, instead change the value of y n to b. Now the full compact interval [a, b] can appear.
It should be noted that, in the cases of finite and compact support, we can say something about the cumulative distribution function F : we know that, if a = min (supp F) and b = max (supp F), then of course (∀x < a) F (x) = 0 and (∀x ≥ b) F (b) = 1. However, this is all that we can say. One cannot assert any probabilistic statements other than those that follow from the definition of what is in principle possible.
Results
We follow two approaches to illustrate our technique. First, we show the results of simulations using random number generators. Doing so enables us to consider large numbers of random draws and to demonstrate that the sample order statistics of the ambiguously-distributed numbers are indeed divergent.
Second, we use physical randomization devices in order to build up ambiguously-distributed random numbers. This illustrates that our results are not an artifact of mathematical idealizations or software architecture, but rather a naturally occurring phenomenon. All of the steps we use in this second approach are ones that can occur naturally: we restrict ourselves to the simple arithmetic operations of addition, subtraction, multiplication, and division, and use Bernoulli random variables as our building blocks. The resulting data are ambiguously distributed. Thus, if one can face both
Bernoulli random variables and arithmetic, one can end up with ambiguity.
Simulations
For the simulations, we drew 10,000 ambiguously-distributed random variables, both with unbounded support and with support in {0, . . . , 9}. We then replicated the procedure 100 times. We chose φ = 0.001 and ψ = 0.0001.
For each unbounded sequences of 10,000 draws, we computed several order statistics, and then compared how the sample order statistics behaved over the 100 replications. The range of values for each sample order statistic, along with the median and mean values, are shown in Table 1 . 4 It is clear from Table 1 that none of the sample order statistics is convergent, after 10, 000 · 100 = 1 million draws. For example, the minimum of 10,000 draws was below −3 million in one replication and was strictly positive (just over 9) in another. The maximum ranged from below −2 to above 18 trillion. Thus there was at least one replication where all 10,000 draws were negative, and at least one replication where all 10,000 draws were positive. The most stable of the sample order statistics was the 10 %ile, where the highest value exceeded the lowest by more than 54,000. Finally, Table 1 : Sample order statistics, 100 replications of 10,000 draws although Barnett had found that the median was a good estimator of the location of a Cauchydistributed random variable, the same cannot be said here: the sample median ranged from under −5000 to nearly 300,000.
While the sample order statistics of the AR(2) Cauchy process are plainly divergent, the autoregressive structure remains. Figures 1-3 provide graphical representations of three additional replications (i.e., not included in generating the data in Table 1 ).
[ extreme observations, at −2, 000 or below, occur at two points in the time series, either just after draw 6,000 or between draws 9,000 and 10,000. The bulk of the last 5,000 draws fluctuate around −1, 000, with dramatic variation compared with that of the first 5,000 draws.
As expected, each replication is visibly from a seemingly different distribution, but one can also easily see the autoregressive structure in the data. We point this out to emphasize the importance of shuffling the data after generating a sample of desired length, as suggested in Section 3.
To illustrate the case of restricted support, we converted the simulated draws just described to the finite range {0, . . . , 9}, using the procedure described in Section 2. In Table 2 , we show the results of the first ten replications. Again, each replication consisted of 10,000 draws. Observe that in the first replication, the most commonly drawn digit was 6, making up 55.93% of the realizations, while 8 was the least common draw (and in fact did not occur at all in 10,000 tries).
However, on the second replication, 14.67% of the draws (just over 1/7) were equal to 8, whereas only 0.46% were equal to 6. Note that these were not continuations of the same autoregressive process: for each replication, we restarted.
The results do not stabilize over the full set of 100 replications, and instead become even more dramatically unstable. For each digit in {0, . . . , 9}, there was at least one replication in which it had zero realizations out of 10,000 draws, and there was at least one replication when it made up at least 28.5% of the draws. Eight of the ten digits had at least one replication where it made up more than half of the draws. The most extreme case (our 43 rd replication) had 88.92% of realized values equal to 0, 11.08% equal to 1, and no other values realized. The most symmetric case (our 66 th replication) had each digit occur at least 8.8% of the time and at most 11.47%. Even this case, however, is inconsistent with the data coming from a discrete uniform distribution (at any conventional significance level).
Physical randomization
We now show that ambiguously-distributed random numbers can arise in physical settings, without reliance on idealized mathematical properties of a Cauchy distribution or on the particular pseudorandom number generator found in a given software application.
We began by generating a large number of quantum bits (qbits). The procedure works as follows: we fired a photon at a semi-transparent mirror. On the opposite side of the mirror, a device attempted to detect the photon. If the device succeeded, a qbit was assigned a value of 1; otherwise, it was assigned a value of 0.
It is not universally accepted that a qbit generated in this way has a stationary or even welldefined probability of success. 5 In that case, generating qbits alone suffices to produce ambiguouslydistributed random numbers. Hence we only need to show that we can produce ambiguouslydistributed random numbers with qbits that are Bernoulli-distributed with success probability p.
We generated a sequence of 30 qbits, summed the result, and subtracted 14.99. The sum of 30 independent Bernoulli draws from the same distribution is approximately normal; this is just the Lindberg-Levy central limit theorem. If p is close to 1/2, then the expectation of the sum of 30
Bernoulli draws is approximately 15, and in any case, the sum is necessarily a nonnegative integer.
Subtracting 14.99 therefore produced a number that could not have been 0, but if p is not too far from 1/2, then the resulting sum would have a mean reasonably close to 0.
We then repeated the process with the next 30 qbits we obtain. This gave us two random variables that were approximately normally-distributed with an identical mean, which is empirically close to zero. By Laha's argument, the ratio of these two random variables is therefore approximately Cauchy-distributed. Hence with 60 qbits, we generated a random number which is either already ambiguously distributed or which has an approximate Cauchy distribution. Because we subtracted 14.99 from an integer, we never have to concern ourselves with the possibility of division by 0.
From here it was straightforward to generate a AR(2) approximately Cauchy process, as described in Section 2. The first 60 qbits provided a Cauchy-distributed random variable with some location x 0 and scale γ. Call this realization z 1 . To generate the next term in the process, we repeated the procedure with the next 60 qbits, then added z 1 to the result; this gave a Cauchy-distributed random number with location x 0 + z 1 and scale γ. For the n th collection of 60 qbits, we generated a new Cauchy-distributed random variable, multiplied by the absolute value of z n−2 , multiplied the result by 0.01, and added z n−1 . That is, we chose φ = 0.01.
After generating a sequence of 30 variables by this AR(2) approximately Cauchy process, we mapped the result to the interval {1, . . . , 10} using the procedure in Section 2 (and adding one to the result, solely so that we could start counting from 1 rather than from 0). We then repeated the procedure two more times, starting each replication over rather than continuing the existing process.
[Figures 4-6 about here]
Figures 4-6 show the resulting empirical histograms. Observe that in the first replication, the most common realized value was 3 (making up 30% of the draws), which did not show up at all in either the second or third replication. Summing across all three empirical histograms, the number 2 was never drawn; 8 was only drawn once (in the second replication); 6 was drawn twice (once each in the first and second replications). At the opposite extreme, 24.4% of the draws (22/90) were equal to 4, and 35.6% (32/90) were equal to 9. Thus overall these two outcomes accounted for 60% of the realizations.
To test the most extreme case of finite support, we mapped the same three AR(2) approximately Cauchy sequences to {0, 1}, again using the technique in Section 2. The first replication had an empirical success frequency of 23.3%; the third was 30%. Both of these differed significantly from a success probability of 1/2 (with 99.5% confidence for replication one and with 95% confidence for replication three). For replication two, the empirical success frequency was 53.3%, which cannot be distinguished from a success probability of 1/2 at any defensible significance level. In sum, it is quite clear that the success probability in the second replication is different from that in the first and third, even though we followed an identical procedure.
Discussion

Alternative approaches
We begin by discussing two alternative approaches to ours. The first, which Hayashi and Wada (2006) use, involves a separate group of subjects whose task is to write down a distribution of balls in an urn under various constraints. Hayashi and Wada then randomly select one of these proposed distributions; this procedure is common knowledge among all subjects. Thus, subjects in the latter stage of their experiment (an Ellsberg-inspired task) are made aware that the experimenter does not know in advance what the distribution of balls in the urn will be.
Hayashi and Wada acknowledge several shortcomings of their approach, despite its advantage of expositional clarity. They note (and show graphically) that the subjects who are to mix balls overwhelmingly choose uniform distributions. Among those subjects who do not choose uniformity, there is some tendency to choose extremes (i.e., all or nearly all balls of the same color). Thus while the goal is to generate ambiguity, the result is largely predictable.
A second approach, close in spirit to ours, is in Calude et al. (2002) . 6 Their idea, based on the work of Chaitin (1998) , is to take advantage of the impossibility of solving Turing's halting problem. Chaitin shows that the unsolvability of the halting problem implies that the probability of a Turing machine halting is also uncomputable. Using this result, Calude et al. design some simple programs, which are special cases in that they will either halt in some knowable number of steps or run forever. Running such a program is thus equivalent to drawing a random number from a binomial distribution, where the success probability is unknowable.
Several factors make the specific technique in Calude et al. impractical for economics experiments.
Each random number one wishes to draw requires a special program, in particular one for which it is possible to determine whether the program will halt. (The Turing halting problem only says that this cannot be determined for arbitrary programs.) The number of such programs that one can design for a given universal Turing machine is limited, and thus experimenters would need to design new universal Turing machines each time the supply of these special programs gets exhausted. Moreover, in the case where this is not an issue, there are also difficulties. Suppose that, for a given machine, there is a large number of programs known to halt within n steps if they ever halt. One might use this information to estimate the halting probability of the machine.
Calude et al. do precisely this, and are able to obtain an exact value for the first 64 bits of the halting probability. So while this probability is technically unknowable, it can be estimated with extremely high precision.
Comments on our approach
We make use of two opposing forces in the AR(2) Cauchy process. The properties of the Cauchy distribution make extreme draws occur with a relatively high frequency. However, the coefficients φ and ψ on the scale parameter γ, if sufficiently small, have a damping effect, making a large number of draws stay close together.
The purpose of the additive constant ψ is simply to avoid division by 0, so we concentrate here on the effects that φ has. As φ increases, the magnitudes of relatively frequent draws grows rapidly.
To illustrate, we simulated 100 replications of 10,000 draws, this time with φ = 0.1 instead of the value of 0.001 used in Section 3. We kept ψ = 0.0001 as before.
Because these simulations damped less, the behavior of the unbounded draws was far more dramatic than in the simulations of Section 3. Table 3 shows the range of the mean and median over the 100 replications, each to one decimal place for the purpose of illustration:
All the other order statistics are similarly erratic. It is clear that data of these absolute magnitudes can easily generate overflows in some systems, and may be impractical for many computational Table 3 : Sample mean and median, φ = 0.1 purposes. More importantly, however, is that data of these absolute magnitudes are highly unlikely to be stored as an integer within a software application. One may still take the floor of a number such as 5.1 · 10 110 and then take the remainder after integer division. However, the data generating process is fundamentally different from the one we propose, and the behavior of the data are likely to introduce idiosyncrasies of the particular software one is using. 7
As a further test, we computed 100 more replications of 10,000 draws Among the 100 replications, there were 82 where at least 9,999 out of 10,000 draws all ended up as the same digit (though the specific digit varied from replication to replication). There were another 6 replications where two digits accounted for all the realizations, and 8 more where three digits accounted for all the realizations. The remaining four replications included one where four digits accounted for all the draws, one where six digits accounted for all the draws, and two where all ten digits had some realizations. In one of these last two cases, each digit was realized at least 517 times and at most 1532 times; the other case was slightly less symmetric but similar.
The impact of the small damping parameter is thus to confine the draws to a narrow range (in all but two out of 100 replications). There is evidently a trade-off between a low damping parameter, which keeps the realized values from getting too extreme and causing overflows, and a larger one, which keeps the realized values from being concentrated on a narrow range of outcomes. Yet it is noteworthy that even in the case of an extremely low damping parameter, there was a dramatic difference across replications, reinforcing the idea that the underlying distribution of the data is ambiguous.
Remarks on Ellsberg and advice to experimenters using our technique
The examples in this paper have concentrated on the case of complete ignorance, but it is possible to use our technique in settings where some probabilistic information is available. As motivation, we discuss the case studied in Ellsberg (1961) .
Subjects in Ellsberg's experiments were to choose between two pairs of lotteries over the same prize. In one task, the subjects were to choose between a lottery giving the prize with probability 1/3 and another giving the prize with an ambiguous probability in [0, 2/3]. In the second task, the subjects were to choose between a lottery giving the prize with probability 2/3 and another giving the prize with ambiguous probability in [2/3, 1]. The main force behind the "paradox" is that the subjects do not act as if they assign a unique probability to the ambiguous events. This point is addressed theoretically in the literature, for example in Gilboa and Schmeidler (1989) and Ghirardato et al. (2004) . For our purposes, it is worth noting that nothing would seem paradoxical about not assigning a probability, given that there are situations where one cannot meaningfully do so. Indeed, Savage (1954) himself acknowledges that he does not intend his subjective expected utility theory to apply to such contexts. 8
There are at least two ways that an experimenter can use our technique to generate the situation specified in Ellsberg's experiments. First, one can use our technique to draw an ambiguous random number p from the compact interval [0, 2/3]. Call the resulting number the probability of drawing a black ball from the urn, and keep the probability of drawing a red ball equal to 1/3 (this was the event with a known probability). The remaining probability 2/3 − p is then the probability of the third event (drawing a yellow ball from the urn). Alternatively, a second approach can note that Ellsberg specified an urn with 90 balls, of which 30 are red and 60 are black or yellow. The experimenter can therefore draw an ambiguously-distributed number from {0, . . . , 60} in order to determine the number of black balls in the urn, and then make the remainder yellow.
The procedure just sketched illustrates that one can combine ambiguously-distributed numbers with those drawn from a fixed distribution in order to create partially ambiguous draws. In the case of the Ellsberg experiment, the argument would be especially compelling if the experimenter could convince the subjects that the ambiguous distribution is indeed unknowable.
One way to persuade subjects that they face ambiguity is to present them with information similar to what we present in this paper. By allowing subjects to see the results of different replications of the same process and to draw ambiguously-distributed numbers themselves, one could make readily apparent that there is no basis for inference. Direct experience seems to us more likely to be convincing than an argument or assertion about a probability being unknowable. At a minimum, an experimenter may wish to include several empirical histograms showing different replications of the same process. In this way, the inconsistency across pictures of a consistently used procedure could clarify the message.
Conclusion
We provide a technique for drawing random numbers from a distribution that is truly ambiguous. If a researcher wishes to draw ambiguously-distributed numbers with finite support, our technique can guarantee that none of the possible outcomes can have a known probability, and that no law of large numbers or central limit theorem holds (thereby ruling out any estimation from empirical sampling).
A trivial modification enables an experimenter to draw from partially ambiguous distributions, as in the experiments of Ellsberg. If instead the experimenter wishes to draw from a distribution with infinite support, our technique makes the cumulative distribution function unknowable for any point in the support (with only the trivial exceptions of the endpoints in the case where the support is bounded).
The ability to draw ambiguous random numbers is not an artifact of a mathematical idealization, nor can it be attributed to the peculiarities of computer pseudorandom number generators. We demonstrate this by using physical randomization devices with binary outcomes. If these are seen as Bernoulli random variables with a stationary success probability, then an experimenter can generate ambiguous random variables simply by adding, subtracting, multiplying, and dividing the realized values, along with addition of and multiplication by two appropriate constants (both of which are rational numbers in our demonstrations). If on the other hand one treats the physical randomization devices as having a nonstationary or indeterminate probability, then ambiguity is already present.
For experimenters, the ability to generate ambiguous random numbers creates the possibility of studying settings where expected utility maximization does not apply. Doing so requires persuading subjects that the numbers being drawn come from an unknowable distribution. Replicating sampling from a given distribution and showing the resulting histograms to the subjects might help in this regard, as might allowing subjects to sample directly from the ambiguous distributions.
If the results in this paper are persuasive, then providing similar demonstrations seems to be a reasonable way to try to convince subjects that they cannot rely on a law of large numbers.
Some possible applications may include models with non-unique expected utilities; indeed, we do precisely this (with a different methodology) in Stecher et al. (2006) . The non-unique priors of Gilboa and Schmeidler (1989) and the imprecise probabilities of Koopman (1940a Koopman ( ,b, 1941 all fit into this setting, as do models of ambiguity aversion, such as Ghirardato et al. (2004 ), Maccheroni et al. (2006 ), or Bossaerts et al. (2007 .
There are some technical issues of which an experimenter should be aware before using our technique. First, because our technique uses an autoregressive structure, the sampling procedure should be designed in such a way as to destroy this structure. Otherwise, subjects could draw inferences from the realized time series. To avoid this issue, we recommend a two-step procedure: first, draw a sample of the desired length, using the technique described in Section 3. Then scramble the data, using a bootstrap-like or shuffle-like method. 9
Second, there are questions about setting the scaling parameter φ in our procedure. We recommend setting φ close to zero, and indeed show that, with values of φ of 0.1, the realized draws are of such great magnitude that they are unlikely to be stored as integers. This is unproblematic when the experimenter is only concerned with drawing ambiguous random numbers with unbounded support. For any other cases, however, having φ this large will likely mean that the resulting data set will not have the properties we describe, but instead will reflect the techniques a particular software application uses for storing large numbers. Even in the unproblematic case of unbounded support, we saw that having φ near 0.2 resulted in realized values on the order of 10 294 . At these magnitudes, a researcher would need to become concerned about overflows in computer memory.
The results we presented instead had φ = 0.001 in our simulations and φ = 0.01 in our experiments with physical randomization devices. Both produced the ambiguous data as desired. As a test, we set φ much closer to 0, choosing 0.000001. We found that, while the resulting data sets were ambiguous, in the sense that they varied wildly from replication to replication, over 80% of the replications with finite support had 99.99% of the realized values equal the same number. (The number, however, was different across replications.) The reason is that φ is used in scaling, and there was simply too subtle variation in the realized numbers for our technique to detect in most replications. There were, however, several cases where even this small value of φ produced an ambiguous distribution with more dispersion. In 2% of our replications, the resulting distribution had every value in the support realized a significant number of times. However, we view this frequency of achieving dispersion as too low to be acceptable. Accordingly, we recommend that the value assigned to φ be in the range of our main results, that is, between 0.001 and 0.01. These levels seem to attain a large amount of dispersion in the output without generating severely explosive behavior. As our intention is for our technique to find use in economics experiments, it is our hope that research using our technique may shed additional light on optimally setting this parameter.
6 Notes Section 1
1. Our notion of ambiguity differs from that in Ellsberg (1961) : the latter does not preclude subjects from forming a meaningful or even correct belief about the distribution of balls in an urn, whereas our technique does. In this sense, what we draw is closer to Knightian uncertainty (Knight 1921 ). The notion of complete ignorance, under which there is no probabilistic knowledge over the (fully known) set of possible states, is also clearly related. Complete ignorance appears at least as far back as Hurwicz (1951) , and is discussed in Luce and Raiffa (1957) , though they describe the concept's definition as "somewhat vague;" other work using complete ignorance includes Pazner and Schmeidler (1975) , and more recently Bossert and Slinko (2006) and a related working paper by Baigent (2007) . The technique we employ focuses on the case of complete ignorance but need not be so restrictive-we can easily adapt our technique to give some limited probabilistic knowledge (called partial ambiguity in Rustichini et al. (2005) ). In the interest of having a consistent term to use in structuring the argument, we choose ambiguity, and use true ambiguity when we wish to emphasize the distinction between our situation and that of Ellsberg. Vierø (2006 uses the term vagueness, but we prefer ambiguity, as vagueness has other connotations in the philosophy literature. The term ambiguity is used to denote a primitive concept elsewhere in the literature, for example in Fishburn (1993) and Nehring (2000 Nehring ( , 2007 .
2. There is widespread evidence that subjects view ambiguity differently from how they view settings where they face a known risk. An example from the neuroeconomics literature is Rustichini et al. (2005) , who find (among other things) that subjects have shorter response times when deciding between ambiguous and certain lotteries, compared with response times when risk is involved.
Rustichini et al. also note numerous physiological differences between how subjects react to ambiguity and how they react to risk. Schmeidler (1989, 1993) and Schmeidler (1986 Schmeidler ( , 1989 ) have proposed models of non-additive probabilities and of non-unique priors; in these settings, Ellsberg's subjects act in ways that are rational in the appropriately modified sense. Bewley (2002), Sahlin (1982, 1983) , Koopman (1940a Koopman ( ,b, 1941 , Nehring (2007) , and Stecher (2007a,b) are similar in spirit.
Section 2
3. See Wakker and Klaassen (1995) on this point, and also on analysis of draws from a stationary Cauchy distribution.
Section 3
4. These simulations were produced in Mathematica. Similar results were obtained using R, so we are confident that they are not due to the particular pseudorandom number generator used.
5. Calude (2004, p. 10) and Calude and Svozil (2006, p. 6 ) note that quantum random number generators do not have a success probability of 1/2, even when the output is passed through an unbiasing algorithm. Others argue that a probabilistic interpretation of quantum phenomena must violate at least one of Kolmogorov's standard axioms. The earliest example is due to Dirac (1942) ; similar ideas are present in Feynman (1987) , Suppes and Zanotti (1991) , Khrennikov (1995 Khrennikov ( , 1997 , and Kronz (2007) . For a survey, see Mückenheim et al. (1986) . Thus there is reason to question whether a qbit can be assigned a probability that satisfies all of the Kolmogorovian axioms and is stationary. We discuss this and related issues in Stecher et al. (2006) . For our purposes here, it suffices to assume that such a probability exists, because if not, we already have ambiguity as soon as we obtain the qbits.
Section 4
6. The motivation in Calude et al. differs from ours, but their technique is easily adapted to the issue at stake here. In a sequence of papers, Binmore (1992 Binmore ( , 2007a pursues a related issue, namely, that Bayesian decision theory requires subjects to solve the halting problem.
7. We converted these to integers from 0 to 9, in keeping with the practice of Section 3. We found data that were inconsistent across replications, as above; however, all the even numbers arose with a higher frequency than all of the odd numbers. This was true across all 100 replications. When we increased φ to 0.2, this became even more pronounced. The simulations were done in Mathematica. 
Section 5
9. Indeed, shuffling has been used in the finance literature to detect the presence of complex autoregressive structures in stock returns. See Scheinkman and LeBaron (1989) . 
