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S. Lie propone una geometría de la circunferencia donde elimina la diferencia entre
puntos, rectas y circunferencias del plano euclídeo. Un punto es para Lie una circunfe-
rencia de radio cero y una recta es una circunferencia de radio infinito, además considera
las rectas y las circunferencias dotadas de una orientación.
La razón de la orientación es que permite establecer una dualidad punto-línea. Si
tomamos tres puntos no alineados, por éstos pasa una única circunferencia no orientada
pero para la figura dual, los tres lados de un triángulo, hay cuatro circunferencias
tangentes, se puede corregir esta situación con la orientación, asignando al contacto una
condición de compatibilidad que hace que solo una de las cuatro circunferencias sea
tangente orientada a las tres rectas añadiendo un punto del infinito común a todas las
rectas del plano.
El plano de Lie se sumerge en una cuádrica de P4R asociando a cada “punto” las
coordenadas pentacíclicas, las coordenadas pentacíclicas de la circunferencia   de centro








donde p es la potencia del punto origen respecto de  , las de un punto (a; b) son sus




2 ; a; b; 0] con d distancia del
punto al origen y las de la recta de ecuación ax + by + c = 0 es [ c; c; a; b; 1]. La
orientación es la del vector ( b; a) que determina el signo de la ecuación.
Observe que la recta se obtiene como límite de la circunferencia de centro (a; b)
y radio   c (supuesto (a; b) unitario) y que el límite de las coordenadas de las circun-
ferencias dan las coordenadas de la recta.
Es inmediato que a la imagen de la aplicación que asocia a cada elemento sus coor-
denadas pentacíclicas es la cuádrica de ecuación  x20 + x21 + x22 + x23   x24 = 0 y que la
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condición de contacto es la polaridad respecto de esta cuádrica.
Como alternativa a la geometría de Lie, Moebius propone una geometría en la que
aparece por una parte puntos, los de R2, y por otra ciclos, es decir rectas y circunferencias
no orientadas. Ahora, vía la proyección estereográfica, los puntos se representan como
puntos de la esfera S2, o de la cuádrica de P3R,  x20 + x21 + x22 + x23 = 0 y los ciclos
corresponden a las secciones planas de la cuádrica, las rectas corresponden a las secciones
por planos que pasan por el centro de la proyección.
La geometría de Laguerre considera las “lanzas” (rectas orientadas) y las circunfe-
rencias orientadas como Lie (incluyendo los puntos) una cadena de base un punto es el
conjunto de lanzas por el punto y una cadena de base una circunferencia las tangentes
orientadas a ella. De esta forma los puntos son las “lanzas” y los ciclos, o bien la cadena
de lanzas por un punto, o bien la familia de cadena de lanzas tangentes a una circun-
ferencia. Ésta geometría admite una representación sobre un cilindro por proyección
estereográfica.
Las dos geometrías planas, Moebius y Laguerre, derivadas de las de Lie admiten un
planteamiento común mediante el uso de la recta proyectiva.
La recta proyectiva compleja se puede interpretar como la compatificación por un
punto de R2 y los ciclos se reproducen en ella por medio de la razón doble, dados tres
puntos A;B;C de P1C, el ciclo que los tiene por base es el conjunto
[ABC] = fX 2 P1C : [A;B;C;X] 2 Rg:
Es inmediato que si A;B;C 2 R2  C  P1C están alineados en R2 entonces [ABC]
es la recta que pasa por ellos, y si no están alineados y son distintos dos a dos entonces
[ABC] es la circunferencia que definen. Entonces la geometría de Moebius es la de P1C
con los ciclos y se representan en la esfera. Pues la proyección estereográfica identifica
P1C con S2 y los ciclos con las secciones planas de S2.
Para la geometría de Laguerre no sirve la recta proyectiva sobre un cuerpo, luego
construimos el anillo de los números duales D = R[x]
(x2)
y la recta proyectiva sobre D, P1D,
que consiste en el cociente L2D=  donde L2D es el conjunto de pares “complementables”
de elementos de D, es decir pares (; ) 2 D2 tales que existen a; b 2 D con a + b
inversible, y es la relación (a; b)  (c; d) si y sólo si existe  2 D tal que (a; b) = (c; d)
entonces P1D  D ' R2 identificando  2 D con [1 ] 2 P1D y los ciclos
[ABC] = fD 2 P1D : [A;B;C;D] 2 Rg
corresponden a parábolas con eje paralelo a una línea fija y P1D se proyecta estereográ-
ficamente en el cilindro y los ciclos en las secciones planas de éste.
vSi buscamos un modelo común a ambas geometrías podemos tomar el plano afín
real A = (X;R2;+), y considerar en P1R = A1 cada una de las cónicas no nulas reales,















. La primera cónica
corresponde a los puntos cíclicos del plano [0 1 i], [0 1   i] en la inmersión A  P2R y la
tercera al punto [0 0 1]. Las cónicas de A que intersecan en el infinito, las cónicas dadas
por la métrica son exactamente los ciclos de Moebius en el primer caso y de Laguerre
en el tercero.
Para el segundo la cónica de la métrica consta de un par de puntos reales y la cónica
que interseca al infinito en ella son las rectas (recta + recta del infinito) y las hipérbolas
con asíntotas en la dirección de dichos puntos. La geometría correspondiente se conoce
habitualmente como geometría de Minkowski y corresponde a la tercera álgebra de
dimensión dos sobre R, los de los números paracomplejos M = R[x]
(x2 1) .
Así las geometrías clásicas del plano corresponden a las tres extensiones bidimen-
sionales de R, R[x]=(x2   1), R[x]=(x2 + 1) y R[x]=(x2).
Hay trabajos recientes sobre la geometría correspondiente a algunas algebras tridi-
mensionales, y una teoría general muy incompleta. En esta memoria hemos hecho un
estudio sistemático de las K álgebras finitas, es decir que son espacios vectoriales de
dimensión finita sobre K. Todas ellas son suma directa de K álgebras locales finitas y
por tanto identificando éstas las conocemos todas. Así hemos clasificado las R álgebras
locales finitas de dimensión real menor que seis ya que probamos que hay infinitas de
dimensión seis. Poonen en [24] clasifica las C álgebras locales finitas hasta dimensión
siete, y encuentra que es en ésta dimensión donde hay infinitos modelos, nuestro ejemplo
vale también en dimensión seis compleja, por lo cual, en nuestra opinión, el trabajo de
Poonen contiene un error en este caso.
Una vez estudiado los tipos de K álgebras finitas, estudiamos la geometría de las
rectas proyectivas sobre anillos, con un interés especial en la razón doble y las cuaternas
armónicas probando un teorema de Staudt para rectas proyectivas sobre anillos totales
de cocientes, estructura ésta más general que la de K álgebras finitas.
Resulta misterioso como la aplicación
' : P1A ! P3R
[a; b] 7! [aa+ bb;ab+ ba; (ab  ba);aa  bb]
donde A es una R álgebra de dimensión dos, a es el conjugado de a 2 A y  es i, j o
 según se trate de los complejos, paracomplejos o duales, verifique que
(i) '(P1A) es la cuádrica  x20+x21+x22+x23 = 0 en el caso complejo,  x20+x21 x22+x23 = 0
en el paracomplejo y  x20 + x21 + x23 = 0 para el álgebra de los números duales, es decir
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la cuádrica que se obtiene sumando a la métrica un plano hiperbólico.
(ii) ' lleva ciclos a secciones planas de la cuádrica.
Esperamos que si A es una R álgebra n dimensional se pueda encontrar una aplicación
similar ' : P1A ! P2n 1R que identifique P1A en este espacio. Tenemos la certeza de que no
será posible para todas las álgebras ya que el número de todas las álgebras de dimensión
n es muy superior al de cuádricas en P2n 1R , y nos planteamos para un trabajo futuro
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En este primer capítulo consideramos y comparamos tres tipos de anillos sobre los
cuales el álgebra lineal funciona de modo razonable. Estos son los anillos totales de
cocientes, los  anillos y los anillos de Hermite. En esta memoria, un anillo R siempre
hará referencia a un anillo conmutativo con unidad. Denotaremos por R los elementos
inversibles de R.
1.1. Anillos totales de cocientes.
Definición 1.1.1 Un anillo R es un anillo total de cocientes si sus elementos son
inversibles o divisores de cero.
Ejemplo 1.1.2 (1) Un cuerpo es un anillo total de cocientes y un dominio que no es
un cuerpo no es anillo total de cocientes.
(2) Si R es un dominio euclídeo y f 2 R, f 6= 0, entonces R=(f) es un anillo total de
cocientes.
En efecto, Sea g + (f) 2 R=(f) y supongamos que d = mcd(f; g). Por el teorema
de Bézout, existen ;  2 R tales que f + g = d: Por tanto,
(g + (f))(+ (f)) = g+ (f) = g+ f + (f) = d+ (f):
Consideremos los casos siguientes:
(i) si d es inversible en R, entonces d + (f) es inversible en R=(f) y por tanto
g + (f) también lo es.
(ii) si d no es inversible, como djf y djg, existen c1; c2 2 R tales que f = c1d;
g = c2d. Luego c1+(f) 6= 0 ya que f no divide a c1 pues d no es inversible. Ahora,
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como (g+ (f))(c1 + (f)) = gc1 + (f) = c2dc1 + (f) = 0+ (f), entonces g+ (f) es
divisor de cero.
Como ejemplos particulares de este caso se tienen los siguientes anillos totales de
cocientes.
(a) Sean Z el anillo de números enteros y n 2 Z. Entonces el anillo Z=(n) es un
anillo total de cocientes.
(b) Sea K[x] el anillo de polinomios en la variable x, con coeficientes en el cuerpo
K. Entonces los anillos K[x]=(f(x)) con f(x) 6= 0 son anillos totales de




= fa+ bi : a; b 2 R; i2 =  1g;
el anillo de los paracomplejos
P =
R[x]
(x2   1) = fa+ bj : a; b 2 R; j
2 = 1g




= fa+ b" : a; b 2 R; "2 = 0g
son anillos totales de cocientes.
(3) En general el anillo de polinomios R[x] no es un anillo total de cocientes, pues x
no es ni inversible ni divisor de cero en R[x].
Lema 1.1.3 Sea S  R un subconjunto multiplicativamente cerrado. Consideremos el
homomorfismo canónico




(1) as 2 S 1R es inversible si y sólo si existen b 2 R y u 2 S con abu 2 S.
(2) as 2 S 1R es divisor de cero si y sólo si existe b 2 R tal que
(i) bt 6= 0 para todo t 2 S.
(ii) existe u 2 S con abu = 0.
(3) a 2 Ker(') si y sólo si existe s 2 S con as = 0.
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Demostración. (1) as 2 S 1R es inversible si y sólo si existe bt 2 S 1R tal que as bt = 1
y esto equivale a que existe u 2 S tal que (ab   st)u = 0 luego abu = stu 2 S.
Recíprocamente, si v = abu 2 S entonces as busv = vssv = 1.
(2) as 2 S 1R es divisor de cero si y sólo si existe bt 6= 0 tal que as bt = 0 y esto equivale
a que existe u 2 S tal que abu = 0 y bs 6= 0 para todo s 2 S.
(3) Inmediato.
Observación 1.1.4 Si a es inversible en R lo es en S 1R porque aa 1(1) = 1 2 S.
Pero si a es divisor de cero en R no necesariamente lo es en S 1R e incluso puede ser
inversible en este anillo. Por ejemplo, en R = Z=(6), 2 + (6) es divisor de cero pero si
S = f1; 2; 4g, S es multiplicativamente cerrado y 2 2 S luego 2 es inversible en S 1R.
Recíprocamente, a puede ser inversible en S 1R sin serlo en R y si a es divisor de cero
en S 1R entonces a es divisor de cero en R.
Proposición 1.1.5 Sean R un anillo y S  R el subconjunto multiplicativo de los no
divisores de cero de R. Consideremos el anillo  = S 1R = fab : a 2 R; b 2 Sg entonces
(1)  es un anillo total de cocientes.
(2) Existe un homomorfismo
' : R ! 
a 7! a1
tal que para todo anillo total de cocientes  y todo homomorfismo f : R ! 

















Demostración. (1) Sea z = ab 2 . Si a 2 S entonces a(1)(1) 2 S luego, por el Lema
1.1.3, z es inversible. Si a =2 S entonces a es divisor de cero, luego existe 0 6= c 2 R tal
que ac = 0: Así, ac1 = 0 y cs 6= 0 para todo s 2 S pues los elementos de S no son
divisores de cero luego, por el Lema 1.1.3, z es divisor de cero.
(2) Es consecuencia de la propiedad universal de los anillos de cocientes ya que todo
homomorfismo unitario de anillos transforma elementos inversibles en inversibles.
El homomorfismo ', de la Proposición 1.1.5, es inyectivo.
En efecto, si '(a) = a1 = 0; existe b 2 S tal que ab = 0 pero como S está formado por
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los elementos no divisores de cero entonces a = 0:
El anillo  = S 1R = fab : a 2 R; b 2 Sg, dado en la Proposición 1.1.5, se llama el
anillo total de cocientes de R.
Proposición 1.1.6 Un anillo  es un anillo total de cocientes si y sólo si existe R, no
necesariamente único, tal que  es el anillo total de cocientes de R.
Demostración. Si  es un anillo total de cocientes entonces  es el anillo total de
cocientes de : Recíprocamente, si  es el anillo total de cocientes de un anillo R, por
la Proposición 1.1.5,  es un anillo total de cocientes. El anillo R no es único pues si
 es el anillo total de cocientes de un anillo R 6= , se tiene que  también es el anillo
total de cocientes de :
Teorema 1.1.7 (Arapovic) Si R es un anillo las siguientes son equivalentes
(1) R es 0 dimensional.
(2) R es un anillo total de cocientes y para todo a 2 R existe b 2 R con a+b inversible
y ab nilpotente.
(3) R es un anillo total de cocientes y para todo a 2 R existe un entero positivo n tal
que an = re con r inversible de R y e nilpotente de R.
Demostración. (1) ) (2) : Si a 2 R es no inversible entonces existe m 2 Max(R)
tal que a 2 m. Como R es 0 dimensional m no contiene a ningún ideal primo y en
consecuencia Rm es también 0 dimensional con ideal maximal m, luego el nilradical de
Rm es m y todos los elementos de m son nilpotentes. Entonces existe un entero positivo
n tal que an = 0 en Rm. Tomamos n mínimo, es decir an 1 6= 0 y an = 0 en Rm luego
existe s =2 m tal que ans = 0 y an 1s 6= 0 por tanto a(an 1s) = 0 y an 1s 6= 0 luego a
es divisor de cero de R. En consecuencia R es anillo total de cocientes.
Sean N el nilradical de R y 0 6= a 2 R, tenemos dos opciones:
(i) Si a 2 N , existe n mínimo tal que an = 0 y por tanto existe 1   a 2 R tal que
a+ (1  a) es inversible y (a(1  a))n = 0:
(ii) Si a =2 N , tomamos A = R=N , el nilradical de A es cero luego no tiene elementos
nilpotentes y A es 0-dimensional pues R lo es, y si Max(A) = fmtgt2T entonces
' : A ! B =Qt2T R=mt
a 7! (a+mt)t2T
es inyectiva. Llamamos A = '(A)  B, luego A ' A. Consideramos e 2 B dado por
et =
(
0 si a 2 mt
1 si a =2 mt
. Note que
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1. e2 = e.
2. e  '(a) = '(a).
3. Sea S = A[e], como e es raíz de x2 x = 0, S es entero sobre A y S es 0 dimensional.
Luego S es anillo total de cocientes.
Tomamos b = (bt)t2T = 1 e+'(a), note que bt =
(
1 si a 2 mt
a+mt 6= 0 si a =2 mt
. Luego
b es inversible en S.
Como 1b 2 S, 1b = 11+2e con 1; 2 2 A y por otra parte be = e e2+e'(a) = '(a)
es decir e = '(a)1 e+'(a) = (11 + 2e)  '(a) = 1'(a) + 2e  '(a) = (1 + 2)'(a) =
'((c1 + c2)a) 2 A donde 1 = '(c1) y 2 = '(c2) para c1; c2 2 A.
Sea h = (c1 + c2)a entonces '(ha) = '(h)  '(a) = e  '(a) = '(a) y ha = a pues ' es
inyectiva.
Por tanto (1   h)a = a   ha = 0 y 1   h + a es inversible pues ' es isomorfismo y
'(1  h+ a) = 1  e+ '(a) es inversible.
Retomando que 0 6= a =2 N , a + N 2 A y existe l 2 R tal que l + N = h, como
(1  (l+N))(a+N) = 0 entonces (1  l)a 2 N y por tanto es nilpotente, y puesto que
1  (l +N) + (a+N) es inversible, 1  l + a+N es inversible y por tanto 1  l + a es
inversible.
(2) ) (3) : Sea a 2 R, como existe b 2 R y existe un entero positivo n tales que a+ b
es inversible y (ab)n = 0 entonces an+ bn es inversible de R pues en caso contrario para
algún p 2 Spec(R), an + bn 2 p y como anbn = 0 entonces an 2 p y bn 2 p pero p es
primo luego a 2 p y b 2 p. Así, a+ b 2 p lo cual es absurdo.
Además, a
n
an+bn es un elemento idempotente de R ya que a
n(a2n+b2n) = a2n(an+bn) =








an+bn . Entonces a
n = (an+bn)( a
n
an+bn ) es la descomposición
buscada.
(3) ) (1) : Sean p1 y p2 ideales primos de R con p1  p2 y tomemos a 2 p2. Como
existe un entero positivo n tal que an = re con r inversible y e idempotente, entonces
r =2 p2 y como p2 es primo, e 2 p2. Luego, 1  e =2 p2 y como p1  p2, 1  e =2 p1. Pero
e(1  e) = 0 2 p1 entonces e 2 p1 por tanto a 2 p1 y p1 = p2.
Ejemplo 1.1.8 Sean K un cuerpo y R = K[x; y](x;y)=(xy; y2).
(1) K[x; y](x;y) es un anillo local con ideal maximal m = (x; y) donde identificamos
x
1 = x y
y
1 = y. Note que R es un anillo local con ideal maximal m = (x; y), donde
x = x+ (xy; y2) y y = y + (xy; y2).
(2) R es un anillo total de cocientes ya que los elementos que no están en el maximal
m son inversibles por ser R anillo local y los elementos de m son divisores de cero
pues existe 0 6= y 2 m tal que (x+ y)y = 0 para todos ;  2 R:
(3) Los elementos de R admiten una escritura única como a+xA(x)+cyb+xB(x)+dy con a; b; c; d 2
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K, b 6= 0 y A;B 2 K[x]. Además los elementos de R=(y) admiten una escritura
única como a+xA(x)b+xB(x) con a; b 2 K, b 6= 0 y A;B 2 K[x]. Note que R=(y) ' K[x](x)
y como K[x](x) es un dominio, el ideal (y) es primo. Por otra parte, (y)  m
entonces R no es 0 dimensional.
Observación 1.1.9 (1) Si R es un anillo total de cocientes y S es un subanillo de
R; S no es necesariamente un anillo total de cocientes. Por ejemplo, si R es un
dominio que no es un cuerpo y K es su cuerpo de fracciones entonces R  K, K
es un anillo total de cocientes y R no lo es.
(2) Si R es un anillo total de cocientes y R ' A  B con A y B subanillos de R
entonces A es necesariamente un anillo total de cocientes.
En efecto, si a 2 A entonces (a; 1) 2 R y tenemos dos casos:
(i) Si (a; 1) es inversible entonces existe (b; c) tal que (a; 1)(b; c) = (ab; c) = (1; 1)
luego ab = 1 y a es inversible.
(ii) Si a es divisor de cero, existe (b; c) 6= (0; 0) tal que (a; 1)(b; c) = (ab; c) =
(0; 0) luego ab = 0 y c = 0. Así, b 6= 0 y en consecuencia a es divisor de cero.
(3) Si R es un anillo total de cocientes y a es un ideal de R, entonces R=a no es en
general un anillo total de cocientes, por ejemplo, sea R el anillo total de cocientes
del Ejemplo 1.1.8. Como (y) es un ideal primo no maximal de R entonces R=(y) es
un dominio y no es cuerpo. En consecuencia, R=(y) no es anillo total de cocientes.
1.2. Producto de anillos.
Sean I un conjunto arbitrario y fRigi2I una familia de anillos. Consideremos el anillo
producto R =
Q
i2I Ri con las operaciones suma y producto componente a componente.
Sea i : R! Ri la proyección i-ésima, es decir para f = (f(i))i2I 2 R, i(f) = f(i).
Proposición 1.2.1 Sean R =
Q
i2I Ri y f = (f(i))i2I 2 R. Entonces
(1) f es inversible si y sólo si, para todo i 2 I, i(f) = f(i) es inversible.
(2) f es un divisor de cero si y sólo si existe i 2 I tal que i(f) = f(i) es divisor de
cero.
(3) f es idempotente si y sólo si, para todo i 2 I, i(f) = f(i) es idempotente.
Demostración. (1) Si para todo i 2 I se tiene que f(i) es inversible, entonces para
cada i 2 I sea f(i) = 1f(i) . Definimos f = (f(i))i2I 2 R. En consecuencia, f = f 1.
1.2. Producto de anillos. 7
El recíproco es inmediato.
(2) Si existe i 2 I tal que f(i) es divisor de cero entonces existe 0 6= ai 2 Ri tal que
f(i)ai = 0. Definimos g = (g(i))i2I 2 R como g(i) = ai y g(j) = 0 para todo j 6= i.
Luego, g 6= 0 y f  g = 0. El recíproco es inmediato.
(3) f2 = f si y sólo si f(i)2 = f(i) para todo i 2 I, es decir f(i) 2 Ri es idempotente
para todo i 2 I.
Corolario 1.2.2 Si para todo i 2 I se tiene que Ri es un anillo total de cocientes,
entonces R =
Q
i2I Ri es también un anillo total de cocientes.
Demostración. Por hipótesis, para todo i 2 I, Ri es un anillo total de cocientes y
como los items (1) y (2) de la Proposición 1.2.1 son mutuamente excluyentes, entonces
para cada f 2 R se tiene que f es divisor de cero o inversible.
Corolario 1.2.3 Sean R =
Q
i2I Ri y f = (f(i))i2I 2 R. Si para todo i 2 I se tiene
que Ri es un cuerpo, entonces
(1) f es inversible si y sólo si f(i) 6= 0 para todo i 2 I.
(2) f es un divisor de cero si y sólo si existe i 2 I tal que f(i) = 0.
(3) f es idempotente si y sólo si f(i) = 0 o f(i) = 1 para todo i 2 I.
Demostración. Como Ri es un cuerpo, para todo i 2 I, los inversibles de Ri son los
f(i) 6= 0, los idempotente son f0; 1Rig y el único divisor de cero es 0. Así, las tres
afirmaciones se deducen respectivamente de los items (1)-(3) de la Proposición 1.2.1.
Para cada j 2 I definimos ej 2 R =
Q
i2I Ri como
i(ej) = ij1Ri =
(
1Ri si j = i
0 si j 6= i
donde ij es la función delta de Kronecker. Como consecuencia directa de la definición




(1) e2i = ei.
(2) ei  ej = 0 para todo j 6= i.
(3) f  ei = f(i)ei para todo f 2 R.
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(4) (f   f(i)ei)  ei = 0 para todo f 2 R.
Lema 1.2.4 Sea R un anillo. R es producto de una familia finita de anillos si y sólo
si existen u1; : : : ;un 2 R idempotentes tales que
(i) ui  uj = ijui.
(ii)
Pn
i=1 ui = 1R.
Demostración. ): Como R = Qni=1Ri, tomemos los ej 2 R, j = 1; : : : ; n, dados por
i(ej) = ij1Ri . Note que fejg1jn satisface los items (i) y (ii).
(: Por hipótesis, existen ui 2 R, 1  i  n, que satisfacen (i) y (ii). Definimos
Ri = uiR = fa  ui : a 2 Rg = fa 2 R : a  ui = ag.
Observe que, para todo i; Ri es un anillo y veamos que R '
Qn
i=1Ri.
En efecto, consideremos ' : R ! Qni=1Ri definida por '(a) = (a  u1; : : : ;a  un) y
 :
Qn
i=1Ri ! R definida por (a1; : : : ;an) =
Pn
i=1 ai  ui. Estas aplicaciones son
homomorfismos de anillos e inversas una de la otra puesto que '((a1; : : : ;an)) =
'(
Pn
i=1 ai  ui) = (
Pn
i=1 ai  ui  u1; : : : ;
Pn
i=1 ai  ui  un) = (a1  u1; : : : ;an  un) =
(a1; : : : ;an) y ('(a)) = (a  u1; : : : ;a  un) =
Pn
i=1 a  ui  ui =
Pn
i=1 a  ui =
a Pni=1 ui = a.
Lema 1.2.5 Sea R un anillo.
(1) Para todos f; g 2 R idempotentes se tiene que f  g es idempotente. Más aún, si
f  g = 0, entonces f + g es idempotente.
(2) Para todo f 2 R idempotente se tiene que 1  f es idempotente.
Demostración. (1) (f  g)2 = f2  g2 = f  g y (f + g)2 = f2 + g2 + 2f  g = f + g.
(2) (1  f)2 = 1 + f2   2f = 1  f .
Lema 1.2.6 Sea R =
Q
i2I Ri.
(1) Si para cada p 2 Spec(Ri) consideramos Mp;i =  1i (p), entonces Mp;i es un ideal




mj con mj = Rj para todo j 6= i; y mi = p:
(2) Si para cada m 2 Max(Ri) consideramos Mm;i =  1i (m), entonces Mm;i es un




mj con mj = Rj para todo j 6= i; y mi = m:
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(3) Si P es un ideal primo de R y existe i 2 I tal que ei =2 P entonces ej 2 P para
todo j 6= i y en consecuencia i es único. Además si I es finito, entonces existe
i 2 I tal que ei =2 P:
(4) Sea P un ideal. Entonces ei 2 P si y sólo si i(P ) = Ri.
(5) Si I es finito, entonces los ideales primos de R son los Mp;i con p 2 Spec(Ri):
(6) Si I es finito, entonces los ideales maximales de R son los Mm;i con m 2 Max(Ri):










(9) Si I es infinito, entonces existen ideales maximales y por tanto primos de R que
no son de la forma Mm;i.
Demostración. (1) Puesto que i es un homomorfismo de anillos y p 2 Spec(Ri),
entonces  1i (p) =Mp;i es un ideal primo de R.
(2) Como i es sobreyectiva y m 2 Max(Ri), entonces  1i (m) = Mm;i es un ideal
maximal de R:
(3) Como ei ej = 0 para todo i 6= j, ei ej 2 P y si existe i 2 I tal que ei =2 P entonces
ej 2 P para todo j 6= i luego ei es único. Además, si I es finito y ei 2 P para todo
i 2 I entonces Pi2I ei = 1 2 P y P = R. Luego existe i 2 I tal que ei =2 P:
(4) Sea P un ideal. Si ei 2 P , entonces 1 = i(ei) 2 i(P ) y como i es sobreyectiva,
i(P ) es un ideal luego i(P ) = Ri: Recíprocamente, si i(P ) = Ri; entonces existe
a 2 P tal que i(a) = 1 luego i(ei  a) = 1 y j(ei  a) = 0 para todo j 6= i por tanto
ei  a = ei. Como a 2 P se tiene que ei 2 P .
(5) Si P es un ideal primo de R se tienen dos casos:
(a) existe i 2 I tal que i(P ) 6= Ri.
(b) i(P ) = Ri, para todo i 2 I.
Si se verifica (a); existe i 2 I tal que i(P ) 6= Ri, entonces P =  1i (i(P )).
En efecto, P   1i (i(P )) y si a 2  1i (i(P )) entonces i(a) 2 i(P ) luego existe
b 2 P tal que i(a) = i(b) por tanto (a  b)  ei = 0 2 P . Como ei =2 P , a  b 2 P y
en consecuencia a 2 P ya que b 2 P .
Por el item (3), el caso (b) no puede darse si I es finito.
(6) Si M es un ideal maximal de R entonces M es primo y por el item (5), M = Mp;i
con p 2 Spec(Ri). Si p no es maximal entonces existe m 2 Max(Ri) tal que p  m por
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tantoM   1i (m) lo cual es absurdo puesM es maximal de R. Entonces p es maximal.
(7) Consideremos en R =
Qn




fMp;i : p 2 Spec(Ri)g:
Para todo i definimos Xi = fMp;i : p 2 Spec(Ri)g y consideramos la aplicación
i : Xi ! Spec(Ri)
definida por i(Mp;i) = i(Mp;i) = p. Así, i es inyectiva pues si p = q entonces
Mp;i =Mq;i y i es sobreyectiva pues i es sobreyectiva, y i es continua ya que
 1i (V (p)) = fMq;i 2 Spec(R) : p  qg = V (Mp;i);
donde V (p) denota el cerrado de Zariski del ideal p. De igual forma,  1i es continua y








(8) La demostración es similar a la del item (7), solo cambiamos p 2 Spec(Ri) por
m 2 Max(Ri) y Spec(R) por Max(R).
(9) Sea I infinito y consideremos
Q = fa 2 R : 9 J  I; J finito con i(a) = 0 8i =2 Jg
es decir, Q =
L
i2I Ri: Entonces Q es un ideal de R. En efecto, sean a; b 2 Q entonces
existen J1; J2  I finitos tales que i(a) = 0 para todo i =2 J1 y i(b) = 0 para todo
i =2 J2. Luego para todo i =2 J1 [ J2; i(a + b) = 0 y J1 [ J2 es finito. Así, a + b 2 Q:
Además, si  2 R; entonces i(  a) = 0 para todo i =2 J1 y como J1 es finito entonces
 a 2 Q. Por otra parte, como todo ideal está contenido en un ideal maximal entonces
existe un ideal maximal M y por tanto un ideal primo de R que contiene a Q y que
cumple que i(M) = i(Q) = Ri para todo i 2 I.
Observación 1.2.7 En el Lema 1.2.6(9) Q no es primo, por ejemplo, sea R = AN con
A un anillo. Sean a y b divisores de cero de A tales que ab = 0. Si definimos i(a) = a
y i(b) = b para todo i = 1; : : : ; n entonces a  b = 0 2 Q pero a =2 Q y b =2 Q.
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mj con mj = Rj para todo j 6= i; y mi = p (1.1)
donde p un ideal primo minimal de Ri.
Demostración. Es consecuencia del Lema 1.2.6(5).
1.3. Producto de cuerpos.
Sean I un conjunto arbitrario y fRigi2I una familia de cuerpos. En toda esta sección
consideramos el anillo producto R =
Q
i2I Ri.
Proposición 1.3.1 Para todo f 2 R, existen uf inversible y f idempotente tal que
f = f  uf . Además, f es único y f = 1 si y sólo si f es inversible.
Demostración. Definimos la aplicación uf (i) = f(i) si f(i) 6= 0 y uf (i) = 1 si f(i) = 0
y la aplicación f (i) = 1 si f(i) 6= 0 y f (i) = 0 si f(i) = 0. Así, uf es inversible, f es
idempotente y f = uf f . Note que uf no es único pues la construcción es válida con
uf (i) 6= 0 si f(i) = 0. Además, f está unívocamente determinado por f . En efecto,
f(i) = uf (i)f (i) y uf (i) 6= 0 para todo i pues uf es inversible. Luego si f(i) = 0;
entonces f (i) = 0 y si f(i) 6= 0 entonces f (i) 6= 0 y por tanto f (i) = 1 ya que f es
idempotente. En particular, f = 1 si y sólo si f es inversible.
Para cada ideal a de R definimos el conjunto de idempotentes de a como
id(a) = ff 2 a : f es idempotenteg:
En particular id(R) = ff 2 R : f es idempotente g.
Observación 1.3.2 En la Proposición 1.3.1, como f 2 id(R) es único, se llama a f
el idempotente asociado a f y es denotado por id(f). Definimos así la aplicación
id : R ! R
f 7! id(f) :
Se satisfacen las siguientes propiedades:
(1) id(f  g) = id(f)  id(g).
En efecto, por la Proposición 1.3.1, f g = id(f) uf  id(g) ug además el producto
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de idempotentes es idempotente y el de inversibles es inversible luego
f  g = (id(f)  id(g))  (uf  ug) = id(f  g)  uf g:
Pero el idempotente es único entonces id(f  g) = id(f)  id(g).
(2) Para todo ideal a se tiene que id(a)  a.
En efecto, para todo f 2 R; f = f uf . Luego, si f 2 a entonces f = f u 1f 2 a.
(3) Para todo f 2 R; f 2 a si y sólo si id(f) 2 id(a).
(4) Sean a; b ideales de R. Por el item (3), a = b si y sólo si id(a) = id(b).
Proposición 1.3.3 Sea f 2 R, f no es inversible si y sólo si existe g 6= 0 tal que
f  g = 0 y f + g es inversible.
Demostración. Si f no es inversible, por la Proposición 1.3.1, f = id(f)  uf y 1  
id(f) 6= 0. Entonces definimos g = uf  (1  id(f)) y de esta forma, g 6= 0;
f  g = u2f  id(f)  (1  id(f)) = 0 y f + g = uf
es inversible. Recíprocamente como f  g = 0 y g 6= 0; f es no inversible.
El resultado anterior no es cierto en los anillos totales de cocientes, por ejemplo,
Z=(4) es anillo total de cocientes, 2 no es inversible y 2 es el único elemento tal que
2  2 = 0 pero 2 + 2 = 0:
Proposición 1.3.4 Sean m 2 Max(R) y f 2 R. Entonces f 2 m si y sólo si existe
h =2 m tal que f  h = 0.
Demostración. Si existe h =2 m tal que f  h = 0 entonces f 2 m pues m es primo.
Recíprocamente, si f 2 m, f no es inversible y por la Proposición 1.3.3, existe h 6= 0
tal que f  h = 0 y f + h es inversible entonces h =2 m ya que f 2 m y f + h =2 m.
Proposición 1.3.5 Para todo m 2 Max(R), los cuerpos R=m y Rm son canónicamente
isomorfos.
Demostración. Consideremos el homomorfismo canónico
' : R ! Rm
f 7! f1 :
Veamos que para todo f 2 R, f 2 m si y sólo si f1 = 0. En efecto, si f 2 m entonces f
no es inversible y por la Proposición 1.3.3, existe g 6= 0 tal que f  g = 0 y f + g = 1.
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Por tanto g =2 m y f1 = 0. Recíprocamente, si f1 = 0, entonces existe g =2 m tal que
f  g = 0. Luego f  g 2 m y por tanto f 2 m.
En consecuencia, ' induce un homomorfismo inyectivo
 : R=m ! Rm
f +m 7! f1
:
Veamos ahora que  es sobreyectivo. Es decir, si para todo f 2 R y para todo g =2 m
existe h 2 R tal que fg = h1 y esto es equivalente a que existe t =2 m tal que (f g h)t =
0 pero por la Proposición 1.3.4, f   g  h 2 m: Por tanto, hay que demostrar que para
todo f 2 R y para todo g =2 m existe h 2 R tal que f g h 2 m: Como g =2 m, entonces
g+m 6= 0 en el cuerpo R=m luego existe s+m 2 R=m tal que (g+m)  (s+m) = 1+m
y esto es equivalente a que 1  g  s 2 m: Por tanto, f   g  (f  s) 2 m.
El resultado anterior no es válido en el caso en que R sea un anillo total de cocientes.
Por ejemplo, si R es anillo total de cocientes y anillo local pero no cuerpo, entonces
Rm = R y R=m es un cuerpo.
La siguiente proposición muestra que si I es un conjunto arbitrario, fRigi2I es una
familia de cuerpos y R =
Q
i2I Ri entonces R es 0 dimensional. Este resultado es
inmediato por el Teorema 1.1.7 y observando que R es un anillo total de cocientes con
la propiedad de la Proposición 1.3.1. Pero mostramos a continuación una demostración
distinta.
Proposición 1.3.6 Si p es un ideal primo de R entonces p es maximal. Es decir R es
0 dimensional.
Demostración. Supongamos que p es un ideal primo contenido estrictamente en un
ideal maximal m, entonces existe f 2 m tal que f =2 p. Como f no es inversible, por
la Proposición 1.3.3, existe g 6= 0 tal que f  g = 0 y f + g es inversible. Por tanto,
f  g 2 p y como f =2 p, g 2 p. Pero p  m entonces f + g 2 m y f + g es inversible,
entonces m = R.
En consecuencia, si R es un producto arbitrario de cuerpos, entonces
Max(R) = Spec(R):
Corolario 1.3.7 Sean K un cuerpo, I un conjunto finito y R = KI . Entonces
(1) Spec(R) = Max(R) = fmigi2I donde mi = ff 2 R : f(i) = 0g.
(2) R=m ' Rm ' K:
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Demostración. (1) Es inmediato ya que, por el Lema 1.2.6(6), todos los ideales max-
imales de R son de la forma fmigi2I donde mi = ff 2 R : f(i) = 0g.
(2) Por la Proposición 1.3.5, basta mostrar que para todo m 2 Max(R), R=m ' K. Pero
para todo i 2 I el homomorfismo  : R ! K definido por  (f) = f(i) es sobreyectivo
y Ker( ) = mi entonces
' : R=mi ! K
f +mi 7! f(i)
es un isomorfismo.
Proposición 1.3.8 Sean K un cuerpo finito, I un conjunto arbitrario y R = KI . Para
todo m 2 Max(R);
Rm ' R=m ' K:
Demostración. Por la Proposición 1.3.5, basta demostrar que R=m ' K para todo
m 2 Max(R). Sean K = f0; : : : ; ng y consideremos la aplicación
 : K ! R=m
 7! 1+m :
 es inyectiva ya que si  2 K y 1 2 m entonces  = 0 pues si  6= 0; por la Proposición
1.2.1, 1 es inversible en R. Veamos que  es sobreyectiva. Sea f 2 R, para todo i 2 I,
f(i) 2 f0; : : : ; ng y
(f   01)      (f   n1) = 0
ya que para todo i 2 I existe j 2 f0; 1; : : : ; ng tal que f(i) = j , es decir (f j1)(i) = 0:
Entonces
(f   01)      (f   n1) 2 m
y por tanto existe j 2 f1; : : : ; ng tal que f   j1 2 m. Así  es sobreyectiva.
Veremos más adelante que el resultado anterior no es cierto si K es un cuerpo
infinito, I un conjunto infinito y R = KI .
Lema 1.3.9 Si f 2 R es idempotente entonces D(f) = fp 2 Max(R) : f =2 pg es
abierto cerrado en Max(R):
Demostración. Para todo f 2 R , V (f) \ V (1  f)  V (f + (1  f)) = V (1) = ; y
puesto que f 2 id(R) entonces V (f) [ V (1   f) = V (f  (1   f)) = V (0) = Max(R).
Así, D(f) = Max(R)  V (f) = V (1  f) y D(f) es abierto cerrado de Max(R).
Lema 1.3.10 Si en R todo elemento es inversible o producto de un inversible por un
idempotente, como sucede en el caso de que R sea un producto de cuerpos, entonces
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todos los conjuntos D(f) = fp 2 Max(R) : f =2 pg, para f 2 R, son abiertos cerrados
de Max(R).
Demostración. Para todo f 2 R se tiene que f = uf  f donde uf es inversible y
f es idempotente. Note que V (f) = V (f ) y por tanto D(f) = D(f ). Además, por
el Lema 1.3.9, D(f ) es abierto cerrado de Max(R).
1.3.1. Filtros y ultrafiltros de I.
Hemos visto en el Lema 1.2.6(9) que hay ideales maximales de KI , con I arbitrario,
que no son de la forma mi. Sobre estos ideales hay mucha literatura, pero aquí nos
limitaremos a estimar el cardinal del conjunto que forman usando filtros y ultrafiltros.
Sean I un conjunto arbitrario, K un cuerpo y R = KI . Para todo C  I; definimos
la aplicación
eC : I ! K
i 7! eC(i) =
(
0; si i 2 C
1; si i =2 C :
Propiedades: Sean B;C  I: Entonces se tiene que:
(1) eI = 0; e; = 1.
(2) eB + eC = eB\C + eB[C .
(3) eB  eC = eB\C .
(4) e2C = eC .
Veamos que existe una correspondencia biunívoca entre el conjunto de partes de I,
P(I), y el conjunto de los elementos idempotentes de R, id(R).
Proposición 1.3.11 Sean I un conjunto arbitrario y R = KI . Entonces la aplicación
 : P(I) ! id(R)
C 7! eC
es una biyección.
Demostración.  es inyectiva pues si eB = eC entonces eB(i) = eC(i); para todo i 2 I:
Luego eB(j) = 0 con j 2 B si y sólo si eC(j) = 0 con j 2 C: Por tanto B = C: Por
último,  es sobreyectiva pues si f 2 id(R); f(i) = 0 o f(i) = 1, para todo i 2 I;
entonces C = fi 2 I : f(i) = 0g cumple que (C) = f :
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Definición 1.3.12 Un filtro F sobre un conjunto I es una familia no vacía de subcon-
juntos no vacíos de I, que satisfacen:
(i) si B;C 2 F entonces B \ C 2 F,
(ii) si C 2 F y C  D entonces D 2 F.
Proposición 1.3.13 Si a es un ideal propio de R, entonces
F(a) = fC  I : eC 2 ag =  1(id(a))
es un filtro en I:
Demostración. Veamos que F(a) cumple las condiciones de filtro. Puesto que eI =
0 2 a, entonces I 2 F(a) y por tanto F(a) es no vacío. Ahora si B; C 2 F(a) entonces
eB; eC 2 a y como a es ideal, eB + eC   eB  eC = eB\C 2 a; por tanto B \ C 2 F(a):
Por último, si C 2 F(a) y C  D entonces eC  eD = eC[D = eD 2 a. Luego D 2 F(a):
La segunda igualdad es inmediata por la Proposición 1.3.11.
Lema 1.3.14 Sean a y b ideales de R. Entonces a  b si y sólo si F(a)  F(b).
Demostración. Sea C  I tal que C 2 F(a) entonces eC 2 a  b; luego eC 2 b por
tanto C 2 F(b): Recíprocamente, si eC 2 a entonces C 2 F(a)  F(b); luego C 2 F(b)
y por tanto eC 2 b.
Ahora mostraremos que existe una correspondencia biunívoca entre el conjunto de
ideales de R, ideal(R), y el de los filtros en I, l(I).
Proposición 1.3.15 Sean I un conjunto arbitrario y R = KI . Entonces la aplicación
 : ideal(R) ! l(I)
a 7! F(a)
es una biyección.
Demostración. Por el Lema 1.3.14, a = b si y sólo si F(a) = F(b). Por tanto,  está
bien definida y es inyectiva. Veamos que  es sobreyectiva. Dado un filtro F de I, el
ideal propio de R asociado a F es a(F) = (feCgC2F)R pues a(F(a)) = (feCgC2F(a))R =
(feCgeC2a)R = (fag)R = a:
Definición 1.3.16 Un ultrafiltro es un filtro maximal con respecto a la relación de
contenido.
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Proposición 1.3.17 La correspondencia  : ideal(R) ! l(I) relaciona biunívoca-
mente los ideales maximales de R con los ultrafiltros de I.
Demostración. Por la Proposición 1.3.6, todo ideal primo de R es maximal. Además,
por el Lema 1.3.14 y la Proposición 1.3.15,  es una aplicación biyectiva que preserva
la relación de contenido, por tanto los ideales maximales de R son enviados en los
ultrafiltros de I:
Lema 1.3.18 (1) Si fFg2T es una familia no vacía de filtros de I; entonces
T
2T F
es un filtro de I:
(2) Si C = fFigi2N es una cadena, es decir, fFigi2N es una familia no vacía de filtros




i2N Fi es un filtro de I:
Demostración.
(1) Se deduce de la Proposición 1.3.15 y el hecho que la intersección de ideales es un
ideal. (2) Veamos que
S
i2N Fi cumple las condiciones de un filtro de I.
S
i2N Fi 6= ;
ya que fFigi2N es una familia no vacía. Además si B;C 2
S
i2N Fi; como Fi  Fi+1,
existe i tal que B;C 2 Fi y por tanto B \C 2 Fi; luego B \C 2
S
i2N Fi: Por último,
si C 2 Si2N Fi y C  D, existe i tal que C 2 Fi y C  D, luego D 2 Fi y por tanto
D 2 Si2N Fi.
Lema 1.3.19 Todo filtro puede extenderse a un ultrafiltro.
Demostración. Sea F0 un filtro en I: Supongamos P el conjunto de todos los filtros F
en I tales que F  F0 y consideremos el conjunto parcialmente ordenado (P;): Si C es
una cadena en P, por el Lema 1.3.18(2),
S
C es un filtro y por tanto una cota superior
de C en P. Por el lema de Zorn existe un elemento maximal U en P y por definición, U
es un ultrafiltro.
Proposición 1.3.20 Existen exactamente 22#(I) ultrafiltros de I.
Demostración. Ver por ejemplo [8, Theorem 7.6, pág 75].




Como 22@0 > @1, hay una cantidad de ideales maximales de KI que no se pueden
describir pero hay una cantidad numerable de la forma mi:
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1.3.2. Inmersión de un anillo en un producto de cuerpos.
Sea R un anillo y consideremos el producto de cuerposY
m2Max(R)
R=m:
Por la propiedad universal del producto existe un homomorfismo de anillos
' : R ! Qm2Max(R)R=m
a 7! (a+m)m2Max(R)
:
En general ' es no inyectiva pues Ker(') = J(R); donde J(R) es el radical de
Jacobson de R. En efecto,






O(R) = ff 2 R : 9g 6= 0 tal que f  g = 0g
y
I(R) = ff 2 R : 9g 2 R tal que f  g = 1g





(2) Para todo a 2 R, '(a) 2 O(Qm2Max(R)R=m)T'(R) si y sólo si existe m 2
Max(R) tal que a 2 m.
(3) '(O(R))  O(Qm2Max(R)R=m)T'(R).





Además, el recíproco se verifica si J(R) = f0g:
Demostración. (1) Si a 2 R es inversible entonces a =2 m para todo m 2 Max(R)
luego a+m 6= 0 en R=m para todo m; por tanto '(a) es inversible en Qm2Max(R)R=m:
Recíprocamente, sea b 2 I(Qm2Max(R)R=m)T'(R), existe a 2 R tal que b = '(a) y
'(a) es inversible en
Q
m2Max(R)R=m entonces a+m 6= 0 en R=m para todo m 2 Max(R)
por tanto a =2 m para todo m, luego a es inversible y b 2 '(I(R)).
(2) Inmediato porque un elemento de un producto de cuerpos es cero o divisor de cero
si y sólo si tiene una componente nula.
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(3) Un elemento que es cero o divisor de cero está contenido en algún maximal y por
tanto aplicamos el item (2).
(4) Por el Corolario 1.2.3,
Q






























































 O(Qm2Max(R)R=m)T I(Qm2Max(R)R=m) = ;:




'(R) y por el item (3),
'(O(R))  O(Qm2Max(R)R=m)T'(R):
): Por hipótesis, R es un anillo total de cocientes, entonces R = O(R) [ I(R) y






(: Sea a 2 R. Vamos a ver que R es anillo total de cocientes para esto vemos primero
que si a =2 I(R) entonces '(a) =2 I(Qm2Max(R)R=m)T'(R).
En efecto, si '(a) 2 I(Qm2Max(R)R=m)T'(R) entonces, por el item (1), existe b 2 R
tal que '(b) = '(a) y b 2 I(R) por tanto '(b   a) = 0. Como ' es inyectiva ya que
J(R) = f0g entonces b = a y a 2 I(R).
Ahora, si a =2 I(R), entonces '(a) =2 I(Qm2Max(R)R=m)T'(R) pero '(a) 2 '(R)
luego '(a) =2 I(Qm2Max(R)R=m). Por lo tanto '(a) 2 O(Qm2Max(R)R=m)T'(R) =
'(O(R)). Luego existe b 2 O(R) tal que '(a) = '(b) esto es '(a  b) = 0 y como ' es
inyectiva, a = b y a 2 O(R).
En consecuencia, R es un anillo total de cocientes.
En general, el recíproco del item (4) de la Proposición 1.3.22 no es cierto, por
ejemplo, si R es un anillo local que es dominio y no es cuerpo, entonces O(R) = f0g,
O(R=m) = f0g y sin embargo R no es un anillo total de cocientes.
Ejemplo 1.3.23 (Un anillo total de cocientes que no es producto de cuerpos)
Sea R = R[x]
(x3)
. Entonces
(i) R es un anillo total de cocientes porque R[x] es un dominio euclídeo.
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(ii) R es un anillo local porque el único ideal maximal de R[x] que contiene al ideal
(x3) es (x).
(iii) Si R ' Rr entonces r = 1 pues R tiene un único ideal maximal y Rr tiene r
ideales maximales. Pero R no es isomorfo a R pues R no es un cuerpo.
Proposición 1.3.24 R es un anillo con Max(R) = fm1; : : : ;mrg y J(R) = f0g si y
sólo si R = K1     Kr donde Ki es un cuerpo para todo i = 1; : : : ; r.
Demostración. ): Sea
' : R ! R=m1     R=mr
a 7! (a+m1; : : : ;a+mr)
Como J(R) = f0g, ' es inyectiva. Vamos a ver que ' es sobreyectiva para ello se debe
probar que para todo (a1; :::;ar) 2 Rr existe a 2 R con ai +mi = a+mi para todo i.
Por otra parte, para todo i 2 f1; : : : ; rg, m1 \    \ bmi \    \mr 6= f0g donde bmi denota
que mi no hace parte de la intersección. Ya que si m1\  \ bmi\  \mr = f0g entonces
m1 \    \ bmi \    \mr  mi. Por [3, Proposición 1.11], existe k, 1  k  r; con k 6= i
tal que mk  mi. Pero mk y mi son maximales luego mk = mi y esto es absurdo. En
consecuencia, m1 \    \ bmi \    \mr 6= f0g y
m1 \    \ bmi \    \mr * mi:
De esta forma, existe xi =2 mi y xi 2 m1 \    \ bmi \    \ mr luego xi + mi 6= 0 en el
cuerpo R=mi y existe yi+mi tal que (xi+mi)(yi+mi) = 1+mi. Entonces xiyi 1 2 mi
y xiyi 2 m1 \    \ bmi \    \mr: Llamamos ei = xiyi para i = 1; : : : ; r.







aiei +mj = ajej +mj = aj +mj :
En consecuencia, ' es sobreyectiva y R es un producto de cuerpos.
(: Si R = K1     Kr, entonces por el Lema 1.2.6, Max(R) = fm1; : : : ;mrg donde
mi = fa 2 R : a(i) = 0g. Luego, J(R) = f0g.
Ejemplo 1.3.25 Sea R = C([0; 1];R) y consideremos x 2 [0; 1]. En consecuencia, mx =
ff 2 R : f(x) = 0g es un ideal maximal, Tx2[0;1]mx = f0g y como J(R)  Tx2[0;1]mx
entonces J(R) = f0g: Pero R no es un producto de cuerpos.
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1.4.  Anillos.
Si R = KI con K un cuerpo e I un conjunto finito entonces, por el Corolario 1.3.7,
R es producto de sus localizados. Para un anillo general R no es cierto este resultado.
Podemos plantearnos generalizar la noción de anillo producto directo de anillos locales,
por anillo que es límite proyectivo de sus localizados.
Sea R un anillo. Para todo p 2 Spec(R) consideramos el morfismo
'p : R ! Rp
a 7! a1
:
















es conmutativo. En consecuencia, si construimos el límite proyectivo
lm  (Rp; fqp)p;q2Spec(R)
pq
existe un homomorfismo canónico
' : R! lm  (Rp; fqp)p;q2Spec(R)
pq
donde '(a) = (a1 )p2Spec(R):
Lema 1.4.1 Ker(')  Tp2Spec(R) p y en consecuencia si R es reducido, es decir R no
tiene elementos nilpotentes, entonces ' es inyectiva.
Demostración. Sea a 2 Ker('); a1 = 0 en Rp, para todo p 2 Spec(R). Esto equivale a
que para todo p; existe p =2 p tal que pa = 0: Luego a 2 p, para todo p 2 Spec(R).
Por tanto a 2 Tp2Spec(R) p: Por otra parte, la intersección de todos los ideales primos
de R es el nilradical de R y R no tiene elementos nilpotentes entonces a = 0 y ' es
inyectiva.
El recíproco del Lema 1.4.1, no es cierto y lo veremos en el Ejemplo 1.4.4.
Definición 1.4.2 R es un  anillo si y sólo si ' es un isomorfismo.
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En la tesis doctoral de E. Fernández Bermejo, [7], se utiliza la propiedad caracterís-
tica de los  anillos para extender resultados de grupos clásicos en módulos libres sobre
anillos locales a propiedades de módulos libres sobre  anillos.
Lema 1.4.3 Si R es un anillo local entonces
R = lm  (Rp; fqp)p;q2Spec(R)
pq
y R es  anillo.
Demostración. Sea m el ideal maximal del anillo R. Entonces para todo p 2 Spec(R),
p  m pues todo ideal primo de R está contenido en el maximal m. Por tanto
lm  (Rp)p2Spec(R) = Rm:
Pero Rm = R ya que Rm = S 1R donde S es el complementario del ideal maximal, que
en el anillo local R coinciden con los elementos inversibles.
En consecuencia,
R = Rm = lm  (Rp)p2Spec(R);
' es el homomorfismo identidad y R es  anillo.
Ejemplo 1.4.4 (Un  anillo con elementos nilpotentes)
Consideremos el anillo local R = Z=(4) con ideal maximal m = (2) y con conjunto de
elementos inversibles S = f1; 3g. Entonces, por el Lema 1.4.3, R es  anillo.
Por otra parte, este ejemplo muestra que el recíproco del Lema 1.4.1 no se cumple pues
' : R! lm  (Rp)p2Spec(R)
es inyectiva ya que ' es el homomorfismo identidad y R tiene elementos nilpotentes.
Proposición 1.4.5 (Significado de la definición de  anillo) R es un  anillo







tal que si p  q, fpgp =
fq
gq
en Rp, existe un único a 2 R con a1 = fpgp para todo p 2 Spec(R).
Demostración. Se sigue de la definición de límite proyectivo.
La idea intuitiva de la definición de  anillo es la siguiente: los elementos de Rp
son “funciones que pertenecen localmente a R en el punto p”, los elementos de lm  Rp
son funciones que “localmente” están en R para todo p 2 Spec(R). Entonces R es un
 anillo si toda función que localmente está en R, para todo p 2 Spec(R), es un
elemento de R.
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Vamos a mostrar que si R es un dominio entonces R es un  anillo pero necesitamos
de la proposición siguiente.
Proposición 1.4.6 Sea R un dominio. Si identificamos R y sus anillos cocientes con





Demostración. R  Tp2Spec(R)Rp ya que si a 2 R; a1 2 Rp; para todo p 2 Spec(R).
Para la otra contención sea a 2 Tp2Spec RRp: Definimos
Ia = fx 2 R : ax 2 Rg:
Es claro que Ia es un ideal de R y note que a 2 R si y sólo si 1 2 Ia. Veamos que
1 2 Ia si y sólo si Ia no es un ideal propio de R. En efecto, si 1 2 Ia entonces Ia = R
y recíprocamente, si Ia es propio, existe p 2 Spec(R) tal que Ia  p, como a 2 Rp
entonces a = xy con y =2 p luego ay = x y en consecuencia y 2 Ia  p lo cual es absurdo.
Así, a 2 R y R = Tp2Spec(R)Rp:
Proposición 1.4.7 Si R es un dominio, entonces R es un  anillo.





Por otra parte, para todo p 2 Spec(R), Rp es subconjunto de K(R), el cuerpo de
fracciones de R. Además, K(R) es el localizado de R en el ideal primo (0) y ffqp : Rq !







En consecuencia, ' es el homomorfismo identidad y R es un  anillo.
Ejemplo 1.4.8 De acuerdo a la Proposición 1.4.7, si K es un cuerpo entonces el anillo
de polinomios K[x1; : : : ; xn] es un  anillo pues K[x1; : : : ; xn] es un dominio.
Teorema 1.4.9 Si K es un cuerpo e I es finito, entonces R = KI es un  anillo.
Demostración. Por el Corolario 1.3.7, R = KI es un anillo en el que todos sus ideales
primos son maximales, por tanto no hay morfismos entre los localizados, luego el límite
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Por tanto, ' es el homomorfismo identidad y R es  anillo.
Note que si I es infinito, la aplicación  : I ! Max(R) dada por (i) = mi es
inyectiva pero no sobre ya que #(I) << #(Max(R)) = 22#(I) . Luego el cardinal del
conjunto de los ideales maximales de R = KI con I finito y de R = KJ con J infinito
se comparan como #(Max(R)) << #(Max(R)). Por tanto, en el caso en el que J es
infinito, R = KJ no puede ser un  anillo. En la siguiente sección vamos a generalizar
este resultado.
1.4.1. Componentes grafoconexas.
Sean I un conjunto arbitrario y  II. En lo que sigue diremos que fCj ; fijg j2I
(i;j)2
es un diagrama en una categoría C si está compuesto por
(i) una familia de objetos fCjgj2I de C y
(ii) una familia de morfismos de C, ffij : Ci ! Cjg(i;j)2.
Sea X un conjunto. Todo subconjunto  de X X induce una relación de equiva-
lencia en X mediante el proceso siguiente de construcción de relaciones
R1 : aR1b , (a; b) 2  o a = b
R2 : aR2b , aR1b o bR1a
R : aRb , 9a1; : : : ; at 2 X tales que aR2a1R2 : : : R2atR2b:
La relación R1 es reflexiva,R2 es reflexiva y simétrica, yR es una relación de equivalencia
llamada relación de equivalencia asociada a . Además R es la mínima relación de
equivalencia en X que contiene a  es decir para toda Q relación de equivalencia de X
tal que   Q; se tiene que R  Q:
Definición 1.4.10 Si D = fCj ; fijg j2I
(i;j)2
es un diagrama en C entonces
(1) Llamamos componente grafoconexa de I a cada elemento de I=R = fIg2T donde
R es la relación de equivalencia asociada a .
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(2) Para toda I componente grafoconexa de I, llamamos componente grafoconexa del
diagrama D a D = fCj ; fijg j2I
(i;j)2
con  =  \ (I  I).
Observe que si  =  \ (I  I) entonces
(i) Para todos ;  2 T ,  6= ;  \ = ;.
(ii)  = q2T:
(iii) Como  = q2T, (i; j) 2  si y sólo si existe  único tal que i; j 2 I:
Proposición 1.4.11 Sean I = q2T I una partición de I y   I  I un subconjunto
tal que  = q2T\(II): En la categoría C dado un diagrama D = fCj ; fijg j2I
(i;j)2
,
si D = fCj ; fijg j2I
(i;j)2





Demostración. Para todo  2 T; llamamos
(Z; 'j) := lm  D; 'j : Z ! Cj ; 8j 2 I
Entonces, para todo A y toda familia de morfismos aj : A! Cj ; j 2 I; tales que para
todo (i; j) 2 ; fij  ai = aj ; existe  : A! Z único tal que aj = 'j  :
Definimos Z =
Q
2T Z y ' : Z ! Z a la proyección. Entonces para todo A y
para toda familia de morfismos  : A ! Z;  2 T; existe a : A ! Z único tal que
'  a = ; para todo  2 T:
Vamos a probar que Z cumple la propiedad universal del límite proyectivo.
(1) Existen los morfismos tj : Z ! Cj ; para todo j 2 I; ya que existe  2 T único con
j 2 I y existe el morfismo proyección sobre la componente , ' : Z ! Z y puesto
que j 2 I existe el morfismo del límite 'j : Z ! Cj . Por tanto, podemos construir
tj : Z ! Cj por tj = 'j  ' para todo j 2 I:
(2) Para todo (i; j) 2 , fij  ti = tj : En efecto, si (i; j) 2 , existe  único tal que
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Entonces, fij  ti = fij  ('i  ') = (fij  'i)  ' = 'j  ' = tj :
(3) Para todo A y toda familia de morfismos aj : A ! Cj de manera que para todo
(i; j) 2 ; fij  ai = aj existe un único morfismo a de A en Z tal que tj  a = aj ; para
todo j 2 I:
En efecto, fijamos  2 T: Tomando la familia de morfismos aj : A ! Cj , para todo
j 2 I y puesto que para todo (i; j) 2  \ (I  I), fij  ai = aj entonces existe
 : A ! Z con 'j   = aj , para todo j 2 I: Teniendo la familia de morfismos

























Entonces, tj  a = ('j  ')  a = 'j  ('  a) = 'j   = aj ; 8j 2 I:
Veamos que a es único con esta propiedad. Supongamos que b verifica la misma condi-
ción, es decir para todo j 2 I; tj  a = aj y tj  b = aj . Como j 2 I; para algún
 2 T; entonces tj  a = 'j  '  a y tj  b = 'j  '  b. Luego
'j  '  a = 'j  '  b; 8j 2 I:
Por la unicidad de  tal que aj = 'j , para todo j 2 I, tenemos que 'a = 'b
para todo  2 T; y por tanto, a = b:
En consecuencia, si D = fCj ; fijg j2I
(i;j)2
es un diagrama y fDg2T es la familia de





Observación 1.4.12 Podemos pensar que al tomar una descomposición del conjunto
de índices, que no verifique la hipótesis de la Proposición 1.4.11 se obtiene el mismo
resultado. Esto no es cierto en general, por ejemplo sean A;B;C conjuntos, y f : A! B
y g : C ! B dos aplicaciones con el mismo rango. Además consideremos el diagrama
A
f // B oo
g
C . El límite proyectivo del primero es A, el límite del segundo es C
y el límite de fA;Cg es A  C. Pero el límite del diagrama A f // B oo g C es el
producto fibrado
AB C = f(a; c) 2 A C : f(a) = g(c)g 6= A C:
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Si R es un anillo, trasladando a Spec(R) las notaciones iniciales de esta sección
tomamos en Spec(R)Spec(R) a  = f(p; q) 2 Spec(R)Spec(R) : p  qg y la relación
de equivalencia asociada a . Sea fGg2T el conjunto de componentes grafoconexas
de Spec(R). El diagrama D = fRq; fpqgp;q2Spec(R)
pq
se descompone en sus componentes
grafoconexas fDg2T donde D = fRq; fpqgp;q2G
pq
.
Por la Proposición 1.4.11,









inducen homomorfismos ' : R! R para todo  2 T . Entonces, R es un  anillo si
el morfismo ' : R!Q2T R inducido por los ' es un isomorfismo.
Lema 1.4.13 Si R1; : : : ; Rn son  anillos, entonces R = R1  Rn es un  anillo.
En particular el producto finito de anillos locales y el producto finito de dominios enteros
son  anillos.





Por tanto, siMp yMq son ideales primos de R tales queMp Mq entonces existe i único









En consecuencia, ' es el morfismo identidad y R = R1     Rn es un  anillo.
Observe que el Lema 1.4.13 no se cumple si cambiamos el producto finito por infinito
pues en este caso aparecen ideales primos descritos en el Lema 1.2.6(9).
Proposición 1.4.14 Si R es  anillo entonces Spec(R) tiene un número finito de
componentes grafoconexas.
Para la demostración de la Proposición 1.4.14 necesitamos el siguiente lema.
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Lema 1.4.15 Si R es un  anillo y m es un ideal maximal de R, entonces existe 
único con m 2 G tal que
'(m) = f(a
1
)p2G : a 2 mg
es un ideal propio de R:
Demostración. Como ' es el morfismo proyección, '(m) = f(a1 )p2G : a 2 mg es
ideal de R. Además, '(m) es un ideal propio porque si (1)p2G 2 '(m) entonces





y como m 2 G; en particular, 1 = a1 en Rm. Luego existe  =2 m tal que (1  a) = 0;
pero 0 2 m entonces (1  a) 2 m y por tanto 1 2 m ya que a 2 m y esto es absurdo.
Demostración. (de la Proposición 1.4.14) Sea T infinito, por el Lema 1.2.6(9),
existe M ideal maximal de
Q
2T R tal que '(M) = R para todo  2 T . Pero esto
es absurdo pues en el Lema 1.4.15 se probó que existe un  tal que '(M) es un ideal
propio de R: En consecuencia si R es  anillo, entonces Spec(R) tiene un número
finito de componentes grafoconexas.
Como consecuencia de la Proposición 1.4.14 los anillos de funciones continuas C(X;R)
con X abierto de Rn no son  anillos.
1.4.2. Relación entre las componentes grafoconexas, irreducibles y
conexas de Spec(R).
Recordemos que
Definición 1.4.16 Si X es un espacio topológico,
(1) una componente conexa de X es un subconjunto conexo maximal de X.
(2) una componente irreducible de X es un subconjunto irreducible maximal de X:
Es conocido que las componentes irreducibles de Spec(R) se corresponden con los
ideales primos minimales.
Proposición 1.4.17 Si R es un anillo reducido y Spec(R) tiene un número finito de
componentes irreducibles, entonces son equivalentes:
(1) Las componentes irreducibles de Spec(R) son abiertas.
(2) Las componentes conexas, grafoconexas e irreducibles de Spec(R) coinciden.
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i=1Ri, con Ri dominio, para todo i:
En consecuencia, un anillo R que satisface una de estas propiedades es un  anillo por
la Proposición 1.4.13.
Demostración. Para todo p 2 Spec(R), llamamos Ip, Gp y Cp a las componentes
irreducibles, grafoconexas y conexas respectivamente de p:
(1) ) (2): Veamos primero que Ip = Cp para todo p 2 Spec(R): Si Ip es no conexo,
entonces existen abiertos U y V de X = Spec(R) tales que
(U \ Ip) [ (V \ Ip) = Ip y (U \ Ip) \ (V \ Ip) = ;:
Además, como Ip es abierto de X, U 0 = U \ Ip y V 0 = V \ Ip son abiertos de X: Por
tanto, X   U 0 y X   V 0 son cerrados además como Ip es cerrado, (X   U 0) \ Ip y
(X   V 0) \ Ip son cerrados de X tales que
((X   U 0) \ Ip) [ ((X   V 0) \ Ip) = (X   (U 0 \ V 0)) \ Ip = X \ Ip = Ip
y
((X   U 0) \ Ip) \ ((X   V 0) \ Ip) = (X   (U 0 [ V 0)) \ Ip = ;:
Esto contradice la irreducibilidad de Ip. Luego Ip es conexo y Ip  Cp.
Antes de probar que Cp es irreducible para todo p 2 Spec(R); veamos que
Ip \ Iq = ; si Ip 6= Iq:
En efecto, supongamos que Ip \ Iq 6= ; con Ip 6= Iq. Puesto que Iq es abierto entonces
Ip   Iq es cerrado y como Ip 6= Iq, Ip   Iq es no vacío. Además, Ip \ Iq es cerrado,
luego Ip = (Ip \ Iq) [ (Ip   Iq) es la unión de los cerrados propios. Esto contradice la
irreducibilidad de Ip.




(Iq \ Cp) (1.2)
donde ninguno de los conjuntos Iq\Cp coincide con Cp porque Ip\Cp 6= Cp y Iq\Cp 6= Cp
ya que si Iq \ Cp = Cp entonces Cp  Iq y como Ip  Cp entonces Ip  Iq es decir
Ip \ Iq 6= ; lo cual es absurdo. Pero la Ecuación (1.2) contradice la conexidad de Cp,
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por tanto Ip = Cp para todo p 2 Spec(R):
Por último veamos que Ip = Gp para todo p 2 Spec(R): En efecto, puesto que las
componentes irreducibles de Spec(R) son los cierres de primos minimales entonces sean
p1; : : : ; pr los primos minimales y Ip1 ; : : : ; Ipr sus componentes irreducibles. Note que
Ipi , para i = 1; : : : ; r, es una componente grafoconexa ya que Ip \ Iq = ; si Ip 6= Iq
y si p; q 2 Ipi entonces pi  p o pi  q. Además, Ipi = Gpi porque de lo contrario
existe p 2 Gpi y p =2 Ipi . Como p =2 Ipi , existe j tal que p 2 Ipj y Ipj  Gpj entonces
p 2 Gpi \Gpj y esto es absurdo pues las componentes grafoconexas son disjuntas.
(2) ) (3) Es inmediata.
(3) ) (1) Por hipótesis, Ip = Gp para todo p 2 Spec(R) y como las componentes






Por tanto, Ip es abierto pues sólo hay un número finito de componentes irreducibles.
(1) ) (4) Sean p1; : : : ; pr los ideales primos minimales de Spec(R) y Ip1 ; : : : ; Ipr las
componentes irreducibles. Existe un isomorfismo entre R y el producto de dominios
R=p1     R=pr. En efecto,
 : R ! R=p1     R=pr
a 7! (a+ p1; : : : ; a+ pr)
:
Veamos que  es inyectiva. Si a + pi = b + pi, para todo i = 1; : : : ; r; entonces





i=1 pi = f0g luego a = b: Para ver que  es so-
breyectiva basta ver que (0 + p1; : : : ; 1 + ps; : : : ; 0 + pr) 2  (R) para todo s = 1; : : : ; r:
Veamos primero que pi + pj = R para todos i; j. Si pi + pj 6= R entonces existe un
maximal m tal que pi + pj  m luego pi  m y pj  m; es decir m 2 Ipi \ Ipj y esto es
absurdo si pi 6= pj porque Ipi \ Ipj = Gpi \Gpj = ;.
Ahora, como pi + pj = R para todos i; j; con i < j; entonces existen ij ; ij
tales que ij + ij = 1; ij 2 pi; ij =2 pi, ij =2 pj y ij 2 pj . Sea es =
1s : : : (s 1)ss(s+1) : : : sr entonces es 2 pi para todo i 6= s ya que 1s 2 p1; : : : ; (s 1)s 2
ps 1; s(s+1) 2 ps+1; : : : ; sr 2 pr. De esta forma,  (es) = (0; : : : ; es + ps; : : : ; 0). Ahora
veamos que es + ps = 1 + ps. En efecto,
es = (1  1s)    (1  (s 1)s)(1  s(s+1))    (1  sr) = 1  fs
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donde fs 2 ps ya que en cada término de fs hay por lo menos un 1s; : : : ; (s 1)s;
s(s+1); : : : ; sr que pertenecen a ps. Por tanto, si a = a1e1 +   + arer entonces
 (a) = (a+ p1; : : : ; a+ pr) = (a1 + p1; : : : ; ar + pr)
ya que para todo s = 1; : : : ; r, a+ps = a1e1+   +arer+ps = ases+ps = as(es+ps) =
as(1 + ps) = as + ps:
(4) ) (1) Puesto que las componentes irreducibles de Spec(R) son los cierres de ideales
primos minimales y por el Lema 1.2.8, los primos minimales de R son de la forma
m =
Qn
i=1; i 6=j pi con pi = Ri y pj = (0). Entonces solo falta ver que son abiertas
pero esto se tiene pues las componentes irreducibles son cerradas y disjuntas.
En la Proposición 1.4.17, la hipótesis de que el anillo R sea reducido es necesaria
solo para demostrar (1) ) (4). Por ejemplo si K es un cuerpo, el anillo
R = K[[t]]=(t2) = fa+ bt : a; b 2 Kg
tiene un único ideal primo minimal y maximal, el ideal generado por (t). En consecuencia
R cumple (1) pero no es producto finito de dominios.
1.5. Anillos de Hermite.
Si M es un R módulo libre, toda base B = fuigi2I de M induce un isomorfismo
M ' R(I) que asocia a cada a 2M sus coordenadas (ai)i2I en la base B:
Definición 1.5.1 SeanM un R módulo libre y B = fuigi2I una base deM . Definimos
a I(a) como el ideal de R generado por las “coordenadas” de a en B: Es decir, si
a =
P
i2I aiui; entonces I(a) = (faigi2I)R = (faigi2I):
Proposición 1.5.2 I(a) es independiente de la base B elegida.
Demostración. Sea B0 = fvigi2I otra base de M . Entonces vi =
P
j2I cijuj donde


















Además, como a =
P
j2I ajuj ; entonces aj =
P
i2I cijbi y (fajgj2I)  (fbigi2I). Por
simetría en la prueba tenemos que (fbigi2I)  (fajgj2I) y por tanto (fajgj2I) =
(fbigi2I).
Definición 1.5.3 Sea M un R módulo libre de rango finito.
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(1) Un elemento a 2M se dice unimodular si I(a) = R.
(2) Un elemento a 2M se llama complementable si existe una base de M que contiene
a a.
(3) Un anillo R se llama anillo de Hermite si para todo M; R módulo libre de rango
finito, todo elemento unimodular es complementable.
Observación 1.5.4 Sea M = Rn.
(1) Un vector fila (a1; : : : ; an) 2 Rn es unimodular si y sólo si existen 1; : : : ; n 2 R
tales que 1a1 +   + nan = 1.
(2) Un elemento (a1; : : : ; an) 2 Rn es complementable si y sólo si existe una matriz
A de n n inversible cuya primera fila es (a1; : : : ; an).
(3) Un anillo R es Hermite si y sólo si todo vector (a1; : : : ; an) 2 Rn, para todo n,
unimodular es complementable.
Ejemplo 1.5.5 Un cuerpo, el dominio Z y el anillo de polinomios K[x1; : : : ; xn], con
K cuerpo (Conjetura de la fila unimodular) son ejemplos de anillos de Hermite.
Ahora veamos un ejemplo de un anillo que no es de Hermite.
Ejemplo 1.5.6 (Una fila unimodular que no es complementable)
Consideremos el anillo de coordenadas de funciones polinómicas reales sobre la 2-esfera
real S2, R = R[x; y; z]=(x2+y2+z2 1). Entonces (x; y; z) 2 R3 es una fila unimodular
pues x x+ y y + z z   1 = 0: Ahora veamos que (x; y; z) no es complementable:
Supongamos que (x; y; z) es complementable es decir que existe Q 2 GL3(R) tal que
Q =
0B@ x y za21 a22 a23
a31 a32 a33
1CA






0B@ x a21 a31y a22 a32
z a23 a33
1CA =
0B@ 1 0 00 1 0
0 0 1
1CA
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Entonces, la aplicación
 : S2 ! R3
p 7! (((Qt) 1)21(p); ((Qt) 1)22(p); ((Qt) 1)23(p))
es un campo vectorial analítico sobre S2 tal que nunca se anula y esto no es posible por
la topología de S2:
Lema 1.5.7 Si R es un anillo local, entonces R es un anillo de Hermite.
Demostración. Sea m el ideal maximal de R. Para toda fila unimodular (a1; : : : ; an) 2
Rn existen x1; : : : ; xn 2 R tales que a1x1 +   + anxn = 1: Entonces el ideal generado
por x1; : : : ; xn cumple que (x1; : : : ; xn) * m: Esto es, existe i tal que xi =2 m: Luego
xi es inversible y existe x 1i 2 R tal que xix 1i = 1. En consecuencia existe una matriz
con determinante 1,
x1 x2    xi    xn 1 xn
 0    0    0 0






0 0    0    1 0
0 0    0    0 1

= xi = 1
 = x 1i para i impar y  =  x 1i para i par. Así, R es un anillo de Hermite.
Lema 1.5.8 Sea fRigi2I una familia de anillos de Hermite, entonces R =
Q
i2I Ri es
un anillo de Hermite.
Demostración. Consideremos la proyección i ésima, i : R ! Ri. Para toda fila
unimodular (a1; : : : ;an) 2 Rn, existen b1; : : : ; bn 2 R tales que b1a1 +    + bnan =
1. Aplicando la proyección i ésima, i(b1)i(a1) +    + i(bn)i(an) = 1, entonces
(i(a1); : : : ; i(an)) es una fila unimodular para todo i 2 I. Por otra parte, como Ri es
un anillo de Hermite, existe una matriz inversible Mi = (irs)1r;sn con primera fila
(i(a1); : : : ; i(an)) para todo i 2 I por tanto existe M = (rs)1r;sn inversible con
primera fila (a1; : : : ;an). En efecto, definiendo rs como i(rs) = irs para todo i 2 I
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Luego la matriz M tiene determinante uno ya que det(rs)1r;sn = 1 si y sólo si
i(det(rs)1r;sn) = 1 para todo i 2 I. En consecuencia, R es un anillo de Hermite.
Corolario 1.5.9 Un producto infinito de cuerpos es un anillo de Hermite.
Un subanillo de un anillo de Hermite no es en general Hermite y un cociente de un
anillo de Hermite tampoco es en general Hermite. Por ejemplo, el anillo del Ejemplo 1.5.6
es un dominio por tanto su cuerpo de fracciones Fr(R) es anillo de Hermite, R  Fr(R)
y R no es Hermite. Además R[x; y; z] es un dominio por tanto es un anillo de Hermite
y R = R[x; y; z]=(x2 + y2 + z2   1) no lo es.
1.6. Apéndice.
En esta sección queremos comparar, mediante ejemplos, los diferentes tipos de anillos
estudiados en este capítulo, anillo total de cocientes,  anillo y anillo de Hermite.
(1) De acuerdo con la Proposición 1.4.7, un dominio es un  anillo. En particular,
si K es un cuerpo, R = K[x] es un  anillo y R es anillo de Hermite pero no es
anillo total de cocientes pues x es un elemento no inversible ni divisor de cero en
R.
(2) Por el Corolario 1.2.2, un producto infinito de cuerpos es anillo total de cocientes
y es anillo de Hermite por el Corolario 1.5.9 pero no es  anillo.
(3) Por el Ejemplo 1.5.6, R = R[x; y; z]=(x2 + y2 + z2   1) no es anillo de Hermite
pero por la Proposición 1.4.7, R es  anillo pues R es un dominio.
Sospechamos que un anillo total de cocientes no es necesariamente un anillo de
Hermite. Además el siguiente lema presenta otra relación entre los anillos.
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Lema 1.6.1 Sea R un anillo. Si R es 0 dimensional y  anillo entonces R es anillo
de Hermite.
Demostración. Puesto que R es 0 dimensional, todos los ideales primos son maxi-
males y como R es  anillo, por la Proposición 1.4.14, Spec(R) tiene un número finito
de componentes grafoconexas las cuales son los ideales maximales luego R es un anillo
semilocal. Pero, como R es  anillo, R es un producto finito de anillos locales y por el
Lema 1.5.7 y el Corolario 1.5.9 se tiene que R es un anillo de Hermite.
El siguiente es ejemplo de un anillo total de cocientes,  anillo y anillo de Hermite.
Ejemplo 1.6.2 (Un anillo total de cocientes con maximal no nilpotente) Sea
R =
R[[x; y]]
(x(x+ y); y(x+ y))
= fa+ by + xs(x) : a; b 2 R y s(x) 2 R[[x]]g:
Note que los elementos de R satisfacen que x2 = y2 =  xy y en general para cada
r  2, xr = ( 1)sysxr s para todo s = 1; : : : ; r. El producto de dos elementos en R es
(a+ by+xs(x))(c+ dy+xt(x)) = ac+(ad+ bc)y+xh(x) donde h(x) 2 R[[x]]. Veamos
que R es un anillo total de cocientes.
(i) Si a 6= 0 entonces a+ by + xs(x) es inversible. En efecto, si a 6= 0 entonces (a+
by+xs(x))(a by+xs(x)) = (a+xs(x))2 b2y2 = (a+xs(x))2 b2x2 = a2+xh(x)
donde h(x) = 2as(x)+x(s(x))2 b2x. Note que a2+xh(x) 2 R[[x]] es inversible ya
que a 6= 0 luego existe r(x) 2 R[[x]] tal que (a+by+xs(x))(a by+xs(x))r(x) = 1.
En consecuencia, a+ by + xs(x) es inversible.
(ii) Si a = 0 entonces a+by+xs(x) es un divisor de cero. En efecto, si a = 0 entonces
existe x+ y 2 R tal que (by + xs(x))(x+ y) = 0.
Note que R es un anillo local con ideal maximal (x; y) pues esta formado por las no
unidades de R. Además, R no es nilpotente pues si lo fuera existiría n 2 N tal que
(x; y)n y en particular existiría n 2 N tal que xn = 0. Como x = x+(x(x+y); y(x+y))
entonces xn = xn + (x(x + y); y(x + y)) = 0 esto es xn 2 (x(x + y); y(x + y)). Luego
x+ y divide a xn y esto es absurdo. En consecuencia, R es un anillo total de cocientes
y un anillo local pero no es una R álgebra finita. Además, por los Lemas 1.4.3 y 1.5.7,




K álgebras de dimensión finita como
espacios vectoriales
En el capítulo anterior hemos estudiado las K álgebras finitas con producto ei 
ej = ijei: En este capítulo daremos resultados generales sobre K álgebras finitas y
clasificaremos las K álgebras finitas en baja dimensión para el cuerpos R.
2.1. Tensores y la estructura de K álgebra de un espacio
vectorial.
SeanK un cuerpo y V unK espacio vectorial de dimensión finita. Un producto en V
con el cual V tenga estructura deK álgebra es una aplicaciónK bilineal V V  ! V ,
que además es simétrica (propiedad conmutativa), que cumple la propiedad asociativa y
la existencia de neutro. Como V es de dimensión finita, entonces se tiene el isomorfismo
canónico
V ' Hom(V ;K) = (V )
El producto define entonces una aplicación bilineal
 : V  V  ! Hom(V ;K)
(u1;u2) 7! (u1;u2)
con (u1;u2) : V
  ! K está dado por (u1;u2)(v) = v(u1 u2) y donde  es el producto
de la K álgebra.
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En consecuencia el producto es un elemento
P 2 Bil(V  V;Hom(V ;K)) ' Hom(V 
 V;Hom(V ;K)) ' Bil((V 
 V ) V ;K))
' Mult(V  V  V ;K) ' Hom(V 
 V 
 V ;K) = (V 
 V 
 V ) ' V  
 V  
 V:
P se considerará indistintamente como elemento de uno cualquiera de los espacios
canónicamente isomorfos construidos anteriormente.
Si fe1; : : : ; eng es una base de V y fe1; : : : ; eng es la base dual, entonces P como
elemento de Bil(V  V; V ) está definido por




donde para todo k la matriz Pk = (kij)1i;jn es simétrica (propiedad conmutativa del
producto). P como elemento de Mult(V  V  V ;K) está dado por
P (ei; ej ; ek) = e









y como elemento de V  










Ejemplo 2.1.1 (1) Sea V = Kn con el producto componente a componente. Por el
Lema 1.2.4, existen e1; : : : ; en 2 V tales que ei ej = ijei y
Pn
i=1 ei = 1. Luego
kij = ij y por tanto para todo k = 1;    ; n, Pk = (kij)1i;jn es la matriz con
elemento 1 en la posición i = j = k y cero en las otras posiciones.
(2) Si consideramos la R álgebra de los números paracomplejos P = R[x]
(x2 1) y tomamos
dos bases de P, fu1 = 1 xp2 ; u2 =
1+xp
2
g y fv1 = 1; v2 = xg. En estas bases las

























Aparentemente no hay relación entre las matrices correspondientes en estas bases.
(3) Sea V = K[x](xn) con la estructura de álgebra inducida por la del anillo de polinomios.
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Note que para todos i; j; 1  i; j  n, xixj =
(
xi+j si 1  i+ j  n  1
0 si i+ j > n  1
Por tanto para todo k = 1;    ; n   1; Pk = (kij)0i;jn 1 es la matriz con ele-
mento 1 en las posiciones i+ j = k y cero en las otras posiciones.
(4) Sea V = V1  V2, la suma directa de dos K álgebras finitas y consideremos el
producto componente a componente. Sea fu1; : : : ;ur; v1; : : : ; vsg una base de V








ijvt luego para todo












con todas las submatrices Ml y Nl del mismo número
de filas para todo l entonces V se descompone en suma directa de dos K álgebras
finitas.
2.1.1. Homomorfismos de K álgebras.
Sea f : V ! W un homomorfismo de K espacios vectoriales. Si V y W tienen
estructura de K álgebras definidas por los tensores P y Q entonces, f es un homomor-
fismo de K álgebras si y sólo si el diagrama






W W Q //W
es conmutativo, es decir, f(P (u1;u2)) = Q(f(u1); f(u2)).
Si fe1; : : : ; eng es una base de V y fw1; : : : ;wmg es una base de W , y M =










es decir f(ei) =
Pm
j=1 ijwj para todo i:
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1CCA donde i es el vector de coordenada






1CCA = (w1; : : : ;wm)M tti :
Luego










1CCA (w1; : : : ;wm) = (wi wj)1i;jm = Q:
















donde fQkg1km, con Qk = (kij)1i;jm, son las matrices coordenadas del tensor Q:
Por tanto, reemplazando en la Ecuación (2.1),
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Por otra parte



























Como f(ei  ej) = f(ei)  f(ej) entonces
(1ij ; : : : ; 
n
ij)M = (iMQ1M
ttj ; : : : ; iMQmM
ttj): (2.2)
En principio no podemos calcular las matrices fPkg1kn, con Pk = (kij)1i;jn, en
función de las matrices fQkg1km, con Qk = (kij)1i;jm.
Ahora bien, si f : V ! W es un isomorfismo de K espacios vectoriales, f induce
el isomorfismo
f t :W  ! V 
y por tanto lleva asociada una aplicación lineal
F : W  
W  
W  ! V  
 V  
 V
dada por F = f t 
 f t 
 f 1 que está bien definida porque es el producto tensorial de
aplicaciones lineales.
Como fe1; : : : ; eng es una base de V , ff(e1); : : : ; f(en)g es una base de W y su base
dual cumple la igualdad siguiente
f t(f(ei)) = ei
para todo i: En efecto, consideremos el diagrama
V
f //












 f(ek)) = f t(f(ei))
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Por tanto la relación entre el tensor P , que define el producto en V , y el tensor Q,
que define el producto en W , es
F (Q) = P:


















kij = Q(f(ei); f(ej); f(ek)
) = f(ek)(f(ei)  f(ej))










En conclusión los isomorfismos de K espacios vectoriales que son isomorfismos
de K álgebras son exactamente aquellos tales que su isomorfismo asociado entre las
K álgebras tensoriales dejan invariante el tensor definido por el producto.
En coordenadas, por la Ecuación (2.2), como M es la matriz de un isomorfismo
existe M 1 y
(1ij ; : : : ; 
n
ij) = (iMQ1M
ttj ; : : : ; iMQmM
ttj)M
 1:
Esta fórmula hace ver que es inviable la búsqueda de formas canónicas de isomor-
fismos de la manera habitual.
Una vez estudiado que el producto se traduce en el tensor, y el comportamiento
del tensor por los isomorfismos, veamos en qué se traduce la existencia de unidad y la
propiedad asociativa. Observamos primero que la aplicación
I : V  V   ! K
(u; v) 7! v(u)
es bilineal y como Bil(V V ;K) ' Hom(V 
V ;K) = V 
V tenemos que I se puede
ver como elemento de V  
 V: Luego, si fe1; : : : ; eng es una base de V y fe1; : : : ; eng
es su base dual,
I(er; es) = rs:
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Note que esto se cumple para toda base de V . Por tanto, en cualquier base, I como















 ek 2 V  
 V  
 V y v 2 V podemos definir el “contraído”









 ek 2 V  
 V:
Tv está bien definido porque Tv visto como elemento de Bil(V  V ;K) es
Tv : V  V   ! K
(u; v) 7! Tv(u; v) = T (v;u; v):
y T es multilineal. Note que la existencia de unidad se traduce entonces en que existe
v 2 V tal que Tv = I:
Por otra parte, si P es un tensor que cumple la propiedad asociativa esto es (v1 
v2) v3 = v1  (v2 v3) para v1;v2;v3 2 V y en términos de la base fe1; : : : ; eng de V es
(ei  ej)  ek = ei  (ej  ek)
para todos i; j; k, entonces
(ei  ej)  ek = (
nX
l=1
lijel)  ek =
nX
l=1














































Proposición 2.1.2 Si T 2 V  
 V  
 V es un tensor que cumple las condiciones
siguientes
(1) Existe v 2 V tal que Tv = I.
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(3) T es simétrica en las dos primeras variables.
entonces T define un producto en V con el cual V es una K álgebra.
Demostración. Si consideramos el producto tensorial V  
 V  
 V , entonces todo
T 2 V  
 V  
 V se puede ver como elemento de Bil(V  V; V ) luego
T : V  V  ! V
es bilineal. Definimos en V el producto: v1  v2 = T (v1;v2): El producto está bien
definido porque T es una aplicación. Por la condición (3), T es bilineal simétrica por
tanto la operación producto es conmutativa y distributiva. Por la condición (1), el pro-
ducto tiene unidad y veamos que es asociativa. En efecto, si v1;v2;v3 2 V y fe1; : : : ; eng




j=1 bjej y v3 =
Pn
k=1 ckek, entonces
v1  (v2  v3) = v1  (
nX
j;k=1
bjck ej  ek) =
nX
i;j;k=1




aibjck(ei  ej)  ek = (
nX
i;j=1
aibj ei  ej)  v3 = (v1  v2)  v3:
Luego es suficiente ver que la propiedad asociativa se cumple para una base. Por tanto,
por la condición (2), el producto cumple la propiedad asociativa.
Proposición 2.1.3 Si V es una K álgebra de dimensión finita, el sistema lineal de
formas bilineales simétricas
P = fP' : V  V ! K; P'(v1; v2) = '(v1  v2); 8' 2 V g
es un invariante por isomorfismos.
Demostración. Note que
Bil(V  V; V ) ' Hom(V 
 V; V ) ' Hom(V ;Hom(V 
 V;K)) ' Hom(V ;Bil(V  V;K)):
Luego, el producto es una aplicación bilineal de V V en V es decir un homomorfismo de
V 
V en V , pasando al dual induce un homomorfismo de V  en V 
V  ' (V 
V ) es
decir un homomorfismo de V  en Bil(V  V;K) entonces P es precisamente la imagen
de este homomorfismo y por tanto es un subespacio vectorial de Bil(V  V;K) esto
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es un sistema lineal de formas bilineales simétricas o de formas cuadráticas. Si f es
un isomorfismo de álgebras como f conmuta con el tensor producto deja invariante el
sistema lineal P:
Para obtener las ecuaciones del sistema procedemos por otra vía observando que si
fe1; : : : ; eng es una base de V y fe1; : : : ; eng es su base dual, entonces P está generado
por las formas bilineales Pk = Pek , k = 1; : : : ; n, cuyas matrices en la base fe1; : : : ; eng









Por tanto, si f : V !W es un homomorfismo de K álgebras, Q es el tensor producto
de W y ' 2 W ; entonces Pf t(')(v1;v2) = f t(')(v1  v2) = '(f(v1  v2)) = '(f(v1) 
f(v2)) = Q'(f(v1); f(v2)) = Q'  (f  f)(v1;v2) para v1;v2 2 V: Es decir
Pf t(') = Q'  (f  f):
Y si f es un isomorfismo, entonces f t también lo es y
Pf t(')  (f 1  f 1) = Q':
Es decir, Pf t(') y Q' son linealmente equivalentes para todo '. En consecuencia, el
sistema lineal de formas cuadráticas P es invariante por isomorfismos.
Observación 2.1.4 Si consideramos los sistemas lineales de cuádricas asociadas a es-
tos sistemas lineales de formas bilineales, el conjunto de puntos base de cada uno de
estos sistemas es
f[v] 2 P(V ) : '(v; v) = 0;8' 2 V g = f[v] 2 P(V ) : v  v = 0g:
Es decir, es exactamente el proyectizado del conjunto de elementos de cuadrado cero de
V: Sin embargo la condición de v2 = 0 ) f(v)2 = 0 significa solamente que f lleva la
intersección de las cuádricas en la intersección de las cuádricas y el resultado anterior
es más fuerte pues significa que lleva el haz de cuádricas sobre el haz de cuádricas y por
tanto que el haz, y en consecuencia sus elementos invariantes, es invariante por f:
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Sea K un cuerpo de característica cero. Diremos que A es una K álgebra finita si es
una K álgebra conmutativa con uno y de dimensión finita como K espacio vectorial.
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Denotaremos por dimK A a su dimensión como K espacio vectorial.
Obviamente toda K álgebra finita es artiniana y noetheriana, vamos a obtener
un primer resultado de estructura para éste tipo de K álgebras. La proposición está
probada en el texto de Atiyah, ver [3], pero aquí damos una demostración distinta.
Lema 2.2.1 Si A es una K álgebra artiniana, entonces A es local si y sólo si los
únicos idempotentes de A son 0 y 1.
Demostración. ): Si A es una K álgebra local de ideal maximal m y e 2 A es
idempotente, entonces e2 = e. Luego, e  e2 = e(1  e) = 0 y tenemos dos casos:
(i) Si e 2 m entonces 1  e =2 m. Como A es local, 1  e es inversible luego e(1  e)(1 
e) 1 = 0 y por tanto e = 0:
(ii) Si 1 e 2 m entonces e =2 m. Como A es local, e es inversible entonces e(1 e)e 1 = 0.
Por tanto 1  e = 0 y e = 1:
(: A es artiniana y sus únicos idempotentes son 0 y 1, sea m un ideal maximal de A y
sea a 2 A con a =2 m. Si a es no inversible, aA es un ideal propio de A entonces
aA  a2A      anA
es una sucesión decreciente de ideales y como A es artiniana, A es estacionaria. Luego
existe r tal que arA = ar+1A entonces ar 2 ar+1A y existe  2 A tal que ar = ar+1:
Por tanto, ar(1  a) = 0 y
0 = rar(1  a) = rar(1  a)(1 + a+   + (a)r 1) = (a)r(1  (a)r):
Entonces (a)r es idempotente. Pero los únicos idempotentes de A son 0 y 1. Si
(a)r = rar 1a = 1
tenemos que a es inversible y esto es una contradicción. Si (a)r = 0, entonces
rar 2 m:
Como a =2 m; r 2 m pero m es primo luego  2 m: Lo cual es un absurdo pues
ar(1  a) = 0 implica que 1  a 2 m por tanto  =2 m.
En consecuencia, para todo a 2 A tal que a =2 m tenemos que a es inversible y A es
local.
Proposición 2.2.2 A es una K álgebra finita si y sólo si A es un producto directo
finito de K álgebras locales finitas
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Demostración.): Si dimK A = 1 como K espacio vectorial, A ' K luego A es local.
Si dimK A > 1 y no tiene mas idempotentes que 0 y 1, por el Lema 2.2.1, A es una
K álgebra local finita. En caso contrario, existe e 2 A idempotente, e 6= 1 y e 6= 0.
Entonces
(i) eA es un subanillo de A ya que eA es un ideal y por tanto es subanillo. Además el
uno de eA es e pues e(ea) = e2a = ea; para todo ea 2 eA:
(ii) Todo ideal de eA es ideal de A: En efecto, sea p ideal de eA luego para todo  2 p
y para todo a 2 A se cumple que ea 2 p. Note que  = eb, b 2 A. Entonces p es ideal
de A porque para todo  2 p y para todo a 2 A, se tiene que
a = aeb = ae2b = eaeb = ea 2 p:
Además, como A es artiniana, eA es artiniana ya que cualquier sucesión decreciente de
ideales de eA es una sucesión decreciente de ideales de A y por tanto estacionaria.
(iii) eA y (1   e)A son subespacios vectoriales de A y e(1   e) = 0 entonces para
todo a 2 A, a = ea + (1   e)a luego A = eA + (1   e)A suma como K espacios
vectoriales. Además si  2 eA \ (1   e)A;  = ea = (1   e)b para a; b 2 A entonces
 = ea = e2a = e(1  e)b = 0:
En consecuencia, A es suma directa de eA y (1   e)A como K espacios vectoriales y
tenemos el isomorfismo de K espacios vectoriales
' : A ! eA (1  e)A
a 7! (ea; (1  e)a) :
Tomando en eA (1  e)A la estructura producto
'(a)'(b) = (ea; (1  e)a)(eb; (1  e)b) = (eab; (1  e)ab) = '(ab)
pues 1  e es también idempotente. Luego
A ' eA (1  e)A
como K álgebras.
Puesto que eA y (1  e)A son subespacios no nulos y dimK A es finita, se tiene que
dimK eA < dimK A y dimK(1  e)A < dimK A
es decir las dimensiones de eA y (1  e)A son menores que la dimensión de A.
Si eA y (1   e)A no tienen más elementos idempotentes que 0 y 1, por el Lema 2.2.1,
eA y (1   e)A son K álgebras locales finitas. De lo contrario y como las dos álgebras
son de dimensión menor que la de A seguimos el proceso inductivamente hasta obtener
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el resultado deseado.
(: Se comprueba sin dificultad.
Observación 2.2.3 En el ítem (ii) de la demostración de la Proposición 2.2.2, observe
que si p 2 Spec(eA); no necesariamente p 2 Spec(A): Por ejemplo, sea A = R3 y
e = (1; 1; 0) entonces eA = f(a; b; 0) : a; b 2 Rg. Un ideal maximal y por tanto primo de
eA es meA = f(a; 0; 0) : a 2 Rg y meA no es ideal primo en A pues (0; 1; 0) y (0; 0; 1)
no pertenecen a meA y su producto es cero.
Las tres proposiciones siguientes relacionan las K álgebras finitas con los anillos
estudiados en el primer capítulo. Es decir, una K álgebra finita es anillo total de
cocientes,  anillo y anillo de Hermite.
Proposición 2.2.4 Toda K álgebra finita es un anillo total de cocientes.
Demostración. Sean A una K álgebra finita y dimK A = n: Para todo u 2 A, existe
r < n tal que 1; u; : : : ; ur son linealmente independientes y ur+1 depende linealmente
de f1; u; : : : ; urg luego existen b0; b1; : : : ; br 2 K tales que ur+1 = brur +    + b01 y
tenemos dos casos:
(i) Si b0 = 0 entonces 0 = ur+1   brur        b1u = u(ur        b2u  b11) luego u
es divisor de cero. Note que ur        b2u  b11 6= 0 ya que 1; u; : : : ; ur son linealmente
independientes.
(ii) Si b0 6= 0 entonces 1 = b 10 u(ur        b2u  b11) por tanto u es inversible:
En consecuencia, A es un anillo total de cocientes.
Proposición 2.2.5 Toda K álgebra finita es un  anillo.
Demostración. Sea A unaK álgebra finita. De acuerdo a la Proposición 2.2.2, existen
A1; : : : ; Ar K álgebras locales finitas tales que A = A1  Ar. Puesto que A1; : : : ; Ar
son anillos locales, por el Lema 1.4.3, A1; : : : ; Ar son  anillos y por el Lema 1.4.13 el
producto finito de  anillos es un  anillo. En consecuencia, A es un  anillo.
Proposición 2.2.6 Toda K álgebra finita es un anillo de Hermite.
Demostración. Sea A unaK álgebra finita. De acuerdo a la Proposición 2.2.2, existen
A1; : : : ; Ar K álgebras locales finitas tales que A = A1  Ar. Puesto que A1; : : : ; Ar
son anillos locales, por el Lema 1.5.7, A1; : : : ; Ar son anillos de Hermite y por el Lema
1.5.8 el producto de anillos de Hermite es un anillo de Hermite. En consecuencia, A es
un anillo de Hermite.
Los dos siguientes resultados muestran que una K álgebra finita se descompone en
forma única, salvo isomorfismos, en suma directa de K álgebras finitas locales.
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Lema 2.2.7 Sea A =
Lr
i=1Ai una K álgebra finita donde cada Ai es una K álgebra
local finita. Para i = 1; : : : ; r sea mi el ideal maximal de Ai. Entonces
(1) Max(A) = fM1; : : : ;Mrg donde Mi =
Qr
j=1mj con mj = Aj ; para todo j 6= i y
mi = mi:
(2) Para todo i = 1; : : : ; r se tiene que AMi ' Ai.
Demostración. (1) Es consecuencia del Lema 1.2.6(6).
(2) Para todo i = 1; : : : ; r,
AMi =

(a1; : : : ; ar)
(b1; : : : ; br)




(a1; : : : ; ar)
(b1; : : : ; br)
: bi =2 mi

:
Como Ai es local, bi es inversible y la aplicación




es un homomorfismo de anillos. Note que i es inyectiva ya que si b 1i ai = 0; entonces
existe (0; : : : ; b 1i ; : : : ; 0) =2Mi tal que (a1; : : : ; ai; : : : ; ar)(0; : : : ; b 1i ; : : : ; 0) = (0; : : : ; 0)
y esto equivale a que
(a1; : : : ; ar)
(b1; : : : ; br)
= (0; : : : ; 0)
para (a1;:::;ar)(b1;:::;br) 2 AMi : Además, i es sobreyectiva porque, para todo ai 2 Ai; existe
(ai;:::;ai)






Proposición 2.2.8 Sean A =
Lr
i=1Ai y B =
Ls
j=1Bj dos K álgebras finitas donde
Ai; Bj son K álgebras locales finitas. Entonces A ' B como K álgebras si y sólo si
r = s y, después de reordenar los Bj, para todo i = 1; : : : ; r se tiene que Ai ' Bi como
K álgebras.
Demostración. ): Como A =Lri=1Ai, por el Lema 2.2.7, Max(A) = fM1; : : : ;Mrg
y para todo i = 1; : : : ; r se tiene AMi ' Ai. Además, por hipótesis, A '
Ls
j=1Bj luego
por el Lema 2.2.7, Max(A) = fN1; : : : ; Nsg y para todo j = 1; : : : ; s se tiene ANj ' Bj .
Entonces para todo i, existe j tal que Mi = Nj . Por tanto después de reordenar a los
Bj ; para todo i = 1; : : : ; r,
Ai ' AMi ' ANi ' Bi:
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es un isomorfismo.
En consecuencia, por la Proposición 2.2.8, estudiar la estructura de las K álgebras
finitas se reduce a estudiar la estructura de las K álgebras locales finitas.
El ejemplo más simple de las K álgebras finitas es el de las K álgebras A = K[x](f(x))
caracterizadas porque existe u 2 A tal que 1; u; : : : ; un 1 es base de A como K espacio
vectorial. Obviamente no toda K álgebra finita es de este tipo, por ejemplo R[x;y]
(x;y)2
ya
que todo elemento al cuadrado de la ésta álgebra es cero, luego no puede existir u 2 A
tal que 1; u; u2 sea base de A como K espacio vectorial.
Lema 2.2.9 La K álgebra finita A = K[x](f(x)) es local si y sólo si existe p(x) 2 K[x],
polinomio irreducible, tal que f(x) = p(x)n. En este caso su ideal maximal es (p(x)) y
el cuerpo residual es K[x](p(x)) .
Demostración. Los elementos de A = K[x](f(x)) se escriben de forma única como g(x) con
g(x) 2 K[x] y grado(g) <grado(f).
): Si f(x) no es potencia de un irreducible, en particular f(x) no es irreducible, entonces
f(x) = f1(x)f2(x) donde mcd(f1; f2) = 1 por tanto existen g1; g2 2 K[x] tales que
g1f1 + g2f2 = 1 luego 1  g1f1 = g2f2 y
g1(x)f1(x)(1  g1(x)f1(x)) = g1(x)g2(x)f1(x)f2(x) = 0:
En consecuencia, g1(x)f1(x) es idempotente y note que g1(x)f1(x) 6= 0 y g1(x)f1(x) 6= 1.
Si g1(x)f1(x) = 0; entonces g2(x)f2(x) = 1 es decir f2(x) es inversible pero esto es
absurdo pues f2(x) es un divisor de cero de A. Por la misma razón g1(x)f1(x) 6= 1:
(: Si g(x) 2 A es idempotente entonces g(x)(1  g(x)) = 0 y esto equivale a que p(x)n
divide a g(x)(1  g(x)) luego
p(x)jg(x)(1  g(x)):
Por tanto, p(x)jg(x) o p(x)j(1 g(x)) pero no a los dos a la vez pues p(x) - 1. Si p(x)jg(x)
entonces p(x) - (1   g(x)) y por tanto p(x)njg(x) luego g(x) = 0 y si p(x)j(1   g(x))
entonces p(x) - g(x) y por tanto p(x)nj(1   g(x)) luego 1   g(x) = 0 y g(x) = 1: En
consecuencia, por el Lema 2.2.1, A es local. Además como p(x) es irreducible, el ideal
(p(x)) es maximal y contiene a (p(x)n). Luego (p(x)) es el ideal maximal de A y su
cuerpo residual es K[x](p(x)) ' K[x](p(x)) .
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dotando al producto cartesiano de estructura de K álgebra con las operaciones suma y
producto componente a componente.
Demostración. Para todo f(x) 2 K[x], sea 'f : K[x] ! K[x](f(x)) el homomorfismo
natural definido por 'f (p(x)) = p(x) + (f(x)). Entonces
'f  'g : K[x] ! K[x](f(x))  K[x](g(x))
p(x) 7!  [p(x)]f(x); [p(x)]g(x)
es homomorfismo de K álgebras y Ker('f 'g) = (fg) ya que h 2 Ker('f 'g) si y
sólo si h 2 Ker('f )\Ker('g) y Ker('f )\Ker('g) = (f)\(g) = (fg) puesmcd(f; g) = 1:
Además, 'f  'g es sobreyectiva. En efecto, sea
 
[r(x)]f(x); [s(x)]g(x)
 2 K[x](f(x))  K[x](g(x)) ;
como f y g son primos entre si, existen c1; c2 2 K[x] tales que c1f + c2g = 1; entonces
'f  'g(rc2g + sc1f) = ([r]f(x); [s]g(x))
ya que 'f (rc2g+sc1f) = rc2g+(f) = r+(f) = [r]f(x) y 'g(rc2g+sc1f) = sc1f+(g) =
s+ (g) = [s]g(x).
La proposición siguiente presenta la descomposición en productos de K álgebras
locales y se demuestra usando iterativamente la prueba del Lema 2.2.10.






     K[x]
(fr(x)nr)
:
Lema 2.2.12 (1) Un homomorfismo  : K[x] ! K[x] queda unívocamente determi-
nado por (x) = h(x) 2 K[x].
(2)  es un isomorfismo de anillos si y sólo si (x) = ax+ b con a; b 2 K y a 6= 0.
Demostración. (1) Sean g(x) 2 K[x] y  un homomorfismo, como (g(x)) = (a0 +
a1x+   + anxn) = a0 + a1(x) +   + an(x)n = g(h(x)),  queda determinado sólo
por (x) = h(x) 2 K[x].
(2) Si  es un isomorfismo entonces existe  tal que  ((x)) = ( (x)) = x. Sean
(x) = h(x) = a0 + a1x +    + arxr y  (x) = t(x) = b0 + b1x +    + bsxs entonces
 ((x)) =  (a0 + a1x +    + arxr) = b0 +    + bs(a0 + a1x +    + arxr)s = x
por tanto rs = 1 esto es r = s = 1: En consecuencia, (x) = ax + b con a 6= 0:
Recíprocamente, si (x) = ax+ b con a; b 2 K y a 6= 0 entonces existe  (x) = 1ax  ba
tal que  ((x)) = ( (x)) = x. Por tanto  es un isomorfismo.
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Definición 2.2.13 p(x) es equivalente a q(x), p(x) s q(x), si y sólo si existen a; b 2 K
con a 6= 0 tales que q(x) = p(ax+ b):
Proposición 2.2.14 (1) Si K = R, entonces los polinomios irreducibles son p(x) s x
ó p(x) s x2 + 1.
(2) Si K es algebraicamente cerrado, entonces para todo p(x) irreducible, p(x) s x.
Demostración. (1) Los polinomios irreducibles en R[x] son los lineales p(x) = ax+ b
con a 6= 0 o de grado dos de la forma ax2 + bx + c con b2   4ac < 0: Si p(x) = ax + b
con a 6= 0, por definición, p(x) s x. Además, note que ax2 + bx+ c con b2   4ac < 0 es
equivalente a que p(x) = (x  a0)2 + (b0)2 con b0 6= 0. Luego,





)2 + 1 s x2 + 1:
(2) Si K es algebraicamente cerrado, los polinomios irreducibles p(x) son lineales y por
definición, p(x) s x.






Demostración. Como p(x) s q(x); existen a; b 2 K con a 6= 0 tales que q(x) =
p(ax+ b): Sea  el homomorfismo
 : K[x] ! K[x](p(ax+b)n)
x 7! [ax+ b]
Ker() = (p(x)n) ya que para h(x) 2 K[x], (h(x)) = 0, h(ax+ b) 2 (p(ax+ b)n),
h(x) 2 (p(x)n). Además,  es sobreyectiva. En efecto, sea [h(x)] 2 K[x](p(ax+b)n) , por el Lema
2.2.12, existe eh(x) 2 K[x] tal que h(x) = eh(ax + b) entonces (eh(x)) = [eh(ax + b)] =
[h(x)]:
El recíproco del Lema 2.2.15 no es cierto incluso bajo la hipótesis de que p(x) y q(x)
sean irreducibles como lo prueba el ejemplo siguiente.
Ejemplo 2.2.16 Sean A = Z=(3)[x]
(x3+x2+2)
y B = Z=(3)[y]
(y3+2y2+1)
. f1; x; x2g y f1; y; y2g son bases
de A y B respectivamente como espacios vectoriales.
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Definimos el homomorfismo de álgebras
b : Z=(3)[x] ! Z=(3)[y]
(y3+2y2+1)
x 7! 2y2 + 1
Note que b(x2) = 2y2 + 2y y b(x3 + x2 + 2) = 0.





x 7! 2y2 + 1
 es un isomorfismo. En efecto,  es inyectivo ya que si (a+bx+cx2) = a+b(2y2+1)+
c(2y2+2y) = a+ b+2cy+(2b+2c)y2 = 0 entonces a+ b = 0, c = 0 y b+ c = 0. Luego
a = b = c = 0 y  es inyectiva. Puesto que las álgebras tienen la misma dimensión,
como espacios vectoriales, entonces  es un isomorfismo.
Observe que x3 + x2 + 2  y3 + 2y2 + 1 ya que no existe una transformación lineal que
lleve un polinomio en el otro.
Corolario 2.2.17 1. Si f(x) = p1(x)n1    pr(x)nr 2 K[x] es producto de factores





     K[x]
(qr(x)nr)






     K[x]
(xnr)
Demostración. (1) Se tiene por la Proposición 2.2.11 y el Lema 2.2.15.
(2) Puesto que x  ai s x y por el item (1) tenemos el isomorfismo.
Corolario 2.2.18 Sea K = R.
(1) Si n 2 N y a; b 2 R con b 6= 0 entonces
R[x]













     R[x]
((x2 + 1)ms)
:
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Demostración. (1) Puesto que (x  a)2 + b2 s x2 + 1, por el Lema 2.2.15 tenemos el
isomorfismo.
(2) Por la Proposición 2.2.14, existen n1;   nr;m1;   ms 2 R tales que
f(x) = (x a1)n1    (x ar)nr((x b1)2+c21)m1    ((x bs)2+c2s)ms y por la Proposición
2.2.11 y el item (1) se sigue el resultado.
Observe que se presenta el problema de la unicidad de la descomposición. En el caso
de cuerpos cerrados la descomposición es única y queda determinada por los números
n1;    ; nr es decir para todo f(x) 2 K[x] existen n1;    ; nr únicos con K[x]f(x) ' K[x](xn1 ) 
    K[x](xnr ) . En el caso real la situación es la misma como prueba el resultado siguiente.






Demostración. Por el Lema 2.2.9, el cuerpo residual de la R álgebra R[x](xn) es R[x](x) ' R




' C. Luego las álgebras no son isomorfas.
Lema 2.2.20 Si p(x) y q(x) son elementos irreducibles de R[x] las condiciones sigu-
ientes son equivalentes:
(1) p(x) s q(x).
(2) R[x](p(x)n) ' R[x](q(x)n) para todo n 2 N.
(3) R[x](p(x)) ' R[x](q(x)) .
Demostración. (1)) (2) Se tiene por el Lema 2.2.15.




(q(x)) respectivamente. Además como
R[x]
(p(x)n) ' R[x](q(x)n ) entonces R[x](p(x)) ' R[x](q(x)) .
(3) ) (1) Puesto que p(x) y q(x) son irreducibles en R[x] entonces p(x) s x o p(x) s
x2 + 1, y q(x) s x o q(x) s x2 + 1. Como R[x]p(x) ' R[x]q(x) y en virtud del Lema 2.2.19,
tenemos dos casos:
(i) p(x) s x y q(x) s x, entonces p(x) s q(x):
(ii) p(x) s x2 + 1 y q(x) s x2 + 1, entonces p(x) s q(x):
En consecuencia, para f(x) 2 R[x], existen n1;   nr;m1;   ms únicos tales que
R[x]
(f(x)) ' R[x](xn1 )      R[x](xnr )  R[x]((x2+1)m1 )      R[x]((x2+1)ms ) . En el caso general lo que se
puede decir es que:
Lema 2.2.21 Sean p(x) y q(x) elementos irreducibles de K[x]. K[x](p(x)n) ' K[x](q(x)n) si y
sólo si K[x](p(x)) ' K[x](q(x)) .
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Demostración. ): Por el Lema 2.2.9, K[x](p(x)n) y K[x](q(x)n) son álgebras locales con cuer-
pos residuales K[x](p(x)) y
K[x]
(q(x)) respectivamente. Además como
K[x]
(p(x)n) ' K[x](q(x)n) entonces
K[x]
(p(x)) ' K[x](q(x)) .
(: Sea
' : K[x](p(x)) ! K[x](q(x))
f(x) + (p(x)) 7! '(f(x)) + (q(x))
Como ' es un isomorfismo q(x)jp(x) y p(x)jq(x) entonces q(x)njp(x)n y p(x)njq(x)n y
se tiene el isomorfismo
 : K[x](p(x)n) ! K[x](q(x)n)
f(x) + (p(x)n) 7! '(f(x)) + (q(x)n)
El ejemplo 2.2.16 muestra que K[x]=(p(x)) ' K[x]=(q(x)) no implica que p(x) 
q(x) entonces la descomposición que puede obtenerse f(x) = p1(x)n1 :::pr(x)nr en com-




p1(x);    ; pr(x) no están unívocamente determinados salvo transformación lineal.
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En toda esta sección K es un cuerpo de característica cero. Sean A una K álgebra
local finita y m su ideal maximal. Como A es local, los elementos no inversibles forman
el ideal maximal esto es m = f 2 A :  es no inversibleg. Pero, por la Proposición
2.2.4, A es un anillo total de cocientes entonces
m = f 2 A :  es divisor de cerog:
Proposición 2.3.1 Existe r 2 N tal que mr = 0:
Demostración. Puesto que A es unaK álgebra finita, m es unK espacio vectorial de
dimensión finita y por tanto m es un A módulo finito. Además como A es de dimensión
finita, A es artiniano y por tanto la sucesión
m  m2      ms
es estacionaria. Luego existe r tal que mr = mr+1. Entonces mmr = mr y note que
m está contenido en el radical de Jacobson de A: Entonces, por el lema de Nakayama,
mr = 0.
Definición 2.3.2 El mínimo número natural r tal que mr = 0 se llamará orden de m y
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será denotado por o(m). Y llamaremos orden de  2 m al mínimo número natural o()
tal que o() = 0:
Proposición 2.3.3 Sea  2 m.
(1) o() = n si y sólo si el polinomio mínimo de  es xn.
(2) Si o() = n, entonces 1; ; 2; : : : ; n 1 son linealmente independientes.
Demostración. (1) ): Si o() = n; n = 0 donde n es el mínimo número natural
con esta propiedad. Supongamos que xn no es el polinomio mínimo de , si p(x) es el
polinomio mínimo de ; entonces p(x)jxn por tanto p(x) = xr con r < n y r = 0 lo
cual es absurdo.
(: Si xn es el polinomio mínimo de , entonces n = 0 y si r = 0 se tiene que  es
cero de xr y xnjxr entonces n  r luego o() = n.
(2) Si o() = n, entonces por el item (1), xn es el polinomio mínimo de : Si
a01 + a1+   + an 1n 1 = 0
con a0; a1; : : : ; an 1 2 K. Entonces  anula a p(x) = a01 + a1x+   + an 1xn 1 y esto
es absurdo a menos que ai = 0 para todo i = 0; : : : ; n  1. Por tanto, 1; ; 2; : : : ; n 1
son linealmente independientes.
Proposición 2.3.4 Si dimK A = n; entonces o()  n para todo  2 m.
Demostración. Para todo  2 m; n = 0 por tanto o() < n: Como m es un subespacio
vectorial de A y no contiene a 1, entonces m es un subespacio propio y dimK m  n 1.
Además por la Proposición 2.3.3(2), 1; ; 2; : : : ; o() 1 son linealmente independientes
con ; 2; : : : ; o() 1 2 m entonces o()  1  dimK m  n  1. Por tanto o()  n:
Proposición 2.3.5 Sea dimK A = n.
(1) Sean o(m) = n y  2 m. Si 1; ; : : : ; n 1 son linealmente independientes entonces
n = 0 y o() = n.
(2) m principal y o(m) = n si y sólo si existe  2 m tal que 1; ; : : : ; n 1 es base de
A:
Demostración. (1) Si 1; ; 2; : : : ; n 1 son linealmente independientes, entonces r 6=
0 para r = 1;    ; n  1 entonces o()  n. Por la Proposición 2.3.4, o()  n entonces
n  o()  n = dimK A. Así, o() = n.
(2) ): Puesto que m es principal, existe  2 A tal que m = () y como o(m) = n
2.3. K-álgebras locales finitas 57
entonces o()  n: Si o() = r < n entonces r = 0. Como cualquier  2 m se
escribe como  = t, con t 2 K, se tiene que r = trr = 0 y o(m) = r lo cual es
absurdo por tanto o() no puede ser r < n. Así o() = n y n = 0: Por la Proposición
2.3.3(2), 1; ; : : : ; n 1 son linealmente independientes y como dimK A = n entonces
f1; ; : : : ; n 1g es base de A:
(: Existe  2 m tal que f1; ; : : : ; n 1g es base de A entonces f; : : : ; n 1g es base
de m luego m = () y m es principal. Además, r 6= 0 para r = 1;    ; n   1 entonces
o()  n. Pero por la Proposición 2.3.4, o()  n entonces o() = n. Por otra parte,
mn = 0 para todo x 2 m pues de lo contrario, si mr = 0 con r < n entonces en particular
r = 0 y esto es absurdo.
Proposición 2.3.6 Sea K algebraicamente cerrado. A es una K álgebra local finita
de la forma K[x](f(x)) si y sólo si el ideal maximal es principal.
Demostración. Sean dimK A = n y m el ideal maximal de A. ): El ideal maximal
de K[x](f(x)) es principal pues es un ideal que proviene del anillo K[x] y en K[x] todos los
ideales son principales.
(: Como dimK A = n, o()  n para todo  2 m y puesto que m es principal, existe
 2 A tal que m = () entonces o(m) = o() = n luego n = 0. Por la Proposición
2.3.5(2), f1; ; : : : ; n 1g es una base de A como K espacio vectorial luego A = K[x](xn) .
Como K es algebraicamente cerrado, por el Corolario 2.2.17, K[x](xn) ' K[x](f(x)) .
Proposición 2.3.7 Si A es una K álgebra local finita entonces A es completa y sep-
arada para la topología m ádica y en consecuencia A es henseliana.
Demostración. Por la Proposición 2.3.1, existe r 2 N tal que mr = 0 y como




s = 0 y A es separada, además
A
m
  f1 // A
m2
  f2 // A
m3
  f3 // : : : 
 fr 1// A
mr = A
donde fs; s = 1; :::; r   1; es la inclusión de Ams en Ams+1 .
Probar que A es completa para la topología m ádica es equivalente a ver que
A = lm  (A=m
s; fs)1sr:
Luego vamos a probar que A es el límite proyectivo:
(i) Existe el morfismo proyección s : A! A=ms; para todo s.











es conmutativo para todo s. Luego el diagrama
A
m

















  f3 //
OO
3






es conmutativo. De esta forma fs  s = s+1:
(iii) Para todo G y para toda familia de morfismos gs : G! Ams de manera que gs+1 =
fs  gs, existe un único morfismo g de G en A tal que s  g = gs para todo s: En efecto,
A
m






























  f3 //
OO
3










para todo s; se tiene que s+1  g = (fs  s)  g = fs  (s  g) = fs  gs = gs+1: La
unicidad de g se da porque r es la proyección identidad.
Proposición 2.3.8 Si A = Am es el cuerpo residual de A, entonces
(1) A es un extensión algebraica finita de K.
(2) El homomorfismo canónico de A en A admite una sección que permite identificar
a A como subcuerpo de A.
(3) A = A m y la suma es directa.
Demostración. (1) Como A es un K espacio vectorial de dimensión finita, A = Am es
un K espacio vectorial de dimensión finita y por tanto el cuerpo A es una extensión
algebraica finita de K:
(2) Como A = Am es una extensión algebraica finita de K; por el teorema del elemento
primitivo, A es un extensión simple esto es existe  2 A tal que A = K[]. Si
p(x) 2 K[x] es el polinomio mónico mínimo de , p() = 0 y como K  A, p(x) 2 A[x].
Note que  es una raíz simple de p(x) ya que p0() 6= 0 pues el grado de p0(x) es menor
que el grado de p(x), p(x) es el polinomio de grado mínimo con la propiedad p() = 0 y
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la característica de K es cero. Por la Proposición 2.3.7, A es completa y separada para
la topología m ádica entonces, por el lema de Hensel, existe a 2 A tal que a+ m = 
y p(a) = 0:
En consecuencia existe
' : K[x] ! A
q(x) 7! q(a)
donde Ker(') = (p(x)). Note que ' induce un homomorfismo inyectivo de K álgebras
' : A =
K[x]
(p(x)) ! A
q(x) + (p(x)) 7! q(a)
Luego A  A y se puede identificar a A con su imagen.
(3) Como A = Am entonces A = A m y la suma es directa pues A
T
m = f0g.
Observe en la Proposición 2.3.8 que si K es algebraicamente cerrado, entonces A =
K, y si K = R entonces A = K o A = C: Por ejemplo, sea A = R[x](x2+1) , A es una
R álgebra local finita de ideal maximal m = (x2 + 1), pero note que m = 0 en A.
Además como A ' C; A es también una C álgebra local finita de ideal maximal m = 0
y en ambos casos A = C:
Proposición 2.3.9 Si A es una K álgebra local finita entonces existe L, extensión
finita de K, tal que A = L[x1; :::; xn]=I y
(1) para todo i; 1  i  n, existen aij 2 L tales que los polinomios ui := x2i  Pn
j=1 aijxj 2 I.
(2) para todos i; j, 1  i < j  n, existen aijk 2 L tales que los polinomios vij :=
xixj  
Pn
k=1 aijkxk 2 I.
Además los polinomios fui; vijg1i<jn generan el ideal I:
Demostración. Por la Proposición 2.3.8, A = A  m con A = Am extensión finita
de K y m maximal de A: Note que m tiene estructura de A espacio vectorial porque
A  A y m es un ideal de A. Luego A es también A espacio vectorial. Como
A = Am, existe una base de A como A espacio vectorial de la forma f1; 1; :::; ng
con f1; :::; ng base de m entonces podemos definir un homomorfismo de A álgebras
' : A[x1; :::; xn]! A
donde 'jA es el homomorfismo identidad y '(xi) = i: El homomorfismo ' es so-
breyectivo y si I = Ker(') entonces A[x1; :::; xn]=I ' A como A álgebras. Esto
prueba la primera parte de la proposición con A = L.
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Observe que si a1x1+:::+anxn 2 I con ai 2 L, 1  i  n; entonces a1 = ::: = an = 0
porque x1+I; :::; xn+I son linealmente independientes ya que son imágenes de 1; :::; n
en un isomorfismo.
Como 2i 2 m para todo i = 1; :::; n entonces 2i =
Pn
j=1 aijj con aij 2 L luego
ui 2 I y puesto que ij 2 m para todos i; j, 1  i; j  n, entonces ij =
Pn
j=1 aijkk
con aijk 2 L luego vij 2 I.
Sea J = (fui; vijg1i<jn)L[x1; :::; xn]  I. Vamos a probar que J = I: Sea f 2 I;
como f 2 L[x2; :::; xn][x1] dividiendo a f entre u1 se puede ver que f = q2(x2; :::; xn) +
x1q1(x2; :::; xn) + u1q0(x2; :::; xn) con u1q0(x2; :::; xn) 2 J:





n = a1x1 + ea1x1xr022 :::xr0nn + g1(x2; :::; xn) + g0
donde a1;ea1 2 L; r02 +   + r0n = r2 + :::+ rn   1 y g0 2 J:
Demostración. Como r2 +    + rn  1; existe al menos un ri 6= 0 luego x1xrii =
(x1xi)x
ri 1
i = (v1i+ a1i1x1+   + a1inxn)xri 1i = v1ixri 1i + a1i1x1xri 1i + eg1(x2; :::; xn)




















i + eg1(x2; :::; xn))(xr22 :::xri 1i 1 xri+1i+1 :::xrnn )




n + g1(x2; :::; xn) + g0








n ) 2 J , a1;ea1 = a1i1 2 L, r02 + ::: + r0n =
r2 + :::+ rn   1 y g1(x2; :::; xn) = eg1(x2; :::; xn))(xr22 :::xri 1i 1 xri+1i+1 :::xrnn ).
Ahora aplicando iterativamente este resultado r2 +   + rn veces se consigue que el
grado del monomio xr22   xrnn sea cero. Además si hacemos este proceso con todos los
monomios multiplicados por x1 se tiene que f = a1x1+ h1(x2; : : : ; xn) + h0 con h0 2 J:
Después aplicamos el proceso anterior sucesivamente a x2,. . . ,xn y se obtiene que
f = a1x1 +   + anxn + f1
con f1 2 J: Como f 2 I entonces a1x1 +   + anxn 2 I y por tanto a1 =    = an = 0:
Así f 2 J y concluimos que los polinomios fui; vijg1i;jn generan el ideal I:
Teorema 2.3.11 Si A es una K álgebra son equivalentes
1. A es una K álgebra local finita.
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2. Existe L extensión finita de K tal que A = L[x1; :::; xn]=I y existe r tal que
(x1; :::; xn)
r  I
3. Existe L extensión finita de K tal que A = L[x1; :::; xn]=I y x1+ I; :::; xn+ I son
nilpotentes.
Demostración. 1 ) 2 : Por la Proposición 2.3.9, podemos construir L e I: Además
como A es una K álgebra local, por la Proposición 2.3.1, existe r tal que mr = 0 y esto
equivale a que (x1; :::; xn)r  I.
2 ) 3 : Por hipótesis, existe r tal que (x1; :::; xn)r  I entonces xri 2 I para todo i;
1  i  n: Luego (xi + I)r = 0 para todo i.
3 ) 1 : Para todo  2 A,  = Pr1+:::+rn ar1:::rnxr11 :::xrnn ; y como existe ti tal que









con ri < ti para todo i: Luego fxr11 :::xrnn gri<ti;8i es un sistema de generadores de A
como L espacio vectorial. Por tanto A es un L espacio vectorial de dimensión finita
porque L lo es.
Veamos ahora que A = L[x1; :::; xn]=I es local. Sea a = (x1 + I; :::; xn + I); como
x1 + I; :::; xn + I son nilpotentes entonces existen t1; :::; tn tales que xt11 = ::: = x
tn
n = 0
luego existe r = t1+ :::+ tn tal que ar = 0: Por otra parte, si  2 A entonces  = a+ b
con a 2 L y b 2 a. Veamos que si  6= 0 entonces  es inversible.
En efecto, (a b) = a2 b2, (a b)(a2+b2) = a4 b4 y (a b)(a2+b2):::(ah+bh) =
a2h   b2h: Si 2h > r entonces b2h = 0 y (a   b)(a2 + b2):::(ah + bh) = a2h: Por tanto,
a 2h(a  b)(a2 + b2):::(ah + bh) = 1 y en consecuencia  es inversible. Luego todos los
elementos que no están en (x1; :::; xn) son inversibles y A es local.
Definición 2.3.12 Si  2 A entonces  = 1 + 2 donde 1 2 A y 2 2 m, a 1 lo
llamaremos (0). En consecuencia (0) es el único tal que   (0) 2 m.
Proposición 2.3.13 Para todo  2 A se cumple una de las siguientes opciones
(1)  es inversible si y sólo si (0) 6= 0.
(2)  es nilpotente si y sólo si (0) = 0.
Demostración. Por la Proposición 2.3.8, existe (0) 2 A único tal que  (0) 2 m:
(1) ): Supongamos que  no es inversible entonces  2 m y como    (0) 2 m,
(0) 2 m pero (0) pertenece al cuerpo A luego (0) = 0:
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(: Si (0) 6= 0; como    (0) 2 m y por la Proposición 2.3.1, existe r 2 N tal que
(  (0))r = 0: Desarrollando el binomio,
(r 1   rr 2(0) +   + ( 1)r 1r(0)r 1) = ( 1)r 1(0)r:
En consecuencia,  es inversible.
(2) ): Si  es nilpotente entonces  es divisor de cero. Supongamos que (0) 6= 0, por
el item (1),  es inversible y esto es absurdo. Luego, (0) = 0.
(: Si (0) = 0; por la Proposición 2.3.8,  2 m y por la Proposición 2.3.1, existe r 2 N
tal que r = 0. En consecuencia  es nilpotente.
Ejemplo 2.3.14 Podría parecer que (0) 2 K pero (0) 2 A, por ejemplo, si A =
R[x]
((x2+1)2)
, el ideal maximal de A es m = (x2 + 1) y su cuerpo residual es C, entonces
A ' Cm y la descomposición se hace de la forma siguiente.
Sea  = 32x+
1
2x
3 2 A entonces 2+1 = 0. De este modo, R+R  A y R+R ' C. Si
llamamos u = x2 + 1 tenemos que f1; ; u; xug es base de A como R espacio vectorial.
Note que m como A módulo está generado por u, pero como R espacio vectorial está
generado por u y xu ya que cualquier elemento de m se escribe como
p(x)u = (a+ bx+ cx2 + dx3)u = au+ bxu+ cx2u+ dx3u
con x2u = (u   1)u = u2   u =  u y x3u = x(x2u) =  xu. Por tanto tenemos el
isomorfismo ' : A! Cm con '(x) =    12xu, '(x2) = u  1 y '(x3) =   + 32xu.
Finalmente note que x(0) =  y  =2 R.
En consecuencia, por la Proposición 2.3.13,
m = f 2 A : (0) = 0g = f 2 A : 9 r 2 N tal que r = 0g:
Proposición 2.3.15 f1; 1; : : : ; n 1g es base de A como K espacio vectorial si y sólo
si f1; 1   1(0); : : : ; n   n 1(0)g es base de A como K espacio vectorial.
Demostración. La equivalencia se cumple ya que el determinante de la matriz de




1  1(0) : : :  n 1(0)
0 1 : : : 0
0 0 : : : 1
1CCCCA = 1:
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Proposición 2.3.16 Sea A el cuerpo cociente de A. Existe una base de A como
A espacio vectorial de la forma f1; 1; : : : ; n 1g con i nilpotente para todo i, i =
1; : : : ; n  1:
Demostración. Por la Proposición 2.3.8, A = A  m donde m es su ideal maximal
y A es su cuerpo cociente. Luego existe una base de A como A espacio vectorial
f1; 1; : : : ; n 1g con 1; : : : ; n 1 2 m. Además, puesto que m = f 2 A : 9r 2
N tal que r = 0g tenemos que i es nilpotente para todo i = 1; : : : ; n  1:
Proposición 2.3.17 (1)  = fo() :  2 mg está acotado superiormente y en con-
secuencia tiene máximo.
(2) Si f1; 1; : : : ; n 1g con 1; : : : ; n 1 2 m es base de A; entonces




Demostración. (1) Para todo  2 m, o()  o(m) luego  está acotado superiormente
por o(m) y en consecuencia tiene máximo.
(2) Como i 2 m, para todo i = 1; : : : ; n  1, o(i)  o(m) y max(o(i))  o(m).
Sea N =
Pn 1
i=1 o(i) y veamos que m
N = 0. Para todos 1 : : : ; N 2 m, existen
aij 2 K tales que i =
Pn 1
i=1 aijj , entonces 1   N =
Pn 1





1   rn 1n 1 donde r1 +   + rn 1 = N y N =
Pn 1
i=1 o(i) entonces existe i
tal que ri  o(i) y por tanto rii = 0. Así 1   N = 0 y mN = 0. En consecuencia
max(o(i))  o(m) 
Pn 1
i=1 o(i).
Podemos preguntarnos si hay una relación más precisa entre max(o(i)) y en general
maxfo() :  2 mg y o(m). Observemos que en la R álgebra R[x;y]
(x2;y2)
el ideal maximal
está generado por x y y, y o(x) = o(y) = 2 pero o(x+ y) = 3 ya que (x+ y)2 = 2xy 6= 0
y (x+ y)3 = 0. En este ejemplo o(m) = 3 y o(x) + o(y) = 4 luego las dos desigualdades
de la Proposición 2.3.17 son estrictas.
Más aún, si K es de característica dos, para todo  2 m,  = ax+ by entonces 2 = 0
es decir o() = 2 para todo  2 m pero o(m) = 3 ya que 0 6= xy 2 m. Este fenómeno
no se da si K = R o K = C como veremos a continuación.
Sea K = R o C. Para todos r; n 2 N, n  2 y r  1, definimos
nr = f(i1; : : : ; in) : ij 2 Z0 y i1 +   + in = rg
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Consideremos la aplicación
Kn ! KNnr
a = (a1; : : : ; an) 7! a = (ai11    ainn )(i1;:::;in)2nr
Para x1; : : : ; xn indeterminadas, llamamos x = (x1; : : : ; xn) y x = (xi11   xinn )(i1;:::;in)2nr
con el convenio que si ij = 0 entonces no aparece el término a0j o x
0



















1CCA 6= 0, como 'nr es continua, se tiene que para





1CCA 6= 0 para bi 2 Bi(ai). Luego si





1CCA 6= 0 entonces existen b1; : : : ; bNnr 2





1CCA 6= 0 y todas las componentes de cada bi son distintas de
cero para todo i.







Demostración. Hacemos inducción sobre (n; r) con el orden lexicográfico.
Para n = 2 y para todo r, se tiene que x = (x1; x2), 2r = f(0; r); (1; r 1); : : : ; (r; 0)g,
N2r = r+1 y x = (xr2; x1x
r 1
2 ; : : : ; x
r
1). Sea ai = (ai; 1) entonces ai = (1; ai; a
2
i ; : : : ; a
r
i ),
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1 ar+1 : : : a
r
r+1
 y este es distinto
de cero pues es el determinante de Vandermonde.
Para r = 1 y para todo n, se tiene que x = (x1;    ; xn), n1 = f1; 2; : : : ; ng,








a11 : : : a1n
...
...
an1 : : : ann
 y es distinto de cero si fa1;    ;ang es base de K
n.
Supongamos cierto el caso (m; s), para todo (m; s) < (n; r) con el orden lexicográfico,






1CCA y sean N = Nnr, N1 = N(n 1)r y N2 = Nn(r 1). Note que
N1 +N2 = N pues
 



















donde A es una submatriz de tamaño
N1N1 yD deN2N2. La matriz A corresponde a los primerosN1 vectores a1;    ;aN1
con el orden lexicográfico que son los que tienen ai1 = 0. Por hipótesis de inducción en
el caso (n   1; r) podemos elegir vectores de Kn 1, eai = (ai2; :::; ain), i = 1;    ; N1,









1CCA, detA 6= 0 y para estos vectores la matriz B = 0 ya que en todas sus
entradas aparece algún ai1.
Las entradas de la matriz D corresponde a los monomios de aN1+1;    ;aN en los que





CCA que está definida por monomios de grado r   1 y por hipótesis
de inducción en el caso (n; r   1) su determinante es distinto de cero.
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Note que a(N1+1)1;    ; aN1 son todos distintos de cero en virtud de la Observación
2.3.18.
Proposición 2.3.20 Si A es una K álgebra finita local con ideal maximal m, cuerpo
residual L y o(m) = r entonces existe a 2 m tal que a; a2; :::; ar 1 son linealmente
independientes sobre L.
Demostración. Por el Teorema 2.3.11, existe L extensión finita de K tal que A =
L[x1; :::; xn]=I con fx1; :::; xng base de m como L espacio vectorial. Tenemos dos casos:
(1) Si existe i tal que xr 1i 6= 0 entonces o(xi) = r y por la Proposición 2.3.3 se tiene
que xi; :::; xr 1i son linealmente independientes.
(2) Para todo i; xr 1i = 0. Sean  = n(r 1) y N = Nn(r 1) y tomemos  2 m genérico,













Note que i1:::in 2 Z f0g. Si = (i11 :::inn )(i1;:::;in)2 y y = (i1:::inxi11 :::xinn )(i1;:::;in)2
entonces r 1 es el producto matricial de  y la traspuesta de y esto es r 1 = yt.












Si ai = (ai1;    ; ain), llamamos bi =
Pn
j=1 aijxj para todo i = 1;    ; N .
Como a1; :::;aN son base de L
N , existen i1; :::; iN 2 L tales, que para todo i =
(i1;    ; in) 2 ,
i1a

1 + :::+ iNa

N = ei
donde ei 2 LN es el vector fila de entrada 1 en la posición i y cero en las otras
entradas.








n y i1:::in 6= 0 luego
xi11 :::x
in
n = 0 para todo i = (i1; :::; in) 2  lo cual es absurdo pues o(m) = r. Porque
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si o() < r para todo  2 m, existe s  r   1 con o()  s para todo  2 m y
o(m)  s < r.
Proposición 2.3.21 Si o(m) = r y r = i1+  +in con ij 2 Z0 para todo j = 1; : : : ; n;
n  r, entonces para todos 1; : : : ; n 2 m; i11   inn = 0:
Demostración. Si o(m) = r, entonces mr = 0. Note que mr es el ideal generado
por 1   r tales que 1; : : : ; r 2 m: Como i1 +    + in = r, i11   inn 2 mr y en
consecuencia i11   inn = 0:
2.4. R álgebras locales finitas
Sea A una R álgebra local de dimensión finita con maximal m = fa 2 A :
a es divisor de cerog: Como R tiene sólo dos extensiones finitas, R y C, y por el Teorema
2.3.11, A es una R álgebra local de dimensión finita si y sólo si A = L[x1; :::; xn]=I y
existe r tal que (x1; :::; xn)r  I  (x1;    ; xn) y L = R o C.
Proposición 2.4.1 Para todo  2 A, existen a; b 2 R y d 2 N tales que  = a+ b y
d = 0 o (2 + 1)d = 0:
Demostración. Sea  2 A, como dimRA es finita, existe el polinomio mínimo de ,
p(x) = xd   ad 1xd 1        a0 esto es p() = 0.
Caso 1. Si p(x) tiene una raíz real a con multiplicidad r entonces p(x) = (x  a)rq(x),
1  r  d; con (x  a) - q(x); es decir, existe h(x) tal que q(x) = (x  a)h(x) + q(a) y
q(a) 6= 0: Tenemos dos opciones:
(1) r = d. En este caso q(x) = 1 pues p(x) es mónico y si  =   a entonces d = 0.
(2) 1  r < d. Note que (x  a)r y q(x) tienen grado menor que d, luego (  a)r 6= 0 y
q() 6= 0: Como 0 = p() = (   a)rq(), (   a)r y q() son divisores de cero, y por
tanto están en m: Veamos que q() =2 m y se llega a contradicción.
En efecto, como ( a)r 2 m; ( a) 2 m ya que m es primo y puesto que q(x) q(a) =
(x a)h(x) entonces q() q(a) = ( a)h() 2 m: De esta forma, q()+m = q(a)+m,
pero q(a) 2 R y q(a) 6= 0. En consecuencia q(a) +m 6= 0 y q() =2 m.
Caso 2. Si p(x) sólo tiene raíces complejas no reales, su grado es par d = 2s: Cada
par de raíces complejas conjugadas corresponde a un par de reales a y b 6= 0 tales que
((x   a)2 + b2)jp(x). Con el cambio de variable y = x ab tenemos que (y2 + 1)jep(y)
con ep(y) = p(by + a) y si el par de raíces complejas conjugadas tienen multiplicidad r
entonces ep(y) = (y2 + 1)rq(y); 1  r  s; con (y2 + 1) - q(y): Igual que en el caso 1,
tenemos dos opciones:
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(2.1) r = s y q(y) tiene grado cero. Sea  =  ab entonces 0 = ep() = (2 + 1)sq() y
q() 2 R, q() 6= 0. Por tanto (2 + 1)s = 0:
(2.2) 1  r < s. Veamos que esto es imposible. Como (y2+1)r y q(y) tienen grado menor
que s; para  =  ab , (
2+1)r 6= 0 y q() 6= 0. Luego 0 = p() = (2+1)rq() implica
que (2 + 1)r y q() son divisores de cero y por tanto están en el maximal. Veamos
que q() 2 m lleva a una contradicción. En efecto, como (2 + 1)r 2 m; (2 + 1) 2 m
ya que m es primo y como q(y) tiene otro par de raíces complejas conjugadas distintas
del anterior con multiplicidad t  1 entonces existen a1 y b1 reales distintos de 0 y
1 tales que ((y   a1)2 + b21)tjq(y). Luego q(y) = ((y   a1)2 + b21)th(y) donde o bien
h(y) 2 R, h(y) 6= 0, o bien sólo tiene pares de raíces complejas conjugadas. Pero
q() = ((   a1)2 + b21)th() 2 m; entonces ((   a1)2 + b21)t 2 m o h() 2 m:
(2.2.1) Si ((   a1)2 + b21)t 2 m, entonces (   a1)2 + b21 2 m porque m es primo y
(2 + 1)  ((   a1)2 + b21) = 2a1   a21   b21 + 1 2 m:






,    c 2 m: Por tanto 2   c2 2 m y como 2 + 1 2 m entonces 1 + c2 2 m,
lo cual es absurdo pues una suma de cuadrados reales donde uno de ellos es distinto de
cero no puede estar en el maximal.
(2.2.2) Si h() 2 m; entonces h(y) sólo tiene pares de raíces complejas conjugadas. Repi-
tiendo el argumento anterior inductivamente tenemos un absurdo porque suprimiendo
pares de raíces conjugadas se llega a que h() 2 R, h() 6= 0, y no puede estar en m.
Definición 2.4.2 Si  2 A verifica que existen a; b 2 R y existe d 2 N tales que
 = a + b y d = 0 diremos que  es de tipo real y si  2 A verifica que existen
a; b 2 R y existe d 2 N tales que  = a + b y (2 + 1)d = 0 diremos que  es de tipo
complejo.
En la Proposición 2.4.4 vamos a mostrar una propiedad de las R álgebras locales
finitas con elementos de tipo complejo, para esto necesitamos el lema siguiente.
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(2 + 1)i =
k 1X
i=0











































En la segunda igualdad se ha usado la hipótesis de inducción y el desarrollo del binomio
(2 + 1)k y en la cuarta igualdad se usó la identidad de Pascal.
Proposición 2.4.4 Si en A existe un elemento  de tipo complejo entonces existe,
salvo el signo, un único elemento  2 A tal que 2 + 1 = 0.
Demostración. Como  2 A es un elemento de tipo complejo, existen a; b 2 R y existe
d 2 N tales que  = a+ b y (2 + 1)d = 0, pero















2i, tal que p(2) + 1 = 0.
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en la última igualdad se usó el Lema 2.4.3. Ahora probamos que existen ai 2 R; i =
0; : : : ; d  1, tales que
d 1X
i=0








Por facilidad en los cálculos hacemos el cambio de variable x = 2 + 1. Así, debemos

























































k=0 akai k si i es par
Luego
Pi




1  2P i 12k=1 akai k =2a0 si i es impar
1  a2i
2
  2P i 22k=1 akai k =2a0 si i es par
Note que cada ai; 1  i  d  1, se obtiene iterativamente. Así tenemos la solución del
sistema 2.3 y en consecuencia existe  =
p
p(2) tal que 2 + 1 = 0:
Unicidad de  2 A, salvo el signo: si A tiene dos elementos de tipo complejo, existen  y
 tales que 2+1 = 0 y 2+1 = 0. Luego, 0 = (2+1) (2+1) = 2 2 = ( )(+):
Si (   ) 6= 0 y ( + ) 6= 0 entonces     y  +  son divisores de cero y por tanto
están en m: Como ( + ) + (   ) = 2 2 m y ( + )  (   ) = 2 2 m entonces
 y  están en m pero 2 + 1 2 m entonces 1 2 m lo que es absurdo. En consecuencia,
 +  = 0 o     = 0 entonces  =  o  =  :
Ejemplo 2.4.5 La R álgebra local finita A = R[x]
((x2+1)2)
tiene elementos de tipo com-
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plejo y  = 32x+
1
2x
3 2 A es el único elemento, salvo signo, tal que 2 + 1 = 0:






Demostración. Por el Lema 2.2.9, el ideal maximal de la R álgebra local finita A =
R[x]
((x2+1)n)
es m = (x2+1) y como A tiene elementos de tipo complejo, por la Proposición
2.4.4, existe  = (x) + ((x2 + 1)n) 2 A con (x) 2 K[x], grado() < 2n y tal que
2 + 1 = 0. Observe que
(i) Como 2 + 1 = 0, 2 + 1 2 ((x2 + 1)n).
(ii)  es inversible ya que ( ) = 1.
(iii) x2+1 = (x )(x+) en A, o equivalentemente x2+1 (x )(x+) 2 ((x2+1)n).
Veamos que ((x2 + 1)n) = ((x  )n; 2 + 1):
] Como x2 + 1 = (x  )(x+ ) + (2 + 1) entonces (x2 + 1)n = (x  )n(x+ )n +
(2 + 1)q(x) y por tanto ((x2 + 1)n)  ((x  )n; 2 + 1).
] Por (iii), (x   )(x + ) 2 m. Como m es primo, x    2 m o x +  2 m pero
no las dos cosas ya que si x   ; x +  2 m entonces x +    (x   ) = 2 2 m lo
cual es absurdo pues 2 y  son inversibles. Sin pérdida de generalidad supongamos que
x   2 m, de lo contrario cambiamos  por   ya que  es único salvo el signo.
Como x+ =2 m, x+ es inversible en A y existe p(x) 2 A tal que (x+)p(x) = 1 luego
(x+ )p(x)  1 2 ((x2+1)n). Entonces (x+ )np(x)n  1 2 ((x2+1)n) y multiplicando
por (x  )n,
(x  )n(x+ )np(x)n   (x  )n 2 ((x2 + 1)n): (2.4)
Como x2 +1  (x  )(x+ ) 2 ((x2 +1)n), (x2 +1)n   (x  )n(x+ )n 2 ((x2 +1)n)
y (x  )n(x+ )n 2 ((x2 + 1)n). Luego de la Ecuación (2.4), (x  )n 2 ((x2 + 1)n) y





((y   z)n; z2 + 1) :
Para finalizar comprobamos el isomorfismo R[y;z]
((y z)n;z2+1) ' C[t](tn) .
Sean y = y + ((y   z)n; z2 + 1) y z = z + ((y   z)n; z2 + 1).
Si n = 1, entonces R[x]
(x2+1)
' R[y;z]
(y z;z2+1) = fa+ zb : a; b 2 R; z2 + 1 = 0g = C:
Si n  2, consideramos
 : C[t] = R[t] + iR[t] ! R[y;z]
((y z)n;z2+1)
t 7! et = y   z
i 7! z
p(t) + iq(t) 7! p(et) + zq(et):
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 es un homomorfismo.
((p(t)+iq(t))+(f(t)+ig(t))) = ((p+f)(t)+i(q+g)(t)) = (p+f)(et)+z(q+g)(et) =
(p(et) + zq(et)) + (f(et) + zg(et)) = (p(t) + iq(t)) + (f(t) + ig(t)).
Ker() = (tn): Primero observe que et 6= 0 pues n  2, y 1 y z son R[y] linealmente
independientes. Entonces 0 = (p(t) + iq(t)) = p(et) + zq(et) implica p(et) = 0 y
q(et) = 0. Luego p(y   z); q(y   z) 2 ((y   z)n) es decir p(t); q(t) 2 (tn). Así,
p(t) + iq(t) 2 (tn):










se tiene que R[y;z]
((y z)n;z2+1) ' C[t](tn) .
Corolario 2.4.7 Si























Proposición 2.4.8 Si A es una R álgebra local finita, ocurre una de las dos opciones:
(1) para todo  2 A existen a; b 2 R y existe d 2 N tales que (a+ b)d = 0.
(2) existe  2 A único, salvo el signo, tal que 2 + 1 = 0.
Demostración. Las dos opciones son consecuencia de la Proposición 2.4.1 y la exis-
tencia y unicidad de  2 A, en la opción 2, se tiene por la Proposición 2.4.4.
Proposición 2.4.9 Una R álgebra local finita A es una C álgebra local finita si y sólo
si existe en A un elemento de tipo complejo.
Demostración.(: Si A es una R álgebra local finita con un elemento de tipo complejo
entonces, por la Proposición 2.4.4, existe un  2 A tal que 2 + 1 = 0. Como x2 + 1
es irreducible, x2 + 1 es el polinomio mínimo de : Además, puesto que R  A; el
homomorfismo evaluación
' : R[x] ! A
x 7! 
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tiene Ker(') = (x2+1) ya que '(q(x)) = 0, q() = 0, x2+1jq(x), q(x) 2 (x2+1).






es un homomorfismo de anillos de C en A que dota a A de estructura de C álgebra.
Note que A tiene dimensión finita como C espacio vectorial ya que dimRA = 2dimCA
y dimRA es finita.
): Si A es una C álgebra local finita, como R  C y tenemos el morfismo estructural
C ! A
a 7! a1
entonces A es una R álgebra local finita y tiene un elemento de tipo complejo ya que
existe (1i) 2 A tal que (i1)2 + 1 = 0:
Por las Proposiciones 2.4.8 y 2.4.9, el problema de clasificar las R álgebras locales
finitas se reduce a los siguientes dos problemas:
(1) clasificar las R álgebras locales finitas con todos los elementos de tipo real.
(2) clasificar las C álgebras locales finitas.
2.5. Criterios de isomorfía de K álgebras locales finitas.
El problema que abordamos en esta sección es el de dar condiciones necesarias para
que dos K álgebras locales finitas sean isomorfas. Estos criterios nos permitirán saber
si dos K álgebras pertenecen a la misma clase de isomorfía.
2.5.1. Estructuras geométricas
Sea A un K espacio vectorial de dimensión finita n. Llamamos estructura geométri-
ca asociada a A a lo siguiente: consideremos los elementos de A que verifican una
propiedad P invariante por isomorfismos. Es decir,  2 A verifica la propiedad P si




 divisor de cero
r = 1
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Sean VA(P) y VB(P) los conjuntos de elementos en A y B; respectivamente, que verifican
la propiedad P.
Si f : A! B es un isomorfismo de K álgebras finitas en particular f es K lineal,
como P es invariante por f , VA(P) w VB(P). Por tanto las propiedades lineales o
multilineales de VA(P) y VB(P) son las mismas.
2.5.2. Dimensión de las potencias del maximal
Proposición 2.5.1 Si A es una K álgebra local finita y m su ideal maximal y sea
Si = dimK m
i donde S0 = dimK A entonces la sucesión de números,
SA : S1 > S2 >    > Sr = Sr+1
(1) es estacionaria y su último término es cero.
(2) Si A ' B, entonces SA = SB.
Demostración. (1) Como A es de dimensión finita, la sucesión
m  m2      ms
es finita. Note que mr = mr+1 implica que ms = mr para todo s > r ya que multiplicando
por m,
mr = mr+1 = mr+2 =    :
Además, por la Proposición 2.3.1, existe s tal que ms = 0. En conclusión la sucesión SA
es estacionaria y su último término es cero.
(2) Sea f : A! B un isomorfismo. Entonces
f(mr) = (f(m))r
En efecto, puesto que f(mA) = mB,
 2 mrA ,  =
X
i




f(i1)    f(ir) con f(ij ) 2 mB
, f() 2 mrB:
Por tanto, SA = SB:
En consecuencia,
mnfs : ms = 0g
2.5. Criterios de isomorfía de K álgebras locales finitas. 75
y las dimensiones
Si = dimRm
i y dimRmi=mi+1 = Si   Si+1
son invariantes por isomorfía.
2.5.3. Cuádricas.
Si A y B son K álgebras locales finitas, por la Proposición 2.3.9, existen LA y
LB extensiones finitas de K y existen ideales I y J de LA[x1; :::; xn] y LB[y1; :::; ym]
respectivamente con I = (fui; vijg1i<jn) donde ui := x2i  
Pn
j=1 aijxj y vij :=
xixj  
Pn
k=1 aijkxk, J = (fqi; rijg1i<jm) donde qi := y2i  
Pn
j=1 bijyj y rij :=
yiyj  
Pn
k=1 bijkyk, y tales que A = LA[x1; :::; xn]=I y B = LB[y1; :::; ym]=J .
Si A ' B entonces mA ' mB y A=mA ' B=mB por tanto n = m y LA ' LB. Es decir,
si e' : A! B es un isomorfismo entonces existe un cuerpo L tal que A = L[x1; :::; xn]=I,
B = L[y1; :::; yn]=J y e' induce un isomorfismo ' : L[x1; :::; xn]=I ! L[y1; :::; yn]=J y
'jL =  con  2 Aut(L=K). En consecuencia ' queda definido por '(xi) = pi(y1; :::; yn)





j=1 cijyj donde (cij)1i;jn es una matriz inversible.
Un isomorfismo deK álgebras de A en B está representado por muchos homomorfismos
de L[x1; :::; xn] en L[y1; :::; yn] y lo que estamos afirmando es que ' está representado
por uno que es  semilineal.
En el Ejemplo 2.2.16, el isomorfismo
 : A = Z=(3)[x]
(x3+x2+2)
! B = Z=(3)[y]
(y3+2y2+1)
x 7! 2y2 + 1
proviene de un homomorfismo Z=(3)[x]! Z=(3)[y] que no es una transformación lineal








entonces ' está asociado al homomorfismo
 : Z=(3)[x1; x2] ! Z=(3)[y1; y2]
x1 7! y1 = 2x2 + 1
x2 7! y2 = 2x2 + x1 + 2
Definición 2.5.2 Sea A = L[x1; :::; xn]=I, al sistema lineal de formas cuadráticas de
Ln generado por fui; vijg1i<jn donde ui := x2i  
Pn
j=1 aijxj 2 I y vij := xixj  Pn
k=1 aijkxk 2 I o al sistema de cuádricas de P(Ln) asociado lo llamamos sistema
lineal asociado al álgebra.
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Proposición 2.5.3 A ' B si y sólo si los sistemas lineales asociados son proyectiva-
mente equivalentes.
Demostración.): Como A ' B, existe un isomorfismo  semilineal ' de A en B tal
que '(I) = J y el sistema lineal de formas cuadráticas asociado a A es un sistema de
generadores del ideal I. Como ' es isomorfismo, los polinomios f'(ui); '(vij)g1i<jn
generan a J , por tanto definen una base del sistema lineal de formas cuadráticas asoci-
adas a B. En consecuencia los sistemas son equivalentes.
(: Si los sistemas lineales asociados a A y B son proyectivamente equivalentes, y con
las identificaciones mA ' Ln y mB ' Ln dadas por la Proposición 2.3.9 se tiene que
existe una proyectividad ' : P(Ln) ! P(Ln) que transforma el sistema generado por
fui; vijg1i<jn en el sistema fqi; rijg1i<jn.
Si '1 es un representante de ', '1 : L[x1; : : : ; xn] ! L[y1; : : : ; yn] que transforma los
generadores del ideal I en elementos independientes del ideal J , entonces estos ge-
neran necesariamente a J esto es '1(I) = J . De esta forma '1 induce un isomorfismo
L[x1; : : : ; xn]=I ' L[y1; : : : ; yn]=J:
El criterio de isomorfía de la Proposición 2.5.3 no es aplicable en general dado que
lleva a comprobar la equivalencia proyectiva de dos sistemas lineales de cuádricas que
están generadas casi siempre por cuádricas degeneradas y el problema de clasificar estos
sistemas no está bien resuelto en la literatura.
Si mA es el ideal maximal de A, mB es el ideal de B y A ' B entonces mA ' mB
y en general mrA ' mrB. Además si ' : A ! B es un isomorfismo, por la sección 2.1, el
diagrama






mrB mrB  // mrB
es conmutativo, es decir, '(u1  u2) = '(u1)  '(u2). Luego el producto como forma
bilineal es invariante.
Si r < s y 2r < o(mA) = o(mB)  r + s entonces el producto induce una forma
bilineal para esto veamos que
 : mrA=m
s
A mrA=msA ! m2rA
(a+msA; a
0 +msA) 7! aa0
está bien definida. Sea (a + b + msA; a
0 + b0 + msA) 2 mrA=msA  mrA=msA con b; b0 2 msA
entonces ((a + b + msA; a
0 + b0 + msA)) = (a + b)(a
0 + b0) = aa0 + ab0 + a0b = aa0 pues
ab0; a0b 2 msA.
Si A y B son isomorfos entonces las dos formas bilineales asociadas al producto son
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equivalentes.
Componiendo con los elementos de (m2rA )
 tenemos para cada álgebra A y cada par de
enteros r y s con 2r < o(mA)  r + s, un sistema lineal de cuádricas en mrA=msA,
mrA=m
s
A mrA=msA // m2rA
 // K
con  2 (m2rA ).
2.6. Infinitas R álgebras locales de dimensión 6
Proposición 2.6.1 Sean  2 R y
A =
R[x; y; z]
(x3; y3; z2   x2   y2; xy   x2   y2; xz   x2; yz) :
fAg2R es una familia de R álgebras locales de dimensión 6 con o(m) = 3, base
como R espacio B = f1; x; x2; y; y2; zg y tal que para todos ;  2 R;  6= , excepto
para un número finito, A  A.




 m=m2 ! m2:
fex; ey; ezg con ex = x+m2, ey = y+m2 y ez = z+m2 es base de m=m2. Note que (ex; ex) =
x2, (ex; ey) = x2 + y2, (ex; ez) = x2, (ey; ey) = y2, (ey; ez) = 0 y (ez; ez) = x2 + y2. Por
tanto el haz de formas cuadráticas asociada al producto en m=m2 está generado por
q1 =
0B@ 1 1 11 0 0
1 0 1
1CA y q2 =
0B@ 0 1 01 1 0
0 0 b
1CA.
Como q 11 q2 =
0B@ 0 1 01 0  1
0  1 1
1CA
0B@ 0 1 01 1 0
0 0 
1CA =
0B@ 1 1 00 1  
 1  1 
1CA, su polinomio
característico es p(x) = x3   ( + 2)x2 + ( + 1)x   . Observe que las raíces del
polinomio dependen de  y p(x) no tiene raíces múltiples, más aún, un cambio variable
lineal no puede llevar un polinomio característico p(x) en otro polinomio característico
p(x),  6= . Por tanto para todos ;  2 R;  6= ; A  A .
Observación 2.6.2 Se puede construir una familia infinita de R álgebras no isomor-
fas de dimensión mayor que 6 y con orden de maximal o(m) = 3. Por ejemplo, la
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familia de R álgebras locales de dimensión 7 y o(m) = 3, fAg2R con
A =
R[x; y; z; w]
(x3; y3; w2   x2   y2; z2   x2   y2; xy   x2   y2; xz   x2; yz; xw; yw; zw) ;
contiene infinitas R álgebras no isomorfas.
2.7. Clasificación de las R álgebras reales locales finitas en
dimensión baja.
Clasificamos en esta sección las R álgebras reales locales finitas hasta dimensión
cinco y que son de tipo real. Por facilidad en la notación, en las R álgebras, no tomamos
las clases en las bases del maximal.
2.7.1. R álgebras locales finitas reales de dimensión 1, 2 y 3.
(1) Si dimRA = 1, entonces o(m) = 1 y por tanto A es un cuerpo. Como A es una
R álgebra, A ' R:
(2) Si dimRA = 2, entonces o(m) = 2 y por tanto existe x 2 m tal que x 6= 0 y x2 = 0.




(3) Si dimRA = 3, entonces 1 < o(m)  3 y tenemos dos casos:
(3.1) Si o(m) = 3, entonces existe x 2 m tal que x2 6= 0 y x3 = 0: Por la Proposición




(3.2) Si o(m) = 2, entonces para todo x 2 m, x2 = 0 y por la Proposición 2.3.21, para
todos x; y 2 m, xy = 0. Como dimRm = 2, existen x; y 2 m tales que fx; yg es
base de m. En consecuencia
A ' R[x; y]
(x; y)2
:
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Note que las dos R álgebras no son isomorfas pues el orden del ideal maximal de A1
es o(m1) = 3 y el orden del ideal maximal de A2 es o(m2) = 2.
2.7.2. R álgebras locales finitas reales de dimensión 4.
Si dimRA = 4; entonces 1 < o(m)  4 y tenemos tres casos:
(1) Si o(m) = 4, entonces existe x 2 m tal que x3 6= 0 y x4 = 0: Por la Proposición




(2) Si o(m) = 3, entonces para todo x 2 m, x3 = 0 y por la Proposición 2.3.21 para
todos x; y 2 m, x2y = 0. Además, existe x 2 m tal que x2 6= 0; luego x y x2
son linealmente independientes y puesto que dimRm = 3, existe y 2 m tal que
fx; x2; yg es base de m. Tenemos dos casos:
(2.1) Si xy = 0, como y2 2 m, existen a; b; c 2 R tales que y2 = ax+ bx2 + cy.
Multiplicando por y; 0 = y3 = axy + bx2y + cy2 = cy2 entonces c = 0; si y2 6= 0.
Multiplicando por x; 0 = xy2 = ax2 pero x2 6= 0 entonces a = 0. Por tanto
y2 = bx2:
Tenemos tres casos:
(2.1.1) Si b > 0, sea  =
p
bx; entonces y =
p
bxy = 0, 2 = bx2 = y2 y como fx; x2; yg
es base de m, f; 2; yg es base de m . En consecuencia
A ' R[; y]
(3; 2   y2; y) :
(2.1.2) Si b < 0, sea  =
p bx, entonces y = 0, 2 =  bx2 =  y2 y f; 2; yg es base
de m. En consecuencia
A ' R[; y]
(3; 2 + y2; y)
:
(2.1.3) Si b = 0, entonces xy = y2 = 0 y fx; x2; yg es base de m. Por tanto
A ' R[x; y]
(x3; y2; xy)
:
(2.2) Si xy 6= 0; como xy 2 m; entonces existen a; b; c 2 R tales que xy = ax+ bx2+ cy.
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Multiplicando por x; 0 = x2y = ax2 + cxy = ax2 + c(ax+ bx2 + cy) = acx+ (a+
bc)x2+ c2y entonces ac = a+ bc = c2 = 0 esto es a = c = 0. Por tanto xy = bx2 y
x(y   bx) = 0:
Sea  = y   bx entonces x = 0 y fx; x2; g es base de m. Luego estamos en el
caso (2.1).
(3) Si o(m) = 2, entonces para todo x 2 m; x2 = 0 y por la Proposición 2.3.21, para
todos x; y 2 m, xy = 0. Además, como dimRm = 3; existen x; y; z 2 m tales que
fx; y; zg es base de m y cumple que x2 = y2 = z2 = xy = xz = yz = 0. En
consecuencia
A ' R[x; y; z]
(x; y; z)2
:
En dimRA = 4; hemos encontrado cinco R álgebras locales finitas. Vamos a ver









(x3; x2   y2; xy) ;
A4 =
R[x; y]





Note que el orden del maximal de las R álgebras A1 y A5 son o(m1) = 4 y o(m5) = 2
respectivamente. Mientras que las otras tres R álgebras tienen orden del maximal igual
a 3: Por tanto A1  A2, A1  A3, A1  A4, A1  A5, A2  A5, A3  A5 y A4  A5:
Para mostrar que A2  A3, A3  A4 y A2  A4 vamos a estudiar los elementos de
cuadrado cero de las R álgebras A2; A3 y A4. Sean  2 A2,  2 A3 y  2 A4 entonces
















2 = (a23   c23)x2:
Observe que  = 0 si y sólo si a1 = 0; 2 = 0 si y solo si a2 = c2 = 0 y  = 0 si y sólo
si a23 = c23: Entonces f 2 A2 : 2 = 0g es un R espacio vectorial de dimensión 2 y
f 2 A3 : 2 = 0g es un R espacio vectorial de dimensión 1. Además f 2 A4 : 2 = 0g
es la cuádrica que consiste en un par de planos distintos que pasan por el origen de
coordenadas. Por tanto A2  A3, A2  A4 y A3  A4.








(x3; x2   y2; xy) ;
R[x; y]










(x3; x2 + y2; xy)
:
Pues es un isomorfismo de R espacios vectoriales siendo  = x + y y  = x   y; y
la matriz asociada al cambio de bases tiene determinante distinto de cero. Además se
cumple la tabla de multiplicación ya que 2 = 2 = x2 + y2 = 0 y  = x2   y2 = 2x2.
2.7.3. R álgebras locales finitas reales de dimensión 5.
Si dimRA = 5; entonces 1 < o(m)  5 y tenemos cuatro casos:
(1) Si o(m) = 5; entonces existe x 2 m tal que x4 6= 0 y x5 = 0: Por la Proposición




(2) Si o(m) = 4; entonces para todo x 2 m, x4 = 0 y por la Proposición 2.3.21 para
todos x; y 2 m, x3y = x2y2 = 0. Además existe x 2 m tal que x3 6= 0 luego x;
x2 y x3 son linealmente independientes. Como dimRm = 4; existe y 2 m tal que
fx; x2; x3; yg es base de m y tenemos dos casos:
(2.1) Si xy = 0; como y2; y3 2 m, entonces existen ai; bi; ci; di 2 R; i = 1; 2; tales que
y2 = a1x+ b1x
2 + c1x
3 + d1y y y3 = a2x+ b2x2 + c2x3 + d2y:
Luego 0 = x2y2 = a1x3 y 0 = x2y3 = a2x3 pero x3 6= 0 por tanto a1 = a2 = 0: De
la misma forma, 0 = xy2 = b1x3 y 0 = xy3 = b2x3 entonces b1 = b2 = 0: Así
y2 = c1x
3 + d1y y y3 = c2x3 + d2y:
Note que y3 = d1y2 = d1(c1x3 + d1y) = c1d1x3 + d21y = c2x3 + d2y entonces
c2 = c1d1 y d2 = d21:
Tenemos dos casos:
(2.1.1) Si y2 6= 0; entonces d2 = d1 = c2 = 0 ya que 0 = y4 = d2y2: Luego y3 = 0 y
y2 = c1x
3.
Sea  = 3
p
c1x por tanto 3 = c1x3 = y2, y3 = y = 0 y f; 2; 3; yg es base de
m. En consecuencia
A ' R[; y]
(4; 3   y2; y) :
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Note que y3 no aparece como generador del ideal m puesto que y3 está generado
por 3   y2. En efecto, como 3   y2 2 m; 3y   y3 2 m y por tanto y3 2 m ya
que 3y 2 m.
(2.1.2) Si y2 = 0; entonces
A ' R[x; y]
(x4; y2; xy)
:
(2.2) Si xy 6= 0 y x2y = 0; como xy 2 m; entonces existen a; b; c; d 2 R tales que
xy = ax+ bx2 + cx3 + dy:
Multiplicando por x2; 0 = x3y = ax3 pero x3 6= 0 entonces a = 0: Multiplicando
por x; 0 = x2y = bx3 + dxy = bx3 + d(bx2 + cx3 + dy) = bdx2 + (b+ cd)x3 + d2y
entonces bd = b+ cd = d2 = 0 esto es b = d = 0. Así xy = cx3 y
x(y   cx2) = 0:
Sea  = y   cx2 entonces x = 0 y fx; x2; x3; g es base de m. Luego estamos en
el caso (2.1).
(2.3) Si x2y 6= 0, como x2y 2 m, existen a; b; c; d 2 R tales que x2y = ax+bx2+cx3+dy.
Multiplicando por x2; 0 = x4y = ax3 + dx2y = ax3 + d(ax + bx2 + cx3 + dy)
entonces ad = bd = a + cd = d2 = 0 esto es a = d = 0: Luego x2y = bx2 + cx3.
Multiplicando por x; 0 = x3y = bx3 entonces b = 0: Así x2y = cx3 y
x2(y   cx) = 0:
Sea  = y   cx entonces x2 = 0 y fx; x2; x3; g es base de m. Luego estamos en
el caso (2.2).
(3) Si o(m) = 3, entonces para todo x 2 m, x3 = 0: Por la Proposición 2.3.21, para
todos x; y 2 m; x2y = 0, y para todos x; y; z 2 m, xyz = 0:
Además como o(m) = 3, existe x 2 m tal que x2 6= 0 luego x y x2 son linealmente
independientes, y puesto que dimRm > 2; existe y 2 m tal que x; x2 y y son
linealmente independientes. Tenemos dos casos:
(3.1) Si y2 no depende linealmente de x; x2 y y, como dimRm = 4; entonces fx; x2; y; y2g
es base de m y tenemos dos casos:
(3.1.1) Si xy = 0 entonces
A ' R[x; y]
(x3; y3; xy)
:
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(3.1.2) Si xy 6= 0; como xy 2 m; existen a; b; c; d 2 R tales que xy = ax+ bx2 + cy + dy2.
Multiplicando por x; 0 = x2y = ax2 + cxy = ax2 + c(ax + bx2 + cy + dy2) =
acx+(a+bc)x2+c2y+cdy2 entonces ac = a+bc = c2 = cd = 0 esto es a = c = 0:
Así
xy = bx2 + dy2:
Note que el producto bd es invariante a cambios de productos por constantes de
x y y: Además observe que si b = 0 entonces xy = dy2 y
y(x  dy) = 0:
Sea  = x   dy entonces y = 0, 2 = x2   2dxy + d2y2 = x2   2d2y2 + d2y2 =
x2   d2y2 y por tanto f; 2; y; y2g es base de m. En consecuencia estamos en el
caso (3.1.1). Si d = 0; por simetría con y, tenemos el mismo razonamiento. Así
b 6= 0 y d 6= 0.
Sin pérdida de generalidad podemos suponer que b > 0, porque podemos cambiar



























Observe que 14b   d > 0 si y sólo si bd < 14 . Tenemos tres casos:






y y 2 =
q
1
4b   dy, entonces 21 = 22 . Note










































































siento x = 1 + 2 y y = 1   2.






y y 2 =
q
d  14by, entonces 21 =  22 .
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2 y de igual forma que en el caso (3.1.2.1), f1; 2; 22 ; 12g es base
de m. En consecuencia









(3.1.2.3) Si bd = 14 , sean 1 =
p





y f1; 2; 21 ; 22g es base de m. En consecuencia









(3.2) Para todo y 2 m linealmente independiente de x y x2 se cumple que y2 depende
linealmente de x; x2 y y. Como y es linealmente independiente de x y x2, entonces
y + x es linealmente independiente de x y x2. Además
(y + x)2 = y2 + 2xy + x2
depende linealmente de x; x2 y y si y sólo si xy depende linealmente de x; x2 y
y. Por tanto existen a1; a2; a3 2 R tales que
xy = a1x+ a2x
2 + a3y (2.5)
y como y2 depende linealmente de x; x2 y y, existen b1; b2; b3 2 R tales que
y2 = b1x+ b2x
2 + b3y: (2.6)
Multiplicando por x; en la Ecuación (2.5), 0 = a1x2 + a3xy = a1x2 + a3(a1x +
a2x
2 + a3y) = a1a3x+ (a1 + a2a3)x
2 + a23y. Entonces a1a3 = a1 + a2a3 = a23 = 0
esto es a3 = a1 = 0 y xy = a2x2. Multiplicando por y; en la Ecuación (2.6),
0 = b1xy+ b3y
2 = b1(a2x
2)+ b3(b1x+ b2x
2+ b3y) = b1b3x+(a2b1+ b2b3)x
2+ b23y..
Entonces b1b3 = a2b1 + b2b3 = b23 = 0 esto es b3 = b1 = 0 y y2 = b2x2.
En conclusión, para todos x; y 2 m tales que x; x2 y y son linealmente independi-
entes y y2 depende linealmente de x; x2 y y, existen a2; b2 2 R tales que
xy = a2x
2 y y2 = b2x2:
Como dimRm = 4; existe z 2 m linealmente independiente de x; x2 y y. En
particular z es linealmente independiente de x y x2 luego, por hipótesis del caso
(3.2), z2 depende linealmente de x; x2 y z: Por simetría con y, existen c2; d2 2 R
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tales que
xz = c2x
2 y z2 = d2x2:
Por otra parte, como x+y+z es linealmente independiente de x; x2 y y; y también
linealmente independiente de x; x2 y z, entonces
(x+ y + z)2 = x2 + y2 + z2 + 2xy + 2xz + 2yz:
depende linealmente de x; x2 y y, y también depende linealmente de x; x2 y z. En
particular, y2 + z2 + 2yz depende linealmente de x; x2 y y, y también depende
linealmente de x; x2 y z. Por tanto yz depende linealmente de x y x2. Luego
existen r1; r2 2 R tales que yz = r1x+ r2x2. Como 0 = xyz = r1x2, se tiene que
r1 = 0 y
yz = r2x
2:
En los casos xy = a2x2 y xz = c2x2 factorizamos x; luego x(y   a2x) = 0 y
x(z   c2x) = 0. Llamando y0 = y   a2x y z0 = z   c2x tenemos que fx; x2; y0; z0g
es base de m: Además,
(y0)2 = y2   2a2xy + a22x2 = b2x2   2a22x2 + a22x2 = (b2   a22)x2
(z0)2 = z2   2c2xz + c22x2 = d2x2   2c22x2 + c22x2 = (d2   c22)x2
y0z0 = (y   a2x)(z   c2x) = yz   a2xz   c2xy + a2c2x2 = (r2   a2c2)x2
Sean a = b2   a22, b = d2   c22 y c = r2   a2c2. Entonces (y0)2 = ax2, (z0)2 = bx2 y





xy = xz = 0
Tenemos los casos siguientes:
(3.2.1) Si a = b = c = 0, entonces y2 = z2 = xy = xz = yz = 0 y fx; x2; y; zg es base de
m. Luego
A ' R[x; y; z]
(x3; y2; z2; xy; xz; yz)
:
(3.2.2) Si a 6= 0 y b = c = 0; entonces tenemos dos casos:
(3.2.2.1) Si a > 0; sea  =
p
ax, entonces 2 = ax2 = y2, z2 = y = z = yz = 0 y como
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fx; x2; y; zg es base de m, f; 2; y; zg es base de m. En consecuencia
A ' R[; y; z]
(3; y2   2; z2; y; z; yz) :
(3.2.2.2) Si a < 0; sea  =
p ax; entonces 2 =  ax2 =  y2, z2 = y = z = yz = 0 y
f; 2; y; zg es base de m. En consecuencia
A ' R[; y; z]
(3; y2 + 2; z2; y; z; yz)
:
(3.2.3) Si c 6= 0 y a = b = 0; sea  = 1cy, entonces z = 1cyz = x2, 2 = 1c2 y2 = 0;
x = 1cxy = 0; z
2 = xz = 0 y fx; x2; ; zg es base de m. En consecuencia
A ' R[x; ; z]
(x3; 2; z2; x; xz; z   x2) :
(3.2.4) Si a 6= 0; b 6= 0 y c = 0; tenemos cuatro casos:
(3.2.4.1) Si a > 0 y b > 0, sean 1 =
p
ax y 2 =
p
a





2 = ab z
2 = 22 y 1y = y2 = 12 = 0. Además f1; 21 ; y; 2g es base de
m y en consecuencia
A ' R[1; y; 2]
(31 ; y
2   21 ; 22   21 ; 1y; y2; 12)
:
(3.2.4.2) Si a > 0 y b < 0, sean 1 =
p
ax y 2 =
p ab z; entonces 21 = ax2 = y2,
21 = ax
2 = ab z
2 =  22 y 1y = y2 = 12 = 0. Además f1; 21 ; y; 2g es base
de m y en consecuencia
A ' R[1; y; 2]
(31 ; y
2   21 ; 22 + 21 ; 1y; y2; 12)
:




(x3;y2;z2;xy;xz;yz x2) siendo 1 =
1
2z+y y 2 =
1
2z y.
(3.2.4.3) Si a < 0 y b > 0, sea 1 =
p ax y 2 =
p ab z, entonces 21 =  ax2 =  y2,
21 =  ax2 =  ab z2 = 22 y 1y = y2 = 12 = 0. Además f1; 21 ; y; 2g es base
de m y en consecuencia
A ' R[1; y; 2]
(31 ; y
2 + 21 ; 
2
2   21 ; 1y; y2; 12)
:
Note que esta R álgebra es isomorfa a la del caso (3.2.4.2).
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(3.2.4.4) Si a < 0 y b < 0, sea 1 =
p ax y 2 =
p
a
b z; entonces 
2
1 =  ax2 =  y2,
21 =  ax2 =  ab z2 =  22 y 1y = y2 = 12 = 0. Además f1; 21 ; y; 2g es
base de m y en consecuencia
A ' R[1; y; 2]
(31 ; y




1 ; 1y; y2; 12)
:










1 ; 12; 13; 23)
' R[x; y; z]
(x3; y2; z2; xy; xz; yz   x2) :
(3.2.5) Si a 6= 0; c 6= 0 y b = 0; sean 1 = 1cy y 2 = z  cay; entonces 12 = 1cy(z  cay) =
1
cyz   1ay2 = 0, 21 = ac2x2 y 22 = (z   cay)2 =   c
2
a x
2. Además fx; x2; 1; 2g es
base de m, luego estamos en el caso (3.2.4).
(3.2.6) Si a 6= 0; b 6= 0 y c 6= 0, entonces podemos hacer un cambio de los elementos de la
base y y z por otros con producto cero. En efecto, sean r1; r2; s1; s2 2 R tales que
1 = r1y + s1z y 2 = r2y + s2z:
Note que
0 = 12 = (r1y + s1z)(r2y + s2z) = r1r2y
2 + (r1s2 + r2s1)yz + s1s2z
2
= (r1r2a+ (r1s2 + r2s1)c+ s1s2b)x
2 = (r1(r2a+ s2c) + s1(r2c+ s2b))x
2
Si r1 =  (r2c+s2b); s1 = r2a+s2c y
 r1 s1r2 s2
 =
  r2c  s2b r2a+ s2cr2 s2
 6= 0,
entonces 1 y 2 son dos elementos linealmente independientes tales que el con-
junto fx; x2; 1; 2g es base de m y 12 = 0: Luego estamos en el caso (3.2.4).
(4) Si o(m) = 2, entonces para todo x 2 m; x2 = 0 y por la Proposición 2.3.21 para
todos x; y 2 m; xy = 0. Puesto que dimRm = 4; existen x; y; z; w 2 m tales que
fx; y; z; wg es base para m y cumple que xy = xz = xw = yz = yw = zw = 0: En
consecuencia
A ' R[x; y; z; w]
(x; y; z; w)2
En conclusión si dimRA = 5; salvo isomorfismos, A es
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o(m) A
5 R[x]=(x5).
4 A1 = R[x; y]=(x4; y2; xy); A2 = R[x; y]=(x4; x3   y2; xy). (*)
3 A1 = R[x; y]=(x3; y3; xy), A2 = R[x; y]=(x3; y3; x2 + y2),
A3 = R[x; y]=(x3; y3; x2 + y2   2xy), A4 = R[x; y; z]=(x3; y2; z2; xy; xz; yz),
A5 = R[x; y; z]=(x3; y2   x2; z2; xy; xz; yz),
A6 = R[x; y; z](x3; y2 + x2; z2; xy; xz; yz),
A7 = R[x; y; z]=(x3; y2; z2; xy; xz; yz   x2),
A8 = R[x; y; z]=(x3; y2   x2; z2   x2; xy; xz; yz): (**)
2 R[x; y; z; w]=(x; y; z; w)2.
(*) Note que A1  A2 ya que si  2 A1 y  2 A2 entonces













2 + (d22 + 2a2b2)x
3
Luego 2 = 0 si y sólo si a21 = 2a1b1 = 0 esto es a1 = 0 y f 2 A1 : 2 = 0g es un
R espacio vectorial de dimensión 3. Además, 2 = 0 si y sólo si a22 = d22+2a2b2 = 0
es decir a2 = d2 = 0: Luego f 2 A2 : 2 = 0g es un R espacio vectorial de
dimensión 2.
(**) Vamos a ver que ningún par de éstas R álgebras son isomorfas. Observe que las
R álgebras A1; A2 y A3 no son isomorfas a las otras ya que o(m21) = o(m22) =
o(m23) = 2 pues m21 = (x2; y2), m22 = m23 = (x2; xy) y o(m24) = o(m25) = o(m26) =
o(m27) = o(m
2
8) = 1 ya que m24 = m25 = m26 = m27 = m28 = (x2).
A1  A2 ya que si ;  2 A1 y 0 = 2+ 2 = (a1x+ b1x2+ c1y+ d1y2)2+ (a2x+
b2x
2+ c2y+ d2y






2 entonces a21+ a22 = 0 y c21+ c22 = 0
esto es a1 = a2 = c1 = c2 = 0. Muy distinto sucede en la R álgebra A2 donde
existe una suma nula de cuadrados de elementos distintos de cero.
Veamos que A2  A3. Como o(m2) = o(m3) = 3, podemos considerar las matrices
asociadas al producto en m2=m22 y m3=m23 respectivamente. Consideremos fex; eyg,ex = x+m22 y ey = y+m22, base de m2=m22 y fbx; byg, bx = x+m23 y by = y+m23, base




















para m3=m23. Los haces
de cuádricas de m2=m22 y m3=m23 no son proyectivamente equivalentes ya que los





son imaginarios dados por 2 + 1 = 0 y
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son reales dados por (+ 1)2 = 0. Así A2  A3.
Por otra parte, la dimensión del R espacio vectorial de los elementos de cuadrado
cero de la R álgebra A4 es tres, A5 es dos y de la R álgebra A8 es uno. En efecto,
sean  2 A4,  2 A5 y  2 A8,
2 = (a1x+ b1x
2 + c1y + d1z)
2 = a21x
2
2 = (a2x+ b2x
2 + c2y + d2z)
2 = a22x
2 + c22y




2 = (a3x+ b3x










Entonces 2 = 0 si y sólo si a1 = 0, 2 = 0 si y sólo si a2 = c2 = 0, y 2 = 0 si y
sólo si a3 = c3 = d3 = 0.
El conjunto de elementos de cuadrado cero de la R álgebra A6 es la cuádrica que
consiste en un par de planos distintos que pasan por el origen de coordenadas pues
si  2 A6; entonces 0 = 2 = (ax+ bx2 + cy + dz)2 = a2x2 + c2y2 = (a2   c2)x2:
Luego, a2 = c2 y ésta es la ecuación de la cuádrica.
Por último, el conjunto de elementos de cuadrado cero de la R álgebra A7 es una
cuádrica que consiste en un cono pues si  2 A7 entonces 0 = 2 = (ax + bx2 +
cy+dz)2 = a2x2+2cdyz = (a2+2cd)x2. Luego, a2+2cd = 0 y ésta es la ecuación
del cono.
Con todo lo anterior concluimos que las ocho R álgebras de arriba no son iso-
morfas entre sí.
2.8. Clasificación de las R álgebras finitas
En la tabla siguiente se resumen las R álgebras finitas hasta la dimensión 5. Hace-
mos la clasificación según su dimensión como R espacio vectorial y luego, separadas
por una línea, aparecen las R-álgebras locales y las no locales.
Dentro de las locales listamos dos R álgebras más que las encontradas en la sección
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dim A
1 R
2 R[x]=(x2), R[x]=(x2 + 1) ' C,
R[x]=(x2   1) ' R R.
3 R[x]=(x3), R[x; y]=(x; y)2,
R[x]=(x(x2   1)) ' R R R, R[x]=(x(x2 + 1)) ' R C,
R[x]=(x2(x  1)) ' R R[x]=(x2).
4 R[x]=(x4), R[x; y]=(x3; y2; xy), R[x; y]=(x3; x2   y2; xy),
R[x; y]=(x3; x2 + y2; xy), R[x; y; z]=(x; y; z)2, R[x]=((x2 + 1)2) ' C[z]=(z2),
R[x]=((x2   2)(x2   1)) ' R R R R, R[x]=(x3(x  1)) ' R R[x]=(x3),
R[x]=(x(x  1)(x2 + 1)) ' R R C, R[x]=(x2(x2   1)) ' R R R[x]=(x2),
R[x]=(x2(x  1)2) ' R[x]=(x2) R[x]=(x2), R[x]=((x2 + 1)((x  1)2 + 1)) ' C C,
R[x]=(x2(x2 + 1)) ' C R[x]=(x2).
5 R[x]=(x5), R[x; y; z; w]=(x; y; z; w)2, R[x; y]=(x4; y2; xy), R[x; y]=(x4; x3   y2; xy),
R[x; y]=(x3; y3; xy), R[x; y](x3; y3; x2 + y2), R[x; y]=(x3; y3; x2 + y2   2xy),
R[x; y; z]=(x3; y2; z2; xy; xz; yz), R[x; y; z]=(x3; y2   x2; z2; xy; xz; yz),
R[x; y; z]=(x3; y2 + x2; z2; xy; xz; yz), R[x; y; z]=(x3; y2; z2; xy; xz; yz   x2),
R[x; y; z](x3; y2   x2; z2   x2; xy; xz; yz),
R[x]=(x(x2   2)(x2   1)) ' R R R R R,
R[x]=(x(x2   1)(x2 + 1)) ' C R R R,
R[x]=(x2(x+ 1)(x2   1)) ' R R R R[x]=(x2),
R[x]=(x2(x+ 1)(x2 + 1)) ' R C R[x]=(x2),
R[x]=(x2(x+ 1)2(x+ 2)) ' R[x]=(x2) R[x]=(x2) R,
R[x]=(x(x2 + 1)((x  1)2 + 1)) ' C C R,
R[x]=(x3(x2   1)) ' R[x]=(x3) R R, R[x]=(x4(x  1)) ' R[x]=(x4) R,
R[x]=(x3(x  1)2) ' R[x]=(x3) R[x]=(x2), R[x]=(x3(x2 + 1)) ' R[x]=(x3) C,
R[x]=(x(x2 + 1)2) ' R C[z]=(z2).
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Capı´tulo3
Recta proyectiva sobre un anillo
3.1. Submódulos monógenos de un R módulo libre de ran-
go 2
Sean R un anillo y M un R módulo libre de rango 2.
Iniciamos la sección estudiando condiciones para a = 0 con  2 R y a 2 M , pero
previamente observemos que si S es el conjunto de no divisores de cero de R y R = S 1R
es el anillo total de cocientes de R, entonces el R móduloM se extiende a un R módulo
libre M = S 1M . M es un R módulo libre de rango 2 y M se identifica con un
subconjunto de M con la aplicación
iM : M ! M
m 7! m1
Note que iM es inyectiva. En efecto, si B = fu1;u2g es base de M como R módulo,
m = au1+bu2 y m1 = 0 entonces existe  2 S tal que m = 0 pero m = au1+bu2
y como  es no divisor de cero, a = b = 0 esto es m = 0.
Además, si B = fu1;u2g es base de M como R módulo, B0 = fiM (u1); iM (u2)g es
base de M como R módulo y si 'B : M ! R2 es el isomorfismo de R módulos que
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Definición 3.1.1 Sean B = fu1;u2g una base de M y a; b 2M: Si a = a1u1 + a2u2
y b = b1u1 + b2u2, definimos el producto exterior relativo a la base B como,
a ^B b =
 a1 a2b1 b2
 = a1b2   a2b1 2 R:
Cuando no haya confusión en ello suprimimos la mención de la base.
Propiedades:
(1) ^B es bilineal y alternada, en particular, a ^ b =  b ^ a y a ^ a = 0.
(2) Si B0 = fv1;v2g es otra base de M , entonces
a ^B b = (a ^B0 b)(v1 ^B v2): (3.1)
(3) B0 = fv1;v2g es base de M si y sólo si v1 ^B v2 2 R.
En efecto, ): Como B = fu1;u2g y B0 = fv1;v2g son bases de M , aplicando la
Ecuación (3.1) para u1 y u2, tenemos que 1 = u1 ^B u2 = (u1 ^B0 u2)(v1 ^B v2).
Luego, v1 ^B v2 2 R:
(: Sean v1 = a1u1+a2u2 y v2 = b1u1+b2u2. Como v1^Bv2 =


















u1 = 1v1 + 2v2 y u2 = 1v1 + 2v2. Ahora, como fu1;u2g es una base de M
entonces v1 y v2 generan a M . Y puesto que dimM = 2, entonces fv1;v2g es
base de M .
En consecuencia, si a; b 2M; las fórmulas
(1) a ^B b = 0.
(2) a ^B b es divisor de cero.
(3) a ^B b no es divisor de cero.
(4) a ^B b 2 R.
son independientes de la base B elegida.
Proposición 3.1.2 Sean M y N R módulos libres de rango 2 y B una base de M . Si
' :M ! N es un isomorfismo de R módulos, entonces para todos a; b 2M ,
(a ^B b) = '(a) ^'(B) '(b) = (det')('(a) ^B '(b)):
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Demostración. Sean B = fu1;u2g una base deM , a = a1u1+a2u2 y b = b1u1+b2u2,
entonces '(a) = a1'(u1) + a2'(u2) y '(b) = b1'(u1) + b2'(u2) por tanto (a ^B b) =
'(a) ^'(B) '(b).
Aplicando la Ecuación 3.1 y como det' = '(u1) ^'(B) '(u2) se tiene que '(a) ^'(B)
'(b) = ('(a) ^B '(b))('(u1) ^'(B) '(u2)) = (det')('(a) ^B '(b)):
Definición 3.1.3 Diremos que un elemento a 2M es:
(1) complementable si existe b 2M tal que fa; bg es una base de M como R módulo
libre.
(2) simplificable si existe  2 R no divisor de cero y u 2 M complementable tal que
a = u.
(3) débilmente simplificable si existe  2 R y u 2M complementable tal que a = u.
(4) libre a = 0 implica que  = 0.
Observe que si un elemento es complementable entonces es simplificable, y si es
simplificable es débilmente simplificable y también libre. Además, si denotamos por
L(S) el R submódulo generado por S, a es complementable si y sólo si L(fag) es
submódulo libre de M y sumando directo de M , y a es libre si y sólo si L(fag) es
submódulo libre de M .
Ejemplo 3.1.4 (1) Sean R = Z[x] y M = R2. Observe que: (2; 3) 2 M es comple-
mentable porque f(2; 3); (1; 1)g es una base de M . (2x; 3x) 2 M es simplificable ya que
(2; 3) es complementable y x 2 R es no divisor de cero. (2; x) 2 M es libre pero no es
simplificable ni complementable.
(2) Si R = K[x; y] con K cuerpo, (x; y) 2 R2 es libre pero no es débilmente simplificable
(y por tanto tampoco simplificable ni complementable).
(3) Si R = Z=(6) entonces (2; 2) 2 R2 no es libre.
Si R es un anillo total de cocientes, entonces elemento simplificable en M equivale a
elemento complementable en M ya que los no divisores de cero de R son inversibles. En
consecuencia, si R no es cuerpo, existen en M elementos no simplificables y por tanto
R no es un anillo de Hermite en la terminología de Kaplansky.
Para Kaplansky un anillo es de Hermite si todos los elementos de R2 son simplificables.
Kaplansky prueba que todo anillo de Hermite según su definición lo es con la que
utilizamos en esta memoria, ver [12, Teorema 3.7]. El recíproco, como vimos antes, no
es cierto.
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En general, a 2 M es simplificable si y sólo si a es complementable en M como
R módulo. Usando el producto exterior es inmediato que, a es complementable si y
sólo si existe b tal que a^ b 2 R y esto equivale a que existe b 2M tal que a^ b = 1.
Lema 3.1.5 Si R es unaK álgebra local finita con ideal maximal m,M es un R módulo
libre de rango 2 y a 2M , son equivalentes
1. a es complementable.
2. a es libre.
3. a =2 mM .
Demostración. (1))(2): Inmediato por definición.
(2))(3): Sean a 2 mM y o(m) = r, por la proposición 2.6.1, existe un  2 m tal que
r 1 6= 0.
Para todo a 2 mM , a = Pti=1 iei con i 2 m y ei 2 M entonces r 1a =Pt
i=1 
r 1iei y r 1i 2 mr luego r 1i = 0 y por tanto r 1a = 0. En conse-
cuencia a no es libre.
(3))(1): Sean B = fu1;u2g una base de M y a = 1u1 + 2u2. Si a no es com-
plementable entonces 1 y 2 no son inversibles ya que si 1 es inversible, a ^ u2 =
1(u1 ^B u2) = 1 y fa;u2g es base de M y si 2 es inversible lo es fu1;ag. Por tanto
1; 2 2 m y a 2 mM .
Proposición 3.1.6 Si R es una K álgebra finita y M es un R módulo libre de rango
2, a 2M es complementable si y sólo si a es libre.
Demostración. Si R es una K álgebra finita, por la proposición 2.2.2, R ' R1 
    Rt con Rr algebra local finita para todo i = 1; : : : ; r. Sea M un R módulo
libre de rango 2, M ' R  R y sea m 2 R  R, m = ((a1;    ; ar); (b1;    ; br)) es
complementable en R  R si existe n = ((s1;    ; sr); (t1;    ; tr)) 2 R  R tal que
m ^ n =
  a1 b1s1 t1
 ;    ;




Pero esto equivale a que
 ai bisi ti
 2 Ri para todo i = 1;    ; r lo cual equivale a que
(ai; bi) es complementable en Ri y por el Lema 3.1.5, (ai; bi) es libre en Ri es decir si
i(ai; bi) = (0; 0) entonces i = 0 para todo i. Por tanto
(1;    ; r)((a1;    ; ar); (b1;    ; br)) = ((1a1;    ; rar); (1b1;    ; rbr))
= ((0;    ; 0); (0;    ; 0))
entonces (1;    ; r) = (0;    ; 0):
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Corolario 3.1.7 Si R es una K álgebra finita, M es un R módulo libre de rango 2 y
a 2M entonces a o bien es complementable o bien existe  2 R,  6= 0, tal que a = 0.
Estudiamos ahora las relaciones entre a; b 2M según los valores de a ^ b.
Teorema 3.1.8 Sea M un R módulo libre de rango 2. Para todos a; b; c 2M se tiene
(a ^ b)c+ (c ^ a)b+ (b ^ c)a = 0:
Demostración. Sean B = fu1;u2g una base deM y a = a1u1+a2u2, b = b1u1+b2u2
y c = c1u1+c2u2. Entonces (a^Bb)c+(c^Ba)b+(b^Bc)a = ((a1u1+a2u2)^B(b1u1+
b2u2))(c1u1+c2u2)+((c1u1+c2u2)^B (a1u1+a2u2))(b1u1+b2u2)+((b1u1+b2u2)^B
(c1u1+c2u2))(a1u1+a2u2) = (a1b2 a2b1)(u1^Bu2)(c1u1+c2u2)+(c1a2 c2a1)(u1^
u2)(b1u1 + b2u2) + (b1c2   b2c1)(u1 ^B u2)(a1u1 + a2u2) = ((a1b2   a2b1)c1 + (c1a2  
c2a1)b1+(b1c2 b2c1)a1)u1+((a1b2 a2b1)c2+(c1a2 c2a1)b2+(b1c2 b2c1)a2)u2 = 0.
Proposición 3.1.9 Si B = fu1;u2g es una base de M entonces para todo a 2M;
a = (a ^B u2)u1 + (u1 ^B a)u2:
Demostración. Aplicando el Teorema 3.1.8 a u1;u2;a se tiene que (u1 ^B u2)a +
(a ^B u1)u2 + (u2 ^B a)u1 = 0: Entonces a = (a ^B u2)u1 + (u1 ^B a)u2:
Proposición 3.1.10 Si B = fu1;u2g es una base de M y a ^B b = , entonces
(1) u1 = (u1 ^ b)a+ (a ^ u1)b:
(2) u2 = (u2 ^ b)a+ (a ^ u2)b:
Demostración. Aplicando el Teorema 3.1.8 a u1;a; b y a u2;a; b se tiene que (a ^
b)u1 = (a ^ u1)b+ (u1 ^ b)a y (a ^ b)u2 = (a ^ u2)b+ (u2 ^ b)a.
Proposición 3.1.11 Con las notaciones anteriores,
1. a ^ b = 0 si y sólo si para todo c, (c ^ b)a + (a ^ c)b = 0 y esto equivale a que
existe c complementable tal que (c ^ b)a+ (a ^ c)b = 0.
2. Si a es complementable, entonces a ^ b = 0 si y sólo si b = a.
3. Si a es simplificable, entonces a ^ b = 0 si y sólo si existe  no divisor de cero
con b = a.
96 Capítulo 3. Recta proyectiva sobre un anillo
4. Si a y b son complementables, entonces a^ b = 0 si y sólo si b = a con  2 R.
5. Si a es complementable y b es simplificable, entonces a^b = 0 si y sólo si b = a
con  no divisor de cero.
6. a ^ b =  es divisor de cero si y sólo si existe  6= 0 tal que para todo c 2
M , (c ^ b)a + (a ^ c)b = 0 y esto equivale a que existe  6= 0 y existe c
complementable tal que (c ^ b)a+ (a ^ c)b = 0.
7. a^b =  es no divisor de cero si y sólo si para todo c complementable, (c^b)a+
(a ^ c)b es simplificable.
8. a ^ b =  es inversible si y sólo si fa; bg es base de M .
Demostración. 1. Inmediato por el Teorema 3.1.8.
2. Como a es complementable, existe a0 2M tal que B = fa;a0g es base de M . Por 1,
b = (a ^B a0)b = (b ^B a0)a.
3. Como a es simplificable, existen a0 2M complementable y  2 R no divisor de cero
tal que a = a0 y por ser a0 complementable, existe a00 2 M tal que B = fa0;a00g es
base de M . Por 1, b = (b ^B a00)a0 = (b ^B a00)a.
4. Por 2, a = b y b = a entonces a = b = a y (1   )a = 0 pero a es libre
luego 1 =  es decir  2 R.
5. Por 2, b = a y por 3,  es no divisor de cero.
6. Como a^b =  es divisor de cero, existe 0 6=  2 R tal que  = 0 y por el Teorema
3.1.8, para todo c 2M , (c ^ b)a+ (a ^ c)b = c = 0.
7. Por el Teorema 3.1.8, para todo c 2 M , c = (c ^ b)a + (a ^ c)b y por hipótesis
a ^ b =  es no divisor de cero y c complementable luego (c ^ b)a + (a ^ c)b es
simplificable.
8. Inmediato por la propiedad 3 del producto exterior.
Observe que si R es un anillo total de cocientes, a^b =  no divisor de cero implica
que a ^ b es inversible en R y por tanto fa; bg es base de M .
Proposición 3.1.12 Sean a; b 2M . a^b es divisor de cero si y sólo si existen ;  2 R
tales que (; ) 6= (0; 0) y a+ b = 0:
Demostración. ): Como  = a ^ b es divisor de cero, existe  6= 0 tal que  = 0
y por la proposición 3.1.10, 0 = u1 = (u1 ^ b)a + (a ^ u1)b y 0 = u2 =
(u2 ^ b)a+ (a^u2)b. Si alguno de los términos u1 ^ b; a^u1; u2 ^ b o a^u2 es
distinto de cero, se verifica el resultado y, si todos son cero entonces por la proposición
3.1.9, a = (a ^B u2)u1 + (u1 ^B a)u2 = 0 luego se tiene el resultado.
(: Si a+ b = 0 y (; ) 6= (0; 0), entonces 0 = (a+ b)^ b = (a^ b): Por tanto,
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si  6= 0 se tiene que a ^ b es un divisor de cero, y si  = 0 entonces  6= 0 y b = 0
luego (a ^ b) = a ^ b = a ^ 0 = 0: En consecuencia, a ^ b es un divisor de cero.
Vamos a estudiar propiedades de los submódulos monógenos de M , estos submódu-
los no son necesariamente libres y aunque sean libres no son necesariamente sumando
directos de M .
Definición 3.1.13 Sea M un R módulo libre de rango 2. Si a 2 M y M1;M2 son
submódulos monógenos de M , llamamos
1. I(a) = fa ^ b : b 2Mg.
2. I(M1) = fb ^ c : b 2M1 y c 2Mg.
3. I(M1M2) = fb ^ c : b 2M1 y c 2M2g.
Proposición 3.1.14 1. I(a), I(M1) y I(M1M2) son ideales de R independientes de
la base elegida para definir el producto exterior.
2. Si M1 es libre y fag es una base de M1 entonces I(M1) = I(a).
Demostración. 1. Sin dificultad se prueba que I(a), I(M1) y I(M1M2) son ideales de
R y veamos que son independientes de la base elegida para definir el producto exterior.
Sean B = fu1;u2g y B0 = fv1;v2g bases deM , como a^Bb = (a^B0 b)(v1^Bv2), para
todo a; b 2M , entonces fa^B b : b 2Mg = fa^B0 [(v1^B v2)b] : b 2Mg = fa^B0 b0 :
b0 2 Mg, fb ^B c : b 2 M1 y c 2 Mg = fb ^B0 [(v1 ^B v2)c] : b 2 M1 y c 2 Mg =
fb^B0 c0 : b 2M1 y c0 2Mg y fb^B c : b 2M1 y c 2M2g = fb^B0 [(v1 ^B v2)c] :
b 2M1 y c 2M2g = fb ^B0 c0 : b 2M1 y c0 2M2g.
2. Como a 2M1 entonces I(a)  I(M1) y I(M1)  I(a) ya que si b^ c 2 I(M1), como
b 2M1 entonces b = a con  2 R luego b ^ c = a ^ c = a ^ c 2 I(a).
Proposición 3.1.15 Las condiciones siguientes son equivalentes:
1. M1 y M2 son libres, y si a1 es base de M1 y a2 es base de M2 entonces fa1;a2g
es base de M .
2. I(M1M2) = R.
3. M1 +M2 =M .
Proposición 3.1.16 Sea a 2 M . Entonces a es simplificable si y sólo si I(a) está
generado por un no divisor de cero.
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Demostración. ): Si a es simplificable, entonces a = b con b complementable y 
no divisor de cero, luego b se puede completar a una base fb; b0g y a = b + 0b0. En
consecuencia, I(a) = L().
(: Si I(a) = L() con  2 R no divisor de cero, y si a = a1u1+ a2u2 entonces el ideal
generado por a1 y a2, L(a1; a2) = L(). Además como  2 L(a1; a2) entonces existen
1; 2 2 R tales que  = 1a1+2a2 pero 1a1+2a2 = 1b1+2b2 = (1b1+2b2)
entonces (1 1b1 2b2) = 0. Como  es no divisor de cero, 1 1b1 2b2 = 0 esto
es 1b1   2b2 = 1 luego existe b = L((b1; b2)) complementable tal que a = b y a es
simplificable.
Definición 3.1.17 Sean M un R módulo libre de rango 2. Un submódulo A de M se
llama complementable si está generado por a 2M complementable.
Para cada a 2M , el submódulo L(a) es monógeno y si a = b con  2 R, entonces
L(a) = L(b) pero el recíproco no es cierto. Por ejemplo, sea R = R[x;y]
(xy2 x;y3 y;x3) , note
que y(x; y) = (xy; y2), y(xy; y2) = (xy2; y3) = (x; y) y L(x; y) = L(xy; y2) pero y =2 R.
Sin embargo si nos limitamos a elementos complementables y submódulos libres suman-
do directo, la correspondencia es biunívoca.
Proposición 3.1.18 Sea M un R módulo libre de rango 2.
1. Si B  M es un submódulo libre de rango 1, B es complementable si y sólo si B
es sumando directo de M .
2. Si B es monógeno, B es complementable si y sólo si existe C monógeno con
M = B  C:
3. Si a; b 2M son libres y L(a) = L(b) entonces a = b con  2 R.
Demostración. 1. ): Como B es complementable, existe b 2 M complementable tal
que B = L(b). Además existe c 2 M tal que fb; cg es base de M , entonces C = L(c)
es tal que B + C =M y B \ C = f0g. Así, B es sumando directo de M .
(: Sea fu;vg una base de M . Como B = L(b) es sumando directo de M , existe B0
tal que M = B + B0 y como b 2 M existen 1; 2 2 R tales que b = 1u + 2v pero
u;v 2 M entonces existen 1; 2 2 R tales que u = 1b + b01 y v = 2b + b02 con
b01; b
0
2 2 B. Luego, b = 1(1b+ b01) + 2(2b+ b02) = (11 + 22)b+ 1b01 + 2b02 y
b(1   11   22) = 1b01 + 2b02 pero b(1   11   22) 2 B, 1b01 + 2b02 2 B0 y
B \B0 = f0g. Entonces b(1 11  22) = 0, como b es libre, 11 +22 = 1 esto
es I(b) = R y por tanto b es complementable.
2. ): Como B es complementable, existe b 2 M complementable tal que B = L(b).
Además existe c 2M tal que fb; cg es base de M , entonces C = L(c) es monógeno tal
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que B + C =M y B \ C = f0g. Así, B  C =M:
(: Sean b es un generador de B, c un generador de C y fu;vg una base de M . Como
M = B  C; existen 1; 2; 1; 2 2 R tales que u = 1b+ 2c y v = 1b+ 2c. Por
tanto
u ^ v =
 1 21 2
 b ^ c:
Como u ^ v es inversible, b ^ c es inversible y fb; cg es base de M .
3. Existen ;  2 R tales que a = b y b = a entonces a = a es decir (1 )a = 0
y como a es libre, 1   = 0. Por tanto  2 R.
Sean A M un R submódulo y B = fu1;u2g una base de M . Se pueden construir
las proyecciones
1 : A ! R y 2 : A ! R
au1 + bu2 7! a au1 + bu2 7! b
Veamos que 1(A) y 2(A) son ideales de R: Sean x; y 2 1(A); existen z; w 2 R
tales que xu1+zu2; yu1+wu2 2 A, 1(xu1+zu2) = x y 1(yu1+wu2) = y: Entonces
x + y = 1(xu1 + zu2) + 1(yu1 + wu2) = 1((x + y)u1 + (z + w)u2) 2 1(A) y si
k 2 R, kx = k1(xu1 + zu2) = 1(kxu1 + kzu2) 2 1(A):
En consecuencia 1(A) es ideal de R y, por simetría en la prueba, 2(A) es ideal de R:
Proposición 3.1.19 (1) Para i = 1; 2, i(A) depende de la base elegida en M .
(2) I(A) = 1(A) + 2(A).
(3) A es monógeno si y sólo si 1(A) y 2(A) son principales.
(4) A es complementable si y sólo si R = I(A).
(5) Si A es complementable entonces 1(A) \ 2(A) = 1(A)2(A).
Demostración. (1) Sean B1 una base de M y B2 la base de M que se obtiene al
intercambiar las columnas de la base B1. Entonces en la base B2 tenemos imágenes
distintas para 1(A) y 2(A) que las de la base B1. Por tanto i(A), i = 1; 2, depende
de la base elegida.
(2) Sea a = au1+ bu2 2 A entonces 1(a) = a y 2(a) = b. Como I(a) = f1a+2b :
1; 2 2 Rg; z = 1a+2b 2 I(a) es equivalente a que z = 1a+2b 2 1(A)+2(A):
(3) Si A es monógeno, entonces existe a = au1 + bu2 2 A tal que A = L(a). Como
(au1 + bu2) = au1 + bu2 para todo  2 R, A = L(a) es equivalente a que 1(A) =
L(a) y 2(A) = L(b).
(4) Es consecuencia de la Proposición 3.1.14.
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(5) Veamos primero que 1(A) \ 2(A)  1(A)2(A). Como A = L(au1 + bu2) es
complementable, por el item 3, 1(A) = l(a) y 2(A) = L(b). Sea x 2 1(A) \ 2(A)
entonces x = a y x = b con ;  2 R: Luego a   b = 0 y (a; b) ^ (; ) = 0 en
consecuencia (; ) = (a; b) con  2 R: Entonces  = a y x = b = ab 2 (a)(b):
Ahora veamos que 1(A)2(A)  1(A) \ 2(A). Sea ab 2 1(A)2(A), si a 2 1(A) y
b 2 2(A) entonces ab 2 1(A) y ab 2 2(A) ya que 1(A) y 2(A) son ideales de R.
En consecuencia, ab 2 1(A) \ 2(A).
El recíproco del item 5 de la Proposición 3.1.19 no es cierto, por ejemplo, sean
R = Z[x] y a = (2; x) 2 R2. Entonces 1(2; x) \ 2(2; x) = L(2) \ L(x) = L(2x) y
(2; x) 2 R2 no es complementable.
No todo submódulo de un módulo libre de rango 2 se puede generar con 2 o menos
elementos.
Ejemplo 3.1.20 Sean A un submódulo de M = R2 y i(A) una de las proyecciones.
i(A) es un ideal de R y si A = L((a1; a2); (b1; b2)), entonces i(A) = L(ai; bi). En
particular, si A es monógeno, i(A) lo es también.
Sean R = Z[x], M = R2 y A = L((2; 0); (x; 0); (0; 1)) submódulo de M . A es un
submódulo con tres generadores que no se puede generar con menos de tres elementos.
En efecto, 1(A) no es monógeno pues está generado por 2 y x, y por tanto A no es
monógeno. Veamos ahora que para todos u;v 2 A, A 6= L(u;v).
Sean a; b 2 A generadores, a = (a1; a2) y b = (b1; b2). Como (2; 0); (x; 0); (0; 1) 2 A,
(x; 0) = 1a+2b, (2; 0) = 1a+2b y (0; 1) = 1a+2b con 1; 2; 1; 2; 1; 2 2 R.
Observe que (x; 0) ^ a = 2(b ^ a) = xa2 y (x; 0) ^ b = 1(a ^ b) = xa1 entonces
xj1(a ^ b), xj2(b ^ a) y tenemos dos casos:
(i) Si x - (a ^ b) entonces xj1 y xj2 luego 1 = x01, 2 = x02 con 01; 02 2 R y
x(1; 0) = x01a+ x02b. Por tanto (1; 0) = 01a+ 02b 2 A, lo cual es absurdo.
(ii) Si xj(a ^ b), como (2; 0) ^ a = 2(b ^ a) = 2a2 y (2; 0) ^ b = 1(a ^ b) = 2b2
entonces xj2a2 y xj2b2 luego xja2 y xjb2. Por otra parte, (0; 1)^a = 2(b^a) =  a1 y
(0; 1)^b = 1(a^b) =  b1 entonces xja1 y xjb1. En consecuencia, a1 = xa01; a2 = xa02;
b1 = xb
0










2 2 R y, a = xa0 = x(a01; a02) y b = xb0 = x(b01; b02).
Así, (0; 1) = 1xa0 + 2xb0 lo cual es absurdo.
En conclusión A no admite dos generadores. De la misma forma se pueden construir
ejemplos de submódulos con un número finito de generadores que no se pueden generar
con menos elementos.
Además, incluso si A  M es un submódulo libre de rango 1 no necesariamente
existe B M tal que AB =M: Por ejemplo,
Ejemplo 3.1.21 Sean R = Z; M = Z2 y A = L((2; 4)):
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El hecho de que A y B sean submódulos complementarios de M de rango 1 no
implica que A y B sean complementarios entre si o iguales como sucede si R es un
cuerpo, incluso A y B pueden tener un complementario común, ser distintos y no ser
complementarios el uno del otro.
Ejemplo 3.1.22 1. EnM = Z2; L((4; 1)) y L((2; 1)) son complementarios de L((1; 0))
pero
 4 12 1
 = 2; luego L((4; 1)) y L((2; 1)) no son complementarios entre si.
2. Sean R = R[x]=(x3 x) y M = R2. L(x; 1 x) y L(x; 1+x) son complementarios
de L( 1  x; x) y L( 1 + x; x) respectivamente, y no son complementarios entre
si ya que
 x 1  xx 1 + x
 = 2x2, pero tienen un elemento simplificable en común,
(x2   1)(x; 1  x) = (x2   1)(x; 1 + x).
3.2. Rectas proyectivas
Sean R un anillo y M un R módulo libre de rango 2. Definimos
P1R(M) = fA : A es submódulo monógeno y complementable de Mg:
Todo generador de A 2 P1R(M) se llama un representante de A. En particular, si
M = R2 entonces un submódulo monógeno A de M es complementable si admite una
base complementable, por tanto los submódulos complementables de R2 se corresponden
con las clases de pares complementables (a; b) módulo la relación (a; b)  (c; d), 9 2
R tal que (a; b) = (c; d). Al submódulo generado por (a; b) lo representamos por [a; b]
y cada generador de este módulo, es decir, cada par (c; d) con (c; d) = (a; b) y  2 R
se llama un representante de [a; b].
Sea fu1;u2g una base de M , observemos que la aplicación
' : P1R(R2) ! P1R(M)
[a1; a2] 7! A
a = a1u1 + a2u2
es biyectiva. Veamos que ' es inyectiva. Si a y b son dos representantes de A entonces
existe  2 R tal que b = a pero a = a1u1 + a2u2 con a1; a2 2 R y b = a =
(a1u1+a2u2) = b1u1+b2u2 con b1; b2 2 R. Como fu1;u2g es una base deM , b1 = a1
y b2 = a2 es decir (b1; b2) y (a1; a2) son representantes de [a1; a2]. ' es sobreyectiva
porque para todo A = L(a) 2 P1R(M), existe [a1; a2] 2 P1R(R2) con a = a1u1 + a2u2 y
tal que '([a1; a2]) = L(a) = A.
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Esta biyección permite sustituir P1R(M) por P1R(R2) = P1R.
Proposición 3.2.1 Si S es el conjunto de no divisores de cero de R y consideramos
M = S 1M , el R módulo asociado a M; entonces la correspondencia
' : P1R(M) ! P1R(M)
A 7! A = S 1A
es una aplicación inyectiva.
La demostración de la Proposición 3.2.1 se basa en el lema siguiente.
Lema 3.2.2 Sean B y C dos R-submódulos complementables de M tales que B \ C
contiene algún elemento simplificable entonces B = C:
Demostración. Sean fbg y fcg bases de B y C respectivamente. Si m 2 B \ C es
simplificable entonces m = b con  no divisor de cero porque si  fuera divisor de
cero existiría 0 6=  2 R tal que  = 0 y m = 0, lo cual es absurdo porque m es
simplificable y por tanto libre. De la misma forma, m = c con  no divisor de cero.
Note que 0 =m^m = b^c = (b^c) pero  y  son no divisores de cero entonces
b ^ c = 0. Como b y c son complementables, por la Proposición 3.1.11, existe  2 R
tal que c = b. En consecuencia B = C.
Demostración. (de la Proposición 3.2.1)
(1) ' está bien definida pues para todo A complementable, '(A) está unívocamente
determinado y es complementable porque si fag es una base de A, existe a0 tal que
fa;a0g es base de M como R módulo entonces fa;a0g es base de M como R módulo
y '(A) es complementable.
(2) Veamos que ' es inyectiva. Sean B;C 2 P1R(M), fbg y fcg bases de B y C como
R módulos respectivamente. Como fbg es bases de B, fcg es base de C y '(B) = '(C);
existe  2 R tal que b = c; por ser  inversible en R,  = rs con r; s 2 S y existe
s0 tal que s0(sb   rc) = 0 entonces s0sb = s0rc con s0; s; r no divisores de cero esto es
B \ C tiene es un elemento simplificable, por el Lema 3.2.2, B = C.
Observación 3.2.3 (1) La aplicación ' de la Proposición 3.2.1 no es sobreyectiva.
Por ejemplo, consideremos el dominio R = Z[x] entonces  = Q(x) es un cuerpo.
Note que (2; x) es complementable en 2 pero veamos que L(2; x) no proviene de
ningún submódulo complementable en R2: Sea A el Q(x) submódulo generado por
(2; x), si A = '(A), entonces existe (a(x); b(x)) 2 R2 tal que (a(x); b(x)) = (2; x)
con  = p(x)q(x) 2 Q(x) es decir q(x); p(x) 2 Z[x] son distintos de cero y no tienen
factores comunes.
Como (a(x); b(x)) = p(x)q(x) (2; x) entonces a(x)q(x) = 2p(x) y b(x)q(x) = xp(x)
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luego 2ja(x)q(x). Si 2jq(x) se tiene que 2jxp(x) y como 2 - x, 2jp(x) lo cual es
absurdo, así que 2ja(x). Por la misma razón anterior xjb(x).
Existen a0(x); b0(x) 2 R tales que a(x) = 2a0(x) y b(x) = xb0(x), como (a(x); b(x))
es complementable existe (c(x); d(x)) 2 R2 tal que
 2a0(x) xb0(x)c(x) d(x)
 = 1. Esto
es, 2a0(x)d(x)  xb0(x)c(x) = 1 y por tanto 1 2 (f2; xgZ[x]) lo cual es absurdo.
(2) Si R es un dominio, el Lema 3.2.2 significa que, si B y C son submódulos com-
plementables de M tales que B \C 6= f0g entonces B = C. Este enunciado no es
válido si R no es un dominio, por ejemplo, en R = Z=(6), L(2; 3) y L(1; 0) son
complementables y L(2; 3)\L(1; 0) 6= f(0; 0)g porque (4; 0) 2 L(2; 3)\L(1; 0) pero
L(2; 3) 6= L(1; 0) ya que (1; 0) =2 L(2; 3):
3.3. Puntos fuertemente independientes en P1R
Definición 3.3.1 Sean A;B 2 P1R(M). A = L(a) y B = L(b). Diremos que
1. A y B son fuertemente independientes si a ^ b 2 R.
2. A y B son independientes si a ^ b 2 R es no divisor de cero.
3. A y B son dependientes si a ^ b 2 R es divisor de cero.
Observación 3.3.2 1. Las definiciones anteriores son independientes de las bases
elegidas de A y B respectivamente y de la base de M que usamos para construir
el producto exterior.
2. A y B son fuertemente independientes si y sólo si fa; bg es base de M .
3. A y B son fuertemente independientes si y sólo si A y B son fuertemente inde-
pendientes en M .
4. A y B son fuertemente dependientes si y sólo si existen ;  2 R tales que (; ) 6=
(0; 0) y a+ b = 0:
5. Si R es un anillo total de cocientes, para todos A;B 2 P1R(M), A y B son fuerte-
mente independientes o son dependientes.
Definición 3.3.3 Diremos que tres puntos A;B;C 2 P1R(M) forman una referencia si
los conjuntos fA;Bg, fA;Cg, fB;Cg son fuertemente independientes.
Proposición 3.3.4 Sean A = L(a), B = L(b) y B = L(c). Son equivalentes:
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(1) fA;B;Cg es una referencia.
(2) A y B son fuertemente independientes y existen 1; 2 2 R tales que
(c1; c2) = 1(a1; a2) + 2(b1; b2):
(3) A y B son fuertemente independientes y existen representantes de los tres puntos
tales que
(c1; c2) = (a1; a2) + (b1; b2):
Demostración. (1) ) (2) Puesto que fA;B;Cg es una referencia, fA;Bg; fB;Cg
y fA;Cg son fuertemente independientes y como fa; bg, fa; cg y fb; cg son base de
M , existen 1; 2; 01; 02 2 R tales que (c1; c2) = 1(a1; a2) + 2(b1; b2) y (a1; a2) =
01(b1; b2) + 02(c1; c2). Entonces
(c1; c2) = (1
0
1 + 2)(b1; b2) + 1
0
2(c1; c2) , 101 + 2 = 0; 102 = 1:
Luego 1 es inversible y, por simetría en la prueba, 2 es inversible.
(2) ) (1) Por hipótesis, c = 1a + 2b con 1; 2 2 R entonces a ^ c = 2(a ^ b)
y b ^ c = 1(a ^ b) pero 1; 2;a ^ b 2 R luego fA;Cg y fB;Cg son fuertemente
independientes.
(2) , (3) Inmediato.
En consecuencia de la Proposición 3.3.4 tenemos el siguiente resultado:
Proposición 3.3.5 Sean fA;B;Cg una referencia de P1R(M), A = L(a) = L(a0) y
B = L(b) = L(b0). Si C = L(a+b) = L(a0+b0) entonces existe  2 R tal que a0 = a
y b0 = b.
Demostración. Existen ;  2 R tales que a0 = a, b0 = b y existe  2 R tal que
a0 + b0 = (a+ b) entonces (a+ b) = a+ b luego (  )a+ (  )b = 0. Como
a y b son base,  =  = .
Definición 3.3.6 Sea fA;B;Cg una referencia de P1R(M) con fa; bg base de M . Se
llama base normalizada asociada a la referencia si A = L(a), B = L(b) y C = L(a+b).
Observe que la Proposición 3.3.5 establece que toda referencia tiene una base asocia-
da y ésta es única salvo producto por unidades.
Proposición 3.3.7 Si fA;B;Cg es una referencia de P1R(M) y D 2 P1R(M), entonces
existe [1; 2] 2 P1R único tal que si fa; bg es una base de M asociada a la referencia,
D = L(1a+ 2b).
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Demostración. Si D = L(d), como fa; bg es una base de M , d = 1a + 2b con
1; 2 2 R y por tanto existe [1; 2] 2 P1R tal que D = L(1a+ 2b). Para comprobar
la unicidad, consideremos fa0; b0g otra base normalizada de M y D = L(d0), por la
Proposición 3.3.5, existe  2 R tal que a0 = a y b0 = b, y existen 01; 02 2 R
tales que d0 = 01a0 + 02b
0 y como existe  2 R tal que d0 = d entonces d =
 101a +  102b = 1a + 2b luego (1    101)a + (2    102)b = 0 y por
tanto 1 =  101 y 2 =  102 es decir [1; 2] = [01; 02].
Observemos que la Proposición 3.3.7 significa que cada referencia R = fA;B;Cg
induce una aplicación
'R : P1R(M) ! P1R
D 7! [1; 2]
D = L(1a+ 2b)
con fa; bg base normalizada asociada a R.
Definición 3.3.8 'R(D) se llama coordenadas de D en la referencia R.
3.4. Razón doble y cuaternas armónicas
Sean R un anillo donde 2 2 R y M un R módulo libre de rango 2.
Definición 3.4.1 Si A = L(a); B = L(b); C = L(c); D = L(d) son cuatro puntos de
P1R(M), diremos que son compatibles si existe (; ) 2 R2   f(0; 0)g tal que
(a ^ c)(b ^ d)  (a ^ d)(b ^ c) = 0
donde ^ se toma en una base arbitraria. En estas condiciones f(; ) :  2 Rg se
llama razón doble de A; B; C; D.
Observación 3.4.2 (1) La definición de ser compatibles no depende de la base elegi-
da ni de los representantes de los puntos. En efecto, sean fa0g; fb0g; fc0g; fd0g otras
bases de los submódulos A;B;C;D respectivamente. Entonces existen 0; 0; 0; 0 2
R tales que a0 = 0a; b0 = 0b; c0 = 0c y d0 = 0d:
Luego, (a0^c0)(b0^d0) (a0^d0)(b0^c0) = 00(a^c)00(b^d) 00(a^
d) 00(b ^ c) = 0000(a ^ c b ^ d  a ^ d b ^ c) = 0:
Si cambiamos la base B por B0 para calcular el producto exterior, por la ecuación
3.1, se tiene que la definición de ser compatible en la nueva base difiere de la
anterior en producto por una unidad y por tanto no depende de la base elegida.
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(2) El cambio de representantes y el cambio de base supone representar (; ) por un
elemento inversible.
(3) La condición de ser compatibles es independiente del orden de los puntos, lo que
varía es el par (; ). Los posibles valores de (; ) módulo unidades, cuando
varía el orden de los puntos, son (; ); (; ); ( ; ); ( ; ); (;  ) y
(;  ): Por ejemplo, si [A;B;C;D] = (; ) entonces [A;C;B;D] = (;  )
ya que (a ^ b)(c ^ d)  (  )(a ^ d)(c ^ b) = (a ^ b)(c ^ d)  (a ^ d)(c ^
b) + (a ^ d)(c ^ b) = (a ^ b)(c ^ d)   (a ^ d)(c ^ b)   (a ^ c)(b ^ d) =
((a ^ b)c   (a ^ d)c   (a ^ c)b) ^ d = 0 la última igualdad se tiene porque
(a ^ b)c+ (c ^ a)b+ (b ^ c)a = 0.
Proposición 3.4.3 Si fA;B;Cg es una referencia de P1R(M) entonces [A;B;C;D] =
(; ) donde [; ] son las coordenadas de D en la referencia fA;B;Cg.
Demostración. Inmediato por la Definición 3.3.8.
Proposición 3.4.4 Si tres de los cuatro puntos A;B;C;D son fuertemente independi-
entes dos a dos entonces [A;B;C;D] 2 P1R(R2) donde [; ] son las coordenadas de D
en la referencia fA;B;Cg.
Demostración. Los puntos A;B;C;D siempre se pueden reordenar de tal forma que
fA;B;Cg sea una referencia y por la Proposición 3.4.3, [; ] son las coordenadas de
D en la referencia fA;B;Cg.
Proposición 3.4.5 La razón doble es invariante por isomorfismos.
Demostración. Inmediato porque es igual a cambiar los representantes de los puntos.
Definición 3.4.6 [A;B;C;D] es una cuaterna armónica, ó A;B y C;D están armóni-
camente separados, ó D es el cuarto armónico de A;B;C; si eligiendo bases fag; fbg; fcg,
fdg de A;B;C;D respectivamente, se cumple que A;B;C;D son compatibles y [A;B;C;D]
= (1; 1) es decir (a ^ c)(b ^ d) + (a ^ d)(b ^ c) = 0:
Observación 3.4.7 (1) La definición de cuaterna armónica no depende de la elección
de las bases ni de los representantes de los puntos.
(2) La relación de estar armónicamente separados no depende del orden de los pares de
puntos, y es simétrica. Es decir, si [A;B;C;D] es una cuaterna armónica entonces
[C;D;A;B] = [B;A;C;D] = [A;B;C;D]. En efecto, (a^c)(b^d)+(a^d)(b^c) =
(c ^ a)(d ^ b) + (c ^ b)(d ^ a) = (b ^ c)(a ^ d) + (b ^ d)(a ^ c): De igual
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forma, [D;C;A;B] = [A;B;D;C] = [C;D;B;A] = [D;C;B;A] = [B;A;D;C] =
[A;B;C;D].
(3) Sea fA;B;Cg una referencia. [A;B;C;D] es una cuaterna armónica si y sólo si
D tiene coordenadas [1; 1] en la base asociada a la referencia.
Sean A;B;C;X 2 P1R y fag; fbg; fcg; fxg bases de A;B;C;X respectivamente. Si
[A;B;C;X] es una cuaterna armónica, (a ^ c)(b ^ x) + (a ^ x)(b ^ c) = ((a ^ c)b +
(b ^ c)a) ^ x = 0: Sea v = (a ^ c)b+ (b ^ c)a, entonces
v ^ x = 0: (3.2)
Proposición 3.4.8 Sea R un anillo.
1. Si v es complementable, entonces v ^ x = 0 si y sólo si x = v:
2. Si v es complementable, entonces x = v,  2 R si y sólo si x es complementable.
Demostración. Inmediato por la Proposición 3.1.11.
Proposición 3.4.9 Sea R un anillo. Si v 2 Rw con w complementable entonces v ^
x = 0 tiene solución única x 2 P1R complementable si y sólo si v es simplificable.
Demostración. ): Supongamos que v = w; con  divisor de cero y w comple-
mentable. Existe w0 2 R2 tal que fw;w0g es una base de R2 y existe 0 6=  2 R tal
que  = 0. Puesto que v ^ x = w ^ x = 0; entonces x = w o x = w + w0 son
soluciones no proporcionales. Por tanto la solución de v ^ x = 0 no es única, lo cual es
absurdo.
(: Por hipótesis, v = w con  no divisor de cero, como v^x = 0 entonces w^x = 0
pero  es no divisor de cero luego w ^ x = 0 y por tanto [x] = [w].
En general, si entre A;B;C 2 P1R no hay dos fuertemente independientes entonces
puede no existir X 2 P1R, el cuarto armónico de A;B;C; o puede existir más de un
punto con esta propiedad.
Ejemplo 3.4.10 (1) Sea R = Z[x; y] y supongamos que A = [2; 1]; B = [x; 1]; C =
[y; 1] 2 P1R. Veamos que no es posible encontrar X = [; ] 2 P1R; el cuarto
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armónico de A;B;C. En efecto, [A;B;C;X] es una cuaterna armónica si
0 = a ^ c b ^ x+ a ^ x b ^ c = (2  y)(x  ) + (2   )(x  y)
= 2x  2  xy + y + 2x  2y   x+ y
=  (2  2y + x) + (4x  xy   2y):
Luego  = 4x   xy   2y;  = 2   2y + x y no es posible escribir el par (; )
como el producto de un inversible de R por (1; 1) es decir no existe un submódulo
complementable X tal que [A;B;C;X] es una cuaterna armónica.
(2) Sea R = Z=(6) y tomemos A = [2; 1]; B = [4; 1]; C = [0; 1] 2 P1R. Encontrar
X = [; ] 2 P1R tal que [A;B;C;X] sea una cuaterna armónica tiene más de una
solución. En efecto,
0 = a ^ c b ^ x+ a ^ x b ^ c = 2(4   ) + 4(2   ) = 4:
Luego tomando las parejas  = 1;  = 0 y  = 1,  = 3 se tienen dos submódulos
complementables distintos X1 = [1; 0]; X2 = [1; 3] 2 P 1R tales que [A;B;C;Xi];
i = 1; 2, son cuaternas armónicas.
Proposición 3.4.11 Sea R un dominio de factorización única. Entre A;B;C 2 P1R
existen dos puntos distintos si y sólo si existe X 2 P1R único complementable tal que
[A;B;C;X] es una cuaterna armónica.
Demostración. Como R es un dominio de factorización única, para todos s; t 2 R,
(s; t) 2 R2 es complementable , mcd(s; t) = 1:
Por la Proposición 3.4.9, dados A;B;C 2 P1R la existencia de X 2 P1R único comple-
mentable tal que v ^ x = 0 es equivalente a que v = w con  no divisor de cero y
w complementable. Como R es un dominio de factorización única, R es un dominio de
ideales principales y para todo v = (a; b) 2 R2, v = (a0; b0) con  = mcd(a; b) y (a0; b0)
complementable.
Proposición 3.4.12 Sea 2 2 R: A;B 2 P1R son independientes si y sólo si existe
X 2 P1R único complementable tal que [A;A;B;X] es una cuaterna armónica.
Demostración. ): [A;A;B;X] es una cuaterna armónica si tomando bases a; b;x de
A;B;X respectivamente,
v ^ x = 0 con v = 2(a ^ b)a
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donde 2 y a^b son no divisores de cero ya que A;B 2 P1R son independientes. Por tanto
v = 2(a^b)a tiene la forma v = a con  no divisor de cero y a complementable. Por
la Proposición 3.4.9 existe X único complementable que satisface v ^ x = 0 y X = A:
(: Por la Proposición 3.4.9, si v ^x = 0 tiene solución única complementable entonces
v = 2(a ^ b)a y v ^ a = 2(a ^ b)(a ^ a) = 0: Por tanto w = a y a ^ b es no divisor
de cero ya que si a ^ b es divisor de cero, v ^ x = 0 tiene más de una solución. En
consecuencia A y B son independientes.
Corolario 3.4.13 Sea 2 2 R: Si entre A;B;C existen dos que sean fuertemente inde-
pendientes, entonces existe X 2 P 1R único complementable tal que [A;B;C;X] es una
cuaterna armónica.
Por la Proposición 3.4.12, observe que el recíproco del Corolario 3.4.13 no se cumple.
Definición 3.4.14 Sea
 : P1R ! P1R
una correspondencia biunívoca. La biyección  se llama propia si para todos A;B;C;D
tales que [A;B;C;D] es una cuaterna armónica se cumple que [(A); (B);(C); (D)]
es una cuaterna armónica.
Proposición 3.4.15 Sean R un dominio de factorización única y  una corresponden-
cia propia. Si entre A;B;C 2 P1R hay dos distintos entonces entre f(A); (B); (C)g
existen dos distintos.
Demostración. Por la Proposición 3.4.11, si entre fA;B;Cg hay dos distintos entonces
existe X 2 P1R único tal que [A;B;C;X] es una cuaterna armónica. Como  conser-
va cuaternas armónicas entonces [(A); (B);(C); (X)] es una cuaterna armónica y
nuevamente por la Proposición 3.4.11 entre f(A); (B); (C)g existen dos distintos.
Proposición 3.4.16 Sean 2 2 R, A;B 2 P1R y  una correspondencia propia. Si
fA;Bg son independientes entonces f(A); (B)g son independientes.
Demostración. Si A y B son independientes entonces a ^ b es no divisor de cero.
Por la Proposición 3.4.12 existe X 2 P1R único complementable tal que [A;A;B;X] es
una cuaterna armónica. Como  es biunívoca y conserva cuaternas armónicas, existe
Y 2 P1R único complementable tal que [(A); (A);(B); Y ] es una cuaterna armónica.
Luego, por la Proposición 3.4.12, f(A); (B)g son independientes.
Proposición 3.4.17 Sean R un anillo total de cocientes, 2 2 R, A;B 2 P1R y  una
correspondencia propia. Si fA;Bg son fuertemente independientes entonces f(A); (B)g
son fuertemente independientes.
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Demostración. En un anillo total de cocientes los elementos no divisores de cero
coinciden con los elementos inversibles, por tanto fA;Bg son fuertemente independientes
si y sólo si fA;Bg son independientes y se aplica la Proposición 3.4.16.
Proposición 3.4.18 Sean R un anillo total de cocientes, 2 2 R y  una aplicación
propia. Si fA;B;Cg es una referencia entonces f(A); (B); (C)g es una referencia.
Demostración. fA;B;Cg es una referencia si fA;Bg, fA;Cg, fB;Cg son fuertemente
independientes. Por la Proposición 3.4.17, f(A); (B)g; f(A); (C)g; f(B); (C)g
son fuertemente independientes. En consecuencia f(A); (B); (C)g es una referencia.
Lema 3.4.19 Para todo ;  2 R,  6= , donde 2 2 R, se tiene que
(1) [[1; ]; [1; ]; [0; 1]; [1; +2 ]]
(2) [[1; 0]; [1; ]; [0; 1]; [1; 2 ]]
(3) [[1; ]; [1; ]; [1; 0]; [+ ; 2]]
forman cuaternas armónicas.
Demostración. El cálculo es directo, por ejemplo, [[1; ]; [1; ]; [0; 1]; [1; +2 ]] = (1; )^
(0; 1) (1; ) ^ (1; +2 ) + (1; ) ^ (1; +2 ) (1; ) ^ (0; 1) =  2 +  2 = 0:
Teorema 3.4.20 Sea R un anillo total de cocientes y 2 2 R.  es una correspondencia
propia si y sólo si existe  2 Aut(R) y un isomorfismo  semilineal ' entre los espacios
vectoriales asociados, tal que  = [']: Esto es, existen  2 Aut(R) y M 2 GL2(R) tal
que












): Sean  una correspondencia propia y R = fA;B;Cg una referencia de P1R, por la
Proposición 3.4.18, sabemos que R0 = f(A); (B); (C)g es también una referencia.
Para cada x 2 R; llamo X := [1; x] 2 P1R y (X) := [y1; y2]. Veamos que y1 es inversible.
En efecto, x = (1; x) hace parte de una base, luego tomamos f(1; x); (0; 1)g como base
de R2. Por la Proposición 3.4.17, f([1; x]); ([0; 1])g=f[y1; y2]; [0; 1]g son fuertemente
independientes, entonces  y1 y20 1
 = y1 2 R
por tanto,
(X) := [y1; y2] = [1; y]:
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La forma de construir el automorfismo es la siguiente: definimos la correspondencia
 : R ! R
x 7! (x) = y
 es una aplicación biunívoca que transforma el cero en el cero y el uno en uno. En
efecto,  es inyectiva pues para x1; x2 2 R,
([1; x1]) = ([1; x2]) , [1; (x1)] = [1; (x2)] , (x1) = (x2)
y como  es inyectiva entonces x1 = x2:  es sobreyectiva ya que  también lo es.
 es un automorfismo de anillos. Para probar que  transforma suma en suma necesi-
tamos ver primero que (2 ) =
()
2 .
Por el Lema 3.4.19, en la referencia R;




es una cuaterna armónica y como  conserva cuaternas armónicas entonces




es una cuaterna armónica. Ahora bien, ([1; 0]) = [1; 0]; ([0; 1]) = [0; 1]; ([1; ]) =
[1; ()] y ([1; 2 ]) = [1; (

2 )]; luego 0 = (1; 0) ^ (0; 1) (1; ()) ^ (1; (2 )) + (1; 0) ^








Veamos ahora que ( + ) = () + (). Si  = , es inmediato por el apartado
anterior. Si  6= , por el Lema 3.4.19, en la referencia R;




es una cuaterna armónica y por tanto




es una cuaterna armónica y en la referencia R’tenemos que 0 = (1; ())^(0; 1) (1; ())^
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pero (+2 ) =
(+)
2 luego
(+ ) = () + ():
Para probar que  transforma producto en producto, necesitamos ver primero resultado
adicional (2) = (())2: En efecto, por el Lema 3.4.19, para  6=  
[[1; ]; [1; ]; [1; 0]; [+ ; 2]]
es una cuaterna armónica entonces en particular para  = 1   y  6= 12 ; se tiene que
[[1; ]; [1; 1  ]; [1; 0]; [1; 2(1  )]]
es una cuaterna armónica y como  conserva cuaternas armónicas, en la referencia R0
tenemos que
[[1; ()]; [1; (1  )]; [1; 0]; [1; (2(1  ))]]
es una cuaterna armónica. Como (12) =
1
2 entonces para  6= 12 se tiene que () 6= 12 ya
que  es inyectiva. Además (1 ) = 1 () luego [[1; ()]; [1; (1 )]; [1; 0]; [1; (2(1 
))]] = [[1; ()]; [1; 1   ()]; [1; 0]; [1; (2(1   ))]] es una cuaterna armónica y por
tanto
(2(1  )) = 2()(1  ())
De donde se deduce que (2) = (())2, también se cumple que ((12)
2) = ((12))
2:
Ahora bien ((+))2 = ((+)2) entonces (())2+2()()+(())2 = (2)+
2()() + (2) y por tanto
() = ()():
Luego,  es un automorfismo de anillos. En consecuencia tomando el punto X = [1; 2]
en la referencia fA;B;Cg y si 2 = 0 entonces X = A = [1; 0] y (X) = A0 tiene




); 1] = [
(1)
(2)
; 1] = [(1); (2)]:




respecto de las bases normalizadas asociadas a las referencias fA;B;Cg y fA0; B0; C 0g
verifica que ['] = : Y queda probado el teorema.
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Proposición 3.4.21 El automorfismo  del teorema 3.4.20 no depende de la elección
de fA;B;Cg en P1R.
Demostración. Elijamos dos referencias en P1R, fA1; A2; A3g, fB1; B2; B3g y llamamos
(Ai) = A
0
i y (Bi) = B
0
i. Si P 2 P1R tiene coordenadas [x1; x2], [t1; t2] en las referencias
fA1; A2; A3g y fB1; B2; B3g respectivamente y (P ) tiene coordenadas [y1; y2], [z1; z2]
en las referencias fA01; A02; A03g y fB01; B02; B03g respectivamente, se verifica que si los
automorfismos asociados a  en las dos parejas de referencias son 1 y 2 entonces
[y1; y2] = [x1; x2] = [1(x1); 1(x2)]
[z1; z2] = [t1; t2] = [2(t1); 2(t2)]:












Aplicando también las fórmulas de cambio de referencia en P1R en sentido contrario a













































con  = ([x1; x2]) variable según el punto y Q = N2(M): Como 1 y 2 son auto-
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) 1 = 2 = 3


























); 8 y1; y2 2 R:
Por tanto, 1 = 2:
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