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DECAY OF CORRELATIONS FOR NORMALLY HYPERBOLIC
TRAPPING
STE´PHANE NONNENMACHER AND MACIEJ ZWORSKI
Abstract. We prove that for evolution problems with normally hyperbolic trapping in
phase space, correlations decay exponentially in time. Normally hyperbolic trapping means
that the trapped set is smooth and symplectic and that the flow is hyperbolic in directions
transversal to it. Flows with this structure include contact Anosov flows [23],[46],[47], clas-
sical flows in molecular dynamics [27],[29], and null geodesic flows for black holes metrics
[17],[18],[54]. The decay of correlations is a consequence of the existence of resonance free
strips for Green’s functions (cut-off resolvents) and polynomial bounds on the growth of
those functions in the semiclassical parameter.
1. Statement of results
1.1. Introduction. We prove the existence of resonance free strips for general semiclassical
problems with normally hyperbolic trapped sets. The width of the strip is related to certain
Lyapunov exponents and, for the spectral parameter in that strip, the Green’s function (cut-
off resolvent) is polynomially bounded. Such estimates are closely related to exponential
decay of correlations in classical dynamics and in scattering problems. The framework to
which our result applies covers both settings.
To illustrate the results consider
(1.1) P = −h2∆ + V (x), V ∈ C∞c (Rn;R).
The classical flow ϕt : (x(0), ξ(0)) 7→ (x(t), ξ(t)) is obtained by solving Newton’s equations
x′(t)(t) = 2ξ(t), ξ′(t) = −∇V (x(t)). The trapped set at energy E, KE, is defined as the set
of (x, ξ) such that p(x, ξ)
def
= ξ2 + V (x) = E and ϕt(x, ξ) 6→ ∞, as t→∞ and as t→ −∞.
The flow ϕt is said to be normally hyperbolic near energy E, if for some δ > 0,
Kδ
def
=
⋃
|E−E′|<δ
KE′ is a smooth symplectic manifold, and
the flow ϕt is hyperbolic in the directions transversal to K
δ,
(1.2)
see (1.17) below for a precise definition, and [29] for physical motivation for considering
such dynamical setting. A simplest consequence of Theorems 2 and 6 is the following result
about decay of correlations.
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Theorem 1. Suppose that P is given by (1.1) and that (1.2) holds, that is the classical
flow is normally hyperbolic near energy E. Then for ψ ∈ C∞c ((E − δ/2, E + δ/2)), and any
f, g ∈ L2(Rn), with ‖f‖L2 = ‖g‖L2 = 1, supp f, supp g ⊂ B(0, R),
(1.3)
∣∣〈e−itP/hψ(P )f, g〉L2(Rn)∣∣ ≤ CR log(1/h)
h1+γc0
e−γt + CR,NhN , t > 0,
for any γ < λ0/2 and for all N . Here λ0 and c0 are the same as in (1.18) and CR, CR,N
are constants depending on R and on R and N , respectively.
This means that the correlations decay rapidly in the semiclassical limit: we start with
a state localized in space (the support condition) and energy, ψ(P )f , propagate it, and
test it against another spatially localized state g. The estimate (1.3) is a consequence of
the existence of a band without scattering resonances and estimates on cut-off resolvent
given in Theorem 2. When there is no trapping, that is when KE = ∅, then the right hand
side in (1.3) can be replaced by O((h/t)∞), provided that t > TE, for some TE – see for
instance [36, Lemma 4.2]. On the other hand when strong trapping is present, for instance
when the potential has an interaction region separated from infinity by a barrier, then the
correlation does not decay – see [36] and references given there.
More interesting quantitative results can be obtained for the wave equation or for decay
of classical correlations: see §1.2 for motivation and [54, Theorem 3] and Corollary 5 below
for examples. When the outgoing and incoming sets at energy E,
Γ±E
def
= {(x, ξ) : p(x, ξ) = E, ϕt(x, ξ) 6→ ∞, t→ ∓∞},
are sufficiently regular and of codimension one, Theorem 1 and Theorem 2 below (without
the specific constant λ0) are already a consequence of earlier work by Wunsch–Zworski [54,
Theorem 2]1 and, in the case of closed trajectories, Christianson [10],[11]. For a survey of
other recent results on resolvent estimates in the presence of weak trapping we refer to [52].
When normal hyperbolicity is strengthened to r-normal hyperbolicity for large r (which
implies that Γ±E are C
r manifolds) and provided a certain pinching condition on Lyapunov
exponents is satisfied, much stronger results have been obtained by Dyatlov [19]. In par-
ticular, [19] provides an asymptotic counting law for scattering resonances below the band
without resonances given in Theorems 2, 4 and 6. It shows the optimality of the size of
the band in a large range of settings, for instance, for perturbations of Kerr–de Sitter black
holes.
Similar results on asymptotic counting laws in strips have been proved by Faure–Tsujii
in the case of Anosov diffeomorphisms [24], and recently announced in the case of contact
Anosov flows [25]. In the latter situation, described in Theorem 4 below, the trapped set
is a normally hyperbolic smooth symplectic manifold, but the dependence of the stable
1Recently Dyatlov [20] provided a much simpler proof of that result, including the optimal size of the
gap established in this paper and the optimal resolvent bound o(h−2), for smooth and orientable stable
and unstable manifolds.
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and unstable subspaces on points on the trapped set is typically nonsmooth, but C1 or
Ho¨lder continuous (see Remark 1.2 below). For compact manifolds of constant negative
curvature Dyatlov–Faure–Guillarmou [21] have provided a precise description of Pollicott–
Ruelle resonances in terms of eigenvalues of the Riemannian Laplacian acting on section of
certain natural vector bundles.
In this paper we do not assume any regularity on Γ±E and provide a quantitative estimate
on the resonance free strip. For operators with analytic coefficients this result was already
obtained by Ge´rard–Sjo¨strand [27] with even weaker assumptions on Kδ. A new component
here, aside from dropping the analyticity assumption, is the polynomial bound on the
Green’s function/resolvent that allows applications to the decay of correlations.
The proof is given first for an operator with a complex absorbing potential. This al-
lows very general assumptions which can then be specialized to scattering and dynamical
applications.
Finally we comment on the comparison between the resonance free regions in this paper
and the results of [38, 39] where the existence of a resonance free strip was given for
hyperbolic trapped sets, provided a certain pressure condition was satisfied. In the setting
of [38] the trapped set is typically very irregular but, the assumptions of [38] also include
the situation where Kδ is a smooth symplectic submanifold, and the flow is hyperbolic both
transversely to Kδ and along each KE. In that case the resonance gap obtained in [38]
involves a topological pressure associated with the full (that is, longitudinal and transverse)
unstable Jacobian, namely
(1.4) P(− 1
2
(log J+‖ + log J
+
⊥ )
)
= sup
µ
(
H(µ)− 1
2
∫
(log J+‖ + log J
+
⊥ ) dµ
)
,
where the supremum is taken over all flow-invariant probability measures on Kδ and H(µ)
is the Kolmogorov–Sinai entropy of the measure µ with respect to the flow. The bound is
nontrivial only if this pressure is negative. In the case of mixing Anosov flows discussed in
§9 the transverse and longitudinal unstable Jacobians are equal to each other; the above
pressure is then equal to the pressure P(− log J+‖ ), equivalent with the pressure P(− log Ju)
of the Anosov flow, which is known to vanish [7, Proposition 4.4], and hence gives only a
trivial bound. For this situation, our spectral bound (Theorem 4) is thus sharper than the
pressure bound. On the other hand, one can construct examples where the longitudinal and
transverse unstable Jacobians are independent of one another, and such that the pressure
(1.4) is more negative - hence sharper - than the value −λ0 given in (1.19), which may be
expressed as −λ0 = supµ
(
− 1
2
∫
log J+⊥ dµ
)
.
Notation. We use the following notation g = Ok(f)V means that ‖g‖V ≤ Ckf where the
norm (or any seminorm) is in the space V , an the Ck depends on k. When either k or V
are dropped then the constant is universal or the estimate is scalar, respectively. When
F = Ok(f)V→W then the operator F : V → W has its norm bounded by Ckf .
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1.2. Motivation. To motivate the problem we consider the following elementary example.
Let X = R and P = −∂2x. A wave evolution is given by U(t) def= sin(
√
Pt)/
√
P . Then for
f, g ∈ C∞c (R) and any time t ∈ R we define the wave correlation function as
(1.5) C(f, g)(t)
def
=
∫
R
[U(t)f ](x) g(x) dx
In this 1-dimensional setting, the correlation function becomes very simple for large times.
Indeed, for a certain T > 0 depending on the support of f and g, it satisfies
∀t ≥ T, C(f, g)(t) = 1
2
∫
R
f(x)
∫
R
g(x) dx
This particular behaviour is due to the fact that the resolvent of P ,
R(λ)
def
= (P − λ2)−1 : L2(R)→ L2(R), Imλ > 0,
continues meromorphically to C in λ as an operator L2comp → L2loc and has a pole at λ = 0.
In this basic case we see this from an explicit formula,
[R(λ)f ](x) =
i
2λ
∫
R
eiλ|x−y|f(y)dy.
More generally, we can consider P = −∂2x+V (x), V ∈ L∞c (R), with V ≥ 0, for simplicity.
With the same definition of U(t) we now have the Lax–Phillips expansion generalizing (1.5):
(1.6) C(f, g)(t) =
∫
R
U(t)f g dx =
∑
Imλj>−A
e−iλjt
∫
R
f uj dx
∫
R
g uj dx+O(e−At),
where λj are the poles of the meromorphic continuation of R(λ) = (P−λ2)−1 (for simplicity
assumed to be simple), and uj are solutions to (P −λ2j)uj = 0 satisfying uj(x) = asgnxeiλ|x|
for |x|  1. Since uj are not in L2 their normalization is a bit subtle: they appear in the
residues of R(λ) at λj.
The expansion (1.6) makes sense since the number of poles of R(λ) with Imλ > −A is
finite for any A. If we define C(f, g) to be 0 for t ≤ 0, the Fourier transform of (1.6) gives
(provided 0 is not a pole of R(λ)),
Ĉ(f, g)(−λ) =
∑
Imλj>−A
cj
λj − λ +O
(
1
A
)
, cj
def
= −i
∫
R
fuj dx
∫
R
guj dx.(1.7)
The Lorentzians
| Imλj|
|λ− λj|2 = −2 Im
1
λj − λ,
peak at λ = Reλj and are more pronounced for Imλj small. This stronger response in the
spectrum of correlations is one of the reasons for calling λj (or λ
2
j) scattering resonances.
In more general situations, to have a finite expansion of type (1.6), modulo some ex-
ponentially decaying error O(e−γt), we need to know that the number of poles of R(λ) is
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Figure 1. The effect of resonances on on the Fourier transform of corre-
lations as described in (1.7). The resonances are computed using the code
scatpot.m [4].
finite in a strip Imλ > −γ. Hence exponential decay of correlations is closely related to
resonance free strips.
This elementary example is related through our approach to recent results of Dolgopyat
[16], Liverani [35], and Tsujii [46],[47] on the decay of correlations in classical dynamics.
Let X be a compact contact manifold of (odd) dimension n, and let γt be an Anosov flow
on X preserving the contact structure – see §9 for details. The standard example is the
geodesic flow on the cosphere bundle X = S∗M , where (M, g) is a smooth negatively curved
Riemannian manifold. Let U(t) : C∞(X) → C∞(X) be defined by U(t)f = γ∗t f = f ◦ γt
and let dx be the measure on X induced by the contact structure and normalized so that
vol(X) = 1. The results of [16],[35] show that, for any test functions f, g ∈ C∞(X), the
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correlation function satisfies the following asymptotical behavior for large times:
(1.8) C(f, g)(t)
def
=
∫
X
[U(t)f ](x) g(x) dx =
∫
X
f dx
∫
X
g dx+O(e−Γt), t→∞ ,
and the exponent Γ is independent of f, g. In other words, the Anosov flow is exponentially
mixing with respect to the invariant measure dx.
From the microlocal point of view of Faure–Sjo¨strand [23], this result is related to a
resonance free strip for the generator of the flow γt. The resonances in this setting are
called Pollicott–Ruelle resonances.
In this paper we consider general semiclassical operators modeled on P given in (1.1),
for which the classical flow has a normally hyperbolic trapped set. Schro¨dinger operators
for which (1.2) holds appear in molecular dynamics — see the recent review [29] for an
introduction and references. In particular, [29, Chapter 5] discusses the resonances in
some model cases and the relation between the size of the resonance free strip and the
transverse Lyapounov exponents. As reviewed in §9, the setting can be extended such as
to include the generator of the Anosov flow of (1.8), namely the operator P (h) on X such
that U(t) = γ∗t = exp(−itP/h).
1.3. Assumptions and the result. The general result, Theorem 2, is proved for operators
modified using a complex absorbing potential (CAP). Results about such operators can then
be used for different problems using resolvent gluing techniques of Datchev–Vasy [14] —
see Theorems 3 and 4. The assumptions on the manifold X, operator P , and the complex
absorbing potential may seem unduly general, they are justified by the broad range of
applications.
Let X be a smooth compact manifold with a density dx and let
P = P (x, hD) ∈ Ψm(X), m > 0,
be an unbounded self-adjoint semiclassical pseudodifferential operator on L2(X, dx) (see
§3.1 and [55, §14.2] for background and notations), with principal symbol p(x, ξ) indepen-
dent of h. Let
W = W (x, hD) ∈ Ψk(X), 0 ≤ k ≤ m, W ≥ 0,
be another operator, also self-adjoint and with h-independent principal symbol w(x, ξ),
which we call a (generalized) complex absorbing potential (CAP). We should stress that
W plays a purely auxiliary role and can be chosen quite freely.
If the principal symbols p(x, ξ) ∈ Sm(T ∗X) and w(x, ξ) ∈ Sk(T ∗X), we assume that, for
some fixed C0 > 0 and for any phase space point (x, ξ) ∈ T ∗X,
(1.9)
|p(x, ξ)− iw(x, ξ)| ≥ 〈ξ〉m/C0 − C0 , 1 + w(x, ξ) ≥ 〈ξ〉k/C0,
exp(tHp)(x, ξ) is defined for all t ∈ R.
Here, for ξ ∈ T ∗xX we have denoted 〈ξ〉2 = 1 + ‖ξ‖2x for some smoothly varying metric on
X, x 7→ ‖•‖2x, and by Hp the Hamilton vector field of p. The map exp(tHp) : T ∗X → T ∗X
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is the corresponding flow at time t. This flow will often be denoted by ϕt, the Hamiltonian
p(x, ξ) being clear from the context.
For technical reasons (see Lemma A.4) we will need an additional smoothness assumption
on w:
(1.10) |∂αw(x, ξ)| ≤ Cαw(x, ξ)1−γ, 0 < γ < 12 ,
when w(x, ξ) ≤ 1. This can be easily arranged and is invariant under changes of variables.
We call the operator
(1.11) P˜ = P − iW ∈ Ψm(X),
the CAP-modified P . The condition (1.9) means that the CAP-modified P is classically
elliptic and that for any fixed z ∈ C
{(x, ξ) : p˜(x, ξ)− z = p(x, ξ)− iw(x, ξ)− z = 0} b T ∗X.
We define the trapped set at energy E as
(1.12) KE
def
= {ρ = (x, ξ) : ρ ∈ p−1(E), ϕR(ρ) ⊂ w−1(0)} .
KE is compact and consists of points in p
−1(E) which never reach the damping region
{ρ ∈ T ∗X : w(ρ) > 0} in backward or forward propagation by the flow ϕt.
We illustrate this setup with two simple examples:
Example 1. Suppose that P0 = −h2∆ + V , V ∈ C∞c (Rn;R), suppV b B(0, R0). Define
the torus X = Rn/(6R0Z)n, and W ∈ C∞(X; [0,∞)), satisfying
W (x) = 0, x ∈ B(0, R0), W (x) = 1, x ∈ X \B(0, 2R0), ∂αW = Oα(W 2/3),
(here we identified the balls in Rn with subsets of the torus). The last condition can
be arranged by taking W (x) = χ(|x|2 − R20)ψ(x) where χ(x) = exp(−x−1)1lR+(x), and
ψ ∈ C∞(X, (0,∞)) is suitably chosen. The power of W on the right hand side can be any
number greater than 1
2
.
Because of the support properties of V , P
def
= −h2∆ + V ∈ Ψ2(X) and P − iW satisfy
all the properties above. The trapped set KE can be identified with a subset of T
∗
B(0,R0)
Rn
and is then equal to the trapped set of scattering theory:
KE = {(x, ξ) ∈ T ∗Rn : ξ2 + V (x) = E, x(t) 6→ ∞, t→ ±∞} .
Remark 1.1. Normally hyperbolic trapped sets occur in the semiclassical theory of chem-
ical reaction dynamics, where they are usually called Normally Hyperbolic Invariant Man-
ifolds (NHIM). They are of fundamental importance to quantitatively understand the ki-
netics of the chemical reaction. See for instance [48] for a description of the classical phase
space structure, and [29] and references given there for the adaptation to the quantum
framework. The focus there is on examples for which the Hamiltonian flow exhibits a
saddle × saddle × . . .× center . . .× center
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fixed point: after an appropriate linear symplectic change of coordinates, the quadratic
expansion of the Hamiltonian p(x, ξ) near the fixed point (set at the origin) reads as:
pquad(x, ξ) =
1
2
d−d⊥∑
i=1
(ξ2i + ω
2
i x
2
i ) +
d∑
i=d−d⊥+1
1
2
(ξ2i − λ2ix2i ) .
For this quadradic model the NHIM at a positive energy E > 02, is given by
p−1(E) ∩ {ξd−d⊥+1 = xd−d⊥+1 = . . . = xd = ξd = 0}
which is a 2d − 2d⊥ − 1-dimensional sphere. The stable/unstable distributions are d⊥-
dimensional (see (1.17) below), and are generated by the vectors {∂/∂ξi±λi∂/∂xi}di=d−d⊥+1.
For this quadratic model the flow along the NHIM is completely integrable. This implies
that the latter is structurally stable to perturbations (it is then r-normally hyperbolic for
any r ∈ N), meaning that for any given regularity r > 0, a small enough perturbation of
pquad will still lead to the presence of a NHIM of regularity C
r [31]. However, the flow on
the perturbed NHIM is generally not integrable. This situation occurs if one considers the
full Hamiltonian p with quadratic expansion pquad: for small positive energies p will still
exhibit a NHIM, which is a deformed sphere.
Physical systems featuring this type of fixed point are presented in the literature: for in-
stance the isomerization of hydrogen cyanide [51] or the quantum dynamics of the nitrogen-
nitrogen exchange [29]. Strictly speaking the potentials appearing in these physical models
are more complicated than the ones allowed here. However, the behaviour near the NHIM
determines the phenomena which are studied here and which are relevant in physics.
We conclude this remark by recalling that when d⊥ = 1 (most relevant from the point
of view of [29]) and when the system is r-normally hyperbolic for sufficiently large r very
precise results on the distribution of resonances have been obtained by Dyatlov [19],[20].
Example 2. Suppose that X is a compact manifold with a volume form dx and a vector
field Ξ generating a volume preserving flow (LΞdx = 0). Then P = −ihΞ is a selfadjoint
operator on L2(X, dx), and the corresponding propagator exp(−itP/h) is the push-forward
of the flow γt = exp(tΞ) generated by Ξ on functions f ∈ L2(X, dx): exp(−itP/h)f =
f ◦ γ−t.
To define the CAP in this setting we choose a Riemannian metric g on X, and a function
(1.13)
f ∈ C∞(R, [0,∞)), |f (k)(s)| ≤ Ckf(s)1−γ, for some γ ∈ (0, 1/2),
f−1(0) = [−∞,M ] for some M > 0, f(s) = √s, s > 2M.
If ∆g is the corresponding Laplacian on X, we set W (x, hD) = f(−h2∆g).
2For the distribution of resonances at the fixed point energy E = 0 see [34] and [41].
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Then the operator P − iW ∈ Ψ1(X) satisfies the assumptions above. The principal
symbols read p(x, ξ) = ξ(Ξx), w(x, ξ) = f(‖ξ‖2x), where the norm ‖ • ‖x is associated with
the metric g.
At a given energy E ∈ R, the trapped set is given by the points which never enter the
absorbing region:
KE = {(x, ξ) ∈ T ∗X : ξ(Ξx) = E, ‖(γ−t)∗ξ‖g ≤M, ∀t ∈ R}.
At this stage the trapped set seems to depend on the choice of M . Below we will be
concerned with exp(tΞ) being an Anosov flow, in which case this explicit dependence will
disappear, as long as we choose M large enough compared with the energy E (see the
second assumption (1.15) below).
Returning to general considerations we also define
(1.14) Kδ
def
=
⋃
|E|≤δ
KE,
which is a compact subset to T ∗X and assume that
(1.15) dpKδ 6= 0, Kδ ∩WFh(W ) = ∅.
The first assumption implies that for |E| ≤ δ, the energy shell p−1(E) is a smooth hyper-
surface close to w−1(0). The second assumption is consistent with the definition (1.12) of
KE. It implies that the latter is contained in the interior of the region w
−1(0), a property
which is stable when enlarging KE to K
δ, or when slightly modifying the support of w.
We now make the following normal hyperbolicity assumption on Kδ:
(1.16) Kδ is a smooth symplectic submanifold of T ∗X,
and there exists a continuous distribution of linear subspaces
Kδ 3 ρ 7−→ E±ρ ⊂ Tρ(T ∗X),
invariant under the flow,
∀t ∈ R, (ϕt)∗E±ρ = E±ϕt(ρ),
and satisfying, for some λ > 0, C > 0 and any point ρ ∈ Kδ,
TρK
δ ∩ E±ρ = E+ρ ∩ E−ρ = {0} , dimE±ρ = d⊥, Tρ(T ∗X) = TρKδ ⊕ E+ρ ⊕ E−ρ ,
∀v ∈ E±ρ , ∀t > 0, ‖dϕ∓t(ρ)v‖ϕ∓t(ρ) ≤ Ce−λt‖v‖ρ .
(1.17)
Here ρ 7→ ‖ • ‖ρ is any smoothly varying norm on Tρ(T ∗X), ρ ∈ Kδ. The choice of norm
may affect C but not λ.
Remark 1.2. A large class of examples for which the distributions ρ 7→ E±ρ are not smooth
is provided by considering contact Anosov flows on compact manifolds — see [23],[47] and
§9.1 below for the natural appearance of normally hyperbolic trapping for the flow lifted to
the cotangent bundle of the manifold. The regularity is inherited from the regularity of the
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stable and unstable distributions tangent to the manifold, which in general are only known
to be Ho¨lder continuous [3]. More is known on the regularity of these distributions when the
manifold is 3-dimensional (and preserves a contact structure). In this situation, Hurder-
Katok showed [32] that there is a dichotomy (or “rigidity”): either the stable/unstable
distributions are C2− for any  > 0 but not C2 (this is due to a certain obstruction,
namely the Anosov cocycle is not cohomologous to zero), or the distributions are as smooth
as the flow. If that 3-dimensional flow is the geodesic flow on a surface of negative curvature,
then following Ghys [28] they show (Corollary. 3.7) that the latter case imposes a metric
of constant negative curvature. Hence, for the geodesic flow on a surface of nonconstant
negative curvature, the stable/unstable distributions, and hence their lifts E±ρ , are not C
2.
We do not know of an example of a Schro¨dingier operator (that is of a classical Hamilton-
ian of the form p(x, ξ) = |ξ|2 + V (x)) for which the trapped set is smooth — or sufficiently
regular: as with all microlocal results a certain high level of regularity, depending on the
dimension, is sufficient — and the distributions ρ 7→ E±ρ are irregular. However there is no
general result which prevents that possibility. Interesting regular examples of E±ρ of any
dimension 1 ≤ d⊥ ≤ d− 1 were discussed in Remark 1.1.
We also remark that higher dimensional distributions can lead to complicated topological
issues, which would make the global approach of [19],[20],[53] difficult. This is visible
already for flows on constant curvature manifolds for which smooth foliations may have
nontrivial topology [21, §2.2].
Except for the construction of the escape function, for which we need to use [37] and
[43], the analysis in §§5 and 6 would not be simplified by a smoothness assumption on the
distributions.
We can now state our main result.
Theorem 2. Suppose that X is a smooth compact manifold and that P and W satisfy the
assumptions above. If the trapped set Kδ given by (1.12),(1.14) is normally hyperbolic, in
the sense that (1.16) and (1.17) hold, then for any 0 > 0 there exists h0, c0, C1, such that
for 0 < h < h0,
‖(P − iW − z)−1‖L2→L2 ≤ C1h−1+c0 Im z/h log(1/h),
for z ∈ [−δ + 0, δ − 0]− ih[0, λ0/2− 0],
(1.18)
where λ0 > 0 is the minimal transverse unstable expanding rate:
(1.19) λ0
def
= lim inf
t→∞
1
t
inf
ρ∈Kδ
log det
(
dϕtE+ρ
)
.
Here det is taken using any fixed volume form on E+ρ , the value of λ0 > 0 being independent
of the choice of volume forms.
This theorem will be proved in §6 after preparation in §§4,5. The bound log(1/h)/h
on the real axis is optimal as shown in [5]. Using the methods of [14] the estimate (1.18)
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almost immediately applies to the setting of scattering theory. As an example we present
an application to scattering on asymptotically hyperbolic manifolds, which will be proved
in §8:
Theorem 3. Suppose (Y, g) is a conformally compact n-manifold with even power metric:
Y is compact, ∂Y = {x = 0}, dx∂Y 6= 0, g = (dx2 + h)/x2 where h is a smooth 2-tensor
on Y with only even powers of x appearing in its Taylor expansion at x = 0. If the trapped
set for the geodesic flow on Y is normally hyperbolic, then the following resolvent estimate
holds:
‖xk0(−∆g − (n− 1)2/4− λ2 ± i0)−1xk0‖L2→L2 ≤ C0 log λ
λ
, λ > 1.
The next application is a rephrasing of a recent theorem of Tsujii [46, 47]; it will be
proved in §9. We take the point of view of Faure–Sjo¨strand [23], see also [13].
Theorem 4. Suppose X is a compact manifold and γt : X → X a contact Anosov flow
on X. Let Ξ be the vector field generating γt, and P = −ihΞ the corresponding semiclas-
sical operator, self-adjoint on L2(X, dx) for dx the volume form derived from the contact
structure.
Define the minimal asymptotic unstable expansion rate
(1.20) λ0
def
= lim inf
t→∞
1
t
inf
x∈X
log det
(
dγtEu(x)
)
,
with Eu(x) ⊂ TxX the unstable subspace of the flow at x.
For any t > 0 there exists a Hilbert space, HtG (see (9.10)),
C∞(X) ⊂ HtG(X) ⊂ D′(X) ,
such that (P − z)−1 : HtG → HtG is meromorphic in the half-space {Im z > −th}.
Then for any small 0, δ > 0, there exist h0, c0 > 0 and C1 > 0 such that, taking any
t > λ0/2 and any 0 < h < h0,
‖(P − z)−1‖HtG→HtG ≤ C1h−1+c0 Im z/h log(1/h), z ∈ [δ, δ−1]− ih[0, λ0/2− 0] .(1.21)
The Hilbert space HtG in the above theorem is not optimal as far as sharp resolvent
estimates are concerned3. It is obtained by applying a microlocal weight etG
w
on L2, with
a function G(x, ξ) vanishing in a fixed neighbourhood of the trapped set. In [46] Tsujii
constructed Hilbert spaces Bβ leading to resolvent estimates ‖(P −z)−1‖Bβ ≤ C1 h−1 in the
same region. A similar resolvent estimate could be obtained in our framework, by further
modifying HtG using the “sharp” escape function G presented in §2 (see the estimate (2.4)).
Under a pinching condition on the Lyapunov exponents, the recent results announced by
Faure–Tsujii [25] provide a much more precise description of the spectrum of P = −ihΞ
on HtG: the Ruelle–Pollicott resonances are localized in horizontal strips below the real
3We are grateful to Fre´de´ric Faure for this remark.
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axis, and the number of resonances in each strip satisfies a Weyl’s law asymptotics. That
is analogous to the result proved by Dyatlov [19], which was motivated by quasinormal
modes for black holes.
Theorems 3 and 4 have applications to the decay of correlations, respectively for the
wave equation and for contact Anosov flows. As an example we state a refinement of the
decay of correlation result (1.8) of Dolgopyat [16] and Liverani [35].
Corollary 5. Suppose that γt : X → X is a contact Anosov flow on a compact manifold
X (see §9.1 for the definitions) and that λ0 is given by (1.20).
Then there exist a sequence of complex numbers, µj,
0 > Imµj ≥ Imµj+1,
and of distributions uj,k, vj,k ∈ D ′(X), 0 ≤ k ≤ Kj, such that, for any 0 > 0, there exists
J(0) ∈ N such that for any f, g ∈ C∞(X),∫
X
f(x) γ∗t g(x) dx =∫
X
fdx
∫
X
gdx+
J(0)∑
j=1
Kj∑
k=1
tke−itµjuj,k(f)vj,k(g) +Of,g(e−t(λ0−0)/2),
(1.22)
for t > 0. Here dx is the measure on X induced by the contact form and normalized so
that vol(X) = 1, and u(f), u ∈ D′(X), f ∈ C∞(X) denotes the distributional pairing.
The exponential mixing estimate (1.22) has been obtained by Tsujii [46, Corollary 1.2]
in the more general case of contact Anosov flows of regularity Cr. We restate it here to
stress its analogy with resonance expansions in wave scattering, see for instance [45].
For information about microlocal structure of the distributions uj,k and vj,k the reader
should consult [23]. Here we only mention that (with the standard wave front set of [30])
WF(uj,k) ⊂ E∗s , WF(vj,k) ⊂ E∗u,
where E∗• =
⋃
x∈X E
∗
•(x), and E
∗
•(x) ⊂ T ∗xX is the annihilator of RΞx + E•(x) ⊂ TxX,
• = u, s. The spaces E•(x) appear in the Anosov decomposition of the tangent space (9.2)
2. Outline of the proof of Theorem 2
The proof proceeds via the analysis of the propagator for the operator
P˜G
def
= e−G
w(x,hD)(P − iW )eGw(x,hD) ,
where the function G(x, ξ;h) belongs to a certain exotic class of symbols. Our G is closely
related to the escape function constructed in [37], it depends on an additional small pa-
rameter, h˜, which will be chosen independently of h.
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For a large t0, any fixed Γ > 0 and  > 0, we can construct G so that, for some constant
C0, the following holds uniformly in 0 < h < h0, 0 < h˜ < h˜0:
G(ρ) = O(log(1/h)), G(ρ)−G(ϕ−t0(ρ)) ≥ −C0, ρ ∈ T ∗X,
G(ρ)−G(ϕ−t0(ρ)) ≥ 2Γ, ρ ∈ p−1([−δ, δ]), d(ρ,Kδ) > (h/h˜)
1
2 , w(ρ) <  ,
(2.1)
where d(•, •) is any given distance function in T ∗X.
The proof of Theorem 2 is based on the following estimate. For some 1 > 0, take an
operator A ∈ Ψ0(X) such that WFh(A) ⊂ p−1((−δ, δ)) ∩ w−1([0, 1)). We will prove the
following norm estimate: for any 0 and M there exists M0 and h˜0 > 0, h0 > 0 such that
for any h˜ < h˜0, h < h0, we have the estimate
‖ exp(−itP˜G/h)A‖L2(X)→L2(X) ≤ e−t(λ0−0)/2,
uniformly for times M0 log
1
h˜
≤ t ≤ max(M,M0) log
1
h˜
.
(2.2)
As a result, for Im z > −(λ0 − 20)/2,
(P˜G − z) i
h
∫ T
0
e−it(P˜G−z)/hAdt = (I − e−iT (P˜G−z)/h)A = A−O(e−T0)L2→L2 .(2.3)
Hence, by taking T large enough and using the ellipticity of P˜G−z away from p−1((−δ, δ))∩
w−1([0, 1)), we obtain
(2.4) (P˜G − z)−1 = O(h−1)L2→L2 , Im z > −(λ0 − 20)/2 .
Since e±G
w
= O(h−M0)L2→L2 from the growth condition on G, a polynomial bound for
(P−iW−z)−1 follows. The more precise bound (1.18) follows from a semiclassical maximum
principle.
To prove the estimate (2.2) we proceed in a number of steps:
Step 1. The most delicate part of the argument concerns the evolution near the trapped
set. For some fixed R > 1, we introduce a cut-off function χ ∈ S˜ 1
2
supported in the set
{ρ ∈ p−1((−δ, δ)) : d(ρ,Kδ) ≤ 2R(h/h˜) 12} .
This cut-off is quantized into an operator χw
def
= χw(x, hD).
We then claim that for any 0 > 0 and M > 0, there exists C > 0 such that, for h˜ < h˜0
and h < h0(h˜),
‖χwe−itP/hχw‖L2→L2 ≤ Ch˜−d⊥/2e−t(λ0−0/2)/2,
uniformly for 0 ≤ t ≤M log 1
h˜
.
(2.5)
The proof of this bound is provided in §5.
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Step 2. For the weighted operator we obtain an improved estimate, now with a fixed large
time t0 related to the construction of G, and for χ which in addition satisfies
χ(ρ) = 1 for d(ρ,Kδ) ≤ R(h/h˜) 12 , |p(ρ)| ≤ δ/2.
Using Egorov’s theorem and (from (2.1)) the positivity of G−G ◦ϕ−t0 on the set supp(1−
χ) ∩WFh(A), we get following the weighted estimate:
(2.6) ‖(1− χw)e−it0P˜G/hA‖ ≤ e−Γ,
When constructing the function G it is essential to choose Γ such that
Γ >
t0λ0
2
.
We also show that
(2.7) ‖e−it0P˜G/hA‖ ≤ e2C0 ,
for a constant C0 independent of h, h˜. Formally, these results follow from Egorov’s theorem
but care is needed as G is a symbol in an exotic class. To obtain (2.6) and (2.7) we proceed
as in the proof of [37, Proposition 3.11]. This is done in §6.
Step 3. The last step combines the two previous estimates, by decomposing
e−int0P˜G/h = (UG,+ + UG,−)n,
UG,+
def
= e−it0P˜G/hχw, UG,−
def
= e−it0P˜G/h(1− χw).
In order to apply (2.5) we use the fact that
χwe−G
w
e−it(P−iW )/heG
w
χw = χwG,1e
−itP/hχwG,2 +O(h˜∞) +O(h
1
2 ) ,
where the symbols χG,i have the properties required in (2.5). A clever expansion of
(eint0P˜G/h)n into terms involving UG,± and an application of Steps 1 and 2 lead to the
estimate (2.2) for t = nt0. The argument is presented in §7.
3. Preliminaries
In this section we will briefly recall basic concepts of semiclassical quantization on man-
ifolds with detailed references to previous papers.
3.1. Semiclassical quantization. The semiclassical pseudodifferential operators on a
compact manifold X are quantizations of functions belonging to the symbol classes Sm
modeled on symbol classes for Rn:
Sm(T ∗Rn) =
{
a ∈ C∞(T ∗Rn × (0, 1]h) : ∀α, β ∈ Nn, |∂αx∂βξ a(x, ξ;h)| ≤ Cαβ(1 + |ξ|)m−|β|
}
,
see [55, §14.2.3]. The Weyl quantization, which we informally write as
Sm(T ∗X) 3 a(x, ξ) 7−→ aw(x, hD) ∈ Ψm(X),
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maps symbols to pseudodifferential operators. It is modeled on the quantization on Rn:
[awu](x) = aw(x, hD)u(x) = [Opwh (a)u](x)
def
=
1
(2pih)d
∫ ∫
a
(x+ y
2
, ξ
)
ei〈x−y,ξ〉/hu(y)dydξ , u ∈ S (Rn).(3.1)
The symbol map
σ : Ψm(X)→ Sm(T ∗X)/hSm−1(T ∗X),
is well defined as an equivalence class and its kernel is hΨm−1(X) – see [55, Theorem 14.3].
If σ(A) has a representative independent of h we call that invariantly defined element of
Sm(T ∗X) the principal symbol of A.
Following [12] we define the class of compactly microlocalized operators
Ψcomp(X)
def
= {aw(x, hD) : a ∈ (S0 ∩ C∞c )(T ∗X)}+ h∞Ψ−∞(X).
These operators have well defined semiclassical wave front sets:
Ψcomp(X) 3 A 7−→WFh(A) b T ∗X,
see [12, §3.1] and [55, §8.4].
Let u = u(h), ‖u(h)‖L2 = O(h−N) (for some fixed N) be a wavefunction microlocalized
in a compact set in T ∗X, in the sense that for some A ∈ Ψcomp, one has u = Au+OC∞(h∞).
The semiclassical wavefront set of u is then defined as:
(3.2) WFh(u) = {
{
ρ ∈ T ∗X : ∃ a ∈ S0(T ∗X) , a(x, ξ) = 1 , ‖aw u‖L2 = O(h∞)
}
.
When A ∈ Ψcomp(X) we also define
WFh(I − A) :=
⋃
B∈Ψcomp(X)
WFh(B(I − A)),
and note that WFh(B) ∩WFh(A) is defined for any B ∈ Ψm(X) as
WFh(B) ∩WFh(A) := WFh(CB) ∩WFh(A), C ∈ Ψcomp, WFh(I − C) ∩WFh(A) = ∅.
Semiclassical Sobolev spaces, Hsh(X) are defined using the norms
‖u‖Hsh(X) = ‖(I − h2∆g)s/2u‖L2(X) ,(3.3)
for some choice of Riemannian metric g on X (notice that Hsh(X) represents the same
vector space as the usual Sobolev space Hs(X)).
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3.2. S1
2
calculus with two parameter. Another standard space of symbols Sδ(R2n),
0 < δ ≤ 1/2, is defined by demanding that ∂αa = O(h−|α|δ). The quantization procedure
a 7→ Opwh a gives well defined operators and Opwh a ◦Opwh b = Opwh c with c ∈ Sδ.
For 0 < δ < 1/2 we still have a pseudodifferential calculus, with asymptotic expansions
in powers of h. However, for δ = 1/2 we are at the border of the uncertaintly principle,
and there is no asymptotic calculus - see [55, §4.4.1]. To obtain an asymptotic calculus the
standard S 1
2
spaces is replaced by a symbol space where a second asymptotic parameter is
introduced:
S˜ 1
2
(R2n) def=
{
a = a(ρ, h, h˜) ∈ C∞(R2nρ × (0, 1]h × (0, 1]h˜) : |∂αρ a| ≤ Cα(h/h˜)−|α|/2
}
.
Then the quantization a 7→ aw(x, hD) ∈ Ψ˜ 1
2
(Rn) is unitarily equivalent to
(3.4) a˜ 7→ a˜w(x˜, h˜D) = Opw
h˜
(a˜), a˜(ρ) = a((h/h˜)
1
2ρ). a˜ ∈ S(R2n),
– see [55, §§4.1.1,4.7.2]. Hence, we now have expansions in powers of h˜, as in the stan-
dard calculus, with better properties (powers of (hh˜)
1
2 ) when operators in Ψ˜ 1
2
and Ψ are
composed – see [43, Lemma 3.6].
For the case of manifolds we refer to [12, §5.1] which generalizes and clarifies the presen-
tations in [43, §3.3] and [54, §3.2]. The basic space of symbols, and the only one needed
here, is
S˜comp1
2
(T ∗X) =
{
a ∈ C∞c (T ∗X) : V1 · · ·Vka = O((h/h˜)−
k
2 ), ∀ k,
Vj ∈ C∞(T ∗X,T (T ∗X))
}
+ h∞S−∞(T ∗X).
The quantization procedure
S˜comp1
2
(T ∗X) 3 a→ Opwh (a) ∈ Ψ˜comp1
2
(X)
defines the class of operators Ψ˜comp1
2
(X) modulo h∞Ψ−∞(X), and the symbol map:
(3.5) σ˜ : Ψ˜comp1
2
(X) −→ S˜comp1
2
(T ∗X)/h
1
2 h˜
1
2 S˜comp1
2
(T ∗X).
The properties of the resulting calculus are listed in [12, Lemma 5.1] and we will refer to
those results later on.
When h˜ = 1 we use the notation Scomp1
2
(T ∗X) for symbols and denote by Ψcomp1
2
(X) the
corresponding class of pseudodifferential operators. The symbol map
σ : Ψcomp1
2
(X) −→ Scomp1
2
(T ∗X)/h
1
2Scomp1
2
(T ∗X),
is still well defined but the operators in this class do not enjoy a proper symbol calculus in
the sense that σ(AB) cannot be related to σ(A)σ(B). However, when A ∈ Ψcomp1
2
(X) and
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B ∈ Ψ(X) then σ(AB) = σ(A)σ(B) +O(h 12 )S 1
2
(T ∗X) – see [43, Lemma 3.6] or [12, Lemma
5.1].
3.3. Fourier integral operators. In this paper we will consider Fourier integral operators
associated to canonical transformations. It will also be sufficient to consider operators which
are compactly microlocalized as we will always work near p−1([−2δ, 2δ])∩w−1(0) which by
assumption (1.9) is a compact subset of T ∗X.
Suppose that Y1, Y2 are two compact smooth manifolds (Yj = X or Yj = Tn in what
follows) and that, Uj ⊂ T ∗Yj are open subsets. Let
κ : U1 → U2, Γ′κ def= {(x, ξ, y,−η) : (x, ξ) = κ(y, η), (y, η) ∈ U1} ⊂ T ∗Y2 × T ∗Y1,
be a symplectic transformation, for instance κ = ϕt, U1 = U2 = T
∗X. Here Γκ is the graph
of κ and ′ denotes the twisting η 7→ −η. This follows the standard convention [30, Chapter
25].
Following [12, §5.2] we introduce the class of compactly microlocalized h-Fourier integral
operator quantizing κ, Icomph (Y2×Y1,Γ′κ). If T ∈ Icomph (Y2×Y1,Γ′κ) then it has the following
properties: T = O(1)L2(Y1)→L2(Y2); there exist Aj ∈ Ψcomp(Yj), WFh(Aj) b Uj such that
A2T = T +O(h∞)D′(Y1)→C∞(Y2), TA1 = T +O(h∞)D′(Y1)→C∞(Y2);
for any Bj ∈ Ψm(Yj),
TB1 = C1T + hT1, σ(C1) = σ(B1) ◦ κ−1,
B2T = TC2 + hT2, σ(C2) = σ(B2) ◦ κ, Tj ∈ Icomph (Y2 × Y1,Γ′κ).
(3.6)
The last statement is a form of Egorov theorem.
When Bj ∈ Ψ˜comp1
2
(X) then an analogue of (3.6) still holds in a modified form
TB1 = C1T + h
1
2 h˜
1
2D1T1, σ(C1) = σ(B1) ◦ κ−1,
B2T = TC2 + h
1
2 h˜
1
2T2D2, σ(C2) = σ(B2) ◦ κ,
Tj ∈ Icomph (Y2 × Y1,Γ′κ), Cj, Dj ∈ Ψ˜comp1
2
(X),
(3.7)
see Proposition 6.3 (applied with g ≡ 0).
An example is given by the operators
(3.8) Ae−itP/h, e−itP/hA ∈ Icomp(X ×X,Γ′ϕt), if A ∈ Ψcomp(X).
In §5 we will also need a local representation of elements of Icomp as oscillatory integrals
– see [1],[22, §3.2] and references given there. If T ∈ Icomp(Rn × Rn,Γ′κ) is microlocalized
to a sufficiently small neighbourhood κ(U)× U ⊂ T ∗Rn × T ∗Rn ([55, 8.4.5]) then
(3.9) Tu(x) = (2pih)−
k+n
2
∫
Rk
∫
Rn
e
i
h
ψ(x,y,θ)a(x, y, θ)u(y)dydθ +O(h∞)S‖u‖H−M ,
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for any M . Here a ∈ C∞c (R2n × Rk), ψ ∈ C∞(R2n × Rk), and near κ(U)× U , the graph of
κ is given by
(3.10)
Γκ = {((x, dxψ(x, y, θ)), (y,−dyψ(x, y, θ)) : (x, y, θ) ∈ Cψ},
Cψ
def
= {(x, y, θ) : dθψ(x, y, θ) = 0, },
dx,y,θ(∂θjψ), j = 1, · · · , k, are linearly independent,
For given symplectic coordinates (x, ξ) and (y, η) in neighbourhoods of κ(U) and U respec-
tively, such a representation exists with an extra variable of dimension k, where 0 ≤ k ≤ n,
and n+ k is equal to the rank of the projection
Γκ 3 ((x, ξ), (y, η)) 7−→ (x, η),
assumed to be constant in the neighbourhood of κ(U)×U – see for instance [55, Theorem
2.14]. Since Γκ in (3.10) is the graph of a symplectomorphism it follows that for some
y′ = (yj1 , · · · , yjn−k) ∈ Rn−k,
(3.11) Dψ(x, y, θ)
def
= det
( ∂2ψ
∂xi∂y′j′
,
∂2ψ
∂xi∂θj
)
6= 0.
For the use in §5 we record the following lemma, proved using standard arguments (see for
instance [1]):
Lemma 3.1. Suppose that T is given by (3.9) and that B ∈ Ψ˜ 1
2
(Rn). Then for any u ∈ L2
with ‖u‖L2 = 1,
BTu(x) = (2pih)−
k+n
2
∫
Rk
∫
Rn
e
i
h
ψ(x,y,θ)a(x, y, θ) b(x, dxψ(x, y, θ))u(y)dydθ +O(h 12 h˜ 12 )L2 ,
TBu(x) = (2pih)−
n+k
2
∫
Rk
∫
Rn
e
i
h
ψ(x,y,θ)a(x, y, θ) b(y,−dyψ(x, y, θ))u(y)dydθ +O(h 12 h˜ 12 )L2 ,
where b = σ(B).
3.4. Fourier integral operators with operator valued symbols. In §5 we will also
use a class of Fourier integral operators with operator valued symbols. We present what we
need in an abstract form in this section. Only local aspects of the theory will be relevant
to us and we opt for a direct presentation.
Suppose thatH is a separable Hilbert space andQ is an (unbounded) self-adjoint operator
with domain D ⊂ H. We assume that Q : D → H is invertible and we put D` def= Q−`H, for
` ≥ 0. For ` < 0, we define D` as the completion of H with respect to the norm ‖Q`u‖H.
We define the following class of operator valued symbols:
(3.12) Sδ(R2n × Rk,H,D),
to consist of operator valued functions
Rn × Rn × Rk 3 (x, y, θ) 7−→ N(x, y, θ) : D∞ −→ H
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which satisfy the following estimates:
(3.13) ∂αx,y,θN(x, y, θ) = Oα,`(1) : D`+δ|α| −→ D`,
for any multiindex α and ` ∈ Z, uniformly in (x, y, θ). We note that this class is closed
under pointwise composition of the operators: if Nj ∈ Sδ then Nj defines a family of
operators D` → D`, hence so does their product N1N2; the estimate (3.13) follows for the
composition, since for |β|+ |γ| = |α|,
∂βN1∂
γN2 = O(1)D`+δ|α|→D`+δ(|α|−|β|)O(1)D`+δ(|α|−|β|)→D` = O(1)D`+δ|α|−→D` .
Proposition 3.5 at the end of this section describes a class which will be used in §5.
Suppose that ψ satisfies (3.10) and (3.11). We can assume that ψ is defined on R2n×Rk.
For N ∈ Sδ and a ∈ C∞c (R2n × Rk) we define the operator
T : L2(Rn)⊗H −→ L2(Rn)⊗H, L2(Rn)⊗H ' L2(Rn,H),
(the second identification is valid as H is separable [40, Theorem II.10] but it is convenient
in definitions to use the tensor product notation) by
(3.14) T (u⊗ v) def= (2pih)−n+k2
∫
Rk
∫
Rn
e
i
h
ψ(x,y,θ)a(x, y, θ) (u(y)⊗N(x, y, θ)v) dydθ.
This operator is well-defined since a is compactly supported, but to obtain a norm estimate
which is uniform in h we need to assume that N ∈ S0:
Lemma 3.2. Suppose that N ∈ S0(R2n+k,H,D) and that T is given by (3.14). Then
(3.15) ‖T‖L2(Rn)⊗H→L2(Rn)⊗H = max
Cψ
|a|‖N‖H→H√|Dψ| +O(h),
where Cψ
def
= {(x, y, θ) : ∂θψ = 0}, and Dψ is given by (3.11).
If N ∈ Sδ(R2n+k,H,D) then
(3.16) T = O(1) : L2(Rn)⊗Dδmn+` −→ L2(Rn)⊗D`,
where mn depends only on the dimension n.
Proof. The estimate (3.15) follows from a standard argument based on considering T ∗T
and from [55, Theorem 13.13]. The estimates (3.13) with δ = 0 and ` = 0 show that the
operators can be treated just as scalar symbols.
To obtain (3.16) we note that
∂αx,y,θ
(
Q−LN(x, y, θ)
)
= O(1) : H → H, for |α|δ ≤ L.
To obtain the norm estimate (3.15) we only need a finite number of derivatives, M , de-
pending only on the dimension. Taking mnδ ≥ L, we can then apply (3.15) to the operator
Q−LT , which gives the bound (3.16) for T . 
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A special case of is given by κ = id. In that case we deal with pseudodifferential operators
with operator valued symbols. The following lemma summarizes their basic properties:
Lemma 3.3. Suppose that Nj ∈ Sδj(R2n), j = 1, 2. For u ∈ S (Rn) and v ∈ D∞ we define
Opwh (Nj)(u⊗ v) def=
1
(2pih)n
∫
e
i
h
〈x−y,ξ〉 [Nj(x+y2 , ξ)v]u(y)dydξ.
These operators extend to
(3.17) Opwh (Nj) = O(1) : L2(Rn)⊗D`+mnδj → L2(Rn)⊗D`,
and satisfy the following product formula:
(3.18)
Opwh (N1)Op
w
h (N2) = Op
w
h (N1N2)+hR, R = O(1) : L2(Rn)⊗D`+mn(δ1+δ2) → L2(Rn)⊗D`.
Here and in (3.17), ` is arbitray and mn depends only on the dimension n.
Proof. When δ1 = δ2 = 0 the proof is an immediate vector valued adaptation of the
standard arguments presented in [55, §§4.4,4.5] where we note that only a finite number
(depending on the dimension) of seminorms of symbols is needed. In general, (3.13) gives
(3.19) ∂αx,ξQ
−LNjQ−M = O(1) : D` → D`, |α|δj ≤ L+M,
and the norm estimates (3.17) follows. To obtain the product formula we note that, using
(3.19), it applies to Q−MN1 and N2Q−M for M sufficiently large depending on n. Hence
Opwh (N1)Op
w
h (N2) = Q
MOpwh (Q
−MN1)Opwh (N2Q
−M)QM
= QMOpwh (Q
−MN1N2Q−M)QM +QMO(h)L2⊗Dp→L2⊗DpQM
= Opwh (N1N2) +O(h)L2⊗Dp+M→L2⊗Dp−M ,
which gives (3.18) provided mn(δ1 + δ2) ≥ 2M . 
We can also factorize the operator T using the pseudodifferential operators described in
Lemma 3.3, the proof being an adaptation of the standard argument. When S : L2(Rn)→
L2(Rn) we also write S for S ⊗ IH : L2(Rn)⊗H → L2(Rn)⊗H.
Lemma 3.4. Suppose that T is given by (3.14) with N ∈ Sδ. Then
T = T ‖Opwh (N1) + hR1 = Op
w
h (N2)T
‖ + hR2,
where
(3.20)
T ‖ ∈ Icomp(Rn × Rn,Γ′κ), T ‖u(x) = (2pih)−
k+n
2
∫
Rk
∫
Rn
e
i
h
ψ(x,y,θ)a(x, y, θ)u(y)dydθ,
N2(x, dxψ(x, y, θ)) = N1(y,−dyψ(x, y, θ)) = N(x, y, θ), (x, y, θ) ∈ Cψ
Rj = O(1) : L2(Rn)⊗Dδmn+` −→ L2(Rn)⊗D`.
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Here, Nj ∈ Sδ(Rn × Rn,H,D), and
Opwh (Nj) = O(1) : L2(Rn)⊗Dδmn+` −→ L2(Rn)⊗D`.
In our applications we will have
(3.21) H = L2(Rd⊥ , dy˜), Q = −h˜2∆y˜ + y˜2 + 1,
so that D` are analogous to Sobolev spaces (see [55, §8.3]). In the rest of this section (as
well in section 5), we will use the shorthand notations ρ‖ = (x, y, θ) in order to shorten
the expressions, and to differentiate between these variables and the “transversal variables”
(y˜, η˜).
We consider a specific class of metaplectic operators:
(3.22) N(ρ‖)u(y˜) = (2pih˜)−d⊥
∫
Rd⊥
∫
Rd⊥
(det ∂2y˜,η˜qρ‖)
1
2 e
i
h˜
(qρ‖ (y˜,η˜)−〈η˜,y˜′〉)u(y˜′)dy˜′,
where qρ‖(y˜, η˜) is a real quadratic form in the variables y˜, η˜, with coefficients depending
on ρ‖, being in the class S(R2n+k), and the matrix of coefficients ∂2y˜,η˜qρ‖ is assumed to be
uniformly non-degenerate for all ρ‖. The definition involves a choice of the branch of the
square root – see Remark 5.8 for further discussion of that. For any fixed ρ‖ these operators
are unitary on H (see for instance [55, Theorem 11.10]).
The next proposition shows that this class fits nicely into our framework:
Proposition 3.5. The operators N(ρ‖) given by (3.22) satisfy
(3.23) ∂αρ‖N(ρ‖) = Oα,`(h˜−|α|) : D|α|+` −→ D`,
for all `, That means that (3.13) holds with δ = 1 (the loss in h˜ is considered as dependence
on α).
If χ˜ ∈ S (R2d⊥) is fixed, Λ > 1, and χ˜Λ(•) def= χ˜(Λ−1•), then for any ` and k ≥ 0,
(3.24) χ˜wΛ(y˜, h˜Dy˜) = O`(Λ2k) : D` → D`+k,
so that
∂αρ‖
(
χ˜wΛ(y˜, h˜Dy˜)N(ρ‖)
)
= Oα,`(Λ2|α|h˜−|α|) : D` −→ D` ,
∂αρ‖
(
N(ρ‖)χ˜wΛ(y˜, h˜Dy˜)
)
= Oα,`(Λ2|α|h˜−|α|) : D` −→ D`.
(3.25)
Proof. We see that ∂αρ‖N(ρ‖) is an operator of the same form as (3.22) but with the ampli-
tude multiplied by∑
|β|≤2|α|
h˜−mβ y˜β1(y˜′)β2 η˜β3qβ(ρ‖), qβ ∈ S(R2n+k), β = (β1, β2, β3) ∈ N3d⊥ , βj ∈ Nd⊥ ,
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where mβ ≤ |α|. Hence to obtain (3.23), it is enough to prove that
Q`y˜β1N(ρ‖)
(
(y˜′)β2(h˜Dy˜′)β3Q−`−|α|v(y˜′)
)
= O(‖v‖H)H.
Using the exact Egorov’s theorem for metaplectic operators (see for instance [55, Theorem
11.9]) we see that the left hand side is equal to
N(ρ‖)
(
pwβ (y˜
′, h˜Dy˜′)
(
K∗qQ
)`
Q−`−|α|v(y˜′)
)
, Kq : (∂η˜q, η˜) 7→ (y˜, ∂y˜q),
q = qρ‖ and where pβ is a polynomial of degree less than or equal to |β|. Since |β| ≤ 2|α|,
the operator pwβ (K
∗
qQ)
`Q−`−|α| is bounded on H (see for instance [55, Theorem 8.10]) so
the unitarity of N gives the boundedness in H.
To obtain (3.24) we first note that χ˜Λ ∈ S(R2d⊥) uniformly in Λ > 1. Hence Q−`χ˜wΛQ` =
O(1)H→H, uniformly in Λ (again, see [55, Theorem 8.10]). This gives (3.24) for k = 0. For
the general case we put QΛ = 1+Λ
−2((h˜Dy˜)2+y˜2), and note that for any M , QMΛ χ˜
w
Λ = χ˜
w
Λ,M ,
where χ˜Λ,M ∈ S(R2d⊥) uniformly in Λ. Hence it is bounded on L2(Rd⊥) uniformly in Λ and
h˜. We then write
QkχwΛ(y˜, h˜Dy˜) = Q
kQ−kΛ Q
k
Λχ
w
Λ(y˜, h˜Dy˜)
= (1 + (h˜Dy˜)
2 + y˜2)k(1 + Λ−2(h˜Dy˜)2 + Λ−2y˜2)−kχwΛ,k(y˜, h˜Dy˜)
= Λ2k(1 + (h˜Dy˜)
2 + y˜2)k(Λ2 + (h˜Dy˜)
2 + y˜2)−kχwΛ,k(y˜, h˜Dy˜)
= O(Λ2k)L2(Rd⊥ )→L2(Rd⊥ ),
completing the proof of (3.24). 
4. Classical dynamics
In this section we will describe the consequences of the normal hyperbolicity assumption
(1.16),(1.17) needed in the proof of Theorem 2.
4.1. Stable and unstable distributions. Let Kδ be the trapped set (1.14) and E±ρ ⊂
TρX, ρ ∈ Kδ, the distributions in (1.17). We recall our notation ϕt def= exp tHp for the
Hamiltonian flow generated by the function p(x, ξ).
We start with a simple
Lemma 4.1. If ω is the canonical symplectic form on T ∗X then
(4.1) ωρ E±ρ = 0,
that is E±ρ are isotropic.
Without loss of generality we can assume that the distributions E±ρ satisfy
(4.2) E+ρ ⊕ E−ρ = (TρKδ)⊥,
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where V ⊥ denotes the symplectic orthogonal of V .
Proof. The property (4.1) follows from the fact that ϕt preserves the symplectic structure
(ϕ∗tω = ω). For X, Y ∈ E±ρ ,
ωρ(X, Y ) = ωϕ∓t(ρ)((dϕ∓t)(ρ)X, dϕ∓t(ρ)Y )→ 0 , t→ +∞ .
To see that we can assume (4.2) we note that the distribution {(TρKδ)⊥, ρ ∈ Kδ} is
invariant by the flow: dϕt(ρ) : TρK → Tϕt(ρ)K, and dϕt(ρ) is a symplectic transformation.
If piρ : Tρ(T
∗X)→ (TρKδ)⊥ is the symplectic projection, then pidϕt(ρ) ◦dϕt(ρ) = dϕt(ρ)◦piρ.
This means that we may safely replace E±ρ with piρ(E
±
ρ ), without altering the properties
(1.17). 
4.2. Construction of the escape function. To construct the escape function near the
trapped set we need a lemma concerning invariant cones near Kδ. To define them we
introduce a Riemannian metric on T ∗X and use the tubular neighbourhood theorem (see
for instance [30, Appendix C.5]) to make the identifications
neigh(Kδ) ' N∗Kδ ∩ {(ρ, ζ) ∈ T ∗(T ∗X) : ‖ζ‖ρ ≤ 1}
' (TKδ)⊥ ∩ {(ρ, z) ∈ T (T ∗X) : ‖z‖ρ ≤ 1}
' {(m, z) : m ∈ Kδ, z ∈ R2d⊥ , ‖z‖ρ ≤ 1} .
(4.3)
Here (TKδ)⊥ denotes the symplectic orthogonal of TKδ ⊂ TKδ(T ∗X) ⊂ T (T ∗X). Since
Kδ is symplectic, the symplectic form identifies (TKδ)⊥ with the conormal bundle N∗Kδ.
The norm ‖•‖ρ is a smoothly varying norm on Tρ(T ∗X). We write dρ(z, z′) = ‖z−z′‖ρ and
introduce a distance function d : neigh(Kδ)× neigh(Kδ)→ [0,∞) obtained by choosing a
Riemannian metric on neigh(Kδ). We have d((m, z), (m, z′)) ∼ dm(z, z′) and the notation
a ∼ b, here and below, means that there exists a constant C ≥ 1 (independendent of other
parameters) such that b/C ≤ a ≤ Cb.
Assuming that E±ρ are chosen so that (4.2) holds we can define (closed) cone fields by
putting
C±ρ
def
= {z ∈ (TρKδ)⊥ : dρ(z, Eρ±) ≤ 2‖z‖ρ, ‖z‖ρ ≤ 1},
C± def=
⋃
ρ∈Kδ
C±ρ ⊂ neigh(Kδ),(4.4)
where we used the identification (4.3). Since the maps ρ 7→ E±ρ are continuous, C± are
closed.
The basic properties C± are given in the following
Lemma 4.2. There exists t0 > 0 and 
0
2 > 0 such that, for every t > t0 there exists 
0
1 such
that if one chooses j < 
0
j , j = 1, 2 in the definition of neigh(K
δ) and C±, then
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(4.5) ρ ∈ C±, ϕ±t(ρ) ∈ neigh(Kδ) =⇒ ϕ±t(ρ) ∈ C±.
In fact a stronger statement is true: for some constant λ1 > 0 and any t ≥ t0,
(4.6) ρ, ϕ±t(ρ) ∈ neigh(Kδ) =⇒ d(ϕ±t(ρ), C±) ≤ e−λ1td(ρ, C±).
Finally,
(4.7) d(ρ, C+)2 + d(ρ, C−)2 ∼ d(ρ,Kδ)2.
The conclusions (4.6) and (4.7) are similar to [37, Lemma 4.3] and [42, Lemma 5.2] but
the proof does not use foliations by stable and unstable manifolds which seem different
under our assumptions.
Proof. For ρ ∈ neigh(Kδ) let (m, z), m ∈ Kδ and z ∈ R2d⊥ ' (TmKδ)⊥ be local coordinates
near ρ. Similarly let (m˜, z˜) be local coordinates near ϕt(ρ) ∈ neigh(Kδ) (by assumption in
(4.5)). Then if for each m we put d⊥ϕt(m)
def
= dϕt(m)(TmKδ)⊥ , the map ϕt can be written
as,
ϕt(m, z) =
(
ϕt(m) +Ot(‖z‖2), d⊥ϕt(m)z +Ot(‖z‖2)
)
=
(
ϕt(m1), d⊥ϕt(m1)z +Ot(‖z‖2)
)
, m1 = m+Ot(‖z‖2) .
(4.8)
(Here we identify (TmK
δ)⊥ with R2d⊥ and and consider d⊥ϕt(m) : R2d⊥ → R2d⊥ , with
similar identification near ϕt(ρ). The norm ‖ • ‖ is now fixed in that neighbourhood.)
Let z = z+ + z− be the decomposition of z corresponding to (Tm1K
δ)⊥ = E+m1 ⊕E−m1 (we
assumed without loss of generality that (4.2) holds). The continuity of ρ 7→ E±ρ and the
definition of C+ρ show that if 1 is small enough depending on t (so that d(m,m1) = Ot(‖z‖2)
is small)
(4.9) z ∈ C+m =⇒ ‖z−‖m1 ≤ 22‖z+‖m1 .
Since
d⊥ϕt(m1)z =
∑
±
d⊥ϕt(m1)z±, d⊥ϕt(m1)z± ∈ E±ϕt(m1),
normal hyperbolicity implies that for some C > 0 and λ1 > 0
‖d⊥ϕt(m1)z+‖ ≥ 1
C
e2λ1t‖z+‖,
‖d⊥ϕt(m1)z−‖ ≤ Ce−2λ1t‖z−‖,
(4.10)
for all positive times t.
If z ∈ C+m, then this and (4.9) show
‖d⊥ϕt(m1)z−‖ ≤ 2C2 e−4λ1t 2‖d⊥ϕt(m1)z+‖ .
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Let us take t0 such that 2C
2 e−4λ1t0 < 1/2. For t ≥ t0 and 1 small enough depending on t
this shows that
(4.11) z ∈ C+m and ‖z‖ ≤ 1, ‖d⊥ϕt(m1)z‖ ≤ 1 =⇒ d⊥ϕt(m1)z +Ot(‖z‖2) ∈ C+ϕt(m1),
which in view of (4.8) proves (4.5) in the + case with the − case being essentially the same.
To obtain (4.6) we note that for (m, z) ∈ neigh(ρ,Kδ),
d((m, z), C+) ∼ dm(z, C+m) ∼ ‖z−‖(1− 1lC+m(z)), z = z+ + z−, z± ∈ E±m,
where 1lA is the characteristic function of a set A. (To see the first ∼ we need to show that
d((m, z), C+) ≤ c0dm(z, C+m) for some c0, which follows from an argument by condradiction
using pre-compactness of Kδ.)
We also observe that if dϕt(m1)z ∈ neigh(Kδ) then (4.11) gives, for 1 small enough
depending on t,
1− 1lC+
ϕt(m1)
(
d⊥ϕt(m1)z +Ot(‖z‖2)
) ≤ 1− 1lC+m(z).
Hence, using (4.8) and (4.10), writing z = z−+z+ as before, and taking 1 sufficiently small
depending on t ≥ t0,
d(ϕt(m, z), C
+) ∼ dϕt(m1)
(
d⊥ϕt(m1)z +Ot(‖z‖2), C+ϕt(m1)
)
∼ ‖d⊥ϕt(m1)z−‖ (1 +Ot(‖z−‖))
(
1− 1lC+
ϕt(m1)
(d⊥ϕt(m1)z +Ot(‖z‖)2)
)
≤ Ce−2λ1t‖z−‖ (1 +Ot(‖z−‖)) (1− 1lC+m1 (z))
≤ C ′e−2λ1tdm1(z, C+m1) ∼ C ′e−2λ1tdm(z, C+m)
≤ e−λ1td((m, z), C+).
Here in the second line we used the fact that ‖z‖ ≤ C‖z−‖ if the distance is non zero (with
C depending on 2). In the fourth line we used the continuity of the cone field, m 7→ C+m.
This proves (4.6). The last claim (4.7) is immediate from the construction of C± and
the fact that E+ρ ∩ E−ρ = {0}. 
We now regularize d(ρ, C±)2 uniformly with respect to a parameter . It will eventually
be taken to be h/h˜, where h˜ is a small constant independent of h. Lemma 4.2 and the
arguments of [37, §4] and [43, §7] immediately give
Lemma 4.3. There exists t0 > 0 such that for any t > t0, there exists a neighbourhood Vt
of K2δ and a constant C0 > 0 such that the following holds.
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For any small  > 0 there exist functions γ± ∈ C∞(Vt ∪ ϕt(Vt)) such that for ρ ∈
Vt ∩ p−1([−δ, δ]),
γ±(ρ) ∼ d(ρ, C±)2 + , γ±(ρ) ≥  ,
± (γ±(ρ)− γ±(ϕt(ρ)) + C0 ∼ γ±(ρ) ,
∂αγ±(ρ) = O(γ±(ρ)1−|α|/2) ,
γ+(ρ) + γ−(ρ) ∼ d(ρ,Kδ)2 +  .
(4.12)
Following [37, §4] and [43, §7] again this gives us an escape function for a small neigh-
bourhood of the trapped set. We record this in
Proposition 4.4. Let γ± be the functions given in Lemma 4.3. For L 1 independent of
, define
(4.13) G0
def
= log(L+ γ−)− log(L+ γ+)
on a neighbourhood V of the trapped set K2δ.
For any t0 large enough, and L depending on t0, we can find a neighbourhood of U1 b V
of K2δ and c1, c2, C1, C2, > 0, independent of L, such that
G0 = O(log(1/)), ∂αρG0 = O(min(γ+, γ−)−
|α|
2 ) = O(− |α|2 ) , |α| ≥ 1 ,
and such that for ρ ∈ U1 ∩ p−1([−δ, δ]),
∂αρ (G0(ϕt0(ρ))−G0(ρ)) = O(min(γ+, γ−)−
|α|
2 ) = O(− |α|2 ) , |α| ≥ 0 ,
d(ρ,Kδ)2 ≥ C1 =⇒ G0(ϕt0(ρ))−G0(ρ) ≥ c1/L ,
d(ρ,Kδ)2 ≤ c2L =⇒ |G(ρ)| ≤ C2.
(4.14)
Remark 4.5. For the reader’s convenience we make some comments on the constants in
Proposition 4.4 referring to the proof of [37, Lemma 4.4] for details. The constant L has to
be large enough depending on the implicit constants in (4.12). The constants C1, C2 have
to be large enough, and constants c1, c2 small enough, depending on the implicit constants
in (4.12). In §6.2 it matters that we can take c2L > C1 which is certainly possible.
In the intermediate region between U1 and {x : w(x) > 0} we need an escape function
similar to the one constructed in [15, §4] and [26, Appendix]. We work here under the
general assumptions of §1.3 and present a slightly modified argument.
Lemma 4.6. Suppose that X is a compact smooth manifold, p ∈ Sm(T ∗X;R), w ∈
Sk(T ∗X; [0,∞)), k ≤ m, and that (1.9) holds. For any open neighbourhood V1 of K3δ,
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there exists 1 > 0 and a function G1 ∈ C∞c
(
p−1((−2δ, 2δ))) such that
G1(ρ) = 0 for ρ in some neighbourhood of K
3δ,
HpG1(ρ) ≥ 0 for ρ /∈ w−1((1,∞)),
HpG1(ρ) > 0 for ρ ∈ p−1([−δ, δ]) \
(
V1 ∪ w−1((1,∞))
)
.
(4.15)
Proof. Call U0
def
= w−1((0,∞)) and suppose ρ ∈ p−1([−2δ, 2δ]) \ (V1 ∪ U0). We first claim
that there exist T± = T±(ρ), T− < 0 < T+, such that
ϕT+(ρ) ∈ U0 or ϕT−(ρ) ∈ U0 ,(4.16)
ϕT±(ρ) ∈ V1 ∪ U0 .(4.17)
(Here and below we use the notation ϕA(ρ) = {ϕt(ρ) : t ∈ A}.)
To justify these claims we first note that since ρ /∈ K2δ, ϕR(ρ) ∩ U0 6= ∅ which implies
that
(4.18) ∃T1, ϕT1(ρ) ∈ U0.
Assuming that T1 < 0 we want to show that ϕT2(ρ) ∈ V1 ∪ U0 for some T2 > 0. Suppose
that this is not true, that is
(4.19) ϕ(0,∞)(ρ) ∩ (V1 ∪ U0) = ∅ .
Then for any tj →∞,
ρj
def
= ϕtj(ρ) ∈ p−1([−2δ, 2δ]) \ (V1 ∪ U0), ϕ[0,∞)(ρj) ∩ (V1 ∪ U0) = ∅.
By (1.9) the set p−1([−2δ, 2δ])\(V1∪U0) is compact and hence, by passing to a subsequence,
we can assume that ρj → ρ¯ /∈ V1 ∪ U0. We have ϕt(ρj) → ϕt(ρ¯), as j → ∞, uniformly for
|t| ≤ T , and it follows that ϕ[0,∞)(ρ¯) ∩ (V1 ∪ U0) = ∅. For t ≥ −tj,
ϕt(ρj) = ϕt+tj(ρ) ⊂ ϕ[0,∞)(ρ) ⊂ p−1([−2δ, 2δ]) \ (V1 ∪ U0),
which means that ϕt(ρ¯) /∈ V1 ∪ U0 for t > −tj → −∞. We conclude that
ϕR(ρ¯) ∩ V1 ∪ U0 = ∅ =⇒ ϕR(ρ¯) ∈ K3δ.
This contradicts the property ρ¯ 6∈ V1, and proves the existence of T2 > 0 such that ϕT2(ρ) ∈
V1 ∪ U0. We call T−(ρ) = T1, T+(ρ) = T2.
In the case T1 in (4.18) is positive, a similar argument shows the existence of T2 < 0 such
that ϕT2(ρ) ∈ (V1 ∪ U0) 6= ∅. In this case we call T−(ρ) = T2, T+(ρ) = T1.
For each ρ ∈ p−1([−2δ, 2δ]) we can find an open hypersuface Γρ, transversal to Hp at ρ,
such that, if ϕT±(ρ) ∈ U0, then for ρ′ ∈ Γρ,
ϕT±(ρ
′) ∈ U0, ϕT∓(ρ′) ∈ V1 ∪ U0 .
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Notice that the closure of the tube Ωρ
def
= ϕ(T−,T+)(Γρ) does not intersect K
3δ. Using this
tube, we construct a local escape functions gρ ∈ C∞c (Ωρ), with the following properties: for
some ρ > 0, and an slightly smaller tube Ω
′
ρ ⊂ Ωρ containing ϕ(T−,T+)(ρ),
(4.20) Hpgρ(ρ
′) ≥ 0, ρ′ /∈ w−1((ρ,∞)), Hpgρ(ρ′) > 0, ρ′ ∈ Ω′ρ \ (w−1((ρ,∞)) ∪ V1).
Here ρ is chosen so that if ϕT±(ρ) ∈ U0 then ϕT±(Γρ) ⊂ w−1((2ρ,∞)).
To construct gρ we take (t,m) ∈ (T−, T+)×Γρ as local coordinates: (t,m) 7→ ϕt(m) ∈ Ωρ.
Suppose that ϕT−(ρ) ∈ U0, and that ϕ(T−,T−+γ)(Γρ) ⊂ w−1((ρ,∞)) and ϕ(T+−γ,T+)(Γρ) ⊂
V1 ∪ U0. Choose χρ ∈ C∞c ((T−, T+)) which is strictly increasing on (T− + γ, T+ − γ) and
non-decreasing on (T+ − γ, T+). Also, choose ψρ ∈ C∞c (Γρ) with ψρ(ρ) = 1. Then put
gρ(ϕt(m))
def
= χρ(t)ψρ(m). Since Hpgρ = χ
′
ρ(t)ψρ(m), (4.20) holds. A similar construction
can be applied in the case where ϕT−(ρ) ∈ V1, ϕT+(ρ) ∈ U0.
From the open cover
p−1([−δ, δ]) \ (V1 ∪ U0) ⊂
⋃{
Ωρ : ρ ∈ p−1([−δ, δ]) \ (V1 ∪ U0)
}
,
one may extract a finite subcover
⋃L
j=1 Ωρj . The closure of this cover does not intersect
K3δ, so that the function G1(ρ)
def
=
∑L
l=1 gρL(ρ) satisfies (4.15), for 0 = minj ρj . 
We conclude this section with a global escape function which combines the ones in
Proposition 4.4 and Lemma 4.6. The estimates will be needed to justify the quantization
of the escape function in §6. The proof is an immediate adaptation of the proof of [37,
Proposition 4.6] and is omitted.
Proposition 4.7. Let V, U1, G0 and t0 be as in Proposition 4.4, and let W1 be a neigh-
bourhood of K2δ such that W1 b U1, W1 ∪ ϕt0(W1) b V.
Take χ ∈ C∞c (V) equal to 1 in W1∪ϕt0(W1), and let G1 be the escape function constructed
in Lemma 4.6 for V1 = W1. Then for any Γ > 1, G ∈ C∞c (T ∗X;R) defined by
(4.21) G
def
= χC3ΓG0 + C4 log(1/)G1
where C3 and C4 are sufficiently large, satisfies the following estimates
|G(ρ)| ≤ C6 log(1/) , ∂αG = O(−|α|/2) , |α| ≥ 1 ,
ρ ∈ W1 =⇒ G(ϕt0(ρ))−G(ρ) ≥ −C7 ,
ρ ∈ W1 ∩ p−1([−δ, δ]) , d(ρ,Kδ)2 ≥ C1 =⇒ G(ϕt0(ρ))−G(ρ) ≥ 2Γ ,
ρ ∈ p−1([−δ, δ]) \ (W1 ∪ w−1((1,∞))) =⇒ G(ϕt0(ρ))−G(ρ) ≥ C8 log(1/) ,
(4.22)
with C8 > 0.
In addition we have
(4.23)
expG(ρ)
expG(ρ′)
≤ C9
(
1 +
d(ρ, ρ′)√

)N1
,
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for some constants C9 and N1.
5. Analysis near the trapped set
In this section we will analyse the cut-off propagator
(5.1) χw exp(−itP/h)χw ,
where χw = Opwh (χ), χ ∈ C∞c ∩ S˜ 1
2
and suppχ ⊂ {ρ : d(ρ,Kδ) < R(h/h˜) 12} for some R > 1
independent of h˜, h. We could take two different cut-offs on both sides, as long as they
share the above properties.
Our objective is to prove the following bound (announced in (2.5)):
Proposition 5.1. For any 0 > 0 and M > 0, there exist C0 > 0, h˜0, and a function
h˜ 7→ h0(h˜) > 0, such that for 0 < h˜ < h˜0 and 0 < h < h0(h˜),
‖χwe−itP/hχw‖L2→L2 ≤ C0 h˜−d⊥/2 exp
(−1
2
t(λ0 − 0)
)
, 0 ≤ t ≤M log 1/h˜ ,(5.2)
where λ0 is given by (1.19).
Since e−itP/h is unitary, the above bound is nontrivial only for
0 ≤ d⊥
λ0
log
1
h˜
≤ t ≤M log 1
h˜
.
5.1. Darboux coordinate charts. We start by setting up an adapted atlas of Darboux
coordinate charts near Kδ, that is take a finite open cover
Kδ ⊂
⋃
j∈J
Uj,
and symplectomorphisms κj : Uj → Vj = neigh(0,R2d). The standard symplectic coordi-
nates on Vj then appear as a local symplectic coordinate frame on Uj. We may choose the
coordinates such that they split into
X = (x, y), Ξ = (ξ, η), y, η ∈ Rd⊥ , x, ξ ∈ Rd−d⊥ ,
such that the symplectic submanifold Kδ ∩ Uj is identified with K ∩ Vj ⊂ R2d, where
K def= {y = η = 0} ⊂ R2d.
That is, (x, ξ) is a local coordinate frame on Kδ, while (y, η) describes the transversal
directions.
We also assume that for each ρ ∈ Kδ ∩ Uj, identified with some (x, 0, ξ, 0) ∈ Vj, the
subspace
{
(x, y, ξ, 0) , y ∈ Rd⊥} is -close to the transversal unstable space dκj(E+ρ ), while
the subspace
{
(x0, 0, ξ0, η) , η ∈ Rd⊥
}
is -close to the transversal stable space dκj(E
−
ρ ).
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We want to describe the flow in the vicinity of Kδ, using these local coordinates. We
choose a (large) time t0 > 0, and express the time-t0 flow ϕt0 : Uj0 → Uj1 in the local
coordinate frames, through the maps
(5.3) κj1j0
def
= κj1 ◦ ϕt0 ◦ κ−1j0 : Dj1j0 → Aj1j0 ,
where Dj1j0 ⊂ Vj0 is the departure set, while Aj1j0 ⊂ Vj1 is the arrival set. This is defined
when ϕt0(Uj0) ∩ Uj1 6= ∅ and such a pair j1j0 for which this holds will be called physical.
Below we will also consider the maps κnj1j0 representing the time-nt0 flow in the charts
Vj0 → Vj1 – see §5.6.
5.2. Splitting e−it0P/h into pieces. We want to use the fact that the propagator e−it0P/h
is a Fourier integral operator on M associated with ϕt0 . To make this remark precise, we
will use a smooth partition of unity
(
pij ∈ C∞c (Uj, [0, 1])
)
such that each cut-off pij is equal
to unity near some U˜j b Uj, and the quantized cut-offs Πi def= Opwh (pii) satisfy the following
quantum partition of unity:
(5.4) Π
def
=
J∑
j=1
Πj Π
∗
j ≡ I microlocally in a neighbourhood of Kδ .
We will then split e−it0P/h into the local propagators
(5.5) T [j1j0
def
= Π∗j1e
−it0P/hΠj0 ,
which can be represented by operators on L2(Rd) as follows. We define Fourier integral
operators Uj : L2(X) → L2(Rd) quantizing the coordinate changes κj, and microlocally
unitary in some subset of Vj × Uj containing κj(supppij)× supp pij, so that
(5.6) ∀j, ΠjΠ∗j = ΠjU∗j UjΠ∗j +O(h∞) ,
The local propagators T [j1j0 are then represented by
(5.7) Tj1j0
def
= Uj1Π∗j1 e−it0P/h Πj0U∗j0 .
Notice that for an unphysical pair j1j0, Tj1j0 = O(h∞)L2→L2 . For a physical pair j1j0, Tj1j0
is a Fourier integral operator associated with the local symplectomorphism κj1j0 .
From the unitarity of e−it0P/h we draw the following property of the operators Tj′j.
Lemma 5.2. The operator-valued matrix T
def
= (Tij)i,j=1,...,J , acting on the space L
2(Rd)J
with the Hilbert norm ‖u‖2 = ∑Jj=1 ‖uj‖2L2, satisfies
‖T ‖L2(Rd)J→L2(Rd)J = 1 +O(h) .
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Proof. From (5.6), the action of Tj1j0 on L
2(Rd) is (up to an error O(h∞)L2→L2) unitarily
equivalent with the action of T [j1j0 on L
2(X). Hence, the action of T on L2(Rd)J is equivalent
to the action of T [ on L2(X)J , where T [ is the matrix of operators (5.5).
To obtain the norm estimate we follow [2, Lemma 6.5], put H def= L2(X), U = e−it0P/h,
and define the row vector of cut-off operators C = (Πi)i=1,...,J . The operator valued matrix
T [ can be written as T [ = C∗(U ⊗ IJ)C. Its operator norm on L(HJ) satisfies
‖T [‖2L(HJ ) = ‖(T [)∗T [‖L(HJ ) = ‖C∗(U ⊗ IJ)CC∗(U∗ ⊗ IJ)C‖L(HJ )
= ‖C∗(UΠU∗ ⊗ IJ)C‖L(HJ ) .
Egorov’s theorem (see (3.6)) and [55, Theorem 13.13] imply that Π1
def
= UΠU∗ is a positive
semidefinite operator of norm 1 + O(h), with symbol equal to 1 + O(h) near Kδ, and its
square root
√
Π1, as well as the product
√
Π1 Π
√
Π1, have the same properties. Hence,
‖T [‖2L(HJ ) = ‖
(
(
√
Π1 ⊗ IJ)C
)∗
(
√
Π1 ⊗ IJ)C‖L(HJ )
= ‖(
√
Π1 ⊗ IJ)C
(
(
√
Π1 ⊗ IJ)C
)∗
‖L(H)
= ‖
√
Π1 Π
√
Π1‖L(H) = 1 +O(h) . 
5.3. Iterated propagator. In this section we explain how to use the Tj′j to study our
cut-off propagator (5.1).
First of all, Egorov’s theorem (3.7) applied to T = Uj Π∗j , B2 = χw allows us to write
(5.8) Uj Π∗j χw = χwj Uj Π∗j +O(h
1
2 h˜
1
2 )L2→L2 , j = 1, . . . , J,
where the symbol χj = χ ◦ κ−1j ∈ S˜ 1
2
(T ∗Rd).
We start from a arbitrary normalized state u ∈ L2(X), and represent the part of u
microlocalized near Kδ through the (column) vector of states
u
def
= (uj)j=1,...,J , uj
def
= UjΠ∗j u, ‖u‖2 def=
∑
j
‖uj‖2 = 〈u,Πu〉+O(h∞)‖u‖2L2 .
The equations (5.7) and (5.8) show that
Πe−it0P/hχw u =
∑
j
ΠjΠ
∗
je
−it0P/hχw u =
∑
j1,j0
Πj1Π
∗
j1
e−it0P/hΠj0Π
∗
j0
χw u
=
∑
j1,j0
ΠjU∗j1Uj1Π∗j1e−it0P/hΠj0U∗j0Uj0Π∗j0χw u+O(h∞)L2→L2
=
∑
j1,j0
Πj1 U∗j1 Tj1j0χwj0uj0 +O(h
1
2 h˜
1
2 )L2→L2 .
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Similarly, for n ≥ 2 the propagator e−int0P/h can be represented by iteratively applying the
operator valued matrix T to the vector u. By inserting the identities (5.4),(5.6) n times in
the expression Πe−int0P/hχwu, we get the following
Lemma 5.3. For any n ∈ N (independent of h), we have
Πe−int0P/h χwu =
∑
jn,...,j0
ΠjnU∗jn Tjnjn−1 · · ·Tj1j0 χwj0 uj0 +On(h
1
2 h˜
1
2 )L2→L2
=
∑
jn,j0
ΠjnU∗jn [(T )n]jnj0 χwj0 uj0 +On(h
1
2 h˜
1
2 )L2→L2 ,
(5.9)
where the matrix of operators, T , was defined in Lemma 5.2.
5.3.1. Inserting nested cut-offs. In this section we modify the Fourier integral operators
Tj′j, taking into account that in the above expression their products are multiplied by
narrow cut-offs χwj .
By construction of χj, there exists R0 > 0 (independent of h, h˜) such that for any index
j the cut-off χj ∈ S˜ 1
2
is supported inside the microscopic cylinder
(5.10) BR0(h/h˜)1/2
def
= {(x, y, ξ, η) : |y|, |η| ≤ R0(h/h˜)1/2} ⊂ T ∗Rd .
Fix some R1 ≥ 2R0, and choose a function χ˜0 ∈ C∞0 (R2d⊥ , [0, 1]) equal to unity in the ball
{|y˜|, |η˜| ≤ R1}, and supported in {|y˜|, |η˜| ≤ 2R1}. Normal hyperbolicity implies that there
exists Λ > 2 such that the cylinders B• (see (5.10)) satisfy
(5.11) κj′j(B2R(h/h˜)1/2) b BRΛ(h/h˜)1/2 ,
for all 0 < R < 1 and any physical pair j′j.
We then define the families of nested4 cut-offs {χn}n∈N, {χ˜n}n∈N as follows:
∀n ∈ N, χ˜n(y, η) def= χ˜0(yΛ−n, ηΛ−n),(5.12)
χn(x, y, ξ, η)
def
= χ˜n
(
y(h˜/h)1/2, η(h˜/h)1/2
) ∈ S˜ 1
2
(T ∗Rd) . ,(5.13)
We stress that the S˜ 1
2
(T ∗Rd) seminorms of χn hold uniformly in n: the smoothness of
χn actually improves when n grows. From the assumption R1 > R0 we draw the nesting
χ0  χj for any j = 1, . . . , J . Furthermore, the property (5.11) implies that
(5.14) for any physical pair j′j, χn+1  χn ◦ κj′j .
From these nesting properties and from Egorov’s property (3.7) we easily obtain the fol-
lowing
4 Below we use the notation χ0  χ for nested cut-offs, meaning that χ0 ≡ 1 near supp(χ).
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Lemma 5.4. For any j = 1, . . . , J we have
(5.15) (χ0)wχwj = χ
w
j +O(h˜∞)L2→L2 , χwj (χ0)w = χwj +O(h˜∞)L2→L2 .
In addition, we have the estimate
(5.16) Tj′j(χ
n)w = (χn+1)w Tj′j(χ
n)w +O(h˜∞)L2→L2 ,
uniformly for all j, j′ = 1, . . . , J and for all n independent of h.
We will actually only use n smaller than M log 1/h˜ for some M > 0 independent of h˜, h,
so our cut-offs χn will all be localized in microscopic neighbourhoods of K when h → 0.
Furthermore, for such a logarithmic time the number of terms in the sum in the middle
expression in (5.9) is bounded above by Jn+1 ≤ h˜−N for some N > 0. As a result, taking
into account the above cut-off insertions, this sum can be rewritten as
(5.17) Πe−int0P/hχwu
=
∑
jn,...,j0
ΠjnU∗jn Tjnjn−1(χn−1)w · · ·Tj2j1(χ1)wTj1j0(χ0)wχj0uj0 +O(h˜∞)L2→L2 .
In the next section we will carefully analyze the kernels of the operators Tj′j (χ
k)w.
5.4. Structure of the local phase function. To analyze the Fourier integral operators
we will examine the structure of the generating function for the symplectomorphism κj1j0 .
We start by studying the transverse linearization d⊥κ(ρ) of the map κ = κj1j0 , for a point
ρ ∈ K ∩Dj1j0 . In our symplectic coordinate frames, this transverse map is represented by
the symplectic matrix Sj1j0(ρ) = S(ρ) ∈ Sp(2d⊥,R) given by
(5.18) S(ρ)
def
=
∂(y1, η1)
∂(y0, η0)
(ρ) , ρ ∈ K .
The linear symplectomorphism S(ρ) admits a quadratic generating function Qρ(y
1, y0, θ′),
where θ′ ∈ Rd⊥ is an auxiliary variable: the graph of the map T(y0, η0) 7→ T(y1, η1) =
S(ρ)T(y0, η0) can be obtained by identifying the critical set
CQρ = {(y1, y0, θ′) : ∂θ′Q(y1, y0, θ′) = 0} ⊂ R3d⊥ .
This critical set is in bijection with the graph of S(ρ) through the rules
η1 = ∂y1Qρ(y
1, y0, θ′), η0 = −∂y0Qρ(y1, y0, θ′), (y1, y0, θ′) ∈ CQρ .
More structure comes from taking the normal hyperbolicity into account. Recall that our
coordinates are chosen so that that E+ and E− are -close to {η = 0} and {y = 0},
respectively. (Here we identified E± with their images under dκj – see §5.1.) This implies
the existence of a continous familty of symplectic transformation
K ∩Dj1j0 3 ρ 7−→ R(ρ) ∈ Sp(2d⊥,R),
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such that
(5.19) R(ρ)({η = 0}) = E+ρ , R(ρ)({y = 0}) = E−ρ , R(ρ) = I +O().
Since d⊥κ(ρ) ≡ S(ρ) maps E±ρ to E±κ(ρ), the matrix
(5.20) S˜(ρ)
def
= R(κ(ρ))−1 S(ρ)R(ρ), ρ ∈ K ∩Dj1j0 ,
is block-diagonal:
(5.21) S˜(ρ) =
(
Λ(ρ) 0
0 TΛ(ρ)−1
)
.
The normal hyperbolicity (1.17) implies that, provided t0 has been chosen large enough
5,
the matrix Λ(ρ) is expanding, uniformly with respect to ρ:
(5.22) ∃ ν > 0, ∀ρ ∈ K, ‖Λ−1(ρ)‖ ≤ e−ν < 1 .
More precisely, for any small ε > 0, if t0 is chosen large enough the coefficient ν can be
taken of the form ν = t0(λmin − 0), where λmin > 0 is the smallest positive transverse
Lyapunov exponent of ϕt near K
δ.
Combining (5.19), (5.20) and (5.21) gives
(5.23) S(ρ) =
(
Λ(ρ) +O(Λ) O(Λ)
O(Λ) O(2Λ + TΛ(ρ)−1)
)
, ρ ∈ K .
This explicit form, more precisely the fact that the upper left block is invertible, allows
to use a special type of quadratic generating function:
Lemma 5.5. If t0 is chosen large enough, for each ρ the generating function Qρ(y
1, y0, θ′)
can be chosen in the following form:
(5.24) Qρ(y
1, y0, θ′) = qρ(y1, θ′)− 〈y0, θ′〉 .
For any point (y1, y0, θ′) on the critical set CQρ, the auxiliary variable θ
′ is identified with
η0 of the corresponding phase space point.
The specific form of the generating function corresponds to the geometric fact that the
graph of S(ρ) admits (y1, η0) as coordinates (that is, the graph of S(ρ) projects bijectively
onto the (y1, η0)-plane).
The function qρ(y
1, η0) can be written in terms of a symmetric matrix H(ρ):
(5.25) qρ(y
1, η0) =
1
2
〈(y1, η0), TH(ρ)(y1, η0)〉, H(ρ) =
(
H11 H12
H21 H22
)
, H12 invertible .
The matrix S(ρ) is related to H(ρ) in the following way:
(5.26) S(ρ) =
(
H−121 −H−121 H22
H11H
−1
21 H12 −H11H−121 H22
)
.
5Recall that κ represents ϕt0 .
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Comparing with (5.23) we see that
(5.27) HT12 = H21 = Λ(ρ)
−1 +O(Λ(ρ)−1), H11 = O(), H22 = O() ,
uniformly with respect to ρ. The quadratic phase function Qρ will be relevant when we
consider the metaplectic operator M(ρ) quantizing S(ρ) in §5.5.4 (see also (3.22)).
From the study of the linearized flow in the transverse direction, we now consider the
dynamics of
(5.28) κ˜ = κ˜j1j0 : Dj1j0 ∩ K −→ Aj1j0 ∩ K.
along the trapped set – see Fig. 2 in §5.6. When no confusion is likely to arise we use the
notation D• and A• for the corresponding subsets of K. There we have no assumptions on
the flow, except for it being symplectic.
Possibly after refining the covers Uj, each map κ˜ can be generated by a nondegenerate
phase function ψ = ψj1j0(x
1, x0, θ) defined in a neighbourhood of the origin in Rd−d⊥ ×
Rd−d⊥ × Rk, where 0 ≤ k ≤ n – see §3.3.
Since the Uj have been chosen small, the map Cψ → Γκ˜ can be assumed to be injective.
Notice that the values of ψ away from Cψ are irrelevant.
We now want to extend ψ into a generating function of the map κ, at least in a small
neighbourhood of K. The intuitive idea is to “glue together” the generating function ψ for
κ˜, with the quadratic generating functions Qρ for the transverse dynamics d⊥κ(ρ).
Let us consider the following Ansatz for a generating function Ψ for κ:
(5.29) Ψ(x1, x0, θ; y1, y0, θ′) = ψ(x1, x0, θ) + δΨ(x1, x0, θ; y1, y0, θ′),
with an additional auxiliary variable θ′ ∈ Rd⊥ . To simplify notation we split the variables
into longitudinal and transversal ones:
(5.30) ρ‖ = (x1, x0, θ), ρ⊥ = (y1, y0, θ′).
Lemma 5.6. Near any point ρ ∈ K, κ is generated by Ψ of the form (5.29) with the
transversal correction, δΨ(ρ‖, ρ⊥), satisfying
δΨ(ρ‖, ρ⊥) = Qρ‖(ρ⊥) +O((y1, θ′)3) ,
where Qρ‖(•) is a quadratic form of the same type as (5.24,5.25), which depends smoothly
on ρ‖. If ρ‖ ∈ Cψ corresponds to the point (ρ1; ρ0) ∈ Γκ˜, then Qρ‖ = Qρ0.
In other words, the quadratic forms Qρ‖ extend the forms Qρ to a neighbourhood of Cψ.
Proof. Since K is preserved by κ and carries the map κ˜, we may assume that for any ρ‖, the
function δΨ(ρ‖, •) has no linear part in the variables ρ⊥. At each point ρ‖ ∈ Cψ (identified
with some ρ0 ∈ K), the quadratic part Qρ‖(ρ⊥) generates the linear transverse deviation
from κ˜ near the point ρ0, namely d⊥κ(ρ0). This means that Qρ‖ = Qρ0 , which has the
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form (5.24). This form corresponds to the geometric fact that the graph of d⊥κ(ρ0) admits
(y1, η0) as coordinates.
This projection property locally extends to the graph of κ: in some neighbourhood of K,
the points of Γκ can be represented by the coordinates (ρ
0 = (x0, ξ0) ∈ K; y1, η0), where
y1, η0 ∈ neigh(0). This property shows that δΨ can be written in the form
(5.31) δΨ(ρ‖, ρ⊥) = δΨ˜(ρ‖, y1, θ′)− 〈y0, θ′〉 .
As explained above, the quadratic part qρ‖(•) of δΨ˜(ρ‖; •) must be equal, for ρ‖ ∈ Cψ, to
the corresponding qρ0 generating S(ρ
0). The equations for CΨ show that, if we fix small
values (y1, θ′ = η0), then value ρ‖ such that (ρ‖, y1, y0, η0) ∈ CΨ is O((y1, η0)2)-close to
Cψ. 
5.5. Structure of the propagators Tj′j. From the above informations about the phase
function Ψ = Ψj′j, we can write the integral kernel of T = Tj′j defined in (5.7) and
quantizing the map κj′j, as an oscillatory integral. The general theory of Fourier integral
operators (see §3.3) tells us that its kernel takes the form
(5.32) T (x1, y1;x0, y0) =
∫
RL+d⊥
dθ dθ′
(2pih)(k+d⊥+d)/2
a(ρ‖, ρ⊥) e
i
h
Ψ(ρ‖,ρ⊥) +O(h∞)L2→L2 ,
where we use the notation (5.30). Let us group the variables (x, y) = X, (ξ, η) = Ξ, (θ, θ′) =
Θ. We may assume that the symbol a(X1, X0,Θ) is supported in a small neighbourhood of
the critical set CΨ. In particular, for small values of the transversal variables ρ⊥, a(•, ρ⊥)
is supported near Cψ. From (5.7), this Fourier integral operator is microlocally subunitary
in Vj′ × Vj.
5.5.1. Using the cut-off near K. We now take into account the cut-offs (χk)w, and study
the truncated propagator T (χk)w appearing in (5.17).
Lemma 5.7. For any k ≥ 0 we have
(5.33) T (χk)w = T χ
k
+O(h˜∞)L2→L2 ,
where the Schwartz kernel of the operator T χ
k
is given by
(5.34) T χ
k
(x1, y1;x0, y0)
def
=
∫
dθ dη0
(2pih)(k+d⊥+d)/2
a(ρ‖, ρ⊥)χ](k+1)(y1)χk(y0, η0) e
i
h
Ψ(ρ‖,ρ⊥) ,
where χ]k
def
= χk|η=0, with χk given in (5.12).
Proof. As in (5.16), the nesting property χ](k+1)  χk ◦ κj′j and the uniformity (in k) of
the symbol estimates on χk imply that
(5.35) (χ](k+1))w T (χk)w = T (χk)w +O(h˜∞) ,
DECAY OF CORRELATIONS 37
uniformly for all k ≥ 0. (We recall that uniformity in k is due to (5.12) and (5.13) and
the uniform error estimate comes from (3.7).) The Fourier integral operator calculus in the
class S˜ 1
2
presented in Lemma 3.1 has the following consequence:
(χ](k+1))w T (χk)w = T χ
k
+O(h 12 h˜ 12 ),
which combined with (5.35) gives (5.33). 
5.5.2. Rescaling the transversal coordinates. Since we work at distances ∼ (h/h˜) 12 from the
trapped set, it will be convenient to use the rescaled transversal variables
(5.36) y˜ = (h˜/h)
1
2y, η˜ = (h˜/h)
1
2η.
Our cut-offs χk, χ˜k defined in (5.12,5.13) are then related by χ˜•(y˜, η˜) = χ•(y, η). This
change of variables induces the following unitary rescaling T : L2(dx dy)→ L2(dx dy˜):
(5.37) T u(x, y˜) def= (h/h˜)d⊥/2 u(x, (h/h˜) 12 y˜) = (h/h˜)d⊥/2 u(x, y) .
We recall (see for intance [55, (4.7.16)]) that
T aw(x, y, hDx, hDy)T ∗ = a˜w(x, y˜, hDxh˜Dy˜), a˜(x, y˜, ξ, η˜) def= a(x, y, ξ, η).
Through this rescaling, the operator T χ
k
is transformed into
T˜ χ
k def
= T T χkT ∗ : L2(dxdy˜) −→ L2(dxdy˜),
with Schwartz kernel
T˜ χ
k
(x0, y˜0, x1, y˜1) =
∫
Rk
∫
Rd⊥
dθ
(2pih)
k+d−d⊥
2
dη˜0
(2pih˜)d⊥
a(ρ‖, (h/h˜)
1
2 ρ˜⊥)
× χ˜](k+1)(y˜1) χ˜k(y˜0, η˜0) e ihψ(ρ‖)+δΨ(ρ‖;(h/h˜)
1
2 ρ˜⊥)
(5.38)
5.5.3. Transversal linearization. The factor χ˜](k+1)(y˜1)χ˜k(y˜0, η˜0) appearing in the integrand
(5.38) allows us to simplify the above kernel. Indeed, it implies that the variables ρ˜⊥ =
(y˜1, y˜0, η˜0) are integrated over a set of diameter ∼ R1Λk. One can then Taylor expand the
amplitude and phase function δΨ in (5.38):
a(ρ‖, (h/h˜)
1
2 ρ˜⊥) e
i
h
δΨ(ρ‖;(h/h˜)
1
2 ρ˜⊥)χ˜](k+1)(y˜1)χ˜k(y˜0, η˜0) =(
a(ρ‖, 0) +Oh˜,k(h
1
2 )S(T ∗Rd)
)
e
i
h˜
Qρ‖ (ρ˜⊥) χ˜](k+1)(y1)χ˜k(y˜0, η˜0) .
Since we will restrict ourselves to values k ≤M log 1/h˜, uniformly bounded with respect to
h, we may omit to indicate the k-dependence in the remainder. As a result, up to a small
error we may keep only the quadratic part of δΨ, namely consider the operator with the
Schwartz kernel∫
Rk
∫
Rd⊥
dθ
(2pih)
k+d−d⊥
2
dη˜0
(2pih˜)d⊥
a(ρ‖, 0) χ˜](k+1)(y˜1)χ˜k(y˜0, η˜0) e
i
h
ψ(ρ‖) e
i
h˜
Qρ‖ (ρ˜⊥) .
38 S. NONNENMACHER AND M. ZWORSKI
Combining the above pointwise estimates with the fact that a ∈ S(T ∗R3d), and with (5.35)
and Lemma 5.7, gives
(5.39)
T˜ χ
k
= T˜ (χ˜k)w(y˜, h˜Dy˜) +O(h˜∞)L2→L2 ,
T˜ (x1, y1;x0, y0) =
∫
dθ
(2pih)(k+d−d⊥)/2
dη˜0
(2pih˜)d⊥
a(ρ‖, 0) e
i
h
ψ(ρ‖)e
i
h˜
Qρ‖ (ρ˜
⊥)
uniformly for k ≤M log 1/h˜|.
5.5.4. Factoring out the transversal contribution. For each ρ‖ ∈ supp a(•, 0), the quadratic
phase Qρ‖(•) generates a symplectic transformation S(ρ‖) (which, in the case ρ‖ ∈ Cψ
corresponds coincides with the transformation S(ρ0) of (5.18)). As already shown in (3.22),
this phase allows to represent the metaplectic operator M(ρ‖) : L2(dy˜) → L2(dy˜) which
h˜-quantizes this symplectomorphism:
(5.40) M(ρ‖)(y˜1, y˜0)
def
= (2pih˜)−d⊥
∫
Rd⊥
det(H12(ρ‖))1/2 e
i
h˜
Qρ‖ (ρ˜⊥)dη˜0 ,
where H12(ρ‖) is the block matrix appearing in Qρ‖ , similarly as in (5.24,5.25).
Remark 5.8. In the expression (5.40) we implicitly chose a sign for the square root of
det(H12(ρ‖)). Indeed, the metaplectic representation of the symplectic group is 1-to-2, a
given symplectic matrix S being quantized into two possible operators ±M . The relations
(5.27) and the uniform expansion property (5.22) show that det(H12(ρ‖)) does not vanish
on the support of the amplitude a(•, 0) (which is a small neighbourhood of Cψ × {y˜0 =
y˜1 = η˜0 = 0}), so we may fix the sign in each connected component of this support. This
remark will be relevant in §5.6.
Defining the symbol
a˜(ρ‖)
def
=
a(ρ‖, 0)
det(H12(ρ‖))
1
2
,
we interpret the operator T˜ in (5.39) as a Fourier integral operator with an operator valued
symbol, M(ρ‖), where M is given by (5.40). That fits exactly in the framework presented
in Proposition 3.5:
T˜ (u⊗ v)(x1, y˜1) = (2pih)−(k+d−d⊥)/2
∫
Rk
∫
Rn
a˜(ρ‖) [M(ρ‖)v](y˜1) e
i
h
ψ(ρ‖)u(x0)dx0dθ.
We now apply Lemma 3.4 to see that
(5.41) T˜ = Opwh (M)T
‖ +Oh˜(h)Dm+`→D` ,
where m = md−d⊥ is defined in (3.7) and where the Schwartz kernel of T
‖ is given by
(5.42) T ‖(x0, x1) = (2pih)−k
∫
Rk
a˜(ρ‖) e
i
h
ψ(ρ‖)dθ .
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The operator valued symbol M(ρ1) is the metaplectic operator h˜-quantizing S(ρ0), where
ρ1 = κ˜(ρ0) and S(ρ0) is given in (5.18). We summarize these findings in the following
Proposition 5.9. Suppose that the Schwartz kernel of T is given by (5.32), χk, χ˜k are
given in (5.12), and T is the unitary rescaling defined in (5.37).
Then for k ≤ K(h˜), where K(h˜) may depend on h˜ but not on h,
(5.43) T (T (χk)w) T ∗ = Opwh (M)T ‖(χ˜k)w˜ +O(h˜∞)L2→L2 +Oh˜(h)L2→L2 ,
where T ‖ is given by (5.42) and M(x1, ξ1) given by (5.40) with ρ‖ ∈ Cψ determined by
(x1, ξ1) = (x1, ∂x1ψ(ρ‖)). Here and below we use the abbreviation (χ˜k)w˜
def
= (χ˜k)w(y˜, h˜Dy˜).
Proof. Lemma 5.7, (5.39), and (5.41) give (5.43) with the remainder
O(h˜∞)L2(dxdy˜)→L2(dxdy˜) +Oh˜(h)L2(dx)⊗Dm→L2(dxdy˜)(χ˜k)w˜,
where m = md−d⊥ is given in (3.7). The definition of χ˜
k in (5.12) and (3.24) show that
(χ˜k)w˜ = O(Λ2mk) : L2(dy˜) −→ Dm ,
and that gives the remainder in (5.43). 
5.6. Back to the iterated propagator. We can now come back to (5.9) and (5.17),
re-establishing the subscripts jk+1jk on the releavant objects. We rescale all the operators
by conjugating them through T . Fixing the limit indices j0, jn, we want to study the sum
of operators obtained by conjugation of terms in (5.17) by T :
T [T n]jnj0(χ0)wT ∗ = T
(∑
j
0∏
k=n−1
Tjk+1jk (χ
k)w
)
T ∗ +O(h˜∞)L2→L2
=
∑
j
T˜jnjn−1(χ˜
n−1)w˜ · · · (χ˜1)w˜T˜j1j0(χ˜0)w˜ +O(h˜∞)L2→L2
(5.44)
where the sum runs over all possible sequences j = jn−1 . . . j1. A sequence (which could
be thought of geometrically as a path) jnjj0 will be relevant only if it is physical, meaning
that there exists points ρ ∈ Kδ such that ϕkt0(ρ) ∈ Ujk for all times k = 0, . . . , n (we say
that the path jnjj0 contains the trajectory of ρ). Any unphysical sequence leads to a term
of order O(h∞). On the other hand, for a given point ρ ∈ Kδ there are usually many
sequences j containing its trajectory, since the neighbourhoods (Uj)’s overlap, and so do
the cut-offs (pij).
For physical sequences jnjj0 we define the departure set Djnjj0 as the set of points κj0(ρ),
ρ ∈ Uj0 = κ−1j0 (Vj0) such that ϕ`t0(ρ) ∈ Uj` for 0 ≤ ` ≤ n. We then put
(5.45) Dnjnj0 =
⋃
j
Djnjj0 = κj0
({ρ ∈ Uj0 ∩Kδ, ϕnt0(ρ) ∈ Ujn}) .
We now simplify the expression (5.44), in the following way.
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Lemma 5.10. In the notation of (5.9) and(5.44), and for n ≤M log 1/h˜,
(5.46) T [T n]jnj0(χ0)wT ∗ = Opwh (Mnjnj0)T n‖jnj0(χ˜0)w˜ +O(h˜∞)L2→L2 .
Here T
n‖
jnj0
is a Fourier integral operator on L2(dx) quantizing the map κ˜n : Vj0 → Vjn,
defined on the departure set Dnj0jn. For each ρ ∈ Anjnj0 = κ˜n(Dnjnj0) (the arrival set) the
operator valued symbol Mnjnj0(ρ) is a metaplectic operator quantizing the symplectic map
Snjnj0((κ˜
n)−1(ρ)) = d⊥κn((κ˜n)−1(ρ)).
Proof. If we insert the approximate factorizations (5.43) in a term j of the sum in the left
hand side of (5.44), this term becomes
(5.47) Opwh (Mjnjn−1)T
‖
jnjn−1(χ˜
n−1)w˜ · · ·Opwh (Mj1j0)T ‖j1j0(χ˜0)w˜ +O(h˜∞)L2→L2 .
We now observe that just as we inserted the cut-offs χk to obtain (5.17) from (5.9) we can
remove them so that each term becomes
(5.48) Opwh (Mjnjn−1)T
‖
jnjn−1 · · ·Opwh (Mj1j0)T ‖j1j0(χ˜0)w˜ +O(h˜∞)L2→L2 .
We can now apply Lemmas 3.3,3.4 and Proposition 3.5 to see that
Opwh (Mjnjn−1)T
‖
jnjn−1 · · ·Opwh (Mj1j0)T ‖j1j0 =
Opwh (Mjnjn−1···j0)T
‖
jnjj0
+O(h˜−2md−d⊥nh)
L2(dx)⊗D2nmd−d⊥→L2 ,
(5.49)
where we use the shorthands
T
‖
jnjn−1···j0
def
= T
‖
jnjn−1 T
‖
jn−1jn−2 · · ·T ‖j1j0 ,
Mjnjn−1···j0
def
= (Mjnjn−1)(Mjn−1jn−2 ◦ κ˜jn−1jn) · · · (Mj2j1 ◦ κ˜j2···jn) (Mj1j0 ◦ κ˜j1···jn),
κ˜jkjk−1···j0
def
= κ˜jkjk−1 ◦ κ˜jk−1jk−2 · · · ◦ κ˜j1j0 .
These expressions only make sense for physical sequences jnjj0. The map κ˜jnjj0 is defined
on the departure set Djnjj0 .
The metaplectic operator Mjnjj0(ρ) quantizes the symplectomorphism Sjnjj0(ρ
0), with
ρ = κ˜n(ρ0) ∈ Ajnjj0 . This symplectomorphism represents, in the charts Vj0 → Vjn , the
transverse linearization of the flow ϕnt0 at the point κ
−1
j0
(ρ0). As a consequence, the sym-
plectic matrix Sjnjj0(ρ
0) is identical for all sequences jnjj0 containing the trajectory of ρ
0,
and we call this matrix Snjnj0(ρ
0). Hence, two metaplectic operators Mjnjj0(ρ), Mjnj′j0(ρ)
corresponding to two different allowed sequences can at most differ by a global sign.
For all ρ in the arrival set
Anjnj0 =
⋃
j
Ajnjj0 = κjn({ρ ∈ Ujn ∩Kδ, ϕ−nt0(ρ) ∈ Uj0}) ,
DECAY OF CORRELATIONS 41
Vj0
Vj1
Vj′1
Vj2
Aj1j0 Dj2j1
Aj2j′1
Dj′1j0
Dj1j0
Dj′1j0
Dj2j1j0
Dj2j′1j0
Aj2j1
Aj2j′1
Aj2j1j0
Aj2j′1j0
κ˜j1j0 κ˜j2j1
κ˜j′1j0 κ˜j2j′1
κ˜j2j1j0
κ˜j2j′1j0
Figure 2. Schematic representation of the departure and arrival sets for j
of lengths 1 and 2. We show two physical sequences j2j1j0 and j2j
′
1j0 and the
corresponding maps (5.28). As remarked there we use the same notation for
the departure and arrival sets on K.
we choose the sign of the metaplectic operator Mnjnj0(ρ) quantizing S
n
jnj0
(ρ0), such that
Mnjnj0(ρ) depends smoothly on ρ on each connected component of A
n
jnj0
(there is no ob-
struction to this fact, due to the property mentioned in the Remark 5.8: the symplecto-
morphisms Snjnj0(ρ) also have the form (5.23)). Hence, for each physical sequence jnjj0 we
have
(5.50) Mjnjj0(ρ) = εjnjj0(ρ)M
n
jnj0
(ρ), ρ ∈ Djnjj0 ,
for some sign εjnjj0(ρ) ∈ {±} constant on each connected component of Ajnjj0 . As before,
the functions ρ 7→ εjnjj0(ρ), ρ 7→ Mjnjj0(ρ) can be smoothly extended outside Ajnjj0 , into
compactly supported symbols. Lemma 3.3 and the identity (5.50) give
(5.51) Opwh (Mjnjn−1···j0)T
‖
jnjj0
= Opwh (M
n
jnj0
) (εjnjj0)
w T
‖
jnjj0
+Oh˜(h)L2(dx)⊗Dmd⊥→L2 .
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When (χ˜0)w˜ is inserted in (5.49) and (5.51) we apply (3.24) to see that
O(h˜−2nmd−d⊥h)
L2(dx)⊗D2nmd−d⊥→L2(χ
0)w˜ = O(h˜−2nmd−d⊥h)L2→L2 = Oh˜(h)L2→L2 ,
and hence that error term can be absorbed into O(h˜∞).
Returning to (5.47) we see that the sum in the right hand side of (5.44) can be factorized
in the following way:∑
j
T˜jnjn−1(χ˜
n−1)w˜ · · · T˜j1j0(χ˜0)w˜ =
Opwh (M
n
jnj0
)
(∑
j
T
‖
jnjj0
(εjnjj0)
w
)
(χ˜0)w˜ +O(h˜∞)L2→L2 ,
(5.52)
with a uniform remainder for n ≤M log 1/h˜. Let us put T n‖jnj0
def
=
∑
j T
‖
jnjj0
(εjnjj0)
w, so that
the above identity reads exactly like in the statement of the Lemma. The operator T
n‖
jnj0
is sum of Fourier integral operators T
‖
jnjj0
defined with different phase functions ψjnjj0 , yet
these phases generate (on different parts of phase space) the same map κ˜n : Dnjnj0 → Anjnj0 .
Hence, T
n‖
jnj0
is a Fourier integral operator quantizing κ˜n. This completes the proof of
(5.46). 
The next lemma shows that the Fourier integral operator T
n‖
jnj0
is essentially subunitary.
Lemma 5.11. Let M > 0. For any small h˜ > 0, there exists h0 = h0(h˜) such that, for
any sequence j of length n ≤M log 1/h˜ and any h ≤ h0(h˜), the operator T n‖jnj0 satisfies the
following norm estimate:
(5.53) ‖T n‖jnj0‖L2(dx)→L2(dx) ≤ 1 +O(h˜) .
Proof. We first note that we can bound the left hand side of (5.53) by h˜−CM , for some C
– that follows from a trivial estimate of the terms T
‖
jnjj0
in (5.52).
To prove (5.53) it is clearly enough to prove the bound ‖T n‖jnj0(χ˜0)w˜‖L2(dxdy˜)→L2(dxdy˜) ≤
1+O(h˜∞). From Lemma 5.2 we know that ‖Tn‖(L2)J→(L2)J ≤ 1+O(h), which implies that
‖[Tn]j0jn‖L2→L2 ≤ 1 +O(h). Lemma 5.10 then shows that
(5.54) ‖Opwh (Mnjnj0)T n‖jnj0(χ˜0)w˜‖L2→L2 ≤ 1 +O(h˜∞).
The family of unitary metaplectic operators ρ 7→ Mnjnj0(ρ)−1 is well defined for ρ in the
neighbourhood of the arrival set Anjnj0 , and T
n‖
jnj0
is microlocalized in any small neighbour-
hood of Anjnj0 ×Dnjnj0 ⊂ Vjn × Vj0 . Lemma 3.3 and (3.24) then show that
T
n‖
jnj0
(χ˜0)w˜ = Opwh ((M
n
jnj0
)−1)Opwh (M
n
jnj0
)T
n‖
jnj0
(χ˜0)w˜ +Oh˜(h‖T n‖jnj0‖)L2(dx)⊗D2md−d⊥→L2(χ˜0)w
= Opwh ((M
n
jnj0
)−1)Opwh (M
n
jnj0
)T
n‖
jnj0
(χ˜0)w˜ +Oh˜(h)L2→L2 .
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where we used the above a priori bound on ‖T n‖jnj0‖.
Just as before we can insert the cut-off χ˜n (see (5.12)) with a O(h˜∞) loss. We also
introduce a cut-off ψ = ψ(x, ξ) to a small neighourhood of Ajnj0 . (It was not necessary
before as T
n‖
jnj0
provided the needed localization.) This and and (5.54) give the bound
‖T n‖jnj0(χ˜0)w˜‖ ≤ ‖Opwh ((Mnjnj0)−1ψ)(χ˜n)w˜‖‖Opwh (Mnjnj0)T n‖jnj0(χ˜0)w˜‖+O(h˜∞)
≤ ‖Opwh ((Mnjnj0)−1ψ)(χ˜n)w˜‖(1 +O(h˜∞)) +O(h˜∞).
Since by Lemma 3.3 and (3.24)
[Opwh ((M
n
jnj0
)−1ψ)(χ˜n)w˜]∗Opwh ((M
n
jnj0
)−1ψ)(χ˜n)w˜ = [ψw]∗ψw[(χ˜n)w˜]∗(χ˜n)w˜ +Oh˜(h)L2→L2 ,
we have
‖Opwh ((Mnjnj0)−1ψ)(χ˜n)w˜‖ ≤ ‖ψw‖‖(χ˜n)w˜‖+Oh˜(h) ≤ 1 +O(h˜),
and the bound (5.53) follows. 
5.7. Inserting the final cut-off. We now return to the operator χwe−itn0P/hχw. From
Lemma 5.3 we easily obtain
χw e−int0P/h χwu =
∑
jn,j0
ΠjnU∗jnχwjn [(T )n]jnj0 χwj0 uj0 +O(h
1
2 h˜
1
2 )
=
∑
jn,j0
ΠjnU∗jnχwjn (χ0)w [(T )n]jnj0 (χ0)w χwj0 uj0 +O(h˜∞) ,
(5.55)
where in the first line we used (5.8), while in the second line we used (5.15). Hence our last
step will consist in estimating the norm of the operator (χ0)w [T n]jnj0 (χ
0)w (or its conjugate
through T ). To this aim we will use Lemma 3.4, Proposition 3.5 and the factorization (5.46)
to obtain
(χ˜0)w˜T [T n]jnj0T ∗ (χ˜0)w˜ = (χ˜0)w˜ Opwh (Mnjnj0)T n‖jnj0(χ˜0)w˜ +O(h˜∞)L2→L2
= T
n‖
jnj0
(χ˜0)w˜ Opwh (N
n
jnj0
) (χ˜0)w˜ +O(h˜∞)L2→L2 .
(5.56)
Here the operator valued symbol Nnjnj0(ρ) = M
n
jnj0
((κ˜n)−1(ρ)), ρ ∈ Dnjnj0 , is a metaplectic
operator quantizing the symplectic map Snjnj0(ρ) = d⊥κ
n(ρ). (Having it on the right now
makes the notation slightly less cumbersome.)
In Lemma 5.11 we control the norm of T
n‖
jnj0
. There remains to control the norm of the
factor (χ˜0)w˜ Opwh (N
n
jnj0
) (χ˜0)w˜. For that it is enough to control the operator-valued symbol
Opw
h˜,y˜
(χ˜0)Nnjnj0(ρ) Op
w
h˜,y˜
(χ˜0).
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5.7.1. Controlling the symbol. In (5.19) we defined, for each point ρ ∈ K ∩ Dj1j0 , a sym-
plectic transformation R(ρ) ∈ Sp(2d⊥,R) which maps the y-space to E+ρ and the η˜-space to
E−ρ . This transformation is -close to the identity and in particular it is uniformly bounded
with respect to ρ.
By iteration of this property, for any ρ0 ∈ Dnjnj0 , the map
S˜njnj0(ρ0)
def
= R(ρn)
−1Snjnj0(ρ0)R(ρ0)
is block-diagonal in the basis (y, η):
(5.57) S˜njnj0(ρ0) =
(
Λn(ρ0) 0
0 TΛn(ρ0)
−1
)
,
where Λn(ρ0) is expanding. We may quantize R(ρ) into metaplectic operators A(ρ), and
define
N˜njnj0(ρ0)
def
= A(ρn)
−1Nnjnj0(ρ0)A(ρ0)
which quantizes S˜njnj0(ρ0).
We can then rewrite
(5.58) (χ˜0)w˜Nnjnj0(ρ) (χ˜
0)w˜ = (χ˜0)w˜ A(ρn) N˜
n
jnj0
(ρ0)A(ρ0)
−1 (χ˜0)w˜ .
We are interested in the L2 → L2 norm of this operator. Since metaplectic operators are
unitary, and using the covariance of the Weyl quantization with respect to metaplectic
operators, this norm is equal to that of
(χ˜0ρn)
w˜ (χ˜0ρ0 ◦ S˜njnj0(ρ0)−1)w˜ , χ˜0ρn
def
= χ˜0 ◦R(ρn), χ˜0ρ0
def
= χ˜0 ◦R(ρ0).
The block diagonal form of S˜njnj0(ρ0) shows that
(5.59) [χ˜0ρ0 ◦ (S˜njnj0(ρ0))−1](y˜, η˜) = χ˜0ρ0(Λn(ρ0)−1y˜, TΛn(ρ0)η˜) .
We may now invoke the following simple
Lemma 5.12. Suppose that A is a m×m real invertible matrix and that χ1, χ2 ∈ S (R2m).
Then
(5.60) ‖χw1 (x, h˜Dx)χw2 (Ax, TA−1h˜Dx)‖L2(Rm)→L2(Rm) ≤ C| detA|
1
2 h˜−
m
2 ,
where C depends on certain seminorms of χ1 and χ2, but not on A.
We remark that the upper bound becomes nontrivial only if | detA|  h˜m/2. When that
holds one cannot apply the h˜-symbol calculus any longer because the second factor is not
the quantization of a symbol in the class S(R2m), uniformly in h˜ and A. When applicable,
the symbol calculus would give the norm equal to maxx,ξ |χ1(x, ξ)χ2(Ax, TA−1ξ)| + O(h˜)
– see [55, Theorem 13.13].
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Proof. If we put χˆj(x, Z)
def
=
∫
Rm χj(x, ξ)e
i〈Z,ξ〉dξ, then the kernel of the operator in the
lemma is given by
K(x, y) =
1
(2pih˜)2m
∫
R3m
χ1
(
x+z
2
, ξ
)
χ2
(
Az+Ay
2
, TA−1η
)
ei〈x−z,ξ〉/h˜+i〈z−y,η〉/h˜dξ dη dz
=
| detA|
(2pih˜)2m
∫
Rm
χˆ1
(
x+z
2
, x−z
h˜
)
χˆ2
(
Az+Ay
2
, Az−Ay
h˜
)
dz.
We will estimate the norm using Schur’s Lemma and hence we need to show that
(5.61)
(
max
x∈Rm
∫
|K(x, y)|dy
)(
max
y∈Rm
∫
|K(x, y)|dx
)
≤ C2| detA| h˜−m.
Making a change of variables Z = (x− z)/h˜ and X = (x+ z)/h˜ we obtain∫
|K(x, y)|dx ≤ C1(max
R2m
|χˆ2|) | detA|h˜−m
∫∫
|χˆ1(X,Z)|dZdX ≤ C| detA| h˜−m.
To estimate the integral in y let
F (Z) = max
Rm
|χˆ1(•, Z)|, G(Y ) = max
Rm
|χˆ2(•, Y )|,
noting that our assumptions give F (Z) = O(〈Z〉−∞), G(Y ) = O(〈Y 〉−∞). Changing
variables to Z = (x− z)/h˜ and Y = (Az − Ay)/h˜ we obtain,∫
|K(x, y)|dy ≤ C3
∫∫
F (Z)G(Y )dZdY ≤ C.
This proves the upper bound (5.60). 
Applying Lemma 5.12 to the product on the right hand side of (5.58) we get the bound
‖(χ˜0)w˜Nnjnj0(ρ0) (χ˜0)w˜‖L2(dy˜)→L2(dy˜) ≤ C(χ˜0ρ0 , χ˜0ρn)| det Λn(ρ0)|−1/2 h˜−d⊥/2 .
Since the transformations R(ρ) are uniformly bounded, the prefactor C(χ˜0ρ0 , χ˜
0
ρn) is uni-
formly bounded with respect to ρ0. On the other hand, the determinant of Λ
n(ρ0)
−1 can
be bounded as follows.
Lemma 5.13. Take 0 > 0 arbitrary small. Then there exists C0 > 0 such that,
∀n ≥ 1, ∀ρ0 ∈ Dnjnj0 , | det Λn(ρ0)−1| ≤ C0e−(λ0−0)nt0 ,
where λ0 was defined by (1.19), and t0 > 0 is chosen large enough, as explained in the
comment following (5.22).
Proof. This follows from writing the definition of λ0 using the local coordinate frames. 
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We have thus obtained the following upper bound:
(5.62) ‖(χ˜0)w˜Nnjnj0(ρ0) (χ˜0)w˜‖L2(dy˜)→L2(dy˜) ≤ C h˜−d⊥/2 e−(λ0−0)nt0 ,
valid for any n ≥ 1 and any ρ0 ∈ Dnjnj0 . In particular, the time n may arbitrarily depend
on h˜.
When n ≤ M log 1/h˜, for M > 0 arbitrary large but independent of h˜ or h, we combine
this bound with (5.17), Lemma 5.11 and Lemma 5.10 to obtain the estimate (5.2), which
was the goal of this section.
6. Microlocal weights and estimates away from the trapped set
In this section we will justify the estimates described as Step 2 of the proof in §2.
That will involve a quantization of the escape function G given in Proposition 4.7 with
 = (h/h˜)
1
2 . That means that we will use the calculus described in §3.2.
6.1. Exponential weights. Suppose that g ∈ C∞c (T ∗X;R) satisfies the following esti-
mates:
(6.1)
exp g(ρ)
exp g(ρ′)
≤ C(1 + (h˜/h) 12d(ρ, ρ′))N , ∂αρ g = O((h/h˜)−|α|/2), |α| > 0 ,
for some N and C, and for some distance function d(ρ, ρ′) on T ∗X × T ∗X (since g is
compactly supported, the estimate is independent of the choice of d – we can d to be the
distance function given by a Riemannian metric). We note that G defined in Proposition
4.7 with  = (h/h˜)
1
2 satisfies these assumptions.
We first recall a variant of the Bony-Chemin theorem [6, The´ore`me 6.4],[55, Theorem 8.6]
in the form presented in [37, Proposition 3.5, (3.21), (3.22)] (as usual gw = Opwh (g)):
Proposition 6.1. Suppose that g ∈ C∞c (T ∗X) satisfies (6.1). Then
(6.2) exp(gw) = bw,
where the symbol b(x, ξ) satisfies the bounds
(6.3) |∂αb(ρ)| ≤ Cα eg(ρ)
(
h/h˜
)−|α|/2
,
in any local coordinates near the support of g.
If supp g b U , for an open U b T ∗X, then
(6.4) ∂αx∂
β
ξ (b(x, ξ)− 1) = O(h∞〈ξ〉−∞), (x, ξ) ∈ {U.
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Also, if A ∈ Ψcomp(X), B ∈ Ψ˜comp1
2
(X) and C ∈ Ψcomp1
2
(X) then
eg
w
Ae−g
w
= A+ i(hh˜)
1
2A1, A1 ∈ Ψ˜comp1
2
(X), WFh(A1) ⊂WFh(A),
eg
w
Be−g
w
= B + ih˜B1, B1 ∈ Ψ˜comp1
2
(X), WFh(B1) ⊂WFh(B),
eg
w
Ce−g
w
= C + ih˜
1
2C1, C1 ∈ Ψcomp1
2
(X), WFh(C1) ⊂WFh(C).
(6.5)
The assumptions in (6.1) show that exp g is an order function for the S˜ 1
2
calculus – see
[37, §3.3, (3.17),(3.18)]. Hence we can apply composition formulae. In particular if gj,
j = 1, 2 satisfy (6.1) then
(6.6) exp(gw1 ) exp(g
w
2 ) = c
w, |∂αc(ρ)| ≤ Cα exp(g1 + g2)
(
h/h˜
)−|α|/2
.
Because of the compact supports of gj’s and because of (6.3) derivatives can be taken in
any local coordinates.
The consequence of (6.6) useful to us here is given in the following Lemma.
Lemma 6.2. Suppose that A ∈ Ψ˜comp1
2
(X) and that
σ˜(A) = a+O((hh˜) 12 )
S˜ 1
2
, a ∈ C∞c (T ∗X) ∩ S˜ 1
2
(T ∗X).
If Uh,h˜
def
= {ρ ∈ T ∗X : d(ρ, supp a) < (h/h˜) 12}, then
(6.7) ‖Aegw1 egw2 ‖L2→L2 = sup
T ∗X
(|a|eg1+g2) +O(h˜ sup
Uh,h˜
eg1+g2) +O(h 12 log(1/h)).
Proof. We first consider this statement in Rn. We apply the standard rescaling (3.4) noting
that (6.1) imply that m˜j = exp g˜j are order functions. If d is the Euclidean distance and if
we put
nN(ρ˜)
def
= (1 + d(ρ˜, U˜))−N , U˜ def= (h˜/h)
1
2Uh,h˜,
then nN is an order function for any N , and a˜ ∈ S(nN) for all N . We have
A = Opwh (a+ (hh˜)
1
2a1), for some a1 ∈ S˜ 1
2
,
and hence, after rescaling,
A˜ eOp
w
h˜
(g˜1)eOp
w
h˜
(g˜2) = Opw
h˜
(b˜) + (hh˜)
1
2Opw
h˜
(b˜1),
b˜ ∈ S(nNm˜1m˜2), b˜− a˜eg˜1+g˜2 ∈ h˜S(nNm˜1m˜2), b˜1 ∈ S(m˜1m˜2).
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Put
M = M(h, h˜)
def
= sup
R2n
nNm˜1m˜2 ≤ sup
ρ˜
((
1 + d(ρ˜, U˜)
)−N
eg˜1(ρ˜)+g˜2(ρ˜)
)
≤
(
sup
U˜
eg˜1+g˜2
)(
1 + sup
ρ˜
(1 + C1C2d(ρ˜, U˜))
−N+N1+N2
)
≤ C sup
Uh,h˜
eg1+g2 ,
where we took N ≥ N1 +N2, with Nj, Cj appearing in (6.1) for gj.
We now apply [55, Theorem 13.13] (with h replaced by h˜) to b˜/M ∈ S. That gives
‖Opwh (b˜)‖ = sup |a|eg1+g2 +O(h˜) sup
Uh,h˜
eg1+g2 .
Since m˜1m˜2 = O(log(1/h)), applying the same argument to b˜1/ log(1/h) gives (6.7).
The calculus is invariant modulo O((hh˜) 12 ) terms (see (3.5) and [12, §5.1],[54, §3.2]), so
these local estimates on Rn imply similar estimates on manifolds. 
The next result is a version of (3.6) for exponentiated weights g. It is a special case of
[37, Proposition 3.14] which follows from globalization of the local result [37, Proposition
3.11]. We state it using concepts recalled in §3.3.
Proposition 6.3. Suppose that T ∈ Icomp(X ×X,Γ′κ) where κ : U1 → U2, Uj ⊂ T ∗X, is a
symplectomorphism, that g ∈ C∞c (T ∗X) satisfies (6.1), and that A ∈ Ψ˜comp1
2
. Then
(6.8)
eg
w
AT = Te(κ
∗g)wB + h
1
2 h˜
1
2T1e
(κ∗g)wC,
T1 ∈ Icomph (X ×X,Γ′κ), B, C ∈ Ψ˜ 12 (X), σ(B) = κ
∗σ(A).
6.2. Estimates away from the trapped set. We now provide precise versions of the
estimates (2.6) and (2.7) described in the Step 2 of the proof in §2.
For the escape function G constructed in Proposition 4.7 we define the operator
(6.9) Gw
def
= Opwh (G) ∈ log(h˜/h)Ψ˜comp1
2
(X), σ˜(G) = G+O((hh˜) 12−)
S˜ 1
2
.
Since G satisfies (6.1), Proposition 6.1 describes the exponentiated operator eG
w
= eOp
w
h (G).
We refer to Remark 4.5 for the requirements on the constants in the definition of G.
Intuitively, G is bounded (independently of h and h˜) in a (h/h˜)
1
2 -neighbourhood of K,
and satisfies the growth condition G(ϕt0(ρ)) − G(ρ) ≥ 2Γ outside of a smaller (h/h˜)
1
2 -
neighbourhood of K.
The first lemma shows that the weights are bounded near the trapped set:
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Lemma 6.4. Suppose that χ ∈ C∞c (T ∗X) ∩ S˜ 1
2
(T ∗X) has the property
(6.10) suppχ ⊂ {ρ ∈ T ∗X : d(ρ,K2δ) < C0(h/h˜) 12},
for some constant C0 satisfying 0 < (C0 + 1)
2 < c2L, in the notation of (4.14).
Then for some constants h0, h˜0, C1 > 0 we have for 0 < h < h0, 0 < h˜ < h˜0,
(6.11) ‖χweGw‖ ≤ C1, ‖eGwχw‖ ≤ C1.
Proof. Since σ˜(χw) = χ+O(h 12 h˜ 12 )S˜ 1
2
, and |G(ρ)| ≤ C3ΓC2 for d(ρ,K2δ) < (C0 + 1)(h/h˜) 12
(see (4.14) and (4.21)), the estimates in (6.11) follow directly from Lemma 6.2. 
The main result of this section provides bounds for the conjugated propagator. It relies
heavily on the material about the propagator for the complex absorbing potential (CAP)
modified Hamiltonian, exp(−it(P − iW )/h), presented in the Appendix.
Proposition 6.5. Suppose that Gw is given by (6.9) and that A ∈ Ψcomp(X) satisfies
(6.12) WFh(A) ⊂ p−1((−δ, δ)) ∩ w−1([0, 1)),
for some 1 > 0.
Then for some constants h0, h˜0, C1 > 0 we have for 0 < h < h0, 0 < h˜ < h˜0,
(6.13) ‖e−Gwe−it0(P−iW )/heGwA‖ ≤ e2C1 .
If χ satisfies (6.10) and in addition
(6.14) χ(ρ) ≡ 1 for d(ρ,K2δ) < 1
2
C0(h/h˜)
1
2 , |p(ρ)| ≤ δ,
where C0 is a large constant dependending on t0, then, if ‖A‖ ≤ 1,
(6.15) ‖(1− χw)e−Gwe−it0(P−iW )/heGwA‖ < e−Γ,
where Γ is the constant appearing in the definition (4.21) of G.
Proof. Let A−G
def
= eG
w
Ae−G
w
. Then (6.5) in Proposition 6.1 shows that
(6.16) A−G = A+OL2→L2(h 12 ) = O(1)L2→L2 and A−G = A˜A−G +O(h∞),
where A˜ satisfies (A.10). To prove (6.13) we use the notation of Proposition A.3, and
rewrite the operator on the right hand side as
e−G
w
e−it0(P−iW )/heG
w
A = e−G
w
e−it0P/heG
w
e−G
w
VA˜(t0)A−Ge
Gw +O(h 12 )L2→L2
= e−G
w
e−it0P/heG
w
C(t0) +O(h 12 )L2→L2 ,
(6.17)
where using (6.5) and Proposition A.3,
C(t0) ∈ Ψcomp1
2
(X), WFh(C(t0)) ⊂WFh(A) ∩ w−1(0).
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Since
e±G
w
= Be±G
w
+ (I −B) +O(h∞)L2→L2 , for some B ∈ Ψcomp(X),
Proposition 6.3 (applied with A ≡ I) and (3.8) show that for some B0 ∈ Ψ˜ 1
2
(X),
e−G
w
e−it0P/heG
w
= e−it0P/he−(ϕ
∗
t0
G)w eG
w
(
I + h
1
2 h˜
1
2B0
)
+O(h∞)L2→L2 .
From this and (6.17) we see that to prove (6.13) it is enough to show that
e−(ϕ
∗
t0
G)w eG
w
B1 = O(1)L2→L2 , B1 ∈ Ψcomp(X),
WFh(B1) ⊂ p−1((−δ, δ)) ∩ w−1([0, 1)).
(6.18)
Lemma 6.2 applied with g1 = −ϕ∗t0G and g2 = G, and the property G − ϕ∗t0G ≤ C7 in
(4.22) which holds in a neighbourhood of WFh(B1), give (6.18) and hence (6.13).
To obtain (6.15) we proceed similarly but applying the property ϕ∗t0G − G ≥ 2Γ which
is valid outside a (h/h˜)
1
2 neighbourhood of Kδ – see (4.22). In more detail, Proposition 6.3
applied with A = 1− χw gives6
(1− χw)e−Gwe−it0(P−iW )/heGwA =
(1− χw)e−Gwe−it0P/heGwe−GwVA˜(t0)A−GeG
w
+O(h 12 )L2→L2 =
e−it0P/he−(ϕ
∗
t0
G)w eG
w
(1− (ϕ∗t0χ)w)e−G
w
VA˜(t0)A−Ge
Gw +O(h 12 )L2→L2 ,
where we used the boundedness established in (6.13) to control the lower order terms.
Defining χ1
def
= ϕ∗t0χ, we have, by the invariance of K
δ under the flow,
χ1 ≡ 1 for d(ρ,Kδ) ≤ C1(h/h˜) 12 , |p(ρ)| ≤ δ.
Let ψ ∈ C∞c (T ∗X) be equal to 1 in the set W1 of Proposition 4.7, and suppψ ⊂ (w−1(0))◦.
Since (6.5) and Proposition A.3 give
‖e−GwVA˜(t0)A−GeG
w‖ ≤ ‖e−GwVA˜(t0)eG
w‖‖A‖ ≤ ‖A‖
(
‖A˜‖+OL2→L2(h˜ 12 )
)
≤ 1 +O(h˜ 12 ),
it is enough to show that
‖e−(ϕ∗t0G)weGw(1− χw1 )ψw‖ ≤ e−3Γ/2,(6.19)
‖e−(ϕ∗t0G)weGw(1− χw1 )(1− ψw)B‖ ≤ Ch
1
2 log(1/h)(6.20)
6Strictly speaking 1−χw /∈ Ψ˜comp1
2
but the operator A ∈ Ψcomp provides the needed localization: we can
write A = A0A+O(h∞)L2→L2 where WFh(I −A0) ∩WFh(A) = ∅ and apply Proposition 6.1 to A0.
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for B ∈ Ψcomp(X) with WFh(B) ⊂ w−1([0, 1/2]) ∩ p−1([−δ, δ]), is as in Proposition 4.7.
Both inequalities follow from Lemma 6.2 and properties of G in (4.22). For (6.19) we apply
(6.7). For (6.20) we note that
ϕ∗t0G−G ≥ C8 log(h˜/h), on supp(1− ψ) ∩WFh(B),
and (6.7) gives the estimate with the error dominating the leading term. 
7. Proof of Theorem 2
We first prove (2.2) which we rewrite as follows
(7.1) ‖UnGA‖L2(X)→L2(X) ≤ Ce−nt0(λ0−0)/2, M0 log
1
h˜
≤ n ≤M log 1
h˜
where
UG
def
= exp(−it0P˜G/h)A = e−Gwe−it0(P−iW )/heGw ,
with t0 chosen in previous sections, and
(7.2) A ∈ Ψcomp(X), WFh(A) ⊂ p−1((−δ, δ)).
To apply the estimates of the last two sections we first observe that Proposition A.2
implies that for any r there exist Bj ∈ Ψcomp, j = 1, · · · r, each satisfying (7.2), such that
(7.3) U rGA =
r∏
j=1
UGBj +O(h∞)L2→L2 , Br = A,
where the constants in the norm estimate O(h∞) depend on r. This means that, for r
independent of h but depending on h˜, U rGA can be replaced by the product of operators
UGBj, to which estimates of the previous section are applicable.
We now want to decompose UnG in such a way that the estimates obtained in §§5,6 can
be used. For that we define
(7.4) UG = UG,+ + UG,−, UG,+
def
= UGχ
w, UG,−
def
= UG(1− χ)w.
We note that Proposition 6.1 shows that
χwe−G
w
e−it(P−iW )/heG
w
= e−G
w
eG
w
χwe−G
w
e−it(P−iW )/heG
w
= e−G
w
χwe−it(P−iW )/heG
w
+O(h˜ 12h 12 )L2→L2
= e−G
w
χwe−it(P−iW )/heitP/he−itP/heG
w
+O(h˜ 12h 12 )L2→L2
= e−G
w
χwt e
−itP/heG
w
+O(h˜ 12h 12 )L2→L2 ,
(7.5)
where χwt
def
= χwe−it(P−iW )/heitP/h. We now use Proposition A.3 applied with with P re-
placed by −P , A ∈ Ψcomp satisfying WFh(I − A) ∩WFh(χw) = ∅. In the notation of
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(A.12), χwt = χ
wVA(t)
∗, VA(t)∗ ∈ Ψcompγ (X). From (A.12)
σ(VA(t)) = exp
(
−1
h
∫ t
0
ϕ∗−sW
)
σ(A),
with a full expansion of the symbol in any coordinate chart given in Lemma A.4. For ρ ∈
suppχ, d(ρ,Kδ) = O(h 12 ), and as Kδ is invariant under the flow d(ϕ−s(ρ), Kδ) = Os(h 12 ).
But that means that on the support χ, ϕ∗−sW ≡ 0 for s ≤ t, where t is independent of h, as
long as h is small enough. This means that WFh(I − VA(t)∗) ∩WFh(χw) = ∅ and hence,
for all t, χt = χ+Ot(h 12 )S 1
2
.
Returning to (7.5) this means that for t ≤ C log(1/h˜) (in fact for any time bounded
independently of h), we have
χwe−G
w
e−it(P−iW )/heG
w
= χwe−G
w
e−itP/heG
w
+Ot(h 12 )L2→L2 ,
e−G
w
e−it(P−iW )/heG
w
χw = e−G
w
e−itP/heG
w
χw +Ot(h 12 )L2→L2 .
(7.6)
Using the notation (7.4)
UnG =
∑
εi=±
UG,n · · ·UG,2UG,1
=
∑
∈Σ(n)
U, U
def
= UG,n · · ·UG,2UG,1 ,
(7.7)
where we used the symbolic words  = 1 · · · t ∈ Σ(n) = (±)n. Now, for each word
 6= −− · · · − −, call nL() ( nR(), respectively), the number of consecutive (−) starting
from the left (the right, respectively):
 = − · · ·−︸ ︷︷ ︸
nL()
+ ∗ ∗ · · · ∗ ∗+− · · ·−︸ ︷︷ ︸
nR()
.
Given integers nL, nR, call Σ(n, nL, nR) the set of words  ∈ Σ(n) such that nL() = nL
and nR() = nL. The decomposition (7.7) can be split into
UnG = U
n
G,− +
∑
nL,nR
∑
∈Σ(n,nL,nR)
U.
where the sum runs over nL, nR ≥ 0 such that nL + nR ≤ n− 1.
We make the following observations:
Σ(n, nL, nR) = {(−)nL+(−)nR} , if nL + nR = n− 1,
Σ(n, nL, nR) = {(−)nL+′+(−)nR : ′ ∈ Σ(n− nL − nR − 2)} , if nL + nR < n− 1.
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Hence, the above sum can be recast into
UnG = U
n
G,− +
n−1∑
nL=0
(UG,−)
nL UG,+ (UG,−)
n−nL−1
+
∑
nL,nR
(UG,−)
nL UG,+ (UG)
n−nR−nL−2 UG,+ (UG,−)
nR
(7.8)
where the last sum runs over nL, nR ≥ 0 such that nL + nR ≤ n− 2.
The following lemma provides the estimate for terms in the last sum on the right hand
side of (7.8):
Lemma 7.1. For h˜ > h > 0 small enough, the following bound holds for r0 ≤ r ≤
C0 log(1/h˜), r ∈ N,
(7.9) ‖UG,+ U rG UG,+‖L2→L2 ≤ C h˜−d⊥/2 exp
(−1
2
t0r(λ0 − )
)
,
where the constant C is uniform with respect to h, h˜ and r.
Proof. Lemma 6.4 shows that eG
w
χw, χwe−G
w
= O(1)L2→L2 . Also, Lemma 6.2 shows that
for χ1 ∈ S˜ 1
2
with the same properties as χ but equal to 1 on the support of χ, we have
χwe−G
w
= χwe−G
w
χw1 +O(h˜∞)L2→L2 , eG
w
χw = χw1 e
Gwχw +O(h˜∞)L2→L2 .
Using (7.6) the operator on the left hand side of (7.9) can be rewritten as
UG χ
w (UG)
r+1 χw = UG χ
w e−G
w
e−i(r+1)t0P/h eG
w
χw +O(h 12 )L2→L2
= UG
(
χwe−G
w
χw1 +O(h˜∞)
)
e−i(r+1)t0P/h
(
χw1 e
Gwχw +O(h˜∞))
+O(h 12 )L2→L2
Hence,
‖UG,+U rGUG,+‖L2→L2 ≤ ‖UG‖
∥∥χwe−Gw∥∥∥∥χw1 e−i(r+1)t0P/hχw1 ∥∥∥∥eGwχw∥∥+O(h˜∞)
≤ C ∥∥χw1 e−i(r+1)t0P/hχw1 ∥∥ ,
where we used the fact that the operators UG, e
Gwχw and χwe−G
w
are uniformly bounded
on L2. We can now apply Proposition 5.1, replacing t by (r + 1)t0 and χ by χ1. 
Let us now take n = C0 log 1/h˜, with C0  1. We recall that Γ in (2.6) was assumed to
satisfy Γ > t0λ0/2. We will use the bounds (7.9), and Proposition 6.5: ‖UG,−A‖ < e−Γ.
Returning to the estimate for UnGA we first observe that (7.3) and the estimates (6.15)
in Proposition 6.5 give
(7.10) ‖UmG,−A‖ ≤ e−mΓ +Or(h
1
2 ).
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In (7.8), for each ` = 1, . . . , n− 2, we group together terms with nL + nR = `, and apply
Lemma 7.1 and (7.10):
‖UnGA‖ . e−nΓ + n e−(n−1)Γ + h˜−d⊥/2
n−2∑
`=1
(`+ 1) e−`Γ e−t0(n−`)
λ0−
2 +O(h 12 )
. n e−nΓ + h˜−d⊥/2 e−t0n
λ0−
2
n−2∑
`=1
(`+ 1) e−`
(
Γ−t0 λ0−2
)
+O(h 12 )
. h˜−d⊥/2 e−t0n
λ0−
2 .
By taking C0 = M  1/ we may absorb the prefactor h˜−d⊥/2 and obtain, for h˜ > 0 small
enough,
(7.11) ‖UnGA‖ ≤ C exp
(− nt0λ0 − 2
2
)
, n ≈M log 1/h˜ .
We can now complete the proof of (1.18) following the outline in §2. We first note that
(7.11) gives (2.2), so that (see (2.3)) for
(7.12) z ∈ [−δ/2, δ/2]− ih[0, (λ0 − 30)/2]
and A ∈ Ψcomp(X) satisfying (7.2),
(P˜G − z)QA(z) = A−R(z), R(z) = O(h˜)L2→L2 ,
QA(z)
def
=
i
h
∫ T (h˜)
0
e−it(P˜G−z)/hAdt = O
(
T (h˜)
h
)
L2→L2
, T (h˜) = M0 log 1/h˜.
We now apply this estimate with A ∈ Ψcomp(X) such that σ(A) ≡ 1 in p−1(−3δ/4, 3δ/4)∩
w−1([0, 1)). Then P˜G − z ∈ Ψ˜m1
2
(X) is elliptic outside of WFh(A). Hence, using the Ψ˜ 1
2
calculus of §3.2, there exists Q˜A(z) ∈ Ψ˜−m1
2
(X) such that
(P˜G − z)Q˜A(z) = I − A+ R˜(z), R˜(z) = O(h˜)L2→L2 .
The Fredholm operator P˜G − z has index 0 since P˜G + i is invertible for small h˜. It follows
that for h˜ small enough and z satisfying (7.12)
(P˜G − z)−1 = (QA(z) + Q˜A(x))(I +R(z) + R˜A(z))−1 = O(1/h)
Since e±G
w(x,hD) = O(h−M/2+1)L2→L2 for some M , it follows that
(P − iW − z)−1 = O(h−M)L2→L2 z ∈ [−δ/2, δ/2]− ih[0, (λ0 − 30)/2], ,
(P − iW − z)−1 = O(1/ Im z)L2→L2 , Im z > 0,
where the second is immediate from non-negativity of W as an operator.
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We now use a semiclassical maximum principle [8, Lemma 4.7],[44, Lemma 2] to obtain
the bound for (P − iW − z)−1 in (1.18) (after adjusting δ and 0).
Remark 7.2. Strictly speaking we proved (1.18) for z ∈ [−δ/2, δ/2]− ih[0, λ0/2− 1], for
any 1, provided that h is small enough.
8. The CAP reduction of scattering problems: Proof of Theorem 3
In this section we will prove a generalization of Theorem 3 which applies to a variety of
scattering problems. Our approach of reduction to estimates for the Hamiltonian complex
absorbing potential (CAP) is based on the work Datchev–Vasy [14] (see also [22, §4.1]) but
as the argument is simple and elegant we reproduce it in our slightly modified setting.
Let (Y, g) be a complete Riemannian manifold and let
(8.1) Pg = −h2∆g + V, V ∈ C∞(Y ;R).
We make general assumption on (Y, g) which will allow asymptotically Euclidean and
asymptotically hyperbolic infinities.
We assume that Y is the interior of a compact manifold Y with a C∞ boundary, ∂Y 6= ∅.
We choose a defining function of ∂Y :
(8.2) ρ ∈ C∞(Y ; [0,∞)), {ρ = 0} = ∂Y, dρ|∂Y 6= 0.
Let pg = |ξ|2g + V (x) be the principal symbol of Pg and let
(x(t), ξ(t)) = exp tHpg(x(0), ξ(0)),
be the Hamiltonian flow (geodesic flow lifted to T ∗Y when V ≡ 0. The first assumption
on (Y, g) we make is a non-trapping (convexity) assumption near infinity formulated using
ρ with properties (8.2):
(8.3) ρ(x(t)) ∈ (0, 1), d
dt
ρ(x(t)) = 0 =⇒ d
2
dt2
ρ(x(t)) < 0.
The trapped set at energy E ∈ [−δ, δ] is defined as
(x, ξ) ∈ KE ⇐⇒ pg(x, ξ) = E and exp(RHpg)(x, ξ) is compact in T ∗Y.
We assume that the trapped set at energies |E| ≤ δ, (see (1.15)),
(8.4) Kδ is normally hyperbolic in the sense of (1.17) .
We now make analytic assumptions on P . For that we first assume that Pg can be
modified inside a compact part of Y , to obtain an operator
P∞ = −h2∆g + V˜ , V˜ ∈ C∞(Y ), V˜ ρ<1= V ρ<1 ,
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with the following properties: for some s0 > 0 and C0 > 0,
(8.5) ‖ρs0(P∞ − E − i0)−1ρs0‖L2(Y )→L2(Y ) ≤ C0
h
, |E| ≤ δ,
and
u = (P∞ − E − i0)−1f, f ∈ C∞c (Y ) =⇒
WFh(u) \WFh(f) ⊂ exp([0,∞)HRe p∞)
(
WFh(f) ∩ p−1∞ (E)
)
,
(8.6)
where p∞
def
= |ξ|2g + V˜ .
We note that these assumptions do not require that the resolvent of P∞ has a meromorhic
continuation from Im z > 0 to the lower half-plane. A stronger conclusion will be possible
when we make that assumption: more precisely, for χ ∈ C∞c (Y ), we assume that the
resolvent (P∞ − z)−1 continues from Im z > 0 analytically to [−δ, δ] − ih[0, C0], for some
C0 > 0, and that for some N , the following resolvent estimate holds:
(8.7) χ(P∞ − z)−1χ = OL2→L2(h−N), z ∈ [−δ, δ]− ih[0, C0] .
When P∞ is chosen to be selfadjoint, interpolation [8, Lemma 4.7],[44, Lemma 2] shows
that (8.7) improves to
(8.8) χ(P∞ − z)−1χ = OL2→L2(h−1+c1 Im z/h log(1/h)), z ∈ [−δ, δ]− ih[0, C0].
We can now state a more general version of Theorem 3:
Theorem 6. Suppose that the Riemannian manifold (Y, g) and the potential V satisfy the
assumptions (8.3), (8.4), (8.5) and (8.6). In particular, the trapped set for the operator
P = −h2∆g + V is normally hyperbolic.
Then, for some constant C1 (and s0 in (8.5)), we have
(8.9) ‖ρs0(Pg − E − i0)−1ρs0‖L2(Y )→L2(Y ) ≤ C1 log(1/h)
h
, |E| ≤ δ.
If in addition (8.7) holds then, for any 0 > 0, χ(Pg−z)−1χ can be continued analytically
to [−δ/2, δ/2]− ih[0,min(C0, λ0/2− 0)], with λ0 given by (1.19), and
(8.10) χ(Pg − z)−1χ = OL2→L2(h−N), z ∈ [−δ/2, δ/2]− ih[0,min(C0, λ0/2− 0)],
with the improved estimate (1.18) if (8.8) holds.
Before the proof we present two classes of manifolds which satisfy our assumptions. We
say (Y, g) is asymptotically Euclidean if
g = ρ−4dρ2 + ρ−2g0(ρ), near ∂Y,
where g0(ρ) is a family of metrics on ∂Y depending smoothly on ρ up to ρ = 0. We say
(Y, g) is evenly asymptotically hyperbolic if
g = ρ−2dρ2 + ρ−2g0(ρ), near ∂Y,
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where ρ is as before but this time g0(ρ) is a family of metrics on ∂Y depending smoothly
on ρ2 (hence even) up to ρ = 0.
In both cases the non-trapping assumption near infinity (8.3) is valid: see [14, Proof
of Lemma 4.1] for the asymptotically hyperbolic case; the asymptotically Euclidean case
follows from the same proof, with the fourth displayed equation of the proof replaced by
[49, (4.3)].
For asymptotically Euclidean manifolds (8.5) and (8.6) follow from the results of [49].
The modification of V can be done in any way which produces a non-trapping classical
flow: for instance we can choose V˜ = V + Vint where Vint is a smooth, large non-negative
potential (a barrier) supported in {ρ > 1}.
To obtain (8.7) more care is needed but, under additional assumptions one can use
an adaptation of the method of complex scaling of Aguilar-Combes, Balslev-Combes and
Simon – see [53] for the case of manifolds and for references. The simplest example for which
this is valid was considered in Theorem 1. For even asymptotically hyperbolic manifolds
the properties (8.5), (8.6), and (8.7) all follow from the recent work of Vasy [50].
As long we are not interested in analytic continuation properties, the weaker assumptions
(8.5) and (8.6) may hold in the generality considered by Cardoso-Vodev [9].
Proof of Theorem 6. To show how Theorem 6 follows from Theorem 2 we use the parametrix
construction of [14, §3]. For that we first have to relate the situation in this section to the
set-up in Theorem 2. It will be convenient to rescale ρ so that in (8.3) we can take 1 = 4.
Let X be any compact manifold without boundary such that Y ⊂ X is a smooth embed-
ding: for example, we may take X to be the double of Y . We then extend ρ to ρ ∈ L∞(X)
to be identically 0 on X \ Y . Let P ∈ Ψ2(X) be any selfadjoint semiclassical differential
operator satisfying
P |ρ>1 = Pg|ρ>1, P = −h2∆gX + VX ,
where gX is a Riemannian metric on X and VX ∈ C∞(X;R).
We then take W ∈ C∞(X; [0,∞)) such that
W (x) =
{
0 for ρ(x) > 1;
1 for ρ(x) < 1
2
.
Let V˜ ∈ C∞(Y ) be a potential for which (8.5) and (8.6) hold. We notice that one possibility
to obtain the required properties for P∞ is to take a complex potential V˜ = V −iW∞ where,
W∞ ∈ C∞(Y ; [0,∞))
W∞(x) =
{
0 for ρ(x) < 4,
1 for ρ(x) > 5,
, see Fig. 3.
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Using the convexity property (8.3) it is easy to check that this operator satisfies (8.5) and
(8.6). Then for Im z > 0, |Re z| ≤ δ, define the following holomorphic families of operators
RX(z) = (P − iW − z)−1, R∞(z) = (P∞ − z)−1.
Due to the compactness of X, the family of operators RX(z) : L
2(X) → L2(X) is mero-
morphic for z ∈ C. The resolvent RX(z) is estimated in Theorem 2. For the moment we
only assume that R∞(z) : L2(Y ) → L2(Y ) is holomorphic for Im z > 0 and satisfies (8.5),
(8.6).
Now take a cutoff function χX ∈ C∞(R, [0, 1]) with
suppχX ⊂ (2,∞), supp(1− χX) ⊂ (−∞, 3).
We put and χ∞ = 1− χX .
suppW∞
ρ = 0 1 2 3 4 5
suppW
χX(ρ+ 1) χ∞(ρ− 1)χX(ρ) χ∞(ρ)
Figure 3. Schematic representation of the cut-offs used in the proof of The-
orem 6 as functions of ρ(x). The spatial infinity is represented by ρ(x) = 0
and X \ Y corresponds to ρ(x) ≤ 0.
Our first Ansatz for the inverse of (Pg − z) is the operator
F (z) = χX(ρ(•) + 1)RX(z)χX(ρ(•)) + χ∞(ρ(•)− 1)R∞(z)χ∞(ρ(•)).
Note that F (z) : L2(Y )→ L2(Y ) for Im z > 0 since all the cut-off functions are supported
away from X \ Y . Also, the support properties of W , W∞ and χX show that
(Pg − z)χX(ρ(•) + 1) = χX(ρ(•) + 1)(P − iW − z) + [χX(ρ(•) + 1), h2∆g],
(Pg − z)χ∞(ρ(•)− 1) = χ∞(ρ(•)− 1)(P∞ − z) + [χ∞(ρ(•)− 1), h2∆g].
Hence
(Pg − z)F (z) = I + AX(z) + A∞(z),
where
AX(z) = [χX(ρ(•) + 1), h2∆g]RX(z)χX(ρ(•)),
A∞(z) = [χ∞(ρ(•)− 1), h2∆g]R∞(z)χ∞(ρ(•)).
Note that AX(z)
2 = A∞(z)2 = 0, due to the support properties
supp d (χX(ρ(•) + 1)) ∩ suppχX(ρ(•)) = ∅,
supp d (χ∞(ρ(•)− 1)) ∩ suppχ∞(ρ(•)) = ∅.(8.11)
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Moreover, thanks to assumptions (8.3) and (8.6) (see [14, Lemma 3.1]),
(8.12) ‖A∞(z)AX(z)‖L2(Y )→L2(Y ) = O(h∞), uniformly for Im z > 0, |Re z| ≤ δ.
Consequently
(Pg − z)F (z)
(
(I − AX(z)− A∞(z) + AX(z)A∞(z)
)
= I − E(z) ,(8.13)
where E(z) = A∞(z)AX(z)− A∞(z)AX(z)A∞(z) .(8.14)
Using (8.12) we see that E(z) = O(h∞)L2(Y )→L2(Y ), uniformly for Im z > 0, |Re z| ≤ δ.
This allows to write an explicit expression for (Pg − z)−1:
(Pg − z)−1 = F (z)(I − AX(z)− A∞(z) + AX(z)A∞(z))
∞∑
n=0
E(z)n .
We now want to estimate ‖ρs0(Pg − z)−1ρs0‖L2(Y )→L2(Y ). For this we expand the above
identity using the expression of F (z) (some terms vanish due to the support properties
(8.11)). Denoting aX = ‖RX(z)‖, a∞ = ‖ρs0R∞(z)ρs0‖, we get the bound
(8.15) ‖ρs0(Pg − z)−1ρs0‖ ≤ C
(
a∞ + aX + ha∞aX + h2a2∞aX
)
+O(h∞) .
Finally, we use the bounds (8.5) for a∞, the bound (1.18) for aX (with Im z ≥ 0), and
obtain the desired estimate (8.9).
When the assumption (8.7) holds, the construction shows that for χ ∈ C∞c (Y ) equal to
1 on a sufficiently large set,
χ(Pg − z)−1χ = χF (z)χ
(
I − AX(z)− A∞(z) + AXA∞(z)
)
χ
∞∑
n=0
(E(z)χ)n,
continues analytically to the same region as both RX(z) and χR∞(z)χ. The same expansion
as above allows to bound from above ‖χ(Pg − z)−1χ‖ by the same expression as in (8.15),
now using aX = ‖χRX(z)χ‖, a∞ = ‖χR∞(z)χ‖. By using (1.18) for aX , resp. (8.7) for a∞
(with now Im z taking negative values), we obtain (8.10). 
For completeness we conclude this section with the proof of Theorem 1. The conclusion
is valid under more general assumptions of Theorem 6.
Proof of Theorem 1. In the notation of Theorem 6, (1.3) is equivalent to the estimate
(8.16) ‖χψ(Pg)e−itPg/hχ‖L2(Y )→L2(Y ) ≤ C log 1/h
h1+c0γ
e−γt +O(h∞), γ = 1
2
(λ0 − ) ,
valid (with different constants) for any χ ∈ C∞c (Y ). Let ψ˜ ∈ C∞c (C) be an almost analytic
extension of ψ, that is a function with the property that ψ˜R= ψ and ∂¯zψ˜(z) = O(| Im z|∞)
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(see for instance [55, Theorem 3.6]). We can construct ψ˜ so that supp ψ˜ ⊂ [−δ/2, δ/2] −
i[−δ, δ]). We start with Stone’s formula
χψ(Pg)e
−itPg/hχ =
1
2pii
∫
R
ψ(λ)e−iλtχ
(
(Pg − λ− i0)−1 − (Pg − λ+ i0)−1
)
χdλ.
We now write R−(z) = (Pg − z)−1, for the resolvent in Im z < 0 (that is for the analytic
continuation of (Pg−(z−i0))−1 from Im z < 0) and R+(z) for the meromorphic continuation
of the resolvent from Im z > 0 to the lower half-plane. We then apply Green’s formula to
obtain, for 0 ≤ γ < λ0/2,
χψ(Pg)e
−itPg/hχ =
1
2pii
∫
Im z=−γh
e−itz/hχ(R+(z)−R−(z))χψ˜(z)dz
+
1
pi
∫∫
−γh≤Im z≤0
e−itz/hχ(R+(z)−R−(z))χ∂¯zψ˜(z)dm(z) ,
(8.17)
where dm(z) is the Lebesgue measure on C. From (1.18) (see Theorem 6) we get
‖χR+(z)χ‖L2→L2 ≤ Ch−(1+c0γ) log(1/h), ‖χR−(z)χ‖L2→L2 ≤ C/| Im z|,
for −γh ≤ Im z ≤ 0. Inserting these bounds in (8.17) gives (8.16) and that proves (a
generalized version of) Theorem 1. 
9. Decay of correlations for contact Anosov flows: Proof of Theorem 4
Most of this section is devoted to the proof of Theorem 4. This proof will be obtained by
adapting the proof of Theorem 2, after reviewing the geometric point of view of Tsujii [47]
and Faure–Sjo¨strand [23] (see also [13]). At the end of the section we deduce Corollary 5
on the decay of correlations.
9.1. Geometric structure. Let X be a smooth compact manifold of dimension d = 2k−1,
k ≥ 2. We assume that X is equipped with a contact 1-form α, that is, a form such that
(dα)∧(k−1) ∧ α is non-degenerate. The Reeb vector field, Ξ, is defined as the unique vector
field satisfying
Ξx ∈ ker dαx, αx(Ξx) = 1, x ∈ X .
We assume that
(9.1) γt
def
= exp tΞ defines an Anosov flow on X.
That means that at each point x ∈ X, the tangent space has a γt-invariant decomposition
into neutral (one dimensional), stable and unstable subspaces (each (k − 1)-dimensional):
(9.2) TxX = E0(x)⊕ Es(x)⊕ Eu(x), E0(x) = RΞx.
We note that Eu(x)⊕ Es(x) span the kernel of αx.
The dual decomposition is obtained by taking E∗0(x) to be the annihilator of Es(x) ⊕
Eu(x), E
∗
u(x) the annihillator of Eu(x)⊕E0(x), and similarly for E∗s (x). That makes E∗s (x)
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dual to Eu(x), E
∗
u(x) dual to Es(x), and E
∗
0(x) dual to E0(x). The fiber of the cotangent
bundle then decomposes as
(9.3) T ∗xX = E
∗
0(x)⊕ E∗s (x)⊕ E∗u(x).
The distributions E∗s (x) and E
∗
u(x) have only Ho¨lder regularity, but E
∗
0(x) and E
∗
s (x)⊕E∗u(x)
are smooth, and E∗0(x) = Rαx ⊂ T ∗xX.
The approach of [23] highlights the analogy between this dynamical setting and the
scattering theory for the Schro¨dinger equation. The role of the Schro¨dinger operator is
played by the (rescaled) generator of the flow γt = exp tΞ:
(9.4) γ∗t u = e
itP/hu, u ∈ C∞(X), P = −ihΞ .
The principal symbol of P simply reads p(x, ξ) = ξ(Ξx).
The flow γt can be lifted to a Hamiltonian flow ϕt on T
∗X:
ϕt : (x, ξ) 7−→ (γt(x),tdγt(x)−1ξ),
which is generated by p(x, ξ): ϕt = exp tHp.
For each energy E ∈ R, the energy shell p−1(E) is a union of affine subspaces:
p−1(E) =
⋃
x∈X
{(x, ξ) : αx(ξ) = E} =
⋃
x∈X
(Eαx + E
∗
u(x) + E
∗
s (x)) .
We note that each of these energy shells has infinite volume; as opposed to the scattering
theory setting, infinity occurs here in the momentum direction (the fibers), while the spatial
direction is compact.
The Anosov assumption implies that for t > 0,
(9.5) |ϕt(x, ξ)| ≤ Ce−λt|ξ|, ξ ∈ E∗s (x), |ϕ−t(x, ξ)| ≤ Ce−λt|ξ|, ξ ∈ E∗u(x),
where | • | = | • |y denotes a norm on T ∗yX, and we consider ϕt(x, ξ) ∈ T ∗pi(ϕt(x,ξ))X. Since
the action of ϕt inside each fiber T
∗
xX is linear, we see that the only trapped points in T
∗X
must be on the line E∗0(x). More precisely, the trapped set at energy E ∈ R is given by
KE =
⋃
x∈X
(
E∗0(x) ∩ p−1(E)
)
=
⋃
x∈X
Eαx ,
that is KE is the image of the section Eα in T
∗X.
Stacking together energies E ∈ (1− δ, 1 + δ), 0 < δ < 1, we obtain the trapped set
Kδ = K =
⋃
|E−1|<δ
KE = {Eαx, x ∈ X, |E − 1| < δ} ⊂ T ∗X .
This trapped set is normally hyperbolic in the sense of (1.17).
Indeed, we first note that Kδ is a symplectic submanifold of T ∗X of dimension d+1 = 2k.
Indeed, using (x,E), x ∈ X, as coordinates on Kδ, (x,E) 7→ Eαx, we have
ωKδ= d(Eα) = dE ∧ α + E dα .
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This form is nondegenerate for E 6= 0 since α is a contact form.
The tangent space to Kδ is given by the image of the differential of
X × R 3 (x,E) 7→ Eαx def= (x, ξ = Eβ(x)) ,
where we see β(x) as the vector in Rd representing αx. Hence,
TEαxK
δ = E(dα)x(TxX, •) + Rαx = {(v, E dβ(x)v + sβ(x)) : v ∈ TxX, s ∈ R}
⊂ TxX ⊕ T ∗xX ≡ TEαx(T ∗X).
(9.6)
Here dβ(x) can be interpreted as the Jacobian matrix ∂β/∂x on Rd.
For each x ∈ X, the symplectic orthogonal to TEαxKδ, denoted (TEαxKδ)⊥, can be
obtained by lifting the vectors in kerαx as follows:
v ∈ kerαx 7→ L⊥E(v) def= (v, E t(dβ(x))v) ∈ TxX ⊕ T ∗xX ≡ TEαx(T ∗X) ,
where t(dβ(x)) denotes the transpose of dβ(x). This subspace (TEαxK
δ)⊥ is symplectic and
transverse to Kδ:
TρK
δ ⊕ (TρKδ)⊥ = Tρ(T ∗X), ∀ρ = Eαx ∈ Kδ.
Since kerαx = Eu(x)⊕ Es(x), we can naturally split the orthogonal subspace into
(TρK
δ)⊥ = E+ρ ⊕ E−ρ , E+ρ = L⊥E(Eu(x)), E−ρ = L⊥E(Es(x)), ρ = Eαx ∈ Kδ .
The distributions E±Eαx are transverse to each other and flow-invariant. E
+
Eαx
is a particular
subspace of the global unstable subspace Eu(x) ⊕ E∗u(x) ⊂ TEαx(T ∗X), and similarly for
E−Eαx . Hence, in the present setting, the subspaces E
±
ρ exactly correspond to the subspaces
described in Lemma 4.1.
9.2. Microlocally weighted spaces and the definition of resonances. Following [13]
we now review the construction [23] of Hilbert spaces on which P − z (with P given in
(9.4)) is a Fredholm operator for Im z > −βh, for some arbitrary β > 0.
The key to the definition of these Hilbert spaces is a construction of a weight function
which we quote from [23, Lemma 1.2] and [13, Lemma 3.1]. We use the notation E∗• =⋃
x∈X E
∗
•(x) ⊂ T ∗X.
Lemma 9.1. Let U0, U
′
0 be conic neighbourhoods of E
∗
0 , with U0 b U ′0 and U ′0∩ (E∗u∪E∗s ) =
∅. There exist real-valued functions m ∈ S0(T ∗X), f0 ∈ S1(T ∗X) such that
(1) m is positively homogeneous of degree 0 for |ξ| ≥ 1/2, equal to −1, 0, 1 near the
intersection of {|ξ| ≥ 1/2} with E∗u, E∗0 , E∗s , respectively, and
(9.7) Hpm < 0 near (U
′
0 \ U0) ∩ {|ξ| > 1/2}, Hpm ≤ 0 on {|ξ| > 1/2};
(2) 〈ξ〉−1f0 ≥ c > 0 for some constant c;
(3) the function G def= m log f0 satisfies
(9.8) HpG ≤ −2 on {|ξ| ≥ 1/2} \ U0, HpG ≤ 0 on {|ξ| ≥ 1/2}.
DECAY OF CORRELATIONS 63
The function G also satisfies derivative bounds
(9.9) G = O(log〈ξ〉), ∂αx∂βξHkpG = O
(〈ξ〉−|β|+) , |α|+ |β|+ k ≥ 1 ,
for any  > 0.
As in [13, §3] we define
(9.10) HtG(X)
def
= e−tG
w
L2(X, dx),
where t > 0 is a positive parameter.
The domain of P acting on HtG is defined as
(9.11) DtG def= {u ∈ D′(X) : u, Pu ∈ HtG}.
The action of P on HtG is equivalent to the action of the operator PtG on L2:
PtG
def
= etG
w
Pe−tG
w
= exp(t adGw)P
=
N∑
k=0
tk
k!
adkGw P +RN(x, hD), RN ∈ hN+1S−N+, ∀  > 0.
(9.12)
The validity of (9.12) follows from the fact that the operators e±tG
w
are pseudodifferen-
tial operators [55, Theorem 8.6], hence the pseudodifferential calculus applies directly [55,
Theorem 9.5, Theorem 14.1]. This expansion and the arguments in [23, §3] give
Proposition 9.2. For PtG defined by (9.12), we have
i) the operator PtG − z : D(PtG) → L2 is Fredholm of index zero for Im z > −th. Here
D(PtG) is the domain of PtG.
ii) for C > 0 large enough, (PtG − z) is invertible on {Im z > Ch}.
In [23] the above construction was performed, replacing the h-quantization by the h = 1
quantization. It lead to the construction of HtG,1(X) = e−tG
w(x,D)L2(X) equal, as vec-
tor space, to the above h-dependent space HtG(X). The norms of these two spaces are
equivalent with one another, but in an h-dependent way:
(9.13) hN‖u‖HtG,1(X)/C0 ≤ ‖u‖HtG(X) ≤ C0h−N ‖u‖HtG,1(X) ,
— see [13, §3]. As a consequence, if we call P1 = −iΞ, Theorem 4 translates into the fact
that PtG,1
def
= etG
w(x,D)P1e
−tGw(x,D) is Fredholm in the strip {Imλ > −t}, admits finitely
many eigenvalues in the strip {Imλ ≥ −λ0/2 + 0}, and satisfies the resolvent estimate
(9.14) ‖(PtG,1 − λ)−1‖L2→L2 = O(λN0), Imλ ≥ −λ0/2 + 0, |Reλ| ≥ C .
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9.3. Reduction to Theorem 2. In order to prove Theorem 4, we proceed as in the proof
of Theorem 6 in §8, by constructing two operators which microlocally agree with PtG (up
to negligible error terms) on different subsets of T ∗X.
Let W ∈ Ψ1(X) be as in Example 2 of §1.3. The trapped set defined in §1.3 agrees
with the trapped set in §9.1 and, as shown in (9.5), it satisfies, the assumptions of normal
hyperbolicity. Hence Theorem 2 applies to P˜ = P − iW . If A ∈ Ψcomp(X) satisfies
(9.15) WFh(A) b (G−1(0))◦, WFh(A) ∩ {(x, ξ) : |ξ|gx ≥M} = ∅,
(where M is the one appearing in the definition of W – see (1.13)) then
(9.16) AP˜ = APtG +O(h∞)D′→C∞ .
We now introduce an operator which has better global properties and agrees with PtG
near infinity. For that we proceed as in the proof of Theorem 6, and take W∞ ∈ Ψcomp(X)
such that
(9.17) WFh(W∞) b (G−1(0))◦, WFh(I −W∞) ⊂ {Kδ, WFh(W ) ∩WFh(W∞) = ∅.
We then put
P∞ = PtG − iW∞.
Then for any B with WFh(I −B) ⊂ {WFh(W∞),
(9.18) (I −B)P∞ = (I −B)PtG +O(h∞)D′→C∞ .
Properties of the operator P∞ are listed in the following
Lemma 9.3. Fix β > 0 and let t be large enough so that PtG − z is a Fredholm opeartor
for Im z > −βh. Then, there exists N0 and h0 such that, for 0 < h < h0,
‖(P∞ − z)−1‖L2→L2 ≤ h−N0 , z ∈ [1− δ/2, 1 + δ/2]− ih[0, β] .
In addition the analogue of (8.6) holds for P∞: in the same range of z,
u = (P∞ − z)−1f, f ∈ C∞(X) =⇒
WFh(u) \WFh(f) ⊂ exp([0,∞)Hp)
(
WFh(f) ∩ p−1(Re z)
)
.
(9.19)
Proof. The first part follows from the now standard non-trapping estimates (see [43, §4]).
In the setting of Anosov flows the details are presented in the proof of [13, Lemma 5.1]
(only the escape function constructed in Lemma 4.6 above is needed).
The propagation result is a real principal type propagation result [55, Theorem 12.5]
which holds when the imaginary part of the symbol is non-positive – see Lemma A.1 below
for a dynamical version. 
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|ξ| → ∞
WFh(W∞)
WFh(W )
suppG
A1 B1A0 B0
Figure 4. Schematic representation of pseudodifferential cut-offs used in the
proof of Theorem 4. The horizontal axis corresponds to |ξ|, the cotangent
variable. Infinity in |ξ| plays the role of ρ = 0 in Fig. 3. The asymmetry
is intentional, to stress that there is no need for an auxiliary manifold, as
opposed to the proof of Theorem 6 illustrated in Fig. 3.
Proof of Theorem 4. The proof is a repetition of the proof of Theorem 3 with RX replaced
by (P˜ − z)−1 and R∞ by (P∞ − z)−1. The spatial cut-off functions are replaced by pseud-
ifferential operators: χX(ρ(x)) is replaced by A0 ∈ Ψcomp(X), satisfying
WFh(A0) ∩ {(x, ξ) : |ξ|gx ≥M} = ∅, WFh(I − A0) ∩WFh(W∞) = ∅,
where M is given in the definition of W , see (1.13). The function χX(ρ(x) + 1) is replaced
by A1 ∈ Ψcomp(X), where
WFh(I − A1) ∩WFh(A0) = ∅, WFh(A1) ∩ {(x, ξ) : |ξ|gx ≥M} = ∅,
χ∞(ρ(x)) is replaced by B0
def
= I −A0 ∈ Ψ0(X), and finally χ∞(ρ(x)− 1) by B1 ∈ Ψ0(X) ,
where
WFh(W∞) ∩WFh(B1) = ∅, WFh(I −B1) ∩WFh(B0) = ∅.
We also require that
WFh(A1),WFh(I −B1) ⊂ (G−1(0))◦.
The parametrix is now obtained by putting
F (z) = A1(P − iW − z)−1A0 +B1(PtG − iW∞ − z)−1B0.
Using (9.16), (9.18) and Lemma 9.3 we obtain the theorem by proceeding as in the proof
of Theorem 3 in §8. 
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Proof of Corollary 5. We will use the nonsemiclassical operator P1 = −iΞ. It is selfadjoint
on L2(X) – see [23, Appendix A] – hence, by Stone’s formula, we get for any f, g ∈ C∞(X)∫
X
γ∗−tf g dx = 〈e−itP1f, g¯〉
=
1
2pii
∫
R
e−iλt
(〈(P1 − λ− i0)−1f, g¯〉 − 〈(P1 − λ+ i0)−1f, g¯〉) dλ
=
1
2pii
∑
±
∓
∫
R
e−iλt(λ+ i)−k〈(P1 − λ± i0)−1(P1 + i)kf, g¯〉dλ .
Here the brackets 〈•, •〉 represent L2(X) scalar products.
For t > 0 we can deform the contour in the integral corresponding to +i0 (λ approaching
the real axis from below), where ‖(P1 − λ)−1‖ ≤ | Imλ|−1, so that for k > 1 the integral is
bounded as
− 1
2pii
∫
R−iA
e−iλt(λ+ i)−k〈(P1 − λ)−1(P1 + i)kf, g¯〉dλ = O(e−tA‖f‖Hk‖g‖L2) .
Thus,∫
X
γ∗t f g dx =
1
2pii
∫
R
e−iλt(λ+ i)−k〈(P1 − λ− i0)−1(P1 + i)kf, g¯〉+Of,g(e−tA),
for any A, with the bounds depending on seminorms of f and g in C∞. We now use the
nonsemiclassical weights Gw(x,D) constructed in §9.2 to conjugate P1, and write∫
X
γ∗t f g dx =
1
2pii
∫
R
e−iλt(λ+ i)−k〈(PtG,1 − λ− i0)−1(PtG,1 + i)ketGw(x,D)f, e−tGw(x,D)g¯〉+Of,g(e−tA).
The nonsemiclassical analogue (9.14) of Theorem 4 shows that, by taking k > N0 + 1, we
may deform the contour of integration down to Imλ = −λ0/2 + , collecting finitely many
poles µj, to finally obtain the expansion (1.22). 
Appendix: Evolution for the CAP-modified Hamiltonian.
In the appendix we show some properties of the CAP-modified Hamiltonian, that is the
Hamiltonian modified by adding a complex absorbing potential. At first we work under
the general assumptions (1.9).
The semigroup exp(−it(P − iW )/h) : L2(X)→ L2(X) is defined using the Hille-Yosida
theorem: for h small P − iW − i is invertible as its symbol is elliptic in the semiclassical
sense (see (1.11) and [55, Theorem 4.29]). Ellipticity assumption for large values of ξ also
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shows that P − iW is a Fredholm operator, and the comment about invertibility shows
that it has index 0. The estimate
‖(P − iW − z)u‖‖u‖ ≥ − Im〈(P − iW − z)u, u〉 ≥ Im z‖u‖2, u ∈ Hmh (X),
then shows invertibility for Im z > 0, with the bound
‖(P − iW − z)−1‖L2→L2 ≤ 1
Im z
, Im z > 0.
Since the domain of P − iW is given by Hm(X) which is dense in L2, the hypotheses of
the Hille-Yosida theorem are satisfied, and
‖e−it(P−iW )/h‖L2→L2 ≤ 1, t ≥ 0,
e−it(P−iW )/he−is(P−iW )/h = e−i(t+s)(P−iW )/h, t, s ≥ 0.(A.1)
Alternatively we can show the existence of the semigroup exp(−it(P−iW )/h) using energy
estimates, just as is done in the proof of [55, Theorem 10.3]. We get that for any T > 0,
(A.2) e−it(P−iW )/h ∈ C([0, T ];L(Hsh(X), Hsh(X))) ∩ C1([0, T ];L(Hsh, Hs−mh )).
Our final estimates will all be given for L2 only and that is sufficient for our purposes.
The first result we state concerns propagation of semiclassical wave front sets. We recall
the notation ϕt = exp(tHp) for the Hamiltonian flow generated by p(x, ξ).
Lemma A.1. Suppose that A ∈ Ψcomp(X). Then for any T independent of h there exists
a smooth family of operators
(A.3) [0, T ] 3 t 7−→ Q(t) ∈ Ψcomp(X), WFh(I −Q(t)) ∩ ϕt(WFh(A)) = ∅,
such that
(A.4) (I −Q(t)) e−it(P−iW )/hA = O(h∞)L2→L2 .
In addition if WFh(A) ⊂ w−1([1,∞)), 1 > 0, then for any fixed t > 0,
(A.5) e−it(P−iW )/hA = O(h∞)L2→L2 , A e−it(P−iW )/h = O(h∞)L2→L2 .
Proof. We first construct Q(t) using a semiclassical adaptation of a standard microlocal
procedure – see [30, §23.1]. For that, let Q(0) ∈ Ψcomp(X) be an operator satisfying
WFh(I − Q(0)) ∩WFh(A) = ∅, and with the principal symbol, q0(0), independent of h.
Using the fact that the flow ϕt is defined for all t we put q0(t)
def
= ϕ∗−tq0(0). In terms of the
Poisson bracket on the extended phase space T ∗(Rt ×X) 3 (t, x, τ, ξ), this means that the
function q0(t) satisfies the identity {τ + p, q0(t)} = 0. Consequently, at the quantum level
we have
[hDt + P,Op
w
h (q0(t)] = hR1(t), R1(t) ∈ Ψcomp(X),
Opwh (q0(0))−Q(0) = hE1, E1 ∈ Ψcomp(X),
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and the principal symbols of R1, E1, r1, e1 ∈ C∞c (T ∗X), are independent of h. If p1 =
σ((P −Opwh (p))/h, we then solve (in the unknown q1(t)) the equation
{τ + p, q1(t)} = r1 − {p1, q0(t)}, q1(0) = e1.
By iteration of this procedure we obtain q` ∈ C∞(T ∗X) such that
[hDt + P,
N−1∑
`=0
hjOpwh (q`(t))] = h
NRN(t), RN(t) ∈ Ψcomp(X),
N−1∑
`=1
h`Opwh (q`(0))−Q(0) = hNEN , EN ∈ Ψcomp(X).
By a standard Borel resummation we may construct Q(t) ∈ Ψcomp(X) such that Q(t) ∼∑
`≥0 h
jOpwh (q`(t)).
For any N > 0 we can iteratively construct a sequence of auxiliary operators Qj(t) =
Qj(t)
∗ ∈ Ψcomp(X), 0 ≤ j ≤ N , satisfying
WFh(I −Qj+1(t)) ∩WFh(Qj(t)) = WFh(I −Qj(t)) ∩ ϕt(WFh(A))
= WFh(I −Q(t)) ∩WFh(Qj(t)) = ∅,
[Qj(t), hDt + P ] ∈ C∞
(
[0, T ];h∞Ψcomp(X)
)
.
(A.6)
(These assumptions imply that ϕt(WFh(A)) ⊂WF(Qj(t)) ⊂WF(Qj+1(t)) ⊂WF(Q(t)).)
Let v(t)
def
= e−it(P−iW )/hAu, ‖u‖L2 = 1. Our aim is to prove the following property:
(A.7) wj(t)
def
= (I −Qj(t))v(t) = O(hj/2)L2 , for j = 0, . . . , N, 0 ≤ t ≤ T.
Since A ∈ Ψcomp, (A.2) shows that this property holds for j = 0. Let us now prove that, if
true at the level j, it then holds at the level j + 1.
Noting that
(A.8) wj+1 = (I −Qj+1)wj +O(h∞)C∞ ,
we have
(hDt + P − iW )wj+1 = (I −Qj+1(t))(hDt + P − iW )wj − i[W,Qj+1]wj +O(h∞)L2
Dividing by h/i, taking the inner product with wj+1, taking real parts and integrating gives
‖wj+1(t)‖2L2 − ‖wj+1(0)‖2L2 + 2
∫ t
0
〈Wwj+1(s), wj+1(s)〉ds =
2
h
∫ t
0
Re〈[W,Qj+1(s)]wj(s), wj+1(s)〉ds+O(h∞),
(A.9)
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Now,
(I −Qj+1(s))[W, (I −Qj+1(s))] = ihBj+1(s) + h2Cj+1(s),
Bj+1(s), Cj+1(s) ∈ Ψcomp(X), Bj+1(s) = Bj+1(s)∗.
Hence, using (A.8) and the induction hypothesis (A.7), the right hand side of (A.9) becomes
2h
∫ t
0
Re〈Cj+1(s)wj(s), wj(s)〉ds+O(h∞) = O(hj+1).
Returning to (A.9) and using the non-negativity of W , we see that
‖wj+1(t)‖2L2 ≤ ‖wj+1(0)‖2L2 + Chj+1.
Since
wj+1(0) = (I −Qj+1)Au = O(h∞)L2 ,
we have established (A.7) with j replaced by j + 1.
The estimate (A.4) then follows from
(I −Q(t))v(t) = (I −Q(t))wj(t) +OL2(h∞),
the estimate (A.7) at the level j = N , and the fact that N could be taken arbitrary large.
To see (A.5) we note that if A ∈ Ψcomp(X) then
WFh(A) ⊂ w−1([1,∞) =⇒ ϕt(WFh(A)) ⊂ w−1([1/2,∞) for 0 ≤ t ≤ δ.
Hence, by (A.4),
WFh(v(t)) ⊂ w−1([1/2,∞), v(t) def= e−it(P−iW )/hAu, ‖u‖L2 = 1, 0 ≤ t ≤ δ.
This means that we can modify W into W1, so that
σ(W1)(x, ξ) ≥ 〈ξ〉k/C, W1 ≥ c0, for 0 < h < h0,
while we have
0 = (hDt + P − iW )v(t) = (hDt + P − iW1)v(t) +O(h∞)C∞ uniformly for 0 ≤ t ≤ δ .
Taking the imaginary part of the inner product of the above expression with v(t) gives
h
2
∂t‖v(t)‖2L2 = −〈W1v(t), v(t)〉+O(h∞) ≤ −c0‖v(t)‖2 +O(h∞),
and hence
‖v(t)‖2L2 = O(h∞) uniformly for δ/2 ≤ t ≤ δ .
This proves the first part of (A.5). The second part follows by taking a conjugate:
Ae−it(P−iW )/h =
(
e−it(−P−iW )/hA∗
)∗
, and all the arguments remain valid for P replaced
by −P . 
The next lemma is needed in §7 and follows immediately from Lemma A.1:
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Proposition A.2. Suppose that A ∈ Ψcomp(X) satisfies
(A.10) WFh(A) ⊂ p−1((−δ, δ)) ∩ w−1([0, 1)),
for some 1 > 0 and that T is independent of h.
Then there exists B ∈ Ψcomp(X) for which (A.10) holds with B in place of A, and
(A.11) e−it(P−iW )/hA = Be−it(P−iW )/hA+O(h∞)L2→L2 , 0 ≤ t ≤ T.
Proof. Using again the operator Q(t) constructed in the proof of Lemma A.1, we take
a compact set L containing WFh(Q(t)) for all 0 ≤ t ≤ T . By taking WFh(Q(0)) ⊂
p−1((−δ, δ)) (which is possible due the assumptions on A) we see that we can assume
L ⊂ p−1((−δ, δ)). We can now choose B ∈ Ψcomp(X) such that
WFh(I −B) ∩ L ∩ w−1([0, 1/3]) = ∅, WFh(B) ⊂ p−1((−δ, δ)) ∩ w−1([0, 1/2).
This implies that (I − B)Q(t) = C(t), where WFh(C(t)) ⊂ w−1([1/3,∞)), and hence, by
(A.4) and (A.5),
(I −B)e−it(P−iW )/hA = (C(t) + (I −B)(I −Q(t))e−it(P−iW )/hA = O(h∞)L2→L2 ,
proving (A.11). 
Finally we present a modification of [38, Lemma A.1]. The modification lies in slightly
different assumptions on P and W , and the proof also corrects a mistake in the proof given
in [38]. From now on we work under the extra assumption (1.10) on the CAP. We remark
that in [38] we only needed Lemma A.1 and hence the assumption (1.10) was not required.
Proposition A.3. Suppose that X is a compact manifold, P is a self-adjoint operator,
P ∈ Ψm(X), W ∈ Ψk(X), W ≥ 0, and that (1.9) and (1.10) hold. Then for any t
independent of h, for A ∈ Ψcomp(X) satisfying (A.10), we may write
eitP/he−it(P−iW )/hA = VA(t) +O(h∞)L2→L2 ,
where
VA(t) ∈ Ψcompγ (X), WFh(VA(t)) ⊂
⋂
0≤s≤t
(ϕ−s(w−1(0))) ∩WFh(A),
σ(VA(t)) = exp
(
−1
h
∫ t
0
ϕ∗sWds
)
σ(A) .
(A.12)
The class of operators Ψcompγ was introduced in §3.2.
The proof is based on the following lemma inspired by the pseudodifferential approach
to constructing parametrices for parabolic equations presented in [33].
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Lemma A.4. Suppose that t 7→ p(t, z, h), p(t, •, h) ∈ C∞c (R2n;R), is a family of functions
satisfying
(A.13)
∂kt ∂
α
z p(t, z, h) = Ok,α(1), p ≥ −Ch, 0 < h < h0,
|∂αz p(t, z, h)| = Oα(p1−δ), 0 < δ < 12 .
Then, for 0 ≤ s ≤ t there exists E(t, s) ∈ Ψδ(Rn) such that
(h∂t + p
w(t, x, hDx, h))E(t, s) = 0, t ≥ s ≥ 0, E(s, s) = I.
Moreover, E(t, s) = ew(t, s, x, hDx, h) where e(t, s) ∈ Sδ(R2n) has an explicit expansion
given in (A.26) below.
Proof. Replacing p by p+ (C + 1)h, gives p ≥ h and p(t, •, h) ∈ (C + 1)h+ C∞c (R2nz ). The
multiplicative factor e(C+1)(t−s) in the evolution equation is irrelevant to our estimates.
For any N ≥ 0 we try to approximate the symbol e(t, s, x, ξ, h) by an expansion of the
form
(A.14) fN(t, s, z, h)
def
=
N∑
j=0
hjej(t, s, z, h) .
The symbol of the operator h∂tf
w
N + p
wfwN can be expanded using the standard notation
aw ◦ bw = (a#b)w and the product formula (see for instance [55, Theorem 4.12]):
h∂tfN(t, s) + [p(t)#fN(t, s)]
=
N∑
j=0
hj
(
h∂tej(t, s) +
N−j−1∑
k=0
1
k!
(
1
2
ihω(Dz, Dw)
)k
p(t, z)ej(t, s, w)|z=w + hN−jrN,j
)
=
N∑
j=0
hj
(
(h∂t + p(t))ej(t, s) +
j−1∑
`=0
1
(j − `)!
(
1
2
iω(Dz, Dw)
)j−`
p(t, z)e`(t, s, w)|z=w
)
+ hNrN(t, s, z), rN(t, s, z)
def
=
N−1∑
j=0
rN,j(t, s, z).
The remainders satisfy the following bounds (see for instance [43, (3.12)]):
sup
z
|∂αz rN,j(t, s, z)| ≤
Cα,N,j
∑
α1+α2=α
sup
z,w
sup
|β|≤M,β∈N4n
∣∣∣(h 12∂z,w)β(σ(Dz, Dw))N−j∂α1z p(z)∂α2w ej(w)∣∣∣ .(A.15)
The standard strategy is now to iteratively construct the symbols ej so that each term in
the above expansion vanishes. The term j = 0 simply reads (h∂t + p)e0 = 0. From the
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initial condition e0(s, s) ≡ 1, it is solved by
(A.16) e0(t, s, z, h) = exp
(
− 1
h
∫ t
s
p(s′, z, h)ds′
)
.
For j ≥ 1, the symbol ej is obtained iteratively by solving
(A.17)
ej(t, s, z)
def
=
1
h
∫ t
s
e0(t, s
′, z)qj(s′, s, z)ds′, ej(t, s, •) ∈ C∞c (R2n),
qj(t, s, z)
def
= −
j−1∑
`=0
1
(j − `)!
(
1
2
iω(Dz, Dw)
)j−`
p(t, z)e`(t, s, w)|z=w ∈ C∞c (R2nz ) .
This construction formally leads to an approximate solution:
(A.18) h∂tfN(t, s, z) + [p(t, •)#fN(t, s, •)] (z) = hNrN(t, s, z).
To make the approximation effective, we now need to check that the sum (A.14) is indeed
an expansion in power of h. We thus need to estimate the ej’s and thereby the remainders
rN,j’s.
We will prove the following estimate by induction:
(A.19) |∂αz ej(t, s, z)| ≤ Cα,jh−2δj−δ|α|
(
1 +
(
1
h
∫ t
s
p(s′, z)ds′
)2j+|α|)
e0(t, s, z).
For that we first note that, as p ≥ h, and |∂αp| ≤ Cαp1−δ, we have
(A.20) |∂αp| ≤ Cαh−δp.
Consequently, for j = 0 we have
|∂αz e0(t, s, z)| ≤
∑
∑k
`=1 α`=α
k∏
`=1
(
1
h
∫ t
s
|∂α`p(s′, z)|ds′
)
e0(t, s, z)
≤ Cα
∑
∑k
`=1 α`=α
k∏
`=1
(
h−δ 1
h
∫ t
s
p(s′, z)ds′
)
e0(t, s, z)
≤ C ′αh−δ|α|
(
1 +
(
1
h
∫ t
s
p(s′, z)ds′
)|α|)
e0(t, s, z),
(A.21)
Here we used the fact that k ≤ |α| and that
Ak ≤ cα(1 + A|α|), A = 1h
∫ t
s
p(s′, z)ds′ ≥ 0.
This gives (A.19) for j = 0.
To proceed with the induction we put
aj,α(t, s, z)
def
= ∂αz ej(t, s, z)/e0(t, s, z), bj,α(t, s, z)
def
= ∂αz qj(t, s, z)/e0(t, s, z),
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noting that, for some coefficients, c•,
bj,α(t, s, z) =
j−1∑
`=0
∑
β1+β2=α
cβ1,β2,`,jω(Dz, Dw)
j−`∂β1z p(t, z)a`,β2(t, s, w)|z=w,
aj,α(t, s, z) =
1
h
∑
β1+β2=α
cβ1,β2,j
∫ t
s
a0,β1(t, s
′, z)bj,β2(s
′, s)ds′,
(A.22)
where the last equality follows from e0(t, s
′, z)e0(s′, s, z) = e0(t, s, z), s ≤ s′ ≤ t.
Our aim is to show
(A.23) |bj,α(t, s, z)| ≤ Cα,jh−2δj−δ|α|p(t, z)
(
1 +
(
1
h
∫ t
s
p(s′, z)ds′
)2j+|α|−1)
,
and
(A.24) |aj,α(t, s, z)| ≤ C ′α,jh−2δj−δ|α|
(
1 +
(
1
h
∫ t
s
p(s′, z)ds′
)2j+|α|)
,
assuming the statements are true for j replaced by smaller values.
We note that the case of j = 0 has been shown in (A.21), and since b0,α ≡ 0.
The first estimate (A.23) follows immediately from the inductive hypothesis on a`,α,
0 ≤ ` ≤ j − 1 and the estimates on p in (A.20). The second estimate (A.24) follows from
(A.21), (A.23) and the obvious fact that
∫ s2
s1
p(s′)ds′ ≤ ∫ t
s
p(s′)ds′, s ≤ s1 ≤ s2 ≤ t.
We note that (A.19) and the definition of e0 given in (A.16) imply that
∂αz ej(t, s, z) = O(h−δ|α|−2δj) , j ≥ 0 .
so from (A.14) we see that the symbol fN(t, s) ∈ Sδ(R2n).
The bounds (A.15) then show that the remainders satisfy
|∂αrN(t, s, z)| ≤ CN,αh−2δN−δ|α|.
Going back to (A.18) we get the expression
(A.25) E(t, s) = fwN(t, s, x, hDx) + h
N−1
∫ t
s
E(t, s′)rwN(s
′, s, x, hDx).
(We note that, since pw(t, x, hDx) ≥ −Ch by the sharp G˚arding inequality [55, Theorem
4.32], and since pw is bounded on L2, the operator E(t, s) exists and is bounded on L2,
uniformly in h.) Since operators in Ψδ are uniformly bounded on L
2 [55, Theorem 4.23], it
follows that
E(t, s) = fwN(t, s, x, hDx) +O(h(1−2δ)N)L2→L2 .
To show that E(t, s) − ew0 (s, t, x, hDx) ∈ Ψcompδ (Rn), we use (A.25) and Beals’s lemma in
the form given in [43, Lemma 3.5, h˜ = 1]: `j are linear functions on R2n, `wj = `wj (x, hD),
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then
ad`w1 · · · ad`wJ E(s, t) =
ad`w1 · · · ad`wJ fwN(s, t, x, hDx) + hN−1
∫ t
s
ad`w1 · · · ad`wJ (E(s, s′)rwN(s′, s, x, hDx)) ds′
= O(h(1−2δ)J)L2→L2 +O(h(1−2δ)N)L2→L2 = O(h(1−2δ)J)L2→L2 ,
if N is large enough. Here we used the fact that fN , rN ∈ Sδ and that ad`w1 · · · ad`wJ E(s, t) =O(1)L2→L2 , which follows from considering the evolutions equation for the operator on the
left hand side.
In conclusion we have shown that E(t, s) = ew(t, s, x, hDx), where e ∈ Sδ(Rn) admits
the expansion
(A.26) e(t, s, z, h) ∼
∑
j≥0
hjej(t, s, z, h), ej(t, s) ∈ h−2δjScompδ (R2n), j ≥ 1,
with e0 given by (A.16). 
Proof of Proposition A.3. We first observe that Lemma A.1 (applied both to propagators
for P − iW and for P ) shows that for B ∈ Ψcomp(X) satisfying WFh(I−B)∩WFh(A) = ∅,
eitP/he−it(P−iW )/hA = BeitP/he−it(P−iW )/hA+O(h∞)L2→L2 .
We can choose B = B∗. Since
h∂t
(
BeitP/he−it(P−iW )/hA
)
= −BeitP/hWe−itP/heitP/he−it(P−iW )/hA
= − (BeitP/hWe−itP/hB) (BeitP/he−it(P−iW )/hA)+O(h∞)L2→L2 ,
it follows that
(A.27) B eitP/he−it(P−iW )/hA = V B(t) +O(h∞)L2→L2 ,
where
(A.28) h∂tV
B(t) = −WB(t)V B(t), WB(t) def= BeitP/hWe−itP/hB.
We note that WB(t) ∈ Ψcomp(X), WFh(WB(t)) ⊂ WFh(B), and that WB(t) ≥ 0. Hence
V B(t) = O(1)L2→L2 and (A.27) follows from Duhamel’s formula.
By decomposing A as a sum of operators, we can assume that WFh(A) is supported in
a neighbourhood of a fiber of a point in X. Hence, by choosing B with a sufficiently small
wave front set, we only need to prove that V B(t) ∈ Ψδ for X = Rn; that follows from
Lemma A.4, since the symbol of WB(t) satisfies the assumptions (A.13). The second and
third properties in (A.12) follows from (A.5) and (A.26). 
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