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Abstract
Cross-scene model adaption is crucial for camera relo-
calization in real scenarios. It is often preferable that a
pre-learned model can be fast adapted to a novel scene with
as few training samples as possible. The existing state-of-
the-art approaches, however, can hardly support such few-
shot scene adaption due to the entangling of image fea-
ture extraction and scene coordinate regression. To ad-
dress this issue, we approach camera relocalization with
a decoupled solution where feature extraction, coordinate
regression, and pose estimation are performed separately.
Our key insight is that feature encoder used for coordinate
regression should be learned by removing the distracting
factor of coordinate systems, such that feature encoder is
learned from multiple scenes for general feature represen-
tation and more important, view-insensitive capability. With
this feature prior, and combined with a coordinate regres-
sor, few-shot observations in a new scene are much easier
to connect with the 3D world than the one with existing in-
tegrated solution. Experiments have shown the superiority
of our approach compared to the state-of-the-art methods,
producing higher accuracy on several scenes with diverse
visual appearance and viewpoint distribution.
1. Introduction
Image-based camera relocalization is the crux of many
applications such as robot navigation, simultaneous local-
ization and mapping (SLAM), and augmented reality. It ad-
dresses the problem of estimating 6D camera pose of an
image captured in a known scene. However, it takes a lot of
effort to collect a large and well-calibrated dataset for each
novel scene or changing scene in the dynamic real-world.
Therefore, a learning system that can deploy the pre-learned
model in the novel scenes with as few training samples as
possible is in high demand. In most cases, a sparse ob-
servation is enough to cover the scene, rather than dense
*Equal contribution
Figure 1. Our few-shot relocalization problem works on a chal-
lenging scenerio, such that only few-shot observations is available
in an unknown scene. Without a large amount of images of the
scene, our method is still capable to estimate the camera pose with
satisficed result. We visualize the camera pose by rendering an
image from the estimated camera pose. Note that we use a sparse
representation of the 3D scene model, thus the rendered images
are not quite realistic.
scan from plenty of different viewpoints. It is easier to la-
bel these few observations even with manual interaction. In
this paper, we target to solve this new problem, few-shot
RGB relocalization, i.e., a single RGB image-based camera
relocalization with only few-shot training samples.
There are mainly two types of approaches for camera
relocalization: direct camera pose estimation and two-step
camera pose estimation. The former retrieves camera pose
from keyframes [12], or regresses the pose using convo-
lutional neural networks [19], which is efficient. The lat-
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ter first constructs correspondences between image pixels
and scene points, then estimates camera pose as an explicit
optimization problem [30, 23, 4], which is more accurate.
For those two-step camera relocalization methods, pixel-
wise feature extraction and coordinate regression are per-
formed in an integrated fashion. However, they require a
large amount of training data when deploying across differ-
ent scenes, which is a common issue to the integrated or
end-to-end models.
Cross-scene model adaption is an important requirement
for camera relocalization [7, 6, 5]. The pre-learned models
are deployed in novel scenes by training with new RGB-D
images along with their camera poses. However, they can
hardly support few-shot scene adaption due to the entan-
gling of image feature extraction and scene coordinate re-
gression, which requires plenty of well-calibrated training
samples and significantly limits their practicality. Besides,
they require geometry information from depth image dur-
ing both training and inference, which blocks relocalization
when only RGB observation is available.
To solve the few-shot RGB relocalization problem, we
propose to approach camera relocalization in a decoupled
way, which results in a three-step method. Our key insight
is that feature encoder used for coordinate regression should
be learned by removing the distracting factor of coordi-
nate systems. Such insight motivates us to learn a model
for coordinate-factorized feature encoder for each image
pixel, and train another model only for coordinate regres-
sion based on the extracted features. We advocate that fea-
ture extraction and coordinate regression ought to be per-
formed separately, to best support few-shot learning of the
powerful model for image-based relocalization.
In specific, the coordinate-independent features are ex-
tracted with a deep neural network pre-trained with im-
ages captured in several known scenes. Therefore, given
a novel scene, only the coordinate-dependent part, i.e. the
coordinate regressor, needs to be trained with very few im-
ages captured in the scene. The decoupled design boost the
generalization ability of the whole model to novel scenes.
Through delegating feature extraction to a separate model
(i.e. feature encoder), the coordinate regressor can be re-
alized by a light-weight decision tree, instead of the com-
monly used random forests. This further reduces the re-
quired amount of training data. Such mechanism not only
releases the model’s demand of large-scale training data
when adapted to new scenes, but also is inline with humans
relocalization process, which first learns visual concepts
from rich experience and then estimates pose in new scenes
with only a few observations. To accomplish relocaliza-
tion with only RGB images during inference time, we mod-
ify the popular preemptive RANSAC [30] to a Perspective-
n-Point (PnP) [16] based algorithm. Based on the pixel-
coordinates pairs predicted by the feature encoder and coor-
dinate regressor, we estimate the camera pose by iteratively
score, rank, cull, and refine.
We evaluate the approach on several scenes that contain
varying forms of visual features and viewpoint distribution.
We compare our method against several baseline methods
which are not specifically designed for few-shot setting,
using a commonly used metrics. Experiments show that
our approach achieves higher accuracy while consumes less
training and testing time for camera pose estimation when
compares with the state-of-the-art methods.
2. Related Work
Feature matching based approaches. Early works
on image-based relocalization usually perform full image
matching [9, 26, 11, 12]. Another line of research pursues
2D-3D feature point (landmark) matching between the in-
put image and 3D coordinate of the scene model, based
on image pixel or patch level descriptors [36, 40, 29, 22],
which are then used to solve camera pose by PnP and/or
RANSAC.
Coordinate regression based approaches. There are
an excellent series of works on regressing 3D coordinates
of image pixels using learned random forests [30, 32, 7, 6],
boosting the relocalization accuracy. Neural networks are
applied for RGB based coordinate regression [3, 23, 4, 38],
reaching the state-of-the-art performance.
End-to-end approaches. Empowered by the feature
learning capacity of deep networks, many works have been
attempting end-to-end camera pose prediction from an im-
age. PoseNet [19] is a typical work of this type, which at-
tains promising results on challenging cases such as motion
blur and illumination change. Several improvement have
been proposed through modeling uncertainty [17], exploit-
ing structured feature correlation [34] and designing geo-
metric loss functions [18]. However, the localization ac-
curacy of these methods is still far below traditional ap-
proaches.
Scene adaptation. It is shown in [7] and [6] that pre-
trained forests in one scene can be adapted to another with-
out changing the structure of the decision trees. Such
adaption can obtain close to state-of-the-art performance.
[6] further shows that forests with randomly generated pa-
rameters (no pre-training) can also be adapted to novel
scenes with comparable performance. Due to the entan-
gling between feature learning and coordinate regression,
such models can be cannot achieve few-shot generalization:
The adapted model still needs heavy fine-tuning with a large
mount of training data from the new scene.
Few-shot learning. Few-shot learning (FSL) is the
learning paradigm with only a few training samples. Ex-
isting FSL methods can be grouped into data-hallucination
based [15, 35], metric learning based [20, 24, 31, 33, 37,
10], and meta learning based methods [25, 8, 13, 21, 41, 27].
Figure 2. Our decoupled relocalization approach excutes in three steps. We first train a scene prior from multiple scenes to learn a view-
insensitive feature encoder. With pre-learned feature encoder, we build a coordinate regression tree that uses the features of pixels as input
captured with few-shot images of a new scene. The regression tree returns multiple coordinates for a single pixel. Then we use a PnP-based
RANSAC scheme to compute the camera pose from the one-to-many pixel to coordinates mapping.
The data-hallucination based methods devise generators to
transfer the data distributions [15] or visual styles [2] to
augment the novel examples. These methods induce do-
main shift between the generated data and the data of the
few-shot classes. The metric learning based methods learn
the feature representations and compare them so that sam-
ples of the same class show higher similarity than those
of different classes [33, 31, 14, 10]. The meta-learning
based methods aim to learn a meta-learner model that can
quickly adapt to a new task given a few training examples
[1, 25, 8, 13, 21, 41, 27]. Existing methods propose to learn
a good model initialization [8] or an optimizer [27]. How-
ever, both types of methods suffer from the need to fine-tune
on the target problem. To the best of our knowledge, there
is no existing work on few-shot RGB relocalization.
3. Method
Our goal is to compute the position and orientation pa-
rameters of camera from a single RGB image, such that,
through the estimated camera pose, the projected image
from 3D scene is aligned with the inquiring image with min-
imal differences. The real scene is captured with only N
RGB-D images which roughly covers the entire scene, and
N is set to 10 as default in our setting. The N images are
used to construct a 3D point based geometry, and to train a
translator mapping 2D pixel to 3D point or points.
Since the given viewpoints of the scene is extremely
sparse, our decoupled scene coordinate regressor leverages
a scene prior from a large amount of existing real scenes,
to relax the sensitivity of view changes. Specifically, scene
coordinate regressor is composed of two independent parts,
a scene-agnostic feature encoder that converts image pixels
to general feature vectors, and a scene-specific coordinate
regressor that maps each pixel feature to multiple 3d points
using a tree representation. With this one-to-many regres-
sor, we devise a RANSAC-like solver on top of PnP that
uses multiple pixel to points pairs to calculate the camera
pose. Figure 2 shows the workflow of our relocalizer. We
will explain each part in details in next three subsections.
3.1. Scene-agnostic Feature Encoder
We introduce scene-agnostic feature encoder to encode
RGB image as pixel-wised feature map. This encoder is
asked to present pixels observed from different viewpoints
as same feature vector, if those pixels correspond to the
same scene coordinate. With only few-shot observations,
view-insensitive feature encoder is hard to approach, as
more than half coordinates in a scene only appear once in
one of the captured images. However, modern deep learning
tools on feature learning require pairs of similar and dissim-
ilar examples for learning the similarity metric. We resort to
publicly available image collections to cope with the short-
age of view diversity in our few-shot dataset. We learn the
similarity metric from public scenes which are trained in a
way a view-insensitive feature descriptor is induced, and we
call it scene prior, whose view-insensitive property can be
generally shared by other similar scenes. We collect many
positive and negative pixel pairs from different images, and
use it to train the parameters of the feature encoder. The
sampled pairs are required to cover the viewpoints as di-
verse as possible. Specifically, for all the images within
each scene, we compute the overlap regions between each
two images, and within which we randomly sample κ pix-
els from one image and their corresponding pixels in the
other image, as positive pairs. The pixels for negative pairs
in the other image is randomly selected. As to resist view
changes, we opt to smaller receptive field for each pixel,
and represent which by an image patch with a fixed size,
disregarding the global context information. Our feature
encoder, which is a VGG-like convolutional neural network,
converts both positive and negative image patches to feature
vectors, and is trained with triplet loss. This two pathway
Figure 3. 7-Scenes dataset. We randomly select 5 coordinates from the scene model, and use their corresponding image patches from
the testing images to get the feature vectors. Same coordinate in the figure is painted with the same color. Although the viewpoints of
observing the same coordinate are very different, their corresponding latent vectors are very close.
encoder is also known as siamese network, and is conducted
with one way pushing positive pair of pixels closer and the
other way moving negative pair disparted in the embedded
feature space.
The triplet loss is defined as follows. Let FI(x) denote
the embedded feature vector at location x = (x, y) of image
I. For each x from image I, the corresponding positive and
negative examples from the other image Iˆ are denoted as xˆp
and xˆn respectively. The full loss between all image pairs
is formulated as
Ltriplet =
∑
I
∑
Iˆ
κ∑
i=1
max(‖FI(xi)−FIˆ(xˆpi )‖2−
‖FI(xi)−FIˆ(xˆni )‖2 +margin, 0),
(1)
Due to the existence of noisy in scene geometry, two pixels
are said to be positive if the distance of their corresponding
coordinates are smaller than a threshold. We set the thresh-
old to 5cm in our experiments. We train our network in a
self-supervised manner similar to [39]. More implementa-
tion details will be address in the experiment section.
Figure 3 shows the t-SNE visualization of a feature
embedding space. The testing images are from pumpkin
dataset, while all the other six scenes from the 7-scenes
dataset are used for training. Each cluster of points visual-
ized by the same color is corresponding to the same coordi-
nate. The location indicates the similarity between features.
From the plots, we can see that the embedded features are
quite insensitve to the change of view.
3.2. Scene-specific Coordinate Regressor
Existing coordinate regressors convert pixels to coordi-
nates by parametric models, such as neural network or de-
cision tree. We use a similar tree-like regressor as in [6, 7],
however, with a major difference on the input. Unlike previ-
ous integrated solution, the input to our coordinate regres-
sor is the image feature map pre-calculated by our scene-
agnostic feature encoder.
Our regression tree uses a binary structure with each
non-leaf node containing two parameters. One parameter
is trained to select the proper channel of the input feature
vector, while the other parameter is tuned according to the
first parameter for coordinate retrieiving path, routing ei-
ther to the left or right branch. The training starts at root
node where pixels from all input images are assembled.
Specifically, each pixel is represented with two parts, a m-
dimensional feature vector and a 3D coordinate. For each
channel of feature, the variantion on all features is com-
puted. The decision for binary division of the node is made
on the i-th channel, if the variation of channel i is maxi-
mal among all channels. Node subdivision is recursively
performed if the number of coordinates from any node ex-
ceeds a pre-defined threshold. We set the size of leaf node
to 10 as maximum. It is important to notice that most of
leaf nodes of the regression tree contain more than one co-
ordinate. As a result, the coordinate regressor for feature(or
pixel if combined with our feature encoder) to coordinate
translation returns one-to-many mapping. Our parameters
are much easier to train as compared to the ones in [6, 7],
where image feature is also encoded. The training takes
minutes for few-shot images and results in an unbalanced
binary tree for scene coordinate retrieval.
Connected after the pre-trained feature encoder, scene
coordinate regressor is able to be trained on-the-spot, such
that, entering an unknown environment, user only need to
collect few-shot of RGB-D images of the scene and waits
for minutes until the model is ready for online RGB relo-
calization.
3.3. Pose Estimation
We use a RANSAC idea to vote for the most commonly
agreed camera pose from a set of pixel-to-coordinates pairs.
The optimal pose is the one through which the 2D projec-
tions from all the observed 3D coordinates are aligned with
the corresponding pixels with minimal difference. The dif-
ference is defined as the euclidean distance over pixel loca-
tion and color value.
Many methods have been introducing PnP to calculate
the pose within a RANSAC framework. Unlike most of
them, where each pixel only matches one coordinate, we
have multiple putative coordinates corresponding to a sin-
gle pixel. Therefore, we modify the standard RANSAC to
perform two-layer hypothesis selection as in [6, 7], where a
finer layer is added upon the coarse layer for intra-node vot-
ing with many coordinate candidates for only single result.
The coarse layer is executed as the conventional RANSAC
sampling procedure for inter-node voting.
The iterative voting process includes four steps in each
iteration, which are pose hypothesis sampling, scoring,
ranking, and refinement.
For introducing the score function, we firstly define the
reprojection error of the pixel xi upon the hypothesis h as
Err(xi, h) = ‖xi − Phm∗i ‖2, (2)
where xi,m∗i , P are the pixel location, optimal scene coor-
dinate and camera projection matrix respectively. And for
each xi, we obtain a set of scene coordinates Mi retrieved
from our scene coordinate regressor and we choose the op-
timal scene coordinate m∗i such that
m∗i = arg min
mi∈Mi
‖xi − Phmi‖2. (3)
xi is an inner pixel according to hypothesis h only if its
reprojection error is smaller than a threshold τ . Upon the
above definitions, we define the score function of a hypoth-
esis as
S(h) =
Inner2(h)∑
i∈V Err(xi, h) + ε
, (4)
where V is the sampled pixels and Inner(h) is the number
of inner pixels from V .
With all the important variables and functions introduced
in the former two subsections, we describe the voting proce-
dure in Algorithm 1. At the beginning, K pose hypothesis
are randomly sampled, and halved after each iteration until
only one pose remains, which is finally output as optimal
result. The pose hypotheses is initialized by a set of ran-
domly sampled pixels and their corresponding coordinates,
using a PnP routine. Hypotheses is evaluated with a score,
more concisely the inlier number, which indicate how many
pixels reprojected from the retrieved coordinates are agreed
by the input image. We also bring β ∈ (0, 1) to balance the
influence of history score. At the end of each iteration, a
refinement thread is carried out using the inlier pixels and
their optimal scene coordinate. Smaller K is encouraged
for faster calculation if scene coordinate prediction reaches
better quality.
In many real-world scenarios, homogenous regions and
repetitive patterns are ubiquitous. Thus, the one-to-
many(pixel-to-coordinates) scheme which encourages the
preservation of ambiguity has its own merit.
Algorithm 1 Camera Pose Estimation
1: K ← Khypo
2: Encode feature vectors FI using F from image I
3: Generate initial hypotheses h1, h2, ..., hK
4: Initialize scores Sk ← 0 for k = 1, ...,K
5: while K > 1 do
6: Sample validating pixels V from image I
7: for all i ∈ V do
8: Mi = RegressionTree(FI(xi))
9: end for
10: for all k ∈ 1, ...,K do
11: Sk ← β ∗ Sk + S(hk)
12: end for
13: Sort hypotheses h1,...,K by S1,...,K
14: K ← dK2 e
15: Refine hypotheses hk for k = 1, ...,K
16: end while
17: h∗ ← h1
18: Return h∗
4. Experiments
In this section, we evaluate our proposed method from
different aspects, including accuracy statistics of cam-
era pose estimation, robustness analysis under viewpoint
changes, and ablation study of each proposed module.
Dataset. We train and evaluate our method on 7-Scenes
dataset [30]. 7-Scenes dataset is designed for RGB-D based
camera relocalization, and contains significant variation in
camera viewpoint distribution. As it contains many ambigu-
ous repeated patterns, textureless features, motion blur and
reflections, it is a challenging dataset for pure RGB based
camera relocalization. For few-shot scenario setup, we take
one scene out of the seven scenes and only use few RGB-D
images from it for training. For each few-shot configura-
tion, we collect positive and negative pairs from all the im-
ages in the other six scenes, to train the feature encoder. We
then use 10 RGB-D images along with their camera poses
as the few-shot training data. The few-shot training data
are selected from the raw training sequence splits [30]. The
RGB images from the rest sequences are used as test data.
We will describe how to select the few-shot images in the
supplementary.
Our proposed method consists of three steps, i.e. an of-
fline feature encoder pre-trained on the six scenes, an on-
the-spot coordinate regressor trained on the few-shot sam-
ples of the other scene, and an online camera pose calculator
performed on novel view observations of the other scene.
Training Details. The feature encoder is a VGG-like
convolutional neural network. It consists of 10 convolu-
tional layers and 3 fully connected layers. We use ELU
as activation function after each group of layers, except for
the last one. The input to the network is a 41x41 image
Figure 4. Visualization of camera pose by rendering image from the 3D scene. For each experiment, we randomly sample 2 testing images
for visualization. Note that although the estimated camera pose errors are sometimes larger than 5cm and 5°, they still achieve satisfied
relocalization results. The visual result on Office scene is shown in Figure 1.
patch cropped from the whole image with a given pixel at
the center and the output is a 16-dimensional feature vector.
κ is introduced to control the difference of the viewpoints of
positive pairs, such that the two images whose overlapped
pixel number smaller than κ will be discarded. In all of
our experiments, we set κ to 64. The margin term in the
triplet loss is set to 0.4. To construct the coordinate regres-
sor, we uniformly sample 19,200 pixels from each RGB-
D image(resolution 480x640) in few-shot collection, along
with the corresponding camera pose, as training data.
Testing Details. Given a test image, we randomly crop
12,800 patches and predict their coordinates through feature
encoder and coordinate regressor. From the predictions, We
randomly sample 1,600 pixel-coordinates pairs in each it-
eration of RANSAC process. Similar to Full-Frame and
DSAC++, we set maximal number of hypothesis, Khypo,
to 256, and compute each hypotheses using PnP(n=4) algo-
rithm with 4 pixel-to-coordinate pairs. We set the thresh-
olds τ and β to 25 and 0.5 respectively, to computer the in-
liers for each hyotheses. With retrieved coordinates of each
pixels, we randomly pick one to initialize an one-to-one
mapping for pose calculation, use all the rest coordinates
to further optimize the guessed pose. An early rejection
strategy is also applied to remove the ridiculous hypothe-
ses. Specifically, we project the 4 coordinates to the image
plane according to the guessed pose to check if they align
their coorsponding pixels well or not. If the average differ-
ence between them is larger than 10 pixels, then we discard
this hypothesis.
4.1. Pose Estimation Results
We evaluate our few-shot relocalization accuracy ac-
cording to the groundtruth camera pose. The performance
is measured with several metrics: median translation er-
ror, median rotation error, and the success percentage of the
pose error within (5cm, 5°) and (20cm, 20°).
To analyze the performance, we estimate an Upper
Bound of few-shot RGB relocalization. Following our sam-
ple rate in coordinate regressor, we uniformly pick 19,200
pixels from each training frame and build a sparse scene
point cloud. For each testing image, we randomly sample
10 pixels and compute their ground truth coordinates with
the groundtruth camera pose. Then we use each of them to
retrieve the closest coordinate from the point cloud, to col-
lect pixel-to-coordinates predictions. Based on the predic-
tions, we solve the camera pose by PnP routine. We regard
such the camera pose result as our Upper Bound.
We show some visual results of our camera pose esti-
mation in Figure 4. The camera pose is visualized by the
rendering image from the sparse 3D reconstruction of the
scene. For each pose estimation, we render an image ac-
cording to it. Note that due to the sparsity of the few-shot
data, the rendered images are not quite realistic. The testing
and rendering image are well aligned, which showcases the
accuracy of pose results.
Trans. Rot. Chess Heads Fire Office Pumpkin Kitchen Stairs
ActiveSearch 104.25cm 27.87° 130.08cm 10.07° 94.10cm 19.21° 222.20cm 27.13° 213.01cm 14.92° 251.92cm 14.02° 210.54cm 24.10°
SANet 10.94cm 3.66° 3.78cm 2.61° 6.11cm 2.23° 7.20cm 2.18° 15.56cm 3.68° 16.42cm 4.69° 82.57cm 8.80°
Full-Frame 28.20cm 7.09° 26.47cm 6.02° 18.17cm 10.15° 51.03cm 11.78° 44.96cm 8.32° 86.86cm 17.65° 43.00cm 10.09°
DSAC++ 19.29cm 6.28° 9.85cm, 6.66° 13.61cm 4.36° 51.18cm 11.93° 22.00cm 5.07° 55.19cm 11.03° 73.81cm 18.34°
Ours 6.37cm 1.89° 3.32cm 2.15° 7.75cm 2.12° 10.96cm 2.53° 13.10cm 3.05° 14.19cm 3.12° 58.40cm 10.13°
Upper Bound 1.26cm 0.76° 0.53cm 0.71° 1.62cm 0.69° 1.76cm 0.68° 2.69cm 1.00° 1.59cm 0.72° 1.34cm 0.64°
Table 1. Median translation and rotation error of estimated camera pose.
(5,5), (20,20) Chess Heads Fire Office Pumpkin Kitchen Stairs
ActiveSearch 0.05%, 4.15% 0.10%, 4.00% 0.45%,9.10% 0.03%,1.53% 0.00%,0.85% 0.12%, 2.94% 0.00%, 0.50%
SANet 19.00%, 74.50% 59.00%, 91.00% 42.50%, 75.00% 36.00%, 67.25% 5.00%, 62.50% 18.40%, 52.40% 7.00%, 22.00%
Full-Frame 0.00%, 20.00% 0.00%, 54.00% 0.00%, 23.00% 0.00%, 9.25% 0.00%, 3.50% 0.00%, 7.00% 0.00%, 4.00%
DSAC++ 6.05%, 51.70% 25.00%, 71.90% 16.55%, 63.30% 1.57%, 22.90% 3.10%, 45.75% 1.76%, 22.76% 0.20%, 8.00%
Ours 39.00%, 88.00% 65.00%, 85.00% 29.50%, 85.50% 18.25%, 66.75% 11.00%, 66.00% 14.20%, 61.00% 2.00%, 17.00%
Upper Bound ∼ 100.00% ∼ 100.00% ∼ 100.00% ∼ 100.00% ∼ 100.00% ∼ 100.00% ∼ 100.00%
Table 2. Successful percentage of images relocalization result under the metrics of both 5cm, 5°and 20cm, 20°.
4.2. Comparison
We compare our method against four state-of-the-art
methods by training on 10 calibrated RGB-D images and
testing on one single RGB image. All the four methods
achieves excellent results in both indoor and outdoor scenes.
More specifically, Full-Frame [23] is a representative work
that takes full-image information as input and regress pixel-
wise coordinate, while DSAC++ [4] takes a smaller recep-
tive field of the input image and regress patch-wise coor-
dinate. ActiveSearch [28, 29] utilizes traditional hand-
crafted features for matching query patches to the scene
points, while SANet [38] makes use of pre-trained global
and hierarchical local features for frame and point match-
ing which result in a complex but accurate scene point pre-
diction framework. For fair comparison to Full-Frame and
DSAC++, before training on the few-shot data, we pre-train
the model on the known six scenes, as our decoupled feature
encoder does.
Firstly, relocalization accuracy is measured in terms of
median translation and rotation error. We show the com-
parison results in Table 1. Our method significantly out-
performs ActiveSearch, Full-Frame, and DSAC++. Ac-
tiveSearch relies on hand-crafted feature matching, which is
not robust to large viewpoint changes, and most of the test
images are captured from very novel viewpoints. Therefore,
most of them failed to relocalize, which result in a high me-
dian error.
Full-Frame and DSAC++ are pre-trained on the other six
scenes before training on each new scene. However, they
still overfit to the few-shot training data. For most of the ex-
periments, DSAC++ works better than Full-Frame. It is be-
cause they use a smaller receptive field which is more robust
to viewpoint changes. The only exception is the scene of
Stairs, where Full-Frame achieves the lowest median error,
since global feature used in full-frame is capable of dealing
with large proportions of the homogenous region and repet-
itive pattern. In such situation, the local feature with smaller
receptive field is not suitable. Our decoupled solution mit-
igates the overfitting issue in few-shot training. The design
of using image patches(small receptive field) as input make
is more robust to view changes. For each patch, our method
outputs multiple putative coordinates to handle the ubiqui-
tous ambiguity for indoor scene. The exact coordinates are
then picked by the RANSAC based pose estimation algo-
rithm. SANet achieves low relocalization errors in some of
the experiments. For the Fire and Office scenes which con-
tain large areas of similar but not repetitive regions, SANet
outperforms Ours. Our method dominates the performance
in the scenes of Chess, Heads, Pumpkin and Kitchen.
Secondly, we measure relocalization accuracy in terms
of success percentage of different error tolerance. This met-
ric is more suitable for graphics applications, for example,
augmented reality, where continuously accurate poses are
required. The more relaxed metric works well for robotics
applications such as navigation. Table 2 shows the percent-
age of (5cm, 5°) and (20cm, 20°). For the strict metric,
none of the existing methods (including Ours) achieves a
practical success rate. In the experiment of the smallest
scene Heads, we achieve 65.00% of accuracy. In the exper-
iment of the hardest scene, the Stairs, the best performance
is 7.00% from SANet. The Upper Bound of these scenes
is almost 100.00%. For the relaxed metric, both SANet and
Ours achieve a usable accuracy in practice. Few-shot recon-
struction is still challenging according to all the methods,
including Ours. From the result of Upper Bound, however,
we are quite optimistic to see a large improvement of the
few-shot relocalization task.
4.3. More Experiments
Robustness of Viewpoint Changes. To evaluate the ro-
bustness of novel viewpoints of our method, we count how
much our relocalization performance decreases as the dis-
tance of the ground truth poses from the few-shot training
data increases. Figure 5 shows the result on Chess and
Pumpkin. The pose error tends to increase as the view-
point diversity increases. We compare Ours with the best
2 SOTA methods. In terms of the robustness, our method
is relatively effective at relocalizing from camera poses that
are quite different from those appeared in training stage.
Figure 5. We group the test poses into bins by their difference.
Each bin is specified in terms of a maximum translation and ro-
tation difference of the pose with respect to the few-shot training
data. For example, (0, 10] means the test pose in the group of
(0cm, 10cm] and (0°, 10°].
Ablation Study - Decoupling. To verify the effective-
ness of the decoupling design, we train the feature encoder
only with the few-shot data in each scene, to get the ablation
version of our full method, named as Ours(w/o decoupling).
The feature encoder only learns the scene-specific feature
under the specific coordinate system. We show the median
pose error in Table 3. The feature encoder overfits the spe-
cific few-shot data, which is sensitive to viewpoint changes.
The performance degrades a lot on all of the scenes, result-
ing in larger pose errors. Those experiments showcase that
the decoupling design actually helps a lot.
Ablation Study - RANSAC. When a putative camera
pose is generated, we tend to find more cues to prove or
deny it, which is the key insight of RANSAC. The one-
to-many pairs as our prediction results in plenty of false-
positive hypotheses. After the hypotheses are generated,
we replace the rest of our RANSAC to the one used in Full-
Frame, which uses a reprojection inlier counting as score
function. We name it as Ours(Vanilla RANSAC). The re-
sulted camera pose errors are shown in Table 3.
Those experiments demonstrate that our RANSAC im-
proves the pose estimation performance.
For a few-shot data scene, our whole model takes min-
utes to train, while Full-Frame and DSAC++ taking about 1
hour. Our inference time of an image takes 200ms to 1,000
ms, depends on the quality of coordinate retrieving.
Trans. Rot. Ours(w/o Decoupling) Ours(Vanilla RANSAC)
Chess 44.24cm, 11.97° 7.26cm, 2.40°
Heads 69.14cm, 47.44° 3.46cm, 2.26°
Fire 21.70cm, 5.95° 9.20cm, 2.73°
Office 204.02cm, 39.14° 14.47cm, 3.47°
Pumpkin 48.31cm, 10.88° 17.21cm, 3.72°
Kitchen 236.56cm, 44.64° 16.45cm, 3.69°
Stairs 160.61cm, 29.56° 86.05cm, 13.75°
Table 3. Relocalization performance on the varaints of our method
by ablating and replacing some components.
Figure 6. When the pose of viewpoints are far from each other, the
same scene coordinate will appear with different scales of neigh-
bors in different images. A fixed-size of image patch is shown
in each small picture. It is challenging for the feature encoder to
encode these patches with similar feature vectors.
Limitation and Future Work. As shown in the evalu-
ation tables, our method does not even close to the Upper
Bound. When viewpoint distance is far from the training
data, our patch base uses different scale of areas with the
fixed receptive field, as shown in Figure 6. Also, using the
fixed receptive field is ill-posed for scenes containing many
repetitive patterns, e.g. Stairs. Those technical issues limit
the accuracy of our decoupling design. A hierarchical or
multi-scale feature encoder may help to boost the perfor-
mance. When applying to real-world scenarios, a life-long
learning relocalization model is required to progressively
update parameters when dynamically change occurs. Those
open problems lead to our future works: make use of more
insensitive representations, or make it incremental.
5. Conclusions
In this paper, we present a novel approach for few-shot
camera relocalization. With only a few samples containing
the groundtruth poses, our method is able to estimate re-
liable camera pose from a novel viewpoint in an unknow
scene. This is achieved by a feature-coordinate decoupling
design, such that, we can learn a view-insensitive scene
prior that is independent to specific coordinate systems. We
incorporate this scene prior to coordinate regression task
which returns one-to-many mapping for pixel to coordi-
nate retrieving. We then use a RANSAC idea to select the
optimal pixel-to-coordinates correspondences for comput-
ing the camera pose. Since few-shot acquisition is light-
weighted and the scene adaptation is performed on-the-spot,
our pose estimation tool is practical and convenient to be set
up in an unknown environment.
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