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ABSTRACT 
Carvell, Jeffrey David. Ph.D., Purdue University, May 2013. Induced Magnetoelectric 
Coupling at a Ferroelectric-Ferromagnetic Interface. Major Professor: Ruihua Cheng. 
 
 
Preparation and characterization of multiferroic materials in which ferroelectricity 
and ferromagnetism coexist would be a milestone for functionalized materials and 
devices. First, electric properties of polyvinylidene (PVDF) films fabricated using the 
Langmuir-Schaefer method have been studied. Films of different thickness were 
deposited on silicon substrates and analyzed using several techniques. X-ray diffraction 
(XRD) data showed that PVDF films crystallize at an annealing temperature above 
130 °C. Polarization versus electric field (PE) ferroelectric measurements were done for 
samples prepared with electrodes. PE measurements show that the coercivity of the films 
increases as the maximum applied electric field increases. The coercivity dependence on 
the frequency of the applied electric field can be fitted as 6.0f . The results also show that 
the coercivity decreases with increasing the thickness of PVDF film due to the pinning 
effect. Next, we have demonstrated that those PVDF properties can be controlled by 
applying an external magnetic field. Samples were created in a layered heterostructure, 
starting with a Fe thin film, PVDF above that, and followed by another thin film of Fe. 
Extended X-ray absorption fine structure (EXAFS) spectroscopy was used to study the 
interface between PVDF polymer films and ferromagnetic iron thin films. Conventional
  
xix 
xix 
EXAFS was applied to identify the structure of a Fe film sandwiched between two PVDF 
layers. An electric signal was then applied to the polymer to study the effects polarizing 
the polymer has on the Fe atoms at the interface. This shows that the Fe atoms diffuse 
into the PVDF layer at the interface between the two layers. Polarizing the film causes 
further diffusion of Fe atoms into the polymer. We also found that as the applied 
magnetic field is changed, the switching of electric polarization for the PVDF displayed a 
dependence on the external magnetic field. We also noticed that both the coercivity and 
polarization for the PVDF polymer display hysteretic features as the applied magnetic 
field is changed. We also found that the thickness of both the iron layers and the PVDF 
layer has an effect on the magnetoelectric coupling in our samples. The same strain 
applied to a thicker PVDF layer becomes tougher to flip the polarization compared to a 
thinner PVDF layer. As the iron film thickness increases, the strain also increases, and 
the polarization of the PVDF polymer is more easily flipped. We also found that the 
magnetoelectric sensitivity increases as both the PVDF and iron layers increase in 
thickness. We have shown that it is possible to control the ferroelectric properties of a 
PVDF film by tuning the magnetic field in a heterostructure. Our experiments show a 
coupling between the electric polarization and applied magnetic field in multiferroic 
heterostructures much larger than any previously reported values. Previous reports have 
used inorganic materials for the ferroelectric layer. Organic polymers have an electric 
dipole originating at the molecular level due to atoms with different electronegativity that 
are free to rotate. To flip the polarization, the chains must rotate and the position of the 
atoms must change. This increases the force felt locally by those chains. Using this 
polymer, we are able to increase the magnetoelectric coupling.
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CHAPTER 1. INTRODUCTION 
The development of new electronic devices, based not on the electric charge in a 
material but on the spin inherent in each electron, form the basis of spin-based electronics, 
or spintronics. These devices are intriguing due to their wide range of applications in 
areas such as energy resources [1,2,3,4], computer and information technology, and life 
sciences [5].  
Magnetic nanostructures have recently shown much promise in many applications 
including giant [6,7] and tunneling [8,9] magnetoresistance, which are used in current 
and future computer memory applications respectively. Magnetic nanomaterials also have 
potential applications in fields involving magnetic targeting drug delivery, high-
resolution magnetic resonance imaging (MRI) and hyperthermia generation agents [10]. 
Combining a ferroelectric polymer and ferromagnetic material, or magnetoelectric 
coupling, is one theory behind advancing next generation electronic devices [11,12]. 
Creating and classifying materials where the multiferroic effects exist is crucial in the 
advancement of microelectronics [11,13]. One advantage of using ferroic devices is the 
possibility that they can be easily manipulated by applying an external electric field and 
thereby controlling the magnetic properties of the device, and vice versa. Conventional 
devices make it difficult to retain both of those properties.
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One of the most useful applications for these new devices is in flash memory. 
Current flash memory devices contain memory cells that resemble standard metal–oxide–
semiconductor field-effect transistors (MOSFET), except in these devices the transistor 
has two gates instead of one. Figure 1.1 shows an example of a flash memory MOSFET. 
The control gate is the same as a standard MOSFET control gate. The added gate is the 
floating gate below it. This floating gate is insulated by an oxide layer. 
 
 
 
 
 
 
The floating gate is placed between the control gate and the MOSFET n-channels. 
Due to the insulating oxide layer on the floating gate, it is electrically isolated, so any 
charges placed on that gate are trapped there. Under normal conditions, these charges, 
once trapped, will remain isolated and will not discharge for many years. 
  
    
    
  
    
  
n-­‐
channel 
n-­‐
channel p-­‐
channel 
Control	  
Gate 
Floating	  
Gate 
Source	  Line Bit	  Line 
Figure 1.1: Typical flash memory MOSFET schematic. In this device, an extra, oxide-
insulated floating gate is added, resulting in trapped charges. These charges screen an 
electric field in the device, which changes the threshold voltage, allowing for reading and 
writing bits. 
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When charges are isolated in the floating gate, they partially screen the electric 
field from the control gate. This electric field screening changes the threshold voltage of 
the device, meaning more voltage has to be applied to the control to make the n-channels 
conduct. 
To read such a device, a voltage is applied to the control gate and the n-channel 
conductivity is tested. The current flowing through the MOSFET channel is sensed, and 
this forms the binary code, thus reproducing stored data.  
Such flash memory devices have both their advantages and disadvantages. They 
are advantageous because they are cheap to produce, they are non-volatile (i.e. they hold 
information for long periods of time), and they can be read quickly. The main 
disadvantage to flash memory is that it can only be written from binary 1 to 0, not from 0 
to 1. So, if a binary 0 is written in the MOSFET, to change the bit back to a 1, the device 
has to be erased. But, individual bits cannot be erased; whole blocks of memory cells 
have to be completely erased and rewritten to save a change in one single bit. This makes 
the writing process much slower than the read cycle. Another disadvantage is that this 
write/rewrite cycle is limited in flash memory, and the device will fail after a number of 
write/rewrite cycles (typically about 100000). 
In an effort to make more reliable, faster memory devices, a new type of flash 
memory is being used. These devices replace the standard MOSFET memory cells with 
magnetic tunneling junctions, and are called magnetoresistive random-access memory 
(MRAM). These devices have been found to be more reliable, and storage devices of this 
type are used as instant boot computers. 
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However, these devices are not without their disadvantages. In MRAM devices, 
two ferromagnetic layers are separated by an insulating spacer. The bottom layer is 
attached to a pinned antiferromagnetic layer, thus creating a pinned magnetic layer. The 
upper layer can be magnetized parallel or antiparallel to the lower layer. These two states 
represent the 1 and 0 state, and can be seen in Figure 1.2 [14]. When the magnetization 
directions are parallel, there is lower resistance for the tunneling current through the 
materials. When the magnetizations are antiparallel, there is a higher resistance. 
 
Figure 1.2: Example of low resistance and high resistance magnetizations in MRAM 
devices. The low resistance, or “0” bit, occurs when the pinned and free magnetic layers 
are magnetized parallel to each other. The high resistance, or “1” bit, occurs when the 
magnetizations are antiparallel [14]. 
 
To read and write this type of memory, these individual cells are connected to 
lines to send and receive current. The high resistance state is considered the “1” state, and 
the low resistance state is considered the “0” state. To write a bit, the top layer has to be 
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switched in some way. Figure 1.3 shows an example of these cells connected together, 
and how writing is done [15]. By applying a current to the word line and reading the 
tunneled current, the bit can be read. 
 
Figure 1.3: This is an example of many individual cells connected in an array to form an 
MRAM memory cell. The bit lines are used to switch the magnetization direction of the 
top layer. The word line reads the bits based on the resistance of the cells [15]. 
 
Currently, there are 2 ways to switch the top layer and write MRAM devices. The 
first involves using an external magnetic field to magnetize the top layer. In this method, 
a current is sent through the bit line, as shown above. This current passing through a wire 
produces a local magnetic field, either parallel or antiparallel to the magnetization 
direction in the pinned layer, depending on the direction of the current. An example of 
this can be seen in Figure 1.4 [16]. 
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Figure 1.4: How to write MRAM cells using a magnetic field. The magnetic field can be 
flipped by reversing the direction of the current through a write line. This has the 
disadvantage of possible unwanted writing of neighboring bits [16]. 
 
This device has one major drawback. In a memory device that consists of many 
cells, the applied magnetic field can write any layer. If multiple cells are not spaced apart 
enough, there will be unwanted writing of neighboring bits. This also leads to the 
problem that since the cells have to be spaced some distance apart, there is a limit in the 
number of cells that can be used, and therefore a limit to the amount of storage in a given 
area. 
The other way to magnetize or switch the top layer is by directly using current. 
This technique is called spin torque transfer (STT). This technique uses the property of 
spin in an electron. An electric current is generally unpolarized and consists of equal 
spin-up and spin-down electrons. A spin-polarized current is one that has more electrons 
of one spin. By passing a current through a thick magnetic layer, a spin-polarized current 
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can be produced. If this current is then directed into a ferromagnetic layer, the angular 
momentum from the electron spins can be transferred to the layer, thus changing the 
orientation or magnetization of the layer. These effects are only seen in nanometer scale 
devices. Figure 1.5 shows an example of a STT device. 
 
Figure 1.5: A diagram of a STT MRAM device. In these devices, a polarized current is 
directed through the cell, and this polarized current magnetizes the top layer. The 
drawback to this technique is that the current must be very large. 
 
The polarized write current can be used to switch the top layer. This allows for 
single bits to be written/rewritten. The bits can be read in the same manner as other 
MRAM devices. The drawback to STT devices is the amount of current necessary to 
write the bits. To flip the magnetization of the entire top layer, a large amount of 
polarized current is needed. At present, this high current is unattainable in small devices. 
Also, with high currents, the unwanted magnetic fields can write neighboring bits, as 
described earlier. This could cause a loss of data and errors. 
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Research is now focusing on creating devices that electrically control the 
magnetization with voltage rather than current. By using voltage and having very little 
current flow, devices will have very low power consumption. One way to achieve this 
technique is by creating ferromagnetic/ferroelectric/ferromagnetic devices. In these 
devices, a ferroelectric layer would replace the insulating layer. Using these devices and 
utilizing magnetoelectric coupling, the devices can be switched much quicker, 
maintaining the advantage of MRAM devices. 
Current research has been exploring using functional organic materials as opposed 
to conventional inorganic materials for the ferroelectric layer. Compared with inorganic 
materials [17,18,19], ferroelectric organic materials are promising candidates for 
electronic device applications due to their intrinsic low-cost and flexible features [20,21]. 
One ferroelectric film that is drawing wide interest in studies is polyvinylidene fluoride 
(PVDF), as well as its’ copolymers with trifluoroethylene (TrFE). PVDF is a type of 
ferroelectric polymer that shows strong piezoelectric and pyroelectric properties. These 
materials have shown potential for use in electronic devices and memory applications 
[22,23]. 
These polymers are important because they possess a high phase transition 
temperature of 80°C [24] that indicates the two-dimensional nature of the ferroelectricity, 
and because the ferroelectric properties can be controlled by varying different properties 
of the films [25,26,27]. It has also been seen that when these films are embedded with 
inorganic materials such as graphite nanoplatelets [28] and alumina nanoparticles, 
properties such as the thermal conductivity of the polymers is enhanced [29]. 
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New approaches are being taken to study the interface between the polymers and 
the embedded materials. For useful microelectronic devices, the interface that is of the 
most importance is that between the ferroelectric polymer and ferromagnetic materials. 
The outline of this thesis is as follows. In Chapter 2, we will discuss the 
background and theory of ferroic devices. Before creating multilayer heterostructures 
using different ferroic materials, we will first discuss the individual properties of these 
layers. We will then further analyze the properties of multiferroic materials and 
specifically magnetoelectric coupling. In Chapter 3, we will discuss the experimental 
techniques used in to analyze the layered heterostructures. First, the sample creation 
process will be explained in detail. Several different deposition techniques were needed 
to create the ferroic layers, as well as electrical leads. In this section, the conditions of 
deposition as well as deposition rates will be explained as well. Next, the main 
experiments used in this thesis will be explained. We will look at the process of analyzing 
the ferroelectric properties of a material using a ferroelectric tester. In the final part of 
this chapter, the process of X-ray absorption fine structure (XAFS) will be described both 
theoretically and using analysis software. In Chapter 4, we will discuss the results of the 
experimental methods described in Chapter 3. The ferroelectric properties of the PVDF 
polymer were studied before it was used in the heterostructures. Then, after creating the 
layered samples, they were studied using XAFS and ferroelectric testing. Chapter 5 will 
present a short summary of the work presented in this thesis. Finally, Chapter 6 will 
introduce plans for furthering the study of multiferroic heterostructures. 
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CHAPTER 2.  BACKGROUND 
When a material exhibits spontaneous polarization, magnetization, or strain, it is 
referred to as a ferroic material. Materials that possess such properties are very useful in 
technological and information storage devices. For example, ferroelectric materials used 
in memory applications are prevalent in smart card technology. Similarly, arrays of a 
ferromagnetic material can be used in non-volatile hard disk drives. Ferroelastic materials 
have biomedical applications, such as minimally invasive stents that widen narrow blood 
vessels. 
 Several crystals will undergo phase transitions if external parameters such as 
pressure or temperature are changed. When this transition is accompanied by a 
spontaneous change in directional symmetry, the crystal is called ferroic. When the 
symmetry is spontaneously broken by a phase transition and is caused by some order 
parameter η, it is referred to as a second-order phase transition. In the case of ferroic 
materials, the order parameter is polarization, magnetization, or strain. The definition of 
spontaneous breaks means that these changes must occur even in the absence of an 
external field. 
 When an external field is not present, thermodynamic equilibrium is achieved by 
minimizing the Helmholtz free energy, F(T,η), with respect to the order parameter. 
Therefore, the necessary equilibrium condition is:
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     !"!" = 0      (2.1) 
If an external field ξ (either electric field E, magnetic field H, or mechanical stress σ) is 
applied to a system, the total energy is described by the Gibbs energy relation: 
   ! !, !,! = ! !,! − ! ∗ !     (2.2) 
 Analyzing that equation, an adjustment must be made to the equilibrium condition 
to take into account the external field. To reach thermal equilibrium, the following must 
be true: 
      !"!" = 0                ,                 !!!!!! > 0    (2.3) 
                                                !"!" = !                ,                   !!!!!! > 0  
These equations lead to the spontaneous condition on the order parameter. η(T) 
undergoes a transition, from zero to a non-zero value, at some temperature. This 
transition temperature is referred to as the Curie temperature, TC.  
 If we look at the region when the temperature is below the Curie temperature and 
the material is in a ferroic state, the breaking of symmetry leads to a spontaneous 
ordering even without an applied field. Without this applied field, any orientation for the 
order parameters is equally favorable. This leads to the formation of domains enclosing 
regions of equally oriented order parameters. These domains, when taken together for a 
whole material, result in a macroscopic orientation of zero.  
When the Gibbs energy is plotted as a function of the order parameter at a 
temperature below the Curie temperature, the result is a double well potential. The order 
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parameter will stay in this well unless an applied field is large enough to allow it to 
overcome the potential barrier. This leads to the concept of hysteresis in ferroic materials.  
The previous paragraphs describe three common properties of all ferroic materials: 
Curie temperature, hysteresis, and domains. The following sections will microscopically 
analyze the order parameters for each type of ferroic material, and will describe these 
common properties in more detail. 
 
2.1 Ferroelectricity 
2.1.1 Definition and Properties 
 Ferroelectric materials are defined as those materials that contain an axis along 
which a spontaneous polarization can be established below a critical, or Curie, 
temperature. By applying an electric field to the material, the direction of the polarization 
can be changed. The alignment of positive and negative charges within unit cells of the 
material gives rise to dipole moments within each unit cell. The polarization of the 
material due to these dipole moments can be measured by analyzing the surface current 
through the material. One distinguishing characteristic of ferroelectrics is the hysteretic 
behavior of the polarization as a function of an applied electric field. Figure 2.1 shows an 
example of a ferroelectric polarization vs. electric field (PE) curve [30]. In Figure 2.1, it 
can be seen that a net polarization in the material continues to exist after the external 
electric field is removed. When a ferroelectric material is above its’ Curie temperature, it 
exists in a paraelectric phase, and functions as a dielectric with no hysteresis and higher 
symmetry. In these cases, the material possesses no spontaneous polarization when the 
applied electric field is removed. Some ferroelectric materials have additional transitions 
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below the Curie temperature, at which point they transition back to a paraelectric state. 
“Rochelle salts” (potassium hydrogen tartrate) exhibit this dual transition with upper and 
lower Curie temperatures, and was the first material in which ferroelectricity was 
observed [31]. 
 
Figure 2.1: Typical hysteresis loop for a ferroelectric material. An applied external 
electric field aligns dipole moments inside the material along the field direction, resulting 
in a net polarization, which is preserved even after the field is removed [30]. 
 
 Ferroelectric materials commonly have a large piezoelectric effect, or strain 
produced in response to an applied external electric field. The direct piezoelectric effect 
is the development of strain in a crystal when an external electric field is applied to a 
material and it becomes polarized. Polarization of a material can also arise when strain is 
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applied, the opposite effect. This manifestation of electrostriction is a piezoelectric effect 
of the second order in which the strain is proportional to the square of the applied electric 
field. Piezoelectric tensors describe the material’s performance as an electric field is 
applied. Typically, the piezoelectric effect is larger than the electrostrictive effect. In 
some materials, this is not the case, and in such materials the hysteresis effects are 
reduced because the electrostrictive effect is preferred due to the strain direction being 
independent of field direction. 
 The capacity of ferroelectric materials to alter their atomic structure due to 
applied fields is a source, in some cases, of high values for permittivity and the dielectric 
constant. For example, ferroelectric magnesium niobate has a dielectric constant of 
approximately 30000 [32]. The discovery of barium titanate and similar ferroelectrics 
was the beginning of vigorous studies on the topic of ferroelectrics. Often, these 
ferroelectric materials were used for capacitors in integrated circuits. In ferroelectric 
materials, the most common and most useful property is the piezoelectric effect. Lead 
zirconate titanate (PZT, Pb[ZrxTi1-x]O3) is the most commonly used ferroelectric, but 
new materials and new applications are always being developed. 
 Another important characteristic of ferroelectric materials is remnant polarization. 
As previously shown in Figure 2.1, the polarization of a material is hysteretic when an 
electric field is applied. At high electric fields, the material reaches a maximum 
polarization, called the saturation polarization. As the electric field returns to zero, the 
material is left with some remnant polarization, which can eventually be removed by 
applying a large enough field in the opposite direction. In contrast, dielectric materials 
retain no spontaneous polarization when an electric field is removed. There are no 
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hysteretic effects in these materials, and the PE curve is a straight line with a slope 
proportional to the electric susceptibility, or the dielectric constant minus one.  
 A ferroelectric domain is a collection of unit cells within a ferroelectric material 
in which the spontaneous polarization is uniformly polarized. For example, in Figure 2.2, 
there are 6 possible polarization directions at room temperature for PZT. Above the Curie 
temperature, all 6 directions are equivalent and indistinguishable. As the temperature 
drops below the Curie temperature, the spontaneous polarization can form along any of 
these possible directions. In a ferroelectric material, a domain can be spontaneously 
polarized in any of these directions, but the net polarization of the material, in a virgin 
state, will be zero. 
 
 
 
  
Ferroelectric materials contain many domains. Thus, a pattern in bulk materials is 
unavoidable. These patterns can be influenced by defects, thermal history of the material, 
strain, and the applied field. Ideal crystals would still exhibit these patterns because of the 
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Figure 2.2: Schematic diagram of possible polarization directions in PZT. Below the 
Curie temperature, there are 6 possible polarization directions. Above the Curie 
temperature, all those directions are equivalent and indistinguishable2. 
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minimization of the energy of the domains. In these crystals, domains are introduced so 
that the polarization is parallel to the surface. 
 Since bulk materials contain many domains, there will be an interface between 
any two domains. This interface is referred to as the domain wall, and the width of these 
walls is very small, generally on the nanometer scale or smaller [33]. In a cubic crystal 
structure, the angles between two domains are either 90° or 180°. Of the two, 180° 
domain walls are more widely studied because the domains can be reversed with minimal 
structural strains. 
 When oppositely oriented polarizations are separated by a wall, they are called c 
or 180° domain walls, while perpendicularly oriented domains are separated by a or 90° 
domain walls. Figure 2.3 shows a schematic of the domain wall types. Understanding the 
microscopic picture of these domains is crucial for advancing better macroscopic devices 
that have these effects. 
 
Figure 2.3: Diagram of 90° and 180° domain walls. The arrows indicate the polarization 
direction. 
 
 Domain walls are formed due to energy contributions from temperature, elasticity 
of the material, the location of the domain relative to the sample edge, the polarization 
switching, and electrostatic interactions, to name a few [34]. 
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 When the applied external electric field is applied opposite to the direction of a 
domain’s polarization, the polarization will reorient in the direction of the applied field 
[35]. This is a reversible process referred to as polarization switching. When the 
polarization is parallel to an applied electric field, the switching is done. 
 The net polarization of an initially unpolarized ferroelectric material is very small. 
When an electric field is applied, there is a linear relationship between switchable 
polarization and the applied electric field. When this occurs, the polarization of each 
domain is aligning, and there is no polarization switching. As the electric field increases, 
however, domains with opposite aligned polarization start to align with the electric field, 
in a more energetically favorable direction. This switching process continues until all of 
the domains are aligned to the direction of the applied field. As mentioned earlier, as the 
electric field is reduced to zero, there remains a remnant polarization. If the electric field 
is then aligned opposite to the original direction, more of the domains flip to align to the 
applied field. The strength of the electric field required to return the polarization of the 
material to zero is called the coercive electric field, Ec. This process can be repeated as 
the direction of the electric field changes, giving rise to the PE loops and the hysteresis 
curve. 
 This polarization switching, and the energy required to switch the domains, is 
dependent on the volume of the material. The following is a simplified presentation of 
this relationship. The power in any electronic device, P, is expressed by the current in the 
device I and the electric potential U as: 
     ! = ! ∙ !     (2.4) 
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The energy Etot supplied to the device is expressed as the time integral of the power: 
 !!"! = !(!)!" = ! ∙ ! !"   (2.5) 
Using this expression for energy, it is possible to estimate the energy per volume 
necessary to switch the ferroelectric state of material with thickness x, area A and volume 
V, and can relate that expression to the charge q through the material, the applied electric 
field E, and the polarization P. 
    !!"!! = !∙!"#!∙! = !! !"! = ! ∙ !"   (2.6) 
 Referring back to the example PE loop in Figure 2.1, we define a parameter called 
the polarizability, p, as the saturation polarization, PS, divided by the electric coercive 
field Ec, or the slope of the ferroelectric characteristic linear regression. Equation 2.6 can 
now be rewritten as [36]: 
     !!"!! = !! !!!!      (2.7) 
Using the definition of permittivity of a material as the change in polarization divided by 
the change in applied field, equation 2.7 can be written as: 
     !!"!! = !! !!!!!∙!!                  (2.8) 
Here, εr is the dielectric constant of the material. Equation 2.8 now relates the volume of 
the sample and the energy required to switch the polarization to the saturation 
polarization and the material’s dielectric constant. 
 Several different theoretical models describe the phase transition in ferroelectric 
materials. A phenomenological model has been produced by Landau and Ginzburg that 
uses the polarization as an order parameter [37]. Cochran developed a soft mode 
approach involving optical vibration modes [38]. A shell model has been used to consider 
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the polarizability of oxygen in various ferroelectric oxides [39]. Other models currently 
being considered are analysis or orbital hybridization [40], electronic density mapping 
[41], and interfacial effects in ultra-thin films [42]. 
 Here, the Landau-Ginzburg theory will be considered to describe the ferroelectric 
transition. This model is also used to describe superconductivity and magnetism. This 
model does not describe the microscopic mechanisms of the phase transition, but it is 
useful to macroscopically understand the polarization change near the phase transition 
and study the domain pattern formation [43,44,45]. Using this theory, the Gibbs free 
energy is expanded as a power series depending on temperature and polarization. Close to 
the transition, the Gibbs energy is given by [46]: 
   ! = !!! ! − !! !! + !!!!! + !! !!! +⋯        (2.9) 
The above is a simplified case with polarization along one of the domain axes with no 
applied electric field. The free energy is a double well potential with two energy minima 
at P = +PS and P = -PS. The coefficients can be determined experimentally for different 
materials, and the signs determine the type of phase transition (first or second order). A 
graph of the free energy for different temperatures above and below the Curie 
temperature is shown in Figure 2.4 [47].  
This figure also shows the double well potential. In most cases, materials show 
first order phase transition when the polarization drops to zero at the Curie temperature. 
Under the influence of an external electric field, a -PE term must be added to the Gibbs 
energy. 
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2.1.2 Ferroelectric PVDF Polymer 
Compared with conventional inorganic materials, ferroelectric organic materials 
are promising candidates for electronic devices applications due to their intrinsic low-cost, 
lightweight, and flexible features. One ferroelectric film that is drawing wide interest in 
studies is polyvinylidene fluoride (PVDF). PVDF is a type of ferroelectric polymer that 
shows strong piezoelectric and pyroelectric properties [48,49]. The polarization of PVDF 
comes from the alignment of dipoles between F and H atoms when the film is in its 
crystalline form. PVDF is being widely used due to its cost and the fact it can be easily 
cut and molded into different shapes in addition to its ferroelectric properties. These 
properties have made PVDF polymers useful for many applications including transistors 
[50], sensors [51], and molecular electronics [52,53]. Different approaches have been 
taken in creating and characterizing PVDF films. Many studies have been done linking its 
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Figure 2.4: Free energy of a ferroelectric for first and second order phase transitions. The 
transition below TC shows the double well for the polarization minima [47]. 
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ferroelectric properties to the crystalline structure and different fabrication methods 
[54,55,56]. 
The atomic structure of PVDF is CH2CF2, as shown in Figure 2.5. PVDF is found 
to have four crystal phases named α, β, γ, and δ. The crystallization forms a chain 
conformation with two parallel unit cells [57]. The CH2CF2 units have net dipole 
moments due to the difference in electronegativity between the hydrogen and fluorine 
atoms. The chains of parallel unit cells are deposited monolayer by monolayer, and are 
1.75 nm thick. 
 
Figure 2.5: Schematic drawing of the molecular chain of PVDF polymer. The arrow 
indicates the dipole directions resulting from the difference in electronegativity between 
fluorine and hydrogen atoms. The thickness of the chain is 1.75 nm. 
 
This work focuses on the β phase of PVDF. To get the β phase, the α phase must 
be annealed during deposition, causing the overall polarization to flip and produce 
spontaneous polarization in the crystallites. The β phase of PVDF shows the highest 
piezoelectric effect of the four crystal phases [58].  
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Not only are the dipole effects in the crystal important to the remnant polarization 
in PVDF, but trapped charges have an effect as well. Experiments have shown that 
decreasing the conductivity of PVDF with increasing pressure indicates ionic charge 
transport [56], and that charges can be injected into the PVDF through a cathode 
connection to form a poled polymer. 
These poled polymer films show piezoelectric effects similar to other ferroelectric 
ceramics. The lasting polarization in polymers consists of both trapped charges and the 
oriented dipoles. The most common explanations for the origin of piezoelectricity in 
poled polymers are dimensional effects and intrinsic effects. 
The dimensional effect can be explained as follows. If remnant polarization in the 
polymer is unchanged, the lateral stretching of the polymer decreases the film thickness, 
thereby increasing the induced charge in the electrodes [59]. From this theory, the 
piezoelectric constant e31 can be related to the polarization P and strain e by the Poisson 
ratio ν and the remnant polarization [60]: 
    !!" = !! = ! ∙ !!    (2.10) 
The intrinsic effects can similarly be explained. The remnant polarization is 
changed by the applied stress to the crystal, which includes the oriented molecules during 
crystalline formation. The intrinsic effect is determined by the product of the remnant 
polarization times the electrostriction constant, a constant that relates a material’s 
deformation to an applied electric field [61]. 
These properties, as well as the various applications, make PVDF polymers very 
interesting for advancing research. 
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2.2 Ferromagnetism 
Mankind has known of the phenomenon of magnetism for thousands of years. The 
magnetism, and similarly the magnetic moments of atoms in a material, has three 
principal sources: 1) electron spin, 2) orbital angular momentum of the electron about the 
nucleus, and 3) a change in the orbital moment induced by an applied magnetic field. The 
first two result in paramagnetic contributions to the magnetism, and the third results in a 
diamagnetic contribution [62]. 
 In a crystal, the overall magnetism depends on the magnetic response of each 
atom and the interaction between magnetic moments. When there are no unpaired 
electrons around a nucleus, there will be no net magnetic moments, and the material will 
exhibit diamagnetic behavior. When there are unpaired electrons, every atom has a net 
magnetic moment. Depending of the interaction of these moments, a material may be 
paramagnetic (PM), ferromagnetic (FM), antiferromagnetic (AFM), or ferrimagnetic 
(FIM). In a paramagnetic material, there is no alignment of adjacent magnetic moments. 
In ferromagnetic materials, adjacent moments are aligned parallel to one another. For an 
antiferromagnetic material, the alignment is antiparallel. Finally, in ferrimagnetic 
materials, the moments are antiparallel, but the net magnetization of the material is non-
zero [63]. 
 For a ferromagnetic material, the order parameter η previously described is the 
magnetization, M, and the applied field is the magnetic field, H. The physical 
characteristics describing ferromagnetic materials are comparable to ferroelectric 
materials. Magnetization is the net magnetic moments in unit volume. 
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 The magnetic properties of an atom are decided by the electron configuration. The 
magnetic moments of an electron are separated into the orbital angular momentum 
magnetic moment and the spin magnetic moment. The orbital moment is defined as: 
     !! = −!! ∗ !!     (2.11) 
The spin moment is defined as: 
     !! = −!! ∗ !! ∗ !!     (2.12) 
In these equations, µB is the Bohr magneton, µB = eħ/2me, ge = 2(1 + e2/4πε0hc) = 2.0023, 
lZ is the magnetic quantum number, and sZ is the spin quantum number, ±1/2 [64]. 
 The total magnetic moment is related to the total angular momentum quantum 
number (JZ) by the expression: 
     !! = −! ∗ !! ∗ !!     (2.13) 
Here, g is called the Lande splitting factor or Lande g-factor, and is given by the 
expression: 
     ! = !! + ! !!! !!(!!!)!!(!!!) ,    (2.14) 
where S is the spin angular momentum, L is the orbital angular momentum, and J is the 
total electronic angular momentum. 
 The total electronic angular momentum is decided by of orbit-orbit, orbit-spin, 
and spin-spin couplings. For atoms where the orbit-spin interaction is weak, the coupling 
is described by Hund’s Rule. Therefore, we can compare the magnetic moments of ions 
between experimental and calculated values. 
 As described earlier, these magnetic moment interactions lead to different types of 
magnetism. If J is equal to zero, the material is diamagnetic. The different alignments of 
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magnetic materials result in J being non-zero, leading to FM, AFM, and FIM. Figure 2.6 
shows the different alignments and magnetic orders. 
 
 
 
 
 These three structures are highly unstable at high temperatures because of 
thermal agitation effect. At these high temperatures (i.e. above the Curie temperature), 
the material is paramagnetic. The stability of the magnetic structure is related to the 
exchange interactions. 
 According to the Pauli Exclusion Principle, there is zero probability of finding 
two electrons with identical spins at the same point in space, but opposite spins can 
occupy the same point. The average separation of electrons, r, will be larger for parallel 
spins than for antiparallel spins. The inter-electron Coulomb repulsion energy, e2/4πε0r, is 
therefore smaller for parallel spins than it is for antiparallel spins. This effect is referred 
to as the exchange interaction. For the entire material, the exchange energy is expressed 
as [65]: 
1.4. MAGNETISM
g= 32 +
S(S+1)−L(L+1)
2J(J+1) (1.21)
J is decided by the couplings of orbit-orbit, orbit-spin and spin-spin. For light atoms, as the orbit-spin
interaction is weak, the coupling is simple to Russell-Saunders coupling and is specified by Hund’s
rules. Thus, it is possible to compare the magnetic moments of ions between experiment and calculated
values ( the magnitude of total magnetic moment is m = gµB
√
J(J+1) ).
(a) FM (b) AFM (c) FIM (d) Canted
Figure 1.10 Some simple magnetic orders
If J equals zero, the material displays diamagnetic behavior which is explained by classic electro-
magnetic theory. If J is not zero, ferromagnetic ( FM ), antiferromagnetic ( AFM ), ferrimagnet ( FIM )
and more complicated magnetic order structures like helical, canted, spiral, umbrella and etc. can exist
in solid. The simple magnetic o ders are shown in fig 1.10.
All these magnetic structures are instable at high temperature because of thermal agitation effect.
The material shows paramagnetic( PM ) behavior at high temperature. The stability of magnetic struc-
ture is related to exchange interaction.
1.4.2 Exchange interaction
According Pauli Exclusion Principle, there is zero probability of finding two electrons of the same
spins at the same point in space, but opposite spins can be find at the same point. So the average
separation of electrons r will be larger for parallel spins than anti-parallel spins. The inter-electron
coulomb repulsion energy ( e2/4!"0r ) is smaller for parallel than anti-parallel spins. This effect is
referred t as the exchange int raction. For the wh le solid, the exchange energy is xpressed as:
H =#
i
#
i"= j
Ji j ·!Si ·!S j (1.22)
The coupling constant J signs magnetic order: positive J is FM, negative J is AFM. Very short distance
supports AFM, then FM, the long distance supports PM because the exchange interaction is a short-
range interaction.
1.4.3 Double exchange interaction
The metallic FM order can be explained by double exchange interaction [46] [47], i.e. in manganites.
Because of the existence disordered mixture of Mn3+ and Mn4+, the electron hops from Mn3+ to O2−,
from O2− to Mn4+ depending on the alignment of local spins of Mn3+ and Mn4+. If the spins of Mn3+
and Mn4+ are parallel, eg electron of Mn3+ hops to the vacated spin site of the oxygen which was leaved
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Figure 2.6: Magnetic moment alignments for simple ferromagnetic (FM), 
antiferromagnetic (AFM), and ferrimagnetic (FIM) magnetic orders. 
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     ! = !!" ∙ !! ∙ !!!!!!     (2.15) 
 The sign on the coupling constant J determines the magnetic order. If J is positive, 
the material is ferromagnetic, if J is negative, the material is antiferromagnetic. Very 
short distances between spins supports antiferromagnetism, then ferromagnetism, and 
long distances support paramagnetism. This is because the exchange interaction is a 
short-range interaction. Ferromagnetism can further be explained using a double 
exchange interaction. 
 For example, examine the interactions in manganites, MnO(OH) [66]. The double 
exchange interactions in this material can help explain the ferromagnetic properties in 
metallic materials. In these materials, there is an existence of a disordered mixture of 
Mn3+ and Mn4+. The free electron in the material will hop from Mn3+ to O2-, or from O2- 
to Mn4+, depending on the local spins of the manganese atoms. If the spins of the 
manganese ions are parallel, the free electron from Mn3+ hops to the spin site in the 
oxygen vacated when the electron moved to Mn4+. If the spins of the manganese ions are 
antiparallel, the electron cannot hop to the oxygen because its spin is parallel to the spin 
that was vacated in the oxygen. According to this mechanism, the compound is 
ferromagnetic and has itinerant electron behavior [67]. These metallic ferromagnets 
behave like conductors. 
 There is another interaction that can also help explain ferromagnetic and 
antiferromagnetic behavior. Hendrik Kramers first proposed super exchange interaction 
in 1934 [68] and the theory was then further developed in the 1950’s and 1960’s 
[69,70,71,72]. The ferromagnetic and antiferromagnetic orders are explained by super 
exchange theory depending on orbital configurations. 
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 To further explain, we look at two ions of a material X. Ion X has partially 
occupied outer orbitals. Ion X’ has empty outer orbitals. These ions couple to one another 
through a third, intermediary, non-magnetic ion, similar to an oxygen atom. There are 5 
cases of super exchange interaction that depend on the orbital coupling and magnetic ions: 
1) strong AFM, 2) weak AFM, 3) weak FM, 4) FM, and 5) AFM. Examples of the orbital 
interactions can be seen in Figure 2.7 [73]. 
 
 
  
Similar to ferroelectric materials, ferromagnetic materials also form domains. 
Ferromagnetic domains enclose regions of magnetic identical magnetic moment 
orientation. If the macroscopic magnetization is saturated at high applied external 
magnetic fields, then the ferromagnetic material is in a single domain state. When the 
external field is either removed or decreased to zero, some domains will form to 
minimize the free energy of the system as described earlier. This reduces the macroscopic 
magnetization to a value that is referred to as the remnant magnetization. As the applied 
CHAPTER 1. INTRODUCTION
by electron hoping to Mn4+. If the spins of Mn3+ and Mn4+ are anti-parallel, the eg spin electron can
not hop to the oxygen because its spin is parallel to the spin remained in the oxygen. According this
mechanism, the compound of FM has itin rant electron and behaves like conductor.
1.4.4 Superexcha ge interaction
Superexchange was proposed by Hendrik Kramers in 1934 [48] and developed by Phillip Anderson [49]
[50], John Bannister Goodenough [51] and Junjiro Kanamori [52] in 1950’s-1960’s. The insulator FM
and AFM orders are explained by superexchange depending on orbital configurations. Two magnetic
ions ( B with part occupi d eg orbitals or B’ with empty eg orbitals ) couple through an intermedi ry
non-magnetic ion (e. g. O2−). Depending on magnetic ions ( B or B’ ) and orbital couping orientations
( parallel or orthogonal ), there are 5 cases in superexchange interaction (fig. 1.11): (a) strong AFM,
(b) weak AFM, (c) weak FM, (d) FM, (e) AFM.
(a) Case 1 (b) Case 2
(c) Case 3
(d) Case 4
(e) Case 5
(f) Legend
Figure 1.11 Different magnetic orders because of superexchange interaction [53] [54]
Superexchange effect is successful in explaining the AFM order in many insulator perovskites.
Similar to AFE, the magnetic moments exist in AFM but the net magnetic moment in one magnetic cell
is zero because every magnetic moment has a anti-parallel magnetic moment neighbor. In perovskite
compounds, different AFM orders below magnetic phase transition temperature TN were named after
E. O. Wollan and W. C. K ehler who studied perovskite magnetic orders by neutron iffraction [55] (
see fig.1.12 ).
In simple perovskite BiFeO3(BFO), disordered complex perovskite PbFe1/2Nb1/2O3 (PFN), PbFe1/2Ta1/2O3
(PFT) and PbFe2/3W1/3O3 (PFW), G-type AFM order is related to Fe-O-Fe superexchange effect [56]
[57] [58] [59] [60]. The AFM phase transition point ( TN ) may relate to the quantity of Fe3+ in the
compound. TN of PFN, PFT, PFW and BFO are 143K [61], 133K-180K [62], 350K [63], and 643K re-
spectively. Recently, the Fe-Pb-Fe also is expected to explain the enhanced Néel temperature [64] [65].
1.4.5 Jahn-Teller effect
As we already described, except cation displacement and tile, distortion is a another type deformation
in perovskite, especially in magnetic perovskite materials.
If odd number of electrons occupy the eg orbitals ( i.e. d9, low-spin d7 and high-spin d4 ) in
octahedron center position, the pronounced J-T distortion occurs. According crystal field theory, in
octahedral environment, the five d orbits split into lower energy t2g states ( dyz, dxz, dxy ) which point
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Figure 2.7: Orbital interactions for different magnetic structures. The different cases 
depend on orbital coupling and the magnetic ions in the different atoms. 
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field is continuously decreased to a negative polarity value, the net magnetization will 
eventually reduce to zero. This is the coercive magnetic field. However, as the crystal is 
still ferromagnetic, there is spontaneous magnetization and the vanishing net 
magnetization is caused by the decay of regions into domains. As with ferroelectric 
domains, adjacent domains are separated by domain walls, and the domains are either 
aligned or anti-aligned to neighboring domains. 
 Magnetic fields are described by magnetic induction, B = µ0*H and is related to 
the magnetization M by: 
     ! = !! ∗ (! +!)     (2.16) 
 In ferromagnetic materials, H and M are non-linearly related because of hysteresis, 
similar to the P-E relation for ferroelectrics. From the thermal equilibrium free energy 
equations, the relation is shown to be [74]: 
     !"!" = ! = !! ∗ !     (2.17) 
 The magnetic susceptibility is defined as the magnetic field dependence of the 
magnetization: 
     !! = !"!"      (2.18) 
These properties lead to a hysteresis loop similar to a PE loop, here dependent on 
magnetization and applied magnetic field (MH), as shown in Figure 2.8 [75]. 
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2.3 Multiferroic Materials and Magnetoelectric Coupling 
In Ferroelastic materials, the order parameter is the strain, and is dependent on the 
stress, σ, as follows [76]: 
     
!"!" = !      (2.19) 
Ferroelastic materials differ from ferroelectrics and ferromagnetics in that the free 
energy is only a course approximation. This is due to a phase mixture present even below 
the Curie temperature. While ferroelectrics and ferromagnetics contain domains that 
enclose regions with identical order parameters, ferroelastics have domains that are 
separated into two regions, called martensite and austenite regions. Because of this, a 
change in the strain order parameter is linked to phase transitions, not just domain 
reformation [77]. 
Remanence 
Figure 2.8: Sample MH hysteresis loop. For ferromagnetic materials, the magnetization 
changes as the applied field strength is changed, and displays hysteresis [75]. 
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A multiferroic material is one in which more than one ferroic property exists in a 
material. This definition was originally proposed by Schmid in 1994 in an effort to 
describe the effects that allow the formation of switchable domains [78,79]. In 
multiferroic materials, the ferroic order parameters are coupled to one another. When a 
field is applied to the material, more than one of the parameters will change since they 
are coupled. A diagram of multiferroic interactions is shown in Figure 2.9 [80]. 
 
Figure 2.9: A diagram of multiferroic interactions. Multiferroic coupling occurs when 
changing a field will cause a change in one of the other parameters, as shown by the 
black and green arrows [80]. 
 
When the coupled effects are ferroelectricity and ferroelasticity (red and yellow in 
the figure), it is called the piezoelectric effect. In this case, an electric field controls the 
strain, or the stress controls electric polarization. 
 The second case occurs when ferromagnetic and ferroelastic properties are 
coupled, the case of magnetoelasticity (blue and red in the figure). This case occurs when 
stress controls magnetization, and when magnetic field controls strain. 
This content downloaded  on Fri, 22 Feb 2013 16:13:44 PM
All use subject to JSTOR Terms and Conditions
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 The final, and most common, case of multiferroic materials is when 
ferroelectricity and ferromagnetism are coupled (yellow and blue in the figure, shown by 
the green arrows). This is the case of the magnetoelectric coupling. In the presence of 
magnetoelectric coupling, it is possible to control magnetic properties by an electric field 
[81], or to control electric properties by a magnetic field [82]. These two effects are 
called the magnetoelectric effect (ME). Figure 2.10 shows the overlay and interaction of 
magnetoelectric coupling. In this case, the coupling coefficient is defined as α, and is 
called the magnetoelectric coupling constant [83]. In the research of this thesis, this is the 
case that will be studied. 
 
Figure 2.10: Magnetoelectric coupling diagram. For this type, the magnetic field controls 
polarization, or the electric field controls magnetization, as shown in the green graph. 
This leads to a magnetoelectric coupling constant, α [83]. 
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 Maxwell’s equations have long demonstrated the relation between electric and 
magnetic fields [84,85]. However, during this time, they were considered as separate in 
solid state and nanaoscale physics: electrons and electric charge were the cause of 
electricity, and spin of atoms was responsible for magnetism. Curie [86] and Debye [87] 
introduced coupling between magnetic and electric properties. Landau and Lifshitz 
described the linear coupling between the parameters for certain magnetic symmetries in 
1959 [88]. Later, Dzyaloshinskii and Astrov predicted and observed this coupling [89]. 
Soon after, nickel-iodine boracite exhibited true multiferrocity, not just magnetic 
symmetry based [90]. 
 The next few sections will describe in detail several types of the magnetoelectric 
effect, as well as the cause of the coupling. 
 
2.3.1 Single-phase Magnetoelectric Effect 
Single-phase ME occurs when the coupling between ferroic layers arises directly 
between order parameters such as polarization or magnetization. Single-phase ME is 
described using the Landau theory, specifically the free energy, F, the polarization P, and 
the magnetization M in terms of the applied electric and magnetic fields, E and H 
respectively, and the order parameters. Doing so, the free energy is found to be [91]:
.  (2.20) 
Here, the first term is the contribution from the response to an electric field, where 
εij is the relative permittivity. The second term is the response to a magnetic field, where 
µij is the relative permeability. The third term represents the linear magnetoelectric 
! 
F(E,H) = 12"0" ij EiE j +
1
2 µ0µijHiH j +# i j EiH j +
$ijk
2 EiH jHk +
% ijk
2 HiE jEk + ...
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coupling, and the later terms represent higher order coupling. αij, βijk, and γijk are the 
coupling coefficients. By differentiating F with respect to E and H, respectively, then 
setting Ei and Hi to zero, you get the following for electric polarization and magnetization 
[91]: 
      (2.21) 
and 
.    (2.22) 
It follows that the magnetoelectric effects in these materials are large, such that 
the magnetoelectric coefficient becomes:  by ignoring the higher order 
terms in the free energy.  
 In single-phase ME materials, the above magnetoelectric coefficients are coupled 
to one another. A change in one, such as β, by applying and electric field causes changes 
in the other parameters. Single-phase ME can be observed experimentally by measuring 
α. This has been done in many multiferroic materials [89,92]. 
 In single-phase ME materials, the ferroelectric and ferromagnetic properties are 
held by the single material. For example, we will use TbMn2O5. Figure 2.11 [93] shows 
an electric polarization versus applied magnetic field graph for this material. As the 
magnetic field is applied, the polarization of TbMn2O5 changes, and shows hysteretic 
properties. 
! 
Pi = " ijH j +
#ijk
2 H jHk + ...
! 
µ0Mi = " jiE j +
# ijk
2 E jEk + ...
! 
" ij
2 # $ oµo$ ijµij
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Figure 2.11: Polarization versus applied magnetic field for a single-phase ME. A change 
in an applied magnetic field changes the polarization. Single-phase ME occurs at low 
temperatures, as shown by the 3 K and 28 K temperatures of this experiment [93]. 
 
This graph does show of the main drawbacks to single-phase ME materials. These 
graphs were obtained at very low temperatures, 3 K and 28 K. At room temperature, the 
magnetoelectric effect is not present. Another drawback, as seen in the figure, is the size 
of the field required to see changes. The magnetic field (or electric field to magnetize) 
has to be very large; thereby making this material not applicable as devices such as 
storage drives. 
 
2.3.2 Two-phase Magnetoelectric Effect 
The other type of ME is two-phase, which happens when two separate ferroic 
layers are combined. A ferroelectric layer and a ferromagnetic of different material are 
layered together in what is called a heterostructure. Unlike single-phase ME, which is 
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caused by interaction between order parameters, two-phase ME occurs in two ways: 1) 
strain mediated, and 2) charge mediated through coupling between multilayers through 
interface bonding.  
The first two-phase ME occurs when strain between layers causes changes in the 
polarization or magnetization. A schematic showing the steps of this process is shown in 
Figure 2.12. In this case, an applied electric field causes a shape change in the 
ferroelectric material. In a ferromagnetic material, by changing the shape with an applied 
stress, the magnetization state is altered. By combining the layers, a change in 
magnetization can be induced. Applying an electric field changes the shape of the 
ferroelectric material. Since it is bound to the ferromagnetic material at the interface, this 
change acts as the stress to change the shape of the ferromagnetic material. With that 
shape change, an altered magnetization of the sample is induced. 
The other type of two-phase ME is charge mediated. This is done through spin-
dependent screening of the electric field, which causes an imbalance of surface charge 
and leads to a change in the surface magnetocrystalline anisotropy. By applying an 
electric field to a metal film, conduction electrons on the surface of the film screen the 
electric field over the screening length of the metal, which is spin-dependent due to 
exchange interactions in ferromagnetic metals [94]. The spin dependence of the screening 
electrons creates a surface magnetization, or ME. The magnetization occurs only on the 
surface of the metal film, so this is a surface magnetoelectric effect, and therefore has 
little dependence on film thickness [95]. A schematic of this process is shown in Figure 
2.13. 
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Figure 2.12: Schematic of strain mediated two-phase magnetoelectric effect. Applying an 
electric field to a ferroelectric material changes its shape. Changing the shape of a 
ferromagnetic material alters its magnetization. Combining the two, you can alter 
magnetization by changing the electric field. 
 
 
 
18
Figure 2.5. The magnetoelectric effect for a composite material. (a) An
applied electric field causes a ferroelectric to change shape. (b) Mechanical
stress alters the magnetic dipole moment of a ferrimagnet. (c) A composite
ferroelectric/ferrimagnetic material experiences an altered magnetization
resulting from an applied electric field.
so a composite material, which has large ! due to the ferroelectric component and large
µ due to the ferrimagnetic component, will allow for larger magnetoelectric susceptibility
αij .
 
 
 
 
 
FE 
FE 
FM – Metal  
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Figure 2.13: Schematic of charge mediated two-phase magnetoelectric effect. 
Current the sample causes charges to move to the surfaces, creating localized 
effects. 
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The origin of this ME is from induced spin-dependent charge densities on the film 
surface. Dipoles are formed on that surface to screen the electric field in the film, and the 
induced charge density is strongly spin-polarized. The spin imbalance of the screening 
charge causes an induced surface magnetization that reflects the presence of the surface 
ME. The net induced spin densities at opposite surfaces will have opposite signs, since 
the electric field is applied in an opposite orientation with respect to the surfaces.  
The other occurrence of two-phase ME involves the coupling between different 
ferroic layers through interface bonding. Applying an electric field to a ferromagnetic 
film also changes the magnetocrystalline anisotropy energy (MAE). MAE, which is due 
to the spin-orbit coupling [96], is another materialization of the ME. It has been seen that 
the magnetic anisotropy in the film can be changed by alternating the polarization in the 
ferroelectric layer through an applied field [97]. This is because of the change in 
electronic structure at the interface. When an electric field directed outward from the film 
is applied, there is an increase in the MAE contribution from atoms at the surface of the 
film. When an electric field is directed inward, there is a decrease in this contribution. 
Therefore, it is possible to design ferromagnetic films with anisotropy that can be 
switched from in-plane to out-of-plane. 
Two-phase ME due to interface bonding is also seen in the displacement of atoms 
at the interface caused by the overlap between atomic orbitals, which affects the interface 
magnetization. In the left set-up, D orbitals of manganese (gold and silver) are attracted 
to the positive charge, stretching the lobes of the orbitals up and down. The stretched lobe 
down interacts with the P orbital of the Oxygen atoms (red dot). There is a strong double 
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exchange interaction between the Mn and O. Exchange interactions prefer a 
ferromagnetic state, so the created spins are aligned. 
This leads to a ME when an applied field causes a sudden change in that 
magnetization. Figure 2.14 shows an example of this effect in Lead, Zirconium, Titanium 
/ Lanthanum, Strontium, Manganese Oxide (PZT/LSMO) [98]. 
 
 
 
In a multilayer material, the magnetic properties are due to the ferromagnetic 
metal film. By symmetry, when the material is in a paraelectric state the magnetic 
moments of the metal atoms are the same at the top and bottom surfaces. When a field is 
applied, the ferroelectric displacements break the symmetry between the surfaces, 
causing the magnetic moments to change, creating a ME. 
E 
Figure 2.14: Example of two-phase ME due to the overlap between atomic orbitals in 
PZT/LSMO. The applied field changes the polarization of PZT, which either attracts or 
repels the orbital electrons in the LSMO, resulting in a change in magnetization of the 
LSMO layer [98]. 
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This is due to the orbital-resolved local density of states (DOS). The applied 
electric field polarizes the ferroelectric layer, and makes metal atoms move away from 
one interface and towards the other. This causes the bond length between the atoms to be 
shorter, and leads to the overlap of the orbitals of these atoms to be stronger at one 
interface than at the other. This causes the minority-spin bounding state to be more 
populated at the interface where the overlap is stronger. Therefore, ferroelectric changes 
enhance the induced magnetic moment at one interface, but reduces the magnetic 
moment at the other [99]. A graph of the charge carriers at the surfaces is shown in 
Figure 2.15 [100]. 
 
Figure 2.15: Graph of charge carriers at the surfaces of two ferroic layers. It can be seen 
that the different surfaces have different charge carriers [100]. 
  
electric field is introduced by planar dipole layer method
[26].
Results of our calculations demonstrate that magnetic
moments do change under applied electric field. As ex-
pected, the magnetoelectric effect is almost solely a surface
effect and has little dependence on film thickness. Figure 1
shows the calculated magnetic moment on the surface Fe
atom of a free-standing 15-ML Fe (001) film as a function
of an applied electric field for magnetization lying in the
plane of the film ([100] direction) and perpendicular to the
plane ([001] direction). The spin and orbital contributions
to the total moment are of the order of 3.0 and 0:1!B,
respectively. It is seen that the magnetic moment changes
nearly linearly with the electric field, so that the induced
surface magnetization !M depends on the applied electric
field E as follows:
!0!M ¼ "SE; (1)
where "S denotes the surface magnetoelectric coefficient.
Here a positive electric field is defined to be pointed away
from the metal film surface. Therefore results for both
positive and negative electric fields are obtained at two
surfaces within one simulation. From the linear fit to the
calculated data shown in Fig. 1 we find that for magneti-
zation in the plane "100S " 2:4# 10$14 G cm2=V and for
magnetization perpendicular to the plane "001S "
2:9# 10$14 G cm2=V. The vertical separation between
the two lines in Fig. 1 for a given applied electric field is
the difference in the orbital moments in the two magneti-
zation directions (as shown later in Fig. 4) because the
corresponding spin moments are essentially the same.
The origin of this ME effect stems from induced spi -
dependent charge densities on the surfaces of the film.
Figure 2 displays the differences in the charge densities
between the disturbed (E ¼ 1:0 V= "A) and undisturbed
(E ¼ 0) Fe film. It is seen that the surface dipoles are
formed to screen the electric field inside the film and the
induced charge density is strongly spin-polarized. We note
the presence of the Friedel-like oscillation of the change
density in Fig. 2, which is typical for the electron screening
effect [27]. However, unlike the case of normal metals
[26], the charge oscillations have multiple periods, and
the oscillations of the majority- and minority-spin elec-
trons are different. This is because the majority- and
minority-spin electrons have different Fermi wave vectors,
and they are coupled in the dielectric response [24].
Because of the spin imbalance of the screening charge,
there is an induced surface magnetization reflecting the
presence of the surface ME effect. Figure 3 visualizes the
induced spin density across the Fe film. It is clearly seen
that the ME effect is confined to the surfaces of the film.
The net induced spin densities at the two opposite surfaces
have different signs, as the applied electric fields are op-
positely oriented with respect to the two surfaces of the
film.
It is interesting to compare the calculated magnitude of
the surface ME coefficient due to the direct influence of an
external electric field with those predicted earlier for
BaTiO3=Fe [21] and SrTiO3=SrRuO3 structures [23]. In
the later case, the ME effect originates from the capacitive
accumulation of spin-polarized carriers at the
SrTiO3=SrRuO3 interface under an xt rnal electric field.
The calculations of Ref. [23] suggest that for a 7 unit cell
thick SrTiO3 (a ¼ 3:904 "A) layer the applied voltage of
27.8 mV induc s a net magnetic moment of 2:5# 10$3!B
per surface unit cell. The corresponding surface ME coef-
ficient is "S " 2# 10$12 G cm2=V. This value is higher
by 2 orders of magnitude than what we obtained for Fe
film. This difference is related to the dielectric constant of
the dielectric at the dielectric/metal interface. For a given
applied electric field, the screening charge in the metal is
proportional to the dielectric constant. According to
Ref. [17], SrTiO3 has a very large dielectric constant,
FIG. 1 (color online). Total magnetic moments on the (001) Fe
surface as a function of applied electric field for the magnetic
moment lying in the plane of the film (along the [100] direction)
and perpendicular to the plane (along the [001] direction). The
solid lines are a linear fit to the calculated data.
∆ρ
FIG. 2 (color online). Induced xy-averaged electron charge
densities, !# ¼ #ðEÞ $ #ð0Þ, along the z direction normal to
the xy film plane for a 21 A˚-thick F film (located between about
5.5 and 26.5 A˚) for majority- (solid line) and minority- (dashed
line) spin electrons. The applied external electric field is E ¼
1:0 V= "A, pointing from right to left.
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Figure 2.16 is a density of states graph for the same surfaces, highlighting the 
difference in charge carriers at each surface. 
 
Figure 2.16: The induced spin charge densities of state in arbitrary units. The red and 
blue spots represent the different charge carriers at the different surfaces [100]. 
 
Two-phase ME is qualitatively different from the single-phase ME. Single-phase 
is a linear function of the applied field and is a volume effect. Two-phase ME is non-
linear and is an effect due to the interaction of the interfaces between ferroic layers. 
" ! 490, compared with " ¼ 1 in the present calculations.
Therefore, the presence of a dielectric with large dielectric
constant can significantly amplify the surface ME effect.
In the case of BaTiO3=Fe structure [21], the predicted
ME effect occurs as a result of the reversal of the polar-
ization orientation due to an applied electric field and
originat s from the change in the interface bonding
strength which dominates over the screening charge con-
tribution. This ME effect is strongly nonlinear and does not
follow a simple relation given by Eq. (1). Nevertheless, to
have a crude estimate of the surface ME coefficient we
assume that the polarization of BaTiO3 can be switched at
the coercive field of Ec ¼ 100 kV=cm resulting in the
change of the interface magnetic moment of more than
0:3!B per unit surface cell. We find that the surface ME
coefficient is then "s ! 2# 10$10 G cm2=V. This value is
much larger than the electric-field-induced effects dis-
cussed above.
Calculations performed for magnetic Co (0001) and Ni
(001) films confirm qualitatively predictions obtained for
Fe. We find that the surface ME coefficients (in units of
10$14 G cm2=V) are "100S ! 1:6, "001S ! 1:7 for 9-ML Co
(0001) film and "100S ! 3:0, "001S ! 2:4 for 9-ML Ni (001)
film. Note that the predicted surface ME coefficients have
the same sign for the three kinds of metal films. This is in
disagreement with the prediction of Ref. [24] suggesting
that Fe film has different sign of the induced magnetic
moment from that in Co and Ni films. Obviously a simple
free-electron-like model adopted in Ref. [24] is unable to
take into account all the electronic effects which occur in
the 3dmetals due to the presence of the exchange-splitting
d bands, their hybridizations with s and p bands, and the
difference between bulk and surface electronic structures.
The origin of the predicted positive ME coefficient for
all the ferromagnetic films can be understood within a
simple model. The model assumes a localization of the
screening charge within the first atomic ML on the metal
surface and a rigid shift of the chemical potential on the
surface in response to the applied electric field E.
According to this model the surface charge density # ¼
"E is unequally distributed between the surface majority-
and minority-spin states resulting in the surface ME coef-
ficient
"s ¼ "!Bec2
n" $ n#
n" þ n# : (2)
Here n" and n# are majority- and minority-spin surface
DOS at the Fermi energy and " is the dielectric constant
of the dielectric adjacent to the ferromagnetic surface (in
our case of vacuum " ¼ 1). As is seen from Eq. (2), "s is
proportional to the spin polarization of the surface DOS. It
is known that at the Fe (001), Co(0001), and Ni(001)
surfaces, the minority-spin states are dominant near the
Fermi level [28]. Therefore the accumulation of electrons
in response to the application of an inward (negative)
electric field results in a decrease of the surface spin mo-
ment, due to the dominating minority-spin character at the
Fermi energy. Using Eq. (2) and the calculated surface
DOS, we find "S ! 5:2, 4.9, and 5:5# 10$14 G cm2=V
for Fe (001), Co (0001), and Ni (001), respectively.
These values are in a qualitative agreement with the results
of our density-functional calculations.
Another important consequence of applying electric
field to the ferromagnetic metal films is the change of their
magnetocrystalline anisotropy energy (MAE), which may
be considered as another manifestation of the ME effect.
The MAE, whose physical origin is the spin-orbit coupling
[29], plays an important role in high anisotropy materials
used in modern magnetic storage technologies [30].
Recently we have demonstrated that the magnetic anisot-
ropy of the ferromagnetic film can be altered by switching
the polarization of the adjacent ferroelectric through ap-
plied bias voltage [22]. The effect occurs due to the change
of the electronic structure at the interface region, which is
produced by ferroelectric displacements and mediated by
interface bonding. Here we demonstrate the direct impact
of an external electric field on the MAE.
Following our previous study [22], we decompose the
MAE for the whole film into individual contributions from
FIG. 3 (color online). Induced spin densities, !# ¼ #ðEÞ $
#ð0Þ, in arbitrary units for a 15-ML-thick Fe film (about 21 A˚)
under the influence of an electric field of 1 V= "A.
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CHAPTER 3. EXPERIMENTAL METHODS 
3.1 Deposition Techniques 
For this work, multiferroic materials were formed by creating a heterostructure 
sample, a two-phase ME material. To create these heterostructures, multiple techniques 
were utilized. The heterostructures consisted of multiple layers of metallic thin films and 
PVDF polymer. Magnetron sputtering was used to deposit base copper layers. To deposit 
PVDF layers with the correct, ferroelectric phase, a Langmuir-Schaefer dipping 
technique was employed. Finally, to create iron and aluminum films, resistive thermal 
evaporation was performed. 
 
3.1.1 Magnetron Sputtering Deposition  
The sputtering process is a form of physical vapor deposition, or PVD. In the 
sputtering process, energetic ions are directed towards a target of solid material. Atoms in 
this target are ejected by the ions and are deposited on a substrate. 
The set-up for standard sputtering has a target of certain material, and a substrate 
situated above the target. The target and substrate system is placed inside a vacuum 
chamber, so that there is no interaction with atoms from gases in the air. Once in the 
vacuum, gas is introduced into the system. This gas has a very low pressure, in the 
milliTor range. The ions used to eject the atoms come from this introduced gas.  
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The target is connected to a power source and acts as a cathode. The substrate is 
grounded and acts as the anode of the system. This runs high energy through the target, 
from which the ionized gas is created. Since high energy flows through the target, it 
needs to be cooled as well. The target is connected to a water-cooling system to protect it 
from overheating and cracking or breaking. Figure 3.1 shows the target system, with 
power and water-cooling connections [101]. 
 
 
 
The sputtering process occurs due to the exchange of momentum during collisions 
between the atoms of the material and the ions. The high-energy ions, typically at least 
100 eV, created from the cloud of gas collide with the close-packed atoms of the target 
  
  
 
  
  
 
 
  
 
Figure 3.1: Sputtering target with connections. Argon gas supplied to the chamber is 
ionized, and the atoms hit the target, depositing atoms on the substrate [101]. 
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material. These atoms are pushed around in the material. Eventually, some of the atoms 
near the surface of the target are ejected from the surface, cross the vacuum and impact 
with the substrate, where they are deposited. Figure 3.2 shows a diagram of the ions 
entering the material and ejecting target atoms [102]. 
 
 
These ejected atoms have are high-energy, which causes them to stick to the 
substrate. The energy, however, is low enough that it doesn’t eject atoms from the 
substrate. This type of deposition process creates thin films of the target material on the 
substrate. These deposited films have the same composition as the source material with a 
low impurity rate. This low impurity rate is due to the speed at which the process takes 
place. 
 
Figure 3.2: Process of ion collision and atom ejection in sputtering deposition. Argon 
ions cause a target ion to be ejected due to conservation of energy and momentum [102]. 
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For this work, the sputtering target used was copper. Argon gas was introduced to 
the vacuum chamber using a flow controller. A voltage of 0.204 V was applied to the 
controller, which corresponds to an argon pressure inside the vacuum chamber of 1 
mTorr. The power source supplied 50 W of power to the sputtering target (380 V, 0.131 
A). A crystal thin film thickness monitor was used to calibrate the deposition rate of 
copper at the above conditions, and that was found to be 2.64 Å/s. The copper films 
deposited on the substrates were used as electrical contacts throughout the experiment. 
 
3.1.2 Langmuir-Schaefer Polymer Deposition 
PVDF polymer films were deposited on Si (100) substrates using Langmuir–
Schaefer film fabrication. The Si substrates were cleaned ultrasonically using acetone, 
isopropyl alcohol, and finally DI water in order to remove the contamination from the 
surface. A PVDF solution was made by dissolving it in an organic solvent such as 
acetone with a concentration of 0.05% by weight. A commercial PVDF transfer 
membrane from Thermo Scientific was cut into 8 mg pieces. One 8 mg piece was 
dissolved into 20 mL acetone for 2 h at a temperature of 80 °C. 5 µL drops of the solution 
were then put on the surface of DI water at a coverage rate of 1 drop per 1.5 cm2 of 
surface. The films were prepared using the Langmuir–Schaefer method. The Si substrate 
was dipped through the solution, into the DI water, parallel to the liquid surface. The 
substrate was then slowly removed from the solution at a small angle [103]. The film was 
allowed to dry completely before dipping again. Each dip deposited one monolayer (ML) 
of PVDF film on the substrate, each ML 1.75 nm thick. 
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3.1.3 Thermal Evaporation 
 Using the Langmuir-Schaefer method, β phase PVDF is deposited on the 
substrate. As mentioned previously, magnetron sputtering can be used to deposit metallic 
thin films. However, due to the high energy and speed of the sputtered atoms, the PVDF 
layer will be destroyed when a film is sputtered on top of it. Iron can be sputtered below 
the PVDF if necessary, but doing so above the PVDF will ruin the sample. To avoid this 
problem, a different way to deposit iron and aluminum on top of the PVDF is needed. To 
keep the film layers consistent, all iron layers were deposited in the same way. This 
process is resistive thermal evaporation. 
Resistive thermal evaporation is one of the most commonly used metal deposition 
techniques. In this process, a solid material (pure metal, compound, etc.) is heated to a 
high temperature until the material vaporizes. The atoms in the vapor travel through a 
vacuum and hit a cooled substrate, where they cool and form a solid thin film. The 
heating of the material is obtained by passing a large current through a filament container 
that has a finite resistance. These containers are usually in the shape of a boat, basket, or 
crucible, and consist of a resistive wire coated in a ceramic material. Figure 3.3 shows a 
schematic diagram and picture of a basket type container [104]. The choice of the 
filament container is determined by the evaporation temperature and its’ inertness to 
reactions with the evaporant. Since the container is used to perform the heating, this 
method is often referred to as indirect thermal evaporation. 
Once the material is evaporated, the vapor undergoes collisions with any gas 
molecules in the deposition chamber. Because of this, a fraction of the vapor atoms are 
scattered within a given distance during their movement through the ambient gas in the 
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deposition chamber. At room temperature, the mean free path for air is approximately 45 
cm at a pressure of 1 x 10-4 torr. As the pressure is lowered, the mean free path for air 
increases, up to 4500 cm at 1 x 10-6 torr [105]. To ensure that vaporized atoms do not 
collide with air molecules, the distance from the evaporation container to the substrate 
must be much less than the mean free path for air. In this particular deposition chamber, 
the distance from container to substrate is approximately 50 cm. Therefore, a pressure 
less than 1 x 10-5 torr is necessary to ensure that the evaporated material has a straight 
line path to the substrate. A good vacuum is also necessary to reduce contamination in the 
deposited materials [106]. 
 
 
  
 Figure 3.4 shows a simple schematic of a thermal evaporation system [107]. In 
this work, a dual evaporator system was used. Using electric feedthroughs, two 
containers were inserted into the vacuum chamber and connected to external sources. The 
containers used were both Midwest Tungsten Service alumina coated basket filaments. 
Two types of materials were to be evaporated during this experiment: iron and aluminum. 
One basket was dedicated to each material to eliminate cross contamination. 
 
 
 
 
Figure 3.3: Schematic diagram of filament basket, and a sketch of the basket [106]. 
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To perform the evaporation, pure, thin wire of the desired material was placed in 
the basket. The electric feedthrough ends were then connected to a power source. Current 
was run through the basket until the wire material melted, creating the targeted vapor. 
Prior to inserting a substrate, a crystal film thickness monitor was used to calibrate the 
deposition. The monitor was placed above the basket, and the current from the external 
source was increased until evaporation occurred and material was deposited on the 
monitor. This process was repeated several times, and each time a total thickness 
calibration was performed to determine the deposition rate. 
When samples were placed in the chamber, the power source was run at the 
calibrated current in order to control sample thickness. For iron, with a melting 
temperature of 1811 K, a current of 12 A was necessary to initiate evaporation. This 
 
Filaments 
Ceramic Coating 
 
 
Figure 3.4: Schematic diagram of thermal evaporation. The filaments are heated using 
a current. The ceramic coating gets hot, causing the source material to evaporate and 
deposit on the substrate [107]. 
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current corresponded to a deposition rate of 0.427 Å/s. For aluminum, with a melting 
temperature of 934 K, an applied current of 9 A gave a deposition rate of 0.342 Å/s. 
 
3.2 Ferroelectric Testing 
To fully examine the ferroelectric properties of the PVDF polymer, a device was 
needed to run the polarization versus electric field tests. In these experiments, all 
ferroelectric tests were performed using a Radiant Technologies Precision RT66B 
ferroelectric testing hardware, as shown in Figure 3.5, and the accompanying Vision Data 
Management software. The Precision RT series testers consist of an arbitrary waveform 
generator (AWFG) to simulate the sample and an electrometer to capture the sample’s 
electrical response. 
 
Figure 3.5: Precision RT66B testing device. 
 
  
49 
49 
 The electrometer in the device is a device that measures the charge across a 
sample over a given amount of time, using a virtual ground circuit, which will be 
discussed in more detail in the sections ahead. The AWFG and data capture functions for 
this device are executed using the company’s software, as shown in Figure 3.6 [108]. 
 
Figure 3.6: Simplified RT66B device schematic [108]. 
 
 This simplistic design allows the tester to be extremely reliable. The tester relies 
on the computer and software to send all signals to the device, thus controlling all timing. 
This causes a delay in sending and receiving the data, but the device results are still 
within 1% of assigned values [108]. As long as the device is allowed to run a full test 
uninterrupted, that accuracy value will be valid. 
 
3.2.1 Polarization Measurements Using Precision RT66B 
 Using this device, the sample can be considered a Voltage-to-Charge converter. 
For this setup, the sample is considered to have infinite impedance between the input and 
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output connections. This means that the response signal does not show values of the 
DRIVE voltage. The RETURN circuit can see a charge coming out of the sample, but 
that part of the circuit is not related to the DRIVE voltage sent by the device. 
 The circuit used to measure the charge on the sample uses a current amplifier 
followed by an integrator. The output of this integrator is sent as a voltage that is directly 
related to the charge on the sample. On a typical Hysteresis test, a signal is sent to the 
sample, and the output from the sample runs into the RETRUN port. From here, it runs 
through the circuit, and a charge value is output. The circuit diagram for this tester can be 
seen in Figure 3.7 [108]. 
 
Figure 3.7: Circuit diagram for RETURN port of RT66B testing device [108]. 
 
 When a test is run, the output voltage is multiplied by the capacitance of a 
reference capacitor to get the total charge across the sample at every point of 
measurement. This means that there are no manipulations on the charge data, so this is 
the true charge across the sample. This charge is plotted against the DRIVE voltage, 
which is stored in a separate circuit. To get a PE loop, the voltage can simply be 
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converted to electric field. In all these cases, as seen in Figure 3.7, the RETURN is 
connected to a ground, so the voltage measured at the DRIVE is the actual voltage across 
the sample. 
 In the Virtual Ground Circuit of the device, the tester measures data by measuring 
current flow through a sample, rather than voltage across the sample. As mentioned 
earlier, this current is then converted to a voltage based on an amplifier and reference 
resistors. The following will explain the Virtual Ground Circuit in more detail. 
 In this type of circuit, a parasitic capacitor is connected in parallel to the 
RETURN circuit previously shown. Figure 3.8 shows the new circuit schematic, with a 
parasitic capacitor added. The reference capacitor and RETURN port are connected 
together, and never allowed to gain a voltage greater than zero. Any voltage is collected 
by the parasitic capacitor and does not go to the RETURN. All current that flows through 
the sample is transferred directly to the integrator circuit. This type of grounding circuit, 
using current instead of voltage, prevents voltage from being sent back through the 
sample, thus eliminating a chance for error or inaccurate measurements. 
 
Figure 3.8: Circuit with parasitic capacitor used to ground the internal circuit. 
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 Finally, this Virtual Ground and RETURN circuitry is added into a simple circuit 
with the reference capacitor, as shown in Figure 3.9. 
 
 
3.2.2 Tester and Software Operation 
 Using the Vision Data Management software, ferroelectric tests can be run to look 
for hysteresis in the PE loops. Figure 3.10 shows the software for a hysteresis test. The 
software, with a charge signal from the tester, will calculate polarization using the charge 
and the area of the sample. Thus, the sample area can be input before a test is run. Also, 
the maximum applied drive voltage (and the corresponding maximum electric field), can 
be controlled from the dialog box. The final parameter to control is the period of the 
hysteresis loop, or the frequency at which the voltage is switching. By running the 
program, a drive voltage will be sent to the previously described circuit, and the 
measurements will be taken. A complete run can take from 50 ms to 30 seconds. The 
minimum time is based on the number of points collected, which is 50 points for 50 ms, 
enough to give enough detail about the loop. 
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Figure 3.9: Final simplified circuit diagram. 
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Figure 3.10: Sample Hysteresis test setup using Vision software. 
 
3.3 X-ray Absorption Fine Structure Theory 
 
3.3.1 Introduction 
X-ray absorption fine structure (XAFS) is a type of spectroscopy that utilizes X-
rays in order to investigate different physical and chemical characteristics of materials at 
an atomic scale. XAFS operates just below and above the binding energy of a particular 
core electronic level of a particular atomic class, therefore making it element specific. 
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 The basic theoretical predictions of XAFS were explained in terms of quantum 
interference effects back in the 1930’s. However, it did not become a feasible 
experimental tool until two events occurred: Stern, Sayers, and Lytle developed a theory 
on the necessary physical aspects leading to the standard XAFS equation, and they then 
proposed a simple method of data analysis [109]. Today, the amount of information about 
a material that can be gathered from a single XAFS spectrum is greater than most other 
analysis techniques. 
 XAFS can be defined as a modulation of X-rays absorbed by atom species 
dependent on the material’s present structure, including lattice structure, distortion, 
physical state, and chemical state [110]. The information obtained for an XAFS scan, 
including the coordination number, the distance, the distortion states, and the 
surroundings of the selected element, can be determined from the experimental data and 
derivative calculations. Hence, XAFS provides a straightforward approach to determining 
the atomic structure and the chemical and physical states of a sample atomic species. 
XAFS is useful and routinely used in the fields of physics, materials science, chemistry, 
biology, and environmental science. 
 In practice, XAFS is a practical and relatively simple measurement, which 
requires an X-ray source that is intense and tunable, such as synchrotrons [111]. In fact, 
the theoretical and experimental advances in XAFS are closely tied to the advances in 
synchrotron sources. XAFS experiments using these sources have minimal requirements 
in terms of the samples, but provide some advantages since many creation techniques and 
sample conditions can be used. These advantages include in situ measurements of 
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chemical processes, high spatial resolution, and extreme temperature and pressure 
conditions during sample creation. 
 A reference XAFS scan can be seen in Figure 3.11 [112]. This scan was 
performed on an iron oxide sample. The energy of incident X-rays is increased, and a 
graph is produced showing that energy versus the oscillations, which will be explained 
shortly. 
 
 
  
 
Typically, an XAFS scan such as this is divided into two regimes: X-ray 
Absorption Near-Edge Spectroscopy (XANES) and Extended X-ray Absorption Fine-
Structure (EXAFS). XANES can give information about the oxidation state and binding 
geometry of the absorbing atom, while EXAFS gives information about neighbor 
CHAPTER 2. X-RAY ABSORPTION AND FLUORESCENCE 8
Figure 2.6: XAFS µ(E) for FeO. On top, the measured XAFS spectrum is
shown with the XANES and EXAFS regions identified. On the bottom, µ(E)
is shown with smooth background function µ0(E) and the edge-step ∆µ0(E0).
EXAFS Equation,
χ(k) =
￿
j
Njfj(k)e
−2k2σ2j
kRj
2 sin[2kRj + δj(k)] (2.7)
where f(k) and δ(k) are scattering properties of the atoms neighboring the excited
atom, N is the number of neighboring atoms, R is the distance to the neighboring
atom, and σ2 is the disorder in the neighbor distance. Though somewhat complicated,
the EXAFS equation allows us to determine N , R, and σ2 knowing the scattering am-
plitude f(k) and phase-shift δ(k). Furthermore, since these scattering factors depend
on the Z of the neighboring atom, EXAFS is also sensitive to the atomic species of the
neighboring atom.
 
 
Figure 3.11 Sample XAFS scan for iron oxide. The energy of the incident x-rays is 
plotted versus the absorption coefficient [112]. 
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distances and coordination number. Figure 3.12 shows an XAFS scan of Ge1Sb2Te4 with 
these two regimes highlighted [113].  
 
Figure 3.12: Sample XAFS scan for Ge1Sb2Te4 showing the XANES and EXAFS 
regimes [113]. 
 
3.3.2 Fundamentals and Equations of XAFS 
 X-rays are a form of electromagnetic radiation with an energy range of 100 eV to 
100 keV, and a wavelength range of 0.01 to 10 nm. Due to the photoelectric effect, 
incident X-rays are absorbed by most materials. The incident X-ray photon is absorbed 
by and electron in a tightly bound quantum core level, typically the 1s or 2p level, of an 
atom. 
 If the energy of the incident X-ray is less than the binding energy of the material, 
the core electron will not be excited from the previous quantum state. However, if the 
2. Extended X-Ray Absorption Fine Structure
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Figure 2.1: Absorption spectrum of amorphous Ge1Sb2Te4 measured at the germanium
K edge. The part of the spectrum approximately ±50eV around the absorption
edge (XANES) provides information on the oxidation state of the absorber and the
binding geometry. The EXAFS begins approximately 50 eV above the absorption
edge and contains structural information like neighbour distances and coordination
numbers.
binding energy of the electron Ei and thus the spectrum can be divided into two
parts: the x-ray absorption near edge structure (XANES) and the extended x-ray
absorption fine structure (EXAFS).
The near edge structure extends up to 50 eV above the absorption edge. In this
energy region the core electron is excited to an unoccupied bound state, so that
the shape of the absorption edge depends on the density of states closely above the
Fermi level. Therefore, the oxidation state and binding geometry aﬀect the XANES
part of the spectrum. The region from 50 eV-1000 eV above an absorption edge is
called extended x-ray absorption fine structure. This part of the spectrum contains
information on the types and number of neighbour atoms to the absorbing atom. In
the following only EXAFS will be discussed, as this work focuses on the analyses of
EXAFS measurements. After the discussion of the x-ray absorption of isolated atoms,
the changes in the absorption coeﬃcient due to neighbouring atoms of the absorbing
atom in condensed matter are presented. Finally, the most important terms of the
standard EXAFS equation are discussed.
8
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incident X-ray energy is greater than the binding energy of the material, the X-ray is 
absorbed and the core electron enters an excited energy state, leaving a core hole, or 
empty electronic level, as shown in Figure 3.13 [114]. The energy from the X-ray above 
the binding energy is given to the excited photoelectron. 
 
 
 When X-rays are absorbed, the excited electron and empty hole prefer to return to 
a stable state rather than staying in the excited state. When a higher level core electron 
drops into another core hole, a fluorescent X-ray is emitted, such as Kα or Kβ radiation. 
Figure 3.14 [112] shows a diagram of this process. 
CHAPTER 2. X-RAY ABSORPTION AND FLUORESCENCE 4
Figure 2.1: The photoelectric effect, in which an x-ray is absorbed and a core-
level electron is promoted out of the atom.
nearly any sample thickness and concentrations by adjusting the x-ray energy. Fig 2.3
shows the energy-dependence of µ/ρ for O, Fe, Cd, and Pb.
When the incident x-ray has an energy equal to that
Figure 2.2: x-ray absorption
measurements: An incident
beam of monochromatic x-
rays of intensity I0 passes
through a sample of thickness
t, and the transmitted beam
has intensity I .
of the binding energy of a core-level electron, there is
a sharp rise in absorption: an absorption edge corre-
sponding to the promotion of this core level to the con-
tinuum. For XAFS, we are concerned with the inten-
sity of µ as a function of energy, near and at energies
just above these absorption edges. An XAFS measure-
ment is simply a measure of the energy dependence of
µ at and above the binding energy of a known core
level of a known atomic species. Since every atom
has core-level electrons with well-defined binding en-
ergies, we can select the element to probe by tuning the
x-ray energy to an appropriate absorption edge. These
absorption edge energies are well-known (usually to within a tenth of percent), and
tabulated. The edge energies vary with atomic number approximately as Z2, but both
K and L levels can be used in the hard x-ray regime (in addition, M edges can be for
heavy elements in the soft x-ray regime), which allows most elements to be probed by
XAFS with x-ray energies between 5 and 35 keV, as shown in Fig 2.4. Because the
element of interest is chosen in the experiment, XAFS is element-specific.
Following an absorption event, the atom is said to be in an excited state, with one of
the core electron levels left empty (a so-called core hole), and a photo-electron. The ex-
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Figure 3.13: Diagram of X-ray absorption. 
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Figure 3.14: Diagram of X-ray Fluorescence. 
 
 One of the most important parameters in XAFS studies is the absorption 
coefficient, µ. From Beer’s Law, the probability that an X-ray will be absorbed is 
described by: 
     ! = !!!!!",      (3.1) 
where I0 is the incident X-ray intensity, t is the sample thickness, and I is the intensity of 
the X-ray transmitted through the material. Figure 3.15 shows a simplified picture of the 
X-ray interaction with a material. 
 
 
4 
 
 
Figure 1.2. The photo-electric effect 
When X-rays are absorbed, the excited electron and empty hole incline to relax back to 
the stable state. When a higher level core electron drops into another core hole, a 
fluorescent X-ray is emitted, such as K! or K" radiation. However, if an electron is 
promoted to the continuum from the excited core-level, the Auger Effect occurs. 
 
                Figure 1.3. X-ray Fluorescence                   Figure 1.4. Auger Effect 
5 
 
The absorption coefficient, !, is a significant essential parameter in X-ray absorption, 
According to Beer’s Law the probability that X-rays will be absorbed according to 
teII !"# 0 , 
where I0 is the X-ray intensity incident on a sample, t is the sample thickness, and I is the 
intensity transmitted through the sample.  
 
Figure 1.5. Simple scheme of x-ray transmission interaction with matter 
 
At most X-ray energies, the absorption coefficient ! is a smooth function of energy, with 
a value that depends strongly on the X-ray energy E and atomic number Z, and on the 
density " and atomic mass A, 
3
4
AE
Z$! % . 
Figure 1.6 shows an example of energy-dependence of !  for O, Fe, Cd, and Pb5. 
I0 I 
t 
 
Figure 3.15: Simple schematic of X-ray interaction with a material. 
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 The absorption coefficient above is a smooth function for most X-ray energies 
and depends on the incident energy E and several properties of the material, atomic 
number, density, and atomic mass A. It is given by the function [115]: 
     ! = !!!!!!      (3.2) 
 Figure 3.16 shows an example of the coefficient versus energy curves for several 
different materials [116]. Notice that for the most part, the curves are smooth. However, 
lead, iron, and cadmium show at least one place where there is a sharp change increase in 
the absorption coefficient.  
 
Figure 3.16: The absorption coefficient versus energy curves for lead, iron, cadmium, and 
oxygen. This shows the different edge steps and the variation in EXAFS oscillations 
[116]. 
 
 Those sharp jumps in the absorption coefficient occur at the binding energy of the 
material. This spike is called an absorption edge, and corresponds to a core electron 
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Figure 1.6. The absorption coefficient ! for O, Fe, Cd, and Pb over the X-ray energy 
ranging from 1 to 100 keV.  
When the incident X-ray has an energy equal to that of the binding energy of a core-level 
electron, there is a sharp rise in absorption, producing an absorption edge corresponding 
to the promotion of this core level to the continuum. 
XAFS measures the energy dependence of the X-ray absorption coefficient !(E) at and 
above the absorption edge of a selected element. !(E) can be measured two ways for the 
decay of the excited atomic state following an X-ray absorption event. The first of these 
is X-ray fluorescence, in which a higher energy electron core-level electron fills the 
deeper core hole, ejecting an X-ray of well-defined energy. The fluorescence X-ray 
energies emitted in this way are characteristic of the atom. They can be used to identify 
the atoms in a system and to quantify their concentrations.  
The second process for de-excitation of the core hole is the Auger Effect, in which an 
electron drops from a higher electron level and a second electron is emitted into the 
continuum (and possibly even out of the sample). In the hard X-ray regime (> 2 keV), X-
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moving to the conduction band. XAFS experiments focus on the region just below and 
above this area, and examine the absorption coefficient as the incident energies increase. 
There are two ways to measure the behavior of the absorption coefficient for the decay of 
an electron from an excited state to the core hole. The most common type is the X-ray 
fluorescence process as described earlier. The fluorescence energies of the emitted 
photons are specific to the atoms. By analyzing these energies, the type of atoms and the 
atom concentrations can be found. 
 To collect an XAFS spectrum, the most widely used method is transmission 
detection. The absorption is calculated directly by measuring what is transmitted through 
the sample. Rearranging the previous Beer’s Law equation gives: 
     ! ! ∗ ! = −!" !!!      (3.3) 
 Using fluorescence, it can be shown that the fluorescence signal is proportional to 
the absorbance. From this, the EXAFS can be extracted from it and the absorption 
coefficient can be expressed as: 
     ! ! ∝ !!!!,      (3.4) 
where If is the detected fluorescence signal and I0 is again the incident X-ray intensity. 
Figure 3.17 shows the experimental setup for XAFS, showing both the transmission and 
fluorescence detection.  
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Figure 3.17: Example setup for XAFS measurements. X-rays are directed at a sample, 
and the incident energy or intensity is measured. Then, the transmitted and fluorescence 
intensities are measured. 
 
 Referring back to Figure 3.11, the sharp peak for the iron oxide sample occurs at 
the binding energy for the iron 1s electron level, 7112 eV. The oscillations in the signal 
after the peak are the EXAFS. These energy dependent oscillations above the absorption 
edge contain the information about the neighboring atoms. So the EXAFS fine-structure 
function is defined as [117]: 
     ! ! = ! ! !!!(!)!!!(!!)      (3.5) 
Here, µ(E) is the measured absorption coefficient, µ0(E) is the absorption for an isolated 
atom, and Δµ0 is the jump in the absorption coefficient at the energy threshold E0. 
 EXAFS is better expressed in terms of the wave behavior of the absorbed photon 
rather than the energy. Therefore, it is more common to express EXAFS measurements in 
the wave number, k, region. The relationship between energy and k is given by: 
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Figure 1.7.Schematic setup of transmission and fluorescence EXAFS experiment 
A typical XAFS spectrum of FeO is shown in Figur  1.8. The sharp rise at  7112 eV (Fe 
1s electron level) is shown in the spectra. And the oscillations after that in !(E) are XAFS.  
 
Figure 1.8.The FeO !(E) is shown with smooth background function !0(E) and the 
edge-step !0(E0). 
Specially, energy-dependent oscillations above the absorption edge, which contain the 
information about the neighboring atoms, are more interested in the spectrum. So EXAFS 
fine-structure function !(E) is defined as 
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     ! = !!(!!!!)!! ,     (3.6) 
where E0 is the absorption edge energy, and m is the electron mass. The primary quantity 
then for EXAFS is χ(k), the oscillations as a function of photon wave number, often 
referred to as “EXAFS”. An EXAFS graph for iron oxide, showing only the oscillatory 
region, is shown in Figure 3.18 [112]. 
  
Figure 3.18: Isolated EXAFS for iron oxide. This graph shows the oscillations, called 
EXAFS, as a function of wave number k [112]. 
 
 Commonly, EXAFS is oscillatory and decays with k. Occasionally, for clarity, the 
EXAFS function is multiplied by a power of k to magnify the oscillations. This is shown 
in Figure 3.19 [112]. 
10 
 
 
Figure 1.9. Isolated EXAFS !(k) for FeO (top), and the k-weighted XAFS, k2!(k) 
(bottom). 
1.3. Set up of XAFS 
As mentioned above, to collect EXAFS spectra, two main detection methods were 
developed, each with advantages and disadvantages.  
The transmission method is the  most obvious and widely used. To measure the 
absorption signal, most commonly, a monochromator is used to select a small wavelength 
range !" and step-scanning through the required range to monitor photons energy 
incident and transmitted through the sample using suitable detectors. The illustration of 
the experimental setup is shown in Figure 1.9.  
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Figure 3.19: k-weighted isolated EXAFS for iron oxide. Here, the EXAFS measurement 
is multiplied by a factor of k in order to magnify the oscillations [112]. 
 
As previously mentioned, two methods were developed to collect EXAFS spectra. 
For the transmission method, a monochromator is used to select a small wavelength range 
and step-scanning through the required incident energies. A detector is placed after the 
sample to measure the transmitted intensity. Figure 3.20 shows a schematic of a 
transmission EXAFS measurement. 
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Figure 3.20: Schematic of transmission EXAFS. The intensity detector here is placed in a 
direct line with the incident x-rays, and is located after the sample. 
 
 The other method is the fluorescence measurements. In this case, the sample is 
normally set at a 45° to the incident beam. The fluorescence signal is emitted spherically 
from the sample. These detectors are usually solid state, cryogenically cooled devices that 
have a maximum count rate above which they won’t work. Slits are used to control the 
amount that hits the detector if the count is above the maximum. Figure 3.21 shows a 
schematic of a fluorescence experiment. 
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Figure 1.10. Experimental setup of a transmission EXAFS experi ent. 
Another commonly used measurement method is fluorescence. In this case, the sample is 
normally set at 450 to the incident beam. The fluorescence signal is emitted spherically 
from the sample. The detector should be placed to receive as much solid angle of the 
sphere as possible to maximize the signal. Fluorescence detectors tend to be 
cryogenically cooled solid state devices. Solid state fluorescence detectors have 
maxi um count rates, beyond which they are nonlinear (or cannot be corrected for non-
linearity). Other fluorescence arrangements include using a hemisphere of multilayers to 
select a certain energy range and direct the photons to a photo-multiplier. This gives a 
much higher count rate capability, but is only about 10% efficient. 
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Figure 1.11. Experimental setup of a fluorescence EXAFS experiment. 
In this thesis, all of EXAFS spectra were collected at beamline X23B6 at the National 
Synchrotron Light Source in Brookhaven National Laboratory located in Upton, NY. The 
experimental setup for a transmission spectra collection is shown in Figure 1.12 and 
Figure 1.13.  
 
Figure 1.12. Photograph of a research beamline area at the National Synchrotron 
Light Source in Brookhaven National Laboratory 
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Figure 3.21: Schematic of fluorescence EXAFS. Here, the fluorescence detector is 
placed at a 90 degree angle to the incident x-rays, and the sample is at a 45 degree 
angle to both. 
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 In this thesis, all EXAFS spectra were collected at the Argonne Advanced Photon 
Source (APS), Sector 12, Bending Magnet Line 12-BM-B. Figure 3.22 shows a picture of 
the end station for the beamline [118]. This experimental setup contains detectors capable 
of using both transmission and fluorescence methods. The incident X-rays come from the 
synchrotron from the right hand side of the photo, with the I0 detector marked. The 
transmission detector is marked as I2, with the solid-state fluorescence detector shown. 
 
Figure 3.22: Photograph of Argonne APS Sector 12 EXAFS end station. The incident 
detector is labeled as I0, the transmitted detector is I2, and the solid state detector is used 
for fluorescence measurements [118]. 
 
 The oscillations in χ(k) due to different materials and structures can be described 
according to quantum theory. As previously discussed, when an X-ray with energy above 
the binding energy hits a core level electron, the electron is excited into the conduction 
  
66 
66 
band and a photo-electron with wave number k is created and propagates from the atom. 
When a neighboring atom exists in the material, the photo-electron backscatters from the 
neighboring atom atoms and returns to the core atom. Meanwhile, the backscattered 
photo-electron influences the absorption coefficient of the core atom, and can be 
calculated using quantum theory. Figure 3.23 [119] shows an example of backscattering 
of the photo-electron. The black lines represent the emitted photo-electrons, and the red 
represents the backscattering. 
 
Figure 3.23: Backscattering of a photo-electron. The black lines represent photo-electrons 
emitted by the red central atom, the red lines represent the scattered photo-electrons off 
of neighboring atoms [119]. 
 
 X-ray absorption is a transition between a core level and an excited state, so it can 
be described using Fermi’s Golden Rule: 
Overview of Multiple Scattering Theory 1.3
Heuristic Picture of EXAFS
In an EXAFS measurement, a deep core electron is excited
into a state abov the Fermi energy.
The photoelectron propagates as a spherical wave and scatters off the surrounding atoms.
This cartoon is overly simplistic, but s rves to otivate multi l sca t ring theory.
Introduction to EXAFS Analysis Using Theoretical Standards, c￿ 2000-2001 Bruce Ravel Page 3
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     ! ! ∝ ! ! ! !,     (3.7) 
where !| represents the initial state of the core electron, H is the interaction term, 
approximately 1, and |!  is the final state after backscattering. Obviously, the initial state 
is not altered by a backscattered photo-electron, but the final state is. This term can be 
rewritten as two terms, on for an unaltered core electron, one altered due to the 
backscattering as:  
     |! = |!! + |Δ!      (3.8) 
Therefore, the absorption coefficient can be expanded as [120]: 
   ! ! ∝ ! ! ! ! 1+ ! ! Δ! !! ! !! ! !! ! + !.!.   (3.9) 
where C.C. represents the complex conjugate. 
Comparing this to the previously mentioned relationship between the absorption 
coefficient and EXAFS, we get: 
   ! ! = !!(!) 1+ !(!)      (3.10) 
The initial absorption coefficient occurs when the final state is simply f0, which 
depends only on the core atom and not the neighboring atoms. So EXAFS can be given 
as [121]: 
   !(!)~ ! ! Δ! ~ ! Δ!      (3.11) 
If we consider the initial state of the core atom as a delta function, H can be 
recognized as !!"#, and the final state is the wave function of the scattered photo-electron. 
Now, we can write EXAFS as [122]: 
  ! ! ~ ! ! !!"#!!"#!! 0 = !!"#$$ 0     (3.12) 
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So, simply stated, EXAFS is proportional to the amplitude of the scattered photo-
electron. Now, we can build a simple model for three photo-electron waves: 1) leaving 
the core atom, 2) scattering from a neighboring atom, and 3) returning to the core atom. 
Considering these as spherical waves, ! !, ! = !!"#!∗! , travelling a distance R to the 
neighboring atom, we obtain [123]: 
 ! ! ~!!"#$$ !, ! = 0 = !!"#!∗! 2! ∗ !(!)!!∗!(!) !!!"!∗! + !.!.  (3.13) 
where the neighboring atom gives the amplitude f(k) and phase shift δ(k) to the scattered 
photo-electron. These scattering properties are a function of the atomic number of the 
neighboring atom, Z. Combining previous terms and the complex conjugates, we get a 
real function for a single scattering atom of: 
    ! ! = !(!)!∗!! !"# 2! ∗ ! + !(!)     (3.14) 
If there exists N neighboring atoms, with a defined thermal disorder of σ2, this becomes: 
         ! ! = !!!!!!!!!(!)!∗!! !"# 2! ∗ ! + !(!)    (3.15) 
 Of course, actual materials can have different types of neighboring atoms around 
the core absorbing atom, located at different distances. So all contributions need to be 
considered [124].  
   ! ! = !!!!!!!!!!!(!)!∗!!! !"# 2! ∗ !! + !!(!)!    (3.16) 
In this equation, the j terms represent the individual coordination shell of identical atoms 
at approximately the same distance from the core atom. This equation neglects 
contributions from inelastic scattering due to other sources, since a photo-electron in an 
XAFS experiment must have the same energy after scattering (i.e. must be elastic).  
  
69 
69 
 One characteristic of XAFS is that the photo-electron has to scatter and return to 
the core atom before the core hole is filled by an excited state decay. So to account for 
both inelastic scattering and the core hole lifetime terms in EXAFS, use a wave function 
of a damped spherical wave: 
         ! !, ! = !!"#!! !!!(!)!∗! ,     (3.17) 
where λ is the mean free path of the photo-electron, or the average distance travelled 
before inelastic scattering occurs or the core hole is filled. 
 We can now update the EXAFS equation to include the mean free path. That 
equation now becomes [125]: 
   ! ! = !!!!!!!!!!!!!!!(!)!!(!)!∗!!! !"# 2! ∗ !! + !!(!)! .  (3.18) 
 Finally, another neglected term is the amplitude reduction due to the relaxation of 
all other electrons in the absorbing atom to the core hole. This amplitude is [126]: 
    !!! = Φ!!!! Φ!!!! !.     (3.19) 
 Here, the first term accounts for all other (N-1) electrons that will relax to the 
unexcited electrons in the second term. Adding this term, we get the final equation for 
EXAFS [127]: 
   ! ! = !!!!!!!!!!!!!!!!!!(!)!!(!)!∗!!! !"# 2! ∗ !! + !!(!)! .  (3.20) 
If the properties of the neighboring atoms, including f, δ, and λ are known, the distance to 
the neighboring atom R and the coordination number N can be determined. 
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CHAPTER 4. RESULTS AND DISCUSSION 
4.1 PVDF Ferroelectric Property Measurements 
A series of samples with different numbers of ML were prepared using the 
Langmuir-Schaefer method described earlier. In order to characterize the electric 
properties of the sample, magnetron sputtering was used to deposit a copper layer, to be 
used as an electric lead on top of the silicon substrate. The PVDF was then deposited 
using the Langmuir-Schaefer method. All samples were then annealed to facilitate 
crystallization of the films. Finally, the samples were put into a high vacuum chamber 
and a small area of aluminum was thermally evaporated over the films to act as a second 
electric lead. 
Two different techniques were used to analyze the properties of the PVDF film. 
X-ray diffraction using a Siemens D-5000 diffractometer (CuKa radiation) was used to 
analyze the crystallization of the samples annealed at various temperatures. A Radiant 
Technology Precision RT66B tester was used to measure the polarization versus electric 
field hysteresis loops of the films. The samples used for the ferroelectric hysteresis study 
varied in thickness from 17 nm to 70 nm. We have performed systematic measurements 
on these samples by varying the electric field frequency from 2 Hz to 20 Hz. Similar 
measurements were also conducted for different maximum electric field. 
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In order to improve the crystallization and the subsequent ferroelectric properties 
of the PVDF samples, post annealing was conducted after the deposition of the polymers. 
A series of these samples were created, each with a different annealing temperature. The 
annealing temperature was varied from 100 °C and up to 140 °C in 10 °C increments. 
XRD measurements were taken on these samples to determine the optimized annealing 
temperature. For this purpose, all films were kept at a uniform thickness of 70 nm. Figure 
4.1 shows the results of the XRD measurements for three samples annealed at different 
temperatures from 120 °C – 140 °C. Peaks in the XRD graphs represent crystallization of 
the film and appear in the samples annealed at 130 °C or above. The samples annealed 
below that temperature do not show a peak in XRD data. The polarization electric field 
hysteresis measurements done on the samples annealed below 130 °C showed no 
electrical hysteresis, while measurements done on the samples annealed above that 
temperature did exhibit square-like hysteresis loops. 
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Figure 4.1: X-ray diffraction data of PVDF films annealed at different temperatures. The 
annealing temperature is indicated in the figure. Crystallization occurs after annealing 
above 130 degrees. The peaks correspond to chain-to-chain spacing of 3.3 Å. 
	  
The peaks in the XRD graphs occurred at a 2θ angle of 25 degrees. Using the 
Bragg equation for XRD, nλ = 2dsin(θ), the lattice spacing d can be calculated. Using the 
wavelength of the x-rays λ = 1.54 Å. This gives a lattice spacing for the PVDF polymer 
of 3.5 Å. The bond lengths for PVDF polymers and the atom spacings vary between 1 Å 
and 2.5 Å [128]. So the measured spacing corresponds to the chain-to-chain distance in 
the polymer films. 
The peaks on the XRD graphs are very broad. Looking at the width of the peak at 
half the maximum value, or the full width-half max, we can estimate the width to be 6 
degrees. This corresponds to a variation of approximately 2 Å. This gives us the 
variations in the chain-to-chain distances. Because it is broad and a large value this 
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means the chains are not uniform during deposition, and can have some variation in the 
distance between them. If the spacing previously calculated was a variation in bond 
lengths, the peak would be much sharper, as the bond lengths don’t change. 
Data obtained from the ferroelectric hysteresis measurements was used to study 
the electrical properties of the PVDF films. The films used for this study were all 
annealed at a temperature of 130 °C. Figure 4.2 shows the polarization, P, as a function 
of the applied electric field, E, at several different frequencies of the field for a film of 25 
ML which has the thickness of about 44 nm. The measurements with different 
frequencies of the electric field were done at a maximum electric voltage of 4 V, which 
corresponds to a maximum electric field of 90 MV/m for a 44-nm thick film.  
 
Figure 4.2: PE hysteresis loops measured with different electric field frequencies at a 
maximum applied voltage of 4 V for films with thickness 44 nm. The coercivity value 
and area of the loops change as the maximum applied field and frequency change. 
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Figure 4.3 shows the similar results, with the same maximum voltage, for a film 
with a thickness of 70 nm. Notice in comparing these two figures that the maximum 
polarization changes as the thickness changes.  
 
Figure 4.3: PE hysteresis loops measured with different electric field frequencies at a 
maximum applied voltage of 4 V for films with thickness 70 nm. The changes in 
coercivity and loop area can still be seen. 
 
From these graphs, the electric coercivity for the films as a function of frequency 
of the applied electric field was extracted. 
The polarization versus electric field (PE) loops for both film thicknesses show 
square shapes indicating the high quality of our samples. It is apparent that all the loops 
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are shifted to the positive direction and this is due to the pinning effect of the electrodes. 
In our samples we used copper as the bottom electrode and aluminum as the top electrode. 
The interactions between PVDF and these two electrodes are different and one 
electrode shows a stronger pinning effect than the other. As a result, PE loops are shifted 
in that direction. It also can be seen clearly that as the frequency decreases, the PE loops 
become narrower. The electric coercivity was recorded for every film thickness at each 
frequency for two different maximum electric fields. In every loop the coercivity 
measured on the positive side is greater than the coercivity measured on the negative side 
due to shift of the loops. The recorded coercivity values as a function of the field 
frequency for the 44 nm thick film is shown as Figure 4.4. The upper two curves are the 
coercivities measured at a maximum voltage of 4 V that corresponds to a 90 MV/m 
electric field. The lower two curves are the values obtained with a lower maximum 
voltage of 1 V corresponding to a 22.5 MV/m electric field.  
 
Figure 4.4: Electric coercivity plotted as a function of switching frequency for the films 
with a thickness of 44 nm. The solid lines are fitted curves. 
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Figure 4.5 shows similar results of coercivity versus frequency for the film of 
thickness 70 nm. These two graphs show that the coercivity depends on both the 
maximum electric field, as well as the frequency of the applied electric field. 
 
Figure 4.5: Electric coercivity plotted as a function of switching frequency for the films 
with a thickness of 70 nm. Again, the solid lines are fitted curves. 
 
We observed that the electric coercivity increases as the maximum electric field 
increases. To explain this result, we start by considering the system as one composed of 
N electric dipoles, with a dipole moment per volume of µ. We can define the field acting 
on any one dipole as the local field: 
       !!"#$! =   !!"# + !"    (4.1) 
Here, P is the spontaneous polarization of a dipole, β is a coefficient that refers to 
the tendency of the dipoles to align in one direction, and Eext is the external applied field. 
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If we assume a Boltzmann distribution for the system, as shown in other works on PVDF 
[129], the polarization of the system can be written as: 
   ! = !"  !"#ℎ !(!!"#!!")!"     (4.2) 
Then, we can rewrite equation 4.2 to get the external field as: 
   !!"# = !"! !"#ℎ!! !!" − !"    (4.3) 
To get the coercive field, we want the field, Eext = EC, when the polarization of 
the system flips from positive to negative. At this field, the value of the polarization is 
given by [130]: 
               !! = !" 1− !/!!    (4.4) 
Here, TC is the Curie temperature. Plugging this back into equation 4.3, the 
coercive field is given by: 
  !! =    !"! !"#ℎ!! 1 − !!! − !!! (1 − !!!)!/!   (4.5) 
Expanding this term and looking at only first order, we get the coercive field as: 
            !! =    !"! (1 − !!!)!/! = !"#(1 − !!!)!/!   (4.6) 
But if the crystal consists of repeating molecular units having a vacuum moment 
µ0, then the reaction of the surroundings will further polarize the molecule and enhance 
its moment. If we assume εc is the relative permeability, then we get [131]: 
    ! = !! ! + 2 !!     (4.7) 
This can be plugged into equation 4.6 to expand the coercivity. But first, we must 
look at the product of Nµ. If this value is constant, then the remnant polarization and 
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coercive field will both also be constant. To correct for this, we need to add a term for the 
Boltzmann distribution, as we did in equation 4.2. But since the maximum applied 
external field and maximum polarization are constant, we can replace the term in 
parenthesis with Emax. Thus, the coercive field becomes: 
  !! = !! (! + 2)!!!" 1− !!! !! tanh  (!"!!"#!" )   (4.8) 
The coefficient λ is a correction factor that must be added to make sure Nµ = Pmax at the 
maximum applied electric field. For PVDF, this value is 5. 
For a given sample, all other variables will remain constant. That leaves only the 
maximum applied electric field, Emax, to cause a change in the coercivity. The hyperbolic 
tangent function increases as its argument increases, so the coercivity increases as the 
maximum electric field increases. As seen in Figure 4.4 and Figure 4.5, the two curves 
corresponding to higher maximum applied fields do have higher coercivities.  
We also observed that the value for the coercivity is affected by the frequency of 
the electric field. The coercivity increases as the field frequency increases. It has been 
shown that, at low frequencies less than 1 kHz as described below, dynamic hysteresis 
can be described by a scaling law: the area A of the hysteresis loops depends on the 
frequency, f, as  for a given electric field, where α, the scaling exponent, is 
determined by the dimensionality and symmetry of the sample [132].  
The area of a PE loop is the energy dissipated within one cycle of domain 
switching, or one complete PE cycle. Therefore, this energy is the polarization times the 
electric field, given by: 
       ! = !"      (4.9) 
! 
A " f #
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Here, the polarization is the saturation value, and is constant. The electric field 
then, is the electric coercivity value, EC. If an electric field of some amplitude, E, is 
applied to a crystal, the material will absorb a polarization charge equal to twice the 
remnant polarization of the crystal at E = 0. If the rise time of the electric field is short, 
no polarization reversal will occur. It’s been found by Mertz [133,134] that the 
polarization reversal is given as a function of the applied field by: 
      !"!" ≅ !!!!      (4.10) 
The scaling factor α is defined as a temperature and crystal dependent activation 
field. The reversal time of the polarization is given by ! = !!!!!! where τ0 is a constant 
with units of time. The frequency, in terms of the hysteresis loops, represents a sinusoidal 
electric field and therefore ! = !!!! !!(!). Hence, the switching time is not obtained in an 
explicit manner. We assume the polarization reversal takes place in a time that is very 
short with respect to the switching of the field.  
For a rectangular hysteresis loop, switching may be assumed to start only when 
E=EC and the reversal time follows the above expression. The switching time, however, 
is also a function, σ, of the hysteresis cycle f. Hence : 
      ! = !"      (4.11) 
By equating the equations for the switching time, we obtain: 
   log !!! − log ! = !!!     (4.12) 
Therefore, by plotting EC versus f, we can find the scaling factor for the polymer. 
To understand this relation physically, the coercivity of a material depends on the 
time scale over which a polarization curve is measured. The polarization of a material 
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measured at an applied reversed field, which is nominally smaller than the coercivity, 
may, over a long time scale, slowly relax to zero. Relaxation occurs when reversal of 
polarization by domain wall motion is thermally activated. The increasing value of 
coercivity at high frequencies is a serious obstacle to the increase of data rates in high-
bandwidth magnetic recording, compounded by the fact that increased storage density 
typically requires a higher coercivity in the media. 
At the coercive field, the vector component of the polarization of a ferroelectric 
material measured along the applied field direction is zero. There are two primary modes 
of polarization reversal: single-domain rotation and domain wall motion. When the 
polarization of a material reverses by rotation, the polarization component along the 
applied field is zero because the vector points in a direction orthogonal to the applied 
field. When the polarization reverses by domain wall motion, the net polarization is small 
in every vector direction because the moments of all the individual domains sum to zero. 
The role of domain walls in determining coercivity is complex since defects may pin 
domain walls in addition to nucleating them. 
The quantitative scaling behavior of our samples was investigated. As seen in 
Figure 4.2 and Figure 4.3, the area of the loops increased as the frequency increased, and 
that corresponds to an increase in the coercivity in our data. The data from this 
experiment follows the  relationship closely. Exponential fitting of the data is shown 
as the solids lines in Figure 4.4 and Figure 4.5 for 44 nm and 70 nm samples respectively. 
Dependencies of and  have been reported in different ferroelectric materials 
αf
! 
f
1
3 3
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f
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[135,136]. In this study, the scaling exponent factor α extracted within the measurement 
uncertainty is 0.6. 
The hysteresis loops measured at different frequencies were performed for a 
series of samples with different thickness ranging from 17 nm to 70 nm. All the loops 
shifted to the positive direction as noted earlier. The values for coercivity of the left and 
right were averaged to one value and the values were plotted as a function of thickness 
for different frequencies. Figure 4.6 shows the results for a maximum electric field of 
22.5 MV/m corresponding to a 1 V maximum applied voltage. 
 
Figure 4.6: Electric coercivity plotted as a function of film thickness measured at 
different switching frequencies for a maximum applied voltage of 1V. 
Like the graphs in Figure 4.2 and Figure 4.3, these graphs show that the coercivity 
increases as the frequency increases.  
Figure 4.7 shows results for a 90 MV/m field corresponding to a 4 V maximum 
applied voltage. It is apparent that the coercivity of the films decreases as the film 
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thickness increases (in Figure 4.6 and Figure 4.7). This can be explained by a domain 
pinning effect from the electrodes. For thin films the interface to volume ratio of the 
dipoles is large. The pinning effect from the interfaces dominates and a large electric 
field is required to switch the diploes at the interfaces. For thick films, the interface to 
volume ratio of the dipoles is smaller. As a result of that, the pinning effect from the 
interface is less important and a smaller field is required to switch the polarization. 
 
Figure 4.7: Electric coercivity plotted as a function of film thickness measured at 
different switching frequencies for a maximum applied voltage of 4V. 
 
4.2 EXAFS Analysis of Multiferroic Heterostructures 
 Now that we have characterized the ferroelectric properties of the PVDF polymer, 
we wanted to combine that with a ferromagnetic layer to create a multiferroic 
heterostructure. To analyze the coupling and interaction between the layers, we started by 
performing EXAFS experiments. 
  
83 
83 
 
4.2.1 EXAFS Data Elaboration 
Using the theoretical equation previously found, detailed analysis has to be 
performed to obtain precise information from the EXAFS spectra. The analysis procedure 
is based on fitting the EXAFS equation to the experimental data. To perform this fitting, 
a software package called FEFF was used. FEFF is a set of programs for processing 
EXAFS data created by Bruce Ravel and his colleagues at Brookhaven National Lab and 
available as freeware. It consists of several necessary procedures that are performed in 
order to obtain an accurate final result. The following sections will describe in some 
detail these procedures. 
 The part of the spectra before the step edge in considered the pre-edge portion. 
Based on experimental conditions, including beamline conditions, this section is not 
always flat, and can have a slope to it. The pre-edge subtraction fits a linear function 
within a user defined range. The user selects two points before the step edge, “pre1” and 
“pre2”, and a linear fit is performed. Figure 4.8 shows an example of this, with both 
points chosen. The fit can be seen by the dashed line. If the user does not select two 
points, the program will select two default points. 
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Figure 4.8: EXAFS scan with the Pre-edge subtraction, done using a linear fit, as shown 
by the dashed line. The points used for the pre-edge are marked by pre1 and pre2 [138]. 
 
The next step in the analysis process is to set the edge step. The edge energy, 
denoted as E0 in the software, can be entered by the user for whatever material is under 
examination. First, the post edge region (the EXAFS region) is fitted to a quadratic curve, 
again shown in Figure 4.8 as a dashed line in the oscillating part, and uses again two 
points, “norm1” and “norm2”. Both the oscillatory quadratic function and the pre-step 
linear function are evaluated at the edge energy. The difference between those values is 
taken as the edge step, and is denoted by the term Δµ0(E0). 
 With a calculated edge step, the spectrum is then normalized to that step 
according to the following formula: 
   !! = ! − !! ∗Ψ !! − (1− !! ∗ Θ !! )    (4.13) 
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4.1 Pre-edge substraction
The pre-edge part of the absorption spectrum is fitted with a linear function within
the range which is chosen by user defined variables pre1 and pre2 (see Figure 4.1).
If pre1 and pre2 parameters are not set by the user then values of these parameters
are set as defaults by the software.
Figure 4.1: Pre-edge subtraction,
4.2 Edge step
Next step in the analysis is to find the edge energy E0 (in software the edge energy is
represented by E0) which is defined as a maximum of derivative ∂µ(E)/∂E. Option
for manual setting of E0 is also available in the software. The quadratic function is
fitted to the ost-edge region whic is determine by paramet rs norm1 and norm2
(default values are: norm1=100 eV and norm2=300 eV). The difference between the
quadratic function (fitted to post edge region) and the linear function (fitted to the
pre edge region) t E0 is aken as the edge step (denoted as edge_step or ∆µ(E0))
Spectrum is normalized to the unity edge step according to formula
µn = µ− flΨ(E0)− (1− fqΘ(E0)), (4.1)
where fl is the pre-edge line, fq is the post edge quadratic function, Ψ(E0) is equal
to 1 for E < E0 and to 0 for E > E0 , Θ(E0) is equal to 1 for E > E0 and to
0 for E < E0. The result of this normalization is stored in an array $group.norm
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Here, µ is the measured spectrum, the function f1 is the pre-edge linear function, fq is the 
oscillatory quadratic function, Ψ(E0) is equal to 1 for the pre-edge, 0 for the post edge, 
and Θ(E0) is 0 for the pre-edge and 1 for the post edge. The result of this normalization is 
stored in a file, with a name chosen by the user. An example of the output-normalized 
curve can be seen in Figure 4.9. This normalization is performed as a way to compare 
different samples of the same material. 
 
Figure 4.9: Normalized XAFS spectrum. Normalization is used to compare different 
samples of the same material. 
 
 As previously mentioned, EXAFS is only the oscillatory part of the post edge 
spectrum. The relation between EXAFS and the spectrum is given by: 
     ! ! = ! ! !!!(!)!!!(!!)      (4.14) 
The remaining elemental absorption still contains some background noise such as the 
spectrometer baseline and elastic scattering. To determine the background function, one 
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must fit a spline with data points. A spline is a polynomial that might be of linear, 
quadratic, or cubic order. In this work, the ATHENA [137] program, using a function 
called AUTOBK, performs the spline procedure [138]. 
 Now, the EXFAS equation is transformed from the energy domain into k domain, 
as described in the previous “Fundamentals of EXAFS” section. The beginning of the k 
vector is set as E0, and the electron kinetic energy is given as Ee = E – E0, where E is the 
incident energy. The AUTOBK function produces the EXAFS function in k space, a 
function in which the information about structure is encoded. For an example of this 
result, refer back to Figure 3.18.  
As mentioned and shown in previously in Figure 3.19, the EXAFS function is 
often multiplied by a factor of k. Using the Fourier Transform procedure on the weighted 
k space EXAFS function, we obtain a radial distribution function that is related to the 
charge density around the central atom. An example of this graph is shown in Figure 4.10. 
From this graph, you are already able to obtain information on the nearest neighbor 
distances, as well as the number of nearest neighbors. With a material selected, FEFF will 
insert all necessary values for constants to perform the analysis.  
In the previous derivations, only single scattering events have been considered, i.e. 
only events where the photo-electron scatters directly off the nearest neighbor. In general, 
the wave can be scattered onto one or more other atoms before being scattered back to the 
central atom. An example of this is shown in Figure 4.11 a and b [139]. 
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Figure 4.10: Example of a Fourier Transform on the EXAFS function showing the 
nearest neighbor distances with the real part and the magnitude. 
  
 a)  b)  
Figure 4.11: a) Multiple backscattering of a photo-electron. b) Definition of different 
scattering paths [139]. 
 
Overview of Multiple Scattering Theory 1.5
Photoelectron Scattering in a Lattice
Consider a simple lattice of atoms.
Choose one atom (the red one) as the
central atom. We can represent a
scattering event, (i.e. a photoelectron
propagating out from the central atom,
bouncing off of neighbors, and
propagating back to refill the core-hole),
with a simple diagram.
There are many such diagrams.
Introduction to EXAFS Analysis Using Theoretical Standards, c￿ 2000-2001 Bruce Ravel Page 5
Overview of Multiple Scattering Theory 1.6
Types of Scattering Paths
⑤ ⑤
Single scattering path
These paths are very similar in concept to a scattering
shell and are roughly equivalent to empirical
standards.
⑤ ⑤ ⑤
Double scattering path
Paths with a single bounce off an intermediate atom.
⑤ ⑤ ⑤
Triple scattering path
Paths with two bounces off one or two intermediate
atoms.
Multiple scattering paths are most important when the scattering angle is close to 0◦ or
180◦, i.e. focused scattering events.
Only the paths which contribute significantly need be considered.
Introduction to EXAFS Analysis Using Theoretical Standards, c￿ 2000-2001 Bruce Ravel Page 6
Single 
scattering path 
 
Double 
scattering path 
 
Triple 
scattering path 
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 This multiple scattering is important for accurate analysis of EXAFS spectra, due to 
the fact that the amplitude in Figure 4.10 for the peaks past the first can be even higher 
with multiple scattering [140]. To calculate the EXAFS signal, FEFF uses a scattering 
path formalism. In the beginning of the analysis, all scattering paths are determined by 
FEFF using the known data for a material. For every scattering path with a path length 
below a program specified cutoff, the EXAFS contribution is calculated and data is stored 
for each individual path. Using the path formalism feature in FEFF, the total EXAFS 
spectrum is the sum of all paths, both single and multiple scattering. The advantage of 
this is that the algorithm uses only paths that have a significant contribution to the signal. 
This simplifies and shortens the FEFF calculations. 
 
4.2.2 EXAFS Data and Results 
 For the EXAFS experiments, 3 different sample sets were created, each set 
containing several identical samples. The samples were approximately 2 cm by 2 cm in 
size. Extra samples in each set were used to verify that the PVDF polymer exhibited 
ferroelectric properties. Each of the 3 sets was made such that the electric field could be 
applied through the iron film in a different way. In the first set, the electric signal 
travelled through the iron film perpendicular to the surface of the substrate. Figure 4.12 
shows a side and top view schematic of this sample set. The current was applied from the 
top layer (Al) to the bottom layer (Cu).  
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Figure 4.12: Top and side view schematics for samples where the electric field could be 
applied through the iron film perpendicular to the substrate. Sample area is 2 cm by 2 cm. 
Side view not shown to scale. 
 
The second set of samples was prepared such that the current flowed through the 
iron film parallel to the substrate surface. Figure 4.13 shows the side and top view 
schematics for these samples. Here, a second Al layer has replaced the copper layer. The 
applied current flows through the film from left to right.  
 
Figure 4.13: Top and side view schematics for samples where the electric field could be 
applied through the iron film parallel to the substrate. Sample area is 2 cm by 2 cm. Side 
view not shown to scale. 
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 Finally, a set of samples was created that allowed the electric field to be applied 
through the film either parallel or perpendicular to the substrate surface. Figure 4.14 
shows the top and side schematics for this set. The current was able to flow left to right or 
top to bottom. For this sample set, the iron film that was evaporated onto the substrate 
was thicker than the film in the other two sets.  
 In all schematic diagrams, the small circles are where the electrical connections 
were made. Also, one sample set was made containing only a iron film evaporated on a 
clean glass substrate, which would be used as a reference sample. 
 
 
Figure 4.14: Top and side view schematics for samples where the electric field could be 
applied through the iron film both perpendicular and parallel to the substrate. Sample area 
is 2 cm by 2 cm. Side view not shown to scale. 
 
 EXAFS measurements on the iron K-edge (7112 eV) were collected on a bending 
magnet beamline (Sector 12-BM-B) at Advanced Photon Source (APS), Argonne 
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National Lab. Quick EXAFS spectra (about 12 minutes each) were set to repeat and were 
recorded overnight. The energy range went from below the edge at 6912 eV to an energy 
above the edge of 7912 eV. The 1 keV region can be used to accurately analyze detailed 
information on the structure of the sample. 
 EXAFS scans on samples were performed with and without an electric signal 
biasing the sample. Hysteresis loops were obtained for samples not used in scanning to 
find the saturation point for the PVDF polymer. A signal well into saturation was used in 
the experiment. A Radiant Technology Precision RT66B tester was used to measure the 
polarization vs. electric field hysteresis loops of the films as well as to provide the signal 
for biasing. 
 Figure 4.15 shows the iron K-edge EXAFS energy scan for the pure iron film 
reference sample. This is shown in red and is referred to as S10 reference. Also in Figure 
4.15 the energy spectrum for a sample with a thinner iron film from one of the first two 
sample sets, as in Figure 4.12. For this sample, shown in blue and named S2, no electric 
field was applied to the sample, so the polymer had never been polarized. The EXAFS 
oscillations of the iron film sandwiched between the PVDF polymers are very different 
from the reference sample. There is a considerable decline in the number of oscillations, 
as well as an increase in the amplitude of the oscillations.  
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Figure 4.15: EXAFS energy spectrum for a reference iron film and for a sample with a 
thin Fe film between two PVDF layers. 
 
 To get meaning out of these changes, EXAFS was calculated as described 
previously using the FEFF software. The resulting nearest neighbor graph is shown in 
Figure 4.16. This represents the radial distribution of atoms about the central iron atoms. 
The results in this graph can be used to explain the changes seen in the energy spectrum 
of the iron films. The iron atoms in the sandwiched film are closer together than the 
atoms in the reference sample. Iron atoms also appear at positions not seen in iron films 
with a normal structure. The structure for the film layered between the PVDF polymers is 
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no longer purely face centered cubic as in the reference sample. In the case of the 
multilayered samples, there is diffusion between the iron atoms and the PVDF layer. At 
the interface between the iron film and PVDF polymer, iron atoms diffuse into the 
polymer layer, destroying the pure fcc structure, and allowing the iron atoms to get more 
tightly packed. 
 
Figure 4.16: EXAFS radial distribution of atoms for a reference iron film and for a 
sample with a thin Fe film between two PVDF layers. 
 
 EXAFS scans were performed on samples with thin iron films both with and 
without an applied electric field. The absorption spectra for the films with and without 
the biasing were the same; iron atoms diffused into the polymer during deposition. 
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Polarizing the PVDF layers has no effect on the atoms at the interface since the iron 
atoms are already embedded in the polymer. The energy scans and nearest neighbor 
distribution were exactly the same.  
 EXAFS spectra for the sample set created using the Figure 4.13 configuration 
showed the same effect as the previous examples. There was no change, and atoms 
diffused during deposition. 
 Figure 4.17 presents the absorption spectrum for the reference film along with the 
spectrum for a sample with a thicker iron film, as seen in Figure 4.14. In this scan, it is 
seen that the spectrum for the layered sample shifts slightly to the left when compared to 
the reference sample. In this experiment, as was the case with the previous iron films, 
there is a reduction in the number of oscillations. Although there is still a reduction, for 
the thicker films that reduction isn’t as large. Many of the oscillations seen in the 
reference film still appear in the scan of the sample.  
 A third energy spectrum is also included in Figure 4.17. This spectrum is for the 
same sample, but taken after a 4V electric signal was used to bias the sample. The signal 
was large enough that the PVDF polymer would reach saturation, and the field was 
applied such that it went through the iron film perpendicular to the substrate. It can be 
seen that there is a small change in the energy scan for the sample film after biasing has 
occurred. The amplitude of the oscillations after biasing has decreased. 
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Figure 4.17: EXAFS energy spectrum for a reference film as well as for a sample with an 
iron film between two PVDF polymer layers. The sample was scanned before and after 
an electric biasing was applied. 
  
 After obtaining the EXAFS energy scans, the radial distribution of atoms for each 
set was obtained by taking the Fourier transform as previously done. Figure 4.18 shows 
the resulting distribution for the reference film, as well as for the unbiased and biased 
sample. For the sample scanned before the electric signal was applied, the position of the 
iron atoms matches closely with the reference film. While the position of the peaks is the 
same, the amplitude at each of those peaks is different, indicating that, although iron with 
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normal structure is still present, some mixing has occurred as at the interface. In the 
previous scans, the iron films were thinner and there was diffusing that occurred. Here, 
with a thicker iron film, some mixing does occur at the interface, but some of the iron in 
the middle of the film still maintains the pure iron phase. 
 
Figure 4.18: EXAFS radial distribution of atoms for a reference film as well as for a 
sample with a Fe film between two PVDF polymer layers. The sample was scanned 
before and after an electric biasing was applied. 
 
 After applying an electric field to the polymer, a change is seen in the atomic 
spacing of the iron atoms. Several of the peaks shift slightly, and some of the double 
peaks and shoulders disappear completely and only a single peak is observed. This is an 
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indication that as the field is applied and the polymer dipoles align themselves, there is a 
force that is applied to the iron film, causing the more iron atoms at the interface to 
diffuse into the polymer. Pure iron still exists in the middle of the film, but additional 
mixing does occur at the interface. 
 One problem seen with this heterostructure setup is that the process was neither 
repeatable nor reversible. Once the iron atoms diffused into the polymer, there was no 
undoing the process. This shows that any coupling between the ferroelectric and 
ferromagnetic layers will not be due to piezoelectric strain or magnetostriction. If the 
coupling was strain induced, a change would be seen when the bias was reversed.  
No matter the magnitude or direction of an applied electric field, the atoms were 
diffused and stuck in the polymer. To use the magnetoelectric coupling in devices, the 
process needs to be repeatable, so more experiments and different heterostructure setups 
needed to be used. 
 
4.3 Magnetoelectric Coupling 
Since we saw diffusion of iron atoms into the PVDF polymer during EXAFS 
experiments, we needed to change the heterostructures to prevent this from occurring. We 
then also had to analyze the magnetoelectric coupling of these heterostructures. 
 
4.3.1 Ferroelectric Response of PVDF to an External Magnetic Field 
To prove that any effect was from the iron and PVDF interactions, and not just a 
response of the PVDF to an external magnetic field, tests were run on samples that 
contained only the polymer. A lower copper layer and an upper aluminum layer were 
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added as electrical leads. These samples were placed between the poles of an 
electromagnet, and the external magnetic field was varied. At each applied magnetic field, 
a PE loop was taken. The resulting PE loops can be seen in Figure 4.19. As this graph 
shows, there is no change in the ferroelectric properties of the polymer as the magnetic 
field is changed. 
 
Figure 4.19: PE loops for a sample created with no iron layers. This shows the 
ferroelectric properties do not change due to an applied magnetic field. 
 
4.3.2 Magnetoelectric Coupling in Multiferroic Heterostructures 
To study artificial multiferroics that are based on organic ferroelectrics, we 
synthesized multiferroic heterostructures, shown as Figure 4.20, consisting of a 
ferromagnetic iron layer sandwich with ferroelectric polyvinylidene fluoride (PVDF) 
polymer layer, i.e. Fe/PVDF/Fe. Very thin Al layers (with thickness of only 3 nm) were 
added to avoid interdiffusion between iron and PVDF layers with the goal of improving 
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the magneto-electric coupling. By applying an external magnetic field, we were able to 
control the electric polarization of the ferroelectric PVDF layer. Moreover, as the applied 
magnetic field is varied, the properties of PVDF layer show hysteretic features. 
  
Figure 4.20: Schematic of multilayer ferromagnetic Fe/ferroelectric PVDF/ferromagnetic 
Fe heterostructure sample. The magnetic field used to magnetize magnetic layers was 
applied in parallel with the sample. The electric field used to characterize the ferroelectric 
properties of PVDF layer was applied perpendicular to the sample as shown in the graph. 
The samples have area 1.5 cm by 2.5 cm, with a total thickness of 100-200 nm, 
depending on the sample.  
 
A set of samples was created using the above heterostructure design. All samples 
were 1.5 cm by 2.5 cm in size. In the sample set, the copper layers were deposited using 
the magnetron sputtering technique described earlier. The bottom copper layer was made 
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80 nm thick, and the top layer was 15 nm thick. These values were held constant 
throughout the entire sample set. Similarly, the 3 nm thick aluminum layers were the 
same throughout the set. These layers were deposited using the thermal evaporation 
method. The lower iron film layer was also deposited using thermal evaporation, and was 
held constant at 80 nm thick. 
The difference in samples in this set came in the PVDF and upper iron layers. The 
thickness of these layers was varied in order to examine the magnetoelectric coupling 
dependence on these parameters. The PVDF layer, deposited using the Langmuir-
Schaefer method, was applied with three different thicknesses: 35 nm, 53 nm, and 70 nm. 
These values corresponded to the number of monolayers deposited during dipping, 20 
ML, 30 ML, and 40 Ml respectively. For these three samples, the upper iron layer 
thickness, thermally evaporated onto the PVDF, was held constant at 26 nm. This was 
done to prove that any changes or effects were the result of varying the PVDF thickness 
only.  
Similarly, three samples were prepared with varying thickness in the upper iron 
layer. These iron layers had thicknesses of 26 nm, 39 nm, and 52 nm. For the samples 
with varying iron thickness, the PVDF layer was held at a constant thickness of 35 nm, or 
20 ML. As with the Varying PVDF samples, any changes seen would be solely due to the 
changing iron thickness. 
During testing, each sample was placed between the poles of an electromagnet. 
The magnetic field applied by the magnet was controlled by the current being sent 
through it. The electromagnet was calibrated to show the dependence of the field on the 
current. The calibration showed that it followed the equation: 
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  ! = 31.762 ∗ ! !" − 23.673  !"     (4.15) 
The magnetic field created by the electromagnet was applied parallel to the 
surface of the samples. With the samples between the poles of the magnet and a magnetic 
field applied, a PE loop was taken of the sample using the Radiant Precision RT66B 
ferroelectric tester. The electric signal was applied perpendicular to the sample surface, 
through the leads as shown in Figure 4.20. After a PE loop was obtained at a specified 
magnetic field, the current was changed to apply a different field, and another PE loop 
was obtained. This process was repeated for all applied magnetic fields. 
Figure 4.21 shows a set of polarization versus electric field hysteresis loops 
measured under different magnetic fields for a multilayer sample with the key structure 
of Fe(80 nm)/PVDF(52 nm)/Fe(26 nm). Here the external magnetic field was varied from 
-930 Oe to 930 Oe and then returned from 930 Oe to -930 Oe. It is clear that the 
ferroelectric properties of the PVDF polymer thin film strongly depend upon the applied 
magnetic field. 
  
102 
102 
 
Figure 4.21: PE hysteresis loops of the Fe (80 nm)/PVDF (52 nm) /Fe (26 nm) 
heterostructure measured under different applied magnetic fields. 
 
 This dependence of the PVDF thin film ferroelectric properties is not simply on 
the magnitude of the external magnetic field, but also on the direction of the magnetic 
field. The energy product (area under the PE loop) shows a minimum at -930 Oe, which 
then increases with external magnetic field. When the magnetic field is applied at -930 
Oe, as shown in Figure 4.21, the polarization can be saturated at 6.8 MV/m, while the 
polarization switches with a characteristic coercivity of 4.3 MV/m. As the applied 
magnetic field approaches to zero, the electric polarization of the PVDF polymer layer 
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saturates at an electric field of 8.4 MV/m, and the characteristic coercivity is then seen to 
occur with a 5.5 MV/m field (labeled as 0 up).  
 The PVDF polymer becomes hard to saturate and flip with the magnetic field 
changed from -930 Oe to 930 Oe. The PE loop taken at a 930 Oe magnetic field shows 
that the polarization can be saturated at an electric field of 10.8 MV/m and it can be 
flipped with a 7.9 MV/m field. While this influence of the external magnetic field is 
extremely reproducible over many cycles, after the initial cycle, as described above, 
when the magnetic field goes back to zero from a maximum field, the electric 
polarization saturates at an electric field of 8.9 MV/m and the coercivity is at 6.9 MV/m 
electric field. The PE loop taken at this zero magnetic field (labeled as 0 down in Figure 
4.21) is different from the results taken at the other zero magnetic field (labeled as 0 up). 
In order to characterize the magneto-electric coupling of the sample, for a bias electric 
field of 6.0 MV/m, we studied the polarization versus magnetic field, shown in Figure 
4.22. It can be clearly seen that the electric polarization shows hysteresis with the applied 
external magnetic field.  
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Figure 4.22: The polarization of the PVDF polymer as a function of the applied magnetic 
field at an electric bias field of 6.0 MV/m. 
  
Because of the fabrication methodology for these Fe/PVDF/Fe heterostructures, 
the top and bottom PVDF interfaces differ significantly. Iron oxide (likely 
antiferromagnetic dielectrics) formation is certain at the first PVDF/Fe interface. This 
oxidation at one interface would tend to give the one iron layer a strong exchange bias. 
Interdiffusion of iron into the PVDF at the other Fe/PVDF interface is possible [141,142], 
although we have added Al layers to minimize the diffusion. The difference between the 
two Fe/PVDF/Fe interfaces is also evident in the difference in the coercive field that 
indicates that the ferroelectric dipoles do have a slightly favored asymmetry in the 
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favored dipole direction. This is a common observation, especially with thin organic 
ferroelectric layers, and also expected on theoretical grounds given the differences in the 
two Fe/PVDF/Fe interfaces [143]. The differences at each Fe/PVDF/Fe interface and 
intrinsic exchange bias are evident in the external magnetic field training and the 
exchange bias is evident in the fact that hysteresis at -930 Oe results in a smaller coercive 
field than +930 Oe. We have exploited the intrinsic exchange bias in our samples to our 
advantage. 
 We have plotted the ferroelectric coercivity of the PVDF polymer in the Fe(80 
nm)/PVDF(52 nm)/Fe(26 nm) heterostructure under different magnetic fields as shown in 
Figure 4.23. Very noticeably, the ferroelectric coercivity shows hysteretic feature with 
the applied external magnetic field. It is also clear that there is significant magneto-
electric coupling presented in our Fe/PVDF/Fe heterostructures.  
 
Figure 4.23: Electric coercivity of the Fe (80 nm)/PVDF (52 nm) /Fe (26 nm) 
heterostructure as a function of the applied magnetic field, showing that the coercivity of 
the PVDF layer hysteretically depends on the magnetic field. 
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We also studied the coupling strength dependence upon the PVDF film thickness. The 
magneto-electric coupling strength in each of the samples is related with, ΔEC (labeled as 
the black arrow in Figure 4.23), the width of the hysteresis curve of EC versus magnetic 
field graph evaluated at H=0 field. This width ΔEC indicates the effect of the magnetic 
field on the ferroelectric property and it has been plotted as a function of PVDF thickness 
as Figure 4.24.  
 
 
While ΔEC shows a strong dependence on the PVDF thickness, the comparable 
results for fixed PVDF thickness and varying iron thickness show negligible dependence 
of ΔEC. As with the previous case, the electric coercivity of the PVDF layer was graphed 
as a function of the applied magnetic field, as shown in Figure 4.25. 
 
 
Figure 4.24: ΔEC, the width of the coercivity hysteresis under magnetic field, as a 
function of PVDF layer thickness. 
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Figure 4.25: Electric coercivity of the Fe (80 nm)/PVDF (35 nm) /Fe (39 nm) 
heterostructure as a function of the applied magnetic field. We vary the top ferromagnetic 
Fe layer thickness. 
 
Again, the effect of changing the iron thickness can be seen by graphing the 
change in the coercivity as a function of iron film thickness, as shown in Figure 4.26. 
This graph shows the negligible dependence on iron thickness, as the change in coercivity 
does not change in a noticeable way. 
The magneto-electric coupling strength is evident in the width of ΔEC: the wider 
ΔEC, the stronger the magneto-electric coupling strength. It can be seen that as the PVDF 
thickness increases, the width ΔEC from the EC-H hysteresis loops also increases, so the 
magneto-electric coupling strength increases as the PVDF thickness increases. This 
cannot be explained by the simple strain effect. First, according to strain effect, the 
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magnetostriction stress is kept the same for all our samples by keeping the iron layers 
thickness unchanged. When this same stress (or pressure) is applied to a thicker PVDF 
layer, the magneto electric coupling effect is expected to be smaller which contradicts our 
observed data. Second, magnetostriction does not depend on the polarity of magnetic 
field; however, our data shows dependence on the polarity of the magnetic field.  
 
Figure 4.26: ΔEC, the width of the coercivity hysteresis under magnetic field, as a 
function of Fe layer thickness. 
 
One possible explanation for the magneto-electric coupling effect is the following: 
the magnetic field generated by magnetized iron (this generated field is much larger than 
the external applied magnetic field) can exert a force on rotating dipoles of PVDF and 
affect the rotation of those dipoles [144,145,146,147]. When an external magnetic field is 
applied to the samples, the iron layers become magnetized. The magnetization of these 
layers creates a localized magnetic field, at the interface between iron and PVDF that is 
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much larger than the applied field. We start by examining the local field due to the iron 
layer. When an external field is applied, the layer of ferromagnetic iron becomes 
magnetized. Eventually, the iron will reach a maximum magnetization, the saturation 
point. The saturation magnetization is equal to the product of the net magnetic moment 
for each atom and the number of atoms present per unit volume, and can be determined 
by the following: 
    !! = 2.22!!!     (4.16) 
Here, µB is the Bohr magneton, 9.27 x 10-24 Am2, 2.22 is the number of Bohr magnetons 
per iron atom [148], and N is the number of atoms per cubic meter. The number of atoms 
per cubic meter is related to the density, atomic weight, and Avogadro’s number. Using 
the values for iron from a periodic table, we find: 
! = !!!! = (!.!"  ×  !"!!/!!)(!.!"#  ×!"!"!"#$%!"# )!!.!"#  !/!"# = 8.477  ×  10!"  !"#$%/!!  (4.17) 
Putting this back into equation 4.16, we get that the saturation magnetization for iron is 
1.745 x 106 A/m. 
 To find the local magnetic field created by this magnetization, we start with the 
vector potential due to a magnetized material: 
 (4.18) 
If a material is saturated, it means all magnetic dipoles are in the same direction and the 
material is uniformly magnetized, so the bound volume current ! is zero. The bound 
surface current is . Using Ampere’s Law, we can obtain the magnetic field: 
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! = !!!! = 4!×10!!! ∗ !! ∗ 1.745  ×10! !! = 2.193  !"#$% = 2.2  ×10!!"  (4.19) 
This value for B, on the order of 104 Oe, is much greater than the external applied field of 
102 Oe.  
 In other inorganic materials, the dipoles that flip during coupling are due to the 
material itself. There is no movement of atoms in the materials. For inorganic materials, 
magnetoelectric coupling generates a force on the order of 10-12 N at a 
ferroelectric/ferromagnetic interface [149,150,151]. In PVDF, the dipoles are formed due 
to the electronegativity difference between the fluorine and hydrogen atoms. In this case, 
to flip the dipoles, the position of the actual atoms must flip. For the polarization 
direction to flip from up to down, the fluorine atoms must switch positions with the 
hydrogen atoms. The chains themselves must rotate. This rotation leads the chains to 
have some velocity. 
This velocity has been calculated for PVDF polymers based on the switching time 
for the dipoles [152]. Previous works have shown this velocity to be on the order of 103 
m/s [153,154]. Using the Lorentz Force equation, F = qvB, a force of 10-10 N is generated 
at the interface. The direction of this force does depend on the polarity of the magnetic 
field.  
As a result of that, this additional force can affect and tune the polarization 
properties of the PVDF layer. This force then permeates through the material, and is 
transferred to other chains deeper into the heterostructure, thereby causing movement and 
rotation in the other chains. When all the chains start to rotate and change their dipole 
direction, it causes an overall change in polarization of the material. 
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 The predicted results for the forces generated at the ferroelectric/ferromagnetic 
interface by organic PVDF is several orders of magnitude higher than the forces 
generated at the same interfaces for inorganic materials. This predicts that there should be 
a giant magnetoelectric coupling, also several orders of magnitude higher in organic 
PVDF than in inorganic materials. Our results support this theoretical prediction. 
 The linear term for the magneto-electric coupling is often used to characterize the 
performance of a magneto-electric material, and is defined as [155,156]: 
     !! = !!!!      (4.22) 
This quantifies the response of a ferroelectric layer, such as in our heterostructures, to the 
applied magnetic field. The linear magneto-electric coefficient  has been estimated as 
a function of the PVDF ferroelectric layer thickness by extracting the change in the 
electric field of the polymer layer with applied magnetic field from the polarization 
versus magnetic field plots, as shown in Figure 4.22, extracted in the regions of low 
applied fields. We start this analysis by looking at the definition of polarization.  
     ! = ! − 1 !!!    (4.23) 
 Here, ε is the permittivity of the material and ε0 is the permittivity of free space. 
We can rearrange equation 4.4 to get an expression for the electric field, E. This becomes: 
     ! =    !!!! !!     (4.24) 
 Using equation 4.5, we can now use our data to get an estimate for the change in 
electric field. For the PVDF polymer, the permittivity is known to be approximately 13. 
Using Figure 4.22, we estimate the change in the polarization around low magnetic fields 
as: 
Eα
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 ∆! = 5 !"!"! = 0.05   !!!     (4.25) 
 Plugging this value, as well as the values for ε and ε0, into equation 4.5, we can 
estimate a value for the change in electric field as: 
       ∆! ≅ 5  ×  10!    !!   ≅   5  ×  10!    !!"   (4.26) 
 Using this value back in equation 4.3, along with a value of 500 Oe for DH, 
obtained from Figure 4.22, we can estimate the coupling coefficient as: 
        !! = !!!! =    !  ×  !"!   !!"!""  !" =   10! !!"∗!"   (4.27) 
The values of magneto-electric coupling coefficient αE for our samples are estimated to 
be 3700+400 V/(cm Oe), 30000 V/(cm Oe), and 41700+2200 V/(cm Oe), for samples 
with a PVDF layer thickness of 35 nm, 52 nm and 70 nm, respectively. A graph of the 
magnetoelectric coupling constant for all samples, including the varying PVDF polymer 
and iron layer thickness samples, is shown in Figure 4.27. These giant αE values for the 
magneto-electric coefficient are almost 50 times higher than previously reported 
[157,158]. This points a way to increasing the magneto-electric effect: construct 
multiferroics from organic multilayer structures or metal organic frameworks (MOFS). 
We have now shown that a large electrical response for only a small applied magnetic 
field change is also possible – ideal for magnetic sensors.  
As stated earlier in this section, very thin Al layers were added to avoid 
interdiffusion between iron and PVDF layers with the goal of improving the 
magnetoelectric coupling. To show that this change was necessary and prove that the 
aluminum did improve the magnetoelectric coupling, the tests were run on a sample 
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created similar to the structure in Figure 4.20, but with the aluminum removed. This 
sample was of structure Fe (80 nm)/PVDF (70 nm) /Fe (26 nm). The results of this test 
are shown in Figure 4.28. It is seen in this graph that changes in the ferroelectric 
properties, and therefore magnetoelectric coupling, are present. 
 
Figure 4.27: Coupling coefficient values for different sample sets. 
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Figure 4.28: PE loops for a Fe (80 nm)/PVDF (70 nm) /Fe (26 nm) heterostructure with 
no aluminum layers. 
 
 Examining the polarization and electric coercivity as a function of applied 
magnetic field was also performed. The results of the coercivity versus applied magnetic 
field can be seen in Figure 4.29, with the polarization versus applied magnetic field 
shown in the inset. The coupling constant for this sample is 3000 V/(cm Oe). For 
comparison, the value for the coupling constant for the same structure with aluminum 
was 41700 V/(cm Oe). This shows that adding an aluminum layer between the polymer 
and iron layers does improve the coupling. 
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Figure 4.29: Coercivity versus applied magnetic field for a heterostructure 
sample with no aluminum layers. Inset: Polarization versus magnetic field graph 
for the same sample. 
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CHAPTER 5. CONCLUSIONS 
In this thesis, we started by characterizing PVDF polymer films created using a 
Langmuir-Schaefer method. These polymers were found to crystallize and show 
ferroelectric properties above an annealing temperature of 130°C. For ferroelectric PVDF 
films, the electric coercivity increases as the maximum electric field increases. The 
coercivity also depends on the frequency of the applied electric field according to a 
power law, . The scaling factor, α, is 0.6 in our samples. A domain pinning effect 
from the interfaces is observed and evidenced by a shift of the hysteresis loops. The 
pinning effect also explains the fact that the electric coercivity decreases when the film 
thickness increases. 
Having characterized the PVDF polymer, the next step was to combine this 
ferroelectric material with a ferromagnetic layer, in this case iron, to form multiferroic 
heterostructures. To analyze these heterostructures, thin films of ferromagnetic iron were 
deposited between layers of ferroelectric PVDF polymer. EXAFS studies show that for 
films too thin, iron atoms diffuse into the polymer at the interface between the materials 
during deposition. Further EXAFS studies showed that thicker films had some mixing 
during deposition, but they retained some pure iron structure as well. When an electric 
signal was applied to the polymer, the aligning of the dipoles in the polymer pressed the 
iron films, causing more atoms to diffuse at the interface. However, the process was not 
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reversible or repeatable. Once the atoms diffused into the polymer and changed the 
structure, we could not get the samples to return to the original state. 
 Finally, multiferroic heterostructures were created, this time with aluminum 
layers separating the iron and PVDF layers. We have been able to create multiferroic 
ferromagnetic/ferroelectric heterostructures by sandwiching a layer of PVDF polymer 
between ferromagnetic iron thin films. We found that both the coercivity and polarization 
for the PVDF polymer display hysteretic features as the applied magnetic field is changed. 
Our experimental results have shown significant advances to prior studies of organic 
ferromagnetic multilayer studies where an electric field induced change in magnetic 
anisotropy was demonstrated but here the magneto-electric coupling is seen to be 
extremely strong by comparison. In our experiments, the electric dipoles in the organic 
polymer are due to the molecules in the chains. The local magnetic fields created by the 
magnetized iron layer at the ferroelectric interface causes these dipoles to rotate, and a 
force is generated that is approximately two orders of magnitude larger than with the 
inorganic materials. A giant magneto-electric coupling with values as large as 3700 
V/(cm Oe) to 41700 V/(cm Oe) have been observed at room temperature. 
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CHAPTER 6. FUTURE WORK 
The experiments in this work have shown that multiferroic heterostructures can 
exhibit giant magnetoelectric coupling, with coupling coefficients far greater than 
previously reported results. This was accomplished by creating a heterostructure in which 
ferroelectric PVDF polymer was sandwiched between ferromagnetic iron layers. 
 In this work, we controlled the ferroelectric properties of the PVDF using an 
external magnetic field. This can be useful in future magnetic sensor devices. Future 
work would explore the opposite effect, controlling ferromagnetic properties using an 
external electric field. 
 To run these types of experiments, the sample structure would have to be changed. 
The samples would have to be a ferromagnetic layer between two polymer layers, similar 
to the samples used in the EXAFS studies. Unlike those samples, aluminum layers will 
need to be added between the layers to prevent interdiffusion. In order to test if the 
ferromagnetic properties can be controlled with an electric field, the samples will be 
tested using ferromagnetic resonance (FMR).  
 Ferromagnetic resonance is a spectroscopy technique used to probe the 
magnetization of ferromagnetic materials. FMR is similar to electron paramagnetic 
resonance (EPR) and nuclear magnetic resonance (NMR). The difference with FMR is 
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that it probes the magnetization due to magnetic moments of unpaired electrons rather 
than atomic nuclei. 
 FMR is due to the motion of the magnetization of a ferromagnetic material due to 
an external magnetic field. The magnetic field exerts a torque on the sample 
magnetization which causes movement in the magnetic moments. The frequency of this 
movement depends on magnetization, as well as field strength and orientation. This 
frequency is also much lower than the movement frequency seen in EPR. Thus, the 
analysis of FMR is far more complex than EPR or NMR. 
 In an FMR experiment, the sample is placed in a microwave resonant cavity 
between the poles of an electromagnet. The cavity is fixed at a frequency in the super 
high band. Using the electromagnet, an applied magnetic field is swept with the sample in 
place while the resonant microwave absorption is detected. When the movement 
frequency and microwave frequency are equal, absorption increases, and the signal at the 
detector decreases.  
 To test the magnetoelectric coupling, current will be passed through the sample, 
thereby applying an electric field, while a magnetic field sweep is run. The electric field 
will be varied, and an FMR measurement will be taken at each value for the electric field. 
The magnetization and magnetic properties can then be studied as functions of the 
applied electric field. This process is similar to the work done in this thesis, only with the 
electric and magnetic roles reversed.
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