Abstract-It is conjectured in [6] that the covariance matrices minimizing the outage probability under a power constraint for MIMO channels with Gaussian fading are diagonal with either zeros or constant values on the diagonal. In the MISO setting, this is equivalent to conjecture that the Gaussian quadratic forms having largest tail probability correspond to such diagonal matrices. This paper provides a proof of the conjecture in this MISO setting.
I. THE MIMO AND MISO OUTAGE CONJECTURES
The following conjecture is posed in [6] . Conjecture 1. Let R, P be positive real numbers, r, t be positive integers, and H be an r × t random matrix with entires that are i.i.d. zero-mean circularly symmetric complex Gaussian with E|H i,j | 2 = 1. It is conjectured that the matrices achieving the infimum in 
The conjecture emerged in the following setting. When communicating over a memoryless MIMO (multiple-input multiple-output) channel receiver channel state information and with a fading matrix having i.i.d. circularly symmetric complex Gaussian entires (as above), the capacity is given by the largest mutual information I(X; HX + Z, H) where X obeys the power constraint trE(XX † ) ≤ P.
From max-entropy results under second moment constraints, the optimal distribution for X is circularly symmetric complex Gaussian, and it remains to identify the optimal covariance matrix, leading to the capacity sup Q:Q≥0,tr(Q)≤P E log det(I r + HQH † ).
The supremum in (3) is achieved (uniquely) by Q * = P t I t . To show this, note that Ψ : Q → E log det(I r + HQH † )
has a unique maximizer (it is a strictly concave function) and it is invariant under unitary conjugation, namely Ψ(Q) = Ψ(U QU † ), U ∈ U (t).
Hence, the maximizer, since unique, must satisfy U Q * U † = Q * for any unitary matrix, which forces Q * to be a multiple of the identity. If we consider instead a non-ergodic MIMO channel, where the fading matrix H is drawn randomly at the beginning of all time and is held fixed for all the channel uses, (3) is not an achievable rate, and indeed, the capacity is zero. On the other hand, we can talk about a tradeoff between outage probability and supportable rates, where the goal is to now minimize (1) for a given R. Although the objective function Q → P{log det(I r + HQH † ) < R} has the same unitary-invariance property as Q → E log det(I r + HQH † ), it may no longer have a unique minimizer (it may not be concave) and characterizing the minimizer turns out to be a fairly hard problem. Of course, the symmetry allows to restrict the search to diagonal matrices and hence, the problem is to find the optimal power allocation (how much variance should be assigned to each antenna). Conjecture 1 appeared in 1995 and has remained open until now.
When r = 1, i.e., in the MISO setting, Conjecture 1 is equivalent to the following:
and (H i ) 1≤i≤t
iid ∼ N C (1). For all x ∈ R, there exists k ∈ {1, . . . , t} such that arg min
where U (t) denotes the group of t × t unitary matrices.
In terms of previous expressions,
snr . The relation between k and x relies on properties of Gamma distributions, and one can easily compute for a given x the optimal value of k.
Geometrically, the conjecture characterizes the best choice of a norm induced by a positive definite matrix, to minimize the probability of observing a short random vector which is Gaussian distributed. Considering only diagonal matrices Q (without loss of generality, since H is unitary invariant), and observing that |H i | 2 is exponentially distributed with mean 1 (E(1)), the conjecture is expressed as follows.
iid ∼ E(1) and q, X := 
where S(t) denotes the group of t × t permutation matrices.
This formulation of the conjecture also relates to portfolio optimization problems, as discussed in [2] .
Many works in the literature about MIMO channels have investigated properties of the outage probability, assuming that the conjecture holds or picking a uniform power allocation without discussing its optimality. Few works have contributed to Conjecture 3 directly and essentially none to Conjecture 1. For t = 2, Conjecture 3 is proved in [4] , as well as in [5] considering real rather than complex Gaussian distributions. In [1] , [3] and [5] (again in a real rather than complex setting) it is proved that the diagonal elements of the minimizers in Conjecture 3 can only take two different non-zero values 1 . To the best of our knowledge, Conjecture 3 has remained open for arbitrary values of t. In this note, we complete the general proof.
II. PROOF
Recall that X = (X 1 , . . . , X t ) with {X i } 1≤i≤t
iid ∼ E(1). We denote by f Y the density of a random variable Y , and define R * = R \ {0}.
∼ X 1 and X, X are mutually independent. Then ∀x ∈ R, ∀q ∈ (R * + ) t and ∀k ∈ {1, . . . , t},
Lemma 2. Let Y be a random variable independent of X 1 , X 2
iid ∼ E(1), and let x, q 1 , q 2 ∈ R. We then have
Setting q 2 = 0 in Lemma 2 we obtain:
Corollary 1. Let Y be an random variable with density f Y and independent of X ∼ E(1), and let x, q ∈ R. Then
Lemma 3. For all t ≥ 2 and q ∈ (R * + ) t , we have f q,X ∈ C ∞ (R * )∩C t−2 (R) and there exists a unique a ∈ R * + such that f q,X (x) > 0, ∀0 < x < a, f q,X (a) = 0 and f q,X (x) < 0, ∀x > a.
Proof: The fact that f q,X ∈ C ∞ (R * ) ∩ C t−2 (R) can be verified by induction, knowing that the exponential density is in C ∞ (R * ) and using properties of convolution and differentiation. Note that ∀t ≥ 2 and for q ∈ θ(t) = {q ∈
(8) This can also be verified by induction. Moreover, we have that ∀x ∈ R, ∀t ≥ 2 the function
is continuous and (8) converges when considering equal q i 's. So we can restrict ourselves to prove the lemma for q's having all components different (and we will consider such q's in what follows). For t ≥ 2, we have f
q,X (0) = 0, ∀k = 0, . . . , t − 2 (this is a consequence of the first statement in the lemma). Let us suppose that there exist a, b > 0 such that a = b and
Using (8), one can express the t − 2 equalities f
q,X (0) = 0 for k = 1, . . . , t − 2, as well as the 2 equalities in (9) and (10) as a system of equations
where
qi . In particular, α 1 , . . . , α t ∈ R and β 1 , . . . , β t ∈ R are non-zero. Since the squared matrix above does not have a full rank, there exists a 0 , . . . , a t−1 ∈ R, not all equal to zero, and c ∈ R * + s.t.
(11) Now, if a t−1 = 0 and a t−2 = 0, we clearly need a 0 , . . . , a t−3 = 0 to ensure t solutions in (11), which leads to a contradiction. If a t−1 = 0 or a t−2 = 0, (11) is equivalent to
where p is a real polynomial of degree t − 3. Note that (12) can have at most t − 2 different solutions. This is proved by induction on the degree of p. If p has degree zero, the result is clearly true. If p has degree n+1, if there were n+3 solutions to e x = p(x), by taking the derivative on both sides, one would obtain n + 2 solutions to e x = p (x), where p (x) has degree n, which contradicts the induction hypothesis. Hence (12) can have at most t − 2 different solutions and we have
where d ∈ R * and p is a real polynomial of degree t − 3. Hence, using a similar argument as before, (13) has at most t − 1 different solutions and we also have a contradiction. Thus, a = b. The existence of a, as well as the sign of the derivatives around a are easily verified.
Proof of conjecture 3.: Let x ∈ R. From lemma 1, for
with X 1 independent of X and X 1 ∼ X 1 . We thus conclude that we can replace θ(t) by Θ(t) :
Using the Kuhn-Tucker theorem, if q * ∈ Θ(t) minimizes
We break the proof into three parts, first showing that the minimizers can only take two different non-zero values (in the components of q), then showing that one of these values can only appear once, and finally showing that all non-zero values must be the same.
Part I: the components of a minimizer can only take two different non-zero values. By lemma 1 and 2,
X1+q l e X2 (x) = 0 with X 1 , X 2 , X mutually independent and X 2 ∼ X 1 . Now, let us assume that 0 < q * 1 < q * 2 < q * 3 (this represent w.l.o.g. that at least three different non-zero values are in q * ). Then (with k = 1, = 2),
and using Corollary 1, we get (x) = 0, in order to satisfy the KT conditions, but this contradicts (17) and (19).
We have just shown that the KT conditions for minima can be satisfied only with points in Θ(n) that contains at most two different non-zero values, i.e. a minimizer has the following form (up to permutations)
Part II: one of the non-zero component must appear only once. Let us assume that k ≥ 2. We define q * δ := q * +δe 1 −δe 2 , with 0 < δ < p 1 and e i ∈ R t s.t. (e i ) j = δ ij . Since q * is a minimizer, we have
and using lemmas 1 and 2, we get
where Z is a random variable independent of X 1 which is 0 with probability p1 p2 and which is distributed according to an exponential distribution of mean p 2 with probability 1 − p1 p2 . To see this, note that the Fourier transform of the distribution of Z is given by
Hence,
f Z (x) = 0, and since Z ≥ 0, one obtains from Lemma 3 that (24) is strictly negative, and q * cannot be a minimizer. Thus the minimal component in q * has to appear only once. Say p 1 appears only once and p 2 appears l times (1 ≤ l ≤ t − 1) and is greater than p 1 , i.e. p 2 = 1−p1 l > p 1 , which implies
. So a minimizer must be of the form
Part III: all non-zero components must be the same. At
, all components of q * are equal, and the function p 1 → P{ q * , X ≤ x} has an extremum at that point. Let us assume that there is at most one extremum within (0, 1 l+1 ). A simple computation shows that
, which is strictly negative if and only if x < 1, and
, with c(l) > 0, leading to a strictly positive second derivative if and only if x < l+2 l+1 . Since we assumed that there is a most one extremum in (0, 1 l+1 ), previous conditions on the sign of the first and second derivatives of p 1 → P{ q * , X ≤ x} at the boundaries of (0, 1 l+1 ) imply that there is no minima that can occur in that interval.
So we need to show that p 1 → P{ q * , X ≤ x} has at most one extremum within (0,
where (26) is the derivative chain rule, (27) follows from Lemma 1, and (28) follows from Lemma 2. Hence, we want to show a contradiction between the following assumptions:
Since we are now working with simpler combination of our exponential random variables, we compute directly the convolution without using the Fourier transform. We have
and let x * (∆) be the solution of g k (∆, x * (∆)) = 0. Thus,
and
Note that p can be written as a function of ∆, so we can define γ(∆)
and from (32) one obtains
)
Similarly, Observe that the summation
contains the first k+1 terms of the Taylor's expansion of e −∆x * . Since −∆x * < 0, using a basic property of the Taylor's expansion of the exponential function, we have e
if and only if k is an odd integer. Therefore, c k (∆, x * )·t k (∆, x * ) > 0 for all p ∈ (0, 1 k+1 ). Then, (33) can be written as
(36) From Lemma 3, we know that for each p, there exists a single x * satisfying (32), so we can write x * as a function of p, or equivalently, a function of ∆. In the rest of this proof, we denote x * as x * (∆(p)), x * (p), or x * (∆) when there is no ambiguity. Moreover, since x * (∆(p)) is a local maximum of
III. DISCUSSION
There are several possible directions to attempt a generalization of this conjecture. One is to consider the matrix version as stated in [6] , which is still open. Another direction is to investigate for what kind of distributions of the X i 's Conjecture 3 may still hold. Given a sequence of i.i.d. random variables, how do we construct a convex combination of them in order to minimize the probability of exceeding a given threshold? For exponential distributions, the symmetry in the problem is not sufficient to lead to a fully symmetric solution (all weights equal), but the minimizer still has a symmetric structure and a more general result leading to such minimizer would be interesting. Yet, our proof is only weakly relying on the symmetry of the problem. In the case of the Cauchy distribution, the function q → P{ q, X ≤ x} is constant on Θ(t). In the case of the Gaussian distribution, the conjecture holds and k can easily be determined.
The first part of the proof, covered by Lemmas 1, 2 and 3, could possibly be generalized to other distributions, by imposing conditions on the derivative of the Fourier transform of the sum (or of X 1 ), such that the KT conditions would only be satisfied under some symmetry of the q i 's. On the other hand, a statement such as in Conjecture 3 for arbitrary i.i.d. random variables is not true. In fact, for t = 2, X 1 , X 2 iid ∼ E(1), x = 1.1, the input that maximizes the outage probability is not of the form 
for a large enough L ∈ R + , z = 2L − 1.1 and get a counter-example for positive random variables (even unimodal). Hence, one would have to find a more specific condition (than i.i.d.) under which Conjecture 3 may hold. Note that our proof is based on some properties of the partial derivatives of P{ q, X ≤ x}, and one could write these as partial differential equations. This could be an approach to study more general settings.
Finally, note that Conjecture 2 reduces to a conjecture stated in terms of a weighted sum of random variables (as in Conjecture 3) only when H is unitary invariant. And the only way to have unitary invariance and independence is to assume a Gaussian distribution for H, which means that, the previous counter-examples to Conjecture 3 for arbitrary i.i.d. random variables do not lead to counter-examples to Conjecture 2 when H has an arbitrary unitary invariant distribution.
