Convergent expansions are derived for three types of orthogonal polynomials: Charlier, Laguerre and Jacobi. The expansions have asymptotic properties for large values of the degree. The expansions are given in terms of functions that are special cases of the given polynomials. The method is based on expanding integrals in one or two points of the complex plane, these points being saddle points of the phase functions of the integrands.
Introduction
In a previous paper [9] we have studied the expansion of an analytic function at two finite points in the complex plane. The domain of convergence is a Cassini oval around the two points. The main motivation for that paper was to obtain the coefficients of asymptotic expansions of certain integrals. In the present paper we give a few examples in which the expansion of an integral at two saddle points yields a convergent expansion that has an asymptotic property for large values of a parameter.
In the well-known methods for deriving asymptotic expansions of integrals a basic step is transforming the integral into a standard form, and the transformation usually gives a new integral in which the integrand contains implicitly defined functions that are difficult to handle. In the method of this paper we avoid a transformation and, in addition, we derive convergent expansions.
We start with a simple example in which only one saddle point occurs, and in which a function is expanded at that saddle point. This gives an expansion for the Charlier polynomials.
In two other examples (Laguerre and Jacobi polynomials) we take into account two saddle points, and again two convergent expansions can be constructed with the desired property. The approximants belong to the same class of polynomials as the original ones, but they are of a simpler type (Hermite and Chebyshev, respectively). The asymptotic property follows from recursion relations for functions appearing in the expansions. The convergence follows from the fact that an integral along a finite contour is expanded inside a domain of uniform convergence.
In the examples given in this paper the contour integrals are based on Cauchy-type integrals obtained from generating functions. When the contour is finite a proof of the convergence is usually rather easy. For more general finite contours and more general integrals we expect that the method can be applied as well. For example, we can apply the method to the Gauss hypergeometric function and the incomplete gamma function, with different integral representations.
Also, the methods of this paper can be generalized by considering Taylor expansions at more than two points. In [10] we give details on the theory of multi-point Taylor expansions, and in a future paper we will give details on applications to integrals with, for example, three saddle points.
We show a few graphs that indicate the nature of the approximations, and in a final section we mention a few examples in which other functions are considered.
A simplified version of the saddle point method
Throughout this paper we are concerned with finding asymptotic expansions of integrals of the form
where f (w) and g(w) are analytic in a domain Ω of the complex plane that contains the origin; Γ is a circle with center at the origin and contained in Ω; n is a large positive integer. We assume, as it usually happens to be the case, that the asymptotic behavior of the integral F (n) for large n is determined by contributions from the saddle points of
The standard saddle point method consists of (i) deforming the contour of integration Γ into a new path that crosses one or some of the saddle points of ϕ(w);
(ii) a suitable change of the variable of integration;
(iii) application of Watson's lemma or Laplace's method.
Instead of applying the standard saddle point method, we will proceed in a simpler way: just substitute a power series expansion at one or more saddle points of the function f (w) in (2.1). If there is just one saddle point w 0 , then that power series is its Taylor expansion at w 0 :
which is uniformly convergent for w in a disk D r (w 0 ) ≡ {w ∈ Ω, |w − w 0 | < r} with center at w 0 and radius r = Inf w∈C / \Ω |w − w 0 |. If there are two saddle points w 1 and w 2 , then that power series is its two-point Taylor series at w 1 and w 2 [9] :
where
and, for n = 1, 2, 3, ...,
The expansion (2.3) is uniformly convergent for w in a Cassini oval
with foci at w 1 and w 2 and "radius" r = Inf w∈C / \Ω {|w − w 1 ||w − w 2 |}; see [9] . If we substitute now (2.2) or (2.3) in (2.1) and interchange summation and integration we obtain an expansion of F (n). This is proved in the following two propositions. Proposition 2.1. Let the right-hand side of (2.2) converge uniformly to f (w) for w ∈ D r (w 0 ) with |w 0 | < r, then
Proof. If |w 0 | < r, then 0 ∈ D r (w 0 ). Then we can choose a small enough circle Γ in (2.1) such that Γ ∈ D r (w 0 ). Therefore, expansion (2.2) is uniformly convergent for w ∈ Γ. Introducing (2.2) in (2.1) and interchanging summation and integration we obtain (2.7). ⊔ ⊓ Proposition 2.2. Let the right-hand side of (2.3) converge uniformly to f (w) for w ∈ O r (w 1 , w 2 ) with |w 1 w 2 | < r, then
Proof. The proof is similar to that of Proposition 2.1.
⊔ ⊓
In the remaining part of the paper we apply Proposition 2.1 or Proposition 2.2 to three specific examples of integrals F (n) representing Charlier polynomials C a n (nx), Laguerre polynomials L α n (nx) and Jacobi polynomials P (α,β) n (x). In this way, we obtain expansions of these polynomials for large values of n. In each example separately we prove that the corresponding expansions (2.7) or (2.8) are convergent in a certain region of the variable x and that in fact, they have an asymptotic nature for large n, uniformly with respect to x in certain domains of the region of convergence.
Asymptotic expansions of Charlier polynomials in terms of Gamma functions
The Charlier polynomials are defined by the generating function
and have the explicit expression
The Charlier polynomials are orthogonal with respect to a discrete distribution on the positive real line. For an overview of properties, see [7] . Recent papers on asymptotics are [1] , [2] , [5] , and [6] . In this section we give a simple convergent expansion of C a n (xn), that has an asymptotic property for large n, uniformly for complex a in compact sets and for complex x bounded away from 1. A uniform expansion that holds for x in a compact neighbourhood of x = 1 is given in [1] , where J−Bessel functions are used in the approximations. Also, uniform expansions that hold for −∞ < x < ∞ are given in [2] . Theorem 3.1. For x = 1, a ∈ C and n ∈ N | , the Charlier polynomials have the expansion
and, for k = 0, 1, 2, ...,
The sequence {Φ k (x, n), k = 0, 1, 2, ...} satisfies the recurrence 6) where k = 2, 3, . . . . and is an asymptotic sequence for large n. For fixed k we have
when n → ∞, where ⌊α⌋ is the integer part of the real number α. The asymptotic property holds uniformly with respect to complex x, |x − 1| ≥ δ > 0.
Observe that in the notation of Pochhammer's symbol (a) n , defined by
we have
Proof. From (3.1) we derive the integral representation
where Γ is a circle with center at the origin and radius < 1. We write this in the form
where ϕ(x, w) ≡ x log(1+w)−log w. The only saddle point of ϕ(x, w) is w 0 = (x−1) −1 . The function e −aw is an entire function of w. Hence, the expansion
is locally uniformly convergent for w ∈ C / and x = 1. Therefore, after substituting this expansion in (3.10) and using Proposition 2.1 we obtain (3.3) with
To obtain the recurrence (3.6) we write Table 3 .2. The zeros of C a n (nx) for n = 10 and a = 1.
Integrating by parts and performing a few straightforward manipulations we obtain (3.6). Equalities (3.4)-(3.5) follow after simple calculations. The asymptotic behavior in (3.7) for large n follows from (3.4) and (3.6). From (3.4) we see that
is true for k = 0, 1. From here, the proof follows by induction over k. If (3.7) holds up to k, then
Property (3.7) holds uniformly for |x − 1| ≥ δ > 0, also for complex x. Also, detailed information on the asymptotic behavior can easily be obtained from (3.12) .
⊔ ⊓ From (3.9) it follows that Φ 0 (x) has n zeros at x = m/n, m = 0, 1, . . . n − 1 (Φ 1 (x) has the same zeros, except for x = (n − 1)/n). See also Table 3 .2, where we give numerical values of the zeros of C a n (nx) for n = 10 and a = 1. From the graphs in Figure 3 .3 we also see that the early zeros are approximated quite well. Remark 3.4. When in expansion (3.11) the expansion point w 0 is not equal to the saddle point (x − 1) −1 , we are not able to prove the asymptotic nature of expansion (3.3) . This follows from the integration by parts procedure mentioned in the proof of Theorem 3.1. On the other hand, we can show (3.7) directly from the definition (3.12) with a change of variable like in the standard saddle point method.
Details on the convergence
It is of interest to verify the speed of convergence of the expansion in (3.3). We consider (3.12), with k = κn, and determine the saddle point of (w − w 0 ) κ (1 + w) x w −1 , where κ is large. We consider x fixed, and for x < 1 we verify that a positive saddle point w + occurs with
There is a negative saddle point, whch is not relevant. We have
Multiplying this with a k n!/k!, see (3.3) and (3.12), and using in Stirling's approximation of the factorials only the dominant parts, that is k! ∼ (k/e) k , we see that the main information on
where k is large compared with n and x, x < 1. We see that the ratio of successive terms is about a/[
For other values of x, also complex, a similar analysis can be given, with some care in choosing the saddle points and defining the branches in the complex plane.
n C 1 n (0.25n) C a n (x, 0) C a n (x, 1) C a n (x, 2) C a n (x, 3) C a n (x, 4) C a n (x, 5) 10 -1.03630 -0. Table 3 .5. Numerical experiment on the convergence rate of expansion (3.3) for x = .25 and a = 1. Here, C a n (x, N ) ≡ e a/(1−x) N k=0
, represents the truncated series in (3.3). All the rows are multiplied by an appropriate constant in order to keep the numbers small.
Asymptotic expansions of Laguerre polynomials in terms of Hermite polynomials
The Laguerre polynomials can be defined by the generating function
and have the representation
For deriving the asymptotic expansion we use the Cauchy integral that follows from (4.1):
where Γ is a circle around the origin with radius < 1. The many-valued functions (1 − w) µ appearing here and in the theorem assume the principal branch that is equal to 1 at w = 0
The asymptotics for large n, fixed α, is considered in [4] . For real x two uniform expansions are given, one involving the J−Bessel function for x in an interval that contains the origin, and one in terms of the Airy function for x in an interval containing the transition near the largest zero of L α n (x). In this section we give an asymptotic expansion of L α n (nx) in terms of L 1/2 n (nx), which in fact is an Hermite polynomial. We consider x > 1 and for these values the expansion is convergent and is in particular of interest because this is the interval that contains the large zeros and the transition point at x = 4.
When the parameter α of the Laguerre polynomial is large the asymptotic behavior can be described in terms of Hermite polynomials (see [12] ). For example, we have the limit
In [8] we have extended this limit by giving an asymptotic representation for large α and n fixed in terms of Hermite polynomials. For more details on large α asymptotics we refer to [12] . The approach in this section is quite different because we take α fixed and n large.
The function ϕ(x, w) has two conjugate saddle points:
The square root defining ξ is positive for 0 < x < 4; for x ≥ 4 we define ξ = i x(x − 4), again with positive square root. In the expansion of the Laguerre polynomials we allow that the saddle points coalesce.
Construction of the expansion
The function f (w) of (4.5) is analytic in Ω = C / \ [1, ∞) and we can expand f (w) in in a two-point Taylor expansion at the two saddle points w ± , using a slightly different form of (2.3),
After substituting expansion (4.8) in (4.5) and interchanging summation and integration we obtain
We have 12) and, for k = 1, 2, 3, ...,
(4.13) The sequences {Φ k (x, n)} and {Ψ k (x, n)}, k = 0, 1, 2, . . ., satisfy the recurrences
14)
To verify the recursions (4.14) and (4.15) we write
Integrating by parts in (4.16) and (4.17), using (4.18) and (4.19) and after straightforward manipulations we obtain (4.14) and (4.15). Formulas (4.12)and (4.13) follow from (4.10) and (4.11) after simple calculations.
Theorem 4.1. Expansion (4.9) is convergent, uniformly for α ∈ C in compact sets, and x ≥ 1 + δ > 1. Moreover, {Φ k (x, n)} and {Ψ k (x, n)} are asymptotic sequences for large n:
20)
as n → ∞ and k = 0, 1, 2, ....
Proof.
We apply Proposition 2.2. Expansion (4.8) is uniformly convergent for w inside the Cassini oval with foci w + and w − and "radius" r = |w 1 − w + ||w 1 − w − |, where w 1 = 1 is the singular point of f . Using (4.7) it follows that r = x. The points w are inside the Cassini oval if they satisfy |w −w + ||w −w − | < r = x. Because w + w − = 1, the origin w = 0 is inside the oval only if x > 1. Hence, the contour Γ of (4.5) can be taken completely inside the oval only if x > 1 (see also Figure 4 .2). This proves the convergence of (4.9) for x > 1. The asymptotic behavior in (4.20) follows from (4.12) and the recursions (4.14) and (4.15). More detailed asymptotic information can be obtained from the integrals in (4.10) and (4.11).
⊔ ⊓ .9) has a meaning for all complex x, and has for all fixed x an asymptotic meaning. The expansion is uniformly convergent for |x| ≥ 1 + δ > 1.
Details on the coefficients
The expressions (2.5) and (2.6) for the coefficients in (2.3) can be used in the present case also. We first write
and compare this with (4.8) . By comparing coefficients of equal powers, it follows that A k and B k can be expressed in terms of a k and a ′ k . We have for k = 0, 1, 2, . . .
We have
and, for k = 1, 2, 3, ...,
(4.23) The coefficients can also be computed from the recursion relations
where k = 0, 1, 2, . . . . Let, for 1 < x ≤ 4, x = 4 sin 2 (θ/2). Then w ± = e ±iθ , and
where β = 1/2 − α. This gives real expressions for the first coefficients to start the recursion relations in (4.24). For x ≥ 4 we can obtain expressions in terms of hyperbolic functions by writing x = 4 cosh 2 (θ/2), which gives w ± = −e ±θ and
An alternative form of the expansion
By using in (4.5) the substitution
where α 0 and β 0 follow from substituting w = w ± , we obtain by integrating by parts
Continuing this procedure we obtain the expansion in negative powers of n:
where α k and β k follow from
where with f 0 (w) = f (w) and for k = 0, 1, 2, . . .
The expansion in (4.28) also follows from re-arranging expansion (4.9) by using the recursion relations for Φ k (x, n) and Ψ k (x, n) in (4.14) and (4.15). Table 4 .5. Numerical experiment on the convergence rate of expansion (4.9) for x = 3.5 and a = 1. Here, L (α)
, represents the truncated series in (4.9). All the rows are multiplied by an appropriate constant in order to keep the numbers small.
Asymptotic expansions of Jacobi polynomials in terms of Chebyshev polynomials
The large n asymptotics for the Jacobi polynomials is discussed in [ [3] , Vol. II, §10.14], in particular for x ∈ (−1, 1). For x bounded away from the points ±1 elementary functions (sine and cosine functions) can be used for describing the asymptotics. For x close to ±1 Bessel functions can be used (Hilb-type formulas).
In this section we develop a convergent expansion that is valid for x ∈ (−1, 1) and the terms of the expansion constitute asymptotic scales for large n. It is possible to extend the results to complex values of x, but this will not be considered here. The first approximants are Chebyshev polynomials, which in fact are elementary functions, and the other terms can be obtained from recursions that show the asymptotic property.
Construction of the expansion
Starting point is the integral representation that follows from [ [3] , Vol. II, p. 172]:
where we consider x ∈ (−1, 1); the function ϕ(x, w) is defined by ϕ(x, w) ≡ log(1 + w + x) + log(1 − w − x) − log w and Γ is a simple closed contour, in the positive sense, around w = 0. The points w = −x ± 1 are outside the contour, and (
are to be taken as unity when w = 0.
We expand the integral by using the function
which is analytic in
We expand, using a slightly different form of (2.3),
where the coefficients A k and B k can be expressed in terms of the derivatives of f (w) at w = ±w 0 ; see the next subsection for more details.
After substituting expansion (5.3) in (5.1) and interchanging summation and integration we obtain
and
These Jacobi polynomials are Chebyshev polynomials:
In terms of elementary functions:
12) and, for k = 2, 3, 4, ...,
The sequences {Φ k (x, n)} and {Ψ k (x, n)} satisfy the recursion relations
where . Moreover, {Φ k (x, n)} and {Ψ k (x, n)} are asymptotic sequences for large n:
Proof. Expansion (5.
3) is uniformly convergent for w inside the Cassini oval of focus w ± and "radius"
Hence, (5.3) is convergent for w ∈ C / such that |w 2 +1−x 2 | < 2(1−|x|). From Proposition 2.2 it follows that expansion (5.4) is convergent for 1 − x 2 = |w + w − | < 2(1 − |x|), that is, ∀ x ∈ (−1, 1). The asymptotic property follows from the recursion relations in (5.15) and (5.16). ⊔ ⊓
Details on the coefficients
The expressions for (2.5) and (2.6) for the coefficients in (2.3) can be used in the present case also. We first write 19) and compare this with (5.3). By comparing coefficients of equal powers, it follows that A k and B k can be expressed in terms of a k and a ′ k . We have for k = 0, 1, 2, . . .
After straightforward manipulations we find
20) where
and, for m = 1, 2, 3, ..., Table 5 .3. Numerical experiment on the convergence rate of expansion (5.4) for x = 0, α = 3/2 and β = 1/2. Here,
, represents the truncated series in (5.4).
A few other examples of convergent asymptotic expansions
Consider the integral for the modified Bessel function (for properties of the special functions in this section we refer to [3] or [13] )
The usual method for obtaining the asymptotic expansion for large z consists of substituting the expansion (1 − t) ν− . A further examination of the terms of the expansion shows that for large z it is better to use the asymptotic property of the expansion (the ratio of successive terms is of order O(1/z)). The incomplete gamma functions can be computed by using a backward recusion scheme.
Another example is the K−Bessel function given by again an incomplete gamma function. Other U −functions can be obtained by recursion.
For large k the U −function behaves like [11] k! U k,
where α is some constant. It follows that the convergence is better than in the previous example.
As a final example we consider an expansion of the Kummer function. Tricomi [14] has derived several convergent expansions of the 1 F 1 −function in terms of Bessel functions that are useful for evaluating the function when the parameters are large. For example, we have [14] 1 F 1 (a, c; z) = e The series in (6.8) is convergent in the entire z−plane. Moreover, it can be used for the evaluation of 1 F 1 (a, c; z) for large κ, because the series has an asymptotic property. For further details on these expansions we refer to [14] .
