Abstract: Effective soil hydraulic parameters of soil vegetation atmosphere transfer (SVAT) models can be derived in a cost-efficient way by inverse modeling. Nevertheless, a serious drawback of SVAT models based on Richards' equation is that they require as many as five unexploited correlated hydraulic parameters. To reduce the feasible parameter space, we propose a method to prevent nonphysical combinations of soil hydraulic parameter sets obtained by optimization. We adopt the soil hydraulic analytical model by Kosugi because it enables the feasible parameter space to be reduced by predicting parameter σ from R m , which are the variance and mean of the log-transformed soil pore radius, respectively. To further decrease the parameter space, we derive two models to predict saturated hydraulic conductivity, K s , from three or four Kosugi soil water retention parameters, respectively. These two models are based on the combination of the Hagen-Poiseuille and Darcy equations that use three semiempirical parameters (τ 1 , τ 2 , and τ 3 ) calibrated on large UNSODA and HYPRES databases. Our derived models are compared with a version of the Mishra and Parker (1990. Ground Water. 28:775-777) K s model being modified to account for the parameters of Kosugi's relationships. The results show that the uncertainties of the developed K s model are comparable to the uncertainties of K s measurements. Moreover, the developed K s model outperforms the Mishra and Parker model. Therefore, the developed method will enable one to substantially reduce the feasible range of the inverted Kosugi's hydraulic parameters.
A n attractive cost-efficient alternative to derive the effective soil hydraulic parameters of hydrological models using Richards' equation for layered soil profiles (e.g., Sonnleitner et al., 2003; Mohanty and Zhu, 2007; Wollschläger et al., 2009) is by numerical inversion of space-time series data, for example, volumetric soil water content and/or actual evapotranspiration (e.g., Romano, 1993; Romano and Santini, 1999; Pollacco, 2005; Das et al., 2008; Ines and Mohanty, 2008a , 2008b , 2008c Pollacco et al., 2008; Pollacco and Mohanty, 2012; Shin et al., 2012) or from water infiltration experiments (e.g., Lassabatere et al., 2006 Lassabatere et al., , 2009 Lassabatere et al., , 2010 Cannavo et al., 2010; Yilmaz et al., 2010 Yilmaz et al., , 2013 Nasta et al., 2012) . Nevertheless, one of the drawbacks of using Richards' equation is that analytical, generally unimodal, expressions are required to describe the soil water retention, θ(h), and hydraulic conductivity, K(θ), functions (e.g., Brooks and Corey, 1964; van Genuchten, 1980; Kosugi, 1994) . These functions are identified by as many as five fitting hydraulic parameters for each layer of the considered soil profile. Moreover, the feasible range of the effective parameters has to be set within its full feasible range because, in most cases, there is no availability of additional basic soil information that helps to better constrain the parameter space (Scharnagl et al., 2011) . Therefore, the inverted hydraulic parameters produce inevitably nonunique solutions (Pollacco et al., 2008; Pollacco and Mohanty, 2012) . In addition, the boundary and initial conditions are often not well defined, and the observed data are also affected by relatively large measurement errors . To obtain a unique set of solutions when the hydraulic parameters of soil vegetation atmosphere transfer (SVAT)-type models are inverted from observed root-zone soil moisture data, Pollacco et al. (2008) showed that soil water content, θ , data are required, ranging from very dry to very wet soil conditions. If this condition is not met, then the inversion is prone to yield nonunique hydraulic parameter sets (e.g., Kabat et al., 1997; Abbaspour et al., 1999; Jhorar et al., 2002; Binley and Beven, 2003; Ritter et al., 2003; Minasny and Field, 2005; Beydoun and Lehmann, 2006; Pollacco et al., 2008) . Consequently, high uncertainties in the forwarded water fluxes occur (Pollacco and Mohanty, 2012) . Thus, it is important to propose new approaches to reduce the nonuniqueness of the inverted hydraulic parameter sets.
A crucial part of the success of an inverse modeling process is to tighten the feasible parametric range such that an adequate minimum and maximum range for each individual parameter is provided. This can be performed by taking into consideration that the value of the saturated hydraulic conductivity,
), is highly dependent on the values of the other parameters describing the soil water retention θ(h) function. The proposed method would thus enable to reject all those nonbehavioral parameter sets generated by the optimization algorithm, which do not satisfy soil physically based relations. It is expected that running only those sequences that satisfy this condition would certainly concentrate the optimization search and therefore decrease the uncertainty of the inverted effective parameters.
Hagen-Poiseuille's equation combined with the Darcy law. Guarracino (2007) derived a relation between K s and van Genuchten's shape parameter, α, assuming that the soil porosity is represented by an equivalent bundle of parallel capillary tubes with a distribution of pore sizes following a fractal law (Tyler and Wheatcraft, 1990; Yu et al., 2003) . Mishra and Parker (1990) developed a simple closed-form expression of K s by using the model by Mualem (1976) coupled to the capillary water retention function of van Genuchten (1980) . An additional example of a K s model is that of Han et al. (2008) based on the inflection point of θ(h) curve. It is interesting to note that both models proposed by Guarracino (2007) and Mishra and Parker (1990) are similar, although they were developed from different principles.
In this study, we develop a novel model to predict K s (hereinafter referred as the developed K s_dev model) from knowledge of the four parameters featured in Kosugi's water retention function, namely, θ s , θ r , h m , and σ (Kosugi, 1994 (Kosugi, , 1996 . We selected Kosugi's θ(h) and K(θ) lognormal functions partly because Hayashi et al. (2006) found a correlation between the variance (σ) of the log-transformed soil pore radius and the mean log-transformed soil pore radius (R m ) for forest soils, thus enabling to further reduce the feasible parameter space. A peculiarity of Kosugi's model is that its parameters possess physical meanings and have a close link to the soil pore-size distribution. The K s_dev model is based on the approach of Childs and CollisGeorge (1950) , except that the soil water flux goes through a pore network having the hypothetical pore-size distribution of Kosugi (1996) . We combined the Hagen-Poiseuille equation with Darcy law and incorporated three tortuosity parameters. The first two parameters are those of Fatt and Dykstra (1951) , whereas the third one is derived according to Vervoort and Cattle (2003) to account for higher porosity media that tend to be more connected than lower porosity media. We compare K s_dev with the Mishra and Parker (1990) (K s_mish ) model but adapted it so as it can account for the Kosugi model.
Moreover, we later present a simplified K s_dev (K s_dev_σ ) by exploiting the correlation between σ and R m (Hayashi et al., 2006) . Thus, K s_dev_σ will be computed from three parameters only, which are θ s , θ r , and h m . The predicted values are compared with experimental data from the UNSODA (e.g., Leij et al., 1999; Schaap and van Genuchten, 2006) and the HYPRES (e.g., Wösten et al., 1998 Wösten et al., , 1999 Lilly et al., 2008) large databases. We selected soil samples that contain data on θ(h), K(θ), K s , and θ s (or porosity).
In summary, the article is organized as follows: 1) To develop a new saturated hydraulic conductivity model based on the Kosugi (1996) model (K s_dev ); 2) To use the Kosugi (1996) analytical relationship in the Mishra and Parker (1990) K s model (K s_mish ); 3) To propose a K s model that makes use of only three parameters of the Kosugi analytical relations (K s_dev_σ ); 4) To select data sets from UNSODA and HYPRES according to set criteria; 5) To optimize the Kosugi hydraulic parameters simultaneously from available θ(h) and K(θ) data sets; 6) To determine the uncertainty bands of the model predictions.
THEORY Kosugi Model
Kosugi (1996) developed a physically based lognormal function p(R) = dθ/dR (L -1 ) for describing the distribution of pore sizes (R). Specifically, the lognormal probability density function of pore radius can be written as follows:
where θ r and θ s (L 3 L −3 ) are the residual and saturated water contents, respectively, such that θ r ≤ θ ≤ θ s ; ln(R m ) and σ 2 are the mean and variance of the log-transformed soil pore radius, ln(R), respectively.
Let S e denote the effective saturation, such that 0 ≤ S e ≤ 1. Therefore p(R)⋅dR represents the contribution of the filled pores of radius R → (R + dR) to the effective saturation. Integrating Eq.(1) from 0 to R yields the water retention curve, which is a function of R:
where
In Eq.(2), erfc denotes the complementary error function. The well-known Young-Laplace capillary equation enables the soil pores radius, R, to be uniquely related to the equivalent matric suction head, h (cm), at which the pore is filled or drained (i.e., R = Y/h, with Y = 0.149 cm 2 ). The Kosugi water retention function has the following analytical expression for S e :
where ln(h m ) and σ denote the mean and S.D. of ln(h), respectively. The relative hydraulic conductivity, K r (0, 1), can be written in terms of pore-size distribution of soil, as follows (Mualem (1976) :
where Y is the Young-Laplace constant described above.
The unsaturated hydraulic conductivity function can be obtained (Kosugi et al., 2002) by introducing h of Eq.(4) into Eq.(5):
Development of a Saturated Hydraulic Conductivity Model:
where q (L T
À1
) is the average water flux, ΔH is the total hydraulic head (L), L (L) is the path length in the direction of the flow.
An alternative model to quantify the flow rate into the soil is based on the representation of the porous medium as a bundle of parallel nonintersecting capillary tubes. The volumetric flow rate, Q i (L 3 T À1 ), in each capillary tube of radius R i is calculated through Hagen-Poiseuille equation (Bear, 1972) :
with
where, for water at 20°C, ρ w = 0.998 g cm À3 density of water, g = 980.66 cm s À2 is the acceleration caused by gravity; η = 0.0102 g cm À1 sec À1 is the dynamic viscosity of water, where C is a constant equal to 1.03663 × 10
) represents the gradient of the total hydraulic head between the two ends of the capillary tube; and L τ i (cm) is the effective twisted path length of the ith capillary tube over which the fluid travels so L τ i >L.
The total flux density through the column, when all the tubes are filled, is the sum of the flux densities passing through each pore size class. Let N i be the number of capillary tubes having a radius R i . Therefore, the specific flux of water, q (L T À1 ) is defined as the volumetric discharge per unit crosssectional area (A) and can be expressed as:
where I is the total number of class R i in the bundle and where n i = N i /A is the number of capillary tubes per unit area in each class. K s is computed by introducing q given by Eq.(9) into Eq. (7):
The change of soil moisture Δθ i (L 3 L −3 ) when n i capillary tubes of cross-sectional area π R 2 i drain is computed for each pore size class i by:
We introduced a tortuosity model into the K s model. Fatt and Dykstra (1951) proposed the following equation written with our terminology: 
or
where τ 2 is a tortuosity parameter that adjusts the shape of the capillary tube such that τ 2 = 2 -τ′ 2 with 0 < τ 2 < 2. When τ′ 2 = 0, the capillary tube is perfectly cylindrical, whereas when 2 > τ′ 2 > 0, the tube changes into the "actual" shape. The tortuosity of the tubes with the radius R i defined by L=L τ i should be smaller than 1. Therefore, because R < 1, then τ′ 1 > 1 and τ 1 ≤ 1 since τ 1 = (τ 1 ′) À1 . Vervoort and Cattle (2003) state that in high-porosity media, the large effective pores tend to be more connected than the smaller effectives pores. Thus, smaller effective pores should have a smaller connectivity than larger effective pores. Therefore, we introduce another tortuosity parameter τ 3 to the power of (θ s -θ r ) as in many empirical K s models (e.g., Messing, 1989; Mishra and Parker, 1990; Han et al., 2008) . The K s model is then written as:
where τ 3 is a fitting parameter, such that (θ s -θ r ) > (θ s -θ r ) τ3 hence τ 3 ≥ 1, to take into account a reduction of K s caused by reduced connectivity of smaller pores. Isolating R of Eq.(2b) and substituting it into Eq.(14) and writing the equation into a continuous derivative form give the developed K s_dev model:
Or likewise isolating h of Eq.(2b) and substituting it into Eq. (14) by using the Young-Laplace capillary equation to relate R with h and writing the equation into a continuous derivative form gives the developed K s_dev model:
In summary, the three tortuosity parameters of the K s model in Eq. (15): τ1 ∈ (0, 1) , τ 2 ∈ (0, 2), and τ 3 ∈ (1, 10), will be optimized for different soil types found in two large databases described below.
Modified Mishra and Parker Saturated Hydraulic Conductivity Model: K s_mish
Mishra and Parker (1990) proposed a K s model that is computed from knowledge of the van Genuchten (1980) soil hydraulic parameters. We have adjusted the Mishra and Parker (1990) K s model so as it can account for the Kosugi (1996) soil hydraulic parameters. An integral formulation of the unsaturated hydraulic conductivity of Mualem (1976) and Mualem and Dagan (1978) can be described following Mishra and Parker (1990) as:
where τ 1 is a tortuosity parameter for which Corey (1979) gives a value of 2/5. Nevertheless, in this study, τ 1 is taken as a fitting parameter.
Isolating h of the characteristic curve (Eq.(4b)), introducing it into Eq. (16), and considering the specific case of saturated conditions (S e = 1) give the modified Mishra and Parker K s_mish model:
We highlight (as shown in Table 1 ) that K s_mish is similar to K s_dev . The major difference is because the exponent τ 2 of K s_dev is inside the integral, whereas the "τ 2 " = 2 of K s_mish is outside the integral. The K s_dev has three fitting parameters, whereas K s_mish has only one. The feasible range of the parameters of the two models is summarized in Table 2 .
Reducing the Feasible Parameter Space of σ
To reduce the feasible parameter space of σ, we exploit the finding of Hayashi et al. (2006) who found a correlation between R m and σ for forest soils (high porosity). Nevertheless, Hayashi et al. (2006) did not verify their relationship for other soils. To verify this relationship for contrasting soils, we plotted in Fig. 1 the relationship between log 10 R m and σ. The R m and σ Kosugi parameters values are obtained from 73 soil data sets, which will be described later. Figure 1 clearly shows that there is a negative linear correlation between log 10 R m and σ with R 2 = 0.63. Thus, the tendency is that the larger median pore size (R m ), which is representative of coarse structure soils, is related to the smaller standard distribution (dispersion) of the pore size σ. This behavior can be explained by the fact that when R m is large, the soil tends to be composed of a single-grained structure (monodisperse) and thus σ tends to be small. Conversely, when R m is reduced, which is representative of finer material (characterized by a more tortuous structure (Fatt and Dykstra, 1951 ; also refer to Eq.(12)), then the soil structure is aggregated and the soil is mostly composed of an array of grain sizes (polydisperse) and, therefore, σ has a larger dispersion. To reduce the 
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The feasible ranges of the related parameters are presented in 
where P σ1 and P σ2 are two fitting parameters. Because 0 < σ < 5 and ln h m > 2.5, then P σ1 and P σ2 should be between 0 and 1. The summary of the feasible range of the parameters is described in Table 2 .
Reducing the Feasible Parameter Space of K s_dev :
The K s_dev_σ exploits the relationship of Eq. (18) to reduce the number of input Kosugi parameters from four (θ r , θ s , σ, R m or h m ) to three (θ r , θ s , R m or h m ). The K s_dev_σ is computed by inputting σ p (h m ) (Eq. (18)) into Eq. (15):
The optimal parameters τ 1 , τ 2 , τ 3 are retrieved from K s_dev model (Eq. (15)), and the parameters P σ1 , P σ2 are taken from σ p (Eq. (18)). A summary of the different models is shown in Table 1 .
MATERIALS AND METHODS
Step 1: Criteria for Selecting Soils From the UNSODA and HYPRES Databases
We selected 318 soil data from the UNSODA database (Leij et al., 1999; Schaap and van Genuchten, 2006 ) and the HYPRES (Wösten et al., 1998 (Wösten et al., , 1999 Lilly et al., 2008) , providing θ(h) and K(θ) measured data points, including measured values for K s and θ s . In the case where θ s was not available, this parameter was calculated from knowledge of porosity, ϕ, as follows:
where 0.95 was obtained through a linear regression analysis (results not shown).
From the 318 soils, we selected 73 data sets that comply with the selection criteria described in Table 3 . The number of soils selected after we performed the different filtering clearly shows that criterion A is the most important to ensure the required standards of the data sets. The 73 selected data sets were corrected so that if θ i (h) > θ s , then θ s = θ i (h), and likewise if
Step 2: Inverse Modeling A robust global optimization algorithm AMALGAM written in MATLAB (http://faculty.sites.uci.edu/jasper/sample/) (e.g., ter Braak and Vrugt, 2008; Vrugt and ter Braak, 2011 ) was used to: (i) inversely estimate the Kosugi parameters from the observed θ(h) and K(θ) data points; (ii) optimize the parameters of the saturated hydraulic conductivity models (K s_dev , K s_dev_σ , K s_Mish ; Table 1); (iii) optimize the parameters of the regression sigma model (σ p ). For each of these models, we required to maximize the objective functions described below, which corresponds to minimize the distance between predicted and observed values.
Inverting the Soil Hydraulic Parameters From the Characteristic and Unsaturated Hydraulic Conductivity Curves
The θ r , h m , and σ parameters are optimized by maximizing a weighted objective function (WOF), which is described below. The feasible parameter space of these parameter sets is described in Table 4 . The WOF is composed of two objective functions (OF): the first term, OF θ , is computed with observed and predicted θ(h) values, and the second term, OF k , is calculated with observed and predicted K(θ) values. To account for the differences in magnitude between the two criteria, they are normalized according to the Nash-Sutcliffe (1970) efficiency (NSE) formulation such that the optimal minimum is reached when the WOF is equal to 1. The Nash and Sutcliffe (1970) WOF is described as: 
WOF ¼
with:
where the subscripts p and obs are predicted and observed, respectively. The P θ and P k are the set of predicted parameters (h m , σ, R m , θ r ) of θ(h) and K(θ), respectively. One is reminded that θ s and K s are directly obtained from the data; values for N θ and N K correspond to the total number of data pairs for (h i , θ i ) and (Se i , K i ), respectively. The θ p and K p are described through Eq. (4) and Eq. (6), respectively. The log transformation of OF k puts relatively more weight on the lower K(θ) and therefore minimizes the bias toward high conductivity (e.g., Van Genuchten et al., 1991) . Also the log transformation takes into account that the uncertainties in measuring the unsaturated hydraulic conductivity increases as K(θ) increases. It is to be noted that the global optimizer obtains better results when the natural logarithm transformation (ln) is used instead of the decimal logarithm transformation (log 10 ) of K(θ). This is because, for the computation of OF k , the natural log is more sensitive than the log 10 . The usage of Nash and Sutcliffe (1970) objective function enables us to reject nonbehavioral soils, that is, soils that do not comply with the θ(h) and K(θ) Kosugi model. Thus, soils were also rejected on the premise that OF θ < 0.1 or OF K < 0.1 so that only 73 suitable soil data sets were retained to parameterize the K s models (Table 3) .
Inverting the Parameters of the Saturated Hydraulic Conductivity Models
The "physical" feasible range of the fitting parameters of the K s_dev (Eq. (15)) and K s_mish (Eq.(17)) models are provided in Table 2 . The parameters are optimized by maximizing the objective function OF ks of Nash and Sutcliffe (1970) :
where P ks is the vector of the unknown parameters of the K s_dev (i.e., (τ 1 , τ 2 , τ 3 ) , and τ 1 for K s_mish ; K s_obs is observed saturated hydraulic; N ks is the number of K s measured data).
Inverting the Parameters of the (R m and σ) Regression Model
The feasible range of the fitting parameters of the σ model described in Eq. (18) is provided in Table 2 . The optimization of the parameters for the σ model is performed by maximizing the Nash and Sutcliffe (1970) objective function, which is computed as:
where P σ is the vector of unknown parameters (P σ1 and P σ 2 ) of the regression sigma model; σ p and σ (cm) are predicted and fitted σ (by maximizing WOF) parameters respectively; N σ is the number of samples.
Uncertainties in Saturated Hydraulic Conductivity Measurements
Estimating the uncertainties embedded in the measurement of K s is challenging because K s is highly variable (e.g., Mohanty et al., 1994a; Upchurch et al., 1988 ; Suwardji and Eberbach, 1998; Bormann and Klaassen, 2008) and is also scale dependent (e.g., Mallants et al., 1997; Sobieraj et al., 2004; Das Gupta et al., 2006) . In addition, the K s value is specially dependent on the measurement method used, as shown by Mohanty et al. (1994b) and Fodor et al. (2011) who evaluated the
TABLE 3. Criteria for the Selection of Soils From the UNSODA and HYPRES Databases
Description n A In soils, the effective water-filled pore sizes decrease with desaturation. Therefore, the measured θ(h) and K(θ) can only strictly decrease as the capillary suction increases (Peters et al., 2011) . Exception is given for the first two points near saturation.
138
B Soils with at least 6 θ(h) and 6 K(θ) data points. 271 C Soils that have at least one data point near saturation such that S e ≥ 0. . On the other hand, Minasny and Field (2005) assessed the errors of deriving K s from laboratory experiments (like the evaporation method) combined with the generalized likelihood uncertainty estimation (GLUE) inverse procedure for estimating K(θ) and θ(h), and they found that the uncertainties are approximately ±1 × 10 1.0 cm d −1 . Moreover, to take the uncertainties associated to the scale effect into account, as well as the spatial and temporal variability of K s , we assumed that the errors in obtaining K s could be of the order of ±1 × 10 1.8 cm d , a value to which we will refer to evaluate the goodness of our developed K s model.
It is interesting to note that, although there are large uncertainties in measuring K s because it is retrieved indirectly through the Darcy law, that K s is also the least sensitive soil parameter when inverted (e.g., Ines and Droogers, 2002; Beydoun and Lehmann, 2006; Pollacco et al., 2008; Pollacco and Mohanty, 2012) . Furthermore, Pollacco et al. (2008) showed that if K s contains uncertainty, then the other parameters of the θ(h) would be adjusted during the optimization to correct for the modeled K s without greatly influencing the computation of the water fluxes (Pollacco and Mohanty, 2012) .
RESULTS

Optimized Hydraulic Parameters
The UNSODA and HYPRES soil databases were filtered with the rules described in Table 3 and from the resulting 73 data sets; the Kosugi hydraulic parameters (θ r , h m , and σ) were optimized by maximizing WOF (Eq. (21)). The descriptive statistics of the optimized hydraulic parameters as well as of the measured θ s and K s parameters (obtained directly from the databases) are summarized in Table 5 . Although only 73 soils remained after the previously mentioned filtering phase, we observed that the ranges of the hydraulic parameters of the 73 soils are representative of all soil textures and therefore very effective for our evaluations.
The statistical information of the optimization process described in Table 6 shows an overall good agreement between observed and fitted θ(h) and K(θ) points. As expected, the fitting of θ(h) represented by OF θ (Eq. (21)) is better than the fitting of the log-transformed K(θ) described by OF k (Eq. (21)). These fits allow the optimization of σ. The values of K s_obs were directly derived from the measured values available in the database. The values of σ and K s_obs are then considered as observed experimental data to be modeled with the proposed models described in Table 1 . Moreover, statistical analyses show that the probability distribution of K s_obs values follows a lognormal distribution (data not shown).
Results of the Sigma Model
In this section, we model the relationship σ p (R m ) (Eq. (18)) between the average pore radius, R m , and the pore radius S.D. σ by maximizing OF σ (Eq. (23)) with respect to the two parameters P σ1 and P σ2 . The fit between observed σ and predicted σ p is portrayed in Fig. 2A , and the descriptive statistics of the performance of σ p are described in Table 7 . Figure 2A and Table 7 show that σ p has an acceptable performance, with root mean square errors (RMSE) = 0.45 and NSE = 0.44. In addition, the model can be considered valid because there is no evident correlation between the model errors, E r , and the predicted values (Fig. 2B) .
To compute the 95% confidence interval of σ p (CL 95 ), we need to determine the type of distributions the residuals of the model, E r , obey. This is performed by plotting the probability plots of E r described by the histograms in Fig. 2C , which suggest a normal distribution. This is further confirmed by the Kolmogorov-Smirnov tests ((KST) in Table 7 ), which attest that the hypothesis of normality cannot be rejected (critical probability KST > 5%). In addition, the residual E r exhibits mean values close to zero (mean in Table 7 ). Thus, the residuals of σ p are normally distributed, and CL 95 interval can be safely computed as approximately twice the S.D. of E r (Table 7) , which is used to define the uncertainty bands of the proposed sigma model ( Fig. 2A) . When performing inverse modeling, the feasible range of σ p , summarized in Table 10 , depends on the value of h m and on the CL 95 . Thus, σ = σ p (h m ) ± 0.89.
Results of the Saturated Hydraulic Conductivity Models
The observed K s_obs is plotted against K s_mish , K s_dev , K s_dev_σ in Fig. 3A , B, C, respectively. The optimal tortuosity parameters τ 1 , τ 2 , τ 3 of K s_dev and τ 1 of the K s_mish models are optimized by maximizing OF ks (Eq. (22)). The optimal τ 1 , τ 2 , τ 3 values, descriptive statistics of the models, and their The θ s and K s values were directly obtained from the data set. The parameters h m and R m are linked through the Young-Laplace capillary equation. The maximum value of θ r was obtained from Table 4 . This table shows that the selected soils cover practically the full soil spectrum. log 10 h m , cm log 10 R m , cm σ, cm Minimum 0 1.1 −6.5 0.7 Maximum 0.25 6 −2 5 performance are provided in Table 8 , which clearly shows the ranking of the models based on the NSE coefficient, the correlation coefficient (R 2 ), RMSE, and bias. All these performance measures show the same conclusions and enable us to rank these models as follows: K s_dev (NSE = 0.71) > K s_dev_σ (NSE = 0.53) > K s_mish (NSE = 0.39), and therefore, K s_dev outperforms K s_mish . This is mainly because K s_dev has two extra degrees of freedom compared with K s_mish . It would have been expected that the implementation of σ p model (Eq. (18) Where NSE is the Nash-Sutcliffe (1970) efficiency, RMSE is the root mean square error, and STD_BIAS is the S.D. of the bias. The results suggest that there is an excellent fit between observed and simulated θ(h) and K(θ). Where NSE is the Nash-Sutcliffe (1970) efficiency coefficient; RMSE is the root mean square error; R 2 is the coefficient of determination; Bias is the bias; Outliers are the number of data points that differ significantly from model predictions. The following statistics are based on the modeled residuals (E r ) computed as the differences between predicted data and observations: KST is the critical probability for Kolmogorov-Smirnov tests test of normality; σ e is the S.D.; 95% CI is the 95% confidence interval by assuming the errors are lognormal distributed.
into K s_dev (K s_dev_σ ; Eq.(19)), which reduces one degree of freedom, would have drastically deteriorated the predictions. Nonetheless, Fig. 3B , C shows that K s_dev and K s_dev _σ are well aligned to the line 1:1, defining a "cloud of points" within the confidence intervals (described later), with less than two outliers. The proposed implementation of σ p into the K s model can be considered as efficient because K s_dev_σ leads to a reduction of the degree of freedom without reducing significantly the accuracy of the model. Analysis of residuals with regard to the predictions assists in detecting model structural errors. Good models must ensure that the residuals have no correlation with either observed or predicted values. The residuals of the K s models are computed as follows:
where K s_p and K s_obs are predicted and observed values, respectively. For the K s_mish , K s_dev , K s_dev_σ models, E r is plotted versus predicted values in Fig. 4B , D, F, respectively. All the developed models, except K s_mish model, show clearly that E r and the predicted values are uncorrelated, which suggests that the developed models contain no evident structural errors. In contrast, K s_mish exhibits a clear linear dependency of E r with predicted values with an underestimation for low hydraulic conductivities and an overestimation of high hydraulic conductivities (Fig. 4B ). This clearly demonstrates the inadequacy of K s_mish in comparison with K s_dev , K s_dev_σ . This may be because K s_mish lacks degree of freedom compared with the other models. The probability plots of E r show normal distribution (Fig. 4A, C, E) . This is confirmed by the KST (in Table 8 ) that show that the critical probabilities are higher than the threshold of 5%. Furthermore, the residual E r are centered, with means close to zero (Mean in Table 8 ). Clearly, the three models obey a lognormal distribution. Therefore, the 95% confidence intervals for the K s models (95% CI), which define the uncertainty bands of the models, are computed as approximately twice the S.D. and depicted in Fig. 3A ). Thus, the range of confidence intervals of K s_dev and K s_dev_σ lies well within the ranges of the uncertainties related to K s measurement methods from the field/laboratory that are in the order of log 10 K s ± 10 1.8 cm d −1
. In contrast, for K s_mish , 95% CI is wider, leading to a less accurate prediction of saturated hydraulic conductivity (Fig. 4A) .
Thus, when performing inverse modeling, the minimum and maximum values of K s_dev , summarized in Table 10 , depend on the value of θ r , θ s , h m , and σ and on 95% CI of the K s_dev , which is 10 ±0.85 . To visualize the reduction of the feasible parameter space (Table 5) , we plot in Fig. 5 the feasible parameter space of K s , which is in between the upper and lower limits of 10 ±1.08 K s_dev_σ . Figure 5 clearly shows that the usage of K s_dev_σ reduces dramatically the feasible parameter space of K s .
FIG. 3.
Uncertainty bands related to the 95% CI for (A) the K s_mish , (B) the proposed K s_dev , and (C) the K s_dev_σ models. The statistical information of the different models is provided for log 10 K s . Where NSE is the Nash-Sutcliffe (1970) efficiency coefficient; RMSE is the root mean square error; R 2 is the coefficient of determination; Outliers are the number of data points that differ significantly from model predictions. The following statistics are based on the modeled residuals (E r ) computed as the differences between predicted data and observations: KST is the critical probability for Kolmogorov-Smirnov tests of normality; σ e is the S.D.; 95% CI is the 95% confidence interval by assuming that the errors are lognormal distributed. The optimal parameters are well within the feasible range described in Table 2 .
Sensitivity Analysis and Physical Interpretation of the Tortuosity Parameters of the Developed K s Model
To establish if K s_dev is not overparameterized and to determine the sensitivity of τ 1 , τ 2 , τ 3 , we carried out a sensitivity analysis described in Table 9 . In the sensitivity analysis, one parameter is "removed" in turns and the remaining two parameters are optimized. The sensitivity of the parameters is proportional to how much the results deteriorate (detailed in difference in accuracy Δ) when the parameter in question is not used compared with optimizing all the parameters (Step A of Table 9 ).
The results shown in Table 9 suggest that τ 1 , τ 2 , τ 3 are highly sensitive (ΔNSE log10 ≤ −0.2) especially for the tortuosity factor τ 2 of Fatt and Dykstra (1951) , with ΔNSE log10 ≤ −3.8 and not τ 1 , as it may be expected, which corrects for the slope of the curve. Table 9 suggests that the most sensitive parameters in increasing order are τ 2 followed by τ 1 and τ 3 . Thus, further simplification of the model would considerably deteriorate the predictability of the K s_dev .
These results shed light to why K s_mish gives poorer results compared with K s_dev . This is because K s_mish has only one degree of freedom, which is τ 1 . Nevertheless, this study shows that τ 2 is a more sensitive parameter. Furthermore, this explains why there is a linear correlation between E r and K s_mish , which shows that K s_mish structure is not wrong but that K s_mish is underparameterized. Table 8 shows that for K s_dev , K s_dev_σ the tortuosity parameters τ 1 , τ 2 , τ 3 are well within the physical limits recorded in Table 2 . Therefore, this study complies with that of Fatt and Dykstra (1951) , which states that liquid flowing in the crevices and small pores will travel a more tortuous path than liquid flowing through the large pores. Our results are also in agreement with those of Vervoort and Cattle (2003) , which state that, in high-porosity media, the large effective pores tend to be more connected than the smaller effective pores. Thus, we can attribute a physical interpretation to the τ 1 , τ 2 , τ 3 parameters.
CONCLUSIONS
An increasingly attractive cost-efficient alternative is to derive the effective hydraulic parameters by inverting the Richards equation that governs water flow in unsaturated soil. Nevertheless, relatively large uncertainties can occur when predicting water fluxes because of nonuniqueness of the inverted hydraulic parameters. We proposed an algorithm to reduce the nonuniqueness of the inverted hydraulic parameters.
Traditionally, the minimum and maximum ranges for each individual parameter are provided before an inverse modeling exercise (e.g., Table 4 ). Nevertheless, this traditional method has the disadvantage that it includes nonphysical parameter combination sets. We therefore propose methods to narrow down the feasible range by developing algorithms to preclude nonphysical combinations of hydraulic parameters.
We selected the Kosugi model, which describes the water retention and the hydraulic conductivity relationships, because there is a negative linear correlation between two of its parameters (h m and σ), and therefore, enabling it to reduce the feasible parameter space. To further reduce the feasible parameter space, we developed two physically based models to predict saturated hydraulic conductivity from four or three parameters describing the Kosugi characteristic curve.
The proposed saturated hydraulic conductivity model is developed by modifying the approach of Childs and CollisGeorge (1950) by estimating the soil water flux through a continuous function of the pore-size distribution of Kosugi (1996) . We combined the Hagen-Poiseuille equation with the Darcy law and introduced constant empirical universal tortuosity parameters of Fatt and Dykstra (1951) and incorporated another tortuosity parameter to take into account that highporosity media tend to be more connected and should have a lower tortuosity (Vervoort and Cattle, 2003) . The Kosugi soil hydraulic parameters were calibrated by selecting 73 water Where NSE is the Nash-Sutcliffe (1970) efficiency and RMSE is the root mean square error. The results show that the most sensitive parameters in the increasing order is τ 2 , followed by τ 1 and τ 3 . retention and unsaturated curves data sets from the UNSODA and HYPRES database, which also contain measured saturated hydraulic conductivity and saturated soil moisture. The developed saturated hydraulic conductivity model (K s_dev ) has shown good performance with an NSE of 0.71. Because no correlation was obtained between residuals and observed saturated hydraulic conductivity, we suggest that the developed model has no obvious structural errors. A sensitivity analysis was performed with the three fitting tortuosity parameters, and it was found that all the parameters are necessary to give good performance and their optimal values were found to comply with the soil physics theory. The developed saturated hydraulic conductivity model errors were found to be log-normally distributed, with the 95% CI of K s being ± 1 × 10 0.85 cm d −1
, which is in the same order of magnitude of field and/or laboratory K s measurements. The proposed saturated hydraulic conductivity model was compared with the modified saturated hydraulic conductivity of Mishra and Parker (1990) model (K s_mish ), such that it uses the Kosugi (1996) parameters instead of the van Genuchten (1980) hydraulic parameters. We found that the developed saturated hydraulic conductivity model outperforms K s_mish .
To further reduce the nonuniqueness, we built a second model (K s_dev_σ ), which exploits the correlation between log 10 h m and σ and found a reasonable relationship. We introduced the σ model into the saturated hydraulic conductivity models, K s_dev , and found that it leads to estimate quasi as good as the original model. The proposed K s_dev_σ can be considered parsimonious because it leads to a reduction of the degree of freedom without reducing significantly the accuracy of the model. A summary of the developed model with the dynamic feasible range of its parameters is provided in Table 10 .
The reduction in uncertainties of the forwarded water flux by using the proposed methodology of restraining the feasible parameter space dynamically, summarized in Table 1 , should be assessed. Without considering the scale issues, this can be performed with precise weighing lysimeters for which the storage and water fluxes are measured (e.g., drainage and evapotranspiration) (e.g., Abbaspour et al., 1999; Katsuyama, 2001, 2004; Scanlon et al., 2005; Durner et al., 2008) . Different experiments should be performed under contrasting hydroclimate conditions because Pollacco and Mohanty (2012) showed that the sensitivity of hydrological parameters is highly dependent on the hydroclimate.
