Most individuals involved in traffic accidents receive assistance from drivers, passengers, or other people. However, when a traffic accident occurs in a sparsely populated area or the driver is the only person in the vehicle and the crash results in loss of consciousness, no one will be available to send a distress message to the proper authorities within the golden window for medical treatment. Considering these issues, a method for detecting high-speed head-on and single-vehicle collisions, analyzing the situation, and raising an alarm is needed. To address such issues, this paper proposes a deep learning-based Internet of Vehicles (IoV) system called DeepCrash, which includes an in-vehicle infotainment (IVI) telematics platform with a vehicle self-collision detection sensor and a front camera, a cloud-based deep learning server, and a cloud-based management platform. When a head-on or single-vehicle collision is detected, accident detection information is uploaded to the cloud-based database server for self-collision vehicle accident recognition, and a related emergency notification is provided. The experimental results show that the accuracy of traffic collision detection can reach 96% and that the average response time for emergencyrelated announcements is approximately 7 s. INDEX TERMS Advanced driver assistance system (ADAS), artificial intelligence over Internet of Things (AIoT), automotive, deep learning, Internet of Vehicles (IoV), head-on and single-vehicle accident detection.
I. INTRODUCTION
In recent years, traffic accidents have become increasingly common. In 2015, the global status report on road safety from the World Health Organization (WHO) [1] noted that approximately 1.25 million people die each year from traffic accidents worldwide. Furthermore, accidents indirectly cause nonlethal injuries for 20 million to 50 million people, and 90% of road traffic accidents occur in low-to moderateincome countries.
Due to the low levels of emergency services and medical standards in many low-and moderate-income countries, the mortality rate from accidents in such countries is The associate editor coordinating the review of this manuscript and approving it for publication was Jie Li. significantly higher than that in developed countries, and the economic losses caused by traffic accidents are extensive.
Recently, many studies have confirmed that rapid emergency rescue responses to crashes result in higher survival rates. For example, in China, approximately two-thirds of traffic accident victims died in 2016 because they did not receive timely and effective assistance. Moreover, most of the injured patients died either at the accident scene or while in-transit to a hospital; these trips averaged approximately 30 minutes.
Kumar et al. [2] conducted an analysis of the emergency medical service response continuum for motor vehicle crashes in Michigan and highlighted the importance of time and mortality. Specifically, they produced a statistical report on traffic accidents related to health and emergency medical services in the state of Michigan, USA, from 1982 to 1988. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. An example of an IoV system applied immediately to traffic accidents for collision detection, analysis, and emergency notification.
The period between an accident occurrence and arrival at a medical facility for those who sustained injuries was divided into four stages: dispatch time, response time, scene time, and transport time. Mortality during these four stages was compared in urban and rural settings.
The statistics indicated that when an accident is detected immediately, the response time required for emergency services can be greatly reduced, and the survival rate of traffic accident victims increases.
Additionally, most individuals involved in traffic accidents receive appropriate assistance from drivers, passengers, or other people (such as ''good Samaritans''). However, when a traffic accident occurs in the suburbs or the driver is the only person in the vehicle and the crash results in loss of consciousness, no one is available to notify the proper authorities within the ''golden window period'' for medical treatment, and this delay reduces the survival rate.
Considering these issues, an infrastructure is needed for collision detection, analysis, and notification is needed. Fig.  1 shows an example of an Internet of Vehicles (IoV) system that can be immediately applied to traffic accidents for collision detection, analysis, alarm, etc.
An IoV system for high-speed head-on and single-vehicle accident detection, analysis, and emergency notification is composed of sensors, actuators, heterogeneous networks, rescue service centers, and a cloud-based management platform. The sensors and actuators are intended to sense and take actions, respectively, in response to accident events. The heterogeneous networks [3] are interconnected to send accident event information. Then, emergency response centers can marshal and dispatch the appropriate resources. A cloudbased management platform is responsible for accident event analysis and message transmissions.
To meet the abovementioned needs, in this paper, a deep learning-based IoV system named DeepCrash is proposed to detect high-speed head-on and single-vehicle accidents and provide an emergency alert mechanism.
The remainder of this paper is organized as follows. Section II reviews related works. The proposed DeepCrash IoV system is described in Section III. The prototype of the proposed DeepCrash IoV system and the related experiments are presented in Section IV. Finally, Section V concludes this work and discusses some future research directions.
II. RELATED WORKS
The objectives of the proposed system are to reduce the rescue time and mortality rate of injured persons involved in high-speed head-on and single-vehicle accidents. In other words, when a head-on or single-vehicle accident is detected, accident detection information is uploaded to the cloudbased database server for vehicle accident recognition, and a related emergency notification is provided to achieve the abovementioned goals. Therefore, related works on accident detection and real-time emergency notification are introduced and discussed in this section. Some previous works [4] - [6] have addressed collision event detection and precrash prediction. Chan [4] reported some trends in crash detection and occupant restraint technology, introduced system-level design trends, and provided some future directions for automotive restraint systems.
Ponte Müller [5] surveyed ranging sensors and cooperative techniques for precrash applications. Thammakaroon and Tangamchit [6] assessed the response time performance of forward collision warning (FCW) systems on vehicles, and a performance metric was proposed called the warning lag time.
Sai et al. [7] reported the development of a current and future intelligent transportation system (ITS) in which the safety initiatives included preventing traffic crashes via cooperation between vehicles based on road infrastructure. Ito et al. [8] analyzed the differences between side-impact car-and-cyclist crashes and near crashes based on an analysis of driving recorders.
Kukkala et al. [9] introduced an advanced driver assistance system (ADAS) in which an active safety system can prevent crashes and a passive safety system can protect vehicle occupants from injuries after a crash. Kawasaki et al. [10] evaluated the performance of vehicle-to-everything (V2X) communications with PC5/Uu-based LTE in crash warning systems.
Chien et al. [11] introduced a new scoring mechanism that collects data from test scenarios involving a 2011 model-year passenger vehicle equipped with a crash-imminent braking (CIB) system. The scores covered most possible test scenarios, including true-positive, true-negative, false-positive and false-negative results.
To help avoid serious traffic accidents across the entire European Union (EU), the EU passed the eCall [12] requirement that mandates new emergency dialing services in April 2015. This directive requires all EU member states to implement eCall by March 31, 2018 . When entering or leaving a vehicle in the EU, eCall use is mandatory.
The eCall system uses airbag deployment information and collision sensors to detect accidents in near-real time. The system transmits help messages through the EU ''112'' independent line in the case of an emergency. The transmissions include the vehicle model, vehicle type, vehicle diagnostic message and location information.
Upon receiving an eCall message, a public safety answering point (PSAP) system or third-party service provider (TPSP) can provide instant rescue services based on the location information. Estimates suggest that eCall can improve the emergency response time by 50% in urban and rural areas, saving 2,500 lives each year.
Jiang et al. [13] proposed a highway accident alarm system based on a heterogeneous network. The system is based on a highway traffic accident perception method that utilizes interactive communication between heterogeneous network hardware.
Kantawong and Phanprasit [14] presented smart radiofrequency identification (RFID) traffic cones. A chargecoupled device (CCD) camera, an RFID tag, and a pocket PC were installed on the smart traffic cones to provide road and pedestrian sensing technologies for vehicle accidents and vehicle identification.
Supriya et al. [15] proposed a multisensor decision fusion algorithm that used sensor data collected by an accelerometer located on a car engine and multiple onboard airbag deployment sensors to implement reliable automotive crash detection. Scanlon et al. [16] examined possible earliest detection opportunities for left-turn, cross-path and opposite-direction crashes.
Hirai and Murase [17] proposed a node-clustering communication scheme for crash warning applications (CWAs) based on V2X communications. In the proposed scheme, the cluster-head node was used to estimate the statement information associated with other nodes.
Lai et al. [18] , [19] developed an AdaBoost-based cascade classifier that used both machine learning and deep learning techniques and involved vision-based vehicle detection for a forward-facing intelligent vehicle collision warning system.
Scanlon et al. [20] modeled driver acceleration behavior, generated using 348 precrash data records from real-world crashes at intersections. The results suggested that in precrash scenarios, drivers tended to accelerate more aggressively than in normal scenarios.
Sharma et al. [21] proposed an automatic accident detection system named S-CarCrash that employed smartphones. The proposed system capitalized on the built-in sensors (including a GPS receiver, an accelerometer, a magnetometer, and a gyroscope) in modern smartphones to collect data. S-CarCrash monitors the axial acceleration of vehicles and immediately initiates an alarm when an abnormal situation is detected. The collision algorithm of S-CarCrash uses threeaxis accelerometer data to establish thresholds, as noted by Ali and Alwan [22] .
Ali and Alwan [22] noted that normally, smartphones in cars are placed so that they are directly in contact with the vehicle. When a serious collision occurs, the vehicles often experience an acceleration of approximately 60 g. Data analysis suggests that if a smartphone is dropped from one meter or more, it can effectively collect information beyond the detection range of the smart phone accelerometer.
Therefore, to reduce the false alarm rate of smartphones, gyroscopic information was added to the collision algorithm. Data from a sensor such as a microphone can indicate when the energy generated by an accident is converted to damage to the car body. In one study, high-amplitude, highdecibel sound waves [22] were sampled using smartphone microphones combined with an accelerometer at 100 Hz for collision detection.
Hence, in this method, a collision detector was used to calculate a collision index (ci) formulated as follows:
The magnitude of the accident is predicted by the calculated collision index (ci), which represents the maximum linear acceleration in one second (MaxAcc) divided by the average acceleration (AccThreshold) during the accident plus the maximum acoustic amplitude (MaxSound) divided by the average amplitude value (SoundThreshold).
The value of ''AccThreshold'' is the average acceleration experienced inside a vehicle during an accident. The value of ''SoundThreshold'' is the average amplitude generated during a vehicular accident. Moreover, the collision index (ci) calculation considers either of the values (acceleration and sound amplitude) to classify an event as a vehicle crash or an accident. As a result, it is easy to predict that the higher the acceleration generated during a crash, the higher should be the amplitude of the sound [21] .
When the collision index (ci) is between 1 and 1.5, a minor accident is likely to have occurred; when the collision index is between 1.5 and 2, a serious accident is likely to have occurred; and when the collision index is greater than 2, a very serious accident may have occurred. Accident alarms are issued according to the different collision index levels.
Based on all the above related studies, determining how best to adapt an accident detection system to various driving environments is important. Specifically, the sensor information and communication stability for real-time data processing are highly important. Deploying such systems via smartphones has particularly high value because the low cost, portable, and broad coverage potential of sensors in smartphones can be applied to data collection, driving behavior analysis, impact detection, etc.
However, the accuracy and false-positive rate issues associated with these sensors must be overcome; thus, this paper instead adopts the in-vehicle infotainment platform (IVI system) [23] , [24] , which reduces the false positives caused by the smartphone carrying process. In other words, image recognition of the accident may solve problems such as recognizing an accident event or avoiding false positives.
Moreover, heterogeneous networks are adopted to combine messages from multiple sensors. This information can be transmitted to the cloud platform and server through 3G/4G mobile networks. Furthermore, combined with accident image analysis, the accident identification accuracy can be improved to service high-speed head-on and single-vehicle collisions that cannot be avoided using existing active safety and passive safety measures. The rescue time for individuals injured in high-speed head-on and single-vehicle accidents and their survival rate can be increased using this method. The existing related commercial consumer electronics (CE) device product named Dashcam shown in Fig. 2 is similar to the proposed DeepCrash IoV system. This type of device is also known as a driving recorder or event data recorder (EDR), and it can provide related functions such as collision detection and snapping pictures of a collision event. Fig. 3 also shows an existing informal consumer combo IVI product assembled and integrated by the an after-assembly company. Such an informal consumer combo IVI product is capable of real-time driving video recording.
However, the existing related commercial consumer products have not yet provided networking connectivity or crash event recognition functions. The proposed DeepCrash IoV meets such requirements. Table 1 shows a comparison of an existing related commercial consumer product (Dashcam), an existing informal consumer combo IVI product (FreeWay FRA-6212s), and the proposed DeepCrash IoV system.
For the other related consumer applications in a vehicle, Wong et al. [25] proposed moving vehicle detection combined with motion vectors and generic line features for an ADAS.
Choi and Chang [26] developed a consumer tracking estimator for vehicles in GPS-free environments to solve the situation in which GPS signals are lost during vehicle navigation systems. In their system, an onboard diagnostics II (OBD-II) and a low-cost inertial measurement unit (IMU) are used to collect navigation data without a GPS module. Kang et al. [27] implemented a biometric-based face recognition system suitable for in-vehicle use. To the best of our knowledge, we are the first to use deep learning techniques in this application field.
III. THE PROPOSED DEEPCRASH IOV SYSTEM
To increase the survival rate of accident victims involved in high-speed head-on and single-vehicle vehicle collisions, this paper proposes a deep learning-based intelligent IoV system that can immediately sense whether a high-speed head-on or single-vehicle collision has occurred. The system provides an emergency notification function for high-speed head-on and single-vehicle accident victims that can summon rescue services within the golden window. The proposed IoV system is based on an already developed, next-generation hybrid IoV system [28] that successfully combines various in-vehicle (IV) networks [3] , [29] (including a controller area network (CAN) bus, Bluetooth (BT), Bluetooth low energy (BLE), and power line communication (PLC) networks [30] ), a vehicle-to-vehicle (V2V) network (visible light communication (VLC) [31] ), and vehicle-toinfrastructure (V2I) networks (such as 3G/4G mobile networks and Wi-Fi networks). These heterogeneous networks can be interconnected via an in-vehicle infotainment (IVI) telematics platform [23] . Fig. 4 shows a diagram of the proposed DeepCrash IoV system. The framework is divided into three layers: a sensing layer, a network layer, and an application layer.
The sensing layer includes a front camera, a six-axis (Gyro + accelerometer) a microelectromechanical system (MEMS) sensor module, and an OBD-II bridge. The network layer supports several communication protocols, including 3G/4G, Wi-Fi, BT, BLE, UART, and Ethernet. These protocols can be interconnected via a telematics device [23] . The application layer provides accident analysis and rescue services, which are executed by a cloud-based management platform. Fig. 5 shows a process flowchart of the proposed deep learning-based DeepCrash IoV system for high-speed headon and single-vehicle collision detection and collision-related emergency notification processes. When an abnormal event is detected, the front camera takes a photo and sends the related event information to a cloud-based deep learning server to identify traffic collision events.
Deep learning techniques are implemented in this framework to detect traffic accident events. When a headon or single-vehicle accident event is confirmed, the related accident information is uploaded and stored on a web-based service platform. Then, the service platform provides related emergency announcements and alerts rescue services.
A. SENSING LAYER
For the sensing layer, a front camera, a six-axis (Gyro + accelerometer) MEMS sensor module, a GPS module, and an OBD-II bridge [32] , [33] are mounted on a vehicle and used to detect unusual events, as shown in Fig. 6 .
The collision detection sensor in the sensing layer senses head-on and single-vehicle crashes by detecting abnormal acceleration changes associated with vehicle crashes. Location information is provided by the GPS module.
A photograph of the collision sensor module is shown in Fig. 7 . The main function of the collision sensor module (a six-axis MEMS sensor module) is to determine whether the vehicle has been subjected to a large external force resulting in a violent collision. Hence, the collision sensor module is used to detect abnormal vehicle traffic events by measuring changes in acceleration.
A vehicle collision is a continuous process that involves various forces. The colliding bodies are deformed during a collision, and displacement occurs during the contact process, especially at the high energy levels associated with collisions. Numerous studies have shown that the duration of collisions is extremely short, ranging from approximately 0.1 s ∼ 0.2 s. Therefore, it is necessary to immediately sense the moment of a collision, and it is also necessary to install the sensing module at various locations on the vehicle body to instantaneously and effectively obtain the relevant information.
The collision accident sensing module in this study has a sampling rate of 10 KHz. In general collision tests, it sends a message to the vehicle-mounted communication system at 3.2 Kbps through the BLE wireless transmission system to detect collisions. Table 2 shows the format of the message transmitted by the collision sensor module. This message is 16 bytes long: 2 bytes for the flag; 2 bytes of acceleration data each for the X, Y, and Z axes; 2 bytes of gyroscopic data for the X, Y, and Z axes; and 2 bytes for the final count. 
B. NETWORKING LAYER
According to a previous BI Intelligence prediction, the global connected car market will surge at a compound annual growth rate of 35% beginning in 2016 and will reach 94 million in 2021. By that time, approximately 82% of cars will have networking capabilities.
Additionally, many vehicles will have smart vehicle safety assistance systems, networking functionality, and autonomous driving technology. Based on this trend, vehicular telematics have played a major role since a few years ago, and that trend will be very important for years to come.
Therefore, this work adopts a dedicated telematics platform as a vehicular telematics communication system to achieve vehicular heterogeneous network interconnection.
The information collected by the sensing layer is transmitted to the IVI system of the network layer via both wired and wireless communication technology.
The network layer updates the mobile device application through the IVI system for accident detection and image capture. Then, abnormal accident information is uploaded to the cloud through 3G/4G mobile networks. The proposed IVI system provides a human-machine interface (HMI) to convey information to humans. Messages from the IVI system are directly transmitted to the user via this interface. This approach makes it easy for users to understand the information provided by the IVI system. Because the IVI system is linked with the operating systems of mobile devices, one objective of this study is to define the user interface through an extensible markup language (XML)-based layout configuration.
The main operation interface of the IVI system is divided into two screens: a driving information screen and a collision detection and alarm screen.
1) DRIVING INFORMATION SCREEN

The driving information screen displays the in-vehicle information transmitted by the CAN bus bridge and the front-ofthe-vehicle driving information transmitted by visible light communication (VLC).
The information is digitized and transmitted to the driver directly through the driving information screen of the IVI system. Fig. 8(a) shows the XML-based layout UI configuration of the proposed driving information screen.
2) COLLISION DETECTION AND ALARM SCREEN
The collision detection and alarm screen updates the driver of a car during the driving process. A camera is placed in front of the vehicle and is connected to the proposed IVI system to record real-time streaming images. A button is provided for manual reporting. Fig. 8(b) shows the XML-based layout UI configuration for the collision detection and alarm screen.
The IVI system also handles collision detection based on WreckWatch [34] . WreckWatch was trained with real vehicle impact test data from the Insurance Institute for Highway Safety (IIHS), USA, and a smartphone application for collision detection was developed.
The analysis of the IIHS data indicated that in collisions in which death occurred, the detected instantaneous acceleration was greater than 4 g, and the average speed of the vehicle was greater than 80 km/h (high-speed). Therefore, the results of this analysis are used as the thresholds for detecting highspeed head-on and single-vehicle collisions in this paper. Fig. 9 shows the head-on and single-vehicle detection processing flow in a mobile device application executed with the IVI system. As shown in Fig. 9 , when the instantaneous acceleration is greater than 4 g and the vehicle speed is greater than 80 km/h, the IVI system will record an image of the abnormal event and upload the relevant information to the cloud-based platform for further vehicle crash event analysis.
C. APPLICATION LAYER
The application layer includes a cloud-based management platform and a cloud-based deep learning training server. The cloud-based management platform consists of a managed database and a web-based service platform.
The application layer provides accident analysis and rescue services that are executed by the cloud-based management platform. Through 3G/4G mobile networks, the IVI system can transmit related data to the cloud server database for storage, and data recorded by the cloud database is used to establish a data model for high-speed head-on or singlevehicle accident recognition. Fig. 10 shows the architecture of the application layer for the proposed DeepCrash IoV system. The functions of the application layer (namely, information management and deep learning-based data training) are implemented through two independent cloud-based servers. This study uses the hypertext preprocessor (PHP) and structured query language (SQL) web-based development tools to construct the cloud-based information platform for the real-time notification of high-speed head-on or single-vehicle collisions. PHP consists of a set of tools that can be used to construct dynamic web pages. The PHP code is embedded in HTML syntax and can be directly used in web applications. SQL is the most popular standardized database query language in the world; thus, it is easy to store, update, and access related information using this approach.
The overall function of the cloud-based management platform is to analyze and query the data records and model. The associated functions can be divided into front-end message classification display and background information record analysis processing.
The cloud-based deep learning training server mainly performs AI deep learning, training and prediction for highspeed head-on and single-vehicle collisions based on images transmitted by the IVI system. Additionally, the server provides an instant alarm service according to the AI analysis results. The deep learning techniques adopted in the proposed DeepCrash IoV system will be introduced in subsection III-D. 
D. DEEP LEARNING TECHNIQUES
Several popular image classification models were compared in [35] - [39] . First, according to the comparison results [39] , the Inception v3 training network architecture achieved the best image classification results.
Hence, the Inception v3 training network architecturebased module [39] , [40] was adopted for binary image classification in this study. More detailed model architecture descriptions of the Inception v3 training network architecture-based module and a related application can be found in [39] and [40] , respectively.
The collision image analysis performed by the cloud-based management platform is based on deep learning technology trained via a popular open deep learning framework. Hence, in this study, a popular open deep learning framework is used to train the model and predict accidents based on crash accident images.
Subsequently, the cloud information platform can receive a binary image of a crash and assess it using the trained module. However, the head-on photos taken by the front camera in a car accident are generally broken, twisted or overturned in a wide range of vehicles and have a variety of complex highdimensional features.
In other words, these vehicle head-on photos are very irregular and vary greatly, and the accuracy of the image recognition of the original Inception v3 deep learning model could be insufficient.
To improve the accuracy, we modify the last inception block under the original Inception v3 architecture [39] , [40] , as shown seen in Fig. 11 .
The main idea of the Inception v3 modification refers to the following two deep learning network architectures [42] , [43] :
1) DENSELY CONNECTED CONVOLUTIONAL NETWORKS (DenseNet) [42] The purpose is to use the characteristics of DenseNet to repeat the use of features to increase the depth of high-dimensional neural networks. 2) SQUEEZE-AND-EXCITATION NETWORKS (SENet) [43] The SENet is mainly responsible for filtering the last output features in order to remove or suppress features that are of little or no use for the current task (car accident). After some adjustments, the neural network architecture used in this paper is as shown in Fig. 11 , and the accuracy is improved from 82% to approximately 90%.
However, the existing DenseNet and SENet cannot be directly applied to the Inception v3 module because the feature shapes of the original DenseNet and SENet modules are different from those of the Inception v3 module. To fit the Inception v3 module, we adjust feature shapes of input of the SENet block to fit the output of the last concat layer of the Inception v3 module. In addition, we also changed the third block to a dense block, as can be observed in Fig. 11 .
As a result, a modified Inception v3-based model for binary image classification is applied in this paper to train the model using relevant data.
Finally, high-speed head-on and single-vehicle collisions can be predicted using the trained model. The accurate image prediction process of the overall deep learning framework is shown in Fig. 12 .
After the input event images are assessed by the cloudbased deep learning server, the predicted output value is compared with predicted crash values. Then, the results are stored in the deep learning database. When a high-speed collision occurs, a warning will immediately be provided to inform the platform administrator that a rescue vehicle will be dispatched immediately to the given GPS location.
IV. PROTOTYPE AND EXPERIMENTS
The experimental process of the proposed DeepCrash IoV system is introduced as follows. The mobile device application based on the IVI system, which provides real-time notifications for high-speed head-on and single-vehicle collisions, is implemented to integrate the heterogeneous networks.
Then, abnormal driving is performed with a simulator to mimic a collision event. Abnormal acceleration, as measured by the collision detection sensor (i.e., to simulate a highspeed head-on or single-vehicle collision), is generated, and the mobile device application is executed on the IVI system to record an image of the abnormal event.
The IVI system adopts the Tiny 4412 advanced development kit (ADK) with a Tiny 4412 core board (Tiny 4412 CPU board) [44] , which is a high-performance and low-cost embedded systems development platform for professional and industrial developers. The specifications of the IVI system are presented in Table 3 . The specifications of the cloud-based deep learning training server are listed in Table 4 . We used the official API to adjust the parameters of the modified Inception v3 module. Then, we further adjusted the Config file and performed approximately 200,000 steps of training on a deep learning training server. The training time was approximately 26 hours. The cloud-based deep learning server is used to predict whether a high-speed head-on or single-vehicle collision has occurred and the predicted results are analyzed. The deep learning server analyzes the image prediction results for abnormal events.
Figs. 13 through 15 demonstrate the experimental scenario. The experimenter moves the collision detection sensor rapidly to simulate an abnormal acceleration event and provides a scene of the traffic accident by aligning the camera lens with the display to test whether the cloud-based management platform correctly issues an alarm message.
Related traffic collision accident images from the Internet are collected as references. These references are used to establish and train the traffic collision prediction model. The prediction model undergoes supervised training that includes an image classifier based on deep learning technology.
The overall test was conducted 50 times, and the final results of the cloud-based management platform and the required response times were recorded. The experimental results show that the accident imaging sample ratio is 7:3 (crash event to normal driving scenario); only two prediction errors were observed in the entire experimental process. The accuracy of the experimental results was approximately 96%, and the average emergency announcement response time was approximately 6 to 8 s. Fig. 16 shows accuracy variations between the training and test datasets. As shown in Fig. 16(a) , the accuracy on the training set reaches 100%, while the accuracy on the test set is approximately 90%. The accuracy loss is approximately 10%. As shown in Fig. 16(b) , because the training set is different from the test set, either the number of samples in the training data set could be increased to improve the testing accuracy, or a more precise training model could be developed. Fig. 17 illustrates the execution screen of the cloud-based management platform of the proposed DeepCrash IoV system. The cloud information management platform records driving-related information through the IVI system, combines it with the abnormal event analysis results of the cloudbased deep learning training server, and integrates these data as the basis for analysis. As shown in Fig. 17 , the functions of the cloud-based management platform include providing event analysis records, location records based on GPS data, current status information, license plate records, occurrence time records, etc.
We provide here a summary to explain how the proposed DeepCrash IoV system operates when the collision-sensor module is subjected to a change of driving acceleration after being affected by an external force. The acceleration-change data of the collision-sensor module is captured and calculated by the built-in microcontroller at a sampling rate of 20 sps (samples per second). Data from the collision-sensor module are then transmitted to the IVI system for accident detection via BLE. The abnormal driving information is transmitted via 3G/LTE/WiFi networks to a cloud information platform for analysis. Finally, the cloud-based management platform conducts a deep-learning analysis of the stored driving information and abnormal driving image data to conclude whether the abnormal event is a collision accident. Additionally, the GPS-location in the driving information is provided to an ambulance unit for assisting the rescue mission.
In summary, the experimental results clearly verify that the proposed DeepCrash IoV system is feasible for practical use to detect high-speed head-on and single-vehicle collisions and provide emergency alerts. Compared with traditional methods for contacting emergency personnel when an accident occurs, the proposed method requires only an active mobile phone application. This approach significantly reduces the response time of rescue service providers following accidents.
As a result, the proposed DeepCrash IoV system can be applied to detect high-speed head-on and single-vehicle collisions, reduce the economic losses caused by traffic accidents and achieve emergency response times within the golden window.
V. CONCLUSION AND FUTURE WORK A. CONCLUSION
A deep learning-based IoV system named DeepCrash was proposed in this paper. The proposed DeepCrash system consists of an IVI telematics platform with vehicle collision detection sensors, a cloud-based deep learning server, and a cloud-based management platform. The deep learning model is trained to detect traffic collision events by the cloud-based deep learning server based using a popular open deep learning framework. Moreover, alert messages and notifications are issued via the cloud-based information platform according to the collision prediction result, and the GPS position of the traffic accident is provided.
The experimental deep learning results showed that the accuracy of traffic collision detection can reach 96%. When a traffic collision event is detected, information related to the event is sent to a cloud-based management platform for emergency announcements and related processes. The average time required to transmit an emergency-related announcement from a vehicle to the cloud-based management platform is approximately 7 s.
B. FUTURE WORK
Future works will focus on upgrading the training model and increasing the number of samples used to train the model, which may increase the recognition accuracy. In addition, the sensor thresholds that indicate collisions are difficult to determine for high-speed head-on and single-vehicle collisions based solely on acceleration: the thresholds used in this paper were sourced from a previous study [32] . Therefore, future work will also focus on adjusting these thresholds and improving the methods for sensing traffic accidents.
Moreover, a comprehensive driver behavior analysis should be considered to improve the implementation and integration of the cloud-based management server. The GPS location and other information recorded by the proposed cloud-based management platform could be provided to the closest rescue units to further reduce the response time for high-speed head-on and single-vehicle collisions. In the current work, we have not considered privacy and anonymity issues. Therefore, we will consider privacy and anonymity problems in the future. KE-YU SU received the B.S. and M.S. degrees in electronic engineering from the Southern Taiwan University of Science and Technology, Tainan, Taiwan, in 2016 and 2018, respectively. He is currently serving a mandatory military service in Taiwan. He has published two IEEE Consumer Electronics Society sponsored international conference papers. His research interests include AIoT systems design and applications, wearable devices design, telematics platform development, and heterogeneous networks and gateway development. VOLUME 7, 2019 
