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a b s t r a c t
I describe a simple construction that assigns a pre-nucleus and associated nucleus to each
frame. The nature of this nucleus appears tomeasure the subfitness properties of the parent
frame. I pose a few questions concerning this pair.
© 2010 Elsevier B.V. All rights reserved.
In [1] Thierry Coquand gives a rather nice proof that certain constructions on frames preserve compactness. Part of the
argument is a neat use of a certain nucleus jC carried by the frame ID of ideals of a lattice D. I observe that each frame A
carries a certain nucleus which is just jC when A = ID. Unlike [1], here I do not worry about the constructive aspects of the
various results.
At this point you, the reader, have a choice. If you are happy with the notions of a frame and a nucleus, then you can go
straight to the next section. If you want some background information to put the material of the paper in a more general
context, then you can go to Section 8 at the end. After that you can come back here. Of course, if at any point in the paper
you would like some more background information, then you can go to Section 8.
1. Preliminaries
In this paper ‘lattice’ means ‘bounded distributive lattice’. For each lattice Dwewrite⊥ for the bottom and> for the top
of D. We use the frame ID of ideals of D. This, of course, is canonically isomorphic to the topology on the spectrum (stone
space) of D.
Definition 1.1. Let D be a lattice. For each a ∈ Dwe use
x ∈ Ξ(a)⇐⇒ (∀y ∈ D)[x ∨ y = > H⇒ a ∨ y = >]
(for x ∈ D) to produce a subsetΞ(a) ⊆ D. 
Trivially,Ξ(a) is a lower section of Dwith a ∈ Ξ(a), and there is more.
Lemma 1.2. For each lattice D and a ∈ D, the setΞ(a) is an ideal D.
Proof. It remains to show thatΞ(a) is closed under binary joins. Consider
x = x1 ∨ x2
where x1, x2 ∈ Ξ(a). Then for each y ∈ Dwe have
x ∨ y = > H⇒ x1 ∨ (x2 ∨ y) = >
H⇒ a ∨ (x2 ∨ y) = >
H⇒ x2 ∨ (a ∨ y) = >
H⇒ a ∨ (a ∨ y) = > H⇒ a ∨ y = >
as required. 
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This gives us an assignment from a lattice to its frame of ideals.
D
Ξ- ID
This assignmentΞ is a special kind of {∧,>}-morphism.
Lemma 1.3. For each lattice D and a, b ∈ D, we have the following.
(i) Ξ(a) = D⇐⇒ a = >
(ii) b ∈ Ξ(a) H⇒ Ξ(b) ⊆ Ξ(a)
(iii) Ξ(a) ∩ Ξ(b) = Ξ(a ∧ b).
Proof. (i) Suppose first thatΞ(a) = D. Then> ∈ Ξ(a) so that a use of y = ⊥ gives
a = a ∨ y = >
for one implication. The converse is trivial.
(ii) Suppose b ∈ Ξ(a) and consider x ∈ Ξ(b). For each y ∈ Dwe have
x ∨ y = > H⇒ b ∨ y = > H⇒ a ∨ y = >
to show x ∈ Ξ(a).
(iii) Using (ii) we have
b ≤ a H⇒ b ∈ Ξ(a) H⇒ Ξ(b) ⊆ Ξ(a)
for a, b ∈ A. Finally, for arbitrary a, b ∈ A and
x ∈ Ξ(a) ∩ Ξ(b)
we have
x ∨ y = > H⇒ a ∨ y = > = b ∨ y H⇒ (a ∧ b) ∨ y = (a ∨ y) ∧ (b ∨ y) = >
(for y ∈ D), and hence x ∈ Ξ(a ∧ b). 
For the most part we use this construction where the parent lattice is a frame. However, in Section 6 we return to this
more general situation.
2. The nucleus
Each frame A is a (bounded distributive) lattice, and so has an assignment
A
Ξ- IA
as in Section 1. Such a lattice A has all suprema, which allows the following construction.
Definition 2.1. For each frame Awe set
ξ(a) =∨Ξ(a)
for each a ∈ A. 
Recall that an inflator on a frame A is a function
f : A - A
which is inflationary and monotone, that is
a ≤ f (a) a ≤ b H⇒ f (a) ≤ f (b)
for all a, b ∈ A. A pre-nucleus on A is an inflator f for which
f (a) ∧ f (b) ≤ f (a ∧ b) equivalently f (a) ∧ f (b) = f (a ∧ b)
for all a, b ∈ A. (The word ‘pre-nucleus’ is also used for a more general kind of inflator, but that notion is not needed here.)
A nucleus on A is a pre-nucleus f which is idempotent, that is
f 2(a) = f (f (a)) = f (a)
for each a ∈ A.
Lemma 2.2. For each frame A the operator ξ is a pre-nucleus on A.
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Proof. Trivially, the operator ξ is an inflator on A. Thus we require
ξ(a) ∧ ξ(b) ≤ ξ(a ∧ b)
for a, b ∈ A. But the frame distributive law and a use of Lemma 1.3 gives
ξ(a) ∧ ξ(b) =∨Ξ(a) ∧∨Ξ(b)
=∨{x ∧ y | x ∈ Ξ(a), y ∈ Ξ(b)}
=∨{z | z ∈ Ξ(a), z ∈ Ξ(b)}
=∨Ξ(a ∧ b) = ξ(a ∧ b)
as required. 
What does this pre-nucleus do?
Recall that a frame A is subfit (or conjunctive) if
b  a H⇒ (∃y ∈ A)[b ∨ y = > and a ∨ y 6= >]
for each a, b ∈ A. The significance of this notion is explained in Section 8.
By taking the contrapositive we see that
(∀y ∈ A)[b ∨ y = > ⇒ a ∨ y = >] H⇒ b ≤ a
that is
(∀a ∈ A)[Ξ(a) ⊆ ↓a]
is a rephrasing of the subfit property. This makes the following result almost trivial.
Lemma 2.3. For each frame A the following are equivalent.
(i) A is subfit.
(ii) Ξ(a) = ↓a for each a ∈ A.
(iii) ξ = id the identity function on A.
Proof. (i)⇒(ii). For each a ∈ Awe have ↓a ⊆ Ξ(a) sinceΞ(a) is a lower section that contains a. Assuming (i) the remarks
above ensureΞ(a) ⊆ ↓a, to give (ii).
(ii)⇒(iii). Assuming (ii), for each a ∈ Awe have
ξ(a) =∨Ξ(a) =∨↓a = a
to give (iii).
(iii)⇒(i). Assuming (iii) we have
b ∈ Ξ(a) H⇒ b ≤ ξ(a) = a
to give (i) by the remarks above. 
Recall that inflators on A are partially ordered pointwise, that is
f ≤ g ⇐⇒ (∀a ∈ A)[f (a) ≤ g(a)]
for inflators f , g . The bottom of this poset is id, and the top is the inflator that sends every element of A to the top of A. Each
of these extremes is a nucleus.
Lemma 2.3 says that the frame A is subfit precisely when ξ is as small as possible.
I do not know if ξ is always a nucleus. However, the pre-nucleus does seem to be concerned with the subfitness, or lack
of subfitness, of the parent frame.
3. A lower bound for ξ
Since a frame A need not be subfit we can have ξ 6= id. For such a frame we can locate a lower bound for ξ which is
definitely not id.
Each pre-nucleus f on a frame A has an associated filter ∇(f ) of the elements it admits, the elements x with f (x) = >.
Different pre-nuclei can admit the same filter of elements.
Definition 3.1. For a frame A let F be the family of all pre-nuclei f with ∇(f ) = {>}, that is with
f (x) = > H⇒ x = >
for x ∈ A. 
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This familyF is closed under composition, and hence is directed. The pointwise supremum ofF is the operator
∨
F on
A given by(∨
F
)
(x) =∨{f (x) | f ∈ F }
for x ∈ A. This is another pre-nucleus. However,∨F can be outside of F .
Example 3.2. Let A be the real interval [0, 1] viewed as a linearly ordered frame. As for any frame, for each a ∈ A setting
ua(x) = a ∨ x
(for x ∈ A) gives a nucleus. In this case we have
ua(x) =
{
x if a ≤ x
a if x ≤ a
(for x ∈ A). In particular, ua ∈ F for each 0 ≤ a < 1. This also shows that(∨
F
)
(⊥) =∨ A = >
so that
∨
F /∈ F . 
For an arbitrary frame A there is a close connection between the members of F andΞ .
Lemma 3.3. Let A be a frame. For each f ∈ F we have
Ξ(f (a)) = Ξ(a)
for each a ∈ A.
Proof. Consider f ∈ F and a ∈ A. Remembering that f is an inflator, for each y ∈ Awe have
f (a) ∨ y = > H⇒ f (a ∨ y) = > H⇒ a ∨ y = >
to show that f (a) ∈ Ξ(a), and hence Lemma 1.3 gives the required equality. 
This result shows that
f (a) ∈ Ξ(f (a)) = Ξ(a)
for each f ∈ F and a ∈ A, to give the following.
Corollary 3.4. For each frame A we have
∨
F ≤ ξ .
We have seen that
∨
F /∈ F can occur, and hence ξ /∈ F can occur. In fact, if ξ ∈ F then something nice happens.
Lemma 3.5. Let A be a frame with ξ ∈ F . Then ξ is a nucleus and
Ξ(a) = ↓ξ(a)
for each a ∈ A.
Proof. Since ξ ∈ F , a use of Lemma 3.3 gives
ξ(a) ∈ Ξ(ξ(a)) = Ξ(a)
and hence
Ξ(a) = ↓ξ(a)
for each a ∈ A. Also
ξ 2(a) =∨Ξ(ξ(a)) =∨Ξ(a) = ξ(a)
to give the required result. 
As can be expected, when the frame A has a compact top the situation simplifies.
Theorem 3.6. Let A be a frame where> is compact. Then ξ ∈ F , and hence∨F = ξ with ξ a nucleus.
Proof. Consider any a ∈ Awith ξ(a) = > (so that we require a = >). But∨
Ξ(a) = ξ(a) = >
so that> ∈ Ξ(a) since> is compact, and hence a = > (by part (i) of Lemma 1.3). 
There seems to be quite a lot of slack in this proof.
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4. Spatial content
For each topological space S the topology OS (of open sets) is a frame. The situation for such spatial frames should be
easier to analyse, since we have the points to play with.
For such a space S we write ( · )−, ( · )◦, ( · )′ for its closure operation, its interior operation, and its complementation
operation, respectively. We also let s− = {s}− for each point s ∈ S.
Lemma 4.1. Let S be a space and consider W ∈ OS. For each U ∈ OS the following three conditions are equivalent.
(i) U ∈ Ξ(W )
(ii) (∀s ∈ S)[s− ⊆ U H⇒ s− ⊆ W ]
(iii) (∀s ∈ S)[s− ⊆ U H⇒ s ∈ W ].
Proof. (i)⇒(ii). Assuming (i) consider any point s ∈ S with s− ⊆ U . Then
U ∪ s−′ = S
so that
W ∪ s−′ = S
(by (i)), and hence s− ⊆ W .
(ii)⇒(iii). This is trivial.
(iii)⇒(i) Assuming (iii) suppose
U ∪ V = S
for some V ∈ OS. To show the required
W ∪ V = S
consider any point s /∈ V . We have s ∈ V ′, so that
s− ⊆ V ′ ⊆ U
and hence s ∈ W , by (iii). 
We use this to obtain an upper bound for ξ , at least for the spatial case.
Definition 4.2. For each space S let C be its set of closed points and let N = C ′ be its set of non-closed points. 
Lemma 4.3. For each space S we have
U ∈ Ξ(W ) H⇒ U ⊆ N ∪W
for all U,W ∈ OS.
Proof. Suppose U ∈ Ξ(W ) and consider any s ∈ U . If s ∈ N , then we are done. Otherwise we have s− = {s} ⊆ U , and
hence Lemma 4.1 gives s ∈ W . 
Each subset E of a space S gives us a spatially induced nucleus [E] on OS where
[E](W ) = (E ∪W )◦
for eachW ∈ OS. We make use of [N].
Corollary 4.4. For each space S we have ξ ≤ [N].
This upper bound for ξ can be achieved. For instance, if S is T1 then
ξ = [∅] = idOS
since N = ∅. The upper bound can also be achieved in spaces that are not T1. To do that we use a condition on the
specialization orderv on S to improve Lemma 4.3. Recall that this is given by
t v s⇐⇒ t− ⊆ s− ⇐⇒ t ∈ s−
for points s, t of S. Thus the minimal members of the pre-order are the closed points of S. (It S is not T0 then you have to be
a little bit careful.)
Lemma 4.5. Let S be a space such that
[Min] (∀s ∈ S)(∃t ∈ C)[t v s]
in other words such that each point sits above at least one closed point. Then
U ∈ Ξ(W )⇐⇒ U ⊆ N ∪W
for all U,W ∈ OS.
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Proof. Suppose U ⊆ N ∪W , and consider any point swith s− ⊆ U . By Lemma 4.1 we require s ∈ W .
Consider any closed point t v s. We have
t ∈ s− ⊆ U ⊆ N ∪W
and hence t ∈ W (since t is closed). But the open setW is an upper section of the specialization order, and hence s ∈ W . 
With this Corollary 4.4 can be improved.
Theorem 4.6. For each space S with [Min] we have ξ = [N].
This equality can be achieved even without the use of [Min].
Let (S,≤) be a posetwith its Alexandroff topologyOS of all upper sections. ThenN is just the set of non-minimalmembers
of S, and for this space N is open. Of course, this S need not satisfy [Min].
Theorem 4.7. Let S be a poset with its Alexandroff topology OS. Then ξ(∅) = N and hence
ξ(W ) = N ∪W
for each W ∈ OS. In particular, ξ = [N].
Proof. By Corollary 4.4 we have
ξ(∅) ⊆ N◦ ⊆ N
so we require the converse inclusion.
Consider and s ∈ N . Since s is non-minimal we have some point r  s. Let
U = ↑s = {t ∈ S | s ≤ t}
and remember that U ∈ OS (since OS is the Alexandroff topology). We show that U ∈ Ξ(∅), and so get
s ∈ U ⊆ ξ(∅)
as required.
By way of contradiction suppose U /∈ Ξ(∅). By Lemma 4.1 withW = ∅ this gives some point t with t− ⊆ U . But now
r ≤ s ≤ t so that
r ∈ t− ⊆ U = ↑s
and hence s ≤ r , which is the contradiction.
For the second part we remember that N is open, so that for eachW ∈ OS we have
N ∪W = ξ(∅) ∪W ⊆ ξ(W ) ⊆ [N](W ) = N ∪W
to give the required result. 
Usually the topology of an Alexandroff space S is not subfit. For if ξ = id then
N = ξ(∅) = ∅
so that each point of S is minimal, and hence S is discrete.
I do not know a general characterization of when ξ = [N].
5. Two other spaces
In [6] the intrepid explorers Murchiston and Stanley produced a sober space S with no closed points and with a subfit
topology. Thus
ξ = idOS N = S
for this space, and hence the two nuclei
⊥NOS = ξ ≤ [N] = >NOS
are as far apart as possible. Here we review that space and show that a minor change to the topology forces ξ to the top. It
is convenient to describe both spaces in tandem.
Let S be the Baire tree, the poset of all finite lists from N ordered by extension. Thus each node x ∈ S has the form
x = [r1, . . . , rm]
where r1, . . . , rm ∈ N, and the casem = 0 is allowed. For each r ∈ Nwe set
xr = [r1, . . . , rm, r]
to obtain an immediate successor of x.
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We construct two topologies
OeS ⊆ OiS
on S where each open set is a certain lower section of S. In consequence, the specialization order of each space is the opposite
of the carried comparison of the tree.
For each node x ∈ S let
↑x
be the upper section of the tree S generated by x. For both spaces this will be the closure of the point x, and hence there will
be no closed points, that is we have N = S.
For each subset U ⊆ S and x ∈ S let
U (e)(x) = {r ∈ N | ↑(xr) ⊆ U} U (i)(x) = {r ∈ N | xr ∈ U}
to obtain the ‘eventual’ and the ‘immediate’ x-test of U . We say U is
e-open i-open
if U is a lower section of S and for each x ∈ S we have
x ∈ U H⇒ U (•)(x) is cofinite
for • ∈ {e, i}, respectively. It is easy to check that this gives two topologies on S, and for each x ∈ S the upper section ↑x is
closed. The trick is to remember that the family of cofinite subsets of N is a filter. It can be checked that for both topologies
each closed set is the closure of its minimal members (relative to the tree comparison). Thus each space S is sober.
We now locate ξ for the two spaces. The first result is essentially that given in [6].
Lemma 5.1. The topology OeS is subfit, and hence ξ = id.
Proof. Consider U, V ∈ OeS with V * U . We produce a node y ∈ S with
V ∪ (↑y)′ = S 6= U ∪ (↑y)′
to give the required separation.
There is some node x ∈ V with x /∈ U . But now
V (e)(x)
is cofinite, and hence non-empty. This provides some r ∈ Nwith ↑y ⊆ V where y = xr . In particular, we have
V ∪ (↑y)′ = S
which is half the job done.
Now x /∈ U , and hence y /∈ U since x < y and U is a lower section. Thus
y /∈ U ∪ (↑y)′
to complete the job. 
This shows that for the e-space the pre-nucleus ξ takes up one extreme position. For the i-space it takes up the other
extreme position.
Lemma 5.2. For the topology OiS we have ξ(∅) = S.
Proof. Consider any node z ∈ S. We provide some U ∈ Ξ(∅)with z ∈ U .
Since z is a finite list, there is some r ∈ Nwhich does not occur in z. For convenience let’s suppose that 7 does not occur
in z. Consider U ⊆ S given by
y ∈ U ⇐⇒ 7 does not occur in y
(for y ∈ S). Trivially, U is a lower section and z ∈ U . We show first that U ∈ OiS and then U ∈ Ξ(∅).
For x ∈ S and r ∈ Nwe have
r ∈ U (i)(x)⇐⇒ 7 /∈ xr ⇐⇒ 7 /∈ x and 7 6= r
so that
x ∈ U H⇒ U (i)(x) = N− {7}
and N− {7} is certainly cofinite. This shows that U ∈ OiS.
Finally, suppose
U ∪ V = S
where V ∈ OiS. We show that V = S, and hence U ∈ Ξ(∅).
Consider any x ∈ S. We have x7 /∈ U , so that x7 ∈ V , and hence x ∈ V , since x < x7 and V is a lower section. 
Perhaps the construction ofOeS andOiS can bemodified to produce a space S where ξ lies strictly between idOS and>OS .
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6. Precursor
How is the pre-nucleus ξ related to the nucleus jC used by Coquand? To answer that we need to review the construction
of jC .
Let D be any (bounded and distributive) lattice, and let A = ID be the frame of ideals of D. We let
u, v, w, x, y, z, . . . range over D U, V ,W . . . range over A
and we may secretly think of A as the topology of the spectrum of D. We need to look at both of the two assignments
ΞD : D - ID = A ΞA : A - IA
so now we use subscripts to distinguish between the two.
The nucleus jC is defined at the top of page 3 of [1].
Definition 6.1. Let D be a lattice, and let A = ID. For each U ∈ Awe use
x ∈ jC (U)⇐⇒ (∀y ∈ D)
[
x ∨ y = >D H⇒ (∃u ∈ U)[u ∨ y = >D]
]
(for x ∈ D) to produce a subset jC (U) ⊆ D. 
It is routine to check that jC (U) is an ideal of D, and the operation
jC : A - A
is a nucleus on A. Since A is a frame we also have the pre-nucleus ξ on A. This, of course, is constructed from ΞA. By
Theorem 3.6 we know that for this case ξ is a nucleus.
Theorem 6.2. For each lattice D we have
jC = ξ
where both these live on A = ID.
Proof. We show first that
V ∈ ΞA(U) H⇒ V ⊆ jC (U)
for each U, V ∈ A. To this end consider x ∈ V ∈ ΞA(U). Consider also y ∈ Dwhere
x ∨ y = >D
holds. We produce some u ∈ U with
u ∨ y = >D
and hence x ∈ jC (U). The equality x ∨ y = >D gives
V ∨ ↓y = D = >A
and hence
U ∨ ↓y = >A = D
since V ∈ ΞA(U). In particular
>D ∈ U ∨ ↓y
which provides the required u ∈ U .
This implication gives
ξ(U) ⊆ jC (U)
for each U ∈ A. We require a converse inclusion.
Consider any x ∈ jC (U). It suffices to show that ↓x ∈ ΞA(U). Consider any V ∈ Awhere
↓x ∨ V = >A = D
holds. There is some y ∈ V with
x ∨ y = >D
and hence, since x ∈ jC (U), there is some u ∈ U with
u ∨ y = >D
to give
U ∨ V = D = >A
as required. 
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This equality can also be obtained by directly unravelling the definition of ξ . For U ∈ A = IDwe have
ξ(U) =∨ΞA(U) =⋃{V ∈ A | V ∈ ΞA(U)}
where this is a directed union. Thus for x ∈ Dwe have
x ∈ ξ(U)⇐⇒ ↓x ∈ ΞA(U)
⇐⇒ (∀V ∈ A)[↓x ∨ V = >A H⇒ U ∨ V = >A]
⇐⇒ (∀y ∈ D)[↓x ∨ ↓y = D H⇒ U ∨ ↓y = D]
⇐⇒ (∀y ∈ D)[x ∨ y = >D H⇒ (∃u ∈ U)[u ∨ y = >D]] ⇐⇒ x ∈ jC (U)
where only the implication⇐ of the antepenultimate equivalence requires a few moments thought.
There are one or two more observations we can make about this particular situation.
The nucleus ξ = jC on A is obtained by a lift ofΞA. We can also liftΞD in a similar way.
Definition 6.3. For each lattice Dwe set
χ(U) =
⋃
{ΞD(a) | a ∈ U}
for each U ∈ A = ID. 
Observe that χ(U) is an ideal of D since it is the union of a directed family of ideals. Thus we have a second assignment
χ : A - A
which is clearly an inflator. And more.
Lemma 6.4. For each lattice D the assignment χ is a nucleus on A = ID.
Proof. Consider any
x ∈ χ(U) ∩ χ(V )
where U, V ∈ A. We have
x ∈ ΞD(a) ∩ ΞD(b)
for some a ∈ U and b ∈ V . Thus Lemma 1.3 gives
x ∈ ΞD(a ∧ b) ⊆ ΞD(U ∩ V )
since a ∧ b ∈ U ∩ V . This shows that χ is a pre-nucleus.
To show that χ is a nucleus consider any
x ∈ χ2(U)
where U ∈ A. We have
x ∈ ΞD(b) for some b ∈ χ(U)
which gives
b ∈ ΞD(a) for some a ∈ U
and so it suffices to show that x ∈ ΞD(a). This follows by part (ii) of Lemma 1.3. 
It is instructive to write down the descriptions of ξ and χ together. We have
x ∈ ξ(U)⇐⇒ (∀y ∈ D)[x ∨ y = >D H⇒ (∃a ∈ U)[a ∨ y = >D]]
x ∈ χ(U)⇐⇒ (∃a ∈ U)(∀y ∈ D)[x ∨ y = >D H⇒ a ∨ y = >D]
for each U ∈ A and x ∈ D. Thus χ is a kind of uniform version of ξ . From this we see that
χ ≤ ξ
and that
ΞD(a) = ξ(↓a) = χ(↓a)
for each a ∈ D.
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7. The questions
Here are a few questions I have not been able to answer.
(1) For an arbitrary frame A is the pre-nucleus ξ always a nucleus?
(2) If not then some ordinal iterate of ξ is a nucleus. How big is this ordinal?
(3) For an arbitrary frame A is the pre-nucleus
∨
F always a nucleus?
(4) If not, what is the closure ordinal of
∨
F ?
(5) For an arbitrary frame A can
∨
F 6= ξ happen?
(6) For which lattices D does χ = ξ?
(7) For an arbitrary lattice D the frame ID is a point-free version of the topology OspecD of the spectrum of D. Each of the
nuclei ξ and χ determines a subspace of specD. What are these two spaces?
8. Some historical remarks
After reading the first version of this paper the referees suggested that a few more general remarks setting the material
in a wider context would not go amiss. That is the purpose of this final section.
Consider the possible separation properties of a topological space S. In particular, consider the six standard properties
T5 H⇒ T4 H⇒ T3 H⇒ T2 H⇒ T1 H⇒ T0
listed in decreasing strength. The weaker ones T0, T1, and T2 = hausdorff appear to be entirely point-sensitive in that the
definition of each refers directly to the points of S. The other three have the form
T3 = T1 + Regular T4 = T1 + Normal T5 = T1 + Completely Normal
where
Regular Normal Completely Normal
are certain auxiliary properties. (Here I am using the sensible terminology, not the innumerate version which has
Regular = T1 + T3
for instance.)
It is immediately obvious that Normal and Completely Normal are point-free in that they are lattice theoretic properties
of the lattice OS of open sets of S. Building on the analysis in [3], in [9] I produced a lattice theoretic property
C = Conjunctive
together with a chain
N5 H⇒ N4 H⇒ N3 H⇒ N2
of lattice theoretic properties such that
Tn = T0 + C + Nn
for each 2 ≤ n ≤ n. We also find that
Regular = C + N3
so that the property C seems to be worth looking at.
The properties N5 and N4 are just the standard Completely Normal and Normal. The properties N2 and C appear in [3] as
S ′2 and T
′
1.
The purpose of this kind of analysis is an attempt to distinguish between the point-sensitive and the point-free aspects
of certain separation properties. This is successful only up to a point! We do have
T1 H⇒ T0 + C
and this implication is certainly not an equivalence. Thus in the standard definitions the T1 can beweakened to T0+C . There
is also an equivalence
T1 ⇐⇒ T0 + C + TD
for a certain property TD strictly weaker than T1. Unfortunately, TD is point-sensitive, and I have not been able to extract the
point-free part. More recent analysis can be found in [10], especially Section 5, and [8] is worth dipping into.
Why stop at separation properties? Since the topology OS of a space is a lattice, why not instigate a full investigation of
its lattice theoretic properties?
Such an investigation was part of the programme of the Sèminaire Ehresmann in Paris in the late 1950s and the early
1960s. The fundamental paper [2] is a result of that seminar series.
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A frame is a complete lattice A such that
a ∧∨ X = {a ∧ c | x ∈ X}
for each a ∈ A and X ⊆ A. In particular, each frame is a distributive lattice. A frame morphism
A
f - B
between two frames is a lattice morphismwhich also preserves arbitrary suprema (but need not preserve arbitrary infima).
This gives the category Frm of frames. For each space S the topology OS is a frame. For each continuous map
T
φ - S
between two spaces the inverse image function
OS
φ←- OT
is a frame morphism. This gives a contravariant functor from the category Top of topological spaces to the category Frm of
frames. There is also a functorialway of converting a frame into a space, its point space. The two functors forma contravariant
adjunction which is schizophrenically induced by the 2-element set viewed as a frame and as the sierpiński space. When
applied to a topology this produces the sober reflection of the parent space. We don’t need the details of that here.
Amajor part of [2] is an analysis of the quotients of a frame A, that is the surjective framemorphisms from A. Usually with
lattices the kernel of a quotient has to be captured via the induced congruence relation. This is the technique used in [2],
but there is a neater way. Because of the supremum aspect, each congruence block has a unique maximummember. Thus a
congruence on a frame A is determined by that function on A which sends each element to the unique maximum member
of the congruence block to which the element belongs. Furthermore the functions on A that arise in this way are precisely
the nuclei on A, as defined in Section 2. Hence the study of the assembly NA of all nuclei on A is not without interest. In [2]
it is shown that NA is also a frame, except that because of the use of congruences it appears upside-down. (As an aside, the
nuclei on a topology OS are essentially the Grothendieck topologies for the category of sheaves on S, so the assembly NOS
can have some hidden demons.)
Consider a nucleus j on a frame A. We let
a ∈ ∇(j)⇐⇒ j(a) = >
(for a ∈ A) to obtain the admissible filter∇(j) of j. Different nuclei can gave the same admissible filter, so we say two nuclei
j, k are companions if ∇(j) = ∇(k). This puts an equivalence relation on the assembly NA, and so divides the nuclei into
blocks of companions. When is a particular nucleus alone in its block? When is the trivial nucleus, the identity function id,
alone in its block? When is each nucleus alone in its block?
The second two of these questions can be answered quite easily, but before that we should mention [4].
The paper [4] introduced the category of locales, which is nothing more than the opposite of the category Frm. On page
17 of [4] the two notions of a fit locale and a subfit local are introduced. When degreased we find that a frame is a fit local
precisely when each nucleus is alone in its block, and a frame is subfit precisely when the trivial nucleus is alone in its block.
Furthermore, both these notions can be rephrased as rather simple lattice theoretic properties. We find that
Regular H⇒ Fit H⇒ Subfit
and, in fact, being Subfit is exactly the same as being Conjunctive. Information on this can be found in Section 3 of [10].
Thus this paper can be seen as a partial analysis of the rather weak property of being subfit. (It seems that this rather
dreary terminology in now the preferred one.) The position of the pre-nucleus ξ is a kind of measure of how near to being
subfit a frame is. Lemma 2.3 shows that a frame is subfit precisely when ξ is as small as possible. The examples of Section 5
show that even for a topology the two extremes can occur.
More details about frames (and locales) can be found in the book [5] and the more recent survey article [7].
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