We revisit a single-server retrial queue with two independent Poisson streams (corresponding to two types of customers) and two orbits. The size of each orbit is infinite. The exponential server (with a rate independent of the type of customers) can hold at most one customer at a time and there is no waiting room. Upon arrival, if a type i customer (i = 1, 2) finds a busy server, it will join the type i orbit. After an exponential time with a constant (retrial) rate µ i , an type i customer attempts to get service. This model has been recently studied by Avrachenkov, Nain and Yechiali [3] by solving a Riemann-Hilbert boundary value problem. One may notice that, this model is not a random walk in the quarter plane. Instead, it can be viewed as a random walk in the quarter plane modulated by a two-state Markov chain, or a two-dimensional quasi-birth-and-death (QBD) process. The special structure of this chain allows us to deal with the fundamental form corresponding to one state of the chain at a time, and therefore it can be studied through a boundary value problem. Inspired by this fact, in this paper, we focus on the tail asymptotic behaviour of the stationary joint probability distribution of the two orbits with either an idle or busy server by using the kernel method, a different one that does not require a full determination of the unknown generating function. To take advantage of existing literature results on the kernel method, we identify a censored random walk, which is an usual walk in the quarter plane. This technique can also be used for other random walks modulated by a finite-state Markov chain with a similar structure property.
Introduction
In this paper, we revisit a single server retrial queue system with two orbits and no waiting room, which has been studied by Avrachenkov, Nain and Yechiali [3] . The analysis in [3] is based on the solution of a Riemann-Hilbert boundary value problem, while our focus is on exact tail asymptotics for the joint stationary distribution of the two orbits under a busy or idle state of the server, using the kernel method, a different method that does not require a full determination of the unknown generating function. In this system, there are two independent exogenous Poisson streams (representing two types of customers) flowing into the server, and the server can hold at most one customer at a time. Upon arrival, if a type i customer finds a busy server, it will join its orbit and wait for retrial at a specified
Model description
In this paper, we consider a single server queueing system with two independent Poisson streams of arrivals and two retrial orbits, the same system studied in [3] . Following [3] , the two arrival rates are denoted by λ i , i = 1, 2, with λ = λ 1 + λ 2 . The server can hold at most one customer at a time (without a waiting room). It means that when the server is busy, an arriving type i customer will join in orbit i of infinity capacity. Retrials from all customers in orbit i for service are characterized by a Poisson process with constant rate µ i . The service time for each customer is independent of its type and follows an exponential distribution with rate µ. The retrial mechanism imposed can be a model when only the customer at head of the line (orbit) is allowed for retrial.
Let I(t) be the state of the server (either idle or busy), or the number of customers in the server, and let Q i (t) denote the number of customers in orbit i at time t for i = 1, 2. Then, it generates a continuous time Markov chain X(t) = {(Q 1 (t), Q 2 (t), I(t)) : t ∈ [0, ∞]} on the state space {0, 1, . . .} × {0, 1, . . .} × {0, 1}. From Avrachenkov, Nain and Yechiali [3] , we know that the system is stable if and only if λ(λ 1 + µ 1 ) < µµ 1 and λ(λ 2 + µ 2 ) < µµ 2 . Under the stability condition, the unique stationary probability vector for the system is denoted by Π m,n = (π m,n (0), π m,n (1)) for m, n = 0, 1, . . .. For the purpose of finding the stationary distribution, we consider the corresponding discrete time Markov chain through the uniformization technique. Without loss of generality, we assume that λ + µ + µ 1 + µ 2 = 1. For this discrete time chain, a transition diagram, partitioned according to the state of the server, is depicted in Figure 1 , where 
0,0 = µ + µ 1 + µ 2 λ µ µ 1 + µ 2 .
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Figure 1 Matrix transition diagram
We define the probability generating function (PGF) P (k) (x, y) for the stationary probabilities π m,n (k) as
π m,n (k)x m y n , |x| ≤ 1, |y| ≤ 1, k = 0, 1, and denote
Following the idea in Fayolle, Iasnogorodski and Malyshev [6] , we can obtain the (matrix-form) fundamental form for the Markov modulated random walk in the quarter plane:
where H(x, y) = −h(x, y),
For detailed derivation, see the work in [9] .
Remark 2.1 It is worthwhile to mention that the fundamental form (1.3.6) in [6] is for the generating function excluding boundary probabilities, while ours is for the complete joint probability vector. In [9] , it is pointed out that these two forms (for Markov modulated random walks) are equivalent. In fact, for k = 0, 1 let
and π(x, y) = (π (0) (x, y), π (1) (x, y)), then
by noticing that
For the retrial queueing system studied in this paper, after some calculations, we have
Hence, the fundamental form (2.1) can be simplified as
Equivalently,
2)
2) and (2.3) are identical to equations (18) and (19) in [3] , derived from direct calculations.
Censored Markov chain
One may notice that equations (2.2) and (2.3) provide a relationship between generating functions for an idle server and for a busy server. Therefore, we start our analysis for a busy server since in this case, the censored Markov chain can be expressed explicitly. This censored Markov chain is a random walk in the quarter plane, which has been extensively studied in the literature. To this end, we first consider the uniformized discrete time Markov chain of the continuous time chain X(t) for the retrial model with uniformization parameter θ = λ + µ + µ 1 + µ 2 = 1. We partition the transition matrix P of the uniformized chain according to the server state and then consider the censored chain to the set of states of a busy server. Specifically, let X(n) = {(Q
n , I n )} be the uniformized chain on the state space {0, 1, . . .} × {0, 1, . . .} × {0, 1} and let E = {0, 1, . . .} × {0, 1, . . .} × {1} and E c = {0, 1, . . .} × {0, 1, . . .} × {0}. Partition the transition matrix P according to E and its complement E c into:
where using the lexicographical order for states of (Q
n ), P ij can be expressed as
Notice that P 00 is diagonal, it is straightforward to have the fundamental matrix of P 00 as follows:
, . . . ,
Furthermore, notice that P 10 is also diagonal, and therefore the censored chain to E can be easily computed as
This censored chain is an example, referred to the simple random walk, of the random walks in the quarter plane studied in [6] , whose transition diagram is depicted in Figure 2 . (1) 0,1 In our case,
It follows from [3] that under the system stability condition (for the retrial queue), at least one ofλ 1 <μ 1 andλ 2 <μ 2 holds. Without loss of generality, we assume thatλ 1 <μ 1 throughout the paper. For this censored random walk, the fundamental form (equation (1.3.6) in [6] ) is given by:
where h(x, y) = xy
In [16, 17] , a kernel method has been promoted for studying exact tail asymptotic properties for random walks in the quarter plane. In the following, we apply this method to the retrial queue model to explicitly (in terms of system parameters) characterize regions on which different tail asymptotic properties hold. First, based on the fundamental form in (3.1), asymptotic properties at the dominant singularity for the generating function π
2 (y) are obtained, based on which regions of different exact tail asymptotic properties for probabilities π m,n (1) with a fixed value of n or m are identified through a Tauberian-like theorem (Theorem 6.1). Then, based on the relationship given in (2.2), the generating functions π 
(x)
Since discussions for dominant singularities of the two functions π 1 (x). According to [16, 17] , the dominant singularity of π 1 (x). The following two subsections are devoted to these two cases, respectively.
Branch points for kernel equation h(x, y) = 0
For the censored random walk, we consider the kernel equation h(x, y) = 0 defined by the kernel function h(x, y) in the fundamental form (3.1). Write αh(x, y) as a quadratic form in y with coefficients that are polynomials in x:
For a fixed x, h(x, y) = 0 has two solutions
Denote the branch points by x i , i = 1, 2, 3, 4, which are the zeros of ∆(x), then we have
is a candidate of the dominant singularity of π
1 (x). Consider the following cut planes:
where C x and C y are the complex planes of x and y, respectively. In the cut plane C x , define the two branches of Y (x) by
Symmetrically, when x and y are interchanged, we also have branch points y i , i = 1, 2, 3, 4, satisfying 0 < y 1 < y 2 < 1 < y 3 < y 4 < +∞ as well as the two branches X 0 (y) and X 1 (y) defined in a similar fashion.
Detailed properties of the branches Y 0 (x) and Y 1 (x) (X 0 (y) and X 1 (y)) are needed in the asymptotic analysis for functions π (ii) |Y 0 (x)| < |Y 1 (x)| in the whole cut complex plane C x . |Y 0 (x)| = |Y 1 (x)| takes place only on the cuts.
Moreover,
Parallel results for X i (y), i = 0, 1 can be stated as well.
Proof. See [7] , [16] and [17] for proofs of (i)-(v). Here we only detail the proof to (vi).
αh(x,y) x = 0, which leads tõ
x is decreasing on 1, 
Lemma 4.2 We present more properties about Y 0 (x) and X 0 (y) below:
Similarly,
, and 1 < X 0 (y) <
Proof. Based on equations (4.1)(4.2), it is easy to know thatb(x) < 0 for x ∈ (1, x 3 ), so the branch
. Solving the inequalities Y 0 (x) > 1 and Y 0 (x) < 1 with x ∈ (1, x 3 ) , we obtain, after some simple calculations, the results in (i)-(iii) of the lemma. (i') and (ii') can be proved in the same way.
Poles of
Since the censored random walk is a standard walk in the quarter plane, literature results can now be applied to the analysis of the dominant singularity of π (1) 1 (x). Therefore, besides the branch point x 3 , given in (4.3), the other candidate for the dominant singularity is a pole of function π (1) 1 (x). In the following, we refine literature results, which lead to an explicit characterization of both the dominant pole and the regions for different exact tail asymptotic properties. 1 (x) with the smallest modulus in (1, y) with the smallest modulus in (1, x 3 ] , then x p is the pole of π For the retrial queue model with two input streams and two orbits studied in this paper, we show in the following that the pole of π 2 (y)) can only be the zero of h 1 (x, Y 0 (x)) (respectively h 2 (X 0 (y), y)).
First, we discuss properties of the pole of π
1 (x) in interval (1, x 3 ]. For convenience, let x * be the unique zero in (1, x 3 ] of the function h 1 (x, Y 0 (x)) if such a zero exists, otherwise let x * = +∞ (in this case, obviously x * can never be the dominant singularity since x 3 < +∞). Instead of directly considering the equation h 1 (x, Y 0 (x)) = 0, we consider the product of two functions h 1 (x, Y 0 (x)) and h 1 (x, Y 1 (x)), which is a polynomial:
where
. Since λ(λ 1 + µ 1 ) < µµ 1 , it is easily to check that g(0) < 0 and g(1) < 0. Hence g(x) = 0 has one positive zero x + and one negative zero x − . Especially, x + > 1. The expressions of the two zeros are given as
4)
Since either p i,j or p
i,j is not X-shaped (refer to [17] for details) in this censored random walk, Theorem 4.5 in Li and Zhao [17] guarantees that the candidate zero of h 1 (x, Y 0 (x)) can only be x + . Solving h 1 (x + , y) = 0, and then from (3.3) we get
On the other hand,
. This means Y (x + ) > 1. Furthermore, to check whether or not x + is the pole of π (1) 1 (x), we will carry out a discussion under the conditionμ 2 >λ 2 andμ 2 ≤λ 2 , respectively, in the following lemma. , we have x * = +∞;
, we have
, and x * = +∞ otherwise; 1 (x) is not x * , then it is denoted byx 1 . For convenience, define y * to be the unique zero of h 2 (X 0 (y), y) in (1, y 3 ] if such a zero exists, otherwise let y * = +∞. Following the same idea as above, we have
has two zeros: y − < 0 and y + > 1. Solving h 2 (x, y + ) = 0, and then from (3.4) we get 
2 (y). Therefore,x 1 cannot exist. Based on the above discussion, we are ready to summarize the detailed properties on the location of the dominant singularity. For convenience, we introduce the following three conditions:
and Y (x + ) < ]; and (c)μ 2 >λ 2 ,
, and
Lemma 4.4 Case 1:
Under Condition 1, the dominant singularity x dom = x * = x + < x 3 , which is a pole.
Case 2: Under Condition 2, the dominant singularity x dom = x 3 = x * = x + , which is both a branch point and a pole.
Case 3: Under Condition 3, the dominant singularity x dom = x 3 < x * = +∞, which is a branch point.
Remark 4.2 One should notice that the above lemma is a refinement of the literature result for a general random walk in the quarter plane. It provides explicit conditions (in terms of system parameters), under which the dominant singularity x dom of π
1 (x) (also explicitly expressed) is either x dom = x 3 or x dom = x + , since all the branch point x 3 , the pole x + and Y (x + ) are explicitly expressed in (4.3), (4.4) and (4.5), respectively.
5 Asymptotic properties of π (1) 1 (x) at its dominant singularity Once again, in this section, we only provide detailed analysis for the function π 2 (y) can be easily stated and similarly proved. In the previous section, we proved that either x 3 or x + is the dominant singularity of π (1) 1 (x). In this section, we prove (in Theorem 5.1) that there exist three types of detailed asymptotic properties as x approaches to the dominant singularity x dom of π (1) 1 (x), depending on x dom = x + < x 3 or x dom = x 3 < x + or x dom = x + = x 3 respectively. For simplicity in the following discussion, especially for the case of x dom = x 3 , we write
The behaviour of π (1) 1 (x) at the dominant singularity is given as
.
where π
1 (x) is the derivative of π (1) 1 (x) and
, then x dom is a simple pole of π (1) 1 (x). Based on the analysis in [17] , we can rewrite
It follows that lim
In this case, we can rewrite π (1) 1 (x) as
Then the derivative of π (1) 1 (x) is given by
where p(x) and q(x) are defined in equation (5.1). Since it is obvious that lim
, lim
∂T ∂x = 0 and ∂T ∂y is continuous at (x 3 , Y 0 (x 3 )), so,
Tail asymptotic properties in stationary probabilities
Exact tail asymptotic properties in stationary probabilities are obtained directly from the corresponding asymptotic properties of the unknown generating function by applying the following Tauberian-like theorem. This theorem is originated from Bender [4] , and more complete versions can be found in Flajolet and Sedgewick [8] , which include the following theorem as a special case.
Theorem 6.1 (Tauberian-like theorem for single singularity) Let A(z) = n≥0 a n z n be analytic at zero with R the radius of convergence. Suppose that R is a singularity of A(z) that can be continued to a ∆-domain at R. If for a real number β / ∈ {0, −1, −2, . . .},
where g is a non-zero constant. Then,
where Γ(β) is the value of Gamma function at β, and a n ∼ b n is equivalent to lim n a n /b n = 1.
The Tauberian-like theorem claims that the tail behaviour in the sequence of the coefficients in the Taylor expansion of the analytic function corresponds to the asymptotic property of the function at its dominant singularity. In the following subsections, we show how to apply Theorem 6.1 to characterize the tail behaviour in the joint probabilities π m,n (k) for a fixed number n of customers in orbit 2. Specifically, in subsection 1, we provide a characterization for tail asympotics, when the server is busy, in the sequence of: (1) boundary probabilities π m,0 (1); (2) marginal probabilities π
3) joint probabilities π m,n (1) for a fixed n > 0 (along the direction of queue one). While in subsection 2, when the server is idle, we provide a characterization for tail asympotics in π m,n (0) for a fixed n and for the marginal distribution π (0) m = ∞ n=1 π m,n (0). Remark 6.1 By symmetry, tail behaviour in π m,n (1) and π m,n (0) for a fixed number m of customers in orbit 1 (and also in the marginal distributions for the second queue length when the server is busy and idle, respectively) can be easily stated and similarly proved.
Exact tail asymptotics when the server is busy
First, we consider the sequence π m,0 (1) of the boundary probabilities. When the second queue is empty and the server is busy, the exact tail asymptotic behaviour of the stationary probability sequence π m,0 (1) along the increasing direction of the first queue is a direct consequence of the characterization of the asymptotic property for the function π 
Here, constants C i,0 (i = 1, 2, 3) are given in Theorem 5.1.
Remark 6.2 One may notice that in Type 3, the power of the decay rate is m − 2 instead of m − 1 since the Tauberian-like theorem is applied to the derivative of the function.
For characterizing the asymptotic behaviour of the marginal probability π
, we compute π (1) (x, 1) ,
Ifλ 2 =μ 2 , it follows from (4.2) that we haveμ 1 /λ 1 < x 3 . Therefore, from Lemma 4.4 we can claim that 1 <μ 1 /λ 1 < min(x * , x 3 ) is always true. Obviously,μ 1 /λ 1 is the dominant singularity of π (1) (x, 1), which is a simple pole. Ifλ 2 =μ 2 , then from Lemma 4.2-(iii), we have x 3 =μ 1 /λ 1 . Again, according to Lemma 4.4, the dominant singularity of π (1) 1 (x) is x 3 =μ 1 /λ 1 < x * = +∞. Notice that lim x→x 3 π (1) 1 (x) is finite. Therefore, the Tauberian-like theorem can be still applied.
Theorem 6.3 (i)
where Next, the exact tail asymptotic behaviour for joint probabilities can be obtained from the recursive relationship of the generating functions ϕ n (x), defined by
It is clear that ϕ 0 (x) = π
1 (x). From the balance equations of the censored random walk, we can obtain
Rewrite (6.4) as
, n ≥ 2, and note that c(x) = p 0,−1 x. Hence, we established the fact that ϕ n (x) has the same singularities as ϕ 0 (x) since that the zero of c(x) is not a pole of ϕ n (x) for all n ≥ 0. By adopting Theorem 7.1 and Lemma 7.2 in [17] directly, we define
then we can conclude the results in the following theorem. 
Type 2: (Geometric decay with prefactor m −1/2 )
Type 3: (Geometric decay with prefactor m −3/2 )
, n ≥ 1.
Exact tail asymptotics when the server is idle
Having known the exact tail asymptotic properties of the boundary, marginal and joint distributions for I(t) = 1 (or the server is busy), we can now study the tail asymptotic properties for I(t) = 0 (or the server is idle) based on the relationship given in (2.2).
Setting y = 0 in (2.2) leads to 5) which means that P (0) (x, 0) and P (1) (x, 0) have the same asymptotic property. Similarly, setting y = 1 in (2.2) leads to
Substituting (6.5) into (6.6) gives
Since the asymptotic property at the dominant singularity of P (0) (x, 1) is dominated by the asymptotic property of the function µP (1) (x, 1), P (0) (x, 1) and P (1) (x, 1) have the same asymptotic property. Based on the above, we have the following conclusion: 
Type 2: (Geometric decay with prefactor m −1/2 ) 
(ii) The tail asymptotic property of the marginal distribution π
where C m is provided by (6.1).
We finally characterize the tail asymptotic behaviour for the joint probabilities π m,n (0) for a fixed n > 0. Define the generating function
Referring to equation (14) in [3] , we have
n (x) = µ 1 π 0,n (0), which obviously leads to the following theorem. 
Type 2: (Geometric decay with prefactor m −1/2 ) Under Condition 2, 
Concluding remarks
In this paper, we considered the exact tail asymptotic behaviours of a retrial queue with two input streams and two orbits. Partitioned according to the two states of the server, this model is formulated as a random walk in the quarter plane whose transition probabilities are modulated by a two-state Markov chain (idle or busy). Our work is a revisit of the same model studied in [3] . While in [3] , the study is based on the solution to a BVP, we employed a different method, the kernel method. The advantage of using this method mainly relies on the fact that there is no need to have a full determination of the unknown generating function. Instead, we only need the location of the dominant singularity of the unknown function and the asymptotic property at its dominant singularity. By this method, tail asymptotic properties in stationary probabilities for the model are obtained when the first queue size is large. Due to symmetry, it is not difficult to state and (similarly) prove parallel exact tail asymptotic properties when the second queue size is large. In addition, exact tail asymptotic results for other probability sequences formed from the joint stationary probabilities can also be considered. For example, we can consider the total number of customers in the system as follows: let π T = m,n: m+n=T π m,n and we compute π (1) (x, x), according to (3.1):
1 (x) + λx −μ . Then, the dominant singularity is determined by comparing x = (μ 1 +μ 2 )/λ to the dominant singularities of π 2 (x), and therefore the asymptotic property at its dominant singularity is determined. The exact tail asymptotic property is a consequence of the Tauberian-like theorem.
This paper used a censored chain to convert the matrix-form fundamental form into a usual (scalar) fundamental form. It is not always feasible to do this conversion since explicit expressions might not exist for the censored chain. A general method is to solve the matrix-form fundamental form to have a relationship between generating functions for different states of the modulated chain. For example, the censored chain to the idle state does not have an explicit expression for its transition matrix. However, in terms of the relationship in (2.2) and (2.3) obtained by solving the matrix-form fundamental form, we can have the following functional equation:
R(x, y)P (0) (x, y) = A(x, y)P (0) (x, 0) + B(x, y)P 
2 (x, y) = [λ 1 (λ + µ 2 )x + λ 2 (λ + µ 2 )y +μ 2 y
0 (x, y) = λλ 1 x + λλ 2 y − λ 2 .
The above functional equation is the fundamental form corresponding a random walk defined bŷ 
1,0 = λ 1 (λ + µ 1 ),p
0,1 = λ 2 (λ + µ 1 ),p
−1,0 =μ 1 ,p
1,0 = λ 1 (λ + µ 2 ),p
0,1 = λ 2 (λ + µ 2 ),p
0,−1 =μ 2 ,p
1,0 = λλ 1 ,p
0,1 = λλ 2 ,p
0,0 = 1 − λ 2 .
We now can apply the kernel method to the resulting fundamental form to obtain exact tail asymptotic properties for probabilities with an idle server. Finally, we emphasize that this work serves as an illustration of how the kernel method can be applied to random walks modulated by a finite-state Markov chain, which has a similar structure property to that the retrial queue model possesses.
