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Recurrence plots visualize the inner structures of a given time series. Re-
cently, this method has been applied to physiological data to examine the
brain activity. However, such studies have focused on qualitative analysis
of the data. In this study, I applied recurrence plots for near-infrared spec-
troscopy (NIRS) data to detect the difference in brain activity between task
periods and non-task periods.
NIRS is a spectroscopic device with which the brain activity can be mea-
sured. There are many devices for measuring the brain function: EEG, MEG,
fMRI, etc. Above all, NIRS is excellent in versatility; the measurements are
non-invasive, low-constrained and robust to motion artifacts. Recently, a
portable type of NIRS has been released. Measurements with NIRS may be
applied for Brain Computer Interfaces (BCIs) or rehabilitation treatments
due to the on-line usability. Therefore, for the purpose of these applications,
I adopted NIRS data for the analysis and performed the discrimination be-
tween a task period and non-task period.
Recurrence plots as themselves show the qualitative structure of time
series. To perform a quantitative analysis, I depicted histograms from the
elements of the recurrence plots. Then I calculated the six statistics from
the histograms; average, median, mode, maximum, skewness and kurtosis.
Furthermore, I checked the rough sketches of the histograms for the task
period and non-task period.
The result showed that there was a significant difference between the task
period and pre-task period; on the contrary, it also showed that there were
no significant differences between the post-task period and the other periods.
The rough sketch of the histogram kept its shape in left-biased and normal
distribution-like statistically, throughout the periods. It was found that the
histograms shifted horizontally according to the transition: from the pre-
task period to the task period, the histogram moved towards the positive
iv
direction; from the task period to the post-task period, the histogram moved
towards the negative direction.
As a result, the proposed method shows that the dynamical changes,
which describe the brain activity, can be visualized with the changes in loca-
tion of histograms, and that the difference between dynamics can be quanti-
fied with the significant differences in the test statistics.
This research is the first study to qualify and quantify the dynamical
changes in NIRS data based on the recurrence plots.
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2.1 Four major devices for non-invasive measurements of brain
function. EEG: electroencephalography, MEG: magnetoen-
cephalograhy, NIRS: near infra-red spectroscopy, and fMRI:
functional magnetic resonance imaging. In general, highly
constrained measurements are good for static tasks such as
visual, auditory or cognitive tasks. Lowly constrained devices
are suitable for both static and mild motor tasks. However,
measurements with EEG are sensitive to motion artifacts [13,14]. 9
3.1 The optical pathway of near infra-red light. Light starts from
the emitter, goes through hair, scalp, skull, dura, arachnoid,
pia mater, and cortex, then it reflects and scatters repeatedly.
Finally it goes back to the surface and reaches to the recep-
tor. The intensity ratio is less than 10−6. With the modified
Lambert Beer’s law, the relative changes in hemoglobin con-
centration can be calculated. . . . . . . . . . . . . . . . . . . 12
3.2 Typical activation patterns of NIRS. The horizontal line indi-
cates the time, and the vertical line indicates the hemoglobin
concentration changes in arbitrary unit (a.u.). The red, blue,
and green curves indicate the oxyHb concentration changes,
the deoxyHb concentration changes, and the total hemoglobin
concentration changes, respectively. The orange vertical line
indicates the beginning of the task, while the yellow line indi-
cates the end of the task. With the onset of task, the oxyHb
concentration increases gradually. At the end of the stimuli,
it decreases gradually, and goes back to the baseline. . . . . . 13
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3.3 A schema of noises in NIRS data. The horizontal line indicates
frequency, and the vertical line indicates the depth of layers
from the scalp surface. HR: heart rate, PR: pulse rate. . . . . 18
3.4 Examples of NIRS time series in two representative subjects.
The horizontal lines indicate the time, and the vertical lines
indicate the oxyHb concentration changes in arbitrary unit
(a.u.). Black bars in the field indicate the task periods. It is
difficult to estimate the task periods at a glance. . . . . . . . . 19
3.5 Example of classical analysis. The colors of the graph have
the same meanings as the colors in Fig. 3.2. Top: raw NIRS
data. Middle: signal-averaged data (N=5). Bottom: moving
averaged (M=7) data after signal-averaging (N=5). Red ver-
tical lines indicate the beginning of task, and yellow vertical
lines indicate the end of task. . . . . . . . . . . . . . . . . . . 21
3.6 A schema of the subtraction. Left: The schema of NIRS data,
which depends on HRF. The horizontal line consists of three
periods: pre-task period, task period, and post-task period.
Right: After the data was divided into three parts, averaging
was performed in each period. In this case, hemodynamic
response is obtained as the difference between task period and
other periods. Actually, NIRS data contain various kinds of
noises, so other revisions can be made. . . . . . . . . . . . . . 22
3.7 A schema of the neurovascular coupling and HRF. When the
signal is conveyed to the neuron, the neuronal activation arises
as the first response. Then corresponding hemodynamic re-
sponse occurs as the second response. Neurovascular coupling
is modeled with HRF, which describes the hemodynamic re-
sponse. In this model, let HRF be the hemodynamic response
to the impulse response of neuronal activity, then, s(t), time
series of stimulus leads the regional blood flow in the shape of
convolution, s(t) ∗HRF. . . . . . . . . . . . . . . . . . . . . . 23
4.1 A schematic procedure of calculation of the recurrence plots.
For time series {x(t)}t, with embedding parameters τ and d,
embedding into high dimensional phase space {X(t)}t is per-
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phase space trajectory, recurrence plots are depicted. . . . . . 28
LIST OF FIGURES ix
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Chapter 1
Preface
In this chapter, the author describe the backgrounds and purpose of this
dissertation. Then I explain the outline of the study. Finally, I show the
outline of the dissertation.
1.1 Introduction
Neurons in the brain play versatile roles. The localization of the brain func-
tion has been already reported in the middle of the 19th century [1,2]. Later,
the integration of these functions has been reported in the beginning of this
century [3,4]. The structure and the function of the neurons are related more
than they had been thought.
Some neurons in the brain control the output for the motor nerves. Some
receive the input from the sensory nerves. Other neurons perform the pro-
cessing of the cognition, emotion, and integration of those important infor-
mation. It is only human beings that perform such a highly advanced brain
activities. Therefore, it is quite natural that I would like to know directly
how the brain works.
However, I merely catch the data in the observable system. They are the
expressions of brain activities. I cannot observe the brain directly because the
optical transparency of the skull is extremely low. For a rodent or a macaque,
the cortical surface of the brain is observable directly during experiments. In
contrast, in the case of a human being, it is next to impossible to measure the
brain activity under viewing unless it is special case; neurosurgical operation
or epilepsy treatment. I do not catch the activity of brain itself, much less
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the dynamical system that describes the brain activity. In this study, I adopt
NIRS (Near infra-red spectroscopy) data for the analysis of data for brain
activity, and examined the changes in the dynamical systems of neuronal
activity.
1.2 Backgrounds and Purpose
Recently, the development of technology enables us to explore the brain struc-
ture and function more precisely. There are several apparatuses for measuring
a brain function non-invasively; electroencephalography (EEG), magnetoen-
cephalography (MEG), functional magnetic resonance imaging (fMRI) and
near infra-red spectroscopy (NIRS). Among the four above, NIRS can mea-
sure the brain function low-constrainedly. In addition, measurements with
NIRS are more robust to the noises than the other devices. In recent years,
the wearable type of NIRS has been released. Also, NIRS is excellent in
multi-modal measurements. Despite many advantages, the analysis of NIRS
data has not been well established yet because of two reasons; one is that
the data depend on the initial condition (baseline), and the other is that the
amplitudes of brain activity contain the constant coefficients (optical path
length).
Up to now, the versatility of NIRS is expanding, nevertheless there is no
well-established study concerning NIRS data analysis. The purpose of this
research consists of three topics:
(1) to propose a challenging method for NIRS data analysis,
using the proposed method,
(2) to quantify the brain activation regardless of the unknown constants,
and finally,
(3) to visualize the transition of brain activity with NIRS data.
In this study, to exclude the influence of baseline and optical path length,
and to elucidate the hidden structure in NIRS data, I embed the obtained
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data into the high dimensional phase space. Then I calculate the recurrence
plots from the reconstructed attractors. Furthermore, to extract statistical
differences between the task periods and non-task periods, I examine the
histograms derived from the recurrence plots. As a result, it is shown that
the proposed method enables us to detect the statistical difference between
these periods.
1.3 Outline of This Dissertation
This thesis consists of eight chapters.
In chapter 1, “Preface,” I have shown the backgrounds and targets of the
study.
In chapter 2, “Physiological Knowledge,” I will describe the physiological
knowledge, which is necessary for this thesis. Many papers have reported
the relations between the structures and functions of the brain. In this
chapter I will describe the neuronal activity, hemodynamic response and the
relationship between them.
In chapter 3, “Near Infra-Red Spectroscopy(NIRS),” I will explain NIRS
with more depth; the principle of NIRS, the formulation of time series in
NIRS, and the previous studies about NIRS. Then I will propose a method
for NIRS data analysis.
In chapter 4, “Recurrence Plots,” I will explain the fundamental knowl-
edge about high dimensional phase space and recurrence plots. Dynamical
systems that drive the brain activity are often complicated, nevertheless,
sometimes I can obtain the data in one dimensional space. In this chapter, I
will reconstruct the attractors from the obtained data, and extract the fea-
tures of the data with recurrence plots and histograms.
In chapter 5, “Experimental Design,” I will present experimental designs
in detail. Twenty two right-handed healthy subjects participated in the ex-
periments. Subjects were asked to grasp their hands during the task. After
I obtained the NIRS data from the primary motor cortex, I embedded the
data into high dimensional phase space in accordance with mutual informa-
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tion and false nearest neighbor approach. Then I performed the individual
and group analysis for the recurrence plots. In this study, I used five kinds
of data: raw NIRS data, signal-averaged data, pre-task period data, task pe-
riod data and post-task period data. I examined the embedding parameters
in five time series. To detect the difference between periods, I investigated
histograms derived from the recurrence plots.
In chapter 6,“Results,” I will show the results obtained from the experi-
ments. For embedding parameters, there is no significant difference in time
delay among five time series. However, in embedding dimension, there is a
significant difference between raw NIRS data and remaining four time series.
Then I explain the statistical results for histograms.
In chapter 7, “Discussion,” I will discuss the results in previous chapters
deeply. Based on the results in embedding parameters, recurrence plots for
each period can be taken out from the ones of signal averaging. It was found
that the location of the histograms depends on period. Moreover, It was
suggested that dynamical changes, which describe the neuronal activity in
primary motor area, could be visualized with the location of the histograms.
In chapter 8, “Conclusion,” I make conclusions of this thesis. With the
proposed methods, the effects of two unknown constants in NIRS data anal-
ysis can be canceled out. Moreover, the methods are useful for on-line mea-
surements due to their simplicity. Therefore, they can contribute the quality
of life in many aspects.
Chapter 2
Physiological Knowledge
In this chapter, the author explains the physiological knowledge for this the-
sis.
2.1 Neuronal Activity
A single neuron itself obeys a very simple rule, which we call the law of
all or none. When a neuron receives enough stimuli, then it is depolarized
and conveys the information to an adjacent neuron or extracellular matrix.
However, as a group, neurons behave in a more complicated way. Sometimes
they form a circuit or they may show cascade effects [5].
Above all, there are so many neurons (∼10 giga neurons/ cerebrum [6])
in the brain. So it is quite natural to imagine how the brain works in a
complicated way. At the same time, I am very interested in the dynamical
systems which describe the brain activity. Although I cannot see directly
how the brain works, hopefully I still obtain data as a result of brain activity.
While detecting the brain activity from the data is challenging, the methods
in nonlinear analysis seem to work very well. Among the nonlinear analysis
methods, recurrence plots are useful tools for visualizing given time series.
Therefore, based on recurrence plots, I would like to know the dynamical
systems which describe the brain activity.
In this research, I focus on the data of motor execution; the right hand
grasping. Among the motor execution, grasping is one of the fundamental
movements for daily life. In the case of rehabilitation program, grasping
the hand is one of the fundamental validation to clarify the condition of a
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patient, and to evaluate the effect of treatments. For controlling the devices
such as wheelchairs, decoding of the brain signals is needed. Therefore, for
the purpose of the future application, I adopt the right hand grasping as a
task.
2.2 Motor Controls
The procedures of motor execution are complicated. When I intend to ex-
ecute the sequence of the right hand motions, neurons in the bilateral pre-
motor area activate. Then the signals are conveyed to the contra-lateral
primary motor area. At the same time, signals from the bilateral supplemen-
tary motor area modulate the execution. The output signal for the muscle,
returns to the contra-lateral primary somato-sensory area as a feedback sig-
nal [7, 8]. In this research, to simplify the target, I use the NIRS time series
of one dimensional space in left primary motor area, then I analyze the time
series from the viewpoint of nonlinearity.
2.3 Devices for Brain Function
The representative four measuring devices are shown in Fig. 2.1; electroen-
cephalogram (EEG), magnetoencephalogram (MEG), functional magnetic
resonance imaging (fMRI) and near infra-red spectroscopy (NIRS).
Historically, among four devices, an EEG was firstly invented. In 1924,
German psychiatrist Hans Berger recorded the first human EEG [9]. In his
report, he obtained the electrical signal in left frontal or parieto-frontal area.
The number of channel was only one, now it has changed up to 256.
Secondly, MEG has been put into practice since the superconducting
quantum interference device (SQUID) was developed. In 1969, David Cohen
and James Zimmerman built a heavily shielded room at MIT, with which
they succeeded in recording the brain signals [10].
Proceeding to MEG, fMRI has been used for measuring brain activity.
Nuclear magnetic resonance signal was reported first in 1938 by Isidor Rabi.
For clinical usage, the first MRI scan for human was reported in 1978 [105].
Later, Seiji Ogawa explored the principle of fMRI, blood oxygenation level
dependent (BOLD) effect in 1990 [11].
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NIRS, the latest device of the four, is based on the near infra-red spec-
troscopy. For clinical usage, Takuo Aoyagi (Nihon Kohden Corporation)
invented a pulse oximeter in 1974, which depends on the difference in ab-
sorption spectra of oxygenated hemoglobin and deoxygenated hemoglobin.
In 1977, Jöbsis reported the transparency at the cranial pathway of near
infra-red light [12].
These four devices listed above are classified into two ways (Fig. 2.1).
One is what is measured (neuronal activity or hemodynamic response), and
the other is how constrained the subjects are during the measurement (low
or high). EEG and MEG depend on the neuronal activity, whose temporal
resolution is high (∼1 ms). However, there exists a problem on which part of
the brain the signals come from. On the contrary, measurements with NIRS
or fMRI depend on the hemodynamic response, which follows the neuronal
activity. The spatial resolutions are better (fMRI: ∼3 mm, NIRS: ∼2 cm),
although the temporal resolutions are not so good (fMRI: ∼1 s, NIRS: ∼100
ms). The relationship between neuronal activity and hemodynamic response
is called neuro-vascular coupling.
From the viewpoint of the constraint, the motion of subjects in MEG and
fMRI are much limited. Furthermore measurements with these devices need
shielding rooms, liquid helium, or strong magnetic fields. Recently, a multi-
measurement of NIRS with these devices is reported, so that simultaneous
recording will be beneficial for the study of brain functioning. Therefore the
devices shown in Fig.2.1 work complementarily with each other.
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Figure 2.1: Four major devices for non-invasive measurements of brain func-
tion. EEG: electroencephalography, MEG: magnetoencephalograhy, NIRS:
near infra-red spectroscopy, and fMRI: functional magnetic resonance imag-
ing. In general, highly constrained measurements are good for static tasks
such as visual, auditory or cognitive tasks. Lowly constrained devices are
suitable for both static and mild motor tasks. However, measurements with




NIRS is a spectroscopic device with which the brain activity can be measured.
With two or three different wavelengths of near infra-red light, the absorption
ratio of the light can be measured. Measuring with NIRS is excellent in
versatility, however, the data processing has not been well-established. In
this chapter, I explain the principle of NIRS and the problems in NIRS data
analysis.
3.1 Overview of NIRS
Near infra-red spectroscopy (NIRS) is a low-power, non-invasive method for
measuring the brain activity [15,16]. With two or three different wavelengths
of near infra-red light, the absorption ratio of the emitted light can be mea-
sured. Based on the simultaneous equations, relative hemoglobin concentra-
tion changes of the cortical surface can be calculated. The device is relatively
small compared with other instruments, such as fMRI or MEG. Measure-
ments with NIRS are robust to motion artifacts, while the measurements
with EEG are fragile for them. A portable type of NIRS is now on the mar-
ket, so subjects can be in- or out-patients and newborn infants. Recently,
multi-modal measurements are reported, i.e., simultaneously recording with
fMRI [17], MEG [18], and EEG [19]. Also, NIRS data can be obtained simul-
taneously with positron emission tomography (PET) [20] and transcranial
magnetic stimulation (TMS).
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Despite these advantages, the NIRS data contain two unknown constants:
the baseline (B) and the optical path length (OPL). I will explain these two
constants in the following section. Moreover, NIRS data are often contami-
nated with various kinds of noise such as scalp blood flow, cardiac circulation,
or motion artifacts. In this study, to visualize the hidden structure in noisy
NIRS data, I adapted the recurrence plots for the analysis. Furthermore, to
detect the statistical difference between a task period and non-task period,
I examine the histogram derived from these recurrence plots.
3.2 Principle of NIRS
NIRS is a spectroscopic device with which the brain activity can be measured
non-invasively and low-constrainedly. Using a few wavelengths of near infra-
red light, relative hemoglobin concentration changes from the baseline can
be calculated [15]. The optical pathway of near infra-red light is shown in
Fig.3.1. When near infra-red light starts from the emitter, it travels through
hair, scalp, skull, dura, arachnoid, pia mater, and cortex, reflecting and
scattering repeatedly, then it goes out of the scalp and reaches to the receptor.
Inside the cortex, near infra-red light scatters and gradually decrease with
absorption. Generally, the distance between the emitter and the receptor is
3 cm, and the intensity ratio (receptor/emitter) is less than micro order. The
average depth of light pathway from the surface of the scalp is about 3 cm.
Neurons require oxygen to make use of energy more effectively. How-
ever, oxygen can be obtained mostly from the blood. Chromosome protein
molecule in a red blood cell, which is known as hemoglobin, conveys oxygen
to the targets via vessels. Hemoglobin combining with oxygen is called oxy-
genated hemoglobin (oxyHb), whereas hemoglobin without combining oxy-
gen is called deoxygenated hemoglobin (deoxyHb). In general, for motor
execution, the oxyHb concentration arises in the regions of the brain corre-
sponding to motion-related areas. A typical activation pattern is shown in
Fig. 3.2. The red line indicates oxyHb concentration changes. The oxyHb
concentration arises gradually 3 to 5 seconds after the task starts. Then it
goes back to the baseline slowly 5 to 10 seconds after the task quits.
Absorbing ratio of the near infra-red light differs in oxyHb and deoxyHb,
therefore I can detect the activated region of the brain by measuring the
absorbing ratio, and performing calculation using modified Lambert-Beer’s
law as shown in the following section.
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Figure 3.1: The optical pathway of near infra-red light. Light starts from
the emitter, goes through hair, scalp, skull, dura, arachnoid, pia mater, and
cortex, then it reflects and scatters repeatedly. Finally it goes back to the
surface and reaches to the receptor. The intensity ratio is less than 10−6.
With the modified Lambert Beer’s law, the relative changes in hemoglobin
concentration can be calculated.
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Figure 3.2: Typical activation patterns of NIRS. The horizontal line indi-
cates the time, and the vertical line indicates the hemoglobin concentration
changes in arbitrary unit (a.u.). The red, blue, and green curves indicate the
oxyHb concentration changes, the deoxyHb concentration changes, and the
total hemoglobin concentration changes, respectively. The orange vertical
line indicates the beginning of the task, while the yellow line indicates the
end of the task. With the onset of task, the oxyHb concentration increases
gradually. At the end of the stimuli, it decreases gradually, and goes back to
the baseline.
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3.2.1 Modified Lambert-Beer’s Law
When the light travels through the materials, the intensity of light attenu-
ates in response to the distance of the optical path. Let D be the distance






ε: molar molecular absorption coefficient,
C: molar concentration of materials, and
I: intensity of the light.











Eq.(3.2) or Eq.(3.3) is referred to as the Lambert-Beer’s law. The ratio





The refractive ratio R depends on the wavelength λ of near infra-red light,
then,
− lnR (λ) = εCD. (3.5)
During near infra-red light travels through intracranial region, it reflects
and scatters repeatedly, then it goes out of the scalp and reaches to the
receptor. The intensity ratio of near infra-red light decreases less than the
micro order.
In the Lambert Beer’s law, there is no effect of scattering included. Using
the modified Lambert Beer’s law, the effects of scattering of the near infra-
red light can be considered. Hence the near infra-red light scatters in the
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cortex because of the heterogeneity, then, with the modified Lambert-Beer’s
Law, the relative changes of hemoglobin concentration in the cortical blood
flow from the baseline is measured [15].
Scrutinizing the influence of scattering, the formula is written as follows.
− lnR (λ, t) = εoxy (λ)Coxy (t)OPLoxy+εdeoxy (λ)Cdeoxy (t)OPLdeoxy+a (λ, t)+sc (t) ,
(3.6)
where,
λ: wavelength of near infra-red,
OPLoxy: practical optical path length of oxyHb,
OPLdeoxy: practical optical path length of deoxyHb,
εoxy (λ): molar molecular absorption coefficient of oxyHb,
εdeoxy (λ): molar molecular absorption coefficient of deoxyHb,
Coxy (t): concentration of oxygenated hemoglobin,
Cdeoxy (t): concentration of deoxygenated hemoglobin,
a (λ, t): absorption by the molecules except hemoglobin molecule, and
sc (t): scattering of near infra-red light.
On the other hand, for the baseline (B) (often t=0),
− lnR (λ,B) = εoxy (λ)Coxy (B)OPLoxy+εdeoxy (λ)Cdeoxy (B)OPLdeoxy+a (λ,B)+sc (B) .
(3.7)
Moreover, the absorption with the molecules except the Hb molecules is
negligible, so subtracting Eq.(3.7) from Eq.(3.6) yields
− ln R (λ, t)
R (λ,B)
= εoxy (λ) (Coxy (t)− Coxy (B))OPLoxy
+εdeoxy (λ) (Cdeoxy (t)− Cdeoxy (B))OPLdeoxy
+(sc (t)− sc (B)). (3.8)
Then using two or more wavelength of near infra-red, the simultaneous
equations are obtained as many as the number of wavelengths. Therefore,
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(Coxy (t)− Coxy (B)) OPLoxy,
and
(Cdeoxy (t)− Cdeoxy (B)) OPLdeoxy,
can be obtained from the data. The baseline depends on the initial condi-
tions, so I can simply obtain the changes from the baseline. In addition,
the optical path lengths, OPLoxy and OPLdeoxy, are unknown. Therefore, in
measurements with NIRS, I can obtain the value of Hb concentration changes
in arbitrary unit, which contains optical path length OPLoxy. The optical
path length differs in wavelength, measuring points and subjects [22]. In
chapter 5, treatments for the baseline B and optical path length OPL will
be described.
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3.2.2 Formulation of NIRS time series
The relationship between a local neuronal activity and a regional blood flow
is called neurovascular coupling [21]. When neurons in the brain are acti-
vated, they require more oxygen. The volume of blood flow increases over
the cortical surface to supply the area with oxygen. Oxygen is transported
through the cerebral blood vessels, carried by the metalloprotein hemoglobin.
Thus, changes in hemoglobin concentration occur in regions where the blood
flow increases.
NIRS data contains two unknown parameters: baseline B and optical
path length OPL. Let x(t) be a time series of the changes in oxygenated
hemoglobin concentration at the measuring point, and y(t) be a time series
obtained by NIRS. Then y(t) can be written as
y(t) = B +OPL · x(t) + n(t), (3.9)
where B is the baseline in the initial state (t = 0) and n(t) is the noise term.
There are two major problems with the analysis of NIRS data. First,
because the brain is active even in a steady state, B depends on the initial
condition (t = 0). Second, OPLs differ between measuring points, the wave-
lengths of near-infrared light, and subjects [22]. NIRS data contain physiolog-
ical noise (cardiac circulation, respiration [16], and scalp blood flow [23,24]),
motion artifacts [25], and mechanical noise. Examples of noises are shown in
Fig. 3.3.
Two examples of NIRS data are shown in Fig.3.4. It is difficult to identify
the task period in the figure visually.
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Figure 3.3: A schema of noises in NIRS data. The horizontal line indicates
frequency, and the vertical line indicates the depth of layers from the scalp
surface. HR: heart rate, PR: pulse rate.
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Figure 3.4: Examples of NIRS time series in two representative subjects. The
horizontal lines indicate the time, and the vertical lines indicate the oxyHb
concentration changes in arbitrary unit (a.u.). Black bars in the field indicate
the task periods. It is difficult to estimate the task periods at a glance.
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3.3 Previous Studies
NIRS data analysis has been performed with methods such as subtraction
[26], a general linear model (GLM) [27–31], and Fourier transforms (FTs)
[32, 33]. Standard analysis (signal averaging and moving averaging) in the
block design experiment is shown in Fig. 3.5.
Since early studies, NIRS data has been analyzed by subtracting task
period data from non-task period data. This method is simple, and the
effect of B can be compensated. However, the method still suffers from the
problems with OPL, and the data in different measuring points cannot be
compared directly. An example of the subtraction is shown in Fig. 3.6.
The hemodynamic reactive function (HRF) and GLM are based on fMRI
analysis. These techniques are also available in NIRS data analysis, because
fMRI and NIRS are based on hemodynamic response in common. However,
the assumption that the error terms follow a normal distribution is so strict
that the method cannot be used for the tasks that contain large motion
artifacts; even static tasks may not be suitable due to the error terms. The
schema of neurovascular coupling and HRF is shown in Fig. 3.7.
FTs has been used to analyze NIRS data with a method similar to those
in EEG or MEG. However, owing to the low temporal resolution in NIRS
measurement and the small number of data points, this method is not stan-
dard in NIRS data analysis.
In this study, reconstructed attractors are obtained from the NIRS data.
After a signal averaging, I draw the recurrence plots with the Euclidean
distance to compensate for the effect of B. Moreover, to remove the effect
of OPL and individual difference in neuronal response, I normalize the ele-
ments of the recurrence plots by the maximum values in all the elements of
each subject’s recurrence plots. To compare the task period and non-task
period, histograms are constructed from the recurrence plots. Then I use
a non-parametric multi-comparison test (Friedman test) for the histograms.
In recurrence plots, the periodic sequential changes and stochastic changes
appear as regular patterns and random patterns, respectively. Therefore, the
gradation of recurrence plots corresponds to spectral decomposition. If the
number of data points in the time series is N , the number of elements in the
histograms derived from recurrence plots is O(N2). Hence, more data points
can be used in the histograms derived from the recurrence plots.
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Figure 3.5: Example of classical analysis. The colors of the graph have the
same meanings as the colors in Fig. 3.2. Top: raw NIRS data. Middle:
signal-averaged data (N=5). Bottom: moving averaged (M=7) data after
signal-averaging (N=5). Red vertical lines indicate the beginning of task,
and yellow vertical lines indicate the end of task.
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Figure 3.6: A schema of the subtraction. Left: The schema of NIRS data,
which depends on HRF. The horizontal line consists of three periods: pre-
task period, task period, and post-task period. Right: After the data was
divided into three parts, averaging was performed in each period. In this case,
hemodynamic response is obtained as the difference between task period and
other periods. Actually, NIRS data contain various kinds of noises, so other
revisions can be made.
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Figure 3.7: A schema of the neurovascular coupling and HRF. When the
signal is conveyed to the neuron, the neuronal activation arises as the first
response. Then corresponding hemodynamic response occurs as the second
response. Neurovascular coupling is modeled with HRF, which describes
the hemodynamic response. In this model, let HRF be the hemodynamic
response to the impulse response of neuronal activity, then, s(t), time series




In this chapter, I introduce the recurrence plot. The recurrence plot is a very
simple technique that tells us the inner structure of the time series. Generally,
it is applied for the reconstructed attractors after embedding the original
time series into a high dimensional space. However, in clinical studies, an
on-line evaluation is often necessary. Some researches have shown that the
recurrence plots can be used for the time series in one dimensional space,
and bring successful results.
4.1 Embedding into a High-Dimensional
Phase Space
Time series do not always show their characteristics in 1-dimensional space
because of their unknown parameters and noise [34]. To extract the hid-
den structure of a time series, the obtained data is embedded into high-
dimensional phase space. The embedding parameters, namely time delay
τ and embedding dimension d, are required. With these parameters, the
reconstructed attractor Y (t) (t=1, 2, . . . ) is represented as
Y (t) = (y(t), y(t+ τ), y(t+ 2τ), . . . , y(t+ (d− 1)τ)). (4.1)
4.1.1 Time Delay
To determine τ , I choose the minimum positive integer as τ that gives the lo-
cal minimum for the average mutual information of a given time series. Prior
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to calculating the time delays, I address the average mutual information.
Mutual Information
Mutual information is one of the nonlinear time series analyses, which enables
us to quantify the strength of connection between two time series. In detail,
let X = {x(t)}t and Y = {y(t)}t be a pair of random variables. Then mutual
information I(X, Y ) is defined as









H(X): Shannon’s entropy of X,
H(X|Y ): conditional entropy of X conditioned on Y ,
p(xi): kernel density estimation of xi, and
p(xi, yj): joint probability distribution of X = xi, and Y = yj.
Here I estimate the probability function as data-driven one. The methods
for defining the number of bins are reported in [35–37]. Within the range of
these results, I define the number of bins as 40 by trial and error.
In Eq.(4.3), let us replace y(t) with x(t + τ), and calculate the average
of I(X,Y ) over t. Then time delay τ is defined as the smallest integer that
gives a local minimum for the average mutual information.
4.1.2 Embedding Dimension
After I decide the time delay, I calculate the embedding dimension d with
false nearest neighbor approach (FNN). The method of FNN is as follows.
Let {Y (t)}t be reconstructed attractors with time delay τ and embedding
dimension d, i.e.,
Y (t) = (y(t), y(t+ τ), y(t+ 2τ), . . . , y(t+ (d− 1)τ)). (4.4)
For ∀k ∈ N, ∃n(k) ∈ N s.th. Y (n(k)) is the nearest neighbor of Y (k). Then,
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Dm(Y (k), Y (n(k))), the Euclidean distance between Y (k) and Y (n(k)) in
m-dimensional space, satisfies




{y(k + (i− 1)τ)− y(n(k) + (i− 1)τ)}2. (4.5)
Similarly, in (m + 1)-dimensional space, the Euclidean distance between
Y (k) and Y (n(k)) satisfies




{y(k + (i− 1)τ)− y(n(k) + (i− 1)τ)}2. (4.6)
Suppose the dimension changes from m to m+1, let RL based on m and
Y (k) be defined as
RL =
√
Dm+1(Y (k), Y (n(k)))2 −Dm(Y (k), Y (n(k)))2
Dm(Y (k), Y (n(k)))2
, (4.7)
=
|y(k +mτ)− y(n(k) +mτ)|
Dm(Y (k), Y (n(k)))
. (4.8)
If RL is larger than a threshold z0, then Y (n(k)) is called as the false nearest
neighbor of Y (k).
The embedding dimension d is defined as the smallest integer m which sat-
isfies that, if m changes to m+ 1, then RL ≤ Z0 for ∀k ∈ N [39].
According to Takens approach [40, 41], the methods mentioned above
provide the embedding of the original time series. Based on the previous
reports [42–45], in this study, I put z0 as 15 for the analysis.
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4.2 Recurrence Plots
Recurrence plots are a useful tool for visualizing time series [46–50]. Strictly
speaking, recurrence plots are defined as a binary matrix. In a broader
definition, the term “recurrence plots” refers to the distance matrix among
reconstructed attractors [51, 52]. A schematic procedure of calculation for
the recurrence plots is shown in 4.1.
In physiological studies, distance matrices are sometimes treated as re-
currence plots [53]. Therefore, for clinical applications or brain computer
interfaces (BCIs), distance matrices are used as recurrence plots.
Let y(t) be the given time series, and Y (t) be the reconstructed attractors
of y(t). The recurrence plots RY = {Rij} (i, j = 1, 2, . . . ) of Y (t) are defined
as
Rij = Dd(Y (i), Y (j)), (i, j = 1, 2, . . .), (4.9)
where Dd(A, B) expresses the Euclidean distance between A and B in the
d-dimensional reconstructed phase space.
I perform a signal-averaging for raw NIRS data, and then divide the
signal-averaged data into 3 parts: pre-task period, task period, and post-task
period. Then I obtain 5 kinds of time series from each subject. Moreover, I
embed the time series into a high-dimensional phase space, and calculate the
recurrence plots.
An example of recurrence plots for raw NIRS data is shown in Fig. 4.2.
The texture of the recurrence plots has a periodic pattern. The distance
between the task periods is small, whereas the distance between the task
and non-task periods is large.
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Figure 4.1: A schematic procedure of calculation of the recurrence plots. For
time series {x(t)}t, with embedding parameters τ and d, embedding into high
dimensional phase space {X(t)}t is performed. Then, based on the distance
between the elements in phase space trajectory, recurrence plots are depicted.
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Figure 4.2: A representative recurrence plots of raw NIRS data in the recon-
structed space (τ = 4 and d = 5) in subject 4. Black bars along the axes
indicate the 5 task periods, each of which is 20 s in duration.
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4.3 Histograms
In the previous section, recurrence plots are used to extract the characteristic
structure of the NIRS data. The texture and contrast of recurrence plots
provide the information about the hidden structure of the time series. In
this section, histograms are constructed from the recurrence plots.
4.3.1 Multiple Comparison of Histograms
To improve the signal-to-noise ratio, a signal averaging is performed for the
raw NIRS data. After I obtain the recurrence plots for signal-averaged data
and checked the maximum in the recurrence plots, I normalize the recurrence
plots with the maximum. Then I take out 3 sub-recurrence plots from the
signal-averaged recurrence plots. From each sub-recurrence plots, I make a
histogram. To exclude the effect of the diagonal line, the elements of the
upper triangle in the sub-recurrence plots are used for the histogram. The
schematic procedure is shown in Fig. 4.3.
There are many approaches how to determine the number of bins in his-
tograms [54,58,59]. In this study, I defined the number of bins as 40.
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Figure 4.3: A schematic procedure of depicting histograms for pre-task, task,
and post-task periods. (a) 3 sub-recurrence plots were taken out of the
normalized recurrence plots of signal-averaged data. (b) The upper triangular
elements in each recurrence plot were used to construct the histogram. (c) 3
histograms were obtained from each subject’s recurrence plots.
Chapter 5
Experimental Design
In this chapter, I describe the subjects and methods for the experiments.
Then I explain how to analyze the NIRS data.
5.1 Subjects and Methods
5.1.1 Subjects
22 healthy right-handed subjects participated in the experiment (ages from 19
to 25 years old, 23.5 ± 2.4, 9 females). They were judged as right-handedness
(EHI score: 92.9 ± 9.4 ) with the Edinburgh handedness inventory (EHI)
[60]. Written informed consent was obtained from all subjects before the
experiments were conducted. All procedures were done in accordance with
the tenets of the Declaration of Helsinki, and under the approval of the Ethics
Committee of Tokyo Denki University.
5.1.2 Methods
All the measurements were done in a quiet, lit room. NIRS data were
obtained with the NIRS instrument OMM-3000 (Shimadzu Corp. Kyoto,
Japan; sampling interval: 130 ms). The data processing was performed with
MATLAB 2013 (The MathWorks, Inc., Natick, MA).
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Stimulus
Our experimental procedure is shown in Fig. 5.1. With pacing visual stim-
uli displayed on the monitor of the personal computer (Let’s Note CF-W8,
Panasonic), every subject was asked to grasp their right hands during the
task periods according to the blinking signals. A block of 3 periods, namely,
the pre-task period (20 s), task period (20 s), and post-task period (20 s),
was repeated 5 times for each measurement. In pre-task and post-task peri-
ods, a black fixation cross was flickering. In task period, a flickering red cross
was shown, signaling for the subject to grasp their hands. In all periods, the
crosses were displayed on a white screen and flickering at 1 Hz.
Measuring Points
In right-handed subjects, the left primary motor cortex (M1) is activated dur-
ing right-grasping [61], thus the NIRS measuring point was on the left M1,
corresponding to C3 in the international 10-20 system [62]. So I adapted
the center of the measuring point to C3. Moreover, I estimated the pro-
jection onto the cortical surface of the measuring point with 3D digitizer
(FASTRAK R⃝, POLHEMUS). For the purpose of confirming the locations of
measuring points, I used NIRS-SPM and probabilistic registration [63–67].
NIRS-SPM and probabilistic estimation gave us the MNI (Montreal Neuro-
logical Institute) coordinates of projection from measuring points onto cor-
tical surface.
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Figure 5.1: A schema of the experimental procedure. I adapt the block
design, which consists of pre-task period (20 s), task period (20 s), and post-
task period (20 s). In each session, the block was repeated 5 times. In
pre-task period and post-task period, the black cross was flickering at 1 Hz,
while in task period, the red cross was flickering at 1 Hz on the personal
computer’s monitor. With pacing visual stimuli, every subject was asked to
grasp the right hand during task periods.
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5.2 NIRS data analysis
To improve the signal-to-noise ratio, I performed the signal averaging on
the time series data, and embedded the signal-averaged data into a high-
dimensional phase space. To visualize the difference between the task pe-
riod and non-task period, recurrence plots were applied to the reconstructed
attractors based on the signal-averaged data. Furthermore, to detect the
statistical difference between the pre-task period and the task period, the
histograms derived from the elements of recurrence plots were examined.
Three sub-recurrence plots were extracted from the recurrence plots derived
from the signal-averaged data. For comparison, I used the same horizontal
line range and the same number of bins for these histograms.
To detect the statistical difference in histograms among the periods, I
performed a non-parametric multiple comparison statistical test (Friedman
test [69]) for 6 statistics; average, median, mode (the order of the bin that
gave the maximum), maximum, skewness, and kurtosis. For post hoc anal-




In this chapter, I show the results of the experiments: the embedding pa-
rameters, the recurrence plots and the histograms derived from recurrence
plots.
6.1 Embedding Parameters
5 pairs of embedding parameters (time delays and embedding dimensions)
were calculated for the raw NIRS data, signal-averaged data, and the data
for the 3 periods. The results of the embedding parameters in 22 subjects
are shown in Figs. 6.1 to 6.5.
Friedman tests were used for the location test, and a multiple compar-
ison distribution-free test for related samples. After obtaining 5 pairs of
embedding parameters from each subject, I examined the test statistics Q
and detected the significant differences among each embedding parameter (α
= 0.05). Furthermore, for the post hoc analysis, Scheffe tests were performed
to detect significant differences between 2 of 5 embedding parameters. As
a result, there was no significant difference among time delays (Q = 6.94,
p = 0.139). However, significant differences were found among embedding
dimensions (Q = 56.2, p < 0.001).
Based on the Scheffe tests, there were significant differences between the
raw NIRS data and the other 4 data sets. On the contrary, there was no
significant difference among these 4 data sets. The statistical results are
shown in Table 6.1.
6.1 Embedding Parameters 37
Figure 6.1: Bubble chart and histograms of embedding parameters in raw
NIRS data. The radius of the bubbles reflects the number of subjects. His-
tograms of the embedding parameters are also shown along with both axes.
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Figure 6.2: Bubble chart and histograms of embedding parameters in signal-
averaged data. The radius of the bubbles reflects the number of subjects.
Histograms of the embedding parameters are also shown along with both
axes.
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Figure 6.3: Bubble chart and histograms of embedding parameters in pre-
task periods’ data. The radius of the bubbles reflects the number of subjects.
Histograms of the embedding parameters are also shown along with both
axes.
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Figure 6.4: Bubble chart and histograms of embedding parameters in task
periods’ data. The radius of the bubbles reflects the number of subjects.
Histograms of the embedding parameters are also shown along with both
axes.
6.1 Embedding Parameters 41
Figure 6.5: Bubble chart and histograms of embedding parameters in post-
task periods’ data. The radius of the bubbles reflects the number of subjects.
Histograms of the embedding parameters are also shown along with both
axes.
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Table 6.1: Results of the post hoc test (Scheffe test) in the embedding di-
mension. The lower triangular elements are the test statistics of Scheffe tests
between 2 of 5, while the upper triangular elements are the corresponding
p-values.
Raw data Signal-averaged Pre-task Task Post-task
Raw data ∗ <0.01 <0.001 <0.001 <0.001
Signal-averaged 16.31 ∗ 0.34 0.34 0.45
Pre-task 38.01 4.52 ∗ 1 0.99
Task 38.01 4.52 0 ∗ 0.99
Post-task 35.43 3.66 0.05 0.05 ∗
6.2 Recurrence Plots 43
6.2 Recurrence Plots
After calculating the embedding parameters, I embedded the NIRS data into
the high-dimensional phase space. Prior to depicting the recurrence plots in
each period, I constructed the recurrence plots from the signal-averaged data.
3 groups of recurrence plots were taken out of the recurrence plots, which
were based on the signal-averaged data. 2 examples of recurrence plots for
the signal-averaged data in representative subjects are shown in Fig. 6.6, in
which the difference in textures among the periods is visible. The recurrence
plots of subject 3 are smooth, although the texture differs between the pre-
task period and task period. In contrast, for subject 4, the contrast in the
recurrence plots is clear. Moreover, compared with Fig.4.2, it is easier to
detect the task period in the recurrence plots.
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Figure 6.6: Recurrence plots for the signal-averaged data in 2 representative
subjects. Left: subject 3 (τ = 2 and d = 4). Right: subject 4 (τ = 3 and
d = 4). Both recurrence plots are based on the signal-averaged data. The
black bars indicate the task periods.
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6.3 Histograms
Prior to the statistical analysis of the 3 periods, I checked the maximum
elements of the recurrence plots based on the signal-averaged data. The
maximums ranged widely from 0.024 to 0.568 among the subjects. Therefore,
I normalized the recurrence plots by the maximum element in the recurrence
plots based on each signal-averaged data. The 3 parts of the recurrence plots
were extracted from the normalized recurrence plot.
Friedman tests were performed to determine whether there was a signif-
icant difference among the periods (Figs. 6.7 and 6.8). For multiple com-
parisons, Scheffe tests were used to detect the significant differences between
periods with a significance level of α = 0.05. The results are shown in Tables
6.2–6.4.
6.3.1 Results of Average, Median, and Mode
For the average, median, and mode, the Friedman tests showed that there
were significant differences among the 3 periods (average: Q = 7.18, p <
0.05; median: Q = 8.45, p < 0.05; mode: Q = 12.2, p < 0.01). The results
are shown in Fig. 6.7. In addition, the Scheffe tests showed that there were
significant differences between the pre-task period and task period (average:
Q = 6.57, p < 0.05; median: Q = 7.36, p < 0.05; mode: Q = 6.24, p < 0.05).
However, for 3 statistics, there were no significant differences between the
post-task period and the other 2 periods. The results are shown in Tables
6.2–6.4.
6.3.2 Results of Maximum, Skewness, and Kurtosis
In contrast, for the maximum, skewness, and kurtosis, there were no sig-
nificant differences among the 3 periods (maximum: Q = 0.81, p = 0.67;
skewness: Q = 0.81, p = 0.67; kurtosis: Q = 0.27, p = 0.87). The results are
shown in Fig. 6.8. In MATLAB 2013, the kurtosis of the normal distribution
is known to be 3. To examine the rough sketch of histograms, Wilcoxon’s
signed rank tests were performed to assess the skewness and the kurtosis.
The results for skewness are shown in Table 6.5. The null hypothesis
was that the skewness was equal to 0. However, in all periods, the null
hypothesis was rejected, so skewness followed a distribution biased in the
negative direction.
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The results for kurtosis are shown in Table 6.6. In MATLAB, the kurtosis
of normal distribution is 3. Therefore, the null hypothesis was that the
median of kurtosis was equal to 3. In every period, the test failed to reject
this null hypothesis, at a significance level of 5 %.
6.3 Histograms 47
Figure 6.7: Results of the interquartile and statistical tests for the (a) aver-
age, (b) median, and (c) mode. n.s.: not significant. Friedman tests showed
that, for average, median, and mode, there were significant difference among
3 periods. For the post hoc test, Scheffe test was performed, and it was found
that there were significant difference between pre-task and task period. On
the contrary, there was no significant difference between post-task period and
the other 2 periods
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Table 6.2: Results of the post hoc test (Scheffe test) for the average of his-
tograms among the periods. The elements in the lower triangle are the test
statistics, and the elements in the upper triangle are the p-values. The me-
dian of average was significantly larger in the task period than in the pre-task
period (Q = 6.57, p < 0.05). However, there were no significant differences
between the post-task period and the other 2 periods.
Pre-task Task Post-task
Pre-task ∗ <0.05 0.15
Task 6.57 ∗ 0.83
Post-task 3.84 0.36 ∗
Table 6.3: Results of the post hoc test (Scheffe test) for the median of the
histograms among the periods. The elements in the lower triangle are the
test statistics, and the elements in the upper triangle are the p-values. Scheffe
test showed that the median of median was significantly larger in the task
period than in the pre-task period (Q = 7.36, p < 0.05). However, there
were no significant differences between post-task period and the rest of the
2 periods.
Pre-task Task Post-task
Pre-task ∗ <0.05 0.07
Task 7.36 ∗ 0.90
Post-task 5.11 0.20 ∗
Table 6.4: Results of the post hoc test (Scheffe test) for the mode of the
histograms among the periods. The elements in the lower triangle are the
test statistics, and the elements in the upper triangle are the p-values. The
median of mode was significantly larger in the task period than in the pre-task
period (Q = 6.24, p < 0.05). However, there were no significant differences
between the post-task period and the other 2 periods.
Pre-task Task Post-task
Pre-task ∗ <0.05 0.29
Task 6.24 ∗ 0.64
Post-task 2.44 0.88 ∗
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Figure 6.8: Results of the interquartile and statistical tests for the (a) max-
imum, (b) skewness, and (c) kurtosis. n.s.: not significant. Friedman test
showed that, for maximum, skewness, and kurtosis, there was no significant
difference among 3 periods.
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Table 6.5: Results for the Wilcoxon’s signed rank tests for skewness. It was
found that, in each period, the skewness is significantly larger than 0.
Pre-task Task Post-task
Z-score Z = 4.09 Z = 4.09 Z = 4.09
p-value p < 0.001 p < 0.001 p < 0.001
Table 6.6: Results for the Wilcoxon’s signed rank tests for kurtosis. It was
found that, in each period, the null hypothesis was not rejected.
Pre-task Task Post-task
Z-score Z = -1.12 Z = -1.70 Z = -1.15
p-value p = 0.263 p = 0.090 p = 0.249
Chapter 7
Discussion
In this chapter, I discuss the results shown in chapter 6.
7.1 Cancellation of two unknown constants in
NIRS data
NIRS data contains various kinds of noise (chapter 3). With signal-averaging,
stochastic noises such as mechanical noises are reduced. With the proposed
method in chapter 4, the effects of B and OPL can be canceled in the calcu-
lation. In fact, B can be canceled when the recurrence plots are calculated.
Additionally, normalizing the recurrence plots compensates for the effect of
OPL and the individual differences in brain activations.
Some physiological noises can also be compensated in the recurrence plots.
The scalp blood flow can be treated as constant because of its shallow path-
way [73]. Therefore, these types of noise do not affect much with comparison
in recurrence plots. Precisely, in general, periodic signals appear as regu-
lar patterns in recurrence plots, however, physiological noises, such as heart
beats, consist of different frequency spectrum [33]. Therefore, I will discuss
the effects of the physiological noises including heart rate in the future study.
7.2 Embedding Parameters
The embedding of NIRS data into a high-dimensional space has been re-
ported [71,72]. However, there is no study that has examined the statistical
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difference between the task period and non-task period. This study is the
first report to show the statistical difference between the task period and non-
task period based on recurrence plots. Also, I, for the first time, investigate
the dynamical changes that describe the brain activity with the statistical
changes in histograms derived from NIRS data in one dimension.
In this study, the embedding parameters remain the same throughout
the 3 periods for each subject. I analyzed five kinds of data: raw NIRS
data, signal-averaged data, and pre-task period, task period, and post-task
period data. If the embedding parameters differ statistically among the pe-
riods, each segment should be analyzed with its own embedding parameters.
However, there were no significant differences in the embedding parame-
ters between signal-averaged data, the pre-task period, the task period, and
the post-task period. Therefore, the 3 periods could be compared as sub-
recurrence plots within the recurrence plots of a signal-averaged time series.
The reason why the embedding dimension is larger in raw NIRS data than
in other 4 data is that signal averaging improves the signal to noise ratio.
7.3 Qualitative Analysis of Recurrence Plots
Recurrence plots can visualize the difference between periods. In Fig. 6.6,
in subject 3, the overall texture of the recurrence plots appears smooth.
However, the textures of 2 of the 3 periods are different, suggesting that they
have different hidden structures. In contrast, in subject 4, there were marked
differences in the recurrence plots, which may correspond to differences in the
amplitudes between the periods. Overall, in all subjects, there were apparent
differences among recurrence plots in the 3 periods.
7.4 Quantitative Analysis of Histograms
Recurrence plots can also be used to discriminate between task periods sta-
tistically. In this study, the Friedman test was used as a non-parametric
multiple comparison test. The null hypothesis was that there was no signifi-
cant difference in statistics between task periods. The results of the Friedman
test for histograms (Fig. 6.7), showed that, for 3 of 6 statistics (the average,
median, and mode), the null hypothesis was rejected. Moreover, the Scheffe
tests showed that there were significant differences between the pre-task pe-
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riod and the task period for the average, median, and mode. Hence, the
recurrence plots discriminated between the pre-task period and task period
both visually and statistically.
7.5 Changes in Dynamical Systems
The Friedman test showed that, for the maximum, skewness, and kurtosis
there was no significant difference among the periods (Fig. 6.8). According
to the Wilcoxon’s signed rank test, the skewness followed the distribution for
which the median was larger than zero (Table 6.5). Thus, the rough sketch
of the histograms was left-biased throughout the 3 periods. The Wilcoxon’s
test also showed that the distribution of kurtosis is not significantly differ-
ent from what would be obtained for univariate normal histograms (Table
6.6). Therefore, throughout the periods, the histogram derived from the
recurrence plots kept its shape statistically, and shifted vertically in the pos-
itive direction from the pre-task to the task period. From the task period
to the post-task period, the histogram shifted in the negative direction back
to the steady state. In other words, the dynamical changes that describe
the brain activity emerged as quantitative changes in the histogram derived
from the NIRS data. The relationship between the dynamical changes and
the location of histogram is shown in Fig. 7.1.
7.6 Consistency with Physiological Knowl-
edge
The obtained results are consistent with the hemodynamic response occurring
gradually in 3 to 5 seconds after the neuronal activity, and returning to
the steady state slowly over a maximum of 10 s after neuronal response
stops. The intentional control of a motor sequence requires a wired neuronal
activation network [74,75], and the histogram shifts in the positive direction
during the task period because of its activation. The proposed method shows
that statistically significant differences in the histogram derived from NIRS
data describe the dynamical changes in brain activity.
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Figure 7.1: Schematic explanation of the relationship between the dynamical
changes and the histogram location in median. Dynamical changes which
drive the brain activity can be visualized with the location of histograms.
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7.7 Further Studies
Recently, the measurements with NIRS are getting more familiar in laborato-
ries, in clinical scene and BCIs. In a laboratory, NIRS helps us to understand
what we do, what we feel, and what we think. In a clinical study, it helps
us to validate the conditions in pre- and post-operative subjects, a person
with hemiplegia treatment, or a person with psychiatric diseases. For BCIs,
it helps us to drive a wheelchair, manipulate the device in hazardous places,
and control a prosthesis. To realize better BCIs, improvements of both soft-
ware and hardware will be needed. The proposed method is very simple and
easy to treat, so it is appropriate for real-time analysis; therefore, it would
contribute to future of NIRS studies in many aspects.
Chapter 8
Conclusion
To detect the differences among task and non-task periods in NIRS data, re-
currence plots were used. The histograms derived from the recurrence plots
for the pre-task period, task period, and post-task period revealed the statis-
tical difference between the pre-task period and task period. Furthermore,
throughout the periods, the histograms maintained their shape statistically,
and shifted horizontally in accordance with the task or non-task periods.
The proposed method shows that the recurrence plots can distinguish
task periods visually and statistically. Also, this method is helpful for de-
tecting the changes in dynamical systems which describe the brain activity.
Therefore, it would contribute to the treatments for the rehabilitation or
pattern recognition for BCIs.
Appendix A
Recurrence plots of signal
averaged data in all subjects
In this appendix, the results of recurrence plots of signal-averaged data in all
subjects are shown.
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Figure A.1: Recurrence plots for the signal-averaged data in subject 1 (τ = 1
and d = 4).
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Figure A.2: Recurrence plots for the signal-averaged data in subject 2 (τ = 2
and d = 4).
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Figure A.3: Recurrence plots for the signal-averaged data in subject 3 (τ = 2
and d = 4).
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Figure A.4: Recurrence plots for the signal-averaged data in subject 4 (τ = 3
and d = 4).
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Figure A.5: Recurrence plots for the signal-averaged data in subject 5 (τ = 2
and d = 4).
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Figure A.6: Recurrence plots for the signal-averaged data in subject 6 (τ = 3
and d = 4).
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Figure A.7: Recurrence plots for the signal-averaged data in subject 7 (τ = 1
and d = 4).
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Figure A.8: Recurrence plots for the signal-averaged data in subject 8 (τ = 1
and d = 4).
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Figure A.9: Recurrence plots for the signal-averaged data in subject 9 (τ = 1
and d = 5).
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Figure A.10: Recurrence plots for the signal-averaged data in subject 10
(τ = 2 and d = 5).
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Figure A.11: Recurrence plots for the signal-averaged data in subject 11
(τ = 1 and d = 5).
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Figure A.12: Recurrence plots for the signal-averaged data in subject 12
(τ = 2 and d = 5).
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Figure A.13: Recurrence plots for the signal-averaged data in subject 13
(τ = 1 and d = 4).
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Figure A.14: Recurrence plots for the signal-averaged data in subject 14
(τ = 1 and d = 4).
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Figure A.15: Recurrence plots for the signal-averaged data in subject 15
(τ = 1 and d = 4).
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Figure A.16: Recurrence plots for the signal-averaged data in subject 16
(τ = 3 and d = 4).
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Figure A.17: Recurrence plots for the signal-averaged data in subject 17
(τ = 3 and d = 4).
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Figure A.18: Recurrence plots for the signal-averaged data in subject 18
(τ = 1 and d = 6).
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Figure A.19: Recurrence plots for the signal-averaged data in subject 19
(τ = 4 and d = 4).
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Figure A.20: Recurrence plots for the signal-averaged data in subject 20
(τ = 2 and d = 4).
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Figure A.21: Recurrence plots for the signal-averaged data in subject 21
(τ = 3 and d = 4).
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Figure A.22: Recurrence plots for the signal-averaged data in subject 22(τ =
4 and d = 5) .
Appendix B
Friedman Test
Friedman test is a non-parametric multiple comparison test for related sam-
ples (for 3 or more groups). This test is used for detecting the difference in
median among groups. The null hypothesis is that the medians are equal
among the groups.
Originally, Friedman test is used for one way repeated measures analysis
of variance by ranks. Friedman is similar to Kruskal-Wallis test as a location
test, but it is different in that, in Friedman test, samples are related, whereas
in Kruscal Wallis test samples are independent.
First of all, prepare the data for related samples, {xij}i,j. Let N be the
number of subjects, and k be the number of tasks (in this study, N=22 and
k=3). Then, rank the data {xij}i,j row-wisely as {rij}i,j, and calculate the





Secondly, let m be the average of all elements of {rij}i,j. It is trivial that


















Test statistics Q is defined as follows,
Q = (k − 1)SDG
SDE
. (B.5)
Schematic procedure above is shown in Figs. B.1 and B.2.
If N or k is sufficiently large (N > 15 or k > 4), Q follows the χ2 dis-
tribution of (k - 1) degree. Under the given significant level, check whether
the null hypothesis is rejected or not. If χ2(k - 1, α) < Q, then the null
hypothesis is rejected at the significant level α.
Notation: If k and N are not large sufficiently enough, then alternative
statistics can be used [69].
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Figure B.1: Calculation of statistic in Friedman test. {xij}i,j: Data for
related samples. {rij}i,j: Ranked data based on {xij}i,j.
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Figure B.2: Calculation of statistic in Friedman test(conti.). Test statistic Q
follows χ2(k - 1, α).
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