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Part I
Polynomials with all real roots
1
CHAPTER
1
-
Polynomials in One Variable
1.1 Notation and basic definitions
We begin with the definitions of the various kinds of interlacing, the classes of
polynomials of interest, and the properties of linear transformations that we
shall be using.
If f is a polynomial of degree n with all real roots, then define
roots(f) = (a1, . . . ,an)
where a1 6 a2 6 · · · 6 an are the roots of f(x) = 0. If we write roots(f) then
we are assuming that f actually has all real roots. Given two polynomials f, g
with roots(f) = (a1, . . . ,an) and roots(g) = (b1, . . . ,bm) then we say that f
and g interlace if these roots alternate. If all the roots are distinct then there are
only four ways that this can happen:
g≪ f a1 < b1 < a2 < b2 < · · · < an < bn (1.1.1)
g⋖ f b1 < a1 < b2 < a2 < · · · < bn
f≪g b1 < a1 < b2 < a2 < · · · < bn < an
f⋖ g a1 < b1 < a2 < b2 < · · · < an.
We define g≫ f to mean that f≪g, and g⋗ f to mean f⋖g. Notice that when
we write f≪g we assume that both f and g have all real roots, which are
necessarily distinct. If two polynomials interlace then their degrees differ by
at most one.
If the inequalities in (1.1.1) are relaxed, so that all inequalities “<” are re-
placed by “6”, then we write g≪ f, g⋖ f, f≪g and f⋖g respectively. We
call interlacings with ⋖ or ≪ strict interlacings. It’s easy to see that non-strict
interlacings are limits of strict interlacings - see Remark 9.104 for a non ad hoc
argument.
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If f and g are two polynomials such that there is a polynomial hwith f≪h,
g≪h, (or h⋖g, h⋖ f) then we say that f, g have a common interlacing. Unless
stated otherwise, we assume that f and g have the same degree.
The two interlacings f≪g and f⋖g have very similar properties. To elim-
inate many special cases, we introduce the notation
f←− g which means f≪g or f⋖g
One way to remember this notation is to notice that f←− gmeans that
• f and g interlace
• The largest root belongs to f.
• The arrow points to the polynomial with the largest root.
There are several important subclasses of polynomials with all real roots.
P = { all polynomials with all real roots}
Ppos = { all polynomials with all real roots, all negative,
and all coefficients are the same sign}
Palt = { all polynomials with all real roots, all positive,
and the coefficients alternate in sign}
P± = Palt ∪ Ppos
PI = { all polynomials with all real roots, all roots lying in a set I}
P± = P(−∞,0] ∪ P[0,∞)
It is helpful to remember that that Ppos has a superscript pos because when-
ever the leading coefficient is positive all the coefficients are positive. If we
want to only consider polynomials of degree n then we write P(n), Ppos(n),
and so on.
We are particularly interested in properties of linear transformations of
polynomials. Suppose that T is a linear transformation that maps polynomials
to polynomials.
• T preserves roots if whenever f has all real roots, so does Tf. Using the
notation above, we can write this as T : P −→ P.
• T preserves interlacing if whenever f and g interlace, so do Tf and Tg.
• T preserves degree if the degrees of f and Tf are the same.
• T preserves the sign of the leading coefficient if f and Tf have leading coeffi-
cients of the same sign.
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The quintessential interlacing theorem is a well known consequence of
Rolle’s Theorem. The proof given below analyzes the graph of f and f′ - see
Remark 9.68 and Remark 15.28 for proofs that do not involve any analysis of
the graph.
Theorem 1.1. If f is a polynomial with all real roots, and all these roots are distinct,
then f⋖ f′.
Proof. By Rolle’s Theorem, there is a root of f′ between consecutive roots of f.
If the degree of f is n, then there are n − 1 intervals between roots of f, so f′
has at least n− 1 roots. Since f′ has degree n− 1, it has exactly n− 1 roots.
If f has all real roots, but all the roots of f are not distinct, then f and f′ have
roots in common. In this case we have that f⋖ f′.
The derivative operator Df = f′ is of fundamental importance. It is a linear
transformation P −→ P, Palt −→ Palt, and Ppos −→ Ppos. We just observed
that D preserves roots. We will see in Theorem 1.47 that it also preserves
interlacing.
We will occasionally make use of the stronger version of Rolle’s theorem
that states that there are an odd number of roots (counting multiplicity) of f′
between any two consecutive distinct roots of f.
Example 1.2. If f is a polynomial with all real roots, then it is not necessarily
true that some anti-derivative of f has all real zeros. Equivalently, the deriva-
tive does not map P(n) onto P(n − 1). A quintic p(x) such as in Figure 1.1 has
four critical points, so p′ has four zeros. However, no horizontal line intersects
p in more than three points, and so no integral of p′ will have more than three
roots. For instance, (x+1)(x+2)(x+4)(x+5) is not the derivative of a quintic
with all real roots.
Figure 1.1: A quintic with 4 critical points, and at most 3 roots
We introduce a relation that is weaker than interlacing. See Section 1.10 for
more properties.
Definition 1.3. Suppose that
f(x) = (x − r1) · · · (x− rn) r1 6 r2 · · · 6 rn
g(x) = (x − s1) · · · (x− sm) s1 6 s2 · · · 6 sm
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We say that g ◭ f ifm 6 n, and si 6 ri for i = 1, . . . ,m.
In other words, each root of g is at most the corresponding root of f. Note
that the degrees of f and g do not need to be equal.
Common interlacing and ◭ imply interlacing. The proof of the Lemma is
immediate.
Lemma 1.4. If
1. f ◭ g
2. f and g have the same degree
3. f and g have a common interlacing
then f≪g.
Common interlacings can be split into two interlacings.
Lemma 1.5. If f, g have the same degree and have a common interlacing then there
are f1, f2, g1, g2 ∈ P such that
f1 ←− g1 f = f1f2
g2 ←− f2 g = g1g2
Proof. Choose h⋖g and h⋖ f. There is one root ri of f and one root si of g
between the ith and (i+1)st roots of h. We may assume that the roots of f and
g are distinct. The desired polynomials are defined by
roots(f1) = {ri | ri < si} roots(g1) = {si | ri < si}
roots(f2) = {ri | ri > si} roots(g2) = {si | ri > si}
Remark 1.6. Here are a few important properties about polynomials. See [141].
First of all, the roots of a polynomial are continuous functions of the coeffi-
cients. Consequently, if a sequence of polynomials {fn} converges to the poly-
nomial f and all fn have all real roots, then so does f. In addition if there is a
polynomial g such that g ←− fn for all n then g ←− f. We should also men-
tion that roots of polynomials with real coefficients come in conjugate pairs.
It follows that if a polynomial of degree n has n − 1 real roots, then it has all
real roots. Lastly, if fg has all real roots, then so do f and g.
1.2 Sign interlacing
The easiest way to show that two polynomials with all real roots interlace is
to show that one sign interlaces the other. The sign of a number c is defined as
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sgn c =


1 if c > 0
−1 if c < 0
0 if c = 0
We say that f sign interlaces g if the sign of f alternates on the roots of g.
More precisely, there is an ǫ = ±1 so that if r is the i-th largest root of g then
the sign of f(r) is ǫ(−1)i.
We usually assume that polynomials have positive leading coefficient. In
this case, if f≪g then there is exactly one root of f that is larger than the
largest root r of g. Since f has positive leading coefficient, it must be the case
that f(r) is negative. Consequently, if g has degree n then the sign of f at the
i-th largest root of g is (−1)i+n+1.
It should be clear that if f and g interlace then f sign interlaces g, and g
sign interlaces f. The converse is not always true, and is discussed in the first
three lemmas. Figure 1.2 shows two interlacing polynomials f≪g, where f is
the dashed line, and g the solid line. The solid circles indicate the value of f at
the zeros of g - notice that these circles alternate above and below the x-axis.
Figure 1.2: Two interlacing polynomials
Lemma 1.7. Suppose f, g are polynomials satisfying
• f has all real roots, all distinct.
• deg(f) = deg(g) + 1
• g sign interlaces f
then f⋖g.
Proof. Assume that f has n roots. Since the sign of g alternates between con-
secutive roots of f, we find n − 1 roots of g, one between each pair of consec-
utive roots of f.
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If we knew that f sign interlaced g in Lemma 1.7, then it does not follow
that f⋖g. For instance, take f = x3 and g = (x − 1)(x + 1), so that the roots
of f and g are {0, 0, 0} and {−1, 1}. The reason that g and f do not interlace is
that although we have roots of f between roots of g, there aren’t any roots of
f outside of the roots of (g). In order to find these roots, we must control the
behaviors of f and g by specifying appropriate signs at the largest and smallest
roots of g.
Figure 1.3 shows graphically that if f (solid) sign interlaces g (dashed) then
it is possible that f is not interlaced by g.
Figure 1.3: Sign interlacing doesn’t imply interlacing.
Lemma 1.8. Suppose f, g are polynomials satisfying
• f has all real roots, all distinct.
• deg(f) = deg(g) − 1
• g has positive leading coefficient.
• g sign interlaces f.
• Let α be the smallest root of f, and β the largest root of f. If either
1. sgn f(β) = −1 or
2. sgn f(α) = 1
then g⋖ f.
Proof. Since g sign interlaces f there is a root of g between adjacent roots of
f. This determines deg(f) − 2 roots, so it remains to find where the last two
roots are. If sgn(g(β)) = −1 then since limx→∞ sgn(g(x)) = 1 there are an
odd number of roots (hence exactly one) to the right of β. Similarly there is a
root to the left of α. See Figure 1.3.
If f and g both have the same degree and they sign interlace, then either
f≪g or g≪ f. Again, we need extra information about the behavior on the
extremes to determine which case holds. Figure 1.4 shows the two possibili-
ties.
Lemma 1.9. Suppose f, g are polynomials satisfying
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Figure 1.4: Interlacing when the degrees are equal.
• f has all real roots, all distinct.
• g has positive leading coefficient.
• deg(f) = deg(g) = n
• g sign interlaces f.
• Let α be the smallest root of f and β the largest root. Then
1. If sgn g(β) = 1 then f≪g.
2. If sgn g(β) = −1 then g≪ f.
3. If sgn g(α) = −(−1)n then g≪ f.
4. If sgn g(α) = (−1)n then f≪g.
Proof. Assume that f has n roots. Since the sign of g alternates between con-
secutive roots of f, we find n − 1 roots of g, one between each pair of consec-
utive roots of f. Now g has an odd number of roots in each of these intervals,
and there cannot be three roots of g in any of them, for then g would have at
least n+ 2 roots, so there is one more root of g, to either the left of the smallest
root of f, or to the right of the largest root. Thus, we have either f≪g or g≪ f.
All four parts are similar, so we will only establish the first one. Assume
that sgn g(β) = 1. Counting the number of alternations of sign of g gives
lim
x→−∞ sgng(x) = (−1)n
sgn g(α) = (−1)n−1sgn β = (−1)n−1
and hence there is a root of g in (−∞,α). This shows that f≪g.
As a first consequence of these elementary but fundamental results, we
choose
Lemma 1.10. If f, g have positive leading coefficients and there is an h so that h←−
f, g then for all positive α and β the linear combination αf+βg has all real roots and
h←− αf+ βg.
Proof. f, g both sign interlace h, and since they have positive leading coeffi-
cients, they are the same sign on all the roots of h. Consequently, αf + βg has
the same sign on a root of h as does f or g. The result follows from Lemmas 1.9
and 1.8.
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Although the sum of two arbitrary polynomials with all real roots does not
necessarily have all real roots, they might if one of them is sufficiently small.
Lemma 1.11. Suppose f ∈ P has degree n and all distinct roots. If g ∈ P has degree
n + 1 then f+ ǫg ∈ P for sufficiently small ǫ.
Proof. The roots of f + ǫg converge to the roots of f as ǫ goes to zero. Since
the n roots of f are all distinct, f + ǫg has n real roots for ǫ sufficiently small.
Since there is only one root unaccounted for, it must be real.
The next well-known lemma is easy to see geometrically.
Lemma 1.12.
1. If there is an α such that f(x) + c ∈ P for all |c| > α then f is linear.
2. If there is an α such that f(x) + c ∈ P for all c > α then f is quadratic with
negative leading coefficient.
3. If there is an α such that f(x) + c ∈ P for all c < α then f is quadratic with
positive leading coefficient.
Sign interlacing determines the intervals where sums of polynomials have
roots. In general the roots lie in alternating intervals, but which set of inter-
vals depends on the behavior at infinity. This is in turn determined by the
sign of the leading coefficient of the sum. For instance Figure 1.5 shows two
polynomials f (dashed) and g (solid). The intervals on the x-axis where f+αg
has roots for positive α are solid; the intervals where they do not have a root
(since both functions have the same sign) are dotted.
g f
Figure 1.5: Intervals containing roots of f + αg, α > 0.
Lemma 1.13. Assume that polynomials f, g,h have positive leading coefficients. If f
and g interlace, and
∣∣∣ f gg h ∣∣∣ < 0 for all x then g and h interlace. In more detail we can
say that
• If f⋖g then g⋖h.
• If f≪g then g←− h.
• If f⋗g then g −→ h.
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• If f≫g then g≫h.
Proof. Assume that the degree of g is n. If r is a root of g then upon evaluating
the determinant at rwe find that f(r)h(r) < 0. Since f sign interlaces g, so also
does h sign interlace g. This implies that the degree of h is at least n − 1. It is
not possible that the degree of fh is greater than 2n, for then fh − g2 will be
positive for large values of x, since the leading coefficient of fh is positive. We
now consider the four cases in turn.
If f⋖g then the degree of f is n + 1. Since the degree of h is at least n − 1,
and the degree of fh is at most 2n, the degree of h is exactly n − 1. Since h
sign interlaces g, we can apply Lemma 1.7 to conclude that g⋖h.
If f⋗ g then the degree of f is n − 1, and the degree of h is either n + 1,
n − 1 or n. The sign of f at the largest root r of g is positive, so the sign of h
at r is negative. Since the leading coefficient of h is positive, there is a root of
h in (r,∞), and so the degree of h can not be n − 1. Lemma 1.9 now implies
that h⋖g if the degree of h is n+ 1. If the degree of h is n then h≪g.
When f≫g then the degree of h is n or n − 1. Again the sign of f on the
largest root r of g is positive, so there is a root of h in (r,∞). Thus h has exactly
n roots and g≫h.
If f≪g then a similar argument applies.
Corollary 1.14. If f⋖g have positive leading coefficients and h = af + (bx + c)g
then h⋖g if and only if the sign of the leading coefficient of h is sign(a).
Proof. Since f sign interlaces g it follows that h sign interlaces g. If β is the
largest root of g then f(β) < 0 so the sign of h(β) is −sign(a). Use Lemma 1.8.
As a consequence we get a special case that will prove useful later.
Corollary 1.15. If g ∈ P(n) has positive leading coefficient and a 6∈ (0,n) then
xg′ − ag ∈ P.
If a ∈ (0,n) and g has p positive roots and m negative roots then xg′ − ag has
at least p − 1 positive roots and at least m − 1 negative roots. It is possible that
xg′ − ag 6∈ P.
Proof. Wemay assume that the leading coefficient of g is 1. The leading coeffi-
cient of xg′−ag is (n−a). If a > n then we can apply Corollary 1.14. If a < 0
then note that xg⋖g and xg⋖ xg′ and therefore xg⋖ xg′ + (−a)g.
If a ∈ (0,n) then xg′ − ag sign interlaces the positive roots of g and the
negative roots of g. This implies that it has at least p − 1 positive roots, and
m − 1 negative roots, but it does not imply that the remaining two roots are
real. For example, if g = x2 − 1 and a = 1 then xg′ − g = x2 + 1 which has no
real roots.
The locations of the roots of an arbitrary linear combination can be nearly
any value. For instance,
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Lemma 1.16. If f, g interlace, are not multiples of one another, and (a,b) is any
non-empty interval then there is an α such that
• f+ αg ∈ P.
• f+ αg has a root in (a,b).
Proof. Choose an r ∈ (a,b) that is not a root of g. If we define α = − f(r)
g(r)
then
r is a root of f + αg. Now f + αg is not the zero polynomial since f and g are
not multiples of one another, so f+ αg is in P.
However, in the case of the derivative, we can give precise information
about the location of the roots of a linear combination.
Lemma 1.17. If f ∈ P(a,b)(n) and α > 0 then f + αf ′ ∈ P(a−αn,b).
Proof. The only question is the location of the smallest root. Assume f has
positive leading coefficient. Since sgn f(a − αn) = (−1)n it suffices to show
that
1
α
>
−f ′
f
(a− αn) (1.2.1)
since this implies sgn (f + αf ′)(a − αn) = (−1)n. Suppose that the roots of f
are r1, . . . , rn. Then
−f ′
f
(a− αn) =
∑ 1
αn− a+ ri
Now since ri > a it follows that αn− a+ ri > αn and so
1
α
= n
1
αn
>
∑ 1
αn− a+ ri
The following lemma combines addition and subtraction, since f2 − g2 =
(f + g)(f − g). It is not a coincidence that the terms come from the binomial
expansion (f + g)2 - the result will be generalized in Lemma 20.36.
Lemma 1.18. Suppose that f≪g, the leading coefficient of f is cf, and the leading
coefficient of g is cg.
If |cf| > |cg| then f
2 − g2 ≪ 2 fg
If |cf| < |cg| then f
2 − g2 ≫ 2 fg
If |cf| = |cg| then f
2 − g2 ⋗ 2 fg
Proof. The proof is a standard sign interlacing argument. For example, if the
degree is 3, then the diagram below shows where the roots of f + g (marked
“+”) and f − g (marked “–”) are:
g
+
f
−
g
+
f
−
g
+
f
In the third case this is all of the roots. In the first case there is a root on the
far right, and in the second case the remaining root is on the far left.
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The following convolution lemma is a non-obvious consequence of sign in-
terlacing. It will be generalized to a wider class of polynomials in Lemma 3.16.
Lemma 1.19. Choose a1 6 · · · 6 an, b1 6 · · · 6 bn and define f =
∏
(x − ai),
g =
∏
(x − bi). The following polynomial has all real roots
h =
n∑
i=1
(
f
x− ai
)
·
(
g
x− bn+1−i
)
Proof. Without loss of generality we may assume that the roots of fg are r1 <
· · · < r2n. We will show that the sign of h(rm) only depends on m. More
precisely, we show that sgn(h(rm)) = (−1)
m+1 ifm 6 n, and (−1)m ifm > n.
This shows that there are 2n− 2 intervals between roots where the sign at the
endpoints is positive and negative, so h has 2n − 2 roots, and hence is in P
since its degree is 2n− 2.
We may assume that rm = ai. Almost all terms of h are zero when evalu-
ated at rm:
h(rm) =
(
f
x − ai
· g · 1
x− bn+1−i
)
(ai)
We investigate each of the three factors in turn. The first factor is simply f′(ai),
and the sign of this is (−1)i+n.
Next, since g(ai) =
∏
j(ai − bj), the sign of g(ai) depends on the number
of bj’s that are greater than ai. Since ai is the m-th largest root, there are
exactlym−i roots of g that are smaller than ai, and hence there are n−(m−i)
roots of g that are greater than ai. Therefore, sgn(g(ai) = (−1)
n−m+i.
Finally, consider the sign ǫ of ai − bn+1−i. The largest j such that bj is
less than ai is j = m − i. Consequently, the sign ǫ is negative whenever
(n + 1 − i) > m − i, and so ǫ = 1 ifm 6 n and −1 ifm > n. Combining these
calculations shows that the sign of h(rm) is (−1)
i+n(−1)n−m+iǫ which is as
claimed.
1.3 A quantitative version of sign interlacing
If f, g are two polynomials of the same degree n that sign interlace, then we
know the signs of g evaluated at the n roots of f. This is similar to interpola-
tion, where we are given the values of g, not just the signs, at these roots and
use this information to determine g. We can combine these two ideas to give
a quantitative version of sign interlacing.
Let f be a polynomial with distinct roots roots(f) = (a1, . . . ,an). The n
polynomials
f(x)
x− a1
, · · · , f(x)
x − an
are of degree n − 1 and form a basis for the polynomials of degree n − 1. If
we add any polynomial of degree n (e.g. f itself) then we get a basis for the
polynomials of degree n.
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Lemma 1.20. Assume that f is a polynomial of degree n, with positive leading co-
efficient, and with roots {a1, . . . ,an}. Suppose that g is a polynomial with positive
leading coefficient.
1. If g has degree n − 1 and we write
g(x) = c1
f(x)
x− a1
+ · · · + cn f(x)
x − an
(1.3.1)
then f⋖g if and only if all ci are positive.
2. If g has degree n and we write
g(x) = cf(x) + c1
f(x)
x− a1
+ · · ·+ cn f(x)
x− an
(1.3.2)
then c is positive, and
• f≪g if and only if all ci are positive.
• f≫g if and only if all ci are negative.
3. If g has degree n + 1 and we write
g(x) = (dx+ c)f(x) + c1
f(x)
x− a1
+ · · · + cn f(x)
x− an
(1.3.3)
then d is positive, and g⋖ f if and only if all ci are negative.
Proof. Evaluate g (in all three cases) at the roots of f:
g(ai) = ci(ai − a1) · · · (ai − ai−1)(ai − ai+1) · · · (ai − an)
so sgng(ai) = sgn(ci)(−1)
i+n. In the first case we know that deg(g) =
deg(f) − 1. If all the ci have the same sign then g sign interlaces f, and the
result follows from Lemma 1.7.
In the second case, if all ci are positive, and deg(g) = deg(f), then g sign
interlaces f. Since the sign of g at the largest root an of f is the sign of the
leading coefficient of f, and the leading coefficient of g is positive, the result
follows from Lemma 1.9.
In the third case, sgn g(an) = sgn cn and since the leading coefficient of g
is positive, we find g⋖ f by Lemma 1.8.
Conversely, if f⋖g, then g sign interlaces f, and so the signs of g(ai) al-
ternate. Thus, all ci’s have the same sign, which must be positive since the
leading coefficient of g is positive. The converses of the second and third
cases are similar, and omitted.
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Remark 1.21. We can extend Lemma 1.20 by noticing that we do not require
the coefficients ci to be constant. If ci(x) is positive (or negative) on an interval
containing the roots of f, then g sign interlaces f.
One special case of (1.3.1) is when all the c1 are 1. In this case, g is exactly
the derivative of f.
If we relax the positivity and negativity conditions of the parameters ci’s
in Lemma 1.20, then we still have interlacing. For example, when the degree
of g is n − 1, then f⋖ g if and only if all ci are non-negative. This case where
some of the coefficients ci are zero follows by continuity.
Corollary 1.22. If f⋖g have positive leading coefficients then
xf − bg⋖ f for any positive b. In addition, xg + bf⋖g. If b is negative then it is
possible that xf− bg and xg+ bf are not in P.
Proof. The first is immediate from Lemma 1.20 if we write
g =
∑
ci
f
x− ai
. In the second case we can write f = αxg+βg−rwhere g⋖ r.
Since (xg+ bf) + γg = (α+ b)g+ (bβ+ γ)g− br the conclusion follows.
We can also get interlacings such as xg+bf⋖g if we restrict g to Ppos. See
Lemma 2.15.
The equation
(−1)i+nsgng(ai) = sgn ci (1.3.4)
shows that the signs of the ci’s encode the sign of g evaluated at the roots of f.
We can easily determine the ci’s in terms of g and f. For instance, if f⋖g then
ci = g(ai)/f
′(ai).
There is another condition on the signs of the coefficients in (1.3.1) that
implies that g has all real roots.
Lemma 1.23. Suppose that the roots of the monic polynomial f are a1 < a2 < · · · <
an. If c1, . . . cn in (1.3.1) has exactly one sign change then g(x) in (1.3.1) has all real
roots. If c1, . . . , cn has exactly two sign changes, c1 > 0, and
∑
ci < 0 then g(x)
has all real roots.1
Proof. If the ci’s have exactly one sign change, then assume that the terms
of the sequence c1, . . . , cr are positive, and cr+1, . . . , cn are negative. (1.3.1)
shows that g sign interlaces f between a1, . . . ,ar giving r − 1 roots, and also
between ar+1 . . . ,an giving n − r − 1 roots for a total of n − 2 roots. Since g
has degree n − 1 it follows that g has all real roots.
If there are exactly two sign changes then the above argument shows that
there are at least n − 3 real roots. The ci’s are initially positive, then negative,
and then positive again. The leading coefficient of g is
∑
ci which is negative,
and since sgn g(an) = sgn cn > 0 there is a root of g in the interval (an,∞),
which again implies that g has all real roots.
1The condition
∑
ci < 0 is necessary. If f(x) = (x+ 1)(x+ 2)(x+ 3) then a quick computation
shows that fx+1 −
f
x+2 +
f
x+2 6∈ P, and
∑
ci = 1.
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Common interlacing puts no restrictions on the signs of the coefficients.
Lemma 1.24. Any sign pattern can be realized by a pair of polynomials with a com-
mon interlacing.
Proof. This means that if we are given any sequence ǫi of pluses and minuses
then we can find two polynomials g1, g2 with a common interlacing such that
if g2 =
∏
(x− ri) and
g1 = bg2 +
∑
ai
g2(x)
x− ri
then sign(ai) = ǫi.
We prove this constructively; the initial cases are trivial. Assume we are
given g1, g2 as above, and choose α > β to both be smaller than the smallest
root of g1g2. We will show that the sign sequence of
f1 = (x − α)g1, f2 = (x− β)g2
is
+, ǫ1, . . . , ǫn
By construction f1 and f2 have a common interlacing. Now ai = g1(ri)/g
′
2(ri).
Thus the sequence of signs determined by f1, f2 is
f1(β)
f ′2(β)
,
f1(r1)
f ′2(r1)
, . . . ,
f1(rn)
f ′2(rn)
Now
f1(β)
f ′2(β)
= (β− α)
g1(β)
g ′2(β)
f1(ri)
f ′2(ri)
=
(ri − α)g1(ri)
(ri − β)g2(ri) + g
′
2(ri)
= (ri − α)
f1(ri)
f ′2(ri)
Since β is smaller than all the roots of g1 and g2, the signs of g1(β) and g
′
2(β)
are opposite. Also ri − α is positive, so the signs are as claimed.
If we choose α > β instead, we get a minus sign for the sign, so all possi-
bilities can happen.
The next result is a simple consequence of quantitative sign interlacing,
and is useful for establishing many interlacing results.
Lemma 1.25. Assume f, g, j, k ∈ P have positive leading coefficients, and f⋖g,
k≪ f≪ j. Define
h = ℓ1f+ ℓ2j+ ℓ3k+ qg
where ℓ1, ℓ2, ℓ3 are linear, and q is at most quadratic. The interlacing h⋖ f holds if
these three conditions are true:
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1. The leading coefficients of ℓ1, ℓ2, ℓ3 are positive.
2. q and ℓ2 are negative on the roots of f.
3. ℓ3 is positive on the roots of f.
Proof. Assume that roots(f) = (a1, . . . ,an) and write
g =
∑
αi
f
x− ai
j = βf+
∑
βi
f
x− ai
k = γf+
∑
γi
f
x− ai
where αi,βi,β,γ are positive, and γi is negative. From the definition
h = (ℓ1 + βℓ2 + γℓ3)f+
∑
(βiℓ2 + γiℓ3 + αiq)
f
x − ai
.
The hypotheses guarantee that the leading coefficient of ℓ1 + βℓ2 + γℓ3 is pos-
itive, and that βiℓ2 + γiℓ3 + αiq is negative on the roots of f. The result now
follows from Lemma 1.20.
We will see consequences of the theorem in § 2.2.4. As a quick example,
xf− f− f′ ∈ P if f ∈ P (1.3.5)
because ℓ1 = x−1, ℓ2 = ℓ2 = 0,q = −1 satisfy conditions 1, 2, 3. The hypotheses
on ℓ1, ℓ2, ℓ3 can be weakened by only requiring that ℓ1 + βℓ2 + γℓ3 has positive
leading coefficient.
If we assume that all roots of f are positive (or negative) we can get more
specific interlacing results. These interlacing facts will be useful in showing
that various linear transformations preserve interlacing. See § 2.2.4.
If polynomials f, g are in the relation f←− g, then g behaves like a deriva-
tive of f.
Lemma 1.26 (Leibnitz Rule). Suppose that f, f1, g, g1 are polynomials with positive
leading coefficients, and with all real roots. Assume that f and g have no common
roots.
• If f←− f1 and g←− g1 then f1g, fg1, fg←− fg1 + f1g←− f1g1
In particular, fg1 + f1g has all real roots. Conversely, if f, g, f1, g1 are polynomials
that satisfy fg←− f1g+ fg1 then
1. f, g, f1, g1 ∈ P
2. f←− f1
3. g←− g1
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Proof. We only consider the case where the left hand side is fg, the other cases
are similar. Let f = a
∏n
1 (x− ai) , g = b
∏n
1 (x− bi) If we write
f1(x) = cf(x) + c1
f(x)
x− a1
+ · · ·+ cn f(x)
x − an
(1.3.6)
g1(x) = dg(x) + d1
g(x)
x− b1
+ · · · + dm g(x)
x− bm
(1.3.7)
where all the ci’s and di’s are positive and c,d are non-negative then
fg1 + f1g = (c+ d)f(x)g(x)+
c1
f(x)g(x)
x− a1
+ · · ·+ cn f(x)g(x)
x− an
+ d1
f(x)g(x)
x− b1
+ · · ·+ dm f(x)g(x)
x− bm
(1.3.8)
and the result follows from Lemma 1.20.
Conversely, if fg ←− fg1 + f1g then we first observe that f, g ∈ P. We
can write f1 in terms of f as in (1.3.6), and g1 in terms of g as in (1.3.7), but
we do not know the signs of the ci’s and the di’s. However, from (1.3.8) we
know all the coefficients are negative. Thus the ci’s and di’s are negative.
The coefficients c,d are non-negative since all the polynomials have positive
leading coefficients. Thus f←− f1 and g←− g1.
Corollary 1.27. Suppose that f⋖ g have positive leading coefficients, and a, c are
positive.
If ad 6 bc then (ax+ b)f + (cx + d)g ∈ P.
Proof. Note that ad 6 bc is equivalent to cx+d≪ax+b. Apply Lemma 1.26.
Remark 1.28. The Lame´ differential equation is
f(x)y′′ + g(x)y′ + h(x)y = 0 (1.3.9)
Heine and Stieltjes proved that if g ∈ P(p), and f⋖g then there are exactly(
n+p−1
n
)
polynomials h(x) such that the equation has a solution y which is a
polynomial of degree n. Moreover, both h and y are in P. The polynomials h
are called Van Vleck polynomials, and the corresponding solution is a Heine-
Stieltjes polynomial.
Although h and f do not interlace, we do have [151] that fy′⋖hy. To see
this, note that y′⋖y′′ and f⋖g, so by Leibnitz we have
fy′⋖ fy′′ + gy′ = −hy
This also shows that if y ∈ P then h ∈ P.
Recall that a cone is a set in a vector space that is closed under non-negative
linear combinations. Lemma 1.20 describes all polynomials that interlace a
given polynomial. If we restrict ourselves to polynomials with positive lead-
ing coefficients then this set of polynomials is a cone. This is also true for
polynomials in several variables - see Chapter 11.11.18.
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1.4 Elementary interlacings
In this section we use an algebraic definition of f≪g to derive many funda-
mental interlacings. The following is a simple consequence of Lemma 1.20.
Corollary 1.29. If f, g have positive leading coefficients then f ←− g if and only
there is a polynomial h with positive leading coefficient and non-negative α such that
f⋖h and g = αf+h. In addition, if g←− f then there is a positive α and an h with
positive leading coefficient satisfying f⋖h such that g = αf − h. If the interlacing
f←− g is strict then f⋖h.
If f ←− g then for any α,β the linear combination αf + βg interlaces f
and g. The exact direction depends on α and β. The converse is also true and
of fundamental importance – see Proposition 1.35. This result is useful, for it
gives us a simple way to show that the sum of certain polynomials with all
real roots has all real roots.
Corollary 1.30. Suppose f←− g, both f and g are monic, and α,β are non-zero.
If f≪g
αf+ βg −→ f if β and α+ β have the same sign
αf+ βg←− f if β and α+ β have opposite signs or α+ β = 0
αf+ βg←−g if α and α+ β have the same sign
αf+ βg −→g if α and α+ β have opposite signs or α+ β = 0
If f⋖g and α,β have the same sign
f←−αf+ βg←−g
f −→αf− βg←−g
Proof. Since f, g are monic we can write g = f + h as in Corollary 1.29. We
prove the first two assertions; the remainder are similar. Substitution yields
αf + βg = (α + β)f + βh. Since (α + β) and β are the same sign, the desired
interlacing follows since f→ f and h→ f.
For the second one, write in terms of g: αf+ βg = (α+ β)g− αh. If α+ β
and α have opposite signs then g→ f and h→ f.
We have seen that we can add interlacings. This is a fundamental way of
constructing new polynomials with all real roots. Here are some variations.
Lemma 1.31. Suppose f, g,h have positive leading coefficients, and α,β are positive.
1. If f←− g and h←− g then αf+ βh←− g.
2. If f←− g and f←− h then f←− αg+ βh.
3. If f←− g⋖h then αf− βh←− g.
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Proof. Immediate from the representations of Lemma 1.20 and Corollary 1.29.
An interlacing square is a collection of four polynomials f, g,h, k that inter-
lace as follows:
g
f k
h
. If we have such a square then there are interlac-
ings between certain products. It is interesting to note that although we do not
have the interlacing fg←− gk nor fg←− fh it is true that the sum interlaces:
fg←− gk+ fh.
Lemma 1.32. If f, g,h, k have positive leading coefficients and
g
f k
h
is an
interlacing square then
fh fg fk
fk+ gh fh+ gk
kg hk hg
Proof. The interlacings involving fk+gh follow from Corollary 1.30, as do the
right arrows from fh + gk. We now show that fg and gk + fh interlace. Let
f and g have roots {a1, . . . ,an} and {b1 6 · · · 6 bn}. Interlacing follows from
these evaluations at the roots of f and g:
sgn(gk + fh)(ai) = sgng(ai)k(ai) = 1
sgn(gk+ fh)(bi) = sgn f(bi)h(bi) = −1
Since f←− g the sign of gk+ fh at the largest root bn of fg is negative, and so
fg←− gk+ fh. The remaining case is similar.
Remark 1.33. We can use the representation of Corollary 1.29 to derive a simple
relationship between the coefficients of interlacing polynomials that will be
generalized later. Suppose f≪g have positive leading coefficients and f =
anx
n + an−1x
n−1 + · · · , g = bnxn + bn−1xn−1 + · · · . We can write g = αf+ r
where α = bn/an, and the leading coefficient of r is bn−1 −
bn
an
an−1. As
long as g is not a multiple of f we know that the leading coefficient of r is
positive. Using the fact that an is positive, we conclude that
∣∣ an an−1
bn bn−1
∣∣ >
0. In Corollary 4.31 we will show that all such determinants of consecutive
coefficients are positive.
Squares don’t interlace.
Lemma 1.34. If f, g ∈ P, and f2 and g2 interlace then f is a constant multiple of g.
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Proof. If g has a root that is not a root of f then g2 has two consecutive roots
that are not separated by a root of f. Thus g divides f, and f divides g, so they
are constant multiples.
1.5 Linear combinations of polynomials
When do all linear combinations of two polynomials with all real roots have
all real roots? The answer is quite simple: they interlace. This important result
is central to the generalizations of interlacing to polynomials in several vari-
ables that is developed in Chapter 9, and of polynomials with complex roots.
The following proposition has been (re)discoveredmany times, see [141, page
210].
Proposition 1.35. Suppose relatively prime polynomials f, g have all real roots, all
distinct, with deg(f) > deg(g). Suppose that for all positive α,β the linear combi-
nation αf+ βg has all real roots. Then either
1. deg(f) = deg(g) and there is a polynomial k such that k⋖ f, k⋖ g.
2. deg(f) = deg(g) + 1 and then there is a polynomial k such that k⋖g, k≫ f
or k≪ f.
3. deg(f) = deg(g) + 2 and there is a k so that f⋖k⋖g.
If αf+ βg has all real roots for all positive and negative α,β, then either
4. deg(f) = deg(g) and either f≪g or g≪ f.
5. deg(f) = deg(g) + 1 and f⋖g.
In addition, the converses of all the cases are valid.
Proof. Assume that the roots of fa nd g are a1 6 · · · 6 an and b1 6 · · · 6
bm. These n + m points determine n + m + 1 open intervals, and f and g
have constant sign on the interior of each of these intervals. Enumerate these
intervals from the right, so that I1 is either (an,∞) or (bm,∞). On adjacent
intervals, one of f, g has the same sign on both intervals, and one has different
sign on the two intervals.
If f, g have leading coefficients with the same sign then they have the same
sign on I1, and hence on all odd numbered intervals. Thus, the roots of αf+βg
lie in the even numbered intervals I2, I4, . . . . By the continuity of the roots as a
function of α,β, there are the same number of roots of αf+βg in each interval.
By choosing α = 1 and β small, we see that each interval has at most one
root. Thus, since αf+βg has n roots, the number of even numbered intervals,
⌊(n +m + 1)/2⌋, is at least n. This implies that n = m or n = m + 1.
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If we assume that f, g have leading coefficients with opposite signs, then
the roots lie in the odd intervals of which there are ⌊(n + m + 2)/2⌋. Conse-
quently, n = m,n = m + 1 or n = m + 2.
If both endpoints of an interval are roots of f (say) then g is the same sign
on the closed interval. If we choose β sufficiently small, then we can force
f + βg to have the same sign on the interval, and hence there are no roots
there. If we can choose β to be any sign, then choosing β large gives at least
two roots of αf+βg on the interval. Consequently, when α,β are unrestricted
in sign, intervals have one endpoint a root of f and the other a root of g. This
implies (4) and (5).
If deg(f) = deg(g), and their leading coefficients have the same sign then
the n roots of αf+βg lie in the n even intervals. By the above paragraph each
interval has one endpoint a root of f and one a root of g. Choose k to have one
root in each of the odd intervals.
If the leading coefficients differ in sign, then the the roots lie in the n + 1
odd intervals. Since I1 and I2n+1 each have only one root of f, g, and every
other interval has one root of f and one root of g, choose k to have one root in
each even interval.
If deg(f) = deg(g) + 2 then there are n odd intervals and n− 1 even inter-
vals, so all the roots are in the odd intervals. It follows that from the right we
have a root of f, then a root of f and of g in some order, a root of f and of g in
some order and so on until the leftmost root which is a root of f. We choose k
to have roots in all the even intervals.
The case deg(f) = deg(g) + 1 is similar and omitted.
The only unfamiliar case is when the degree differs by two. The thick lines
in Figure 1.6 shows where the roots of f+βg are located in case f has degree 4
and g degree 2, and β is positive. A similar discussion shows that if f−αg ∈ P
for all positive α, then f and g have a common interlacing.
Figure 1.6: Roots of f + gwhere the degrees of f, g differ by 2
Corollary 1.36. Assume that the monic polynomials f1, . . . fn all have degree n, and
have all real roots. The following are equivalent:
1. For all positive α1, . . . ,αn, α1f1 + · · ·+ αnfn has all real roots.
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2. f1, . . . , fn have a common interlacing.
Proof. By choosing all but two of the α’s sufficiently small, we find from
Proposition 1.35 that for all i 6= j, fi, fj has a common interlacing. It is easy to
see that this implies that they all have a common interlacing. (See p. 80.)
If we have three polynomials whose linear combinations always have
roots, then the third is a linear combination of the other two.
Corollary 1.37. Suppose that f, g,h are three distinct polynomials such that for all
α,β,γ the polynomial αf + βg + γh has all real roots. Then two of them interlace,
and the third is a linear combination of the other two.
Otherwise stated, the largest vector space contained in P has degree 2.
Proof. If we set one of α,β,γ to zero then by Proposition 1.35 we know that
any two of f, g,h interlace. After renaming, we may assume that f≪g≪h.
Fix an α and consider the two polynomials kα = f + αh and g. Since every
linear combination of kα and g has all real roots, we know that kα and g
interlace. Moreover, k0≪g and kα≫g when α is large. There is an α for
which the interlacing switches from ≪ to ≫ ; at this value kα and g have
the same roots. Thus, for this choice of α the linear combination f + αh is a
multiple of g.
Next we consider the case of linear combinations where each coefficient is
a polynomial. Notice that the order of interlacing is reversed.
Lemma 1.38. Suppose h, k are polynomials of the same degree with positive leading
coefficients. If for every pair of polynomials f≪g with positive leading coefficients
the polynomial fh+gk has all real roots, then k≪h. If k and h have different degrees
then k←− h.
Proof. We may assume that k and h have no factors in common. We will only
need to assume that the conclusion only holds for linear f, g. By continuity,
fh + gk holds when f and g are multiples of one another. Choosing f = ax,
g = bx shows that x(ah + bk) has all real roots for all positive a,b. From
Proposition 1.35 we conclude that h, k have a common interlacing.
Next, choose f = a(x − r) and g = b(x − s) where r is larger than all roots
of hk, and s is smaller than all the roots of hk. Since f≪g we know from
the hypotheses that all positive linear combinations of fh and gk lie in P, and
hence fh and gk have a common interlacing. Combined with the fact that h
and k have a common interlacing, it follows that k≪h.
The proof of the second statement is similar and omitted.
1.6 Basic topology of polynomials
In this section we note a few facts about the topology of polynomials and of
interlacing. The set V of all polynomials of degree n is a vector space of di-
mension n+1, and is homeomorphic to Rn+1. The set P(n) of all polynomials
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of degree n in P is a subset of V , and so has a topological structure. We will
determine the boundary and interior of P(n).
Since roots are continuous functions of the coefficients, if a polynomial f
has all real roots and they are all distinct, then there is an open neighborhood
of f in which all the polynomials have all real roots, all distinct. This is half of
the next theorem:
Theorem 1.39.
• The interior of P(n) consists of polynomials with all distinct roots.
• The boundary of P(n) consists of polynomials with repeated roots.
Proof. Suppose that f has a repeated root, so that we can write f = (x − a)2g
for some polynomial g in P. For any positive ǫ the polynomial ((x−a)2 + ǫ)g
has two complex roots. Since ǫ can be arbitrarily small, every neighborhood
of f has a polynomial that is not in P. Thus, f is in the boundary of P(n). Since
polynomials with distinct roots are in the interior of P(n), this establishes the
theorem.
P satisfies a closure property.
Lemma 1.40. If f is a polynomial, and there are polynomials fi ∈ P such that
lim fi = f then f ∈ P.
Proof. Since the roots of a polynomial are continuous functions of the coeffi-
cients, if f had a complex root then some fi would have a complex root as
well. Thus, all roots of f are real, and f ∈ P.
If we allow sequences of polynomials whose degree can increase without
bound then we can get analytic functions such as ex as the limits of polyno-
mials in P. The proof of the lemma shows that such limits will never have
complex roots. Such functions are considered in Chapter 5.
We can use Proposition 1.35 to show
Corollary 1.41. Limits preserve interlacing.
Suppose that f1, f2, . . . and g1, g2, . . . are sequences of polynomials with all real
roots that converge to polynomials f and g respectively. If fn and gn interlace for
n = 1, 2, . . . then f and g interlace.
Proof. Since fn and gn interlace, fn + αgn ∈ P for all α. Taking the limit,
we see that f + αg has all real roots for all α. We apply Proposition 1.35 to
conclude that f and g interlace.
The nature of interlacing can change under limits. For instance, as n→∞
the interlacing
(1 −
x
n
)x(1 +
x
n
)⋖(x − 1)(x+ 1)
CHAPTER 1. POLYNOMIALS IN ONE VARIABLE 24
converges to
x⋗(x − 1)(x+ 1)
However, if the degrees don’t change then the direction is preserved.
Lemma 1.42. Suppose that lim fi = f, limgi = g are all polynomials of degree n.
If fi≪gi for all i then f≪g.
Proof. Write gi = αifi + hi where fi⋖hi, hi has positive leading coefficient
and αi > 0. Clearly the limits limhi = h and limαi = α exist. Since g = αf+h
where f⋖h and h has non-negative leading coefficient we have f≪g.
An alternative argument is to consider the location of the roots.
1.7 Linear transformations that preserve interlacing
In this section we establish some properties of a linear transformation that
preserves interlacing. We begin by observing that if a linear transformation
maps P to itself then it preserves interlacing. This is an important result, for
it frees us from having to try to prove that a linear transformation preserves
interlacing - all we need to do is to show that the linear transformation maps
P to itself.
Theorem 1.43. If a linear transformation T maps P to itself then T preserves inter-
lacing.
If we also assume that T preserves degree, then f⋖ g implies Tf⋖ Tg. In addition,
let h≪k.
1. If the leading coefficients of T(x), T(x2), T(x3), . . . all have the same sign, then
Th≪ Tk.
2. If the leading coefficients of T(x), T(x2), T(x3), . . . have alternating signs, then
Th≫ Tk.
If T maps P bijectively to P then all interlacings ≪ above can be replaced with ≪ .
More generally, if T is a 1 − 1 open map then all ≪ and ⋖ can be replaced with ≪
and ⋖.
Proof. If f and g are in P then for all α the polynomial f + αg lies in P. Since
T maps P to itself, T(f + αg) = T(f) + αT(g) is in P. We now apply Proposi-
tion 1.35 to conclude that Tf and Tg interlace.
Now assume T preserves degree. We may assume that h and k have posi-
tive leading coefficients. We write k = bh+mwhere b is non-negative, h⋖m,
and m has positive leading coefficient. Since Tk = bTh + Tm and Th⋖ Tm,
the results (1) and (2) follow from Corollary 1.29.
It remains to show that if T maps P onto itself and preserves degree then
T preserves strict interlacing. T is an onto map from the set of polynomials of
degree n to itself. Choose disjoint opens sets f ∈ O1, g ∈ O2 of polynomials so
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that h ∈ O1 and k ∈ O2 implies h≪ k. Then T(O1) and T(O2) are disjoint open
sets whose elements interlace, so Tf≪ Tg. Note that this only used 1 − 1 and
open, so the last assertion follows.
Remark 1.44. The two conditions for the signs of the leading coefficients of the
sequence T(x), T(x2), T(x3), . . . are the only possibilities. See Corollary 1.50
below.
Remark 1.45. If a transformation merely maps Ppos to P, then T does not nec-
essarily preserve interlacing. We will see (Lemma 8.84) that the linear trans-
formation T(xn) = (−1)n(n+1)/2 xn maps Ppos −→ P. However,
T(x+ 1) = 1 − x has root (1)
T(x + 1)2 = 1 − 2x− x2 has roots (−2.4, .4)
T(x + 1)2 6⋖ T(x + 1)
Corollary 1.46. If T is a linear transformation such that T(xf)⋖ T(f) for all f ∈ PI
(where I is an interval containing 0) and maps polynomials with positive leading
coefficients to polynomials with positive leading coefficients then T defines a linear
transformation PI −→ P that preserves interlacing.
Proof. We first show that if h, (x − α)h, (x − β)h ∈ PI where β < α then
T(x − α)h≪ T(x − β)h. By hypothesis we see that T(x − α)h⋖ Th, and so
the conclusion follows from
T(x− β)h = T(x− α)h+ (α− β)T(h)
Next, assume f≪g are in PI, let r and s be the largest roots of f and g,
and define h = f/(x − r). Since we have the interlacings (x − r)h≪g and
g≪ (x − s)h it follows from the remark above that we can find a chain of
interlacing polynomials
(x− r)h≪ · · · ≪g≪ · · · ≪ (x − s)h
where consecutive polynomials satisfy the conditions of the first paragraph.
Thus
T(x − r)h≪ · · · ≪ T(g)≪ · · · ≪ T(x− s)h
Since (x − r)h≪ (x − s)h it follows that T(x − r)h≪ T(x − s)h and hence the
sequence of polynomials is mutually interlacing. In particular, T(f) = T(x −
α)h≪ T(g).
The next result is fundamental.
Theorem 1.47. Differentiation preserves interlacing.
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Proof. The linear transformation T(f) = f′ maps P to itself, and therefore pre-
serves interlacing. The derivative does not map P(n) onto P(n − 1). (see
Chapter 7.7.11). However, it’s easy to see that the derivative is an open map,
so strict interlacing is preserved.
The converse to Theorem 1.47 does not hold2.
The simplest linear transformations mapping P to itself are of the form
xi 7→ aixi. Such linear transformations are well understood, see § 5.15.2. Here
we determine their image on Ppos.
Lemma 1.48. Suppose the linear transformation T(xi) = aix
i maps P to itself.
Then
(1) All non-zero terms of the sequence a0,a1, . . . are consecutive.
(2) Either all non-zero ai have the same sign, or the signs alternate.
(3) T maps Ppos to either Ppos or to Palt.
Proof. If the non-zero ai’s aren’t consecutive and there are at least two consec-
utive zeros then there are r, s such that s−r > 2, ar 6= 0, ar+1 = · · · = as−1 = 0,
as 6= 0. In this case T(xr(1 + x)s−r) = xr(ar + asxs−r), and the latter polyno-
mial is not in P. If there is an isolated zero, then s− r = 2, and so ar + ar+2x
2
has all real roots. This implies that ar and ar+2 have opposite signs.
Next, T(xr(x2 − 1)) = (ar+2 − arx
2)xr, so if ar and ar+2 are non-zero
then they are the same sign. Consequently, there are no isolated zeros. Thus,
the signs of the first two non-zero terms determine the signs of the rest of
the terms, so we can conclude (1) and (2). If all the signs are the same then
T(Ppos) ⊆ Ppos, and if they alternate then T(Ppos) ⊆ Palt
If a linear transformation maps P to itself, then the leading coefficients of
the images of xi also determine a linear transformation that maps P to itself.
Lemma 1.49. If T : P −→ P is a linear transformation that preserves degree, and
the leading coefficient of T(xi) is ci, then the linear transformation S(x
i) = cix
i also
maps P to itself.
Proof. Let T(xi) = gi(x), and choose f =
∑n
0 aix
i ∈ P. If we substitute αx for
x, and apply T , we find that
∑n
0 aiα
igi(x) ∈ P. Next, substitute x/α for x to
find that
∑n
0 aiα
igi(x/α) ∈ P. Since gi(x) is a polynomial of degree i we see
that limα→0 αigi(x/α) = cixi, and so
lim
α→0
n∑
i=0
aiα
igi(x/α) =
∑
aicix
i = S(f) ∈ P.
2 If f = x(x− 1)(x− 2) and g = (x− .5)2 then f′⋖g′ but it is not true that f⋖g.
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Corollary 1.50. If T : P −→ P is a linear transformation that preserves degree then
the leading coefficients of T(xi) either all have the same sign, or their signs alternate.
Proof. Use Lemma 1.48 and Lemma 1.49.
1.8 Linear combinations and determinants
Suppose that we have an interlacing square
g
f k
h
. There are close con-
nections between the determinant
∣∣ f g
h k
∣∣ and the interlacings
αf+ βg⋖αh+ βk for all α,β ∈ R.
Lemma 1.51. Assume that f, g,h, k are polynomials with positive leading coeffi-
cients whose degrees satisfy deg(f) = deg(g) + 1 = deg(h) + 1 = deg(k) + 2. If
for all α,β, not both zero, we have that αf+ βg⋖αh+ βk then
1.
g
⋖
⋖
f k
⋖
h
⋖
2.
∣∣ f g
h k
∣∣ < 0 for all x.
Similar results hold if we replace “⋖” by “≪ ”.
Proof. We know that h⋖k and f⋖g by Proposition 1.35, and the assumptions
on degree. Setting α = 0 or β = 0 shows that f⋖h and g⋖ k. If the determi-
nant is zero then there is an r such that f(r)k(r) = g(r)h(r).
There are two cases. First, assume that f(r) = 0. Since h and f have no
roots in common, we know h(r) 6= 0. If we set α = k(r), β = −h(r) then for
this choice we get the contradiction that
(αf+ βg)(r) = 0 = (αh+ βk)(r).
The second case is f(r) 6= 0. The choices α = −g(r), β = f(r) yield another
contradiction.
If we evaluate the determinant at a root r of k we find h(r)g(r) 6= 0 Thus k
and h have no roots in common, and so h⋖k. Similarly, f⋖g.
Since the determinant is never zero, it always has the same sign. We deter-
mine the sign of the determinant by evaluating it at the largest root r of f. The
result is −g(r)h(r) which is negative since f⋖g and f⋖h.
There is a converse.
Lemma 1.52. Suppose f, g,h, k are polynomials in P with positive leading coeffi-
cients. If they satisfy
1. f⋖g
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2. h⋖k
3. f⋖h
4.
∣∣ f g
h k
∣∣ is never zero.
then f+ αg⋖h+ αk for all α. A similar result holds if ⋖ is replaced by ≪ .
Proof. Assumptions (1) and (2) imply that f+αg and h+αk have all real roots
for all α and that the degree of f + αg is always one more than the degree
of h + αk. Assumption (3) implies that the conclusion is true for α = 0. If
(f + αg)(r) = (h + αk)(r) then eliminating α shows that (fk − gh)(r) = 0. By
assumption (4) the determinant is never zero, so as α varies f+αg and h+αk
never have a root in common. Consequently, at all times they must satisfy
f + αg⋖h+ αk. The case with ≪ is similar.
Example 1.53. It is easy to construct examples of interlacing squares whose
determinants are always negative. We will see more of these determinants in
Chapter 8. If we apply Theorem 9.113 to the product
f(x,y, z) = (1 + x+ y+ z)(2 + x+ 3y+ z)(5 + x+ 2y+ 2z)
then we get the interlacing square
(1 + x)(2 + x)(5 + x) ⋖ 19+ 19 x+ 4 x2⋖ ⋖
29 + 31 x+ 6 x2 ⋖ 36+ 16x
and the determinant is always negative. If we apply the theorem to the deter-
minant ∣∣∣∣∣∣
1 + x+ y+ z 0 0
0 2 + y+ 2 z 1
0 1 1 + 3y+ z
∣∣∣∣∣∣
we get an interlacing square where all interlacings are ≪ :
1 + x ≪ 8 + 7x≪ ≪
5 + 4x ≪ 18 + 7x
and the determinant arising from this square is always negative.
Remark 1.54. If we differentiate the entries of the first square
M =
(
(1 + x)(2 + x)(5 + x) 19+ 19 x+ 4 x2
29+ 31 x+ 6 x2 36 + 16x
)
M ′ =
(
3x2 + 16x+ 17 8x+ 19
12x+ 31 16
)
then we have that
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1. |M| > 0 for all x.
2. |M ′| > 0 for all x.
3. |M+ αM ′| > 0 for all x and α > 0.
The last condition suggests that |M| and |M ′| “positively interlace” in some
sense. Indeed, M and M ′ arise from polynomials f and ∂f
∂x
that do interlace,
as polynomials of three variables. The reason why we require α to be non-
negative is thatM−αM ′ can have negative coefficients, and the result we are
using requires that all the coefficients are positive.
The following lemma arises naturally when considering the linear trans-
formation f 7→ f + αf ′ for polynomials with complex coefficients (Corol-
lary 20.38).
Lemma 1.55. If f⋖ g (or f≪g) have positive leading coefficients then∣∣∣ f gf′ g′ ∣∣∣ < 0. If f⋖ g then the determinant is also negative except at common roots of
f and g where it is zero. Thus, if f⋖g then f + αf ′⋖g+ αg ′ for all α ∈ R.
Proof. We give two proofs. Since f⋖g it follows fromCorollary 1.29 that f+αg
has all distinct roots for all α. Since differentiation preserves ⋖ we can apply
Lemma 1.51 to the interlacing f+ αg⋖ f ′ + αg ′.
If we don’t use Lemma 1.51 then we can use partial fractions. If f⋖g we
write g =
∑
bi
f
x− ai
where f(x) = a
∏
(x − ai), and all bi are positive. Now
fg′ − gf′
f2
=
(g
f
)′
=
(∑ bi
x− ai
)′
= −
∑ bi
(x− ai)2
< 0
If x is not a root of f then
∣∣∣ f gf′ g′ ∣∣∣ < 0. If x is a root of f then the determinant is
equal to −f′(x)g(x) which is negative since f′ and g interlace f.
If the interlacing is not strict, then write f = hf0 and g = hg0 where f0⋖g0.
Since
∣∣∣ f gf′ g′ ∣∣∣ = h2 ∣∣∣ f0 g0f′0 g′0 ∣∣∣ the result follows from the first part.
If f≪g then there is a positive α and polynomial h with positive leading
coefficient such that g = αf + h and f⋖h. The result now follows from the
first case since ∣∣∣ f gf′ g′ ∣∣∣ = ∣∣ f αf+hf′ αf′+h′ ∣∣ = ∣∣ f hf′ h′ ∣∣
An immediate corollary (using f⋖ f′) is a well known property of deriva-
tives called the Laguerre inequality.
Corollary 1.56. If f has all real roots, all distinct, then
∣∣ f f′
f′ f′′
∣∣ < 0.
There is a converse to Lemma 1.55.
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Lemma 1.57. If f ∈ P, the degree of g is at least one less than the degree the of f, and∣∣∣ f gf′ g′ ∣∣∣ 6= 0 for all x then f and g interlace.
Proof. It suffices to show that for all α the polynomial f + αg is in P. When
α = 0 we know that f ∈ P. If there is an α such that f + αg /∈ P then there is
an α for which f + αg has a double root, r. In this case we have that
0 = f(r) + αg(r)
0 = f′(r) + αg′(r)
so the determinant
∣∣∣ f gf′ g′ ∣∣∣ is zero for this value of r.
If all linear combinations of f and g have all real roots, then the corollary
tells us what direction they interlace.
Corollary 1.58. If the following three conditions hold then f≪g:
1. f, g have the same degree.
2. f+ αg ∈ P for all α ∈ R.
3.
∣∣∣ f gf′ g′ ∣∣∣ 6 0 for all x.
The next lemma allows us to conclude that two polynomials interlace from
interlacing information, and knowledge of a determinant.
Lemma 1.59. Suppose that f ←− g, h ←− k are polynomials with positive leading
coefficients whose degrees satisfy deg(f) > deg(h) and deg(g) > deg(k) where all
“←−” are “≪ ” or all are “⋖”. The following are equivalent
1.
g
f k
h
2. The determinant
∣∣ f g
h k
∣∣ is negative at roots of fghk.
Proof. If r is a root of g then the determinant is f(r)k(r) which is negative by
the interlacing assumptions. The argument is similar for the roots of g,h, k.
Conversely, if the determinant is negative at the i-th root r of g then we
have that f(r)k(r) < 0. Since f sign interlaces g, so does k sign interlace g.
Similarly we see that h sign interlaces f. The degree assumptions imply that
these sign interlacings are actually interlacings.
A determinant condition gives information about the signs of the leading
coefficients.
Lemma 1.60. Assume that f ←− h ←− k, and that there is a polynomial g such
that
∣∣ f g
h k
∣∣ < 0. Then the signs of the leading coefficients of f and k are the same.
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Proof. Without loss of generality we may assume that the leading coefficient
of h is positive. Suppose that r is the largest root of h, the leading coefficient of
f is cf, and the leading coefficient of k is ck. Since the determinant is negative
we know that f(r)k(r) is negative. Since f ←− h the sign of f(r) is −sgn(cf),
and similarly the sign of k(r) is sgn(ck). This implies that cf and ck have the
same sign.
1.9 Polynomials from determinants
We can construct polynomials fromdeterminants. Although the constructions
yield nothing new in one variable, they are an essential ingredient for the
construction of polynomials in two variables. We emphasize the properties
of principle submatrices that correspond to properties of f(x)/(x − ri) where
f(x) =
∏
(x− rk).
We consider determinants of matrices of the form xI + C where C is a
symmetric matrix and I is the identity matrix. More generally we consider
xD+CwhereD is a positive definite matrix, but these are really no different.
Since D has a positive definite square root,
|xD+ C| = |D−1| |xI+D−1/2CD−1/2|
and D−1/2CD−1/2 is symmetric.
The determinants |xI+ C| generalize the product representation of a poly-
nomial. If f(x) = (x−r1) · · · (x−rn) then f(x) = |xI+C|whereC is the diagonal
matrix whose diagonal is {−r1, . . . ,−rn}.
One important well known fact is that |xI + C| has all real roots. Indeed,
since C is symmetric, its eigenvalues are all real, and the roots of |xI + C| are
the negatives of these eigenvalues.
If r is a root of f then the analog of f(x)/(x − r) is a principle submatrix.
If M is a d by d matrix, and α ⊂ {1, 2, . . . ,d} then M{α} is the (sub)matrix of
M formed by the entries in the rows and columns indexed by α. We let M[i]
denote the submatrix resulting from the deletion of the ith row and column of
M. Such a submatrix is called a principle submatrix.
The maximal factor f(x)/(x − ri) interlaces f(x). The analogous statement
is also true for principle submatrices. The following is well known, but the
proof below is elementary.
Theorem 1.61. IfA is an n by nHermitian matrix, and B is any principle submatrix
of order n − 1 then their characteristic polynomials interlace.
Proof. Choose α ∈ R, partition A =
(
B c
c∗ d
)
and consider the following
equation that follows from linearity of the determinant:∣∣∣∣ B− xI cc∗ d − x+ α
∣∣∣∣ = ∣∣∣∣ B− xI cc∗ d− x
∣∣∣∣+ ∣∣∣∣ B− xI c0 α
∣∣∣∣
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Since the matrix on the left hand side is the characteristic polynomial of a
Hermitian matrix, |A − xI| + α|B − xI| has all real roots for any α, and hence
the eigenvalues interlace.
The derivative of f(x) =
∏n
1 (x− rn) can be written as
d
dx
f(x) =
f(x)
x− r1
+ · · ·+ f(x)
x − rn
There is a similar formula for determinants. Suppose that C is a n by nmatrix.
d
dx
|xI+ C| = |M[1]|+ · · · + |M[n]| (1.9.1)
The factors of a polynomial with all distinct roots have all distinct roots.
The same holds for principle submatrices. This is immediate since the roots of
the submatrix interlace the roots of the original matrix.
Finally, we have some ways in which principle submatrices don’t general-
ize properties of maximal factors.
Example 1.62. If the roots of a polynomial f(x) =
∏n
1 (x− ri) are distinct, then
the polynomials f(x)/(x− ri) are linearly independent, and span the space of
all polynomials of degreen−1. Thematrix
(
x 1
1 x
)
has two distinct roots {1,−1},
yet the two principle submatrices are equal.
Example 1.63. If the roots of f(x) are ordered r1 6 · · · 6 rn then the factors
are mutually interlacing:
f(x)
x− r1
≪ f(x)
x− r2
≪ · · · ≪ f(x)
x− rn
Although the n principle submatrices have characteristic polynomials that in-
terlace the characteristic polynomial ofM, it is not the case that these subma-
trices even have interlacing characteristic polynomials, much less mutually
interlacing ones. They only have a common interlacing.
We can interpret (1.3.3) in terms of determinants. This representation of
g(x) will prove useful when we consider polynomials in two variables. Since
the ci in (1.3.3) are negative the vector
v = (
√
−c1, . . . ,
√
−cn )
is real. We assume that f(x) is monic so that f(x) =
∏
(x − ai), and define
the diagonal matrix A whose diagonal entries are a1, . . . ,an. Let I be the n by
n identity matrix, and |W| the determinant of a matrixW. Expanding by the
first row shows that
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∣∣∣∣x+ c vvt xI−A
∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣∣
x+ c
√
−c1
√
−c2 . . .
√
−cn√
−c1 x− a1 0 . . . 0√
−c2 0 x− a2 . . . 0
...
...
...
. . .
...√
−cn 0 0 . . . x− an
∣∣∣∣∣∣∣∣∣∣∣
(1.9.2)
= (x + c)f(x) + c1
f(x)
x− a1
+ · · ·+ cn f(x)
x− an
= g(x)
Equation (1.9.2) shows that g ∈ P since g is the characteristic polynomial of
the symmetric matrix ( c vvt −A ).
1.10 A relation weaker than interlacing
The relation ◭ is weaker than interlacing, yet still has some of the properties
of interlacing. In particular, it is sometimes preserved by differentiation, and
there are inequalities for 2 by 2 determinants of coefficients.
Consider some simple examples and properties.
1. (x+ 1)n ◭ xn
2. If h ◭ g and g ◭ f then h ◭ f.
3. If g ◭ f and s 6 r then (x − s)g ◭ (x− r) f.
4. If g ◭ f and h ∈ P then hg ◭ hf.
5. If g ◭ f and f ∈ Ppos then g ◭ xk f for any positive integer k.
6. If f≪g then g ◭ f.
7. If f⋖g then we generally do not have g ◭ f since the smallest root
belongs to f.
g ◭ f determines a chain of interlacings.
Lemma 1.64. If g ◭ f have the same degree then there are h1, . . . ,hk such that
g = h1 ≫ h2 ≫ · · · ≫ hk = f
g = h1 ◭ h2 ◭ · · · ◭ hk = f
If f and g have different degrees then we can write f = hk where g ◭ h, and h has
the same degree as g.
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Proof. Let g =
∏m
1 (x − si) and f =
∏n
1 (x − ri). The following interlacings
give the desired sequence of polynomials.
g≫
(
m∏
2
(x− si)
)(
1∏
1
(x− ri)
)
≫
(
m∏
3
(x− si)
)(
2∏
1
(x − ri)
)
≫ · · ·
≫
(
m∏
m
(x− si)
)(
m−1∏
1
(x− ri)
)
≫
m∏
1
(x − ri) = f
For the second part, we take k to be the polynomial whose roots are the
n −m largest roots of f.
Differentiation does not preserve ◭ if the degrees are different. For exam-
ple, if f = (x + 1)(x + 2) and g = x(x + 1)(x + 2), then f ◭ g but f ′ ◭ g ′ fails.
We do have
Lemma 1.65. If g ◭ f have the same degree then g ′ ◭ f ′.
Proof. The result follows by differentiating the chain of interlacings in the pre-
vious lemma.
Lemma 1.66. Suppose that g ◭ f, f and g have all positive coefficients, and f =∑n
1 aix
i, g =
∑m
1 bix
i. Then∣∣∣∣bi bjai aj
∣∣∣∣ > 0 for 1 6 i < j 6 n
Proof. We first assume that f and g have the same degree. In order to show
that biaj > bjai, we note that this is equivalent to
bi
ai
>
bj
aj
. Thus it suffices to
take j = i+ 1 since then
bi
ai
>
bi+1
ai+1
> · · · > bj
aj
.
Since ◭ is preserved by differentiation, we can differentiate i times, and so
assume that i = 0 and j = 1. Write f =
∏m
1 (x + ri), g =
∏m
1 (x + si) where
0 6 ri 6 si for 1 6 i 6m. Then
∣∣∣∣b0 b1a0 a1
∣∣∣∣ =
∣∣∣∣∣∣
∏m
1 si
∏m
1
(∑m
1
1
si
)
∏m
1 ri
∏m
1
(∑m
1
1
ri
)∣∣∣∣∣∣ =
(∏
si
)(∏
ri
) m∑
1
(
1
ri
−
1
si
)
Now assume that the degrees are different. Note that if p1 =
∑
αix
i,
p2 =
∑
βix
i and p3 =
∑
γix
i then∣∣∣∣βi βjαi αj
∣∣∣∣ > 0 and ∣∣∣∣γi γjβi βj
∣∣∣∣ > 0 =⇒ ∣∣∣∣αi αjβi βj
∣∣∣∣ > 0
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By Lemma 1.64 it suffices to prove the lemma for g and (x+α)gwhere α > 0.
If g =
∑
bix
i then the determinant is∣∣∣∣ bi bjαbi + bi−1 αbj + bj−1
∣∣∣∣ = ∣∣∣∣ bi bjbi−1 bj−1
∣∣∣∣
As above, it suffices to show that
∣∣∣ bi bi+1bi−1 bi ∣∣∣ > 0, but this is Newton’s inequal-
ity (Theorem 4.8).
A matrix is TP2 is all 2 by 2 submatrices have non-negative determinant.
Lemma 1.67. If f1 ◭ f2 ◭ · · · ◭ fk are in Ppos then the matrix of coefficients of
f1
f2
...
fk

is TP2.
Proof. Since transitivity of ◭ implies that fi ◭ fj for i < j the result follows
from Lemma 1.66.
Here’s a typical corollary:
Corollary 1.68. If g ◭ f are in Ppos then∣∣∣∣∣∣∣∣∣∣∣∣
g
. g
. . g
. . f
. . . f
. . . . f
∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣
b0 b1 b2 · · ·
0 b0 b1 b2 · · ·
0 0 b0 b1 b2 · · ·
0 0 a0 a1 a2 · · ·
0 0 0 a0 a1 a2 · · ·
0 0 0 0 a0 a1 a2 · · ·
∣∣∣∣∣∣∣∣∣∣∣∣
is TP2.
Proof. The rows are the coefficients of the sequence of polynomials that satisfy
the relations
g ◭ xg ◭ x2g ◭ x2 f ◭ x3 f ◭ x4 f
The result now follows from Lemma 1.67.
Example 1.69. Here is a example that uses ◭ to get an inequality for the lo-
cation of the roots of the derivative. Suppose that f =
∏n
1 (x − rk). Since
f ◭ (x− rk)
k (x− rn)
n−k we differentiate to find that
f ′ ◭ (x− rk)k−1 (x− rn)n−k−1 (nx − krn − (n − k)rk)
It follows that the kth root of f ′ lies in the interval[
rk, rk +
k
n
(rn − rk)
]
.
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1.11 Polytopes and polynomials
A polynomial a0 + a1x + · · · + anxn corresponds to the point (a0, . . . ,an) in
Rn+1. Thus, we can relate geometric properties to algebraic properties. In
particular, we study two questions:
1. When does a polytope P in Rn+1 have the property that all points in P
determine polynomials with all real roots?
2. When do polytopes P and P ′ have the property that every polynomial
determined by points in P interlaces every polynomial determined by
points in P ′?
There are simple answers when the polytopes are products of intervals, and
the proofs are based on sign interlacing. If we have vectors a = (ai) and
b = (bi) then we define
poly(a) = a0 + a1x+ a2x2 + a3x3 + a4x4 + · · ·
poly(a,b) = a0 + b1x+ a2x2 + b3x3 + a4x4 + · · ·
Lemma 1.70. Suppose that 0 6 a 6 b, and that there exists an f satisfying the
interlacing f≪ poly(a,b) and f≪ poly(b, a). Then, for all c satisfying a 6 c 6 b
we have that f≪ poly(c).
Proof. If the roots of f are r1 6 · · · 6 rn, then poly(a,b) and poly(b, a) sign
interlace f, and so the sign of either of them at ri is (−1)
n+i. The roots are
negative since all the coefficients are positive, so the conclusion will follow
from
poly(a,b)(−α) 6 poly(c)(−α) 6 poly(b, a)(−α) for α > 0
Expanded, this is
a0 − b1 α+ a2 α
2 − b3 α
3 + a4 α
4 · · · 6 c0 − c1 α+ c2 α2 − c3 α3 + c4 α4 · · ·
6 b0 − a1 α+ b2 α
2 − a3 α
3 + b4 α
4 · · ·
which follows from
a2i α
2i 6 c2i α
2i 6 b2i α
2i
−b2i+1 α
2i+1 6 −c2i+1 α
2i+1 6 −a2i+1 α
2i+1.
Figure 1.7 shows the configuration of poly(a,b), poly(b, a) and poly(c).
Next, we show that we don’t need to assume common interlacing.
Lemma 1.71. Suppose that 0 6 a 6 b, and that both poly(a,b) and poly(b, a)
have all real roots. Then poly(a,b) and poly(b, a) have a common interlacing.
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poly(b, a)
poly(a,b)
poly(c)
Figure 1.7: Graphs of interval polynomials
Proof. We prove this by induction on the degree n. We assume that a 6= b.
From the proof of Lemma 1.70 we know that the graph of poly(b, a) lies
strictly above the graph of poly(a,b) for negative x. When n = 2 there are
two possibilities for the graphs of poly(a,b) and poly(b, a) (Figure 1.8)
Figure 1.8: The possibilities for a quadratic
Both of the roots of one quadratic can not be to either the left or the right
of the roots of the other quadratic, for then there is an intersection. Thus, they
must be arranged as in the right hand picture, and there is clearly a common
interlacing.
We now consider the general case. The key point is that we can differenti-
ate. If we define
a ′ = (a1, 2a2, 3a3, · · · ,nan−1) b ′ = (b1, 2b2, 3a3, · · · ,nan−1)
then we have the relations
poly(a,b)′ = poly(b ′, a ′) poly(b, a)′ = poly(a ′,b ′).
CHAPTER 1. POLYNOMIALS IN ONE VARIABLE 38
The inductive hypothesis implies that poly(a,b)′ and poly(b, a)′ have a com-
mon interlacing.
Suppose that poly(a,b) has roots r1 · · · < rn. Both poly(a,b) and
poly(b, a) are positive on the intervals
(rn−2, rn−1), (rn−4, rn−3), . . .
and so the only place that poly(b, a) can have roots is in the intervals
(rn−1, rn), (rn−3, rn−2) . . . .
We now show that none of these intervals can have more than two roots of
poly(b, a). Figure 1.9 is an example of what can not happen. We observe the
p
Q
poly(a,b)poly(b, a)
Figure 1.9: An impossible configuration
simple property of polynomials g,hwith a common interlacing:
For any x ∈ R the number of roots of g greater than x and the
number of roots of h greater than x differ by at most one.
We now see that Figure 1.9 is impossible, since the two largest roots of
poly(a,b)′ are greater than all the roots of poly(b, a)′. Moreover, if there were
two roots of poly(b, a) in the rightmost solid interval labeledQ, then there are
5 roots of poly(b, a)′ to the right of the point p, but only 3 roots of poly(a,b)′
to the right.
Continuing to the left, suppose up to some point that we find all intervals
with poly(a,b) negative have two roots of poly(b, a). The next interval to the
left can’t have 0 roots, for the same reason as above. Also, it can’t have more
than two roots, for then there would be too many roots of poly(b, a)′.
Combining the last two lemmas we get
Proposition 1.72. Suppose that 0 6 a 6 b, and that both poly(a,b) and
poly(b, a) have all real roots. Then, for all c satisfying a 6 c 6 b we have that
poly(c) ∈ P.
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Remark 1.73. If we drop the hypotheses that that the coefficients are positive,
then there might be no common interlacing, and the conclusion fails. If we
take a = (1,−2, 1), b = (1, 2, 1) and c = (1, 0, 1) then a 6 c 6 b. However,
there is no common interlacing, and
poly(a,b) = 1 + 2x+ x2 ∈ P
poly(b, a) = 1 − 2x+ x2 ∈ P
poly(c) = 1 + x2 6∈ P
Corollary 1.74. If 0 6 a 6 b, poly(a,b) and poly(b, a) have all real roots then all
points in the product of intervals
a× b = (a0,b0)× (a1,b1)× · · · × (an,bn)
determine polynomials in P.
Lemma 1.75. Suppose that 0 6 a 6 c 6 b and 0 6 a ′ 6 c ′ 6 b ′. If
poly(a,b)
poly(b, a)
}
≪
{
poly(a ′,b ′)
poly(b ′, a ′)
then poly(c)≪ poly(c ′).
Proof. Two applications of Lemma 1.70 show that
poly(a,b)≪ poly(c ′) poly(b, a)≪ poly(c ′)
The proof of the lemma holds if we replace ≪ by ≫ , so we conclude that
poly(c)≪ poly(c ′).
The Lemma shows that all points in the box a × b determine polynomials
that interlace all the polynomials corresponding to points in a ′ × b ′.
1.12 The Faa` di Bruno problem
The Faa` di Bruno formula is an expression for the m’th derivative of a com-
position. We conjecture that certain polynomials associated with this formula
have all real roots. We are able to establish this in the first few cases, for ex,
and for xd. If f and g are polynomials then the Faa` di Bruno formula[97] is
dm
dxm
(f(g(x)) =
∑ m!
b1! · · ·bm!f
(k)(g(x))
(
g ′(x)
1!
)b1 (g(2)(x)
2!
)b2
· · ·
(
g(m)(x)
m!
)bm
where the sum is over all b1 + 2b2 + · · ·+mbm = n and b1 + · · · + bm = k.
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For example, the first few are
m
0 f(g(x))
1 f ′(g(x))g ′(x)
2 f ′′(g(x))g ′(x)2 + f ′(g(x))g ′′(x)
3 f(3)(g(x))g ′(x)3 + 3f ′′(g(x))g ′′(x)g ′(x) + f ′(g(x))g(3)(x)
4 f(4)(g(x))g ′(x)4 + 6g ′′(x) f(3)(g(x))g ′(x)2+
4f ′′(g(x))g(3)(x)g ′(x) + 3f ′′(g(x))g ′′(x)2 + f ′(g(x))g(4)(x)
We can simplify these expressions by writing
dm
dxm
(f(g(x)) =
∑
f(k)(g(x))Am,k(x)
and defining
Fm(x,y) =
∑
ykAm,k(x)
Here are the first few values of Fm(x,y)
m Fm(x,y)
0 1
1 g ′(x)y
2 g ′(x)2 y2 + g ′′(x)y
3 g ′(x)3 y3 + 3g ′′(x)g ′(x)y2 + g(3)(x)y
4 g ′(x)4 y4 + 6g ′′(x)g ′(x)2 y3 +
[
4g(3)(x)g ′(x) + 3g ′′(x)2
]
y2 + g(4)(x)y
Note that Fm only depends on g, and not on f. If α and m are fixed the
transformation g 7→ Fm(α,y) is not a linear transformation. It follows from
[95] that Fm satisfies the recurrence
Fm+1(x,y) =
d
dx
Fm(x,y) + g
′(x)y Fm(x,y) (1.12.1)
If we iterate this we get the simple formula
Fm =
(
Dx + g ′(x)y
)m
(1)
We can recover d
m
dxm
(f(g(x)) from Fm as follows:
dm
dxm
(f(g(x)) =
(∑
DkyAm,k(x)
) (∑
f(k)(g(x))
yk
k!
)
Note that the term on the left is Fm(x,Dy) and the term on the right is the
Taylor series of f(g(x) + y).
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Conjecture 1.76. Suppose that g ∈ P̂ . For any α ∈ R andm = 0, 1, . . . ,
1. Fm(α,y) has all real roots.
2. Fm+1(α,y)⋖ Fm(α,y).
We can verify this in the first few cases.
m=1 We need to show that g ′(α)y ∈ P, which is trivial.
m=2 This is again trivial, since
F2(α,y) = y(g
′′(α) + g(α)2y
m=3 Factoring out ywe have a quadratic whose discriminant is
(3 g ′′(α)g ′(α))2 − 4(g ′(α))3g ′′′(α) = g ′(α)2
[
9g ′′(α)2 − 4g ′(α)g ′′′(α)
]
and this is non-negative by Newton’s inequalities.
It takes a bit more work to verify interlacing F3⋖ F2. Factoring out ywe
need to show that for all α
(g ′)3y2 + 3g ′′g ′y+ g ′′′⋖ (g ′)2y+ g ′′
If we substitute the root of the right hand side into the left hand side and
multiply by (g ′)2 we get
g ′(g ′′)2 − 3(g ′′)2g ′ + g ′′′(g ′)2 = g ′
(
g ′g ′′′ − 2(g ′′)2
)
By Newton’s inequalities this has sign opposite from the leading coeffi-
cient of F3, so F3⋖ F2.
The conjecture holds for g(x) = ex.
Lemma 1.77. If g = ex then Conjecture 1.76 holds.
Proof. The key fact, which follows from [97], is that Fm has a simple form if
g = ex. That is,
Fm(x,y) = Bm(e
xy)
where Bm is the Bell polynomial. We know that Bm(x)⋖Bm−1(x), and there-
fore for all α we have that Bm(αx)⋖Bm−1(αx).
The conjecture also holds for xd.
Lemma 1.78. If g = xd then Conjecture 1.76 holds.
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Proof. To prove the lemma it suffices to show that there are polynomials Hn ∈
P satisfying
xnFn(x,y) = Hn(x
dy)
and Hn⋖Hn−1. For example, if d = 3 we compute using (1.12.1) that
n xnFn(x,y) Hn(z)
0 1 1
1 x(3x2y) 3z
2 x2(9y2x4 + 6yx) 9z2 + 6z
3 x3(27y3x6 + 54y2x3 + 6y) 27z3 + 54z2 + 6z
4 x4(81y4x8 + 324y3x5 + 180y2x2) 81z4 + 324z3 + 180z2
We define Hm by the recursion
H0 = 1
Hm+1 = −mHm + d z (Hm +H
′
m) (1.12.2)
We will prove that Fm = Hm(x
dy) by induction, and it holds form = 0.
xm+1Fm = x
m+1(F′m + dx
d−1 y Fm)
= xm+1F′m + dx
d+m y Fm
Hm+1(x
dy) = −mHm(x
dy) + dxdy(Hm(x
dy) +H ′(z)[xdy])
= −mHm(x
dy) + dxdyHm(x
dy) + xH ′m(x
dy)
= −mxmFm + dx
dyxmFm + x(x
mFm)
′
= dxdyxmFm + x
m+1F′m
Since Fm has all positive coefficients Hm has all positive coefficients, and
by induction Hm ∈ Ppos. The recursion (1.12.2) shows that Hm⋖Hm−1.
1.13 Root Trajectories
If we are given polynomials p(x,α)where α is a parameter, then we can inves-
tigate the movement of the roots of p(x,α) as α varies. There is a large body
of literature in the case that p(x,α) is an orthogonal polynomial [50, 128]. We
limit ourselves to two simple cases. We first look at the effect of small pertur-
bations of the roots of a polynomial on the roots of the derivative, and then
consider the root trajectories of f + αg where f ←− g. See Figure 20.1 for
trajectories of f+ ı t g in C.
Lemma 1.79. If f ∈ P, and we increase the roots of f then the roots of f′ also increase.
[4]
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Proof. Without loss of generality we may assume that the roots of f are dis-
tinct. If g is the polynomial resulting from increasing the roots of f by a suf-
ficiently small amount, then g≪ f. Consequently g′≪ f′, so each root of g′ is
larger than the corresponding root of f′.
Lemma 1.80. If f ←− g have positive leading coefficients then the roots of f + αg
decrease as α increases.
Proof. We’ll give three proofs! The simplest proof requires results from Chap-
ter 3 (Corollary 3.8): if α > β then the matrix
(
1 β
α 1
)
preserves interlacing, and
hence f+ βg≪ f+ αg.
Next, a proof that uses the product representation of f. We assume that f, g
have no roots in common. Since f←− gwe can write
g = βf+
∑
i
bi
f
x− ai
where β > 0, the bi are non-negative, and the ai are the roots of f. A root r of
f + αg = 0 satisfies
0 = f(r)
(
1+ αβ+ α
∑
i
bi
1
r − ai
)
.
Since f(r) 6= 0, we remove the factor of f(r), and differentiate (remember r is
a function of α)
0 = β+
∑
i
bi
1
r − ai
− α
∑
i
bi
(r − ai)2
dr
dα
and solving for r′ shows that r′ is negative
r′(α) = −
(
α2
∑ bi
(r− ai)2
)−1
Finally, a conceptual proof. We assume that α is non-negative; the case
where it is non-positive is similar. When α = 0 the roots of f+αg are the roots
of g. As α→∞ the roots go the roots of g. The roots are continuous functions
of α. Since every real number r is the root of at most one equation f + αg = 0
(choose α = −f(r)/g(r)) it follows that the roots start at roots of f for α = 0,
decrease to the roots of g, and never back up.
1.14 Recursive sequences of polynomials
We give two different ways of constructing sequences of interlacing polyno-
mials. The first is to use a recurrence; the second is the use of log concavity.
The interlacing constructions of previous sections can be iterated to create in-
finite sequences of interlacing polynomials.
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Lemma 1.81. Suppose {ai}, {bi}, {ci} are sequences where all ai and ci are positive,
and the bi are unrestricted. Define a sequence of polynomials recursively by
p−1 = 0
p0 = 1
pn = (anx+ bn)pn−1 − cnpn−2 for n > 1
These polynomials form an infinite interlacing sequence:
p1⋗p2⋗p3⋗ · · ·
Proof. We first note that p2 evaluated at the root of p1 is −c2 which is nega-
tive. This shows that p2⋖p1; the general case now follows by induction from
Lemma 1.25.
It is important to note that the sequences of Lemma 1.81 are exactly the
sequences of orthogonal polynomials; see [168, page 106]. These polynomials
have the property that the degree of pn is n; we can also construct sequences
of interlacing polynomials that all have the same degree.
We can sometimes replace the constant cn by a quadratic:
Lemma 1.82. Suppose that fn ∈ Ppos is a sequence of polynomials satisfying the
recurrence
fn+1(x) = ℓn(x) fn(x) − qn(x) fn−1(x)
where
1. ℓn is linear with positive leading coefficient.
2. qn is quadratic with positive leading coefficient.
3. qn is positive at the roots of fn.
then fn+1⋖ fn.
Proof. This follows from Lemma 1.25.
Here’s an example where it is easy to verify the third condition.
Corollary 1.83. Suppose that fn ∈ Ppos is a sequence of polynomials satisfying the
recurrence
fn+1(x) = (anx+ bn) fn(x) + x(cnx+ dn) fn−1(x)
where cn 6 0 and dn > 0. Then fn+1⋖ fn.
Proof. Since fn ∈ Ppos its roots are negative, and when r < 0 we have that
r(rcn + dn) < 0. Now apply the lemma.
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Example 1.84. The Narayana polynomials Nn are defined by the formula
Nn =
n∑
i=0
1
n
(
n
k
)(
n
k− 1
)
xk.
and satisfy the recurrence
Nn =
1
n + 1
(
(2n− 1)(x+ 1)Nn−1 − (n − 2)(x− 1)
2Nn−2
)
.
It follows from Lemma 1.82 thatNn⋖Nn−1.
Example 1.85. We show that the sequence of commutators determined by the
Narayana polynomials is an interlacing sequence. Let T(xn) = Nn, and define
fn = [D, T ](xn) = N ′n − nNn−1
The f ′ns satisfy the recurrence relation
fn =
2n− 1
(n + 1)(n − 1)2
(
n2 − n− 1 +
(
n2 − n+ 1
)
x
)
fn−1
−
(n − 2)n2
(n − 1)2(n + 1)
(x− 1)2 fn−2
Now f3 = 1 + 3x, so using induction and the recurrence we conclude that
fn(1) 6= 0. It follows from Lemma 1.82 that
· · ·⋖ fn⋖ fn−1⋖ fn−2 · · ·
Example 1.86. In [116] they considered the recurrence relation
pn+1 = 2x pn −
(
x2 + (2n− 1)2
)
pn−1.
This satisfies all the hypotheses of Lemma 1.82, so we conclude that all pn
have all real roots, and consecutive ones interlace.
A small modification to the recurrence in Lemma 1.81 determines a series
of polynomials that are known as orthogonal Laurent polynomials .[46]
Lemma 1.87. If all coefficients an,bn, cn are positive, an > cn, and
p−1 = 0
p0 = 1
pn = (anx+ bn)pn−1 − cnx pn−2 for n > 1
then pn ∈ Palt, and p1⋗p2⋗p3⋗ · · ·
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Proof. We proceed by induction. The case p2⋖p1 is easy, so assume that
pn−1⋖pn−2. The hypotheses on the coefficients implies that the coefficients
of all pk alternate in sign, so pn−1 and pn−2 have all positive roots. Conse-
quently
anx pn−1⋖pn−1≪ cnx pn−2
and so
pn = anx pn−1 − cnx pn−2⋖pn−1
Note that from f⋖g≪hwe can not always conclude that f−h⋖g. We can do
so here because the leading coefficient of anxpn−1 is greater than the leading
coefficient of cnxpn−2 by the hypothesis that an > cn.
Remark 1.88. The reverse of a polynomial f(x) of degree n is xnf(1/x). The re-
verse of a (Laurent) orthogonal polynomials also satisfies a simple recurrence.
For orthogonal polynomials as in Lemma 1.81 the recurrence is
prevn = (an + bnx)p
rev
n−1 − cn x
2 prevn−2
and for Laurent polynomials as in Lemma 1.87
prevn = (an + bnx)p
rev
n−1 − cn x p
rev
n−2
If we modify the signs of coefficients in Lemma 1.81 then we still know the
location of the roots. See page 50 for more results.
Lemma 1.89. Suppose {ai}, {ci} are sequences of positive terms. Define a sequence
of polynomials recursively by
p−1 = 0
p0 = 1
pn = anx pn−1 + cnpn−2 for n > 1
All the roots of pn are purely imaginary.
Proof. It is easy to see that pn only has terms of degree with the same par-
ity as n. Consequently, if we define qn(x) = ı
npn(ıx) then qn has all real
coefficients, and satisfies the recurrence
qn = an x qn−1 − cn qn−2
Thus qn has all real roots, and so pn has purely imaginary roots.
Example 1.90. The d-dimensional cross polytope is
Od = {(x1, . . . , xd) ∈ Rd | |x1|+ · · · + |xd| 6 n}
The number of integer points pd in Od having exactly k non-zero entries is
2k
(
d
k
)(
n
k
)
since there are
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• 2k choices of sign for the non-zero entries.
• (d
k
)
choices for the non-zero coordinates
• (n
k
)
positive integer solutions to x1 + · · · xk 6 n
and therefore pd =
∑n
k=0 2
k
(
d
k
)(
n
k
)
. pd is known as the Ehrhart polynomial of
Od. If we define qd =
∑n
k=0 2
k
(
d
k
)(
x−1/2
k
)
then we can verify that qd satisfies
the recurrence relation
qd =
2
d
xqd−1 +
d − 1
d
qd−2
and thus qd has all imaginary roots. It follows from Lemma 1.89 that the real
part of all the roots of pd is −1/2. (See [26].)
Example 1.91. Assume that f0 has all positive roots and define a sequence by
the recurrence fn+1 = fn + xf
′
n. All these polynomials have the same degree,
all real roots, and (1.14.1) is satisfied. (See Lemma 2.11.)
We now briefly discuss log-concavity.
A function f is strictly concave if for every choice of distinct a,b in the do-
main of f we have
f(a) + f(b)
2
< f
(
a+ b
2
)
.
We say that f is strictly log concave if its logarithm is strictly concave. This is
equivalent to
f(a)f(b) < f
(
a+ b
2
)2
.
If we restrict f to integer values (i.e., a sequence), then at the points
i − 1, i, i+ 1 a strictly log concave function g satisfies
g(i − 1)g(i+ 1) < g(i)2.
A sequence of functions f1, f2, . . . is strictly log concave if the sequence deter-
mined by evaluating at any point is strictly log concave. This is equivalent
to
For all x, fn−1(x)fn+1(x) < fn(x)
2.
We can extend Lemma 1.13 to chains of interlacings.
Corollary 1.92. Assume that f1, f2, . . . is a sequence of polynomials with positive
leading coefficients satisfying
1. The sequence is strictly log concave.
2. The leading coefficients have the same sign, or alternating signs.
3. f1 ←− f2
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then
f1 ←− f2 ←− f3 ←− f4 ←− · · · . (1.14.1)
The property of log-concavity is not much stronger than interlacing.
Lemma 1.93. Suppose f, g,h are polynomials of the same degree with positive lead-
ing coefficients and f≪g. Then, g≪h if and only if there is a positive constant c
such that f, g, ch is strictly log-concave.
Proof. If f, g, ch is strictly log-concave then g≪h by Corollary 1.92. Con-
versely, if g≪h then there is a c such that f, g, ch is log-concave if and only
if fh/g2 is bounded above. Since f, g,h have the same degree, the limit of
fh/g2 is finite as x goes to ±∞. Consequently, it suffices to show that fh/g2
is bounded above at each root of g. Now g2 is positive near a root a of g,
so in order for fh/g2 to be bounded above near a it must be the case that
f(a)h(a) < 0. If the roots of g are {a1 < · · · < an}, then sgn f(ai) = (−1)n+i,
and sgnh(ai) = (−1)
n+i+1, so sgn f(ai)h(ai) = −1. We conclude that fh/g
2
is bounded above.
1.15 The positive and negative parts
We consider properties of the positive and negative parts of a polynomial, and
apply the properties to a recurrence.
If f ∈ P, then fneg is the monic polynomial whose roots are the negative
roots of f, and fpos the monic polynomial whose roots are the positive roots
of f. For example, if we know that f≪g then exactly one of these possibilities
holds:
fneg≪gneg & fpos≪gpos
fneg⋗gneg & fpos⋖gpos
Similarly, if we know that f⋖ g then there are exactly two possibilities:
fneg≫gneg & fpos⋖gpos
fneg⋖gneg & fpos≪gpos
Lemma 1.94. The notation ≫ ⋖ describes the interlacing of the positive and neg-
ative parts of a pair of polynomials. If the polynomials are f, g, then this example
means that fneg≫gneg and fpos⋖ gpos. An arrow between boxes means the inter-
lacing of f, g is described in the first box, and the interlacing of f + xg, f is described
in the target box. Then, we have
≫ ⋖ ≪ ≫ ⋖ ≪
⋗ ⋖ ⋖ ≫ ≪ ≪
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Proof. There are six assertions to be verified. We describe in detail how to
prove one of them, namely
⋖ ≫ ≪ ≪ .
The diagram to be proved is the following statement:
fneg≪gneg & fpos≪gpos =⇒ hneg⋖ fneg & hpos≫ fpos
where h = f + xg. We use a sign interlacing argument, which we illustrate
with an example where f has two positive and three negative roots. These
assumptions imply the arrangement of the roots in the diagram below. We
can determine the sign of g and f + xg at the roots of f; they are given in the
second and third lines of the diagram. There is a root in the leftmost segment
since f and f + xg have asymptotes of opposite sign as x → −∞. It follows
that there is a root of f + xg in every segment of the first line of the diagram.
This tells us where all the roots of f+ xg are, and implies the conclusion.
g
f
g
f
g
f 0
g
f
g
f
+ − + + − + sign of g
− + − + − + sign of f + xg
We can apply this result to a recurrence.
Corollary 1.95. Consider a sequence satisfying the recursion pk = pk−1 + xpk−2.
If {p1,p2} satisfy any of the six interlacing conditions of Lemma 1.94 then all pk are
in P.
The recurrence qn = xqn−1+qn−2 looks like the recurrence for orthogonal
polynomials, but the sign is wrong. We show that if q0 = 1,q1 = x then the
roots are all on the imaginary axis, and the roots of consecutive terms interlace.
(See Lemma 1.89.)
By induction we see that q2n only has even powers of x, and q2n+1 only
has odd powers. Write
q2n(x) = p2n(x
2) q2n+1(x) = x p2n+1(x
2).
Here are the first few values:
k qk pk
0 1 1
1 x 1
2 1 + x2 1 + x
3 2x+ x3 2 + x
4 1 + 3x2 + x4 1 + 3x+ x2
The recurrence for q translates into two recurrences for p:
p2k+1(x) = p2k(x) + p2k−1(x)
p2k(x) = xp2k−1(x) + p2k−2(x)
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and as matrix equations these are(
1 1
1 0
)(
p2k
p2k−1
)
=
(
p2k+1
p2k
)
(
x 1
1 0
)(
p2k+1
p2k
)
=
(
p2k+2
p2k+1
)
We claim that we have the interlacings
p2k≪p2k+1⋗p2k+2 (1.15.1)
The first is trivial since p2k⋖p2k−1. The second follows from Lemma 1.20.
In particular, all pk are in P
pos.
Now q2n(x) = p2n(x
2), so all roots of q2n lie on the imaginary axis. The
roots of q2n+1 also lie on the imaginary axis, and include 0. The interlacings
(1.15.1) imply that the roots of the qk interlace.
If we had that qn = xqn−1 + αn qn−2 where αn is positive then the same
argument applies, and the roots interlace on the imaginary axis.
1.16 Polynomials without all real roots
We have seenmanyways of showing that polynomials have all real roots; here
we note that certain polynomials do not have all real roots.
1. pn = 1+x+
x2
2 + · · ·+ x
n
n! does not have all real roots if n > 1. Since p
′
n =
pn−1, if pn had all real roots, so would pn−1. The quadratic formula
shows that p2 does not have all real roots, so pn does not either.
2. q2n = 1+
x2
2 + · · ·+ x
2n
(2n)! and q2n+1 = x+
x3
3! + · · ·+ x
2n+1
(2n+1)! do not have
all real roots for n > 0. Again, note that q2 does not have all real roots,
and q′n = qn−1.
3. pn = 1!x+ 2!x
2 + · · ·+n!xn does not have all real roots. If it did then its
(n − 2)th derivative would have two real roots, but(
d
dx
)n−2
pn = (n− 1)!(n− 2)!
(
1
n − 1
+ x+
n2
2
x2
)
and this polynomial has no real roots. A more conceptual proof is that
the exponential map (see Chapter 7.7.11) takes pn to 1+x+x
2+ · · ·+xn.
This polynomial isn’t in P, yet the exponential map sends P to itself.
4. We can use Lemma 1.55 to show that there are no real roots. For exam-
ple,
If f and g interlace and have no roots in common then the
polynomial f g′ − f′ g has no real roots.
If a monic polynomial does not have any real roots then it is positive for all
real values. Such polynomials are often stable - see Chapter 21.
CHAPTER
2
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Polynomials with all positive
coefficients
In this chapter we consider Ppos, the collection of all polynomials that have
all negative roots. If the leading coefficient is positive then all coefficients are
positive. We introduce an interlacing relation
+
∼ for such polynomials that is
weaker than interlacing for P, but is the natural definition for Ppos. We call
this relation positive interlacing.
2.1 Basic Properties
We establish some simple properties of Ppos.
Lemma 2.1. Suppose that f ∈ Ppos.
1. If g in P has all positive coefficients then g ∈ Ppos.
2. If g ∈ P and f⋖g then g ∈ Ppos.
3. If g(x) ∈ P then there is a positive α such that g(x + α) ∈ Ppos.
4. f(x) ∈ Ppos iff f(−x) ∈ Palt.
5. f(−x2) has all real roots if and only if f(x) ∈ Ppos.
6. f(x2) has all real roots if and only if f ∈ Palt.
Proof. If f ∈ P has all positive coefficients, and r is positive, then f(r) is a sum
of positive terms, and hence r is not a root of f. In addition, 0 is not a root
since f(0) is the constant term which is positive by assumption.
If f⋖g, the roots of f are negative, and are interlaced by the roots of g, so
the roots of g are also all negative. Thus, g ∈ Ppos. For the next part, take α to
be larger than the absolute value of the smallest root of f.
51
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The roots of f(−x2) are the square roots of the negatives of the roots of f(x),
so the roots of f(x) are all negative. The case that f ∈ Palt is similar.
The next result constructs a polynomial in P from two interlacing polyno-
mials in Ppos. See Theorem 7.64 for a converse.
Lemma 2.2. If f⋖g, f, g ∈ Ppos, then
1. f(−x2)⋖ xg(−x2).
2. f(−x2) + xg(−x2) ∈ P.
Proof. If the roots of f(x) are (−r21, . . . ,−r
2
n) then the roots of the new poly-
nomial f(−x2) are (±r1, . . . ,±rn). Consequently, f(−x2)⋖ xg(−x2), which im-
plies the lemma.
Here’s a different way to tell if a polynomial is in P±.
Lemma 2.3. If f and g have no factors in common, g(0) 6= 0, and f interlaces both g
and xg then g is in Palt or Ppos.
Proof. If we remove a zero from the roots of xg then there will be two consec-
utive roots of f with no root of g in between unless 0 is the largest or smallest
of the roots of xg.
Recall (Corollary 1.50) that if T : P −→ P then the leading coefficients are
all the same sign, or alternate in sign. If T : Ppos −→ P then there are more
complicated sign patterns. See Question 9.
Lemma 2.4. If either T : Ppos −→ Ppos or T : Palt −→ Palt, T preserves degree,
and T(1) is positive then the leading coefficient of T(xn) is positive.
If T : Ppos −→ Palt or T : Palt −→ Ppos, and T preserves degree then the signs
of the leading coefficients of T(xn) alternate.
Proof. If T(xn) =
∑
ci,nx
i then for any α
T( (x + α)n ) = T(xn) + nαT(xn−1) + · · ·
= cn,nx
n + (cn−1,n + nαcn−1,n−1)x
n−1 + · · ·
If T : Ppos −→ Ppos then for any α > 0 the polynomial (x+α)n is in Ppos, and
so T((x + α)n) is also in Ppos. It follows that for any positive α both cn,n and
cn−1,n + nαcn−1,n−1 have the same sign. Choosing α sufficiently large shows
that the leading coefficients cn,n and cn−1,n−1 have the same sign.
If T : Palt −→ Palt then we choose α < 0 and the argument is similar. For
the last part replace x by −x.
If all the roots are positive then the coefficients alternate. Here’s another
alternation result.
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Lemma 2.5. If a polynomial has all real roots and all the coefficients of odd degree are
zero then the signs of the non-zero coefficients alternate.
Proof. If f(x) is such a polynomial then the non-zero terms all have even de-
gree, so f(x) = f(−x). Thus, the roots of f come in pairs ri,−ri, which implies
f(x) =
∏
i
(x2 − r2i)
and therefore the non-zero coefficients alternate in sign.
There is an interesting condition that guarantees that the signs of the coef-
ficients alternate in pairs.
Lemma 2.6. If f(x) and f(−x) interlace then the sign pattern of the coefficients of f
is · · · + + − − + + − − · · · .
Proof. We note that if
f(x) = a0 + a1x+ a2x
2 + · · ·
then
f(x) + f(−x) = 2(a0 + a2x
2 + · · · ) = 2g(x2)
Since the left hand side is in P it follows that g(x) has all positive roots. Simi-
larly
f(x) − f(−x) = 2x(a1 + a3x
2 + · · · ) = 2xh(x2)
implies h has all positive roots. Since g and h have all positive roots, their
coefficients alternate, and so the coefficients of f have pattern · · ·++−−++ · · ·
since it is the intertwining of two alternating sequences.
2.2 Interlacing in Ppos
Our definition of interlacing for P requires that all linear combinations of a
pair of interlacing polynomials lie in P. Such a definition can not work if
we replace P by Ppos, because if we choose a negative coefficient then the
resulting polynomial could have both positive and negative coefficients. This
motivates our definition:
Definition 2.7. If f, g ∈ P and deg(f) > deg(g) then we say that f +∼ g if and
only if f + αg is in P for all positive α. We say that f
+
∼ g if there are open
neighborhoods Of,Og of f and g such that for f0 ∈ Of and go ∈ Og we have
f0
+
∼ g0.
We write f≪+ g if there is a positive β and h ∈ P with positive leading
coefficient such that f
+
∼ h and g = βf+ h.
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It is clear from the definition that if f, g ∈ Ppos satisfy f⋖g then f +∼ g. We
can express
+
∼ in terms of ⋖ .
Lemma 2.8. Suppose that f, g ∈ P have positive leading coefficients. The following
are equivalent
1. f
+
∼ g
2. There is k ∈ P such that k≪ f and k⋖ g. That is, f and g have a common
interlacing.
Proof. If there is such a polynomial k then Lemma 1.31 implies that all positive
linear combinations are in Ppos. The converse follows from Proposition 1.35.
Linear transformations that map Ppos to itself preserve
+
∼. The proof is the
same as in Theorem 1.43.
Lemma 2.9. Suppose that T is a linear transformation that maps Ppos to itself,
and maps polynomials with all positive coefficients to polynomials with all positive
coefficients. Then f
+
∼ g implies that Tf
+
∼ Tg.
Unlike ⋖ , it is not true that f
+
∼ g,h implies that g+h ∈ P. For example, if
f = (x + 2)(x+ 6)(x + 7) g = (x+ 1)(x + 3) h = (x + 4)(x+ 5)
then f
+
∼ g,h but g+ h has imaginary roots1. In addition, even though f
+
∼ h,
f and f + h do not interlace.
Next, we have a simple property of the derivative that will be generalized
to homogeneous polynomials in Corollary 4.3, and to polynomials in two vari-
ables in Corollary 9.93.
Corollary 2.10. If f⋖g both have positive leading coefficients then
f
+
∼ −g′. Equivalently, f− ag′ ∈ P for a > 0.
Proof. Apply Lemma 1.31 to the interlacings f⋖g⋖ g′.
Lemma 2.11. If f ∈ P then f≪+ xf′. If f ∈ Palt then f≪xf′, and if f ∈ Ppos then
xf′≪ f.
Proof. Since the leading coefficient of xf′ is positive it suffices to show that
f + αxf′ ∈ P for all positive α. So write f = ∏(x− ri) and let g = xf. Then
f + αxf′ =
g
x− 0
+
∑
α
g
x− ri
1But see p. 639
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where we recall that
f′ =
∑ f
x− ri
This shows that f + αxf′ interlaces xf for positive α, and hence is in P.
The second part follows since f⋖ f′, and 0 is either greater or less than all
the roots of f.
2.3 Linear combinations in Ppos
In Proposition 1.35 we found that if αf + βg have all real roots for all non-
negative α,β then f and g have a common interlacing. The assumptions were
not strong enough to conclude that f and g interlace. The next result gives
assumptions about non-constant combinations that lead to interlacing.
Lemma 2.12. Suppose that polynomials f, g are in Ppos and have positive leading
coefficients. In addition, assume that for all non-negativeα,β,γ the polynomial (αx+
β)f + γg has all real roots. Then g←− f.
Proof. If we apply Proposition 1.35 we see that for all positive β the polyno-
mials (x + β)f and g have a common interlacing. If we choose −β smaller
than the smallest root of f and g then since (x + β)f and g have a common
interlacing, it follows that the smallest root of g is less than the smallest root
of f. If the combined roots of f and g have two consecutive roots of f (or g)
then upon choosing −β in between these roots we find that there is no com-
mon interlacing. It is possible to make these choices with positive β’s since all
roots of f and g are negative.
Lemma 2.13. If f + αg and xf + αg are in Ppos for all positive α then g ←− f.
Equivalently, if f
+
∼ g and xf
+
∼ g where f, g ∈ Ppos then g←− f.
Proof. The only was that common interlacing of f and g, and of xf and g, can
occur is if f and g interlace.
It is not easy for linear combinations of polynomials to remain in Palt or
Ppos.
Lemma 2.14. Suppose that f, g have the same degree, and that f+αg ∈ Palt∪Ppos
for all α ∈ R. Then at least one of the following is true
1. g is a constant multiple of f.
2. There are constants a,b, c,d such that f = (ax+ b)xr,
g = (cx + d)xr.
Proof. Wemay assume that the degree is greater than 1. If it is not the case that
g is a constant multiple of f then by Lemma 1.16 we can find α,β such that
f+αg has a positive root, and f+βg has a negative root. Since by hypothesis
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we have that f + αg ∈ Palt, and f + βg ∈ Ppos, it follows that for some
α 6 γ 6 β we have that f + γg ∈ Palt ∩ Ppos. Now the only polynomials in
Palt∩Ppos are multiples of powers of x, so we find that f+γg = exr for some
e, r. Substituting shows that exr + (α− γ)g ∈ P for all α. Consequently, g and
xr interlace. This implies that g = (cx + d)xr or g = cxr−1. The latter is not
possible since f has degree at least r, so g = (cx+d)xr. The result now follows
by substituting for g.
If f≪g then the largest root belongs to f, and the smallest to g. Thus, if
f, g ∈ Ppos we have xg⋖ f, and if f, g ∈ Palt we know xf⋖g.
Lemma 2.15. Suppose f≪g have positive leading coefficients. If f, g ∈ Ppos then
xg+ f⋖ f. If f, g ∈ Palt then xf− g⋖g.
Proof. Since g ∈ Palt we know that xf⋖g, and therefore xf − g⋖ g by Corol-
lary 1.30. The second case follows by replacing x by −x.
Corollary 2.16. If a 6∈ (0,n) then
If f ∈ Ppos(n) then − af+ xf′


≪ f a > n
⋗f a = n
≫ f a < 0
If f ∈ Palt(n) then − af+ xf′


≫ f a > n
⋗f a = n
≪ f a < 0
Proof. If f ∈ P and a 6∈ (0,n) then −af + xf′ ∈ P by Corollary 1.15. The
remaining parts follow the usual arguments.
2.4 Various linear combinations
In this section we first look at linear combinations of the form
h = (ax+ b)f + (cx2 + dx + e)g
where f⋖g. We are interested in what restrictions we may place on a,b, c,d, e
to conclude that h interlaces f, or that h is in Ppos or Palt. The results are all
easy consequences of Lemma 1.25, or or Lemma 1.20.
Theorem 2.17. Let Tf = (ax + b)f + (cx2 + dx + e)g where c 6= 0, f ∈ Ppos(n)
has positive leading coefficient, and f⋖ g. Assume that cx2 + dx + e has constant
sign ǫ on all roots of f and (a+ nc)ǫ < 0 for all positive integers n.
1. Tf⋖ f.
2. If f ∈ P(−∞,α) and (a + nc) · (Tf)(α) > 0 then Tf ∈ P(−∞,α).
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3. If f ∈ P(α,∞) and (−1)n(a+ nc) · (Tf)(α) > 0 then Tf ∈ P(α,∞).
4. If f ∈ Ppos and (a+ nc),b, e have the same sign then Tf ∈ Ppos.
5. If f ∈ Palt and (a + nc),b, e have the sign then Tf ∈ Palt.
Proof. In order to show that Tf⋖ f we need to show that Tf sign interlaces f,
and that Tf evaluated at the largest root of f has sign opposite to the leading
coefficient of Tf (Lemma 1.8). If z is a root of f, then (Tf)(z) = g(z) · (cz2 +dz+
e). Since g sign interlaces f, we must have that cz2 + dz + e has constant sign
on any interval containing roots(f).
If z denotes the largest root of f, then the sign of (Tf)(z) equals
sgng(z) sgn(az2+bz+c), and since f has positive leading coefficient, sgng(z)
is positive. The leading coefficient of Tf is a+ nc, so a sufficient condition for
Tf⋖ f is that sgn(a + nc) sgn(az2 + bz+ c) is negative.
Now assume that f ∈ P(−∞,α). Since Tf⋖ f, the only root of Tf that could
possibly be greater than α is the largest root. If (Tf)(α) has the same sign as
the leading coefficient a+ nc of Tf then there are no roots greater than α.
In case f ∈ P(α,∞), we follow the preceding argument; the condition is that
(Tf)(α) has the same behavior as (Tf)(x) as x −→ −∞.
For last two parts we use the fact that (Tf)(0) = bf(0) + ef′(0). If f ∈ Ppos
then f(0) and f′(0) are positive. If f ∈ Palt then f(0) and f′(0) have sign (−1)n.
The corollary below follows immediately from Lemma 1.20.
Corollary 2.18. Suppose that f, g,h, k have positive leading coefficients and satisfy
f≪g≪h, g⋖k. Then for all a and positive α,β,γ we have
1. If g ∈ Ppos then xf+ ag+ αh− βf− γk⋖g
2. If g ∈ Palt then xh+ ag− αh+ βf+ γk⋖g
3. xg+ βh≪g
2.5 The positivity hierarchy
If we are given a polynomial with all positive coefficients then there are many
properties that it might have, and we should always check to see which prop-
erties it does have. These properties are given in Figure 2.1. We assume that
f = a0 + · · ·+anxn where all ai are positive. The conditions get weaker as we
move downward.
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f has no real roots.
f is positive everywhere. f has all real roots.
f has exactly one real root. f is
(linear)×(positive everywhere).
f is stable.
All roots are in the left
half plane.
a0, . . . ,an is log concave.
a2i
ai−1ai+1
> 1
ai+1ai−1
ai−2ai+2
> 1 The even and odd parts
have all real roots.
a0, . . . ,an is unimodular.
a0 6 · · · 6 ak > · · · > an
Figure 2.1: The positivity hierarchy
CHAPTER
3
-
Matrices that preserve interlacing
This chapter is concerned with the question:
Suppose thatM is a matrix, either a constant matrix, or with poly-
nomial entries. Suppose that v is a vector of polynomials lying in
P, or perhaps in Ppos. When isMv also a vector of polynomials in
P?
The answer whenM is constant is roughly thatM satisfy a property called
total positivity. Such matrices are discussed in the first section, and the char-
acterization is proved in the following section. The next section discusses two
by two matrices that preserve interlacing, and Section 4 covers some results
about general M. The final section has some examples of matrices that pre-
serve interlacing for polynomials in Ppos.
3.1 Totally positive matrices
In this section we recall properties of totally positive matrices. Wewill see that
these matrices occur whenever we consider linear combinations of interlacing
polynomials. See [5] and [61] for the proofs of the theorems in this section.
A matrix is strictly totally positive if all its minors are positive. If all the
minors are non-negative we say it is totally positive. A simple consequence of
the Cauchy-Binet formula for the determinant of the product of two matrices
is that products of totally positive matrices are totally positive, and products
of strictly totally matrices are strictly totally positive.
A weakening of this definition is often sufficient. We say that a matrix is
is strictly totally positive2 if all elements and all two by two determinants are
positive. It is totally positive2 if all elements and all two by two determinants
are non-negative.
The first theorem is due to Whitney:
Theorem 3.1 (Whitney). Every totally positive matrix is the limit of a sequence of
strictly totally positive matrices.
59
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The next theorem describes a useful decomposition of totally non-negative
matrices:
Theorem 3.2 (Loewner-Whitney). Any invertible totally positive matrix is a prod-
uct of elementary Jacobi matrices with non-negative matrix entries.
There are three kinds of elementary Jacobi matrices. Let Ei,j be the matrix
whose i, j entry is 1 while all other entries are 0. If I is the identity matrix then
the elementary Jacobi matrices are I + tEi,i+1, I + tEi+1,i, and I + (t − 1)Ei,i
where t is positive. For example, in the case i = 2 for 4 by 4 matrices they are
1 0 0 0
0 1 t 0
0 0 1 0
0 0 0 1


1 0 0 0
0 1 0 0
0 t 1 0
0 0 0 1


1 0 0 0
0 t 0 0
0 0 1 0
0 0 0 1
 (3.1.1)
If ( a cb d ) is strictly totally positive, then a,b, c,d > 0, and ad − bc > 0. An
explicit factorization into Jacobi matrices is
(
a c
b d
)
=
(
1 0
0 b
)(
a 0
0 1
)(
1 0
0 ad−bc
ab
)(
1 0
ab
ad−bc
1
)(
1 c
a
0 1
)
(3.1.2)
3.2 Constant matrices preserving mutual interlacing
Suppose that we have a vector v of polynomials in P. If A is a constant matrix
when is Av also a vector of polynomials in P?
Even if we are only considering three polynomials, a condition such as
f1≪ f2≪ f3 is not strong enough to draw any conclusions. The reason is that
when we form linear combinations, we will need to know the relationship be-
tween f1 and f3 as well. Thus, we assume that f1, f2, f3 is mutually interlacing:
Definition 3.3. A sequence of polynomials f1, . . . , fn is mutually interlacing if
and only if for all 1 6 i < j 6 n we have fi≪ fj, and each fi has positive
leading coefficient.
The roots of a mutually interlacing have a simple ordering. If we denote
the ordered roots of fi by r
j
i then the roots of f1, . . . , fn are ordered
r11 6 r
1
2 6 · · · 6 r1n 6 r21 6 r22 6 · · · 6 r2n 6 r31 6 r32 6 · · · 6 r3n 6 · · ·
Here are a few examples of mutually interlacing sequences of polynomials:
Lemma 3.4.
1. If g(x) is a polynomial with roots a1 6 · · · 6 an, then the sequence below is
mutually interlacing:
g
x− a1
,
g
x− a2
, . . . ,
g
x− an−1
,
g
x− an
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2. Any subsequence of a mutually interlacing sequence is mutually interlacing.
3. If f1, f2, . . . , fn is a mutually interlacing sequence then the sequences below are
mutually interlacing
f1, f1 + f2, f2, f2 + f3, . . . , fn−1, fn−1 + fn, fn
f1, f1 + f2, f1 + f2 + f3, . . . , f1 + f2 + · · · + fn
f1, f2, f2, f2, . . . , f2
Proof. The roots of the first sequence of polynomials are
(a2,a3, . . . ,an), (a1,a3, . . . ,an), . . . , (a1, . . . ,an−2,an), (a1, . . . ,an−2,an−1)
which are interlacing. The remaining assertions follow easily from Corol-
lary 1.30.
We first determine when a linear combination of mutually interlacing
polynomials has all real roots. The answer is simple: the coefficients have
at most one change of sign.
Lemma 3.5. Suppose that a1, . . . ,an are non-zero constants,
and f1≪ · · · ≪ fn is a mutually interlacing sequence of polynomials. The following
are equivalent:
1. For all possible fi as above
∑
aifi has all real roots.
2. There is an integer k so that all the ai where i 6 k have the same sign, and all
ai where i > k have the same sign.
Proof. We can write fi = fk + ǫiri where fi⋖ ri, ri has positive leading coeffi-
cient, and ǫi = −1 if i < k and ǫi = 1 if i > k. Now
f =
∑
aifi = (
∑
i
ai)fk +
∑
i
(aiǫiri)
and by hypothesis the coefficients aiǫi all have the same sign. It follows from
Lemma 1.10 that f ∈ P.
Conversely, consider the three mutually interlacing polynomials
g1 = (x − 8)(x− 24)
g2 = (x − 5)(x− 21)
g3 = (x − 2)(x− 13)
where g1≪g2≪g3. Observe that
g1 − g2 + g3 = x
2 − 21x+ 13 6∈ P.
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Now embed g1, g2, g3 in a mutually interlacing sequence so that f1 =
(1/|a1|)g1, fi = (1/|ai|)g2, and fn = (1/|an|)g3. Since
a1f1 + aifi + anfn = sgn(a1)g1 + sgn(ai)g2 + sgn(an)g3
we know that if the left hand side has all real roots then we can not have that
sgn(a1) = sgn(an) 6= sgn(ai). This implies that there can be at most one sign
change.
The following obvious corollary will be generalized in the next section
where sums are replaced by integrals.
Corollary 3.6. Suppose that a1, . . . ,an are positive constants,
and f1≪ · · · ≪ fn is a mutually interlacing sequence of polynomials. Then
f1≪a1f1 + · · · + anfn≪ fn (3.2.1)
Our first theorem is a simple consequence of the general theorems of the
previous section.
Theorem 3.7. Suppose f1, . . . , fn are mutually interlacing, and A = (ai,j) is an n
by n matrix of constants such that
A · (f1, . . . , fn) = (g1, . . . , gn)
If A is totally positive, then g1, . . . , gn is mutually interlacing.
Proof. Since the limit of a mutually interlacing sequence is mutually interlac-
ing, and any non-invertible totally positive matrix is the limit of strictly to-
tally positive matrices, we may assume that A is invertible. By the Loewner-
Whitney theorem we can assume that A is an elementary Jacobi matrix. The
three classes of matrices applied to f1≪ · · · ≪ fn give three easily verified
mutually interlacing sequences:
f1 · · · fi−1 fi + tfi+1 fi+1 · · · fn
f1 · · · fi−1 fi tfi + fi+1 · · · fn
f1 · · · fi−1 tfi fi+1 · · · fn
The two by two case for all positive entries follows from the theorem.
However, we can determine the action of an arbitrary two by two matrix.
Corollary 3.8. Suppose that f1≪ f2 (or f1⋖ f2) have positive leading coefficients,
and
(
a b
c d
) (
f1
f2
)
= ( g1g2 ), where without loss of generality we may assume that a is
positive. If the determinant ad − bc is positive then g1≪g2, and if it is negative
g2≪g1.
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Proof. Assume that the determinant ad−bc is non-zero. If r is a common root
of g1 and g2 then since the matrix is invertible we conclude that f1(r) = f2(r) =
0 which contradicts the assumption that f1 and f2 have no common factors.
Now any linear combination of g1 and g2 is a linear combination of f1 and f2,
and thus has all real roots. Consequently, g1 and g2 interlace. The direction
of interlacing will not change if we continuously change the matrix
(
a b
c d
)
as
long as the determinant never becomes zero. Consequently, if the determinant
is positive we can deform the matrix to the identity, in which case g1≪g2. If
the determinant is negative we can deform the matrix to
(
1 0
1 −1
)
, and since
f − g≪ fwe are done.
Example 3.9. Consider
(
1 b
1 d
) (
f
g
)
=
(
f+bg
f+dg
)
. If f≪g and 0 < b < d then
f + bg≪ f+ dg.
The examples of mutually interlacing sequences in Lemma 3.4(3) are given
by the following totally positive matrices, where we take n = 3 for clarity, and
the “.” are zeros.
1 . .
1 1 .
. 1 .
. 1 1
. . 1

1 . .1 1 .
1 1 1


1 . .
. 1 .
. 1 .
. 1 .

An immediate corollary of Corollary 3.8 is that the inverse of a totally pos-
itive matrix sometimes preserves interlacing.
Corollary 3.10. If
1. M is a 2 by 2 totally positive invertible matrix with non-negative entries
2. f, g,u, v ∈ P have positive leading coefficients
3. M
(
f
g
)
= (uv )
then f≪g if and only if u≪ v.
Remark 3.11. The inverses of the 3 by 3 Jacobi matrices (except the diagonal
ones) do not satisfy the conclusions of the lemma. However, we do have that
the matrices of the form  1 0 −a0 1 0
−b 0 1

satisfy the conclusions if 0 6 ab < 1. That is, if 0 6 a,b and 0 6 ab < 1, 1 0 −a0 1 0
−b 0 1
fg
h
 =
uv
w

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f, g,h is mutually interlacing, and f, g,h,u, v,w have positive leading coeffi-
cients then u, v,w is mutually interlacing. This is equivalent to showing that
f− ah≪g g≪ − bf+ h f− ah≪h− bf
The first follows from f≪g≪h. For the second, write f = αg− r,h = βg+ s
where g⋖ r, s. Then g≪ (β − bα)g + s + br since the leading coefficient of
the right hand side is positive by hypothesis. Finally, the last one is a two by
two matrix
(
1 −a
−b 1
) (
f
h
)
=
(
f−ah
h−bf
)
. The lemma shows that the interlacing is
satisfied if the determinant is positive, which is true since 0 6 ab < 1.
Surprisingly, we do not need the full force of total positivity to conclude
that a matrix preserves interlacing, but just the non-negativity of all two by
two submatrices.
Theorem 3.12. Suppose that A = (a1, . . . ,an) and B = (b1, . . . ,bn) are vectors
of positive real numbers, and f = (f1, . . . , fn) is a vector of mutually interlacing
polynomials. Then
Af≪Bf for all f if and only if (AB ) is totally positive2.
Proof. Consider the mutually interlacing set of polynomials
c1f1, c2f2, . . . , cnfn
where the ci are positive. By continuity of roots, if we set ci = cj = 1, and all
other c’s to zero, then
aifi + ajfj≪bifi + bjfj.
We can rewrite this as
(
ai aj
bi bj
)(
fi
fj
)
=
(
h
k
)
where h≪k. By Corollary 3.8 we
must have
∣∣∣ ai ajbi bj ∣∣∣ > 0.
Conversely, given A and B construct a totally positive n by n matrix C
whose first row is A, second row is B, and whose remaining rows are all 0. If
we apply C to the mutually interlacing sequence f, g, g, · · · , g the conclusion
follows from Theorem 3.7.
A small modification of this argument shows
Corollary 3.13. Suppose f1, . . . , fn are mutually interlacing, and A = (ai,j) is an
n bym matrix of constants such that
A · (f1, . . . , fn) = (g1, . . . , gm)
If A is totally positive2, then g1, . . . , gm is mutually interlacing.
If we fix the constants rather than the polynomials, then we need a deter-
minant condition on the polynomials.
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Lemma 3.14. Suppose that we have the following interlacing diagram
f1 ≪ f2 ≪ . . . ≪ fn
≪ ≪ ≪
g1 ≪ g2 ≪ . . . ≪ gn
where
1. The fi are mutually interlacing.
2. The gi are mutually interlacing.
3.
∣∣ fi fi+1
gi gi+1
∣∣ < 0 for 1 6 i < n
then for any non-negative α1, . . . ,αn we have
∑
αi fi≪
∑
αi gi
Proof. We may assume that all αi are positive. We proceed by induction. The
case n = 2 is Lemma 1.51. let h1 = αf1 + α2f2 and k1 = αg1 + α2g2 then
by the lemma we know that h1≪k1 and {h1, f2, . . . , fn} and {k1, g2, . . . , gn} are
mutually interlacing. The determinant condition is satisfied since∣∣∣∣h1 f2k1 g2
∣∣∣∣ = ∣∣∣∣α1f1 + α2f2 f2α1g1 + α2g2 g2
∣∣∣∣ = α1 ∣∣∣∣f1 f2g1 g2
∣∣∣∣ < 0
We continue combining terms until done.
Mutually interlacing sequences have a nice interpretation when expressed
in the interpolation basis. Suppose f1, . . . , fn is a sequence of mutually in-
terlacing polynomials of degree d with positive leading coefficients. All the
smallest roots of f1, . . . , fn are smaller than all the second smallest roots of
f1, . . . , fn, and so on. Thus, we can always find a g such that g⋖ fi for all i. It
follows that there are non-negative constants ai,j such that
fi =
∑
ai,j
g(x)
x− bj
.
If we set A = (ai,j), F = (f1, . . . , fn) and G = (
g
x− bj
) then AG = F.
The next lemma characterizes thoseA’s that always yield mutually interlacing
sequences.
Corollary 3.15. SupposeG andA are as above. For all choices ofG the sequence AG
is mutually interlacing if and only if A is totally positive2.
Proof. We simplify what needs to be proved. First of all, it suffices to assume
that A has only two rows since the conclusion only involves two by two ma-
trices. Thus we will show that if for all gwe have
∑
ai
g(x)
x− bi
≪
∑
ci
g(x)
x− bi
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then | ai ai+1ci ci+1 | > 0. Next, notice that we can multiply any column of A by any
positive number, and the determinants will still be non-negative. By continu-
ity we can set all other columns to zero, and so we assume that
ai
g(x)
x− bi
+ ai+1
g(x)
x− bi+1
≪ ci g(x)
x− bi
+ ci+1
g(x)
x− bi+1
Next, we choose g = xn−2(x − α)(x − β) where bi = α and bi+1 = β, and
β > α. We can cancel the powers of x, and so we have
ai(x− β) + ai+1(x − α)≪ ci(x − β) + ci+1(x − α)
The root of the left hand side is not less than the right hand side, so
ci+1α+ ciβ
ci + ci+1
6
ai+1α+ aiβ
ai + ai+1
and from this we find that
(α− β)(ai+1ci − aici+1) > 0
which is the desired conclusion.
The converse follows from Corollary 3.13 since the set
{
g(x)
x−bi
}
is mutually
interlacing.
The following property of mutually interlacing polynomials general-
izes Lemma 1.19, and will be extended to integrals in the next section
(Lemma 8.60).
Lemma 3.16. If f1, . . . , fn and g1, . . . , gn are two sequences of mutually interlacing
polynomials with positive leading coefficients, then
f1 gn + f2 gn−1 + · · ·+ fn g1 ∈ P.
Equivalently,
∑
fi(x)gi(−x) ∈ P.
Proof. Assume the f’s have degree r and the g’s have degree s. Wemay assume
that the roots are distinct. It is helpful to visualize the location of these roots
in two dimensions, so we plot the roots of fi and gn+1−i with y coordinate i.
For instance, if r = 3, s = 2,n = 4 then a possible diagram of the roots is
The roots of the f’s lie in three increasing groups, because each fi has three
roots, and the fi are mutually interlacing. Since the g’s occur in the opposite
order, their groups are decreasing. In addition, since the f’s are mutually in-
terlacing, each group of four roots on a line does not vertically overlap any
other group of four roots.
In this diagram the dotted lines represent values of x for which each of the
terms f1 gn, · · · , fn g1 have the same sign slightly to the left of x. To see this,
consider a term fi gn+1−i. At any value x and sufficiently small ǫ the sign of
fi(x − ǫ)gn+1−i(x − ǫ) is (−1) to the number of roots to the right of x. The
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f
f
f
f
f
f
f
f
f
f
f
fg
g
g
g
g
g
g
g y = 1
y = 2
y = 3
y = 4
Figure 3.1: Roots of mutually interlacing polynomials
doted lines arise at the intersection of upward and downward lines, or at gaps
where there are no up or down lines.
The general case is no different. There are n levels, r upward lines, and s
downward lines. It is easy, but notationally complicated, to see that there are
r+ s+ 1 vertical lines where all signs are the same. Between each pair of signs
there is a root of the sum, accounting for all the roots.
The final statement follows from the first since the interlacing direction of
{gi(−x)} is the reverse of the interlacing direction of {gi(x)}.
3.3 Determinants and mutual interlacing
If f1, . . . , fd is a sequence of mutually interlacing polynomials of degree n,
and fi =
∑
ai,jx
j then the matrix (ad−i,j) is called the matrix of coefficients of
f1, . . . , fd. If the matrix of coefficients of a sequence of mutually interlacing
polynomials is TPk (or totally positive), we say that the sequence is TPk (or
totally positive). We show that any mutually interlacing sequence is TP2, but
not necessarily TP3. In addition, we show that certain mutually interlacing set
of polynomials are totally positive.
Example 3.17. Here are three mutually interlacing polynomials
f1 = (2 + x) (9 + x) (14+ x)
f2 = (5 + x) (10 + x) (15 + x)
f3 = (6 + x) (12 + x) (18 + x)
The matrix of coefficients is1296 396 36 1750 275 30 1
252 172 25 1

It’s easy to see that it is TP2, but the four three by three determinants are all
negative, so it is not TP3.
We first have two useful facts.
Lemma 3.18.
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1. Suppose that C is the matrix of coefficients of V = (f1, f2, . . . , fn), andM is a
compatible matrix, then the matrix of coefficients ofMV isMC.
2. If g ∈ Ppos, and the mutually interlacing sequence V = (f1, . . . , fd) is totally
positive, then the sequence (g f1, g f2, · · · , g fn) is also totally positive.
Proof. The first is immediate from the definition. For the second, since we can
factor g into positive factors, it suffices to assume that g = x+α, where α > 0.
If f1 =
∑
aix
i and f2 =
∑
bix
i then the matrices of coefficients satisfy
a0 a1 a2 · · ·b0 b1 b2 · · ·
...


α 1
α 1
α 1
. . .
 =
αa0 αa1 + a0 αa2 + a1 · · ·αb0 αb1 + b0 αb2 + b1 · · ·
...

The first matrix is the matrix of coefficients of V , the second is totally pos-
itive, and the third is the matrix of coefficients of (x + α)V . The conclusion
follows.
If f =
∏
(x+ ri) where r1 < r2 < · · · < rn then we say that the sequence
f(x)
x+ rn
,
f(x)
x+ rn−1
, · · · , f(x)
x+ r1
of mutually interlacing polynomials is determined by f.
Proposition 3.19. If V = (f1, . . . , fn) is a sequence of mutually interlacing polyno-
mials determined by f ∈ Ppos, andM is a totally positive matrix, then the matrix of
coefficients ofMV is totally positive.
Proof. Since the matrix of coefficients of MV is M times the matrix of coeffi-
cients of V , it suffices to show that V is totally positive. We thus may assume
that fi = f/(x+rn+1−i), where f(x) = (x+r1) · · · (x+rn) and 0 < r1 < · · · < rn.
The matrix of coefficients is an n by n matrix. Consider the submatrix deter-
mined by a set R of d rows and a set of d columns. Define
g(x) =
∏
k6∈R
(x+ rk) h(x) =
∏
k∈R
(x+ rk)
Note fi = g(x) · h(x)/(x + ri). We want to prove that all the determinants of
size d by d are positive for the following set of polynomials
{g(x) · h(x)/(x+ rk) | k ∈ R}
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By the lemma, it suffices to show that the determinant of the matrix of coeffi-
cients of
{h(x)/(x+ rk) | k ∈ R}
is positive. For instance, if d = 4 and R = {1, 2, 3, 4} then the matrix of coeffi-
cients is 
r2 r3 r4 r2 r3 + r2 r4 + r3 r4 r2 + r3 + r4 1
r1 r3 r4 r1 r3 + r1 r4 + r3 r4 r1 + r3 + r4 1
r1 r2 r4 r1 r2 + r1 r4 + r2 r4 r1 + r2 + r4 1
r1 r2 r3 r1 r2 + r1 r3 + r2 r3 r1 + r2 + r3 1

First of all, the determinant is a polynomial of degree
(
k
2
)
in the ri. If ri = rj
then two rows are equal, and the determinant is zero. Thus, ri− rj divides the
determinant. Consequently,
∆ =
∏
i<j
(rj − ri)
divides the determinant. But this is a polynomial of degree
(
k
2
)
, so the de-
terminant is a constant multiple of ∆. We can check that that the constant of
proportionality is 1. Since ri < rj, all terms of the product in ∆ are positive, so
the determinant is positive.
If the matrix of coefficients of a sequence V of mutually interlacing poly-
nomials is not totally positive, then V is not obtained by multiplying the se-
quence determined by the factors of some polynomial by a totally positive
matrix. For instance, the polynomials in Example 3.17 form such a sequence.
Lemma 3.20. If f1, . . . , fd is a sequence of mutually interlacing polynomials in P
pos
then the matrix of coefficients is TP2.
Proof. It suffices to prove that all two by two determinants are non-negative
for f≪g. Write g = af +∑αif/(x + ri) where f = ∏(x + ri), and all ai are
non-negative. If we write this equation in terms of matrices
(
1 0 0 · · ·
a α1 α2 · · ·
)
f
f/(x+ rn)
...
f/(x+ r1)
 =
(
f
g
)
we see the matrix on the left is totally positive, and the middle matrix is totally
positive by the Proposition and taking limits, so the conclusion follows.
We will prove this same result in a different way in Corollary 4.31. If we
apply the Lemma to xf and f where f =
∑
aix
i ∈ Ppos, then the matrix of
coefficients is (
a0 a1 a2 · · ·
0 a0 a1 · · ·
)
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The two by two determinants show that a2k > ak−1ak+1. This is a special case
of Newton’s inequality (p. 106).
3.4 Interlacing polynomials and the Hurwitz matrix
A pair of interlacing polynomials determines a totally positive matrix. We
prove it inductively; the key step is given in the following lemma.
Lemma 3.21. Define Tc(f, g) = (xg+ cf, f), and
D = {(f, g) | f⋖g or f≪g in Ppos with positive leading coefficients } .
1-1: Tc : D −→ D is one to one.
onto: Given α ∈ D there is a positive c and β ∈ D such that Tc(β) = α.
Proof. The first part is clear. For the second choose (h, k) ∈ D, and set c =
h(0)/k(0) and g = (h − ck)/x. Since h and ck have the same constant term, g
is a polynomial. If h⋖k then gx = h− ck⋖ k so Tc(k, g) = (h, k) and k≪g.
If h≪k then write h = ak− ℓwhere a is positive and h⋖ ℓ and follow the
previous argument to conclude that k⋖g.
If we iterate the lemma, we see that we can find positive ci and positive b
such that
(f, g) = Tc1 · · · Tcn H(b, 0). (3.4.1)
This factorization can be turned into a factorization of matrices. If f =
∑
aix
i,
g =
∑
bix
i and we define
J(c) =

c 1 0 0 0 0 . . .
0 0 1 0 0 0 . . .
0 0 c 1 0 0 . . .
0 0 0 0 1 0 . . .
0 0 0 0 c 1 . . .
...
...
...
...
...
. . .

H(f, g) =

a0 a1 a2 . . .
0 b0 b1 b2 . . .
0 a0 a1 a2 . . .
0 0 b0 b1 b2 . . .
0 0 a0 a1 a2 . . .
...
...
...
...
...
. . .

(3.4.2)
then J(c)H(f, g) = H(xg + cf, f). The matrix H(f, g) is sometimes called the
Hurwitz matrix.
Proposition 3.22. If f⋖g in Ppos have positive leading coefficients then
1. H(f, g) is totally positive.
2. There are positive ci and b such that
H(f, g) = J(c1) · · · J(cn)H(b, 0).
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Proof. Since all J(c) and H(b, 0) are totally positive, the first statement is a
consequence of the second. The second is a consequence of the factorization
(3.4.1) and the lemma.
Remark 3.23. If we write out the matrix determined by f⋖ f ′
a1 2a2 3a3 . . .
a0 a1 a2 a3 . . .
0 a1 2a2 3a3 . . .
0 a0 a1 a2 a3 . . .
...
...
...
...
. . .

then we see that
∣∣ kak (k+1)ak+1
ak−1 ak
∣∣ > 0. This is equivalent to
a2k >
k+ 1
k
ak−1ak+1
and this is a weak form of Newton’s inequality (See p. 106.).
We will prove the following corollary in a very different way later - see
Theorem 4.23.
Corollary 3.24. If f =
∑
aix
i is in Ppos then the matrix below is totally positive.
a0 a1 a2 . .
. a0 a1 a2 .
. . a0 a1 .
...
. . .

Proof. Apply the proposition to f⋖ f ′ and select the submatrix whose rows
come from f.
3.5 The division algorithm
We study the division algorithm applied to interlacing polynomials. The basic
result is the following lemma:
Lemma 3.25. Suppose that f, g have positive leading coefficients, and f⋖g in Ppos.
If we divide f by g
f = (ax+ b)g− r where deg(r) < deg(g)
then
1. g⋖ r.
2. r ∈ Ppos
3. r has positive leading coefficient.
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4. deg(r) = n − 2
Proof. Since f sign interlaces g, it follows that r sign interlaces f. The degree
of r is less than the degree of g so we have that g⋖ r. The interlacing is strict,
since any common factor of g and r is a common factor of f and g. Since f
strictly interlaces g, they have no common factors. Since g ∈ Ppos, so is r.
Now we determine the leading coefficient of r. We may assume that f, g
are monic, so
f = xn + a1x
n−1 + a2x
n−2 + · · ·
g = xn−1 + b1x
n−2 + b2x
n−3 + · · ·
r = (x + a1 − b1)g− f
= (a1b1 + b2 − b
2
1 − a2)x
n−2 + · · ·
Using Proposition 3.22 and reversing f, gwe see that
0 6
∣∣∣∣∣∣
1 b1 b2
1 a1 a2
0 1 b1
∣∣∣∣∣∣ = a1b1 + b2 − b21 − a2
Because r interlaces g the degree of r is n− 2, and so the leading coefficient is
positive.
Remark 3.26. If we apply the division algorithm to f⋖ f ′ where f ∈ Ppos then
all coefficients of rmust be positive. The resulting inequalities are either New-
ton’s inequalities, or simple consequences of them.
It’s curious that the lemma does not depend on the positivity of f and g.
Lemma 3.27. Suppose that f, g have positive leading coefficients, and f⋖g in P. If
we divide f by g
f = (ax+ b)g− r where deg(r) < deg(g)
then
1. g⋖ r.
2. r has positive leading coefficient.
3. deg(r) = n − 2
Proof. If we write
f(x) =
n∏
1
(x− ri) g =
n∑
1
αi
f
x− ri
where αi > 0 then a computation shows that the coefficient of r is
−
1(
α1 + · · ·+ αn)2
∑
i<j
αiαj(ri − rj)
2
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Example 3.28. We can apply this in the usual way to solve Ff − Gg = 1. For
example,
f = (x+ 1)(x + 3)(x+ 6)
g = (x+ 2)(x + 4)
f = (x+ 4)
[
g
]
−
[
5x+ 14
]
g =
5x+ 16
25
[
(5x+ 4)
]
−
24
25
and recursively solving we get
1 =
39+ 36x+ 5x2
24︸ ︷︷ ︸
G
[
(x+ 2)(x + 4)
]
−
5x+ 16
24︸ ︷︷ ︸
F
[
(x + 1)(x+ 3)(x + 6)
]
Notice that in this example F and G are in Ppos. In general, if f has degree n
then the algorithm yields F,Gwith deg(F) = deg(G) − 1 = deg(f) − 2.
Lemma 3.29. If f⋖g in Ppos, deg(F) = deg(G)−1 = deg(f)−2, and fF−gG = 1
then
1. F,G ∈ Ppos.
2. f⋖g,G and g,G⋖ F
Proof. If α is a root of f then g(α)(G(α) = 1 so G and g have the same sign
at roots of f. Since deg(G) = deg(f) − 1 it follows that f⋖G - in particular,
G ∈ P. The same arguments show G⋖ F and g⋖ F. All interlacings are strict
since any common divisor divides 1.
The identity fF− gG = 1 is known as the Bezout identity.
Corollary 3.30. If f⋖g in Ppos then there exist F,G ∈ Ppos such that
1. fF− gG = 1
2. f⋖g,G and g,G⋖ F
Restated in terms of the matrix
(
f g
F G
)
Corollary 3.31. A strict interlacing pair (f, g) in Ppos can be extended to an inter-
lacing matrix of determinant 1.
Example 3.32. If we assume that the anti-diagonal elements are (x−a)(x−b)
and 1 then there are exactly two solutions to the Bezout identity:x− a+b±√(a−b)2−42 (x− a)(x − b)
1 x−
a+b±
√
(a−b)2−4
2

Here is a family of matrices satisfying the Bezout identity(
x+ 2 kx2 + 2kx+ 2x+ 3
1 kx+ 2
)
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Remark 3.33. IfM is a matrix as in the lemma, thenM andM−1 both map in-
terlacing polynomials to interlacing polynomials. (See p. 83.) This is different
from linear transformations on one polynomial, where the only linear trans-
formations T for which T and T−1 map P to itself are affine transformations.
Next we show that all elements of SL2(R) can be realized by evaluating
polynomials.
Lemma 3.34. If
∣∣ a b
c d
∣∣ = 1 then there are f, g,h, k ∈ P(n) such that∣∣∣∣f gh k
∣∣∣∣ = 1 (f(0) g(0)h(0) k(0)
)
=
(
a b
c d
)
Proof. Define
S is the set of all
(
f g
h k
)
such that
∣∣ f g
h k
∣∣ = 1 and all polynomials in
the same row or column interlace.
Note that if
∣∣ f g
h k
∣∣ = 1 and polynomials in one row or column interlace then(
f g
h k
) ∈ S. We now claim that multiplication by ( α 0β 1/α) and ( α β0 1/α )map S
to itself. For instance,(
α 0
β 1/α
)(
f g
h k
)
=
(
αf αg
βf + h/α βg+ k/α
)
The resulting matrix has determinant one, and one interlacing row, so it is in
S.
From Corollary 3.30 we know that S is non-zero, so we choose
(
f g
h k
)
in S.
The element
(
f(0) g(0)
h(0) k(0)
)
is in SL2(R). Since SL2(R) is generated by upper and
lower triangular matrices as above, all elements of SL2(R) have the desired
representation.
Following the usual matrix representation of the Euclidean algorithm we
get a unique representation for interlacing polynomials.
Lemma 3.35. If f⋖g have positive leading coefficients then there are unique positive
a1, . . . ,an and positive α such that(
f
g
)
= α
(
anx+ bn −1
1 0
)
· · ·
(
a1x+ b1 −1
1 0
)(
1
0
)
Proof. Simply note that if f = (ax+ b)g− r then(
f
g
)
=
(
ax+ b −1
1 0
)(
g
r
)
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3.6 Integrating families of polynomials
We can extend the concept of a mutually interlacing sequence f1, . . . , fn of
polynomials to an interlacing family {ft}, where t belongs to some interval.
Most results of section 3.3 have straightforward generalizations, where sum-
mation is replaced by integration, and totally positive matrices are replaced
by totally positive functions.
We first introduce a quantitative measure of root separation, and use it to
integrate families of polynomials. If f ∈ P, then δ(f) is the minimum distance
between roots of f. If f has repeated roots then δ(f) = 0, and so f has all distinct
roots if and only if δ(f) > 0. It is easy to see that an equivalent definition is
δ(f) = largest t such that f(x)≪ f(x+ t)
It easily follows from the definition of δ(f) that
0 6 s 6 t 6 δ(f) =⇒ f(x + s)≪ f(x+ t) (3.6.1)
This last property is the motivation for the following definitions.
Definition 3.36. Suppose that I is an interval, and for each t ∈ I we have a
polynomial ft(x) with all real roots such that the assignment t 7→ ft is con-
tinuous. We say {ft} is a continuous family of polynomials. If ft≪ fs for every
t 6 s in I, then {ft} is an interlacing family. The interval of interlacing at a point v,
written ρ(ft, v), is the largest ǫ such that fv≪ fs for all s ∈ (v, v + ǫ). If there
is no such ǫ we set ρ(ft, v) = 0. A continuous family of polynomials {ft} is
locally interlacing if ρ(ft, v) is positive for all v in the interior of I. The interval
of interlacing of a locally interlacing family, ρ(ft), is the largest ǫ such that if
s, v ∈ I and v < s < v + ǫ, then fv≪ fs. If there is no such ǫ then the interval
of interlacing is 0.
The following is a generalization of Corollary 3.6.
Proposition 3.37. Suppose {ft} is a continuous family of interlacing polynomials on
[a,b], and that w(t) is a positive function on [a,b]. The polynomial
p(x) =
∫b
a
ft(x) w(t)dt (3.6.2)
has all real roots, and fa≪p≪ fb.
Proof. Choose a = t0 < t1 < · · · < tn = b, and consider the function
s(x, t) = ft0(x)w(t)χ[t0 ,t1] + · · ·+ ftn−1(x)w(t)χ[tn−1,tn]
where χ[c,d] is the characteristic function of the interval [c,d]. It suffices to
show that the polynomial
∫b
a
s(x, t)dt has all real roots, since (3.6.2) is the
limit of such functions. Note that∫b
a
s(x, t)dt = ft0 ·
∫t1
t0
w(t)dt + · · ·+ ftn−1 ·
∫tn
tn−1
w(t)dt
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Each of the coefficients of the polynomials fti is positive, and the set of poly-
nomials ft0 , . . . , ftn is mutually interlacing since {ft} is an interlacing family,
so
∫b
a
s(x, t)dt has all real roots by Lemma 3.4.
Example 3.38. Since δ(x)n = 1, if we let w(t) = 1 then
∫1
0 (x + t)(n) dt is in P.
More generally, for anyw(t) that is positive on (0, 1) we have
(x)n≪
∫ 1
0
(x + t)(n) w(t)dt≪ (x+ 1)(n).
Example 3.39. Given any mutually interlacing sequence of polynomials we
can find an interlacing family that contains it. Suppose that f1≪ · · · ≪ fn is
a mutually interlacing family. Define an interlacing family on (1,n) such that
Fi = fi by
Ft = (i+ 1 − t)fi + (t− i)fi+1 for i 6 t 6 i+ 1.
We can easily compute the integral
∫n
1
Ft dt =
n−1∑
i=1
∫ i+1
i
(i + 1 − t)fi + (t − i)fi+1 dt
=
n−1∑
i=1
(
1
2
fi +
1
2
fi+1)
=
1
2
f1 + f2 + · · ·+ fn−1 + 1
2
fn
Here is a similar example, where the sequence of mutually interlacing
polynomials is determined by the roots of a fixed polynomial. Suppose that
f(x) = (x − r1) · · · (x − rn) where r1 6 · · · 6 rn, and let fi = f/(x − ri). We
know that fn≪ · · · ≪ f1 is a mutually interlacing sequence. Define an inter-
lacing family on (r1, rn) by
Ft =
f(x)
(x− ri)(x− ri+1)
(x− ri − ri+1 + t) on ri 6 t 6 ri+1
This family satisfies Fri = fi. The integral is equal to∫ rn
r1
Ft dt =
n−1∑
i=1
∫ri+1
ri
f(x)
(x − ri)(x − ri+1)
(x − ri − ri+1 + t)
=
n−1∑
i=1
(ri+1 − ri)
f(x)
(x − ri)(x − ri+1)
(x − (ri + ri+1)/2)
The integral interlaces f, since the integral is a positive linear combination of
polynomials interlacing f.
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In neither of these examples is Ft differentiable; the constructions involve
piecewise linear functions. In Lemma 11.18wewill find a differentiable family
for the sequence in the second example.
The next result is the continuous analog of Lemma 3.14. The proof is omit-
ted.
Lemma 3.40. Suppose that ft and gt are interlacing families on [a,b]. If
1. ft(x)≪gt(x) for all a 6 t 6 b
2.
∣∣∣ f(s) f(t)g(s) g(t) ∣∣∣ < 0 for a 6 s < t 6 b
then ∫b
a
ft(x)dt≪
∫b
a
gt(x)dt
The conclusion of Proposition 3.37 was only that p weakly interlaced fa
and fb, since the limit of interlacing polynomials is only weakly interlacing
polynomials. The next lemma is used to deduce strict interlacing for integrals.
Lemma 3.41. Suppose {ft} is a continuous family of interlacing polynomials on
[a,b], and that w(t) is a positive function on [a,b]. Choose c1, c2 such that
a < c1 < c2 < b and consider the the polynomials
p1 =
∫c1
a
ft(x) w(t)dt
p2 =
∫b
c2
ft(x) w(t)dt
Then, fa≪p1≪p2≪ fb.
Proof. From the previous theorem and the hypothesis we know that
fa≪p1≪ fc1 ≪ fc2 ≪p2≪ fb
Since {ft} is interlacing on [a,b], we see that p1≪p2.
We can integrate locally interlacing families to get new ones. We first hold
the interval constant.
Proposition 3.42. If {ft} is a locally interlacing family on [a,b], w(x) positive on
[a,b], and r 6 ρ(f)/2, then
gs(x) =
∫s+r
s
ft(x)w(t)dt
is a locally interlacing family on [a,b− r] with ρ(gs) > r.
CHAPTER 3. MATRICES THAT PRESERVE INTERLACING 78
Proof. Certainly all members gs have roots, so it remains to show that there
is local interlacing. Consider gs and gs+ǫ, where 0 < ǫ 6 r. By the previous
lemma, the three integrals
p1 =
∫s+ǫ
s
ft(x)w(t)dt
p2 =
∫s+r
s+ǫ
ft(x)w(t)dt
p3 =
∫s+r+ǫ
s+r
ft(x)w(t)dt
satisfy p1≪p2≪p3 and p1≪p3. Since gs = p1 + p2, and gs+ǫ = p2 + p3, it
follows that gs≪gs+ǫ.
Next, we vary the domain of integration.
Lemma 3.43. If {ft(x)} is a locally interlacing family on R, w(x) a non-negative
function, and
gs(x) =


∫s
0
ft(x)w(t)dt s > 0
f0(x) s = 0
then {gs} is a locally interlacing family with ρ(g) > ρ(f).
Proof. We need to show that gu≪gv for 0 6 u 6 v 6 ρ(f). If we consider an
approximating sum for gv then all the terms are mutually interlacing, which
easily implies the result.
If the weight is a function of two variables, then integrating a locally inter-
lacing family against the weight gives a new family whose members all have
roots. However, we need an extra condition to guarantee that it is locally in-
terlacing, and total positivity is what we need.
Lemma 3.44. Suppose that {ft} is a family of interlacing polynomials on [a,b], and
u(x),w(x) are positive on [a,b]. Set
pu =
∫b
a
ft(x)u(t)dt
pw =
∫b
a
ft(x)w(t)dt.
If
∣∣∣ u(s) u(t)w(s) w(t) ∣∣∣ is positive for all a 6 s < t 6 b, then pu≪pw
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Proof. For any a < t1 < · · · < tn < b, the approximations to pu and pw are
n−1∑
i=1
(∫ti+1
ti
u(t)dt
)
fti
n−1∑
i=1
(∫ti+1
ti
w(t)dt
)
fti
Now since
(∫ti+1
ti
w(t)dt
)(∫tj+1
tj
u(t)dt
)
−
(∫tj+1
tj
w(t)dt
)(∫ti+1
ti
u(t)dt
)
=
∫ti+1
ti
∫tj+1
tj
(w(t)u(s) − u(t)w(s))dt ds > 0
and the sequence of polynomials ft1 , . . . , ftn is mutually interlacing, the result
follows from Theorem 3.12. Note that we can alloww and u to have infinitely
many zeros on [a,b] since all the integrals will still be positive.
Definition 3.45. A functionw(s, t) is strongly totally positive of order 2 (or STP2)
on an interval [a,b] if for all t < t′, s < s′ in [a,b] the determinant∣∣∣∣w(s, t) w(s, t′)w(s′, t) w(s′, t′)
∣∣∣∣
and all its entries are positive. For example, exy is STP2.
Corollary 3.46. Suppose that {ft} is an interlacing family on [a,b], and thatw(s, t)
is STP2. The family of polynomials
gs =
∫b
a
ft(x)w(t, s)dt
is a interlacing family.
Proof. The lemma shows that it is locally interlacing, and it follows that it is
an interlacing family since fa≪gs≪ fb.
As an example, consider the family
gt(x) =
∫ 1
0
ety(x+ y)
n
dy
Since δ(x+ y)
n
= 1 and ety is STP2 we know that gt is an interlacing family.
Since gt is defined for all t, we have an interlacing family on R.
CHAPTER 3. MATRICES THAT PRESERVE INTERLACING 80
3.7 Families, root zones, and common interlacings
In this section we consider families of polynomials that are indexed by a set S.
We say that a family {ft}t∈S has a common interlacing if there is a g ∈ P such
that ft⋖g for all t ∈ S. The basic question is
What properties do we need in order to have a common interlac-
ing?
Here’s an example. Consider the family {Ft}t>0 where Ft(x) = f(x) + tg(x)
and deg(f) = deg(g) + 1. If Ft ∈ P for all positive t then there is a common
interlacing. This is Proposition 1.35.
It is useful to consider all the zeros of a family. Suppose that {ft}t∈S is a
family of polynomials of degree n. The k’th root zone is
∆k =
{
w ∈ R | ∃t ∈ S & w is the k’th largest root of ft
}
Since we assume that families are continuous, it follows that if S is con-
nected then all the root zones are intervals. The following is elementary, but
points out how root zones can be useful.
Lemma 3.47. If a family F consists of polynomials in P of degree n, and all root zones
∆1, . . . ,∆n are disjoint then F has a common interlacing. The family has a common
interlacing iff the intersection of any two root zones has at most one element.
Proof. Pick the roots of a common interlacing to lie between consecutive root
zones.
Corollary 3.48. If any two polynomials of a family have a common interlacing, then
the family has a common interlacing.
Proof. The hypotheses imply that all elements in ∆k are less than or equal to
all elements of ∆k+1.
Example 3.49. The root zones of the family {f+ tg}t>0 mentioned above have
a simple description. Suppose that f and g have degree n, and let roots(f) =
(ri) and roots(g) = (si). Since f, g have a common interlacing, it follows that
the root zones are
∆k =
[
min(rk, sk), max(rk, sk)
]
.
If all members of the family {f+ αg}α>0 have all real roots then the family
has a common interlacing. We can rephrase this in a way that leads to an
important generalization:
If β2f+ g ∈ P for all real β then {β2f + g}β∈R has a common inter-
lacing.
The next lemma adds a linear term.
Lemma 3.50. Suppose that f, g,h are polynomials with positive leading coefficients
such that deg(f) = deg(g) = deg(h) + 1
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If β2f+βh+g ∈ P for all real β then {β2f+βh+g}β∈R has a common
interlacing.
Proof. Define F(x,β) = β2f+βh+g. If deg(f) = n then for each β the polyno-
mial F(x,β) has exactly n roots, since F(x,β) has degree n for all β. If ri(β) is
the i’th largest root of F(x,β) then the continuous function β 7→ ri(β) is called
the i’th solution curve.
The i’th solution curve meets the x-axis in the i’th largest root of g since
F(x, 0) = g. In addition, lim|β|→∞ ri(β) is the i’th largest root of f. Thus, the
i’th solution curve is asymptotic to the vertical line through the i’th largest
root of f, and meets the x-axis in the i’th largest root of g.
Consideration of the geometry will finish the proof. For any x0 there are
at most two points on the graph with x-coordinate x0. There can be no verti-
cal line that meets two solution curves, for then there would be at least four
intersections on some vertical line. See Figure 3.2, where the dashed lines are
the vertical asymptotes. Thus, the root zones are separated, and we can apply
Lemma 3.47.
Figure 3.2: Impossible solution curves
Corollary 3.51. Suppose that f,h are two polynomials satisfying
1. f ∈ P has positive leading coefficient.
2. h has degree less than n, and does not necessarily have all real roots.
3. f+ αh ∈ P for 0 6 α 6 1
then {f+ αh}06α61 has a common interlacing.
Proof. Consider the following
f + αh ∈ P if |α| 6 1
f+
2β
β2 + 1
h ∈ P if β ∈ R since | 2β
β2 + 1
| 6 1
β2f+ 2βh+ f ∈ P if β ∈ R
We can now apply the lemma.
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3.8 Two by two matrices preserving interlacing
When does a two by two matrix with polynomial entries preserve interlacing?
First, a precise definition.
Definition 3.52. Suppose thatM is a two by two matrix with polynomial en-
tries, andM
(
f
g
)
= ( rs ). Then
• M preserves interlacing if f⋖g or f≪g =⇒ r⋖ s or r≪ s.
• M preserves interlacing for ⋖ if f⋖g =⇒ r⋖ s or r≪ s.
• M preserves interlacing for ≪ if f≪g =⇒ r⋖ s or r≪ s.
• Mweakly preserves interlacing if all interlacings are ⋖ or ≪ .
A number of earlier results can be cast as matrix statements. Assume that
α,β are positive.
f←− g =⇒ αf←− βg (α 00 β ) preserves interlacing.
f←− g =⇒ xf←− xg ( x 00 x ) weakly preserves interlacing.
f⋖g =⇒ xf− αg⋖βf ( x −αβ 0 ) preserves interlacing for ⋖.
f⋖g =⇒ xg+ αf⋖βg (α x0 β ) preserves interlacing for ⋖.
We can combine these matrices using the following lemma:
Lemma 3.53. Suppose thatu, v,w are vectors of length two. If (uv ) and (
u
w ) preserve
interlacing, then for any positive α,β the matrix ( uαv+βw ) preserves interlacing. If
one of them weakly preserves interlacing, then the conclusion still holds.
Proof. Let f ←− g, φ = ( fg ), (uv )φ = ( rs ) and ( uw )φ = ( rt ). Then
( uαv+βw )φ = (
r
αs+βt ). Since r ←− s and r ←− t and at least one of these
is strict, the result follows by adding interlacings.
Corollary 3.54. Suppose that α,β are positive.
1. (α x0 β ) preserves interlacing.
2. ( x 0α x ) preserves interlacing.
3. ( x −α0 x ) preserves interlacing.
4.
(
x −α
β x
)
preserves interlacing.
Proof. The two matrices on the left satisfy the conditions of the lemma, so the
matrix on the right preserves interlacing:
(
α 0
0 β
)
&
(
0 x
0 β
)
=⇒ (α x0 β )(
x 0
0 x
)
&
(
x 0
α 0
)
=⇒ ( x 0α x )
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In the next one, the second matrix represents the interlacing ǫxg − αg≪g,
which follows from ǫxg≪xg⋖ g. We then take the limit as ǫ→ 0+.(
x 0
0 x
)
&
(
0 ǫx−α
0 x
)
=⇒ ( x −α0 x )
The next one follows from previous ones:(
x −α
β 0
)
& ( x −α0 x ) =⇒
(
x −α
β x
)
The condition that a matrix preserves interlacing is not much more than
invertibility. Note that the signs of the leading coefficients are not relevant.
Lemma 3.55. If the two by two matrixM is invertible for all x, and there are poly-
nomials r⋖ s and u⋖ v such that M ( rs ) = (
u
v ) then M preserves interlacing for
⋖.
Proof. Assume that there is anα such that u(α) = v(α) = 0. SinceM evaluated
at α is invertible, it follows that r(α) = s(α) = 0. Since r and s have no roots
in common, it follows that u and v also have no roots in common. Thus,
whatever the order the zeros of u and v, it is the same order for all u and v.
Since there is one example where they interlace, they always interlace.
Proposition 3.56. Suppose thatM =
(
f g
h k
)
is a matrix of polynomials with positive
leading coefficients. M preserves interlacing if and only if
1. f −→ g, h −→ k, and both interlacings are strict.
2. The determinant
∣∣ f g
h k
∣∣ is never zero.
Proof. Assume that M preserves interlacing, and let M ( rs ) = (
u
v ). If r≪ s
then fr + gs ∈ P. It follows from Lemma 1.38 that g≪ f. If g and f had
a common factor, then u and v would have a common factor. Thus g≪ f.
Similarly, k≪h. Suppose that ρ is a root of |M|. It follows that
(
u(ρ)
v(ρ)
)
=
(
0
0
)
which contradicts the hypothesis that u and v have no roots in common.
Conversely, by Leibnitz (Lemma 1.26) both u = fr + gs and v = hr + ks
have all real roots. By the preceding lemma, it suffices to show that there is
one example where the roots of u and v interlace. For this purpose, choose
r = g and s = f and apply Lemma 1.32.
The cases with ⋖ are similar and omitted.
Corollary 3.57. If f⋖g and the absolute value of the leading coefficient of f is greater
than the absolute value of the leading coefficient of g then
(
f −g
g f
)
preserves interlac-
ing for ⋖.
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Proof. Since f⋖g the determinant is always positive. The following interlaces
by Lemma 1.18, and so proves the corollary:(
f −g
g f
)(
f
g
)
=
(
f2 − g2
2 fg
)
Example 3.58. If we pick f≪g then
∣∣∣ g fg′ f′ ∣∣∣ 6= 0. Consequently, ( g fg′ f′ ) pre-
serves interlacing. For instance,
(
2x x2
1 2x
)
weakly preserves interlacing.
Example 3.59. If we expand (x+ı)n we can write it as fn(x)+gn(x)ı where fn
and gn have all real coefficients. Multiplication by x+ı leads to the recurrence(
x −1
1 x
)(
fn
gn
)
=
(
fn+1
gn+1
)
By Corollary 3.54 it follows that fn⋖gn. This is an elementary fact about
polynomials whose roots all have negative imaginary part. See Chapter 20.
Example 3.60. Here is another example where matrix multiplication natu-
rally arises (see Theorem 7.64). Suppose that f(x) is a polynomial. Write
f(x) = fe(x
2) + xfo(x
2). The even part of f is fe(x), and the odd part is fo(x).
For example, consider powers of x+ 1:
(x+ 1)3 (x + 1)4 (x + 1)5
even part 3x+ 1 x2 + 6x+ 1 5x2 + 10x+ 1
odd part x+ 3 4x+ 4 x2 + 10x+ 5
It’s clear from the definition that if g(x) = (x+ α) f(x) then
g(x) = α fe(x
2) + x2 fo(x
2) + x fe(x
2) + αx fo(x
2)
ge(x) = α fe(x) + xfo(x)
go(x) = fe(x) + α fo(x)
which we can express as the matrix product(
α x
1 α
)(
fe
fo
)
=
(
ge
go
)
We will see in Example 3.74 that if h ←− k have positive leading coeffi-
cients, and h, k lie in Ppos then(
1 x
1 1
)(
h
k
)
=
(
r
s
)
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implies that r←− s. However, the matrix does not preserve arbitrary pairs of
interlacing polynomials:(
1 x
1 1
)(
(x + 2)(x− 2)
(x − 1)(x+ 3)
)
=
(
−4 − 3 x+ 3 x2 + x3
−7+ 2 x+ 2 x2
)
The latter two polynomials are in P, but they don’t interlace. However, it is
worth noticing that(
1 x
1 1
)2(
(x + 2)(x− 2)
(x − 1)(x+ 3)
)
=
(
−4 − 10 x+ 5 x2 + 3 x3
−11 − x+ 5 x2 + x3
)
and the latter two polynomials do interlace. This is a general fact:
Lemma 3.61. If α > 0 then the matrix (α x1 α )
2 weakly preserves interlacing.
Proof. First of all, (α x1 α )
2
=
(
x+α2 2αx
2α x+α2
)
. We notice that(
x+ α2 2αx
2α x+ α2
)(
r
s
)
=
(
(x + α2)r+ 2αxs
2αr+ (x+ α2)s
)
=
(
u
v
)
and both u and v are in P.
If we follow the proof of Proposition 3.56 then
∣∣∣ x+α2 2αx
2α x+α2
∣∣∣ = | α x1 α |2 =
(x − α)2 has a zero at x = α, and is otherwise positive. As long as u and v
do not have α for a zero then the argument of the proposition applies. This is
the case if and only if r(α) + s(α) = 0. If we choose ǫ so that sǫ(x) = s(x + ǫ)
satisfies r≪ sǫ, r(α) + sǫ(α) 6= 0, then we can apply the argument of the
proposition. Taking limits finishes the proof.
Polynomials of equal degree
For the rest of this section we will always assume that
deg(f) = deg(g) = deg(h) = deg(k)
(
f g
h k
)(
r
s
)
=
(
u
v
)
Lemma 3.66 in the next section shows that in order to get non-trivial results
we must assume that f, g,h, k, r, s all have positive leading coefficients. We
consider two different ways that interlacing can be preserved.
(≪ ) r≪ s implies u≪ v
(⋖ ) r⋖ s implies u⋖ v
These conditions put constraints on f, g,h, k.
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Lemma 3.62. Suppose
(
f g
h k
)
( rs ) = (
u
v ), and consider the two interlacings
f+ αg⋖h+ αk for α > 0 (3.8.1)
xf+ αg⋖ xh+ αk for α > 0 (3.8.2)
r≪ s implies u≪ v =⇒ (3.8.1)
r⋖ s implies u⋖ v =⇒ (3.8.2)
Proof. These cases are all similar. When (≪ ) holds then we take r = x and
s = αx. When (⋖ ) holds then we set r = x2 and s = αx. Since s must have a
positive leading coefficient we require that α is positive. The results follow by
computing u, v and dividing the interlacing u←− v by x.
If (3.8.1) holds then we see from considering the left side that f and g have
a common interlacing. If both (3.8.1) and (3.8.2) then Lemma 2.13 shows that
we have true interlacing.
Remark 3.63. If we only require that f⋖ s implies that u⋖ v and do not require
that the degrees of f, g,h, k are equal then we do not get (3.8.2), and so have
more possibilities. In particular note that if r⋖ s and
(
x −b
1 0
)
( rs ) = (
u
v ) then
u⋖ v. However, then entries of
(
x −b
1 0
)
do not satisfy (3.8.2).
When (3.8.1) and (3.8.2) holdwe can combine the restrictions into one poly-
nomial.
Lemma 3.64. If (3.8.1) and (3.8.2) hold then for any y, z ∈ R we have that
g+ zf + yk + yzh ∈ P
Proof. For any positive α and any y ∈ R we know that
g+ αf+ y(k + αh) ∈ P
g+ αxf+ y(k + αxh) ∈ P
Rewriting these yields
(g+ yk) + α(f + yh) ∈ P
(g+ yk) + αx(f+ yh) ∈ P
Since g + yk ∈ P and f + yh ∈ P we apply Lemma 2.13 to conclude that for
any z ∈ R
(g+ yk) + z(f + yh) ∈ P
We will study such polynomials in Chapter 14.
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3.9 Matrices of polynomials that preserve interlacing
We investigate the set S of all matricesM with polynomial entries such that if
v is a vector of mutually interlacing polynomials then so is Mv. S is a semi-
group since it’s closed under multiplication, and S contains all totally positive
matrices. In this section we give a few general constructions.
We do not have a complete analog to Lemma 3.5, but just a necessary con-
dition. Notice that the order of interlacing is reversed.
Corollary 3.65. Suppose f1, . . . , fn is a sequence of polynomials of the same de-
gree and all positive leading coefficients. If for all mutually interlacing polynomials
g1≪ · · · ≪gn with positive leading coefficients the polynomial f1g1 + · · · + fngn
has all real roots, then the fi are mutually interlacing, and
fn≪ · · · ≪ f2≪ f1
Proof. By taking limits we may assume that all but gi and gj, i < j, are zero.
Now apply Lemma 1.38 to find that gj≪gi.
We have seen an example of this reverse order in Lemma 1.19. Note that
we assumed that all the polynomials had positive leading coefficients. This is
not a convenience:
Lemma 3.66. Suppose that f≪g have positive leading coefficients. If for every r≪ s
we have that fs+ gr ∈ P, then r and s have leading coefficients of the same sign.
Proof. Choose r = f′ and s = −g′. From Lemma 1.55 we know that fs + gr =∣∣∣ f gf′ g′ ∣∣∣ is never zero, and so has no real roots.
We do not have a satisfactory answer to the problem of when mutual in-
terlacing is preserved. We will reconsider this question in § 24.24.6 where we
find relationships with polynomials in three variables. Here are some neces-
sary conditions; they are easily seen not to be sufficient.
Lemma 3.67. Suppose thatA = (pi,j) is am by nmatrix of polynomials of the same
degree with the property that for all vectors f = (f1, . . . , fn) of mutually interlacing
polynomials, the polynomials Af = (g1, . . . , gm) are mutually interlacing. Then
• The polynomials in any column of A are mutually interlacing.
p1,j≪p2,j≪ . . . ≪pn,j
• The polynomials in any row of A are mutually interlacing in the reverse order:
pj,1≫pj,2≫ . . . ≫pj,n
Proof. By continuity, we can apply A to the vector (f, 0, . . . , 0). This implies
that all columns are mutually interlacing. The interlacing in the rows follows
from Corollary 3.65.
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The next lemma determines some necessary conditions that depend on the
coefficients.
Lemma 3.68. Suppose that M is a matrix of polynomials of degree n and positive
leading coefficients that preserves mutually interlacing polynomials. The matrices of
constant terms and of leading coefficients ofM are both totally positive2.
Proof. It suffices to prove this for two by two matrices. So, assume that
M =
(
f1 f2
f3 f4
)
where fi has constant term ci and leading coefficient di. LetMr
be the result of substituting rx for x inM. If r is positive thenMr preserves in-
terlacing. Consequently, limr→0Mr = (
c1 c2
c3 c4 ) preserves mutually interlacing
polynomials. Similarly, limr→∞ r−nMr =
(
d1 d2
d3 d4
)
preserves mutually inter-
lacing polynomials. The conclusion now follows from Theorem 3.12.
We can use the Leibnitz lemma (Lemma 1.26) to get a some classes of el-
ementary matrices that are analogous to the Jacobi matrices (3.1.1). Choose
g≪ f with positive leading coefficients. Assume that r≪ s and compute(
f g
0 f
)
( rs ) =
(
fr+gs
fs
)
.
Lemma 1.26 implies that fr+gs≪ fs, so ( f g
0 f
)
preserves interlacing. Similarly,
the matrix
(
g 0
f g
)
also preserves interlacing. We can generalize this construc-
tion.
The first elementary matrix Ei has f on its diagonal, g in position i, i + 1
for some i, and the remaining entries are 0. The second elementary matrix
E0i is not the transpose, but has g on its diagonal, f in position i + 1, i, and
the remaining entries are 0. The last elementary matrix is the diagonal ma-
trix fI. The previous paragraph shows that these matrices preserve vectors of
mutually interlacing polynomials. For example with n = 4 and i = 2 these
elementary matrices are
E2 =

f 0 0 0
0 f g 0
0 0 f 0
0 0 0 f
 E02 =

g 0 0 0
0 g 0 0
0 f g 0
0 0 0 g
 f I =

f 0 0 0
0 f 0 0
0 0 f 0
0 0 0 f

With these matrices we can construct examples of transformations that
preserve mutually interlacing sequences. For instance, if n is 4 then
(E1E2E3) (E1E2)E1 =

f6 3 f5 g 3 f4 g2 f3 g3
0 f6 2 f5 g f4 g2
0 0 f6 f5 g
0 0 0 f6

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and consequently if h1≪h2≪h3≪h4 is mutually interlacing then (after fac-
toring out f3) the following are mutually interlacing.
f3h1 + 3 f
2 gh2 + 3 f g
2h3 + g
3h4≪ f3h2 + 2 f2 gh3 + f g2h4
≪ f3h3 + f2 gh4
≪ f3h4
In general,
(E1 · · ·Er)(E1 · · ·Er−1) · · · (E2E1)E1 =
(
gj−ifd+i−j
(
d + 1 − i
j− i
))
and consequently the following sequence of polynomials is mutually interlac-
ing
d∑
j=i
gj−ifd+i−j
(
d+ 1 − i
j− i
)
hi i = 1, . . . ,d
Example 3.69. By taking coefficients of polynomials in P3 we can construct
matrices of polynomials such that all rows and columns are interlacing, and
all two by two determinants are positive. Here’s an example of a 3× 3 matrix
of linear terms  86x+ 1 625x+ 76 1210x+ 260876x+ 61 3953x+ 666 4707x+ 1351
1830x+ 204 5208x+ 1128 3216x+ 1278

and one with quadratic terms
 644x2 + 114x+ 1 9344x2 + 3019x+ 81 30483x2 + 13579x+ 4667816x2 + 2102x+ 78 52036x2 + 24710x+ 1206 96288x2 + 73799x+ 4818
19820x2 + 7918x+ 417 72132x2 + 58752x+ 4114 59610x2 + 110860x+ 11777

3.10 Matrices preserving interlacing in Ppos
The class of matrices preserving interlacing in Ppos contains more than the
totally positive matrices. For example, if f ← g in Ppos, then xg ← f. The
corresponding matrix
(
0 x
1 0
)
preserves interlacing in Ppos, but not in P. In this
section we will restrict ourselves to the following matrices:
An NX matrix is a matrix whose entries are either non-negative
constants, or positive multiples of x.
We begin by determining which NX vectors map to Ppos.
Lemma 3.70. v is an NX 1 by nmatrix that maps all mutually interlacing sequences
of polynomials in Ppos to Ppos if and only if all multiples of x in v occur to the right
of all the positive constants.
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Proof. If a multiple of x is to the left of a positive constant, then we may ignore
all other coordinates, and just take v = (x, 1). In this case
f = x g = x+ 1 f⋖g xf+ g = x2 + x+ 1 6∈ P
Conversely, assume that v = (a1, . . . ,ar, x ar+1, . . . , x an), and let F =
(f1, . . . , fn) be mutually interlacing. Define
g1 =
r∑
k=1
ak fk g2 =
n∑
k=r+1
ak fk
Note that g1≪g2 since the fi are mutually interlacing. Consequently, xg2⋖g1
since all fi are in P
pos, and so vF = g1 + xg2 ∈ Ppos.
Next we look at two by two matrices in NX.
Lemma 3.71. The two by two matrices listed below preserve mutually interlacing
polynomials in Ppos if they satisfy
1 : ( • •• • ) 2 :
( X X
X X
)
determinant is > 0
3 : ( X X• • ) 4 :
( • X
• X
)
determinant is 6 0
5 : ( • X• • ) 6 :
( X X
• X
)
no restriction
Proof. The • stands for a non-negative constant, and X stands for a positive
multiple of x. Since two by two matrices with positive determinant preserve
interlacing, the first two matrices preserve interlacing. The third and fourth
cases follow from the factorizations(
ax bx
c d
)
=
(
0 x
1 0
)(
c d
a b
) (
a cx
b dx
)
=
(
c a
d b
)(
0 x
1 0
)
The last two cases are easy and omitted.
Proposition 3.72. An NX matrix preserves mutually interlacing sequences of poly-
nomials in Ppos if and only if
1. All two by two submatrices satisfy the conditions of Lemma 3.71.
2. All elements that lie above or to the right of a multiple of x are also multiples of
x.
Proof. It suffices to take two rows, and show that they determine interlacing
polynomials. Choose mutually interlacing polynomials (f1, . . . , fn). Let ar
be the rightmost nonnegative constant in the first row, and as the rightmost
nonnegative constant in the second row. By the second hypothesis we know
that r 6 s. We denote the two rows by
(a1,a2, . . . ,ar, x ar+1, . . . , x an) (b1,b2, . . . ,bs, x bs+1, . . . , x bn)
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Define
g1 =
r∑
i=1
ai fi g2 =
s∑
i=r+1
ai fi g3 =
n∑
i=s+1
ai fi
h1 =
r∑
i=1
bi fi h2 =
s∑
i=r+1
bi fi h3 =
n∑
i=s+1
bi fi
We need to show that
g1 + x g2 + x g3≪h1 + h2 + x h3
The interlacings h1≪g2, g1≪h2, g2≪g3, g2≪h3 follow from
the mutual interlacing of the fi’s. The interlacing h2≪g2 follows from
the hypothesis that ( X X• • ) has negative determinant. We now show that
g1 + x g3≪h1 + x h3. Note that
F = (x fs+1, . . . , x fn, f1, . . . , fr)
is a mutually interlacing sequence. The assumptions on the two by two ma-
trices imply that
M =
(
as+1 . . . an a1 . . . ar
bs+1 . . . bn b1 . . . br
)
is TP2. SinceMF = (g1 + x g3,h1 + x h3), we find
g1 + x g3≪h1 + x h3
x g2≪h1 + x h3
g1 + x g2 + x g3≪h1 + x h3
g1 + x g2 + x g3≪h2
Adding these last two yields the conclusion.
Conversely, we know from Lemma 3.70 that all the x’s occur to the right of
the constants. If (1) is satisfied, and (2) is not, then r < s. It follows from the
first part that the interlacing is in the wrong direction.
Suppose that a two by two matrix listed in Lemma 3.71 does not satisfy
the condition. In the first three cases we know the interlacing is reversed. In
the fourth case we take the matrix to be
(
1 x
1 dx
)
and assume that 0 < c < d.
Applying this to x≪x yields x(x+ 1)≫ x(c+ dx) since 0 < c < d.
Example 3.73. The matrix below preserves mutually interlacing sequences in
Ppos since all the determinants are zero, and the x’s satisfy the second condi-
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tion. 
1 x x . . . x x
1 1 x . . . x x
1 1 1 . . . x x
...
. . .
...
1 1 1 . . . 1 x
1 1 1 . . . 1 1

Example 3.74. Suppose thatM is a totally positive matrix, and we form a new
matrixN by replacing the upper right corner element by x. All the hypothesis
are met, so N preserves mutual interlacing in Ppos.
Example 3.75. We can construct matrices with more complicated polynomials
by multiplying these examples together. For instance, if
m1 =
1 x x1 1 x
1 1 1
 m2 =
1 0 x1 1 0
1 2 1

then the productm1m2m1 below preservesmutually interlacing polynomials
in Ppos: 1 + 7 x 6 x+ 2 x2 3 x+ 5 x23 + 5 x 1 + 6 x+ x2 5 x+ 3 x2
7 + x 4 + 4 x 1 + 7 x

Example 3.76. Here’s an example where the matrix is not immediately
obvious [70, Theorem 2.8]. Suppose r is a positive integer and that
f0(x), . . . , fr−1(x) are mutually interlacing. If
(1 + x+ · · · + xr−1) (f0(xr) + xf1(xr) + · · · + xr−1fr−1(xr))
= g0(x
r) + xg1(x
r) + · · ·+ xr−1gr−1(xr)
then g0(x), . . . , gr−1(x) are also mutually interlacing. This follows from the
observation that
1 x x . . . . . . x
1 1 x . . . . . . x
1 1 1 . . . . . . x
...
. . .
...
1 1 1 . . . 1 x
1 1 1 . . . 1 1


f0(x)
f1(x)
f2(x)
...
fr−2(x)
fr−1(x)

=

g0(x)
g1(x)
g2(x)
...
gr−2(x)
gr−1(x)

Example 3.77. Here’s a similar example. Choose a positive integer r, and
suppose that g(x) = (x+ α)f(x). Write
f(x) =
r−1∑
k=0
xifi(x
r) g(x) =
r−1∑
k=0
xigi(x
r)
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If {f0, . . . , fr−1} are mutually interlacing then so are {g0, . . . , gr−1}. The proof is
the observation that
α 0 0 . . . x
1 α 0 . . . 0
0 1 α . . . 0
...
. . .
...
0 0 0 . . . α


f0(x)
f1(x)
...
fr−2(x)
fr−1(x)
 =

g0(x)
g1(x)
...
gr−2(x)
gr−1(x)

This example can be used to give another proof of Theorem 7.65.
3.11 Linear 2 by 2matrices preserving interlacing
We are interested in determining when the matrix(
a1x+ b1 a2x+ b2
a3x+ b3 a4x+ b4
)
(3.11.1)
preserves interlacing in Ppos. We give a nice construction due to Liu andWang
[117]. There are constructions for matrices of higher degree that preserve in-
terlacing (See p. 693.).
We begin by specializing to the matrixM =
(
x+a x
1 x+b
)
. If we applyM to
the vector (x,αx) where α > 0 then the result is a pair of interlacing polyno-
mials. After factoring out x
x+ a+ xα≪ 1 + (b + x)α
−a/(1 + α) > (−1 − bα)/α
P = α2b+ α(b+ 1 − a) + 1 > 0 for all α > 0
Next, applyM to (x2,αx). Factoring out x yields
x(x+ a+ α)⋖ x(1 + α) + bα
Substituting the root of the second term into the first gives
−bα
1 + α
(
−bα
1 + α
+ a+ α) 6 0
R = α2 + (a+ 1 − b)α+ a > 0 for all α > 0
Note that R and P have the same discriminantQ = (a−b)2 −2(a+b)+1. The
graph of Q = 0 is a parabola, and is given in Figure 3.3.
Lemma 3.78.
(
x+a x
1 x+b
)
preserves interlacing in Ppos if and only (a,b) is either in
the parabola, or in the finite region bounded by the axes and parabola. See Figure 3.3.
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Proof. Q intersects the axes at (1, 0) and (0, 1) and is negative in the region
inside the parabola, so P and R are non-negative for those (a,b). If (a,b) is in
the unbounded region below the parabola, then Q is positive, and b + 1 − a
is negative. Thus, P has two positive roots, and so is not positive for positive
α. R has two positive roots in the region above the parabola. Thus, if M
preserves interlacing then (a,b) can’t be in either unbounded region outside
the parabola.
Lemma 3.79 shows that all points in the gray region of Figure 3.3 determine
matrices preserving interlacing. We can use Example 11.61 to show that all
(a,b) in the parabola determine interlacing preserving matrices.
Figure 3.3: The graph of (a− b)2 − 2(a+ b) + 1 = 0
Lemma 3.79. If a and b are positive, and |a − b| 6 1 then
(
x+a x
1 x+b
)
preserves
interlacing in Ppos.
Proof. We first claim that
(
x+t x
1 x+t
)
preserves interlacing for positive t. If we
write (
x+ t x
1 x+ t
)(
f
g
)
=
(
(x+ t)f+ xg
f + (x+ t)g
)
then each of the two terms on the bottom interlaces each of the two terms of
the top. Similarly, α(f+xg)≪ f+(x+ t)g, so (α αx1 x+t ) preserves interlacing for
any positive α.
Since (α αx1 x+t ) and
(
x+t x
1 x+t
)
have the same second row, the matrix(
x+t+α (α+1)x
1 x+t
)
preserves interlacing. Multiplying the first row and the sec-
ond column by 1/(α+ 1), and replacing x by (α+ 1)x shows that(
x+ t+α
α+1 x
1 x+ t
α+1
)
(3.11.2)
preserves interlacing. Suppose that b + 1 > a > b. If we choose t = b/(b +
1 − a) and α = (a − b)/(b + 1 − a) then t and α are both non-negative, and
(3.11.2) reduces to
(
x+a x
1 x+b
)
. The case a+ 1 > b > a is similar.
We have seen that the criterion for a 2×2matrix of polynomials to preserve
interlacing is that the determinant is always positive. If we restrict ourselves
to Ppos then we only need that the determinant is positive for negative x. The
following result is due to Liu and Wang[117].
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Lemma 3.80. Let M =
(
ℓ1 q
c ℓ2
)
where c > 0, ℓ1, ℓ2 ∈ Ppos(1) and q ∈ Ppos(2),
where ℓ1, ℓ2,q have positive leading coefficients. If |M| > 0 for all x 6 0 then M
preserves interlacing in Ppos.
Proof. LetM(f, g)t = (F,G)t where f⋖g in Ppos. The root α of ℓ1 is negative,
and since the determinant is non-negative at α, it follows that q(α) 6 0 and
so q⋖ ℓ1. From Leibnitz (p. 16) we know that F and G are in P
pos.
Since G has positive coefficients and negative roots, |M| is non-negative at
the roots of G. In addition, we have G = cf + ℓ2g⋖ g. The identity
cF = ℓ1G− |M| g
shows that F sign interlaces G. Since the degree of F is greater than the degree
of Gwe conclude that F⋖G.
If q is linear then we get
Corollary 3.81. LetM =
(
ℓ1 ℓ3
c ℓ2
)
where c > 0 and ℓ1, ℓ2, ℓ3 ∈ Ppos(1) have positive
leading coefficients. If |M| > 0 for all x 6 0 thenM preserves interlacing in Ppos.
Note that the corollary provides another proof of Lemma 3.78, since∣∣ x+a x
1 x+b
∣∣ is (x + a)(x + b) − x, and this determines the same region that
is described in the proposition.
Here is a simple consequence.
Corollary 3.82. ( x x1 x+γ ) and
(
x+γ x
1 x
)
preserve interlacing in Ppos if and only if
0 6 γ 6 1.
Proof. Existence follows from the lemma. If γ > 1 then (0,γ) and (γ, 0) lie
outside the parabola.
Lemma 3.83. Suppose that a,b, c,d are positive, and
∣∣ a b
c d
∣∣ > 0.
1.
(
a x+b
c d
)
preserves interlacing in Ppos.
2.
(
a x+b
c x+d
)
preserves interlacing Ppos if and only if c > a, d > b.
3.
(
x+a x+b
c d
)
preserves interlacing Ppos if and only if a > b, c > d.
4.
(
x+a x+b
x+c x+d
)
preserves interlacing Ppos if and only if
c > a > b, and (c− a)(a− b) > ad − bc > 0.
Proof. The first one follows from the decomposition
(
0 x
c d
)
+
(
a b
c d
)
. If c > a
and d > b then (
a x+ b
c x+ d
)
=
(
1 0
1 1
)(
a x+ b
c− a d − b
)
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shows that
(
a x+b
c x+d
)
preserves interlacing. Conversely, if interlacing is pre-
served, then applying
(
a x+b
c x+d
)
to (1,α) yields
a+ α(x+ b)≪ c+ α(x+ d)
Taking roots shows that αb+a 6 αd+c for all positive αwhich implies c > a
and d > b.
The third one is similar: sufficiency follows from(
x+ a x + b
c d
)
=
(
a− b x+ b
c− d d
)(
1 1
0 1
)
and necessity is a consequence of applying
(
x+a x+b
c d
)
to (x,α). For the last
one, we first compute(
1 0
1 1
)(
x+ a x
c− a ad−bc
a−b
)(
1 0
0 a− b
)(
a b
0 1
)
=
(
x + a x+ b
x+ c x+ d
)
By Corollary 3.10 we see that
(
x+a x+b
x+c x+d
)
preserves interlacing if and only if(
x+a x
c−a ad−bc
a−b
)
does. From (3) this is the case if and only if c− a > ad−bc
a−b
.
3.12 Polynomial sequences from matrices
A totally positive or NX n × n matrix determines sequences of polynomials
obeying an n’th order recurrence relation. We first recall how to get sequences
satisfying a recurrence relation from a matrix. Suppose thatM is a matrix, v is
a vector, and the characteristic polynomial ofM is
a0 + a1y+ a2y
2 + · · ·+ anyn.
SinceM satisfies its characteristic polynomial, we have
a0(v) + a1(Mv) + a2(M
2v) + · · · + an(Mnv) = 0.
If we fix an integer k and define wi to be the kth coordinate of M
iv then the
wi also satisfy the same recurrence relation
a0w0 + a1w1 + a2w2 + · · ·+ anwn = 0. (3.12.1)
We now letM be a totally positive matrix, and let v be a matrix of mutually
interlacing polynomials. Since Miv = vi is a vector of mutually interlacing
polynomials, all the coordinates of vi are are in P. These polynomials satisfy
the recurrence relation (3.12.1). All these polynomials have the same degree
but consecutive vi do not necessarily interlace.
Example 3.84. Consider an example whereM =
(
1 2 1
1 3 3
1 4 6
)
and we choose v0 to
be three mutually interlacing polynomials of degree 2.
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v0 =
(
(1 + x)(4 + x) (2 + x)(5 + x) (3 + x)(6 + x)
)
v1 =
(
2(21 + 14x+ 2x2) 88 + 53x+ 7x2 152+ 87x+ 11x2
)
v2 =
(
370+ 221x+ 29x2 2(381+ 224x+ 29x2) 2(653+ 381x+ 49x2)
)
If we just consider the second column, and observe that the characteristic
polynomial is 1 − 12y + 10y2 − y3, then we conclude that all polynomials
defined by the sequence below are in Ppos.
pn+3 = 10pn+2 − 12pn+1 + pn
p0 = (2 + x)(5 + x)
p1 = 88 + 53x+ 7x
2
p2 = 2(381+ 224x+ 29x
2)
We now consider NX matrices. These are more interesting, since the de-
grees of the polynomials can increase.
Example 3.85. We take the matrixM =
(
1 x
1 1
)
. If we begin with v0 = (x+1, x+
2) then the second column yields that pn ∈ Ppos, where
pn+2 = 2pn+1 + (x − 1)pn
p0 = x+ 2
p1 = 2x+ 3
Example 3.86. We now take the matrix M =
(
1 x x
1 1 x
1 1 1
)
. If we begin with v0 =
(x + 1, x+ 2, x+ 3) then the third column yields that all pn ∈ Ppos, where
pn+3 = 3pn+2 + 3(x− 1)pn+1 + (x − 1)
2pn
p0 = x+ 3
p1 = 3x+ 6
p2 = 3x
2 + 14x+ 10
Example 3.87. In this example we letM be the cube of the previousM.
M =
1+ 7 x+ x2 6 x+ 3 x2 3 x+ 6 x23 + 6 x 1 + 7 x+ x2 6 x+ 3 x2
6 + 3 x 3 + 6 x 1 + 7 x+ x2

Since every row has a quadratic term, the degree of the pn’s goes up by two
at each step, so consecutive pn’s don’t interlace. If we again start with v0 =
(x + 1, x+ 2, x+ 3) then all pn are in P
pos:
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pn+3 = 3(1 + 7x+ x
2)pn+2 − 3(x− 1)
4pn+1 + (x − 1)
6pn
p0 = x + 3
p1 = 5 + 42x+ 30x
2 + 4x3
p2 = 8 + 260x+ 947x
2 + 784x3 + 181x4 + 7x5
3.13 Interlacing via the complexes
In this section we show how we can use properties of complex numbers to
establish interlacing. Let UHP be the open upper half plane {z | ℑ(z) > 0}.
Note that
f ∈ P ⇔ f(α) 6= 0 for all α ∈ UHP.
Our first result connects interlacing and quotients.
Lemma 3.88. Suppose that f, g are relatively prime and have positive leading coeffi-
cients. The following are equivalent
1. f←− g
2. f
g
: UHP −→ UHP
Proof. Suppose 1) holds. If we write
g = a0f +
∑
ai
f
x− ri
where roots(f) = (ri) then
g
f
(α) = a0 +
∑
ai
1
α− ri
If α ∈ UHP then α−ri ∈ UHP, so 1/(α−ri) ∈ −UHP, and therefore (g/f)(α) ∈
−UHP. Taking inverses shows that (f/g)(α) ∈ UHP.
Conversely, if 2) holds and f+tg 6∈ P for some t ∈ R then there is α ∈ UHP
such that f(α) + tg(α) = 0. Thus, (f/g)(α) 6∈ UHP. Thus f and g interlace, and
the previous paragraph shows that the direction must be f←− g.
The upper half plane is a cone - it is closed under positive sums. This
additivity explains two fundamental results about interlacing.
Lemma 3.89. Suppose that f, g,h, k in P have positive leading coefficients.
1. If f⋖g,h then f⋖g+ h.
2. If f⋖g, h⋖k then fh⋖ fk + gh⋖gk.
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Proof. If f⋖g,h and σ is in UHP, then g+h
f
(σ) ∈ −UHP since g
f
(σ) and h
f
(σ)
are, and −UHP is a cone. It follows that f/(g+ h)(σ) ∈ UHP.
The second one is similar; it’s just the addition of fractions:
g
f
(σ) +
k
h
(σ) =
gh+ fk
fh
(σ).
Note that the region C \ (−∞, 0) is not a cone, so we should not expect
f
+
∼ g,h to imply g+ h ∈ P. Indeed, it’s false.
All points in the upper half plane can be realized by ratios of interlacing
polynomials.
Lemma 3.90. If α and σ are in UHP then there are f⋖g in P with positive leading
coefficients such that f(σ)
g(σ)
= α.
Proof. We will show that the set
S =
{(
f(σ)
g(σ)
)
| f⋖g
}
equals UHP, considered as a subset of complex projective space. We know all
elements of S lie in UHP. Choose any f⋖g and let f(σ)/g(σ) = β. Since SL2(R)
is transitive on UHP we can find M =
(
a b
c d
)
in SL2(R) such that M(β) = α.
Then (
af+ bg
cf + dg
)
(σ) = M
(
f
g
)
(σ) = M(β) = α
SinceM has determinant one we know that af+ bg⋖ cf + dg.
Matrices preserving interlacing are the same as matrices mapping UHP
to UHP. The next lemma provides an alternative proof of Corollary 3.8, and
clarifies why there is a simple determinant condition. Recall that ifM has all
real coefficients thenMmaps UHP to itself if and only if |M| > 0.
Lemma 3.91. Suppose thatM is a 2 by 2matrix of polynomials with positive leading
coefficients. The following are equivalent
1. M preserves interlacing.
2. M(σ) maps UHP to UHP for all σ ∈ UHP.
Proof. Assume thatM preserves interlacing, and choose any σ and α in UHP.
By Lemma 3.90 we can find f⋖g such that f(σ)/g(σ) = α. Then[
M(σ)
]
(α) =
[
M(σ)
] ( f(σ)
g(σ)
)
=
[
M
(
f
g
)]
(σ) ∈ UHP
sinceM
(
f
g
)
is a pair of interlacing polynomials.
Conversely, if f⋖g and M
(
f
g
)
=
(
F
G
)
then for all σ ∈ UHP we know(
f(σ)
g(σ)
)
∈ UHP. Thus
(
F(σ)
G(σ)
)
∈ UHP, which implies that F⋖G.
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f1(σ)
f2(σ)
f3(σ) f4(σ)
f5(σ)
Figure 3.4: Mutually interlacing polynomials evaluated at σ
3.14 Mutually interlacing polynomials
We will generalize the following three equivalent statements that hold for a
real 2 by 2 matrix M to mutually interlacing polynomials and strictly totally
positive matrices2.
1. M has positive determinant.
2. Mmaps the upper half plane to itself.
3. M preserves interlacing polynomials.
First of all, mutually interlacing polynomials have a pretty geometric inter-
pretation. Suppose that f1, . . . , fn are mutually interlacing. For any σ ∈ UHP
we know that fi(σ)/fj(σ) ∈ UHP for i < j. In terms of angles this means that
the angle from fj(σ) to fi(σ) is less than π. It follows that
All the points {fi(σ)} lie in a half plane, and are , in counterclock-
wise order, f1(σ), . . . , fn(σ). (Figure 3.4)
A 2 by 2 matrix with real entries preserves the upper half plane iff it pre-
serves interlacing. We know that an n by nmatrix preserves interlacing if and
only if it is totally positive2. We now introduce the structure preserved by
strictly totally positive2 matrices.
H+d = {(u1, . . . ,ud) |
ui
uj
∈ UHP for 1 6 i < j 6 d}.
For instance,
H+3 = {(u, v,w) |
u
v
∈ UHP, u
w
∈ UHP, v
w
∈ UHP}
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The space H+2 is a subset of P
2(C), and is usually identified with UHP. A
particular point in H+d is u = (ζ
d−1, . . . , ζ, 1) where ζ = eπ ı/d. The character-
ization of mutual interlacing is the same as for interlacing, and follows easily
from the case d = 2.
Lemma 3.92. Assume (f1, . . . , fd) is a sequence of polynomials. The following are
equivalent:
1. (f1, . . . , fd) is strictly mutually interlacing.
2. (f1(σ), . . . , fd(σ)) ∈ H+d for all σ ∈ UHP.
Let Td be the semigroup of all invertible matrices with non-negative en-
tries for which the determinants of all two by two submatrices are positive.
For example, T2 consists of all two by two matrices with non-negative entries
and positive determinant.
Lemma 3.93. Td acts transitively on H
+
d .
Proof. We know that T2 acts transitively on UHP. Choose two elements
(u1, . . . ,ud) and (v1, . . . , vd) of H
+
d . The block matrixI 0 00 M 0
0 0 I

where M is a 2 by 2 matrix in T2 preserves H
+
d . Since T2 is transitive we first
carry u1,u2 to v1, v2, then leaving the first coordinate fixed we carry v2,u3 to
v2, v3 and so on.
Lemma 3.94. For any u ∈ H+d and σ ∈ UHP there is a vector f of strictly mutually
interlacing polynomials such that f(σ) = u.
Proof. Choose any vector g of mutually interlacing polynomials. Since g(σ) ∈
H+d there is anM ∈ Td such thatM(g(σ)) = u. Thus u = (Mg)(σ), so Mg is
the desired vector.
Proposition 3.95. Suppose thatM is a d by d matrix of positive real numbers. The
following are equivalent
1. M preserves mutually interlacing polynomials.
2. M is strictly totally positive2.
3. M maps H+d to itself.
Proof. We have already seen the first two equivalences. AssumeM maps H+d
to itself. For any σ ∈ UHP and mutually interlacing f1⋖ f2 · · ·⋖ fd we know
that [
M · (f1, . . . , fd)
]
(σ) = M · (f1(σ), . . . , fd(σ)) ∈ H+d
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since (f1(σ), . . . , fd(σ)) ∈ H+d . Thus,M preserves interlacing, and so is totally
positive2.
Conversely, suppose thatM is totally positive2, and u = (u1, . . . ,ud) is in
H+d . Choose mutually interlacing f = (f1, . . . , fd) such that f(σ) = u for some
σ ∈ UHP. Then
Mu = M(f(σ)) = (Mf)(σ) ∈ H+d
sinceMf consists of strictly totally interlacing polynomials.
Remark 3.96. We give a direct proof that (2) implies (3). It suffices to takeM to
be the 2 by d matrix ( ab ). Assume a = (ai), b = (bi) and v = (vi). We show
thatMv ∈ UHP by computing the imaginary part of the quotient ofMv.
ℑ
(∑
aivi∑
bivi
)
=
ℑ
(∑
aivi
)(∑
bivi
)∣∣∑bivi∣∣2
Ignoring the positive denominator, the imaginary part is
ℑ
[∑
aibi|vi|
2 +
∑
i<j
aibjvivj + ajbivjvi
]
=
∑
i<j
∣∣∣∣ai ajbj bj
∣∣∣∣ ℑ(vivj)
All the two by two determinants are positive by hypothesis, and ℑ(vivj) is
positive since vi/vj ∈ UHP.
CHAPTER
4
-
Homogeneous Polynomials
We begin the study of polynomials in two variables with a very special case:
homogeneous polynomials. These results are generally well known, and will
be generalized in later chapters.
4.1 Introduction
A homogeneous polynomial of degree n is a polynomial in x,y such that the
degree of every term is n. A polynomial f of degree n in one variable deter-
mines a homogeneous polynomial of degree n:
F(x,y) = ynf(x/y).
The coefficients of F are those of f. If
f(x) = a0 + a1x+ · · ·+ anxn (4.1.1)
(4.1.2)
then the homogenized polynomial is
F(x,y) = a0y
n + a1xy
n−1 + · · · + anxn (4.1.3)
We can recover f from F since f(x) = F(x, 1).
The key relation for us between homogeneous polynomials and polyno-
mials in one variable is that factorization for homogeneous polynomials cor-
responds to the property of having all real roots.
Lemma 4.1. Let F(x,y) be homogeneous, and set f = F(x, 1). We can factor F into
linear factors if and only if f ∈ P.
Proof. If f =
∏
(aix+ bi) then F =
∏
(aix+ biy) and conversely.
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The reversal of f , written f REV , is
an + an−1x+ · · · + a0xn. (4.1.4)
We can express f REV in terms of F since f REV(x) = F(1, x). This shows that if f
is in P then f REV is also in P.
4.2 Polar derivatives
Since a polynomial in x and y has derivatives with respect to both x and y
we can construct a new derivative operator for polynomials in one variable.
From (4.1.3) we find
∂
∂y
F = na0y
n−1 + (n − 1)a1y
n−2x+ · · ·+ anxn−1.
If we substitute y = 1, then the right hand side becomes
na0 + (n − 1)x+ · · ·+ an−1xn−1 (4.2.1)
which can be written as
n(a0 + a1x+ · · · + anxn) − x(a1 + 2a2x+ · · ·+ nxn−1)
= nf − xf′
This is called the polar derivative of f and is written ∂
∂y
f. The degree of ∂
∂y
f
is n− 1, and the formula for ∂
∂y
f has an n in it. The polar derivative is not not
defined on P, but only on P(n). It is useful to see that the polar derivative can
be defined as follows:
reverse f; differentiate; reverse
Since these operations preserve P, the polar derivative is in P.
If we assume f =
∏
(x − ai) then
∂
∂y
f =
∑
(−ai)
f(x)
x − ai
(4.2.2)
which is similar to the representation for the derivative
∂
∂x
f =
∑ f(x)
x− ai
If f ∈ P± then the polar derivative has all real roots1 by Lemma 2.11. Since
polar derivatives act like derivatives, it is not surprising that we have this
result (due to Laguerre). In fact, in Chapter 9 we will see that they are exactly
derivatives.
1It fails to have all real roots if there are positive and negative roots - e.g. (x+ 1)2(x− 2)2
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Lemma 4.2. If f ∈ P± and f has all distinct roots, then f⋖ ∂
∂y
f. The polar derivative
maps Ppos to itself, and Palt to itself.
Proof. The result follows from Lemma 1.20 and (4.2.2). The mapping proper-
ties follow from (4.2.1).
Corollary 4.3. If f ∈ P± then f − a ∂
∂x
∂
∂y
f ∈ P for a > 0.
Proof. Use Lemma 4.2 and Corollary 2.10.
Lemma 4.4. If f = a0 + · · · + anxn is in P then ∂∂xf and ∂∂y f interlace. If f has
positive leading coefficient then
• If an−1 is negative then ∂∂xf≪ ∂∂yf.
• If an−1 is positive then ∂∂x f≫ ∂∂y f.
Proof. After dividing by an we may assume that f is monic. Since
∂
∂y
f =
−xf′ + nf we see that ∂
∂y
f sign interlaces f′. The sign of ∂
∂y
f at the largest
root of f′ is negative. Since the leading coefficient of ∂
∂y
f is an−1, the result
follows.
Polar derivatives preserve interlacing, but the direction depends on certain
of the coefficients.
Lemma 4.5. Suppose that f =
∑n
0 aix
i and g =
∑n
0 bix
i satisfy f≪g.
• If an−2/an−1 > bn−2/bn−1 then ∂∂y f≪ ∂∂yg
• If an−2/an−1 < bn−2/bn−1 then ∂∂yg≪ ∂∂y f
• If f, g ∈ Palt or f, g ∈ Ppos then ∂
∂y
f≪ ∂
∂y
g
Proof. Since ∂
∂y
maps P to P, it follows from Theorem 1.43 that ∂
∂y
f and ∂
∂y
g
interlace. If we compute ∂
∂y
f by reversing f, differentiating, and then revers-
ing, we see that if f has roots all the same sign then ∂
∂y
preserves interlacing.
It remains to find the direction of interlacing.
In general, if ∂
∂y
f≪ ∂
∂y
g, then we can differentiate n − 2 times to find that
n!an−1x+ (n − 1)!an−2≪n!bn−1x+ (n− 1)!bn−2
If ∂
∂y
g≪ ∂
∂y
f then this interlacing would be reversed. This implies the result.
We can consider the poset of all partial derivatives of a polynomial f. In
case f is in P± then we have predictable interlacings. For instance,
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Corollary 4.6. If f ∈ Ppos is a polynomial of degree n, then whenever i+ j 6 n we
have
∂i
∂xi
∂j
∂yj
f≪ ∂
i−1
∂xi−1
∂j+1
∂yj+1
f
The poset of partial derivatives is log concave.
Lemma 4.7. If f ∈ Ppos has all distinct roots then
∣∣∣ f ∂∂x f∂
∂y
f ∂
∂x
∂
∂y
f
∣∣∣ < 0
Proof. From the definition we have∣∣∣ f ∂∂x f∂
∂y
f ∂
∂x
∂
∂y
f
∣∣∣ = ∣∣∣ f f′nf−xf nf′−(xf′)′ ∣∣∣ = − ∣∣∣ f f′xf′ (xf′)′ ∣∣∣
Since f ∈ Ppos we know f≫xf′, and the result follows from Lemma 1.55.
4.3 Newton’s inequalities
We are going to derive relations among the coefficients of one or two polyno-
mials whose roots have appropriate properties. The idea is to differentiate the
polynomials until we get a polynomial of degree 1 or 2, and then use proper-
ties of linear and quadratic polynomials.
It is immediate from the quadratic formula that if that f(x) = ax2 + bx+ c
has two distinct real roots then b2 > 4ac. We can use the quadratic formula to
derive inequalities for the coefficients of a polynomial that has all real roots.
Suppose that we are given a fourth degree polynomial f = a0 + a1x + a2x
2 +
a3x
3+a4x
4 with all distinct roots. Then, ∂
∂x
f has all distinct roots. Differentiat-
ing oncemore, the second derivative 2a2+6a3x+12a4x
2 has two distinct roots,
so we conclude that 36a23 > 96a2a4, or a
2
3 > (4/3)a2a4. Newton generalized
this argument.
Theorem 4.8 (Newton’s Inequalities). Suppose that the polynomial
anx
n + · · ·+ a0 has all real roots.
1. If the roots are all distinct then
a2k > (1 +
1
k
)(1 +
1
n− k
)ak−1ak+1, for k = 1, . . . ,n− 1. (4.3.1)
2. If the roots are not necessarily distinct, then
a2k > ak−1ak+1 for k = 1, . . . ,n− 1. (4.3.2)
unless ak = ak−1 = 0 or ak = ak+1 = 0
Proof. Let F be the homogeneous polynomial corresponding to f. Since par-
tial derivatives preserve distinct real roots, if f has all distinct roots then the
polynomial
∂k−1
∂xk−1
∂n−k−1
∂yn−k−1
F = n!
(
ak−1(
n
k−1
)x2 + 2 ak(n
k
)xy+ ak+1( n
k+1
)y2) .
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has all real roots, and they are all distinct. Consequently,(
ak(
n
k
))2 > ak−1( n
k−1
) · ak+1( n
k+1
) (4.3.3)
which reduces to (4.3.1).
If the roots of f aren’t distinct, then the inequality in (4.3.1) is replaced by
>. If both ak−1 and ak+1 are non-zero, then (4.3.2) follows. If one of them is
zero then the only way for (4.3.2) to fail is if ak = 0.
There is a kind of converse to Newton’s inequalities, see § 5.5.4. If all the
coefficients are non-zero then we can restate the conclusion in terms of the
Newton quotients:
a2k
ak−1ak+1
>
k + 1
k
n − k + 1
n − k
(4.3.4)
Example 4.9. We can use the Newton quotient to get inequalities for more
widely separated coefficients. Suppose f(x) =
∑
aix
i ∈ Ppos(n). From (4.3.4)
we get
a4k >
(
k+ 1
k
n − k+ 1
n− k
)2
a2k−1a
2
k+1
>
(
k + 1
k
n− k + 1
n − k
)2
k
k − 1
n − k + 2
n − k + 1
akak−2
k+ 2
k+ 1
n − k
n− k− 1
ak+2ak
a2k
ak−2ak+2
>
√
(k + 2)(k + 1)
k(k − 1)
(n− k+ 2)(n − k + 1)
(n − k)(n − k− 1)
If we iterate this inequality, then for any r satisfying k > 2r, n − k > 2r
a2k
ak−2rak+2r
> 2
r
√
〈k+ 1〉2r
(k)2r
〈n− k + 1〉2r
(n − k)2r
(4.3.5)
A similar argument to the above puts an interesting restriction on consec-
utive coefficients of a polynomial with all real roots.
Lemma 4.10. If a polynomial f has all real roots, and two consecutive coefficients of
f are zero, then we can write f = x2g where g is a polynomial with all real roots.
Proof. Write f =
∑
aix
i, and let F be the corresponding homogeneous poly-
nomial. Since partial derivatives preserve roots, the polynomial
G(x,y) =
∂k−3
∂xk−3
∂n−k
∂yn−k
F
= c1akx
3 + c2ak−1x
2y+ c3ak−2xy
2 + c4ak−3y
3
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has all real roots, where c1, c2, c3, c4 are non-zeromultiples of the original coef-
ficients only depending on n and k. If consecutive coefficients ak−1 = ak−2 =
0, thenG(x, 1) = c1akx
3+c3ak−3. This polynomial does not have all real roots
unless ak−3 = 0 or ak = 0. A similar argument shows that if we have r con-
secutive coefficients that are 0, then if they do not include the constant term
we can find a block of r + 1 consecutive zero coefficients. Continuing, we see
that at the very least we must have that the constant term and the coefficient
of x are 0.
Corollary 4.11. If f(x) = a0 + · · ·+ anxn has all real roots and not both a0 and a1
are zero then a2i − ai+1ai−1 > 0 for i = 1, . . . ,n− 1.
We can read Lemma 4.10 to say that if two consecutive coefficients are zero
for f ∈ P, then all earlier ones are also zero. We can slightly extend this to two
variables.
Lemma 4.12. Suppose f(x,y) = · · · + g(x)yr + byr+1 + cyr+2 + · · · satisfies
f(α,y) ∈ P for all α ∈ R
then g has even degree, and cg(x) 6 0 for all x.
Proof. As is usual in these arguments, we differentiate r times with respect to
y, reverse, and differentiate and reverse again until we have a quadratic. It
has the form αg(x)+βby+γcy2 for positive α,β,γ. Since this has roots for all
values of x we must have that g(x)c 6 0, which implies g(x) must have even
degree.
This phenomenon is possible - for instance, take f = x4 − y2. The corollary
below is a two variable analog of Lemma 4.10.
Corollary 4.13. If f(x,y) =
∑
fi(x)y
i satisfies
1. f(α,y) ∈ P for all α ∈ R.
2. the degree of any fi is at most 1.
3. Some two consecutive fi are constant.
then all earlier fi are constant.
Proof. Using the lemma inductively shows that all earlier coefficients are con-
stant.
4.4 More inequalities and bounds
There are many inequalities beyond the Newton inequalities. It’s known that
the set of polynomials of fixed degree with real coefficients is a semi-algebraic
set, and so is determined by a finite set of inequalities. Such a set is given by
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Theorem 4.23. In this section we show how to get inequalities using majoriza-
tion and the Arithmetic-Geometric inequality. We apply these to determining
a bound for polynomials on an interval.
The following well-known inequality uses the Arithmetic-Geometric in-
equality. I don’t know if it follows from Newton’s inequalities. Lemma 4.15
uses a weaker inequality that holds for all the coefficients.
Lemma 4.14. If a0 + · · ·+ anxn ∈ Ppos then
1. ann−1 > n
na0a
n−1
n
2. a1
(
a1
na0
)n−1
> an
The inequality is strict unless f = a(x+ b)n for constants a,b.
Proof. If the roots are −r1, . . . ,−rn then
a0
an
= r1 · · · rn
an−1
an
= r1 + · · ·+ rn
Since all ri are positive the Arithmetic-Geometric inequality implies that
1
n
an−1
an
=
r1 + · · ·+ rn
n
> (r1 · · · rn)1/n =
(
a0
an
)1/n
The second inequality follows from the first by reversing f. Equality holds in
the AGI if and only if all roots are equal.
We can use bounds on the coefficients to bound the size of a polynomial
with all real roots. We begin with a simple consequence of MacLaurin’s in-
equality. The important point is that the upper bound does not depend on the
degree of the polynomial.
Lemma 4.15. If f(x) =
∑n
0 aix
i ∈ Ppos then sup
|x|6r
|f(x)| 6 |a0| e
ra1/a0
Proof. Since f ∈ Ppos we can apply Newton’s inequalities, and so
a1
a0
> 2
a2
a1
> 2
(
3
2
a3
a2
)
> 3
(
4
3
a4
a3
)
> · · · k ak
ak−1
This gives a version of MacLaurin’s inequality:
ak < a1
1
k!
(
a1
a0
)k−1
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and therefore for r > 1
sup
|x|6r
|f(x)| 6 rn
n∑
k=0
ak < a0
n∑
0
(
a1
a0
)k
rn/k! < a0 exp(ra1/a0)
To find bounds for arbitrary polynomials in P we need a result of [167].
Lemma 4.16. If f(x) = amx
m + · · ·+ anxn ∈ P and aman 6= 0 then
sup
|x|6r
|f(x)| 6 |am|r
m exp
(
r
∣∣∣∣am+1am
∣∣∣∣+ r2 ∣∣∣∣a2m+1a2m
∣∣∣∣+ 3 r2 ∣∣∣∣am+2am
∣∣∣∣)
Definition 4.17. Given two sequences a = (a1 6 a2 6 · · · 6 an) and b =
(b1 6 b2 6 · · · 6 bn) then we say amajorizes b, written b≺m a, if
bn 6 an
bn−1 + bn 6 an−1 + an
... 6
...
b2 + · · · + bn−1 + bn 6 a2 + · · · + an−1 + an
b1 + b2 + · · · + bn−1 + bn = a1 + a2 + · · ·+ an−1 + an
There is an important inequality between monomial symmetric functions
due to Muirhead [78, 164].
Theorem 4.18 (Muirhead). Given two sequences a≺m b where
a = (a1 6 a2 6 · · · 6 an) and b = (b1 6 b2 6 · · · 6 bn) then for all positive
x1, . . . , xn∑
σ∈Symn
xa1
σ(1) x
a2
σ(2) · · · xanσ(n) 6
∑
σ∈Symn
xb1
σ(1) x
b2
σ(2) · · · xbnσ(n) (4.4.1)
Example 4.19. Consider a cubic f = (x + r1)(x + r2)(x + r3) where r1, r2, r3
are positive. We also write f = c0 + c1x + c2x
2 + c3x
3. We list the four index
sequences that sum to 4 and the expansion (after homogenizing) of the sum
in Muirhead’s theorem in terms of the coefficients:
Name expansion
M004 0,0,4 2
(
c42 − 4c1c
2
2 c3 + 2 c
2
1 c
2
3 + 4 c0 c2 c
2
3
)
M013 0,1,3 −c3
(
2c3c
2
1 − c
2
2c1 + c0c2c3
)
M022 0,2,2 2
(
c21 − 2c0c2
)
c23
M112 1,1,2 2c0c2c
2
3
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For example,
M112 = r1r2r
2
3 + r1r
2
2r3 + r
2
1r2r3
= r1r2r3(r1 + r2 + r3)
= c0c2
To homogenize we form c43
c0
c3
c2
c3
= c0c2c
2
3. There are four majorizations that
yield (after simplifying) inequalities
M013≺mM004 2c42 − 9c1c3c22 + 9c0c23c2 + 6c21c23 > 0
M022≺mM004 c42 − 4c1c3c22 + 6c0c23c2 + c21c23 > 0
M112≺mM013 − 3c0c2 + c21 > 0
M112≺mM022 − 2c3c21 + c22c1 − 3c0c2c3 > 0
Although the third is Newton’s inequality, calculations show that the first one
is not a consequence of the two Newton inequalities.
4.5 The matrix of a transformation
If T is a transformation on polynomials, then we define ϕ(T) to be the ma-
trix of T in the basis {1, x, x2, x3, . . . }. We investigate the relation between the
properties of T and the properties of ϕ(T).
It is often the case that ϕ(T) is totally positive. However, T : P −→ P does
not imply ϕ(T) is totally positive, nor is the converse true. Consider the two
examples:
Example 4.20. Suppose that T(xi) = aix
i, andD is the diagonal matrix whose
i, i entry is ai. Clearly D is totally positive, yet most transformations of this
form do not preserve roots - see Theorem 15.22.
Example 4.21. If T(f) = f(D)x2 then we know that T : P −→ P. However,
ϕ(T) =

0 0 1 . . .
0 2 . . .
2 0 . . .
...

where all the remaining entries are zero. This matrix is not totally positive.
Although a transformation that preserves roots does not necessarily deter-
mine a totally positive matrix, we do have a result for two by two submatrices
if the direction of interlacing is preserved.
Lemma 4.22. If the linear transformation T satisfies
1. T : Ppos −→ Ppos
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2. T preserves the sign of the leading coefficient.
3. f⋖g implies T(f)⋖ T(g) for f ∈ Ppos.
then all two by two submatrices of ϕ(T) are non-negative. (Thus ϕ(T) is TP2.)
Proof. It suffices to show that all two by two submatrices composed of adja-
cent entries have non-negative determinants. [61] Since T(xn)⋖ T(xn−1), it
follows from Corollary 4.31 that the determinants are non-negative.
We now consider several examples where ϕ(T) is totally positive. If
Mf(g) = f · g is the multiplication transformation, then we write ϕ(f) for
ϕ(Mf). One important case is when f = a+ bx.
φ(a+ bx) =

a b 0 0 . . .
0 a b 0 . . .
0 0 a b . . .
0 0 0 a . . .
...
...
...
...
. . .
 (4.5.1)
For another example, take f(x) = a0 + a1x + a2x
2 + a3x
3.
ϕ(f) =

a0 a1 a2 a3 0 0 0 . . .
0 a0 a1 a2 a3 0 0 . . .
0 0 a0 a1 a2 a3 0 . . .
0 0 0 a0 a1 a2 a3 . . .
...
...
. . .
. . .
. . .
 (4.5.2)
The matrix of a derivative transformation is similar:
φ(f 7→ αf+ f ′) =

α 0 0 0 . . .
1 α 0 0 . . .
0 2 α 0 . . .
0 0 3 α . . .
...
...
...
...
. . .
 (4.5.3)
If f(x) = a0 + a1x+ a2x
2 + a3x
3 then
ϕ(g 7→ f(D)g) =

a0 0 . . .
a1 a0 0 . . .
2a2 2a1 a0 0 . . .
6a3 6a2 3a1 a0 0 . . .
24a4 24a3 12a2 4a1 a0 0
...
...
...
...
...
...
. . .

Finally, the map of an affine transformation leads to binomial coefficients:
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φ(f(x) 7→ f(x+ 1)) =

1 0 0 0 . . .
1 1 0 0 . . .
1 2 1 0 . . .
1 3 3 1 . . .
...
...
...
...
. . .

The first result is well known [25].
Theorem 4.23. If a polynomial f is in Ppos then ϕ(f) is totally positive. [25]
Proof. We show by induction on the degree of f that ϕ(f) is totally positive.
If Mf is multiplication by f then the composition of Mf and Mg is Mfg, and
consequently ϕ(fg) = ϕ(f)ϕ(g). From (4.5.1) it is immediate that φ(a+bx) is
a totally positive matrix if a and b are non-negative. Since every polynomial
in Ppos can be written as a product of factors of the form a+bxwhere a,b are
positive, the conclusion follows from the fact that the product of two totally
positive matrices is totally positive.
Theorem 4.24. If f ∈ Ppos and T(g) = f(D)g then ϕ(T) is totally positive.
Proof. Same as above. Just note that f(D) is a composition of operators of the
form f 7→ αf + βf ′. From (4.5.3) it is clear that ϕ(f 7→ αf + βf ′) is totally
positive.
Remark 4.25. These last two results are equivalent since the two matrices ϕ(f)
and ϕ(g 7→ f(D)g) are similar. This isn’t surprising since differentiation and
multiplication are adjoint. If F is the infinite diagonal matrix with ith diagonal
entry i! then it is easy to see that
ϕ(g 7→ f(D)g) = Fϕ(f)t F−1
Remark 4.26. It is actually the case that the converse of Theorem 4.23 is also
true: if ϕ(f) is totally positive, then f ∈ Ppos. This is known as the Aissen-
Schoenberg-Whitney Theorem [2]. Also, note that the two by two determi-
nants give Newton’s inequalities.
The general form of Hurwitz’s theorem (see Theorem 7.64) follows imme-
diately from this remark.
Corollary 4.27. If
∑
aixi is in P
pos then for any positive d the polynomial∑
adix
i is also in Ppos.
Proof. The totally positive matrix corresponding to
∑
adix
i is formed by tak-
ing the submatrix of (4.5.2) whose rows and columns are divisible by d.
We can apply Theorem 4.23 to determinants involving evaluations at inte-
gers.
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Corollary 4.28. Suppose f ∈ Ppos, d is a positive integer, and α > 0. Then∣∣∣∣∣∣∣∣∣∣∣
1
d!f(α+ d)
1
(d−1)!f(α + d− 1) . . . f(α)
...
...
...
...
1
(2d)!f(α+ 2d)
1
(2d−1)!f(α+ 2d− 1) . . .
1
d!f(α+ d)
∣∣∣∣∣∣∣∣∣∣∣
> 0
Proof. Note that f(x+ α) ∈ Ppos. From Lemma 7.33 we know that
∞∑
k=0
f(i + α)
i!
xi ∈ P̂pos
We can now apply Theorem 4.23.
If f =
∑
αix
i then we can define an infinite matrix which is just ϕ(f) (see
(4.5.2)) bordered by powers of x. For instance, if f has degree three then
N(f) =

1 α0 α1 α2 α3 0 0 0 . . .
x 0 α0 α1 α2 α3 0 0 . . .
x2 0 0 α0 α1 α2 α3 0 . . .
x3 0 0 0 α0 α1 α2 α3 . . .
x4 0 0 0 0 α0 α1 α2 . . .
...
...
. . .
. . .
. . .

(4.5.4)
Proposition 4.29. Suppose f(x) =
∑
αix
i ∈ Ppos. If d is odd then all d by d
submatrices of N(f) are non-negative for positive x.
Proof. We proceed by induction on the degree n of f. If n is 0 then
N(f) =

1 α0 0 0 0 . . .
x 0 α0 0 0 . . .
x2 0 0 α0 0 . . .
x3 0 0 0 α0 . . .
...
...
. . .

We need to check that every d by d submatrix has non-negative determinant.
If the first column isn’t part of the submatrix then this is trivial. If the first
column is part of the submatrix then it’s easy to see that the only way the
determinant is not zero is if the submatrix looks like (for d = 5):
xm α0 0 0 0
xm+1 0 α0 0 0
xm+2 0 0 α0 0
xm+3 0 0 0 α0
xm+4 0 0 0 0

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The determinant is (−1)d−1 xm+4αd−10 . Since d is odd, this is positive for pos-
itive x.
If we multiply N(f) on the left by ϕ(a + bx) (see (4.5.2)) then the result is
a+ bx aα0 aα1 + bα0 aα2 + bα1 . . .
(a + bx)x 0 aα0 aα1 + bα0 . . .
(a+ bx)x2 0 0 aα0 . . .
...
...
 (4.5.5)
This is nearly N((a + bx)f), except that the first column of (4.5.5) is the first
column of N((a+ bx)f) multiplied by a+ bx.
Assume that the proposition holds true for N(f). Any submatrix of
N((a+bx)f) not containing the first column has non-negative determinant. If
a submatrix contains the first column, then its determinant is (a + bx) times
the corresponding determinant inϕ(a+bx)N(f), which is positive by Cauchy-
Binet and the induction hypothesis.
Remark 4.30. The case of d = 3 yields the cubic Newton inequalities (Corol-
lary 4.39) for positive x.
4.6 More coefficient inequalities
An important consequence of Lemma 1.55 concerns the coefficients of inter-
lacing polynomials.
Corollary 4.31. If f = a0 + · · · + anxn, g = b0 + · · · + bnxn, f ←− g, there is
no index k such that ak = bk = 0, and f, g have positive leading coefficients then for
i = 0, 1, . . . ,n− 1 we have ∣∣ bi bi+1
ai ai+1
∣∣ > 0 (4.6.1)
Proof. From Lemma 1.55 we have that
0 >
∣∣∣ f(0) g(0)f′(0) g′(0) ∣∣∣ = ∣∣ a0 a1b0 b1 ∣∣ .
since zero is not a common root. In the general case we differentiate f≪g
exactly i − 1 times. The result is the interlacing
i!ai + (i + 1)iai+1 + · · ·+ (n)ixn−i+1≪ i!bi + (i + 1)ibi+1 + · · ·+ (n)ixn−i+1
We can now apply the case i = 0 to complete the argument.
Remark 4.32. There is a useful picture to help remember this result that will
reappear in higher dimensions. If we write the coefficients of f and g in the
diagram
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b0 b1 b2 b3
a0 a1 a2 a3
then in each pair of adjacent triangles of a square the product of the coeffi-
cients at the diagonally adjacent vertices is greater than the product of the
coefficients at the remaining two vertices.
Remark 4.33. We can derive these inequalities from Newton’s inequalities. In
fact, if f =
∏
i(x − ai), and fj = f/(x − aj), then Newton’s inequalities im-
ply that the determinant (4.6.1) is positive for the functions f and fj. Now
the determinant is linear in the coefficients of g, so the coefficients of any con-
vex combination of f, f1, . . . also satisfy (4.6.1). These convex combinations
describe all the possible g’s by Lemma 1.20.
If we restrict f, g to lie in Ppos then
Lemma 4.34. If f = a0 + · · ·+anxn, g = b0 + · · ·+bnxn, f≪g, f, g ∈ Ppos and
f, g have positive leading coefficients then for all 0 6 r < s 6 n:∣∣∣∣br bsar as
∣∣∣∣ > 0
Proof. If f, g ∈ Ppos then all coefficients are positive, so from Corollary 4.31
we have the inequalities
ar+1
ar
>
br+1
br
ar+2
ar+1
>
br+2
br+1
· · · as
as−1
>
bs
bs−1
Multiplying these inequalities yields the conclusion.
In Lemma 4.34 we extended the Corollary 4.31 to determinants of the form∣∣ ai+d ai
bi+d bi
∣∣. Next, we observe that the coefficients of interlacing polynomials
can not agree very often:
Corollary 4.35. If f≪g are both in Ppos, then f and g can not agree at any two
coefficients.
Proof. If f, g have coefficients as above, and ak = bk, ak+d = bk+d, then
Lemma 4.34 is contradicted, for the determinant is 0.
Here’s another variation.
Lemma 4.36. If f =
∑
aix
i and g =
∑
bix
i interlace, are linearly independent,
and
∣∣∣ a0 b0a1 b1 ∣∣∣ = 0 then a0 = b0 = 0.
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Proof. Since the determinant is zero there is a λ such that λ(a0,a1) = (b0,b1).
If λ 6= 0 then by linear independence λf − g 6= 0, and f and λf − g interlace.
Since λf − g has a factor of x2, f has a factor of x. Considering g and λf − g
shows that g has a factor of x.
If λ = 0 then g has a factor of x2, so f has a factor of x.
Remark 4.37. If we form the matrix of coefficients of three mutually interlacing
quadratics f≪g≪h, then we know that all two by two determinants are pos-
itive (Corollary 4.31), but the three by three determinant can be either positive
or negative. In particular, the matrix of coefficients is not totally positive.
h = (4 + x)(12 + x) h = (8 + x)(12+ x)
g = (3 + x)(9 + x) g = (7 + x)(10+ x)
f = (2 + x)(8 + x) f = (6 + x)(9 + x)
−2 =
∣∣∣∣∣∣
48 16 1
27 12 1
16 10 1
∣∣∣∣∣∣ 4 =
∣∣∣∣∣∣
96 20 1
70 17 1
54 15 1
∣∣∣∣∣∣
Next we have a kind of reverse Newton’s inequalities for two by two de-
terminants of interlacing polynomials.
Lemma 4.38. Suppose that f =
∑
aix
i and g =
∑
bix
i are in P(n). If f≪g then∣∣∣∣bk bk+2ak ak+2
∣∣∣∣2 6 4 · (k + 2)(n − k)(k + 1)(n − k − 1) ·
∣∣∣∣bk bk+1ak ak+1
∣∣∣∣ ∣∣∣∣bk+1 bk+2ak+1 ak+2
∣∣∣∣
Proof. Since f≪gwe know that f+ αg ∈ P for all α. If we let β = (k+ 2)(n−
k)/((k+ 1)(n− k− 1)) then Newton’s inequalities state that for all αwe have
(ak+1 + αbk+1)
2 > β (ak + αbk)(ak+2 + αbk+2)
Since the difference is non-negative for all α the discriminant is non-positive.
A computation of the discriminant shows that
β2
∣∣∣∣bk bk+2ak ak+2
∣∣∣∣2 − 4β ∣∣∣∣bk bk+1ak ak+1
∣∣∣∣ ∣∣∣∣bk+1 bk+2ak+1 ak+2
∣∣∣∣ 6 0
and the conclusion follows.
An equivalent formulation is that the determinant below has all real roots.∣∣∣∣∣∣
1
√
βx x2
bk bk+1 bk+2
ak ak+1 ak+2
∣∣∣∣∣∣
Rosset [147] called the following corollary the cubic Newton inequality
Corollary 4.39. If f(x) =
∑
aix
i ∈ Ppos(n) and 0 6 k 6 n − 3 then
4
(
ak+1
2 − ak ak+2
) (
ak+2
2 − ak+1 ak+3
)
> (ak+1 ak+2 − ak ak+3)
2
Proof. Apply the lemma to xf and f.
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4.7 Log concavity in Ppos
The logarithms of the coefficients of a polynomial in Ppos have useful and
well-known concavity properties. We will revisit these ideas when we con-
sider polynomials in two variables.
To begin, suppose that f = a0 + · · ·+ anxn has all positive coefficients and
is in Ppos. We define the Newton graph of f to be the collection of segments
joining the points
(0, loga0), (1, loga1), · · · , (n, logan).
For instance, Figure 4.7 is the Newton graph for n = 4.
(0, loga0)
(1, loga1)
(2, loga2)
(3, loga3)
(4, loga4)
Figure 4.1: The Newton graph of a polynomial in Ppos
The Newton graph is concave. Indeed, the slope of the segment between
(k, logak) and (k + 1, logak+1) is log(ak+1/ak). Taking logs of Newton’s in-
equality yields
log
ak+1
ak
> log
ak+2
ak+1
,
which means that the slopes are decreasing. This implies that the Newton
graph is concave.
Next, we consider the Newton graphs of two interlacing polynomials. As-
sume that f≪g in Ppos. In order to compare coefficients we will assume that
both are monic, so that their Newton graphs agree at the right hand end-
point. The Newton graph of f lies below the Newton graph of g, and the
gap decreases as the index increases. For example, Figure 4.7 shows f and
g =
∑
bix
i. The dotted lines decrease in length as we move to the right.
We use Lemma 4.34 which says that
∣∣ bk bk+1
ak ak+1
∣∣ > 0. Taking logs shows that
log
bk+1
bk
6 log
ak+1
ak
log
bk+1
ak+1
6 log
bk
ak
and these inequalities imply the assertions of the last paragraph.
4.8 A pair of recursions
In [188] there is an interesting pair of recursions
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(0, logb0)
(0, loga0)
(1, logb1)
(1, loga1)
(2, logb2)
(3, logb3)
(4, logb4)
Figure 4.2: The Newton graphs of two interlacing polynomials
pn+1(z) = z pn(z) − αn z
n qn(1/z)
qn+1(z) = z qn(z) − βn z
n pn(1/z).
If we homogenize these equations then we can find recurrences for pn and qn.
Using these these recurrences we can easily show that pn and qn are in P for
various choices of αn and βn. So consider P(x,y) and Q(x,y) satisfying the
recurrences
Pn+1(x,y) = x Pn(x,y) − αn yQn(y, x)
Qn+1(x,y) = xQn(x,y) − βn yPn(y, x)
with the initial conditions P0(x,y) = Q0(x,y) = 1. We compute Qn+1(y, x)
using each equation
1
xαn+1
(yPn+1(y, x) − Pn+2(y, x)) =
1
xαn
(yPn(y, x) − Pn+1(y, x))−
βn yPn(y, x)
Interchange x and y and simplify
Pn+2(x,y) =
(
x +
αn+1
αn
y
)
Pn+1(x,y) +
(
αn+1βn −
αn+1
αn
)
xyPn(x,y)
Since Pn is homogeneous Pn(x, 1) = pn(x) and
pn+2(x) =
(
x +
αn+1
αn
)
pn+1(x) +
(
αn+1βn −
αn+1
αn
)
x pn(x)
If the coefficient of pn is negative then this defines a sequence of orthogonal
Laurent polynomials (p. 45). In the special case that αn = βn = α for all n
then pn = qn = fn and we get the simple recurrence
fn+2 = (x+ 1)fn+1 + x(α
2 − 1)fn (4.8.1)
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Lemma 4.40. If |α| 6 1, f0 = 1, f1 = x − α and f satisfies (4.8.1) then fn ∈ Palt
and fn+1⋖ fn.
Another interesting case is when αn = βn = −q
(n+1)/2. The resulting
polynomials are known as the Rogers-Szego polynomials. The recurrence is
fn+2 = (x + 1)fn+1 + x(q
n+1 − 1)fn (4.8.2)
It follows that
Lemma 4.41. If q > 1, f0 = 1, f1 = x+q and f satisfies (4.8.2) then fn ∈ Palt and
fn+1⋖ fn.
CHAPTER
5
-
Analytic Functions
We introduce some classes of analytic functions that are the uniform closure
of certain sets of polynomials with all real roots. We are interested in the re-
lationship between these classes, and the set of generating functions of linear
transformations of the form xi 7→ aixi that preserve roots.
In later chapters we will generalize these results to more general linear
transformations, and to polynomials in several variables.
5.1 The uniform closure of Ppos
We begin with the simplest class of analytic functions, the closure of polyno-
mials with all positive coefficients and all real roots.
Definition 5.1. P̂pos is the set of all functions that are in the closure of Ppos
under uniform convergence on compact domains.
From basic complex analysis we know
1. All functions in P̂pos are analytic.
2. All functions in P̂pos are entire - this means that they are defined on the
entire complex plane.
3. All derivatives of functions in P̂pos are in P̂pos.
4. The product of two functions in P̂pos is in P̂pos.
5. Every function in P̂pos has all real roots.
It is obvious that Ppos ⊂ P̂pos. The limit of Palt is P̂alt, and satisfies the
above properties, except that Palt ⊂ P̂alt. We now introduce a few important
non-polynomial functions in P̂pos.
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Example 5.2. The exponential function. ex is the most important non-
polynomial function in P̂pos. To see that it is in P̂pos note that
lim
n→∞
(
1 +
x
n
)n
= ex
so ex is the limit of polynomials that have n-fold zeros at −n. These zeros
go off to infinity, so ex has no zeros. More generally, eax is in P̂pos for any
positive a. If a is negative then eax ∈ P̂alt.
Also, since
lim
n→∞
(
1 + x+
x2
2!
+ · · ·+ x
n
n!
)
= ex
we see that ex is also a limit of polynomials that are not in P, so ex is on the
boundary of P̂pos.
Example 5.3. The q-exponential function. There is a q-analog of the exponential
function. We first need to introduce the Pochhammer symbols
(a;q)n = (1 − a)(1 − aq) · · · (1 − aqn−1)
(a;q)∞ = (1 − a)(1 − aq) · · · (1 − aqn−1) · · ·
The following basic identity [67, (1.3.16)] is valid for |q| < 1:
∞∑
n=0
q(
n
2)
(q;q)n
zn = (−z;q)∞ (5.1.1)
We denote this function by Expq(z). If we write out the right hand side of
(5.1.1)
(−z;q)∞ = (1 + z)(1 + qz)(1 + q2z) · · ·
then we see that for 0 < q < 1 all the roots of Expq(z) are negative, and
so Expq(z) is in P̂
pos. We will later use this variation (see [6]) on the q-
exponential function, where [n] = (qn − 1)(/(q− 1):
Eq(z) =
∞∑
n=0
q(
n
2 )
[n]!
zn = ((1 − q)z;q)∞ |q| < 1 (5.1.2)
Remark 5.4. P̂pos is closed under products, so we can construct new elements
in P̂pos by multiplying appropriate factors. First of all, xr and eax are always
in P̂pos for r a non-negative integer, and a positive. If the infinite product∏∞
1 (1+cix) converges, where all ci are positive, then the following is in P̂
pos:
cxreax
∞∏
i=1
(1 + cix) (5.1.3)
A famous result due to Po´lya-Schur [14,138] states that this representation
describes all the elements of P̂pos.
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5.2 The uniform closure of P
P̂ is the uniform closure of P on compact subsets. It satisfies the same gen-
eral analytic properties that P̂pos does. Here are some examples of analytic
functions in P̂ .
Example 5.5. The Gaussian density. Since
e−x
2
= lim
n→∞
(
1 −
x2
n
)n
= lim
n→∞
(
1 −
x√
n
)n (
1 +
x√
n
)n
we see that
e−x
2
= 1 −
x2
1!
+
x4
2!
−
x6
3!
+ . . .
is in P̂\P̂pos since it is the limit of polynomials with both positive and negative
roots.
Example 5.6. Sine and Cosine. The sine and cosine are in P̂ since they both
have infinite products with positive and negative roots:
sin(x) = x
∞∏
k=1
(
1 −
x2
k2π2
)
=
x
1
−
x3
3!
+
x5
5!
− · · ·
cos(x) =
∞∏
k=0
(
1 −
4x2
(2k + 1)2π2
)
= 1 −
x2
2!
+
x4
4!
− · · ·
Example 5.7. Bessel Functions. The Bessel function of the first kind, Ji(z), for i
a positive integer, is defined as
Ji(z) =
zi
2i
∞∑
k=0
(−1)k
z2k
22kk!(k + i)!
There is an infinite product representation [72, page 980], where we denote
the zeros of Ji(z) by zi,m:
Ji(z) =
(z
2
)i 1
i!
∞∏
m=1
(
1 −
z2
z2i,m
)
The product representation shows that Ji(z) is in P̂ .
Inequalities for elements in P̂ follow by taking limits of inequalities for P.
For instance, Newton’s inequalities (4.3.2) become a2k > ak−1ak+1. Using
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this observation, we derive Turan’s inequality: If Pn(x) is the n-th Legendre
polynomial, then
Pn(x)
2 − Pn+1(x)Pn−1(x) > 0 for |x| < 1 (5.2.1)
To see this, we need the identity
∞∑
n=0
Pn(x)
yn
n!
= exyJ0(y
√
1 − x2)
Thus, if |α| < 1 the series
∑
Pn(α)
yn
n! is in P̂ . An application of Newton’s
inequalities (4.3.3) yields (5.2.1). See [169].
Example 5.8. The Gamma function Although the Gamma function is meromor-
phic, its reciprocal is an entire function with the product [138, page 242]:
1
Γ(z+ 1)
= eγz
(
1 +
z
1
)
e−
z
1
(
1 +
z
2
)
e−
z
2 · · ·
(
1 +
z
n
)
e−
z
n · · ·
where γ is Euler’s constant. The roots are at the negative integers −1,−2, . . . .
Moreover, if we choose a positive integer k then the quotient
G(z) =
Γ(z + 1)
Γ(kz + 1)
is an entire function since the poles of the numerator are contained among
the poles of the denominator. In addition, G(z) is in P̂ since it has a product
formula.
Remark 5.9. There is an explicit description [14, 138] of the elements of P̂ that
is slightly more complicated than the description of the elements of P̂pos. The
elements of P̂ have the product representation
cxreax−bx
2
∞∏
i=1
(1 + cix)e
−cix (5.2.2)
where a, c1, . . . are real, r is a non-negative integer, and b is non-negative.
Notice that ex
2
is not in P̂ .
We can use trigonometric identities to find some non-obvious members of
P̂ . Recall that
1
2
sin
x+ y
2
cos
x − y
2
= sin x + siny
If we choose a so that |a| 6 1, then we can find y so that siny = a, and hence
sin(x) + a =
1
2
sin
x + a
2
cos
x− a
2
Since the right hand side is a product of members of P̂ , it follows that a +
sin x ∈ P̂ . Multiplying several of these together yields half of
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Lemma 5.10. Suppose that f(x) is a polynomial. Then, f(x) ∈ P[−1,1] if and only if
f(sin x) ∈ P̂ .
Proof. Conversely, let r1, . . . , rn be the roots of f(x). Then the roots of f(sin x)
are solutions to sin x = ri. If any ri has absolute value greater than 1 or is not
real, then arcsin ri is also not real, so f(sin x) has non-real roots.
5.3 The Hadamard Factorization Theorem
How can we show that a function f is in P̂ or P̂pos? It is not enough to know
that all the roots are real - for example ex
2
has no complex roots and yet is not
in P̂ . If all roots of f are real we can determine if f is in P̂ using the coefficients
of the Taylor series.
The Hadamard factorization theorem represents an arbitrary entire func-
tion as an infinite product times an exponential factor. We first summarize
the necessary background (see [149] or [15]), and then use the machinery to
exhibit a collection of functions whose exponential part satisfies the necessary
conditions to belong to P̂ .
We begin with definitions. If p is a non-negative integer, we define the
Weierstrass primary factor of order p by
E(z, 0) = (1 − z)
E(z,p) = (1 − z) exp(z +
z2
2
+ · · ·+ z
p
p
)
For a set Z of complex numbers, the genus of Z, p = p(Z) is defined by
p(Z) = inf
{
q : q is an integer,
∑
zi∈Z
1
|zi|q+1
<∞
}
The canonical product over Z is defined by
PZ(z) =
∏
zi∈Z
E
(
z
zi
,p
)
where p = p(Z). The maximummodulus of f(z) on the circle |z| = r is denoted
M(r). The order ρ = ρ(f) of f(z) is
ρ = lim sup
r→∞
log logM(r)
log r
We can now state
Theorem 5.11 (Hadamard Factorization Theorem). If f(z) is an entire function
of order ρ with anm-fold zero at the origin, we have
f(z) = zmeQ(z) PZ(z)
where Q(z) is a polynomial of degree at most ρ, and Z is the set of zeros of f.
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The particular case we are interested in is ρ < 1 and p = 0. In this case
f(z) = zmeαz
∏
i
(
1 −
z
zi
)
(5.3.1)
If all the roots zi are negative then f ∈ P̂pos, and f ∈ P̂ if there are positive
and negative roots. The main difficulty is showing that all the roots are real.
How canwe determine the two parameters ρ and p? First of all, it is known
that p 6 ρ. Second, it is possible to find ρ from the Taylor series of f. Suppose
that
f(z) =
∞∑
i=0
aiz
i
If the limit
lim sup
n→∞
n logn
log(1/|an|)
(5.3.2)
is finite then its value is ρ.
We are in a position to determine the exponential part. We begin with the
Bessel function J0(−i
√
x).
Example 5.12. The Bessel function.
J0(−i
√
z) =
∞∑
i=0
zi
i! i!
∈ P̂pos
We first recall Stirling’s formulas:
n! ∼
√
2πn nne−n
logn! ∼
1
2
log(2πn) + n logn− n
The limit (5.3.2) is
lim sup
n→∞
n logn
log(n!n!)
= lim sup
n→∞
n logn
2( 12 log(2πn) + n logn− n)
=
1
2
Thus ρ = 12 , and hence p = 0. This shows that we have the desired represen-
tation (5.3.1), and since all terms are positive there are no positive zeros. Since
the Bessel function is known to have all real zeros the series is in P̂pos.
The general Bessel function has a series expansion
Jν(z) =
∞∑
k=0
(−1)k
Γ(k + ν+ 1)k!
(z
2
)ν+2k
(5.3.3)
Jν(z) has infinitely many real roots for all ν, and all of its roots are real for
ν > −1. Since a similar computation shows that p = 0 for Jν(z), it follows that
Jν ∈ P̂ for ν > −1.
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We now give some examples of computations of ρ; since we don’t know if
the functions have all real roots, we can’t conclude that they are in P̂ .
Example 5.13. Suppose that a1, . . . ,ar and b1, . . . ,bs are positive. Then
∞∑
n=0
(a1n)! · · · (arn)!
(b1n)! · · · (bsn)!z
n has p < 1
if (
∑s
1 bk) − (
∑r
1 ak) > 1.
Compute the limit using Stirling’s formula:
lim sup
n logn
log
∏
(bkn)! − log
∏
(akn)!
= lim sup
n logn∑
bkn logbkn−
∑
akn logakn
=
1∑
bk −
∑
ak
If the hypothesis are satisfied, then the last expression is less than 1, and p < 1.
Example 5.14. Here is a similar example. Suppose that a1, . . . ,ar and
b1, . . . ,bs are positive. We define the hypergeometric series
rFs(a1, . . . ,ar;b1, . . . ,bs; z) =
∑ 〈a1〉n · · · 〈ar〉n〈
b1
〉
n
· · · 〈bs〉n z
n
n!
If we compute the limit as above, we find that it is 11+s−r . If s − r > 0 then
p < 1. Hurwitz showed that the series
0Fs(;b1, . . . ,bs; z) =
∑ 1〈
b1
〉
n
· · · 〈bs〉n z
n
n!
(5.3.4)
has all real roots if b1 > −1 and all the other bi are positive.
Example 5.15. A q-series. Consider
∞∑
i=0
zi
q(
i
2) i!
The series converges if |q| > 1, or q = −1. The limit (5.3.2) in either case is
0:
lim sup
n→∞
n logn
log(n!q(
n
2 ))
= lim sup
n→∞
n logn
n logn+ n(n−1)2 logq
= 0
and so p = ρ = 0 and again the representation (5.3.1) holds. If q > 1 all terms
are positive, and if q = −1 there are positive and negative signs.
Example 5.16. A q-factorial. Consider the two series for q > 1.
∞∑
i=0
zi
(q;q)i i!
and
∞∑
i=0
zi
[i]! i!
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The limit for the first series is
lim sup
n→∞
n logn
n logn +
∑n
i=0 log(1 − q
i)
= lim sup
n→∞
n logn
n logn+ n(n−1)2 logq
= 0.
The terms alternate in sign the first series. If q < −1 then all terms of the
second series are positive.
Example 5.17. Suppose r > 0. If we compute (5.3.2) for
(1 − x)−r =
∞∑
n=0
(
r+ n − 1
r
)
xn
we find that ρ is infinite, which isn’t surprising since this is not an entire func-
tion. However,
EXP(1 − x)−r =
∞∑
n=0
(
r + n− 1
r
)
xn
n!
has ρ = 1. A result of Po´lya-Schur (Lemma 15.25) says that if f ∈ P̂ , and all
coefficients are non-negative then f ∈ P̂pos. If we knew that EXP(1− x)−r ∈ P̂
then we could conclude that EXP(1 − x)−r ∈ P̂pos.
Remark 5.18. Consider f =
∑
(α)ix
i. Since EXPf = (1+x)α we see that EXPf 6∈
P̂ . However, when α = 1/2 we have the identity that EXP2f = ex/2I0(x/2)
where I0 is the modified Bessel function of the first kind. Since
I0(x) =
∞∑
i=0
xi
i! i!
= EXP ex
we have that EXP2 f ∈ P̂ .
5.4 Polynomials with rapidly decreasing coefficients
If the coefficients of a polynomial are decreasing sufficiently rapidly then the
polynomial has all real roots. To motivate this, suppose that f ∈ P(n), and
define g(x) = f + αxn+1. If α is very small then the graph of g looks like
Figure 5.1. There are n roots of g that are close to the roots of f, so g has all
real roots.
The following theorem of Kurtz [110] gives a sufficient condition for the
existence of all real roots.
Theorem 5.19. Let f =
∑
aix
i be a polynomial of degree n > 1 with all positive
coefficients. If
a2i − 4ai−1ai+1 > 0 i = 1, 2, . . . ,n − 1 (5.4.1)
then all roots of f are real and distinct.
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Figure 5.1: A polynomial with rapidly decreasing coefficients
If we have equality in (5.4.1) and a0 = 1 then the polynomial is
f(x) =
n∑
k=0
xk4−(
n
2 )
and the coefficients are rapidly decreasing.
Corollary 5.20. If α > 4 then the series below is in P̂ and all of its partial sums are
in P. ∞∑
k=0
xkα−(
n
2 )
Corollary 5.21. If α > 2 then then the series below is in P̂ and all of its partial sums
are in P. ∞∑
k=0
xkα−k
2
Proof. Use the fact that α > 2 to check that(
a−k
2
)2
> 4a−(k−1)
2
a−(k+1)
2
Corollary 5.22. If q > 4 then then the series below is in P̂ and all of its partial sums
are in P. ∞∑
k=0
xk
[k]!
Proof. The Newton quotient is
[n+ 2]! [n]!
([n + 1]!)2
=
[n + 2]
[n + 1]
=
qn+2 − 1
qn+1 − 1
> q > 4.
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Corollary 5.20 is in [138, V 176]. In [139, III 200] they show that there is
exactly one root in each annulus α2n−2 < |z| < α2n for n = 1, 2, . . . . There is a
similar result due to Kuperberg [109].
Lemma 5.23. If q > 4 then the series below is in P̂ , and all partial sums are in P.
∞∑
k=0
xk
(q;q)
=
∞∑
k=0
xk
(1 − q)(1 − q2) · · · (1 − qk)
Proof. Kuperberg proves this without reference to Kurtz’s result. He shows
that if Fq,n is the sum of the first n terms of the series and q > 4 then
Fq,n(q
k+ 12 ) alternates in sign as k ranges from 0 to n.
If all the partial sums of an infinite series have all real roots, then the coef-
ficients satisfy a quadratic exponential bound, but the constant is
√
2, not 4 as
we would like.
Lemma 5.24. If
∑
aix
i has all positive terms, and all partial sums have all real roots
then
an 6 a0
(
a1
a0
)n (
2(
n
2 )n!
)−1
(5.4.2)
Proof. Since a0 + a1x + · · · + anxn has all real roots we can apply Newton’s
inequalities (4.3.2)
a2n−1
anan−2
> 2
n
n− 1
an−1
an
> 2
n
n − 1
an−2
an−1
> 2
n
n − 1
2
n − 1
n − 2
an−3
an−2
> · · ·
an−1
an
> 2n−1n
a0
a1
an 6
(
a1
a0
)
2−n−1
1
n
an−1 6
(
a1
a0
)2
2−n−1−(n−2)
1
n(n − 1)
an−2 6 · · ·
from which (5.4.2) follows.
We end the section with a result where the terms are increasing.
Lemma 5.25. Suppose 0 6 a0 6 a1 6 a2 · · · 6 · · · . Then the polynomials
fn =
n∑
i=0
ai (−1)
i (x)i and gn =
n∑
i=0
ai〈x〉i
have all real roots. In addition, fn+1⋖ fn and gn+1⋖gn.
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Proof. The second case follows from the first upon substituting −x for x in
the first case. Note that if k is an integer satisfying 1 6 k 6 n then fn(k) =∑k−1
0 ai(−1)
i(k)i. As a function of i the sequence {ai} is non-decreasing, and
{(k)i} is increasing, so the sign of fn(k) is the sign of the largest term, and
hence is (−1)k−1. Consequently, fn sign interlaces (x)n, and so in in P. Since
fn+1 = fn + an+1(−1)
n+1(x)n+1 it follows that fn+1⋖ fn.
5.5 Interlacing of analytic functions
We use Proposition 1.35 to motivate our definition of interlacing for analytic
functions in P̂ .
Definition 5.26. If f, g ∈ P̂ then we say that f and g interlace if f + αg is in P̂
for all real α.
Later in this sectionwewill relate interlacing of analytic functions to the in-
terlacing properties of their zeros. Although it might be hard to verify directly
that a linear combination is in P̂ we can establish interlacing using limits.
Lemma 5.27. Suppose that f, g ∈ P̂ and we have sequences of polynomials
(fn), (gn) where the degree of fn and gn is n such that fn −→ f and gn −→ g.
If fn and gn interlace for every n then f and g interlace.
Proof. Since fn and gn interlace we know that fn+αgn is in P for all α. Taking
limits, we see that f+ αg is in P̂ and hence f, g interlace.
Just as for polynomials, the derivative is interlacing.
Lemma 5.28. If f ∈ P̂ then f′ ∈ P̂ , and f and f′ interlace.
Proof. If fn is a sequence of polynomials that converge to f, then the deriva-
tives f′n converge to f
′. Since fn+αf′n converges to f+αf
′ it follows that f and
f′ interlace.
Remark 5.29. Exponential functions eαx and eβx only interlace if α = β. In-
deed, if they did interlace, then eαx + eβx ∈ P̂ . However,
eαx + eβx = eαx(1 + e(β−α)x)
has complex roots if α 6= β. The next three results generalize this simple
observation.
We first see that no linear combination of polynomials and exponentials is
in P2.
Lemma 5.30. If f(x), g(x) are polynomials and g(x)ex + f(x) ∈ P̂ then f = 0 and
g ∈ P.
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Proof. We first show that if c ∈ R then ex+c 6∈ P. If it were then (eD +c)(xn) =
(x + 1)n + cxn ∈ P, but the roots are complex for n > 3.
Next, if ex + f(x) ∈ P̂ where f has degree d then the d’th derivative is in P̂
and is of the form ex + c. This contradicts the first paragraph.
If g(x)ex + c ∈ P̂ then replacing x by −x and multiplying by ex shows that
g(−x) + c ex ∈ P̂ , which we know is not possible.
Finally, if g(x)ex+f(x) ∈ P̂ then the d’th derivative is of the formG(x)ex+c,
so fmust be zero. Multiplying by e−x shows that g ∈ P.
Next, it is easy to describe the polynomials interlacing ex.
Lemma 5.31. If f∼ ex then f = (αx+ β)ex.
Proof. The hypothesis means that f(x) + αex ∈ P̂ for all real α. Thus
(f + αex)(D)xn ∈ P for all positive integers n. It follows that
f(D)xn∼ eDxn = (x + 1)n.
We can determine f since we know all polynomials interlacing (x+ 1)n. Since
f(D)xn has degree at most n it follows that there are an,bn such that
f(D)xn = an(x + 1)n + bn(x+ 1)n−1.
If we write f(x) =
∑
dix
i then equating terms yields
diDixn = dixn−i
n!
(n − i)!
= xn−i
[
an
(
n
n − i
)
+ bn
(
n− 1
n− i
)]
and so
di =
an
i!
+
bn
n
1
(i− 1)!
.
Setting i = 0 shows that an = d0, and i = 1 yields bn/n = d1 − d0. Thus
di = d0
1
i!
+ (d1 − d0)
1
(i − 1)!
and consequently
f(x) = d0e
x + (d1 − d0) x e
x.
More generally we have
Lemma 5.32. If f(x)∼g(x)ex where g(x) is a polynomial then there is a polynomial
h∼g such that f(x) = h(x)ex.
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Proof. We first show that it suffices to show that f(x) = H(x)ex for some poly-
nomial. If so, then since f + αgex ∈ P̂ it follows that (H + αg)ex ∈ P̂ , and
therefore g+ αH ∈ P. Thus, g and H interlace.
Assume that g has degree r, and write f =
∑
dix
i. If n > r + 1 then
g(D)eDxn = g(D)(x+ 1)n has a factor of (x+ 1)2. Since f(D)xn∼g(D)(x+ 1)n
it follows that −1 is a root of f(D)xn. This gives us the equations, valid for
n > r + 1: (∑
diDixn
)
(−1) = n!
∑
di
(−1)n−i
(n − i)!
= 0
that we view as an infinite matrix equation. For example, if r = 1 we have
−1/6 1/2 −1 1 0 0 . . .
1/24 −1/6 1/2 −1 1 0 . . .
−1/120 1/24 −1/6 1/2 −1 1 . . .
...
. . .


d0
d1
d2
...
 =

0
0
0
...
 (5.5.1)
In this example it is clear that we can solve for d3,d4, . . . in terms of d0,d1,d2.
IfM is the lower triangular matrix whose ij entry is (−1)i−j/(i − j)! then the
matrix above if formed by removing the first three rows of M. Now the in-
verse ofM has entries 1/(i − j)!, and if we multiply (5.5.1) byM−1 we recove
the identity matrix after r+ 1 columns. In the example, the result of multiply-
ing byM−1 is
−1/6 1/2 −1 1 0 0 0 . . .
−1/8 1/3 −1/2 0 1 0 0 . . .
−1/20 1/8 −1/6 0 0 1 0 . . .
−1/72 1/30 −1/24 0 0 0 1 . . .
...
...
...
. . .


d0
d1
d2
d3
...
 =

0
0
0
0
...

Consequently we find
d3 = 1 d2 −
1
2 d1 +
1
6 d0
d4 =
1
2 d2 −
1
3 d1 +
1
8 d0
. . .
dn =
1
(n−2)! d2 −
n−2
(n−1)! d1 +
(n−1)(n−2)/2
n! d0
Adding up the series determines f:
d0 + d1x+ d2x
2 + d2
∞∑
n=3
xn
(n − 2)!
− d1
∞∑
n=3
xn
n− 2
(n − 1)!
+ d0
∞∑
n=3
xn
(
n−1
2
)
n!
= ex
(
d2x
2 + d1(x − x
2) + d0(1 − x +
1
2
x2)
)
which shows that f is ex times a quadratic.
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In the general case we follow the same approach, and find that f equals
ex
r+1∑
i=0
di x
i
( r+1−i∑
k=0
(−1)k
xk
k!
)
which is a polynomial in x of degree r+ 1 times an exponential, as desired.
We now define interlacing of zeros:
Definition 5.33. If f and g are in P̂ then we say that the zeros of f and g interlace
if there is a zero of f between every pair of zeros of g, and a zero of g between
every two zeros of f. If the set of zeros of f and g have least zeros zf and zg
then we say that f⋖g if f and g interlace, and zf 6 zg.
If the zeros of functions in P̂pos interlace and the exponential factors are
the same, then the functions interlace. We would like to prove the converse.
Lemma 5.34. Suppose that
f = zreγx
∞∏
i=1
(1 + cix) g = x
reγx
∞∏
i=1
(1 + dix)
are in P̂pos where c1 > c2 > · · · > 0 and d1 > d2 > · · · > 0. Then f and g interlace
if
c1 > d1 > c2 > d2 . . . or d1 > c1 > d2 > c2 . . .
Proof. Since the ci’s and the di’s interlace then the partial products
fn =
n∏
i=1
(1 + cix) gn =
n∏
i=1
(1 + dix)
interlace, and converge to interlacing functions. If we then multiply these
interlacing functions by xreγx we find that f and g interlace.
We can generalize part of Lemma 1.20.
Lemma 5.35. Suppose that f(x) =
∏
(1−x/ai) is in P̂
pos. Choose positive αi such
that
∑
αi <∞. Then
1. g =
∑
αi
f
1 − x/ai
∈ P̂pos
2. f and
∑
αi
f
1 − x/ai
interlace.
Proof. Consider
fn =
n∏
i=1
(1 − x/ai) and gn =
n∑
i=1
αi
f
1 − x/ai
We know that fn⋖ gn. The assumption on αi implies that gn converges uni-
formly to g. The result now follows by taking limits.
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5.6 Characterizing P̂
The following theorem shows that the functions in P̂ are exactly the right func-
tions to generalize polynomials.
Theorem 5.36. An analytic function f satisfies f( D)P ⊂ P if and only if f is in P̂ .
It satisfies f(D)Ppos ⊂ Ppos if and only if it is in P̂pos.
Proof. If f is in P̂ , then it is the uniform limit of polynomials. The contain-
ment is true for each of the polynomials by Corollary 7.15, so it is true for f.
The converse is more interesting, and follows an argument due to Po´lya and
Schur[137]. First write f(x) =
∑
aix
i, and set qn = f(D)xn. Expanding the
series
qn =
n∑
i=0
ai(n)ix
n−i
and reversing qn gives a polynomial in P
pn =
n∑
i=0
ai(n)ix
i
If we now replace x by x/n we find
pn(x/n) =
n∑
i=0
aix
n−i
i∏
k=1
(1 −
k
n
)
The polynomials pn(x/n) converge uniformly to f, and so f is in P̂ . The second
case is similar.
5.7 P-positive semi-definite matrices
We derive some simple inequalities for quadratic forms involving the coeffi-
cients of a polynomial with all real roots. It is interesting that these inequalities
are valid for a broader class of functions than just P̂ .
Define an n by n matrix Q to be P-positive semi-definite if for every f =∑n
0 aix
i ∈ P and A = (a0, . . . ,an−1), we have AQAt > 0. Of course, any
positive semi-definite matrix is also P-positive semi-definite, but the converse
is not true. In particular, P-positive semi-definite matrices can have negative
entries. Indeed, Newton’s inequalities imply that the matrix
(
0 0 −2
0 1 0
−2 0 0
)
is P-
positive semi-definite.
We first note that it is easy to construct new P-positive semi-definite ma-
trices from old ones. It’s obvious that P-positive semi-definite matrices form
a cone. In addition,
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Lemma 5.37. IfQ is a P-positive semi-definite matrix, and B is the diagonal matrix
of coefficients of a polynomial in Ppos, then BQB is also P-positive semi-definite.
Proof. If A is the vector of coefficients of f ∈ P, then AB is the vector of coef-
ficients of the Hadamard product of f and g. By Theorem 9.84 the Hadamard
product is in P, it follows that A(BQB)At = (AB)Q(AB)t > 0.
Here is a construction of a P-positive semi-definite matrix. Note that it
applies to polynomials in P.
Proposition 5.38. Suppose that
f(y) =
∞∑
i=0
aiy
i = e−g(y)+h(y)
∏
j
(
1 −
y
rj
)
where h(y) is a polynomial with only terms of odd degree, g(y) has all non-negative
coefficients, and all exponents of g are ≡ 2 (mod 4). Ifm is a positive integer then
m∑
j=−m
(−1)m+jam−jam+j > 0
Since all real rooted polynomials satisfy the hypothesis, the 2m+ 1 by 2m+ 1 matrix
whose anti-diagonal is alternating ±1 beginning and ending with 1 is P-positive
semi-definite.
Proof. The coefficient of y2m in
f(y)f(−y) =
(∑
asy
s
)(∑
ar(−1)
ryr
)
is
m∑
j=−m
(−1)jam−jam+j
On the other hand, since h(y) + h(−y) = 0 and g(y) = g(−y) by hypothesis,
we have
f(y)f(−y) =
(
e−g(y)+h(y)
∏(
1 −
y
ri
)) (
e−g(−y)+h(−y)
∏(
1 +
y
ri
))
= e−2g(y)
∏(
1 −
y2
r2i
)
(5.7.1)
Since r2i is positive, the sign of the coefficient of y
2m in the infinite product
is (−1)m. The coefficient of y2m in e−2g(y) is either (−1)m or 0. Consequently,
the sign of the coefficient of y2m in (5.7.1) is also (−1)m or 0, which finishes
the proof.
The casem = 1 in the following corollary is the Laguerre inequality.
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Corollary 5.39. Suppose that f ∈ P, andm is a positive integer. Then
m∑
j=−m
(−1)m+j
f(m−j)(x)
(m − j)!
f(m+j)(x)
(m+ j)!
> 0
More generally, if Q = (qij) is a P-positive semi-definite matrix, then∑
i,j
qij
f(i)
i!
f(j)
j!
> 0
Proof. Use the Taylor series
f(x+ y) =
∞∑
s=0
f(s)(x)
ys
s!
Corollary 5.40. If Pn(x) is the Legendre polynomial, m is a positive integer, and
|x| < 1 then
m∑
j=−m
(−1)m+j
Pm−j(x)
(m− j)!
Pm+j(x)
(m+ j)!
> 0
Proof. The following identity is valid for |x| < 1.
∞∑
n=0
Pn(x)
n!
yn = exyJ0(y
√
1 − x2)
Now apply Proposition 5.38.
Remark 5.41. Krasikov[107] essentially shows that the matrix below (derived
from his V4(f)) is P-positive semi-definite.
0 0 0 0 −2
0 0 0 −1 0
0 0 2 0 0
0 −1 0 0 0
−2 0 0 0 0

To see this directly, notice we can write it as a sum of P-positive semi-definite
matrices. 
0 0 0 0 1
0 0 0 −1 0
0 0 1 0 0
0 −1 0 0 0
1 0 0 0 0
+

0 0 0 0 −3
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0
−3 0 0 0 0

The first one is P-positive semi-definite by the proposition. From equation
(4.3.5) we have a22 > 6a0a4 which shows the second matrix is P-positive semi-
definite. More generally, if 0 < k < n then Newton’s inequalities imply that
the matrix with 1 in the (k, k) entry, and − 12
k+1
k
n−k+1
n−k
in the (k+1, k−1) and
(k − 1, k+ 1) entries is a P-positive semi-definite matrix.
CHAPTER
6
-
Linear Transformations of
Polynomials
The aim of this chapter is to establish properties of linear transformations that
preserve roots. In Section 6.1 we show that if we put assumptions on T such
as Tf⋖ f for all f ∈ P then Tf is the derivative. If T is bijection on P, then T
is affine. We see how to determine the possible domain and range of a lin-
ear transformation. In the next section we study transformations of the form
f 7→ f(T)(1) where T is a linear transformation. The following two sections
consider properties of linear transformations that are defined by recurrence
relations. We then consider the effect of Mo¨bius transformations on the the
roots of polynomials and on transformations. In the final section we begin the
study of transformations of the form xn 7→∏n1 (x+ ai).
6.1 Characterizing transformations
Many linear transformations can be characterized by their mapping and in-
terlacing properties. The derivative can be characterized by its fundamental
interlacing property f⋖ f′. This result relies on the fact that the only monic
polynomial f such that (x+ a)n⋖ f is f = (x+ a)n−1.
Theorem 6.1. If T is a linear transformation on polynomials such that f⋖ T(f) for
all polynomials f in Palt (or for all polynomials in Ppos), then T is a multiple of the
derivative.
Proof. Choosing f = xm, we find xm⋖ T(xm), and hence there is a cm so that
T(xm) = cmx
m−1. From (x + 1)m⋖ T(x + 1)m we see that there an αm such
that
m∑
i=1
(
m
i
)
ci x
i−1 = T(x + 1)m = αm (x+ 1)
m−1 = αm
m−1∑
i=0
(
m− 1
i
)
xi
138
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Equating coefficients shows that ci = (αm/m) i, and so T(f) is a multiple of
f ′.
Theorem 6.2. If T is a linear transformation with the property that Tf and f have
the same degree, and interlace for all f in Palt (or for all f in Ppos) then there are
constants a,b, c such that
Tf = af+ bxf′ + cf′
If Tf and f interlace for all f ∈ P then Tf = af+ cf′.
Proof. By continuity xn and T(xn) interlace, and so there are constants an,bn
such that T(xn) = anx
n + bnx
n−1. Apply T to the polynomial f = xr(x− α)2.
We compute
Tf = T(xr+2 − 2αxr+1 + α2xr) (6.1.1)
= ar+2x
r+2 + br+2x
r+1 − 2αar+1x
r+1−
2αbr+1x
r + α2arx
r + α2brx
r−1
Now f has a double root at α, and Tf interlaces f, so Tf must have α as a
root. Substituting x = α in (6.1.1) gives the recurrence relation
0 = αr+2(ar+2 − 2ar+1 + ar) + α
r+1(br+2 − 2br+1 + br)
This equation holds for infinitely many α, so we get the two recurrences
0 = ar+2 − 2ar+1 + ar
0 = br+2 − 2br+1 + br
Since these recurrences hold for 1 6 r 6 n − 2, we solve these equations and
find that constants a,b, c,d so that ar = a+br, br = d+cr. Substituting these
values gives
T(xr) = (a+ br)xr + (d + cr)xr−1
Since rxr = xDxr, it remains to show that d = 0. We know that for any
negative α the polynomials (x+α)3 and T(x+α)3 interlace, and hence (x+α)2
divides T(x+α)3. A computation shows that the remainder of T(x+α)3 upon
division by (x + α)2 is dα(x + 2α). As this remainder is 0 we conclude that
d = 0. The case where f ∈ Ppos is similar and omitted.
Finally, assume that Tf and f interlace for all f ∈ P. If b is not zero then we
may divide Tf by b, and thus assume that Tf = af + xf′ + cf′. Choose α > |c|
and consider the polynomial
f = (x− α)(x + α)(x− α− 1)(x+ α+ 1)
A computation shows that
(Tf)(−α) = 2(c− α)α(1 + 2α)
(Tf)(α) = −2(c+ α)α(1 + 2α)
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The signs of the left hand side must alternate since f and Tf sign interlace, and
so (c − α)(c + α) > 0 which implies |c| > α. Since we chose α > |c| this is a
contradiction, and hence b = 0.
The remaining case is Tf⋖ f. Using an argument entirely similar to that of
Theorem 6.2 we find
Theorem 6.3. If T is a linear transformation such that Tf⋖ f for all f ∈ P then there
are constants a,b, c where a and c have the same sign such that
Tf = axf+ bf+ cf′
Remark 6.4. If we restrict the domain then we can find transformations that
are not the derivative that satisfy Tf⋖ f. Here are three examples:
T(f) = (x2 − 1)f ′ on P(−1,1)
T(f) = D((x2 − 1)f) on P(−1,1)
T(xn) =
xn+1
n + 1
on EXP(P)
We can generalize Theorem 6.1 by restricting the domain of the transfor-
mation to polynomials of degree n. Under these restrictions the polar deriva-
tive makes an appearance.
Theorem 6.5. Fix a positive integer n and suppose that T is a linear transformation
that maps homogeneous polynomials of degree n to homogeneous polynomials of de-
gree n − 1 with the property that F⋖ T(F) for all f ∈ P(n) for which F(x, 1) = f(x).
There are b, c where bc > 0 such that
T(F) = b
∂F
∂x
+ c
∂F
∂y
Proof. Since T is continuous we observe that if F is the limit of polynomials of
degree n then F and TF interlace. Considering that
lim
ǫ→0
xr(1 + ǫx)n−r = xr
we conclude that xr and T(xr) interlace for all r 6 n. Thus there are ar,br, cr
such that
T(xr) = xr−1(ar + brx+ crx
2)
Since T(xr(x− α)2) is interlaced by xr(x − α)2, it has α for a root, and we find
0 =αr+2(ar+2 + br+2α+ cr+2α
2)
− 2αr+1(ar+1 + br+1α + cr+1α
2)
+ αr(ar + brα+ crα
2)
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Since this is true for all α we find that
0 = ar+2 − 2ar+1 + ar
0 = br+2 − 2br+1 + br
0 = cr+2 − 2cr+1 + cr
Solving these recurrences yields ar = A0 + A1r, br = B0 + B1r, cr = C0 + C1r
which implies
T(xr) = (A0 +A1r)x
r−1 + (B0 + B1r)x
r + (C0 + C1r)x
r+1
Since T(xn) is a polynomial of degreen−1we findB0+B1n = 0 andC0+C1n =
0 so that
T(xr) = (A0 +A1r)x
r−1 + B1(r− n)x
r + C1(r− n)x
r+1
Since
T(xn−1(x + 1)) = (A0 +A1n)(x
n−1) + (A0 +A1(n− 1))x
n−2−
B1x
n−1 − C1x
n
has degree n − 1 we see that C1 = 0. It remains to see that A0 = 0. If not, we
may assume A0 = 1 and consider
T((x − α)3) = (x2 − 3xα+ 3) + 3A1(x− α)
2 − B1(−3x
2α+ 6xα2 − 3α3)
whose discriminant is 3α2(−1 − 4A1 − 4B1α). Since α is arbitrary this can
be negative unless B1 = 0. Thus T(x
r) = xr−1 + A1rx
r−1. We see that TF
has degree r − 1 so F⋖ TF. The proof of Theorem 6.1 shows that this can not
happen, so A0 is 0, and T(x
r) = A1(rx
r−1) + B1(r − n)x
r which implies the
conclusion by linearity.
If f is a polynomial then f(D)(x + a)n is a sum of constants times powers
of x+ a. The next lemma is a converse.
Lemma 6.6. Suppose T : P −→ P satisfies
T(x + a)k =
k∑
i=0
αk,i (x+ a)
i
for all a ∈ R, where αk,i are constants not depending on a. Then there is an f ∈ P̂
such that T = f(D).
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Proof. Continuity of T implies that D and T commute:
TD(x+ a)k = T lim
ǫ→0
(x + a+ ǫ)k − (x+ a)k
ǫ
= lim
ǫ→0
∑
i αk,i(x+ a+ ǫ)
i −
∑
i αk,i(x+ a)
i
ǫ
=
∑
αk,i(x+ a)
k−1 = DT(x + a)k
Now, any linear operator commuting with differentiation is a power series
f(x) in D. Since f(D) maps P to itself, it follows from Theorem 5.36 that f ∈
P̂ .
The proof of the following lemma (due to Carncier-Pinkus-Pen˜a[30])
clearly shows the significance of the monic hypothesis. The proof reduces
to the fact that we know all the polynomials interlacing (x + 1)n.
Lemma 6.7. If T : P(n) −→ P(n) satisfies
1. T(xk) = xk+ terms of lower degree for 0 6 k 6 n.
2. T(xk) ∈ Ppos for 0 6 k 6 n.
then there is a polynomial f such that
1. T = f(D)
2. EXP(f) ∈ P
Proof. Let T(xk) =
∑k
0 ak,ix
o where ak,k = 1. We first describe the argument
for n = 3. Consider T∗(x+ y)3:
y3
3a02y
2 3xy2
4a01y 6a11xy 3x2y
a00 a10x a20x
2 x3
The monic hypothesis implies that the rightmost diagonal is (x+y)3. Since
T∗(x+y)3 ∈ Ppos2 the diagonals interlace, so the adjacent diagonal is a multiple
of (x+ y)2, and so on. Thus T∗(x+ y)3 =
y3
a20y
2 3xy2
a10y 2a20xy 3x2y
a00 a10x a20x
2 x3
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If f =
∑
bix
i then f(D)(x + y)3 =
y3 b0
3y2 b1 xy
2 b0
6yb2 6xyb1 x2yb0
6b3 6x b2 3x2 b1 x
3 b0
Equating coefficients shows that if g = a00 + a10x+ a20x
2 + a30x
3 then
T =
1
6
(
exp−1 grev
)
(D)
In general, the rightmost diagonal of T∗(x+y)n is (x+y)n, so all the parallel
diagonals are powers of x+ y. Thus
T∗(x+ y)n =
n∑
i=0
ai0(x + y)
i
If g =
∑n
i=0 ai0x
i then(
1
n!
exp−1 grev
)
(D)(x + y)n =
( n∑
i=0
(n − i)!
n!
an−i,0Di
)
(x + y)n
=
n∑
i=0
ai0(x+ y)
i = T∗(x + y)n
Affine transformations are the only transformations whose inverses also
preserve roots.
Theorem 6.8. If a degree preserving linear transformation and its inverse both pre-
serve roots then the linear transformation is an affine transformation. More precisely,
if T is a linear transformation such that
• T(P) ⊂ P
• T−1(P) ⊂ P
• deg(T(xn)) = n
then there are constants a,b, c such that Tf(x) = cf(ax+ b).
Proof. Using the three constants, we may assume that T(1) = 1 and T(x) = x.
With these normalizations, it suffices to show that Tf = f. Given a polynomial
f ∈ P, we can use Theorem 1.43 to apply T−1 to the interlacing Tf⋖ (Tf)′ to
find that f⋖ T−1(Tf)′. Since T−1(Tf)′ is a linear transformation defined on all
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of P, there is a constant w such that T−1(Tf)′ = wf′, or equivalently wT(f′) =
(Tf)′.
We now can show that T(x2) = x2. Assume that T(x2) = αx2 + βx + γ.
Since
T(x2)′ = 2αx+ β
wT(2x) = 2wx
we find that T(x2) = wx2 + γ. Solving for T−1 gives T−1(x2) = (1/w)(x2 − γ).
If γ is non-zero, then it is not possible that both T(x2) and T−1(x2) have real
roots, so T(x2) = wx2. Since T((x − 1)2) = wx2 − 2x + 1 has all real roots,
the discriminant is non-negative which implies that w > 1. Similarly, since
T−1(x2) has all real roots then (1/w) > 1, and so w = 1.
If we assume by induction that T(xn−1) = xn−1 then applying T(f′) = (Tf)′
shows that T(xn) = xn+α. This polynomial does not have all real roots unless
α = 0, so T(xn) = xn and thus Tf = f.
Remark 6.9. There is an alternate argument for the end of the proof. If T
commutes with differentiation D then T = f(D) for some f ∈ P̂ . Similarly
T−1 = f−1(D), so f is invertible and has no zeros. The only functions of this
form in P̂ are f(x) = aebx, and aebDg(x) = ag(x+ b).
Corollary 6.10. If T is an invertible linear transformation such that TP = P then
Tf = cf(ax + b).
Remark 6.11. Although the only bijections on P are trivial, there are non-trivial
bijections on Palt. If L˜
(α)
n (x) is the monic Laguerre polynomial, (§ 7.7.10) then
[146] the linear transformation xn 7→ L˜αn(x) satisfies T = T−1. Since T maps
Palt to itself (Corollary 7.47) it follows that T is a bijection on Palt.
Lemma 6.12. Suppose that T is a degree preserving linear transformations from
polynomials to polynomials. If f and Tf have a common root for all f then Tf is a
multiple of f.
Proof. We can assume that T(1) = 1, and let T(xn) =
∑
an,ix
i. Since T(xn)
and xn have zero for a common root the constant terms an,0 are zero for n > 0.
Next, x+ t and T(x+ t) = a1,1x+ t have −t for a common root, so a1,1 = 1 and
T(x) = x.
Now assume that T(xk) = xk for k < n.
T(x+ t)n = T(xn) +
n−1∑
k=1
xk
(
n
k
)
tk = T(xn) + (x + t)n − xn
Since −t is the only root of (x + t)n we see that T(xn)(−t) = (−t)n for all t
and therefore T(xn) = xn.
If f and Tf have a common interlacing then Tf has a simple form.
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Lemma 6.13. If T is a degree preserving linear transformation such that Tf and f
have a common interlacing for all f ∈ P then there are α,β,γ so that
T(f) = (αx+ β)f ′ + γf
Proof. Since xn−1 is the only polynomial that interlaces xn, we see that if n > 2
then T(xn) has a n − 1 fold root at zero. Write
T(1) = b0
T(xn) = anx
n + bnx
n−1 n > 1.
Now we use the fact that T(x− t)n must have a root at t if t > 0. For n = 2
this means that
0 = T(x − t)2[t] = T(x2)[t] − 2tT(x)[t] + t2T [1]
which implies
T(x2) = 2xT(x) − x2T(1)
Thus a2 = 2a1 − b0 and b2 = 2b1. We now follow the same argument, and
show by induction that
an = na1 − (n − 1)b0 bn = nbn−1
which implies that
T(xn) = xn(na1 − (n − 1)b0) + nx
n−1b1
= a1x(x
n)′ − b0(x(xn)′ − xn) + b1(xn)′
and by linearity
T(f) = a1 xf
′ − b0 xf ′ + b0 f+ b1 f ′
= ((a1 − b0)x + b1) f
′ + b0 f.
Compositions mapping P to itself are very simple.
Lemma 6.14. Suppose g(x) is a polynomial.
(1) If f(g(x)) ∈ P for all f ∈ P then g is linear.
(2) If f(g(x)) ∈ P for all f ∈ Ppos then g is either linear, or is quadratic with
negative leading coefficient.
(3) If g(x) + c ∈ P for all c ∈ R then g is linear.
(4) If g(x)+ c ∈ P for all c > 0 then g is quadratic with negative leading coefficient.
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Proof. If we take f to be linear, then (1) and (2) follow from (3) and (4). If the
degree of g is odd then the horizontal line y = −c will intersect the graph of
g(x) in only one point if c is sufficiently large. Thus, in this case the degree of
g is 1.
If the degree of g is even then the horizontal line y = −c with c large
and positive will intersect the graph of g in at most two points, and hence
the degree of g is two. Since these horizontal lines are below the x-axis, the
parabola must open downward, and so the leading coefficient is negative.
Here is another characterization of affine transformations.
Lemma 6.15. Suppose that T : P −→ P is a linear transformation. T distributes
over multiplication ( T(f · g) = Tf · Tg ) if and only if T is an affine transformation.
Proof. If p = T(x) then by induction T(xn) = pn. Since T(x + c) = p + c ∈ P
for all c ∈ R, we see that p is linear, so write p = qx+ b. If f(x) = ∑aixi then
the conclusion follows from
T(f) =
∑
aiT(x
i) =
∑
aip
i = f(p) = f(qx + b).
The next lemma describes those transformations whose translations also
preserve roots.
Lemma 6.16. If T is a linear transformation on polynomials such that
1. (T + a)P ⊂ P for all a ∈ R.
2. deg(T(xn)) = n
then there are constants c,d such that Tf = cf + df′.
Proof. For any polynomial g ∈ P, (T +a)g = Tg+ag ∈ P. By Proposition 1.35
Tg and g interlace. The conclusion now follows from Theorem 6.2.
A similar argument shows
Lemma 6.17. If T is a linear transformation on polynomials such that
1. (T + a)Palt ⊂ P for all a ∈ R
2. deg(T(xn)) = n
then Tf(x) = cf + (d + ex)f′ for certain c,d, e ∈ R.
It is difficult to tell when two linear transformations T , S have the prop-
erty that Tf and Sf interlace for all f ∈ P, but it is easy if T , S are multiplier
transformations. Such transformations map xn to a constant multiple of xn.
Lemma 6.18. Suppose T(xn) = tnx
n and S(xn) = snx
n both map P to itself.
Assume that tn is always positive and
∣∣ tn tn+1
tn+1 tn+2
∣∣ 6 0. If Tf and Sf interlace for all
f ∈ P then there are a,b ∈ R so that Sf = aTf+ bx(Tf)′.
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Proof. We use the same approach as we have been following, and choose a test
polynomial f such that Tf has a multiple root - this root must also be a root of
Sf, and this will give us a relation between T and S. We let f = xn(x−a)(x−1)
so that
Tf(x) =
(
a tn − (1+ a) x t1+n + x
2 t2+n
)
xn
Ignoring the factor of xn, the discriminant of f is
∆ = (−1 − a)2 t21+n − 4a tn t2+n
so if we choose a to make ∆ zero
a =
−t21+n + 2 tn t2+n − 2
√
−
(
tn t
2
1+n t2+n
)
+ t2n t
2
2+n
t21+n
then we can solve Tf = 0 with this value of a. The hypotheses on tn ensure
that a ∈ R. The root is
r =
tn t2+n −
√
−
(
tn t
2
1+n t2+n
)
+ t2n t
2
2+n
t 1+nt2+n
and if we compute (Sf)(r) we get
0 = −
(
s2+n tn t1+n + (−2 s1+n tn + sn t1+n) t2+n
t31+n t2+n
)
×(
t21+n − 2 tn t2+n + 2
√
tn t2+n
(
−t21+n + tn t2+n
))
If the second factor is zero then simple algebra shows that tn = 0, contradict-
ing our hypothesis. Consequently
0 = s2+n tn t1+n + (−2 s1+n tn + sn t1+n) t2+n
If we define un = sn/tn then this relation simplifies to
0 = un+2 − 2un+1 + un
This implies that un = a + bn and hence sn = (a + bn)tn. It follows easily
that Sf = aTf+ b(Tf)′.
The transformation xn 7→ 〈x〉n
n! was shown in [142] to map polynomials
whose imaginary part is 1/2 to polynomials whose imaginary part is 1/2. Such
a transformation can not map P to itself, as the next lemma shows.
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Lemma 6.19. Suppose that T maps polynomials with complex coefficients to polyno-
mials with complex coefficients. Suppose that L1 and L2 are intersecting lines in the
complex plane with the property that T : PL1 −→ PL1 and T : PL2 −→ PL2 . Then, T
is a shifted multiplier transformation. That is, if α = L1 ∩L2 then there are constants
an such that
T(x− α)n = an (x − α)
n for all integers n.
Proof. All polynomials in PL1 ∩PL2 are constant multiples of powers of (x−α).
Since T maps PL1 ∩ PL2 to itself, the conclusion follows.
If the transformation considered in [142] alsomapped P to itself, then T(x−
1/2)n would be a multiple of (x − 1/2)n, for all n. This is false for n = 2.
6.2 The domain and range of a linear transformation
If T is a linear transformation that maps PI to PJ where I, J are intervals, then
there are restrictions on the kinds of intervals that I, J may be. Up to affine
transformations there are three types of intervals: all of R, half infinite inter-
vals (e.g (−∞, 1)), and finite intervals (e.g. (0, 1)). The only restriction in the
next lemma is that T is non-trivial - that is, the image of T is not all constant
multiples of a fixed polynomial.
Lemma 6.20. If J is an interval, and T : PR −→ PJ is non-trivial then J = R.
Proof. Suppose that T : P −→ PJ. Choose f≪g such that Tf and Tg are not
constant multiples of one another. Since f and g interlace, so do Tf and Tg,
and hence Tf + αTg ∈ PJ for all α ∈ R.
For any r that is not a root of Tg the polynomial h = Tf+ −(Tf)(r)
(Tg)(r)
Tg has r
for a root. h is not the zero polynomial since Tf and Tg are not constant multi-
ples of one another. Consequently there are polynomials in PJ with arbitrarily
large and small roots, so Jmust be R.
Table 6.2 shows that all cases not eliminated by the lemma are possible.
For instance, the reversal map f 7→ frev satisfies P(1,∞)(n) −→ P(0,1).
all of R half infinite finite
all of R xi 7→ Hi − −
half infinite xi 7→ (−1)(i2)xi xi 7→ (x)i f 7→ frev
finite xi 7→ qHi xi 7→ Ai xi 7→ Ti
Table 6.1: Realizing possible domains and ranges
If T : P[a,b](n) −→ P then we can easily find upper and lower bounds for
the range of T .
CHAPTER 6. LINEAR TRANSFORMATIONS OF POLYNOMIALS 149
Lemma 6.21. If T : P[a,b](n) −→ P(n) and preserves interlacing then
T : P[a,b](n) −→ P[r,s](n) where s is the largest root of T(x − b)n and r is the
smallest root of T(x− a)n. In addition, for any f ∈ P(a,b)(n) we have
T(x − a)n ◭ T(f) ◭ T(x − b)n
Proof. Choose f ∈ P(a,b)(n). If we join (x− b)n and (x− a)n by a sequence of
interlacing polynomials containing f (Lemma 1.64) then applying T yields
T((x − b)n)≪ · · · ≪ Tf≪ · · · ≪ T(x− a)n
This shows that the largest root of T(x−b)n is at least as large as the largest
root of T(f), and the smallest root of T(x − a)n is at most the smallest root of
Tf.
If f←− g then the k’th root of f is bounded above by the k’th root of g, for
all k up to the degree of g. Here’s a simple consequence of this idea.
Lemma 6.22. Suppose that T : P −→ P preserves degree and the sign of the leading
coefficient. If f ∈ P(n) and ak is the k’th largest root of f (1 6 k 6 n) then
k’th largest root of T(f) 6 k’th largest root of T((x − ak)
k)
Proof. Suppose roots(f) = (ai) and define the polynomials
gr = (x − a1)(x− a2) · · · (x − ar)
hr = (x − ar)(x− ar+1) · · · (x− ak)r (1 6 r 6 k)
We have interlacings
f = gn⋖gn−1⋖ · · · ⋖ gk = h1⋖h2 · · · ⋖hk = (x − ak)k
Since T preserves the direction of interlacing, and the degree,
T(f)⋖ · · · ⋖ T(gk) = T(h1)⋖ · · · ⋖ T((x − ak)k)
The conclusion now follows from the observation above.
If we apply this kind of argument to the derivative, then we can use the
extra information that f⋖ f ′. When we replace hr with
hr = (x− ar)(x − ar+1) · · · (x − ak)k(x − ak+1)
then a similar argument shows
Lemma 6.23 (Peyson[136]). If f ∈ P(n) and 1 6 k < n then the k’th root of f ′ lies
in the interval [
ak +
ak+1 − ak
n − k + 1
, ak+1 −
ak+1 − ak
k + 1
]
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We can integrate the image of a linear transformation over an interval if
the images of the endpoints interlace.
Lemma 6.24. If T : P(a,b) −→ P and
1) T preserves interlacing
2) T(x − b)n≪ T(x − a)n n = 1, 2, · · ·
then
∫b
a
T(x − t)n dt ∈ P
Proof. From Lemma 1.64 we can join (x − b)n and (x − a)n by a sequence of
interlacing polynomials that contains f and g. Since T preserves interlacing
we know that
T(x − b)n≪ · · · ≪ T(g)≪ · · · ≪ T(f)≪ · · · ≪ T(x− a)n
Now the endpoints of this interlacing sequence interlace, so it follows that
the sequence is a mutually interlacing sequence. In particular, we know that
T(x − t)n is a family of mutually interlacing polynomials on (a,b), so the
conclusion follows from Proposition 3.37.
It is not easy to have a finite image. Some multiplier transformations have
finite images. For instance, the identity is a multiplier transformation. Less
trivially, the map f 7→ xf ′ maps P[0,1] to itself, and is the multiplier transfor-
mation xi 7→ ixi. There’s a simple restriction on such transformations.
Lemma 6.25. Suppose T : xi 7→ aixi maps P[0,1] to itself. Then
a0 6 a1 6 a2 6 · · ·
Proof. We may assume that all ai are positive. Consequently, the roots of
T( xn − xn−1 ) lie in [0, 1], and so
0 6 T( xn − xn−1 )(1) = (anx
n − an−1x
n−1)(1) = an − an−1.
If the constants decrease sufficiently rapidly, then no finite interval can be
preserved.
Lemma 6.26. Suppose that the multiplier transformation T : xi 7→ aixi maps Ppos
to itself, and lim sup |an|
1/n = 0. Then there are no finite intervals I, J such that
T(PI) ⊂ PJ.
Proof. It suffices to show that the absolute value of the largest root of T(x+1)n
goes to infinity as n → ∞. If T(x + 1)n = anxn + · · · + a0, then the product
of the roots is a0/an. Since there is a root of absolute value at least |a0/an|
1/n,
the conclusion follows since |an|
1/n goes to 0.
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For instance, since lim sup (1/n!)1/n = 0, it follows that the exponential
transformation xn 7→ xn/n! does not preserve any finite interval.
Remark 6.27. By Corollary 1.50, the leading coefficients of a linear transforma-
tion that preserves degree are either all the same sign, or they alternate. If T al-
ternates the signs of the leading coefficients, andwe define S(f)(x) = T(f)(−x)
then S preserves the sign of the leading coefficient. Thus, we usually only con-
sider linear transformations T : P −→ P that preserve the sign of the leading
coefficient.
Table 6.2 shows that there are many possibilities for the degrees of
T(1), T(x), T(x2), T(x3), . . . . Since xn +αxn−1 ∈ P we know T(xn) and T(xn−1)
interlace, and so the degrees of T(xn) and T(xn−1) differ by at most one, pro-
vided neither is zero.
Transformation degree of T(1), T(x), T(x2), . . .
g 7→ fg n,n+ 1,n+ 2,n+ 3, . . .
g 7→ f ∗ g 0, 1, . . . ,n− 1,n, 0, 0, 0, . . .
g 7→ Dkf(D)g 0, . . . , 0, 1, 2, 3, . . .
g 7→ g(D)f n,n− 1, . . . , 3, 2, 1, 0, 0, . . .
xk 7→ ckf+ dkf ′ 0,n or n − 1
Table 6.2: Degrees of a linear transformation where f ∈ P(n).
It is important to note that the transformation T : g 7→ g(D)fmaps P −→ P,
yet it does not preserve the sign of the leading coefficient, nor do the signs
of the leading coefficient alternate. Instead, the sign of the leading coeffi-
cient of T(g) depends on g, for it is the sign of g(0). This doesn’t contradict
Lemma 1.50 since T doesn’t preserve degree.
The last transformation maps xk to a linear combination of f and f ′, which
might be constant, so the degree is 0,n or n − 1.
6.3 Transformations determined by products
When does a linear transformation of the form
T(xn) =
n∏
i=1
(x+ ai) (6.3.1)
preserve real roots? We can not answer this question but we can show that
such a non-trivial T can not map P to itself. Next we will observe that if T in
(6.3.1) maps Ppos to P then there are constraints on the parameters ai. There
are examples of such root preserving transformations, for in Corollary 7.35 we
will see that the choice ai = i− 1 maps P
pos to itself.
Lemma 6.28. If T is given in (6.3.1) and T maps P to itself then all ai are equal.
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Proof. Choose b ∈ R, assume T preserves roots, and consider
T((x− b)2) = b2 − 2b(x+ a1) + (x+ a1)(x + a2) (6.3.2)
The discriminant is
− (a2 − a1)(4b+ a1 − a2)
If a1 6= a2 then we can choose b to make the discriminant negative, so such a
linear transformation T does not preserve roots. More generally
T(xr(x − b)2) =
r∏
i=1
(x+ ai) ·
(
b2 − 2b(x+ ar+1) + (x+ ar+1)(x+ ar+2)
)
(6.3.3)
We can apply the same argument as above to conclude that ar+1 = ar+2, and
hence if T preserves roots then all ai are equal.
Note that the conclusion of the lemma implies that there is an a such that
T(f) = f(x+ a). We restate the conclusion:
Corollary 6.29. If T : P −→ P maps monic polynomials to monic polynomials, and
T(xi) divides T(xi+1) for all i > 0 then T(xi) = (x+ a)i for some a.
Lemma 6.30. If T is given in (6.3.1) and T : Ppos −→ P then
a1 6 a2 6 a2 6 · · ·
Moreover, if an+1 = an for some n them am = an for allm > n.
Proof. Choose negative b so that T((x−b)2) is in P. If we choose |b| sufficiently
large in (6.3.2) then the sign of the discriminant is the sign of a2−a1 and hence
a1 6 a2. The same argument applied to (6.3.3) shows that ar+1 6 ar+2.
Next, suppose that an+1 = an. If f = (x + a)
3xn−1 then
T(f) =
n+2∏
1
(x+ ai) + 3a
n+1∏
1
(x+ ai) + 3a
2
n∏
1
(x + ai) + a
3
n−1∏
1
(x+ ai)
=
n−1∏
1
(x+ ai) ×
(x+ an+2)(x + an+1)(x + an) + 3a(x+ an+1)(x+ an) + 3a
2(x+ an) + a
3
and without loss of generality we may set an = an+1 = 0. The resulting cubic
polynomial
(x+ an+2)x
2 + 3ax2 + 3a2x+ a3
is in P for all positive a. If we substitute a = an+2 then the roots are (−.42 ±
.35i)an+2 and −3.1an+2. Consequently, an+2 = 0. We can now continue by
induction.
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For other examples of such transformations: see Lemma 12.26.
6.4 Composition
If T is a linear transformation, and f, g are polynomials then we can construct
a new polynomial f(T)g. In this section observe that such composition is ubiq-
uitous, and give conditions for f(T)g to define a map PI × P −→ P.
Lemma 6.31. If T is a linear transformation that preserves degree then there is a lin-
ear transformationW and a constant c so that T(f) = cf(W)(1) for every polynomial
f.
Proof. Since T preserves degree the polynomials T(x0), T(x1), T(x2), . . . form a
basis for the space of all polynomials. Define the linear transformation W by
W(T(xi)) = T(xi+1), and set c = T(1). We show by induction that for this
choice of W and c we have Tf = cf(W)(1). It suffices to establish this for the
basis above. We note that T(x0) = c = cW0(1). The inductive step is
T(xn+1) = W(T(xn)) = W(cWn(1)) = cWn+1(1).
We can also defineW byW(Tf) = T(xf). Since T is invertible we also have
that W(g) = T(x(T−1g)) This representation shows that if T is the identity
thenW is multiplication by x. The inverse of a transformation expressed as a
composition has an inverse that is easily expressed as a composition.
Lemma 6.32. IfW is a linear transformation that increases degree by one, T(1) = 1,
and T(f) = f(W)(1) then
T−1(f) = f(T−1WT)(1)
Proof. It is enough to verify the conclusion on a basis, and a good choice for
basis is {Wn(1)}. We note
T−1Wn(1) = (T−1WT)nT−1(1) = (T−1WT)n(1)
We now look at some general properties of compositions.
Theorem 6.33. Suppose that the linear transformation S has the property that (S −
α)h ∈ P for all h ∈ P and all α in an interval I. The bilinear map f × g 7→ f(S)g
defines a bilinear transformation PI × P −→ P.
Proof. We may write f = (x − a1) · · · (x − an) where all ai are in I. Since
T(g) = f(S)g = (S− a1) · · · (S− an)g
we see that the hypothesis on S guarantees that Tg ∈ P.
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A similar argument yields
Corollary 6.34. Suppose that T : Ppos −→ Ppos and for any f ∈ Ppos we have that
f←− Tf. The map f× g 7→ f(T)g maps Ppos × Ppos to Ppos. If g ∈ Ppos is fixed
the map f 7→ f(T)g preserves interlacing.
6.5 Recurrence relations for orthogonal polynomials
All orthogonal polynomials satisfy a three term recurrence (6.5.1). We use
this recurrence to establish recurrence relations for linear transformations
based on orthogonal polynomials. We also get recurrence relations for the
inverses of these linear transformations. Finally, we specialize to polynomials
of Meixner type.
Assume that p1,p2, . . . is a sequence of orthogonal polynomials satisfying
the three term recurrence
pn+1 = (anx+ bn)pn + cnpn−1 (6.5.1)
and define the linear transformations
T : xn 7→ pn
T−1 : pn 7→ xn
A : xn 7→ anxn
B : xn 7→ bnxn
C : xn 7→ cnxn−1
From the recurrence we find that
T(x xn) = anxpn + bnpn + cnpn−1
= x T(A(xn)) + T(B(xn)) + T(C(xn))
Since this holds for all n, and T is linear, we have for all polynomials f
T(xf) = xTA(f) + TB(f) + TC(f) (6.5.2)
Similarly we have a recurrence for the inverse of T
T−1(xpn) = T
−1((1/an)pn+1 − (bn/an)pn − (cn/an)pn−1)
= (1/an)x
n+1 − (bn/an)x
n − (cn/an)x
n−1
= xA−1T−1(pn) − BA
−1T−1(pn) − CA
−1T−1(pn)
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and consequently we have for all polynomials f
T−1(xf) = xA−1T−1(f) − BA−1T−1(f) − CA−1T−1(f) (6.5.3)
= (xA−1 − BA−1 − CA−1) T−1f
If T(1) = 1 then we have an explicit composition representation of T−1
T−1(f) = f(xA−1 − BA−1 − CA−1)(1) (6.5.4)
Notice that this last representation is not well defined. However, we take
(6.5.4) to mean that we do not multiply f out, and then substitute, but rather
we use the product representation that follows from (6.5.3).
These recurrences are too general to be useful. If our goal is to establish
that a certain T preserves interlacing, then we must have that T(xf)⋖ T(f).
This necessitates that there is some sort of interlacing relationship between
A,B,C. We have seen that if A is the identity then it’s probable that B,C are
functions of derivatives. There is a well known class of polynomials for which
this is true.
The Meixner class of orthogonal polynomials [68, page 165] consists of
those orthogonal polynomials pn that satisfy a recurrence
pn+1 = (x− a− αn)pn − (bn+ βn(n − 1))pn−1 (6.5.5)
Upon specializing (6.5.3) and (6.5.4), where A is the identity, B = −(a +
αxD), C = −(bD + βxD2), we find the recurrences
T(xf) = xTf− T( (a + αxD + bD + βxD2) f) (6.5.6)
T−1(f) = f(x+ a+ αxD + bD + βxD2)(1) (6.5.7)
We have seen several examples of orthogonal polynomial families. Al-
though families of orthogonal polynomials havemany special properties, there
is nothing special about any particular orthogonal polynomial, as the next the-
orem shows.
Theorem 6.35. Every f ∈ P is an orthogonal polynomial. In other words, there is
a measure that determines an orthogonal family of polynomials, and f is a member of
that family.
Proof. Assume f ∈ P(n). We will show that there is a sequence of polynomi-
als p0,p1, . . . ,pn = f where the degree of pi is i, and there are non-negative
constants ai such that pi+1 = (aix + bi)pi − pi−1 for 1 6 i < n. It follows
from Favard’s Theorem [168] that the sequence p0, . . . ,pn is a set of orthogonal
polynomials determined by a measure.
We construct the pi inductively. Assume that f has positive leading coeffi-
cient. Let pn = f, and pn−1 = f
′. Since pn⋖pn−1 we can find a pn−2 such that
pn = (anx+bn)pn−1 −pn−2. Since pn−1⋖pn−2 we continue inductively.
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6.6 Linear transformations satisfying a recursion
If a linear transformation satisfies a recursion thenwe can sometimes conclude
that the transformation maps Palt or Ppos to itself.
Theorem 6.36. Suppose that linear transformations A,B,C,D,E, F,H map poly-
nomials with positive leading coefficients to polynomials with positive leading coeffi-
cients. Suppose that for all f ∈ Ppos we have
Af≪ f≪Bf Cf≪ f←− Df Ef≪ f←− Ff Hf⋖ f (6.6.1)
then the linear transformation defined by
T(xf) = (HT + xTB+ T(C−D) + (E− F)T ) f
maps Ppos to itself and preserves interlacing. If the interlacing assumptions (6.6.1)
hold for all f ∈ Palt then
S(xf) = (HS+ xSA+ S(C−D) + (E− F)S ) f
maps Palt to itself and preserves interlacing.
Proof. We prove the theorem by induction on the degree of f, so assume that T
maps Ppos(n) to itself and preserves interlacing. By Corollary 1.46 it suffices
to show that T(xf)≪ Tf for all f ∈ Ppos(n). If f ∈ Ppos(n) then f≪Bf and
so Tf≪ TBf. Now all roots of TBf are negative, so xTBf⋖ Tf. Next, we apply
our assumptions (6.6.1) to the polynomial Tf ∈ Ppos(n) and find
HTf⋖ Tf
TCf≪ Tf Tf≪ TDf
ETf≪ Tf Tf≪ FTf
Finally, use Lemma 1.31 to conclude
T(xf) = (HT + xTB+ T(C−D) + (E− F)T ) f⋖ Tf
and hence T(xf)⋖ Tf which implies that T maps Ppos(n+ 1) to itself and pre-
serves interlacing. The case for f ∈ Palt is similar.
6.7 Mo¨bius transformations
AMo¨bius transformation determines a linear transformation on polynomials
of fixed degree, and also an action of the space of all linear transformations.
Recall that a Mo¨bius transformation (or linear fractional transformation) is a
transformation of the form
M : z 7→ az+ b
cz + d
. (6.7.1)
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To construct a map between polynomials we restrict ourselves to polynomials
of a fixed degree n, and homogenize:
M˜ : xi 7→ (ax+ b)i(cx + d)n−i. (6.7.2)
We can express M˜ in terms ofM:
M˜(f) = (cx + d)nf(Mx).
We have already seen an example of a Mo¨bius transformation in (4.1.4). If
we takeM(z) = 1/z then M˜(f) = znf(1/z) which is the reverse of f. If I is an
interval, then we defineM(I) to be the image of I. With this notation, we have
the elementary lemma
Lemma 6.37. If M is a Mo¨bius transformation (6.7.2) then M˜ is a linear transfor-
mation that maps PI(n) to PM
−1(I)(n) bijectively.
Proof. If f ∈ PI then M˜(f) = (cx+d)nf(Mx). A root r of M˜(f) satisfies f(Mr) =
0 so r = M−1s where s is a root of f, and thus s ∈ I. The inverse of M˜ is M˜−1
and so M˜ is a bijection.
Lemma 6.38. If I, J are intervals, and T is a linear transformation T : PI −→ PJ and
α ∈ R then the linear transformation S(xi) = αiT(xi) maps PI/α −→ PJ.
Proof. The result follows from the commuting diagram
PI/α
x7→αx
S
PJ
PI
T
The next lemma shows that only the type of interval matters.
Lemma 6.39. Assume I and J are intervals, and that A1 and A2 are affine transfor-
mations. There is a 1-1 correspondence between linear transformations mapping PI
to PJ and linear transformations mapping PA1I to PA2J
Proof. The correspondence is given by the diagram
PI
A1x7→x
PJ
x7→A2x
PA1I PA2J
As another application, the next lemma shows two linear transformations
that are related by a Mo¨bius transformation.
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Palt(n)
xi 7→(xi)
Palt(n)
P(0,1)(n)
xi 7→(x+n−in )
f(z) 7→(z+1)nf( z
z+1 )
Figure 6.1: A Mo¨bius transformation acting on a linear transformation
Lemma 6.40. Choose a positive integer n, and define linear transformations T(xi) =(
x+n−i
n
)
, S(xi) =
(
x
i
)
, and the Mo¨bius transformationM(z) = z
z+1 . Then T = SM˜
on P(n).
Proof. It suffices to verify that T = SM˜ for a basis of P(n), where M˜(xi) =
xi(x + 1)n−i, so consider
SM˜(xi) = S
(
xi(1 + x)n−i
)
= S
n−i∑
j=0
(
n − i
j
)
xi+j

=
n−i∑
j=0
(
n− i
j
)(
x
i+ j
)
=
n−i∑
j=0
(
n− i
n− (i + j)
)(
x
i + j
)
and the last expression equals T(xi) using the Vandermonde identity(
a+ b
c
)
=
∑
r+s=c
(
a
r
)(
b
s
)
We will later show that S : Palt −→ P. M maps (0, 1) bijectively to (0,∞),
so we have a commuting diagram (Figure 6.7) of maps that preserve roots.
The second action determined by a Mo¨bius transformation is in the space
of linear transformations. Let T be a linear transformation that preserves de-
gree. IfM is given in (6.7.1) then we define a new linear transformation by
TM(x
r) = (cx + d)r (T(xr))(Mx) (6.7.3)
If T(xr) = pr then we can write this as
TM(x
r) = (cx + d)r pr(
ax+ b
cx + d
)
CHAPTER 6. LINEAR TRANSFORMATIONS OF POLYNOMIALS 159
Note that TM 6= M˜T , since on P(n)
M˜T (xr) = (cx + d)n pr(
ax+ b
cx + d
)
If pr(0) 6= 0 then both T(xr) and TM(xr) have degree r.
We first note that this action respects composition.
Lemma 6.41. IfM,N are Mo¨bius transformations then (TM)N = TNM.
Proof. The proof follows from the commuting diagram
xn
T
TM
TNM
pn
M
NM
Mpn
N
NMpn
Consider some examples.
1. If T is the identity then TM (x
n) = (ax + b)n. Equivalently, TM (f) =
f(ax+ b).
2. If T is any degree preserving linear transformation, Mz = az + b, and
we let T(xn) = pn then TM (x
n) = pn(ax + b). Consequently TM (f) =
(Tf)(ax + b). Moreover, if I, J are intervals and T : PI −→ PJ then TM :
PM
−1I −→ PJ.
3. The most interesting (and difficult) case is when the denominator is not
constant. Because of the composition property (Lemma 6.41), and the
examples above, we only consider the caseM(z) = 1/z. Since xnf(1/x)
is the reverse of f when f has degree nwe see that
T1/z(x
n) = T(xn) REV .
For example, suppose that
T(xn) = (x− 1)(x− 2) · · · (x− n).
ApplyingM(z) = 1/z yields
T1/z (x
n) = (1 − x)(1 − 2x) · · · (1 − nx)
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Example 6.42. We can combine Mo¨bius transformations with other root pre-
serving linear transformations. For instance, we will see (Corollary 7.35) that
〈x〉n 7→ xn maps Palt to itself and (Lemma 7.2) xk 7→ (α+ n)kxk maps Palt to
itself. IfM(z) = z/(1 − z) the composition
Palt(n)
〈x〉k 7→xk
Palt(n)
xk 7→(α+n)kxk
Palt(n)
M˜
P(0,1)
is the linear transformation 〈x〉k 7→ (α+ n)kxk(1 − x)n−k and maps Palt(n)
to P(0,1). This is Example 1 in [90].
6.8 Transformations and commutativity properties
We first characterize transformations that commute with x 7→ αx, and those
that commute with x 7→ x + 1. We also characterize some transformations
defined by commuting diagrams. Finally, we list some diagrams that are sat-
isfied by various linear transformations.
Lemma 6.43. Suppose that the linear transformation T preserves degree. Then T
commutes with x 7→ αx where α 6= 1 if and only if there is a g(x) = ∑aixi such
that Tf = f∗g. Equivalently, T commutes with x 7→ αx if and only if T is a multiplier
transformation.
Proof. Simply consider the action of T on xn. Assume that T(xn) =
∑n
k=0 bix
i.
Commutativity implies that
αnT(xn) = αn
n∑
k=0
bix
i = T(xn)(αx) =
n∑
k=0
biα
ixi
This implies that all bi are zero except for bn, so T is a multiplier transforma-
tion.
Lemma 6.44. Suppose that the linear transformation T preserves degree. Then T
commutes with A : x 7→ x + 1 if and only if there is a g(x) = ∑aixi such that
T(xn) =
n∑
i=0
an−i
(
n
i
)
xi. Equivalently,
T(f) = (g ∗ Af)rev.
Proof. That T(xn) has that form can be proved by induction. Conversely, note
that the conclusion is linear in g, so we may take g(x) = xs. It is easy to see
that the diagram commutes.
xn
x7→x+1
T ∑n
i=0
(
n
i
)
an−ix
i
x7→x+1∑n
j=0
(
n
j
)
xj
T ∑n
i,j=0
(
n
i
)
an−i
(
i
k
)
xk
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Remark 6.45. If we ask that T commutes with the seemingly more general
transformation x 7→ x + y, we find that T is the same as is described in
Lemma 6.43. For example, the Bernoulli polynomials satisfy this commutativ-
ity property. However, this is not useful for us as most Bernoulli polynomials
do not have all real roots.
If we choose g(x) = e−x then
T(xn) =
∑(n
k
)
−1)k
k!
xk = Lrevn (x)
so we have a commuting square in two variables
.
x7→x+y
xn 7→Lrevn (x) .
x7→x+y
.
xn 7→Lrevn (x) .
(6.8.1)
Example 6.46. If T(xk) =
〈x〉k
k! and A f(x) = f(1 − x) then AT = TA.
Example 6.47. If T(xk) =
(x)k
k! =
(
x
k
)
and A f(x) = f(−x− 1) then AT = TA.
Example 6.48. T : xn 7→ Hn satisfies
T(f)(x + y) = T∗f(x + 2y) (6.8.2)
which leads to the diagram
. T
x7→x+2y
.
x7→x+y
. T .
Example 6.49. T : xk 7→ Hk(x)xn−k satisfies
T(x − 2 + α)n = Hn(
αx
2
) = (−1)nT(x − 2 − α)n (6.8.3)
If we define S(f) = T(f(x − 2)) then
.
x7→α+x
S .
x7→α−x
. S .
Example 6.50. T : xk 7→ 〈x〉k(x − α)n−k satisfies the identity on polynomials
of degree n
(Tf)(α − x) = (−1)n T(frev) (6.8.4)
.
reverse
T .
x7→α−x
.
(−1)nT
.
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Example 6.51. T : xi 7→ (x + n− i)
n
satisfies
Tf = (Tfrev)(−1 − x) (6.8.5)
since (−x− 1 + i)n = (−1)
n(x + n− i)n. Equivalently,
.
reverse
T .
x7→−1−x
. T .
Example 6.52. The Laguerre transformation T : xn 7→ Ln(x) satisfies several
identities. This square is the Laguerre identity (7.10.4).
xn
x7→x+y−1
T
Ln(x)
homogenize
(x + y− 1)n
T
yn Ln(x/y)
(6.8.6)
T also satisfies
.
x7→x+y−1
y
T .
x7→ x
y
. T .
We can combine the Laguerre and Hermite polynomials. Define the linear
transformation T acting on P(n), and two induced transformations:
T(zk) = Hk(z)Ln−k(z)
Tx(x
rys) = Hr(x)Ln−r(x)y
s
Ty(x
rys) = xrHs(y)Ln−s(y)
We have the following commutative diagram
(x + y)n
Tx Ty
Tx(x+ y)
n Ty(x+ y)
n
x7→2x,y 7→y/2
which if written out is
n∑
k=0
(
n
k
)
Hk(x)Ln−k(x)y
n−k =
n∑
k=0
(
n
k
)
Hn−k(y/2)Lk(y/2) (2x)
k
Example 6.53. The falling factorials (x)k and Ln/n! are polynomials of bino-
mial type, and satisfy
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(x + y)
n
=
n∑
k=0
(
n
k
)
(x)k(y)n−k
Ln(x + y)
n!
=
n∑
k=0
(
n
k
)
Lk(x)
k!
Ln−k(y)
(n − k)!
A polynomial family {pn} of binomial type satisfies
pn(x+ y) =
n∑
k=0
(
n
k
)
pk(x)pn−k(y)
For a general family of polynomials of binomial type, the transformation
T : xn 7→ pn(x) satisfies
xn
x7→x+y
T
pn(x)
x7→x+y
(x + y)n
Tx Ty
pn(x+ y)
where the transformations Tx, Ty are the induced transformations. Consid-
ering the inverse transformations yields
xn
x7→x+y
T−1
pn(x)
x7→x+y
(x + y)n
T−1x T
−1
y
pn(x+ y)
6.9 Singular points of transformations
If T is a transformation, and f ∈ P is a polynomial for which the degree of Tf
is different from the degree of Tgwhere g is arbitrarily close to f, then we say
that f is a singular value for T . We are interested in transformations for which
(x + a)n is a singular value for infinitely many n. It is often the case that the
behavior of such a transformation changes at a, and that there is some sort of
symmetry around x = a. These symmetries are captured in the commuting
diagrams of the previous section. If T is a linear transformation that preserves
degree, then there can be no singularities, but there can be symmetries. We
know of the following examples:
1. T : xk 7→ 〈x〉k(x − α)n−k T(x − 1)n = 〈α〉n
2. T : xi 7→ (x+ n− i)n T(x + 1)n = (−1)n
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3. xk 7→ Hk(x)Hn−k(x) T(x − 1)n = 2n/2Hn(0)
4. xk 7→ Hk(x)Hn−k(x) T(x − ı)n = 2n(1 + ı)n
5. xk 7→ Lk(x)Ln−k(x) T(x − 1)n = 0 if n is odd
6. T : xk 7→ Hk(x)xn−k T (x − 2)n = Hn(0)
7. T : xk 7→ (x)k(x)n−k T(x − 1)n = 0 if n is odd
6.10 Appell sequences
Some of the properties of special functions and commuting diagrams are easy
for the general class of Appell sequences. A sequence of polynomials {pn} is
anAppell sequence [148] if the degree of pn is n, and
p ′n(x) = npn−1. (6.10.1)
Such sequences are in 1 − 1 correspondence with formal power series g(x)
[146] and satisfy
g(D)xn = pn(x) for n = 0, 1, . . . (6.10.2)
Proposition 6.54. Suppose {pn} is an Appell sequence determined by g(x). Then,
g(x) ∈ P̂ iff the linear transformation xn 7→ pn maps P to itself.
Proof. The linear transformation is simply f 7→ g(D)f.
If a sequence of polynomials satisfies pn = αnnpn−1, then the polynomials
qn = pn/(α0α1 · · ·αn) form an Appell sequence since
q′n = p
′
n/(α0 · · ·αn) = αnnpn−1/(α0 · · ·αn) = npn−1/(α0 · · ·αn−1) = nqn−1.
The Hermite polynomials are nearly Appell sequences. Since they satisfy
H ′n = 2nHn−1, Hn(x/2) is an Appell sequence. For a more interesting exam-
ple, consider the transformation T : f 7→ f(x+ı)+f(x−ı). Now Tf = 2 cos(D)f,
and so the sequences
pn = (x+ ı)
n + (x − ı)n
are Appell sequences with g(x) = cos x.
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The Euler polynomials form an Appell sequence with g(x) = 12 (e
x + 1).
This function is not in P̂ , so we can not conclude that the linear transforma-
tion determined by the Euler polynomials maps P to itself. Indeed, it doesn’t.
Similarly, the Bernoulli polynomials have g(x) = (ex − 1)/x, and the corre-
sponding linear transformation doesn’t map P to itself.
Any Appell sequence satisfies the identity
pn(x+ y) =
n∑
k=0
(
n
k
)
pk(x)y
n−k (6.10.3)
which we have already seen for the Hermite polynomials in (6.8.2). Equation
(6.10.3) implies that we have the commutative diagram
xn
x7→x+y
xn 7→pn
pn(x)
x7→x+y
(x+ y)n pn(x+ y)
xn 7→pn
If T : xk 7→ pk(x)xn−k then the lemma below shows that T∗(x − y)r has
degree n for all y other than y = 1, so 1 is a singular point.
Lemma 6.55. If {pn} is Appell and T : x
k 7→ pk(x)xn−k, then
T∗(x− 1 + y)r = xn−rpr(xy)
Proof. Since the conclusion is a polynomial identity, it suffices to prove it for y
an integer. It’s trivially true for y = 1, and the case y = 0 follows from
T(x − 1)r =
r∑
k=0
(
r
k
)
(−1)r−kpk(x)x
r−k = xn−rpn(x− x) = x
n−rpn(0).
Assume that it is true for y, and consider y+ 1
T∗(x − 1 + y+ 1)r =
r∑
k=0
(
r
k
)
T∗(x − 1 + y)k =
r∑
k=0
(
r
k
)
xn−kpk(xy) =
xn−r
r∑
k=0
(
r
k
)
xr−kpk(xy) = x
n−rpr(xy+ x) = x
n−rpr(x(y+ 1)).
6.11 The diamond product
If we are given an invertible linear transformation T on polynomials then we
can form a new bilinear transformation.
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P × P T×T
f♦g
P × P
multiplication
P
T−1
P
We call f♦g = T−1 (Tf · Tg) a diamond product. The product can be de-
fined for any number of terms in a simple way. For instance, observe that
f♦ (g♦h) = f♦ [T−1(Tg · Th)] = T−1(Tf · T [T−1(Tg · Th)]) = T−1(Tf · Tg · Th)
Consequently, we see that the diamond product is well defined for any
number of factors, is associative and commutative, and equals
f1 ♦ f2 ♦ · · · ♦ fn = T−1 ( Tf1 · Tf2 · · · Tfn )
We can now prove a general result:
Proposition 6.56. Suppose that T is a linear transformation such that
1. T : PI −→ PJ
2. T−1 : PJ(1) −→ PK(1)
Then every f ∈ PI can be written the form
c(x − a1)♦ (x − a2)♦ · · · ♦ (x− an)
where c is a constant and each x− ai is in P
K.
Proof. From (1) we see that T(f) ∈ PJ, and consequently can be factored T(f) =
c0(x − b1) · · · (x − bn). Write T−1(x − bi) = ci(x − ai) where each x− ai is in
PK by (2). If c = c0 · · · cn then
c(x − a1)⊗ (x − a2)⊗ · · · ⊗ (x− an) = c0T−1(c1T(x− a1) · · · cnT(x− an))
= T−1(c0(x− b1) · · · (x − bn))
= T−1(Tf) = f
Here are some examples of diamond products.
binomial Let T−1(xn) =
(
x
n
)
. Then(
x
r
)
♦
(
x
s
)
= T−1 ( T(
(
x
r
)
) T(
(
x
s
)
) )
= T−1(xr+s)
=
(
x
r+ s
)
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This was considered by Wagner [178] who introduced the name dia-
mond product. See Proposition 11.100.
falling factorial Let T−1(x)n = x
n. Then
(x)n ♦ (x)m = (x)n+m
This product is discussed in § 8.8.8.
exponential If T(xn) = xn/n! then
xn ♦ xm =
(
n+m
n
)
xn+m
See Question 43.
We can generalize the diamond product construction by replacing multi-
plication by some other bilinear map. Givenm : P × P −→ P then we form a
new bilinear transformation
f♦g = T−1 (m(T(f), T(g)))
See Proposition 11.101 for an application.
Although affine transformations distribute over multiplication, they do
not generally distribute over diamond multiplication. We need a connection
between the affine transformation and the defining transformation.
Lemma 6.57. Suppose f♦g = T−1(Tf · Tg) and A is an affine transformation. If A
commutes with T then A distributes over ♦ . Conversely, if A distributes over ♦ and
A commutes with T for polynomials of degree 1, then A commutes with T .
Proof. The first part is just definition:
A(f♦g) = AT−1(Tf · Tg) = T−1A(Tf · Tg) = T−1(ATf ·ATg)
= T−1(TAf · TAg) = Af♦Ag.
Conversely, using induction
AT(fg) = A(Tf♦ Tg) = ATf♦ATg = TAf♦ TAg [induction]
= T(Af · Ag) = TA(fg)
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6.12 Other root preserving transformations
There are linear transformations that increase the degree of a polynomial by
more than 1 and still preserve roots. Such transformationsW will not preserve
interlacing if the degrees ofWf andWg differ by more than 1.
A trivial example is Tf = p · f where p ∈ P. This transformation does
preserve interlacing. A more interesting example that does not preserve inter-
lacing is
T : xn 7→ (x2 − 1)n
so that deg(Tf) = 2deg(f). This transformation can also be expressed as
Tf = f(x2 − 1). If f ∈ P(−1,∞) and roots(f) = (a1, . . . ,an) then roots(Tf) =
(. . . ,±(ai + 1)1/2, . . . ). Thus, T preserves roots for polynomials in P(−1,∞).
We can generalize this idea.
Lemma 6.58. Suppose that g ∈ P(r) has the property that no relative maximum
or minimum of g has value lying in (−1, 1). If f ∈ P(−1,1)(n) then f(g(x)) ∈
P(−1,1)(nr).
Proof. Since g has no extrema with value in (−1, 1) it follows that every line
y = swhere −1 6 s 6 1 meets the graph of g in r distinct points.
Without loss of generality we may assume that f has all distinct roots. If
f(t) = 0 then −1 6 t 6 1 and we get r roots of f(g(x)) from the r solutions to
the equation g(x) = t. This accounts for all nr of the roots of f(g(x)).
Corollary 6.59. If f ∈ P(−1,1)(n) and Tr is the Chebyshev polynomial, then f(Tr(x))
is in P(−1,1)(nr).
Proof. The graph of the Chebyshev polynomial Tr (see Figure 6.2) on the in-
terval (−1, 1) oscillates between its r − 1 relative extrema of 1 and −1. Now
apply the lemma.
For example, since T2 = 2x
2 −1, the transformation f(x) 7→ f(2x2 −1)maps
P(−1,1) to itself.
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Figure 6.2: The graph of the Chebyshev polynomial T5(x)
CHAPTER
7
-
Linear transformations that
preserve roots
We apply the results of the previous chapters to show that particular linear
transformations preserve roots.
7.1 Multiplier transformations
The simplest linear transformations aremultiplier transformations, which are of
the form xi 7→ aixi. We will see in Theorem 15.22 that if the series
∑
ai
xi
i! is in
P̂pos then the multiplier transformation maps P to itself. In § 5.5.3 we showed
that various series were in P̂alt or P̂pos. Consequently we have
Theorem 7.1. The following linear transformations map P to P and Ppos to Ppos.
1. xi 7→ x
i
i!
2. xi 7→ x
i
Γ(i+ α)
for α > 0
3. xi 7→ x
i
〈α〉i
for positive α.
4. xi 7→ x
i
(αi)!
for positive integer α.
5. xi 7→ q(i2)xi for |q| 6 1/4.
6. xi 7→ x
i
[i]!
for |q| > 4.
170
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7. xi 7→ (d)ixi for d a positive integer.
8. xi 7→ (d+i−1
i
)
xi for d a positive integer.
9. xi 7→ i!q
(i2)
(q;q)i
xi for |q| < 1.
10. xi 7→ q
(i2)
(q;q)i
xi for |q| < 1.
Proof. The first two follow from (5.3.3), the third one from (5.3.4), and the
fourth from [138, 62,#162]. The generating function of (d)i is in P
pos:
∞∑
i=0
(d)i
xi
i!
=
∞∑
i=0
(
d
i
)
xi = (1 + x)d.
The generating function for xn/[n]! is in P̂ - see 5.4. The generating function
for
(
d+i−1
i
)
is ∞∑
i=0
(
d + i− 1
i
)
xi
i!
= exLd−1(−x)
where Ld−1 is the Laguerre polynomial (see Section 7.10). Since e
x ∈ P̂pos and
Ld−1(−x) ∈ Ppos their product is in P̂pos.
The last two use (5.1.1) and part (1).
We can extend (7) of the last result to non-integer values of n, but surpris-
ingly there are restrictions.
Lemma 7.2. If n is a positive integer and α > n − 2 > 0 then
1. the map xi 7→ (α)ixi maps Ppos(n) to itself, and Palt(n) to itself.
2. the map xi 7→ (α
i
)
xi maps Ppos(n) to itself, and Palt(n) to itself.
Proof. We find a recurrence and then proceed by induction. First, let T(xn) =
(α)nx
n. Then
T(x · xi) = (α)i(α− i)xi+1
= αx (α)i x
i − x i (α)i x
i
= αx T(xi) − x T( x(xi)′ )
T(xf) = αx T(f) − x T( xf′ ).
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We now show by induction on m that T maps Ppos(m) to Ppos(m) for
m < n and to P(m) form = n. For m = 1 we take f = x + r where r > 0 and
then Tf = r + αx is also in Ppos(1).
Assume that T maps Ppos(m) to itself andm < n. If we choose g = (x+r)f
where f has positive leading coefficient and r > 0 then
T(g) = αxT(f) − xT(xf′) + rT(f).
Since f ∈ Ppos we know that xf′≪ f and hence by induction T(xf′)≪ T(f). It
follows that T(g) = (αx+ r)T(f)− xT(xf′)≪ T(f). Ifm = n− 1 this shows that
T maps Ppos(n) to P(n).
Now assume thatm < n−1. In order to show that T(g) is in Ppos we need
to show that (Tg)(0) and the leading coefficient of T(g) have the same sign.
First, (Tg)(0) = r (Tf)(0) is positive since r > 0 and T(f) has positive lead-
ing coefficient and is in Ppos. Next, the leading coefficient of T(g) is s(α)m+1
where s > 0 is the leading coefficient of f. Consequently, the leading coeffi-
cient of T(g) is positive since α > n− 2 > m and the conclusion now follows.
The second part follows from the first by applying the exponential trans-
formation (Theorem 7.1(1)). The results for Palt follow from applying the
above to the composition f(x) 7→ T(f(−x))(−x).
If the generating function lies in P̂ but not in P̂alt or P̂pos then the corre-
sponding linear transformation maps P± to P by Theorem 15.22.
Lemma 7.3. The following linear transformations map P± to P.
1. xi 7→

0 i odd(−1)n (2n)!
n!
x2n i = 2n
2. xi 7→
{
0 i even
(−1)nxi i = 2n+ 1
3. xi 7→
{
0 i odd
(−1)nxi i = 2n
Proof. The correspond the the functions e−x
2
, sin(x) and cos(x).
The q-exponential function was defined in Example 5.3. We define the
q-exponential transformation (0 < q < 1)
Expq(x
i) : xi 7→ q
(i2)
(q;q)i
xi (7.1.1)
Theorem 7.1 shows that Expq maps P to itself.
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7.2 Homogeneous transformations
Some linear transformations are only defined on polynomials of bounded de-
gree. For instance, if
T(xi) = xi(1 − x)n−i
then T is a linear transformation on all polynomials of degree at most n.
Lemma 7.4. If a and c are not both zero then the linear transformation T given by
T(xi) = (ax+ b)i(cx+ d)n−i
maps P(n) to itself.
Proof. Let F be the homogeneous polynomial corresponding to f. If f(x) =
(x−a1) · · · (x−an) then F(x,y) = (x−a1y) . . . (x−any). The image of f under
the transformation T is simply F(ax + b, cx + d). In order to see this, we only
need to check it for a basis, namely xi, in which case the result is clear.
We therefore have the factorization
T(f) = F(ax + b, cx+ d) = (ax+ b− a1(cx + d)) · · · (ax+ b− an(cx + d))
which shows that Tf has all real roots.
This lemma also follows from the properties of Mo¨bius transformations in
§ 6.6.7 - the argument here shows the factorization of the transformation.
Corollary 7.5. The linear transformation T : xi 7→ xi(1 − x)n−i maps Palt(n) to
P(0,1)(n).
Proof. This is a special case of Lemma 6.37 whereM = z/(1−z) sinceMmaps
(0, 1) to (0,∞. Alternatively, if α is a root of f ∈ Palt(n) then the correspond-
ing root of Tf is α/(α+ 1).
The reversal operator is the special case of this construction where we set
a = 0,b = 1, c = 1,d = 0. See (4.1.4).
Lemma 7.6. If the polynomial f(x) has all real roots then f REV has all real roots. If
f ∈ Ppos (resp. Palt) then f REV ∈ Ppos (resp. Palt).
If f≪g and 0 is a not root of fg then g REV ≪ f REV . If f⋖g and f ∈ P± then
f REV ⋖ g REV .
Proof. Without loss of generality we assume that 0 is not a root. The reverse of
f is xnf( 1
x
), so its roots are the reciprocals of the non-zero roots of f. The rest
of the properties are immediate from this observation.
If f has 0 as a root, then the degree of f REV is less than n. If 0 is not a root
of f, then ( f REV) REV = f. However, if 0 is a d-fold root, then xd( f REV) REV = f
If we have a linear transformation T on P(n) then we can conjugate T by
the reversal map to create a new linear transformation Trev on P(n).
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P(n)
T REV
REV
P(n)
REV
P(n)
T
P(n)
Here are some examples:
1. If D is the derivative, then D REV is the polar derivative.
2. If T is the transformation xi 7→ cixi then T REV(xi) = cn−ixi.
3. If T(xi) = pi where pi is symmetric (pi = (pi)
REV ) then T REV(xi) = pn−i.
This is the case for the Hermite polynomials (see § 7.7.8).
7.3 The Hadamard product
The generalizedHadamard product of two polynomials is the coordinate wise
product with an extra coefficient per coordinate:
(a0 + a1x+ a2x
2 + · · ·+ anxn)⊛ (b0 + b1x+ b2x2 + · · ·+ bnxn)
= a0b0c0 + a1b1c1x + a2b2c2x
2 + · · ·+ anbncnxn
Equivalently, we can define it in terms of monomials:
xi ⊛ xj 7→
{
ci x
i i = j and ci > 0
0 i 6= j
With the help of the method of generating functions (p. 500), we will prove
that
The generalized Hadamard product ⊛ determines a map Ppos ×
P 7→ P if and only if
∞∑
1
ci
xi
i!i!
∈ P̂pos. (7.3.1)
If all ci are 1 we call it the Hadamard product and write f ∗ g in place of
f⊛ g. If ci = i! then we write f ∗ ′ g. It follows from the above result that ∗ and
∗ ′map Ppos×P to P. There is a an alternative proof for the Hadamardproduct
(see § 9.9.13) that uses an identification of it as a coefficient of a polynomial in
two variables.
The generalized Hadamard preserves interlacing.
Lemma 7.7. If ⊛ satisfies (7.3.1), f≪g ∈ Ppos, h ∈ P then f⊛ h≪g⊛ h.
Proof. If g = αf+ r where f⋖ r then f⊛ h≪αf⊛ h and f⊛ h⋖ r⊛ h since all
coefficients are positive. Adding these interlacings gives the result.
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Our goal is to prove amultiplicative property of⊛. We beginwith a special
case.
Lemma 7.8. If f ∈ Ppos, h ∈ P, α,β > 0 and ⊛ satisfies (7.3.1) then
(x + α) f⊛ (x+ β)h⋖ f⊛ h
Proof. We have the interlacings
xf⊛ xh⋖ f⊛ h since xf⊛ xh = x(f⊛ h)
xf⊛ βh⋖ f⊛ h Lemma 7.7
αf⊛ xh⋖ f⊛ h Lemma 7.7
αf⊛ βh≪ f⊛ h
and the conclusion follows upon adding the interlacings.
It’s surprising that the generalized Hadamard product allows us to multi-
ply interlacings. In the case of ∗ there is a natural interpretation using polyno-
mials with complex coefficients (p. 606).
Lemma 7.9. If f⋖g in P, h⋖k in Ppos and ⊛ satisfies (7.3.1) then
f⊛ h⋖g⊛ k
Proof. Using Lemma 1.20 we write
g =
∑
i
ai f
x− ri
and k =
∑
j
bj h
x− sj
where the r’s and s’s are negative, and the a’s and b’s are positive. From the
above lemma we know that for all relevant i, j
f⊛ h⋖
ai f
x− ri
⊛
bj h
x − sj
Adding these interlacings gives the conclusion.
Lemma 7.10. Ifm is a positive integer then
1. the map xi 7→ (m
i
)
xi maps P to itself.
2. the map xi 7→ (m)ixi maps P to itself.
Proof. The first statement is the map f 7→ (1 + x)m ∗ f. The second statement
follows from the first statement and Theorem 9.87. Another proof uses gener-
ating functions -see Theorem 7.1.
It is obvious that the Hadamard product extends to a bilinear map P̂ ×
P± −→ P̂ . Since
ex
2 ∗ (x+ 1)2 = x2 + 1
it follows that ex
2 6∈ P̂ . Of course, we know that e−x2 ∈ P̂ .
The effect of scaling on the Hadamard product is easy to describe.
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Lemma 7.11. Suppose that ⊛ is a generalized Hadamard product, and choose con-
stants α,β. If S, T ,U are regions satisfying
⊛ : PS × PT −→ PU
then
⊛ : PαS × PβT −→ PαβU
Proof. It follows from the definition of generalized Hadamard product that
f(αx)⊛ g(βx) = (f⊛ g)(αβx)
Consideration of the diagram below yields the conclusion.
PαS × PβT
x×y 7→αx×βy
⊛
PαβU
x7→x/(αβ)
PS × PT
⊛ P
U
Remark 7.12. Differentiating a Hadamard product has no nice properties in
general. However, we do have the following properties that are easily veri-
fied, wherem is non-negative.
d
dx
[
(1 + x)m ⊛ x f
]
= m(1 + x)m−1 ⊛ f
d
dx
[
ex ⊛ x f
]
= ex ⊛ f(
d
dx
)m [
ex ⊛ xm f
]
= ex ⊛ f
Thus, if f ∈ P then we can find polynomials p0,p1, . . . so that
1. p0 = e
x ⊛ f.
2. all pi are in P.
3. (d/dx)pi = pi−1 for i = 1, 2, . . . .
Such polynomials have been called very hyperbolic. Here is a different con-
struction of very hyperbolic polynomials due to Chebeterov.
Lemma 7.13. If f =
∑∞
0 aix
i ∈ P̂ and fn =
∑n
0 ai
xn−i
(n−i)! then all fn have all real
roots and f ′n = fn−1.
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Proof. Clearly f ′n = fn−1; we need to see that fn ∈ P. Now
(1 + x)n ∗ ′ f =
n∑
0
(
n
i
)
i!ai x
i = n!
n∑
0
ai
xi
(n − i)!
is in P, and taking the reverse shows fn ∈ P.
For more properties of the Hadamard product, see § 9.9.13.
7.4 Differential operators
The most general differential operators on polynomials that we consider have
the form
g 7→
n∑
i=0
fi(x)g
(i)(x) (7.4.1)
where the fi(x) are polynomials. We first determine some restrictions on the
coefficient functions for operators that map P to P. We then look at some
general composition properties of polynomials, and apply these to some par-
ticular operators. In Proposition 15.66wewill characterize,modulo some pos-
itivity and degree conditions, those differential operators (7.4.1) that map P to
P.
It is useful to view the differential operator as being determined by the
two variable polynomial f(x,y) =
∑
fi(x)y
i. These polynomials satisfy a
substitution condition:
Lemma 7.14. If f(x,y) =
∑
fi(x)y
i determines a differential operator (7.4.1) that
maps P to itself then f(x,α) ∈ P for all α ∈ R.
Proof. If the corresponding differential operator T maps P to P then T maps P̂
to P̂ . If we apply T to eαx ∈ P̂ we find(
n∑
i=0
fi(x)Di
)
eαx =
(
n∑
i=0
fi(x)α
i
)
eαx
Since the right hand side is in P̂ we can multiply by e−αx and remain in P̂ .
The result follows.
We next consider two particular differential operators. Choose a polyno-
mial h(x) =
∑
aix
i and define h(D)g =
∑
aig
(i). In this case the function
fi(x) of (7.4.1) is just the constant ai. We also define
h(xD)g =
n∑
i=0
ai
(
x
d
dx
)i
g(x)
If we expand (xD)igwe see we get a differential operator of the form (7.4.1).
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Proposition 7.15. The map f× g 7→ f(D)g defines a bilinear map
P × P −→ P.
Proof. It follows from Corollary 7.23 that (D − α)f ∈ P for all f. Apply Corol-
lary 6.34.
Example 7.16. If we choose f = x2 − 1 then for any g ∈ P it follows that
g− g′′ ∈ P. Moreover, if g⋖h then g− g′′⋖h− h′′.
If n is a positive integer then the linear transformation f 7→ ∑ni=0 (nr)f(r)
maps P to itself - simply choose f = (1 + x)n.
Suppose f = x+1 and g = x+2. Although f≪g, substituting the derivative
reverses the direction, e.g. x+ 1 = f(D)x≫g(D)x = 2x+ 1. This is not true in
general, but depends on the sign of the constant terms.
Proposition 7.17. If f≪g and h ∈ P and if{
f(0)g(0) > 0
f(0)g(0) < 0
then
{
f(D)h≫g(D)h
f(D)h≪g(D)h
Proof. Linearity implies that f(D)h and g(D)h interlace, but we don’t know
which direction. If we write f(D)h = βg(D)h + k then we need to determine
the sign of the leading coefficient of k, and the signs of the leading coefficients
of f(D)h and g(D)h. Compute
h(x) = xn + an−1x
n−1 + · · ·
f(x) = xm + · · ·+ b1x + b0
g(x) = xm + · · ·+ c1x+ c0
f(D)h = b0xn + (b0an−1 + nb1)xn−1 + · · ·
g(D)h = c0xn + (c0an−1 + nc1)xn−1 + · · ·
f(D)h = b0
c0
g(D)h+ nb1c0 − b0c1
c0
xn−1 + · · ·
Without loss of generality we assume that f≪g. Consequently, we know the
numerator b1c0 − b0c1 is positive.
If b0c0 > 0 then assume that b0 > 0 and c0 > 0. The leading coefficients of
f(D)h and g(D)h are positive, and the leading coefficient of k is also positive.
This implies g(D)h≪ f(D)h.
If b0c0 < 0 then assume that b0 > 0 and c0 < 0. The leading coefficient of
f(D)h is positive, the leading coefficient of g(D)h is negative, and the leading
coefficient of k is negative. This implies g(D)h≫ f(D)h.
The remaining cases are similar.
Example 7.18. We know that f⋖ T(g) for all g ∈ P implies that T is the deriva-
tive. However, we can find many different linear transformations S, T so that
S(g)⋖ T(g) for all g ∈ P. Choose f1⋖ f2 where f2(0) = 0 and define
S(g) = f1(D)g T(g) = f2(D)g.
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The proposition above implies that S(g) and T(g) interlace, and since f2(0) = 0
the degree of T(g) is one less than the degree of S(g). Thus, S(g)⋖ T(g).
Corollary 7.19. The transformation1 f× g 7→ f(xD)g defines a bilinear map
1. Ppos × P± −→ P±.
2. PI(n)× P −→ P if I = (−∞, 0) ∪ (n,∞).
3. Ppos × P(0,1) −→ P(0,1).
4. Ppos × P(−1,0) −→ P(−1,0).
Proof. To prove the first part for f ∈ Ppos it suffices to show that f(xD)g ∈ P
when f = x + a and a is positive. Since f(xD)g = ag + xg′ this follows from
Corollary 2.16. The second part also follows from the corollary. The third part
holds since ag+ xg′ ∈ P(0,1) when a is positive and g ∈ P(0,1). The fourth part
is similar.
We can extend this to analytic functions:
Corollary 7.20. If f ∈ P̂ has no roots in [0,n] then T(g) = f(xD)g defines a linear
transformation T : P(n) −→ P(n).
Proof. The reason this is not immediate is that f is not necessarily presented
as a limit of polynomials with no roots in [0,n]. However, if a sequence fi
of polynomials converges uniformly to f, then the zeros of the fi converge
uniformly to the zeros of f. If f has no roots in [0,n], then the roots of fi must
go to to roots that are not in [0,n] as i goes to infinity. If g ∈ P(n) then for i
sufficiently large no roots of fi are in [0,n], and we can apply Corollary 7.27
as above.
It’s easy to express f(xD)g in terms of coefficients. If g(x) = b0+ · · ·+bnxn
then
f(xD)g = f(0)b0 + f(1)b1x+ · · · f(n)bnxn. (7.4.2)
To see this, note that the conclusion is linear in both f and g so it suffices
to establish it for the case f = xr and g = xn. In this case we see that
f(xD)g = (xD)rxn = nrxn = f(n)g.
We can interpret (7.4.2) as a Hadamard product, but the factor correspond-
ing to f is not in P̂ . Given a polynomial f, we form the infinite series
F(x) = f(0) + f(1)x+ f(2)x2 + · · ·
We see from (7.4.2) that f(xD)g = F ∗ g. Moreover, we will see in § 7.7.13 that
this series is a rational function of the form h(x)/(1−x)r, and so F is not in P̂ . It
1 It is not true that the transformation maps Palt× P± to P. For example, if f = (x− .7)(x− .1)
and g = (x+ .7)(x+ .1) then f(xD)g = .0049 + .216x+ 2.47x2 has no real roots.
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is interesting that there are series that map P to P under the Hadamard prod-
uct, but these series are not uniform limits of polynomials. This phenomenon
is explained in Theorem 9.87.
Using Corollary 7.19 and (7.4.2) we get these corollaries.
Corollary 7.21. If g = b0 + b1x+ · · ·bnxn is in P and r is a positive integer then
the following polynomials are in P.
b0 + 1
rb1x + · · ·+ nrbnxn
(r)rb0 + (r+ 1)rb1x+ · · ·+ (n+ r)rbnxn
Proof. Choose f = xr in the first case, and f = (x + 1) · · · (x + r) in the second.
We end this section with a discussion of the Bernstein polynomials. Given
a function, the n-th Bernstein polynomial is defined by
Bn(f) =
n∑
k=0
f
(
k
n
)(
n
k
)
xk(1 − x)n−k
and in particular the polynomial corresponding to xr is
Bn(x
r) =
n∑
k=0
kr
nr
(
n
k
)
xk(1 − x)n−k
Note that
n∑
k=0
kr
nr
(
n
k
)
xk =
(
xD
n
)r
(1 + x)n
We therefore have the diagram
f(x)
f7→Bn(f)
f(xD
n
)(1 + x)n
z7→ z1−z
Bn(x)
Now from Corollary 7.19 we know that T : f 7→ f(xD
n
)(1 + x)n determines
a map Ppos −→ P(−1,0). In addition, since f ∈ P(1,∞) implies that the roots of
f(x/n) are greater than n, we find that T also maps P(1,∞) to P(−∞,−1). More-
over, it follows from the Corollary that we actually have PR\(0,1) −→ P. Com-
bined with the Mo¨bius transformation z 7→ z/(1 − z), we get the commuting
diagram of spaces
PR\(0,1)
f7→Bn(f)
T
P(−1,0)
z7→ z1−z
P
In summary,
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Lemma 7.22. The transformation f 7→ Bn(f) satisfies
1. PR\(0,1) −→ P
2. P(−∞,0) −→ P(−∞,0)
3. P(1,−∞) −→ P(1,∞)
7.5 Transformations based on differentiation
We now look at specific transformations that are based on differentiation. The
proofs are all easy consequences of the results in Chapter 1 and Chapter 6.
Corollary 7.23. If Tf = (α + D)f then T : P −→ P. If α > 0 then T : Ppos −→
Ppos. If α < 0 then T : Palt −→ Palt.
Corollary 7.24. If α,γ > 0, Tf = (αx− β− γxD)f, then
T : P −→ P. If f ∈ Palt then h⋖ f. If we know in addition that β > 0 then
T : Palt −→ Palt.
Corollary 7.25. If a and e are positive then the transformation
f× g 7→ f(ax− eD)g defines a bilinear map P × P −→ P.
Proof. Apply Corollary 7.24.
Corollary 7.26. The map f×g 7→ f(x+xD)g defines a bilinear mapPpos×Palt −→
Palt.
Proof. Apply Corollary 7.24.
See Corollary 2.16 for the details about the next transformation.
Corollary 7.27. If a 6∈ (0,n) and Tf = (−a+ xD)f then
T : P±(n) −→ P±(n) and T : P(n) −→ P(n).
Corollary 7.28. If Tf = (β+ (1 − x2)D)f where β > 0 and f ∈ P(−1,1) then Tf⋖ f
and T : P(−1,1) −→ P(−1,∞).
Proof. Note that 1 − x2 is positive on the roots of f. Let
h = (β + (1 − x2)D)f. Since the leading coefficient of h is negative it follows
from Lemma 1.20 that h⋖ f. At x = 1 we see that h(1) = βf(1) , so h has
at exactly one root greater than 1. There are no roots less that −1, so h ∈
P(−1,∞).
Corollary 7.29. If Tf = axf+ x(1 − x)f′ then T maps P(−∞,0] to itself.
Proof. Apply Lemma 1.20 after factoring out x.
A similar argument shows that
Corollary 7.30. If Tf = ((2x+α)− (1− x2)D)f where |α| < 1 then T maps P(−1,1)
to itself.
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7.6 The falling factorial
Recall (x)n = x(x − 1) · · · (x − n + 1). Since (x)n+1 = (x − n)(x)n the falling
factorials are of Meixner type with parameters (a,α,b,β) = (0, 1, 0, 0). If
T : xn 7→ (x)n then it follows from (6.5.6) and (6.5.7) that
T(xf) = xT(f) − T(xf′) (7.6.1)
T−1(xf) = xT−1(f) + xT−1(f)′
The polynomials T−1(xn) are also known as the exponential polynomials [148,
page 69] or the Bell polynomials
Proposition 7.31. If T(xn) = (x)n = x(x− 1) . . . (x−n+ 1), then T maps P
alt to
itself. T−1 maps Ppos to itself.
Proof. From (7.6.1), we canwrite T(xf) = xT(f)−TB(f)where B(f) = xf′. Since
Bf⋖ f for any f with all positive roots, Theorem 6.36 shows that T preserves
interlacing for polynomials with all positive roots.
We can also write T−1(xf) = xT−1(f)+BT−1f, so that the second statement
now follows from Theorem 6.36.
Remark 7.32. We can use the falling factorial to explicate a subtlety of Theo-
rem 6.3. If T is a transformation that preserves interlacing, then we can define
S by T(xf) = S(Tf), and Sg⋖g for g = Tf. From Theorem 6.3 we see that if
Sg⋖ g then S has a certain form, namely Sg = (ax + b)g + (cx2 + dx + e)g′.
This would seem to contradict the fact that T is arbitrary.
In the case of the falling factorial, where T(xn) = (x)n, we can show that
S(xn) = x(x−1)n. In particular, S(xn) is not interlaced by xn. Moreover, S does
not have the simple form given above. The reason is that we have ignored the
domains of definition of these results. The explicit form of Sgwas determined
by substituting xn for g. However, we only know that Sg⋖ g when g = Tf,
and f ∈ Palt, yet T−1xn is a polynomial in Ppos.
To establish that S(xn) = x(x− 1)n, define L(f(x)) = f(x− 1). The map S is
defined by S((x)n) = (x)n+1, and this can be rewritten as S((x)n) = xL((x)n)).
By linearity, Sf = xLf, and substituting xn = f shows that S(xn) = x(x− 1)n.
The falling factorial transformation is connected to a series identity.
Lemma 7.33. If T(xn) = (x)n, then for any polynomial f we have
∞∑
i=0
f(i)
i!
xi = ex T−1(f).
Proof. By linearity we may assume that f(x) = xn. If we let hn(x) =
∑
in
i! x
i,
then it is easy to verify that xh′n(x) = hn+1. Since induction and integration
by parts show that there is a polynomial gn such that hn = gne
x, we find that
gn satisfies gn+1 = x(gn + g
′
n).
CHAPTER 7. ROOT PRESERVING LINEAR TRANSFORMATIONS 183
We can now show by induction that gn = T
−1(xn). It is clearly true for
n = 0, and the recursion (7.6.1) shows that T−1(xn+1) = x(gn + g
′
n) = gn+1.
This is an ad hoc argument. See [148, page 70] for a proof based on the
general principles of the operator calculus.
From (6.5.7) we can express T−1 as a composition:
T−1(f) = f(x+ xD)(1). (7.6.2)
We could have applied Corollary 7.26 to deduce that T−1 preserves interlacing.
Corollary 7.34. If a polynomial f has all negative roots, then for all positive x
f(x)2 > f(x− 1)f(x+ 1).
Proof. First, assume that x is a positive integer. Using Lemma 7.33 we see if
T(xn) = (x)n and f ∈ Ppos then T−1f ∈ Ppos, and so ex T−1(f) is in P̂pos. The
inequality is Newton’s inequality (Theorem 4.8) for P̂ .
In general, let α = r+ǫwhere r is an integer and 0 6 ǫ < 1. If g(x) = f(x+
ǫ) then the desired inequality follows by applying the previous paragraph to
g(x) since g(r) = f(α).
7.7 The rising factorial
Recall 〈x〉n = x(x + 1) · · · (x + n− 1). If T : xn 7→ 〈x〉n then
T(xf) = xT(f) + T(xf′) (7.7.1)
T−1(xf) = xT−1(f) − xT−1(f)′
Corollary 7.35. If T(xn) = x(x + 1) . . . (x + n − 1), then T−1 maps Palt to itself.
T maps Ppos to itself.
Proof. The proofs of the first two assertions are like the proofs for the falling
factorial, and uses the recurrences of (7.7.1).
The rising factorial satisfies a different recurrence than the falling factorial,
and it leads to a composition formula. Let2 Af(x) = f(x+ 1). Then
〈x〉n+1 = x(x+ 1) · · · (x + n)
= x ·A(x · · · (x+ n− 1))
= xA〈x〉n
Consequently, if we define T(xn) = 〈x〉n then
T(xn) = 〈x〉n = (xA)〈x〉n−1 = · · · = (xA)n(1)
2see § 8.8.7 for the motivation.
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and so we have the useful composition formula
T(f) = f(xA)(1) (7.7.2)
For more information about the rising factorial, see § 8.8.7.
Sometimes the rising factorial transformation is hidden. The following
lemma is based on the definition of L found in [3].
Lemma 7.36. If g =
∑
aix
i then define L(f, g) =
∑
xiai∆
if(0) where ∆g(x) =
g(x + 1) − g(x).
If f ∈ Ppos and g ∈ P then L(f, g) ∈ P.
Proof. Write f =
∑
bi〈x〉i. Since ∆〈x〉i = i〈x〉i−1 and ∆i〈x〉i = i! we see that
bi =
(∆if)(0)
i! and hence L(f, g) =
∑
xiaibii!. Define T : 〈x〉i 7→ xi and set h =
T(f) =
∑
bix
i. If h ∈ Ppos and g ∈ P then by Theorem 9.87∑ xiaibii! ∈ P.
From Corollary 7.35 we know T : Ppos −→ Ppos, so f ∈ Ppos implies h ∈ Ppos.
Thus we are done.
The maps xn 7→ 〈x〉n and xn 7→ (x)n are conjugates by the map x 7→ −x,
as expressed in the diagram
Palt
xn 7→〈x〉n
x7→−x
Palt
Ppos
xn 7→(x)n
Ppos
x7→−x
The diagram commutes since
xn 7→ (−1)nxn 7→ (−1)n(x)n 7→ (−1)n(−x)n = 〈x〉n.
If we compose the falling and rising factorial transformations we get
Lemma 7.37.
1. The transformation (x)n 7→ 〈x〉n maps Ppos −→ Ppos.
2. The transformation 〈x〉n 7→ (x)n maps Palt −→ Palt.
3. The transformation (x)k 7→ 〈x〉n−k maps Ppos(n) −→ Ppos(n).
4. The transformation xk 7→ 〈x〉n−k maps Palt(n) −→ Palt(n).
5. The transformation (x)k 7→ (α)kxk maps Ppos(n) −→ Ppos(n) for α >
n− 2.
Proof. The first one follows from the diagram
Ppos
(xn) 7→〈x〉n
(x)n 7→xn
Ppos
Ppos
xn 7→〈x〉n
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and the second is similar. The next follows from the diagram
Ppos(n)
(x)k 7→〈x〉n−k
Ppos(n)
Ppos(n)
reverse
(x)k 7→xk
Ppos(n)
xk 7→〈x〉k
The next two use the diagrams
Palt(n)
reverse
xi 7→〈x〉n−i
Palt(n) Ppos(n)
(x)k 7→xk
(x)k 7→(α)kxk
Ppos(n)
Palt(n)
xk 7→〈x〉k
Ppos(n)
xk 7→(α)kxk
Given any linear transformation T , the map T(xi) 7→ T(xi+1) usually does
not preserve roots. The only non-trivial cases known are when T(xn) = (x)n,
〈x〉n, or Hn (Corollary 7.44).
Lemma 7.38. The linear transformations (x)i 7→ (x)i+1 and 〈x〉i 7→ 〈x〉i+1 map
P −→ P.
Proof. If T(f) = xf and S(f) = f(x+ 1) then the fact that the diagram
(x− 1)
i
S
T
(x)i
(x)i+1
commutes shows that the desired transformation is TS−1. Now both S−1 and
T map P to itself, and so the same is true for TS−1. Incidentally, this shows
T(xn) = x(x− 1)n. The proof for 〈x〉i is similar.
Lemma 7.39. Let T(xn) = 〈x〉n/n!.
T : Ppos −→ Ppos
T : P(1,∞) −→ P(1,∞).
Proof. We have the identity
(T(f))(1 − x) = T(f(1 − x))
which is proved by taking f(x) = xk, and using
〈1 − x〉
k
k!
=
k∑
i=0
〈x〉i
i!
(
k
i
)
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Now we know that xn 7→ 〈x〉n maps Ppos −→ Ppos, and upon application
of the exponential map, so does T . The identity above implies that we have
the following commuting diagram
P(−∞,0)
x7→1−x
T
P(−∞,0)
x7→1−x
P(1,∞) P(1,∞)T
Remark 7.40. T above does not P(0,1) to P. Indeed, T(x − 1/2)2 has complex
roots. It is known [26] that T maps Pı+R to itself. See also Question 59.
If we need to prove a result about polynomials without all real roots, then
sign interlacing is useful. Consider
Lemma 7.41. If g has p positive roots, and α is positive, then
h = (x− α)g− xg ′ has at least p + 1 positive roots.
Proof. Suppose that the positive roots of g are r1 < · · · < rp. The sign of h(ri)
is the sign of −g ′(ri) and so is (−1)p+i+1. This shows that h has at least p
roots, one between each positive root of g, and one to the right of the largest
root of g. The sign of h(0) is the sign of −αh(r1). Since α is positive, there is a
root between 0 and r1, for a total of at p+ 1 roots.
Lemma 7.42. If T−1 : 〈x〉n 7→ xn, and f ∈ P has p positive roots, then T−1(f) has
at least p positive roots.
Proof. We prove this by induction on the number p of positive roots of f. There
is nothing to prove if p = 0. Let g(x) = T−1(f). By induction we assume that
g has p positive roots. If h(x) = T−1(x − α)f where α is positive, then the
recurrence (7.7.1) shows that h = (x − α)g − xg ′. Lemma 7.41 shows that h
has at least p+ 1 positive roots.
7.8 Hermite polynomials
The Hermite polynomials are the orthogonal polynomials for the weight func-
tion e−x
2
on (−∞,∞). There is an explicit formula (the Rodrigues’ formula)
for the Hermite polynomials [168, page 25]:
Hn = (−1)
nex
2
(
d
dx
)n
e−x
2
(7.8.1)
an expansion in a series
Hn =
n/2∑
k=0
n!
(n − 2k)!
(−1)k(2x)n−2k (7.8.2)
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and a recurrence relation
Hn = 2xHn−1 − 2nHn−2 (7.8.3)
An addition formula for Hermite polynomials is
Hn(x+ y) =
n∑
k=0
(
n
k
)
Hk(x)(2y)
n−k (7.8.4)
The Hermite polynomials are not of Meixner type since they aren’t monic,
but if we rescale them to make them monic then we get a recursion of the
form pn+1 = xpn − npn−1 which is Meixner with parameters (a,α,b,β) =
(0, 0, 1, 0). From the recurrence (7.8.3) it is easy to verify that H′n = 2nHn−1.
There is also a differential recurrence
Hn+1 = 2xHn − (Hn)
′ = (2x− D)Hn (7.8.5)
and consequently
Hn = (2x− D)n(1) (7.8.6)
If we set T(xn) = Hn then we have the composition
T(f) = f(2x− D)(1) (7.8.7)
It is easy to verify that
T−1(f) = f(x/2+ D)(1) (7.8.8)
We need to be careful here because multiplication by x does not commute
with D. We define (2x− D)n(1) inductively:
(2x− D)n(1) = (2x− D)
(
(2x− D)n−1(1)
)
and for f =
∑
aix
i we use linearity:
f(2x− D)(1) =
∑
ai (2x− D)i(1)
In this light the following lemma establishes an interesting relation be-
tween these two definitions. The proof is by induction and omitted.
Lemma 7.43. If f(x) = (ax+ bD)n(1) then
f(cx+ dD)(1) = (acx+ (ad+ b/c)D)n (1)
The linear recurrences satisfied by the transformation T(xn) = Hn follow
from (7.8.3), and are
T(xf) = 2xT(f) − T(f′) (7.8.9)
T−1(xf) = (1/2)xT−1(f) + (T−1f)′ (7.8.10)
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Corollary 7.44. Let Hn be the Hermite polynomial.
1. If T(xn) = Hn then T : P −→ P.
2. The linear transformation xi 7→ Hn−i maps P(n) to itself.
3. The linear transformation Hi 7→ Hi+1 maps P(n) to itself.
Proof. For the first part apply Corollary 7.25 to (7.8.7). The next map is the
conjugate of T by the reversal map – see § 7.7.2. The map Hi 7→ Hi+1 is equiv-
alent to f 7→ (2x − D)f by (7.8.5), and this maps P to itself by Lemma 1.20. As
an aside, the map Hn → Hn+1 evaluated at xn is xn−1(2x2 − n).
There are also generalized Hermite polynomials [146, page 87] that are
defined for any positive ν. They satisfy Hν0 = 1 and
Hνn+1 = xH
ν
n − νnH
ν
n−1
The corresponding linear transformation preserves roots just as the ordinary
Hermite transformation does.
Different representations of orthogonal polynomials can lead to different
proofs of Corollary 7.44. For instance, using (7.8.2) the Hermite polynomials
can be defined in terms of the derivative operator. [57]
Hn = 2
nexp(−D2/4)(xn) (7.8.11)
The transformation T : xn −→ Hn can be factored as T1T2 where T1(xn) =
(2x)n and T2(xn) = exp(−D2/4)(xn). Since exp(−x2/4) is in P̂ , we can apply
Theorem 5.36, and conclude that T2(f) ∈ P. Thus, T maps P to itself.
The action of T : xn −→ Hn(x) on sin and cos is surprisingly simple. It’s
easiest to compute T on eıx.
T(eıx) =
∞∑
k=0
Hk(x)
ık
k!
= e−2ıx+1 (from Table 15.2)
= e(cos(2x) − ı sin(2x))
= T(cos(x) + ı sin(x))
and so we conclude that
T(cos(x)) = e cos(2x)
T(sin(x)) = −e sin(2x)
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7.9 Charlier polynomials
The monic Charlier polynomials with parameter α are orthogonal polynomi-
als that satisfy the recurrence formula
Cαn+1(x) = (x − n − α)C
α
n(x) − αnC
α
n−1(x) (7.9.1)
The first five Charlier polynomials are in Appendix 24.9. Their recurrence
shows them to be of Meixner type, with parameters (a,α,b,β) = (α, 1,α, 0).
They satisfy the difference equation (analogous to the differential equation for
the Hermite polynomials)
∆Cαn(x) = nC
α
n−1(x) (7.9.2)
where ∆(f) = f(x+ 1) − f(x). Consequently, the Charlier polynomials give an
infinite sequence of polynomials with all real roots that is closed under dif-
ferences, just as the infinite sequence of Hermite polynomials is closed under
differentiation.
The corresponding linear transformation is T(xn) = Cαn(x). T satisfies the
recurrences
T(xf) = (x− α)Tf− T(xf′) − αT(f′) (7.9.3)
T−1(xf) = (x+ α)T−1(f) + x(T−1f)′ + α(T−1f)′
T−1(f) = f( (x+ α)(D + 1) )(1)
Corollary 7.45. If T(xn) = Cαn(x), the n-th Charlier polynomial, then T maps P
alt
to itself. T−1 maps Ppos to itself.
Proof. If we setA(f) = xf′ and D(f) = f′, then the Charlier polynomials satisfy
T(xf) = (x − α)T(f) − TA(f) − αTD(f)
T−1(xf) = (x + α)T−1(f) +AT−1(f) + αDT−1(f)
Since A(f)≪ f and f⋖Df the results follow from Theorem 6.36.
Since T−1 maps Ppos to itself, we know that Bn+1
+
∼ Bn. Using the identity
Bn+1 = x(Bn + B
′
n)
we see that actually Bn+1⋖Bn. (See p. 724.)
Remark 7.46. The Charlier polynomials satisfy a formula that is analogous to
the composition formula for Hermite polynomials. This will be used in § 8.8.6.
If we define A−1 f(x) = f(x− 1), then the transformation T above satisfies
T(xn) = Cαn(x)
= (xA−1 − α)Cαn−1(x) by (7.9.1) and (7.9.2)
= (xA−1 − α)n(1) by induction
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and so
T(f) = f(xA−1 − α)(1) (7.9.4)
7.10 Laguerre polynomials
As with so many special functions there are variations in the definition of the
Laguerre polynomials. The usual notation is Lαn(x); we will see that the α is
quite important, and so we also write Ln(x;y) = L
y
n(−x). The definition of
that we use is in [72], but we set the leading coefficient of Ln(x;y) to 1/n!. The
Rodrigures formula is
Lan(x) =
1
xae−x
1
n!
Dn(e−xxn+a) (7.10.1)
Ln(x;y) =
1
xyex
1
n!
Dn(exxn+y)
and a series expansion is
Ln(x;y) =
n∑
k=0
(
n + y
n− k
)
xk
k!
(7.10.2)
The Hermite polynomials (7.8.11) and the Laguerre polynomials have nice
representations in terms of the exponential of a quadratic differential.
eα∂x∂y (xnyn) = n!αn Ln(
−xy
α
) (7.10.3)
The homogenized Laguerre polynomials have an expansion
(y+ 1)nLn(
x
y+ 1
) =
n∑
k=0
Lk(x)
(
n
k
)
yn−k (7.10.4)
The expansion (7.10.2) shows that Ln(x;y) is a polynomial in x and ywith
positive coefficients.
An alternative definition is found in [146] with leading coefficient (−1)n.
We denote these alternative polynomials by L˜αn(x), and note that we have the
simple relationship L˜αn(x) = n!L
α
n(x). The three term recurrence is not useful
for us, but we will use the composition formula [146, page 110]
L˜(α)n (x) = (xD − x+ α+ 1)L˜α+1n
= (xD − x+ α+ 1)(xD − x+ α+ 2) · · · (xD − x + α+ n)(1)
= 〈xD − x+ α+ 1〉
n
(1). (7.10.5)
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Corollary 7.47. If T is the Laguerre transformation T(xn) = L˜
(α)
n (x) where α > −1
then T : Ppos −→ Palt.
Proof. If we define S(f) = (xD−x+α+1)(f) then from (7.10.5) the composition
of maps
xn 7→ 〈x〉n 7→ 〈S〉n(1)
is the Laguerre transformation. If U(xn) = 〈x〉n and V(f) = f(S)(1), then
T = VU. From Corollary 7.35 Umaps Ppos to Ppos. By Corollary 7.24 V maps
Ppos to P. Consequently, VUmaps Ppos to P. Since the coefficients of T(f) are
alternating in sign, we see that T maps to Palt.
If we define T(xn) = L˜αn(−x), and S(x
n) = Ln(x;α) then S = T ◦ EXP. It
follows that Smaps Ppos to itself. We will see in Lemma 15.41 that S actually
maps P to itself.
The Laguerre polynomials are also related to the linear transformation
R : f 7→ Dn(xnf)
where n is a fixed positive integer, whose action on monomials is R(xi) =
(n + i)
i
xi. The exponential generating function corresponding to R is
∞∑
i=0
R(xi)
i!
=
∞∑
i=0
(n + i)!
i! i!
xi = ex L˜n(−x). (7.10.6)
Since both ex and L˜n(−x) are in P̂
pos, so is their product. The fact that the
generating function of R is in P̂pos also follows from Theorem 15.22 since R is
a multiplier transformation that maps Ppos to itself.
7.11 The integration and exponential transformations
The exponential transformation xn 7→ xn/n! is a fundamental linear transfor-
mation that maps P to P. Although not all polynomials in P have integrals
that are in P (see Example 1.2) we can find some polynomials for which all
integrals have a root. These polynomials are exactly the image of the expo-
nential transformation. We first define the integral (
∫
) and exponential (EXP)
transformations. Define
exp : xn 7→xn/n!∫
: xn 7→xn+1/n+ 1∫k
: xn 7→xn+k/〈n+ 1〉k∫k
exp : xn 7→xn+k/(n+ k)!
Since ex ∈ P̂ , we can apply Theorem 15.22 to conclude that EXP maps P to
itself. The integral doesn’t preserve all real roots as Example 1.2 shows, but
we do have
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Lemma 7.48. If f is a polynomial with all real roots, and for every k > 0 we define
T(f) =
∫k
EXP f then
1. T maps P to P.
2. T maps Ppos to Ppos.
3. T maps Palt to Palt.
4. T preserves interlacing.
Proof. It follows from the definition of
∫k
EXP that∫k
EXP f = ex ∗ (xkf)
where “∗” is the Hadamard product. The results now follow from the fact
that ex ∈ P̂pos and Hadamard products preserve interlacing.
When we apply various exponential transformations, we get some inter-
esting transformations that we express in terms of coefficients:
Corollary 7.49. If f =
∑n
i=0 aix
i is in P then the following polynomials also have
all real roots:
1.
n∑
i=0
ai
i!
xi
2.
n∑
i=0
ai
(n− i)!
xi
3.
n∑
i=0
ai
i!(n− i)!
xi
4.
n∑
i=0
(
n
i
)
ai x
i
5.
n∑
i=0
(n)i ai x
i
Proof. The first is EXP applied to f, the second is EXP applied to the reverse,
and the third is EXP applied to the second. Multiplying the third by n! gives
the fourth, and the fifth is n! times the second.
We can prove amore general exponential result using the gamma function:
Lemma 7.50. For any positive integer k the transformations xi 7→ i!
(ki)!x
i and xi 7→
xi
(ki)! map P to itself.
CHAPTER 7. ROOT PRESERVING LINEAR TRANSFORMATIONS 193
Proof. In Example 5.8 we saw that Γ(z + 1)/Γ(kz + 1) is in P̂ , and has all
negative roots. The result now follows from Corollary 7.20 and (7.4.2) since
Γ(k + 1)/Γ(ki+ 1) = i!/(ki)!.
It is not an accident that EXP occurs along with
∫
.
Theorem 7.51. If f is a polynomial such that
∫k
f has all real roots for infinitely
many positive integers k, then there is a polynomial g with all real roots such that
f = EXP(g).
Proof. If we write f(x) =
n∑
i=0
ai
xi
i!
then
∫k
f(x) =
n∑
i=0
ai
xi+k
(i+ k)!
(7.11.1)
The polynomial on the right hand side of (7.11.1) has all real roots. Replace x
by kx:
n∑
i=0
ai
(kx)i+k
(i + k)!
=
kkxk
k!
n∑
i=0
ai
k
k+ 1
· · · k
k + i
xk
so the n-th degree polynomial
n∑
i=0
ai
k
k+ 1
· · · k
k + i
xk
has all real roots. Taking the limit as k→ ∞ we see that n∑
i=0
aix
i has all real
roots. This last polynomial is the desired g.
The Laplace transform, when restricted to polynomials, is closely related
to the exponential transformation. If f(t) is any function then the Laplace
transform of f(t) is
L(f)(x) =
∫∞
0
e−xtf(t)dt.
If x is positive then L(tn)(x) = n!
xn+1
. We say that the Laplace transform
L(f) of a polynomial f =
∑
aix
i is
∑
ai
i!
xi+1
. Consequently, we can express
L(f) in terms of EXP:
L(f)(x) =
1
x
EXP
−1(f)(
1
x
)
since EXP−1(xn)( 1
x
) = n!
xn
. If f is a polynomial of degree n and L(f)(x) has
n real roots, then 0 is not a root, so EXP−1(f)( 1
x
) has all real roots. Taking
the reverse shows that EXP−1(f)(x) has all real roots, and hence applying EXP
yields that f ∈ P. Summarizing,
Lemma 7.52. If f is a polynomial of degreen andL(f) hasn real roots then f ∈ P(n).
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7.12 Binomial transformations
In this section we study the transformation T : xn 7→ (x
n
)
and its inverse. The
many identities satisfied by binomial coefficients yield recurrences for these
transformations.
Corollary 7.53. The linear transformation xi 7→ (x
i
)
maps
P(0,∞) −→ P(0,∞)
P(−∞,−1) −→ P(−∞,−1)
Proof. The map T is the composition xn −→ xn/n! −→ (x
n
)
where the second
map is the falling factorial (see Proposition 7.31) and the first is the exponential
map. Since the falling factorial maps Palt to itself we have proved the first
part. For the second one we use the identityAT = TAwhereAf(x) = f(−x−1).
This yields the communicative diagram
P(0,∞)
A
T
P(0,∞)
A
P(−∞,−1) T P(−∞,−1)
since we know the top row, and A−1 = A.
Corollary 7.54. The map T(xi) =
(
x+n−i
n
)
maps P(0,1) to Palt.
Proof. This follows from Lemma 6.40 and the diagram following. See
Lemma 8.30 for a more general result.
It is not the case that T maps P−1,0 to itself - even T(x+1/2)2 has imaginary
roots. We are now going to show that T−1 maps P−1,0 to itself.
We use a simple binomial identity to get a recurrence for T−1.
x
(
x
n
)
= (n+ 1)
(
x
n+ 1
)
+ n
(
x
n
)
T−1(x
(
x
n
)
) = (n+ 1)xn+1 + nxn
= x · xn + x(x+ 1) · nxn−1
= x · T−1
(
x
n
)
+ x(x + 1)
(
T−1
(
x
n
)) ′
By linearity it follows that
T−1(xf) = xT−1f + x(x+ 1)(T−1f)′
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Lemma 7.55. The map xn 7→ (x
n
)
satisfies T−1 : P(−1,0) −→ P(−1,0) and preserves
interlacing.
Proof. If T−1f ∈ P(−1,0) then T−1f⋖ (T−1f)′ and so it follows that x(x +
1)T−1f⋖ T−1f since all roots lie in (−1, 0). Using the recurrence yields
T−1(xf)⋖ Tf and we can follow the argument of Corollary 1.46 to finish the
proof.
The behavior of T−1 at the endpoints of (−1, 0) is unusual:
Lemma 7.56. T−1(xn)≪ T−1(x+ 1)n. In fact,
(x + 1)T−1(xn) = xT−1(x+ 1)n
Proof. If we define the affine transformation Bf(x) = f(x + 1) then we will
prove the more general result (x+1)T−1f = xT−1Bf. It suffice to prove this for
a basis, so choose f =
(
x
n
)
. The computation below establishes the lemma.
xT−1Bf = xT−1B
(
x
n
)
= xT−1
(
x+ 1
n
)
= xT−1(
(
x
n
)
+
(
x
n − 1
)
)
= x(xn + xn−1) = (x + 1)xn = (x+ 1)T−1f
Corollary 7.57. The map T : xn 7→ (x
n
)
satisfies∫ 1
0
T−1(x+ t)n dt ∈ P for n = 1, 2, · · · .
Proof. We can apply Proposition 3.37 once we show that T−1 satisfies T−1(x +
a)n≪ T−1(x + b)n if 0 6 b 6 a 6 1. We show more generally that if the roots
of g are all at least as large as the corresponding roots of f then T−1g≪ T−1f.
Since T−1 preserves interlacing we know that there is a sequence of interlacing
polynomials from T−1xn to T−1(x + 1)n that includes f and g. Since the end-
points of this sequence interlace by the preceding lemma, we have a mutually
interlacing sequence, and therefore T−1g≪ T−1f.
We now consider the transformation T : xn 7→ 〈x〉n/n!. Since 〈−x〉n =
(−1)n
(
x
n
)
we can apply the results of this section to conclude
Lemma 7.58. The map T : xn 7→ 〈x〉n/n! satisfies
1. T : P(−∞,0) ∪ P(1,∞) −→ P.
2. T−1 : P(0,1) 7→ P.
If Af(x) = f(1 − x) then (x − 1/2)k is invariant up to sign under T and
its roots are invariant under A. The following shows that there are complex
roots, and they all have real part 1/2.
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Lemma 7.59. If T : xn 7→ 〈x〉n/n! then all roots of T(x − 1/2)n have real part 1/2.
If n > 1 then there is a complex root.
Proof. If we define
S(f(x)) = (T(x − 1/2))(x+ 1/2)
then S satisfies the recurrence
S(xn+1) =
1
n + 1
S(xn) +
n
4(n+ 1)
S(xn−1)
Since S(1) = 1 and S(x) = x, it follows that S(xn) has purely imaginary roots.
The first part now follows from S(xn)(x − 1/2) = T(x − 1/2)n.
If T(x− 1/2)n had all real roots then they would all be 1/2, but it is easy to
check that T(x− 1/2)n is not a multiple of (x− 1/2)n.
7.13 Eulerian polynomials
The Eulerian polynomials can be defined as the numerator of the sum of an
infinite series. If r is a non-negative integer, then the Eulerian polynomial
Ar(x) is the unique polynomial of degree r such that
∞∑
i=0
irxi =
Ar(x)
(1 − x)r+1
. (7.13.1)
If we differentiate (7.13.1) and multiply by x, we get
∞∑
i=0
ir+1xi = x
(r + 1)Ar + (1 − x)A
′
r
(1 − x)r+2
.
and so
A0 = 1 A1 = x
Ar = x
(
rAr−1 + (1 − x)A
′
r−1
)
(7.13.2)
An has all non-negative coefficients and Corollary 7.29 shows that the
roots of Ar are all non-positive, and Ar⋖Ar−1. Using (7.13.2), we can write
the recurrence for the transformation T : xn 7→ An:
T(xf) = xTf+ xT(xf′) + x(1 − x)(Tf)′ (7.13.3)
There is a Mo¨bius transformation that simplifies this recurrence.
Lemma 7.60. If Mz = z+1
z
then TM : P
(0,1) 7→ P(−1,0) where TM is defined in
(6.7.3).
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Proof. Let Bn = x
nAn(
x+1
x
). A bit of calculation using (7.13.2) shows that
B0 = 1 and
Bn+1 = (x + 1)(Bn + xB
′
n).
This leads to the recurrence for TM :
TM(xf) = (x + 1)(TM(f) + xTM(f)
′)
The conclusion now follows easily by induction using this recurrence.
Corollary 7.61. If T : xn 7→ An then T maps P(−1,0) to Ppos.
Proof. If V is a linear transformation andM is a Mo¨bius transformation then
write (M) ◦V = VM. Setting S = T(z+1)/z then with this notation we have that
T = (z − 1) ◦ (1
z
) ◦ T(z+1)/z
since the composition (z − 1) ◦ (1/z) ◦ ((z + 1)/z) is the identity. We now ap-
ply Lemma 7.60 and the general results of § 6.6.7 to deduce the commutative
diagram
P(0,1)
S
T
Ppos
P(−1,0)
(1/z)
P(−∞,−1)
(z−1)
It appears that the roots of An go to minus infinity, and hence the roots of
polynomials in the image of P(−1,0) are not contained in any finite interval.
If f is a polynomial of degree n, then we define the transformationW by
∞∑
i=0
f(i)xi =
(Wf)(x)
(1 − x)n+1
(7.13.4)
If f =
∑n
1 bix
i then
Wf =
n∑
1
bi(1 − x)
n−iAi
This shows thatWf is a polynomial of degree n. W can be realized as a com-
position with T and a homogeneous transformation
W : xk 7→ Ak 7→ (1 − x)n−kAk.
Corollary 7.62. The mapW defines a linear transformation from P(−1,0) to P.
Proof. If f ∈ P(−1,0) then Tf ∈ Palt where T is given in Corollary 7.61. Since
W(xn) = An ∈ Ppos has leading coefficient 1 we can apply Lemma 12.27 to
conclude thatWf ∈ P.
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7.14 Euler-Frobenius polynomials
The Euler-Frobenius polynomials [51] arise in interpolation problems. These
polynomials satisfy the recurrence
Pn+1 = 2xPn − (1 − x
2)P′n (7.14.1)
= (2x+ (x2 − 1)D)Pn
= D((x2 − 1)Pn)
If we define the linear transformations T(xn) = Pn and S(f) = D ((x2 − 1)f)
then
T(xn) = Sn(1)
and for any polynomial f we have
T(f) = f(S) (1)
By Corollary 7.30 the transformation 2x + (x2 − 1)D + α maps P(−1,1) to
itself for |α| < 1 so we conclude
Lemma 7.63. If T(xn) = Pn then T maps P
(−1,1) to itself.
There is a modification of the Euler-Frobenius polynomials that are also
called Euler-Frobenius polynomials [183]. They are defined by applying a
Mo¨bius transformation to Pn:
En(x) = (x− 1)
nPn
(
x+ 1
x− 1
)
These polynomials satisfy the recurrence
En = (1 + nx)En−1 + x(1 − x)E
′
n−1 (7.14.2)
It is not obvious that all the coefficients of En are positive, but this can be
shown [183] by explicitly determining the coefficients. The recurrence (7.14.2)
then shows that all the roots of En are negative, and that En⋖En−1. We can
use the fact that Pn = S
n(1) to derive a “Rodrigues’ formula” for En:
En =
(1 − x)n+2
x
(xD)n x
(1 − x)2
7.15 Even and odd parts
When does a polynomial with all real coefficients have roots whose real parts
are all negative? The answer is given by Hurwitz: write a polynomial f in
CHAPTER 7. ROOT PRESERVING LINEAR TRANSFORMATIONS 199
terms of its even and odd parts. The polynomial f has all roots with negative
real part iff the polynomials corresponding to the even and odd parts inter-
lace. See [138, V171.4] or Proposition 22.31.
In this sectionwe generalize the transformations that assign either the even
or odd part to a polynomial. Under appropriate assumptions, these transfor-
mations preserve roots and form mutually interlacing sequences.
Write f(x) = fe(x
2) + xfo(x
2). The even part of f is fe(x), and the odd
part is fo(x) so we define two linear transformations by Te(f) = fe(x) and
To(f) = fo(x) (see Page 84). It is clear that Te and To are linear, and satisfy the
recurrences
Te(xf) = xTo(f) (7.15.1)
To(xf) = Te(f).
Theorem 7.64 (Hurwitz’s theorem). If f ∈ Ppos then Te(f) and To(f) are in Ppos.
In addition, xTo(f) is interlaced by Te(f). Thus,
if deg(f) is
{
even then Te(f)⋖ To(f)
odd then Te(f)≪ To(f).
We will derive this theorem from the following more general result. If f(x)
is a polynomial and d is a positive integer, then we can uniquely write
f(x) = f0(x
d) + xf1(x
d) + · · · + xd−1fd−1(xd) (7.15.2)
Theorem 7.65. If f ∈ Ppos, d is a positive integer, and f0, . . . , fd−1 are given in
(7.15.2) then f0, f1, . . . , fd−1 is a mutually interlacing sequence. In particular, all fi
are in Ppos.
Proof. The idea is to use a certain matrix H such that f(H) contains all the fi’s
as entries. We then show that f(H) preserves mutually interlacing sequences.
This yields fi ∈ Ppos, and the mutual interlacing of the sequence.
Assume that f is monic, and write
f(x) =
n∑
i=0
aix
i =
n∏
i=1
(x+ ri)
where all ri and ai are positive. Define the d by d matrix H as follows. The
upper right corner is x, the lower diagonal is all 1’s, and the remaining entries
are zero. For instance, if d is three then H,H2, . . . ,H6 are
0 0 x1 0 0
0 1 0
 ,
0 x 00 0 x
1 0 0
 ,
x 0 00 x 0
0 0 x
 ,
0 0 x2x 0 0
0 x 0
 ,
0 x2 00 0 x2
x 0 0
 ,
x2 0 00 x2 0
0 0 x2

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If I is the identity matrix then
n∏
i=1
(H + riI) =
n∑
i=0
aiH
i
An important property ofH is thatHd = xId, as we can see from the above
matrices when d = 3. Upon consideration of the patterns in the powers of H
we see that
n∑
i=0
aiH
i =

f0 xfd−1 xfd−2 . . . xf1
f1 f0 xfd−1 . . . xf2
f2 f1
. . .
...
...
...
. . . xfd−1
fd−1 fd−2 . . . f1 f0

where all terms are either of the form fi(x) or xfi(x).
Since (
∑
aiH
i)(1, 0, . . . , 0)t = (f0, f1, . . . , fd−1) it suffices to show thatH+rI
preserves mutually interlacing sequences. This follows from Example 3.74.
Remark 7.66. The even part of a polynomial in Ppos has all real roots. Is every
polynomial in Ppos the even part of a polynomial in Ppos? We use Newton’s
inequalities to show that the answer is no.
Suppose that f = fe(x
2) + xfo(x
2) ∈ Ppos(2n), and let fe =
∑
aix
i. From
(4.3.5) with k = 2 and r = 1 we see that
a21
a0a2
>
4 · 3
2 · 1
(2n)(2n − 1)
(2n− 2)(2n − 3)
> 3
(
2 · n
n− 1
)
(7.15.3)
Now Newton’s inequality for fe is
a21
a0a2
> 2
n
n− 1
Thus, if fe is the even part of a polynomial in P
pos, then it must satisfy (7.15.3)
which is stronger than the usual Newton inequality. In particular, (x + 1)n is
not the even part of a polynomial in Ppos for n > 2.
Example 7.67. If we begin with a polynomial in Ppos (or a stable polynomial,
see Chapter 21) then we can form a tree by recursively splitting into even and
odd parts. For instance, if we begin with (x + 1)8 we get Figure 7.1. The 2k
polynomials in the kth row are mutually interlacing (but not left to right).
There is an elementary reason why the even and odd parts never have a
common factor.
Lemma 7.68. If f ∈ Ppos then fe and fo have no common factor.
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x8 + 8x7 + 28x6 + 56x5 + 70x4 + 56x3 + 28x2 + 8x+ 1
x4 + 28x3 + 70x2 + 28x+ 1 8x3 + 56x2 + 56x+ 8
x2 + 70x+ 1 28x+ 28 8x+ 56 56x+ 8
Figure 7.1: The even-odd tree of (x+ 1)8
Proof. Assume that they do. If fe = (x+ a)g(x) and fo = (x + a)h(x) then
f(x) = fe(x
2) + xfo(x
2) = (x2 + a)(g(x2) + xh(x2))
This is not possible, since f ∈ Ppos implies that a is positive, and x2 + a 6∈ P.
7.16 Chebyshev and Jacobi Polynomials
The Chebyshev polynomials Tn are orthogonal polynomials given by the re-
currence formula T0 = 1, T1 = x, and Tn+1 = 2xTn − Tn−1. We study some
Mo¨bius transformations associated to the Chebyshev and Jacobi polynomials.
The transformations associated to the reversal of the Chebyshev and Leg-
endre polynomials satisfy some simply stated identities. We can use these to
establish mapping properties for the reversal of Chebyshev polynomials.
For our purposes we need an explicit formula:
Tn(x) = 2
−n
n∑
i=0
(
2n
2i
)
(x + 1)i(x − 1)n−i. (7.16.1)
Lemma 7.69. If T is the linear transformation xn 7→ Tn and Mz = z+1z−1 then
TM : P
(0,1) → Ppos.
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Proof. Using (7.16.1) we find a simple expression for TM (x
n) :
TM (x
n) = (x− 1)nTn
(
x+ 1
x− 1
)
= (x− 1)n2−n
n∑
i=0
(
2n
2i
)(
x+ 1
x− 1
+ 1
)i(
x+ 1
x− 1
− 1
)n−i
=
n∑
i=0
(
2n
2i
)
xi
= even part of (1 + x)2n
where the even part is defined in § 7.7.15. Consequently
TM (f) = even part of f( (1 + x)
2 ).
If f ∈ P(0,1) then f( (1+ x)2 ) is in P(−2,0) and by Theorem 7.64 the even part
is in Ppos as well. Thus TM maps P
(0,1) to Ppos.
Formulas analogous to (7.16.1) hold for all Jacobi polynomials. From
[168, (4.3.2)]
Pα,βn (x) =
n∑
k=0
(
n+ α
n− k
)(
n + β
k
)(
x− 1
2
)k(
x+ 1
2
)n−k
If we apply the Mo¨bius transformation M of Lemma 7.69 to the linear trans-
formation J : xn 7→ Pα,βn we get
JM (x
n) =
n∑
k=0
(
n+ α
n− k
)(
n + β
k
)
xk (7.16.2)
In particular, the Legendre polynomials are P0,0n so defining L(x
n) = P0,0n we
have the elegant formula
LM (x
n) =
n∑
k=0
(
n
k
)2
xk. (7.16.3)
It follows from Corollary 13.17 that
Lemma 7.70. The map xn 7→ LM(xn) given in (7.16.3) maps Palt to itself.
We now state two identities for reverse polynomials, where Tn and Pn are
the Chebyshev and Legendre polynomials respectively.
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T(xn) = (Tn)
rev T(1 − x)n =
{
0 n odd
(1 − x2)n/2 n even
(7.16.4)
S(xn) = (Pn)
rev S(1 − x)n =
{
0 n odd(
n−1
n/2
)
21−n (1 − x2)n/2 n even
(7.16.5)
Lemma 7.71. If T is given above, then T : Palt ∪ Ppos −→ P.
Proof. The proof relies on the commutative diagram that holds for (x − 1)n
which is a consequence of the identity (7.16.4), and by linearity it holds for all
polynomials. The map even returns the even part of f.
.
x7→x+1
T .
x7→1−x2
. even .
Since we know that the even part determines a map from Ppos to itself, the
claim in the top line of the following diagram follows by commutativity.
P(−∞,0)
x7→x+1
T
P
x7→1−x2
P(−∞,−1) even P(−∞,0)
A similar argument applies for Palt.
7.17 Commuting diagrams of spaces
The earlier commuting diagrams of transformations in § 6.6.8 give rise to
transformations between spaces of polynomials. These are useful to us be-
cause we generally understand three of the four transformations, and so can
deduce information about the fourth.
Example 7.72. T : xn 7→ Hn satisfies (Corollary 7.44)
PR+αı
T
x7→x+αı
P
T
PR+αı/2 P
x7→x+αı/2
Example 7.73. T : xk 7→ Hk(x)Hn−k(x) satisfies (Corollary 9.53)
P(0,1)
reverse
T
P
P(1,∞) T P
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Example 7.74. T : xk 7→ Lk(x)Ln−k(x) satisfies (Corollary 9.53) a similar dia-
gram as the Hermite transformation above, but the image is smaller.
P(0,1)
reverse
T
P(0,∞)
P(1,∞) T P(0,∞)
Example 7.75. For the transformation T : xk 7→ 〈x〉k(x − α)n−k the following
diagram commutes at the function level, but we are not able to prove either
the top or the bottom. If one were true, then the other follows from the com-
mutativity.
P(0,1)
reverse
T
P(−∞,0)
x7→α−x
P(1,∞) T P(α,∞)
Example 7.76. The transformation T : xi 7→ (x+ d − i)d actually maps
Palt −→ Psep (Lemma 8.30).
P(0,1)
reverse
T P
(0,∞)
x7→−1−x
P(1,∞) T P(−∞,−1)
Example 7.77. T(xk) =
〈x〉k
k! satisfies (Lemma 7.39)
P(1,∞)
x7→1−x
T
P
x7→1−x
P(−∞,0) T P
Example 7.78. T : xk 7→ Hk(x)xn−k acts (Lemma 9.60) on polynomials of de-
gree n:
P(2,∞)
x7→4−t
T
P
P(−∞,2) T P
7.18 The Pincherlet derivative
If we are given a linear transformation T on polynomials we can form the
Pincherlet derivative
T ′(f) = T(xf) − xT(f) = [M, T ](f)
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where M(f) = xf, and [M, T ] is the commutator TM − MT . In some circum-
stances T ′ will map P to itself.
Lemma 7.79. If f⋖g, f has leading coefficient a, g has leading coefficient b, then
f − xg ∈ P if a > b.
Proof. Immediate from Lemma 1.20.
Corollary 7.80. Suppose T : P −→ P maps polynomials with positive leading co-
efficients to polynomials with positive leading coefficients. If the sequence of leading
coefficients of T(xi) is strictly increasing then T ′ : P −→ P.
Proof. Choose monic f. Then since xf⋖ f and since T preserves interlacing,
T(xf)⋖ T(f). By hypothesis T(xf) and T(f) meet the conditions of the lemma,
so T(xf) − xT(f) = T ′(f) ∈ P.
Corollary 7.81. The linear transformation xn 7→ Hn+1 − xHn maps P −→ P.
Proof. The leading coefficient of Hn is 2
n.
If T maps Ppos to itself, then we have weaker assumptions.
Lemma 7.82. Suppose T : Ppos −→ Ppos maps polynomials with positive leading
coefficients to polynomials with positive leading coefficients, and preserves degree.
Then, T ′ : Ppos −→ Ppos.
Proof. Choose f ∈ Ppos. Then T(xf)⋖ Tf and since T(xf) ∈ Ppos it follows that
xT(f)≪ T(xf) and hence T(xf) − xT(f) ∈ Ppos.
Corollary 7.83. The linear transformation xn 7→ n〈x〉n maps Ppos to itself.
Proof. If T(xn) = 〈x〉n then T ′(xn) = 〈x〉n+1 − x〈x〉n = n〈x〉n. Alternatively,
this is the composition
xn
differentiation
nxn−1
mult. by x
nxn
xn 7→〈x〉n
n〈x〉n
7.19 Hypergeometric Polynomials
Hypergeometric series are a natural class of functions that are sometimes
polynomials. We show that for certain values of the parameters these poly-
nomials are in P. We begin with the confluent hypergeometric function 1F1
which is defined by
1F1(a,b; z) = 1 +
a
b
z
1!
+
a(a+ 1)
b(b+ 1)
z2
2!
+ · · · =
∞∑
i=0
〈a〉i
〈b〉i
zi
i!
We are interested in the case that a is a negative integer, and b is a positive
integer. Since 〈a〉i is zero if a is a negative integer and i > |a|, it follows
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that 1F1(a,b; z) is a polynomial in these cases, of degree |a|. For example,
1F1(−4,b; z) is equal to
1 −
4 z
b
+
6 z2
b (1 + b)
−
4 z3
b (1 + b) (2 + b)
+
z4
b (1 + b) (2 + b) (3 + b)
and we can manipulate this into a more familiar form
1
(b + 4)4
(
(b+ 4)4 − 4z(b + 4)3 + 6z
2(b + 4)2 − 4z
3(b+ 4)1 + z
4(b + 4)0
)
In general when d a positive integer we can write
1F1(−d,b;−z) =
1
(b+ d)d
a∑
i=0
(b+ d)
i
(
d
i
)
zi
Applying Lemma 7.2 twice to this representation shows that
Lemma 7.84. If a is a positive integer, and b is positive then
1F1(−a,b;−z) ∈ Ppos
There aremany relationships involving hypergeometric functions - the one
below shows that the above result also follows from the fact that the general-
ized Laguerre polynomial Lλn has all real roots for λ > −1.
Lλn(z) =
〈1 + λ〉n
Γ(1 + ν)
1F1(−n, 1 + λ, z)
1F1 satisfies recurrences in each parameter:
1F1(a,b, z) =
2+ 2a− b + z
1 + a− b
1F1(1 + a,b, z) −
a+ 1
1 + a− b
1F1(2 + a,b, z)
1F1(a,b; z) =
b+ z
b
1F1(a,b+ 1; z) +
(a− b − 1)z
b(b + 1)
1F1(a,b+ 2; z)
These recurrences can be used to establish this interlacing square for posi-
tive integral a, and positive b:
1F1(−(a + 1),b; z)
≪
⋖
1F1(−a,b;y)
≪
1F1(−(a+ 1),b+ 1; z)
⋖
1F1(−a,b+ 1;y)
If the hypergeometric series has only one factor in the numerator then we
can apply the same argument. For instance
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1F2(a;b, c; z) =
∞∑
i=0
〈a〉i
〈b〉i〈c〉i
zi
i!
and if we take d to be a positive integer then
1F2(−d;b, c;−z) =
1
〈b + d〉d〈c+ d〉d
d∑
i=0
(
d
i
)
(b+ d)i(c+ d)iz
i
and we can again apply Lemma 7.2 to yield that 1F2(−d;b, c; z) ∈ Palt.
7.20 Eigenpolynomials of linear transformations
If T : P −→ P is a linear transformation then we can look for eigenpolynomials
of T . These are polynomials e for which there is a λ ∈ R so that Te = λe. We
consider several questions: does T have eigenpolynomials? If so, are they in
P? Do successive eigenpolynomials interlace? What are explicit examples?
Lemma 7.85. Suppose T : P −→ P maps polynomials of degree n to polynomials of
degree n. Let cn be the leading coefficient of T(x
n).
1. If all cn are distinct then T has a unique eigenpolynomial of degree n with
eigenvalue cn.
2. If |cn| > |cr| for 0 6 r < n then T has an eigenpolynomial of degree n that is
in P.
Proof. If we let V be the vector space of all polynomials of degree at most n
then the assumption on T implies that T maps V to itself. In addition, the
matrix representation M of T is upper triangular. The r-th diagonal element
of M is the coefficient cr of x
r in T(xr). If they are all distinct then T has an
eigenvector corresponding to each eigenvalue.
We now use the power method to find the eigenvalue. Choose any initial
value v0 and define
vk+1 =
1
|vk|
Mvk
where |vk| is any vector norm. Since M has a dominant eigenvalue, the vk
converge to an eigenvector v ofM, provided that v0 is not orthogonal to v.
Recasting this in terms of polynomials, we choose an initial polynomial
p0 in P(n). Since T maps P to itself, all the pk are in P. If this happens to
converge to zero, then p0 was orthogonal to p. Simply perturb p0, and we get
an eigenpolynomial in P.
The sequence of possible eigenvalues is quite restricted.
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Corollary 7.86. Suppose that T : P −→ P preserves degree and has positive eigen-
values λn for n = 0, 1, . . . . Then
∞∑
n=0
λn
n!
xn ∈ P̂ .
Proof. The λn are the leading coefficients of T(x
n). Apply Lemma 15.33.
Lemma 7.87. Suppose that T is a linear transformation P −→ P, pn and pn+1 are
eigenpolynomials of degree n and n + 1 with eigenvalues λn and λn+1. If |λn+1| >
|λn| and the roots of pn are distinct then pn+1⋖pn.
Proof. We show that g(x) = pn + αpn+1 ∈ P for any α. If we define
gk(x) = λ
−k
n + αλ
−k
n+1pn+1
then Tkgk = g so it suffices to show that gk ∈ P. Now
gk(x) = λ
−k
n
(
pn + (λn/λn+1)
k
pn+1
)
Since |λn/λn+1| < 1 we can apply Lemma 1.11 for k sufficiently large since the
roots of pn are distinct. It follows that gk ∈ P, and hence g ∈ P.
Remark 7.88. T(f) = f − f ′′ is a simple example of a linear transformation
mapping P −→ P that has only two eigenpolynomials. If T(f) = λf then
clearly λ = 1 and f ′′ = 0, so f has degree 0 or 1. The matrix representing T has
all 1’s on the diagonal, so the lemma doesn’t apply.
We next show that multiplier transformations generally have no interest-
ing eigenpolynomials, and then we determine the eigenpolynomials for the
Hermite transformation.
Lemma 7.89. If T(xn) = tnx
n where all the ti are distinct and non-zero, then the
only eigenpolynomials are multiples of xi.
Proof. If Te = λe where e =
∑
aix
i then ai = λtiai. Every non-zero ai
uniquely determines λ = 1/ti, so there is exactly one non-zero ai.
Some simple linear transformations that map P to itself have no eigenpoly-
nomials. For instance, consider Tf = f + αf′. If f + αf′ = λf then since the
degree of f′ is less than the degree of f we see λ = 1, and hence α = 0.
The eigenpolynomials of the Hermite transformation T(xn) = Hn are
given by a composition, and are also orthogonal polynomials.
Lemma 7.90. If T(xn) = Hn then the eigenpolynomials of T are given by the com-
position
gn = (3x− 2D)n(1)
and the corresponding eigenvalue is 2n.
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Proof. Since T(f) = f(2x− D)(1) we can apply Lemma 7.43 to conclude that
T(gn) = gn(2x− D)(1)
= (6x− 4D)n(1)
= 2ngn
It isn’t known how to determine if a linear transformation T has all its
eigenpolynomials in P. If T eventually maps into P then all the eigenpolyno-
mials are in P.
Lemma 7.91. If T is a linear transformation such that for any polynomial f there is
an integer n such that Tn f ∈ P, then all eigenpolynomials corresponding to non-zero
eigenvalues are in P.
Proof. If Tf = λf then choose n as in the hypothesis and note that Tnf = λnf.
If λ is non-zero it follows that f ∈ P.
7.21 Classical multiple orthogonal polynomials
It is possible to construct polynomials that are orthogonal to several weight
functions [170]. The resulting polynomials are called multiple orthogonal poly-
nomials and all have all real roots. In this section we look at the corresponding
differential operators, and also observe some interlacing properties.
Lemma 7.92.
1. Suppose α > −1. The operator Tn,α : f 7→ x−αDnxn+α f maps P −→ P and
Ppos to Ppos.
2. If f ∈ P± then Tn+1,αf≪ Tn,αf.
3. Suppose b > 0. The operator Sn,b,c : f 7→ ebx2−cxDn e−bx2+cxf maps P −→
P.
Proof. The first one follows from a more general result (Proposition 11.140) in
several variables. To check interlacing we note that
βTn,αf + Tn+1,αf = x
−αDn
(
βxα+nf + Dxn+1+αf
)
= x−αDnxn+α ((β+ n+ α + 1)f+ xf′)
Since f ∈ P± we know that h(x) = (β + n + α + 1)f + xf′ ∈ P which implies
that
βTn,αf + Tn+1,αf = x
−αDnxn+αh
where h ∈ P. By the first part this is in P for all β and so the interlacing
follows.
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For the Hermite case it suffices to show that ebx
2−cxD(e−bx
2+cxf) is in P
if f is in P. Note that we know that D(e−bx
2+cxf) is in P̂ and has the form
e−bx
2+cxg, but we can’t multiply by ebx
2−cx since ebx
2
is not in P̂ . We just
directly compute
ebx
2−cxD(e−bx
2+cxf) = (f′ − (2bx− c)f)
and f′ − (2bx− c)f is in P by Lemma 1.20.
If f = 1 in (1) then we have Laguerre polynomials, and if f = 1, c = 0,b = 1
in (2) we have Hermite polynomials.
If we iterate these operators we get, up to a constant factor, the classical
multiple orthogonal polynomials of [170]. Let n = (n1, . . . ,nr) be positive
integers, and α = (α0, . . . ,αr) where α1, . . . ,αr are all at least −1. The fol-
lowing polynomials are all in P. The interlacing property above shows that
the Jacob-Pin˜eiro polynomials Pαn and P
α
m interlace if n andm are equal in all
coordinates, and differ by one in the remaining coordinate.
Jacobi-Pin˜eiro (1 − x)−α
r∏
i=1
[
x−αi
dni
dxni
xni+αi
]
(1 − x)α0+n1+···+nr
Laguerre-I ex
r∏
i=1
[
x−αi
dni
dxni
xni+αi
]
e−x
Laguerre-II x−α0
r∏
i=1
[
eαix
dni
dxni
e−αix
]
xα0+n1+···+nr
Hermite
r∏
i=1
(
ebx
2−cxDni e−bx
2+cx
)
1
7.22 Laurent Orthogonal polynomials
Laurent orthogonal polynomials satisfy the recurrence
p−1 = 0
p0 = 1
pn = (anx+ bn)pn−1 − cnx pn−2 for n > 1
where all an,bn, cn are positive. There are three simple recurrences that ap-
pear to have many mapping properties (see Appendix 24.9). We are able to
prove some mapping properties for two of them. Notice that the recurrence
implies that the coefficients are alternating, and hence if the roots are all real
they are all positive.
Lemma 7.93. If pn is the sequence of Laurent orthogonal polynomials arising from
the recurrence pn+1 = x pn−nxpn−1 then the transformation T : x
n 7→ pn satisfies
T : Palt −→ Palt and preserves interlacing.
The transformation T : xn 7→ prevn maps Palt to Palt.
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Proof. Using linearity
T(x · xn) = xpn − nxpn−1
= x T(xn) − xT(xn ′)
T(xf) = x T(f− f ′).
We now prove the result by induction - the base case is easy and omitted.
Since f− f ′≪ f it follows by induction that T(f− f ′)≪ T(f). Since the roots are
positive by induction, we know that
T(xf) = xT(f − f ′)⋖ T(f)
and the conclusion follows from Corollary 1.46.
For the second part, we have the recurrence T(xf) = T(f)−x T(f ′). We can’t
apply Corollary 1.46 since T(f) does not have positive leading coefficients.
However, if we let S(f) = T(f)(−x) then we can apply the lemma to S. Since S
satisfies the recurrence
S(xf) = S(f) + x S(f ′)
we see that by induction
S(xf) = S(f) + x S(f)⋖ S(f)
and so S : Palt −→ Ppos.
Lemma 7.94. If pn is the sequence of Laurent orthogonal polynomials satisfying the
recurrence pn+1 = (x + n)pn − nxpn−1 then the transformation T : x
n 7→ pn
satisfies T : Palt −→ Palt and preserves interlacing.
Proof. The proof is similar to the previous one. We check that
T(xf) = x T(f + xf ′ − f ′)
Now we know that
f≪ f+ xf ′⋖ f ′
so f+ xf ′ − f ′≪ f
By induction
T(xf) = xT(f + xf ′ − f ′)⋖ T(f)
and we apply Corollary 1.46 again to complete the proof.
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7.23 Biorthogonal polynomials
In this section I would like to sketch a completely different approach to the
problem of showing that a linear transformation preserves real roots. The
main results are by Iserles and Norsett, and can be found in [90]. The idea is to
begin with a parametrized measure, and to use it to associate to a polynomial
a biorthogonal polynomial that is determined by the roots of the polynomial.
There are a number of non-degeneracy conditions thatmust bemet. In general
the resulting transformation is highly non-linear, but there are quite a number
of measures for which we get linearity.
Choose a functionω(x,α) and ameasure dµ, and define a linear functional
Lα(f) =
∫
f(x)ω(x,α)dµ
We start with a monic polynomial g(x) with all real roots r1, . . . , rn. Each root
determines a linear functional Lri . We next try to construct a monic polyno-
mial p(x) of degree n that satisfies
Lr1(p) = 0, Lr2(p) = 0, · · · Lrn(p) = 0
This is a set of linear equations. There are n unknown coefficients, and n
conditions, so as long as the determinant of the system is non-zero we can
uniquely find p, which is called a biorthogonal polynomial.
Next, we want to show that p has all real roots. The proof of this is similar
to the proof that a single orthogonal polynomial has all real roots, and requires
that the w(x,α) satisfy an interpolation condition.
Finally, we define the transformation T(g) = p. It is quite surprising that
there are any choices that make T linear. The coefficients of p are symmetric
functions of the roots, and so can be expressed in terms of the coefficients of
g, but in general there is no reason to suppose that there is linearity.
CHAPTER
8
-
Affine Transformations of
Polynomials
In this chapter we investigate properties of polynomials associated to affine
transformations. Recall that an affine transformationA satisfiesA(x) = qx+b,
and the action on polynomials is A(f(x)) = f(qx + b). In order not to burden
the reader (and the writer) with lots of similar but different cases, we will
generally confine ourselves to the affine transformations of the form A(x) =
qx+bwhere q > 1. We are interested in those polynomials that interlace their
affine transformations. In particular we will study the set of polynomials
PA = {f ∈ P | f≪Af}.
8.1 Introduction
We begin with general properties of these affine transformations for q > 1.
A acts on the real line, and preserves order. Since q > 1 we see that A has
a unique fixed point b1−q . Consequently A is a bijection restricted to the two
intervals
A− = (−∞, b
1 − q
) A+ = (
b
1 − q
,∞)
Since A and A−1 preserve order, it is easy to see that A is increasing on A+ and
it is decreasing on A−. More precisely,
α < Aα iff α ∈ ( b1−q ,∞)
Aα < α iff α ∈ (−∞, b1−q )
The action of A on the roots of a polynomial is easy to determine. If f(α) =
0 then (Af)(A−1α) = f(α) = 0 so that the roots of Af are A−1 applied to the
roots of f. Since A−1 preserves order it follows that f←− g implies Af←− Ag.
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If f≪Af and α is a root of f then we must have that A−1α 6 α, and hence
α 6 Aα. We conclude that if f ∈ PA then the roots of f must lie in ( b1−q ,∞).
For the three examples considered above we have
A(x) = 2x f ∈ PA =⇒ roots of f ∈ (0,∞)
A(x) = 2x+ 1 f ∈ PA =⇒ roots of f ∈ (−1,∞)
A(x) = x+ 1 f ∈ PA =⇒ roots of f ∈ (−∞,∞)
Before we proceed, we should show that PA is non-empty. Define
〈
x;a
〉A
n
==
n−1∏
i=0
(Aix − a) (8.1.1)
In case that A(x) = x+ 1 we have
〈
x; 0
〉A
n
= (x)(x + 1)(x+ 2) · · · (x+ n − 1) = 〈x〉n, (8.1.2)
if A(x) = qx then
〈
x;−1
〉A
n
= (1 + x)(1 + qx) · · · (1 + qn−1x), (8.1.3)
and again if A(x) = qx then
〈
x; 0
〉A
n
= q(
n
2 ) xn. (8.1.4)
Since A−1α < α for α ∈ A+, if a ∈ A+ then the roots of 〈x;a〉A
n
in increasing
order are
A−n+1(a), . . . , A−2(a), A−1(a),a
and the roots of A
〈
x;a
〉A
n
are
A−n(a), . . . , A−3(a), A−2(a), A−1(a)
Consequently if a ∈ A+ then 〈x;a〉A
n
≪A〈x;a〉A
n
.
Lemma 8.1. If f ∈ PA then Af ∈ PA.
Proof. If f ∈ PA then f≪Af. Since A preserves interlacing Af≪A2f and hence
Af ∈ PA.
Polynomials in PA satisfy a hereditary property.
Lemma 8.2. PA is an order ideal. That is, if f ∈ PA and g divides f then g ∈ PA.
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Proof. It suffices to show that if we remove one linear factor from f the result-
ing polynomial g is still in PA. Since affine transformations preserve order, the
effect of removing a root from f is to also remove the corresponding root in
Af. The remaining roots interlace, and so g ∈ PA.
The next lemma gives a useful criterion for determining if a polynomial is
in PA.
Lemma 8.3. The following are equivalent
1. f ∈ PA
2. There is a g such that f←− g and Af←− g.
3. There is an h such that f←− h and f←− Ah.
Proof. If (1) holds then f≪Af. Choosing g = Af shows that (1) implies (2),
and taking h = f shows that (1) implies (3). If (2) holds and f(x) =
∏
(x − ri)
then A−1ri 6 ri, so (1) follows from Lemma 1.4. If (3) holds then we know
that f←− h and A−1f←− h, so (2) implies that A−1f≪ f. Applying A to each
side shows that (1) holds.
8.2 The affine derivative
We define the affine derivative DAf of f as follows:
Definition 8.4. If f is a polynomial then DAf =
Af − f
Ax− x
.
In case Af = f(x+ 1) the affine derivative is the difference operator ∆(f) =
f(x + 1) − f(x). If Af = f(qx) then DAf is the q-derivative:
Dq(f) =


f(qx) − f(x)
qx − x
if x 6= 0
f′(x) if x = 0
(8.2.1)
The affine derivative is well defined since q 6= 1 implies A(x) 6= x. It is
immediate from the Taylor series that DA is continuous. If we let A approach
the identity, then DA converges to the derivative. The degree of DAf is one
less than the degree of f. As is to be expected for a derivative, DAx = 1, and
there is a product rule
DA(fg) =
Af · Ag− fg
Ax − x
=
Af · Ag− Af · g+ Af · g− fg
Ax− x
= Af · DAg+ g DAf (8.2.2)
In particular we have
DA(xf) = Af+ x DAf = f+ (Ax) DAf (8.2.3)
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The formula for DA on the product of three terms is
DA(f1f2f3) = DAf1 · (f2f3) + (Af1) · DAf2 · (f3) + A(f1f2) · DAf3
and the general formula is
DA(f1 · · · fn) =
n∑
k=1
A(f1 · · · fk−1) · DAfk · (fk+1 · · · fn) (8.2.4)
The next lemma is the heart of the results about the affine derivative.
Lemma 8.5. If f ∈ PA and α is positive then f− αAf ∈ PA.
Proof. We may suppose that f is monic of degree n, in which case the leading
coefficient of Af is qn. Since f≪Af we may write Af = qnf + h where f⋖h
so that
f − αAf = (1 − αqn)f − αh
Writing f = q−nAf− k where Af⋖ k yields
f − αAf = (q−n − α)Af− k
There are two cases, depending in the size of α.
Case 1. If 0 < α < q−n then (1 − αq−n) and (q−n − α) are positive, so by
Corollary 1.30 we have
f − αAf = (1 − αq−n)f− αh←− f
f− αAf = (q−n − α)Af− k←− Af
Case 2 If α > q−n then (1 − αq−n) and (q−n − α) are negative, so by
Corollary 1.30 we have
f − αAf = (1 − αq−n)f− αh −→ f
f− αAf = (q−n − α)Af− k −→ Af
In either case we can apply the affine criteria of Lemma 8.3 to conclude
that f− αAf ∈ PA.
Remark 8.6. The proof of the lemma did not use an analysis of the roots. If we
look at the roots then we get another proof of the lemma, as well as informa-
tion about the behavior when α is positive.
If the roots of f are r1 < · · · < rn then we know that
A−1r1 < r1 < A
−1r2 < r2 < · · · < A−1rn < rn
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If α is negative then the roots {si} of f+ αAf lie in the intervals
(−∞,A−1r1), (r1,A−1r2), · · · , (rn−1,A−1rn)
and consequently si 6 A−1ri < ri 6 si+1. This shows that Asi < si+1, and
hence f+ αAf ∈ PA.
If α is positive the roots lie in the intervals
(A−1r1, r1), (A
−1r2, r2), · · · , (A−1rn, rn)
The roots {si} satisfy si 6 ri 6 A−1ri+1 6 si+1. We can not conclude (indeed
it’s not true) that Asi 6 si+1 from these inequalities.
If we make stronger assumptions about the roots of f then we can draw
conclusions about f + αAf. Suppose that f≪A2f. This means that the roots
of f satisfy A2ri < ri+1. The roots si now satisfy si 6 ri,A−2ri+1 6 si+1.
Since the interlacing hypothesis implies that Ari 6 A−1ri+1 we conclude that
Asi 6 si+1. A similar argument establishes the following result:
Lemma 8.7. If k is a positive integer greater than 1, f≪Akf and α is positive then
g = f + αAf satisfies g≪Ak−1g.
The affine derivative has all the expected properties.
Lemma 8.8. Suppose f ∈ PA.
1. DAf ∈ PA.
2. f⋖ DAf.
3. Af⋖ DAf
4. If f, g ∈ PA satisfy f≪g then DAf≪ DAg.
Proof. Lemma 8.5 implies that f − Af ∈ PA, so the first result follows from
Lemma 8.2. Since f≪ f − Af and the smallest root of f − Af is the fixed point,
we can divide out by x−Ax and conclude from Lemma 8.2 that f⋖ DAf. The
third part is similar.
In order to show that DA preserves interlacing it suffices to show that
DA(x+ a)f⋖ DAf where (x+ a)f ∈ PA. From the product rule (8.2.3) we find
DA(x+ a)f = (x+ a) DAf+ Af
Since (x + a) DAf⋖ DAf and Af⋖ DAf we can add these interlacings to con-
clude DA(x+ a)f⋖ DAf.
PA is closed under ordinary differentiation.
Lemma 8.9. If f ∈ PA then f′ ∈ PA
Proof. Since f ∈ PA we know that f + αAf ∈ P for all α. Since d
dx
Af = qA(f′)
we have that f′ + αqAf′ ∈ P for all α and so f′ ∈ PA.
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Only in certain special cases do A and DA commute.
Lemma 8.10. For any positive integer n we have that qnAn Dq(f) = Dq(Anf).
Consequently, if A DA = DAA then Ax = x+ b.
Proof. First note that
A(Ax− x) = A(qx+b− x) = (q− 1)(qx+b)+b = q(qx+b− x) = q(Ax− x).
This implies that for all positive n we have An(Ax − x) = qn(Ax − x), and
hence A−n(Ax − x) = q−n(Ax − x). We can now compute:
Dq(Anf) =
An+1f− Anf
Ax− x
= An
Af− f
A−n(Ax− x)
= qnAn Dqf
We next consider properties of f(A)g and f( DA)g. We first observe this
immediate consequence of Lemma 8.5.
Lemma 8.11. If g ∈ Palt and f ∈ PA then g(A)f ∈ PA.
Corollary 8.12. If g ∈ Ppos(r) and f≪Ar+1f then g(A)f ∈ PA.
If f≪Ar then∑r0 (rk)Ak f ∈ P.
Proof. Factor g, and apply Lemma inductively. For the second part, apply the
first part to g = (1 + x)r.
Next we have an additive closure property of the affine derivative.
Lemma 8.13. If g ∈ PA and α is positive then g− α DAg ∈ PA.
Proof. We know that g⋖ DAg so g − α DAg≪g. Also, g≪Ag⋖ DAg, so g −
α DAg≪Ag. Now apply Lemma 8.3.
Lemma 8.14. If g ∈ Palt and f ∈ PA then g( DA)f ∈ PA.
Proof. Write g(x) = (x+ a1) . . . (x+ an) where all ai are negative. Since
g( DA)f = ( DA + a1) . . . ( DA + an)f
we apply Lemma 8.13 inductively.
Here’s a simple property about determinants.
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Lemma 8.15. Suppose f,Af ∈ PA ∩ Ppos.
If
{
Ax > x for all positive x
Ax < x for all positive x
then
∣∣∣∣ f AfAf A2f
∣∣∣∣ is
{
negative for positive x.
positive for positive x.
The same inequalities hold for
∣∣∣∣ f DAfDAf D2Af
∣∣∣∣.
Proof. We begin with the first statement. We need to show that f ·A2f < Af ·Af
for positive x. Since Af is in Ppos, Af is positive for positive x, so it suffices to
show that (Af/A2f) > (f/Af).
Since f ∈ Psep we know that f≪Af, and so there is a positive constant c
and non-negative ai such that
Af = cf +
∑
ai
f
x+ ri
where the roots of f are {ri}. Thus
Af
f
= c+
∑ ai
x+ ri(
Af
f
) ′
= −
∑
ai
1
(x + ri)2
and consequently Af/f is decreasing. Since Ax > x, it follows that
f
Af
(x) <
f
Af
(Ax) =
Af
A2f
(x)
If Ax < x then the inequality is reversed. The last statement follows from
the above since ∣∣∣∣ f AfAf A2f
∣∣∣∣ = 1(Ax − x)2
∣∣∣∣ f DAfDAf D2Af
∣∣∣∣ .
Remark 8.16.
〈
x;a
〉A
n
in (8.1.1) is uniquely determined by the three conditions
below.
(1)
〈
x;a
〉A
0
= 1
(2)
〈
a;a
〉A
n
= 0
(3) DA
〈
x;a
〉A
n
= [n]A
〈
x;a
〉A
n−1
This characterization of
〈
x;a
〉A
n
is motivated a similar result by [98] in the
case Ax = qx.
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8.3 Sign interlacing for PA
Let’s look at some graphs in order to better understand PA. Suppose that
f≪Af. The graph of Af is the graph of f, with some shifting to the left and
scaling. For instance, if Ax = x + 1 and f = x(x − 1)(x − 3)(x − 5) then the
graph of f and Af is in Figure 8.3.
Figure 8.1: Understanding A
If f⋖g and Af⋖g then the roots of g must lie in the thickened segments
of Figure 8.3. It’s clear that the roots of g in the figure differ by at least one, as
is guaranteed by Lemma 8.3.
If we translate the qualitative aspects of this graph, we get a version of sign
interlacing. Assume that the roots of f are
r1 < r2 < · · · < rn (8.3.1)
The roots of Af are
A−1r1 < A
−1r2 < · · · < A−1rn (8.3.2)
Since f≪Af we can combine these orderings
A−1r1 < r1 6 A
−1r2 < r2 6 · · · 6 A−1rn < rn (8.3.3)
If f⋖g and Af⋖g all have positive leading coefficients then it is clear from
the graph that g(rn) > 0, g(A−1rn) > 0, g(rn−1 < 0, g(A−1rn−1) < 0, and
generally
(−1)n+ig(ri) > 0 (−1)
n+ig(A−1ri) > 0 (8.3.4)
This is sign interlacing for A. We clearly have
Lemma 8.17. If g is a polynomial of degree n− 1 that satisfies (8.3.4) then g ∈ PA.
The following polynomials play the role of f(x)/(x − ri) in Lemma 1.20.
For 1 6 k 6 n define
f[k] = A
[
(x− r1) · · · (x − rk−1)
] · [(x− rk+1) · · · (x − rn)] (8.3.5)
These are polynomials of degree n − 1 whose roots are
A−1r1 < A
−1r2 · · ·A−1rk−1 < rk+1 < · · · < rn (8.3.6)
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Since the ri are all distinct, it is easy to see that the f[k] are independent.
Thus, they form a basis for the polynomials of degree n− 1.
Lemma 8.18. Suppose that f ∈ PA and g = ∑ak f[k] where all ai are non-negative.
Then g ∈ PA and f⋖g and Af⋖ g.
Proof. The key point is that f⋖ f[k] and Af⋖ f[k] - this follows from (8.3.1),
(8.3.2), (8.3.3), (8.3.5). If all the ai are non-negative then we can add these
interlacings to finish the proof.
The fact that f⋖ DAf follows from Lemma 8.18. From (8.2.4) we see that if
f(x) = (x − r1) · · · (x− rn) then
DA(f) = DA(x − r1) · · · (x− rn)
=
n∑
k=1
A( (x− r1) · · · (x− rk−1) ) · 1 · ( (x − rk+1) · · · (x− rn) )
= f[1] + · · ·+ f[n]
Consequently, this is another proof that f⋖ DAf.
8.4 The affine exponential
We can formally construct an affine exponential EA function, but the series
might not converge. We want two simple conditions
(1) EA(0) = 1
(2) DA(EA) = AEA
The relation DAEA = AEA determines EA up to a constant factor that is
settled by assuming EA(0) = 1. If we write
EA(x) = 1 + a1x+ a2x
2 + · · ·
and apply DAEA = AEA we find
an−1A(x
n−1) = an DA(xn)
and recursively solving for the coefficients yields
EA(x) =
∞∑
n=0
n∏
k=1
Ak−1x
[k]A
where
[k]A = (A
kx− x)/(Ax− x) = [k] = qk−1 + qk−2 + · · · + q+ 1.
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and
Akx = qkx + b[k+ 1]
Now this derivation is not valid if b 6= 0, but we still can use this definition
since we have that
DA
n∏
k=1
Ak−1x
[k]A
= A
n−1∏
k=1
Ak−1x
[k]A
and thus term by term differentiation establishes condition (2). In particular
Ax = x EA(x) =
∞∑
n=0
xn
n!
(8.4.1)
Ax = qx EA(x) =
∞∑
n=0
q(
n
2 )
[n]!
xn (8.4.2)
Ax = q(x+ 1) EA(x) =
∞∑
n=0
∏n
1 (q
k−1x+ q[k])
[n]!
(8.4.3)
Ax = x+ 1 EA(x) =
∞∑
n=0
〈x〉n
n!
(8.4.4)
In the first case EA is the usual exponential. The second one is the q-
exponential of (5.1.1) and has a representation as an infinite product. The
last two have product representations for their finite sums:
Ax = qx
∞∑
n=0
q(
n
2 )
[n]!
xn =
∞∏
k=0
(
1 − qk(1 − q)x
)
(8.4.5)
Ax = q(x + 1)
N∑
n=0
(
n∏
k=1
Ak−1x
[k]
)
=
N∏
k=1
(
1 +
qk−1x
[k]
)
(8.4.6)
Ax = x+ 1
N∑
n=0
〈x〉n
n!
=
N∏
k=1
(
1+
x
k
)
=
〈x + 1〉
N
N!
(8.4.7)
Unlike the partial sums of the exponential function, the partial sums of
(8.4.4) and (8.4.3) have all real roots, as the product representation shows.
Since the sum
∑
qk−1/[k] converges for |q| < 1 and diverges for |q| > 1, it
follows that the product (8.4.6) converges for |q| < 1 and diverges for |q| > 1.
Consequently, equation (8.4.3) is only valid for |q| < 1. The series in (8.4.4)
does not converge.
The partial sums in the last two cases satisfy the exponential condition (1)
and nearly satisfy (2). Let EA,N denote the partial sums in (8.4.6) and (8.4.7).
Then
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Ax = q(x + 1) DA(EA,N) = AEA,N−1
Ax = x+ 1 ∆(EA,N) = AEA,N−1
8.5 A-interlacing and the symmetric derivative
We say that f and g A-interlace if f + αg ∈ PA for all α ∈ R. If the degree of
f is greater than the degree of g and f and g A-interlace then we write f⋖A g.
We give a criterion for affine interlacing, and use it to determine when the
symmetric affine derivative is in PA.
Lemma 8.19. If f ∈ PA and f≪A2f then f and Af A-interlace.
Proof. From the interlacings f≪Af, f≪A2f, Af≪A2fwe conclude that if α >
0
f≪ f+ αAf
f≪Af+ αA2f
and if α < 0
f≫ f+ αAf
f≫Af+ αA2f
Thus f + αAf and A(f + αAf) always have a common interlacing, so we find
that f+ αAf ∈ PA.
Here is an example of polynomialQ thatA-interlacesAQ. IfA is increasing
on R then define
Q = (x + 1)(x+ A21)(x + A41) · · · (x + A2n1)
and if A is decreasing define
Q = (x − 1)(x− A21)(x − A41) · · · (x − A2n1)
If we apply A2 to Q we have even powers from A2 to A2n+2, so clearly
Q≪A2Q.
Here is a variation on the lemma for two polynomials.
Lemma 8.20. If f⋖ g and fg ∈ PA then f⋖A g.
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Proof. Suppose that the roots of f(x) are f1 < · · · and the roots of g(x) are
g1 < · · · . The hypotheses imply that the roots appear in the order
· · ·gi 6 Agi 6 fi 6 Afi 6 gi+1 6 Agi+1 6 Af1 · · ·
from which it follows that f≪Ag. For positive α (first column) and negative
α (second column) we have
f≪ f+ αg f≫ f+ αg
f≪Af+ αAg f≫Af+ αAg
Consequently, f+ Ag ∈ PA.
Clearly f⋖A g implies that f⋖g but ⋖A is a more restrictive condition
than ⋖ , and the converse does not usually hold. We say that f ⋖A g if f⋖A g,
and f and g have no common factors. Using sign interlacing we can replace
⋖ and ⋖A in the lemma by ⋖ and ⋖A . There is a simple criterion for such
interlacing.
Lemma 8.21. Suppose that f⋖g. Then f ⋖A g if and only if
∣∣∣ f gAf Ag ∣∣∣ is never zero.
Proof. From Lemma 1.52 we have that f + αg≪Af + αAg for all α ∈ R. This
means that f+ αg ∈ PA so the conclusion follows.
The symmetric derivative is
Dsym
A
(f) =
A(f) − A−1(f)
A(x) − A−1x
For Ax = x+ 1 this is the symmetric difference
Dsym
A
=
f(x + 1) − f(x − 1)
2
and for Ax = qx it is
Dsym
A
(f) =
f(qx) − f(x/q)
(q− 1/q)x
.
Lemma 8.22. If f ∈ PA then Dsym
A
f ∈ P. If in addition we have that f≪A2f then
Dsym
A
f ∈ PA.
Proof. Since f ∈ PA we know that f≪Af and consequently f − Af ∈ P, so
Dsym
A
f ∈ P. Next, assume that f≪A2f. We have the interlacings
A−1f≪ f≪Af
A−1f≪A−1f≪Af
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which imply that
f⋖Af− A−1f
A−1f⋖Af− A−1f
The last two interlacings implyAf−A−1f ∈ PA, and so the conclusion follows.
Here’s an example that shows that the symmetric derivative is not in PA if
the second condition is not satisfied. If Ax = x+ 1 then
Dsym
A
(x)n = n(x −
n− 1
2
)(x − 1)n−2.
If n is odd then the symmetric derivative has a double root, and so is not in
Psep.
8.6 Linear transformations
In this sectionwe investigate transformations that map some subset of P to PA.
The key idea is the iteration of the linear transformation f 7→ (x−α)A−1f−βf.
Lemma 8.23. The linear transformation S : f 7→ (x − α)A−1f − β f where β > 0
maps
S : PA ∩ P(α,∞) −→ PA ∩ P(α,∞)
Proof. Since f ∈ PA we know
A−1f≪ f
and using f ∈ P(α,∞) we get
(x− α)A−1f⋖A−1f. (8.6.1)
(x− α)A−1f⋖ f. (8.6.2)
By hypothesis β > 0, so we can apply Corollary 1.30 to (8.6.2) and Lemma 1.31
to (8.6.1) yielding
(x − α)A−1f− βf⋖ f
(x − α)A−1f− βf⋖A−1f
which shows that S(f) ∈ PA. Since A−1f ∈ P(α,∞) we can apply Corollary 1.30
to (8.6.2)
(x − α)A−1f− βf≪ (x− α)A−1f
and conclude that S(f) ∈ P(α,∞).
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Now, define polynomials byQα,βn (x) =
(
(x− α)A−1 − β
)n
(1). Some par-
ticular examples are given in Table 8.1. They are immediate from their defi-
nitions, except for the Charlier polynomials, where we apply the recurrence
(7.9.4).
Ax α β Qα,βn
x+ 1 0 0 (x)n
x+ 1 0 β Cβn(x)
qx 0 0 q−(
n
2 )xn
qx −1 0 q−(
n
2 )(−x;q)n
Table 8.1: Polynomials of the form Qα,βn
Proposition 8.24. The map T : xn 7→ Qα,βn (x) is a linear transformation
P(−β,∞) −→ P(α,∞) ∩ PA
.
Proof. If we define S(f) = (x − α)A−1f − β f, then from the definition of T we
have that T(xn) = Sn(1) = Qα,βn , and so by linearity T(f) = f(S)(1). If we
choose f =
∏
(x − ri) in P
(−β,∞) then each root ri satisfies ri > −β. Notice
that
T(f) =
∏
(S− ri) =
∏
((x − α)A−1 − β− ri)(1)
Since β+ ri > 0, if follows from the lemma that T(f) ∈ P(α,∞) ∩ PA.
Here is a general criterion to tell if a transformation preserves PA. See
Lemma 8.56 for an application.
Lemma 8.25. If T : P −→ P preserves interlacing, and TA = AT , then T : PA −→
PA.
Proof. Assume that f≪Af. Since T preserves interlacing we have Tf≪ TAf.
Commutativity implies that TAf = ATf, and so T(f)≪AT(f), and hence
T(f) ∈ PA.
8.7 The case Ax = x+ 1
In this section we study the affine operator1 Ax = x + 1. The space of all
polynomials f satisfying f(x)≪ f(x + 1) is denoted Psep, where sep stands for
separated. Here are some necessary and sufficient conditions for a polynomial
f to belong to Psep:
1This operator is often denoted by E.
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1. f(x)≪ f(x+ 1)
2. The distance between any two roots of f is at least 1.
3. f(x) and f(x+ 1) have a common interlacing.
4. For all positive β we have f(x) + βf(x + 1) ∈ P.
For example, both (x)n and 〈x〉n are in Psep. The affine derivative is the
difference operator ∆(f) = f(x+ 1) − f(x). The difference operator commutes
with A. Since the derivative maps Psep to itself, the roots of the derivative
can’t get too close:
Lemma 8.26. If the distance between any two roots of a polynomial f in P is at
least 1, then the distance between any two roots of the derivative f′ is also at least 1.
Similarly, the distance between any two roots of f(x + 1) − f(x) is at least one.
Proof. We know that f ∈ Psep implies that both f′ and ∆f are also in Psep.
If we express a polynomial in the basis (x)n, and use the fact that ∆(x)n =
n(x)n−1 we conclude
If
∑
ai(x)i has roots that are separated by at least one, then the
same is true for
∑
iai(x)i−1.
From Lemma 8.8 we find that differences preserve interlacing:
Lemma 8.27. If f, g ∈ Psep satisfy f≪g then ∆f≪∆g.
Corollary 8.28. If g ∈ Palt and f ∈ Psep then g(A)f ∈ Psep where A(f(x)) =
f(x + 1). Similarly, if g ∈ Palt then g(∆)f ∈ Psep.
Proof. Use Lemma 8.14 for the second part.
The second part of this corollary does not hold for all f. For instance, if
f = x(x+ 1) then f− α∆f = (x+ 1)(x− 2α), and the distance between roots is
|1 + 2α|. Thus f− α∆f ∈ Psep if and only if α 6∈ (−1, 0). This is true generally.
Lemma 8.29. If f ∈ PR\(−1,0) then f(∆) : Psep −→ Psep.
Proof. It suffices to show that f−α∆f ∈ Psep if f ∈ Psep and α 6∈ (−1, 0). Note
that
f− α∆f = −(α+ 1)
( α
α+ 1
f(x+ 1) − f(x)
)
Since α 6∈ (−1, 0) implies α
α+1 > 0 we can apply Corollary 8.50 to finish the
proof.
Here is a nice consequence of composition.
Lemma 8.30. Suppose that d is a positive integer. The linear transformation
T : xk 7→ (x + d − k)d maps Palt to Psep.
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Proof. Let Bx = x − 1. The important observation is that Bk(x+ d)
d
= T(xk).
Thus, T(f) = f(B)(x + d)d. Thus we only have to verify the conclusion for one
factor. Since f ∈ Palt, we have to show that (B − α) maps Psep to itself if α is
positive. This follows from Lemma 8.5
Simple geometry forces a relationship between ∆f and f′.
Lemma 8.31. If f ∈ Psep then f′≪∆f.
Proof. Consider Figure 8.2. The points a,b are consecutive zeros of f, and
satisfy b − a > 1. Points d, e are on f, and the horizontal line between them
has length exactly 1. Finally, c is a root of f′.
The x-coordinate of d is a root of f(x+ 1) − f(x) = 0, and so is a root of ∆f.
Since the x coordinate of d is obviously less than c, it follows that f′≪∆f.
f
a b
d e
c
Figure 8.2: The difference and the derivative
Remark 8.32. If f ∈ Psep then we know that f⋖ f′, f⋖∆f, f′ ∈ Psep, and ∆f ∈
Psep. Even though f⋖ f′+∆f, it is not necessarily the case that f′+∆f ∈ Psep.
A simple counterexample is given by f = x(x− 1)(x− 2).
An important class of polynomials in Psep are the Charlier polynomials
Cαn(x). A simple consequence of the following result is that the Charlier poly-
nomials are in Psep.
Corollary 8.33. Assume α 6 0.
1. The map xi 7→ Cαn maps Palt −→ Palt ∩ Psep.
2. The map xi 7→ (x)n maps Palt −→ Palt ∩ Psep.
3. The map xi 7→ 〈x〉n maps Ppos −→ Ppos ∩ Psep.
Proof. Apply Proposition 8.24 to Table 8.1. Switch signs for the rising factorial
in the result for the falling factorial.
Expressing this result in terms of coefficients yields
If
∑
aix
i has all negative roots, then
∑
ai〈x〉i has roots whose
mutual distances are all at least one.
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The following are consequences of Corollary 8.12.
Corollary 8.34. If g ∈ Ppos(n − 1) and all roots of f are at least n apart then
g(A)f ∈ Psep.
Corollary 8.35. If the roots of f are separated by at least n+1 and f ∈ Psep(n) then
n∑
i=0
(
n
i
)
f(n + i) ∈ P
If f ∈ Psep then
n∑
i=0
(−1)i
(
n
i
)
f(n + i) ∈ P
Proof. Apply the previous corollary to (1 + A)nf and (A − 1)nf.
The next result is an interesting special case of Lemma 8.14.
Corollary 8.36. If g ∈ Psep andm is a positive integer then
m∑
i=0
(−1)i
(
m
i
)
g(x + i) ∈ Psep.
Proof. Apply Lemma 8.14 with f(x) = xm.
If we apply this result to (x)n we get
m∑
i=0
(−1)i
(
m
i
)
(x+ i)
n
∈ Psep.
The following corollary of Lemma 8.15 is a slight strengthening of Corol-
lary 7.34.
Lemma 8.37. Suppose f ∈ Psep ∩ Ppos. For positive x∣∣∣ f(x+1) f(x)f(x+2) f(x+1) ∣∣∣ > 0
Remark 8.38. This does not necessarily hold for all x ∈ R. If f = x(x + 1)
then the determinant is 2(x + 1)(x + 2) which is negative for x ∈ (−2,−1).
However, if f = x(x + 2) then the determinant is positive for all x. More
generally, it appears that if f(x)≪ f(x + 2) then the determinant is always
positive. However, there are examples, e.g. x(x + 2)(x + 3.5), where f(x) and
f(x + 2) don’t interlace, yet the determinant is always positive.
Example 8.39. Here is a family of polynomials whose definition is similar
to the Rodrigues definition of the Legendre polynomials (See Question 131).
Define polynomials by the Rodrigues type formula
pn = ∆
n
n∏
i=1
(x2 − i2)
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Since
∏n
i=1(x
2 − i2) is in Psep, the polynomial pn is in P
sep, and has degree
n. Moreover, we claim that pn+1⋖pn. Since ∆ preserves interlacing in P
sep it
suffices to show that
∆
n+1∏
i=1
(x2 − i2)⋖
n∏
i=1
(x2 − i2)
Now the roots of the left hand side are seen to be
−n,−n+ 1, · · · ,−2,−1,−.5, 1, 2, · · · ,n
and the roots of the right side are
−n,−n+ 1, · · · ,−2,−1, 1, 2, · · · ,n
and so they interlace. The pn’s are not orthogonal polynomials since they
do not satisfy a three term recurrence. However, the pn appear to satisfy a
recurrence involving only three terms:
pn+2 = (n+ 2)
2pn+1 + x(2n+ 3)pn+1 +
(n + 1)(n + 2)Apn+1 + x(2n+ 3)Apn+1 − 2(2n+ 3)(n + 1)
3Apn
If we write a polynomial in the interpolation basis, then there is a simple
estimate on the separation of roots. One consequence is that if δ(f) > 0 then
δ(f ′) > δ(f).
Lemma 8.40. Suppose that f = (x−a1) . . . (x−an) where a1 < · · · < an and that
g(x) = bf(x) +
∑
i
bi
f(x)
x− ai
where b > 0. If b1 > b2 > · · · > bn > 0 then δ(g) > δ(f).
Proof. Choose consecutive roots aj−1,aj,aj+1, and points x1, x2 satisfying
aj−1 < x1 < aj < x2 < aj+1. We will show that
g
f
(x2) −
g
f
(x1) > 0 if
|x1 − x2| 6 δ(f). It follows that for |x1 − x2| 6 δ(f), x1 and x2 can not be
adjacent roots of g, so δ(g) > δ(f).
We calculate
g
f
(x2) −
g
f
(x1) =
n∑
i=1
bi
x2 − ai
−
n∑
i=1
bi
x1 − ai
=
b1
x2 − a1
+
bn
an − x1
+
n−1∑
i=1
(
bi+1
x2 − ai+1
−
bi
x1 − ai
)
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Now since bi > bi+1, we have
>
b1
x2 − a1
+
bn
an − x1
+
n−1∑
i=1
bi+1
(
1
x2 − ai+1
−
1
x1 − ai
)
=
b1
x2 − a1
+
bn
an − x1
+
n−1∑
i=1
bi+1
(ai+1 − ai) − (x2 − x1)
(x2 − ai+1)(x1 − ai)
The first two terms are positive; the numerator is positive since x2 − x1 6 δ 6
ai+1 − ai, and the denominator is positive since x1 and x2 lie in consecutive
intervals determined by the roots of f.
8.8 A multiplication in Psep
The product of two polynomials in Psep is not in Psep. We can remedy this
situation by using a different multiplication. We define the bilinear transfor-
mation f⊗g on a basis:
(x)n⊗ (x)m = (x)n+m
⊗ is a diamond product - see § 6.6.11. ∆ and ⊗ interact as expected.
Lemma 8.41. ∆(f⊗ g) = ∆f⊗g+ f⊗∆g
Proof. We only need to check it on a basis.
∆((x)n⊗ (x)m) = ∆(x)n+m = (n +m)(x)n+m−1 =
n(x)n−1⊗ (x)m +m(x)n⊗ (x)m−1
It follows by induction that
∆(f1⊗ · · · ⊗ fn) =
n∑
0
f1⊗ · · · ⊗∆fi⊗ · · · ⊗ fn
and in particular the difference of a product of linear terms is
∆((x − a1)⊗ · · · ⊗ (x− an)) =
n∑
0
(x− a1)⊗ · · · ⊗ ̂(x − ai)⊗ · · · ⊗ (x − an)
where the hat means “omit”.
Every polynomial in Ppos can be factored in terms of ⊗ .
Lemma 8.42. If f ∈ Ppos(n) is monic then there are positive a1, . . . ,an such that
f(x) = (x + a1)⊗ (x + a2)⊗ · · · ⊗ (x+ an).
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Proof. This follows from Proposition 6.56 since the linear transformation
T : (x)n 7→ xn maps Ppos to itself.
Remark 8.43. Here’s an example of the Lemma:
(x + 3)(x+ 4) = (x + 2)⊗ (x+ 6)
The Lemma shows that the product of certain terms with positive coefficients
is in P; there are products of linear terms with positive coefficients that are not
in P:
(x + 1)⊗ (x+ 2) = (x + 1 − ı)(x+ 1+ ı)
If f ∈ Palt then there might be no such representation. For example, the
following is a unique representation:
(x − 1 − ı)⊗ (x − 1 + ı) = (x− 1)(x− 2)
Lemma 8.44. If f ∈ Psep ∩ Palt and β > 0 then
(x− β)⊗ f ∈ Psep ∩ Palt.
Proof. Let T(f) = (x− β)⊗ f. Since
T((x)n) = (x)n+1 − β(x)n = (xA
−1 − β)(x)n
we see that T(f) = (xA−1−β)f. Lemma 8.23 implies that T(f) ∈ Psep∩Palt.
By iterating the Lemma, we get:
Corollary 8.45. If a1, . . . ,an are positive then
(x− a1)⊗ (x− a2)⊗ · · · ⊗ (x − an) ∈ Psep ∩ Palt.
We have seen that the following transformation preserved Palt.
Corollary 8.46. The transformation T : (x)n 7→ (x)n+1 maps
Psep ∩ Palt −→ Psep ∩ Palt.
Proof. Since T(f) = x⊗ fwe can apply Lemma 8.44.
We would like to show that ⊗ preserves Psep ∩ Palt. See Question 90.
This follows easily from Question 76, that the map xn −→ 〈x〉n is a bijection
between Ppos and Psep ∩ Ppos.
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8.9 The analytic closure of Psep
The analytic closure P̂sep is the uniform closure on compact subsets of Psep.
Obviously P̂sep ( P̂ . Since Psep is closed under differentiation and difference,
so is P̂sep.
Lemma 8.47. The following functions are in P̂sep:
1. sinπx, cosπx.
2. eαx
3. eαxf(x) for any f ∈ Psep.
e−αx
2
is not in P̂sep for any α.
Proof. From the infinite product
sinπx = πx
∞∏
k=1
(
1 −
x2
k2
)
we see that the polynomials
πx
n∏
k=1
(
1 −
x2
k2
)
converge to sinπx and are in Psep since the roots are −n,−n+ 1, . . . ,n− 1,n.
A similar argument applies to cosπx.
Next, we show that for α > 0 we can find polynomials pn such that
1. pn ∈ Psep
2. For every r there is an N such that n > N implies that the roots of pn
have absolute value at least r.
3. limpn = e
αx
We start with the identity, valid for positive β:
(β+ 1)x = lim
n→∞
n∏
k=1
(
1 +
βx
n + βk
)
(8.9.1)
Let pn be the product. The roots of pn are −(n/β) − n, . . . ,−(n/β) − 1 so
pn ∈ Psep. This shows that (1) and (2) are satisfied. If we choose positive β
such that β + 1 = eα then pn also satisfies (3). Thus, e
αx ∈ P̂sep for positive
α. Since g(x) ∈ Psep if and only if g(−x) ∈ Psep, it follows that eαx ∈ P̂sep for
all α.
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If f ∈ Psep then we can find anN such that n > N implies that pn(x)f(x) ∈
Psep. Taking limits show that eαxf(x) ∈ P̂sep.
Finally, if e−αx
2
belongs to P̂sep, then so do all its derivatives. The Ro-
drigues’ formula for Hermite polynomials (7.8.1) implies that the Hermite
polynomials Hn(x/
√
α) would be in Psep. This means that all roots of Hn(x)
would be separated by at least
√
α. However, from [168](6.31.21) we see that
the minimum distance between roots of Hn goes to zero as n goes to infinity.
Alternatively, if e−αx
2 ∈ P̂sep and f ∈ Psep then differentiating e−αx2f and
dividing out by the exponential factor would imply that f ′− 2αxf ∈ Psep. But
if f = x(x+ 1)(x+ 2) then δ(f ′ − 2xf) = .95.
The following consequence is due to Riesz [165].
Corollary 8.48. If f ∈ Psep and α ∈ R then αf+ f ′ ∈ Psep.
Proof. Since eαxf(x) ∈ Psep we differentiate and find that (αf+ f ′)eαx ∈ Psep.
The conclusion follows.
Corollary 8.49. If g(x) ∈ P and f ∈ Psep then g(D)f ∈ Psep.
The next result is not an independent proof of Lemma 8.5 since that
Lemma was used to show that Psep is closed under differences.
Corollary 8.50. If f ∈ Psep and β > 0 then β f(x+ 1) − f(x) ∈ Psep.
Proof. Note that ∆(eαxf) = eαx (eαf(x+ 1) − f(x)).
As long as function in P̂ has no factor of e−αx
2
, and all roots are at least
one apart then f is in P̂sep.
Lemma 8.51. Assume that an+1 − an > 1 for n = 1, 2, . . . .
1. If f(x) = eαx
∏∞
i=1
(
1 − x
ai
)
∈ P̂ then f ∈ P̂sep.
2. If f(x) = eαx
∏∞
i=1
[(
1 − x
ai
)
e−x/ai
]
∈ P̂ then f ∈ P̂sep.
3. 1/Γ(x) ∈ P̂sep.
Proof. The assumptions in (1) and (2) guarantee that the product converges.
Part (1) follows from Lemma 8.47(3). From the proof of this lemma we let
p(a, r) ∈ Psep be a polynomial whose roots have absolute value at least |r|,
and limr→∞ p(a, r) = eax. Consider the polynomial
qn(x) = p(α, r0)
n∏
i=1
((
1 −
x
ai
)
p(−1/ai, ri)
)
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We can choose the ri sequentially so that qn ∈ Psep. Taking limits yields (2).
The Weierstrass infinite product representation
1
Γ(x)
= xeγx
∞∏
n=1
[(
1+
x
n
)
e−x/n
]
shows that 1
Γ(x)
∈ P̂ . Since the roots are at negative integers, part (2) implies
that 1/Γ(x) ∈ P̂sep.
Since 1
Γ(x)
is in P̂sep, so are all the differences∆n 1
Γ(x)
. We can find a recur-
sive formula for these differences. If we write
∆n
1
Γ(x)
=
fn(x)
〈x〉nΓ(x)
then
∆n+1
1
Γ(x)
=
fn(x + 1)
〈x+ 1〉
n
Γ(x+ 1)
−
fn(x)
〈x〉nΓ(x)
=
fn(x+ 1) − (x+ n)fn(x)
〈x〉n+1Γ(x)
and consequently the numerators satisfy the recurrence
fn+1(x) = fn(x+ 1) − (x+ n)fn(x)
Since f1(x) = 1− x, the next lemma shows that all of the numerators are in
Psep.
Lemma 8.52. Suppose that g1(x) ∈ P(0,∞) ∩ Psep and the sequence {gn} is defined
by the recurrence
gn+1(x) = gn(x+ 1) − (x+ n)gn(x)
then gn(x) ∈ P(−n+1,∞) ∩ Psep.
Proof. The function
1
〈x〉n+1Γ(x)
is in P̂sep, as can be seen by removing ini-
tial factors from the infinite product; its zeros are −n − 1,−n − 2, · · · . Since
∆n
g1
Γ(x)
=
gn+1
〈x〉n+1Γ(x)
is in P̂sep, the roots of gn+1 must lie in (−n,∞).
If we consider f/Γ we get
Lemma 8.53. If f ∈ P(1,∞) ∩ Psep then f(x+ 1) − xf(x) ∈ P(0,∞) ∩ Psep.
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Proof. The largest root of 1/Γ(x) is 0, so f(x)/Γ(x) ∈ P̂sep. Taking differences
yields
f(x+ 1)
Γ(x+ 1)
−
f(x)
Γ(x)
,=
f(x+ 1) − xf(x)
xΓ(x)
∈ P̂sep
and the numerator is in Psep. The largest zero of xΓ(x) is −1, so the conclusion
follows.
Here’s a result that we get from using (x)n in place of
1
Γ(x)
.
Lemma 8.54. If f ∈ Psep ∩ P(n,∞) then nf+ (x+ 1)∆f ∈ Psep ∩ P(n−1,∞).
Proof. Since the largest root of (x)n is n − 1 it follows that (x)nf ∈ Psep. Now
taking the difference preserves Psep, so
∆(x)nf = f ∆(x)n + (∆f)A(x)n
= (x)n−1 (nf + (x+ 1)∆f)
is in Psep. The result follows since factors of polynomials in Psep are in Psep.
Motivated by the analogy of 〈x〉n/n! and the exponential, we define a La-
guerre like polynomial, and show that consecutive ones interlace.
Lemma 8.55. If fn(x) = ∆
n〈x+ 1〉
n
(x − 1)
n
then fn ∈ Psep and fn⋖ fn−1.
Proof. If we let pn(x) = 〈x+ 1〉n(x− 1)n then
∆pn(x) = n〈x + 2〉n−1(x− 1)n−1(1 + 2x).
Observe that that ∆pn⋖pn−1. Since pn ∈ Psep the conclusion follows by
applying ∆n−1.
Lemma 8.56. If T(f) = f(x+ ı) + f(x− ı) then T : Psep −→ Psep. [180]
Proof. Observe that T(f) = 2 cos(D)f, so that T maps P −→ P and preserves
interlacing. Since T commutes with A, the result follows from Lemma 8.25.
8.10 Integrating families of polynomials in Psep and PA
We now apply the integration results of § 3.3.6 to Psep. Since polynomials in
Psep are exactly those polynomials whose roots are separated by at least one,
f ∈ Psep iff δ(f) > 1. We will see more applications of integration when we
consider the generalization of Psep to two variables.
One useful way of constructing locally interlacing families is to start with
f(x) ∈ Psep, and form the family {f(x + t)}. The interval of interlacing is at
least one.
Here is a simple application. Note that the hypothesis f ′ ∈ Psep doesn’t
imply f ∈ P, yet we can conclude that ∆f ∈ P.
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Corollary 8.57. Suppose thatw(x) is positive on (0, 1). The mapping
f 7→
∫ 1
0
f(x+ t)w(t)dt (8.10.1)
defines a linear transformation Psep −→ P.
Corollary 8.58. If f′ ∈ Psep then ∆f ∈ P where ∆f = f(x+ 1) − f(x).
Proof. Choose w(t) = 1, a = 0, b = 1, and ft(x) = f
′(x+ t) in Proposition 3.37.
Remark 8.59. Integration is an example of a linear transformation
T : Psep −→ P that does not preserve interlacing. For example
f(x) = x(x+ 1) g(x) = x
T(f) =
∫ 1
0
f(x+ t)dt T(g) =
∫ 1
0
g(x + t)dt
= (x+ .59)(x+ 1.4) = x+ .5
Thus, f⋖g yet Tf and Tg don’t interlace.
The following result is convolution of polynomials in Psep.
Lemma 8.60. If f, g ∈ Psep then∫ 1
0
f(x+ t)g(x− t)dt ∈ P
Proof. If we choose 0 < t1 < · · · < tn then let fi(x) = f(x+ti) and gn+1−i(x) =
g(x − ti). By Lemma 3.16 we know that
∑
fi gn+1−i ∈ P. Taking the limit
shows the integral is in P.
Note: the diagram in the proof of Lemma 3.16 is essentially the graph of
f(x + t)g(x − t). Consideration of this diagram shows that we can find f, g so
that if h is their convolution then δ(h) is as small as desired.
Since we only need separation in one variable, we phrase the next result in
terms of mutually interlacing families.
Corollary 8.61. If {ft} and {gt} are locally interlacing families on R with ρ(f) > 1
and ρ(g) > 1, and we define
Φ =
∫ 1
0
∫ 1−t
0
ft(x)gs(x)ds dt
then Φ ∈ P.
Proof. If we define ht =
∫t
0 gs(x)dt then by Lemma 3.43 {ht} is a locally in-
terlacing family with ρ(h) > 1. Since Φ =
∫1
0 ft(x)h1−t(x)dt we see that Φ
is a convolution of mutually interlacing polynomials. (Φ is generally not in
Psep.)
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Corollary 8.62. If f ∈ Psep then
∫ 1
0
f(x+ t)e−t dt ∈ P.
Proof. If we choose g(x) = e−x which is in P̂sep, then we can apply the lemma
to find that ∫ 1
0
f(x + t)ex−t dt = ex
∫ 1
0
f(x+ t)e−t dt ∈ P.
If we multiply by e−x we get the conclusion.
We now to assume that Ax = qxwhere q > 1. We can integrate polynomi-
als in PA since they determine sequences of interlacing polynomials. Assume
that f(x) ∈ PA. It’s clear that
f(x)≪ f(tx)≪ f(qx) if 1 6 t 6 q (8.10.2)
Consequently, we have an interlacing family {f(tx)}. Applying the results of
§ 3.3.6 we conclude that
Corollary 8.63. Suppose thatw(x) is positive on (1,q). The mapping
f 7→
∫q
1
f(tx)w(t)dt (8.10.3)
defines a linear transformation PA −→ P.
Corollary 8.64. If f ′ ∈ PA then Dq(f) ∈ P.
Proof. Immediate from the computation∫q
1
f ′(tx)dt = (f(qx) − f(x))/x = (q− 1) Dq(f)
We also have convolution. If f(x) ∈ PA then replacing x by x/q in (8.10.2)
shows
f(x/q)≪ f(x/t)≪ f(x) if 1 6 t 6 q (8.10.4)
Equations (8.10.2) and (8.10.4) are reversed if 0 < q < 1. We can now apply
Lemma 8.60 to conclude
Lemma 8.65. If f, g ∈ PA where Ax = qx, and w(t) is positive on (1,q) if q > 1
and on (q, 1) if 0 < q < 1 then∫q
1
w(t)f(xt)g(x/t)dt ∈ P
.
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8.11 Determinants and PA
In this section we look at connections between PA and polynomials of the
form |xD + C| with symmetric C and diagonal D. We show that there is an
analog of the differentiation formula (8.2.4) where the factors are replaced by
determinants of principle submatrices. The rest of the section is concerned
only with Ax = x+ 1.
We assume that D is an n by n diagonal matrix with diagonal entries ai,
and C = (cij) is a symmetric matrix. We are interested in the matrix M =
xD+ C. IfM[i] is the ith principle submatrix, then
d
dx
det(M) = a1 det(M[1]) + · · ·+ an det(M[n]) (8.11.1)
The formula for the affine derivative is similar:
Lemma 8.66. Assume all ai are positive. IfM[r] is constructed fromM[r] by apply-
ing A to the first r− 1 diagonal elements ofM[r] then
DA det(M) = a1 det(M[1]) + · · ·+ an det(M[n]) (8.11.2)
For example,
M =
a1x+ c11 c12 c13c12 a2x+ c22 c23
c13 c23 a3x+ c33

M[1] =
(
a2x+ c22 c23
c23 a3x + c33
)
M[2] =
(
A(a1x+ c11) c13
c13 a3x+ c33
)
M[3] =
(
A(a1x+ c11) c12
c12 A(a2x+ c22)
)
DA det(M) = a1 det(M[1]) + a2 det(M[2]) + a3 det(M[3])
Proof (of 8.66). Note that the term aidet(m[i]) is the determinant of the n by
n matrix formed from M by setting all elements of the i-th row and column
to zero, except for the main diagonal element, which is ai. Since all terms of
the equation are now n by nmatrices, we can multiply byD−1/2 on each side,
and so we may assume that all ai are equal to 1. We now apply the following
lemma, with y = Ax, to finish the proof.
Lemma 8.67. If C is an n by n symmetric matrix, and Dk is the n by n diagonal
matrix whose first k diagonal elements are y and the remaining ones are x then
det(C + xI) − det(C + yI)
x− y
=
det (C+D1)[1] + det (C+D2)[2] + · · ·+ det (C +Dn)[n] (8.11.3)
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Notice that in the special case that M is a diagonal matrix the formula
(8.11.2) reduces to (8.2.4). The limit of (8.11.3) as y→ x is (8.11.1).
For the remainder of this section we restrict ourselves to Ax = x + 1 and
Psep. If f(x) =
∏
(x − ri) then the polynomials f/(x − ri) are mutually in-
terlacing. It is easy to find examples where the determinants of the principle
submatrices of |xI + C| are not mutually interlacing. However, if |xI + C| is
in Psep then we can find a family of mutually interlacing polynomials that
generalize the f[k] of (8.3.5).
LetM = xI+ C and writeM =
∣∣∣ x+c11 vvt M[1] ∣∣∣. Then∣∣∣∣A(x+ c11) vvt M[1]
∣∣∣∣ = ∣∣∣∣x+ c11 vvt M[1]
∣∣∣∣+ ∣∣∣∣ 1 0vt M[1]
∣∣∣∣
= |M|+ |M[1]|
Since |M|⋖ |M[1]|we see that
|M|≪
∣∣∣∣A(x+ c11) vvt M[1]
∣∣∣∣
If we letM[r] be the result of applying A to the first r diagonal elements ofM
then inductively we see that
|M|≪ |M[1]|≪ |M[2]|≪ · · · ≪ |M[n]| = A|M|
Thus, if |M| ∈ Psep then |M|≪A|M| and consequently the following polyno-
mials are mutually interlacing{
|M|, |M[1]|, |M[2]|, · · · , |M[n−1]|,A|M|
}
Every factor of a polynomial in Psep is in Psep, but the analogous property
does not hold for principle submatrices. For instance, the matrixM below has
the property that δ(|M[k]|) < δ(|M|) for k = 1, 2, 3, 4, 5.
x+ 2 4 6 6 5
4 x+ 2 5 8 6
6 5 x 7 6
6 8 7 x+ 2 4
5 6 6 4 x

However, the roots are always distinct.
Lemma 8.68. If M = xI + C is a matrix whose determinant has all distinct roots,
then the determinants of all principle submatrices have all distinct roots.
Proof. The determinant of a principle submatrix interlaces the determinant of
M.
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8.12 The case Ax = qx with q > 1
In this section we consider the affine transformation Af(x) = f(qx) where we
first assume that that q > 1. We know that f≪Af implies that f ∈ Palt. There
are simple conditions on the roots that characterize such polynomials. If the
roots of f are {ai} then the roots of Af are {ai/q}. If f ∈ Palt then since q > 1
the ordering of the roots is
a1/q < a1 < a2/q < a2 < · · ·
The ratio of consecutive roots is at least q. Conversely, if f ∈ Palt and the
ratio of consecutive roots is at least q then f≪Af.
The affine derivative is called the q-derivative, and is given in (8.2.1). The next
lemma specializes the results in Section 8.2.
Corollary 8.69. Suppose Ax = qx where q > 1. The following are true:
1. If f ∈ PA then f ∈ Palt.
2. If f ∈ PA then f′ ∈ PA.
3. If f ∈ PA then Dqf ∈ PA.
4. If f≪g ∈ PA then Dqf≪ Dqg.
5. If g ∈ Palt and f ∈ PA then g(A)f ∈ PA.
6. If g ∈ Palt and f ∈ PA then g( Dq)f ∈ PA.
For example, if we take g = (x− 1)n then the following polynomials are in
PA:
(A− 1)nf =
n∑
i=0
(
n
i
)
f(qix)
( Dq − 1)nf =
n∑
i=0
(
n
i
)
Dqif(x)
In order to apply Lemma 8.14 we need the following formula for higher
derivatives that is easily proved by induction:
Dqm g(x) =
1
(q− 1)mq(
n
2 )xm
m∑
i=0
(−1)i
(
m
i
)
q
q(
i
2) g(qix).
(
n
i
)
q
is the Gaussian binomial coefficient defined by(
n
i
)
q
=
[n]!
[k]! [n − k]!
where as usual [n]! = [n][n − 1] · · · [1].
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Corollary 8.70. If g ∈ PA andm is a positive integer then
1
xm
m∑
i=0
(−1)i
(
m
i
)
q
q(
i
2) g(qix) ∈ PA.
Lemma 8.15 implies that
Lemma 8.71. Suppose f ∈ PA ∩ Ppos and q > 1. For all positive x∣∣∣ f(qx) f(x)
f(q2x) f(qx)
∣∣∣ > 0
8.13 The case Ax = qx with 0 < q < 1
The cases q > 1 and 0 < q < 1 are closely related. Let Aq(x) = qx, and
A1/q(x) = x/q. Consequently, if f ∈ P then
f(x)≪Aq f(x) ⇐⇒ f(−x)≪A1/qf(−x)
The transformation x 7→ −x is a bijection between PA for q > 1 and PA for
0 < 1/q < 1.
For the rest of this section we assume that 0 < q < 1.
The fundamental polynomials in PA are
(−x;q)n = (1 + x)(1 + qx)(1 + q
2x) + · · · (1 + qn−1x)
which have roots
−q−(n−1) < −q−(n−2) < · · · < −q−1 < −1
Note that Dq(x;q)n = [n](x;q)n−1.
We can translate the results of Lemma 8.69:
Corollary 8.72. Suppose Ax = qx where 0 < q < 1. The following are true:
1. If f ∈ PA then f ∈ Ppos.
2. If f ∈ PA then f′ ∈ PA.
3. If f ∈ PA then Dqf ∈ PA.
4. If f≪g ∈ PA then Dqf≪ Dqg.
5. If g ∈ Ppos and f ∈ PA then g(A)f ∈ PA.
6. If g ∈ Ppos and f ∈ PA then g( Dq)f ∈ PA.
Lemma 8.15 implies that
Lemma 8.73. Suppose f ∈ PA ∩ Ppos and 0 < q < 1. For all positive x∣∣∣ f(qx) f(x)
f(q2x) f(qx)
∣∣∣ < 0
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8.14 The q-exponential
In this section we continue to assume that 0 < q < 1. We will use the q-
exponential EA of (8.4.2) to derive properties of the q-Laguerre polynomial.
We have already seen Eq(x) in (5.1.1). Eq(x) is an entire function if |q| < 1. Us-
ing the product representation it is easy to verify that DqEq(αx) = αAEq(αx).
From (5.1.1) we see that all the terms have positive coefficients, and the
roots of the q-exponential Expq(x) are {−q
−n}
∞
n=1, so clearly we have
Eq(x)≪AEq(x)
Thus, Eq is an entire function that is in the closure of P
A.
The Rodrigues’ formula for Laguerre polynomials is
Ln(x) =
1
e−x
1
n!
Dn(e−xxn)
We define the q-Laguerre polynomials by the formula
LAn(x) =
1
AnEq(−x)
Dqn(Eq(−x)(−x;q)n)
However, since Eq(−x) 6∈ P̂A, it is by no means obvious that this is even a
polynomial, let alone that it is in PA. To this end, define
S(n) =
{
f · An(Eq(−x)) | f ∈ PA
}
We can control the action of Dq in S(n):
Lemma 8.74. For any non-negative integer n, Dq : S(n) −→ S(n + 1)
Proof. Apply the q-Leibnitz formula to the product:
Dq(f ·AnEq(−x)) = Dqf · A(AnEq(−x)) + f · Dq(AnEq(−x))
= Dqf · An+1Eq(−x) − qnf · An DqEq(−x)
= ( Dqf − qnf) · An+1Eq(−x)
Since Dqf − qnf ∈ PA by Lemma 8.5 it follows that Dq(f · AnEq(−x)) is in
S(n + 1).
Corollary 8.75. The q-Laguerre polynomials are in PA.
Proof. Since (−x;q)n ∈ PA, it follows that (−x;q)n · Eq(−x) is in S(0). The
Lemma above shows that Dnq([−x;q)n · Eq(−x)] is in S(n). This means that it
has the form g ·AnEq(−x) where g is in PA, which proves the corollary.
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There is a simple formula for the q-Laguerre polynomials.
LAn(x) =
n∑
i=0
(−1)i xi
(
n
i
)
[n]!
[i]!
There are several q-analogs of the Hermite polynomials [103]. The variant
that we use is motivated by the desire for a recursive formula similar to (7.8.6).
We set Hq0 = 1,H
q
1 = x and
H
q
n+1 = xH
q
n − q
n [n]H
q
n−1.
Since the coefficient of Hqn−1 is negative whenever q is positive, we see that
H
q
n has all real roots for all positive q. From the definition it is easy to show
by induction that
DqHqn = [n]H
q
n−1
which is the desired analog of (7.8.6). If we combine these last two equations
we find
Hqn = (x− q
n−1 Dq)(x− qn−2 Dqq) . . . (x− Dq)(1).
which is the q-analog of the identity Hn = (2x− D)n(1).
The q-hermite polynomials can not be in PA since they have both positive
and negative roots. However, they appear to be nearly so. See Question 83.
8.15 q-transformations
In this section we show that certain linear transformations associated to q-
series map appropriate subsets of P to P. From earlier results specialized to
the case at hand we have
Corollary 8.76. Let Ax = qx where q > 1.
1. The linear transformation xn 7→ q(n2 )xn maps Palt −→ Palt ∩ PA.
2. The linear transformation xn 7→ (−x;q)n maps Palt −→ P(1,∞) ∩ PA.
We next study the latter transformation and its inverse for all values of q.
Define
Tq(x
i) = (x;q)i = (1 − x)(1 − qx) · · · (1 − qi−1x) (8.15.1)
We will show the following:
Theorem 8.77. If Tq is defined in (8.15.1), then
1. If 0 < q < 1 then Tq : P
R\(0,1) −→ PR\(0,1).
2. If 0 < q < 1 then T−1q : P
(0,1) −→ P(0,1).
3. If 1 < q then Tq : P
(0,1) −→ P(0,1).
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4. If 1 < q then T−1q : P
R\(0,1) −→ PR\(0,1).
The idea is to discover the recursion relations satisfied by Tq and T
−1
q . We
will show that T(1/q) = T
−1
q , and this allows us to prove the results about T
−1
q .
From the definition
Tq(x · xn−1) = Tq(xn) = (1 − x)(1 − qx)(1 − q2x) · · · (1 − qn−1x)
= (1 − x)A
(
(1 − x)(1 − qx) · · · (1 − qn−2))
= (1 − x)ATq(x
n−1)
which by linearity implies
Tq((x + b)f) = (1 − x)ATq(f) + bTq(f) (8.15.2)
Similarly,
x Tq(x
n) =
1
qn
(
Tq(x
n) − Tq(x
n+1)
)
= Tq( (1 − x)A
−1 xn)
T−1q (xTq(x
n)) = (1 − x)A−1xn
T−1q (xTq(g)) = (1 − x)A
−1 g
Setting g = T−1q (f) yields
T−1q (xf) = (1 − x)A
−1T−1q (f)
Applying this last recursion to xn yields
T−1q (x
n) =
(
1 −
x
1
)(
1 −
x
q
)
· · ·
(
1 −
x
qn−1
)
= T1/q(x
n)
Consequently, we have the equality T−1q = T1/q. This relation shows that
part 1 of Theorem 8.77 implies part 4, and part 3 implies part 2.
The next Lemma establishes properties of the recurrence (8.15.2).
Lemma 8.78. Suppose that 0 < q < 1, b is positive, A(x) = qx, and define
S(f) = (1 − x)Af + bf.
Then if f ∈ P(1,∞) and A(f)≪ f then S(f) ∈ P(1,∞), and AS(f)≪ S(f).
Proof. Since A(f)≪ f and all roots of f are greater than 1 it follows that (1 −
x)A(f)≪ f. By linearity, we know that (1− x)A(f)+bf+γf ∈ P for any γ, and
consequently S(f)⋖ f. This also shows that S(f) ∈ P. Since f ∈ P(1,∞) we know
that S(f) has at most one root less than 1. It’s easy to see that the coefficients of
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S(f) alternate, so S(f) ∈ Palt. We need to show that S(f) has no roots in (0, 1).
The leading coefficients of f and S(f) alternate in sign, and it’s easy to check
that f is positive as x → −∞. Since all roots of f are greater than 1, it follows
that f is positive on (0, 1). Similarly, A(f) is positive on (0, 1). Finally 1 − x is
positive on (0, 1), and so S(f) is positive there. This implies that S(f) ∈ P(1,∞).
It remains to show that A(S(f))≪ S(f), and we do this by analyzing the
location of the roots of S(f). Suppose that the roots of f are r1 < · · · < rn. The
roots of Af are r1
q
< · · · < rn
q
, and since Af≪ f we have the ordering
1 < r1 <
r1
q
< r2 <
r2
q
< · · · < rn < rn
q
The signs of f and Af are constant on each of the intervals defined by consecu-
tive terms of the above sequence. Now 1− x is negative for x > 1, so the roots
of S(f) lie in the intervals where f and Af have the same sign. Since both f and
Af have the same sign on ( rn
q
,∞) the roots of S(f) are located in the intervals
(
r1
q
, r2), (
r2
q
, r3), · · · (rn−1
q
, rn), (
rn
q
,∞)
Since S(f)⋖ f there is exactly one root in each interval. The smallest possible
ratio between the first two roots of S(f) is found by taking the largest possible
first root, r2, and dividing it into the smallest possible second root,
r2
q
. This
ratio is 1
q
, and the same argument applies to all the possible ratios. Since all
consecutive ratios of the roots of S(f) are at least 1
q
, we find that AS(f)≪ S(f).
Proof of Theorem 8.77. We begin with part 1, so assume that 0 < q < 1 and
f ∈ P(1,∞). Now Tq((x + b)f) = S(Tq(f)) by (8.15.2), so by induction it suffices
to prove our result for f linear, which is trivial. The case for f ∈ Ppos is similar
and omitted.
The proof of part 3 is entirely similar to part 2 - we need a modified ver-
sion of Lemma 8.78 - and is omitted. As observed above, the remaining parts
follow from 1 and 3.
8.16 Newton’s inequalities for Ax = qx and Ax = x + 1
Suppose Ax = qx where q > 0. The coefficients of a polynomial in PA satisfy
constraints that are the q-generalizations of Newton’s inequalities. The key
observation is that PA is closed under reversal.
Lemma 8.79. If Ax = qx,q > 0 and f ∈ PA then frev ∈ PA.
Proof. If the roots of f are
r1 < r2 < · · · < rn
then the roots of frev are
1
rn
<
1
rn−1
< · · · < 1
r1
.
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Since f ∈ PA the ratio of consecutive roots of f satisfies ri+1/ri > q for 1 6 i <
n. The ratio of consecutive roots of frev satisfies
1/rk
1/rk+1
> q
and so frev ∈ PA.
Proposition 8.80. IfAx = qx and we choose f(x) = a0+ · · ·+anxn in PA(n) then
a2k+1
akak+2
>
4
(q + 1)2
[k + 2][n− k]
[k+ 1][n − k− 1]
(8.16.1)
In addition,
a2k+1
akak+2
>
1
q
4
(q+ 1)2
[k + 2][n− k]
[k+ 1][n− k − 1]
(8.16.2)
Proof. We follow the usual proof of Newton’s inequalities. Write
f(x) =
n∑
k=0
bk
(
n
k
)
q
xk
where
(
n
k
)
q
= [n]!/([k]![n − k]!). The q-derivative of f satisfies
Dqf = [n]
n∑
k=1
bk
(
n − 1
k− 1
)
q
xk−1
Consequently, if we then apply the q-derivative k times, reverse, apply the
q-derivative n− k− 2 times, and reverse again, the resulting polynomial is in
PA:
[n] · · · [n− k+ 1]
(
bk
(
2
0
)
q
+ bk+1
(
2
1
)
q
x+ bk+2
(
2
2
)
q
x2
)
(8.16.3)
After removing the constant factor, the discriminant satisfies
(q+ 1)2 b2k+1 − 4bkbk+2 > 0
Substituting bk = ak/
(
n
k
)
q
and simplifying yields the first conclusion.
Now suppose that 0 < q < 1. The roots of (8.16.3) are negative, and the
coefficients are positive. Let
r1 =
−(q+ 1)bk+1 −
√
(q+ 1)2b2k+1 − 4bkbk+2
2bk+2
r2 =
−(q+ 1)bk+1 +
√
(q+ 1)2b2k+1 − 4bkbk+2
2bk+2
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Since (8.16.3) is in PA we know r1 6 q r2 so
0 6 r2 − q r1 = (q+ 1)
(
(q− 1)bk+1 +
√
(q+ 1)2b2k+1 − 4bkbk+2
)
/2bk+2
Simplifying yields qb2k+1 > bkbk+2 which establishes the second part
Remark 8.81. The product
n−1∏
k=0
(x+ qk) =
n∑
k=0
xk
(
n
k
)
q
q(
n−k
2 ) (8.16.4)
has Newton quotients
1
q
[k + 2][n− k]
[k+ 1][n− k − 1]
.
Numerical computation suggests that this is probably the best possible bound.
Example 8.82. If q = 1 then 4/(q+1)2 = 1 and [n] = n, so (8.16.1) becomes the
usual Newton inequalities (4.3.1). If we take f(x) = a0+a1x+a2x
2+a3x
3 ∈ PA
then
k = 1
a21
a0a2
>
4
(q+ 1)2
(1 + q+ q2) > 3
k = 2
a22
a1a3
>
4
(q+ 1)2
(1 + q+ q2) > 3
The bound 3 is the same as the usual Newton’s inequality bound, and is real-
ized if q = 1. If q 6= 1 then the bound is better. For example, if q = 2 then the
ratio is at least 3 19 .
Although the reverse of a polynomial in Psep generally isn’t in Psep, there
are also inequalities for the coefficients of polynomials in Psep ∩ Ppos. The
idea is to apply Proposition 3.22 to the interlacing f⋖∆f. For example, if
f = a0 + · · · + a3x3 ∈ Psep ∩ Ppos then from the Proposition the following is
totally positive:
a1 + a2 + a3 2a2 + 3a3 3a3 0 . . . . . .
a0 a1 a2 a3 0 . . .
0 a1 + a2 + a3 2a2 + 3a3 3a3 0 . . .
0 a0 a1 a2 a3 . . .
...
...
...
...
...
. . .

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For example, from the submatrix
(
a2 a2
2a2 + 3a3 3a3
)
we get the inequality
a2 > 3a3. The corresponding matrix for a polynomial of degree n is(
an−1 an
(n − 1)an−1 +
(
n
2
)
an nan
)
from which we conclude that an−1 >
(
n
2
)
an.
8.17 The case Ax = −x
In this section we look at the transformation A(x) = −x. This is a degenerate
case, but the associated linear transformation is interesting. We can character-
ize the elements of PA in terms of pairs of interlacing polynomials.
Lemma 8.83. IfA(x) = −x and f(x)≪ f(−x) then there are f0, f1 in Ppos such that
f0 ←− f1 and f = f0(x) f1(−x). Conversely, given f0, f1 satisfying these conditions
then f0(x) f1(−x) is in P
A.
Proof. Write f(x) = f0(x)f1(−x) where f0(x) contains all the negative roots,
and f1(−x) all the positive roots. Since f(−x) = f0(−x)f1(x) the result follows
easily from consideration of the interlacing of f(x) and f(−x).
The affine derivative of f(x) is (f(x) − f(−x))/2x. If we write
f(x) = a0 + a1x + a2x
2 + a3x
3 + · · ·
then the affine derivative is
DA(f) =
1
2
(a1 + a3x
2 + a5x
4 + · · · ).
If we recall the odd part of f
fo(z) = a1 + a3z + a5z
2 + · · ·
then we can write
DA(f) =
1
2
fo(x
2).
An unexpected consequence is that
DA( DA(f) ) = 0.
We saw the odd part (and the even part) of f in § 7.7.15. Since the roots
of DA(f) are the square roots of the roots of fo we see that in order to have
DA(f) ∈ P we must have that the signs of DA(f) alternate. See Lemma 2.6.
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One result of these computations is that if the degree of f is even then the
degree of DA(f) is two less than the degree of f, and so does not interlace f. It
is also easy to verify that we do not have interlacing if the degree is odd.
There is a linear transformation associated with A that maps Ppos to PA.
Define
T(xn) = x · Ax · A2x · · · An−1x = (−1)(n2 )xn
Unlike linear transformations P −→ P (Corollary 1.50), the leading coefficients
of this transformation neither alternate, nor have the same sign.
Lemma 8.84. If T(xn) = (−1)(
n
2 )xn then
1. T : Ppos ∪ Ppos −→ P
2. If f ∈ Ppos(2n) then (Tf)(x)≪ (Tf)(−x).
3. If f ∈ Ppos(2n+ 1) then (Tf)(−x)≪ (Tf)(x).
Proof. We first get the recurrence relation for T .
T(x xn) = (−1)(
n+1
2 )xn+1 = x (−1)(
n
2 )(−x)n = x (Txn)(−x)
and by linearity
T(xf) = x(Tf)(−x)
T((x + α)f) = x (Tf)(−x) + α (Tf)(x)
We use this recursion to prove the lemma by induction on the degree of f.
For n = 1 we chose a > 0. Now T(x+a) = x+a so we have that−x+a≪x+a
since a is positive.
We will do one of the cases; the others are similar. Suppose that g =
(x + a)f ∈ Ppos(2n). Then f ∈ Ppos(2n − 1) and by induction hypothesis
(Tf)(−x)≪ (Tf)(x). We want to show that (Tg)(x)≪ (Tg)(−x). From the re-
currence relation
(
Tg(x)
A(Tg(x))
)
=
(
(Tg)(x)
(Tg)(−x)
)
=
(
x(Tf)(−x) + a(Tf)(x)
−(x(Tf)(x) + a(Tf)(−x))
)
=
(
x a
a −x
)(
(Tf)(−x)
(Tf)(x)
)
Tg≪ATg follows from Corollary 3.54 since ATf≪ Tf.
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8.18 The case Ax = 0
It is surprising that the degenerate case Ax = 0 leads to interesting results.
The class PA is empty, since Af = f(0) is a constant, and can not interlace
f. However, there is a class of polynomials A0 that are based on the affine
derivative and its conjugate.
In this case the affine derivative is also called the lower truncation operator
since the effect of DA is to remove the lowest term:
DL(f) =
f(x) − f(0)
x− 0
DL(a0 + a1x+ · · · + anxn) = a1 + a2x+ · · · + anxn−1
The conjugate of the lower truncation operator by the reversal operator is the
upper truncation operator
DU(a0 + a1x+ · · · + anxn) = a0 + a1x+ · · · + an−1xn−1
Neither of these operators preserve roots (See p. 636.). This leads us to con-
sider a set of polynomials for which both operators preserve roots.
Definition 8.85. A0 is the largest set of polynomials in P
pos with all distinct
roots such that DU(A0) ⊂ A0 and DL(A0) ⊂ A0.
It is unexpected that there is a characterization of the members of A0 in
terms of coefficients, and that this characterization is a kind of converse of
Newton’s inequalities (Theorem 4.8).
Corollary 8.86. A polynomial f =
∑
aix
i in Ppos with all distinct roots is in A0 if
and only if (5.4.1) holds.
Proof. If f ∈ A0 then by applying the right combinations of DU and DL we find
that ai−1 + aix + ai+1x
2 is in A0. Since all polynomials in A0 have all distinct
roots the inequalities follow.
Conversely, suppose that the coefficients of f satisfy (5.4.1). If we apply
either DL or DU to f then the resulting polynomial g has the same coefficients
as f, except for either a0 or an. Consequently, g also satisfies the conditions of
Theorem 5.19 and so has all real roots, all distinct.
The class A0 satisfies the usual closure properties
Corollary 8.87. A0 is closed under differentiation and the exponential operator.
Proof. If f =
∑
aix
i is in A0 then we only need check that the coefficients of f′
and EXPf satisfy (5.4.1). This is immediate from (5.4.1) and
i2a2i > 4 (i− 1)(i+ 1)ai−1ai+1
a2i
(i!)2
> 4
ai−1
(i− 1)!
ai+1
(i + 1)!
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It is not the case that DL(f) and f interlace. In fact, they are as far from
sign interlacing as possible. If r is a non-zero root of f ∈ P±, then DL(f)(r) =
−f(0)/r, and so DL(f) has the same sign at all roots of f.
Part II
Polynomials in several variables
253
CHAPTER
9
-
Polynomials in two variables
In this chapter we generalize our results from polynomials in one variable to
polynomials in two variables. Our goal is to generalize P and Ppos, to define
interlacing even though there are no roots, and to use these facts to deduce
properties of polynomials in one variable.
9.1 The substitution property and determinants
All the polynomials that we will consider in this chapter satisfy a property
called substitution. This is the analog of “all real roots” for polynomials in two
variables. However, this alone is not sufficient; wewill need another condition
to generalize P.
Definition 9.1. If f is a polynomial in variables x,y then f satisfies x-
substitution if for every choice of a in R the polynomial f(x,a) has all real
roots, and the number of roots is the same for all a. We say that f satisfies
substitution if it satisfies x-substitution and y-substitution. We let Sub2 be the
set of all polynomials in two variables that satisfy substitution.
A polynomial can satisfy x-substitution and not y-substitution. Figure 9.1
shows the graph f(x,y) = 0 of such a polynomial of total degree 2. Every
vertical line meets the graph in two points, so f satisfies y-substitution. Since
there are some horizontal lines that do not meet the graph, f does not satisfy
x-substitution.
In the remainder of this section we discuss the substitution properties of
polynomials that are defined by determinants.
Example 9.2. We start with an example of a polynomial that satisfies a differ-
ent kind of substitution. Recall that the eigenvalues of a symmetric matrix are
all real. Choose symmetric matrices A,B and consider the polynomial
f(x,y) = |I+ xA + yB| (9.1.1)
254
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Figure 9.1: The graph of a polynomial satisfying y but not x-substitution.
where I is the identity matrix. We claim that f(x,y) satisfies the property:
• For any α,β the polynomial f(αz,βz) has all real roots.
Indeed, we see that
g(z) = f(αz,βz) = |I+ z(αA + βB)|.
Since αA+ βB is symmetric, the roots of g(z) are given by −r−1 where r is an
eigenvalue of αA+ βB.
It is not the case that |I + xA + yB| satisfies substitution. Here’s a small
example:
A =
(
2 4
4 4
)
B =
(
2 4
4 2
)
f(x,y) = |I+ xA+ yB| = 1 + 6 x− 8 x2 + 4y− 20 x y− 12y2
f(x, 1) = −7− 14 x− 8 x2
and the latter polynomial has two complex roots. Figure 9.2 shows why ev-
ery line through the origin will meet the graph, yet there are horizontal and
vertical lines that miss it.
Example 9.3. We again start with equation (9.1.1). Now assume that
A,B,A−1B are invertible and symmetric
We claim that
• For any α,β the polynomial f(αz,βz) has all real roots.
• f(x,y) satisfies x and y substitution.
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Figure 9.2: Meets all lines through the origin, fails substitution
Choose α ∈ R and observe
f(x,α) =
∣∣A∣∣ · ∣∣xI+ (αA−1B+A−1)∣∣
Since A−1B and A are symmetric by hypothesis, αA−1B + A−1 is symmetric.
Thus the roots of f(x,α) are all real since they are the negative of the eigenval-
ues of a symmetric matrix. For f(α, x), notice that B−1A is symmetric, since
it’s the inverse of a symmetric matrix.
It is easy to findmatrices that satisfy the assumptions of this example: take
A and B to commute. For example, we take
A =

1 −1 −1 1
−1 −1 0 −3
−1 0 −2 1
1 −3 1 1

and let B = A2/10. Figure 9.3 shows the graph of the determinant, where the
dot is the origin. The segments are not linear, even though they appear to be.
It is clear that it satisfies substitution, and every line through the origin meets
the graph in 4 points.
Example 9.4. Next, we assume that A,B are symmetric and positive definite
n by nmatrices. We claim that f(x,y) in (9.1.1) satisfies these properties:
• For any α,β the polynomial f(αz,βz) has all real roots.
• f satisfies x and y substitution.
• All coefficients of f are positive.
The first part follows as before sinceA,B are symmetric. Next,A is positive
definite, and so it has a positive definite square root. Let E2 = A where E is
positive definite. Factoring out |A| yields
f(x,y) = |A| · |xI+ yE−1BE−1 +A−1|
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Figure 9.3: The graph of a determinant
This representation shows that f(x,α) has all real roots. Factoring out B shows
that f(α,y) has all real roots. The fact that all the coefficients are positive
follows from a more general fact [161].
Lemma 9.5. Suppose that A1, . . . ,Ad are positive definite. All the coefficients of
|x1A1 + · · ·+ xdAd| are positive.
Proof. We prove it by induction, and it is immediate for d = 1. Assume all
matrices are n by n. If I is a subset of {1, 2, . . . ,n}, and M is a matrix, then
M[I] denotes the matrix composed from the rows and columns ofM listed in
I. Since A1 is positive definite, we may conjugate by A
−1/2
1 , and so assume
that A1 = I, the identity. Upon expanding the determinant we see that
|x1I + (x2A2 + · · ·+ xdAd)| =
∑
I
x
n−|I|
1 (x2A2 + · · · xdAd)[I]
Now any principle submatrix of a positive definite matrix is positive definite,
so all the terms in the sum are positive definite. Thus, by the inductive hy-
pothesis, all the summands have positive coefficients, and so the lemma is
proved.
The following is a sort of converse to the above, in that it allows us to de-
termine that the eigenvalues are positive from properties of the polynomials.
Lemma 9.6. IfA is a matrix and |I+xA| ∈ Ppos thenA has all positive eigenvalues.
Proof. If the eigenvalues ofA are r1, . . . , rn then |I+xA| =
∏
(1−xri). Since |I+
xA| is in Ppos it has all negative roots, which implies that all ri are positive.
A consequence of this lemma is a kind of converse to Lemma 9.5.
Corollary 9.7. IfA,B are matrices, and f(x,y) = |I+xA+yB| is a polynomial that
satisfies
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1. All coefficients of f are positive.
2. f(x, 0) ∈ P.
3. f(0, x) ∈ P.
then A and B have positive eigenvalues.
Example 9.8. Here is another way of constructing matrices that satisfy substi-
tution that wewill study in detail later. We assume thatA andC are symmetric
n by nmatrices, A is positive definite, and define
f(x,y) = det(xA + yI+ C) (9.1.2)
We claim that
• f(x,y) satisfies x and y substitution.
• The coefficients of terms of degree n are positive.
By assumption αA + C is symmetric, so f(α,y) has all real roots, since its
roots are the negative eigenvalues of αA + C. Let A = E2 where E is positive
definite. Since
f(x,y) = |A| · |xI+ yA−1 + E−1CE−1|
and E−1CE−1 is symmetric, it follows that f(x,α) has all real roots.
The polynomial fH(x,y) formed by the terms of degree n is det(xA + yI),
and the roots of fH(1,y) are the negative eigenvalues of A. Thus, all roots of
f(1,y) are negative since A is positive definite, and hence fH has all positive
coefficients.
We summarize the different matrices in Table 9.1.
A B A−1B C Sub. fH Coefficients
positive positive
sym. sym. I
sym. sym. sym. I X
posdef. posdef I X X X
posdef. I sym. X X
Table 9.1: Properties of |Ax+ By+ C|
We can compute an explicit example of Lemma 9.5 that shows all terms
are non-negative; this properly belongs in a later chapter since the matrices
are only positive semi-definite.
Lemma 9.9. Suppose that X = diag(xi), Y = diag(yi) are d by d diagonal matri-
ces, and v1, . . . , vd are d-vectors. LetM = (v
t
1 , . . . , v
t
d)
t. Then
|X+ y1v
t
1v+ · · ·+ ydvtdvd| =
∑
I⊂{1,...,d}
XI′ YI |M[I])|
2
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Proof. By induction it1 suffices to evaluate |y1v
t
1v+ · · ·+ ydvtdvd|. But this can
be written as
|MtYM| = |Mt||Y||M| = y1 · · ·yd |M|2
Corollary 9.10. IfA is symmetric, |I+ xA| =
∏d
1 (1+ rix), v1 . . . , vd are d-vectors
then
|I+ xA+ y1v
t
1v1 + · · · + ydvtdvd| =
∑
I⊂{1,...,d}
f(x)∏
i∈I(1 + rix)
YI |M[I]|
2
Proof. Diagonalize A and apply the lemma.
If d = 2 we have
|I+ xD+ y1v1v
t
1 + y2v2v
t
2 | =
= f+ y1
∑
v21,i
f
1 + xri
+ y2
∑
v22,i
f
1 + xri
+ y1y2
∑
i<j
∣∣∣∣v1,i v1,jv2,i v2,j
∣∣∣∣2 f(1 + xri)(1 + xrj) (9.1.3)
The statement for n = 3 is
|I+ xD+ y1v1v
t
1 + y2v2v
t
2 + y3v3v
t
3 |
= f+ y1
∑
v21,i
f
1 + xri
+ y2
∑
v22,i
f
1 + xri
+ y3
∑
v23,i
f
1 + xri
+ y1y2
∑
i<j
∣∣∣∣v1,i v1,jv2,i v2,j
∣∣∣∣2 f(1 + xri)(1 + xrj)
+ y1y3
∑
i<j
∣∣∣∣v1,i v1,jv3,i v3,j
∣∣∣∣2 f(1 + xri)(1 + xrj)
+ y2y3
∑
i<j
∣∣∣∣v2,i v2,jv3,i v3,j
∣∣∣∣2 f(1 + xri)(1 + xrj)
+ y1y2y3
∑
i<j<k
∣∣∣∣∣∣
v1,i v1,j v1,k
v2,i v2,j v2,k
v3,i v3,j v3,k
∣∣∣∣∣∣
2
f
(1 + xri)(1 + xrj)(1 + xrk)
(9.1.4)
9.2 Interlacing in Sub2
Interlacing can be easily defined for polynomials satisfying substitution.
1thanks to Neil White for this argument
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Definition 9.11. If f and g are polynomials that satisfy substitution, then we
say that f and g interlace if for every real α the polynomial f + αg satisfies
substitution. Using the definition of substitution, we can restate this in terms
of one variable polynomials:
If f, g ∈ Sub2 then f and g interlace iff for all a ∈ R we have that
f(x,a) and g(x,a) interlace, as do f(a,y) and g(a,y).
We define ⋖ in terms of these one variable polynomials.
If f, g ∈ Sub2 then f⋖g iff for all a ∈ R we have f(x,a)⋖g(x,a)
and f(a,y)⋖g(a,y).
For homogeneous polynomials in two variables we can verify interlacing
by reducing to a one variable problem.
Lemma 9.12. Suppose f, g ∈ Sub2 are homogeneous and that the coefficients of f
are all positive. The following are equivalent
1. f⋖g
2. f(1,y)⋖g(1,y)
3. f(x, 1)⋖g(x, 1)
Proof. Note that the first interlacing is in Sub2, and the last two in P. We
can substitute x = 1 in the first interlacing to deduce the second, so assume
f(1,y)⋖g(1,y). By assumption f(1,y) ∈ P±. If the roots of f(1,y) are r1, . . . , rn
then the roots of f(a,y) are {ri/a}, and the roots of f(x,b) are {b/ri}. There are
similar expressions for the roots of g. Since the roots are either all positive,
we have f(a,y)⋖g(a,y) and f(x,a)⋖g(x,a). Thus f and g interlace in Sub2.
Similarly we can show that 1 and 3 are equivalent.
The relation of interlacing is preserved under limits.
Lemma 9.13. Suppose fi, gi are in Sub2, and fi → f, gi −→ g where f, g are
polynomials. If fi and gi interlace for all i then f and g interlace.
Proof. Since fi + αgi is in Sub2 for all i, and fi + αgi converges to f + αg it
follows that f+αg ∈ Sub2. (See Lemma 10.3.) Consequently f and g interlace.
Substitution is not preserved under the operations of differentiation2. Con-
sequently, we must restrict ourselves to a subset of Sub2.
2 The partial derivative ∂f∂x1
of f = (x1 +x2 + 1)(x1 +x2)(x1 −x2) has imaginary roots for
x = −1/4.
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9.3 Polynomials in two variables
We continue our journey toward the generalization of P to polynomials in two
variables. For polynomials of one variable it is often important to know the
sign of the leading coefficient. For two variables the homogeneous part is the
analog of the leading coefficient. The homogeneous part will determine the
asymptotic behavior of the graph, which is central to our generalization.
If f is a polynomial in two variables, and we let x and y get large simul-
taneously then the behavior of f(x,y) is determined by the terms of highest
total degree. If the maximum total degree is n then
f(x,y) =
∑
i+j=n
cijx
iyj +
∑
i+j<n
cijx
iyj (9.3.1)
The homogeneous part fH is the first sum in (9.3.1).
Definition 9.14. A homogeneous polynomial f(x,y) = c0x
n + · · · + cnyn sat-
isfies the positivity condition iff all ci are positive.
Using the homogeneous part, we define the class P2 of polynomials that
forms the 2-dimensional analog of “polynomials with all real roots”.
Definition 9.15. P2(n) consists of all polynomials f of degree n such that f
satisfies x-substitution and y-substitution, and fH satisfies the positivity con-
dition.
P2 = P2(1) ∪ P2(2) ∪ P2(3) ∪ . . .
Sometimes the homogeneous part of a polynomial might be negative. For
instance, if f(x,y) ∈ P2(n), then the homogeneous part of f(−x,−y) has all
negative signs if n is odd. In this case, −f(−x,−y) ∈ P2. If n is even then
f(−x,−y) ∈ P2. To simplify exposition, we just write f(−x,−y) ∈ ±P2, which
is true for every n. We also express this as ±f(−x,−y) ∈ P2.
It’s useful to note that fH is not arbitrary.
Lemma 9.16. If f ∈ P2 then fH ∈ Ppos.
Proof. See the proof of the more general result (Lemma 10.11).
Here are a few elementary facts about P2 and fH.
Lemma 9.17.
1. If f(x,y) ∈ P2 then f(y, x) ∈ P2.
2. If also g(x,y) ∈ P2, then f(x,y)g(x,y) ∈ P2.
3. If a1, . . . ,an are positive, and b1, . . . ,bn are arbitrary, then
(x+ a1y+ b1)(x + a2y+ b2) · · · (x+ any+ bn) ∈ P2
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4. If g ∈ P2 then (fg)H = fH gH.
5. If g ∈ P2 has degree n− 1 then (f + g)H = fH.
6. (fH)H = fH.
7.
(
∂f
∂x
)H
= ∂
∂x
fH
Proof. f(y, x)H is the reverse of f(x,y)H and f(y, x) satisfies substitution since
f(x,y) does. The second part follows from the (fg)H = fH · gH. Since each
factor x+aiy+b is easily seen to be in P2, the product is in P2. The rest follow
easily from the definitions.
Let’s explore the definition of P2. We can write f(x,y) as a polynomial in
either x or y:
f(x,y) = f0(x) + f1(x)y+ · · ·+ fn(x)yn (9.3.2)
= f0(y) + f1(y)x + · · · + fm(y)xm (9.3.3)
=
∑
i,j cijx
iyj (9.3.4)
The homogeneous part fH is c0ny
n + · · · cn0xn. Consequently, n = m,
and fn(x) and f
n(x) are non-zero constants. The coefficient polynomials fi(x)
have x-degree n − i since the total degree of f is n and the leading coefficient
of fi is ci,n−i which is non-zero. We can summarize:
A polynomial f ∈ Sub2 given in (9.3.2),(9.3.3) is in P2 iff
• n = m
• The degree of fi and fi is n− i.
• The leading coefficients of f0, . . . , fn (and f0, . . . , fn) are posi-
tive.
Of course the coefficient polynomials are highly interrelated. We will see
shortly that consecutive coefficients interlace. A simple property is that if f in
(9.3.2) is in P2 then since f(x, 1) ∈ P we have that
f0 + f1 + · · ·+ fn ∈ P
If f1≪ · · · ≪ fn is a sequence of mutually interlacing polynomials then we
know that, from left to right, the roots appear in reverse order: fn, . . . , f1. It
follows that for any α ∈ R there is an i such that
f1(α), . . . , fi(α) all have the same sign ǫ
fi+1(α), . . . , fn(α) all have the same sign −ǫ.
We can use this observation to construct a family of polynomials that sat-
isfy substitution and have all coefficients in P, but are not in P2.
CHAPTER 9. POLYNOMIALS IN TWO VARIABLES 263
Lemma 9.18. Suppose f1≪ · · · ≪ fn and g1≪ · · · ≪gn are two sequences of mu-
tually interlacing polynomials. If
h(x,y) =
∑
fi(x)gi(y) =
∑
Fi(x)y
i =
∑
Gi(y)x
i
then
1. h(x,α) and h(α,y) are in P for all α ∈ R.
2. All Fi and Gi are in P.
3. Consecutive Fi’s and Gi’s interlace.
Proof. Note that h(x,α) =
∑
fi(x)gi(α). The observation above shows that
gi(α) has one sign change, so we can apply Lemma 1.23. This establishes the
first part.
Since F0 = h(x, 0) we see that F0 ∈ P. Now since {g′(y)} is a sequence of
mutually interlacing polynomials we know that
∑
fi(x)g
′
i(y) satisfies the first
part, and its constant term is F1. Continuing, all Fi are in P.
Next, for any β ∈ R the sequence {(x+β)gi(x)} is mutually interlacing. By
the second part the coefficient βFi + Fi−1 of y
i is in P. It follows that Fi and
Fi−1 interlace.
Although substitution holds for h, the degree condition does not. And, it
is not true that h ∈ P2 (take fi = gi). However, by Lemma 21.77 we know that
h is stable.
9.4 Inequalities for coefficients of a quadratic in P2
Let’s look at the simplest non-trivial polynomials in P2. Consider a quadratic
polynomial f(x,y) ∈ P2 where we write the terms in a grid
a02 y
2
a01 y a11 xy
a00 a10 x a20 x
2
We have inequalities for the coefficients on each of the three outside lines,
and the center square.
Lemma 9.19. If f ∈ P2 is a quadratic with the above coefficients, then
0 6 a201 − 4a02a00
0 6 a210 − 4a20a00
0 6 a211 − 4a02a20
0 6 a01a10 − a00a11
CHAPTER 9. POLYNOMIALS IN TWO VARIABLES 264
Proof. Since f(x, 0) ∈ P, the terms on the bottom row constitute the coefficients
of a polynomial in P, and the inequality is just Newton’s inequality. Similarly
for the left most terms. The diagonal terms are the coefficients of fH, which is
also a polynomial in P.
If we solve the equation for x, then the discriminant is
∆x = (a10 + a11 y)
2
− 4a20
(
a00 + a01 y+ a02 y
2
)
The discriminant of ∆x as a function of y is
∆y = 16
(
a02 a10
2 − a01 a10 a11 + a00 a11
2 + a01
2 a20 − 4a00 a02 a20
)
Since ∆x > 0, we know ∆y 6 0. Rewriting ∆y 6 0 yields
a11 (a10 a01 − a00 a11) > a02
(
a210 − 4a00 a20
)
+ a20 a
2
01
Now the all coefficients a20,a11,a02 are positive since f
H ∈ Ppos, and by the
above a210 − 4a00 a20 > 0, so we conclude a10 a01 − a00 a11 > 0.
Remark 9.20. We can determine when each of the inequalities is strict. The first
three are strict when the corresponding polynomials have all distinct roots. If
a10a01 − a00a11 = 0 then
0 = a02
(
a210 − 4a00 a20
)
+ a20 a
2
01
and both summands are zero by the lemma. Since a20 > 0 we see a01 =
0. Interchanging the roles of x and of y shows that a10 = 0. Finally, a
2
10 −
4a00 a22 = 0 implies a00 = 0. We conclude that f(x,y) looks like
a02 y
2
0 a11 xy
0 0 a20 x
2
Remark 9.21. Polynomials of degree two in P2 are more than three quadratic
polynomials spliced together. Consider the two variable polynomial
16y2
8y 17 x y
1 2 x 1 x2
The three polynomials on the boundary (x2+2x+1, x2+17x+16, x2+8x+16)
have all real roots, but the quadrilateral inequality is not satisfied, so the two
variable polynomial is not in P2. This phenomena will be considered later
(p. 322).
It is clear from the proof that if all four conditions of the lemma are satisfied
then the polynomial is in P2.
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Remark 9.22. We will see later (p. 323) that the last inequality (the quadrilat-
eral or rhombus inequality) is a consequence of interlacing of the coefficient
polynomials. It can’t be improved. For example, the diagram of coefficients
of the polynomial (x+ ǫ y+ 1)(ǫ x+ y+ 1) is
ǫ y2
(1 + ǫ)y (1 + ǫ2) xy
1 (1 + ǫ) x ǫ x2
and the ratio (a01a10)/(a00a11) equals
(1 + ǫ)2
1 + ǫ2
and this goes to 1 as ǫ→ 0. If r, s > 0 and we let
f(x,y) = (x + ǫ(y+ 1))r (y+ ǫ(x+ 1))s (ǫx+ y+ 1)(x + ǫy+ 1)
then as ǫ → 0 the ratio (ar,s+1ar+1,s)/(ar,sar+1,s+1) converges to 1. Thus,
there are no Newton inequalities with constant greater than 1.
The last inequality in Lemma 9.19 corresponds to the two adjacent trian-
gles with a vertex in the lower left corner. The two other corners do not give
the inequalities
a10a11 − a01a20 > 0 (right corner) (9.4.1)
a01a11 − a10a02 > 0 (upper corner)
as we see by expanding (x + y− 1)2:
y2
−2y 2 xy
1 −2 x x2
We will see later (Proposition 10.41 that if the coefficients are positive then
the inequalities (9.4.1) do hold.
Example 9.23. We can use these ideas to show that perturbations of products
aren’t necessarily in P2. Let
f = e+ (x + ay+ b)(x+ cy + d)
where a 6= c are positive. The discriminant ∆y is 16(a − c)2e. Since this is
positive for positive e, we conclude that there are perturbations of products
that are not in P2.
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For example, if f = (x + y)(x + 2y) + e, then f ∈ P2 if e 6 0, and f 6∈ P2 if
e > 0.
Although it is difficult to realize a set of numbers as the coefficients of a
polynomial in P
pos
2 , the determinant is the only restriction for a rhombus.
Lemma 9.24. Suppose that
(
a b
c d
)
is a matrix with positive entries. The following
are equivalent:
1. ad− bc > 0
2.
(
a b
c d
)
= (α01 α11α00 α10 ) for some
∑
αij x
i yj ∈ Ppos2 .
Proof. We may assume that c = 1. It suffices to consider the polynomial
f(x,y) = (1 + r1 x+ s1 y)(1 + r2 x+ s2 y).
We want to find positive r1, s1, r2, s2 such that(
a b
1 d
)
=
(
s1 + s2 r1 s2 + r2 s1
1 r1 + r2
)
.
Now it is easy to see that
(0,ad) =
{
r1 s2 + r2 s1 | s1 + s2 = a, r1 + r2 = d, r1, r2, s1, s2 > 0
}
.
Since b ∈ (0,ad) by the determinant hypothesis we have found f ∈ Ppos2 .
There are inequalities for the coefficients of f(x,y) ∈ P2 that come from
Proposition 5.38
Lemma 9.25. If f(x,y) =
∑n
0 fi(x)y
i ∈ P2 and 0 < k < n then
k∑
0
fi(x) fk−i(x)(−1)
k−i > 0
Proof. For any αwe apply Proposition 5.38 to f(α,y).
The inequality isn’t strict. If k = 0 then then the sum is f0(x)
2 which takes
on the value 0.
9.5 Solution curves
We have been discussing polynomials in P2 without actually looking at them.
The geometric perspective gives important information about these polyno-
mials. This is not surprising, since the condition that distinguishes P2 from
Sub2 concerns the structure of the homogeneous part, and the homogeneous
part constrains the geometry of the graph.
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If f(x,y) is any polynomial, then the graph of f is defined to be
Gf = {(x,y) | f(x,y) = 0}
For example, if we choose a fifth degree polynomial
f = (x+ y)(1 + x+ 2y)(1 + x+ 3y)(2 + x+ 3y)(2 + x+ 5y) (9.5.1)
then the graph of g = 4f + 3 ∂f
∂x
(see Figure 9.4) is surprising linear outside of
the central region. We will see later that g is in P2.
Figure 9.4: The graph of a polynomial in P2
We can decompose Gf into n curves, where n is the degree of f. Define
ri : R −→ R by setting ri(y) to the i-th largest root of f(x,y) = 0. Since f satis-
fies x-substitution each ri is well defined. The roots are continuous functions
of the coefficients, and so each ri is continuous. We call ri(x) a solution curve
of f. These are the analogs of the zeros of a polynomial in one variable. We
can write
Gf = r1(R) ∪ · · · ∪ rn(R)
Lemma 9.26. If f ∈ P2 then asymptotically the graph Gf is approximately a collec-
tion of infinite rays. The curve ri(R) is asymptotically a ray with slope given by the
i-th largest root of fH(x, 1). Consequently, for x,y sufficiently large Gf lies in the
union of the upper left quadrant and the lower right quadrant.
Proof. If the degree of f is n the polynomial fH(1,y) has n roots β1, . . . ,βn by
Lemma 9.16. Consider
f(x,y) = fH(x,y) +
∑
i+j<n
cijx
iyj
For x large and y approximately βixwe see that
f(x,y) ≈ fH(x,y) +O(xn−1)
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and hence for large |x| there is a root y of f(x,y) = 0 where y is close to βix.
Thus, for |x| large f(x,y) has n roots, approximately equal to β1x, . . . ,βnx.
Since fH has all positive coefficients, the roots of fH(1,y) are negative, and so
all the βi are negative. Each ri(x) is in the upper left quadrant for x large, and
in the lower right quadrant for x negative and |x| large.
The polynomial y2 −x2 +1 shows that x-substitution alone does not imply
y-substitution. Theorem 9.27 remedies this situation by giving a condition
that along with x-substitution implies y-substitution. This theorem is the best
way to show that a polynomial is in P2.
Theorem 9.27. Suppose that f(x,y) is a polynomial that satisfies x-substitution,
and fH satisfies the positivity condition. Then f satisfies y-substitution, and is in P2.
Proof. Since each solution curve ri is continuous and and is asymptotically a
ray that lies in the upper left quadrant or the lower right quadrant it follows
that the graph of each ri meets every horizontal line, so the equation ri(x) = a
has a solution for every a. In particular, for any y there are n solutions to
f(x,y) = 0 since f(a, ri(a)) = 0 for each i. Since f(x,y) has degree n in x this
implies that f(x,y) satisfies x-substitution.
Remark 9.28. It is important in the definition of substitution that the homo-
geneous part has all positive coefficients. For instance, choose g,h ∈ P, and
define f(x,y) = g(x)h(y). The homogeneous part of f is a monomial xnym,
and does not satisfy positivity, and so is not in P2 The graph of f consists of n
horizontal lines, andm vertical lines. We will see later that if g,h ∈ Ppos then
f is in the closure of P2.
Here is an important way of constructing polynomials in P2. We will later
show that these two conditions are equivalent.
Lemma 9.29. If A and C are symmetric matrices, and A is positive definite then
f(x,y) = det(xA + yI + C) ∈ P2.
Proof. This is Example 9.8
Lemma 9.30. If a solution curve of f ∈ P2 is horizontal or vertical at a point (a,b),
then (a,b) is the intersection of at least two solution curves.
Proof. If the solution curve is horizontal at (a,b) then
dy
dx
(a,b) = 0. Since a
solution curve is implicitly defined by f(x,y) = 0, we can differentiate to find
fx +
dy
dx
fy = 0. This shows that fx(a,b) = 0. Consequently, the point a is a
double point of the function f(x,b), and so (a,b) lies on two solution curves.
The vertical case is similar.
Lemma 9.31. The solution curves of a polynomial in P2 are non-increasing. They
always go down and to the right.
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Proof. If we ever had a solution curve that was increasing, then it would have
a local minimum since it is asymptotic to a line of negative slope. A horizontal
line slightly above this minimum would intersect it in two distinct points,
contradicting the definition of solution curve. Similarly, considering the curve
as a function of ywe see it can never go left.
Lemma 9.32. If f is a polynomial in P2 then f(x, x) ∈ P. More generally, f(ax +
b, cx+d) is in P for any a,b, c,d such that a/c is either greater than the largest root
of fH or less than the smallest root of fH.
Proof. Since each ri(R) is connected and asymptotically is a line with negative
slope, any line of positive slope intersects ri(R). See Figure 9.5. This proves
the first part.
Under the hypothesis on a/c any solution curve either has asymptotes
whose slopes are both larger (or both smaller) than a/c. Any line with slope
a/cwill intersect such a curve.
*
*
Figure 9.5: The intersection of f(x,y) = 0 and y = ax+ b
The hypothesis on a/c are necessary. In Figure 9.5 it is easy to find lines
that do not intersect the the solution curve whose ends are marked “*”.
The proof of the following theorem requires polynomials in four variables,
and is proved in Theorem 10.60.
Theorem 9.33. If f ∈ P2 then for positive a,b, c,d we have
f(ax+ by+ u, cx + dy+ v) ∈ P2
As an example, notice that if f ∈ P2 then f(x, x+ y) ∈ P2.
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In addition to considering the intersection of the graph of f with lines we
can consider the intersection of fwith the hyperbola xy = −1. These intersec-
tions correspond to solutions of f(x,−1/x) = 0. Since this is not a polynomial,
we multiply by xn where n is the degree of f. The degree of xnf(x,−1/x) is
2n.
For example, if f ∈ Ppos(n) then F(x,y) = ynf(x/y) is in P2. Obviously
xnF(x,−1/x) = (−1)nf(−x2). Since all roots of f are negative, each root of f
gives rise to 2 roots of xnF(x,−1/x) and so all 2n roots are accounted for.
The reverse of one variable requires a negative sign. If we use 1/x instead
of −1/xwe get stable polynomials. (See p. 620.)
Lemma 9.34. If f ∈ P2(n) then xnf(x,−1/x) ∈ P(2n).
Proof. Since all asymptotes of f have negative slope the graph of xy = −1
meets the graph of f in n points in the upper left quadrant, and n times in the
lower right quadrant - see Figure 9.6. This gives 2n solutions to f(x,−1/x) = 0,
and since this is the degree of xnf(x,−1/x) the conclusion follows.
Figure 9.6: The intersection of f(x,y) = 0 and xy = −1
Remark 9.35. Harmonic functions are an important class of functions. A func-
tion is harmonic if it is the real part of an analytic function. As long as the
degree is at least two then no polynomial in P2 is harmonic. A geometric ex-
planation is that if f is a harmonic polynomial then the real part of f(x + iy)
has asymptotes given by the 2n rays with angles π(2k + 1)/2n, k = 1, . . . , 2n
([69]). Thus, the real part has asymptotes whose slopes are positive and nega-
tive, and hence is not in P2.
Example 9.36. Recall (Example 9.2) that polynomials of the form f(x,y) =
|I + xA + yB|, where A,B are n by n symmetric matrices, satisfy a strong line
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intersection property: every line through the origin meets the graph of f in n
points. This fails for polynomials in P2. For instance, if we define
f(x,y) =
∣∣∣∣4 + x+ 2y −3−3 −2 + x+ y/2
∣∣∣∣ = −17 + 2 x+ x2 − 2y+ 5 x y2 + y2
then f(x,y) ∈ P2, and it is clear from the graph of f (Figure 9.7) that there is a
range of lines through the origin that do not meet the graph of f.
Figure 9.7: Satisfies substitution, fails to meet all lines through the origin
9.6 Interlacing in P2
Definition 9.37. If f, g ∈ P2 then f and g interlace iff f + αg is in ±P2 for all α.
If f and g have the same degree then it is possible that (f+ αg)H has negative
coefficients. That’s why we we require that f + αg ∈ ±P2, which we recall
means that either f+αg ∈ P2, or −(f+αg) ∈ P2. If in addition the degree of f
is one more than the degree of g then we say f⋖g. In this case (f + g)H = fH,
and so the only condition we need to verify is substitution. This leads to an
equivalent definition in terms of substitutions:
If f, g ∈ P2 then f⋖g iff for all a ∈ R we have f(x,a)⋖g(x,a) ( or
for all a ∈ R we have f(a,y)⋖g(a,y)).
Figure 9.8 shows the graphs of the two interlacing polynomials
f = (x+ y+ 1)(x+ 2y+ 3)(x+ 5y+ 4)(x+ 3y+ 2)
and ∂f
∂x
+ ∂f
∂y
. From this we see that there really is a geometric interpretation to
interlacing: if f⋖g then the solution curves of g interlace the solution curves
of f.
We define strict interlacing f⋖ g to mean that f⋖g, and the graphs of
f and g are disjoint. It is easy to see that this is equivalent to saying that
f(x,α)⋖g(x,α) for all α ∈ R.
The following lemma covers the fundamental properties of interlacing in
P2.
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Figure 9.8: The graphs of two interlacing polynomials in P2
Theorem 9.38. If f, g,h ∈ P2 and f⋖g, f⋖h, α,β positive then
• αg+ βh ∈ P2
• f⋖αg+ βh
Proof. Lemma 1.10 shows that αg + βh satisfies substitution. Since (αg +
βh)H = αgH + βhH it follows that αg + βh satisfies the positivity condi-
tion.
Theorem 9.39. P2 is closed under differentiation. If f ∈ P2 then f⋖ ∂f∂xi for 1 6 i 6
2.
Proof. Choose α ∈ R, and consider g = f+α ∂f
∂x1
. Since gH = fH, we will show
that g ∈ P2 by showing g satisfies substitution. If we choose β ∈ R then
g(x,β) = f(x,β) + α
∂f
∂x1
(x,β)
Since derivatives in one variable interlace, it follows from Theorem 9.27 that
g ∈ P2, and and that f⋖ ∂f∂x1 .
One of the surprising things about this definition is that interlacing linear
polynomials are highly constrained. In P, any two polynomials of degree one
interlace. In P2, the only way that degree one polynomials interlace is for them
to be essentially one-dimensional. Suppose that ax+by+c≪ sx+ty+uwhere
a,b, s, t are positive. The requirement that (ax+by+c)+α(sx+ty+u) lies in
P2, implies that sx+ ty is a multiple of ax+ bx. If we define f(x) = x + c and
g(x) = x+t/α then we can express these two interlacing polynomials in terms
of interlacing one variable polynomials. Namely, f(ax + by) = ax + by + c,
αg(ax + by) = sx + ty + u, and f≪g. Thus there are no intrinsically two-
dimensional interlacing linear polynomials. Geometrically, all this means is
that the graph of interlacing linear polynomials must be parallel lines.
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A consequence of this observation is that there appears to be no simple cre-
ation ofmutually interlacing polynomials. We have seen how to createmutually
interlacing polynomials using linear combinations of the products of n−1 fac-
tors from a polynomial with n factors. The fact that this set of polynomials is
mutually interlacing follows from the fact that any n degree one polynomials
in P are mutually interlacing.
Interlacing polynomials can be decomposed. This fact follows from from
the assumption that the polynomials f+ αg all lie in ±P2, and hence the coef-
ficients of the homogeneous part all have the same sign.
Lemma 9.40. Suppose f, g ∈ P2, f and g have the same total degree, and f, g inter-
lace. then
1. fH and gH are scalar multiples of each other.
2. There is an r ∈ P2 and positive α such that
a) f⋖ r
b) g = αf± r
Proof. First of all, we note that (f+ αg)H = fH + αgH, so fH and gH interlace.
Since f + αg ∈ P2 for all α, it follows that (f + αg)H ∈ Ppos for all α. From
Lemma 2.14 there is a γ such that f + γg is not in Ppos, so the second case of
Lemma 2.14 is not possible. Thus, gH is a constant multiple of fH.
By the previous lemma we can choose α so that gH = αfH. We define
r = ±(f−αg) where the sign is chosen to make the coefficients of rH positive.
All linear combinations of f and g are in P2, so r is in P2. Moreover, the total
degree of r is less than that of f since we removed all the highest degree terms.
Also, f and r interlace since their linear span is the same as the linear span of
f and g.
We use this definition to define ≪ for P2. Say that f≪g iff there is an
r ∈ P2 such that g = αf+ r for some positive α, and f⋖ r.
9.7 Linear transformations on P2
We study linear transformations on P2. Just as in one variable, linear transfor-
mations preserving P2 preserve interlacing. The proof is immediate from the
definition of interlacing.
Theorem 9.41. Suppose that T : P −→ P2 and S : P2 −→ P2 are linear transforma-
tions. If f, g ∈ P interlace then Tf, Tg interlace. If f, g ∈ P2 interlace then Sf, Sg
interlace.
Corollary 9.42. If f⋖g are in P2, and a,b are positive then
a
∂f
∂x
+ b
∂f
∂y
⋖a
∂g
∂x
+ b
∂g
∂y
If f⋖g then ∂f
∂xi
⋖ ∂g
∂xi
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Proof. The map f 7→ a ∂f
∂x
+ b ∂f
∂y
maps P2 to itself, so it preserves interlacing.
The second part follows form the one variable result.
Lemma 9.43. If f(x,y)⋖ g(x,y) in P2 then f(x, x)⋖g(x, x).
Proof. The map y 7→ x is a linear transformation from P2 to P, and so it pre-
serves interlacing.
A linear transformation P −→ P sometimes induces a linear transforma-
tion P2 −→ P2. Analyzing the geometry of the graph of the image of a polyno-
mial under this induced transformation yields information about new trans-
formations on P or Ppos.
Theorem 9.44. Suppose that T : P −→ P is a linear transformation that preserves
degree, and maps polynomials with positive leading coefficients to polynomials with
positive leading coefficients. The induced linear transformation
T∗(xiyj) = T(xi)yj
defines a linear transformation from P2 to itself.
Proof. Suppose f =
∑
fi(x)y
i where fi has degree n − i. Since T preserves
degree, the degree of T(fi) is n−i, and so (Tf)
H is a sum of terms xn−i( leading
coefficient of Tfi). Since T preserves the sign of the leading coefficient, (Tf)
H
has all positive terms.
By Theorem 9.27 it suffices to show that T∗(f) satisfies x-substitution. If we
choose b ∈ R then
(T∗ f)(x,b) = T(f(x,b))
Since f(x,b) ∈ P we know T(f(x,b)) is in P, and so T∗ satisfies x-substitution.
We will revisit induced transformations in Chapter 11.11.12.
Remark 9.45. It is important to see that a linear transformation T : P −→ P does
not in general induce a linear transformation P2 −→ P2. The assumptions of
degree and positivity are essential. The proof shows that substitution will
always be met. For instance, consider
T : g 7→ g(D)x.
This satisfies T(1) = x, T(x) = 1 and T(xk) = 0 for k > 1. Since
T(x + y)2 = T(x2 + 2xy+ y2) = 2y+ xy2
we see that T(x + y)2 6∈ P2 since the homogeneous part is xy2. See § 11.11.12.
Corollary 9.46. If T(xiyj) = Hi(x)Hj(y) then T : P2 −→ P2.
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Proof. The maps xi 7→ Hi(x) and yj 7→ Hj(y) map P to itself by Corollary 7.44.
We can make use of a special function identity to verify Corollary 9.46 in a
special case. We have
T (x + y)n =
n∑
i=0
(
n
k
)
T(xkyn−k)
=
n∑
i=0
(
n
k
)
Hk(x)Hn−k(y)
= 2n/2Hn
(
x + y√
2
)
and the last polynomial is in P2 since Hn is in P.
Theorem 9.44 is not true3 if we only have that T : Ppos −→ P.
Lemma 9.47. Consider the maps T : f(x) 7→ f(x+ y) and S : f(x) 7→ F(x,y), where
F(x,y) is the homogeneous polynomial corresponding to f. These are linear transfor-
mations T : P −→ P2 and S : P±(n) −→ P2(n).
Proof. The map T is linear and preserves degree, and S is linear if we restrict
to polynomials of the same degree.
Corollary 9.48. The linear transformation T(xiyj) = x
iyj
i!j! maps P2 to P2.
Proof. Apply Theorem 9.44 to the exponential map in each variable.
There are a few instances where we can describe all the coefficients of yi
in a polynomial belonging to P2. Here are three examples - in each case the
left sides are of the form f(x + y) so the right hand sides are in P2. Hn is the
Hermite polynomial, and the identity is a consequence of the Taylor series and
the identity H′n = 2nHn−1.
(x + y+ 1)n =
n∑
i=0
(
n
k
)
(x + 1)kyn−k
Hn(x+ y) =
∑
2k
(
n
k
)
Hn−ky
k
If we expand f(x+ y) in its Taylor series then for any f ∈ Ppos
f(x+ y) =
∑
i
f(i)(x)
yi
i!
∈ P2 (9.7.1)
3 For example, we saw in § 7.7.7 that T(xn) = 〈x〉n is such a map. If we set f = (1 +
x+ y)(1 + 2x+ y)(2 + 3x+ y) then the coefficients of T∗f interlace but T∗f does not satisfy
x-substitution since (T∗f)(3,y) has imaginary roots.
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A linear transformation from P to P preserving Ppos determines a linear
transformation from P to P2.
Lemma 9.49. Suppose T : P −→ P is a linear transformation that preserves degree,
and maps Ppos to itself. If T(xi) = fi and we define S(x
i) = yifi(x/y), then
S : Ppos −→ P2.
Proof. Suppose that g =
∑n
i=0 aix
i is in Ppos. The homogeneous part of S(g)
is anS(x
n) = any
nfn(x/y) whose homogenization is in P
pos since T maps
Ppos to Ppos. To verify substitution, choose α and consider
S(g)(x,α) =
∑
aiS(x
i)(x,α) =
∑
aiα
ifi(x/α)
This last polynomial is in Ppos, as the diagram shows
Ppos
x7→αx
S(g)(x,α)
Ppos
T
Ppos Ppos
x7→x/α
Example 9.50. If we choose the affinemap T(f) = f(x+1) then S(xi) = (x+y)i,
and S(f) = f(x + y).
Lemma 9.51. If T : P −→ P and T(xn) = pn, then for any α the linear transforma-
tion S(xk) = xn−k pk(α) maps P
±(n) −→ P(n).
Proof. The proof follows from the diagram
P±(n)
S
homogenization
P2
T∗
P(n) P2
x7→α
9.8 Applications to linear transformations on P
We now apply results about P2 to get information about linear transformations
on P.
Corollary 9.52. Assume that the linear transformations T , S : P −→ P map xn to
a polynomial of degree n with positive leading coefficient, and maps Ppos to itself.
. Define a transformation V on P(n) by V(xi) = T(xi)S(xn−i). Then V maps
Ppos(n) to itself.
Proof. V is the composition
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Ppos(n)
homogenize
V
P2(n)
T∗×S∗
P(n)
(x,y) 7→(x,x)
P2(n)
where T∗ and S∗ are defined in Theorem 9.44. The conclusion follows form
Lemma 9.32.
Corollary 9.53. If Hi(x) is the Hermite polynomial then the transformation x
i 7→
Hi(x)Hn−i(x) maps P
pos(n) to P(n). If Li(x) is the Laguerre polynomial then the
transformation xi 7→ Li(x)Ln−i(x) maps Ppos(n) to Ppos(n). Also, the transfor-
mation xi 7→ Li(x)Hn−i(x) maps Ppos(n) to P(n).
Corollary 9.54. Assume that the linear transformation T : P −→ P map xn to a
polynomial of degree n with positive leading coefficient. The linear transformation
xi 7→ xn−iT(xi) maps Ppos(n) to itself.
Proof. Take S to be the identity in Corollary 9.52.
The next result follows from the corollary, but we will refine this result in
Lemma 9.60.
Lemma 9.55. The transformation xi 7→ Hi(x)xn−i maps Ppos(n) to P(n).
Lemma 9.56. Suppose that f ∈ P, and T : P −→ P. Then
T∗(f(x + y))(x, x) ∈ P
Proof. We know that f(x+y) ∈ P2, and so T∗(f(x+y)) ∈ P2. Apply Lemma 9.32.
Corollary 9.57. Suppose T : P −→ P is a linear transformation that preserves degree
and maps Ppos to itself. The Mo¨bius transformation T1/z satisfies T1/z : P
pos −→
Ppos.
Proof. Let T(xi) = fi(x), and recall that T1/z(x
i) = fi
REV . Let S(xi) = yifi(x/y)
as in Lemma 9.49. Notice that S(xn)(1,y) = ynfn(1/y) = T1/z(y) and so
S(f)(1,y) = T1/z(f). Now S maps P
pos to P2 by Lemma 9.49, and hence
T1/z(f) = S(f)(1,y) ∈ P.
See (p. 512) for a different proof.
Corollary 9.58. The linear transformation xi 7→ Li REV(−x) maps Ppos −→ Ppos.
Proof. Apply Corollary 9.57 to Lemma 15.41.
The reason that we can substitute x = y in a polynomial in P2 is that the
line x = y must intersect every solution curve. The line x + y = 1 does not
necessarily meet every solution curve, but an easily met assumption about the
homogeneous part will allow us to substitute 1 − x for y.
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Lemma 9.59. Suppose T : P −→ P maps Ppos(n) to itself, and define S(xi) =
(1−x)n−i T(xi). Assume that the leading coefficient of T(xi) is ci, and write f(x) =∑
aix
i. If f ∈ Ppos and either condition below is met then S(f) ∈ P.
• all roots of∑aicixi are greater than −1.
• all roots of∑aicixi are less than −1.
Proof. S is determined by the composition
Ppos(n)
homogenize
S
P2(n)
T∗
P(n)
(x,y) 7→(x,1−x)
P2(n)
If we choose f ∈ Ppos as in Corollary 9.52 we know T∗(F) ∈ P2, where F is
f homogenized. The asymptotes of T∗(F) have slopes that are the roots of the
homogeneous part of T∗(F), which is
∑
aicix
i. If either condition is met, then
all solution curves meet the line x+ y = 1.
The linear transformation T : xk 7→ Hk(x)xn−k acting on P(n) becomes
very simple if we make a transformation. We need the identity
T(x − 2 + α)n = Hn(
αx
2
) (9.8.1)
If we substitute α = 0 then
T (x− 2)n = Hn(0) =
{
0 if n is odd
(−1)n/2(n − 1)! if n is even
This degenerate behavior at x = 2 is reflected in the following lemma.
Lemma 9.60. The linear transformation T : xk 7→ Hk(x)xn−k acting on P(n) maps
P(2,∞) ∪ P(−∞,2) to P.
Proof. Consider the transformation S(f) = T(f(x − 2)) acting on P(n), and let
W(xk) = Hk(x). The key observation (from (9.8.1)) is that
S(xk) = T(x− 2)k = xn−kHk(0) (9.8.2)
Therefore, if g =
∑
aix
i, and the homogenization G is g, then
W∗(G) =
∑
ai y
n−kHk(x)
so we get the basic relation
S(g)(y) = W∗(G)
∣∣
x=0
If g ∈ P±, then G is in P2, andW∗(G) ∈ P2, so S(g) ∈ P. Therefore, T(g) ∈ P.
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Remark 9.61. We can use (9.8.1) to get precise information about the possible
range of S in (9.8.2). Suppose that In is the smallest interval containing all the
roots of Hn. The roots of Hn(
αx
2 ) lie in the interval
2
α
In. If we knew that T
preserves interlacing then from Lemma 6.21 we conclude from (9.8.1) that if
0 < α < 1 then
T : P(2+α,∞)(n) −→ P 2α In
9.9 Properties of P2
The main result of this section is that the coefficients of a polynomial in P2 are
in P. This allows us to prove that a polynomial is in P by identifying it as a
coefficient of a polynomial in P2.
Corollary 9.62. If f ∈ P2 then all coefficients fi in (9.3.2) and all coefficients fi in
(9.3.3) are in P. Moreover, fi⋖ fi+1 and fi⋖ fi+1 for 0 6 i < n.
Proof. If f ∈ P2 then
((
∂
∂y
)i
f
)
(x, 0) = i!fi(x) and hence fi ∈ P by Theo-
rem 9.39 and substitution.
Since f+ α ∂f
∂y
is in P2 for any α the coefficient of y
i is in P. This coefficient
is fi +αfi+1 and so we conclude that fi+1 and fi interlace. Since the degree of
fi is greater than the degree of fi+1 we find fi⋖ fi+1.
There is a simple condition that guarantees that all the coefficients strictly
interlace.
Lemma 9.63. If f(x,y) ∈ P2 and f(x, 0) has all distinct roots, then
1. All fi have distinct roots.
2. fi⋖ fi+1
Proof. Assume that f0(r) = f1(r) = 0. Let g(x,y) = f(x + r,y), and write
g =
∑
gi(x)y
i =
∑
gj(y)xj =
∑
aijx
iyj. Since g0(0) = g1(0) = 0, we find
a0,0 = a0,1 = 0. Thus, g
0 is divisible by x2. Since g1 interlaces g0, g
1 is divisible
by x. This implies that a1,0 = 0, and hence g0 has a double root at zero, but this
contradicts the hypothesis that f0 has no repeated roots since g0(x) = f0(x+r).
Since f0⋖ f1, it follows that f1 has all distinct roots. Continuing, we see all fi
have distinct roots.
The polynomial f(x,y) = (1+x+y)(1+2x+y) shows that f(x, 0) can have
all distinct roots, yet f(0,y) can have repeated roots.
Corollary 9.64. If f ∈ P2 and f0⋖ f1 then fi⋖ fi+1 for 0 6 i < n.
Lemma 9.65. If f given in (9.3.2) satisfies y-substitution then the sequence of coeffi-
cients is log concave:
∣∣∣ fi fi+1fi+1 fi+2 ∣∣∣ 6 0 for 0 6 i 6 n− 2. If f0 and f1 have no roots in
common then
∣∣∣ fi fi+1fi+1 fi+2 ∣∣∣ < 0
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Proof. Since f has all real roots for any fixed x, we can applyNewton’s inequal-
ities (Corollary 4.11) to find that f2j(x) > fj−1(x)fj+1(x) unless f0(r) = f1(r) = 0
for somer in which case we only have f2j(x) > fj−1(x)fj+1(x).
Corollary 9.66. Set
f(x,y) =
n∏
i=1
(x+ bi + ciy) =
n∑
i=0
fj(x)y
j
Assume that the ci are positive for 1 6 i 6 n. Then the coefficients fj are polynomials
of degree n − j, and
f0⋖ f1⋖ f2⋖ . . .
If all bi are distinct then the interlacings are all strict.
Proof. Lemma 9.29 shows that f ∈ P2. By Corollary 9.64 it remains to show
that f0⋖ f1. If we expand f we find (see Lemma 9.103)
f1(x) =
n∑
j=1
cj
f0(x)
x+ bj
Since all coefficients cj are positive we can apply Lemma 1.20 to conclude that
f0⋖ f1 since f0 has all distinct roots.
Corollary 9.67. If f =
∑
fi(x)y
i and g =
∑
gi(x)y
i are both in P2(n) then∑
i
fi(x)gn−i(x) ∈ P
Proof. The polynomial in question is the coefficient of yn in the product fg.
Note that if we take f =
∑
aix
n−iyi and g =
∑
gix
n−iyi where
∑
aix
i
and
∑
bix
i are both in Ppos then we conclude that
∑
an−ibix
2i ∈ P. This is a
simple modification of the Hadamard product.
Remark 9.68. Since the first two terms of the Taylor series (9.7.1) of f(x+y) are f
and yf′ it follows that f⋖ f′. Thus, we can prove Rolle’s theorem (Theorem 1.1)
without analyzing the behavior of the graph of f and f′.
9.10 The analog of Ppos
A polynomial in P with positive leading coefficient is also in Ppos if and only
all of its coefficients are positive. We define P
pos
2 in the same way:
P
pos
2 = {f ∈ P2 | all coefficients of f are positive}
We start with a useful alternative criterion.
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Lemma 9.69. Suppose f ∈ P2 and write f =
∑
fi(x)y
i. If f0 ∈ Ppos then f ∈ Ppos2 .
Proof. Since fi(x)⋖ fi+1(x) and since f0(x) ∈ Ppos it follows that all fi are in
Ppos. Now the leading coefficients of all fi’s are terms of f
H and are therefore
positive. Consequently, all fi’s have all positive coefficients, and thus f(x,y) ∈
P
pos
2 (n).
We discuss the generalization of Ppos to more than two variables in
§ 10.10.4, and more properties of P
pos
2 can be found there.
Our next result is that a simple translation takes a polynomial in P2 to one
in P
pos
2 .
Lemma 9.70. If f(x,y) ∈ P2(n), then there is an α such that
f(x + α,y) ∈ Ppos2 (n).
Proof. If f(x,y) =
∑
fi(x)y
i, then we can choose α such that f0(x+ α) is in
Ppos. It follows from Lemma 9.69 that f(x+ α,y) ∈ Ppos2 .
Interlacing of polynomials in P
pos
2 stays in P
pos
2 .
Lemma 9.71. If f ∈ Ppos2 and f⋖g then g ∈ Ppos2
Proof. If we write f =
∑
fi(x)y
i and g =
∑
gi(x)y
i then we know that f0⋖g0.
Thus g0 ∈ Ppos and the conclusion follows from Lemma 9.69.
If f is in P2 then f(x,αx) ∈ P for positive α, but this can be false for negative
α. However, it is true for P
pos
2 .
Proposition 9.72. If f(x,y) ∈ Ppos2 (n) then f(x,αx) ∈ P for all α.
Proof. If suffices to consider α < 0. We will show that the line y = αx meets
the graph of f in n points. Without loss of generality we may assume that
there are r roots of fH(x, 1) greater than α, and n − r less than α, for some r,
where 0 6 r 6 n.
Consider the upper left quadrant. Recall that the solution curves are
asymptotic to lines whose slopes are the roots of fH(x, 1). Thus, there are n− r
solution curves that are eventually above the line y = αx. Since f ∈ Ppos2 , each
of these solution curves meets the x-axis in (−∞, 0) which is below the line
y = αx. Thus, there are n− r intersection points in the upper left quadrant.
Similarly, there are r intersections in the lower right quadrant. We’ve
found n intersections, and the proposition is proved.
Our next result is that all the homogeneous parts of a polynomial in P
pos
2
are in Ppos. There are simple counterexamples that show that this is not true
for arbitrary polynomials in P2. The proof uses properties of homogeneous
polynomials in three variables - see Lemma 10.37.
Lemma 9.73. Suppose f ∈ Ppos2 (n) and gr is the polynomial consisting of all terms
of total degree r. If we set hr(x) = gr(x, 1) then hr ∈ Ppos for 1 6 r 6 n and we
have interlacings
hn⋖hn−1⋖hn−2⋖ · · ·
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If f ∈ P2 then the graphs of f and fH have the same asymptotic behavior.
Although these asymptotes do not interlace in general, they do if f ∈ Ppos2 :
Lemma 9.74. If f ∈ Ppos2 then f(x,α)≪ fH(x,α) for α sufficiently large.
Proof. Assume f ∈ Ppos2 (n) and let gr be the homogeneous polynomial con-
sisting of all terms of f of degree r. We can write
f(x,α) =
n∑
i=0
gi(x,α) (9.10.1)
We know from Lemma 9.73 that gi(x,α)⋖gi−1(x,α) for 1 6 i 6 n. We show
that if α is sufficiently large then f(x,α) sign interlaces fH(x,α) and that the
sign of f(x,α) on the i-th largest root of fH is (−1)n+i.
If fH(β, 1) = 0 then fH(αβ,α) = gn(αβ,α) = 0 since f
H is homogeneous.
Upon computing f(αβ,α) we find
f(αβ,α) = 0 + gn−1(αβ,α) +O(α
n−2)
Now since gn(x,α)⋖gn−1(x,α) and the leading coefficients of both gn(x,α)
and gn−1(x,α) are positive we know that the sign of gn−1(αβ,α) is (−1)
n+i
where β is the i-th largest root of fH(x, 1). Since gn−1(αβ,a) is O(α
n−1) it
follows that for α sufficiently large
sgngn−1(αβ,α) = sgn f(αβ,α) = (−1)
n+i
and the conclusion follows.
9.11 The representation of P2 by determinants
The main result of this section is that there are simple determinant represen-
tations for polynomials in P
pos
2 and P2. Before we can prove that polynomials
in P
pos
2 can be represented by determinants, we need the following result due
to Vinnikov and Helton, see [79, 112, 174].
Theorem 9.75. Suppose that f(x,y) is a polynomial with the property that
f(αx,βx) ∈ P for all α,β ∈ R. If f(0, 0) = 1 then there are symmetric matrices
B,C such that
f(x,y) = |I+ xB+ yC|.
Theorem 9.76. If f ∈ Ppos2 and f(0, 0) = 1 then there are positive definite symmetric
matrices D1,D2 so that
f(x,y) = |I+ xD1 + yD2|.
Proof. Since Proposition 9.72 shows that f(x,y) satisfies the hypothesis of The-
orem 9.75, Vinnikov’s result shows that there are symmetric matrices B,C so
that f(x,y) = |I+ xB+ yC|. The result now follows from Corollary 9.7.
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Corollary 9.77. If f ∈ P2 then there is a symmetric matrix C, a positive definite
diagonal matrixD, and a constant β so that
f(x,y) = β|xI+ yD + C|.
Proof. There is an a so that f(x + a,y) ∈ Ppos2 , so we can find positive definite
matrices D1,D2 and a constant α = f(a, 0) so that
f(x+ a,y) = α|I+ xD1 + yD2|
f(x,y) = α|I+ (x− a)D1 + yD2|
Since D1 is positive definite, it has a positive definite square rootD
1/2
1
f(x,y) = α|D1| ·
∣∣D−1/21 (I − aD1)D−1/21 + xI+ yD−1/21 D2D−1/21 ∣∣
If we let A be the symmetric matrix D
−1/2
1 (I− aD1)D
−1/2
1 , B the positive defi-
nite matrix D
−1/2
1 D2D
−1/2
1 , and β = α|D1| then
f(x,y) = β|xI+ yA + B|
Now letODOt = A where O is orthogonal andD is diagonal
f(x,y) = β|xI+ yD +OtBO|
Since OtBO is symmetric, the corollary is proved.
Remark 9.78. We can use the determinant representation of P2 to show that
P2 is closed under differentiation without using any geometry. Recall that
the characteristic polynomials of a symmetric matrix and any of its principle
submatrices interlace (see Theorem 1.61).
Suppose that f(x,y) ∈ P2(n), represent it by |xI + yD + C| as above, and
let M = xI + yD + C. Let {di} be the diagonal elements of D. Since the only
occurrences of x and y inM are on the diagonal, it is easy to see that
∂
∂x
|xI+ yD + C| = |M[1]|+ |M[2]|+ · · · + |M[n]|
∂
∂y
|xI+ yD+ C| = d1 |M[1]|+ d2 |M[2]|+ · · ·+ dn |M[n]|
If we substitute α for ywe see that
|xI+ αD+ C|⋖ |M[i]](x,α)
since principle submatrices interlace. All the polynomials |M[i]| have positive
homogeneous part, so we simply add the interlacings to conclude that
f(x,α)⋖ ∂
∂x
f(x,α). It follows that f⋖ ∂f
∂x
, and in particular the derivative is in
P2
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9.12 When some coefficients are zero
If f(x) is a polynomial in P, then we know two facts about zero coefficients:
1. If the constant term is zero then f is divisible by x.
2. If two consecutive coefficients are zero, then all the coefficients of terms
of smaller degree are zero.
We investigate the implications of zero coefficients for polynomials in P2. We
will show that if a row (or column) has two consecutive zero coefficients then
there is a large triangular region of zero coefficients. For example, the coeffi-
cient array of the polynomial f(x,y) = (x + y)3(x + y + 1)2 has a triangular
block of zeros:
1
2 5
1 8 10
0 3 12 10
0 0 3 8 5
0 0 0 1 2 1
The polynomial ∂f/∂x has constant term zero, yet is irreducible.
Lemma 9.79. If f =
∑
ai,jx
iyj ∈ P2 has a row (or column) with two consecutive
zero coefficients, say ar,s−1 = ar,s = 0, then then ai,j = 0 for all i + j 6 r+ s.
Proof. We use the fact that if g(x) interlaces xkh(x), then g is divisible by xk−1.
If we write f =
∑
fi(x)y
i then the hypothesis says that fr has two consecutive
zeros, so fr is divisible by x
s. We then know that fr+1 is divisible by x
s−1, fr+2
is divisible by xs−2 and so on.
Next, write f =
∑
Fj(y)x
j. The above paragraph shows that ar+1,k =
ar,k = 0 for 0 6 k 6 s − 1, so Fk has two consecutive zeros, and hence is
divisible by xr. Continuing, Fk+1 is divisible by x
r−1, and so on. Thus, we’ve
found that all aij are zero if i+ j 6 r+ s.
If we consider polynomials in P
pos
2 that have a quadrilateral where the
strict rhombus inequality is not satisfied, then there is also a large triangular
region with zeros.
Lemma 9.80. If f =
∑
ai,jx
iyj ∈ Ppos2 and there are r, s such that
ar,sar+1,s+1 − ar+1,sar,s+1 = 0 then ai,j = 0 for all i+ j 6 r + s+ 1.
Proof. Write f =
∑
fi(x)y
i. The expression ar,sar+1,s+1 − ar+1,sar,s+1 is the
determinant of consecutive coefficients of two interlacing polynomials. If it is
zero, then by Corollary 4.31 we have ar,s = ar,s+1 = 0. The result now follows
from Lemma 9.79.
Corollary 9.81. If f =
∑
ai,jx
iyj ∈ Ppos2 and f(0, 0) 6= 0 then all rhombus inequal-
ities are strict.
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As with one variable, we find that agreement at two consecutive coeffi-
cients implies lots of agreement.
Corollary 9.82. Suppose that f≪g in Ppos2 , f =
∑
ai,jx
iyj, and g =
∑
bi,jx
iyj.
If there are r, s so that ar,s = br,s and ar+1,s = br+1,s then ai,j = bi,j for i + j 6
r + s+ 1.
Proof. f− g is in P
pos
2 , and has two consecutive zeros.
We can replace the consecutive zero condition with equal minimum de-
gree.
Lemma 9.83. Suppose that f =
∑
fi(x)y
i ∈ P2, and let d be the minimum x-degree.
If two consecutive fi have degree d then so do all earlier ones.
Proof. We first differentiate d times with respect to f, and so assume that two
consecutive coefficients are zero. By Lemma 4.10 all earlier coefficients are
zero for all x, and so are identically zero.
9.13 The Hadamard product
We can realize the Hadamard product as a coefficient in a polynomial in two
variables. Begin with two polynomials of the same degree:
f(x) = a0 + a1x + a2x
2 + · · ·+ anxn
g(x) = b0 + b1x+ b2x
2 + · · ·+ bnxn
Now reverse g and homogenize it.
G(x,y) = bnx
n + bn−1x
n−1y+ bn−2x
n−2y2 + · · ·+ b0yn.
If we multiply, and write as a series in y
f(y)G(x,y) = a0bnx
n
+ (a1bnx
n + a0bn−1x
n−1)y+ . . .
+ (a0b0 + · · ·+ anbnxn)yn + . . .
+ anbny
2n
then the Hadamard product f ∗ g is the coefficient of yn.
Theorem 9.84. The Hadamard product4 of polynomials defines a bilinear map
P(n)× P±(n) −→ P(n). If f1≪ f2 then f1 ∗ g≪ f2 ∗ g.
4It does not define a map P × P −→ P. For instance (x2 − 1) ∗ (x2 − 1) = x2 + 1 is not in P.
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Proof. Without loss of generality we may we assume that g ∈ Ppos. Since
g ∈ Ppos its reversal is in Ppos, and the homogenization G(x,y) is in P2. Since
f ∗ g is a coefficient of f(y)G(x,y) it is in P. Interlacing follows since for fixed
g the map f 7→ f ∗ g is a linear map P −→ P.
Actually, f(y) is not in P2, but rather in the closure of P2 (see Chapter 11).
However, the coefficients of f(y)G(x,y) are in P.
If we look more closely at the product f(y)G(x,y) we see that it equals
· · ·+ (f ∗ xg)yn−1 + (f ∗ g)yn + 1
x
(xf ∗ g)yn+1 + · · ·
Consequently,
Corollary 9.85. If f, g,∈ Ppos(n) then
(1) (f ∗ g)2 >
(
n + 1
n
)2
1
x
(f ∗ xg)(xf ∗ g) for x 6= 0
(2)
∣∣∣∣ f ∗ g xf ∗ gf ∗ xg xf ∗ xg
∣∣∣∣ > 0 for x > 0
(3) f ∗ xg− 1
x
(xf ∗ g)≪ f ∗ g
Proof. The first part is Newton’s inequality (p. 106). The second part follows
from the first and the identity xf ∗ xg = x(f ∗ g). Since f ∗ g and 1
x
(xf ∗ g)
interlace, and 1
x
(xf ∗ g) has degree n − 1 we have the interlacings
f ∗ xg≪ f ∗ g≪ 1
x
(xf ∗ g)
which implies the last part.
If we rewrite the last part in terms of coefficients we get
Corollary 9.86. If f =
∑
aix
i, g =
∑
bix
i and f, g ∈ Ppos then∑
ai(bi+1 − bi)x
i ∈ P.
Surprising, we can do better than Theorem 9.84. We use a differential op-
erator in P2, and then evaluate it at 0 to get a polynomial in P. See Corol-
lary 9.100 for an alternate proof. Define
xi ∗ ′ xj =
{
i! xi i = j
0 otherwise
Notice that f ∗ ′ g = EXP−1 f ∗ g. In terms of coefficients
f ∗ ′ g = a0b0 + 1!a1b1x+ 2!a2b2x2 + · · ·+ n!anbnxn
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Theorem 9.87. If f ∈ P±(n), g ∈ P(n) then f ∗ ′ g ∈ P(n).
Proof. Again assume that f ∈ Ppos. Let G(x,y) be the homogeneous poly-
nomial in P2 corresponding to g. By Lemma 10.62 we know f(
∂
∂x
)G ∈ P2,
so evaluation at x = 0 gives a polynomial in P. Consequently, the map
f×g 7→ (f( ∂
∂x
)G)(0,y) defines a linear transformation P±(n)×P(n) −→ P(n).
The polynomial f ∗ ′ g is the reverse of (f( ∂
∂x
)G)(0, x). To verify this, we
check it for f = xr and g = xs :(
∂
∂x
)r (
xsyn−s
)
(0, x) =
{
0 r 6= s
r!xn−r r = s
Corollary 9.88. If f ∈ P±(n), g1≪g2 ∈ P(n) then
f ∗ ′ g1≪ f ∗ ′ g2
The last lemma showed that P±(n) ∗ P(n) ⊂ EXP(P). If we allow analytic
functions then we get equality.
Corollary 9.89. P̂pos ∗ P = EXP(P)
Proof. By taking limits we know that P̂pos ∗ P ⊂ EXP(P). Since EXP(f) = ex ∗ f
we see the the containment is an equality.
There is a partial converse to Theorem 9.87.
Proposition 9.90. Suppose that f is a polynomial. If for all g ∈ Ppos we have that
f ∗ g ∈ P, then EXPf ∈ P. If for all g ∈ P we have that f ∗ g ∈ P, then EXPf ∈ P±.
Proof. Since (1 + x/n)n ∈ Ppos we know f ∗ (1 + x/n)n ∈ P. Now (1 + x/n)n
converges uniformly to ex, so f ∗ ex ∈ P. The first part follows since f ∗ ex =
exp(f), so it remains to show that f ∈ P± in the second case.
If f =
∑
aix
i then f ∗ xi(x2 − 1) = xi(ai+2x2 − ai) so it follows that ai
and ai+2 have the same sign. If ai+2 is non-zero, and ai+1 = 0 then consider
f ∗ xi(x + 1)2 = xi(ai+2x2 + ai). Since ai+2 and ai have the same sign, it
follows that ai = 0. If we consider f ∗ xi−j+2(x+ 1)j we see that all coefficients
ai+1,ai,ai−1, . . . are zero. Thus, f = x
if1 where f1 has all non-zero terms.
Since the signs of the coefficients of f1 are either the same or are alternating,
we get that f1 ∈ P±.
As an application of Theorem 9.87 consider
Lemma 9.91. If f ∈ P then (1 − x)−n ∗ f is in P for n = 0, 1, 2, . . . .
Proof. From (7.10.6) we know that EXP (1 − x)−n is in P̂pos since ex ∈ P̂pos
and Ln(−x) ∈ Ppos. The conclusion follows from Corollary 9.89.
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The lemma explains the curious fact that f 7→ (1+ x+ x2 + . . . ) ∗ f sends P
to itself, yet (1 + x+ x2 + . . . ) = 1/(1− x) is not in P̂ .
If we re-express the lemma in terms of coefficients we find that the map
xi 7→ 〈n〉i
i!
xi (9.13.1)
which is just Theorem 7.1.
9.14 Some differential operators
We use the fact that polynomials in P factor into linear factors to get differen-
tial operators on P2. We would like to know that if f ∈ P2 then the differential
operator f( ∂
∂x
, ∂
∂y
) maps P2 to itself, but the best we are able to prove is when
f is a product of linear factors - see Lemma 10.62.
Lemma 9.92. If f ∈ P, g ∈ P2 then f( ∂∂x )g ∈ P2.
Proof. It suffices to show that g + α∂g
∂x
is in P2, but this is immediate from
g⋖ ∂g
∂x
.
Here is another differential operator that acts on P2.
Corollary 9.93. If f ∈ Ppos and g ∈ P2 then f
(
− ∂
2
∂x∂y
)
g ∈ P2.
Proof. If suffices to show that h(x,y) =
(
a− ∂
2
∂x∂y
)
g is in P2 for positive a.
Since homogeneity is certainly satisfied since hH = agH it suffices to check
substitution. If α ∈ R then(
a−
∂2
∂x ∂y
)
g (x,α) = ag(x,α) −
∂
∂x
(
∂
∂y
g
)
(x,a)
and the conclusion follows from g(x,α)⋖ ∂g
∂y
(x,α) and Corollary 2.10.
Example 9.94. If we take f = (x − 1)m and g = (x+ y+ 1)n then
( ∂2
∂x ∂y
− 1
)m
(x+ y+ 1)n =
n∑
i=0
(−1)m−i
(
m
i
)( ∂2
∂x ∂y
)i
(x+ y+ 1)n
=
∑
2i6n
(
m
i
)
(n)2i (x+ y+ 1)
n−2i
and so we find that
∑
2i6n
(−1)m−i
(x + y+ 1)n−2i
i!(m− i)!(n − 2i)!
∈ P2
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The differential operator g(x ∂
∂y
) maps P2 to itself.
Lemma 9.95. If g ∈ Ppos, f ∈ P2 then g(x ∂∂y ) f(x,y) ∈ P2.
Proof. Since all coefficients of g are positive the homogeneous part of
g(x ∂
∂y
) f(x,y) has all positive coefficients. To show that g(α ∂
∂y
) f(α,y) ∈ P it
suffices to note that (b+ α ∂
∂y
) f(α,y) ∈ P.
Example 9.96. If we take g = (x+ 1)m and f = (x+ y+ 1)n then
(x
∂
∂y
+ 1)m (x+ y+ 1)n =
m∑
i=0
(
m
i
)
(x
∂
∂y
)i(x+ y+ 1)n
=
m∑
i=0
(
m
i
)
xi(x + y+ 1)n−i(n)i
and so
n∑
i=0
(
m
i
)
xi(x + y+ 1)n−i(n)i ∈ P2
Corollary 9.97. If f ∈ P(n), g ∈ Ppos(n), g = ∑bi xi then
h(x,y) =
∑
bi x
i f(i)(y) ∈ P2
Proof. The homogeneous part of h is
an
∑
bix
i(n)iy
n−i
where an is the leading coefficient of f. Since h
H(x, 1) = ann! EXP(g) it follows
that hH is in P. Since all coefficients bi are the same sign h
H(x, 1) is actually in
Ppos. We now apply Theorem 9.87 for fixed y, which shows that substitution
holds.
Corollary 9.98 (Hermite-Poulin). If f, g are given in Corollary 9.97 then∑
bi f
(i)(y) ∈ Ppos
Corollary 9.99 (Schur-Po´lya). If f, g are given in Corollary 9.97 then∑
bi x
i f(i)(x) ∈ P
Here is a proof of a special case of Theorem 9.87.
Corollary 9.100 (Schur). If f, g ∈ Ppos, f =∑aixi g = ∑bixi, then∑
i!ai bi x
i ∈ P
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Proof. Let G(x,y) be the homogenization of g. Since g ∈ Ppos we know that
G(x,y) ∈ P2. Since f(i)(0) = i!ai it follows that∑
i!ai bi x
i = f(x
∂
∂y
)G(x,y)|y=0
and hence is in P.
It is possible for two different linear transformations P −→ P to agree on
all polynomials up to degree n. For instance, suppose that f has degree n + 1
and all distinct roots. Choose g ∈ P such that f−g = αxn+1 for some non-zero
α. If we define
S(h) = f(D)h and T(h) = g(D)h
then (T − S)(h) = αDn+1h, and this is zero if the degree of h is at most n.
Differential operators satisfy a uniqueness condition.
Lemma 9.101. Suppose that T(g) = f(D)g where f ∈ P has degree n. If S is a linear
transformation P −→ P such that
S(xi) = T(xi) for 0 6 i 6 n + 2
then S = T .
Proof. Since (x − t)n+3⋖ (x − t)n+2 for any real twe have
S(x − t)n+3∼ S(x− t)n+2 = T(x− t)n+2
f has degree n so T(x− t)n+2 has a factor of (x− t)2 and therefore S(x− t)n+3
has t as a root. Thus
0 = S(x − t)n+3(t) = S(xn+3)(t) +
n+2∑
0
(
n+ 3
i
)
(−t)n+3−i S(xi)(t)
= S(xn+3)(t) +
n+2∑
0
(
n+ 3
i
)
(−t)n+3−i T(xi)(t)
= S(xn+3)(t) +
[
T(x− t)n+3(t) − T(xn+3)(t)
]
Now t is a root of T(x− t)n+3 so we conclude that T(xn+3) = S(xn+3).
If we take f = 1 we get
Corollary 9.102. If T is a linear transformation P −→ P such that T(xi) = xi for
i = 0, 1, 2 then T is the identity.
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9.15 Realizing interlacing
There is a close relationship between interlacing and products: A pair of in-
terlacing polynomials can be realized as the first two coefficients of a product.
If the degrees are different the representation is essentially unique. A product
is also determined by its first term and its homogeneous part.
Lemma 9.103. Assume that f0 ∈ P(n) is monic, f1 has positive leading coefficient,
and f0⋖ f1. There exist unique bi, ci such that (9.15.1) is satisfied, and all ci are
positive. The product is in P2.
n∏
i=1
(x + bi + ciy) = f0(x) + f1(x)y+ · · · (9.15.1)
Proof. Expanding the product, we find
f0(x) =
n∏
i=1
(x + bi)
f1(x) =
n∑
j=1
cj
n∏
i6=j
(x+ bi)
We can rewrite f1 in terms of f0
f1(x) =
n∑
j=1
cj
f0(x)
x+ bj
If we are given f0, f1 then we find the bi as roots of f0, and the ci as the coeffi-
cients of f1 as in Lemma 1.20.
Remark 9.104. There is straightforward way to express f⋖g as a limit of strict
interlacings. We can find non-negative ai such that∏
(x+ ai y+ bi) = f+ yg+ · · ·
It’s enough to perturb the constants. For positive ǫ and distinct ǫi define∏
(x + (ai + ǫ)y+ (bi + ǫi)) = fǫ + ygǫ + · · ·
We claim that have that
1. fǫ⋖ gǫ for all positive ǫ and sufficiently small ǫi.
2. lim
ǫ,ǫi→0+
fǫ = f
3. lim
ǫ,ǫi→0+
gǫ = g
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We only need to check the first claim. Since the roots of fǫ are −(bi + ǫi) and
the ǫi are distinct, we see that if the ǫi are small enough then all roots of fǫ
are distinct. Since ai + ǫ is positive it follows that fǫ⋖gǫ.
We can also specify the first term and the homogeneous part.
Lemma 9.105. If h ∈ Ppos and f0 ∈ P are monic of the same degree then there is a
product
g(x,y) =
∏
i
(aiy+ x+ bi) = f0(x) + f1(x)y+ · · ·
such that g ∈ P2 and gH(x, 1) = h(x).
Proof. If we write h(x) =
∏
(x+ai) and f0(x) =
∏
(x+bi) then any ordering of
the ai’s and bi’s gives a product. Since all ai have the same sign, the product
is in P2.
As opposed to the unique representation of f⋖g as a product, we see from
Lemma 9.106 that f≪g are the first two coefficients of many products.
Lemma 9.106. Given f1≪ f0 there exist bi, ci,di such that (9.15.2) is satisfied, and
the determinants
∣∣∣ 1 bici di ∣∣∣ are negative for all i. The product is in the closure of P2.
F(x,y) =
n∏
i=1
(x + bi + ciy+ dixy) = f0(x) + f1(x)y+ · · · (9.15.2)
Proof. Define αi,βi,β by
f0(x) =
n∏
i=1
(x+ αi)
f1(x) = βf0(x) +
n∑
i=1
βi
f0(x)
x+ αi
Choose di so that
∑n
i=1 di = β. We see that f0, f1 are the leading terms of the
product
n∏
i=1
(x+ αi + dixy+ (βi + αidi)y)
since the first term is obviously f0 and the second term is
∑
i
f0
x+ αi
(dix+ βi + αidi) =
(∑
i
di
)
f0 +
∑
i
βi
f0
x+ αi
Identify bi = αi, ci = βi + αidi and note that the determinant is equal to βi
which is negative since f1≪ f0. See see Lemma 11.28 and Corollary 11.7 for
similar results.
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Another consequence of looking at coefficients of products is the following
lemma, which gives a “canonical” polynomial that interlaces two polynomi-
als.
Lemma 9.107. If f =
∏
(x+bi) and ci,di are non-negative, then we have a diagram
of interlacing polynomials
f
∑
ci
f
x+ bi
∑
dj
f
x+ bj
∑
i6=j
cidj
f
(x+ bi)(x + bj)
Proof. Lemma 10.13 shows that Theorem 9.113 holds for arbitrary products,
so the interlacings follow from the fact that the four terms in the diagram are
the coefficients of 1,y, z,yz in the product∏
i
(x + ciy+ diz + bi).
Another interpretation of this lemma is that if we are given f, g,h with
positive leading coefficients, and f⋖g,h then there is a canonical choice of k
such that
g
f k
h
where all interlacings are⋖. In the case that g = h = f′
the canonical polynomial is f
′′
2 . Since these polynomials are the coefficients
of a polynomial in P3 we will see that their determinant is negative. We can
verify this directly:
∣∣∣∣∣∣∣∣∣
f
∑
i
ci
f
x+ bi∑
j
dj
f
x+ bj
∑
i6=j
cidj
f
(x+ bi)(x+ bj)
∣∣∣∣∣∣∣∣∣ =
f2
∑
i6=j
cidj
(x+ bi)(x + bj)
−
∑
i,j
cidj
(x + bi)(x + bj)

= −f2
(∑
i
cidi
(x + bi)2
)
< 0
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9.16 Karlin’s conjecture
We show that certain matrices formed from the coefficients of a polynomial in
P
pos
2 are totally positive for positive values of x. A special case of this yields a
solution to a version of Karlin’s problem [41, 47, 100].
A Hankel matrix has equal entries on the minor diagonals. Given a se-
quence a = (α1,α2, . . . ) and a positive integer d we can form the Hankel ma-
trix H(a;d):
H(a;d) =

α1 α2 α3 . . . αd
α2 α3 α4 . . . αd+1
α3 α4 α5 . . . αd+2
...
...
...
. . .
...
αd αd+1 αd+2 . . . α2d

We are also interested in the Toeplitz matrix T(a;d) associated to H(a;d).
If we reverse all the columns of H(a;d) we get T(a;d):
T(a;d) =

αd αd−1 αd−2 . . . α1
αd+1 αd αd−1 . . . α2
αd+2 αd+1 αd . . . α3
...
...
...
. . .
...
α2d α2d−1 α2d−2 . . . αd

We can form T(a;d) from H(a;d) by shifting the rightmost column d − 1
places, the previous column d − 2 places, and so on. Consequently, we note
the useful relation
det (T(a;d)) = (−1)(
d
2)det (H(a;d))
The matrix ϕ(f) is a Toeplitz matrix. The first result picks out a submatrix
of ϕ(f).
Lemma 9.108. Suppose that f = a0 + a1x + a2x
2 + · · · ∈ Ppos. For any positive
integer the matrix T( (a0,a1, . . . );d) is totally positive.
Proof. Thematrix T( (a0,a1, . . . );d), with rows and columns reversed, is a sub-
matrix of ϕ(f).
We have an important consequence of this simple observation.
Theorem 9.109. Suppose that f(x,y) =
∑
fi(x)y
i ∈ Ppos2 . The Toeplitz matrix
T( (f0(x), f1(x), f2(x), . . . ) ;d) is totally positive for all non-negative x. In addition
(−1)(
d
2) detH( (f0(x), f1(x), f2(x), . . . ) ;d) > 0 for x > 0
Corollary 9.110. If f ∈ Ppos then
(1) T( (f(x), f
′(x)
1! ,
f(2)(x)
2! ,
f(3)(x)
3! , . . . ) );d) is totally positive for positive x.
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(2) (−1)(
d
2) detH( (f(x), f
′(x)
1! ,
f(2)(x)
2! ,
f(3)(x)
3! , . . . ) ;d) > 0 for x > 0.
Proof. Use the Taylor series for f(x + y) and apply Theorem 9.109.
We can restate the last part by saying that the sign of the determinant of
the matrix whose ij entry is f
(i+j)
(i+j)! is (−1)
(d2) whenever f ∈ Ppos, and x > 0.
Karlin’s conjecture [41] is that
(−1)(
d
2) detH( (f(x), f′(x), f(2)(x), f(3)(x), . . . ) );d) > 0 for x > 0 (9.16.1)
It is easy to construct counterexamples to this.5 Karlin’s conjecture is true in
special cases. Here’s an example from [47].
Corollary 9.111. Define EXP−1∗ (x
iyj) = j! xiyj, and let f ∈ Ppos. If
EXP−1∗ (f(x+ y)) ∈ P2 then Karlin’s conjecture (9.16.1) holds.
We can also apply Theorem 4.23 to determinants of translates of a function.
Suppose A(x) = x+ 1 and let T(yn) = (y)
n
. Recall that
∑
i
in
yi
i!
= eyT−1(yn).
We want to determine the action of eAy on polynomials:
eAyxn =
∑
i
yi
i!
(x + i)n
=
∑
r,i
(
n
r
)
xrin−r
yi
i!
=
∑
r
(
n
r
)
xr
∑
i
in−r
yi
i!
= ey
∑
r
(
n
r
)
xr T−1yn−r
= eyT−1∗ (x + y)
n
where T−1∗ is the induced map. By linearity
eAyf(x) = eyT−1∗ f(x+ y)
=
∞∑
k=0
Akf(x)
k!
yk
5f = (x+ 1)(x+ 2)(x+ 3) and d = 3 is one.
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Now we know that T−1 : Ppos −→ Ppos so for any positive value α of x[
T−1∗ f(x+ y)
]
(α,y) = T−1f(α+ y) ∈ Ppos
since f(α+y) ∈ Ppos and consequently eyT−1∗ f(x+y) ∈ P̂pos for any positive
x. We can now apply Theorem 4.23 to conclude
Corollary 9.112. If f ∈ Ppos then T((f,Af,A2f/2!,A3f/3!, . . . );d) is totally posi-
tive for all x > 0.
9.17 Determinants of coefficients
In Lemma 4.34 we saw that the signs of certain two by two determinants of
interlacing polynomials were always positive. Since any interlacing f⋖g can
be viewed as the first two coefficients of a polynomial in P2 by Lemma 9.103,
we can generalize these results to determinants of coefficients of a polynomial
in P2.
So, let’s begin by considering the coefficients of xiyj in a product.
Theorem 9.113. Suppose f ∈ P2, f(x, 0) has all distinct roots, and set
f(x,y) =
∑
i,j
dijx
iyj =
∑
i
fi(x)y
i (9.17.1)
For 1 6 i, j 6 n we have
(rows)
∣∣∣∣ dij di+1,jdi+1,j di+2,j
∣∣∣∣ < 0
(columns)
∣∣∣∣ dij di,j+1di,j+1 di,j+2
∣∣∣∣ 6 0
(squares)
∣∣∣∣ dij di+1,jdi,j+1 di+1,j+1
∣∣∣∣ < 0
If the roots of f(x, 0) aren’t all distinct then all < signs are replaced with 6.
Proof. We know that f0⋖ f1⋖ · · · . The (rows) inequalities are Newton’s in-
equalities since all fi ∈ P. The (columns) results follow upon writing the
sum as
∑
gi(y)x
i. These inequalities are6 since it necessarily true that f(0,y)
has all distinct roots - consider (x + y + 1)(x + 2y + 1). The (squares) are
negative since consecutive fi’s interlace (Corollary 4.31).
Remark 9.114. We can also derive this from Lemma 9.19 in the same way that
Newton’s inequalities are derived from properties of the quadratic.
There are polynomials in P2 for which all terms of odd degree are zero, For
example, consider the coefficient array of
(
(x + y)2 − 1
)3
.
CHAPTER 9. POLYNOMIALS IN TWO VARIABLES 297
−1 . 3 . −3 . 1
. 6 . −12 . 6
3 . −18 . 15
. −12 . 20
−3 . 15
. 6
1
In such a case we always have alternating signs.
Lemma 9.115. If f(x,y) ∈ P2 has the property that all the coefficients of odd degree
are zero then the signs of the non-zero coefficients alternate.
Proof. If f(x,y) =
∑
fi(x)y
i then Lemma 2.5 implies that the signs of the non-
zero coefficients of each fi alternate. Writing f(x,y) =
∑
gi(y)x
i shows that
the signs of each gi alternate. Thus all the signs in the even rows and columns
alternate, as do the signs in the odd rows and columns.
If f =
∑
aijx
iyj then the quadralateral inequality applied to the coeffi-
cients {a00,a10,a01,a11} yie;ds a00a11 − a10a01 < 0. Since a01 = a10 = 0 we
conclude that a00 and a11 have opposite signs. Thus, all non-zero signs alter-
nate.
Example 9.116. When f ∈ P2 is given by a determinant then the positivity of
certain determinants in Theorem 9.113 is a consequence of a classical determi-
nantal identity. Suppose f = |xD + yE + C| where D,E are diagonal matrices
with positive entries, and C is symmetric. Assume the coefficients are given
the expansion in (9.17.1). Let∆ = det(C), ∆i = det(C[i]), and∆ij = det(C[i, j])
where C[i] is Cwith the i-th row and column deleted. Then
d00 = ∆
d01 =
∑
di∆i
d10 =
∑
ei∆i
d11 =
∑
i6=j
diej∆ij∣∣∣ d00 d10d01 d11 ∣∣∣ =∑
i6=j
∆∆ijdiej −
∑
i,j
∆i ∆j diej
=
∑
i6=j
∣∣∣ ∆ ∆i∆j ∆ij ∣∣∣ cidj −∑
i
∆2idiei 6 0
since
∣∣∣ ∆ ∆i∆j ∆ij ∣∣∣ is negative by Sylvester’s identity for theminors of the adjugate.
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Suppose that f =
∑
aijx
iyj is in P
pos
2 (n), and has all positive coefficients.
We are interested in the matricesan,0 . . . a0,0... . . . ...
0 . . . a0,n
 and
a0,n . . . 0... . . . ...
a0,0 . . . an,0
 (9.17.2)
The determinant is
∏
ai,n−i which is positive since all the coefficients of
f are positive. In addition, Theorem 9.113 implies that all 2 by 2 submatrices∣∣ ar+1,s ar,s
ar+1,s+1 ar,s+1
∣∣ are positive. This is not terribly exciting, but there is a more
interesting property of matrices to consider:
Definition 9.117. A polynomial f(x,y) has totally positive coefficients if either
matrix in (9.17.2) is totally positive. Note that if one of the matrices is totally
positive, so is the other.
Example 9.118. Consider a concrete example: choose
f = (1 + x+ y) (2 + x+ y) (1 + x+ 2y) .
If we expand f we get
2 + 5 x+ 4 x2 + x3 + 7y+ 11 x y+ 4 x2 y+ 7y2 + 5 x y2 + 2y3
and the corresponding matrix is
2 7 7 2
0 5 11 5
0 0 4 4
0 0 0 1

The four by four determinant is 40. The matrices of the determinants of all
three by three and all two by two submatrices are non-negative.
We are interested in polynomials in P
pos
2 with totally positive coefficients.
There is a special case where we can explicitly compute some of these deter-
minants: f = (x + y+ 1)n.
Lemma 9.119. For d = 0, . . . ,n
det

(
n
d,0
)
. . .
(
n
0,0
)
...
...(
n
d,d
)
. . .
(
n
0,d
)
 = d∏
i=0
(
n
i
)
Proof. 6 The i, j entry of the matrix is n!
(d−j)! i! (n−i+j−d)! . If D is the determi-
nant, thenwe can factorn! from all the entries, and (d−j)! from all the columns
so that
D =
(n!)d+1
0! · · ·d! det
(
1
i!(n − i+ j− d)!
)
6Thanks to Ira Gessel for this argument.
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If we multiply each column by 1/(n− i + j− d)! then
D =
(n!)d+1
(0! · · ·d!)((n − d)! · · · (n)!) det
((
n− d+ j
i
))
The last determinant has entries that are polynomials in n. If we set pi =(
n−d
i
)
then the matrix is (pi(n + j)). Using a generalization of the Vander-
monde determinant [108] we can evaluate this determinant, and the result is
exactly the desired formula.
Lemma 9.120. If f has totally positive coefficients then ∂f
∂x
has totally positive coeffi-
cients. If a is positive then (x + a)f has totally positive coefficients.
Proof. The argument is best described by an example, so assume that f has
total degree 3. The determinants of the submatrices of the derivative matrix
are just constant multiples of the determinants of the original matrix:
f =

a3,0 a2,0 a1,0 a0,0
0 a2,1 a1,1 a0,1
0 0 a1,2 a0,2
0 0 0 a0,3

∂f
∂x
=
a2,1 a1,1 a0,10 2a1,2 2a0,2
0 0 3a0,3
 =
1 0 00 2 0
0 0 3
 a21 a11 a010 a12 a02
0 0 a03

Next, assume that f ∈ Ppos2 has totally positive coefficients, and let α be posi-
tive. The coefficient matrices of f and (x+ α)f are
a3,0 a2,0 a1,0 a0,0
0 a2,1 a1,1 a0,1
0 0 a1,2 a0,2
0 0 0 a0,3


a3,0 a2,0 + αa3,0 a1,0 + αa2,0 a0,0 + αa1,0 αa0,0
0 a2,1 a1,1 + αa2,1 a0,1 + αa1,1 αa1,0
0 0 a1,2 a0,2 + αa1,2 αa0,2
0 0 0 a0,3 αa0,3

We can write the coefficient matrix of (x + a)f as a product
a3,0 a2,0 a1,0 a0,0 0
0 a2,1 a1,1 a0,1 0
0 0 a1,2 a0,2 0
0 0 0 a0,3 0


1 α 0 0 0
0 1 α 0 0
0 0 1 α 0
0 0 0 1 α
0 0 0 0 1

The first matrix of the product is totally positive by assumption, and the sec-
ond is easily seen to be totally positive. Since the product of totally positive
matrices is totally positive [100] it follows that the coefficient matrix of (x+α)f
is totally positive.
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Corollary 9.121. If f, g ∈ Ppos have positive leading coefficients then f(x)g(y) has
totally positive coefficients.
Proof. First of all, g(y) has totally positive coefficients since the matrix of
g(y) =
∑n
0 bix
i is 
bn . . . b1 b0
0 . . . 0 0
...
...
...
0 . . . 0 0

If we write f(x) = α(x+ a1) . . . (x+ an) then we can inductively apply the
lemma.
We conjecture (Question 102) that all polynomials that are product of lin-
ear terms in P
pos
2 have totally positive coefficients. It is not the case that all
polynomials in P
pos
2 are totally positive. Consider the example where
M =
1 0 00 1 0
0 0 1
+ x
13 9 79 7 5
7 5 4
+ y
5 7 87 11 12
8 12 14

The determinant ofM is in P
pos
2 and equals
1 + 24 x+ 16 x2 + 2 x3 + 30y+ 164 x y+ 62 x2 y+ 22y2 + 64 x y2 + 4y3
with coefficient matrix 
4 0 0 0
22 64 0 0
30 164 62 0
1 24 16 2

The determinant of the three by three matrix in the lower left corner is
−1760. Of course, all the two by two submatrices have positive determinant.
We can’t show that f ∈ Ppos2 has totally positive coefficients, but we can
show that the matrix of coefficients is TP2. This is a simple consequence of the
rhombus inequalities, and reflects the geometric fact that the the graph of the
coefficients is log-concave.
Lemma 9.122. If f ∈ Ppos2 then the coefficient array (9.17.2) is TP2.
Proof. We describe a special case; the general case is no different. Suppose
f =
∑
ai,jx
iyj, and we wish to show that
∣∣ a0,2 a2,2
a0,0 a2,0
∣∣ is non-negative. Consider
a portion of the coefficient array
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a0,2 a1,2 a2,2
a0,1 a1,1 a2,1
a0,0 a1,0 a2,0
From the rhombus inequalities we have
a0,1 a1,0 > a0,0 a1,1
a1,1 a2,0 > a1,0 a2,1
a0,2 a1,1 > a0,1 a1,2
a1,2 a2,1 > a1,1 a2,2
Multiplying these inequalities and canceling yields the desired result:
a0,2 a2,0 > a0,0 a2,2
In general, the various vertices contribute as follows
corner The corner vertices each occur once, on the correct sides of the inequal-
ity.
edge The vertices on the interior of the boundary edges each occur twice,
once on each side of the inequality.
interior The interior vertices occur twice on each side of the inequality.
Again, multiplying and canceling finishes the proof.
9.18 Generic polynomials and P
sep
2
In one variable the interior of the space of polynomials consists of polynomials
whose roots are all distinct. The analog in P2 is polynomials whose substitu-
tions have all distinct roots. We also have the analog of Psep, the set of all
polynomials whose roots are at least one apart from one another.
Definition 9.123. P
gen
2 consists of all polynomials f(x,y) in P2 such that
1. f(x,α) has all distinct roots, for all α ∈ R.
2. f(α, x) has all distinct roots, for all α ∈ R.
If we define Axf(x,y) = f(x + 1,y) and Ayf(x,y) = f(x,y + 1) then P
sep
2
consists of all those polynomials in P2 satisfying
• f≪Axf
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• f≪Ayf
For any fixedαwe see that= both f(x,α) and f(α, x) are in Psep, so f ∈ Pgen2 .
The graph of a polynomial in P
gen
2 (n) is easy to describe: it’s a set of n
non-intersecting curves. If f is in P
sep
2 then all the curves are at least one apart
on every vertical line, and they are also at least one apart on every horizontal
line. In addition,
Lemma 9.124. If f ∈ Pgen2 then the solution curves are always decreasing.
Proof. If the graph of f(x,y) = 0 had either horizontal or vertical points, then
by Lemma 9.30 the graph would have double points. However, the solution
curves are disjoint since f ∈ Pgen2 . We conclude the the slope is always the
same sign. Since the solution curves are asymptotic to lines with negative
slope, the solution curves are everywhere decreasing.
Example 9.125. We can use polynomials in Psep to construct polynomials in
P
sep
2 . If f(x) ∈ Psep, then f(x + y) is easily seen to be in Psep2 . The graph of
f(x+y) is just a collection of parallel lines of slope 1 that are at least one apart
in the x and y directions.
We can easily determine the minimum separation of the roots when the
polynomial is a quadratic given by a determinant. We start with one variable.
Define
f(x) =
∣∣∣∣a1x+ α γγ a2x+ β
∣∣∣∣ (9.18.1)
The square of the distance between the roots of a polynomial ax2 + bx+ c
is (b2 − 4ac)/a2. The squared difference between the roots of f is
1
a21a
2
2
((α + γ)2 − 4a1a2(αβ − γ
2)) =
1
a21a
2
2
(4a1a2γ
2 + (αa2 − βa1)
2)
and hence the minimum squared distance is 4γ2/(a1a2). To find the minimum
of
f(x,y) =
∣∣∣∣a1x+ b1y+ α γγ a2x+ b2y+ β
∣∣∣∣ (9.18.2)
we note that if y is fixed then by the above the minimum distance is
2|γ|/
√
a1a2. If x is fixed then the minimum distance is 2|γ|/
√
b1b2. It follows
that
Lemma 9.126. The polynomial f(x,y) of (9.18.2) is in P
sep
2 iff
|γ| >
1
2
max
{√
a1a2,
√
b1b2
}
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Remark 9.127. The condition that the solution curves of a polynomial in P
sep
2
are at least one apart in the horizontal and vertical directions does not imply
that they are one apart in all directions. From the above we know that f =
(x+y+1/2)(x+y−1/2) ∈ Psep2 . The line x = ymeets the graph, which is two
parallel lines, in the points±(1/4, 1/4). Thus, there are two points on different
solution curves that are only
√
2/2 = .707 apart.
Example 9.128. The polynomial xy − 1 is a limit of polynomials in P
sep
2 . We
know that the limit
lim
ǫ→0+
∣∣∣ x+ǫy 11 ǫx+y ∣∣∣ = xy− 1
expresses xy− 1 as a limit of polynomials in P2. In order to apply the lemma
we need to multiply each side by
∣∣ 1 0
0 ǫ−1/2
∣∣, which yields
lim
ǫ→0+
ǫ
∣∣∣ x+ǫy ǫ−1
ǫ−1 x+ǫ−1y
∣∣∣ = xy− 1
Since 2|c12| = 2|c12|/
√
d1d2 = 2ǫ
−1/2 we see that the roots are at least one apart
when 0 < ǫ < 1/4.
Polynomials in P
sep
2 satisfy the expected properties.
Lemma 9.129.
1. P
gen
2 and P
sep
2 are closed under differentiation.
2. The coefficients of any power of y (or of x) of a polynomial in P
sep
2 are in P
sep.
Proof. The statement follows since differentiation preserves the properties of
all distinct roots, and of interlacing. If we differentiate sufficientlymany times,
and substitute zero we can conclude that all coefficients are in Psep.
We can use properties of symmetric matrices to construct polynomials in
P
gen
2 . We first show [134, page 124]
Lemma 9.130. IfM is a symmetric matrix whose superdiagonal entries are all non-
zero, then the eigenvalues ofM are distinct.
Proof. If we delete the first column and the last row of αI + M, then the re-
sulting matrix has all non-zero diagonal entries, since these entries come from
the superdiagonal ofM. Since the product of the diagonal entries is the prod-
uct of the eigenvalues, the matrix is non-singular. Thus, if M is n by n, then
αI + M contains a submatrix of rank n − 1 for any choice of α. If M had a
repeated eigenvalue, then there would be an α for which αI+M had rank at
most n− 2. Since αI+M has rank at least n− 1, this contradiction establishes
the lemma.
Corollary 9.131. Suppose C is a symmetric matrix whose superdiagonal is all non-
zero, andD is a diagonal matrix of positive diagonal entries. Then,
|xI+ yD + C| ∈ Pgen2
Moreover, |xI+ yD+ αC| ∈ Psep2 for sufficiently large α.
CHAPTER 9. POLYNOMIALS IN TWO VARIABLES 304
Proof. Let f(x,y) = |xI + yD + C|. The roots of f(x,α) are the eigenvalues of
αD+ C, and they are all distinct by the lemma. If f(α,y) = 0 then∣∣∣αD−1 + yI+√D−1C√D−1∣∣∣ = 0
Thus, the roots of f(a,y) are the eigenvalues of αD−1 +
√
D−1C
√
D−1. Since√
D−1C
√
D−1 satisfies the conditions of the lemma, the roots of f(α,y) are all
distinct. Thus, f(x,y) ∈ Pgen2 .
The roots of |xI+ yD+αC| are the roots of f( x
α
, y
α
), and so the second part
follows.
A similar argument shows the following.
Corollary 9.132. If D1 is a diagonal matrix with distinct positive entries, andD2 is
a positive definite matrix whose superdiagonal is all non-zero, then
|I+ xD1 + yD2| ∈ Pgen2 ∩ Ppos2 .
Corollary 9.133. Every polynomial in P2 is the limit of polynomials in P
gen
2 .
Proof. By Corollary 9.77 if f(x,y) ∈ P2 then there is a diagonal matrix D and
a symmetric matrix C such that f(x,y) = |xI + yD + C|. Let Uǫ be the matrix
that is all zero except for ǫ’s in the sub and super diagonal. The polynomial
|xI+yD+C+Uǫ| is in P
gen
2 for |ǫ| sufficiently small, and it converges to f(x,y)
as ǫ→ 0.
Example 9.134. Here is an example of a cubic polynomial in P
sep
2 . Let
f(x,y) =
∣∣∣∣∣∣
x+ y 1 0
1 x+ 2y 1
0 1 x+ 3y
∣∣∣∣∣∣ = −2 x+ x3 − 4y+ 6 x2 y+ 11 x y2 + 6y3
The roots of f(x,α) are
−2α,−2α−
√
2 + α2,−2α+
√
2 + α2
and the minimum distance between these roots is clearly
√
2. If f(α,y) = 0
then the roots are
−α
2
,
−2α−
√
6 + α2
3
,
−2α+
√
6 + α2
3
and the minimum is seen to be 1/
√
2. Consequently, replacing y by y/
√
2, x
by
√
2x, and multiplying by
√
2 yields
−4x+ 4x3 − 4y+ 12x2y+ 11xy2 + 3y3 ∈ Psep2
and is a polynomial satisfying δx = δy = 1.
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The hyperbola xy− 1 is a good example of a polynomial whose graph has
no intersections. This can be generalized.
Lemma 9.135. If D is a positive definite matrix with all distinct roots, and g ∈ P2
then |D− gI| ∈ Pgen2 .
Proof. If D is an n by n matrix then the homogeneous part of |D − gI| is gn.
It suffices to show for each α that |D − g(x,α)I| has all distinct roots. There
are a,b, c such that g(x,α) = a(x+ b)(x+ c). After translating and scaling we
may assume that g(x,α) = x2 − 1. Now
|D− g(x,α)I| = |(D+ I) − x2I|
Since D has all distinct eigenvalues, |D+ I− xI| has all distinct positive roots.
Taking square roots shows that |D+ I− x2I| has all distinct roots.
9.19 Integrating generic polynomials
We can integrate generic polynomials. To do this we first need to introduce
some quantitative measures of root separation. We extend the one variable
measure δ(f) of separation to polynomials in P2:
δx(f) = inf
α∈R
δ(f(x,α))
δy(f) = inf
α∈R
δ(f(α,y))
If the solution curves of f cross, then both δy(f) and δx(f) are zero. Thus,
f ∈ Pgen2 if either δx(f) > 0 or δy(f) > 0. For an example, the polynomial
f(x,y) = (x+ ay)(x + ay+ b)
has δx(f) = b and δy(f) = b/a. This shows that (δx(f), δy(f)) can take any
pair of positive values.
Applying (3.6.1) to f ∈ P2 yields
0 6 s 6 t 6 δy(f) =⇒ (∀α ∈ R) f(α,y+ s)≪ f(α,y+ t)
This shows that f ∈ Psep2 if and only if δx(f) > 1 and δy(f) > 1.
Proposition 9.136. Suppose that f ∈ Pgen2 , 0 < α 6 δy(f), and w(x) is a non-
negative integrable function on R. If we define
g(x,y) =
∫α
0
f(x,y+ t)w(t)dt
then g(x,y) ∈ Pgen2 , and δy(g) > 12α.
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Proof. Since gH =
(∫α
0 w(t)dt
)
fH, we see that g satisfies the homogeneity
condition. Proposition 3.37 implies that g satisfies substitution, and Proposi-
tion 3.42 shows that the separation number is as claimed. Since δy(g) > 0, we
know that g ∈ Pgen2 .
Remark 9.137. If f ∈ Psep2 then
∫1
0 f(x,y+ t)dt is in P
gen
2 , but even the simplest
example fails to be in P
sep
2 . Consider
f(x,y) = (x+ y)(x + y+ 1)∫ 1
0
f(x,y+ t)dt = g(x,y) = 5/6+ (x + y)(x + y+ 2)
δx(g) = δy(g) =
√
2/3 < 1
Here’s a curious corollary.
Corollary 9.138. Suppose that f ∈ Pgen2 , and δy(f) > 1. If ∂∂yh = f, then ∆y(h) ∈
P
gen
2 .
Proof. Take w = 1, and α = 1. The corollary follows from Proposition 9.136
since ∫ 1
0
f(x,y+ t)dt = h(x,y+ 1) − h(x,y) = ∆y(h)
If f ∈ P, then it follows from the definitions that
δ(f) = δx f(x+ y) = δy f(x+ y)
Consequently,
Corollary 9.139. If f ∈ P, w(t) positive, and 0 < α 6 δ(f) then∫α
0
f(x+ y+ t)w(t)dt ∈ Pgen2 .
9.20 Recursive sequences of polynomials
In this section we show how to construct polynomials in P2 that are analogs of
orthogonal polynomials. The next lemma (a special case of Lemma 10.112) is
the key idea, for it allows us to construct a new polynomial in P2 from a pair
of interlacing ones.
Lemma 9.140. If f⋖g are both in P2, and a,b,d are positive then
(ax+ by+ c)f − dg⋖ f
Two constructions are immediate consequences of the lemma. The first
one shows that certain two-dimensional analogs of orthogonal polynomials
are in P2.
CHAPTER 9. POLYNOMIALS IN TWO VARIABLES 307
Lemma 9.141. Let an,bn,dn be positive, and define a sequence of polynomials by
P−1 = 0
P0 = 1
Pn+1 = (anx+ bny+ cn)Pn − dnPn−1
Then all Pn are in P2 and
P0⋗P1⋗P2⋗ · · ·
Note that Pn(x,α) and Pn(α,y) are orthogonal polynomials for any choice
of α. These polynomials also have a nice representation as determinants that
shows that they are in P2. If we let ℓi = aix + biy + ci then we can construct
a matrix 
ℓ1
√
d2 0 0 . . . 0 0√
d2 ℓ2
√
d3 0 . . . 0 0
0
√
d3 ℓ3
√
d4 . . . 0 0
0 0
√
d4 ℓ4 . . . 0 0
...
...
...
...
. . .
...
...
0 0 0 0 . . .
√
dn ℓn

whose determinant is Pn. If we set ℓi = ci then the matrix is called a Jacobi
matrix, and its characteristic polynomial is an orthogonal polynomial in one
variable.
Lemma 9.142. Let an,bn,dn, en be positive, and define a sequence of polynomials
by
P−1 = 0
P0 = 1
Pn+1 = (anx+ bny+ cn)Pn −
(
dn
∂
∂y
+ en
∂
∂x
)
Pn
Then all Pn are in P2 and P0⋗P1⋗P2⋗ · · ·
9.21 Bezout matrices
Any two polynomials f, g of the same degree determine a matrix called the
Bezout matrix. We give a simple argument that the Bezout matrix is positive
definite if and only if f and g interlace. We also investigate properties of the
Bezout matrix for polynomials in P2.
Definition 9.143. If f(x), g(x) are polynomials of the same degreen the Bezout
matrix of f and g is the symmetric matrix B(f, g) = (bij) such that
f(x)g(y) − f(y)g(x)
x− y
=
n∑
i,j=1
bijx
i−1yj−1
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In order to present the key result [152] we introduce the Vandermonde
vector.
Vn(x) = (1, x, . . . , x
n−1)t.
Theorem 9.144 (Lander). If f, g are polynomials of degree n with no common zeros,
and the zeros of f are r1, . . . , rn then B(f, g) = (V
t)−1DV−1 where
V =
(
Vn(r1), . . . ,Vn(rn)
)
D = diag
(
g(r1)f
′(r1), . . . , g(rn)f ′(rn)
)
Corollary 9.145. If f ∈ P and f, g have no common roots then f and g interlace if
and only if the Bezout matrix is positive definite.
Proof. If the Bezout matrix is positive definite then g and f ′ have the same
sign at the roots of f. Since f ′ sign interlaces f, so does g. The converse is
similar.
This is a classical result. More interesting and recent is that using the Be-
zout matrix we can parametrize the solution curves of certain polynomials in
P2. We paraphrase Theorem 3.1 [152]
Theorem 9.146. Three polynomials f0, f1, f2 in one variable determine a map from
the complex line C to the complex plane C2:
z 7→
(
f0(z)
f1(z)
,
f2(z)
f1(z)
)
(9.21.1)
The image is a rational curve defined by the polynomial
∆(x,y) = det(B(f0, f2) + xB(f0, f1) + yB(f2, f1)) (9.21.2)
Choose mutually interlacing polynomials f0, f1, f2 in P(n). Each of the Be-
zout matrices B(f0, f1), B(f0, f2), B(f1, f2) is positive definite since each pair
is interlacing. It follows that ∆(x,y) in (9.21.2) belongs to P
pos
2 . The solution
curves are parametrized by (9.21.1).
Consider an example:
f1 = (2 + x)(8 + x)(12 + x)
f2 = (3 + x)(9 + x)(13 + x)
f3 = (7 + x)(11 + x)(15 + x)
B(f0, f1) =
 12600 2922 1592922 785 47
159 47 3

B(f0, f2) =
 90456 19074 96319074 4109 211
963 211 11
 B(f1, f2) =
 89568 17292 80417292 3440 164
804 164 8

∆(x,y) = (17325x3+175200yx2+155803x2+242112y2x+465664yx+191775x
+ 73728y3 + 240384y2 + 223136y+ 61425)/17325
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Figure 9.9: The graph of a parametrized P2
All solutions to ∆(x,y) = 0 are of the form
x =
(t + 2)(t+ 8)(t + 12)
(t + 3)(t+ 9)(t + 13)
y =
(t+ 7)(t+ 11)(t+ 15)
(t + 3)(t+ 9)(t + 13)
The graph of ∆(x,y) is in Figure 9.9. The three curves are parametrized as
follows:
the bottom curve t 6∈ (−13,−3)
middle on left, top on right t ∈ (−13,−9)
middle on right, top on left t ∈ (−9,−3)
Now suppose that f≪g ∈ P2. The Bezout matrix with respect to x is
Bx(f, g) =
f(x,y)g(z,y) − f(z,y)g(x,y)
x− z
Since f(x,α) and g(x,α) interlace for all α it follows that Bx(f, g) is a matrix
polynomial in one variable that is positive definite for all y. In particular,
vt Bx(f, g) v > 0 for all non-zero vectors v. However, v
tBx(x,y)v is generally
not a stable polynomial.
The polynomial that determines the Bezout matrix has all coefficients in P.
Lemma 9.147. If f⋖g in P and
B(x,y) =
1
x− y
∣∣∣∣f(x) f(y)g(x) g(y)
∣∣∣∣
then all coefficients of powers of x or of y are in P. If f, g ∈ Ppos then all coefficients
of B are positive, and all coefficients are in Ppos.
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Proof. Write g(x) =
∑
ai
f
x−ri
where ai > 0. Then
B(x,y) =
1
x− y
(
f(x)
∑
ai
f(y)
y− ri
− f(y)
∑
ai
f(x)
x − ri
)
(9.21.3)
=
∑
ai
f(x)
x− ri
f(y)
y− ri
(9.21.4)
Since {f(x)/(x − ri)} is mutually interlacing the result follows from
Lemma 9.18. If f, g ∈ Ppos then f(x)/(x − ri) has all positive coefficients,
so B has all positive coefficients.
Remark 9.148. It is not the case that B(x,y) ∈ P2. If it were then B(x, x) is in P,
but B(x, x) =
∣∣∣ f(x) f′(x)g(x) g′(x) ∣∣∣which is stable by Lemma 21.77.
CHAPTER
10
-
Polynomials in several variables
10.1 The substitution property
Just as for one variable there is a substitution property that all our polynomials
will satisfy.
Definition 10.1. If f is a polynomial in variables x1, . . . , xd then f satisfies xi-
substitution if for every choice of a1, . . . ,ad in R the polynomial
f(a1, . . . ,ai−1, xi,ai+1, . . . ,ad)
has all real roots. We say that f satisfies substitution if it satisfies xi-substitution
for 1 6 i 6 d.
It is clumsy to write out the variables so explicitly, so we introduce some
notation. Let x = (x1, . . . , xd), a = (a1, . . . ,ad), and define
xai = (a1, . . . ,ai−1, xi,ai+1, . . . ,ad)
The degree of a monomial xi11 · · · xidd is the sum i1 + · · ·+ id of the degrees. The
total degree of a polynomial is the largest degree of a monomial. The xi-degree
of a polynomial is the largest exponent of xi. An index set I is a sequence
(i1, i2, . . . ) of non-negative integers. A monomial in x can be written
xI = xi11 x
i2
2 · · ·
The size of an index set is |I| = i1 + i2 + · · · . The degree of xI is |I|.
We can write a polynomial f in terms of coefficients of monomials. If x =
(x1, . . . , xd) and y = (y1, . . . ,ye) then we write
f(x, y) =
∑
I
fI(x)y
I. (10.1.1)
We can restate the definition of xi-substitution:
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• f(x) satisfies xi-substitution iff f(xai) ∈ P for all a ∈ Rd.
All the polynomials we consider will belong to this set:
Subd = {all polynomials in d variables that satisfy substitution}
In the case d = 1 the set Sub1 is just P. Consider these examples in several
variables.
Example 10.2. All products of linear factors such as
(x1 + 2x2 − x3 + 1)(x1 − x2)(x2 + x3)
satisfy substitution. More generally, if the factors of a product are linear in
each variable separately then the product satisfies substitution. An example
of such a polynomial is
(x1x2 + x1 + 3)(x1x2x3 + 2x1x4 + 1)
Lemma 10.3. If f is a polynomial, and there are fj ∈ Subd such that lim fj = f then
f satisfies substitution.
Proof. Observe that for any a ∈ Rd and 1 6 i 6 d we have
f(xai) = lim
j→∞ fj(xai)
The result now follows from the corresponding result (Lemma 1.40) for one
variable.
Substitution satisfies a factorization property.
Lemma 10.4. If fg ∈ Subd then f, g ∈ Subd.
Proof. The result is obvious for polynomials in one variable. The result follows
from the fact that (fg)(xai) = f(x
a
i)g(x
a
i).
The reversal transformation is one of the few operations that preserve the
property of substitution.
Proposition 10.5. If f has xi-degree ki and f =
∑
aIx
I then the reverse of f is
defined to be
rev(f) =
∑
aIx
K−I
where K = (k1, . . . ). If f ∈ Subd then rev(f) ∈ Subd.
Proof. Let a = (a1, . . . ,ad). If we substitute we see that
rev(f)(xai) =
∑
aI a
k1−i1
1 · · · xki−iii · · ·akd−idd
= ak11 · · ·akdd
∑
aI a
−i1
1 · · · xki−iii · · ·a−idd
= ak11 . . .a
kd
d rev(f(x
b
i ))
where b = (1/a1, . . . , 1/ad). Since reversal preserves roots in one variable,
rev(f) satisfies substitution.
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Interlacing can be easily defined for polynomials satisfying substitution.
Definition 10.6. If f and g are polynomials that satisfy substitution, then we
say that f and g interlace if for every real α the polynomial f + αg satisfies
substitution.
The relation of interlacing is preserved under limits.
Lemma 10.7. Suppose fi, gi are in Subd, and limi→∞fi = f, limi→∞ gi = g
where f, g are polynomials. If fi and gi interlace for all i then f and g interlace.
Proof. Since fi + αgi is in Subd for all i, and fi + αgi converges to f + αg it
follows that f+ αg ∈ Subd. Consequently f and g interlace.
10.2 The class Pd.
Before we can define Pd we need a few definitions that generalize the defini-
tions for d = 2.
Definition 10.8. If f has degree n, then the homogeneous part of f =
∑
aIx
I is
fH =
∑
|I|=n
aIx
I (10.2.1)
The homogeneous part controls the asymptotic behavior of the graph, just
as the leading coefficient does in one variable.
Definition 10.9. A polynomial f(x1, . . . , xd) of degree n satisfies the positivity
condition if all coefficients of monomials of degree at most n are positive.
We now define
Definition 10.10.
Pd = all f in d variables such that
• f satisfies substitution
• fH satisfies the positivity condition (Definition 10.9).
Pd is the analog of “polynomials with positive leading sign and all real
roots”.
We let Pd(n) denote the subset of Pd that consists of all polynomials of
degree n.
The results in Lemma 9.16 also hold for polynomials in Pd. The hominto-
geneous part is always in Ud.
Lemma 10.11. If f ∈ Pd then fH ∈ Pd. If f ∈ Subd then fH ∈ Subd.
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Proof. Since fH = (fH)H the positivity condition is satisfied. It remains to
show that if f ∈ Subd then fH satisfies substitution. Assume that the degree
of f is n, and write
f =
∑
|I|=n
cIx
I +
∑
|I|<n
cIx
I.
Replace x by x/ǫ and multiply by ǫn:
ǫnf(x/ǫ) =
∑
|I|=n
cIx
I +
∑
|I|<n
ǫn−|I|cIx
I. (10.2.2)
It follows that ǫnf(x/ǫ) converges to fH as ǫ approaches 0. Lemma 10.3 shows
that fH satisfies substitution.
As is to be expected, substituting for several variables is a good linear
transformation.
Lemma 10.12. Let x = (x1, . . . , xd), y = (y1, . . . ,ye) and choose a ∈ Re. The
substitution map xIyJ 7→ xIaJ is a linear transformation Pd+e −→ Ud.
Proof. Using induction it suffices to prove this in the case that e is 1. Let xa =
(x1, . . . , xd,a). Choose f ∈ Pd, and let g = f(xa). Since f satisfies substitution
so does g. The homogeneous part f(xa)H is found by deleting all the terms
involving xd+1 in f
H. Since all coefficients of fH are positive, so are those of
f(xa)H. it follows that g ∈ Pd.
Unlike Subd, not all products of linear terms are in Pd. The lemma below
shows that the signs must be coherent for this to occur. Note that there are no
constraints on the signs of the constant terms.
Lemma 10.13. Suppose
f(x) =
n∏
k=1
(bk + a1kx1 + · · · + adkxd). (10.2.3)
Assume that all coefficients of x1 are positive. Then f ∈ Pd iff for each 1 6 i 6 d all
coefficients of xi are positive.
Proof. The homogeneous part of f is
fH(x) =
n∏
k=1
(a1kx1 + · · · + adkxd).
If the signs of the coefficients of xi are positive then the coefficients of
fH(x1, . . . , xd) are all positive.
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Conversely, the terms in fH involving only variables x1 and xi are easily
found. They factor into
n∏
k=1
(a1kx1 + aikxi)
If fH satisfies the positivity property then the coefficients of this polynomial all
have the same sign. Since the coefficients of x1 are all positive, the coefficients
of xi are positive. This is Lemma 2.1.
Definition 10.14. If f, g ∈ Pd then f and g interlace iff f + αg is in ±Pd for all
α. If in addition the degree of f is one more than the degree of g then we say
f⋖g. In this case (f+g)H = fH, and so the only condition we need to verify is
substitution. This leads to an equivalent definition in terms of substitutions:
If f, g ∈ Pd then f⋖g iff f(xai)⋖ g(xai) for all a ∈ Rd and 1 6 i 6 d.
The following important result is an immediate consequence of the defini-
tion. See the proof of Theorem 1.43.
Theorem 10.15. If T : Pd −→ Pd is a linear transformation then T preserves inter-
lacing.
Lemma 10.16. If f, g ∈ Pd satisfy f⋖g then fH⋖gH.
Proof. The transformation f 7→ fH maps Pd to itself.
Both Subd and Pd satisfies a loose form of closure. We will study the
general question of closure in the next chapter.
Lemma 10.17. Assume f is a polynomial in d variables that satisfies the homogeneity
condition. If there are polynomials fi ∈ Pd such that lim fi = f then f is in Pd.
Proof. Applying Lemma 10.3 shows that f satisfies substitution. By hypothesis
f satisfies the positivity condition, and hence f ∈ Pd.
Quadratics in Pd
There is an effective criterion to determine if a quadratic polynomial is in Pd.
If we write f =
∑
aIx
I then for all values of x2, . . . , xd the polynomial f must
have all real roots as a quadratic in x1. This is true if and only if the dis-
criminant is non-negative. If we write out the discriminant then we have a
quadratic form that must be positive semi-definite.
For simplicity we only consider the case d = 3, but the general case
presents no difficulties. Suppose that
f(x,y, z) = a000 + z a001 + z
2 a002 + ya010 + y za011 + y
2 a020+
x a100 + x z a101 + x ya110 + x
2 a200
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then the discriminant is
a100
2 + 2 z a100 a101 + z
2 a101
2 + 2ya100 a110 + 2y za101 a110
+y2 a110
2 − 4a000 a200 − 4 z a001 a200 − 4 z
2 a002 a200
−4ya010 a200 − 4y za011 a200 − 4y
2 a020 a200
Now we can homogenize this, and consider it as a quadratic q(y, z,w).
Since the discriminant is non-negative, the quadratic must be non-negative
for all values of y, z,w. Consequently, the matrixQ of the quadratic form q
 a1102 − 4a020 a200 a101 a110 − 2a011 a200 a100 a110 − 2a010 a200a101 a110 − 2a011 a200 a1012 − 4a002 a200 a100 a101 − 2a001 a200
a100 a110 − 2a010 a200, a100 a101 − 2a001 a200 a100
2 − 4a000 a200

(10.2.4)
is positive semi-definite. Conversely, if Q is positive semi-definite then
f(x,y, z) satisfies x-substitution. Note that the diagonal elements of Q are
positive if and only if f(x,y, 0), f(x, 0, z), f(0,y, z) each have all real roots. We
summarize for d = 3:
Lemma 10.18. A quadratic polynomial is in P3 if and only if it satisfies the positivity
conditions and the matrix (10.2.4) is positive semi-definite.
We define P
sep
d to be all those polynomials in Pd such that all substitutions
are in Psep. It is easy to construct quadratic polynomials in P
sep
d .
Lemma 10.19. The polynomial
(a1x1 + · · ·+ adxd)(b1x1 + · · ·+ bdxd) − c2
is in P
sep
d if |c| >
1
2
max
16i<d
√
aibi
Proof. Notice that Lemma 9.126 does not depend on constants, so if we sub-
stitute for all but the i-th variable, the minimum distance between roots is
2|c|/
√
aibi.
10.3 Properties of Pd
In this section we establish the important fact that Pd is closed under differen-
tiation. An important consequence of this will be results about the coefficients
of polynomials in Pd.
As in P2 we only need to know that substitution holds in one variable to
conclude that substitution holds in all variables. This is a very useful result.
Theorem 10.20. Suppose that f is a polynomial in d variables, and satisfies (see
Definition 10.10)
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• the positivity condition
• xi-substitution for some xi
then f satisfies substitution, and is in Pd.
Proof. It suffices to show that if f satisfies x1-substitution then it satisfies x2-
substitution. For any a = (a1, . . . ,ad) let g(x1, x2) = f(x1, x2,a3, . . . ,ad). Since
g satisfies x1-substitution and g
H is a subset of fH, we can apply Theorem 9.27
to conclude that g satisfies x2-substitution.
Theorem 10.21. Suppose that T : Pd −→ Pd is a linear transformation that pre-
serves degree, and for any monomial xI the coefficients of T(xI)H are all positive. If
y = (y1, . . . ,ye) then the linear transformation
T∗(xIyJ) = T(xI)yJ
defines a linear transformation from Pd+e to itself.
Proof. The assumptions on the image of a monomial imply that T∗(f) satisfies
the positivity condition for f ∈ Pd+e. By Theorem 10.20 it suffices to show
that T∗(f) satisfies x1-substitution. If we choose b ∈ Re then
(T∗ f)(x,b) = T(f(x,b))
Since f(x,b) ∈ Pd by Lemma 10.12 we know T(f(x,b)) is in Pd, and so satisfies
x1-substitution.
An important special case is when d is 1.
Corollary 10.22. Suppose T : P −→ P is a linear transformation that preserves
degree, and maps polynomials with positive leading coefficient to polynomials with
positive leading coefficient. We define a linear transformation on Pd by
Ti(x
e1
1 · · · xedd ) = xe11 · · · xei−1i−1 T(xeii ) xei+1i+1 · · · xedd
Ti maps Pd to itself.
Theorem 10.23. Pd is closed under differentiation. If f ∈ Pd then f⋖ ∂f∂xi for
1 6 i 6 d.
Proof. The linear transformation T of P defined by Tg = g + ag′ maps P to
itself for any a. Applying Theorem 10.21 shows that f + a ∂f
∂xi
is in Pd for all
a, and the conclusion follows.
Corollary 10.24. If f =
∑
fI(x)y
I is in Pd+e and J is any index set then fJ(x) is in
Pd(|J|).
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Proof. If J = (j1, . . . , je) then we can apply Theorem 10.23 since
fJ(x) =
1
j1!j2! · · · je!
(
∂j1
∂y1
· · · ∂
je
∂ye
)
f
∣∣∣∣
y=0
In P2 we know that consecutive coefficients interlace. The same is true in
Pd, and the proof is the same.
Lemma 10.25. Suppose that f(x, y) ∈ Pd+e, and we write
f(x, y) = · · ·+ fI(x)yI + fI∪y1(x)y1yI + · · ·
then fI ←− fI∪y1 .
Theorem 10.26. If f, g,h ∈ Pd and f⋖g, f⋖h then
• g+ h ∈ Pd
• f⋖g+ h
• For any f, g ∈ Pd then fg ∈ Pd.
• If g⋖ k then f− k ∈ Pd.
Proof. As we saw for two variables, Lemma 1.10 shows that g + h satisfies
substitution. Since (g + h)H = gH + hH it follows that g + h satisfies and
positivity condition.
The product fg certainly satisfies substitution. Since (fg)H = fH gH we
see that the positivity condition is satisfied. The last one follows from the
corresponding one variable result Lemma 1.31.
Two by two determinants of coefficients are non-positive. This is an im-
mediate consequence of Theorem 9.113.
Corollary 10.27. Suppose that f(x,y, z) =
∑
fij(x)y
izj is in Pd+2. Then∣∣∣∣ fi,j(x) fi+1,j(x)fi,j+1(x) fi+1,j+1(x)
∣∣∣∣ 6 0
If we apply this corollary to the Taylor series for f(x1 +y, x2 + z, x3, . . . , xd)
we get
Corollary 10.28. If f(x) ∈ Pd, d > 2, then
∣∣∣∣∣ f ∂∂x1 f∂
∂x2
f ∂
∂x1
∂
∂x2
f
∣∣∣∣∣ 6 0.
Remark 10.29. If we are given a polynomial f that satisfies the above inequality
for all pairs of distinct variables, then it does not imply that f ∈ Pd. However,
this is true for multiaffine polynomials (See p. 389.).
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10.4 The analog of Ppos
Ppos is the set of all polynomials in P with all positive coefficients. The analog
P
pos
d of P
pos is also defined in terms of the signs of the coefficients. P
pos
d is
closed under interlacing, and the homogeneous part of any polynomial in Pd
is always in P
pos
d .
Definition 10.30. P
pos
d (n) is the collection of all polynomials f ∈ Pd(n) such
that all coefficients of monomials of degree at most n are positive.
That is, if f =
∑
aIx
I has total degree n, then aI is positive for all |I| 6 n.
We can easily characterize products of linear terms that are in P
pos
d . It fol-
lows from Lemma 10.13 that a product (10.2.3) is in P
pos
d iff all aik are positive,
and all bk are positive.
Lemma 10.31.
1. P
pos
d is closed under differentiation.
2. If f ∈ Pposd then for any positive a we have f(a, x2, . . . , xd) ∈ Pposd−1.
3. If f ∈ Pposd+e then all coefficients fI given in (10.1.1) are in Pposd .
Proof. We only need to check positivity for the first statement, and this is im-
mediate. The second statement is obvious, but it is false if we substitute a
negative value.1 Finally, differentiate sufficiently many times until fI is the
constant term, and then substitute 0 for y.
We can determine if a polynomial is in P
pos
d just by looking at the constant
terms with respect to each variable.
Theorem 10.32. Suppose that f ∈ Pd and for each 1 6 i 6 d the polynomial
f(0, . . . , 0, xi, 0, . . . , 0) is in P
pos. Then, f is in ±Pposd .
Proof. We may assume that
f(0, . . . , 0, xi, 0, . . . , 0)
has all positive, or all negative, signs. The proof now proceeds by induction
on the number of variables. For d = 2 the hypothesis implies that in
f(x1, x2) = f0(x1) + · · · + fn(x1)xn2
the coefficient f0 is in P
pos. We may assume that all coefficients of f0 are posi-
tive. Since f0⋖ f1 we see that all coefficients of f1 have the same sign. Continu-
ing, all the coefficients of fi have sign ǫi. Now the hypothesis also implies that
f(0, x2) is in P
pos. Since f(0, x2) contains the constant terms of all fi it follows
that all ǫi have the same sign. Thus all coefficients of all the fi are positive.
1 f = (1 + x1 + x2)(3+ x1 + x2) is in P
pos
2 , but f(−2,x2) = x
2
2 − 1 is not in P
±.
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In general, if f ∈ Pd then by induction we know that all substitutions
f(x1, . . . , xi−1, 0, xi+1, . . . , xd)
are in P
pos
d−1. We may assume that f(0, x2, . . . , xd) has all positive terms, and
then use overlapping polynomials as above to conclude that all terms are pos-
itive.
P
pos
d is closed under interlacing.
Theorem 10.33. If f ∈ Pposd , g ∈ Pd and f⋖g then g is in Pposd .
Proof. The proof is by induction on the number of variables. For Ppos the
result is true. Write
f(x) = f0(x2, . . . , xd) + f1(x2, . . . , xd)x1 + · · ·+ fn(x2, . . . , xd)xn1 .
g(x) = g0(x2, . . . , xd) + g1(x2, . . . , xd)x1 + · · ·+ gn−1(x2, . . . , xd)xn−11 .
Since fi⋖gi for all i, and all gi are in P
pos
d−1 by induction, it follows that the
coefficients of gi are either all positive, or all negative. Since g ∈ Pd the homo-
geneous part gH has all positive coefficients, and so each gi has some positive
coefficient. This shows that g ∈ Pposd .
The positivity of substitutions implies that a polynomial in Pd is in P
pos
d .
Note that if f(x) is positive for all positive x then it is not necessarily the case
that all coefficients are positive: consider 1 + (x − 1)2.
Lemma 10.34. If f(x) ∈ Pd and f(a) is positive for all a ∈ (R+)d then f ∈ Pposd .
Proof. We prove this by induction on d. If d = 1 and f(x) has positive leading
coefficient then we can write f = α
∏
(x + ri). Since this is positive for all
positive x it follows that no ri can be negative, and therefore all coefficients
are positive.
In general, write f(x,y) ∈ Pd+1 as
∑
fi(x)y
i. Now for any a ∈ (R+)d the
hypothesis implies that f(a,y) is positive for all positive y. Thus all coefficients
fi(a) are positive, and so by induction all coefficients of f(x,y) are positive.
The next two results show the relation between homogeneous polynomials
and the positivity condition.
Lemma 10.35. If f is a homogeneous polynomial then
f ∈ Pd iff
f(1, x2, . . . , xd) ∈ Pposd−1.
Proof. The assumption that f is homogeneous is equivalent to the equality
f = fH. The result now follows from the definition of P
pos
d .
Lemma 10.36. If f ∈ Pd(n) let F be the corresponding homogeneous polynomial.
We construct F by replacing each monomial xI by xIx
n−|I|
d+1 . A necessary and sufficient
condition that F ∈ Pd+1 is that f ∈ Pposd .
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Proof. All coefficients of FH are positive. If F ∈ Pd+1 then FH = F. Since f
is found by substituting 1 for xd+1 in F, all coefficients of f must be positive.
Conversely, since the coefficients of F are the same as the coefficients of f we
see that the assumption on f implies that F satisfies positivity.
We know that the terms of maximal total degree of a polynomial in Pd
constitute a polynomial that is also in Pd. If f ∈ Pposd then there is a stronger
result:
Lemma 10.37. Suppose f ∈ Pposd (n) and hr is the polynomial consisting of all terms
of total degree r. Then hr ∈ Pposd (r) for 1 6 r 6 n.
Proof. If we homogenize then
F(x, z) = gn + zgn−1 + · · ·+ zng0
Since gr is the coefficient of z
n−r the conclusion follows.
Here is a condition for interlacing in P
pos
d that only involves positive linear
combinations.
Lemma 10.38. If f, g ∈ Pposd and deg(f) > deg(g) then f⋖g if and only if these
two conditions hold
(1) f+ αg ∈ Pposd for all α > 0
(2) f+ αgxi ∈ Pposd for all α > 0 and some i
Proof. Assume that f⋖ g. Both left hand sides are have homogeneous part
equal to fH plus perhaps a contribution for gH, so they both satisfy the homo-
geneity conditions. We need to verify substitution. If we consider substituting
for all but the xi variable, and restrict a to be non-negative, then both f(x
a) and
g(xa) are in Ppos. The conclusion now follows from Lemma 2.13.
Conversely, if (1) and (2) are satisfied then we can again use Lemma 2.13
to see that f⋖g.
Just as for one variable we can define a polar derivative. If f ∈ Pposd
then write f =
∑
aIx
I. The corresponding homogeneous polynomial F =∑
aIx
Iyn−|I| is in Pd+1, and if we differentiate with respect to y and then set
y = 1 we get the polar derivative ∑
(n − |I|)aIx
I (10.4.1)
which can also be written in the more familiar fashion
nf− x1
∂f
∂x1
− · · ·− xn ∂f
∂xn
(10.4.2)
We will return to the polar derivative in Section 10.15.
Rather than forming the homogeneous polynomial with respect to all the
variables, we can homogenize some of them.
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Lemma 10.39. If f(x, y) =
∑
aI(x)y
I ∈ Pposd+e(n) then
g(x, y, z) =
∑
aI(x)y
Izn−|I| ∈ Pd+e+1(n)
Proof. gH = g, so g satisfies homogeneity condition. Since
g(x, y, z) = znf(x,
y
z
)
it follows that g satisfies substitution.
We have a more general form of polar derivative:
Corollary 10.40. If f(x, y) =
∑
aI(x)y
I ∈ Pposd+e(n) then
f(x, y)⋖
∑
(n − |I|)aI(x)y
I.
10.5 Coefficient inequalities for P
pos
2 , hives, and the Horn
problem
Every polynomial in P
pos
2 determines a homogeneous polynomial in P3. If
f(x,y, z) ∈ P3 is such a homogeneous polynomial then the three polynomi-
als f(x, 1, 0), f(0, x, 1), f(1, 0, x) have all real roots. We call these the boundary
polynomials of f. We consider the converse:
The boundary polynomial problem:
Given three polynomials f1(x), f2(x), f3(x) with all real roots, when
is there a polynomial f(x,y, z) ∈ P3 whose boundary polynomials
are f1, f2, f3?
Surprisingly, this is related to a famous problem involving matrices.
The additive Horn problem:
Fix an integer n, and let α,β,γ ∈ Rn. Is there a triple (A,B,C) of
Hermitian matrices with A + B + C = 0, and eigenvalues α,β,γ?
If so, we say Horn’s additive problem is solvable for α,β,γ.[161]
We begin by looking at a particular example, and then establishing in-
equalities for coefficients of polynomials in P
pos
2 . Taking logs of these inequal-
ities gives a structure called a hive. We then recall the connection between
hives and Horn’s problem to get information about the boundary polynomial
problem.
Suppose that we are given a polynomial of degree n in P
pos
3 that is homo-
geneous:
f(x,y, z) = (z + x+ y)(4z+ 2x+ y)(2z + 3x+ y)(3z + 5x+ y)
= 24z4 + 112 xz3 + 186 x2z2 + 128 x3z + 30 x4 + 50yz3 + 175 xyz2 + 190 x2yz+
61 x3y+ 35y2z2 + 80 xy2z + 41 x2y2 + 10y3z + 11 xy3 + y4.
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We can represent the terms of f(x,y) in a triangular diagram.
y4
10y3z 11 xy3
35y2z2 80 xy2z 41 x2y2
50yz3 175 xyz2 190 x2yz 61 x3y
24 z4 112 xz3 186 x2z2 128 x3z 30 x4
The three boundary polynomials of f occur on the boundary of this dia-
gram, and are
f(x, 1, 0) = 30x4 + 61x3 + 41x2 + 11x+ 1
f(0, x, 1) = x4 + 10x3 + 35x2 + 50x+ 24
f(1, 0, x) = 24x4 + 112x3 + 186x2 + 128x+ 30
If we only list the coefficients then we get the triangular diagram
1
10 11
35 80 41
50 175 190 61
24 112 186 128 30
This array of numbers has the property that the coefficients in each of the
three kinds of rhombus satisfy bc > ad:
b d a b a
a c c d b c
d
Proposition 10.41. For any homogeneous polynomial in P
pos
3 , construct the trian-
gular array of coefficients. In every rhombus formed by two adjacent triangles the
product of the two numbers on the common edge is at least the product of the two
remaining vertices.
Proof. The inequalities corresponding to the three different kinds of rhombus
follow by applying the inequalities for polynomials in P2 (Theorem 9.113) to
f(x,y, 1), f(x, 1, z), and f(1,y, z).
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Suppose we choose f(x,y) =
∑
aijx
iyj in P
pos
2 . Since all coefficients are
positive, we can define real numbers hijk = log(aij) where i + j + k = n. If
we write the inequalities of Proposition 10.41 in terms of the hij
ai+1,j ai,j+1 > ai,j ai+1,j+1
ai+1,j−1 ai,j−1 > ai,j ai+1,j−2
ai−1,j+1 ai−1,j > ai,j ai−2,j+1
then they translate into inequalities about the hijk’s:
hi+1,j,k−1 + hi,j+1,k−1 > hi,j,k + hi+1,j+1,k−2
hi+1,j−1,k + hi,j−1,k+1 > hi,j,k + hi+1,j−2,k+1
hi−1,j+1,k + hi−1,j,k+1 > hi,j,k + hi−2,j+1,k+1
This is precisely the definition of a hive [161]. There is a wonderful theorem
that relates hives to the Horn problem. The boundary of a hive consists of the
three vectors (v1, v2, v3) formed by taking differences of consecutive terms on
the boundary. In terms of the aij’s this is
v1 = (hn−1,1,0 − hn,0,0, hn−2,2,0 − hn−1,1,0, · · · ,h0,n,0 − h1,n−1,0)
v2 = (h0,n−1,1 − h0,n,0, h0,n−2,2 − h0,n−1,1, · · · ,h0,0,n − h0,1,n−1)
v3 = (h1,0,n−1 − h0,0,n, h2,0,n−2 − h1,0,n−1, · · · ,hn,0,0 − hn−1,0,1)
then
The Hive Theorem: Horn’s problem is solvable for (v1, v2, v3) if and only if
(v1, v2, v3) is the boundary of a hive.[161]
We now determine the boundary of the hive corresponding to f.
v1 =
(
log
an−1,1
an,0
, log
an−2,2
an−1,1
, . . . ,
)
= the logs of consecutive coefficients of the boundary polynomial f(x, 1, 0)
v2 =
(
log
a0,n−1
a0,n
, log
a0,n−2
a0,n−1
, . . . ,
)
= the logs of consecutive coefficients of the boundary polynomial f(0, x, 1)
v3 =
(
log
a1,0
a0,0
, log
a2,0
a1,0
, . . . ,
)
= the logs of consecutive coefficients of the boundary polynomial f(1, 0, x)
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Corollary 10.42. If f(x,y, z) ∈ P3 is homogeneous, and v1, v2, v3 are the logs of the
consecutive coefficients of the boundary polynomials, then Horn’s problem is solvable
for v1, v2, v3.
Although polynomials in P
pos
2 determine hives, the converse is not true:
here is an example of a hive that does not come from a polynomial. We don’t
write the hive, but rather the coefficients of polynomial; it’s easy to check that
all of the multiplicative rhombus inequalities are satisfied. If the array were
determined by a polynomial in P
pos
2 then the polynomial corresponding to the
coefficient of y, 11 + 8x+ 3x2, would be in P, but it isn’t.
1
6 3
11 8 3
6 11 6 1
Horn’s problem is connected to the conjecture (now solved - see [64])
that specifies necessary and sufficient conditions for vectors α,β,γ to satisfy
Horn’s problem. We can use this to get necessary conditions for the boundary
polynomial problem. Here is one example. We first order α,β,γ:
α :α1 > α2 > · · · > αn
β :β1 > β2 > · · · > βn
γ :γ1 > γ2 > · · · > γn
Weyl’s inequalities are
αi + βj + γn+2−i−j > 0 whenever i+ j− 1 6 n
We now apply this to our problem. For our particular polynomial we have
that
v1 =
(
log
61
30
, log
41
61
, log
11
41
, log
1
11
)
v2 =
(
log
10
1
, log
35
10
, log
50
35
, log
24
50
)
v3 =
(
log
112
24
, log
186
112
, log
128
186
, log
30
128
)
Notice that they are all decreasing - this is true in general, and is a con-
sequence of Newton’s inequalities. Since these quotients are decreasing, they
are in the correct order to apply the Weyl inequalities. Using the values of
v1, v2, v3 from above, the following is a necessary condition for the ai,j to be
the coefficients of boundary polynomials.
CHAPTER 10. POLYNOMIALS IN SEVERAL VARIABLES 326
log
an−i,i
an−i+1,i−1
+ log
a0,n−i
a0,n−i+1
+ log
an+2−i−j,0
aa+2−i−j+1
> 0
an−i,i a0,n−i an+2−i−j,0
an−i+1,i−1 a0,n−i+1 aa+2−i−j+1
> 1
10.6 Log concavity in P
pos
2
We say earlier ((p. 118)) that the graph of the log of the coefficients of a poly-
nomial in Ppos is concave. We now prove a similar result for polynomials in
P
pos
2 . Given a polynomial
∑
aijx
iyj in P
pos
2 , the set of points{
(i, j, log(aij) ) | aijx
iyj is a term of f
}
is called the graph of the log of the coefficients of f. We view this as the graph
of a function defined on the points in the plane corresponding to the expo-
nents appearing in f.
For example, the diagram below displays the log of the coefficients of a
polynomial in P
pos
2 . The coordinates of the point in the lower left corner are
(0, 0), since 24 is the constant term. The coordinates of the rightmost point are
(4, 0), and the uppermost point’s coordinates are (0, 4).
log 1
log 10 log 11
log 35 log 80 log 41
log 50 log 175 log 190 log 61
log 24 log 112 log 186 log 128 log 30
Proposition 10.43. If f ∈ Ppos2 then the graph of the log of the coefficients is concave.
Every triangle in the planar diagram determines a triangle in the graph, and the graph
lies on one side of the plane containing that triangle.
Proof. Wewill prove the second statement, for that is what we mean by saying
that the graph is concave. Note that it suffices to show that the plane through
a triangle lies above all of the three adjacent triangles. We now show that this
is a consequence of the rhombus inequalities.
Consider the triangle T with solid lines
(r, s + 1, logar,s+1) (r + 1, s+ 1, logar+1,s+1)
(r, s, logar,s) (r + 1, s, logar+1,s)
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The plane in R3 containing T is
(logar+1,s − logar,s)x + (logar,s+1 − logar,s)y− z−(
r logar+1,s + s logar,s+1 − (r+ s+ 1) logar,s
)
= 0
The expression on the left side takes negative values for points above the
plane, and positive values for points below the plane. If we evaluate it at the
vertex (r + 1, s+ 1,ar+1,s+1) of the dotted adjacent triangle we get
logar+1,s + logar,s+1 − logar,s − logar+1,s+1 =
log
ar+1,s ar,s+1
ar,s ar+1,s+1
> 0
where the last inequality is the rhombus inequality. A similar computation
shows that the plane lies above the other two adjacent triangles, so the graph
is concave.
Corollary 10.44. Suppose that f =
∑
ai,jx
iyj ∈ Ppos2 . For all non-negative i, j, r, s
for which ar,s 6= 0 we have(
ar+1,s
ar,s
)i(
ar,s+1
ar,s
)j
>
ar+i,s+j
ar,s
Proof. Evaluate the plane through the triangle
{(r, s, logar,s), (r + 1, s, logar+1,s), (r, s+ 1, logar,s+1)}
at the point (r + i, s + j, logar+i,s+j). The result is positive, and simplifying
yields the inequality.
Remark 10.45. If a0,0 = 1, then the inequality shows that the coefficients of f
satisfy a simple bound:
ai1,0 a
j
0,1 > ai,j.
10.7 Extending two polynomials
The boundary polynomial problem asks when can three polynomials be real-
ized as the boundary polynomials of a polynomial in P
pos
2 . We now ask the
simpler question
Given two polynomials f(x), g(x) in Ppos, describe the structure of
all F(x,y) in P
pos
2 such that F(x, 0) = f(x) and F(0,y) = g(y). We
say that F is an extension of f, g.
There is a trivial requirement that guarantees the existence of an extension.
This result is similar to Lemmas 9.103 and 9.105.
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Lemma 10.46. Assume that f, g ∈ Ppos. There is an extension of f, g if and only if
f(0) = g(0).
Proof. If there is an extension then F(0, 0) = f(0) = g(0). Conversely, we
may assume that f(0) = g(0) = 1. . We can write f(x) =
∏
(1 + rix) and
g(x) =
∏
(1 + six). The product below is the desired extension.∏
(1 + ri x+ si y)
Suppose that F is an extension of f, g. We know that we can write F(x,y) =
|I+ xD1 + yD2|whereD1 andD2 are positive definite. Moreover, since f(x) =
|I + xD1| we know the eigenvalues of D1: they are the negative reciprocals of
the roots of f. Similarly, we know the eigenvalues ofD2. We may assume that
D1 is diagonal. Write D2 = OΛO
t where Λ is a diagonal matrix consisting of
the eigenvalues of D2, and O is an orthogonal matrix. Consequently,
There is an onto map fromO(n), the group of orthogonal matrices,
to the extensions of f, g.
Since the orthogonal matrices in O(2) are easy to describe we can com-
pletely determine the extensions for a quadratic.
Lemma 10.47. Suppose f = (1+ r1 x)(1+ +r2 x) and g = (1+ s1 x)(1+ s2 x). All
extensions of f, g are of the form below, where W lies in the interval determined by
r1s1 + r2s2 and r1s2 + r2s1.
s1s2 y
2
(s1 + s2)y W xy
1 (r1 + r2) x r1r2 x
2
Proof. If the orthogonal two by two matrix is a rotation matrix, the general
extension of f, g is given by the determinant of
(
1 0
0 1
)
+ x
(
r1 0
0 r2
)
+ y
(
cosθ sinθ
− sinθ cosθ
)(
s1 0
0 s2
)(
cosθ − sinθ
sin θ cosθ
)
If we simplify the coefficient of xy in the determinant we find it to be
1
2
[
(r1 + r2)(s1 + s2) − (r1 − r2)(s1 − s2) cos(2θ)
]
The two values at cos 2θ = ±1 yield the bounds of the lemma. We get the
same result if the orthogonal matrix does not preserve orientation.
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The two ends of the interval for W are the values that arise from the two
different products
(1 + r1x+ s1y)(1 + r2x + s2y)
(1 + r1x + s2y)(1 + r2x+ s1y).
In general, if the polynomials are
∏
(1+ rix) and
∏
(1+ siy) then there are n!
different products: ∏(
1 + ri x+ sσi y
)
where σ is a permutation of 1, . . . ,n. If n is odd then O(n) is connected, so
the set of all extensions is connected. In the case n = 2 we saw that this set is
convex, and the boundary consists of the two different products. This may be
the case in general - see Question 123.
It follows from the above that if the quadratic f has all equal roots then
there is a unique extension. This is true for any n.
Lemma 10.48. If g ∈ Ppos(n) then g(x) and (x+ α)n have a unique extension.
Proof. Suppose f(x,y) is an extension, so that f(x, 0) = (x + α)n and f(0,y) =
g(y). If we write f(x,y) =
∑
fi(x)y
i then f0 = (x + α)
n and f0⋖ f1, so there
is a constant a1 such that f1(x) = a1(x+α)
n−1. Continuing, we find constants
ai so that fi(x) = ai(x + α)
n−i. Since f(0,y) =
∑
ai α
n−i yi we see that g(y)
uniquely determines the ai.
If f =
∑
aijx
iyj ∈ Ppos2 is an extension of two polynomials, then | a10 a11a00 a10 |
only has one term that depends on the extension. We assume that f = |I +
xD+ yC| where D a diagonal matrix with entries {di}, and C = (cij) = OEO
t
where E is diagonal with entries {ei}.
Since every entry of yC has a factor of y, the only waywe can get a term xy
in the expansion of the determinant is to take x and y terms from the diagonal.
Thus, the coefficient a11 of xy is∑
i6=j
di cjj =
(∑
di
) (∑
cjj
)
−
∑
dicii
Now a00 = 1, a10 =
∑
di and a01 =
∑
cjj, so we conclude that∣∣∣∣a10 a11a00 a10
∣∣∣∣ = ∑dicii
If we write O = (oij) then cii =
∑
ejo
2
ij and consequently∣∣∣∣a10 a11a00 a10
∣∣∣∣ =∑diejo2ij
Now the maximum of
∑
diejo
2
ij over all orthogonal matrices O is
∑
d ′ie
′
i
where {d ′i} is {di}written in increasing order, and {e
′
i} is {ei}written in increas-
ing order (Lemma 10.49). The minimum is
∑
d ′ie
′′
i where {e
′′
i } is {ei} written
in decreasing order We thus can make a more precise inequality:
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∑
d ′i e
′
i >
∣∣∣∣ a10 a11a00 a10
∣∣∣∣ >∑d ′i e′′i
When n = 2 we see that∣∣∣∣a10 a11a00 a10
∣∣∣∣ = cos2(θ) (d1e1 + d2e2) + sin2(θ) (d1e2 + d2e1)
which shows that the determinant takes every value in the interval deter-
mined by the largest and smallest products.
We now prove the Lemma used above; it is a generalization of the well-
known rearrangement lemma.
Lemma 10.49. If a1, . . . ,an and b1, . . . ,bn are increasing sequences of positive
numbers then
max
O
n∑
i,j=1
o2ij ai bj =
∑
i
aibi
where the maximum is over all n by n orthogonal matrices O = (oij).
Proof. If A = diag(a1, . . . ,an) and B = diag(b1, . . . ,bn) then∑
o2ij ai bj = trace (O
tAOB)
Since orthogonal matrices are normal, we can apply Bourin’s matrix Cheby-
shev inequality [21, page 3] to conclude that
trace (OtAOB) 6 trace (OtOAB) = trace (AB) =
∑
aibi.
10.8 Symmetric Polynomials
In this section we begin an investigation of the symmetric polynomials in
Pd. We say that f(x) is symmetric if f(x) = f(σx) for all permutations σ of
x1, . . . , xd. For instance, the elementary symmetric functions are in Pd, and
the product of any two symmetric functions in Pd is again a symmetric poly-
nomial in Pd.
In two variables a homogeneous polynomial f(x,y) is symmetric if and
only if it has the form
a0y
n + a1xy
n−1 + a2x
2yn−2 + · · · + a2xn−2y2 + a1xn−1y+ a0xn
The roots of f consist of paired roots {r, 1/r}, along with some ±1’s. In degree
two such a polynomial is
y2 +
(
r+
1
r
)
xy+ x2
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It’s immediate that the symmetric homogeneous polynomials in P2(2) are of
the form x2 + αxy+ y2 where α > 2. We can also characterize the symmetric
homogeneous polynomials of degree two in three variables.
Lemma 10.50. The symmetric homogeneous polynomials in P3(2) are of the form
x2 + y2 + z2 + α(xy+ xz+ yz) where α > 2
Proof. Setting z = 0 implies x2 + αx+ 1 ∈ P, and thus α > 2. Conversely, if
D =
(
r 0
0 1/r
)
O =
1
r+ 1
(√
r2 + r+ 1 −
√
r√
r
√
r2 + r+ 1
)
then the determinant f of xI+ yD + zODOt equals
x2 + y2 + z2 + (r+ 1/r)(xy+ xz+ yz)
Since D is positive definite and O is orthogonal it follows that f ∈ P3. Finally,
note that r + 1/r takes on all values > 2.
We can show that the symmetric homogeneous polynomials in Pd(2) fol-
low the same pattern, but they don’t always have a determinant representa-
tion.
Lemma 10.51. The symmetric homogeneous polynomials in Pd(2) are of the form
d∑
1
x2i + α
∑
i<j
xiyj where α > 2
Proof. Weuse the definition of Pd. The homogeneous part is certainly positive,
so we check substitution. Since we are considering a quadratic, we only need
to check that the discriminant of xd is non-negative. Subsituting ai for xi we
get (
α
d−1∑
1
ai
)2
− 4
(d−1∑
1
a2i
)
= (α − 2)
(
(α+ 2)
d−1∑
1
a2i + 2α
∑
i<j
aiaj
)
The factor α − 2 is non-negative by hypothesis, and the second factor is a
quadratic form in a1, . . . ,ad−1 with matrix Q is
α+ 2 α α . . .
α α+ 2 α . . .
α α α+ 2 . . .
...
...
...
. . .
 = 2I+ αJ
where J is the all one matrix. Now the eigenvalues of J are d − 1, 0, . . . , 0, so
the eigenvalues of Q are α(d − 1) + 2, 2, . . . , 2. Thus Q is positive definite, so
the discriminant is non-negative, and our polynomial is in Pd.
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Lemma 10.52. The polynomial f(x,y, z,w) given below has no representation of the
form |xI + yD1 + zD2 + wD3| where D1,D2,D3 are positive definite two by two
matrices and α > 2.
f(x,y, z,w) = x2 + y2 + z2 +w2 + α(xy+ xz+ xw+ yz + yw+ zw)
Proof. Since f(x,y, 0, 0) = x2 + αxy+ y2 we see that we must have α > 2, and
that we can write f(x,y, 0, 0) = (x + r)(x + 1/r) where r > 1. We may assume
that D1 is diagonal, with diagonal r, 1/r, and so α = r+ 1/r.
We proceed to determine D2. f is symmetric for all 24 permutations of the
variables. Thus |I+xD1| = |I+xD2|, and thereforeD2 has the same eigenvalues
as D1. We write
D2 =
(
cos t sin t
− sin t cos t
)(
r 0
0 1/r
)(
cos t − sin t
sin t cos t
)
Since f(1, x, 0, 0) = f(0, x, 1, 0)we can equate the coefficients of x:
r +
1
r
= 2 cos2(t) +
(
r4 + 1
)
sin2(t)
r2
Solving this equation yields
cos t = ± 1
1 + r
√
1 + r+ r2
sin t = ± 1
1 + r
√
r
Consequently there are exactly four choices forD1 and for D2:
D1 =
1
r+ 1
(
e1
√
1 + r+ r2 e2
√
r
−e2
√
t e1
√
1 + r + r2
)
D2 =
1
r+ 1
(
f1
√
1 + r+ r2 f2
√
r
−f2
√
t f1
√
1 + r+ r2
)
where e1, e2, f1, f2 are ±1. If we equate the coefficients of x in |xD1 + D2] =
|xD1 + I|we get
2
(1 + r)2
(
e2f2r+ e1f1(1 + r+ r
2)
)
=
2e1
1 + r
√
1 + r+ r2
It’s easy to see that this equation has no solution for r > 1.
A symmetric homogeneous polynomial F(x,y, z) in P3(3) has coefficient ar-
ray 1
a a
a b a
1 a a 1
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We first show that for any a > 3 there is at least one b such that F(x,y, z) ∈
P3. If we take a = α+ 1 and b = 3α then α > 2. Now
(x+ y+ z)(x2 + y2 + z2 + α(xy+ xz+ yz)) ∈ P3
and has coefficient array
1
1 + α 1 + α
1 + α 3α 1 + α
1 1 + α 1 + α 1
Newton’s inequality applied to the first and second rows yield a > 3 and
b > 2a. However, we can get more precise results. As above, the roots of the
bottom row are −r,−1/r,−1, so a = 1 + r + 1/r. We assume r > 1. Since the
second row interlaces the first, we have that
−r 6
−b−
√
b2 − 4a2
2a
6 −1 6
−b+
√
b2 − 4a2
2a
6 −1/r
These inequalities yield
a(r+ 1/r) > b > 2a
Note that if r = 1 then a = 3 and b = 6. This is (x + y + z)3, which is the
unique extension of the bottom row and the left hand column. These are not
the best bounds; empirically we find that the intervals for b appear to be
r=2 b ∈ (29
4
,
16
2
)
r=3 b ∈ (90
9
,
38
3
)
r=5 b ∈ (326
25
,
142
5
)
When is
∑
aiσi ∈ MAd, where σi is the i’th elementary symmetric poly-
nomial in x1, . . . , xd? If we set all xi equal to x, then
∑
ai
(
d
i
)
xi ∈ P. We are
not able to prove the converse; as usual we can’t get the final factorial.
Lemma 10.53. If
∑
aix
i ∈ P then
1.
∑
aiσi ∈ MAd.
2.
∑
aii!σi ∈ MAd.
Proof. The first sum is the coefficient of yn in
∑
aiy
i
( d∏
1
(y+ xi)
)
=
∑
aiy
i ·
∑
yn−iσi
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while the second equals (∑
aiDiy
)∑
yn−iσi
∣∣∣∣
y=0
Example 10.54. We give an example that supports the possibility that the con-
verse is true. Consider the question
For whichm is xyz − x− y− z +m = σ3 − σ1 +mσ0 ∈ MA3?
We find
x3 − x+m ∈ P =⇒ |m| 6
√
4/27
x3/6 − x+m ∈ P =⇒ |m| 6
√
8/9(
3
3
)
x3 −
(
3
1
)
x +
(
3
0
)
m ∈ P =⇒ |m| 6 2
We know from Example11.61 that the necessary and sufficient condition is
that |m| 6 2.
10.9 Linear transformations on Pd
We have looked at linear transformations that map Pd to itself. In this section
we look at mappings that either delete variables or introduce new variables.
The repeated application Theorem 10.21 with the linear transformation
x 7→ ax+ b yields
Corollary 10.55. Choose a1,b1, . . . ,ad,bd ∈ R where all of the ai’s are positive.
The linear transformation below maps Pd to itself:
f(x1, . . . , xd) 7→ f(a1x1 + b1, . . . ,adxd + bd).
We can allow some of the ai to be zero.
Lemma 10.56. If f(x) ∈ Pd and exactly r terms of a1, . . . ,ad are non-zero, and they
are positive, then f(a1x1, . . . ,adxd) ∈ Pr.
We can also add new variables.
Lemma 10.57. If f ∈ Pd(n) then g = f(x1 +y1, x2 +y2, . . . , xd+yd) is in P2d(n).
Proof. Certainly g satisfies substitution. Every term xi11 · · ·xidd in f gives rise to
(x1 + y1)
i1 · · · (xd + yd)id in g. This shows that
gH(x) = fH(x1 + y1, . . . , xd + yd)
Since f satisfies the homogeneity conditions, so does g.
CHAPTER 10. POLYNOMIALS IN SEVERAL VARIABLES 335
Lemma 10.58. If f(x) ∈ Pd then the polynomial g = f(x, x, x3, . . . , xd) is in Pd−1.
Also, f(x, x, . . . , x) ∈ P.
Proof. If d is two then this is Lemma 9.32. If d is larger than two then g sat-
isfies xd-substitution. Since f(x, x, x3, . . . )
H = fH(x, x, x3, . . . ) it follows that g
satisfies the homogeneity condition. The second assertion follows by induc-
tion.
We can replace one variable by more complicated expressions.
Lemma 10.59. If f(x) ∈ Pd, β ∈ R, and a1, . . . ,ad−1 are non-negative then
g(x1, . . . , xd−1) = f(x1, x2, . . . , xd−1,a1x1 + · · ·+ ad−1xd−1 + β) ∈ Pd−1
Proof. By induction on d. The case d = 2 is Lemma 10.58. Since g satisfies
the positivity condition it remains to show that g satisfies substitution. If we
substitute xi = αi for all xi except x1 and xd then f(x1,α2, . . . ,αd−1, xd) ∈ P2.
Consequently, f(x1,α2, . . . ,αd−1,a1x1+b) is in P for any choice of b. Choosing
b = a2α2 + · · · + ad−1αd−1 + β and observing that
g(x1,α2, . . . ,αd−1) = f(x1,α2, . . . ,αd−1,a1x1 + a2α2 + · · · + ad−1αd−1 + β)
it follows that g satisfies substitution.
We now use these results to show how very general linear combinations
preserve P.
Theorem 10.60. Suppose f(x) ∈ Pd. IfM is a d by d matrix with positive entries
then f(Mx) ∈ Pd.
Proof. LetM = (mij) and define a polynomial in d
2 variables xij
g = f
(∑
i
mi1xi1, . . . ,
∑
i
midxid
)
.
Repeated applications of Lemma 10.56 and Lemma 10.57 show that g is in
Pd2 . We now use Lemma 10.58 to identify all pairs of variables xij and xik.
The resulting polynomial is exactly f(Mx).
Lemma 10.61. If f, g ∈ Pd and f =
∑
I aIx
I then for any index K
∑
I+J=K
aI
g(J)
J!
∈ Pd.
Proof. Using the Taylor series for gwe get
f(y)g(x + y) =
∑
I,J
aI x
I y
J
J!
∂J
∂xJ
g(x)
The coefficient of yK is the sum in the conclusion.
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10.10 The graph of polynomials in Pd
In P2 we used the geometry of the graph of f(x,y) ∈ P2 to show that
f(x, x) ∈ P. Now we use the fact that if f(x) ∈ Pd then f(x, x, . . . , x) ∈ P to
get information about the geometry of the graph of f.
For clarity we’ll take d = 3. Choose f(x) ∈ Pd(n). The graph Gf of f is
{(x,y, z) | f(x,y, z) = 0}. Choose any point v = (a,b, c) on the plane x1 +
x2 + x3 = 0. Since f(x − v) = f(x − a,y − b, z − c) is in Pd, the equation
f(x − a, x − b, x − c) = 0 has n solutions. Denote the i-th largest solution by
si(v), and letwi(v) = (si(v)−a, si(v)−b, si(v)− c). By construction we know
that f(wi(v)) = 0, so wi(v) is a point on the graph of f. Consider the map
v 7→ wi(v). This is a function from the plane x1 + x2 + x3 = 0 to the graph
of f that is 1 − 1, and continuous since solutions to equations are continuous
functions of coefficients. Moreover, since the union of all lines of the form
{ν + t(1, 1, 1)} is a partition of Rd, every point on the graph of f is of the form
wi(ν) for a unique ν, and perhaps several i’s. Thus, the graph Gf is the union
of n subsets Gfi of Rd, each homeomorphic to Rd−1. These subsets might
intersect.
In addition, since all coefficients of fH are positive, there is an α such if
|x| > α and all coefficients of x are positive then f(x) > 0. Similarly, we may
assume that if all coefficients are negative then f(x) 6= 0.
Let R+ be the set of all points with all positive coefficients, R− the set with
all negative coefficients, and S be the ball of radius α. The previous paragraph
shows that the graph Gf separates R+ \ S from R− \ S.
We have seen that if a,b, c are positive and f ∈ P3(n), then f(ax + α,bx +
β, cx + γ) is in P(n). This is a special case of the following observation:
If a curve goes to infinity in all coordinates in R+ and also in R−
then it meets the graph of f in at least n points.
Here’s a variation: suppose that the line L is parallel to a coordinate axes.
For instance, L could be {(a,b, c) + t(1, 0, 0) | t ∈ R}. Then, Lmeets the graph
in n points. To see this, notice that there is a sufficiently large T such that
the line segment from (a + T ,b, c) to (a + T , 0, 0) does not meet Gf. Neither
does the ray {(a + T + t, 0, 0) | t > 0}. Similarly analyzing negative values
we can find a corresponding S and conclude that the piecewise linear curve
consisting of the segments
{(a+ T + t, 0, 0) | t > 0}
(a+ T ,b, c) − (a+ T , 0, 0)
(a+ T ,b, c) − (a− S,b, c)
(a− S,b, c) − (a− S, 0, 0)
{(a− S− t, 0, 0) | t > 0}
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meets Gf in n points, and consequently the line {(a+ t,b, c) | t ∈ R}meets Gf
in n points.
If f ∈ Pposd then x ∈ R+ implies that f(x) 6= 0. Any curve from a point in R+
that goes to infinity in R− must intersect every Gi.
10.11 Differential operators
In this section we introduce differential operators on Pd of the form
f(
∂
∂x
) = f(
∂
∂x1
, . . . ,
∂
∂xd
)
where f is a polynomial in d variables. To simplify notation, we will some-
times write ∂x for
∂
∂x
. In Lemma 13.22 we will show that f(∂x) maps Pd to
itself. This requires the consideration of exponential functions. If we restrict
ourselves to polynomials then
Lemma 10.62. Suppose that f is a product of linear terms
f =
∏
i
(bi + a1ix1 + · · ·adixd) =
∏
i
(bi + ai · x)
where all the coefficients aji are positive and ai = (a1i, . . . ,adi). The map f(
∂
∂x
) is a
linear transformation from Pd to itself.
Proof. It suffices to assume that f has a single factor. If g is in Pd, then any
derivative of g has total degree less than g. If the constant term of f is non-
zero, then (f( ∂
∂x
)g)H is a constant multiple of gH. If the constant term is zero
then (f( ∂
∂x
)g)H is a positive linear combination of the partial derivatives of gH
which implies that all of its coefficients are positive. In either case (f( ∂
∂x
)g)H
satisfies the positivity condition.
Substitution is also satisfied since since all the partial derivatives interlace
g, and and are combined with the correct signs.
The next two lemmas are generalizations of Corollary 9.93 and
Lemma 9.95; the proof are the same.
Lemma 10.63. If g ∈ Ppos, f(x) ∈ Pd then g(−∂x1∂x2) f(x) ∈ Pd.
Lemma 10.64. If g ∈ Ppos, f(x) ∈ Pd then g(x1 ∂∂x2 ) f(x) ∈ Pd.
Lemma 10.65. Let ci = (γi1, . . . ,γ
i
d) be vectors of all positive terms, and b
i =
(βi1, . . . ,β
i
d) vectors of all non-negative terms. The operator∏
i
(
ci · x− bi · ( ∂
∂x
)
)
maps Pd to itself.
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Proof. It suffices to verify it for one factor. Choose g ∈ Pd and set
h =
(
c · x− b · ∂
∂x
)
g.
Since hH = (c ·x)gH we see that h satisfies the homogeneity condition. Set k =
(b · ∂
∂x )g. Since derivatives interlace and all coefficients of b are non-negative,
we find that g⋖k. To verify substitution wemust show that c·(xai)g(xai)−k(xai)
is in P for any a ∈ Rd. This follows from Lemma 1.20.
Corollary 10.66. Let ci = (γi1, . . . ,γ
i
d) be vectors of all positive terms, and b
i =
(βi1, . . . ,β
i
d) vectors of all non-negative terms. The map
f× g 7→ f(c · x− b · ∂
∂x
)g(x)
defines a map P × Pd −→ Pd.
These last results were generalizations to d variables of the corresponding
one variable results. The next result is strictly a property of more than one
variable.
Theorem 10.67. If f(x, y) =
∑
aI(x)y
I has the property that f( ∂
∂x
, ∂
∂y
) maps Pd+e
to itself, then all coefficients aI(x) determine operators aI(
∂
∂x
) that map Pd to itself.
Proof. Choose g ∈ Pd, a large integerN, and let yN = yN1 · · ·yNe . The action of
f( ∂
∂x ,
∂
∂y ) on g(x)y
N is
f(
∂
∂x
,
∂
∂y
)g(x)yN =
(∑
aI(
∂
∂x
) (
∂
∂y
)I
)
g(x)yN
=
∑
aI(
∂
∂x
)g(x)
(
∂I
∂yI
yN
)
Since N is large, all the y terms ∂
I
∂xI
yN are non-zero and distinct. Since the left
hand side is in Pd+e, all its coefficients are in Pd, and hence aI(∂x)g(x) is in
Pd. Thus aI(∂x) maps Pd to itself.
If we choose f to be a product of linear terms, then the coefficients are
generally not products. This shows that there are polynomials h that are not
products such that h( ∂
∂x
) maps Pd to itself.
We now generalize Lemma 9.97, and find a Hadamard product.
Lemma 10.68. If
∑
fi(x)y
i ∈ Pd+1 and
∑
aix
i ∈ Ppos then∑
i!aifi(x)y
i ∈ Pd+1 (10.11.1)
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Proof. From Lemma 10.64 we know that∑
ai(y∂z)
i
∑
fj(x)z
j ∈ Pd+2
and the coefficient of z0 yields (10.11.1).
In the following lemma we would like to replace expx f
rev with f, where
we define expx = expx1 · · · expxd .
Lemma 10.69. Suppose that f, g ∈ Pd(n) and write f =
∑
|I|6n aIx
I. If frev =∑
aIx
n−I then (
expx f
rev
)
(
∂
∂x
)g ∈ Pd
Proof. The coefficient of yn1 · · ·ynd in the product of f(y) and the Taylor series
of g(x + y) (∑
aI y
I
)(∑
g(I)(x)
yI
I!
)
equals
∑ aI
(n − I)!
g(n−I)(x) =
(∑
aI
xn−I
(n − I)!
)
(
∂
∂x
)g
and the latter expression is exactly expx1 · · · expxd frev( ∂∂x )g.
Next we generalize Corollary 7.19 and (7.4.2).
Lemma 10.70. If g ∈ P has no roots in [0,n] and f ∈ Pd(n) then
g(x1
∂
∂x1
)f ∈ Pd
Proof. It suffices to take g = −a + x1 where a 6∈ [0,n]. We need to show that
h = −af + x1
∂f
∂x1
∈ Pd. We first observe that Corollary 1.15 implies that h
satisfies x1-substitution. It remains to check the signs of the coefficients of h
H.
If I = (i1, . . . , id) and f =
∑
aIx
I then the coefficient of xI in h is (i1 − a)aI.
Since 0 6 i1 6 n it follows that if a < 0 the signs of all the coefficients of
hH are positive, and if a > n the signs are all negative. Thus, in either case
h ∈ ±Pd.
Corollary 10.71. Suppose that f ∈ Pd(n), and g1, . . . , gd have the property that
none of them have a root in [0,n]. If f =
∑
aIx
I then∑
I=(i1,...,id)
g1(i1) · · ·gd(id)aIxI ∈ Pd (10.11.2)
In particular, if f ∈ Pd and g1, . . .gd ∈ Ppos then (10.11.2) holds.
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Proof. Use Lemma 10.70, equation (7.4.2), and the calculation
g(x1
∂
∂x1
) =
∑
I
g(x1
∂
∂x1
)aIx
I
=
∑
I=(i1,...,id)
g(i1)aIx
I
For example, if we take f = (x+y+1)n, g1(x) = (x+1)
r and g2(y) = (y+1)
s
then ∑
06i+j6n
(i+ 1)r(j + 1)s
(
n
i, j
)
xiyj ∈ P2
Here is a partial converse to Lemma 10.62.
Proposition 10.72. If f(x) is a polynomial with the property that f( ∂
∂x ) maps Subd
to itself, then f is in Subd.
Proof. Let f =
∑
aIx
I have xi degree ki. Consider the action of f(
∂
∂x
) on the
polynomial g = xk1+N1 · · · xkd+Nd whereN is large:
f(
∂
∂x
)g =
∑
aI
(
∂
∂xI
)
g
=
∑
aI(k1 +N)i1
· · · (kd +N)idx
k1+N−i1
1 · · ·xkd+N−idd
where I = (i1, . . . , id). If f(
∂
∂x
)g is in Subd then so is its rever-
sal(Proposition 10.5)∑
aI(k1 +N)i1
· · · (kd +N)idx
i1
1 · · ·xidd .
If we replace xi by xi/Nwe get that
∑
aI
(k1 +N)i1
Ni1
· · ·
(kd +N)id
Nid
xi11 · · · xidd .
is also in Subd. Since this converges to f we conclude that f ∈ Subd.
10.12 Higher order Newton inequalities
We show how the Newton inequalities (4.3.1) can be interpreted as statements
about interlacing. This perspective leads to the Newton interlacing proposi-
tion.
If g(x) = b0 +b1x+b2x
2 + · · · ∈ Ppos then Newton’s inequalities state that
b2k >
k+1
k
bk−1bk+1. (If we know the degree of gwe can be more precise.) We
rewrite this as the sequence of inequalities
1 · b1
b0
>
2 · b2
b1
>
3 · b3
b2
> · · ·
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Each fraction is the negative of the root of a linear polynomial, so we can
reinterpret these inequalities as statements about the interlacing of a sequence
of polynomials.
b0 + 1 · b1 x≪b1 + 2 · b2 x≪b2 + 3 · b3 x≪ · · ·
These polynomials correspond to the double lines in the diagram below,
where we write the coefficients of g ′ and g:
1 · b1 2 · b2 3 · b3
b0 b1 b2
Now in this diagram g and g ′ can be considered to be the first two rows of
a polynomial in P2, as in Figure 10.1. If we simply take quadratic polynomi-
als instead of linear polynomials, then we find that the resulting polynomials
don’t always have all real roots. The solution is to introduce binomial coeffi-
cients.
Proposition 10.73. Suppose that f ∈ Ppos2 (n). Choose a positive integer m. If
f =
∑
ai,jx
iyj then define the polynomials Fk for 0 6 k 6 n−m by
Fk(x) =
m∑
j=0
ak,j
(
k
j
)
xj
All the Fk have all real roots and interlace:
F0≪F1≪F2≪ · · · ≪Fn−m
Consider an example wherem = 2 and n = 4. There are three polynomi-
als, which are identified by the double lines in Figure 10.1.
F0 = a00 + 2a01x+ a02x
2
F1 = a10 + 2a11x+ a12x
2
F2 = a20 + 2a21x+ a22x
2
The proposition asserts that F0⋖F1⋖F2.
Proof. (of the proposition) If we write
f(x,y) = f0(y) + f1(y)x + f2(y)x
2 + · · ·
then
Fk = (1 + y)
m ∗ fk(y)
By Lemma 10.68 we know that (1 + y)m ∗ f(x,y) ∈ P2. The conclusion of the
proposition follows since consecutive coefficients of polynomials in P2 inter-
lace.
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10.13 Negative subdefinite matrices
When does a quadratic form xQxt have the property that xQxt − c2 ∈ Pd for
all c? The answer is simple: Q is negative subdefinite.
Definition 10.74. A real symmetric matrix A is negative subdefinite if it has
exactly one positive eigenvalue, and all entries are positive.
Our goal is the following theorem, which will follow from Lemmas 10.86
and 10.87 in the next section.
Theorem 10.75. SupposeQ is a real symmetric matrix. The quadratic form xQxt−
c2 is in Pd for all c if and only if Q is negative subdefinite.
In this section we establish various properties of negative subdefinite ma-
trices. We should first observe that among all real symmetric matrices with
all positive entries, the negative subdefinite matrices are those with the small-
est possible number of positive eigenvalues. They can’t all be negative, since
Perron’s theorem guarantees at least one positive eigenvalue.
We first note that subdefinite matrices are hereditary in the following
sense:
Lemma 10.76. IfA is a negative subdefinite matrix then all the principle submatrices
of A are also negative subdefinite.
Proof. It suffices to show that the matrix T formed by removing the last row
and column is negative subdefinite. The eigenvalues of T interlace the eigen-
values of A by Theorem 1.61. Thus, since A has exactly n − 1 non-positive
eigenvalues, T has at least n − 2 non-positive eigenvalues. Now the sum of
the eigenvalues of T is the trace of T which is positive, so T must have at least
one positive eigenvalue. Thus T has exactly one positive eigenvalue.
a04
a03 a13
a02 a12 a22
a01 a11 a21 a31
a00 a10 a20 a30 a40
Figure 10.1: A polynomial in P2(4)
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Here is an alternative characterization of negative subdefinite matrices.
Recall that a symmetric matrix is positive definite if and only if the determi-
nants of the principle submatrices are all positive. The k-th leading principle
submatrix is the submatrix formed from the elements in the first k rows and
columns.
Lemma 10.77. Suppose that the n by n matrix A has all positive entries, and all
principle submatrices are invertible. Then, A is negative subdefinite if and only if the
determinant of the k-th leading principle submatrix has sign (−1)k+1, for 1 6 k 6 n.
Proof. If A is negative subdefinite, then the k-th principle submatrix is also
negative subdefinite, and so it has k−1 negative eigenvalues, and one positive
eigenvalue. Since the determinant is the product of the eigenvalues, the result
follows.
Conversely, we prove by induction that the k-th leading principle subma-
trix is negative subdefinite. It is trivial for k = 1, so assume that the k-th prin-
ciple submatrix is negative subdefinite. Since the eigenvalues of the (k+ 1)-st
leading principle submatrix P are interlaced by the eigenvalues of the k-th, it
follows that P has at least k− 1 negative eigenvalues. Now, by hypothesis the
determinant of P has sign (−1)k, and so Pmust have exactly k negative eigen-
values, and therefore one positive one. Thus, P is negative subdefinite.
Note that this argument also shows that ifQ is negative subdefinite and |Q|
is non-zero, then all leading principle submatrices have non-zero determinant.
Here is a useful criterion for extending negative subdefinite matrices.
Lemma 10.78. Suppose thatQ =
(
A u
ut c
)
where all entries are positive, u is 1 by n,
c is a scalar, |Q| 6= 0, and |A| 6= 0. Then,Q is negative subdefinite if and only if these
two conditions are met:
1. A is negative subdefinite.
2. uA−1ut − c > 0
Proof. We use the Schur complement formula [85, page 22]:
|Q| = |A| |c− uA−1ut|
By hypothesis |c−uA−1ut| is negative, so |Q| and |A| have opposite signs, and
the conclusion now follows from Lemmas 10.77 and 10.76.
Example 10.79. It is not difficult to find negative subdefinite matrices. Con-
sider the matrix2 aJn + bIn where Jn is the n by n matrix of all 1’s, and In is
the identity matrix. For example, J4 − I4 is
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

2In the statistics literature this is known, after scaling, as the equicorrelation matrix.
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The eigenvalues of aJn + bIn are na + b and n − 1b’s. If we choose b < 0,
a > 0 and a + b > 0 then aJn + bIn has exactly one positive eigenvalue and
all positive entries. The matrices Jn − In are limits of negative subdefinite
matrices.
We can use Lemma 10.78 to construct negative subdefinite matrices. For
example, the following matrix
1 2 3 4 5
2 2 3 4 5
3 3 3 4 5
4 4 4 4 5
5 5 5 5 5

is negative subdefinite since all entries are positive, and the determinants of
the leading principle submatrices are 1,−2, 3,−4, 5.
We can embed negative subdefinite matrices in higher dimensional matri-
ces.
Lemma 10.80. If Q is a d by d negative subdefinite matrix, then
(
Q 0
0 0
)
is the limit
of d + 1 by d+ 1 negative subdefinite matrices.
Proof. WriteQ =
(
A v
vt c
)
where A is d− 1 by d− 1. Consider the matrix
M =
 A v αvvt c αc
αvt αc e

If we subtract α times the dth row from the bottom row we see that∣∣∣∣∣∣
A v αv
vt c αc
αvt αc e
∣∣∣∣∣∣ =
∣∣∣∣∣∣
A v αv
vt c αc
0 0 e− α2c
∣∣∣∣∣∣ = (e − α2c)|Q|
We choose positive α, e so that e − α2c < 0. Now M has all positive entries,
and its eigenvalues are interlaced by the eigenvalues of Q. Thus, M has at
least one positive eigenvalue, and at least d − 1 negative eigenvalues. Since
the determinant of Q is the opposite sign from the determinant of M, it fol-
lows that M and Q have a different number of negative eigenvalues, so M
had d negative eigenvalues, one positive one, and so is a negative subdefinite
matrix. Taking the limit as e and α go to zero gives the conclusion.
What do cones of negative subdefinite matrices look like? Equivalently,
when are all positive linear combinations of a collection of negative subdefi-
nite matrices also negative subdefinite? Here is an answer for two matrices.
Lemma 10.81. Suppose that
1. Q1 is negative subdefinite and invertible.
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2. Q2 has all non-negative entries.
3. Q−11 Q2 has no negative eigenvalues.
then
1. aQ1 + bQ2 is negative subdefinite for all positive a,b.
2. Q2 is the limit of negative subdefinite matrices.
Proof. We claim that if a,b are positive then aQ1 + bQ2 is never singular. If it
were then there is a ν such that
aQ1ν+ bQ2ν = 0
which implies that
Q−11 Q2ν = −
a
b
ν
But Q−11 Q2 has no negative eigenvalue, so this isn’t possible. Thus, as a,b
vary over positive reals the eigenvalues never change sign. Since a = 1 and
b = 0 yields Q1 which has exactly one positive eigenvalue and no zero eigen-
values, all positive linear combinations aQ1 + bQ2 have exactly one positive
eigenvalue, and are invertible. Since all entries of Q1 are positive, and of Q2
are non-negative, the entries of aQ1+bQ2 are all positive. This establishes (1).
The second part follows by taking a→ 0 and b = 1.
Corollary 10.82. SupposeQ1,Q2, . . . ,Qn are negative subdefinite invertible matri-
ces.
1. aQ1+bQ2 is negative subdefinite for all positivea,b iffQ
−1
1 Q2 has no negative
eigenvalues.
2. IfQ1, . . . ,Qn lie in a cone of negative subdefinite matrices thenQ
−1
i Qj has no
negative eigenvalues for 1 6 i, j 6 n.
Remark 10.83. IfQ is an invertible negative subdefinite matrix, then the eigen-
values ofQn are the nth power of the eigenvalues ofQ. Thus, if n is an integer
then Q2n+1 is also negative subdefinite. Moreover, ifm is an integer then the
eigenvalues of (Q2m+1)−1(Q2n+1) = Q2n−2m are all positive. Thus,
aQ2n+1 + bQ2m+1
is negative subdefinite.
Here is an example of a cone in dimension two. Define
Qa,b =
(
a b
b a
)
As long as 0 < a < b, Qa,b is negative subdefinite. Since 0 < a
′ < b′
implies 0 < a + ta′ < b + tb′ for any positive t it follows that any positive
linear combination of these matrices is still negative subdefinite.
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The following property will be used in the next section. Recall that nega-
tive semidefinite means that there are no positive eigenvalues.
Theorem 10.84 ([133]). Suppose that A is a real symmetric matrix that is not neg-
ative semidefinite. The following are equivalent:
1. A is negative subdefinite.
2. For every vector x, xAxt > 0 implies thatAx is a non-positive or non-negative
vector.
The following lemma is used in the next section.
Lemma 10.85. If Q = ( a vvt C ) is negative subdefinite, then v
tv − aC is positive
semidefinite.
Proof. Assume that vtv − aC is not positive semidefinite. Then, there is a z
such that z(vtv − aC)zt < 0. This implies that zCzt > 1
a
zvtvzt . Evaluate the
quadratic form atw = (α, z) where α is to be determined.
(α, z)
(
a v
vt C
)(
α
zt
)
= α2a+ α(zvt + vzt) + zCzt
> α2a+ α(zvt + vzt) +
1
a
zvtvzt
=
1
a
(αa+ zvt)2
If αa + zvt 6= 0 then wQwt > 0, so by Theorem 10.84 Qwt has either all
non-negative, or all non-positive, coefficients. But
Qwt =
(
aα+ vzt,αvt + Czt
)
.
Since αa+ vzt can be either positive or negative, as αa+ vzt becomes zero, so
must αvt + Czt. Thus, when α = − 1
a
vzt we have
(−
1
a
vzt)vt + Czt = −
1
a
(vtv− aC)zt = 0
This contradicts our hypothesis that z(vtv − aC)zt < 0, and so the lemma is
proved.
10.14 Quadratic Forms
We have seen substitution of some quadratic forms before. For instance, if
f ∈ Ppos then f(−x2) ∈ P. Also, if f ∈ Ppos, then f(−xy) ∈ P2. We will
replace −x2 and −xy by quadratic forms determined by negative subdefinite
matrices. We begin with substitution into the simplest polynomial: x+ c2:
When is −xQxt + c2 in ±P2?
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Let’s first consider the case of a quadratic form in two variables. Take a
matrix A = ( a1 a2a2 a3 ) with corresponding quadratic form a1x
2 + 2a2xy + a3y
2.
We are interested when the polynomial
(
x y
)(a1 a2
a2 a3
)(
x
y
)
− c2 = a1x
2 + 2a2xy+ a3y
2 − c2
is in P2 for all c. We must have that all ai are positive, and the discriminant
should be non-negative. Thus
4a22 − 4a1a3 + 4c
2 = − | a1 a2a2 a3 |+ 4c
2 > 0
and hence |A| 6 0. A has a positive eigenvalue, since the sum of the eigen-
values is the trace which is positive. Consequently, xAxt − c2 ∈ P2 iff A is
negative subdefinite.
Lemma 10.86. If Q is a d by d symmetric matrix such that xQxt − c2 ∈ ±Pd for
all c then
1. Q has all positive entries.
2. Q has exactly one positive eigenvalue.
3. Q is negative subdefinite.
Proof. Since xQxt−c2 ∈ ±Pd the homogeneous part is in Pd, and so the entries
of xQxt are all the same sign, and are non-zero. If they are negative then
letting Q = (aij) and x = (x, 0, . . . , 0) yields xQx
t − c2 = a11x
2 − c2. This has
all real roots iff a11 is positive, so all entries of Q are positive.
For the second part we only need to assume that xQxt ∈ Pd. Recall Per-
ron’s theorem [85] that says that since all entries of Q are positive there is
a unique largest positive eigenvalue λ, and the corresponding eigenvector
v = (v1, . . . , vd) has all positive entries. Suppose that µ is an eigenvalue with
eigenvector u = (u1, . . . ,ud). Since Q is symmetric and λ 6= µ it follows that
utQv = 0. If we set f(x) = xQxt then we can replace each xi by vix + ui and
the resulting polynomial is in P since all vi are positive. Consequently,
f(xv + u) = (xv+ u)Q(xv + u)t = λx2|v|2 + µ|u|2 ∈ P
The only way that this can happen is if µ is negative or 0, so there is exactly
one positive eigenvalue.
Lemma 10.87. IfQ is negative subdefinite then xQxt − c2 ∈ Pd for all c.
Proof. The homogeneous part of xQxt − c2 is a polynomial with all positive
coefficients since Q has all positive coefficients. Thus, we only have to check
substitution.
CHAPTER 10. POLYNOMIALS IN SEVERAL VARIABLES 348
Write Q = ( a vvt C ) where v is 1× (d − 1) and C is (d − 1)× (d − 1), and let
x = (x1, z) where z = (x2, . . . , xd). With this notation
xQxt = (x1, z)
(
a v
vt C
)(
x
zt
)
= ax21 + x1(vz
t + zvt) + zCzt
xQxt satisfies x1 substitution if and only if the discriminant is non-
negative. Now vzt = zvt since they are both scalars, so the discriminant
condition is that
0 6 4(vzt)2 − 4azCzt = 4z(vtv− aC)zt
vtv − aC is a symmetric matrix, so xQxt satisfies x1-substitution iff v
tv − aC
is positive semidefinite. Now apply Lemma 10.85.
10.15 The analog of xD
The differential operator x ·∂ = x1 ∂∂x1 + · · ·+xd ∂∂xd is the analog in P
pos
d of the
operator x d
dx
on Ppos. Here are some elementary properties of this operator.
1. If f(x) is homogeneous of degree n then (x1
∂
∂x1
+ · · · + xd ∂∂xd )f = nf.
This is the well-known Euler identity about homogeneous functions.
2. If f ∈ Pd(n) then
(
(x1
∂
∂x1
+ · · ·+ xd ∂∂xd )f
)H
= nfH. This is an immedi-
ate consequence of the previous property.
3. If g(x) =
∑
aIx
I then
f(x1
∂
∂x1
+ · · · + xd ∂
∂xd
)g =
∑
aIf(|I|)x
I
This is a simple consequence of linearity and the calculation
(x · ∂)xI = (x1 ∂
∂x1
+ · · · + xd ∂
∂xd
)(xi11 · · ·xidd ) = (i1 + · · ·+ id)xi11 · · ·xidd
The following is the basic fact about x · ∂.
Proposition 10.88. If f ∈ Pposd (n) then (x1 ∂∂x1 + · · · + xd ∂∂xd )f ∈ P
pos
d . Moreover,
if g is the polar derivative of f then
nf = (x1
∂
∂x1
+ · · · + xd ∂
∂xd
)f + g.
We also have interlacings
f≪ (x1 ∂
∂x1
+ · · ·+ xd ∂
∂xd
)f⋖g
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Proof. These are immediate consequences of the properties of the polar deriva-
tive; see (10.4.1) and (10.4.2).
In the case that d is two we can derive them in a different way. Notice that
∂
∂z
f(−xz,−yz) = −(xfx(−xz,−yz) + yfy(−xz,−yz))
Since the derivative is in P
pos
3 , if we substitute z = −1 we get a polynomial in
P
pos
2 , which shows that xfx + yfy ∈ Ppos2 . Since xfx + yfy satisfies the homo-
geneity condition, it follows it is in P
pos
2 .
Finally, since the derivative of f(−xz,−yz) interlaces f(−xz,−yz), and is
still true when we substitute z = −1, the interlacing part now follows. It’s
interesting to see that f(x ∂
∂x
+ y ∂
∂y
)g = f(z∂z)g(xz,yz)
∣∣
z=1
.
Corollary 10.89. If f ∈ Ppos and g = ∑ aIxI ∈ Pposd then∑
I
aIf(|I|)x
I ∈ Pposd .
Proof. αg + x · ∂(g) ∈ Pposd by the above proposition, so (x · ∂ + α)(g) ∈ Pposd
for positive α. Now factor f, and use induction.
10.16 Generalized Hadamard products
A generalized Hadamard product is a mapping of the form
monomial × monomial 7→ constant × monomial
This generalizes multiplier transformations which have the form
monomial 7→ constant × monomial
We have seen two Hadamard type products
Theorem 9.84 xi ∗ xj 7→
{
xi i = j
0 i 6= j
Theorem 9.87 xi ∗′ xj 7→
{
i! xi i = j
0 i 6= j
Both of these determine bilinear maps Ppos×P −→ P. In Proposition 15.51
we will determine sufficient conditions on constants ci for a product of the
form
xi ⊛ xj 7→
{
ci x
i i = j
0 i 6= j
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to determine a map Ppos×P −→ P. We now study two products for P×P2 −→
P. Define
yi ∗ xjyk 7→
{
xj i = k
0 i 6= j (10.16.1)
yi ∗′ xjyk 7→
{
i! xj i = k
0 i 6= k (10.16.2)
Proposition 10.90. The linear transformations in (10.16.1) and (10.16.2) determine
mappings P × P2 −→ P.
Proof. Choose f(x,y) =
∑
fi(x)y
i in P2, and g =
∑n
0 aiy
i in P. Since∑
an−iy
i ∈ P, the product(∑
fi(x)y
i
)(∑
an−jy
j
)
is in P2. The coefficient of y
n in the product equals
∑
aifi(x) and is in P. This
is exactly the product determined by (10.16.1).
The second product is a strengthening of the first since we can apply the
exponential operator to (10.16.2) to obtain (10.16.1). Note that
(
g( ∂
∂y
)yi
)
(0) =
i!ai. Since g(
∂
∂y
)f is in P2 by Lemma 10.62, the conclusion follows from the
observation that(
g(
∂
∂y
)f
)
(x, 0) =
∑ fi(x)
i!
(
g(
∂
∂y
)yi
)
(0) =
∑
fi(x)ai.
The same argument shows that
Corollary 10.91. If we define
yi ∗′ xJ yk 7→
{
i! xJ i = k
0 i 6= k
then this determines a map P × Pd+1 −→ Pd.
Corollary 10.92. Suppose f(x,y) =
∑
fi(x)y
i is in Pd+1. The following two sums
are in Pd: ∑
(−1)i
f2i(x)
i!
∑
(−1)if2i(x)
Proof. We can take limits to see that Corollary 10.91 determines a map P̂ ×
Pd+1 −→ Ud. These results now follow if we consider e−y2 ∗f and e−y2 ∗′ f.
The reverse of a polynomial in Pd was defined in (11.11.1).
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Corollary 10.93. If f =
∑
fi(x)y
i and g =
∑
gi(x)y
i are both in Pd+1(n) then
1.
∑
fi(x)gn−i(x) ∈ Pd
2.
∑
fi(x)g
rev
i (x) ∈ Pd
Proof. For the first one we multiply and extract a coefficient as usual. For the
second, apply (1) to f and grev =
∑
grevi (x)y
n−i.
10.17 THE BMV conjecture
The Bessis-Moussa-Villani (BMV) conjecture, as reformulated by Lieb and
Seiringer[114], is
Conjecture 10.94 (BMV). If A,B are positive definite matrices then
trace(I + (A + t B)n) has all positive coefficients for all positive integers n.
We offer a stronger conjecture.
Conjecture 10.95 (s-BMV). If Ai,Bi are positive definite matrices, gi ∈ Ppos, and
f(x,y1, . . . ,ye) ∈ P1+e then
1. det
[
f(x I+g1(A1 +B1y)+ · · ·+ge(Ae+Bey))
]
has all positive coefficients.
2. If we write the determinant as
∑
fi(x)y
i then all fi ∈ Ppos.
3. In addition we have · · · ←− fi ←− fi+1 ←− · · · .
If C is a d × d matrix then the trace of C is the coefficient of xd−1 in the
polynomial |xI+C|. Replacing x by x+1 and applying this fact shows that the
strong BMV conjecture applied to det(xI+ I+ (A+By)n) implies the original
BMV conjecture.
We can take limits and let the gi belong to P̂
pos. A case of particular inter-
est is the exponential BMV conjecture:
Conjecture 10.96 (e-BMV). If Ai,Bi are positive definite matrices,
1. det
[
xI+ eA1+B1y + · · · + eAe+Bey] has all positive coefficients.
2. If we write the determinant as
∑
fi(x)y
i then all fi ∈ Ppos.
3. In addition · · · ←− fi ←− fi+1 ←− · · · .
It is not the case that |xI + (A + By)n | ∈ P2 or that |xI + eA+By| ∈ P̂2. For
example, if we takeA = B = I then the latter determinant is (x+e1+y)d which
is a polynomial in x, but an exponential polynomial in y.
The leading coefficient of |xI+ g1(A1 +B1y) + · · ·+ ge(Ae +Bey)| is 1. We
have partial information about the constant term.
Lemma 10.97. If A,B are positive definite and g ∈ Ppos then the constant term
(with respect to x) of det
[
xI+ g(A + By)
]
has all positive coefficients.
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Proof. The constant term is det
[
g(A + By)
]
. If we write g(x) =
∏
(x + ai)
where the ai are positive then
det
[
g(A + By)
]
=
∏
det
[
aiI+A + By
]
This has all positive coefficients since aiI+A and B are positive definite.
There is one simple case where s-BMV(1) and e-BMV(1) hold.
Lemma 10.98. If A1,B1, . . . are commuting positive definite matrices then s-
BMV(1) and e-BMV(1) hold.
Proof. LetO simultaneously diagonalize all theAi’s andBi’s, so thatOAiO
t =
diag(ai,j) and OBiO
t = diag(bi,j) where the ai,j’s and bi,j’s are positive.
Then
|xI+ g1(A1 + B1y) + · · ·+ ge(Ae + Bey)| =
∏
j
(
x+
∑
i
gi(ai,j + bi,jy)
)
All coefficients are positive since g ∈ Ppos, and ai,j,bi,j > 0. The exponential
case follows by taking limits.
It is not even clear that s-BMV(2) and s-BMV(3) hold in this simple case. It
would follow from the following
Conjecture 10.99. Suppose g ∈ Ppos and ai,bi are positive and n is a positive
integer and write
n∏
i=1
(
x+ g(ai + bi y)
)
=
∑
fi(x)y
i.
All fi ∈ Ppos and fi ←− fi+1.
This is a special case of the composition conjecture, which we discuss in
the next section.
10.18 The composition conjecture
We investigate some special cases of the composition conjecture
Conjecture 10.100. Suppose that f(x,y1, . . . ,ye) ∈ P̂d+e, and choose gi(y) ∈
P̂pos. If we write
F(x,y) = f(x, g1(y), . . . , ge(y)) =
∑
fi(x)y
i
then
1. All fi are in Pd.
2. f0 ←− f1 ←− f2 ←− · · ·
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Remark 10.101. It is not the case that F ∈ P̂d+1; take f = x + y and g(y) =
ey. However, if α ∈ R then we clearly have F(x,α) ∈ P̂posd, since we are
merely substituting gi(α) for yi. Thus, F(x,y) satisfies substitution for y, not
substitution for x, and the coefficients of y interlace.
If f ∈ P̂posd+e and the composition conjecture holds then all coefficients
of F(x,y) are positive.
We first show if we have one exponential function then the composition
conjecture holds. The proof is for d = 1, but an identical argument shows it
for any d.
Lemma 10.102. Suppose f ∈ P2, and g ∈ P̂pos. If the coefficient hn of yn in
e−xg(y) is in P then the coefficient kn of y
n in f(x, g(y)) is in P.
If hn ←− hn+1 then kn ←− hn+1.
Proof. Let Tg be the linear transformation
f 7→ coefficient of yn in f(x, g(y)).
The generating function is
G(x,y,u, v) =
∑
Tg(x
iyj)
(−u)i(−v)j
i!j!
=
∑[
Coefficient of yn in xig(y)j
](−u)i(−v)j
i!j!
= e−ux
[
Coefficient of yn in e−vg(y)
]
.
By hypothesis this is in P̂3, so Tg maps P2 to P.
The second part is similar, and considers the map
Tg,α 7→
[
coefficient of yn in f(x, g(y))
]
+ α
[
coefficient of yn+1 in f(x, g(y))
]
Corollary 10.103. If f ∈ P2 then the coefficient kn of yn in f(x, ey) is in P. More-
over, kn ←− kn+1.
Proof. Recall the identity
exe
y
= ex
∞∑
i=0
Bi(x)
yi
i!
where Bi is the Bell polynomial. Since the Bell polynomials are in P and con-
secutive ones interlace, the result follows from the preceding lemma.
The following conjecture arises naturally in the lemma following.
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Conjecture 10.104. Suppose that α1, . . . ,αe are positive and n is a positive integer.
The mapping
xIyt11 · · ·ytee 7→ xI(α1t1 + · · ·+ αete)n
determines a map P
pos
d −→ Pposd+e.
Lemma 10.105. Choose positive ai and let gi(y) = e
aiy. If Conjecture 10.104 is
true then the composition conjecture(part 1) holds for these choices.
Proof. For simplicity of exposition we take e = 2. Write
f(x, y) =
∑
aIrsx
Iyr1y
s
2
Substituting for gi yields
F(x,y) =
∑
aIrsx
Iea1yrea2ys =
∑
aIrsx
Ie(a1r+a2s)y
We find the coefficient gn(x) of y
n by differentiating n times and letting y = 0
gn(x) =
∑
aIrsx
I(a1r + a2s)
n
and this is in P
pos
d by the conjecture.
Unfortunately, consider
Example 10.106. The operator a1 y1
∂
∂y1
+ a2 y2
∂
∂y2
does not necessarily map
P
pos
d+e to itself. Consider
f = (x+ y+ z + 2)(x+ y+ 2z+ 1)
g = yfy + 2 z fz =
[
y(2y+ 2x+ 3)
]
+
[
6x+ 9y+ 10
]
z+ 8z2
The constant term of g is two lines that meet at (−3/2, 0). However, the coeffi-
cient of z is a line that does not pass through this point, so adjacent coefficients
do not intersect, and hence g 6∈ P3.
Remark 10.107. It is interesting to compute the generating function of the linear
transformation
Tn : x
iyrzs 7→ xi(αr+ βs)n
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We know it does not define a map P3 −→ P, but it does appear to satisfy
P
pos
3 −→ P.
G(x,y, z,u, v,w) =
∑
Tn(x
iyrzs)
uivrws(−1)i+r+s
i!r!s!
=
∑
xi(αr + βs)n
uivrws(−1)i+r+s
i!r!s!
= e−xu
n∑
k=0
αkβn−k
(
n
k
)∑
r,s
rk(−v)r sn−k(−w)s
r!s!
= e−xu
n∑
k=0
αkβn−k
(
n
k
)(∑ rk(−v)r
r!
)(∑ sn−k(−v)r
s!
)
= e−xu−v−w
n∑
k=0
αkβn−k
(
n
k
)
Bk(−v)Bn−k(−w)
where Bk is the Bell polynomial. If α = β = 1 then this simplifies to
e−xu−v−wBn(−v−w)
which is in P̂4, but it does not appear to be in P̂4 if α 6= β.
The derivative-substitution class
It appears that derivatives of compositions satisfy a amuch stronger condition
than interlacing.
Definition 10.108. A polynomial f(x,y) satisfies derivative-substitution if for
m = 0, 1, . . . and α ∈ R
1.
∂mf
∂ym
(x,α) ∈ P
2.
∂mf
∂ym
(x,α) and
∂m+1f
∂ym+1
(x,α) interlace.
Clearly polynomials in P2 satisify derivative-substitution. The next lemma
gives some of the properties of this class.
Lemma 10.109. If f(x,y) satisfies derivative-substitution and f(x,y) =
∑
fi(x)y
i
then form = 0, 1, . . .
1. fm ∈ P.
2. fm and fm+1 interlace.
3. f(x,y+ γ) satisfies derivative-substitution for all γ ∈ R.
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Proof. Differentiatingm times with respect to y and setting y = 0 shows part
1. From the second condition of the definition we have that for all β ∈ R
∂mf
∂ym
(x, 0) + β
∂m+1f
∂ym+1
(x, 0) ∈ P
which implies that fi and fi+1 interlace.
The third part follows from the observation that
∂mf(x,y+ γ)
∂ym
(x,α) =
∂mf(x,y)
∂ym
(x,α+ γ)
We have our final generalization of the BMV conjecture
Conjecture 10.110.
1. If f(x,y) ∈ P2 and g ∈ P then f(x, g(y)) satisfies derivative-substitution.
2. If A,B positive definite, and g ∈ P then |xI+ g(A + By)| satisfies derivative-
substitution.
For the rest of this section we consider F(x,y) = f(x, g(y)). The Faa` di
Bruno formula is an expression for the m’th derivative of a composition. In
our case we can write
∂m
∂yk
f(x, g(y)) =
∑
k
f(k)(x, g(y))Am,k(y)
Observe that this is the constant term of(
m∑
k=0
Am,k(y) Dky
)
·
( ∞∑
k=0
f(k)(x, g(y))
zk
k!
)
The right hand term is f(x, z + g(y)), and for α ∈ R we see that f(x, z + g(α))
is in P2. Define
Am(x,y) =
∑
Am,k(x)y
k
In order to show that F satisfies derivative-substitution we only need to show
that Am(α,y) ∈ P, and that Am(α,y)⋖Am+1(α,y).
We can do a few special cases.
Lemma 10.111. If f ∈ P2 then f(x, ey) satisfies derivative-substitution. If d is a
positive integer then f(x, xd) satisfies derivative-substitution.
Proof. These follow from Lemmas 1.77 and 1.78.
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10.19 Recursive constructions
In this section we see how to construct new polynomials in Pd from old ones.
We can use these constructions to get infinite sequences of interlacing polyno-
mials that are analogous to sequences of orthogonal polynomials.
Lemma 10.112. Let f⋖g be two polynomials in Pd. Choose b ∈ R, and a vector
a = (a1, . . . ,ad) of positive real numbers. With these assumptions we can conclude
that
1. (b + axt)f− g ∈ Pd.
2. (b + axt)f− g⋖ f.
Proof. Let h = (b + axt)f − g. Since h + αf = (b + α + axt)f − g it suffices
to show that h ∈ Pd. All terms of maximal total degree are obtained from
f by multiplying by various coordinates of a, so they are all positive. If we
substitute for all but one variable then we have to show that (a + cx)f˜ − g˜ is
in P, where f˜ and g˜ are the results for substituting in f and g. Since f˜⋖ g˜ the
result follows from Corollary 1.22.
If we iterate the construction of the lemma we can get an infinite sequence
of interlacing polynomials.
Corollary 10.113. Choose constants b1,b2, . . . , positive vectors a1, a2, . . . , and pos-
itive constants c1, c2, . . . . Set f−1 = 0, f0 = 1 and define fn recursively by
fn = (bn + anx
t)fn−1 − cnfn−2.
All fn are in Pd, and we have interlacings
f0⋗f1⋗f2⋗
Since the derivative preserves interlacing, we can use derivatives to take
the place of fn−2.
Corollary 10.114. Choose constants b1,b2, . . . , positive vectors a1, a2, . . . , and pos-
itive vectors c1, c2, . . . . Set f0 = 1 and define fn recursively by
fn = (bn + anx
t)fn−1 − cn
(
∂
∂x
fn−1
)t
.
All fn are in Pd, and we have interlacings
f0⋗f1⋗f2⋗
Example 10.115. As an interesting special case, consider the recurrence f0 = 1
and
fn+1 = xfn − ∂xfn = (x1 + · · · + xd)fn − ( ∂
∂x1
+ · · · + ∂
∂xd
)fn
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If we define one variable polynomials h0 = 1 and hn = xhn−1 − dh
′
n−1 then
it is easy to verify that fn = hn(x1 + · · ·+ xd). The hn are orthogonal polyno-
mials (essentially modified Hermite polynomials), and so we can view these
fn as generalized Hermite polynomials. In § 11.13.5 we will see a true gener-
alization of Hermite polynomials to n-variables.
The linear combination (b+ axt)g+ f also has interlacing properties. This
generalizes Corollary 1.14.
Lemma 10.116. If f≪g in Pd and a is positive then (b + axt)g+ f⋖g.
Proof. By linearity it suffices to show that the left hand side is in Pd. The
homogeneous part is (axt)gH, the degrees are correct, and substitution follows
from Corollary 1.14.
10.20 Two by two matrices preserving interlacing in Pd
In this sectionwe generalize results fromChapter 3 to Pd. Many of the proper-
ties of one variable have immediate generalizations to d variables. However,
we don’t have a concept of “mutually interlacing” for more than one variable,
so Theorems such as 3.7 are only possible for two by two matrices.
The following Lemma generalizes Corollary 3.8. The restrictive assump-
tions arise from the necessity to control the homogeneous part.
Lemma 10.117. Suppose that f1≪ f2 (or f1⋖ f2) in Pd have positive leading co-
efficients, and
(
a b
c d
)(
f1
f2
)
= ( g1g2 ). If a,b, c,d are positive and if the determinant
ad− bc is positive then g1≪g2, and if it is negative g2≪g1.
Proof. The positivity assumptions imply that g1, g2 have positive homoge-
neous part. Corollary 3.8 implies that g1, g2 ∈ Pd, and that the interlacings
hold as stated.
As long as all coefficients are positive then the matrices generalizing Corol-
lary 3.54 preserve interlacing.
Lemma 10.118. Suppose that α,β, a,b are vectors with all positive coordinates. The
following matrices preserve interlacing in Pd:(
α a · x
0 β
) (
a · x 0
α b · x
) (
a · x −α
0 b · x
) (
a · x −α
β b · x
)
Proof. All polynomials occurring in a product have positive homogeneous
part. Substitution and interlacing follow from the one variable case.
Next, we generalize Proposition 3.56.
Lemma 10.119. Suppose thatM =
(
f g
h k
)
is a matrix of polynomials with in Pd. M
preserves interlacing if
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1. g −→ f, k −→ h, and both interlacings are strict.
2. The determinant
∣∣ f g
h k
∣∣ is never zero.
Proof. If M ( rs ) = (
u
v ) then the homogeneous parts of u and v are positive.
Interlacing and substitution follow from the one variable case.
How can we find such matrices? Suppose that f ∈ Pgen2 . Recall that this
means that the graph of f has no intersection points. Choose g ∈ Pgen2 so that
f⋖g. For instance, we could take g = ∂f
∂x
. Define
M =
(
f g
∂f
∂x
∂g
∂x
)
It follows from Lemma 1.55 that the determinant ofM is never zero.
10.21 Polynomials from matrices
We can construct polynomials in several variables from symmetric matrices,
and with some simple assumptions the resulting polynomial is in Pd. We
begin with a construction for a polynomial in d variables that generalizes
Lemma 9.29.
Lemma 10.120. If C is symmetric and A2, . . . ,Ad are pairwise commuting positive
definite symmetric matrices, then
f(x) = det(x1I+ x2A2 + · · ·+ xdAd + C)
is in Pd.
Proof. Since A2, . . . ,Ad are pairwise commuting and symmetric, they are si-
multaneously diagonalizable. There is an orthogonal matrix P such that
PAkP
t = Dk, where Dk = (e
k
ij) is a diagonal matrix with all positive entries
on the diagonal. We note
f(x) = det(x1 I + x2A2 + . . . xdAd + C)
= det(Pt) det(x1 I + x2D2 + · · ·+ xdDd + PCPt)det(P)
As before this satisfies x1-substitution since PCP
t is symmetric, and the ho-
mogeneous part is
fH(x) = det(x1 I + x2D2 + · · ·+ xdDd)
=
∏
k
(x1 + x2 e
2
kk + · · ·+ xd edkk).
which has all positive coefficients.
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Remark 10.121. A variant of the lemma is to assume that
f(x) = det(x1D1 + · · ·+ xdDd + C)
where C is symmetric, all Di are diagonal, and D1 has all positive diagonal
entries. If
√
D−11 is the diagonal matrix whose entries are the inverses of the
positive square roots of the diagonal entries ofD1, then
f(x) = det(D1) det
(
x1I+ x2D2D
−1
1 + · · · + xdDdD−11 +
√
D−11 C
√
D−11
)
We can now apply Lemma 10.120 to see that f(x) ∈ Pd.
How can we find such commuting families of positive definite matrices? If
f is a polynomial, and λ is an eigenvalue of a positive definite matrix A, then
f(λ) is an eigenvalue of f(A). In particular, if f ∈ Ppos then f(A) is positive
definite. Since ex is a limit of polynomials in Ppos and any two polynomials
in A commute, we have
Corollary 10.122. Suppose that f, f2, . . . , fd are polynomials in P
pos, A is positive
definite and α,α2, . . . ,αd are positive. The following polynomials are in Pd.
det(x1I + x2f2(A) + · · ·+ xdfd(A) + f(A))
det(x1I + x2e
α2A + · · ·+ xdeαdA + eαA)
The polynomials that arise from these constructions can interlace.
Lemma 10.123. If D is a diagonal matrix with all positive diagonal entries, C is
symmetric, and P is a principle submatrix of xI+ yD+ C, then
|xI+ yD + C|⋖ |P| in P2
Proof. Wemay assume P is the result of deleting the first row and first column
of |xI + yD + C|. If D = diag(di), C = (cij), v = (c12, . . . , c1n) then for any
α ∈ R we can write
gα(x,y) =
∣∣∣∣x + d1y+ c11 + α vvt P
∣∣∣∣
=
∣∣∣∣x + d1y+ c11 vvt P
∣∣∣∣+ ∣∣∣∣α 00 P
∣∣∣∣
= |xI+ yD+ C| + α|P|
Since gα ∈ P2 for any α ∈ R it follows that the desired polynomials interlace.
Remark 10.124. If we take y = 0 then we recover the classical result that prin-
ciple submatrices interlace. A similar result holds for Pd. See Theorem 1.61.
If C is the all zero matrix and y = 1 then f(x) = |xI+ yD+C| =
∏
(x+ di)
and |P| = f(x)
x+d1
. These polynomials are the ones occurring in quantitative sign
interlacing.
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10.22 Extending three interlacing polynomials
Consider a polynomial in P3
f01(x) f11(x)
f00(x) f10(x)
If we are only given f00⋖ f01, f10 then we show that we can add terms to
f00 +yf10 + zf01 so that the resulting polynomial F is in P3. (See p. 291.) We say
that F is an extension of f00, f10, f01. Given one extension, we show how to find
many more with the same initial data.
The term f11 is not arbitrary, since it interlaces f01 and f10, and satisfies
f01f10 − f00f11 > 0. We show that if f00 has degree two then f10f01 − f00W > 0 if
and only if there is an extension of f00, f10, f01 such thatW = f11. We conjecture
that this is true in general (Question 141).
Lemma 10.125. Suppose that f⋖g and f⋖h, where f, g,h have positive leading
coefficients. Then there are F ∈ P3 such that if we write F(x,y, z) =
∑
fij(x)y
izj
then
f00 = f, f10 = g, f01 = h
Proof. If we take three sequences ai,bi, ci, a constant α, and form the product
F = α
∏
(1 + aix+ biy+ ciz)
then
F00 = α
∏
(1 + aix)
F10 =
∑
bi
F00
1 + aix
F01 =
∑
ci
F00
1 + aix
Given f, g,h we can, following the argument of Lemma 9.103, find α and the
sequences ai,bi, ci so that F00 = f, F10 = g, F01 = h.
Remark 10.126. We can use a determinant identity to derive a different exten-
sion of three polynomials. Recall (9.1.3). If we let D = diag(di), f = |I + xD|,
V = (Vi) andW = (Wi) then
|I+ xD+ yVVt + zWWt| =
f + y
∑
V2i
f
1 + dix
+ z
∑
W2i
f
1 + dix
+ yz
∑
i<j
f
(1 + xdi)(1 + xdj)
∣∣∣∣Vi VjWi Wj
∣∣∣∣2
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SinceD,VVt,WWt are positive semi-definite, the right hand side is in P3. (See
Lemma 11.38.) It follows that we have an interlacing square∑
V2i
f
1 + dix
∑
i<j
f
(1 + xdi)(1 + xdj)
∣∣∣∣Vi VjWi Wj
∣∣∣∣2
f
∑
W2i
f
1 + dix
There are many determinants that will give the same initial data. This
follows from the more general result that shows that the initial data only con-
strains the diagonals.
Lemma 10.127. Suppose that D is a diagonal matrix, D1 and E1 have the same
diagonal, as doD2 and E2. If we write∣∣I+ xD+ yD1 + zD2∣∣ = ∑Uij(x)yizj∣∣I+ xD+ yE1 + zE2∣∣ = ∑Vij(x)yizj
then U00 = V00, U10 = V10, U01 = V01
Proof. Clearly U00 = V00. LetD1 = (dij) and E1 = (eij). Then
U10 =
∂
∂y
∣∣I+ xD+ yD1 + 0D2∣∣y=0
=
∑
i,j
dij
∣∣(I+ xD)[i, j]∣∣
=
∑
i
dii
∣∣(I+ xD)[i, i]∣∣ since I+ xD is diagonal
=
∑
i
eii
∣∣(I+ xD)[i, i]∣∣ since eii = dii
= V10
If we are given f00 ←− f10, f01 in Ppos, then by the first lemma we can
realize f00, f10, f01 as the coefficients of |I + xD + yD1 + zD2| where D,D1,D2
are positive definite diagonal matrices. If we can find symmetric matrices
S1, S2 with zero diagonal such that D1 + S1 and D2 + S2 are positive definite,
then f00, f10, f01 are also realized as initial coefficients of |I+ xD+y(D1 + S1) +
z(D2 + S2)|.
Example 10.128. Consider the case f00 ∈ Ppos(2). Given the initial data
f00⋖ f10, f01 we first determine all α that arise from Lemma 10.127. Consider
g(B,C) =
∣∣∣∣(1 00 1
)
+ x
(
a1 0
0 a2
)
+ y
(
b1 B
B b2
)
+ z
(
c1 C
C c1
)∣∣∣∣
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where we choose a1,a2,b1,b2, c1, c2 so that
g(0, 0) = f00 + yf10 + zf01 + αyz.
This representation is possible by Lemma 10.125. Recall
If r, s are positive then | r tt s | is positive definite if and only if rs > t
2.
Thus, g(B,C) ∈ P3(2) if and only if b1b2 > B2 and c1c2 > C2. Now α is the
coefficient of yz which is
b1c2 + b2c1 + 2BC.
Using the constraints above, we find(√
b1c2 −
√
b2c1
)2
6 α 6
(√
b1c2 +
√
b2c1
)2
(10.22.1)
All f00, f01, f10 and α satisfying this inequality have extensions to P3.
Conversely, assume that f00, f10, f01 are determined by g(0, 0). If we solve
the inequality
f10f01 − αf00 > 0
for αwe get (10.22.1).
10.23 Subsets of Pd
In one variable we had two different ways to talk about Ppos. We could de-
scribe it in terms of coefficients (all the same sign), or in terms of roots (all
negative). However, P(−1,1) has no definition in terms of coefficients, but is
given only in terms of the location of its roots. In higher dimensions the graph
corresponds to zeros in one dimension. We define
Definition 10.129. If K ⊂ Rd then
PKd = {f ∈ Pd | the graph of f is disjoint from K}
= {f ∈ Pd | f(x) = 0 =⇒ x 6∈ K}
Consider some examples and properties.
1. If K = ∅ then PKd = Pd, since there are no restrictions.
2. If K ⊂ K ′ then PK′d ⊂ PKd.
3. Let v,w be two points of Rd, and let
K = {x ∈ Rd | x > w} ∪ {x ∈ Rd | x 6 v}
Every solution variety of PKd must meet the segment vw. This is an ana-
log of P(−1,1).
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4. Let K = {(x, x, . . . , x) | x ∈ R}. Since every f ∈ Pd satisfies f(x . . . , x) ∈ P,
it follows PKd = ∅.
5. Suppose K = {x ∈ R2 | x > 0 or x 6 0} \ (0, 0). Then, PK2 consists of
polynomials whose graphs are straight lines passing through the origin.
6. Suppose that K = {x ∈ Rn | x > 0}. We will show that PKd = Pposd .
Since all coefficients of P
pos
d are positive, it follows that f ∈ Pposd has no
root in K. We prove the converse by induction on d. For d = 1 we
know that all the coefficients are the same sign if and only if no root is
non-negative. Suppose that f ∈ Pd has no root x with x > 0. Write
f(x) =
∑
fi(x1, . . . , xd−1)x
i
d. If we substitute xd = 0 then we see that
f0(x1, . . . , xd−1) has no root with all coordinates non-negative, so by in-
duction all coefficients of f0(x1, . . . , xd−1) have the same sign. Since all
coefficients of fH are positive, all coefficients of f0(x1, . . . , xd0−1) are pos-
itive.
Next, if f ∈ PKd, then ∂f∂xd ∈ PKd since the roots of ∂f∂xd lie between roots
of f. Consequently, we conclude as above that f1(x1, . . . , xd−1) has all
positive coefficients. Continuing, we see f has all positive coefficients.
Many differentK can determine the same set of polynomials. For example,
the set K = {x ∈ Rd | x > 0} and K ′ = K \ p where p > 0 satisfy PKd = PK
′
d .
However, if we choose p to be the origin, then PKd ( P
K′
d since x1 + · · · + xd is
in PK
′
d but is not in P
K
d. We define
Definition 10.130.
K =
⋃{
L ⊂ Rd | PKd = PLd
}
In some cases we can determine K.
Lemma 10.131. Suppose that K is a closed convex region of Rd whose supporting
hyperplanes have an equation in Pd. Then, K = K.
Proof. Since K ⊂ K it suffices that any point v not in K is not in K. Pick a
supporting hyperplaneH such thatK is on one side of it, and v is in the interior
of the other side. Choose a hyperplane H ′ parallel to H, and containing v. It
follows that v lies on the graph of a polynomial that is disjoint from K, and
hence v 6∈ K.
Remark 10.132. In case d = 2 we see that if K is a closed convex region whose
boundary is a non-increasing curve then K = K.
We now ask when PKd is closed under differentiation. We say a set S is
convex in the i-th coordinate if whenever v,w agree in all coordinates except
the i-th, then the segment vw is in S.
Lemma 10.133. If Rd \ K is convex in the i-th coordinate then PKd is closed under
f 7→ ∂f
∂xi
.
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Proof. To show that ∂f
∂xi
∈ PKd we fix all but the i-th coordinate and consider
the roots of the resulting polynomial. Since the roots of ∂f
∂xi
lie between the
roots of f the convexity in the i-coordinate imply that they lie in Rd \K.
10.24 Higher dimensional recurrences
In this section we investigate polynomials defined by two and three dimen-
sional recurrences. Some of these polynomials are in one variable, and some
in two. One of the interesting features is that we do not always have that con-
secutive terms interlace. We begin by considering polynomials fi,j satisfying
the similar recurrences
fi,j = (x − ai)fi−1,j + bijfi,j−1 (10.24.1)
fi,j = (x − aij)fi−1,j + bijfi,j−1 (10.24.2)
fi,j = (x − ai)fi−1,j + bifi−1,j−1 (10.24.3)
We can visualize these recursions using lattice diagrams:
fi−1,j
x−ai
fi,j
bij
fi−1,j
x−aij
fi,j
bij
fi−1,j
x−ai
fi,j
bi
fi,j−1 fi,j−1 fi−1,j−1
Wewill see that recurrence (10.24.1) is a disguised product, that recurrence
(10.24.2) fails unless the coefficients satisfy certain restrictions, and recurrence
(10.24.3) comes from coefficients of products in P2.
Lemma 10.134. Suppose f0,0 = 1 and f satisfies recurrence (10.24.1). Then fi,j is a
constant multiple of
∏i
k=1(x − ak). In particular, all fi,j are in P, and consecutive
fi,j interlace.
Proof. Assume by induction of i, j that
fr,s = αr,s
r∏
k=1
(x− ak)
for all (r, s) < (i, j). We then have
fi,j = (x− ai)fi−1,j + bi,jfi,j−1
= (x− ai)αi−1,j
i−1∏
1
(x− ak) + bi,jαi,j−1
i∏
1
(x− ak)
= (αi−1,j + bi,jαi,j−1)
i∏
1
(x− ak)
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Here is a simple recurrence whose proof that all members are in P only
depends on the additivity of interlacing.
Lemma 10.135. Let hn =
∏n
1 (x + ai), and let hn ←− gn where all gn have
positive leading coefficients. If we define f0 = 1 and
fn = (x + an)fn−1 + gn
then hn≪ fn.In particular, all fi have all real roots.
Proof. We assume by induction that hn−1≪ fn−1 Multiplying each side by by
(x− an) yields hn≪ (x− an)fn−1. Since we also have hn ←− gn we can add
these interlacings to conclude that
hn≪ (x− an)fn−1 + gn = fn
We can apply this lemma to construct a particular sequence of polynomials
whose members all have all real roots, but consecutive ones do not generally
interlace.
Corollary 10.136. If f0 = 1 and fn satisfies the recursion
fn = (x + n)fn−1 + (x + n − 2)
n−1∏
1
(x+ i)
then all fn are in P.
Proof. Take hn =
∏n
1 (x + i), and gn = (x + n − 2)hn−1.
Lemma 10.137. Suppose that f0,0 = 1 and fi,j satisfies (10.24.3) where all ai have
the same sign. Then all fi,j are in P.
Proof. We claim that the fi,j are the coefficients of the products
i∏
j=1
(x + bjy− aj) =
i∑
j=0
fi,j(x)y
j
This is certainly true when i = 0. We only need to check that if we write
i∏
j=1
(x + bjy− aj) =
i∑
j=0
gi,j(x)y
j
CHAPTER 10. POLYNOMIALS IN SEVERAL VARIABLES 367
then the gi,j satisfy the same recurrences as do the fi,j:
i∏
1
(x + bjy− aj) = (x + biy− ai)
i−1∑
j=0
gi−1,j(x)y
j
=
∑
((x − ai)gi−1,j(x) − bigi−1,j−1(x))y
j
and so we are done by induction.
We can generalize this argument to products in more variables - this leads
to polynomials in xwith more indices. For example, consider the recurrence
fi,j,k(x) = (x− ai)fi−1,j,k + bifi,j−1,k + cifi,j,k−1 (10.24.4)
Lemma 10.138. If f0,0,0 = 1 and fi,j,k satisfies (10.24.4), all bi have the same sign,
and all ci have the same sign then all fi,j,k are in P.
Proof. Consider the product below, and proceed as in Lemma 10.137.
i∏
h=1
(x− ah + bhy+ chz) =
∑
fi,j,k(x)y
jzk
As another product example, consider the recurrence
fi,j = (aix+ bi)fi,j−1 + (cix+ di)fi−1,j (10.24.5)
whose diagram is
fi−1,j
cix+di
fi,j
aix+b1
fi,j−1
Lemma 10.139. If f0,0 = 1, fi, j satisfies (10.24.5), and aidi − cibi > 0 for all i
then fi,j ∈ P.
Proof. The assumptions imply that all the factors in the product below are in
P2, so we can proceed as above
i∏
j=1
((ajx + bj) + (cj + djx)y) =
∑
j
fi,j(x)y
j
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In fact, we can take any polynomial in P2 that has some free parameters,
take their product, and the coefficients fi,j of y
j will satisfy a recurrence, and
all the fi,j belong to P, and consequently will interlace.
Here is another disguised product
fi,j = (x− bi)fi−1,j + (y− dj)fi,j−1 (10.24.6)
with diagram
fi−1,j
x−bi
fi,j
y−dj
fi,j−1
The proof is a simple modification of the proof of Lemma 10.134.
Lemma 10.140. Suppose that f0,0 = 1 and fi,j satisfies (10.24.6). Then fi,j is a
constant multiple of
∏i
k=1(x − bk) ·
∏j
h=1(y− dh).
We can get many recurrences from products. Here is a general approach.
Let
g(x,y, z) =
∑
gr(x, z)y
r
where g ∈ P3, choose tj ∈ R, and consider the product
i∏
j=1
g(x,y, tj) =
∑
i,j
fi,j(x)y
j
We know that all fi,j ∈ P, and consecutive ones interlace. The recurrence is
easily found:
i+1∏
j=1
g(x,y, tj) = g(x,y, ti+1)
∑
i,s
fi,s(x)y
s
=
(∑
gr(x, ti+1)y
r
) ∑
i,s
fi,s(x)y
s
and comparing coefficients of yj yields
fi+1,j =
∑
r+s=j
gr(x, ti+1)fi,s(x)
CHAPTER
11
-
The polynomial closure of Pd
In this chapter we study the polynomial closure of Pd. For polynomials in one
variable we know that P(n) is exactly the set of polynomials in the closure
of P(n), so the closure of P leads to analytic functions. However, there are
polynomials in the closure of Pd(n) that are not in Pd(n), so we have two clo-
sures to consider: new polynomials and analytic functions. As expected, most
properties of Pd extend to these closures. We consider the analytic closure in
the next chapter.
11.1 The polynomial closure of P2
In this section we investigate properties of the polynomial closure of P2. We
begin with the general definitions.
Definition 11.1. Pd(n) is the set of all polynomials that are limits of polyno-
mials in Pd(n). P
pos
d (n) is defined similarly. We set
Pd = Pd(1) ∪ Pd(2) ∪ . . . .
We say that f, g ∈ Pd interlace if f+ αg ∈ Pd for all real α.
Although most properties of P2 extend to P2, there are some slight differ-
ences. The polynomial xnym is in P2 since
lim
ǫ→0+
(x + ǫy)n(y + ǫx)m = xnym
and (x + ǫy)n(y + ǫx)m is in P2. This shows that there are polynomials in
P2 where the x-degree is n, the y-degree is m, and the total degree is n +
m. Consider this example that shows how the coefficients can interlace in
complicated ways.
369
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Example 11.2. The definition of f(x,y) as a limit of polynomials in P2
f(x,y) = lim
ǫ→0+
(ǫx+ y− 1)(ǫx+ y− 2)(ǫx+ y+ 3)(x + y+ 1)(x+ 2y+ 1)
= (y− 1)(y− 2)(y+ 3)(x+ y+ 1)(x+ 2y+ 1)
shows that f ∈ P2. If we expand fwe get
= (6 + 12x+ 6x2) + (11 + 4x− 7x2)y+ (−9 − 21x)y2+
(−13 + 2x+ x2)y3 + (3 + 3x)y4 + 2y5
= f0 + f1 y+ f2 y
2 + f3 y
3 + f4 y
4 + f5 y
5
These coefficients interlace in ways that are not possible for polynomials in P2,
namely
f0≫ f1⋖ f2⋗ f3⋖ f4.
We can use the idea of this construction to show that if g(x) ∈ P then
g(x) ∈ P2. Simply note that g(x + ǫy + ǫ) is in P2 and converges to g(x) as
positive ǫ goes to 0. Similarly, if we let ǫ go to zero through positive values
we see that
Ppos ⊂ Ppos2
The mapping f× g 7→ f(x)g(y) defines a map P × P −→ P2, and
Ppos × Ppos −→ Ppos2 .
The two polynomials f = xnym and g = xn−1ym−1 do not interlace. How-
ever, they do satisfy f
+
∼ g in the sense that f+ αg ∈ P for all positive α.
In order to see that polynomials in P2 interlace we can express them as
limits of interlacings. For instance, the interlacing xy− 1⋖ x+ y follows from
(xy− 1) + α(x+ y) = lim
ǫ→0+
∣∣∣∣ǫ x+ y+ α √1 + α2√1 + α2 x+ ǫ y+ α
∣∣∣∣
Example 11.3. Unlike in P2, the signs of a polynomial in P2 can be all nega-
tive. This follows from the observation that if f ∈ P2 then −f ∈ P2. This is a
consequence of the limit
lim
ǫ→0+
(ǫx+ ǫy− 1)f = −f
If f ∈ P2(n) then we define the homogeneous part fH to be all terms of
total degree n. Unlike P2, the example above shows that all the coefficients of
the homogeneous part can be negative. There are no other possibilities - see
Lemma 11.15.
We can apply Lemma 9.32 to deduce
Lemma 11.4. If f ∈ P2(n) then f(x, x) and xnf(x,−1/x) are in P.
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This shows that xy+ 1 isn’t in P2 even though it satisfies substitution. The
graphs of polynomials in P2 are more complicated than those in P2. Consider
f = (x + 4y+ xy+ 1)(x+ y+ 3xy+ 2)(x+ 5y+ .5)(x+ 2y+ 1).
The graph of f in Figure 11.1 has two vertical asymptotes at x = −4 and x =
−3. None the less, every vertical line except these two meets the graph in
exactly four points.
Figure 11.1: The graph of of a polynomial in P2
We can use determinants to realize members of P2.
Lemma 11.5. Suppose that C is a symmetric matrix, and D is a diagonal matrix
where the i-th diagonal entry is di1x1 + di2x2 where dij is non-negative. The poly-
nomial det(C+D) is in P2.
Proof. Choose ǫ > 0 and let Dǫ have diagonal entries
∑
(dij + ǫ)xi. A argu-
ment similar to Lemma 10.120 shows that det(C + Dǫ) ∈ P2. Taking limits
gives the result.
We now find some simple polynomials in P2 that are not in P2.
Lemma 11.6. If f(x) ∈ Ppos then f(−xy) ∈ ±P2.
Proof. Since f is a product of linear factors, it suffices to show that −xy+ a2 ∈
P2. The determinant ∣∣∣∣x+ ǫy aa y+ ǫx
∣∣∣∣
is in P2, and converges to xy− a2.
Corollary 11.7. Suppose a > 0. axy+ bx+ cy+ d is in ±P2 iff
∣∣ a b
c d
∣∣ 6 0.
Proof. Let f(x,y) = axy + bx + cy + d. Since (1/a)f(x − c/a,y − b/a) =
xy− (bc− ad)/a2 we can scale and apply Lemma 11.6.
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The lemma can be derived from Theorem 10.75. Also see Question 145. It
is also a special case of Lemma 11.28. The necessity is the rhombus inequality
(Proposition 10.41).
Lemma 11.8. If xy+ bx+ cy + d ∈ P2 then there are α,β,γ such that
f =
∣∣∣∣α+ x ββ γ+ y
∣∣∣∣
Proof. If we choose γ = b and α = c then we find that β2 = bc − d. This
expression is positive by the previous lemma.
Example 11.9. Since
∣∣ x+1 3
3 y−2
∣∣ = −(2x + 11) + y(x + 1) ∈ P2 we see that a
multiaffine polynomial f + yg ∈ P2 can have f, gwith different leading signs.
Of course we still have f≪g.
Example 11.10. There are simple polynomials that are not in P2. For instance,
x2±y is not in P2. Indeed, f(x,y) = x2 −y doesn’t satisfy substitution because
f(x,−1) 6∈ P. Similarly x2 + y doesn’t satisfy substitution.
We can extend Lemma 11.6 by replacing x by xy + bx + cy + d instead of
by xy. The next result expresses this extension, but uses a more convenient
replacement.
Corollary 11.11. If f ∈ P then the polynomial f((x + α)(y + β) + γ) is in P2 if all
roots of f are either greater than γ, or all roots of f are less than γ.
If f ∈ Ppos2 then f(x, 0) and f(0, x) have all positive coefficients, and all
negative roots. Thus the graph of f meets the x and y axis in negative values.
If we intersect the graph with the line x = y then the intersection points are
all negative. With this in mind, we establish
Lemma 11.12. If f ∈ Ppos2 then f(−x2,−x2) ∈ P.
Proof. By continuity of roots it suffices to assume that f ∈ Ppos2 . The roots of
f(−x,−x) are all positive, so we can take their square roots.
This is a special case of Lemma 11.105.
Remark 11.13. If f(x,y) satisfies x substitution, and fH is nearly homogeneous,
f is not necessarily in P2. For instance, if f(x,y) = 1 + x(x + y) then f satisfies
x substitution, and the homogeneous part has the form
x× (homogeneous polynomial with positive coefficients).
However, f 6∈ P2 since f(x, x) 6∈ P.
Here’s a simple fact whose proof requires several closure properties of P2.
Lemma 11.14. If ax+ by+ c ∈ P2 then a and b have the same sign.
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Proof. After scaling and translating, it suffices to show that that x− y is not in
P2. If it were the case that x − y ∈ P2 then we also know that x − y + 3 ∈ P2.
Since P2 is closed under multiplication and differentiation, it follows that
f(x,y) =
∂
∂x
(x− y)(x − y+ 3)(x+ y) = 6 x+ 3 x2 − 2 x y− y2 ∈ P2
However, f(−1,y) = −3 + 2y− y2 has two complex roots.
The homogeneous part of a polynomial in P2 is not too different from the
homogeneous part of a polynomial in P2.
Lemma 11.15. If f ∈ P2 then all non-zero coefficients of fH have the same sign.
There are non-negative integers n,m and g ∈ Ppos so that fH = ±xnymG where G
is the homogenization of g.
Proof. If fH only has one term then the result is true. If not all coefficients are
the same sign then we can write fH = · · · + rxayn−a + sxbyn−b + · · · where
a < b, rs < 0, and all coefficients of xryn−r are zero for a < r < b. Let
g = (∂x)
a(∂y)
n−bf so that gH(x,y) = cyb−a + dxb−a where cd < 0.
Substituting y = 1 shows that b − a is either 1 or 2. If b − a = 1 then
g = cy + dx + e, but this is not possible by the previous lemma. If b − a = 2
then we can write g = αx2 + βxy + γy2 + · · · where α and γ have opposite
signs. After scaling x and y and perhaps multiplying by −1 we can assume
that g = x2 +βxy−y2 + · · · . If β > 0 then ∂yg = βx− 2y+ (constant) which
is impossible by the lemma. If β < 0 then ∂xg = 2x+ βy+ (constant) which
is also impossible.
The second statement follows immediately from the first since fH ∈ P.
It is a consequence of the lemma that the polynomial fH(x, 1) has all non-
positive roots if f ∈ P2.
If we take a product of linear factors where the coefficients of x and y don’t
all have the same sign, then the resulting product isn’t in P2. However, if the
constant terms are all the same sign then the coefficients are in P.
Corollary 11.16. Suppose that bi ∈ R, and all di have the same sign. If we write
n∏
i=1
(y+ bix+ di) =
∑
fi(x)y
i
then
(1) fi(x) ∈ P for i = 0, . . . ,n− 1.
(2) fi(x) and xfi+1(x) interlace, for i = 0, . . . ,n− 2.
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Proof. By switching signs of x and y if necessary we may assume that all the
di are negative. Replace y by xy:
n∏
i=1
(xy+ bix+ di) =
∑
fi(x)x
iyi
Since the determinant of each factor is
∣∣∣ 1 bi0 di ∣∣∣ = di which is negative, we can
apply Corollary 11.7 to conclude that the product is in P2. Consequently, ad-
jacent coefficients interlace, which finishes the proof.
If the roots of a polynomial are all positive or all negative, then the coeffi-
cients are all non-zero. We use this simple idea to constrain where the roots of
coefficients lie.
Corollary 11.17. Suppose that f, g ∈ Ppos and s < r. If we define
f(xy− ry)g(xy− sy) =
∑
hi(x)y
i
then hi(x) ∈ P[s,r].
Proof. We can apply Corollary 11.7 to see that hi(x) ∈ P. If α > r then all
coefficients of f((α− r)y) and g((α− s)y) are positive. Thus, all coefficients of
(f(xy− ry)g(xy − sy))(α,y) are positive, and hence hi(α) is not zero.
If α < s then the roots of f((α − r)y) and g((α − s)y) are positive. Again,
all coefficients of (f(xy − ry)g(xy − sy))(α,y) are non-zero, and hence hi(α)
is not zero.
If we define f0(x) = J0(2
√
−x), where J0 is the Bessel function, then we
have the identity [89, (2.1.A)]:
f0(xy+ y)f0(xy− y) =
∞∑
n=0
Pn(x)
(2y)n
n!n!
(11.1.1)
where Pn(x) is the Legendre polynomial. Since f0 has all positive coeffi-
cients, it follows that the Legendre polynomials have roots in [−1, 1], as is
well known. We will also use this identity to determine mapping properties
of a Legendre transformation - see Lemma 15.48.
Any polynomial in P determines a mutually interlacing sequence (see Ex-
ample 3.39). The following lemma shows that we can find a polynomial in P2
that interpolates two of these mutually interlacing sequences. We will show
that given polynomials f(x), g(x) with roots {ri}, {si}, we can find F(x,y) in
P2(n) that satisfies
F(x, si) = g
′(si) fn+1−i(x)
F(ri,y) = f
′(ri)gn+1−i(y)
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Lemma 11.18. Suppose that f(x) =
∏
(x−ri), g(x) =
∏
(x−si) where r1 6 · · · 6
rn and s1 6 · · · 6 sn. Then
F(x,y) =
n∑
i=1
f(x)
x− ri
g(y)
y− sn+1−i
∈ P2 (11.1.2)
G(x,y) =
n∑
i=1
f(x+ y)
x+ y− ri
g(x + y)
x+ y− sn+1−i
∈ P2 (11.1.3)
Proof. If we replace f(x,y) by f(x, ǫy) and g(x,y) by g(ǫx,y) where ǫ is posi-
tive, then (11.1.3) implies that
n∑
i=1
f(x + ǫy)
x+ ǫy− ri
g(y+ ǫx)
ǫx+ y− sn+1−i
and letting ǫ go to zero establishes (11.1.2). The homogeneous part of G(x,y)
is n(x+y)2n. To check substitution, we choose α ∈ R and let fα(x) = f(x+α),
gα(x) = g(x+ α). The result now follows from 3.16.
If
∑
fi(x)y
i ∈ P2 then fi and fi+1 interlace. This is half true for fi and fi+2.
Lemma 11.19. If
∑
fi(x)y
i ∈ P2 then fi +∼ −fi+2.
Proof. Since y2 − α ∈ P2 for positive α, the product
(y2 − α)
∑
fi(x)y
i =
∑
(fi+2(x) − αfi(x))y
i
is in P2. Thus fi+2(x) − αfi(x) ∈ P for all positive α.
A Hadamard product with a polynomial in P
pos
2 is effectively one with a
polynomial in Ppos.
Lemma 11.20. If f =
∑n
0 fi(x)y
i ∈ Ppos1 has the property that
∑n
0 gi(x)fi(x)y
i ∈
P
pos
2 for all
∑
gi(x)y
i ∈ Ppos2 then f = F(x) ·
∑n
0 aiy
i where F(x) ∈ Ppos and∑
ai
yi
i!(n−i)! ∈ Ppos.
Proof. If we let g = (y+ 1)n then∑
figiy
i =
∑(n
i
)
fi(x)y
i ∈ Ppos2
Applying f again yields ∑(n
i
)
f2i(x)y
i ∈ Ppos2
Since adjacent coefficients interlace, Lemma 1.34 implies that fi = F(x)ai for
some constant ai. Thus∑(n
i
)
f2i(x)y
i = n!F(x)
∑
ai
yi
i!(n− i)!
∈ Ppos2
which proves the theorem.
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11.2 Reversal and cancellation in P2
In this section we first consider two properties that are trivial for polynomials
in one variable. First, the reversal of a polynomial in P is in P, and second, if
xf ∈ P then f ∈ P. Neither is immediate in P2, and we do not know the latter
to be true if there are more than two variables. Finally, we discuss differential
operators that preserve Pd.
The key to proving that xy− 1 ∈ Pwas the identity
xy− 1 =
∣∣∣∣x 11 y
∣∣∣∣
which can be modified to give a sequence of polynomials in P2 converging to
xy− 1. Now xy− 1 is the reversal of x+y; we have a similar matrix argument
that shows that the reversal is in P2. If we use 1/x instead of −1/x (See p. 270.)
we get stable polynomials (See p. 620.). The key is the following well known
matrix identity for the determinant of a partitioned matrix:∣∣∣∣A11 A12A21 A22
∣∣∣∣ = ∣∣A11∣∣ ∣∣A22 −A21A−111 A12∣∣ (11.2.1)
It follows easily that for matrices A,B of the same size
|xB−A2| =
∣∣∣∣xI AA B
∣∣∣∣
Lemma 11.21. If f(x,y) ∈ P2(n), then ynf(x,−1/y) ∈ P2. Equivalently, if f =∑
fi(x)y
i ∈ P2(n), then
∑
fi(x)(−y)
n−i ∈ P2.
Proof. If we write f(x,y) = |I + xD1 + yD2| where D1,D2 are positive definite
then
xnf(−1/x,y) = |xI−D1 + xyD2|
= |x(I+ yD2) −D1|
=
∣∣∣∣ xI √D1√D1 I+ yD2
∣∣∣∣
=
∣∣∣∣(0 00 I
)
+ x
(
I 0
0 0
)
+ y
(
0 0
0 D2
)
+
(
0
√
D1√
D1 0
)∣∣∣∣
This represents f as a determinant of a matrix of size 2n that is clearly the limit
of determinants of matrices that are in P2.
Remark 11.22. Here is an alternative geometric argument. Define
fǫ(x,y) = (y+ ǫx)
nf(x+ ǫy,−1/(y+ ǫx)),
where ǫ is positive. Since limǫ→0 fǫ = f, we need to show that fǫ ∈ P2(2n).
The homogeneous part of fǫ is clearly (x + ǫy)
n(y + ǫx)n, and so all coeffi-
cients of fHǫ are positive. If we fix y, then the locus of {(x+ǫy,−1/(y+ǫx))} as
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x varies consists of two hyperbolas that open in the second and fourth quad-
rants. Consequently, every solution curve of fmeets each of these hyperbolas
- see Figure 9.6 . Thus, for any y, there are 2n solutions, and substitution is
satisfied.
Proposition 11.23. The two variable reversal of a polynomial in P2(n) is in P2(2n).
The two variable reversal of f is f REV = xnynf(1/x, 1/y).
Proof. If we apply the lemma twice we see that xnynf(−1/x,−1/y) ∈ P2. Since
the substitution of (−x,−y) for (x,y) preserves P2, the result follows.
Note that the reversal of x+ y is xy− 1, whereas the two variable reversal
of x+ y is x+ y.
The reverse of a polynomial in P2 satisfies the assumptions of the following
lemma.
Lemma 11.24. Suppose that f(x,y) =
∑
fi(x)y
i ∈ P̂2 or P2, and each fi(x) is a
polynomial of degree i. If the leading coefficients of the fi alternate in sign then
g(x,y) ∈ P2(n) =⇒ f(x,−∂y)g(x,y) ∈ P2(n)
Proof. If we choose α ∈ R then f(α,y) is in P̂ . It follows from Lemma 9.92 that
f(α,−∂y)g(α,y) ∈ P, and so f(x,−∂y)g(x,y) satisfies y-substitution.
Suppose the leading coefficient of fi(x) is ci. Since the sign of ci alter-
nates the homogeneous part of fi(x)(−∂y)
i g(x,y) has degree n, and equals
ci(−x)
i(∂iy g)
H. The homogeneous part of f(x,−∂y)g(x,y) has all positive
signs (or all negative), and so the first part is proved. The second part is simi-
lar.
We need a lemma about truncating polynomials in P before we can pro-
ceed to canceling x in P2.
Lemma 11.25. Suppose that f ∈ P(m−1) does not have multiple roots. If fn −→ xf
where all fn ∈ P(m) then fn(x) − fn(0) ∈ P for n sufficiently large.
Proof. If r1, . . . , rm−1 are the roots of f
′, then none of f(r1), . . . , f(rm−1) are
zero since f has no multiple roots. Let α be the minimum value of
|f(r1)|,. . . ,|f(rm−1)|. Since fn(0) converges to 0 there is anN such that if n > N
we have |fn(0)| < α/2. And, if we choose N sufficiently large we can require
that the minimum of {|fn(r) | f
′(r) = 0} is at least α/2. Notice that the graph of
fn(x) − fn(0) is just the graph of fn(x) shifted by less than α/2. Since all the
critical points of fn(x) are more than α/2 away from the x axis, fn(x) has all
real roots.
Proposition 11.26. If xf ∈ P2 then f ∈ P2.
Proof. Since xf ∈ P2(m) there are polynomials hn(x,y) ∈ P2(m) such that
hn −→ xf. We can write hn(x,y) = x gn(x,y) + kn(y). Since gn −→ f it
suffices to show that gn ∈ P2. Now hn satisfies the homogeneity condition,
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and therefore so does gn. We need to show that gn satisfies substitution. If we
choose α ∈ R then xgn(y,α) + kn(α) −→ xf(y,α). The lemma above implies
that gn(y,α) ∈ P for n > Nα. Now we can apply Lemma 11.118 to conclude
that there is an N (the maximum of all the Nα’s corresponding to roots of the
resultant) such that n > N implies that gn(y,α) ∈ P for all α ∈ R.
We would like to prove the converse of this.
Lemma 11.27. If f(∂x, ∂y)g is in P2 for all g ∈ P2 then f is in P2.
Proof. Consider the calculation
f(x,y) =
∑
06i,j6n
aijx
iyj
f(∂x, ∂y)x
RyR =
∑
06i,j6n
aij(R)i(R)jx
R−iyR−j
= xR−nyR−n
∑
06i,j6n
aij(R)i(R)jx
n−iyn−j
Replacing x by x/R and y by y/R yields
xR−nyR−n
∑
06i,j6n
aij
(R)i
Ri
(R)j
Rj
xn−iyn−j ∈ P2
and so we can divide out the initial factors to conclude that
∑
06i,j6n
aij
(R)i
Ri
(R)j
Rj
xn−iyn−j ∈ P2
Now letting R→∞ shows that∑
06i,j6n
aijx
n−iyn−j ∈ P2
Taking the reversal of the last expression and applying Proposition 11.23 fin-
ishes the proof.
11.3 Polynomials linear in y
The polynomials of the form f(x)+yg(x) arewell understood. First of all, since
f+αg is in P for all α, it follows that f and g interlace, and their degrees differ
by at most 1. If f and g have the same degree then we can write f = βg + h
where g⋖h, so that f+ yg = h+ (y+β)g. Substituting y = y+β shows that
we can always assume that the degrees differ by one. The next two lemmas
show that the condition of interlacing is all we need to belong to P2.
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Lemma 11.28. If f←− g ∈ P have positive leading coefficients then the polynomial
f + yg lies in P2.
Proof. If f←− g then we can write
f = (ax+ b)g−
n∑
1
c2i
g
x+ ai
where g =
∏
(x + ai) and a is non-negative. Since f+ yg can be expressed as
the determinant ∣∣∣∣∣∣∣∣∣∣∣
y+ ax+ b c1 c2 . . . cn
c1 x+ a1 0 . . . 0
c2 0 x+ a2 0
...
...
. . .
...
cn 0 . . . x+ an
∣∣∣∣∣∣∣∣∣∣∣
it follows that f+ yg ∈ P2.
Lemma 11.29. If f←− g ∈ P have positive leading coefficients then the polynomial
yf − g lies in P2.
Proof. The reversal of f+ yg is yg− f, so yg− f ∈ P2.
Remark 11.30. If we choose f0⋖ f1 and g0⋖g1 then both f0 + yf1 and g0 + yg1
are in P2. Consequently their product
(f0 + yf1)(g0 + yg1) = f0g0 + (f0g1 + f1g0)y+ f1g1y
2
is in P2, and so the coefficients of the product interlace. This explains the
Leibnitz property (Lemma 1.26):
f0g0⋖ f0g1 + f1g0⋖ f1g1.
The following lemma generalizes the Leibnitz property.
Lemma 11.31. Suppose fi ←− gi have positive leading coefficients for 1 6 i 6 n
and define
hk =
∑
|I|=k
fI g{1,...,n}\I
Then
h1 ←− h2 ←− · · · ←− hn
Proof. The hk’s are consecutive coefficients of
∏
i(fi + ygi).
Example 11.32. In the case n = 3 the interlacings are
f1f2f3 ←− f1f2g3 + f1g2f3 + g1f2f3 ←− f1g2g3 + g1f2g3 + g1g2f3 ←− g1g2g3.
The first and last interlacings are easy, but the middle one is not so obvious.
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Here is a similar result for common interlacings.
Lemma 11.33. If f1, . . . , fn are in P and have a common interlacing then∑
i1<···<is
fi1fi2 · · · fis ∈ P.
Proof. If g⋖ fi then g+yfi ∈ P2 and therefore
n∏
i=1
(g+yfi) ∈ P2. The coefficient
of ys is in P and is gn−s times the desired polynomial.
Corollary 11.34. Suppose f = f1(x) + yf2(x) and g = g1(x) + yg2(x) are in P2
where f1, f2, g1, g2 have positive leading coefficients. Then f⋖g iff
1. f1⋖g1
2. f2⋖g2
3.
∣∣ f1 f2
g1 g2
∣∣ < 0
Proof. This follows from Lemma 1.51 and Lemma 1.52.
There is no known criterion for a polynomial that is quadratic in y to be-
long to P2. The following lemma gives a general construction for such poly-
nomials, but it is not known if there are quadratics in y in P2 that are not given
by this form.
Lemma 11.35. Suppose that f = (x + c1) · · · (x + cn), fi = f
x+ ci
, and fij =
f
(x + ci)(x+ cj)
. For any choice of ai,bi the following polynomial is in P2:
y2f − y
(∑
i
(a2i + b
2
i)fi
)
+
∑
i<j
∣∣∣ ai ajbi bj ∣∣∣2 fij
Proof. It suffices to show that the polynomial in question is the value of the
determinant ∣∣∣∣∣∣∣∣∣∣∣
y 0 a1 . . . an
0 y b1 . . . bn
a1 b1 x+ c1 0
...
...
. . .
...
an bn 0 . . . x+ cn
∣∣∣∣∣∣∣∣∣∣∣
(11.3.1)
The coefficient of y2 is clearly f. To find the coefficient of y, consider the
minor corresponding to the first row and column:∣∣∣∣∣∣∣∣∣
y b1 . . . bn
b1 x + c1 0
...
. . .
...
bn 0 . . . x + cn
∣∣∣∣∣∣∣∣∣
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We have seen that this determinant has value yf −
∑
b2ifi. The yf term
comes from the y2f term in (11.3.1), and the remaining part is part of the co-
efficient of y. Similarly, the value of the minor corresponding to the y in the
second row and column of (11.3.1) is yf −
∑
a2ifi. Combining these gives the
coefficient of y.
The constant term of the determinant (11.3.1) is the value of the determi-
nant ∣∣∣∣∣∣∣∣∣∣∣
0 0 a1 . . . an
0 0 b1 . . . bn
a1 b1 x+ c1 0
...
...
. . .
...
an bn 0 . . . x+ cn
∣∣∣∣∣∣∣∣∣∣∣
Expanding using the first two rows (and some patience) gives the final
result.
Here is another interpretation of the last result.
Corollary 11.36. Suppose f ∈ P(n), f⋖g, f⋖h, and the leading coefficients of
f, g,h are all positive. There is a k ∈ P(n− 2) so that
k − y(g + h) + y2f ∈ P2
Proof. Use Lemma 1.20 to write g =
∑
a2ifi and h =
∑
b2ifi, and now apply
Lemma 11.35.
We can generalize this corollary to three variables.
Lemma 11.37. Suppose f ∈ P(n), f⋖g, f⋖h, and the leading coefficients of f, g,h
are all positive. There is a k ∈ P(n − 2) so that
k− yg+ z h+ yz f ∈ P3
Proof. Following the evaluation in Lemma 11.35, we find that
F(x,y, z) =
∣∣∣∣∣∣∣∣∣∣∣
z 0 a1 . . . an
0 y b1 . . . bn
a1 b1 x+ c1 0
...
...
. . .
...
an bn 0 . . . x+ cn
∣∣∣∣∣∣∣∣∣∣∣
= yz f − z h− yg+
∑
i<j
∣∣∣ ai ajbi bj ∣∣∣2 fij
where f, g,h are as in the proof of Lemma 11.35. The polynomial k =∑
i<j
∣∣∣ ai ajbi bj ∣∣∣2 fij is in P since it is just F(x, 0, 0).
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If we take g = h then k is zero, and so yz f − (y+ z)g ∈ P2. If we compute
the determinant ∣∣∣∣∣∣∣∣∣∣∣∣∣
z 0 0 a1 . . . an
0 y 0 a1 . . . an
0 0 w a1 . . . an
a1 a1 a1 x+ c1 0
...
...
...
. . .
...
an an an 0 . . . x+ cn
∣∣∣∣∣∣∣∣∣∣∣∣∣
then we get yzwf− (yz−yw− zw)gwhich is therefore in P4. More generally,
if we compute the determinant of∣∣∣∣ diag(yi) (A, . . . ,A)t(At, . . . ,At) diag(x + ci)
∣∣∣∣
where A = (a1, . . . ,an) then we find that
(y1 · · ·yn) f− g
∑
j
y1 · · ·yn
yj
 ∈ Pn+1.
One way to create polynomials of a fixed degree in y is to use positive
semi-definite matrices.
Lemma 11.38. If D1 is an n by n positive definite matrix, and D2 is positive semi-
definite of rank r, then |I+ xD1 + yD2| ∈ P2, and has degree r in y.
Proof. If we diagonalize D2, then there are exactly r non-zero terms on the
diagonal, so the maximum degree is r. The coefficient of yr is the determinant
of the principle submatrix of I+xD1 corresponding to the zerodiagonal entries
of D2, and is a polynomial in P
pos of degree n − r.
Example 11.39. If v1, . . . , vd are vectors then
∣∣∣∣ n∑
i
xi v
t
i vi
∣∣∣∣ is linear in each vari-
able since vti vi is a semi-definite rank 1 matrix.
Example 11.40. There is a simple formula if D2 has rank 1. If v is a vector of
length n, A is n by n, and f = |I+ xD| then
|I+ vvt| = 1 + vtv (11.3.2)
|I+ yvvt| = 1 + yvvt
|A + yvvt| = |A|(1 + yvtA−1v)
|I+ xD+ yvvt| = f(1 + yvt(I + xD)−1v)
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If D = diag(di) then
|I+ xD+ yvvt| = f+ y
∑
v2i
f
1 + xdi
.
Since the coefficient of y interlaces the coefficient of f, we have another proof
of part of Lemma 1.20. If f⋖g then g =
∑
aif/(1 + xdi) where ai > 0. If we
set w = (
√
ai) then
|I+ xD1 + yww
t| = f+ yg
This is a different determinant realization of f+ yg (See p. 379.).
11.4 Constrained polynomials with zero coefficients
We look at some conditions on polynomials in P2 that imply they have a sim-
ple form. First of all, there are no non-trivial ways of adding one variable
polynomials to get a polynomial in P2.
Lemma 11.41. If f(x) + g(y) ∈ P2 then at least one of the following holds
1. f or g is constant.
2. f and g have degree 1.
Proof. Assume that neither f nor g is constant. If f is linear then it takes arbi-
trarily large positive and negative values, so by Lemma 1.12 g is linear. If both
f and g have degree at least 2 then the lemma implies that they have degree
exactly two. Moreover, if f has positive leading coefficient then g has negative
leading coefficient, but this is impossible for then (f(x)+g(y))H does not have
all coefficients of the same sign.
Linear combinations of the form f(x) + g(x)h(y) are trivial if deg(h) > 1.
Lemma 11.42. If f(x) + g(x)h(y) ∈ P2 where deg(h) > 1 then g is a constant
multiple of f.
Proof. If deg(h) > 2 the set
{
r ∈ R | h(y) + r ∈ P} is bounded. Since
h(y) + f(r)/g(r) ∈ P for all r such that g(r) 6= 0 we have that{
f(r)
g(r)
| g(r) 6= 0
}
is bounded. Thus f/g extends to a bounded rational function on R which is
constant by Liouville’s theorem.
If the degree of h is 2 then we may assume that f and g have no common
factors. If g has a root then f/g takes on arbitrarily large positive and negative
values, so by Lemma 1.12 h is linear. Thus g is constant, but this contradicts
Lemma 11.41 since h has degree 2.
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If · · · + a xi + 0 xi+1 + b xi+2 + · · · ∈ P then Newton’s inequality implies
that ab 6 0. The analogous result in two variables is much stronger.
Lemma 11.43. If f(x,y) = · · · + fi(x)yi + 0yi+1 + fi+2(x)yi+2 + · · · ∈ P2 and
fi and fi+2 are not zero then there are g,h ∈ P so that f(x,y) = g(x)h(y).
Proof. If we differentiate, reverse and differentiate with respect to y suffi-
ciently many times we find that there are constants α,β so that α fi(x) +
β fi+2(x)y
2 ∈ P2. By Lemma 11.42 we see that fi+2 is a constant multiple
of fi.
We can thus write
f(x,y) = · · · + fi−1(x)yi−1 + fi(x) (a+ by2)yi + · · ·
for constants a,b. Differentiating and reversing yields constants ci so that
ci−1 fi−1(x)y
i−1 + fi(x) (ci + ci+1 y
2)yi ∈ P2
Applying the lemma again shows that fi−1 is a multiple of fi. Continuing, we
see that we can write
f(x,y) = fi(x)H(y) + fi+1(x)y
i+1 + · · ·
Reversing, we apply the same argument to finish the proof.
Corollary 11.44. If f ∈ P2 has all exponents of even degree, then f(x,y) = g(x)h(y)
where g,h ∈ P.
Proof. If we write f(x,y) =
∑
fi(x)y
i then if i is odd the hypotheses imply
that fi(x) = 0. The conclusion now follows from the lemma.
11.5 The polynomial closure of Pd
If V is the vector space of a polynomials in x1, . . . , xd of total degree at most n,
then Pd(n) is contained in V . The closure of Pd(n) in V is denoted Pd(n), and
the closure of P
pos
d is P
pos
d . We define
Pd = Pd(1) ∪ Pd(2) ∪ . . . .
In this section we show that most properties of Pd apply to its closure. We
also identify some specific polynomials in the closure that are not in Pd.
First of all, all monomials are in the closure.
Lemma 11.45. All monomials of at most d variables are in Pd.
Proof. The monomial xi11 · · ·xidd is the limit of these polynomials in Pd :
(x1 + ǫ(x2 + · · ·+ xd))i1 · · · (ǫ(x1 + · · ·+ xd−1) + xd)id .
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Next, we have some important containments.
Lemma 11.46. If d < e then Pd ⊂ Pe. In the case d = 1 we have P ⊂ P2,
Ppos ⊂ Ppos2 .
Proof. It suffices to assume e = d + 1. Choose f ∈ Pd(n). Since f is in the
closure of Pd(n) there is a sequence f1, f2, . . . of polynomials in Pd(n) that
converge to f. For any positive ǫ we know that fi(x1 + ǫxd+1, x2, . . . , xd) is
in Pd+1. Since limǫ→0 fi(x1 + ǫxd+1, x2, . . . , xd) = fi we see that f is the limit
of polynomials in Pd+1. It is clear that if the homogeneous part of f has all
positive coefficients, then so does the homogeneous part of
f(x1 + ǫxd+1, x2, . . . , xd). This implies that Pd ⊂ Pe.
If f ∈ P(n) then f(x + ǫy) has homogeneous part c(x + ǫy)n and so all
f(x + ǫy) are in P2. If f ∈ Ppos then all its coefficients are positive, and so the
same is true of f(x+ ǫy).
We can use determinants to realize members of Pd. The proof is the same
as Lemma 11.5.
Lemma 11.47. Suppose that C is a symmetric matrix, and D is a diagonal matrix
where the i-th diagonal entry is
∑
dijxi where dij is non-negative. The polynomial
det(C +D) is in Pd.
Before we go too far, let’s see that there are polynomials that are not in Pd.
Consider this simple consequence of Lemma 10.59 :
Lemma 11.48. If f(x, . . . , x) does not have all real roots then f 6∈ Pd.
This implies that xyz+1 is not in P3, because±x3 +1 does not have all real
roots. We can slightly generalize the lemma to say that if we replace some of
the variables by ±x and the resulting polynomial is not in Pd then neither is f.
This shows that xy+ z is not in P3 since ±x2 + z is not in P2 by Example 11.10.
There are simple polynomials in P3. Since∣∣∣∣∣∣
x 1 0
1 y 1
0 1 z
∣∣∣∣∣∣ = xyz − x− z
it follows from Lemma 11.47 that xyz − x− z ∈ P3.
Lemma 11.49. The elementary symmetric functions are in P.
Proof. The i-th elementary symmetric function of x1, . . . , xd is the coefficient
of yi in the product
(y+ x1)(y+ x2) · · · (y+ xd)
Since each of the factors is in Pd+1, the product is in Pd+1, and so the coeffi-
cients of y are in Pd.
As long as there is no obvious restriction, the interior of Subd is contained
in Pd.
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Lemma 11.50. If f ∈ intSubd and fH has all non-negative terms then f ∈ Pd.
Proof. With these assumptions on f the reason that fmight not be in Pd is that
fH might have some zero coefficients. If f has total degree n then we write
f =
∑
I
cIx
I g =
∑
|I|=n,cI=0
xI
For any α > 0 the polynomial f + αg satisfies the homogeneity condition.
Let O be an open neighborhood in Subd(n) that contains f. For sufficiently
small αwe have that f+αg is in O, so for these α it follows that f+αg satisfies
substitution. Since the homogeneous part of f+αg has all positive coefficients
f + αg is in Pd(n), and converge to f.
Recall the definition of interlacing:
f, g ∈ Pd interlace iff f+ αg is in Pd for every α.
The following are all consequences of the corresponding results for Pd.
Theorem 11.51. Suppose f ∈ Pd.
1. If g ∈ Pe then fg ∈ Pd+e.
2. If f⋖g,h and g,h ∈ Pd then f⋖g+ h and g+ h ∈ Pd.
3. f and ∂f
∂xi
interlace.
4. Linear transformations extend from P −→ P to Pd −→ Pd.
5. Polynomial limits of polynomials in Pd are in Pd.
6. If f =
∑
aI(x)y then aI(x) ∈ Pd
We can generalize Lemma 11.28 to Pd, but we no longer have a nice deter-
minant representation.
Lemma 11.52. If f⋖g ∈ Pd then f+ xd+1g ∈ Pd+1.
Proof. To simplify notation we assume that d = 3. Define a polynomial in four
variables
Fǫ = f(x+ ǫu,y+ ǫu, z+ ǫu) + ug(x + ǫu,y+ ǫu, z + ǫu).
Since limǫ→0 Fǫ = f + ug it suffices to verify that Fǫ ∈ P4. The homogeneous
part satisfies
FHǫ = f
H(x+ ǫu,y+ ǫu, z+ ǫu) + ugH(x+ ǫu,y+ ǫu, z+ ǫu).
Since both fH and gH have all positive terms, it follows that FHǫ also does. It
remains to check substitution. Setting y = α, z = β,u = γ we need to show
that
Fǫ(x,α,β,γ) = f(x + ǫγ,α+ ǫγ,β+ ǫγ) + γg(x + ǫγ,α+ ǫγ,β+ ǫγ)
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is in P. Since f⋖g in P3 it follows that
f(w,α+ ǫγ,β+ ǫγ)⋖g(w,α+ ǫγ,β+ ǫγ)
Since any linear combination of these two polynomials is in P we add γ times
the second one to the first and replacew by x+ ǫγ to finish the proof.
If we don’t introduce a new variable then the result is easier.
Corollary 11.53. If f≪g in Pd then xig+ f ∈ Pd for 1 6 i 6 d.
Proof. Use Lemma 10.116
The polynomial f+yg+zh+yzk is in P3 if f, g,h, k satisfy certain interlacing
assumptions. Here’s a more general result.
Lemma 11.54. If y = (y1, . . . ,yd) and F =
∑
I fI(x)gI(y) satisfies
1. x-substitution
2. deg (f00...0(x)) > deg (fI(x)) + deg (gI(y)) for all I
3. all fI and gI have all non-negative coefficients
then F ∈ Pd+1
Proof. The notation f0...0 refers to the terms that contain no yi’s. Let Gǫ =
F(x + ǫy, y) where y = y1 + · · · + yd and ǫ > 0. If n = deg(f0...0(x)) then
condition two implies that n > deg (fI(x + ǫy)gI(y)) so the degree of Gǫ is
n. The homogeneous part of Gǫ includes a term (x + ǫy)
n, and the third
condition guarantees that all other contributions are non-negative, so Gǫ has
all positive terms. If we let a = (a1, . . . ,ad) then Gǫ(x, a) = F(x+ ǫa, a) where
a = a1 + · · · + ad. Now F(x, a) has all real roots by the first condition, and so
the translate by ǫa is also in P, and so Gǫ(x, a) satisfies x-substitution. Since
limǫ→0Gǫ = F, it follows that F ∈ Pd+1.
Corollary 11.55. Suppose that
F(x,y, z) = f00(x) + yf10(x) + zf01(x) + yzf11(x)
satisfies
1. F(x,a,b) ∈ P for all a,b ∈ R.
2. f00 ∈ Ppos.
3. deg(f00) > deg(f10) + 1
4. deg(f00) > deg(f01) + 1
5. deg(f00) > deg(f11) + 2.
6. All fij have non-negative coefficients
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then F ∈ P3.
Remark 11.56. We can multiply the Taylor series and extract coefficients to
derive some properties of derivatives (Theorem 9.39, Corollary 9.93). Starting
with f ∈ P2 and writing
f(x + u,y+ v) = f(x,y) + fx(x,y)u+ fy(x,y)v+
fxx(x,y)
u2
2
+ fxy(x,y)uv+ fyy(x,y)
y2
2
+ . . .
we first multiply by u+α. The coefficient of u is αfx+ f. Since this is in P2 for
all αwe conclude f⋖ fx.
Next, choose α > 0 and multiply by u2 − 2α ∈ P4. The coefficient of u2 is
αfxx − f, so we conclude that f − αfxx ∈ P2 for all positive α. If instead we
multiply by 1 − αuv ∈ P2 we find that the coefficient f− αfxy of uv is in P2.
Since (u + 1)(v+ 1) − 1 = uv + u+ v is in P2, the coefficient fx + fy + fxy
of uv is in P2.
In general, if g(u, v) =
∑
arsu
rvs ∈ P2 then
f(x+ u,y+ v) =
∑
DixDjyf
ui
i!
vj
j!
f(x+ u,y+ v)g(u, v) =
∑
arsDixDjyf
ui+r
i!
vj+s
j!
The coefficient of vnum is ∑ an−i,m−j
i!j!
DixDjyf
and is in P2.
Lemma 11.57. Suppose that f(x1, . . . , xd) =
∑
aIx
I is a non-zero polynomial, and
define
g(x) = f
(
ǫ10 +
∑
ǫ1jxj, . . . , ǫd0 +
∑
ǫdjxj
)
If I is an index for which aI = 0 then the coefficient of x
I in g(x) is a non-zero
polynomial in the ǫij.
Proof. Amonomial aJx
J in f contributes a product
aJ
d∏
k=1
(
ǫk0 +
∑
i
ǫkixi
)jk
(11.5.1)
to g(x). Every term in this expansion has the form ǫj11? · · · ǫjdd?. where each “?”
represents an index in 0, . . . ,d. Consequently the coefficient of xI in g(x) is a
sum of terms of the form
(coefficient of xJ)× (at most one term arising from xJ)
and so there is no cancellation. Note that (11.5.1) has terms of every index of
degree at most deg(f).
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Lemma 11.58. If f(x) ∈ Pd has non-negative coefficients then it is a limit of polyno-
mials in P
pos
d .
Proof. Define
fǫ(x) = f
(
ǫ10 +
∑
ǫ1jxj, . . . , ǫd0 +
∑
ǫdjxj
)
.
By Lemma 11.57 the terms in fǫ with coefficient zero in f are a sum of polyno-
mials in the ǫij with positive coefficients in g(x). Observe that f is the limit of
fǫ through positive values of ǫii → 1 and ǫi6=j → 0. All the fǫ are in Pd, have
all positive coefficients for all indexes of degree at most deg(g), and so f is a
limit of polynomials in P
pos
d .
Interlacings in Pd can be approximated by interlacings in Pd.
Corollary 11.59. If f←− g in Pd then there are fn, gn such that
• lim fn = f
• limgn = g
• fn ←− gn
Proof. Since f + yg ∈ Pd+1 we let hǫ be the polynomial determined by the
lemma above that converges to f+yg. If hǫ = fǫ(x)+ygǫ(x)+ · · · then fǫ, gǫ
are the desired polynomials.
11.6 Multiaffine polynomials
A multiaffine polynomial is a polynomial that is linear in each variable. We look
at a few properties of such polynomials; for a more detailed discussion see
[bbs].
Definition 11.60.
MAd =
{
f ∈ Pd | all variables have degree 1
}
We can write a multiaffine polynomial as∑
I⊂{1,...,d}
aIxI
A multiaffine polynomial in MAd can be visualized as an assignment of real
numbers to the 2d vertices of the d-cube.
There is no simple way of determining if a polynomial f(x) is multiaffine.
Bra¨nde´n[23] proved that a necessary and sufficient condition is that
∂f
∂xi
∂f
∂xj
− f
∂2f
∂xi∂xj
> 0 for all 1 6 i, j 6 n.
In the case d = 2 this is the simple criterion
a+ bx+ cy+ dxy ∈ MA2 ⇔ ad− bc 6 0
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Example 11.61. Here is an application for a polynomial of total degree 3. Con-
sider the question:
For whichm is f(x,y, z) = xyz − x− y− z +m ∈ MA3?
Using the criterion we find
∂f
∂x
∂f
∂y
− f · ∂
2f
∂x∂y
= z2 − zm + 1
This is non-negative if and only if |m| 6 2. A similar calculation shows
xyz− ax− by− cz +m ∈ MA3 iff a,b, c > 0 andm2 6 4abc
Here are three examples of general multiaffine polynomials in MAd; the
first two are trivial to show multiaffine, but the last is the Grace polynomial
Graced and does not have an elementary proof that it is in MAd.
d∏
1
(xi + yi)
d∏
1
(xiyi − 1)
∑
σ∈sym(d)
d∏
1
(xi + yσi)
It’s easy to construct multiaffine polynomials using this lemma:
Lemma 11.62. If f ∈ Pd then the multiaffine part of f is in MAd.
Proof. The usual reversal, differentiation, reversal shows that if
∑
fi(x)y
i ∈
Pd then f0(x) + f1(x)y ∈ Pd. Repeating this for each variable shows that the
multiaffine part of f is in Pd.
Example 11.63. If we let f = (1 + x+ y+ z)n then the multiaffine part is
1 + n(x+ y+ z) + n(n − 1)(xy+ xz + yz) + n(n − 1)(n − 2)xyz
and is in MA3.
This last example is an example of a multiaffine polynomial that is sym-
metric in its variables. See Lemma 10.53.
Multiaffine polynomials are closed under multiplication in the following
sense
Corollary 11.64. If f, g ∈ MAd the the multiaffine part of fg is also in MAd.
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We can also construct multiaffine polynomials using determinants. If S is
symmetric andD1, . . . ,Dd are positive definite then the multiaffine part of
|S+ x1D1 + · · · + xdDd|
is multiaffine. We don’t always have to take the multiaffine part. If v1, · · · , vd
are vectors then
|S+ x1v
t
1v1 + · · ·+ xdvtdvd|
is multiaffine.
There are no interesting multiaffine bilinear forms.
Lemma 11.65. If f =
∑n
1 aijxiyj ∈ MA2d then we can write
f =
( n∑
1
αixi
) · ( n∑
1
βiyi
)
where all αi have the same sign, and all βi have the same sign.
Proof. Write (aij) = (v1, . . . , vd)
t so that
f = (x1, . . . , xd)
v1...
vd

y1...
yd

We see ∂
2f
∂x1∂xj
= 0, and hence ∂f
∂x1
∂f
∂xj
> 0. If y = (y1, . . . ,yd)
t then ∂f
∂x1
= v1 · y
and ∂f
∂xj
= vj · y. Consequently,
(v1 · y)(vj · y) > 0
If the product of two linear forms is never negative then they must be multi-
ples of one another. Thus we can write vj = αjv1 for some constant αj which
leads to the the desired form
f =
[
α1x1 + · · · + αdxd
] · [v1y]
Each of the factors is in MAd so all the coefficients of a factor have the same
sign.
The following might be true for arbitrary multiaffine polynomials with
positive coefficients.
Lemma 11.66. Polynomials with positive coefficients in MA2 are closed under
Hadamard product.
Proof. We know a+bx+cy+dxy is in MA2 iff
∣∣ b a
d c
∣∣ > 0. If a,b, c,d are positive
then
∣∣ b a
d c
∣∣ is positive semi-definite. Since positive semi-definite matrices are
closed under Hadamard product, the conclusion follows.
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11.7 Multiaffine polynomials with complex coefficients
Multiaffine polynomials with complex coefficients are much more compli-
cated than those with real coefficients. A multiaffine polynomial with real
coefficents determines polynomials with complex coefficients, but not all of
them. We give this simple construction, and then restrict ourselves to multi-
affine polynomials with two variables, where we will see an equivalence with
certain Mo¨bius transformations.
Suppose that f(x1, . . . , xd) ∈ MAd. If σ1, . . . ,σd lie in the upper half plane
then f(x1 + σ1, . . . , xd + σd) is multiaffine, has complex coefficients, and is
non-vanishing for x ∈ UHP.
So, assume that f(x,y) = αx+ β+ γyx+ δy. Solve f(x,y) = 0 for y:
y = −
αx+ β
γx+ δ
.
If M is the Mo¨bius transformation with matrix
(
α β
γ δ
)
then y = −M(x). If
x ∈ UHP and f ∈ HP2 then y ∈ C−UHP, for otherwise we have a solution with
both x,y in the upper half plane. Thus, x ∈ UHP if and only ifM(x) ∈ UHP.
Consequently,
f is complex multiaffine ⇐⇒M : UHP −→ UHP.
For the rest of this section we determine conditions on a Mo¨bius transfor-
mation to map UHP −→ UHP.
If M maps the upper half plane to itself then the image of the upper half
plane is either a half plane parallel to the real line, or the interior of a circle
lying in the upper half plane.
Suppose that
(
α β
γ δ
)
is a matrix with complex entries that maps the upper
half plane to itself. Since our entries are complex, we can divide by the square
root of the determinant, and so without loss of generality we may assume that
the determinant is one. In the case the image of the upper half plane is a half
plane contained in the upper half plane we have(
α β
γ δ
)
=
(
e f
g h
)
+ ı t
(
g f
0 0
)
where
(
e f
g h
)
is a matrix with real entries and determinant 1, and t > 0.
The more interesting case is when the image of the real line is a circle con-
strained in the upper half plane. The image of the upper half plane is either
the interior or the exterior of the circle. We first find the center of the circle1
center =
βγ− αδ
δγ− γδ
1Thanks to David Wright for this information.
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The image of∞ is α/γ, so the radius is the distance from the center to α/γ:
radius =
1
|2ℑ(γδ)|
The image of the circle is entirely in the upper half plane if the center lies
in the upper half plane, and the radius is less than the imaginary part of the
center. This gives the middle condition below. If this holds, then the image
of the upper half plane lies in the circle if and only if 0 is not the image of a
point in the upper half plane. Since −β/α maps to zero, we have the three
conditions
ℑ(center) > 0 ℜ
(∣∣∣∣α βγ δ
∣∣∣∣) > 1 ℑ(β/α) > 0
It is more interesting to write these conditions in terms of the real and
imaginary parts. Write
α = a1 + ıa2 β = b1 + ıb2
γ = c1 + ıc2 δ = d1 + ıd2
Note that if we want to show ℑ(σ/τ) > 0 it is enough to show ℑ(στ) > 0.
The three conditions are
2 (b1c1 + b2c2 − a1d1 − a2d2) (−c1d2 + c2d1) > 0 (center)
−b1c1 − b2c2 + a1d1 + a2d2 > 1 (radius)
a1b2 − a2b1 > 0 (interior)
Now the determinant ofM is one, which gives us two equations
−b2c1 − b1c2 + a2d1 + a1d2 = 0 (imaginary part)
−b1c1 + b2c2 + a1d1 − a2d2 = 1 (real part)
If we reexpress these in terms of determinants we get(∣∣∣∣a1 b1c1 d1
∣∣∣∣+ ∣∣∣∣a2 b2c2 d2
∣∣∣∣) ∣∣∣∣c1 c2d1 d2
∣∣∣∣ > 0 (center)∣∣∣∣a1 b1c1 d1
∣∣∣∣+ ∣∣∣∣a2 b2c2 d2
∣∣∣∣ > 1 (radius)∣∣∣∣a1 b1c1 d1
∣∣∣∣− ∣∣∣∣a2 b2c2 d2
∣∣∣∣ = 1 (real part)
and these simplify to four conditions
∣∣∣∣a1 b1c1 d1
∣∣∣∣ > 1 ∣∣∣∣a2 b2c2 d2
∣∣∣∣ 6 0 ∣∣∣∣a1 a2b1 b2
∣∣∣∣ > 0 ∣∣∣∣c1 c2d1 d2
∣∣∣∣ > 0
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Expressed in terms of the original coefficients this is
|ℜ(M)| > 1 |ℑ(M)| 6 0 ℑ(α/β) 6 0 ℑ(γ/δ) 6 0
Example 11.67. The Mo¨bius transformation with matrixM =
(
1+ı ı
2+ı 1+ı
)
maps
the real line to the circle with center 1+ ı/2 and radius 1/2. Since the solution
toMx = 0 is ı/(1+ ı) = −1/2(1+ ı), the upper half plane maps to the interior
of the circle. The corresponding complex multiaffine polynomial is
ı + (1 + ı)x+ (1 + ı)y+ (2 + ı)xy
The four conditions are
|ℜ(M)| = 1 |ℑ(M)| = 0 Im(α/β) = −1 ℑ(γ/δ) = −1/2.
11.8 Nearly multiaffine polynomials
A nearly multiaffine polynomial is a polynomial that is degree one in all but one
variable.
Lemma 11.68. If yf(x) + zg(x) ∈ P3 then f is a constant multiple of g.
Proof. We first remove all common factors of f and g so that it suffices to show
that f and g are constant. Since yf + zg ∈ P3 it follows that f and g interlace.
We consider the possibilities:
First assume f⋖g; the case g⋖ f is the same. If we let y = x then (xf) +
zg ∈ P2. But this is impossible, since this implies that g and xf interlace yet
deg(xf) = 2 + deg(g).
We next assume f≪g. All roots of g are smaller than the largest root s of
f. If r > s then (x− r)f+ zg ∈ P2, and hence (x− r)f⋖ g. But this implies that
g has a root in [s, r], which is a contradiction.
Thus, f and gmust be constant, which proves the lemma.
Corollary 11.69. If f(x, y) =
∑d
1 yifi(x) ∈ Pd+1 then there are positive αi and
g ∈ P such that
f(x, y) = g(x) (α1y1 + · · ·αdyd)
We next show that there are no interestingmatricesM(x) such that yMzt ∈
Pd for vectors y, z of variables. The only such M have the form g(x) v
t · w
where v,w are vectors of positive constants.
Lemma 11.70. If f(x, y, z) =
∑d
1 yi zjfij(x) ∈ P2d+1 then there are g ∈ P and
positive αi,βi so that
f(x, y, z) = g(x)
(∑
αiyi
)(∑
βizi
)
.
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Proof. Consider the matrix M(x) = (fij(x)). For any α ∈ R we know from
Lemma 11.65 thatM(α) has rank 1, so for all distinct i, j, k, l
fij(α)fkl(α) = fil(α)fkj(α)
and hence fijfkl = filfkj as polynomials. Now
f11 ·M = (f11fij) =
f11...
f1d
(f11 . . . fd1)
since f11fij = f1jfj1. It follows that
f11 · f(x, y, z) =
(∑
yif1i
)(∑
zifi1
)
.
Since each factor is in P2d+1 we can use the corollary to write
f11 · f(x, y, z) = g(x)
(∑
αiyi
)(∑
βizi
)
.
Clearly f11 divides g, giving the result.
We can apply the characterization of complex multiaffine polynomials to
get properties of nearly multiaffine polynomials.
Lemma 11.71. Suppose f(x) + g(x)y + h(x)z + k(x)yz ∈ P3. If σ ∈ UHP, δ2 =∣∣∣ f(σ) g(σ)h(σ) k(σ) ∣∣∣ and ∣∣∣α βγ δ ∣∣∣ = ∣∣∣ f(σ)/δ g(σ)/δh(σ)/δ k(σ)/δ ∣∣∣ then∣∣∣∣ℜ(α) ℜ(β)ℜ(γ) ℜ(δ)
∣∣∣∣ > 1 ∣∣∣∣ℑ(α) ℑ(β)ℑ(γ) ℑ(δ)
∣∣∣∣ 6 0
11.9 The polar derivative and the Schur-Szego¨ map
The polar derivative was defined for polynomials in P
pos
d (See p. 321.) but its
properties still hold for Pd as well if we restrict ourselves to a single variable.
If f(x,y) ∈ Pd+1 then the polar derivative with respect to y, which we shall
denote as ∂polary , is defined as the composition
.
reverse y−−−−−→ . differentiate−−−−−−→ . reverse y−−−−−→ .
∂
polar
y defines a map from Pd+1 to itself since reversal maps Pd+1 to itself. As
in one variable we have the formula
∂polary f = nf− y∂y f
where n is the degree of y in f. The key fact about polar derivatives is
Lemma 11.72. If f(x,y) ∈ Pd+1 then
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1. ∂y and ∂
polar
y commute
2. ∂yf and ∂
polar
y f interlace.
Proof. Commutativity is the calculation
∂y∂
polar
y f = nf
′ − f ′ − yf ′′ = (n − 1)f ′ − yf ′′ = ∂polary ∂y
Choose α ∈ R and let g(x,y) = f(x,y − α). Since g ∈ Pd+1 we know that its
polar derivative is in Pd+1 and therefore ng−y∂yg ∈ Pd+1. Substituting y+α
for y yields
nf(x,y) − (y+ α)f(x,y) = ∂polary f− α∂yf ∈ Pd+1
which proves the lemma.
We can apply this to derive an important theorem. We call the transforma-
tion the Schur-Szego¨ map.
Theorem 11.73. If f =
∑n
0 aiy
i ∈ P(n) and∑gi(x)yi ∈ Pd+1(n) then∑
ai i! (n − i)!gi(x) ∈ Pd
Equivalently, the transformation yi × f(x)yj 7→
{
0 i 6= j
i! (n − i)! f(x) i = j
defines a map P(n)× Pd+1(n) −→ Pd(n).
Proof. By the lemma we see that if f(x) ∈ P and F(x,y) is the homogenization
of f then
F(∂y, ∂
polar
y ) : Pd+1 −→ Pd+1
since ∂y + α∂
polar
y : Pd+1 −→ Pd+1 and the regular and polar derivatives
commute. It’s easy to see that
∂iy
(
∂polary
)n−i
yj =
{
i!(n − i)! i = j
0 i 6= j
so we have
F(∂y, ∂
polar
y )
∑
i
gi(x)y
i =
∑
i,j
ai∂
i
y
(
∂polary
)n−i
yjgj(x)
=
∑
ai i! (n − i)!gi(x) ∈ Pd (11.9.1)
There are two important consequences that previously were proved using
Grace’s theorem.
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Corollary 11.74 (Schur-Szego¨). If
∑
aix
i ∈ P and∑bixi ∈ Ppos then∑
aibi i! (n − i)! x
i ∈ P.
Proof. Since
∑
bix
i ∈ Ppos we know that∑bi (−xy)i ∈ P2. Now apply the
theorem.
Corollary 11.75 (Borceau, Branden, Shapiro). If
∑
aix
i ∈ P and g(x) ∈ P then∑
(n − i)!an−i g
(i)(x) ∈ P.
Proof. Apply the theorem to
g(x + y) =
∑
g(i)(x)
yi
i!
∈ P2.
More generally, if T : P −→ P2 is a map (See p. 512.) then we get a map
P × P
id×T
P
P × P2
Schur-Szego¨
11.10 Determining the direction of interlacing
If all linear combinations of f and g are in Pd then either f ←− g or g ←− f.
Determining the direction of interlacing is easy if the degrees are different;
here are some ways of determining the direction when the degrees are the
same. First of all,
Lemma 11.76. If f∼g in Pd have the same degree then either f≪g or g≪ f.
Proof. The homogeneous part of αf + g is positive for large α, and negative
for very negative α. Thus, there is an α for which one of the coefficients of
(αf + g)H is zero, but this is only possible if (αf + g)H = 0. For this α define
r = αf + g. Now f∼ r, and since r has smaller degree than f we have f⋖ r.
Thus g = αf+ r, from which the conclusion follows.
Lemma 11.77. If f, g ∈ Pd, f≪g, and g≪ f then g is a scalar multiple of f.
Proof. f≪g implies that there are α > 0 and r such that f⋖ r, f = αg+ r and r
has positive leading coefficient. But g≪ f implies f = (1/α)g − (1/α)r where
−r has positive leading coefficient. It follows that r = 0.
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Lemma 11.78. Suppose that f∼ g in Pd. If either
∀ a2, . . . ,ad ∈ R f(x,a2, . . . ,ad) ←− g(x,a2, . . . ,ad)
or
∃a2, . . . ,ad ∈ R f(x,a2, . . . ,ad)≪g(x,a2, . . . ,ad)
then f←− g.
Proof. Wemay assume that both f and g have degree n. If g≪ f then we know
that
g(x,a2, . . . ,ad)≪ f(x,a2, . . . ,ad)
The hypothesis gives the other direction, so
g(x,a2, . . . ,ad) = αf(x,α2, . . . ,αd)
Since this holds for all x and αi ∈ R this implies that g = αf, so f ←− g still
holds.
If we have strict interlacing for one choice of ai then we can’t also have
g(x,a2, . . . ,ad)≪ f(x,a2, . . . ,ad).
We only need interlacing in one variable to determine interlacing for P2.
Lemma 11.79. If f, g ∈ P2 and f(x,a)≪g(x,a) for all a ∈ R then f≪g.
Proof. It suffices to show that fH and gH are scalar multiples. Geometrically
the hypotheses say that the solution curves for g interlace the solution curves
for f. For large positive xwe therefore have fH(x)≪gH(x) and for small neg-
ative x we have fH(−x)≪gH(−x) which implies fH is a scalar multiple of
gH.
Substitution for Pd preserves the direction of interlacing but this is not true
for Pd. For example ∣∣∣∣∣∣
x 1 1
1 y 1
1 1 z
∣∣∣∣∣∣ = 2 − x− y+ z(xy− 1)
so 2 − x − y≪ xy − 1. However, substitution of y = 2 and y = −2 gives
interlacings in different directions:
−x = (2 − x− y)(x, 2) ≫ (xy− 1)(x, 2) = 2x− 1
−x+ 4 = (2 − x− y)(x,−2) ≪ (xy− 1)(x,−2) = −2x− 1
In the following we let a = (a1, . . . ,ad) ∈ Rd and b = (b1, . . . ,bd) ∈ (R+)d.
From Lemma 10.59 we know that if f(x) ∈ Pd then f(a+bt) ∈ P. The converse
is also true, see [18].
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Lemma 11.80. If f∼g in Pd and f(T) ←− g(T) for all a ∈ Rd and b ∈ (R+)d
where T = a+ bt then f←− g.
Proof. We first assume f, g ∈ Pd(n). If we take a = (0,a2, . . . ,ad) and bǫ =
(1, ǫ, . . . , ǫ) then f(a+ tbǫ)≪g(a+ tbǫ). Since f(a+ tbǫ) and g(a+ tbǫ) also
have degree n it follows that f(a+ tb)≪g(a+ tb). Thus
∀ai ∈ R f(t,a2, . . . ,ad)≪g(t,a2, . . . ,ad)
so f≪g.
Now assume that f, g ∈ Pd have the same degree. Let X = x1 + · · · + xd,
fǫ(x) = f(x+ ǫX), and gǫ(x) = g(x+ ǫX). We claim
1. fǫ, gǫ ∈ Pd
2. limǫ→0 fǫ = f, limǫ→0 gǫ = g.
3. fǫ(T) ←− gǫ(T).
Given 1,2,3 then by the first part we have that fǫ(x) ←− gǫ(x). All terms have
the same degree, so using Lemma 1.42 f(x)≪g(x).
Now 1) follows from Lemma 10.59, 2) is clear, and 3) follows from the first
part as follows. If
S = a+ tb+ ǫ
[∑
ai + t
∑
bi
]
(1, 1, . . . , 1)
then fǫ(T) = f(S) and gǫ(T) = g(S)
Interlacing in Pd is the limit of interlacing in Pd.
Corollary 11.81. If f←− g in Pd then there are fn, gn such that
1. fn, gn ∈ Pd.
2. fn ←− gn.
3. lim
n→∞ fn = f and limn→∞ gn = g.
Proof. First assume f⋖g. Since f + xd+1 ∈ Pd+1 there are Fn ∈ Pd+1 such that
lim Fn = f+ xd+1g. If we write Fn = fn + xd+1gn + · · · then fn, gn satisfy the
three conclusions.
If f ←− g then we can write g = αf + r where f⋖ r. Now apply the first
paragraph to f and r.
Corollary 11.82. If f≪g in Pd then
∣∣∣∣ f g∂f
∂xi
∂g
∂xi
∣∣∣∣ 6 0 for i = 1, . . . ,d.
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Proof. We approximate and reduce the problem to the corresponding result
for Pd. If suffices to assume that f⋖g and i = 1. Since f+ xd+1g ∈ Pd+1 there
are Fn = fn + xd+1gn + · · · ∈ Pd+1 such that limn→∞ Fn = f+ xd+1g. Now by
Taylor’s theorem
Fn(x1 + t, x2, . . . , xd+1) = fn + xd+1g+ t
(
∂fn
∂x1
+ xd+1
∂gn
∂x1
)
+ · · ·
so Corollary 10.27 tells us that ∣∣∣∣ fn gn∂fn
∂x1
∂gn
∂x1
∣∣∣∣ 6 0
and taking limits finishes the proof.
Corollary 11.83. If f∼g ∈ Pd and
∣∣∣∣ f g∂f
∂xi
∂g
∂xi
∣∣∣∣ < 0 for some x ∈ Rd and some i
where 1 6 i 6 d then f≪g.
Proof. We know f≪g or g≪ f. If the latter holds then∣∣∣∣ f g∂f
∂xi
∂g
∂xi
∣∣∣∣ > 0
but this contradicts the hypothesis.
11.11 Reversal in Pd
We use the properties of the graph of a polynomial in Pd to prove that the
reversal is in Pd.
Lemma 11.84. If f(x) ∈ Pd(n) then the reversal frev is in Pd(nd), where
frev(x) = (x1 · · · xd)nf
(
1
x1
, . . . ,
1
xd
)
(11.11.1)
Proof. Define
gǫ(x) =
 d∏
i=1
(xi + ǫ
∑
i6=j
xj)
n f( 1
x1 + ǫ
∑
16=j xj
, . . . ,
1
xd + ǫ
∑
d6=j xj
)
Since limǫ→0 gǫ(x) = frev(x), it suffices to show that gǫ ∈ Pd(nd). Now
gǫ clearly satisfies homogeneity, so we just have to check substitution. Let
x1 = t, x2 = a2, . . . , xd = ad, and set a = a2 + · · ·ad. It suffices to show that
the second factor, which is
f
(
1
t+ ǫa
,
1
ǫt+ ǫa+ (1 − ǫ)a2
, . . . ,
1
ǫt+ ǫa+ (1 − ǫ)ad
)
,
CHAPTER 11. THE POLYNOMIAL CLOSURE OF Pd 401
has exactly nd roots. So, consider the curve
C =
(
1
t+ ǫa
,
1
ǫt+ ǫa+ (1 − ǫ)a2
, . . . ,
1
ǫt+ ǫa+ (1 − ǫ)ad
)
The curve C has singularities at
−ǫa,−a−
1 − ǫ
ǫ
a2, . . . ,−a−
1 − ǫ
ǫ
ad
As t goes to ±∞ the curve goes to 0, so there are d components in the closure
of the image of C. A component has two coordinates that are unbounded;
the other coordinates only vary by a bounded amount. The curve goes to
+∞ in one coordinate, and is bounded in the others. In the other direction,
it goes to −∞ in the other coordinate, and is bounded in the remaining ones.
Consequently, the curve is eventually above the graph in one direction, and
below in the other, so each component meets the graph in n points. Since there
are d components of C we have nd intersection points, and so substitution is
satisfied.
Using reversal, an argument entirely similar to Lemma 11.27 shows that
Lemma 11.85. If f(∂x)g is in Pd for all g ∈ Pd then f is in Pd.
Lemma 11.86. Suppose that f(x,y) =
∑
fi(x)y
i ∈ P̂d+1 or Pd+1, and the degree
of fi(x) is i.
If the homogeneous parts of the fi alternate in sign then
g(x,y, z) ∈ Pd+e+1(n) =⇒ f(x,−∂y)g(x,y, z) ∈ Pd+e+1(n).
Proof. If e > 0 so that there are some z variables, then we replace f(x,y) by
f(x + ǫz,y), which still satisfies the degree hypothesis. We now follow the
proof of Lemma 11.24
11.12 Induced transformations
A linear transformation T on polynomials in one variable determines an in-
duced transformation defined on polynomials in two variables:
T∗(xiyj) = T(xi)yj.
Conversely, we will see that polynomials in P2 can determine linear trans-
formations on P. We have seen examples of induced transformations (See
p. 317.) in Pd where the results are easier.
We first make the important observation that if T : P −→ P then T does
not necessarily determine a linear transformation T∗ : P2 −→ P2. As in Re-
mark 9.45, we take T(g) = g(D)x and note that (but see Lemma 11.91)
T(xy− 1) = y− x 6∈ P2.
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However, if T : P −→ P then the induced transformation always satisfies
x-substitution, as the calculation below shows:
(T∗f)(x,α) = T(f(x,α)) ∈ P since f(x,α) ∈ P.
Definition 11.87. If T is a linear transformation on polynomials in one vari-
able then we say that T satisfies induction if the induced transformation T∗ de-
termines a map T∗ : P2 −→ P2. If T∗ : Ppos2 −→ P2 then we say that T satisfies
induction on P
pos
2 .
Note that if T satisfies induction then T maps P to itself, since f ∈ P im-
plies T(f) = T∗(f) ∈ P2. Also, if T and S satisfy induction, then so does their
composition ST . Here are two assumptions that guarantee that induction is
satisfied.
Lemma 11.88. Suppose that T : P −→ P. If either of the these two conditions hold
then T satisfies induction.
1. There is an integer r such that if T(xi) 6= 0 then the degree of T(xi) is i + r,
and T(xi) has positive leading coefficients.
2. T(g) = f ∗ g where f ∈ Ppos.
Proof. The first part is a slightly more general statement that Theorem 9.44;
the proof is similar. In this case we have T∗ : P2 −→ P2.
In the second case, suppose that h(x,y) ∈ P2(n), and f ∈ Ppos(r). If r is at
least n then the homogeneous part of T(h) has all positive terms. However,
if r < n then T(h)H has some zero coefficients. Replace f by fǫ = f(x)(1 +
ǫx)n where ǫ is positive. The corresponding transformation S(g) = fǫ(x) ∗ g
satisfies S∗(h) ∈ P2 since fǫ ∈ Ppos(n + r). Taking limits as ǫ goes to zero
shows that T∗(h) ∈ P2.
We can resolve the problem with the transformation g 7→ g(D)f by intro-
ducing a negative factor
Corollary 11.89. If f(x) is in P then the linear transformation T : g 7→ g(−D)f
satisfies induction.
Proof. We calculate
∑
T(xi)
(−y)i
i!
=
∑
(Dif)y
i
i!
= f(x+ y).
Since f(x+ y) ∈ P2, we can apply Lemma 11.91.
Lemma 11.90. If F(x,y) =
∑
fi(x)(−y)
i is in P2 then
1. The linear transformation T : xi 7→ fi maps P −→ P.
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2. T satisfies induction.
Proof. By Lemma 11.21 the reverse of F satisfies
Frev(x,y) =
∑
fi(x)y
n−i ∈ P2
Choose h(x,y) =
∑
hi(x)y
i ∈ P2
T(hi(x)) = coefficient of y
n in hi(y)Frev(x,y)
T∗(h(x,y)) = coefficient of zn in h(z,y)Frev(x, z)
Since h(z,y) and Frev(x, z) ∈ P3, it follows that T∗(h) ∈ P2. Finally, (2) holds
since T satisfies induction.
As is often the case, if we replace multiplication by a differential operator
and add a constraint, we can introduce a factorial.
Lemma 11.91. Suppose that f(x,y) =
∑ fi(x)
i! (−y)
i is in P2, and each fi is a
polynomial of degree i with positive leading coefficient.
1. The linear transformation T : xi 7→ fi maps P −→ P.
2. T satisfies induction.
Proof. Choose g(x,y) =
∑
gi(y)x
i in P2. By Lemma 11.86 we know that
f(x,−∂z)g(y, z) ∈ P3. The coefficient of z0 is in P2 and equals∑ fi(x)
i!
(∂z)
igi(y)z
i =
∑
fi(x)gi(y) = (T∗g)
We can show a linear transformation preserves all real roots by applying it
to test functions.
Lemma 11.92. If T is a linear transformation on polynomials and T∗(1− xy)n ∈ P2
for n = 1, 2, . . . then T : P −→ P.
Proof. Let g =
∑r
0 aix
i ∈ P and calculate
g(−Dy)T∗
(
1−
xy
n
)n∣∣∣∣
y=0
=
r∑
i=0
ai(−1)
iT∗
n∑
i=0
(
−xy
n
)k(
n
k
)∣∣∣∣
y=0
=
r∑
i=0
ai
(n)i
ni
T(xi)
Since g(−Dy) maps P2 to itself, and evaluation yields a polynomial in P,
we see the above polynomial is in P. Finally, taking the limit of polynomials
yields
lim
n→∞
r∑
i=0
ai
(n)i
ni
T(xi) =
∑
aiT(x
i) = T(g(x))
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11.13 Linear Transformations
One of the ways that we use to show that a polynomial has all real roots is to
identify it as a coefficient of a polynomial in P2. We use this idea to show that
some linear transformations preserve P.
Theorem 11.93. Suppose f is a polynomial in P2 of degree n with coefficients given
in (9.3.2). The linear transformation defined by T : xi 7→ fn−i maps P(n) to itself.
Similarly the transformation xi 7→ fi maps P to itself.
Proof. Choose a polynomial g ∈ P. Since g(y) ∈ P2 the result of multiplying
g(y)f(x,y) is in P2, and hence the coefficient of y
n is in P. The coefficient of
yn is exactly Tg since
g(y)f(x,y) =
(∑
ajy
j
) (∑
fj(x)y
j
)
=
∑
k
yk ∑
i+j=k
ajfi(x)

If we replace g by its reverse then the transformation is xi 7→ fi.
Corollary 11.94. If f ∈ P then the map T : xi 7→ f(i)
i! preserves roots and interlacing.
Proof. Apply the Theorem to the Taylor series
f(x+ y) = f(x) + f′(x)y+ · · ·
An alternative argument follows from the observation that T(g) =
g(D)EXP(f). Or, we could apply EXP to Theorem 11.93.
Lemma 11.95. If F(x,y) is the homogenization of f then define a map T : f × g 7→
F(− ∂
∂x
,y)g. This defines a linear transformation
Ppos × P2 −→ P2.
Proof. Since f ∈ Ppos we can write F = ∏(αix + y) where all αi are positive.
From Lemma 10.65 we know that∏
i
(ǫx+ y− αi
∂
∂x
)
maps P2 to itself. The result follows by letting ǫ go to zero.
A similar application of Lemma 10.65 shows
Lemma 11.96. If f ∈ P and g ∈ P2 then f(y− Dx)g(x,y) ∈ P2.
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Proof. If suffices to show that (y + ǫx − Dx)h(x,y) ∈ P2 if h ∈ P2 and ǫ is
positive. This follows from Lemma 10.65.
There is an interesting identity related to this last result:
f(y+ Dx) =
∑
i
f(i)(Dx)g
yi
i!
Since this is linear in f only need to verify it for f = xk
∑
i
(xk)(i)(Dx)g
yi
i!
=
∑
i
(k)i
i!
Dk−ix gyi
=
∑
i
(
k
i
)
Dk−ix yi g
= (y+ Dx)k g
The next result constructs a transformation by looking at coefficients.
Theorem 11.97. Choose f(x, y) ∈ P2d, write f in terms of coefficients f =∑
I aI(x)y
I, and let K be an index set. The linear transformation defined by
xJ 7→ aK−J(x)
maps Pd to itself.
Proof. If g(x) ∈ Pd then g(x) ∈ P2d, and hence g(y)f(x, y) ∈ P2d. If g(y) =∑
J bJy
J then we can write
g(y)f(x, y) =
∑
I,J
bJ aI(x)y
I+J.
The coefficient of yK in this product is in Pd, and equals∑
I+J=K
bJ aI(x)
This is exactly T(g) since
T(g(x)) = T
∑
J
bJ x
J
 = ∑
J
bJaK−J(x)
Corollary 11.98. If f ∈ Pd and K is an index set then the map
xK−I 7→ 1
I!
∂I
∂xI
f(x)
defines a map Pd 7→ Pd.
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Proof. Since f(x) ∈ Pd we know that f(x+y) ∈ P2d. The Taylor series of f(x+y)
is
f(x+ y) =
∑
I
yI
I!
∂I
∂xI
f(x). (11.13.1)
The corollary now follows from the proof of Theorem 11.97.
11.14 The diamond product
Recall (§ 6.6.11) the diamond product
(
x
r
)
♦
(
x
s
)
=
(
x
r+s
)
. We show that f♦g has
all real roots for certain sets of f and g by identifying it as a diagonal of a
polynomial in P3. In order to do this we need an identity [178]:
f♦g =
∑
i
(x+ 1)ixi
i!i!
DifDig
It turns out that the signed version of this identity also gives a bilinear
product that often preserves roots, so we will begin with it.
Lemma 11.99. Define a bilinear map
S(f, g) =
∑
i
(−1)i
(x+ 1)ixi
i!i!
DifDig
If (f, g) has roots in any one of the four quarter planes below 2 (see Figure 11.2) then
S(f, g) ∈ P.
(1) (−∞, 0)× (−∞,−1)
(2) (−∞,−1)× (−∞, 0)
(3) (0,∞)× (−1,∞)
(4) (−1,∞)× (0,∞)
Proof. We begin with two consequences of Taylor’s theorem
f(x+ xy) =
∑
i
xiDif
i!
yi
g(x + z+ xz) =
∑
j
(x + 1)jDjg
j!
zj
2 There are examples where S(f,g) 6∈ P if f,g have roots in any one of the shaded regions of Fig-
ure 11.2
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(−1,−1)
(0,0)
Figure 11.2: Domains of the signed diamond product
The signed diamond product is the signed diagonal in the product
f(x+ xy)g(x + z+ xz) =
(∑
i
xiDif
i!
yi
)
·
∑
j
(x+ 1)jDjg
j!
zj
 (11.14.1)
For easy of exposition we define f(x,y) ∈ Palt2 if and only if f(x,−y) ∈ P2.
The four domains of the lemma lead to the four cases:
(a) f( x(y+ 1) ) ∈ Palt2 g( (x + 1)(y+ 1) − 1 ) ∈ Palt2
(b) g( x(y+ 1) ) ∈ Palt2 f( (x + 1)(y+ 1) − 1 ) ∈ Palt2
(c) f( x(y+ 1) ) ∈ P2 g( (x+ 1)(y+ 1) − 1 ) ∈ P2
(d) g( x(y+ 1) ) ∈ P2 f( (x+ 1)(y+ 1) − 1 ) ∈ P2
For instance, suppose that (1) holds. If f ∈ P(−∞,0) then f(x+xy) = f(x(y+
1)) ∈ Palt2. If g(x) ∈ P(−∞,−1) then g(x−1) ∈ P(−∞,0), and hence g(x+z+xz) =
g((x + 1)(z + 1) − 1) ∈ Palt2. Consequently, case (a) above holds. Both of the
factors of the left hand side of (11.14.1) are in Palt2, so the product is as well.
The signed diagonal of the right hand side of (11.14.1) is in P by Lemma 13.10.
Proposition 11.100. If f× g ∈
(
P(−1,∞) × Ppos) ∪ (Ppos × P(−1,∞))
then f♦g ∈ P.
Proof. The cases are similar to Lemma 11.99. Suppose that f ∈ Ppos and g ∈
P(−1,∞). Then we see that f(−x(y+ 1)) ∈ P2. As before g(x + z+ xz) ∈ P2, so
h(x,y, z) = f(−x(y+ 1))g(x + z+ xz) ∈ P2.
The signed diagonal of h(x,y, z) is the diamond product of f and g.
We now consider a different mapm : P × P −→ P.
Proposition 11.101. Suppose m(f, g) = f(D)g, and T(xn) = Hn. Then f
m
♦
T
g :
P × P −→ P.
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Proof. We will show that f
m
♦
T
g = (Tf)(2D)g(x) which implies the conclusion
using Corollary 7.15 and Corollary 7.44. First of all, from (Hn)
′ = 2nHn−1 it
follows that
DkHn = 2k(n)kHn−k
and consequently
T−1(DkHn) = 2k(n)kxn−k = 2kD
kxn
By linearity in Hn and x
n
T−1(DkTg) = (2D)kg
By linearity in Dk it follows that for any polynomial h
T−1(h(D)Tg) = h(2D)g
and hence choosing h = Tf yields
T−1(Tf(D)Tg) = (Tf)(2D)g.
If we use the difference operator ∆(f) = f(x + 1) − f(x) instead of the
derivative, then we have a similar result, except that the Hermite polynomials
are replaced with the Charlier polynomials.
Proposition 11.102. Suppose m(f, g) = f(∆)g, and T(xn) = Cαn. Then f
m
♦
T
g :
Palt × P −→ P.
Proof. We will show that f
m
♦
T
g = (Tf)(∆)g(x) which implies the conclusion
using Corollary 7.15 and Corollary 7.45. Since ∆(Cαn) = nC
α
n−1 it follows that
∆k Cαn = (n)kC
α
n−k
and consequently
T−1(∆k Cαn) = (n)kx
n−k = Dkxn
By linearity
T−1(h(∆)Tg) = h(D)g
and hence choosing h = Tf yields
T−1Tf(∆)Tg = (Tf)(D)g.
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A diamond-type product associated with falling and rising factorials has
elementary proofs of its properties. (But see Question 45.)
Lemma 11.103. If T : xn 7→ (x)n and S : xn 7→ 〈x〉n then
♦
TS
: Palt × Palt −→ Palt where ♦
TS
(f× g) = S−1(Tf× Tg).
Proof. The proof follows from the diagram
Palt × Palt T×T
♦
TS
Palt × Palt
multiplication
Palt
S−1
Palt
11.15 Substituting into quadratic forms
We have seen that if f ∈ Ppos then f(−xy) ∈ ±P2. Now xy is the quadratic
form corresponding to the matrix
(
0 1
1 0
)
which is a limit of negative subdefinite
matrices. Here is a generalization:
Lemma 11.104. Suppose that the d by dmatrixQ is the limit of negative subdefinite
matrices. If f ∈ Ppos then f(−xQxt) ∈ ±Pd.
Proof. If we write f =
∏
(x + ci) where all ci are positive, then each factor
−xQxt + ci of f(−xQx
t) is in ±Pd, so their product is in it as well.
For instance, if we take Q =
(
0 1 1
1 0 1
1 1 0
)
with associated quadratic form xy +
xy + zy then Q is a limit of negative subdefinite matrices since Q = J3 − I3.
Consequently, if f(x) has all negative roots then f(−(xy+ xy+ yz)) ∈ ±P3.
We have seen that if f(x) ∈ Ppos then f(−x2) ∈ P. Here’s a different gener-
alization to Pd.
Lemma 11.105. Suppose that Q is an e by e negative subdefinite matrix. If f(x) ∈
P
pos
d (n) then f(−xQx
t, . . . ,−xQxt) ∈ ±Pe(2n).
Proof. If f =
∑
aI x
I then
g(x) = f(−xQxt, . . . ,−xQxt) =
∑
aI(−xQx
t)|I|.
Since f ∈ Pposd we know that f(x, . . . , x) has all negative roots. For every c0 the
polynomial −xQxt + c2 satisfies substitution. Consequently, for every root of
f(x, . . . , x) = 0 we substitute for all but one variable, and find two roots. This
accounts for all 2n roots of g. Since the degree and positivity conditions are
clearly satisfied for (−1)ng, we see (−1)ng ∈ Pe(2n).
The only bilinear forms in P2d are products.
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Lemma 11.106. If f =
∑d
i,j=1 aij xi yj ∈ P2d then there are non-negative bi, ci so
that
d∑
i,j=1
aij xi yj = ±(b1 x1 + · · · + bd xd)(c1 y1 + · · ·+ cd yd)
Proof. We will show that all two by determinants
∣∣ aik ail
ajk ajl
∣∣ are zero. This im-
plies that all rows are multiples of one another, and the conclusion follows. It
suffices to show that | a11 a12a21 a22 | = 0. If we set xj = yj = 0 for j > 2 then
a11 x1 y1 + a12 x1 y2 + a21 x2 y1 + a22 x2 y2 ∈ P4.
If all of a11,a12,a21,a22 are zero then the determinant is zero, so we may
assume that a11 > 0. By Lemma 11.15 we see that a12,a21,a22 are non-
negative. Substituting x2 = y2 = 1 and applying Corollary 11.7 shows that
a11a22 − a12a21 6 0. If a12 is non-zero then substituting x2 = y1 = 1 and using
the lemma we conclude that a21a12 − a11a22 6 0. We get the same inequality
if a21 is non-zero. Consequently, the determinant is zero.
11.16 Simultaneous negative pairs of matrices
In Lemma 11.105 we substituted the same quadratic from into a polynomial.
When can we substitute two different quadratic forms into a polynomial in P2
and have the resulting polynomial be in Pd? We need a condition on pairs of
quadratic forms.
Definition 11.107. If p(x),q(x) are polynomials with positive leading coeffi-
cients, then we say that they are a simultaneous negative pair if there is some
value x such that p(x) 6 0 and q(x) 6 0. If Q1 and Q2 are two matrices,
we say that they are a simultaneous negative pair of matrices if for all vectors of
constants a the polynomials xa1Q1x
a t
1 and x
a
1Q2x
at
1 are a simultaneous negative
pair.
The first question to address is when does {Q,Q} form a simultaneous neg-
ative pair?
Lemma 11.108. Suppose that Q has all positive entries. {Q,Q} is a simultaneous
negative pair iff Q is negative subdefinite.
Proof. Assume that {Q,Q} is a simultaneous negative pair. We show that
xQx ′ − c2 ∈ Pd, which implies that Q is negative subdefinite. Since xQx ′ − c2
has positive homogeneous part, we need to verify substitution. Choose a vec-
tor a and consider xaQxa ′. For large values of x this goes to infinity. Since there
is a value of x making xaQxa ′ non-positive, it follows that for fixed a, xaQxa ′
takes on all positive values. Consequently xaQxa ′ − c2 has two real zeros, and
so substitution is satisfied.
The converse is similar.
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Proposition 11.109. Suppose that f ∈ Ppos2 (n). If Q1 and Q2 form a simultaneous
negative pair of matrices then g(x) = f(−xQ1x
t,−xQ2x
t) is in ±Pd(2n).
Proof. Choose a vector of constants a and consider the parametrized curve in
the plane given by
C =
{
(−xa1Q1x
a t
1 ,−x
a
1Q2x
at
1 ) | x1 ∈ R
}
.
Since Qi has all positive coefficients, the limit of −x
a
1Qix
at
1 as x1 −→ ∞ is
−∞. Thus, the curve C is eventually in the lower left quadrant. Since Q1,Q2
are a simultaneous negative pair of matrices we know that Cmeets the upper
right quadrant. It then follows that C meets each of the solution curves of
f, since the graph of f meets the x axis to the left of the origin, and the y
axis below the origin. Each solution curve yields two intersections, so we
find all 2n solutions. As before, ±g(x) satisfies the positivity condition, so
±g ∈ Pd(2n).
Example 11.110. What are conditions on a pair of matrices that make them
a simultaneous negative pair? Suppose Q1 = (
c v
vt C ) and Q2 =
(
b w
wt B
)
are
negative subdefinite d by dmatrices.
Choose a vector a of constants. We will find the value V1 of x
a
1Q2x
a t
1 eval-
uated at the smallest solution to xa1Q1x
at
1 = 0, and the value V2 of x
a
1Q1x
at
1
evaluated at the smallest solution to xa1Q2x
at
1 = 0. If for every a either V1 or
V2 is negative then Q1,Q2 form a simultaneous negative pair. This will be
satisfied if we can show that V1 + V2 or V1V2 is never positive.
Without loss of generality we may scale by positive values, and thus as-
sume that b = c = 1.
xa1Q1x
a t
1 = (x1, a)
(
1 v
vt C
) ( x1
at
)
= x21 + 2av
tx1 + aCa
t
xa1Q2x
a t
1 = (x1, a)
(
1 w
vt B
) ( x1
at
)
= x21 + 2aw
tx1 + aBa
t
To find V1, we solve for x1 and take the smaller root
x1 = −av
t −
√
(avt)2 − aCat
Since Q1 is negative subdefinite we know x1 is real. We then substitute into
xa1Q2x
at
1 . We then do the same for V2. Simplification occurs, and
V1 + V2 = 2(av
t − awt)
(
(avt − awt) +
√
a(vvt − C)at −
√
a(wwt − B)at
)
Notice that if v = w then V1 + V2 = 0, so Q1,Q2 form a simultaneous
negative pair in this case. Reconsidering our earlier normalization, this shows
that if two negative subdefinite matrices have an equal row then they form a
simultaneous negative pair.
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Example 11.111. In this example we will show that xy and yz are limits of
simultaneous negative pairs. Let Q1 and Q2 be the quadratic forms corre-
sponding to the matricesM1 andM2:
M1 =
e 1 e1 e e2
e e2 e4

M2 =
e4 e2 ee2 e 1
e 1 e

We will show thatM1 andM2 are a simultaneous negative pair for 0 < e < 1.
When e = 0 the quadratic forms are 2xy and 2yz. The determinant ofM1 and
ofM2 is (e−1)
2e3(1+e), which is positive for 0 < e < 1. Since the eigenvalues
for e = .1 are (1.1,−0.9,−0.0008), we see that Mi is negative subdefinite for
0 < e < 1. Notice that Q1(x,y, z) = Q2(z,y, x).
If we solve for y in Q1, and substitute into Q2 we get
V1(x, z) =
(1 − e)(x − z)
e
×[ (
2 + 2 e− e2 − e3 − e4
)
x +
(
e2 + e3 − e4
)
z+
2 (1 + e)
√
(1 − e2)x2 + (e4 − e5)z2
]
We next determine the sign of V1 in the xz plane. First, note that V1(x, z) =
0 has solution x = z. The remaining factor has the form ax + bz + (cx2 +
dz2)1/2 = 0, where a,b, c,d are positive. The solution to such an equation is
found to be of the form x = αz and x = βz, . In our case, it is found that α
and β are positive, α > β, and αβ = 1. The solution is only valid for negative
z. Thus, the sign of V1(x, z) is as follows. Consider the four rays in clockwise
order around the origin:
A: (0, 0) − (∞,∞)
B: (0, 0) − (−∞,−α∞)
C: (0, 0) − (−∞,−∞)
D: (0, 0) − (−∞,−β∞)
Then V1 is positive in the sectors AB and CD, and negative in the sectors
BC and DA. By symmetry, V2(x, z) = V1(z, x), and since αβ = 1 the roots of the
complicated factor yield lines with the same slope. Thus V2(x, z) is negative in
the sectors AB and CD, and positive in the sectors BC and DA. Consequently,
V1V2 is never positive.
We conclude that for every value of x, zwe can find a value of y for which
both quadratic forms are non-positive, so M1 andM2 form a negative simul-
taneous pair.
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Corollary 11.112. If f(x,y) ∈ Ppos2 (n) then f(−xz,−yz) ∈ ±P3(2n).
Corollary 11.113. Suppose that the linear transformation xi 7→ αi xi maps Ppos to
itself. The linear transformation
xiyj 7→ αi+jxiyj
maps P
pos
2 −→ P2.
Proof. If f(x,y) =
∑
aijx
iyj then by Corollary 11.112 we know∑
aij(−1)
i+jxiyjzi+j ∈ ±P3
Applying the induced transformation zk 7→ αk zk yields that∑
aij(−1)
i+jxiyjαi+jz
i+j ∈ ±P3
Substituting z = −1 shows that
∑
aijx
iyjαi+j ∈ P2
Corollary 11.114. The linear transformation xiyj 7→ x
iyj
(i+ j)!
maps P
pos
2 to itself.
Denote by T the transformation of Corollary 11.114. Here are some conse-
quences:
1. If we take f(x,y) = (x + y+ 1)n then applying T yields
∑
06i,j6n
n!
i!j!(i+ j)!
xiyj ∈ Ppos2
2. If we take g ∈ Ppos then g(−xy) ∈ ±Ppos2 . If g(−x) =
∑
bix
i then
∑
bi
xiyi
(2i)!
∈ Ppos2
11.17 The interior of Pd
We have seen (§ 1.1.6) that the polynomials in one variable with all distinct
roots can be characterized as the interior of P. We can extend these ideas to
Pd.
The set of all polynomials of degree at most n in Pd is a vector space V
of finite dimension, and so has the standard topology on it. A polynomial
f of degree n is in the interior of Pd, written f ∈ intPd, if there is an open
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neighborhood O of f in V such that all polynomials in O are also in Pd. The
boundary of Pd is defined to be Pd \ intPd.
We say that f⋖g if there are open neighborhoods of f, g such that if f˜ is in
the open neighborhood of f, and g˜ is in the open neighborhood of g then f˜⋖ g˜.
Both f and g are necessarily in the interior of Pd.
Surprisingly, products of linear factors are on the boundary.
Lemma 11.115. If n > 1 and f =
n∏
k=1
(bk + x1 + a2kx2 + · · · + adkxd) is in Pd
then f is in the boundary of Pd.
Proof. We first make a small perturbation so that all the coefficients aij are
distinct. Consider the perturbation
h = (ǫ + (b1 + x1 + . . . )(b2 + x1 + . . . ))
n∏
k=3
(bk + x1 + a2kx2 + · · ·+ adkxd)
If we set all but one of x2, . . . , xd to zero, then Example 9.23 shows that we can
choose ǫ such that the first factor does not satisfy substitution.
There is an effective way of determining if a polynomial is in the interior
of P2. It is only practical for polynomials of small degree. In order to do this,
we must introduce the resultant.
Definition 11.116. If
f(x) = a0 + a1x+ · · ·+ anxn
g(x) = b0 + b1x+ · · · + bmxm
then the resultant of f and g is defined to be the determinant of the n +m by
n +mmatrix ∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a0 a1 . . . an
a0 a1 . . . an
. . . . . . . . . . . . . . . . . . .
a0 . . . an
b0 b1 . . . bm
b0 b1 . . . bm
. . . . . . . . . . . . . . . . . . .
b0 . . . bm
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
The resultant Rf of f(x,y) and
∂f
∂y
(x,y) is a polynomial in one variable. The
resultant has the property that Rf(a) = 0 if and only if f(a,y) has a double
root.
We can use the resultant to show that a polynomial satisfies substitution.
Lemma 11.117. If f(x,y) satisfies the following two conditions then f satisfies y-
substitution:
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• f(α,y) is in P for some α.
• Rf has no real roots.
Proof. If there is an a for which f(a,y) does not have all real roots, then as
t goes from α to a there is a largest value of t for which f(t,y) has all real
roots. For this value we must have that f(t,y) has a double root, but this is not
possible since the resultant Rf has no real roots.
We can extend this lemma to the case where Rf has some real roots. The
proof is similar.
Lemma 11.118. Suppose f(x,y) has resultant Rf, and that the distinct roots of Rf are
r1 < r2 < · · · < rs. If f satisfies the condition below then f satisfies y-substitution.
• Set r0 = −∞ and rs+1 = ∞. For every 0 6 i 6 s there is an αi ∈ (ri, ri+1)
such that f(αi,y) ∈ P.
Lemma 11.119. If f ∈ P2 has the property that the resultant Res(f, fy) has only
simple roots then f is in the interior of P2.
Proof. The resultant is a continuous function of the coefficients, so if g is close
to f then Rg is close to Rf. Consequently we can find an open neighborhood
O of f so that all polynomials in O have a resultant with simple roots, and
exactly as many roots as Rf. Moreover, we may choose O small enough that
each interval satisfies the condition of the previous lemma. We now apply the
lemma to conclude that every function in O satisfies y-substitution. We can
also choose O small enough to insure that all its members satisfy the homo-
geneity conditions, so that O ⊂ P2.
Example 11.120. Of course, the resultant must fail to show that linear prod-
ucts are in the interior, since they are on the boundary. The resultant of
(x+ a1 + yb1) (x+ a2 + yb2) (x+ a3 + yb3)
is
−b1 b2 b3 (a1 − a2 + yb1 − yb2)
2 (a1 − a3 + yb1 − yb3)
2 (a2 − a3 + yb2 − yb3)
2
and in general
Resultant
(
n∏
i=1
x+ ai + biy
)
= b1 · · ·bn
∏
i<j
(aj − ai + y(bj − bi))
2
There are many values of y for which the resultant is 0, and they are all double
roots, so the previous lemma doesn’t apply.
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11.18 The cone of interlacing
Lemma 1.20 in Chapter 1 explicitly describes all the polynomials that interlace
a given polynomial of one variable. In this section we study the collection of
all the polynomials that interlace a given polynomial in Pd. This set forms a
cone, and in some cases we are able to determine its dimension.
Definition 11.121. Suppose that f ∈ Pd. The interlacing cone of f is defined to
be
C ONE(f) =
{
g ∈ Pd | f⋖g
}
.
We should first note that if g1, g2 ∈ C ONE(f) and a,b > 0 then g =
ag1 + bg2 satisfies f⋖g and g ∈ Pd., so C ONE(f) is closed under positive
linear combinations. Thus, C ONE(f) is indeed a cone. In some cases we can
explicitly determine the cone of interlacing. See Corollary 11.123.
The dimension of a cone is the least number of elements whose non-
negative linear combinations span the cone. From Lemma 11.122 we see that
dim C ONE(xnym) = 1.
The first lemma is an analog of the one variable fact that all polynomials
that interlace xn are of the form cxm.
Lemma 11.122. Suppose that f ∈ P2 has the property that f and xnym interlace. If
f has x-degree at most n, and y-degree at mostm then there are a,b, c,d such that
f = xn−1ym−1(a+ bx+ cy + dxy).
Proof. For any α ∈ R we substitute to find that xnαm and f(x,α) interlace.
Since the x-degree of f is at most n we know that there are constants r(α) and
s(α) depending on α such that
f(x,α) = r(α)xn + s(α)xn−1.
However, we do not yet know that r(α) and s(α) are polynomials in α. If
we solve f(1,α) = f(2,α) = 0 for r(α) and s(α) then we see that r(α) and
s(α) are rational functions of α. Thus, f(x,y) = xn−1(r(y) + s(y)x) and so we
can conclude that xn−1 divides f. Similarly, ym−1 divides f. Since xn−1ym−1
divides f, the conclusion follows from the degree assumption.
Corollary 11.123.
C ONE(xnym) =
{
axn−1ym−1where a > 0
}
.
Proof. The x and y degrees of a polynomial g such that xnym⋖ gmust be n−1
andm− 1 respectively. Apply Lemma 11.122.
The next result is obvious in P. It’s worth noting however that the positiv-
ity condition is not true for polynomials in one variable that do not have all
real roots.3
3 The product of two polynomials with positive and negative coefficients can have all positive
coefficients: (2x2 + 3x+ 2)(x2 − x+ 2) = 2x4 + x3 + 3x2 + 4x+ 4.
CHAPTER 11. THE POLYNOMIAL CLOSURE OF Pd 417
Theorem 11.124. If fg ∈ P2 then either f, g ∈ P2 or −f,−g ∈ P2.
Proof. From Lemma 10.4 we know that f and g satisfy substitution. It remains
to show that ±fH has all positive coefficients. We know that (fg)H = fH gH,
and since fg ∈ P2 we can factor
fH gH = (fg)H =
∏
i
(aix+ biy)
where all ai,bi are positive. It follows that f
H and gH are products of some of
the terms aix+ biy, and the theorem is proved.
The following lemma is harder than it seems. See the short proof in [31].
Lemma 11.125. If f(x,y) is a continuous function defined for all x,y with the prop-
erty that for any α ∈ R both f(x,α) and f(α,y) are polynomials then f is itself a
polynomial.
We use the last lemma and the factorization property (Theorem 11.124) to
determine what polynomials interlace fn.
Lemma 11.126. If f, g ∈ P2 and fn⋖g then there is a g1 ∈ P2 such f⋖g1 and
g = fn−1g1.
Proof. If we substitute y = α then f(x,α)n⋖ g(x,α) so from Lemma 1.20 we
conclude
g(x,α) = f(x,α)n−1g1(x,α)
where we only know that g(x,y) is a polynomial in x for any value of y. Sim-
ilarly we get
g(β,y) = f(β,y)n−1g2(β,y)
where g2(x,y) is a polynomial in y for any fixed x. Now
g(x,y)
f(x,y)n−1
= g1(x,y) = g2(x,y)
so g1 satisfies the hypothesis of Lemma 11.125 and hence is a polynomial in x
and y. Finally, to see that f⋖g1 note that since fn⋖ fn−1g1 we know that
fn−1 (f + αg1) ∈ P2
We now apply Theorem 11.124 to conclude that f+αg1 ∈ P2, and so f⋖ g1.
Corollary 11.127. C ONE((x + y)n) =
{
α(x+ y)n−1
∣∣α ∈ R}
Corollary 11.128. If f ∈ P2 then dim C ONE(f) = dim C ONE(fk) for any k > 1.
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Next, we have an analog of quantitative sign interlacing.
Theorem 11.129. If h ∈ P2, f(x) = (x−a1) . . . (x−an) and g(y) = (y−b1) . . . (y−
bm) satisfy f(x)g(y)⋖h then
h(x,y) =
∑
i,j
cij
f(x)
x− ai
g(y)
y− bj
(11.18.1)
where all cij are non-negative. Conversely, if h is given by (11.18.1) where all cij
have the same sign or are zero then f(x)g(y)⋖h(x,y).
Proof. If we fix y then from quantitative sign interlacing (Lemma 1.20) we can
write
h(x,y) =
∑
αi(y)
f(x)
x− ai
and by holding x fixed
h(x,y) =
∑
βj(x)
g(y)
y− bj
Substituting y = bj yields
h(x,bj) = βj(x)g
′(bj)
=
∑
αi(bj)
f(x)
x− ai
so βj(x) is a polynomial in x. Next substituting x = ai and then y = bj gives
h(ai,y) = αi(y)f
′(ai)
h(ai,bj) = αi(bj)f
′(ai)
and so
h(x,y) =
∑
j
h(x,bj)
g′(bj)
g(y)
y− bj
=
∑
i,j
αi(bj)
g′(bj)
f(x)
x− ai
g(y)
y− bj
=
∑
i,j
h(ai,bj)
f′(ai)g′(bj)
f(x)
x − ai
g(y)
y− bj
We now determine the sign of cij. The sign of h(ai,bj) isn’t arbitrary, for
we must have that f(x)⋖h(x,α) for any α, and thus all the coefficients
si(α) =
∑
j
h(ai,bj)
f′(ai)g′(bj)
g(α)
α− bj
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of f(x)
x−ai
must have the same sign. If we evaluate si(x) at a root bk of gwe get
si(bk) =
h(ai,bk)
f′(ai)g′(bk)
g′(bk) =
h(ai,bk)
f′(ai)
Consequently sgn si(bk) = (−1)
n+isgn(h(ai,bk)) since the sign of f
′(ai) is
(−1)n+i. Thus the sign of h(ai,bk) is ck(−1)
i where ck depends on k. A
similar argument shows that the sign is also di(−1)
k, so we conclude that the
sign is e(−1)i+j where e is a constant. This implies that the sign of
h(ai,bj)
f′(ai)g′(bj)
is constant, as desired. The converse follows easily.
Corollary 11.130. If all ai,bj are distinct, f(x) = (x−a1) . . . (x−an), and g(y) =
(y− b1) . . . (y− bm) then dim C ONE(f(x)g(y)) 6 nm.
Proof. The basis for the cone is all the products f(x)
x−ai
g(y)
y−bj
.
11.19 Products of linear factors
In this section we look at the interlacing properties of products of linear fac-
tors. We construct polynomials in P
pos
2 whose coefficients are mutually inter-
lacing polynomials.
Theorem 11.131. Let p1, . . . ,pn and q1, . . . ,qn be two sequences of polynomials
with positive leading coefficients, and define
F =
n∏
1
(pi + qi y) = f0(x) + f1(x)y+ · · · + fn(x)yn.
1. If pi⋖qi for i = 1, . . . ,n then fi⋖ fi+1 for i = 1, . . . ,n.
2. If pi≪qi in Ppos for i = 1, . . . ,n then fi≪ fi+1 for i = 1, . . . ,n.
Proof. If pi⋖qi then pi + yqi is in P2, and so the product F is in P2. The
coefficients of F are in P, and hence adjacent coefficients interlace.
In the second case, we know that consecutive coefficients interlace - the
problem is determining which direction. We prove this by induction. We
need only to look at the two leading coefficients, so let
p = cxr + dxr−1 + · · ·
q = αxr + βxr−1 + · · ·
fi = aix
n + bix
n−1 + · · ·
fi+1 = ai+1x
n + bi+1x
n−1 + · · ·
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Consecutive terms of the product (p + yq)F are
(αai−1 + cai) x
n+r + (βai−1 + dai + αbi−1 + c bi) x
n+r+1 + · · ·
(αai + cai+1) x
n+r + (βai + dai+1 + αbi + c bi+1) x
n+r+1 + · · ·
The determinant of the first two coefficients is∣∣∣∣αai−1 + cai βai−1 + dai + αbi−1 + c biαai + cai+1 βai + dai+1 + αbi + c bi+1
∣∣∣∣
which can be written as∣∣∣∣c αd β
∣∣∣∣ ∣∣∣∣ ai ai+1ai−1 ai
∣∣∣∣+ α2 ∣∣∣∣ai−1 aibi−1 bi
∣∣∣∣+ c2 ∣∣∣∣ai ai+1bi bi+1
∣∣∣∣+ αc ∣∣∣∣ai−1 ai+1bi−1 bi+1
∣∣∣∣
The first determinant is positive since p≪q, the second is Newton’s inequal-
ity, and the last three follow from fi≪ fi+1.
Corollary 11.132. Suppose that constants ai,bi, ci,di have positive determinants∣∣ bi ai
ci di
∣∣ and that aidi is positive for 1 6 i 6 n. If
n∏
i=1
(aix+ bi + (dix + ci)y) = f0 + f1y+ . . . fny
n
then
f0≪ f1≪ · · · ≪ fn.
Proof. If we set pi = dix+ci and qi = aix+bi then the relationship pi≪qi is
equivalent to −ci/di > −bi/ai. Since aidi is positive the condition is equiva-
lent to the positivity of the determinant. Now apply Theorem 11.131.
Corollary 11.133. Suppose that constants ci and di satisfy
0 < d1 < c1 < d2 < c2 < · · · < dn < cn
If
f =
n∏
i
(xy+ x+ ciy+ di) = f0(x) + · · · + fn(x)yn
then (f0, . . . , fn) is mutually interlacing.
Proof. The determinants of the factors are
∣∣ 1 1
ci di
∣∣ = di − ci > 0, so we can
apply Corollary 11.132 to conclude that
f0≪ f1≪ · · · ≪ fn.
The hypothesis are that f0 =
∏
(x+ di)≪
∏
(x+ ci) = fn. It follows that this
sequence of polynomials is mutually interlacing.
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Remark 11.134. The interlacings in the last three results are strict if we assume
that the interlacings in the hypothesis are strict.
What happens in Corollary 9.66 if some of the coefficients of x are zero?
Theorem 11.135 shows that we still have interlacing, but some interlacings
change from ≪ to ⋖.
Theorem 11.135. Suppose that f ∈ P is a polynomial of degree r and let
f(y)
n∏
i=1
(y+ aix + bi) =
n+r∑
i=0
pi(x)y
i
Assume that
∏
(aix+bi) has all distinct roots, all ai have the same sign ǫ, and write
f(y) =
∑
ciy
i.
• If c0c1ǫ > 0 then
p0≪p1≪ . . . ≪pn⋖pn+1⋖ . . .⋖pn+r−1
• If c0c1ǫ < 0 then
p0≫p1≫ . . . ≫pn⋖pn+1⋖ . . .⋖pn+r−1
Proof. Assume ǫ > 0. Both f(y) and the product are in P2, so all the coefficients
interlace. It remains to see how they interlace. The first two coefficients are
p0 = c0
∏
(aix+ bi)
p1 = c1p0 + c0
∑
j
∏
i6=j
(aix + bi)
= c1p0 + c0
∑
j
p0
aix+ b
= c1p0 + c0
∑
j
1
ai
p0
x+ b/ai
.
Assume that c0c1ǫ > 0, so c0, c1 6= 0. By hypothesis p0 has all distinct roots.
The coefficient c0/ai has the same sign as c1, so p1≫p0. Now apply Corol-
lary 9.64. The remaining cases are similar.
11.20 The interlacing of products
In one variable, every product
∏
(x+ai) is interlaced by many different prod-
ucts. In two variables, the only products
∏
(x+aiy+bi) that are interlaced by
products are images of one variable polynomials. In particular, most products
in two variables are not interlaced by any other products. This is actually a
result about lines in the plane, and the proof requires the fundamental result
due to Sylvester and Gallai [1]:
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In any configuration of n points in the plane, not all on a line, there
is a line which contains exactly two of them.
Since this is a property of points, lines, and incidence, we can dualize:
In any configuration of n lines in the plane, not all parallel nor all
coincident, there is a point which lies on exactly two of them.
Theorem 11.136. Suppose that f, g ∈ P2(n) are products of linear factors, fg has no
repeated factors, and f, g interlace. Then there are interlacing polynomials h, k ∈ P
with homogenizations H,K, and constants α,β such that either
f(x,y) = h(x+ αy+ β) g(x,y) = k(x+ αy+ β) or
f(x,y) = H(x,αy+ β) g(x,y) = K(x,αy+ β)
Proof. The graph of f consists of n lines of negative slope in the plane, as
does the graph of g. By assumption, all these lines are distinct. If the lines
are all parallel then we get the first case of the conclusion, and if they are all
coincident then we have the second case.
If we substitute any value for x then the resulting polynomials interlace, so
we see that the intersections of the graph G of fgwith any vertical line almost
always consist of 2n points, and these points alternate between being roots of
f, or roots of g. The same is true for horizontal lines.
Consider a point (u, v) of the plane that lies on an even number of lines of
G. By Sylvester-Gallai we know that there is at least one such point. Slightly
to the left of v a horizontal line meets the lines through (u, v) in points that
(from the left) are in f, g, f, g, . . . (say), and slightly to the right of v a hori-
zontal line meets the lines through (u, v) in g, f, g, f, . . . . Since a horizontal line
meets all the lines ofG, we get the important conclusion that on the horizontal
line through (u, v) all the lines of G must intersect, and all such intersections
have even degree. A similar statement holds for the vertical lines. Figure 11.3
shows an example of such intersections, where solid lines are factors of f, and
dashed lines are factors of g.
Figure 11.3: The graph of fgmeeting a horizontal line
Now, take the leftmost such vertical line: this is the line through the in-
tersection point of G that has an even number of lines through it, and has
smallest x coordinate. On this line, take the point of intersecting lines with
the largest y coordinate. Label the intersection (s, t). A line of G has nega-
tive slope, and can not meet the line y = t to the right of (s, t), and also the
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line x = s below (s, t). This implies that all lines pass through (s, t) and this
contradiction establishes the theorem.
Remark 11.137. Although the lemma shows that there are no interesting inter-
lacing products of linear terms, there are interesting positive interlacing prod-
ucts. Suppose that f =
∏n
1 (x+ aiy+ bi) is a product in P2. We claim that
f(x,y)
x+ a1 + b1
+
∼
f(x,y)
x+ a2 + b2
+
∼ · · · +∼ f(x,y)
x+ an + bn
.
Indeed, each of them interlaces f, so any positive linear combination does as
well. More generally, ifM = I+ xD1 + yD2 whereD1,D2 are positive definite
andM[i] is the ith principle submatrix then
|M[1]|
+
∼ |M[2]|
+
∼ · · · +∼ |M[n]|.
11.21 Characterizing transformations
Just as in the one variable case, we can characterize linear transformations T
of P2 that satisfy f⋖ Tf. As expected, T is a linear combination of derivatives.
Lemma 11.138. If T : P2 −→ P2 satisfies f⋖ Tf for all f ∈ P2 then there are non-
negative c,d such that Tf =
(
c ∂
∂x
+ d ∂
∂y
)
f.
Proof. It suffices to show it holds for polynomials of degree n. Let t1, t2 be
positive. Since
(t1x+ t2y)
n⋖ T(t1x+ t2y)
n
there is a constant αt depending on t1, t2 such that
T(t1x+ t2y)
n = αt(t1x+ t2y)
n−1. (11.21.1)
We will determine T by equating coefficients, but first we need to find αt.
Since T decreases degree we can write
T(xiyn−i) = aix
iyn−1−i + bix
i−1yn−i
Thus
T(t1x+ t2y)
n = tn1 T(x
n) + ntn−11 t2 T(x
n−1y) + · · · (11.21.2)
= t1 bnx
n−1 + ntn−11 t2
(
an−1x
n−1 + bn−1x
n−2y
)
+ · · ·
= αt
(
tn−11 x
n−1 + (n − 1)tn−21 t2 x
n−2y+ · · · )
Equating coefficients of xn−1 in (11.21.1) yields
∑(n
i
)
ti1t
n−i
2 T(x
iyn−i)
= (t1bn + nbn−1t2)
∑(n − 1
j
)
t
j
1t
n−1−j
2 T(x
jyn−1−j)
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and conbined with (11.21.2) yields
t1bn + nbn−1t2 = αt
Substituting this into (11.21.1) and equating coefficients of ti1t
n−i
2 yields
T(xiyn−i) = bn i x
i−1yn−i + an−1 (n− i)x
iyn−1−i
=
(
bn
∂
∂x
+ an−1
∂
∂y
)
xiyn−i
The conclusion now follows by linearity.
This holds more generally; we sketch the proof.
Lemma 11.139. If T : Pd −→ Pd satisfies f⋖ Tf for all f ∈ Pd then there are
non-negative ci such that Tf =
(∑
ci
∂
∂xi
)
f
Proof. As above, (∑
tixi
)n
⋖ T
(∑
tixi
)n
T
(∑
tixi
)n
= αt
(∑
tixi
)n−1
Write
T(xi11 · · · xidd ) =
∑
ai1,...,id;jx
i1
1 · · · xij−1j · · · xidd
Equating coefficients of xn−11 yields
αt = t1an0···0 + n
∑
j>1
tjan−10···1···0
Finally, equating coefficients uniquely determines T on monomials, which
completes the proof.
11.22 Orthogonal polynomials in Pd
There are many different definitions for orthogonal polynomials in several
variables (see [53, 166]). We know two infinite families of orthogonal polyno-
mials in more than one dimension that are also in Pd: the Hermite polynomi-
als (§ 13.13.5) and Appell polynomials (this section).
Knowing that an orthogonal polynomial is in P2 allows us to recover some
of the one dimensional properties concerning roots. Although such a poly-
nomial does not factor into linear factors, all of its coefficients (of powers of
either x or of y) factor into linear factors, and adjacent coefficients interlace.
We begin by studying Rodrigues’ formulas in Pd. In one variable a Ro-
drigues’ formula represents a family of polynomials by an expression of the
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form ch−1Dn(hpn) where h is a function, c is a constant, and p is a polyno-
mial. Here are three classic examples:
Laguerre L
(α)
n (x) =
1
n!
1
e−xxα
(
d
dx
)n
(e−xxαxn)
Hermite Hn(x) = (−1)
n 1
e−x
2
(
d
dx
)n (
e−x
2
)
Jacobi Pα,βn (x) =
(−1)n
2nn!
1
(1 − x)α(1 + x)β
×(
d
dx
)n (
(1 − x)α(1 + x)β(1 − x2)n
)
The next proposition generalizes the Rodrigues’ formula for Laguerre
polynomials to define polynomials in d variables.
Proposition 11.140. Suppose that b = (β1, . . . ,βd) and I = (i1, . . . , id) are all
non-negative, and all entries of a = (α1, . . . ,αd) are at least −1. If f ∈ Pd then the
following is a polynomial in Pd:
1
e−x·bxa
∂|I|
∂xI
(
e−x·bxaf
)
Proof. To reduce the necessary notation, let’s assume d = 2. We can not just
apply results about differentiation of polynomials in P2 since the objects we
are differentiating are not polynomials when the αi are not integers and the
βi aren’t all zero. So, we enlarge our class of objects:
P(r, s) =
{
e−β1x−β2yxα1xryα2ysf | f ∈ P2
}
We then are going to show that
∂
∂x
: P(r, s) −→ P(r − 1, s) (11.22.1)
∂
∂y
: P(r, s) −→ P(r, s− 1) (11.22.2)
Since
e−β1x−β2yxα1xryα2ysf ∈ P(r, s)
it will follow that
∂n+m
∂xn∂ym
(
e−β1x−β2yxα1xryα2ysf
) ∈ P(0, 0)
which implies the conclusion.
It suffices only to prove (11.22.1); the proof of (11.22.2) is similar. Differen-
tiating,
∂
∂x
(
e−β1x−β2yxα1xryα2ysf
)
= e−β1x−β2yxα1xr−1yα2ys ×(
−β1xf+ (α1 + r)f+ x
∂f
∂x
)
CHAPTER 11. THE POLYNOMIAL CLOSURE OF Pd 426
Since r is at least 1, α1 + r is non-negative, so we know that that −β1xf+(α1 +
r)f + x ∂f
∂x
∈ P2, and hence (11.22.1) holds.
There are several varieties of Appell polynomials. We begin with the sim-
ple, no parameter version, and then introduce more complexity. The version
below is in [166] for d = 2. If I = (i1, . . . , id) and x = (x1, . . . , xd) then define
AI(x) =
1
I!
∂|I|
∂xI
(
(1 − Σx)|I| xI
)
=
1
i1! · · · id!
∂i1+···+id
∂xi11 · · ·∂xidd
(
(1 − x1 − · · · − xd)i1+···+id xi11 · · ·xidd
)
Proposition 11.141. AI(x) is in Pd.
Proof. Since (1 − Σ x)|I| is in Pd, the product with x
i1
1 · · ·xidd is in Pd. Since Pd
is closed under differentiation, AI(x) ∈ Pd.
Proposition 11.142. Adjacent Appell polynomials interlace.
Proof. Without loss of generality, we have to show that
Ai1,...,id(x)⋖Ai1,...,id−1(x).
Since we can ignore constant factors, we need to show that
∂|I|
∂xi11 · · ·∂xidd
(
(1 − Σx)|I| xi11 · · ·xidd
)
⋖
∂|I|−1
∂xi11 · · ·∂xid−1d
(
(1 − Σx)|I|−1 xi11 · · · xid−1d
)
Since differentiation preserves interlacing, we need to show that
∂
∂xd
(
(1 − Σx)|I| xi11 · · · xidd
)
⋖
(
(1 − Σx)|I|−1 xi11 · · · xid−1d
)
Differentiating and factoring the left side yields
(1 − Σx)|I|−1xi11 . . . x
id−1
d (−|I|xd + id(1 − Σx)) ⋖(
(1 − Σx)|I|−1 xi11 · · · xid−1d
)
Since the left side is a multiple of the right side by a linear term that is in Pd,
the last interlacing holds, and so the proposition is proved.
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The polynomials for d = 1, 2 are
An(x) =
1
n!
dn
dxn
( (1 − x)nxn )
An,m(x1, x2) =
1
n!m!
∂n+m
∂xn1 ∂x
m
2
(
(1 − x1 − x2)
n+m
xn1 x
m
2
)
The one dimensional polynomials are a modified Legendre polynomial.
The first few of the one and two dimensional polynomials are listed in Chap-
ter 24.9 The Appell polynomials of different dimensions are related since
Ai1,...,id(x1, . . . , xd) = Ai1,...,id,0(x1, . . . , xd, 0).
Next we consider Appell polynomials with extra parameters ([166]). Let
a = (α1, . . . ,αd), and define
AaI (x) =
x−a
I!
∂|I|
∂xI
(
(1 − Σx)|I| xI+a
)
=
x−α11 · · · x−αdd
i1! · · · id!
∂i1+···+id
∂xi11 · · ·∂xidd(
(1 − x1 − · · · − xd)i1+···+id xi1+α11 · · · xid+αdd
)
Proposition 11.143. If αi > −1 for 1 6 i 6 d then A
a
I (x) ∈ Pd
Proof. Since (1− ΣI)|I|xI ∈ Pd, the result follows from Proposition 11.140 with
b = 0.
If we attempt to generalize the Rodrigues’ formula for the Laguerre poly-
nomials with the definition
1
e−x·bxa
∂|I|
∂xI
(
e−b·xxaxI
)
then it is easy to see that this factors into a product of one dimensional La-
guerre polynomials. We use Σx to force the xi’s to be dependent. The follow-
ing polynomials are in Pd.
1
e−x·bxa
∂|I|
∂xI
(
e−b·xxa(Σx)|I|
)
Here is a two dimensional example that is (28) from [166, Page 159]. Since
xy− 1 ∈ P2, the following is in P2 for b > 0:
1
e−b(x+y)
∂n+m
∂xn ∂ym
(
e−b(x+y)(xy− 1)n+m
)
The Rodrigues’ formula for the Legendre polynomials is
Pn(x) =
1
2nn!
(
d
dx
)n
(x2 − 1)n
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We can give a Rodrigues’ formula for an analog of Legendre polynomials, but
the resulting family does not appear to have any recursive properties. Let Q
be a negative subdefinite symmetric d by d matrix, and let x = (x1, . . . , xd).
For any index set I we define
PI(x) =
∂|I|
∂xI
(xQxt − 1)|I|
Since Q is negative subdefinite, the quadratic form xQxt − 1 is in Pd, and
since multiplication and differentiation preserve Pd, it follows that PI(x) ∈ Pd.
Remark 11.144. There is a different definition of Appell polynomials in [53]
that does not lead to polynomials in Pd. In the case that d = 2 these polyno-
mials are, up to a constant factor, defined to be
Un,m(x,y) = (1 − x
2 − y2)−µ+1/2
∂n+m
∂xn ∂ym
(
1 − x2 − y2
)n+m+µ−1/2
where µ is a parameter. Since
U2,0(x,y) = −
(
(3 + 2µ)
(
1 − (2 + 2µ) x2 − y2
))
it is clear that U2,0(x,y) does not satisfy substitution, and so is not in P2.
When we generalize the classical orthogonal polynomials, there are many
choices and no one way of doing it. We can notice that these generalized
Legendre polynomials are similar to the definition of Appell polynomial in
[53], except that he uses a positive definite matrix (the identity) leading to the
quadratic form (in two variables) x2+y2−1. Replacing the identity by a nega-
tive subdefinite matrix leads to a definition of generalizedAppell polynomials
as
1
(xQxt − 1)µ
∂I (xQxt − 1)|I|+µ
where µ is a parameter. That this polynomial is in Pd follows from the follow-
ing theorem, whose proof is similar to Proposition 11.140 and omitted.
Proposition 11.145. If f ∈ Pd, µ any parameter, I any index set, then
1
fµ
∂|I|
∂xI
f|I|+µ ∈ Pd
.
11.23 Arrays of interlacing polynomials
The polynomials determined by Rodrigues’ type formulas form interlacing
arrays. For instance, consider the polynomials
fn,m =
∂n+m
∂xn ∂ym
gn+m
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where g ∈ P2 is of degree 2. Since ∂g∂x is a polynomial of degree 1 in P2 we
know that
gn+m−1
∂g
∂x
⋖gn+m−1
and therefore
∂n+m−1
∂xn−1 ∂ym
∂
∂x
gn+m⋖
∂n+m−1
∂xn−1 ∂ym
gn+m−1
which implies that fn,m⋖ fn−1,m. These interlacing take the following form,
where h←− k stands for h⋖k:
f0,2 f1,2 f2,2
f0,1 f1,1 f2,1
f0,0 f1,0 f2,0
We consider two examples for g that are of the form xQxt − 1 where Q is
negative subdefinite.
Example 11.146. First, take g = xy−1. In this case we have an explicit formula
for fn,m:
fn,m =
∂n+m
∂xn ∂ym
(xy− 1)n+m
=
∑ ∂n+m
∂xn ∂ym
(
n+m
i
)
xiyi(−1)n−i
=
n+m∑
i=max(n,m)
(
n +m
i
)
(n)i(m)ix
i−nyi−m
= (n +m)!
n+m∑
i=max(n,m)
(
i
i− n, i−m
)
xi−nyi−m
Using this formula we can verify that fn,m satisfies a simple two term re-
currence relation
fn,m =
1
n
(
(n +m)2 y fn−1,m −m(n +m)(n +m − 1)fn−1,m−1
)
If we substitute y = 1 we get an array of one variable polynomials such
that every polynomial interlaces its neighbors.
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x 2 x2 6 x3
−2 + 4 x −12 x+ 18 x2 −72 x2 + 96 x3
−12+ 18 x 24− 144 x+ 144 x2 360 x− 1440 x2 + 1200 x3
−72+ 96 x 360− 1440 x+ 1200 x2 −720+ 8640 x− 21600 x2 + 14400 x3
Example 11.147. Next, we consider the quadratic form corresponding to the
negative subdefinite matrix
(
1 2
2 1
)
. If we define
fn,m =
∂n+m
∂xn ∂ym
(x2 + y2 + 4xy− 1)n+m
then we again get an array of interlacing polynomials. The degree of fn,m is
n + m. In this case if we substitute y = 0 then we get an array of interlacing
one variable polynomials, but there does not appear to be any nice recurrence
relation.
1 4 x −4 + 36 x2
2 x −8 + 24 x2 −216 x+ 408 x3
−4+ 12 x2 −144 x+ 240 x3 432− 4896 x2 + 6000 x4
−72 x+ 120 x3 288− 2880 x2 + 3360 x4 24480 x− 120000 x3 + 110880 x5
CHAPTER
12
-
Polynomials satisfying partial
substitution
In this chapter we are interested in polynomials in two kinds of variables that
satisfy substitution only for positive values of the variables of the second kind.
Such polynomials naturally arise from transformations that map Ppos to P.
12.1 Polynomials satisfying partial substitution in two
variables
We introduce the class ℘1,1 of polynomials f(x,y) that satisfy substitution for
positive y.
Definition 12.1. The class ℘1,1 consists of all polynomials f(x,y) satisfying
1. The homogeneous part fH is in Ppos.
2. f(x,β) ∈ P for all β > 0.
If all the coefficients are non-zero, then f ∈ ℘pos1,1 . The polynomials in the
closure of ℘1,1 are ℘1,1, and those in the closure of ℘
pos
1,1 are
℘pos
1,1 .
We have the inclusion P2 ( ℘1,1. The next example shows that ℘1,1 is not
closed under differentiation, and so the containment is strict.
Example 12.2. ℘1,1 is not closed under differentiation with respect to y. How-
ever, if f ∈ ℘1,1(n) then there is an α > 0 such that ∂f∂y (x,y+ α) ∈ ℘1,1(n).
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The calculations below show that f ∈ ℘1,1, but that ∂f∂y 6∈ ℘1,1. The calcula-
tions do show that ∂f
∂y
(x,y+ α) ∈ ℘1,1 for α > 1/8.
f = (−3 + x+ y)2
(
18 − 19 x+ 5 x2 − 22y+ 10 x y+ 5y2
)
fy = 2 (−3 + x + y)
(
51 − 45 x+ 10 x2 − 48y+ 20 x y+ 10y2
)
roots of f :
{
3 − y, 3 − y,
19 − 10y±√1 + 60y
10
}
roots of fy :
{
3 − y,
45− 20y±√15√−1 + 8y
20
}
Every vertical line x = β to the left of the smallest root of f(x, 0) has n − 1
roots of ∂f
∂y
(β,y). Since these n − 1 solution curves are asymptotic to lines
whose slopes lie between the slopes of the asymptotes of f, every sufficiently
positive horizontal line will meet all n− 1 curves.
What do the graphs of polynomials in ℘1,1 look like? The solution curves
do not necessarily go from the upper left quadrant to the lower right quadrant
as is the case for polynomials is P2, but they can loop back to the upper left
quadrant.
Figure 12.1: L5(x;y) and its derivative (dashed) with respect to y
In general, since fH has all negative roots, the asymptotes of f are lines
in the upper left quadrant with negative slopes. As x → −∞, the solution
curves eventually have positive y-coordinates. Thus, there is an α1 such that
f(α,y) ∈ Palt for all α < α1, and also an α0 such that f(α,y) ∈ P for all
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α < α0. In Figure 12.1 α0 is about .1, and α1 is about −12.6. A formal proof of
this general fact follows the argument of Theorem 9.27.
12.2 Examples
Polynomials satisfying partial substitution arise naturally in several ways.
Example 12.3. The generalized Laguerre polynomials Ln(x;y) are in℘1,1 since
their homogeneous part is 1
n! (x + y)
n, and they they satisfy the three term
recurrence [168, (5.1.10)]
nLn(x;y) = (−x + 2n+ y− 1)Ln−1(x;y) − (n + y− 1)Ln−2(x;y)
L0(x;y) = 1 L1(x;y) = x+ y+ 1
The following lemma generalizes the fact that three term recurrences de-
termine orthogonal polynomials.
Lemma 12.4. Suppose that ai,bi,di, ei are positive for i > 0. If
fn(x;y) = (anx+ bny+ cn)fn−1(x;y) − (dny+ en)fn−2(x;y)
f0(x;y) = 1 f−1(x;y) = 0
then fn(x;y) ∈ ℘1,1 for n = 0, 1, . . . .
Proof. The construction yields polynomials that satisfy the degree require-
ments, and the homogeneous part is
∏
i(aix + biy). If y is positive then the
recurrence defines a three term recurrence for orthogonal polynomials, so they
are in P.
Note that if α is sufficiently negative, then fn(x;α) satisfies a recurrence
that does not define a sequence of orthogonal polynomials, so we do not ex-
pect any polynomials from this construction to lie in P2.
Example 12.5. We can construct two variable Charlier polynomials from the
one variable polynomials by
Cn(x;y) = (−1)
nCyn(−x).
They also satisfy a recurrence relation C−1(x;y) = 0, C0(x;y) = 1 and
Cn+1(x;y) = (x+ y+ n)Cn(x;y) − nyCn−1(x;y).
It follows from the Lemma that Cn(x;y) ∈ ℘1,1. Figure 12.2 shows C5(x;y).
If f ∈ Ppos then f(−xy) ∈ P2, and consequently is in ℘1,1. However, more
is true:
Lemma 12.6. If f ∈ P, then f(xy) ∈ ℘1,1. If f ∈ Ppos, then f(xy) ∈ ℘pos1,1 .
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Figure 12.2: The Charlier polynomial C5(x;y)
Proof. Since ℘1,1 is closed under multiplication, the comment above shows
that it suffices to show that 1+ xy ∈ ℘1,1. Consider fǫ(x,y) = 1+ (x+ ǫy)(y+
ǫx). For positive ǫ the graph of fǫ is a hyperbola, and the minimum positive
value is found to be dǫ =
2
√
ǫ
|1−ǫ2| . Since the asymptotes have slope −ǫ and
−1/ǫ, the polynomial fǫ − dǫ meets every horizontal line above the x-axis in
two points, and the degree and homogeneity conditions are met, so fǫ − de ∈
℘
1,1. Since limǫ→0(fǫ − dǫ) = f it follows that f ∈ ℘1,1.
Example 12.7. We can construct polynomials that satisfy partial substitution
but not the homogeneity condition in a manner that is similar to the construc-
tion of polynomials in P
pos
2 . Suppose that A is a positive definite n by n ma-
trix, and B is a symmetric matrix that has positive and negative eigenvalues.
Define f(x,y) = |I + yA + xB|. If y is positive then I + yA is positive def-
inite, and so all roots of f(x,y) are real. The homogeneous part of f(x,y) is
|yA + xB|. Since A is positive definite, the roots of fH(x, 1) are the roots of
|I+xA−1/2BA−1/2|. Since B has positive and negative eigenvalues, Sylvester’s
law of inertia shows that A−1/2BA−1/2 does also. Consequently, the roots of
fH are not all the same sign, and thus f 6∈ ℘1,1.
Consider a concrete example. A was chosen to be a random positive def-
inite matrix, C was a random symmetric matrix, D was the diagonal matrix
with diagonal (1, 1, 1,−1), and B = CDC. If f(x,y) = |I + yA + xB|, then
Figure 12.3 shows that f(x,y) 6∈ P2. (The dashed line is the x-axis.)
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f(x,y) = 1 + 11.42 x+ 4.84 x2 − 7.13 x3 − 3.67 x4 + 15.48y
+ 42.56 x y− 9.60 x2 y− 21.88 x3 y+ 12.05y2 + 13.80 x y2
− 5.94 x2 y2 + 1.99y3 + 0.96 x y3 + 0.07y4
Figure 12.3: A polynomial of the form |I+ yA+ xB|
We summarize these observations in a lemma. The last two parts are
proved in the same way as the results for P2.
Lemma 12.8. IfA is positive definite, and B is symmetric with positive and negative
eigenvalues then f(x,y) = |I+ yA + xB| satisfies
1. f(x,y) has asymptotes of positive and negative slope.
2. f(x,α) ∈ P for α > 0.
3. f(α,y) ∈ P for all α.
4. f(αx, x) ∈ P for all α.
12.3 Induced transformations
We now look at induced linear transformations on Ppos.
Lemma 12.9. If T : Ppos −→ Ppos, T preserves degree and the sign of the leading
coefficient, then T∗ : ℘
pos
1,1 −→ ℘pos1,1 . If T : Ppos −→ P then T∗ : ℘pos1,1 −→ ℘1,1.
Proof. The hypotheses imply that T∗f satisfies homogeneity assumption. We
next verify substitution for y. For β > 0 we have
(T∗f(x,y))(x,β) = T(f(x,β)) ∈ Ppos
since f(x,β) ∈ Ppos, and consequently T∗(f) ∈ ℘pos1,1 . The second part is simi-
lar.
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We can easily determine the slopes of the asymptotes of T∗f. Suppose that
f =
∑
ai,jx
iyj, and ci is the leading coefficient of T(x
i). Then
(T∗f)H(x, 1) =
(∑
ai,jT(x
i)yj
)H
(x, 1) =
∑
ai,n−i cix
i
The slopes of the asymptotes are the roots of this last polynomial.
Corollary 12.10. Suppose T : Ppos −→ Ppos, T preserves degree and the sign of the
leading coefficient. If f ∈ Ppos then T∗f(x+ y) ∈ ℘pos1,1 .
Proof. Since f(x + y) ∈ ℘pos1,1 we can apply Lemma 12.9.
Lemma 12.11. Choose a positive integer n, and define the linear transformation
S : xi 7→ T(xi)yn−i. If T : Ppos −→ Ppos preserves degree and the sign of the
leading coefficient then S : Ppos −→ ℘pos1,1 .
Proof. If f ∈ Ppos then the homogenization F of f is in ℘1,1. Since S(f) = T∗(F)
we can apply Lemma 12.9 to conclude that T∗(F) ∈ ℘pos1,1 .
Corollary 12.12. If f ∈ Ppos(n) and S(xi) = 〈x〉iyn−i then S(f) ∈ ℘pos1,1 .
Proof. The map xi 7→ 〈x〉i satisfies the hypotheses of Lemma 12.14.
Example 12.13. If we choose f = (x− 1)n then from the corollary
S( (x + 1)n ) =
n∑
i=0
〈x〉iyn−i
(
n
i
)
= n!
n∑
i=0
(
x+ i− 1
i
)
yn−i
(n − i)!
The last polynomial is in ℘
pos
1,1 .
Lemma 12.14. If T : Ppos −→ Ppos and we define a linear transformation S(xn) =
yn
[
T(xn)(x/y)
]
then S : Ppos −→ ℘1,1.
Proof. if f(x) =
∑
aix
i is in Ppos then
S(f)(x,α) =
n∑
k=0
aiα
i
[
T(xi)(x/α)
]
= T(f(αx))(x/α)
The last expression is in Ppos for positive α. Finally, S(f)H is the homogeniza-
tion of T(xn), and has all positive coefficients since T maps to Ppos.
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12.4 Applications to transformations
The graph of a polynomial in ℘1,1 goes up and to the left. If we intersect it with
an appropriate curve we will find sufficiently many intersections that deter-
mine a polynomial in P. Using these techniques we can establish mapping
properties of transformations.
Lemma 12.15. If f ∈ ℘1,1, f(α,y) ∈ P for α 6 0, and f(0,y) ∈ Ppos(n) then
f(x, x) ∈ Ppos.
Proof. We will show that the graph of f intersects the line y = x in n points
that have negative x coordinate. We know that the graph of f has asymptotes
that have negative slope, so f is eventually in the third quadrant. However,
the assumption that f(x, 0) ∈ Ppos means that all solution curves begin on the
negative y axis. Consequently, all the curves must intersect the line y = x. See
Figure 12.4.
Figure 12.4: The intersection of f(x,y) = 0 and y = x.
Lemma 12.16. Suppose that T : Ppos −→ Ppos, where T preserves degree, and
T(xi) has leading coefficient ci. Choose f ∈ Ppos(n), and define S(xi) = T(xi)xn−i.
If
∑
ciaix
i ∈ P(−∞,−1) where f =∑aixi then S(f) ∈ Ppos.
Proof. Since f ∈ Ppos we know that the homogenization F of f is in ℘1,1. From
Lemma 12.9 the induced map T∗ satisfies T∗(F) ∈ ℘1,1. By hypothesis, the
asymptotes all have slope less than −1. Each solution curve meets the x-axis
in (−∞, 0) since (T∗(F))(x, 0) = T(xn) ∈ Ppos. Consequently, the graph of
T∗F meets the line x = −y in n points, and these are the roots of S(f). See
Figure 12.5.
Corollary 12.17. The linear transformation , V : xi 7→ 〈x〉ixn−i maps P(0,1) to
Ppos. Similarly, U : xi 7→ (x)ixn−i maps P(0,1)(n) to Palt.
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Figure 12.5: The intersection of T∗(F) and y = −x.
Proof. If we define T(xi) = 〈x〉i and F is the homogenization of f then
T∗(F)(x, x) = V(f). If f ∈ P(0,1)(n) then F ∈ P2(n) and so from Corollary 12.12
we know that T∗(F) ∈ ℘1,1. Since (T∗(F))(x, 0) = 〈x〉n the graph of T∗(F) meets
the y axis below the line x = −y. Since the leading coefficient of 〈x〉i is 1 the
asymptotes of T∗(F) are the roots of f, which are between 0 and 1. Thus T∗(F)
is asymptotic to lines that lie below x = −y, and so every solution curve of
T∗(F) meets x = −y above the x axis. See Figure 12.6.
Figure 12.6: The intersection of T∗(F) and y = −x.
Lemma 12.18. If T : Ppos −→ P preserves degree, T(xn) is monic, a > 0, and we
define V(xn) = xn
[
T(xn)(−a/x)
]
then V : P(−a,0) −→ P.
Proof. If we define S(xn) = yn
[
(T xn)(x/y)
]
then V(f) = (Sf)(−a, x). Since
T(xn) is monic we find that (Sf)(x, 0) = f(x), so the roots of (Sf)(x, 0) are
exactly the roots of f. Consequently, the vertical line through −a is to the
left of the intersection of the graph of Tf with the x-axis, and so meets all the
solution curves since Sf ∈ ℘1,1 by Lemma 12.14.
Corollary 12.19. If V : xn 7→ −(x− 1)(2x− 1) · · · ((n − 1)x− 1) then
V : P(−1,0) −→ P(0,1).
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The transformation xn 7→ (x+ 1)(2x+ 1) · · · ((n − 1)x+ 1) maps
P(0,1) −→ P(−1,0).
Proof. We know V : P(−1,0) −→ P by applying the Lemma to T : xn 7→ 〈x〉n. To
see that V has range P(0,1) we consider the intersection of the graph with the
line x = −y. If f =
∑
aix
i and S is as in the Lemma then
S(xn) = (x+ y)(x + 2y) · · · (x + ny)
so (Sf)(x,−x) = a0 + a1x. Since f ∈ Ppos, a0 and a1 are positive, and so the
graph of Vf does meets the line x = −y once in the upper left quadrant.
The homogeneous part of S(f) is x(x+ y)(x+ 2y) · · · (x+ (n− 1)y), so the
graph of S(f) has asymptotes with slopes 1, 1/2, · · · , 1/(n−1), and one vertical
asymptote. For positive y the graph of S(f) consists of n curves starting at the
roots of f. The vertical asymptote begins below y = −x and so meets the line
y = −x. Thus, the other curves lie entirely below y = −x, and consequently
the line x = −1 meets these solution curves beneath the line y = −x, and
hence all the roots of V are in (0, 1).
Replace x by −x for the second statement.
For example, consider Figure 12.7, the graph of Sf, where f(x) is the poly-
nomial (x + .3)3(x + .9)3. The two dots are are at (−.9, 0) and (−.3, 0) which
correspond to the roots of f. Except for the vertical asymptote, the graph of Sf
lies under the line x = −y. The dashed line x = −1 meets the graph in points
whose y coordinates lie in (0, 1).
Figure 12.7: An example for Corollary 12.19
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12.5 Mo¨bius transformations
We use properties of the graph of T∗f(xy) to establish properties of Mo¨bius
transformations acting on linear transformations. We know from Corol-
lary 9.57 that if T maps Ppos to itself then so does T1/z. It is more complicated
when the domain is not Ppos.
The graph of T∗f(xy) is different from the graphs of Figure 12.1 and Fig-
ure 12.4 since there are vertical and horizontal asymptotes. Figure 12.8 is the
graph of T∗(f(xy)) where T(xi) = 〈x + 1〉i and f ∈ Ppos has degree 3.
Figure 12.8: A graph of T∗(f(xy)) where f ∈ Ppos
Lemma 12.20. Let T : Ppos −→ Ppos where T preserves degree, and ci is the leading
coefficient of T(xi). For any positive integer n and f =
∑
aix
i in Ppos(n)
1. (T∗f(xy))(x,β) ∈ Ppos for all β > 0.
2. T∗f(xy) ∈ ℘1,1
3. The vertical asymptotes of T∗f(xy) occur at the roots of T(xn).
4. The horizontal asymptotes are of the form xy = s, where s is a root of
∑
aicix
i.
Proof. The first part follows from
T∗(f(xy))(x,β) =
∑
aiT(x
i)βi =
∑
aiT(β
ixi) = T(f(βx)).
As the coefficient of yn is T(xn) there are vertical asymptotes at the roots of
T(xn). We know that f(xy) ∈ ℘pos1,1 so T∗f(x,y) ∈ ℘pos1,1 . The horizontal asymp-
totes are governed by the termswith equal x and y degrees. The polynomial so
determined is
∑
aicix
iyi, which establishes the last part. Lemma 2.4 shows
that all the ci have the same sign, so s is negative.
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If we assume that f ∈ Palt then Figure 12.8 is reflected around the y axis.
Figure 12.9 shows the hyperbola and the intersection points with the graph
that give the roots in the next lemma.
Corollary 12.21. Let T : Palt −→ Palt where T preserves degree, and ci is the
leading coefficient of T(xi). For any f =
∑
aix
i in Palt such that
∑
ciaix
i is in
P(0,1) the polynomial T1/z(f) is in P
alt.
Proof. As usual let T∗(xiyj) = T(xi)yj. If we define T(xi) = pi then
T1/z(f) =
∑
ai x
i pi(1/x) =
∑
ai
[
T∗(xiyi)(1/x, x)
]
= T∗(f(xy)) (1/x, x)
Thus, the roots of T1/z are found at the intersection of T∗(f(xy)) and the hy-
perbola xy = 1. As long as the solution curves of T∗(f(xy)) go to zero
more rapidly than 1/x then xy = 1 will intersect every solution curve. By
Lemma 12.20 the horizontal asymptotes are of the form xy = s where s is a
root of
∑
ciaix
i. By assumption 0 < s < 1, and hence T1/z(f) has all real
roots.
Figure 12.9: The roots of T1/z(f) for f ∈ Palt
Similarly, we have
Corollary 12.22. Let T : Ppos −→ Ppos where T preserves degree, and ci is the
leading coefficient of T(xi). For any f =
∑
aix
i in Ppos such that
∑
ciaix
i is in
P(−1,0) the polynomial T−1/z(f) is in P
pos.
Here is another consequence of changing signs.
Corollary 12.23. Let T : Ppos −→ Palt where T preserves degree, and ci is the
leading coefficient of T(xi). For any f =
∑
aix
i in Palt such that
∑
ciai(−x)
i is
in P(0,1) the polynomial T1/z(f) is in P
alt.
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Proof. If we let S(x) = T(−x) then S satisfies the hypothesis of Corollary 12.22.
The conclusion follows since S−1/z = T1/z.
We can apply Corollary 12.21 to the monic Laguerre and Charlier polyno-
mials (Corollary 7.47 and Corollary 7.45) since all the ci are 1.
Corollary 12.24. If L˜
(α)
n is the monic Laguerre polynomial then the transformation
xi 7→ L˜i(α; x) REV maps P(0,1) to P.
Corollary 12.25. If Cαn is the Charlier polynomial then the transformation x
i 7→
Cαi
REV maps P(0,1) to P.
In the falling factorial the constant terms of the factors changed. Now we
let the coefficient of x change. Consider the linear transformation
T(xn) = (1 − x)(1 − 2x)(1 − 3x) · · · (1 − nx) (12.5.1)
Lemma 12.26. The linear transformation (12.5.1) maps P(0,1) to P.
Proof. If S(xn) = (x− 1)n then T = S1/z. The result now follows from Corol-
lary 12.19.
Next we consider the Mo¨bius transformation z −→ (1 − z).
Lemma 12.27. Suppose that T : Ppos −→ P, and let f(x) = ∑aixi ∈ Ppos(n).
Define ci to be the leading coefficient of T(x
i). We can conclude that
∑
ai(1 −
x)n−iT(xi) ∈ P if any of the following hold:
1. T(xn) ∈ P(−∞,1) and∑aicixi ∈ P(−∞,−1).
2. T(xn) ∈ P(1,∞) and∑aicixi ∈ P(−1,0).
3. T(xn) ∈ P(−∞,1) and∑aicixi ∈ Palt.
Proof. We need to show that each solution curve of T∗(f) meets the line x +
y = 1. Since T : Ppos −→ P there are solution curves for all positive y. The
asymptotes of T∗(f) are the roots of
∑
aicix
i, and T∗(f)(x, 0) = T(xn) so the
geometry of the solution curves is given in Figure 12.10. It is clear that each
solution curve must meet the line x+ y = 1.
12.6 Partial substitution in several variables
We now generalize ℘1,1 to more variables. In short, we consider polynomials
in two kinds of variables such that if we substitute arbitrary values for all but
one of the x variables, and only non-negative values for all the y variables,
then the resulting polynomial is in P. In more detail,
Definition 12.28. The class ℘d,e consists of all polynomials f(x; y) where x =
(x1, . . . , xd) and y = (y1 . . . ,ye) satisfying
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Figure 12.10: The geometry of the solution curves of Lemma 12.27
1. The total degree equals the degree of each variable.
2. The homogeneous part fH is in Pd+e.
3. f(x;β) ∈ Pd where all β = (β1, . . . ,βe) are non-negative.
We define ℘d,e to be the set of all polynomials that are the limit of polynomials
in ℘d,e. The set of all polynomials in ℘d,e with all positive coefficients is ℘
pos
d,e .
Notice that ℘
pos
d,0 consists of polynomials in Pd with all non-negative coef-
ficients, and is exactly P
pos
d+e. We have the inclusions
P
pos
d+e =
℘pos
d+e,0 ⊆ ℘posd+e−1,1 ⊆ · · · ⊆ ℘pos1,d+e−1
.
If d, e > 1 then substitution of positive values determines two maps
℘pos
d,e −→ ℘posd−1,e (substituting for an x value)
℘pos
d,e −→ ℘posd,e−1 (substituting for a y value)
℘
d,e and ℘
pos
d,e are closed under multiplication. We can not define inter-
lacing in ℘
pos
d,e as closed under all linear combinations, since we don’t allow
negative coefficients. If f, g ∈ ℘posd,e we define f +∼ g to mean that f+αg ∈ ℘posd,e
for all non-negative α. For example, if ℓ is linear and in ℘
pos
d,e , and f ∈ ℘posd,e ,
then ℓf
+
∼ f.
A linear polynomial c+
∑
aixi+
∑
biyi is in℘d,e if and only if it is in Pd+e.
The quadratic case is muchmore interesting, and is considered in Section 12.7.
It is easy to construct polynomials in ℘d,e by generalizing the inductive
construction of Lemma 12.4. The proof is straightforward and omitted.
Lemma 12.29. Suppose that ai,bi,di, ei are vectors of positive constants for i > 0,
and that ci can be be positive or negative. If
fn(x; y) = (an · x+ bn · y + cn)fn−1(x; y) − (dn · y+ en)fn−2(x; y)
f0(x; y) = 1 f1(x; y) = a1 · x+ b1 · y + c1
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then fn(x; y) ∈ ℘d,e for n = 0, 1, . . . .
12.7 Quadratic forms
Our goal in this section is to determine conditions for the quadratic form(
x y
)
Q
(
x y
)t
to belong to ℘d,e. We first consider the case when d = 1,
and then when e = 1.
A matrix Q is called copositive if xQxt > 0 for every vector x with all non-
negative entries. Unlike positive definite matrices, there is no good character-
ization of copositive matrices.
Lemma 12.30. Suppose that Q = ( a vvt C ), where C is symmetric and a is positive.
The quadratic form f(x; y) = (x, y)Q(x, y)t has all real roots for all non-negative y
if the matrix vtv− aC is copositive.
Proof. Expanding the quadratic form yields
(x, y)
(
a v
vt C
)(
x
yt
)
= ax2 + x(yvt + vyt) + yCyt
Since yvt = vyt, the discriminant of the equation is y(vtv− aC)yt.
Lemma 12.31. Suppose that Q =
(
A u
ut c
)
where all entries are positive, A
is a d by d symmetric matrix, and c is a scalar. The quadratic form f(x;y) =(
x y
)
Q
(
x y
)t
is in ℘d,1 iff Q is negative subdefinite.
Proof. If Q is negative subdefinite then f(x,y) ∈ Pd+1, and since all terms are
positive it is in ℘d,1.
For the converse, we only need to show that f(x;y) ∈ Pd+1, since this
implies thatQ is negative subdefinite. Since all entries ofQ are positive, f(x,y)
satisfies the degree condition. Since f(x,y)H = f(x,y), it suffices to show that
f(x,y) satisfies substitution for any choice of values for x and y. By hypothesis,
f(x, 1) ∈ Pd. Now since f(x; z) = z2f( xz , 1) and f( xz ; 1) satisfies substitution, it
follows that f(x; z) satisfies substitution.
Proposition 12.32. Suppose thatQ =
(
A u
ut C
)
where all entries are positive,A is
a d by d symmetric matrix, and C is an e by e symmetric matrix. The quadratic form
(
x y
)
Q
(
xt
yt
)
is in ℘d,e iff the two conditions are met:
1. A is negative subdefinite.
2. uA−1ut − C is copositive.
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Proof. If the quadratic form is in ℘d,e then substituting y = 0 shows that
xAxt ∈ Pd, so A is negative subdefinite.
If we substitute non-negative values β for y, expand and regroup the
quadratic form, we get(
x β
)(A u
ut C
)(
x
β
)
= xAxt + βutxt + xuβt + βCβt
=
(
x 1
)( A uβt
βut βCβt
)(
x
1
)
(12.7.1)
By Lemma 12.31, f(x, z) is in Pd+1 iff
(
A uβt
βut βCβt
)
is negative subdefinite. By
Lemma 10.78 this is the case iff
0 6 (uβt)(A−1)(βut) − (βCβt) = β(uA−1ut − C)βt
which finishes the proof.
Remark 12.33. Here is an alternative derivation in the case thatA is 2 by 2. We
only need to determine when the quadratic form satisfies substitution. This
will be the case iff the discriminant, with respect to the variable x1, is positive.
This discriminant is a quadratic form, and its discriminant, with respect to x2,
equals
a |A| y(uA−1ut − C)y
The condition that this is non-positive is equivalent to the positivity condition
since A is negative subdefinite, and therefore |A| is negative.
Remark 12.34. Let’s work out an example in light of this theory. We start with
g(x;y) = x2 + 2xy+ y2 + 4x+ 3y+ 2
and the homogenized form is
G(x;y, z) = x2 + 2xy+ y2 + 4xz+ 3yz+ 2z2
= (x,y, z)
(
1 1 2
1 1 3/2
2 3/2 2
)
(x,y, z)t
To show that this is in ℘1,2 we note A = (1), u = (1, 2), C =
(
1 3/2
3/2 2
)
uA−1ut − C =
(
1 2
2 4
)
−
(
1 3/2
3/2 2
)
=
(
0 1/2
1/2 2
)
which is copositive. Substituting z = 1 shows g(x;y) ∈ ℘1,1.
Remark 12.35. A quadratic form in ℘1,1 is in P2. To see this, letQ =
(
a b
b c
)
, and
assume (x y)Q(x y)t ∈ ℘1,1. Applying Proposition 12.32 we see that b2/a−c >
0 or equivalently
∣∣ a b
b c
∣∣ < 0, and henceQ is negative subdefinite. The example
in the previous remark is a quadratic polynomial in ℘1,1\P2, but it comes from
a quadratic from three variables.
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Lemma 12.36. x1y1 + · · ·xdyd ∈ ℘d,d
Proof. We will give the computations for d = 2, and describe the general con-
struction. If we define
Qǫ =

ǫ3 ǫ 1 ǫ
ǫ ǫ3 ǫ 1
1 ǫ α α
ǫ 1 α α

then (x1, x2,y1,y2)Qǫ(x1, x2,y1,y2)
t converges to x1y1 + x2y2. It suffices to
show that uǫAǫuǫ has positive entries, for we just choose α small enough so
that uǫAǫuǫ − Cα is positive.
uǫA
−1
e uǫ =
(
1 ǫ
ǫ 1
)(
ǫ3 ǫ
ǫ ǫ3
)−1(
1 ǫ
ǫ 1
)
=
1
ǫ(1 + ǫ)(1 + ǫ2)
(
2 + ǫ+ ǫ2 1 + ǫ+ 2ǫ2
1 + ǫ+ 2ǫ2 2 + ǫ+ ǫ2
)
In general, we define J(a,b) to be the d by dmatrix whose diagonal is a, and
remaining elements are b. We let Aǫ = J(ǫ, ǫ
3), Uǫ = J(1, ǫ) and Cǫ = J(α,α).
With some work it can be verified that UǫA
−1
e Uǫ has all positive entries.
Note that this gives an element of ℘2,2 that is not in P4. If it were, we could
substitute x2 = y2 = 1, but x1y1 + 1 is not in P2.
Remark 12.37. We can construct polynomials of higher degree in ℘1,1 by mul-
tiplying quadratics. For instance,
(
1 1 1
1 1 ǫ
1 ǫ c
)
satisfies the conditions of Proposi-
tion 12.32 for 0 < c < 1. If we choose 0 < ci < 1 and let ǫ −→ 0+, then the
following polynomial is in ℘1,1:∏
i
(x2 + 2xy+ y2 + 2x+ ci)
CHAPTER
13
-
The analytic closure of Pd
P̂d is the closure of Pd under uniform convergence on compact domains. The
uniform closure of P
pos
d is P̂
pos
d. Many results about these closures follow
by taking limits of results about polynomials. For instance, we can conclude
from Lemma 9.32 that if f(x,y) ∈ P̂2 then f(x, x) ∈ P̂2. Similarly, we can also
extend definitions from polynomials to these closures. As an example, we say
that f, g ∈ P̂d interlace if f + αg ∈ P̂d for all real α.
13.1 The analytic closure
The properties of P̂d are similar to those of P̂ , except that we do not have a
characterization of the members as we do in one variable. To start off,
Lemma 13.1. P̂d consists of analytic functions whose domain is Cd.
Proof. If f(x) is in P̂d then it is a limit of polynomials fn(x) in Pd. If we choose
a ∈ Rd then f(xai) is the uniform limit of polynomials fn(xai) in P and hence
f(xai) is analytic. Consequently, f is analytic in each variable separately, and so
we can apply Hartog’s Theorem [83] to conclude that f(x) is analytic.
From Section 11.5 we know that P̂e ⊂ P̂d if e < d, and P̂pos ⊂ P̂pos2. The
most important non-polynomial function in P̂ is ex. Thus ex is in all P̂d. There
is another exponential function that is in P̂d.
Lemma 13.2. If d > 2 then e−xy is in P̂d. Also, e
xy 6∈ P̂d.
Proof. From Corollary 11.7 we know that n − xy is in P2. Writing e
−xy as a
limit
e−xy = lim
n→∞n−n (n − xy)n (13.1.1)
it follows that all the factors of the product are in P2, and hence e
−xy is in P̂2.
If exy ∈ P̂2 then substituting x = y yields ex2 ∈ P̂ which is false.
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Since f(x,y) = e−xy is in P̂pos2 we can apply Lemma 11.4 to find that
f(x, x) = e−x
2
is in P̂ , as we saw earlier. Since P̂ ⊂ P̂posd we see e−x2 is in
P̂posd. We can combine these members of P̂
pos
d to conclude
Proposition 13.3. If H is a d by d matrix with non-negative entries then e−xHx
t
is
in P̂posd.
Proof. It suffices to show that e−
∑
aijxixj is in P̂posd for all non-negative aij.
Since
e−
∑
aijxixj =
∏
e−aijxixj
and all the factors of the product are in P̂posd it follows that the product itself
is in P̂posd, and so is the left hand side.
The non-negativity of the coefficients of H is important. For instance, if
H = (−1) then e−xHx = ex
2
and this is not in P̂ by (5.2.2).
Remark 13.4. We can easily construct functions in P̂2. If
∑
|ai| < ∞ then
the infinite product
∏∞
i=1(1 + aiz) is an entire function. Suppose we choose
sequences of positive real numbers {ai}, {bi} so that
∑
ai and
∑
bi are finite.
The product
f(x,y) =
∞∏
1
(1 + aix + biy)
is an entire function since∑
|aix + biy| 6 |x|
∑
|ai|+ |y|
∑
|bi| <∞
Since f is the limit of the partial products which are in P2, f(x,y) is in P̂2.
Example 13.5. We will show that sin(x) + y cos(x) ∈ P̂2, which is an exam-
ple of a member of P̂2 that is not a product. We start with the two product
approximations to sin and cos:
fn(x) = x
n∏
k=1
(
1 −
x2
k2π2
)
gn(x) =
n∏
k=0
(
1 −
4x2
(2k+ 1)2π2
)
and notice that fn+1⋖ gn. Lemma 11.28 implies that fn+1(x) + ygn(x) ∈ P2.
Taking the limit, we find that sin(x) + y cos(x) ∈ P̂2.
The same limit argument used in Lemma 13.2 can be applied to Corol-
lary 9.93:
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Lemma 13.6. If f ∈ P̂pos and g ∈ Pd then f(−∂x ∂y)g ∈ Pd.
This has a very important corollary:
Corollary 13.7. If f ∈ Pd then e−∂x1 ∂x2 f ∈ Pd. More generally,
e−∂x·∂y : P2d −→ P2d.
Proof. Since e−xy ∈ P̂2 we can apply limits to Lemma 13.6. The second part
follows from
e−∂x·∂y = e−∂x1∂y1 · · · e−∂xd∂yd
Corollary 13.8. The map xk 7→ Lk(xy) maps Ppos −→ P2.
Proof. From (7.10.3) the following diagram commutes
xn
exp
Ln(xy)
e−∂x∂y
xn
n! x7→−xy
xn(−y)n
n!
and consequently this commutes:
Ppos
exp
xn 7→Ln(xy)
P2
e−∂x∂y
Ppos
x7→−xy P2
Lemma 13.6 has another important consequence:
Theorem 13.9. If f =
∑
aijx
iyj in P
pos
2 then the diagonal polynomials diag(f) =∑
aiix
i and diag1(f) =
∑
aii i! x
i are in Ppos.
Proof. Since f is in P
pos
2 (n) the homogenization F =
∑
aijx
iyjzn−i−j is in
P3. The linear transformation g 7→ e−∂x∂yg maps P2 to itself, and by Theo-
rem 10.21 it extends to a linear transformation mapping P3 to itself. We com-
pute
e−∂x∂yF = e−∂x∂y
∑
i,j
aijx
iyjzn−i−j
=
∑
i,j,k
aij
(−1)k
k!
(
∂
∂x
)k(
∂
∂y
)k
xiyjzn−i−j
=
∑
i,j,k
aij
(−1)k
k!
(i)k(j)kx
i−kyj−kzn−i−j (13.1.2)
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Substituting x = y = 0 gives a polynomial in P
e−∂x∂yF
∣∣
x=y=0
=
∑
k
akk(−1)
kk!zn−2k
The reverse of this last polynomial is in P, so
∑
akk(−1)
kk!z2k is in P. Now
all akk are positive since f ∈ Ppos2 , and so
∑
akk(−1)
kk!xk is in P. Replacing x
by −x, and an application of the exponential map shows that
∑
aiix
i is also
in P.
A similar proof establishes a similar result in higher dimensions, but we
are not able to eliminate the negative factors.
Lemma 13.10. If f(x,y, z) =
∑
fij(x)y
izj is in Pd+2(n) then∑
(−1)kk! fkk(x) and
∑
(−1)k fkk(x) are in Pd.
Proof. We follow the proof above and apply the operator e−∂y∂z , but we do
not need to homogenize. For the second part, apply the first part to exp(f)
where the exponential map operates on the y variable.
Remark 13.11. Here is an alternative proof that the Hadamard product maps
Ppos × Ppos −→ Ppos. It does not show that the domain could be enlarged to
P × Ppos.
If f, g ∈ Ppos then f(x)g(y) ∈ Ppos2 . Applying Theorem 13.9 shows that
the diagonal of f(x)g(y) is in Ppos. But the diagonal is Hadamard product: if
f(x) =
∑
aix
i, g(y) =
∑
biy
i then the diagonal of
∑
aibjx
iyj is
∑
aibix
i.
Corollary 13.12. If
∑
fi(x)y
i and
∑
gi(x)y
i are both in Pd+1 then∑
(−1)ifi(x)gi(x) ∈ Pd
Proof. The product
(∑
fi(x)y
i
) (∑
gi(x)z
i
)
is in Pd+2. Now apply
Lemma 13.10.
This is false without the factor (−1)i. Just take f = g; the sum
∑
fI(x)gI(x)
is positive if the constant term of f is non-zero. We note some similar results:
Corollary 13.13. If f =
∑
aijx
iyj is in P
pos
2 then for any non-negative integers r, s
the polynomial ∑
i
ai+r,i+s
(i+ r)!(j+ s)!
r!s!i!
xi ∈ P
Proof. Instead of substituting x = y = 0 in (13.1.2) take the coefficient of xrys
and apply a similar argument.
Corollary 13.14. If f =
∑
aijx
iyj is in P
pos
2 (n) then define
sk(x) =
∑
i−j=k
ai,jx
i
For −n < k < n we have that sk ∈ P, and sk, sk−1 have a common interlacing. The
map xk 7→ sk sends Ppos(n) to itself.
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Proof. For any positive α the polynomial g = (xk+αxk−1)f is in the closure of
P
pos
2 , and diagg = sk+αsk−1. By Proposition 1.35 sk and sk−1 have a common
interlacing. If h =
∑
bky
k is in Ppos(n) then h(y) is in the closure of P
pos
2 (n),
and the following calculations show that T(h) is in P.
diagh(y)f(x,y) = diag
∑
i,j,k
bkaijx
iyj+k
=
∑
k
bk diag
∑
i,j
aijx
iyj+k
=
∑
k
bk
∑
i=j+k
aijx
i
=
∑
bksk = T(h)
Corollary 13.15. For any n these polynomials have all real roots:
∑
i
(
n
i, i
)
xi
∑
i
xi
i!(n − 2i)!
Proof. The two polynomials in question are the diagonal polynomials of a
polynomial in P2, namely (x+ y+ 1)
n.
Remark 13.16. Here’s a variation on the even part (§ 6.7.15). If f =
∑
aix
i is in
Palt then f(x+y) is in P
pos
2 . Now diag(x+y)
k is either 0 if k is odd, or
(
2m
m
)
xm
if k = 2m is even. Consequently, diag1 f(x+ y) =
∑ (2i)!
i! a2ix
i is in P.
In the remark we considered f(x+y). If we consider f( (x+1)(y+1) ) then
we get a quite different transformation:
Corollary 13.17. The linear transformation xr 7→∑i (ri)2xi maps Palt to itself.
Proof. If f ∈ Palt then f(xy) ∈ P2, and so after substituting we have that
f( (x + 1)(y+ 1) ) ∈ P2. If we write f =
∑
aix
i then
f( (x + 1)(y+ 1) ) =
∑
i
ai(x + 1)
i(y+ 1)i
diag f( (x + 1)(y+ 1) ) =
∑
i
ai
∑
j
(
i
j
)2
xj
which establishes the result.
In § 1.1.16 we saw that the partial sums of the function ex in P̂ do not have
all real roots, but adding another factorial lands in P.
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Lemma 13.18. If f =
∑
ai
xi
i!
is in P̂ then for any n the polynomial
n∑
i=0
(
n
i
)
ai x
i = n!
n∑
i=0
ai
i!(n− i)!
xi has all real roots.
Proof. The operator f(∂x) maps P2 to itself, so consider
f(∂x)(x + y)
n
∣∣∣
x=0
=
∑
i,j
aiy
n−j
(
n
j
)
Dixj
∣∣∣
x=0
=
∑
k
ak y
n−k
(
n
k
)
Taking the reverse establishes the lemma.
We can take limits of the Hadamard product to conclude from Theo-
rem 9.87
Corollary 13.19. If f ∈ P̂pos and g ∈ P̂ then EXP−1f ∗ g is in P̂ .
Here’s a representation of P̂ as the image of one exponential.
Lemma 13.20.
P̂ = {T(ex) | T : Ppos −→ P} (13.1.3)
P̂pos = {T(ex) | T : Ppos −→ Ppos} (13.1.4)
Proof. Since T : Ppos −→ P extends to T : P̂pos −→ P̂ , we know that T(ex) ∈ P̂ .
Conversely, choose f ∈ P̂ and define
Tf(g) = f ∗ ′ g = f ∗ EXP−1(g)
We know that Tf : P̂
pos −→ P̂ . Since Tf(ex) = f, we have equality. The second
case is similar.
Unlike P, factors of elements in P̂2 aren’t necessarily in P̂2. A simple ex-
ample is x = (exy) (xe−xy). Note that xe−xy ∈ P̂2, yet exy 6∈ P̂2. However, we
do have
Lemma 13.21. If f(x,y)e−xy ∈ P̂2, then f(x,α) and f(α, x) are in P̂ for any choice
of α ∈ R.
Proof. If f(x,y)e−xy ∈ P̂2, then f(x,α)e−αx ∈ P̂ . Since eαx ∈ P̂ it follows that
f(x,α) ∈ P̂ .
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13.2 Differential operators
If we substitute derivatives for some variables, the result maps Pd to itself.
This generalization of the corresponding property for f(D) acting on P has
many important uses.
Lemma 13.22. If f(x) ∈ Pd then f(−∂x) : Pd −→ Pd.
Proof. Since e−∂x∂y maps P2d to itself the lemma follows from the identity
e−∂x∂y g(x) f(y)
∣∣∣∣
y=0
= f(−∂x)g(x).
By linearity we only need to check it for monomials:
e−∂x∂yxIyJ
∣∣∣∣
y=0
=
(−∂x)
J
J!
xI · (∂y)JyJ
∣∣∣∣
y=0
= (−∂x)
JxI
We use the curious equality below to derive a corollary due to Sokal and
Lieb [115].
Lemma 13.23. If f(x,y) is any polynomial then
f(x,y− ∂x) = e
−∂x∂yf(x,y)
Proof. By linearity we may assume that f(x,y) = xsyr. The left hand side is
(y− ∂x)
rxs =
r∑
i=0
yr−i
(
r
i
)
(−1)i∂ixx
s
=
r∑
i=0
yr−ixs−i
(−1)i
i!
r!
(r − i)!
s!
(s − i)!
=
∞∑
i=0
(−∂x∂y)
i
i!
xsyr
which is exactly the right hand side.
Corollary 13.24. If f(x, y) ∈ P2d then
1. f(x, y− ∂x) ∈ P2d.
2. f(x,−∂x) ∈ Pd.
Proof. If we iterate Lemma 13.23 we get
f(x1,y1 − ∂x1, . . . , xd,yd − ∂xd) = e
−∂x1∂y2 · · · e−∂xd∂ydf(x, y)
The first part now follows from Corollary 13.7. If we set y = 0 we get the
second part.
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If we substitute ∂xi for xi then the result is much easier to prove.
Lemma 13.25. If f =
∑
f(x1, . . . , xd−1)x
k
d is in Pd and f(0) 6= 0 then the linear
transformation g 7→∑ fk(x1, . . . , xd−1) ∂k∂xkd (g) maps Pd to itself.
Proof. The homogeneous part of T(g) is f(0)gH, so T satisfies the homogeneity
condition. If we choose a1, . . . ,ad−1 ∈ R then
T(g)(a1, . . . ,ad−1, xd) = f(a1, . . . ,ad−1, ∂xd)g(a1, . . . ,ad−1, xd)
and this is in P since f(a1, . . . ,ad−1, x) and g(a1, . . . ,ad−1, x) are in P.
Next is a Hadamard product result.
Lemma 13.26. If
∑
fI(x)y
I and
∑
gI(x)y
I are in P2d then∑
I
(−1)I I! fI(x)gI(x) ∈ Pd
Proof. A calculation shows:(∑
fI(x)(−∂y)
I
)(∑
gI(x)y
I
)∣∣∣∣
y=0
=
∑
I
(−1)I I! fI(x)gI(x)
Lemma 13.27. IfQ = (qij) is a symmetric d by d matrix, then e
−xQxt ∈ P̂d if and
only if all elements of Q are non-negtive.
Proof. If all elements are non-negative then it is easy to see that e−xQx
t ∈ P̂d.
Since α− xy ∈ P2 for α > 0, compute
e−(ax
2+2bxy+cy2)(∂x, ∂y) (α− xy) = α− xy+ 2b
Since this is in P2, it follows that α+ 2b > 0 and so b is non-negative.
13.3 Limits and transformations
If f and g are entire functions and T is a linear transformation then we define
f(T)g to be the formal series
∞∑
i=0
∞∑
j=0
aibjT
i(xj) (13.3.1)
where f =
∑∞
0 aix
i and g =
∑∞
0 bix
i. This is only a formal sum since there
is no apriori reason why f(T)g should exist. For a full discussion of the com-
plexities when T = aD + xD2 see [106].
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We are interested in the case where f, g ∈ P̂ and T : P −→ P. We assume
that fn → f and gn → g where convergence is uniform convergence on com-
pact subsets. The problem is then to determine when
lim
n→∞ fn(T)gn exists and equals f(T)g.
The simplest case is when all limits involve polynomials.
Lemma 13.28. If
1. T decreases degree.
2. h(T) : P −→ P for all h ∈ P.
3. f ∈ P̂
then f(T) : P −→ P.
Proof. If fn → g and g ∈ P(m) then both fn(T)g and f(T)g are polynomials
since Tk(g) = 0 for k > m. Since the coefficients of fn converge to the co-
efficients of f we see that fn(T)g → f(T)g. By hypothesis all fn(T)g ∈ P, so
f(T)g ∈ P.
Example 13.29. For example, since f(D) maps P to itself it follows that eD :
P −→ P. Of course, this is trivial since eDf(x) = f(x + 1), but the same argu-
ment applies to e−∂x∂y (see Corollary 13.7).
In order to work with entire functions we recall Montel’s theorem:
Any locally bounded sequence of holomorphic functions fn de-
fined on an open set D has a subsequence which converges uni-
formly on compact subsets to a holomorphic function f.
It follows that if T is an operator that takes bounded sequences to bounded
sequences and if fn −→ f then Tfn −→ Tf. For instance, the k’th derivative is
a bounded operator by Cauchy’s integral formula:
f(k)(a) =
k!
2πı
∮
C
f(z)
(z − a)k+1
dz
where C is a small circle centered at a. More generally, if f(x,y) =
∑
fi(x)y
i
is a polynomial in two variables then the operator
T : g 7→
∑
fi(x)D
ig
is a bounded operator since it is a sum of products of locally bounded func-
tions fi times bounded operators. We therefore have
Lemma 13.30. If T is a differential operator as above then limn→∞ T(1 − xyn )n
exists, equals T(e−xy), and is an entire function.
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In order to prove that sequences are uniformly bounded we use the
bounds on the size of a polynomial.
Lemma 13.31. Suppose that T is a linear transformation and
1. T∗ : P2 −→ P2
2. T(1) ∈ R \ 0 and f(0) 6= 0.
3. fn → f in P̂2 where fn ∈ P2.
then T∗(fn) −→ T∗(f).
Proof. Write fn =
∑
i Fn,i(x)y
i and f =
∑
i Fi(x)y
i. Now Tfn =
∑
T(Fn,i)y
i is
in P2 by hypothesis, so for any α ∈ R we have (T fn)(α,y) ∈ P and therefore
we can apply Lemma 4.16:
sup
|y|6r
(T fn)(α,y) 6 T(Fn,0) exp
(
r
T Fn,1(α)
T(Fn,0)
+ 2r2
(T Fn,1(α) )
2
(TFn,0)2
+ r2
T Fn,2(α)
T(Fn,0)
)
If we define
a = inf
n
T(Fn,0) A = sup
n
T(Fn,0)
Br = sup
n,|α|6r
T(Fn,1(α)) Cr = sup
n,|α|6r
T(Fn,2(α))
then A,Br,Cr are finite and a is non-zero by hypothesis so
sup
|α|6r,|y|6r
(T fn)(α,y) 6 A exp
(
r
B
a
+ 2r2
B2
a2
+ r2
C
a
)
Thus T(fn) is uniformly bounded and therefore converges to T(f).
13.4 Totally positive functions
We raise some questions about totally positive functions and P
pos
2 .
Definition 13.32. A function f(x,y) is strictly totally positive if for every posi-
tive integer n and sequences x1 < x2 < · · · < xn and y1 < y2 < · · · < yn the
determinant ∣∣∣∣∣∣∣∣∣∣
f(x1,y1) f(x1,y2) . . . f(x1,yn)
f(x2,y1)
...
...
f(xn,y1) . . . f(xn,yn)
∣∣∣∣∣∣∣∣∣∣
(13.4.1)
is positive. If the sequences {xi} and {yi} are restricted to positive values then
we say that f(x,y) is a strictly totally positive function on R2+.
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If we take n = 1 we see that a necessary condition for f(x,y) to be strictly
totally positive on R2+ is that f(x,y) is positive for x and y positive. A natural
question (106) is to determine conditions on polynomials g(x,y) so that 1/g is
strictly totally positive on R2+.
We know three functions for which this holds. It is well known that exy is
strictly totally positive, and exy is of the form 1/g where g = e−xy ∈ P̂2. The
simplest function in P
pos
2 is x + y; this is strictly totally positive on R
2
+. That
this is so follows from a famous evaluation. Recall Cauchy’s double alternant:
det
16i,j6n
(
1
xi + yj
)
=
∏
16i<j6n
(xi − xj)(yi − yj)∏
16i,j6n
(xi + yj)
The numerator is positive for any pair of strictly increasing sequences; the
denominator is positive since all xi and yj are positive.
For the last example, there is a quadratic analog (13.4.2) of Cauchy’s for-
mula due to Borchardt[159] where perm is the permanent. Since the perma-
nent of a matrix with all positive entries is positive, it follows that (x+ y)−2 is
strictly totally positive on R2+.
det
16i,j6n
(
1
(xi + yj)2
)
= det
16i,j6n
(
1
xi + yj
)
perm
16i,j6n
(
1
xi + yj
)
(13.4.2)
If h(x) is any function that is positive for positive x, and f(x,y) is totally
positive on R2+ then h(x)f(x,y) is strictly totally positive on R
2
+. This follows
from simple properties of the determinant:
det
16i,j6n
(
h(xi)f(xi,yj)
)
= h(x1) · · ·h(xn) det
16i,j6n
(
f(xi,yj
)
> 0
Consequently, if g ∈ P̂2 satisfies the property that 1/g is strictly totally
positive on R2+ then so does e
−x2g.
It is not true that 1/g is positive semi-definite if g ∈ Ppos2 - see [12].
We need a few properties of positive definite matrices [95].
Definition 13.33. LetA,B beHermitianmatrices. WewriteB ≺ A if thematrix
A − B is positive definite. If A − B is positive semidefinite we write B  A.
The relationmakes the set of all Hermitian matrices into a partially ordered
set.
Here are some properties of ≺ that we will use.
1. A ≺ B implies det(A) < det(B).
2. A ≺ B implies B−1 ≺ A−1.
3. A ≺ B and C positive definite implies A+ C ≺ B+ C.
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4. A ≺ B and C positive definite implies CAC ≺ CBC.
If f(x) is a positive definite matrix for all x in an interval on the real line,
then we say that f is increasing if a < b implies f(a) ≺ f(b). f is decreasing if −f
is increasing.
Lemma 13.34. If A and B are positive definite matrices, and 0 < x1 < x2, 0 < y1 <
y2 then ∣∣∣∣∣∣∣
1
|I+ x1A+ y1B|
1
|I+ x2A + y1B|
1
|I+ x1A+ y2B|
1
|I+ x2A + y2B|
∣∣∣∣∣∣∣ > 0
Proof. If we let C = x2A, D = y2B, x = x1/x2, y = y1/y2 then 0 < x,y < 1 and
C,D are positive definite. We need to show that∣∣∣∣∣∣∣
1
|I+ xC+ yD|
1
|I+ C+ yD|
1
|I+ xC+D|
1
|I+ C+D|
∣∣∣∣∣∣∣ > 0
Since all the matrices are positive definite the determinants of positive linear
combinations are positive. Thus we need to show that 1
|I+ xC+D||I+ C+ yD| > |I+ xC+ yD||I+ C+D|
which is equivalent to
|I+ xC+ yD|
|I+ xC+D|
<
|I+ C+ yD|
|I+ C+D|
If we denote the left hand side by F(x) then we will show that F(x) is an in-
creasing function.
I+ xC+D is increasing
(I + xC+D)−1 is decreasing
D1/2(I+ xC+D)−1D1/2 is decreasing
(y− 1)D1/2(I+ xC+D)−1D1/2 is increasing
I+ (y− 1)D1/2(I+ xC+D)−1D1/2 is increasing
The determinant of the last expression is F(x) - this follows from the identity
|(αA+ B)B−1| = |I+ αA1/2B−1A1/2|
1Thanks to Han Engler for this argument.
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13.5 Hermite polynomials
We use generating functions to define Hermite polynomials in d variables.
The main result is that they are in Pd.
Let S be a n × n Hermitian matrix, y = (y1, . . . ,yn) and x = (x1, . . . , xn).
The Hermite polynomials determined by S are defined to be the coefficients
of the exponential generating function
fS(x, y) = exp (−ySy
∗ − 2ySx∗) =
∑
I
HI(x)
(−y)I
I!
(13.5.1)
where I = (i1, . . . , in), I! = i1! · · · in!, yI = yi11 · · ·yinn , and z∗ is the conjugate
transpose of z. The factor 2ySx∗ has a negative sign, so we can use Proposi-
tion 13.3 to conclude that fS ∈ P̂2d.
If we take n = 1 and S = (1) then the exponential is e−y
2
1−2x1y1 which is
exactly the generating function of the one variable Hermite polynomials.
If we multiply (13.5.1) by exp(−xSxt ) then
exp(−xSxt )
∑
HI
(−y)I
I!
= exp(−(y + x)S(y + x)t ).
We use this to derive the Rodrigues’ formula for the Hermite polynomials.
The Taylor series of g(x) asserts
g(x+ y) =
∑
I
(
∂
∂x
)I
g(x)
yI
I!
so if we choose g(x) = exp(−xSxt) then
exp(−(y + x)S(y+ x)t) =
∑( ∂
∂x
)I
e−xSx
t yI
I!
=
∑
e−xSx
t
HI(x)
(−y)I
I!
.
Equating coefficients of y yields the Rodrigues’ formula
HI(x) = (−1)
|I| exSx
t
(
∂
∂x
)I
e−xSx
t
.
If we rewrite this as
e−xSx
t
HI(x) = (−1)
|I|
(
∂
∂x
)I
e−xSx
t
then it follows that HI(x) satisfies substitution.
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In order to show that HI is in Pn it suffices to determine the homogeneous
part of HI, and we use the Rodrigues formula for that. We first note that if ei
is the coordinate vector with a 1 in the i-th place, and 0 elsewhere then
∂
∂xi
xSxt = (eiS+ Se
t
i)x.
Consequently, if we differentiate g(x) exp(−xSxt)where g is some polynomial
then
∂
∂xi
g(x) exp(−xSxt) = k(x) exp(−xSxt)
where k(x) is a polynomial, and moreover
k(x)H = ( (eiS+ Se
t
i)x )g(x)
H.
Upon writing
(
∂
∂xi
)I
exp(−xSxt) = j(x) exp(−xSxt)
we conclude that the homogeneous part of j is
j(x)H =
∏
( (eiS+ Se
t
i)x ).
By assumption all coefficients of S are positive, so all the coefficients of jH
are positive, and by the above it follows that the homogeneous part of HI has
all positive coefficients. This proves
Theorem 13.35. If S is a symmetric matrix with all positive coefficients then the
Hermite polynomials determined by (13.5.1) are in Pd.
13.6 Hermite polynomials in two variables
The results of this section exist simply to explain properties that can be ob-
served in a particular graph of a Hermite polynomial in two variables. If we
take Q =
(
1 3
3 2
)
and I = (2, 3) then
H2,3 = −16
(
108 x− 207 x3 + 54 x5 + 114y− 876 x2 y+ 432 x4 y− 990 x y2
+ 1206 x3 y2 − 332y3 + 1420 x2 y3 + 744 x y4 + 144y5
)
The homogeneous part factors into −32 (3 + x)2 (2 + 3 x)3, which explains the
asymptotes in Figure 13.1. The rest of the graph of H2,3 is quite surprising:
The following result shows that all the Hi,j are in P
gen
2 , but doesn’t explain
the striking regularity.
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Figure 13.1: The graph of H2,3
Lemma 13.36. If S is not a diagonal matrix then Hi,j ∈ Pgen2 .
Proof. Let S =
(
a b
b c
)
where b 6= 0, and set Q = ax2 + 2bxy + cy2. Suppose
that Hi,j has intersecting solution curves. If so, then Hi,j and
∂
∂x
Hi,j have a
common zero. Now since
∂
∂x
Hij =
∂
∂x
(
eQ ∂ix ∂
j
y e
−Q
)
= eQ ∂i+1x ∂
j
y e
−Q +Qxe
Q ∂ix ∂
j
y e
Q
= Hi+1,j +QxHij
it follows thatHi,j andHi+1,j have a common zero. Since e
Q has no zeros, both
∂ix ∂
j
y eQ and ∂
i+1
x ∂
j
y eQ have a common root. Since ∂
i
x ∂
j
y eQ ⋖∂i+1x ∂
j
y eQ , we
conclude from Corollary 9.42 that ∂i−1x ∂
j
y eQ and ∂ix ∂
j
y eQ have a common
root. Continuing, we see ∂jy eQ and ∂x ∂
j
y eQ have a common root. Eliminating
derivatives of y, we conclude that ∂y eQ and ∂x ∂y eQ have a common root.
Because H1,0 = −2bx− 2cy, we can solve for x and substitute into
H1,1 = 2
(
−b+ 2ab x2 + 2b2 x y+ 2a c x y+ 2b cy2
)
which yields −2b. Since b 6= 0, there are no common roots.
We follow Nunemacher in finding the exact equations of the asymptotes.
Let
Q = ax2 + 2bxy+ cy2
Hn,m(x,y) = −e
ax2+2bxy+cy2
(
∂
∂x
)n (
∂
∂y
)m
e−(ax
2+2bxy+cy2)
Hn,m+1 = −2(bx+ cy)Hn,m + ∂yHn,m
Hn+1,m = −2(ax+ by)Hn,m + ∂xHn,m
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From the recursions it easily follows that the homogeneous part ofHn,m is
(−2)n+m(ax+ by)n(bx + cy)m. Consequently, there are n asymptotes in one
direction, andm in another. We proceed to find the precise equations of these
asymptotes. It’s easy to see that we can write
Hn,m = (ax+ by)
nQn,m(x,y) + (ax+ by)
n−2Qn−2,m(x,y) + · · ·
Hn,m+1 = (ax+ by)
nQn,m+1(x,y) + (ax+ by)
n−2Qn−2,m+1(x,y) + · · ·
= −2(bx+ cy)
[
(ax+ by)nQn,m(x,y) + (ax+ by)
n−2Qn−2,m(x,y) + · · ·
]
+ ∂y
[
(ax+ by)nQn,m(x,y) + (ax+ by)
n−2Qn−2,m(x,y) + · · ·
]
Now when we substitute x = b,y = −a, all terms with a factor of (ax + by)
vanish, so equating terms of like degree yields
Qn,m+1(b,−a) = −2(bx+ cy)Qn,m(b,−a)
Qn−2,m+1(b,−a) = −2(bx+ cy)Qn−2,m(b,−a)
. . .
Thus we see that
Qn−2r,m(b,−a) = (−2(bx+ cy))
mQn−2r,0(b,−a)
The asymptotes [132] are ax+ by = α where α is the root of
tnQn,m(b,−a) + t
n−2Qn−2,m(b,−a) + · · ·
= (−2(bx+ cy))m
[
tnQn,0(b,−a) + t
n−2Qn−2,0(b,−a) + · · ·
]
and so the asymptotes of Hn,m and Hn,0 are the same. But,
Hn,0(x,y) = −e
ax2+2bxy
(
∂
∂x
)n
e−(ax
2+2bxy)
consists of parallel lines, so we can substitute y = 0 to see that the asymptotes
ax+ by = α to Hn,m satisfy Hn,0(α, 0) = 0. Since
Hn,0(x, 0) = e
ax2
(
∂
∂x
)n
e−ax
2
is the Hermite polynomial Hn(x/
√
a) we conclude:
Proposition 13.37. The asymptotes of Hn,m are of the form
ax+ by = α bx+ cy = β
where Hn(α/
√
a) = 0 and Hm(β/
√
c) = 0.
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The coefficients of some Hermite polynomials obey a recursion similar to
the three term recursion for orthogonal polynomials. Choose a positive sym-
metric matrix S, fix a positive integer n, and define
Hn(x) = e
xSx′
(
∂
∂x1
)n
e−xSx
′
=
n∑
i=0
fi(x1, . . . , xd−1)x
i
d
If we let v = (v1, . . . , vd) be the first row of S, then it easy to see that
Hn+1 = −2(v1x1 + · · · + vdxd)Hn − 2nv1Hn−1
We can use this recursion to prove by induction on n that
fk =
(
d−1∑
i=1
n+ 1
n − k
vi
vd
xi
)
fk+1 −
(
(n+ 1)(n+ 2)
2(n− k)
v1
v2d
)
fk+2
If d = 2, and S =
(
a b
b c
)
then
fk(x) =
(
k+ 1
n− k
a
b
)
xfk+1(x) −
(
(k+ 1)(k+ 2)
2(n− k)
a
b2
)
fk+2(x)
We get a three term recursion if we consider Hn,1 instead of Hn,0, but the
coefficients of Hn,2 have a five term recursion that includes x
2fn+2 and xfn+3.
CHAPTER
14
-
Extending Pd
The goal in this Chapter is to investigate polynomials that only satisfy substi-
tution for some values of y. There are several different approaches.
14.1 Taking the image of P2
We define the set P2 of polynomials as images of polynomials in P2.
Lemma 13.20 provides the motivation for our analogues, as it shows that we
can define P̂ in terms of linear transformations. Recall its results:
P̂ = {T(ex) | T : Ppos −→ P}
P̂pos = {T(ex) | T : Ppos −→ Ppos}
We now consider two variables.
Definition 14.1.
P2 =
{
T∗ (f) | f ∈ Ppos2 ∧ T : Ppos −→ P ∧ T satisfies induction
}
Ppos2 =
{
T∗ (f) | f ∈ Ppos2 ∧ T : Ppos −→ Ppos ∧ T satisfies induction
}
P̂2 = closure of P2
P̂
pos
2 = closure of P̂2
The following lemma enumerates basic properties of P2.
Lemma 14.2. Suppose g = T∗f is in P2. Then
1. P
pos
2 ( P
pos
2 ( P2 (
℘
1,1.
2. gH(x, 1) ∈ P
3. g(x,α) ∈ Ppos for α > 0.
464
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4. ∂g
∂x
∈ P2
5. ∂g
∂y
∈ P2
6. The coefficient of any power of y is in Ppos.
7. If h(x) ∈ Ppos(n) the the homogenization H = ynh(x/y) is in P2.
8. If S : Ppos −→ Ppos then S∗ : P2 −→ P2.
If we assume that g ∈ Ppos2 then parts (4), (5), and (8) hold with P2 replaced by
Ppos2 and in (2) we have that g
H(x, 1) ∈ Ppos.
Proof. If we take T to be the identity then P
pos
2 ⊆ P2. The example below
shows that this is a proper containment. Since gH = T∗(fH) we see gH(x, 1) ∈
P. If α > 0 then f(x,α) ∈ Ppos, and so g(x,α) = T∗f(x,α) ∈ Ppos. If we define
S(h) = ∂
∂x
T(h) then S : Ppos −→ Ppos, and so ∂g
∂x
∈ P2. Next, ∂g∂y = T∗( ∂f∂y),
and so ∂g
∂y
∈ P2 since ∂f∂y ∈ P
pos
2 . Since we can differentiate with respect to y,
and substitute y = 0, we see that all coefficients of powers of y are in Ppos.
The coefficients of H are all positive, and substitution is clear. The last one is
immediate from the definition: S∗(T∗f) = (ST)∗f.
Example 14.3. Members of Ppos2 do not necessarily satisfy substitution for
negative α. Consider T : xn 7→ 〈x〉n and f = (x+y+1)2 ∈ Ppos2 . If g(x,y) = T∗ f
then g ∈ P2, yet g(x,−2) = x2 − x+ 1 has complex roots.
Constructing elements in P2
We can construct elements of P2 by explicitly exhibiting them in the form T∗f
as in the definition, or by a general construction.
Example 14.4. The generalized Laguerre polynomials Ln(x;y) are in P
pos
2 .
This is a consequence of the surprising identity (14.1.1). If we define T : xn 7→
(x)n then
T−1∗
〈
x+ y+ 1
〉
n
= n!Ln(x;y) (14.1.1)
Now T−1 maps Ppos to itself and
〈
x+ y+ 1
〉
n
∈ Ppos2 . It follows from (14.1.1)
that Ln(x;y) ∈ Ppos2 . I don’t know a good proof for (14.1.1); there is an unin-
teresting inductive proof.
Example 14.5. We claim xy− 1 ∈ P2. First of all, the transformation T : xn 7→
Hn(x/2)maps P to itself, and satisfies T(1) = 1, T(x) = x, T(x
2) = x2 −2. Now
choose a positive integerm, and define S(f) = Tm(f). Then S : P −→ P and
S(1) = 1 S(x) = x S(x2) = x2 − 2m
Set ǫ = 1/(2m), and define
fm = S∗(x+ ǫy)(y + ǫx)
= xy(1 + ǫ2) + ǫy2 + ǫx2 − 1
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then
lim
m→∞ fm = xy− 1
A similar argument shows that xy − α ∈ P2 for any positive α. Notice that
we are using a limit of transformations to show that an element is in P2, not a
sequence of elements.
Example 14.6. The map T : xi 7→ 〈x〉i satisfies Ppos −→ Ppos. If f(x) ∈ Ppos,
then the homogenization of f(x) is in P2. Consequently, if we define S(x
i) =
〈x〉iyn−i then S(f) ∈ Ppos2 .
Example 14.7. We can use transformations to get elements of P2 or P
pos
2
from elements in Ppos. Suppose that T is a linear transformation satisfying
T : Ppos −→ Ppos, and S is a linear transformation then the composition be-
low gives elements of P2 from elements of P
pos.
Ppos
S
P2
T∗
P2
Useful choices of S are
f(x) 7→ f(x+ y)
f(x) 7→ homogenization of f(x)
In the latter case the composition is xi 7→ T(xi)yn−i where n is the degree of
f.
The graphs of polynomials in P2
The graphs of polynomials in P2 resemble polynomials in P2 in the upper
left quadrant, since they satisfy substitution for positive y, and their homoge-
neous part has all negative roots. Here are two examples. Figure 12.1 shows
the graph of L5(x;y). In general, the Laguerre polynomials Ln(x;y) have a
series expansion (7.10.2) that shows that Ln(x;y) is a polynomial of degree n
in both x and y, with all positive terms. The leading term of the coefficient of
xk is
yn−k
(n − k)!k!
and hence the homogeneous part of Ln(x;y) is
1
n! (x + y)
n. Consequently, the
solution curves are all asymptotic to lines with slope −1. Also, Ln(0;y) =(
n+y
n
)
implies that the graph of Ln(x;y) meets the y-axis in −1,−2, . . . ,−n.
All lines y = αx where α is positive will meet the curve in negative y values,
so Ln(x;αx) ∈ Ppos. P2 is closed under differentiation with respect to y, as
can also be seen in Figure 12.1.
For the next example, we take T : xn 7→ 〈x〉n, and pick (at random)
f = (x + y+ 1)(x+ 2y+ 2)(x+ 3y+ 1)(x+ 5y+ 2).
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Figure 14.1: The graph of T∗f
Figure 14.1 shows the graph of T∗f. In Figure 12.1 the solution curves all meet
the y axis, but this is not true in Figure 14.1. Also, the line y = x does not
intersect all the solution curves, and so f(x, x) 6∈ P.
If we pick our slopes appropriately, then we can intersect all solution
curves.
Lemma 14.8. Suppose that f(x,y) ∈ Ppos2 , and that α is the largest root of fH. If
0 > β > α then f(x,βx) ∈ Ppos.
Proof. The line y = βx meets the x-axis to the right of intersection points of
the solution curves, and is eventually less than every solution curve, so it must
meet every one.
A partial Po´lya-Schur result
Next, we look at two actions on P2 by polynomials.
Lemma 14.9. Suppose that g ∈ P2 and h ∈ Ppos. Then
1. h(y)g(x,y) ∈ P2.
2. h( ∂
∂x
)g(x,y) ∈ P2.
3. h( ∂
∂y
)g(x,y) ∈ P2.
If g ∈ Ppos2 then all the statements are true with P2 replaced by Ppos2 .
Proof. Assume that g = T∗f as in the definition. If h(y) ∈ Ppos, then h(y) ∈
P̂pos2, so h(y)f(x,y) ∈ P̂pos2. The first part now follows from
T∗h(y)f(x,y) = h(y)T∗f(x,y) = h(y)g(x,y)
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For the second part, it suffices to show that g+αg ′ ∈ P2 if α > 0. This follows
from the fact that k 7→ k + αk ′ maps Ppos to itself. To verify the third part, if
suffices to show that g + αgy ∈ P2 for positive α. But T∗(f + αfy) = g + αgy
since T∗ commutes with ∂∂y , and f+ αfy ∈ P2.
We can use this result to go from an element of P2 to a transformation.
Proposition 14.10. If T∗(exy) ∈ P̂pos2 then T : Ppos −→ Ppos. In other words,
suppose g(x,y) =
∑
gi(x)
yi
i! ∈ P̂pos2 . The linear transformation T : xi 7→ gi
defines a map Ppos −→ Ppos.
Proof. If we choose h(x) =
∑n
0 aix
i ∈ Ppos then The coefficient of yn in
hrev( ∂
∂y
)g(x,y) is ∑
aigi(x) = T(h)
Since hrev( ∂
∂y
)g(x,y) ∈ P̂2, we know that all coefficients are in Ppos.
14.2 Polynomials in several variables with positive
coefficients
In this section we look at the set Qd,e of certain polynomials in d+ e variables
that have non-negative coefficients. The motivation for this set comes from
considering these three properties of P2. Assume that f(x,y) ∈ P2.
1. f(x,α) ∈ P for all α.
2. f(α, x) ∈ P for all α.
3. f(x,αx) ∈ P for all positive α.
Qd,e is constructed by starting with P
pos
d and adding e new variables so that
the resulting polynomials satisfy certain substitution conditions. We next de-
fine interlacing, and verify that it obeys the expected properties. The graphs
of polynomials in Q0,2 are more complicated than those in P
pos
2 , but their be-
havior in each quadrant is explained by their defining conditions. We find
some general constructions for polynomials in Qd,e that are not necessarily in
P
pos
d+e. We then look at a special class of polynomials in Qd,e - those that are
linear in the last e variables. They can be identified with collections of poly-
nomials that are defined on the corners of a cube. The three variable case of
these polynomials leads to matrices that preserve interlacing.
Definitions
In order to better motivate our definition, we begin by restating the definition
for interlacing mentioned above. Let F(x,y) = f(x) + yg(x). If F(x,α) and
F(x,αx) are in Ppos for all non-negative α then f and g interlace. This suggests
our first definition:
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Definition 14.11. Q1,1 is the set of all polynomials F in x,y with non-negative
coefficients that satisfy the two conditions
F(x,α) ∈ Ppos for all non-negative α
F(x,αx) ∈ Ppos for all non-negative α
The general definition extends polynomials in P
pos
d rather than poly-
nomials in Ppos. We let x = (x1, . . . , xd), y = (y1, . . . ,ye), and y
a
b =
(α1x
c1
b1
, . . . ,αex
ce
be
).
Definition 14.12. Qd,e is the set of all polynomials f(x, y) in d+e variables with
non-negative coefficients such that for all non-negative α1, . . . ,αe, all bi which
satisfy bi ∈ {1, 2, . . . ,d} and all c1, . . . , cewhich are 0 or 1we have thatf(x, yab) ∈
P
pos
d .
In other words, if we substitute either a non-negative constant or a non-
negative constant multiple of some x variable for each y variable then the
resulting polynomial is in P
pos
d . If d is zero, then we substitute either a non-
negative constant or a non-negative multiple of x for each y variable.
Notice that the conditions for a polynomial to be in Q1,2 are a subset of
those that define Q0,3. Consequently, Q0,3 ⊂ Q1,2. More generally we have
Lemma 14.13. If d > 2 and e > 0 then Qd,e ⊂ Qd−1,e+1 and Q0,e+1 ⊂ Q1,e.
Proof. Since a polynomial in Q0,e+1 satisfies all the conditions of Q1,e plus a
few more involving substitutions for the first variable, we have Q0,e+1 ⊂ Q1,e.
If d > 2 then choose f ∈ Qd,e and consider the substitution conditions that
must be met for f to be in Qd−1,e+1:
f(x1, . . . , xd−1,α1,α2x
c2
b2
, . . . ,αe+1x
ce+1
be+1
) ∈ Pposd−1 (14.2.1)
f(x1, . . . , xd−1,α1xb1 ,α2x
c2
b2
, . . . ,αe+1x
ce+1
be+1
) ∈ Pposd−1 (14.2.2)
(14.2.1) holds since
f(x1, . . . , xd−1, xd,α2x
c2
b2
, . . . ,αe+1x
ce+1
be+1
) ∈ Pposd
and substitution of a constant for xd gives a polynomial in P
pos
d−1. (14.2.6) holds
because we can substitute any positive multiple of a variable for a variable in
P
pos
d , and the result is in P
pos
d−1.
Qd,e is not empty since P
pos
d+e ⊂ Qd,e. We allow some coefficients to be zero,
so Qd,e ⊂ Qd,e+1, and therefore we have the containments
Ppos = Q1,0
⊂
= Q0,1
⊂
P
pos
2 = Q2,0
⊂
⊂ Q1,1
⊂
⊃ Q0,2
⊂
P
pos
3 = Q3,0 ⊂ Q2,1 ⊂ Q1,2 ⊃ Q0,3
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Example 14.14. If we choose fi⋖gi ∈ Ppos then it follows from the results in
the next section that
n∏
i=1
(fi + ygi) ∈ Q1,1
The polynomial f(x,y) = x+y2 is in Q1,1 but is not in Q0,2 since f(1,y) 6∈ P.
The polynomial
f = 2x+ xy+ (1 + 3x)z+ yz (14.2.3)
is in Q1,2 but is not in Q0,3. To verify this we just make the four substitutions
that define Q1,2, and check that in each case the polynomials have all real roots.
It is not in Q0,3 since f(.01, x, .01x) has imaginary roots.
Example 14.15. Suppose that f⋖g where f, g ∈ Ppos have positive leading
coefficients. We know that (xg, f, g) is totally interlacing. If α is positive then
the matrix below on the left is totally non-negative(
1 α 0
0 1 α
)xgf
g
 = (xg+ αf
f+ αg
)
and hence
xg+ αf←− f+ αg (14.2.4)
If we define
h(x,y, z) = xg+ zf + y(f + zg) (14.2.5)
then (14.2.4) shows that h(x,y,α) ∈ Q1,1 for positive α. Also, replacing α by
1/α and multiplying by α yields αxg+ f←− αf+ g. Multiplying the right by
x shows that
xg+ (αx)f←− f+ (αx)g
which implies h(x,y,αx) ∈ Q1,1. Consequently, h(x,y, z) ∈ Q1,2.
Elementary properties
We define interlacing, and then show that Qd,e satisfies the expected closure
properties. If we consider the definition of Q1,1, we see that we can define
interlacing in Ppos as follows:
f⋖g in Ppos if and only if deg(f) > deg(g) and
f+ yg ∈ Q1,1.
If f, g ∈ Qd,e then we say that f⋖g if and only if the total x-degree of f is
greater than that of g, and f + ye+1g ∈ Qd,e+1. All this means is that f⋖g if
and only if
total x-degree(f) > total x-degree(g)
f(x, y) + αg(x, y) ∈ Qd,e
f(x, y) + αxig(x, y) ∈ Qd,e (for any 1 6 i 6 d)
We use ⋖ to define←−:
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f←− g iff we can write g = αf+ hwhere α > 0 and f⋖h.
In order to show that f⋖g all we need to do is to show that all substitutions
interlace.
Lemma 14.16. Suppose that f, g ∈ Qd,e, and that the x-degree of f is greater than
the x-degree of g. The following are equivalent
1. f(x, yab)⋖ g(x, y
a
b) in P
pos
d for all appropriate a and b
2. f(x, y) + ye+1g(x, y) ∈ Qd,e+1
3. f(x, y)⋖g(x, y) in Qd,e.
Proof. The second and third are equivalent since they are the definition of
interlacing. To show that (3) implies (1) note that interlacing implies that
f + ye+1g ∈ Qd,e+1. We can substitute for ye+1 and conclude that
f(x, yab) + αg(x, y
a
b) ∈ Pposd
f(x, yab) + αxi g(x, y
a
b) ∈ Pposd
and the conclusion follows from Lemma 10.38. That (1) implies (3) is similar.
Lemma 14.17. Assume that f, g,h ∈ Qd,e.
1. fg ∈ Qd,e.
2. If f←− g then hf←− hg.
3. If f←− g and f←− h then g+ h ∈ Qd,e and f←− g+ h.
4. If g←− f and h←− f then g+ h ∈ Qd,e and g+ h←− f.
5. If α1, . . . ,αd and β1, . . . ,βe are non-negative then
f(α1x1, . . . ,αdxd,β1y1, . . . ,βeye) ∈ Qd,e.
Proof. We first consider the case where all “←−” are “⋖ ”. The first one is
immediate from the observation that fg(x, yab) = f(x, y
a
b)g(x, y
a
b) The second
follows from the first since hf+ye+1hg = h(f+ye+1g), and f+ye+1g ∈ Qd,e+1
by definition of interlacing.
For assertion (3), in order to verify that f+ye+1(g+h) ∈ Qd,e+1 we use the
properties of interlacing in P
pos
d . Since f⋖g, we know that by Lemma 14.16
f(x, yab)⋖ g(x, y
a
b)
f(x, yab)⋖h(x, y
a
b)
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and adding these interlacings together gives
f(x, yab)⋖ g(x, y
a
b) + h(x, y
a
b)
It follows that f+ ye+1(g+ h) ∈ Qd,e+1. The proof of the next statement is
similar. The last statement is immediate from the definition.
In the general case f ←− g we use the representation g = αf + k where
α > 0 and f⋖h. For instance, to establish (2), we know that f⋖k implies
hf⋖hk, and therefore hg = αhf+ hk implies hf←− hg.
Factors of polynomials in Qd,e are generally in Qd,e.
Lemma 14.18. If fg ∈ Q1,e, and f has only non-negative coefficients then f ∈ Q1,e.
If fg ∈ Qd,e, and f has only non-negative coefficients and f(x, yab) ∈ Pposd for all
appropriate yab then f ∈ Qd,e.
Proof. If some substitution resulted in a complex root for f, then it would be
a complex root for fg as well. Since f has non-negative coefficients, f is in
Qd,e.
Constructing polynomials in Q1,2
We can easily construct polynomials in Q1,2 using products. If f⋖g, h⋖k are
polynomials in Ppos then f+yg ∈ Q1,2, h+zk ∈ Q1,2, and therefore (f+yg)(h+
zk) ∈ Q1,2. However, these polynomials are also in Ppos3 . We do not know if
Q1,2 is different from P
pos
43.
Lemma 14.19. Suppose that f, g,h, k ∈ Ppos have all positive coefficients. If
g
f k
h
where all interlacings are “⋖” or all are “⋖” and the determinant
∣∣ f g
h k
∣∣
has no negative roots then
f + yg+ zh+ yzk ∈ Q1,2
Proof. It suffices to show that f + αg⋖k + αh and f + αxg⋖k + αxh for all
positive α. The interlacing assumptions imply that all four linear combina-
tions are in Ppos. We now follow the proof of Lemma 1.52 to show that the
first interlacing holds since the determinant in the conclusion is never zero for
negative x. Again by following the proof of Lemma 1.52, the second holds
since
∣∣ f xg
h xk
∣∣ = x ∣∣ f g
h k
∣∣.
Note that Example 14.15 is a special case of the Lemma. Take
f
xg g
f
. Since
∣∣∣ xg fg f ∣∣∣ = xg2 − f2 clearly has no negative roots, the
Lemma applies.
It is easy to find polynomials in Q1,2 using Lemma 14.19. This is a special
case of a more general construction in the next section.
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Lemma 14.20. Choosew(x,y, z) ∈ Ppos3 , and write
w(x,y, z) = f(x) + g(x)y+ h(x)z+ k(x)yz + · · ·
Then f(x) + g(x)y+ h(x)z + k(x)yz ∈ Q1,2.
Proof. f, g,h, k are all in P2, and Theorem 9.113 shows that the determinant is
never zero.
For instance, if v(x) ∈ Ppos, then the Taylor series expansion of v(x+y+z)
shows that
v(x) + v ′(x) · (y+ z) + v
′′(x)
2
yz ∈ Q1,2
Polynomials linear in the y variables
An interesting class of polynomials in Qd,e consists of those polynomials that
are linear in the y variables. In general, if f is a polynomial in Qd,e that is linear
in y1, . . . ,yd then we can represent f by labeling the vertices of a d-cube with
appropriate coefficients of f.
We can find such polynomials in Qd,e by taking initial terms of polynomi-
als in P
pos
d+e.
Lemma 14.21. Suppose f(x, y) ∈ Pposd+e, and let g(x, y) consist of all terms of f that
have degree at most one in every y variable. Then g ∈ Qd,e.
Proof. For simplicity we illustrate the proof with e = 2; the general proof is
the same. If we write
f(x,y, z) = f00(x) + f10(x)y+ f01(x)z + f11(x)yz + · · ·
g(x,y, z) = f00(x) + f10(x)y+ f01(x)z + f11(x)yz
then the coefficient of yz in (y+ xriα)(z + x
s
jβ)f(x,y, z) is
g(x, xriα, x
s
jβ) = f00(x) + f10(x)x
r
iα+ f01(x)x
s
jβ+ f11(x)x
r
ix
s
jαβ
Consequently, we see that since α,β are positive,
g(x,α,β), g(x, xiα,β), g(x,α, xjβ), g(x, xiα, xjβ)
are all in P
pos
d , and so g(x,y, z) ∈ Qd,e.
Lemma 14.22. Suppose f(x, y) ∈ Q1,e and has x degree r and yi degree si. The
reverse polynomial below is in Q1,e:
xrys11 · · ·ysee f(
1
x
,
1
y1
, . . . ,
1
ye
)
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Proof. Any substitution for yi by a constant yields a polynomial in some Q1,e′
where e′ < e. We can also scale each yi, so we only need to consider the
substitution yi → x. Thus we need to verify that
xr+s1+···+sef(
1
x
, . . . ,
1
x
) ∈ Ppos (14.2.6)
If a monomial in f(x, y) is aIx
iyI with total degree i + |I|, then in (14.2.6) the
degree is n− (i+ |I|) where n = r+ s1 + · · ·+ se. Consequently, (14.2.6) is the
usual reverse of f(x, x, . . . , x) which we know to be in Ppos.
For instance, if d = 1 then Lemma 14.22 shows that if
f11(x) + y f21(x) + z f12(x) + yz f22(x) ∈ Q1,2
then the reverse is also in Q1,2
yz f11(x) + z f21(x) + y f12(x) + f22(x) ∈ Q1,2
Matrices preserving interlacing
Matrices determined by polynomials linear in y and z are closed under mul-
tiplication. We can use this fact to show that these matrices also preserve
interlacing. This is a special case of Theorem 24.11.
Lemma 14.23. Suppose that f, g ∈ Qd,2 are linear in y and z and write
f = f11 + yf12 + zf21 + yzf22
g = g11 + yg12 + zg21 + yzg22
Represent f, g by matrices in the following way
F =
(
f12 f22
f11 f21
)
G =
(
g12 g22
g11 g21
)
If the product is FG =
(
h12 h22
h11 h21
)
then h11 + yh12 + zh21 + yzh22 ∈ Qd,2
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Proof. The proof is an application of the Leibnitz rule in disguise. We know
that
f11 + yf12⋖ f21 + yf22
g11 + zg21⋖g12 + zg22
and multiplying by the right hand sides
(f11 + yf12)(g12 + zg22)⋖ (f21 + yf22)(g12 + zg22)
(f21 + yf22)(g11 + zg21)⋖ (f21 + yf22)(g12 + zg22)
and adding them together yields
(f11 + yf12)(g12 + zg22) + (f21 + yf22)(g11 + zg21)⋖ (f21 + yf22)(g12 + zg22)
The matrix representation of the left hand polynomial is exactly FG.
Corollary 14.24. If f ∈ Q1,2 is given as in the lemma, g1 ←− g2 and we set(
f12 f22
f11 f21
) (
g2
g1
)
=
(
h2
h1
)
then h1 ←− h2.
Proof. We check that g = (g1 + yg2)(1 + z) is in Q1,2. Since g1 ←− g2 we know
that g1 + yg2 ∈ Q1,1. Multiplying by 1 + z shows g ∈ Q1,2.
The matrix of g is ( g2 g2g1 g1 ) . Applying the lemma and considering only the
first column of the product gives the conclusion.
We can use the determinant condition of Lemma 14.19 to find such matri-
ces.
Corollary 14.25. Suppose that f, g,h, k ∈ Ppos have all positive coefficients. If
g
f k
h
where all interlacings are⋖ and the determinant
∣∣ f g
h k
∣∣ has no negative
roots then the matrix
(
h k
f g
)
preserves interlacing for polynomials in Ppos.
Example 14.26. The determinant of the polynomials in the interlacing square
below has only positive roots, so the corresponding matrix preserves interlac-
ing. If we multiply this matrix by
(
0 x
1 0
)
which preserves interlacing, we find
that the matrix of polynomials below preserves interlacing for polynomials in
Ppos.
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4 + 88x
⋗
8 + 260x+ 216x2
32+ 64x ≫
≪
64 + 416x
⋖
(
32x+ 64x2 64x+ 416x2
4 + 88x 8 + 260x+ 216x2
)
We can not give a characterization of the matrices that preserve interlacing,
but we can find a few restrictions. We begin with the linear case.
Lemma 14.27. Suppose f, g ∈ Q1,2 have the property that for all p ←− q ∈ Q1,2 it
holds that fp+ gq ∈ Q1,2. Then g←− f.
Proof. If we choose p = αq for positive α then p⋖q, and so p(αf + g) ∈ Q1,2.
Since factors of polynomials in Q1,2 are in Q1,2, we conclude that αf+ g ∈ Q1,2.
Next, if we choose p = αxq then again p⋖q, and so xf+g ∈ Q. It follows that
g⋖ f.
Lemma 14.28. Suppose that(
f12 f22
f11 f21
) (
g2
g1
)
=
(
h2
h1
)
and the fij have the property that whenever g1⋖ g2 in Q1,2 then it holds that h1⋖h2
in Q1,2. Then, the fij are in Q1,2 and form an interlacing square
f12 f22
f11 f21
Proof. The horizontal arrows follow from the previous lemma. If we take a
limit, we may assume that g1 is zero. Thus, we have that f11g2⋖ f12g2 which
implies that f11⋖ f12 and that f11, f12 are in Q1,2. Taking g2 to be zero gives the
properties of the second column.
14.3 Epsilon substitution
We have looked at properties of polynomials f(x,y) where f(x,α) is guaran-
teed to be in P for only positive α. We now reduce the range of acceptable
α.
Definition 14.29. ℘ǫd consists of those polynomials f(x;y1, . . . ,yd) with the
property that there is an ǫ, depending on f, such that
|α1| 6 ǫ, . . . , |αd| 6 ǫ =⇒ f(x;α1, . . . ,αd) ∈ P
It’s easy to tell from the graph if a polynomial is in ℘
ǫ
1 . For instance, Fig-
ure 14.3 is the graph of a polynomial of degree 12. We can see that every hor-
izontal line y = α intersects the graph in 12 points if |α| is sufficiently small,
and consequently f ∈ ℘ǫ1 .
Here are a few simple facts that need no proof.
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1. If f, g ∈ ℘ǫd then fg ∈ ℘ǫd.
2. If f ∈ ℘ǫd then ∂f∂x ∈ ℘ǫd.
3. If f ∈ ℘ǫd then f(x; 0, . . . , 0) ∈ P.
Let’s consider two examples.
Example 14.30. We will show that
∑n
i=0 Pi(x)
(
n
i
)
yn−i ∈ ℘ǫ1 where Pi is the
Legendre polynomial. We make use of the formula [168]
n∑
i=0
(
n
i
)
Pi(x)y
n−i = (1+ 2xy+y2)n/2Pn((x+y)(1+ 2xy+y
2)−1/2) (14.3.1)
We show that we can take ǫ = 1. If Pn(β) = 0, then we know that |β| < 1.
Solving
β = (x + y)(1 + 2xy+ y2)−1/2
for x yields
x = −y+ yβ2 −
√
β2 − y2 β2 + y2 β4
Now if |y| < 1, then |x| < 1. In this case not only is (14.3.1) in ℘ǫ1 , but we have
the stronger result that
|α| 6 1 =⇒
n∑
i=0
Pi(x)
(
n
i
)
αn−i ∈ P(−1,1)
Example 14.31. Define the polynomials of degree n
fn(x,y) =
∂n
∂yn
(
x2 + y2 − 1
)n
hn(y) =
(
d
dy
)n
(y2 − 1)n
Figure 14.2 is the graph of f6. We have the relationship
fn(x,y) = 0 iff hn
(
y√
1 − x2
)
= 0
Note that h is, up a factor, the Legendre polynomial, and so has the same
roots. Since fn(0,y) = hn(y) we see that the intersection of the graph of fn
with the y axis is at the roots of the Legendre polynomial. As n → ∞, these
roots become dense in (−1, 1).
The relationship between fn and hn shows that the graph of fn consists of
ovals through the roots of hn on the y axis that all meet at (1, 0) and (−1, 0).
Consequently, any horizontal line close enough to the x-axis will meet the
graph in n points, and so fn ∈ ℘ǫ1 .
Since the smallest positive root of the Legendre polynomial becomes ar-
bitrarily small, we see that the ǫ for which the interval −ǫ 6 α 6 ǫ implies
fn(x,α) ∈ P becomes arbitrarily small. None the less, all fn are in ℘ǫ1 .
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Figure 14.2: The graph of ∂6y(x
2 + y2 − 1)6 = 0
In the case d = 1, this last observation says that the constant term (with
respect to y) of a polynomial in ℘ǫ1 is in P. If all derivatives with respect to y
are in ℘
ǫ
1 then all the coefficients are in P.
We now show that 2-variable analogs (14.3.2) of the Legendre polynomials
are in ℘ǫ1 , and consequently all their coefficients are in P. Figure 14.3 is the
graph of p6,6,12.
pn,m,r(x,y) =
(
∂
∂x
)n(
∂
∂y
)m (
x2 + y2 − 1
)r
(14.3.2)
-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
Figure 14.3: The graph of p6,6,12
Since differentiation with respect to x preserves ℘
ǫ
1 , we may assume that
n = 0. We need to consider how differentiation with respect to y affects the
graph of p0,m,r. In Figure 14.4 we have the graph of p0,6,6 and p0,7,6. The light
lines are in p0,6,6 (see Figure 14.2) and the dark lines are in p0,7,6. It is easy to
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see that
the x degree of p0,m,r =
{
2r− n n even
2r− n− 1 n odd
-1 -0.5 0.5 1
-0.75
-0.5
-0.25
0.25
0.5
0.75
Figure 14.4: The graph of ∂6y(x
2 + y2 − 1)6 = 0 and its y derivative
We determine a point (a,b) in p0,7,6 by considering the line x = a, and
finding the intersection of the line with the graph. If −1 < a < 1 then there
are 6 intersection points. If (a,b) is in the graph of p0,7,6 then b is a root of
∂
∂y
p0,6,6(a,y), and so there are five possible b’s, and they interlace the six in-
tersection points.
Thus, the graph consists of five curves joining (−1, 0) and (1, 0), each one
passing between a different pair of adjacent curves of p0,6,6, as can be seen in
the figure.
This is the general situation: h0,0,r consists of r circles x
2+y2 = 1. Each suc-
cessive y derivative introduces a curve between existing curves, each joining
(−1) and (1, 0).
Proposition 14.32. All pn,m,r in (14.3.2) lie in ℘
ǫ
1 . All coefficients of powers of y
in pn,m,r lie in P
[−1,1].
Proof. The only part that remains to be proved is that the roots of the coeffi-
cients lie in [−1, 1], but this is clear from the graph.
We can show that p0,m,r only meets the axis in ±1. We claim that(
∂
∂y
)n (
x2 + y2 − 1
)r
(x, 0) =
{
n!
(
r
n/2
)
(x2 − 1)r−n/2 r even, r > n
0 otherwise
(14.3.3)
This is an easy consequence of Taylor series:
∞∑
n=0
[(
∂
∂y
)n (
x2 + y2 − 1
)r]
(x, 0)
zn
n!
= (x2 + z2 − 1)r
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so the left hand side of (14.3.3) is the coefficient of zn in (x2 + z2 − 1)n which
yields the right hand side of (14.3.3).
CHAPTER
15
-
Generating functions of linear
transformations
The goal of this chapter is to explain the use of generating functions to prove
that linear transformations preserve particular spaces of polynomials.
15.1 The idea of generating function
Suppose T is a linear transformation and S is a set of polynomials. Generating
functions are a method for proving that T maps S to S. At its simplest, there is
a function G, the base generating function, and a set of functions S ′ such that
T(G) ∈ S ′ =⇒ T : S −→ S. (15.1.1)
We say that we have a Po´lya-Schur result if in addition
T : S −→ S =⇒ T(G) ∈ S ′. (15.1.2)
The general method relies on expressing T(f) in terms of T(G), where
f ∈ S. T(G) is the induced map on G, defined by T(xI yJ) = T(xI)yJ. We need
the following data, where x = (x1, . . . , xd) and y = (y1, . . . ,yd):
S A set of polynomials in x.
S ′ A set of functions in x and y satisfying
f(x, y) ∈ S ′ =⇒ f(x, 0) ∈ S.
G The base generating function.
W Amap from S to maps S ′ → S ′.
These combine in the fundamental identity for f ∈ S:
(Wf) T(G)
∣∣
y=0
= T(f) (15.1.3)
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Let’s verify that the assumptions above imply (15.1.1). If f ∈ S and T(G) ∈
S ′ then W(f)T(G) lies in S ′. Evaluation at y = 0 gives an element of S, so
T(f) ∈ S.
S S ′ G U Comments
P P̂2 e
−xy −Dy
Pd P̂2d e−x·y −Dy
H1 Ĥ2 e
xy Dy
MAd MA2d
∏d
1 (xi + yi) −Dy
Psep ? (1 + x)y ∆
P P̂pos ex Dy multiplier transformation
H1 Ĥ1 e
x Dy multiplier transformation
P(n) P2 (x + y)n −Dy bounded degree
Table 15.1: Generating function data
How do we find G and W? All we need is a dimension decreasing trans-
formation UI. We defineW(f) = f(U), construct dual polynomials pI(y) satis-
fying
UIpJ(y)
∣∣
y=0
=
{
0 I 6= J
1 I = J
and define
G(x, y) =
∑
I
xIpI(y).
The fundamental identity is formally trivial, since we only need to check
on monomials:
UI T(G)
∣∣
y=0
= UI
∑
T(xJ)pJ(y)
∣∣
y=0
=
∑
T(xJ)UIpJ(y)
∣∣
y=0
= T(xI).
The only difficult part is the verification of the mapping requirement
f× g 7→ f(U)g satisfies S× S ′ −→ S ′. (15.1.4)
In order to use the method of generating functions effectively we must be
able to compute T(G), and have some knowledge of the members of S ′. This
isn’t always easy.
Proving a Po´lya-Schur result is harder, and often requires some analytic
information in order to show that T(G) ∈ S ′. For instance, if we take T to be
the identity it isn’t even clear why T(G) = G is in S ′.
We now discuss, with simple examples, each of the cases in Table 15.1.
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Example 15.1. Transformations P −→ P
We take S = P, S ′ = P̂2, and U = −D, with dual polynomials pi(y) =
(−y)i/i!. The base generating function is
e−xy =
∞∑
0
xi
(−y)i
i!
and is in P̂2. We need to verify the mapping condition (15.1.4). Let f(x) ∈ P
and g(x,y) ∈ P2. We know that f(−D)g ∈ P̂2, and therefore we can apply the
method of generating functions to prove that transformations preserve all real
roots.
Lemma 15.2. The Hadamard product xi ⊛ xj 7→
{
0 i 6= j
xi i = j
determines a map Ppos × P −→ P.
Proof. Choose f ∈ Ppos and define Tf(g) = f⊛ g. If f = xn then it’s easy to see
that Tf(e
−xy) = (−xy)n. It follows that in general T(e−xy) = f(−xy). Since
f ∈ Ppos we know that f(−xy) ∈ P2, which is contained in P̂2.
It is interesting that the base generating function is equivalent to base gen-
erating functions for each positive integer.
Lemma 15.3. If T∗(1 − xy)n ∈ P2 for n = 1, 2, . . . then T : P −→ P.
Proof. Since f(−Dy) preserves P2 we know that f(−Dy)T∗(1− xy/n)n is in P2.
The result follows from the claim that
lim
n→∞ f(−Dy)T
(
1 −
xy
n
)n∣∣∣∣
y=0
= T(f)
By linearity it suffices to show this for f(x) = xk in which case
(−Dy)kT∗
(
1 −
xy
n
)n∣∣∣∣
y=0
= Dk
∑(n
i
)(
y
n
)i
T(xi)
∣∣∣∣
y=0
=
(
n
k
)
n−kT(xk) −→ T(xk).
Alternatively, see Corollary 11.89
Of course, the two approaches are equivalent:
Lemma 15.4. If T∗(e−xy) ∈ P2 then T∗(1 − xy)n) ∈ P2 for n = 1, 2, . . . .
Conversely, if T(1) 6= 0 and T∗(1 − xy)n ∈ P2 for all n then T∗(e−xy) ∈ P̂2.
Proof. Since 1 − yz ∈ P2 the operator 1 + z∂y preserves P̂3. We have
(1 + z∂y)nT∗(e−xy)
∣∣∣∣
y=0
=
∑
(−1)kzkT(xk)
(
n
k
)
= T∗(1 − xz)n
Since (1− xy/n)n → e−xy the second part follows from Lemma 13.31.
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Example 15.5. Transformation Pd −→ Pd
The argument for Pd is exactly the same as for P. If I = (i1, . . . , id) we let
UI =
(
∂
∂y1
)i1
· · ·
(
∂
∂yd
)id
The dual polynomials are
pI =
yi11 · · ·yidd (−1)i1+···+id
i1! · · · id!
For an example, here is a Hadamard product result.
Lemma 15.6. Suppose that f1, . . . , fd are in P
pos. The linear transformation
g 7→ (f1(x1) · · · fd(xd))⊛ g defines a map Pd −→ Pd.
Proof. The generating function of the map is f1(−x1y1) · · · fd(−xdyd) which is
in P2d since all fi ∈ Ppos.
Example 15.7. TransformationsH1 −→ H1
Since f × g 7→ f(D)g maps H1 × H1 −→ H1 we know that T(exy) ∈ Ĥ2
implies T : H1 −→ H1.
We start wwith a Hadamard product result.
Lemma 15.8. The map f× g 7→ f ∗ g determines a map Ppos ×H1 −→ H1.
Proof. If we fix f ∈ Ppos then the generating function of g 7→ g ∗ f is exp f(xy).
Since exp f ∈ Ppos we know that exp f(xy) ∈ H2.
Remark 15.9. If T does not map H1 −→ H1 but rather maps H1 −→ H1 ∪ 0
then there might not be a Po´lya-Schur type result.
Consider the Hadamard product T : f 7→ (x2 + 1)⊛ f. In coordinates this is
T(
∑
aix
i) = a0 + a2x
2.
Note that T(x) = 0, and since all ai are non-negative, T : H1 −→ H1 ∪ 0.
The generating function of T is (xy)2/2+1 which is not inH2, so there is no
Po´lya-Schur type result. In addition the induced map fails to mapH2 −→ H2:
T(x+ y)2 = x2 + y2 6∈ H2
In general, the map g 7→ f× g has generating function exp f(xy), and this
is inH2 if and only if exp f ∈ Ppos.
Corollary 15.10. The following linear transformations mapH1 toH1.
Exponential xk 7→x
k
k!
xk
Binomial xk 7→
(
n
k
)
xk
Laguerre xk 7→Lk(−x)
LaguerreREV xk 7→LREVk (−x)
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Proof. See Table 15.2.
Next we have an inner product result. If f =
∑
fi(x)y
i and g =
∑
gi(x)y
i
then we define 〈
f, g
〉
=
∑
i!figi
This is clearly an inner product. The generating function of the map
Tf : g 7→
〈
f, g
〉
is ∑
Tf(x
iyj)
uivj
i!j!
=
∑〈
f, xiyj
〉uivj
i!j!
=
∑
j!fjx
iu
ivj
i!j!
= exuf(x, v)
Since this is inH2 if f ∈ H2 we conclude
Lemma 15.11. If f ∈ H2 then the map g 7→
〈
f, g
〉
satisfiesH2 ×H2 −→ H1.
Sums of squares of polynomials in Ppos are not necessarily stable, but the
sum of the squares of the coefficients of a polynomial in P
pos
2 is stable. Since
P
pos
2 ⊂ H2 we can apply the inner product.
Corollary 15.12. If
∑
fi(x)y
i ∈ Ppos2 then
∑
f2i is inH1.
For example, using the Taylor series
∑
f(i)
i! y
i yields that if f ∈ Ppos then
∑(f(i)
i!
)2
∈ H1
Corollary 15.13. If T : P −→ P, T : Ppos −→ Ppos, and T preserves degree then∑(T(xi)
i!
)2
∈ Ĥ1.
For instance, if Ln is the Laguerre polynomial then the transformation
xn 7→ Ln(−x) satisfies the hypotheses of the corollary, so
∑
n
Ln(−x)
2
n!n!
∈ Ĥ1.
Example 15.14. Multiaffine polynomials
The unusual aspect of multiaffine polynomials is that the generating func-
tion is a polynomial. There are two choices forU, and they lead to base gener-
ating functions that are the reverse of one another. In each case the mapping
properties follow from the properties for Pd.
If we take UI = (−1)|I|DyI then the dual polynomials are (−1)|I|yI and the
generating function is
∑
I
xI(−1)
|I|yI =
d∏
1
(1 − xiy1)
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We can also take UI = Dy{1,...,d}\I with dual polynomials y{1,...,d}\I. The gen-
erating function is ∑
I
xIy{1,...,d}\I =
d∏
1
(xi + yi)
Example 15.15. Transformations Psep −→ Psep
We do not yet understand this case. We have S = Psep, U = ∆y, with dual
polynomials (y)
i
/i!. The base generating function is
∞∑
i=0
xi
(y)
i
i!
= (1 + x)y
Note that the base generating function is not entire, but is analytic for |x| < 1
and all y. It is not clear what S ′ is, and we do not know how to prove the
mapping property.
Example 15.16. Polynomials with separated roots
We start with the fact that ∆maps Psep to itself. The dual polynomials are
(y)
n
/n!. Thus, the base generating function is
∑
xi
(y)
i
i!
= (1 + x)y
However, in this case we do not know the correct space of functions S ′ that
contain the base generating function.
Example 15.17. Multiplier transformations for P
Let T : xi 7→ aixi be a multiplier transformation. If we treat this a map on
polynomials then we know that if T(e−xy) ∈ P̂2 then T : P −→ P. However,
since T is a multiplier transformation T(e−xy) = T(ex)(−xy). It follows that if
T(ex) ∈ P̂pos then T(e−xy) ∈ P̂2, and hence T : P −→ P.
Example 15.18. Multiplier transformations forH1
Let T : xi 7→ aixi be a multiplier transformation. As above we know that if
T(exy) ∈ Ĥ2 then T : H1 −→ H1. Now T(exy) = T(ex)(xy), and the only way
for f(xy) to belong toH2 is if f ∈ P̂pos.
Lemma 15.19. If the multiplier transformation T satisfies T(ex) ∈ P̂pos then
1. T : P −→ P
2. T : H1 −→ H1
Example 15.20. Polynomials of bounded degree
In this case we have that T(G) ∈ S ′ implies that V : S −→ S where V is a
transformation depending on T .
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We take U = −Dy and G = (x+ y)n.
UkT(G)
∣∣
y=0
=
∑
(−Dy)kT(xn−k)yk
(
n
k
)∣∣
y=0
= (−1)kT(xn−k)(n)k
If we define V(xk) = T(xk)(n)k then by taking the revese and negating x we
see that V : P(n) −→ P(n).
In this case even the identity yields an interesting result:
Lemma 15.21. The mapping xk 7→ xk(n)k maps P(n) −→ P(n).
15.2 Multiplier transformations
The main results of this section could be derived as special cases of the pre-
vious section, but the proofs are easy. We are concerned with the generating
functions of multiplier transformations xi 7→ aixi. If T(xi) = aixi then the
generating function of T is
T∗(e−xy) =
∞∑
i=0
T(xi)
(−y)i
i!
=
∞∑
i=0
ai
(−xy)i
i!
= F(−xy) (15.2.1)
where
F(x) =
∑
ai
xi
i!
We will consider the generating function to be a function T(e−x) = F(x) of
one variable. Our goal is to prove that (A) =⇒ (C) for multiplier transfor-
mations.
Theorem 15.22 (Po´lya-Schur).
1. P̂pos is precisely the set of generating functions of linear transformations xi 7→
aix
i that map Ppos to Ppos.
2. P̂ is precisely the set of generating functions of linear transformations xi 7→
aix
i that map Ppos to P.
Proof. If T : Ppos −→ Ppos then
T(ex) = lim
n→∞ T
(
1 +
x
n
)n
.
Sine (1 + x/n)n ∈ Ppos we conclude from Lemma 4.16 that the polynomials
in the limit are in Ppos by assumption on T . Thus, the generating function
is in P̂pos by Lemma 13.31. A similar observation shows that the generating
function in the second case is in P̂ .
Conversely, assume that the generating function f is in P̂pos and choose
g(x) in Ppos. By Theorem 9.87 the Hadamard-type product ∗′ satisfies
T(g) = F ∗′ g ∈ P (15.2.2)
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and therefore T(g) ∈ Ppos since all coefficients are positive. In the second case
f ∈ P̂ and g ∈ Ppos, so we only get that T(g) ∈ P.
Remark 15.23. This result is known as the Po´lya-Schur Theorem [137]. Part (1)
is sometimes stated in terms of maps P −→ P, but this can be deduced from
the following lemma.
Lemma 15.24. If T : Ppos −→ Ppos is a multiplier transformation, then T extends
to a linear transformation P −→ P.
Proof. Since the generating function F of T is in P̂pos, the result follows from
(15.2.2) and Theorem 9.87.
Here’s another consequence that can be found in [137].
Lemma 15.25. If f ∈ P̂ has all positive coefficients then f ∈ P̂pos.
Proof. If f ∈ P̂ then consider the linear transformation given by (15.2.2). If
g ∈ Ppos then Tg ∈ Ppos since f has all positive coefficients. Thus, f ∈ P̂pos.
(B) =⇒ (C)
Lemma 15.26. If T(xi) = aix
i and T( (1 + x)n ) ∈ P for infinitely many n then
T(ex) ∈ P̂ .
Proof. If we substitute x/n for x then we see that
lim
n→∞ T
(
1 +
x
n
)n
= T(ex) ∈ P̂
By Theorem 15.22 we are done.
If T is as in the last lemma, then since (x+ 1)n⋖ (x + 1)n−1, we know that
T(x + 1)n⋖ T(x+ 1)n−1. In [42] it is shown that the interlacing is strict.
15.3 Linear transformations P −→ P
Table 15.2 lists some examples of generating functions of linear transforma-
tions that map P to P. The first four are elementary, and the rest are standard
formulas (e.g. [72]). In the Hadamard product and f(xD) we must choose
f ∈ P±. In the table I0(z) is the modified Bessel function of the first kind and
J0(z) is the Bessel function. In the Multiplier entry we are given a linear trans-
formation of the form T(xi) = aix
i which maps P to itself. The generating
function of T in the sense of the previous section is f(x) =
∑
ai x
i
i! and is in P̂ .
Example 15.27. If T : P −→ P doesn’t preserve degree and the sign of the
leading coefficient then the generating function might not be in P̂2. Consider
T(g) = G(D)f(x). We have seen that this linear transformation doesn’t ex-
tend to a map P2 −→ P2 when f(x) = x. An easy calculation shows that the
generating function is (x− y)e−xy, which isn’t in P̂2.
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Name T∗(e−xy)
Affine
∞∑
i=0
(ax+ b)i
(−y)i
i!
= e−(ax+b)y
Derivative
∞∑
i=0
ixi−1
(−y)i
i!
= −ye−xy
Derivative
∞∑
i=0
f(D)xi (−y)
i
i!
= f(−y)e−xy
Derivative
∞∑
i=0
f(xD)xi (−y)
i
i!
= f(−xy)e−xy
Exponential
∞∑
i=0
xi
i!
(−y)i
i!
= J0(2
√
−xy)
Hadamard
∞∑
i=0
f(x) ∗ xi (−y)
i
i!
= (EXPf)(−xy)
Hadamard′
∞∑
i=0
[xr ∗ xr = r!xr] ∗ xi (−y)
i
i!
= f(−xy)
Hermite
∞∑
i=0
Hi
(−y)i
i!
= e−2xy−y
2
Laguerre
∞∑
i=0
Li(−x)
(−y)i
i!
= e−yJ0(2
√
xy)
Laguerre REV
∞∑
i=0
Li
REV(−x)
(−y)i
i!
= e−xyJ0(2
√
y)
Laguerre
∞∑
i=0
Lin
(−y)i
i!
= e−yLn(x+ y)
Multiplier
∞∑
i=0
aix
i (−y)
i
i!
= f(−xy)
Table 15.2: Generating Functions for transformations P −→ P
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Remark 15.28. The generating function of the linear transformation f 7→ f+αf′
is (1 + αy)e−xy. Since this is in P̂2 it follows that f + αf
′ is in P for all f ∈ P.
This is another proof of Rolle’s theorem (Theorem 1.1).
Example 15.29. What happens if T doesn’t map P to itself? The generating
functions should be functions that are not in P̂2. Let’s look at some examples.
The Hermite transformation T(xi) = Hi maps P to itself. Since this is not an
affine map we know that the inverse does not map P to itself. Using identities
in [146] we can find the generating function of T−1:
T−1(xn) =
(
i
2
)n
Hn
(
−ix
2
)
T∗(e−xy) =
∞∑
n=0
(
i
2
)n
Hn
(
−ix
2
)
(−y)n
n!
=
∞∑
n=0
Hn
(
−ix
2
) ( (−iy)
2
)n
n!
= e
−2xy+y2
4
This is not in P̂ 2 since substituting x = 0 gives e
y2/4 which is not in P̂ .
Next, consider T(xi) = 〈x〉i which maps Ppos to itself. We can compute
T∗(e−xy) =
∞∑
i=0
T(xi)
(−y)i
i!
=
∞∑
i=0
x(x+ 1) · · · (x+ i − 1) (−y)
i
i!
= (1 + y)−x
Although the generating function has a simple form it isn’t in P̂2. This is
because it is not an entire function: T∗(e−xy)(1,y) = (1 + y)−1 has a pole at
y = −1.
An example of a different sort is given by the generating function of the
q-derivative. Recall if A(x) = qx then the q-derivative is
f(qx) − f(x)
x(q− 1)
. The
generating function is
e−qxy − e−xy
x(q− 1)
which is just the q-derivative of e−xy. It’s not in P̂ since substituting y = 1
gives a function that has complex roots.
Example 15.30. If T(xi) = Hi, then using the generating functionwe can show
that T(P) 6⊂ EXP(P) without exhibiting any particular polynomial in EXP(P)
that is not in T(P). If T(P) ⊂ EXP(P) then EXP−1T(P) ⊂ P. We will show that
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the generating function of EXP−1T isn’t in P̂2. We compute
∑
i
EXP
−1 T(xi)
(−y)i
i!
= EXP−1∗
(∑
i
T(xi)
(−y)i
i!
)
= EXP−1∗ e
−2xy−y2
= e−y
2
∑
i!
(−2xy)i
i!
=
e−y
2
1 + 2xy
This last function is not entire.
15.4 Linear transformations P −→ P - general properties
In this section we establish general properties of generating functions. In the
next section we will apply some of the results to show that various linear
transformations preserve P.
If a linear transformation T has generating function F(x,y), then it is easy
to compute the generating function of the Mo¨bius transformation TM (§ 6.6.7),
where M : z 7→ az+b
cz+d
. To begin with, there is a very useful relationship be-
tween the generating functions of a linear transformation T and the transfor-
mation T1/z. Recall (§ 6.6.7) that if T(x
n) = pn(x) then T1/z(x
n) = pn
REV . The
generating function of T1/z is
∞∑
n=0
T1/z(x
n)
(−y)n
n!
=
∞∑
n=0
xnpn(1/x)
(−y)n
n!
=
∞∑
n=0
pn(1/x)
(−xy)n
n!
= F(1/x, xy)
More generally, if M is a Mo¨bius transformation M(z) = az+b
cz+d
then we
define TM(x
n) = (cx+ d)nT(xn)
(
ax+b
cx+d
)
, and the generating function is
∑
i
(cx + d)iT
(
ax+ b
cx + d
)
(−y)i
i!
= F
(
ax+ b
cx + d
, (cx + d)y
)
If we first compose with an affine transformation then the generating func-
tion has an exponential factor.
Lemma 15.31. Suppose that T is a linear transformation with generating function
F(x,y). If S(f) = T(f(ax + b)) then the generating function of S is e−byF(x,ay).
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Proof. A computation:
∑
n
S(xn)
(−y)n
n!
=
∑
n
T((ax + b)n)
(−y)n
n!
=
∑
n
∑
k
akT(xk)bn−k
(
n
k
)
(−y)n
n!
=
∑
k
akT(xk)
(−y)k
k!
∑
n>k
(by)n−k
(n − k)!
=
∑
k
T(xk)
(−ay)k
k!
e−by
= e−byF(x,ay)
The next result shows that the coefficients of the polynomials defining a
root preserving transformation are highly constrained.
Lemma 15.32. Suppose that T : P −→ P. Choose a non-negative integer r and let di
be the coefficient of xr in T(xi). Then, the series
∑∞
i=0 di
xi
i! is in P̂ , and x
i 7→ dixi
maps Ppos −→ P.
In addition, for any n the polynomial
∑ (n
i
)
dix
i is in P.
Proof. The first sum is the coefficient of xr in the generating function of T . The
second follows from Lemma 13.18.
In particular, the generating function of the constant terms of a root pre-
serving linear transformation is in P̂ .
The leading coefficients are similarly constrained.
Lemma 15.33. Suppose T : P −→ P, T : Ppos −→ Ppos, T preserves degree, and
the leading coefficient of T(xi) is ci.Then
∑
ci
xi
i! ∈ P̂ , and xi 7→ cixi maps Ppos to
itself.
Proof. Corollary 9.57 shows that T1/z : P −→ P. The constant term of T1/z(xi)
is ci, so we can apply the previous lemma.
We have seen (Corollary 1.50) that if T : xn 7→ fn(x) maps P −→ P, then
the map xn 7→ cnxn, where cn is the leading coefficient of fn, also maps P to
itself. Evaluation has similar properties.
Corollary 15.34. Suppose that T : xn 7→ fn(x) preserves degree and maps P −→ P,
then for any α ∈ R the multiplier transformation
xn 7→ fn(α)xn maps Ppos −→ P.
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Proof. If the generating function T∗(e−xy ∈ P̂2, then evaluation is in P̂ , and so
∑
fn(α)
(−y)n
n!
∈ P̂
from which the conclusion follows.
If we have two linear transformations S, T with generating functions in P̂2
then we can multiply their generating functions by
∑
aiy
n−izn−i:( ∞∑
i=0
S(xi)
(−y)i
i!
)( ∞∑
i=0
T(xi)
(−z)i
i!
)(
n∑
i=0
aiy
n−izn−i
)
If
∑n
0 aix
i ∈ Ppos then the third factor is in P̂pos2 so all the factors are in P̂3.
The coefficient of ynzn is
∑ ai S(xi)T(xi)
i!i! . Consequently, the linear transfor-
mation xn 7→∑ai S(xi)T(xi)i!i! maps Ppos to P. We can remove the factorials.
Lemma 15.35. Suppose S, T are linear transformations with generating functions in
P̂2. The map x
i 7→ (−1)iS(xi)T(xi) maps Ppos −→ P.
Proof. If
∑
aix
i ∈ Palt then we can apply Lemma 10.63. Simply observe (as
above) that since(
n∑
i=0
ai(−1)
i∂iy∂
i
z
)( ∞∑
i=0
S(xi)
(−y)i
i!
)( ∞∑
i=0
T(xi)
(−z)i
i!
)∣∣∣∣
y=z=0
=
n∑
i=0
ai(−1)
iS(xi)T(xi)
and the differential operatormaps P̂3 to itself so the right hand side is in P.
We can use the relationship between linear transformations P −→ P and
elements of P̂2 to construct new linear transformations from old. We start with
a linear transformation, determine the corresponding element of P̂2, manipu-
late it to create a new element of P̂2, and then convert back to a linear trans-
formation. Unfortunately, we don’t know many ways to get new elements of
P̂2 from old ones. Differentiation in P̂2 yields some simple transformations.
Suppose that
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f(x,y) =
∑
T(xi)
(−y)i
i!
∂f
∂x
=
∑ d
dx
T(xi)
(−y)i
i!
and so
∂
∂x
corresponds to g 7→ d
dx
(Tg)
∂f
∂y
= −
∑
T(xi)
(−y)i−1
(i − 1)
and
∂
∂y
corresponds to g 7→ −T(xg)
Multiplication in P̂2 gives a convolution of linear transformations.
Lemma 15.36. Let S, T : P −→ P preserve degree and the sign of the leading coeffi-
cient. Then the linear transformation below also maps P −→ P.
xn 7→
n∑
i=0
(
n
i
)
T(xi)S(xn−i)
Proof. Multiplying two elements in P̂2 yields an element of P̂2:(∑
T(xi)
(−y)i
i!
)(∑
S(xj)
(−y)j
j!
)
=
∞∑
n=0
(
n∑
i=0
(
n
i
)
T(xi)S(xn−i)
)
(−y)n
n!
which establishes the lemma.
Remark 15.37. This really is a property of linear transformations that satisfy
induction. Indeed, if S, T satisfy induction, then since W(f) = (S∗T∗f(x +
y))(x, x) we see that W(f) ∈ P. The example S(g) = g(D)x, T(f) = f yields
W(1) = 1+x2. This is not a counterexample, since S does not satisfy induction.
Remark 15.38. We revisit the characterization results of § 6.6.1. If T is a degree
preserving linear transformation such that Tf and f interlace for all f ∈ P, then
the linear transformation Tα(f) = T(f)+αfmaps P to itself. Thus, for all α, the
generating function of Tα is in P̂2. IfG is the generating function of T , then the
generating function of Tα is G+ αe
−xy. Consequently, G and e−xy interlace.
We know that such linear transformations are given by Tf = axf+bf ′+ cf
where a and b have the same sign. The generating function of this transfor-
mation is (ax + by + c)e−xy. This makes it clear why we must have the sign
condition. See Question 168.
Since we do not have a characterization of functions in P̂2, this point of
view does not give a proof of the characterization theorems, just an under-
standing of them.
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Lemma 15.39. If T is an onto linear transformation defined on polynomials in one
variable and the linear transformation S : T(xi)yj 7→ T(xj)yi maps P2 to itself, then
T is an affine transformation.
Proof. Since S(T(xi)yj) = T(xj)yi by linearity we see S(T(f(x))yj) = T(xj)f(y)
for any polynomial f. Choosing f = T−1(xi) shows that S(xiyj) =
T(xj)T−1(yi). The compositions
P P2
S
P2 P
f(x)
x7→x
f(x) T(f)
y=1
T(f)
f(x)
x7→y
f(y) T−1(f)
x=1
T−1(f)
show that both T and T−1 map P to itself, and consequently T is affine.
15.5 Applications: Linear transformations P −→ P
We now have a powerful tool for showing that a linear transformation maps
P to itself. We use the generating function to show that many linear transfor-
mations preserve roots.
Example 15.40. If we start with an element of P̂2 then we get a linear trans-
formation. For instance, if f ∈ P, then f(x+ y) ∈ P2 ⊂ P̂2. The Taylor series of
f is
f(x+ y) =
∑
f(i)(x)
yi
i!
=
∑
(−1)if(i)(x)
(−y)i
i!
and consequently the linear transformation xi 7→ (−1)if(i) is a map P −→ P.
Precomposing with x 7→ −x shows that xi 7→ f(i) maps P −→ P.
In Corollary 7.47 we showed that the Laguerre transformation maps Palt
to itself. Now we show that it actually maps P to itself.
Lemma 15.41. The mapping xn 7→ Ln(−x) (the n-th Laguerre polynomial) maps P
to itself.
Proof. It suffices to know that the generating function of the transformation is
in P̂2. From Table 15.2 the generating function is J0(2
√
xy) where the Bessel
function J0(z) is given by the series
J0(z) =
∞∑
k=0
(−1)k
22kk!k!
z2k
J0(2
√
xy) =
∞∑
k=0
(−1)k
k!k!
xkyk
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The Bessel function has a product formula
J0(z) =
∞∏
k=1
(
1 −
z2
r2i
)
and hence
J0(2
√
xy) =
∞∏
k=1
(
1 −
2xy
r2i
)
Since the factors of this last product are all in P2, it follows that J0(2
√
xy) is in
P̂pos2, and hence the generating function given of x
n 7→ Ln(−x) is in P̂pos2.
Since the linear transformation T : xn 7→ Ln maps P to P, we know that
T−1 does not map P to itself. It’s easy to verify that
T−1 = EXP−1 ◦ T ◦ EXP−1.
Since EXP−1 doesn’t map P to itself, it isn’t surprising that T−1 doesn’t either.
Lemma 15.42. If n is a positive integer, then the linear transformation xi 7→ Lin(−x)
maps P to itself.
Proof. From Table 15.2 the generating function F(x,y) of the transformation is
eyLn(x + y). Since F(x,y) ∈ P̂2, the linear transformation maps P to itself.
We can apply Mo¨bius transformations to show that the reverse of the La-
guerre transformation also maps P to itself.
Lemma 15.43. The linear transformation S(xn) = Ln
REV(−x) maps P to P.
Proof. The generating function of T(xn) = Ln(−x) is e
yJ0(2
√
xy). Since S =
T1/zwe know the generating functionG(x,y) of S is F(1/x, xy) = e
−xyJ0(2
√
y).
Now e−xy ∈ P̂2, and J0(2√y) ∈ P̂ , and hence G(x,y) ∈ P̂2.
The next result is an immediate consequence of Lemma 15.35.
Corollary 15.44. If Hn is the Hermite polynomial, and Ln is the Laguerre polyno-
mial, then the following linear transformations map Ppos to P.
• xn 7→ Hn(x)2
• xn 7→ Ln(−x)2
• xn 7→ Hn(x)Ln(−x)
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Lemma 6.28 characterizes the linear transformations of the form
T(xn) =
∏n
i=1(x+ ai) that map P to itself. We conclude
Lemma 15.45. The only choice of constants ai satisfying
∞∑
n=0
(
n∏
i=0
(x + ai)
yn
n!
)
∈ P̂2
is a1 = a2 = a3 · · · .
We can use generating functions to get results converting complex roots
by applying appropriate affine transformations. See [26].
Lemma 15.46. Consider the linear transformations
T : f(x) 7→x f(x+ 1) + (x− 1) f(x− 1)
S : f(x) 7→(ıx+ 1
2
)f(x− ı) + (ıx−
1
2
)f(x + ı)
The following diagram commutes
P
x7→ı( 12−x)
S
P
x7→ıx+ 12
P
1
2+ıR
T
P
1
2+ıR
Proof. It is easy to verify that the diagram commutes at the element level, so it
suffices to show that S maps P to itself. We compute the generating function
of S:
∞∑
n=0
(
(ıx+
1
2
)(x− ı)n + (ıx−
1
2
)(x + ı)n
)
(−y)n
n!
=
1
2
(
−eı (−1+ıx)y + eı (1+ıx)y + (2 ı) eı (−1+ıx)y x+ (2 ı) eı (1+ıx)y x
)
= ı (2 x cos(y) + sin(y)) e−xy
Now Example 13.5 shows that 2x cos(y) + sin(y) ∈ P̂2, so all factors are in P̂2,
and hence Smaps P to itself.
We can determine more transformations that are sums of shifted argu-
ments using Lemma 5.10.
Lemma 15.47. If f(x) =
∑
aix
i is in P(−1,1) and we define
T(g) =
∑
k
ak (g(x + kı) + g(x − kı) )
then T maps P to itself.
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Proof. It suffices to compute the generating function of T . Notice that the gen-
erating function of the transformation xn 7→ (x + α)n is e−xy−αy. Conse-
quently, the generating function of T is
2e−xy
∑
k
ak
(
e−kyı + ekyı
2
)
= 2e−xy
∑
k
ak cos(ky)
Since f(x) ∈ P∆ we know that ∑ak cos(ky) ∈ P̂ - see the proof of
Lemma 20.76. Thus the generating function is in P̂2.
For example, we can take f = (x+1)n. The lemma shows that if g ∈ P then
n∑
k=0
(
n
k
)
(g(x + kı) + g(x− kı)) ∈ P.
Now we have properties of the Legendre and Jacobi polynomials.
Lemma 15.48. The linear transformation xk 7→ Pk(x)/k! defines a map P −→ P.
Proof. Since J0(x) ∈ P̂pos, it follows from (11.1.1) that f0(xy+y)f0(xy−y) ∈ P2.
Consequently the generating function for the transformation is in P̂2.
We can generalize this to Jacobi polynomials. We use theMathematica def-
inition of Pλ,µn (x).
Lemma 15.49. For λ,µ > −1 the linear transformation
xn 7→ n!〈λ + 1〉n
〈
µ+ 1
〉
n
Pλ,µn (x)
defines a map P −→ P.
Proof. From [89, (2.1.A)] we let
fλ(z) =
∞∑
k=0
1
k!
Γ(λ + 1)
Γ(λ + k + 1)
zk
then we have that
fλ(xz − z)fµ(xz + z) =
∞∑
n=0
2n
〈λ+ 1〉n
〈
µ+ 1
〉
n
Pλ,µn (x) z
n
Now fλ is a modified Bessel function and is in P̂
pos, so we follow the argu-
ment of the previous lemma.
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15.6 Applications: the diamond product
We can show that a bilinear mapping T satisfies T : PI × P −→ P by showing
that for every f ∈ PI the linear transformation Tf(g) = T(f, g) maps P to itself.
We now show that the diamond product based on the Hermite polynomi-
als maps P × P −→ P. The proof shows that the generating function of the
transformation is in P̂alt2 by using some special function identities for Her-
mite polynomials.
Recall (§ 7.11.14) that if T is a linear transformation then the diamond prod-
uct is given by f♦
T
g = T−1(T(f) T(g)).
Lemma 15.50. Suppose T(Hn) = x
n where Hn is the Hermite polynomial. The
diamond product ♦
T
defines a mapping P × P −→ P.
Proof. We fix f ∈ P, and show that the generating function of g 7→ f♦
T
g is in
P̂2. We recall two identities that can be found in [146]
T(xn) =
(
i
2
)n
Hn
(
−ix
2
)
(15.6.1)
Hn(x)Hk(x) =
min(n,k)∑
j=0
2j
(
n
j
)(
k
j
)
j!Hn+k−2j(x)
We simplify matters by initially setting f = xn. The generating function of
g 7→ xn ♦
T
g is
F(x,y) =
∞∑
k=0
T−1(T(xn) T(xk))
(−y)k
k!
=
∞∑
k=0
T−1
((
i
2
)n
Hn
(
−ix
2
) (
i
2
)k
Hk
(
−ix
2
))
(−y)k
k!
=
∞∑
k=0
T−1
(
(HnHk)
(
−ix
2
)) (
i
2
)n+k
(−y)k
k!
=
∞∑
k=0
T−1
min(n,k)∑
j=0
2j
(
n
j
)(
k
j
)
j!Hn+k−2j
(
−ix
2
) ( i
2
)n+k
(−y)k
k!
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Applying the identity (15.6.1) yields
Hn+k−2j
(
−ix
2
)
=
(
i
2
)−n−k+2j
T(xn+k−2j) and so
F(x,y) =
∞∑
k=0
min(n,k)∑
j=0
2j
(
n
j
)(
k
j
)
j!
(
i
2
)−n−k+2j
xn+k−2j
(
i
2
)n+k
(−y)k
k!
= e−xy
(
2x+ y
2
)n
By linearity, we conclude that the generating function G(x,y) for g 7→ f♦
T
g is
e−xyf
(
2x+ y
2
)
Since G(x,y) ∈ P̂2, and so the diamond product maps P × P −→ P.
The Hermite diamond product has a simple description using the Hermite
basis, and using this description we can find some interesting linear transfor-
mations. The diamond product is simply Hn ♦
T
Hm = Hn+m. Upon fixing
m = 1 the linear transformation f 7→ f♦
T
H1 defines a map P −→ P. Us-
ing the definition of the diamond product above, this shows that the linear
transformation Hn 7→ Hn+1 determines a map P −→ P. Since Hn ♦
T
4x2 =
Hn ♦
T
(H2 + 2H0), the map Hi 7→ Hi+2 + 2Hi maps P −→ P.
15.7 Applications: generalized Hadamard products
In this section we characterize several generalized Hadamard products. We
have seen that the two Hadamard products xi ∗ xi = xi and xi ∗′ xi = i!xi
map P × Ppos −→ P. The next result characterizes such general Hadamard
products.
Proposition 15.51. Suppose that g(x) =
∞∑
i=0
ai
xi
i!i!
. The generalized Hadamard
product
xi ⊛ xj =
{
aix
i i = j
0 otherwise
defines a map P ⊛ Ppos −→ P if and only if g(x) ∈ P̂pos.
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Proof. Choose f =
∑
bix
i ∈ Ppos, and consider the map Tf : g 7→ f ⊛ g. We
will show that the generating function of Tf is in P̂2. Compute:∑
Tf(x
n)
(−y)n
n!
=
∑
(xn ⊛ f)
(−y)n
n!
=
∑
bnan
xn(−y)n
n!
= (f ∗′ g)(−xy)
Since f ∈ Ppos, and g ∈ P̂pos, we know that f ∗′ g ∈ Ppos, and consequently
(f ∗′ g)(−xy) ∈ P̂pos2.
Conversely, since the Hadamard product extends to P̂ the following is in
P̂pos: ex ⊛ ex =
∑
ai
xi
i!i!
We can generalize this to products defined by
xi1 × xi2 × · · · × xid 7→
{
aix
i i = i1 = i2 · · · = id
0 otherwise
where all ai are positive. A similar argument shows that a necessary condition
that this product determines a linear transformation (Ppos)d −→ Ppos is
∞∑
i=0
ai
(i!)d
xi ∈ P̂pos
Next we consider maps P
pos
2 −→ Ppos that have the form
xiyj 7→
{
aix
i i = j
0 otherwise
(15.7.1)
If ai = 1 this was called the diagonal map diag, and if ai = i! this was called
diag1. See Theorem 13.9.
Lemma 15.52. The map (15.7.1) defines a map T : P
pos
2 −→ Ppos iffG =
∑
ai
xi
i!i! ∈
P̂pos.
Proof. Since T(exey) =
∑
ai
xi
i!i! the condition G ∈ P̂pos is necessary. From
Theorem 13.9 we see that ai = i! determines a transformation that satisfies the
conclusions of the theorem. Consequently, if G ∈ P̂pos then we can express T
as a composition
P
pos
2
T
ai=i!
Ppos
Ppos
xi 7→ai
i! x
i
The map xi 7→ ai
i! x
i defines a map Ppos −→ Ppos since ∑ ai
i!
xi
i! ∈ P̂ by
hypothesis.
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Note that diag1(f(x)g(y)) = f∗ ′g. Consequently, Theorem 9.87, in the case
both polynomials are in Ppos, follows from this lemma, since we can use the
embedding Ppos × Ppos −→ Ppos2 given by f× g 7→ f(x)g(y).
We next show that the only products of the form
xi × xj 7→ ai+jxi+j (15.7.2)
that determine maps P × P −→ P are compositions.
Lemma 15.53. A product (15.7.2) determines a map T : P×P −→ P iff∑an xnn! ∈
P̂ . This is equivalent to saying that the product factors through P:
P × P T
multiplication
P
P
multiplier transformation
Proof. It suffices to evaluate T(ex, ex):
T(xx, ex) =
∞∑
i,j=0
ai+j
i!j!
xi+j
=
∞∑
n=0
an
xn
n!
∑
i+j=n
n!
i!j!
=
∞∑
n=0
an
(2x)n
n!
We can only state necessary conditions in the more general cases. The
proofs are similar to the above, and are omitted.
Lemma 15.54. If the map (15.7.3) induces P2d −→ Ud then
∑
aI
xI
(I!)2 ∈ P̂d. If the
map (15.7.4) induces P2d −→ Ud then
∑
aI
xI
I! ∈ P̂d.
xIyJ 7→
{
aIx
I I = J
0 otherwise
(15.7.3)
xIyJ 7→ aI+JxI+J (15.7.4)
15.8 Generating functions on P(n)
The utility of generating functions is that if a certain function (the generating
function) computed from a linear transformation is in some space, then the
linear transformation has some nice mapping properties. In this section we
look at linear transformations such as xr 7→ xn−r that are only defined on
P(n). The following proposition does not characterize such generating func-
tions, since there is a necessary factorial.
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Proposition 15.55. Suppose that T is a linear transformation of polynomials of de-
gree at mostn such that T∗(x+y)n ∈ P2. Then, the linear transformation xi 7→ T(x
i)
i!
maps P(n) to itself.
Proof. Choose g(x) =
∑
aix
i ∈ P(n). Since grev( ∂
∂y
) maps P2 to itself, we see
that
grev(
∂
∂y
)T∗(x+ y)n
∣∣∣∣
y=0
= grev(
∂
∂y
)
n∑
i=0
(
n
i
)
T(xi)yn−i
∣∣∣∣
y=0
=
n∑
i=0
(
n
i
)
T(xi)
(
grev(
∂
∂y
)yn−i
∣∣∣∣
y=0
)
=
n∑
i=0
(
n
i
)
T(xi)(n − i)!ai
= n! T ◦ EXP(g)
and hence T ◦ EXP(g) ∈ P(n).
The converse needs an extra hypothesis.
Proposition 15.56. Suppose T : P(n) −→ P(n). If T∗(x + y)n satisfies the homo-
geneity condition then T∗(x+ y)n ∈ P2(n).
Proof. We only need to check substitution, and if we substitute α for y then
T∗(x + y)n(x,α) = T(x + α)n ∈ P.
Example 15.57. Here are a few examples.
1. Mo¨bius transformations. Suppose T(xi) = (ax+ b)i(cx + d)n−i. Then
T∗(x+y)n =
n∑
i=0
(
n
i
)
(ax+b)i(cx+d)n−iyn−i = ( (ax+b)+y(cx+d) )n
2. Polar derivative. If T(xi) = (n − i)xi then
T∗(x + y)n =
n∑
i=0
(
n
i
)
(n − i)xiyn−i = ny(x + y)n
3. Reversal (with a negative sign). If T(xi) = (−x)n−i then
T∗(x + y)n =
n∑
i=0
(
n
i
)
(−1)n−ixn−iyn−i = (1 − xy)n
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4. Hermite. Let T(xn) = Hn. From (6.8.2) we know that
T∗(x+ y)n = T(xn)(x + 2y) = Hn(x+ 2y) ∈ P2.
This implies that xn 7→ Hn/n! maps P(n) to itself, but in this case we
know T maps P(n) to itself.
5. In Lemma 8.30 we saw that the linear transformation T : xk 7→
(x+ n− k)n maps P
alt(n) −→ P(n). The generating function
T∗(x+ y)n =
n∑
i=0
(
n
i
)
(x+ n − k)
n
yn−i = (y+ 1)n〈x〉n
is in P2(2n). Proposition 15.55 only allows us to conclude that
xk 7→ (x + n − k)n
k!
maps P(n) −→ P(n). (15.8.1)
Since it is not true that xk 7→ (x+ n − k)n maps P(n) to itself, we see
that the factorial in Proposition 15.55 is necessary.
15.9 Higher dimensional generating functions
If T : Pd −→ Pd is a linear transformation, then its generating function is a
function of 2d variables:
T∗(e−xy) =
∑
I
T(xI)
(−y)I
I!
Here are some examples.
The generating function of the identity transformation is e−x·y.
Suppose that T : P −→ P and let F(x,y) be the generating function of T . If
we define T∗(xiyj) = T(xi)yj then the generating function F∗ of T∗ is
F∗(x,y,u, v) =
∞∑
i,j=0
T(xi)yj
(−u)i
i!
(−v)j
j!
=
( ∞∑
i=0
T(xi)
(−u)i
i!
)  ∞∑
j=0
yj
(−v)j
j!
 = F(x,u)e−yv
More generally, if we have another linear transformation S : P −→ P with
generating function G(x,y) then the generating function of xiyj 7→ T(xi)S(yj)
is F(x,u)G(y, v).
If T : P2 −→ P2 is a linear transformation and a,b are positive, then S(f) =
a ∂
∂x
T(f)+b ∂
∂x
T(f) satisfies T(f)⋖ S(f). If T has generating function F, then the
generating function of S is aFx + bFy.
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The generating function of the linear transformation g 7→ f(∂x, ∂y)g has
generating function f(u, v)e−xu−yv. This follows using linearity from the cal-
culation
∑
i,j
∂rx∂
s
y(x
iyj)
(−u)i
i!
(−v)j
j!
=
(∑
i
∂rxx
i (−u)
i
i!
) ∑
j
∂ryy
j (−v)
j
j!

=
(
ure−xu
) (
vse−yv
)
In general, the generating function of g 7→ f(∂x)g is f(x)e−x·y. Similarly, the
generating function of f 7→ f(∂x)g is g(x+ y).
Proposition 15.58. If T is a linear transformation on Pd and T∗(e−x·y) ∈ P̂2d then
T : Pd −→ Pd.
Proof. Since f(∂x)maps P̂2d to itself the proof is the same as the case d = 1.
Corollary 15.59. If S is a d by d positive symmetric matrix, and HI(x) is the corre-
sponding Hermite polynomial then the linear transformation xI 7→ HI(x) maps Pd to
Pd.
Proof. The generating function of the Hermite polynomials (13.5.1) is
exp(−ySy∗ − 2ySx∗) which is in P̂2d. We can now apply the Proposition.
The proposition implies that differential operators preserve Pd.
Lemma 15.60. If f ∈ Pd then the linear transformation
T : g 7→ f(∂x)g
maps Pd to itself.
Proof. The generating function of T is f(y)e−x·y which is in P̂2d.
Table 15.3 lists some generating functions in higher dimensions. Note that
these transformations do not all map Pd to itself since not all of the generating
functions are in P̂2d. The operator EXPx is EXPx1 · · · EXPxd , and the generalized
Hurwitz transformation is defined as
T(xI) =
{
xI/2 if all coordinates of I are even
0 otherwise
(15.9.1)
15.10 Higher dimensional multiplier transformations
The Po´lya-Schur theorem does not generalize to two variables. Although we
will see that all multiplier transformations are products of one dimensional
multipliers, there are examples of transformations that do not map P2 to itself,
yet have a two variable generating function in P2.
[18] observed that all higher dimensional multiplier transformations are
just products of one dimensional maps:
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Name T∗(e−xy)
differentiation
∑
I
f(∂x)x
I
(−y)I
I!
= f(y)e−x·y
Hermite
∑
I
HI(x)
(−y)I
I!
= e−ySy
′−2ySx′
Hadamard
∑
I
f(x) ∗ xI (−y)
I
I!
= EXPx f(−x1y1, . . . ,−xdyd)
Hurwitz
∑
I
xI/2
(−y)I
I!
= cosh(y1
√
x1) · · · cosh(yd√xd)
identity
∑
I
xI
(−y)I
I!
= e−x·y
Table 15.3: Generating Functions in higher dimensions
Lemma 15.61. The following are equivalent:
1. T : xI −→ αIxI maps Pd to itself.
2. T is a product of one-dimensional transformations.
Proof. We first assume that d = 2, so assume that T(xiyj) = αij. Following
[18] we apply T to two test functions
Txiyj(1 + x)(1 + y) = xiyj
(
αi,j + αi+1,jx+ αi,j+1y+ αi+1,j+1xy
)
Txiyj(1 + x)(1 − y) = xiyj
(
αi,j + αi+1,jx− αi,j+1y− αi+1,j+1xy
)
.
By Proposition 11.26 or Lemma 20.1 both of the factors are in P2, and by The-
orem 9.113
αi,jαi+1,j+1 − αi+1,jαi,j+1 > 0
−αi,jαi+1,j+1 + αi+1,jαi,j+1 > 0
and therefore
αi,jαi+1,j+1 = αi+1,jαi,j+1 (15.10.1)
We now consider the support S of T - that is, the set of all (i, j) such that
αi,j 6= 0. If r is a non-negative integer then the composition
P
xn 7→xnyr
P2
T
P2
xnyr 7→xn
P
determines a map P −→ P. Since this map is a multiplier transformation
in one variable we know that the non-zero coefficients have no gaps, and so
form an interval. Thus, all intersections of the support S with a horizontal or
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vertical line are intervals. The identity (15.10.1) shows that we can not have
the configurations
6= 0 0 6= 0 6= 0
6= 0 6= 0 0 6= 0
in the support, so it follows that the support is a rectangle.
We may assume that α0,0 = 1. Using the recursion (15.10.1) and induction
yields αij = αi,0 α0,j. It follows that T is a product of the one dimensional
transformations
Tr :x
n 7→ αn,0xn Tc :yn 7→ α0,nyn
The case for general d is no different; we use the fact that the intersection
with every d − 1 dimensional face is a product to conclude the support is a
product.
Example 15.62. Here is an example of a multiplier transformation that does
not map P2 −→ P2 but whose two variable generating function is in P̂2. The
two variable generating function of T : xiyj 7→ (i + j)2xiyj is
∞∑
i,j=0
(i + j)2
i!j!
xiyj = ex+y(x+ y)(x + y+ 1)
which is in P̂2. We know T maps P
pos
2 to itself, but T does not map P2 to itself.
If
f = −193+ 43 x+ 21 x2+ x3 + 262y+ 196 x y+ 14 x2y+ 448y2 + 64 x y2 + 96y3
then Tf(−2,y) has complex roots. Note that the usual generating function is
∞∑
i,j=0
(i + j)2xiyj
(−u)i(−v)j
i! j!
= e−ux−vy(ux + vy)(ux + vy− 1)
and the latter expression is not in P̂4.
Remark 15.63. In Corollary 11.114 we saw that the linear transformation
xiyj 7→ x
iyj
(i+ j)!
maps P
pos
2 to itself, yet it does not map P2 to itself. The gener-
ating function is ∑
i,j
xiyj
(i + j)!
=
xex − yey
x− y
.
This can be seen as follows. If the generating function is s, then the terms of
x
y
(s− 1) largely cancel, leaving only x
y
ex − ey. This generating function is not
in P̂2 since it is not an entire function.
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Just as in one variable (Lemma 1.49) a linear transformation T : P2 −→ P2
determines a simpler linear transformation.
Lemma 15.64. If T : P2 −→ P2, and we can write
T(xiyj) = gij(x,y) = cijx
iyj + terms of lower degree
then the linear transformation S(xiyj) = cijx
iyj also maps P2 −→ P2.
Proof. Choose f =
∑
aijx
iyj in P2. Substitute x/α for x, y/β for y and apply
T . Next, substitute αx for x and βy for y. The result is that the following
polynomial is in P2:∑
i,j
aijα
iβjgij(x/α,y/β)
Next, using the fact that
lim
α→0+
lim
β→0+
αiβjgij(x/α,y/β) = cijx
iyj
we see that
lim
α→0+
lim
β→0+
∑
i,j
aijα
iβjgij(x/α,y/β) =
∑
i,j
aijcijx
iyj = S(f) ∈ P2
Example 15.65. The two variable generating function of xrys 7→ f(r + s)xrys
can be easily found.
∑
(i + j)n
xiyj
i!j!
= ex+yT−1∗∗ (x + y)
n
where T : xn = (x)n, and T
−1
∗∗ (x
rys) = T−1(xr)T−1(ys). By linearity we find
the generating function
∑
f(x+ y)
xiyj
i!j!
= ex+yT−1∗∗ f(x+ y) = (e
xT−1f)(x + y)
where the last equality follows from Example 6.53. It follows that if f ∈ Ppos
then this generating function is in P̂2. We saw that the linear transformation
corresponding to f(x) = x2 does not map P2 to itself.
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15.11 Differential operators
We continue the investigation of differential operators. We first compute the
generating functions of differential operators acting on P, extract some prop-
erties, show some eigenpolynomials are in P, and then extend some of the
results to Pd.
Consider the linear transformation T defined on polynomials of one vari-
able
T(g) =
n∑
i=0
fi(x)g
(i)(x)
We define f(x,y) =
∑
fi(x)y
i, and write T(g) = f(x,D)g. The generating
function of T is
∞∑
j=0
T(xj)
(−y)j
j!
=
∞∑
j=0
n∑
i=0
fi(x)Di xj
(−y)j
j!
=
n∑
i=0
fi(x)Di
∞∑
j=0
xj
(−y)j
j!
=
n∑
i=0
fi(x)Die−xy
=
n∑
i=0
fi(x)(−y)
ie−xy
= f(x,−y)e−xy
Thus, we have
Proposition 15.66. If f ∈ P2 then f(x,−D) maps P to P. Conversely, if
1. f(x,−D) maps P to P.
2. The coefficients of the homogeneous part of f(x,y) are all positive.
then f ∈ P2.
Proof. The generating function is f(x,y)e−xy ∈ P̂2. In Lemma 7.14 we saw
that f(x,α) ∈ P for all α ∈ R, so f ∈ P2.
Remark 15.67. For example, if we take F = x+y then the linear transformation
is f 7→ xf− f ′. We know that this is in P since xf⋖ f⋖ f ′ implies xf− f ′⋖ f.
Corollary 15.68. Suppose that T : P −→ P. The linear transformation
g 7→
∑
T(xk)
g(k)(x)
k!
(−1)k
maps P −→ P.
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Proof. If f(x,y) is the the generating function of T , then f(x,y) ∈ P2. The map
is g(x) 7→ f(x,−D)g(x).
In [10] they show that for n sufficiently large there is an eigenpolynomial
f(x,D) of degree n. We now show that the eigenpolynomials are in P if f ∈ P2,
and f satisfies a degree condition.
Lemma 15.69. Choose f(x,y) ∈ P2(d)
f(x,y) = f0(x) + f1(x)y+ f2(x)y
2 + · · ·+ fd(x)yd
where the degree of fi is i. Ifn is sufficiently large then there is a polynomial p ∈ P(n)
and constant λ such that f(x,D)p = λp.
Proof. Since f(x,D) maps P to itself, and preserves degree, we will apply
Lemma 7.85. It suffices to show that there is a dominant eigenvalue, which
is the same as finding a dominant leading coefficient.
The r-th diagonal element ofM is the coefficient cr of x
r in f(x,D)xr. De-
noting the leading coefficient of fi by Ci,
cd =
d∑
i=0
ci (r)i = Cd(r)d +O(r
d−1).
For n sufficiently large, cn is the largest eigenvalue ofM.
Remark 15.70. The identity e−(∂x+∂y)
2
(x + y)n = (x + y)n shows that the
operator e−(∂x+∂y)
2
has polynomial eigenvalues of every degree.
We can generalize some of the above to more variables. Suppose that
f(x, y) ∈ Pd+e and we define a differential operator
T(g(x)) =
∑
I
fI(x)DIg(x) (15.11.1)
It is easy to see that the generating function of T is simply f(x, y)e−x·y.
Proposition 15.71. Suppose
1. f(x,−D) maps Pd to Pd.
2. The coefficients of the homogeneous part of f(x, y) are all positive.
then f ∈ Pd+e.
Conversely, if f(x, y) ∈ P2d then f(x,−D) maps Pd to itself.
Proof. If suffices to show that f(x, y) satisfies substitution. The proof is the
same as Lemma 7.14: apply f(x,−D) to e−a·x to conclude that f(x, a)e−a·x ∈ Pd.
Multiplying by ea·x finishes the proof.
The second part follows form the proposition.
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Which polynomials f(x,y) determine operators f(x,D) that map Ppos −→
P, and don’t map P −→ P? Here’s a necessary condition.
Lemma 15.72. Suppose that f(x,y) determine an operator f(x,D) that maps
Ppos −→ P. If f(x,−y) satisfies degree and positivity then f(x,−y) ∈ ℘1,1.
Proof. Let f(x,y) =
∑
aijx
iyj. Since e−αx ∈ Ppos for positive α, we see that(∑
aijx
iDj
)
e−αx =
(∑
aijx
i(−α)j
)
e−αx
is in P̂ , and hence f(x,−α) ∈ P for all positive α. Since f(x,−y) satisfies degree
and positivity, f(x,−y) ∈ ℘1,1.
15.12 Generating functions for maps P2 ←→ P
If T : P2 −→ P then the generating function of T lies in P̂3. We compute the
generating functions for many of these maps.
The most basic map of all is evaluation. The generating function of
f(x,y) 7→ f(z,α) is
∑
T(xiyj)
(−u)i(−v)j
i!j!
=
∑
ziαj
(−u)i(−v)j
i!j!
= e−uz−αv
Next, consider the diagonal map f(x,y) 7→ f(z, z). The generating function
is
∑
T(xiyj)
(−u)i(−v)j
i!j!
=
∑
zi+j
(−u)i(−v)j
i!j!
= e−(u+v)z
The map that extracts the coefficient of a fixed monomial also maps P2 −→
P. If T(xiyj) = zi if j = k and 0 otherwise then the generating function is
∑
T(xiyj)
(−u)i(−v)j
i!j!
=
∑
i
zi
(−u)i(−v)k
i!k!
=
(−v)k
k!
e−uz
Finally, we consider the map f(x,y) 7→ f(D, x). More precisely, this is the
map xiyj 7→ di
dzi
zj = (j)
i
zj−i.
∑
i6j
(j)
i
zj−i
(−u)i(−v)j
i!j!
=
∞∑
j=0
(−zv)j
j!
j∑
i=0
(
j
i
)(
−u
z
)i
=
∞∑
j=0
(−zv)j
j!
(
1 +
−u
z
)j
= e−zv+uv
We summarize these few results in Table 15.4
We can construct transformations P −→ P2 by homogenizing transforma-
tions P −→ P.
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Name T∗(e−xy)
evaluation at α f(x,y) 7→ f(z,α) e−uz−αv
diagonal f(x,y) 7→ f(z, z) e−z(u+v)
coefficient f(x,y) 7→ coef. of yk vk
k! e
−uz
derivative f(x,y) 7→ f(−D, z) e−v(u+z)
Table 15.4: Generating Functions for P2 −→ P
Lemma 15.73. Suppose T : P −→ P and T(xn) ∈ Ppos(n). If T(xi) = fi(x) and
TH(x
i) = fi(x/y)y
i then TH : P −→ P2.
Proof. If g =
∑
aix
i ∈ P(n) then TH(g) =
∑
aifi(x/y)y
i. The homogeneous
part of TH(g) is fn(x/y)y
n which has all positive terms since T(xn) ∈ Ppos.
Substituting α for y yields
TH(g)(x,α) =
∑
aifi(x/α)α
i =
∑
(αiai)fi(x/α) = T(g(αx))(x/α)
which is in P.
If the generating function of T isG(x,y) then the generating function of TH
is G(x/y,yz).
Note that evaluation at x = 1 shows that T : xi −→ frevi maps P −→ P.
This gives another proof of Corollary 9.57.
Example 15.74. If T is the affine transformation x 7→ x + 1 then TH(g) =
g(x + y). For a more complicated example, if T(xi) = Li(−x) is the Laguerre
transformation then
TH(x
n) =
n∑
0
1
k!
(
n
k
)
xkyn−k
15.13 Linear transformations Ppos −→ P
In this section we consider maps Ppos −→ Ppos. If we have a linear transfor-
mation T : Palt −→ Palt then we can construct a map S : Ppos −→ Ppos by
S(f)(x) = T(f(−x))(−x). The two generating functions satisfy
f(x,y) =
∑
T(xn)
(−y)n
n!
g(x,y) =
∑
S(xn)
(−y)n
n!
=
∑
(−1)nT(xn)(−x)
yn
n!
and so g(x,y) = f(−x,−y).
CHAPTER 15. GENERATING FUNCTIONS 513
Theorem 15.75. Suppose T : Ppos −→ Ppos, T preserves degree and the sign of the
leading coefficient. If
F(x,y) = T∗(e−xy) =
∞∑
i=0
T(xi)
(−y)i
i!
(15.13.1)
then F(x,y) ∈ ℘̂1,1. If T : Palt −→ Palt then F(x,−y) ∈ ℘̂1,1.
Proof. It suffices to assume that T : Ppos −→ Ppos. Since e−xy ∈ P̂2 ⊂ ℘̂1,1, we
know that F(x,y) = T∗(e−xy) ∈ ℘̂1,1.
Theorem 15.76. Suppose that F(x,y) =
∑
fi(x)
(−y)i
i!
is in ℘̂1,1. If each fi is a
polynomial and we define T(xi) = fi/i! then T : P
pos −→ P.
Proof. We follow the proof for Pd, but since ℘1,1 is not closed under differenti-
ation we need to multiply. This is why we have the factorial appearing.
Since ℘1,1 is closed under multiplication, so is ℘̂1,1. Look at Table 15.5. We
know that e−αx ∈ P̂2, and (1 + y)x ∈ ℘̂1,1 since the latter is the generating
function of a linear transformation Palt −→ Palt. Their product is in ℘̂1,1, and
is the generating function for the Charlier transformation.
Table 15.5 lists the generating functions of some linear transformations
Palt −→ Palt. Table 15.13 lists the generating functions of linear transfor-
mations Ppos −→ P whose image is not Ppos. Notice that most of these gener-
ating functions are not in P̂2 - indeed, they are not analytic for all real values
of the parameters, but only positive y.
Example 15.77. We can determine the closed formula for the generating func-
tion F(x,y) of T : xi 7→ (−1)(i2)xi given in Table 15.5 by considering four sums
determined by the index mod 4. The result is
F(x,y) =
∞∑
i=0
(−1)(
i
2) xi
yi
i!
=
√
2 cos(xy− π/4).
The cosine has a representation as an infinite product
cos(x) =
∞∏
k=0
(
1 −
4x2
(2k+ 1)2π2
)
so the generating function can be expressed as the infinite product
F(x,y) =
∞∏
k=0
(
1 −
4(xy− π4 )
2
(2k+ 1)2π2
)
.
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Name T∗(e−xy)
Binomial
∞∑
i=0
(
x
i
)
(−y)i
i!
= 1F1(−x, 1,−y)
Charlier
∞∑
i=0
Cαn
(−y)i
i!
= e−αy(1 + y)x
Falling Factorial
∞∑
i=0
(x)i
(−y)i
i!
= (1 − y)x
Hurwitz
∞∑
i=0
xi
y2i
(2i)!
= cosh(
√
xy2)
Hurwitz
∞∑
i=0
xi
y4i
(4i)!
= 12
(
cos(x1/4y) + cosh(x1/4y)
)
q-series
∞∑
i=0
(−1)(
i
2)xi
(−y)i
i!
=
√
2 cos(xy− π/4)
Rising Factorial
∞∑
i=0
(〈x〉i 7→ xi) (−y)ii! = ex(1−e−y)
Table 15.5: Generating functions for Palt −→ Palt
Name T∗(e−xy)
Hermite
∞∑
i=0
Hrevn
(−y)i
i!
= e2y−x
2y2
Hermite
∞∑
i=0
xnHn
(−y)i
i!
= e2x
2y−x2y2
Laguerre
∞∑
i=0
Lrevn
(−y)i
i!
= exyJ0(2
√
y)
Table 15.6: Generating functions for Ppos −→ P
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The product is not in P̂2 as the factorization shows(
1 −
4(xy− π4 )
2
(2k + 1)2π2
)
=
(
1 −
2(xy− π4 )
(2k+ 1)π
)(
1 +
2(xy− π4 )
(2k + 1)π
)
= F1(x,y)F2(x,y)
F1(x,y) ∈ P̂2, but F2(x,−y) ∈ P̂2. This reflects the fact that the linear transfor-
mation xi 7→ (−1)(i2)xi maps Ppos to P, and does not map P −→ P.
Example 15.78. One way to find elements in ℘1,1 is to compute the generating
function of simple linear transformations. The generating function ofU(xn) =
0 if n odd, and xn if n even is
∞∑
n=0
x2n
y2n
(2n)!
= cosh(xy)
while the generating function of V(xn) = 0 if n even, and xn if n odd is
∞∑
n=0
x2n+1
y2n+1
(2n)!
= sinh(xy)
Let Te(x
n) = 0 if n is odd, and xn/2 if n is even. We know that Te : P
pos −→
Ppos. Consequently, the map S(f) = Te(f)(1 − x
2) maps Ppos −→ P. The
generating function of Te is for positive x
∞∑
n=0
xn
y2n
(2n)!
= cosh(y
√
x)
and the generating function of S is
∞∑
n=0
(1 − x2)n
y2n
(2n)!
= cos(y
√
1 − x2)
Finally, let To(x) = 0 if n even, and x
(n−1)/2 if n odd. The generating function
of To for positive x is
∞∑
n=0
xn
y2n+1
(2n + 1)!
=
√
x sinh(y
√
x)
15.14 More generating functions
In this section we list in Table 15.14 a few generating functions for linear trans-
formations that map Pfinite −→ PJ. These functions are not entire - in order
to converge we must assume that |x|, |y| < 1.
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Name T∗(e−xy)
Chebyshev
∞∑
i=0
Ti
(−y)i
i!
= exycosh(
√
y2(x2 − 1))
Legendre
∞∑
i=0
Pi
(−y)i
i!
= exy 0F1(; 1;
1
4 (y
2 − 1)x2)
Euler
∞∑
i=0
Ai
(−y)i
i!
=
exy − xexy
exy − xey
Factorial
∞∑
i=0
∏i
k=1(1 − kx)
(−y)i
i!
= (1 + xy)−1+1/x
Table 15.7: Miscellaneous generating functions
Since the method of finding bivariate generating functions may not be fa-
miliar, I’ll describe how to find the generating function for the Euler transfor-
mation. We compute the generating function of xn 7→ An by first computing
the generating function of xn 7→ Bn = xnAn(x+1x ). We use the recurrence for
Bn to derive a partial differential equation for the generating function, which
we use the method of characteristics to solve. So recall (Lemma 7.60) that Bn
satisfies the recursion Bn+1 = (x + 1)(Bn + xB
′
n). Substituting this into the
generating function for T
F(x,y) =
∞∑
n=0
Bn
yn
n!
=
∞∑
n=0
(x + 1)(Bn + xB
′
n)
yn
n!
with some manipulation yields the partial differential equation
(x + 1)F(x,y) = (−x2 − x)Fx(x,y) + Fy(x,y) (15.14.1)
The method of characteristics assumes that x,y are functions of s, t, where
we consider t a variable, and s a parameter. We choose these functions to
make each side of (15.14.1) an exact differential. Thus, we have to solve the
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three equations
d
dt
x(s, t) = −x2 − x (15.14.2)
d
dt
y(s, t) = 1 (15.14.3)
d
dt
F(s, t) = (x+ 1)F(s, t) (15.14.4)
with the initial conditions
x(s, 0) = s
y(s, 0) = 0
F(s, 0) = 1
We solve (15.14.2) and (15.14.3) for x,y, and then use these two solutions to
express (15.14.4) entirely in terms of s, t. We solve that equation, solve for s, t
in terms of x,y, substitute into our last solution, and we are done! Of course,
a computer algebra system is indispensable for these calculations.
The solution is F(x,y) =
ey
1 + x− xey
. We then apply the firstMo¨bius trans-
formation z 7→ 1/z which yields the generating function F(1/x, xy), and then
z 7→ z − 1 which gives F(1/(x − 1), (x − 1)y) which simplifies to our result in
the table.
CHAPTER
16
-
Recurrences with polynomial
coefficients
How can we construct sequences of real-rooted polynomials {fi}
∞
i=0 such that
for all positive n the fi satisfy the recurrence
fn(x)g0(x) + fn+1(x)g1(x) + · · ·+ fn+d(x)gd(x) = 0 (16.0.1)
where the gi are polynomials in x? We say that the sequence {fi} satisfies a
recursion with polynomial coefficients. We will show several ways of doing con-
structing such sequences. Unfortunately, we don’t know how to reverse the
process. That is, given a sequence that satisfies a recursion with polynomial
coefficients, prove that all the terms have all real roots.
Example 16.1. Here are two simple examples. If fi = x
i then we have the
recurrence
fn(x) · x− fn+1(x) = 0.
A less trivial example is given by the Chebyshev polynomials Uk of the
second kind. They satisfy the recurrence
Un(x) −Un+1(x) · 2x+Un+2 = 0
In each of these cases the consecutive terms interlace, but this will not be
true in general.
The Hermite polynomial Hn satisfies the recursion
Hn+1 = 2xHn − 2nHn−1
This is not a recursion with polynomial coefficients since the factor (2n) de-
pends on the index. However, they do satisfy a differential recursion with
polynomial coefficients
Hn = 2xHn−1 −H
′
n−1.
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Every sequence that satisfies a recursion with polynomial coefficients also
satisfies a determinantal identity. This has nothing to do with the property of
having real roots or not. Given a sequence as in (16.0.1) we have the identity
(
g0 g1 · · · gd
)

fn fn+1 · · · fn+d
fn+1 fn+2 · · · fn+d+1
...
...
fn+d fn+d+1 · · · fn+2d
 = 0
If the gi are not identically zero the determinant is zero:∣∣∣∣∣∣∣∣∣
fn fn+1 · · · fn+d
fn+1 fn+2 · · · fn+d+1
...
...
fn+d fn+d+1 · · · fn+2d
∣∣∣∣∣∣∣∣∣ = 0
16.1 The general construction
Many of our recursions arise from repeatedly multiplying by a polynomial.
Here’s a trivial example:
f0 = f
fn = g fn−1
where f, g ∈ P. More generally, we turn polynomial multiplication into matrix
multiplication, and the characteristic polynomial becomes the recursion.
So, our construction requires
1. A d by dmatrixM that might have polynomial entries, or perhaps even
linear transformations as entries.
2. A vector v of polynomials.
3. For i = 0, 1, . . . , all the entries ofMi v have all real roots.
If
∑d
0 aiλ
i is the characteristic polynomial ofM and n = 0, 1, . . . , then
d∑
i=0
ai (M
i+nv) = 0.
Thus if we write
Mi v = (pi,1, . . . ,pi,d)
t
then each sequence of polynomials {pi,k}
∞
i=1 has all real roots, and satisfies the
same recursion
d∑
i=0
aipi+n,k = 0.
The vector v of polynomials can be
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1. A collection of mutually interlacing polynomials.
2. All coefficients of a polynomial in P2.
3. The initial coefficients of a function in P̂2.
16.2 Recursions from f(y) and g(x,y)
In our first construction we always get the same recursion; this is due to the
fact that our matrix is lower triangular. We start with the following data
f(y) =
d∑
0
aiy
i ∈ P
g(x,y) =
∑
gi(x)y
i ∈ P2
f(y)g(x,y) =
∑
hi(x)y
i
and we have the relation
a0 0 0 . . . 0
a1 a0 0 . . . 0
a2 a1 a0 . . . 0
...
. . .
ad ad−1 ad−2 . . . a0


g0
g1
g2
...
gd
 =

h0
h1
h2
...
hd

Since f(y)g(x,y) ∈ P2 it follows that all the coefficients h0, . . . ,hd have all
real roots. We follow the outline in the previous section. The characteristic
polynomial is (λ− a0)
d. If we write
Mi v = (pi,1, . . . ,pi,d)
t
then all {pi,k} satisfy
pn,k −
(
d
1
)
a0pn−1,k + · · · + (−1)dad0 pn−d,k = 0
Note that the recursion is effectively independent of f if a0 6= 0, since we
can rescale to make a0 = 1. Here’s an example where d = 3:
f = (y+ 1)3 g = (x + 2y+ 1)(x + 3y+ 2)
M =

1 0 0 0
3 1 0 0
3 3 1 0
1 3 3 1

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v =

x2 + 3x+ 2
5x+ 7
6
0
 Mv =

x2 + 3x+ 2
3x2 + 14x+ 13
3x2 + 24x+ 33
x2 + 18x+ 41

M2v =

x2 + 3x+ 2
6x2 + 23x+ 19
15x2 + 75x+ 78
20x2 + 135x+ 181
 M3v =

x2 + 3x+ 2
9x2 + 32x+ 25
36x2 + 153x+ 141
84x2 + 432x+ 474

The four sequences
x2 + 3x+ 2 x2 + 3x+ 2 x2 + 3x+ 2 x2 + 3x+ 2 . . .
5x+ 7 3x2 + 14x+ 13 6x2 + 23x+ 19 9x2 + 32x+ 25 . . .
6 3x2 + 24x+ 33 15x2 + 75x+ 78 36x2 + 153x+ 141 . . .
0 x2 + 18x+ 41 20x2 + 135x+ 181 84x2 + 432x+ 474 . . .
have all real roots and satisfy the recurrence
pn − 3pn−1 + 3pn−2 − pn−3 = 0.
16.3 Recursions from f(y, z) and g(x,y, z)
Given a polynomial in P3 and v the vector of the first k coefficients of a poly-
nomial in P2 we can construct a matrix that preserves such initial sequences.
This gives us recursions of real rooted polynomials. We give the general con-
struction, and then give some examples.
Construction 16.2. We are given f =
∑
fi,j(x)y
izj in P3, and g(x,y) =∑r
0 gi(x)y
i is the first r + 1 terms of a function in P̂2. .
We define
M = (fr−i,j)06i,j6r
v0 = (g0, . . . , gr)
By Theorem 24.11 we know that all polynomials
Mkv0 = vk = (v0,k, . . . , vr,k)
have all real roots. Suppose thatM satisfies
s∑
0
αiM
i = 0
Then the sequences
g0 = v0,0, v0,1, v0,2, . . .
g1 = v1,0, v1,1, v1,2, . . .
. . .
gr = vr,0, vr,1, vr,2, . . .
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all satisfy the same recurrence
s∑
i=0
αipi = 0
Example 16.3. We start with∣∣∣∣∣∣
x+ 1 1 1
1 y 1
1 1 z
∣∣∣∣∣∣ = yz(1 + x) − y− z + (1 − x) ∈ P3
The matrix
M =
(
−1 1 − x
1 + x −1
)
preserves initial sequences of length two. M satisfies its characteristic polyno-
mial
λ2 + 2λ+ x2 = 0
If g0(x) + yg1(x) ∈ P2 then the polynomial sequences(
−1 1 − x
1 + x −1
)n(
g0
f0
)
=
(
gn
fn
)
are in P and satisfy
gn + 2 gn−1 + x
2 gn−2 = 0
fn + 2 fn−1 + x
2 fn−2 = 0
Now we choose g0 = −1 and g1 = x. Since g0 + yg1 = xy− 1 ∈ P2 we can
apply the above construction
v =
(
−1
x
)
Mv =
(
−x2 + x + 1
−2x− 1
)
M2v =
(
3x2 − 2x− 2
−x3 + 4x+ 2
)
. . .
giving us the two sequences of polynomials
g : −1 −x2 + x+ 1 3x2 − 2x− 2 x4 − x3 − 7x2 + 4x+ 4, . . .
f : x −2x− 1 −x3 + 4x+ 2 4x3 + x2 − 8x− 4, . . .
Consecutive gi’s or fi’s do not necessarily interlace, but they all are in P. How-
ever, gi and fi do interlace.
Example 16.4. The polynomial xy+xz+yz−1 is in P3 since
(
0 1 1
1 0 1
1 1 0
)
is negative
subdefinite. For a particular choice of v we have nice formulas for the two
CHAPTER 16. RECURRENCES WITH POLYNOMIAL COEFFICIENTS 523
polynomial sequences.
M =
(
x −1
1 x
)
CP(M) = y2 − 2xy+ x2 + 1
pn = 2xpn−1 − (x
2 + 1)pn−2
v = (x, 1)
Mkv = (fk, gk)
fk =
∑
i
xn−2i
(
n
2i
)
(−1)i
gk =
∑
i
xn−2i+1
(
n
2i− 1
)
(−1)i+1
We know that fk and gk have all real roots since they are derived from the
even and odd parts of (x− 1)n
Example 16.5. In this example we construct a sequence of polynomials in two
variables that satisfy a three term recursion. We begin with the Grace polyno-
mial that is in P4
Grace2 = 2x1x2 + (x1 + x2)(y1 + y2) + 2y1y2
Assume that f = f0(x1, x2) + f1(x1, x2)y1 ∈ P3. Consider the coefficients of
y1 in f ·Grace2
Coefficient of y01 : [2x1x2 + y2(x1 + x2)]f0
Coefficient of y11 : [2x1x2 + y2(x1 + x2)]f1 + [2y2 + x1 + x2]f0
Coefficient of y21 : [2y2 + x1 + x2]f1
The coefficient of y11 is a polynomial in y2, so the coefficients of y
0
2 and y
1
2
interlace:
Coefficient of y02 : (x1 + x2)f0 + 2x1x2f1
Coefficient of y12 : 2f0 + (x1 + x2)f1
It follows that the matrix
M =
(
x1 + x2 2x1x2
2 x1 + x2
)
preserves interlacing pairs of polynomials in two variables. As expected, the
determinant, (x1 − x2)
2, is non-negative.
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The sequence of vectors(
f0
f1
)
, M
(
f0
f1
)
, M2
(
f0
f1
)
, · · ·
consists of polynomials in P2. Write M
i
(
f0
f1
)
=
(
gi
hi
)
. The characteristic
polynomial ofM is
z2 − 2(x1 + x2)z + (x1 − x2)
2
and sinceM satisfies its characteristic polynomial we have
Mn+2 · v− 2(x1 + x2)Mn+1 · v+ (x1 − x2)2Mn · v = 0
for any vector v. Therefore, we have the recurrences
gn+2 − 2(x1 + x2)gn+1 + (x1 − x2)
2gn = 0
hn+2 − 2(x1 + x2)hn+1 + (x1 − x2)
2hn = 0
If we want to construct examples then we must begin with g0 ←− h0, and
not with g0, g1. For example, if we take a degenerate case g0 = 1, h0 = 0 then
the first few pairs are
(
1
0
)
,
(
x1 + x2
2
)
,
(
x21 + 6x1x2 + x
2
2
4x1 + 4x2
)
,
(
x31 + 15x
2
1x2 + 15x1x
2
2 + x
3
2
6x21 + 20x1x2 + 6x
2
2
)
,
It’s not hard to see that we have an explicit formula
gn(x1, x2) =
n∑
i=0
(
2n
2i
)
xi1x
n−i
2
and the gi satisfy the recurrence above with initial conditions g0 = 1 and
g1 = x1 + x2.
16.4 Recursions from f(x,−Dy) and g(x,y)
We know that if f(x,y) ∈ P2 then f(x,−Dy) maps P2 −→ P2. This guarantees
that our recursions will consist of polynomials with all real roots.
We assume
f(x,y) =
∑
i
fi(x)y
i ∈ P̂2
f(0, 0) 6= 0
g(x,y) =
d∑
i=0
gi(x)y
i ∈ P2
The action of f(x,−Dy) never decreases y-degree, so it determines a d + 1 by
d + 1 matrix acting on the coefficients of polynomials in P2(d).
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Example 16.6. We assume
f(x,y) = (x+ y)3 g(x,y) = g0(x) + g1(x)y+ g2(x)y
2
The action of f(x,−Dy) on g is given by the matrixx3 −3x2 6x0 x3 −6x2
0 0 x3

This gives recurrences of the form
pn − 3x
3pn−1 + 3x
6pn−2 − x
9pn−3 = 0
Example 16.7. In this case we let f = e−xy, and g =
∑4
0 gi(x)y
i. The matrix is
1 −x x2 −x3 x4
0 1 −2x 3x2 −4x3
0 0 1 −3x 6x2
0 0 0 1 −4x
0 0 0 0 1

The characteristic polynomial is (λ − 1)5, so these recurrences are of the form
pn − 5pn−1 + 10pn−2 − 10pn−3 + 5pn−4 − pn−5 = 0.
16.5 Recurrences from f(−Dx,y) and g(x,y)
If we use f(−Dx,y) instead of f(x,−Dy) then we get recurrences involving
derivatives. We assume
f(x,y) =
∑
i
fi(x)y
i ∈ P̂2
g(x,y) =
d∑
i=0
gi(x)y
i ∈ P2
We give a very simple example - note that the degree of the recurrence comes
from the number of coefficients we consider, and not from the degree of f.
Example 16.8. We let
f(x,y) = y− Dx g =
∑
gi(x)y
i.
We consider only the first four coefficients of g, so the action of y− Dx is
−g ′0 + y(g0 − g
′
1) + y
2(g1 − g
′
2) + y
3(g2 − g
′
3).
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As a matrix this is 
−Dx 0 0 0
1 −Dx 0 0
0 1 −Dx 0
0 0 1 −Dx


g0
g1
g2
g3

The characteristic polynomial is (λ + Dx)4, so the recurrence is
pn + 4p
′
n−1 + 6p
(2)
n−2 + 4p
(3)
n−3 + p
(4)
n−4 = 0.
16.6 Recurrences from mutually interlacing polynomials
If a matrix preserves mutually interlacing polynomials then we get recursive
sequences of polynomials in P.
Example 16.9. The matrix and initial vector
M =
1 x+ 1 x+ 11 1 x+ 1
1 1 1
 v =
x− 1x
x+ 1

determine three polynomial sequences Miv = (fi, gi,hi) that satisfy the re-
currence
pn = 3pn−1 + 3 x pn−2 + x
2 pn−3.
To find the initial terms we need to computeMv andM2v.
Mv =
2x2 + 4xx2 + 4x
3x
 M2v =
x3 + 10x2 + 11x6x2 + 11x
3x2 + 11x

It follows that the following sequence of polynomials has all real roots. It also
appears that fi⋖ fi−1 but that doesn’t follow from the general construction,
and I don’t know how to prove it.
h0 = x+ 1
h1 = 3x
h2 = 3x
2 + 11x
hn = 3hn−1 + 3xhn−2 + x
2hn−3
Example 16.10. In this examplewe start with the recurrence, and find amatrix
that preserves mutually interlacing polynomials. Consider the sequence
q0 = q1 = q2 = · · · = qd = 1
qk = qk−1 + xqk−d for k > d
qd+1 = 1 + x, qd+2 = 1 + 2x, · · · q2d+1 = 1 + (d + 1)x
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Rewrite the recurrence in matrix terms:
1 0 0 0 . . . x
1 0 0 0 . . . 0
0 1 0 0 . . . 0
...
. . .
. . .
...
0 0 . . . 1 0


qk−1
qk−2
...
qk−d
 =

qk
qk−1
...
qk−d+1

The d+1 by d+1matrix preservesmutually interlacing polynomials. Since
the vector (qd+1, . . . ,q2d+1) is mutually interlacing, we can repeatedly apply
the Lemma to conclude that (qk, . . . ,qk+d) is a vector of mutually interlacing
vectors. In particular, all qn have all real roots.
If a two by two matrix preserves interlacing polynomials then we get a
recurrence. This is really just a special case of a general matrix preserving
the first k coefficients of a polynomial, and also a special case of a matrix
preserving mutual interlacing.
Example 16.11. The matrix
(
1 x
1 0
)
preserves interlacing. If we let(
1 x
1 0
)n(
1
1
)
=
(
pn
pn−1
)
then all pn ∈ P. The characteristic polynomial is λ2 − λ − x, so we have the
recurrence
pn = pn−1 + xpn−2
16.7 Alternative approaches
There are many specialized ways to prove facts about recurrences. [54] has
some very interesting results about recurrences with polynomial coefficients.
Of course, there is a 1-1 correspondence between recurrences with polyno-
mial coefficients and rational functions. Herewe start with a rational function.
If we write
1
1 − (x + y)n
=
∞∑
j=0
hn,j(x)
(1 − xn)j+1
yj
then we will show that the roots of the coefficients hn,j lie on n equally spaced
rays through the origin. For example, if n = 2 we have
1
1 − (x + y)2
=
1
1 − x2
+
2x
(1 − x2)2
y+
3x2 + 1
(1 − x2)3
y2 +
4
(
x3 + x
)
(1 − x2)4
y3 + · · ·
and all the roots lie on the imaginary axis. There is a simple expression for
these coefficients
1
1 − (x + y)n
=
∑
i
(x + y)ni =
∑
j
yj ·
∞∑
i=0
(
ni
j
)
xni−j.
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The coefficient of yj is x−jg(xn) where
gn,j(x) =
∞∑
i=0
(
ni
j
)
xi =
fn,j(x)
(1 − x)j+1
.
The series converges for |x| < 1. If x is positive then the series is positive or
divergent. Thus, gn,j has no positive roots. Here are some values of the sum
n = 1 n = 2 n = 3
j = 0 11−x
1
1−x
1
1−x
j = 1 x
(1−x)2
2x
(1−x)2
3x
(1−x)2
j = 2 x
2
(1−x)3
3x2+x
(1−x)3
6x2+3x
(1−x)3
We will show that fn,j ∈ P, which establishes the claim. We write gnj(x)
in terms of a differential operator. First, let
(
nx
j
)
=
∑
akx
k.
gn,j(x) =
∑
i
(
ni
j
)
xi =
∑
i,k
aki
kxi
=
∑
i,j
ak(xD)kxi =
(∑
i
(xD)kak
) 1
1 − x
=
(
nxD
j
)
1
1 − x
.
It simplifies the argument if we eliminate the denominator, so we will
show that Fj ∈ P where
(nxD)(nxD − 1) · · · (nxD − j+ 1) 1
1 − x
=
Fj
(1 − x)j+1
This yields the recurrence
Fn,j+1 =
[(
(j + 1)n+ j
)
x+ j
]
Fn,j − x(x− 1)F
′
n,j
This recurrence is of the form
pn = (ax+ b)pn−1 − x(x − 1)p
′
n−1
Since x(x − 1) is positive at the roots of pn it follows that all fj have all real
roots and all positive coefficients.
CHAPTER
17
-
Matrices
The theme of this chapter is that there are several ways to represent sequences
of interlacing polynomials by Hermitian matrices. There is a 1-1 correspon-
dence between Hermitian matrices and interlacing sequences of monic poly-
nomials. Since orthogonal polynomials can be realized as the characteristic
polynomials of certain Hermitian matrices, many results about orthogonal
polynomials can be generalized to Hermitian matrices.
17.1 Basics
We first recall some basic facts about matrices. A∗ denotes the conjugate trans-
pose of A. The matrix A is Hermitian if A = A∗. Now we are only considering
real polynomials, so we could restrict ourselves to symmetric matrices, but it
is no harder to consider Hermitian matrices. A matrixU is unitary if UU∗ = I,
where I is the identity matrix. A Hermitian matrix has all real eigenvalues.
The spectral theorem says that there is a unitary matrix U and a diagonal ma-
trix Λ consisting of the eigenvalues of A such that A = UΛU∗. If all entries of
A are real, then U can be chosen to be real, so that it is an orthogonal matrix.
The characteristic polynomial of A is |xI − A|, and is written CP(A). The
set of roots of the characteristic polynomial of A is written λ(A). We say that
A≪B if CP(A)≪ CP(B), A⋖B iff CP(A)⋖ CP(B), and so on. A Hermitian
matrix is positive definite if all of its eigenvalues are positive, and is positive
semidefinite if the eigenvalues are all non-negative.
If the matrix A is invertible then interlacing properties of A determine in-
terlacing properties of A−1.
• If A is invertible and λ(A) = (a1, . . . ,an), then λ(A−1) = ( 1
a1
. . . . ,
1
an
).
• If A is positive definite and A≪B then B−1≪A−1.
• If A is positive definite and A⋖B then A−1⋖B−1.
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• The characteristic polynomial of A−1 is
|xI−A−1| = |−A−1| |I− xA| = |−A−1| |(1/x)I−A|xn
whereA is n byn. Since the reverse of a polynomial f is f REV = xnf(1/x),
we can write
CP(A−1) =
1
|− A|
( CP(A))
REV
17.2 Principle submatrices
In this section we establish the important result that Hermitian matrices cor-
respond to sequences of interlacing polynomials.
Definition 17.1. For n by n matrix M , and index sets α,β ⊂ {1, . . . ,n}, the
(sub)matrix that lies in the rows indexed by α and columns indexed by β is
denoted M{α,β}. If α = β then we write M{α}; such a submatrix is called a
principle submatrix (§ 10.10.14). Sometimes we want to refer to a submatrix via
the deletion of rows; in this case we letM[α] be the submatrix resulting from
the deletion of the rows and columns not listed in α. The size |α| of an index
set α is its cardinality.
We know that if A is a principle submatrix of B then B⋖A.
Suppose that f is a polynomial with roots roots(f) = (a1, . . . ,an). Set
Λ equal to the diagonal matrix whose elements are (a1, . . . ,an), and let
y∗ = (y1, . . . ,yn). The following calculation shows the relation between the
characteristic polynomial of Λ and an extension of Λ. Suppose that
A =
Λ
... y
. . . . . . . . .
y∗
... a

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The characteristic polynomial of A is
det(xI −A) = det
xI−Λ
... −y
. . . . . . . . . . . . . . . . . .
−y∗
... x− a

= det
 I
... 0
. . . . . . . . . . . . . . . . . . . . . .[
(xI −Λ)−1y
]∗ ... 1

xI−Λ
... −y
. . . . . . . . . . . . . . . . . .
−y∗
... x− a
×
I
... (xI−Λ)−1y
. . . . . . . . . . . . . . . . . . .
0
... I

= det
xI−Λ
... 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0
... (x− a) − y∗(xI− Λ)−1y

=
[
(x− a) − y∗(xI− Λ)−1y
]
det(xI−Λ)
= (x− a)f(x) −
n∑
i=1
y2i
f(x)
x− ai
If pi is the characteristic polynomial of A{1, . . . , i}, then from repeated ap-
plications of Theorem 1.61 we have a sequence of interlacing polynomials
pn⋖pi−1⋖ . . . ⋖p0
Conversely, we can use the above calculation to show that given the pi’s, we
can find a Hermitian matrix determining them.
Theorem 17.2. Suppose that p0,p1, . . . ,pn is a sequence of polynomials such that
the degree of pi is i, and pi⋖pi−1 for 1 6 i 6 n. There is a Hermitian matrixA such
that the characteristic polynomial of A{1, . . . , i} is a multiple of pi, for 0 6 i 6 n.
Proof. We prove this by induction on n. The case n = 1 is clear, so assume
that A is an n by n Hermitian matrix such that the characteristic polynomial
of A{1, . . . , i} is a multiple of pi, for 0 6 i 6 n. Choose an orthogonal matrix
U so that UAU∗ is the diagonal matrix Λwhose diagonal consists of the roots
of pn. We need to find a number b and vector z
∗ = (z1, . . . , zn) so that the
characteristic polynomial of A
... z
. . . . . . . . .
z∗
... b
 (17.2.1)
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is equal to a multiple of pn+1. Write
B =
U
... 0
. . . . . . . .
0
... 1

Λ
... z
. . . . . . . . .
z∗
... b

U
∗ ... 0
. . . . . . . . .
0
... 1
 =
Λ
... y
. . . . . . . . .
y∗
... a
 (17.2.2)
The characteristic polynomial of A is cpn for some constant c. The charac-
teristic polynomial of (17.2.1) is the same as the characteristic polynomial B in
(17.2.2). Since pn+1⋖pn, we can apply Lemma 1.20 and find an a and y2i such
that
pn+1 = (x− a)pn −
∑
y2i
pn(x)
x− ai
where roots(pn) = (a1, . . . ,an). The desired matrix is U∗BU.
If pi+1⋖pi for all i then all of the coefficients y2i are non-zero. In this case
there are 2n choices of yi’s, and so there are 2
n differentA’s.
Example 17.3. The construction of a matrix from a sequence of characteristic
polynomials involves solving many equations. Here are a few examples of n
by n matrices M where we are given a polynomial f and the determinant of
the first i rows and columns is a constant multiple of f(i).
1. If f = (x− a)(x− b) thenM =
(
a+b
2
a−b
2
a−b
2
a+b
2
)
2. If f = (x− 1)(x− 2)(x− 3) thenM =
 2
−1√
3
0
−1√
3
2 −2√
3
0 −2√
3
2

3. If f = x2(x− 1) thenM = 13
 1 −1 −1−1 1 1
−1 1 1

Example 17.4. If a Hermitian matrix H is partitioned into diagonal blocks,
and the polynomials determined by each of these blocks strictly interlace, we
do not have strict interlacing for the polynomials determined by H. Assume
that A is an r by r Hermitian matrix determining the polynomial sequence
pr⋖ · · ·⋖p1, and B is an s by sHermitian matrix determining the polynomial
sequence qs⋖ · · ·⋖q1. The partitioned matrixA
... 0
. . . . . . . . .
0
... B

determines the polynomial sequence
p1⋗p2⋗ · · ·pr⋗pr q1⋗pr q2⋗ · · ·⋗pr qs
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If a Hermitian matrix M is diagonal with diagonal entries (a1, . . . ,an),
then the characteristic polynomial is f(x) = (x − a1) · · · (x − an). The charac-
teristic polynomial of a single row/column deletionM[i] equals f(x)/(x−ai).
Since these are the polynomials occurring in quantitative sign interlacing it is
not surprising that the characteristic polynomials of single deletions are also
important. For instance, an immediate consequence of Theorem 1.61 is that
for any choice of positive bi the polynomials
n∑
i=1
bi CP(M[i])
have all real roots.
Analogous to the formula
d
dx
f(x) =
n∑
i=1
f(x)
x− ai
we have
d
dx
CP(M) =
n∑
i=1
CP(M[i])
This can be established by considering the derivative of only the terms in
the expansion of the determinant that have diagonal entries in them.
Example 17.5. It is not the case that the characteristic polynomials of the single
deletion submatrices of an n by n matrix span an n-dimensional space. The
matrixM =
(
0 1
1 0
)
has eigenvalues 1,−1 butM[1] = M[2] = (0), so they have
the same characteristic polynomial, x. More generally, for any symmetric C
with distinct eigenvalues none of which are 1 or −1, the matrixM below has
M[1] = M[2], so the characteristic polynomials do not span an n-dimensional
space. 0 1 01 0 0
0 0 C

An n by n matrix M has 2n principle submatrices. Their characteristic
polynomials can be combined to form polynomials that are in Pn+1.
Lemma 17.6. Let M be an n by n symmetric matrix. For each α ⊂ {1, . . . ,n} let
xα =
∏
i∈α xi. Then the polynomials below are in Pn+1.∑
α⊂{1,...,n}
CP(M{α}) xα
∑
α⊂{1,...,n}
detM{α} xα
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Proof. The polynomial f(x, x) in question is nothing other than the character-
istic polynomial ofM + D where D is the diagonal matrix whose diagonal is
(x1, . . . , xn). It remains to see that f ∈ Pn+1. Consider gǫ = CP(M +D + ǫzI)
where z = x1 + · · · + xn. The homogeneous part of gǫ is
∏
i(x + xi + ǫ(x1 +
· · · + xn) and for ǫ > 0 this is in Pn+1. If we substitute values for x1, . . . , xn
then the resulting polynomial is the characteristic polynomial of a symmetric
matrix and so is in P. Since limǫ→0+ gǫ = f it follows that f is in the closure of
Pn+1.
The second assertion follows from the first by setting x = 0.
For example, ifM =
(
a b
b c
)
then the two polynomials are
det
∣∣∣ a−x−x1 bb c−x−x2 ∣∣∣ = (x− a)(x− c) − b2 + (x − a)x2 + (x − c)x1 + x1x2
det
∣∣∣ a−x1 bb c−x2 ∣∣∣ = (ac− b2) − ax2 − cx1 + x1x2
17.3 The Schur complement
The Schur complement of a matrix plays a role that is similar to contraction
for a graph. Although the initial definition is unintuitive, there is a simple
interpretation in terms of deletion in the inverse that is easy to understand.
Definition 17.7. For an n by n matrix M , and index sets α,β ⊂ {1, . . . ,n}
where a and β have the same size, the Schur complement of the (sub)matrix
that lies in the rows indexed by α and columns indexed by β is
A/[α,β] = A{α′,β′} −A{α′,β}A{α,β}−1A{α,β′}
If α = β then we write M/[α]. Notice that if α has size k, then the Schur
complement has dimension n− k.
Example 17.8. If M is diagonal with diagonal entries (a1, . . . ,an), and α ⊂
{1, . . . ,n}, then the Schur complementM/[α] is the diagonal matrixM{α′}.
The Schur complement may be computed by taking the inverse, deleting
appropriate rows and columns, and taking the inverse of the resulting matrix.
Theorem 17.9 ([5]). If A is invertible, then A/[α,β] =
(
A−1{β′,α′}
)−1
An interesting property is that two disjoint deletions commute.
Theorem 17.10 ([5]). If α1,α2,β1,β2 are index sets with |α1| = |β1|, |α2| = |β2|,
and α1 ∩ α2 = β1 ∩ β2 = ∅ then
(M/[α1,β1]) /[α2,β2] = (M/[α2,β2]) /[α1,β1] = M/[α1 ∪ α2,β1 ∪ β2]
We can now show that Schur complements preserve interlacing.
CHAPTER 17. MATRICES 535
Theorem 17.11 ([160]). If A is a definite (positive or negative) Hermitian matrix,
and if |α| = |β| = 1, then A⋖A/[α,β].
Proof. Since A−1 is Hermitian and its principle submatrices interlace, we get
A−1⋖A−1{β′,α′}. Since all eigenvalues of A have the same sign, when we
take inverses interlacing is preserved:
A =
(
A−1
)−1
⋖
(
A−1{β′,α′}
)−1
= A/[α,β]
Corollary 17.12. If M is non-singular definite Hermitian, and we set pk =
CP(M/[{1..k}]) then
pn⋖pk−1⋖ . . . ⋖p1
Proof. Since (M/[{1..k}])/[{k + 1}] = M/[{1..k + 1}] by Theorem 17.10, we can
apply Theorem 17.11.
Another simple consequence is that we can realize polynomial sequences
by characteristic polynomials of Schur complements.
Theorem 17.13. Suppose that p0,p1, . . . ,pn is a sequence of polynomials such that
the degree of pi is i, and pi⋖pi−1 for 1 6 i 6 n. There is a Hermitian matrix A
such that the characteristic polynomial of A/[{1, . . . , i}] is a constant multiple of pi,
for 0 6 i 6 n.
Proof. Let B be a Hermitian matrix such that CP(B{{1..k}}) = (pi)
REV . B−1 is
the desired matrix.
17.4 Families of matrices
We consider properties of the eigenvalues of continuous families of Hermitian
matrices. We begin with a definition of a locally interlacing family of matrices.
Definition 17.14. If {Ht} is a continuous family of Hermitian matrices such
that the family of their characteristic polynomials is a locally interlacing fam-
ily, then we say that {Ht} is a locally interlacing family.
If the entries of a Hermitian matrix are functions of a parameter, then we
can determine the derivatives of the eigenvalues with respect to this parame-
ter. This result is known as the Hellmann-Feynman theorem:
Theorem 17.15. Let H(x) be an n by n Hermitian matrix whose entries have
continuous first derivatives with respect to a parameter x for x ∈ (a,b). Let
λ(H(x)) = (λ1(x), . . . , λn(x)) be the eigenvalues of H(x), with corresponding eigen-
vectors u1, . . . ,un. IfH
′ is the matrix formed by the derivatives of the entries ofH(x),
then for j = 1, . . . ,n
dλi
dx
=
u∗i H
′ ui
u∗iui
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Proof. More generally, we consider an inner product for which (Htu, v) =
(u,Htv), (u, v) = (v,u), and (v, v) > 0 if v 6= 0. From the fact that the ui
are eigenvectors, we find that for any s 6= t
(Htui(t),ui(s)) = λi(t) (ui(t),ui(s))
(Hsui(t),ui(s)) = (Hsui(s),ui(t))
= λi(s) (ui(t),ui(s))
Subtracting and dividing by t− s gives the difference quotient(
Ht −Hs
t− s
ui(t),ui(s)
)
=
λt − λs
t− s
(ui(t),ui(s))
The result follows by taking the limit as s goes to t.
Corollary 17.16. If H(x) is an n by n Hermitian matrix whose entries have con-
tinuous first derivatives with respect to a parameter x for x ∈ (a,b), and H′(x) is
positive definite for all x, then {Ht} is a locally interlacing family.
Example 17.17. Suppose that H is Hermitian. Consider the family {etH}. The
derivative of this family is
d
dt
(
etH
)
= HetH
If v is an eigenvector of H with eigenvalue a, then HetHv = H(eatv) = aeatv
and so v is an eigenvector of H′ with eigenvalue aeat. These eigenvalues
are increasing if and only if a is positive, so we conclude that {etH} is locally
interlacing if and only if H is positive definite.
Corollary 17.18. If {Ht} is a family of Hermitian matrices such that
d
dt
Ht is strictly
totally positive, then the families of characteristic polynomials of any principle sub-
matrix are locally interlacing.
Proof. Since every principle submatrix of H′ is positive definite, the result fol-
lows from Corollary 17.16.
The next result is known as the monotonicity theorem, since it states that
adding a positive definite matrix increases all the eigenvalues.
Corollary 17.19. If A,B are Hermitian matrices, and B is positive definite, then the
family {A+ tB} is locally interlacing.
Proof. The derivative d
dt
(A + tB) is simply B.
Example 17.20. Consider the family {H + tI}, where H is Hermitian. Since
I is positive definite, it is an locally interlacing family. If the characteristic
polynomial of H is f(x), then
||xI− (H + tI)| = |(x− t)I−H| = f(x− t)
Another elementary family is given by {tH}. Since |xI − tH| = f(x/t) it is
locally interlacing.
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We can relate interlacing of polynomial sequences with their Hermitian
matrices, but first we need to recall the positive definite ordering (p. 458) of
Hermitian matrices.
Lemma 17.21. Suppose that A,B are Hermitian. They determine polynomial se-
quences pi = ||xI − A{1..i}| and qi = ||xI − B{1..i}|. If B ≺ A then pi ≺ qi for
1 6 i 6 n.
Proof. Consider the familyMt = tA+(1−t)B. The derivative isA−Bwhich is
positive definite, so it is a locally interlacing family. SinceM0 = B andM1 = A
it follows that the roots ofMt are increasing as a function of t, so pi ≺ qi.
17.5 Permanents
If A = (aij) is a matrix then the permanent of A, written per(A), is the deter-
minant without alternating signs:
per(A) =
∑
σ∈Sn
n∏
i=1
ai,σ(i)
Unlike the determinant, polynomials such as per(xI+C)whereC is symmetric
almost never have all real roots. If we define J to be the all 1 matrix, then there
is a beautiful conjecture [76]
Conjecture 17.22. If A = (aij) is a real n by n matrix with non-negative entries
which are weakly increasing down columns then the permanent of A+ xJ has all real
roots.
The permanents of principle submatrices of A + xJ do not interlace the
permanents of A+ xJ, but we do have common interlacing:
Lemma 17.23. Suppose that A satisfies the conditions above, and the conjecture is
true. Then per(A + xJ) and per((A + xJ)[1]) have a common interlacing.
Proof. If we letM = A + xJ so thatM = M0 where
Mα =
∣∣∣∣a11 + x+ α v + xw+ x A[1] + xJ[1]
∣∣∣∣
By linearity of the permanent we have
per(Mα) = per
∣∣∣∣a11 + x v + xw+ x A[1] + xJ[1]
∣∣∣∣+ α per(A[1] + xJ[1])
If we choose α to be negative then the conjecture implies that per(Mα) has
all real roots. Consequently, per(M) + α per(M[1]) has all real roots for all
negative α. This implies that per(M) and per(M[1]) have a common interlac-
ing.
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Remark 17.24. The proof can be easily modified to show that if we remove
the first row and any column from A then the permanents have a common
interlacing. Empirically, it appears that all the submatrices have a common
interlacing.
17.6 Matrices from polynomials
If A is a constant matrix and f(x) is a polynomial then f(xA) is a matrix whose
entries are polynomials in x. We look for conditions on A or f that imply that
all entries of f(xA) are in P.
A simple case is when A is a diagonal matrix diag(a1, . . . ,an). The result-
ing matrix f(xA) is a diagonal matrix. To check this, write f(x) =
∑
bix
i:
f(xA) =
∑
bix
idiag(ai1, . . . ,a
i
n))
= diag
(∑
bi(xa1)
i, . . . ,
∑
bi(xan)
i
)
= diag(f(a1x), . . . , f(anx))
If A is diagonalizable then we can write A = SΛS−1 where
Λ = diag(d1, . . . ,dn). The entries of f(xA) are linear combinations of
f(d1x), . . . , f(dnx) since
f(xA) =
∑
bix
iSΛiS−1
= S
(∑
bix
iΛi
)
S−1
= Sdiag(f(d1x), . . . , f(dnx))S
−1
For example, if A =
(
1 1
0 a
)
then A is diagonalizable, and An =
(
1 a
n−1
a−1
0 an
)
so that
f(xA) =
(
f(x) 1
a−1(f(ax) − f(x))
0 f(ax)
)
It is easy to find polynomials f for which the entries of the above matrix
are not in P.
A different kind of example is given by A =
(
1 0
1 1
)
which is not diagonal-
izable, yet f(xA) has an especially simple form. Since An =
(
1 0
n 1
)
it follows
that
f(xA) =
∑
bix
i
(
1 0
i 1
)
=
(
f 0
xf′ f
)
This example can be generalized to the matrices whose entries above the
diagonal are 0, and the rest are 1. For instance, when n = 4
1 0 0 0
1 1 0 0
1 1 1 0
1 1 1 1

n
=

1 0 0 0(
n
1
)
1 0 0(
n+1
2
) (
n
1
)
1 0(
n+2
3
) (
n+1
2
) (
n
1
)
1

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It follows easily that
f(xA) =

f 0 0 0
xD(f) f 0 0
xD2(xf) xD(f) f 0
xD3(x2f) xD2(xf) xD(f) f

Thus for these matrices f(xA) has all its entries in P for any choice of f. It
is easy to characterize those polynomials for which f(xA) is a matrix whose
entries are all in P for every choice of A.
Lemma 17.25. If f is a polynomial then the following are equivalent:
1. f(xA) has all entries in P for every matrix A.
2. f(x) = cxn(ax+ b) for constants a,b, c.
Proof. If (2) holds then
f(xA) = cxn(axAn+1 + bAn).
Consequently, all entries of f(xA) are of the form xn times a linear term, and
so all entries are in P.
Conversely, assume f(xA) has all entries in P for any choice ofA. Consider
the matrix A =
(
0 1
−1 0
)
and its powers:
(
0 1
−1 0
)4k
=
(
1 0
0 1
) (
0 1
−1 0
)4k+1
=
(
0 1
−1 0
)(
0 1
−1 0
)4k+2
=
(
−1 0
0 −1
) (
0 1
−1 0
)4k+3
=
(
0 −1
1 0
)
If f(x) =
∑n
0 aix
i then
f(xA) =
( ∑
i a4i x
4i − a4i+2 x
4i+2
∑
i a4i+1 x
4i+1 − a4i+3 x
4i+3
−
(∑
i a4i+1 x
4i+1 − a4i+3 x
4i+3
) ∑
i a4i x
4i − a4i+2 x
4i+2
)
=
(
fe(−x
2) xfo(−x
2)
−xfo(−x
2) fe(−x
2)
)
where fe and fo are the even and odd parts of f. If we consider B =
(
0 1
1 0
)
then
a similar computation shows that
f(xB) =
(
fe(x
2) xfo(x
2)
−xfo(x
2) fe(x
2)
)
Now fe(x
2) ∈ P iff fe ∈ Palt, and fe(−x2) ∈ P iff fe ∈ Ppos, and hence
fe(x) = ax
r for some a, r. Similarly fo(x) = bx
s for some b, s, and thus f(x) =
ax2r +bx2s+1. If we choose A = (1) we see that f ∈ P, and hence 2r and 2s+ 1
must be consecutive integers. This concludes the proof of the lemma.
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Matrix Polynomials
A matrix polynomial is a polynomial whose coefficients are matrices. Equiva-
lently, it is a matrix whose entries are polynomials. We assume all matrices
are µ by µ. We write
f(x) = A0 + · · ·+Anxn
The leading coefficient of f(x) is the matrix An. We are interested in the class
of hyperbolicmatrix polynomials that are a nice generalization of P.
Definition 18.1. The hyperbolic matrix polynomials in d variables of degree n, de-
noted Hypd(n), consists of all matrix polynomials
f(x) =
∑
AIx
I such that
1. < f · v, v >= vtf(x)v ∈ Pd for all v ∈ Rµ.
2. f(x) has degree n.
3. If |I| = n then AI is positive definite.
Hypposd (n) is the subset of Hypd(n) where all coefficients are positive defi-
nite. If we don’t wish to specify the degree we write Hypd and Hypposd .
A hyperbolic matrix polynomial of degree zero is a constant matrix, and
must be positive definite.
If g ∈ Pd, and P is a positive definite matrix then gP ∈ Hypd. Although
this is a trivial construction, the embedding Pd −→ Hypd is important.
18.1 Introduction
In this section we establish a few simple properties about hyperbolic matrix
polynomials. The role of positive coefficients in P is played by positive def-
inite polynomials in Hypd. For instance, a matrix polynomial of degree 1 in
Hypd has the form
A1x1 + · · · +Adxd + S
540
CHAPTER 18. MATRIX POLYNOMIALS 541
where the Ai are positive definite, and S is symmetric. If S is positive definite
then the polynomial is in Hypposd .
The analog of multiplying by a positive constant is replacing f by AtfA.
The leading coefficients are positive definite, and if w = Av then
< AtfA · v, v >= vtAtfAv =< f ·w,w >∈ Pd.
In the case that d is 1 then we can multiply on the left and right by the
square root of the inverse of the leading coefficient, and so we may assume
that the coefficient of xn is the identity matrix.
Lemma 18.2. Any principle submatrix of a matrix in Hypd is also in Hypd. In
particular, all diagonal entries are in Pd.
Proof. This is immediate, for we just need to set the i-th coordinate of v equal
to zero to show the hyperbolic property for the i-th principle submatrix. The
leading coefficients are positive definite since all principle submatrices of a
positive definite matrix are positive definite.
Lemma 18.3. Suppose that f(x) is a diagonal matrix diag(f1(x), . . . , fµ(x)). The
following are equivalent:
1. f ∈ Hyp1.
2. f1, . . . , fµ have a common interlacing.
Proof. If µ = 2 then
(a,b)
(
f1 0
0 f2
)
(a,b)t = a2f1 + b
2f2 ∈ P
Thus all positive linear combinations of f1 and f2 lie in P, and so f1 and f2
have a common interlacing. It follows that any two of the fi have a common
interlacing, and so they all have a common interlacing.
Conversely, if they have a common interlacing then all positive linear com-
binations are in P, and so
(a1, . . . ,aµ)diag(f1, . . . , fµ)(a1, . . . ,aµ)
t = a21f1 + · · ·a2µfµ ∈ P.
Remark 18.4. We can use this result to show that the tensor (Kronecker) prod-
uct does not preserve hyperbolic matrix polynomials. If f =
(
x 0
0 x−1
)
then
f⊗ f⊗ f is an 8 by 8 diagonal matrix whose diagonal contains x3 and (x− 1)3.
Since these two do not have a common interlacing, f⊗ f⊗ f is not in Hyp1.
Replacing x byAx in a polynomial with all real roots does not usually yield
a hyperbolic matrix polynomial.
Corollary 18.5. Suppose that A is a positive definite matrix with eigenvalues
d1, . . . ,dµ, and f ∈ P. Then f(xA) ∈ Hyp1 if and only if {f(d1x), . . . , f(dµx)}
have a common interlacing.
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Proof. LetO be orthogonal, andD diagonal so that A = OtDO. Then
f(xA) = Ot f(xD)O = Ot diag(f(xdi))O
Thus, f(xA) ∈ Hyp1 if and only if diag(f(xdi)) ∈ Hyp1. Lemma 18.3 com-
pletes the proof.
Remark 18.6. There is a simple criterion for {f(dix}i to satisfy the corollary.
Suppose that roots(f) = (ri), and α > 1. The roots of f(αx) are r1/a < · · · <
rn/α. If they have a common interlacing then
r1/α < r1 < r2/α < r2 · · ·
and thus α < mini>j ri/rj. If 0 < α < β then f(αx) and f(βx) have a common
interlacing if and only if f(x) and f(βx/α) do. We conclude that {f(dix)} has a
common interlacing if and only if
max
i,j
di
dj
6 min
i>j
ri
rj
Note that if this condition is satisfied then they are actually mutually interlac-
ing.
If we add off-diagonal entries that are all equal, then we can determine
when the matrix polynomial is in Hyp1. Define
σn = max
a1,...,an
a1a2 + a2a3 + a3a4 + · · ·+ an−1an
a21 + · · · + a2n
Some values of σn are
σ2 =
1
2
σ3 =
√
2
2
σ4 =
1 +
√
5
4
σ5 =
√
3
2
Lemma 18.7. Then byn tridiagonal matrix below is in Hyp1 if and only if f+2αg ∈
P for |α| 6 σn.
m(x) =

f g 0 . . .
g f g 0 . . .
0 g f g 0 . . .
0 0
. . .
. . .
. . .
. . .

Proof. If v = (a1, . . . ,an)
t, then
vtmv = (a21 + · · ·+ a2n)f + 2(a1a2 + a2a3 + a3a4 + · · · + an−1an)g
Dividing by the first factor, we see that this is in P if and only if f + 2αg ∈ P
for |α| 6 σn.
The off-diagonal element can even be a constant if it is small enough.
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Corollary 18.8. Suppose that f ∈ P. The following are equivalent:
1.
(
f c
c f
) ∈ Hyp1
2. |c| 6 min
f′(α)=0
|f(α)|
Proof. Geometrically, the second condition means that the largest value of |c|
satisfies f + b ∈ P for all |b| 6 |c|. Since 2σ2 = 1, the result now follows from
the lemma.
The off diagonal entries are not necessarily in Pd. This can be deduced
from Lemma 18.7 by taking g small relative to f. For example,(
x2 − 1 ǫ(x2 + 1)
ǫ(x2 + 1) x2 − 1
)
∈ Hyp1 ⇐⇒ |ǫ| 6 1
The reverse preserves Hyp1.
Lemma 18.9. If f(x) =
∑n
i=0Aix
i ∈ Hyp1, and A0 is positive definite, then the
reverse frev(x) =
∑n
i=0Aix
n−i is also in Hyp1.
Proof. Since A0 is positive definite, the leading coefficient of f
rev is positive
definite. The conclusion follows from the calculation
< vfrev, v >=< vxnf(1/x), v >= xn < vf(1/x), v >=< vf, v >rev .
The product of hyperbolic matrix polynomials is generally not hyperbolic
since the product of the leading coefficients, which are positive definite matri-
ces, is not usually positive definite. We do have
Lemma 18.10. If f, g ∈ Hyp1 then ft g f ∈ Hyp1.
Proof. If A is the leading coefficient of f and B is the leading coefficient of
g, then the leading coefficient of ft g f is AtbA which is positive definite. If
v ∈ Rµ and w = fv then
vt ft g fmv = wt gw ∈ P
18.2 Interlacing
There are two equivalent ways to define interlacing in Hypd: the usual linear-
ity definition, or reduction to one variable. We start with the latter, since it is
more precise.
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Definition 18.11. Suppose that f, g ∈ Hypd have degree n and n − 1 respec-
tively. We define
f⋖g if and only if vtfv⋖ vtgv for all v ∈ Rµ \ 0
f⋖g if and only if vtfv⋖ vtgv for all v ∈ Rµ \ 0
≪ and ≪ are defined similarly.
Lemma 18.12. Suppose that f, g ∈ Hypd have degree n and n−1 respectively. The
following are equivalent:
1. f+ αg ∈ Hypd for all α ∈ R.
2. f⋖g
Proof. By hypothesis we know that
vt(f + αg)v = vtfv+ αvtgv ∈ Pd for all α ∈ R
and consequently we have that vtfv⋖ vtgv. The converse is similar.
We now have some easy consequences of the definition:
Lemma 18.13. Assume that f, g,h ∈ Hypd.
1. If f⋖g and f⋖h then f⋖g+ h. In particular, g+ h ∈ Hypd.
2. If f⋖g⋖h then f− h⋖g.
3. If k ∈ Pd then fk ∈ Hypd.
4. If all ai are positive and f ∈ Hypd then
(a1x1 + · · ·adxd + b)f⋖ f
5. If the i-th diagonal element of f is fi, and of g is gi then f≪g implies fi≪gi.
6. If F⋖G in Pd andM1,M2 are positive definite matrices then FM1⋖GM2 in
Hypd.
7. If g1, . . . , gr have a common interlacing in Pd, and M1, . . . ,Mr are positive
definite matrices then g1M1 + · · · + grMr ∈ Hypd.
Proof. By hypothesis we know that vtfv⋖ vtgv and vtfv⋖ vthv. Since f, g,h ∈
Hypd we know that the leading coefficients of these three terms are positive,
so we can add interlacings in Pd:
vtfv⋖ vtgv+ vthv = vt(g+ h)v
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The proof of the second one is similar. The third one follows since Pd is closed
under multiplication, and k is a scalar:
< fk · v, v >= k < f · v, v >∈ Pd
The fourth follows from the third one. For the next one, note that if ei is
the vector with 1 in the i-th place and zeros elsewhere, then etifei is the i-th
diagonal element of f.
If F⋖G then vtM1v and vtM2v are positive so vtFM1v⋖ vtGM2v. IfG⋖gi
for 1 6 i 6 r then G I⋖giMi by the previous result, and the conclusion
follows by adding interlacings.
The interlacing of even linear polynomials leads to some complexity.
Lemma 18.14. Suppose that A,C are positive definite, and B,D are symmetric.
1. xI− B≪ xI−D iff B > D (i.e. B−D is positive definite).
2. xA− B≪ xC−D iff
vtBv
vtAv
>
vtDv
vtCv
for all v (18.2.1)
Proof. If xI− B≪ xI−D then for all non-zero v we have
vt(xI− B)v≪ vt(xI−D)v
(vtv)x− vtBv≪ (vtv)x− vtDv
These are linear polynomials with positive leading coefficients, and they in-
terlace iff vtBv > vtDv. Thus vt(B−D)v > 0, so B > D.
In the second case
vtAvx − vtBv≪ vtCvx− vtDv
for all non-zero v. Solving each equation for x and using the first part yields
the conclusion.
The condition (18.2.1) is not well understood. Let λmin(W) and λmax(W)
be the smallest and largest eigenvalues of a matrixW. Suppose that matrices
A,B,C,D are as in the lemma and (18.2.1) is satisfied for all non-zero v. IfW
is any symmetric matrix then the Rayleigh-Ritz inequality [85] says that
λmin(W) 6
vtWv
vtv
6 λmax(W) for all v 6= 0
We may assume that v has norm 1. The values of vtW v lie in the interval
(λmin(W), λmax(W)). If (18.2.1) holds it follows that
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(vtBv) (vtDv) > (vtAv) (vtCv) for all v
λmax(B)λmax(D) 6 λmin(A)λmin(C) (18.2.2)
The values of v
t Bv
vtAv
lie in the interval [λmin(BA
−1), λmax(BA
−1] and there-
fore
λmin(BA
−1) 6 λmax(DC
−1) and (18.2.3)
λmin(BA
−1)λmin(CD
−1) 6 1
Conversely, if we know that the stronger condition
λmax(BA
−1) < λmin(CD
−1)
holds then we can conclude that (18.2.1) holds.
Hypd behaves well under induced linear transformations.
Lemma 18.15. Suppose that T : Pd −→ Pd, and if d is 1 then T preserves the sign
of the leading coefficient. Define a map on Hypd by T(
∑
AIx
I) =
∑
AIT(x
I). Then
T : Hypd −→ Hypd.
Proof. If f ∈ Hypd then the leading coefficient of T(f) is positive definite. The
result now follows from
T < f · v, v >=< T(f) · v, v >
The derivative behaves as expected. The proofs follow from the previous
lemma, and the arguments for P.
Lemma 18.16. Suppose that f, g ∈ Hypd and h ∈ Ppos.
1. ∂f
∂xi
∈ Hypd.
2. f⋖ ∂f
∂xi
3. If f⋖g then ∂f
∂xi
⋖ ∂g
∂xi
4. h(∂/∂xi)f ∈ Hypd
Example 18.17. What does the graph of a diagonal matrix polynomial look
like? Consider f =
(
(x−1)(x−3) 0
0 (x−2)(x−4)
)
. We have the interlacings
(x − 1)(x− 2)I≪ f≪ (x− 3)(x− 4)I
If we graph (1, v)tf(1, v) then Figure 18.1 shows that it stays in the regions
determined by (x − 1)(x − 2) = 0 and (x − 3)(x − 4) = 0. The small dashed
lines are the graph of (x − 1)(x − 3) = 0, and the large dashed lines are the
roots of (x− 2)(x− 4) = 0. This is a general phenomenon – see page 556.
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Figure 18.1: The graph of a diagonal matrix polynomial
18.3 Common interlacings
If f ∈ Hyp1 and g ∈ P, then f⋖gI if and only if vtfv⋖g for all v ∈ Rµ. If
either condition holds we say that f has a common interlacing.
The usual definition[122] of hyperbolic polynomials allows the vectors v
to be complex. This is equivalent to the existence of a common interlacing.
Recall that w∗ is the conjugate transpose.
Lemma 18.18. Suppose that f is a matrix polynomial whose leading coefficient is the
identity. The following are equivalent.
1 w∗fw ∈ P for all w ∈ Cµ.
2a {vtfv | v ∈ Rµ} has a common interlacing.
2b f has a common interlacing.
Proof. 2a and 2b are equivalent by definition, so assume that 1 holds. Write
w = u+ ıv where u, v are real vectors. Then
w∗fw = u∗fu+ u∗f(ıv) + (ıv)∗fu+ (ıv)fıv
= utfu+ vtfv
Replacing v by αv shows that utfu + α2vtfv ∈ P for all α, so utfu and vtfv
have a common interlacing. Conversely, if all utfu and vtfv have a common
interlacing then w∗fw ∈ P.
Do all hyperbolic polynomials in Hyp1 have a common interlacing? This
is an unsolved question, but it is true for two by two matrices.
Lemma 18.19. Any two by two matrix F ∈ Hyp1 has a common interlacing.
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Proof. If we write F =
(
f h
h g
)
and let v = (β, 1) then
vtfv = β2 f+ 2βh+ g
Lemma 3.50 guarantees the existence of a common interlacing.
There is a simple condition that implies a common interlacing.
Lemma 18.20. Assume f(x) = x2I + Ax + B where A,B are symmetric. If there is
an α such that f(α) is negative definite then f has a common interlacing.
Proof. Since vtf(α)v < 0 and vtf(β)v > 0 for β sufficiently large, it follows
that f⋖(x − α)I.
We have seen that the polynomials of a diagonal hyperbolic matrix poly-
nomial have a common interlacing. This is true in general.
Corollary 18.21. The diagonal elements of a polynomial in Hyp1 have a common
interlacing.
Proof. Any two by two principle submatrix is in Hyp1, and by Lemma 18.19
the diagonal elements have a common interlacing. Since any two diagonal
elements have a common interlacing, they all have a common interlacing.
Corollary 18.22. If f ∈ Hyp1 has a common interlacing then the determinant and
trace of f are in P.
Proof. If det(f(λ)) = 0 then there is a w ∈ C so that f(λ)w = 0, and thus
w∗f(λ)w = 0. By Lemma 18.18 we know that w∗fw ∈ P for all complex w, so
λ is real.
Since the diagonal elements have a common interlacing, their sum is in
P.
Lemma 18.23. If f⋖g in Hyp1 then trace(f)⋖ trace(g) in P.
Proof. For any α ∈ R we know that f + αg ∈ Hyp1. Now the trace is a linear
map Hyp1 −→ P, so trace(f) + α trace(g) ∈ P, which finishes the proof.
Example 18.24. Here is a simple example of a polynomial with a common
interlacing. If v = (a,b) and
f = x
(
1 0
0 1
)
+
(
0 1
1 0
)
then
vtfv = (a2 + b2)x + 2ab
Consequently, the roots of vtfv lie in the closed interval [−1, 1] and so
(x − 1)(x+ 1)I⋖ f.
The determinant of f is x2 − 1, which is in P, as the corollary tells us.
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Empirical investigations suggest that the adjugate of a matrix that deter-
mines a polynomial in P
pos
d is in Hypd. We prove this for d = 1, and show that
there is a common interlacing for all d.
Assume thatD1, . . . ,Dd are positive definite µ by µmatrices, and consider
the matrix
M = Id+ x1D1 + · · ·+ xdDd.
Recall thatM[i, j] is the matrix formed by removing the i’th row and j’th col-
umn ofM. The adjugate ofM is
Adj[M] =
(∣∣(−1)i+jM[i, j]∣∣) .
The adjugate satisfies
Adj[M] ·M = |M|Id
and our conjecture is that Adj(M) ∈ Hypd. First of all, we show that Adj(M)
has a common interlacing.
Lemma 18.25. IfM is as above and v ∈ Rµ then |M|⋖ vtAdj(M) v. In particular,
vtAdj(M) v ∈ Pposd .
Proof. Choose v = (vi) ∈ Rµ and define u = ((−1)ivi). Introducing a new
variable y, define
N = M+ y · uut.
Now N ∈ Pposd+1 since uut is positive semi-definite. Also, uut has rank one, so
N is linear in y. Expanding |N| yields
|N| = |M|+ y
∑
i,j
(−1)i+j vivj |M[i, j]|
= |M|+ y vtAdj(M) v
We conclude that |M|⋖ vtAdj(M) v since consecutive coefficients interlace.
In order to show thatAdj(M) ∈ Hypdwe need to show that the coefficients
of the homogeneous part are positive definite. It’s easy for d = 1.
Lemma 18.26. IfD is positive definite then Adj(Id+ xD) ∈ Hyp1.
Proof. LetM = Id + xD. The degree of |M[i, j]| is at most µ− 1, so the degree
of Adj(M) is at most (µ− 1)µ. The coefficient of xµ(µ−1) is ((−1)i+j |D[i, j]|) =
|D|D−1. SinceD−1 is positive definite, we see that Adj(M) ∈ Hyp1.
We can sometimes substitute matrices for constants, andwe get hyperbolic
matrices with a common interlacing. Recall that the norm ‖M‖ is the maxi-
mum eigenvalue of a positive definite matrixM and satisfies
‖M‖ = sup
v6=0
vtMv
vt v
.
CHAPTER 18. MATRIX POLYNOMIALS 550
Lemma 18.27. Suppose thatM is positive definite and deg(f) > deg(g).
1. If f + αg ∈ P for 0 6 α 6 ‖M‖ then fI+ gM ∈ Hyp1.
2. fI⋖ fI+ gM
Proof. The leading coefficient of fI+ gM is I. To check the inner product con-
dition, compute
vt (fI+ gM) v = vtv
(
f +
vtMv
vtv
g
)
Since v
tMv
vtv
6 ‖M‖ the inner product condition holds. Next,
f I+ α(fI+ gM) = (1 + α)
(
fI+
α
1 + α
gM
)
and the latter polynomial is in Hyp1 since
∥∥ α
1+αM
∥∥ 6 ‖M‖ for all positive
α.
Lemma 18.28. If f ∈ Hypd has a common interlacing then |f| ∈ Pd.
Proof. If we substitute for all but one of the variables then we get a polynomial
in Hyp1 with a common interlacing. We know that its determinant is in P, so
substitution is satisfied.
Assume that f has degree n. If we write f =
∑
I aIx
I then the homogeneous
part of |f| is |
∑
|I|=n aIx
I|. If we replace each monomial xI by a new variable
yI then we know that |
∑
|I|=n aIyI| has all positive coefficients since all the aI
are positive definite. Replacing the yI by y
I shows that |f|H has all positive
coefficients.
Lemma 18.29. If f⋖g in Hyp1 then f+ yg ∈ Hyp2.
Proof. It suffices to show that
Fǫ(x,y) = f(x+ ǫy) + (y+ ǫx)g(x+ ǫy) ∈ Hyp2
for positive ǫ. Now the homogeneous part is
FHǫ = f
H(x + ǫy) + (y+ ǫx)gH(x+ ǫy)
and fH, gH arematrix polynomials with positive definite coefficients it follows
that FHǫ is a sum of polynomials with positive definite coefficients, and so all
its coefficients are positive definite.
Next, we verify substitution. Fix v ∈ Rn and let G(x,y) = vtfv + yvtgv.
By hypothesis vtfv⋖ vtgv, so we know that G(x + ǫy,y + ǫx) ∈ P2. Thus,
Fǫ ∈ Hyp2.
Lemma 18.30. If gI⋖ f in Hyp1 then
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1. |gI+ yf| ∈ P2
2. If we write |I+ yf| =
∑
fi(x)y
i then fi ∈ P.
3. fi⋖gfi+1.
Proof. The first part follows from the previous lemma. If we expand the de-
terminant we get
|gI+ yf| =
∑
gµ−ifi(x)y
i
Since this is in P2 we see that gµ−ifi⋖gµ−(i−1)fi+1 which implies that
fi⋖ gfi+1.
The next corollary generalizes the fact the the determinant and trace are in
P.
Corollary 18.31. If f ∈ Hyp1 has a common interlacing then
∑
|S|=k
|f[S]| ∈ P.
Proof. We have S ⊂ {1, . . . ,n} and f[S] is the submatrix of f only using the rows
and columns in S. The sum in question is the coefficient of yn−k in |ygI + f|,
and this is in P by the last lemma.
Remark 18.32. If we drop the assumption that matrices are positive definite
then we can find a 2 × 2 matrixM that satisfies vtMv ∈ P for all v, yet has no
common interlacing. Choose
F(x,y, z) = f+ yg+ z h+ yz k ∈ P3
Choose α,β ∈ R and α 6= 0. Since(
α β
)(f g
h k
)(
α
β
)
= α2
[
f+
β
α
(g+ h) +
(β
α
)2
k
]
we see it is in P since it equals F(x,β/α,β/α). For a particular example, con-
sider
(x + y+ z + 1)(x+ 2y+ 3z+ 5)
= 5 + 6x+ x2 + y(7 + 3x) + z(8 + 4x) + 5yz + 2y2 + 3z2
Taking coefficients yields the matrix
M =
(
5+ 6x+ x2 8 + 4x
7 + 3x 5
)
The table below shows that there is no common interlacing.
b roots of (1b)M(1b)t
-5 -35.1 -5.8
5 2.0 26.9
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18.4 Orthogonal-type recurrences
The fact that f⋖g⋖h =⇒ f−h⋖g is all we need to establish orthogonal
type recurrences in Hypd.
Lemma 18.33. Define a sequence of matrix polynomials by
f0 = U
f1 = A1x1 + · · · +Adxd + S
fk = (ak,1x1 + · · ·+ ak,dxd + bk)fk−1 − ckfk−2
where U and the Ai are positive definite, S is symmetric, all ck are positive, and all
ai,j are positive.
Then all fk are in Hypd and fk⋖ fk−1.
Proof. We note that f0 and f1 are in Hypd. By induction we have that
(ak,1x1 + · · ·ak,dxd + bk)fk−1⋖ fk−1⋖ fk−2
and the observation above finishes the proof.
The off-diagonal entries of a matrix polynomial in Hyp1 might not have
all real roots. Here’s an explicit example. The coefficient of x in f1 below is
positive definite, as is f0, so f2 ∈ Hyp1. However, the off diagonal entry of
f2 has two complex roots. The diagonal elements have roots (−2.4, .4) and
(−2.5, 1), so they have a common interlacing.
In general, all the diagonal elements of the sequence f0, f1, . . . form an or-
thogonal polynomial sequence. The off diagonal elements obey the three term
recursion, but the degree 0 term might not be positive, and so they might not
have all real roots.
f0 =
(
2 3
3 6
)
f1 =
(
1 −1
−1 2
)
x+ I
f2 = (x+ 1)f1 − f0
=
(
x2 + 2x− 1 −x2 − x− 3
−x2 − x− 3 2x2 + 3x− 5
)
Example 18.34. Next, an example in two variables. The coefficients of x and
y in f1 below are positive definite, but not all entries of f2 are in Pd since the
homogeneous part has positive and negative coefficients.
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f0 =
(
2 3
3 6
)
f1 =
(
1 −1
−1 2
)
x+
(
3 1
1 2
)
y+ I
f2 = (x + 2y+ 1)f1 − f0
=
(
x2 + 5yx+ 2x+ 6y2 + 5y− 1 −x2 − yx − x+ 2y2 + y− 3
−x2 − yx − x+ 2y2 + y− 3 2x2 + 6yx+ 3x+ 4y2 + 4y− 5
)
18.5 Problems with products
It’s reasonable to think that a product such as
(xI − S1)(xI − S2) · · · (xI− Sn)
should be in Hyp1, but this fails, even in the diagonal case. If we take each Si
to be a diagonal matrix, then the product is a diagonal matrix, and we know
that a necessary condition is that there is a common interlacing. To try to
satisfy this condition, we can require that all eigenvalues of S1 are less than
all eigenvalues of S2, which are less than all eigenvalues of S3, and so on.
However, this does not always produce hyperbolic matrix polynomials. If we
perturb a diagonal matrix that gives a hyperbolic polynomial by conjugating
some of the terms, then we can lose hyperbolicity.
If eıτ =
(
cosτ sinτ
− sinτ cosτ
)
then the graph of the inner product of the polynomial
f(x) =
(
xI− e−2ı
(
1 0
0 2
)
e2ı
)(
xI− e−ı
(
3 0
0 4
)
eı
)
is given in Figure 18.2, and is clearly not in Hyp1.
Figure 18.2: The graph of a matrix product not in Hyp1
Here is an example of a product that is in Hyp1.(
xI−
(
1.24 −0.42
−0.42 1.75
))(
xI−
(
3.97 −0.15
−0.15 3.02
))(
xI−
(
6.99 −0.04
−0.04 6.00
))
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where the eigenvalues of the matrices are (1, 2), (3, 4), (6, 7). The graph of
(1,y)tf(1,y) is in Figure 18.3. The three dashed lines are the asymptotes, and
the dots are the roots of the determinant, drawn on the x-axis. The graph
shows that f ∈ Hyp1, since each horizontal line meets the graph in exactly
three points.
Figure 18.3: The graph of a hyperbolic matrix polynomial
Some constructions that you would expect to give hyperbolic polynomials
give stable matrix polynomials. For instance, if A is positive definite then
(xI + A)2 is generally not hyperbolic, but is a stable matrix polynomial. (See
p. 657.)
18.6 Sign Interlacing
Recall that f sign interlaces g if the sign alternates as we evaluate f at the roots
of g. There is a similar definition for f ∈ Hyp1, where the role of alternating
signs is replaced by alternating positive and negative definite matrices.
Lemma 18.35. Suppose that g ∈ P has roots r1 < · · · < rn.
If f ∈ Hyp1 satisfies gI⋖ f then
(−1)n+if(ri) is positive definite for 1 6 i 6 n
Proof. The hypotheses imply that vt(gI)v = (vtv)g⋖ vtfv, so vtfv sign inter-
laces g. Thus, (−1)n+ivtf(ri)v > 0 for all non-zero v, and hence (−1)
n+if(ri)
is positive definite.
The converse can be used to show that a matrix polynomial is in Hyp1.
Lemma 18.36. Suppose that g ∈ P has roots r1 < · · · < rn+1. If
1. (−1)n+if(ri) is positive definite for 1 6 i 6 n+ 1
2. f has degree n.
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3. The leading coefficient of f is positive definite.
then f ∈ Hyp1 and gI⋖ f.
Proof. From the first condition we get that vtfv sign interlaces g. Since the
degree of g is one more than the degree of vtfv, we conclude that g⋖ vtfv.
This implies that vtfv ∈ P, and that gI⋖ f.
Construction 18.37. We can use sign interlacing to construct elements of
Hyp1. We start with the data
real numbers p1 < p2 < · · · < pn+1
positive definite matrices m1, · · · ,mn+1
We claim that the following is in Hyp1:
f(x) =
n+1∑
k=1
mk
∏
i6=k
(x − pi) (18.6.1)
In order to verify that f ∈ Hyp1 we see that
f(pk) =
∏
i6=k
(pk − pi)mk
and the sign of the coefficient of mk is (−1)
n+k+1 since the pi are increasing.
Since the leading coefficient of f(x) is
∑
kmk which is positive definite we can
now apply the lemma.
Note that if µ = 1 this is exactly Lemma 1.20
Construction 18.38. There is a similar construction for polynomials in Hypd.
The idea is that we construct a polynomial by adding together lots of interlac-
ing polynomials, multiplied by positive definite matrices. So, we start with
positive definite d by dmatrices D1, . . . ,Dd
positive definite d by dmatrices M1, . . . ,Md
Let
A = I+ x1D1 + · · ·+ xdDd
f(x) = |A|
fi(x) = determinant of i’th principle submatrix of A
g(x) = f1(x)M1 + · · ·+ fd(x)Md
Since f⋖ fi it follows that fI⋖ fiMi. Addition yields our conclusion: fI⋖g in
Hypd.
The Hadamard product of two matrix polynomials f =
∑
Aix
i and g =∑
Bix
i is f ∗ g = ∑Ai ∗ Bixi where Ai ∗ Bi is the usual Hadamard product
of matrices. In certain circumstances Hyp1 is closed under the Hadamard
product ∗ with a positive definite matrix.
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Lemma 18.39. Suppose that f⋖gI where f ∈ Hyp1 and g ∈ P. If P is a positive
definite matrix then f ∗ P⋖ gI. In particular, f ∗ P ∈ Hyp1.
Proof. If the roots of g are r1 < · · · < rn then we know that (−1)n+if(ri) is pos-
itive definite. Now the Hadamard product of two positive definite matrices is
again positive definite [85], so
(−1)n+i(f ∗ P)(ri) = (−1)n+if(ri) ∗ P
is positive definite, as is the leading coefficient of f∗P. The conclusion follows.
The Hadamard product of three hyperbolic matrix polynomials can be in
Hyp1.
Lemma 18.40. If f, g,h ∈ Hyp1 have the same common interlacing then
f ∗ g ∗ h ∈ Hyp1.
Proof. Let r1, . . . , rn+1 be the roots of the common interlacing. We know that
(−1)n+if(ri), (−1)
n+ig(ri), (−1)
n+ih(ri)
are all positive definite, and so (−1)n+i(f ∗ g ∗ h)(ri) is positive definite. We
now apply Lemma 18.36.
18.7 Root zones
Hyperbolic matrix polynomials in one variable are generalizations of poly-
nomials with all real roots. There are three different notions of the zeros of
a hyperbolic matrix polynomial f(x), and all reduce to the same idea if the
matrix dimension is 1:
1. The roots of the diagonal elements.
2. The roots of the determinant of f.
3. The roots of all the quadratic forms vtfv.
What does the graph of a hyperbolic matrix polynomial f ∈ Hyp1 look
like? When µ = 2 we can graph (1,y)f(1,y)t – Figure 18.3 is a typical picture.
The first point to note is that the graph does not contain large x values.
This can be seen as follows. It suffices to consider v satisfying |v| = 1, and
that the leading coefficient of f is the identity. In this case vtfv is monic and
the coefficients of vtfv are all bounded (by compactness), and so the roots are
bounded.
If a polynomial f ∈ Hyp1 has a common interlacing g, then if we graph f
and the vertical lines corresponding to the roots of g, then the strip between
any two consecutive such vertical lines contains exactly one solution curve of
f.
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The usual terminology is as follows. If f ∈ Hyp1 define ∆k to be the set of
all x such that there is a v where x is the k’th largest root of vtfv. ∆k is called
the k’th root zone.
Interlacing of root zones implies interlacing.
Lemma 18.41. If the root zones of two hyperbolic matrix polynomials alternate then
the polynomials interlace.
Proof. Let r1, . . . , rn be the root zones of r, and s1, . . . , sn the root zones of s.
The hypotheses mean that the zones are arranged as in the diagram
︸ ︷︷ ︸
r1
f1 ︸ ︷︷ ︸
s1
g1 ︸ ︷︷ ︸
r2
f2 ︸ ︷︷ ︸
s2
g2 · · · · · ·gn−1 ︸ ︷︷ ︸
rn
fn ︸ ︷︷ ︸
sn
gn
The fi’s and the gi’s are values that separate the various root zones. Let f =∏
(x− fi) and g =
∏
(x− gi). The interlacings
r≪ fI≪ s r, s≪gI
easily imply that r≪ s.
Example 18.42. The converse of this lemma is not true – it fails even for diag-
onal hyperbolic matrix polynomials. Let
f =
(
(x + 32)(x+ 36) 0
0 (x + 14)(x+ 35)
)
f ′ =
(
2(x+ 34) 0
0 2(x+ 24.5)
)
We know that f⋖ f ′ yet their root zones overlap (Figure 18.4).
-36 -35 -32 -14
-34 -24.5
Figure 18.4: Overlapping root zones
Lemma 18.43. The diagonal elements of a hyperbolic polynomial have a common
interlacing.
Proof. If f ∈ Hyp1 then each two by two principle submatrix is in Hyp1, and
the two diagonal elements have a common interlacing. Consequently, every
two diagonal polynomials have a common interlacing, so they all have one.
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If the degree of a matrix polynomial is greater than two then we do not
have nice pictures such as Figure 18.3. We can make another graph by draw-
ing all of the graphs vtfv for all non-zero v. The result looks like Figure 18.5.
The points on the x axis show that all the curves vtfv have a common inter-
lacing. If λmin(M) and λmax(M) are the smallest and largest eigenvalues of a
symmetric matrixM then we have the inequality
λmin(f(x)) 6
vtfv
vtv
6 λmax(f(x))
The dashed boundary curves in the figure are the graphs of the maximum and
minimum eigenvalues of f(x) as a function of x.
b b b b b
Figure 18.5: The graphs of vtfv as v varies
The Hadamard product preserves Hyp1 if one of the terms is a diagonal
polynomial.
Lemma 18.44. If f, g ∈ Hyp1 and f is diagonal then f ∗ g ∈ Hyp1.
Proof. Since the diagonal elements of f and of g have common interlacings
F and G, the result follows from the fact that fii⋖ F and gii⋖G implies
(Lemma 7.9)
fii ∗ gii⋖ F ∗G
The roots of the diagonal fall in the root zones. Indeed, if the diagonal
elements of f are fi, and ei is a coordinate vector, then e
t
ifei = fi.
The location of the roots of the determinant of a hyperbolic matrix polyno-
mial fit nicely into the root zone picture.
Lemma 18.45. Suppose that f ∈ Hyp1(n) has a common interlacing. Then, det(f)
has nµ roots, all real. In the interior of each root zone all f(x) are positive definite or
negative definite. There are µ zeros of the determinant in each root zone.
Proof. This follows from Lemma 18.35, since we know how many positive
eigenvalues (µ or 0) there are in each region between the root zones. As α
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procedes from one root of the common interlacing to the next, there is a change
from all eigenvalues of one sign to all eigenvalues of the opposite sign. Each
time an eigenvalue changes sign, the determinant must be zero.
Example 18.46. Suppose that µ = n = 3, and that the roots of det(f) are
r1, . . . , r9. Then
interval number of positive roots
(−∞, r1) 0
(r1, r2) 1
(r2, r3) 2
(r3, r4) 3
(r4, r5) 2
(r5, r6) 1
(r6, r7) 0
(r7, r8) 1
(r8, r9) 2
(r9,∞) 3
We can show that a polynomial is in Hyp1 by checking if all roots of the
determinant are real, and that the number of positive eigenvalues in each in-
terval follows the patterns described above.
18.8 Quadratics and Newton inequalities
Quadratic matrix polynomials have been widely studied [111]. We derive a
simple inequality for eigenvalues of the quadratic, and use it in the usual way
to get Newton inequalities for hyperbolic matrix polynomials.
There are necessary and sufficient conditions for a quadratic matrix poly-
nomials to belong to Hyp1, but they are not as elementary as for polynomials.
Lemma 18.47. Suppose f(x) = Ax2 + Bx + C where A and C are non-negative
definite.
1. If f ∈ Hyp1 then λmax(BA−1) λmax(BC−1) > 4.
2. If λmin(BA
−1) λmin(BC
−1) > 4 then f ∈ Hyp1.
Proof. If f ∈ Hyp1 then
vtAvx2 + vtBv x+ vtCv ∈ P
Thus the discriminant must be non-negative, and so
(vtBv)2 > 4(vtAv)(vtCv)
Now vtAv and vtCv are non-negative, so this is equivalent to
vtBv
vtAv
> 4
vtCv
vtBv
We now apply (18.2.3).
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Corollary 18.48. Suppose that f =
∑
Aix
i ∈ Hyppos1 (n). For k=1,. . . ,n-1 the
following inequality holds:
λmax(AkA
−1
k+1) λmax(AkA
−1
k−1) > (1 +
1
k
)(1 +
1
n− k
)
Proof. Since Hyppos1 is closed under differentiation and reversal, we can fol-
low the usual proof of Newton’s inequalities.
The coefficients of the associated quadratic form are not arbitrary. Suppose
that f(x) =
∑
Aix
i is a matrix polynomial in Hyppos1 (n). We know that for all
v 6= 0 and 0 6 i 6 n
λmini 6
vtAv
vtv
6 λmaxi
Define the two vectors
Λmin = (λ
min
0 , . . . , λ
min
n )
Λmax = (λ
max
0 , . . . , λ
max
n )
The inequality above shows that for |v| = 1 all the polynomials vtfv are poly-
nomials of the form poly(c) where 0 6 Λmin 6 c 6 Λmax. (See p. 39.).
18.9 Newton inequalities in Hyp2
The coefficients of a quadratic in Hyp2 satisfy inequalities, and they lead to in-
equalities for general polynomials in Hyp2. We begin with an example. Con-
sider the polynomial f(x,y) (p. 552):(
6 2
2 4
)
y2
(
5 1
1 4
)
y
(
5 −1
−1 6
)
xy
(
−1 −3
−3 −5
) (
2 −1
−1 3
)
x
(
1 −1
−1 2
)
x2
If we compute vtfv then we get a polynomial in P2. For instance, if we take
v = (2, 3) we get
84y2
68y 62 xy
−85 23 x 10 x2
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This polynomial satisfies the rhombus inequalities, so we can use this in-
formation to get inequalities for the original polynomial. In general, we start
with f(x,y) =
∑
Ai,jx
iyj in Hyppos2 . If v is any vector then
vtfv =
∑
(vtAi,jv) x
iyj ∈ P2
The rhombus inequalities (Proposition 10.41) imply that the following holds
for all vectors v
(vtAi,j+1 v) (v
tAi+1,j v) > (v
tAi,j v) (v
tAi+1,j+1 v)
Using (18.2.3) this implies rhombus inequalities in Hyp2:
λmax(Ai,j+1A
−1
i,j ) > λmin(Ai+1,j+1A
−1
i+1,j)
18.10 Singular polynomials
We now look at some examples of matrix polynomials f for which the leading
coefficient of a matrix polynomial is positive semi-definite and singular, and
vtfv ∈ P for all v ∈ Rµ. Unlike hyperbolic matrix polynomials, the root zones
can be infinite, or all of them can even be equal.
First, we consider the matrix F =
(
f h
h 0
)
where deg(f) > deg(h). If f is
monic then the leading coefficient of F is
(
1 0
0 0
)
, which has eigenvalues 0 and 1,
and is positive semi-definite. The quadratic form is α2f + 2αβhwhich is in P
for all α,β if and only if f⋖h. Figure 18.6 is the graph of such a polynomial.
Figure 18.6: Positive semi-definite leading coefficient
Assume that f⋖h. If ǫ > 0 and Fǫ =
(
f h
h ǫf
)
then Fǫ ∈ Hyp1 since its
leading coefficient is
(
1 0
0 ǫ
)
, and the quadratic form is a linear combination of
f and h. Consequently, F is the limit of polynomials in Hyp1. Note that F has
a common interlacing, but the root zones can be unbounded.
Next, we have an example with no common interlacing. Let
F =
(
(x+ 1)(x+ 3) 3x+ 5
3x+ 5 8
)
.
CHAPTER 18. MATRIX POLYNOMIALS 562
The leading coefficient is again
(
1 0
0 0
)
and the quadratic form factors:
(α,β) F (α,β)t = (α(x+ 1) + 2β)(α(x+ 3) + 4β).
Consequently, for every x0 there are two v such that the quadratic form
vtF(x0)v is zero. Thus, the two root zones are both equal to R, there is no
common interlacing, and so F is not a limit of polynomials in Hyp1.
18.11 Matrix polynomials with determinants in Pd
In this last section we consider the properties the set of matrix polynomials
with determinants in Pd. Define
M =
{
matrix polynomial M | |M| ∈ Pd for some d
}
If y is a variable not occuring in A or B then we say thatA" B if and only
if A+ yB ∈M.
If the matrices are 1 by 1 then this is just the usual definition of interlacing.
One interesting question is what properties of Pd extend to M? Clearly M is
closed under substitution of real values for variables, and of xi + a for xi.
Here are some basic interlacing properties:
Lemma 18.49. If A" B then
1. B" −A
2. A+ αB" B for α ∈ R.
3. A" B+ αA for α ∈ R.
4. If C ∈M then AC" BC and CA" CB.
Proof. If |A + yB| ∈ Pd then reversing just y yields |yA − B| ∈ Pd. Next,
replacing y by y+α shows that |A+(y+α)B| ∈ Pd. From B" −Awe get that
B + α(−A) " −A, and applying the first part again gives A " B + (−α)A.
For the next one, note that |AC+ yBC| = |C||A+ yB|.
Some constructions:
Lemma 18.50.
1. If A is symmetric, all Di and B are positive semi-definite, then
A +
∑
xiDi " B.
2. If Z = diag(z1, . . . , zd) and A is positive semi-definite then
a) Z+ A ∈M
b) Z− A ∈M
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c) AZ+ I ∈M
d) ZA+ I ∈M
e) IfW = diag(wi) and O is orthogonal thenOZ+WO ∈M,
Proof. The first one is the statement that |A + yB +
∑
xiDi| ∈ Pd. For the
second, reverse each variable separately, and then reverse all at once. The
next follows from the fact that A + Z = A +
∑
ziDi where Di is the positive
semi-definite matrix that is all zero except for a 1 in location (i, i). If we reverse
all variables we have
z1 · · · zd|A+ Z−1| = |AZ+ I| = |ZA + I|.
For the last one, Z+O−1WO is a sum of variables times positive semi-definite
matrices.
If a < b then x+ a≪x+ b. The corresponding result forM is
Lemma 18.51. If A < B are positive definite and Z = diag(zi) then
A+ Z" B+ Z.
Proof. Since B−A is positive definite, Lemma 18.50 implies that
A+ Z" B−A.
Applying Lemma 18.49 yields the conclusion
A+ Z" B−A+ (A + Z) = B+ Z.
Corollary 18.52. With the same hypotheses, BZ+ I" AZ+ I.
Proof. Reverse all variables.
As [16] observed, it is an interesting question if A + Z " B + Z implies
A 6 B.
Part III
Polynomials with complex roots
564
CHAPTER
19
-
Polynomials non-vanishing in a
region
In this chapter we introduce polynomials that are non-vanishing (NV) in a
region D. We show how geometric properties of D imply properties of the
sets of polynomials such as closure under differentiation, or under reversal.
Definition 19.1. Suppose that D ( C. Define
NVd(D) =
{
f | f has complex coefficients and f(σ) 6= 0 for all σ ∈ D}
rNVd(D) =
{
f | f has real coefficients and f(σ) 6= 0 for all σ ∈ D}
Here are some examples of the spaces we will consider.
Example 19.2. IfD is the product of d open upper half planes, then a polyno-
mial in NVd(D) is called a upper half plane polynomial. It is a real upper half-plane
polynomial if it is in rNVd(D). The spaces of such polynomials are denoted
HPd and rHPd. Many results about these polynomials can be found in [23],
[18] and Chapter 20.
Example 19.3. If D is a product of d open right half planes then a polyno-
mial in NVd(D) is called a right half-plane polynomial, or a Hurwitz polynomial.
NVd(D) is denoted Hd(C) and rNVd(D) is denoted Hd. In the H1(C) case,
a right half-plane polynomial has all roots in the closed left half plane. Such
polynomials are usually called stable, or Hurwitz-stable. More information
about these polynomials can be found in [33] and Chapter 21.
Example 19.4. If S is a vertical strip such as {z | −1 < ℜ(z) < 1} then we
considerD = C\S. The set NV1(C\S) consists of polynomials whose zeros all
lie in the strip S. More information about them can be found in Section 19.10.
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Example 19.5. The open unit disk ∆ in C has two generalizations to Cd. The
first is the open ball ∆d of radius 1, and the second is the product ∆× · · · ×∆.
The spaces are considered in Section 19.11.
Example 19.6. Define the sector Sn = {z | −π/n < arg(z) < π/n}. For instance,
S1 is C \ (−∞, 0), and S2 is the open right half plane. We consider properties
of product of sectors NVd(
∏
i(Sni)) in various examples in this chapter and
Section 19.12.
19.1 Fundamental properties
In order to derive interesting properties we we usually assume that our do-
main is an open cone C in Cd. This means C is closed under addition and
multiplication by positive constants. We have a few properties that hold for
general domains. The proofs are immediate from the definition.
Lemma 19.7.
1. f(x)g(x) ∈ NVd(D) if and only if f(x) ∈ NVd(D) and g(x) ∈ NVd(D).
2. Suppose f(x, y) ∈ NVd+e(D × E) where D ⊂ Cd and E ⊂ Ce. If α ∈ E then
f(x,α) ∈ NVd(D).
The following classical theorem of Hurwitz also holds for analytic func-
tions in d variables.
Theorem 19.8 (Hurwitz). Let (fn) be a sequence of functions which are all analytic
and without zeros in a region Ω. Suppose, in addition, that fn(z) tends to f(z),
uniformly on every compact subset ofΩ. Then f(z) is either identically zero or never
equal to zero inΩ.
The next lemma is an immediate consequence of the general Hurwitz’s
theorem:
Lemma 19.9 (Polynomial closure). If D is open and {fi} is a sequence of polyno-
mials in NVd(D) that converge uniformly on compact subsets to a polynomial g then
either g is zero or is in NVd(D).
The next lemma gives several simple ways to construct new polynomials
in NVd(C) from old ones. The proofs easily follow from the definition.
Lemma 19.10. Assume that C is a cone.
1. If f(x) ∈ NVd(C) then f(x + y) ∈ NV2d(C × C) where x = (x1, . . . , xd) and
y = (y1, . . . ,yd).
2. If a is a positive constant and f(x) ∈ NVd(C) then f(a x1, . . . ,a xd) ∈
NVd(C).
3. If ai are positive constants, Ci are cones, and f(x) ∈ NVd(
∏
Ci) then
f(a1 x1, . . . ,ad xd) ∈ NVd(
∏
Ci).
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C C−1 ρ C/C
UHP −UHP −1 C \ (−∞, 0)
RHP RHP 1 C \ (−∞, 0)
QI QIV ı RHP
Sn Sn 1 S2n
Table 19.1: Properties of cones
The homogeneous part fH of a polynomial consists of the terms of maxi-
mum total degree.
Corollary 19.11. If f ∈ NVd(H)C then fH ∈ NVd(C).
Proof. This follows from the above, the fact that fH is never zero and
fH(x) = lim
r→∞
f(rx)
rn
where n is the degree of fH.
The next result refines the earlier substitution result.
Lemma 19.12 (Substitution). Suppose that D is open and D is the closure of D. If
f(x, y) ∈ NVd+e(D× E) and α ∈ D then f(α, y) ∈ NVe(E) or f(α, y) = 0.
Proof. If α ∈ D then f(α, y) ∈ NVd(E). If α ∈ D then we approach f(α, y) by
sequences in NVd(D× E), so we can apply Lemma 19.9.
The constant in the next lemma only depends on C and is called the reversal
constant .
Lemma 19.13 (Reversal). Assume C ⊂ C is a cone and suppose that∑ xifi(y) ∈
NVd+1(C×D). There is a unique ρ ∈ C with |ρ| = 1 such that∑
(ρx)n−i fi(y) ∈ NVd+1(C×D).
Proof. If C−1 = {z−1 | z ∈ C1} then C−1 is also a cone, whose elements are the
conjugates of C. Since C and C−1 only differ by a rotation there is a unique
rotation ρ ∈ C so that ρC−1 = C. If (σ1, . . . ,σd+1) ∈ C×D then∑
(ρσ1)
n−i fi(σ2, . . . ,σd+1) = (ρσ1)
n
∑( ρ
σ1
)i
fi(σ2, . . . ,σd+1)
and this is non-zero since ρ/σ1 ∈ C. See Table 19.1.
We now consider when a linear polynomial is in NVd(D). The following
are elementary.
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Lemma 19.14. The following are equivalent, where Ci ⊂ C are cones.
1.
∑d
1 ai xi ∈ NVd(
∏
Ci).
2. 0 /∈∑d1 aiCi
3.
∑d
1 ai Ci is contained in a half plane.
Example 19.15. Suppose C = S2×S4 and consider x+αy. In order for S2+αS4
to remain in a half plane, we must have that αS4 ⊂ S2. Thus we conclude that
x+ αy ∈ NV2(S2 × S4) ⇐⇒ −π/4 6 α 6 π/4
If r > 0 and C ⊂ C then x+ ry ∈ NV2(C2), and hence ρxy+ r and xy+ r/ρ
are in NV2(C2).
There’s a simple condition if all the planes are half planes.
Lemma 19.16. If all cones Ci are the same half plane C, then the following are equiv-
alent:
1.
∑d
1 ai xi ∈ NVd(Cd).
2. All non-zero ai have the same argument.
Proof. If
∑
αixi ∈ NVd(Cd) then we may assume that α1 is non-zero, so we
may divide through and assume α1 = 1. We now need to show that all non-
zero αi are positive. If some αi is not positive, then C and αC are different,
and so their sum equals C. The converse is immediate.
The corollary is simple and the proof is omitted.
Corollary 19.17. If C is a half plane then β + x1 + α2x2 + · · ·+ αdxd ∈ NVd(Cd)
if and only if
1. All αi are non-negative.
2. β is in the closure of C.
Following [18, 33] we have
Lemma 19.18. Suppose C ⊂ C and f(x) is homogeneous. The following are equiva-
lent
1. f(x) ∈ NVd(Cd)
2. f(a+ tb) ∈ NV1(C/C) where a,b > 0.
Proof. C/C denotes the set {α/β | α,β ∈ C}. If α/β ∈ C/C where α,β ∈ C and
f has degree n then by homogeneity
f(a+ (α/β)b) = βn f(β a+ αb) 6= 0
since β a+ αb ∈ Cd. Conversely, let σ1, . . . ,σd ∈ C. Since C is a cone there are
α,β ∈ C and a,b > 0 such that β a+ αb = (σ1, . . . ,σd). Thus
f(σ1, . . . ,σd) = f(β a+ αb) = β
n f(a+ b(α/β)) 6= 0
.
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19.2 Differentiation
We can not differentiate with respect to a variable and stay in the same class,
but we can if the corresponding factor is a half plane.
Lemma 19.19. If f(x, y) ∈ NVd+1(C × D) and C is a half plane then ∂∂x f(x, y) ∈
NVd+1(C×D).
Proof. Suppose that (α1, . . . ,αd+1) ∈ C×D. Since( ∂f
∂x
)
(α1, . . . ,αd+1) =
[
∂
∂x
(x,α2, . . . ,αd+1)
]
(α1)
it suffices to assume that d = 1. So, if g ∈ NV1(C) then all roots lie in the
complement of C. Now C is a half plane by hypothesis, so its complement is a
closed half plane, and in particular is convex. By Gauss-Lucas the roots of g ′
lie in the convex hull of the roots of g, and hence lie in the complement of C.
Consequently, g ′ ∈ NV1(C).
Lemma 19.20. If C is a half plane, f(x, y) =
∑
xifi(y) ∈ NVd+1(C×D) then either
fi(y) = 0 or
fi(y) ∈ NVd(D) for i = 0, 1, . . .
Proof. Differentiate with respect to x until the desired coefficient is the con-
stant term, and then substitute zero for x.
Example 19.21. The assumption that C is a half plane is essential. We give an
example of a polynomial in NV2(S4) whose coefficients are not all in NV1(S4).
Let
f(x) = (x− 1)2 + 4 = (x− 1 − 2ı)(x− 1 + 2ı).
Clearly f(x) ∈ NV1(S4), but f ′(x) = 2(x− 1) 6∈ NV1(S4). Now consider
f(x + y) = (x − 1)2 + 4 + 2y(x− 1) + y2
We know f(x+ y) ∈ NV2(S4), and the coefficient of y0 in f(x+ y) is in NV1(S4)
but the coefficient of y1 is not.
Lemma 19.22. If
∑
xifi(y) ∈ NVd+1(C×D) and C is a half plane then
fi(y) + xfi+1(y) ∈ NVd+1(C×D) for i = 0, 1, . . .
Proof. Because C is a half plane we can differentiate and reverse, so all the
polynomials below are in NVd+1(C×D).
reversing
∑
(ρx)n−i fi(y)
n − k− 1 differentiations
∑
(ρ)n−i xk+1−i(n − i)n−k−1 fi(y)
reverse
∑
(ρ)n−i (ρx)i(n − i)n−k−1 fi(y)
k differentiations
∑
(ρ)n−i (ρx)i−k(n − i)n−k−1(i)k fi(y)
which equals ρn
(
fk(y)(n − k)!k! + x fi+1(y)(n − k − 1)!(k + 1)!
)
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Dividing and rescaling yields the result.
Corollary 19.23. If f(x) ∈ NVd+1(C×D) and C is a half plane then
f(x) + y
∂f
∂x1
∈ NVd+2(C× C×D)
ρy f(x) +
∂f
∂x1
∈ NVd+2(C× C×D)
where ρ is the reversal constant.
Proof. Since f(x1 + y, x2, . . . , xd) ∈ NVd+2(C× C×D) we can apply the lemma
to the Taylor series
f(x1 + y, · · · , xd) = f(x) + ∂f
∂x1
y+ · · ·
The second statement follows by reversing the first.
We have seen that coefficients of the homogeneous part of a polynomial in
Pd all have the same sign. A similar result holds for NVd(C): if we multiply
by the appropriate scalar then all the coefficients are positive:
Lemma 19.24. If C is a half plane and f ∈ NVd(Cd) then all non-zero coefficients of
fH have the same argument.
Proof. We first assume that f is homogeneous and use induction on d. For
d = 2 we note that x+ ay ∈ NV2(C2) if and only if a > 0. Thus if f ∈ NV2(C2)
is homogeneous then
f = α
∏
i
(x+ aiy) where all ai > 0
so all non-zero coefficients have argument arg(α).
If f(x,y) ∈ NVd+1(Cd+1) is homogeneous then we can write
f(x,y) =
∑
i
yi fi(x)
where all fi ∈ NVd(Cd) and are homogeneous. By induction all coefficients of
fi have the same argument.
By Lemma 19.18 with a = (1, . . . , 1, 0) and b = (0, . . . , 0, 1) we have that
f(1 . . . , 1, t) =
∑
ti fi(1, . . . , 1) ∈ Ppos
since C/C = C\(−∞, 0). Now the argument of fi(1, . . . , 1) equals the argument
of the coefficients of fi, and since f(1, . . . , 1, t) ∈ Ppos all coefficients have the
same argument.
If f is not homogeneous and has degreen then the conclusion follows from
Corollary 19.11.
CHAPTER 19. POLYNOMIALS NON-VANISHING IN A REGION 571
19.3 Interlacing
Interlacing was initially defined by the positions of roots, and then by linear-
ity. Now we define it algebraically.
Definition 19.25. Suppose f, g ∈ NVd(D). We say that g interlaces f in C, writ-
ten ff g, if and only if
f(x) + yg(x) ∈ NVd+1(D× C)
Remark 19.26. Note that if C ′ ⊂ C then interlacing in C implies interlacing in
C ′, but the converse is false. For example, we claim that
x2 + y(ax+ b) ∈ NV2(S4 × S4) if a,b > 0
This is clear, since both the image of S4 by x
2 and y(ax+b) lies in S2. However,
we also have that f(x,y) = x2 + y(x+ 1) is not in NV2(S2 × S4). To see this, we
need to exhibit one zero in S2 × S4:
f( (1 + 2ı)/8 , (19 − 42ı)/680 ) = 0
However, it’s not had to check that x2 +y(x+ ı) ∈ NV2(S2× S4), and therefore
is also in NV2(S4 × S4)
We first have some properties of interlacing that do not require one of the
cones to be a half plane.
Lemma 19.27. Assume that f, g,h ∈ NVd(D), and C is a cone.
1. fgf fh in C iff gf h in C.
2. If −1 6∈ C then ff f in C.
3. If ρ is the reversing constant for C then ff g in C implies ρgf f in C.
4. If 0 6∈ C1 + C2 and f ∈ NV2(C1 × C2) then xff f in C2.
Proof. The first is trivial. To check if ff f we need to see that f(x) + y f(x) =
f(x) (y + 1) is non-zero. Now f(x) 6= 0, and y + 1 6= 0 by hypothesis. For the
next one, f+ yg ∈ NVd+1(C× C0) implies that ρg + f ∈ NVd+1(C× C0).
Finally, to check xff fwe check that xf+yf ∈ NV2(C1×C2). Simply note
that (x+ y)f 6= 0 by hypothesis.
Most interesting results about interlacing require a half plane. As always,
we expect adjacent coefficients as well as the derivative to interlace. The corol-
lary is a consequence of Lemma 19.22 and Corollary 19.23.
Corollary 19.28. Suppose C is a half plane and f =
∑
xifi(y) ∈ NVd(C×D).
1. fif fi+1 for i = 0, 1, . . . .
2. ff ∂f
∂x
.
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Lemma 19.29. If C is a half plane and f, g,h, k ∈ NVd(D) then (all interlacings in
C)
1. ff g and ff h implies ff ag+ bh for a,b > 0.
2. ff g and hf k implies fhf fk + ghf gk.
3. gf f and hf f implies ag+ bhf f for a,b > 0.
4. If ff gf h then f+ ρhf g.
Proof. All these results follow using the interlacing of adjacent coefficients.
For the first we have
(f + yg)(f + yh) = f2 + yf(g+ h) + y2gh
so f2f f(g+ h) and therefore ff g+ h. The second is similar. For the third
we use
(g+ yρf)(g + yρh) = g2 + gyρ(f + h)
so gf ρ(f + h) and reversing again yields f + h f g. The last follows from
the third since ρhf g.
Next is the recurrence for orthogonal-type polynomials.
Lemma 19.30. Assume C is a half plane and −1 6∈ C. If f0, f1 ∈ NVd(C×D) then
f1f f0
fn = (anx1 + bn)fn−1 + ρ cn fn−2 where an,bn, cn > 0.
then fnf fn−1 in C.
Proof. By induction we may assume that fn−1f fn−2. Since −1 6∈ Cwe know
bnfn−1 f fn−1. Since C + C doesn’t contain zero we know x1fn−1 f fn−1,
and thus (anx1 + bn)fn−1 f fn−1. By reversal of fn−1 f fn−2 we have
ρfn−2 f fn−1, so addition gives the conclusion.
Example 19.31. We can use differentiation to derive properties of NV1(S4)
even though NV1(S4) isn’t closed under differentiation. Since x+y2 and x+(y+
1)2 are in NV2(S2×S4) the coefficients of powers of x in
[
x+y2
]2 [
x+(y+1)2
]2
interlace. Thus all the following polynomials are in NV1(S4) and interlace in
S2.
y4(y+ 1)4f 2y2(y+ 1)2
(
2y2 + 2y+ 1
)
f
6y4 + 12y3 + 10y2 + 4y+ 1f 2
(
2y2 + 2y+ 1
)
f 1
We can use the example above to give a general construction.
Lemma 19.32. If f, g ∈ NV1(S4) and ff g in S2 then
y2f(y)f f(y) + y2g(y)f g(y) in S2
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Proof. Since x + y2 and f(y) + xg(y) are in NV2(S2 × S4) their product is also.
Thus
y2f(y) + x
[
f(y) + y2g(y)
]
+ x2
[
g(y)
] ∈ NV2(S2 × S4).
Remark 19.33. It follows from the lemma that the two matrices(
1 y2
0 1
) (
y2 0
1 y2
)
map pairs of polynomials in NV1(S4) that interlace in S2 to another pair of
polynomials in NV1(S4) that interlace in S2
19.4 Some determinant properties
In this section we establish some properties of determinants we need to con-
struct polynomials.
If A and B are anti-diagonal matrices with anti-diagonal entries (ai) and
(bi) then ∣∣∣∣A I−I B
∣∣∣∣ = (a1bn + 1) · · · (anb1 + 1) (19.4.1)
The proof is an easy induction. For instance, if n = 4 then∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. . . a1 1 . . .
. . a2 . . 1 . .
. a3 . . . . 1 .
a4 . . . . . . 1
−1 . . . . . . b1
. −1 . . . . b2 .
. . −1 . . b3 . .
. . . −1 b4 . . .
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= (a1b4+1)(a2b3+1)(a3b2+1)(a4b1+1)
where the dots ”.” are zeros. A similar argument shows that if I is the n by n
identity matrix then
∣∣∣∣ I ıIıI I
∣∣∣∣ = 2n.
Lemma 19.34. If A is a skew symmetric matrix, B is positive definite, and S is
symmetric then
|A+ B+ ıS| 6= 0
Proof. A+B+ ıS 6= 0 since B is positive definite. If |A+B+ ıS| = 0 then there
are non-zero real u, v such that
(A + B+ ıS)(u+ ıv) = 0
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Now A,B, S,u, v are real, so we can separate real and imaginary parts:
Au+ Bu − Sv = 0
Av+ Bv + Su = 0
The inner product < r, s >= rts satisfies < Ar, r >= 0 since A is skew-
symmetric. Thus
< Bu,u > − < Sv,u > = 0
< Bv, v > + < Su, v > = 0
S is symmetric, so adding the last two equations yields
< Bu,u > + < Bv, v > = 0
However, B is positive definite and < Br, r > is positive unless r = 0. Thus
u = v = 0, a contradiction.
Corollary 19.35. If S,B are symmetric and either one is positive definite then |S+ıB|
is not zero.
Proof. Take S = 0. If necessary, multiply by ı.
Lemma 19.36. ∣∣∣∣ A B−B A
∣∣∣∣ = |A+ ıB| · |A− ıB|
If A is a skew-symmetric matrix then
∣∣∣∣−A B−B −A
∣∣∣∣ = ∣∣∣∣ A B−B A
∣∣∣∣
Proof. Assume all matrices are n by n. We compute
22n
∣∣∣∣ A B−B A
∣∣∣∣ = ∣∣∣∣( I −ıI−ıI I
)(
A B
−B A
)(
I ıI
ıI I
)∣∣∣∣
=
∣∣∣∣2(A+ ıB) 00 2(A − ıB)
∣∣∣∣
The second part follows from the first.
Corollary 19.37. If A is a skew-symmetric matrix, S is symmetric, and B is positive
definite then ∣∣∣∣ A S+ ıB−S− ıB A
∣∣∣∣ 6= 0
Proof. The determinant equals |2(A−B+ ıS)| · |2(A+B− ıS)|, and is non-zero
by Lemma19.34.
In the next result we determine properties of eigenvalues.
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Lemma 19.38. Suppose that A,B are positive definite and α + βı is an eigenvalue
of A+ Bı.
1. 0 < α < ρ(A), 0 < β < ρ(B), β/α 6 ρ(BA−1).
2. If A is only symmetric then β is positive.
3. If B is only symmetric then α is positive.
Proof. Let u+ ıv be an eigenvector of α+ βı, where u, v are real. Then1
(A + Bı)(u+ ıv) = (α + βı)(u + ıv)
Separating real and imaginary parts yields
Au− Bv = αu− βv
Bu+Av = αv + βu
< x,y >= xty is the usual inner product. The symmetry of A and B yields:
< u,Au > − < u,Bv > = α < u,u > −β < u, v >
< u,Bv > + < v,Av > = α < v, v > +β < u, v >
We can now solve for α, and a similar calculation yields β
α =
< u,Au > + < v,Av >
< u,u > + < v, v >
6 ρ(A)
β =
< u,Bu > + < v,Bv >
< u,u > + < v, v >
6 ρ(B)
β
α
=
< u,Bu > + < v,Bv >
< u,Au > + < v,Av >
6 ρ(BA−1)
We use these formulas to establish the various parts of the lemma.
19.5 Determinants
We can construct elements of various NVd(C) using determinants.
Corollary 19.39. If γ ∈ C \ 0, H is the upper half plane, Di are n × n positive
definite matrices and S is symmetric then
∣∣γS+ d∑
1
xkDk
∣∣ ∈ NVd((γH)d)
1Thanks to math.sci.research and Tony O’Conner for this argument.
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eigenvalues of A + Bı
Figure 19.1: Location of roots of |− xI+A + Bı| if B > A.
Proof. If γσ1, . . . ,γσd ∈ γH where σk = αk + ıβk then∣∣∣∣γS+ d∑
1
xkDk
∣∣∣∣(γσ1, . . . ,γσd) = γn∣∣S+∑σkDk∣∣
= γn
∣∣(S+∑αkDk) + ı(∑βkDk)∣∣
and this is non-zero by the lemma since βk > 0 and so
∑
βkDk is positive
definite.
Next we construct polynomials in NVd(Cd) where C is not a half plane.
Lemma 19.40. If Ak,Bk are positive definite and C is the first quadrant then∣∣∣∣ d∑
1
xk(Ak + ıBk)
∣∣∣∣∈ NVd(Cd)
Proof. If αk + ıβk ∈ C then αk and βk are positive, and∣∣∣∣ d∑
1
(αk+ıβk)(Ak+ıBk)
∣∣∣∣= ∣∣∣∣ d∑
1
(αkAk−βkBk)+ı
d∑
1
(αkBk+βkAk)
∣∣∣∣ (19.5.1)
Since
∑d
1 (αkBk + βkAk) is positive definite the result follows from
Lemma 19.35.
Lemma 19.41. If Ak is positive definite, Ak > Bk and C = {a + bı |a > b > 0}
then ∣∣∣∣ d∑
1
xk(Ak + ıBk)
∣∣∣∣∈ NVd(Cd)
Proof. The hypothesis imply that
αkAk − βkBk = Ak(αk − βk) + βk(Ak − Bk)
is positive definite, so the result follows from Lemma 19.35 and (19.5.1).
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Lemma 19.42. Suppose A and B are symmetric and f(x) = |− xI+ A+ Bı|.
If B > A > 0 then f ∈ NV1(D) whereD = {a+ bı | a > b > 0}.
Proof. Since B > Awe know that ρ(BA−1) > 1. From the lemma the eigenval-
ues α + βı satisfy β > α > 0. The roots of f are the negative eigenvalues of
A + Bı, so they lie in the region of the first quadrant bounded by x = y and
x = 0. See Figure 19.1.
19.6 Linear transformations
Properties of the Hadamard product in P depended on the identification of
the Hadamard product as a coefficient:
If f(x) ∈ Ppos and g ∈ P then f(−xy) and g(y) ∈ P2, and the
Hadamard product is a coefficient of f(−xy)g(y).
The reason why f(−xy) ∈ P2 is that α − xy ∈ P2 if and only if α > 0, and this
follows by reversing x+ αy. A similar argument works for half planes.
Lemma 19.43. Suppose that C is a half plane with reversal constant ρ, and ℓ is the
ray ρ−1R+. The Hadamard product∑
aix
i ×
∑
gi(y)x
i 7→
∑
aign−i(y)x
i
determines a map
Pℓ × NVd(Cd) −→ NVd(Cd)
Proof. If r > 0 then x + ry ∈ NV2(C2) so ρxy + r ∈ NV2(C2) and hence xy −
(−r/ρ) ∈ NV2(C2). Thus, if f(x) ∈ Pℓ(n) then f(xy) ∈ NV2(C2). Write f =∑
aix
i and g =
∑
gi(y)x
i. The coefficient of zn in
f(xz)g(z) =
∑
i,j
ai x
i zi gj(y) z
j
is in NVd(C) and equals
∑
aign−i(y)x
i.
If we consider f(x+ y) we get
Lemma 19.44. If C is a half plane then f(x)×∑biyi 7→∑ f(i)(x)bn−i/i!
determines a map
NV2(C2)× NV1(C) −→ NV2(C2)
Proof. Write f(x+y) =
∑
f(i)(x)yi/i!. The coefficient of yn in f(x+y)
∑
biy
i
is ∑ f(i)(x)
i!
bn−i.
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Lemma 19.45. Suppose C is a half plane with reversal constant ρ.
1. If f ∈ NVd(Cd) then f + ρ∂x1 ∂x2f ∈ NVd(Cd).
2. The linear transformation g× f 7→ g(ρ∂x1∂x2)f determines a map
Ppos × NVd(Cd) −→ NVd(Cd)
Proof. The first part follows from Lemma 19.29 and f f ∂x2f f ∂x1
(
∂x2f
)
.
The second part follows by induction.
19.7 Analytic functions
We define N̂Vd(C) to be the uniform closure on compact subsets of NVd(C).
Here are some exponential functions in NVd(C).
Lemma 19.46. Suppose C ⊂ C is a cone.
1. If β ∈ C \ 0 then ex/β ∈ N̂V1(C).
2. If ρ is the reversal constant then eρxy ∈ N̂V2(C).
Proof. Since β + x ∈ NV1(C) we have
(
1 + x/β
n
)n
is in NV1(C), and hence
ex/β ∈ NV1(C). For the second part we know x + y ∈ NV2(C2), so 1 + ρxy ∈
NV2(C2). Taking limits and following the first part finishes the proof.
Proposition 19.47. If C is a half plane with reversal constant ρ then
1. f 7→ eρ∂x·∂yf determines a map
NVd(Cd) −→ NVd(Cd)
2. f(x)× g(x) 7→ f(ρ∂x)g(x) determines a map
NVd(Cd)× NVd(Cd) −→ NVd(Cd).
Proof. We know that g + ρ∂x1∂y1g ∈ NVd(Cd). Thus g 7→
(
1 +
ρ∂x1∂y1
n
)n
g
maps NVd(Cd) to itself, since the homogeneous part of
(
1 +
ρ∂x1∂y1
n
)n
g
equals gH. Consequently, taking limits shows that the homogeneous part of
eρ∂x1∂y1g equals gH, and in particular is not zero. The result now follows from
Lemma 19.9 and the observation that
ρ∂x · ∂y = ρ∂x1∂y1 + · · ·+ ρ∂xd∂yd
The second part relies on the identity
eρ∂x∂y g(x) f(y)
∣∣∣∣
y=0
= f(ρ∂x)g(x).
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By linearity we only need to check it for monomials:
eρ∂x∂yxIyJ
∣∣∣∣
y=0
=
(ρ∂x)
J
J!
xI · (∂y)JyJ
∣∣∣∣
y=0
= (ρ∂x)
JxI
Example 19.48. The infinite product cos(x) =
∏∞
k=0
(
1 − 4x
2
(2k+1)2π2
)
shows that cos(γx) ∈ NV1(γH). Taking derivatives shows
cos(γx)f −γ sin(γx) and sin(γx)f γ cos(γx)
This gives us elements in NV2(γH):
cos(γx) − γy sin(γx) and sin(γx) + γy cos(γx)
19.8 Homogeneous polynomials
Define homogd to be the set of homogeneous polynomials contained in HPd.
If we don’t want to specify dwe write homog∗. By Lemma 19.24 we can write
f(x) ∈ homogd as α ·g(x) where g(x) has all positive coefficients. If d = 2 then
f(x,y) ∈ homogd is of the form α ·G(x,y) where G is the homogenization of a
polynomial in Ppos. In general, f ∈ homogd is a multiple of the homogeniza-
tion of a polynomial in P
pos
d−1, since Pd−1 = rHPd−1 (Theorem 20.3).
The first lemma shows that there is nothing special about the upper half
plane in the definition of homogd; any half plane through the origin will do.
Lemma 19.49. homogd =
⋂
γ∈C\0 NVd((γH)d)
Proof. If f ∈ homogd has degree n and σ ∈ Hd then f(γσ) = γn f(σ) 6= 0 so
f ∈ NVd((γH)d).
Conversely, if f(x) has degreen and is in the intersection, σ ∈ Hd and γ 6= 0
then f(γσ) 6= 0. But f(γσ) is a polynomial in γ, so the solutions to f(γσ) = 0
must all be γ = 0. Thus f(γσ) is divisible by γn, and f(γσ) = γn f(σ). Since
this holds for all σ ∈ Hd we see that f(γx) = γn f(x), so f is homogeneous.
There is a simple determinant construction for polynomials in homogd,
but not all such polynomials can be so realized.
Corollary 19.50. If all Di are positive definite then
∣∣ d∑
1
xkDk
∣∣ ∈ homogd.
Proof. This follows from Corollary 19.39.
Next, we construct homogeneous polynomials from elementary symmet-
ric functions. Fix a positive integer n, and let σi(y1, . . . ,yn) be the i’th elemen-
tary symmetric function of y1, . . . ,yn. If I is an index set then
σI(x) =
∏
i∈I
σi(xi,1, . . . , xi,n)
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Lemma 19.51. For positive integers n andm we have that
∑
|I|=m
σI(x) ∈ homog∗.
Proof. Since uz − 1 ∈ HP2
n∏
i=1
(xi,1z− 1) =
∑
k
σk(xi,1, . . . , xi,n)(−z)
n−k ∈ HP∗
and thus
d∏
j=1
(∑
k
σk(xj,1, . . . , xj,n)(−z)
n−k
)
∈ HP∗
The coefficient of zm is ±∑|I|=m σI(x). This is in homog∗ since all monomials
have degreem.
Now we have the Schur-Szego¨ theorem for homogeneous polynomials.
Lemma 19.52. If f =
∑
aI x
I, g =
∑
bI x
I, deg(f) = deg(g), and f, g ∈ homogd
then ∑
aI bI I! x
I ∈ homogd
Proof. If f has degree n then f(∂x)g(x+ y) is in homog∗ and equals∑
|I|=|J|=n
aI ∂x
I bJ (x + y)
J =
∑
aI bI I! x
I
since (∂xI)(x + y)J =
{
0 I 6= J
I! yI I = J
Lemma 19.53. If
∑
aI x
I ∈ HPd then
∑
aIσI(x) I! ∈ HPd.
Proof. Note that
(∂x)i
[
(x + x1) · · · (x+ xn)
]∣∣
x=0
= σi(x) i!
and thus
(∑
aI ∂x
I
)( d∏
i=1
n∏
k=1
(xi + xi,k)
)∣∣∣∣
x=0
=
∑
aIσI(x) I!.
Corollary 19.54. The linear transformation xI 7→ σI(x) I! maps HP∗ −→ HP∗ and
homog∗ −→ homog∗.
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19.9 Mo¨bius transformations
Suppose Mz = az+b
cz+d
is a Mo¨bius transformation where |M| = ad − bc 6= 0.
If f(x1, . . . , xr) is homogeneous of degree n then we say that f isM-invariant if
(Mf)(x) = |M|nf(x) for all Mo¨bius transformationsMwhere |M| 6= 0 and
(Mf)(x1, . . . , xr) =
[
(cx1 + d) · · · (cxr + d)
]n · f(ax1 + b
cx1 + d
, . . . ,
axr + b
cxr + d
)
We will see (Lemma 19.55) that there are no M-invariant polynomials in
homogd, but we can find polynomials f(x, y) such that
1. f is M-invariant.
2. f(x,−y) ∈ homogd
We will call such polynomials Ruelle polynomials [150]. It is easy to show that
a polynomial is M-invariant; the difficulty is showing that it is homogd.
Lemma 19.55. If f ∈ HPn then there is a Mo¨bius transformationM so thatMf 6∈
HPn.
Proof. Choose αi so that f(α1, . . . ,αn) = 0, and choose β so that β + αi is in
the upper half plane for all i. IfMz = z− β then the roots of
Mf(x1, . . . , xn) = f(x1 − β, . . . , xn − β)
are β+α1, . . . ,β+αn which are all in the upper half plane, soMf 6∈ HPn.
We now give several constructions of M-invariant polynomials. They all
depend on the fact that x− y is M-invariant:
M(x− y) = (cx+ d)(cy + d)
[
ax+ b
cx + d
−
ay+ b
cy + d
]
= |M|(x− y)
Construction 19.56. If (aij) = A is an r by r matrix and X = diag(x1, . . . , xr),
Y = diag(y1, . . . ,yr) then we define
f(x, y) = det(AX− YA) = det(aij(xi − yj)).
f(x, y) is M-invariant since
Mf = det(aijM(xi − yj)) = det(|M|aij(xi − yj)) = |M|
rf(X, Y).
Construction 19.57. With the same setup as above we let
g(x, y) = per(AX− YA)
where per is the permanent. The same argument shows g(x, y) is M-invariant.
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If we expand the determinant or the permanent we find that these two
constructions are special cases of
Construction 19.58. If ασ ∈ C for each permutation σ then define
h(x, y) =
∑
σ∈sym(r)
ασ
r∏
i=1
(xi − yσi).
This is clearly M-invariant. Ruelle [150] proved that all Ruelle polynomials
can be written in this form, but the ασ are not unique.
Example 19.59. If J is the r by r all 1 matrix then Cauchy’s determinant for-
mula [108] gives
f(x, y) = |JX− YJ| = |(xi − yj)| =
∏
i<j
(xi − xj) ·
∏
i<j
(yi − yj)
=
∑
σ∈sym(r)
sign(σ)
r∏
1
(xi − yσi)
Note that f(X,−Y) is not in HP2r since it contains xi− xj factors. However, we
will see later that
per(XJ − JY) =
∑
σ∈sym(r)
r∏
1
(xi − yσi)
is a Ruelle polynomial. We call this the Grace polynomial, denoted Gracer.
For instance,
Grace2 = (x1 − y1)(x2 − y2) + (x1 − y2)(x2 − y1)
= 2x1x2 − (x1 + x2)(y1 + y2) + 2y1y2
= 2σ2(x1, x2)σ0(y1,y2) − σ1(x1, x2)σ1(y1,y2) + 2σ0(x1, x2)σ2(y1,y2)
The next lemma is Ruelle’s original definition of a Ruelle polynomial.
Lemma 19.60 (Ruelle). f(x, y) is a Ruelle polynomial iff whenever there is a circle
separating σ = (σ1, . . . ,σn) from τ = (τ1, . . . , τm) then f(σ, τ) 6= 0.
Proof. Choose a Mo¨bius transformation such that Mσ is in the upper half
plane and Mτ is in the lower half plane. Since f(Mx,−My) is in homogd
we have that f(Mσ,−Mτ) 6= 0. The converse is harder, and can be found in
[150].
Lemma 19.61 (Ruelle). If A is unitary then f(x, y) = |AX − YA| is a Ruelle poly-
nomial.
CHAPTER 19. POLYNOMIALS NON-VANISHING IN A REGION 583
Proof. We have seen that f is M-invariant. If A is unitary then A−1 = A∗ so
f(x, y) = |AX− YA| = |A| |X−A∗YA|
If the rows of A are A1, . . . ,Ar then
f(x, y) = |A|det
(
X+
∑
yiA
∗
i Ai
)
Since all A∗iAi are positive semi-definite the determinant is in HP2r.
Example 19.62. In this example we give the Ruelle polynomial that is con-
structed using the general three by three orthogonal matrix [11] where β =
a2 + b2 + c2 + d2.
A =
1
β
 a2 + b2 − c2 − d2 2(bc+ ad) 2(bd− ac)2(bc− ad) a2 − b2 + c2 − d2 2(ab+ cd)
2(ac+ bd) 2(cd − ab) a2 − b2 − c2 + d2

If we expand the determinant we get the following permutation represen-
tation:
(y3 + x1)(y2 + x2)(y1 + x3)+
4(ac+ bd)2 (y2 + x1)(y3 + x2)(y1 + x3)+
4(ac− bd)2 (y3 + x1)(y1 + x2)(y2 + x3)+
4(b2 − c2)(a2 − d2) (y1 + x1)(y3 + x2)(y2 + x3)+
4(a2 − b2)(d2 − c2) (y2 + x1)(y1 + x2)(y3 + x3)+(
a2 − b2 + c2 − d2
)2
(y1 + x1)(y2 + x2)(y3 + x3)
In order to show that the Grace polynomial is a Ruelle polynomial we need
to recall Grace’s theorem:
Theorem 19.63 (Grace). If f =
∑n
0 aix
i, g =
∑n
0 bix
i, and the roots of f are
separated by a circle from the roots of g then
n∑
0
ai bn−i (−1)
i i! (n − i)! 6= 0
Corollary 19.64. The Grace polynomial is a Ruelle polynomial.
Proof. We know the Grace polynomial is M-invariant; we now show it satisfies
the second condition. Suppose that x1, . . . , xn and y1, . . . ,yn are in the upper
half plane. Grace’s theorem applied to
∏
(x − xi) and
∏
(x + yi) shows that
0 6=
∑
(−1)iσi(x1, . . . , xn) · σn−i(y1, . . . ,yn)(−1)i i! (n − i)!
=
∑
σi(x1, . . . , xn)σn−i(y1, . . . ,yn) i! (n− i)!
Comparing monomials shows that this is exactly Gracer(x,−y), and it is
non-zero for substitutions in the upper half plane.
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Here’s a simple one-variable corollary.
Corollary 19.65. If ai,bi ∈ R then∑
σ∈sym(n)
∏
i
(x+ ai + bσi) ∈ P
Proof. Replace yi by bi and xi by x+ ai in the Grace polynomial.
The conjecture below generalizes Grace’s theorem:
Conjecture 19.66. If n is a positive integer, σi(xk) the i’th elementary symmetric
polynomial on xk,1, . . . , xk,n and σI(x) =
∏
k σik(xk) then∑
|I|=n
σI(x) I! ∈ homog∗
19.10 Properties of polynomials with zeros in a strip
Assume that S is the strip {z | −1 < Re(z) < 1}. We will consider properties of
NV1(C \ S). If f ∈ NV1(C \ S) then all roots of f lie in S. Since S is convex we
have that
NV1(C \ S) is closed under differentiation.
The reverse of x− α has root 1/α, so
NV1(C \ S) is not closed under reversal.
A non-trivial property is this interlacing result:
Lemma 19.67. If S is a vertical strip and f ∈ NV1(C \ S) then for all real α
f+ ıα f ′ ∈ NV1(C \ S)
The proof follows from the next lemma.
Lemma 19.68. Suppose that f =
∏
(x− rk), and define
g = f + ıα
∑
k
ak
f(x)
x− rk
where α ∈ R and all ak are non-negative. If a+ bı is a root of g then
min
k
ℜ(rk) 6 a 6 max
k
ℜ(rk)
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Proof. Let rk = sk + ıtk. Dividing by f yields
1 + ıα
∑
k
ak
1
a+ bı − sk − ıtk
= 0
∑
k
ak
a− ıb− sk + ıtk
|a+ bı − sk − ıtk|2
= ı/α
Taking the real part yields
∑
k
ak
a− sk
|a+ bı − sk − ıtk|2
= 0
Thus a can’t be less than all sk, nor greater than all sk.
Corollary 19.69. If f ∈ P then the map g 7→ f(ıD)g determines a linear transfor-
mation
NV1(C \ S) −→ NV1(C \ S)
Corollary 19.70. If g ∈ NV1(C \ S) then
g+ g ′′ + g(4)/2!+ g(6)/3! + · · · ∈ NV1(C \ S)
Proof. Apply the previous corollary to f = e−x
2
.
The polynomial xy − 1 is in NV2(C \ S) since |x| > 1 if x 6∈ S. If x,y /∈ S
then |xy| > 1, and hence xy − 1 6= 0. This observation will be generalized in
the next section
19.11 Polynomials non-vanishing on the open unit ball
Suppose that ∆d is the open unit ball in Cd. That is,
∆d = {z ∈ Cd | |z| < 1}
We will construct some simple non-trivial elements of NVd(D) where D ⊂
C, and use them to show that NVd(∆d) has non-trivial elements. Recall that
NVd(D) contains trivial products of the form
d∏
i=1
∏
j
(xi − αij)
where αij 6∈ D. The next lemma constructs elements that are not products.
Lemma 19.71. Suppose that the ball B = {z | |z − σ| < r} is contained in Cd \ D.
If σ = (σ1, . . . ,σd) and 0 < b < r
d then
(x− σ1) · · · (x− σd) − b ∈ NVd(D)
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Proof. If (τ1, . . . , τd) 6∈ B then |τi − σi| > r, so |(τ1 − σ1) · · · (τd − σd)| > rd.
Since 0 < b < rd it follows that
(τ1 − σ1) · · · (τd − σd) − b ∈ NVd(D)
Example 19.72. If H is the upper half plane, then the ball {z | |z + ı| < 1} is
contained in Cd \ Hd. It follows that
(x1 + ı) · · · (xd + ı) − 1 ∈ HPd
A similar argument shows that
(x1 + 1) · · · (xd + 1) − 1 ∈ Hd
Here’s a small extension to NVd(∆d).
Lemma 19.73. If f(x) has all its zeros in the open unit disk then
f(x1 · · · xd) ∈ NVd(∆d)
Proof. Use the lemma with B = ∆d, and multiply many of the polynomials
together.
It is easy to see that xy−1/2 ∈ NV2(C2 \∆×∆) since if neither x nor y is in
∆×∆ then both have absolute value at least one, so their product has absolute
value at least one. There is a simple geometric condition for a multiaffine
polynomial to belong to NV2(C2 \ ∆2).
Lemma 19.74. Suppose thatf(x,y) = a+ bx+ cy+ dxy, and letM = ( a cb d ).
1. f ∈ NV2(C2 \ ∆2) ⇐⇒M : C2 \ ∆2 −→ ∆2
2. f ∈ NV2(C2 \ ∆2) ⇐⇒M : C2 \ ∆2 −→ ∆2
Proof. Assume that |y| > 1. If f(x,y) = 0 we must show that |x| < 1. Solving
for x
x = −
a+ cy
b+ dy
= −M(y)
Thus |x| < 1 if and only if |M(y)| < 1. The second case is similar.
Recall the result (p. 616) that if 0 < a1 < · · · < an then
∑
aix
i has all its
roots in the open unit ball. Here’s a conjecture in two variables
Conjecture 19.75. If 0 < a1 < · · · < an then∑
(ai + aj)x
iyj ∈ NV2(C2 \ ∆2)
We can establish the multiaffine case of this conjecture.
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a+b
2b
2a+2b
a+3b
b bb b
M(−1)M(1)
Figure 19.2: The image of the circle under a Mo¨bius transformation
Lemma 19.76. If 0 < a < b then 2a+ (a+ b)(x + y) + 2bxy ∈ NV2(C2 \ ∆2).
Proof. This is a question about Mo¨bius transformations. We take three points
on the unit circle, and find the unique circle containing their image. We check
thatM(∞) lies in this circle, and that this circle lies in the unit circle.
M(1) =
3a+ b
3b+ a
M(−1) = 1
M(ı) =
(2 + i)a+ ib
a+ (1 + 2i)b
M(∞) = a+ b
2b
center =
2(a+ b)
a+ 3b
radius =
b− a
a+ 3b
Since the center is on the real line, it follows that the image is the circle with
diameterM(1)M(−1). Thus the image lies in the closed unit circle.
The following lemma constructs a stable polynomial from a polynomial in
NV1(C \ ∆).
Lemma 19.77. If 0 < a0 < · · · < an then
∑n
0 ai(x+ 1)
i(1 − x)n−i ∈ H1.
Proof. The Mo¨bius transformation z 7→ 1+z1−z maps the right half plane to C \∆.
It follows that if f(x) ∈ NV1(C \∆) then f((1+ x)(1− x)) ∈ H1. If we let f(x) =∑
aix
i then f ∈ NV1(C \ ∆). Multiplying by (1 − x)n yields the result.
19.12 Polynomials non-vanishing in a sector
We begin with a simple construction of polynomials with no roots in a sector.
We claim that if f and g have positive leading coefficient then
f ∈ Ppos(n) & g ∈ Ppos(m) =⇒ f(x) + g(y) ∈ rNV2(S2n × S2m)
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To see this, we first claim that the image of S2n under f is the open right half
plane. If f =
∏
(x + ri) where ri > 0, and σ ∈ Sn, then ri + σ ∈ S2n, so f(σ)
is the product of n points whose arguments are all less than π/(2n), Similarly,
if τ ∈ S2m then g(τ) is also in the right half plane, so their sum is as well. In
particular, their sum is not zero.
For example,
xn + ym ∈ rNV2(S2n × S2m)
This construction easily generalizes.
Lemma 19.78. Suppose thatn1, . . . ,nd are positive integers. If all fi(x) ∈ Ppos(ni)
have positive leading coefficient then
f1(x1) + · · · + fd(xd) ∈ rNVd(S2n1 × · · · × S2nd)
CHAPTER
20
-
Upper half plane polynomials
There is a natural subset of polynomials with complex coefficients that has
properties similar to P: those whose roots lie in the lower half plane. However,
we call them upper half plane polynomials because the generalization to more
variables uses the fact that they are non-zero in the upper half plane. For a
quick summary with proofs see [59].
We first recount properties that follow from the general theory of Chap-
ter 19, and then investigate polynomials in one variable.
20.1 Properties of upper half plane polynomials
We apply the general results of Chapter 19 to derive results about polynomials
non-vanishing in the upper half plane. If UHP is the upper half plane then
Ud(C) = NVd(UHPd). The reversal constant is −1, and UHP/UHP = C \
(−∞, 0). If f, g ∈ Ud(C) then we write f U←− g if f + zg ∈ Ud+1(C). From
Chapter 19 we have
Lemma 20.1.
1. Ud(C) is closed under differentiation.
2. If f ∈ Ud(C) then f U←− ∂f/∂xi
3. If
∑
xifi(y) ∈ Ud+1(C) then fi(y) ∈ Ud(C) and fi U←− fi+1.
4. fg ∈ Ud(C) if and only if f ∈ Ud(C) and g ∈ Ud(C).
5. If f
U←− g then g U←− −f.
6. If f
U←− g U←− h then f− h U←− g.
7. If S is symmetric and allDi are positive definite then
∣∣S+∑d1 xiDi∣∣ ∈ Ud(C).
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8. The Hadamard product
∑
aix
i ×∑ fi(y)xi 7→∑aifn−i(y)xi determines a
map Ppos × Ud(C) −→ Ud(C).
9. f(x)× g(x) 7→ f(−∂x)g(x) determines a map
Ud(C)× Ud(C) −→ Ud(C).
10. The following are equivalent
a) f(x) ∈ Ud(C)
b) f(a+ tb) ∈ U1(C) for a ∈ Rd,b > 0.
Proof. The only modification is that we do not need homogeneity in the last
one. Following the proof of Lemma 19.18 we see (1) implies (2). Conversely,
consider σ1, . . . ,σd in UHP. Since 1 is in the closure of UHP we can find an α
and positive a,b such (σ1, . . . ,σd) = a+αb. Thus, f(σ1, . . . ,σd) = f(a+bα) 6=
0.
There are two reversals in Ud(C), a single variable reversal with a minus
sign, and a full reversal with no signs.
Lemma 20.2.
1. If
∑
xifi(y) ∈ Ud(C) has degree n then
∑
(−x)n−i fi(y) ∈ Ud(C).
2. If xi has degree ei then x
e1
1 · · · xedd f(1/x1, . . . , 1/xd) ∈ Ud(C).
Proof. Only the second one requires proof. If σi ∈ UHP then 1/σi ∈ UHP.
Thus
f(1/σ1, . . . , 1/σd) = f(1/σ1, . . . , 1/σd) 6= 0.
1: need real and im
parts in Pd
Theorem 20.3. Ud = Pd.
Proof. We first show Ud ⊂ Pd. If f(x) ∈ Ud then define gǫ(x) = f(x + ǫ(x1 +
· · ·+ xd)) where ǫ > 0. We may assume that fH has all non-negative terms, so
gHǫ has all positive terms. Define a = (0, r2, . . . , rd) and b = (t, 0, . . . , 0). Since
Ud is closed gǫ(a+bt) ∈ U1. Since U1 = P, we see that gǫ satisfies substitution,
and therefore gǫ ∈ Ud. The conclusion follows since limǫ→0+ gǫ = f.
Next we show Ud ⊂ Ud which implies Pd = Ud. If f ∈ Ud and is homo-
geneous then f(a + bt) ∈ Ppos for all a,b > 0, so f ∈ Ud by Lemma 20.1. If f
is not homogeneous then choose c ∈ Rd so that f(x + c) has all positive coef-
ficients. Since f(x + c) ∈ Pd we can homogenize it ynf(x/y) = F(x,y). Since
F(x,y) ∈ Ud+1 and is homogeneous we know from the previous paragraph
that F(x,y) ∈ Ud+1, and thus f(x+ c) = F(x, 1) ∈ Ud. Now c is real so it follows
that f(x) ∈ Ud.
Lemma 20.4. If f(x,y2) ∈ Ud then f(x,y) ∈ Pd.
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Proof. If σ,σi ∈ UHP then we can write σ = τ2 where τ ∈ UHP. Thus
f(σ1, . . . ,σd,σ) = f(σ1, . . . ,σd, τ
2) 6= 0
which proves the lemma.
Of course the converse is false – consider x+ 1 and x2 + 1.
20.2 Constructions from determinants
We can construct polynomials in HPd using skew-symmetric matrices.
Lemma 20.5. If A is skew symmetric and B is positive definite then∣∣∣∣xA B−B yA
∣∣∣∣ ∈ P2
Proof. If b = B−1/2 = bt then(
b 0
0 b
)(
xA B
−B yA
)(
b 0
0 b
)
=
(
x bAb I
−I y bAb
)
=
(
xC I
−I yC
)
where bAb = C is skew symmetric. We can find an orthogonal matrix O and
D an anti-diagonal matrix with positive anti-diagonal (di) such that OCO
t =(
0 D
−D 0
)
. Clearly
(
O .
. O
)(
xC I
−I xC
)(
Ot .
. Ot
)
=

. xD I .
−xD . . I
−I . . yD
. −I −yD .

where the dot is a zero matrix. By (19.4.1) this determinant is
∏n
1 (didn−ixy−
1) which is in P2.
Example 20.6. If A is the skew-symmetric n by nmatrix that is all 1 above the
diagonal, and all −1 below, then∣∣∣∣xA I−I A
∣∣∣∣ = [∑(−x)k( n2k
)]2
We already knew that this is in P since it’s just the even part of (x− 1)n.
The following corollary was proved by a different method in [62].
Corollary 20.7. Suppose A is skew-symmetric and B is positive definite. The deter-
minant and pfaffian of
(
xA B
−B A
)
have alternating coefficients.
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Proof. Substituting y = 1 in Lemma 20.5 shows that all the roots are positive,
and hence the coefficients alternate. Since the pfaffian is the square root of the
determinant all the roots are negative, and so the coefficients again alternate.
We can construct polynomials in d variables of even total degree.
Corollary 20.8. If A is skew-symmetric, and B1, . . . ,Bd are positive definite then
f(x) =
∣∣∣∣(A 00 A
)
+ x1
(
0 B1
−B1 0
)
+ · · ·+ xd
(
0 Bd
−Bd 0
)∣∣∣∣ ∈ HPd
f(x) is a square, and all non-zero monomials of f(x) have even total degree.
Proof. If we substitute αk + βkı for xk where all βk are positive, then the
determinant equals∣∣∣∣( A ∑αkBk−∑αkBk A
)
+ ı
(
0
∑
βkBk
−
∑
βkBk 0
)∣∣∣∣
and this matrix is non-zero by Lemma 19.34 since
∑
βkBk is positive definite.
Since thematrix is anti-symmetric f(x) is a square. Finally, using Lemma 19.36,
f(−x) =
(
A −
∑
xkBk∑
xkBk A
)
=
(
−A −
∑
xkBk∑
xkBk −A
)
= f(x)
Example 20.9. If d = 1, B1 is the identity, and A is the matrix of the last
example then∣∣∣∣(A 00 A
)
+ x
(
0 I
−I 0
)∣∣∣∣ =
[
n∑
i=0
(−1)ixn−2i
(
n
2i
)]2
|A+ ıxI| =
n∑
i=0
(−1)ixn−2i
(
n
2i
)
In the last corollary the matrix had real coefficients and the polynomial
was a square. If we allow complex coefficients then we can take the square
root:
Corollary 20.10. If A is skew-symmetric and all Bk are positive definite then
g(x) =
∣∣A+ ı d∑
1
xi Bi
∣∣ ∈ rHPd
and all monomials have even degree.
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Proof. The determinant in Corollary 20.8 equals
∣∣A + ı d∑
1
xi Bi
∣∣∣∣A− ı d∑
1
xi Bi
∣∣
If C denotes the sum then
|A+ ıC| = |(A+ ıC)t| = |− A+ ıC| = |A− ıC|
Thus both factors are equal and since the conjugate of |A+ ıC| is |A− ıC| they
both have real coefficients. This also shows that g(−x) = g(x), and there fore
all terms have even degree.
Lemma 20.11. Suppose thatD1,D2,D3 are positive definite matrices, and S is sym-
metric. If
f(x,y) = |xD1 + yD2 + S+ ıD3|
then f(x,y) ∈ U2.
Proof. The homogeneous part of f is |xD1 + yD2|which has all positive coeffi-
cients by Lemma 9.5. For any α ∈ R
f(x,α) = |xD1 + (αD2 + S) + ıD3|
and by this is in I since αD2 + S is symmetric.
20.3 SL2(R[x])
In this section we characterize the set of matrices of SL2(R[x]) whose entries
interlace. We define
Definition 20.12.
SL2(R[x])P =
{(
g f
k h
)
| gh− fk = 1 and f
U←− g U←− k, f U←− h U←− k}
We begin with some elementary properties.
Lemma 20.13. Suppose
(
g f
k h
) ∈ SL2(R[x])P is not constant.
1. deg(g) + deg(h) = deg(f) + deg(k).
2. If sign(r) is the sign of the leading coefficient of r then sign(g) · sign(h) =
sign(f) · sign(k).
3.
(
g f
k h
)−1 6∈ SL2(R[x])P .
Proof. The first two follow from the fact that gh − fk is a constant, so the
leading coefficients of gh and fkmust cancel. The determinant of the inverse
is 1, but all the interlacings go in the opposite direction.
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Remark 20.14. Consider some necessary conditions for the matrixM =
(
g f
k h
)
to belong to SL2(R[x])P.
1. M has determinant one.
2. Degrees of adjacent entries differ by at most one.
3. All entries are in P.
4. Either f
U←− g or f U←− h or g U←− k or h U←− k.
The matrix
(
1 x
x x2−1
)
satisfies all conditions except (1). If (2) fails then not
all adjacent polynomials can interlace. It is possible for only condition (3) to
fail – consider
(
1 x
x x2+1
)
. In addition, only condition (4) can fail(
x2 + 3x x2 + 3x+ 2
x2 + 3x− 12 x
2 + 3x+ 32
)
.
All the entries are in P, but no two entries interlace.
Lemma 20.15. IfM =
(
g f
k h
)
has determinant 1 and three out four interlacings then
M ∈ SL2(R[x])P .
Proof. Using the first part of the next lemma we can multiply by certain of
the first three matrices of the lemma to assure that all leading coefficients are
positive. The interlacings were preserved, so we know that the degrees must
be
(
n+b n+a+b
n n+a
)
where a,b > 0.
Suppose that we do not know that g −→ f. Since h −→ f we know that h
sign interlaces f. Now fk−gh = 1, so g has the same sign at the roots of f as h
does, so g sign interlaces f. Since deg(g) 6 deg(f) it follows that g −→ f. The
remaining cases are similar.
We now show that certain matrices preserve SL2(R[x])P .
Lemma 20.16. Suppose a > 0. Multiplying on the right or left by any of these
matrices maps SL2(R[x])P to itself:(
0 −1
1 0
) (
0 1
−1 0
) (
−1 0
0 −1
) (
1 ax+b
0 1
) (
1 0
−ax−b 1
)
Proof. The first three follow easily from the fact that
f
U←− g ⇔ −f U←− −g ⇔ −g U←− f ⇔ g U←− −f.
If
(
g f
k h
) ∈ SL2(R[x])P then(
g f
k h
)(
1 ax+ b
0 1
)
=
(
g (ax+ b)g+ f
k (ax+ b)k + h
)
Now if we have r
U←− s then r+ ys ∈ U2. Since a > 0 we may substitute
r+ (y+ ax+ b)s = r+ (ax+ b)s + ys =⇒ r + (ax+ b)s U←− s.
CHAPTER 20. UPPER HALF PLANE POLYNOMIALS 595
This shows that we have three out of the four interlacings, and since the de-
terminant is one, the conclusion follows from Lemma 20.16. Multiplying on
the other side is similar.
The last one follows from(
1 0
−ax− b 1
)
=
(
0 −1
1 0
)(
1 ax+ b
0 1
)(
0 1
−1 0
)
Proposition 20.17. SL2(R[x])P is generated by(
0 −1
1 0
) (
c 0
0 1/c
) (
1 ax+ b
0 1
)
where a > 0,b ∈ R, c 6= 0.
Proof. The degree of M =
(
g f
k h
)
is deg(g) + deg(h). If M has degree at
least two then we show that there are matrices A,B,M1 such that M =
AM1B where A,B are certain products of the first two generators, and M1 ∈
SL2(R[x])P has lower degree.
We can multiply on the left or right by the first two generators so that the
leading coefficients in the top row are positive. If the matrix is
(
g f
k h
)
then
f
U←− g, and since they have positive leading coefficients f ←− g. Thus we
can write f = (ax + b)g − s where a > 0, g⋖ s, and s has positive leading
coefficient. We write(
g f
k h
)
=
(
g (ax+ b)g− s
k h
)
=
(
g −s
k −h1
)(
1 ax+ b
0 1
)
where h1 has positive leading coefficient, and h = (ax + b)k − h1. We show
that
(
g −s
k −h1
) ∈ SL2(R[x])P , and by Lemma 20.15 we need to show that k⋖h1.
Now deg(g) + deg(h1) = deg(k) + deg(s), and deg(g) = deg(s) + 1 so we
have deg(h1) = deg(k)−1. From −gh1 + sk = 1 we see that h1 and g have the
same signs on the roots of k. Since g alternates sign on the roots of k so does
h1. From deg(h1) < deg(k) it follows that k⋖h1.
If we reduce a matrix to one of degree one, then after multiplying by ap-
propriate generators it has the form
(
c ax+b
0 1/c
)
, which is easily seen to be a
product of the generators.
Corollary 20.18. SL2(R[x])P is closed under multiplication.
Corollary 20.19. If
(
g f
k h
) ∈ SL2(R[x])P then f + yg+ z h+ yz k ∈ P3.
Proof. It is clear that each of the first two generators of SL2(R[x])P determines
a polynomial in P3. The last generator determines the polynomial ax+b+y+z
which in is P3 since a is non-negative.
To complete the proof we verify that multiplication by each of the gen-
erators preserves the property of being in P3. We start with a polynomial
F = f+ yg+ zh + yzk ∈ P3. There are three cases:
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(
0 −1
1 0
)
This matrix transforms
(
g f
k h
)
to
(
−k −h
g f
)
which corresponds to
−k − yh+ zf + yzg = −(k+ yh + f(−z) + y(−z)g
which equals −zF(x,y,−1/z) ∈ P3.(
c 0
0 1/c
)
This transforms F to c(f + yg + (z/c2)h + y(z/c2)k) = F(x,y, z/c2)
which is in P3.(
1 ax+b
0 1
)
This transforms F to
(ax+ b)g+ f+ yg+ z[(ax+ b)k + h] + yz k = F(x,ax+ b+ y, z)
which is in P3.
Corollary 20.20. SL2(R[x])P acts on polynomials f(x)+g(x)y+h(x)z+k(x)yz ∈
P3 by matrix multiplication.
20.4 Matrices of nearly quadratic polynomials
In this section we consider matrices formed from polynomials in U3 that have
degree at most 2 in y and z. We show how to construct such matrices of arbi-
trarily large degree and constant determinant.
Definition 20.21. M3 =
{
(fij)06i,j62 |
∑2
i,j=0 fij(x)y
izj ∈ U3
}
Many operations on F(x,y, z) =
∑
fijy
izj corespond to matrix multiplica-
tion. We only consider U3, but the arguments apply to all Uk. Let
M =
f00 f10 f20f01 f11 f21
f02 f12 f22

Example 20.22. Suppose we replace y by cy, where c > 0. Since F(x, cy, z) ∈
U3 the new matrix is inM3 and equalsf00 c f10 c2 f20f01 c f11 c2 f21
f02 c f12 c
2 f22
 = M
1 . .. c .
. . c2

If we replace z by cz then we multiply on the left f00 f10 f20c f01 c f11 c f21
c2 f02 c
2 f12 c
2 f22
 =
1 . .. c .
. . c2
 M
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Example 20.23. Next we consider F(x,y + a, z) which is in U3 for all a. The
corresponding matrix equalsf00 + af10 + a2f20 f10 + 2a f20 f20f01 + af11 + a2f21 f11 + 2a f21 f21
f02 + af12 + a
2f22 f12 + 2a f22 f22
 = M
 1 . .a 1 .
a2 2a 1

If we consider F(x,y, z + a) then we multiply on the left by:1 a a2. 1 2a
. . 1
 M
Example 20.24. If a is positive then F(x,y+ax, z) ∈ U3 and F(x,y, z+ax) ∈ U3.
These correspond to multiplying on the right by 1 . .ax 1 .
a2x2 2ax 1

or on the left by 1 ax a2x2. 1 2ax
. . 1

Example 20.25. If we reverse with respect to y then we getf20 −f10 f00f21 −f11 f01
f22 −f12 f01
 = M
 . . 1. −1 .
1 . .

If we reverse with respect to z then we multiply on the left.
Example 20.26. In order to get started we need some simple matrices. Since
(y+ z)2 ∈ U3 the following matrix is inM3 . . 1. 2 .
1 . .

and has determinant −2.
Example 20.27. Finally, we show how to combine these matrices to make ma-
trices inM3 with determinant −2. Let
C =
 1 . .x 1 .
x2 2x 1
 A =
 . . 1. −1 .
1 . .
 B =
 . . 1. 2 .
1 . .

The matrix BC(AC)n has degree 2n+ 2. For instance, BC(AC)1 equals x4 − 2x2 + 1 2x3 − 2x x22x3 − 2x 4x2 − 2 2x
x2 2x 1

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20.5 I, a subset of U1(C)
We now consider polynomials in U1(C) with positive leading coefficients and
strict interlacing.
Definition 20.28.
I = {f + gı | f, g ∈ P have positive leading coefficients and f⋖g}
Ipos = {f + gı | f, g ∈ Ppos have positive leading coefficients and f⋖g}
I = {f + gı | f, g ∈ P have positive leading coefficients and f⋖g}
Î = the uniform closure of I
If h(x) =
∑
aix
i then we define hℜ =
∑
ℜ(ai)x
i and hℑ =
∑
ℑ(ai)x
i.
With this notation, the interlacing condition of the definition of I is that
hℜ⋖hℑ where h = f+ gı.
Remark 20.29. There are two reasons we only consider⋖, and not also ≪ . The
first is that if we consider a product
∏
(x + σi) = f(x) + ıg(x) where σi ∈ C
then the degree of f(x) is greater than the degree of g(x).
Second, if the degrees of the real and imaginary polynomials are equal then
the leading coefficient isn’t positive nor even real; it’s complex. However, this
is not a serious problem, for we can multiply it to have the correct form:
Lemma 20.30. If f≪g, a > 0 is the leading coefficient of f and b > 0 is the leading
coefficient of g then
(a− bı)(f + ıg) ∈ I
Proof. The leading coefficient of (a − bı)(f + ıg) is a2 + b2. Now
(a − bı)(f + ıg) = af+ bg+ ı(ag− bf)(
a b
−b a
)(
f
g
)
=
(
af+ bg
ag− bf
)
The determinant is a2 + b2, and a is positive, so the interlacing on the right
hand side is strict (Corollary 3.8).
It remains to determine the sign of the leading coefficient of ag−bf. Write
f = c0 + · · ·+ cn−1xn−1 + a xn
g = d0 + · · · + dn−1xn−1 + b xn
Since f≪g we know that ∣∣ dn−1 bcn−1 a ∣∣ > 0 and this is the leading coefficient of
ag− bf.
Remark 20.31. If F = f + ıg then F has no real roots. If r ∈ R were a root of F
then f(r) + ıg(r) = 0, which implies that f(r) = g(r) = 0. This contradicts the
hypothesis that f and g have no roots in common.
If f ∈ Ppos then there are further restrictions on the location of the roots.
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Lemma 20.32. If f, g ∈ Ppos, f⋖g, and f, g have positive leading coefficients then
the roots of f + ıg have negative real part and negative imaginary part.
Proof. We know the imaginary part is negative. If f =
∏
k(x − rk) and f(α) +
ıg(α) = 0 then there are positive ak such that∑
j
aj (f/(x− rj)) = g(x)
∏
k
(α− rk) + ı
∑
j
aj
1
α− rj
∏
k
(α − rk) = 0
1 + ı
∑
j
aj/(α− rj) = 0
Taking the imaginary part yields
ℜ(α)
∑
j
aj
|α− rj|2
=
∑
j
aj
rj
|α− rj|2
Since the aj’s are positive and the rj’s are negative, it follows that the real part
is negative.
It’s easy to construct polynomials in I from polynomials in P:
Lemma 20.33. Suppose that f ∈ P, σ is in the upper half plane and α is positive.
Then
1. f(x+ σ) ∈ I.
2.
∫ 1
0
f(x+ αıt)dt ∈ I.
3.
∫ 1
0
f(x+ αıt)dt ∈ I.
4. ın f(−ıx) ∈ I if f ∈ Ppos(n).
5. If g(x) ∈ I then g(αx) ∈ I for positive α.
6. If f ∈ P has all distinct roots then f(x) + ıf ′(x) ∈ I.
Proof. The roots of f(x + σ) all have imaginary part −ℑ(σ) which is negative.
Corollary 22.30 shows that all the roots of the integral have imaginary part
equal to −α/2, and so the integral is in I.
If f = xn+axn−1+· · · then ın f(−ıx) = xn+ıaxn−1+· · · Since f(x) ∈ Ppos,
all the roots of f(−ıx) lie in the lower half plane. Thus the roots are in the
correct location, and the leading coefficients are positive.
The remaining ones are obvious.
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A useful property of I is the following, which follows from the fact that
I ⊂ U1(C), and the leading coefficient of the product is positive.
Lemma 20.34. I and Î are closed under multiplication.
Remark 20.35. We can also prove that I is closed under multiplication using
properties of matrices. It suffices to show that if f+gı and h+kı are in I, then
so is their product (fh−gk)+ (fk+gh)ı. Notice that both fh−gk and fk+gh
have positive leading coefficients, and that the degree of fh − gk is one more
than the degree of fk + gh. If we write these terms as a matrix product(
fh− gk
fk + gh
)
=
(
h −k
k h
)(
f
g
)
then the conclusion follows from Lemma 3.57.
Here is a simple consequence.
Corollary 20.36. If f⋖ g and n is a positive integer then
If n = 2m
m∑
k=0
f2kg2m−2k
(
2m
2k
)
(−1)k⋖
m∑
k=0
f2k+1g2m−2k−1
(
2m
2k+ 1
)
(−1)k
If n = 2m+ 1
m∑
k=0
f2kg2m+1−2k
(
2m+ 1
2k
)
(−1)k⋗
m∑
k=0
f2k+1g2m−2k
(
2m+ 1
2k+ 1
)
(−1)k
Proof. Expand (f+ ıg)n.
The following corollary is useful.
Corollary 20.37. If T : P −→ P preserves the degree and sign of the leading coeffi-
cient then T : I −→ I. If T also preserves strict interlacing then T : I −→ I.
Proof. Since T is a transformation that only involves real coefficients, we know
that
ℜ(T(f)) = T(ℜ(f)) and ℑ(T(f)) = T(ℑ(f)).
Corollary 20.38. These linear transformations map I to itself.
1. f 7→ f+ αf ′ where α ∈ R.
2. f 7→ g(D)f where g(x) ∈ P
3. f 7→ EXP(f).
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4. f 7→ Hn.
Proof. The only observation required is that the second one follows from the
first.
Remark 20.39. Note that the first transformation is equivalent to the statement
that if g⋖h then g+ αg ′⋖h + αh ′. This is Lemma 1.55.
Corollary 20.40. If f ∈ I then
1. f(x+ ı) + f(x− ı) ∈ I
2. (1/ı) (f(x + ı) − f(x− ı)) ∈ I
Proof. The first one is 2 cos(D)f, and the second is 2 sin(D)f.
Lemma 20.41. Suppose that S1, S2 : P −→ P are linear transformations that pre-
serve ⋖ and the sign of the leading coefficient, and satisfy S1(f)⋖ S2(f) for all f ∈ P.
Define T(f) = S1(f) + ıS2(g). Then,
• T : P −→ I
• T : I −→ I
Proof. The first is immediate from the hypotheses of the Lemma. Since T(f +
ıg) = S1(f) − S2(g) + ı(S1(g) + S2(f)) the degrees and the signs of the leading
coefficients are correct. We have
S1(f) − S2(g)⋖S1(g) since S1(f)⋖ S1(g)⋖ S2(g)
⋖S2(f) since S1(f)⋖S2(f)⋖S2(g)
Adding these two interlacings gives the desired interlacing.
Here are some examples of linear transformations satisfying the hypothe-
sis of the lemma. Suppose that U : P −→ P preserves ⋖ and the sign of the
leading coefficient.
S1(f) = U(xf) S2(f) = U(f)
S1(f) = U(f) S2(f) = U(f)
′
S1(f) = U(f) S2(f) = U(f
′)
Remark 20.42. Here is a different proof of part of the Hermite-Biehler theorem.
We prove that if f⋖ g and the leading coefficients of f and g are positive, then
h(x) = f(x) + ıg(x) has all roots in −H. First of all, notice that h(z) can not
have any real roots, since if h(α) = 0 and α is real then f(α) = g(α) = 0
which contradicts f⋖ g. Next, it follows from from Example 3.59 that (x +
ı)n = fℜ + gℑı is in I since fℜ⋖ gℑ, and (x + ı)n ∈ U1(C). Since any pair of
strictly interlacing polynomials can be reached by a path of strictly interlacing
polynomials, it follows that any pair of strictly interlacing polynomials with
positive leading coefficients must have all roots in the lower half plane, since
the roots can never be real.
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Real axis
f g f g f g f g f
Figure 20.1: Trajectories for f + t ıg
The real parts of the roots of a polynomial in I are constrained by the loca-
tion of the roots of the real part of the polynomial. See Question 95.
Lemma 20.43. Suppose that f = fℜ(x) + ıfℑ(x) ∈ I, and assume that all the roots
of fℜ lie in an interval I. Then, the real parts of the roots of f also lie in I.
Proof. We may assume fℜ is monic, and write fℜ(x) =
∏
(x − rk), fℑ(x) =∑
akfℜ/(x − rk) where the ak are non-negative. We show that if ℜ(σ) is
greater than all rk then f(σ) 6= 0. The case where ℜσ is less than all the roots
is similar. Dividing by fℜ
0 = 1 + ı
∑
k
ak
1
σ− rk
Since ℜσ > rk, all terms in the sum have positive real part, and so σ is not a
zero of f.
Suppose that f⋖g and consider the plot (Figure 20.1) of the roots of Ft =
(1− t)f+ ı t g for 0 6 t 6 1. From the lemma we know that the real part of the
roots of Ft lies in the interval determined by the roots of f. At t = 0 the roots
are the roots of f, and as t increases the roots move to the roots of g, except for
one root whose imaginary part goes to −∞.
Here’s a variation of the lemma where we start with polynomials of equal
degree.
Lemma 20.44. Suppose that g ◭ f where f and g have the same degree. If f+ ıg =∏
(x− rk − ısk), f has roots a1 6 · · · 6 an, g has roots b1 6 · · · 6 bn then
rk ∈
[a1 + b1
2
,
an + bn
2
]
Proof. Suppose that α+ ıβ is a root of f+ ıg. Then∏
(α+ ıβ− ak) + ı
∏
(α+ ıβ− bk) = 0∏ α+ ıβ − bk
α+ ıβ − ak
= ı
∏ (α− bk)2 + β2
(α− ak)2 + β2
= 1
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Since g ◭ f we have that bk 6 ak. Thus, if bk < ak and α < (ak + bk)/2
then the kth term is less than one, and if α > (ak + bk)/2 then the kth term is
greater than 1. This implies the result.
20.6 Some simple consequences
Corollary 20.45. If f(x,y) ∈ U2 and σ has positive imaginary part then f(x,σ) ∈ I.
Proof. Since U2 ⊂ U2(C) substitution of σ yields a polynomial in U1(C), and
this is in I since the coefficient of xn is positive.
Corollary 20.46. If f(x,y) ∈ U2 and
f(x,y) = f0(x) + f1(x)y+ f2(x)y
2 + · · ·
then
f0 − f2 + f4 − · · · ⋖ f1 − f3 + f5 − · · ·
Proof. This is just a restatement of Corollary 20.45, where fℜ is the left hand
side, and fℑ is the right hand side.
Lemma 20.47. If f =
∑
ij
aijx
iyj ∈ P2(2n) then
∑
i≡j (mod 2)
(−1)(n+i+j)/2aijx
iyj
is in P2
Proof. Since g(x,y) = ın f(−ıx,−ıy) ∈ U2(C), the expression of the conclusion
is the real part of g.
Corollary 20.48. If f⋖g in U2 then the matrix
(
f −g
g f
)
maps a pair of interlacing
polynomials in U2 to a pair of interlacing polynomials in P2.
Proof. The action of the matrix on
(
h
k
)
is the same as the multiplication of
h+ ık by f+ ıg.
Corollary 20.49. Suppose that f(x,y) ∈ U2. Then
1. 1
ı
(f(x,y+ ı) − f(x,y− ı)) ∈ U2(C)
2. f(x,y+ ı) + f(x,y− ı) ∈ U2(C)
3. f(x+ ı,y− ı) + f(x− ı,y+ ı) − f(x+ ı,y+ ı) − f(x− ı,y− ı) ∈ U2(C)
Proof. The first one is sin(D) and the second is cos(D) applied to the y variable.
If we apply sin to (1) using differentiation with respect to x, then we get (3).
Lemma 20.50. If f(x,y) ∈ U2 then
∫ 1
0
f(x,y+ ıt)dt ∈ rHP2.
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Proof. If we write the integral as g+ ıh where g,h have real coefficients, then∫ 1
0
f(α,y+ ıt)dt = g(α,y) + ıh(α,y)
Since the left hand side is in I, we see that g(α,y)⋖h(α,y) for all y. It’s clear
that the homogeneous parts of g and h have all positive coefficients, and so
they are in U2 and interlace.
Remark 20.51. If f⋖g in I then we can write g in terms of the roots of f, but
the coefficients might be complex. For instance, suppose
D1 =

95 40 78 61
40 35 39 48
78 39 70 60
61 48 60 70
 D2 =

90 65 73 77
65 57 65 68
73 65 83 73
77 68 73 90

S =

3 6 3 3
6 1 2 7
3 2 6 5
3 7 5 6
 f = |xI+ yD1 + S+ ıD2|
SinceD1,D2 are positive definite, and S is symmetric, we know that f ∈ rHP2.
If f = f0(x) + f1(x)y+ · · · then f0⋖ f1. If roots(f0) = (ri) then we can write
f1 =
4∑
1
ai
f0
x− ri
where
a1 = −17.− 292.ı a2 = −1.38− 13.2ı
a3 = −0.775− 12.3ı a4 = 3.17− 2.45ı
20.7 Interlacing in I
We make the usual definition of interlacing in I (closure under linear combi-
nations), and it turns out that we have already seen the definition! We then
gather some properties of interlacing in I. We begin with the case of unequal
degrees.
Definition 20.52. If f, g ∈ I, then f⋖ g if and only if f+ αg ∈ I for all α ∈ R.
Suppose that f = fℜ + ıfℑ and G = gℜ + ıgℑ. f⋖g is equivalent to fℜ +
ıfℑ + α(gℜ + ıgℑ) ∈ I, which, if we express this in terms of the definition of I
is
fℜ + αgℜ < fℑ + αgℑ.
It follows from Lemmas 1.51 and 1.52 that we have
Lemma 20.53. Suppose that f = fℜ + ıfℑ and g = gℜ + ıgℑ are in I. Then f⋖g
if and only if
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1. fℜ⋖gℜ
2. fℑ⋖gℑ
3.
∣∣ fℜ fℑ
gℜ gℑ
∣∣ < 0
Such polynomials exist. For instance,
(8 + 14x+ 7x2 + x3) + ı(22 + 25x+ 6x2)⋖(16+ 17x+ 4x2) + ı(29 + 15x)
These polynomials arise from a general construction - see Lemma 20.57.
Here are a few simple properties of ⋖ for I. These are the I-analogs of
the usual interlacing properties in P. Note that multiplication preserves strict
interlacing. Many of these can also be easily proved using the non-vanishing
definition of I, but it interesting to see that we can prove them just using
properties of interlacing polynomials.
Lemma 20.54. Assume f, g,h ∈ I.
1. f⋖ f ′.
2. If f⋖g and f⋖h then f⋖αg+βh for positiveα,β. In particular,αf+βg ∈ I.
3. If f⋖g⋖h then f− h⋖g.
4. If f⋖g and ℑ(σ) > 0 then f+ σg ∈ I.
5. If f⋖g then fh⋖gh.
6. If f ∈ Ipos then f(−D)g ∈ I.
7. If f ∈ Ipos and frev = frevℜ + ı frevℑ then frev ∈ Ipos.
8. Suppose that f factors as
∏
(x− σk).
a)
f
x− σk
∈ I
b) f⋖
∑
ak
f
x− σk
for any non-negative ak.
Proof. If f = fℜ + ıfℑ then f
′ = f ′ℜ + ıf
′
ℑ. Since fℜ⋖ fℑ, the interlacing condi-
tions hold. The determinant condition is Lemma 1.55.
In order to see that f⋖αg+βhwe have to check the three conditions, and
that αg+ βh ∈ I. The first two follow from the additivity of interlacing, and
the third one follows from the linearity of the determinant:∣∣∣∣ fℜ fℑαgℜ + βhℜ αgℑ + βhℑ
∣∣∣∣ = α ∣∣∣∣fℜ fℑgℜ gℑ
∣∣∣∣+ β ∣∣∣∣fℜ fℑhℜ hℑ
∣∣∣∣
Since the real parts of f and αg + βh interlace, as do the imaginary parts,
and the determinant is negative, we can apply Lemma 1.59. This shows that
the real and imaginary parts of αg+ βh interlace, and hence it is is in I.
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If f⋖g⋖h then the argument is nearly the same as the previous one.
If we write σ = a+ bı then f + σg = (f + ag) + ı(bg). Since f+ ag⋖bg it
suffices to consider f+ ıg. Expanding into real and imaginary parts
f+ ıg = (fℜ − gℑ) + ı(fℑ + gℜ)
and using the interlacings fℜ⋖ fℑ + gℜ⋖ gℑ yields
ℜ(f+ ıg) = fℜ − gℑ⋖ fℑ + gℜ = ℑ(f + ıg)
Since f ∈ Ipos both fℜ and fℑ have all negative roots, and consequently
fℜ(−x)fℑ(−x) has negative leading coefficient, and positive constant term.
Consequently, Proposition 7.17 implies that we have the interlacing square
fℑ(−D)gℜ fℑ(−D)gℑ
fℜ(−D)gℜ fℜ(−D)gℑ
It follows that
fℜ(−D)gℜ − fℑ(−D)gℑ⋖ fℜ(−D)gℑ + fℑ(−D)gℜ
Since all the roots of the real and imaginary part are positive, reversal pre-
serves interlacing.
Since f < g we know that f + αg ∈ I for all real α. Thus hf + αhg =
h(f + αg) ∈ I since I is closed under multiplication.
Since interlacing is preserved by addition it will suffice to show that
f⋖ f/(x− σk). If σk = rk + ısk then we compute
f+ α
f
x− rk − ısk
=
f
x − rk − ısk
· (x− rk − ısk + α).
Since both factors are in I, so is their product, and thus we have shown inter-
lacing.
There are two choices for the Hadamard product of polynomials in I. Sup-
pose that f =
∑
αix
i and g =
∑
βix
i.
1. Same definition as before: f ∗ g = ∑αiβixi.
2. Separate the real and complex parts: f ∗ı g = fℜ ∗ gℜ + ı fℑ ∗ gℑ.
Surprisingly, each one preserves I.
Corollary 20.55. If f ∈ I, g ∈ Ipos then f ∗ı g ∈ Ipos.
Proof. This is Lemma 7.9.
Corollary 20.56. If f, g ∈ Ipos then f ∗ g ∈ I.1
1Unlike P, it’s not true that the Hadamard product ∗ maps I× Ipos −→ I
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Proof. Write in terms of real and imaginary parts:
f ∗ g = (fℜ ∗ gℜ − fℑ ∗ gℑ) + ı(fℜ ∗ gℑ + fℑ ∗ gℜ)
Since Hadamard product preserves interlacing in Ppos, the interlacing of the
two sides follows from the interlacings
fℜ ∗ gℜ⋖ fℜ ∗ gℑ + fℑ ∗ gℜ≪ fℑ ∗ gℑ
The result is only in I since fℜ ∗ gℜ − fℑ ∗ gℑ might have negative signs.
We can construct interlacing polynomials in I from polynomials in P
pos
2
and P
pos
3 .
Lemma 20.57.
1. If f0(x) + f1(x)y + · · · ∈ Ppos2 and f0 has all distinct roots then
fi + ıfi+1⋖ fi+1 + ıfi+2.
2. If
∑
fi,j(x)y
izj ∈ Ppos3 and f0,0 has all distinct roots then
fi,j + ı fi+1,j⋖ fi,j+1 + ı fi+1,j+1
fi,j + ı fi,j+1⋖ fi+1,j + ı fi+1,j+1
Proof. Since f0⋖ f1 by Lemma 9.63, we know from Lemma 9.65 that∣∣∣ fi fi+1fi+1 fi+2 ∣∣∣ < 0. From Corollary 9.64 we see that fi⋖ fi+1⋖ fi+2. This es-
tablishes the first part.
For the second part, since f0,0 has all distinct roots, it follows that all in-
terlacings are strict. Thus, in order to verify the interlacing in I we need to
show that the determinant
∣∣∣ fi,j fi+1,jfi,j+1 fi+1,j+1 ∣∣∣ is positive for all x. If we substitute
α for x, then Corollary 9.81 says that all quadrilateral inequalities are strict if
f(α, 0, 0) 6= 0. Moreover, if they aren’t strict, then f(α,y, z) satisfies the hy-
pothesis of Lemma 9.80, and so there is a triangular region of zeros. It follows
that f0,0(x) and f1,0(x) have a common root, which is a contradiction.
Example 20.58. Consider an example. Write
(1 + x+ y+ z)(2 + x + 2y+ z)(4 + x+ 3y+ 2z)
as any array with the usual horizontal and vertical interlacings.
2
10+ 5x 9
16 + 17 x+ 4 x2 29 + 15 x 13
8 + 14 x+ 7 x2 + x3 22 + 25 x+ 6 x2 20+ 11x 6
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Each vertical and horizontal arrow determines a polynomial in I. If we only
consider the horizontal arrows then we have the following interlacings in I:
(10+ 5x) + ı(9)
(16 + 17x+ 4x2) + ı(29 + 15x) (29 + 15x) + ı(13)
(8 + 14x+ 7x2 + x3) + ı(22+ 25x+ 6x2) (22 + 25x+ 6x2) + ı(20 + 11x)
(20 + 11x) + ı(6)
Lemma 20.59. If f(x) ∈ I then
∫ 1
0
f(x+ ıt)dt ∈ I.
Proof. If we write f = fℜ + ıfℑ then we know
Fℜ =
∫ 1
0
fℜ(x+ ıt)dt ∈ I Fℑ =
∫ 1
0
fℑ(x+ ıt)dt ∈ I
Since fℜ + αfℑ ∈ P for all α it follows that Fℜ + αFℑ ∈ I for all α ∈ R. Thus,
Fℜ⋖ Fℑ in I, and therefore
∫1
0 f(x+ ıt) = Fℜ + ıFℑ ∈ I.
20.8 Particular interlacings
It is easy to describe all the polynomials that interlace a given polynomial in P.
This is an unsolved problem in I. We have a number of examples and simple
observations.
Example 20.60. In P, (x− a)2⋖ x− b if and only if a = b. The first surprise is
that there are many polynomials interlacing (x+ ı)2. We show that σ satisfies
(x + ı)2⋖ x− σ in I if and only if σ lies in the disk of radius 1 centered at −ı.
To see this, write σ = u+ ıv. The interlacing requirements are met if |u| < 1
and v > 0. The determinant requirement is that
0 >
∣∣∣∣x2 − 1 2xx+ u v
∣∣∣∣ = x2(v− 2) − 2xu− v
This means that the discriminant is non-positive, and thus u2 + (v + 1)2 6
1. The general quadratic appears to also have a simply stated answer - see
Question 184.
Example 20.61. Another difference from interlacing in P is that
(x + ı)2≪ (x+ ı + α)2 if and only if 0 < α < 2.
Note that
(x+ ı + α)2 = (x+ ı)2 + 2α(x+ α/2+ ı)
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In order to have interlacing we need that α > 0 and that (x+ ı)2⋖(x+α/2+ ı).
The latter happens exactly when |α| < 2 by the first example
More generally, if x+ ı)2≪ (x + α+ βı)2, and β is not zero, then
(x+ ı + α)2 − (x + ı)2 = 2(αı − ı + β)x + · · ·
If α 6= 1 then the difference is not in I.
Example 20.62. If we replace x by βx in the first two examples, and observe
that interlacing is preserved under x 7→ x+ rwhere r ∈ R, then we see that
1. (x+ σ)2⋖(x+ τ) iff |σ− τ| < 2 ℑ(σ).
2. (x+ σ)2≪ (x+ σ+ α)2 iff 0 < α < 2 ℑ(σ).
As σ approaches the real line, both interlacings converge to the usual interlac-
ings in P.
Example 20.63. Here are some of the properties of the polynomials interlacing
(x+ı)n. If (x+ı)n⋖ f(x) andwe differentiaten−2 times then (x+ı)2 < f(n−2).
Now the single root of f(n−2) is the average of the roots of f. Consequently we
conclude:
The average of the roots of f lies in the unit disk centered at ı.
Next, we claim that if (x + ı)n⋖(x + rı)n−1 where r is real, then 0 < r < n
n−1 .
To see this, let f = (x+ ı)n and g = (x+ rı)n−1, and note that
fℜ = x
n + · · · fℑ = nxn−1 + · · ·
gℜ = x
n−1 + · · · fℑ = (n − 1)xn−2r + · · ·
so coefficient of x2n−2 in fℜgℑ − fℑgℜ is (n− 1)r−n. Since the determinant is
negative, the leading coefficient must be negative, and so r 6 n/(n − 1).
If (x + σ)n≪ (x + τ)n then differentiating n − 2 times shows that (x +
σ)2≪ (x+ τ)2, and so 0 < τ− σ < 2.
Example 20.64. Givenn, we can determine an r so that if s ∈ (r,n/(n−1)) then
(x + ı)n⋖(x + s ı)n−1. To do this, we compute the discriminant of the deter-
minant. This is a polynomial in s. The intervals between consecutive distinct
roots of the discriminant have the property that the determinant has no mul-
tiple roots for s in the interval. If all roots of the determinant are complex, and
the leading coefficient is negative then the determinant is everywhere nega-
tive.
Once we have these intervals then it is easy to verify that the real and
complex parts interlace for values of s in these intervals. Table 20.1 lists a few
of these intervals.
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n interval
2 (0, 2)
3 (1/9, 3/2)
4 (.23, 4/3)
5 (.34, 5/4)
6 (.42, 6/5)
Table 20.1: Intervals where (x + ı)n⋖(x+ s ı)n−1
20.9 The geometry of interlacing in I
There is a geometric condition for the interlacing of polynomials in I. Al-
though it is in general hard to verify it does help to understand why polyno-
mials in I fail to interlace.
Suppose that f, g ∈ I satisfy deg(f) = deg(g) + 1 and have no common
factors. If they don’t interlace then there is an α ∈ R and σ in the closed upper
half plane such that (f+αg)(σ) = 0. Now if α = 0 all the roots are in the lower
half plane, and the roots are continuous functions of α, so we see that
If f and g don’t interlace then there are α, t ∈ R such that
(f + αg)(t) = 0. If they do interlace then (f+ αg)(t) is never zero.
Now if f(t) + αg(t) = 0 then f
g
(t) ∈ R, so arg(f/g) is a multiple of π. This
gives us a way to check interlacing. Let
f =
∏
(x− ri) g =
∏
(x− si)
Thus, if deg(f) = n then f and g interlace iff the arg sum
arg
f
g
=
n∑
1
arg(x− ri) −
n−1∑
1
arg(x − si) (20.9.1)
is not a multiple of π for any real x. Sometimes we can use geometric argu-
ments to show that this is indeed the case.
Example 20.65. Suppose that the roots of f and g all have the same imaginary
part, and their real parts alternate. (Figure 20.2) Now
n∑
1
arg(x− ri)−
n−1∑
1
arg(x− si) = arg(x− rn)+
n−1∑
1
(
arg(x− ri)− arg(x− si)
)
.
Since the roots alternate all of these differences have the same sign. The arg
sum is the sum of the shaded angles in the figure. It’s clear that their sum is
between π and 0 for all x, and so they interlace.
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ℑ(z) = 0
f1 g1 f2 g2 f3
x
Figure 20.2: Interlacing example
Example 20.66. Nowwe look at the behavior at infinity. If deg(f) = deg(g)+1
and x goes to positive infinity then the angle between any of the 2n− 1 points
and x is close to 0, so the arg sum converges to 0. As x goes to −∞ the arg
sum goes to π. See Figure 20.3 for an example of a plot of the arg sum of two
interlacing polynomials.
π
0
Figure 20.3: An argument plot for interlacing polynomials
Example 20.67. The polynomials whose roots are given in Figure 20.4 don’t
interlace. This can be seen from the plot of the arg sum in Figure 20.5 since the
curve crosses the line y = 0. The failure to interlace can also be checked using
Lemma 20.53.
ℑ(z) = 0
f3f2f1 g1 g2
2 − ı1 − ı−ı−1 − ı−2 − ı
0
Figure 20.4: Non-interlacing example
Example 20.68. In this example we give four roots, for which no choice of a
fifth root leads to interlacing. Consider Figure 20.6. The arg sum is
∠f10g1 + ∠f20g2 + ∠10f2 = π/2+ π/2+ ∠10f3 > π
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0
π
Figure 20.5: An argument plot for non-interlacing polynomials
so no choice of f3 can give interlacing polynomials.
f1 g1
f2 g2
f3
0
Figure 20.6: Roots of non-interlacing polynomials
Example 20.69. We revisit the problem of finding all β for which (x+ ı)n and
(x + βı)n−1 interlace. The arg sum is
A(x,β) = n arctan(1/x) − (n − 1) arctan(β/x)
The unique solution to A(x,β) = 0 is β = n/(n − 1) as we saw before. The
solution to A(x,β) = π determines the lower bound. We find the smallest
possible β by solving
A(x,β) = 0
∂
∂x
A(x,β) = 0
Using the addition formula for arc tangents
arctanx+ arctany = arctan
x+ y
1 − xy
we see that these are polynomial equations. The first few solutions are in
Table 20.1.
20.10 Orthogonal type recurrences
We can define orthogonal type recurrences whose members all interlace in
I; the only new condition is that the imaginary part of the constant term is
positive.
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Lemma 20.70. Choose constants ak > 0, ℑ(bk) > 0, ck > 0. If p−1 = 0, p0 = 1
and
pn+1 = (an x+ bn)pn − cn pn−1
then pn ∈ I and we have interlacings p1⋗p2⋗p3⋗ · · · .
Proof. We prove that pn+1⋖pn by induction on n. We first note that p1 ∈ I
since its only root has negative imaginary part by the hypotheses on a0 and
b0. Thus, p1⋖p0 since all linear combinations are in I.
Next, assume that pn⋖pn−1. All the leading coefficients of the polynomi-
als in the interlacing
(anx+ bn)pn⋖pn⋖ cnpn−1
are positive, and so it follows from Lemma 20.54 that
(anx+ bn)pn − cnpn−1⋖pn
which finishes the proof.
Example 20.71. We get two interrelated recurrences if we separate into real
and imaginary parts. Consider the simple example
pn+1 = (x + ı)pn − pn−1
If we write pn = rn + ısn then
rn+1 = x rn − rn−1 − sn
sn+1 = x sn − sn−1 + rn
The recurrences for just the r’s and s’s are the same:
rn+1 = 2x rn − (3 + x
2) rn−1 + 2x rn−2 − rn−3
sn+1 = 2x sn − (3 + x
2) sn−1 + 2x sn−2 − sn−3
It is hard to see how one would ever show that the r’s and s’s interlace if
we only had these recurrences.
Example 20.72. Consider the Chebyshev recurrence pn+1 = 2x pn − pn−1,
except we start with p1 = x+ ı. An easy induction shows that
pn = Tn + ıUn−1
We can see directly that this is in I since the Chebyshev polynomials Tn and
Un have positive leading coefficients and satisfy Tn⋖Un−1.
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Rising Factorial pn = 〈x〉n + ı 〈x〉n−1
pn =
[
n − 1 − ı + x
]
pn−1 + ı
[
n− 3 + x
]
pn−2
Hermite pn = Hn + ıHn−1
pn = 2xpn−1 − p
′
n−1
Bell pn = Bn + ıBn−1
pn = x(pn−1 + p
′
n−1)
Euler pn = Bn + ıBn−1
pn = (nx− ı)pn−1 + (n − 2) ı x pn−2 + (x− x
2)(p ′n−1 + ıp
′
n−2)
Laguerre pn = Ln(−x) + ıLn−1(−x)
npn =
[
x+ n− ı (n − 2)
]
pn−1 + ı (n − 2)pn−2 + (1 + ı)p
′
n−1
Legendre pn = Pn + ıPn−1
pn = (x+ ı)pn−1 − (n − 2)pn−2 + 2x
2p ′n−1 − 2xp
′
n−2
Gegenbauer pn = G
(2)
n + ıG
(2)
n−1
n(n − 1)pn = 2(n+ 2)(n − 1) x pn−1 − (n + 1)(n + 2)pn−2 + 2(1 − x
2)p ′n−1
Table 20.2: Recurrences for fn + ıfn−1
Here’s a simple generalization of that fact.
Lemma 20.73. Suppose orthogonal polynomial sequences {pi} and {qi} both satisfy
the recurrence
rn+1(x) = (anx+ bn)rn(x) − cnrn−1(x)
where all an and cn are positive. If
p0 = 1, p1 = x, q0 = 0, q1 = 1
then
pn⋖qn and
∣∣∣∣pn pn+1qn qn+1
∣∣∣∣ > 0.
Proof. Let wi satisfy the same recurrence with w0 = 1 and w1 = x + ı. By
induction wn = pn + ıqn, and wn satisfies the conditions of Lemma 20.70.
Thus, wn⋖wn+1 which gives the conclusions of the lemma.
If we have a sequence of interlacing polynomials fk⋖ fk−1 andwe let pn =
fn + ıfn−1 then all pn are in I. Table 20.10 lists recurrence relations for the pn
for several polynomial sequences.
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20.11 The transformation x 7→ exp(−ıx)
We have seen (Lemma 5.10) that sin(x) − α ∈ P̂ when −1 6 α 6 1. The
next lemma extends this to complex exponentials. We then use this result to
determine mapping properties of the Chebyshev polynomials.
Lemma 20.74. If |σ| 6 1 then e−ıx + σ ∈ Î.
Proof. If we write x = a+ bı then
e−ıx + σ = e−aı eb + σ
Now |e−aı| = 1, and eb > 1 since b > 0, so the sum is non-zero since |σ| 6 1.
Proposition 20.75. If f ∈ P∆ then f(e−ıx) ∈ Î.
Proof. This is an immediate consequence of Lemmas 20.34 and 20.74. This is
essentially due to Po´lya: see [89, page 50].
Corollary 20.76. If Tn and Un are the Chebyshev polynomials then x
n 7→ Tn(x)
and xn 7→ Un(x) map P(−1,1) −→ P(−1,1).
Proof. We only consider Tn; the case of Un is similar. Tn(x) is defined by
Tn(cos x) = cos(nx), so the diagram below commutes at the element level.
Proposition 20.75 implies that the top arrowmaps as claimed, and hence xn 7→
cosnxmaps as in the diagram. Since g(cos x) ∈ P̂ if and only if g(x) ∈ P(−1,1),
the proof is complete.
P(−1,1)
xn 7→cosnx
xn 7→Tn(x)
x7→e−ınx
Î
f7→ℜe(f)
P(−1,1) cos(x) 7→x P̂
Example 20.77.
1 − e−ıy
y
is another function in Î. To see that this is so, note
that
1 − e−yı
y
=
1 − cosy
y
+ ı
siny
y
=
2 sin2(y/2)
y
+ ı
siny
y
The infinite product expansion shows that sin2(y/2)/y and sin(y)/y are in P̂ .
Moreover, if we approximate them by their partial products then they inter-
lace (⋖ ). For instance, for zeros up to ±2π the roots are
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sin2(y/2)/y : −2π,−2π, 0, 0, 2π, 2π
sin(y)/y : −2π,−π, 0,π, 2π
If we know that a polynomial is in P∆ then we can use Proposition 20.75
to get information about trigonometric and exponential polynomials. We use
a result due to Enestro¨m-Kakeya [20] to create a polynomial in P∆.
Theorem 20.78. If f(x) = a0 + a1x+ · · ·+ anxn and
an > an−1 > · · · > a0 > 0 (20.11.1)
then f ∈ P∆.
Corollary 20.79. If the real numbers {ak} satisfy (20.11.1) then
1.
∑n
k=0 ak sin(kx) has all real roots.
2.
∑n
k=0 ak cos(kx) has all real roots.
3. The roots of
∑n
k=0 ak sin(kx) and
∑n
k=0 ak cos(kx) interlace.
Proof. Since f(x) = a0 + a1x + · · · + anxn is in P∆, we can apply Proposi-
tion 20.75 to conclude that
∑
ake
−ıkx ∈ Î. This implies (1), (2), and (3).
If we take limits we get [139, III 205]
Corollary 20.80. If φ(x) is a positive increasing function on (0, 1) with
∫1
0 φ(x)dx
finite then ∫ 1
0
φ(x)e−ıtx dx ∈ Î.
Proof. Since the integral of φ is finite we have∫ 1
0
φ(x)e−ıtx dx = lim
n→∞
n∑
k=1
1
n
φ(k/n)e−ıtk/n
Since φ is increasing the coefficients (1/n)φ(k/n) are positive and increasing.
It follows from Proposition 20.75 that the sum is in Î, and hence the limit is as
well.
20.12 Newton inequalities
We have seen mutually interlacing polynomials evaluated at points in the up-
per half plane (Figure 3.4). We now give an example of the ratio of the coef-
ficients of a polynomial in P
pos
2 evaluated at a point in QI. If f =
∑
fi(x)y
i
then Figure 20.7 shows the ratios of a fourth degree polynomial evaluated at
a point σ ∈ QI.
There are two striking facts in this picture:
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b
b
b
b
f0(σ)
f1(σ)
f1(σ)
f2(σ)
f2(σ)
f3(σ)
f3(σ)
f4(σ)
Figure 20.7: Coefficient ratios of f ∈ Ppos2 and σ ∈ QI
1. The ratios are all in the first quadrant.
2. The real and imaginary parts are increasing.
The first part is easy; the second part is contained in the following lemma.
We can differentiate, so we only need to establish it for f0 and f1. Since f0⋖ f1,
we can write
f0
f1
=
(∑ ai
x+ ri
)−1
where the ai and the ri are positive. If σ ∈ QI then σ + ri ∈ QI, and so∑
(σ+ ri
)−1 ∈ QIV , which establishes the first observation above.
The lemma below is another generalization of Newton’s inequality. If we
let f =
∑
aix
i ∈ Ppos then f(x+ y) ∈ Ppos2 . Choosing σ = 0 in the Proposition
gives that
0 6 ℜ
ai
ai+1
6 ℜ
ai+1
ai+2
since f(i)(0)/i! = ai. The imaginary part is vacuous.
Lemma 20.81. Suppose that
∑
fi(x)y
i ∈ Ppos2 (n). For all σ ∈ QI and 0 6 i 6
n − 2
0 6 ℜ fi(σ)
fi+1(σ)
6 ℜ
fi+1(σ)
fi+2(σ)
0 6 ℑ fi(σ)
fi+1(σ)
6 ℑ
fi+1(σ)
fi+2(σ)
Proof. Since σ ∈ QI we know that f(σ,y) ∈ I. The inequality now follows
from Lemma 20.82.
If all the roots of a polynomial lie in a quadrant then there are Newton
inequalities for the real parts, imaginary parts, and magnitudes of the coeffi-
cients.
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Lemma 20.82. Suppose that
∑n
0 aix
i has all roots in a quadrant. The table below
summarizes the properties of the sequence a0
a1
, a1
a2
, a2
a3
, . . . where “neg, ↓” means it is
a decreasing sequence of negative terms, and so on.
QI QII QIII QIV
Real parts neg, ↓ pos, ↑ pos, ↑ neg, ↓
Imaginary parts neg, ↓ neg, ↓ pos, ↑ pos, ↑
Magnitude ↑ ↑ ↑ ↑
Proof. As usual, we differentiate, reverse and differentiate; the result is a
quadratic with all roots in the original quadrant. We will work with the third
quadrant since we can use properties of I. The upper two quadrants follow
using conjugation, and the fourth quadrant is similar.
Thus, we may assume that our polynomial is
(x+ a)(x + b) + ıc(x + d) 0 < a < d < b, 0 < c
We simply need to compute the real parts, imaginary parts and magnitudes,
and show that the inequalities are satisfied. If we write the polynomial as
a0 + a1x+ a2x
2 then
a0 = ab+ ıcd a1 = a+ b + ıc
a2 = 1
ℜ
a0
a1
=
ba2 + b2a+ c2d
a2 + 2ba+ b2 + c2
ℜ
a1
a2
= a+ b
ℑ
a0
a1
=
c(−ab+ db+ ad)
a2 + 2ba+ b2 + c2
ℑ
a1
a2
= c∣∣∣∣a0a1
∣∣∣∣2 = a2b2 + c2d2(a + b)2 + c2
∣∣∣∣a1a2
∣∣∣∣2 = (a+ b)2 + c2
All six terms are clearly positive, and it is easy to check that all three inequal-
ities are satisfied.
The bound for absolute values is stronger that the bound we get from con-
sidering sectors - see 677.
CHAPTER
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Stable polynomials
A one variable polynomial is stable (sometimes called Hurwitz stable) if all its
roots lie in the closed left half plane. This is a well studied class of polynomials
with many applications - e.g. [34]. There are two classes of stable polynomials
in one variable:
H1 = real coefficients and roots in the closed left half plane
H1(C) = complex coefficients and roots in the closed left half plane
Since polynomials whose roots are in the closed left half plane are non-zero
in the right half plane, we can apply the results of Chapter 19 to get properties
of stable polynomials in d variables.
Definition 21.1.
Hd(C) =


All polynomials f(x1, . . . , xd) with complex coefficients
such that f(σ1, . . . ,σd) 6= 0 for all σ1, . . . ,σd in the right
half plane. If we don’t need to specify d we simply write
H(C).
We
call such polynomials stable polynomials. In one variable they are often called
Hurwitz stable.
After establishing the basic properties of stable polynomials in d variables,
we focus our attention on stable polynomials with real coefficients in one vari-
able. We will see that whenever a polynomial is shown to be strictly positive,
it’s likely that it’s stable. There are three kinds of interlacing for stable poly-
nomials, and positive interlacing is especially useful for showing that a polyno-
mial is stable.
For a short summary of the properties of stable polynomials, see [58].
619
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21.1 Stable polynomials in d variables
We apply the general results of Chapter 19 to derive results about polynomials
non-vanishing in the open right half plane (RHP). The reversal constant is 1,
and RHP/RHP = C \ (−∞, 0). If f, g ∈ Hd(C) then we write f H←− g if
f + zg ∈ Hd+1(C). From Chapter 19 we have
Lemma 21.2. Suppose that f ∈ Hd(C).
1. If σi ∈ RHP and ri > 0 then f(r1x1 + σ1, . . . , rdxd + σd) ∈ Hd(C).
2. f(x1 + y, x2, . . . , xd) ∈ Hd+1(C).
3. If σ ∈ R then f(ıσ, x2, . . . , xd) ∈ Hd−1(C) ∪ {0}.
4. If f
H←− g then g H←− f.
5. If f
H←− g H←− h then f+ h H←− g.
6. Hd(C) is closed under differentiation. That is, if g ∈ Hd(C) then ∂∂xi f ∈
Hd(C) ∪ {0}.
7. f
H←− ∂f/∂xi
8. If
∑
xifi(y) ∈ Hd+1(C) then fi(y) ∈ Hd(C) ∪ {0} and fi H←− fi+1.
9. f(x)× g(x) 7→ f(∂x)g(x) determines a map
Hd(C)×Hd(C) −→ Hd(C).
10. If
∑
xifi(y) ∈ Hd(C) has degree n then
∑
xn−i fi(y) ∈ Hd(C).
11. If xi has degree ei then x
e1
1 · · · xedd f(1/x1, . . . , 1/xd) ∈ Hd(C).
12. The Hadamard product
∑
aix
i ×∑ fi(y)xi 7→∑aifn−i(y)xi determines a
map Ppos ×Hd(C) −→ Hd(C).
13. If S is skew-symmetric and allDi are positive definite then∣∣S+∑d1 xiDi∣∣ ∈ Hd.
14. The following are equivalent
a) f(x) ∈ Hd
b) f(a+ tb) ∈ H1 for a,b > 0.
Proof. Part (1) shows a) implies b). Conversely, consider σ1, . . . ,σd in RHP.
Since 1 is in the closure of RHP we can find an α and positive a,b such
(σ1, . . . ,σd) = a+ αb. Thus, f(σ1, . . . ,σd) = f(a+ bα) 6= 0.
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21.2 Real stable polynomials
We now consider properties that depend on real coefficients. It is immediate
that Ppos ⊂ H1; this is still true for more variables. Pposd was defined in terms
of Ud and the positivity of the coefficients. We can also express this in terms
of non-vanishing.
Lemma 21.3. f(x) ∈ Pposd if and only if f(σ1σ0 , . . . ,
σd
σ0
) 6= 0 for all σi in the upper half
plane.
Proof. We know that f(x) ∈ Pposd if and only if its homogenization is in Ud+1.
Now the homogenization equals xnf(x1
x
, · · · , xd
x
) where n is the degree of f,
so the lemma is now clear.
Lemma 21.4. P
pos
d = Hd ∩ Pd
Proof. We first show that P
pos
d ⊂ Hd ∩ Ud. Suppose that f(x) ∈ Pposd , and
τ1, . . . , τd are in the right half plane. Now ıτ1, . . . , ıτd lie in the upper half
plane, and so by Lemma 21.3
0 6= f( ıτ1
ı
, . . . ,
ıτd
ı
)
= f(τ1, . . . , τd)
Thus, f(x) ∈ Hd. Next, if f ∈ Hd ∩ Pd then f ∈ Pd, and f has all non-negative
coefficients, so f ∈ Pposd by Lemma 11.58
Corollary 21.5. The unsigned reversal of a polynomial in P
pos
d is inHd.
Proof. The only point is that P
pos
d ⊂ Hd.
Lemma 21.6. If f ∈ Hd then all coefficients have the same sign.
Proof. By Lemma 11.57 and following the proof of Lemma 11.58 we can write
f as a limit of fǫ ∈ Hd where all coefficients of fǫ are non-zero. Since the
coefficients of a polynomial inH1 with all non-zero coefficients have the same
sign, an easy induction shows that all the coefficients of fǫ have the same sign.
Thus, the non-zero coefficients have the same sign.
Lemma 21.7. If f(x) ∈ Hd and the homogenization F of f is inHd+1 then f ∈ Pposd .
Proof. If F is inHd+1 then for τ0, . . . , τd ∈ RHP we know that
f
(τ1
τ0
, . . . ,
τd
τ0
) 6= 0
If σ1, . . . ,σd ∈ UHP then we can choose τ0 ∈ RHP so that τ−10 rotates all of
the σi to the right half plane. Thus σi = τi/τ0 where τi ∈ RHP, and so f is
non-vanishing on the upper half plane. Thus f ∈ Pd, and by Lemma 21.6 all
coefficients of f have the same sign. Consequently, f is in P
pos
d .
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Remark 21.8. Here is a particular example of a polynomial in H2 whose ho-
mogenization is not inH3. Consider f(x,y) = 1+(x+y)+(x+y)
2 with homog-
enization F(x,y, z). F has a root in the right half plane: F(1,−.23−1.86ı, 2ı) = 0.
Multiplying each variable by a new variable is similar to homogenizing.
Lemma 21.9. f(y x) ∈ Hd+1 if and only if f(x) ∈ P+d .
Proof. If f(yx) ∈ Hd+1 then substituting 1 shows f(x) ∈ Hd. If σ1, . . . ,σd ∈
UHP then choose τ ∈ RHP so that τσ1, . . . , τσd ∈ RHP. Since τ−1 ∈ RHP
f(σ1, . . . ,σd) = f(τ
−1(τσ1, . . . , τσd)) 6= 0
Thus f ∈ Ud, so f ∈ P+d . Conversely, assume that f ∈ P+d . We know that
the homogenization of f is in P+d+1. Writing f =
∑
aIx
I and taking the reverse
yields ∑
aIx
I yn−|I| =⇒
∑
aIx
I y|I| = f(y · x) ∈ Hd+1
so the proof is complete.
Lemma 21.10. If f(x,y2) ∈ Hd then f(x,y) ∈ Pposd.
Proof. See the proof of the corresponding result for Ud, Lemma 20.4.
Lemma 21.11. Suppose that f(x) =
∑n
0 aix
i ∈ H1. If some internal coefficient is
zero then f(x) = xrg(x2) where g ∈ Ppos.
Proof. We can write
f(x) = xr ×
s∏
1
(x + ai)×
t∏
1
((x+ bi)
2 + ci)
where ai is positive, bi, ci > 0 and bici 6= 0. If the second factor is non-empty
then there are no internal zeros. If any bi is non-zero there are no internal
zeros, so f(x) = xr
∏
(x2 + ci) from which the conclusion follows.
Lemma 21.12 (Hermite-Biehler). Suppose that f(x) is a polynomial, and write
f(x) = fE(x) + fO(x) where fE(x) (resp. fO(x)) consists of all terms of even (resp.
odd) degree. Then
f ∈ H(C) if and only if fE H←− fO.
Proof. Since f(x) = fE(x) + fO(x) ∈ H we know f(−ıx) = fE(−ıx)+ fO(−ıx) ∈
U(C). Now fE(−ıx) has all real coefficients, and fO(−ıx) has all imaginary
coefficients, so by Hermite-Biehler for U(C) we know that
fE(−ıx) + (y/ı)fO(−ıx) ∈ U(C)
Returning toH(C) yields fE(x) + yfO(x) ∈ H(C).
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21.3 Polynomials (not) inHd
We give some examples of polynomials that are (not) inHd.
Example 21.13. Since the map z 7→ z2 maps RHP −→ C \ (−∞, 0) it follows
that the equation x2 + y2 = 0 has solutions in the right half plane, so x2 + y2 6∈
H2.
Example 21.14. We claim xy+ a2 ∈ H2 if a ∈ R. As above, the image of RHP
under xy is C \ (−∞, 0), so adding a positive amount will not make xy equal
to zero.
Example 21.15. If σ is complex (and not negative real) then x2 − σ 6∈ H1.
Indeed, one of σ1/2, −σ1/2 lies in the right half plane. Consequently, xy− σ 6∈
H2.
These last two examples imply that
Lemma 21.16. If f is a polynomial with positive coefficients then f(xy) ∈ H2 if and
only if f ∈ Ppos.
The stable polynomials of degree 1 inH2 are clearly ax+by+ cwhere a,b
are positive and c is non-negative. If a,b, c are positive then we know that
ax2 + bx+ c ∈
{
Ppos if b2 − 4ac > 0
H1 if b
2 − 4ac 6 0
Lemma 21.17. If a,b, c,d are positive then axy+ bx+ cy+ d ∈ H2.
Proof. If a+ bx+ cy+ dxy = 0 then y = −a+bx
c+dx
. By the following lemma the
Mo¨bius transformation z 7→ a+bz
c+dz
maps the right hand plane to itself. Thus, if
x ∈ RHP then y 6∈ RHP, and so a+ bx+ cy + dxy ∈ H2.
This can also be derived from the corresponding criterion for U2(C).
Remark 21.18. It is not the case that a multiaffine polynomial with all positive
coefficients is inH3. If
f(x,y, z) = (135/4) + x+ y+ z + xy+ xz+ yz + 24xyz
then f(1/2+ ı, 1/2+ ı, 1/2+ ı) = 0, so f 6∈ H3.
Lemma 21.19. If the Mo¨bius transformationM satisfies Mz = a+bz
c+dz
then the fol-
lowing are equivalent:
1. M maps the right half plane to itself.
2. At least one of the following holds
a) a,b, c,d have the same sign (or some are zero).
b) b,d have the same sign and ad = bc. In this case the image is the single
point b/d.
CHAPTER 21. STABLE POLYNOMIALS 624
Proof. If r + ıs ∈ RHP then we need to show that M(r + ıs) ∈ RHP. Equiva-
lently, we show that if r > 0 then ℜM(r+ ıs) > 0. Now
M(r+ ıs) =
bds2 + (a+ br)(c+ dr)
(c+ dr)2 + d2s2
+ ı
(bc− ad)s
(c+ dr)2 + d2s2
and we can ignore the positive denominator, so we need to show that
bds2 + (a + br)(c+ dr) > 0 (21.3.1)
but this is clear if a,b, c,d, r are positive. If ad = bc thenMz = b/d which is
in the right half plane since b/d > 0.
Conversely, assume (21.3.1) holds. Assume that abcd 6= 0; the remaining
cases are easily taken care of. Taking s large shows that bd is positive, so b
and d have the same sign. Taking s = 0 and r close to zero shows that ac is
positive, so a and c have the same sign. Take s = 0. If ab < 0 then the factor
(a + br) has a positive root, and so (a+ br)(c+ dr) will be negative for some
r close to that root, unless the root is also a root of the other factor. In this case
a+ bz is a multiple of c+ dz, and so ad = bc.
There are many quadratic forms in Hd. The next lemma generalizes the
fact that x2 − 1 ∈ P, and x2 + 1 ∈ H1.
Lemma 21.20. IfQ is a d by d negative subdefinite matrix then
xtQx+ α ∈
{
Hd if α > 0
Pd if α 6 0
Proof. If α < 0 then xtQx + α ∈ Pd by Lemma 10.87. Now if f(x1, . . . , xd) ∈
HPd then f(ıx1, . . . , ıxd) ∈ Hd. Since Pd ⊂ HPd it follows that
−
(
xtQx− α
)
= (ıx)tQ(ıx) + α ∈ Hd.
The graphs of stable polynomials (Figure 21.1 is a sketch of one) are differ-
ent from the graphs of polynomials in U2.
The following famous theorem of Heilman-Lieb determines a multiaffine
stable polynomial.
Theorem 21.21. Let G = (V ,E) be a graph, V = {1, . . . ,n}. To each edge e = ij ∈ E
assign a non-negative real number λij. Then the polynomial
MG(z) =
∑
M is a matching
∏
ij∈M
λijzizj
is stable.
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Figure 21.1: The graph of a stable polynomial in two variables
21.4 Stable polynomials with complex coefficients
In this section we consider polynomials with complex coefficients in one vari-
able. Since a 90o rotation moves the right half plane to the upper half plane,
we can easily transfer properties from I to H1(C). If f has degree n define
φ(f) = ınf(−ıx). Note that the factor of ın implies that φ is not a linear trans-
formation.
Lemma 21.22. If f has positive leading coefficient then f ∈ H1(C) iff φ(f) ∈ I.
Proof. We may assume f is monic. All roots of f(−ıx) lie in the lower half
plane, and the leading coefficient is (−ı)n. Thus, φ(f) is monic, and all roots
are in the lower half plane.
Interlacing in H1(C) is different form P. Any definition of interlacing
should satisfy f⋖ f ′, and this should mean that all linear combinations of f
and f ′ are stable. However, this is false. If f = x+ 1 then f− 2f ′ = x− 1 is not
stable.
I is invariant under the transformation x 7→ x+α, where α ∈ R, butH1(C)
is preserved by x 7→ x + ıα. In addition, H1(C) is preserved by x 7→ x + α if
α > 0. Consequently, there are two new kinds of interlacing along with
H←−.
Assume that f, g ∈ H1(C)
f
ı
∼ g iff ∀α ∈ R f+ α ı g ∈ H1(C)
f
H
∼ g iff ∀α ∈ R > 0 f+ αg ∈ H1(C)
f
H←− g iff ∀α ∈ RHP f+ αg ∈ H1(C)
We will see later that f
ı
∼ f ′ and f H∼ f ′′. Taking limits shows that
CHAPTER 21. STABLE POLYNOMIALS 626
Lemma 21.23. If f, g ∈ H1(C) then f H←− g =⇒ f ı∼ g and f H∼ g
Remark 21.24. It is not true that f
H
∼ g =⇒ f ı∼ g. If f = x2 and g = 1 then
clearly f
H
∼ g, but x2 + ı has roots with positive and negative real parts.
The next result allows us to transfer interlacing results from I toH1(C).
Lemma 21.25. f
H←− g inH1(C) if and only if φ(f) ı∼ φ(g) in I.
Proof. Since φ is a bijection between H1(C) and I, the computation below
establishes the lemma.
φ(f + α ıg) = ın( f(−ıx) + α ıg(−ıx) )
= φ(f) − α ın−1g(−ıx)
= φ(f) − αφ(g)
Most properties of interlacing in P carry over to
ı
∼ in H1(C), except for
some occasional sign changes.
Lemma 21.26. Assume f, g,h ∈ H1(C).
1. If f
ı
∼ g then fh
ı
∼ gh.
2. If σ ∈ RHP then (x + σ)f ı∼ f.
3. f
ı
∼ f ′.
4. If f ∈ Ppos then f(ı D)g ∈ H1(C).
5. If f
ı
∼ g and f
ı
∼ h then f
ı
∼ αg + βh for positive α,β. In particular,
αf+ βg ∈ H1(C).
6. If f
ı
∼ g
ı
∼ h inH1(C) then f+ h
ı
∼ g.
7. x− σ ∈ H1(C) iff σ ∈ RHP.
8. x
H←− 1
Proof. The first is immediate. The second is a consequence of
(x + σ)f + αıf = (x+ σ+ αı)f
and x + σ + αı ∈ H1(C). The chain rule shows that φ(f ′) = φ(f)′. Since
f ∈ H1(C) implies that φ(f) ∈ I, we know that φ(f)⋖φ(f)′ = φ(f ′).
We only need to check the next one for f = x+ a where a > 0. We see that
f(ı D)g = ıg ′ + agwhich is inH1(C) by the previous part.
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The next part follows from the corresponding result (Lemma 20.54) for I.
We have interlacings
ınf(ıx)⋖ ın−1g(ıx)⋖ ın−2h(ıx)
in I where f has degree n. In I we have
ın(f + h)(ıx) = ınf(ıx) − ın−2h(ıx)⋖ ın−1g(ıx)
and the result follows. The last two are trivial.
We have orthogonal type recurrences in H1(C), except the last sign is re-
versed.
Corollary 21.27. If ai, ci > 0,ℜ(βi) > 0 then define
p−1 = 0
p0 = 1
pn = (anx+ βn)pn−1 + cn pn−2
All pn are stable, and
· · ·p3 H←− p2 H←− p1
Proof. Using induction, these follow from the last part of Lemma 21.26 and
the interlacings
(x + βn)pn−1
H←− pn−1 H←− pn−2
Lemma 21.28. Suppose that f(x) =
∏
(x − σk) is in H1(C). If all αk are positive
and
g(x) =
∑
k
αk
f(x)
x − σk
(21.4.1)
then g ∈ H1(C) and f H←− g.
Proof. By additivity of interlacing for H1(C) it suffices to show that f
H←−
f/(x − σk), or (x − σk)h
H←− h where h = f/(x − σk). This interlacing holds
since x − σk
H←− 1.
Here are some lemmas that use the geometry ofC and are useful in proving
that polynomials are stable. The first lemma gives useful information about
the mappings determined by quotients.
Lemma 21.29. Assume that r, s > 0 and σ ∈ QI.
1
r+ σ
∈ QIV 1
(r + σ)(s + σ)
∈ lower half plane
σ
r+ σ
∈ QI σ
(r + σ)(s + σ)
∈ right half plane
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Proof. Suppose σ = a+ bı where a,b > 0. The left two follow from
1
r+ σ
=
a+ r− ıb
|r+ σ|2
σ
r+ σ
=
a2 + b2 + ar+ ıbr
|r+ σ|2
Since 1/(r+σ) and 1/(s+σ) are in the fourth quadrant, their product is in the
lower half plane. Since σ/(r+σ) is in the first quadrant, and 1/(s+σ) is in the
fourth quadrant, their product is in the right half plane.
In P we know that f and f ′′ don’t interlace, but f− αf ′′ ∈ P for all positive
α. There is a similar result forH1(C).
Lemma 21.30. Suppose that f =
∏
(x−σi) is inH1(C). If all αij are non-negative
then
f
H
∼
∑
i6=j
αij
f
(x− σi)(x − σj)
(21.4.2)
Proof. If τ is a root of the sum of the right and left hand sides of (21.4.2) then,
after dividing by f(τ), we know that
1 +
∑
i6=j
αij
1
(τ − σi)(τ − σj)
= 0
By Lemma 21.29 the sum lies in the lower half plane. Thus τ does not satisfy
(21.4.2), so τ must lie in the open left half plane. Similarly for the lower right
quadrant.
If we restrict all the coefficients to be equal, the lemma gives an alternate
proof that that f
H
∼ f ′′.
Lemma 21.31. If f ∈ H1(C),ℜ(α) > 0, β > 0 then
αf+ βf ′ ∈ H1(C).
αf+ βf ′′ ∈ H1(C)
Proof. Assume that f =
∏
(x − σi) where ℜσi < 0. Factoring out f(x), let τ be
a solution of
α+ β
∑ 1
x− σi
= 0
If ℜ(τ) > 0 then ℜ1/(τ− σi) > 0, so the sum has positive real part, and can’t
equal −α/β. The second follows from Lemma 21.30.
We know the following corollary holds more genearally in Hd(C), but in
H1(C) we can prove it by induction.
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Corollary 21.32. If f, g ∈ H1(C) then f(D)g ∈ H1(C).
Proof. Factoring f, it suffices to show that g+ αg ′ ∈ H1(C) for ℜ(α) > 0. This
follows from the lemma.
Linear transformations on P induce linear transformations onH1(C).
Lemma 21.33. Suppose T : P −→ P is a linear transformation that preserves degree,
the sign of the leading coefficient, and strict interlacing. The linear transformation
xk 7→ ık T(xk)(−ı x)
mapsH1(C) to itself.
Proof. Since T induces a linear transformation in I (p. 600), the conclusion
follows from the diagram∑
akx
k
φ
∑
ak(−ı)
k T(xk)(ı x)
ın
∑
ak(−ı x)
k ın
∑
ak(−ı)
kT(xk)
φ−1
Corollary 21.34. The transformations xk 7→ ıkHk(−ıx) and xk 7→ ıkLk(ıx) map
H1(C) toH1(C), andH1 toH1.
Proof. The maps xn 7→ Hn(x) and xn 7→ Ln(−x) satisfy the hypotheses of
the lemma. It follows from the above that they map H1(C) to itself. Since
ıkHk(−ıx) and ı
kLk(ıx) are real polynomials, the maps also send H1 to itself.
If all roots of two polynomials lie in given quadrants then we know the lo-
cation of the roots of their Hadamard product. In the table below the notation
−H1(C) means all roots in the right half plane, and −I means all roots in the
upper half plane. Recall that
∑
aix
i ∗∑bixi = ∑aibixi.
Lemma 21.35. (The location of f ∗ g)
Quadrant
1 2 3 4
1 I −H1(C) −I H1(C)
2 −H1(C) −I H1(C) I
Quadrant 3 −I H1(C) I −H1(C)
4 H1(C) I −H1(C) −I
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Proof. If f and g are in the third quadrant then they are in Ipos, and so their
Hadamard product is in I. The Lemma now follows from the identity
f(αx) ∗ g(βx) = [f ∗ g](αβx)
which holds for all complex α,β.
Note that this shows that the Hadamard product of stable polynomials
with complex coefficients is not necessarily stable. For example
(x + 1 + ı) ∗ (x + 1 + 2ı) = x− 1 + 3ı.
21.5 The analytic closure
We define the analytic closure ofH1 andH1(C) as usual:
Ĥd = the uniform closure ofHd
Ĥd(C) = the uniform closure ofHd(C)
We can determine the exponentials that are inH1(C),
Lemma 21.36.
1. eαx, eαx
2
are in Ĥ1 for all positive α.
2. eα ıx is inH1(C) for all α ∈ R.
3. sinh(αx)/x and cosh(αx) are in Ĥ1 for α ∈ R.
4. e−x, e−x
2
are not inH1(C).
Proof. Consider the limits
eαx = lim
n→∞
(
1 +
αx
n
)n
eαx
2
= lim
n→∞
(
1 +
α(x+ 1/n)2
n
)n
eα ıx = lim
n→∞
(
1 +
αıx
n
)n
In the first two cases the part being exponentiated is in H1, and in H1(C) in
the third, so the limits are as claimed. The infinite product formulas
sinh(x)/x =
∞∏
n=1
(
1 +
x2
n2π2
)
cosh(x) =
∞∏
n=1
(
1 +
4x2
(2n− 1)2π2
)
show that sinh(x)/x and cosh(x) are in Ĥ1.
To show non-existence we use Corollary 21.32. If e−x ∈ Ĥ1 then e−Df ∈
H1, but this fails for f = 2x+ 1. If e
−x2 ∈ Ĥ1 then e−D2f ∈ H1, and this fails for
f = (2x+ 1)2 + 1.
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21.6 Real stable polynomials in one variable
The classH1 shares many properties with P
pos, as the first result shows.
Lemma 21.37.
1. If f, g have real coefficients then fg ∈ H1 iff f and g are inH1.
2. If f ∈ H1 then all coefficients of f have the same sign.
3. If f ∈ H1 then frev ∈ H1.
Proof. The first is obvious. Factor monic f ∈ H1 as∏
(x− rj) ·
∏
(x− σk)(s − σk)
where the rj are negative, and the σk have negative real part. Expanding
(x−σk)(s−σk) = x
2 −2ℜ(σk)x+ |σk|
2 shows that all the factors have positive
coefficients, and so the coefficients of f are all positive.
The roots of frev are the inverses of the roots of f. Since the roots of f lie in
the open left half plane, so do the roots of frev.
The converse of 2 is false:
(x− 1 − 2ı)(x− 1 + 2ı)(x+ 2 − ı)(x + 2 + ı) = x4 + 2x3 + 2x2 + 10x+ 25
There are simple conditions for the stability of polynomials of small de-
gree.
Lemma 21.38. Assume all these polynomials have real coefficients.
1. A quadratic ax2 + bx + c is stable if and only if all coefficients have the same
sign.
2. A cubic x3 +ax2 +bx+ c is stable if and only if all coefficients are positive and
ab > c.
3. A quartic x4 + ax3 + bx2 + cx + d is stable if and only if all coefficients are
positive and abc > c2 + a2d.
Proof. We know all coefficients must be positive. The first one is trivial. For
the remaining two, we convert to I, and the interlacing condition becomes the
inequalities.
x3 + ax2 + bx+ c is stable iff
x3 − bx+ ı(ax2 − c) is in I iff
x3 − bx⋖ax2 − c iff√
b >
√
c/a which is equivalent to ba > c
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x4 + ax3 + bx2 + cx+ d is stable iff
x4 − bx2 + d + ı(ax3 − cx) is in I iff
x4 − bx2 + d⋖ax3 − cx iff
1
2
(
b−
√
b2 − 4d
)
6
c
a
6
1
2
(
b +
√
b2 − 4d
)
iff
c2 + a2d < abc
In ove variable FE is a sum of even powers, and fO is a sum of odd powers
so we can refine the previous result. Recall that fe and fo are the even and
odd parts of f.
Lemma 21.39. Assume that f is a polynomial of degree n with all positive coeffi-
cients.
f ∈ H1 if and only if
{
fe⋖ fo n even
fe≪ fo n odd
Proof. We first assume that the degree n of f ∈ H1 is even. If we write f(x) =
fe(x
2) + xfo(x
2) then
φ(f) = ın
[
fe(−x
2) − ıx fo(−x
2)
]
Since n is even fe(−x
2)⋖ x fo(−x2) and hence fe(x)⋖ fo(x), which implies
ψ(f) ∈ Ipos. The converse direction follows by reversing the argument.
If n = 2m+ 1 then
φ(f) = (−1)m
(
xfo(−x
2) + ıfe(−x
2)
)
which implies that xfo(−x
2)⋖ fe(−x2), and hence fe≪ fo.
It follows from the lemma that if the degree of f ∈ H1 is even then fe+ıfo ∈
I. If the degree is odd, then (1 − ı)(fe + ıfo) ∈ I.
If τ is a root of f ∈ H1 then f/(x− τ) is not necessarily inH1. If we pair the
complex roots then we get interlacing:
Lemma 21.40. Suppose that f(x) ∈ H1, and write
f(x) =
n∏
j=1
(x− rj) ·
m∏
k=1
(x − σk)(s− σk)
If all αk,βj are non-negative andℜ(σk) < 0 then
f
H←−
n∑
j=1
βj
f(x)
x− rj
+
m∑
k=1
αk
x−ℜ(σk)
(x− σk)(x − σk)
f(x)
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Proof. The conclusion follows from Lemma 21.28 and the observation that
x−ℜ(σk)
(x− σk)(x − σk)
=
1
2
(
1
x− σk
+
1
x− σk
)
Example 21.41. It is not easy to determine all polynomials interlacing a given
polynomial. For example, we will find all linear polynomials interlacing (x +
1)2 by translating to I. Assume that (x + 1)2⋖σx+ τ. Then
(x + 1)2 + αı(σx+ τ) ∈ H1(C)
for all real α. Since the sum of the roots is −2 − αıσ and lies in the left half
plane for all α it follows that ℑ(σ) = 0. After scaling, we may assume that
(x+ 1)2⋖ x+ a+ bı.
We now translate this interlacing to I:
x2 − 1 + 2ıx⋖ x+ aı − b
The determinant condition is
0 >
∣∣∣∣x2 − 1 2xx− b a
∣∣∣∣ = (a− 2)x2 + 2xb− a
Solving the equations yields
1. (x + 1)2⋖ x + τ in H1(C) if and only if τ lies in a circle of radius one
centered at 1.
2. (x+ 1)2⋖ x+ t inH1 if and only 0 < t < 2.
If 0 < a < 1 then we can give an explicit polynomial inH2 that shows that
(x + 1)2⋖ x+ a.
∣∣∣∣∣∣y+ x
(
α2 +
√
α2 + 1α+ 1
)
+ 1 α
−α y+ x
(
α2 −
√
α2 + 1α+ 1
)
+ 1
∣∣∣∣∣∣
= (1 + α2)(1 + x)2 + 2(1 + α2)
(
x +
1
1 + α2
)
y+ y2
We have seen the first kind of region in I. Restricted to real polynomials,
we get an interval inH1, but just a single point in P
pos.
A similar calculation shows the following:
(x + 1)(x+ 2)⋖ (x + 1) + a(x+ 2) inH1 iff a > −1/2
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If f =
∏
(x − wi) ∈ P then in Lemma 1.20 and Lemma 1.23 we gave con-
ditions on constants ci such that
∑
cif/(x − wi) is in P. If f ∈ Ppos we now
ask what choice of constants determines a stable interlacing polynomial. The
example above shows that some constants can be negative.
Lemma 21.42. Suppose that f = (x + r1) · · · (x+ rn) where 0 < r1 < · · · < rn. If
ak + ak+1 + · · ·+ an > 0 for k=1,. . . ,n
and at least one sum is positive, then f
H←−
∑
ak
f
x+ rk
inH1.
Proof. We need to verify that the quotient
1
f
∑
ak
f
x+ rk
=
∑ ak
x+ rk
maps ℜ(σ) > 0 to the right half plane. Let σ = α+ βı with α > 0. Then,
ℜ
∑ ak
σ+ rk
= ℜ
∑
ak
rk + α − βı
(rk + α)2 + β2
=
∑
ak
rk + α
(rk + α)2 + β2
>
1
(rn + α)2 + β2
∑
ak(α+ rk)
This is positive since∑
ak(α + rk) = (α+ r1)(a1 + · · ·+ an) + (r2 − r1)(a2 + · · · + an)+
(r3 − r2)(a3 + · · · + an) + · · ·+ (rn − rn−1)an > 0
by hypothesis.
Example 21.43. If 0 < r1 < r2 and we choose a1 + a2 > 0,a2 > 0 then f =
(x+ r1)(x+ r2)⋖a1(x+ r2) +a2(x+ r1) inH1. Scaling so that a1 + a2 = 1, this
is f⋖ x+ r1 + (r2 − r1)a1. Since 1 > a1, it follows that
(x + r1)(x + r2)⋖ x+ t inH1 if 0 < t < r2
We can determine all t ∈ R for which (x + r1)(x + r2)⋖ x + t inH1. Con-
verting to I yields x2 + (r1 + r2)xı − r1r2⋖ x + ıt. The interlacing conditions
are satisfied, and the determinant condition yields
(x+ r1)(x+ r2)⋖ x+ t inH1 iff 0 < t < r1 + r2
Although the example shows that the hypotheses of the lemma do not
determine all interlacing polynomials, there is a sense in which they are the
best possible.
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Lemma 21.44. If a1, . . . ,an have the property that for all 0 < r1 < · · · < rn we
have
f⋖
n∑
k=1
ak
f
x+ rk
inH1
where f = (x+ r1) · · · (x + rn) then
ak + ak+1 + · · ·+ an > 0 for k=1,. . . ,n
Proof. Assume that ak + · · · + an < 0. Take r = r1 = · · · = rk−1 and s = rk =
· · · = rn. Then the real part of the quotient, where σ = α+ βı, is equal to
k−1∑
i=1
ai
r+ α
|σ+ r|2
+
n∑
i=k
ai
s+ α
|σ+ s|2
=
r + α
|σ+ r|2
k−1∑
i=1
ai +
s+ α
|σ+ s|2
n∑
i=k
ai
Since the second sum is negative this expression will be negative if we can
choose constants so that
r+ α
|σ+ r|2
/
s+ α
|σ+ s|2
< ǫ
for appropriately small positive ǫ. This is the case if we pick |σ| ≫ s ≫ r ≫
α.
The next lemma follows from the corresponding facts forH1(C).
Lemma 21.45. If f, g ∈ H1 then f(D)g ∈ H1. If f ∈ Ppos then f(D2)g ∈ H1.
Combining the positive and negative cases, we get
Corollary 21.46. If f ∈ Ppos then
f+ α f ′′ ∈
{
P α 6 0
H1 α > 0
We describe some interactions among Ppos,H1,H1(C) and I.
Lemma 21.47. If F ∈ I has all coefficients in the first quadrant then F ∈ H1(C).
Proof. Write F = f + ıg. If f =
∏
(x − rk) and g/f =
∑
ak
x−rk
where all ak are
positive then (f+ ıg)(σ) = 0 implies
1 + ı
∑ ai
|σ− ri|2
(σ− ri) = 0
It follows that the real part of σ lies in the interval (min rk, max rk). If all the
coefficients are positive then all roots of f are negative, so the real parts of σ
are negative, and F ∈ H1(C).
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The intersection of H1(C) and I contains polynomials that do not have all
positive coefficients. If f+ ıg is
(x− .08)(x+ .7)(x+ 1)(x+ 1.7)(x+ 2) + ı(x + .3)(x+ .9)(x+ 1.7)(x+ 1.8)
then the roots are all are in the third quadrant
(−1.9− 0.1ı,−1.7− 0.003ı,−0.9− 0.04ı,−0.5− 0.5ı,−0.2− 0.2ı)
Lemma 21.48. Assume that f, g ∈ Ppos. If f P←− g in P then f H←− g inH1.
Proof. If f
P←− g then f + yg ∈ Ppos2 ⊂ H2, so f H←− g.
The converse is false.
Remark 21.49. The image ofH1 in I is easily described. If f =
∑n
akx
k then
φ(f) = ın
n∑
xkak(−ıx)
k
=
∑
k≡n (mod 2)
xkak(−1)(n−k)/2 + ı
∑
k6≡n (mod 2)
xkak(−1)(n−k−1)/2
Thus the real part consists of the terms of even degree with alternating signs
and the odd part consists of terms of odd degreewith alternating signs, or vice
versa. This is equivalent to g(x) = g(−x). Sinceφ is just a rotation, the roots of
φ(f) are all in the lower half plane, and are symmetric around the imaginary
axis. Note that the image ofH1 isn’t I
pos.
Lemma 21.50. If f ∈ Ppos, and T(xi) = xi−1 for i > 1 and T(1) = 0 then
T : Ppos −→ H1.
Proof. Note that T(f) = (f(x) − f(0))/x. If f =
∏
(x + ai) where all ai are
positive then α is a root of T(f) implies that f(α) = f(0), and therefore
∏( x
ai
+ 1
)
= 1
If x has positive real part then x/ai also has positive real part, so |1+x/ai| > 1.
Consequently the product above can’t be 1, and so no roots are in the right half
plane.
21.7 Coefficient inequalities inH1
Newton’s inequalities do not hold for H1. This can be seen easily in the
quadratic case. If f = a0 + a1x + a2x
2 ∈ H1 then
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a21
a0a2


> 4 if the roots are real
6 4 if the roots are complex
Moreover, the quotient can take on any value in (0,∞).
However, there are many inequalities involving the coefficients. For in-
stance, if f =
∑
aix
i ∈ H1 then we know that
a0 − a2x + · · ·⋖a1 − a3x+ · · ·
and therefore | a1 a3a0 a2 | > 0 which is equivalent to
a1a2
a0a3
> 1 (21.7.1)
A much more general result is that the Hurwitz matrix is totally positive.(See
p. 649.) This means that 
a1 a3 a5 . . . . . .
a0 a2 a4 . . . . . .
0 a1 a3 a5 . . .
0 a0 a2 a4 . . .
...
...
...
...
. . .

is totally positive. For example, if we choose f ∈ H1(4) then
0 6
∣∣∣∣∣∣
a1 a3 0
a0 a2 a4
0 a1 a3
∣∣∣∣∣∣ = a1a2a3 − a21a4 − a23a0
This inequality is the necessary and sufficient condition (Lemma 21.38) for a
positive quartic to be stable.
Here’s a simple yet surprising conclusion about initial segments of stable
polynomials.
Lemma 21.51. If
∑
aix
i ∈ Ppos then
1∑
k=0
aix
i +∼
2∑
k=0
aix
i +∼
3∑
k=0
aix
i +∼
4∑
k=0
aix
i inH1
In particular, each of these partial sums is stable.
Proof. We begin with the middle interlacing; the first is trivial. We need to
verify that
α(a0 +a1x+a2x
2)+ (a0 +a1x+a2x
2 +a3x
3) = (1+α)(a0 +a1x+a2x
2)+a3x
3
is stable. From (21.7.1) we know that a1a2 > a0a3, so
(1 + α)a1 (1 + α)a2 > (1 + α)a0 a3
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and therefore we have positive interlacing. For the last interlacing, we need
to show that
(1 + α)(a0 + a1x+ a2x
2 + a3x
3) + a4x
4
is stable for positive α. To do this we need to show that
(1 + α)3a1a2a3 > a4(1 + α)
2a21 + (1 + α)
2a23a0
The Newton inequalities give
a21 >
8
3
a0a2 a
2
2 >
9
4
a1a3 a
2
3 >
8
3
a2a4
and as a consequence
a2a3 > 6a1a4 a1a2 > 6a0a3
and so
(1 + α)3a1a2a3 > 6(1 + α)
2a21a4
(1 + α)3a1a2a3 > 6(1 + α)
2a23a0
Addition yields the desired result.
Note that the first two only require that f is stable, but the last interlacing
uses f ∈ Ppos.
Remark 21.52. It is not true that the higher partial sums are stable. For k > 5
the partial sum 1+ x+ · · ·+ xk/k! of the exponential series is not stable [187].
The sum of the first k+1 coefficients of (1+x/n)n converges to 1+x+· · ·+xk/k!,
and (1+ x/n)n is in Ppos. Thus, for n sufficiently large the partial sums aren’t
stable. For instance, the sum of the first six terms of (1+x/n)n is stable for for
n 6 23 and not stable for n > 23.
21.8 Positive interlacing
We study positive interlacings f
H
∼ g. If f, g in P, then one way of showing
f⋖g is sign interlacing. This can be viewed as describing the behavior of the
map
g
f
: R −→ R \∞.
In order to prove that f
H
∼ g in H1, we look at the image of the first quadrant
rather than the real line. The next lemma gives criteria for
+
∼ and
H
∼. The proof
is omitted.
Lemma 21.53.
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1. f
+
∼ g iff f
g
: QI −→ RHP.
2. f
H
∼ g iff f
g
: QI −→ C \ (−∞, 0).
If f, g ∈ P then the implication f⋖g =⇒ f H∼ g is trivial. It’s also easy in
H1.
Lemma 21.54. If f, g ∈ H1 and f⋖g implies f H∼ g.
Proof. We know that the image of the closed right plane under x 7→ f
g
(x) lies
in the open right half plane. Thus, f
H
∼ g.
We have seen (See p. 54.) that if f
H
∼ g,h in Ppos then g+ hmight not have
all real roots. However,
Lemma 21.55. If f
H
∼ g,h are in Ppos then g+ h is stable.
Proof. From Lemma 21.53 we know that evaluation of g/f and h/f at a point
in the closed first quadrant gives a point in the right half plane, and so their
sum lies there too.
Lemma 21.56. If f
H←− g then f H∼ x g
Proof. We assume f, g ∈ H1; the case f, g ∈ H1(C) is similar. Since f⋖g we
know that f/g : QI −→ RHP. To show f H∼ xgwe choose α > 0 and prove that
f + αxg ∈ H1. We do this by establishing that f+ αxg H∼ f. If σ ∈ QI then
f+ αxg
f
(σ) = 1 + ασ
f(σ)
g(σ)
Now (g/f)(σ) ∈ RHP since f⋖g and ασ ∈ RHP so f+αxg
f
(σ) is in RHP +
RHP× RHP = C \ (0,∞).
Next is a Leibniz-like rule for second derivatives.
Lemma 21.57. If f, g ∈ Ppos then fg ′′ + f ′′g ∈ H1.
Proof. Recall Lemma 21.53. If we evaluate f/f ′′ and g/g′′ at a point in the
closed first quadrant then we get a point in the lower half plane. Thus f/f ′′ +
g/g′′ is stable.
Note that fg ′′ + f ′′gmight not lie in Ppos. For example, if f = (x+ 1)2 and
g = (x + 2)2 then fg ′′ + f ′′g is always positive, and so has no real zeros.
Positive interlacings can be multiplied.
Lemma 21.58. If f⋖g and h⋖k in Ppos
1. fh
H
∼ gk inH1.
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2. fk
H
∼ gh inH1.
3. f2
H
∼ g2 inH1.
Proof. We know that f/g and h/k both map the first quadrant to itself, so
(fh)/(gk) maps the first quadrant to the upper half plane, so fh
H
∼ gk. The last
is a special case of the first. Since k/h maps QI to QIV , we see that (fh)/(gk)
maps to QIV ∪QI ∪QII \ 0, from which the second statement follows.
Corollary 21.59. If ai,bi, ci > 0, then the sequence defined by
p−1 = 0
p0 = 1
pn = (anx+ bn)pn−1 + cn pn−2
then all pn are stable, and
. . .p3
H
∼ p2
H
∼ p1
Proof. From Corollary 21.27 we know that pn⋖pn−1, and so pn
H
∼ pn−1 by
Lemma 21.54.
The preceding lemma can be considered as a construction of stable orthog-
onal polynomials. There is a simple case where the roots are all known explic-
itly [80]. If f1 = 1, f2 = x and
fn+1(x) = x fn(x) + fn−1(x)
then the polynomials are known as the Fibonacci polynomials and have
purely imaginary roots:
2ı cos(kπ/n), 1 6 k 6 n − 1.
Remark 21.60. If we take two stable polynomials
f = x4 + 6x3 + 14x2 + 10x+ 4 g = x2 + 2x+ 2
then how dowe go about showing that f
H
∼ g? If we use the definition then we
need to show that f+t g ∈ H1 for all positive t. Since this is a quartic we could
apply the criterion (Lemma 21.38) for a quartic to be stable. A more general
technique uses the fact (Lemma 21.53) that f/gmust map the closed first quad-
rant to C \ (−∞, 0]. If σ ∈ QI then this would follow from ℑ(f(σ)/g(σ)) > 0.
To show this we just need to show that the polynomial ℑ(f(a + bı)g(a − bı))
is positive for a,b > 0. If we are lucky, this polynomial will have no minus
signs, as in this case:
f(a + bı)g(a − bı) = 2b
(
a2 + b2
)3×
(a5 + 6a4 + 2b2a3 + 16a3 + 8b2a2 + 27a2 +b4a+ 8b2a+ 24a+ 2b4 + 3b2 + 6)
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This approach doesn’t quite work here, since a = b = 0 has imaginary part 0.
However, f(0)/g(0) = 2 which is not on the negative axis, so we conclude that
f
H
∼ g.
The Bezout polynomial is stable.
Lemma 21.61. The Bezout polynomial 1
x−y
∣∣∣ f(x) f(y)g(x) g(y) ∣∣∣ is stable if f P←− g ∈ Ppos.
Proof. Recall (9.21.3)
B(x,y) =
∑
ai
f(x)
x− ri
f(y)
y− ri
B(x,y)
f(x)f(y)
=
∑
ai
1
x− ri
1
y− ri
If f, g ∈ Ppos, σ ∈ Q1, τ ∈ Q1 then 1σ−ri 1τ−ri is in the lower half plane, and so
the sum misses (−∞, 0). If σ ∈ Q1, τ ∈ Q4 then 1σ−ri 1τ−ri is in the right half
plane, and so the sum again misses (−∞, 0). The remaining cases are similar,
so we conclude f(x)f(y)
H
∼ B(x,y).
When a polynomial is always positive then it is not necessarily stable.
Here’s a familiar case where it is.
Lemma 21.62. If f⋖g in Ppos then
∣∣∣ f gf′ g′ ∣∣∣ is stable. If f has all distinct roots then∣∣ f f′
f′ f′′
∣∣ is stable.
Proof. If we write f =
∏
(x + ri) and g =
∑
aif/(x+ ri) then
f ′g− fg ′ = f2
∑ ai
(x+ ri)2
and Lemma 21.53 applies. Use f⋖ f ′ for the second one.
Example 21.63. Here’s a nice example of the lemma. Assume that f0, f1, f2, . . .
is an orthogonal polynomial sequence with strict interlacing: fk+1⋖ fk for k =
1, . . . . The Christoffel-Darboux formula [168] states that
f0(x)f0(y) + f1(x)f1(y) + · · ·+ fn(x)fn(y) = kn
kn+1
1
x− y
∣∣∣∣fn(y) fn+1(y)fn(x) fn+1(x)
∣∣∣∣
for positive constants kn. If we let x = y then
f0(x)
2 + f1(x)
2 + · · · + fn(x)2 = kn
kn+1
∣∣∣∣fn(x) fn+1(x)f ′n(x) f ′n+1(x)
∣∣∣∣
It follows from the Lemma that
f0(x)
2 + f1(x)
2 + · · ·+ fn(x)2 is stable
CHAPTER 21. STABLE POLYNOMIALS 642
We can also state Lemma 21.62 in terms of Wronskians: if f⋖g in Ppos
then the WronskianW(f, g) = fg ′ − f ′g is stable.
More generally we have
Lemma 21.64. The square determined by |I+ xD1 + yD2 + zD3|, where all Di are
positive definite, D1 is diagonal, and D2,D3 have all positive entries, yields a stable
polynomial.
Proof. The assumptions mean that we are to show that
∣∣ f g
h k
∣∣ is stable, where
f+ gy+ hz+ kyz + · · · = |I+ xD1 + yD2 + zD3|
and all matrices are positive definite. Assume that D1 is diagonal (ri), D2 =
(aij), D3 = (bij). We have
f =
∏
(1 + rix)
g =
∑
i
aiif/(1 + rix)
h =
∑
j
bjjf/(1 + rjx)
k =
∑
i6=j
∣∣∣∣aii bijaij bjj
∣∣∣∣ f(1 + rix)(1 + rjx)
gh− fk = f2
∑
i
aiibii
(1 + rix)2
+
∑
i6=j
aijbij
(1 + rix)(1 + rjx)

Since D1,D2,D3 are positive definite, their diagonals are positive, so (gh −
fk)/f2 lies in the lower half plane by Lemma 21.29. Lemma 21.53 implies that
f2
H
∼ gh− fk, and therefore gh− fk is stable.
Corollary 21.65. If f, g,h, k are as above, and 0 < α 6 1 then
∣∣αf g
h k
∣∣ is stable.
Proof. The above computation shows that
gh− αfk = gh− fk + (1 − α)fk = f2
(∑ aibi
(1 + rix)2
+ (1 − α)
k
f
)
From Lemma 21.53we know that if we evaluate at a point in the first quadrant
then all the terms lie in the lower half plane.
We can slightly improve Lemma 21.62.
Corollary 21.66. If f ∈ Ppos and 0 < α 6 1 then ∣∣αf f′
f′ f′′
∣∣ is stable.
Proof. Applying the calculations of the lemma to
f(x+ y+ z) = f(x) + f ′(x)y+ f ′(x)z + f ′′(x)yz/2 + · · · ∈ Ppos3
shows that (α/2)ff ′′ − f ′f ′ is stable.
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Newton’s inequality says that a certain determinant is positive. If we intro-
duce a second variable, this becomes a statement that a polynomial is stable.
The first part follows from Lemma 21.64.
Lemma 21.67. If f =
∑
fi(x)y
i is in P
pos
2 then
f20
H
∼ f21 − f0f2 inH1
f0 f1
H
∼ f21 − f0f2 inH1
f20
H
∼ x(f21 − f0f2) inH1
f0 f1
H
∼ x(f21 − f0f2) inH1
In particular, f21 − f0f2 is (weakly) stable, and all coefficients are non-negative.
Proof. We compute f21 − f0f2 using the determinant representation for f. So,
assume that f = |I + xD1 + yD2|. We may assume that D1 is diagonal, D1 =
diag(ri), and that D2 = (dij). Then
f0(x) =
∏
i
(1 + rix)
f1(x) =
∑
i
dii
f0
1 + rix
f2(x) =
∑
i<j
∣∣∣∣dii dijdij djj
∣∣∣∣ f0(1 + rix)(1 + rjx)
f21 − f0f2 =
∑
i
d2ii
f20
(1 + xri)2
+
∑
i<j
(d2ij + diidjj)
f20
(1 + xri)(1 + xrj)
f21 − f0f2
f20
=
∑
i
d2ii
(1 + xri)2
+
∑
i<j
(d2ij + diidjj)
(1 + xri)(1 + xrj)
Now the diagonal entries of a positive definite matrix are positive, so all the
coefficients of the expansion of f21−f0f2 are positive. Consequently, evaluation
at a point in the closed first quadrant yields a point in the open lower half
plane, which establishes the first part.
For the second interlacing we have
f21 − f0f2
f0 f1
=
f0
f1
∑
i
d2ii
(1 + xri)2
+
∑
i<j
(d2ij + diidjj)
(1 + xri)(1 + xrj)

When we evaluate a point in the closed first quadrant, f0/f1 is in the first
quadrant, and the part in the parentheses is in the lower half plane. Conse-
quently, their product lies in an open half plane P (the rotation of the lower
half plane by the argument of the point) which misses the negative real axis.
Since f21 − f0f2 is stable, all of its coefficients have the same sign. If we
let x = 0 then this is positive, by Newton’s inequality for f(0,y). Since the
constant term is positive, all terms are positive.
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When we introduce the factor of x, then the sum in parentheses for
x(f21 − f0f2)/f
2
0 lies in the right half plane by lemma 21.29. The case where
the denominator is f0f1 yields a point in the product of the first quadrant and
right half plane, and so again misses the negative real axis.
If we choose β > 0 then f0(β), f1(β), f2(β) are the first three terms of a
polynomial in Ppos, so we know that f1(β)
2 > 2f0(β) f2(β). This suggests that
we can improve the result above.
Corollary 21.68. If 0 < α < 2 and f, fi are as above then
1. f21 − αf0f2 is stable.
2.
∣∣∣ fk+1 fk+2fk fk+1 ∣∣∣ is stable.
Proof. For the second, we differentiate k times and apply the first part. Using
the notation of the lemma, the first part follows from the identity
f21 − αf0f2
f20
=
∑
i
d2ii
(1 + xri)2
+ α
∑
i<j
d2ij
(1 + rix)(1 + rjx)
+ (2 − α)
∑
i<j
diidjj
(1 + rix)(1 + rjx)
We can use the lemma to construct stable polynomials from polynomials
in Ppos.
Corollary 21.69. If f ∈ Ppos and a,b, c > 0 then af2 + bff ′ + cx(ff ′′ − (f ′)2) is
stable.
Proof. From Lemma 21.67 we know that each of the three terms positive inter-
lace f2, so any positive combination is stable
The next lemma arises from considerations involving the Euler polynomi-
als. Unlike the last lemma, we must look carefully at the terms of the quotient.
Lemma 21.70. If f ∈ Ppos(n) then
Q = x
(
nf2 + (x − 1)2
[
ff ′ + x(ff ′′ − f ′2)
]) ∈ H1
Proof. We show thatQ and f2 interlace positively. First,
Q/f2 = x
(
n + (x− 1)(f ′/f) + x
[
ff ′′ − f ′2
]
/f2
)
.
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If f =
∏
(x + ri) where all ri are positive then
f ′
f
=
n∑
i=1
1
x+ ri
f ′2 − ff ′′
f2
=
n∑
i=1
1
(x + ri)2
Thus the quotient satisfies
Q/f2 = x
(
n+ (x− 1)
∑ 1
x + ri
− x
∑ 1
(x+ ri)2
)
= x
∑(
1 +
x − 1
x+ ri
−
x
(x+ ri)2
)
=
∑ xri(1 + ri + x)
(x+ ri)2
If we substitute α+ βı for x then
xri(1 + ri + x)
(x+ ri)2
=
ri
(
β4 +
(
2α2 + 3riα+ α+ ri(ri + 2)
)
β2 + α(ri + α)
2(ri + α+ 1)
)
|ri + α|2
Thus, the sum is in the first quadrant if α+ βı is in the first quadrant.
21.9 Linear transformations
Linear transformations preserve linearity, so the following is immediate.
Lemma 21.71. If T : H1 −→ H1 preserves degree and the sign of the leading coeffi-
cient then T preserves interlacing and positive interlacing.
Lemma 21.72. If f, g ∈ H1 then f ∗ g ∈ H1.
Proof. If f ∈ Ppos then the method of generating functions shows that the
Hadamard product maps Ppos × H1 −→ H1. However, we need a different
approach when f 6∈ Ppos. There does not appear to be a direct way to do this.
We follow [66]: convert to U1, take Hadamard products there, and use the fact
that f⋖g and h⋖k implies f ∗ h⋖g ∗ k.
Lemma 21.73. If T : xn −→ 〈x〉n then T mapsH1 toH1 andH1(C) toH1(C).
Proof. It suffices to show that T mapsH1(C) to itself; we proceed by induction.
So assume that f ∈ H1(C) and T(f) ∈ H1(C). If a ∈ RHP then will show that
T(x+ a)f
H
∼ T(f) which implies that T(x+ a)f ∈ H1(C). From (7.7.1) we know
that
T(x + a)f = (x + a) T(f) + T(xf ′).
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If σ ∈ QI then
T(x + a)f
T(f)
(σ) = (σ+ a) +
T(xf ′)
T(f)
(σ)
Now T(xf ′) H∼ T(f) so T(xf
′)
T(f)
(σ) is inC\(0,∞). Thus T(x+a)f
T(f)
(σ) is in C\(0,∞)
and the lemma is proved.
Lemma 21.74. If T : xn −→ (x)n then T−1 mapsH1 toH1 andH1(C) toH1(C).
Proof. We proceed as above. Let S = T−1. From (7.6.1) we have
S(x + a)f = (x+ a)S(f) + x
(
S(f)
) ′
To show S(x+ a)f
H
∼ S(f) we choose σ ∈ QI and then
S(x+ a)f
S(f)
(σ) = (σ+ a) + σ
(
S(f)
) ′
S(f)
(σ) (21.9.1)
Since S(f) ∈ H1(C) by induction and S(f)⋖
(
S(f)
) ′
we have
(
S(f)
) ′
/S(f) (σ) ∈
RHP and therefor (21.9.1) ∈ RHP + RHP× RHP = C \ (0,∞).
Lemma 21.75. If T : xn 7→
{
xn/2 n even
0 n odd
then T : H1 −→ Ppos.
Proof. If f ∈ H1 has degree n and we write f(x) = fe(x2) + xfo(x2) then
ın(fe(−x
2) + (−ıx)fo(−x
2)) ∈ I
Thus, fe and fo are in P, and so T(f) = fe since all coefficients are positive.
The Charlier polynomials are defined by
Cα−1 = 0 C
α
0 = 1
Cαn+1(x) = (x − n − α)C
α
n(x) − αnC
α
n−1(x)
Lemma 21.76. If α ∈ RHP and T : xn 7→ Cαn then T−1 mapsH1(C) toH1(C), and
H1 toH1.
Proof. We proceed as with the rising and falling factorials. We show by induc-
tion that for a ∈ RHP we have that T−1(x+a)f H∼ T−1(f). From the recurrence
T−1(x + a)f = (x + α+ a)T−1f + (x+ α)
(
T−1(f)
)
we choose σ ∈ RHP and consider the quotient
T−1(x + a)f
T−1(f)
(σ) = (σ+ α+ a) + (σ+ a)
(
T−1(f)
) ′
T−1(f)
(σ)
We see that the quotient lies in RHP + RHP×RHP ⊂ C \ (0,∞) since a,α and
σ are all in RHP.
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If we have two mutually interlacing sequences then the sum of products
in reverse order is in P (See p. 66.). If we use the original order we get a stable
polynomial.
Lemma 21.77. Suppose that f1, f2, · · · , fn and g1, g2, · · · , gn are two sequences of
mutually interlacing polynomials in Ppos. Then
f1g1 + f2g2 + · · ·+ fngn ∈ H1
Proof. If 1 6 k 6 n then f1≪ fk and g1≪gk. If σ is in the closed first quadrant
then fk
f1
(σ) and gk
g1
(σ) are in the open fourth quadrant. Thus fkgk
f1g1
(σ) are in the
open lower half plane. Addition shows that
1
f1g1
n∑
k=1
fkgk is in the open lower half plane
which finishes the proof.
We can apply this lemma to integrate families of interlacing interlacing
polynomials. We also view these results as linear transformations on Psep.
Lemma 21.78. If f, g ∈ Psep then
∫ 1
0
f(x+ t)g(x+ t)dt is stable.
Proof. The proof is the same as Lemma 8.60, except we use the preceding
lemma instead of Lemma 3.16.
Corollary 21.79. If f ∈ Psep then
∫ 1
0
et f(x+ t)dt is stable.
Proof. Apply the lemma to ex and f, and then factor out ex from the result.
Example 21.80. If we take f ∈ Psep then we see that ∫10 f(x+ t)2 dt is stable. In
particular, ∫ 1
0
(〈x〉n)2 dt is stable.
Lemma 21.81. If f ∈ H1 then
∫ 1
0
f(x + t)dt ∈ H1.
Proof. Suppose deg(f) = n, let g(x) = ınf(−ıx), and h(x) =
∫1
0 f(x + t)dt.
Since g(x) ∈ I we have from Lemma 20.59∫ 1
0
g(x+ ıt)dt ∈ I and therefore
∫ 1
0
ınf(−ıx+ t)dt ∈ I.
The last integral is ınh(−ıx), so h ∈ H1.
It is surprising that we do not need to make any other assumptions about
f in order that the difference is stable.
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Corollary 21.82. If f ∈ H1 then ∆(f) = f(x+ 1) − f(x) ∈ H1.
Proof. Since f ′ ∈ H1 we have
f(x+ 1) − f(x) =
∫ 1
0
f(x+ t)′ dt ∈ H1.
Example 21.83. Here’s a simple example. We know that xn ∈ H1, and the
roots of ∆xn = (x + 1)n − xn are
−
1
2
− ı
sin 2πk
n
−2 + 2 cos 2πk
n
k = 1, . . . ,n
They all lie in the open left half plane, so ∆xn ∈ H1.
21.10 The totally stable matrix conjecture
Recall that if f(x) =
∑
aix
i is in Ppos then the matrix
a0 a1 a2 a3 a4 a5 a6 . . .
0 a0 a1 a2 a3 a4 a5 . . .
0 0 a0 a1 a2 a3 a4 . . .
0 0 0 a0 a1 a2 a3 . . .
...
...
. . .
. . .
. . .
 (21.10.1)
is totally positive. This means that all minors are non-negative. Now, assume
that f(x,y) =
∑
fi(x)y
i and form the matrix
ϕ(f)(x,y) =

f0 f1 f2 f3 f4 f5 f6 . . .
0 f0 f1 f2 f3 f4 f5 . . .
0 0 f0 f1 f2 f3 f4 . . .
0 0 0 f0 f1 f2 f3 . . .
...
...
. . .
. . .
. . .
 . (21.10.2)
If f ∈ Ppos2 and α > 0 we know that f(α,y) ∈ Ppos, so all minors of
ϕ(f)(α,y) are positive. Now, whenever we have a polynomial that is posi-
tive for x > 0 we should consider whether it is stable. Empirical evidence
suggests the following:
Conjecture 21.84 (The totally stable matrix conjecture). If f(x,y) ∈ Ppos2 then all
minors of the matrix (21.10.2) are stable.
Here’s a simple consequence:
Lemma 21.85. If f ∈ Ppos2 and all minors of ϕ(f) are stable, then all minors have
non-negative coefficients.
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Proof. If g(x) is a minor then since g is stable we know that all coefficients
have the same sign. If we set x = α > 0 then the matrix ϕ(f(α,y)) is just
the matrix of a one variable polynomial in Ppos and we know that all of its
minors are non-negative. Thus, g(α) is non-negative for all positive α. Since
all coefficients are the same sign they are positive.
Example 21.86. For a simple example, consider ϕ(1 + x+ y)4 =

(1 + x)4 4(1 + x)3 6(1+ x)2 4(1 + x) 1 0 . . .
0 (1 + x)4 4(1+ x)3 6(1 + x)2 4(1+ x) 1 . . .
0 0 (1 + x)4 4(1 + x)3 6(1 + x)2 4(1 + x) . . .
0 0 0 (1 + x)4 4(1 + x)3 6(1 + x)2 . . .
...
...
. . .
. . .
. . .
 .
Every minor is a power of (1 + x) times a minor of the coefficients, which we
know to be positive, so all minors are stable.
Example 21.87. Lemma 21.67 shows that the 2 by 2 determinants
∣∣∣ fk fk+1fk+1 fk+2 ∣∣∣
are stable.
Example 21.88. If f(x) ∈ Ppos then f(x + y) ∈ Ppos2 , and the entries of the
matrix come from the Taylor series.
ϕ(f(x + a)) =

f f(1) f(2)/2! f(3)/3! f(4)/4! f(5)/5! f(6)/6! . . .
0 f f(1)/1! f(2)/2! f(3)/3! f(4)/4! f(5)/5! . . .
0 0 f f(1)/1! f(2)/2! f(3)/3! f(4)/4! . . .
0 0 0 f f(1)/1! f(2)/2! f(3)/3! . . .
...
...
. . .
. . .
. . .
 .
We know that some of the two by two determinants are stable. For example,∣∣∣∣f(3)/3! f(4)/4!f(4)/4! f(5)/5!
∣∣∣∣ = 14!4!(45gg ′′ − g ′g ′)
where g = f(3). Since 4/5 < 1 Corollary 21.66 applies to show that it is stable.
Remark 21.89. If f =
∑
aix
i is a stable polynomial then fe⋖ fo. Proposi-
tion 3.22 therefore implies that
a0 a2 a4 · · ·
0 a1 a3 a5 · · ·
0 0 a0 a2 a4 · · ·
0 0 0 a1 a3 a5 · · ·
. . .
. . .
. . .

is totally positive. This matrix is known as the Hurwitz matrix [7].
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Earlier (See p. 300.) we saw that the matrix of coefficients of a polynomial
in P
pos
2 is totally positive2, but there are examples where some three by three
determinants are negative. However, there is a surprising conjecture that is
not fazed by this fact.
Conjecture 21.90. If D1,D2,D3 are positive definite matrices and M is the matrix
of coefficients of y, z of |I + xD1 + yD2 + zD3| then all minors of M are stable
polynomials in x.
For example, if we use the same example with a particular choice forD1
M =
1 0 00 1 0
0 0 1
+ x
0 0 00 1 0
0 0 0
+ y
13 9 79 7 5
7 5 4
+ z
5 7 87 11 12
8 12 14

then the coefficient matrix is a 4 by 4 matrix, and the non-constant 3 by 3
minors are −1620x3 − 7560x2 − 4884x+ 1760 −1080x2 − 3512x− 4544 −768x− 4096−1080x2 − 3496x− 3376 −720x− 1312
−744x− 2728

All entries are stable polynomials. Note that if we substitute zero for xwe get
the example on page 300.
21.11 Determinants of Hankel matrices
If p1,p2, . . . is a sequence of polynomials then the d by d Hankel matrix (See
p. 294.) of this sequence is
H({pi};d) =

p1 p2 p3 . . . pd
p2 p3 p4 . . . pd+1
p3 p4 p5 . . . pd+2
...
...
...
. . .
...
pd pd+1 pd+2 . . . p2d

In this section we study properties of Hankel matrices. This includes the kind
of polynomial (all real roots, stable, etc.), the sign of the coefficients, and in-
terlacing properties.
A polynomial sequence {pn(x)}n>0 is called q-log-concave if all coefficients
of
pn pn+2 − p
2
n+1 =
∣∣∣∣ pn pn+1pn+1 pn+2
∣∣∣∣ = H[{pn,pn+1,pn+2}; 2]
are positive for n > 0. If all coefficients are negative it is q-log-convex [118].
A stronger condition is that the polynomial p2n+1 − pn pn+2 is stable. For
instance, Lemma 21.67 shows that the coefficients of a polynomial in P
pos
2 are
q-log-convex.
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Lemma 21.91. If Bn is the Bell polynomial then Bn+2Bn − B
2
n+1 is weakly stable
with positive leading coefficient. In particular, it is q-log-convex.
Proof. The Bell polynomials satisfy the recurrence Bn+1 = x(Bn + B
′
n), and
therefore
Bn+2Bn − B
2
n+1 = x
(
B2n + BnB
′
n + x(BnB
′′
n − B
′2
n )
)
Since Bn ∈ Ppos it follows from Corollary 21.69 that this is inH1.
In addition, we have shown that B2n
H
∼ BnBn+2 − B2n+1.
Lemma 21.92. IfAn is the Euler polynomial thenAn+2An−A
2
n+1 is weakly stable
with positive coefficients.
Proof. The Euler polynomial satisfies the recurrence
An+1 = x((n + 1)An + (1 − x)A
′
n)
and so substitution yields
An+2An −A
2
n+1 = x
(
(1 + n)A2n + (x− 1)
2
[
AnA
′
n + x(AnA
′′
n − (A
′
n)
2
])
This sum is the same as the sum in Lemma 21.70, except that it has n + 1 in
place of n. This only adds a point in the first quadrant to the quotient, so we
conclude thatAn+2An−A
2
n+1 is stable. The value at 0 is known to be positive
[118], so all terms are positive. Since An has 0 for a root, we only get weakly
stable.
The following general result is easy, since everything factors. The work is
finding the constant.
Lemma 21.93. If n and d are positive then |H[{〈x〉n, 〈x〉n+1, . . . };d]| is in P.
Proof. We first prove the result for d = 3. If n = 1 and d = 3 then the matrix is x x(x + 1) x(x + 1)(x+ 2)x(x+ 1) x(x + 1)(x+ 2) x(x + 1)(x+ 2)(x+ 3)
x(x+ 1)(x+ 2) x(x + 1)(x+ 2)(x+ 3) x(x + 1)(x+ 2)(x+ 3)(x+ 4)

with determinant
2x3(x+ 1)2(x+ 2)
If we let fn(x) be the determinant of H[{〈x〉n, 〈x〉n+1, . . . }; 3] then it is easy to
see that
fn(x) = 〈x〉n 〈x〉n+1 〈x〉n+2×∣∣∣∣∣∣
1 1 1
x+ n x+ n + 1 x+ n + 2
(x+ n)(x+ n+ 1) (x + n+ 1)(x+ n + 2) (x+ n + 2)(x+ n+ 3)
∣∣∣∣∣∣
= 2〈x〉n 〈x〉n+1 〈x〉n+2
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In general, the answer is
(d − 1)!(d − 2)! · · · 1! 〈x〉n〈x〉n+1 · · · 〈x〉n+d−1
It’s easy to find the polynomial factors. If we remove them and replace x + n
by ywe are left with ∣∣∣∣∣∣∣∣∣
1 . . . 1〈
y
〉
1
〈
y+ d− 1
〉
1
...
...〈
y
〉
d−1
. . .
〈
y+ d− 1
〉
d−1
∣∣∣∣∣∣∣∣∣
From [108] we see that this equals the Vandermonde determinant∣∣∣∣∣∣∣∣∣
1 . . . 1
y y+ d − 1
...
...
yd . . . (y+ d − 1)d−1
∣∣∣∣∣∣∣∣∣
which equals ∏
0<i<j<d
(
[y+ j] − [y+ i]
)
=
∏
0<i<j<d
(j− i)
and this is precisely (d − 1)! · · · 1!.
Example 21.94. The Chebyshev T polynomials have trivial Hankel determi-
nants. First of all,∣∣∣∣ Tn Tn+1Tn+1 Tn+2
∣∣∣∣ = ∣∣∣∣ Tn Tn+12xTn − Tn−1 2xTn+1 − Tn
∣∣∣∣ = ∣∣∣∣Tn−1 TnTn Tn+1
∣∣∣∣
Continuing, we find they are all equal to x2 − 1. Thus, all the Hankel matrices
H[{Tn}; 2] are equal to x
2 − 1, so they all have all real roots.
Since Tn+1 = 2xTn − Tn−1 has coefficients that do not depend on n, all the
higher Hankel determinants are zero.
We end this section with some empirical results about the Hankel determi-
nants of the form H({pn};d]. “cpx” means roots in all quadrants, andXmeans
it has been proved.
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Family d Kind of polynomial Sign of coefficients
Bell 2 stableX positive X
> 3 cpx positive
Euler 2 stableX positive X
> 3 cpx positive
Narayana 2 stable positive
3 stable positive
> 3 cpx positive
Laguerre 2 stable negative
3 stable negative
4 stable positive
n stable (−1)(
n
2 )
21.12 Constructing stable polynomials
We construct matrices whose determinant is a stable polynomial. Recall that
a matrix A is called skew-symmetric if AT = −A. If A is skew-symmetric then
1. The eigenvalues of A are purely imaginary.
2. IfD is positive definite, then the eigenvalues ofA−D have negative real
part.
Using the latter property, and the fact that f(x) ∈ H1 if and only if
ınf(−ıx) ∈ I(n) we have we have
Lemma 21.95. If D1, . . . are positive definite, S is symmetric, and A is skew-
symmetric then
1.
∣∣I+ x1D1 + · · · + xdDd + ıS∣∣ ∈ H1(C)
2.
∣∣I+ xD1 + · · ·+ xdDd +A∣∣ ∈ Hd
For example, the determinant of(
1 0
0 1
)
+ x
(
1 0
0 2
)
+ y
(
3 1
1 2
)
+
(
0 1
−1 0
)
is inH2 and equals
2x2 + 8yx+ 3x+ 5y2 + 5y+ 2.
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Remark 21.96. It’s easy to construct a determinant representation α|I+xD+A|
of f ∈ H1, where α > 0. Factoring f, it suffices to show this for polynomials of
degree one and two - the general case follows by taking direct sums.
x+ a = a |(1) + x (1/a) + (0)|
(x+ a)2 + b2 = a2
∣∣∣∣(1 00 1
)
+ x
(
1/a 0
0 1/a
)
+
(
0 b/a
−b/a 0
)∣∣∣∣
Example 21.97. A special case of the matrix xI+D+A is the Jacobi-like matrix
x+ a1 b1 0 0 0 0 . . .
−b1 x+ a1 s1 0 0 0 . . .
0 −s1 x+ a2 b2 0 0 . . .
0 0 −b2 x+ a2 s2 0 . . .
0 0 0 −s2 x+ a3 b3
0 0 0 0 −b3 x+ a3
...
...
...
...
. . .
. . .

whose determinant is stable. The determinant of the submatrix consisting of
the first n rows and columns is an n’th degree polynomial pn. The recurrence
relations for pn are
p2k = (x+ ak)p2k−1 + b
2
k p2k−2
p2k+1 = (x+ ak+1)p2k + s
2
k p2k−1
If all the ai are positive then we know from the Lemma above that all pk are
stable ; this also follows from the recurrence of Corollary 21.27. Moreover, the
corollary shows that they interlace.
If a polynomial f(x) is in Ppos then all its roots are negative, so f(x2) has
purely imaginary roots. There is a similar result for P
pos
2 .
Lemma 21.98. If f(x,y) ∈ Ppos2 then f(x, x2) ∈ H1.
Proof. Since f has real coefficients it suffices to show that f(σ,σ2) 6= 0 where
σ is in the first quadrant. If so, then σ2 is in the upper half plane, and hence
f(σ,σ2) 6= 0 since f ∈ U2.
Alternatively, this is a consequence of the next lemma.
Lemma 21.99. IfD1 andD2 are positive definite then |I+ xD1 + x
2D2| is stable.
Proof. If σ = a+ bı is in the first quadrant then∣∣I+ σD1 + σ2D2∣∣ = ∣∣(I + aD1 + (a2 − b2)D2) + ı(bD1 + 2abD2)∣∣
The coefficient of ı is positive definite, so the determinant is non-zero.
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21.13 Stable matrix polynomials
Ahyperbolic matrix polynomialM is determined by the properties of the fam-
ily of polynomials vtMv. If we posit that all the quadratic forms are stable we
get stable matrix polynomials.
Definition 21.100. An n by n matrix polynomial M is stable if vtMv is stable
for all non-zero v ∈ Rn, and the leading coefficient is positive definite.
Most properties of hyperbolic matrix polynomials carry over to stable ma-
trix polynomials. For instance, we define
M1
H←− M2 iff vtM1 v H←− vtM2v ∀v ∈ Rn \ 0
M1
H
∼ M2 iff vtM1 v
H
∼ vtM2v ∀v ∈ Rn \ 0
The following lemma is easily proved using properties of stable polyno-
mials.
Lemma 21.101. Suppose that f, g,h are stable matrix polynomials, and k ∈ H1.
1. All elements of Hyppos1 are stable matrix polynomials.
2. f
H←− g iff f+ σg is a stable matrix polynomial for all σ ∈ RHP.
3. If f
H←− g and f H←− h then f H←− g+h. In particular, g+h is a stable matrix
polynomial.
4. If f
H←− g H←− h then f+ h H←− g.
5. fk is a stable matrix polynomial.
6. If all ai are positive then (a1x1 + · · ·adxd + b)f H←− f.
7. If the i-th diagonal element of f is fi, and of g is gi then f≪g implies fi≪gi.
8. df
dx
is a stable matrix polynomial.
9. f
H←− df
dx
10. If f
H←− g then df
dx
H←− dg
dx
We can construct stable matrix polynomials using positive interlacing. We
start with the data
positive real numbers a1,b1, . . . ,an,bn
positive definite matrices m1, · · · ,mn
We claim that
M(x) =
n∑
k=1
mk
∏
i6=k
(x + ai)
2 + b2i
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is a stable matrix polynomial. In order to verify this we first define
g(x) =
∏
i
(x + ai)
2 + b2i
and we know that
g(x)
H←− g(x)
(x+ ak)2 + b
2
k
=
∏
i6=k
(x+ ai)
2 + b2i.
Next,
vtMv =
∑
k
(vtmk v)
g(x)
(x + ak)2 + b
2
k
Since vtmkv is positive, it follows that g
H←− vtMv since each of the terms
positively interlaces g(x), and positive interlacing is closed under positive lin-
ear combinations.
More generally, we can also construct stable matrix polynomials using
common interlacing.
Lemma 21.102. If f1, . . . , fr have a common interlacing in H1 and m1, . . . ,mr are
positive definite matrices then
f1m1 + · · ·+ frmr is a stable matrix polynomial.
Proof. The leading coefficient is a positive linear combination of positive defi-
nite matrices and so is positive definite. If g
H←− fi then
vt g v = (vtv)g
H←− (vtmi v)fi = vt fimi v
and therefore
vt g v
H←− vt (f1m1 + · · ·+ frmr) v.
A quadratic polynomial is stable if all its coefficients are positive. The
analogous result holds for matrix polynomials.
Lemma 21.103. If M1,M2,M3 are positive definite matrices then the matrix poly-
nomial M1 + xM2 + x
2M3 is a stable matrix polynomial, and its determinant is
stable.
Proof. Wemust verify that vt(M1+xM2+x
2M3)v is stable for all non-zero v ∈
Rµ. Now all the coefficients of (vtM1v) + x(vtM2v) + x2(vtM3v) are positive
since theMi are positive definite, and , so this is a stable polynomial.
If λ is a root of
∣∣M1 + xM2 + x2M3∣∣ then λ 6= 0 since M1 has positive
determinant. There is a non-zero vector v in Cµ such that
(M1 + λM2 + λ
2M3)v = 0
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Recall that if v∗ is the conjugate transpose, then v∗Mv > 0 for non-zero v and
positive definiteM. Multiplying on the left by v∗ yields
(v∗M1 v) + λ(v∗M2 v) + λ2(v∗M3 v) = 0
Since this is a quadratic with positive coefficients, it is a stable polynomial,
and so λ lies in the left half plane.
Surprisingly, powers such as (xI+A)d are generally not stable matrix poly-
nomials. We do have
Lemma 21.104. If A is positive definite, and B is positive semi-definite then (xI +
A)2 + B is a stable matrix polynomial, and generally not hyperbolic.
Proof. First take B = 0. If v ∈ Rµ is non-zero then all coefficients of
x2(vt v) + x(2vtAv) + (vtA2 v)
are positive, so (xI + A)2 is a stable matrix polynomial. Next, we show that
the discriminant 4((vtAv)2−(vt v)(vtA2 v)) is never positive. Define an inner
product < v,w >= vtw. Then
(vtAv)2 − (vt v)(vtA2 v) =< v,Av >2 − < v, v >< Av,Av > 6 0
by the Cauchy-Schwartz inequality. If B is positive semi-definite then the dis-
criminant is
4((vtAv)2 − (vt v)(vtA2 v)) − 4(vt v)(vt Bv)
which is still non-positive.
There is a similar result for cubics, but we need a condition on the eigen-
values to get stability.
Lemma 21.105. Suppose A is a positive definite matrix with minimum and maxi-
mum eigenvalues λmin and λmax. If
λmax
λmin
6 9 then (xI + A)3 is a stable matrix
polynomial.
Proof. We need to show that if v is any non-zero vector then
x3(vt v) + x2(3vtAv) + x(3vtA2 v) + (vtA3 v)
is stable. Since all the coefficients are positive, by Lemma 21.38 this is the case
precisely when
(3vtAv)(3vtA2 v)
(vt v)(vtA3 v)
> 1
Now this is equivalent to
(vtAv)
(vt v)
× (v
tA2 v)
(vtA3 v)
>
1
9
The first factor lies in [λmin, λmax], and the second lies in [1/λmax, 1/λmin],
so their product lies in
[
λmin
λmax
, λmax
λmin
]
. By hypothesis λmin/λmax > 1/9, so the
proof is complete.
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The ratio λmax/λmin is known as the condition number of A, so we could
restate the hypothesis to say that the condition number is at most 9.
CHAPTER
22
-
Transformations in the complex
plane
In this chapter we are interested in polynomials whose roots might be com-
plex. If S is a region in the complex plane, then PS means all polynomials
whose roots all lie in S. We will give some examples of linear transformations
T and regions I, J such that T : PI −→ PJ.
It is difficult to describe the behavior of a transformation on all polyno-
mials, so we sometimes restrict ourselves to a special subset of polynomials.
Define the function φ : C 7→ PC(n) by z 7→ (x− z)n. Given a transformation T
we are interested in determining the image T φ. In the best case we can find a
a simple function φ′ so that the diagram commutes:
C
φ′
φ:z7→(x−z)n
PC(n)
T
PC(n)
(22.0.1)
Given a set P of polynomials we are also interested in all the roots of poly-
nomials in P. We extend the meaning of roots(f) to a set of polynomials.
Define
roots(P) = {ζ ∈ C | ∃f ∈ P ∧ f(ζ) = 0}
If S is a region in C, and T is a transformation, then since φS ⊂ PS we know
that
roots( T(φS) ) ⊆ roots( T(PS) ). (22.0.2)
We are interested in situations when (22.0.2) is an equality. See Question 205.
We generalize the Hermite-Biehler theorem that characterizes polynomials
whose roots are in the lower half plane in terms of interlacing properties of
their real and imaginary parts.
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The closed disk of radius r centered at σ is ∆(σ, r); the unit disk is ∆, and
the boundary of the unit disk is the unit circle ∂∆.
22.1 The derivative and interlacing
We recall the Gauss-Lucas theorem and prove a converse.
The fundamental result about the derivative is the the Gauss-Lucas theo-
rem which states that the roots of the derivative of f lie in the convex hull of
the roots of f. It follows that
Theorem 22.1. If S is a convex subset of C then the linear transformation f 7→ f ′
maps PS to itself.
The converse is also true.
Proposition 22.2. If T is a linear transformation with the property that T : PS −→
PS for all convex regions S, then Tf is a multiple of some derivative.
Proof. We first choose S to be the single point 0. It follows that T(xn) = anx
en ,
since T(xn) can only have 0 as a root. Ignoring the trivial case, there is some
non-zero ak. Let s be the smallest integer so that as 6= 0. Next, consider
S = {−1}. Since (x+ 1)s ∈ PS and T(x + 1)s = asxes , it follows that es = 0.
Consider S = {−λ}. The only members of PS are multiples of powers of
(x + λ). We compute T(x+ λ)r in two ways:
T(x + λ)r = βr(x + λ)
mr = βr
mr∑
j=0
(
mr
j
)
xjλmr−j
=
r∑
k=0
(
r
k
)
T(xk)λr−k =
r∑
k=0
(
r
k
)
akx
ekλr−k
Since these are identities in λ that hold for infinitely many values of λ, the
coefficients of powers of λmust be equal. From consideration of the coefficient
of λr−k we find (
r
k
)
akx
ek = βr
(
mr
mr − r+ k
)
xmr−r+k (22.1.1)
Choosing k = s shows that βr 6= 0 for r > s. Consequently, ak 6= 0 for
k > s. Substituting r = k shows that βr = ar. If we take r > s then comparing
exponents shows that ek = mr − r + k. It follows from this that ek = k − c
for some constant c, and k > s. Since we know that es = 0, it follows that
T(xk) = akx
k−s for k > s and is 0 for k < s. In addition, mr = r − s.
Substituting this into (22.1.1) yields
ar =
{
as
s!
r!
(r−s)! r > s
0 r < s
which implies that T(xr) = asDsxr, as promised.
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Every point of S is a root of a derivative of a polynomial supported on the
boundary.
Lemma 22.3. If S is a convex region of C, and D is the derivative, then
roots( D( P∂S ) ) = S.
Proof. If σ, τ ∈ ∂S then f(x) = (x−σ)(x− τ) ∈ P∂S. Since f ′ = 2x− (σ+ τ), we
see that 12 (σ + τ) ∈ roots(DP∂S). Since S is convex, the set of all midpoints of
pairs of vertices on the boundary equals all of S.
22.2 Properties of algebraic Interlacing
In this section we consider some questions about the location of the roots of
algebraic interlacing polynomials.
Definition 22.4. Suppose f(z) = σ(z− r1) · · · (z− rn). We say that f 2 g if and
only if we can write
g(z) = f(z)
(
ρ1
x − r1
+ · · ·+ ρ1
x− r1
)
where ρ1, . . . , ρn are all real and non-negative.
It is immediate from this definition that if f, g ∈ P then f⋖g iff f 2 g. For
any f we have that f 2 f ′, since we know
f ′(x) = f(x)
(
1
x− r1
+ · · · + 1
x− rn
)
.
The Gauss-Lucas property holds for this definition of interlacing, and the
proof is nearly the same, see [121, Theorem 6.1’].
Lemma 22.5. Suppose that S is a convex region, and f ∈ P∂S. If f 2 g then g ∈ PS.
We now extend the Gauss-Lucas Theorem by showing that every possible
point is a root of some interlacing polynomial. LetHull(ζ1, . . . , ζn) denote the
convex hull of the points (ζ1, . . . , ζn). If these points are the roots of f, then we
write Hull(f) = Hull(ζ1, . . . , ζn).
Proposition 22.6. If f is any polynomial, then every point in Hull(f) is a root of
some g where f 2 g. Consequently,
Hull(f) = roots( {g | f 2 g} )
Proof. lemma 22.5 shows that roots( {g | f 2 g} ) ⊆ Hull(f). Let ζ =
{ζ1, . . . , ζn} be the roots of f. We first show that if 0 ∈ Hull(f) then 0 ∈
roots( {g | f 2 g} ). For β = (β1, . . . ,βn) we define
fβ =
n∑
k=1
βk
f
x− ζk
(22.2.1)
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The requirement that fβ(0) = 0 implies that
0 = ±ζ1 · · · ζn
(
β1
ζ1
+ · · ·+ βn
ζn
)
Thus, it suffices to see that 0 is in the convex hull of {1/ζ1, . . . , 1/ζn}, which is
clear, since 0 is in the convex hull of {ζ1, . . . , ζn}.
Choose α in the convex hull of f. Define the Blaschke (see last section)
transformation
T : z 7→ z− α
1 − αz
Consider fβ(z) and the transformed polynomial gβ(z) = (1 − αz)
nfβ(T z). If
β is chosen so that gβ(0) = 0 then fβ(α) = 0. So, we need to know that if
α is in the convex hull of the ζi then 0 is in the convex hull of Tζi. But since
α ∈ Hull(f) there are γi so that
α =
∑
γiζi
and so
0 = T(α) =
∑
γi T(zi)
Thus, 0 is in the hull, and we are done.
This last proposition showed that there are no restrictions on the locations
of roots of polynomials interlacing a given polynomial. However, there are
restrictions on the simultaneous location of all the roots of a given polynomial
interlacing f. Write f(x) = (x − r1) · · · (x− rn), and define
fβ(z) =
∑
βi
f(z)
z − ri
Letting s1, . . . , sn−1 be the roots of fβ, and substituting z = rk we have∏
i
(rk − si) = βk
∏
j6=k
(rk − rj)
and since βk is positive we have∑
i
arg(rk − si) =
∑
j6=k
arg(rk − rj)
This says that the sum of the angles (mod 2π) formed at rk by the roots of fβ
is a fixed quantity. We can therefore derive restrictions such as
The roots of fβ can not satisfy
0 6 arg(rk − si) <
1
n− 1
∑
j6=k
arg(rj − rk) for 1 6 i 6 n − 1
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For example, if n = 3 this restriction becomes:
The angles at a root of f formed by the two roots can not both be
less than half the angle at the vertex.
In the picture below, it follows that fβ has one root in each triangle marked a
(or one each in b, or one each in c). The interior lines are the angle bisectors.
r1 r2
r3
b
c
a
a
c
b
Figure 22.1: Where the roots are.
22.3 The map φ
When we have a formula for T(x − z)n we can use this information to deter-
mine a map φ′ so that (22.0.1) is satisfied. We begin with multiplier transfor-
mations.
Example 22.7. Multiplier transformations have a very simple action in the
complex plane. Suppose that T is a multiplier transformation. We have a
fundamental commutativity diagram that is immediate from the definition of
multiplier:
.
x7→σx
T .
x7→σx
. T .
Lemma 22.8. Suppose that T is a multiplier transformation xk 7→ akxk and
r1, . . . , rn are the roots of T(x − 1)
n. The definition of φ′ below makes (22.0.1) com-
mute.
φ′ : z 7→
∏
k
(x − rkz)
Proof. If z ∈ C, then T(x − z)n(x) = 0 implies that T(x
z
− 1)n(x) = 0. Since
T is a multiplier transformation this is equivalent to T(x − 1)n(x
z
) = 0, which
implies the result.
Example 22.9. If we use the formula (7.10.4) for Laguerre polynomials with
the transformation T(xk) = Lk(x) we get
T(x + y)n = (y+ 1)nT(xn)(
x
y + 1
) (22.3.1)
T
(
x+ y
y+ 1
)n
= T(xn)(
x
y+ 1
)
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and by linearity yields
T
(
f
(
x+ y
y+ 1
))
= T(f)(
x
y+ 1
)
If we substitute α(y+ 1) for x in (22.3.1) then we see that
T(x + y)n (α(y+ 1)) = (y+ 1)nT(xn)(α) = (y+ 1)nLn(α)
and that therefore the roots of T((x − y)n) are given by α(1 − y), where α is a
root of Ln. In particular, it follows that
Lemma 22.10. Suppose T(xn) = Ln(x) has roots r1, . . . , rn. The following defini-
tion of φ′ makes (22.0.1) commute:
φ′ : z 7→
n∏
k=1
( x − ri(1 + z) )
For instance, if α is positive then the roots of T(x+αı)n lie on vertical rays
emanating from the roots of Ln.
Example 22.11. We use the addition formula (22.4.2) for Hermite polynomials
to determine φ′.
Lemma 22.12. Suppose T(xn) = Hn(x) has roots r1, . . . , rn. The following defini-
tion of φ′ makes (22.0.1) commute:
φ′ : z 7→
n∏
k=1
( x − (ri + (1/2)(1 + z)) )
Proof. From the addition formula (22.4.2) with f = (x+ 1)n we have
T(x + 1)n
∣∣
x7→x+y= T∗(x+ 2y+ 1)
n
If we let z = 2y+ 1 then
T(x + 1)n (x− 1/2 + z/2) = T∗(x + z)n
If r is a root of T(x+ 1)n, then x− 1/2+ z/2 = r yields a root of the right hand
side. Thus x = r + 1/2+ z/2.
Example 22.13. Suppose that T(xn) = xnHn(1/x) = H
rev
n (x). We have the fol-
lowing identity that can be derived from the similar identity for the Hermite
polynomial transformation.
T(x+ 2u− 2)n = un T(xn) (
x
u
) (22.3.2)
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Lemma 22.14. Suppose T(xn) = xnHn(1/x) has roots r1, . . . , rn. The following
definition φ′ makes (22.0.1) commute:
φ′ : z 7→
∏
k
(x− rk(1 + z/2) )
Proof. We must show that T(x − z)n =
∏
k (x− rk(1 + z/2) ). The conclusion
follows as before.
22.4 Lines, rays, and sectors
We show that some transformations preserve lines or rays or sectors in the
complex plane.
Lemma 22.15. Suppose T : xn 7→ anxn is a multiplier transformation that maps
Ppos to itself. For any σ ∈ C, we have T : PσR −→ PσR.
Proof. Suppose f(x) =
∏n
1 (x − σri) where ri ∈ R, and let g(x) =
∏
(x − ri).
Then since T is a multiplier transformation
T f(x) = T(f(σx))(x/σ) = T(σng(x))(x/σ) = σnT(g(x))(x/σ)
Since T : P −→ P we know that T(g(x)) ∈ P, and so TF ∈ PσR.
Similarly, the roots of (x− ı − α)n lie on the horizontal lines {ırk + R}.
Here is a very general way of finding linear transformations that preserve
lines.
Proposition 22.16. Suppose f ∈ P̂ . The linear transformation
g 7→ f(σD)g maps Pξ+σR to itself for any ξ ∈ R and σ ∈ C.
Proof. Since f is a limit of polynomials in P, it suffices to prove the result for
linear polynomials. So, choose g ∈ Pξ+σR; it suffices to show that (σD+β)g =
σg ′ +βg is also in Pξ+σR for any β ∈ R. Since d
dx
g(x+γ) = g ′(x+γ), we take
ξ = 0.
If g ∈ PS and we write g(x) = ∏n1 (x− σrk) with ri ∈ R, then
g(σx) = σn
∏
(x− rk).
If we define h(x) = σ−ng(σx) then h ∈ P. Note also that h ′(x) = σ−n+1g ′(σx).
When k(x) = σg ′(x) + βg(x) then
k(σx) = σg ′(σx) + βg(σx) = σn(h ′(x) + βh(x)).
Since h ∈ P, it follows that σnk(σx) ∈ P, and hence the roots of k(x) are real
multiples of σ.
Corollary 22.17. If f(x) ∈ Pα+ıR then f(x+ 1) + f(x− 1) ∈ Pα+ıR.
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Proof. Simply note that
f(x + 1) + f(x − 1) = (eD + e−D)f = 2 cos(ıD)f
and cos(x) ∈ P̂ .
Remark 22.18. This transformation appears in [26], where it is used to show
that certain polynomials have roots whose real part is 1/2.
In the the next two examples the regions are rays and horizontal lines.
Lemma 22.19. Consider T : xk 7→ Hk(x)xn−k acting on P(n). Every polynomial
with roots on a ray in the complex plane based at 2 is mapped by T to a line through
the origin with the same slope.
Proof. Assume that f has all its roots on the line 2 + ασ, where σ ∈ C is fixed,
and α > 0. If we define S(f) = T(f(x − 2)) , then it suffices to determine the
action of S on polynomials with roots on the ray through σ. Since σ−nf(σx))
has all positive roots, the result follows from Lemma 9.60
Lemma 22.20. If T(xk) = Hk(x) then P
R+αı −→ PR+αı/2. In other words, if f(x)
is a polynomial whose roots all have imaginary part αı, then the roots of T(f) all have
imaginary part αı2 .
Proof. The addition formula for Hermite polynomials (7.8.4) implies that
T(xn)(x + y) = T∗(x+ 2y)n
and by linearity
T(f)(x + y) = T∗f(x+ 2y) (22.4.1)
Replacing x + y by x in this equation yields
T(f) = (T∗(f(x+ 2y)) (x− y) (22.4.2)
Equation (22.4.2) implies the following diagram commutes:
PR+αı
T
x7→x+αı
P
T
PR+αı/2 P
x7→x+αı/2
Multiplier transformations preserve sectors because rotation commutes
with such transformations.
Lemma 22.21. Suppose T : xn 7→ anxn maps P to itself and has all positive coeffi-
cients. If S is a sector of angle at most π then T maps PS to itself.
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Proof. Since T preserves interlacing and the sign of the leading coefficient it
maps f + ıg ∈ I to Tf + ıTg ∈ I. If |σ| = 1 is a rotation then T maps P−σH to
itself. Consequently.
T : P−σH∩−H = P−σH ∩ P−H −→ P−σH ∩ P−H = P−σH∩−H
We can choose σ so that −σH ∩ −H is a sector of any desired opening of at
most π. Another rotation to S finishes the proof.
22.5 The set of roots
In this sectionwe look at properties of the set of roots. If we are in the fortunate
situation of (22.0.1) then for any subset S of C we know that
roots( TφS ) = roots(φ′S )
In general we can not describe the behavior so well. We next note that we
can refine Lemma 6.21 as follows:
Lemma 22.22. Suppose that T : P(a,b) −→ P preserves interlacing. Then
roots( T(φ (a,b)) ) = roots( T(P(a,b)) ).
Proof. The proof follows from the proof of Lemma 6.21 and using the continu-
ity of roots.
If ℓn is the largest root of Ln, then from Lemma 22.10
roots( T(φ∆) ) =
⋃
{roots of T(x− z)n | |z| 6 1}
consists of all points in the circle of radius ℓn centered at ℓn. See Figure 22.2
which shows roots( T(φ(∂∆)) ) when n is 5. Since ℓn goes to infinity as n goes
to infinity, the union of all these circles covers the right half plane. This proves
Proposition 22.23. If T(xk) = Lk, then {ℜ(ζ) > 0} ⊆ roots( T(φ∆) ).
In other words, if ℜ(ξ) > 0 then there is a z and positive integer n where
|z| 6 1 such that ξ is a root of T(x − z)n.
22.6 Complex Transformations involving f(x+ ı)
We introduce some transformations that involve complex numbers, and show
that they preserve P because they are other known transformations in dis-
guise.
To begin, define the transformation T(f) = f(x+ i)+f(x− i). If f has all real
coefficients, then T(f) has all real coefficients, since Tf is equal to its conjugate.
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Figure 22.2: Image of the unit circle under Laguerre transformation
Lemma 22.24. The transformation T : f(x) 7→ f(x+ i) + f(x− i) preserves roots.
Proof. Since eaD = f(x + a) it follows that cos(D)f = 12Tf. Since cos(x) is in P̂ ,
cos(D) preserves roots, and thus so does T .
Remark 22.25. More generally, if we use the fact that cos(ax + b) ∈ P̂ we see
that
cos(aD + b)f(x) = 1
2
(
eıbf(x+ ıa) + e−ıbf(x − ıa)
)
is in P. [27]
We can iterate the construction of the following lemma. If we let the num-
ber of terms go to zero then the sum becomes a convolution. See [29].
Lemma 22.26. If a1, . . . ,ar,b1, . . . ,br are real numbers, and f ∈ P, then
1
2r
∑
f(x± a1i± a2i± · · · ± ari)eı(±b1±b2···±br) ∈ P
where the sum is over all 2r choices of ± signs.
Proof. This is cos(a1D + b1) · · · cos(arD + br)f.
We get a similar result using sin instead of cos. The proof is omitted.
Lemma 22.27. The map f(x) 7→ f(x+i)−f(x−i)2i maps P to itself.
Next we look at a variation of the above.
Lemma 22.28. If n is a positive integer and f(x) ∈ P then
f(x) +
n∑
k=−n
f(x+ kı) ∈ P
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Proof. We compute that
f(x) +
n∑
k=−n
f(x + kı) = 2(1+ cos(D) + cos(2D) + · · · + cos(nD)) f(x)
= 2
[
sin((n + 1)x/2)
sin(x/2)
cos(nx/2)
]
(D) f(x)
Now cos(nx/2) is in P̂ , and so is the first factor, since we can write an infinite
product expansion for it, and the factors on the bottom are canceled out by
terms on the top.
Corollary 22.29. If f(x) ∈ P then
∫ 1
−1
f(x+ ıt)dt ∈ P.
Proof. Approximate the integral by the sum
1
2n
(
f(x) +
n∑
k=−n
f(x + ık/n)
)
.
This sum is in P, for we can scale f(x) in the Lemma.
Here is an alternative proof not using sums. If T(f) is the integral in the
Corollary, then
T(xn) =
∫ 1
−1
(x+ ıt)n dt =
1
ı
(
(x+ ı)n+1
n + 1
−
(x− ı)n+1
n+ 1
)
= 2
eıD − e−ıD
2ı
xn+1
n + 1
= 2 sin(D)
∫
xn
Thus T(f) = 2 sin(D)
∫
f. This in in P since
sin(D)
∫
f =
(
sin(x)
x
(D)
)
D(
∫
f) =
(
sin(x)
x
(D)
)
f (22.6.1)
and sin(x)
x
is in P̂ .
Translating and scaling this result gives the following corollary, which will
prove useful when we look at polynomials with complex coefficients (Chap-
ter 20).
Corollary 22.30. If α > 0 and f(x) ∈ P then the all the roots of
∫ 1
0
f(x + αıt)dt
have imaginary part −α/2.
Proof. Observe that∫ 1
0
f(x+ αıt)dt =
1
2
∫ 2
0
f(f + αıt/2)dt =
1
2
∫ 1
−1
f([x− αı/2] + αıt/2)dt
Since the last integral has all real roots, the roots of the first integral have
imaginary part −α/2.
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22.7 The Hermite-Biehler problem
This section is concerned with determining how many roots of a polynomial
with complex coefficients lie in the upper half plane. If a polynomial h has α
roots in the Upper half plane, and β roots in the Lower half plane, then we
define UL(h) = (α,β).
The Hermite-Biehler problem: Suppose that f, g have all real co-
efficients and no common real roots. Express UL(f + ıg) in terms
of the arrangement of the roots of f and g.
Suppose f and g are two polynomials with real coefficients, with perhaps
some complex roots. The polynomial f + ıg has the following fundamental
property which follows from the fact that f and g have all real coefficients:
If f + ıg has a real root, then f and g have that root in common.
Thus, if f and g have no real roots in common, then all the roots of f + ıg are
complex. Our approach is based on this simple consequence:
If ft and gt are a continuous family of real polynomials where ft
and gt have no common root for all 0 6 t 6 1, then UL(f0 + ıg0) =
UL(f1 + ıg1) since the roots can never cross the real axis.
We begin by describing three transformations of f + ıg that preserve the
number of roots in each half plane. We assume that f and g have no common
real roots. If UL(f+ ıg) = (α,β) then UL(−f− ıg) = (α,β). Taking conjugates
shows that
UL(f − ıg) = UL(−f+ ıg) = (β,α)
Consequently, we will always assume that f and g have positive leading coef-
ficients.
1. Join adjacent roots
Suppose that u, v are adjacent roots of g that are not separated by a root
of f, and let ut = tu + (1 − t)v. The transformation below doesn’t ever
create a gt with a root in common with f since ut lies between u and v.
Thus UL(h) = UL(h1) since h0 = h.
ht = f+ ı
g
x− v
· (x− ut)
2. Replace double roots with x2 + 1
Suppose that u is a double root of g. The following transformation
moves a pair of roots of g into the complex plane, missing all real roots
of f, and lands at ±ı. Consequently, we get a factor of x2 + 1. Again,
UL(h) = UL(h1).
ht = f + ı
g
(x − u)2
(
(x − (1 − t)u)2 + t
)
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3. Replace complex roots with x2 + 1
If a + bı is a root of g then since g has all real coefficients g has a factor
of (x− a)2 + b2. The transformation below converts this factor to x2 + 1.
ht = f+ ı
g
(x − a)2 + b2
(
(x − (1 − t)a)2 + (1 − t)b2 + t
)
We can also do the above constructions to f. If we do them as many
times as possible, then we have found a polynomial that we call the HB-
simplification of h:
H = (x2 + 1)rF+ ı(x2 + 1)sG
The constructions above guarantee that UL(h) = UL(H). In addition, F
and G interlace, since we have removed all consecutive roots belonging to
only one of f, g. We can now state our result:
Proposition 22.31. Suppose f and g are polynomials with real coefficients, positive
leading coefficients, and no common real roots. Let H = (x2 + 1)rF+ ı(x2 + 1)sG be
the HB-simplification of h = f + ıg, and setm = max(r, s). Then
UL(h) =
{
(m,m) + (0,deg(F)) if F←− G
(m,m) + (deg(G), 0) if G←− F
Proof. If F andG have the same degree then without loss of generality we may
assume that F≪G. Suppose that r > s. Consider
ht = (x
2 + 1)r f+ ı(tx2 + 1)(x2 + 1)s g
Since deg(ht) = deg(h), UL(h1) = UL(h). We can do a similar transformation
if r < s, so we may assume that both exponents are equal to m = max(r, s).
If write (x2 + 1)mH1 = H then we see that UL(h) = UL(h1) + (m,m). Since
H1 = F+ ıG, we can apply the classical Hermite-Biehler theorem to conclude
that UL(H1) = (0,deg(F)). If F⋖G then we consider Gǫ = ǫF+G and let ǫ go
to zero. The proposition is now proved.
For completeness, here’s a quick proof of the Hermite-Biehler theorem.
Suppose h = f + ıg with f≪g, and the roots of f are v1, . . . , vn then there
is a positive σ and positive ai so that
g = σf+
∑
ai
f
x− vi
A root ρ of f + ıg satisfies
σ+
∑ ai
ρ− vi
= ı
σ+
∑ ai(ρ− vi)
|ρ− vi|2
= ı
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from which it follows that ρ has negative imaginary part.
Example 22.32. Here is an example. Suppose that
f = (x2 + 2)(x2 + 3)(x− 2)(x− 4)(x− 5)(x− 8)(x − 9)(x− 10)
g = (x2 + 5)(x− 1)(x − 3)(x− 6)(x − 7)
We write the roots of f and g in order, and successively remove pairs of adja-
cent roots of f (or of g)
gfgffggfff
gfgggfff
gfgfff
gfgf
Thus F⋖G. Since f has degree 10 and g has degree 6, we see that r =
(10 − 2)/2 = 4, and s = (6 − 2)/2 = 2. Thusm = 4 and
UL(f + ıg) = (4, 6)
The image of the upper half plane H under a counterclockwise rotation of
angle α is eıαH. A polynomial f(x) has all its roots in this half plane if and
only if f(eαı) ∈ PH, and this is the case exactly when
ℜ( f(eαı) )⋖ℑ( f(eαı) )
and the leading coefficients have opposite signs. However, it is difficult in
general to express the real and imaginary parts of f(eıα) in terms of coeffi-
cients of f. When eıα is a root of unity then there is an explicit formula. We
describe the general case, and then look at three special cases.
Choose a positive integer n and let ζ = e2πı/n. Write f =
∑
aix
i and
define
fk(x) =
∑
s≡k (mod n)
asx
s
We can express f(ζx) in terms of the fk:
f(ζx) =
n−1∑
k=0
fk(ζx) =
n−1∑
k=0
ζkfk(x)
If we define
F0(x) =
n−1∑
k=0
cos(2kπ/n)ℜ(fk(x)) − sin(2kπ/n)ℑ(fk(x))
F1(x) =
n−1∑
k=0
sin(2kπ/n)ℜ(fk(x)) + cos(2kπ/n)ℑ(fk(x))
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then since ζ = cos(2kπ/n) + ı sin(2kπ/n)
f(ζx) = F0(x) + ıF1(x)
and F0 and F1 have all real coefficients. Consequently, f ∈ PζH iff F0⋖ F1 and
the leading coefficients have opposite signs.
If f(x) has all real coefficients then the imaginary parts are zero and we
have
F0(x) =
n−1∑
k=0
cos(2kπ/n) fk(x)
F1(x) =
n−1∑
k=0
sin(2kπ/n) fk(x)
We now look at three special cases.
Example 22.33. If n = 3 then ζ = −12 +
√
3
2 ı , and ζ
2 = −12 −
√
3
2 ı. We define
F0(x) = ℜ(f0) +
−1
2
ℜ(f1) −
√
3
2
ℑ(f1) +
1
2
ℜ(f2) −
√
3
2
ℑ(f2) (22.7.1)
F1(x) = ℑ(f0) +
√
3
2
ℜ(f1) +
−1
2
ℑ(f1) +
√
3
2
ℜ(f2) −
1
2
ℑ(f2) (22.7.2)
If the coefficients of f are real then
F0(x) = f0 +
−1
2
f1 +
1
2
f2
F1(x) =
√
3
2
f1 +
√
3
2
f2
We conclude:
Lemma 22.34. All roots of f have argument between 2π/3 and 5π/3 if and only if F0
and F1 in (22.7.1),(22.7.2) satisfy F0⋖ F1 and their leading coefficients have opposite
signs. If f has all real coefficients then the interlacing criterion is
2f0 − f1 + f2⋖ f1 + f2.
Example 22.35. We now take n = 4. Since e2πı/4 = ı, if we follow the calcula-
tion above, then
F0 = ℜ(f0) − ℑ(f1) −ℜ(f2) + ℑ(f3)
F1 = ℑ(f0) +ℜ(f1) − ℑ(f2) −ℜ(f3)
and consequently f has roots with only negative real parts if and only if
F0⋖ F1. This can be further simplified. If we assume that f(x) has all real
coefficients then
F0 = f0 − f2
F1 = f1 − f3
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If we write f(x) = p(x2) + xq(x2) then F0(x) = p(−x
2) and F1(x) = xq(−x
2). In
this case, the result is also known as the Hermite-Biehler [81] theorem:
Theorem 22.36 (Hermite-Biehler). Let f(x) = p(x2) + xq(x2) have all real coeffi-
cients. The following are equivalent:
1. All roots of f have negative real part.
2. p(−x2) and xq(−x2) have simple interlacing roots, and the leading coefficients
are the same sign.
Example 22.37. We next take n = 8, where ζ = 1+ı√
2
. We assume that all
coefficients of f are real. Define
F0(x) = f0 +
f1√
2
−
f3√
2
− f4 −
f5√
2
+
f7√
2
(22.7.3)
F1(x) =
f1√
2
+ f2 +
f3√
2
−
f5√
2
− f6 −
f7√
2
(22.7.4)
Lemma 22.38. If f(x) has all real coefficients, then ℜ(r) < ℑ(r) for every root r of
f(x) if and only if F0, F1 in (22.7.3),(22.7.4) have leading coefficients of opposite signs,
and satisfy F0⋖ F1.
Suppose we are given a line ℓ in the complex plane such that the angle
the line makes with the real line is a rational multiple of 2π. We can find
an interlacing restriction such that a polynomial has all its roots in a particular
half plane determined by ℓ if and only if the interlacing condition is met, along
with agreement or disagreement of the signs of the leading coefficients.
We can combine these interlacing and sign conditions, provided the rele-
vant angles are rational. We can summarize this as
Lemma 22.39. Suppose that S is a convex region determined by n lines, and each
line makes a rational angle with the real axis. Then, we can find n interlacing and
sign restrictions such that a polynomial has all its roots in S if and only if these n
restrictions are satisfied.
22.8 The Boˆcher-Walsh problem
The essence of the Boˆcher-Walsh theorem can be stated [155] in the following
form
If all roots of f lie in the upper half plane and all roots of g lie in
the lower half plane then
∣∣∣ f f′g g′ ∣∣∣ has no real zeros.
This is reminiscent of the Gauss-Lucas theorem, which in general follows
from the fact that if f has all its roots in the upper half plane then so does f ′.
Unlike the Hermite-Biehler theorem, it’s easy to determine the location of the
roots of the determinant.
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Lemma 22.40. Suppose that f A f1 has all roots in the upper half plane, and g Ag1
has all its roots in the lower half plane. If deg(f) = n > m = deg(g) then∣∣∣∣f f1g g1
∣∣∣∣ has
{
n-1 roots in the upper half plane
m roots in the lower half plane
Proof. If the determinant is zero then fg1 − gf1 = 0, so f1/f = g1/g. Because of
algebraic interlacing, we can find non-negative ai,bi so that∑
ai
1
x− ri
=
∑
bi
1
x− si
where roots(f) = (ri) and roots(g) = (bi). If we evaluate the equation at any
real number the left hand side is in the upper half plane, and the right hand
side is in the lower half plane, so there are no real roots.
Thus, as f and g vary among polynomials satisfying the hypothesis the
roots of the determinant never cross the real axis. We may therefore choose
f = (x − ı)n, f1 = f
′, g = (x+ ı)m and g1 = g ′, in which case∣∣∣∣f f1g g1
∣∣∣∣ = ∣∣∣∣(x − ı)n n(x− ı)n−1(x− ı)m m(x − ı)m−1
∣∣∣∣ = (x−ı)n−1(x+ı)m−1((n−m)x+(n+m))
This determinant has n − 1 roots in the upper half plane, andm in the lower
half plane, so the lemma is proved.
If n = m then the proof shows that there are n− 1 roots in each half plane.
22.9 Newton’s inequalities in the complex plane
If we constrain the location of the roots of a polynomial to a region S of the
complex plane, then geometric properties of S lead to restrictions on the New-
ton quotients. It turns out that the inequalities only depend on the behavior
of the Newton quotients on quadratics, so we define
NQ(S) = inf
f∈PS(2)
∣∣∣∣ a21a0a2
∣∣∣∣
where f(x) = a0 + a1x + a2x
2. Consider some examples. The usual argument
shows that NQ(R+) = 4. Similarly, NQ(σR+) = 4 for any σ ∈ C \ 0. Since
(x − σ)(x + σ) has Newton quotient zero, we see that NQ(σR) = 0 for any
σ ∈ C \ 0. The Newton quotient of (x − σ)2 is 4, and therefore NQ(S) 6 4 for
any S.
Proposition 22.41. Suppose that S is a region of C such that S and S−1 are convex.
If f(x) =
∑
aixi is in P
S(n) then∣∣∣∣ a2kak−1ak+1
∣∣∣∣ > NQ(S)4
(
k + 1
k
· n − k + 1
n− k
)
(22.9.1)
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Proof. We follow the usual proof of Newton’s inequalities. Write
f(x) =
n∑
k=0
bk
(
n
k
)
xk
where
(
n
i
)
bi = ai. The derivative of f satisfies
f ′(x) = n
n∑
k=1
bk
(
n− 1
k − 1
)
xk−1
By Gauss-Lucas, the derivative is in PS since S is convex. If we form the re-
verse of the polynomial, xnf(1/x) =
∑ (n
i
)
bn−ix
i then the roots of the reverse
are the inverses of the roots of f, and thus lie in S−1. Since S−1 is convex, any
derivatives of the reverse are in PS
−1
. Consequently, if we apply the derivative
k times, reverse, apply the derivative n − k − 2 times, and reverse again, the
resulting polynomial is in PS:
n · · · (n − k + 1)
(
bk
(
2
0
)
+ bk+1
(
2
1
)
x+ bk+2
(
2
2
)
x2
)
∈ PS (22.9.2)
The Newton quotient of this quadratic equation satisfies
4b2k+1
bk bk+2
> NQ(S)
Substituting bk = ak/
(
n
k
)
and simplifying yields the conclusion.
In general it is hard to determine NQ(S). The next lemma gives a good
lower bound for the Newton quotient that is often enough to determine
NQ(S).
Lemma 22.42. If 0 < α < β < 2π and r, s > 0 then the Newton quotient for
(x − reıα)(x − seıβ) is at least 4 cos2(α−β2 ).
Proof. The Newton quotient is invariant under multiplication by any complex
number, so we multiply by (1/r)e−(α+β)/2. Thus we may assume that f =
(x− eıγ)(x− te−ıγ) where γ = (β−α)/2. If t > 0 then the Newton quotient is∣∣∣∣∣(−eıγ − t e−ıγ)2t
∣∣∣∣∣ = 1t + t+ 2 cos(2γ)
This is minimized for t = 1, and has value 4 cos2(γ).
Sectors satisfy the conditions of the proposition.
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Corollary 22.43. If 0 < α < β < π and S is the sector α 6 arg z 6 β then∣∣∣∣ a2kak−1ak+1
∣∣∣∣ > cos2(α − β2 )
(
k + 1
k
· n − k+ 1
n− k
)
Proof. If u, v are any two points in the sector, then the difference of their ar-
guments is at most β − α. From the lemma the Newton quotient is mini-
mized when α and β are as different as possible, so the minimum is attained
at (α− β)/2.
Corollary 22.44. If f(x) =
∑
aix
i is a polynomial of degree n satisfying the condi-
tion that the real parts of all the roots have the same sign, and the imaginary parts of
the roots all have the same sign then∣∣∣∣ a2kak−1ak+1
∣∣∣∣ > 12
(
k+ 1
k
· n − k + 1
n − k
)
Proof. The region S is a quadrant. Thus α− β = π/2, and 4 cos2(α−β2 ) = 2.
Corollary 22.45. If f(x) =
∑
aix
i is a polynomial of degree n whose roots all have
the same argument then∣∣∣∣ a2kak−1ak+1
∣∣∣∣ > (k + 1k · n− k+ 1n − k
)
We can give a lower bound for more general regions.
Corollary 22.46. If S and S−1 are convex regions, and if S is contained within a
sector of angle width α then for f ∈ PS∣∣∣∣ a2kak−1ak+1
∣∣∣∣ > cos2(α/2) (k + 1k · n − k + 1n− k
)
For an example of such a region, consider a circle of radius 1 around σ
where |σ| > 1. Simple trigonometry shows that the cosine of one half the
angle between the two tangents to the circle is
√
|σ|2 − 1/|σ|. We conclude that
for all f with roots in this circle we have∣∣∣∣ a2kak−1ak+1
∣∣∣∣ > |σ|2 − 1|σ|2
(
k+ 1
k
n− k+ 1
n − k
)
If we restrict f to have all real coefficients then the results are simpler.
Corollary 22.47. Suppose that S and S−1 are convex regions of C. If f(x) =
∑
aixi
is in PS(n) then∣∣∣∣ a2kak−1ak+1
∣∣∣∣ > inf
z∈S∩S
cos2(arg(z))
(
k + 1
k
n − k + 1
n− k
)
(22.9.3)
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Corollary 22.48. If 0 6 α 6 π and S is one of the two sectors
1. −α 6 arg z 6 α
2. π− α 6 arg z 6 π+ α
and f is a polynomial with all real coefficients in PS(n) then∣∣∣∣ a2kak−1ak+1
∣∣∣∣ > cos2(α) (k+ 1k n− k+ 1n − k
)
CHAPTER
23
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Equivariant Polynomials
In this chapter we consider polynomials that are fixed under the actions of a
cyclic group.
23.1 Basic definitions and properties
A polynomial is equivariant if it is fixed under the action of a group. For poly-
nomials in one variable the group we consider is Z/nZ, the integers mod n,
for which we take the multiplicative generator ζ = e2πi/n. The action of a
group element ζk takes a polynomial f(z) to f(ζkz). Since Z/nZ is cyclic we
only need to verify that f(z) = f(ζz) in order to know that f is equivariant.
When n is 1 then all polynomials are equivariant and we are left with the
theory of polynomials in P and P±. In general, we want to consider equiv-
ariant polynomials that have the largest possible number of real roots. Un-
fortunately, this is not quite the definition because we must treat zero roots
specially:
Definition 23.1. The set P/ Zn consists of all polynomials with real coeffi-
cients fixed under the action of Z/nZ such that if we write f(z) = zsg(z)where
g(0) 6= 0 then g has degree nk and k real roots. We also define (where g is as
in the preceding sentence)
P+/ Zn = {f ∈ P/ Zn| all real roots of g are positive}
P−/ Zn = {f ∈ P/ Zn| all real roots of g are negative}
We should make a few observations about this definition. First, if f(z)
is an equivariant polynomial with a term czk then f(z) = f(ζz) implies that
czk = c(ζz)k which requires that ζk = 1. Since ζ is a primitive n-th root of
unity, the non-zero terms of an equivariant polynomial have degree divisible
by n. This shows that s in the definition is also divisible by n. Moreover, if g
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in the definition has a real root r then it also has roots rζ, rζ2, . . . , rζn−1. If n is
odd then these are all complex. Thus when n is odd the number of non-zero
real roots of any equivariant polynomial is at most the degree of g divided by
n. If n is even then the number of positive roots is at most the degree divided
by n. In addition, if n is even then g has positive and negative roots, so both
P+/ Zn and P
−/ Zn are empty.
From the remarks above we see that if monic f ∈ P/ Zn has real roots (or
positive roots if n is even) r1, . . . , rk then we can write
f(z) = zns
∏
k
(z − rk)(z − ζrk) · · · (z − ζn−1rk)
= f˜(zn)
where
f˜(x) = zs
∏
k
(x− rnk )
This gives us a useful representation for polynomials in P/ Zn. A polyno-
mial f(z) is in P/ Zn iff there is a polynomial f˜ ∈ P (or Palt if n even) such
that f(z) = f˜(zn). Since this correspondence is linear, we have a linear trans-
formation
˜: P/ Zn −→ {Palt n even
P n odd
that is a bijection.
Example 23.2. Consider the case n = 2. Since P/ Z2 = {g(x
2) | g ∈ Palt} if g
has non-zero roots r1, . . . , rm then g(x
2) has non-zero roots ±√ri and hence
P/ Z2 ⊂ P. The Hermite polynomials Hn are invariant under Z2. Corol-
lary 7.44 shows that the map xk 7→ Hk(x) defines a linear transformation
P/ Z2 −→ P/ Z2.
If n > 2 then P/ Zn is not contained in P.
It is at first surprising that the derivative does not preserve P/ Zn:
Lemma 23.3. If n is odd and f ∈ P/ Zn then f′ 6∈ P/ Zn but f(n) ∈ P/ Zn. For
any k > 0 we have that zkf(k)(z) is in P/ Zn.
Proof. From the definition
f′(ζz) = lim
ζ→0
f(ζ(z + h)) − f(ζz)
ζh
= ζ−1f′(z)
This shows that f(z) is not equivariant, but that zf′(z) is equivariant. Similarly
f(k)(ζz) = ζ−kf(k)(z) so that zkf(k)(z) is equivariant. It remains to show that
f′ has the right number of real roots.
CHAPTER 23. EQUIVARIANT POLYNOMIALS 681
FromRolle’s theorem, if a polynomial p has s real roots, then the derivative
has at least s − 1 real roots, and they interlace the real roots of p. It might be
the case that p′ has more roots than p, but we always have that if p has a roots,
and p′ has b roots then a ≡ b+ 1 (mod 2).
Without loss of generality we may assume that f˜ has all distinct roots, all
non-zero. Assume that n is odd. If f has degree nm then f˜ and f havem non-
zero real roots. The derivative f′ has eitherm− 1 orm− 2 non-zero real roots,
and an n− 1 fold root at 0. The total number of roots of f′ has opposite parity
fromm, so f′ has exactlym−1 non-zero roots. Since zf′ is equivariant, we can
write zf′(z) = g(zn) where g ∈ P and hence zf′(z) ∈ P/ Zn.
Next, f(2) has at leastm− 2 non-zero roots, and an n− 2 fold root at 0. The
same argument as above shows that z2f(2) has an n fold root at 0, and exactly
m − 1 non-zero roots. Consequently z2f(2) is in P/ Zn. Continuing, f
(i) has
an n − i fold root at 0 and exactlym − 1 non-zero roots. As above, zif(i) is in
P/ Zn.
Since znf(n) is in P/ Zn we can divide by z
n and thus f(n) has exactlym−1
non-zero roots, and is also in P/ Zn.
Notice that although there is a bijection between P/ Zn and P some results
are more natural in P/ Zn. For example, if f(x) = g(x
5) then f(5) is in P/ Z5.
In terms of g this says that if g ∈ P then
120 g′(x) + 15000 x g′′(x) + 45000 x2 g(3)(x) + 25000 x3 g(4)(x) + 3125 x4 g(5)(x)
is also in P.
There is a general principle at work here: properties of P extend to P/ Zn,
but we often have to replace x with zn, or f′ with f(n).
Corollary 23.4. If n is odd and k is a positive integer then the linear transformation
T : xj 7→ (jn)
k
xj maps P to itself. In addition, xj 7→ (jn
k
)
xj also maps P to itself. If
n is even the domain of the maps is Palt.
Proof. The map T is the composition
P
⋆˜
P/ Zn
zkf(k)
P/ Zn
˜
P
where ⋆˜ is the map g(z) 7→ g(zn). To verify this claim, we calculate the image
of a monomial zj:
zj
⋆˜
zjn
zkf(k)
zk(jn)
k
zjn−k
˜
(jn)
k
zj
To derive the second part, divide by the constant k!.
23.2 Interlacing
We make the usual definition of linear interlacing:
Definition 23.5. Two polynomials f, g ∈ P/ Zn interlace if and only if f+αg is
in P/ Zn for all real α.
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It is very easy to determine interlacing in P/ Zn.
Lemma 23.6. Suppose f, g are in P/ Zn. If f and g interlace then f˜ and g˜ interlace.
The converse is true if n is odd.
Proof. Since the map f 7→ f˜ is linear it follows that if f, g interlace then f˜, g˜
interlace. Conversely, if f˜ and g˜ interlace then f˜+αg˜ is in P, and hence f+αg =
(f˜ + αg˜)(zn) is in P/ Zn if n is odd.
If n is even then the converse is not true. For instance, if f˜ = x − 1 and
g˜ = x − 2 then f˜(x2) and g˜(x2) do not interlace. However, the positive roots of
f˜(x2) and g˜(x2) interlace.
Corollary 23.7. If f, g ∈ P/ Zn and f, g interlace then the degrees of f and g differ
by −n, 0, or n.
Proof. The degrees of f˜ and g˜ differ by at most one.
Corollary 23.8. If f ∈ P+/ Zn then f≪ zf′≪ z2f(2)≪ · · · .
Proof. If we write zif(i) = gi(z
n) then the proof of Lemma 23.3 shows that
gi≪gi+1 and the Corollary follows.
Every linear transformation on P (or Palt is n even) induces a linear trans-
formation on P/ Zn, and vice versa. So suppose that T : P −→ P. We define a
linear transformation T∗ by the composition
P/ Zn
˜
P
T
P/ Zn
T∗
P
∗˜
We can also use the diagram to define T if we are given T∗, so linear trans-
formations on P/ Zn are not very interesting. For instance, we have
Lemma 23.9. If f, g ∈ P/ Zn then the Hadamard product f ∗ g is in P/ Zn.
Proof. Observe that (f ∗ g)(z) = (f˜ ∗ g˜)(zn).
23.3 Creating equivariant polynomials and the Hurwitz
theorem
Whenever a group acts on functions we can construct equivariant functions by
averaging over the group. In our case, we define the average of a polynomial
over Z/nZ to be
fˆ(z) =
1
n
n−1∑
k=0
f(ζkz) (23.3.1)
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The average is obviously equivariant, and has a very simple interpretation
in terms of coefficients. If f =
∑
akx
k then
fˆ(z) =
1
n
∑
k
ak
n−1∑
j=0
ζjk
 zk
and since ζ is a root of unity
n−1∑
j=0
ζjk =
{
0 k ∤ n
n k | n
This gives us our fundamental formula:
fˆ(z) =
∑
k≡0 (mod n)
akx
k (23.3.2)
Since the even part of a polynomial is just the average of f over Z/2Z the
Hurwitz theorem Theorem 7.64 can be restated:
The average over Z/2Z of a polynomial in Ppos is in Palt.
More generally we have
Theorem 23.10. If n is odd and f ∈ Palt then fˆ ∈ P+/ Zn.
Proof. A stronger result has been proved earlier. Here we give an alternate
analytic proof of a part of Theorem 7.65. The key idea is to apply (7.4.2) since
we can also express fˆ as g(xD)f where
g(z) =
1
n
sin(πz)
sin(πz/n)
.
In order to see this, notice that the zeros of g are at the integers not divisible
by n, and if k is an integer then g(kn) = 1. (If n is even then g(kn) = (−1)k.)
If f ∈ Palt(m) then g(z) hasm − ⌊m/n⌋ zeros in (0,m). By Corollary 1.15
it follows that g(xD)f has at least ⌊m/n⌋ zeros. However, if f = ∑aixi then
g(xD)f =
∑
g(i)aix
i =
∑
n|i
aix
i = fˆ
Now fˆ has degree n⌊m/n⌋ and hence has at most ⌊m/n⌋ real roots. Conse-
quently fˆ has exactly ⌊m/n⌋ real roots, and is in P+/ Zn.
Corollary 23.11. If f =
∑
akx
k is in Palt (or P̂alt) then
∑
ankx
k is in Palt (or
P̂alt).
Corollary 23.12. If n is odd then
∑∞
k=0
zk
(nk)! is in P̂
alt.
Corollary 23.13. If f⋖ g in P then fˆ
+
∼ gˆ.
Proof. The average is a linear transformation Palt −→ P/ Zn.
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23.4 Hermite polynomials
The Hermite polynomials have analogs in P/ Zn. If we replace x
2 by xn in
(7.8.1) we get polynomials Hnk that are nearly equivariant.
Hnk (z) = (−1)
kez
n
(
d
dz
)k
e−z
n
From the definition we find the recurrence
Hnk+1(z) = nz
n−1Hnk (z) −H
n
k (z)
′
which shows that the degree of Hnk is k(n − 1). If we write z
kHnk (z) = g
n
k (z
n)
then the degree of gnk is k and
gnk+1(x) = (nx + k)g
n
k (x) − nxg
′(x)
From the recurrence we see that Hnk satisfies H
n
k (ζz) = ζ
−kHnk (z). The
recurrence also shows that all gnk are in P
alt, and hence
Lemma 23.14. The polynomials zkHnk are in P
+/ Zn (or P/ Zn if n is even). In
particular, Hnnk(z) is in P/ Zn.
We can also express Hnk as a composition:
Hnk (z) = (nz
n−1 − D)k (1)
CHAPTER
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Polynomials modulo an ideal
If S is a set of polynomials in variables x, and I is an ideal in R[x] (or C[x])
then in this chapter we study S
/
I. There are two cases that we are particularly
interested in:
1. P
/
{xn}
2. U2
/
{yn}
We want to find intrinsic descriptions of S
/
I as well as to resolve the usual
questions of interlacing, coefficient inequalities, and linear transformations.
24.1 Initial segments of P
An element of P
/
{xn} can be viewed as a polynomial f =
∑n−1
k=0 aix
i such that
there is an extension to P. By this we mean a polynomial f˜ in P such that the
first n coefficients of f˜ and f are equal. For instance, 1 + 7x + 28x2 ∈ P/{x3}
since there is a polynomial, namely (1 + x)7, that begins 1 + 7x + 28x2 + · · · .
We sometimes say that elements of P
/
{xn+1} are n-initial segments of P. Note
that P(n − 1) ⊂ P/{xn} since f ∈ P(n − 1) is its own extension.
Although P
/
{x2} = {a + bx | a,b ∈ R} is trivial, even the quadratic case for
Ppos takes some effort.
Lemma 24.1. Ppos
/
{x3} =
{
a+ bx+ cx2 | a,b, c > 0 & b2 > 2ac
}
Proof. If f =
∑
aix
i ∈ Ppos(n) then Newton’s inequalities yield
a21
a0a2
>
2
1
n
n − 1
> 2
Conversely, assume that b2 > 2ac. If we can find f = a+bx+ cx2+ · · · ∈ Ppos
then if we divide by a, and replace x by xb/awe can find 1+x+Cx2 + · · · ∈ P
685
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where 0 < C < 1/2. It therefore suffices to show that if 0 < C < 1/2 then we
can find f = 1 + x+ Cx2 + · · · ∈ Ppos.
The quadratic equation shows that
1 + x+ tx2 ∈ P for all 0 < t < 1/4
Squaring yields that
(1 + x+ tx2)2 = 1 + 2x+ (2t+ 1)x2 + · · · ∈ P for all 0 < t < 1/4
and replacing 2x by x yields
1 + x+ (1/4+ t/2)x2 + · · · ∈ P for all 0 < t < 1/4
If we let s = 1/4+ t/2 we have
1 + x+ sx2 + · · · ∈ P for all 0 < s < 3/8
Continuing by induction, if we expand (1 + x+ tx2)2
n
, we get that
1 + x+ sx2 + · · · ∈ P for all 0 < s < 1/2 − 2−n
Consequently, if we choose n so that 2−n < 1/2 − C then we can realize 1 +
x+ Cx2 as a 2-initial segment.
The argument in the lemma shows that powers of 1 + x + ax2 converge,
after renormalization, to 1+ x+ x2/2. Here’s a more general result that shows
why the exponential function appears.
Lemma 24.2. If f = 1 + a1x+ · · ·+ an−1xn−1 + xn then
lim
n→∞ f(x/n)n = ea1x
Proof. If we write f =
∏
(x + ri) then
∏
ri = 1 and
∑
1/ri = a1.
lim
m→∞ f(x/m)m = limx→∞
∏
(x/m+ ri)
m
=
n∏
1
lim
m→∞
(
x
mri
+ 1
)m
=
n∏
1
ex/ri = ea1x
Not only do the powers converge to an exponential function, but the coef-
ficients are bounded by the coefficients of ex. In addition, Lemma 24.2 shows
that there are polynomials in Ppos
/
{xn+1} whose coefficients are arbitrarily
close to 1/i!.
Lemma 24.3. If 1 + x+ a2x+ · · ·+ anxn ∈ Ppos then 0 < ai < 1/i!.
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Proof. Newton’s inequalities give that 1/2 > a2. Assuming that the Lemma is
true up to n − 1, we see that
a2n−1 >
n
n− 1
an−2an Newton
an <
1
(n − 1)!2
n− 1
n
1
an−2
induction
an < 1/n! induction
If f = b0 + b1x+ · · · ∈ Ppos
/
{xn+1} then
1
b0
f
(b0 x
b1
)
= 1 + x+ · · ·
is also in Ppos
/
{xn+1} Thus, in order to describe Ppos
/
{xn+1} it suffices to de-
termine which polynomials 1 + x + a2x
2 + · · · + anxn are in Ppos
/
{xn+1}. The
lemma shows that the set of all such (a2, · · · ,an) is bounded.
If 1 + x + a2x
2 + a3x
3 ∈ Ppos/{x4} then we know several bounds:
1/2 > a2 > 0
1/6 > a3 > 0
a22 > (3/2)a3 Newton
1 + a3 > 2a2 (24.3.1)
Empirical evidence suggests that these are also sufficient.
24.2 Initial segments of P2
We now introduce P
pos
2
/
{yn+1}. Its elements can be considered to be sums
f0(x) + · · · + fn(x)yn arising from a polynomial in P2. Here are two examples
of elements in P2
/
{yn}.
• Let f ∈ Ppos. The Taylor series for f(x+ y) shows
f + y
f′
1!
+ y2
f′′
2!
+ · · ·+ yn f
(n)
n!
∈ P2
/
{yn+1}
• If we choose f =∏(x+ ai + biy) and set g = ∏(x+ ai) then
g+ y
∑
bj
g
x+ aj
+ y2
∑
j6=k
bjbk
g
(x + aj)(x + ak)
∈ P2
/
{y3}
The case n = 2 is very familiar.
P2
/
{y2} = {f+ yg | f⋖g in P}
P
pos
2
/
{y2} = {f+ yg | f⋖g in Ppos}
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We think that the characterization for P
pos
2
/
{y3} is similar to the result for
Ppos
/
{x3}. Namely, f0+y f1+y
2 f2 is a 2-initial segment if and only if f0⋖ f1⋖ f2
and f21 − 2f0f2 > 0 for positive x. Necessity is easy since we just substitute for
α and apply the result for Ppos
/
{x}. The problem is existence.
24.3 Coefficient inequalities
There are Newton’s inequalities for Ppos
/
{xn}. If we choose f =
∑n−1
0 aix
i in
Ppos
/
{xn} and f has an extension of degree r then Newton’s inequalities tell us
that
a2k+1
akak+2
>
k+ 1
k
· r− k + 1
r − k
0 6 k < n− 2
Since we don’t know r all we can say is that
a2k+1
akak+2
>
k+ 1
k
0 6 k < n− 2
In addition to these Newton inequalities, we have determinant inequalities
for Ppos
/
{xn}. Any subdeterminant of (4.5.2) that only involves a0 up to an−1
must be non-negative. For instance, if a0 + a1x+ a2x
2 + a3x
3 ∈ Ppos/{x4} then∣∣∣∣∣∣
a1 a2 a3
a0 a1 a2
0 a0 a1
∣∣∣∣∣∣ > 0
which gives the inequality
a31 + a
2
0a3 > 2a0a1a2 (24.3.1)
If we are given a0+ · · ·+anxn ∈ Ppos
/
{xn+1} then there is an f ∈ Ppos with
f =
∑
aixi, but we don’t know the degreem of f. We can also use Newton’s
inequalities to get lower bounds onm. First of all,
a2k
ak−1ak+1
>
k+ 1
k
(
1 +
1
m− k
)
for 1 6 k < n
Solving form yields
m > k+
m + 1
m
(
a2k
ak−1ak+1
−
k+ 1
k
)−1
These inequalities hold for 1 6 k < n. For example, if k = 1 the inequality is
m > 1 + 2
(
a21
a0a2
− 2
)−1
(24.3.2)
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We seem increases as the Newton quotient gets closer to its minimum value.
It’s not surprising that the exponential series is the unique series where the
Newton quotient equals its lower bound for all indices.
For an example, we claim that the smallest extension of 1+nx+
(
x
2
)
x2 has
degree n. Indeed, if we compute the bound (24.3.2) we get exactly n.
Remark 24.4. P
/
{xn} isn’t closed. If we have a sequence fk ∈ P
/
{xn} such that
fk → f then the extensions might not converge to a polynomial. For instance,
(24.3.2) shows that 1+ x+ x2/2 6∈ P/{x3}. It is, however, the limit of (1+ x/n)n
in P
/
{x3}.
24.4 There are many extensions
We show that polynomials in Ppos and P
pos
2 have extensions of arbitrary de-
gree.
Lemma 24.5. If f ∈ Ppos/{xn} has an extension of degreem, then f has extensions
of degreem + k for k = 1, 2, . . . .
Proof. We observed earlier (p. 128) that if f ∈ P(n) then there is a positive α
such that f+αxn+1 ∈ P. Using this fact, we establish the lemma by induction.
Lemma 24.6. If f ∈ Ppos2
/
{yn} has an extension of degreem, then f has extensions of
degreem+ k for k = 1, 2, . . . .
Proof. If f ∈ Ppos2 (n), and g(x,y) consists of the terms of degree n then we will
show that there is an ǫ such that
Fǫ(x,y) = f(x,y) + ǫ(x+ y)g(x,y)
is in P
pos
2 (n+ 1). Since the asymptotes of the graph of f are also asymptotes of
the graph of Fǫ for any ǫ, we see that there is an N such that if |α| > N then
Fǫ(α,y) ∈ P. Also, for any α we can, by the observation in the proof above,
find an ǫ such that Fǫ(α,y) ∈ P. Since [−N,N] is compact, we can find an ǫ
that works for all points in this interval, and hence it works for all of R.
A polynomial in P(n) determines an element in P
/
{xr} for 1 6 r < n.
However, it is not true that an element of P̂ determines a member of P
/
{xr}.
For instance, ex ∈ P̂ , but it is known [187] that no k-initial segment is in P
except for k = 1. Corollary 5.20 is an example of the other extreme. The
polynomial ∞∑
1
xk2−k
2
has the property that all initial segments are in Ppos.
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24.5 Interlacing
We can define interlacing as usual. We say that f and g interlace, written f ∼ g,
in P
/
I if f + αg ∈ P/I for all α ∈ R. If we restrict α to positive values we write
f
+
∼ g.
Here is a simple result.
Lemma 24.7. Suppose a + bx + cx2 and A + Bx + Cx2 are in Ppos
/
{x3}. Then,
a+ bx+ cx2
+
∼ A+ Bx + Cx2 if and only if bB > aC+ cA.
Proof. a+ bx+ cx2 + α(A + Bx+ Cx2) is in Ppos
/
{x3} if and only if
(b + αB)2 > 2(a+ αA)(c+ αC)
and this holds for all positive α if and only if bB > aC+Ac holds.
It is not easy to show that two polynomials do or don’t interlace. For ex-
ample we show that x and (x + 1)2 do not interlace in P
/
{x3}. If they did then
(x + 1)2 + αx ∈ P/{x3} for all α. Newton’s inequality says that
(2 + α)2 > 2
and this doesn’t hold for all α, so they don’t interlace. It is the case that for
any positive t
x
+
∼ (x + t)2 in P
/
{x3}
since (2t+ α)2 > 2t2 for α > 0.
Since there is no concept of degree in P
/
{xn+1} there is no idea of the direc-
tion of interlacing, so we can not expect simple inequalities between interlac-
ing polynomials. We do have
Lemma 24.8. Suppose
∑
aix
i and
∑
bix
i are interlacing polynomials in P
/
{xn+1}.
The following inequality holds for 0 6 k < n − 1:(
(k + 2)akbk+2 + (k + 2)ak+2bk − 2(k + 1)
)
ak+1bk+1
)2
6 4(k+ 1)2
(
a2k+1 −
k + 2
k + 1
akak+2
)(
b2k+1 −
k+ 2
k+ 1
bkbk+2
)
Proof. Apply Newton’s inequality to
∑
(ak+αbk)x
k. The result is a quadratic
in α; the inequality is the statement that the discriminant is non-positive.
24.6 Linear transformations
A linear transformation P −→ P does not in general determine a linear trans-
formation P
/
{xn} −→ P/{xn} since T applied to different extensions can give
different results. We will see that Hadamard products do preserve P
/
{xn}, and
there are some other interesting preserving transformations arising from P
pos
3 .
We recall an elementary result about ideals.
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Lemma 24.9. If I, J are ideals of R[x] then a linear transformation T on R[x] such
that T(I) ⊂ J determines a map T∗ : P/I −→ P/J.
Proof. The point is that the map involves a choice, and the hypothesis makes
the map well defined. We define T∗ by
P
choose extension
T
P
project
P
/
I
T∗
P
/
J
For example, the derivative map D : f 7→ f ′ maps the ideal generated by
xn to the ideal generated by xn−1. We therefore have
D : P
/
{xn} −→ P/{xn−1}
More generally, we have
Lemma 24.10. If f ∈ P(r) then f(D) : P/{xn} −→ P/{xn−r}.
P is closed under products, and I × I ⊂ I so the product induces a linear
transformation
P
/
I× P/I −→ P/I
If f =
∑
aix
i and g =
∑
bix
i then the matrix representation of
P
/
{xn}× P/{xn} −→ P/{xn}
is given by 
b0
b1
...
bn−1
 7→

a0
a1 a0
...
...
. . .
an−1 ak−2 . . . a0


b0
b1
...
bn−1

We get more interesting matrices if we use two variables. Consider
P
pos
2 × P
multiplication−−−−−−−−→ Ppos2 extract coefficient−−−−−−−−−−→ P
If we take the coefficient of yn then we get a map
P
pos
2 × P
/
{xn+1}
multiplication−−−−−−−−→ Ppos2
/
{xn+1}
coefficient of yn−−−−−−−−−−→ P/{xn+1}
For example, take g(y) =
∑
biy
i ∈ P and f(x,y) = ∑aijxiyj ∈ P2. Then
fg ∈ P2, and the coefficient of yn, is in P. The coefficient of xjyn is
∑
j biaj,n−i.
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This gives a matrix that preserves P
/
{xn+1}. For instance, if we consider 2-
initial segments and take n = 2 then the mappingb0b1
b2
 7→
a02 a01 a00a12 a11 a10
a22 a21 a20
b0b1
b2

maps P
/
{x3} to itself. Similarly, we can find matrices that preserve P2
/
{yn}. If
we take f(x,y, z) ∈ P3 and g(x, z) ∈ P2 then
Theorem 24.11. Suppose f ∈ P3 where f =
∑
fi,j(x)y
izj. If we define
M = (fn−i−1,j)06i,j6n−1
thenM maps P2
/
{yn} to itself.
Consider an example. Choose g ∈ Ppos, and consider g(x + y + z) in
Theorem 24.11. The matrixM is
g(2)
2!0!
g′
1!0!
g
0!0!
g(3)
2!1!
g(2)
1!1!
g′
0!1!
g(4)
2!2!
g(3)
1!2!
g(2)
0!2!

We can use the theorem to find matrices M and vectors v such that Mkv
consists of interlacing polynomials for k = 1, 2, . . . . For example, take
f = (x+ y+ 1)(x+ 2y+ 2)(2x+ y+ 1)
= (2x3 + 7x2 + 7x+ 2) + (7x2 + 14x+ 6)y+ (7x+ 6)y2 + 2y3
v =
(
2x3 + 7x2 + 7x+ 2, 7x2 + 14x+ 6, 7x+ 6, 2
)
g = (x+ y+ z+ 1)2(x + 2y+ 3z+ 4)2
M =

6(4x+ 7) 22x2 + 86x+ 73 2(x+ 1)(x+ 4)(4x+ 7) (x+ 1)2(x + 4)2
30 2(29x+ 53) 2
(
17x2 + 70x+ 62
)
6(x+ 1)(x+ 2)(x + 4)
0 37 2(23x+ 44) 13x2 + 56x+ 52
0 0 20 12(x+ 2)

Since Mkv ∈ P2
/
{y4} for k = 1, . . . , it follows that all vectors Mkv consist of
interlacing polynomials. If we take g = (x + y + z + 1)6 then the matrixM is
composed of multinomial coefficients:

(
6
3,0
)
(x+ 1)3
(
6
2,0
)
(x+ 1)4
(
6
1,0
)
(x+ 1)5
(
6
0,0
)
(x + 1)6(
6
3,1
)
(x+ 1)2
(
6
2,1
)
(x+ 1)3
(
6
1,1
)
(x+ 1)4
(
6
0,1
)
(x + 1)5(
6
3,2
)
(x+ 1)
(
6
2,2
)
(x+ 1)2
(
6
1,2
)
(x+ 1)3
(
6
0,2
)
(x + 1)4(
6
3,3
) (
6
2,3
)
(x+ 1)
(
6
1,3
)
(x+ 1)2
(
6
0,3
)
(x + 1)3

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The Hadamard product defines a map Ppos × P −→ P. Since f × · maps
{xn} to itself, we have a map
Ppos
/
{xn}× P/{xn} −→ P/{xn}
The converse is slightly more complicated.
Lemma 24.12. Suppose that the Hadamard product with f maps the closure of
Ppos
/
{xn} to itself. Then exp(f) ∈ Ppos/{xn}.
Proof. ex is in the closure of Ppos
/
{xn}.
Here is an interesting construction of matrices that preserve interlacing in
Ppos. Recall CP(M) is the characteristic polynomial of M, and M[1, 2] is M
with the first two rows and columns removed.
Lemma 24.13. IfM is positive definite then the matrix below preserves interlacing
in Ppos. (
CP(M[1]) CP(M)
CP(M[1, 2]) CP(M[2])
)
Proof. The determinant of
−xI+M+
(
y 0 ...
0 z 0 ...
...
... 0
)
equals
CP(M) + y CP(M[1]) + z CP(M[2]) + y z CP(M[1, 2])
Now apply Theorem 24.11.
24.7 Stable polynomials
Some stable cases are easy.
Lemma 24.14.
1. H1
/
{x2} =
{
a0 + a1x+ a2x
2 | a0,a1,a2 > 0
}
2. H1
/
{x4} =
{
a0 + a1x+ a2x
2 + a3x
3 | a0,a1,a2,a3 > 0 & a1a2 > a0a3
}
3. H1
/
{x5} ⊃ {a0 + · · · + a4x4 | a0, . . . ,a4 > 0 & a1a2a3 > a21a4 + a23a0 }
Proof. Lemma 21.38 shows that if the inequalities are strict then the polyno-
mials are already in H1. The quadratic is trivial, and we know from (21.7.1)
that a1a2 > a0a3 characterizes cubic stable polynomials. If f ∈ H1 then by
Lemma 21.38 we know that its 4-initial segment is inH1.
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Example 24.15. We conjecture that
H2
/
{y2}
?
= {f⋖ g | f, g ∈ H1}
The left hand side is certainly contained in the right hand side; we give an
example to show that certain elements of the right hand side are in the left.
We know that (x + 1)2⋖ x + a in H1 if and only if 0 < a < 2. Choose
positive α and consider the matrix
M =
(
1 0
0 1
)
+ y
(
e1 0
0 e2
)
+
(
0 −α
α 0
)
+
x
(
1 + α2 − α
√
1 + α2 0
0 1 + α2 + α
√
1+ α2
)
The determinant of M is
(1+α2)(1+x)2 +y
[
(e1 +e2)+x
(
(1+α2)(e1 +e2)+(e1 −e2)α
√
1 + α2
)]
+ · · ·
Thus, the first term is a constant multiple of (x+ 1)2, so we need to determine
what the coefficient of y is. If we divide the coefficient of x in this coefficient
by the constant term e1 + e2 we get
1 + α2 +
e1 − e2
e1 + e2
α
√
1 + α2
Now as α, e1, e2 range over the positive reals, the expression above takes all
values in (1/2,∞), and therefore all linear terms x + a where 0 < a < 2 are
realized by a determinant. Thus, (x + 1)2 + y(x+ a) lies inH1
/
{y2}.
The next result is the 2 × 2 analog of Theorem 24.11; the general case is
similar.
Lemma 24.16. Suppose h(x,y) =
∑
hi(x)y
i is inH2. For appropriaten the matrix(
hn−1 hn−2
hn hn−1
)
mapsH2
/
{y2} to itself.
Proof. We can write F = f + gy + · · · where F ∈ H2. The coefficients of yn
and yn−1 in hF are hnf + hn−1g and hn−1f + hn−2g. The result follows since
adjacent coefficients interlace inH2.
24.8 Other ideals
A representative element of P
pos
2
/
{x2,y2} is a polynomial a + bx + cy + dxy.
The characterization is very simple.
Lemma 24.17. P
pos
2
/
{x2,y2} =
{
a+ bx+ cy + dxy
∣∣a,b, c,d > 0 & ∣∣ a bc d ∣∣ < 0}
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Proof. If f = a + bx + cy + dxy + · · · is in P2 then Theorem9.113 says that∣∣ a b
c d
∣∣ < 0. Conversely, assume the determinant is negative. By dividing by
a and scaling x and y it suffices to show that 1 + x + y + Dxy ∈ Ppos2
/
{x2,y2}
where 0 < D < 1. Consider the product
(1 + αx+ βy)(1 + (1 − α)x+ (1 − β)y)
= 1 + x+ y+ (α(1 − β) + β(1 − α))xy+ · · ·
Clearly since 0 < D < 1 we can find ) < α,β < 1 so that (α(1−β)+β(1−α)) =
D.
Although 2xy− 1 6∈ P2, the product
(x+ y+ 1)(x+ y− 1) = −1 + 2xy+ · · ·
shows that 2xy− 1 ∈ P2
/
{x2,y2}. A similar argument shows that
Lemma 24.18. P2
/
{x2,y2} =
{
a+ bx+ cy + dxy
∣∣ ∣∣ a b
c d
∣∣ 6 0}
The elements of P
pos
3
/
{y2, z2} are interlacing squares with non-negative de-
terminant
f00 ⋖ f10⋖ ⋖
f01 ⋖ f11
arising from
∑
fij(x)y
izj ∈ Ppos3 . See the next section.
Lemma 24.19. If f⋖g,h then f+ yg+ zh ∈ P3
/
{y2,yz, z2}.
Proof. The argument similar to Lemma 9.103. If we write
f =
∏
(1 + ri x)
g =
∑
ai f/(1 + ri x)
h =
∑
bi f/(1+ ri x)
then
∏
(1 + ri x+ ai y+ bi z) = f + gy+ h z+
∑
i6=j
aibj
f
(1 + rix)(1 + rjx)
yz+ · · ·
Lemma 24.20. P2
/
{x− y} ≈ P
Proof. A representative of P2
/
{x− y} is a polynomial of the form f(x, x) where
f(x,y) ∈ P2. Now we know that f(x, x) ∈ P so this gives a map P2
/
{x −
y} −→ P. Conversely, if g ∈ P has positive leading coefficients and we define
f(x,y) = g((x + y)/2) then f(x,y) ∈ P2 and f(x, x) = g.
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If we make a divisibility assumption then we get induced maps.
Lemma 24.21. Suppose that the linear transformation T satisfies
1. T(xn) divides T(xn+1) for n > 1.
2. T : PR −→ PR
3. T−1 : PS −→ PS
then
T : PR
/
{xn} −→ PR/{T(xn)}
T−1 : PS
/
{T(xn)} −→ PS/{xn}
Proof. If g =
∑
aix
i is any polynomial then we claim that there exist αi ∈ R
such that
T(g xn) ∈ {T(xn)} (24.8.1)
g T(xn) =
∑
αiT(x
n+i) (24.8.2)
For (24.8.1) we have
T(g xn) = T(xn)
∑
ai
T(xn+i)
T(xn)
which is of the form h(x) T(xn) by the first hypothesis. For (24.8.2), using
induction it suffices to show that it is true for g = x. If we write T(xn+1) =
(α + βx)T(xn) then
x T(xn) =
1
β
T(xn+1) −
α
β
T(xn)
If f0 ∈ PR
/
{xn} then write f0 = f+ g x
n where f ∈ PR. Applying T
T(f0) = T(f) + T(g x
n)
and using the facts that T(f) ∈ PR and T(g xn) ∈ {T(xn)} shows that T(f0) is
in PR
/
{T(xn)}. If f0 ∈ PS
/
{T(xn)} then write f0 = f + g T(x
n) where f ∈ PS.
Applying T−1 yields
T−1(f0) = T
−1(f) + T−1(g T(xn))
Since T−1(g T(xn)) = xn
∑
αix
i and T−1(f) ∈ PS we see that T−1(f0) is in
PS
/
{xn}.
Corollary 24.22. Let T(xn) = (x)n. Then
T : Palt
/
{xn} −→ Palt/{T(xn)}
T−1 : Ppos
/
{T(xn)} −→ Ppos/{xn}
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Corollary 24.23. If a+ bx+ cx2 ∈ Ppos/{x(x− 1)(x − 2)} then (b + c)2 > 2ac.
Proof. If a+ bx+ cx2 ∈ Ppos/{x(x− 1)(x− 2)} then and T(xn) = (x)n then
T−1(a+ bx+ cx2) = a+ bx+ c(x2 + x) ∈ Ppos/{x3}
This implies that (b+ c)2 > 2ac.
24.9 Coefficients of extensions
In this section we choose f ∈ S/I and a monomial xI, and consider properties
of the set{
α
∣∣α is the coefficient of xI in F ∈ S where F ≡ f (mod I)}
Our first elementary example is a linear polynomial. We take S = Ppos,
I = {x3}, xI = x3, and f = a+ bx.
Lemma 24.24. If a,b > 0 then{
α
∣∣a+ bx+ αx2 ∈ Ppos/{x3}} = ( 0,b2/(2a) )
Proof. Use the fact that a+ bx+ αx2 ∈ Ppos/{x3} if and only if b2 > 2aα.
The corresponding problem for P
pos
2 is unsolved. We believe that if f+yg ∈
P
pos
2
/
{y2} (equivalently f⋖g) then{
h
∣∣ f+ yg+ hy2 ∈ Ppos2 /{y3}} ?= {h ∣∣g⋖h & ∣∣∣ f gg h ∣∣∣ 6 0}
The conjectured solution for P
pos
3 is similar. If f + gy + hz ∈ Ppos3
/
{y2, z2}
then{
k
∣∣ f+yg+hz+kyz ∈ Ppos3 /{y2, z2}} ?= {k ∣∣ g,h⋖k & ∣∣ f gh k ∣∣ 6 0} (24.9.1)
We don’t know how to approach these problems, but we can establish
properties of the interlacing squares of the last question. Using these, we
can establish (24.9.1) when the degree of f is two. So, we consider the new
question
What are the extensions of three interlacing polynomials to an in-
terlacing square with a positive determinant?
We are given three polynomials f, g,h in Ppos with positive leading coeffi-
cients that satisfy f⋖g, f⋖h, and consider the setK of all polynomials kwith
positive leading coefficient satisfying
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f ⋖ g
h ⋖
⋖
k
⋖ (24.9.2)
∣∣ f g
h k
∣∣ > 0 for x ∈ R (24.9.3)
First of all,
Lemma 24.25. K is a non-empty bounded convex set of polynomials.
Proof. Lemma 24.19 shows K is non-empty. Suppose that k1 and k2 satisfy
(24.9.2) and (24.9.3). If 0 < α < 1 then α and 1 − α are positive, so
f ⋖ g
h
⋖
⋖ αk1 + (1 − α)k2
⋖
From the determinant hypothesis:
gh − fk1 > 0
gh − fk2 > 0.
Multiplying and adding yields
gh− f(αk1 + (1 − α)k2) > 0
Thus αk1 + (1 − α)k2 satisfies the two conditions, and is in K.
Since f(1) > 0 we see that g(1)h(1)/f(1) > k(1). Consequently, all coeffi-
cients of k are bounded by g(1)h(1)/f(1).
Example 24.26. If f = (x + 1)n, g = h = (x + 1)n−1 then the interlacing re-
quirement implies that k = α(x+1)n−2. The determinant requirement implies
that 0 < α < 1, and so
K ⊆ {α(x+ 1)n−2 | 0 < α < 1}
In order to see that this is an equality, we proceed as follows. If ai,bi are non-
negative then 0 6 (
∑
aibi) 6
(∑
ai
)(∑
bj
)
. So, if 0 6 α 6 1 choose ai,bi so
that
∑
ai =
∑
bi = 1 and
∑
aibi = 1 − α. We have
n∏
1
(x + 1 + aiy+ biz)
= (x+ 1)n + y (x + 1)n−1 + z (x+ 1)n−1 + yz(x + 1)n−2
(∑
i6=j
aibj
)
This is the desired representation since∑
i6=j
aibj =
(∑
ai
)(∑
bj
)
−
∑
aibi = 1 − (1 − α) = α.
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Example 24.27. If F(x,y, z) ∈ Ppos3 and F =
∑
fij(x)y
izj then f11 is an extension
of f00, f10, f01. Thus, the polynomial f11 ∈ K. In particular, if f(x) ∈ Ppos, then
f(x + y+ z) ∈ Ppos3 , so f ′′(x)/2 is an extension of f, f ′, f ′.
In the case that f has degree 2, K is an interval of positive numbers. We
may assume that the polynomials are as given below, where all constants are
positive:
(x + r1)(x + r2) ⋖ t1(x+ r1) + t2(x + r2)
s1(x+ r1) + s2(x + r2) ⋖
⋖
k
⋖ (24.9.4)
The construction of the lemma suggests we consider the polynomial
(x + r1 + s1y+ t1z)(x + r2 + s2y+ t2z)
It provides an extension where k is s1t2 + s2t1. Note that this value does not
depend on the roots of f. Using these polynomials, we have
Lemma 24.28. The set K of extensions of (24.9.4) is the interval
(s1t2 + s2t1 − 2
√
s1s2t1t2, s1t2 + s2t1 + 2
√
s1s2t1t2).
Proof. The polynomial gh − kf is a polynomial in x, and for it to be positive
its discriminant must be negative. The discriminant is a quadratic in k whose
roots are s1t2 + s2t1 ± 2
√
s1s2t1t2.
An explanation of these conditions is that when n = 2 (24.9.2) and (24.9.3)
are exactly what we need to extend to a polynomial in P
pos
3 .
Lemma 24.29. Assume that deg(f) = 2. The polynomials f, g,h, k in Ppos satisfy
the conditions (24.9.2) and (24.9.3) above if and only if
f + gy+ hz+ yzk ∈ Ppos3
/
{y2, z2}
Equivalently, if f + gy+ hz ∈ Ppos3
/
{y2, z2} and f has degree 2 then (24.9.1) holds.
Proof. We only need to show that if we are given f, g,h, k satisfying the condi-
tions then there is such a polynomial in P3. We start with the matrix
M =
(
(r1 + x+ s2 y+ t2 z)/r1 d2 y+ e2 z
d2 y+ e2 z (r2 + x+ s1 y+ t1 z)/r2
)
and notice that r1r2 |M| is in P3 and equals
f+ gy+ h z+ (−2d2e2r1r2 + s2t1 + s1t2)yz + · · ·
From the Lemma above we know that we can write
k = s1t2 + s2t1 + 2β where |β| 6
√
s1s2t1t2
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Since the matrix M is of the form I + xD1 + yD2 + zD3 we know that we
must choose d2, e2 so thatD1,D2,D3 are positive definite matrices. NowD2 =(
s2/r1 d2
d2 s1/r2
)
and D3 =
(
t2/r1 e2
e2 t1/r2
)
. the determinant must be positive d2 and
e2 must satisfy
s1s2/(r1r2) > d
2
2
t1t2/(r1r2) > e
2
2
Notice that if d2, e2 satisfy these inequalities then
√
s1s2t1t2 > r1r2d2e2
Consequently we can choose d2, e2 satisfying d2e2r1r2 = β.
Corollary 24.30. If f, g,h, k satisfy (24.9.2) and (24.9.3) and f has degree 2 then∣∣ f g
h k
∣∣ is a stable polynomial.
Proof. This follows from the lemma and Lemma 21.64.
Remark 24.31. If the determinant is always negative (rather than positive) then
the corollary fails. The following polynomials form an interlacing square with
everywhere negative determinant that is not stable.
(x+ 0.9)(x+ 0.97)(x+ 9.5) ⋖ (x+ 0.95)(x+ 2.9)
(x+ 0.94)(x+ 2.6) ⋖
⋖
x+ 1.5
⋖
Appendix
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Glossary of polynomials, spaces,
and interlacing
Polynomials
An Euler polynomial
Cαn Charlier polynomial with parameter α
Cn(x;y) (−1)
nC
y
n(−x) = (−1)nn!L−x−nn (y) = (−1)
nn!Ln(−y;−x− n)
G
(α)
n Gegenbauer polynomial with parameter α
Hi Hermite polynomial
HI Hermite polynomial in d variables
Ln Laguerre polynomial
L˜n monic Laguerre polynomial: n!Ln
Lαn Laguerre polynomial with parameter α
Ln(x;y) L
y
n(−x)
Pn Legendre polynomial
Q
α,β
n
(
(x− α)A−1 − β
)n
(1)
Tn Chebyshev polynomial
(x)n falling factorial x(x− 1) · · · (x − n + 1)
〈x〉n rising factorial x(x + 1) · · · (x + n− 1)
(x;q)n (1 − x)(1 − qx) · · · (1 − qn−1x)
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Sets of polynomials in one variable
P All polynomials in one variable with all real roots.
P̂ The analytic closure of P.
Ppos All polynomials in P with all negative roots and all positive (or all
negative) coefficients: P(−∞,0)
P̂pos The analytic closure of Ppos.
Palt All polynomials in P with all positive roots and alternating
coefficients: P(0,∞)
P̂alt The analytic closure of Palt.
P± Palt ∪ Ppos
PI All polynomials in P with all roots in an interval I.
Psep Polynomials in P whose roots are all at least one apart.
P̂sep The analytic closure of Psep.
I Polynomials f+ ıgwhere f⋖g.
I Polynomials f+ ıgwhere f⋖g.
Î Analytic closure of I.
H1 Stable polynomials with real coefficients
Ho Interior ofH1
Ĥ Analytic closure ofH1
H1(C) Stable polynomials with complex coefficients
Ĥ1(C) Analytic closure ofH1(C)
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Sets of polynomials in several variables
Ud Polynomials in d variables non-vanishing in the upper half plane
Ud(C) Polynomials in d variables and complex coefficients non-
vanishing in the upper half plane
Hd Polynomials in d variables non-vanishing in the right half plane
Hd(C) Polynomials in d variables with complex coefficients non-
vanishing in the right half plane
P+d Ud(C) ∩Hd
Pd Polynomials in d variables satisfying degree conditions, substitu-
tion, and homogeneous part in Pd−1
Pd Polynomials in the closure of Pd
P̂d The analytic closure of Pd
P
pos
d Polynomials in Pd with all positive coefficients.
P
pos
d Polynomials in the closure of P
pos
d
P̂posd The analytic closure of P
pos
d
℘
d,e Polynomials satisfying substitution for x ∈ R, y > 0, the degree
condition, and homogeneous part in Pd+e.
℘
d,e Polynomials in the closure of ℘d,e.
℘̂
d,e The analytic closure of ℘d,e.
Qd,e Extension of P
pos
d by e variables subject to restricted substitution
conditions.
Hd stable polynomials with real coefficients in d variables
Ĥd analytic closure ofHd in d variables
P
gen
2 Polynomials in P2 whose solution curves are all distinct
P
sep
2 Polynomials in P2 whose substitutions are all in P
sep.
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Kinds of interlacing
f
U←− g f+ yg ∈ Ud(C)
f
H←− g f+ yg ∈ Hd(C)
f
P←− g f+ yg ∈ P+d
f
+
∼ g f+ αg ∈ P for α > 0
f
H
∼ g f+ αg ∈ Hd for α > 0
f
P
∼ g f+ αg ∈ P+d for α > 0
f⋖g The roots of f and g alternate, and deg(g) + 1 = deg(f)
f≪g The roots of f and g alternate, deg(g) = deg(f), and the largest
root belongs to f
f←− g f⋖g or g≪g in P
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Tables of transformations
f T(f) Domain Range
Multiplier transformations P −→ P
Binomial xn
(
nd
k
)
xn P P 681 d odd, k = 1, 2 . . .
Binomial xn (nd)kx
n P P 681 d odd, k = 1, 2 . . .
Derivative xn nxn−1 P P 25
Exponential xn xn/n! P P 192
Exponential xn xnn!/(kn)! P P 192 k = 1, 2, . . .
Exponential xn xn/(kn)! P P 192 k = 1, 2, . . .
q-Exponential xn xn/[n]! P P 170 q > 1
q-series xn q(
n
2 )xn P P 170 |q| < 1
Rising factorial xn
〈n〉i
i! x
i P P 288
Transformations P −→ P
Derivative f f ′ P P 495
Falling Factorial (x)n (x)n+1 P P 185
Hermite xn Hn P P 188
Hermite Hn Hn+1 P P 188
Laguerre xn Ln P P 191
Laguerre xn L REVn P P 496
Laguerre xn Lnk P P 496 k = 1, 2 . . .
Legendre xn Pn/n! P P 498
Rising Factorial 〈x〉n 〈x〉n+1 P P 185
Transformations Ppos −→ P
Affine xn (−1)(
n
2)xn Ppos P 250
Chebyshev xn Tn
REV Ppos P 203
Laguerre xn Ln
REV(−x) Ppos Ppos 277
Transformations Ppos −→ Ppos
Charlier Cαn x
n Ppos Ppos 189 ?
Falling factorial (x)n x
n Ppos Ppos 182
Falling factorial (x)n 〈x〉n Ppos Ppos 183
Hurwitz xn
{
xn/2 n even
0 n odd
Ppos Ppos 199
Rising factorial xn 〈x〉n Ppos Ppos 183
Rising Factorial xn 〈x〉n/n! Ppos Ppos 185
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f T(f) Domain Range
Transformations Palt −→ P
Affine xn (−1)(
n
2 )xn Palt P 250
Chebyshev xn Tn
REV Palt P 203
Hermite xn HnLn P
alt P 496
Hermite xn (Hn)
2 Palt P 496
Laguerre xn (Ln)
2 Palt P 496
Transformations Palt −→ Palt
Binomial xn
(
x
n
)
Palt Palt 194
Binomial xn
(
nd
k
)
xn Palt Palt 681 d even, k = 1, 2 . . .
Binomial xn (nd)kx
n Palt Palt 681 d even, k = 1, 2 . . .
Charlier xn Cαn P
alt Palt 189 ?
Falling factorial xn (x)n P
alt Palt 182
Legendre xn PM(x)/n! P
alt Palt 202
Rising factorial 〈x〉n xn Palt Palt 183
Transformations PI −→ PI
Charlier xn REV Cαn P
(−1,0) P 442
Chebyshev xn Tn P
(−1,1) P(−1,1) 615
Euler xn An P
(−1,0) Palt 197
Euler-Frobenius xn Pn P
(−1,1) P(−1,1) 198
Factorial xn
∏n
1 (1 − kx) P
(0,1) P(0,1) 442
Falling Factorial xi (x)Revi P
(0,1) P(0,1) 442
Laguerre xn REV L˜
(α)
n P
(0,1) P 442 α > −1,
Q-series xn (x;q)n P
R\(0,1) PR\(0,1) 244 0 < q < 1,
Q-series xn (x;q)n P
(0,1) P(0,1) 244 1 < q,
Q-series (x;q)n x
n PR\(0,1) PR\(0,1) 244 1 < q,
Q-series (x;q)n x
n P(0,1) P(0,1) 244 0 < q < 1,
Rising Factorial xn 〈x〉n/n! P(1,∞) P(1,∞) 185
Transformations P(n) −→ P(n)
Polar derivative xi (n − i)xi P(n) P(n − 1) 104
Reversal xi xn−i P(n) P(n) 173
Mo¨bius xi xi(1 − x)n−i P(n) P(n) 146
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f T(f) Domain Range
Transformations PI(n) −→ PI(n)
Binomial xi
(
α
i
)
xi Ppos(n) Ppos(n) 171 α > n − 2 > 0
Binomial xi
(
x+n−i
n
)
P(0,1)(n) Palt(n) 194
Chebyshev xi (Tr)
i P(−1,1)(n) P(−1,1)(nr) 168
Factorials (x)k 〈x〉n−k Ppos Ppos 184
Falling factorial xi (α)ix
i Ppos(n) Ppos(n) 171 α > n − 2 > 0
Falling factorial xi (x)ix
n−i Ppos(n) Ppos(n) 184
Falling factorial xi (x+ n− i)n
xi
i! P
pos(n) Ppos(n) 184
Hermite xi Hi Hn−i P
pos(n) P(n) 277
Hermite xi xn−iHi P
(2,∞)(n) P(n) 277
Hermite xi xn−iHi P
pos(n) P(n) 277
Laguerre xi xn−iLi P
pos(n) P(n) 277
Laguerre xi Li Ln−i P
pos(n) P(n) 277
Rising Factorial xi 〈x〉ixn−i P(0,1)(n) Ppos(n) 437
Rising factorial xi 〈x〉n−i Ppos(n) Ppos(n) 184
Affine transformations with Ax = x+ 1
Binomial xn (x+ d− n)
d
Palt Psep 227 d = 1, 2, . . .
Charlier xn Cαn P
(−α,∞) P(−α,∞) ∩ Psep 228
Derivative f f′ Psep Psep 227
Difference f ∆f Psep Psep 227
Falling Factorial xn (x)n P
alt Palt ∩ Psep 228
Rising Factorial xn 〈x〉n Ppos Ppos ∩ Psep 228
Transformations of stable polynomials
Charlier xn Cαn H1(C) H1(C) 646 α∈ RHP
Charlier xn Cαn H1 H1 646 α∈ RHP
Difference f f(x+ 1) − f(x) H1 H1 648
Hermite xn ınHn(−ıx) H1 H1 629
Laguerre xn ınLn(ıx) H1 H1 629
Rising factorial xn 〈x〉n H1(C) H1(C) 645
Rising factorial xn 〈x〉n H1 H1 645
Falling factorial (x)n x
n H1(C) H1(C) 646
Falling factorial (x)n x
n H1 H1 646
Hurwitz xn
{
xn/2 n even
0 n odd
H1 P
pos 646
Transformations in two or more variables
Exponential xiyj x
iyj
(i+j)! P
pos
2 P
pos
2 413
Evaluation f× xI f(|I|)xI Ppos × Pposd Pposd 349
Polar derivative f (x · ∂)f Pposd Pposd 348
Empirical tables of transformations
In the table on the next page we list the results of some empirical testing.
We constructed ten transformations for each polynomial family. We use the
abbreviations
. The transformation did not appear to map any interval to P.
X The transformation appears to map PX −→ P.
R The transformation appears to map P(−∞,∞) −→ P.
R+ The transformation appears to map P(0,∞) −→ P.
R− The transformation appears to map P(−∞,0) −→ P.
I The transformation appears to map P(−1,1) −→ P.
I+ The transformation appears to map P(0,1) −→ P.
I− The transformation appears to map P(−1,0) −→ P.
An underlined entry such as
::::::
(−1, 1) means that the transformation is
known to map P(−1,1) −→ P. The other entries are unsolved questions.
The polynomial families in the first column are in the glossary, except for
the last three. The Laurent-X polynomials are defined by p−1 = 0, p0 = 1 and
Laurent-1 pn+1 = x(pn − pn−1)
Laurent-2 pn+1 = x(pn − npn−1)
Laurent-3 pn+1 = (x− n)pn − nxpn−1
There are some cavaets on a few entries.
Pn x
n 7→ pnxd−n proved for (−∞, 0)(
x
n
)
xn 7→ pn only proved for each half
(x; 1/2) xn 7→ pn/n! perhaps it’s (−∞, 0) ∪ (0,∞)
The second table lists the actions of just a single transformation xn 7→
polynomial on various subsets of the complex plane.
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xn pn x
n xn xn pn x
n xn xn xn
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓
pn x
n prevn p
2
n pnx
n pd−n pnpd−n pnx
d−n pn/n! n!pn
Hn
::
R . (−∞, 1)
:::
R+ R+ R+
:::
R±
::::::::
(−∞, 2)
::
R I
Ln
::
R .
::
R
:::
R+ R− .
:::
R±
:::
R− ∪R+
::
R (−∞, 1)
Pn I . R± I+ I+ R \ I R±
:::
R±
::
R I
Tn
:
I . R± I+ I+ R+ ∪R− R± R±
:
I I
An
::
I− (1,∞) I . . . R I R− I−
C0n :::R
+
:::
R−
::
I+ . . (1,∞) R+ I+ (−∞,−1) I+
∪R+
G
(2)
n I . (−∞, 1) I+ I+ R R− (−∞, 1) R I
(x)n :::R
+
:::
R−
::
I+ . . (1,∞) R+
::
I+
:::::::::
(−∞,−1) I+
∪
:::
R+
〈x〉n :::R− :::R+ I+ . . (−∞,−1) R+ ::I+ :::R− I−∪
::::::
(1,∞)(
x
n
)
R \ I− I− . (1,∞) . I− R± .
:::::::::
(−∞,−1)
:::
R+
∪
:::
R+
(x; 2)
::
I+
::::::
R \ I+ R+ . . R− R+ R+ . I+
(x; 1/2)
::::::
R \ I+
::
I+ . (1,∞) . . R± . R− I+ R−
Exp
::
R . .
:::
R+
:::
R+ . . .
::
R
::
R
2(
n
2 )xn .
::
R . . . R . . . .
(1/4)(
n
2 )xn
::
R . . R+ R+ . . .
::
R
::
R
(1/2)(
n
2 )xn
::
R . .
:::
R+
:::
R+ . . .
::
R .
(−1)(
n
2 )xn
:::
R±
:::
R± .
:::
R+ . R . .
:::
R± .
Laurent-1 I+ . R− I+ . . . R+ ∪ R− R− I+ R+ .
Laurent-2
:::
R+ .
:::
R+ ∪R− . . . R+ ∪ R− R+ ∪R− R+ .
Laurent-3
:::
R+ . I . . I− R+ ∪ R− I R+ .I+
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xn 7→ QI QII QIII QIV H1 H1(C) I P ıP
Hn −I −I I I P . I
:
P .
Ln QII QII QIII QIII H1 H1(C) QIII
:
P H1(C)
Pn −I −I I I . . I . .
Tn −I −I I I . . I . .
An . . . . H1 . . . .
G
(2)
n −I −I I I . . I . .
(x)n . . . . . . . . .
〈x〉n . . . . H1 . . . .(
x
n
)
. . . . . . . . .
(x; 2) . . . . −H1 . . . .
(x; 1/2) . −H1(C) −H1(C) . −H1 −H1(C) . . −H1(C)
Exp
:::
QI
:::
QII
::::
QIII
::::
QIV
:::
H1
::::::
H1(C)
:
I
:
P
::
ıP
2(
n
2 )xn . . . . . . . . .
(1/4)(
n
2 )xn QI QII QIII QIV H1 H1(C) I P ıP
(−1)(
n
2 )xn . . . . P . . . .
Laurent − 1 −I . . I . . . . .
Laurent − 2 −I . . I . . . . .
Laurent − 3 . . . . . . . . .
Tables of determinants and
integrals
We assume that all polynomials in one variable have positive leading coeffi-
cients.
∣∣∣∣ ak ak+1ak−1 ak
∣∣∣∣ < 0 where∑n0 aixi ∈ P has all distinct roots. If they
are not all distinct, then it is still < unless ak = 0
and ak−1ak+1 = 0.
106
∣∣∣∣ai ai+1bi bi+1
∣∣∣∣ < 0 where f =∑aixi, g = ∑bixi,and f≪g. 115∣∣∣∣ f gf ′ g ′
∣∣∣∣ < 0 where f⋖g or f≪g. 29∣∣∣∣f gh k
∣∣∣∣ < 0 where deg(f) = deg(g) + 1 = deg(h) + 1 =
deg(k) + 2 and for all all α,β, not both zero, we
have that αf+ βg⋖αh+ βk
27
∣∣∣∣ f AfAf A2f
∣∣∣∣ < 0 for positive x if Ax > x and f ∈ Ppos ∩ PA 219∣∣∣∣ f AfAf A2f
∣∣∣∣ > 0 for positive x if Ax < x and f ∈ Ppos ∩ PA 219∣∣∣∣ f ∆f∆f ∆2f
∣∣∣∣ < 0 for positive x if f ∈ Ppos ∩ Psep 219∣∣∣∣ f(x) f(x+ 1)f(x+ 1) f(x+ 2)
∣∣∣∣ < 0 for positive x and f ∈ Ppos ∩ Psep 229∣∣∣∣ dij di+1,jdi,j+1 di+1,j+1
∣∣∣∣ < 0 f(x,y) = ∑dijxiyj is in P2 and f(x, 0) has all dis-
tinct roots.
296∣∣∣∣ f fxfy fxy
∣∣∣∣ 6 0 f ∈ Pd, d > 2. 318∣∣∣∣f00 f10f01 f11
∣∣∣∣ 6 0 f ∈ Pd+2 and f(x,y, z) = f00(x)+f10(x)y+f01(x)z+
f11(x)yz + · · ·
318∣∣∣∣1/f(x1,y1) 1/f(x2,y11/f(x2,y1) 1/f(x2,y2)
∣∣∣∣ > 0 f ∈ P2 458
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Next, we have examples of three by three determinants, all of which are
special cases of n by n determinants. All these matrices are totally positive for
non-negative x.
∣∣∣∣∣∣∣∣
a2 a1 a0
a3 a2 a1
a4 a3 a2
∣∣∣∣∣∣∣∣
∑
aix
i ∈ Ppos 113
∣∣∣∣∣∣∣∣
f2 f1 f0
f3 f2 f1
f4 f3 f2
∣∣∣∣∣∣∣∣
∑
fi(x)y
i ∈ P2 294
∣∣∣∣∣∣∣∣
1
2!f
′′ f ′ f
1
3!f
(3) 1
2!f
′′ f ′
1
4!f
(4) 1
3!f
(3) 1
2!f
′′
∣∣∣∣∣∣∣∣ f ∈ P
pos 294
∣∣∣∣∣∣∣∣
1
2!f(x + 2) f(x + 1) f(x)
1
3!f(x + 3)
1
2!f(x+ 2) f(x+ 1)
1
4!f(x + 4)
1
3!f(x+ 3)
1
2!f(x + 2)
∣∣∣∣∣∣∣∣ f ∈ P
pos 114
∣∣∣∣∣∣∣∣
1
2! (x+ 2)
n (x + 1)n xn
1
3! (x+ 3)
n 1
2! (x+ 2)
n (x + 1)n
1
4! (x+ 4)
n 1
3! (x+ 3)
n 1
2! (x+ 2)
n
∣∣∣∣∣∣∣∣ 114
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∫ 1
−1
f(x+ ıt)dt ∈ P. f ∈ P 669
∫ 1
0
f(x+ αıt)dt ∈ I f ∈ P and α > 0 599
∫ 1
0
f(x+ ıt)dt ∈ I f ∈ P 608
∫ 1
0
f(x+ t)dt ∈ H1 f ∈ H1 647
∫ 1
0
φ(x)eıtx dx ∈ Î. φ(x) ↑ and positive on (0, 1) 616
∫ 1
0
f(x,y+ ıt)dt ∈ I2 f ∈ P2 603
∫ 1
0
f(x, t)dt ∈ P f ∈ Psep2 75
∫ 1
0
f(x, t)g(x,−t)dt ∈ P f, g ∈ Psep2 237
∫ 1
0
∫ 1−t
0
f(x, t)g(x, s)ds dt ∈ P f, g ∈ Psep2 237
Tables of Polynomials
Appell polynomials in one variable
An(x)
A0(x) = 1
A1(x) = 1 − 2 x
A2(x) = 1 − 6 x+ 6 x
2
A3(x) = 1 − 12 x+ 30 x
2 − 20 x3
A4(x) = 1 − 20 x+ 90 x
2 − 140 x3 + 70 x4
A5(x) = 1 − 30 x+ 210 x
2 − 560 x3 + 630 x4 − 252 x5
Appell polynomials in two variables
An,m(x)
A0,0(x,y) = 1
A1,0(x,y) = 1 − 2 x− y
A0,1(x,y) = 1 − x− 2y
A2,0(x,y) = 1 − 6 x+ 6 x
2 − 2y+ 6 x y+ y2
A1,1(x,y) = 1 − 4 x+ 3 x
2 − 4y+ 8 x y+ 3y2
A0,2(x,y) = 1 − 2 x+ x
2 − 6y+ 6 x y+ 6y2
Charlier with parameter 1
C1n(x)
C0(x) = 1
C1(x) = −1+ x
C2(x) = 1− 3x+ x
2
C3(x) = −1+ 8x− 6x
2 + x3
C4(x) = 1− 24x+ 29x
2 − 10x3 + x4
C5(x) = −1+ 89x− 145x
2 + 75x3 − 15x4 + x5
Charlier in two variables
Cn(x;y) = (−1)
nC
y
n(−x)
716
TABLES OF POLYNOMIALS 717
C0(x;y) = 1
C1(x;y) = x + y
C2(x;y) = x + x
2 + 2xy+ y2
C3(x;y) = 2x+ 3x
2 + x3 + 3xy+ 3x2y+ 3xy2 + y3
C4(x;y) = 6x+11x
2+6x3+x4+8xy+12x2y+4x3y+6xy2+6x2y2+4xy3+y4
C5(x;y) = 24x + 50x
2 + 35x3 + 10x4 + x5 + 30xy + 55x2y + 30x3y + 5x4y +
20xy2 + 30x2y2 + 10x3y2 + 10xy3 + 10x2y3 + 5xy4 + y5
Chebyshev
Tn(x)
T0(x) = 1
T1(x) = x
T2(x) = −1 + 2x
2
T3(x) = −3x+ 4x
3
T4(x) = 1 − 8x
2 + 8x4
T5(x) = 5x− 20x
3 + 16x5
Euler
An(x)
A0(x) = 1
A1(x) = x
A2(x) = x+ x
2
A3(x) = x+ 4x
2 + x3
A4(x) = x+ 11x
2 + 11x3 + x4
A5(x) = x+ 26x
2 + 66x3 + 26x4 + x5
Falling factorial
(x)n
(x)0 = 1
(x)1 = x
(x)2 = −x+ x
2
(x)3 = 2 x − 3 x
2 + x3
(x)4 = −6 x+ 11 x
2 − 6 x3 + x4
(x)5 = 24 x− 50 x
2 + 35 x3 − 10 x4 + x5
Falling factorial inverse (Exponential or Bell polynomials)
Bn(x)
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B0(x) = 1
B1(x) = x
B2(x) = x+ x
2
B3(x) = x+ 3 x
2 + x3
B4(x) = x+ 7 x
2 + 6 x3 + x4
B5(x) = x+ 15 x
2 + 25 x3 + 10 x4 + x5
Gegenbauer
Gn(x)
G0(x) = 1
G1(x) = 4x
G2(X) = 12x
2 − 2
G3(x) = 32x
3 − 12x
G4(X) = 80x
4 − 48x2 + 3
G5(x) = 192x
5 − 160x3 + 24x
Hermite
Hn(x)
H0(x) = 1
H1(x) = 2x
H2(x) = −2 + 4x
2
H3(x) = −12x+ 8x
3
H4(x) = 12 − 48x
2 + 16x4
H5(x) = 120x− 160x
3 + 32x5
Laguerre
Ln(x)
L0(x) = 1
L1(x) = 1 − x
L2(x) =
1
2
(
2 − 4x+ x2
)
L3(x) =
1
6
(
6 − 18x+ 9x2 − x3
)
L4(x) =
1
24
(
24 − 96x+ 72x2 − 16x3 + x4
)
L5(x) =
1
120
(
120− 600x+ 600x2 − 200x3 + 25x4 − x5
)
Q-Laguerre
LAn(x)
LA0 (x) = 1
LA1 (x) = −x+ 1
LA2 (x) = x
2 − 2[2]x+ [2]
LA3 (x) = −x
3 + 3[3]x2 − 3[2][3]x+ [2][3]
LA4 (x) = x
4 − 4[4]x3 + 6[3][4]x2 − 4[2][3][4]x+ [2][3][4]
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Laguerre in two variables
Ln(x;y) = L
y
n(−x)
L0(x) = 1
L1(x;y) = 1 + x + y
L2 (x;y) =
1
2
(
2 + 4 x+ x2 + 3y+ 2 x y+ y2
)
L3 (x;y) =
1
6
(
6 + 18 x+ 9 x2 + x3 + 11y+ 15 x y+ 3 x2 y+ 6y2 + 3 x y2 + y3
)
L4 (x;y) =
1
24
(
24+ 96 x+ 72 x2 + 16 x3 + x4 + 50y+ 104 x y+ 42 x2 y+ 4 x3 y+
35y2 + 36 x y2 + 6 x2 y2 + 10y3 + 4 x y3 + y4
)
L5 (x;y) =
1
120
(
120 + 600 x + 600 x2 + 200 x3 + 25 x4 + x5 + 274y + 770 x y +
470 x2 y+ 90 x3 y+ 5 x4 y+ 225y2 + 355 x y2 + 120 x2 y2 + 10 x3 y2 +
85y3 + 70 x y3 + 10 x2 y3 + 15y4 + 5 x y4 + y5
)
Legendre
Pn(x)
P0(x) = 1
P1(x) = x
P2(x) =
1
2
(
−1 + 3x2
)
P3(x) =
1
2
(
−3x+ 5 x3
)
P4(x) =
1
8
(
3 − 30 x2 + 35x4
)
P5(x) =
1
8
(
15x− 70x3 + 63x5
)
Narayana
Nn(x)
N0(x) = 1
N1(x) = x
N2(x) = x
2 + x
N3(x) = x
3 + 3x2 + x
N4(x) = x
4 + 6x3 + 6x2 + x
N5(x) = x
5 + 10x4 + 20x3 + 10x2 + x
Rising factorial
〈x〉n
〈x〉0 = 1
〈x〉1 = x
〈x〉2 = x+ x2
〈x〉3 = 2 x + 3 x2 + x3
〈x〉4 = 6 x + 11 x2 + 6 x3 + x4
〈x〉5 = 24 x+ 50 x2 + 35 x3 + 10 x4 + x5
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Rising factorial inverse
〈x〉n−1
〈x〉0−1 = 1
〈x〉1−1 = x
〈x〉2−1 = −x+ x2
〈x〉3−1 = x− 3 x2 + x3
〈x〉4−1 = −x+ 7 x2 − 6 x3 + x4
〈x〉5−1 = x− 15 x2 + 25 x3 − 10 x4 + x5
Questions
There are many unsolved problems about polynomials.
Polynomials with all real roots
Question 1. Is the minimum of the roots of the Hadamard product of polyno-
mials in P(0,1)(n) attained at f = g = (x + 1)n?
Question 2. Show that for all n the falling factorial (x)n is the derivative of a
polynomial with all real roots. (See 164)
Question 3. Find all polynomials h(x,y) such that for all f≪g we have
h(f, g) ∈ P.
Question 4. Show that fn, gn defined below satisfy fn ←− fn−1 and that
gn ←− gn−1, where
(
n
i,i
)
and
(
n
i,i,i
)
are multinomial coefficients. In addi-
tion, fn⋖ fn−2 and gn⋖ gn−3. (There is the obvious generalization.) Corol-
lary 13.15 shows that fn ∈ P.
fn =
n∑
i=0
(
n
i, i
)
xi gn =
n∑
i=0
(
n
i, i, i
)
xi
Question 5. Suppose n is a positive integer. Show the following interlacings,
where B, L,N,E are the Bell, Laguerre, Narayana and Euler polynomials.
exp−1 Bn+1 ←− exp−1 Bn
exp−1 Ln+1 ←− exp−1 Ln
exp−1Nn+1 ←− exp−1Nn
exp−1 En+1 ←− exp−1 En
Question 6. Under what conditions does 0 6 a 6 b imply there is a g such that
poly(c) 6 g for all a 6 c 6 b?
Question 7. (C. Johnson) Given f, g ∈ P, not necessarily interlacing, what is the
maximum number of complex roots of linear combinations of f and g? Can
this number be computed from the arrangement of the roots of f and g?
Question 8 (The Faa` di Bruno problem - (See p. 39.)). Suppose that g ∈ P̂ . For
any α ∈ R andm = 0, 1, . . . ,
1. Fm(α,y) has all real roots.
2. Fm+1(α,y)⋖ Fm(α,y).
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Polynomials with all positive coefficients
Question 9. If T : Ppos −→ P, then what constraints are there on the signs of
T(xi)? The example xi 7→ (−1)(i2)xi shows that the pattern −−++ is possible.
In addition to all signs the same, and all signs alternating, are there any other
possibilities?
Question 10. If
∑
aix
i ∈ Ppos and α > 1 show that∑aαi xi ∈ Ppos. See [74]
for a questionable argument. Compare Question 132.
Question 11. If f ∈ Ppos, consider the set S = {g | f +∼ g}. Unlike the case
where
+
∼ is replaced by ⋖ , the set S is not a cone. However, it is a union of a
collection of cones. What is a usefful description of S?
Matrices that preserve interlacing
Question 12. If M = (fij) is a matrix of polynomials with positive leading
coefficients that preserves mutually interlacing polynomials then does (f′ij)
also preserve mutual interlacing? If so, the following would be true:
WriteM =
∑
Mi x
i where eachMi is a matrix of constants. Each
Mi is totally positive2.
Question 13. If (f1, . . . , fn) is a sequence of mutually interlacing polynomials,
then is {(ai) ∈ Rn|
∑
aifi ∈ P} a convex set?
Question 14. Describe all matrices M of polynomials with the property that
if v is a vector of mutually interlacing polynomials then the vector Mv also
consists of mutually interlacing polynomials.
Question 15. A question related to the previous one. If v is fixed, describe all
matricesM such thatMiv is mutually interlacing, for all positive integers i.
A special case. Find allM =
(
f g
h k
)
such thatMi
(
1
1
)
consists of interlacing
polynomials for all positive integers i.
Question 16. If f⋖g and fF− gG = 1 where deg(F) = deg(G) − 1 = deg(f) − 2
then are F and G unique?
Question 17. Find all d by dmatrices that are P-positive semi-definite. That is,
if f ∈ P is∑aixi, and A = (a0, . . . ,ad−1), then AQAt > 0.
Are all P-positive semi-definite matrices the sum of a positive semi-
definite matrix and a P-positive semi-definite matrix whose non-zero entries
are only on the anti-diagonal?
Homogeneous Polynomials
Question 18. Given f ∈ P, are there a,b, c ∈ R and g ∈ P such that(
a+ b ∂
∂x
+ c ∂
∂y
)
g = f?
Question 19. If T : Ppos −→ Ppos then when isϕ(T) totally positive? It appears
to be so for the Laguerre transformation.
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Analytic functions
Question 20. Which hypergeometric functions are in P̂?
Question 21. Which polynomials f(x,y) have the property that f(x, sin x) ∈ P̂?
How about f(x, ex) ∈ P̂?
Question 22. Is there a q-analog Γq of the gamma function for which Γq(z +
1)/Γq(kz + 1) is entire, and only has negative zeros?
Question 23. If f ∈ P̂ , and for all a ∈ Rwe know that f+a ∈ P̂ then show that
f = ax+ b. This is trivial when f is a polynomial.
Linear Transformations of polynomials
Question 24. Characterize all linear transformations T (see (6.3.1)) defined by
T(xn) =
∏n
i=1(x+ ai) that map P
pos to P.
Question 25. Can we characterize transformations T that satisfy
T : Ppos −→ Ppos
T−1 : Palt −→ Palt
Question 26. Can we characterize transformations T that satisfy T : Palt −→
Ppos and T 2 is the identity? The Laguerre transformation is such an example.
Question 27. Characterize all linear transformations T : P −→ P that commute
with differentiation (DT = TD).
Question 28. Suppose that V is the infinite dimensional vector space of all
linear transformations from polynomials to polynomials, andW is the subset
of V consisting of all linear transformations that map Ppos −→ P. Then W
contains no open sets.
Question 29. If T(xn) = dnx
n satisfies T(Ppos) ⊂ Ppos then does T preserve
interlacing?
Question 30. If T : P −→ P is a linear transformation then describe the possi-
ble sets S = {deg(T(x)),deg(T(x2)),deg(T(x3)), · · · }. Since T(xn) and T(xn+1)
interlace, we know that adjacent terms of S differ by at most 1. The example
f 7→ f(D)g shows that S can be bounded.
Question 31. Can we find linear transformations T such that
1. T : P −→ P.
2. T(xi) = xi for 0 6 i < r
3. T(xr) 6= xr
xn 7→ Hn(x) works for r = 2.
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Linear transformations that preserve roots
Question 32. Show that
1. T(xi) = 〈x〉i 〈x〉n−i maps Ppos −→ Ppos.
2. T(xi) = 〈x〉i (x)n−i maps Ppos −→ P.
Question 33. Lie and Wang [117] showed that∣∣∣∣Bn+1 Bn+2Bn Bn+1
∣∣∣∣
has all positive coefficients where Bn are the Bell polynomials (p. 189). Show
that the determinant is actually stable.
Question 34. Show that the linear transformation xi 7→ Hi(x)xn−i maps
P(−∞,2)(n) −→ P.
Question 35. If T(Hn) = x
n, then T does not map P, Palt or Ppos to P. Show
that EXP ◦ T and T ◦ EXP both map P to itself.
Question 36. Show that the transformation xk 7→ Hqn where Hqn is the q-
Hermite polynomial maps P(−1,1) −→ P for q > 1.
Question 37. Suppose ri > 1 + ri−1 are positive constants. Show that the
transformation xn 7→∏ni=1(x− ri) maps P(0,1) −→ P.
Question 38. Show that the transformation xi 7→ Pi REV , the reverse of the Leg-
endre polynomial, maps Palt ∪ Ppos −→ Ppos. The transformation satisfies
T(xn+1) =
2n+ 1
n + 1
T(xn) −
x2
n+ 1
T((xn)′)
Question 39. Show that the transformation xi 7→ Pi, where Pi(x) is the Legen-
dre polynomial, maps P(−1,1) −→ P(−1,1).
Question 40. For which α,β is it the case that T : P −→ P, where T : xi 7→ P
α,β
i
i! ,
and Pα,βi (x) is the Jacobi polynomial?
Question 41. If T is the linear transformation xn 7→ Tn and Mz = z+1z−1 then
TM : P
(−1,1) → Ppos. See Lemma 7.69.
Question 42. Show that the transformation Ei 7→ xi, where Ei is the Euler
polynomial, maps P(1,∞) −→ Palt.
Question 43. Show that the exponential diamond product f ♦
EXP
g =
EXP−1 (EXPf× EXPg) is a bilinear map Ppos × Palt −→ P. This map is
equivalent to xi ♦
EXP
xj =
(
i+j
i
)
xi+j.
Question 44. Show that if T(xi) = Li(x), the Laguerre polynomial, then the
Laguerre diamond product f♦
T
g = T−1 (T(f)× T(g)) is a bilinear map P(1,∞)×
P(−∞,1) −→ P.
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Question 45. If T : xn 7→ (x)n then the diamond product f♦
T
g =
T−1 (T(f)× T(g)) maps P × Ppos −→ P. See Lemma 11.103.
Question 46. We can modify the definition of diamond product by replacing
multiplication by the Hadamard product. Given a linear transformation T ,
define S by
f× g T×T
S
Tf× Tg
Hadamard product
T−1(Tf ∗ Tg) Tf ∗ TgT−1
(A) Let T(xn) = (x)n. Show that S : P
± × P± −→ P.
(B) Show that the above result holds if we use the modified Hadamard prod-
uct xr ∗′ xr = r! xr.
(C) If T(Hi) = x
i, then show that
S :
(
P(∞,−1) ∪ P(1,∞))× (P(∞,−1) ∪ P(1,∞)) −→ P
Question 47. If T(xn) = Pα,βm , the n-th Jacobi polynomial, for which α,β does
T map P−1,1 to itself? Some computations show that there are examples that
do not map P−1,1 to itself, but they are all where α 6= β and −1 < α,β < 0.
Question 48. Show that the transformation xi 7→ ∏(1 + (−1)ix) = (x;−1)i
maps Ppos ∪ Palt −→ P.
Question 49. For which a,b does the transformation (x;a) 7→ (x;b)map P −→
P?
Question 50. What assumptions on S, T do we need to make the following
true?
If S, T are linear transformations that map Ppos to itself, then define the
transformation U on Ppos(n) by xi 7→ T(xi)S(xn−i). If S, T map Palt to itself
then Umaps Palt(n) to itself and preserves interlacing.
Question 51. Determine all orthogonal polynomial families {pn} so that x
n 7→
pn maps P
I to P for some interval I.
Question 52. Identify a polynomial f in P(n) with αf in projective n+ 1 space.
What is
VolDP(n+ 1)
VolP(n)
Question 53. If T : P −→ P, then is it possible to compute Vol (T(P))
Vol(P) ? What are
upper and lower bounds for this ratio? Should we restrict ourself to P(n)?
Question 54. Let all denote all polynomials. If T : P −→ P and Vol (T(P))
Vol(P)
is
small then Vol (T(all)∩P)
Vol(P)
is large.
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Question 55. Suppose that T : P(n) −→ P(n). What are the obstructions to
extending T to a linear transformation that maps P(n + 1) to itself?
Question 56. Show that if T(xi) = (α)ix
i where α < n − 2 is not an integer
then T((x+ 1)n) 6∈ P. See Lemma 7.2.
Question 57. When is it true that if f ∈ Ppos, then for all positive integers i
f(i)2 > f(i− 1)f(i + 1).
Corollary 7.34 shows that the inequality with > in place of > is true.
Question 58. Suppose that pi is a sequence of polynomials defined by
p0 = 1
p1 = x
pn+1 = xpn − cnpn−1
where the cn are constants. If the linear transformation x
n 7→ pn maps P to
itself then are the pi essentially the Hermite polynomials?
Question 59. If T(xk) =
〈x〉k
k! then show that T : P
R\(0,1) −→ PR\(0,1).
Question 60. If T(xk) =
〈x〉k
k! then show that for any α ∈ (0, 1) there is an n
such that T(x − α)n does not have all real roots.
Question 61. If T is a linear transformation, and T(x − r)n ∈ P for all positive
integers n and all r satisfying a 6 r 6 b, then is it true that T : P(a,b) −→ P?
Question 62. Find examples of transformations T and constant a for which
T(x + a)n is a scalar, for all n. This is satisfied by T(xi) = (x + n− i)n
Question 63. If T : xn 7→ 〈x〉n/n! then show that T maps polynomials whose
roots all have real part 1/2 to polynomials with real part 1/2. [142]
Question 64. In Example 1.85 we saw that the commutator of the two trans-
formations xn 7→ Nn and xn 7→ Dxn maps the sequence {xn} to an interlacing
sequence. It appears that more is true. An entry in Table 64, such as P at
the intersection of the row An and column Bn means that empirical evidence
suggests that
T1 : x
n 7→ An T2 : xn 7→ Bn =⇒ T1T2 − T2T1 : Ppos −→ P
Affine Transformations
Question 65. Show that if f(x)≪ f(x+ 2) then∣∣∣ f(x+1) f(x)f(x+2) f(x+1) ∣∣∣ > 0
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Nn An Bn D Ln 〈x〉n
Nn P P P
pos Ppos .
An P P
pos Ppos .
Bn H P
pos P
D P(−∞,0] Ppos
Ln P
pos
Table 1: Purported range of Ppos under the commutator map
Question 66. If T(xn) is Hn(x), x
n/n!, or Ln(x) then show that the minimum
separation is achieved at the falling factorial. That is, if f ∈ Psep show that
δ T(f) > δ T(x)n.
Question 67. Is (x)i 7→ (x)n−i a bijection on Psep(n)?
Question 68. Show that xn 7→ Ln (Ln is the Laguerre polynomial) maps Psep
to itself.
Question 69. Show that 〈x〉n 7→ xn maps Palt to Psep.
Question 70. Suppose all ri are positive and define
T(xn) =
n∏
i=1
(x − ri)
If T(xn) ∈ Psep then T : P(0,1) −→ P(1,∞) ∩ Psep.
Question 71. If T : Psep −→ Psep satisfies f⋖ Tf then is Tf = αf′ + β∆(f)?
Question 72. If δ(f) > 1 then is there a gwith all real roots such that ∆(g) = f?
Question 73. Since
∏2n−1
i=0 (x − 2i) is a polynomial of degree 2n in P
sep, we
know that
pn = ∆
n
2n−1∏
i=0
(x− 2i) ∈ Psep(n)
Although it is not the case that pn⋖pn−1, it appears to be nearly true. Show
that if gn = pn(x)/(x − α) where α is the largest root of pn then pn−1≪gn.
Question 74. Which series f(x) =
∑∞
0 aix
i have the property that f ∗ g is in PA
if g ∈ PA? This is an affine analog of Theorem 15.22.
Question 75. If f has all its roots in (−1, 0) and T : xn −→ 〈x〉n then the roots of
Tf satisfy: the largest is larger than all roots of f, and the rest are all less than
-1.
Question 76. Show that the map xn −→ 〈x〉n is a bijection between Ppos and
Psep ∩ Ppos.
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Question 77. For any A is there an infinite family of polynomials hn so that
• DAhn = (const)hn−1
• hn ∈ PA
Question 78. If {ai} is a sequence such that g⋖
∑
aig
(i) whenever g is (x)n
then do we have interlacing for all g ∈ Psep?
Question 79. If f is a polynomial such that f(DA)PA ⊂ PA then is f ∈ PA?
Question 80. Does Tf = x f(x/2) − ∆(f) preserve roots in some appropriate
space?
Question 81. If f(x)≫g(x), f(x)≫ f(x + 1), g(x)≫g(x + 1) then is∣∣∣ f(x) g(x)f(x+1) g(x+1) ∣∣∣ 6= 0?
Question 82. What are conditions on f that guarantee that
∣∣ f ∆f
∆f ∆2f
∣∣ is never
zero? This determinant is also equal to
∣∣∣ f(x) f(x+1)f(x+1) f(x+2) ∣∣∣.
Question 83. Show that the positive part of the q-Hermite polynomials is in
PA.
Question 84. For which polynomials does the q-Hermite transformation xn 7→
H
q
n (see § 8.8.12) preserve real roots?
Question 85. Recall δ(f) is the minimum distance between roots of f. What is
inff
δ(exp(f))
δ(f)
? It is 2 for quadratic and 1 for linear.
Question 86. What is inff
δ(f∗g)
δ(f)δ(g)
?
Question 87. For which polynomials F(x, z) is F(x,∆) : Psep −→ Psep? How
about F(x,A) : Psep −→ Psep?
Question 88. Consider the recurrence
pn+2 = (anx+ bn + (cnx+ dn)A)pn+1 − enApn
What conditions on the coefficients do we need so that all pn ∈ Psep, and
pn+1⋖pn for all n?
Question 89. Show that the real parts of the roots of ∆k[〈x〉n〈x〉n] satisfy these
two properties.
1. The real parts are all integers, or integers plus 1/2.
2. If k = n + r where r > −1 then the real parts are all equal, and have
value −(2n+ r − 1)/2.
Question 90. Show the following:
The map f× g 7→ f⊗ g satisfies Psep ∩ Palt × Psep ∩ Palt −→ Psep ∩ Palt.
(See p. 231.)
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Question 91. Find an explicit formula for the q-Laguerre polynomials. It is
probably similar to the definition of the Laguerre polynomials:
Ln(x) =
1
n!
n∑
i=0
(
n
i
)
n!
i!
(−x)n
Question 92. Suppose that ft, gt,ht are locally interlacing families with ρ(f) >
1, ρ(g) > 1, ρ(h) > 1. Show that the triple convolution below is in P.∫ 1
0
∫ 1−t
0
ft(x)gs(x)h1−s−t(x)ds dt
Question 93. Suppose that f ∈ PA where Ax = qx with q > 0. Show that if
f =
∑
aix
i then (see 247)
a2k+1
akak+2
>
1
q
[k + 2][n− k]
[k+ 1][n− k − 1]
.
Question 94. Suppose that Ax = qx where q > 1, Bx = q1/2x and Dsym
A
f(x) =
(Af − A−1f)/(Ax− A−1x). Show that if f ∈ PA then Dsym
A
f ∈ PB.
Question 95. Suppose that f≪A2f and the polynomial f + ıAf has roots r1 +
ıs1, . . . , rn + ısn, and g = (x − r1) · · · (x− rn). Show that
f≪g≪Af.
(It then follows that Af≪Ag≪A2f. Since f≪A2f the sequence
f, g,Af,Ag,A2f is mutually interlacing, and hence g ∈ PA.)
Question 96. Define the q-Charlier polynomials [125] by
Cn+1(x,a;q) = (x − aq
n − [n])Cn(x,a;q) − a[n]q
n−1Cn−1(x,a;q),
where C−1(x,a;q) = 0 and C0(x,a;q) = 1. If q > 1 and a > 1 then show that
Cn(x,a;q) is in P
A, where Ax = qx.
Polynomials in P2
Question 97. If f ∈ Psep2 then show that ∆x(f) = f(x+ 1,y) − f(x,y) is in Psep2 .
Question 98. Show that the linear transformation xiyj 7→ 〈x〉i
〈
y
〉
j
maps P2 to
itself.
Question 99. Suppose that we have three polynomials f, g,h ∈ P2 where af +
bg+ ch ∈ ±P2 for all a,b, c ∈ R. Are f, g,h necessarily linearly dependent?
Question 100. If f(x,y) is a product of linear factors, then for which linear
transformations T is Tf ever a product of linear factors?
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Question 101. Suppose that f ∈ P2 and write
f = f0 + f1y+ f2y
2 + · · · + fnyn.
Consider the d× d determinant
detd =
∣∣∣∣∣∣∣∣∣∣∣
f0 f1 . . . fd−1
f1 f2 . . . fd
f2 f3 . . . fd+1
...
fd−1 fd . . . f2d−2
∣∣∣∣∣∣∣∣∣∣∣
Empirical evidence suggests that
• If d = 2r is even and d < n then detd always has the same sign (−1)r.
• If d is odd then the determinant has positive and negative values.
This is similar to results for matrices of orthogonal polynomials found in [99].
The case where f is in P
pos
2 is discussed in § 4.4.5.
Question 102. (The total positivity conjecture) Suppose that f ∈ Ppos2 (n) is a
product of linear terms, and write f =
∑
aijx
iyj. When is the matrix below
totally positive? (Lemma 9.120 is a special case.)∣∣∣∣∣∣∣
a0d . . . a00
...
...
add . . . ad0
∣∣∣∣∣∣∣
Question 103. We can form polynomials from the coefficients of a polynomial
in P2. Suppose that f =
∑
ai,jx
iyj. Define M(i, j;d) to be the determinant of
the d by dmatrix (ai+r,j+s), where 0 6 r, s < d. For example,M(i, j, 1) = ai,j,
andM(i, j; 2) = ai,jai+1,j+1 − ai,j+1ai+1,j.
When is
∑
M(i, j;d)xiyj ∈ ±P2?
Question 104. Show that the product of two polynomials in P
pos
2 with totally
positive coefficients has totally positive coefficients.
Question 105. Suppose f =
∑
aix
i where f ∈ Ppos(n). The polynomial f(x+y)
is in P2 and
f(x+ y) =
n∑
0
ai(x + y)
i
=
n∑
i=0
i∑
j=0
(
i
j
)
aix
i−jyj
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Show that the following matrix is totally positive
. . . a3 a2 a1 a0
. . . 3a3 2a2 a1
. . . 3a3 a2
. . . a3
. . .

This is a stronger statement than Theorem 4.23.
Question 106. Suppose that f(x,y) ∈ P̂2 is positive whenever x and y are posi-
tive. This is the case if f ∈ Ppos2 ; it also holds for e−xy−x
2
. When is 1/f is totally
positive on R2+?
Question 107. The conjecture in [76] is that if A = (aij) is a real n by nmatrix
with non-negative entries which are weakly increasing down columns then
the permanent of A + xJ has all real roots.
Show that the permanents of all the submatrices of A + xJ obtained by
deleting any row and column have a common interlacing with per(A + xJ).
Question 108. If a linear transformation is defined on P2, and T maps all prod-
ucts
∏
(y+ aix+ bi) to P2, then does T map P2 to itself?
Question 109. Which products have coefficients satisfying a recurrence? That
is, given a product
∏
(ai + biy + ci) =
∑
fi(x)y
i for which ai,bi, ci do we
have fi = xαifi−1 + βifi−2 for constants αi, βi.
Question 110. Given f ∈ P(n) for which r can we find a product of n+ r terms
ax + by + c so that the coefficient of yr is f? We can always do it for r = 1,
since all we need do is choose g⋖ f.
Question 111. If f0⋖ f1⋖ f2 then is there a polynomial f0 + f1(x)y + f2(x)y2 +
· · · + fnyn that satisfies x-substitution?
Question 112. If f ∈ P2 and
∏
(aix+ biy+ ci)⋖ f then is
f =
∑
di
f
ax+biy+ci
?
Question 113. The Legendre polynomials can be defined by Pn(x) =
(−1)n
2nn! D
n(x2 − 1)n. This leads to the guess that the map
xiyj 7→ αn,mDi(x2 − 1)j
might map P2 to P for some constants αn,m. This is not true when all αn,m
are equal to 1. For instance, the image of (x + y+ 16)(x+ 4y+ 25) under this
map has complex roots. Is there a choice of constants for which it is true?
Question 114. What are the different isotopy types of graphs of polynomials
in P2(n)?.
Question 115. If f ∈ P2 then let pn be an eigenpolynomial. This means that
there exists a λn such that f(x,D)pn = λnpn. See Lemma 15.69.
1. When do they exist?
QUESTIONS 732
2. When is pn ∈ P?
3. When does pn+1⋖pn?
Question 116. For which diagonal matricesD and symmetric matrices C is the
integral below in P2? ∫ 1
0
|xI+ yD+ etC |dt
Question 117. Let C be a function from the reals to symmetric matrices. Define
f(x, t) = |xI+ C(t)|.
For every t we kare given that f(x, t) ∈ P. What assumptions on C must we
make so that f ∈ P̂2? Consider C(t) = etE, where E is symmetric. The roots
of f(x, t) are the negative eigenvalues of etE, and they are {etλi } where the
eigenvalues of E are {λi}. Is this in P̂2?
Question 118. If f(x,y) ∈ P2, and σ has positive real and imaginary parts then
we know that the roots of f(x,σ) all lie in the lower half plane. Show that the
argument of a root ρ of f(x,σ) satisfies
|π− arg(ρ)| 6 2 arg(σ).
Question 119. If f ∈ Ppos2 , f =
∑
fi(x)y
i, f0 =
∑
k f2k(x), f1(x) =
∑
k f2k+1(x)
then all the roots of f0 and of f1 have negative real part (they may be complex).
Question 120. Can we remove the factorials from Corollary 4.28? Suppose
f ∈ Ppos, d is a positive integer, and α > 0. Then show that∣∣∣∣∣∣∣∣∣∣
f(α+ d) f(α+ d − 1) . . . f(α)
...
...
...
...
f(α + 2d) f(α+ 2d− 1) . . . f(α + d)
∣∣∣∣∣∣∣∣∣∣
> 0
Question 121. If d is odd show that the derivative of N(f) (see (4.5.4)) is posi-
tive for all x
Question 122. If d is even show thatN(f) (see (4.5.4)) is positive for all x. (Not
just for positive x.)
Question 123. Is the set of all extensions of two polynomials in Ppos a convex
set? More precisely, is it the convex hull of the n! polynomials arising from
products? (p. 327)
Question 124. (The analog of common interlacing for P2) If f, g ∈ P2 and αf+βg ∈
P2 for all non-negative α,β then is there an h ∈ P2 such that f⋖h and g⋖h?
Using the one variable result, it is easy to see that there is a continuous
function h such that the graph of h interlaces the graphs of f and g. Can we
choose such an h to be in P2?
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Question 125. If f =
∑
ai,jx
iyj ∈ Ppos2 then the n− 2 by n− 2 matrix(
ai,j ai+1,j+1
ai+1,j ai,j+1
)
06i,j6n−2
has ⌊n−12 ⌋ negative eigenvalues and ⌊n2 ⌋ positive eigenvalues.
Question 126. (A generalization of Kurtz’s theorem(p. 128)) Suppose that f =∑
i+j6n ai,jx
iyj has all positive coefficients. If for all relevant i, j the following
inequalities hold then f ∈ P2.
ai,jai,j+1
ai−1,jai+1,j
> 2,
ai,j+1ai+1,j
ai,jai+1,j+1
> 2,
ai,jai+1,j+1
ai,j+1ai+1,j+1
> 2
In other words, if all rhombus inequalities hold with constant 2 then f ∈ P2.
It is a consequence of these inequalities that a2i,j > 4ai,j−1ai,j+1 and so by
Kurtz’s theorem we know that all fi ∈ Ppos where f =
∑
fi(x)yi.
Polynomials in several variables
Question 127. Given f⋖g in Ppos is there
∑
hij(x)y
izj ∈ Ppos3 such that
h00 = f h10 = g
∣∣∣∣h00 h10h01 h11
∣∣∣∣ = 1
Question 128. For a fixed polynomial f in Pd what are the possible dimensions
of the cone of interlacing of f?
Question 129. Can every polynomial is Pd be realized as a coefficient of a prod-
uct of linear terms with a large number of variables?
Question 130. If f =
∑
aI(x)y
I, g =
∑
bI(x)y
I, f ∈ Pposd+e(n) and g ∈ Pposd+e(n),
then when is the “Hadamard Product” below in Pd+e(n)?∑
aI(x)bI(x)y
I
It appears to hold for d = 0, e = 2, or d = e = 1. If it held for d = e = 1 then
we could easily derive a consequence due to [66]: If f0⋖ f1 and g0⋖g1 are all
in Ppos then f0 ∗ g0⋖ f1 ∗ g1. The proof goes like this: We can find f, g ∈ Ppos2
such that
f(x,y) = f0(x) + f1(x)y+ · · ·
g(x,y) = g0(x) + g1(x)y+ · · ·
By Question 130
f0 ∗ g0 + f1 ∗ g1y+ · · · ∈ P2
Since the coefficients interlace, f0 ∗ go⋖ f1 ∗ g1.
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Question 131. The “generalized Legendre” polynomials are of the form(
∂
∂x1
)n1
. . .
(
∂
∂xr
)nr
(x21 + x
2
2 + · · ·+ x2r − 1)n1+···+nr
They do not satisfy substitution for x ′is in the unit ball.
1. Show that the one variable polynomials that are coefficients of monomi-
als of the form xe22 x
e3
3 · · · xerr are in P, where the ei are positive integers.
2. If the case r = 2 show that if
f2i,2j(x
2,y2) =
(
∂
∂x
)2i(
∂
∂y
)2j
(x2 + y2 − 1)2i+2j
then f2i,2j(x,y) ∈ P2.
Question 132. If e > 1 and
∑
aIx
I ∈ Pposd , then
∑
aeI x
I ∈ Pposd .
Question 133. Suppose that Q1, . . . ,Qd are negative subdefinite matrices with
the property that for all positive α1, . . . ,αd the matrix α1Q1 + · · · + αdQd is
negative subdefinite. (Find a general construction for such matrices.) Show
that if f(x) ∈ Pposd (n) then
(−1)nf(−xQ1x
t, . . . ,−xQdx
t) ∈ Pd(2n)
Question 134. Suppose that T : Pd −→ P is a linear transformation with the
property that monomials map to monomials. Can we characterize such T?
Are they constructed out of maps from P2 −→ P? And, are these of the form
xiyj 7→ zi+j, xiyj 7→ αizj, coefficient extraction, and xiyj 7→ (j)
i
zj−i? For
instance, if it’s true that xiyj 7→ (j)
i
zj−i maps P2 −→ P, then we have a map
P3
(x,y,v) 7→(x,x,v)
P2
f(x,D)
P
xiyjvk xi+jvk (i+ j)kz
k−i−j
More generally, can we describe all multiplier transformations? These are
linear transformations Pd −→ Pe that map monomials to monomials.
Question 135. Prove the following. Note that the only difficulty is to replace
the zero entries ofQwith small positive values so that there is still exactly one
positive eigenvalue. There is only a problem if the determinant is zero.
Lemma 24.32. IfQ is a matrix with
1. all non-negative entries
2. exactly one positive eigenvalue
then Q is a limit of negative subdefinite matrices.
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Question 136. Show that the Hurwitz transformation (15.9.1) maps P
pos
d to it-
self.
Question 137. Show that the linear transformation xi11 · · · xidd 7→
xi11 · · · xidd
(i1 + · · · id)!
maps P
pos
d to itself. (It does not map P2 to itself.)
Question 138. Suppose that f0,0 = 1 and fi,j satisfies (10.24.2) where the con-
stants satisfy bi,j > 0 and
a0,0 6 a0,j 6 a1,0 6 a1,j 6 a2,0 6 a2,j 6 a3,0 · · · for j = 1, 2, . . .
Thenwe have fi,j≪ fi,0 for all i, j. Consecutive fi,j do not necessarily interlace.
Question 139. For which regions D ⊂ R2 is it the case that for all f ∈ Psep3 the
integral below is in P? ∫
D
f(x, s, t)ds dt
Question 140. For which regionsD ⊂ R2 is it the case that for all f, g ∈ Psep2 the
integral below is in P? ∫
D
f(x, s)g(x, t)ds dt
In this case, the conclusion holds ifD is the product (0, 1)× (0, 1) or ifD is the
segment 0 6 s, t and s+ t = 1 or if D is the triangle 0 6 s, t and s+ t 6 1.
Question 141. Suppose that f00⋖ f01, f10. Show that f10f01 − f00W > 0 if and
only if there is an extension of f00, f10, f01 such thatW = f11. (See p. 361.)
Question 142. If f(x,y) has the property that f(α,y)≪g(α,y + 1) and
f(x,α)≪ f(x + 1,α) for all real α does it follow that f ∈ Psep?
The polynomial closure of Pd
Question 143. We know that a+bx+cy+dxy is in P2 for any choice of a,b, c,d
satisfying
∣∣ a b
c d
∣∣ < 0. For which choices of constants aI do we have∑
I
aIx
I ∈ Pd
where the sum is over all 2dmonomials I? For instance, if d = 3 a determinant
such as ∣∣∣∣∣∣
x+ a d1 d2
d1 y+ b d3
d2 d3 z + c
∣∣∣∣∣∣
has the desired form. Bra¨nde´n’s criterion generally leads to infeasible prob-
lems
Question 144. Suppose that L is a lattice in Zd with basis vectors v =
{v1, . . . , ve}. If I = (i1, . . . , ie) is an index set then set I · v = i1v1 + · · · + ieve.
When is it true that
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If f(x) =
∑
aIx
I is in P
pos
d then
∑
aI·vxI ∈ Ppose
Notice that by taking v1 = (2) the Hurwitz theorem on even and odd parts
(Theorem 7.64) is a consequence of this question. Empirically, the question
holds for v1 = (3, 3) or (4, 4) or (2, 4), and fails for v1 = (3, 2) or (2, 1). The
question fails if we replace P
pos
2 by P2.
The diagonal (Theorem 13.9) of a polynomial in P2 is found by taking v1 =
(1, 1). For another example, take f = (x + y + z + 1)n, v1 = (1, 1, 0) and
v2 = (0, 0, 1). The resulting polynomial is in P2, and the coefficient of x
k
2 is∑ ( k
i,i
)
xi1.
Question 145. If f ∈ Pd has degree 1 in each variable then is there a d by d
matrix A and a diagonal matrix of the form (dixi) such that det(A + D) = f?
In particular, can xyz − x− y− z + 1 be so represented?
Question 146. Suppose f =
∑
ai,jx
iyj ∈ P2, and define frs =
∑
a2i+r,2j+sx
iyj
where r, s ∈ {0, 1}. Show that
f00 + uf10 + uf01 + uvf11 ∈ P4.
Is this true in the special case that f is a product of linear factors?
Question 147. Suppose that g ∈ Ppos2 (n) and write
g(x,y) =
n∑
i=0
gi(x)y
i. Define
f(x) =
n∑
i=0
gi(x
n+1)xi = g(xn+1, x)
then the absolute value of the argument of any root of f is at least π
n+1 .
Note that if n = 1 then this states that g0(x
2) + xg1(x
2) has negative real
part for g0 ←− g1 - the classic Hurwitz stability result.
Question 148. Suppose that f1, . . . , fn are mutually interlacing. Are there pos-
itive ai so that
n∑
i=1
aifi(x)y
i ∈ P2?
A special case of this: suppose the roots of f are r1 6 · · · 6 rn. Are there
positive ai so that
n∑
i=1
ai
f(x)
x− ri
yi ∈ P2?
Question 149. Let T(xn) = Pn, the Legendre polynomial. Show that if f ∈ P2,
then T∗(f)(α,y) ∈ P for |α| < 1. The case f = (−1 + xy)n is [168, page 387,
problem 69] and (14.3.1).
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Question 150. Recall the Hermite polynomials Hr,s in Theorem 13.35. We
know that we can represent Hr,s as the determinant of a matrix. Show that
we have the following representation of Hr,1 as the determinant of the tridi-
agonal matrix
(−1)r+1eax
2+2bx+cy2 ∂
r+1
∂xr∂y
e−(ax
2+2bxy+cy2) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2(ax+ by)
√
2a 0 0 . . . . . . 0√
2a 2(ax+ by)
√
4a 0 . . . . . . 0
0
√
4a 2(ax+ by)
√
6a . . . . . . 0
. . .
. . .
0 . . . . . .
√
2(r− 2)a 2(ax+ by)
√
2(r− 1)a 0
0 . . . . . . 0
√
2(r− 1)a 2(ax+ by)
√
2rb
0 . . . . . . 0 0
√
2rb 2(bx+ cy)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Question 151. For which symmetric matrices Q is xQyt ∈ P2d? Setting x = y
shows that xQxt ∈ Pd, so Q is negative subdefinite.
Question 152. Suppose that f, g,h, k ∈ P satisfy
1. Interlacing:
g
f k
h
2. Determinant:
∣∣ f g
h k
∣∣ 6 0
Show that f + yg+ z h+ yz k ∈ P3.
The analytic closure of Pd
Question 153. If Ln is the Legendre polynomial then [168, page 69]
f(x,y) =
∞∑
i=0
Ln(x)y
n = (1 − 2xy+ y2)−1/2
If g ∈ P(−∞,1)(n) then show that the coefficients of yn, · · · ,y2n in g(y)f(x,y)
are in P. The coefficients of y2, . . . ,yn−1 are not necessarily in P.
Question 154. When do all the coefficients of yi in a product of terms of the
form (a + y)bx+c(d + y)rx+s have all real roots? The coefficient of y3 in (1 +
y)x(2+y)x is not in P. It seems that all coefficients are in P for (1+y)x(2−y)x.
Question 155. Show that the linear transformation xI 7→ HI where HI is the
d-dimensional Hermite polynomial, maps Pd to itself.
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Question 156. Suppose that {pn} is an orthogonal polynomial system. Can we
find constants ai so that ∞∑
i=0
aipi(x)y
i ∈ P̂2
.
Extending Pd
Question 157. Some questions about P2.
1. Is P2 closed under multiplication?
2. If f ∈ Ppos then is f(−xy) ∈ P2?
3. Is e−xy ∈ P2? This would follow from the above question.
4. Does Lemma 12.4 hold for P2.
Question 158. Consider the map xn 7→ Ln(x;y). Show that it maps P −→ ℘1,1.
Question 159. Is y
√
x in the closure of ℘1,1?
Question 160. Which functions analytic in Re(z) > 0 are uniform limits (in
Re(z) > 0) of polynomials with all real roots?
Question 161. If f ∈ ℘1,1 then show that f(x,y) determine an operator f(x,D)
that maps Ppos −→ P
Question 162. Is Qd,e closed under differentiation? Are coefficients of Qd,e
well-behaved?? Are there interesting transformations that preserve Qd,e?
Question 163. Suppose f, g ∈ Qd,2 have the property that for all p←− q ∈ Qd,2
it holds that fp+ gq ∈ Qd,2. Then g←− f.
Generating Functions
Question 164. If d
dx
fi(x) = (x)i then the generating function satisfies
∂
∂x
(∑
fi(x)
yi
i!
)
=
∑
(x)i
yi
i!
= (1 + y)x
Integration with respect to x shows
∑
fi(x)
yi
i!
=
(1 + y)x
log(1 + y)
+ c(y)
If we choose c(y) = −1/y and write
∑
gi(x)
yi
i!
=
(1 + y)x
log(1 + y)
−
1
y
then show that gi(x) interlaces (x)i and hence is in P. This solves Question 2.
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Question 165. Can we use the identity∑
(∆if)
(y)
i
i!
= f(x+ y)
to get information about linear combinations of ∆if?
Question 166. Is the following true?
Suppose that a1 . . . ,ar and b1, . . . ,bs are positive and satisfy
(
∑
bi) − (
∑
ai) > −1. Then the Hadamard-type product
xm ∗′′ xn 7→


r∏
i=1
(ain)!
s∏
j=1
(bjn)!
xn m = n
0 otherwise
maps P × Ppos −→ P. The assumptions on the a’s and b’s guar-
antee that the genus is 0. The problem is to show that all the roots
are real.
Question 167. In Lemma 15.69 we saw that f(x, ∂) had an eigenpolynomial pn
of degree n for n sufficiently large. Show that there is an eigenpolynomial for
all n, and that pn⋖pn−1.
Question 168. Show that if G ∈ P̂2 interlaces e−xy then G = (ax+by+ c)e−xy
where a and b have the same sign.
More generally, if f ∈ P2, determine all G such that G ∈ P̂2 interlaces
f(x,y)e−xy.
Recurrences with polynomial coefficients
Question 169. What are necessary and sufficient conditions for g0(x), . . . .gd(x)
so that there exists a sequence f0, f1, . . . satisfying
1. fi ∈ P, i = 0, 1, . . .
2.
∑d
i=0 gifi+n = 0 for n = 0, 1, . . . .
Matrices
Question 170. If f =
∏
(x + biy + ci) =
∑
pi(x)y
i then can we explicitly
construct a matrix A such that |A[1, . . . , i]| is a multiple of pi?
Question 171. If A is a d by d matrix of non-negative constants then the se-
quence
h0 = I
hn+1 = xAhn − h
′
n
defines a sequence of d by dmatrices whose entries are all in P.
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Question 172. Suppose thatA,A′ are diagonal matrices with positive diagonal
entries, and C,C′ are symmetric matrices. If |xI + yA + C| = |xI + yA′ + C′|
then what is the relationship between A,A′, and C,C′?
Question 173. Interlacing was defined for matrices in terms of their character-
istic polynomials. Is there a notion of “interlacing” for general linear transfor-
mations? For example, if S and T are compact self-adjoint linear operators on
a Hilbert space, then it is clear what it means to say that the discrete spectrums
of S and T interlace. However, what does it mean to say that the continuous
spectrums interlace?
Question 174. SupposeM = xI+yD+CwhereC is symmetric, andD = (dij) is
a diagonal matrix with positive diagonal. If f(x,y) = |M|, and g(x,y) = |M[1]|
then define h = f− (x + d11y)g. Show that h ∈ P2 and f⋖h.
Question 175. Suppose that P0 = 0, P1 is the n-dimensional identity matrix,
and Pn+1 = x Pn − JPn−1 where J is the n× nmatrix of all 1’s. The diagonals
of Pn are all equal to a polynomial fn, and the off diagonals are all equal to
gn. It isn’t true that fn ∈ P, but show that gn ∈ P and gn+1⋖ gn.
Matrix polynomials
Question 176. Do all matrix polynomials in Hyp1 have a common interlacing?
Question 177. Is Hyp1 closed under Hadamard products?
Question 178. If f ∈ Hyp1 has degree n then does the function
x 7→ maximum eigenvalue of f(x)
have exactly n zeros?
Question 179. Suppose that D1, . . . and E1, . . . are positive definite matrices.
Show that the determinant of
(D1 + x E1) ∗ (D2 + x E2) ∗ · · · ∗ (Dn + x En)
is a stable polynomial, where ∗ is the Hadamard product.
More generally, if A,B are matrices with polynomial entries, and |A| and
B| are stable polynomials then is it true that |A ∗ B| is stable?
Note that all the polynomials in question are matrix polynomials in Hyp1.
Polynomials non-vanishing in a region
Question 180. Determine all the exponential functions in N̂V1(C) where C is a
cone in C.
Upper half plane polynomials
Question 181. If A is skew-symmetric and f(x) ∈ Un then is f(A x) ∈ Un? If
n = 2 and A =
(
0 1
−1 0
)
then f(Ax) = f(y,−x) which is in U2 if f is.
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Figure 1: The imaginary part of a polynomial in I2
Question 182. Describe all the polynomials that interlace a given polynomial
in U1(C).
Question 183. If f⋖g in U1(C), and all coefficients are positive then show that
f · g = h(x) + ık(x) where h and k are stable.
Question 184. If (x− σ)(x− τ) ∈ U1(C) then show that (x− σ)(x− τ)⋖ x− ν if
and only if ν lies in the ellipse whose foci are σ, τ, and is tangent to the x axis.
Question 185. If f ∈ Ppos then show that ∫10 f(−ıtx)dt ∈ U1(C).
A consequence:
Let h(x) =
∫1
0 f(−ıtx)dt. Then∫ 1
−1
f(ı − tx)dt =
∫ 1
0
f(−ıtx)dt+
∫ 0
−1
f(−ıtx)dt = h(x) + h(x) = 2ℜ(h)
Since h ∈ U1(C), it follows that the integral from −1 to 1 is in P.
Question 186. If f ∈ Ppos2 , f =
∑
fi(x)y
i then all the polynomials∣∣∣∣ fi(x) fi+1(x)fi−1(x) fi(x)
∣∣∣∣ are stable. In particular, all their coefficients are posi-
tive. Thus, the sequence of coefficients of f are q-log-concave. (This is not true
if f ∈ P2.) More generally, show that the d + 1 by d + 1 determinant of the
matrix given below is stable.∣∣∣∣∣∣∣∣∣
fi fi+1 . . . fi+d
fi+1 fi+2 . . . fi+d+1
...
...
fi+d fi+d+1 . . . f2d
∣∣∣∣∣∣∣∣∣
Question 187. Although we can’t graph a polynomial in U2(C) since it has
complex roots, we can look at the plots of the real and imaginary parts. Since
all imaginary parts are negative, the graph of the imaginary parts lies in the
lower half plane; the graph of the real parts has no such restriction. The graph
of the real part looks like the graph of a polynomial in P2, while the graph of
the imaginary part looks very different (Figure 1). Explain this behavior.
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Stable polynomials
Question 188. Suppose that f =
∑
fi(x)y
i is in P
pos
2 (n). Define the polynomial
pd(x,y) =
n−2d∑
k=0
yk det (fk+i+j)06i,j<d
Show that
1. pd(x,α) is a stable polynomial for all positive α.
2. All coefficients (the determinants) are stable polynomials.
Question 189. If f(x,y) ∈ Ppos2 then all minors of the matrix (21.10.2) are stable.
Question 190. If f, g ∈ Ppos2 then all entries of the Bezout matrix B(f, g) are
stable polynomials in y.
B(f, g) =
f(v,y)g(u,y) − f(u,y)g(v,y)
u− v
Question 191. If f =
∑
fi(x,y)z
i ∈ Ppos3 and
Md =
f0(x,y0) . . . f0(x,yd)... ...
fd(x,y0) . . . fd(x,yd)

then the coefficient of any monomial ye00 · · ·yedd in |Md| is stable. If d = 1 this
is the Bezout matrix. In addition, the determinant ofMd is stable.
Question 192. A special case of the previous question. If
∑
fi(x)y
i ∈ Ppos2 then
the polynomial below has all positive coefficients. Moreover, all coefficients
of xiyj are in Ppos.
1
(x− y)(x − z)(y− z)
∣∣∣∣∣∣
f0(x) f1(x) f2(x)
f0(y) f1(y) f2(y)
f0(z) f1(z) f2(z)
∣∣∣∣∣∣
Question 193. If g1, . . . , gn ∈ Ppos(r) andm1, · · · ,mn are positive definite ma-
trices then ∣∣g1m1 + · · ·+ gnmn∣∣ ∈ H
Question 194. Is the determinant of a stable matrix polynomial a stable poly-
nomial?
Question 195. If f =
∑
fi(x)y
i ∈ Ppos2 then is
f1
f2
−
f0
f1
: QI −→ QI
Question 196. Suppose f =
∏
(x + ri) ∈ Ppos. What polynomials in Ppos
interlace f inH1?
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Question 197. If f
H←− g then when are there positive definite D1,D2, skew-
symmetric A, and positive α,β such that∣∣I+ xD1 + yD2 +A∣∣ = α f+ βgy+ · · ·
Question 198. Suppose that f =
∑
fi(x)y
i is in P
pos
2 (n). Define the polynomial
pd(x,y) =
n−2d∑
k=0
yk det (fk+i+j)06i,j<d
Show that
1. pd(x,α) is a stable polynomial for all positive α.
2. All coefficients (the determinants) are stable polynomials.
Question 199. Define the infinite matrix
M =

. . . . . .(
k
k
)
. . . . .
.
(
k+1
k
)
. . . .
. .
(
k+2
k
)
. . .
...
. . .

where the periods (.) mean zero. If
exp(M) =

. . . . . .
a0,0 . . . . .
a0,1 a1,1 . . . .
a0,2 a1,2 a2.2 . . .
...
. . .

then show that the rows
∑
ai,jx
j are stable.
If k = 2 and fn is the polynomial corresponding to the nth row then the
recurrence
fn = (x+ n− 1)fn−1 −
1
2
(
n
2
)
fn−2
shows that fn ∈ P. Since all entries of the exponential are positive we have
that fn ∈ Ppos ⊂ H1.
Question 200. If f ∈ H and f(x) > 0 for all real vectors x then are there g P←− h
so that f = g2 + h2.
Transformations in the complex plane
Question 201. Show that the containment in Proposition 22.23 is an equality.
That is, if T(xn) = Ln(x) and |z| 6 1 then all roots of T(x − z)
n have non-
negative real part.
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Question 202. If T : xn 7→ Ln(x) then show that Λ(TP∆) is the closed right half
plane. Equivalently, show that if Tf has a root with negative real part, then f
has a root with absolute value greater than 1.
Question 203. Suppose fβ is defined as in (22.2.1). Is there a Sendov type result
for the roots of fβ? That is, if all the roots of f are in the unit disk, then how
far away from a root of f are the roots of fβ?
Question 204. What linear transformations have the property that they map
polynomials with all roots on a horizontal line in the complex plane to poly-
nomials with all roots on a horizontal line? The transformation xn 7→ Hn is
such a transformation.
Question 205. If S is a region in C and T is a linear transformation, then when
is it the case that
1. Λ(TPS) = Λ(T(φS))?
2. Λ(TPS) ⊂ Hull(Λ(T(φS)) )?
Question 206. If ∆ is the unit disk in the complex plane, then what are exam-
ples, other than dilations or powers of the derivative, of linear transformations
that map P∆ to itself?
Question 207. If T(xn) = pn(x) where pn is the Legendre or Chebyshev poly-
nomial, then is it the case that
T(P∆) ⊆ P∆?
Question 208. What are examples, other than the derivative, of linear transfor-
mations that map P∆ to itself?
Question 209. Let T(xn) = Ln(x). If ∆ is the unit disk and R the right half
plane, then
T(P∆) ⊆ PR
That is, if all roots of f have magnitude at most 1, then the roots of Tf have
non-negative real part. Is it also the case that every point in the right half
plane is the root of Tf, for some f ∈ P∆?
Notes
Polynomials
Interlacing has several synonyms in the literature. Gantmacher [65] uses the
term positive pair for interlacing polynomials with all negative roots. In [63] a
pair of polynomials f, g with all real roots satisfying f⋖g or f≫g is called a
real pair. If they satisfy f≫g and all roots are negative, they are called a positive
pair. Wagner [178] says that f alternates left of g if f≫g. Bilodeau [14] says that
q separates p if p⋖q. In [73] two polynomials with a common interlacing are
called complementary. In [158] and [101] a sequence f⋖g⋖h is called a Sturm
sequence of polynomials. [35] says that two polynomials interlace if the roots se
se´perent (separate themselves).
Apparently Markov was the first to prove that differentiation preserves
interlacing. See [141].
Lemma 1.11 is in [124].
Quantitative sign interlacing occurs in several different places. It is im-
plicit in [65, page 226]. The case f≫g is found in [66]. Quantitative sign in-
terlacing is used in [68] to prove that the characteristic polynomial of a graph
is interlaced by the characteristic polynomial of a one point deletion. Exercise
7 on page 146 of [68] is an explicit statement of quantitative sign interlacing
for f⋖ g. Quantitative sign interlacing can also be interpreted as a property of
rational functions. See [155, page 320].
[179] contains many of the sign-interlacing results of § 1.1.2
Corollary 1.56 is well known; it occurs for example as an exercise in [63,
page 269].
Johnson [95] shows the convexity of the set of polynomials that interlace a
given polynomial using sign interlacing.
The basis in Section 1.3 is sometimes called the “interpolation basis” [63],
since they are, up to a multiple, the polynomials in Lagrange interpolation.
Fuhrman [63] calls the basis fi(x) =
f(x)
x−ai
the spectral basis.
See [141, page 198] for a different proof of Proposition 1.35. [73] established
Proposition 1.35 in the case of positive combinations for the special class of
Hurwitz polynomials. These are polynomials f(x2) where f ∈ Palt has no
repeated roots.
The identity [32, page 24]
∣∣∣ pn pn+1p′n p′n+1 ∣∣∣ > 0 where the pi are orthogonal fol-
lows from Lemma 1.55 using the fact that pn+1⋖pn.
A consequence of Lemma 1.59 is that the associate polynomials of a family
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of orthogonal polynomials interlace. See [32, page 86]. Lemma 1.59 is often
used implicitly - see for example [119, Lemma 3.1]
[8] proved Lemma 1.55 in the more general case of differentiable functions.
Corollary 4.31 is in [35].
[56] has many results about polynomials, with no references. Some of them
are from [138]. This is translation of the book that first appeared in 1954. Here
are a few of the items in the book:
problem 727 interlacing implies all linear combinations in P
problem 728 all linear combinations implies interlacing
problem 729 f, g interlace implies derivatives interlace.
problem 730 γf+ (λ + x)f ′ ∈ P if γ > 0 or γ < −n
problem 742 if f− a ∈ P and f − b ∈ P, then f− γ ∈ P for a 6 γ 6 b
[131] has a proof of an elementary interlacing property.
Jahnke [93, page 153] observes that af+bf′ and cf+df′ interlace if ad−bc
is not zero, where f is a Bessel function.
Lemma 1.75 is a version of Kharitonov’s theorem [13] for polynomials in
Ppos.
See [87] or [136] for inequalities similar to Example 1.69.
Corollary 1.83 is in [117], along with many nice applications.
Matrices preserving interlacing
In [70] they use the term interlacing negative zeros for a set of mutually interlac-
ing polynomials (with negative zeros).
The proof of Proposition 3.22 is based on the argument in Holtz[81].
Homogeneous
We could also derive Newton’s inequalities from Corollary 4.31 using f and
f′.
Analytic
Theorem 5.36 is in [14]. The class P̂ is also known as the Laguerre-Po´lya class
L− P [39]. The polynomials T(1+ x)n are called Jensen polynomials. A poly-
nomial in P̂pos is called type I.
In [45] they essentially prove Kurtz’ result (Theorem 5.19), but with a co-
efficient of 4.07 instead of 4.
Linear Transformations
In [37] they discuss various questions concerning linear transformations, in
particular what they call linear operators operating on entire functions. For
instance, they ask for a classification of all linear transformations that take
polynomials with zeros in a set S (which might be complex) to polynomials
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with all zero in a set T . In [36]Corollary 2.4 they determine all linear transfor-
mations T for which f and Tf interlace, but just for transformations that are
multipliers. The answer is not expressed in terms of derivatives, but rather
that the multiplier sequence is a nonconstant arithmetic sequence all of whose
terms have the same sign.
[124] proves a special case of Lemma 7.87.
[24] proved the identity of Example 6.46 by using properties of the dia-
mond product.
Examples of Linear Transformations
Szego¨[168] is the source for all the facts about orthogonal polynomials.
Iserles and Norsett [90] call the inverse of the falling factorial the Laguerre
transformation.
In [51] they study the interlacing properties of the polynomials sequences
determined by recurrences pn+1 = 2rnxpn − (1 − x
2)p′n for interlacing se-
quences (rn) of coefficients.
See [22] for an identity involving Hadamard products and Laguerre poly-
nomials that is similar to (7.10.6).
Some results involving linear transformations of polynomials have been
expressed in umbral notation, which, to my mind, is just confusing. For ex-
ample, Rota [148] defines modified Hermite polynomials H˜n(x) by
∞∑
n=0
H˜n(x)
yn
n!
= e−x
2+xy
If we define T(xn) = H˜n(x) andM(x) =
√
2x then we have an elegant identity
T 2 = M−1TM. However, this is written in [148] as
H˜n(H) = 2
n/2H˜n(
x√
2
)
[10] and [153] discuss asymptotic properties of the roots of eigenpolyno-
mials of arbitrary differential operators of the form (7.4.1).
Affine Transformations
Johnson [95] proves Lemma 8.26 by a messy algebraic analysis. The idea for
the q-Laguerre polynomials comes from [156], who considers various prop-
erties of more general polynomials. There is no discussion about the roots,
however.
The affine derivative was called L(q,b) in [77].
Complex Transformations
There is an analytic proof [91] that the linear transformation xn −→ Tn maps
P(−1,1) to itself.
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Wagner [175] refers to a folklore theorem that is Corollary 22.48 with α =
π/3.
Polynomials in two variables
Lemma 9.26 is a standard result about asymptotes. See [132] Lemma 9.130 can
be found in [134]
Polynomials in several variables
Matrices
The calculation in Section 17.2 is from [85, page 187].
Smith [88,160] extends results on interlacing of Schur complements to sin-
gular Hermitian matrices using the Moore-Penrose inverse.
Stable
Lemma 21.38 is in [186, page 33], but the proof is more involved. [118] showed
that the Bell polynomials are q-log-convex.
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