B
y 2014, the training of orthopedic surgery residents in Canada will have undergone another fundamental change. The Royal College of Physicians and Surgeons of Canada (RCPSC) is adopting a competency-based training program that all medical training institutions will have to abide by. This will build on the CanMEDS competency framework that has been in place since 1993. The framework is a "common set of essential abilities that all physicians, regardless of specialty, need for optimal patient outcomes." 1 The 7 components of the framework are medical expert, communicator, collaborator, manager, health advocate, scholar and professional. 2, 3 With increased public demand for accountability, government pressure, advancing technology, work hour restrictions and financial limitations there has been a shift toward defined, objective, competency-based learning. 4 Though the term competency is often confused, it implies that aspiring residents are required to demonstrate a core set of knowledge and skills at an expected level before they can be allowed to advance and practise without restriction. 5 The University of Toronto Department of Orthopaedics has taken a lead within the surgical community in evaluating the feasibility of a competency-based training program. 6 They recently completed their 3-year experience with the first generation of these newly trained residents. They recognize the need for further development of the curriculum map in order to produce long-term, sustainable results. An important component of this future work will be the development of valid assessment methods.
The assessment of surgical residents is complex. A surgeon has passed through several stages of training, including medical school, residency, possibly subspecialty training and continuing professional development. At each of these phases he or she has many roles with different expectations from themselves, from the community and from their employers. Several questions arise: Who should perform surgical assessments? What are the expectations? What is the minimum standard? How does one assess technical skill? What format should be used? Which type of assessment method is best? What is the gold standard?
Each instance of assessment should be performed under the heading of one of the CanMEDS roles. Surgical education requires not only a firm knowledge base, but also a mastery of technical skills. This broadly falls under the medical expert role of CanMEDS. One of our program's assessment methods of surgical skill involves the Surgical Encounters Form (SEF; Appendix 1, available at canjsurg .ca). This 15-item form incorporates 4 of the CanMEDS competencies -medical expert, communicator, collaborator and health advocate -as well as a section for technical skill in order to fully evaluate surgical competence. A consensus panel of staff surgeons created the SEF to fulfill the Can-MEDS requirements for an orthopedic residency training program. The evaluation tool has been modified several times based on feedback from staff and residents. The SEF is completed at least once during every resident rotation.
It is crucial that assessment methods of surgical residents be valid. 7 Validity is the concept of discerning if an assessment tool is actually measuring that which it purports to measure. There is conflicting literature on the requirements for demonstrating validity, but Cook and Beckman 8 provide a modern, medically oriented definition that is suitable and understandable.
Validity can be broken down into 5 factors: content, response process, relationship to other variables, consequences and internal structure. The content of a tool should represent the entire construct it is evaluating. There should be no extraneous information or deviation from the spirit of the construct. On the other hand, there should be no missing pertinent details. Second, the response process should demonstrate that a tool's outcomes reflect the user's thoughts during an assessment moment. Cook explains that if an evaluator or a student were to speak out loud and describe their thoughts during an assessment, the tool should adequately reflect these vital moments. If there is the possibility to be good, bad or ugly, the response process must reflect this. In essence, a valid tool must be built on foundations that reflect the mental process of the assessment. Next, any new assessment tool should be comparable to currently used methods and should most closely align with the gold standard. Similar evaluation methods should correlate with each other. The fourth factor in determining validity is the concept of consequence. Does the score make a difference? Can we take some amount of meaning from the result of the measure and take action based on the results? Ideally any type of resident evaluation tool would aid in academic advancement, job applications, guidance toward extra training and identifying areas of weakness. The final concept is the internal structure or reliability of the tool. Evaluation methods of similar items should yield similar results among users and over time. Each of the 5 components of validity is required to demonstrate the true value of a tool. Cook and Beckman 8 recognized that the concept of validity is a fluid one. In any one instance of evaluation a tool may or may not fulfill the criteria for validity. A key component of this evaluation strategy is to build a large body of evidence in multiple situations to ensure that a reliable conclusion is being met. No single evaluation will confirm the validity of a tool.
Reliability is the concept that a measurement tool can achieve reproducible results among users and at different points in time. 9 Terms often used synonymously with reliability are repeatability, precision and consistency. Errors in reliability can be either systematic or random and affect the validity of a study. Systematic errors occur in the same way each time a measurement is performed. Random errors occur differently for each assessment. Reliability is an ideal surrogate measure of validity because it has defined mathematical values depending on which method of evaluation is used. If a study is not reliable, it is not valid. On the other hand if a study is reliable, it may be valid. The other components of validity are more qualitative and more difficult to demonstrate numerically.
We had previously attempted to determine the reliability of a non-medical expert, or intrinsic, CanMEDS role at our institution. Problems with feasibility, complex wording, lengthy assessment forms and poor staff compliance led to an inadequate number of responses and subsequently questionable results. Hulley and Cummings 10 proposed 5 key steps to improve reliability measures of evaluations: standardize the measurement methods, train observers, refine instruments, automate instruments and take repeat measurements. Each of these recommendations was undertaken in preparation for this project.
By determining the reliability of evaluation methods created in the CanMEDS context we can move closer to determining the usefulness of this assessment scheme. The purpose of our study was to determine the reliability of a surgical assessment tool, broadly under the medical expert role, within an orthopedic surgery residency program.
Methods
We (Fig. 1) . The methods of assessment included objective structured assessment of technical skill (OSATS), 11, 12 structured technical skills assessment forms 13 and individually created tools for the assessment of taskspecific objectives. Each of the studies recognizes a void left in evaluation methods of technical skill and attempts to create reliable options for these assessment moments.
Our health research ethics board approved our study. In July of 2013, we held individual meetings with the staff orthopedic surgeons and the orthopedic residents. During these sessions, we explained the purpose of the study, answered questions and obtained consent. Staff surgeons were already familiar with the SEF. The 3-point grading scale was explained carefully. All comparisons were made to staff surgeons. A score of 3 reflects equivalent skill to that of a board-certified surgeon, 2 reflects capability but not quite the skill level of a staff surgeon, and 1 reflects insufficient skill. A fourth category was available for "not observed." The surgeons completed assessments during operating days for all orthopedics residents on service.
Residents off service were excluded, as were off-service resi dents covering the orthopedics team. Residents ranged from postgraduate year (PGY)-1 to PGY-5. The staff surgeon and resident would agree on a case for assessment during each operating day. An electronic copy of the form, which could be completed on hand-held devices, was emailed to the staff surgeon, who was encouraged to complete the form as soon as possible after the operation. The form was submitted electronically to a third party (the program research coordinator). Upon completion of the study all assessments were coded to keep the principle investigator blinded to the study results.
Statistical analysis
Data were collected and analyzed for internal consistency using Cronbach's α and for interrater reliability using percent agreement and Fleiss κ scores. We used SPSS version 20 to evaluate internal consistency. The same data were entered into AgreeStats2013 version 2 to assess the percent agreement and Fleiss κ scores for weighted data. We used Cicchetti's method for ordinal data, in which the number of categories is squared and multiplied by 2, for the original sample size calculation.
14 Thirty-six evaluations were required to adequately assess the interrater reliability of the tool through a weighted measurement of Fleiss κ.
Results
Eleven staff members assessed 10 residents over a 5-month period. Eighty-eight evaluations were collected in total. One evaluation contained no resident identification and was discarded, leaving 87 evaluations for analysis (Table 1) .
Cronbach's α measures averaged 0.865 for the medical expert role, 0.920 for technical skills, 0.934 for the communicator role, 1.00 for the collaborator role and 1.00 for the health advocate role ( Table 2) .
The Agreestats2013 linear weighting scale was applied, and the average weighted percentage agreement was 0.909. The mean Fleiss κ score was 0.147 (95% confidence interval [CI] -0.071 to 0.364) for weighted data (Table 3) .
discussion
The determination of reliability is a key prerequisite for the development of valid assessment tools. The RCPSC's shift toward competency-based education will require the creation of valid assessment tools in order to uphold the fundamentals of this education strategy. Other areas of surgical practice have demanded similar scrutiny. In 2004 Furey 15 sought to determine the reliability of commonly used fracture classification systems in an orthopedic setting. Orthopedic literature has been flooded with classification tools for the purpose of determining prognosis and directing treatment. Without sufficient reliability these tools would lack validity, and any action taken based on the classification of fracture could be potentially harmful. Furey 15 determined that for 3 commonly used fracture classifications there was low to moderate inter rater reliability. The purpose of the present project was to determine the reliability of an assessment method of the medical expert role within an orthopedic surgery residency program. Our literature review revealed 2 modern studies that had demonstrated reliable instruments for the evaluation of surgical residents. Niitsu and colleagues 16 assessed their residents' technical skills using the OSATS tool over a 3-year period. They noted a positive correlation between training year and a higher OSATS score. Gofton and colleagues 17 developed the Ottawa surgical competency operating room evaluation (O-Score) at the University of Ottawa. Over a 2-phase evaluation they developed a general assessment scheme that could be applied to any procedure. They demonstrated a correlation between resident training year and improved scores and came to the conclusion that the tool was reliable and practical.
Previous attempts by our group to evaluate assessment methods of orthopedic surgery residents were met with difficulty. A lack of interest, the perception of wasted time and overly complex assessment methods were the stated reasons for poor staff compliance. Before starting the evaluation of the medical expert role, steps were taken to improve feasibility and compliance. Staff members were trained on the correct definitions and uses of the SEF. Strict definitions of each category were used. Complex wording of categories was simplified and shortened. We created an online version of the instrument that could be completed on mobile devices immediately after the observed procedure, and in doing so removed some of the potential for losing assessments and for recall bias. The new electronic form was emailed to the staff each day they operated with a resident and took approximately 3 minutes to complete. Finally our study included 2 6-week evaluation periods to increase our total number of evaluations. A return of 87 assessments represents a vast improvement in response rates from our surgeons and gives our study strength when compared with the currently available literature. Low numbers and poor response rates often hamper studies. Though no formal survey was done to determine reasons for the increased compliance, the feasibility and ease of the online tool, specifically through mobile interfaces, was noted to be a vast improvement.
Our literature review yielded several studies that explored novel evaluation methods for surgical skills acquisition but none that examined currently used methods. [18] [19] [20] [21] Eighty-eight evaluations were completed in our study, 87 of which were suitable for analysis. Three statistical measures of reliability were used for this analysis. The first is Cronbach's α. This measure seeks to determine if similar items within a matrix produce similar outcomes. The SEF uses 4 of the Can-MEDS competencies to evaluate surgical competence. To ensure that heterogeneity did not falsely affect the results, each of the separate competencies' α scores was determined (Table 2 ). Significant numbers of "not observed" values and data that had no variability made some scores unattainable. The average α score for the medical expert role was 0.865 and for the technical skills section was 0.920. The communicator, collaborator and health advocate roles had values of 0.934, 1.00 and 1.00, respectively. An α of 0.865 represents almost perfect agreement (Table 4) . Caution must be taken in analyzing the final 4 α values. Such high scores likely represent a lack of variability within the tool and, though concordant, may not be reliable. 22 The percent agreement is simply the number of times different raters agreed on the measurement. The weighted percent agreement for this study was 91%, which supports a high interrater agreement but did not take chance into consideration. With a 3-point scale there is a 33% probability that evaluators will agree on chance alone. In order to assess this we used weighted Fleiss κ scores. The mean κ score was 0.147 (95% CI -0.071 to 0.364). This demonstrates slight agreement among users when chance is considered (Table 5) .
Any measurement tool that demonstrates poor reliability will have questionable validity. The reliability of the SEF is questionable. High values of percent agreement and Cronbach's α would seem to support its reliability, but low weighted κ scores suggest a less robust measure of reliability.
The response rate during this study was greatly improved from our original evaluation of assessment measures. Staff members commented that the electronic form and a less wordy assessment scheme made the tool more feasible to complete. This led to a sample size more than double the size required. 
