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Abstract

Water scientists and managers currently face the question of whether trends in climate variables
that affect water supplies and hazards can be anticipated. We investigate to what extent climate
model simulations may provide accurate forecasts of future hydrologic nonstationarity in the
form of changes in precipitation amount. We compare gridded station observations (GPCC Full
Data Product, 1901–2010) and climate model outputs (CMIP5 Historical and RCP8.5
simulations, 1901–2100) in real and synthetic-data hindcast experiments. The hindcast
experiments show that imputing precipitation trends based on the climate model mean reduced
the root mean square error of precipitation trend estimates for 1961–2010 by 9% compared to
making the assumption (implied by hydrologic stationarity) of no trend in precipitation. Given the
accelerating pace of climate change, the benefits of incorporating climate model assessments of
precipitation trends in water resource planning are projected to increase for future decades. The
distribution of climate models’ simulated precipitation trends shows substantial spatially coherent
biases, suggesting that there may be room for further improvement in how climate models are
parametrized and used for precipitation estimation. Linear extrapolation of observed trends in
long precipitation records may also be useful, particularly for lead times shorter than about 25
years. Overall, our findings suggest that simulations by current global climate models, combined
with the continued maintenance of in situ hydrologic observations, can provide useful
information on future changes in the hydrologic cycle.
Keywords: hydrologic prediction, nonstationarity, climate change, precipitation, climate model,
trend estimation, extrapolation

1. Introduction

plications [2, 3]. However, the ability of global climate models
(GCMs) to accurately represent the impacts of climate forcing
on precipitation is unclear: GCMs have large known biases in
representing present-day precipitation distributions, and different GCMs differ even as to the sign of expected precipitation
change in many regions under particular climate forcing scenarios [4, 5]. Given continuing uncertainties as to the ability of
GCMs to model precipitation change, some hydrologists and
water managers have recommended maintaining the stationarity assumption for water resources planning, while building in
robustness and resiliency whenever possible as precautionary
measures, pending more definitive cues from observations and
improvements in scientific understanding [6–8].

In the present nonstationary regime associated with climate
change, predicting trends in hydrologic variables such as precipitation would be of great value for water resources planning,
with applications ranging from municipal decision making to
energy modeling to ecological management to disaster preparedness [1]. Climate model simulations are widely used to
generate scenarios of future precipitation change for such apContent from this work may be used under the terms of
the Creative Commons Attribution 3.0 licence. Any further
distribution of this work must maintain attribution to the author(s) and the
title of the work, journal citation and DOI.
1748-9326/14/024009+07$33.00
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Here, we employ two ways to empirically assess the (16/25) had only one ensemble member available. Where
quality of GCM simulations of trends in precipitation: multiple ensemble members were provided for the same GCM,
(1) synthetic-data experiments and (2) hindcasts with ob- we selected only one (the first by alphanumeric order of name).
servational precipitation data. Synthetic-data experiments GCM precipitation fields were converted to the same 2.5◦
evaluate the ability of GCMs to predict precipitation trends grid as in the GPCC product by amount-conserving bilinear
simulated, for example by another GCM, under given forcing. interpolation [17].
Observation hindcasts evaluate the accuracy of GCMs in
simulating past precipitation trends. Synthetic data have the 2.3. Hindcast experiments: observational data
advantage of completeness and ability to be fully characterized We assumed that the yearly precipitation time series P(t) can
(being the output of a numerical model), and synthetic-data be represented as
experiments can be carried out for any desired boundary
P(t) = P̄(t) + (t),
(1)
conditions and climate forcing. Observations are limited in
availability and have incompletely characterized errors, but
have the important advantage of coming from the real earth where P̄(t) is a smooth trend component, while (t) is a
system with which planners are faced. Combining the two zero-mean high-frequency component with little year-to-year
approaches allows the more ambitious comparisons that can persistence. Based on available data up to a time t1 and GCM
be carried out with synthetic data to be anchored by findings simulations, our objective was to hindcast the precipitation
on how well synthetic data compare in predictability to actual change P̄(t2 ) − P̄(t1 ) for various times t2 > t1 . The observed
change magnitude was determined using spline smoothing of
observations.
We present an assessment of precipitation trend fore- the entire precipitation time series to estimate P̄(t).
We compared three extrapolation methods and one GCMcasting methods for (a) 1960–2010 hindcasts, using either
observational or synthetic (climate model) data; (b) 2011– based method for this hindcasting:
2100 forecasts, using synthetic data. Our goal is to determine
(i) Hindcast zero change in precipitation, so that P̄(t2 ) =
whether and under what circumstances available GCM simulaP̄(t1 ) (stationarity or persistence forecast, prs).
tions enable better forecasts of precipitation changes compared
(ii) Use linear regression for the period from 1901 to t1 to esto extrapolations based on historic data. Unlike many previous
timate the rate of change in precipitation, and assume that
comparisons of modeled and observed precipitation trends
the same linear trend continues to t2 (linear extrapolation
[9, 10], we consider trends at close to the model grid scale,
forecast, elr).
rather than aggregating to larger regions (latitude bands and
continents) whose trends tend to be less useful for hydrologic (iii) Fit a smoothing cubic spline (using Vapnik’s method [18]
for choosing the smoothing parameter) for the period from
decision makers.
1901 to t1 to estimate the rate of change in precipitation
at
t1 , and linearly extrapolate the spline curve to t2 (spline
2. Methods
extrapolation forecast, esp). This method approaches the
2.1. Observational data
linear regression result if the data period is short or the
trend is not significantly nonlinear. A similar form of
As an observation-based estimate of precipitation, we used
spline extrapolation was previously used for estimating
the Global Precipitation Climatology Centre (GPCC) Full
changes in cold extremes [19].
◦
Data Product, Version 6, at 2.5 spatial resolution [11]. This
(iv)
Fit
a smoothing cubic spline to precipitation from each
monthly GPCC product is available for the years 1901–2010
GCM
run using the entire run from 1901 to 2010, and
and covers global land areas excluding Antarctica. The gridded
use
the
multimodel mean P̄(t2 ) − P̄(t1 ) as the forecast
precipitation estimates are based on a larger number of gauges
(multimodel
mean forecast, mmm). Using the multimodel
than any other available product that covers a comparably
mean
is
consistent
with previous findings that multimodel
long time span, which reduces bias for comparing to climate
averages
typically
performed
better than individual GCMs
models [12]. This product has been previously compared to
in
comparisons
of
observations
with climate model ensemGCM precipitation trends [13].
bles [20–23].
2.2. Model simulations

Hindcasts were begun each year from 1960 to 2009 for
subsequent years in the range 1961–2010 (1–50 years ahead).
The main metric for hindcast quality was the root mean square
error (RMSE) in the hindcast trend, averaged across land grid
cells and than across hindcast lead times. Averages across grid
cells were weighted by cell area.

We obtained monthly precipitation fields from GCM simulations undertaken for the Coupled Model Intercomparison
Project Phase 5 (CMIP5) [14] as archived by the Earth System
Grid Federation. We selected all available GCM simulations
with complete monthly precipitation fields for the Intergovernmental Panel on Climate Change Historical (1901–2005) and
RCP8.5 (2006–2100) runs [15]. The RCP8.5 forcing scenario
was chosen because it extrapolates recent emissions trends
[16]. This yielded 25 GCMs with complete model global
precipitation fields for 1901–2100. A total of 56 ensemble
members were available for these runs, although most GCMs

2.4. Hindcast and forecast experiments: synthetic data

The hindcasts that began each year from 1960 to 2009 were
also carried out using one of the GCM precipitation fields as
synthetic data instead of the observations. The hindcasts were
2
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carried out in exactly the same way as those with observational
data, and repeated with each of the 25 GCMs in turn serving
as synthetic data and the other 24 used to construct the
multimodel mean forecast. Synthetic-data results are reported
as averages across these 25 realizations.
Forecasts were also begun each year from 2010 to 2099 for
subsequent years in the range 2011–2100 (1–90 years ahead).
For these, the model precipitation fields since 1901 were used
to estimate trends.
3. Results
3.1. Mean square error for hindcast experiments

For the 1961–2010 hindcasts, the multimodel mean mmm
showed the lowest mean square error with both the GPCC
observations and with synthetic data. Of the extrapolation
methods, the linear and spline extrapolations elr and esp both
had worse average performance than simply assuming no trend
(prs) (first two columns of table 1). For the period up to
2010, the smoothing criterion for spline extrapolation resulted
in modeled and observed precipitation trends that were very
close to linear, which is why elr and esp give almost the same
results. mmm outperformed prs on average at all lead times
from 1 to 50 years, and for both methods, the hindcast RMSE
increased linearly with lag time (figures 1(a) and (b)). The
performance advantage of mmm over prs was comparable in
the observations and in the synthetic data, although larger
in the synthetic-data experiment (16%) than in the GPCC
observations experiment (9%) (table 1). Despite their worse
average performance, the linear and spline extrapolations elr
and esp both performed better than prs at short lead times
(<15 yr) (figures 1(a) and (b)).
For the 2011–2100 forecasts with synthetic data, mmm
again outperformed prs, this time by a larger amount (31%).
elr and esp also outperformed prs (table 1). esp even slightly
outperformed mmm at shorter lead times (<25 yr). For each
forecast method, RMSE increased with forecast lead time, and
the increase was somewhat faster than for the earlier period,
reflecting larger between-GCM differences in precipitation
trends over the 21st century (figure 1(c)).
We conducted several alternative analyses to assess the
sensitivity of our hindcast results to model and observation data
selection. If we averaged all available CMIP5 ensemble members for each GCM instead of only one ensemble member per
GCM, the model hindcast RMSE increased slightly (by 1%). If
we excluded data from before 1950 (when fewer precipitation
measurements are available) for estimating precipitation trends
over the 1961–2010 hindcast period, RMSE for all methods
increased by over 70%, reflecting the importance of a long
baseline period for accurate trend estimation, but the relative
performance advantage of mmm over prs was similar to our
base case (10% as compared to 9%).

Figure 1. (a) Root mean square error (RMSE) of precipitation trend

3.2. Trends in observations versus models

estimates for 1961–2010 compared to observational data (from
GPCC), as a function of lead time. The estimates were made using
either only extrapolation from observations (prs, elr, esp methods)
or the mean of climate models (mmm). (b) Same, but compared to
synthetic precipitation data from climate models for 1961–2010.
(c) Same, but compared to synthetic precipitation data for the period
2011–2100. In panels a and b, esp is not plotted because it is
effectively identical to elr.

The performance of the multimodel mean mmm in the observation hindcasts reflects the degree to which the GCM precipitation trends agree with the GPCC observations. Figure 2(a)
shows the spatial distribution of normalized precipitation

trends over the observation period ( P̄(2010)– P̄(1901) divided
by the mean precipitation from GPCC). Large increases in
precipitation of 20–40% (about 1–2 standard deviations) can
be seen, for example in northern Eurasia, northern North
3
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Figure 2. (a) Normalized precipitation change (in % of the mean amount) between 1901 and 2010 according to GPCC. (b) Same, but for the

CMIP5 climate model mean. The color scale is the same for both panels.
Table 1. Root mean square error (mm day−1 ) for precipitation trend estimates using different methods.

prs
elr
esp
mmm

Hindcast: observations

Hindcast: synthetic data

Forecast: synthetic data

0.0788
0.0991
0.0991
0.0706

0.0448
0.0546
0.0546
0.0378

0.1766
0.1551
0.1536
0.1303

America (except Alaska), and Argentina. Similarly substantial
decreases in precipitation can be seen, for example, in
southwest Asia, Africa north of the Equator, the Pacific coast of
South America, and southwestern Australia. Figure 2(b) shows
that the CMIP5 climate model runs also show precipitation
increases in the north, although of considerably smaller
magnitude than observed (on the order of 10%). In other
parts of the world, the CMIP5 average shows discrepancies
in the sign of precipitation trends compared to GPCC: for
example, eastern China’s precipitation decreases in the model
runs but not in GPCC, and the model runs do not capture the
drying of northern Africa seen in GPCC.
Figure 3 shows the relative performance of mmm and prs
in the observation hindcasts for each grid cell, expressed as


RMSE pr s
loge
.
RMSEmmm

correlation between modeled and GPCC precipitation trends
and by the root mean square error compared to the GPCC
precipitation trend, supporting the use of multimodel averages
for precipitation trend prediction.
4. Discussion

Our results show that global climate models, as represented
by CMIP5 submissions, have some skill in representing
precipitation trends over recent decades, even when evaluated
at a spatial scale close to the original model grid scale (2.5◦ ).
Using individual climate model outputs as synthetic data, as
compared to using observations, results in estimates of this
skill which are inflated, but of the right order of magnitude
(e.g. reduction in RMSE of 16% versus 9%). This lends
confidence to the 21st century forecast evaluations using
synthetic data which show substantial skill for the model mean
compared to the prs assumption of stationarity. Thus, it appears
likely that applying precipitation change factors based on the
CMIP5 ensemble mean to water resources planning would
lead to better decisions than making no use of these models’
precipitation estimates.
The 9% reduction in RMSE seen for land precipitation
trends is similar to the magnitude of the correlation found
between observed and modeled 20th century streamflow trends
[24]. Interpreting streamflow trends is more complicated than
for precipitation trends, however, since streamflow is affected

In general, mmm does better than the prs forecast of no
change (orange and red areas in figure 3) where the modeled
precipitation changes are of the same sign as observations, for
example in most boreal regions (except Alaska). mmm does
worse than prs (green and blue in figure 3) where the modeled
precipitation changes disagree with observations, as in much
of China and Africa. Overall, mmm outperforms prs over 63%
of the land area. The multimodel mean trend also outperforms
all individual CMIP5 models (not shown), as measured by the
4
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Figure 3. Log of the ratio of persistence (prs) to model mean (mmm) root mean square error for precipitation trend estimates over
1961–2010. Where values are positive, the model mean is sufficiently skillful that mmm outperforms prs. Refer to the text for detailed
explanation of the forecast methods prs and mmm.

not only by precipitation but also by temperature, atmospheric
CO2 (regulating plant stomatal conductance and hence transpiration rate), and anthropogenic land use change and water
regulation and diversion [25–28]. The ability of modeled
climate trends to directly inform projections of streamflow,
reservoir storage, soil moisture, and other land-surface hydrologic variables thus remains an important practical question.
Other climate variables such as precipitation intensity are also
important for water resource planning and natural hazard preparedness, and the ability of GCMs to contribute to estimates
of future trends in these quantities could be explored using the
methods used here for mean precipitation.
Here we only studied GCM abilities to predict precipitation trends ( P̄(t2 ) − P̄(t1 ) in the notation used above).
Absolute precipitation amounts ( P̄(t1 )) are of course also vital
to water resource management, and here long, accurate observation time series are clearly needed. Thus, maintaining and
expanding networks for precipitation and other hydrologic observations is critical for informed hydrologic decision making,
as well as for evaluating climate model outputs over the coming
decades [29, 30]. With long, high-quality observation time
series, extrapolating the observed trend may in fact outperform
GCM projections for shorter lead times (e.g. less than about 25
years), as seen with the 21st century synthetic-data forecast experiments here (compare elr to mmm in figure 1(c)). Checking
against local observations and hydrological experience is also
recommended to confirm that historical precipitation trends
estimated using gridded global datasets such as GPCC are
valid for the particular area of interest.
One caveat is that our analyses only considered one
radiative forcing trajectory over the 21st century (RCP8.5).
Uncertainty about emission pathways will tend to increase the
RMSE of the multimodel mean as an estimate of precipitation
trends, particularly at long lead times (greater than several
decades) when the choice of future emission pathway has an
appreciable impact on projected radiative forcing [31].
The skill of climate models in hindcasting historic precipitation changes derives from their ability to simulate the
observed changes, which is clearly imperfect. Even when simulated changes are of the right sign, they are rarely of the right
magnitude—for example, precipitation increases over most of
the Arctic are substantially underestimated. The causes for
these discrepancies are being studied. For example, discrepancies between modeled and observed precipitation trends over

Europe seem to be associated with model underestimation of
warming in North Atlantic sea surface temperature and trends
in a Mediterranean–Scandinavia pressure difference [32, 33].
In fact, poor simulation of tropical ocean warming may be
an important reason for discrepancies between modeled and
observed precipitation trends over North America and north
Africa as well as Europe [34]. Over tropical land areas, variability in the Southern Oscillation may be an important cause
of observation-model discrepancies in precipitation trends
[35]. The response of Northern Hemisphere land precipitation
over the 20th century to anthropogenic aerosols appears to
be underestimated in most GCMs, providing a complementary possible explanation of observation-model discrepancies
[36–38].
Hopefully, some problems with GCM simulations of
precipitation will be ameliorated with improvements in the
representation of relevant atmosphere, ocean, and land-surface
microphysical and dynamical processes. Pending such model
improvements, it may also be worth investigating whether
empirical corrections of the multimodel mean for biases
using the historic record can be used to generate improved
forecast products, particularly for the nearer term (lead times
up to several decades). Such data-adaptive use of climate
models may be explored, for example, using machine learning
methods [39].
5. Conclusions

Our hindcast and forecast experiments suggest that climate
models have some skill in simulating precipitation change
over the next few decades. Given the large regional changes
(in many places well in excess of 1 standard deviation) in
precipitation seen over the last century, the assumption of
hydrologic stationarity is a suboptimal one for planning even
given the limitations of current climate models. Precipitation
forecasts could be further improved by addressing model
deficiencies or by empirical correction of the simulated spatial
patterns of precipitation change.
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