A BFGS method, in association with a new backtracking line search technique, is presented for solving symmetric nonlinear equations. The global and superlinear convergences of the given method are established under mild conditions. Preliminary numerical results show that the proposed method is better than the normal technique for the given problems.
Introduction
It's well known that the quasi-Newton methods (see [1] [2] [3] [4] [5] [6] [7] ) are very important methods for solving the unconstrained optimization problems min x∈R n f (x), and some modified BFGS methods with global and superlinear convergence have been proposed in [8] [9] [10] [11] [12] etc. For nonlinear equations, some techniques have been given [13] [14] [15] [16] [17] .
In this paper, we consider the following system of nonlinear equations
where g : R n → R n is continuously differentiable, and the Jacobian ∇g(x) of g is symmetric for all x ∈ R n . In fact, this problem can come from an unconstrained optimization problem, a saddle point problem, and equality constrained problems [14] . Let θ be the norm function defined by θ(x) = 1 2 g(x) 2 . Then the nonlinear equations problem (1.1) is equivalent to the following global optimization problem min θ (x), x ∈ R n .
( 1.2)
The BFGS method for solving (1.1) is to generate a sequence of iterates {x k } by letting x k+1 = x k + α k d k , where α k is a steplength, and d k is a solution of the system of linear equations
where g k = g(x k ), B k is generated by the following BFGS update formula 4) where s k = x k+1 − x k , y k = g k+1 − g k . Generally, one method is applied to find a steplength α k such that 5) where σ ∈ (0, 1) is a given constant. The drawback of the technique (1.5) is the need to compute the Jacobian matrix ∇g(x) at every iteration, which will increase the computing difficulty, especially for the large-scale problems. In order to avoid computing the Jacobian matrix ∇g(x) when we find the steplength α k , the following line search technique is used to get α k 6) where δ ∈ (0, 1). In Section 3; we will show that (1.6) is reasonable. The purpose of this paper is to propose a BFGS method with the above line search technique. The presented method has a norm descent property, whose global and superlinear convergence will be given under suitable conditions. Numerical results show that the method is very interesting.
This paper is organized as follows. In the next section, the backtracking inexact BFGS algorithm is stated. Under some reasonable conditions, we establish the global and superlinear convergence of the algorithms in Section 3 and in Section 4, respectively. Preliminary numerical results are proposed in Section 5.
Algorithms
This section will give the inexact BFGS method in association with the new backtracking line search technique (1.6) for (1.1). The algorithm is stated as follows.
Algorithm 1.
Step 0: Choose an initial point x 0 ∈ R n , an initial symmetric positive definite matrix B 0 ∈ R n×n , and constants r, δ, ρ ∈ (0, 1), let k := 0.
Step 1: Stop if g k = 0. Otherwise solve the following linear equation to get d k
Step 2: If
Then take α k = 1 and go to Step 4. Otherwise go to Step 3.
Step 3: Let i k be the smallest nonnegative integer i such that (1.6) holds for α = r i . Let α k = r i k .
Step 4: Let the next iteration be
Step 6: Let k := k + 1. Go to step 1.
We also give an algorithm based on the line search technique (1.5) for (1.1).
Algorithm 2. δ and (1.6) in the Step 0 and Step 3 of Algorithm 1 are replaced by: σ ∈ (0, 1) and (1.5), respectively.
From Algorithm 1, we have
Remark a. (i) By y k = g k+1 − g k , we have the approximate relations
Since B k+1 satisfies the secant equation B k+1 s k = y k and ∇g k is symmetric, we have approximately
This means that B k+1 approximates ∇g k+1 along direction s k .
(ii) The Step 5 of Algorithm 1 can ensure that B k is always positive definite. (iii) We call Step 3 inner circle in Algorithm 1.
Throughout this paper, we only discuss Algorithm 1. In the following section, we will concentrate on its global convergence.
Global convergence
Let Ω be the level set defined by
In order to get the global convergence of Algorithm 1, we need the following assumptions.
(ii) The Jaconbian of g is symmetric, bounded and positive definite on Ω 1 , i.e., there exist positive constants M ≥ m > 0 such that
In particular, for all x ∈ Ω 1 , we have
where x * stands for the unique solution of (1.1) in Ω 1 .
Since B k approximates ∇g k along direction s k , we can give the following assumption.
Assumption B. B k is a good approximation to ∇g k , i.e.,
where ∈ (0, 1) is a small quantity.
Lemma 3.1. Let Assumption B hold, and {α k , d k , x k+1 , g k+1 } be generated by Algorithm 1. Then d k is a descent direction for θ (x) at x k , i.e.,
Proof. By (2.1), we have
Therefore, taking the norm on the right-hand-side of (3.10), we have from (3.8) that
Hence, for ∈ (0, 1), this lemma is true.
By the above lemma, we can deduce that the norm function θ (x) is descent along d k , which means that g k+1 ≤ g k is true. Lemma 3.2. Let Assumption B hold and {α k , d k , x k+1 , g k+1 } be generated by Algorithm 1. Then {x k } ⊂ Ω . Moreover,
Proof. By Lemma 3.1, we have g k+1 ≤ g k . Then we conclude from Lemma 3.3 in [19] that { g k } converges. Moreover, we have for all k
This implies that {x k } ⊂ Ω . Lemma 3.3. Let Assumption A be satisfied and {α k , d k , x k+1 , g k+1 } be generated by Algorithm 1. Then there exists a constant m 1 > 0 such that for all k
Proof. By the mean-value theorem, we have
where
; the last inequality follows from (3.3). Let m 1 = m, we get (3.12). The proof is complete.
is always generated by the update formula (1.4), and we can deduce that B k+1 inherits symmetric and positive definiteness of B k . Then, (2.1) has a unique solution for each k. By the above lemma and (3.6), we obtain
Lemma 3.4 (Theorem 2.1 in [1] ). Let B k be updated by BFGS formula (1.4), and let B 0 be symmetric and positive definite. For any k ≥ 0, s k and y k such that (3.14). Then there exist positive constants β 1 , β 2 and β 3 such that, for any positive integer k
hold for at least k /2 value of k ∈ {1, 2, . . . , k }.
According to Lemma 3.4, we can get
Lemma 3.5. Let Assumptions A and B hold. Then Algorithm 1 will produce an iterate x k+1 = x k + α k d k in a finite number of backtracking steps.
Proof. From Lemma 3.8 in [18] , we have that in a finite number of backtracking steps, α k must satisfy
By (3.11), (3.16), (3.17) and (2.1), we get
By α k ≤ 1, we have
}), then we get the line search (1.6). Thus we conclude the result of this lemma. The proof is complete.
Lemma 3.5 shows that the line search technique (1.6) is well-defined. Now we establish the global convergence theorem for Algorithm 1.
Theorem 3.1. Let Assumptions A and B hold, and {α k , d k , x k+1 , g k+1 } be generated by Algorithm 1. Then
Proof. By the acceptance rule (1.6) and (3.17), we have
This means that either
If Eq. (3.24) holds, we have that from (2.1) and (3.16),
Then we get (3.21). If (3.25) holds, then acceptance rule (1.6) means that, for large enough k,
Using this together with (3.27) and (3.19), we have
Using (3.17), (3.30) implies (3.24) and therefore the conclusion of the theorem is true.
By Lemma 3.2, { g k } converges. So, if (3.21) holds, then every accumulation point of {x k } is a solution of (1.1). Since ∇g(x) is positive definite on Ω 1 , (1.1) has only one solution. Moreover, since Ω is bounded, {x k } ∈ Ω has at least one accumulation point. Therefore {x k } itself converges to the unique solution x * of (1.1).
Superlinear convergence
In order to obtain the superlinear convergence of Algorithm 1, we also need the following assumption.
Assumption C. ∇g is Hölder continuous at x * , i.e., there are positive constants M 3 and γ such that for every x in a neighborhood of
In the rest of the paper, we abbreviate g(x * ) and ∇g(x * ) as g * and ∇g * , respectively.
then α k ≡ 1 for all k sufficiently large. Moreover, {x k } converges superlinearly.
Proof. Let
By (1.3) and (3.16), we have
Using (1.3) again, we get
where the second inequality follows (4.4) and the last inequality follows (3.7). Since η k → 0 and ∇g * is positive, (4.5) implies
Moreover, we have
where the first and the last inequality follow (3.7). Combining (4.6) and (4.7), we obtain that (2.2) is satisfied for all k sufficiently large. This means the unit step-length is always accepted for all k sufficiently large. Moreover, (4.6) implies the superlinear convergence of {x k }.
The lemma shows that the Dennis-Moré condition (4.2) [19, 20] ensures the superlinear convergence of Algorithm 1.
Lemma 4.2. Let Assumptions A and B hold. If α k = 1, then we have the following estimate for α k when k is sufficiently large:
Proof. Since α k = 1, the step-size α k was determined by Step 3 of Algorithm 1. Then
By (3.28), (3.10), (3.11) and (3.16), we have
(4.10)
Combining (4.9), (4.10) and (3.17), we obtain 11) which means that for all k sufficiently large,
). Then we complete the proof of this lemma. Moreover, we have
Proof. First, we show that there exists an index i 0 and a constant ρ 0 ∈ (0, 1) such that
If the step-length α i is determined by Step 2 of Algorithm 1, we have
On the other hand, if α i is determined by Step 3 of Algorithm 1, then (1.6) is satisfied with k = i. Using Lemma 4.2, (1.6), (3.16) and (3.17), we obtain g i+1 Let J denote the set of indices i for which (4.14) holds. Also, let h k denote the number of indices in J not exceeding k. Then we have h k ≥ k − i 0 for each k. Multiplying (4.14) for i ∈ J and (4.16) for i ∈ J from i = i 0 to i = k yields
This, together with (3.7), shows that x k+1 − x * 2 ≤ m −2 c 1 ρ k 0 holds for all k large enough. Hence we have (4.12) for any γ .
Notice that χ k (γ ) ≤ x k − x * γ + x k+1 − x * γ , and from (4.12), we can get (4.13).
Lemma 4.4. Let Assumptions A-C hold. Then, for all k sufficiently large, there exists a positive constant M 4 such that
Proof. Since x k → x * , (4.1) holds for all k large enough. For all k sufficiently large, using the mean value theorem we have
where M 4 = M 3 (2t 0 + 1), t 0 ∈ (0, 1). Therefore, the inequality of (4.17) holds.
Denote Q = ∇g * −1/2 . For an n × n matrix K , define a matrix norm K Q,F = Q T K Q F , where . F denotes the Frobenius norm of the matrix. We let H k and H k+1 stand for the inverse matrices of B k and B k+1 , respectively. Lemma 4.5. Let Assumptions A-C hold. Then, there are positive constants e i , i = 1, 2, 3, 4, and η ∈ (0, 1) such that for all large k,
and
where k is defined as follows:
In particular, { B k } F and { H k } F are bounded.
Proof. From the BFGS update formula (1.4), we have
where the last inequality follows the inequality (49) of [6] . Hence, (4.19) holds. By (4.17), in a way similar to that of [19] , we can prove that (4.20) holds and that B k and H k are bounded. The proof is complete. Theorem 4.1. Let {x k } be generated by Algorithm 1 and let the conditions in Assumptions A-C hold. Then
Moreover, {x k } converges superlinearly and α k ≡ 1 for all k sufficiently large.
Proof. In a similar way to [19] , it's not difficult to get
On the other hand, we obtain
where the last inequality follows from (4.17). We know { B k } and { H k } are bounded and {H k } is positive definite. By (3.6), we get
Combining this with (4.23) and (4.24), we conclude that (4.22) holds. In view of Lemma 4.1, the proof of this theorem is complete.
Numerical results
In this section, we report results of some preliminary numerical experiments with the two algorithms.
Problem 1. The discretized two-point boundary value problem such as the problem in [21] g(x) Ax + 1
where A is the n × n tridiagonal matrix given by
with Engval function [22] f : R n → R defined by
The related symmetric nonlinear equation is
In the experiments, the parameters in Algorithms 1 and 2 were chosen as r = 0.1, ρ = 0.5, δ = 0.9, σ = 0.95, B 0 is the unit matrix. For the Problem 2, we take one technique in finding the stepsize α k , which is that the stepsize α k will be accepted if the searching time is larger than fifteen in the inner circle. The program was coded in MATLAB 7.0.1. We stopped the iteration when the condition F(x) ≤ 10 −6 was satisfied. The columns of Tables 1-8 have the  following meaning: x 0 : the starting point. Dim: the dimension of the problem. GF: the function norm evaluations.
The numerical results indicate that the proposed method performs better than Algorithm 2 for Problems 1 and 2 from the tables. Moreover, the starting points and the inverse initial points don't influence the performance of the two Algorithms for Problem 1. The number of the iterations and the function iterations on Algorithm 1 are less than those on Algorithm 2. However, we find that the numerical results of the two algorithms are not so good if the starting points are large for Problem 2 in the experiment. 
Conclusion
A new inexact backtracking line search technique is proposed for solving symmetric nonlinear equations in this paper, which can ensure that the search direction is descending for the norm function. The method possesses global and superlinear convergence, and the numerical results show that the method is successful for the test problems. We hope the method can be a further topic for the symmetric nonlinear equations.
