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Abstract
We are living through the dawn of the era of gravitational wave astronomy. Our first glances
through this new window upon the sky has revealed a new population of objects. Since
it first began observing in late 2015, the advanced Laser Interferometer Gravitational-Wave
Observatory (LIGO) has detected gravitational waves three times, along with an additional
strong candidate [2, 3] – and there shall be orders of magnitude more in the years to come. In
all four cases, the waveform’s signature is consistent with general relativity’s predictions for
the merging of two black holes. Through parameter estimation studies, estimates on features
such as the black holes’ masses and spins have been determined. At least two of the black hole
pairs lie above the mass range spanned by comparable black holes observed through traditional
means [4, 3]. This suggests they constitute a separate population, either too elusive or rare to
be found with traditional telescopes.
The most natural questions to ask about these black holes – how did they form, how many
of them are there, and how can they be categorized – remain open ended. We know black
holes can form when massive stars die, so it’s most natural to claim stars as their progenitors.
Since we now know black holes merge into larger black holes, could it be the case that they
formed from previous mergers? [5, 6] Were the two black holes part of a binary from their
birth [1], or did they become coupled later on in life [7]? The measurements provided by LIGO
can help answer these questions and more.
Throughout this thesis, I will describe and demonstrate results from a number of novel
methods whose purpose is to better understand these black holes and their progenitors. At
their heart, these methods give answers to a few, critical questions. a) What is the overall
rate at which these objects merge? b) What is the range of values these objects’ properties
can take, and how are they distributed? c) Given a number of physical models, how can we
evaluate the performance of each relative to the others, and determine which gives the best
description of reality? We accomplish this through a host of statistical methods.
i
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Chapter 1
Introduction
The dawn of gravitational wave (GW) astronomy took place on September 14, 2015, when
the Laser Interferometer Gravitational-Wave Observatory (LIGO) detected the gravitational
radiation from two black holes merging [4]. This event has been named GW150914, after its
discovery date. Since then, LIGO has detected two other binary black hole mergers, GW151226
[8] and GW170104 [3], as well as one other binary black hole candidate at only the ∼ 90%
confidence level, LVT151012 [9] 1. As LIGO continues to observe and undergo sensitivity
upgrades over the next few years, the current ∼ 3.9 detections will grow into the hundreds
and even thousands.
It is clear from the current merger rate estimates [10, 9, 3] that the Universe is filled with
these binary black holes. While a number of low mass black hole binaries were found with
electromagnetic (EM) observations prior to LIGO [11], the higher mass events, GW150914 [4]
and GW170104 [3], clearly belong to a different sub-population, indicating that those surveys
are incomplete. Furthermore, GW observations allow us to measure parameters unobtainable
from EM observations, such as spins [12]. Also, considering that black holes do not emit light
(hence the name black holes), GW’s are simply a more naturally suited tool to observe them,
as they are emitted directly from the black holes, as opposed to being a result of external
matter interacting with them. With all of this in mind, this population of objects is worthy
1LVT stands for LIGO-Virgo trigger. Whereas confident detections are labeled GW for gravitational wave,
LVT’s are highly interesting candidates, below the 5σ level required to claim a detection.
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of study, and is most effectively done through GW observations.
Natural questions arise, such as:
1. Where do these black holes come from, and how did they evolve?
2. What are the overall properties of their populations, including the distribution of their
masses and spins?
3. How many of these systems exist in the Universe, and how frequently do they merge?
All of these and more can be answered, at least to some extent, with enough observed GW
events, the right statistical methodology, and developments in astrophysical simulations. In
addition, answering or constraining Questions 2 and 3 can help answer 1, as any proposed
solution to 1 will make a prediction about 2 and 3 that can be validated or falsified.
There two main paradigms of solutions to Question 1. They state the the binary black
holes observed by LIGO are either:
1. the remnants of binary star systems, where the two stars were produced from the same
circumbinary disk, and eventually the two stars collapsed into black holes [13, 1]. This
is commonly referred to as isolated formation.
2. produced by two objects that were born separately (either black holes or stars that evolve
into black holes later on) and eventually became coupled through chance interactions in
a dense cluster of objects, such as globular clusters. [7]. This is commonly referred to
as dynamical formation.
Also falling under Solution 2 is the possibility that the black holes are themselves the byprod-
ucts of previous black hole mergers [5, 6].
The reality is likely a mixture of both paradigms, since we know stars form binaries and
that massive stars form black holes, and the Universe is big enough that some black holes
must form binaries through chance interactions. The real question is to what extent does each
formation channel contribute to the population? Does one dominate the other, or do they
contribute comparably? This is the current hot topic in GW astrophysics.
2
Solution 1 is of particular interest, because it means we can test the predictions of specific
binary stellar evolution models. There are still many fundamental questions about the evo-
lution of binary stars which remain unanswered, and thus Chapter 2 of this thesis is devoted
to comparing a set of binary evolution models to LIGO’s 3.9 detections. This chapter was
produced from a paper we are in the process of publishing [1]. We also recently published a
less detailed paper on this same subject, focusing on explaining the GW151226 event, though
my contribution was not significant enough to warrant inclusion in this thesis [13].
In Chapter 3, we describe a method for answering Questions 2 and 3 simultaneously, using
Bayesian inference and parametric models. Then in Chapter 4, we describe a method specifi-
cally for answering Question 2 using weakly parametric mixtures of Gaussian distributions.
The chapter progression starts with the strongest assumptions (specific stellar evolution
models assumed as the progenitors in Chapter 2) and progressively weakens the assumptions,
moving from strongly (Chapter 3) to weakly (Chapter 4) parametric statistical descriptions of
the populations.
Chapter 1. Introduction 3
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Chapter 2
Method I: Mixture of physical models
In this chapter, we infer the parameter distribution of binary black holes given a discrete grid
of physical models. On this grid we vary the natal spin magnitudes of the two black holes, the
strength of supernova kicks (σkick), and the tidal physics model. The entirety of this chapter is
taken a paper which has been submitted to Phys. Rev. Dand is currently awaiting publication
[1].
2.1 Introduction
The discovery and interpretation of gravitational waves (GW) from coalescing binaries [4] has
initiated a revolution in astronomy [14]. Several hundred more detections are expected over the
next five years [10, 9, 3]. Already, the properties of the sources responsible – the inferred event
rates, masses, and spins – have confronted other observations of black hole (BH) masses and
spins [9], challenged previous formation scenarios [14, 9], and inspired new models [15, 16, 17,
18] and insights [19, 20] into the evolution of massive stars and the observationally accessible
gravitational waves they emit [21, 22]. Over the next several years, our understanding of the
lives and deaths of massive stars over cosmic time will be transformed by the identification
and interpretation of the population(s) responsible for coalescing binaries, with and without
counterparts, because measurements will enable robust tests to distinguish between formation
scenarios with present [23, 13] and future instruments [24, 25], both coarsely and with high
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precision. In this work, we demonstrate the power of gravitational wave measurements to
constrain how BHs form, within the context of one formation scenario for binary BHs: the
isolated evolution of pairs of stars [26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36].
Within the context of that model, we focus our attention on the one feature whose unique
impacts might be most observationally accessible: BH natal kicks. Observations strongly sug-
gest that when compact objects like neutron stars are formed after the death of a massive
star, their birth can impart significant linear momentum or “kick”. For example, observations
of pulsars in our galaxy suggest birth velocity changes as high as vk ∼ 450 km/s [37]. These
impulsive momentum changes impact the binary’s intrinsic orbit and stability, changing the
orbital parameters like semimajor axis and orbital plane [38, 39], as well as causing the center
of mass of the remnant BH binary (if still bound) to recoil at a smaller but still appreciable
velocity. While no single compelling and unambiguous observation can be explained only with
a BH natal kick, the assumption of small but nonzero BH natal kicks provides a natural expla-
nation for several observations, including the posterior spin-orbit misalignment distribution
of GW151226 and the galactic X-ray binary misalignment [40, 41, 42, 43] and recoil velocity
[44, 45, 46, 47, 48, 49]. Modest BH natal kicks can be produced by, for example, suitable
neutrino-driven supernova engines; see, e.g., [50] and references therein.
We compare binary formation models with different BH natal kick prescriptions to LIGO
observations of binary black holes. Along with [50], our calculation is one of the first to perform
this comparison while changing a single, physically well-defined and astrophysically interesting
parameter: the BH natal kick strength. It is the first to self-consistently draw inferences
about binary evolution physics by comparing observations simultaneously to the predicted
detection rate; binary BH masses; and binary BH spins, accounting for both magnitude and
misalignment.
This comparison is important because BH natal kicks introduce two complementary and
unusually distinctive effects on the binary BHs that LIGO detects. On the one hand, strong
BH natal kicks will frequently disrupt possible progenitor binary systems. As the strength of
BH natal kicks increases, the expected number of coalescing binary BHs drops precipitously
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[27, 51, 28]. On the basis of observations to date, BH natal kicks drawn from a distribution
with one-dimensional velocity dispersion σ greater than 265 km/s are disfavored [34]. On
the other hand, BH natal kicks will tilt the orbital plane, misaligning the orbital angular
momentum from the black hole’s natal spin direction – assumed parallel to the progenitor
binary’s orbital angular momentum [39, 13]. The imprint of these natal kicks on the binary’s
dynamics is preserved over the aeons between the BH-BH binary’s formation and its final
coalescence [52, 38, 53, 54]. The outgoing radiation from each merger contains information
about the coalescing binary’s spin (see, e.g., [12, 55, 56] and references therein), including
conserved constants that directly reflect the progenitor binary’s state [57, 58]. Several studies
have demonstrated that the imprint of processes that misalign BH spins and the orbit can be
disentangled [59, 7, 60].
In this work, we show that LIGO’s observations of binary black holes can be easily explained
in the context of isolated binary evolution, if BH natal kicks act with the (modest) strength to
misalign the orbital plane from the initial spin directions (presumed aligned). In this approach,
the absence of large aligned spins either reflects fortuitous but nonrepresentative observations
or low natal BH spins. A companion study by (author?) [50] describes an alternative, equally
plausible explanation: the BH natal spin depends on the progenitor, such that the most massive
BHs are born with low natal spins. A longer companion study by (author?) [61] will describe
the properties and precessing dynamics of this population in greater detail.
This paper is organized as follows. First, in Section 2.2 we describe the entire process
used to generate and characterize a detection-weighted populations of precessing binary BHs,
evaluated using different assumptions about BH natal kicks. As described in Section 2.2.1, we
adopt previously studied binary evolution calculations to determine how frequently compact
binaries merge throughout the universe. In Section 2.2.2, we describe how we evolve the bi-
nary’s precessing BH spins starting from just after it forms until it enters the LIGO band. In
Section 2.2.3, we describe the parameters we use to characterize each binary: the component
masses and spins, evaluated after evolving the BH binary according to the process described
in Section 2.2.2. To enable direct comparison with observations, we convert from detection-
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weighted samples – the output of our binary evolution model – to a smoothed approximation,
allowing us to draw inferences about the relative likelihood of generic binary parameters. In
Section 2.3 we compare these smoothed models for compact binary formation against LIGO’s
observations to date. We summarize our conclusions in Section 2.6. In Appendix B.1 we
describe the technique we use to approximate each of our binary evolution simulations. In
Appendix B.2, we provide technical details of the underlying statistical techniques we use
to compare these approximations to LIGO observations. To facilitate exploration of alter-
native assumptions about natal spins and kicks, we have made publicly available all of the
marginalized likelihoods evaluated in this work, as supplementary material.
2.2 Estimating the observed population of coalescing binary
black holes
2.2.1 Forming compact binaries over cosmic time
Our binary evolution calculations are performed with the StarTrack isolated binary evolution
code [28, 63], with updated calculation of common-envelope physics [31], compact remnant
masses [64], and pair instability supernovae [62]. Using this code, we generate a synthetic
universe of (weighted) binaries by Monte Carlo [65]. Our calculations account for the time-
and metallicity- dependent star formation history of the universe, by using a grid of 32 differ-
ent choices for stellar metallicity. As shown in Table 2.1, we create synthetic universes using
the same assumptions (M10) adopted by default in previous studies [62, 34, 66]. Again as in
previous work, we explore a one-parameter family of simulations that adopt different assump-
tions about BH natal kicks (M13-M18). Each new model assumes all BHs receive natal kicks
drawn from the same Maxwellian distribution, with one-dimensional velocity distribution pa-
rameterized by σ (a quantity which changes from model to model). In the M10 model used
for reference, BH kicks are also drawn from a Maxwellian distribution, but suppressed by the
fraction of ejected material that is retained (i.e., does not escape to infinity, instead being
accreted by the BH). Because the progenitors of the most massive BHs do not, in our calcu-
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Name σ (km/s) DKL(M) DKL(m1,m2)
M10 0.02 0.21
M18 25 0.006 0.094
M17 50 0 0
M16 70 0.016 0.28
M15 130 0.1 1.26
M14 200 0.17 1.56
M13 265 0.40 2.1
Table 2.1: Properties of the formation scenarios adopted in this work. The first column
indicates the model calculation name, using the convention of other work [34, 62]. The sec-
ond column provides the kick distribution width. Model M10 adopts mass-dependent, fall-
back suppressed BH natal kicks. For the BH population examined here, these natal kicks
are effectively zero for massive BHs; see, e.g., [23]. The remaining scenarios adopt a mass-
independent Maxwellian natal kick distribution characterized by the 1-d velocity dispersion
σ, as described in the text. The third column quantifies how much the mass distribution
changes as we change σ. To be concrete, we compare the (source frame) total mass distribu-
tions for the BH-BH binaries LIGO is expected to detect, using a KL divergence [Eq. (2.4)].
If p(M |α) denotes the mass distribution for α = M10, M18, M17, . . ., and α∗ denotes M17,
then the third column is the KL divergence DKL(M,α) =
�
dMp(M |α) ln[p(M |α)/p(M |α∗)].
The fourth column is the KL divergence using the joint distribution of both binary masses:
DKL(m1,m2|α) =
�
dm1dm2p(m1,m2|α) ln[p(m1,m2|α)/p(m1,m2|α∗)]. Because M10 adopts
fallback-suppressed natal kicks, while the remaining models assume fallback-independent natal
kicks, we use the special symbol to refer to M10 in subsequent plots and figures.
lations, eject significant mass to infinity, the heaviest BHs formed in this “fallback-suppressed
kick” scenario receive nearly or exactly zero natal kicks.
These synthetic universes consist of weighted BH-BH mergers (indexed by i), each one
acting a proxy for a part of the overall merger rate density in its local volume [67, 68]. As
our synthetic universe resamples from the same set of 32 choices for stellar metallicity, the
same evolutionary trajectory appears many times, each at different redshifts and reflecting the
relative probability of star formation at different times.
The underlying binary evolution calculations performed by StarTrack effectively do not
depend on BH spins at any stage.1 We therefore have the freedom to re-use each calculation
1The response of the BH’s mass and spin to accretion depends on the BH’s spin. We adopt a standard
procedure whereby the BH accretes from the innermost stable circular orbit. In our binary evolution code,
this spin evolution is implemented directly via an ODE based on (prograde, aligned) ISCO accretion as in
[69], though the general solution is provided in [70] and applied since, e.g., in [71, 72]. For the purposes of
calculating the final BH mass from the natal mass and its accretion history, we adopted a BH natal spin of
χ = 0.5; however, relatively little mass is accreted and the choice of spin has a highly subdominant effect on
the BH’s evolution.
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above with any BH natal spin prescription whatsoever. Unlike (author?) [66], we do not
adopt a physically-motivated and mass-dependent BH natal spin, to allow us to explore all of
the possibilities that nature might allow. Instead, we treat the birth spin for each BH as a
parameter, assigning spins χ1 and χ2 to each black hole at birth. For simplicity and without
loss of generality, for each event we assume a fixed BH spin for the first-born (χ1 = |S1| /m21)
and a potentially different spin for the second-born (χ2 = |S2| /m22) BH. Both choices of fixed
spin are parameters. By carrying out our calculations on a discrete grid in χ1,χ2 for each event
– here, we use χ1,2 = 0.1 . . . 1 – we encompass a wide range of possible choices for progenitor
spins, allowing us to explore arbitrary (discrete) natal spin distributions. For comparison, [7]
adopted a fixed natal spin χi = 0.7 for all BHs. Our choices for BH natal spin distributions
are restricted only by our choice of discrete spins. Our model is also implicitly limited by
requiring all BHs have natal spins drawn from the same mass-independent distributions. By
design, our calculation did not include enough degrees of freedom to enable the natal spin
distribution to change with mass, as was done for example in [50].
We assume the progenitor stellar binary is comprised of stars whose spin axes are aligned
with the orbital angular momentum, reflecting natal or tidal [73, 74] alignment (but cf. [75]).
After the first supernova, several processes could realign the stellar or BH spin with the orbital
plane, including mass accretion onto the BH and tidal dissipation in the star. Following
(author?) [38], we consider two possibilities. In our default scenario (“no tides”), spin-orbit
alignment is only influenced by BH natal kicks. In the other scenario (“tides”), tidal dissipation
will cause the stellar spin in stellar-BH binaries to align parallel to the orbital plane. In the
“tides” scenario, the second-born stellar spin is aligned with the orbital angular momentum
prior to the second SN. Following [38], the “tides” scenario assumes alignment always occurs
for merging BH-BH binaries, independent of the specific evolutionary trajectory involved (e.g.,
binary separation); cf. the discussion in [66]. In both formation scenarios, we do not allow
mass accretion onto the BH to change the BH’s spin direction. Given the extremely small
amount of mass accreted during either conventional or common-envelope mass transfer, even
disk warps and the Bardeen-Petterson effect should not allow the BH spin direction to evolve
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Formation mechanism Fraction
MT1(2-1) MT1(4-1) SN1 CE2(14-4;14-7) SN2 0.261
MT1(4-4) CE2(7-4;7-7) SN1 SN2 0.234
MT1(4-1) SN1 CE2(14-4;14-7) SN2 0.140
MT1(2-1) SN1 CE2(14-4;14-7) SN2 0.075
MT1(4-4) CE2(4-4;7-7) SN1 SN2 0.071
MT1(2-1) SN1 MT2(14-2) SN2 0.037
CE1(4-1;7-1) SN1 MT2(14-2) SN2 0.028
CE1(4-1;7-1) SN1 CE2(14-4;14-7) SN2 0.020
CE1(4-1;7-1) CE2(7-4;7-7) SN1 SN2 0.014
MT1(4-4) CE12(4-4;7-7) SN2 SN1 0.014
SN1 CE2(14-4;14-7) SN2 0.014
Other channels 0.16
Table 2.2: The most significant formation scenarios and fraction of detected binaries formed
from that channel, for the M15 model. While many of the coalescing BH-BH binaries form via
a BH-star binary undergoing some form of stellar mass transfer or interaction, a significant
fraction of binaries form without any Roche lobe overflow mass transfer after the first SN. In
this example, in the second channel alone more than 23% of binaries form without interaction
after the first SN. (The remaining formation channels account for 16% of the probability.) In
this notation, integers in braces characterize the types of the stellar system in the binary; the
prefix refers to different phases of stellar interaction (e.g., MT denotes “mass transfer,” SN
denotes “supernova,” and CE denotes “common envelope evolution”); and the last integer SNx
indicates whether the initial primary star (1) or initial secondary star (2) has collapsed and/or
exploded to form a BH. [Some of our BHs are formed without luminous explosions; we use
SN to denote the death of a massive star and the formation of a compact object.] A detailed
description of these formation channels and stellar types notation is provided in [28, 63]; in
this shorthand, 1 denotes a main sequence star; 2 denotes a Hertzprung gap star; 4 denotes
a core heium burning star; 7 denotes a main sequence naked helium star; and 14 denotes a
black hole.
[76, 77, 78, 79]. For coalescing BH-BH binaries the second SN often occurs when the binary is
in a tight orbit, with high orbital speed, and thus less effect on spin-orbit misalignment [39, 13].
Therefore, in the “tides” scenario, the second-born BH’s spin is more frequently nearly aligned
with the final orbital plane, even for large BH natal kicks.
2.2.2 Evolving from birth until merger
The procedure above produces a synthetic universe of binary BHs, providing binary masses,
spins, and orbits just after the second BH is born. Millions to billions of years must pass before
these binaries coalesce, during which time the orbital and BH spin angular momenta precess
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substantially [53, 54]. We use precession-averaged 2PN precessional dynamics, as implemented
in precession [80], to evolve the spins from birth until the binary BH orbital frequency is
10Hz (i.e., until the GW frequency is 20Hz); see [61] for details. When identifying initial
conditions, we assume the binary has already efficiently circularized. When identifying the
final separation, we only use the Newtonian-order relationship between separation and orbital
frequency. The precession code is publicly available at github.com/dgerosa/precession.
2.2.3 Characterizing the observed distribution of binaries
At the fiducial reference frequency adopted in this work (20Hz), a binary BH is characterized
by its component masses and its (instantaneous) BH spins S1,2. For the heavy BHs of current
interest to LIGO, the principal effect of BH spin on the orbit and emitted radiation occurs
through the spin combination
χeff = (S1/m1 + S2/m2) · Lˆ/(m1 +m2)
= (χ1m1 cos θ1 + χ2m2 cos θ2)/(m1 +m2), (2.1)
where θ1,2 denote the angles between the orbital angular momentum and the component
BH spins. That said, depending on the duration and complexity of the source responsible,
GW measurements may also provide additional constraints on the underlying spin directions
themselves [57], including on the spin-orbit misalignment angles θ1,2. For the purposes of this
work, we will be interested in the (source-frame) binary massesm1,m2 and the spin parameters
χeff , θ1, θ2, as an approximate characterization of the most observationally accessible degrees
of freedom; cf. (author?) [81], which used θ1,2, and (author?) [57], which used θ1,2 and
the angle ΔΦ between the spins’ projection onto the orbital plane. In particular, ΔΦ is
well-known to contain valuable information [38] and be observationally accessible [57]. At
present, the preferred model adopted for parameter inference, known as IMRPhenomP, does
not incorporate the necessary degree of freedom [82], so we cannot incorporate its effect here.
With additional and more informative binary black hole observations, however, our method
should be extended to employ all of the spin degrees of freedom, particularly ΔΦ. As input,
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this extension will require inference results that incorporate the effect of two two precessing
spins, either by using semianalytical models [83, 84, 85] or by using numerical relativity [56].
We adopt a conventional model for LIGO’s sensitivity to a population of binary BHs [86, 33,
10]. In this approach, LIGO’s sensitivity is limited by the second-most-sensitive interferometer,
using a detection threshold signal-to-noise ratio ρ = 8 and the fiducial detector sensitivity
reported for O1 [9]. This sensitivity model is a good approximation to the performance
reported for both in O1 and early in O2 [3]. Following [33, 47], we use the quantity ri [Eq. (8)
in [47]] to account for the contribution of this binary to LIGO’s detection rate in our synthetic
universe, accounting for the size of the universe at the time the binary coalesces and LIGO’s
orientation-dependent sensitivity. For simplicity and following previous work [33, 10], we
estimate the detection probability without accounting for the effects of BH spin. Previous
studies have used this detection-weighted procedure to evaluate and report on the expected
distribution of binary BHs detected by LIGO [34, 62, 66]. Since the same binary evolution A
occurs many times in our synthetic universe, we simplify our results by computing one overall
detection rate rA =
�
i∈A ri for each evolution. When this procedure is performed, relatively
few distinct binary evolutions A have significant weight. While our synthetic universe contains
millions of binaries, only O(104) distinct BH-BH binaries are significant in our final results for
each of the formation scenarios listed in Table 2.1. Figure 2.1 illustrates the expected detected
number versus assumed BH natal kick strength.
The significant BH natal kicks adopted in all of our formation scenarios (except M10)
frequently produce significant spin-orbit misaligment. Figure 2.2 shows that strong misalign-
ment occurs ubiquitously, even for small BH natal kicks; see [61] for more details. This strong
spin-orbit misalignment distribution produces an array of observationally accessible signa-
tures, most notably via an invariably wide distribution of χeff . In [61] the distribution was
constructed for all of our models, finding that (except for M10) considerable support exists
for χeff < 0. Our calculation is fully consistent with the limited initial exploration reported
in (author?) [23], which claimed χeff < 0 was implausible except for extremely large natal
kicks. Their collection of calculations explored fallback-suppressed kicks (e.g., equivalent to
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our model M10); adopted natal kicks larger than we explored here; or adopted mass-dependent
natal kicks. We show that significant spin-orbit misalignment is plausible if all BHs – even
massive ones – receive a modest natal kick. BH natal kicks therefore provide a robust mecha-
nism to explain the observed χeff and spin-orbit misalignments reported by LIGO for its first
few detections.
The procedure described above samples a synthetic universe and synthetic observations by
LIGO. However, to compare to LIGO’s observations, we need to be able to assess the likelihood
of generic binaries according to our formation scenario, extrapolating between what we have
simulated. We therefore estimate the merger rate distribution as a function of binary masses,
spins, and spin-orbit misalignments. Our estimate uses a carefully calibrated Gaussian mixture
model, with special tuning as needed to replicate sharp features in our mass and misalignment
distribution; see Appendix B.1 for details.
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Figure 2.1: Expected number of events versus kick strength: Expected number of
BH merger detections predicted at LIGO’s O1 sensitivity and for the duration of O1 by our
formation scenarios. The predicted number of events decreases rapidly as a function of the
BH natal kick. Also shown is the 95% confidence interval, assuming Poisson distribution with
mean predicted by our model. This purely statistical error bar does not account for any model
systematics (e.g., in the overall star formation rate and metallicity history of the universe).
The horizontal red dashed line corresponds to the number (3) of observations reported in O1
[9].
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Figure 2.2: Spin-orbit misalignment versus kick strength: The misalignment θ1,SN1 after
the first SN event, as a function of the characteristic BH natal kick σ. (Note θ1,SN1 should
be distinguished from θ1 described in the text: θ1 is the angle between the more massive BH
and the orbital angular momentum, at 20 Hz.) The solid line shows the median value; shaded
region shows the 68% and 95% confidence intervals.
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Figure 2.3: Empirical cumulative distribution function for χeff : The solid blue line
shows the conventional prior distribution for χeff , generated by selecting masses uniformly in
m1,2 ≥ 1M�, m1,2 ≤ 100M�, m1+m2 < 100M�, and isotropic spins generated independently
and uniformly in magnitude. This prior was adopted when analyzing all LIGO events. The
solid black line shows the empirical cumulative distribution for χeff , derived from the collec-
tion of events α = GW150914, GW151226, and LVT151012 via their posterior cumulative
distributions Pα(χeff) via P (χeff) =
�
α Pα(χeff)/3. In this curve, the posterior distributions
are provided by LIGO’s full O1 analysis results [9], as described in the text. The solid red
line shows the corresponding result when GW170104 is included. The approximate posterior
distribution for GW170104 is based on published results, as described in Appendix B.3.
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2.3 Comparison with gravitational wave observations
2.3.1 Gravitational wave observations of binary black holes
During its first observing run of T1 = 48.6 days, LIGO has reported the observation of
three BH-BH mergers: GW150914, LVT151012, and GW151226 [4, 8, 9]. In an analysis
of T2 = 11 days of data from its second observing run, at comparable sensitivity, LIGO has
since reported the observation of another binary BH: GW170104 [3]. To draw out more insight
from each observation, rather than use the coarse summary statistics LIGO provides in tabular
form, we employ the underlying posterior parameter distribution estimates provided by the
LIGO Scientific Collaboration for the three O1 events [9, 55, 12]. For GW170104, we instead
adopt an approximate posterior distribution described in Appendix B.3 based solely on re-
ported tabular results; that said, we are confident that this approximation makes no difference
to our conclusions. For each event, for brevity indexed by an integer n = 1, 2, 3, . . . , N , these
estimates are generated by comparing a proposed gravitational wave source x with the cor-
responding stretch of gravitational wave data d using a (Gaussian) likelihood function p(d|x)
that accounts for the frequency-dependent sensitivity of the detector (see, e.g., [12, 55, 56]
and references therein). In this expression x is shorthand for the 15 parameters needed to
fully specify a quasicircular BH-BH binary in space and time, relative to our instrument;
and d denotes all the gravitational wave data from all of LIGO’s instruments. This analysis
adopts prior assumptions about the relative likelihood of different progenitor binaries pref(x):
equally likely to have any pair of component masses, any spin direction, any spin magnitude,
any orientation, and any point in spacetime (i.e., uniform in comoving volume). Then, us-
ing standard Bayesian tools [55, 12], the LIGO analysis produced a sequence of independent,
identically distributed samples xn,s (s = 1, 2, . . . , S) from the posterior distribution for each
event n; that is, each xn,s is drawn from a distribution proportional to p(dn|xn)pref(xn). This
approach captures degeneracies in the posterior not previously elaborated in detail, most no-
tably the well-known strong correlations between the inferred binary’s component masses and
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spins (e.g., between χeff and m2/m1).2 Equivalently, this approach gives us direct access to
properties of the posterior distribution that were not reported in published tables [9], most
notably for the relative posterior probabilities of different choices for binary BH spins (e.g.,
the data underlying Figure 2.3).
2.3.2 Comparing models to observations
The overall likelihood of GW data {d} using a model parameterized by Λ is [87]
p({d}|Λ) ∝ e−µ
�
n
�
dxn p(dn|xn) R p(xn|Λ) (2.2)
where xn denote candidate intrinsic and extrinsic parameters for the nth observation, µ is
the expected number of detections according to the formation scenario Λ, p(dn|xn) is the
likelihood for event n; p({d}|Λ) is the marginalized likelihood; p(xn|Λ) is the prior evaluated
at event n; and R (implicitly depending on Λ as well) is the average number of merger events
per unit time and volume in the Universe. In this expression, we have subdivided the data
{d} into data with confident detections d1, d2, . . . , dN and the remaining data; the Poisson
prefactor exp(−µ) accounts for the absence of detections in the remaining data; and the last
product accounts for each independent observation dn. Combined, the factors e−µ
�
nRp(xn)
are the distribution function for an inhomogeneous Poisson process used to characterize the
formation and detection of coalescing BH binaries [88, 89]. As described in Appendix B.2,
the probability density functions p(x|Λ) are estimated from the weighted samples that define
each synthetic universe Λ, and the integrals
�
p(d|x)p(x|Λ) are performed efficiently via Monte
Carlo integration. Similarly, the expected number of detections µ at O1 sensitivity – a known
constant for each model Λ – is already provided by the detailed cosmological integration
performed in prior work; see Sec. 2.2 and Figure 2.1. Since the marginal likelihood can
2Different properties of the binary, like the masses and spins, influence the inspiral, and thus the radiation
h(t), in generally different ways; however, sometimes, several parameters can influence the radiation in a similar
or degenerate way. For example, both the binary mass ratio and (aligned) binary spin can extend the duration
of the inspiral. Similarly, both the binary masses and spins – 8 parameters – determine the final complex
frequency of the BH – at leading order, only set by two parameters. Due in part to degeneracies like these,
LIGO’s inferences about the parameters x for each merging BH lead to a highly correlated likelihood p(d|x)
and hence posterior distribution; see, e.g. [12, 55, 56] and references therein.
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always be evaluated, the model inference on our discrete set of models becomes an application
of Bayesian statistics. In this work, we report the Bayes factor or likelihood ratio Kij =
p({d}|Λi)/p({d}|Λj) between two different sets of assumptions. To fix the zero point for the
log Bayes factor, we adopt the M16 model with χ1 = χ2 = 0.5, henceforth denoted collectively
as J , and henceforth use lnK as shorthand for lnKiJ .
In what follows, we will mainly discuss comparisons of our models to all of LIGO’s reported
detection candidates in O1: GW150914, GW151226, and LVT151012 [9]. We do this because
LIGO’s O1 observational time and survey results are well-defined and comprehensively re-
ported [9]; because we can employ detailed inference results for all O1 events; and because, as
we show below, adding GW170104 to our analysis produces little change to our results. Using
the approximate posterior described in Appendix B.3 for GW170104, we will also compare all
reported LIGO observations (O1 and GW170104) to our models.
Critically, for clarity and to emphasize the information content of the data, in several of
our figures we will illustrate the marginal likelihood of the data p({d}|Λ) evaluated assuming
all binaries are formed with identical natal spins. These strong assumptions in our illustra-
tions show just how much the data informs our understanding of BH natal spins. With only
four observations, assumptions about the spin distribution are critical to make progress. As
described in Appendix B.2, we can alternatively evaluate the marginal likelihood accounting
for any concrete spin distribution, or even all possible spin distributions – in our context, all
possible mixture combinations of the 100 different choices for χ1 and χ2 that we explored. In
the latter case, as we show below, just as one expects a priori, observations cannot significantly
inform this 100-dimensional posterior spin distribution. As suggested in previous studies [e.g.
14, 56, 60, 66], LIGO’s observations in O1 and O2 can be fit by models that includes a wide
range of progenitor spins, so long as sufficient probability exists for small natal spin and/or
significant misalignment. As a balance between complete generality on the one hand (a 100-
dimensional distribution of natal spin distributions) and implausibly rigid assumptions on the
other (fixed natal spins), we emphasize a simple one-parameter model, where BH natal spins
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χ are drawn from the piecewise constant distribution
p(χ) =

λA/0.6 χ ≤ 0.6
(1− λA)/0.4 0.6 < χ < 1
(2.3)
where λA is the probability of a natal spin ≤ 0.6 and the choice of cutoff 0.6 is motivated by
our results below.
2.4 Results
In this section we calculate the Bayes factor lnK for each of the binary evolution models
described above. Unless otherwise noted, we compare our models to LIGO’s O1 observations
(i.e., the observation of GW150914, GW151226, and LVT151012), using each model’s corre-
lated predictions for the event rate, joint mass distribution (m1,m2), χeff distribution, and
the distribution of θ1, θ2. For numerical context, a Bayes factor of ln 10 � 2.3 is by definition
equivalent to 10:1 odds in favor of some model over our reference model. Bayes factors that
are more than 5 below the largest Bayes factor observed are in effect implausible (e.g., more
than 148:1 odds against), whereas anything within 2 of the peak are reasonably likely.
2.4.1 Standard scenario and limits on BH natal spins (O1)
The M10 model allows us to examine the implications of binary evolution with effectively zero
natal kicks. The M10 model adopts fiducial assumptions about binary evolution and BH natal
kicks, as described in prior work [34, 62]. In this model, BH kicks are suppressed by fallback;
as a result, the heaviest BHs receive nearly or exactly zero natal kicks and hence have nearly
or exactly zero spin-orbit misalignment.
If heavy BH binaries have negligible spin-orbit misalignment, then natal BH spins are di-
rectly constrained from LIGO’s measurements (e.g., of χeff). For example, LIGO’s observations
of GW150914 severely constrain its component spins to be small, if the spins must be strictly
and positively aligned [55, 56]. Conversely, however, LIGO’s observations for GW151226 re-
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Figure 2.4: Standard small-kick scenario (M10) requires small natal BH spin: Left
panel : A plot of the Bayes factor K derived by comparing GW151226, GW150914, and
LVT151012 to the M10 (blue) formation scenario, versus the magnitude of assumed BH natal
spin χ1 = χ2. All other models are shown for comparison. Colors and numbers indicate the
Bayes factor; dark colors denote particularly unlikely configurations. Right panel : As before
(i.e., for M10), but in two dimensions, allowing the BH natal spins for the primary and sec-
ondary BH to be independently selected (but fixed); color indicates the Bayes factor. As this
scenario predicts strictly aligned spins for the heaviest BH-BH binaries, only small BH natal
spins are consistent with LIGO’s constraints on the (aligned) BH spin parameter χeff in O1
(and GW170104); see (author?) [90, 3] and [60].
quire some nonzero spin. Combined, if we assume all BHs have spins drawn from the same,
mass-independent distribution and have negligible spin-orbit misalignments, then we conclude
BH natal spins should be preferentially small. [We will return to this statement in Section
2.4.4.]
Figure 2.4 shows one way to quantify this effect within the context of our calculations.
The left panel shows the Bayes factor for all of our formation models (including M10) as a
function of BH natal spin, assuming all BHs have the same (fixed) natal spin χ = χ1 = χ2.
As expected from LIGO’s data, large natal BH spins cannot be adopted with M10 and remain
consistent with LIGO’s observations. The right panel shows the Bayes factor for M10 as
function of both BH natal spins, allowing the more massive and less massive BHs to receive
different (fixed) natal spins. [The blue line on the left panel uses precisely the same data as
the diagonal χ1 = χ2 on the right.] The colorscale graphically illustrates the same conclusion:
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though marginally greater freedom exists for natal BH spin on the smaller of the two BHs,
we can rule out that all BHs, independent of their mass, have significant natal spin if M10 is
true. Conversely, if M10 is true and all BHs have the same natal spins, then this natal spin is
likely small.
2.4.2 BH natal kicks and misalignment (O1)
In the absence of BH natal kicks, the preponderance of observed BH-BH binaries consistent
with χeff � 0 (e.g., GW150914 and GW170104) provided conditional evidence in favor of small
BH natal spins. But even small BH natal kicks can frequently produce significant spin-orbit
misalignment. Once one incorporates models that permit nonzero BH natal kicks, then even
binary BHs with large BH natal spins could be easily reconciled with every one of LIGO’s
observations. Figures 2.4 and 2.5 provide a quantitative illustration of just how much more
easily models with even modest BH natal kicks can explain the data, for a wide range of
BH spins. When natal kicks greater than 25km/s are included, the BH natal spin is nearly
unconstrained. As is particularly apparent in Figure 2.5, some natal BH spin is required to
reproduce the nonzero spin seen in GW151226.
Larger kicks produce frequent, large spin-orbit misalignments and therefore greater con-
sistency with the properties of all of LIGO’s observed binary BHs. Spin-orbit misalignment
is consistent with the spin distribution of GW151226, and helpful to explain the distribution
of χeff for LIGO’s other observations. However, larger kicks also disrupt more binaries, sub-
stantially decreasing the overall event rate (see Figure 2.1). Figure 2.5 illustrates the tradeoff
between spin-orbit misalignment and event rate.
2.4.3 Tides and realignment (O1)
All other things being equal, our “no tides” scenarios most frequently produce significant spin-
orbit misalignment. As a result, even for large BH natal spins, these models have a greater
ability to explain LIGO’s observations, which are largely consistent with χeff � 0. The “tides”
scenario produces smaller misalignments for the second-born BH. Figure 2.5 quantitatively
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illustrates how the “no tides” scenario marginally fits the data better. In order to reproduce
the inferred distribution of spin-orbit misalignments (in GW151226) and low χeff (for all events
so far), the “tides” models likely have (a) larger BH natal kicks � 200kms/s and (b) low BH
natal spins χ1,2 � 0.2. Conversely, when “no tides” act to realign the second BH spin, small
natal kicks � 50km/s are favored. Figure 2.5 illustrates the two distinct conclusions about
BH natal kick strength drawn, depending on whether stellar tidal realignment is efficient or
inefficient. Based on this figure (and hence on the assumption of fixed natal spins), we estimate
that massive BHs should receive a natal kick of ∼ 50 km/s if no processes act to realign stellar
spins. Significantly larger natal kicks, with one-dimensional velocity dispersion � 200km/s,
will be required if stellar spins efficiently realign prior to the second BH’s birth.
Tides also introduce an asymmetry between the spin-orbit misalignment of the first-born
(generally more massive) and second-born (generally less massive) BH [38]. As a result, when
we consider general prescriptions for BH natal spins χ1 �= χ2, we find that scenarios without
tides produce largely symmetric constraints on χ1,2. When we assume tidal alignment, we can
draw stronger constraints about the second-born spin rather than the first. Paradoxically, large
natal spin on the first born BH is consistent with observations. The second born BH cannot
significantly misalign its spin through a natal kick; therefore, for comparable mass binaries
like GW150914, we know that the second-born BH spin must be small, if it is strongly aligned.
More broadly, since observations rule out large χeff , binary formation scenarios with tides and
with χ1 > χ2 fit the data substantially better than scenarios with tides and χ2 > χ1. Because
tides act to realign the second spin, only when χ2 ≤ χ1 will we have a chance at producing
small |χeff |, as LIGO’s O1 observations suggest. Figure 2.6 illustrates this asymmetry.
The illustrative results described in this section follow from our strong prior assumptions:
fixed BH natal spins. As described below, if we instead adopt some broad distribution of
BH natal spins, the substantially greater freedom to reproduce LIGO’s observations reduces
our ability to draw other distinctions, in direct proportion to the complexity of the prior
hypotheses explored. We describe results with more generic spin distributions below.
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2.4.4 BH natal spins, given misalignment (O1)
So far, to emphasize the information content in the data, we have adopted the simplifying
assumption that each pair of BHs has the same natal spins χ1,χ2. This extremely strong
family of assumptions allows us to leverage all four observations, producing large changes in
Bayes factor as we change our assumptions about (all) BH natal spins. Conversely, if the BH
natal spins are nondeterministic, drawn from a distribution with support for any spin between
0 and 1, then manifestly only four observations cannot hope to constrain the BH natal spin
distribution, even were LIGO’s measurements to be perfectly informative about each BH’s
properties. Astrophysically-motivated or data-driven prior assumptions must be adopted in
order to draw stronger conclusions about BH spins (cf. [91]).
As a concrete example, we consider the simple two-bin BH natal spin model described in
Eq. (2.3), with probability λA that any BH has natal spin χi ≤ 0.6 and probability 1−λA that
any BH natal spin is larger than 0.6. The choice of 0.6 is motivated by our previous results
in Figure 2.5, as well as by the empirical χeff distribution shown in Figure 2.3. Using the
techniques described in Appendix B.2, we can evaluate the posterior probability for λA given
LIGO’s O1 observations, within the context of each of our binary evolution models. Figure
2.7 shows the result: LIGO’s observations weakly favor low BH natal spins. For models like
M10 and M13, with minimal BH natal kicks and hence spin-orbit misalignment, low BH natal
spin is necessary to reconcile models with the fact that LIGO hasn’t seen BH-BH binaries
with large, aligned spins and thus large χeff . Conversely, LIGO’s observations will modestly
less strongly disfavor models that frequently predict large BH natal spins (e.g., λ � 0.6).
As we increase the complexity of our prior assumptions, our ability to draw conclusions
from only four observations rapidly decreases. For example, we can construct the posterior
distribution for a generic BH natal spin distribution (i.e., our mixture coefficients λα for each
spin combination can take on any value whatsoever). The mean spin distribution can be
evaluated using closed-form expressions provided in Appendix B.2. In this extreme case, the
posterior distribution closely resembles the prior for almost all models, except M10.
To facilitate exploration of alternative assumptions about natal spins and kicks, we have
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made publicly available all of the marginalized likelihoods evaluated in this work, as supple-
mentary material.
2.4.5 Information provided by GW170104
The observation of GW170104 enables us to modestly sharpen all of the conclusions drawn
above, due to the reported limits on χeff : between −0.42 and 0.09 [3]. Of course, the reported
limits for all events must always be taken in context, as they are inferred using very specific
assumptions – a priori uniform spin magnitudes, isotropically oriented. Necessarily, inference
performed in the context of any astrophysical model for natal BH spins and kicks will draw
different conclusions about the allowed range, since the choice of prior influences the posterior
spin distribution (see, e.g., [92, 91]). Even taking these limits at face value, however, this
one observation can easily be explained using some combination of two effects: a significant
probability for small natal BH spins, or some BH natal kicks. First and most self evidently,
if all BHs have similar natal spins, then binary evolution models that assume alignment at
birth; do not include processes that can misalign heavy BH spins, like M10; and which adopt a
common natal BH spin for all BHs are difficult to reconcile with LIGO’s observations. On the
one hand, GW170104 would require extremely small natal spins in this scenario; on the other,
GW151226 requires nonzero spin. Of course, a probabilistic (mixture) model allowing for a
wide range of mass-independent BH natal spins can easily reproduce LIGO’s observations,
even without permitting any alignment; see also [50], which adopts a deterministic model that
also matches these two events. Second, binary evolution models with significant BH natal kicks
can also explain LIGO’s observations. As seen in the bottom left panel of Figure 2.5, large BH
natal spins are harder to reconcile with LIGO’s observations, if we assume BH spin alignments
are only influenced by isotropic BH natal kicks. This conclusion follows from the modest χeff
seen so far for all events. Conversely, if we assume efficient alignment of the second-born BH,
then the observed distribution of χeff (and θ1, mostly for GW151226) suggest large BH natal
kicks, as illustrated by the bottom right panel of Figure 2.5.
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2.4.6 Information provided by the mass distribution
The underlying mass distributions predicted by our formation models do depend on our as-
sumptions about BH natal kicks, as shown concretely in Figure 2.8. These modest differences
accumulate as BH natal kicks increasingly disrupt and deplete all BH-BH binaries. To quantify
the similarity between our distributions, Table 2.1 reports an information-theory-based metric
(the KL divergence) that attempts to quantify the information rate or “channel capacity” by
which the universe communicates information about the mass distribution to us. If p(x), q(x)
are two probability distributions over a parameter x, then in general the KL divergence has
the form
DKL(p|q) =
�
dxp(x) ln[p(x)/q(x)] (2.4)
Except for the strongest BH natal kicks, we find our mass distributions are nearly identical.
Even with perfect mass measurement accuracy, we would need O(1/DKL) fair draws from our
distribution to confidently distinguish between them. As demonstrated by previous studies [88,
93], LIGO will be relatively inefficient at discriminating between the different detected mass
distributions. LIGO is most sensitive to the heaviest BHs, which dominate the astrophysically
observed population, but has extremely large measurement uncertainty in this regime. Thus,
accounting for selection bias and smoothing using estimated measurement error, the mass
distributions considered here look fairly similar [88]. For constraints on BH natal kicks, the
information provided by the mass distribution is far less informative than the insights implied
by constraints on χeff and θ1,2.
As a measure of the information LIGO can extract per event about the mass distribution
from each detection, we enumerate how many different BH-BH binaries LIGO can distinguish,
which are consistent with the expected stellar-mass BH-BH population (i.e., motivated by
LIGO’s reported observations to date, limiting tom2/m1 > 0.5,m1+m2 < 75M�,m2 > 3M�,
and m1 < 40M�). Counting up the distinct waveforms used by gravitational wave searches in
O2 [94], including spin, there are only 236 templates with chirp masses above LVT151012 (i.e.,
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Mc > 15M�), and only � 1,200 with chirp masses above GW151226 (i.e., Mc > 8.88M�).
This estimate is highly optimistic, because it neglects distance and hence redshift uncertainty,
which decreases our ability to resolve the smallest masses (i.e., the uncertainty in chirp mass
for GW151226), and it also uses both mass and spin information. Judging from the reported
mass distributions alone (e.g., the top left panel of Figure 4 in [9]), LIGO may efficiently
isolate BHs to only a few tens of distinct mass bins, de facto limiting the resolution of any
mass distribution which can be nonparametrically resolved with small-number statistics; see,
e.g., the discussion in [93].
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Figure 2.5: Bayes factor versus spin and kicks, with and without tides: A plot of
the Bayes factor versus BH natal spin (χ = χ1 = χ2) and natal kick (σkick). The left and
right panels correspond to “no tides” and “tides”, respectively. The top two panels use only
the O1 events; the bottom two panels account for the events and network sensitivity updates
reported in the GW170104 discovery paper. In each panel, the zero point of the Bayes factor
is normalized to the BH-BH formation scenario with χ1 = χ2 = 0.5 and σ = 70 km/s and
“tides”.
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Figure 2.6: Bayes factor versus spin, with and without tides (O1): For the M14 model
(σ = 200km/s), a plot of the Bayes factor versus χ1,2. Colors and numbers indicate the
Bayes factor; dark colors denote particularly unlikely configurations. The left panel assumes
no spin realignment (“no tides”); the right panel assumes the second-born BH’s progenitor
had its spin aligned with its orbit just prior to birth (“tides”). Spin-orbit realignment and
the high orbital velocity just prior to the second SN ensures the second spin is at best weakly
misaligned; therefore, χ2 would need to be small for these models to be consistent with LIGO’s
observations to date.
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Figure 2.7: High or low natal spin? Top panel : Posterior distribution on λA, the fraction
of BHs with natal spins ≤ 0.6 [Eq. (2.3)], based on O1 (dotted) or on O1 with GW170104
(solid), compared with our binary evolution models (colors), assuming “no tides”. Unlike
Figure 2.5, which illustrates Bayes factors calculated assuming fixed BH natal spins, this
calculation assumes each BH natal spin is drawn at random from a mass- and formation-
scenario-independent distribution that is piecewise constant above and below χ = 0.6. With
only four observations, LIGO’s observations consistently but weakly favor low BH natal spins.
Left panel : Posterior distribution for χeff implied by the distribution of λA shown in the top
panel (i.e., by comparing our models to LIGO’s O1 observations, under the assumptions made
in Eq. (2.3)). Right panel : As in the left panel, but including GW170104. Adding this event
does not appreciably or qualitatively change our conclusions relative to O1.
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Figure 2.8: Detection-weighted total mass distributions of our models, labeled by their σkick
values, without accounting for LIGO measurement error. The overall mass distributions are
very similar, particularly for low kicks.
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2.5 Predictions and projections
Using the Bayes factors derived above for our binary evolution models and BH natal spin
assumptions (collectively indexed by Λ), we can make predictions about future LIGO observa-
tions, characterized by a probability distribution pfuture(x) =
�
Λ p(x|Λ)p(Λ|d) for a candidate
future binary with parameters x. We can then account for LIGO’s mass-dependent sensitivity
to generate the relative probability of observing binaries with those parameters. In the context
of the infrastructure described above, we evaluate this detection-weighted posterior probability
using a mixture of synthetic universes, with relative probabilities p(Λ|d) and relative weight
ri of detecting an individual binary drawn from it.
Using our fiducial assumptions about BH spin realignment (“no tides”), our posterior prob-
abilities point to nonzero BH natal kicks, with BH natal spins that can neither be too large nor
too small (Figures 2.5 and 2.7). In turn, because each of our individual formation scenarios
Λ preferentially forms binaries with χeff > 0 [61], with a strong preference for the largest χeff
allowed, we predict future LIGO observations will frequently include binaries with the largest
χeff allowed by the BH natal spin distribution. These measurements will self-evidently allow
us to constrain the natal spin distribution (e.g., the maximum natal BH spin). For example,
if future observations continue to prefer small χeff , then the data would increasingly require
smaller and smaller natal BH spins, within the context of our models. For example, this future
scenario would let us rule out models with large kicks and large spins, as then LIGO should
nonetheless frequently detect binaries with large χeff .
As previously noted, with only four GW observations, the data does not strongly favor any
spin magnitude distribution. Strongly modeled approaches which assume specific relationships
between the relative prior probability of different natal spins can draw sharper constraints,
as in [60]. If we allow the spin distribution to take on any form [7, 95], many observations
would be required to draw conclusions about the spin distribution. Conversely, as described
previously and illustrated by Figure 2.7, if we adopt a weak (piecewise-constant) model, we
can draw some weak conclusions about the BH natal spin distributions that are implied by
our binary evolution calculations and LIGO’s observations.
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Neither the expected number of events nor their mass distribution merits extensive dis-
cussion. The large Poisson error implied by only four observations leads to a wide range of
probable event rates, previously shown to be consistent with all the binary evolution models
presented here [34, 62]. Conversely, due to the limited size of our model space – the discrete
model set and single model parameter (BH natal kicks) explored – these posterior distributions
by no means fully encompass all of our prior uncertainty in binary evolution and all we can
learn by comparing GW observations with the data. While our calculations illuminate how
GW measurements will inform our understanding of BH formation, our calculations are not
comprehensive enough to provide authoritative constraints except for the most robust features.
Finally, all of our calculations and projections have been performed in the context of one
formation scenario – isolated binary evolution. Globular clusters could also produce a popu-
lation of merging compact binaries [17], with random spin-orbit misalignments [96]. Several
previous studies have described or demonstrated how to identify whether either model con-
tributes to the detected population, and by how much, using constraints on merging BH-BH
spins [14, 23, 97, 81, 13, 95].
2.6 Conclusions
By comparing binary evolution models with different assumptions about BH natal kicks to
LIGO observations of binary BHs, we estimate that heavy BHs should receive a natal kick
of order 50 km/s if no processes act to realign stellar spins. Significantly larger natal kicks,
with one-dimensional velocity dispersion � 200km/s, will be required if stellar spins efficiently
realign prior to the second BH’s birth. These estimates are consistent with observations of
galactic X-ray binary misalignment [40, 41, 42, 43] and recoil velocity [44, 45, 46, 47, 43, 48,
49]. Our estimate is driven by two simple factors. The natal kick dispersion σ is bounded
from above because large kicks disrupt too many binaries (reducing the merger rate below
the observed value). Conversely, the natal kick distribution is bounded from below because
modest kicks are needed to produce a range of spin-orbit misalignments. A distribution of
misalignments increases our models’ compatibility with LIGO’s observations, if all BHs are
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likely to have natal spins.
Given limited statistics, we have for simplicity (and modulo M10) assumed all binary BHs
receive natal kicks and spins drawn from the same formation-channel-independent distribu-
tions. This strong assumption about BH natal spins allows us to draw sharp inferences about
BH natal spins and kicks by combining complementary information provided by GW151226
(i.e., nonzero spins required, with a suggestion of misalignment) and the remaining LIGO ob-
servations (i.e., strong limits on χeff). Future observations will allow us to directly test more
complicated models not explored here, where the natal spin and kick distribution depends on
the binary BH mass as in (author?) [66] Necessarily, if BH natal spins are small for massive
BHs and large for small BHs, as proposed in (author?) [66], then measurements of low-mass
BH binaries like GW151226 will provide our primary channel into constraining BH natal spins
and kicks. At present, however, inferences about BH natal spins and spin-orbit misalign-
ment are strongly model or equivalently prior driven, with sharp conclusions only possible
with strong assumptions. We strongly recommend results about future BH-BH observations
be reported or interpreted using multiple and astrophysically motivated priors, to minimize
confusion about their astrophysical implications (e.g., drawn from the distribution of χeff).
For simplicity, we have also only adjusted one assumption (BH natal kicks) in our fidu-
cial model for how compact binaries form. A few other pieces of unknown and currently-
parameterized physics, notably the physics of common envelope evolution, should play a sub-
stantial role in how compact binaries form and, potentially, on BH spin misalignment. Other
assumptions have much smaller impact on the event rate and particularly on BH spin mis-
alignment. Adding additional sources of uncertainty will generally diminish the sharpness of
our conclusions. For example, the net event rate depends on the assumed initial mass function
as well as the star formation history and metallicity distribution throughout the universe;
once all systematic uncertainties in these inputs are inclusded, the relationship between our
models and the expected number of events is likely to include significant systematic as well
as statistical uncertainty. Thus, after marginalizing over all sources of uncertainty, the event
rate may not be as strongly discriminating between formation scenarios. By employing sev-
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eral independent observables (rate, masses, spins and misalignments), each providing weak
constraints about BH natal kicks, we protect our conclusions against systematic errors in the
event rate. Further investigations are needed to more fully assess sources of systematic error
and enable more precise constraints.
Due to the limited size of our model space – the discrete model set and single model param-
eter (BH natal kicks) explored – these posterior distributions by no means fully encompass all
of our prior uncertainty in binary evolution and all we can learn by comparing GW observations
with the data. As in previous early work [98, 99, 100, 101], a fair comparison must broadly
explore many more elements of uncertain physics in binary evolution, like mass transfer and
stellar winds. Nonetheless, this nontrivial example of astrophysical inference shows how we
can learn about astrophysical models via simultaneously comparing GW measurements of sev-
eral parameters of several detected binary BHs to predictions of any model(s). While we have
applied our statistical techniques to isolated binary evolution, these tools can be applied to
generic formation scenarios, including homogeneous chemical evolution; dynamical formation
in globular clusters or AGN disks; or even primordial binary BHs.
Forthcoming high-precision astrometry and radial velocity from GAIA will enable higher-
precision constraints on existing X-ray binary proper motions and distances [102, 103], as well
as increasing the sample size of available BH binaries. These forthcoming improved constraints
on BH binary velocities will provide a complementary avenue to constrain BH natal kicks using
binaries in our own galaxy.
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Method II: Bayesian parametric
population models
While comparing observations directly with physical population models – as we did in Chapter
2 – is a good way to test existing models, it does not allow for too many surprises. An
alternative approach, which serves to complement the other, is to use a purely statistical
model for the population’s distribution. As an example, if one were given a number of samples
from some population, e.g., the lifespans of 10 randomly chosen fish in the Genessee river, one
might pick some family of distributions (e.g., a Gaussian) and construct a posterior distribution
on the parameters of that distribution (in the case of a Gaussian: µ and σ). Of course, the
choice of distribution family was somewhat arbitrary, and upon comparison to other families
of distributions, it may turn out to be a bad choice. In either case, this approach allows one
to answer the question “Given that the population is a member of this family of distributions,
which members of that family are most consistent with the data?” When the number of
samples grows very large (10 fish are a very small sample to describe the population of a river,
but maybe 1000 would do a good job) restricting ourselves like this ceases to be necessary,
and more flexible methods (as we describe in Chapter 4) become preferable.
With 3.9 binary black hole detections from LIGO [2, 3], we are in a similar situation to
using 10 fish to describe the Genessee river. So at this point, it is useful to consider simple
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families of distributions which can be parameterized by a few variables. We will develop the
general formalism in Section 3.1, then apply it to a power law mass distribution model in
Section 3.2, as was done by LIGO [9, 3]. Finally, in Section 3.3, we will discuss some simple
extensions that can be made to this model.
3.1 General formalism
When estimating the parameters of a population’s distribution, there are three kinds of spaces
we must keep in mind. There is the physical space-time in which the events occur, the sample
space from which each event’s parameters are drawn (which we’ll denote generically as “λ”),
and the parameter space in which a single point represents one possible population (which we’ll
denote by a capital “Λ”). To be completely general, the physical point in space-time of each
event should be considered part of the sample space, λ, as the Universe changes with time,
and small-scale anisotropies exist. However, for the remainder of this work, we will assume
that the distribution of compact binaries is constant in co-moving volume, and save a more
general treatment for later work. As a result of this simplifying assumption, any integrals over
space and time will turn into multiplication by the total space and time volume.
Ultimately, what we are interested in, is the population rate density function,
ρ(λ | Λ) = dN
dV dt dλ
(λ,Λ). (3.1)
This describes the distribution of event parameters λ, scaled by an overall rate, depending on
the particular population chosen, which is parameterized by Λ. The utility of this distribution,
is that one can obtain the expected number of observations in a region of sample-space, Δλ,
and of space and time, (ΔV )(ΔT ), by integrating over that region
µintrinsic(Λ) = (ΔV )(ΔT )
�
Δλ
ρ(λ | Λ)dλ. (3.2)
As one would expect, this number is a function of the population, and therefore a function of
Λ. We labeled this µintrinsic to distinguish it from the observed average, which is not the same.
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Gravitational wave detectors like LIGO are sensitive to a certain volume of space, and
the length of time is dependent only on the effective observing time. However, this volume
varies based on the parameters of the system of interest. For instance, more massive black
hole binaries produce stronger gravitational waves, and therefore they can be detected at
farther distances, making ΔV larger than it would be for a less massive binary. The binary
masses also affect the frequency of the gravitational wave, and since LIGO has only a limited
bandwidth, this means there is an upper and lower limit on the masses for which ΔV �= 0. In
addition, the orientation of each binary relative to the detector network will further impact
our sensitivity, and therefore it makes sense to instead speak in terms of orientation-averaged
volumes, �V �. We will refer to the combined average sensitive space and time volume as
�V T �(λ), and throughout this work, we will use the same approximation used in [2], which
assumes all binaries are non-spinning, and thus �V T � depends only on the masses (m1, m2).
For a more complete treatment, see Appendix A.2. With all of this in mind, the expected
number of observed events in some region of sample-space Δλ is given by
µobserved(Λ) =
�
Δλ
�V T �(λ)ρ(λ | Λ)dλ. (3.3)
To determine the parameters Λ of the population’s distribution ρ(λ | Λ), we make use of
Bayesian inference, which we give some background on in Appendix A.1. We are dealing with
an inhomogeneous Poisson process, and thus the likelihood for the population parameters Λ
and the parameters of N detections λ1, . . . , λN is (based on [87])
L(λ1, . . . ,λN ,Λ) ∝ e−µ(Λ)
N�
n=1
�n(λn)ρ(λn | Λ). (3.4)
Here, �n is used to denote the likelihood of an individual event’s parameters, as would be used
when performing parameter estimation for that one event.
Using Bayes’ theorem, Equation A.2, one can compute the probability of each model’s
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parameters through the posterior distribution
p(λ1, . . . ,λN ,Λ | d) ∝ πΛ(Λ)e−µ(Λ)
N�
n=1
�n(λn)ρ(λn | Λ). (3.5)
As one further note, we will regularly separate the shape of ρ(λ | Λ) and its overall nor-
malization, by writing ρ(λ | Λ) = Rp(λ | Λ), where p here is a proper probability distribution,
and R is obtained by integrating ρ over all λ’s. R is the intrinsic merger rate, over the entire
sample space. In this sense, R can be thought of as one of the parameters contained within
Λ, and in fact that is how we perform our inference.
3.2 Power law mass distribution
Thus far, we have applied this general approach to a single family of models – a power law
mass distribution. This was primarily because it is simple and has been used in previous
LIGO publications (e.g., [2]), which allows us to confirm our method is consistent with an
established result. However, there is still something new to be learned from our more general
method, as we infer the rate density ρ(λ | Λ) = Rp(λ | Λ), whereas previous LIGO results
have only inferred the probability distribution p(λ | Λ), and separately estimated R with a
single realization of p(λ | Λ).
In the power law mass distribution, we have λ = (m1,m2), and Λ = (R,α). We start with
an auxiliary model. First we take a power law distribution on m1: p(m1 | α) ∝ m−α1 . We
then assume p(m2 | m1) = (m1−mmin)−1, i.e., it is uniformly distributed up to m1. The joint
distribution for our auxiliary model is then
p(m1,m2 | α) ∝ m
−α
1
m1 −mmin . (3.6)
Now to obtain the model we’re actually interested in, we impose the following conditions on
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Figure 3.1: Posterior on power law index α for the 2.9 BBH detections in O1. This is nearly
identical to the result published in [2], with differences attributable to sampling variance.
Figure 3.2: Posterior on the rate R for the 2.9 BBH detections in O1, assuming a power law
mass distribution. This differs from the result in [2], which is expected, as the posterior in that
paper fixed α = 2.35, whereas we allow α to vary. The fluctuations at high R are attributable
to poor sampling at high R, which can be seen in the joint (R, α) posterior in Figure 3.3.
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Figure 3.3: Joint posterior on the rate R (shown in log-scale) and power law index α for the
2.9 BBH detections in O1. This is a new result, as previous power law studies have assumed
a fixed α when computing the posterior on R. This is also a taste of what’s to come, when we
make the other parameters of the model, mmin and Mmax, free parameters, as that will give
us a 4-dimensional joint posterior.
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Figure 3.4: The inferred power law mass probability distribution, p(m1 | α), given the 2.9
BBH detections in O1. It has been multiplied by m1 to make it dimensionless. Each value of
α results in a different distribution, so what we really have is a distribution of distributions.
To visualize this, we show, for each value of m1, the median and ±2σ credible regions for
p(m1 | α).
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Figure 3.5: The inferred power law mass rate distribution, ρ(m1 | α), given the 2.9 BBH
detections in O1. We multiply this by m1 so it only has units of R. Each value of R and α
results in a different distribution, as was the case in Figure 3.4. As before, we show for each
value of m1, the median and ±2σ credible regions for ρ(m1 | R,α).
m1 and m2:
m1 ≥ m2 m1,m2 ≥ mmin m1 +m2 ≤Mmax. (3.7)
Consistent with previous work [2], we choose mmin = 5M� and Mmax = 100M�.
With these constraints, the marginal distribution on m1 is no longer a power law every-
where, as the joint distribution on (m1, m2) becomes narrower for certain values of m1 1.
Integrating out m2, we obtain the marginal distribution
p(m1 | α) ∝ m−α1
�
m2,max −mmin
m1 −mmin
�
, (3.8)
where m2,max = min(m1,Mmax−m1), and mmin < m1 ≤Mmax−mmin. To get a sense of this
distribution and its dependence on α, we have plotted it for a few demonstrative values of α
1However, if we take any slice of p(m1,m2 | α), for a fixed value of m2, that one-dimensional distribution a
true power law in m1.
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Figure 3.6: Power law mass distribution for several values of α. A vertical line has been
drawn where m1 = Mmax/2 (i.e. 50M� in our choice of mass-cuts) as this is the largest mass
for which m1 = m2 is allowed. After this point, p(m1 | α) falls off quickly, as the range of
allowed values for m2 begins to shrink.
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in Figure 3.6. For our actual inference, we still make use of Equation 3.6 for p(λ | Λ) – after
imposing the constraints on (m1, m2).
Now in order to make this a posterior distribution, which we will sample via Markov chain
Monte Carlo, we need to introduce a prior on Λ = (R,α). We first assume R and α are
independent, meaning πΛ(R,α) = πR(R)πα(α). We choose πα to be uniform, conditional on
αmin ≤ α ≤ αmax. The precise values of (αmin, αmax) are not important, so long as they
contain all of the probable values of α, so we chose (−2, 7) as the limits, as the posterior on
α shown in Figure 12 of [2] – which our results should match exactly – becomes negligible
outside that range. Consistent with the rate calculation performed in [2], we used a Jeffrey’s
prior for R, meaning πR(R) ∝ R−1/2. We also set bounds Rmin ≤ R ≤ Rmax, with (Rmin,
Rmax) = (10−3, 10+3), as they include the entire non-negligible region of the posterior. In
addition, to make the sampling more efficient, instead of sampling in R, we sampled in logR,
and converted our priors appropriately.
The most important – yet least interesting – result from our method is the p(α | d)
posterior shown in Figure 3.1. If our method is working properly, then this should be nearly
indistinguishable from Figure 12 in [2]. Indeed the differences are barely visible, and may be
attributed to MCMC sampling variance, and our event likelihood approximation.
The first original result from our method is the p(R | d) posterior shown in Figure 3.2.
Unlike the rate calculation performed in [2], which held α fixed to 2.35, we instead computed
the full joint (R, α) posterior first, and then marginalized over α. This joint posterior is
shown in Figure 3.3. It appears that the rate is positively correlated with α. This makes sense
when we consider what raising α does. As we increase α, the relative number of high-mass to
low-mass black holes decreases. Since �V T � increases with mass, the absence of observations
of very low mass black holes is not problematic, as they may be suppressed by selection effects.
However, since this drives down the number of high-mass black holes, we must compensate
by raising the overall merger rate R. This trade-off balances out in the highest probability
region of p(R,α | d), which occurs around R � 100Gpc−3 yr−1 and α � 3. Going back to the
marginal posterior on R, this extra freedom from α has skewed p(R|d) towards higher rates,
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and has also broadened the distribution a bit. The small bumps at very high R are likely
sampling artifacts, and should vanish if the MCMC is allowed to run for a much longer stretch
of time in order to collect more samples.
The final results of our method are the posteriors on the actual mass distribution. First
is the posterior on p(m1 | α), shown in Figure 3.4 which is nearly identical to the mass
distribution estimates used in [2]. Since this is a posterior on a distribution, we had to find a
way to visualize a distribution of distributions. We computed p(m1 | α) on a fine grid of m1
values, for every value of α the MCMC drew from our posterior. Then for each m1 value, we
computed the median and ±2σ credible regions for p(m1 | α), which is shown in the figure as
the dark line and the two shaded regions. Using the same approach, but now incorporating R,
we computed a posterior on ρ(m1 | R,α), shown in Figure 3.4. Since the difference between
p and ρ is a multiplication by R, one might expect it to simply scale the distribution up, but
since we actually have a distribution on R this is not true. One might also expect the shape of
the distribution to stay the same, except with the uncertainty on the distribution broadened,
but the correlations between R and α actually allow the shape of the distribution to change
to an extent. The distribution becomes somewhat less steep at high m1, and the size of the
credible regions become less variable as m1 changes.
3.3 Simple extensions to the power law mass distribution
As was mentioned earlier this chapter, the choice of a power law for our mass distribution
was primarily to remain consistent with existing LIGO publications. However, this is only a
starting point. The next logical step is to take all of the parameters which were given assumed
fixed values (i.e., mmin and Mmax), and instead make them free parameters. This will add
more dimensions to our posterior distribution on Λ, which will make the results more honest,
but also less constrained. It will also allow us to see if there is evidence for a mass gap either
at low or high mass for black holes, as is discussed in [104, 62].
In addition to making the power law distribution more flexible, we can also investigate
families of distributions with more flexibility. A logical next step would be to use polynomials.
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A good way to handle this is to allow for unnecessarily high order polynomials, but then
impose a smoothness prior which will result in low order polynomials being favored. As with
the power law, we can make mmin and Mmax parameters of the distribution, and investigate
any mass gaps. Evidence of a mass gap under a polynomial model will be more believable,
as it’s quite likely that a power law is simply a bad model and biasing our results, whereas
polynomials offer much more flexibility.
We are also ultimately interested not only in mass distributions, but spin distributions.
In a future study we will extend our sample-spaces to include a spin dimension (measured by
χeff) and add more degrees of freedom to the distribution.
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Chapter 4
Method III: Generic density
estimators
One can try describing the binary black hole mass and spin distributions using every model
they can think of. However, the number of possible distributions is uncountably infinite, with
infinite degrees of freedom, making it a truly impossible task to perform perfectly. The only
way one could perfectly model the full population is by observing every binary black hole
merger in both the past and future of the entire Universe, with absolutely perfect measure-
ments. Science fiction scenarios aside, this will never happen. However, finding the exact
distribution is not important so long as we are close. Restricting ourselves to simple families
of distributions like power laws won’t get us very far, unless the Universe is unexpectedly
simple and we are extremely lucky (i.e., power laws won’t get us very far). Instead, we need
to investigate more generic families of distributions, with many degrees of freedom.
The approach we will take is to use a mixture of simple parametric distributions. A
mixture distribution can be thought of as a weighted average of multiple unique distributions,
or even as a series expansion, where each of the basis functions is a probability distribution. In
particular, we use a mixture of Gaussian distributions (also known as Gaussian mixture models
or GMM’s), which we describe in more detail in Section 4.1. Gaussian mixtures, as opposed
to other mixtures, have also been studied and applied extensively, so there is a large body of
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literature for us to leverage. Of particular use is a method from the literature called “extreme
deconvolution” [105], which allows one to make inferences about an underlying distribution
when the observations have Gaussian measurement error. As we will explain further in Section
4.1, some of the key parameter estimates of LIGO sources have highly Gaussian measurement
errors [106], making this a natural fit.
There are a number of alternatives one might consider over Gaussian mixtures, but they
suffer shortcomings that make them undesirable, as detailed in Section 4.2.
In Sections 4.3 and 4.4, we will look at two examples of GMMs in action, by applying them
to synthetic populations. In Section 4.3, the synthetic population is itself a GMM, whereas in
Section 4.4, it is not, demonstrating the utility of GMM’s as generic density estimators.
Finally, in Section 4.5, we will discuss some of the limitations of the current methodology,
and improvements that we will make going forward.
4.1 Overview of Gaussian mixture models and their application
to compact binaries
Consider some arbitrary parametric family of probability distributions, f(x | α), where α is
its (possibly multidimensional) parameter. A K-component mixture of these distributions can
be written as [107]
p(x | (w1,α1), . . . , (wK ,αK)) =
K�
k=1
wkf(x | αk), (4.1)
where w1, . . . , wK are weights satisfying wk ≥ 0 and
�
k wk = 1. One can think of this
as a basis function expansion, similar to a Fourier series, except instead of basis functions
like f(x | αk) = eikx, our basis functions must be proper probability distributions, and our
series coefficients must be non-negative and sum to unity. Solving for the parameters of the
expansion need not be a linear problem, as we allow for f(x | α) to have arbitrary dependence
on α – and in fact the case we’re interested in is non-linear.
One can also think of each f(x | αk) as describing the distribution of a sub-population, and
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the wk being the probability of a random draw from the full population being taken from the
kth sub-population. So if we had a mixture distribution p(x) = (1/2)f(x | α1)+(1/2)f(x | α2),
then a random draw from p would have a 50% chance of being drawn from the distribution
f(x | α1), and a 50% chance of being drawn from f(x | α2).
We focus henceforth on mixtures of Gaussian distributions, i.e., we set f(x | α) = N (x |
µ,σ2) when x is 1D, and f(x | α) = N (x | µ,Σ) when x is multi-dimensional. For reference,
a 1-dimensional Gaussian’s probability density is given by [107]
N (x | µ,σ2) = 1√
2πσ2
exp
�
−(x− µ)
2
2σ2
�
, (4.2)
where µ is its mean, and σ2 is its variance. A d-dimensional Gaussian’s probability density is
given by [107]
N (x | µ,Σ) = 1�
(2π)d detΣ
exp
�
−1
2
(x− µ)�Σ−1(x− µ)
�
, (4.3)
where µ is the mean vector, and Σ is the covariance matrix.
The general form for a K component Gaussian mixture model, much like Equation 4.1,
can be expressed as [107]
GMM(x | (w1,µ1,Σ1), . . . , (wK ,µK ,ΣK)) =
K�
k=1
wkN (x | µ,Σ). (4.4)
The free parameters in this expression are the µk’s (with K × d unique components), Σk’s
(with K × d(d + 1)/2 unique components), and K − 1 of the wk’s (as
�
k wk = 1 uniquely
determines one of the components if the rest are known). Estimating a posterior distribution
on all of these parameters is going to be very tricky, as it will be a very high dimensional
posterior (K[d(1 + (d + 1)/2) + 1] − 1 dimensions to be precise). Furthermore, the posterior
would have many modes. Since the precise labeling of the components is arbitrary, one can
exchange any two of the components, and the resulting distribution will be unchanged. This
means the posterior will have peaks for every possible relabeling. Also, there is the issue of
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choosing the number of Gaussians, K. To perform sampling via MCMC, one would need to
construct a scheme where Gaussians may be created or destroyed at each step in the chain
(e.g., through reversible-jump MCMC [108]), or otherwise run an MCMC for a range of K
values and reweigh the samples. To avoid these issues, at the cost of some rigor, we do
not take a fully Bayesian approach here, in contrast to Chapter 3. Instead, we take a simple
frequentist/maximum likelihood approach using the well established expectation maximization
algorithm (EM algorithm) [109, 107].
LIGO does not perfectly measure the parameters of the sources it detects [55, 8, 9, 3].
This means that any attempt we make to infer the underlying population’s distribution must
somehow deconvolve this measurement error. One variant of the EM algorithm, called “ex-
treme deconvolution” [105], addresses precisely this issue. The method is limited in its scope,
however, to data whose measurement errors are Gaussian. Nature has been kind to us, as there
exist coordinate systems in which the masses and spins of compact binaries are well approxi-
mated as Gaussians [106]. These coordinates are (Mc, η, χ1,z, χ2,z), where η is the symmetric
mass ratio, η = m1m2/M2 (M = m1 +m2), Mc is the chirp mass, Mc = η3/5M−1/5, and
χ1,z, χ2,z are the components of the two objects’ dimensionless spins perpendicular to the
orbital angular momentum. These coordinate systems are finite in extent (e.g., no negative
masses), which can cause some issues, which we discuss in Section 4.5.
One thing not addressed by the EM algorithm, nor its variants, is the number of Gaussian
components, K, to use in the mixture model. Using too few components will result in an
overly smoothed out distribution, which misses features of the underlying distribution. Using
too many components can cause several issues. First, if the number of components exceeds
the number of data points, it becomes an over-determined problem, and the reconstructed
distribution will likely be nonsensical. Even if the number of data points exceeds the number
of mixture components, it is possible that the underlying distribution is simpler than the
GMM being used to approximate it, likely resulting in a reconstructed distribution containing
artificial features. To find the sweet spot for the number of mixture components, we estimate
a GMM for a range of values of K, and for each of the resulting models, we compute the
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Bayesian information criterion (BIC) [110]. The BIC can be written as [107]
BIC = (1/2)(# of free parameters) log(N)− log Lˆ, (4.5)
where Lˆ is the likelihood of the best fit model (i.e., the product of our GMM’s probability
density evaluated at each of the observed data points), N is the number of data points, and
the number of free parameters for a GMM is, as stated earlier, K[d(1+(d+1)/2)+1]−1. Note
that a better fit will result in a higher log Lˆ, reducing the BIC, and adding more parameters
will increase the BIC. Therefore, the model which minimizes the BIC is the one which strikes
a balance between a good fit and a simple model, so we use that model in our estimates.
4.2 Alternatives to Gaussian mixtures and their pitfalls
Mixtures of Gaussian distributions are far from the only generic density estimators, so one
might ask why we did not choose an alternative to work with. In this section, we hope to
convince you that they are well suited to this specific problem, and the alternatives have flaws
that make GMM’s the most attractive.
The density estimator with the widest recognition is the histogram. It is simple enough
to be explained to young children, or computed on the back of an envelope: divide your data
into bins, and count the fraction of data points that fall into each bin. This simplicity is very
valuable when it comes to interpreting the results, so why don’t we use this instead of GMM’s?
First of all, the simple algorithm of dividing into bins and counting won’t work here. LIGO
does not perfectly measure the binary parameters; it has non-negligible measurement error.
One could try modifying the algorithm: instead of simple counting, measure the total prob-
ability mass of each event’s posterior contained within each bin. This would only produce
the observed, noisy distribution, which is not particularly interesting. In order to get at the
measurement error deconvolved distribution, one would likely have to take a fully Bayesian ap-
proach instead, which is going to have many degrees of freedom, and scale to higher dimensions
(e.g., joint mass-spin distributions) poorly.
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Furthermore, histograms inherently suffer a number of faults, most notably their sensitivity
to the choice of binning [111]. Many textbook examples exist, including some in [111], which
demonstrate qualitative changes in histograms simply by changing the bin width or shifting
the bin centers slightly. For instance, peaks can appear and disappear.
Another method, which is often seen as a step up from a histogram, is the kernel density
estimator (KDE). In this method, one places a small amount of probability density around
each observed point, xn, distributed according to a kernel function K [107]
p(x) ≈ 1
N
N�
n=1
K(x− xn). (4.6)
As in the case of the histogram, this only produces the observed distribution, and will need to
be modified when dealing with measurement error, likely through a fully Bayesian approach.
Even without the measurement error issue, these tend to do poorly when the distribution
requires varying levels of complexity in different regions of parameter space (CITATION
NEEDED). For instance, consider a number of samples drawn from a one dimensional dis-
tribution p(x). If p(x) is very smooth and featureless for large x, but bumpy and feature rich
for small x, a KDE is not going to reconstruct p(x) well until a very large number of samples
are observed. The reason is that the kernel, which decides the shape of the probability added
at each sample, is the same everywhere, and therefore if we need sharp, narrow contributions
at small x and broad contributions at large x, no kernel is going to work effectively every-
where. One will have to perform a coordinate transformation on the data first (perhaps in
this scenario, x �→ log x would be effective) in order to make the estimator accurate. This of
course requires some fore-knowledge about the distribution we are trying to estimate, which
is sub-optimal.
Using a mixture of Gaussians is actually rather similar to a KDE in a sense, especially if
one uses a Gaussian kernel. However, with GMM’s, the mixture components have both their
locations µ and scaling Σ as free parameters, which addresses the issue with varying levels of
complexity across the parameter space. In addition, instead of the data points determining
the locations of the Gaussians, in a GMM it is in principle the Gaussians which determine the
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locations of the data points, although we ultimately have to solve the inverse problem.
4.3 Example I: Identifying sub-populations in simple models
We now take a look at a simple example, where we use samples from a GMM to reconstruct
itself. However, we start with some additional motivation behind the particular choice of
example.
One advantage of the GMM is that it acts not only as a density estimator, but also as a
clustering algorithm. Consider a two component GMM:
p(x) = w1N (x | µ1,σ21) + w2N (x | µ2,σ22). (4.7)
Given an observation from this distribution, x∗, one could compute the probability that it was
drawn from the kth component (where k ∈ {1, 2}) by computing the “responsibility” [107]
Pr[x∗ is from component k] = rk(x∗) =
wkN (x∗ | µk,σ2k)
w1N (x∗ | µ1,σ21) + w2N (x∗ | µ2,σ22)
. (4.8)
One could also come up with a binary scheme, associating x∗ with component 1 if r1(x∗) >
50%, and component 2 if r2(x∗) = 1 − r1(x∗) > 50%. For two Gaussians which are highly
non-overlapping (i.e., the regions bound by µ1 ± nσ1 and µ2 ± nσ2, for a large enough n –
e.g., n = 5 – are non-overlapping), this would be a very effective scheme. However, for highly
similar Gaussians, it would be better to simply report the responsibilities.
In most real world scenarios, p(x) will not be known. Instead, we will have a set of
observations {x1, . . . , xN} which were drawn from p(x). Also, it is highly unlikely that p(x)
is itself representable as a finite-component GMM. However, as was stated before, one can
approximate p(x) as a GMM given the samples {x1, . . . , xN} alone. If the GMM approximation
to p(x) has some overlapping components – as it likely will if p(x) is not a non-overlapping
GMM itself – then an additional clustering scheme can be applied to group nearby Gaussians
together.
For this section, we look specifically at the simplest case, a synthetic population which is
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Figure 4.1: 90% confidence intervals for synthetic population, projected into several coordi-
nate systems.
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Figure 4.2: Synthetic population (black) with 30 random events drawn (blue). 90% confidence
interval for each event’s likelihood, approximated via Fisher matrix, are shown.
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Figure 4.3: Synthetic population (black) and reconstructed population (red) shown with 90%
confidence interval contours. Reconstruction was made from the 30 random events shown in
4.2.
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Component Weight Mean µ Covariance Σ
Variable Value Variables Value
1 50% Mc 28M� (Mc,Mc) (7.5M�)2
η 0.24 (η, η) 0.0052
χ1,z 0.01 (χ1,z,χ1,z) 0.05
2
2 50% Mc 13.9M� (Mc,Mc) (4.5M�)2
η 0.23 (η, η) 0.0032
χ1,z 0.5 (χ1,z,χ1,z) 0.02
2
(Mc, η) 0.052M�
Table 4.1: Parameters of two sub-population synthetic model used in this section. All covari-
ance terms not listed are either implicit due to the matrix’s symmetry (i.e., Σij = Σji) or are
zero. The Gaussians are truncated according to the limits of (Mc,η,χ), and the components
are re-weighted such that the truncation does not alter the total probability mass allocated to
each component.
Figure 4.4: Bayesian information criterion as a function of the number of Gaussians used in
reconstructing the two component model from 30 samples. It is minimized for the correct
number of components: two.
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precisely a (truncated) two component GMM in (Mc, η, χ1,z) coordinates. The parameters
of this mixture model are shown in Table 4.1, and the 90% probability contours in several
2D projections are shown in Figure 4.1. One of the sub-populations has high mass and low
spin, whereas the other has low mass and high spin, motivated very loosely by GW150914
[4] and GW151226 [8], respectively. The specific values were tweaked to ensure most of the
probability was not outside the range of allowed values of (Mc,η,χ). We also designed the
population to be overlapping in the Mc–η plane, but separated in the Mc–χ1,z and η–χ1,z
planes, so that spin information would allow us to distinguish the two sub-populations.
With this population model specified, we drew 30 random samples from the distribution,
and gave them realistic measurement errors via the Fisher matrix technique [106]. The samples
and their error ellipsoids can be seen in Figure 4.2.
We then estimated the underlying Gaussian parameters from the observed samples, using
the extreme deconvolution method [105]. We repeated this with 1, 2, . . . , 10 Gaussians, and
evaluated the Bayesian information criterion (Equation 4.5) for each of these models, as shown
in Figure 4.4. The BIC is smallest for the model with two components, which is the correct
number. This reconstructed distribution is plotted alongside the true distribution in Figure
4.3. Despite the low number of samples, the reconstruction has successfully latched onto the
two sub-populations’ locations. However, it does not do a particularly good job reproducing
the shapes of the sub-populations. This is not too surprising, considering that the model has
19 free parameters (1 for the weights, 2×3 for the means, and 2×6 for the covariance matrices)
and we only have 30 noisy data points with which to make our inference. Clearly we will need
many detections before this method will produce reliable reconstructions of compact binary
parameter distributions.
Also, in this example we only looked at the observed distribution. Ideally we should start
with an intrinsic distribution, selection bias our samples, and then reconstruct the intrinsic
distribution from those biased samples. This will be done in future work, and is discussed in
Section 4.5.
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4.4 Example II: Reconstructing a power law with a mass gap
Now that we’ve seen how Gaussian mixtures can be used to reconstruct distributions which are
themselves Gaussian mixtures, we will take a look at using them to reconstruct a distribution
which is expressly not. For this we go back to the familiar case of a power law mass distribution,
as seen in Section 3.2, with a few differences. First of all, this model is truly a power law in m1
(i.e., p(m1) ∝ m−α1 ), with no high mass turnoff due to constraints on m1+m2, as in Equation
3.8. Second, we extended the mass range to mmin = 1M� and mmax = 100M�, and added a
mass gap between 3–4M�. This is to test our ability to identify the mass gap between neutron
stars and black holes that is believed to exist [104]. For the purposes of this test, we set the
power law index to α = 1.05.
We used this synthetic population to generate sample observations, with no measurement
error, and for each set of samples we estimated the underlying distribution via a Gaussian
mixture model. We varied the sample size from tens up to thousands, reconstructing the
distribution from each sample, and repeating each case 500 times to quantify the variance of
our maximum likelihood estimator. The distribution of results is shown for 30, 50, 100, and
1000 samples in Figure 4.5.
As the number of samples increases, the variance of our estimator is consistently reduced.
However, it does not converge to the underlying distribution. For one, edge effects in our
reconstruction method at both the high and low mass cutoffs cause us to underestimate the
mass distribution at those endpoints. Similarly, around the mass gap we under-predict the
mass distribution, and inside of the mass gap we over-predict the mass distribution. While
it should drop to absolute zero inside of the gap, we instead see a mere downward bump in
the distribution. This is due to the fact that Gaussian distributions are continuous and non-
zero everywhere, which has the effect of smoothing out the mass gap. This is reminiscent of
the Gibbs phenomenon, which was discovered in the context of approximating functions with
discontinuous jumps using finite-order Fourier series [112, 113], and later generalized to other
series expansions [114]. Since a GMM can be thought of as a smooth series expansion, and
the mass gap is a discontinuity, the scenarios are similar.
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Figure 4.5: Underlying power law mass distribution (black) with mass gap between 3–4M�.
Distribution reconstructed from 30 (upper left), 50 (upper right), 100 (lower left), and 1000
(lower right) samples. For each number of samples, 500 independent trials were run, with the
samples from one of those trials shown below each plot. From these trials, the median and 90%
confidence interval on our maximum likelihood estimate are shown as a solid line and shaded
region, respectively. This shaded region is not to be confused with the posterior distribution –
which was not computed – and does not account for our uncertainties, but instead quantifies
the variance of our maximum likelihood estimator.
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4.5. Pitfalls and improvements to GMM methodology
As was an issue in Section 4.3, we only reconstructed the observed population here. It is
the intrinsic population that existing studies (e.g., [9]) have approximated as a power law, not
the observed one. This is something that will be addressed in future work, as discussed in
Section 4.5.
4.5 Pitfalls and improvements to GMM methodology
There are a few limitations to our approach, which will be better addressed in future work.
Most importantly is the incorporation of selection effects (e.g., as discussed in Section A.2),
for which we have some preliminary results, but which were not mature enough to include
in this thesis. This can be incorporated into the EM algorithm by re-weighting the Gaussian
components by the inverse of the selection bias.
Another issue is that our coordinate system has hard edges (Mc > 0M�, 0 < η ≤
1/4, −1 ≤ χ ≤ +1), whereas Gaussians (and therefore Gaussian mixtures) have non-zero
probability until ±∞. The limits on Mc only cause an issue for very low mass objects, which
does not affect the scenarios we investigate in this thesis. The upper and lower limits on η are
only issues for maximally spinning binaries, which we also do not investigate in this thesis.
The lower limit on η is an issue for binaries with very dissimilar component masses, which we
also avoid. However, the high limit (η ≤ 1/4) is very much an issue. To deal with this, we have
all of our inferences initially assume η extends to ±∞, and after a Gaussian mixture model
has been inferred from the data, we re-weigh each component such that its total probability
mass is preserved. A component with weight wk should have total probability mass wk, as�∞
−∞wkN (η | µk,σ2k)dη = wk. Applying the η ≤ 1/4 cutoff (and ignoring the lower cutoff)
changes this to (using [107] for the Gaussian integral)
� 1/4
−∞
wkN (η | µk,σ2k)dη = wk
12
1 + erf
1/4− µk�
2σ2k
 , (4.9)
where erf(x) is the error function. To change the total probability mass to wk, we divide each
Gaussian’s weight by the term in curly braces in Equation 4.9.
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This only corrects the mixture weights, but not the µk’s and Σk’s. To properly address
this, we should use a variant of the EM algorithm derived from first principles with truncated
Gaussians. Some literature exists on this subject [115], and we will address this in future work.
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Chapter 5
Discussion
In this thesis, we have developed and tested a number of methods to understand the population
of binary black holes observed by LIGO. In this early stage of 3.9 detections, the constraints
we can make are still weak. However, we have laid some of the ground work for big discoveries
in the years to come, as LIGO and Virgo detect more black hole mergers, filling in the gaps in
our understanding of the binary black hole population. If the upgrades planned for Advanced
LIGO’s third observing run are as effective as planned, we might reach the 100th detection in
the next few years, at which point these methods will begin to see their full potential.
We can also extend these methods to other GW sources that LIGO has the potential to
detect, namely the merger of two neutron stars and a neutron star–black hole binary. The
physical models used in Chapter 2 already produce both types of sources, but we left them out
of our analysis. Incorporating them into the analysis only requires some minor changes such
as mass cutoffs. The specific parametric models used in Chapter 3 will need to be modified
to account for things like a neutron star–black hole mass gap [104]. Simple power laws will
not do well with neutron star populations, as we already know from electromagnetic surveys
that this is a bad approximation (NEED CITATION). More flexible distributions like the
polynomials with smoothness priors discussed in Section 3.3 will likely do a better job. The
methods from in Chapter 4 are still not fully ready for even binary black hole populations,
so some improvements are still needed there. In order to deal with a potential mass gap, we
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will need to overcome the challenges seen in Section 4.4. Otherwise, we can focus on a single
source morphology, and infer just the single distribution (e.g., mass distribution for binary
black holes done separately from binary neutron stars), although this will break down once a
single ambiguous event is detected (e.g., mass parameter estimates span both expected ranges
for black holes and neutron stars).
Even with the current 3.9 detections, the results from Chapters 2 and 3 give us some new
insights. In Chapter 2, our most significant result is that, if we assume two types of black holes
exist, those with high natal spins and those with low birth spins (explained in more detail in
Appendix B.2), then the expected fraction of each strongly favors the low spin case, as shown
in the top panel of Figure 2.7. The degree to which it is favored decreases as we increase the
strength of supernova kicks, σkick, but it is still favored in every case we investigated. We also
show that modest supernova kicks are favored, given the 3.9 events, although that is subject
to change with more detections.
In Chapter 3, we have made some advancements over existing work [9, 3] on the power
law mass distribution. It was already known that fixing the power law index α when doing
rate estimation would bias the results, and now we have the first results without that bias.
Of course, there are still other biases, such as that created by assuming a power law to begin
with, or by fixing the upper and lower limits on black hole masses, which will be alleviated
when we make the improvements mentioned in Section 3.3.
By the time the third Advanced LIGO observing run begins (circa end of 2018 / beginning
of 2019 [116] (NOTE: citation is for latest published version (2016), but referencing
latest version (September 2017))), the methods described in this thesis will have reached
maturity, and be prepared for the anticipated high detection rate of GW events. Only time
will tell what we find.
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Appendix A
Miscellaneous formulae
This appendix describes a number of formulae which are used throughout the text, but which
are neither critical enough to be described in the main text, nor long enough to be given their
own appendices.
A.1 Basics of Bayesian inference
At the heart of Bayesian inference lies one simple formula: Bayes’ theorem.
p(M | D) = p(D | M) p(M)
p(D) (A.1)
While this expression holds true for any M and D, in Bayesian inference one has M denote a
model and D denote some data. The end goal of a Bayesian inference problem is to determine
the probability of various models given the observed data, and in that sense one can think
of D as a constant, and p(M | D) as a function of one’s choice of model, M. This function
is often referred to as the “posterior” distribution, as it describes our degree of belief in each
model after observing the data (a posteriori). This is in contrast to the probability of each
model prior to observing any data, p(M). This is called the “prior” distribution, and is often
distinguished by writing it as π(M) ≡ p(M). Similar to the prior is the “evidence”, p(D),
which describes the probability of observing the data under all possible models. However, since
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our data are not changing (and if they did change, we would simply redo our analysis), p(D)
is constant, and we simply absorb it into a proportionality constant. Last but not least is the
probability of our data being that which is observed, given that a particular model is correct,
p(D | M). This is referred to as the “likelihood”, and is often distinguished by writing it as
L(M) = p(D | M) (sometimes the L is written differently, e.g. as �, when multiple likelihoods
are involved in a single calculation, and need to be distinguished typographically). This can
be thought of as our forward model – given a particular base truth, what do we expect the
distribution of possible realizations of our data to be? Now evaluate that distribution at the
data that were actually observed and you have L(M).
Putting all of this together, we can write Bayes’ theorem in a different way, which matches
its use in practice.
p(M | D) ∝ L(M)π(M) (A.2)
Since this expression is only a proportional relation, it also adds the convenience of only needing
to specify L and π up to a proportionality constant, taking care that it is truly constant (i.e.,
is not a function of M). This turns out to be quite convenient.
Now, Equation A.2 would only be useful in the simplest of problems if not for the workhorse
of Bayesian inference – Markov chain Monte Carlo (MCMC). This is a general purpose algo-
rithm for sampling from a distribution, when the distribution is only known up to a pro-
portionality constant. It accomplishes this by only ever using ratios of probabilities, e.g.,
p(M | D)/p(M� | D). Throughout this thesis, we make use of a particular MCMC variant,
the Affine Invariant MCMC Ensemble sampler [117], and its Python implementation emcee
[118]. While this does not give us the posterior itself – only samples from it – we can still
estimate the posterior from the samples through density estimation, or use the samples in
place of the posterior by doing Monte Carlo calculations.
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Detection volumes A.71
A.2 Detection volumes
When dealing with detection rates in the context of gravitational wave observations, effective
detection volumes often come up. As a gravitational wave detector’s sensitivity improves,
it can detect ever more distant sources. The maximum distance at which a source can be
detected is called the horizon distance. This is a function not only of the detector’s efficiency,
but also the intrinsic and extrinsic properties of the source. For instance, a more massive
binary can be detected at a greater distance than a less massive one, as the gravitational
wave amplitude is increased. Another factor is the binary’s orientation – a face-on binary will
produce a greater amplitude wave than an edge-on binary.
We will quantify all of this through the effective observed volume, �V �(λ), where λ rep-
resents all of the intrinsic binary parameters. The λ dependence of �V � comes entirely from
the detection probability, pdet(z,λ). This is the probability of detecting a source located at
a redshift of z with intrinsic parameters λ, assuming an isotropic distribution of sources on
the sky, with isotropic orientations. What one means by detection can take different levels of
rigor here. Detection should mean that the search pipelines identify the source, and identify
it as astrophysical in origin. However, for the purposes of a simple calculation, we take this to
mean that the expected signal-to-noise ratio ρ exceeds some threshold ρth (we choose ρth = 8
as is common in the literature [33]). The expected SNR can be computed via [119]
ρ2 = 4
� ∞
0
|h˜(f)|2
Sn(f)
df, (A.3)
where h˜(f) is the Fourier transform of the strain from the signal, and Sn(f) is the noise power
spectral density of the detector. For a multiple detector (Ndet) network, the total SNR can be
computed by adding the individual SNR’s in quadrature
ρ2 =
Ndet�
i=1
ρ2i . (A.4)
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With this in hand, the effective detection volume �V � can be computed as [33]
�V �(λ) =
� ∞
0
1
1 + z
pdet(z,λ)
dVc
dz
dz. (A.5)
This can, e.g., be computed on a grid of λ values and then interpolated. Each value of (λ, z)
is computationally intensive, as it requires computing pdet, which means generating synthetic
waveforms for an isotropic distribution of λ’s, and counting the fraction at that z which result
in ρ > ρmathrmth.
Finally, not only do we care about the observed volume, but also the amount of time spent
observing that volume, T . Multiplying the two gives the sensitive space and time volume
�V T �(λ) = �V �(λ) · T . With all of this in hand, the merger rate density, dN/dV dtdλ, can be
converted into an expected observed count by multiplying by �V T � and integrating over the
λ’s of interest
µ =
�
�V T �(λ) dN
dV dtdλ
dλ. (A.6)
Throughout this thesis, we took λ = (m1,m2), and assumed zero spin. We also used a
noise PSD from the time around GW150914. This is consistent with what was done for the
rate calculations in the catalog paper for LIGO’s first observing run [2].
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Appendix B
Mixture of physical models
This appendix combines the multiple appendices in the paper which became Chapter 2.
B.1 Approximating parameter distributions from finite samples
Our population synthesis techniques allow us to generate an arbitrarily high number of distinct
binary evolutions from each formation scenario, henceforth indexed by Λ. Instead of generat-
ing individual binary evolution histories, we weigh each one by an occurrence rate, allowing it
to represent multiple binaries. For our calculations, however, we instead require the relative
probability of different binaries, not just samples from the distribution. We estimate this dis-
tribution from the large but finite sample of binaries available in each synthetic universe. We
do not simply use an occurence rate-weighted histogram of all the samples. Histograms work
reliably for any single parameter (e.g., p(m1|Λ)), where many samples are available per poten-
tial histogram bin, but for high-dimensional joint distributions (e.g., p(m1,m2, θ1, θ2,χeff |Λ)),
many histogram bins will be empty simply due to the curse of dimensionality.
In all our calculations, we instead approximate the density as a mixture of Gaussians,
labeled k = 1, 2, . . . ,K, with means and covariances (µk, Σk) to be estimated, along with
weighting coefficients wk, which must sum to unity. The density can therefore be written as
p(x) ≈
K�
k=1
wkN (x|µk,Σk), (B.1)
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where N (·) represents the (multivariate) Gaussian distribution. We select the number of
Gaussians K by using the Bayesian information criterion.
To estimate the means and covariances of our mixture of Gaussians, we used the expec-
tation maximization algorithm [120]; see, e.g., [107] for a pedagogical introduction. Specifi-
cally, we used a small modification to an implementation in scikit-learn [121], to allow for
weighted samples in the update equation (e.g., adding weights to Eq. (11.27) in [107]).
Ideally we would simply approximate each formation scenario Λ’s intrinsic predictions
p(x|Λ) with a mixture of Gaussians, using the merger rate for each sample binary as its weight-
ing factor. However, all astrophysical indications suggest that more massive progenitors form
more rarely, implying this procedure would result in a distribution that is strongly skewed in
favor of the much more intrinsically frequent low mass systems; our fitting algorithm might
end up effectively neglecting the samples with small weights. This would risk losing informa-
tion about the most observationally pertinent samples, which due to LIGO’s mass-dependent
sensitivity are concentrated at the highest observationally accessible masses. Alternatively, for
every choice of detection network, we can approximate each formation scenario’s predictions
for that network. If TV (x) is the average sensitive 4-volume for the network, according to
this procedure we approximate V (x)p(x) by a Gaussian mixture, then divide by V (x) to es-
timate p(x). To minimize duplication of effort involved in regenerating our approximation for
each detector network, we instead adopt a fiducial (approximate) network sensitivity model
Vref(x) for the purposes of density estimation. We adopt the simplest (albeit ad-hoc) network
sensitivity model: the functional form for V (x) that arises by using a single detector net-
work and ignoring cosmology (i.e., EV ∝M15/6c ) [86]. The overall, nominally network- and
run-dependent normalization constant in this ad-hoc model Vref scales out of all final results.
B.2 Hierarchnical comparisons of observations with data
As described in Section 2.3.2, the population of binary mergers accessible to our light cone
can be described as an inhomogeneous Poisson process, characterized by a probability density
e−µ
�
kRp(xk) where xk = x1 . . . xN are the distinct binaries in our observationally accessible
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parameter volume V . In this expression, the expected number of events and parameter distri-
bution are related by µ =
�
dx
√
gRp(x); the multidimensional integral � dx√g is shorthand
for a suitable integration over a manifold with metric; and the probability density p(x) is
expressed relative to the fiducial (metric) volume element, but normalized on a larger volume
than V . Accounting for data selection [87], the likelihood of all of our observations is therefore
given by Eq. (2.2).
To insure we fully capture the effects of precessing spins, we work not with the full likelihood
– a difficult function to approximate in 8 dimensions – but instead with a fiducial posterior
distribution ppost = Z−1p(dk|x)pref(xk), as would be provided by a Bayesian calculation using
a reference prior pref(xk). Rewriting the integrals
�
dxkp(dk|x)p(xk|Λ) appearing in Eq. (2.2)
using the reference prior we find integrals appearing in this expression can be calculated by
Monte Carlo, using some sampling distribution ps,k(xk) for each event (see, e.g., [122]):
�
dxkp(dk|xk)p(xk|Λ) = 1
Nk
�
s
[p(dk|xk)pref(xk,s)]p(xk,s|Λ)
ps,k(xk,s)pref(xk,s)
, (B.2)
where s = 1, . . . Nk indexes the Monte Carlo samples used. One way to evaluate this integral
is to adopt a sampling distribution ps,k equal to the posterior distribution evaluated using
the reference prior, and thus proportional to p(dk|xk)pref(xk|Λ). If for this event k we have
samples xk,s from the posterior distribution – for example, as provided by a Bayesian Markov
chain Monte Carlo code – the integrals appearing in Eq. (2.2) can be estimated by
�
dxkp(dk|xk)p(xk|Λ) � Z
Nk
�
s
p(xk,s|Λ)
pref(xk,s)
, (B.3)
We use this expression to evaluate the necessary marginal likelihoods, for any proposed ob-
served population p(x|Λ).
In the expression above, we need only consider some of the degrees of freedom in the prob-
lem. Notably, the probability distributions for extrinsic parameters like the source orientation,
sky location, and distance will always be in common between our models and our reference
prior. So will any Jacobians associated with changes of coordinate. Moreover, these assump-
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tions are independent of one another and of the intrinsic parameter distributions. Therefore,
the ratio of probability densities p(x|Λ)/pref(x) usually has product form, cancelling term by
term. We therefore truncate the ratio to only account for some of the degrees of freedom.
To verify and better understand our results, we can also approximate the likelihood func-
tion, using suitable summary statistics. As an example, (author?) [90] reproduce parameter
estimates of GW150914 using a Gaussian approximation to the likelihood and the assump-
tion of perfect spin-orbit alignment. Using this approximation, and a similar approximation
for GW151226, we can alternatively approximate each integral appearing in the likelihood by
using the (weighted) binary evolution samples xk,A and their weights wA:
�
dxkp(dk|xk)p(xk|Λ) �
�
AwApˆ(dk|xk,A)�
AwA
(B.4)
where pˆ refers to our approximate likelihood for the kth event. Even though these likelihood
approximations neglect degrees of freedom associated with spin precession, we can reproduce
the observed mass and χeff distributions reported in (author?) [90]. We used this approx-
imate likelihood approach to validate and test our procedure. We also use this approach to
incorporate information about GW170104, which was not available at the same level of detail
as the other events.
As an example, we describe how to evaluate this integral in the case where p(xk|λ) is
a mixture model p(x|λ) = �α λαpα(x), for λ an array of parameters. In this case, all the
integrals can be carried out via
�
k
�
dxkp(dk|xk)p(xk|λ) =
�
k
��
α
λα
�
dxkp(dk|xk)pα(xk)
�
=
�
k
�
α
λαcα,k (B.5)
where cα,k are integrals we can compute once and for all for each event, using for example the
posterior samples from some fiducial analysis. As a result, the observation-dependent factor
in likelihood for a mixture model always reduces to a homogeneous Nth-degree polynomial
in the mixture parameters λα. Bayes theorem can be applied to λ to infer the distribution
over mixture parameters. Depending on the mixture used, this calculation could incorporate
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a physically-motivated prior on λ.
We use a mixture model approach to hierarchically constrain the spin magnitude distribu-
tion implied by our data. In our approach, we first consider models where both spin magnitudes
are fully constrained. In the notation of the mixture model discussion above, we adopt some
specific prior pα(χ1,χ2|σ) = δ(χ1 − xα)δ(χ2 − yα) where xα, yα are the spin λα. A mixture
model allowing generic λ and thus including all such components allows both component spins
to take arbitrary (discrete) values. [We could similarly extend our mixture model to include
kicks.] The posterior distribution over all possible spin distributions p(λ|d) = p(d|λ)p(λ)/p(d)
follows from Bayes’ theorem and the concrete likelihood given in Eq. (B.5). In practice, how-
ever, we don’t generally compute or report the full posterior distribution, as it contains far
more information than we need (e.g., the extent of the ensemble of possible spin distributions
that fit the data). Instead, we compute the expected spin distribution
ppost(x) =
�
α
�λα�pα (B.6)
and the variance in each λα. For the modest number of mixture components of interest here
(� 100 possible choices of both spin magnitudes) and the modest degree of the polynomial
(� 4−5), all necessary averages can be computed by direct symbolic quadrature of a polynomial
in λα. The integral can be expressed as a sum of terms of homogeneous degree in λ, and
integrals of each of these terms can be carried out via the following general formula:
n!
�
�
i xi≤1
dx1 . . . dxnx
α1
i1
. . . xαZiZ =
n!
(n− Z)!
Z�
k=1
B(αk + 1, n+ 1− k +
�
q>k
αq) (B.7)
where the integral is over the region xi ≥ 0 and
�
i xi ≤ 1. We can also find the maximum
likelihood estimate of λα, for example by using the expectation-maximization algorithm [120].
In this work, however, we have many more basis models α = 1, 2, . . . used in our (spin) mixture
than observations. Normally, we would reduce the effective dimension, for example by adopting
prior assumptions in how the mixture coefficients can change as a function of spins χ1,χ2. To
minimize additional formal overhead, we instead simply treat the spins hierarchically in blocks
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[Eq. (2.3)], considering lower-dimensional models where (for example) λA denotes the a priori
probability for χi ≤ 0.6 and 1−λA denotes the a priori probability for χi > 0.6, so for example
the prior probability for (χ1,χ2) = 0.1 is λ2A/36. In this four-block and one-parameter model,
we can compute the average value of λA in terms of the net weights associated with each block:
CAA,k =
�
χ1,χ2∈A cα,k, CAA¯k, CA¯Ak and CA¯A¯k. For example, if for each of three synthetic
observations, CAA = 1 and all other weights are negligible, then we would conclude a posterori
that �λA� = 0.875 and σλA = 0.11. This approach was adopted in Figuure 2.7, in contrast to
the preceding figures which adopted fixed natal spins for all BHs.
B.3 Approximate posterior distribution for GW170104
For most events examinined in this study, we made use of posterior samples provided and
performed by the LIGO Scientific Collaboration, generated by comparing each event to the
IMRPv2 approximation [82]. Because we cannot employ the same level of detail for GW170104,
we instead resort to an approximate posterior distribution, derived from the reported GW170104
results [3] and our understanding of gravitational wave parameter estimation, as approximated
using a Fisher matrix [123].
For GW170104 we construct an approximate (truncated) Gaussian posterior distribution
in only three correlated binary parameters: Mc, η,χeff . The shape of this Gaussian (i.e.,
its inverse covariance matrix) was constructed via a Fisher matrix approximation, derived
using the median detector-frame parameters reported for GW170104 (i.e., m1 � 37.1M�,
m2 � 22.6M�, and – breaking dengeracy with an ad-hoc choice – χ1,zχ2,z � χeff � −0.12);
the reported network SNR of GW170104 (i.e., ρ � 13.0); and a suitable single-detector noise
power spectrum. Our effective Fisher matrix estimate for the inverse covariance matrix Γ
[124] adopted the noise power spectrum at GW150914, using a minimum frequency fmin =
30Hz; employed the (nonprecessing) SEOBNRv4 approximation [125], evaluated on a grid in
Mc, η,χ1,z,χ2,z; and fit as a quadratic function of Mc, η,χeff . We adopt a nonprecessing
model and lower-dimensional Fisher matrix approximation because the posterior of this event,
like GW150914, is consistent with nonprecessing spins and is very well approximated, in these
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parameters, by a nonprecessing model; see, e.g., [56]. This simple approximation captures
important correlations between Mc, η and χeff , and the diagonal terms of Γ−1ρ2 roughly
reproduce the width of the posterior distribution reported for GW170104. To obtain better
agreement with the reported one-dimensional credible intervals, we scaled the terms ΓMc,x
for x = Mc, η,χeff by a common scale factor 0.29 and the term Γχeff ,χeff by 0.9. For similar
reasons, we likewise hand-tuned the center of the Gaussian distribution to the (unphysical)
parameter location to Mc = 22.9, η = 0.32, χeff = 0.013. Using this ansatz, we generate
GW170104-like posterior samples inMc, η,χeff from this Gaussian distribution, truncating any
unphysical samples (i.e., with η > 1/4). For our tuned posterior, the median and 90% credible
regions on the synthetic posteriors approximate the values and ranges reported. According
to our highly simplified and purely synthetic approach, the resulting 90% credible regions are
Mtot = 51.2
+7.6
−6.8M�, q = 0.62
+0.25
−0.24, χeff = −0.12+0.28−0.27.
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