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Chapitre 1
Introduction
1.1 Métastabilité
Pour commencer ce mémoire, avant de parler directement de l'aspect mathématique, nous allons
expliquer le principe physicochimique qu'est la métastabilité. Pour ce faire nous allons utiliser
un article de F. den Hollander [13] qui explique le phénomène qui nous concerne de manière
physicochimique ainsi que mathématique pour le cas de la dimension 2 et 3. Considérons un système
thermodynamique en équilibre à un point P dans l'espace des phases (i.e. l'espace des paramètres
thermodynamiques tels que : la température, la pression, la densité ou un champ extérieur).
P
P ′
Le point P est d'un côté d'une courbe sur laquelle le système subit une transition de phase de
premier ordre (i.e. une transition qui requiert de l'énergie). Supposons que les paramètres soient
changés rapidement vers un point P ′ de l'autre côté de la courbe et proche d'elle (voir image ci-
dessus). Alors au lieu de subir la transition de phase rapidement, le système persiste un long moment
dans l'ancien équilibre P , maintenant appelé métastable, jusqu'à ce qu'il aille vers l'équilibre P ′
sous l'inﬂuence de ﬂuctuations aléatoires internes ou externes. Vu que le système doit dépasser la
barrière d'énergie quand il fait la transition, cela prend du temps pour les ﬂuctuations aléatoires
d'achever le franchissement, et plus les paramètres thermodynamiques sont proches de la barrière
d'énergie plus le temps sera long aﬁn que le système atteigne l'état d'équilibre.
Un des modèles les plus connus, et aussi l'un des plus simples présentant une transition de
phases, est celui d'Ising. Il permet de modéliser, par exemple, des phénomènes de ferromagnétisme
ou de gaz sursaturé. Ce modèle consiste à se placer dans une grande boite Λ de Z d (avec condition
au bord périodique dans le cas ferromagnétique), et d'associer à chaque site x ∈ Λ un spin,
c'est à dire une valeur σ(x) ∈ {−1, 1} dans le cas ferromagnétique ou σ(x) ∈ {0, 1} dans le cas
gaz sursaturé. On appelle conﬁguration de spin un élément σ ∈ {−1, 1}Λ ou σ ∈ {0, 1}Λ. Pour
expliquer les transitions entre conﬁguration de spin il nous faut déﬁnir l'énergie, qui est donnée
par l'Hamiltonien.
Pour le cas ferromagnétique l'Hamiltonien est donné par
H(σ) = −J
2
∑
(x,y)∈Λ∗
σ(x)σ(y)− h
2
∑
x∈Λ
σ(x), (1.1.1)
7
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E(l)
l
0 lc =
2J
h ,
U
2U−∆
Figure 1.1. Énergie de la conﬁguration de spin σl en fonction de l pour les deux dynamiques
où Λ∗ désigne l'ensemble des paires de voisins dans Λ, J > 0 est le potentiel de paire ferroma-
gnétique agissant entre les spins voisins et h ∈]0, 2J [ est le champ magnétique agissant sur un
spin.
Pour le cas gaz sursaturé l'Hamiltonien est donné par
H(σ) = −U
∑
(x,y)∈Λ∗
σ(x)σ(y) + ∆
∑
x∈Λ
σ(x), (1.1.2)
où Λ∗ désigne l'ensemble des paires de voisins dans Λ, U > 0 est l'énergie de liaison entre les spins
voisins et ∆ ∈]U, 2U [ est l'énergie d'activation d'un spin.
Un algorithme standard pour modéliser les transitions entre deux conﬁgurations de spin σ vers
σ′ est l'algorithme de Métropolis. Les taux de transitions sont donnés par e−min(H(σ
′)−H(σ),0)/,
pour toutes les conﬁgurations de spin σ′ atteignables partant de σ, où  est un petit paramètre
représentant la température.
Pour le cas ferromagnétique, les conﬁgurations de spin σ′ atteignables partant de σ sont σ
auquel on a juste changé un seul spin, et cela déﬁnit une dynamique que l'on appelle dynamique
de type Glauber.
Pour le cas de gaz sursaturé, les conﬁgurations de spin σ′ atteignables partant de σ sont σ
auquel on a interverti deux spins voisins de Λ ou bien changé la valeur d'un spin du bord ∂Λ, et
cela déﬁnit une dynamique que l'on appelle dynamique de type Kawasaki.
Les transitions des dynamiques sont données par e−min(H(σ
′)−H(σ),0)/ (avec un Hamiltonien
diﬀérent), ce qui veut dire que le système aura une probabilité exponentiellement petite de faire
croître l'énergie et une grande probabilité de faire diminuer l'énergie. En eﬀet, si on pose
nσ = |{σ′ atteignable partant de σ | H(σ′) ≤ H(σ)}|, (1.1.3)
alors
Pσ(H(σ′) ≤ H(σ)) ' 1
nσ
Pσ(H(σ′) > H(σ)) ' 1
nσ
e−(H(σ
′)−H(σ))/
(1.1.4)
Pour expliquer la transition de phase de ces deux dynamiques prenons les notations suivantes
• σ-1 est la conﬁguration de spin dont tous les spins valent −1
• σ0 est la conﬁguration de spin dont tous les spins valent 0
• σ1 est la conﬁguration de spin dont tous les spins valent 1
Notons σl la conﬁguration de spin ayant un carré de taille l× l de spins qui valent 1 et le reste
des spins qui valent −1 dans le cas ferromagnétique ou 0 dans le cas gaz sursaturé. Par un simple
argument de combinatoire, on a que :
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• Dans le cas ferromagnétique, l'énergie de σl relative à l'énergie de σ-1 vaut
E(l) = H(σl)−H(σ-1) = 4Jl − hl2. (1.1.5)
Elle possède un maximum en
lc =
2J
h
. (1.1.6)
• Dans le cas gaz sursaturé, l'énergie de σl relative à l'énergie de σ0 vaut
E(l) = H(σl)−H(σ0) = −2Ul(l − 1) + ∆l2. (1.1.7)
Elle possède un maximum en
lc =
U
2U −∆ . (1.1.8)
En représentant l'énergie en fonction de la taille de la gouttelette l, les deux dynamiques ont
le même type de graphe (voir la Figure 1.1). On voit qu'après avoir formé une gouttelette de taille
lc le système va aller vers la conﬁguration de spin σ1. En eﬀet, si on considère un l < lc alors la
probabilité transition de σl à σl+1 sera d'ordre e−(H(σl+1)−H(σl))/. Si l > lc, alors la probabilité de
transition σl à σl+1 sera d'ordre 1. On appellera gouttelette critique la gouttelette de taille lc.
Ces deux dynamiques ont le même type de transition de phase, c'est à dire que si on part de
la conﬁguration de spin σ-1 dans le cas ferromagnétique, ou σ0 dans le cas gaz sursaturé, pour
atteindre la conﬁguration de spin σ1 le système va devoir créer une gouttelette critique. Une fois
que cela arrive, le système ira donc vers la conﬁguration de spin σ1 avec très forte probabilité.
On voit aussi l'eﬀet du paramètre , qui représente la température, car plus il est proche de 0
plus la probabilité partant de σl d'atteindre σl+1 sera petite lorsque l < lc. Cela correspond bien
au fait que plus les paramètres thermodynamiques sont proches de la barrière de transition, plus
le système met du temps pour arriver à l'état d'équilibre.
1.2 Diﬀusions
Nous avons donné la déﬁnition de ces deux dynamiques pour pouvoir expliquer de manière
physicochimique le choix d'un potentiel V , que nous allons déﬁnir dans l'Hypothèse 1.2.1, qui nous
servira à illustrer notre théorie. Au lieu d'étudier un système avec une dynamique de Métropolis,
qui est discrète en espace, nous allons étudier une autre classe de dynamique qui est continue en
espace et en temps : celle des diﬀusions.
Le but de ce mémoire est l'étude de l'équation diﬀérentielle stochastique
dX(t) = −∇V (X(t))dt+
√
2dW (t), (1.2.1)
sur un domaine régulier Ω ⊆ Rd , où dW (t) est le mouvement Brownien standard de dimension d
et le gradient ∇V est généré par une fonction potentielle V : R d → R suﬃsamment régulière dans
le sens suivant
Hypothèse 1.2.1 ([10], Hypothèses H.1 et ND).
1. V ∈ C3(Ω) et Ω ⊆ Rd est un ouvert connexe.
2. Si Ω n'est pas borné alors
(a) lim inf
x→∞ |∇V (x)| =∞, et
(b) lim inf
x→∞ (|∇V (x)| − 2∆V (x)) =∞.
3. L'ensembleM = {x1, . . . , xn} des minima locaux de V est ﬁni.
4. La matrice hessienne de V en tout point critique est non dégénérée (i.e. n'a pas 0 comme
valeur propre).
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Figure 1.2. Exemple d'un potentiel représenté par ses courbes de niveau et son champ de vecteur
∇X. On a deux bassins d'attraction D1 et D2 séparés par une droite D qui correspond à la variété
stable de la selle.
La première question que l'on peut se poser, après l'explication du principe de métastabilité,
est en quoi cette équation diﬀérentielle stochastique modélise un tel phénomène.
Si l'on considère l'équation (1.2.1) sans le bruit
dX(t) = −∇V (X(t))dt, (1.2.2)
on a une équation diﬀérentielle complètement déterministe. Du fait de l'Hypothèse 1.2.1 sur le
potentiel V , on a que presque partout sur Ω la solution X(t) converge vers un minimum local de
V car la solution X(t) décroit en terme de potentiel
d
dt
V (X(t)) = 〈∇V (X(t)), d
dt
X(t)〉 = −‖∇V (X(t))‖2 ≤ 0. (1.2.3)
Cela motive la déﬁnition suivante
Déﬁnition 1.2.2. On appelle bassin d'attraction de xi ∈ M, que l'on notera Di, l'ensemble des
points y ∈ Ω tels que la solution de l'équation diﬀérentielle (1.2.2), avec pour condition initiale
X(0) = y, converge vers xi (voir la Figure 1.2 pour exemple).
Remarque 1.2.3. Avec cette notation et l'Hypothèse 1.2.1 on a alors
µ
((
n⋃
i=1
Di
)c)
= 0, (1.2.4)
où µ désigne la mesure de Lebesgue.
En rajoutant du bruit, si le processus commence en x ∈ Di, il va d'abord aller dans un voisinage
de xi avec très forte probabilité, puis au bout d'un certain temps (à cause du bruit) le processus
va atteindre un autre Dj et donc avec très forte probabilité aller dans un voisinage de xj . Ceci est
bien un phénomène analogue à celui que nous avons décrit précédemment.
Ce problème est un cas particulier de la classe plus générale des petites perturbations aléatoires
des systèmes dynamiques, étudiés depuis le début des années 1970 par Freidlin et Wentzell (voir
[16]), utilisant la méthode des grandes déviations. Cependant, la recherche dans ce sujet date de
plus longtemps dans la littérature physique et chimique (voir [15, 26]). L'un des livres les plus
anciens est celui de Eyring, Glasstone et Laidler (voir [18]), et l'article le plus ancien est celui de
Svante Arrhenius introduisant pour la première fois l'exposant d'Arrhenius (voir [1]).
Les questions typiques liées à ce problème sont :
• Quel est le temps nécessaire pour atteindre un minimum a, partant d'un minimum b du
potentiel V ?
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Figure 1.3. Exemple d'un potentiel et de ses bassins d'attraction. On a que x1 et x2 sont des
minima voisins tout comme x2 et x3, mais x1 et x3 ne le sont pas.
• Quels sont les chemins empruntés par un tel processus ?
• Quelle est la nature du spectre du générateur de ce processus ?
• Quelles sont les fonctions propres associées aux petites valeurs propres ?
En ce qui concerne la deuxième question on peut entrevoir la réponse de manière plus ou moins
heuristique. En eﬀet on a vu que partant d'un minimum local on reste piégé autour de celui-ci
avant d'aller vers un autre minimum local puis y rester encore piégé un certain temps. On va vu de
plus que, lorsqu'on regarde la dynamique sans le bruit, la solution décroit en terme de potentiel.
Alors en rajoutant du bruit, pour aller d'un minimum local à un autre, on aura plutôt tendance à
le faire de telle sorte que le niveau potentiel croisse le moins possible. Cela motive donc la déﬁnition
suivante
Déﬁnition 1.2.4 ([10], Déﬁnition 1.1). Pour tout ensemble A,B ⊂ Ω on déﬁnit la hauteur de la
selle entre A et B par
Vˆ (A,B) = inf
ω:[0,1]→Ω
ω(0)∈A,ω(1)∈B
sup
t∈[0,1]
V (ω(t)), (1.2.5)
où ω est un chemin continu de Ω. On note G(A,B) la courbe de niveau associée à la hauteur
Vˆ (A,B) donnée par
G(A,B) = {z ∈ R d | V (z) = Vˆ (A,B)}. (1.2.6)
Un chemin ω entre A et B sera dit minimal si il vériﬁe
sup
t∈[0,1]
V (ω(t)) = Vˆ (A,B). (1.2.7)
Notons P(A,B) l'ensemble des chemins minimaux de A vers B,
P(A,B) = {ω ∈ C([0, 1],Ω) | ω(0) ∈ A , ω(1) ∈ B , sup
t∈[0,1]
V (ω(t)) = Vˆ (A,B)}. (1.2.8)
Les chemins minimaux sont donc de bons candidats pour répondre à la deuxième question.
Quand nous avons expliqué les dynamiques de type Glauber et de type Kawasaki, on a vu que l'on
passait d'une conﬁguration de spin σ à une autre conﬁguration de spin atteignable σ′. L'analogue
dans le cas continu est qu'une conﬁguration de spin σ correspond à un minimum local et le caractère
atteignable peut être traduit à l'aide de chemins entre minima locaux. Nous allons donc déﬁnir la
notion de minima voisins permettant l'analogie avec le caractère atteignable du cas discret.
Déﬁnition 1.2.5. Soient xi et xj deux minima locaux de V . On dira qu'il sont voisins s'il existe
un chemin ω : [0, 1]→ Ω tel que ω(0) = xi, ω(1) = xj et
imω \ ((imω ∩Di) ∪ (imω ∩Dj)) est réduit à un point, (1.2.9)
où imω est l'ensemble image de la fonction ω (voir la Figure 1.3 pour un exemple).
Pour les autres questions, une notion importante qui nous permettra d'y répondre est la notion
de point selle.
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(1) (2) (3)
Figure 1.4. Exemples de potentiels et portails. (1) G(A,B) = {z1}. (2) G(A,B) = {z1, z2}. (3)
G(A,B) = {z1} ou {z2}.
Déﬁnition 1.2.6 ([10], Déﬁnition 1.1). Un portail G(A,B) est un sous ensemble minimal de
G(A,B) avec la propriété que tous les chemins minimaux intersectent G(A,B) (voir Figure 1.4
pour des exemples).
Remarque 1.2.7. Notons que G(A,B) n'est en général pas unique.
Le résultat qui répond aux trois autres questions, dans le cas où toutes les hauteurs de com-
munications entre minima locaux sont strictement diﬀérentes, est le suivant
Théorème 1.2.8 ([9], Théorème 5.1 et [10], Proposition 4.10). Ordonnons les minima locaux
x1, . . . , xn tels que pour tout i ∈ {1, . . . , n− 1}
Vˆ (xi+1,Mi)− V (xi+1) < Vˆ (xi,Mi−1)− V (xi), (1.2.10)
oùMi = {x1, . . . , xi} avec la conventionM0 = ∅. Notons B(x) la boule de rayon  et de centre x
B(x) = {z ∈ R d | ‖z − x‖2 < }. (1.2.11)
Posons Sk =
k⋃
i=1
B(xi). Supposons de plus que le portail entre B(xk) et Sk−1 est réduit à un seul
élément s∗k, c'est à dire
G(B(xk),Sk−1) = {s∗k}. (1.2.12)
Alors λ1 = 0 et pour tout k ∈ {2, . . . , n} on a
λk =
|λ∗1(s∗k)|
√
det(∇2V (xk))
2pi
√
det(∇2V (s∗k))
e−(Vˆ (xk,Mk−1)−V (xk))/(1 +O(√| ln()|3/2))
=
1
Exk(τSk−1)
(1 +O(e−δ/)),
(1.2.13)
pour un certain δ > 0, où τSk−1 est le temps de première atteinte de Sk−1, λ∗1(s∗k) désigne l'unique
valeur propre négative de la matrice hessienne de V au point s∗k et les λk sont les valeurs propres
les plus petites du générateur du processus.
Dans ce théorème nous voyons que les éléments s∗k sont des éléments importants, par la suite
on les appellera des selles dont voici la déﬁnition générale
Déﬁnition 1.2.9 ([10], Déﬁnition 1.1). On déﬁnit l'ensemble S(A,B) des points selles comme
l'union de tous les portails G(A,B).
Remarque 1.2.10. Nous avons énoncé ce théorème dans le cas simple où il n'y a qu'une seule
selle mais on peut bien sûr le généraliser dans le cas de plusieurs selles (voir Théorème 5.1 de [9]
et Proposition 4.10 de [10]).
Dans le cas d'un potentiel V ayant deux minima locaux x et y possédant une seule selle z, le
théorème 1.2.8 donne la formule d'Eyring-Kramers classique (que l'on peut trouver dans [29, 18])
Ex(τB(y)) =
2pi
√
det(∇2V (z))
|λ∗1(z)|
√
det(∇2V (x)) e
(V (z)−V (x))/(1 +O(√| ln()|3/2)). (1.2.14)
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Le comportement exponentiel de e(V (z)−V (x)) dans (1.2.14) a été suggéré en premier par van
t'Hoﬀ, puis justiﬁé physiquement par S. Arrhenius [1]. La formule plus précise avec le préfacteur
dépendant des matrices Hessienne a été introduit par Eyring [15] et Kramers [26]. En revanche, les
preuves mathématiques sont beaucoup plus récentes. La loi d'Arrhenius a été prouvée en premier
par Wentzell and Freidlin, en utilisant la théorie des grandes déviations [38, 39]. La première
démonstration rigoureuse de la formule d'Eyring-Kramers (1.2.14) a été donnée par Boiver, Eckhoﬀ,
Gayard et Klein en utilisant la théorie du potentiel [9, 10]. Ces méthodes ont aussi été appliquées à
des modèles de réseau [8, 13], et utilisées pour étendre la formule d'Eyring-Kramers aux systèmes
avec des selles non quadratiques [4] et aux équations diﬀérentielles partielles stochastiques [7, 2].
Une autre approche pour démontrer (1.2.14) est l'analyse du Laplacien de Witten agissant sur des
p-formes [21, 28], voir par exemple [3] pour des travaux récents.
Dans le cas d'un potentiel V ayant N > 2 minima locaux, le Théorème 1.2.8 nous donne les
N valeurs propres les plus petites. C'est un fait, qui est connu depuis longtemps, que le généra-
teur admet N valeurs propres exponentiellement petites qui sont liées aux exposants d'Arrhenius
Vˆ (xk,Mk−1)− V (xk) et les autres valeurs propres étant plus grandes que Cd−1 [23, 24, 30, 31].
Si N est très grand, il existe des algorithmes permettant de trouver l'ordre des minima locaux
vériﬁant la condition (1.2.10), dont le cout de calcul est d'ordre O(N2), voir par exemple [12].
Le point important dans ce théorème est que toutes les hauteurs de communication entre
minima locaux sont strictement diﬀérentes pour pouvoir vériﬁer la condition (1.2.10) du Théorème
1.2.8. Typiquement si V est invariant sous un certain groupe de symétrie non trivial G, la condition
(1.2.10) ne pourra pas être vériﬁée. Or dans ce mémoire nous ne ferons pas cette hypothèse et
donc ce sera la diﬃculté majeure qu'il faudra traiter pour pouvoir obtenir un résultat analogue
à ce théorème. Nous verrons, dans le chapitre 4, que nous allons devoir utiliser la théorie des
représentations des groupes ﬁnis qui est donné en annexe A (venant de [25] et [36]).
Le terme selle n'est pas choisi de manière anodine car nous pouvons voir que dans le théorème
précédent, nous parlons de l'unique valeur propre négative de la matrice hessienne en un minimum
local, ce qui nous fait penser à la déﬁnition analytique d'un point selle. Rappelons alors la notion
de point selle d'un point de vue analytique venant du lemme de Morse (voir [34])
Lemme 1.2.11. Soit f ∈ C3(U,R ) où U est un ouvert de R d contenant l'origine. Si 0 est un point
critique non dégénéré alors il existe des voisinages V et W de 0 dans R d et il existe un changement
de variable local (C1-diﬀéomorphisme) φ : V →W tel que φ(0) = 0, et pour tout x ∈ V , si on note
u le vecteur φ(x) on a
f(x)− f(0) =
d−p∑
i=1
u2i −
d∑
j=d−p+1
u2j , (1.2.15)
où p, que l'on appelle indice du point 0, est déﬁni par la signature de (d − p, p) de la matrice
hessienne f en 0. Dans le cas p = 1 on dira que 0 est un point selle.
Au premier abord, ces deux déﬁnitions donnent des objets diﬀérents, l'un au sens de la déﬁnition
1.2.6 et l'autre d'un point de vue analytique. L'équivalence entre ces deux notions est démontrée
dans [4] en introduisant un objet intermédiaire purement topologique.
Déﬁnition 1.2.12 ([4], Déﬁnition 2.2). On déﬁnit Bρ(z) la boule de rayon ρ et de centre z comme
dans le théorème 1.2.8. On déﬁnit la vallée ouverte et la vallée fermée, que l'on note respectivement
OV(z) et CV(z) (voir la Figure 1.5 pour des exemples), par
OV(z) = {y ∈ CV(z) | V (y) < V (z)},
CV(z) = {y ∈ R d | Vˆ (y, z) = V (z)}. (1.2.16)
Avec ces notations, on dit alors qu'un point selle est un point z ∈ R d tel que il existe ρ > 0 pour
lequel
1. OV(z) ∩ Bρ(z) est non vide et non connexe,
2. (OV(z) ∪ {z}) ∩ Bρ(z) est connexe.
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Figure 1.5. Exemple d'un potentiel avec les vallées ouvertes et fermées. Dans le deuxième cas,
z est une selle.
Les trois propositions qui suivent nous permettent de démontrer l'équivalence entre les deux
notions de selle.
Proposition 1.2.13 ([4], Proposition 2.1). Soit z un point selle (au sens de la Déﬁnition 1.2.12).
Supposons que OV(z) n'est pas connexe et soient A et B appartenant à des composantes connexes
diﬀérentes de OV(z). Alors z ∈ G(A,B).
Proposition 1.2.14 ([4], Proposition 2.2). Soient A et B deux ensembles disjoints et soit z ∈
G(A,B). Supposons que z est isolé dans le sens où il existe ρ > 0 tel que B∗ρ(z) = Bρ(z) \ {z} est
disjoint de l'union de tous les portails G(A,B) . Alors z est un point selle (au sens de la déﬁnition
1.2.12).
Proposition 1.2.15 ([4], Proposition 2.5). Supposons que V est de classe C2 et soit z un point
critique non dégénéré. Alors z est un point selle (au sens de la Déﬁnition 1.2.12) si et seulement
si la matrice hessienne possède exactement une valeur propre négative (i.e. z est un point selle au
sens analytique).
1.3 Contenu de la thèse
Le potentiel qui nous servira d'illustration tout au long de ce mémoire est le suivant
Vγ(x) =
1
4
N∑
i=1
x4i −
1
2
N∑
i=1
x2i +
γ
4
N∑
i=1
(xi+1 − xi)2 (1.3.1)
où N ∈ N , x = (x1, . . . , xN ) avec la convention xN+1 = x1 (condition au bord périodique) et γ ≥ 0
est l'intensité de couplage.
Remarque 1.3.1. Le potentiel Vγ met en défaut le Théorème 1.2.8, car il est invariant sous le
groupe de symétrie G engendré par les trois isométries :
• la permutation R : x→ (x2, . . . , xN , x1),
• la réﬂexion S : x→ (xN , . . . , x1),
• le changement de signe C : x→ −x.
Les isométries R et S engendrent le groupe diédral DN des isométries conservant les polygones
réguliers à N côtés, et comme C commute avec R et S, G est le produit direct DN × Z /2Z .
Donnons tout d'abord la motivation qui nous pousse à considérer ce potentiel dans le cas discret.
Pour γ = 0, on a un potentiel à deux puits indépendants en chaque coordonnée dont l'unique selle
est 0 et les minima sont −1 et 1. On en déduit alors que l'ensemble des points critiques de V0 est
{−1, 0, 1}N . (1.3.2)
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La matrice Hessienne de V0 étant diagonale, il est trivial de voir que l'indice d'un point x ∈
{−1, 0, 1}N est n0(x) déﬁni par
n0(x) = |{i ∈ J1, NK | xi = 0}|. (1.3.3)
On en déduit que l'ensemble E des selles (i.e. n0 = 1) de V0 est l'ensemble des points x ∈ {−1, 0, 1}N
ayant uniquement une coordonnée nulle et l'ensemble X des minima locaux (i.e. n0(x) = 0) de V0
est
X = {−1, 1}N (1.3.4)
Dans la dynamique discrète, nous considérons uniquement les transitions entre les minima voisins
(Déﬁnition 1.2.5). En faisant une étude du potentiel V0 on arrive à montrer que deux minima
locaux x et y de V0 sont voisins si et seulement ils diﬀèrent uniquement d'une coordonnée.
Pour une petite intensité de couplage 0 < γ  1, nous savons que l'indice des points critiques
ne change pas grâce au résultat suivant
Proposition 1.3.2 ([5], Proposition 2.1). Pour tout N il existe une intensité de couplage critique,
que l'on note γ∗(N), telle que pour tout 0 < γ < γ∗(N) les points critiques dépendent continument
de γ sans changer d'indice.
Comme les points critiques de Vγ sont de la forme x(γ) = x(0) + O(γ) où x(0) ∈ {−1, 0, 1}N
on en déduit que
Vγ(x(γ)) = V0(x(0)) +
γ
4
N∑
i=1
(xi+1(0)− xi(0))2 +O(γ2). (1.3.5)
En déﬁnissant le nombre d'interface I(x) d'un point x ∈ {−1, 1}N par
I(x) = |{i ∈ J1, NK | xi+1 6= xi}|, (1.3.6)
on observe qu'à l'ordre 1 en γ, en raison de l'intensité de couplage, le potentiel dépend du nombre
d'interfaces et est semblable à l'Hamiltonien 1.1.2 dans le cas ferromagnétique.
La dynamique correspond essentiellement à un modèle d'Ising avec une dynamique de type
Glauber (le cas ferromagnétique) avec les correspondances suivantes :
• les coordonnées des minima locaux correspondent aux spins,
• les minima locaux correspondent aux conﬁgurations de spins,
• Vγ correspond à l'Hamiltonien,
• V0(x(0)) correspond à −h
2
∑
x∈Λ
σ(x),
• γ
4
N∑
i=1
(xi+1(0)− xi(0))2 correspond à −J
2
∑
(x,y)∈Λ∗
σ(x)σ(y),
• deux minima locaux x et y de V0 sont voisins si et seulement ils diﬀèrent uniquement d'une
coordonnée, correspond à la dynamique de type Glauber.
Ce potentiel étant déjà très largement étudié (voir par exemple [5, 6]), nous allons le modiﬁer
en ajoutant une loi de conservation et c'est cela qui fera la particularité de cette thèse. Cette loi
est la contrainte suivante
N∑
i=1
xi = 0. (1.3.7)
Nous avons vu que, sans la loi de conservation, les transitions entre minima locaux se font en
changeant une des coordonnées en son opposé. Alors avec la loi de conservation, lorsqu'une des
coordonnées change en son opposé alors une autre coordonnée doit compenser et elle doit aussi
changer en son opposé, c'est à dire que deux coordonnées permutent leurs valeurs. Ceci est la
motivation de la loi de conservation, car on obtiendra une dynamique de type Kawasaki.
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Remarque 1.3.3. Nous pouvons représenter le processus, dans le cas où N pair, par un collier
de N sites avec N2 particules et les minima −1 et 1 correspondent respectivement à l'absence et la
présence d'une particule en un site.
Remarquons que ce raisonnement, qui nous permet de faire la relation avec une dynamique de
type Kawasaki, est heuristique. En eﬀet nous verrons dans les chapitres 2 et 3, que l'étude des
minima locaux et des selles de Vγ , ainsi que les transitions, sont plus complexes avec la loi de
conservation.
Maintenant que nous avons donné les motivations sur le potentiel Vγ avec la loi de conservation,
nous pouvons donner la structure des chapitres qui vont suivre
• Un point important que nous avons vu lors de l'étude de la dynamique, est la recherche des
minima locaux et des selles de Vγ ainsi que les minima locaux voisins. Nous commencerons
l'analyse, dans le chapitre 2, par le cas des petites dimensions où nous donnerons explici-
tement ces éléments à l'aide d'une transformée de Fourier discrète. Puis nous continuerons
l'analyse, dans le chapitre 3, avec le cas de la dimension quelconque. Nous donnerons, dans
un premier temps, une expression explicite de ces éléments dans le cas γ = 0. Puis, dans un
deuxième temps, nous donnerons un développement limité de ces éléments pour γ petit et
nous démontrerons aussi l'équivalent de la proposition 1.3.2 pour obtenir que la dynamique
reste la même pour γ petit.
• En mathématique, quand on a quelque chose de continue, il est très fréquent de le discrétiser,
car souvent les résultats du cas discret sont proches de ceux du cas continu. Nous avons
une équation diﬀérentielle stochastique à étudier, qui est continue en espace et temps, donc
dans un premier temps nous allons discrétiser en espace. C'est à dire considérer le cas d'un
processus de saut Markovien, dans le chapitre 4, et de répondre aux questions typiques
énoncées précédemment pour ce processus en utilisant la théorie des représentations des
groupes ﬁnis.
• Puis pour terminer, dans le dernier chapitre, nous étudierons l'équation diﬀérentielle stochas-
tique, et nous verrons que les résultats du processus de saut Markovien sont bien une bonne
estimation du cas continu.
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Chapitre 2
Étude de Vγ : dimension 2, 3 et 4
Dans ce chapitre, nous allons étudier le potentiel pour des petites dimensions. Nous déﬁnirons
tout d'abord la dynamique de notre système. Puis nous chercherons les points critiques ainsi que
leur indice de selle, à l'aide d'un changement de variables.
Soit N ∈ N , posons x = (x1, . . . , xN ) et γ ≥ 0. Nous voulons étudier le potentiel
Vγ(x) =
1
4
N∑
i=1
x4i −
1
2
N∑
i=1
x2i +
γ
4
N∑
i=1
(xi+1 − xi)2, (2.0.1)
sous la contrainte
N∑
i=1
xi = 0. On notera le sous-espace vectoriel associé
S =
{
x ∈ RN |
N∑
i=1
xi = 0
}
. (2.0.2)
La première chose à faire est de déﬁnir la dynamique de notre système. Nous voudrions une dy-
namique de type gradient, si nous n'avions pas la contrainte alors cette dynamique serait tout
simplement
x˙ = −∇V (x). (2.0.3)
Pour prendre en compte la contrainte, nous allons considérer une bijection h déﬁnie de D (un
espace vectoriel de dimension N − 1) dans S (cela est bien possible car S est aussi de dimension
N − 1). Cela va alors nous induire une fonction V˜ par
∀y ∈ D , V˜ (y) = V (h(y)) (2.0.4)
et on déﬁnira alors notre dynamique de type gradient par
y˙ = −∇V˜ (y) (2.0.5)
Ainsi notre dynamique de type gradient avec la contrainte est bien déﬁnie. En eﬀet
Proposition 2.0.4. Cette déﬁnition de dynamique est intrinsèque, c'est à dire que tout change-
ment de variable isométrique conduit à une dynamique équivalente.
Démonstration. Soient D1, D2 des espaces vectoriels de dimension N − 1, h2 une bijection de D2
dans S, g un changement de variable isométrique de D1 dans D2. On induit alors la fonction h1
par
h1 = h2 ◦ g
et les fonctions V˜1 et V˜2 comme dans (2.0.4). Ce qui nous donne le graphe de fonctions suivant
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D1
D2
S R
h1
h2
V˜1
V˜2
g
V = V |S
Notons par w1 = (u1, . . . , uN−1) les éléments de D1 et w2 = (v1, . . . , vN−1) les éléments de D2
(remarquons que w2 = g(w1)). Pour montrer le caractère intrinsèque, il faut démontrer que
w˙2 = w˙1
tJg (2.0.6)
où Jg est la matrice Jacobienne de la fonction g.
Remarquons que l'on a la transposée de Jg car nous voyons w˙2 et w˙1 comme des vecteurs lignes.
Si on les voyait comme des vecteurs colonnes, alors il suﬃrait d'intervertir w˙1 et Jg et d'enlever la
transposée.
On sait par déﬁnition que
w˙2 = −∇V˜2(y2) (2.0.7)
En utilisant la formule de changement de variable dans les calculs des dérivées partielles, pour
j ∈ [[1, N − 1]], on a
∂V˜2
∂vj
(y2) =
N−1∑
i=1
∂V˜1
∂ui
(y1)
∂ui
∂vj
(y2)
Comme g est un changement de variable isométrique, c'est une application linéaire. Donc pour
tout y2,
∂ui
∂vj
(y2) est constant et de plus on a l'égalité matricielle[
∂ui
∂vj
(y2)
]
= Jg−1 (2.0.8)
Et comme g est isométrique alors
Jg−1 =
tJg (2.0.9)
En utilisant les relations (2.0.7), (2.0.8) et (2.0.9), on obtient donc la relation (2.0.6) voulue.
Exemple 2.0.5. Si on considère la fonction h suivante :
h : RN−1 → S
x˜ = (x1, . . . , xN−1) 7→ (x1, . . . , xN−1,−x1 − . . .− xN−1) (2.0.10)
alors la fonction induite V˜ est :
V˜γ(x˜) =
1
4
N−1∑
i=1
x4i +
1
4
(N−1∑
i=1
xi
)4
− 1
2
N−1∑
i=1
x2i −
1
2
(N−1∑
i=1
xi
)2
+
γ
4
N−2∑
i=1
(xi+1 − xi)2 + γ
4
(
x1 +
N−1∑
i=1
xi
)2
+
γ
4
(
xN−1 +
N−1∑
i=1
xi
)2 (2.0.11)
Pour trouver les points critiques, nous allons donc introduire dans la sous-section suivante un
changement de variable (Transformée de Fourier discrète) permettant de simpliﬁer la résolution des
systèmes d'équation pour les petites dimensions. Mais nous verrons que ce changement de variables
est une isométrie de RN dans un sous-espace de CN mais ne l'est pas avec la contrainte.
Puis on donnera l'écriture de la matrice hessienne en fonction des coordonnées de Fourier pour
calculer les valeurs propres de la matrice hessienne, aﬁn de connaitre l'indice de selle de ces points
critiques.
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2.1 Transformée de Fourier Discrète
Tout d'abord déﬁnissons la transformée de Fourier discrète utilisée :
Déﬁnition 2.1.1. Posons ω = e
2ipi
N . Pour k ∈ [[0, N − 1]] posons
yk =
1√
N
N∑
j=1
ωjkxj (2.1.1)
ainsi que l'application associée
F : RN → CN
x = (x1, . . . , xN ) 7→ y = (y0, . . . , yN−1) (2.1.2)
Proposition 2.1.2. L'application F déﬁnie dans (2.1.2) est une isométrie de RN dans CN munis
des produits scalaires usuels.
Démonstration. Soient x, x′ ∈ RN . On a
〈F(x),F(x′)〉CN = 〈(y0, . . . , yN−1), (y′0, . . . , y′N−1)〉CN =
N−1∑
i=0
yiy′i
=
N−1∑
i=0
( 1√
N
N∑
j=1
ωijxj
)( 1√
N
N∑
k=1
ωikx′k
)
=
1
N
∑
j,k∈[[1,N ]]
xjx
′
k
N−1∑
i=0
ωi(j−k) =
1
N
∑
j,k∈[[1,N ]]
xjx
′
kNδj,k
=
N∑
j=1
xjx
′
j = 〈x, x′〉RN
Remarque 2.1.3. On peut déﬁnir yN par la formule (2.1.1) et voir que yN = y0. De manière
générale, on peut déﬁnir yk, pour k ∈ Z , et voir que yk = yk+N .
Remarque 2.1.4. Pour tout k ∈ [[0, N − 1]] on a yk = yN−k.
Remarque 2.1.5. y0 =
1√
N
N∑
i=1
xi donc la contrainte est équivalente à y0 = 0. De plus avec la
contrainte, on a pour k ∈ [[1, N − 1]]
yk =
1√
N
N−1∑
j=1
(ωjk − 1)xj . (2.1.3)
Du fait de cette remarque on obtient la déﬁnition qui suit
Déﬁnition 2.1.6. On notera y˜ = (y1, . . . , yN−1) et on l'appellera les coordonnées de Fourier de
x˜ ∈ S.
Remarque 2.1.7. Avec les notations utilisées dans l'introduction de ce chapitre, on a :
h : D1 = RN−1 → S
x˜ = (x1, . . . , xN−1) 7→ (x1, . . . , xN−1,−x1 − . . .− xN−1)
g = F˜ : D1 = RN−1 → D2
x˜ = (x1, . . . , xN−1) 7→ y = (y1, . . . , yN−1) (2.1.4)
où
D2 =
{
z = (z1, . . . , zN−1) ∈ CN |∀k ∈ [[1, N − 1]] , zk = zN−k
}
qui est un sous-espace vectoriel de dimension N − 1 de CN .
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Or, nous pouvons remarquer que
Proposition 2.1.8. L'application F˜ déﬁnie dans (2.1.4) n'est pas une isométrie de RN−1 dans
D2.
Démonstration. Il suﬃt de prendre x˜ = (1, 0, . . . , 0) et x˜′ = (0, 1, 0, . . . , 0) et de voir que 〈x˜, x˜′〉RN−1 =
0 et pourtant 〈F˜(x˜), F˜(x˜′)〉CN−1 = 1.
Même si nous n'avons pas une isométrie, nous pourrons tout de même utiliser ce changement
de variables pour simpliﬁer le calcul des points critiques ainsi que l'indice de selle de ces points.
Comme dans la transformée de Fourier usuelle, un objet utile de cette théorie est la transformée
inverse. Donnons donc la formule de la transformée de Fourier discrète inverse :
Proposition 2.1.9. Pour tout j ∈ [[1, N ]] on a
xj =
1√
N
N−1∑
k=1
ωjkyk (2.1.5)
Démonstration. En intégrant le terme k = 0 (car y0 = 0) et remplaçant yk par sa formule (2.1.1)
le terme de droite de (2.1.5) (Td pour simpliﬁer) s'écrit :
Td =
1√
N
N−1∑
k=0
ωjk
( 1√
N
N∑
l=1
ωlkxl
)
En inversant les deux sommes et en remplacant ω par sa valeur on obtient :
Td =
1
N
N∑
l=1
xl
N−1∑
k=0
e
2ikpi
N (l−j)
On sait que
N−1∑
k=0
e
2ikpi
N = 0 donc :
Td =
1
N
N∑
l=1
xlNδlj = xj
On a introduit cette transformation aﬁn d'étudier le potentiel V . Il nous faudrait donc une
écriture de V en fonction des coordonnées de Fourier. Si on note Vˆ = V ◦ F le potentiel V en
fonction de y alors :
Proposition 2.1.10.
Vˆ (y) =
1
4N
∑
k1,k2,k3,k4∈[[1,N−1]]
k1+k2+k3+k4≡0[N ]
yk1yk2yk3yk4 −
1
2
N−1∑
k=1
(1− γ + γ Re(ωk))|yk|2 (2.1.6)
Démonstration. On peut réécrire la formule (2.0.1) du potentiel de la façon suivante
V (x) =
1
4
N∑
i=1
x4i −
1
2
(1− γ)
N∑
i=1
x2i −
γ
2
N∑
i=1
xixi+1
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En remplaçant xi par la formule (2.1.5) dans l'écriture de V (en intégrant les termes y0) et en
développant on obtient :
V (x) =
1
4N2
N∑
j=1
∑
k1,k2,k3,k4∈[[0,N−1]]
ωj(k1+k2+k3+k4)yk1yk2yk3yk4
− 1
2N
(1− γ)
N∑
j=1
∑
k1,k2∈[[0,N−1]]
ωj(k1+k2)yk1yk2 −
γ
2N
N∑
j=1
∑
k1,k2∈[[0,N−1]]
ωjk1+(j+1)k2yk1yk2
On intervertit les sommes multiples avec les sommes sur j et comme
N∑
k=1
e
2ikpi
N = 0, on obtient
V (x) =
1
4N2
∑
k1,k2,k3,k4∈[[0,N−1]]
yk1yk2yk3yk4Nδk1+k2+k3+k4≡0[N ]
− 1
2N
(1− γ)
∑
k1,k2∈[[0,N−1]]
yk1yk2Nδk1+k2≡0[N ] −
γ
2N
∑
k1,k2∈[[0,N−1]]
yk1yk2Nω
k2δk1+k2≡0[N ]
En intégrant les symboles de Kronecker aux sommes , on a
V (x) =
1
4N
∑
k1,k2,k3,k4∈[[0,N−1]]
k1+k2+k3+k4≡0[N ]
yk1yk2yk3yk4−
1
2
(1−γ)
∑
k1,k2∈[[0,N−1]]
k1+k2≡0[N ]
yk1yk2−
γ
2
∑
k1,k2∈[[0,N−1]]
k1+k2≡0[N ]
yk1yk2ω
k2
En réécrivant les doubles sommes, on a
V (x) =
1
4N
∑
k1,k2,k3,k4∈[[0,N−1]]
k1+k2+k3+k4≡0[N ]
yk1yk2yk3yk4 −
1
2
(1− γ)
N−1∑
k=0
ykyN−k − γ
2
N−1∑
k=0
ykyN−kωk
Comme yN−k = y−k = yk, on a
V (x) =
1
4N
∑
k1,k2,k3,k4∈[[0,N−1]]
k1+k2+k3+k4≡0[N ]
yk1yk2yk3yk4 −
1
2
(1− γ)
N−1∑
k=0
ykyk − γ
2
N−1∑
k=0
ykykω
k
En regroupant les deux dernières sommes et en simpliﬁant les termes y0 (qui sont nuls), on a
V (x) =
1
4N
∑
k1,k2,k3,k4∈[[1,N−1]]
k1+k2+k3+k4≡0[N ]
yk1yk2yk3yk4 −
1
2
N−1∑
k=1
(
1− γ + γωk
)
|yk|2
Pour terminer la preuve il suﬃt de remarquer que :
N−1∑
k=1
ωk|yk|2 =
N−1∑
k=1
Re(ωk)|yk|2
Pour trouver les points critiques du potentiel, nous allons devoir résoudre le système
∂V˜
∂xi
(x˜) = 0 , i ∈ [[1, N − 1]]. (2.1.7)
L'idéal serait que cela soit équivalent à résoudre le système
∂Vˆ
∂yi
(y) = 0 , i ∈ [[1, N − 1]]. (2.1.8)
Pour ce faire, nous avons besoin d'un lemme qui va utiliser le déterminant de Vandermonde que
nous rappelons sans donner sa démonstration
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Proposition 2.1.11 (Matrice de Vandermonde (voir [20])). Soient α1, . . . , αn ∈ C n. Soit la
matrice
V =

1 α1 α
2
1 · · · αn−11
1 α2 α
2
2 · · · αn−12
1 α3 α
2
3 · · · αn−13
...
...
...
...
1 αn α
2
n · · · αn−1n
 (2.1.9)
On a alors
detV =
∏
1≤j<i≤n
(αi − αj) (2.1.10)
Lemme 2.1.12. Soit la matrice M ∈MN−1(C ) déﬁnie par
M =

ω − 1 ω2 − 1 · · · ωN−1 − 1
ω2 − 1 ω4 − 1 · · · ω2(N−1) − 1
...
...
. . .
...
ωN−1 − 1 ω2(N−1) − 1 · · · ω(N−1)(N−1) − 1
 (2.1.11)
Alors on a :
detM =
∏
0≤j<i≤N−1
(ωi − ωj) 6= 0 (2.1.12)
Démonstration. La matrice de Vandermonde (2.1.9), dans le cas particulier où ∀i ∈ [[1, N ]] , αi =
ωi, s'écrit
V =

1 ω ω2 · · · ωN−1
1 ω2 ω4 · · · ω2(N−1)
...
...
...
...
1 ωN−1 ω2(N−1) · · · ω(N−1)(N−1)
1 1 1 · · · 1

En faisant des opérations sur les lignes on voit que
detV =
∣∣∣∣∣∣∣∣∣
0
... M
0
1 1 · · · 1
∣∣∣∣∣∣∣∣∣
Avec la formule du déterminant de Vandermonde (2.1.10) on a
(−1)N+1 detM =
∏
1≤j<i≤N
(ωi − ωj)
En changeant l'indice du double produit alors
detM = (−1)N+1
∏
0≤j<i≤N−1
ω(ωi − ωj)
Et comme |{i, j ∈ [[0, N − 1]]|0 ≤ j < i ≤ N − 1}| = (N−1)N2 , d'où
detM = (−1)N+1ω (N−1)N2
∏
0≤j<i≤N−1
(ωi − ωj)
Si N est pair alors
(−1)N+1ω (N−1)N2 = −
(
ω
N
2
)N−1
= −(−1)N−1 = 1
Si N est impair alors
(−1)N+1ω (N−1)N2 = (ωN)N−12 = (1)N−12 = 1
Et comme ωi − ωj 6= 0 pour 0 ≤ j < i ≤ N − 1, on obtient le résultat voulu.
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Nous avons alors
Proposition 2.1.13. On a l'équivalence
∀i ∈ [[1, N − 1]] , ∂V˜
∂xi
(x˜) = 0 ⇔ ∀i ∈ [[1, N − 1]] , ∂Vˆ
∂yi
(y) = 0 (2.1.13)
Démonstration. Résumons toutes les fonctions que nous avons avec le graphe suivant
RN−1
D2
S R
h1
F
V˜
Vˆ
F˜
V = V |S
Nous avons donc l'égalité : V˜ = Vˆ ◦ F ◦ h1. En notant Jh1(x) ∈ MN,N−1(C ) (respectivement
JF(h1(x)) ∈ MN−1,N (C )) la matrice jacobienne de h1 en x (respectivement de F en h1(x)), par
la formule des dérivées partielles composées, on a alors l'égalité matricielle(
∂V˜
∂xi
(x)
)
i=1,...,N−1
= tJh1(x)
tJF(h1(x))
(
∂Vˆ
∂yi
(x)
)
i=1,...,N−1
Alors l'implication de droite vers la gauche est évidente. Pour l'autre implication, il suﬃt d'abord
de calculer le produit des transposées des jacobiennes tJh1(x)tJF(h1(x)) ∈MN−1(C )
tJh1(x)
tJF(h1(x)) = 1√
N
M
où la matriceM ∈MN−1(C ) est celle déﬁnie dans (2.1.11). Et comme elle est inversible, on obtient
bien l'autre implication.
Maintenant que l'équivalence est démontrée, il nous reste à donner l'expression des dérivées
partielles de Vˆ :
Proposition 2.1.14. Pour k ∈ [[1, N − 1]] on a :
∂Vˆ
∂yk
(y) =
1
N
∑
k1,k2,k3∈[[1,N−1]]
k1+k2+k3≡N−k[N ]
yk1yk2yk3 − (1− γ + γ Re(wk))yN−k (2.1.14)
Démonstration. En utilisant la formule (2.1.6) et le fait que |yk|2 = ykyN−k on a
∂Vˆ
∂yk
(y) =
1
4
∑
k1,k2,k3∈[[1,N−1]]
k1+k2+k3≡N−k[N ]
yk1yk2yk3 −
1
2
(1− γ+ γ Re(ωk))yN−k − 1
2
(1− γ+ γ Re(ωN−k))yN−k.
En remarquant que
Re(ωk) = Re(ωN−k),
on obtient le résultat voulu.
Par la suite on posera
λk = (1− γ + γ Re(ωk)). (2.1.15)
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Remarque 2.1.15. λ0 = 1 et λk = λN−k.
Nous pouvons aussi remarquer que
∂Vˆ
∂yi
(y) =
∂Vˆ
∂yN−i
(y), (2.1.16)
donc l'équivalence dans la proposition 2.1.13 peut se réduire à
∀i ∈ [[1, N − 1]] , ∂V˜
∂xi
(x˜) = 0 ⇔ ∀i ∈
s
1,
⌊
N
2
⌋{
,
∂Vˆ
∂yi
(y) = 0 (2.1.17)
où la fonction b·c désigne la partie entière.
Et pour ﬁnir, comme il nous faut calculer l'indice de selle des points critiques, il nous faut une
formule pour la matrice hessienne. L'écriture des dérivées partielles secondes de Vˆ est :
Proposition 2.1.16. Pour k, j ∈ [[1, N − 1]] on a :
∂2Vˆ
∂yk∂yj
(y) = −λkδj,N−k + 3
N
∑
k1,k2∈[[1,N−1]]
k1+k2≡N−k−j[N ]
yk1yk2 (2.1.18)
Démonstration. Grâce à la formule (2.1.14) on sait que
∂Vˆ
∂yk
(y) =
1
N
∑
k1,k2,k3∈[[1,N−1]]
k1+k2+k3≡N−k[N ]
yk1yk2yk3 − λkyN−k
Donc en faisant une dérivée partielle par rapport à yj dans cette relation, on obtient le résultat
voulu.
Maintenant, nous pouvons donner l'expression des matrices hessiennes :
Proposition 2.1.17. Notons H˜(x) (respectivement Hˆ(y)) la matrice hessienne de V˜ en x (res-
pectivement de Vˆ en y). On a la relation
H˜(x) =
1
N
MHˆ(F ◦ h1(x))M (2.1.19)
Démonstration. On a vu que
∀i ∈ [[1, N − 1]] , ∂V˜
∂xi
(x) =
N−1∑
k=1
∂Vˆ
∂yk
(F ◦ h1(x))∂(F ◦ h1)k
∂xi
(x)
où (F ◦ h1)k est la k-ième composante de F ◦ h1. En faisant maintenant une dérivée partielle par
rapport à xj et en remarquant que
∂2(F◦h1)k
∂xi∂xj
(x) = 0 on obtient
∀i, j ∈ [[1, N − 1]] , ∂
2V˜
∂xi∂xj
(x) =
∑
k,l∈[[1,N−1]]
∂2Vˆ
∂yk∂yl
(F ◦ h1(x))∂(F ◦ h1)l
∂xj
(x)
∂(F ◦ h1)k
∂xi
(x)
d'où la relation (2.1.19).
Nous allons, dans les trois sous-sections suivantes, appliquer ces diﬀérents résultats aux cas des
petites dimensions.
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2.2 Cas N = 2
2.2.1 Résultats
Avant de donner les résultats pour ce cas, nous allons introduire deux déﬁnitions qui seront
utilisées pour nos cas de petites dimensions (ainsi que pour les cas de dimension quelconque du
chapitre suivant) ainsi qu'une proposition qui nous permettra de simpliﬁer ce que l'on appellera
diagramme de bifurcation.
Proposition 2.2.1. Considérons les fonctions suivantes :
R : RN → RN
(x1, x2, . . . , xN−1, xN ) 7→ (xN , x1, x2 . . . , xN−1) (2.2.1)
S : RN → RN
(x1, x2, . . . , xN−1, xN ) 7→ (xN , xN−1, . . . , x2, x1) (2.2.2)
C : RN → RN
(x1, x2, . . . , xN−1, xN ) 7→ (−x1,−x2, . . . ,−xN−1,−xN ) (2.2.3)
Soit x ∈ RN un point critique de V sous la contrainte alors les points
Rk(x) , Rk ◦ S(x) , Rk ◦ C(x) , Rk ◦ S ◦ C(x) pour tout k ∈ [[0, N − 1]] (2.2.4)
sont aussi des points critiques de V sous la contrainte.
Démonstration. Cela se démontre facilement en remarquant que
V ◦R(x) = V (x) , V ◦ S(x) = V (x) , V ◦ C(x) = V (x) pour tout x ∈ RN
Déﬁnition 2.2.2. On appellera diagramme de bifurcation, le diagramme des points critiques en
fonction du paramètre de couplage γ qui vériﬁe
• le nombre écrit au dessus d'un chemin entre deux • est l'indice de la selle du point critique
au même niveau que le premier • pour γ compris entre les valeurs des deux projections des
• sur l'axe des γ,
• le nombre écrit au dessus d'un chemin partant d'un • et ne se terminant pas, est l'indice de
la selle du point critique au même niveau que ce • pour γ entre la projection de ce • sur la
l'axe des γ et +∞,
• deux chemins entre deux • se rejoignent en un même • si et seulement si pour γ égal à
la valeur de la projection de ce • commun sur l'axe des γ les deux points critiques sont
confondus,
• le coeﬃcient multiplicatif encadré ×α à gauche des points critiques signiﬁe qu'il y a α points
critiques déduits de celui-ci (voir la proposition 2.2.1).
Ici lorsque l'on parle de chemin entre deux •, on veut parler d'un chemin qui ne contient que deux
• pour extrémité et allant de la gauche vers la droite.
Déﬁnition 2.2.3. On appelle graphe des liaisons, le graphe avec pour ensemble de sommets les
minima locaux et pour ensemble d'arêtes E = {(i, j)} vériﬁant
(i, j) ∈ E ⇔ ∃Γ : [0, 1]→ S , ∃α ∈]0, 1[ ,

Γ(0) = i et Γ(1) = j et Γ(α) est l'unique
point selle sur ]0, 1[ et est d'indice 1 et
V ◦ Γ est croissante sur [0, α]
puis décroissante sur [α, 1]
(2.2.5)
Maintenant que ces deux déﬁnitions sont posées, nous pouvons passer à l'étude de ce cas. Nous
avons les deux propositions suivantes :
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Proposition 2.2.4. On a le diagramme de bifurcation suivant
γ
|
0
1
2
×1 (0, 0)
×2 (√λ1,−
√
λ1)
1
0
0
λ1 = 1− 2γ
Démonstration. Faite dans les sous-sections 2.2.2 et 2.2.3.
Proposition 2.2.5. Pour γ ∈ [0, 12 [ on a le graphe des liaisons suivant :
(
√
λ1,−
√
λ1) (−
√
λ1,
√
λ1)
Démonstration. Faite dans la sous-section 2.2.4.
2.2.2 Recherche des points critiques
Avec les notations de la déﬁnition 2.1.1 sur la transformée de Fourier discrète on a :
ω = −1, λ1 = 1− 2γ. (2.2.6)
En appliquant la formule (2.1.14) on a :
∂Vˆ
∂y1
(y) =
1
2
y31 − λ1y1 = y1
(1
2
y21 − λ1
)
. (2.2.7)
Donc :
∂Vˆ
∂y1
(y) = 0⇔ y1
(1
2
y21 − λ1
)
= 0⇔ y1 = 0 ou 1
2
y21 − λ1 = 0⇔ y1 = 0 ou y21 = 2λ1
⇔ y1 = 0 ou (y1 = ±
√
2λ1 et 2λ1 ≥ 0)⇔ y1 = 0 ou
(
y1 = ±
√
2λ1 et γ ≤ 1
2
)
En utilisant la formule (2.1.5) on obtient deux cas :
• y1 = 0⇔ x1 = x2 = 0
• y1 = ±
√
2λ1 ⇔ x1 = − 1√
2
y1 = ∓
√
λ1 , x2 =
1√
2
y1 = ±
√
λ1
2.2.3 Étude de l'indice des selles
Maintenant il faut étudier ces point critiques pour trouver leur indice. En utilisant la formule
(2.1.19), la matrice hessienne est
Hy =
[
3
4y
2
1 − 12λ1
]
(2.2.8)
Alors pour :
• y1 = 0 on a Hy =
[
γ − 12
]
Si γ < 12 alors c'est une selle d'indice 1.
Si γ > 12 alors c'est une selle d'indice 0.
• y1 = ±
√
2λ1 on a Hy =
[
1− 2γ]
1− 2γ > 0 car γ < 12 donc c'est une selle d'indice 0.
De plus les deux points critiques (±√λ1,∓
√
λ1) et le point critique (0, 0) sont confondus lorsque
γ = 12 .
D'où le diagramme de bifurcation.
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2.2.4 Étude des liaisons
Nous avons deux points critiques d'indice de selle 0 (qui sont (
√
λ1,−
√
λ1) et (−
√
λ1,
√
λ1)) et
un point critique d'indice de selle 1 (qui est (0, 0)). Pour montrer que (
√
λ1,−
√
λ1) et (−
√
λ1,
√
λ1)
sont reliés, il nous faut un chemin passant par ces deux points et par le point (0, 0) comme dans
la déﬁnition 2.2.3.
Nous allons considérer un chemin linéaire. Soit t ∈ [0, 1] et déﬁnissons le chemin Γ par :
Γ(t) = ((1− 2t)
√
λ1, (2t− 1)
√
λ1) (2.2.9)
Remarquons que ce chemin respecte bien la contrainte et passe bien par tous les points :
Γ(0) = (
√
λ1,−
√
λ1)
Γ
(
1
2
)
= (0, 0)
Γ(1) = (−
√
λ1,
√
λ1)
(2.2.10)
Il nous faut donc montrer que la fonction V ◦ Γ est croissante sur [0, 12 ] puis décroissante sur
[ 12 , 1]. En développant l'expression de V ◦ Γ, puis en dérivant on a
(V ◦ Γ)′(t) = 16(2t− 1)(t− 1)(1− 2γ)2 (2.2.11)
Donc on en déduit bien que la fonction V ◦ Γ est croissante sur [0, 12 ] puis décroissante sur [ 12 , 1].
D'où le graphe des liaisons.
2.3 Cas N = 3
2.3.1 Résultats
En utilisant les déﬁnitions 2.2.2 et 2.2.3, l'étude pour ce cas nous donne la proposition suivante :
Proposition 2.3.1. On a le diagramme de bifurcation suivant :
γ
|
2
30
×1 (0, 0, 0)
( 2√
3
√
λ1 cos(θ − 2pi3 ), 2√3
√
λ1 cos(θ +
2pi
3
), 2√
3
√
λ1 cos(θ))
2
0
0
λ1 = 1− 32γ
θ ∈ [0, 2pi[
Ici on remarque qu'on a une famille de minima locaux, ce qui fait que l'on est dans un cas
dégénéré (dans le sens où l'une des valeurs de la matrice hessienne de cette famille est 0). Nous
ferons donc l'étude des points critiques ainsi que leur indice de selle mais nous n'irons pas plus loin
pour ce cas.
Démonstration. Faite dans les sous-sections 2.3.2 et 2.3.3.
2.3.2 Recherche des points critiques
Avec les notations de la déﬁnition 2.1.1 sur la transformée de Fourier discrète on a :
ω = e
2ipi
3 , λ1 = λ2 = 1− 3
2
γ , y2 = y1 (2.3.1)
Nous savons par (2.1.17) qu'il est nécessaire et suﬃsant d'avoir ∂Vˆ∂y1 (y) = 0 pour trouver les
points critiques. En appliquant la formule (2.1.14) on a :
∂Vˆ
∂y1
(y) =
1
3
(3y1y
2
2)− λ1y2 = y1y12 − λ1y1 = y1(y1y1 − λ1) = y1(|y1|2 − λ1) (2.3.2)
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Pour résoudre l'équation ∂Vˆ∂y1 (y) = 0, passons en coordonnées polaires, alors :
∂Vˆ
∂y1
(y) = 0⇔ r(r2 − λ1) = 0 avec y1 = r eiθ . (2.3.3)
En utilisant la formule (2.1.5) on obtient deux cas :
•r = 0⇔ y1 = y2 = 0⇔ x1 = x2 = x3 = 0
•r2 = λ1 ⇔ r =
√
λ1 et λ1 > 0⇔ y1 =
√
λ1 e
iθ et y2 =
√
λ1 e
−iθ et γ <
2
3
⇔ (x1, x2, x3) =
( 2√
3
√
λ1 cos
(
θ − 2pi
3
)
,
2√
3
√
λ1 cos
(
θ +
2pi
3
)
,
2√
3
√
λ1 cos(θ)
)
et γ <
2
3
2.3.3 Étude des indices de selle
Maintenant il faut étudier ces point critiques pour savoir quel indice de selle ils ont. En utilisant
la formule (2.1.19), la matrice hessienne est :
H(y1,y2) =
[−ωy22 + 4y1y2 − 2λ1 − ω2y21 y21 + 2y1y2 + y22 − λ1
y21 + 2y1y2 + y
2
2 − λ1 −ω2y22 + 4y1y2 − 2λ1 − ωy21
]
(2.3.4)
Alors pour :
• y1 = y2 = 0 on a
H(y1,y2) =
[−2λ1 −λ1
−λ1 −2λ1
]
(2.3.5)
En calculant le polynôme caractéristique de H puis en résolvant l'équation du second degré
on trouve que les racines sont
X± = 2λ1 − |λ1| (2.3.6)
Si γ < 23 alors X± < 0 c'est donc une selle d'indice 2.
Si γ > 23 alors X± > 0 c'est donc une selle d'indice 0.
• y1 = ±
√
λ1 e
iθ et y2 = ±
√
λ1 e
−iθ on a
H(y1,y2) = λ1
[
2 + cos(2θ) +
√
3 sin(2θ) 1 + 2 cos(2θ)
(1 + 2 cos(2θ) 2 + cos(2θ)−√3 sin(2θ)
]
(2.3.7)
En calculant le polynôme caractéristique de H puis en résolvant l'équation du second degré
on trouve que les racines sont
0 et λ1(4 + 2 cos(2θ)) (2.3.8)
Donc une des racines est nulle et l'autre est strictement positive.
De plus la famille de points critiques et le point critique (0, 0, 0) sont confondus lorsque γ = 23 .
D'où le diagramme de bifurcation.
2.3.4 Conclusion
Nous avons une inﬁnité de points critiques d'indice 0 (qui décrivent un cercle) donc nous n'irons
pas plus loin dans ce cas.
Remarque 2.3.2. On verra plus tard que si N est un multiple de 3 alors on sera dans un cas
similaire.
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2.4 Cas N = 4
2.4.1 Résultats
En utilisant les déﬁnitions 2.2.2 et 2.2.3, l'étude pour ce cas nous donne les deux propositions
suivantes :
Proposition 2.4.1. Posons :
a =
√
2− 5γ , b =
√
2 + 2γ , c =
√
2− γ , λ1 = 1− γ , λ2 = 1− 2γ
Alors on a le diagramme de bifurcation suivant :
γ0
|
2
5
|
1
2
|
1
×1 (0, 0, 0, 0)
×8
√
2
7
(∓ 1
2
b,−a± 1
2
b,∓ 1
2
b, a± 1
2
b)
×8
√
2
4
(a∓ c,−a± c,−a∓ c, a± c)
×2 (√λ2,−
√
λ2,
√
λ2,−
√
λ2)
×4 (√λ1, 0−
√
λ1, 0)
×4 (√λ1,
√
λ1,−
√
λ1,−
√
λ1)
3 2 0
2
1
0
2
1
0
Démonstration. Faite dans les sous-sections 2.4.2 et 2.4.3.
Proposition 2.4.2. Pour γ ∈ [0, 14 (3−
√
2)] le graphe des liaisons est donné par :
(
√
λ1,−
√
λ1,−
√
λ1,
√
λ1)
(
√
λ1,
√
λ1,−
√
λ1,−
√
λ1)
(−√λ1,
√
λ1,
√
λ1,−
√
λ1)
(−√λ1,−
√
λ1,
√
λ1,
√
λ1)
(
√
λ2,−
√
λ2,
√
λ2,−
√
λ2)
(−√λ2,
√
λ2,−
√
λ2,
√
λ2)
Nous remarquons qu'au lieu de donner le graphe des liaisons dans le cas γ ∈ [0, 25 [, nous avons
pris 14 (3 −
√
2). C'est un point purement technique, qui apparaitra dans la démonstration, pour
nous simpliﬁer la tâche car nous voudrions prendre le même type de chemin que dans la sous-
section 2.2.4 (du cas N = 2), c'est à dire des chemins linéaires. Dans le cas γ ∈] 14 (3 −
√
2), 25 [, il
faudrait prendre des chemins non linéaires pour démontrer que le graphe des liaisons est toujours
le même, mais non ne traiterons pas ce cas.
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Démonstration. Faite dans la sous-section 2.4.4.
2.4.2 Recherche des points critiques
Avec les notations de la déﬁnition 2.1.1 sur la transformée de Fourier discrète on a :
ω = i , λ1 = λ3 = 1− γ , λ2 = 1− 2γ , y3 = y1 , y2 = y2 ∈ R (2.4.1)
Nous savons par (2.1.17) qu'il est nécessaire et suﬃsant d'avoir ∂Vˆ∂y1 (y) =
∂Vˆ
∂y2
(y) = 0 pour
trouver les points critiques. En appliquant la formule (2.1.14), on va chercher à résoudre le système :
∂Vˆ
∂y1
(y) =
1
4
(3y1y
2
3 + 3y
2
2y3 + y
3
1)− λ1y3 = 0
∂Vˆ
∂y2
(y) =
1
4
(6y1y2y3 + y
3
2)− λ2y2 = 0
(2.4.2)
Pour faire cela, passons en coordonnées polaires en y1. Posons y1 = r eiθ , alors on a :
{
r(r2 e3iθ +3r2 e−iθ +3 e−iθ y22 − 4λ1 e−iθ) = 0 (2.4.3)
y2(6r
2 + y22 − 4λ2) = 0 (2.4.4)
Alors :
• si r = 0 alors l'équation (2.4.3) est toujours satisfaite et l'équation (2.4.4) se réduit à y2(y22 −
4λ2) = 0 d'où :
• si y2 = 0 alors y1 = y2 = y3 = 0 d'où
x1 = x2 = x3 = x4 = 0. (2.4.5)
• si y22 − 4λ2 = 0 alors y2 = ±2
√
λ2 avec λ2 > 0⇔ γ < 12 et y1 = y3 = 0 donc :
x1 = −1
2
y2 = ∓
√
λ2 , x2 =
1
2
y2 = ±
√
λ2 ,
x3 = −1
2
y2 = ∓
√
λ2 , x4 =
1
2
y2 = ±
√
λ2 .
(2.4.6)
• si r 6= 0 alors, en faisant des opérations élémentaires pour laisser seul r2 d'un côté de l'égalité,
l'équation (2.4.3) est équivalente à :
r2 =
12λ1 + 4λ1 e
−4iθ −9y22 − 3 e−4iθ y22
10 + 6 cos(4θ)
(2.4.7)
Or r ∈ R ∗+ donc
Im(r2) = 0⇔ 4λ1 sin(−4θ)− 3 sin(−4θ)y22 = 0⇔ sin(4θ)(4λ1 − 3y22) = 0 (2.4.8)
• Si y22 = 43λ1 alors l'équation (2.4.7) est équivalente à :
r2 = 0 (2.4.9)
C'est absurde car r 6= 0 donc ce cas n'est pas possible.
• Si sin(4θ) = 0 alors θ = k4pi avec k ∈ [[0, 7]]. On a cos(4θ) = ±1 suivant la parité de k, d'où :• Si k est pair alors cos(4θ) = 1 et l'équation (2.4.7) est équivalente à :
r2 =
16λ1 − 12y22
16
=
4λ1 − 3y22
4
(2.4.10)
L'équation (2.4.4) est alors équivalente à :
y2(6λ1 − 4λ2 − 7
2
y22) = 0 (2.4.11)
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• Si y2 = 0 l'équation (2.4.10) est équivalente à
r =
√
λ1 et γ < 1 (2.4.12)
• Si y22 = 27 (6λ1 − 4λ2) comme 6λ1 − 4λ2 = 2 + 2γ > 0, en remplaçant l'expression de
y22 , l'équation (2.4.10) est équivalente à :
r2 =
2
7
(3λ2 − λ1) (2.4.13)
Or 3λ2 − λ1 = 2− 5γ > 0⇔ γ < 25 donc c'est équivalent à
r =
√
2
7
(3λ2 − λ1) et γ < 2
5
(2.4.14)
• Si k est impair alors cos(4θ) = −1 et l'équation (2.4.7) est équivalente à :
r2 =
4λ1 − 3y22
2
(2.4.15)
L'équation (2.4.4) est alors équivalente à :
y2(12λ1 − 8y22 − 4λ2) = 0 (2.4.16)
• Si y2 = 0 l'équation (2.4.15) est équivalente à
r =
√
2λ1 et γ < 1 (2.4.17)
• Si y22 = 12 (3λ1 − λ2) alors on doit avoir 3λ1 − λ2 = 2 − γ > 0 ⇔ γ < 2. On remplace
l'expression de y22 alors l'équation (2.4.15) est équivalente à :
r2 =
1
4
(3λ2 − λ1) (2.4.18)
Or 3λ2 − λ1 = 2− 5γ > 0⇔ γ < 25 donc c'est équivalent à
r =
√
1
4
(3λ2 − λ1) et γ < 2
5
(2.4.19)
Maintenant que nous savons pour quelles valeurs de γ nous avons des solutions dans le cas où
r 6= 0, donnons l'expression de ces solutions suivant les valeurs de θ et y2.
Posons
a =
√
3λ2 − λ1 =
√
2− 5γ
b =
√
6λ1 − 4λ2 =
√
2 + 2γ
c =
√
3λ1 − λ2 =
√
2− γ
(2.4.20)
Comme y1 = r eiθ, y3 = y1 et avec la proposition 2.1.9 on a :
• pour γ < 1, en utilisant les formules (2.4.12) et (2.4.17), on obtient le tableau suivant :
y1 y3 (x1, x2, x3, x4)
θ = 0, y2 = 0
√
λ1
√
λ1 (0,−
√
λ1, 0,
√
λ1)
θ = pi4 , y2 = 0 e
ipi4
√
2λ1 e
−ipi4
√
2λ1 (
√
λ1,−
√
λ1,−
√
λ1,
√
λ1)
θ = pi2 , y2 = 0 i
√
λ1 −i
√
λ1 (
√
λ1, 0,−
√
λ1, 0)
θ = 3pi4 , y2 = 0 e
i 3pi4
√
2λ1 e
−i 3pi4
√
2λ1 (
√
λ1,
√
λ1,−
√
λ1,−
√
λ1)
θ = pi, y2 = 0 −
√
λ1 −
√
λ1 (0,
√
λ1, 0,−
√
λ1)
θ = 5pi4 , y2 = 0 e
i 5pi4
√
2λ1 e
−i 5pi4
√
2λ1 (−
√
λ1,
√
λ1,
√
λ1,−
√
λ1)
θ = 3pi2 , y2 = 0 −i
√
λ1 i
√
λ1 (−
√
λ1, 0,
√
λ1, 0)
θ = 7pi4 , y2 = 0 e
i 7pi4
√
2λ1 e
−i 7pi4
√
2λ1 (−
√
λ1,−
√
λ1,
√
λ1,
√
λ1)
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• pour γ < 25 , en utilisant les formules (2.4.14) et (2.4.19), on obtient le tableau suivant :
y1 y3 (x1, x2, x3, x4)
θ = 0, y2 = ±
√
2
7b
√
2
7a
√
2
7a
√
2
7 (∓ 12b,−a± 12b,∓ 12b, a± 12b)
θ = pi4 , y2 = ±
√
1
2c
1
2 e
ipi4 a 12 e
−ipi4 a
√
2
4 (a∓ c,−a± c,−a∓ c, a± c)
θ = pi2 , y2 = ±
√
2
7b i
√
2
7a −i
√
2
7a
√
2
7 (a∓ 12b,± 12b,−a∓ 12b,± 12b)
θ = 3pi4 , y2 = ±
√
1
2c
1
2 e
i 3pi4 a 12 e
−i 3pi4 a
√
2
4 (a∓ c, a± c,−a∓ c,−a± c)
θ = pi, y2 = ±
√
2
7b −
√
2
7a −
√
2
7a
√
2
7 (∓ 12b, a± 12b,∓ 12b,−a± 12b)
θ = 5pi4 , y2 = ±
√
1
2c
1
2 e
i 5pi4 a 12 e
−i 5pi4 a
√
2
4 (−a∓ c, a± c, a∓ c,−a± c)
θ = 3pi2 , y2 = ±
√
2
7b −i
√
2
7a i
√
2
7a
√
2
7 (−a∓ 12b,± 12b, a∓ 12b,± 12b)
θ = 7pi4 , y2 = ±
√
1
2c
1
2 e
i 7pi4 a 12 e
−i 7pi4 a
√
2
4 (−a∓ c,−a± c, a∓ c, a± c)
2.4.3 Étude des indices de selle
Maintenant il faut étudier ces point critiques pour déterminer leur indice. En utilisant la formule
(2.1.19), les coeﬃcients de la matrice hessienne H sont :
H(1, 1) = −λ1 − λ2 + 3|y1|2 + 3
2
y22 + 3y2 Re((1 + i)y1)
H(2, 2) =
3
2
(y21 + y
2
2 + y
2
3) + 3|y1|2 − 2λ1
H(3, 3) = −λ1 − λ2 + 3|y1|2 + 3
2
y22 + 3y2 Re((1− i)y1)
H(1, 2) = H(2, 1) = H(2, 3) = H(3, 2) = −λ1 + 3
4
(y21 + y
2
2 + y
2
3) + 3 Re(y1)y2 +
3
2
|y1|2
H(1, 3) = H(3, 1) = −λ2 + 3
4
(y21 + y
2
2 + y
2
3) + 3 Re(y1)y2 +
3
2
|y1|2
(2.4.21)
Alors pour :
• y1 = y2 = y3 = 0 on a
H(y1,y2,y3) =
−2 + 3γ −1 + γ −1 + 2γ−1 + γ −2 + 2γ −1 + γ
−1 + 2γ −1 + γ −2 + 3γ
 (2.4.22)
En calculant le polynôme caractéristique, puis en résolvant l'équation de degré 3, on obtient
que les valeurs propres de la matrice hessienne sont
X1 =γ − 1
X2 =
1
2
(7γ − 5 +
√
17γ2 − 22γ + 9)
X3 =
1
2
(7γ − 5−
√
17γ2 − 22γ + 9)
(2.4.23)
En étudiant le signe des valeurs propres, on obtient que pour
• γ ∈ [0, 12 [, l'indice de selle est 3,• γ ∈] 12 , 1[, l'indice de selle est 2,• γ ∈]1,+∞[, l'indice de selle est 0.
• y1 = y3 = 0 et y2 = ±2
√
λ2 on a
H(y1,y2,y3) =
4− 9γ 2− 5γ 2− 4γ2− 5γ 4− 10γ 2− 5γ
2− 4γ 2− 5γ 4− 9γ
 (2.4.24)
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En calculant le polynôme caractéristique, puis en résolvant l'équation de degré 3, on obtient
que les valeurs propres de la matrice hessienne sont
X1 =2− 5γ
X2 =
1
2
(10− 23γ −
√
209γ2 − 172γ + 36)
X3 =
1
2
(10− 23γ +
√
209γ2 − 172γ + 36)
(2.4.25)
En étudiant le signe des valeurs propres, on obtient que pour
• γ ∈ [0, 25 [, l'indice de selle est 0,• γ ∈] 25 , 12 [, l'indice de selle est 2.
• y1 = ±
√
λ1, y3 = ±
√
λ1 et y2 = 0 on a
H(y1,y2,y3) =
 1 2− 2γ 2− γ2− 2γ 4− 4γ 2− 2γ
2− γ 2− 2γ 1
 (2.4.26)
En calculant le polynôme caractéristique, puis en résolvant l'équation de degré 3, on obtient
que les valeurs propres de la matrice hessienne sont
X1 =γ − 1
X2 =
1
2
(7− 5γ +
√
41γ2 − 70γ + 33)
X3 =
1
2
(7− 5γ −
√
41γ2 − 70γ + 33)
(2.4.27)
En étudiant le signe des valeurs propres, on obtient que pour γ ∈ [0, 1[, l'indice de selle est 1.
• y1 = ±i
√
λ1, y3 = ∓i
√
λ1 et y2 = 0 on a
H(y1,y2,y3) =
 1 −1 + γ −1 + 2γ−1 + γ −2 + 2γ −1 + γ
−1 + 2γ −1 + γ 1
 (2.4.28)
En calculant le polynôme caractéristique, puis en résolvant l'équation de degré 3, on obtient
que les valeurs propres de la matrice hessienne sont
X1 =2(1− γ)
X2 =2γ − 1−
√
2γ2 − 4γ + 3
X3 =2γ − 1 +
√
2γ2 − 4γ + 3
(2.4.29)
En étudiant le signe des valeurs propres, on obtient que pour γ ∈ [0, 1[, l'indice de selle est 1.
• y1 = eiθ
√
2λ1, y3 = e−iθ
√
2λ1, θ ∈ {pi4 , 3pi4 , 5pi4 , 7pi4 } et y2 = 0 on a
H(y1,y2,y3) =
4− 3γ 2− 2γ 2− γ2− 2γ 4− 4γ 2− 2γ
2− γ 2− 2γ 4− 3γ
 (2.4.30)
En calculant le polynôme caractéristique, puis en résolvant l'équation de degré 3, on obtient
que les valeurs propres de la matrice hessienne sont
X1 =2(1− γ)
X2 =5− 4γ +
√
8γ2 − 16γ + 9
X3 =5− 4γ −
√
8γ2 − 16γ + 9
(2.4.31)
En étudiant le signe des valeurs propres, on obtient que pour γ ∈ [0, 1[, l'indice de selle est 0.
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• (y1, y2, y3) = (eiθ
√
2
7a,±
√
2
7b, e
−iθ
√
2
7a), avec θ ∈ {0, pi} on a
H(y1,y2,y3) =
 47 − 37γ + 649K 87 − 207 γ + 649K 87 − 137 γ + 649K8
7 − 207 γ + 649K 167 − 407 γ 87 − 207 γ + 649K
8
7 − 137 γ + 649K 87 − 207 γ + 649K 47 − 37γ + 649K
 (2.4.32)
où K = ± eiθ√(7 + 7γ)(28− 70γ) avec le ± en accord avec la valeur de y2.
En calculant le polynôme caractéristique, puis en résolvant l'équation de degré 3, on obtient
que les valeurs propres de la matrice hessienne sont
X1 =
1
7
(10γ − 4)
X2 =− 4γ + 2 + 6
49
K +
2
7
√
−34γ2 − 334γ − 12γK + 141 + 6K
X3 =− 4γ + 2 + 6
49
K − 2
7
√
−34γ2 − 334γ − 12γK + 141 + 6K
(2.4.33)
En étudiant le signe des valeurs propres, on obtient que pour γ ∈ [0, 25 [, l'indice de selle est
2.
• (y1, y2, y3) = (eiθ
√
2
7a,±
√
2
7b, e
−iθ
√
2
7a), avec θ ∈ {pi2 , 3pi2 } on a
H(y1,y2,y3) =
 47 − 37γ − 649K − 47 + 107 γ − 47 + 177 γ− 47 + 107 γ − 87 + 207 γ − 47 + 107 γ− 47 + 177 γ − 47 + 107 γ 47 − 37γ + 649K
 (2.4.34)
où K = ± eiθ−pi2 √(7 + 7γ)(28− 70γ) avec le ± en accord avec la valeur de y2.
En calculant le polynôme caractéristique, puis en résolvant l'équation de degré 3, on obtient
que les valeurs propres de la matrice hessienne sont
X1 =
4
21
Re(L
1
3 ) +
2
3
γ
X2 =− 2
21
(Re(L
1
3 )− Im(L 13 )) + 2
3
γ
X3 =− 2
21
(Re(L
1
3 ) + Im(L
1
3 )) +
2
3
γ
(2.4.35)
où
L =− 4158γ + 11683γ3 − 3591γ2 + 1512 + 3i
(
393984 + 18107820γ2
− 4240512γ + 33308355γ4 − 37392204γ3 − 13831500γ6 + 198300γ5
) 1
2
(2.4.36)
En étudiant le signe des valeurs propres, on obtient que pour γ ∈ [0, 25 [, l'indice de selle est
2.
• (y1, y2, y3) = (12 eiθ a,±
√
1
2c,
1
2 e
−iθ a), avec θ ∈ {pi4 , 3pi4 , 5pi4 , 7pi4 } on a
H(y1,y2,y3) =
− 32γ + 1 + 34K2δ1 − 54γ + 12 + 38K2 − 14γ + 12 + 38K2− 54γ + 12 + 38K2 − 52γ + 1 − 54γ + 12 + 38K2− 14γ + 12 + 38K2 − 54γ + 12 + 38K2 − 32γ + 1 + 34K2δ2
 (2.4.37)
où
K2 =± (δθ,pi4 + δθ, 7pi4 − δθ, 3pi4 − δθ, 5pi4 )
√
(8− 4γ)(2− 5γ)
δ1 =δθ, 3pi4 + δθ,
7pi
4
δ2 =δθ,pi4 + δθ, 5pi4
(2.4.38)
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avec le ± en accord avec la valeur de y2.
En calculant le polynôme caractéristique puis en résolvant l'équation de degré 3, on obtient
les valeurs propres de la matrice hessienne, dont on ne donnera pas l'expression vu l'écriture
complexe qu'elles possèdent. Puis en étudiant le signe des valeurs propres, on obtient que
pour γ ∈ [0, 25 [, l'indice de selle est 1.
2.4.4 Étude des liaisons
Pour démontrer que le graphe des liaisons est bien celui que nous prétendons, il suﬃt de
démontrer que nous avons les deux types de liens suivants :
• de (√λ1,
√
λ1,−
√
λ1,−
√
λ1) vers (−
√
λ1,
√
λ1,
√
λ1,−
√
λ1) passant par (0,
√
λ1, 0,−
√
λ1),
• de (√λ1,
√
λ1,−
√
λ1,−
√
λ1) vers (
√
λ2,−
√
λ2,
√
λ2,−
√
λ2) passant par√
2
4 (a+ c, a− c,−a+ c,−a− c),
les autres s'en déduisent du fait des symétrie du potentiel V (celles énoncées dans la démonstration
de la proposition 2.2.1).
Commençons par le premier lien. Soit t ∈ [0, 1] et considérons le chemin linéaire Γ1 déﬁni par :
Γ1(t) = ((1− 2t)
√
λ1,
√
λ1, (2t− 1)
√
λ1,−
√
λ1) (2.4.39)
Remarquons que ce chemin respecte bien la contrainte et passe bien par tous les points :
Γ1(0) = (
√
λ1,
√
λ1,−
√
λ1,−
√
λ1)
Γ1
(
1
2
)
= (0,
√
λ1, 0,−
√
λ1)
Γ1(1) = (−
√
λ1,
√
λ1,
√
λ1,−
√
λ1)
(2.4.40)
Il nous faut donc montrer que la fonction V ◦ Γ1 est croissante sur [0, 12 ] puis décroissante sur
[ 12 , 1]. En développant l'expression de V ◦ Γ1, puis en dérivant on a
(V ◦ Γ1)′(t) = 16t(2t− 1)(t− 1)(γ − 1)2 (2.4.41)
Donc on en déduit bien que la fonction V ◦ Γ1 est croissante sur [0, 12 ] puis décroissante sur [ 12 , 1]
pour tout γ ∈ [0, 25 [ (et pas que γ ∈ [0, 14 (3 −
√
2)]), alors le graphe des liaisons possède bien le
premier type de lien.
Maintenant pour le deuxième type de lien, nous allons découper le chemin en deux, que nous
noterons Γ2 et Γ3, le premier pour aller de (
√
λ1,
√
λ1,−
√
λ1,−
√
λ1) à
√
2
4 (a+c, a−c,−a+c,−a−c)
et le deuxième pour aller de (
√
λ2,−
√
λ2,
√
λ2,−
√
λ2) à
√
2
4 (a+ c, a− c,−a+ c,−a− c). En faisant
cela il nous faudra démontrer que V ◦Γ2 et V ◦Γ3 sont des fonctions croissantes puis pour conclure
il suﬃra de poser
Γ4(t) =
{
Γ2(2t) si t ∈ [0, 12 ]
Γ3(2− 2t) si t ∈] 12 , 1]
(2.4.42)
alors le chemin Γ4 vériﬁera les conditions de la déﬁnition 2.2.3 ce qui montrera le deuxième type
de lien.
Commençons par Γ3. Soit t ∈ [0, 1], on déﬁnit le chemin linéaire Γ3 par :
Γ3(t) =
(
(1− t)
√
λ2 + t
√
2
4
(a+ c),−(1− t)
√
λ2 + t
√
2
4
(a− c)
, (1− t)
√
λ2 + t
√
2
4
(−a+ c),−(1− t)
√
λ2 + t
√
2
4
(−a− c)
) (2.4.43)
On veut montrer que la fonction V ◦ Γ3 est croissante, en développant l'expression de V ◦ Γ3,
puis en dérivant on a
(V ◦ Γ3)′(t) = f1(γ)t(t− 1)(t− g1(γ)) (2.4.44)
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où les fonctions f1 et g1 sont déﬁnies par
f1(γ) =
111
2
γ2 − 64γ + 18− 8(1− 2γ) 32
√
4− 2γ
g1(γ) =
93γ2 − 94γ + 24− 8(1− 2γ) 32√4− 2γ
111γ2 − 128γ + 36− 16(1− 2γ) 32√4− 2γ
(2.4.45)
En étudiant ces deux fonctions on obtient que
∀γ ∈ [0, 2
5
[ , f1(γ) > 0
∀γ ∈ [0, 2
5
[ , g1(γ) ≥ 2
(2.4.46)
Ainsi la fonction V ◦Γ3 est croissante sur [0, 1] pour tout γ ∈ [0, 25 [ (et pas que γ ∈ [0, 14 (3−
√
2)]).
Enﬁn, il faut regarder Γ2. Soit t ∈ [0, 1], on déﬁnit le chemin linéaire Γ2 par :
Γ2(t) =
(
(1− t)
√
λ1 + t
√
2
4
(a+ c), (1− t)
√
λ1 + t
√
2
4
(a− c)
, −(1− t)
√
λ1 + t
√
2
4
(−a+ c),−(1− t)
√
λ1 + t
√
2
4
(−a− c)
) (2.4.47)
On veut montrer que la fonction V ◦ Γ2 est croissante, en développant l'expression de V ◦ Γ2,
puis en dérivant on a
(V ◦ Γ2)′(t) = f2(γ)t(t− 1)(t− g2(γ)) (2.4.48)
où les fonctions f2 et g2 sont déﬁnies par
f2(γ) =
51
2
γ2 − 44γ + 18− 8(1− γ) 32
√
4− 10γ
g2(γ) =
27γ2 − 50γ + 24− 8(1− γ) 32√4− 10γ
51γ2 − 88γ + 36− 16(1− γ) 32√4− 10γ
(2.4.49)
En étudiant ces deux fonctions on obtient que
∀γ ∈ [0, 2
5
[ , f2(γ) ≥ 2,
∀γ ∈ [0, 1
4
(3−
√
2)] , g2(γ) ≥ 1.
(2.4.50)
C'est ici qu'apparait le point technique de 14 (3−
√
2) car
∀γ ∈ [ 1
4
(3−
√
2),
2
5
] ,
13
14
≤ g2(γ) ≤ 1, (2.4.51)
et dans ce cas, la fonction V ◦Γ2 ne serait pas tout le temps croissante. Donc on peut conclure que
la fonction V ◦ Γ2 est croissante sur [0, 1] pour tout γ ∈ [0, 14 (3−
√
2)], alors le graphe des liaisons
possède bien le deuxième type de lien et cela termine la démonstration.
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Chapitre 3
Étude de Vγ : dimension quelconque
Nous avons mené à bien dans le chapitre 2 précédent, l'étude des points critiques et des liaisons,
dans le cas où N ∈ {2, 3, 4}. Or, on peut s'apercevoir qu'avec la méthode énoncée (transformée
de Fourier discrète), qu'à partir de N = 5 les calculs sont diﬃciles à résoudre. Nous allons donc
dans ce chapitre, donner dans une première section une méthode générale pour trouver les minima
locaux et les selles d'indice 1 pour γ suﬃsamment petit, puis dans une deuxième section décrire les
liaisons qu'il y a entre ces points critiques. Puis nous terminerons par une illustration non triviale
de cette méthode en l'appliquant au cas où N = 8 (même si on s'apercevra que le graphe est
diﬃcilement réalisable avec les éléments que nous avons introduit jusqu'à présent).
3.1 Recherche des selles d'indice 0 et 1
3.1.1 Cas γ = 0
Avant de commencer l'étude générale des points critiques du potentiel Vγ (déﬁni dans (2.0.1))
sous la contrainte, pour γ quelconque, nous allons nous intéresser au cas où γ = 0.
Pour faire cette étude, nous allons rappeler quelques notions sur les fonctions déﬁnies sur des
sous-variétés de R n très connues en géométrie diﬀérentielle (voir [32]).
Déﬁnition 3.1.1. Soient E,F des espaces vectoriels de dimension ﬁnie et U un ouvert de E. Soit
f : U → F une application de classe Ck. Un point x ∈ U est appelé un point critique de f si son
rang satisfait
rg daf < dimF (3.1.1)
Déﬁnition 3.1.2. Soient E,F des espaces vectoriels de dimensions ﬁnies et U un ouvert de E.
Une application f : U → F , de classe Ck est appelée une submersion si la diﬀérentielle daf est
surjective en tout point de U , autrement dit
∀a ∈ U , rg daf = dimF (3.1.2)
Proposition 3.1.3. Soit U un ouvert de E = R n et g = (g1, . . . , gr) : U → R r une submersion.
On considère la sous-variété M ⊂ U déﬁnie par les équations g1 = . . . = gr = 0.
Soit f : U → R une application de classe Ck et f M la restriction de f à la sous-variété M .
Un point x de M est un point critique de f M si et seulement s'il existe (λ1, . . . , λr) ∈ R r tel que
x soit un point critique pour la fonction
f −
r∑
i=1
λigi (3.1.3)
Donc, avec ces notations, dans notre cas si on considère la fonction g déﬁnie par
g : RN → R
(x1, . . . , xN ) 7→
∑N
i=1 xi
(3.1.4)
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la sous-variété M est en fait S (voir (2.0.2)), et si on prend f = V0 alors grâce à la proposition
3.1.3 précédente on a
x ∈ S est un point critique de V0 S ⇔ ∃λ ∈ R , x ∈ S est un point critique de V0 − λg. (3.1.5)
En remarquant que
∇g(x) = 1N , (3.1.6)
et en utilisant la déﬁnition 3.1.1 d'un point critique on peut réécrire la relation (3.1.5) de la façon
suivante
x ∈ S est un point critique de V0 S ⇔
{
x ∈ S
∃λ ∈ R , ∇V0(x) = λ1N
(3.1.7)
En calculant ∇V0(x) on peut réécrire la relation (3.1.7) de la façon suivante
x ∈ S est un point critique de V0 S ⇔
{∑N
i=1 xi = 0
∃λ ∈ R , ∀i ∈ [[1, N ]] , x3i − xi = λ
(3.1.8)
Donc chaque composante xi, indépendamment les unes des autres, est une solution d'une équa-
tion de degré 3. Avant d'étudier (3.1.8) suivant les valeurs de λ ∈ R , rappelons la méthode de
Cardan pour la résolution d'équation de degré 3
Proposition 3.1.4. Considérons l'équation suivante : z3 + pz + q = 0 avec p, q ∈ R . On pose
∆ = −(4p3 − 27q2) le discriminant. Alors :
1. si ∆ < 0 alors il y a une racine réelle et deux racines complexes,
2. si ∆ = 0 alors :
(a) si p = q = 0 alors 0 est solution triple
(b) sinon il y a deux racines réelles (une simple et une double)
3. si ∆ > 0 alors il y a trois racines réelles
zk = 2
√−p
3
cos
(
1
3
arccos
(−q
2
√
27
−p3
)
+
2kpi
3
)
pour k ∈ [[0, 2]]. (3.1.9)
De plus
z0 + z1 + z2 = 0. (3.1.10)
Passons à l'étude de (3.1.8). Suivant les valeurs de λ ∈ R , on a trois cas possibles :
1. si λ 6∈ [− 2
3
√
3
, 2
3
√
3
] alors les composantes xi n'ont qu'une solution réelle possible (non nulle),
or
∑N
i=1 xi = 0 donc c'est impossible.
2. si λ = ± 2
3
√
3
alors xi = ∓ 1√3 ou xi = ± 2√3 , or
∑N
i=1 xi = 0 donc le seul cas possible est
quand N est un multiple de 3. On posera
a0 = 0 , a1 = card
(
{xi = ∓ 2√
3
|i ∈ [[1, N ]]}
)
,
a2 = card
(
{xi = ± 1√
3
|i ∈ [[1, N ]]}
)
.
(3.1.11)
3. si λ ∈]− 2
3
√
3
, 2
3
√
3
[ le discriminant de l'équation de degré 3 de chaque composante xi vaut
∆ = −(λ2 + 4
27
13) = −(λ− 2
3
√
3
)(λ+
2
3
√
3
) > 0. (3.1.12)
D'après le résultat de la proposition 3.1.4 il y a trois solutions réelles. Notons les solutions
S = {α0, α1, α2} de manière que si on pose
ak = card({xi = αk|i ∈ [[1, N ]]}) pour k ∈ [[0, 2]] (3.1.13)
on ait a0 ≤ a1 ≤ a2.
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• Étudions le cas a0 6= a2.
Comme
N∑
i=1
xi = 0, et par (3.1.10) on a α0 + α1 + α2 = 0, alors :
(a1 − a0)α1 + (a2 − a0)α2 = 0. (3.1.14)
De plus
α30 − α0 = α31 − α1 = α32 − α2 (3.1.15)
donc, en combinant (3.1.14) et (3.1.15), on cherche à résoudre
α31 − α1 = −
(
a1 − a0
a2 − a0α1
)3
+
(
a1 − a0
a2 − a0α1
)
(3.1.16)
Comme a0 6= a2 alors le cas α1 = 0 n'est pas possible car on ne pourrait pas avoir
N∑
i=1
xi = 0.
En simpliﬁant par α1, en mettant tout ce qui dépendant de α1 du même coté et le reste
de l'autre coté, puis en simpliﬁant un peu, l'équation (3.1.16) est équivalente à
α1 = ±(a2 − a0)
√
a2 + a1 − 2a0
(a1 − a0)3 + (a2 − a0)3 (3.1.17)
En remplaçant α1 par sa valeur dans (3.1.14) on obtient
α2 = ∓(a1 − a0)
√
a2 + a1 − 2a0
(a1 − a0)3 + (a2 − a0)3 . (3.1.18)
Et comme α0 + α1 + α2 = 0, on en déduit la valeur de α0, donc :
α2 = ∓(a1 − a0)
√
a2+a1−2a0
(a1−a0)3+(a2−a0)3
α1 = ±(a2 − a0)
√
a2+a1−2a0
(a1−a0)3+(a2−a0)3
α0 = ∓(a2 − a1)
√
a2+a1−2a0
(a1−a0)3+(a2−a0)3
(3.1.19)
Remarquons que dans le cas particulier où N est un multiple de 3 et
α0 = 0 , α1 =
N
3
, α2 =
2N
3
,
en utilisant (3.1.19) on retombe sur (3.1.11).
• Étudions le cas a0 = a2. On a alors a0 = a1 = a2 et comme α0 + α1 + α2 = 0 on ne peut
conclure comme précédemment. Or d'après le résultat de la proposition 3.1.4 on connait
l'expression explicite des solutions, qui sont pour k ∈ [[0, 2]] :
zk =
2√
3
cos
(
1
3
arccos
(
λ3
√
3
2
)
+
2kpi
3
)
(3.1.20)
De plus λ ∈]− 2
3
√
3
, 2
3
√
3
[ donc 13 arccos
(
λ3
√
3
2
)
∈]0, pi3 [ alors l'équation (3.1.20) est équiva-
lente à
zk =
2√
3
cos
(
θ +
2kpi
3
)
, θ ∈]0, pi
3
[. (3.1.21)
Remarquons que nous retrouvons bien, dans le cas où N = 3, la famille de points critiques.
En eﬀet le cas où θ = pi3 on retombe sur le cas λ = ± 23√3 donc en combinant ce cas avec
(3.1.21) on obtient
zk =
2√
3
cos
(
θ +
2kpi
3
)
, θ ∈ [0, 2pi[. (3.1.22)
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Cette étude de cas, suivant les valeurs de λ ∈ R , motive la déﬁnition suivante :
Déﬁnition 3.1.5. A chaque point critique on associe le triplet critique (a0, a1, a2) comme dans
l'étude de cas précédente.
Maintenant que nous avons trouvé les point critiques grâce à cette étude il nous faut déterminer
l'indice de chacun de ces points.
Théorème 3.1.6 (Caractérisation des indices de selle des triplets critiques). Dans le cas où N
est un multiple de 3 :
• si a1 = N3 et a0 < N3 alors c'est un point critique d'indice 0 avec 2N3 − 1 valeurs propres
nulles,
• si a0 = a1 = a2 = N3 alors c'est un point critique d'indice N3 − 1 avec 1 valeur propre nulle.
Dans le cas où a1 6= N3 nous n'avons aucune valeur propre nulle et :• si 2a1 > a0 + a2 alors c'est un point critique d'indice a0,
• si 2a1 < a0 + a2 alors c'est un point critique d'indice a2 − 1.
Démonstration. Soit x ∈ RN un point critique de Vγ S de triplet critique (a0, a1, a2). Pour savoir
l'indice de ce point il nous faut donc étudier la signature de la matrice hessienne de V˜0 (déﬁnie
dans (2.0.11)) qui est
HV˜0 =
3x
2
1 − 1 (0)
. . .
3x2N−1 − 1
+
3(N−1∑
i=1
−xi
)2
− 1

1 · · · 1... . . . ...
1 · · · 1
 (3.1.23)
Or, nous savons par l'étude précédente, que chaque coordonnée xi ∈ {α0, α1, α2}. En faisant
une permutation des coordonnées, et donc un changement de paramétrisation, nous obtenons une
matrice H déﬁnie par
H =
(3α20 − 1)1a0 (0)(3α21 − 1)1a1
(0) (3α22 − 1)1a2−1
+ (3α22 − 1)
1 · · · 1... . . . ...
1 · · · 1
 , (3.1.24)
qui est congrue à HV˜0. De plus une propriété fondamentale de la signature des matrices quadra-
tiques nous assure qu'elle est invariante pour les classes de congruence. Donc, étudier la signature
de HV˜0 est équivalent à étudier la signature de la matrice H.
Dans la suite, nous allons étudier la signature suivant les valeurs de a0, a1, a2 et grâce à la
remarque précédente nous étudierons la signature de la matrice H déﬁnie par (3.1.24) ou bien un
autre changement de coordonnée pour nous simpliﬁer la tache suivant les cas.
Les diﬀérents cas sont :
1. (a0, a1, a2) = (0, 0, N). Nous avons ∀i ∈ [[1, N ]] , xi = 0 donc la matrice H vaut
H =
 −2 (−1). . .
(−1) −2

On voit que les vecteurs (e1 − ei)i∈[[2,N−1]] sont des vecteurs propres de H de valeur propre
−1, et le vecteur
N−1∑
i=1
ei est aussi un vecteur propre de H de valeur propre −N .
Donc dans ce cas l'indice de selle est N − 1.
2. a0 = 0 et a1 ≥ 1. En se servant des formules (3.1.19) et que a1 + a2 = N nous avons
3α21 − 1 =
N(2a2 − a1)
a21 + a2(a2 − a1)
3α22 − 1 =
N(2a1 − a2)
a21 + a2(a2 − a1)
Nous avons alors deux sous-cas à traiter :
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• si a1 = N3 . Nous sommes dans le cas où N est un multiple de 3. On a a2 = 2N3 et
3α21 − 1 =
N(2a2 − a1)
a21 + a2(a2 − a1)
> 0
3α22 − 1 = 0
Donc la matrice H vaut
H =
[
(3α21 − 1)1a1 (0)
(0) 01a2−1
]
,
Donc l'indice de selle est 0 avec exactement 2N3 − 1 valeurs propres nulles.
• si a1 6= N3 . On a
3α21 − 1 =
N(2a2 − a1)
a21 + a2(a2 − a1)
> 0
3α22 − 1 =
N(2a1 − a2)
a21 + a2(a2 − a1)
6= 0
On voit que les vecteurs (e1 − ei)i∈[[2,a1]] sont des vecteurs propres de H de valeur propre
3α21 − 1, les vecteurs (ea1+1 − ea1+1+i)i∈[[1,a2−2]] sont des vecteurs propres de H de valeur
propre 3α22−1. Pour trouver les deux valeurs propres restantes remarquons que les vecteurs
a1∑
i=1
ei et
a2−1∑
i=1
ea1+i forment un sous-espace stable par H. Donc les deux valeurs propres
restantes sont les valeurs propres de la matrice M , induite à ce sous-espace, déﬁnie par
M =
[
3α21 − 1 + a1(3α22 − 1) (a2 − 1)(3α22 − 1)
a1(3α
2
2 − 1) a2(3α22 − 1)
]
En calculant le déterminant et la trace de M puis en les simpliﬁant on obtient
detM =
2N2(2a1 − a2)
a21 + a2(a2 − a1)
TrM =
N(N + (N − 1)(2a1 − a2))
a21 + a2(a2 − a1)
Comme 2a1 − a2 6= 0 car a1 6= N3 nous pouvons conclure suivant le signe de 2a1 − a2.∗ Si 2a1 > a2 alors detM > 0 et TrM > 0 donc les deux valeurs propres de M sont
strictement positives, de plus 3α21 − 1 > 0 et 3α22 − 1 > 0 donc c'est un point critique
d'indice de selle 0 avec aucune valeur propre nulle.
∗ Si 2a1 < a2 alors detM < 0 donc une des valeurs propres de M est strictement positive
et l'autre strictement négative, de plus 3α21 − 1 > 0 et 3α22 − 1 < 0 donc c'est un point
critique d'indice de selle a2 − 1 avec aucune valeur propre nulle.
3. a0 ≥ 1 et a0 6= a2. En se servant des formules (3.1.19) puis en factorisant nous avons
3α20 − 1 =
(2a2 − a1 − a0)(a0 − 2a1 + a2)
(a2 − a12 − a02 )2 + 34 (a1 − a0)2
3α21 − 1 =
(2a0 − a1 − a2)(a0 + a1 − 2a2)
(a2 − a12 − a02 )2 + 34 (a1 − a0)2
> 0
3α22 − 1 =
(2a0 − a1 − a2)(a0 − 2a1 + a2)
(a2 − a12 − a02 )2 + 34 (a1 − a0)2
On remarque que a0 − 2a1 + a2 = 0 ⇔ a1 = N3 , qui est donc possible uniquement quand N
est un multiple de 3. Nous avons alors les sous-cas suivants
• si a1 = N3 alors 3α20 − 1 = 3α22 − 1 = 0, nous avons donc un point critique d'indice 0 avec
exactement 2N3 − 1 valeurs propres nulles ;
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• si a1 6= N3 . Nous allons considérer la matrice H déﬁnie par
H =
(3α20 − 1)1a0 (0)(3α22 − 1)1a2
(0) (3α11 − 1)1a1−1
+ (3α21 − 1)
1 · · · 1... . . . ...
1 · · · 1
 .
On voit que les vecteurs (e1 − ei)i∈[[2,a0]] sont des vecteurs propres de H de valeur propre
3α20 − 1, les vecteurs (ea0+1 − ea0+1+i)i∈[[1,a2−1]] sont des vecteurs propres de H de valeur
propre 3α22 − 1 et les vecteurs (ea0+a2+1 − ea0+a2+1+i)i∈[[1,a1−2]] sont des vecteurs propres
de H de valeur propre 3α21−1. Pour trouver les trois valeurs propres restantes remarquons
que les vecteurs
a0∑
i=1
ei,
a2∑
i=1
ea0+i et
a1−1∑
i=1
ea0+a2+i forment un sous-espace stable par H.
Donc les trois valeurs propres restantes sont les valeurs propres de la matrice M , induite
à ce sous-espace, déﬁnie par
M =
3α20 − 1 + a0(3α21 − 1) a2(3α21 − 1) (a1 − 1)(3α21 − 1)a0(3α21 − 1) 3α22 − 1 + a2(3α21 − 1) (a1 − 1)(3α21 − 1)
a0(3α
2
1 − 1) a2(3α21 − 1) a1(3α21 − 1)

En calculant le déterminant et la trace de M puis en les simpliﬁant on obtient
detM =
2(a0 + a1 − 2a2)2(2a0 − a1 − a2)2(a0 − 2a1 + a2)
(a2 − a12 − a02 )2 + 34 (a1 − a0)2
TrM =
(a0 − 2a1 + a2)2 +N(−2a0 + a1 + a2)(−a0 − a1 + 2a2)
(a2 − a12 − a02 )2 + 34 (a1 − a0)2
> 0
Comme a0−2a1+a2 6= 0 car a1 6= N3 nous pouvons conclure suivant le signe de a0−2a1+a2.∗ Si a0 − 2a1 + a2 < 0 alors detM < 0 et comme TrM > 0 la matrice M possède
deux valeurs propres strictement positives et une strictement négative. De plus on a
3α20− 1 < 0, 3α21− 1 > 0 et 3α22− 1 > 0, c'est donc un point critique d'indice de selle a0
avec toutes ses valeurs propres non nulles.
∗ Si a0 − 2a1 + a2 > 0 alors detM > 0 et comme TrM > 0 il nous faut le coeﬃcient de
degré 1 du polynôme caractéristique pour conclure. En le calculant et faisant la bonne
factorisation on obtient∏
1≤i<j≤3
λiλj =
n2
4
(4a0 +a1 +a2−1)+ 3n
2
(a2−a1)(a2−a1 +1)+ 9
4
(a2 +a1−1)(a2−a1)2
où les λi sont les valeurs propres de M et
n = −2a0 + a1 + a2.
On remarque alors que
∏
1≤i<j≤3
λiλj > 0. Et comme detM > 0 est le produit des valeurs
propres et TrM > 0 est la somme des valeurs propres, on peut conclure que les valeurs
propres de M sont toutes strictement positives. De plus on a 3α20−1 > 0, 3α21−1 > 0 et
3α22 − 1 < 0, c'est donc un point critique d'indice de selle a2 − 1 avec toutes ses valeurs
propres non nulles.
4. a0 ≥ 1 et a0 = a2, donc a0 = a1 = a2 = N3 qui est possible uniquement si N est un multiple
de 3. En utilisant les relations (3.1.21), on a
3α20 − 1 = 2 cos(2θ) + 1 > 0
3α21 − 1 = 2 cos(2θ +
4pi
3
) + 1 > 0
3α22 − 1 = 2 cos(2θ −
4pi
3
) + 1 < 0,
avec θ ∈]0, pi3 [. Nous allons distinguer deux sous-cas.
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∗ Si N = 3. Donc la matrice H vaut
H =
[
3α20 − 1 + 3α22 − 1 3α22 − 1
3α22 − 1 3α21 − 1 + 3α22 − 1
]
.
En calculant le déterminant et la trace de h, puis en simpliﬁant, on obtient :
detM =0
TrM =− 2 cos(θ)2 + 5− 2
√
3 sin(θ) cos(θ) < 0.
C'est donc un point critique d'indice de selle 1 avec une valeur propre nulle.
∗ Si N ≥ 6 et multiple de 3. Nous allons considérer la matrice H déﬁnie par
H =
(3α
2
0 − 1)1N
3
(0)
(3α22 − 1)1N
3
(0) (3α11 − 1)1N
3 −1
+ (3α21 − 1)
1 · · · 1... . . . ...
1 · · · 1
 .
On voit que les vecteurs (e1 − ei)i∈[[2,N3 ]] sont des vecteurs propres de H de valeur propre
3α20 − 1, les vecteurs (eN
3 +1
− eN
3 +1+i
)i∈[[1,N3 −1]] sont des vecteurs propres de H de valeur
propre 3α22 − 1 et les vecteurs (e 2N
3 +1
− e 2N
3 +1+i
)i∈[[1,N3 −2]] sont des vecteurs propres de
H de valeur propre 3α21 − 1. Pour trouver les trois valeurs propres restantes remarquons
que les vecteurs
N
3∑
i=1
ei,
N
3∑
i=1
eN
3 +i
et
N
3 −1∑
i=1
e 2N
3 +i
forment un sous-espace stable par H. Donc
les trois valeurs propres restantes sont les valeurs propres de la matrice M , induite à ce
sous-espace, déﬁnie par
M =
3α20 − 1 + N3 (3α21 − 1) N3 (3α21 − 1) (N3 − 1)(3α21 − 1)N
3 (3α
2
1 − 1) 3α22 − 1 + N3 (3α21 − 1) (N3 − 1)(3α21 − 1)
N
3 (3α
2
1 − 1) N3 (3α21 − 1) N3 (3α21 − 1)

En calculant le déterminant et la trace de M puis en les simpliﬁant on obtient
detM =0
TrM =−N(2 cos(2θ + pi
3
− 1)− 2 sin(2θ + pi
6
) + 2 + 2 cos(2θ) > 0
Donc une des valeurs propres est nulle et une autre est positive. Pour conclure, il nous faut
le coeﬃcient de degré 1 du polynôme caractéristique. Si on note λ1 = 0, λ2, λ3 les valeurs
propres de M on a que λ2λ3 est le coeﬃcient de degré 1 du polynôme caractéristique d'où,
en le calculant et simpliﬁant, on a
λ2λ3 = −2 sin(θ)
(
4
√
3 cos(θ)3 −
√
3 cos(θ)− 2N
√
3 cos(θ)
− 4 sin(θ) cos(θ)2 − 2N sin(θ) + sin(θ)
)
> 0
Donc M possède une valeur propre nulle et deux valeurs propres strictement positives. De
plus 3α20 − 1 > 0, 3α21 − 1 > 0 et 3α22 − 1 < 0, c'est donc un point critique d'indice de selle
N
3 − 1 avec exactement une valeur propre nulle.
3.1.2 Cas γ > 0
Dans la sous-section précédente nous avons donné une caractérisation complète des points
critiques ainsi que leur indice pour γ = 0. Pour voir que cela est encore vrai pour γ > 0 suﬃsamment
petit nous allons utiliser des arguments de perturbation.
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Comme nous avons vu que seul les cas où N est un multiple de 3 sont des cas dégénérés (des
valeurs propres de la matrice hessienne sont nulles) nous nous limiterons par la suite uniquement
aux cas où N n'est pas un multiple de 3.
La première chose à faire est de montrer l'existence de solutions au problème
∇Vγ(x)− λ1N = 0. (3.1.25)
Pour ce faire nous allons utiliser le théorème des fonctions implicites que nous rappelons.
Théorème 3.1.7. Soient E, F et G trois espaces de Banach et f une fonction de classe Cp
(respectivement analytique) déﬁnie sur U un ouvert de E×F et à valeur dans G. Soit (x0, y0) ∈ U
tel que f(x0, y0) = 0 et tel que le Jacobien de f par rapport à la deuxième variable (notée J
y
f )
en (x0, y0) soit bicontinue de F → G. Alors il existe un voisinage V de x0 dans E, un voisinage
W de y0 dans F et une application ϕ : V → W de classe Cp (respectivement analytique) tels que
V ×W ⊂ U et
∀(x, y) ∈ V ×W , f(x, y) = 0⇔ ϕ(x) = y. (3.1.26)
De plus si on note Jxf le Jacobien de f par rapport à la première variable on a :
Jϕ(x0) = −Jyf (x0, ϕ(x0))−1Jxf (x0, ϕ(x0)). (3.1.27)
Soit x0 un point critique de V0 S . On sait qu'il existe λ ∈ R tel que x0 soit solution de
∇V0(x)− λ1N = 0. On va considérer la fonction f : R × RN → RN déﬁnie par
f(γ, x) = ∇Vγ(x)− λ1N . (3.1.28)
On a alors f(0, x0) = 0 et en calculant Jxf (0, x0) on obtient
Jxf (0, x0) =
3x
2
1 − 1 (0)
. . .
(0) 3x2N − 1
 (3.1.29)
où x0 = (x1, . . . , xN ). Or nous avons vu dans le théorème 3.1.6 que dans tous les cas où N n'est
pas un multiple de 3 on a toujours
∀i ∈ [[1, N ]] , 3x2i − 1 6= 0. (3.1.30)
Cela implique que la matrice Jxf (0, x0) est inversible, et comme nous somme dans le cas où E,F,G
sont des espaces vectoriels de dimension ﬁnie (E = R , F = G = RN ), alors Jxf (0, x0) est bien
bicontinue. On peut alors appliquer le théorème des fonctions implicites, donc il existe un voisinage
V de 0, un voisinage W de x0 et une fonction ϕ : V →W tels que
∀(x, y) ∈ V ×W , f(x, y) = 0⇔ ϕ(x) = y. (3.1.31)
Autrement dit, il existe γx0 tel que pour γ < γx0 le problème (3.1.25) admet bien des solutions, de
plus avec (3.1.27) ses solutions sont de la forme
x = x0 +O(γ) (3.1.32)
avec x0 solution du problème (3.1.25) avec γ = 0, et nous les connaissons toutes grâce à l'étude
réalisée dans la sous-section précédente qui sont en nombre ﬁni, donc en notant γ˜ le minimum de
tous les γx0 on aboutit bien que tous les points critiques de Vγ S sont de la forme (3.1.32) pour
tout x0 point critique de V0 S .
Maintenant que nous savons ça, il nous faut montrer que, pour γ suﬃsamment petit, les points
critiques gardent le même indice que dans le cas γ = 0, et sont encore non dégénérés. Nous aurons
besoin d'un autre théorème de perturbation connu (voir [19]).
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Théorème 3.1.8 (de Bauer-Fike (voir [19])). Soit A ∈Mn(C ) une matrice diagonalisable et soit
P = {P ∈ GLn(C ) | P−1AP = diag(λi)1≤i≤n} (3.1.33)
où (λi)1≤i≤n sont les valeurs propres de A comptées avec leur multiplicité. Si δA ∈ Mn(C ) est
une matrice de perturbation quelconque alors le spectre de A+ δA vériﬁe :
Sp(A+ δA) ⊂
N⋃
i=1
Di (3.1.34)
où
Di = {z ∈ C | |z − λi| ≤ τ(A)‖A‖} (3.1.35)
avec τ(A) = inf
P∈P
‖P‖‖P−1‖.
Dans notre cas nous voulons l'appliquer aux matrices hessiennes qui sont symétriques, or il y a
une application directe du théorème 3.1.8 dans le cas des matrices symétriques ou hermitiennes.
Théorème 3.1.9 (voir [19]). Soit A ∈ Mn(R ) (respectivement A ∈ Mn(C )) une matrice symé-
trique (respectivement hermitienne) de valeurs propres α1 ≤ α2 ≤ . . . ≤ αn et soit δA ∈ Mn(R )
(respectivement δA ∈ Mn(C )) une matrice de perturbation symétrique (respectivement hermi-
tienne). Soient β1 ≤ β2 ≤ . . . ≤ βn les valeurs propres de A+ δA. Alors on a
∀k ∈ [[1, n]] , |αk − βk| ≤ ‖δA‖2. (3.1.36)
Soit x ∈ RN un point critique de Vγ S , donc il existe x0 point critique de V0 S tel que x =
x0 + O(γ) avec γ ≤ γ˜. Montrons tout d'abord que la matrice hessienne de V˜0 en x a la même
signature que la matrice hessienne de V˜0 en x0. Rappelons que la matrice hessienne de V˜0 en x0
est
H =
(3α20 − 1)1a0 (0)(3α21 − 1)1a1
(0) (3α22 − 1)1a2−1
+ (3α22 − 1)
1 · · · 1... . . . ...
1 · · · 1
 , (3.1.37)
(voir (3.1.24)) où (a0, a1, a2) est le triplet critique de x0. Donc la matrice hessienne de V˜0 en x est
H˜ = H +O(γ)

6α01a0 (0)6α11a1
(0) 6α21a2−1
+ 6α2
1 · · · 1... . . . ...
1 · · · 1

 (3.1.38)
Donc en appliquant le théorème 3.1.9 on a qu'il existe un γx tel que pour tout γ ≤ γx la signature
de H˜ est la même que celle de H (avec toutes les valeurs propres non nulles). Donc quitte à changer
la valeur de γ˜ en prenant le minimum de γ˜ et de tout les γx (vu que l'on a un nombre ﬁni de point
critique) on a bien que la matrice hessienne de V˜0 en x a la même signature que la matrice hessienne
de V˜0 en x0 pour tout γ ≤ γ˜.
Et pour terminer, il nous reste à démontrer que la matrice hessienne de V˜γ en x a la même
signature que la matrice hessienne de V˜0 en x pour γ suﬃsamment petit. Notons H˜ et H la matrice
hessienne de respectivement V˜γ en x et V˜0 en x. On a que
V˜γ = V˜0 +
γ
4
f (3.1.39)
où f est déﬁnie par
f(x˜) =
γ
4
(x1 + N−1∑
i=1
xi
)2
+
(
xN−1 +
N−1∑
i=1
xi
)2
+
N−2∑
i=1
(xi+1 − xi)2
 . (3.1.40)
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En calculant les dérivées partielles secondes de f on obtient que sa matrice hessienne est γ2F où
F =

5 3 · · · 3 4
3 3
... (2)
...
3 3
5 3 · · · 3 4
+

1 −1 (0)
−1 2 . . .
. . .
. . .
. . .
. . . 2 −1
(0) −1 1

(3.1.41)
Donc on a la relation
H˜ = H +
γ
2
F, (3.1.42)
Donc en appliquant le théorème 3.1.9 on a qu'il existe un γx tel que pour tout γ ≤ γx la signature
de H˜ est la même que celle de H (avec toutes les valeurs propres non nulles). Donc quitte à changer
la valeur de γ˜ en prenant le minimum de γ˜ et de tout les γx (vu que l'on a un nombre ﬁni de point
critique) on a bien que la matrice hessienne de V˜γ en x a la même signature que la matrice hessienne
de V˜0 en x pour tout γ ≤ γ˜.
Nous pouvons résumer tout ceci par le théorème qui suit
Théorème 3.1.10. Pour N qui n'est pas un multiple de 3, l'ensemble des points critiques de Vγ S
est ﬁni, et pour tout x point critique de Vγ S il existe un x0 point critique de V0 S tel que
x = x0 +O(γ). (3.1.43)
De plus l'indice de selle du point critique x est le même que l'indice de selle du point critique x0
et ne sont pas dégénérés (toutes les valeurs propres des hessiennes sont non nulles).
3.2 Recherche des liaisons
3.2.1 Étude des chemins
Dans les cas N = 2 et N = 4 on a trouvé les chemins à la main à l'aide d'un chemin linéaire.
Comme nous connaissons explicitement les points critiques ainsi que leur indice de selle pour γ
suﬃsamment petit dans le cas N quelconque, il nous faut étudier les chemins et nous allons voir
que des chemins linéaires suﬃront pour conclure.
Proposition 3.2.1. Pour N ≥ 8 quelconque et γ = 0, les chemins entre les selles d'indice 0 et 1
sont de la forme(
0,
⌊
N
2
⌋
, N −
⌊
N
2
⌋)
↔
(
1,
⌊
N
2
⌋
− 1, N −
⌊
N
2
⌋)
↔
(
0,
⌊
N
2
⌋
− 1, N −
⌊
N
2
⌋
+ 1
)
↔ . . .
. . .↔
(
1,
⌊
N
3
⌋
+ 1, N −
⌊
N
3
⌋
− 2
)
↔
(
0,
⌊
N
3
⌋
+ 1, N −
⌊
N
3
⌋
− 1
)
,
(3.2.1)
avec pour règle : soit a ∈ [[⌊N3 ⌋+ 2, ⌊N3 ⌋]], considérons α1, α2 et α′0, α′1, α′2 et α′′1 , α′′2 les valeurs des
coordonnées respectives des triplets critiques (0, a,N −a) et (1, a−1, N −a) et (0, a−1, N −a+1),
alors on a
α1 ↔ α′0 ↔ α′′2 (1 e´le´ment)
α1 ↔ α′1 ↔ α′′1 (a− 1 e´le´ments)
α2 ↔ α′2 ↔ α′′2 (N − a e´le´ments)
(3.2.2)
Remarque 3.2.2. On a la même règle en prenant à l'opposé de toutes les valeurs des coordonnées.
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Démonstration. Soit a ∈ [[⌊N3 ⌋+ 2, ⌊N2 ⌋]], montrons le cas (0, a,N − a)↔ (1, a− 1, N − a), l'autre
type de chemin étant la même démonstration.
Pour le triplet critique (0, a,N − a) on a :
α1 = (N − a)ω , α2 = −aω , ω =
√
N
a3 + (N − a)3 = (N
2 − 3aN + 3a2)− 12 .
Pour le triplet critique (1, a− 1, N − a) on a :
α′0 = −(N − 2a+ 1)ω′ , α′1 = (N − a− 1)ω′ , α′2 = −(a− 2)ω′,
ω′ =
√
N − 3
(a− 2)3 + (N − a− 1)3 = (N
2 − 3aN − 3a+ 3 + 3a2)− 12 .
Prenons un chemin linéaire Γ entre (α1, α1, . . . , α1, α2, . . . , α2) et (α′0, α
′
1, . . . , α
′
1, α
′
2, . . . , α
′
2).
Alors :
V0 ◦ Γ(t) = 1
4
((1− t)α1 + tα′0)4 −
1
2
((1− t)α1 + tα′0)2
+(a− 1)
[1
4
((1− t)α1 + tα′1)4 −
1
2
((1− t)α1 + tα′1)2
]
+(N − a)
[1
4
((1− t)α2 + tα′2)4 −
1
2
((1− t)α2 + tα′2)2
]
Il nous faut montrer que cette fonction est croissante. En dérivant cette fonction on obtient :
(V0 ◦ Γ)′(t) = (α′0 − α1)
[
((1− t)α1 + tα′0)3 − ((1− t)α1 + tα′0)
]
+(α′1 − α1)(a− 1)
[
((1− t)α1 + tα′1)3 − ((1− t)α1 + tα′1)
]
+(α′2 − α2)(N − a)
[
((1− t)α2 + tα′2)3 − ((1− t)α2 + tα′2)
]
On sait que nous avons les relations suivantes
α31 − α1 = α32 − α2
aα1 + (N − a)α2 = 0
α′30 − α′0 = α′31 − α′1 = α′32 − α′2
α′0 + (a− 1)α′1 + (N − a)α′2 = 0
(3.2.3)
Donc en utilisant ces relations on a
(V0 ◦ Γ)′(0) = (V0 ◦ Γ)′(1) = 0
Donc on peut écrire (V0 ◦ Γ)′ sous la forme
(V0 ◦ Γ)′(t) = Kt(t− 1)(t− ψ)
où
K = (α′0 − α1)4 + (α′1 − α1)4(a− 1) + (α′2 − α2)4(n− a) > 0.
Si on a ψ > 1 alors la fonction V0 ◦ Γ sera bien croissante. Remarquons que
ψ > 1⇔ (V0 ◦ Γ)′′(1) < 0.
En dérivant (V0 ◦ Γ)′ et en l'évaluant en 1 puis en développant on a
(V0 ◦ Γ)′′(1) =3α′40 − α′20 − 6α′30 α1 + 2α′0α1 + 3α21α′20 − α21
+ (a− 1)[3α′41 − α′21 − 6α′31 α1 + 2α′1α1 + 3α21α′21 − α21]
+ (N − a)[3α′42 − α′22 − 6α′32 α2 + 2α′2α2 + 3α22α′22 − α22]
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En utilisant les relations (3.2.3) pour remplacer les termes en α′4i et α
′3
i pour i ∈ {0, 1, 2}, puis
en développant on a
(V0 ◦ Γ)′′(1) =2α′20 − 4α′0α1 + 3α21α′20 − α21
+ (a− 1)[2α′21 − 4α′1α1 + 3α21α′21 − α21]
+ (N − a)[2α′22 − 4α′2α2 + 3α22α′22 − α22]
De plus en utilisant encore les relations (3.2.3) on a
α′0α1 + (a− 1)α′1α1 + (N − a)α′2α2 = (N − a)α′2(α2 − α1).
Donc :
(V0 ◦ Γ)′′(1) =2[α′20 + (a− 1)α′21 + (N − a)α′22 ]− 4(N − a)α′2(α2 − α1)− (aα21 + (N − a)α22)
+ 3[α′20 α
2
1 + (a− 1)α′21 α21 + (N − a)α′22 α22]
En remplaçant les αi et α′i pour i ∈ {0, 1, 2} par leur valeur, puis en développant et factorisant
on obtient
(V0 ◦ Γ)′′(1) =2ω′2(−8Na+ 8N + 9a2 − 9a+ aN2 −Na2)− 4(N − a)ωω′(a− 2)N − ω2(N − a)aN
+ 3ω2ω′2(N − a)(3Na2 − 9a3 + 9a2 + 9Na2 − 3N2a2 − 4aN2 − 9Na+N3a+ 4N2)
Nous voulons montrer que (V0 ◦ Γ)′′(1) < 0. En remarquant que 4(N − a)ωω′(a− 2)N > 0, en
le passant de l'autre coté de l'inégalité, puis en divisant de chaque coté par ω2ω′2, puis en élevant
au carré on a alors :
(V0 ◦ Γ)′′(1) < 0⇐ f(a) < 0,
où la fonction f est déﬁnie par
f(a) =
[
3(N − a)(3Na2 − 9a3 + 9a2 + 9Na2 − 3N2a2 − 4aN2 − 9Na+N3a+ 4N2)
+ 2ω−2(−8Na+ 8N + 9a2 − 9a+ aN2 −Na2)− ω′−2(N − a)aN
]2
− 16(N − a)2ω−2ω′−2(a− 2)2N2
En remplaçant les valeurs de ω et ω′, puis en développant et factorisant la fonction f on obtient :
f(a) =(2N − 3a)3(a− 1)
[
(72N − 243)a4 + (−168N2 + 468N + 243)a3
+ 3N(48N2 − 101N − 156)a2 +N2(−56N2 + 74N + 303)a+ 2N3(4N2 − 37)
]
Comme (2n− 3a)3 > 0 et a− 1 > 0 on a f(a) < 0⇔ g(a) < 0 avec la fonction g déﬁnie par
g(a) =(72N − 243)a4 + (−168N2 + 468N + 243)a3
+ 3N(48N2 − 101N − 156)a2 +N2(−56N2 + 74N + 303)a+ 2N3(4N2 − 37)
Comme N ≥ 4 en dérivant 4 fois la fonction g on a
g(4)(a) > 0,
donc g(3) est une fonction croissante. En l'évaluant en N2 on a
g(3)
(
N
2
)
= −144N2 − 108N + 1458,
et les racines de ce polynôme en N sont − 38 (1 +
√
73) et − 38 (1−
√
73). Comme N ≥ 4 on a alors
g(3)(a) < 0,
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donc g′′ est une fonction décroissante. En l'évaluant en N2 on a
g′′
(
N
2
)
= 69N(N − 3),
comme N ≥ 4 on a donc que g′ est une fonction croissante. En l'évaluant en N2 on a
g′
(
N
2
)
= −1
4
N2(8N2 − 2N − 69),
dont les racines de ce polynôme sont 0, 18 (1 +
√
553) et 18 (1 −
√
553). Comme N ≥ 4 on a alors
g′(a) < 0 donc g est une fonction décroissante. Remarquons que [[bn3 c+ 2, bn2 c]] ⊂ [n3 + 43 , n2 ], donc
pour montrer que g(a) < 0 pour tout a ∈ [[bn3 c+2, bn2 c]], comme nous savons que c'est une fonction
décroissante il suﬃt de montrer que
∀N ≥ 4 , g
(
N
3
+
4
3
)
< 0.
Alors déﬁnissons la fonction h par
h(N) = g
(
N
3
+
4
3
)
= −16
9
N4 + 16N3 − 208
3
N2 +
1520
9
N − 192.
En dérivant la fonction h, puis en calculant les racines du polynôme de degré 3 en N on obtient
que h′ admet deux racines complexes et une racine réelle et en évaluant h en cette racine on a
h
(
1
4
(85 + 8
√
303)
1
3 − 23
4
(85 + 8
√
303)−
1
3 +
9
4
)
< 0
Donc g(a) < 0 pour tout a ∈ [[bn3 c+ 2, bn2 c]], ce qui conclut la démonstration.
Dans l'étude des points critiques, nous avons commencé avec γ = 0 puis nous avons montré
que cela restait vrai pour γ suﬃsamment petit. Nous avons donc l'équivalent pour les chemins.
Proposition 3.2.3. En prenant les mêmes notations que la proposition 3.2.1, la Proposition 3.2.1
reste vraie pour γ suﬃsamment petit.
Démonstration. Pour le prouver il suﬃt de voir que ψ, de la démonstration précédente, dépend
continument de γ donc on peut trouver un γ˜ tel que pour tout γ ≤ γ˜ on ait ψ ≥ 1 ce qui nous
permet d'avoir que le chemin linéaire est toujours croissant.
Avec cette proposition nous avons une liste de chemins mais il faut maintenant vériﬁer qu'il n'y
en pas d'autre.
Proposition 3.2.4. Tous les chemins ont été énumérés avec les deux règles précédentes.
Démonstration. On sait que de manière générale une selle d'indice 1 permet de faire la liaison
entre deux selles d'indice 0. Donc si le nombre de chemins trouvés pour a ﬁxé est égal au nombre
de selles d'indice 1 alors nous avons bien le résultat car il n'y a pas d'autres selles d'indice 0 et 1
grâce à la proposition 3.1.6.
Soit a ∈ [[bN3 c+ 2, bN2 c]], considérons α1, α2 et α′0, α′1, α′2 et α′′1 , α′′2 les valeurs des coordonnées
respectives des triplets critiques (0, a,N − a) et (1, a− 1, N − a) et (0, a− 1, N − a+ 1).
Le nombre de selle d'indices 1 est 2
(
N
N−a
)(
a
a−1
)
.
Pour le nombre de chemins trouvés, il y a
(
N
N−a
)
éléments de triplet critique (0, a,N − a), on a
deux règles possible (celle énoncée et celle en passant à l'opposé) et on a a choix possible dans ces
règles. Soit un total de 2
(
N
N−a
)(
a
a−1
)
chemins.
Grâce à la proposition 3.2.1 nous avons la structure pourN quelconque. En notantB1 l'ensemble
des éléments de triplet critique (0, bN2 c, N − bN2 c), C1 l'ensemble des éléments de triplet critique
(1, bN2 c − 1, N − bN2 c), B2 l'ensemble des éléments de triplet critique (0, bN2 c − 1, N − bN2 c+ 1) ,
et ainsi de suite, alors la structure des chemins est de la forme :
B1 ↔ C1 ↔ B2 ↔ . . .↔ Ck ↔ Bk+1 (3.2.4)
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3.2.2 Début de hiérarchie à l'ordre dominant
Nous verrons dans le chapitre 4 que nous déﬁnirons ce que l'on appellera hiérarchie métastable,
pour le moment nous allons donner une hiérarchie des Bi (voir (3.2.4)) suivant ce que l'on va
appeler hauteur de communication, à l'ordre dominant en γ, c'est à dire
Déﬁnition 3.2.5. La hauteur de communication de Bi vers Bi+1 correspond à la diﬀérence de la
hauteur potentiel de Ci et de la hauteur du potentiel Bi.
Remarque 3.2.6. Cette déﬁnition est bien posée car la hauteur de potentiel de chaque élément
de Bi est la même et pareil pour chaque élément de Ci à l'ordre dominant en γ.
Tout d'abord nous allons voir que la hauteur de communication de Bi vers Bi+1 est croissante
en i.
Proposition 3.2.7. La hauteur de potentiel entre les triplets critiques (0, a,N−a) et (1, a−1, N−
a), pour a ∈ [[bN3 c+ 2, bN2 c]], est une fonction décroissante en a.
Démonstration. Soit f , la fonction qui à a, associe la diﬀérence de hauteur de potentiel des triplets
critiques (0, a,N − a) et (1, a − 1, N − a), alors en mettant sous le même dénominateur et en
factorisant, on a
f(a) =
(a− 1)(2N − 3a)3
4(N2 − 3Na+ 3a2 − 3a+ 3)(N2 − 3Na+ 3a2) .
En dérivant f puis en écrivant le numérateur sous forme de polynôme en a, on obtient :
f ′(a) =
1
4
(N2 − 3Na+ 3a2 − 3a+ 3)−2(N2 − 3Na+ 3a2)−2[(−18N2 + 54N − 54)a3
+ (24N3 − 54N2 + 36N + 27)a2 + 6N(−2N3 + 4N2 − 3N − 3)a+N2(2N3 − 3N2 + 9)]
Donc f ′(a) < 0⇔ g(a) < 0 où la fonction g est déﬁnie par
g(a) =(−18N2 + 54N − 54)a3 + (24N3 − 54N2 + 36N + 27)a2
+N(−12N3 + 24N2 − 18N − 18)a+N2(2N3 − 3N2 + 9)
En dérivant 3 fois la fonction g on voit que
g(3)(a) < 0,
car le polynôme de degré 2 en N obtenu n'admet que des racines complexes, donc la fonction g′′
est décroissante. La fonction g′′ admet une racine qui est
a =
1
18
8n3 − 18n2 + 12n+ 9
n2 − 3n+ 3 .
Or nous pouvons voir que
• en évaluant g′′ en N+23 on obtient
g′′
(
N + 2
3
)
= 2N3 − 12N2 + 30N − 27,
dont ce polynôme en N admet deux racines complexes et une réelle qui est
−1
2
(2 + 2
√
17)
1
3 + 2(2 + 2
√
17)−
1
3 + 2 ' 1.834835200,
et comme N ≥ 8 alors
g′′
(
N + 2
3
)
> 0;
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• en évaluant g′′ en N2 on obtient
g′′
(
N
2
)
= 2N3 − 12N2 + 30N − 27,
dont ce polynôme en N admet deux racines complexes et une réelle qui est
(9 +
√
17)
1
3 + 9(9 +
√
17)−
1
3 + 3 ' 7.054558822,
et comme N ≥ 8 alors
g′′
(
N
2
)
< 0.
Donc la racine de g′′ est dans l'intervalle [n+23 ,
n
2 ], alors la fonction g
′ est croissante puis dé-
croissante. En évaluant g′ en la racine de g′′ puis en factorisant on obtient
g′
(
1
18
8N3 − 18N2 + 12N + 9
N2 − 3N + 3
)
= −1
6
(2N2 − 6N + 3)(4N4 − 24N3 + 42N2 − 18N − 27)
N2 − 3N + 3 ,
dont les racines sont toutes inférieures à 4 donc
g′(
1
18
8n3 − 18n2 + 12n+ 9
n2 − 3n+ 3 ) < 0,
d'où g′(a) < 0 pour a ∈ [N+23 , N2 ] alors g est une fonction décroissante. En évaluant g en N+23 puis
en factorisant, on a
g
(
N + 2
3
)
= −1
3
(N2 − (4 +
√
6)N + 6 + 2
√
6)(N2 − (4−
√
6)N + 6− 2
√
6),
dont les racines sont toutes complexes d'où g
(
N+2
3
)
< 0. Donc g(a) < 0 sur [N+23 ,
N
2 ].
Alors f est décroissante sur [N+23 ,
N
2 ] d'où le résultat.
Maintenant nous allons voir que la hauteur de communication de Bi+1 vers Bi est décroissante
en i.
Proposition 3.2.8. La hauteur de potentiel entre les triplets critiques (1, a,N−a−1) et (0, a,N−
a), pour a ∈ [[bN3 c+ 1, bN2 c − 1]], est une fonction croissante en a.
Démonstration. Soit f la fonction qui à a associe la diﬀérence de hauteur de potentiel des triplets
critiques (1, a,N − a − 1) et (0, a,N − a), alors en mettant sous le même dénominateur et en
factorisant, on a
f(a) =
(N − a− 1)(3a−N)3
4(N2 − 3N − 3Na+ 3a+ 3 + 3a2)(N2 − 3Na+ 3a2) .
En la dérivant f puis en écrivant le numérateur sous forme de polynôme en a, on obtient
f ′(a) =− 1
4
(N2 − 3N − 3Na+ 3a+ 3 + 3a2)−2(N2 − 3Na+ 3a2)−2[(18N2 − 54N + 54)a3
+ (−30N3 + 108N2 − 126N + 27)a2 + 6N(3N3 − 13N2 + 18N − 6)a−N2(4N3 − 21N2 + 36N − 18)]
Donc f ′(a) > 0⇔ g(a) < 0 où la fonction g est déﬁnie par
g(a) =(18N2 − 54N + 54)a3 + (−30N3 + 108N2 − 126N + 27)a2
+ 6N(3N3 − 13N2 + 18N − 6)a−N2(4N3 − 21N2 + 36N − 18)
En dérivant 3 fois la fonction g, puis en remarquant que le polynôme en N n'admet que des
racines complexes, on a alors que g(3)(a) > 0 donc g′′ est une fonction croissante. En évaluant g′′
en N2 on a
g′′
(
N
2
)
= −6N3 + 54N2 − 90N + 54,
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dont ce polynôme en N admet deux racines complexes et une racine réelle qui est
(9 +
√
17)
1
3 + 4(9 +
√
17)−
1
3 + 3 ' 7.054558822,
et comme N ≥ 8 alors g′′(a) < 0 pour a ∈ [N3 , N2 ], donc g′ est décroissante. En évaluant g′ en N2
puis en factorisant, on a
g′
(
N
2
)
=
3
2
N(N3 − 7N2 + 15N − 6),
dont ce polynôme en N admet deux racines complexes et deux racines réelles qui sont 0 et
−1
6
(388 + 36
√
113)
1
3 − 8
3
(388 + 36
√
113)−
1
3 +
7
3
' 0.514416002,
et comme N ≥ 8 alors g′(a) > 0 pour a ∈ [N3 , N2 ], donc g est croissante. En évaluant g en N2 on
obtient
g
(
N
2
)
= −1
4
N2(N − 3)3 < 0,
donc g(a) < 0 pour a ∈ [N3 , N2 ], d'où le résultat.
On peut alors donner un début de hiérarchie pour le système :
Théorème 3.2.9. La hiérarchie est B1 puis B2 et ainsi de suite jusqu'à Bk+1.
Remarque 3.2.10. Cela veut dire que si on écrit de façon croissante les hauteurs de communi-
cation, alors la plus basse est Bk+1 vers Bk, puis Bk vers Bk−1 et ainsi de suite jusqu'à B2 vers
B1.
Démonstration. Grâce aux deux propositions précédentes et en remarquant qu'elles sont égales en
N
2 on en déduit le résultat.
Nous pouvons résumer cela par le dessin suivant, où N = 20 alors k = 3 :
B1
B2
B3
B4
C1
C2
C3
Cette hiérarchie étant assez faible nous allons, dans la sous-section suivante, en donner une plus
poussée pour B1 dans le cas ou N est pair (et toujours bien sur, non multiple de 3).
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3.2.3 Hiérarchie plus ﬁne sur B1.
D'après ce nous avons fait jusqu'à maintenant, nous savons que chaque coordonnée d'un élément
de B1 est de la forme
xi = ±1 +O(γ), (3.2.5)
car nous considérons uniquement le cas où N est pair. Par la suite, nous ferons un abus de notation,
pour les éléments de B1, en écrivant
α1 = −α2 = 1. (3.2.6)
Dans le prochain paragraphe nous allons introduire un nouvel objet, les interfaces, car nous
verrons, dans un deuxième paragraphe, que le coeﬃcient à l'ordre 1 en γ de la hauteur du potentiel
des éléments de Bi et Ci dépend uniquement des interfaces.
Déﬁnitions et propositions
Déﬁnition 3.2.11. Soit x = (x1, . . . , xN ) un point critique, donc on sait que
∀i ∈ [[1, N ]] , xi ∈ {α0, α1, α2}. (3.2.7)
On déﬁnit le nombre d'interfaces de type α0/α1 (il en va de même pour α0/α1 et α1/α2) d'une
coordonnée xi de x par
Ixα0/α1(i) = 1(xi−1,xi)∈{(α0,α1),(α1,α0)} + 1(xi,xi+1)∈{(α0,α1),(α1,α0)}, (3.2.8)
ainsi que le nombre d'interfaces de type α0/α1 pour x par
Iα0/α1(x) =
N∑
i=1
1(xi,xi+1)∈{(α0,α1),(α1,α0)}. (3.2.9)
Remarque 3.2.12. On a toujours Ixα0/α1(i) ∈ {0, 1, 2}.
Proposition 3.2.13. Soit x = (x1, . . . , xN ) un point critique d'un des Bi, donc on sait que
∀i ∈ [[1, N ]] , xi ∈ {α1, α2}. (3.2.10)
Alors la permutation de deux coordonnées ne peut changer le nombre d'interfaces que de façon
pair.
Démonstration. Soient i, j ∈ [[1, N ]]. Si xi = xj alors on ne change pas le nombre d'interfaces,
supposons donc que xi 6= xj . Posons x′ le N -uplet x donc les coordonnées i et j sont permutées et
γ = (Ixα1/α2(i), I
x
α1/α2
(j)). En étudiant tous les cas possibles, suivant les valeurs possibles de γ, et
de si i et j sont voisins (c'est à dire i = j + 1 ou i = j − 1) nous avons les tableaux suivants :
i et j non voisin
γ Iα1/α2(x
′)
(0, 0) Iα1/α2(x) + 4
(1, 0) ou (0, 1) Iα1/α2(x) + 2
(1, 1) Iα1/α2(x)
(2, 0) ou (0, 2) Iα1/α2(x)
(2, 1) ou (1, 2) Iα1/α2(x)− 2
(2, 2) Iα1/α2(x)− 4
i et j voisin
γ Iα1/α2(x
′)
(1, 1) Iα1/α2(x) + 2
(1, 2) ou (2, 1) Iα1/α2(x)
(2, 2) Iα1/α2(x)− 2
D'où le résultat.
Corollaire 3.2.14. Soit x ∈ B1 alors I1/−1(x) est pair.
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Démonstration. Soit x ∈ B1. Remarquons que l'élément x˜ ∈ B1 déﬁni par
∀i ∈
s
1,
N
2
{
x˜i = 1 et ∀i ∈
s
N
2
, N
{
x˜i = −1
vériﬁe I1/−1(x˜) = 2. Donc, en permutant successivement les coordonnées de x˜ pour obtenir x, grâce
à la proposition 3.2.13, on sait que l'interface reste toujours pair après chaque permutation, donc
I1/−1(x) est bien pair.
Remarque 3.2.15. Soit x ∈ C1 alors Iα′0/α′1(x) + Iα′0/α′2(x) = 2 car une seule des coordonnées de
x vaut α′0.
Corollaire 3.2.16. Soit x ∈ C1, si :
• (Iα′0/α′1(x), Iα′0/α′2(x)) ∈ {(2, 0), (0, 2)} alors Iα′1/α′2(x) est pair,• (Iα′0/α′1(x), Iα′0/α′2(x)) = (1, 1) alors Iα′1/α′2(x) est impair.
Proposition 3.2.17. On a les égalités suivantes :
I1/−1(x) =
1
2
N∑
i=1
Ix1/−1(i) =
N∑
i=1
1xi=1I
x
1/−1(i) =
N∑
i=1
1xi=−1I
x
1/−1(i). (3.2.11)
Démonstration. Pour la première égalité, en remplaçant I1/−1(x) par sa valeur et en l'écrivant
comme la moitié de deux fois sa somme, on a
I1/−1(x) =
1
2
(
N∑
i=1
1(xi,xi+1)∈{(±1,∓1)} +
N∑
i=1
1(xi,xi+1)∈{(±1,∓1)}
)
.
Puis en changeant l'indice de sommation de la deuxième somme, on a
I1/−1(x) =
1
2
(
N∑
i=1
1(xi,xi+1)∈{(±1,∓1)} +
N∑
i=1
1(xi−1,xi)∈{(±1,∓1)}
)
=
1
2
N∑
i=1
Ix1/−1(i),
d'où la première égalité.
Pour la troisième égalité, en remplacant Ix1/−1(i) par sa valeur, et comme on multiplie par 1xi=1
alors on a
N∑
i=1
1xi=1I
x
1/−1(i) =
N∑
i=1
1xi=1(1xi+1=−1 + 1xi−1=−1).
En scindant la somme en deux puis en changeant l'indice de sommation des deux sommes puis en
factorisant par 1xi=−1 on a
N∑
i=1
1xi=1I
x
1/−1(i) =
N∑
i=1
1xi=−1(1xi+1=1 + 1xi−1=1).
Et comme on multiplie par 1xi=−1, en faisant la même opération que nous avons fait au début
(mais dans le sens inverse) on a
N∑
i=1
1xi=1I
x
1/−1(i) =
N∑
i=1
1xi=−1I
x
1/−1(i),
d'où la troisième égalité.
Pour la deuxième égalité, comme pour tout i ∈ J1, NK on a
(1xi=1 + 1xi=−1) = 1,
54
3.2. RECHERCHE DES LIAISONS
en remplaçant Ix1/−1(i) par (1xi=1 +1xi=−1)I
x
1/−1(i), puis en développant et en scindant la somme
en deux, on a
1
2
N∑
i=1
Ix1/−1(i) =
1
2
(
N∑
i=1
1xi=1I
x
1/−1(i) +
N∑
i=1
1xi=−1I
x
1/−1(i)
)
.
Comme nous avons montré la troisième égalité, les deux sommes sont égales, donc
1
2
N∑
i=1
Ix1/−1(i) =
1
2
(
2
N∑
i=1
1xi=1I
x
1/−1(i)
)
=
N∑
i=1
1xi=1I
x
1/−1(i),
d'où la troisième égalité.
Proposition 3.2.18. Soit x ∈ B1. Si I1/−1(x) > N2 alors on a
∃i ∈ J1, NK, Ix1/−1(i) = 2. (3.2.12)
Démonstration. Soit x ∈ B1 tel que I1/−1(x) > N2 . Supposons par l'absurde que
∀i ∈ J1, NK , Ix1/−1(i) ∈ {0, 1}.
Or, d'après la proposition précédente, on a
I1/−1(x) =
1
2
N∑
i=1
Ix1/−1(i) ≤
1
2
N∑
i=1
1 =
N
2
Ce qui est absurde, d'où le résultat.
Corollaire 3.2.19. Soit x ∈ B1. Si I1/−1(x) > N2 alors il existe i, j ∈ [[1, N ]] non voisins tels que
Ix1/−1(i) = 2 et I
x
1/−1(j) ∈ {1, 2} et xi 6= xj . (3.2.13)
Démonstration. Soit x ∈ B1 tel que I1/−1(x) > N2 . Par la proposition précédente il existe k ∈ [[1, N ]]
tel que Ix1/−1(k) = 2. Comme N ≥ 8 alors I1/−1(x) > 4 d'où I1/−1(x) ≥ 5. Supposons sans perte
de généralité que xk = 1. En utilisant les formules (3.2.11) on a
I1/−1(x) =
N∑
i=1
1xi=−1I
x
1/−1(i)
=
N∑
i=1, i 6=k−1,k,k+1
1xi 6=xkI
x
1/−1(i) + I
x
1/−1(k − 1) + Ix1/−1(k + 1).
Et comme pour tout i ∈ J1, K on a Ix1/−1(i) ∈ J0, 2K, alors
N∑
i=1, i 6=k−1,k,k+1
1xi 6=xkI
x
1/−1(i) ≥5− Ix1/−1(k − 1)− Ix1/−1(k + 1) ≥ 5− 2− 2 = 1
Donc il existe j non voisin de k tel que xj 6= xk et Ix1/−1(j) ∈ {1, 2}, d'où le résultat.
Proposition 3.2.20. Soit x ∈ B1 tel que 4 ≤ I1/−1(x) ≤ N2 . Si il existe i ∈ J1, NK tel que
Ix1/−1(i) = 2 alors il existe j ∈ J1, NK non voisin de i tel que
xi 6= xj et Ix1/−1(j) ∈ {1, 2}. (3.2.14)
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Démonstration. Par hypothèse il existe i ∈ [[1, N ]] tel que Ix1/−1(i) = 2. Donc xi−1 = xi+1 6= xi.
Comme on a N2 coordonnées égales à xi−1 donc il existe j ∈ [[1, N ]] tel que xj = xi−1.
Si Ix1/−1(j) ∈ {1, 2} la proposition est prouvée.
Si Ix1/−1(j) = 0 alors on regarde les voisins de j jusqu'à obtenir :
xk = xk+1 = . . . = xj−1 = xj = xj+1 = . . . = xk′−1 = xk′ et Ix1/−1(k) = I
x
1/−1(k
′) = 1.
Si k = i+ 1 et k′ = i− 1 alors on aurait toutes les coordonnées égales à la valeur de xj sauf xi,
or c'est impossible car on a autant de coordonnées égales à −1 et 1. Donc k 6= i+ 1 ou k′ 6= i− 1.
Alors le couple (i, k) (respectivement (i, k′)) convient si k 6= i+1 (respectivement k′ 6= i−1).
Proposition 3.2.21. Soit x ∈ B1 tel que 4 ≤ I1/−1(x) ≤ N2 . Si on a
∀i ∈ [[1, n]] , Ix1/−1(i) ∈ {0, 1}, (3.2.15)
alors il existe i, j ∈ J1, NK non voisins tels que
xi 6= xj et Ix1/−1(i) = Ix1/−1(j) = 1. (3.2.16)
Démonstration. Comme
I1/−1(x) =
N∑
i=1
1xi=1I
x
1/−1(i) ≥ 4
alors il existe k ∈ [[1, N ]] tel que xk = 1 et Ix1/−1(k) ∈ {1, 2}. De plus avec l'hypothèse (3.2.15) on
a Ix1/−1(k) = 1.
Et comme
I1/−1(x) =
n∑
i=1
1xi=−1I
x
1/−1(i) ≥ 4,
grâce à l'hypothèse (3.2.15) il existe au moins quatre éléments j1, j2, j3, j4 ∈ [[1, N ]] tels que
xj1 = xj2 = xj3 = xj4 = −1 et Ix1/−1(j1) = Ix1/−1(j2) = Ix1/−1(j3) = Ix1/−1(j4) = 1.
Comme chaque coordonnée n'a que deux voisins, alors il existe bien j ∈ [[1, N ]] non voisin avec
k tel que xj = −1 et Ix1/−1(j) = 1, d'où le résultat.
Classement des selles selon leurs hauteurs au premier ordre On s'intéresse aux selles,
c'est à dire x ∈ C1. Rappelons que l'on a :
α′0 = −ω′ , α′1 =
(
N
2
− 1
)
ω′ , α′2 = −
(
N
2
− 2
)
ω′ , ω′ =
(
1
4
N2 − 3
2
+ 3
)− 12
(3.2.17)
Dans la formule (3.1.19) on a des signes ± et ∓, ici nous avons fait un choix de signes pour
simpliﬁer, nous verrons plus tard que cela impliquera de considérer deux cas.
Nous savons que si l'on prend deux points critiques x, x′, de même triplet critique (a, b, c), ils
ont la même hauteur de potentiel à l'ordre 0 en γ. Dans cette sous-section nous avons introduit
les interfaces, et l'un des intérêts principaux des ces éléments est la caractérisation de la hauteur
de potentiel à l'ordre 1 en γ.
Proposition 3.2.22. Soit x un point critique de triplet critique (a, b, c). Le coeﬃcient d'ordre 1
en γ de la hauteur de potentiel de x est
1
4
(α0 − α1)2Iα0/α1(x) +
1
4
(α0 − α2)2Iα0/α2(x) +
1
4
(α1 − α2)2Iα1/α2(x) (3.2.18)
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Démonstration. Soit x un point critique de triplet critique (a, b, c). Notons
∀i ∈ J1, NK , xi = φi + ψiγ +O(γ2),
les développements à l'ordre 1 en γ de chaque coordonnée du point critique x. Remarquons que
∀i ∈ J1, NK , φi ∈ {α0, α1, α2}.
En remplaçant les xi par leurs valeurs, le coeﬃcient d'ordre 1 en γ de la hauteur de potentiel de
x, que l'on notera Θ, est
Θ =
N∑
i=1
(
φ3iψi − φiψi
)
+
1
4
N∑
i=1
(φi+1 − φi)2
Comme on sait que
α30 − α0 = α31 − α1 = α32 − α2,
et en remarquant que pour tout i ∈ J1, NK on a
1(xi,xi+1∈{(α0,α1),(α1,α0)} + 1(xi,xi+1∈{(α0,α2),(α2,α0)} + 1(xi,xi+1∈{(α1,α2),(α2,α1)} = 1,
alors
Θ =(α30 − α0)
N∑
i=1
ψi +
1
4
(α0 − α1)2
N∑
i=1
1(xi,xi+1∈{(α0,α1),(α1,α0)}
+
1
4
(α0 − α2)2
N∑
i=1
1(xi,xi+1∈{(α0,α2),(α2,α0)} +
1
4
(α1 − α2)2
N∑
i=1
1(xi,xi+1∈{(α1,α2),(α2,α1)}.
En remarquant que
N∑
i=1
ψi = 0,
car x ∈ S et que les autres sommes sont en fait les interfaces, on obtient donc le résultat.
Déﬁnition 3.2.23. Soient x, x′ ∈ C1 et notons leurs interfaces
(a, b, c) = (Iα′0/α′1(x), Iα′0/α′2(x), Iα′1/α′2(x)),
(a′, b′, c′) = (Iα′0/α′1(x
′), Iα′0/α′2(x
′), Iα′1/α′2(x
′)).
(3.2.19)
Alors on dira (a, b, c)  (a′, b′, c′) si et seulement si la hauteur de potentiel à l'ordre un de x est
supérieure ou égale à celle de x′.
Proposition 3.2.24. Pour N ≥ 8 on a :
1. ∀p ∈ J2, N − 4K, (2, 0, p)  (0, 2, p) (remarque p est pair),
2. ∀p ∈ J2, N − 2K, (0, 2, p)  (1, 1, p− 1) (remarque p est pair),
3. ∀p ∈ J1, N − 3K, (1, 1, p)  (2, 0, p− 1) (remarque p est impair).
Démonstration. Tout d'abord un simple calcul nous donne :
(α′0 − α′1)2 =
(
N
2
)2
ω′2 , (α′0 − α′2)2 =
(
N
2
− 3
)2
ω′2 , (α′1 − α′2)2 = (N − 3)2ω′2
1. La diﬀérence de hauteur de potentiel est
1
2
(α′0 − α′1)2 −
1
2
(α′0 − α′2)2 = (3N − 3)ω′2 > 0,
d'où le premier point.
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2. La diﬀérence de hauteur de potentiel est
−1
4
(α′0 − α′1)2 +
1
4
(α′0 − α′2)2 +
1
4
(α′1 − α′2)2.
En développant et factorisant, cette quantité est égale à
1
4
ω′2(N − 3)(N − 6) > 0,
d'où le deuxième point.
3. Pour le dernier point, on a la même diﬀérence de hauteur de potentiel que le point 2, ce qui
démontre ce point.
Corollaire 3.2.25. On peut classer les selles, pour n quelconque, selon leurs hauteurs de potentiel
au premier ordre de la façon suivante :
(0, 2, N − 2)  (1, 1, N − 3)  (2, 0, N − 4)  (0, 2, N − 4)  (1, 1, N − 5)  . . .
. . .  (2, 0, 2)  (0, 2, 2)  (1, 1, 1) (3.2.20)
Nous avons maintenant une classiﬁcation plus ﬁne des hauteurs de potentiel des selles de C1,
notre but est de pouvoir donner une classiﬁcation des hauteurs de communication relative aux
éléments de B1. Nous savons déjà qu'il n'y a pas de communication entre éléments de B1, donc
pour passer d'un élément de B1 à un autre élément de B1 il faut passer par 2 selles de C1. De plus
comme nous avons fait un choix dans le signe des valeurs de α′0, α
′
1, α
′
2 nous allons devoir détailler
les deux règles de liaisons.
Première règle Soient x ∈ B1 et i, j ∈ [[1, N ]] tel que xi 6= xj . Supposons, quitte à changer i et
j, que xi = 1 et xj = −1. Posons x′ le N -uplet x dont les coordonnées xi et xj sont permutées et
γ = (Ix1/−1(i), I
x
1/−1(j)). Soient y, z ∈ C1 les deux selles qui permettent de passer de x à x′. On a :
∀k 6∈ {i, j} , yk = zk =
{
α′1 si xk = 1
α′2 si xk = −1
yi = zj = α
′
0 et yj = zi = α
′
2
(3.2.21)
Si i et j ne sont pas voisins, on a la relation suivante ainsi que la table des interfaces de y et z :
I1/−1(x)− Ix1/−1(i)− Ix1/−1(j) =Iα′1/α′2(y)− I
y
α′1/α
′
2
(i)− Iyα′1/α′2(j)
= Iα′1/α′2(z)−Izα′1/α′2(i)− I
z
α′1/α
′
2
(j)
(3.2.22)
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i et j non voisins
γ Iyα′1/α′2
(i) Iyα′1/α′2
(j) Iα′1/α′2(y) Iα′0/α′1(y) Iα′0/α′2(y)
(0, 0) 0 0 p 2 0
2 0 p+ 2 0 2
(0, 1) 0 1 p 2 0
2 0 p+ 1 1 1
(0, 2) 0 2 p 2 0
2 0 p 2 0
(1, 0) 0 0 p− 1 1 1
1 0 p 0 2
(1, 1) 0 1 p− 1 1 1
1 0 p− 1 1 1
(1, 2) 0 2 p− 1 1 1
1 0 p− 2 2 0
(2, 0) 0 0 p− 2 0 2
0 0 p− 2 0 2
(2, 1) 0 1 p− 2 0 2
0 0 p− 3 1 1
(2, 2) 0 2 p− 2 0 2
0 0 p− 4 2 0
Si i et j sont voisins, on a la relation suivante ainsi que la table des interfaces de y et z :
I1/−1(x)− Ix1/−1(i)− Ix1/−1(j) + 1 =Iα′1/α′2(y)− I
y
α′1/α
′
2
(i)− Iyα′1/α′2(j)
= Iα′1/α′2(z)−Izα′1/α′2(i)− I
z
α′1/α
′
2
(j)
(3.2.23)
i et j voisins
γ Iyα′1/α′2
(i) Iyα′1/α′2
(j) Iα′1/α′2(y) Iα′0/α′1(y) Iα′0/α′2(y)
(1, 1) 0 0 p− 1 1 1
1 0 p 0 2
(1, 2) 0 1 p− 1 1 1
1 0 p− 1 1 1
(2, 1) 0 0 p− 2 0 2
0 0 p− 2 0 2
(2, 2) 0 1 p− 2 0 2
0 0 p− 3 1 1
Deuxième règle Soient x ∈ B1 et i, j ∈ [[1, N ]]. Supposons, quitte à changer i et j, que xi =
1 et xj = −1. Posons x′ le N -uplet x donc les coordonnées xi et xj sont permutées et γ =
(Ix1/−1(i), I
x
1/−1(j)). Soient y, z ∈ C1 les deux selles qui permettent de passer de x à x′. On a :
∀k 6= i, j yk = zk =
{ −α′2 si xk = 1
−α′1 si xk = −1
yi = zj = −α′2 et yj = zi = −α′0
(3.2.24)
Si i et j ne sont pas voisins, on a la relation suivante ainsi que la table des interfaces de y et z :
I1/−1(x)− Ix1/−1(i)− Ix1/−1(j) =I−α′1/−α′2(y)− I
y
−α′1/−α′2(i)− I
y
−α′1/−α′2(j)
= I−α′1/−α′2(z)−Iz−α′1/−α′2(i)− I
z
−α′1/−α′2(j)
(3.2.25)
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i et j non voisins
γ Iy−α′1/−α′2(i) I
y
−α′1/−α′2(j) I−α
′
1/−α′2(y) I−α′0/−α′1(y) I−α′0/−α′2(y)
(0, 0) 0 0 p 2 0
0 2 p+ 2 0 2
(0, 1) 0 0 p− 1 1 1
0 1 p 0 2
(0, 2) 0 0 p− 2 0 2
0 0 p− 2 0 2
(1, 0) 1 0 p 2 0
0 2 p+ 1 1 1
(1, 1) 1 0 p− 1 1 1
0 1 p− 1 1 1
(1, 2) 1 0 p− 2 0 2
0 0 p− 3 1 1
(2, 0) 2 0 p 2 0
0 2 p 2 0
(2, 1) 2 0 p− 1 1 1
0 1 p− 2 2 0
(2, 2) 2 0 p− 2 0 2
0 0 p− 4 2 0
Si i et j sont voisins, on a la relation suivante ainsi que la table des interfaces de y et z :
I1/−1(x)− Ix1/−1(i)− Ix1/−1(j) + 1 =I−α′1/−α′2(y)− I
y
−α′1/−α′2(i)− I
y
−α′1/−α′2(j)
= I−α′1/−α′2(z)−Iz−α′1/−α′2(i)− I
z
−α′1/−α′2(j)
(3.2.26)
i et j voisins
γ Iy−α′1/−α′2(i) I
y
−α′1/−α′2(j) I−α
′
1/−α′2(y) I−α′0/−α′1(y) I−α′0/−α′2(y)
(1, 1) 0 0 p− 1 1 1
0 1 p 0 2
(1, 2) 0 0 p− 2 0 2
0 0 p− 2 0 2
(2, 1) 1 0 p− 1 1 1
0 1 p− 1 1 1
(2, 2) 1 0 p− 2 0 2
0 0 p− 3 1 1
Interface de la selle Grâce aux deux paragraphes précédents on peut en déduire un tableau
des interfaces de la selle s (avec γ′ = (Iα′0/α′1(s), Iα′0/α′2(s), Iα′0/α′2(s))) par rapport aux interfaces
changées :
i et j non voisins
γ (0, 0) (1, 0) ou (0, 1) (1, 1) (2, 0) ou (0, 2) (2, 1) ou (1, 2) (2, 2)
γ′ (0, 2, p+ 2) (0, 2, p) (1, 1, p− 1) (0, 2, p− 2) (0, 2, p− 2) (0, 2, p− 2)
i et j voisins
γ (1, 1) (2, 1) ou (1, 2) (2, 2)
γ′ (0, 2, p) (0, 2, p− 2) (0, 2, p− 2)
Graphe de communication réduit aux interfaces
Théorème 3.2.26. La hiérarchie sur B1 est :
2  4′  6′  . . .  N
2
′
 4  6  . . .  N, (3.2.27)
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où ces nombres sont les interfaces et ceux où il y a un "prime" signiﬁe que quelque soit la permu-
tation de coordonnée, on garde toujours le même nombre d'interfaces.
Pour montrer ce théorème, il nous faut montrer trois choses. Tout d'abord montrer que la
hauteur de la selle entre un élément d'interface p vers un élément d'interface plus petite que p est
décroissante. Puis que cette hauteur pour p = 4 est plus petite que la hauteur de la selle entre un
élément d'interface N2
′
vers un élément d'interface N2
′
ou N2 . Et pour terminer, que la hauteur de
la selle entre un élément d'interface p′ vers un élément d'interface p′ ou p est décroissante.
Ce qui correspond aux trois propositions suivantes.
Proposition 3.2.27. La hauteur de la selle entre un élément d'interface p vers un élément d'in-
terface plus petite que p est décroissante.
Démonstration. Un élément d'interface p qui peut communiquer vers un élément d'interface plus
petite que p passe par une selle d'interface (0, 2, p− 2). Donc à l'ordre un la hauteur est :
2(α′0 − α′2)2 + (p− 2)(α′1 − α′2)2 − 4p = ω′2(2(N2 − 3)2 + (p− 2)(N − 3)2)− 4p
= ω′−1(− 32N2 + 6N − p)
C'est une fonction aﬃne et décroissante en p donc le résultat est vériﬁé.
Proposition 3.2.28. ω′−1(− 32N2 + 6N − 12) < ω′−1(− 12n2 + 32N)
Démonstration. La hauteur, à l'ordre un, d'un élément d'interface N2
′
vers un élément d'interface
N
2
′
ou N2 est :
(α′0 − α′2)2 + (α′1 − α′2)2 + (
N
2
− 1)(α′1 − α′2)2 − 4
N
2
= ω′−1(−1
2
N2 +
3
2
N)
Donc :
ω′−1(−1
2
N2 +
3
2
N)− ω′−1(−3
2
N2 + 6N − 12) = ω′−1(N2 − 9
2
N + 12)
Le polynôme (N2 − 92N + 12) n'admet pas de racine réelle d'où le résultat.
Proposition 3.2.29. La hauteur de communication entre un élément d'interface p′ vers un élé-
ment d'interface p′ ou p est décroissante en p.
Démonstration. Un élément d'interface p′ qui communique vers un élément d'interface p′ ou p
passe par une selle d'interface (1, 1, p− 1). Donc à l'ordre un la hauteur est :
(α′0 − α′2)2 + (α′1 − α′2)2 + (p− 1)(α′1 − α′2)2 − 4p
= ω′−1(−1
2
N2 + 3N − 3p)
C'est une fonction aﬃne et décroissante en p donc le résultat est vériﬁé.
Nous pouvons résumer ceci avec l'exemple pour N = 16 :
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16
14
12
10
8
8′
6
6′
4
4′
2
•
•
•
•
•
•
•
•
•
•
3.3 Cas N = 8
Nous allons maintenant considérer l'illustration non triviale qui est le cas où N = 8. On a par le
théorème 3.1.6 que seuls les triplets critiques de la forme (0, a1, a2) avec 2a1 > a2 et a1+a2 = 8 nous
donne des minima locaux et que seuls les triplets critiques de la forme (1, a1, a2) avec 2a1 > a2+1 et
1 + a1 + a2 = 8 nous donne des points critiques d'indice de selle 1. De plus, en utilisant la formule
(3.1.19) nous avons l'expression de chacune des coordonnées. Donc, nous avons la classiﬁcation
suivante :
• le triplet critique (0, 4, 4) nous donne (84) = 70 minima locaux, avec 4 coordonnées égales à
1 +O(γ) et les 4 autres égales à −1 +O(γ) ;
• le triplet critique (0, 3, 5) nous donne (83) = 112 minima locaux, avec 3 coordonnées égales à±α = ± 5√
19
+O(γ) et les 5 autres égales à ±β = ∓ 3√
19
+O(γ) ;
• le triplet critique (0, 3, 5) nous donne 2 8!1!3!4! = 560 selles d'indice 1, avec 1 coordonnée égale
à ∓ 1√
7
+O(γ), 3 autres égales à ± 3√
7
+O(γ) et les 4 autres égales à ∓ 2√
7
+O(γ).
Nous constatons donc bien l'amélioration entre la méthode du chapitre 2 et celle du chapitre
3, car nous pouvons donner une classiﬁcation des minima locaux et des selles d'indice 1 ainsi que
donner l'expression des coordonnées de ceux-ci.
Nous avons vu dans la proposition 3.2.1 que l'ensemble des chemins possibles sont de la forme
(0, 4, 4)↔ (1, 3, 4)↔ (0, 3, 5).
Contrairement aux cas N = 2 ou N = 4, dans lesquelles nous pouvions faire assez aisément le
graphe des liaisons à cause du nombre faible de sommets et d'arêtes, ici nous avons un total de
182 minima locaux et 560 selles d'indice 1, il serait donc très pénible (voir infaisable) de faire un
graphe des liaisons aussi simple que les cas précédents.
Nous introduirons donc dans le chapitre 4 suivant un moyen assez eﬃcace pour donner le graphe
des liaisons basé sur les orbites des actions de groupes.
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Chapitre 4
Processus de saut markovien
Comme nous l'avons précisé dans l'introduction (section 1.3), il est très fréquent de discrétiser
en mathématique. Nous allons alors nous intéresser à un processus de saut Markovien, que nous
déﬁnirons dans la section 4.1.
Nous le regarderons, dans la sous-section 4.1.1, dans le cas sans symétries. Nous donnerons
l'analogue du Théorème 1.2.8 pour les processus de saut, ainsi qu'un algorithme avec son cout
(sous-section 4.1.2) pour trouver les exposants d'Arrhenius et préfacteurs des valeurs propres du
générateur du processus.
Puis, dans la sous-section 4.1.3, nous le regarderons dans le cas avec des symétries. Nous
introduirons les éléments nécessaires pour notre théorie, en utilisant des notions la théorie des
représentations des groupes ﬁnies (voir l'annexe A pour les preuves des notions que nous utilisons
de cette théorie).
Ensuite, dans la section 4.2, nous donnerons les résultats obtenus dans le cas symétrique (dont
les démonstrations se trouvent dans la section 4.3).
Pour ﬁnir, dans les sections 4.4 et 4.5, nous illustrerons ces résultats avec le potentiel Vγ déﬁni
dans (1.3.1), en dimension 4 et 8.
4.1 Déﬁnitions
Soient X un ensemble ﬁni, L le générateur d'un processus de saut Markovien sur X . Supposons
que les éléments de L peuvent être écrits de la manière suivante :
Lij =
cij
mi
e−hij/ε , i, j ∈ X , i 6= j , (4.1.1)
où ε > 0, cij = cji > 0, mi > 0 et 0 < hij 6 +∞ que l'on appellera hauteur de communication
de l'état i à l'état j en 1-pas (on conviendra d'écrire hij = +∞ dans le cas où Lij = 0). De plus,
supposons qu'il existe une fonction V : X → R+ telle que L est réversible par rapport à la mesure
m e−V/ε :
mi e
−Vi/ε Lij = mj e−Vj/ε Lji ∀i, j ∈ X . (4.1.2)
Comme on a supposé que cij = cji, cela est équivalent à :
Vi + hij = Vj + hji ∀i, j ∈ X . (4.1.3)
Notre but est de comprendre le comportement quand ε → 0 du processus de saut Markovien Xt
de générateur L, quand L est invariant sous un groupe G de bijections g : X → X .
Soit G = (X , E) le graphe non orienté avec l'ensemble d'arête E = {(i, j) ∈ X 2 : Lij > 0}.
on conviendra d'associer à une arête e = (i, j) ∈ E la hauteur de la selle entre i et j déﬁnie par
Ve = Vi + hij = Vj + hji, et d'écrire ce = cij = cji. En particulier, cette convention justiﬁe la
représentation graphique utilisée, par exemple, dans la Figure 4.1 ci-après, dans laquelle on dessine
une fonction V (x) avec les minima locaux à hauteur Vi et les selles à hauteur Ve.
63
CHAPITRE 4. PROCESSUS DE SAUT MARKOVIEN
2 3 1
h23
h32
h31
h231
h13
V2
V(1,3)
2
3
1
Figure 4.1. Le graphe G et le potentiel viennent de l'exemple 4.1.2. La hauteur de communication
H(2, 1) de l'état 2 à l'état 1 est donnée par h231 = V(1,3) − V2.
Une méthode largement utilisée pour déterminer le comportement logarithmique des valeurs
propres λk du générateur L repose sur les W -graphes [37]. Pour un sous ensemble W ⊂ X donné,
un W -graphe est un graphe orienté avec l'ensemble de sommets X , tel que tout point i ∈ X \W
est l'origine de exactement un chemin ﬁnissant en un point j ∈W . Puis on a :
Hk = − lim
ε→0
ε log(−λk) = V (k) − V (k+1) , (4.1.4)
où chaque V (k) implique un minimum sur tous les W -graphes avec k éléments. La quantité à
minimiser est la somme de hij sur toutes les arêtes du graphe. Ceci est l'analogue à temps continu
de [16, Theorem 7.3], voir par exemple [12, Section 4.3]. Cependant, notre objectif est de déterminer
le préfacteur de Kramers des valeurs propres, c'est à dire d'obtenir la constante :
Ck = lim
ε→0
(−λk) eHk/ε . (4.1.5)
Dans le cas général, c'est à dire quand les diﬀérentes hauteurs de communication relevante sont
toutes diﬀérentes, le coeﬃcient Ck peut être déterminé du graphe G, des notions de hauteur de
communication et de la hiérarchie métastable (que nous déﬁnirons dans la sous-section suivante,
voir aussi [9, 10]). Nous allons expliquer cette approche dans les deux prochaines sous-sections,
avant de regarder le cas plus diﬃcile où le générateur L est invariant sous un groupe de symétrie.
4.1.1 Cas asymétrique et résultats
Déﬁnition 4.1.1 (Hauteur de communication). Soit i 6= j ∈ X . Pour p > 1, la hauteur de
communication en (p+ 1)-pas de i à j, passant par les états k1, . . . , kp, est déﬁnie par
hik1...kpj = hik1...kp ∨ (hik1 − hk1i + hk1k2 − hk2k1 + · · ·+ hkpj) (4.1.6)
(voir la Figure 4.1). La hauteur de communication de i à j 6= i est déﬁnie par
H(i, j) = min
γ:i→j
hγ , (4.1.7)
où le minimum est sur tous les chemins γ = (i, k1, . . . , kp, j) de taille p + 1 > 1. Un chemin
réalisant le minimum dans (4.1.7) est appelé un chemin optimal de i à j. Si i 6∈ A ⊂ X , On déﬁnit
la hauteur de communication de i à A de la manière suivante
H(i, A) = min
j∈A
H(i, j) . (4.1.8)
En utilisant (4.1.3) et (4.1.6), il est facile de montrer que les hauteurs de communication
peuvent être déﬁnies, de manière équivalente, au sens des hauteurs de selle par
hik1...kpj + Vi = V(i,k1) ∨ V(k1,k2) ∨ · · · ∨ V(kp,j) . (4.1.9)
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Figure 4.2. Arbres des successeurs et hiérarchie métastable pour l'exemple 4.1.2. L'état 3 est
en haut d'un 2-cycle dans le graphe des successeurs, et il est eﬀacé après une étape. L'état 2 est
en haut d'un 2-cycle dans le graphe des successeurs à la deuxième étape. L'exposant d'Arrhenius
des valeurs propres sont les longueurs des segments verticaux rouges . Le segment de droite est
considéré comme inﬁniment long et correspond à la valeur propre 0. L'arbre de successeurs est
constitué du graphe des successeurs du système original, et du graphe des successeurs pour le
système dans lequel l'état 3 a été enlevé.
Alors H(i, j) + Vi est le minimum sur tous les chemins γ de i à j de la hauteur de selle maximale
rencontrer le long de γ.
Exemple 4.1.2. Considérons le générateur
L =
− c13m1 e−h13/ε 0 c13m1 e−h13/ε0 − c23m2 e−h23/ε c23m2 e−h23/ε
c13
m3
e−h31/ε c23m3 e
−h32/ε − c13m3 e−h31/ε− c23m3 e−h32/ε
 (4.1.10)
en supposant h32 < h31, h32 < h23 et h23−h32 +h31 < h13. Le graphe et le potentiel associés sont
montrés dans la Figure 4.1. Nous avons, par exemple,
h231 = h23 ∨ (h23 − h32 + h31) = h23 − h32 + h31 = V(1,3) − V2 , (4.1.11)
qui est la diﬀérence de hauteur entre l'état 2 et la selle reliant l'état 1 et 3. La hauteur de commu-
nication de 2 à 1 est donnée par
H(2, 1) = h21 ∧ h231 = h231 , (4.1.12)
car h21 = +∞, et les chemins de longueur plus grande que 3 ont un cout plus grand ou égal,
car ils sont soient égaux à h21 soient égaux à h231. En faisant pareil pour les autres hauteurs de
communication, on obtient que la matrice des H(i, j) est donnée par ∗ h13 h13h231 ∗ h23
h31 h32 ∗
 . (4.1.13)
L'hypothèse suivante est la condition nécessaire pour être dans ce que l'on appelle le cas asymé-
trique. C'est une forme faible d'hypothèses semblables, trouvée par exemple dans [16, Section 6.7],
[22, p. 225] ou [11, Hypothèse 1].
Hypothèse 4.1.3 (Hiérarchie métastable). Les éléments de X = {1, . . . , n} peuvent être ordonnés
tels que siMk = {1, . . . , k},
H(k,Mk−1) 6 min
i<k
H(i,Mk \ {i})− θ , k ∈ {2, . . . , n} (4.1.14)
65
CHAPITRE 4. PROCESSUS DE SAUT MARKOVIEN
pour un certain θ > 0. On appellera les hauteurs H(k,Mk−1) pour k ∈ {2, . . . , n} les hauteurs de
communication relevantes. On dira alors que l'ordre 1 ≺ 2 ≺ · · · ≺ n déﬁnit la hiérarchie métastable
de X (voir la Figure 4.2). De plus, pour chaque k il existe une unique arête e∗(k) telle que n'importe
quel chemin optimal γ : k →Mk−1 atteint la hauteur H(k,Mk−1)+Vk seulement en l'arête e∗(k).
Enﬁn, n'importe quel chemin non optimal γ : k →Mk−1 atteint au plus la hauteur Ve∗(k) + θ.
La condition (4.1.14) signiﬁe que dans la partie triangulaire inférieure de la matrice de hauteur
de communicationH(i, j), le minimum de chaque ligne est plus petit, d'au moins θ, que le minimum
des lignes au-dessus. Typiquement, un tel ordre existe seulement si L n'admet pas de groupe de
symétrie non trivial.
Exemple 4.1.4. Revenons à l'exemple précédent, on voit que H(3, {1, 2}) = h32 est plus petit que
H(1, {2, 3}) = h13 et H(2, {1, 3}) = h23. De plus, H(2, {1}) = h231 est plus petit que H(1, {2}) =
h13. Alors le système admet un ordre métastable donné par 1 ≺ 2 ≺ 3 (voir la Figure 4.2), où
θ = min(h13 − h32, h23 − h32, h13 − h213).
Les plus hautes arêtes associées sont e∗(3) = (2, 3) et e∗(2) = (1, 3).
Notons que les hauteurs de communication relevante H(k,Mk−1) sont en fait données par le
minimum de la ligne correspondante dans la partie triangulaire inférieure de la matrice (4.1.13). On
verra dans la prochaine sous section un algorithme permettant de déterminer l'ordre métastable
de manière eﬃcace.
Le résultat suivant est équivalent à [10, Théorème 1.2], mais nous donnerons une nouvelle
démonstration qui sera nécessaire pour le cas symétrique.
Théorème 4.1.5 (Comportement asymptotique des valeurs propres). Sous l'hypothèse 4.1.3, et
pour ε suﬃsamment petit, les valeurs propres de L sont données par λ1 = 0 et
λk = −
ce∗(k)
mk
e−H(k,Mk−1)/ε
[
1 +O(e−θ/ε)] , k ∈ {2, . . . , n} . (4.1.15)
De plus, soit τMk−1 = inf{t > 0: Xt ∈ Mk−1} le premier temps d'atteinte de Mk−1. Alors pour
k ∈ {2, . . . , n},
Ei[τMk−1 ] =
1
|λk|
[
1 +O(e−θ/ε)] (4.1.16)
pour toutes valeurs initiales i ∈ X \Mk−1.
Exemple 4.1.6. Ce théorème nous montre que les valeurs propres du générateur (4.1.10) sont
λ1 = 0 ,
λ2 = − c13
m2
e−h231/ε
[
1 +O(e−θ/ε)] ,
λ3 = − c23
m3
e−h32/ε
[
1 +O(e−θ/ε)] .
Bien sur cela peut être vériﬁé par un calcul explicite dans ce cas simple. L'intérêt du Théorème 4.1.5
est qu'il fonctionne pour un système arbitrairement grand, à un coup de calcul relativement mo-
deste.
4.1.2 Algorithme asymétrique
Notons n = |X | le nombre d'états, et m = |E| le nombre d'arêtes de G. Comme on a supposé
que la chaine soit irréductible, on a n − 1 6 m 6 12n(n − 1). Remarquons que le nombre de W -
graphes possible sur X est au moins 2n (le nombre de sous ensembles de X ), donc en appliquant
directement (4.1.4) pour calculer les exposants Hk cela va être très long. Cependant, dans le cas
réversible la méthode peut être sensiblement améliorée.
Les étapes de base d'un algorithme(présenté dans [12, Section 4.3]) determinant la hiérarchie
métastable, et par la même occasion les préfacteurs Ck et les exposants Hk sont :
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Figure 4.3. L'opération d'eﬀacer un état du système peut être vu comme le fait de remplir le
puits du potentiel, jusqu'à la plus petite hauteur de selle atteignable. Sur le graphe orienté avec
les poids hij , cela revient à soustraire hi,s(i) de toutes les arêtes partant de l'état i à eﬀacer, et
remplacer tout les hjk pour j, k 6= i par hjk ∧ (hji + hik).
• Trouver la plus petite hauteur de communication en 1-pas hij . L'état i sera le dernier dans
la hiérarchie métastable.
• Eﬀacer l'état i et toutes les arêtes contenant i du graphe ; puis recalculer les hauteurs de
communication en 1-pas, tel que pour tout j, k 6= i, hjk est remplacé par son minimum avec
hjik (cf. Figure 4.3).
• Recommencer jusqu'à ce qu'il n'y ait plus d'arête.
Une manière de faire cela eﬃcacement est la suivante. Pour tout site i ∈ X , on appelle successeur
de i n'importe quel s(i) tel que
inf
j 6=i
hij = his(i) . (4.1.17)
Si une hiérarchie métastable existe, alors le dernier site dans la hiérarchie a un unique successeur.
Déﬁnissons le graphe des successeurs comme le graphe orienté avec pour ensemble de sommet X
et pour ensemble d'arête i → s(i) (Figure 4.2). La réversibilité implique que ce graphe ne peut
avoir de cycles de longueur supérieur à 2. De plus, il doit y avoir au moins un cycle de longueur 2.
Si (i, j) est un 2-cycle et Vi < Vj , on dira que i est en bas du cycle et j est en haut du cycle. Les
étapes de notre algorithme sont
• Déterminer le graphe des successeurs.
• Trouver tous les cycles de longueur 2. Déterminer le haut de chaque cycle. Eﬀacer tous les
états qui sont en haut d'un cycle et l'arête correspondante , et recalculer les hjk comme dans
la deuxième étape de l'algorithme précédent.
• Recommencer jusqu'à ce qu'il n'y ait plus d'arête.
Cette algorithme mène à ce que l'on appellera arbre des successeurs, qui nous donnera la hiérarchie
métastable. Les feuilles de l'arbre sont les états de X . Deux branches se rejoignent quand elles
appartiennent à un 2-cycle à une certaine étape de l'algorithme. En calculant pour chaque i en
haut d'un cycle la hauteur V(i,s(i)) − Vi puis en les ordonnant on obtient la hiérarchie métastable
(sachant que le seul état non eﬀacé est le premier de la hiérarchie). Ainsi l'exposant d'Arrhenius et
l'arête e∗(k) déterminant le préfacteur Ck peuvent être lu sur l'arbre des successeurs (Figure 4.2).
L'algorithme des valeurs propres de Jacobi permet de diagonaliser une matrice symétrique
quelconque en O(n3) étapes (voir [35]). Le cout de calcul de l'algorithme précédent, en revanche,
est entreO(m) etO(n2) au plus. En eﬀet, le graphe des successeurs peut être déterminé en trouvant,
pour chaque i ∈ X , le minimum des hij , qui requiers 2m étapes. Le cout pour déterminer tous
les 2-cycles est d'ordre n donc par conséquent négligeable. Finalement, recalculer les hauteurs de
communication du graphe des successeurs a un cout de O(n) au plus, et doit être fait pour n− 1
états au total. Comme 2m < n2, on en déduit bien le cout de l'algorithme.
Un algorithme alternatif pour déterminer la hiérarchie métastable est évoqué dans [11]. Bien
qu'il ait été fait aﬁn de déterminer uniquement les exposants Hk , le théorème 4.1.5 montre qu'il
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peut être utilisé aussi pour calculer les préfacteurs Ck. L'algorithme consiste en premier lieu à
trouver l'arbre recouvrant minimal du graphe (minimal en terme de hauteur de communication),
puis d'enlever des arêtes de cette arbre. Le cout donné dans [11] est au moins O(n log n) et au
plus O(n2). Comme le cout des deux algorithmes ont des bornes comparable, dans une situation
spéciﬁque l'un des deux algorithmes peut être un petit plus performant que l'autre.
4.1.3 Cas symétrique
Soit G un groupe ﬁni de bijection g : X → X . On notera par pi(g) la matrice de permutation
pi(g)ab =
{
1 si g(a) = b ,
0 sinon .
(4.1.18)
A partir de maintenant on suppose que le générateur L est invariant sous le groupe G, c'est à dire :
pi(g)L = Lpi(g) ∀g ∈ G . (4.1.19)
C'est équivalent à supposer
∀g ∈ G ∀a, b ∈ X Lab = Lg(a)g(b).
Rappelons quelques déﬁnitions de la théorie des groupes.
Déﬁnition 4.1.7.
1. Pour a ∈ X , Oa = {g(a) : g ∈ G} ⊂ X est appelé l'orbite de a.
2. Pour a ∈ X , Ga = {g ∈ G : g(a) = a} ⊂ G est appelé le stabilisateur de a.
3. Pour g ∈ G, X g = {a ∈ X : g(a) = a} ⊂ X est appelé l'ensemble des points ﬁxes de g.
Rappelons des propriétés et propositions bien connues :
• Les orbites forment une partition de X , noté X/G.
• Pour tout a ∈ X , le stabilisateur Ga est un sous groupe de G.
• Pour tout a ∈ X , l'application ϕ : gGa 7→ g(a) donne une bijection de G/Ga dans l'orbite
Oa de a, et donc |G|/|Ga| = |Oa|.
 Pour tout g ∈ G et tout a ∈ X , on a Gg(a) = gGag−1, c'est à dire que les stabilisateurs sont
tous conjugués.
• Lemme de Burnside : ∑g∈G|X g| = |G||X/G|.
On notera les orbites de G par A1, . . . , AnG . La valeur de la hauteur de communication H(a,Aj)
est la même pour tout a ∈ Ai, on la notera donc H(Ai, Aj). De même, on écrira VAi pour la valeur
commune de tous les Va, a ∈ Ai. Nous ferons les deux hypothèses de non-dégénérescence suivantes :
Hypothèse 4.1.8 (Hiérarchie métastable pour les orbites). Soient Mk = A1 ∪ · · · ∪ Ak pour
k ∈ {1, . . . , nG}. On peut ordonner les orbites telles que
H(Ak,Mk−1) 6 min
i<k
H(Ai,Mk \Ai)− θ , k ∈ {2, . . . , nG} (4.1.20)
pour un certain θ > 0. On le notera A1 ≺ A2 ≺ · · · ≺ AnG . De plus, pour tout k ∈ {2, . . . , nG}, il
existe une seule arête e∗(k) ∈ E telle que
H(Ak,Mk−1) + VAk = V(a,b) ⇔ ∃g ∈ G : (g(a), g(b)) = e∗(k) . (4.1.21)
Hypothèse 4.1.9 (Absence de dégénérescence accidentelle). Chaque fois qu'il y a des éléments
a1, b1, a2, b2 ∈ X tels que ha1b1 = ha2b2 , il existe g ∈ G tel que g({a1, b1}) = {a2, b2}.
Nous faisons l'hypothèse assez forte 4.1.9 principalement pour simpliﬁer l'expression des valeurs
propres ; l'approche que nous avons développé ici peut être appliqué sans cette hypothèse, en contre-
partie les valeurs propres auront une expression plus compliquées. L'hypothèse 4.1.9 implique la
propriété suivante sur les éléments de la matrice L :
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Lemme 4.1.10. Pour tout a, b ∈ X , appartenant à des orbites diﬀérentes, Lah(b) = Lab si et
seulement si h ∈ GaGb.
Démonstration. Par l'hypothèse 4.1.9, et que g(a) 6= b car ils appartiennent à des orbites diﬀérentes,
Lah(b) = Lab si et seulement si il existe g ∈ G tel que g(a) = a et g(b) = h(b). C'est équivalent
à l'existence d'un g ∈ Ga tel que g(b) = h(b), c'est à dire b = g−1h(b). Cela est équivalent à
h ∈ GaGb.
Les transitions directes entre deux orbites Ai et Aj sont dominées par les arêtes (a, b) pour
lesquelles hab est minimal. On notera la valeur minimale :
h∗(Ai, Aj) = inf{hab : a ∈ Ai, b ∈ Aj} . (4.1.22)
Remarque h∗(Ai, Aj) peut être inﬁni (si il n' y a pas d'arêtes entre les orbites), et que H(Ai, Aj) 6
h∗(Ai, Aj). En diminuant, si nécessaire, la valeur de θ > 0, on peut supposer que :
hab > h
∗(Ai, Aj), a ∈ Ai, b ∈ Aj ⇒ hab > h∗(Ai, Aj) + θ . (4.1.23)
Par le Lemme 4.1.10, si h∗(Ai, Aj) est ﬁni, chaque a ∈ Ai est relié a exactement |GaGb|/|Gb|
états dans Aj 3 b avec Lab = [cab/ma] e−h∗(Ai,Aj)/ε. Remarquons que
ϕ : GaGb/Gb → Ga/(Ga ∩Gb)
gGb 7→ g(Ga ∩Gb) (4.1.24)
est une bijection, et donc le nombre naj d'états dans Aj communicant avec a peut être écrit dans
l'une des deux formes équivalentes
naj =
|GaGb|
|Gb| =
|Ga|
|Ga ∩Gb| . (4.1.25)
L'applicationpi déﬁnie par (4.1.18) est un morphisme de G dans GL(n,C ), et donc déﬁnit une
représentation de G de dimension dimpi = n (voir la Déﬁnition A.1.1). Dans ce que suit, nous
allons donner les points importants de la théorie des représentations des groupes ﬁnis (pour les
démonstrations voir dans l'annexe A ou [36]) :
• Une représentation de G est dite irréductible s'il n'y a pas de sous-espace propre de C n
invariant sous tout pi(g) (voir la Déﬁniton A.1.6).
• Deux représentations pi et pi′ de dimension d deG sont dites équivalentes s'il existe une matrice
S ∈ GL(d,C ) telle que Spi(g)S−1 = pi′(g) pour tout g ∈ G (voir la Déﬁnition A.1.16).
• Tout groupe ﬁni G possède un nombre ﬁni de représentation irréductible non équivalente
pi(0), . . . , pi(r−1) (voir les Théorèmes A.2.22 et A.3.9 et le Corolaire A.3.10). La représentation
pi(0) est appelé la représentation triviale, pi(0)(g) = 1 ∀g ∈ G.
• Toute représentation pi de G peut être décomposée en somme de représentation irréductible
(voir le Théorème A.2.24) :
pi =
r−1⊕
p=0
α(p)pi(p) , α(p) > 0 ,
r−1∑
p=0
α(p) dim(pi(p)) = dim(pi) = n . (4.1.26)
Cela veut dire qu'on peut trouver une matrice S ∈ GL(n,C ) telle que toutes les matrices
Spi(g)S−1 sont diagonales par blocs, avec le bloc α(p) donné par pi(p)(g). Cette décomposition
est unique à l'ordre des facteurs près.
• Pour toute représentation irréductible pi(p) contenue dans pi, notons χ(p)(g) = Trpi(p)(g) son
caractère. Alors
P (p) =
dim(pi(p))
|G|
∑
g∈G
χ(p)(g)pi(g) (4.1.27)
est le projecteur sur le sous-espace invariant de C n associé à pi(p) (voir Théorème A.5.1). En
particulier,
α(p) dim(pi(p)) = TrP (p) =
dim(pi(p))
|G|
∑
g∈G
χ(p)(g)χ(g) , (4.1.28)
69
CHAPITRE 4. PROCESSUS DE SAUT MARKOVIEN
où χ(g) = Trpi(g) (voir Remarque A.5.2). Pour la représentation déﬁnie par (4.1.18), on a
χ(g) = |X g|.
Exemple 4.1.11 (Les représentations irréductibles du groupe diédral, voir aussi la section A.6).
Le groupe diédral DN est le groupe des symétries d'un polygone régulier à N -cotés. Il est engendré
par r, la rotation d'angle 2pi/N , et s, une des réﬂexions préservant le polygone régulier à N -cotés.
En eﬀet
DN =
{
Id, r, r2, . . . , rN−1, s, rs, rs, . . . , rN−1s
}
(4.1.29)
est entièrement déterminé par les conditions rN = Id, s2 = Id et rs = sr−1. Si N est pair, alors
DN a 4 représentations irréductibles de dimension 1, déﬁnies par pi(r) = ±1 et pi(s) = ±1. De plus,
il a N2 − 1 représentations irréductibles de dimension 2, équivalentes à
pi(r) =
(
e2 ipik/N 0
0 e−2 ipik/N
)
, pi(s) =
(
0 1
1 0
)
, k = 1, . . .
N
2
− 1 . (4.1.30)
Les caractères associés sont
χ(risj) = Trpi(risj) = 2 cos
(
2piik
N
)
δj0 , i = 0, . . . , N − 1, j = 0, 1 . (4.1.31)
Il n'y a pas de représentation irréductible de dimension plus grande que 2. Si N est impair, il y a
2 représentations irréductibles de dimension 1, déﬁnies par pi(r) = 1 et pi(s) = ±1, et (N − 1)/2
représentations irréductibles de dimension 2.
4.2 Les résultats
L'idée centrale de notre approche est d'utiliser la décomposition (4.1.26) de la représentation de
la matrice de permutation (4.1.18) du groupe de symétrie G pour caractériser les valeurs propres
de L. Il résulte de (4.1.19) et de (4.1.27) que
P (p)L = LP (p) , p = 0, . . . , r − 1 , (4.2.1)
de sorte que les r images P (p)C n (où n = |X |) sont des sous-espaces invariants pour L. Nous
pouvons ainsi déterminer les valeurs propres de L en limitant l'analyse à chaque restriction L(p)
de L aux sous-espaces P (p)C n. Toutes les valeurs propres de L sont associées à exactement une
représentation irréductible, de sorte que la procédure donnera l'ensemble du spectre deL.
Une façon équivalente de dire cela, c'est que les projecteurs P (p) vont nous permettre de
construire une base dans laquelle L est diagonale par blocs. Chaque bloc correspond à une re-
présentation irréductible diﬀérente. Après le calcul des éléments de matrice de chaque bloc, les
valeurs propres peuvent être déterminées par l'algorithme du cas asymétrique.
4.2.1 La représentation triviale
Commençons par la restriction L(0) de L au sous-espace P (0)C n associé à la représentation
triviale pi(0).
Proposition 4.2.1 (Éléments de la matrice L(0) pour la représentation triviale). Le sous-espace
P (0)C n est de dimension nG et est engendré par les vecteurs u(0)i = 1Ai , i = 1, . . . nG. Les coef-
ﬁcients hors diagonaux de la matrice L(0) de transitions entre les orbites Ai et Aj sont donnés
par
L
(0)
ij :=
〈ui, Luj〉
〈ui, ui〉 =
c∗ij
m∗i
e−h
∗(Ai,Aj)/ε[1 +O(e−θ/ε)] , (4.2.2)
avec
c∗ij =
cab
|Ga ∩Gb| , m
∗
i =
ma
|Ga| , (4.2.3)
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où a ∈ Ai et b ∈ Aj sont tels que hab = h∗(Ai, Aj). De plus, L(0) est un générateur, et par
conséquent ses éléments diagonaux sont
L
(0)
ii =: −
∑
j 6=i
L
(0)
ij . (4.2.4)
La base de vecteurs ui sont les fonctions indicatrices des orbites Ai. Donc si la distribution
initiale µ est uniforme sur chaque Ai, alors elle reste uniforme sur chaque Ai à tout moment. Le
processus Xt est alors équivalent au processus sur {1, . . . , nG} dont les probabilités de transition
sont données par L(0). En appliquant le théorème 4.1.5 du cas asymétrique à ce processus, qui est
possible grâce à l'hypothèse 4.1.8, on obtient la formule de Kramers pour les valeurs propres de
L(0) suivante :
Théorème 4.2.2 (Valeurs propres associées à la représentation triviale). Sous les hypothèses
4.1.8 et 4.1.9, pour ε suﬃsamment petit, le spectre de L(0) est constitué de nG valeurs propres de
multiplicité 1, données par λ
(0)
1 = 0 et
λ
(0)
k =
c∗i(k)j(k)
m∗k
e−H(Ak,Mk−1)/ε
[
1 +O(e−θ/ε)] , k = 2, . . . , nG , (4.2.5)
où i(k) et j(k) sont tels que e∗(k) = (a, b) avec a ∈ Ai(k) et b ∈ Aj(k) (cf (4.1.21)). De plus, pour
2 6 k 6 nG, soit µ une mesure de probabilité sur X \Mk−1 uniforme sur chaque Aj. Alors
Eµ
[
τMk−1
]
=
1
|λk|
[
1 +O(e−θ/ε)] . (4.2.6)
La diﬀérence principale entre la formule de Kramers (4.2.5) du cas symétrique et son équi-
valent (4.1.15) pour le cas asymétrique est que les valeurs propres sont multipliées par un facteur
supplémentaire |Gc|/|Ga ∩Gb|, où c ∈ Ak, a ∈ Ai(k) et b ∈ Aj(k), qui représente la symétrie.
4.2.2 Autre représentation irréductible de dimension 1
Le Théorème 4.2.2 ne compte qu'un petit sous-ensemble (nG) de valeurs propres du générateur,
associées à des distributions uniformes sur chaque orbite Ai. Les autres valeurs propres de L
vont être associées à la vitesse à laquelle des distributions initiales non uniformes approchent
l'uniforme. Nous allons d'abord déterminer les valeurs propres associées à des représentations non
triviales de dimension 1, qui sont plus facile à obtenir. Le lemme suivant montre que pour une telle
représentation, seulement une partie des orbites est présente dans l'image du projecteur associé.
Lemme 4.2.3. Soit pi(p) une représentation irréductible de dimension 1 de G, soit Ai une orbite
de G et soit a ∈ Ai ﬁxé. Notons pii(g) la permutation induite par g ∈ G sur Ai et soit P (p)i le
projecteur associé, cf. (4.1.27). On a l'alternative suivante :
 pi(p)(h) = 1 pour tout h ∈ Ga, alors TrP (p)i = 1 ;

∑
h∈Ga pi
(p)(h) = 0, alors TrP
(p)
i = 0.
Appelons active (par rapport à la représentation pi(p)) les orbites Ai telles que TrP
(p)
i = 1, et
inactive les autres orbites. La restriction L(p) de L au sous-espace P (p)C n a une dimension égale
au nombre d'orbites actives, et le résultats suivant décrit les éléments de sa matrice.
Proposition 4.2.4 (Éléments de la matrice pour une représentation irréductible de dimension
1). Pour chaque orbite Ai ﬁxons un élément ai ∈ Ai. Le sous-espace P (p)C n est engendré par les
vecteurs (u
(p)
i )Ai active qui sont
(u
(p)
i )a =
{
pi(p)(h) si a = h(ai) ∈ Ai ,
0 sinon .
(4.2.7)
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Les coeﬃcients hors diagonaux de la matrice L(p) entre deux orbites actives Ai et Aj sont donnés
par
L
(p)
ij =
〈u(p)i , Lu(p)j 〉
〈u(p)i , u(p)i 〉
= L
(0)
ij =
c∗ij
m∗i
e−h
∗(Ai,Aj)/ε[1 +O(e−θ/ε)] . (4.2.8)
Les éléments diagonaux de la matrice L(p) sont donnés par
L
(p)
ii = L
(0)
ii −
∑
gGai∈G/Gai\Gai
(1− pi(p)(g))Laig(ai) . (4.2.9)
En utilisant l'Hypothèse 4.1.9, on peut obtenir une expression plus explicite pour les coeﬃcients
diagonaux de la matrice. Pour chaque orbite Ai, on peut déﬁnir l'unique successeur s(i), qui est
l'orbite atteignable la plus facilement en un pas partant de Ai :
inf
j 6=i
h∗(Ai, Aj) = h∗(Ai, As(i)) . (4.2.10)
En conséquence de (4.2.4), on a
L
(0)
ii = −
c∗is(i)
m∗i
e−h
∗(Ai,As(i))/ε[1 +O(e−θ/ε)] . (4.2.11)
Il y a diﬀérents cas à étudier, selon lesquels il est plus facile, partant de a ∈ Ai, d'atteindre un état
en dehors Ai ou dans Ai \ a. Soit a∗ tel que h(a, a∗) = infb h(a, b). Alors
L
(p)
ii =

L
(0)
ii [1 +O(e−θ/ε)] si a∗ /∈ Ai ,
−2[1− Repi(p)(k)]Laa∗ [1 +O(e−θ/ε)] si a∗ = k(a) ∈ Ai et k 6= k−1 ,
−[1− pi(p)(k)]Laa∗ [1 +O(e−θ/ε)] si a∗ = k(a) ∈ Ai et k = k−1 .
(4.2.12)
La relation (4.2.9) et le fait que toutes les orbites ne sont pas actives pour une représentation
non triviale irréductible de dimension 1, impliquent que la matrice L(p) n'est pas un générateur si
p 6= 0. On peut tout de même ajouter un état cimetière à l'ensemble des orbites actives, et donc
associer à L(p) un processus de saut Markovien augmenté sur ce nouvel ensemble (les orbites actives
plus l'état cimetière). L'état cimetière est absorbant, qui reﬂète le fait que toutes les conditions
initiales non nulles dans P (p)C n sont asymétriques et vont converger vers la distribution invariante
symétrique.
Théorème 4.2.5 (Valeurs propres associées aux représentations irréductibles non triviales de
dimension 1). Soit pi(p) une représentation irréductible non triviale de dimension 1 de G, et soit
np le nombre d'orbites actives par rapport à pi
(p). Pour ε suﬃsamment petit, le spectre de L(p) est
constitué de np valeurs propres de multiplicité 1. Elles peuvent être déterminées en appliquant le
Théorème 4.1.5 au processus de saut Markovien augmenté déﬁni par L(p), et en ignorant la valeur
propre 0.
4.2.3 Représentation irréductible de dimension 2 ou plus
Nous arrivons enﬁn au calcul des valeurs propres associées aux représentations irréductibles de
dimension plus grande, qui est plus compliqué. Le lemme suivant est l'analogue du Lemme 4.2.3,
spéciﬁant quelles orbites apparaissent dans l'image du projecteur associé à une représentation
donnée.
Lemme 4.2.6. Soit pi(p) une représentation irréductible de G de dimension d ≥ 2, et soit Ai
une orbite de G. Notons pii(g) la permutation induite par g ∈ G sur Ai, et soit P (p)i le projecteur
associé, cf. (4.1.27). Alors pour un a ∈ Ai arbitraire,
Tr(P
(p)
i ) = dα
(p)
i , α
(p)
i =
1
|Ga|
∑
h∈Ga
χ(p)(h) ∈ {0, 1, . . . , d} . (4.2.13)
Ici χ(p)(h) = Trpi(p)(h) désigne le caractère de la représentation irréductible.
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Appelons encore active (par rapport à la représentation irréductible pi(p)) les orbites pour
lesquelles Tr(P (p)i ) > 0.
Proposition 4.2.7 (Éléments de la matrice L(p) pour une représentation irréductible pi(p) de
dimension d ≥ 2). Le sous-espace P (p)C n est engendré par les vecteurs (uai )i=1,...,m,a∈Ai qui ont
la forme
(uai )b =

d
|Ga|
∑
g∈Ga
χ(p)(gh) si b = h(a) ∈ Ai ,
0 sinon .
(4.2.14)
Les éléments de la matrice L(p) entre deux orbites actives Ai et Aj sont donnés par
〈uh1(a)i , Luh2(b)j 〉
〈uh1(a)i , uh1(a)i 〉
=
c∗ij
α
(p)
i m
∗
i
e−h
∗(Ai,Aj)/εM
(p)
h1(a)h2(b)
[1 +O(e−θ/ε)] , (4.2.15)
où a ∈ Ai, b ∈ Aj, h1, h2 ∈ G, et
M
(p)
h1(a)h2(b)
=
1
|GaGb|
∑
g∈GaGb
χ(p)(h1gh
−1
2 ) . (4.2.16)
Les éléments diagonaux de L(p) sont donnés par les expressions suivantes. Soit a ∈ Ai et soit a∗
tels que h(a, a∗) = infb h(a, b). Alors
〈uh1(a)i , Luh2(a)i 〉
〈uh1(a)i , uh1(a)i 〉
=

L
(0)
ii
α
(p)
i
M
(p)
h1(a)h2(a)
[1 +O(e−θ/ε)] si a∗ /∈ A ,
−Laa∗
α
(p)
i
M
(p)
h1(a)h2(a)
[1 +O(e−θ/ε)] si a∗ ∈ A ,
(4.2.17)
où
M
(p)
h1(a)h2(a)
=
1
|Ga|
∑
g∈Ga
χ(p)(h1gh
−1
2 ) (4.2.18)
si a∗ /∈ Ai, tandis que pour a∗ = k(a) ∈ Ai,
M
(p)
h1(a)h2(a)
=

1
|Ga|
∑
g∈Ga
[
2χ(p)(h1gh
−1
2 )− χ(p)(h1kgh−12 )− χ(p)(h1k−1gh−12 )
]
si k 6= k−1,
1
|Ga|
∑
g∈Ga
[
χ(p)(h1gh
−1
2 )− χ(p)(h1kgh−12 )
]
si k = k−1.
(4.2.19)
Aﬁn d'appliquer ce résultat, nous avons à choisir, pour chaque orbite Ai, dα
(p)
i des vecteurs
linéairement indépendants parmi les (uai )a∈Ai .
Ce résultat montre que dans une base appropriée, la matrice L(p) a une structure par blocs, avec
un bloc L(p)ij pour chaque paire d'orbites actives. Chaque bloc a les mêmes hauteurs en exposant
dans l'exponentiel que dans le cas des représentations de dimension 1, mais les pré-facteurs sont
multipliés par une matrice non triviale M (p) dépendant uniquement de la représentation et des
stabilisateurs des deux orbites.
Aﬁn de déterminer les valeurs propres, rappelons la Déﬁnition (4.2.10) du successeur As(i)
d'une orbite Ai. On déﬁnit le graphe orienté avec pour ensemble de sommet les orbites, et pour
ensemble d'arêtes orientées i → s(i) (voir la Figure 4.4). L'Hypothèse 4.1.9 implique que chaque
orbite est soit dans un cycle de longueur 2, soit n'est pas dans un cycle. Si i est dans un cycle de
longueur 2 et Vi < Vs(i), on dira que i est en bas du cycle. Nous ferons l'hypothèse suivante sur la
dégénérescence :
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1
2
3
4 5
2 4 3 5 1
s
s
s
s
s
Figure 4.4. Exemple d'un graphe des successeurs, avec deux 2-cycles (2, 4) et (1, 5), et le potentiel associé.
Hypothèse 4.2.8. Pour chaque (i, j) un 2-cycle du graphe des successeurs, L(p)jj est inversible et
le coeﬃcient dominant de la matrice
L
(p)
ii − L(p)ij
(
L
(p)
jj
)−1
L
(p)
ji (4.2.20)
a le même exposant que le coeﬃcient dominant de la matrice L(p)ii .
Remarquons que cette hypothèse n'est pas valide dans le cas des représentations de dimension
1 quand j = s(i). La raison pour laquelle elle est valide dans le cas présent est qu'il n'y a aucune
raison particulière que la matrice L(p) soit un générateur. En eﬀet les sommes sur les lignes seront
généralement diﬀérentes de zéro pour chaque orbite active, qui peut être considéré comme le fait
que chaque orbite active communique avec un état du cimetière. Nous allons donner un exemple
dans la section suivante. Sous cette hypothèse, on obtient la caractérisation des valeurs propres
suivantes :
Théorème 4.2.9 (Valeurs propres associées à des représentations irréductibles de dimension
d ≥ 2). Sous les Hypothèses 4.1.8, 4.1.9 et 4.2.8 et si ε est suﬃsamment petit, alors le spectre de
L(p) est constitué, à un terme d'erreur multiplicatif près 1 +O(e−θ/ε), des
• valeurs propres des matrices (4.2.20) pour toutes les orbites Ai telles que i est en bas d'un
cycle et s(i) est active ;
• valeurs propres des autres blocs diagonaux L(p)ii .
4.2.4 Trou Spectral
Tout d'abord remarquons que l'orbite de B1 de représentant (1, . . . , 1,−1, . . . ,−1) communique
avec l'orbite de B2 de représentant (α′, . . . , α′, β′, . . . , β′). L'orbite de C1 selle entre les deux a pour
représentant (β, . . . , β, α, γ, . . . , γ). Dans l'ordre des selles, c'est la plus basse d'entre tous et comme
pour les représentations de dimension 2 toutes les orbites sont états cimetières pour les autres alors
la valeur propre la plus proche de 0, pour les représentations de dimension 2, est déﬁnie par cette
liaison.
Pour les représentations de dimension 1, il faut en trouver une telle que l'orbite de B1 de
représentant (1, . . . , 1,−1, . . . ,−1) soit active et une autre inactive.
Considérons d'abord le cas N2 pair.
Proposition 4.2.10. L'orbite de B1 de représentant (1, . . . , 1,−1, . . . ,−1) est active si et seule-
ment si µ(S) = µ(C) = 1.
Démonstration. Le stabilisateur est G = {Id, RN2 S,RN2 C, SC}. Pour qu'elle soit active il faut
µ(Id) = µ(R
N
2 S) = µ(R
N
2 C) = µ(SC) = 1
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Alors
µ(SC) = 1⇔ µ(S)µ(C) = 1⇔ µ(S) = µ(C)
µ(R
N
2 S) = 1⇔ µ(RN2 )µ(S) = 1⇔ µ(S) = 1
µ(R
N
2 C) = 1⇔ µ(RN2 )µ(C) = 1⇔ µ(C) = 1
La représentation + + + est la représentation triviale et toutes les orbites sont actives donc
regardons la représentation −+ +.
Proposition 4.2.11. L'orbite de B2 de représentant (α′, . . . , α′, β′, . . . , β′) est inactive pour la
représentation −+ +.
Démonstration. Le stabilisateur est G = {Id, RN2 −1S}. On a µ(RN2 −1S) = µ(RN2 −1)µ(S) = −1.
Elle est donc inactive.
Donc la valeur propre la plus proche de zero pour les représentations de dimension 1, dans le cas
N
2 pair, est déﬁnie par la même liaison que pour les représentations de dimension 2 (au pré-facteur
près).
Considérons d'abord le cas N2 impair.
Proposition 4.2.12. L'orbite de B1 de représentant (1, . . . , 1,−1, . . . ,−1) est active si et seule-
ment si µ(R) = µ(S) = µ(C).
Démonstration. Le stabilisateur est G = {Id, RN2 S,RN2 C, SC}. Pour qu'elle soit active il faut
µ(Id) = µ(R
N
2 S) = µ(R
N
2 C) = µ(SC) = 1
Alors
µ(SC) = 1⇔ µ(S)µ(C) = 1⇔ µ(S) = µ(C)
µ(R
N
2 S) = 1⇔ µ(RN2 )µ(S) = 1⇔ µ(R)µ(S) = 1⇔ µ(R) = µ(S)
µ(R
N
2 C) = 1⇔ µ(RN2 )µ(C) = 1⇔ µ(R)µ(C) = 1⇔ µ(R) = µ(C)
La représentation + + + est la représentation triviale et toutes les orbites sont actives donc
regardons la représentation −−−.
Proposition 4.2.13. L'orbite de B2 de représentant (α′, . . . , α′, β′, . . . , β′) est inactive pour la
représentation −−−.
Démonstration. Le stabilisateur est G = {Id, RN2 −1S}. On a µ(RN2 −1S) = µ(RN2 −1)µ(S) = −1.
Elle est donc inactive.
Donc la valeur propre la plus proche de zero pour les représentations de dimension 1 , dans
le cas N2 impair, est déﬁnie par la même liaison que pour les représentations de dimension 2 (au
pré-facteur près).
Conclusion : si on pose V1 = V (1, . . . , 1,−1, . . . ,−1) et V2 = V (β, . . . , β, α, γ, . . . , γ) alors, au
pré-facteur près, le trou spectral est exp
V2−V1
 .
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4.3 Les démonstrations
4.3.1 Théorie des groupes
Dans cette sous-section, nous allons donner les démonstrations des diﬀérentes expressions des
coeﬃcients de la matrice L restreinte aux sous-espaces P (p)i C n associées aux représentations irré-
ductibles pi(p). Bien que nous ayons introduit les résultats en commençant par la représentation
triviale, puis de passer à d'autres représentations de dimension 1, et enﬁn les représentations de
dimensions supérieures, il sera plus facile de donner des preuves directement dans le cas général
d'une représentation irréductible quelconque de dimension d, puis de particulariser aux cas où
d = 1 et p = 0.
Pour simpliﬁer les notations, nous allons ﬁxer une représentation irréductible pi = pi(p), des
orbites A = Ai, B = Aj , et des éléments a ∈ A et b ∈ B. Nous écrirons αi = α(p)i et χ = χ(p).
Rappelons que pii(g) désigne la matrice de permutation induite par g sur l'orbite A (on considérera
pii comme une application linéaire sur C n qui est identiquement nulle sur X \ A). Le projecteur
associé Pi = P
(p)
i est donné par (cf. (4.1.27))
Pi =
d
|G|
∑
g∈G
χ(g)pii(g) . (4.3.1)
Les seuls coeﬃcients non nuls de la matrice Pi sont ceux entre les éléments de A, et ils peuvent
être écrits comme
(Pi)ah(a) =
d
|G|
∑
g∈Ga
χ(gh) ∀a ∈ A,∀h ∈ G . (4.3.2)
De manière similaire on notera Pj = P
(p)
j déﬁnissant le projecteur associé à l'orbite B.
Démonstration du lemme 4.2.6. En prennant la trace de (4.3.1), on obtient
αid = Tr(Pi) =
d
|G|
∑
g∈G
χ(g) Tr(pii(g)) . (4.3.3)
Remarquons que Tr(pii(g)) = |Ag| = |A|1g∈Ga . donc,
αi =
|A|
|G|
∑
g∈Ga
χ(g) =
1
|Ga|
∑
g∈Ga
χ(g) . (4.3.4)
Comme on a en même temps αi ∈ N 0 et χ(g) ∈ [−d, d], alors αi ∈ [−d, d], on peut conclure que
αi ∈ {0, 1, . . . d}.
Démonstration du lemme 4.2.3. Dans le cas particulier où d = 1, le Lemme 4.2.6 se réduit à
αi =
1
|Ga|
∑
g∈Ga
χ(g) ∈ {0, 1} . (4.3.5)
Cela ne laisse que deux possibilités : soit αi = 1 et tous χ(g) = pi(g) sont égaux à 1 pour g ∈ Ga,
soit αi = 0 et la somme ci-dessus est égale à 0.
Remarquons que dans le cas particulier de la représentation triviale pi = pi(0), on est toujours
dans le cas αi = 1. Donc toutes les orbites sont actives pour la représentation triviale.
Nous allons maintenant construire les vecteurs de base pour PiC n. Soit ea la base canonique
de C n associée à a ∈ A, et soit ua ∈ imPi déﬁnit comme
ua =
|G|
|Ga|Pie
a . (4.3.6)
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Par (4.3.2), ses composantes non nulles sont données par
(ua)h(a) =
|G|
|Ga| (Pi)ah(a) =
d
|Ga|
∑
g∈Ga
χ(gh) . (4.3.7)
Cette expression est équivalente à (4.2.14). Pour les représentations de dimension 1, cela se réduit
à (4.2.7). En eﬀet χ(gh) = pi(gh) = pi(g)pi(h) en dimension 1, et on peut appliquer le Lemme 4.2.3.
Pour la représentation triviale, (ua)h(a) est identiquement égal à 1.
Aﬁn de calculer les éléments de la matrice L, on introduit le produit scalaire sur C n suivant
〈u, v〉 = 1|G|
∑
g∈G
ug(a)vg(a) =
|Ga|
|G|
∑
g∈G/Ga
ug(a)vg(a) , (4.3.8)
où g ∈ G/Ga est un léger abus de notation pour gGa ∈ G/Ga (cela signiﬁe que l'on prend un
représentant pour chaque ensemble gGa). Strictement parlant, seul la restriction de 〈·, ·〉 à l'orbite
A est u produit scalaire, puisqu'elle n'est pas déﬁnie positive sur tout C n.
Lemme 4.3.1. Le vecteur ua est normalisé dans le sens où 〈ua, ua〉 = αid. De plus, pour vb déﬁni
de manière similaire,
〈ua, Lvb〉
〈ua, ua〉 =
d
αi|G||Gb|
∑
g∈G
∑
g′∈G
χ(g)χ(g′)Lg(a)g′(b) . (4.3.9)
Démonstration. Nous commençons par le calcul de la norme de ua :
〈ua, ua〉 = |G|
2
|Ga|2 〈Pie
a, Pie
a〉 = |G|
2
|Ga|2 〈e
a, Pi
∗Piea〉 = |G|
2
|Ga|2 〈e
a, Pie
a〉
=
|G|
|Ga|
∑
g∈G/Ga
eag(a)(Pie
a)g(a) =
|G|
|Ga| (Pi)aa =
d
|Ga|
∑
h∈Ga
χ(h) = αid , (4.3.10)
où nous avons utilisé le fait que Pi est un projecteur hermitien. Avant d'aborder le numérateur
de (4.3.9), remarquons que pour une matrice M ∈ C n×n on a
〈ea,Meb〉 = |Ga||G| Mab . (4.3.11)
De plus,
〈ua, Lvb〉 = |G|
2
|Ga||Gb| 〈Pie
a, LPje
b〉 = |G|
2
|Ga||Gb| 〈e
a, PiLPje
b〉
=
|G|
|Gb| (PiLPj)ab . (4.3.12)
Maintenant on a
(PiLPj)ab =
∑
g∈G/Ga
∑
g′∈G/Gb
(Pi)ag(a)Lg(a)g′(b)(Pj)g′(b)b
=
d2
|G|2
∑
g∈G/Ga
∑
g′∈G/Gb
∑
h∈Ga
∑
h′∈Gb
χ(gh) χ((g′)−1h′)Lg(a)g′(b) . (4.3.13)
Comme χ((g′)−1h′) = χ(g′(h′)−1), le résultat vient en remplaçant d'abord (h′)−1 par h′ dans la
somme, puis gh par g et g′h′ par g′.
L'expression (4.3.9) des coeﬃcients de la matrice peut être simpliﬁée à l'aide de l'identité
suivante.
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Lemme 4.3.2. Pour tout h ∈ G,
d
|G|
∑
g∈G
χ(g)χ(hg) = χ(h) . (4.3.14)
Démonstration. Soit G agissant sur l'ensemble X tel que Gx = {Id} pour tout x ∈ X. Par (4.3.2)
on a
(PX)x,h(x) =
d
|G|χ(h) . (4.3.15)
Cela implique
(P 2X)xh(x) =
∑
g∈G
(PX)xg(x)(PX)g(x)h(x) =
d2
|G|2
∑
g∈G
χ(g)χ(h−1g) . (4.3.16)
Comme PX est un projecteur, les deux expressions ci-dessus sont égales.
Corollaire 4.3.3. Les expressions (4.3.9) des coeﬃcients de la matrice se simpliﬁent de la manière
suivante
〈ua, Lvb〉
〈ua, ua〉 =
1
αi|Gb|
∑
g∈G
χ(g)Lag(b) . (4.3.17)
Démonstration. Le résultat vient en posant g′ = gh dans (4.3.9), en utilisant Lg(a)gh(b) = Lah(b) et
en appliquant le lemme précédent. Cela est possible car χ(gh) = Tr(pi(g)pi(h)) = Tr(pi(h)pi(g)) =
χ(hg).
Par l'Hypothèse 4.1.9 de non dégénérescence, la somme dans (4.3.17) va être dominée par
seulement quelques termes. En utilisant ceci, les coeﬃcients de la matrice L peuvent être écrits
comme dans la proposition suivante.
Proposition 4.3.4. Soit A et B deux orbites distinctes, et supposons que a ∈ A et b ∈ B sont tels
que hab = h
∗(A,B), l'exposant minimal pour les transitions de A à B. Alors pour tout h1, h2 ∈ G,
〈uh1(a), Lvh2(b)〉
〈uh1(a), uh1(a)〉 =
Lab
αi|Gb|
∑
g∈GaGb
χ(h1gh
−1
2 )[1 +O(e−θ/ε)] . (4.3.18)
De plus, les blocs diagonaux peuvent être écrits comme
〈uh1(a), Luh2(a)〉
〈uh1(a), uh1(a)〉 =
1
αi|Ga|
∑
g∈Ga
[
χ(h1gh
−1
2 )Laa +
∑
k∈G/Ga\Ga
χ(h1kgh
−1
2 )Lak(a)
]
. (4.3.19)
Démonstration. Il suit de (4.3.17) que
〈uh1(a), Lvh2(b)〉
〈uh1(a), uh1(a)〉 =
1
αi|Gh2(b)|
∑
g∈G
χ(g)Lh1(a) gh2(b)︸ ︷︷ ︸
=L
a h
−1
1 gh2(b)
=
1
αi|Gb|
∑
k∈GaGb
χ(h1kh
−1
2 )Lab[1 +O(e−θ/ε)] , (4.3.20)
où on a posé k = h−11 gh2, et utilisé (4.1.23) et le Lemme 4.1.10. Cela prouve (4.3.18). La relation
(4.3.19) vient de (4.3.17) après avoir remplacé g ∈ G par kg, avec g ∈ Ga et k ∈ G/Ga, et en
mettant à part le terme k = Id.
L'expression (4.3.18) est équivalente à (4.2.15) dans la proposition 4.2.7, en prenant compte de
la déﬁnition (4.2.3) de c∗ij et m
∗
i . En particularisant aux représentations de dimension 1 cela mène
à (4.2.8) et (4.2.2).
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Il reste donc à déterminer les blocs diagonaux. Pour les représentations de dimension 1, en
utilisant χ(kg) = pi(kg) = pi(k)pi(g) et le lemme 4.2.3 dans (4.3.19) cela montre
L
(p)
ii :=
〈ua, Lua〉
〈ua, ua〉 = Laa +
∑
k∈G/Ga\Ga
pi(k)Lak(a) . (4.3.21)
En soustrayant L(0) de la représentation triviale à L(p) cela prouve (4.2.9). De plus, soit 1 le vecteur
constant avec toutes ses composantes égales à 1. Comme L est un générateur, on a
0 = L1 =
m∑
j=1
Lu
(0)
j ⇒ 0 =
m∑
j=1
L
(0)
ij , (4.3.22)
cela prouve (4.2.4).
Finalement soit a∗ tel que h(a, a∗) = infb h(a, b). On distingue deux cas :
1. a∗ /∈ A. Alors le terme de droite de (4.3.21) est dominé par le premier terme, et on a L(p)ii =
Laa[1 + O(e−θ/ε)]. La somme entre crochets dans (4.3.19) est aussi dominée par le premier
terme, cela implique la première ligne dans (4.2.17) et dans (4.2.12).
2. a∗ = k0(a) ∈ A. La relation (4.2.11) implique que L(0)ii est négligeable par rapport à Laa∗ , et
donc
Laa = −
∑
k∈G/Ga\Ga
Lak(a)[1 +O(e−θ/ε)] . (4.3.23)
Ainsi pour les représentations de dimension 1, on obtient de (4.3.21) que
L
(p)
ii :=
〈ua, Lua〉
〈ua, ua〉 = −
∑
k∈G/Ga\Ga
(1− pi(k))Lak(a)[1 +O(e−θ/ε)] . (4.3.24)
La somme est dominée par k = k0 et k = k
−1
0 , cela implique que les deux dernières lignes
de (4.2.12). Pour les représentations générales, on obtient de (4.3.19) que
〈uh1(a), Luh2(a)〉
〈uh1(a), uh1(a)〉 = −
1 +O(e−θ/ε)
αi|Ga|
∑
g∈Ga
∑
k∈G/Ga\Ga
[
χ(h1gh
−1
2 )− χ(h1kgh−12 )
]
Lak(a) ,
(4.3.25)
cela implique la deuxième ligne dans (4.2.17).
4.3.2 Estimation des valeurs propres
Triangularisation par bloc
On considère dans cette sous-section un générateur L ∈ R n×n avec les coeﬃcients de matrice
Lij = e
−hij/ε, satisfaisant l'Hypothèse 4.1.3 de l'existence d'une hiérarchie métastable. Dans cette
sous-section, on a incorporé le dans l'exposant, c'est à dire, on écrit hij au lieu de hij−ε log(cij/mi)
et Vi au lieu de Vi + ε log(mi).
De plus, on suppose la condition de réversibilité pour les chemins minimaux
Vi +H(i, j) = Vj +H(j, i) +O(ε e−θ/ε) ∀i, j ∈ {2, . . . , n} . (4.3.26)
Sous l'Hypothèse de réversibilité (4.1.3), alors (4.3.26) est satisfaite. Cependant (4.3.26) est un peu
faible, car cela concerne uniquement les chemins minimaux. On ne suppose pas la réversibilité pour
l'état 1, car il nous permettra de couvrir les situations associés aux représentations non triviales.
Ainsi la première ligne de L peut être identiquement nulle, faisant de 1 un état absorbant.
Notre but est de construire un changement de variables linéaires transformant L en une matrice
triangulaire par blocs. Le changement de variables est obtenu en combinant n− 1 transformations
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élémentaires jusqu'à la forme triangulaire par blocs. Pour un certain 1 6 m < n donné, on écrit L
sous la forme
L =
(
L11 L12
L21 A
)
, (4.3.27)
avec les blocs L11 ∈ R (n−m)×(n−m), A ∈ Rm×m, L12 ∈ R (n−m)×m et L21 ∈ Rm×(n−m), et on
suppose det(A) 6= 0. On voudrait construire les matrices S, T ∈ R n×n satisfaisant
LS = ST (4.3.28)
où T est triangulaire par blocs. Plus précisément, on impose que
S =
(
1 S12
0 1
)
et T =
(
T 11 0
T 21 A˜
)
, (4.3.29)
avec les blocs de même dimension que les blocs de L. En injectant (4.3.29) dans (4.3.28) cela mène
aux relations
T 11 = L11 − S12L21 ,
A˜ = A+ L21S12 , (4.3.30)
T 21 = L21 ,
et
L11S12 − S12A− S12L21S12 + L12 = 0 . (4.3.31)
Si nous parvenons à prouver que (4.3.31) admet une solution, alors nous aurons montré que L est
similaire à la matrice diagonale par blocs T , et les valeurs propres de L sont celles de T 11 et A˜.
Dans la suite, on munit les matrices de la norme inﬁnie,
‖L‖ = sup
‖x‖∞=1
‖Lx‖∞ , ‖x‖∞ = sup
i
|xi| . (4.3.32)
Proposition 4.3.5. Si ‖L12A−1‖ est suﬃsamment petit, alors (4.3.31) admet une solution S12,
telle que ‖S12‖ = O(‖L12A−1‖).
Démonstration. Pour des blocs A,L21 ﬁxés, considérons la fonction
f : R (n−m)×m × R (n−m)×n → R (n−m)×m
(X, (L11, L12)) 7→ L11XA−1 −X −XL21XA−1 + L12A−1 . (4.3.33)
Alors f(0, 0) = 0, et la dérivée de Fréchet de f par rapport à X en (0, 0) est donnée par ∂Xf(0, 0) =
− Id. Donc on peut appliquer le théorème des fonctions implicites, et montrer l'existence d'une
application X∗ : R (n−m)×n → R (n−m)×m telle que f(X∗, (L11, L12)) = 0 dans un voisinage de
(0, 0). Alors S12 = X∗(L11, L12) résout (4.3.31). De plus, ‖S12‖ = O(‖L12A−1‖) suit de l'expression
de la dérivée de la fonction implicite.
Le développement de Taylor à l'ordre 1 de S12 est
S12 = L12A−1 +O
(
‖L12A−1‖[‖L11A−1‖+ ‖L21L12A−2‖]) . (4.3.34)
On va commencer par l'analyse du développement de Taylor à l'ordre 1 obtenu en utilisant S120 =
L12A−1. La matrice à l'ordre 1 qui résulte est
T0 =
(
T 110 0
L21 A˜0
)
=
(
L11 − L12A−1L21 0
L21 A+ L21L12A−1
)
(4.3.35)
Lemme 4.3.6. La matrice T 110 est encore un générateur.
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Démonstration. Le fait que L est un générateur implique que L111 + L121 = 0 et L211 +A1 = 0,
où 1 désigne le vecteur constant de taille appropriée. Il s'ensuit que
L12A−1L211 = L12A−1(−A1) = −L121 = L111 , (4.3.36)
et donc T 110 1 = 0.
Nous verrons que T 110 peut être interprété comme un générateur d'un processus de saut Mar-
kovien dans lequel les états i > n−m ont été eﬀacés. Notre stratégie va être de montrer que ce
processus réduit a les mêmes hauteurs de communication que le processus originel, puis de mon-
trer que les termes d'ordre supérieur dans le développement de Taylor de S12 ne changent pas ce
fait. On peut donc appliquer la même stratégie au bloc T 11, et ainsi de suite jusqu'à ce que la
matrice soit triangulaire par blocs avec des blocs de taille m. Les blocs diagonaux de la matrice
nous donnent donc les valeurs propres de la matrice L.
Cas de dimension 1
On considère dans ce paragraphe le cas m = 1, qui nous permet de couvrir toutes les représen-
tations de dimension 1. Le bloc en bas à droite A de L est donc un nombre réel que nous noterons
a (= Lnn), et on écrira a˜ au lieu de A˜.
Approximation du développement au premier ordre
Les coeﬃcients de la matrice T 110 sont donnés par (c.f. (4.3.35))
T 0ij = Lij −
1
a
LinLnj , i, j = 1, . . . n− 1 . (4.3.37)
L'hypothèse 4.1.3 implique qu'il y a un unique successeur k = s(n) ∈ {1, n − 1} tel que hnk =
minj∈{1,n−1} hnj . Comme L est un générateur, on a a = − e−hnk/ε[1 + O(e−θ/ε)], et donc T 0ij =
e−h˜ij/ε où
h˜ij = h˜
0
ij +O(ε e−θ/ε) avec h˜0ij = hij ∧ (hin − hnk + hnj) . (4.3.38)
Le nouvel exposant h˜0ij peut être interprété comme le cout le plus bas pour aller de l'état i à l'état
j, en visitant peut être l'état n entre les deux.
On désigne par H˜0(i, j) la nouvelle hauteur de communication entre les états i, j ∈ {1, . . . , n−
1}, déﬁnit de la même manière que H(i, j) mais en utilisant h˜0ij au lieu de hij (les hauteurs de
communication en p-pas sont déﬁnies de manière similaire). Aﬁn de montrer que les nouvelles
hauteurs de communication sont en fait égales aux anciennes, nous commençons par établir une
borne inférieure.
Lemme 4.3.7. Pour tout i 6= j ∈ {1, . . . , n− 1},
h˜0ij > hij ∧ hinj , (4.3.39)
et on a égalité si i = k ou j = k. En conséquence, H˜0(i, j) > H(i, j) pour ces états i, j.
Démonstration. Rappelons de la Déﬁnition 4.1.1 que la hauteur de communication i→ n→ j en
2-pas est donnée par hinj = hin ∨ (hin − hni + hnj). On considère trois cas :
 Si i = k, alors hknj = hkn − hnk + hnj car hnj > hnk, et donc h˜0kj = hkj ∧ hknj .
 Si j = k, alors hink = hin car hnk < hni, et donc h˜0ik = hik ∧ hin = hik ∧ hink.
 Si i 6= k 6= j, alors hin − hnk + hnj > hinj car hnk < hni, hnj et donc (4.3.39) est vériﬁée.
La conséquence sur les hauteurs de communication suit en comparant les hauteurs maximales le
long des chemins de i à j.
Proposition 4.3.8. Pour tout i 6= j ∈ {1, . . . , n− 1} et ε suﬃsamment petit,
H˜0(i, j) = H(i, j) +O(ε e−θ/ε) . (4.3.40)
81
CHAPITRE 4. PROCESSUS DE SAUT MARKOVIEN
Règle 1
n
i j
hij
h˜0ij
Règle 2
n
k
j
h˜0kj
Règle 3
n
k
i
h˜0ik
Règle 4
n
k
i j
γ1 γ2
Figure 4.5. Règles de remplacement pour les chemins minimaux.
Démonstration. Soit γ un chemin minimal entre deux états i0 et j0. Compte tenu du Lemme 4.3.7,
il suﬃt de construire un chemin γ˜ de i0 à j0, qui n'inclus pas n, tel que h˜0γ˜ = hγ . Ce nouveau
chemin est obtenu en appliquant la règle de changement suivante (voir la Figure 4.5) :
1. laisser tel quel chaque segment i→ j avec i, j 6= k, n ;
2. remplacer chaque segment k → n→ j avec j 6= k, n par k → j ;
3. remplacer chaque segment i→ n→ k avec i 6= k, n par i→ k ;
4. remplacer chaque segment i→ n→ j avec i, j 6= k, n par la concaténation d'un chemin minimal
γ1 : i → k et d'un chemin minimal γ2 : k → j. Si l'un de ces chemins contient l'état n, alors
appliquer la règle 2 ou 3.
Il est suﬃsant de montrer que chacune de ces modiﬁcations laissent invariant la hauteur de com-
munication locale.
1. Le segment i→ j avec i, j 6= k, n : hij 6 hinj car le chemin est minimal ; donc soit hij 6 hin et
donc h˜0ij = hij∧(hin−hnk+hnj) = hij car hnk < hnj . Ou hij 6 hin−hni+hnj < hin−hnk+hnj
et donc on a encore h˜0ij = hij .
2. Le segment k → n→ j avec j 6= k, n : Alors h˜0kj = hkj ∧ (hkn − hnk + hnj) = hkn − hnk + hnj
car le chemin k → n→ j est minimal, et on a vu dans le lemme précédent que cette quantité
est égale à hknj . Donc h˜0kj = hknj .
3. Le segment i → n → k avec i 6= k, n : Ici h˜0ik = hik ∧ hin. On a vu dans le lemme précédent
que hin = hink, qui doit être plus petite que hik car le chemin est minimal. On conclut que
h˜0ik = hink.
4. Le segment i→ n→ j avec i, j 6= k, n : Dans ce cas on a h˜0ikj = hinj +O(ε e−θ/ε). En eﬀet,
• Par la minimalité du chemin, hin 6 H(i, k)∨ (H(i, k)−H(k, i) +hkn). L'hypothèse (4.3.26)
de réversibilité et la minimalité de γ1 et n→ k donnent
H(i, k)−H(k, i) + hkn = Vn − Vi + hnk +O(ε e−θ/ε)
= hin − hni + hnk +O(ε e−θ/ε)
< hin +O(ε e−θ/ε) (4.3.41)
et donc hin 6 H(i, k) 6 hik pour ε suﬃsamment petit. Cela implique
h˜0ik = hik ∧ hin = hin . (4.3.42)
• La minimalité donne aussi hnj 6 hnk ∨ (hnk−hkn+H(k, j)) = hnk−hkn+H(k, j), où nous
avons utilisé hnj > hnk. Donc hkn − hnk + hnj 6 H(k, j) 6 hkj , qui implique
h˜0kj = hkn − hnk + hnj . (4.3.43)
• Par l'Hypothèse (4.3.26),
hkn − hnk + hni = H(k, i)−H(i, k) + hin +O(ε e−θ/ε)
6 H(k, i) +O(ε e−θ/ε)
6 hki +O(ε e−θ/ε) , (4.3.44)
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comme hin 6 H(i, k), et donc
h˜0ki = hkn − hnk + hni +O(ε e−θ/ε) . (4.3.45)
En combinant (4.3.42), (4.3.43) et (4.3.45), on obtient h˜0ikj = hinj +O(ε e−θ/ε), ce qui conclut
la démonstration.
Le développement complet
Il reste à étendre les résultats précédents du développement de Taylor au premier ordre S120 à
la solution exacte S12.
Proposition 4.3.9. Pour ε suﬃsamment petit, la matrice S12 satisfaisant (4.3.31) est donnée par
la série convergente
S12 =
∞∑
p=0
1
ap+1
(
L11
)p
L12
[
1 +O(e−θ/ε)] . (4.3.46)
Démonstration. Remarquons tout d'abord que par l'Hypothèse 4.1.3, ‖L21A−1‖ = |a|−1‖L21‖ =
O(e−θ/ε). donc par la Proposition 4.3.5, (4.3.31) admet une solution S12 d'ordre e−θ/ε. Cette
solution satisfait
S12 =
1
a
L12 +
1
a
L11S12 − S
12L21
a
S12 . (4.3.47)
Remarquons que S12L21/a est un scalaire d'ordre e−θ/ε. Il s'ensuit que
S12 =
1
a
[
1−1
a
L11
]−1
L12
[
1 +O(e−θ/ε)] , (4.3.48)
et en écrivant l'inverse comme une série géométrique nous obtenons ce qu'il fallait démontrer.
En injectant (4.3.46) dans (4.3.30), on obtient
T 11 = L11 +
∞∑
p=0
1
ap+1
(
L11
)p
L12L21
[
1 +O(e−θ/ε)] . (4.3.49)
L11 et le terme p = 0 correspondent au développement de Taylor au premier ordre T 110 . Il s'ensuit
que les coeﬃcients de la matrice T 11 sont de la forme e−h˜ij/ε où
h˜ij = h˜
0
ij ∧ inf
p>1
16l1,...,lp6n−1
(
hil1 + hl1l2 + · · ·+ hlpn + hnj − (p+ 1)hnk
)
+O(ε e−θ/ε) . (4.3.50)
Aﬁn de contrôler les termes de reste, nous établissons l'estimation suivante.
Lemme 4.3.10. Pour tout p > 1, et tout i, l1, . . . , lp ∈ {1, . . . , n− 1} et j ∈ {1, . . . , n},
hil1 + hl1l2 + · · ·+ hlpj − phnk > hil1...lpj + pθ , (4.3.51)
hil1 + hl1l2 + · · ·+ hlpn + hnj − (p+ 1)hnk > hil1...lpnj + pθ . (4.3.52)
Démonstration. Montrons d'abord (4.3.51) pour p = 1. Si hil > hil − hli + hlj alors hilj = hil.
Cela implique hil + hlj − hnk = hilj + (hlj − hnk) > hilj + θ, où on a utilisé (4.1.14). Autrement
dit hilj = hil − hli + hlj , et donc hil + hlj − hnk = hilj + (hli − hnk) > hilj + θ. La démonstration
peut être facilement étendue par récurrence sur p, en utilisant la Déﬁnition (4.1.6) des hauteurs
de communication et le fait que hij − hnk > θ pour i ∈ {1, . . . n− 1}.
Pour démontrer la deuxième inégalité (4.3.52) pour p = 1, on utilise que si hiln > hil−hli+hln−
hnl+hnj , alors hilnj = hiln et donc hil+hln+hnj−2hnk = (hil+hln−hnk)+(hnj−hnk) de sorte que
la conclusion vient de (4.3.51) et du fait que hnj > hnk. Sinon on a hilnj = hil−hli+hln−hnl+hnj
et hil + hln + hnj − 2hnk = hilnj + (hli− hnk) + (hnl − hnk), qui est plus grand ou égal à hilnj + θ.
La démonstration s'étend alors par récurrence sur p.
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Corollaire 4.3.11. Pour tout i 6= j ∈ {0, . . . , n− 1},
h˜ij = h˜
0
ij ∧Rij +O(ε e−θ/ε) où Rij > H(i, j) + θ . (4.3.53)
Démonstration. Cela vient directement de (4.3.50), (4.3.52) et de la déﬁnition (4.1.7) des hauteurs
de communication H(i, j).
Corollaire 4.3.12. Les hauteurs de communication sont préservées à l'ordre dominant en ε, c'est
à dire,
H˜(i, j) = H(i, j) +O(ε e−θ/ε) ∀i, j ∈ {1, . . . , n− 1} . (4.3.54)
Démonstration. Le Corollaire 4.3.11 et la Proposition 4.3.8 donne directement H˜(i, j) 6 H(i, j) +
O(ε e−θ/ε) comme h˜ij 6 h˜0ij + O(ε e−θ/ε) cela implique que les hauteurs maximales rencontrées
le long des chemins n'augmentent pas. Pour montrer l'égalité, considérons un chemin optimal
γ˜ : i→ j. La relation (4.3.53) appliquée a chaque segment de γ˜ montre que γ est aussi un chemin
optimal pour le générateur original.
Remarquons que ce résultat montre en particulier que l'Hypothèse (4.3.37) sur la réversibilité
pour les chemins optimaux est satisfaite par la nouvelle hauteur de communication. On peut
maintenant établir le résultat principal de cette sous-section, qui caractérise les valeurs propres
d'un générateur admettant une hiérarchie métastable.
Théorème 4.3.13 (Valeurs propres d'un générateur métastable). Soit L un générateur satisfaisant
l'Hypothèse 4.1.3 sur l'existance d'une hiérarchie métastable et la condition de réversibilité pour
les chemins optimaux (4.3.26). Pour ε suﬃsamment petit, les valeurs propres de L sont données
par λ1 = 0 et
λk = − e−H(k,Mk−1)/ε
[
1 +O(e−θ/ε)] , k = 2, . . . , n . (4.3.55)
Démonstration. Comme L est un générateur, nécessairement λ1 = 0. De plus, L a les mêmes
valeurs propres que
T =
(
T 11 0
T 12 a˜
)
, (4.3.56)
où a˜ = a+ L21S12. L'Hypothèse 4.1.3 et le fait que L est un générateur implique que
a = e−hnk/ε
[
1 +O(e−θ/ε)] , (4.3.57)
avec hnk = hns(n) = H(n,Mn−1). De plus, on a ‖L21‖ = O(a) et la Proposition 4.3.5 montre que
‖S12‖ = O(‖L12a−1‖) = O(e−θ/ε). Donc a˜ = a(1 +O(e−θ/ε)), ce qui prouve (4.3.55) pour k = n.
Les valeurs propres restantes λ2, . . . , λn−1 sont celles de T 11. En ajoutant, si nécessaire, un état
cimetière, on peut faire que T 11 soit un générateur (cela veut dire qu'on peut ajouter une première
ligne identiquement nulle à T 11 et une première colonne telle que la somme sur les lignes fassent
0). Le Corollaire 4.3.12 montre que T 11 admet la même hiérarchie métastable que L, à un terme
d'erreur négligeable près. Donc le résultat vient par récurrence sur la taille de L.
On a donc prouvé la relation (4.1.15) dans le Théorème 4.1.5, et par extension les assertions
correspondantes dans le Théorème 4.2.2 et le Théorème 4.2.5.
Cas de dimension supérieur
On considère maintenant le cas de représentation irréductible de dimension d > 2. Alors le
générateur L a une structure par blocs, avec des blocs dont les dimensions sont des multiples de d.
Nous ajoutons un état de cimetière pour le système de telle sorte que les sommes des lignes de L
soient 0. On associe à L une matrice auxiliaire L∗ qui a uniquement un élément e−h
∗(Ai,Aj)/ε pour
chaque paire (i, j) d'orbites actives, plus l'état cimetière.
En appliquant à L l'algorithme de triangularisation décrit dans la sous-section 4.3.2 cela change
les blocs de L à l'ordre dominant selon
Lij 7→ L˜ij = Lij − LinL−1nnLnj . (4.3.58)
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L'algorithme induit une transformation de L∗ qui est équivalente à l'algorithme de dimension 1
discuté dans la sous-section précédente. Donc on conclut du Théorème 4.3.13 que les hauteurs de
communication de L∗ sont préservées.
Examinons les deux cas suivants.
• Supposons que j = s(i) est le successeur de i. Alors :
• si n 6= s(i), alors L˜ij = Lij [1 + O(e−θ/ε)], car Lnj est au plus d'ordre Lnn, et Lin est
négligeable par rapport à Lij ;
• si n = s(i), alors soit j 6= s(n), et de nouveau L˜ij = Lij [1 + O(e−θ/ε)], car Lnj est
négligeable par rapport à Lnn. Soit j = s(n), et donc LinL−1nnLnj est comparable à Lij .
On peut donc conclure que L˜ij = Lij [1 + O(e−θ/ε)], à moins que le graphe des succes-
seurs contienne un chemin i → n → j, dans ce cas le terme dominant de Lij est modiﬁé
selon (4.3.58).
• Considérons maintenant le cas j = i. Par le point précédent, Lii est modiﬁé à l'ordre dominant
par l'algorithme de triangularisation si et seulement si le graphe des successeurs contient un
cycle i→ n→ i. Remarquons que dans ce cas, la modiﬁcation implique les deux matrices Lin
et Lni. Ces matrices n'ont pas pu être modiﬁées à l'ordre dominant à l'étape précédente. En
eﬀet, Lin a été modiﬁé si et seulement s'il existe un m  n tel que le graphe des successeurs
contient un chemin i → m → n. L'Hypothèse 4.1.9 implique que cela est incompatible avec
le fait que le graphe contient i→ n→ i. Un argument similaire s'applique à Lni.
Il s'ensuit qu'à chaque étape de l'algorithme de triangularisation, les blocs diagonaux Lii sont
préservés à l'ordre dominant, à moins que i soit en bas d'un cycle dans le graphe des successeurs.
Cela prouve le Théorème 4.2.9.
4.3.3 Espérance de temps d'atteinte
Les résultats attendus impliquant les temps de première atteinte sont tous basés sur la combi-
naison des formules de FeynmanKac et de Dynkin. Une version de la formule de FeynmanKac
(voir par exemple [27, Section 1.3]) stipule que pour chaque fonction f : X → R mesurable et
bornée,
Ex
[
eλt f(Xt)
]
=
(
et(L+λ 1) f
)
(x) :=
∑
y∈X
[
et(L+λ 1)
]
xy
f(y) . (4.3.59)
En d'autres termes u(t, ·) = E·[eλt f(Xt)] satisfait l'équation diﬀérentielle ∂tu = (L + λ1)u. Ce
résultat peut être étendu aux temps d'arrêt, d'une manière similaire à celle de la formule de Dynkin.
Proposition 4.3.14 (Formule DynkinFeynmanKac ). Fixons A ⊂ X et une fonction g : A→
R mesurable et bornée. Alors pour tout λ ∈ C tel que Ex[|eλτA |] <∞, la fonction hλA,g : X → C
déﬁnie par
hλA,g(x) = Ex
[
eλτA g(XτA)
]
(4.3.60)
satisfait le problème au bord
(Lh)(x) = −λh(x) x ∈ Ac ,
h(x) = g(x) x ∈ A . (4.3.61)
Inversement, si h satisfait le problème au bord (4.3.61) et Ex
[|eλτA |] <∞, alors h = hλA,g.
Démonstration. Par la propriété de Markov, pour tout x ∈ Ac et t, s > 0,
Ex
[
EXt
[
1τA>sg(XτA)
]]
= Ex
[
Ex
[
1τA>t+sg(XτA)
∣∣ Ft]] = Ex[1τA>t+sg(XτA)] . (4.3.62)
En intégrant par rapport à λ eλs de 0 à ∞ cela nous donne
Ex
[
EXt
[
eλτA g(XτA)
]]
= Ex
[
1τA>t e
λ(τA−t) g(XτA)
]
+ Ex
[
1τA<tg(XτA)
]
(4.3.63)
= e−λt Ex
[
eλτA g(XτA)
]
+ Ex
[
1τA<t
(
1− eλ(τA−t))g(XτA)] ,
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et donc
Ex
[
hλA,g(Xt)
]
= e−λt hλA,g(x) +O(t2) . (4.3.64)
Par déﬁnition d'un générateur, il s'ensuit que
(LhλA,g)(x) =
d
dt
Ex
[
hλA,g(Xt)
]∣∣∣
t=0
= −λhλA,g(x) . (4.3.65)
Si x ∈ A, alors τA = 0 donc clairement hλA,g(x) = g(x). Cela prouve que hλA,g(x) satisfait (4.3.61).
Pour prouver l'inverse, soit h(x) satisfaisant (4.3.61). Par la formule de FeynmanKac (4.3.59),
Ex
[
eλt h(Xt)
]
= h(x) + Ex
[∫ t
0
eλs[(L+ λ1)h](Xs) ds
]
. (4.3.66)
En évaluant cela en t ∧ τA et en prenant la limite t → ∞, qui est justiﬁée par le théorème de
convergence dominée, on obtient
Ex
[
eλτA g(XτA)
]
= h(x) + Ex
[∫ τA
0
eλs [(L+ λ1)h](Xs)︸ ︷︷ ︸
=0
ds
]
= h(x) , (4.3.67)
ce qu'il fallait démontrer.
En particulier, pour g(x) = 1A(x), on voit que hλA(x) = Ex
[
eλτA
]
satisfait l'équation
(LhλA)(x) = −λhλA(x) x ∈ Ac ,
hλA(x) = 1 x ∈ A . (4.3.68)
Remarquons que h0A(x) = 1 pour tout x ∈ X . Considérons maintenant la fonction
wA(x) =
d
dλ
hλA(x)
∣∣∣∣
λ=0
= Ex[τA] . (4.3.69)
En évaluant la dérivée de (4.3.68) en λ = 0, et en utilisant le fait que wA(x) = 0 pour tout x ∈ A,
on obtient la relation ∑
y∈Ac
LxywA(y) = −1 . (4.3.70)
Si on pose B = Ac et écrit L comme
L =
(
LAA LAB
LBA LBB
)
, (4.3.71)
alors (4.3.70) on a
wA = −L−1BB1 . (4.3.72)
Proposition 4.3.15 (Espérance de temps d'atteinte). Si L satisfait les hypothèses du Théorème
4.1.5 et A =Mk = {1, . . . k} avec k > 1, alors
Ex[τA] =
1
|λk+1| [1 +O(e
−θ/ε)] (4.3.73)
pour tout x ∈ Ac.
Démonstration. La démonstration se fait par récurrence sur la taille m = n−k de LBB . Le résultat
est trivialement vrai pour m = 1, comme le coeﬃcient en bas à droite de la matrice L est égale à
la valeur propre λn, à un terme d'erreur multiplicatif près 1 +O(e−θ/ε). Supposons alors m > 1 et
écrivons
LBB =
(
L11 L12
L21 a
)
, (4.3.74)
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avec les blocs L11 ∈ R (m−1)×(m−1),L12 ∈ R (m−1)×1, L21 ∈ R 1×(m−1) et a ∈ R . En utili-
sant (4.3.28) et (4.3.29), on voit que
L−1BB1 = ST
−1S−1 =
(
1 S12
0 1
)(
(T 11)−1 0
−a˜−1L21(T 11)−1 a˜−1
)(
1 −S12
0 1
)(
1
1
)
=
(
1 S12
0 1
)(
(T 11)−1 0
−a˜−1L21(T 11)−1 a˜−1
)(
1− S12
1
)
=
(
1 S12
0 1
)(
(T 11)−1[1 +O(e−θ/ε)]
a˜−1
[
1− L21(T 11)−11(1 +O(e−θ/ε))]
)
. (4.3.75)
Par hypothèse de récurrence, on a que
(T 11)−11 =
1
|λk+1|1
[
1 +O(e−θ/ε)] , (4.3.76)
cela implique
L21(T 11)−11 =
L211
|λk+1|
[
1 +O(e−θ/ε)] = |λn||λk+1|[1 +O(e−θ/ε)] . (4.3.77)
En injectant cela dans (4.3.75) et en utilisant le fait que |λk+1|/|λn| = O(e−θ/ε) on obtient
L−1BB1 =
(
1 S12
0 1
)(|λk+1|−11[1 +O(e−θ/ε)]
|λk+1|−1
[
1 +O(e−θ/ε)]
)
=
1
|λk+1|1
[
1 +O(e−θ/ε)] , (4.3.78)
ce qui prouve le résultat.
Ceci termine la preuve du Théorème 4.1.5, et donc aussi le Théorème 4.2.2 et le Théorème
4.2.5.
4.4 Retour sur le cas de la dimension 4
Comme nous l'avions montré dans la section 2.4, pour 0 6 γ < 2/5 le système admet 6
minima locaux, connectés par 12 selles d'indice 1. Le potentiel (2.0.1) est invariant sous le groupe
de symétrie G = D4 × Z 2 = 〈r, s, c〉, qui est de cardinal 16 et est engendré par la rotation r :
(x1, x2, x3, x4) 7→ (x2, x3, x4, x1), la symétrie s : (x1, x2, x3, x4) 7→ (x4, x3, x2, x1), et le changement
de signe c : x 7→ −x. Les minima locaux forment deux orbites
A1 =
{
(+,+,−,−), (+,−,−,+), (−,−,+,+), (−,+,+,−)}
=
{
a, r(a), r2(a), r3(a)
}
A2 =
{
(+,−,+,−), (−,+,−,+)} = {b, r(b)} , (4.4.1)
où on a noté ± = ±1 + O(γ) et où on a choisi a = (+,+,−,−) et b = (+,−,+,−) comme
représentant. Les stabilisateurs associés sont
Ga =
{
Id, r2s, sc, r2c
}
Gb =
{
Id, rs, r2, r3s, sc, rc, r2sc, r3c
}
. (4.4.2)
Nous avions vu aussi dans la section 2.4 que le graphe des liaisons forme un octaèdre comme
rappelé dans la Figure 4.6 avec en plus, dans cette même ﬁgure, le graphe des liaisons en terme
d'orbite. Remarquons en particulier que (4.1.25) est satisfaite. En eﬀet, |Ga ∩ Gb| = 2, et chaque
état dans A1 a |Ga|/|Ga ∩Gb| = 2 états de A2 avec lesquels il communique, alors que chaque état
dans A2 a |Gb|/|Ga ∩Gb| = 4 états de A1 avec lesquels il communique.
L'analyse du potentiel (2.0.1) montre que les transitions de probabilités sont de la forme
Lab =
cab
ma
e−hab/ε , Lba =
cab
mb
e−hba/ε , Laa′ =
caa′
ma
e−haa′/ε , (4.4.3)
87
CHAPITRE 4. PROCESSUS DE SAUT MARKOVIEN
+ −
−+
+ +
−−
− +
+−
− −
++
+ −
+−
− +
−+
+ +
−−
A1
+ −
+−
A2
Figure 4.6. Le graphe des liaisons G = (X , E) pour le cas N = 4 a 6 sommets et 12 arêtes,
formant un octaèdre. Le graphe des liaisons en terme d'orbites a 2 sommets et 1 arête.
où les exposants satisfont
hba < haa′ < hab (4.4.4)
quand 0 < γ < 2/5. On pose θ = (haa′ − hba) ∧ (hab − haa′). Le générateur L est de la forme
L =
(
L11 L12
L21 L22
)
, (4.4.5)
avec les blocs
L11 =

−2Laa′ − 2Lab Laa′ 0 Laa′
Laa′ −2Laa′ − 2Lab Laa′ 0
0 Laa′ −2Laa′ − 2Lab Laa′
Laa′ 0 Laa′ −2Laa′ − 2Lab
 , (4.4.6)
L12 =

Lab Lab
Lab Lab
Lab Lab
Lab Lab
 , L21 = (Lba Lba Lba LbaLba Lba Lba Lba
)
, L22 =
(−4Lba 0
0 −4Lba
)
.
On peut maintenant appliquer les résultats de la section 4.2. Nous connaissons grâce à l'exemple
4.1.11 toutes les représentations irréductibles de G. Il a 8 représentations irréductibles de dimension
1, données par
piρστ (r
isjck) = ρiσjτk , ρ, σ, τ = ±1 , (4.4.7)
et 2 représentations irréductibles de dimension 2, que l'on notera pi1,±, avec pour caractères
χ1,±(risjck) = 2 cos(ipi/2)δj0(±1)k . (4.4.8)
En appliquant le Lemme 4.2.3 et le Lemme 4.2.6, on obtient la table 4.1 des orbites actives et
inactives.
La table 4.1 montre que la représentation de la permutation pi induite par G sur X = A1 ∪A2
admet la décomposition
pi = 2pi+++ ⊕ pi−++ ⊕ pi−−− ⊕ pi1,− . (4.4.9)
On peut maintenant déterminer les valeurs associées à chaque représentation irréductible :
• La représentation triviale pi+++ : Le sous-espace associé est de dimension 2, et est engendré
par les vecteurs t(1, 1, 1, 1, 0, 0) et t(0, 0, 0, 0, 1, 1). La matrice dans cette base est donnée par
L(0) =
(−2Lab 2Lab
4Lba −4Lba
)
, (4.4.10)
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A1 A2 αd
pi+++ 1 1 2
pi++− 0 0 0
pi+−+ 0 0 0
pi+−− 0 0 0
pi−++ 1 0 1
pi−+− 0 0 0
pi−−+ 0 0 0
pi−−− 0 1 1
pi1,+ 0 0 0
pi1,− 2 0 2
|A| 4 2 6
Table 4.1. Orbites actives et inactives et le nombre des valeurs propres pour les diﬀérentes
représentations irréductibles dans le cas N = 4.
cela peut être vériﬁé par un calcul élémentaire, et est compatible avec la Proposition 4.2.1. Les
valeurs propres de L(0) sont 0 et −4Lba − 2Lab, qui sont aussi compatibles avec le Théorème
4.2.2 (donnant le comportement à l'ordre dominant −4Lba[1 +O(e−θ/ε)]). En particulier, on
conclut que si µ est la distribution uniforme sur A2, alors on a le coeﬃcient de Kramers
Eµ
[
τA1
]
=
1
4
mb
cab
ehba/ε
[
1 +O(e−θ/ε)] . (4.4.11)
Remarquons le préfacteur 1/4, qui est du à la symétrie.
• La représentation pi−++ : De l'équation (4.2.7) on voit que le sous-espace associé est engendré
par le vecteur t(1,−1, 1,−1, 0, 0). Un calcul direct nous montre que la valeur propre associée
est −4Laa′ − 2Lab, qui est aussi compatible avec (4.2.12), où on doit appliquer le deuxième
cas, et utiliser le fait que pi−++(r) = −1.
• La représentation pi−−− : De l'équation (4.2.7) on voit que le sous-espace associé est engendré
par le vecteur t(0, 0, 0, 0, 1,−1). Un calcul direct nous montre que la valeur propre associée
est −4Lba, et le même résultat est obtenu en appliquant (4.2.12) (premier cas).
• La représentation pi1,− : De l'équation (4.2.14) on voit que le sous-espace associé est engendré
par les vecteurs t(2, 0,−2, 0, 0, 0) et t(0, 2, 0,−2, 0, 0). La matrice associée est
L1,− =
(−2Laa′ − 2Lab 0
0 −2Laa′ − 2Lab
)
(4.4.12)
et donc −2Laa′ − 2Lab est une valeur propre de multiplicité 2. Le comportement à l'ordre
dominant −2Laa′ [1+O(e−θ/ε)] est aussi obtenu en utilisant (4.2.17) avec a∗ = r(a) et (4.2.19)
(premier cas), qui montre que M = 21.
En résumé, à l'ordre dominant les valeurs propres du générateur sont données par
0 , −2Laa′ , −2Laa′ , −4Laa′ , −4Lba , −4Lba . (4.4.13)
Ils forment trois groupes partageant un même exposant, avec potentiellement des préfacteurs dif-
férents. Remarquons en particulier que le trou spectral est donné par 2Laa′ , qui est plus petit que
dans le cas d'un double puits asymétrique, qui serait Lba. Cela est dû au fait que le processus le
plus lent dans le système est la dynamique interne de l'orbite A1.
4.5 Retour sur le cas de la dimension 8
Nous avions vu dans la section 3.3 la classiﬁcation des points critiques, il y a 182 minima
locaux et 560 selles d'indice 1. Ainsi que le graphe des liaisons était diﬃcilement réalisable de
manière simple. Maintenant, avec tout ce que nous avons introduit dans ce chapitre nous allons
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pouvoir en faire un simple. Tout d'abord il nous faut les orbites diﬀérentes de ce système. Les 182
minima locaux forment 12 orbites de cardinaux variés entre 2 et 32 (dépendant des cardinaux des
stabilisateurs associés) ce qui donne la table 4.2.
A |A| a Ga
A1 8 (+,+,+,+,−,−,−,−) {Id, r4s, r4c, sc}
A2 4 (+,+,−,−,+,+,−,−) {Id, r2s, r4, r6s, sc, r2c, r4sc, r6c}
A3 16 (+,+,+,−,−,+,−,−) {Id, r3s}
A4 16 (+,−,−,−,+,+,+,−) {Id, sc}
A5 8 (+,−,−,+,−,+,+,−) {Id, r4s, r4c, sc}
A6 16 (+,+,−,+,−,+,−,−) {Id, sc}
A7 2 (+,−,+,−,+,−,+,−) {Id, rs, r2, r3s, r4, r5s, r6, r7s,
sc, rc, r2sc, r3c, r4sc, r5c, r6sc, r7c}
A8 32 (α, α, β, β, β, α, β, β) {Id}
A9 16 (α, α, α, β, β, β, β, β) {Id, r3s}
A10 16 (β, α, β, β, α, β, α, β) {Id, r3s}
A11 16 (β, α, β, α, β, β, β, α) {Id, r3s}
A12 32 (α, β, α, α, β, β, β, β) {Id}
Table 4.2. Les orbites Ai pour le cas N = 8 avec leurs cardinaux, un représentant a et son
stabilisateur Ga. Les symboles ± signiﬁent ±1 + O(γ), tandis que α = ±5/
√
19 + O(γ) et β =
∓3/√19 + O(γ). Les stabilisateurs d'autres éléments a′ = g(a) de n'importe quelle orbite sont
obtenus par conjugaison par g.
Nous avons réussi à établir la hiérarchie métastable en calculant les hauteurs de communication
à l'ordre 2 en γ grâce à l'aide d'un logiciel de calcul (Maple).
Nous avions vu aussi par la Proposition 3.2.1 que l'ensemble des chemins possibles sont de la
forme
(0, 4, 4)↔ (1, 3, 4)↔ (0, 3, 5),
et que les minima locaux sont connectés selon les règles suivantes
β ↔ +(1 e´le´ment) − β ↔ −(1 e´le´ment)
α↔ +(3 e´le´ments) − α↔ −(3 e´le´ments) (4.5.1)
β ↔ −(4 e´le´ments) − β ↔ +(4 e´le´ments),
signiﬁant que chaque α(respectivement −α) et un des β(respectivement −β) sont connectés à des
+(respectivement−) et les quatre autres β(respectivement−β) sont connectés à des−(respectivement
+).
Nous pouvons donc enﬁn donner un graphe des liaisons pour ce cas à l'aide des orbites, voir la
ﬁgure 4.7.
Dans notre cas N = 8, le potentiel est invariant sous le groupe G = D8×Z 2, qui est de cardinal
32. Nous connaissons grâce à l'exemple 4.1.11 toutes les représentations irréductibles de G. Il a 8
représentations irréductibles de dimension 1, données par
piρστ (r
isjck) = ρiσjτk , ρ, σ, τ = ±1 , (4.5.2)
En plus, il a 6 représentations irréductibles de dimension 2 déduites de celles de D8, cf. (4.1.30).
Nous les noterons pil,±, l ∈ {1, 2, 3}, et leurs caractères satisfaisant (see (4.1.31))
χl,±(risjck) = 2 cos(ilpi/4)δj0(±1)k . (4.5.3)
En appliquant le Lemme 4.2.3 et le Lemme 4.2.6, on obtient la table 4.3 des orbites actives et
inactives.
Il est maintenant possible de déterminer les valeurs propres associées à chaque représentation
irréductible. La représentation triviale pi+++ donnera 12 valeurs propres, qui sont données par le
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Figure 4.7. Graphe des liaisons avec les orbites pour le cas N = 8. Chaque sommet aﬃche un
représentant particulier de l'orbite. Les chiﬀres à côté des arêtes indiquent le nombre total de
connexions entre les éléments des orbites. Notez qu'il y a une sorte d'eﬀet d'hystérésis, dans le
sens quand faisant une boucle dans le graphe, en suivant les règles de connexion, on ne ﬁnit pas
nécessairement avec le même représentant de l'orbite.
Théorème 4.2.2. La seule diﬀérence avec les coeﬃcients de Kramers du cas asymétrique est un
facteur supplémentaire de la forme |Gc|/|Ga ∩ Gb|, où (a, b) est la plus haute arrête d'un chemin
optimal de Ak àMk−1, et c ∈ Ak. Par exemple, le chemin optimal de A7 àM6 est A7 → A11 → A4,
et sa plus haute arrête est A7 → A11. Nous obtenons ainsi
λ
(0)
7 = 8
ca7a11
ma7
e−H(A7,A11)/ε
[
1 +O(e−θ/ε)] (4.5.4)
où a7 ∈ A7 et a11 ∈ A11, car |Ga7 | = 16 et |Ga7 ∩Ga11 | = 2 (cf. la table4.2).
Les valeurs propres associées aux autres représentions irréductibles de dimension 1 peuvent être
déduites de la hiérarchie métastable de l'ensemble d'orbites actives correspondant. Par exemple,
la Figure 4.8 montre le graphe obtenu pour la représentation pi−++, et elle nous donnera 7 valeurs
propres. Une diﬀérence importante du cas précédent provient du fait que certaines hauteurs de
communication relevantes pour les valeurs propres sont associées à des transitions vers l'état cime-
tière. En particulier, A1 n'est plus le premier de la hiérarchie métastable (c'est l'état cimetière), et
donc il y aura une valeur propre d'ordre e−H(A1,A9)/ε, car A9 est le successeur de A1, de la forme
λ
(−++)
1 = −4
ca1a9
ma1
e−H(A1,A9)/ε
[
1 +O(e−θ/ε)] . (4.5.5)
Les valeurs propres associées aux représentations irréductibles de dimension 2 sont données par
le Théorème 4.2.9. Le graphe des successeurs est présenté dans la Figure 4.9. Observons que A1
est en bas du cycle contenant A1 et A9. Par exemple, pour la représentation pi1,−, en appliquant la
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A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 αd
pi+++ 1 1 1 1 1 1 1 1 1 1 1 1 12
pi++− 0 0 1 0 0 0 0 1 1 1 1 1 6
pi+−+ 0 0 0 0 0 0 0 1 0 0 0 1 2
pi+−− 0 0 0 1 0 1 0 1 0 0 0 1 4
pi−++ 1 1 0 1 1 1 0 1 0 0 0 1 7
pi−+− 0 0 0 0 0 0 0 1 0 0 0 1 2
pi−−+ 0 0 1 0 0 0 0 1 1 1 1 1 6
pi−−− 0 0 1 1 0 1 1 1 1 1 1 1 9
pi1,+ 0 0 2 2 0 2 0 4 2 2 2 4 20
pi1,− 2 0 2 2 2 2 0 4 2 2 2 4 24
pi2,+ 2 0 2 2 2 2 0 4 2 2 2 4 24
pi2,− 0 2 2 2 0 2 0 4 2 2 2 4 22
pi3,+ 0 0 2 2 0 2 0 4 2 2 2 4 20
pi3,− 2 0 2 2 2 2 0 4 2 2 2 4 24
|A| 8 4 16 16 8 16 2 32 16 16 16 32 182
Table 4.3. Orbites actives et inactives et le nombre de valeurs propres pour les diﬀérentes re-
présentations irréductibles quand N = 8. Il y a 182 valeurs propres au total, 48 associées aux
représentations irréductibles de dimension 1, et 134 associées aux représentations irréductibles de
dimension 2.
Proposition 4.2.7 avec pour choix de base (uai , u
a′
i ) avec a
′ = r2(a) pour chaque orbite, on obtient
L
(1,−)
11 = L
(0)
11 1[1 +O(e−θ/ε)] , L(0)11 = −4
ca1a9
ma1
e−H(A1,A9)/ε ,
L
(1,−)
19 = L
(0)
11 M19[1 +O(e−θ/ε)] ,
L
(1,−)
91 = L
(0)
99 M91[1 +O(e−θ/ε)] , L(0)99 = −2
ca9a1
ma9
e−H(A9,A1)/ε ,
L
(1,−)
99 = L
(0)
99 1[1 +O(e−θ/ε)] , (4.5.6)
où
M19 =
1
4
(
2 +
√
2
√
2
−√2 2 +√2
)
, M91 =
1
4
(
2 +
√
2 −√2√
2 2 +
√
2
)
. (4.5.7)
Donc par le Théorème 4.2.9, les valeurs propres associées à A1 sont celles de la matrice
L
(1,−)
11 − L(1,−)19
(
L
(1,−)
99
)−1
L
(1,−)
91 = −(2−
√
2)
ca1a9
ma1
e−H(A1,A9)/ε 1[1 +O(e−θ/ε)] . (4.5.8)
On obtient donc une valeur propre double donnée par le coeﬃcient de Kramers avec un facteur
supplémentaire (2 − √2). Les valeurs propres correspondantes à l'orbite A1 pour les autres re-
présentations irréductibles de dimension 2 ont la même forme. Comme 2 − √2 < 4, 4.5.8 nous
donne aussi le trou spectral du système. Il est plus petit que le trou spectrale du système restreint
purement à la distribution symétrique, qui est décrit par la représentation triviale et est d'ordre
e−H(A2,A1)/ε.
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Figure 4.8. Graphe des liaisons pour le cas N = 8 associé à la représentation pi−++.
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Figure 4.9. Le graphe des successeur pour le cas N = 8.
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Chapitre 5
Processus de diﬀusion
Maintenant que nous avons étudié de manière générale les processus de saut Markoviens, nous
allons nous intéresser aux processus de diﬀusion et voir que le comportement à long terme des
processus de diﬀusion est similaire à celui des processus de saut Markoviens.
Nous allons considérer le processus de diﬀusion X(t), avec  > 0, solution de l'équation diﬀé-
rentielle
dX(t) = −∇V (X(t))dt+
√
2dW (t), (5.0.1)
sur un domaine régulier Ω ⊆ Rd , où le gradient ∇V est généré par une fonction potentielle V
suﬃsamment régulière et dW (t) est le mouvement Brownien standard de dimension d. Nous nous
intéresserons au cas où la fonction V a plusieurs minima locaux et nous supposerons toujours que
la diﬀusion X est tuée sur Ωc si elle existe.
Ce qui suit est très largement tiré des deux articles [9] et [10] de Anton Bovier, Michael Ecknoﬀ,
Véronique Gayard et Markus Klein dont nous donnerons plus d'explications (comme par exemple
les preuves laissées au lecteur), mais nous ne ferons jamais l'hypothèse de ne pas avoir de symétries.
Dans la suite, l'ensemble Ω ainsi que les autres sous ensembles considérés seront réguliers, c'est
à dire un ensemble A ⊂ R d dont le complémentaire admet une frontière continument diﬀérentiable.
Précisons dans quel sens V est suﬃsamment régulière avec les hypothèses suivantes.
Hypothèse 5.0.1.
1. V ∈ C3(Ω) et Ω ⊆ Rd est un ouvert connexe
2. Si Ω n'est pas borné alors
(a) lim inf
x→∞ |∇V (x)| =∞, et
(b) lim inf
x→∞ (|∇V (x)| − 2∆V (x)) =∞
Déﬁnition 5.0.2. Pour tout ensemble A,B ⊂ Ω on déﬁnit la hauteur de la selle entre A et B par
Vˆ (A,B) = inf
ω:[0,1]→Ω
ω(0)∈A,ω(1)∈B
sup
t∈[0,1]
V (ω(t)), (5.0.2)
où ω est un chemin continu de Ω. Notons z∗(A,B) ∈ Ω l'élément qui vériﬁe
V (z∗(A,B)) = Vˆ (A,B). (5.0.3)
Par abus de notation on prend z∗(x, y), avec x, y ∈ Ω, lorsque A = {x} et B = {y} sont réduits à
un élément.
Remarque 5.0.3. L'hypothèse précédente implique que V a des niveaux exponentiellement ten-
dus, dans le sens que pour tout a ∈ R ,∫
y:V (y)≥a
e−V (y)/ dy ≤ C e−a/, (5.0.4)
où C = C(a) <∞ uniformément pour  ≤ 1.
94
5.1. ÉLÉMENTS DE LA THÉORIE DU POTENTIEL
Comme pour les processus de saut Markoviens, la notion de point selle de V va être cruciale.
L'ensemble des points selles est intuitivement un sous ensemble de G(A,B) = {z|V (z) = Vˆ (A,B)}
qui ne peut pas être évité par tous les chemins ω qui essayent de rester aussi bas que possible.
Nous avons besoin de déﬁnir l'ensemble comme suit :
Déﬁnition 5.0.4. Posons P(A,B) l'ensemble des chemins minimaux de A vers B,
P(A,B) = {ω ∈ C([0, 1],Ω)|ω(0) ∈ A , ω(1) ∈ B , sup
t∈[0,1]
V (ω(t)) = Vˆ (A,B)}. (5.0.5)
Un portail G(A,B) est un sous ensemble minimal de G(A,B) avec la propriété que tous les chemins
minimaux intersectent G(A,B). Notons que G(A,B) n'est en général pas unique. Alors déﬁnissons
l'ensemble S(A,B) des points selles comme l'union de tous les tunnels G(A,B).
Pour éviter des complications nous faisons l'hypothèse générale que tous les points selles sont
non dégénérés dans le sens suivant
Hypothèse 5.0.5.
1. L'ensemble M des minima locaux de V est ﬁni, et pour deux minima locaux x, y de V
l'ensemble G(x, y) est unique et est constitué d'un nombre ﬁni de points isolés z∗i (x, y).
2. La matrice hessienne de V pour tout minimum local xi ∈ M et tout point selle z∗i est non
dégénérée (i.e. n'a pas de zéro pour valeur propre).
Lorsque l'on considère le domaine Ω non vide et borné nous rencontrerons des situations où les
points selles sont dans ∂Ω. Nous préférons éviter cela en considérant exclusivement les situations
où le bord n'est jamais atteint par le processus
Hypothèse 5.0.6. Pour toute suite xn ∈ Ω telle que lim
n→∞xn ∈ ∂Ω on a limn→∞V (xn) =∞.
Dans toute la suite de ce chapitre nous supposerons que les trois hypothèses précédentes sont
vériﬁées. Notre intérêt principal est de connaitre la distribution des temps d'arrêt
τA = inf{t > 0 : X(t) ∈ A}, (5.0.6)
pour le processus partant d'un minimum x ∈ M de V , quand A = Bρ(y) est une petite boule de
rayon ρ et de centre y ∈M.
Il existe plusieurs théories pour étudier notre problème comme la méthode des grandes dé-
viations ou l'analyse semi-classique, mais nous allons utiliser la théorie du potentiel. Nous allons
donc, dans la sous-section suivante, donner les éléments de la théorie du potentiel ainsi que les
résultats obtenus dans le cas asymétrique. Et comme nous verrons que ces résultats ne sont plus
valables lorsqu'il y a des symétries, nous utiliserons une partie de ces éléments pour développer,
dans les sous-sections après, une approche qui nous permettra de résoudre le problème dans le cas
symétrique.
5.1 Éléments de la théorie du potentiel
5.1.1 Déﬁnitions et interprétations probabilistes
Dans cette sous-section nous allons donner les déﬁnitions et formules, ainsi que certaines in-
terprétations probabilistes, autour de la théorie du potentiel, qui nous permettrons de donner les
résultats connus dans le cas asymétrique ainsi que d'élaborer une approche dans le cas symétrique.
Rappelons la déﬁnition du générateur inﬁnitésimal d'un processus de diﬀusion.
Déﬁnition 5.1.1. Soit Xt solution de l'équation diﬀérentielle stochastique
dXt = b(Xt)dt+ σ(Xt)dW (t). (5.1.1)
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On déﬁnit alors l'opérateur L, appelé générateur inﬁnitésimal de la diﬀusion, pour toute fonction
φ ∈ C2b (l'espace des fonctions C2 bornées et dont les dérivées premières et secondes sont bornées)
et pour tout x ∈ R par
Lφ(x) =
1
2
σ(x)2∆φ(x) + 〈b(x),∇φ(x)〉. (5.1.2)
Le générateur inﬁnitésimal du processus de diﬀusion (5.0.1) est l'opérateur linéaire L suivant :
L = − eV (·)/∇ e−V (·)/∇ = −∆ + 〈∇V (·),∇〉. (5.1.3)
On a volontairement inversé le signe du générateur car cela va rendre toutes les valeurs de
celui-ci positives, ce qui nous permettra plus tard de dire que la valeur propre principale est la plus
petite valeur propre.
Proposition 5.1.2. Par construction l'opérateur L est symétrique sur L2(Ω, e−V (x)/dx) avec
condition de Dirichlet au bord sur Ωc nulle.
Démonstration. Par intégration par partie, on a :
〈Lf, g〉 =
∫
Ω
(
− eV (x)/∇ e−V (x)/∇f(x)
)
g(x) e−V (x)/ dx =
∫
Ω
−
(
∇ e−V (x)/∇f(x)
)
g(x)dx
=
∫
Ω
 e−V (x)/〈∇f(x),∇g(x)〉dx =
∫
Ω
−f(x)
(
∇ e−V (x)/∇g(x)
)
dx
=
∫
Ω
f(x)
(
− eV (x)/∇ e−V (x)/∇g(x)
)
e−V (x)/ dx = 〈f, Lg〉
Déﬁnition 5.1.3 (Fonction de Green). Considérons pour λ ∈ C le problème de Dirichlet suivant :
(L − λ)f(x) = g(x), x ∈ Ω,
f(x) = 0, x ∈ Ωc. (5.1.4)
On appelle fonction de Green GλΩ(x, y) associée au problème de Dirichlet (5.1.4), la fonction qui
vériﬁe :
(L − λ)GλΩ(x, y) = δ(x− y). (5.1.5)
Proposition 5.1.4. La solution f , du problème de Dirichlet (5.1.4), s'écrit
f(x) =
∫
Ω
GλΩ(x, y)g(y)dy. (5.1.6)
De plus la fonction de Green est symétrique par rapport à la mesure e−V (x)/, c'est à dire :
GλΩ(x, y) = e
−V (y)/GλΩ(y, x) e
V (x)/ (5.1.7)
Démonstration. On obtient (5.1.6) en multipliant (5.1.5) par g(y) puis d'intégrer par rapport à y
sur Ω.
Prenons h ∈ L2(Ω) et posons k(x) = (L−λ)(h)(x). On aura donc grâce à la fonction de Green
que
h(x) =
∫
Ω
GλΩ(x, y)k(y)dy.
En remplaçant (L − λ)(f) et h par leurs valeurs on a∫
Ω
(L − λ)(f)(x)h(x)e−V (x)/dx =
∫
Ω
∫
Ω
g(y)GλΩ(y, x)k(x)e
−V (y)/dydx.
Or, comme L est un opérateur symétrique, en remplaçant (L − λ)(h) et f par leurs valeurs on a∫
Ω
(L − λ)(f)(x)h(x)e−V (x)/dx =
∫
Ω
∫
Ω
g(y)GλΩ(x, y)k(x)e
−V (x)/dydx.
Cela reste vrai pour n'importe quelle fonction h ∈ L2(Ω), en utilisant le théorème de représentation
de Riesz, on obtient (5.1.7).
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Un outil très souvent utilisé en géométrie diﬀérentielle est les relations de Green, dont voici la
forme
Proposition 5.1.5. La première identité de Green est∫
Ω
e−V (x)/(∇φ(x) · ∇ψ(x)− ψ(x)(Lφ)(x))dx = 
∫
∂Ω
e−V (x)/ψ(x)∂n(x)φ(x)dσΩ(x), (5.1.8)
et la deuxième identité de Green est∫
Ω
e−V (y)/(φ(x)(L − λ)ψ(x)− ψ(x)(L − λ)φ(x))dx =

∫
∂Ω
e−V (y)/(ψ(x)∂n(x)φ(x)− φ(x)∂n(x)ψ(x))dσΩ(x), (5.1.9)
où φ, ψ ∈ C2(Ω).
Déﬁnition 5.1.6 (Noyau de Poisson). Considérons pour λ ∈ C le problème à valeurs au bord
suivant :
(L − λ)f(x) = 0, x ∈ Ω,
f(x) = φ(x), x ∈ Ωc. (5.1.10)
Proposition 5.1.7. On appelle HλΩ l'opérateur solution associé qui peut être représenté sous la
forme suivante
f(x) = (HλΩφ)(x) = −
∫
∂Ω
e−[V (y)−V (x)]/φ(y)∂n(y)GλΩ(y, x)dσΩ(y), (5.1.11)
où dσΩ(y) désigne la mesure sur la surface ∂Ω et ∂n(y) désigne la dérivée dans la direction normale
extérieure à la surface ∂Ω en y agissant sur le premier argument de la fonction GλΩ(y, x).
Démonstration. La relation entre l'opérateur HλΩ et la fonction de Green précédente est la consé-
quence des deux identités de Green de la Proposition 5.1.5
Pour continuer nous allons devoir rappeler la déﬁnition des espaces de Sobolev
Déﬁnition 5.1.8. Soient Ω un ouvert quelconque de R n, p ∈ [1,+∞] et m ∈ N . On déﬁnit
l'espace de Sobolev Wm,p(Ω) par
Wm,p(Ω) = {u ∈ Lp(Ω) | ∀α tel que |α| ≤ m , Dαu ∈ Lp(Ω)}, (5.1.12)
où α est un multi-indice et Dαu est une dérivée partielle de u au sens des distributions. On déﬁnit
l'espace de Sobolev Hm(Ω) par
Hm(Ω) = Wm,2(Ω). (5.1.13)
Déﬁnition 5.1.9 (Potentiel d'équilibre et mesure d'équilibre). Soit A,D ⊂ Rd des ensembles
réguliers tels que (A ∪D)c ⊂ Dom(V ). Alors le potentiel d'équilibre hλA,D est déﬁni comme étant
la solution du problème de Dirichlet suivant :
(L − λ)hλA,D(x) = 0, x ∈ (A ∪D)c,
hλA,D(x) = 1, x ∈ A,
hλA,D(x) = 0, x ∈ D.
(5.1.14)
La mesure d'équilibre eλA,D est déﬁnie comme l'unique mesure sur ∂A telle que :
hλA,D(x) =
∫
∂A
GλAc(x, y)e
λ
A,D(dy). (5.1.15)
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Remarque 5.1.10. La relation (5.1.15) vient de la représentation du noyau de Poisson (5.1.11)
avec Ω = Ac.
Si on considère L comme une application de Hn(Ω) vers Hn−2(Ω) on peut écrire la relation
précédente comme ceci :
(L − λ)hλA,D(x) = (L − λ)
∫
∂A
GλAc(x, y)e
λ
A,D(dy) =
∫
∂A
(L − λ)GλAc(x, y)eλA,D(dy)
=
∫
∂A
δ(x− y)eλA,D(dy) = eλA,D(dx)
(5.1.16)
Grâce à la seconde identité de Green (5.1.9) et la représentation du noyau de Poisson (5.1.11)
on a :
(L − λ)hλA,D(x) = ∂n(x)hλA,D(x)dσA∪D(x)− λ1Adx (5.1.17)
Déﬁnition 5.1.11 (Capacité). La capacité, pour A,D ⊂ Ω et λ ∈ R, est déﬁnie par :
capλA(D) =
∫
∂A
e−F (y)/eλA,D(dy). (5.1.18)
En utilisant la deuxième identité de Green (5.1.9) on déduit que :
capλA(D) = 
∫
(A∪D)c
e−F (x)/
[
‖ ∇hλA,D(x) ‖22 −
λ

(hλA,D(x))
2
]
dx ≡ Φλ(A∪D)c(hλA,D), (5.1.19)
où Φλ(A∪D)c est appelée la forme de Dirichlet associée à l'opérateur L − λ sur Ω.
Une conséquence fondamentale de la relation précédente est la représentation variationnelle de
la capacité si λ ∈ R− :
capλA(D) = inf
h∈HA,D
Φλ(A∪D)c(h), (5.1.20)
où HA,D désigne l'ensemble de fonctions suivant
HA,D = {h ∈W 1,2(Ω) | h(x) = 0 pour x ∈ D , h(x) = 1 pour x ∈ A}. (5.1.21)
Interprétation probabiliste du potentiel d'équilibre. Si λ = 0 le potentiel d'équilibre et
la mesure d'équilibre ont l'interprétation probabiliste suivante :
hA,D(x) ≡ h0A,D(x) = Px [τA < τD] , (5.1.22)
eA,D(dy) = lim
t→0
t−1EyPX(t) [τA < τD] dy. (5.1.23)
De plus, pour tout λ et tout x ∈ (A ∪D)c, on a :
hA,D(x) = ExeλτA1τA<τD , (5.1.24)
cela implique
d
dλ
hλ=0A,D(x) = ExτA1τA<τD . (5.1.25)
De cette dérivation on déduit que la fonction
wA,D(x) =
{
ExτA1τA<τD , x ∈ (A ∪D)c,
0, x ∈ (A ∪D), (5.1.26)
est solution du problème de Dirichlet
LwA,D(x) = hA,D(x), x ∈ (A ∪D)c,
wA,D(x) = 0, x ∈ (A ∪D).
(5.1.27)
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En utilisant la fonction de Green (5.1.6) on obtient :
ExτA1τA<τD =
∫
(A∪D)c
G(A∪D)c(x, y)hA,D(y)dy. (5.1.28)
Remarquons que dans le cas particulier où D = ∅ on obtient le problème de Dirichlet avec la
représentation
LwA(x) = 1, x ∈ Ac,
wA(x) = 0, x ∈ A,
(5.1.29)
ExτA =
∫
Ac
GAc(x, y)dy. (5.1.30)
En les relations (5.1.15), (5.1.28), (5.1.30) et avec le théorème de Fubini on obtient :∫
∂Bρ(x)
e−V (z)/EzτAeBρ(x),A(dz) =
∫
Ac
e−V (y)/
∫
∂Bρ(x)
GAc(y, z)eBρ(x),A(dz)dy
=
∫
Ac
e−V (y)/hBρ(x),A(y)dy
(5.1.31)
et ∫
∂Bρ(x)
e−V (z)/EzτA1τA<τDeBρ(x),A∪D(dz) =
∫
(A∪D)c
e−V (y)/hBρ(x),A∪D(y)hA,Ddy (5.1.32)
5.1.2 Résultats
Nous pouvons maintenant donner les diﬀérents résultats principaux obtenus par Anton Bovier,
Michael Ecknoﬀ, Véronique Gayard et Markus Klein (voir [9] et [10]). Tout d'abord l'estimation
des capacités.
Théorème 5.1.12 (voir [9]). Soient x, y ∈M et soit ρ > 0 suﬃsamment petit tel que
z∗(x, y) 6∈ Bρ(x) et z∗(x, y) 6∈ Bρ(y), (5.1.33)
où Bρ(x) et Bρ(y) sont des boules de rayon ρ et de centre respectif x et y. Si
S(Bρ(x), Bρ(y)) = {z∗1 , . . . , z∗n}, (5.1.34)
alors on a :
capBρ(x)(Bρ(y)) = e
−V (z∗(x,y))/ (2pi)
d/2
2pi
k∑
i=1
|λ∗1(z∗i )|√|det(∇2V (z∗i ))| (1 +O(√| ln |)), (5.1.35)
où λ∗1(z
∗
i ) désigne la valeur propre négative de la matrice Hessienne en z
∗
i
Remarquons que ce résultat ne suppose pas l'absence de symétrie. En utilisant l'estimation
des capacités et des estimations apriori sur les potentiels d'équilibre on obtient l'estimation des
espérances de temps d'atteinte.
Théorème 5.1.13 (voir [9]). Soit xi un minimum local de V et soit D un sous ensemble de R d
tel que
1. SiMi = {y1, . . . , yk} ⊂ M compte tous les minima locaux de V tel que V (yi) ≤ V (xi) alors
∪kj=1B(yj) ⊂ D,
2. dist(S(xi,Mi), D) ≥ δ > 0 pour un certain δ indépendant de .
Alors
ExiτD =
2pi e[V (z
∗(xi,D))−V (xi)]/√|det(∇2V (xi))|∑kj=1 |λ∗1(z∗j )|√| det(∇2V (z∗j ))| (1 +O(
√
| ln |)). (5.1.36)
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Remarquons que c'est à partir de ce résultat que nous devons être dans le cas asymétrique. En
eﬀet si on est dans le cas du potentiel suivant
x3
x1
x2
alors nous ne pouvons pas calculer Ex3τB(x1).
Remarque 5.1.14. Dans le cas d'un seul point selle z∗, la formule (5.1.36) se réduit à la formule
d'Eyring classique
ExiτD =
2pi
|λ∗1(z∗)|
√|det(∇2F (z∗))|√|det(∇2F (xi))| e[F (z∗)−F (xi)]/(1 +O(√| ln |)). (5.1.37)
En continuant encore l'étude dans le cas asymétrique, nous pouvons donner aussi des estimations
sur les valeurs propres et fonctions propres du générateur inﬁnitésimal L.
Théorème 5.1.15 (voir [10]). Supposons que V a n minima locaux x1, . . . , xn et qu'il existe
θ > 0 tel que les minima locaux de V peuvent être ordonnés de la manière suivante, avec Mk =
{x1, . . . , xk} etM0 = Ωc,
V (z∗(xk,Mk−1))− V (xk) ≤ min
i<k
V (z∗(xi,Mk \ xi))− V (xi)− θ, (5.1.38)
pour k ∈ {1, . . . , n}. On pose
Bi = B(xi) et Sk =
k⋃
i=1
Bi et hk(y) = hBk,Sk−1(y). (5.1.39)
Supposons que tous les points selle z∗(xk,Mk−1) sont uniques. Alors il existe δ > 0 tel que les
n valeurs propres exponentiellement petite λ1 < λ2 < . . . < λn du générateur inﬁnitésimal L
vériﬁent
λ1 = 0, (5.1.40)
et pour k ∈ {2, . . . , n}
λk =
capBk(Sk−1)
‖hk‖22
(1 +O(e−δ/))
=
1
ExkτSk−1
(1 +O(e−δ/))
=
|λ∗1(z∗(xk,Mk−1))|
2pi
√
det(∇2V (xk))
|det(∇2V (z∗(xk,Mk−1)))| e
−[V (z∗(xk,Mk−1))−V (xk)]/
× (1 +O(√| ln |)),
(5.1.41)
où λ∗1(z
∗) désigne l'unique valeur propre négative de la matrice hessienne de V au point selle z∗.
Remarquons que la relation (5.1.38) est la même relation que (4.1.14) dans l'hypothèse de
hiérarchie métastable 4.1.3 du chapitre précédent.
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Théorème 5.1.16 (voir [10]). Sous les hypothèses du théorème précédent, si φk désigne la fonction
propre normalisée correspondant à la valeur propre λk, alors il existe δ > 0 tel que
φk =
hB(xk),Sk−1(y)(y)
‖hB(xk),Sk−1(y)‖2
(1 +O(e−δ/)) +O(e−δ/), (5.1.42)
où hB(xk),Sk−1(y)(y) = Py
[
τB(xk) < τSk−1
]
..
5.2 Éléments du cas symétrique
5.2.1 Estimations spectrales
Déﬁnition 5.2.1. Soit D ⊂ Ω ⊂ R d un ensemble ouvert. On notera λ(D) la valeur propre
principale (la plus petite valeur propre non nulle) du problème de Dirichlet
(L − λ)f(x) = 0, x ∈ D,
f(x) = 0, x ∈ Dc, (5.2.1)
où Dc = Ω\D et on utilisera la notation LDc pour indiquer l'opérateur de Dirichlet correspondant
au problème (5.2.1).
Le lemme suivant est un résultat classique de Donsker et Varadhan [14].
Lemme 5.2.2. La valeur propre principale λ(D) vériﬁe
λ(D) ≥ 1
sup
x∈D
ExτDc
(5.2.2)
On remarque que dans le cas d'une diﬀusion sur un compact, ce lemme donne une bonne
estimation, mais si D n'est pas borné alors le sup, dans le membre de droite, peut être inﬁni et
l'estimation devient inutile. Nous allons donc donner une version améliorée de ce lemme.
Lemme 5.2.3 ([10], Lemme 2.2). Soit φD la fonction propre normalisée associée à la valeur propre
principale de l'opérateur LD . Soit A ⊂ D un ensemble compact, alors
λ(D) ≥ 1
sup
x∈A
ExτAc
(
1−
∫
D\A
e−V (y)/ |φD(y)|2dy
)
. (5.2.3)
De plus, pour tout δ > 0 il existe un ensemble borné A ⊂ D, indépendant de  tel que
λ(D) ≥ 1
sup
x∈A
ExτAc(1 + δ)
(5.2.4)
Démonstration. Soit w(x) la solution du problème de Dirichlet
Lw(x) = 1, x ∈ A
w(x) = 0, x ∈ Ac
Remarquons que par la relation (5.1.26) on a w(x) = ExτAc . En minorant l'intégrale sur D par
l'intégrale sur A car A ⊂ D, en faisant une intégration par partie puis en écrivant les composantes
du gradient comme une limite, on obtient∫
D
e−V (x)/ φ(x)(Lφ)(x)dx ≥ lim
h→0
1
h2
∫
A
e−V (x)/
d∑
i=1
(φ(x+ hei)− φ(x))2dx
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En utilisant l'inégalité de Young
ab ≤ 1
2
(
Ca2 +
b2
C
)
,
avec a = φ(x+ hei, b = φ(x) et C =
w(x)
w(x+hei)
on obtient
(φ(x+ hei)− φ(x))2 ≥
(
φ(x+ hei)
2
w(x+ hei)
− φ(x)
2
w(x)
)
(w(x+ hei)− w(x))
On en déduit alors ∫
D
e−V (x)/ φ(x)(Lφ)(x)dx ≥
∫
A
e−V (x)/∇φ
2
w
(x)∇w(x)dx
En refaisant une intégration par partie et en se servant du fait que Lw(x) = 1 pour x ∈ A on a
alors ∫
D
e−V (x)/ φ(x)(Lφ)(x)dx ≥
∫
A
e−V (x)/
φ2(x)
w(x)
dx
En minorant 1w(x) par
1
sup
x∈A
w(x) et en le sortant de l'intégrale on obtient∫
D
e−V (x)/ φ(x)(Lφ)(x)dx ≥ 1
sup
x∈A
w(x)
∫
A
e−V (x)/ φ2(x)dx
En choisissant φ comme la fonction propre normalisée associée à la valeur propre principale λ(D)
de l'opérateur LD on a ∫
D
e−V (x)/ φ(x)(Lφ)(x)dx = λ(D),
d'où la première relation. On peut supposer sans perte de généralité que la fonction V est tout le
temps positive. Pour la deuxième relation introduisons la fonction
v(y) = e−V (y)/2 φD(y),
qui est la fonction propre fondamentale de l'opérateur
H = e
−V (·)/2 L eV (·)/2,
qui est un opérateur symétrique sur L2(D, dy). Par une estimation d'Agmon semi-classique on
obtient que pour tout γ > 0 il existe Cγ ∈ R+ indépendant de  tel que∫
D
e(1−γ)V˜ (y)/ |v(y)|2dy =
∫
D
e−γV˜ (y)/ |φD(y)|2dy < Cγ <∞,
où V˜ (y) = V (y)− min
x∈M
V (x). Donc pour γ = 1, il existe C ∈ R+ indépendant de  tel que∫
D
e−V˜ (y)/ |φD(y)|2dy < Cγ e−minx∈MV (x)/ < C.
Soit δ > 0. Alors il existe A ⊂ D borné et indépendant de  tel que∫
D\A
e−V˜ (y)/ |φD(y)|2dy < δ
1 + δ
,
on en déduit donc la seconde relation.
Suivant le choix de D nous allons avoir deux types d'estimation. Nous allons d'abord voir que
si D ne contient pas de minima locaux de V alors λ(D) est polynomialement petite en .
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Lemme 5.2.4 ([10], Lemme 2.3). Supposons que D ∩M = ∅ où
M = {z ∈ Ω|dist(z,M) ≤ }. (5.2.5)
Alors il existe une constante C ∈ R+ telle que
sup
x∈D
ExτDc ≤ C−d+1 sup
x∈D
∫
{y∈D|V (y)≤V (x)}
dy. (5.2.6)
Démonstration. De la relation (5.1.31) on obtient facilement la relation suivante∫
D
e−V (y)/ hBρ(x),Dc(y)dy ≥ inf
z∈∂Bρ(x)
EzτDc capBρ(x)(D
c).
En utilisant le Lemme 4.1 de [9] pour R = ρ = c on a
sup
z∈∂Bρ(x)
EzτDc ≤ C inf
z∈∂Bρ(x)
EzτDc ,
donc en combinant ces deux inégalités on obtient
sup
z∈∂Bρ(x)
EzτDc ≤
∫
D
e−V (y)/ hBρ(x),Dc(y)dy
capBρ(x)(D
c)
.
On va alors séparer l'intégrale sur D en deux parties, la première sur {y ∈ D|V (y) > V (x)} et la
deuxième sur {y ∈ D|V (y) ≤ V (x)}. Dans la première on va majorer hBρ(x),Dc(y) par 1 puis dans
la deuxième on va le majorer en utilisant la proposition 4.3 de [9], ce qui nous donne
sup
z∈∂Bρ(x)
EzτDc ≤C
∫
{y∈D|V (y)>V (x)} e
−V (y)/ dy
capBρ(x)(D
c)
+ C
1
capBρ(x)(D
c)
∫
{y∈D|V (y)≤V (x)}
e−V (y)/
capBρ(y)(Bρ(y)
capBρ(y)(D
c)
dy.
En utilisant les bornes inférieures et supérieures sur la capacité de la proposition 4.7 de [9], on
obtient
sup
z∈∂Bρ(x)
EzτDc ≤C ′ρ−d+2 eV (x)/
∫
{y∈D|V (y)>V (x)}
dy
+ C ′′ρ−d+2
∫
{y∈D|V (y)≤V (x)}
dy.
Par les hypothèses faites sur le potentiel V , nous avons la relation (5.0.4), donc la première intégrale
est majorée par le produit d'une constante par e−V (x)/ et quitte à augmenter la deuxième constante
C ′′, on a bien le résultat voulu.
Corollaire 5.2.5 ([10], Corollaire 2.4). Supposons que D ∩M = ∅, alors il existe une constante
C ∈ R+ indépendante de  telle que
λ(D) ≥ Cd−1. (5.2.7)
Démonstration. Si D est un ensemble borné alors il suﬃt d'appliquer les lemmes 5.2.2 et 5.2.4 et
de remarquer que sup
x∈D
∫
{y∈D|V (y)≤V (x)} dy est ﬁni car D est borné. Si D n'est pas borné alors par
le lemme 5.2.3 en prenant par exemple δ = 1 il existe A ⊂ D borné et indépendant de  tel que
λ(D) ≥ 1
2sup
x∈A
ExτAc
,
puis comme A∩M = ∅ car D ∩M = ∅ alors en appliquant le lemme 5.2.4, avec A au lieu de D,
et comme sup
x∈A
∫
{y∈A|V (y)≤V (x)} dy est ﬁni car A est borné on obtient donc le résultat.
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Puis dans le cas D où contient des minima locaux de V , on peut donner une estimation à l'aide
des capacités.
Lemme 5.2.6 ([10], Lemme 2.5). Soit φD la fonction propre normalisée associée à la valeur propre
principale de l'opérateur LD et soit N ⊂M un ensemble non vide et posons
N = {y ∈ R d|dist(y,N ) ≤ }. (5.2.8)
Supposons que N ⊂ D et que (D \ N) ∩M = ∅ alors
1
λ(D)
≤
∑
i:xi∈N
∫
B(xi)
e−V (y)/ dy
capB(xi)(D \B(xi))
(5.2.9)
Démonstration. Supposons D bornée et décomposons λ(D) de la manière suivante
λ(D) =
∫
D\⋃i:xi∈N B(xi) e
−V (y)/ φD(y)(LφD)(y)dy +
∑
i:xi∈N
∫
B(xi)
e−V (y)/ φD(y)(LφD)(y)dy
En utilisant le même raisonnement que dans la preuve du Lemme 5.2.3 pour chaque intégrale on a
λ(D) ≥ 1
sup
x∈D\⋃i:xi∈N B(xi)Exτ(D\
⋃
i:xi∈N B(xi))
c
∫
D\⋃i:xi∈N B(xi) e
−V (y)/ φ2D(y)dy
+
∑
i:xi∈N
1
sup
x∈B(xi)
ExτD\B(xi)
∫
B(xi)
e−V (y)/ φD(y)2dy.
Or D \⋃i:xi∈N B(xi) ne contient pas de minima locaux donc par le Lemme 5.2.4 on a
1
sup
x∈D\⋃i:xi∈N B(xi)Exτ(D\
⋃
i:xi∈N B(xi))
c
≥ Cd−1.
De plus pour  suﬃsamment petit
sup
x∈B(xi)
ExτD\B(xi) = ExiτD\B(xi),
et on a
Cd−1  1
ExiτD\B(xi)
.
Donc minorant tous les facteurs par le minimum des 1ExiτD\B(xi)
et en regroupant les intégrales on
a
λ(D) ≥ min
i:xi∈N
1
ExiτD\B(xi)
∫
D
e−V (y)/ φD(y)2dy,
et comme φD est normalisé alors l'intégrale vaut 1, en notant j l'indice réalisant le minimum et en
passant à l'inverse, on a
λ(D) ≤ ExjτD\B(xj) ≤
∑
i:xi∈N
ExiτD\B(xi).
En utilisant la proposition 6.1 de [9] on a
ExiτD\B(xi) =
∫
(D\B(xi))c e
−V (y)/ hB(xi),D\B(xi)(y)dy
capB(xi)(D \B(xi))
.
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Puis en utilisant (5.1.22) on a hB(xi),D\B(xi)(y) = Py[τB(xi) < τD\B(xi)], qui est nulle quand
y ∈ Dc donc
ExiτD\B(xi) =
∫
B(xi)
e−V (y)/ dy
capB(xi)(D \B(xi))
.
d'où le résultat.
Dans le cas où D n'est pas borné, soit δ > 0, on sait par le Lemme 5.2.3 qu'il existe A
indépendant de  tel que
1−
∫
D\A
e−V (y)/ φ2D(y)dy ≥
1
1 + δ
.
En minorant directement λ(D) de la manière suivante
λ(D) ≥
∫
A
e−V (y)/ φD(y)(LφD)(y)dy,
puis en faisant le même raisonnement que précédemment, on obtient
λ(D) ≥ min
i:xi∈N
1
ExiτD\B(xi)
(
1−
∫
D\A
e−V (y)/ φ2D(y)dy
)
≥ min
i:xi∈N
1
ExiτD\B(xi)
1
1 + δ
.
Et comme c'est valable pour tout δ alors
λ(D) ≥ min
i:xi∈N
1
ExiτD\B(xi)
,
puis on conclut comme précédemment pour obtenir le résultat.
5.2.2 Stratégie générale
Avant de rentrer dans le c÷ur du sujet, nous allons expliquer la stratégie générale. Considérons
les boules de rayon  centrée sur des minima locaux Bi = B(xi) pour i ∈ J1, kK. Soit λk la valeur
propre principale du problème de Dirichlet
(L − λ)f(x) = 0, x ∈ Ω \ ∂Sk,
f(x) = 0, x ∈ ∂Sk,
(5.2.10)
où Sk =
k⋃
i=1
Bi. Considérons, pour λ < λk, la solution du problème de Dirichlet
(L − λ)fλ(x) = 0, x ∈ Ω \ ∂Sk,
fλ(x) = φ(x), x ∈ ∂Sk.
(5.2.11)
L'idée est de construire une fonction propre de l'opérateur sur tout Ω comme une solution du
problème (5.2.11) pour une fonction φ bien choisie. En eﬀet nous pouvons voir que, si λ est une
valeur propre de L et si on choisit φ comme fonction propre associée à la valeur propre λ, alors
fλ = φ sur Ω. Pour s'en convaincre, remarquons d'abord que l'on à l'égalité sur ∂Sk, puis que pour
tout x ∈ Ω \ Sk on a
(L − λ)Sk(fλ − φ)(x) = (L − λ)(fλ − φ)(x) = 0. (5.2.12)
Comme λ n'est pas dans le spectre de LSk , alors (L−λ)Sk est inversible et donc on obtient fλ = φ
sur Ω \ Sk. En faisant le même raisonnement sur l'intérieur de Sk on obtient aussi l'égalité. D'où
l'égalité sur tout Ω.
Alors λ < λk est une valeur propre de L si et seulement si on peut trouver une fonction sur ∂Sk
telle que la solution du problème de Dirichlet (5.2.11) est une fonction propre de L associée à la
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valeur propre λ. Donc n'importe toutes les valeurs propres λ inférieur strictement à la valeur propre
principale λk peuvent être représentées comme une solution du problème de Dirichlet (5.2.11).
Le problème des valeurs propres se résume donc à trouver pour quelle valeur λ pour une fonction
φ bien choisie sur les bords ∂Bi on a (L − λ)fλ = 0 sur tout Ω. On peut interpréter (L − λ)fλ
comme une mesure concentrée sur ∂Sk. C'est à dire, pour tout g fonction test qui s'annule sur Ωc∫
Ω
e−V (y)/g(y)(L − λ)fλ(y)dy =
∫
Ω
e−V (y)/ f(y)(L − λ)gλ(y)dy
=
∫
Ω\Sk
e−V (y)/ f(y)(L − λ)gλ(y)dy +
∫
Sk
e−V (y)/ f(y)(L − λ)gλ(y)dy
=
∫
∂Sk
e−V (y)/(g(y)∂n(y)fλ(y)− fλ(y)∂n(y)g(y))dσSk(y)
+ 
∫
∂Sk
e−V (y)/(g(y)∂−n(y)fλ(y)− fλ(y)∂−n(y)g(y))dσSk(y)
=
∫
∂Sk
e−V (y)/(g(y)∂n(y)fλ(y) + g(y)∂−n(y)fλ(y)dσSk(y),
(5.2.13)
où dσSk est la mesure euclidienne de surface sur ∂Sk et ∂±n(y) désigne le vecteur normal extérieur
et intérieur en y ∈ ∂Sk. Demander que la mesure (L − λ)fλ soit nulle est équivalent à demander
que la mesure
 e−V (y)/(∂n(y)fλ(y) + ∂−n(y)fλ(y)dσSk(y), (5.2.14)
soit nulle. Remarquons que ce problème deviendrai bien plus simple si on avait que la fonction φ est
constante sur les bords ∂Bi. Malgré que cela ne soit pas vrai, nous verrons que soit la fonction φ ne
change pas de signe autour d'un minimum, et par conséquent on va pouvoir utiliser des inégalités
de Harnack et Hölder. Soit la fonction φ change de signe et dans ce cas elle est exponentiellement
petite.
5.2.3 Matrice de capacité
Avant de déﬁnir la matrice de capacité nous allons devoir établir quelques estimations sur le
comportement des fonctions propres sur les voisinages des minima locaux du potentiel V . Pour
l'analyse des fonctions harmoniques qui ne sont pas nécessairement positives, nous avons besoin
d'une estimation pour les fonctions sous-harmoniques qui nous permet de comparer l'oscillation à
la norme L2 (un principe de maximum local).
Lemme 5.2.7 ([10], Lemme 4.1). Soit φ une solution forte de (L−λ)φ = 0 sur une boule Bc√(x).
Alors il existe une constante C indépendante de  telle que
oscBc√(x) φ ≤ C−d/4
(∫
B2c
√
(x)
φ(y)2dy
)1/2
(5.2.15)
Démonstration. Voir [17], Théorème 9.20 .
Notre but est de montrer que, dans les boules de rayon
√
 centrée sur les minima du potentiel
V , les fonctions propres associées aux valeurs propres exponentiellement petite de L sont soit de
signe constant soit exponentiellement petites. Cela est suggéré par le résultat suivant que nous
avons pris de [23](Chapitre 8, Proposition 2.2) :
Proposition 5.2.8 ([10], Proposition 4.2). Soit φ une fonction propre normalisée de L cor-
respondant à l'une des |M| valeurs propres. Soit γ < γˆ = minx,y∈M
(
Vˆ (x, y)− V (y)
)
. Soit Di
l'ensemble des points y ∈ Ω tel que la solution de l'équation diﬀérentielle ddty(t) = −∇V (y(t)),
avec pour condition initiale y(0) = y, converge vers xi ∈ M. Alors il existe une constante C <∞
dépendante uniquement de γ et des constantes ci telles que
‖φ−
∑
i
ci1Di‖2 ≤ C e−γ/ (5.2.16)
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Démonstration. Voir [23].
Cette estimation ne permet pas de conclure que la fonction propre normalisée Φ ne change pas
de signe au voisinage des minima. Nous montrerons, pour un minimum donnée, que Φ ne change
pas de signe si la contribution de φ est importante. Pour D ⊂ Ω déﬁnissons
‖f‖2,D =
(∫
D
e−V (y)/ f(y)2dy
)1/2
, (5.2.17)
et pour une fonction propre φ donnée déﬁnissons
J = {j | ‖φ‖2,Dj ≥ e−γ/2}. (5.2.18)
Lemme 5.2.9 ([10], Lemme 4.3). Soit φ est une fonction propre comme dans la Proposition 5.2.8.
Si j ∈ J alors il existe une constante cj, une constante positive C < ∞ indépendante de  et une
constante α telles que
sup
x∈B√(xj)
|φ(x)− cj | ≤ Cα/2|cj |. (5.2.19)
Démonstration. Même démonstration que dans [10] avec le changement |cj | à la place de cj car
dans le cas symétrique les fonctions propres ne sont pas toujours positives.
Remarque 5.2.10. Le Corollaire 9.4 de [17] que nous avons utilisé, est une conséquence du
Théorème 8.22 de [17], et en analysant la preuve on remarque que α ∈]0, 1[.
Lemme 5.2.11 ([10], Lemme 4.4). Soit φ est une fonction propre comme dans la Proposition
5.2.8. Si j 6∈ J alors il existe une constante positive C <∞ indépendante de  telle que
sup
x∈B√(xj)
|φ(x)| ≤ C−d/4 e−γ/2 eV (xj)/2 . (5.2.20)
Démonstration. Par le lemme 5.2.7, on a
sup
x∈B√(xj)
|φ(x)| ≤ C−d/4
(∫
B2
√
(x)
φ(y)2dy
)1/2
≤ C ′−d/4 eV (xi)/2‖φ‖2,B2√
≤ C ′−d/4 eV (xi)/2‖φ‖2,Dj = C ′−d/4 eV (xi)/2
Contrairement à [10] nous ne pouvons ordonner les minima du potentiel V comme dans (4.12)
avec une inégalité stricte car notre potentiel peut posséder des symétries. Donc comme dans la sous-
section 4.1.3 nous allons déﬁnir une hiérarchie métastable de la même manière, la seule diﬀérence
est que maintenant nous sommes dans le cas continu en espace.
Déﬁnition 5.2.12. Soit G un groupe ﬁni d'isométries g : R d → R d. On suppose que le potentiel
V est invariant sous le groupe G c'est à dire :
∀g ∈ G , V ◦ g = V. (5.2.21)
Le groupe G agit naturellement sur l'ensemble M des minima locaux de V , et comme nous
l'avons rappelé dans la sous-section 4.1.3 les orbites d'une action forment une partition. En les
notant A1, . . . , AnG , nous pouvons donner la version continue de la hiérarchie métastable
Hypothèse 5.2.13 (Hiérarchie métastable). Soient Mk = A1 ∪ · · · ∪ Ak pour k ∈ {1, . . . , nG}.
On peut ordonner les orbites de telle manière que
V (z∗(Ak,Mk−1))− V (Ak) 6 min
i<k
V (z∗(Ai,Mk \Ai))− V (Ai)− θ , k ∈ {2, . . . , nG} (5.2.22)
pour un certain θ > 0. On notera cet ordre A1 ≺ A2 ≺ · · · ≺ AnG .
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Dans le chapitre 4, des processus de saut Markoviens, nous avons fait l'hypothèse 4.1.9 d'absence
de dégénérescence accidentelle, pour simpliﬁer l'expression des valeurs propres. Nous allons faire
de même pour les processus de diﬀusions.
Hypothèse 5.2.14 (Absence de dégénérescence accidentelle). Chaque fois qu'il y a des éléments
xi1 , xj1 , xi2 , xj2 ∈M tels Vˆ (xi1 , xj1)− V (xi1) = Vˆ (xi2 , xj2)− V (xi2), il existe g ∈ G tel g(i1) = i2
et g(j1) = j2.
Pour simpliﬁer les écritures qui vont suivre nous allons introduire quelques notations.
Déﬁnition 5.2.15. Pour tout xi ∈M posons Bi = B(xi) et pour tout i ∈ {1, . . . , nG} posons
Si =
i⋃
j=1
⋃
k:xk∈Aj
Bk. (5.2.23)
Supposons que nous voulons calculer les valeur propres inférieures à λ(Ω \ Sk) que l'on notera
λk. On sait que si φλ est une fonction propre avec λ < λk alors elle peut être représentée comme
la solution du problème de Dirichlet
(L − λ)f(x) = 0, x ∈ Ω \ Sk,
f(x) = φλ, x ∈ ∂Sk,
(5.2.24)
Donc, comme dans l'analyse des valeurs propres principales de la sous-section précédente, la
condition nécessaire et suﬃsante pour qu'un tel λ existe est l'existence d'une fonction non triviale
φλ sur ∂Sk telle que la mesure de surface
e−V (y)/(L − λ)fλ(y)dy = e−V (y)/(∂n(y) + ∂−n(y))fλ(y)dσSk(y) (5.2.25)
soit nulle. Une condition nécessaire évidente pour que cela soit vériﬁé est∫
∂Bi
e−V (y)/(∂n(y) + ∂−n(y))fλ(y)dσSk(y) = 0 (5.2.26)
pour tout Bi ⊂ Sk.
Du fait des Lemmes 5.2.9 et 5.2.11, en posant ci = infy∈Bi φ
λ(y) on a l'alternative :
1. Soit
sup
y∈Bi
∣∣∣∣φλ(y)ci − 1
∣∣∣∣ ≤ Cα/2. (5.2.27)
2. Soit
sup
y∈Bi
|φλ(y)| ≤ C−d/4 e−γ/2 eV (xi)/2 . (5.2.28)
Nous allons maintenant considérer tous les cas possibles. Posons J ⊂ {1, . . . ,∑ki=1 |Ai|} l'en-
semble des indices où (1) est vraie et donc Jc est l'ensemble des indices où (2) est vraie. Avec cette
partition posons
fλ =
∑
j∈J
cj(h
λ
Bj ,Sk\Bj + ψ
λ) +
∑
j∈Jc
ψλ, (5.2.29)
où hλBj ,Sk\Bj sont les potentiels d'équilibre déﬁnis dans (5.1.14) et les fonctions ψ
λ satisfont les
problèmes pour j ∈ J
(L − λ)ψλ(y) = 0, y ∈ Ω \ Sk,
ψλ(y) =
φλ(y)
cj
− 1, y ∈ ∂Bj ,
ψλ(y) = 0, y ∈ ∂Sk \Bj ,
(5.2.30)
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et pour j ∈ Jc
(L − λ)ψλ(y) = 0, y ∈ Ω \ Sk,
ψλ(y) = φλ(y), y ∈ ∂Bj ,
ψλ(y) = 0, y ∈ ∂Sk \Bj ,
(5.2.31)
Avec la décomposition de fλ on peut décomposer la condition nécessaire (5.2.26) de la façon
suivante
0 =
∫
∂Bi
e−V (y)/(∂n(y) + ∂−n(y))fλ(y)dσSk(y)
=
∫
∂Bi
e−V (y)/ hi(y)(∂n(y) + ∂−n(y))fλ(y)dσSk(y)
=
∫
∂Sk
e−V (y)/ ∂n(y)hi(y)fλ(y)dσSk(y)−
λ

∫
Ω\Sk
e−V (y)/ hi(y)fλ(y)dy
=
∑
j∈J
cj
[∫
∂Bj
e−V (y)/ ∂n(y)hi(y)(1 + ψλj (y))dσSk(y)−
λ

∫
Ω\Sk
e−V (y)/ hi(y)(hλj (y) + ψ
λ
j (y))dy
]
+
∑
j∈Jc
[∫
∂Bj
e−V (y)/ ∂n(y)hi(y)ψλj (y)dσSk(y)−
λ

∫
Ω\Sk
e−V (y)/ hi(y)ψλj (y)dy
]
(5.2.32)
Cette décomposition de la condition nécessaire motive alors la déﬁnition suivante
Déﬁnition 5.2.16. Déﬁnissons la matrice de capacité avec pour éléments :
Cij = 
∫
∂Bj
e−V (y)/ hj(y)∂n(y)hi(y)dσBj (y), (5.2.33)
ainsi que sa version normalisée :
Kij = Cij‖hi‖2‖hj‖2 , (5.2.34)
puis les matrices auxiliaires
Aij =

‖hi‖2‖hj‖2
∫
∂Bj
e−V (y)/ ∂n(y)hi(y)ψλj (y)dσ∂Sk(y), (5.2.35)
Bij =
1− δij
‖hi‖2‖hj‖2
∫
Ω\Sk
e−V (y)/ hi(y)(hλj (y) + ψ
λ
j (y))dy, j ∈ J,
Bij =
1− δij
‖hi‖2‖hj‖2
∫
Ω\Sk
e−V (y)/ hi(y)ψλj (y)dy, j ∈ Jc,
(5.2.36)
Dij =
δij
‖hj‖22
∫
Ω\Sk
e−V (y)/ hi(y)(hλj (y)− hj(y) + ψλj (y))dy, j ∈ J (5.2.37)
Remarque 5.2.17. On note ‖hi‖2 à la place de ‖hi‖2,Ω (voir (5.2.17)) par abus de notation. Par
la suite quand on écrira ‖hi‖2 ce sera toujours un abus de notation pour ‖hi‖2,Ω.
Avec les notations de cette déﬁnition ainsi que la condition nécessaire (5.2.32) sur λ on obtient
alors
Proposition 5.2.18. Si on a pour tout i ∈ J∑
j∈J
cˆj (Kij − λδij +Aij − λ(Dij +Bij)) +
∑
j∈Jc
‖hj‖2 (Aij − λBij) = 0, (5.2.38)
où cˆj = ‖hj‖2cj, alors λ peut être valeur propre de L.
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Démonstration. En utilisant les notations de la déﬁnition 5.2.16, la relation (5.2.32) s'écrit
0 =
∑
j∈J
cjKij ‖hi‖2‖hj‖2

+ cjAij
‖hi‖2‖hj‖2

− λ

cj (Bij +Dij + δij) ‖hi‖2‖hj‖2
+ +
∑
j∈Jc
Aij
‖hi‖2‖hj‖2

− λ

Bij‖hi‖2‖hj‖2
En simpliﬁant par ‖hi‖2 et en remplaçant ‖hj‖2cj par cˆj , on obtient le résultat voulu.
Pour continuer notre analyse il va nous falloir plusieurs estimations et propriétés sur ces ma-
trices, commençons : par les matrices auxiliaires.
Lemme 5.2.19. On a
1. pour tout i 6= j∫
Ω\Sk
e−V (y)/ hi(y)hj(y)dy ≤ C−1/2 min
(
e−Vˆ (xi,Sk\Bi)/, e−Vˆ (xj ,Sk\Bj)/
)
≤ C−d− 12√CiiCjj , (5.2.39)
2. pour tout j∫
Ω
e−V (y)/ hj(y)2dy = e−V (xj)/
(2pi)d/2√
det(∇2V (xj))
(1 +O(√| ln |3/2)). (5.2.40)
Démonstration. 1. Soient i 6= j, décomposons l'intégrale de la manière suivante∫
Ω\Sk
e−V (y)/ hi(y)hj(y)dy =
∫
y∈Ω\Sk : V (y)≤max(Vˆ (xi,Sk\Bj),Vˆ (xj ,Sk\Bi))
e−V (y)/ hi(y)hj(y)dy
+
∫
y∈Ω\Sk : V (y)>max(Vˆ (xi,Sk\Bj),Vˆ (xj ,Sk\Bi))
e−V (y)/ hi(y)hj(y)dy
En majorant hihj ≤ 1, du fait de la relation (5.0.4), on déduit que la deuxième intégrale
est majorée par C emax(Vˆ (xi,Sk\Bj),Vˆ (xj ,Sk\Bi)). Pour la première intégrale, si on regarde la
composante connexe ne contenant pas xi, en faisant la majoration hj ≤ 1 et en utilisant le
Corollaire 4.8 de [9] on a
e−V (y)/ hi(y)hj(y) ≤ C−1/2 e−Vˆ (xj ,Sk\Bi)/ .
Pour la composante connexe contenant xi, en faisant la majoration hi ≤ 1 et en utilisant le
Corollaire 4.8 de [9] on a
e−V (y)/ hi(y)hj(y) ≤ C−1/2 e−Vˆ (xi,Sk\Bj)/ .
Comme ∫
y∈Ω\Sk : V (y)≤max(Vˆ (xi,Sk\Bj),Vˆ (xj ,Sk\Bi))
dy
est une constante ﬁnie ne dépendant pas de , on en déduit que∫
y∈Ω\Sk : V (y)≤max(Vˆ (xi,Sk\Bj),Vˆ (xj ,Sk\Bi))
e−V (y)/ hi(y)hj(y)dy
≤ C−1/2 e−max(Vˆ (xi,Sk\Bj),Vˆ (xj ,Sk\Bi))/ .
D'où ∫
Ω\Sk
e−V (y)/ hi(y)hj(y)dy ≤ C−1/2 min
(
e−Vˆ (xi,Sk\Bi)/, e−Vˆ (xj ,Sk\Bj)/
)
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Comme
∀x, y ∈ R+ , min(x, y) ≤ √xy,
en utilisant le Théorème 5.1 de [9] (estimation de la capacité), on obtient la deuxième inégalité
voulue.
2. Soit j, décomposons l'intégrale de la manière suivante∫
Ω
e−V (y)/ hj(y)2dy =
∫
A
e−V (y)/ hj(y)2dy +
∫
Ac
e−V (y)/ hj(y)2dy,
où A = {y ∈ Ω : V (y) ≤ V (xj) + (1 + d2 )| ln |}. En majorant h2j ≤ 1, du fait de la relation
(5.0.4), on déduit que la deuxième intégrale est majorée par
C e−(V (xj)+(1+
d
2 )| ln |)/ = e−V (xj)/ d/2O(√| ln |3/2).
Pour la première intégrale, si on regarde la composante connexe de A contenant xi avec i 6= j,
que l'on note C(xi, A), en faisant la majoration hj ≤ 1 et en utilisant le Corollaire 4.8 de [9]
on a ∫
C(xi,A)
e−V (y)/ hj(y)2dy ≤ C−1/2 e−Vˆ (xi,Bj)
∫
C(xi,A)
dy.
Comme la fonction x 7→ x| lnx| admet un maximum sur ]0, 1] en e−1 alors ∫
C(xi,A)
dy est
majorée uniformément en  par une constante, donc on a∫
C(xi,A)
e−V (y)/ hj(y)2dy ≤ C ′−1/2 e−Vˆ (xi,Bj) = e−V (xj)/ d/2O(
√
| ln |3/2).
Comme xj est un minimum local quadratique, on peut changer localement de base pour
obtenir
V (y) = V (xj) +
d∑
l=1
λl(yl − (xj)l)2
2
+O(‖y − xj‖32)
Alors pour la composante connexe de A contenant xj , que l'on note C(xj , A), en faisant la
majoration h2j ≤ 1 on a∫
C(xj ,A)
e−V (y)/ hj(y)2dy ≤
∫
C(xj ,A)
e−V (xj)/ e−(
∑d
l=1
λl(yl−(xj)l)2
2 )/ e−O(‖y−xj‖
3)/ dy
≤ e−V (xj)/ eC1/2| ln |
∫
C(xj ,A)
e−(
∑d
l=1
λl(yl−(xj)l)2
2 )/ dy
≤ e−V (xj)/ eC1/2| ln |
∫
R d
e−(
∑d
l=1
λly
2
l
2 )/ dy
= e−V (xj)/
(2pi)d/2√
det(∇2V (xj))
(1 +O(√| ln |3/2)).
D'où ∫
Ω
e−V (y)/ hj(y)2dy ≤ e−V (xj)/ (2pi)
d/2√
det(∇2V (xj))
(1 +O(√| ln |3/2)).
Il nous faut maintenant montrer la borne inférieure. Comme xj est un minimum local qua-
dratique, on peut changer localement de base pour obtenir
V (y) = V (xj) +
d∑
l=1
λl(yl − (xj)l)2
2
+O(‖y − xj‖32)
Posons
U =
d∏
i=1
[
−
√
| ln |√
λi
+ (xj)i,
√
| ln |√
λi
+ (xj)i
]
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En untilisant le Corolaire 4.8 de [9] on a
∀y ∈ U , hj(y)2 ≥ (1− e−(Vˆ (xj ,Sk\Bj)−V (y))/)2.
L'ensemble U est maximal en  = e−1, donc il existe χ > 0 indépendant de  tel que
sup
y∈U
hj(y)
2 ≥ (1− e−χ/)2.
Alors∫
Ω
e−V (y)/ hj(y)2dy ≥
∫
U
e−V (y)/ hj(y)2dy ≥ (1− e−χ/)2
∫
U
e−V (y)/ dy
= (1− e−χ/)2 e−V (xj)/ eO(‖y−xj‖32)/
d∏
l=1
∫ √| ln |√
λl
−
√
| ln |√
λl
e−λly
2
l /2 dy
En utilisant l'estimation de la fonction d'erreur de Gauss on obtient∫
Ω
e−V (y)/ hj(y)2dy ≥ (1− e−χ/)2 e−V (xj)/ e−C
√
| ln |3/2
√
2pi
d√
det(∇2V (xj))
(
1−
√
2√
pi| ln |
)
On en déduit∫
Ω
e−V (y)/ hj(y)2dy ≥ e−V (xj)/ (2pi)
d/2√
det(∇2V (xj))
(1 +O(√| ln |3/2)).
Lemme 5.2.20. On a :
1. pour tout j ∈ J et pour tout i
|Aij | ≤ Cα/2|Kij |, (5.2.41)
2. pour tout j ∈ J
|Djj | ≤ Cα/2, (5.2.42)
3. pour tout j ∈ J et pour tout i 6= j
|Bij | ≤ C−d− 12
√KiiKjj , (5.2.43)
4. pour tout j ∈ Jc et pour tout i
‖hj‖2|Aij | ≤ C e−γ/2 |Kij | (5.2.44)
5. pour tout j ∈ Jc et pour tout i 6= j
‖hj‖2|Bij | ≤ C−d− 12 e−γ/2
√KiiKjj (5.2.45)
Démonstration. Avant de commencer la démonstration de ces points, remarquons qui si on pose
δψλj = ψ
λ
j − ψ0j , alors δψλj est solution du problème de Dirichlet
(L − λ)δψλj = λψ0j , y ∈ Ω \ Sk,
δψλj = 0, y ∈ ∂Sk,
et donc
δψλj = λ(L
Sk
 − λ)−1ψ0j .
Par le même argument, il en va de même pour δhλj = h
λ
j − h0j . De plus
‖λ(LSk − λ)−1‖ ≤
λ
λ(Ω \ Sk)− λ
= O(e−δ/).
112
5.2. ÉLÉMENTS DU CAS SYMÉTRIQUE
1. Soient j ∈ J et i quelconque. Par déﬁnition de ψλj on a
∀y ∈ ∂Bj , |ψλj (y)| ≤ Cα/2.
Alors on a
|Aij | ≤ Cα/2 ‖hi‖2‖hj‖2
∣∣∣∣∣
∫
∂Bj
e−V (y)/ ∂n(y)hi(y)dσ∂Sk(y)
∣∣∣∣∣
= Cα/2

‖hi‖2‖hj‖2
∣∣∣∣∣
∫
∂Bj
e−V (y)/ hj(y)∂n(y)hi(y)dσ∂Sk(y)
∣∣∣∣∣
= Cα/2
|Cij |
‖hi‖2‖hj‖2 = C
α/2|Kij |.
2. Soit j ∈ J , on a∣∣∣∣∣
∫
Ω\Sk
e−V (y)/ hj(y)(hλj (y)− hj(y) + ψλj (y))dy
∣∣∣∣∣
=
∣∣∣∣∣
∫
Ω\Sk
e−V (y)/ hj(y)(λ(LSk − λ)−1hj(y) + ψ0j (y) + λ(LSk − λ)−1ψ0j (y))dy
∣∣∣∣∣
≤ O(e−δ/)
∫
Ω\Sk
e−V (y)/ hj(y)2dy + (1 +O(e−δ/))
∣∣∣∣∣
∫
Ω\Sk
e−V (y)/ hj(y)ψ0j (y)dy
∣∣∣∣∣ .
En utilisant la représentation du noyau de Poisson de ψ0j
ψ0j (x) = −
∫
∂Bj
e−(V (y)−V (x))/
(
φλ(y)
cj
− 1
)
∂n(y)GΩ\Sk(x, y)dσBj (y),
ainsi que l'estimation de φλ sur ∂Bj et la représentation du noyau de Poisson de hj on obtient
0 ≤ ψ0j (x) ≤ Cα/2hj(x).
Donc on a ∣∣∣∣∣
∫
Ω\Sk
e−V (y)/ hj(y)(hλj (y)− hj(y) + ψλj (y))dy
∣∣∣∣∣
≤ O(e−δ/)‖hj‖22 +O(α/2)(1 +O(e−δ/))‖hj‖22
D'où, en divisant cette relation par ‖hj‖22, on obtient
|Djj | ≤ Cα/2.
3. Soient j ∈ J et i 6= j. En utilisant le même raisonnement que dans le point précédent on a∣∣∣∣∣
∫
Ω\Sk
e−V (y)/ hi(y)(hλj (y) + ψ
λ
j (y))dy
∣∣∣∣∣
≤ (1 +O(α/2))(1 +O(e−δ/))
∫
Ω\Sk
e−V (y)/ hi(y)hj(y)dy
Puis en utilisant le Lemme 5.2.19 on a∣∣∣∣∣
∫
Ω\Sk
e−V (y)/ hi(y)(hλj (y) + ψ
λ
j (y))dy
∣∣∣∣∣
≤ C−d− 12√CiiCjj
D'où, en divisant cette relation par ‖hi‖2‖hj‖2, on obtient
|Bij | ≤ C−d− 12
√KiiKjj ,
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4. Soient j ∈ Jc et i quelconque. Par déﬁnition de ψλj on a
∀y ∈ ∂Bj , |ψλj (y)| ≤ C−d/4 e−γ/2 eV (xj)/2 .
En utilisant le même argument que le premier point on a
|Aij | ≤ C−d/4 e−γ/2 eV (xj)/2 |Kij |.
On sait, par la relation (5.2.40), que
‖hj‖22 ≤ Cd/2 e−V (xj)/,
alors on a
‖hj‖2|Aij | ≤ C e−γ/2 |Kij |.
5. Soient j ∈ Jc et i 6= j. En utilisant le même raisonnement que dans le deuxième point, on
obtient∣∣∣∣∣
∫
Ω\Sk
e−V (y)/ hi(y)ψλj (y)dy
∣∣∣∣∣ ≤ C−d/4 e−γ/2 eV (xj)/2
∫
Ω\Sk
e−V (y)/ hi(y)hj(y)dy.
En utilisant la relation (5.2.39), on a∣∣∣∣∣
∫
Ω\Sk
e−V (y)/ hi(y)ψλj (y)dy
∣∣∣∣∣ ≤ C−d/4 e−γ/2 eV (xj)/2 −d− 12√CiiCjj ,
d'où, en divisant cette relation par ‖hj‖22, on obtient
|Bij | ≤ C−d/4 e−γ/2 eV (xj)/2 −d− 12
√KiiKjj .
On sait, par la relation (5.2.40), que
‖hj‖22 ≤ Cd/2 e−V (xj)/,
alors on a
‖hj‖2 |Bij | ≤ C e−γ/2 −d− 12
√KiiKjj .
Puis les deux matrices de capacité
Proposition 5.2.21. Les matrices C et K sont symétriques et vériﬁent :
1. pour tout i et j
Cij =
∫
Ω\Sk
e−V (y)/ 〈∇hi(y),∇hj(y)〉dy, (5.2.46)
2. pour tout i et j
|Kij | ≤
√KiiKjj , (5.2.47)
3. pour tout i ∑
j
Cij = 0. (5.2.48)
Démonstration. 1. Comme hj(y) = 0 pour tout y ∈ Sk \Bj alors
Cij = 
∫
∂Sk
e−V (y)/ hj(y)∂n(y)hi(y)dσSk(y).
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Pour pouvoir utiliser la première formule de Green, comme n(y) est le vecteur normal exté-
rieur, il faut passer au complémentaire pour avoir le vecteur normal intérieur
Cij = 
∫
∂Sck
e−V (y)/ hj(y)∂−n(y)hi(y)dσSck(y)
=
∫
Ω\Sk
e−V (y)/(〈∇hi(y),∇hj(y)〉 − hj(y)Lhi(y))dy.
Comme Lhi(y) = 0 pour tout y ∈ Ω \ Sk, on obtient le résultat voulu.
2. En utilisant l'inégalité de Cauchy-Schwarz, on a
|Cij | =
∣∣∣∣∣
∫
Ω\Sk
e−V (y)/ 〈∇hi(y),∇hj(y)〉dy
∣∣∣∣∣ ≤
∫
Ω\Sk
e−V (y)/  |〈∇hi(y),∇hj(y)〉| dy
≤
(∫
Ω\Sk
e−V (y)/ 〈∇hi(y),∇hi(y)〉dy
)1/2(∫
Ω\Sk
e−V (y)/ 〈∇hj(y),∇hj(y)〉dy
)1/2
=
√CiiCjj .
D'où
|Kij | = |Cij |‖hi‖‖hj‖ ≤
√CiiCjj√‖hi‖2‖hj‖2 = √KiiKjj
3. En utilisant le point précédent, la linéarité de l'intégrale et du gradient, on a∑
j
Cij =
∫
Ω\Sk
e−V (y)/ 〈∇hi(y),∇
(∑
j
hj
)
(y)〉dy.
Du fait de l'interprétation probabiliste des potentiels d'équilibre (5.1.22), on sait que
hj(y) = Py[τBj < τSk\Bj ].
Donc en faisant la somme sur tous les j, on a pour tout y ∈ Ω∑
j
hj(y) = 1,
d'où
∇(∑
j
hj
)
(y) = 0.
Alors ∑
j
Cij =
∫
Ω\Sk
e−V (y)/ 〈∇hi(y), 0〉dy = 0,
ce qu'il fallait démontrer.
En regroupant tous ces résultats on obtient
Théorème 5.2.22. Soit Sk déﬁni comme dans (5.2.23) et soit λk la valeur propre principale de
l'opérateur L. Alors un nombre λ < λk peut être une valeur propre de l'opérateur L s'il existe
un ensemble non vide J et des constantes cˆj telles que
∑
j∈J cˆ
2
j = 1 et tel que pour tout i ∈ J la
relation (5.2.38) soit vériﬁée.
On s'attend à ce que les valeurs propres du générateur L soient proches des valeurs propres de
la matrice K. Vu que nous sommes dans le cas où il peut y avoir des symétries, nous ne pouvons
pas le montrer comme dans [10]. Pour l'instant, nous allons donner quelques propriétés, sur les
potentiels d'équilibre hj ainsi que sur les matrices de capacité, dues aux symétries dans le cas
général de plusieurs orbites. Puis nous étudierons le cas d'une orbite dans la section suivante avant
de ﬁnir par le cas de plusieurs orbites.
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Lemme 5.2.23. Pour tout g ∈ G on a
∀x ∈ R d , ∇V (g(x)) = g(∇V (x)). (5.2.49)
Démonstration. Soit x ∈ R d. Comme V (g(x)) = V (x), en utilisant la formule des dérivées partielles
composées, on obtient
∂V ◦ g
∂xi
(x) =
d∑
k=1
∂V
∂xk
(g(x))
∂gk
∂xi
(x) =
d∑
k=1
∂V
∂xk
(x)
∂gk
∂xi
(x) = gi(∇V (x)),
où gk est la k-ieme fonction composante de g, ce qu'il fallait démontrer.
Proposition 5.2.24. Xg(x0)t et g(X
x0
t ) ont la même loi.
Démonstration. X
g(x0)
t vériﬁe l'équation
X
g(x0)
t = g(x0) +
∫ t
0
V (Xg(x0)u )du+
∫ t
0
√
2dBu.
De même, Xx0t vériﬁe l'équation
Xx0t = x0 +
∫ t
0
V (Xx0u )du+
∫ t
0
√
2dBu.
Comme g est une isométrie linéaire, alors
g(Xx0t ) = g(x0) +
∫ t
0
g(V (Xx0u ))du+
∫ t
0
√
2dgBu.
On sait que les isométries linéaires sont des invariants du mouvement Brownien, et en utilisant le
lemme 5.2.23, on a
g(Xx0t ) = g(x0) +
∫ t
0
V (g(Xx0u ))du+
∫ t
0
√
2dBu,
d'où le résultat.
Corollaire 5.2.25. Pour tous sous-ensembles A,B ⊂ R d, pour tout x0 ∈ R d et pour tout g ∈ G
on a
Px0 [τA < τB ] = Pg(x0)
[
τg(A) < τg(B)
]
. (5.2.50)
Démonstration. Par la proposition 5.2.24, Xg(x0)t et g(X
x0
t ) ont la même loi, on en déduit donc le
résultat.
Corollaire 5.2.26. Soient g ∈ G et i ∈ {1, . . . ,∑ki=1 |Ai|}. Posons j = g(i), alors on a
∀y ∈ R d , hi(y) = hj(g(y)). (5.2.51)
De plus
‖hi‖2 = ‖hj‖2 (5.2.52)
Démonstration. Soient g ∈ G et i ∈ {1, . . . ,∑ki=1 |Ai|}. Posons j = g(i). Du fait de l'interprétation
probabiliste des potentiels d'équilibre (5.1.22), on sait que
hi(y) = Py[τBi < τSk\Bi ].
Par le corollaire 5.2.25, on en déduit que
hi(y) = Pg(y)[τg(Bi) < τg(Sk\Bi)].
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Comme g(Bi) = Bj et g(Sk \Bi) = Sk \Bj , alors
hi(y) = Pg(y)[τBj < τSk\Bj ] = hj(g(y)),
d'où la première relation. Par un changement de variable, on a
‖hj‖22 =
∫
Ω
|det Jg(z)| e−V (g(z))/ hj(g(z))2dz
Toutes les valeurs propres d'une isométrie linéaire sont de module 1, alors |det Jg(z)| = 1. Comme
V (g(y)) = V (y) et hi(z) = hj(g(z)) alors
‖hj‖22 =
∫
Ω
e−V (z)/ hi(z)2dz = ‖hi‖22,
d'où la deuxième relation relation.
Proposition 5.2.27. Pour tout g ∈ G et pour tout i, j on a
Cij = Cg(i)g(j), (5.2.53)
Kij = Kg(i)g(j). (5.2.54)
Démonstration. Soient i, j et g ∈ G. Par la relation (5.2.46) on a
Cg(i)g(j) =
∫
Ω\Sk
e−V (y)/ 〈∇hg(i)(y),∇hg(j)(y)〉dy.
Par le corollaire 5.2.26, on a
Cg(i)g(j) =
∫
Ω\Sk
e−V (y)/ 〈∇(hi ◦ g−1)(y),∇(hj ◦ g−1)(y)〉dy.
En faisant un changement de variable, on obtient
Cg(i)g(j) =
∫
Ω\Sk
|det Jg(z)| e−V (g(z))/ 〈∇(hi ◦ g−1)(g(z)),∇(hj ◦ g−1)(g(z))〉dz.
Toutes les valeurs propres d'une isométrie linéaire sont de module 1, alors |det Jg(z)| = 1. En
utilisant la formule des dérivées partielles composées, on a
〈∇(hi ◦ g−1)(g(z)),∇(hj ◦ g−1)(g(z))〉 =
d∑
α,β=1
∂hi
∂xα
(z)
∂hj
∂xβ
(z)
d∑
k=1
∂g−1α
∂xk
(z)
∂g−1β
∂xk
(z).
Comme g est une isométrie linéaire, alors g−1 l'est aussi. La matrice jacobienne d'une isométrie
linéaire est en fait sa matrice représentative dans la base canonique, de plus on sait que les lignes
(et aussi les colonnes) forment une base orthonormale de R d, d'où
d∑
k=1
∂g−1α
∂xk
(z)
∂g−1β
∂xk
(z) = δαβ .
Alors
〈∇(hi ◦ g−1)(g(z)),∇(hj ◦ g−1)(g(z))〉 =
d∑
α=1
∂hi
∂xα
(z)
∂hj
∂xα
(z) = 〈∇hi(z),∇hj(z)〉.
Comme V (g(z)) = V (z), on en déduit
Cg(i)g(j) =
∫
Ω\Sk
e−V (z)/ 〈∇hi(z),∇hj(z)〉dz = Cij ,
d'où la première relation. En utilisant le Corollaire 5.2.26 et la relation que l'on vient de montrer,
on a
Kg(i)g(j) =
Cg(i)g(j)
‖hg(i)‖2‖hg(j)‖2 =
Cij
‖hi‖2‖hj‖2 = Kij ,
d'où la deuxième relation.
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5.3 Cas d'une orbite
Nous allons considérer le cas d'une orbite, c'est à dire si on note 1, . . . n les minima locaux de
V , on a
∀i, j ∈ {1, . . . , n}, ∃g ∈ G, g(i) = j. (5.3.1)
Pour étudier ce cas, et montrer que les valeurs propres du générateur L sont proches de celles
de la matrice K, nous allons devoir étudier précisément la structure de la matrice K. Nous allons
voir qu'elle est de la même forme que la matrice L du chapitre 4 déﬁnie dans (4.1.1), et donc
pouvoir utiliser le fait que nous connaissons les valeurs propres de cette matrice ainsi que ses
vecteurs propres (avec un terme d'erreur exponentiellement petit), aﬁn d'obtenir le résultat sur les
valeurs propres.
Commençons d'abord par l'étude des coeﬃcients diagonaux
Proposition 5.3.1. Pour tout i, j ∈ {1, . . . , n} on a
Cii = Cjj , (5.3.2)
Kii = Kjj . (5.3.3)
Démonstration. Soient i, j ∈ {1, . . . , n}. Comme on est dans le cas d'une orbite, alors il existe
g ∈ G tel que j = g(i). En utilisant la Proposition 5.2.27, dans le cas i = j, on obtient le résultat
voulu.
Pour étudier les coeﬃcients hors diagonaux, une approche possible serait d'utiliser le corollaire
4.8 de [9], mais on obtiendrait un terme d'erreur en
√
| ln()|3/2. Comme nous avons des termes
qui sont exponentiellement petits, ce terme d'erreur n'est pas suﬃsant.
Nous allons donc utiliser la déﬁnition 1.2.5 de minima voisins déﬁnie dans l'introduction que
nous rappelons ainsi qu'une estimation de type Bernstein, pour avoir un meilleur terme d'erreur
pour certains coeﬃcients hors diagonaux.
Déﬁnition 5.3.2. On appelle bassin d'attraction de xi ∈ M, que l'on notera Di, l'ensemble des
points y ∈ Ω tels que la solution de l'équation diﬀérentielle dX(t) = −∇V (X(t))dt, avec pour
condition initiale X(0) = y, converge vers xi.
Soient xi et xj deux minima locaux de V . On dira qu'il sont voisins s'il existe un chemin
ω : [0, 1]→ Ω tel que ω(0) = xi, ω(1) = xj et
imω \ ((imω ∩Di) ∪ (imω ∩Dj)) est réduit à un point, (5.3.4)
où imω est l'ensemble image de la fonction ω.
Lemme 5.3.3 ([33], Théorème 37.8). Considérons la martingale
Mt =
∫ t
0
g(Xs, s)dWs, (5.3.5)
où Xs est adapté à la ﬁltration engendrée par Ws. Supposons
g(Xs, s)
tg(Xs, s) ≤ G(s)2 (5.3.6)
presque partout, et que
V (t) =
∫ t
0
G(s)2 <∞. (5.3.7)
Alors on a
P{ sup
0≤s≤t
Ms > L} ≤ e−L2/2V (t) (5.3.8)
pour tout L > 0.
Donnons maintenant le lemme permettant de contrôler les coeﬃcients hors diagonaux pour des
non voisins.
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Lemme 5.3.4. Soient i, j ∈ {1, . . . , n} non voisins alors il existe δ > 0 tel que
|Cij | ≤ e−δ/ Cii, (5.3.9)
|Kij | ≤ e−δ/Kii. (5.3.10)
Démonstration. Commençons cette démonstration dans un cas simple, la généralisation découlant
directement de ce cas. Considérons le potentiel suivant, représenté par ses lignes de niveau.
La ligne de niveau E a une hauteur de potentiel supérieure à la ligne de niveau associée aux
selles. La partie d'hyperplan H est déﬁnie telle que la hauteur de potentiel de chaque élément de
H est inférieure à la hauteur de potentiel de E et telle que chaque élément de H est dans le bassin
d'attraction de xk.
Ici i et j sont non voisins. Rappelons les expressions que l'on veut contrôler
Cij =
∫
∂Bi
 e−V (y)/ hi(y)∂n(y)hj(y)dσBi(y)
Cii =
∫
∂Bi
 e−V (y)/ hi(y)∂n(y)hi(y)dσBi(y)
Une condition suﬃsante pour la relation (5.3.9) est
|∂n(y)hj(y)| ≤ e−δ/ ∂n(y)hi(y),
où
∂n(y)hj(y) = lim
α→0+
−hj(αn(x) + x)
α
,
∂n(y)hi(y) = lim
α→0+
−hi(αn(x) + x)− 1
α
,
pour tout y ∈ ∂Bi. Alors, par conservation des inégalités par passage à limite, une condition
suﬃsante pour la relation (5.3.9) est
|hj(x)| ≤ e−δ/(1− hi(x)), (5.3.11)
pour tout x proche de Bi. Pour aller de i à j, si l'on reste à l'intérieur de E, on doit obligatoirement
toucher H.
Nous allons montrer, à l'aide du Lemme 5.3.3, que pour tout x ∈ H on a une très forte
probabilité de toucher Bk avant les autres minima. Soit x00 ∈ H, si on regarde la trajectoire
déterministe
dx0t = −∇V (x0t )dt,
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on sait qu'il existe T < ∞ tel que x0T ∈ Bρ(xk), pour ρ > 0 petit ﬁxé, car H est dans le bassin
d'attraction de xk. Considérons maintenant la trajectoire avec le bruit
dxt = −∇V (xt)dt+
√
2dWt,
avec la condition initiale x0 = x00 et posons yt = xt − x0t . On a
dyt = F (yt, t)dt+
√
2dWt,
où
F (yt, t) = −[∇V (x0t + yt)−∇V (x0t )].
Posons
A(t) = −HV (x0t ),
b(yt, t) = F (yt, t)−A(t),
où HV (x0t ) est la matrice hessienne de de V en x
0
t . Alors
dyt = A(t)dt+ b(yt, t)dt+
√
2dWt.
Remarquons qu'en faisant un développement limité on a b(yt, t) = O(‖yt‖2). Pour des équations
diﬀérentielles de la forme y˙ = A(t)y, on sait qu'il existe une application U : R → R d × R d, telle
que yt = U(t)K et qui vériﬁe dUdt (t) = A(t)U(t), appelée solution fondamentale (ou principale dans
le cas U(0) = 1 et K = y0). De plus, comme T < ∞ est ﬁxé, |||U(t)||| < ∞ et |||U−1(t)||| < ∞
pour tout t ∈ [0, T ]. En faisant la méthode de la variation de la constante on a
K(t) =
∫ t
0
U−1(s)b(ys, s)ds+
∫ t
0
√
2U−1(s)dWs.
Donc on peut décomposer
yt = y
0
t + y
1
t ,
où
y0t =
∫ t
0
√
2U(t, s)dWs,
y1t =
∫ t
0
U(t, s)b(ys, s)ds,
U(t, s) = U(t)U−1(s).
En posant gi(xs, s) =
√
2U−1i (s), on peut trouver une constante C ∈]0,∞[ dépendant uniquement
de |||U−1(t)||| telle que si on pose Gi(s)2 = C, la condition (5.3.6) est vériﬁée. De plus Vi(t) = Ct.
On peut donc appliquer le Lemme 5.3.3, qui fournit
P
(
sup
t∈[0,T ]
‖y0t ‖ > L
)
≤ P
(
sup
t∈[0,T ]
‖
∫ t
0
√
2U−1(s)dWs‖ > L
supt∈[0,T ] U(t)
)
≤ e−χL2/,
pour une constante χ > 0 qui ne dépend que de supt∈[0,T ] |||U−1(t)||| et supt∈[0,T ] |||U(t)|||.Posons
τ = inf{t > 0 | ‖yt‖ > L}.
Comme b(yt, t) = O(‖yt‖2), il existe une constante M ∈]0,∞[ dépendant uniquement de |||U(t)|||,
|||U−1(t)||| et b telle que
‖y1t∧τ‖ ≤
∫ t∧τ
0
‖U(t, s)‖‖b(ys, s)‖ds ≤ML2T
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Du fait de la continuité des trajectoires on a
P( sup
t∈[0,T ]
‖yt‖ ≥ L) = P( sup
t∈[0,T∧τ ]
‖yt‖ ≥ L).
Alors
P
(
sup
t∈[0,T ]
‖yt‖ ≥ L
)
≤ P
(
sup
t∈[0,T ]
‖y0t ‖+ sup
t∈[0,T∧τ ]
‖y1t ‖ ≥ L
)
≤ P
(
sup
t∈[0,T ]
‖y0t ‖ ≥ L(1−MLT )
)
.
En prenant L < 12MT , on obtient
P
(
sup
t∈[0,T ]
‖yt‖ ≥ L
)
≤ e−χL2/4 .
D'où
Px
0
0(xT ∈ BL(xk)) ≥ 1− e−χL2/4 .
De plus, par le Corollaire 4.8 de [9], il existe δ′ tel que
PxT (τBk < τBi∪Bj ) ≥ 1−
C√

e−δ
′/ .
On obtient alors qu'il existe δ tel que
Px
0
0(τBk < τBi∪Bj ) ≥ 1−
C√

e−δ/ .
Pour montrer la condition suﬃsante il va nous falloir quelques estimations sur les fonctions hj
et hk.
1. On a
{τBk < τBi∪Bj<τE} = {τBk < τBi < τE} \ {τBj < τBk < τBi < τE}.
Donc
hk(x) = Px(τBk < τBi < τE)− Px(τBj < τBk < τBi < τE) + Px(τBk < τBi∪Bj , τBi∪Bj > τE).
(5.3.12)
2. Pour atteindre Bj , en restant dans E, on doit forcément passer par H donc
Px(τBj < τBi < τBk < τE) = Px(τH < τBj < τBi < τBk < τE)
≤ Ex[1τH<τBj<τBi<τBk<τEPxτH (τBj < τBk)]
≤ sup
y∈H
Py(τBj < τBk)Ex[1τH<τBi<τE ]
Avec ce qu'on fait précédemment, à l'aide du Lemme 5.3.3 et du Corollaire 4.8 de [9], on a
sup
y∈H
Py(τBj < τBk) ≤ e−δ/ .
D'où
Px(τBj < τBi < τBk < τE) ≤ e−δ/ Px(τH < τBi < τE). (5.3.13)
3. Par le même raisonnement que dans le point précédent, on obtient
Px(τBj < τBk < τBi < τE) ≤ e−δ/ Px(τH < τBi < τE). (5.3.14)
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4. Par le même raisonnement que dans le deuxième point, on obtient
Px(τBk < τBi < τE) = Px(τH < τBk < τBi < τE)
= Px(τH < τBi < τE)− Px(τH < τBi < τBk < τE)
≥ Px(τH < τBi < τE)− Px(τH < τBi < τE) e−δ/
= Px(τH < τBi < τE)(1− e−δ/)
(5.3.15)
Nous allons combiner ces relations. On a par le Corollaire 4.8 de [9]
hj(x) = Px(τBj < τBi∪Bk) = Px(τBj < τBi < τBk) + Px(τBj < τBk < τBi)
≤ Px(τBj < τBi < τBk < τE) + Px(τBj < τBk < τBi < τE) + e−δ
′/ .
En utilisant la relation (5.3.12), on a
hj(x) ≤ Px(τBj < τBi < τBk < τE) + Px(τBk < τBi < τE)− hk(x) + Px(τBk < τBi∪Bj , τBi∪Bj > τE) + e−δ
′/
≤ Px(τBj < τBi < τBk < τE) + Px(τBk < τBi < τE)− hk(x) + Px(τBk < τBi∪Bj ) + e−δ
′/ .
En utilisant de nouveau le Corollaire 4.8 de [9] on a
hj(x) ≤ Px(τBj < τBi < τBk < τE) + Px(τBk < τBi < τE)− hk(x) + e−δ
′′/ .
En utilisant les relations (5.3.13) et (5.3.15), on a
hj(x) ≤ e
−δ/
1− e−δ/P
x(τBk < τBi < τE) + Px(τBk < τBi < τE)− hk(x) + e−δ
′′/ .
En utilisant les relations (5.3.14) et (5.3.15), on a
Px(τBj < τBk < τBi < τE) ≤
e−δ/
1− e−δ/P
x(τBk < τBi < τE).
En injectant cela dans la relation (5.3.12), on a
hk(x) ≥
(
1− e
−δ/
1− e−δ/
)−1
Px(τBk < τBi < τE).
D'où
hj(x) ≤
(
1− e
−δ/
1− e−δ/
)−1
2 e−δ/
1− e−δ/hk(x) + e
−δ′′/ = e−δ
′′′/ hk(x).
Par la démonstration du troisième point de la Proposition 5.2.21, on a
hi(x) + hj(x) + hk(x) = 1.
D'où
hj(x) ≤ e−δ′′′/ hk(x) ≤ e−δ′′′/(hk(x) + hj(x)) = e−δ′′′/(1− hi(x)),
donc la condition suﬃsante est vériﬁée et prouve la relation (5.3.9) dans le cas particulier de ce
potentiel. La relation (5.3.10) s'obtient trivialement de (5.3.9), en utilisant le Corollaire 5.2.26
|Kij | = |Cij |‖hi‖‖hj‖ =
|Cij |
‖hi‖2 ≤
e−δ
′/ Cii
‖hi‖2 = e
−δ′/Kii.
Pour la généralisation il faut voir qu'il peut y avoir plusieurs chemins possibles. Donc on note
k1, . . . , kl les sites voisins de i permettant d'aller vers j, on se ﬁxe encore un ensemble E, des parties
d'hyperplans H1, . . . Hl et il faut démontrer
hj ≤ e−δ/
l∑
s=1
hks . (5.3.16)
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Pour les autres coeﬃcients hors diagonaux, remarquons d'abord que l'on a la même estimation
pour les voisins dont la hauteur de selle n'est pas optimale.
Proposition 5.3.5. Soient i et j voisins tels que Vˆ (Bi, Bj) > Vˆ (Bi, Sk \Bi). Alors il existe δ > 0
tel que
|Cij | ≤ Cii e−δ/ . (5.3.17)
Démonstration. Soient i et j voisins tels que Vˆ (Bi, Bj) > Vˆ (Bi, Sk \Bi). Rappelons que
Cij = 
∫
∂Bj
e−V (y)/ hj(y)∂n(y)hi(y)dy.
Pour tout y proche du bord ∂Bj , par le Corollaire 4.8 de [9] on a
hi(y) ≤ c√

e−(Vˆ (Bj ,Bi)−V (y))/ .
Par conservation des inégalités par passage à la limite on a
|∂n(y)hi(y)| ≤ C√

e−(Vˆ (Bj ,Bi)−V (y))/
|∂n(y)V (y)|

.
On en déduit alors que
|Cij | ≤ C√

e−Vˆ (Bj ,Bi)/
∫
∂Bj
|∂n(y)V (y)|dy
Du fait de l'estimation de la capacité (Théorème 5.1 de [9]) on a
Cii = C e−Vˆ (Bi,Sk\Bi)/ ed/2(1 +O(
√
| ln |3)),
et comme Vˆ (Bi, Bj) > Vˆ (Bi, Sk \Bi) alors il existe δ > 0 indépendant de  tel que
|Cij | ≤ Cii e−δ/ . (5.3.18)
Nous pouvons alors conclure quant à l'expression des autres coeﬃcients hors diagonaux.
Proposition 5.3.6. Soient i et j voisins tels que Vˆ (Bi, Bj) = Vˆ (Bi, Sk \Bi) alors on a
Cij = −|Gi ∩Gj ||Gi| Cii(1 +O(e
−δ/)), (5.3.19)
Kij = −|Gi ∩Gj ||Gi| Kii(1 +O(e
−δ/)), (5.3.20)
où
Gi = {g ∈ G | g(i) = i} (5.3.21)
est le stabilisateur de i (Déﬁnition 4.1.7).
Démonstration. Soient i et j voisins tels que Vˆ (Bi, Bj) = Vˆ (Bi, Sk \ Bi). On sait, par la relation
(5.2.48), que
n∑
l=1
Cil = 0.
En décomposant cette somme sur les k voisins et non voisins, on a
Cii +
n∑
l voisins de i
Cil +
n∑
l non voisins de i
Cil = 0.
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Les termes de la deuxième somme, par le Lemme 5.3.4, valent tous CiiO(e−δ/), donc
n∑
l voisins de i
Cil = −Cii(1 +O(e−δ/)).
Par la proposition 5.3.5, si l est voisin de i tel que Vˆ (Bi, Bl) > Vˆ (Bi, Sk \Bi) alors |Cil| ≤ Cii e−δ/
donc
n∑
l voisins de i , Vˆ (Bi,Bl)=Vˆ (Bi,Sk\Bi)
Cil = −Cii(1 +O(e−δ/)).
Si l est voisin de i tel que Vˆ (Bi, Bl) = Vˆ (Bi, Sk \ Bi) et comme Vˆ (Bi, Bj) = Vˆ (Bi, Sk \ Bi), par
l'hypothèse 5.2.14 il existe g ∈ G tel que g(i) = i et g(j) = l. D'où, par la Proposition 5.2.27, tous
les éléments de la somme sont égaux à Cij . De plus comme dans le chapitre 4, par des arguments
algébriques, on voit que le nombre d'éléments de cette somme est
|Gi|
|Gi ∩Gj | ,
donc
Cij = −|Gi ∩Gj ||Gi| Cii(1 +O(e
−δ/)),
d'où la première relation. Par le Corollaire 5.2.26 et la relation que l'on vient de démontrer, on a
Kij = Cij‖hi‖2‖hj‖2 = −
|Gi ∩Gj |
|Gi|
Cii
‖hi‖2‖hj‖2 (1 +O(e
−δ/))
= −|Gi ∩Gj ||Gi|
Cii
‖hi‖22
(1 +O(e−δ/)) = −|Gi ∩Gj ||Gi| Kii(1 +O(e
−δ/)),
d'où la deuxième relation.
Ces diverses propriétés sur la matrice K nous permettent donc d'aﬃrmer qu'elle est de la même
forme que la matrice L du chapitre 4 déﬁnie dans (4.1.1).
En eﬀet, si i et j sont non voisins alors le coeﬃcient Kij est négligeable. Si i et j sont voisins,
alors le coeﬃcient Kij est exponentiellement proche de Kii fois un facteur. Du fait de l'estimation
de la capacité Cii et de ‖hi‖22, le comportement exponentiel de Kij est le même que celui de Lij .
Et les préfacteurs de |Gi ∩Gj |Cii et |Gi|‖hi‖22 donnent respectivement les préfacteurs cij et mi de
la matrice L.
Nous pouvons alors montrer que les valeurs propres de L sont proches des valeurs propres de
K en utilisant les vecteurs propres de K que l'on obtient grâce au chapitre 4.
Théorème 5.3.7. Les valeurs propres du générateur inﬁnitésimal L sont
λ = λk(1 +O(α/2, e−δ/)), (5.3.22)
où λ1, . . . , λn sont les valeurs propres de la matrice K. De plus si on pose cˆ = (cˆ1, . . . , cˆn) le vecteur
propre normalisé de K associé à la valeur propre λk et que l'on pose
J = {j ∈ {1, . . . , n} | lim
→0
cˆj 6= 0}, (5.3.23)
alors la fonction propre normalisée φ associée à la valeur propre λ s'écrit
φ(y) =
∑
j∈J
cˆj
hj(y)
‖hj‖2 (1 +O(e
α/2)) +
∑
j∈Jc
hj(y)
‖hj‖2O(e
−δ/), (5.3.24)
pour un certain δ > 0.
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Démonstration. Soit l ∈ J1, nK. Comme nous savons que K est de la même forme que la matrice L
du chapitre 4 déﬁnie dans (4.1.1), déﬁnissons alors cˆ = (cˆ1, . . . , cˆn) comme étant un vecteur propre
de K associé à la valeur propre λl.
L'étude faite dans le chapitre 4 nous a permis de voir que les coordonnées des vecteurs propres
sont soit des éléments exponentiellement petits, soit des éléments d'ordre 1. Posons
J = {j ∈ {1, . . . , n} | lim
→0
cˆj 6= 0},
puis normalisons cˆ de la manière suivante ∑
j∈J
cˆ2j = 1.
Soit i ∈ J . En utilisant le Lemme 5.2.20 et la Proposition 5.3.1, les termes dépendants de λ
dans la relation (5.2.38) vériﬁent∑
j∈J
cˆj(−λδij − λ(Dij +Bij)) +
∑
j∈Jc
−‖hj‖2λBij = −cˆiλ(1 +O(α/2, e−δ/)).
En utilisant le Lemme 5.2.20, la Proposition 5.2.21 et la Proposition 5.3.1, les termes indépen-
dants de λ dans la relation (5.2.38) vériﬁent
∑
j∈J
cˆj(Kij +Aij) +
∑
j∈Jc
‖hj‖2Aij =
∑
j
cˆjKij +
∑
j∈J
cˆjAij +
∑
j∈Jc
‖hj‖2Aij − cˆjKij
= cˆiλl +KiiO(α/2, e−δ/).
On sait que les coeﬃcients diagonaux de K sont tous égaux et, grâce à l'analyse faite dans le
chapitre 4, on a
λl = CKii(1 +O(e−δ/)).
D'où ∑
j∈J
cˆj(Kij +Aij) +
∑
j∈Jc
‖hj‖2Aij = cˆiλl(1 +O(α/2, e−δ/)).
On en déduit donc
λ = λl(1 +O(α/2, e−δ/)).
Pour l'expression de la fonction propre, rappelons que φλ se décompose de la manière suivante
φλ =
∑
j∈J
cj(hj + ψj) +
∑
j∈Jc
ψj .
Posons
g = φλ −
∑
j∈J
cˆj
hj
‖hj‖2 =
∑
j∈J
cjψj +
∑
j∈Jc
ψj .
Alors la fonction g est solution du problème de Dirichlet
Lf(x) = 0, x ∈ Ω \ Sk,
f(x) = φλ(x)− cj , x ∈ ∂Bj , j ∈ J,
f(x) = φλ(x), x ∈ ∂Bj , j ∈ Jc.
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En utilisant la représentation du noyau de Poisson (5.1.11) pour g, on a
g(x) =
∑
j∈J
−
∫
∂Bj
e−(V (y)−V (x))/(φλ(x)− cj)∂n(y)GΩ\Sk(y, x)dσSk(y)
+
∑
j∈Jc
−
∫
∂Bj
e−(V (y)−V (x))/ φλ(x)∂n(y)GΩ\Sk(y, x)dσSk(y).
En utilisant les bornes de φλ sur les ∂Bj , ainsi que la dérivée normale de GΩ\Sk est négative,
on a
|g(x)| ≤
∑
j∈J
−Cα/2cj
∫
∂Bj
e−(V (y)−V (x))/ ∂n(y)GΩ\Sk(y, x)dσSk(y)
+
∑
j∈Jc
−C−d/4 e−γ/2 eV (xj)/2
∫
∂Bj
e−(V (y)−V (x))/ ∂n(y)GΩ\Sk(y, x)dσSk(y).
Pour tout j, la représentation du noyau de Poisson (5.1.11) de la fonction hj est
hj(x) =
∑
j∈J
−
∫
∂Bj
e−(V (y)−V (x))/ ∂n(y)GΩ\Sk(y, x)dσSk(y).
On en déduit que
|g(x)| ≤
∑
j∈J
Cα/2cjhj(x) +
∑
j∈Jc
C−d/4 e−γ/2 eV (xj)/2 hj(x)
=
∑
j∈J
Cα/2cˆj
hj(x)
‖hj‖2 +
∑
j∈Jc
C−d/4 e−γ/2 eV (xj)/2‖hj‖2 hj(x)‖hj‖2 .
Par le Lemme 5.2.19 on a
‖hj‖2 ≤ Cd/4 e−V (xj)/2,
d'où
|g(x)| ≤
∑
j∈J
Cα/2cˆj
hj(x)
‖hj‖2 +
∑
j∈Jc
C e−γ/2
hj(x)
‖hj‖2 .
On déduit donc que
φλ(y) =
∑
j∈J
cˆj
hj(y)
‖hj‖2 (1 +O(e
α/2)) +
∑
j∈Jc
hj(y)
‖hj‖2O(e
−δ/), (5.3.25)
pour un certain δ > 0.
Comme les fonctions hj sont presque orthogonales et que les cˆ induits des valeurs propres
λ1, . . . , λn de K sont orthogonaux, les λk(1+O(α/2, e−δ/)) sont des valeurs propres du générateur
L. De plus, on sait qu'il possède n valeurs propres exponentiellement petites, et comme nous en
avons trouvé n, alors nous les avons toutes trouvées.
Pour terminer cette section il nous reste à voir que nous pouvons améliorer l'erreur.
Corollaire 5.3.8. Le théorème précédent reste encore vrai en remplaçant les erreurs O(α/2) par
O(e−δ/), c'est à dire
λ = λk(1 +O(e−δ/)), (5.3.26)
φ(y) =
∑
j∈J
cˆj
hj(y)
‖hj‖2 (1 +O(e
−δ/)) +
∑
j∈Jc
hj(y)
‖hj‖2O(e
−δ/). (5.3.27)
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Démonstration. Soient λ une valeur propre, son ensemble J et sa fonction propre
φ(y) =
∑
j∈J
cˆj
hj(y)
‖hj‖2 (1 +O(e
α/2)) +
∑
j∈Jc
hj(y)
‖hj‖2O(e
−δ/). (5.3.28)
Soit j ∈ J . Du fait de l'expression de la fonction propre on a
sup
y∈B4√(xj)
φ(y)− cj ≤ oscB4√(xj) φ ≤ C
α/2
∣∣∣∣∣ infy∈B4√(xj) φ(y)
∣∣∣∣∣
Considérons d'abord le cas où φ(xj) > 0. Alors
oscB4√(xj) φ ≤ C
α/2 sup
y∈B4√(xj)
φ(y).
En utilisant l'inégalité de Hölder (Lemme 4.2 de [9]) on a
oscB(xj) φ ≤ Cα/2(Cα/2 + λ(d+1)/2) sup
y∈B4√(xj)
φ(y) ≤ Cα sup
y∈B4√(xj)
φ(y).
Puis en utilisant l'inégalité de Harnack (Lemme 4.1 de [9]) on a
oscB(xj) φ ≤ Cα infy∈B4√(xj)
φ(y) ≤ Cα inf
y∈B(xj)
φ(y) = Cαcj .
D'où
sup
y∈B(xj)
∣∣∣∣φ(y)cj − 1
∣∣∣∣ ≤ Cα.
Considérons maintenant le cas où φ(xj) < 0. Alors
oscB4√(xj) φ ≤ C
α/2
(
− inf
y∈B4√(xj)
φ(y)
)
= Cα/2 sup
y∈B4√(xj)
(−φ(y)).
Posons φ˜ = −φ. Remarquons qu'on a
osc φ˜ = oscφ.
En utilisant l'inégalité de Hölder (Lemme 4.2 de [9]) on a
oscB(xj) φ˜ ≤ Cα/2(Cα/2 + λ(d+1)/2) sup
y∈B4√(xj)
φ˜(y) ≤ Cα sup
y∈B4√(xj)
φ˜(y).
Puis en utilisant l'inégalité de Harnack (Lemme 4.1 de [9]) on a
oscB(xj) φ˜ ≤ Cα infy∈B4√(xj)
φ˜(y) ≤ Cα inf
y∈B(xj)
φ˜(y) ≤ Cα sup
y∈B(xj)
φ˜(y).
Comme
sup
y∈B(xj)
φ˜(y) = sup
y∈B(xj)
−φ(y) = − inf
y∈B(xj)
φ(y) = |cj |,
alors on a
oscB(xj) φ ≤ Cα|cj |,
d'où
sup
y∈B(xj)
∣∣∣∣φ(y)cj − 1
∣∣∣∣ ≤ Cα.
Donc pour tout j ∈ J on a amélioré la relation (5.2.27) en
sup
y∈B(xj)
∣∣∣∣φ(y)cj − 1
∣∣∣∣ ≤ Cα,
ce qui permet d'améliorer l'erreur du théorème en O(α). On peut réitérer m-fois ce procédé pour
obtenir une erreur d'ordre O((m+1)α/2) jusqu'à ce qu'elle soit aussi petite que O(e−δ/).
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5.4 Applications au cas N = 4
Dans cette section nous allons illustrer notre théorie, dans le cas d'une orbite, avec notre
potentiel de référence Vγ (2.0.1) que l'on rappelle
Vγ(x) =
1
4
N∑
i=1
x4i −
1
2
N∑
i=1
x2i +
γ
4
N∑
i=1
(xi+1 − xi)2, (5.4.1)
dans le cas N = 4 et γ ∈] 25 , 1[. L'étude faite dans la section 2.4 nous permet de donner le graphe
des liaisons
+ +
−−
x1
− +
+−
x2
− −
++
x3
+ −
−+
x4
z1
z2
z3
z4
Rappelons l'expression des minima
x1 =
(√
1− γ,
√
1− γ,−
√
1− γ,−
√
1− γ
)
,
x2 =
(
−
√
1− γ,
√
1− γ,
√
1− γ,−
√
1− γ
)
,
x3 =
(
−
√
1− γ,−
√
1− γ,
√
1− γ,
√
1− γ
)
,
x4 =
(√
1− γ,−
√
1− γ,−
√
1− γ,
√
1− γ
)
,
(5.4.2)
ainsi que l'expression des selles
z1 =
(
0,
√
1− γ, 0,−
√
1− γ
)
,
z2 =
(
−
√
1− γ, 0,
√
1− γ, 0
)
,
z3 =
(
0,−
√
1− γ, 0,
√
1− γ
)
,
z4 =
(√
1− γ, 0,−
√
1− γ, 0
)
.
(5.4.3)
Remarquons que nous somme bien dans le cas d'une orbite car
x1 = R(x4) = R
2(x3) = R
3(x2), (5.4.4)
où R est la rotation déﬁni comme dans (2.2.1).
Par le Lemme 5.3.4, les Proposition 5.3.1 et 5.3.6, on a que la matrice de capacité normalisée
K a l'expression
c − 12c(1 +O(e−δ/)) cO(e−δ/) − 12c(1 +O(e−δ/))
− 12c(1 +O(e−δ/)) c − 12c(1 +O(e−δ/)) cO(e−δ/)
cO(e−δ/) − 12c(1 +O(e−δ/)) c − 12c(1 +O(e−δ/))
− 12c(1 +O(e−δ/)) cO(e−δ/) − 12c(1 +O(e−δ/)) c
 , (5.4.5)
où
c =
capB1(S4 \B1)
‖h‖2 =
capB2(S4 \B2)
‖h‖2 =
capB3(S4 \B3)
‖h‖2 =
capB4(S4 \B4)
‖h‖2 ,
‖h‖2 = ‖h1‖2 = ‖h2‖2 = ‖h3‖2 = ‖h4‖2.
(5.4.6)
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De plus en utilisant le Théorème 5.1 de [9] et l'étude de la section 2.4 on a
capB1(S4 \B1) = e
1
2 (1−γ)2/ (2pi)
d/22(1− γ)
2pi
√
(γ + 1)(1− γ)2 (1 +O(
√
| ln |3)), (5.4.7)
et en utilisant la Proposition 5.2.19 on a
‖h‖2 = e(1−γ)2/ (2pi)
d/2√
4(2− γ)(1− γ)2 (1 +O(
√
| ln |3)), (5.4.8)
d'où
c = e−
1
2 (1−γ)2/ 2(1− γ)
√
2− γ
pi
√
γ + 1
(1 +O(
√
| ln |3)). (5.4.9)
Avec l'étude faite dans le chapitre 4, les vecteurs propres normalisés de K sont
v1 =
(
1
2
,
1
2
,
1
2
,
1
2
)
,
v2 =
(
−1
2
+O(e−δ/), 1
2
+O(e−δ/),−1
2
+O(e−δ/), 1
2
+O(e−δ/)
)
,
v3 =
(
O(e−δ/),− 1√
2
+O(e−δ/),O(e−δ/), 1√
2
+O(e−δ/)
)
,
v4 =
(
− 1√
2
+O(e−δ/),O(e−δ/), 1√
2
+O(e−δ/),O(e−δ/)
)
.
(5.4.10)
Les ensembles J induits par ces vecteurs propres ainsi que les cˆj sont donc
J1 ={1, 2, 3, 4} , cˆ1 = cˆ2 = cˆ3 = cˆ4 = 1
2
,
J2 ={1, 2, 3, 4} , cˆ1 = cˆ3 = −1
2
, cˆ2 = cˆ4 =
1
2
,
J3 ={2, 4} , −cˆ2 = cˆ4 = 1√
2
,
J4 ={1, 3} , −cˆ1 = cˆ3 = 1√
2
.
(5.4.11)
En utilisant le Théorème 5.3.7 on en déduit alors que les valeurs propres sont
λ1 = 0,
λ2 = 2c(1 +O(e−δ/)),
λ3 = c(1 +O(e−δ/)),
λ4 = c(1 +O(e−δ/)),
(5.4.12)
et les fonctions propres associées aux valeurs propres du générateur L
φ1(y) =
1
2‖h‖2 ,
φ2(y) =
1
2‖h‖2 [−h1(y) + h2(y)− h3(y) + h4(y)] (1 +O(e
−δ/)),
φ3(y) =
1√
2‖h‖2
[−h2(y) + h4(y)] (1 +O(e−δ/)) + 1‖h‖2 [h1(y) + h3(y)]O(e
−δ/),
φ4(y) =
1√
2‖h‖2
[−h1(y) + h3(y)] (1 +O(e−δ/)) + 1‖h‖2 [h2(y) + h4(y)]O(e
−δ/).
(5.4.13)
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Annexe A
Représentation des groupes ﬁnis
Nous donnons dans cette annexe, tirée du livre de Y. Kosmann-Schwarzbach [25] ainsi que
celui de J.-P. Serre [36], la base de la théorie des représentations des groupes ﬁnis pour mieux
comprendre la section 4.2 où nous l'avons utilisée.
A.1 Représentation
A.1.1 Généralités
E est un espace vectoriel sur K (K = R ou C ), et GL(E) est le groupe des isomorphismes
K -linéaires de E.
Déﬁnition A.1.1. Une représentation d'un groupe G est la donnée d'un espace vectoriel complexe
de dimension ﬁnie, E, et d'un endomorphisme de groupe pi : G→ GL(E).
Donc pour tous g, g
′ ∈ G on a :
pi(gg
′
) = pi(g)pi(g
′
), pi(g−1) = (pi(g))−1, pi(eG) = IdE
La dimension de E s'appelle la dimension de la représentation, on la note dimpi. On désigne
une telle représentation par (E, pi) ou pi.
On appelle représentation triviale toute représentation telle que pi(g) = IdE pour tout g ∈ G.
Exemple A.1.2. Considérons E = C 2 et G = S3. On pose j = e
2ipi
3 , a = (23) et b = (123). Une
représentation possible de G dans E est :
pi(e) = 1 , pi(a) =
(
0 1
1 0
)
, pi(b) =
(
j 0
0 j2
)
Déﬁnition A.1.3. Soit 〈, 〉 un produit scalaire sur E. On dit que la représentation pi est unitaire
si pi(g) est unitaire pour tout g ∈ G, c'est à dire :
∀g ∈ G,∀x, y ∈ E, 〈pi(g)x, pi(g)y〉 = 〈x, y〉.
Une représentation pi est dite unitarisable s'il existe un produit scalaire sur E tel que pi soit
unitaire.
Pour démontrer divers théorèmes et propositions nous avons besoin du lemme suivant :
Lemme A.1.4. Soit G un groupe ﬁni. Pour toute fonction ϕ de G dans un espace vectoriel on a :
∀g ∈ G,
∑
h∈G
ϕ(gh) =
∑
h∈G
ϕ(hg) =
∑
k∈G
ϕ(k) (A.1.1)
Démonstration. Soit g ∈ G. Tout élément de G s'écrit de manière unique sous la forme gh (res-
pectivement hg) où h ∈ G.
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Théorème A.1.5. Toute représentation d'un groupe ﬁni est unitarisable.
Démonstration. Soit pi une représentation de G et soit 〈, 〉 un produit scalaire sur E. Considérons
〈x, y〉′ = 1|G|
∑
g∈G
〈pi(g)x, pi(g)y〉.
C'est un produit scalaire sur E, car supposons 〈x, x〉′ = 0 alors ∑g∈G〈pi(g)x, pi(g)x〉 = 0. Donc
pour tout g ∈ G, 〈pi(g)x, pi(g)x〉 = 0, d'où pour g = e on a 〈x, x〉 = 0 donc x = 0.
Par le lemme précédent on voit que ce nouveau produit scalaire est invariant par pi :
〈pi(g)x, pi(g)y〉′ = 1|G|
∑
h∈G
〈pi(h)pi(g)x, pi(h)pi(g)y〉
=
1
|G|
∑
h∈G
〈pi(hg)x, pi(hg)y〉 = 1|G|
∑
k∈G
〈pi(k)x, pi(k)y〉 = 〈x, y〉′ .
Donc pi est une représentation unitaire de G dans E, 〈, 〉′ .
A.1.2 Représentations irréductibles
Soit pi une représentation de G. Un sous espace vectoriel F ⊂ E est dit stable par pi si pour
tout g ∈ G, pi(g)F ⊂ F (ce qui entraine pi(g)F = F ). On peut alors parler de la représentation
pi restreinte à F qui est une représentation de G dans F . On la note piF . Une telle représentation
s'appelle une sous-représentation.
Déﬁnition A.1.6. Une représentation pi de G est dite irréductible si E 6= {0} et si les seuls
sous-espaces vectoriels de E invariants par pi sont {0} et E.
Exemple A.1.7. La représentation de dimension 2 deS3 vue dans l'exemple A.1.2 est irréductible.
Proposition A.1.8. Toute représentation irréductible d'un groupe ﬁni est de dimension ﬁnie.
Démonstration. Soient pi une représentation irréductible de G et x ∈ E \ {0}. Comme G est ﬁni,
le sous-ensemble {pi(g)x|g ∈ G} est ﬁni. Il engendre un sous espace vectoriel de E de dimension
ﬁnie qui n'est pas réduit à {0} car x 6= 0. De plus il est invariant par pi donc il est égal à E. Donc
pi est de dimension ﬁnie.
A.1.3 Somme directe de représentations
Déﬁnition A.1.9. Soient (E1, pi1) et (E2, pi2) des représentations de G. Alors :
(E1 ⊕ E2, pi1 ⊕ pi2)
où (pi1 ⊕ pi2)(x1, x2) = (pi1(x1), pi2(x2)), est une représentation de G appelée somme directe des
représentations (E1, pi1) et (E2, pi2).
Remarque A.1.10. La somme directe de représentations de dimension non nulle (même irréduc-
tible) n'est pas irréductible.
Pour des représentations matricielles pi1 et pi2, les matrices de la représentation somme directe
de pi1 et pi2 sont des matrices diagonales par blocs(
pi1(g) 0
0 pi2(g)
)
Plus généralement si m est un entier positif strict, on déﬁnit par récurrence la somme directe de
m représentations pi1 ⊕ . . .⊕ pim. Si pi est une représentation de G on notera mpi la représentation
pi ⊕ . . .⊕ pi (m-fois) sur l'espace vectoriel E ⊕ . . .⊕ E (m-fois).
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Déﬁnition A.1.11. Une représentation est complètement irréductible si elle est somme directe de
représentations irréductibles.
Lemme A.1.12. Soit pi une représentation unitaire de G dans (E, 〈, 〉). Si F ⊂ E est invariant
par pi alors F⊥ = {y ∈ E|∀x ∈ F, 〈x, y〉 = 0} est aussi invariant par pi.
Démonstration. Soit y ∈ F⊥. Alors pour x ∈ F , comme F est invariant par pi, on a
〈x, pi(g)y〉 = 〈pi(g−1)x, y〉 = 0.
Donc pi(g)y ∈ F⊥.
Théorème A.1.13. (Théorème de Maschke) Toute représentation de dimension ﬁnie d'un
groupe ﬁni G est complètement irréductible.
Démonstration. On va prouver par récurrence, sur la dimension de E (qui est la dimension de la
représentation), la propriété :
P (n) ="Toute représentation de dimension ﬁnie n d'un groupe ﬁni G est complètement
irréductible".
Pour dim(E) = 1 le résultat est trivial. Supposons la propriété vraie jusqu'à un certain rang k ≥ 1,
montrons P (k + 1).
Soit (E, pi) une représentation de G de dimension n + 1. D'après le théorème A.1.5 on peut
supposer que pi est unitaire. Si pi n'est pas irréductible alors il existe un sous-espace vectoriel F
invariant par pi tel que F 6= {0} et F 6= E. Alors E = F ⊕ F⊥, où F (par hypothèse) et F⊥
(d'après le lemme A.1.12) sont invariants par pi et dimF < dimE , dimF⊥ < dimE. On peut
alors considérer les sous représentations piF et piF⊥ . Elles vériﬁent pi = piF ⊕ piF⊥ . Comme elles
sont de dimension au plus n, l'hypothèse de récurrence s'applique et nous donne le résultat.
A.1.4 Opérateur d'entrelacement et lemme de Schur
Déﬁnition A.1.14. Soient (E1, pi1) et (E2, pi2) des représentations de G. On dit qu'une application
linéaire T : E1 → E2, entrelace pi1 et pi2 si
∀g ∈ G, pi2(g) ◦ T = T ◦ pi1(g)
et T s'appelle alors opérateur d'entrelacement entre pi1 et pi2.
Remarque A.1.15. Si E1 = E2 = E et pi1 = pi2 = pi, un opérateur qui entrelace pi1 et pi2 est un
opérateur qui commute à pi.
Déﬁnition A.1.16. Les représentations pi1 et pi2 sont dites équivalentes s'il existe un opérateur
d'entrelacement bijectif entre pi1 et pi2.
Lemme A.1.17. Si T entrelace pi1 et pi2 alors kerT (le noyau de T ) est invariant par pi1 et ImT
(l'image de T ) est invariante par pi2.
Démonstration. Soit x ∈ kerT alors T (pi1(g)x) = pi2(g)(Tx) = 0. Donc kerT est invariant par pi1.
Soit y ∈ ImT alors il existe x ∈ E1 tel que Tx = y. D'où pi2(g)y = pi2(g)(Tx) = T (pi1(g)x).
Donc ImT est invariant par pi2.
Lemme A.1.18. Si T et pi commutent alors tout sous-espace propre de T est invariant par pi.
Démonstration. Soient Eλ un sous espace propre de T et x ∈ Eλ. Alors
T (pi(g)x) = pi(g)(Tx) = pi(g)λx = λpi(g)x.
Donc Eλ est invariant par pi.
Théorème A.1.19. (Lemme de Schur) Soit T un opérateur d'entrelacement des représentations
irréductibles de G, (E1, pi1) et (E2, pi2). Alors :
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• si pi1 et pi2 ne sont pas équivalentes alors T = 0,
• si E1 = E2 = E et pi1 = pi2 = pi alors T est un multiple scalaire de l'identité de E.
Démonstration. Si pi1 et pi2 ne sont pas équivalentes alors T n'est pas bijectif et donc soit kerT 6= 0,
soit ImT 6= 0. D'après le lemme A.1.17 kerT est invariant par pi1. Comme pi1 est irréductible si
kerT 6= 0 alors kerT = E1 donc T = 0. D'après le lemme A.1.17 ImT est invariant par pi2. Comme
pi2 est irréductible si ImT 6= E2 alors ImT = {0} donc T = 0.
Si E1 = E2 = E et pi1 = pi2 = pi alors pour tout g ∈ G, pi(g) ◦ T = T ◦ pi(g). Même si E est
un R -espace vectoriel, considérons le comme un C -espace vectoriel. Alors il existe λ ∈ C valeur
propre de T et soit Eλ son sous-espace propre associé. D'après le lemme A.1.18 Eλ est invariant
par pi et comme elle est irréductible on a Eλ = E. Donc T = λ IdE .
A.2 Caractères et relations d'orthogonalité
A.2.1 Fonctions sur un groupe, coeﬃcients matriciels
Dans toute la suite G sera un groupe ﬁni. On désignera par F(G) l'espace vectoriel des fonctions
sur G à valeurs dans C . On désigne l'espace hilbertien L2(G) par l'espace vectoriel F(G) lorsqu'il
est muni du produit scalaire suivant :
Déﬁnition A.2.1. Sur L2(G) le produit scalaire est déﬁni par
〈f1, f2〉 = 1|G|
∑
g∈G
f1(g)f2(g).
Déﬁnition A.2.2. Si pi est une représentation de G dans C n, pour tout i, j ∈ {1, . . . , n}, on note
la fonction piij ∈ L2(G) qui associe à g ∈ G le coeﬃcient de la matrice de pi(g) situé sur la ie ligne
et la je colonne, un coeﬃcient matriciel de pi.
Proposition A.2.3. Si pi est une représentation unitaire alors
pi(g−1) = (pi(g))−1 = t(pi(g))
Démonstration. Comme pi est unitaire pour le produit scalaire 〈, 〉 on a :
∀x, y ∈ E , 〈pi(g)x, pi(g)y〉 = 〈x, y〉.
Si on considère l'adjoint pi∗ = tpi de pi on a la relation :
∀x, y ∈ E , 〈pi(g)x, y〉 = 〈x, pi∗(g)y〉.
Alors :
∀x, y ∈ E, 〈x, pi∗(g)y〉 = 〈pi(g)x, y〉 = 〈pi(g)x, pi(g)pi(g)−1y〉
= 〈x, pi(g)−1y〉
D'où :
∀x, y ∈ E, 〈x, pi∗(g)y − pi(g)−1y〉 = 0
On en déduit :
∀y ∈ E, pi∗(g)y − pi(g)−1y = 0
Donc :
pi(g−1) = pi(g)−1 = pi∗(g) = tpi(g)
Corollaire A.2.4. Si pi est une représentation unitaire dans une base orthonormale alors
piij(g
−1) = piji(g)
Démonstration. Immédiat par la proposition précédente.
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A.2.2 Caractère d'une représentation
Déﬁnition A.2.5. Soit pi une représentation de G. On appelle caractère de pi la fonction χpi de
G dans C déﬁnie par :
∀g ∈ G,χpi(g) = Tr(pi(g)),
où Tr désigne la trace.
Remarque A.2.6. Deux représentations équivalentes ont un même caractère. Donc sur chaque
classe de conjugaison de G la fonction χpi est constante.
Déﬁnition A.2.7. On appelle fonction centrale sur G une fonction constante sur chaque classe
de conjugaison.
Remarque A.2.8. Les caractères sont des fonctions centrales.
Proposition A.2.9. On a les propriétés des caractères suivantes :
• χpi(e) = dim(pi)
• ∀g ∈ G, χpi(g−1) = χpi(g)
• χpi1⊕pi2 = χpi1 + χpi2
Démonstration. • Pour une représentation matricielle de dimension n = dim(pi) on a :
χpi(g) =
n∑
i=1
(pi(g))ii.
Pour g = e on obtient : χpi(g) =
∑n
i=1 1 = dim(pi).
• Comme G est ﬁni, pi est unitarisable. On normalise la base, et avec le corollaire A.2.4, on a :
χpi(g
−1) =
n∑
i=1
(pi(g−1))ii =
n∑
i=1
(pi(g))ii =
n∑
i=1
(pi(g))ii = χpi(g)
• Pour tout g ∈ G la représentation matricielle de pi1 ⊕ pi2(g) est(
pi1(g) 0
0 pi2(g)
)
La propriété de la somme en découle.
Corollaire A.2.10. Soient pi1 et pi2 deux représentations de G on a
〈χpi1 , χpi2〉 =
1
|G|
∑
g∈G
χpi1(g
−1)χpi2(g).
Démonstration. Par le point 2 de la proposition A.2.9 la démonstration est triviale.
A.2.3 Produit tensoriel et caractère
On a vu des relations sur la somme directe. Nous allons maintenant nous intéresser au produit
tensoriel qui est une propriété importante des caractères.
Déﬁnition A.2.11. Soient E et F des espaces vectoriels de dimension ﬁnie. On peut déﬁnir le
produit tensoriel E ⊗ F comme l'espace vectoriel des applications bilinéaires de E∗ × F ∗ dans K ,
c'est à dire, soient x ∈ E et y ∈ F on a :
∀(φ, ψ) ∈ E∗ × F ∗ , (x⊗ y)(φ, ψ) = φ(x)ψ(y)
Proposition A.2.12. Soient (e1, . . . , en) une base de E et (f1, . . . , fp) une base de F . Alors
(ei ⊗ fj)i∈{1,...,n},j∈{1,...,p} est une base de E ⊗ F .
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Démonstration. Soient x =
∑
i xiei ∈ E et y =
∑
j yjfj ∈ F . Soient (φ, ψ) ∈ E∗ × F ∗, on a :
(x⊗ y)(φ, ψ) = φ(x)ψ(y) = φ(
n∑
i=1
xiei)ψ(
p∑
j=1
yjfj) =
n∑
i=1
p∑
j=1
xiyjφ(ei)ψ(fj)
=
n∑
i=1
p∑
j=1
xiyj(ei ⊗ yj)(φ, ψ)
Donc :
(x⊗ y) =
n∑
i=1
p∑
j=1
xiyj(ei ⊗ yj)
La famille engendre E ⊗ F . Soient x = ∑i xiei ∈ E et y = ∑j yjfj ∈ F tel que (x⊗ y) = 0. C'est
à dire pour tout (φ, ψ) ∈ E∗ × F ∗, (x⊗ y)(φ, ψ) = 0. En prenant φ = e∗i et ψ = e∗j on a :
0 = (x⊗ y)(φ, ψ) = xiyj .
La famille est libre, c'est donc une base.
Déﬁnition A.2.13. Soient u : E → E et v : F → F des applications linéaires, on déﬁnit par u⊗v
l'unique endomorphisme satisfaisant :
∀x ∈ E, y ∈ F , (u⊗ v)(x⊗ y) = (u(x)⊗ v(y))
Proposition A.2.14. Soient (e1, . . . , en) une base de E et (f1, . . . , fp) une base de F . Soient
u : E → E (respectivement v : F → F ) application linéaire de matrice A = (aij) (respectivement
B = (bij)). Alors dans les bases choisies la matrice de u⊗ v est :
∀α ∈ {1, . . . , n}, ∀β ∈ {1, . . . , p}, (u⊗ v)(eα ⊗ fβ) =
n∑
k=1
p∑
l=1
akαblβ(ek ⊗ fl)
Démonstration. Soient α ∈ {1, . . . , n} et β ∈ {1, . . . , p}. Soient φ ∈ E∗ et ψ ∈ F ∗. Alors :
(u⊗ v)(eα ⊗ fβ)(φ, ψ) = (u(eα)⊗ v(fβ))(φ, ψ) = φ(u(eα))ψ(v(fβ))
= φ(
n∑
k=1
akαek)ψ(
p∑
l=1
blβfl) =
n∑
k=1
p∑
l=1
akαblβφ(ek)ψ(fl)
=
n∑
k=1
p∑
l=1
akαblβ(ek ⊗ fl)(φ, ψ)
D'où le résultat.
Théorème A.2.15. Soient (E1, pi1) et (E2, pi2) des représentations de G, on pose :
(pi1 ⊗ pi2)(g) = pi1(g)⊗ pi2(g).
Alors pi1 ⊗ pi2 déﬁnit une représentation de G dans E1 ⊗ E2 et
χpi1⊗pi2 = χpi1χpi2 .
Démonstration. Soient g, g
′ ∈ G, x ∈ E1 et y ∈ E2. Alors :
(pi1 ⊗ pi2)(gg′)(x⊗ y) = (pi1(gg′)⊗ pi2(gg′))(x⊗ y) = (pi1(gg′)x⊗ pi2(gg′)y)
= (pi1(g)pi1(g
′
)x⊗ pi2(g)pi2(g′)y) = (pi1(g)⊗ pi2(g))(pi1(g′)x⊗ pi2(g′)y)
= (pi1(g)⊗ pi2(g))(pi1(g′)⊗ pi2(g′))(x⊗ y) = (pi1 ⊗ pi2)(g)(pi1 ⊗ pi2)(g′)(x⊗ y)
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D'où :
(pi1 ⊗ pi2)(gg′) = (pi1 ⊗ pi2)(g)(pi1 ⊗ pi2)(g′)
Donc pi1 ⊗ pi2 déﬁnit une représentation de G dans E1 ⊗E2. Grâce à la proposition précédente, en
prenant (e1, . . . , en) une base de E1 et (f1, . . . , fp) une base de E2, on a :
χpi1⊗pi2 = Tr(pi1 ⊗ pi2) =
n∑
α=1
p∑
β=1
(eα ⊗ fβ)∗(pi1 ⊗ pi2)(eα ⊗ fβ)
=
n∑
α=1
p∑
β=1
(eα ⊗ fβ)∗
n∑
k=1
p∑
l=1
akαblβ(ek ⊗ fl) =
n∑
α=1
p∑
β=1
aααbββ
= (
n∑
α=1
aαα)(
p∑
β=1
bββ) = Tr(pi1) Tr(pi2) = χpi1χpi2
A.2.4 Relation d'orthogonalité
On va montrer que les caractères de représentations irréductibles inéquivalentes sont orthogo-
naux et que le caractère d'une représentation irréductible est de norme 1.
Proposition A.2.16. Soient (E1, pi1) et (E2, pi2) des représentations de G et soit u : E1 → E2
une application linéaire. Alors l'application linéaire
Tu =
1
|G|
∑
g∈G
pi2(g)upi1(g)
−1 (A.2.1)
de E1 dans E2 entrelace pi1 et pi2.
Démonstration. En utilisant le lemme A.1.4 on a :
pi2(g)Tu =
1
|G|
∑
h∈G
pi2(gh)upi1(h
−1) =
1
|G|
∑
k∈G
pi2(k)upi1(k
−1g) =
1
|G|
∑
k∈G
pi2(k)upi1(k
−1)pi1(g)
pi2(g)Tu = Tupi1(g)
L'opérateur Tu est donc un opérateur d'entrelacement entre pi1 et pi2.
Proposition A.2.17. Soient (E1, pi1) et (E2, pi2) des représentations irréductibles de G, soit u :
E1 → E2 une application linéaire et soit Tu déﬁnie comme dans la relation A.2.1. On a :
• si pi1 et pi2 sont inéquivalentes alors Tu = 0
• si E1 = E2 = E et pi1 = pi2 = pi alors
Tu =
Tr(u)
dimE IdE.
Démonstration. Par le lemme de Schur A.1.19 le premier point est démontré. Pour le deuxième
point par le lemme de Schur A.1.19 on a Tu = λ IdE , il nous faut donc calculer λ. Or :
Tr(Tu) =
1
|G|
∑
g∈G
Tr(pi(g)upi(g)−1) =
1
|G|
∑
g∈G
Tr(u) = Tr(u)
Donc :
λ dimE = Tr(u)⇔ λ = Tr(u)
dimE
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Proposition A.2.18. Soient (E1, pi1) et (E2, pi2) des représentations irréductibles de G. En pre-
nant des bases de E1 et E2 on a :
• si pi1 et pi2 sont inéquivalentes alors
∀i, j, k, l,
∑
g∈G
(pi2(g))kl(pi1(g
−1))ji = 0
• si E1 = E2 = E et pi1 = pi2 = pi alors
∀i, j, k, l,
∑
g∈G
(pi(g))kl(pi(g
−1))ji =
δkiδlj
dimE
Démonstration. Soient (ej)j∈{1,...,n} une base de E1 et (fl)l∈{1,...,p} une base de Ep. Pour u : E1 →
E2 prenons Tu déﬁnie par A.2.1. Alors :
∀k ∈ {1, . . . , n}∀i ∈ {1, . . . , p}, (Tu)ki = 1|G|
∑
g∈G
n∑
m=1
p∑
q=1
(pi2(g))kquqm(pi1(g
−1))mi
Choisissons pour u l'application ulj : E1 → E2 déﬁnie par ulj(ek) = δjkfl. Alors :
(ulj)mq = δmlδqj .
Donc :
(Tulj )ki =
1
|G|
∑
g∈G
(pi2(g))kl(pi1(g
−1))ji
On applique alors la proposition A.2.17 et on a :
• si pi1 et pi2 sont inéquivalentes alors (Tulj )ki est toujours nulle d'où le premier point,
• si E1 = E2 = E et pi1 = pi2 = pi alors∑
g∈G
(pi(g))kl(pi(g
−1))ji = (Tulj )ki =
Tr(ulj)
dimE
δki =
δkiδlj
dimE
ce qui démontre le deuxième point.
Corollaire A.2.19. Soient (E1, pi1) et (E2, pi2) des représentations unitaires irréductibles de G.
En prenant des bases orthonormales de E1 et E2 on a :
• si pi1 et pi2 sont inéquivalentes alors
∀i, j, k, l,
∑
g∈G
〈(pi1)ij , (pi2)kl〉 = 0
• si E1 = E2 = E et pi1 = pi2 = pi alors
∀i, j, k, l,
∑
g∈G
〈(pi1)ij , (pi2)kl〉 = δkiδlj
dimE
Démonstration. Par le corollaire A.2.4 on a :
1
|G|
∑
g∈G
(pi2(g))kl(pi1(g
−1))ji =
1
|G|
∑
g∈G
(pi2(g))kl(pi1(g))ij = 〈(pi1)ij , (pi2)kl〉
La proposition précédente conclue la preuve du corollaire.
Théorème A.2.20. Relations d'orthogonalité
• Si pi1 et pi2 sont des représentations irréductibles inéquivalentes alors
〈χpi1 , χpi2〉 = 0
• Si pi est une représentation irréductible alors
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〈χpi, χpi〉 = 1
Démonstration. Par le corollaire A.2.10 et la proposition précédente si pi1 et pi2 sont des représen-
tations irréductibles inéquivalentes alors 〈χpi1 , χpi2〉 = 0. Si pi1 = pi2 = pi alors
1
|G|
∑
g∈G pi(g)iipi(g
−1)jj =
δij
dimE donc 〈χpi, χpi〉 = 1.
On appelle caractères irréductibles de G l'ensemble des caractères des représentations inéqui-
valentes de G. On note χi le caractère d'une représentation irréductible pii. Le théorème précédent
nous montre que les caractères des représentations irréductibles de G forment un système ortho-
normal dans L2(G). A partir de la proposition suivante on pourra conclure que les représentations
irréductibles inéquivalentes de G sont en nombre ﬁni.
Proposition A.2.21. L2G est de dimension ﬁnie.
Démonstration. Comme G est de dimension ﬁnie on voit aisément que la famille de fonction {1g|g ∈
G} est une base de L2(G) et que dimL2(G) = |G|.
On a donc le théorème suivant.
Théorème A.2.22. Les représentations irréductibles inéquivalentes de G sont en nombre ﬁni.
Démonstration. Comme les caractères des représentations irréductibles de G forment un système
orthonormal dans L2(G), et par la Proposition A.2.21 L2(G) est de dimension ﬁnie, on en déduit
donc le résultat.
Les représentations irréductibles inéquivalentes de G sont en nombre ﬁni, on notera donc Gˆ
l'ensemble des classes d'équivalence de représentations irréductibles de G.
A.2.5 Table de caractères
On appelle ainsi la table dont les colonnes correspondent aux éléments du groupe et dont les
lignes correspondent aux représentations irréductibles inéquivalentes de ce groupe. A l'intersection
de la ligne et de la colonne on a la valeur du caractère de la représentation évaluée en cet élément.
On écrira une table de caractères sous la forme suivante :
g1 . . . g|G|
χpi1 χpi1(g1) . . . χpi1(g|G|)
. . . . . . . . . . . .
χpiN χpiN (g1) . . . χpiN (g|G|)
Nous verrons plus tard que N , le nombre de représentations irréductibles de G, correspond aux
nombres de classe de conjugaison de G.
Par le théorème A.2.20 des relations d'orthogonalité on a :
Proposition A.2.23. Les lignes de la table de caractères sont orthogonales et de norme 1.
A.2.6 Décomposition des représentations
Soit pi1, . . . , piN les représentations irréductibles inéquivalentes de G.
Théorème A.2.24. Soit pi une représentation quelconque de G et χpi son caractère. Alors :
pi =
N⊕
i=1
mipii,
où
mi = 〈χpii , χpi〉
Démonstration. D'après le théorème A.1.13 de Maschke on sait que pi est en somme directe de
représentations irréductibles. On regroupe les termes correspondant à une même classe d'équiva-
lence de représentations irréductibles d'où pi =
⊕N
i=1mipii. On alors χpi =
∑N
i=1miχpii , et par
orthogonalité 〈χpii , χpi〉 = mi〈χpii , χpii〉 = mi
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Déﬁnition A.2.25. Si pi, une représentation quelconque de G, admet la décomposition :
pi =
N⊕
i=1
mipii,
l'entier mi est la multiplicité de pii dans pi, et mipii est la composante isotypique de type pii de pi.
Corollaire A.2.26. La décomposition en composantes isotypiques est unique à l'ordre près.
Corollaire A.2.27. Deux représentations ayant le même caractère sont équivalentes.
D'après le théorème précédent :
〈χpi, χpi〉 =
N∑
i=1
m2i
Donc :
Théorème A.2.28. Une représentation pi est irréductible si et seulement si 〈χpi, χpi〉 = 1.
A.3 La représentation régulière
A.3.1 Déﬁnition et caractère
Considérons l'action de G sur F(G) par
∀h ∈ G , (g · f)(h) = f(g−1h)
Proposition A.3.1. L'action de groupe précédente déﬁnit une représentation de G dans F(g).
Démonstration. Soient g1, g2 ∈ G , f ∈ F et h ∈ G. Alors :
(g1g2 · f)(h) = f((g1g2)−1h) = f(g−12 g−11 h) = (g2 · f)(g−11 h) = (g1 · (g2 · f))(h)
g1g2 · f = g1 · (g2 · f)
Déﬁnition A.3.2. Par l'action de groupe précédente, on déﬁnit la représentation régulière R,
comme une représentation de G dans F(G), par :
∀g, h ∈ G ∀f ∈ F(g) , (R(g)f)(h) = f(g−1h).
Remarque A.3.3. Comme G est de dimension ﬁni, l'espace vectoriel F(g) est de dimension ﬁnie
|G|, alors la représentation régulière R est de dimension |G|.
On utilise la base (eg)g∈G de F(G) déﬁnie par :
eg : G→ C
{
eg(g) = 1
eh(g) = 0 si h 6= g
La représentation régulière vériﬁe :
∀g, h ∈ G , R(g)(eh) = egh
Proposition A.3.4. Sur L2(G) = F(G), muni du produit scalaire 〈, 〉, la représentation régulière
est unitaire.
Démonstration. Soient f1, f2 ∈ L2(G) et g ∈ G on a :
〈R(g)f1, R(g)f2〉 = 1|G|
∑
h∈G
(R(g)f1)(h)(R(g)f2)(h) =
1
|G|
∑
h∈G
f1(g−1h)f2(g−1h)
=
1
|G|
∑
k∈G
f1(k)f2(k) = 〈f1, f2〉
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Proposition A.3.5. • χR(e) = |G|
• χR(g) = 0 si g 6= e
Démonstration. • χR(e) = Tr(R(e)) = dimF(G) = |G|
• Soit g 6= e , χR(g) = Tr(R(g)) = 0 car R(g)eh 6= eh
A.3.2 Décomposition en composantes isotypiques
Proposition A.3.6. La décomposition de la représentation régulière en composantes isotypiques
est R = ⊕Ni=1nipii, où ni = dimpii.
Démonstration. On sait que :
χR(g) =
{ |G| si g = e
0 si g 6= e
Donc ni = 〈χR, χpii〉 = χpii(e) = dimpii.
Théorème A.3.7. On a :
N∑
i=1
n2i = |G| (A.3.1)
où ni = dimpii.
Démonstration. Car |G| = χR(e) =
∑N
i=1 niχpii(e) =
∑N
i=1 n
2
i .
A.3.3 Base de l'espace vectoriel des fonctions centrales
L'espace vectoriel des fonctions centrales sur G à valeurs dans C a pour dimension le nombre
de classes de conjugaison de G. Soient pi une représentation de G et f une fonction de G à valeurs
dans C . On considère l'endomorphisme pif de E déﬁni par :
pif =
∑
g∈G
f(g)pi(g)
Lemme A.3.8. L'endomorphisme pif vériﬁe :
• si f est centrale alors pif et pi commutent
• si f est centrale et pi irréductible alors
pif =
|G|〈f, χpi〉
dimpi
IdE
Démonstration. • Soit f une fonction de G à valeurs dans C on a :
pif ◦ pi(g) =
∑
h∈G
f(h)pi(h)pi(g) =
∑
h∈G
f(h)pi(hg) =
∑
k∈G
f(kg−1)pi(k) =
∑
h∈G
f(ghg−1)pi(gh)
Comme f est centrale alors :
pif ◦ pi(g) =
∑
h∈G
f(h)pi(g)pi(h) = pi(g)
∑
h∈G
f(h)pi(h) = pi(g) ◦ pif
• D'après le point précédent et le lemme de Schur A.1.19, il existe λ ∈ C tel que pif = λ IdE . De
plus Tr(pif ) =
∑
g∈G f(g) Tr(pi(g)) =
∑
g∈G f(g)χpi(g) = |G|〈f, χpi〉 ce qui montre le résultat.
Théorème A.3.9. Les caractères irréductibles forment une base orthonormale de l'espace vectoriel
des fonctions centrales.
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Démonstration. On sait que les caractères des représentations irréductibles inéquivalentes de G
(pi1, . . . , piN ) forment un système orthonormal de L2(G). Montrons alors qu'il est complet dans le
sous espace vectoriel des fonctions centrales. Soit f une fonction centrale telle que ∀i ∈ {1, . . . , N}
, 〈f, χpii〉 = 0. D'après le lemme précédent (pii)f = 0 donc pour toute représentation pi on a pif = 0.
En particulier Rf = 0, or :
Rf (eg) =
∑
h∈G
f(h)R(h)(eg) =
∑
h∈G
f(h)ehg.
En particulier :
Rf (ee) =
∑
h∈G
f(h)eh = f
donc f = 0.
Corollaire A.3.10. Le nombre de classes d'équivalence de représentations irréductibles d'un groupe
ﬁni est égal au nombre de classes de conjugaison.
Proposition A.3.11. |Cg| désigne le nombre d'éléments de la classe de conjugaison de g. Alors :
• si g et g′ ne sont pas conjugués : ∑Ni=1 χpii(g)χpii(g′) = 0
• 1|G|
∑N
i=1 χpii(g)χpii(g) =
1
|Cg|
Démonstration. D'aprés le théorème précédent si f est centrale alors
f =
N∑
i=1
〈χpii , f〉χpii .
Soit g ∈ G. On considère la fonction centrale fg qui vaut 1 sur la classe d'équivalence de g et 0
ailleurs. On a :
〈χpii , fg〉 =
1
|G|
∑
h∈G
χpii(h)fg(h) =
|Cg|
|G| χpii(g).
donc fg =
|Cg|
|G|
∑N
i=1 χpii(g)χpii .
• si g′ 6∈ Cg alors 0 = fg(g′) = |Cg||G|
∑N
i=1 χpii(g)χpii(g
′)
• 1 = fg(g) = |Cg||G|
∑N
i=1 χpii(g)χpii(g)
A.4 Produit deux groupes et représentations
Soient G1 et G2 deux groupes, considérons le groupe produit G = G1×G2. Soient (E1, pi1) une
représentation de G1 et (E2, pi2) une représentation de G2. On déﬁnit une représentation pi1 ⊗ pi2
de G dans E1 ⊗ E2, de manière analogue à celui du produit tensoriel, par :
∀(g1, g2) ∈ G , (pi1 ⊗ pi2)(g1, g2) = pi1(g1)⊗ pi2(g2).
Cette représentation s'appelle encore le produit tensoriel des représentations pi1 et pi2. Et on a
la relation des caractères suivante :
∀(g1, g2) ∈ G , χpi1⊗pi2(g1, g2) = χpi1(g1)χpi2(g2).
Théorème A.4.1. • Si pi1 et pi2 sont des représentations irréductibles alors pi1 ⊗ pi2 est une
représentation irréductible de G.
• Toute représentation irréductible de G est isomorphe à une représentation pi1 ⊗ pi2.
Démonstration. Comme pi1 et pi2 sont irréductibles on a
1
|G1|
∑
g1∈G1 χpi1(g1)
2 = 1 et 1|G2|
∑
g2∈G2 χpi2(g2)
2 = 1.
141
ANNEXE A. REPRÉSENTATION DES GROUPES FINIS
Donc :
1
|G|
∑
g∈G
χpi1⊗pi2(g)
2 =
1
|G1||G2|
∑
(g1,g2)∈G
χpi1⊗pi2((g1, g2))
2 =
1
|G1||G2|
∑
(g1,g2)∈G
(χpi1(g1)χpi2(g2))
2
=
1
|G1|
∑
g1∈G1
χpi1(g1)
2 1
|G2|
∑
g2∈G2
χpi2(g2)
2 = 1
Donc pi1 ⊗ pi2 est une représentation irréductible de G. Pour montrer le deuxième point il suﬃt
de montrer que toute fonction centrale f sur G, qui est orthogonale aux caractères de la forme
χpi1(g1)χpi2(g2), est nulle. Supposons∑
g1,g2
f(g1, g2)χpi1(g1)χpi2(g2) = 0
En posant h(g1) =
∑
g2
f(g1, g2)χpi2(g2), pour tout pi1, on a :∑
g1
h(g1)χpi1(g1) = 0
Comme g est centrale alors g = 0. Comme cela est vrai pour tout pi2 alors f = 0.
A.5 Opérateurs de projection
Nous allons explicités des opérateurs de projection sur les composantes isotypiques. Soit pi
une représentation de G sur E et soit pi = ⊕Ni=1mipii la décomposition de pi en composantes
isotypiques. Le support de la composante isotypique mipii est miEi = Ei ⊕ . . .⊕ Ei (mi fois). On
pose Vi = ⊕mii=1Ei,j où chaque Ei,j est égale à Ei. On a donc E = ⊕Ni=1Vi.
Théorème A.5.1. Pour tout i ∈ {1, . . . , N} on pose
Pi =
dimpii
|G|
∑
g∈G
χi(g)pi(g).
• Pi est le projecteur de E sur Vi dans la décomposition E = ⊕Ni=1Vi.
• ∀i, j ∈ {1, . . . , N} , PiPj = δijPi
• Si pi est unitaire alors Pi est hermitien (tPi = Pi).
Démonstration. Soit i0 ∈ {1, . . . , N}. Soit x =
∑N
i=1 xi (où xi ∈ Vi) et xi =
∑mi
j=1 xi,j (où
xi,j ∈ Ei,j). D'où x =
∑N
i=1
∑mi
j=1 xi,j . Alors :
Pi0(x) =
dimpii0
|G|
N∑
i=1
mi∑
j=1
∑
g∈G
χi0(g)pi(g)xi,j =
dimpii0
|G|
N∑
i=1
mi∑
j=1
(
∑
g∈G
χi0(g)pi(g))xi,j
Comme χi0 est une fonction centrale et que pii est irréductible en appliquant le lemme A.3.8 on a :∑
g∈G
χi0(g)pii(g) = (pii)χi0 =
|G|
dimpii
〈χi0 , χi〉 IdEi =
|G|
dimpii
δi,i0 IdEi0 .
Donc :
Pi0(x) =
N∑
i=1
mi∑
j=1
δi,i0xi,j =
mi∑
j=1
xi0,j = xi0
On a la première relation et la deuxième en découle directement. Si pi est unitaire alors :
tpiχi =
∑
g∈G
χi(g)
tpi(g) =
∑
g∈G
χi(g)pi(g
−1) =
∑
g∈G
χi(g
−1)pi(g) =
∑
g∈G
χi(g)pi(g) = piχi
Ce qui démontre le dernier point.
Remarque A.5.2. On a dim(Im(Pi)) = dim(Vi) = mi dim(Ei) = 〈pi, pii〉dim(pii).
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A.6 Exemples de table de caractères
A.6.1 Table de Z /2Z
Le groupe Z /2Z = {e, c} est un groupe à deux éléments qui vériﬁe c2. Comme il est d'ordre
deux on ne peut pas avoir de caractère de dimension deux car sinon
∑
n2i 6= |Z /2Z |. Donc il n'a
que deux représentations irréductibles de dimension un pi1 et pi2.
On a toujours χpi(e) = 1.
D'où : 1 = χpi(e) = χpi(c2) = χpi(c)2. Donc χpi(c) = ±1.
La table de caractère est donc la suivante :
e c
χpi1 1 1
χpi2 1 -1
A.6.2 Table de Dn
Le groupe Dn =< r, s > est un groupe d'ordre 2n engendré par deux éléments r et s qui
vériﬁent : rn = e, s2 = e et rs = sr−1. Regardons les cas des représentations irréductibles de
dimension 1.
On a : 1 = χpi(e) = χpi(s2) = χpi(s)2, donc χpi(s) = ±1.
On a : 1 = χpi(e) = χpi(rsrs−1) = χpi(rrss−1) = χpi(r2), donc χpi(r) = ±1.
De plus 1 = χpi(e) = χpi(rn) = χpi(r)n, donc si n est pair χpi(r) = ±1 et si n est impair
χpi(r) = 1
Nous avons alors 4 représentations irréductibles de dimension 1 quand n est pair et 2 quand n
est impair. Passons aux représentations irréductibles de dimension 2.
Posons w = e
2ipi
n et h ∈ N . En posant pour tout h et k ∈ {0, . . . , n− 1}
pih(rk) =
(
whk 0
0 w−hk
)
, pih(rks) =
(
0 whk
w−hk 0
)
on déﬁnit bien des représentations pih de dimension 2. On remarque que pih et pih+n sont les mêmes
pour tous h, on peut donc se limiter à h ∈ {0, . . . , n− 1}. De plus pih et pin−h sont isomorphes (il
suﬃt d'intervertir les deux éléments de la base), on peut donc se limiter à h ∈ {0, . . . , n2 }.
Regardons d'abord le cas n pair. Remarquons :
∑n−1
k=0 w
2hk =
{
n si h ∈ {0, n2 }
0 si h ∈ {1, . . . , n2 }
Les cas h = 0 et h = n2 ne sont pas des représentations irréductibles car on a 〈χpih , χpih〉 = 2.
En eﬀet
〈χpih , χpih〉 =
1
|Dn|
∑
g∈G
χpih(g)
2 =
1
2n
n−1∑
k=0
χpih(r
k)2
=
1
2n
n−1∑
k=0
w2hk + 2 + w−2hk =
1
2n
4n = 2
Les cas h ∈ {1, . . . n2 − 1} sont des représentations irréductibles car :
〈χpih , χpih〉 =
1
|Dn|
∑
g∈G
χpih(g)
2 =
1
2n
n−1∑
k=0
χpih(r
k)2
=
1
2n
n−1∑
k=0
w2hk + 2 + w−2hk =
1
2n
2n = 1
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De plus elles sont deux à deux non isomorphes, soit h 6= h′ (donc h+ h′ 6= n et h− h′ 6= 0) :
〈χpih , χpih′ 〉 =
1
|Dn|
∑
g∈G
χpih(g)χpih′ (g) =
1
2n
n−1∑
k=0
χpih(r
k)χpih′ (r
k)
=
1
2n
n−1∑
k=0
w(h+h
′)k + w−(h+h
′)k + w(h−h
′)k + w(h
′−h)k = 0
On obtient donc, dans le cas n pair, n2 − 1 représentations irréductibles inéquivalentes de
dimension 2. De plus 4 ∗ 12 + (n2 − 1) ∗ 22 = 2n = |Dn|, donc nous les avons toutes trouvées.
Dans le cas n impair c'est similaire, on peut se restreindre à 0 ≤ h ≤ n2 , le cas h = 0 est
réductible et comme n est impair on peut se restreindre à 1 ≤ h ≤ n−12 , et dans ce cas on a des
représentations irréductibles inéquivalentes. De plus 2 ∗ 12 + n−12 ∗ 22 = 2n = |Dn|. Donc nous les
avons toutes trouvées.
Pour n pair, avec h ∈ {1, . . . , n2 − 1}, la table de caractères est :
rk rks
χpi1 1 1
χpi2 1 (−1)
χpi3 (−1)k (−1)k
χpi4 (−1)k (−1)k+1
χpih 2 cos
2pihk
n 0
Pour n impair, avec h ∈ {1, . . . , n−12 }, la table de caractères est :
rk rks
χpi1 1 1
χpi2 1 (−1)
χpih 2 cos
2pihk
n 0
A.6.3 Table de Dn × Z /2Z
Comme on a la table de caractères de Dn et de Z /2Z on obtient directement la table de
Dn × Z /2Z .
Pour n pair, avec h, h′ ∈ {1, . . . , n2 − 1}, la table de caractères est :
rk rks rkc rksc
χpi1 1 1 1 1
χpi2 1 1 -1 -1
χpi3 1 -1 1 -1
χpi4 1 -1 -1 1
χpi5 (−1)k (−1)k (−1)k (−1)k
χpi6 (−1)k (−1)k (−1)k+1 (−1)k+1
χpi7 (−1)k (−1)k+1 (−1)k (−1)k+1
χpi8 (−1)k (−1)k+1 (−1)k+1 (−1)k
χpih 2 cos
2pihk
n 0 2 cos
2pihk
n 0
χpih′ 2 cos
2pih′k
n 0 −2 cos 2pih
′k
n 0
Pour n impair, avec h, h′ ∈ {1, . . . , n−12 }, la table de caractères est :
rk rks rkc rksc
χpi1 1 1 1 1
χpi2 1 1 -1 -1
χpi3 1 -1 1 -1
χpi4 1 -1 -1 1
χpih 2 cos
2pihk
n 0 2 cos
2pihk
n 0
χpih′ 2 cos
2pih′k
n 0 −2 cos 2pih
′k
n 0
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Sébastien DUTERCQ
Métastabilité dans les systèmes avec lois de conservation
Résumé :
Cette thèse porte sur l'étude du phénomène de métastabilité, modélisé par l'équation diﬀérentielle stochastique
dX(t) = −∇V (X(t))dt+
√
2dW (t),
sur un domaine régulier Ω ⊆ Rd , où le gradient ∇V est généré par une fonction potentielle V : R d → R
et dW (t) est le mouvement Brownien standard de dimension d. Ce type d'équation étant déjà très largement
étudié dans le cas d'un potentiel sans symétries, cette étude se concentrera alors sur le cas de potentiels avec
symétries. On utilise la théorie des représentations des groupes ﬁnis pour obtenir des résultats analogues à
ceux du cas de potentiels sans symétries sur les temps de transition et les valeurs propres du générateur. Pour
illustrer la théorie développée, on considérera le potentiel
Vγ(x) =
1
4
d∑
i=1
x4i −
1
2
d∑
i=1
x2i +
γ
4
d∑
i=1
(xi+1 − xi)2, avec la loi de conservation
d∑
i=1
xi = 0.
Ce système décrit un ensemble de particules bistables en interaction.
Mots clés : Métastabilité, loi de Kramers, groupe de symétrie, théorie spectrale, processus de saut
Markoviens et de diﬀusion, théorie des représentations des groupes ﬁnis, théorie du potentiel, temps de
premier passage.
Metastability in systems with conservation laws
Abstract :
This thesis studies the phenomenon of metastability, modelized by the stochastic diﬀerential equation
dX(t) = −∇V (X(t))dt+
√
2dW (t),
on a regular domain Ω ⊆ Rd , where the drift ∇V is generated by a potential function V : R d → R
and dW (t) is a standard d-dimensional Brownian motion. This class of equation having already been widely
studied in the case of a non-symmetric potential, this study will focus on the case of symmetric potentials.
Representation theory of ﬁnite groups is used to get results similar to those of the case of a non-symmetric
potential on transition's times and generator's eigenvalues. To illustrate the theory developed, we will consider
the potential
Vγ(x) =
1
4
d∑
i=1
x4i −
1
2
d∑
i=1
x2i +
γ
4
d∑
i=1
(xi+1 − xi)2, with conservation law
d∑
i=1
xi = 0.
This system describes a set of bistable interacting particles.
Keywords : Metastability, Kramers' law, Markovian jump process, diﬀusion process, spectral theory,
symmetry group, representation theroy, potential theory, ﬁrst-passage time.
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