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Re´sume´ :
Jusqu’ici, suite aux travaux de A.M.Turing [Turing, 1936], les algorithmes ont
e´te´ vus comme l’abstraction a` partir de laquelle on pouvait e´crire des programmes
pour des ordinateurs dont le principe e´tait lui-meˆme issu du concept the´orique de
machine de Turing.
Nous partons ici du constat que les algorithmes naturels ou plutoˆt les algo-
rithmes de la nature, massivement paralle`les, autoadaptatifs et auto reproduc-
tibles, dont on ne sait pas comment ils fonctionnent re´ellement, ni pourquoi, ne
sont pas aise´ment spe´cifie´s par le mode`le the´orique actuel de Machine de Turing
Universelle, ou de Calculateur Universel ; en particulier les aspects de communi-
cations, de re`gles e´volutives, d’e´ve´nements ale´atoires, a` l’image du code ge´ne´tique,
ne sont pris en compte que par ajout d’artifices a` la the´orie. Nous nous proposons
ici de montrer comment aborder ces proble`mes en repensant le mode`le the´orique.
Nous proposerons un mode`le d’algorithme, appele´ ici machine-α qui contient et
ge´ne´ralise les mode`les existants.
Mots cle´s : Algorithme, algorithmes naturels, machine de Turing, calculateur universel, com-
munications, ge´ne´ricite´.
Abstract :
So far, following the works of A.M. Turing, the algorithms were considered as
the mathematical abstraction from which we could write programs for compu-
ters whose principle was based on the theoretical concept of Turing machine. We
start here from the observation that natural algorithms or rather algorithms of
the nature which are massively parallel, autoadaptative and reproductible, and
for which we do not know how they really work, nor why, are not easily specified
by the current theoretical model of Universal Turing machine, or Universal Com-
puter. In particular the aspects of communications, evolutionary rules (rulers),
random (unpredictable) events, just like the genetic code, are taken into account
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only by subtleties which oblige to break the theory. We shall propose one universal
model of algorithm called machine-α which contains and generalizes the existing
models.
Key words : Algorithm, natural algorithms, Turing machine, universal calculateur, commu-
nication, genericity.
1 Introduction
Qu’y-a-t-il de commun entre la se´lection naturelle de´crite par Darwin [Darwin, 1872],
l’arbre phyloge´ne´tique des mamife`res [Ciccarelli, 2006], un vol d’oiseaux auto-organise´
[Reynolds, 1987], la synchronisation de Kuramoto [Kuramoto, 1975], ou les fourmis de
Langton, [Langton, 1986]. La disparition massive des grands dinosaures suite a` la mo-
dification de leur environnement duˆ a` un e´ve´nement contingent exte´rieur (chute d’une
come`te, d’une me´te´orite. . .) ressortit de meˆme aux algorithmes naturels (voir
[Chazelle, 2012]), mais dans ce dernier cas, c’est l’influence du contexte qui est de´ter-
minante. On trouvera une illustration de ce qu’on appelle Algorithme naturel en §1.1
figure 1.
Quelle algorithmique pour en rendre compte ? Si on peut voir effectivement ces phe´-
nome`nes naturels a` travers le prisme des algorithmes en tant que tels, certains phe´nome`nes
comme l’influence du contexte, l’impre´visibilite´, le temps ou la communication nous
conduisent a` revenir sur le concept fondateur lui-meˆme.
Si Darwin a bien formule´ et e´taye´ l’hypothe`se selon laquelle toutes les espe`ces vivantes
ont e´volue´ au cours du temps a` partir d’un seul ou quelques anceˆtres communs graˆce au
processus connu sous le nom de se´lection naturelle 1, processus non formalise´, la ge´ne´tique
a montre´ que cela se traduisait par des modifications dans l’ADN, l’ARN et les prote´ines.
La mode´lisation en peut eˆtre faite a` partir de la the´orie algorithmique revisite´e en faisant
appel aux travaux d’Andre¨ı Kolmogorov (voir [Li, 1997, Sanjeev, 2011]).
Les ordinateurs et leurs algorithmes ont re´volutionne´ la fac¸on d’aborder la simulation
et le calcul, permettant d’en avoir une vision incre´mentale et expe´rimentale. Il s’agit la`
d’un outil puissant permettant non seulement d’aborder des domaines nouveaux, mais
surtout de les aborder diffe´remment qu’avec les outils mathe´matiques classiques, on
e´largit la` le champ d’investigations possibles. En particulier l’aspect e´volutif de la vie ;
la the´orie de Darwin ouvre a` l’algorithmique un champ nouveau de meˆme nature que
l’a e´te´ ce qu’on a appele´  intelligence artificielle . On examinera en particulier les
questions suivantes :
1. comment simuler algorithmiquement la morphogene`se, de la bacte´rie a` l’Homo
sapiens, au niveau principiel, sans avoir a` entrer dans l’e´tude des processus bio-
logiques, comme [Kaufman, 1969] qui utilise pour ce faire des re´seaux boole´ens
ale´atoires ;
2. comment rendre compte de la constitution de l’arbre phyloge´ne´tique et en parti-
culier, les variations dans les espe`ces ;
1. Nous reviendrons sur la signification de ce concept.
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3. comment s’ope`rent certaines coordinations ou coope´rations entre individus, comme
la constitution d’un vol d’oiseaux migrateurs partant en migration (des boids dans
le vocabulaire de [Reynolds, 1987]) ou la synchronisation des lucioles dans le sud
est asiatique telle que de´crite par Sir Francis Drake en 1577 et rapporte´e par
[Pretty, 1580] ;
4. comment faire intervenir le contexte comme par exemple une chute de me´te´orites
ou une inversion des poˆles magne´tiques ou autres phe´nome`nes affectant l’environ-
nement ?
1.1 Un algorithme naturel
Le sche´ma algorithmique ci-dessous, illustre ce que nous appelons ici algorithme na-
turel il simule la formation d’un vol d’oiseaux appele´s bo¨ıds par l’auteur.
Maintenir une distance
minimale avec les autres
Se de´placer vers le centre perc¸u.
SI obstacle de face ALORS
prendre la tangente
Figure 1 – Algorithme naturel des Bo¨ıds de [Reynolds, 1987]
1.1.1 La spe´cification
Il suffit de quatre re`gles pour spe´cifier ce comportement algorithmique, comme spe´cifie´
sur les dessins :
1. maintenir une distance minimale avec les autres ;
2. se de´placer vers le centre perc¸u (le barycentre) ;
3. SI obstacle de face ALORS prendre la tangente ;
4. SI obstacle percute´ ALORS repartir plus vite TANT-QUE loin du groupe .
La simulation informatique montre que les bo¨ıds finissent par s’organiser de meˆme
fac¸on qu’un vol re´el d’oiseaux migrateurs.
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2 Nos objectifs
Il s’agit de de´velopper un cadre de travail pour :
• la mode´lisation des algorithmes tels que de´ja` connus ;
• spe´cifier les algorithmes des phe´nome`nes e´mergents. En effet, ces derniers ont une
dynamique qui n’est pas repre´sentable par des variables d’e´tat seules et ne´cessite un
abord algorithmique. Plus pre´cise´ment, il nous faut rendre compte des algorithmes
de la nature, particulie`rement :
– des syste`mes d’influence,
– du concept de proximite´,
– de la synchronisation de comportements,
– des modifications du ge´notype et du phe´notype et conse´quemment du concept de
se´lection naturelle ;
• formaliser le concept de Machine de Turing non de´terministe 2 ou MTND et rester
cohe´rent avec les concepts non de´terministes propres a` la the´orie de la complexite´
calculatoire.[Li, 1997, Sanjeev, 2011] ;
• inclure les re´sultats de´ja` connus tels la machine de Turing et le calculateur universel
et rester cohe´rent avec les re´sultats affe´rents.
3 Le contexte d’e´tude
– les algorithmes en tant que tels ;
– les re´seaux, c’est-a`-dire des algorithmes qui communiquent entre eux ;
– l’environnement dans lequel tout se passe.
3.1 Qu’est-ce qui est nouveau ?
En 1945 Turing produit un rapport intitule´  Proposed Electronic Calculator  ; c’est
son projet d’ordinateur ACE (Automatic Computing Engine) qu’il pre´sente ainsi : 3
L’ide´e qui pre´side a` la fabrication des calculateurs nume´riques est que ces machines
sont destine´es a` effectuer toutes les ope´rations qui pourraient eˆtre faites par un calcula-
teur humain. On suppose que le calculateur humain suit des re`gles fixes ; il n’a aucune
autorite´ pour en de´vier dans aucun de´tail. Nous pouvons supposer que ces re`gles sont
fournies dans un livre, qui change pour tout nouveau calcul. Le calculateur a une provi-
sion illimite´e de papier sur lequel il fait ses calculs 4.
Cette vision est celle du calculateur, en anglais ”computer 5” pas celle de l’ordinateur,
elle ne contient pas les communications entre machines, ni la possibilite´ de taches, mites
ou ratures et ajouts sur les pages du livre e´voque´ par A.M. Turing ; c’est de ces dernie`res
situations dont nous entendons traiter ici.
2. A` ne pas confondre avec le mode`le RAM, Random Access Memory.
3. “The idea behind digital computers may be explained by saying that these machines are intended to
carry out any operations which could be done by a human computer. The human computer is supposed
to be following fixed rules ; he has no authority to deviate from them in any detail. We may suppose that
these rules are supplied in a book, which is altered whenever he is put on to a new job. He has also an
unlimited supply of paper on which he does his calculations.”
4. traduction libre I.L.
5. d’ou` le nom  computer science , lequel, traduit en franc¸ais, signifie science du calculateur ce a`
quoi ne se re´duit pas l’informatique...
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La situation de´crite par Turing est un cas particulier d’une situation algorithmique
telle qu’il n’y ait qu’un seul humain qui fasse le calcul qu’il n’y ait pas de tache sur le
livre, qu’on n’en ait pas arrache´ des pages ou rature´ des paragraphes ni que personne ne
passe a` coˆte´ avec une pipe ou une tasse de cafe´, ou un stylo qui fuit, qui laisse tomber
des brandons ou des gouttes qui font des marques sur le livre, ni personne qui annote le
livre.
Nous entendons ici traiter ces proble`mes en lesquels une tache de cafe´ peut changer
l’histoire ; ce qui change avec cette algorithmique nouvelle, c’est la prise en compte de
la communication, du paralle´lisme, ainsi que de l’aspect probabiliste :
3.1.1 Les communications
Les objets simule´s par les algorithmes de la nature ou les bio-algorithmes commu-
niquent entre eux, que ce soit chimiquement (phe´romones), par la voix (aboiements,
hululements,. . . ), par la vue, etc . De meˆme, dans les re´seaux d’ordinateurs, ceux-ci
communiquent et ces communications ont des conse´quences sur l’e´volution ulte´rieure du
calcul.
On retiendra ici quatre grands types de communications :
1. par re´ception de message ou  communication passive  ;
2. par envoi de messages ou par e´criture dans des registres (dans le cas d’ordinateurs) ;
3. par synchronisation ;
4. par le contexte 6. Par exemple, sans envoyer explicitement un message, une entite´
peut agir sur son environnement, et ainsi obliger une autre entite´ du meˆme syste`me
a` modifier le sien, c’est une communication passive. Les syste`mes ainsi re´gis sont
appele´s ici syste`mes a` influences.
La simulation de ces communications peut se faire en conside´rant qu’il s’agit de messages,
mais en distinguant deux types de protocoles de communication.
– l’un ou` sont rec¸us et traite´s des messages non sollicite´s (ex : accident, chute de
me´te´orites . . . ) ;
– un qui traite des re´ponses a` des messages ; par exemple, pour connaˆıtre le voisinage,
il faut regarder, ceci est mode´lisable par la re´ception d’un signal de capteur ou par
un message interrogatif, la re´ponse en e´tant ce qui est vu.
3.1.2 Le caracte`re distribue´ massif
Des millions, voire des milliards, d’organismes vivants et d’objets sont concerne´s a` un
instant donne´, mais pas tous de la meˆme fac¸on.
C’est dans ce contexte que se posent les proble`mes dits de concurrence, de coope´ration,
de communication et de synchronisation. Ni la Machine de Turing Universelle (MTU), ni
le Calculateur Universel (CU) ne permettent de rendre compte ni de poser correctement
ces proble`mes.
Dans ces mode`les the´oriques, le temps par exemple est endoge`ne au mode`le, les possi-
bilite´s de communications ne sont pas prises en compte et l’aspect ale´atoire est exoge`ne
au mode`le. L’algorithmique distribue´e permet de disposer de nombreux outils the´oriques,
en particulier dans la prise en compte des communications, mais il s’agit la` de mode`les
6. On entend par la` l’environnement dans lequel  baigne  le syste`me, champ e´lectromagne´tique,
eau air, milieu igne´...
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spe´cifiquement de´die´s aux re´seaux d’ordinateurs et qui n’ont pas la souplesse ne´cessaire
a` la prise en compte des phe´nomeˆnes naturels.
3.1.3 Influence du contexte
Les algorithmes de la nature e´voluent, par de´finition, dans un contexte changeant, que
ce soit e´lectromagne´tique, chimique ou social, ne serait-ce aussi que par la communica-
tion. Ce caracte`re changeant n’est pas toujours pre´vu. Il ressortit a` une mode´lisation
probabiliste.
Nous montrons comment rendre compte de manie`re endoge`ne au mode`le de cette
influence, ce qui permet de donner aussi un aspect plus formel au concept de se´lection
naturelle.
Le caracte`re probabiliste du contexte Le contexte est relativement impre´visible
et soumis a` catastrophes (impacts de corps ce´lestes, pollution chimique, volcanisme,
changements e´lectromagne´tiques’ . . . ) et la fac¸on idoine permettant de mode´liser ceschangements de contextes ou de modifications, c’est d’utiliser la the´orie des probabilite´s.
Dans les mode`les classiques de spe´cification des algorithmes (MTU ou CU) cet aspect
est exoge`ne au mode`le. Notre mode`le le rend endoge`ne. Il en est de meˆme pour l’artifice
introduit par certains auteurs en the´orie algorithmique, celui de machine de Turing
a` oracle ou tout simplement d’oracle, objet totalement exoge`ne au mode`le que nous
rendons aussi ici endoge`ne.
.
4 Rappels, de´finitions et vocabulaire
Cette section nous permet de pre´ciser ce qu’est une Machine de Turing particulie`re
(de´sormais MT), la Machine de Turing Universelle (de´sormais MTU), le Calculateur
Universel (de´sormais CU), ainsi que le vocabulaire affe´rent utilise´ :
4.1 Mode`le classique d’algorithme
Le mode`le the´orique classique d’algorithme est la machine de Turing [Turing, 1936]
qui a permis de fonder formellement les concepts de calcul, solution, algorithme, sche`me
et programme.
4.1.1 La machine de Turing
La machine de Turing de la figure 2 effectue l’addition de deux nombres repre´sente´s
par des baˆtonnets et se´pare´s par un aste´risque.
La position de de´part est donne´e ici par la position de l’index de lecture/e´criture figure´
par le triangle et l’e´tat de la machine est q0. On lit dans la table a` double entre´e (l,q0
−→ Λ, d, q1) qui signifie, :ayant lu le symbole l sur le ruban, alors que la machine est
dans l’e´tat q0, e´crire Λ (c’est-a`-dire effacer ce qu’il y a dans la case) de´caler la teˆte de
lecture/e´criture d’une case vers la droite et mettre la machine dans l’e´tat q1. Et ainsi de
suite.
De´finition 4.1 Une Machine de Turing (de´sormais MT) a` un ruban est un quintuplet ;
M =< Q,Σ, q0, t, F >
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Λl
*
q0 q1 q2
Λ, g, q2 Λ, d, q0
Λ, d, q1 l , d, q1 l , g, q2
Λ, ! * , d, q1
, g, q2*
q0
Bloc
logique
Λ l l * l l l l l l Λ
Figure 2 – Machine de Turing de l’addition
tel que :
– Q = {q0, . . . , qn}, n ∈ N∗ est un ensemble fini d’e´tats (ou alphabet inte´rieur) ; q0
e´tant l’e´tat initial ; F ⊆ Q , F e´tant l’ensemble des e´tats finaux, c’est a` dire
pour un proble`me de de´cision :
F = {qoui; qnon};
– Σ est l’alphabet (alphabet exte´rieur), c’est un ensemble fini de symboles tel que ;
Q et Σ sont totalement disjoints, c’est-a`-dire : Q ∩ Σ = ∅ . De plus, Σ contient
toujours le symbole vide, note´ Λ. Certains auteurs ajoutent un symbole particulier
comme premier symbole signifiant comme par exemple B; indiquant que la` doit
commencer la lecture des symboles sur le ruban mais si on donne la position de la
teˆte de lecture-e´criture en position de de´part, ce symbole n’est plus ne´cessaire 7 ;
– t est la fonction de transition ;
t : Q× Σ→ Q× Σ× {G,D,N}.
suivant les auteurs, on parle de sche`me de la machine de Turing ; t peut eˆtre
conside´re´ en fait comme le ”programme” de la machine. On utilise aussi le terme
de de´rivation pour une transition simple ou un pas de calcul ;
– {G,D,N} est un alphabet de de´placement concernant la teˆte de lecture (ou le ruban)
pour lequel :
G signifie de´calage d’une case vers la gauche,
D signifie de´calage d’une case vers la droite,
7. Dans la litte´rature, on peut aussi trouver d’autres fac¸ons de formaliser le concept de machine de
Turing, par exemple en caracte´risant le symbole blanc ce qui conduit a` distinguer l’alphabet de travail
d’un alphabet plus ge´ne´ral. On de´crit alors formellement une machine de Turing comme un septuplet :
M =< Q,Σ,Γ, B, q0, t, F >
ou` B est le symbole ”blanc”, tel que B ∈ Γ et B /∈ Σ ; Γ l’alphabet de travail (on a alors Σ ( Γ)
7
N signifie Neutre, c’est-a`-dire, pas de de´calage ;
Cette pre´sentation d’une MT est celle de ce qu’il est convenu d’appeler une MT par-
ticulie`re. En effet, il faut une MT pour l’addition, une pour la multiplication . . . Pour
chaque ope´ration particulie`re, il faut de´finir une MT particulie`re, c’est-a`-dire une fonc-
tion de transition, un alphabet inte´rieur (ou alphabet d’e´tat) et un alphabet exte´rieur
particularise´s pour re´soudre le proble`me conside´re´. Se pose alors la question de disposer
d’une MT capable d’e´muler tout MT particulie`re, c’est-a`-dire une MT universelle.
4.2 La machine de Turing universelle
La the´orie algorithmique est base´e sur le concept the´orique de Machine de Turing Uni-
verselle (de´sormais MTU) ; nous utiliserons aussi ici une fac¸on particulie`re de repre´senter
une MTU, a` savoir le calculateur universel (4.4).
Comme e´crit pre´ce´demment, une MTU doit eˆtre capable de simuler toute MT parti-
culie`re. Comme les MT particulie`res, la MTU est constitue´e d’un ruban, d’une teˆte de
lecture/e´criture, d’un bloc logique (voir figure 3).
Bloc logique
0 1 1 0 0 1 1 0 0 1 1
Figure 3 – Machine de Turing Universelle
Du point de vue conceptuel, il n’y a alors pas de diffe´rence entre donne´es et sche`me
de MT. La se´quence de symboles sur le ruban concerne tant les donne´es que le code
(sche`me) de la MT particulie`re simule´e. Pour ce faire, il faut que le bloc logique de la
MTU puisse distinguer les symboles qui ressortissent aux donne´es du calcul a` effectuer
de ceux des symboles qui codent l’algorithme a` exe´cuter ainsi que ceux des symboles du
re´sultat.
Une formulation pratique de la MTU est de distinguer les diffe´rentes se´quences de
symboles du ruban. L’alphabet exte´rieur de la MTU sert a` coder :
1. le sche`me de la machine (l’algorithme) particulie`re conside´re´e ;
2. l’instance particulie`re de donne´es sur laquelle il faut exe´cuter le programme ;
3. le re´sultat du calcul de la machine elle meˆme.
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4.2.1 Codage
Le caracte`re universel de la machine est obtenu par le fait que la communication avec
l’exte´rieur (l’environnement) se fait par l’interme´diaire du ruban, et il faut que tout passe
par ce ruban, les donne´es, le sche`me qu’on appelle alors le programme, et l’e´criture du
re´sultat. Il faut alors distinguer ce qui ressortit dans le codage au sche`me, a` l’instance
de donne´es, et au re´sultat. Le codage binaire permet de faire cela, en distinguant les
diffe´rents langages par codage. Une possibilite´ en est :
– chaque caracte`re du langage exte´rieur peut eˆtre code´ 1 suivi d’un nombre pair de
ze´ros supe´rieur a` 3 et se terminant par 1, ainsi 100001 est un symbole du langage
conside´re´ ;
– chaque caracte`re de´crivant l’espace d’e´tats (ou langage inte´rieur) peut eˆtre code´ 1
suivi d’un nombre impair de ze´ros supe´rieur a` 3 et se terminant par 1, ainsi 1000001
est un symbole du langage conside´re´ ;
– les chaˆınes 101 ; 1001 ; 10001 codant l’alphabet de mouvement, par exemple
de´calage a` droite, de´calage a` gauche, stagnation.
La se´paration entre les diffe´rents caracte`res tient a` ce type de codage. En effet, une
se´quence de la MTU se pre´sente alors sous la forme suivante :
. . . 1000000110011000001 . . .
les diffe´rents caracte`res des diffe´rents alphabets sont alors se´pare´s et reconnus par la
succession de deux 1, le de´but et la fin de la se´quence n’e´tant eux marque´s que par un
seul caracte`re 1.
4.3 Machine de Turing a` plusieurs rubans
On peut sans perte de ge´ne´ralite´ conside´rer un ruban pour chacune de ces se´quences
de symboles, ce qui nous conduit a` utiliser le concept de machine a` plusieurs rubans.
Cette fac¸on de pre´senter les choses a un avantage, c’est celui de pre´cise´ment distinguer,
pour des raisons de lisibilite´ the´orique, le programme proprement dit du re´sultat et des
calculs interme´diaires, permettant ainsi de pre´ciser les attributions et roˆle de chacun.
Nous conside´rerons ici qu’il y a trois rubans.
Rien n’est dit ici bien suˆr sur le  programme syste`me  de la machine universelle
elle-meˆme. Il suffit pour dire qu’il existe que les codages se font avec des alphabets finis
.
4.4 Calculateur universel
Un calculateur universel [Lavalle´e, 2010, Sanjeev, 2011], (de´sormais CU) est une va-
riante de MTU a` trois rubans dont on a spe´cialise´ les rubans, c’est-a`-dire :
+ sur le premier ruban se trouve le programme. Ce ruban est infini a` droite (respec-
tivement a` gauche) et rempli de 0 et de 1 codant le programme, la machine peut en
lire le contenu et ne peut faire que c¸a sur ce ruban. Au de´part ce ruban posse`de une
e´criture, le programme a` exe´cuter. La teˆte de lecture ne se de´place que dans une
seule direction, d’une case (et d’une seule) a` chaque item de temps sans possibilite´
de retour en arrie`re et sans non plus de possibilite´ de stagnation. Ce sont ces deux
dernie`res proprie´te´s qui font la caracte´ristique du calculateur universel par rapport
a` la MTU ;
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+ le deuxie`me ruban est un ruban dit de travail, pour les calculs interme´diaires
sur lequel la machine peut lire, effacer, e´crire et de´caler la teˆte de lecture/e´criture
d’une case (et d’une seule) a` chaque item de temps vers la droite, la gauche, ou
rester stable, ce ruban est infini a` droite et a` gauche. Au de´but du calcul, ce ruban
comprend une suite finie de 0 et de 1, et des vides partout ailleurs ; ce ruban
contient, code´e en 0 et 1 la donne´e (l’instance) s du calcul ;
+ le troisie`me ruban est le ruban de re´sultat entie`rement vide au de´but du calcul,
une teˆte d’e´criture vient e´crire le re´sultat (code´ uniquement en 0 et 1), le ruban est
infini a` droite, la teˆte d’e´criture ne peut se de´placer que vers la droite, uniquement
et elle ne peut qu’e´crire.
Bloc logique
Calculs interme´diaires1 1 0 1 0
Ruban programme1 0 1 1
Ruban re´sultats1 0 0 1
Figure 4 – Calculateur universel
Nous appellerons Calculateur Universel note´ CU, une telle version de MTU a` 3
rubans. De meˆme que pour les machines de Turing, nous pouvons classer ces calculateurs
C0, C1, C2 . . . , Cn, . . .
Si on conside`re une suite infinie p de 0 et de 1 sur le premier ruban, et s une suite
finie de 0 et de 1 sur le troisie`me ruban (celui des re´sultats), on note Ci(p, s) la suite
finie de 0 et de 1 qui se trouve sur le ruban de re´sultats quand le calculateur Ci s’arreˆte
pour le programme p et la donne´e s (quand c¸a se produit). Dans le cas ou` Ci ne s’arreˆte
pas pour p et s on dit que Ci(p, s) n’est pas de´fini. Lorsque Ci(p, s) est de´fini, Ci n’a lu
qu’un nombre fini de symboles de p (e´vident, sinon il ne s’arreˆterait pas). Cette suite
finie est appele´e programme re´duit et note´e pri(p, s) ce qui se lit,  programme re´duit
du calculateur i pour le programme p et la donne´e (l’instance) s .
On est fonde´ a` parler alors de programme re´duit. En effet, conside´rons la suite binaire
infinie pr|t ou` pr est le programme re´duit et t une suite binaire infinie arbitraire, et pr|t
la concate´nation de pr avec t. Alors Ci(pr|t, s) ne de´pend pas de t. Toutefois on ne peut
pour autant conside´rer pr comme e´tant le programme minimal au sens du nombre de
symboles.
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5 La de´marche
Le premier proble`me qui se pose est celui de la gestion du temps.
5.1 Le temps
Le temps, deus ex machina est, pour ce qui nous concerne, irre´versible.
L’e´coulement temporel est marque´ dans un CU par le fait que les rubans de programme
et de re´sultat sont finis d’un coˆte´ et que les teˆtes de lecture et d’e´criture respectivement
sur les rubans programme et re´sultat ne peuvent ni stagner ni revenir en arrie`re. Il s’agit
la` d’une diffe´rence fondamentale avec la MTU pour le point de vue qui nous inte´resse
ici, et qui caracte´rise le CU par rapport a` la MTU.
6 La machine-α
Le calculateur universel ne peut repre´senter les phe´nome`nes dynamiques, c’est-a`-
dire ceux dont le ”programme” varie en fonction du temps et surtout du passe´. Nous
pre´sentons ci-apre`s la structure de la machine-α, mode`le ge´ne´rique pour les algorithmes,
qu’ils soient naturels ou classqiues. Nous donnons la structure de ce mode`le. La figure 5
repre´sente ce que nous appellerons par la suite machine-α.
6.1 Structure de la machine-α
Sans pre´juger du  programme syste`me , ou syste`me d’exploitation de la machine-
α sur lequel nous reviendrons, elle est constitue´e ici des trois bandes du calculateur
Universel classique. Mais, diffe´rence importante, elle est munie de quatre teˆtes d’acce`s
aux bandes programme, travail et re´sultat au lieu des trois du CU :
+ la teˆte de lecture du programme qu’on trouve e´galement sur le calculateur universel
classique (voir figure 4) qui ne peut que lire et se de´placer en un seul sens et d’une
seule case a` la fois, elle est repre´sente´e par un triangle rouge marque´ r sur la figure
5, elle se de´place d’une seule case a` la fois, et ne peut jamais stagner ;
* la teˆte d’e´criture sur le ruban programme qui est repre´sente´e sur la figure 5 par le
triangle bleu marque´ b, nous y reviendrons ;
* la teˆte d’ e´criture sur le ruban re´sultat, qui est repre´sente´e sur la figure 5 par
un triangle vert marque´ v, elle se de´place d’une seule case a` la fois, dans un seul
sens, elle peut e´galement e´crire sur les rubans  travail  d’autres machines dans un
re´seau (envoi de message par exemple, e´criture dans des registres, signal lumineux,
cri, . . . ) ;
+ la teˆte de lecture-e´criture sur le ruban de travail figure 5 par un triangle noir
marque´ n. Cette teˆte peut lire ou e´crire indiffe´remment et se de´placer dans les deux
sens, d’une seule case a` la fois ou stagner, comme dans le CU classique.
6.2 La ge´ne´ricite´ du mode`le
Ce mode`le contient le calculateur universel, il suffit d’inactiver la  teˆte bleue  (i.e.
b) d’e´criture sur le ruban programme (voir figure 5) et de limiter le roˆle de la  teˆte
verte  (i.e. v) a` l’e´criture sur le ruban re´sultats. En cela ce mode`le est de´ja` plus ge´ne´ral
que le mode`le de CU qui contient lui-meˆme celui de MTU.
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n. . .. . .
. . .
v
br
MU(ω)
Calculs in-
terme´diaires, contexte1 1 0 0
Programme1 0 1 1 1
Re´sultats1 0 1 0 1
Figure 5 – machine-α
7 Fonctionnement de la machine-α
Nous examinerons successivement la variabilite´ a` laquelle sont expose´s les codes de
la machine-α, le syste`me d’exploitation, et comment se font les communications dans ce
mode`le ge´ne´rique.
7.1 La variabilite´
Une fonctionnalite´ intrinse`que des algorithmes naturels c’est la variabilite´, a` l’image
de la matie`re vivante 8, et plus pre´cise´ment si on se re´fe`re au mode`le machine-α, la
variabilite´ du programme affe´rent. Plus particulie`rement, cette variabilite´ peut eˆtre due
au contexte ou a` l’interaction entre entite´s mode´lise´es par des machine-α.
Dans le mode`le machine-α cette variabilite´ est due a` l’action des teˆtes b et v (res-
pectivement bleues et vertes) sur la figure 5 et mode´lise´e par leur fonctionnement.
8. Nous e´viterons ici d’entrer dans le de´bat sur la de´finition du vivant.
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7.2 Le  syste`me d’exploitation 
C’est le syste`me d’exploitation de la machine-α qui rend compte de cette diversite´
dans la mode´lisation. En effet, les interactions avec l’environnement sont ici mode´lise´es
par des interventions exte´rieures provoquant des modifications d’e´critures sur le ruban
des calculs interme´diaires. Ces modifications sont lues -ou pas- par le  syste`me d’ex-
ploitation  et traite´es en fonction du sche`me de la machine-α. C’est la` que peuvent
intervenir des e´critures sur les trois rubans, suivant a` la fois le programme du ruban
programme et du sche`me central.
Le sche`me central ou syste`me d’exploitation fonctionne de la manie`re suivante :
– Lecture par la teˆte rouge (i.e. r sur la figure) d’une instruction sur le ruban Pro-
gramme de la figure 5 ;
– e´criture ou lecture (en fonction de l’instruction lue pre´ce´demment) sur le ruban
interme´diaire. En cas de lecture sur le ruban interme´diaire ; plusieurs cas peuvent
se produire en fonction de ce qui est lu :
1. la teˆte bleue (i.e. b) entre en action et e´crit sur le ruban programme, elle
modifie ainsi le programme en cours d’exe´cution,
2. la teˆte verte (i.e. v) entre en action et e´crit sur le ruban re´sultats,
3. e´mission d’un message, c’est-a`-dire, e´criture sur le ruban interme´diaire d’une
autre machine-α.
– e´mission d’un message, c’est-a`-dire, e´criture sur le ruban interme´diaire d’une autre
machine-α.
Nous avons distingue´ deux cas d’e´mission de message en fonction du fait que l’une est
pre´vue dans le programme initial du ruban Programme, alors que l’autre est une re´action
a` un message rec¸u, a` savoir, une lecture sur le ruban interme´diaire d’une e´criture faite
par une autre machine-α.
La gestion de ces envois et re´ceptions de messages, de leurs destinataires est faite par
le programme inscrit sur le ruban programme.
7.3 La communication
Le  mode`le standard  de CU ou meˆme de MTU n’est pas pre´vu pour commu-
niquer. Or les machine-α. sont connecte´es en re´seau. Ce qui caracte´rise aussi la vie,
c’est l’interaction avec le milieu. Le milieu c’est tout ce qui entoure l’objet d’e´tude,
champs magne´tiques, tempe´rature, oxyge`ne, eau, . . . ainsi que la communication entre
des machines-α . La communication peut-eˆtre inte´gre´e en conside´rant le re´seau comme
une entite´. La communication s’ope`re par l’interme´diaire des rubans (voir figure 6).
Ainsi, par exemple machines-α-1 e´crit sur le ruban interme´diaire d’une ou plusieurs
autres en ce sens comme le sche´matise la figure 6 qu’on peut conside´rer que machine-α-
1, note´ sur la figure 6 MU(ω)1 e´crivant sur son ruban de travail (ruban interme´diaire sur
la figure), une machine-α-2, MU(ω)2 machine-α-3, MU(ω)3 . . . , machine-α-i, MU(ω)i.
Conforme´ment au § 7.2 la communication s’ope`re par l’interme´diaire du ruban de travail.
On peut ici voir les communications de deux fac¸ons suivant le phe´nome`ne mode´lise´.
Soit une MU(ω)i e´crit directement sur un ruban de travail d’une autre MU(ω)j ;
Soit que toutes les MU(ω) ont le meˆme ruban de travail, ce qui implique une synchro-
nisation.
Dans la figure 6 nous avons fait figurer une telle situation ; les machines MU(ω)1 et
MU(ω)2 sont synchronise´es par le ruban de couleur rose. Dans un tel contexte, le proto-
cole de communication est tel que MU(ω)1 ne peut e´mettre son message que si MU(ω)2
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est en situation de le lire (i.e. recevoir). Les proble`mes lie´s aux syste`mes de MU(ω) et
de communication entre eux, ressortissent a` l’algorithmique distribue´e de controˆle. On
MU(ω)1 MU(ω)2 MU(ω)i
Figure 6 – Re´seau de machines-α
pourraˆıt e´galement pre´senter les choses un peu diffe´remment a` partir du meˆme mode`le.
Dans ce sche´ma (voir la figure 8) le ruban rose mode´lise une communication entre deux
machines-α, repre´sentant le fait se´quentiel d’une communication qui veut qu’un message
ne puisse eˆtre lu ou rec¸u avant d’avoir e´te´ envoye´.
8 Des scenarii
8.1 Le code ge´ne´tique
En recodant le code ge´ne´tique des eˆtres vivants en binaire, on obtient pour chaque
ADN et chaque ge`ne une se´quence binaire. Nonobstant le fait que c’est ce qui  construit
un eˆtre vivant, on peut assimiler cette se´quence binaire au programme d’un CU. On sait
en ge´ne´tique que nombre de ge`nes jouent un roˆle de  codes correcteurs  ou ne  servent
a` rien 9  on peut par analogie conside´rer alors la se´quence d’ADN comme une se´quence
binaire au sens de Kolmogorov 10 contenant un programme re´duit minimal (prm) c’est-a`-
dire que lors de la construction et meˆme de toute la vie de l’eˆtre vivant certains ge`nes ne
9. Il serait plus prudent sans doute de dire qu’on ne sait pas a` quoi ils servent ni s’ils servent a`
quelquechose.
10. cette fac¸on de faire permet de reconstituer l’arbre philoge´ne´tique en conside´rant les distances entre
se´quences.
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sont pas active´s, les uns sans doute traduisant un  passe´ , une  ge´ne´alogie  de l’or-
ganisme et, parmi les autres, des possibles non re´alise´s, mais potentiellement re´alisables
sur le long terme.
8.1.1 Modifications ge´ne´tiques
Conside´rons la variabilite´ du code ge´ne´tique. Le code ge´ne´tique est code´ sur le ruban
”Programme”, lu par la teˆte rouge, marque´e r ; sur le ruban ”re´sultat” est code´ l’orga-
nisme ge´ne´re´ par ce code ge´ne´tique, inscrit par la teˆte verte, marque´e v. Le fonction-
nement de la machines-α MU(ωi) influence´ aussi par le ruban ”contexte” (te´te noire)
marque´e n sur lequel d’autres machines-α peuvent e´crire peut cre´er des e´ve´nements
en modifiant des symboles sur le ruban programme (teˆte bleue marque´e b). La figure
6 repre´sente l’abstraction d’un re´seau de machines-α MU(ωi), i ∈ N∗ communicant
par l’interme´diaire de leurs rubans ”contexte 11”. On peut d’ailleurs se ramener a` un
seul ruban  contexte  eu e´gard au fait que ces lectures-e´critures sont se´rialisables
et que les machines-α sont intrinse`quement se´quentiels, cette se´quentialite´ mode´lisant
l’e´coulement temporel.
Le code ge´ne´tique est soumis a` variations par le contexte quel qu’il soit, changements
e´lectromagne´tiques (radiations suite a` un accident nucle´aire, e´ruption solaire, modifica-
tions du magne´tisme terrestre, . . . ), chimiques (Bhopal, agent orange au Vietnam, . . . ),
ce qui dans le cas pre´sent sera mode´lise´ par des modifications du codage sur le ruban
programme induites par les signaux (messages) rec¸us sur le ruban de travail.
C’est par un phe´nome`ne de modifications du code ge´ne´tique et de cohe´rence avec le
milieu (la se´lection [Darwin, 1872]) que s’ope`re la modification des espe`ces.
Ajoutons que sur une tre`s longue pe´riode de temps (millions d’anne´es par exemple)
meˆme des phe´nome`nes de tre`s faible probabilite´, e´ventuellement nulle, finissent par se
produire.
Figure 7 – Se´quences d’ADN de mamife`res
Exemple : Sur l’exemple de la figure 7 on a fait figurer les se´quences des 60 premiers
nucle´ides de mamife`res (sur 1134), en haut ; l’humain, puis dans l’ordre, bovin, souris,
rat, poulet. L’histogramme en dessous montre ou` se situent les modifications, et leur
ampleur. Entre le rat et la souris, il y a sur ces 60 nucle´ides, deux modifications (31 sur
les 1134), le sixie`me et le onzie`me, il y en a 120 sur les 1134 entre la souris et l’humain,
dont 4 sur les 60 visibles ici ; illustrant ainsi notre propos.
11. Nous n’avons pas fait figurer les autres rubans sur la figure pour ne pas l’encombrer.
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8.2 L’auto-re´plication
L’auto-re´plication qui est une caracte´ristique du monde biologique est assure´e ici,
suivant le cas de mode´lisation voulue, par la recopie du ruban programme sur le ruban
re´sultats dans un cas, ou encore par recopie sur un ruban de travail, qu’il soit celui de la
machine-α conside´re´e ou d’une autre, soit par synchronisation, soit par message. C’est
au cours de cette re´plication que des modifications peuvent apparaˆıtre de fac¸on ale´atoire
comme nous le montrons ci-apre`s au § 9.
ruban 1
MU(ω)1 MU(ω)2 MU(ω)i
Figure 8 – Syste`me de machine-α synchronise´es
9 Le hasard et la ne´cessite´
Il est courant dans la litte´rature anglo-saxonne (par exemple dans [Li, 1997]) concer-
nant les mode`les the´oriques de calcul, d’introduire la notion d’oracle 12, en particulier
pour la classe des proble`mes NPC 13. Il s’agit alors d’un objet comple`tement exte´rieur
a` la the´orie, immanent et artificiel. Nous l’inte´grons ici a` travers l’introduction d’un
12. Attention, il s’agit la seulement du cas de la the´orie de la complexite´ computationnelle, et il ne
faut pas confondre oracle et machine non de´terministe. En statistiques par exemple, ce concept peut
avoir toute sa place.
13. Il s’agit de la classe d’e´quivalence de proble`mes (plus pre´cise´ment du proble`me de satisfiabilite´)
pour lesquels on ne connaˆıt pas d’algorithme suceptible de les re´soudre en temps polynomial mais dont
la ve´rification d’une solution peut, elle, eˆtre faite en temps polyomial.
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e´ve´nement ale´atoire  ω  qui ge`re cet aspect. C’est la modification du ruban de tra-
vail due a` l’occurence de l’e´ve´nement ω d’un e´ve´nement ale´atoire dans le contexte des
machines-α en lieu et place de l’existant.
9.1 Hasard, contexte et influence
Dans la nature, nombres d’e´ve´nements ressortissent a` des phe´nome`nes probabilistes.
En particulier des e´ve´nements comme ceux qui ont provoque´ la disparition d’espe`ces
entie`res ou des modifications ge´ne´tiques dans celles existantes, chute de me´te´orites, in-
version des poˆles magne´tiques ressortissent au contexte.Nous introduisons un sche´ma
probabiliste pour mode´liser ce type de phe´nome`ne. Conside´rons donc un espace pro-
babilise´ (Ω,A, p) de´crivant l’univers des possibles Ω, la σ-alge`bre A des e´ve`nements
pouvant se re´aliser et p la loi de probabilite´ de´finie sur ces e´ve`nements.
– Ω est un espace abstrait (voir la de´finition dans [Fre´chet, 1928] , espace des e´ve`nements
e´le´mentaires en correspondance avec les situations ou` la machine-α va s’exe´cuter),
c’est l’ensemble de tous les e´ve´nements qui peuvent se produire dans l’environne-
ment ;
– A est la σ-alge`bre des sous-ensembles mesurables de Ω ;
– et p(•) est une mesure de probabilite´ de´finie sur A, p(E) donnant la probabilite´
d’occurence de E ∈ A et satisfaisant p(Ω) = 1.
La machine-α, MU(ω) mode´lise donc la machine (son programme, ses donne´es. . .)
dans le contexte ω ou` elle est conside´re´e (par exemple, si son code a e´te´ modifie´ par
un ”orage e´lectromagne´tique” qui a change´ ses bits de code, son syste`me ope´ratoire (i.e
O.S.), . . . .
De´finition 9.1 (Distance de Leveshtein) C’est le couˆt minimal de transformation
d’une chaˆıne de caracte`res en une autre par utilisation de suppressions, insertion, sub-
stitution de caracte`res a` l’une des chaˆınes. L’algorithme associe une me´trique de couˆt 1
a` chacune de ces transformations e´le´mentaires portant sur un caracte`re.
9.2 Caracte´risation de ω
Lorsqu’un e´ve´nement ω se produit, avec une probabilite´ p(ω), une modification est
engendre´e sur le ruban de travail de la machine-α. Ce ruban est mode´lise´ par un en-
semble, note´ E de mots de longueur variable construits sur l’alphabet {0, 1}. Si nous
notons mn, n ∈ N∗ un mot de longueur n, E s’e´crit : E = {mn, n < +∞}. Cet ensemble
E peut eˆtre muni d’une me´trique telle que la me´trique de Levenshtein.
Si on note dL cette distance, (E, dL) est un espace me´trique. On peut alors construire
une topologie T sur E qui devient un espace topologique (E, T ). L’e´tape suivante consiste
a` de´terminer la σ−alge`bre B construite a` partir de la topologie T de´finie sur E. On
obtient ainsi l’espace probabilisable (E,B). Cela nous ame`ne a` conside´rer l’application
Mn(.) de´finie sur (Ω,A, p) a` valeurs dans (E,B) qui a` tout ω de Ω associe le mot mn
de longueur n ge´ne´re´ par ω. Nous postulons maintenant que Mn(.) est une fonction
mesurable de (Ω,A, p) dans (E,B), donc une variable ale´atoire.
Remarque 9.1 Si nous supposons que Mn(.) associe a` ω, non plus un mot mn mais un
sous-ensemble B de mots de E (de longueurs e´ventuellement diffe´rentes), nous avons la
possibilite´ de mode´liser, dans le contexte de la machine-α, le cas des machines de Turing
non de´terministes. Il faudra alors conside´rer des ensembles ale´atoires en lieu et place
des variables ale´atoires.
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Nous avons e´voque´ pre´ce´demment la prise en compte du temps, notamment dans
le cadre de la communication. Sa prise en compte dans l’influence du contexte sur le
comportement d’une machine-α se fait tre`s simplement en conside´rant, non plus la
variable ale´atoire Mn(.), mais le processus stochastique {Mn, t(.)}, t ≥ 0 dans lequel,
pour tout t ≥ 0,Mn, t(.) est une variable ale´atoire de´finie sur (Ω,A, p) a` valeurs dans
(E,B) de´finie comme Mn(.).
10 Conclusion
Nous avons fourni avec la machine-α un mode`le ge´ne´rique dont nous avons montre´ la
filiation avec les mode`les the´oriques de Machine de Turing Universelle, puis de Calcula-
teur Universel et avons caracte´rise´ ce mode`le ainsi que la fac¸on dont elle est susceptible
de fonctionner sur l’exemple du code ge´ne´tique.
Cette ge´ne´ralisation de la de´marche algorithmique permet d’aborder des proble`mes
transversaux, ressortissant a` des domaines et disciplines scientifiques tre`s divers. De
plus, elle permet d’aborder des proble`mes foncie`rement nouveaux et de mettre en rela-
tion, voire d’unifier des proble´matiques qui sont a priori e´loigne´es comme on a pu le voir,
qu’il s’agisse de la se´lection naturelle, de vols de migrateurs ou de re´seaux d’ordinateurs.
Il s’agit la` d’un nouveau paradigme scientifique.
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