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 Abstract  Broadband satellite communication networks operating at Ka band (20-30 GHz) play a very important role in today’s worldwide telecommunication infrastructure. The problem, however, is that rain can be the most dominant impairment factor for radio propagation in these frequency bands.  Allocating frequency bandwidth based on the worst-case rain fading leads to the waste of the frequency spectrum due to over reservation, as actual rain levels may vary. Therefore, it is essential that satellite systems include adaptive radio resource allocation combined with fade mitigation techniques to efficiently counteract rain impairments in real-time. This thesis studies radio resource management problem for rain faded Digital Video Broadcast-Return Channel via Satellite (DVB-RCS) networks. This research stems from taking into account two aspects in the bandwidth estimation and allocation process: the consideration of multiple rain fading levels; and the geographical area size where users are distributed.  The thesis investigates how using multiple rain fading levels in time slot allocation can improve bandwidth utilisation in DVB-RCS return links. The thesis presents a mathematical model to calculate the bandwidth on demand. The radio resource allocation is formulated as an optimisation problem, and a novel algorithm for dynamic carrier bandwidth and time slots allocation is proposed, which works with constant bit rate type of traffic. The research provides theoretical analysis for the time slot allocation problem and shows that the proposed algorithm achieves optimal results.  This thesis also studies Return Channel Satellite Terminals (RCSTs) geographical distribution effects on bandwidth demand and presents a novel mathematical model to estimate the maximum instantaneous bandwidth demand for RCSTs randomly distributed over a geographical area in a satellite spot beam. All the proposed algorithms have been evaluated using a novel simulation with historical rain data.   
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1. Introduction     
1.1. DVB-RCS Systems 
DVB-RCS stands for Digital Video Broadcast-Return Channel by Satellite. DVB-RCS is an open standard employed in two-way broadband communication services via geostationary satellite. Remote terminals receive transmission via a forward channel, and transmit responses and requests via a smaller return channel [1]-[3]. The service is used by the Societe Eurpeenne des Satellite (SES). The companies operating ASTRA and Eutelsat are two examples of satellite operators that are following the DVB-RCS standard [4], [5]. The Eutelsat is the first European operator for the telecommunication services through satellite and the owner of the three LinkStar DVB-compatible hubs. The operator is partnered with Comsat Laboratories division of the ViaSat to implement a real DVB-RCS standard network that enables terminals enterprise services cross Europe. These Networks provide various services such as Internet, video and audio conferencing. The interactive satellite services are attractive for customers and providers worldwide due to the relatively cheap solutions they deliver, especially in the areas where the infrastructure to support any other means of services is lacking [6].  
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 Consequently, this growing demand requires the use of higher bandwidth communications achievable at higher frequencies such as in the Ka band. The problem, however, is that rain can cause serious radio signal quality degradation in high frequency bands. Therefore rain is considered to be the main impairment factor for satellite networks performance [7]-[10] Radio Resource Management (RRM) in rain-faded satellite network is the main area of interest of this thesis. Figure 1-1 illustrates the main system blocks and highlights the research scope. This research is related to the datalink and physical link layers of the OSI model dealing with the radio resource and time-slot allocation management problem in the DVB-RCS Geo satellite networks. This thesis stems from two main ideas: addressing the actual rain fading level; and taking into account the area size in which end terminals are distributed. 
 
Figure 1-1 Main research blocks     
Connection Media Access Control Physical Layer  
Fade 
Mitigation 
Techniques 
Call Admission 
Control 
QoS 
 Traffic 
Research Scope 
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1.2. Research Motivation Broadband satellite communication networks operating at Ka band (20-30 GHz) has an important role in today’s worldwide telecommunication infrastructure. Over 3.5 million satellite service receivers have been shipped worldwide. Satellite services is a 2.3 billion pound industry [11], [12], and about 10% of the total shipped satellite receivers to date use DVB-RCS standards, as illustrated in Figure 1-2 [12]. 
Figure 1-2 Units sales percentage over the world (©Comsys, 2014)  Tooway is an example of Internet services via satellite provider. The company is a part of the Eutelsat Satellite Network (ESN). The company provides a guaranteed throughput of high speed Internet for over 150,000 customers around Europe. Figure 1-3 shows the Ka-band satellite footprint [13]. Satellite networks provide relatively cheap solutions and high quality performance for the end users. These networks are used all over the world and are vital especially for rural areas. For example in the US alone, there are over 64% of the total used units today. Figure 1-4 shows a pie chart of the worldwide continental usage of the interactive satellite services. It is also essential for countries that still do not have an infrastructure to support any other means of services.  
44%
23%
17% 10%
4% 2% HughesGilatiDirectDVB-RCSViaSatOthers
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Figure 1-3 Eutelsat Ka Sat footprint [13] 
 
Figure 1-4 Units sales percentage over the world (©Comsys, 2014)  However, satellite communication networks face a number of challenges:  
• Rain can be the most dominant impairment factor for radio propagation above 10 GHz. Therefore, to maintain a certain quality of service level under rainy conditions countermeasures must take place [14]. 
• The radio frequency spectrum available is limited in satellite broadband networks, which exacerbates the rain-fading problem. The problem of limited spectrum is described in [15], [16]. 
64%11%3% 8%
13%2% N AmericaEuropeAfricaL AmericaAsia/PacificMiddle East
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• There is a growing demand that urges the use of higher frequencies, which again exacerbates the rain-fading problem even further [17], [18]. 
 Therefore, improving the bandwidth utilisation can have a significant worldwide impact on the service expenses and pricing by increasing the number of users or improving the service quality for the same amount of reserved radio resources.  This research is aiming to address some of these challenges. The research objective is to increase the network performance efficiency. This thesis focuses on the demand estimation and bandwidth allocation. The research also investigates whether the current approaches used in Radio Resource Allocation (RRA) and bandwidth estimation are spectrally efficient. 
1.3. Objectives and Contributions of the Thesis 
This research focuses on high frequency geostationary satellite systems that suffer severe rain fading, and hence require advanced techniques to compensate for the signal impairments. The main objectives in this research are to design, analyse and quantify a DVB-RCS system structure that helps improving bandwidth utilisation by adapting to multiple levels of rain fading. The research aims to design efficient Media Access Control (MAC), which combines real-time weather conditions Fade Mitigation Techniques (FMT) with the radio resource allocation process. This research stems from taking into account two aspects in the bandwidth estimation and allocation process: the consideration of multiple rain fading levels; and the geographical area size where users are distributed. The hypothesis, this research investigates, is that “knowing the geographical distribution of RCSTs and their historical rain information combined with an efficient MAC algorithm that considers multiple levels of rain fading will lead 
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 to a better bandwidth utilisation, and QoS”.  The research contributions are as follows: 
• A novel event-based network simulation environment that helps calculating the bandwidth demand for a number of network scenarios is proposed. The simulator uses a real historical rain data to determine the bandwidth demand. 
• A study of the effects of using multiple rain fading levels on the total bandwidth demand of constant data rate traffic is presented. The study demonstrates the resulting improvements in bandwidth allocation on real historical rain data. 
• A novel low-cost time slot allocation algorithm for bursty data rate traffic is proposed to achieve a better bandwidth utilisation using multiple rain fading levels while still meeting the Quality of Service (QoS) requirements.  
• Theoretical analysis of the time slot allocation problem is provided, which shows that the proposed algorithm achieves the theoretically optimal assignment.  
• Using empirical study, this research demonstrates that the total worst-case bandwidth demand for RCSTs randomly distributed over a geographical area can be estimated as a function of the area size. The proposed estimation model is also robust with respect to annual variance in rain conditions. 
•  A novel and improved demand estimation model for the multiple rain fading levels approach is derived. This thesis proves that the improved model produces significantly better estimates compared to the original model, and remains robust with respect to annual rain variance.   
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1.4. Overview of the Thesis Contents 
Chapter 2 This chapter establishes the technical background involved in this thesis. It starts with DVB-RCS system structure and access techniques description. MF-TDMA frame is defined, and the MF-TDMA structure is highlighted. In DVB-RCS systems, there are number of service classes and quality of service available. This chapter lists all the related quality of service parameters, quality of service classes, and allocation schemes used. As rain is the main impairment factor in satellite networks, a number of techniques are applied at physical layer to mitigate the effect of rain fading. A literature review is presented for the used fade mitigation techniques in centralized DVB-RCS systems. Finally, the chapter highlights the call admission procedure. It describes the approximation methods used to calculate the required bandwidth, namely fluid flow and Gaussian.  
Chapter 3 This chapter investigates the problem of radio resource allocation and management by looking at two aspects: the consideration or multi-levels rain fading, and RCSTs geographical locations area size in radio resource allocation process. This chapter shows that worst-case rain fading is widely considered in radio resource allocation at MAC and CAC layers. Although the suggested methods guarantee providing the requested services, they are still spectrally inadequate as they may overestimate the rain fading level. The chapter also shows that the current rain field studies do not help in measuring or estimating the maximum possible rain field size in order to calculate the possible bandwidth demand, as they fall short in temporal and spatial resolutions. 
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Chapter 4 The chapter demonstrates the research setup. The proposed simulation environment structure is described and each building block is explained.  The proposed simulation is event-based and developed using MATLAB. The simulation calculated the required bandwidth for any given RCSTs geographical distribution, rain fading mitigation technique, and packing algorithm. The proposed simulation calculates the required bandwidth based on the NIMROD historical rain data for the UK. In this chapter, the dataset is described and calibrated to be used in this research setup. Finally, The proposed setup uses the On/Off model to simulate each RCST’s data traffic. The model is described, and the main tuning parameters are explained.  
Chapter 5 This chapter presents a study of bandwidth utilisation. It investigates the first research aspect, namely, considering multiple rain fading level effects on radio resource allocation and time slot allocation.  A novel bandwidth and time slot allocation algorithm is presented, the algorithm is based on the consideration of multiple rain fading levels in the time slot allocation process. The RCSTs were ordered then allocated time and frequency slot based on their rain fading level. The algorithm was also mathematically proved to achieve optimality. Finally the algorithm is tested using the research setup suggested in chapter 4.  
Chapter 6 This chapter presents two novel models for estimating bandwidth demand of randomly distributed RCSTs. The models are derived from studying the maximum aggregate size of rain fields over a given area size within one satellite spot beam. 
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 The first model estimates the maximum bandwidth demand for the worst-case rain fading. The estimation model was empirically validated. Based on the first model and the considerations of multiple rain fading levels in bandwidth allocation, the chapter presents a second model to estimate the bandwidth demand. The models are proved to be robust with respect to annual variance in rain conditions.  
Chapter 7 Finally, this chapter states the conclusion including the main research contributions, and gives suggestions for future work. 
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2. DVB-RCS Systems     
Satellite networks can provide high-speed multimedia services, including voice, video and Internet for a vast number of subscribers distributed over a very wide area. The DVB-RCS stands for Digital Video Broadcast Return Channel via Satellite, which is a centralised communication system. There is a single station called Network Control Centre (NCC) that controls all communication processes in real time. European DVB-RCS systems providers use the following access mechanisms recommended by the European Telecommunications Standards Institute (ETSI). TDMA is used on the forward link as the access mechanism, while the return link is shared by earth stations using a Multi-Frequency Time Division Multiple Access (MF-TDMA) scheme. Typically, Ku band (12-18 GHz) is used for the forward link and Ka band (18-30 GHz) for the return link [19]. Forward link transmissions for user terminals are organized in bursts. The bursts are assumed to be made of a fixed number of time-slots, which are long enough to transmit one fixed-size packet. Satellite links can be affected severely by rain fading, which can reduce the link capacity. NCC has to make sure that extra time slots or extra bandwidth are available to provide users with the requested quality of service in varying weather conditions. Consequently, efficient Radio Resource Management (RRM) and bandwidth utilisation under rainy conditions have become important research topics in satellite telecommunications. 
 10 
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 In this chapter, multi-spotbeams satellite networks and DVB-RCS standard are described. The system structure and access mechanism recommended by the ETSI are explained thoroughly. Satellite interactive networks provide various levels of quality of service to fit number of applications such as Internet, video and audio conferencing and streaming. These Quality of Service classes and parameters are highlighted.  As rain fading is the main impairment factor in satellite networks; the main counter measures techniques used at physical layers are investigated. The scope of this chapter is to cover all the major technical aspects that might be needed through this thesis. 
2.1. DVB-RCS Structure 
2.1.1. Network Architecture 
 
Figure 2-1 Network architecture  The network under consideration in this thesis is depicted in Figure 2-1. The satellite network mesh consists of the following elements:   1. A Geo satellite that operates at Ka-band for earth space communications.  
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 2. User terminals, which are called Return Channel via Satellite 
Terminals (RCST). 3. Network Control Centre (NCC), a single station that orchestrates the interactions between RCSTs and service providers, and is responsible for resource allocation for active RCSTs. 
2.1.2. Multi-spotbeams Satellite systems In this thesis, multi-spotbeams satellite systems are considered. Generally, in the multi-beam satellite communication systems, the coverage area of the satellite is divided into regions also known as spotbeams or cells, in order to optimise transmission power and frequency bandwidth reusability. Each region is served by a satellite spot beam. The boundary of the earth surface covered by a spotbeam is a level contour. When planning a network structure, the level of beam boundary is set by a 3dB decrease of antenna gain [20].  For simplicity, the earth surface is considered as a plane surface. A spotbeam is approximately regarded as the Orthographic Projection of the satellite beam. Hence, a cone shape is formed between the earth surface and the beam, of which the radius of bottom is the distance corresponding to the half 3dB beam width. However, in reality, the majority of spotbeams are inclined projections of the satellite, creating an ellipse area at the bottom of the cone. The shape of a spotbeam may vary based on the angle between the beam boresight and the ground. If the beam boresight is perpendicular to the ground, the cell is a circle, as shown in Figure 2-2(a), where 𝜃𝜃3𝑑𝑑𝑑𝑑  is half 3dB beam width. Otherwise, the cell is an ellipse, illustrated in Figure 2-2(b) [21].   
 12 
Chapter 2. DVB-RCS Systems 
 
 
  
Figure 2-2 (a) Circular cell (b) Elliptic cell In addition, the ellipse eccentricity depends on the acute angle between the beam and the boresight, as smaller as the acute angle is, the larger the ellipse eccentricity is, and hence the ellipse is flatter. Furthermore, the centre of the elliptic cell (the point corresponding to beam boresight) is not the geometric centre of the ellipse. 
Figure 2-3 Traditional cellular satellite structure  
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 If the spotbeams are considered to be circular, then the radius of each spot beam is about 240-250 km, and the half 3dB beam-width is about 0.38°. The total number of cells in a satellite system can be 28 or more, for example, Eutelsat via KA-SAT has a total number of 82 spotbeams.  
Frequency Reuse  Spot beams architecture can be similar to the terrestrial cellular systems. Hence the frequency can be reused, in order to efficiently utilise the available transmission power and bandwidth. Each 7 cells form a cluster as shown in figure 2-3 [22] Frequency reuse consists of using the same frequency band several times to increase the total capacity of the network without increasing the allocated bandwidth. Frequency re-use can be achieved using different techniques such as frequency re-use by orthogonal polarisation.   However, in multi-beam satellites, the isolation resulting from antenna directivity can be exploited to reuse the same frequency band in separate beams coverage. In the case of 7 cells cluster the centre cell of all clusters will have the same frequency bandwidth[23], [24].  
Figure 2-4 Frequency re-use by (a) orthogonal polarisation and (b) angular separation of the 
beams [23]  
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 Figure 2-4(a) shows the principle of frequency re-use by orthogonal polarisation, and in Figure 2-4(b) the principle of re-use by angular beam separation is shown.  The allocated bandwidth B is the same in both cases, and each beam is associated with a given polarisation and a given coverage. This bandwidth is used for the uplink and for the downlink. This bandwidth is used twice only in the case of orthogonal polarisation. However, this bandwidth can be reused as many beams as the permissible interference level allows. Furthermore, both re-use techniques can be combined to improve bandwidth utilisation [23], [25]. Therefore, in multi-beam satellite structure frequency re-use factor can be defined as the number of times that the bandwidth B is used.   For seamless coverage, adjacent spotbeams must be geographically overlapped, so their frequencies should be orthogonal to each other. For example, let’s assume that total available bandwidth is B, and multi-beam satellite is with M single polarisation beams. Each beam has been allocated with bandwidth B, which combines both re-use techniques. Hence, the frequency re-use factor is 2M. In theory, this means that the capacity offered by a single spot beam with a single polarisation can be equal to (MxB). In comparison to single-beam architecture, the multiple-beam architecture can achieve optimal coverage goal by adjusting the beam architecture, the number of beams as well as the transmission power [22]. However, there are some contradictory issues with multi-beams network structure. Although, frequency reuse among sufficiently isolated beams keeps low interference, offers limited capacity enhancement, while dense reuse causes serious interference [26]. Another example, for the multi-beam network structure given in Figure 2-3, as the beams coverage areas are contiguous, therefore same bandwidth can not be used in each spotbeam. Consequently, the bandwidth available for each beam will be B/7, as each cluster contains 7 spotbeams. 
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 Now, if frequency re-use by separation is used, then the re-use factor is given by (12*B/7=1.714B), where M=84.  
2.1.3. Return Channel Description 
Multi-Frequency Time Division Multiple Access (MF-TDMA) is the media access scheme used in DVB-RCS systems. MF-TDMA is a hybrid system, in which RCSTs share time as well as frequency. MF-TDMA allows RCSTs to communicate with a gateway using a set of carrier frequencies, each of which is divided into time-slots. The scheme combines Frequency Division Multiple Access (FDMA) with Time Division Multiple Access (TDMA), which allows for better utilisation of the limited bandwidth available. MF-TDMA scheme divides transporter bandwidth into a number of sub-band(s). Each carrier is divided into time slots [27], [28]. 
 
Figure 2-5 Simplified dynamic structure of MF-TDMA The MF-TDMA structure in DVB-RCS systems is organized into three levels: Super Frame (SP), Frame, and Time slots, as shown in Figure 2-5. A Super Frame consists of a number of frames, and is identified by a unique Superframe_ID. Similarly, each frame spans over a number of carriers and a given time duration expressed as a multiple of the time slot duration. Each frame has a unique frame_ID. A time slot is defined by carrier centre frequency, bandwidth, and duration. 
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 There are two MF-TDMA frame structures described in literature: fixed, and dynamic. The fixed structure is sub-divided into constant frequency bandwidth [5], [6], and constant rate capacity [7].  In Fixed MF-TDMA frame, the bandwidth and duration of successive traffic slots used by an RCST is fixed. Figure 2-6 illustrates a typical sequence of slots assigned by the NCC to one RCST. In this case, Time slot Composition Table (TCT) parameters defining RCSTs bursts (coding_rate, inner_code_type, inner_code_ordering, outer_coding, inner_code_puncturing, modulation and baseband shaping) of a super frame are fixed. A fixed MF-TDMA RCST can send a mix of Sync bursts (SYNC) and single size Traffic bursts (TRF) provided that the burst parameters fulfil users requirement. When NCC requests a change in these parameters, it is applied to a new Super Frame with a delay as described in [27], [28]. Dynamic-Slot MF-TDMA allows additional RCST flexibility to vary the bandwidth and duration of successive slots allocated to a single RCST. RCST may change transmission rate and coding rate between successive bursts in addition to changing carrier frequency and burst duration. Consequently, more efficient adaptation to the widely varying transmission requirements such as multimedia can be achieved. The basic principle of the flexible RCST is that RCST can use successive slots with different bandwidths and durations. In the communication scenario, the NCC sends Terminal Burst Time Plan (TBTP) message to all active RCSTs at the beginning of each super frame to update transmission parameters. TBTP for each RCST includes frame_ID, transmission centre frequency, bandwidth, time, and duration that RCST will be using to transmit its packets. 
2.1.3.1. MF-TDMA Structure 
There are three [4], [27], [28] explains thoroughly the three levels of MF-TDMA structure as follows: 
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Figure 2-6 Fixed slot MF-TDMA [28] 
Super Frame 
A Super Frame is defined as a portion of time and frequency of the return link. A Superframe_ID defines the return link resources accessed by a given set of RCSTs within a VSAT Network. Figure 2-7 demonstrates an example in which Superframe_IDs are separate sets of carrier frequencies.  In a DVB-RCS VSAT networks, the return link capacity can be segmented amongst sets of RCSTs, and the network will then separately manage several Superframe_IDs. In this chapter and throughout this thesis, only one Superframe_ID is considered. The consecutive Super Frames of a given Superframe_ID are adjacent in time, as shown in Figure 2-7. Superframe_counter describes each occurrence of a Super Frame in time. 
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Figure 2-7 Typical example of Super Frame in a DVB-RCS system [28]  In each Super Frame of a given Superframe_ID, allocation of time slots is communicated via the TBTP to all RCSTs in the network.  RCSTs are allowed to transmit bursts only in time slots, which were allocated to them by the NCC in the case of dedicated access, or on random-access time slots when contention access is used. Furthermore, some time slots such as Acquisition ACQ and the SYNC bursts can be assigned to RCSTs on the basis of a period, which is much longer than the Super Frame via individual designated messages. The periods for these time slots are system dependent, but typically in the order of one second. The Super Frame duration therefore can be defined as the elementary period of time for the assignment of resources to terminals. 
Frame 
A Super Frame is composed of frames, while frames are composed of time slots. The frame is at an intermediate level between the Super Frame and the time slots. The reason behind introducing frames is to achieve signalling efficiency. Usually, frame duration is not used as the basis of any time slot allocation process. In a Super Frame, frames can be numbered from 0 (lowest frequency, first in time) to n (highest frequency, last in time) ordered in time then in 
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 frequency as shown in Figure 2-6. The European Telecommunications standards Institute (ESTI) imposes that n should be less than or equal to 31. Frames of a Super Frame can all have different duration, bandwidth and time slot composition. 
Figure 2-8 Example of Super Frame composition [28] Super Frames and Frames may have the same duration, in which case frames can be considered as frequency sub-bands of the Super Frame. However, this property is not mandatory, as shown in Figure 2-8, for example, where one Super Frame is lasting 3 times more than each of its frames. 
Time Slot 
Time slots are composites of a frame. A "frame_id" defines a specific arrangement of times slots. For example, frame_id = 1 may identify a sequence of 10 RCST data traffic time slots on the same carrier, and frame_id = 2 a sequence of 4 control time slots followed by 8 "RCST data traffic time slots, all on the same carrier.  In MF-TDMA structure, three types of time slots are considered: CSC, SYNC and TRF time slots each of which comprises one single burst plus guard time at each edge of the burst: 
• CSC time slots: are used by a particular RCST to identify itself during 
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 the logon stage. 
• SYNC time slots: are used to accurately position RCST bursts transmission during fine synchronization and synchronization maintenance procedures, as well as in sending capacity requests. 
• TRF time slots: are used for carrying RCST data traffic as well as signalling and other control messages. A frame might span over several carrier frequencies. In a frame, time slots are numbered from 0 (lowest frequency, first in time) to M (highest frequency, last in time). Time slots are ordered in time then in frequency as shown in Figure 2-5. The European standards of recommendations state that M should be less than or equal to 2047. For the purpose of allocation, time slots are uniquely identified by Superframe_ID, Superframe_counter, Frame_number and Time slot_number. RCSTs process the TBTP message sent by the NCC for their allocation areas, extracting the assignment count and time slot allocations for their next uplink transmissions. For MF-TDMA transmissions, the latency time from the arrival of the TBTP message at RCSTs until the RCSTs are ready to transmit the bursts assigned by that TBTP does not exceed 90 ms limit, while the latency to be ready for transmission does not exceed 2 seconds for the optional continuous carrier transmissions. 
2.1.3.2. Segmentation of the Return Link Capacity 
In Satellite Interactive DVB-RCS Networks, RCSTs can request different capacity assignments to fit their traffic demand. The time slots of the return link are organized and numbered in order for the network to allocate them to individual RCSTs. The time slot allocation process supports five capacity request categories [4], [29]-[33]. 
• Continuous Rate Assignment (CRA)  CRA is used for traffic that requires a fixed guaranteed rate. CRA rate capacity 
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 is always provided in full for each and every Super Frame when requested. The CRA is only negotiated directly between the RCST and the NCC. 
• Rate Based Dynamic Capacity (RBDC)  RBDC is used for variable rate traffic that can tolerate some delay. RBDC rate capacity is requested dynamically by the RCST. Each new request overrides all previous RBDC requests from the same RCST and is constrained by a maximum rate limit negotiated directly between the RCST and the NCC. RBDC requests usually have an expiry time stamp to prevent a terminal anomaly resulting in a hanging capacity assignment. The default time-out period is 2 Super Frames. However, this period can be configured between 1 and 15 super Frames. It is possible to use RBDC in combination with CRA to provide a fixed minimum capacity per Super Frame and giving a dynamic variation component on top of the minimum. 
• Volume Based Dynamic Capacity (VBDC)  This capacity is used for traffic that can tolerate delay jitter. VBDC is requested dynamically by the RCST. VBDC is provided in response to explicit requests from the RCST to the NCC, with requests being cumulative (i.e. each request is added to all previous requests from the same RCST).  
• Absolute Volume Based Dynamic Capacity (AVBDC) AVBDC is similar to VBDC. AVBDC is usually used when the RCST senses that a VBDC request might be lost. This can happen when requests are sent on contention bursts or when the channel suffers fading. Traffic supported by AVBDC is similar to the VBDC one [4] [34], [35]. 
• Free Capacity Assignment (FCA)  FCA is a volume capacity assigned to RCSTs from capacity, which would be 
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 otherwise unused. Such assignment is automatic and does not involve any signalling from the RCST to the NCC. The NCC can allocate FCA to any RCST or RCSTs. The FCA is not usually mapped to any traffic category, because of the variable availability. Capacity assigned in this category is intended as bonus capacity, which reduces delays on any traffic. 
2.2. Quality of Service 
Generally, Quality of Service (QoS) in wireless is a network term used to indicate a guaranteed throughput, timeliness, reliability, error rate and delay [4]. For example, the service providers can guarantee their clients that the end-to-end delay will not exceed a defined level [19]. A plethora of references describes the QoS parameters in literature with extensive details as in [19], [36], [37]. However, six QoS parameters were defined by the Asynchronous Transfer Mode (ATM) networks forum, which can be used in interactive satellite networks as well. The term ‘cell’, as used in ATM networks, stands here for the term ‘time slot’ used in the MF-TDMA frame structure [4], [19]. Three of these parameters can be negotiable. They are as follows: 
• Cell Loss Ratio (CLR): the percentage of the lost time slots in the network from the total number of transmitted time slots. These loses can be due to errors, congestion or buffer overflow. The following equation can be used as an easy way to describe the CLR:  
𝐶𝐶𝐶𝐶𝐶𝐶 = 𝐶𝐶𝐿𝐿𝐿𝐿𝐿𝐿 𝐿𝐿𝑡𝑡𝑡𝑡𝑡𝑡 𝐿𝐿𝑠𝑠𝐿𝐿𝐿𝐿𝐿𝐿
𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡𝑠𝑠 𝐿𝐿𝑡𝑡𝑡𝑡𝑡𝑡𝐿𝐿𝑡𝑡𝑡𝑡𝐿𝐿𝐿𝐿𝑡𝑡𝑡𝑡 𝐿𝐿𝑠𝑠𝐿𝐿𝐿𝐿𝐿𝐿  (2.1) 
• Maximum Cell Transfer Delay (maxCTD): defined as the duration between a time slot leaving the traffic source and reaching the target destination. 
• Peak-to-Peak Cell Delay Variation (CDV): as stated in [4], the peak-to-peak CDV can be defined as “the difference between the maximum 
 23 
Chapter 2. DVB-RCS Systems 
 
 
 and the minimum time slot transfer delay experienced during the connection's life time”. 
The rest are non-negotiable parameters: 
• Cell Error Ratio (CER): the ratio between time slots with payload errors and the total number of transmitted time slots.  
• Severe Error Cell Block Rate (SECBR): is a result of errors on number of consecutive time slots.  
• Cell Miss-insertion Rate (CMR): Defining the type of traffic that is generated by a connection is very essential, since different traffic (i.e. CBR, VBR, UBR and ABR) characterized by different group of parameters, under what is known as usage parameters control (UPC) [19], [38], and of course eventually this leads to a variety of network management sets of algorithms and protocols. Traffic management aims to optimise network resource while satisfying each individual connection's QoS. 
2.2.1. Quality of Service Classes 
There are five distinctive service categories specified by the ITU recommendation I.356 [4] [39]. These categories are available for users to select from. Each of these categories has quality of service class associate with. Having these classes provides flexibility to support a variety of traffic types and different users requirements. These categories are as follows: 
• Constant Bit Rate (CBR) 
The CBR is used when a connection requests a fix amount of bandwidth. The NCC guarantees that the requested amount will be available continuously during the connection lifetime. The CBR is used for a number of traffic types such as video and audio conferencing or broadcast.  
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• Real Time Variable Bit Rate (rt VBR) 
This service category is used for real-time applications that have tight delay and delay variation constrains. 
• Non Real Time Variable Bit rate (non-rt VBR) 
This service is used with non-real-time applications that have bursty traffic characteristics with no delay bound association. 
• Unspecified Bit Rate (UBR) 
The UBR is used for non-real-time applications that do not have any delay and delay variation constrains such as data, text, Image transfer and interactive text/data. 
• Available Bit Rate (ABR) 
This service is used for applications category that do not have delay bounds. At the establishment phase the end-system specify both the maximum bandwidth required and a minimum usable one to the NCC. 
The classes of service offered in the network are usually associated with certain type of traffic and quality of service parameters. ITU-T recommendation lists them as follows [39]. 
• Class 1 (Stringent Class): this class is delay sensitive, and it is used to support Constant and real-time Variable Bit Rate traffic such as video and audio conferencing. 
• Class 2 (Stringent Class): this is used to support Available and non Real-Time Variable Bit Rate, which tend to have delay tolerance as in video and data traffic.  
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• Class 3 (Bi-Level Class): this class support Available and Variable Bit Rate such as high-speed data services.  
• Class 4 (Unspecified Class): this class supports unspecified Bit Rate services as in emails and files transfer. Table 1 indicates the different services with the related set of parameters [19]. 
 Class 1 Class 2 Class 3 Class 4 
CBR x    
Rt-VBR x  x  
nrt-VBR  x x  
ABR  x x  
UBR    x 
Table 2-1 QoS classes vs. the associated service categories [4] 
2.2.2. Traffic Descriptors 
Generally, traffic descriptor is the set of traffic parameters of the source. It is used during the connection establishment phase to capture the intrinsic characteristics of the connection request of a particular RCST. At the connection establishment phase, when a new request is received, the NCC executes a Call Admission Control (CAC) algorithm to decide whether to accept or reject the connection based on the available resources and the connection requirements. At this stage, the connection (i.e. RCST) provides a traffic descriptor (e.g., Peak Cell Rate (PCR), Sustainable Cell Rate (SCR), Mean Burst Size (MBS), and Minimum Cell Rate (MCR)), QoS requirements such as delay, delay variation, and cell loss rate. The NCC then tries to see whether there are sufficient network resources to meet the QoS requirement. The PCR traffic parameter specifies the upper data rate bound at which traffic can be transmitted in the network. Enforcement of this bound allows the NCC to allocate sufficient resources to ensure that the network 
 26 
Chapter 2. DVB-RCS Systems 
 
 
 performance meets quality of service objectives (e.g. cell loss ratio CLR). The SCR is an upper bound of the average rate of a particular RCST connection over time scales that are long relative to those for which the PCR is defined. Enforcement of SCR by the NCC can allow the network to allocate sufficient resources, which is less than those based on the PCR, while maintaining the required quality of service [19], [40]. The end-user usually uses a set of algorithms to regulate its traffic so that it can be defined by the set of parameters mentioned earlier. These kinds of algorithms are also known as traffic shapers [41]. The traffic shapers may include buffer and delay management to ensure the agreed Quality of Service parameters enforcements. Leaky bucket and tokens bucket are the most famous and widely used traffic shapers. Traffic shapers ensure the connection conformance with the traffic contract. The concept of the leaky bucket is rather simple and does not need a high computation power [42]-[44]. In [19], leaky bucket is used as a virtual scheduling algorithm, which regulates the buffers output regardless of the packet arrival rate. In some cases, two leaky buckets are used [42], [43]. The first one is to regulate the PCR while the other one is used to regulate the SCR. 
2.3. Rain Attenuation 
2.3.1. Rain Attenuation Calculation 
Raindrops cause attenuation of radio waves by scattering and absorption. Absorption causes energy dissipation of electromagnetic waves as heat. Scattering diverges some of wave energy into directions other than the desired one. In satellite networks, rain fading is the main impairment factor. Therefore mitigating rain attenuation is crucial. The first step in the mitigation process is the precise measurements of overall link rain attenuation. ITU-R recommendations provide a detailed method to estimate 
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 the expected fading. Attenuation due to rain in a satellite link is given as in the following equations:  𝑡𝑡 = 𝛾𝛾𝑅𝑅𝐶𝐶𝑅𝑅(𝐶𝐶, 𝜖𝜖)[𝑡𝑡𝑑𝑑], (2.2) where 𝛾𝛾𝑅𝑅 is the specific attenuation and 𝐶𝐶𝑅𝑅(𝐶𝐶, 𝜖𝜖) is the effective radio path length through rain [45]. The attenuation depends on rainfall rate R and the path elevation angle 𝜖𝜖. 𝛾𝛾𝑅𝑅 is calculated according to the empirical power law relation of a form 𝑡𝑡𝐶𝐶𝑏𝑏 , where 𝑡𝑡  and 𝑏𝑏  are frequency, elevation and polarization dependent [4], [45]. For a given frequency 𝑡𝑡 and 𝑏𝑏 can be calculated as follows:  
𝑡𝑡 = 𝑡𝑡𝐻𝐻 + 𝑡𝑡𝑉𝑉 + (𝑡𝑡𝐻𝐻 − 𝑡𝑡𝑉𝑉) cos2 𝜖𝜖 cos 2𝜏𝜏2  ,  (2.3)  
𝑏𝑏 = 𝑡𝑡𝐻𝐻𝑏𝑏𝐻𝐻 + 𝑡𝑡𝑉𝑉𝑏𝑏𝑉𝑉 + (𝑡𝑡𝐻𝐻𝑏𝑏𝐻𝐻 − 𝑡𝑡𝑉𝑉𝑏𝑏𝑉𝑉) cos2 𝜖𝜖 cos 2𝜏𝜏2𝑡𝑡  , (2.4) where the parameters 𝑡𝑡𝐻𝐻,𝑡𝑡𝑉𝑉, 𝑏𝑏𝐻𝐻, 𝑡𝑡𝑡𝑡𝑡𝑡 𝑏𝑏𝑉𝑉 can be obtained from tabular form of different frequencies in [46], and 𝜏𝜏 is the polarization tilt angle. The effective path length 𝐶𝐶𝑅𝑅(𝐶𝐶, 𝜖𝜖) can be calculated using ITU-R models in [47], while rainfall rate distribution can be calculated using ITU-R prediction model in [48]. Rainfall rate statistical intensity value R is given in [mm/h] that exceeds a particular percentage of the time over one year average. Hence, for a given frequency, polarization, and elevation, it is possible to calculate 𝛾𝛾𝑅𝑅  𝑡𝑡𝑡𝑡𝑡𝑡 𝐶𝐶𝑅𝑅 to obtain N data pairs:  �𝑡𝑡𝑅𝑅𝑖𝑖 ,𝑝𝑝𝑖𝑖�, 𝑡𝑡 = 1, … ,𝑁𝑁, (2.5) where 𝑡𝑡𝑅𝑅𝑖𝑖 is the total attenuation x that will be exceeded for the (100.p)% of the time of an average year:  𝑝𝑝𝑖𝑖 = 𝑃𝑃𝑡𝑡𝐿𝐿𝑏𝑏{𝑡𝑡𝑅𝑅 ≥ 𝑥𝑥}, 𝑡𝑡 = 1, … ,𝑁𝑁 (2.6) As rain attenuation confines to the log-normal distribution law [4], it is important to define rain’s attenuation median and standard deviation. Figure 2-9 show the Complementary Cumulative Distribution Function 
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 (CCDF) expected rain attenuation at one location (Portsmouth, UK) with the lognormal fit [4].  Hence the PDF equation of the given lognormal distribution is as follows  
𝑝𝑝(𝑢𝑢) = 1
𝑢𝑢𝑢𝑢√2𝜋𝜋 𝑡𝑡𝑥𝑥𝑝𝑝 �− (ln𝑢𝑢 − 𝜇𝜇)22𝑢𝑢2 � ,𝑢𝑢 > 0, (2.7) Where 𝜇𝜇 and 𝑢𝑢2 are the mean and the variance of the given distribution.  
𝑃𝑃𝑢𝑢 =
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1
𝑢𝑢𝑢𝑢√2𝜋𝜋 𝑡𝑡𝑥𝑥𝑝𝑝 �− (ln𝑢𝑢 − 𝜇𝜇)22𝑢𝑢2 �𝑡𝑡𝑢𝑢,𝑢𝑢 > 0∞𝑥𝑥
  0  𝐿𝐿𝐿𝐿ℎ𝑡𝑡𝑡𝑡𝑒𝑒𝑡𝑡𝐿𝐿𝑡𝑡                                                     
(2.8) 
From the equation above, it is clear that for different system availability; different calculation and maximum attenuation are considered.  
Figure 2-9 Complementary Cumulative Distribution Function (CCDF) of expected rain 
attenuation in Portsmouth, UK [4] In satellite networks, the system can only compensate for a certain amount of rain fading based on the mitigation technique that is used in it. The following sections address the rain fading impact on satellite networks and the fade mitigation techniques used.    
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2.3.2. Rain Impact on Satellite Networks 
Within the satellite footprint, RCSTs can be divided into active and inactive terminals. As the number of active RCSTs within a rain field increases the bandwidth demand increases as well. The following parameters play a vital role in the severity of rain impact: 
• Rain spatial and temporal characteristics. 
• Data rate and type, which are requested by RCSTs. 
• The agreed quality of service parameters. 
• The fading level or rainfall rate.  Moreover, rain seasonal variation has a direct impact on network availability, as it is more likely to have network outage in the rainy season. In [49], how different probabilities of rain event over different RCSTs density and area size may effect channel capacity utilisation and total user throughput is investigated. Two cases were shown: first one is with correlated rain event; while the second one with uncorrelated rain event. The rain distribution and rain field size will be investigated thoroughly in the next sections. 
2.4. Fade Mitigation Techniques 
2.4.1. Adaptive Coding and Modulation (ACM) 
Rain is a dominant factor in radio propagation above 10 GHz. Different Fade Mitigation Techniques (FMT) are available to compensate for rain fading. In [4], [50] Adaptive Coding and Modulation (ACM) is used, which adjusts transmitted signal and the required bandwidth dynamically according to the link’s attenuation level. In [51], the Forward Error Correction (FEC) was implemented, and more time slots  were allocated to links suffering rain fading while keeping the allocated bandwidth constant, accompanied by changes in transmission parameters. There are two main trends in today’s rain fading research. The first approach is to consider a variable total link 
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 capacity due to rain fading. The second approach studies the rain effects on the RCST links individually. Transmission parameters updates are based on Signal-to-Noise Ratio (SNR) estimation based on the SNR level at earth station receiver input. In [4] a model to predict link SNR is proposed based on a statistical spatial and temporal analysis of rain fading. In [52], the SNR is estimated using Markov models, based on the worst case link condition, which may lead to a waste of bandwidth. Other researchers estimate SNR by averaging the SNR values measured for a given duration [9]. A full power budget analysis of how SNR is calculated is available in appendix A. In this thesis, ACM is employed based on the instantaneous level of rainfall rate measured at each individual RCST location [53], [54]. The transmission parameters are updated prior to each single Super Frame, in other words, each 0.5 second (Super Frame duration) [53]. In ACM calculation process, the rain fading obtained is rounded up in order to compensate for any degradation in link quality while transmitting data. Estimating rain fading based on the instantaneous rainfall rate at the RCST location may not be accurate in the case of real time communication as the atmospheric condition may differ along the link path. However, this thesis focuses on demonstrating potential benefits of using multiple rainfall rates.   The proposed approaches can be used in practice with real-time link path rain fading measurements instead of rainfall rate at the RCST location. The reason for using rainfall rate in this thesis is that only historical rainfall data is available.  ACM is a resource-shared mitigation technique. It modifies signals transmitted by Earth stations in the case of link quality degradation. ACM always tries to maintain an agreed level of bit-error ratio (BER), while allowing for the reduction of required energy per bit when the link suffers fading conditions. 
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 One of the coding methods that attracted the satellite communication industry is the parallel concatenated coding with interleaving (i.e. turbo coding), which led eventually to the standardization of these methods of coding in the second generation DVB-RCS Earth stations [4]. An advantage of such coding is the extension of the dynamic range of the FMT, which leads to an increment in connection throughput for unfaded links [5]. However, when the carrier-to-noise power spectral density ratio decreases, lower coding rate and/or reduced constellation will be selected due to the propagation effects (see appendix A for more details about how the carrier-to-noise ratio is calculated). The ACM can be classified into two types: constant user bit rate, that is the scenario of non-negotiable bit rate (i.e. voice or video transmission); and constant bandwidth, when the allocated bandwidth for each connection cannot be changed. ACM can provide a dynamic range of 0 to 17 dB depending on the link power budget, as described in [5]. 
2.4.1.1. ACM With Constant Bit Rate 
Depending on the link attenuation level, the related ACM mode is chosen from a range of available ACM schemes as illustrated in Table 2-2. The system always tries to keep the BER below 10−7. Therefore, a more robust ACM scheme is selected when the Carrier to Noise Ratio (CNR) degrades.  As mentioned before, the ACM can cover a dynamic range of 17 dB. Any change in ACM must be accompanied by a change in the allocated bandwidth as shown in Table 2-2.  Moreover, only DVB-S2 can cover the 17 dB dynamic range of ACM, while the original DVB-RCS can only work in the range of 4 to 14 from Table 2-2, where 𝑑𝑑𝑐𝑐 is the bandwidth required for transmitting requested data rate in clear sky condition, 𝜌𝜌 is the code rate used to transmit the time slot. In the case of using power-limited systems, DVB-RCS could be used, which means 
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 reducing the required link power budget by 9 dB. The dynamic range of the FMT will fall to 8 dB. 
Mode m Modulation 
Code 
rate 
 
Bandwidth  
[Hz] 
Rain 
protection 
 [dB] 1 
16APSK 
9/10  1.3 2 5/6  2.7 3 3/4  4.2 4 2/3  5.7 5 4/5  6.2 6 
8PSK 
3/4  7 7 2/3  8.5 8 6/7  9.6 9 4/5  10.5 10 3/4  11.3 11 
QPSK 
2/3  12.4 12 3/5  13.2 13 1/2  14.4 14 2/5  15.9 15 1/3  17 16 BPSK 1/2  17.6 
Table 2-2 DVB-RCS2 supported rate variation depending on selected ACM mode with constant 
bit rate [5] 
2.4.1.2. ACM With Constant Bandwidth 
In some cases the bandwidth allocated to users is non-negotiable. Therefore, when links suffer rain fading users ought to reduce their data bit rate requested. This FMT changes users data bit rate, modulation and coding rate, while symbol rate kept unchanged. The related variation corresponding to each ACM mode is for a constant bandwidth is shown in Table 2-3, where 
𝐶𝐶0 is the achievable data rate in clear sky condition. 
ρ B )(Att
cB
cB1.08
cB1.2
cB1.35
cB1.5
cB1.6
cB1.8
cB2.1
cB2.25
cB2.4
cB2.7
cB3
cB3.6
cB4.5
cB5.4
cB7.2
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Mode m Modulation Code 
rate 
 
Data rate 
[kb/s] 
Rain 
protection 
 [dB] 1   16APSK 
9/10 𝐶𝐶0 1.3 2 5/6 0.93 𝐶𝐶0 2.7 3 3/4 0.83 𝐶𝐶0 4.2 4 2/3 0.74 𝐶𝐶0 5.7 5 4/5 0.67 𝐶𝐶0 6.2 6   8PSK 
3/4 0.62 𝐶𝐶0 7 7 2/3 0.56 𝐶𝐶0 8.5 8 6/7 0.48 𝐶𝐶0 9.6 9 4/5 0.44 𝐶𝐶0 10.5 10 3/4 0.42 𝐶𝐶0 11.3 11   QPSK 
2/3 0.37 𝐶𝐶0 12.4 12 3/5 0.33 𝐶𝐶0 13.2 13 1/2 0.28 𝐶𝐶0 14.4 14 2/5 0.22 𝐶𝐶0 15.9 15 1/3 0.18 𝐶𝐶0 17 16 BPSK 1/2 0.14 𝐶𝐶0 17.6 
Table 2-3 DVB-RCS2 supported rate variation depending on selected ACM mode with constant 
bandwidth [5] 
2.4.2. Burst Length Control (BLC) 
The BLC was first introduced in [55]. However, the first time it was used in conjunction with the ACM was in [4]. The burst length control is defined as a variable portion of MF-TDMA burst plan that is allocated to carry additional FMT time-slots, whose role is to compensate for the attenuation suffered by a set of rain faded links. In particular, when a traffic burst is subject to fading that exceeds the ACM range, the request will be allocated extra transmission time during which the original traffic burst can be expanded into. This time expansion results in an increase in the average power (or energy/bit) of the signal that is used to counteract the effect of the fade. 
ρ )(Att
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  As [4] suggested, BLC can be calculated from the following set of equations. If the duration of 𝑆𝑆𝑖𝑖  traffic slots (generated by source i) is extended by a factor 𝐻𝐻𝑖𝑖, then the number of the extra FMT slots intervals required by the i-th return connection is:  𝑁𝑁𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖 = 𝑆𝑆𝑖𝑖 ∙ (𝐻𝐻𝑖𝑖 − 1) (2.9) Using the time extension, the total power margin 𝑀𝑀0𝑖𝑖  is increased to:  𝑀𝑀 = 𝑀𝑀0𝑖𝑖 + 10 𝐶𝐶𝐿𝐿𝐿𝐿 𝐻𝐻𝑖𝑖 (2.10) where 𝑀𝑀0𝑖𝑖  denotes the clear-sky power margin whereas the second term is the extra power gain brought by the BLC. Thus an extension by the factor of 
𝐻𝐻𝑖𝑖 =  2 produces a fade protection of 3 dB.  BLC operates at constant bandwidth and it can be seen as increasing the duration of the transmitted bits by increasing the symbol duration.  Deciding on the value of the required spreading factor depends on the combined impact of the up and down link attenuation of the overall CNR of the link. This will also depends on the clear sky CNR and the desired/agreed maximum allowed BER of the link:  𝐻𝐻𝑖𝑖 = 𝑓𝑓(𝐴𝐴𝑖𝑖,𝑑𝑑𝐵𝐵𝐶𝐶𝑚𝑚𝑚𝑚𝑥𝑥) (2.11) where 𝐴𝐴𝑖𝑖 = 𝐶𝐶𝑁𝑁𝐶𝐶0 − 𝐶𝐶𝑁𝑁𝐶𝐶𝑖𝑖 denotes the total drop in CNR at the hub/NCC station for link 𝑡𝑡 with respect to clear-sky conditions and 𝐻𝐻𝑖𝑖. The total number of the FMT slots in term of 𝐴𝐴𝑖𝑖is:  𝑁𝑁𝐹𝐹𝐹𝐹𝐹𝐹𝑖𝑖 = 𝑆𝑆𝑖𝑖 ∙ [𝑓𝑓(𝐴𝐴𝑖𝑖,𝑑𝑑𝐵𝐵𝐶𝐶𝑚𝑚𝑚𝑚𝑥𝑥)] (2.12)  This method of FMT was first described in literature in [4],which can be defined as a combination the two methods above, where the system will carry on with ACM to a certain level of Attenuation (i.e. 17 dB) then switch to BLC after that.    
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2.5. Call Admission Control The frequency band allocated for satellite services has changed many times over the years. Several proposals for GEO satellite systems suggest the use of Ka band (20-30 GHz). Systems operating at these high frequencies can provide a wide spectrum of multimedia applications to users. Thus, Call Admission Control (CAC) becomes an issue of paramount importance to provide a guaranteed QoS to calls of different service classes. The Multi Frequency-Time Division Multiple Access (MF-TDMA) frame structure has been adopted by most of the satellite system designers. A description of CAC algorithms for MF-TDMA GEO satellite systems is given in [24], [34], [35], [56]-[60].  As mentioned before, the type of Traffic generated by the network plays a vital role in the process of CAC algorithm selection, due to the variation of parameters that may be involved, in other words different types of traffic classes may need different types of CAC strategy. In the following subsection we will list a number of CAC algorithms with brief discussion and explanations about the undertaken strategies. 
 
Figure 2-10 Connection setup   The types of call admission control algorithm available in literature are stated in [60]. 
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2.5.1. Connection Contract 
At the connection setup stage, a connection traffic contract is made between the RCST and the network service provider. The required performance and traffic statistics are negotiated with the Connection Control (CAC) algorithm at this stage, as shown in Figure 2-10. The main input parameters used by CAC algorithms as follows[56]: 
• Type: identifies the service class. 
• B: the peak bit rate. 
• P: the source utilisation factor. An inter-working function (IWF), at the user-side, translates QoS requirements of the client protocol into service parameters for the satellite network: 
• UT: user class (business or residential). 
• ToS: type of service class (A, B, C, and D). 
• Traffic statistics: PCR, SBR, CLR, Jitter (J), Time-Out (TO). When a client protocol asks for the setup of a connection, the IWF sends a setup request to the MCS on Earth. The connection request is sent out of band through the Common Signalling Channel (CSC), or in band, in the packet header if a data transfer is already in progress. Likewise, the terminal (TRM) will acknowledge the resource assignment to the user out of band or in band. After receiving the user request, the Master Control Station (MCS) also known as Network Control Centre (NCC): 
• Performs the user authentication; 
• Manages the user location; 
• Sends the setup request to the CAC manager. If the call is accepted, the NCC Assigns a Satellite Virtual Path Identifier (SVPI) to the connection; 
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• Transmits to the calling user a message containing the SVPI; 
• Forwards the resource request to the client terminal (TRM) with the call profile, including parameters useful for traffic management and congestion control in the packet header; 
• Sends the connection setup request to the called user. If the called user accepts the connection request, The NCC acknowledges the calling user of the successful connection established; 
• Forwards to the TRM the request of resource assignment. Figure 2-11 below, specifies the sequence of messages between entities involved in setup and tear down procedures, pointing out information on the time. Each message is acknowledged to increase system robustness. TRM communicates to the user terminals which traffic resources (carrier group, carrier, and time slot on the up-link, carrier and time slot on the down-link) are assigned and on which frames [56] Generally speaking, the network traffic parameters aim to describe the characteristics of a traffic source [19], by different approaches as in [41] listed i.e., periodic model, (𝐶𝐶𝑝𝑝𝑝𝑝𝑚𝑚𝑝𝑝,𝜌𝜌, 𝑏𝑏) Model or as [19] called them (PCR, SCR and BT), the (μ, σ2) model and the leaky bucket model. 
Figure 2-11 Connection setup stages [56] 
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 In this chapter, however, the (𝐶𝐶𝑝𝑝𝑝𝑝𝑚𝑚𝑝𝑝,𝜌𝜌, 𝑏𝑏), and the (μ, σ2) are used, where the traffic is described by three parameters: 𝐶𝐶𝑝𝑝𝑝𝑝𝑚𝑚𝑝𝑝 is the peak data rate, 𝜌𝜌 is source’s bandwidth utilisation, and b is burst length [19], [61]. 
2.5.2. Call Admission Control Algorithms 
The call admission control defined by the ITU-T as “The set of actions taken by 
the network at connection set-up phase, or during connection re-negotiation 
phase, in order to establish whether a Virtual Channel or Virtual Path 
connection can be accepted” [57].  In [19], [57], call admission control schemes were classified into:   
•  Non-statistical Multiplexing means the CAC may allocate more bandwidth than a connection required to provide a guaranteed QoS. As an advantage of such a scheme is that the network will rarely suffer congestion, the problem however, these types of schemes result in bad network resource utilisation. 
• Statistical Multiplexing means the CAC will let connections of summed peak rate higher than the link capacity to share it, counting on the fact that not all the connections will be transmitting at peak rate at the same time. The problem however, is that the CAC will need a good network descriptor. Otherwise the network performance will be poor.  As shown earlier, traffic descriptors are used to characterize the traffic at the user end. Traffic descriptor-based CAC uses prior traffic characterization parameters provided by sources at connection setup phase to compute whether the network can support a new connection in addition to all on-going connections. Using this approach results in high network utilisation when traffic descriptors used by the CAC scheme are “tight.” Measurement-based CAC uses the prior traffic characterizations only for the incoming connection and uses measurements to characterize existing 
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 connections. Under the measurement-based CAC scheme, network utilisation does not suffer significantly, if traffic descriptions are inaccurate. However, because source behaviour may be non-stationary, it is difficult for measurement-based CAC to obtain accurate on-line measurements. Measurement-based CAC can only deliver significant gain in utilisation when there is a high degree of statistical multiplexing”[62]. There are different types of measurements used to calculate the available bandwidth to be allocated to the new connection request. Four methods are listed in [19], [58], [59], [63] as follows:  
• Simple Sum This algorithm ensures that the sum of all requested data peak rates is smaller than the availably capacity. 
• Measured Sum It ensures that the sum of the data peak rate of all new admitted connection and the maximum measured rate for existing connections is less than the available bandwidth.  
• Acceptance Region This algorithm uses token buffer to estimate an acceptance region that maximise bandwidth utilisation with a penalty of packet loss for a given network buffer size, burstiness, link bandwidth, and acceptable packet loss ratio. 
• Equivalent Bandwidth This algorithm uses traffic descriptor parameters to estimate the required bandwidth, and ensures that it is less than the available capacity. The algorithm proposed in [65] and [24] follows the evaluation of Excess Demand probability (EDP) in the call admission decision. EDP is the probability that the accepted connections, during their activation periods, request more bandwidth resources than those available. The proposed 
 40 
Chapter 2. DVB-RCS Systems 
 
 
 algorithm tries to reduce computational complexity by the use of a set of configurable parameters. The approach based on the probability of blocking the new connection at any point in the future. Pricing and call modelling to achieve bandwidth saturation to get the maximum revenue using Stackelberg leader-follower game approach [66]. 
2.5.2.1. Approximation Based Algorithms As shown in the previous section, one of the key elements that play a vital role in the call admission procedure is the calculation of the available bandwidth.  There are many approximations available like fluid flow and Gaussian.  Fluid flow is thoroughly investigated in [19], [58], [67], [68].  The normal distribution is used to evaluate the bandwidth requirement in [19], [24], [35], [57], [58], [67], [69]. There was a difference, however, between the equivalent capacity calculations suggested in [24], [35], [69] where a novel concept of Group of Pictures (GoP) was presented, and a method suggested in [19], [58], [67] where the Cell Loss Ratio (CLR) has been taken in to consideration in the calculation, and whether accepting a given call will violate any of the bounds that have been agreed with on going connection. These approximations can be only correct when each connection adheres to its traffic flow description i.e. peak rate, average rate, burst length etc. It is pretty much self-explanatory, where the problem is. As a connection or group of connections suffers rain, the bandwidth required to maintain a targeted rate will increase as the SNR decreases. This makes these approximations inadequate, as there is no involvement of rain attenuation consideration in these calculations. In the following sub-sections these approximation will be looked into with more details. 
Fluid Flow Flow traffic or fluid traffic models hide the details of different traffic flowing in the network by replacing them with flows that have a small set of 
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 characterizing parameters. The models produced are easily generated, monitored or measured. For an end-to-end application, a flow has constant addressing and service requirements. These requirements define a flow specification or flow spec, which is used for bandwidth planning and service planning. Individual flows, belonging to a single session or application, are combined into composite flows that share the same path, link, or service requirements. Composite flows, in turn, are combined into backbone flows when the network achieves a certain level of hierarchy.  Describing flows in this fashion makes it easier to combine flow characteristics and to work with a smaller set of data. For example, a core router might separate incoming data into individual flows, composite flows, and backbone flows depending on the quality of service (QoS) required by the users [36]. This results in a smaller number of service queues and a simpler implementation of the scheduling algorithm implemented in the NCC. In most networks, the majority of the flows are low-performance backbone flows; there will also be some composite flows, and there will be few high-performance individual flows. The high-performance flows will influence the design of the scheduling algorithm in the switch, size, and number of the queues required since they usually have demanding delay and/or bandwidth requirements. The backbone flows will influence the buffer size required since they will usually constitute the bulk of the traffic and most of the storage within the switch [70]. One of the early papers that talked about the use of fluid flow approximation in equivalent capacity evaluation is [67]. The model as stated is as follows: “the bit rate generated by a number of multiplexed connections is represented as continuous flow of bits with intensity varying according to the state of an underlying continuous Markov chain. This Markov chain is obtained from superposition of the sources associated with each connection”. The model uses the (𝐶𝐶𝑝𝑝𝑝𝑝𝑚𝑚𝑝𝑝,𝜌𝜌, 𝑏𝑏) traffic modeling approach provided by the traffic descriptor. When such a source is feeding a buffer that is served with a constant rate. The equivalent capacity 
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  𝐶𝐶𝑖𝑖,𝑝𝑝𝑒𝑒𝑓𝑓𝑓𝑓  for i-th source using fluid flow approximation is given by the following equation: 
   𝐶𝐶𝑖𝑖,𝑝𝑝𝑒𝑒𝑓𝑓𝑓𝑓 = 𝛼𝛼𝑏𝑏(1 − 𝜌𝜌)𝐶𝐶𝑝𝑝𝑝𝑝𝑚𝑚𝑝𝑝 − 𝛽𝛽 + �[𝛼𝛼𝑏𝑏(1 − 𝜌𝜌)𝐶𝐶𝑝𝑝𝑝𝑝𝑚𝑚𝑝𝑝 − 𝛽𝛽]2 + 4𝛼𝛼𝛽𝛽𝑏𝑏𝜌𝜌(1 − 𝜌𝜌)𝐶𝐶𝑝𝑝𝑝𝑝𝑚𝑚𝑝𝑝2𝛼𝛼𝑏𝑏(1 − 𝜌𝜌)  , (2.13)  where b is burst length, α = ln 1
𝜀𝜀
 , 𝜌𝜌 is source’s bandwidth utilisation, 𝐶𝐶𝑝𝑝𝑝𝑝𝑚𝑚𝑝𝑝 is the peak data rate, and 𝛽𝛽 is source buffer size. Hence, the equivalent capacity for n connections   𝐶𝐶�𝑝𝑝𝑒𝑒𝑓𝑓𝑓𝑓 is, then, given by the following equation:     𝐶𝐶�𝑝𝑝𝑒𝑒𝑓𝑓𝑓𝑓 = �    𝐶𝐶𝑖𝑖,𝑝𝑝𝑒𝑒𝑓𝑓𝑓𝑓𝑛𝑛
𝑖𝑖=1
  (2.14)  The new connection is accepted only if   𝐶𝐶�𝑝𝑝𝑒𝑒𝑓𝑓𝑓𝑓 is less than the available link capacity in bits per second. This approach is useful for non-bursty traffic source.  
Gaussian Gaussian distribution is also used to evaluate the used bandwidth as in [19], [24], [35], [57], [58], [67], [69], [71]. There is a difference, however between the equivalent capacity calculations suggested in [24], [35], [69], [71] ,where the novel concept of Group Of Pictures GOP was presented, and the method suggested in [19], [58], [67], [71], where the CLR has been taken in to consideration, and whether accepting a new call will violate any agreed bounds with on going connection. The following two sections will explain these two equations with more details. 
Normal Gaussian Distribution Based on Outage Probability  Authors in [19], [58], [67] suggest to calculate the equivalent capacity of 
aggregated traffic based on the instantaneous aggregate arrival rate μ as 
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 having a normal distribution. The suggested model assumes that the upper 
bounds for the average μ and variance σ2 of the class arrival rate μ are 
derived. The values of μ and σ2 are either computed from token bucket parameters of individual connections or estimated directly from measurements of actual traffic. The equivalent capacity 𝐶𝐶𝑝𝑝𝑒𝑒𝑔𝑔𝑖𝑖 based on the normal distribution, is given as follows [19]: 
   𝐶𝐶𝑝𝑝𝑒𝑒𝑔𝑔𝑖𝑖(𝜇𝜇,𝑢𝑢2, 𝜀𝜀) = 𝜇𝜇 + 𝛼𝛼𝑢𝑢 (2.15)   
𝛼𝛼 = �2 ln 1
𝜀𝜀
+ ln 1
𝜋𝜋
 (2.16)  If the arrival rate μ has a normal distribution, then at any time in the future, μ should not exceed the estimated equivalent capacity with probability at most 
𝜀𝜀. For admission control based on equivalent capacity, the parameter gives an estimated upper bound on the probability that the instantaneous arrival rate exceeds the allocated throughput for a class. The smaller the value for 𝜀𝜀 is, the more conservative is the admission control algorithm for that class. A new flow admission request would be accepted if the peak rate of the new flow added to the equivalent capacity were less than the allocated bandwidth for that class. As noted in [19],  𝐶𝐶𝑝𝑝𝑒𝑒𝑔𝑔𝑖𝑖 assumes a normal distribution for users arrival rate, this approach is not suitable for small or moderate-sized numbers. 
Normal Distribution Based on Bandwidth Expansion Factor  Gaussian approximation could be used to describe ON-OFF traffic sources. A CAC that uses Gaussian Approximation is suggested in [24], [35], [69], [71], [72]. However it is slightly different than the one suggested earlier in. In [35] the Statistical Multiplexing based on the Normal Distribution algorithm 
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 (SMND) is introduced, which takes advantage of some multimedia MPEG traffic payload properties, but it does not take into account the time dependence of aggregated MPEG traffic stream. More specifically, a Bandwidth Expansion Factor (BEF) is defined for VBR traffic (e.g. MPEG) so that the aggregate instantaneous rate exceeding the fraction of the capacity of the VBR traffic will not be greater than a pre specified threshold value 𝜇𝜇𝑡𝑡:  
𝑃𝑃𝑟𝑟{𝑑𝑑 > 𝑑𝑑𝐹𝐹} = � 𝑓𝑓(𝑥𝑥)𝑡𝑡𝑥𝑥 ≤ 𝛾𝛾 ,∞
𝑥𝑥=𝑑𝑑𝑇𝑇
 (2.17) where 𝑑𝑑 = ∑ 𝐶𝐶𝑖𝑖𝑢𝑢𝑖𝑖=1  represents the aggregated instantaneous bandwidth and 
𝑑𝑑𝐹𝐹 = 𝑑𝑑𝐵𝐵𝐵𝐵.∑ 𝜇𝜇𝑖𝑖𝑢𝑢𝑖𝑖=1 . 𝛾𝛾 is defined as a pre-specified threshold value that the aggregated instantaneous rate exceeding the fraction of the data traffic will not go beyond. The BEF is the inverse function of the normal distribution, as illustrated in Figure 2-12. In other words, CAC maintains EDP below threshold 𝛾𝛾 [35]. The parameters adopted by SMND are given in Table 2-4.  
Parameter Definition 
𝐶𝐶𝑖𝑖 Data rate of i-th source 
𝑑𝑑𝐹𝐹 
Capacity assigned to VBR traffic BEF. More information about how the BEF calculated available in [35] 
𝑑𝑑𝐵𝐵𝐵𝐵 Bandwidth expansion factor 
𝜇𝜇𝑖𝑖  Average rate of the i-th source 
𝑢𝑢𝑖𝑖 Data deviation for i-th source 
𝑃𝑃𝑟𝑟 Probability density function 𝑓𝑓 (𝑥𝑥) of the aggregate rate. 
Table 2-4 SMND algorithm parameters  
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Figure 2-12 BEF calculation [71]  Previous studies as in [71] have assumed that a generic multimedia MPEG traffic stream can be modelled by a statistical Normal Distribution of Group of Pictures (GoP), which is characterized by a mean data rate value μ and a standard deviation  value 𝑢𝑢. Thus, considering independent multimedia traffic streams, the aggregate of n multimedia streams can be viewed as a flow characterized by a Normal Distribution with mean data rate as sum of the single mean data 𝜇𝜇𝑡𝑡 and standard deviation 𝑢𝑢𝑡𝑡 as the square root of the sum of single variance 𝑢𝑢𝑖𝑖2:   𝜇𝜇𝑡𝑡 = � 𝜇𝜇𝑖𝑖𝑛𝑛
𝑖𝑖=1
 (2.18)   
𝑢𝑢𝑡𝑡 = �� 𝑢𝑢𝑖𝑖2𝑛𝑛
𝑖𝑖=1
 
 (2.19) The blocking probability 𝑃𝑃𝑜𝑜 is given as follows:   
𝑃𝑃𝑜𝑜 = 𝑃𝑃𝑟𝑟{𝑑𝑑 ≥ 𝑑𝑑𝐹𝐹} = � 1
√2𝜋𝜋𝑢𝑢2 𝑡𝑡−(𝑥𝑥−𝜇𝜇𝑡𝑡)22𝜎𝜎𝑡𝑡2∞𝑑𝑑𝑇𝑇  (2.20) 
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  The new connection (i+1) admitted only if the equation below satisfied:   
𝑑𝑑(𝑡𝑡 + 1) = 𝑑𝑑(𝑡𝑡) + 𝜇𝜇 + 𝑑𝑑𝐵𝐵𝐵𝐵.�𝑢𝑢𝑖𝑖2 + 𝑢𝑢𝑖𝑖+12 < 𝑑𝑑𝑡𝑡 (2.21)  Thus, to make this approach a valid CAC policy, two assumptions must be made. First, the worst-case bandwidth allocation must be used. Second, traffic must be time independent.  The problem, however, is that it does not take into account the bandwidth required satisfying these instantaneous rates, which can make bandwidth utilisation inefficient. Rain can be stationary so the location of these users can make them correlated; even their traffic is not, as in the case of using dynamic bandwidth allocation.  
Simulation This subsection evaluates the performance of the approximation-based algorithms by the use of simulation. The simulation based on the scenario used in [67]. 50 sources are used, each with 4Mb/s peak rate, and 100 ms mean burst period. Figure 2-13 shows the calculated and measured traffic for each method: Fluid Flow (FF), Gaussian equation with outage probability (GA1), and for Gaussian equation with Bandwidth Expansion Factor (GA2) in comparison with the actual traffic load (RT). 
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Figure 2-13 Equivalent capacity measurement using approximations   The problem, however, is that both fluid flow and Gaussian over estimate equivalent capacity in the case of bursty traffic source as shown in Figure 2-13.  The result shows that the fluid flow approach performs better for non-bursty cases between 0.3 and 0.8 utilisation.  On the other hand, both Gaussian approximations over estimate the required capacity. In the case of bursty traffic for 0.3 and lower regions the Gaussian approach achieves better estimation.  Therefore, in [67] both approximations FF and GA2 is used to determine the required capacity to achieve better over all bandwidth utilisation. However, as shown the results using the equation suggested in [24], [35], [69], [71], [72] can enhance bandwidth utilisations, as shown in Figure 2-13. 
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Figure 2-14 Measurement-base call admission control process [19], [58]  
2.5.2.2. Measurement Based Algorithms This thesis will work on what is called measurement-based CAC, which uses prior traffic characterization parameters only for the incoming connection and uses real time measurements to characterize existing connections. Under the measurement-based CAC scheme, network utilisation does not suffer significantly if traffic descriptions are inaccurate. However, because source behaviour may be non-stationary, it is difficult for measurement-based CAC to obtain accurate on line measurements. Measurement-based CAC can only deliver significant gain in utilisation when there is a high degree of statistical multiplexing [62]. There are different types of measurements used to calculate the available bandwidth to be allocated to the new connection request as stated in [19], [58], and [59]. In [19], and [58], a number of parameters that can affect the measurement accuracy and system stability is discussed. Moreover, they briefly explain the effect of each one of them as they work as some sort of tuning knobs as shown in Figure 2-14. More information is available in the above-cited references.   
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2.6. Summary 
In DVB-RCS systems, there is a number of service classes and quality of service parameters. This chapter lists all the related quality of service parameters, quality of service classes, and allocation schemes used. Rain is the main impairment factor in satellite networks. A number of techniques is applied at physical layer to mitigate the effect of rain fading. A literature review is presented for the used fade mitigation techniques in centralized DVB-RCS systems. Finally, the chapter highlighted the call admission procedure. It describes the approximation methods and measurement based algorithms used to calculate the required bandwidth, namely fluid flow and Gaussian. The next chapter explores the gaps in research and addresses the application of Radio Resource Management (RRM) under rainy conditions and rain fade mitigation technique at physical layer. 
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3. Research Problem     Broadband satellite communication networks operating at Ka band is a crucial part of today’s worldwide telecommunication infrastructure. The problem, however, is that rain is the most dominant impairment factor for radio propagation above 10 GHz. On the other hand, in satellite broadband networks, the radio frequency spectrum is limited, which exacerbates the rain-fading problem. Therefore, this research focuses on the bandwidth demand estimation and investigates whether the current approaches used in Radio Resource Allocation (RRA) and bandwidth estimation are efficient in that sense. This research stems from two aspects: the consideration of multiple rain levels and area size across which RCSTs are distributed in bandwidth allocation. In the next sections, effects of multi-levels rain fading allocation on bandwidth demand calculation will be looked at in literature, in order to decide whether the current radio resource allocation and bandwidth demand estimation approaches are efficient. 
3.1. Multiple Levels of Rain Fading Allocation As shown in the previous chapter, forward link transmissions for user terminals are organised in bursts. These bursts are assumed to be made of a fixed number of time-slots, which are long enough to transmit one fixed-size packet.
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3.1.1. Multiple Levels of Rain Fading in Radio Resource Management Generally, Radio Resource Management (RRM) encompasses the MAC layer functions to allocate the satellite radio resources among RCSTs. Typically, a Bandwidth on Demand process, also known as Demand Assigned Multiple Access (DAMA) algorithm at the MAC layer allocates traffic time slots in an MF-TDMA Frame [73] [74]. The DAMA algorithm receives capacity requests from RCSTs and allocates resources to them based on the available capacity and QoS requirements. Until recently, DVB-RCS has used only QPSK 1⁄2 modulation and coding scheme, called mode hereafter, to transmit data. All the time slots on carriers were in the same mode and the only problem confronting the MAC layer was how to optimally allocate the time slots to RCSTs. However, now as there are multiple modulation schemes available, the MAC layer faces new challenge of optimally utilising the available frequency bandwidth. NCC has to make sure that extra time slots, extra bandwidth or both are available to provide users with the requested data rate and quality of service in varying weather conditions. Combinatorial optimisation has been used to address the problem of efficient radio resource allocation in DVB-RCS satellite systems at the MAC layer. A game theoretic approach to achieve fair bandwidth allocation is used [75]. In [5], resource allocation for rain faded forward links has been modelled as a knapsack problem. It also presented with rain fading as a combinatorial optimization problem in [8], aiming to pack optimally packets of different sizes into the MF-TDMA frame space. Furthermore, radio resource allocation problem is presented as linear programming equation in [50], [51], [53], [54], [76]. In [76], more complicated data traffic was considered. The data traffic had different delay classes, which gave them different packing priority levels. A heuristic algorithm to solve the allocation problem is suggested. However, in all the cited references above, the RCSTs were divided into only two groups: rainy and non-rainy terminals, presuming the worst-
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 case conditions for the RCSTs affected by rain. Although this approach will guarantee providing the users requirements, it leads to a waste of bandwidth due to overestimation of bandwidth requirements. The allocation problem can be solved using bin-packing algorithms [45]. In [77], the RCSTs are allocated the maximum bandwidth at any given time leading to a Constant Bandwidth Allocation (CBA). This approach is also not spectrally efficient. Considering the worst-case calculation implies that rain fading in all locations is a possible outcome. This assumption can lead to a waste of frequency bandwidth for two reasons. The first reason is that VSAT networks tend to have large footprints, which may reach up to a third of the total earth surface. Therefore, common sense dictates that at any given time instant there will be only certain areas that suffer rain fading, as researchers in [4] describe rain precipitation process to be a localised event. Even in the overall rainy area there are different rainfall rate levels. Therefore at any given time instant there will be only a limited number of RCSTs suffering the maximum rain fading. The second reason is that considering the worst-case means the maximum rain fading is expected at any precipitation event. However, researchers in [78]-[80] show that heavy rain is a rare phenomenon in the precipitation process. 
3.1.2. Multiple Levels of Rain Fading in Call Admission Control 
Process The problem of considering worst-case rain exists at the CAC layers as well. In [19], [24], [38], [56], [67]-[69], [81]-[83] the use of approximations available like fluid flow and Gaussian is suggested. In all these approaches the worst-case rain fading is considered. This leads to bandwidth waste as the bandwidth requirement is overestimated. Multi-level rain fading was considered in the call admission control in [84]. This algorithm splits RCSTs into groups according to their fading level and traffic demand. A dynamic bandwidth allocation method for CBR traffic is also suggested aiming to optimise bandwidth utilisation, and reducing 
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 blocking and dropping probability for the CBR calls. They refer to this approach as partitioning by station (PbS). A similar methodology was already used in [85]. The paper suggests operating in the physical layer, by trading the dropping probability of packets and the bandwidth of the satellite hop for the packet blocking of the connections, which are generating CBR traffic (i.e. voice and video). They presented the problem as a stochastic knapsack problem. Look-up tables of the optimal transmission parameters are created for possible link's variable signal attenuation due to atmospheric events (i.e. rain) and then applied in an adaptive fashion. The problem with these two approaches is that they only focus on short-time variable parameters with no consideration for the long-term rain fading variation and how it would change the available bandwidth value.  Therefore, this thesis investigates the effectiveness of distinguishing between more than two levels of rain and utilises this for bandwidth allocation and estimation. More specifically, instead of using only two groups, rainy and non-rainy, RCSTs are assigned to the available rain levels supported by the ACM fade mitigation technique. In this thesis, the MF-TDMA dynamic frame structure to support the multiple rain fading levels will be described. This thesis studies how considering multiple rain fading levels in the time slot allocation process can affect the total bandwidth demand for the Constant Bit Rate traffic. The next section investigates the rain field size to help estimating the maximum possible number of rain-faded links at any given time. 
3.2. Rain Field Size Understanding rain dynamics can help analysing the possible instantaneous and overall bandwidth demand. Bandwidth demand depends on the number of users, service requirement (such as data rate and QoS parameters), and finally weather conditions. 
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 Geostationary satellites tend to have a large footprint. A satellite footprint can cover one third of earth surface [25]. The weather within the same footprint can vary significantly between tropical, dry, rainy and humid [86]. As shown in the previous section, when studying bandwidth requirement many researchers consider worst-case rain scenario to compensate for the weather effects. Namely, they assume that all RCSTs can be affected by rain fading simultaneously. This approach provides high redundancy and robust system structure against fading. The problem, however, is that research shows that a single rain field radius can reach up to 100 km [87]. This is considered as a small area compared to the spotbeam footprint in geostationary satellite networks. Hence, considering worst-case conditions for all RCSTs may lead to a wasted bandwidth. This highlights the urgency to address the area which the RCSTs are distributed cross, and emphasizes the need of estimating the possible maximum number of rain faded links at any given time, and, consequently what the possible bandwidth demand can be. This section investigates whether the current rain study and modelling methods are useful to estimate bandwidth demand. Rain study is an enormous research field due to the major impact of rain attenuation on link availability in satellite networks. Generally, rain studies can be sub-divided into a number of areas of interest such as precipitation, Drop Size Distribution (DSD), intermittent, and space-time structure of rain. This section presents a literature survey for a number of methods used to predict, model, and analyse rain events, then explores whether they are adaptable for radio resource allocation in satellite networks. The study includes rain modelling and rain field sizes and distribution. The study also investigates the rain spatial structure effects on long-term maximum bandwidth demand requirements. 
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 In literature, two types of RCSTs distributions can be found: city oriented, and randomly distributed RCSTs as in [88], [50] and [4] respectively. Moreover, in real life countryside and remote areas distributions can be added to these two distributions. In some countries RCSTs are focused in big cities due to the high service demand and the lack of other means of services. That type of distribution can be found in third world countries, where no terrestrial services are available. In Europe and developed countries, however, the satellite users are located in the remote areas, such as in small villages and countryside, where no other means of services are available. The long-term radio resource management for faded satellite networks is the main scope of this thesis. Therefore, chapter 6 investigates estimating the maximum bandwidth demand based on RCST geographical area of distribution, data rate requirement, and rain fields sizes measurements and statistical information. The hypothesis this research tries to prove is that by understanding the geostatical information for terminals location and rain nature bandwidth utilisation and estimation can be optimised. 
3.2.1. Rain Modelling Rain study is an enormous research field due to the major impact of rain attenuation on link availability in satellite networks. This section reviews a number of state of the art rain studies and explores whether they can be adapted to satellite network applications, namely, to overall bandwidth demand estimation. The first approach is rain modelling. Simulating rain event can show rain intensity in a given location, consequently, helping in prediction of instantaneous bandwidth demand. Rainfall is described rainfall as non-stationary, intermittent, inhomogeneous, and largely variable in space and time [89]. Therefore, robust models are required to overcome the effects of rain fading. 
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 The model describes rain as a stochastic process. Stochastic process can be looked at as a sequence of random variables. Probability theory can be used to analyse such stochastic processes. The proposed model simulates Drop Size Distribution (DSD). DSD can be used to deduce the rainfall rate, and hence estimate the possible bandwidth demand.  DSD is represented as a Gamma distribution with three parameters, (𝜇𝜇,Λ,𝑁𝑁𝑡𝑡 ), where 𝜇𝜇  is the distribution shape and Λ  is a slope. These parameters can be seen as a realization of underlying multivariate random function due to the variable nature of rainfall. The value of these parameters must be assigned empirically as suggested in [89]-[92]. However, different data types are required to calculate the model parameters, which the authors claim are not available so far. Therefore, it was suggested to simulate them, and a number of approaches were presented. In [89], two properties of rain are addressed: rainfall rate and space-time structure. Rainfall intermittency stands for the existence or the absence of rain and is modelled using an indicator field [89]:  𝐼𝐼 = �10,𝑓𝑓𝐿𝐿𝑡𝑡 𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑟𝑟 𝑠𝑠𝐿𝐿𝑙𝑙𝑡𝑡𝐿𝐿𝑡𝑡𝐿𝐿𝑡𝑡 , 𝐿𝐿𝐿𝐿ℎ𝑡𝑡𝑡𝑡𝑒𝑒𝑡𝑡𝐿𝐿𝑡𝑡                       (3.1) Using this indicator field helps drawing rain map for a given observed area on rain/no rain basis, where the rainy locations are known. This approach can help estimating bandwidth demand considering the worst-case scenario. Space-Time structure of (𝐼𝐼, 𝜇𝜇,𝑁𝑁𝑡𝑡 ) is modelled using space-time variogram. By definition, variogram 𝑉𝑉(𝑗𝑗,𝑝𝑝)  describes the variance between two locations j and k. The variance in the study stands for the spatial and temporal correlation of rain between j and k locations. A valid space-time variogram fitting is difficult, when less data is available. The paper also suggests separating the spatial and temporal variation as an alternative approach. The variogram is only calculated in one domain:  
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  𝛾𝛾(h, 𝜏𝜏) = 𝛾𝛾𝑆𝑆(h) + 𝛾𝛾𝐹𝐹(𝜏𝜏) ,  (3.2) where 𝛾𝛾𝑆𝑆(h)  and 𝛾𝛾𝐹𝐹(𝜏𝜏)  is the spatial and temporal variogram of 
𝑉𝑉(𝑗𝑗,𝑝𝑝) respectively.  Understanding the temporal and spatial correlation of rain events between different locations can help producing rain maps for an observed area and a given time duration, consequently, estimating the overall bandwidth demand. The problem with these models, however, is that they are not yet applicable to real-time resource allocation in satellite communication applications [4]. This problem arises from the short spatial-temporal scale of these models.  Although the models can be useful in a number of applications, they fail for satellite network applications in two aspects. First, the time space resolutions are not suitable for the millisecond scale used in satellite communication. In [54], a large scale Space-Time stochastic simulation tool is suggested for rain attenuation for the design and optimisation of adaptive satellite communication system. However, in the suggested model, it is assumed that area of size 200x200 𝑘𝑘𝑡𝑡2 has the same rain fading level, which other researchers prove it to be wrong as in [93], as rainfall rate varies significantly within the same rain field. Second, high-speed data transmission is used in satellite communication networks, and that requires detailed robust rain models with milliseconds time resolution and large-scale spatial resolution due to satellite large footprint. Creating such a precise model requires optimal parameterization. Optimal parameterization is only achieved if both temporal and spatial data are available. This sort of data is not yet available [89]. Therefore, the current stochastic models are not suitable for bandwidth demand estimation. However, the shortcomings of these models 
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 can be overcome in the future by providing thorough data and modifying the resolution by the use of interpolation. Therefore, the next section investigates a different approach. The section looks into the studies of rain fields modelling and distribution, and whether they can be applied in bandwidth demand estimation. 
3.2.2. Rain Field Studies Generally, rain research area is sub-divided into a number of fields including storms and disasters, rain cell modelling, and rain cells distribution studies. In literature, various definitions can be found for the term “rain cell”. In rain fields studies from meteorological radar observations, researchers refer to the terms ‘‘rain cell’’ or ‘‘rain area’’ to describe the patchy structure of the rain. The term ‘‘cell’’ seems to be preferred, when there are explicit or implicit references to the associated dynamic structure as the cause of rain. However, it seems more accurate to use the term ‘‘rain area’’, when discussing the structure of the rain field without considering the peak rainfall rate inside the rain entities as a criterion of classification. In the rain field structure related to radio wave propagation, the above distinction was not considered and the term ‘‘rain cell’’ was mainly used in literature [87]. In following sections the term field is used. The term “rain field” in this study refers to the area in which any sort of rain precipitation is occurring.  Rain cells are characterized by a number of different methods. Goldhrish [94] states the different definitions available. The paper relates the corresponding area to the rain rate averaged over this region. Lopez et al. [95] define rain cells as regions with local maximum rain intensity. The exact dimensions of these cells are defined by the regions with the minimum rain rates occurrence. In other words, the minimum value between two peaks defines the dimensions of these cells. Rain cell distribution is a mainstream research due to the crucial impact it has on environment. Sauvageot et al. [96] present review of the 
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 available literature, showing that the rain cells size distribution for a rain-rate threshold 𝜏𝜏 can be represented by an exponential distribution in which the exponential parameter weakly depends on geographical location. A new simple method for the measurement of rainfall by radar is proposed. Rain maps produced using this approach can be used in bandwidth demand estimation, as the rainfall level for the observed area is known and can therefore be applied to estimate bandwidth demand. In the proposed method a range gate ensemble associated with a radar beam scanning azimuthally a rain field is used to sample the chord distribution arising from the random intersect of the cells by the scan lines. The authors claim that this method offers the potential for retrieving area-average rain rate estimates from space-borne microwave sensors. They also evaluate the performance by simulation using ground-based radar data in order to test the proposed method, suggest that the basic concepts are valid [96]. However, although knowing the overall average has been proven to be helpful in some cases such as in floods alert, it will not help with calculating the bandwidth demand, because the demand is a function of the exact rainfall rate. Other researchers tend to present models simulating rain cells. Feral et al. [87] introduced a new physical model of the rain cells named HYCELL. Having a model to describe rain cell can be helpful to predict the possible rain faded locations and, hence, to estimate what the bandwidth demand can be. The model allows improving rain rate horizontal distribution description within the cells by combining a Gaussian function and an exponential one. The rainfall rate distribution in the inner convective core of the cell is given by the Gaussian component, while the exponential component describes the surrounding stratiform component. The 
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 mathematical definition of the HYCELL model provides the versatility necessary to describe the internal structure of the real rain cells. Using unimodal functions in rain cell modelling is justified by the fact that, firstly, the majority of rain cells are single-peaked; secondly, when having more than one peak, the cells inside which several peaks of comparable intensity coexist are rather rare. Most of the time there is only one main or dominant peak [87]. The problem, however, is that there are obvious gaps in the these research areas to do with addressing terrestrial and extra-terrestrial radio propagation, including the lack of statistical information available about the possible number and size of rain cells for a given area size, and how these numbers can vary annually. Achieving statistical significance requires studying rain for long periods. Prior research obtained statistical significance by studying rain for duration varying between 3 years, as in [97] [98] [99], four years as in [100], five years as in [94], and finally up to a hundred of years [101] [102] depending of the data available and the time tangents and conjugation. A plethora of studies addresses rain in extreme weather condition [87], [99], [97]. In [97] and [96], rain cell sizes are investigated as a function of rainfall rate. Zain et al. [103] show that the size of rain cell increases as the rainfall intensity increases.  In stormy conditions, rain cell radius can reach up to a maximum of 100 km as in [87] [95]. Although in [19] and [20] rain cell sizes and cell distribution on microware links are investigated, the used spatial and temporal resolution is relatively small compared to the satellite footprint. As stated earlier, satellite networks have a large footprint, while many of the listed studies are single point studies, which can be insufficient. Some researchers suggested the use of multiple points, up to 5 in some studies [104]. However, these numbers are insufficiently small compared to the number of RCSTs or the area that they cover. 
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 A possible solution is the use of a single model to be applied for all RCSTs locations individually, but that will require studying the spatial and temporal correlation between these locations, for which the current version of these models is not adapted. The second issue is that using this approach may require high computational power. Therefore, there is an obvious missing link between the current rain studies and satellite network applications. This thesis aims to fill in this gap by looking at how historical rain data can be used to predict bandwidth demand rather than building stochastic models or rain cell models. 
3.3. Research Questions As shown in this chapter there are a number of gaps in research when it comes to bandwidth optimisation estimation. For instance, the consideration of multiple levels of rain fading in the radio resource allocation process is not properly looked at, as there is no method suggested for estimating the maximum possible bandwidth demand, and the impact that area size, which RCSTs are distributed across, has on the bandwidth demand. In the next three chapters the following research questions will be addressed: 
• How can considering multiple rain fading levels affect the bandwidth utilisation? 
• Can the current DVB-RCS system structure be adapted to the addition of multiple rain fading levels in the allocation process of bursty traffic? 
• How can the area size in which RCSTs are distributed across be used in estimating bandwidth demand? 
• How can considering multiple rain fading levels be incorporated into estimating bandwidth demand? 
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3.4. Summary Rain attenuation plays an important role in satellite communications due to the limited spectrum available. This chapter investigated the problem of radio resource allocation and management by looking at two aspects: the consideration of multiple levels of rain fading and geographical area size. This chapter showed that worst-case rain fading is widely considered in radio resource allocation at MAC and CAC layers. Although the suggested methods guarantee providing the requested services, they are still spectrally inefficient as they may overestimate the rain fading level. The chapter also showed that the current rain field studies do not help in measuring or estimating possible bandwidth demand, as they fall short in temporal and spatial resolutions. Therefore, the next chapters investigate the possibility of efficiently utilising the frequency bandwidth by considering multiple rain fading levels, and if is it possible to estimate the required bandwidth by looking at the maximum total (aggregated) size of the rainy area over a period of time.  
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4. Research Setup     Generally, network simulators play a very important role in high-speed communication networks. They help predicting the users’ demand, network transmission errors, utilisation, throughput and other QoS parameters statistics required in order to help planning, designing, improving or upgrading the actual network structure and performance. In satellite networks, when studying rain fading, it is essential to predict the level of attenuation at the network design stage or even in later stages such as Call Admission Control and Media Access Control procedures. This thesis focuses on addressing the effects of multiple levels of rain-fading and the geographical area size in which RCSTs are distributed across on bandwidth demand in order to efficiently utilise the available radio resources. The first step to achieve this goal is to accurately calculate the rain fading and bandwidth demand used by any given network setup. Therefore, a simulator must be developed that uses measured historical rainfall rates data. It is very important to distinguish the difference between power budget simulators and traffic simulators as there is a plethora of proposed simulators based on the ITU-R models to calculate the transmission power required to achieve a certain network availability as in [54]. There is a gap between these two types. The majority of power budget simulators lack the consideration of the traffic generated by the network and vice versa.
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 Rain process is characterized by statistical factors, which do not change significantly over the years. The International Telecommunications Union ITU-R developed models to predict the rainfall rate over different zones around the world. Using these models provides the estimation of the transmission power that may be required. However, there are two problems with these approaches: these models are only used in the Media Access Control (MAC), and in much smaller scale in Connection Admission Control (CAC). The models still do not capture all the properties of rain. Rain varies between seasons as well as regions around the globe, which makes these models spectrally inefficient. 
(a) Time series generated by the rain synthesizer suggested in [73]  
(b) Time series used in the proposed simulator 
Figure 4-1 Rain attenuation time series 
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  Rainfall rate may also have annual variation and these models do not address that.  However, there are a number of available simulators such as OpNet that is used to simulate network traffic with the ability to adapt different data inputs which eventually can be incorporated with rain models as in [73], [105], [106]. Satellite networks are simulated using Opnet in [73]. The rain model suggested in [107]  is used to simulate rain event in a number of RCSTs locations. However, the simulation scenario they presented falls short in the temporal resolution as shown in Figure 4-1, as well as the number of users. Figure 4-1 (a) and (b) shows a time series used in [73], and a time series used in the proposed simulator, respectively, for a given location. It can be seen from the figure that the time-scale is significantly bigger in the proposed approach. Therefore, the proposed approach can only be used for long-term network performance evaluation. Another drawback is that the rain event geographical dependency was not highlighted or considered. In other words, it does not state clearly whether precipitation happens in all the locations at the same time or if there is a certain spatial and temporal correlation between the RCSTs locations. Consequently, the overall bandwidth demand calculated may not reflect the real case demand. Therefore, in the proposed approach, real rain historical data is used to realistically address rain spatial and temporal correlation. The short temporal scale and the lack of geographical dependency consideration shows as well in [108]. Although, the bandwidth requirement is calculated using real rainfall rate for a certain video streaming network setup, only a short scale temporal resolution of about eighteen hours was used. Therefore, in this research, an event-based simulator was developed in order to evaluate network performance and calculate bandwidth demand 
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 using MATLAB. The simulator bandwidth demand calculations are based on real rainfall rates historical data. In the following sections, the simulator structure and building blocks will be explained including data traffic modelling and a full description of the rain historical data used in this research setup.  
4.1. Traffic Source Modelling 
4.1.1. Self-Similarity  
In [4] the self-similarity is defined as the structural similarity of a phenomenon across a wide range of time scales. A bursty traffic source can be described using the notion of self-similarity. Self-similar property is associated with “fractals”. Fractals in definition are objects, whose appearances are unchanged regardless of the scale at which they are looked at [32] [109].  Researchers in [110] show that the self-similarity pattern can be present in network traffic, and the network traffic has two states of active and inactive status. They found that the heavy-tailed nature of transmission and idle status is not necessarily caused by network protocols or user performance, but rather stems from more fundamental characteristics of information storage and processing. Both transmission and idle status are heavy-tailed themselves due to the nature of file size on one hand and the users idle time on the other. Therefore, the On/Off models seem appropriate to model the network traffic. The results presented in these two papers show that the self-similarity of the web traffic is not a machine-induced artefact. Moreover, the web traffic self-similarity is unlikely to be removed even if changes in protocol processing and data type occur. In the next section, the On/Off model will be briefly explained. The section demonstrates how the model can be used in network traffic generation. 
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4.1.2. On/Off Traffic Sources 
On/Off is one of the popular models to simulate bursty traffic sources, in which the source switches between two states, active when it produces packets, and silent when no packets are produced. The model is a two state Markov-Modulated Poisson Process (MMPP). This model is commonly used for describing Constant bit rate (CBR). Figure 4-2 illustrates the two-state model for On/Off source[19], [70] . 
Figure 4-2 On/Off Source The On/Off source can be orchestrated by the three parameters mentioned earlier (PCR, SCR, and MBS), so that the ON duration can be calculated using the following equation:   
𝑇𝑇𝑜𝑜𝑛𝑛 = 𝑑𝑑𝑠𝑠𝜆𝜆𝑝𝑝 ,  (4.1) where 𝑑𝑑𝑠𝑠  and 𝜆𝜆𝑝𝑝  are the burst size and peak data rate respectively. Similarly the OFF duration is given as follows:   
𝑇𝑇𝑜𝑜𝑓𝑓𝑓𝑓 = 𝑑𝑑𝑠𝑠(𝜆𝜆𝑝𝑝 − 𝜆𝜆𝑚𝑚)𝜆𝜆𝑝𝑝𝜆𝜆𝑚𝑚 ,  (4.2) where 𝜆𝜆𝑚𝑚  is the sustainable packet rate. In context of this thesis, burstiness is defined as the ratio of the peak data rate over the average data rate:  
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𝑑𝑑𝑢𝑢𝑡𝑡𝐿𝐿𝐿𝐿𝑡𝑡𝑡𝑡𝑡𝑡𝐿𝐿𝐿𝐿 = 𝜆𝜆𝑝𝑝
𝜆𝜆𝑚𝑚
 ,  (4.3) Gebali in [70] describes an On/Off model where 𝛼𝛼 is the probability of packet generation when the source in active state, as shown below.  𝑇𝑇𝑜𝑜𝑛𝑛 = 𝛼𝛼(1 − 𝛼𝛼)  (4.4) While the probability of the source being silent is obtained by the following equation:  
𝑇𝑇𝑜𝑜𝑓𝑓𝑓𝑓 = 𝛽𝛽(1 − 𝛽𝛽),  (4.5) where 𝛽𝛽 is the probability of the traffic source staying inactive. The source utilisation can be defined as the average rate divided by the Peak Rate. Therefore bursty sources have very low utilisation [111]. The channel utilisation is defined as the portion of the data carrying channel capacity that is effectively used for network throughput. Utilisation is one of the most significant criteria in the performance evaluation of a MAC scheme [4].  Moreover, when a number of On/Off sources are modelled, they are considered to be independent of each other. The concept of Independently Identical Distributed (i.i.d.) means that the same method of generation is used for each source separately, which gives a certain level of randomization for the aggregated traffic. However, due to the nature of the generation process it is more likely to be On/Off subjected to the self-similarity aspect [112], [113].  
4.2. Rain Data  
4.2.1. Nimrod Data Definition 
The UK has a network of 15 C-band rainfall radars. The reading of these radars is processed by the Met Office NIMROD system. At each site, four or 
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 five radars scan at different elevation angles in order to give the best possible measurement of rainfall at the ground. The Centre for Environmental Data Archive (CEDA) website holds the analysis of rainfall rate at a time resolution of 5 or 15 minutes. Images are available for the UK as well as a further image including neighbouring European countries. Data files are available on a 1 km and 5 km Cartesian grid. Finally these data sets have only been minimally processed, and the original polar data coordinates are available for two radar sites [114]. 
(a) 
(b) 
Figure 4-3 NIMROD Data example 
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4.2.2. NIMROD Data Calibration 
The data consists of two sets: images and raw data of the rainfall rate taken every 15 and 5 minutes respectively, as shown in Figure 4-3 a and b.. In this thesis, MATLAB is used to process the data. In the proposed setup, the raw data will be used as it covers a larger area size. The data sets consists of 2175 × 1725 array, that covers UK and neighbouring countries. However, there are no clear indications of what the exact location of that array on the map is, as shown in Figure 4-3 b. Therefore, in order to facilitate this data, an experiment to derive the related longitude and latitude for the data was carried on. The idea was to select a number of reference points from the dataset, in this case 100 event points. The effort was to select point distributed all over the array, and find their locations on the map. The results obtained were significant as shown in Figure 4-4 for the latitude, and Figure 4-5 for the longitude. The calibration of the data sets helps making the data more useful for later use in this research setup. By fitting a line on the results, the related latitude value of any point of the data set can be calculated. Hence, the relation between actual latitude and dataset points is shown in the following equation, where x stand for the relevant point from the NMROD dataset, as illustrated in Figure 4-4:  Latitude =  63.9158 −  0.0091 x    (4.6)  As shown in Figure 4-4 the line is with a negative slope and that is caused by the unique way of MATLAB array formatting.  Similarly the relation between the longitudes and dataset point can be obtained using the following equation.   Longitude =  0.0148 x −  13.9906    (4.7) 
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Figure 4-4 Latitude calibration 
Figure 4-5 Longitude calibration      
 72 
Chapter 4. Research Setup 
 
 
 There are mainly two outcomes of this calibration process: 
• First, the data set can be considered as a flat ground, or the more likely explanation is that the data has been processed as the results in figures 4-4 and 4-5 show a line rather than a curve. In other words, the data has been flattened so that the earth curvature can be neglected. 
• Second, the mathematical equations have been derived to link any point in the array to the correspondent longitude or the latitude point on the earth surface. 
4.3. The Proposed Simulator Design 
4.3.1. System Structure The simulator focuses on the bandwidth demand calculation. It aims to calculate the bandwidth demand of the network based on historical rain data. The simulator is inspired by the measurement based algorithm presented in [19], [58], [59], [115].  Figure 4 shows a measurement based simulator process. There are two essential components in the calculation process: resource estimation and traffic estimation. In the current version of this simulator, the On/Off Markov based traffic is used [19], [70]. The radio resource estimator uses historical rainfall data to predict the required bandwidth. The network simulation uses both real rainfall rate historical data and data traffic modelled data if available. In this thesis, the time slot and radio resource allocation policy suggested in [50], [116] is used in the network simulator. The simulator measures the used bandwidth, and the new connection is granted services only if there are no violations of the agreed QoS boundaries with current network subscribers. 
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Figure 4-6 The proposed simulator flow diagram 
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4.3.2. Bandwidth on Demand Calculation 
As shown in the previous chapter, one of the key elements that plays vital role in radio resource allocation procedures is calculating the available bandwidth.  There are many approximations available like fluid flow and Gaussian. Fluid flow is thoroughly investigated in [19], [58], [67], [68]. Normal “Gaussian” distribution is used to evaluate the required bandwidth in [19], [24], [35], [57], [58], [67], [69]. There was a difference, however, between the equivalent capacity calculations suggested in [24], [35], [69], and the method suggested in [19], [58], [67] where the Cell Lose Ratio (CLR) has been taken in to consideration in the calculation, and whether accepting a given call will violate any of the bounds that have been agreed with on-going connection. These approximations can be only correct, when each connection adhered to its traffic flow description i.e. peak rate, average rate, burst length etc. The problem with that approach is that as a connection or group of connections suffers rain the bandwidth required to maintain a targeted rate would increase as the SNR decreases. This makes these approximations inadequate, as there is no involvement of rain attenuation consideration in these calculations. In the proposed simulation environment, The ACM with constant bit rate is considered as the network is assumed to provide guaranteed services, as shown in chapter 2. The simulator checks the rainfall rate for each RCST location using the rain historical data in NIMROD data base, then calculates the rain attenuation using the ITU-R models explained in chapter 2, and finally calculates the required frequency bandwidth based on the traffic generated by RCSTs. The traffic sources are i.i.d., and the On/Off model was used to simulate each RCST traffic source. The final stage is to run the packing algorithm to generate the TBTP. The proposed framework is shown in Figure 4-6. The packing algorithm will be explained in the next chapter. 
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4.3.3. Simulation Output 
The first output of the simulator is the bandwidth demand of the network in a time series form, as shown in Figure 4-7. This output type is obtained from running the DAMA algorithm combine with the instantaneous fading level for each RCST location. Originally, the first output played a very important role in the monitoring and verification of the calculation of the inter-working of each individual model within the simulator. This includes traffic generation model, RCSTs geographical distribution set generator, rain data query, FMT, DAMA, and finally time allocation algorithm.  The second result is the statistical information obtained from the time series data. The results include Cumulative Density Function (CDF), Histogram figures, and finally Probability Density Function (PDF).  The obtained results comprise the main metrics needed to evaluate network performance. Figure 4-8 and 4-9 show examples of simulator outputs. 
Figure 4-7 Example of bandwidth demand time series 
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Figure 4-8 Bandwidth demand CDF 
Figure 4-9 Bandwidth demand histogram   
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4.4. Summary 
The chapter presents the research setup. The proposed simulation environment structure has been described and each building block has been explained.  The proposed simulation is event-based and is developed using MATLAB. The simulation calculated the required bandwidth for any given RCSTs geographical distribution, rain fading mitigation technique, and packing algorithm. The proposed simulation calculates the required bandwidth based on the NIMROD historical rain data for the UK. The dataset has been described, and has been calibrated to be useful in this research setup. The proposed setup uses the On/Off model to simulate each RCST’s data traffic. The next chapter addresses the application of Radio Resource Management (RRM) under rainy conditions and rain fade mitigation technique at physical layer using the proposed setup. 
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5. Effects of Multi-Level Rain Fading on Radio 
Resource Allocation      This chapter studies bandwidth and time slot allocation problem for rain faded DVB-RCS satellite networks. It investigates how considering multiple rain fading levels can improve bandwidth utilisation in DVB-RCS return channel. In this Chapter, a mathematical model to calculate the bandwidth on demand is presented. The Radio Resource Allocation (RRA) is formulated as an optimization problem and a novel algorithm is proposed for dynamic carrier bandwidth and time slots allocation, which works with CBR type of traffic. A theoretical analysis for the time slot allocation problem is provided, which shows that the proposed algorithm achieves optimal results. The algorithm is evaluated using a MATLAB simulation with historical rain data for the UK. Although the independently identical traffic sources (i.i.d.) have been used in many FMT simulators as in [32], it is still undesirable. The reason behind is that rain is location dependent event. In other words, if there is a number of RCSTs located close to each other, there is a significant possibility that they may suffer rain fading in the same time, which consequently makes the total bandwidth demand RCSTs location dependent although their traffic are not.  
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 This is one of the key issues this thesis is trying to highlight, namely, the RCSTs geographical distribution effects on the bandwidth demand and Radio Resource Management. The main objective of this chapter is to investigate how considering multiple levels of rain fading in the radio resource allocation process can improve bandwidth utilisation in DVB-RCS return links. The chapter addresses the following:  
• It studies the effects of using multiple rain fading levels allocation on the total bandwidth demand of constant data rate traffic, and demonstrate the resulting improvements in bandwidth allocation on real historical rain data.  
• A novel low-cost time slot allocation algorithm for bursty data rate traffic is proposed to achieve a better bandwidth utilisation using multiple rain fading levels in calculation, while still meeting the Quality of Service (QoS) requirements.  
• Theoretical analysis of the time slot allocation problem is provided which shows that the proposed algorithm achieves the theoretically optimal assignment.  
• The proposed algorithm is evaluated using a simulation with real historical rain data to demonstrate its practical benefits.  The current version of the proposed algorithm deals with the guaranteed throughput service. The guaranteed throughput service is defined as the service, which ensures that a subscriber always gets the bandwidth requested regardless of traffic behaviour of other users [3]. ACM with constant bit rate is used throughout this thesis as the preferred fade mitigation technique. In ACM calculation process at the MAC level, the rain fading obtained is rounded up to the most significant value in order to compensate for any degradation in link quality while transmitting data. On the other hand, in case of no available weather data the algorithm by 
 80 
Chapter 5. Effects of Multi-Level Rain Fading on Radio Resource Allocation 
 
 
 design can adapt to any available prediction or interpolation methods used to calculate rain fading [76]. 
5.1. Dynamic MF-TDMA Structure 
As shown in the chapter 2, there are two MF-TDMA frame structures described in literature: fixed, and dynamic. The fixed structure is sub-divided into constant frequency bandwidth [4], [51], and constant rate capacity [77]. Both have a fixed number of time-slots. In this chapter, a dynamic frame structure is proposed for the next generation DVB-RCS systems. In this framework, the following constraints are imposed. 1. All Super frames have the same number of frames.  2. All frames have the same time duration.  3. All frames have the same bandwidth equal to the Super Frame bandwidth.  4. All time slots have the same guaranteed capacity [bits/second].  5. The modulation scheme and allocated bandwidth may vary between sub-carriers in the same MF-TDMA frame. Consequently, the number of time slots may vary from one frame to another.  In the current systems, the modulation scheme must be the same in a super frame due to the hardware limitation at the demodulator. However, the proposed dynamic approach can be applied on the current system but using the super frame scale instead the sub-carrier scale. In other words, the proposed method can be used to stack super frames of different bandwidth allocated bandwidth together globally.  In the communication scenario, the NCC sends Terminal Burst Time Plan (TBTP) to all RCSTs and the gateway at the beginning of each Super Frame to update transmission parameters. TBTP for each RCST includes frame_ID, transmission centre frequency, bandwidth, time, and duration that RCST will use to transmit its packets. This structure is shown in Figure 5-1 
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Figure 5-1 The proposed dynamic structure of MF-TDMA 
5.2. Multiple Levels of Rain Fading Allocation for CBR Traffic 
When studying rain fading, researchers use mathematical models to describe the problem. Resource allocation problem is presented as linear programming equation in [50], [51], [53], [54], [76]. In [76], more complicated data traffic was considered. The data traffic had different delay classes, which gave them different packing priority levels. A heuristic algorithm is used to solve the allocation problem. However, RCSTs were divided into only two groups: rainy and non-rainy terminals, presuming the worst-case conditions for the RCSTs affected by rain. This approach leads to a waste of bandwidth due to overestimation of bandwidth requirements. In [51], the allocation problem  is solved using bin-packing algorithms. In [77] the RCSTs are allocated the maximum bandwidth at any given time leading to a Constant Bandwidth Allocation (CBA). This approach is also not spectrally efficient. We propose to distinguish between more than two levels of rain and utilise this for bandwidth allocation. More specifically, instead of using only two groups, rainy and non-rainy, we assign RCSTs to the available rain levels supported by the ACM fade mitigation technique. In this Section, we study how using this multiple levels of rain fading in time slot allocation process can affect the total bandwidth demand for the Constant Bit Rate traffic. 
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5.2.1. Mathematical Formulation 
When considering multiple levels of rain fading that the network can mitigate, there is no clear indication of how the upper bound of the required bandwidth is determined. This can be measured experimentally using historical data for a given RCSTs set. The mathematical model is based on the assumption of Constant Bit Rate data traffic (CBR) i.e., RCSTs transmit at peak rate at all times. In other words, all time slots per carrier are reserved for one RCST. In the present model, ACM is used as an FMT. In chapter 2, Table 2-2 states the modulation parameters for each operation mode. Using worst-case scenario for rain fading means for a given data rate request  by RCST , the allocated bandwidth is  in clear sky condition, and  in the case of rain, , from Table 2-2. Hence the bandwidth  required to satisfy the data rate request  in clear sky condition, is calculated using (5.1) derived from [5] [4]:  
 (5.1) where  are transmission parameters associated with clear sky condition, and  is the roll-off factor, =0.35 . Let’s denote  a scalar indicating whether user  has rain fading level  or not. Hence, the experimental upper bound for the total bandwidth on demand is the summation of all user’s bandwidth requests.  is calculated is as follows:   
 (5.2) 
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   𝑥𝑥𝑖𝑖,𝑗𝑗 = �10, 𝑡𝑡𝑓𝑓 𝐶𝐶𝐶𝐶𝑆𝑆𝑇𝑇 𝑡𝑡 𝜖𝜖 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑠𝑠𝑡𝑡𝑙𝑙𝑡𝑡𝑠𝑠 𝑗𝑗  , 𝐿𝐿𝐿𝐿ℎ𝑡𝑡𝑡𝑡𝑒𝑒𝑡𝑡𝐿𝐿𝑡𝑡                            , (5.3)  where  is the total number of RCSTs.  = 1 indicates that RCST  has clear sky conditions. Considering multiple rain fading levels, at any given time, there will be a number of RCSTs suffering  or less levels of rain fading. For each fading level , , the NCC allocates different amount of bandwidth per carrier for each RCST, and sets transmission parameters.  is the bandwidth allocated to RCST  to mitigate  rain fading level. Total amount of bandwidth on demand  considering the existence multiple levels of rain fading is as follows:  
 (5.4)  In bandwidth allocation process, RCST  is assumed to have one rain fading level at any given time instant. This constraint is shown as follows:  
 (5.5)   
 (5.6)  where  is the total bandwidth available in Hertz.The constraint in Equation 
(5.6) means that the total amount of bandwidth used by requests should not exceed the available bandwidth. 
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5.2.2. Simulation Setup 
Scenario 1 In this scenario, the city-oriented geographical distribution of RCSTs suggested in [50] is used, where 120 RCSTs are used with geographical distribution pattern of 75% of the RCSTs located in 4 different cities London, Manchester, Dublin, Glasgow; and the rest randomly distributed all over the UK with the minimum separation distance of 1 km between RCSTs. This is illustrated in Figure 5-2. 
Scenario 2 In this case, the 120 RCSTs are randomly distributed all over the UK with the minimum separation distance of 1 km between RCSTs. In both cases, RCSTs set up connections with data rate of 144 kb/s  (topology A) guaranteed throughput for a low rate video streaming traffic. The operation frequency of the system is 30 GHz for uplink and 20 GHz for the downlink, which is the highest frequency used in Ka-band [6]. Hence, the maximum rain attenuation is expected. Version 1 DVB-RCS system with 9 ACM FMT modes is considered, i.e.,  in this case. The simulation uses historical rain data, with simulation duration of 2 months (February 2011 and 2012). 
5.2.3. Numerical Results 
Figure 5-3 and 5-4 show the amount of used bandwidth for the worst-case scenario in (a), and considering multiple rain fading levels in (b), for first and second RCSTs geographical distribution scenario respectively. In both scenarios, the bottom level of the used bandwidth corresponds to the minimum rain fading level (i.e. no rain), and is the same for both cases. The overall bandwidth usage statistics can be represented as a Cumulative 
9=k
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 Density Function (CDF) of the total bandwidth used. This is shown Figure 5-5 and 5-6 for the first and second scenarios respectively.   As it can be seen from the results shown in Figure 5-5 and 5-6, at any given time, the total bandwidth required for the worst case scenario is up to 25.23MHz, and 36.67 MHz for the first and the second scenario respectively, whereas in the case of using multiple levels of fading the total required bandwidth is below 17.07 MHz for the first case and 19.46 MHz for the second. Therefore, using the multiple levels of fading in the radio resource allocation for the given scenarios improves bandwidth utilisation by 33-47%. In the case of using Constant Bandwidth Allocation (CBA) the reserved bandwidth for both scenarios is 46.66 MHz calculated using Equation (5.1) and Table 2-2. Thus, considering multiple rain fading levels in the allocation process would achieve between 58-64% improvement in bandwidth utilisation compared to CBA. 
Figure 5-2 Users geographical distribution  
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(a) Allocated bandwidth with worst case rain fading 
(b) Allocated bandwidth with multiple levels of rain fading 
Figure 5-3 Scenario 1 Total bandwidth demand  
 87 
Chapter 5. Effects of Multi-Level Rain Fading on Radio Resource Allocation 
 
 
  
(a) Allocated bandwidth with worst case rain fading 
(b) Allocated bandwidth with multiple levels of rain fading 
Figure 5-4 Scenario 2 Total bandwidth demand   
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(a) Allocated bandwidth with worst case rain fading 
 (b) Allocated bandwidth with multiple levels of rain fading 
Figure 5-5 Scenario 1 total bandwidth demand CDF  
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(a) Allocated bandwidth with worst case rain fading  
(b) Allocated bandwidth with multiple levels of rain fading 
Figure 5-6 Scenario 2 total bandwidth demand CDF     
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5.3. Multiple Levels of Rain Fading Allocation for Bursty 
Traffic 
The results given in Section 5.2.3 demonstrate the effects of taking into account rain conditions on the total bandwidth demand. Although it shows the effect of multiple levels of rain fading, it does not reflect a real traffic situation since RCSTs can be active, idle, or offline. Burstiness, peak rate, and average rate are parameters describing user traffic. These models are described in [19] [68]. User requests are statistically multiplexed and transmitted together in real time. They share the same available bandwidth to achieve better utilisation. Fluid flow and Gaussian approaches are used to estimate the bandwidth usage, called equivalent bandwidth, which stands for the estimated total data bit rate requested by all RCSTs [19], [67], [117], [118]. Then the total frequency bandwidth required satisfying the calculated equivalent data bit rate is allocated based on the worst rain fading level scenario. In this section, the statistical multiplexing is approached from a different angle. The requested data rate is measured in real time with the use of the actual rainfall rate to determine the maximum required frequency bandwidth for the requested data rate. 
5.3.1. Mathematical Formulation 
The problem of resource allocation with rain fading is presented as a combinatorial optimization problem in [50], aiming to optimally pack packets of different sizes into the MF-TDMA frame space. In this chapter, the dynamic frame structure explained in Section 5.1 is imposed. Table 5-1 explains the meaning of different symbols used in subsequent equations.  
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Symbol  Definition  The total number of RCSTs supported by the network.  The number of available ACM modes in the network.  The rain fading level for RCST .  Number of packets buffered by RCST .  The available MF-TDMA bandwidth in Hertz.   The bandwidth assigned by BoD to mitigate level  rain fading.  The number of available MF-TDMA frames per Super Frame.  The duration of an MF-TDMA time-slot.  Requested data rate by RCST .  The bandwidth required for a time slot  in carrier . S The total number of time slots in a carrier N Number of carrier for a given frame. 
Table 5-1 List of symbols At any time instant , let us define  as the number of packets buffered by RCST .  is smaller or equal to the RCST ’s buffer size. In this mathematical presentation, all RCSTs are assumed to have the same buffer size . In any given time interval, there is a number of packets from RCSTs suffering  or less levels of rain fading, which are needed to be fitted into MF-TDMA Super Frame.  A Super Frame consists of  carriers. Each carrier has a fixed number of time slots, but possibly different bandwidth. In our framework as explained in Section 5.1, all carriers have the same number of time slots S. A time slot can only be used for one packet. The bandwidth required for time slot  in carrier , , is determined by the NCC based on the atmospheric conditions of the RCST. The carrier  bandwidth is allocated as the largest bandwidth required for any time slot assigned to carrier : . 
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 All Super Frames consist of the same number of Frames . The objective of a time slot assignment method is to minimize the used portion of the MF-TDMA space to satisfy RCSTs requests.  
 (5.7) The current model describes one type of traffic, namely, CRA with guaranteed services. In the guaranteed services RCSTs are always allocated the requested rate, which means the Super Frame includes all the packets. This constraint is shown in Equation (5.8). The constraint in Equation (5.9) makes sure that the total number of packets generated by RCST  does not exceed the available buffer size:  
 (5.8)  
 
(5.9) 
 Finally, the constraint in Equation (5.9) ensures meeting the targeted data rate for all RCSTs. 
5.3.2. The Proposed Algorithm Overview 
Any Media Access Control (MAC) algorithm breaks into stages starting with SNR measurement or prediction algorithms explained in chapter 2. BoD calculation is the next stage in a MAC algorithm, highlighted in Section 5.2.1. BoD control calculates the actual portion required to satisfy an RCST request. Finally, the last stage in the MAC is the radio resource and time slots allocation. Radio Resource Allocation (RRM) controls bandwidth sharing among RCSTs conditioned by constraints such as priority, fairness, and QoS 
L
i
snSs
N
n
wmaxminimize ,1..=1=
∑
SNptosubject i
u
i
⋅≤∑
1=
i
slotperBits
STRp ii ∀
⋅
⋅ ,<=
 93 
Chapter 5. Effects of Multi-Level Rain Fading on Radio Resource Allocation 
 
 
 policy. The radio resource and time-slot allocation algorithms proposed in [49], [51], [52] aim to maximize the network throughput. Maximizing network throughput gives RCSTs with clear sky conditions the highest priority to be allocated because they demand less MF-TDMA space. Using less MF-TDMA space maximizes the network throughput as more RCSTs are allocated to the given MF-TDMA space. In the case of different rain fading levels, the allocation priority is inversely proportional to rain fading level. The proposed algorithm adopts the principle given in [4], [51] for allocation priority, but it uses a different frame structure. The algorithm serves worst faded links first, then the links with less fading level, and so on. In other words, the allocation algorithm serves RCSTs with level k fading then , when there are  groups of packets suffers level  rain fading. The proposed algorithm tends to minimise the MF-TDMA space utilisation shown in the objective function in Equation (5.7). In this section, Constant Resource Allocation (CRA) is being used as the traffic class. Using the CRA traffic class is a valid approach to study dynamics of rain fading in resource allocation schemes in satellite networks for simplification purposes [4], [51]. Any change in resource allocation is purely governed by rain fading. The proposed MAC algorithm consists of two steps inspired by [51]:        1.  Resource Calculation Algorithm (RCST side), see Figure 5-7: the first step is the SNR calculation, either by estimation using the model in [6], or measuring link actual rain fading level in real time, if there is an accessible meteorological database available. This task can be executed by NCC or each RCST individually. All RCSTs then transmit requests identifying the targeted data rate  and rain fading level  to the NCC.      2.  Radio Recourse Allocation (NCC side), see Figure 5-8: NCC collects all requests  and the instantaneous rain fading levels information  for all RCSTs. From  and  the NCC calculates the required bandwidth to 
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 satisfy each request. In the next step, NCC generates the Super Frame structure by running the RRA and the time slot allocation algorithm. Finally, from the Super Frame, the NCC generates the TBTP and transmits it to all RCSTs.   Resource calculation algorithm (RCST  side)  Step 1 (fading level calculation)     if accessible weather database is available.     = Read data (RCST location).     else     = Estimation model (RCST location).     end if   Step 2 (data request calculation).   Check buffer.    Create .   Step 3   Transmit  and  to NCC  
Figure 5-7 Allocation algorithm RCST  side In this framework, the imposed constraints on the frame structure are extracted from European Telecommunication Standard Institute (ETSI) in [16][119], as explained in Section 5.1. Frames are assumed to have a fixed duration, with a dynamic structure. A Super Frame is composed of a fixed number of sequential frames in a row. The main idea behind the proposed time slots allocation algorithm is to bundle together packets coming from RCSTs with the same rain fading level (the same ACM mode).        
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 Radio Recourse Allocation (NCC side)  Step 1 (Initialization)   Collect  and     Order RCSTs according to the rain fading in descending order   Step 2 (Iteration)           Set carrier 1 bandwidth to     for      If      Allocate cells  to  in carrier  to RCST           else if     Allocate cells  to  in carrier  to RCST             Set carrier  bandwidth to     Allocate cells 1 to  in carrier  to RCST      end if    end for   Step 3   Create TBTP from the above structure   Step 4   Send TBTB to all RCST  
Figure 5-8 Allocation algorithm NCC side The algorithm is working under the assumption that the used bandwidth does not exceed the total frame bandwidth, where  is defined as the bandwidth assigned by the BoD to mitigate level  rain effects. Scheduling packets from RCSTs with the same rain fading level into carriers of the same bandwidth reduces the amount of unused space in each MF-TDMA frame. There may still be a situation when a portion of a carrier in a frame is unused because there are not enough packets at the given rain fading level to fill in all the time slots in that carrier. The proposed algorithm introduces a time window to further improve carrier utilisation. The time window is 
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 defined as the time interval required to transmit  MF-TDMA frames. Within this time period, requests will be stored in RCSTs buffers to be transmitted in the next time window. The algorithm looks at requests after each window. Therefore, instead of generating a Terminal Burst Time Plan (TBTP) for each super Frame, there will be one TBTP generated for each time window. This is illustrated in Figure 5-9. 
 
Figure 5-9 MAC serving K packet groups into L frames Having the time window helps capturing more packets at a given rain fading level, which can then be transmitted within a carrier of an appropriate bandwidth. This means that fewer frames may be required to transmit them. 
L
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 The freed up frames in a given time window can be used to carry traffic from users with best effort level of services. For example, instead of transmitting one packet per carrier in 10 frames, the 10 packets can be buffered and transmitted in the next time window within a single frame. That means there will be no need to reserve bandwidth for this rain fading level in the other 9 frames, and the freed up bandwidth will be available for other services. This improvement in bandwidth utilisation comes at the price of an added delay, which can be given in the following formula:    (5.10)  A downside of using this algorithm is that it will delay and queue data even for unfaded satellite links. One possible way to address it is to use a dynamic window size dependent on the rain fading conditions as well as burstiness of traffic. The algorithm can be illustrated graphically using Figure 5-9, which shows how traffic from different RCSTs is grouped according to their rain fading levels. MAC then sequentially schedules each group of packets into the corresponding carriers across the MF-TDMA frames in the time window. The algorithm can also support the hybrid fade mitigation technique suggested in [4], where the ACM and the BLC are used in order to expand the rain fading mitigation range. When the ACM-BLC is used, the DAMA algorithm calculates the extra time slots required and them starts the allocation process as shown above. That also increases the delay bound expansion due to the extra time slots added. So a longer time window is considered.     
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5.3.3. Theoretical Analysis 
Our goal is to find an assignment of packets generated by RCSTs with different levels of rain to cells within a Super Frame to minimize the total bandwidth required for the Super Frame. For a given set of packets, an assignment of packets to cells in the Super Frame can be characterized by a bandwidth matrix  where  is the number of carriers in the Super Frame,  is the number of time slots, and  is the bandwidth required to transmit the packet assigned to cell in carrier , time slot s according to the rain level of the RCST, which generated that packet. If no packet is assigned to a cell, then . The bandwidth of a given carrier is determined by the maximum bandwidth required to transfer any packet assigned to that carrier. Without loss of generality, it can be assumed that   that is, it can be assume that carriers are ordered by their bandwidth. This ordering does not have to correspond to the order of carrier frequencies. In the actual MF-TDMA frame structure, a carrier can be assigned to any frequency. The total bandwidth of a Super Frame can be calculated as:   
Lemma 5.1: For any assignment, where  for some s and , there is an assignment with at least the same or smaller total bandwidth, where  for the same  and . 
Proof:   
)1..=,1..=|(= , SsNnwW sn N
S snw ,
n
0=,snw
sjSssiSs
wmaxwmaxjiji ,1..=,1..=<:, ≥⇒∀
snSs
N
n
wmax ,1..=1=
∑
0=,snw Nn <
0>,snw
n s
 99 
Chapter 5. Effects of Multi-Level Rain Fading on Radio Resource Allocation 
 
 
     1.  It follows from our carriers ordering assumption, that   for any . Let  for some  and . Then we can reassign any packet transmitted on any carrier , to carrier n, time slot s without increasing the bandwidth required for carrier n and, hence, without increasing the total bandwidth required.      2.  It is possible that by repeated reassignment, we may reassign all required for carriers . However, we will be able to reduce the total bandwidth required, as carrier  will not be needed after reassignments.  
∎ Lemma 5.1 allows us to consider only assignments where  for all  and  to minimize the total bandwidth required. Therefore, in the subsequent analysis we assume that  for all  and , that is there are no empty cells in carriers other than . 
Definition 5.1: Let us define an assignment as ordered if   
Lemma 5.2: For any given set of packets, any two ordered assignments of those packets would require the same total bandwidth. 
Proof:       1.  By definition of the total bandwidth, if two assignments are characterized by the same bandwidth matrix , then they will require the same total bandwidth.      2.  Let there be two ordered assignments characterized by two different bandwidth matrices  and . Both matrices will have the same number of columns , because the number of time slots in a Super Frame is 
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 fixed. Since both assignments are for the same number of packets, under our assumption of no empty cells other than in the last carrier, both matrices will have the same number of rows .      3.  Let us assume that the total bandwidth required for  is different from the total bandwidth required for .      4.  Under the assumption of ordered carriers        5.  Without loss of generality, let there be carrier , such that        6.  Since both assignments are ordered,   and   Also, the bandwidth required to transmit any packet assigned to any carrier greater or equal to  in  will be less or equal to .   7.  Therefore, for the condition in point 5 to hold, there must be a packet that is assigned to a carrier less than  in , but that is assigned to carrier  in .      8.  Since assignment  is ordered and from point 7        9.  Under our assumption of no empty cells other than in the last carrier and from point 7, there must be a packet that is assigned to a carrier greater or equal to  in , but that is assigned to a carrier less than  in .      10.  Since assignment  is ordered and from point 9  
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      11.  Putting together equations in points 6, 8, and 10    It follows from the above equations, that the only possibility is that  , which is a contradiction with point 5.      12.  Therefore,  for any . This means that the total bandwidth required for both assignments is the same.     ∎  
Theorem 5.1: For a given set of packets, any ordered assignment of those packets minimizes the total bandwidth required. 
Proof:       1.  Let there be an assignment of packets characterized by bandwidth matrix  that minimizes the total required bandwidth.      2.  Let us assume that this assignment is not ordered. Then there must exist a pair of carriers  and , such that       3.  The bandwidth of the packet requiring the largest bandwidth in carrier  is less then the bandwidth of the packet requiring the largest bandwidth in carrier  (due to ordered carriers). Therefore, if we swap the packet requiring the largest bandwidth in carrier j with the packet requiring the smallest bandwidth in carrier i, then it will not increase the bandwidth of carriers  and . Therefore, the swap will not increase the total bandwidth required.  
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     4.  We can repeat the swapping in point 3 until there are no carriers left for which the condition in point 2 holds.      5.  The new assignment in point 4 will be ordered and according to point 3 will have no greater total bandwidth than the initial assignment .      6.  According to Lemma 5.2, any ordered assignment for the given set of packets will have the same total bandwidth required. Therefore, any 
ordered assignment for the given set of packets will have no greater total bandwidth than assignment .  
∎ As explained in Section 5.3.2, the proposed algorithm orders RCSTs by rain fading level, then fits their packets sequentially into the MF-TDMA space. Thus, the algorithm generates an ordered packet assignment and, hence according to Theorem 5.1, minimizes the total MF-TDMA bandwidth required. 
5.3.4. Simulation Setup 
In the simulation, 480 RCSTs were used. The simulation uses the same RCST distribution techniques described in Section 5.2.2, where two RCSTs distributions scenario is used. The first is city oriented, while, the RCSTs are randomly distributed in the second one. The data rate used is 144 kb/s  (topology A) guaranteed throughput for a low rate video streaming traffic, with burstiness of 4, 8, 16 and 32 with on/off sources. In the simulation, it is assumed that the burstiness is measured over a single time window. That is, it is also assumed that each RCST transmits at peak rate only for 1/4th, 1/8th, 1/16th and 1/32 of the time window duration. Each time slot has a capacity of 16 kb/s guaranteed throughput. Therefore, 10 time slots per time window must be allocated to each RCST to satisfy the targeted rate. The above numbers were obtained from the calculation carried in [4], [24], [69], [76]. In this version of the 
*W
*W
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 simulator, one data type “video streaming” is considered over one MF-TDMA of 20 MHz bandwidth, with transmission frequency of 30 GHz.  
Peak 
Information 
Data rate 
Slots per Carrier And per Frame Carriers 
Traffic 
Slots 
CSC/ 
Slots 
SYNC/ 
Slots 
Total 
Slots 
Per 
Frame 144 kb/s  9 1 2 10 60 384 kb/s  24 2 4 26 23 1024 kb/s  64 4 8 68 9 2048 kb/s  128 8 16 136 4 
Table 5-2 Features of the MF-TDMA return link [17] In the evaluation process, the algorithm uses a version 1 DVB-RCS system with 9 ACM FMT modes available, i.e.,  in this case. The simulation uses historical rain data, with simulation duration of 2 month (February 2011 and 2012). 
5.3.5. Numerical Results 
Figure 5-10 to 5-13, and Figure 5-18 to 5-21 show the amount of bandwidth used by the proposed algorithm and compares it to the baseline described in the beginning of Section 5.2 before, which is the constant bandwidth allocation for the first and second RCSTs geographical distribution scenario respectively. The evaluation process is performed for traffic burstiness of 4, 8, 16, and 32. The overall bandwidth usage statistics can be represented as a Cumulative Distribution Function (CDF) of the total bandwidth used. This is shown in Figure 5-14 to 5-17 for the first scenario and Figure 5-22 to 5-25 for the second one. As it can be seen from the results shown in Figure 5-10 to 5-25, at any given time, 14.56 MHz, 7.8 MHz, 4.38 MHz, and 2.89 MHz or less of the bandwidth is used for the burstiness of 4, 8, 16, and 32 respectively. 
9=k
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Figure 5-10 Scenario 1 bandwidth demand with burstiness of 4 
Figure 5-11 Scenario 1 bandwidth demand with burstiness of 8   
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Figure 5-12 Scenario 1 bandwidth demand with burstiness of 16  
Figure 5-13 Scenario 1 bandwidth demand with burstiness of 32 
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Figure 5-14 Scenario 1 bandwidth demand with burstiness of 4 CDF 
Figure 5-15 Scenario 1 bandwidth demand with burstiness of 8 CDF 
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Figure 5-16 Scenario 1 bandwidth demand with burstiness of 16 CDF 
 
Figure 5-17 Scenario 1 bandwidth demand with burstiness of 32 CDF 
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Figure 5-18 Scenario 2 bandwidth demand with burstiness of 4 
 
Figure 5-19 Scenario 2 bandwidth demand with burstiness of 8 
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Figure 5-20 Scenario 2 bandwidth demand with burstiness of 16 
 
Figure 5-21 Scenario 2 bandwidth demand with burstiness of 32     
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Figure 5-22 Scenario 2 bandwidth demand with burstiness of 4 CDF 
 
Figure 5-23 Scenario 2 bandwidth demand with burstiness of 8 CDF 
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Figure 5-24 Scenario 2 bandwidth demand with burstiness of 16 CDF 
 
Figure 5-25 Scenario 2 bandwidth demand with burstiness of 32 CDF 
5.4. Discussion 
This chapter compared the effects of considering multiple rain fading levels versus the worst-case scenario suggested in [7], [12], [16]. Although, the worst case scenario shows some improvement in bandwidth utilisation 
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 compared to constant bandwidth allocation, the results presented in section 3.3 show significant savings in bandwidth allocation when multiple rain fading levels are considered. The maximum used bandwidth in the case of considering multiple rain fading levels, worst-case scenario, and fixed allocation are measured for duration of two months. As shown in results, using multiple rain levels, i.e., dynamically changing the modulation scheme, can save up to 33% compared to the worst case scenario and 64% compared to the fixed bandwidth allocation. Unlike other referenced approaches, where RCSTs are divided into only two groups of rainy and non-rainy terminals, the proposed algorithm bundles traffic requests into multiple groups corresponding to their individual rain fading levels. The algorithm also uses a time window to determine the expected delay bound, which consists of multiple consecutive MF-TDMA frames, to improve time slot utilisation within each carrier and free up frame bandwidth for other services. The chapter provided theoretical analysis of the time slot allocation problem and showed that the proposed algorithm achieves theoretically optimal assignment. The proposed algorithm is evaluated using the simulation setup suggested in chapter 4. The proposed time slot allocation algorithm showed a significant improvement in utilisation: only 35.2% to 40% of the available frame bandwidth was used at any given time compared to the constant bandwidth allocation. However, to apply this concept of considering multiple levels of rain fading, the NCC should be aware of the weather conditions and rain fading level in each and every RCST location in order to be able to modify the transmission parameters accordingly. This suggests the NCC should be connected to a real-time weather forecast database.  This awareness of the weather and rain fading level means that the weather prediction models used must be tuned to the satellite telecommunication radio transmission application fits. According to the 
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 author’s best knowledge no such models are yet available, as it will be demonstrated in the next chapter. The weather models adaptation includes the time and spatial resolutions, as the satellite communication application requires a millisecond precision. The results in this chapter show that when two different types of RCST geographical distributions were used, the maximum bandwidth demand changed as well. This can be caused by the increment of possible maximum number of rain-faded links at any time instant. In the first case, the RCSTs distribution was city oriented that means there was a high RCST density in a relatively small area, which increased the number of rain faded users. Whilst in the second case, the RCSTs were randomly distributed along a large area, which reduces the number of rain-faded links, because rain is a local event as suggested in [97]. Consequently, that was reflected in the maximum bandwidth demand, as shown in numerical results obtained. The conclusion is that the RCSTs geographical distribution and multiple levels of rain fading can affect the maximum bandwidth demand as the instantaneous fraction of rain faded links over the total number of the system RCSTs changes. Therefore, in the next chapter, the effects of the area size in which the RCSTs geographical distributed across and using rain statistical information on maximum bandwidth demand will be investigated. The next chapter studies the usefulness of the current rain models and simulation in maximum bandwidth demand estimation. 
 114 
Chapter 5. Effects of Multi-Level Rain Fading on Radio Resource Allocation 
 
 
 
5.5. Summary 
Rain attenuation plays an important role in satellite communication due to the limited spectrum available. This chapter presented a study of bandwidth utilisation. It investigated the problem by looking the effects of considering multiple levels of rain fading in the radio resource and time slot allocation.  Then a novel algorithm was presented. The algorithm is based on the consideration of multiple rain levels in the time slot allocation process. The RCSTs were ordered then allocated time and frequency slot based on their rain fading level. The algorithm was also mathematically proved to achieve optimality. As a future work, the current version of the algorithm can be expanded to include different types of services, which means using different radio resource sharing policy rather the round robin in the case of guaranteed services. 
 115 
 
  
6. Effects of RCSTs Geographical Distribution on 
Bandwidth Demand Estimation     The precipitation (rain) is the dominant impairment that satellite networks suffer [83]. Understanding rain dynamics can therefore help with estimation of the possible instantaneous and overall bandwidth demand. Bandwidth demand depends on the number of users, service requirement (such as data rate and QoS parameters), and finally weather conditions. Geostationary satellites tend to have a large footprint. For example, a satellite footprint can cover one third of earth surface [25]. The weather within the same footprint can vary significantly [86].  As shown in chapter 3, the problem, with considering worst-case rain is that according to research a single rain field radius can reach up to 100 km [87]. This is considered as only a small area on satellite footprint scale. Hence, considering worst-case conditions for all RCSTs may lead to a wasted bandwidth. This highlights the importance of having a better method to estimate the possible number of rain-faded links at any given time, and, consequently what the possible bandwidth demand can be. Therefore, this chapter highlights the impact of area size in which RCSTs are distributed across on bandwidth demand.  
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 This chapter studies RCSTs geographical distribution and the consideration of multiple levels of rain fading effects on bandwidth demand for DVB-RCS satellite networks. It investigates how using multiple levels of rain fading can improve bandwidth utilisation in DVB-RCS return links. A novel mathematical model to estimate the maximum instantaneous bandwidth on demand for RCSTs randomly distributed over a geographical area is presented in this chapter. The model is evaluated using the MATLAB simulation research setup suggested in chapter 4 with historical rain data for the UK. The model is also shown to be robust with respect to annual variations in rain levels. This chapter aims to estimate the maximum bandwidth demand based on RCSTs geographical distribution, data rate requirements, and statistical information about rain field sizes. It demonstrates that by understanding better the geostatical rain nature, bandwidth utilisation can be optimised. 
Figure 6-1.Case study scenario As shown in chapter 2, multi-spotbeams satellite network structure is considered in this thesis, where the satellite footprint is a combination of smaller coverage areas named spotbeams. In this chapter, the spot beam is 
Spot beam 
Terminals distribution area 
Rain fields 
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 assumed to be circular with a radius of 250km. Within the spot beam, terminals are randomly distributed across an area of size i, as illustrated in Figure 6-1.  The total aggregate size of all rain fields within users distribution area is measured using historical rain data, in order to estimate the user fraction what may suffer rain fading. The following novel contributions are presented in this chapter: 
• Using empirical study, the study demonstrates that the total worst-case bandwidth demand for RCSTs randomly distributed over a geographical area can be estimated as a function of the area size. The proposed estimation model is also robust with respect to annual variance in rain conditions. 
• A second model is derived to improve demand estimation method for the multiple levels of rain fading scenario. The chapter shows that the improved model produces significantly better estimates compared to the original model, and remains robust with respect to annual rain variance. The proposed approach is useful for effective call admission control and capacity planning in rain faded DVB-RCS systems. 
Figure 6-2 Observed area size vs maximum value of aggregated rain field area. 
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6.1. Aggregated Rain Fields Size 
This section investigates the maximum possible value of aggregated rain field sizes for a given observed area at any given time instant. Knowing what proportion of an observed area is affected by rain can be used to estimate the number of RCST locations under rain fading conditions, assuming that RCSTs are randomly distributed over the area.  This will show the possible number of rain faded satellite links for the given RCSTs geographical distribution and, hence, the bandwidth demand they may require. This model will be verified in the next section. The procedure is to start with geographical location 𝑃𝑃𝑙𝑙  and vary the size of the area 𝑡𝑡: 1 ≤ 𝑡𝑡 ≤ 𝑆𝑆 𝑘𝑘𝑡𝑡2. The aggregate rain field size is measured for each 𝑡𝑡 and a given time instant, and the maximum is calculated over a period of time. Figure 6-2 shows an example maximum aggregate rain area for a single location over a period of one month from historical rain data. The observed area size 𝑡𝑡 is varied between 1 and 250 km2. Let us define function 𝐵𝐵(𝑡𝑡) as a maximum value of aggregated rain fields size over a given duration 𝑇𝑇 divided by observed area size 𝑡𝑡. The function is given by the equation below:  
𝐵𝐵(𝑡𝑡) = max
1≤𝑡𝑡≤𝐹𝐹
�
𝐴𝐴𝐿𝐿𝐿𝐿𝑡𝑡𝑡𝑡𝐿𝐿𝑡𝑡𝐿𝐿𝑡𝑡𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑓𝑓𝑡𝑡𝑡𝑡𝑠𝑠𝑡𝑡𝐿𝐿 𝐿𝐿𝑡𝑡𝑠𝑠𝑡𝑡 𝑡𝑡𝐿𝐿 𝐿𝐿𝑡𝑡𝑡𝑡𝑡𝑡 𝐿𝐿
𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡 𝐿𝐿𝑡𝑡𝑠𝑠𝑡𝑡 𝑡𝑡 � (6.1)  The function F(i) was calculated for historical weather maps. The maps have the temporal and spatial resolution of 1 km and five minutes respectively. In total, nine different geographical locations 𝑷𝑷𝒍𝒍 were selected. For each point 𝑷𝑷𝒍𝒍, the investigated area size 𝒊𝒊 was varied between (𝟏𝟏 × 𝟏𝟏) and (𝟓𝟓𝟓𝟓𝟓𝟓 × 𝟓𝟓𝟓𝟓𝟓𝟓) km2, and the maximum was calculated over a period of one year. The measurement and calculation procedures are illustrated in Figure 6-3. 
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  Figure 6-4 demonstrates the results obtained for the years (2011-2013). The results show that the maximum value of the aggregated rain field size for a given time duration changes in exponential fashion as the observed area size 𝑡𝑡 increases. Figure 6-5 shows the calculated 𝐵𝐵(𝑡𝑡) of the maximum aggregated rain fields areas for the duration of three years (2011-2013) for nine different geographical locations.  In the measurement process of rain field size any encountered precipitation is considered as a rain event, and the area of occurrence as a rain field.   
Figure 6-3 Maximum value of aggregated rain fields area calculation procedures 
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Figure 6-4 Observed area size vs. maximum value of aggregated rain field size. Understanding rain field size is a crucial element in radio resource management because of the influence that it may have on the number of rain faded satellite links and, hence the instantaneous bandwidth demand. 
Figure 6-5 Observed area size vs. F(i). 
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 In the next section this function will be used to estimate the bandwidth demand and compare it with real data considering worst-case rain fading. 
6.2. Area Size and Total Bandwidth Demand 
The mathematical model is based on the assumption of Constant Bit Rate data traffic (CBR) i.e., RCSTs transmit at peak rate at all times. In other words, all time slots per carrier are reserved for one RCST. In the present model, Adaptive Coding and Modulation (ACM) is used as a Fade Mitigation Technique (FMT). Using the worst case scenario for rain fading means that for a given data rate request 𝐶𝐶𝑛𝑛 submitted by RCST 𝑡𝑡, there will be two possible bandwidth allocation levels: 𝑑𝑑𝑐𝑐, and 𝑑𝑑𝑟𝑟 for clear sky condition, and rain event, respectively, where 𝑑𝑑𝑟𝑟 =  7.2 𝑑𝑑𝑐𝑐, from [4]. The bandwidth 𝑑𝑑𝑛𝑛𝑅𝑅 required to satisfy the data rate request 𝐶𝐶𝑛𝑛 in clear sky condition is calculated using equation below, derived from [4]:  
𝑑𝑑𝑛𝑛
𝑅𝑅 = 𝐶𝐶𝑛𝑛. (1 + 𝛼𝛼)
𝜌𝜌(𝐴𝐴𝐿𝐿𝐿𝐿𝑛𝑛). log2 𝑀𝑀(𝐴𝐴𝐿𝐿𝐿𝐿𝑛𝑛) , [𝐻𝐻𝑠𝑠] (6.2) where  𝜌𝜌,𝑡𝑡𝑡𝑡𝑡𝑡 𝑀𝑀 are transmission parameters associated with clear sky condition, and 𝛼𝛼 is the roll-off factor of the filter, 𝛼𝛼 = 0.35. To measure the maximum possible bandwidth demand, let us define 𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡(𝑡𝑡, 𝐿𝐿) as the number of rain faded RCSTs distributed along area size i at time t. Hence, the empirical upper bound for the total bandwidth demand is the summation of all users’ bandwidth requests. The maximum possible bandwidth demand (𝑑𝑑𝐿𝐿𝐵𝐵𝑖𝑖) for RCSTs distributed along an area of size i at time duration 𝑇𝑇 is calculated is as follows.  𝑑𝑑𝐿𝐿𝐵𝐵𝑖𝑖 = max
1≤𝑡𝑡≤𝐹𝐹
[𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡(𝑡𝑡, 𝐿𝐿) ∙ 𝑑𝑑𝑟𝑟 + (𝑢𝑢 − 𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡(𝑡𝑡, 𝐿𝐿)) ∙ 𝑑𝑑𝑐𝑐]    = max
1≤𝑡𝑡≤𝐹𝐹
[𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡(𝑡𝑡, 𝐿𝐿) ∙ (𝑑𝑑𝑟𝑟 − 𝑑𝑑𝑐𝑐) + 𝑢𝑢 ∙ 𝑑𝑑𝑐𝑐] (6.3) 
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 where 𝑢𝑢 is the total number of RCSTs. This study tries to estimate the maximum bandwidth demand based on RCSTs geographical distribution, data rate requirement, rain fields sizes measurements and statistical information. This chapter tried to prove the hypothesis that understanding the geostatical information of RCSTs locations and rain nature can help predicting and optimising the bandwidth utilisation.  In the previous section, the function F(i) was calculated for area size i. The function presents maximum value of aggregated rain fields size over a given duration 𝑇𝑇 divided by the observed area size 𝑡𝑡. In this section, this geostatical information will be used to predict the possible fraction of randomly distributed RCSTs along area size 𝑡𝑡 that may suffer rain fading, and consequently require the maximum possible instantaneous bandwidth, considering data rate required and worst case rain fade mitigation. The prediction is based on the following equation, where 
𝑑𝑑𝐿𝐿𝐵𝐵𝑖𝑖
𝑝𝑝 stands for the estimated maximum bandwidth demand for RCSTs distributed along an area of size i: 
 In the evaluation setup, 70 RCSTs geographical distribution scenarios are used. Each scenario contains a total number of 100 RCSTs randomly distributed across the considered areas. The minimum separation distance is 1 km between RCSTs. The size of the area 𝑡𝑡 varies in the range of  (1 ×1) 𝐿𝐿𝐿𝐿 (700 × 700) 𝑘𝑘𝑡𝑡2 at steps of 10 𝑘𝑘𝑡𝑡2 for each scenario. RCSTs set up connections with data rate of 144 kb/s (topology A) guaranteed throughput for a low rate video streaming traffic. All RCSTs request the same data rate and service type in all given scenarios. Adaptive Coding and Modulation (ACM) is used as the FMT as described in [50]. 
𝑑𝑑𝐿𝐿𝐵𝐵𝑖𝑖
𝑝𝑝 = 𝑢𝑢 [𝑑𝑑𝑟𝑟 ∙ 𝐵𝐵(𝑡𝑡) + 𝑑𝑑𝑐𝑐 ∙ (1 − 𝐵𝐵(𝑡𝑡))]  
𝑑𝑑𝐿𝐿𝐵𝐵𝑖𝑖
𝑝𝑝 = 𝐵𝐵(𝑡𝑡) ∙ 𝑢𝑢 ∙ (𝑑𝑑𝑟𝑟 − 𝑑𝑑𝑐𝑐) + 𝑢𝑢 ∙ 𝑑𝑑𝑐𝑐 (6.4) 
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 In this thesis as demonstrated in chapter 5, Adaptive Coding and Modulation for satellite links (ACM) is employed for the predicted value of rain fading during the transmission duration based on the instantaneous level of rain fading measured in each individual RCST link [50], [53], [54]. The transmission parameters are updated prior to each single Super Frame. In other words, every 0.5 second (Super Frame duration) [53]. In ACM calculation process, the rain fading obtained is rounded up to the most significant value in order to compensate for any degradation in link quality while transmitting data. On the other hand, in case of no available weather data the algorithm by design can adapt to any available prediction or interpolation methods used to calculate rain fading [54]. In this thesis, the operation frequency of the system is 30 GHz, which is the highest frequency used in Ka-band [50]on uplink and downlink. Hence, the maximum rain attenuation is expected. For each scenario the maximum bandwidth demand was measured considering worst case fade mitigation approach. The measured bandwidth demand is then compared with the estimated demand using the upper and the lower values of the function F(i) for the nine locations used in calculations in the previous section. Figure 6-6 shows the comparison results. The results capture the upper and lower estimated bounds of the maximum bandwidth demand, and the actual measured demand for the rainy months (December, January, February, March, and April) of three given years (2011-2013). The margin between these two limits is shown similarly to the results presented in [120] to estimate the possible upper limit of the required bandwidth considering annual rainfall rate fluctuation. The results clearly show that proposed bandwidth estimation model successfully predicts the demand for the given evaluation scenarios.  
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Figure 6-6 Area size vs. estimated and measured maximum bandwidth demand for three years 
historical rain data. Hence, the network outage and availability can be then derived from the obtained results. Consequently, this model can be used to define the required bandwidth for a defined network availability rate. For example, for 100% availability the upper estimation bound could be used, or for any other network availability a lower bound can be used accordingly.  The model is also robust with respect to annual variance in rain conditions. 
6.3. Area Size and Multi-levels Rain Fading 
When studying rain fading, researchers use mathematical models to describe the problem. Resource allocation problem is presented as linear programming equation in [50], [51], [76]. As mention in chapter 3, when time slot allocation process is addressed, researchers focus on traffic types and classes rather than frequency bandwidth optimisation. For example, in [76], the used data traffic had different delay classes, which gave them different packing priority levels. 
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 A heuristic algorithm is used to solve the allocation problem. However, RCSTs were divided into only two groups: rainy and non-rainy terminals, presuming the worst-case conditions for the RCSTs affected by rain. This approach may lead to a waste of bandwidth due to overestimation of bandwidth requirements. The same problem shows in [77]. The RCSTs are allocated the maximum bandwidth at any given time leading to a Constant Bandwidth Allocation (CBA). This approach is also not spectrally efficient. Therefore as demonstrated in chapter 5, in this research, the distinguishing between more than two levels of rain is proposed to efficiently utilise bandwidth allocation. More specifically, instead of using only two groups, rainy and non-rainy, the proposed method assigns RCSTs to the available rain levels supported by the ACM fade mitigation technique. Furthermore, this Section studies how considering multiple levels of rain fading in the radio resource allocation process can affect the total bandwidth demand for the Constant Bit Rate traffic as the area size in which RCSTs are distributed across varies. It compares the total demand for the worst case (considered in the previous section) and the demand when using multiple rain fading levels [50].  The research to date does not indicate how the upper bound of the required bandwidth can be determined when considering multiple rain fading levels. Therefore, the proposed method in this chapter measures it empirically using historical data for a given RCSTs set and constant bit rate. When considering multiple levels of rain fading at any given time, there will be a number of RCSTs suffering k or less levels of rain fading. For each fading level 𝑗𝑗 , 1 ≤  𝑗𝑗 ≤ 𝑘𝑘 , the NCC allocates different amount of bandwidth per carrier for each RCST and sets transmission parameters. Let 
𝑑𝑑𝑗𝑗 be the bandwidth allocated to mitigate rain fading level 𝑗𝑗. The maximum possible bandwidth demand 𝑑𝑑𝐿𝐿𝐵𝐵𝑔𝑔 for RCSTs distributed along area size i and time duration 𝑇𝑇 considering multiple levels of rain fading is as follows: 
 126 
Chapter 6. Effects of RCSTs Geographical Distribution on Bandwidth Demand Estimation 
 
 
  
𝑑𝑑𝐿𝐿𝐵𝐵𝑖𝑖
𝑔𝑔 = max
1≤𝑡𝑡≤𝐹𝐹
�𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡(𝑡𝑡, 𝐿𝐿, 𝑗𝑗).𝑑𝑑𝑗𝑗 ,𝑝𝑝
𝑗𝑗=1
 (6.5) 
  
𝐿𝐿. 𝐿𝐿�𝐶𝐶𝑡𝑡𝑡𝑡𝑡𝑡(𝑡𝑡, 𝐿𝐿, 𝑗𝑗).𝑑𝑑𝑗𝑗𝑝𝑝
𝑗𝑗=1
≤ 𝐶𝐶, (6.6) 
 where Rain(i, t, j) is the number of RCSTs distributed across area i and experiencing rain fading level j at time t, 𝐶𝐶 is the total bandwidth available in Hertz. The constraint in Equation (6.6) means that the total amount of bandwidth used by requests should not exceed the available bandwidth. The measurements use the same evaluation setup as in Section 6.2. As it can be seen from the results shown in Figure 6-7, at any given time, the total bandwidth required for the worst case scenario is between 17 MHz and 40 MHz, whereas in the case of using multiple rain fading levels, the total required bandwidth varies between 8 MHz and 31 MHz. Therefore, using multiple rain levels in the given scenario improves bandwidth utilisation by 20% or more based in the area size of RCSTs distribution. As shown in chapter 5, in the case of using Constant Bandwidth Allocation (CBA) the reserved bandwidth for the given scenario is 46.66 MHz calculated using equations in [4], [50]. Thus, using multiple levels of rain fading in the time slot allocation process would achieve up to 64% improvement in bandwidth utilisation compared to CBA.         
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Figure 6-7 Area size vs. measured maximum bandwidth demand considering worst case and 
multiple levels for three years of historical rain data.  In the previous section, the bandwidth was estimated based on the function F(i). However, this model does not give a good estimation when multiple levels of rain fading are considered. This is demonstrated in Figure 6-8. The results show that the model from Section 6.2 overestimates the required bandwidth. To address this problem, a new model is proposed. The estimation in the new model is based on the number of rain fading mitigation levels supported by the system.  
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Figure 6-8 Area size vs. estimated and measured maximum bandwidth demand considering 
multi-levels rain fading for three years of historical rain data.  It starts with calculating function 𝐵𝐵𝑗𝑗(𝑡𝑡) for the same given locations. Function 𝐵𝐵𝑗𝑗(𝑡𝑡) is defined as the size of the maximum aggregate rainy area of fading level j over a given duration 𝑇𝑇 divided by the observed area size 𝑡𝑡, as shown in the following equation:   
𝐵𝐵𝑗𝑗(𝑡𝑡) = max
1≤𝑡𝑡≤𝐹𝐹
�
𝐴𝐴𝐿𝐿𝐿𝐿𝑡𝑡𝑡𝑡𝐿𝐿𝑡𝑡𝐿𝐿𝑡𝑡𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑙𝑙𝑡𝑡𝑠𝑠𝑠𝑠𝐿𝐿 𝐿𝐿𝑡𝑡𝑠𝑠𝑡𝑡 𝐿𝐿𝑓𝑓 𝑠𝑠𝑡𝑡𝑙𝑙𝑡𝑡𝑠𝑠 𝑗𝑗
𝐴𝐴𝑡𝑡𝑡𝑡𝑡𝑡 𝐿𝐿𝑡𝑡𝑠𝑠𝑡𝑡 𝑡𝑡 � (6.7)  In the previous section, the total number of rain-faded RCSTs is given by (𝐵𝐵(𝑡𝑡) ∙ 𝑢𝑢) . Consequently, when multiple levels of rain fading are considered, these faded links can be sub-divided into k or less groups based on their fading level. 
 129 
Chapter 6. Effects of RCSTs Geographical Distribution on Bandwidth Demand Estimation 
 
 
 Therefore, the proposed method for estimating the total bandwidth demand is to calculate the maximum possible fraction of RCSTs at each level, and then calculate the required bandwidth to mitigate that particular level. The total bandwidth demand will be the aggregate of demands at each level. This bandwidth demand calculation starts with estimating the number of maximum rainy RCSTs with worst rain fading level using 𝐵𝐵𝑝𝑝, then calculate the required bandwidth to mitigate the given level k, as shown in the first part of Equation (6.8) (𝑡𝑡. 𝑡𝑡. [𝐵𝐵𝑝𝑝(𝑡𝑡) ∙ 𝑢𝑢 ∙ 𝑑𝑑𝑝𝑝]). The second step is to calculated the remaining fraction of the total rain faded RCSTs (𝑡𝑡. 𝑡𝑡. [ 𝐵𝐵(𝑡𝑡) − 𝐵𝐵𝑝𝑝(𝑡𝑡)]). Similarly, in the remaining rain faded RCSTs, there can be (k-1) or less groups based on their rain fading level. Hence, the same procedure can be repeated to calculate the maximum required bandwidth for all the remaining rain fading levels, as shown in the following equation: 
𝑑𝑑𝐿𝐿𝐵𝐵������𝑖𝑖
𝑝𝑝 = 𝐵𝐵𝑝𝑝(𝑡𝑡) ∙ 𝑢𝑢 ∙ 𝑑𝑑𝑝𝑝 + � min�𝐵𝐵𝑗𝑗(𝑡𝑡),𝑃𝑃𝐿𝐿𝐿𝐿�𝐵𝐵(𝑡𝑡) − � 𝐵𝐵𝑛𝑛(𝑡𝑡)𝑝𝑝
𝑛𝑛=𝑗𝑗+1
�� ∙
𝑝𝑝−1
𝑗𝑗=1
𝑢𝑢 ∙ 𝑑𝑑𝑗𝑗    (6.8) 
 where 
𝑃𝑃𝐿𝐿𝐿𝐿(𝑥𝑥) = �𝑥𝑥, 𝑥𝑥 > 00, 𝐿𝐿𝐿𝐿ℎ𝑡𝑡𝑡𝑡𝑒𝑒𝑡𝑡𝐿𝐿𝑡𝑡             (6.9)  
𝑑𝑑𝐿𝐿𝐵𝐵������𝑖𝑖
𝑝𝑝  stands for the estimated maximum bandwidth demand considering multiple levels of rain fading for RCSTs distributed along an area of size i. In the evaluation setup, the same RCSTs geographical distribution and data rate requirements setup suggested in Section 6.4 is used. The maximum bandwidth demand for each set is measured considering multiple rain fading levels for three years of historical rain data (2011-2013) illustrated in Figure 6-9 The results shown in Figure 6-8 demonstrate the improvement the new proposed model provides to estimate the bandwidth demand when 
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 multiple rain fading levels are considered. The figure shows the upper and lower estimation bounds for the new model and compares them with the measured demand and the estimations using the model from Section 6.2. The results also demonstrate the robustness of the new model over three years of historical rain data.  
Figure 6-9 Area size vs. estimated demand using both models and measured maximum 
bandwidth demand considering multiple levels rain fade for three years of historical rain data.  
6.4. Discussion 
The fraction of rain-faded terminals over the total number of RCSTs has a direct impact on the instantaneous bandwidth demand. This chapter presented two novel methods for estimating bandwidth demand for RCSTs randomly distributed over an area based on that area size. The models are derived from studying the maximum aggregate size of rain fields over a given observed area size. 
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 The first model estimates the maximum bandwidth on demand for the worst-case rain fading. The estimation model was empirically validated. In the evaluation setup, a homogenous random process is used in RCSTs geographical localization. Therefore, the fractional number of rain-faded links is more likely to follow the fraction of rainy area over the given area as shown in all results.  Chapter 5 showed that considering multiple levels of rain fading for bandwidth allocation leads to a significant bandwidth utilisation improvement. However, as demonstrated in this chapter, the improvement can vary based on the geographical area size across which RCSTs are distributed and can reach up to 200%. The difference in the maximum bandwidth demand between multiple levels of rain fading and worst case scenarios varies from 0%, when the RCSTs are distributed across small areas in the range (1-100) 𝑘𝑘𝑡𝑡2, to between 35% and 200%, as the RCSTs are spread across larger areas. This is because the RCSTs are more likely to suffer rain fading at the same time when they are concentrated in a small area. Hence for small areas, the demand will be close to the one allocated using the CBA approach. Finally, based on the first model and the considerations of multiple levels of rain fading, this chapter presented a second model to estimate the bandwidth demand when multiple levels of rain fading are used for bandwidth allocation. This second model was evaluated using the same scenario as the first model. It showed significant improvement in bandwidth estimation with multiple levels of rain fading compared to the first model. The annual rain variance was also addressed. For each distribution set, the maximum bandwidth demand difference varies between (0-5)% and (0-8)% for multiple levels of rain fading and worst-case scenarios respectively. Both estimation models proved robust with respect to annual rain variations over the three years of data. 
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 Across all the results presented in this chapter, it can be noticed that, although the same number of RCSTs with the same data rate is used. The results show a significant change in the maximum bandwidth demand, illustrated in Fig. 6-5, 6, 7, and 8. This bandwidth demand reduction is caused by the statistical-based unlikeliness of having all links to be suffering rain fading at the same time as they spread cross a larger area. However, when CBA is used; the total bandwidth required is around 40 MHz for all the given scenarios. Understanding rain fluctuation and predicting possible upper bandwidth demand limits helps developing spectrally efficient call admission policies based on the exploitation of geographical distribution of RCSTs, rainfall statistical properties, and the consideration of multiple levels of rain fading. Our results support this hypothesis. Therefore, for future work we will use these models to develop new call admission control policies that take into account RCSTs geographical locations and the historical rain data in the admission decision process. The work may include addressing different types of RCSTs geographical distributions and different traffic types. We also plan to extend the estimation approach and equations to include different types of services and data rates.   
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6.5. Summary 
This chapter demonstrated the second aspect of the thesis out line, namely, area size effects on bandwidth demand. The chapter proves that area size, in which RCSTs are distributed, has a major impact on bandwidth utilisation when worst-case or multiple levels of rain fading are considered in radio resource allocation process. The chapter presented two novel models to estimate bandwidth demand. The first model is based on the worst-case rain fading, while the second model is based on multiple levels of rain fading and the area size. Both models are evaluated using empirical rainfall data for the UK. Both estimation models proved to be robust with respect to annual rain variations over the three years of rain historical data. 
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7. Conclusion and Future work   
7.1. Overview  
This research focused on radio resources management aiming to efficiently utilise the available bandwidth. There are two main research aspects addressed throughout the thesis, namely, multiple rain levels and user distribution area size. Many radio resource allocation algorithms including Demand Assigned Multiple Access (DAMA), Time-slot Allocation Process (TAP), have been reviewed resulting in a novel MAC technique that provides spectral efficiency. Also, two novel bandwidth estimation models were proposed. 
 
Figure 7-1 Research structure The research structure, objectives, and future trends are shown in Figure 7-1. The thesis answered the questions posed in chapter 3. The research resulted in the main outcomes described in the following sections. 
AIM: Radio Resource Allocation Efficiency 
Multiple levels of rain 
fading 
Area Size 
Event-based Simulator 
RRM Algorithm 
Estimation 
Model 
A novel Call Admission Control Policy 
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7.2. Research Outcomes 
7.2.1. Simulation Environment A novel event based simulation environment designed in MATLAB is proposed in this thesis, described in chapter 4. Unlike other simulators cited in section 4.2, the proposed method uses real historical rain data provided by the Centre for Environmental Data Archive (CEDA) in bandwidth demand calculation process. The proposed method is a computationally lightweight process. It also provides long-term calculations. These unique features and the use of real historical rain data helped in capturing and addressing a number of high impact phenomena on bandwidth demand, like annual rainfall rate variance and the maximum required bandwidth to satisfy a certain network setup, as shown in the results obtained in chapters 5 and 6. Finally, the simulator helps in providing the validation required for the designed radio resource allocation algorithm and the bandwidth demand estimation models. 
7.2.2. Multiple levels of rain fading and Radio Resource Allocation 
Algorithm Chapter 5 answered the first two questions posed in chapter 3 concerning multiple rain fading levels effects on bandwidth demand. The consideration of multiple levels of rain fading was one of two key elements addressed in this thesis. The chapter, first, investigates the effects of considering multiple levels of rain fading in time slot allocation on total bandwidth demand, and then compares it to the worst-case rain fading approach. The study demonstrates the resulting improvements in bandwidth allocation on real historical rain data. Based on that study, a novel radio resource allocation is proposed. The proposed algorithm bundles traffic requests into multiple groups corresponding to their individual rain fading levels. The algorithm also uses a 
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 time window to determine the expected delay bound, which consists of multiple consecutive MF-TDMA frames, to improve time slot utilisation within each carrier and free up frame bandwidth for other services. The dynamic MF-TDMA frame structure to support the proposed radio resource allocation algorithm is described as well. The chapter also provides a theoretical analysis and shows that the proposed algorithm achieves theoretically optimal assignment. The proposed time slot allocation algorithm achieves a significant improvement in utilisation: only 35.2% to 40% of the available frame bandwidth was used at any given time compared to the constant bandwidth allocation. In the area of multiple levels of rain fading, this research contribution can be summarised as follows:  
• A study of the effects of considering multiple levels of rain fading on the total bandwidth demand of constant data rate traffic is presented.  
• A novel low-cost time slot allocation algorithm for bursty data rate traffic is proposed to achieve a better bandwidth utilisation using multiple levels of rain fading while still meeting the Quality of Service (QoS) requirements.  
• Theoretical analysis of the time slot allocation problem is provided, which shows that the proposed algorithm achieves the theoretically optimal assignment.  
7.2.3. Area Size and Bandwidth Demand Estimation Model In chapter 6, the second aspect of the research scope is addressed, namely, the RCSTs distribution area size effects on bandwidth demand. The chapter investigates how area size in which RCSTs are distributed affects the total frequency bandwidth requested by RCSTs. Two models to estimate bandwidth demand are suggested. The first model estimates the maximum bandwidth on demand for the worst-case rain 
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 fading. The estimation model was empirically validated. In the evaluation setup, a homogenous random process is used in RCSTs geographical localisation. Therefore, the fractional number of rain-faded links is more likely to follow the fraction of rainy area over the given area as shown in all results. Finally, based on the first model and the considerations of multiple levels of rain fading, this thesis presents a second model to estimate the bandwidth demand when multiple rain levels are used in bandwidth allocation. This chapter answers the rest of the research questions posed in chapter 3. The research contributions to the study in the field of area size effects are as follows: 
• Using empirical study, this research demonstrates that the total worst-case bandwidth demand for RCSTs randomly distributed over a geographical area can be estimated as a function of the area size. The proposed estimation model is also robust with respect to annual variance in rain conditions. 
•  A novel and improved demand estimation model for multiple levels of rain fading approach is derived. This thesis proves that the improved model produces significantly better estimates compared to the original model, and remains robust with respect to annual rain variance.  Finally, this research resulted in a number of publications detailed in appendix B.  
7.3. Research Impact The research has a multi-dimensional impact on satellite interactive services. This first impact this research has is economical. As mentioned before, the available bandwidth in satellite networks is limited. Therefore there is a huge 
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 research body in service pricing as in [121]-[126] to establish fair allocation and value among users. This research improves the quality of service delivered via the satellite network by freeing up reserve bandwidth. This freed up capacity can then be allocated to different users or services.  Therefore, the research potentially increases the number of users successfully admitted to the network. As more users are admitted, the service provider revenues increase. Consequently, the service price may go down as well. The interactive satellite networks are essential in many rural areas in the world. Pushing the services price down will help increasing the use of them in a number of essential applications such as healthcare, or education in rural areas. The improvement suggested does not require hardware update and, therefore, it can be used in the current DVB-RCS systems. Finally, this work has impact on the research field of rain modelling for satellite telecommunication applications. This thesis presents a fresh research perspective for looking into the aggregate properties of rain fields over a given area size to estimate bandwidth demand or other aggregate characteristics important for RRM, rather than the parameterisation and the adaptation of existing stochastic models. Although, the proposed perspective does not address aspects that are involved in rain field modelling such as rain field size, shape, and rain field distribution, it still provides good upper bound bandwidth demand estimation, and may be useful for estimating other aggregate characteristics. 
7.4. Future Work 
7.4.1. Multi-Services Radio Resource Allocation Algorithm Although the proposed radio resource allocation algorithm achieves optimal solution for the given scenario, it is only designed for one type of service and 
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 data rate. Therefore, there are still areas of improvement in bandwidth utilisation when the network is providing different types of services, or when the users are requesting different data rates. The proposed framework can be the consideration of different priority levels to address different quality of service classes. 
7.4.2. Advanced Traffic Generation Model In the proposed simulation environment On/Off model is used to simulate the RCST data traffic. Although the model is widely used in literature as shown in chapters 3 and 4, more complicated and realistic models can be used. There are a number of traffic models available in literature such as [127]-[129]. Each of these models is used to simulate different types of traffic or services. These models can be adopted in the simulation environment so that the simulator can provide different types of traffic. 
7.4.3. A Novel Call Admission Policy As shown in chapter 6, the bandwidth demand upper limits can be successfully estimated using network area size, number of users, and requested data rate. Hence, the network outage and availability can be then derived from the obtained results. Therefore, two models suggested in chapter 6 can be used in developing a novel call admission control process based on the targeted network availability. In the following subsections the main aspects that are involved in the policy development process will be highlighted  
RCSTs Distribution Clustering 
 In chapter 2, three different types of RCSTs geographical distributions are highlighted namely, city oriented, rural areas, and random distribution. 
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 In this thesis only the random distribution of RCSTs was considered in deriving the bandwidth estimation models. Therefore, for future work, the other two distributions can be taken into consideration. A possible approach for addressing them is the use of RCSTs clustering, so that the traffic generated by RCSTs that belong to a given cluster can be looked at as one flow instead of addressing each link separately. The RCSTs can be clustered according to their rain spatial and temporal correlation. The results presented in chapter 6 show that RCSTs that are distributed across small areas are most likely to have rain at the same time. Therefore the maximum area in which rain event is happening at the same time can be used as a cluster size. Data mining can be used to create these RCSTs clusters.  Generally, data mining [130] is described to be the core component of knowledge discovery in large datasets. Data mining uses algorithms to infer a data model, which helps to discover and understand unknown patterns in the data. From this knowledge future predictions regarding the data can be drawn. K-mean clustering is one of the popular clustering algorithms[131], [132]. It can be used to process RCSTs geographical distribution sets and generate the RCSTs clusters.  
Traffic Approximation Traffic approximation can be used to substitute the traffic generated by each individual RCSTs within a cluster with one flow also known as the equivalent capacity. Chapter 2 states the related models and their advantages.  
Required Bandwidth Calculations  The final stage in the call admission process is the bandwidth demand estimation using the same models suggested in chapter 6. The estimation will be based on the equivalent capacity required by each cluster, the number of 
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 clusters and finally, the area size in which clusters are distributed instead of the individual RCSTs. 
7.5. Conclusion Rain has a severe impact on radio propagation above 10 GHz. Hence; it is the main impact factor in satellite interactive networks.  The available bandwidth spectrum for satellite networks is limited, yet inefficiently utilised, which again exacerbates the rain problem.  The thesis stems from two aspects that we believe are not well investigated and addressed in literature as shown in chapter 3, namely, multiple levels of rain fading and area size effects on bandwidth demand and estimation. This thesis studied the radio resource management problem for rain faded DVB-RCS satellite networks. This thesis shows that using multiple rain fading levels can result in up to 200% bandwidth utilisation improvement in DVB-RCS return links. The radio resource allocation was formulated as an optimisation problem, and a novel algorithm for dynamic carrier bandwidth and time slots allocation was proposed, which works with constant bit rate type of traffic. This thesis also studies RCSTs geographical distribution effects on bandwidth demand and presents two novel mathematical models to estimate the maximum instantaneous bandwidth demand for RCSTs randomly distributed over a geographical area. The models are based on the fraction of maximum aggregated size of rain fields over the observed area size for the duration of three years to address the rain seasonal and annual variation. The models are designed for both worst-case and multiple levels of rain fading consideration. All the proposed algorithms and measurements have been evaluated using a novel simulation environment. The proposed simulator environment is developed using MATLAB. The simulator suggested is event-based and 
 142 
Chapter 7. Conclusion and Future work 
 
 
 instead of using rain field models the simulator uses real historical data. The use of real data helps showing some of the aspects that cannot be addressed otherwise such as the annual rainfall rate variation. Finally there are still aspects yet to be addressed. The proposed radio resource allocation algorithm works with one type of services and data rate. The algorithm therefore can be improved. Similarly, the bandwidth demand estimation models suggested in chapter 5 work with one data rate and RCSTs geographical distribution, hence, the models can be improved to include a variety of parameters.  
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Appendix A 
A. Link Power Budget     
A.1. Return Link Power Budget Analysis 
Radio frequency link budget analysis is used to calculate the quality of the information delivered at the physical layer. Bit Error Rate (BER) is used to measure the quality of digital information. BER is defined as the ratio of the number of bits received with errors to the total number of received bits. The BER depends on the type of modulation, coding used, and the carrier to noise power spectral density ratio 𝐶𝐶/𝑁𝑁𝑜𝑜 at the input of the receiver. The objective is to fully facilitate the satellite transponder resource and the smallest physical size of earth station to achieve adequate BER performance at reasonable costs. The Effective Isotropic Radiated Power (EIRP) is defined as the emitted power by the antenna, and can be expressed as:   𝐵𝐵𝐼𝐼𝐶𝐶𝑃𝑃 = 𝑃𝑃𝐹𝐹 + 𝐺𝐺𝐹𝐹 [𝑡𝑡𝑑𝑑𝑑𝑑], (a.1) where  𝑃𝑃𝐹𝐹  is the antenna transmission power, and 𝐺𝐺𝐹𝐹 is the antenna transmit gain.  The transmission path contains losses and gains, as the earth station transmitter 𝑇𝑇𝑥𝑥 has an output power 𝑃𝑃𝐹𝐹𝑥𝑥, which feeds power 𝑃𝑃𝐹𝐹  to the antenna through a feeder with feeder loss 𝐶𝐶𝐹𝐹𝐹𝐹𝑥𝑥. The antenna has a transmission gain 
𝐺𝐺𝐹𝐹𝑚𝑚𝑚𝑚𝑥𝑥 at boresight, and a reduced transmission gain 𝐺𝐺𝐹𝐹 in the direction of the satellite as a result of transmission depointing of axis with angle 𝜃𝜃𝐹𝐹 . 
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 In order to calculate the actual gain 𝐺𝐺𝐹𝐹 , it is very important that the antenna gain pattern is known. In the case of considering a parabolic antenna, the gain can be given as follows [1], [2]:  𝐺𝐺 = 20 𝑠𝑠𝐿𝐿𝐿𝐿𝐵𝐵𝑚𝑚 − 20 log 𝜆𝜆 + 10𝑠𝑠𝐿𝐿𝐿𝐿𝑙𝑙 + 9.943 [𝑡𝑡𝑑𝑑],      (a.2) where 𝐵𝐵𝑚𝑚, 𝜆𝜆,𝑡𝑡𝑡𝑡𝑡𝑡 𝑙𝑙  are the antenna diameter [m], wavelength [m], and antenna efficiency respectively. Free-space loss is added to the total propagation losses. The free-space loss depends on the used frequency f [GHz], and the earth station-Satellite distance R [km]. It can be calculated as follows.   𝐶𝐶𝐹𝐹𝑆𝑆 = 92.44 + 20 log 𝑓𝑓 + 10 log𝐶𝐶 [𝑡𝑡𝑑𝑑] (a.3)  Due to the extremely large distance involved, the received power levels are very small. Hence, the noise generated within the receiving system must be kept at the minimum possible value in order to achieve satisfactory carrier-to-noise ratio. This means that bandwidth must be as narrow as possible and the system noise temperature must be as low as possible.   The carrier-to-noise ratio is proportional to the ratio of the receiving antenna gain divided by the receiving system noise temperature, which is knows as figure of merit or G/T ratio given in the following equation [3]:  𝐺𝐺
𝑇𝑇
= 𝐺𝐺𝑡𝑡 − 10 log𝑇𝑇 [𝑡𝑡𝑑𝑑/𝐾𝐾] , (a.4) where 𝐺𝐺𝑟𝑟 is the antenna gain at boresight, and T is the receiving system noise temperature. 
A.2. Uplink Performance Analysis 
The uplink carrier-to-Noise ratio (𝐶𝐶/𝑁𝑁𝑜𝑜)𝑢𝑢 can be giving in the following equation: (𝐶𝐶/𝑁𝑁𝑜𝑜)𝑢𝑢 = 𝐵𝐵𝐼𝐼𝐶𝐶𝑃𝑃𝐸𝐸𝑆𝑆 −  𝐶𝐶𝑈𝑈 + �𝐺𝐺𝑇𝑇�𝑆𝑆 + 228.6 [𝑡𝑡𝑑𝑑𝐻𝐻𝑠𝑠], (a.5) where 𝐶𝐶𝑈𝑈 is the uplink losses including free-space and the propagation loss in 
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 the atmosphere, G is the satellite antenna receiver gain and T is the uplink system noise temperature. An uplink budget example is given in Table A.1.  
Return Link Analysis Bit rate 2048 kb/s Modulation scheme 16APSK Multiple access scheme MF-TDMA Uplink Central Tx frequency, f 30 GHz Transmitted power, 𝑃𝑃𝐹𝐹𝑥𝑥 1 W Antenna diameter, 𝐵𝐵𝑚𝑚 0.75 m Antenna efficiency, 𝑙𝑙 80 % Earth station 𝐵𝐵𝐼𝐼𝐶𝐶𝑃𝑃𝐸𝐸𝑆𝑆 43.5 dBW Free-space path loss, 𝐶𝐶𝐹𝐹𝑈𝑈  213.76 dB Reception Satellite Satellite figure of merit, (𝐺𝐺/𝑇𝑇)𝑆𝑆 18 dB/K Inter-system interferences Adjacent satellite + covered terrestrial systems 23 dBHz Uplink C/(N+I) 75.267 dBHz 
Table A-1 Return Link Analysis: Uplink (RCST to Satellite) [2] 
A.3. Down Link Performance Analysis 
The downlink 𝐶𝐶/𝑁𝑁𝑜𝑜 can be giving in the following equation: (𝐶𝐶/𝑁𝑁𝐿𝐿)𝑑𝑑 = 𝐵𝐵𝐼𝐼𝐶𝐶𝑃𝑃𝑆𝑆 −  𝐶𝐶𝐷𝐷 + 𝑑𝑑𝐵𝐵𝑜𝑜 + �𝐺𝐺𝑇𝑇𝑑𝑑�𝐸𝐸𝑆𝑆 + 228.6 [𝑡𝑡𝑑𝑑𝐻𝐻𝑠𝑠], (a.6) where 𝐵𝐵𝐼𝐼𝐶𝐶𝑃𝑃𝑆𝑆 is the satellite EIRP, 𝐶𝐶𝐷𝐷 is the downlink losses, G is the earth station antenna receiver gain, 𝑇𝑇𝑑𝑑 is the downlink system noise temperature and 𝑑𝑑𝐵𝐵𝑜𝑜 is the satellite output back-off, which depends on the input back-off. 
𝑑𝑑𝐵𝐵𝑜𝑜 can be calculated by: 
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𝑑𝑑𝐵𝐵𝑜𝑜 = 𝐼𝐼𝑃𝑃𝑆𝑆 − 𝐵𝐵𝐼𝐼𝐶𝐶𝑃𝑃𝐸𝐸𝑆𝑆 −  𝐶𝐶𝑈𝑈 − 𝐺𝐺𝑆𝑆[𝑡𝑡𝑑𝑑], (a.7) where IPS is the saturation input power. In the case of non-saturated process, for one carrier 𝑑𝑑𝐵𝐵𝑜𝑜was linearly approximated in [4] for the Olympus Travelling Wave Tube Amplifier (TWTA) as follows.  
𝑑𝑑𝐵𝐵𝑜𝑜 ≈ 0.94 x𝑑𝑑𝐵𝐵𝑖𝑖 −  3.99[𝑡𝑡𝑑𝑑], (a.8) where 𝑑𝑑𝐵𝐵𝑖𝑖 is the input back-off for one carrier given that it must be greater than 11 dB and equal to the difference between the input power for the TWTA saturation and the total collected signal power at its input [5]. A downlink budget example is given in Table a.2.  
Return Link Analysis Downlink Central Tx frequency, f 17.7 GHz Satellite output power 1.07 W Antenna transmission gain 45.9 dBi Satellite 𝐵𝐵𝐼𝐼𝐶𝐶𝑃𝑃𝑆𝑆 28.22 dBW Free-space path loss, 𝐶𝐶𝐹𝐹𝑈𝑈  210.12 dB Satellite output losses, 𝐶𝐶𝐴𝐴 3 dB Gateway Antenna diameter, 𝐵𝐵𝑚𝑚 4.5 m Antenna efficiency, 𝑙𝑙𝑚𝑚  70 % Earth station figure of merit, 𝐺𝐺/𝑇𝑇 30.2 dB/K Inter-system interferences Adjacent satellite system 28 dBHz Downlink C/(N+I) 75.45 dBHz 
Table A-2 Return Link Analysis: Downlink (Satellite to Gateway) [2] 
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A.4. Overall Clear-Sky Link Performance  The overall link performance and quality of the baseband delivered to the user terminal is measured by the over all carrier-to-noise ratio at the earth station receiver input (𝐶𝐶/𝑁𝑁𝑜𝑜)𝑡𝑡. The (𝐶𝐶/𝑁𝑁𝑜𝑜)𝑡𝑡  can be calculated using the following equation[2], [3], [6]. 
(𝐶𝐶/𝑁𝑁𝑜𝑜)𝑡𝑡 = −10 log[10−0.1( 𝐶𝐶𝑁𝑁𝑜𝑜)𝑢𝑢 + 10−0.1( 𝐶𝐶𝑁𝑁𝑜𝑜)𝑑𝑑] [𝑡𝑡𝑑𝑑𝐻𝐻𝑠𝑠], (a.9)   For simplicity, the intermodulation and interference noise have been neglected. 16APSK with code rate of 2/3 is chosen to be the system’s baseline scheme that will be used in this thesis, leaving a positive link margin of 2.8 dB.   
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Abstract—Broadband satellite communication networks, oper-
ating at Ka band and above, play a vital role in today’s world-
wide telecommunication infrastructure. The problem, however,
is that rain can be the most dominant impairment factor for
radio propagation at these frequencies. This paper, addresses
bandwidth and time-slot allocation problem for rain faded DVB-
RCS satellite networks. We formulate the task as a combinatorial
optimization problem and propose a novel algorithm for dynamic
bandwidth and time allocation, which works with CRA type of
traffic. The algorithm is evaluated using a MATLAB simulation
with historical rain data for the UK.
Index Terms—MF-TDMA, time-slot allocation, fade mitigation
techniques, combinatorial optimization.
I. INTRODUCTION
VSAT networks provide high-speed multimedia services,
including voice, video and Internet for a vast number of
subscribers distributed over a very wide area. The DVB-
RCS stands for Digital Video Broadcast Return Channel via
Satellite, which is a centralized communication system. There
is a single station called Network Control Centre (NCC) that
controls all communication processes in real time.
European DVB-RCS systems providers use the following
access mechanisms recommended by the European Telecom-
munications Standards Institute (ETSI). TDMA is used on
the forward link as the access mechanism, while the return
link is shared by earth stations using an MF-TDMA scheme.
Typically, Ku band (12-18 GHz) is used for the forward link
and Ka band (18-30 GHz) for the return link [1]. Forward link
transmissions for user terminals are organized in bursts. The
bursts are assumed to be made of a fixed number of time-slots,
which are long enough to transmit one fixed-size packet.
Satellite links can be affected severely by rain fading,
which can reduce the link capacity. NCC has to make sure
that extra time slots or extra bandwidth are available to
provide users with the requested quality of service in varying
weather conditions. Consequently, efficient Radio Resource
Management (RRM) and bandwidth utilization under rainy
conditions have become important research topics in satellite
telecommunications.
Combinatorial optimization has been used to address the
problem of efficient resource allocation in DVB-RCS satellite
systems. In [2], resource allocation for rain faded forward
links has been modeled as a knapsack problem. In this paper,
we look into resource allocation for DVB-RCS return links.
The difference is that here we have to work with MF-TDMA
frames instead of TDMA.
The main contributions of this paper are as follows:
• We formulate the task of bandwidth allocation under rainy
conditions mathematically as a combinatorial optimiza-
tion problem.
• We propose a low-cost allocation algorithm to solve it.
The main objective of the algorithm is to achieve a better
bandwidth utilization while still meeting the Quality of
Service (QoS) requirements.
• Finally, we evaluate the algorithm using a MATLAB
simulation with real historical rain data for the UK.
The current version of the algorithm deals with the guaranteed
throughput services. The guaranteed throughput services are
defined as the services, which ensure that the subscriber always
gets the bandwidth requested regardless of traffic behavior of
other users [1].
The rest of the paper is structured as follows. Section
II describes briefly the Bandwidth on Demand process and
MF-TDMA frame. The allocation process is mathematically
formulated as a combinatorial optimization problem. Section
III describes the proposed allocation algorithm. Section IV
presents the simulation scenario and results. Finally, section
Vdiscusses directions for future work.
II. MF-TDMA FRAME AND BANDWIDTH ON DEMAND
The DVB-RCS NCC sends the general network information
to Return Channel via Satellite Terminals (RCSTs) once the
power is on. The NCC provides monitoring and control func-
tions and generates the control and timing messages required
for operating the satellite network. The messages are sent using
Moving Picture Exported Group Transport Stream (MPEG-
2TS) via the private data section, which is transmitted over
the forward link. There are two types of forward links in the
DVB-RCS specification: one for the interaction control and
the second for data transmission. Both links can be supported
by the same DVB-S transport multiplex [3].
MF-TDMA bandwidth portion is usually defined to be
approximately 20 MHz due to the RCST maximum frequency
hoping limitation [3][4]. The goal of the Bandwidth on De-
mand (BoD) process is to determine the resources required
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Symbol Definition
U The total number of RCSTs supported by the network.
β Buffer size (in packets) for a given RCST.
M The total number of packets that can be buffered in the
network, which is equal to the size of the RCST buffer
multiplied by the total number of RCST supported by
the network (all RCSTs have the same buffer size).
K The number of available ACM modes in the network.
ri The rain fading level for RCST i.
Nk The number of packets suffering rain fading of level k.
f(x) The space required for a time slot with rain fading
level of x in the MF-TDMA frame.
pi Number of time-slots requested by RCST i.
C The available MF-TDMA space. The space here stand
for a portion of bandwidth given for a duration of time in
a single frame for data traffic.
Bk The bandwidth assigned by BoD to mitigate level k rain
effects.
L The number of available MF-TDMA frames.
T The duration of an MF-TDMA time-slot.
Ri Requested data rate by RCST i..
Table I
LIST OF SYMBOLS
to satisfy the rate requested by an RCST. A BoD controller
receives RCST data requests, selects an appropriate Adaptive
Coding and Modulation (ACM) to match their rain level, and
calculates the required bandwidth. The Media Access Control
(MAC) then decides whether to accept or reject the request
based on a set of rules as explained in [3].
Network traffic can be characterized as a Markov-modulated
continuous stream of bits with peak and mean rates. On-
off traffic sources with variable bit rates can be modeled as
constant flow sources with an equivalent bandwidth [5]. Thus,
we work under a simplifying assumption that the network
uses the Constant Rate Allocation (CRA) to eliminate traffic
complexity from the analysis. Consequently, the real-time
bandwidth allocation will be governed purely by rain fading.
There are several approaches to determining the equivalent
bandwidth for the CRA. The fluid flow approach has been
well investigated in [1][5][6]and[7]. In this paper, we use the
normal “Gaussian” distribution investigated in [1-8].
III. TIME ALLOCATION PROBLEM
A. Mathematical Formulation
The problem of resource allocation with rain fading can
be defined as a combinatorial optimization problem. The goal
is to pack optimally packets of different sizes into the MF-
TDMA frame space. Table 1 describes the initial parameters
for the optimization process.
At any time instant, let us define vector p, as
p = (pi, ..., pu | pi ≤ β , i = 1, 2, ..., U), (1)
where pi is the number of packets buffered by RCST i,
which is always smaller or equal to the RCST buffer size
for all stations. Similarly, vectorr containing the instantaneous
rain fading levels for all RCSTs is defined as
r = (ri, ..., ru | ri ≤ K , i = 1, 2, ..., U), (2)
where ri is the rain fading level for RCST i. There can
be many constraints involved in determining how to pack a
given set of time-slots, and there are many objectives to be
met, such as fairness, efficiency, QoS, and utilization. In this
paper, the main objective is to transmit the packets using the
smallest possible portion of the available MF-TDMA frame
space. This problem can be described as follows:
maximize
∑U
i=1
(
f(ri) ·
∑pi
j=1 xij
)
C · L (3)
s. t.
pi∑
j=1
xij = Ri · T
bits per slot
, ∀i (4)
where, xij =
{
1, if the packet is selected.
0, otherwise. (5)
The last constraint essentially specifies that each RCST
should be able to transmit the requested number of packets
within L MF-TDMA frames.
The secondary objective is to minimize the variation in the
delays experienced by individual packets, also known as cell
delay variation (CDV) [1].
B. The Algorithm
In any given time interval, there is a number of packets
suffering K or less levels of rain fading, which are needed to
be fitted into L consecutive MF-TDMA frames of capacity c
each. For our algorithm, the total demand can be characterized
as a M ×K matrix W defined as follows:
wmk ∈
{
1, if k=ri, andmmod(i∗β)6 pi.
0, otherwise.
(6)
Each column corresponds to a different level of rain fading
k. Each row corresponds to the packet sequence number in
an RCST buffer. Packets from RCST 1 correspond to rows
1, 2, ..., β, packets from RCST 2 correspond to rows β+1, β+
2, ..., 2β. Packets from RCSTi correspond to rows (i−1) ·β+
1, (i− 1) · β +2, ..., 2(i− 1) · β. Therefore, if RCST i suffers
rain fading level of k, then the corresponding rows in column
k of the demand matrix will be equal to 1, otherwise they will
be equal to 0. The total number of ’1’s in each column of the
demand matrix is equal to Nk and each row contains at most
single ’1’. Figure 2 illustrates this idea. The demand matrix
can be used by the MAC to perform fitting of packets into
MF-TDMA frames.
The main idea behind the proposed algorithm is to bundle
together packets coming from RCSTs with the same rain
fading level (the same ACM mode). This can be done by
allocating carriers in MF-TDMA frame separately for each
column in the demand matrix according to the actual number
of packets in that column. The algorithm is specified in Figure
1.
The constraint in equation 7 is to ensure not to exceed the
total frame bandwidth, where Bk defined as the bandwidth
assigned by the BoD to mitigate level k rain effects. The pack-
ing procedure tries to reduce the CDV without violating any
agreed QoS bounds. To achieve this, the procedure schedules
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__________________________________________________
Step 1 (Initialization)
Create the demand matrix W
Step 2 (Iteration)
for k = 1...K (processing each demand matrix column separately)
Calculate the required number of carriersCk:
Ck =
⌈ ∑M
m=1 wmk
(number of time slots per carrier) · L
⌉
Ck =
⌈
Nk
10·L
⌉
s.t. Ck ·Bk ≤ available bandwidth (7)
Pack packets from column k of the demand matrix into the Ck carriers
of bandwidth Bk .
Update available bandwidth (reduce by Ck ·Bk).
end for
Step 3
Delete W
__________________________________________________
Figure 1. Allocation algorithm
packets from the RCST with the longest packet delay first. This
ensures that the packets with earlier deadlines are scheduled
into earlier time slots within the L-frame window. Scheduling
packets from RCSTs with the same rain fading level into of
carriers of the same bandwidth reduces the amount of unused
space in each MF-TDMA frame.
There may still be a situation when a portion of a carrier
in a frame is unused because there are not enough packets at
the given rain fading level to fill in all the time slot in that
carrier. In the proposed algorithm, we introduce a time window
to further improve carrier utilization. The time window is
defined as the time interval required to transmit L MF-TDMA
frames. Within this time period, requests will be stored in
RCSTs buffers to be transmitted in the next time window.
The algorithm looks at requests after each window. Therefore,
instead of generating a Terminal Burst Time Plan (TBTP) for
each super frame, there will be one TBTP generated for each
time window.
Having the time window helps capturing more packets at a
given rain fading level, which can then be transmitted within
the carrier of an appropriate bandwidth. This means that less
frames may be required to transmit them. The freed up frames
in a given time window can be used to carry traffic from
users with best effort level of services. For example, instead of
transmitting one packet per carrier in 10 frames, the 10 packets
can be buffered and transmitted in the next time window
within a single frame. That means we will not need to reserve
bandwidth for this rain fading level in the other 9 frames, and
freed up bandwidth will be available for other services. This
improvement in bandwidth utilization comes at the price of an
added delay, which can be given in the following formula:
delay bound = L · frame duration (8)
A downside of using this algorithm is that it will delay
and queue data even for unfaded satellite links. One possible
way to address it is to use a dynamic window size dependent
on the rain fading conditions as well as burstiness of traffic.
The algorithm can be illustrated graphically using Figure 2,
which shows how traffic from different RCSTs is grouped
according to their rain fading levels. Each group of packets
then is sequentially scheduled by MAC into the corresponding
carriers across the MF-TDMA frames in the time window.
Figure 2. MAC serving K packets groups into L frames
IV. SIMULATION MODEL
The data rate that has been used is 144 Kb/s (topology A)
guaranteed throughput of a low rate video streaming traffic
type, with burstiness of 8. In the simulation, we assume
the burstiness is measured over a single time window. More
specifically, we assume that each RCST transmits at peak rate
only for 1/8th of the time window duration. Thus, a total of
10 packets will be received in each time window. The MF-
TDMA frame is be sub-divided in 60 standard carries with 10
time slots each, as shown in table 2 [8]. Each time slot has
a capacity of 16 Kb/s guaranteed throughput. Therefore, 10
time slots per time window must be allocated to each RCST
to satisfy the targeted rate. The above numbers were obtained
from calculation carried in [8],[3], and [4]. In this version of
the simulator, we considered one data type “video streaming”
over one MF-TDMA of 20 MHz bandwidth, with transmission
frequency of 20 GHz.
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Peak Slots per carrier and per frame Carriers
information traffic CSC/ SYNC/ Total per
data rate slots slots slots slots frame
144 Kb/s 9 1 2 10 60
384 Kb/s 24 2 4 26 23
1024 Kb/s 64 4 8 68 9
2048 Kb/s 128 8 16 136 4
Table II
FEATURES OF THE MF-TDMA RETURN LINK
In the given simulation, 480 RCSTs were used with the fol-
lowing distribution pattern: 75% of the RCSTs were located in
4 different cities: London, Manchester, Dublin, and Glasgow,
and the rest was randomly distributed all over the UK with
the minimum separation distance of 1 km between RCSTs as
illustrated in Figure 3.
The algorithm was applied on version 1 DVB-RCS system
with 9 ACM FMT modes available, i.e., K = 9 in our case.
The simulation uses historical rain data, with a simulation
duration of 3 months (January, February and April 2011).
Figure 3. RCSTs ground distribution
A. Numerical Results and Performance Evaluation
Figure 4 shows the amount of used bandwidth for the given
distribution of RCSTs. The bottom level of the used bandwidth
corresponds to the minimum rain fading level (i.e. no rain).
The overall bandwidth usage statistics can be represented as
a CDF of total bandwidth used. This is shown in Figure 5.
As can be seen from the results shown in Figure 4 and 5,
only up to 40% of the total allocated frame bandwidth was
used at any moment in time. Moreover, for a standard 99.9%
network availability only 35.2% of the frame bandwidth was
actually used by the RCSTs.
Figure 4. Total bandwidth used by the algorithm
Figure 5. CDF for the total bandwidth used by the algorithm
V. CONCLUSION
The task of bandwidth and time slot assignment in rain
faded DVB-RCS systems has been described and formu-
lated mathematically as a combinatorial optimization prob-
lem. Unlike other referenced approaches, where RCSTs are
divided into only two groups of rainy and non-rainy terminals,
the proposed algorithm bundles traffic requests into multiple
groups corresponding to their individual rain fading levels.
The algorithm also uses a time window, which consists of
multiple consecutive MF-TDMA frames, to improve time slot
utilization within each carrier and free up frame bandwidth
for other services. Our evaluation of this algorithm using
a simulation with historical rain data shows a significant
improvement in bandwidth utilization. Only 35.2 to 40% of
the available frame bandwidth was used at any given time.
In the future work, we will be studying the effects of
geographical distribution of RCSTs on the total demand. The
current version of the algorithm can also be expanded to
include different types of services and address the delay bound
issue as one of the primary objectives.
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Rain granularity effects on bandwidth demand for faded
DVB-RCS systems
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SUMMARY
Broadband satellite communication networks, operating at Ka band and above, play a vital role in today’s
worldwide telecommunication infrastructure. The problem, however, is that rain can be the most dominant
impairment factor for radio propagation above 10 GHz. This paper studies bandwidth and time slot allocation
problem for rain faded DVB-RCS satellite networks. We investigate how using finer rain granularity can improve
bandwidth utilization in DVB-RCS return links. The paper presents a mathematical model to calculate the
bandwidth on demand. We formulate the radio resource allocation as an optimization problem and propose a novel
algorithm for dynamic carrier bandwidth and time slots allocation, which works with constant bit rate type of
traffic. We provide theoretical analysis for the time slot allocation problem and show that the proposed algorithm
achieves optimal results. The algorithm is evaluated using a MATLAB simulation with historical rain data for the
UK. Copyright © 2014 John Wiley & Sons, Ltd.
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1. INTRODUCTION
Very small aperture terminal networks provide high-speed multimedia services, including voice, video,
and Internet for a vast number of subscribers distributed over a very wide area. The DVB-RCS stands
for Digital Video Broadcast Return Channel via Satellite, which is a centralized communication system
[1, 2]. There is a single station called network control center (NCC) that controls all communication
processes in real time.
European DVB-RCS systems providers use the following access mechanisms recommended by the
European Telecommunications Standards Institute [1, 2]:
 Time division multiple access (TDMA) is used on the forward link as the access mechanism.
 The return link is shared by earth stations using a multi-frequency time division multiple access
(MF-TDMA) scheme. Typically, Ku band (12–18 GHz) is used for the forward link and Ka band
(18–30 GHz) for the return link [1–3].
Forward link transmissions for user terminals are organized in bursts. The bursts are assumed to be
made of a fixed number of time slots, which are long enough to transmit one fixed-size packet.
Satellite links are affected severely by rain fading, which reduces the link capacity. NCC has to make
sure that extra time slots or extra bandwidth are available to provide users with the requested quality
of service (QoS) in varying weather conditions. Consequently, efficient radio resource management
(RRM) and bandwidth utilization under rainy conditions have become important research topics in
satellite telecommunications.
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Combinatorial optimization has been used to address the problem of efficient resource allocation in
DVB-RCS satellite systems. In [4], resource allocation for rain faded forward links has been modeled
as a knapsack problem. We look into resource allocation for DVB-RCS return links. The difference is
that here we work with MF-TDMA frames instead of TDMA.
The main objective of this paper is to investigate how using finer rain granularity can improve
bandwidth utilization in DVB-RCS return links. Our contributions are as follows:
 We study the effects of using finer rain granularity on the total bandwidth demand of constant data
rate traffic and demonstrate the resulting improvements in bandwidth allocation on real historical
rain data.
 We propose a novel low-cost time slot allocation algorithm for bursty data rate traffic to achieve a
better bandwidth utilization using finer rain granularity, while still meeting the QoS requirements.
 We provide theoretical analysis of the time slot allocation problem and show that the proposed
algorithm achieves the theoretically optimal assignment.
 We evaluate the proposed algorithm using a simulation with real historical rain data to demon-
strate its practical benefits.
The current version of the algorithm deals with the guaranteed throughput service. The guaranteed
throughput service is defined as the service that ensures that a subscriber always obtains the bandwidth
requested regardless of traffic behavior of other users [3].
2. VERY SMALL APERTURE TERMINAL SYSTEMS
2.1. Network architecture
The network under consideration is depicted in Figure 1. The satellite network mesh consists of the
following elements:
(1) A geo satellite that operates at Ka band for earth space communications.
(2) Users, which are called return channel via satellite terminals (RCST).
(3) NCC, a single station that orchestrates the interactions between RCSTs and service providers,
and is responsible for resource allocation for active RCSTs.
2.2. Return channel description
The MF-TDMA is the media access scheme used in DVB-RCS systems. MF-TDMA is a hybrid
system, in which RCSTs share time as well as frequency. The scheme combines frequency division
multiple access with TDMA, which allows for better utilization of the limited bandwidth available.
MF-TDMA scheme divides bandwidth into a number of carriers. Each carrier is divided into time slots.
Figure 1. Network architecture.
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Figure 2. Simplified dynamic structure of multi-frequency time division multiple access.
The MF-TDMA structure in DVB-RCS systems is organized into three levels: super frame (SP),
frame, and time slots, as shown in Figure 2. A super frame consists of a number of frames and is
identified by a unique Superframe_ID. Similarly, each frame spans over a number of carriers and
a given time duration expressed as a multiple of the time slot duration. Each frame has a unique
frame_ID. A time slot is defined by carrier center frequency, bandwidth, and duration.
There are two MF-TDMA frame structures described in literature: fixed and dynamic. The fixed
structure is sub-divided into constant frequency bandwidth [5, 6] and constant rate capacity [7]. Both
have a fixed number of time slots.
In this paper, we propose a dynamic frame structure. In our framework, we impose the following
constraints:
(1) All super frames have the same number of frames.
(2) All frames have the same time duration.
(3) All frames have the same bandwidth equal to the super frame bandwidth.
(4) All time slots have the same guaranteed capacity [bits/second].
In the communication scenario, the NCC sends Terminal Burst Time Plan (TBTP) to all RCSTs at
the beginning of each super frame to update transmission parameters. TBTP for each RCST includes
frame_ID, transmission center frequency, bandwidth, time, and duration that RCST will use to transmit
its packets.
3. RAIN FADE MITIGATION AT PHYSICAL LAYER
Rain is a dominant factor in radio propagation above 10 GHz. Different fade mitigation techniques
(FMTs) are available to compensate for rain fading. In [5, 8], the authors use adaptive coding and mod-
ulation (ACM), which adjusts transmitted signal and the required bandwidth dynamically according
to the link’s attenuation level. In [6], the forward error correction was implemented, which allocates
more time to rain faded links to transmit their data while keeping the allocated bandwidth constant,
accompanied by changes in transmission parameters. There are two main trends in today’s rain fading
research. The first approach is to consider a variable total link capacity due to rain fading. The second
approach studies the rain effects on the RCST links individually.
Transmission parameters updates are based on signal-to-noise ratio (SNR) estimation. Authors in
[6] propose a model to predict link SNR based on a statistical spatial and temporal analysis of rain
fading. In [6], the SNR is estimated using Markov model, on the basis of the worst case link condition,
which may lead to a waste of bandwidth. Other researchers estimate SNR by averaging the SNR values
measured for a given duration [9].
In this paper, ACM for satellite links is employed for the predicted value of rain fading during
the transmission duration based on the instantaneous level of rain fading measured in each individual
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RCST link [10, 11]. The transmission parameters are updated prior to each single superframe, in other
words, each 0.5 s (Superframe duration) [10]. In ACM calculation process, the rain fading obtained
is rounded up to the most significant value in order to compensate for any degradation in link quality
while transmitting data. On the other hand, in case of no available weather data, the algorithm by
design can adapt to any available prediction or interpolation methods used to calculate rain fading [11].
The ACM is a resource-shared mitigation technique. It modifies signals transmitted by earth stations
in the case of link quality degradation. ACM always tries to maintain an agreed level of bit-error ratio,
while allowing the reduction of required energy per bit when the link suffers fading conditions.
One of the coding methods that attracted the satellite communication industry is the parallel con-
catenated coding with interleaving (i.e., turbo coding), which led eventually to the standardization of
these methods of coding in the second generation DVB-RCS earth stations [5]. An advantage of such
coding is the extension of the dynamic range of the FMT, which leads to an increase in connection
throughput for unfaded links [5]. However, when the carrier-to-noise power spectral density decreases,
lower coding rate and/or reduced constellation will be selected because of the propagation effects.
The ACM can be classified into two types: constant user bit rate, which is the scenario of non-
negotiable bit rate (i.e., voice or video transmission); and constant bandwidth, when the allocated
bandwidth for each connection cannot be changed. ACM can provide a dynamic range of 0 to 17 dB
depending on the link power budget, as described in [5].
Depending on the link attenuation level, the related ACM mode is chosen from a range of available
ACM schemes as in Table I. The system always tries to keep the bit-error ratio below 107. Therefore,
a more robust ACM scheme is selected when the carrier-to-noise degrades.
As mentioned before, the ACM can cover a dynamic range of 17 dB. Any change in ACM must be
accompanied by a change in bandwidth as shown in Table I. Moreover, only DVB-RCS2 can cover
the 17 dB dynamic range of ACM, while the original DVB-RCS can only work in the range of 4 to 14
from Table I. So, in the case of using power limited systems, DVB-RCS could be used, which means
reducing the link power budget required by 9 dB, and the dynamic range of the FMT will fall to 8 dB.
4. RAIN GRANULARITY FOR CONSTANT BIT RATE TRAFFIC
When studying rain fading, researchers use mathematical models to describe the problem. Resource
allocation problem is presented as linear programming equation in [6, 8, 12]. In [12], more compli-
cated data traffic was considered. The data traffic had different delay classes, which gave them different
Table I. DVB-RCS2 supported rate variation depending on selected adaptive
coding and modulation mode [5].
Mode m Modulation  B Rain protection .At t/ [dB]
1 9/10 Bc 1.3
2 16APSK 5/6 1:08Bc 2.7
3 3/4 1:2Bc 4.2
4 2/3 1:35Bc 5.7
5 4/5 1:5Bc 6.2
6 8PSK 3/4 1:6Bc 7
7 2/3 1:8Bc 8.5
8 6/7 2:1Bc 9.6
9 4/5 2:25Bc 10.5
10 3/4 2:4Bc 11.3
11 QPSK 2/3 2:7Bc 12.4
12 3/5 3Bc 13.2
13 1/2 3:6Bc 14.4
14 2/5 4:5Bc 15.9
15 1/3 5:4Bc 17
16 BPSK 1/2 7:2Bc 17.6
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packing priority levels. The authors suggested a heuristic algorithm to solve the allocation problem.
However, RCSTs were divided into only two groups: rainy and non-rainy terminals, presuming the
worst case conditions for the RCSTs affected by rain. This approach leads to a waste of bandwidth due
to overestimation of bandwidth requirements. Authors in [6] suggest solving the allocation problem
using bin-packing algorithms. In [7], the RCSTs are allocated with the maximum bandwidth at any
given time leading to a constant bandwidth allocation (CBA). This approach is also not spectral effi-
cient. We propose to distinguish between more than two levels of rain and utilize this for bandwidth
allocation. More specifically, instead of using only two groups, rainy and non-rainy, we assign RCSTs
to the available rain levels supported by the ACM FMT. In this section, we study how using this finer
rain granularity can affect the total bandwidth demand for the constant bit rate (CBR) traffic.
4.1. Mathematical formulation
When considering rain granularity, there is no clear indication of how the upper bound of the required
bandwidth is determined. This can be measured experimentally using historical data for a given
RCST set.
The mathematical model is based on the assumption of CBR data traffic, that is, RCSTs transmit
at peak rate at all times. In other words, all time slots per carrier are reserved for one RCST. In the
present model, ACM is used as an FMT. Table I states the modulation parameters for each operation
mode. Using worst case scenario for rain fading means for a given data rate request Ri by RCST i ,
the allocated bandwidth is Bc in clear sky condition and Br in the case of rain, Br D 7:2Bc , from
Table I. Hence, the bandwidth Bci required to satisfy the data rate request Ri in clear sky condition is
calculated using Equation 1 derived from [5]:
Bci D
Ri  .1 C ˛/
.At ti /  Log2M.At ti / ; ŒH´ (1)
where ;M are transmission parameters associated with clear sky condition and ˛ is the roll of
factor, ˛ ' 0:35.
Let us denote xi;j a scalar indicating whether user i has rain fading level j or not. Hence, the
experimental upper bound for the total bandwidth on demand is the summation of all user’s bandwidth
requests, and BoD is calculated is as follows.
BoD D
uX
iD1

xi;1  Bci C .xi;1  1/  Bri

; ŒH´ (2)
xi;j 2
²
1; if RCST i 2 rainleve j
0; otherwise
(3)
where u is the total number of RCSTs. xi;1 = 1 indicates that RCST i has clear sky condition.
Considering finer rain fading granularity, at any given time, there will be a number of RCSTs suf-
fering k or less levels of rain fading. For each fading level j; 1  j  k, the NCC allocates different
amount of bandwidth per carrier for each RCST and sets transmission parameters. Bji is the bandwidth
allocated to RCST i to mitigate j rain fading level. Total amount of bandwidth on demand BoDg
considering rain granularity is as follows:
BoDg D
uX
iD1
0
@ kX
jD1
xi;j  Bji
1
A ; ŒH´ (4)
In bandwidth allocation process, RCST i is assumed to have one rain fading level at a given time
instant. This constraint is shown as follows:
s:t
kX
jD1
xi;j D 1; 8i (5)
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uX
iD1
0
@ kX
jD1
xi;j  Bji
1
A  c (6)
where c is the total bandwidth available in hertz.
The constraint in Equation 6 means that the total amount of bandwidth used by requests should not
exceed the available bandwidth.
4.2. Simulation setup
In the simulation, the city-oriented geographical distribution of RCSTs suggested in [8] is used, where
120 RCSTs are used with geographical distribution pattern: 75% of the RCSTs are located in four
different cities London, Manchester, Dublin, and Glasgow; and the rest is randomly distributed all over
the UK with the minimum separation distance of 1 km between RCSTs. This is illustrated in Figure 3.
The RCSTs set up connections with data rate of 144-Kb/s (topology A) guaranteed throughput for a
low rate video streaming traffic. The operationfrequency of the system is 30 GHz, which is the highest
frequency used in Ka band [6]. Hence, the maximum rain attenuation is expected.
4.3. Numerical results
Figure 4 shows the amount of used bandwidth for the given distribution of RCSTs for the worst case
scenario in Figure 4(a) and considering finer rain granularity in Figure 4(b). The bottom level of the
used bandwidth corresponds to the minimum rain fading level (i.e., no rain) and is the same in both
cases. The overall bandwidth usage statistics can be represented as a cumulative density function
(CDF) of the total bandwidth used. This is shown in Figure 5.
As it can be seen from the results shown in Figures 4 and 5, at any given time, the total band-
width required for the worst case scenario is up to 25.23 MHz, whereas in the case of using finer rain
Figure 3. Users geographical distribution.
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Figure 4. Total bandwidth demand.
Figure 5. Total bandwidth demand CDF.
granularity, the total required bandwidth is below 17.07 MHz. Therefore, using finer rain granularity
in the given scenario improves bandwidth utilization by 33%.
In the case of using CBA, the reserved bandwidth for the given scenario is 46.66 MHz calculated
using Equation 2 and Table I. Thus, using finer rain granularity would achieve 64% improvement in
bandwidth utilization compared with CBA.
5. RAIN GRANULARITY FOR BURSTY TRAFFIC
The results given in Section 4 demonstrate the effects of taking into account rain conditions on the
total bandwidth demand. Although it shows the effect of rain granularity, it does not reflect a real traf-
fic situation because RCSTs can be active, idle, or off-line. Burstiness, peak rate, and average rate are
parameters describing user traffic. Authors in [3] describe these models. User requests are statistically
multiplexed and transmitted together in real time. They share the same available bandwidth to achieve
better utilization. Fluid flow and Gaussian approaches are used to estimate the bandwidth usage,
called equivalent bandwidth, which stands for the estimated total data bit rate requested by all RCSTs
[3, 13–15]. Then the total frequency bandwidth required to satisfy the calculated equivalent data bit
rate is allocated on the basis of the worst rain fading scenario.
In this paper, we approach statistical multiplexing from a different angle. We measure the requested
data rate in real time and use the actual rain fall rate to determine the maximum required frequency
bandwidth for the requested data rate.
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5.1. Mathematical formulation
The authors in [8] present the problem of resource allocation with rain fading as a combinatorial
optimization problem, aiming to pack optimally packets of different sizes into the MF-TDMA frame
space. In this paper, we use the dynamic frame structure explained in Section 2.2. Table II explains the
meaning of different symbols used in subsequent equations.
At any time instant t , let us define pi as the number of packets buffered by RCST i . pi is smaller or
equal to the RCSTi’s buffer size. In this paper, we assume that all RCSTs have the same buffer size ˇ.
In any given time interval, there is a number of packets from RCSTs suffering k or less levels of
rain fading, which are needed to be fitted into MF-TDMA super frame.
A super frame consists of N carriers. Each carrier has a fixed number of time slots but possibly
different bandwidth. In our framework as explained in Section 2, all carriers have the same number of
time slots S . The authors in [8] refer to them as cells. A time slot can only be used for one packet.
The bandwidth required for time slot i in carrier n;wi;n is determined by the NCC on the basis of
the atmospheric condition of the RCST. A carrier n bandwidth is allocated as the largest bandwidth
required for any time slot assigned to carrier n: max
sD1::Swi;s .
All super frames consist of the same number of frames L. The objective of a time slot assignment
method is to minimize the used portion of the MF-TDMA space to satisfy RCSTs requests.
minimi´e
NX
nD1
max
sD1::Swn;s (7)
The current model describes one type of traffic, namely, constant resource allocation (CRA) with
guaranteed services. In the guaranteed services, RCSTs are always allocated with the requested rate,
which means that the super frame includes all the packets. This constraint is shown in Equation 8. The
constraint in Equation 9 makes sure that the total number of packets generated by RCST i does not
exceed the available buffer size.
subject to
uX
iD1
pi  N  S (8)
pi <D Ri  T  S
Bits per slot
;8i (9)
Finally, the constraint in Equation 9 ensures meeting the targeted data rate for all RCSTs.
5.2. The proposed algorithm overview
Any media access control (MAC) algorithm breaks into stages starting with SNR measurement or
prediction algorithms explained in Section 3. BoD calculation is the next stage in a MAC algorithm,
Table II. List of symbols.
Symbol Definition
u The total number of RCSTs supported by the network
k The number of available ACM modes in the network
ri The rain fading level for RCST i
pi Number of packets buffered by RCST i
c The available MF-TDMA bandwidth in hertz
f .ri / The bandwidth assigned by BoD to mitigate level ri rain fading
L The number of available MF-TDMA frames per super frame
T The duration of an MF-TDMA time slot
Ri Requested data rate by RCST i
wi;s The bandwidth required for a time slot s in carrier i
S The total number of time slots in a carrier
N Number of carrier for a given frame
Copyright © 2014 John Wiley & Sons, Ltd Int. J. Satell. Commun. Network. (2014)
DOI: 10.1002/sat
RAIN GRANULARITY EFFECTS ON BANDWIDTH DEMAND FOR FADED DVB-RCS SYSTEMS
highlighted in Section 2. BoD control calculates the actual portion required to satisfy an RCST request.
Finally, the last stage in the MAC is the radio resource and time slots allocation. RRM controls band-
width sharing among RCSTs conditioned by constraints such as priority, fairness, and QoS policy.
The radio resource and time-slot allocation algorithms proposed in [5, 6] aim to maximize the net-
work throughput. Maximizing network throughput gives RCSTs with clear sky conditions the highest
priority to be allocated because they demand less MF-TDMA space. Using less MF-TDMA space
maximizes the network throughput as more RCSTs are allocated to the given MF-TDMA space. In the
case of different rain fading levels, the allocation priority is inversely proportional to rain fading level.
The proposed algorithm adopts the principle given in [5, 6] for allocation priority, but it uses a
different frame structure. The algorithm serves worst faded links first, then the links with less fading
level, and so on and so forth. In other words, the allocation algorithm serves RCSTs with level k
fading then k  1; k  2; : : : ; 1, when there are k groups of packets suffers level k rain fading. The
proposed algorithm tends to minimize the MF-TDMA space utilization shown in the objective function
in Equation 7.
In this paper, CRA is being used as a traffic class. Using CRA, traffic class is a valid approach to
study dynamics of rain fading in resource allocation schemes in satellite networks for simplification
purposes [5, 6]. Any change in resource allocation is purely governed by rain fading.
The proposed MAC algorithm consists of two steps inspired by [6]:
(1) Resource calculation algorithm (RCST side), see Figure 6: the first step is the SNR calculation,
either by estimation using the model in [6], or measuring link actual rain fading level in real
time, if there is an accessible meteorological database available. This task can be carried out by
NCC or each RCST individually. All RCSTs then transmit requests identifying the targeted data
rate Ri and rain fading level ri to the NCC.
(2) Radio resource allocation (NCC side), see Figure 7: NCC collects all requests Ri and the instan-
taneous rain fading levels information ri for all RCSTs. From Ri and ri , the NCC calculates
the required bandwidth to satisfy each request. The next step is that NCC generates super frame
structure by running the radio resource allocation and the time slot allocation algorithm. Finally,
from super frame, the NCC generates the TBTP and transmits it to all RCSTs.
In our framework, we impose constraints on the frame structure extracted from European Telecom-
munications Standards Institute in [16], as explained in Section 2.2. Frames are assumed to have a
fixed duration, with a dynamic structure. A super frame is composed of a fixed number of sequential
frames in a raw.
The main idea behind the proposed time slots allocation algorithm is to bundle together packets
coming from RCSTs with the same rain fading level (the same ACM mode).
Figure 6. Allocation algorithm RCST i side.
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Figure 7. Allocation algorithm NCC side.
The algorithm is working under the assumption that the used bandwidth does not exceed the total
frame bandwidth, where Bj is defined as the bandwidth assigned by the BoD to mitigate level j
rain effects. Scheduling packets from RCSTs with the same rain fading level into carriers of the same
bandwidth reduces the amount of unused space in each MF-TDMA frame.
There may still be a situation when a portion of a carrier in a frame is unused because there are not
enough packets at the given rain fading level to fill in all the time slots in that carrier. In the proposed
algorithm, we introduce a time window to further improve carrier utilization. The time window is
defined as the time interval required to transmit L MF-TDMA frames. Within this time period, requests
will be stored in RCSTs buffers to be transmitted in the next time window. The algorithm looks at
requests after each window. Therefore, instead of generating a TBTP for each super frame, there will
be one TBTP generated for each time window. This is illustrated in Figure 8.
Having the time window helps capturing more packets at a given rain fading level, which can then be
transmitted within a carrier of an appropriate bandwidth. This means that less frames may be required
to transmit them. The freed up frames in a given time window can be used to carry traffic from users
with best effort level of services. For example, instead of transmitting one packet per carrier in 10
frames, the 10 packets can be buffered and transmitted in the next time window within a single frame.
That means we will not need to reserve bandwidth for this rain fading level in the other nine frames,
and freed up bandwidth will be available for other services. This improvement in bandwidth utilization
comes at the price of an added delay, which can be given in the following formula:
delay bound D L  f rame duration C propagation delay (10)
A downside of using this algorithm is that it will delay and queue data even for unfaded satellite
links. One possible way to address it is to use a dynamic window size dependent on the rain fading
conditions as well as burstiness of traffic. The algorithm can be illustrated graphically using Figure 10,
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Figure 8. MAC serving K packet groups into L frames.
which shows how traffic from different RCSTs is grouped according to their rain fading levels. Each
group of packets then is sequentially scheduled by MAC into the corresponding carriers across the
MF-TDMA frames in the time window.
5.3. Theoretical analysis
Our goal is to find an assignment of packets generated by RCSTs with different levels of rain to cells
within a super frame to minimize the total bandwidth required for the super frame.
For a given set of packets, an assignment of packets to cells in the super frame can be characterized
by a bandwidth matrix W D .wn;s jn D 1::N ; s D 1::S/ where N is the number of carriers in the
super frame, S is the number of time slots, and wn;s is the bandwidth required to transmit the packet
assigned to cell in carrier n, time slot s according to the rain level of the RCST, which generated that
packet. If no packet is assigned to a cell, then wn;s D 0. The bandwidth of a given carrier is determined
by the maximum bandwidth required to transfer any packet assigned to that carrier.
Without loss of generality, we can assume that
8i; j W i < j H) max
sD1::Swi;s  maxsD1::Swj;s
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that is, we can assume that carriers are ordered by their bandwidth. This ordering does not have to
correspond to the order of carrier frequencies. In the actual MF-TDMA frame structure, a carrier can
be assigned to any frequency.
The total bandwidth of a super-frame can be calculated as follows:
NX
nD1
max
sD1::S wn;s
Lemma 1
For any assignment, where wn;s D 0 for some s and n < N , there is an assignment with at least the
same or smaller total bandwidth, where wn;s > 0 for the same n and s.
Proof
(1) It follows from our carriers ordering assumption that
8i; j W i < j H) max
sD1::Swi;s  maxsD1::Swj;k
for any k D 1::S . Let wn;s D 0 for some n < N and s. Then we can reassign any packet
transmitted on any carrier n > n, to carrier n, time slot s without increasing the bandwidth
required for carrier n and, hence, without increasing the total bandwidth required.
(2) It is possible that by repeated reassignment, we may reassign all packets from carrier N .
As per point 1, this will not change the bandwidth required for carriers 1::N  1. However,
we will be able to reduce the total bandwidth required, as carrier N will not be needed after
reassignments.
Lemma 1 allows us to consider only assignments where wn;s > 0 for all s and n < N to minimize
the total bandwidth required. Therefore, in the subsequent analysis, we assume that wn;s > 0 for all s
and n < N , that is, there are no empty cells in carriers other than N .
Definition 1
Let us define an assignment as ordered if
8i; j W i < j H) min
sD1::Swi;s  maxsD1::Swj;s
Lemma 2
For any given set of packets, any two ordered assignments of those packets would require the same
total bandwidth.
Proof
(1) By definition of the total bandwidth, if two assignments are characterized by the same bandwidth
matrix W D .wn;s jn D 1::N ; s D 1::S/, then they will require the same total bandwidth.
(2) Let there be two ordered assignments characterized by two different bandwidth matrices W and
W . Both matrices will have the same number of columns S , because the number of time slots
in a super frame is fixed. Because both assignments are for the same number of packets, under
our assumption of no empty cells other than in the last carrier, both matrices will have the same
number of rows N .
(3) Let us assume that the total bandwidth required for W is different from the total bandwidth
required for W .
(4) Under the assumption of ordered carriers,
max
sD1::Sw1;s D maxsD1::Sw

1;s
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(5) Without loss of generality, let there be carrier i > 1, such that
max
sD1::Swi;s < maxsD1::Sw

i;s
(6) Because both assignments are ordered,
min
sD1::Swi1;s  maxsD1::Swi;s
and
min
sD1::Sw

i1;s  max
sD1::Sw

i;s
Also the bandwidth required to transmit any packet assigned to any carrier greater or equal to i
in W will be less or equal to max
sD1::Swi;s .
(7) Therefore, for the condition in point 5 to hold, there must be a packet that is assigned to a carrier
less than i in W , but that is assigned to carrier i in W .
(8) Because assignment W is ordered and from point 7
min
sD1::Swi1;s  maxsD1::Sw

i;s
(9) Under our assumption of no empty cells other than in the last carrier and from point 7, there
must be a packet that is assigned to a carrier greater or equal to i in W , but that is assigned to a
carrier less than i in W .
(10) Because assignment W  is ordered and from point 9,
max
sD1::Sw1;s D maxsD1::Sw

1;s
(11) Putting together equations in points 6, 8, and 10,
min
sD1::Swi1;s  maxsD1::Sw

i;s  min
sD1::Sw

i1;s
min
sD1::Sw

i1;s  max
sD1::Swi;s  minsD1::Swi1;s
It follows from the aforementioned equations that the only possibility is that max
sD1::Swi;s D
max
sD1::Sw

i;s , which is a contradiction with point 5.
(12) Therefore, max
sD1::Swi;s D maxsD1::Sw

i;s for any i > 1. This means that the total bandwidth required
for both assignments is the same.
Theorem 1
For a given set of packets, any ordered assignment of those packets minimizes the total bandwidth
required.
Proof
(1) Let there be an assignment of packets characterized by bandwidth matrix W  that minimizes
the total required bandwidth.
(2) Let us assume that this assignment is not ordered. Then there must exist a pair of carriers i and
j; i < j , such that
min
sD1::Sw

1;s  max
sD1::Sw

j;s
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(3) The bandwidth of the packet requiring the largest bandwidth in carrier j is less than the band-
width of the packet requiring the largest bandwidth in carrier i (because of ordered carriers).
Therefore, if we swap the packet requiring the largest bandwidth in carrier j with the packet
requiring the smallest bandwidth in carrier i , then it will not increase the bandwidth of carriers
i and j . Therefore, the swap will not increase the total bandwidth required.
(4) We can repeat the swapping in point 3 until there are no carriers left for which the condition in
point 2 holds.
(5) The new assignment in point 4 will be ordered and according to point 3 will have no greater
total bandwidth than the initial assignment W .
(6) According to Lemma 2, any ordered assignment for the given set of packets will have the same
total bandwidth required. Therefore, any ordered assignment for the given set of packets will
have no greater total bandwidth than assignment W .
As explained in Section 5.2, the proposed algorithm orders RCSTs by rain fading level,
then fits their packets sequentially into the MF-TDMA space. Thus, the algorithm generates an
ordered packet assignment and, hence according to Theorem 1, minimizes the total MF-TDMA
bandwidth required.
5.4. Simulation and results
To evaluate the performance of the proposed algorithm, MATLAB-based simulations were used. The
simulation uses the same RCST distribution technique described in Section 4. The data rate used is
144-Kb/s (topology A) guaranteed throughput for a low rate video streaming traffic, with burstiness
Figure 9. Total bandwidth demand.
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of 4, 8, 16, and 32 with on/off sources. In the simulation, we assume that the burstiness is measured
over a single time window. That is, we assume that each RCST transmits at peak rate only for 1/4,
1/8, 1/16, and 1/32 of the time window duration. Each time slot has a capacity of 16-Kb/s guaranteed
throughput. Therefore, 10 time slots per time window must be allocated to each RCST to satisfy the
targeted rate. The aforementioned numbers were obtained from calculation carried in [5, 12, 17–19],
as shown in Table III. In this version of the simulator, we considered one data type ‘video streaming’
over one MF-TDMA of 20-MHz bandwidth, with transmission frequency of 30 GHz.
In the given simulation, 480 RCSTs were used with the same geographical distribution pattern
described in Section 4.
The algorithm uses version 1 DVB-RCS system with nine ACM FMT modes available, that is,
k D 9 in this case. The simulation uses historical rain data, with a simulation duration of 1 month
(February 2011 and 2012).
Table III. Features of the MF-TDMA return link [17].
Peak Slots per carrier and per frame Carriers
information Traffic CSC/ SYNC/ Total Per
data rate slots slots slots slots frame
144 Kb/s 9 1 2 10 60
384 Kb/s 24 2 4 26 23
1024 Kb/s 64 4 8 68 9
2048 Kb/s 128 8 16 136 4
Figure 10. Total bandwidth demand CDF.
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5.5. Numerical results
Figure 9 shows the amount of bandwidth used by the proposed algorithm and compares this with
the base line described in the beginning of Section 5, which is the CBA for the given distribution of
RCSTs. We performed our experiments for traffic burstiness of 4, 8, 16, and 32. The overall bandwidth
usage statistics can be represented as a CDF of the total bandwidth used. This is shown in Figure 10.
As it can be seen from the results shown in Figures 9 and 10, at any given time, 14.56, 7.8, 4.38,
and 2.89 MHz or less of the bandwidth is used for the burstiness of 4, 8, 16, and 32, respectively.
6. CONCLUSION
Rain attenuation plays an important role in satellite communication because of the limited spec-
trum available. This paper presented a study of bandwidth utilization. We investigated the problem
by looking at three aspects: rain granularity, RCST geographical locations, and RRM and time slot
allocation.
We compared the effects of considering rain granularity with the worst case scenario suggested by
the authors in [7, 12, 16]. We developed a simulation scenario using MATLAB based on real rain data
for the UK, and we used the ACM with CBR as FMT. We measured the used bandwidth in the case of
considering rain granularity, worst case scenario, and fixed allocation for a duration of 3 months. Using
rain granularity, that is, dynamically changing the modulation scheme, can save up to 33% compared
with the worst case scenario and 64% compared with the fixed bandwidth allocation.
Unlike other referenced approaches, where RCSTs are divided into only two groups of rainy and
non-rainy terminals, the proposed algorithm bundles traffic requests into multiple groups correspond-
ing to their individual rain fading levels. The algorithm also uses a time window to determine the
expected delay bound, which consists of multiple consecutive MF-TDMA frames, to improve time
slot utilization within each carrier and free up frame bandwidth for other services. The paper pro-
vided theoretical analysis of the time slot allocation problem and showed that the proposed algorithm
achieves theoretically optimal assignment. The proposed algorithm is evaluated using MATLAB sim-
ulation with real historical rain data. The proposed time slot allocation algorithm showed a significant
improvement in utilization: only 35.2% to 40% of the available frame bandwidth was used at any given
time compared with the CBA.
In our future work, we will study the effects of RCST geographical distribution and using rain
statistical information on call admission control process. The current version of the algorithm will also
be expanded to include different types of services, which means using different radio resource sharing
policy rather than the round robin in the case of guaranteed services.
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