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Abstract-Modeling nonlinear systems using Volterra series is a century old method but practical realizations were hampered by inadequate hardware to handle the increased computational com plexity stemming from its use. But interest is renewed recently, in designing and implementing filters which can model much of the polynomial nonlinearities inherent in practical systems.
The key advantage in resorting to Volterra power series for this purpose is that nonlinear filters so designed can be made to Index Terms-DPCM, predictor, prediction error, quadratic filter, singular value decomposition, Volterra series.
I. INTRODUCTION
Prediction is an important signal processing operation that involves predicting the next value of a random variable or random process from the past N samples. Often, linear FIR filters that are modeled based on the knowledge of the second order statistics of the input signal is employed for this purpose. Although linear filters are simple in design and structure, they fail to account for the nonlinearities in the signal, forcing the need for nonlinear processing of signals. Though hard nonlinearities like saturation cannot be modeled, mild poly nomial nonlinearities in system input -output relations can be modeled by Volterra series. Although proposed a century back by Vito Volterra, it was not in use for a long time due to the in creased computational complexity and the lack of appropriate hardware to handle it. Recently, with greater computing power, there is renewed interest in polynomial signal processing based on Volterra series. It is a power series with a constant as the first term. The second term models the linear relationship between input and output. This is equivalent to the LTI system. The third term in the series models the quadratic nonlinearity; the fourth term models the cubic nonlinearity and so on. So this series has the added advantage that existing LTI systems can be augmented by adding parallel polynomial filters to yield improved performance. It is widely observed that much of the nonlinear behavior can be modeled with the quadratic term alone. This idea is extended to the design and implementation of a quadratic predictor that works in conjunction with a linear predictor for predicting speech samples in a differential pulse code modulation (DPCM) system. Differential pulse code modulation (DPCM) is a speech coding method[l] that relies on quantizing and encoding of the difference between the present sample and its predicted value. The conventional linear predictor employed for this purpose cannot account for the polynomial product terms in the speech signal arising from multiple reflections in the vocal tract. The quadratic filter that acts in parallel with the linear predictor gives improved mean square error (MSE) between the actual signal and the predicted value.
II. DISCRETE VOLTERRA SERIES
Although the theory of linear systems is very advanced and useful, most of the real life and practical systems are nonlinear. Mild polynomial nonlinearities can be modeled by Volterra power series. An Nth order Volterra filter [2] , [3] with input vector x[n] and output vector y[n] is realized by
where r indicates the order of nonlinearity, with r = 1 implying a linear system, r = 2 implying a quadratic system and so forth. hr[nb n2, ... nr] is the rth order Volterra kernel, identification [4] , [5] of which is one of the key issues in polynomial signal processing. ho is the constant offset at the output when no input is present. 
or equivalently by the matrix equation,
where Hanlmerstein and wiener models are possible for its realiza tion. But this direct realization of the N x N Volterra kernel matrix H 2 is not feasible due to enormous computational complexity. However it can be made symmetric [2] and then be decomposed for efficient realizations. The symmetry condition reduces the number of independent coefficients to ( N t l ). A few largest singular values of H 2 can be used to approximately represent it as H2 by singular value decomposition(SV D) [7] . Further reduction in complexity can be achieved by LU decomposition on H 2 to realize it as R number of FIR filters, followed by squarers, where R is the rank of H 2 which can be considerably less than N. Also, realizations which distribute multiplications and additions at the bit level are possible for quadratic filters [8] , [9 ] .
IV. LINEAR AND QUADRATIC PREDICTORS
A linear predictor is essentially an FIR filter described by The fact that for an unbiased output E[y[nlJ = 0, leads to
where r x is the autocorrelation function of x. Combining (2) and (10)
Equation (11) can be rewritten as
The linear and quadratic coefficient matrices can be solved [6] based on minimum mean square error criterion as H l = R; l Rsx 1 H2 = 'i R; l TsxR; l
Where Rsx is the cross correlation matrix between s( n) and 
Implementation of quadratic kernel fh using singular value decomposition such that the Frobenius norm II H 2 -H 211 is minimized. As K can be significantly less than rank R there is great reduction in computational complexity and memory requirements. The approximation in (16) is realized as K FIR filters followed by squaring stages, the ouptputs which are combined linearly.
The implementation is as depicted in Fig. 1 .
V. DPCM SYSTEM WITH NONLINEAR PREDICTOR
Temporal waveform coding methods are used for reproduc ing a source waveform output at the destination with as little distortion as possible. It is the usual practice to ignore the mechanism that generates the waveform and focus on its repro duction with high fidelity at the receiver. In differential pulse code modulation(DPCM) transmitter, the difference between the Nth speech sample and the sample value predicted from the past p samples, is quantized and encoded. This system requires fewer bits per sample and needs a logarithmic quantizer as the differences to be quantized are far smaller than the samples themselves. The system invariably uses a linear predictor, the performance of which in presence of polynomial components, can be improved by the inclusion of a Volterra quadratic predictor as shown in Fig. 2 . It can be implemented as a lattice structure [10] , as a direct form realization or an approximation of the latter.
The symbols are transmitted over an additive white gaussian (AWGN) channel of different noise variances. The receiver in Fig. 3 incorporates an identical nonlinear predictor as in the transmitter.
as
The optimum mean square prediction errror(eopt) is given The first two terms in (17) are equal to the MSE of the optimum linear filter and the third term is the improvement in MSE in using the quadratic predictor. The modified predictor is implemented with LabVIEW-8.6 and tested with speech samples. The mean square error is compared with that of linear predictor. This is as depicted in Fig. 4 . The dotted curve shows the MSE with a quadratic predictor. The lower prediction error with a quadratic predictor leads to better speech reception at the DPCM receiver.
VI. EXPERIMENT
A quadratic Volterra predictor, with kernel H2, based on minimum mean square error criterion is designed for use in conjunction with a linear predictor for estimating a speech sample from its previous samples in a DPCM system. The Volterra kernel H2 is subjected to singular value decompo sition to yield an approximate kernel H2. 
I HH:
the MSE with a linear predictor and the solid curve indicates with random signals are done using Python with scipy, numpy and pylab modules imported. With favorable results, the imple mentation of DPCM system with Volterra predictor is done on LabVIEW-8.6. Testing is done with six thousand samples of speech. It is observed from Fig. 4 that the quadratic predictor models the nonlinearities in speech signal better than the linear counterpart. It is also observed that the DPCM system modified by the inclusion of quadratic predictor has a better prediction error performance. An A WGN channel is realized in Lab VIEW and the coded speech samples are transmitted over it for different noise variances. Fig. 5 shows the output of the modified DPCM receiver along with the original speech sample with channel noise variance (JJv = 2.The impairment to speech reception increases as the channel noise variance increases. Figs. 6 and 7 show the degradation in signal reception as the channel noise variance rises to (JJv = 5 and (JJv = 10 respectively. This leads to poor reception at large noise variances.
VII. CONCLUSION
The quadratic Volterra predictor is designed and tested with random signals of uniform and gaussian statistics and with speech samples. Typical normalized mean square prediction error values are in Table I . It indicates a reduced mean square prediction error with a quadratic system especially for speech signals.
An approximate predictor kernel is implemented using singular value decomposition and is used in parallel with the linear predictor in a DPCM system. The new speech coder is observed to have a lower mean square error than the conventional DPCM, leading to better quality audio output at the receiver.
