ABSTRACT Multi-agent combat scenarios often appear in many real-time strategy games. Efficient learning for such scenarios is an indispensable step towards general artificial intelligence. Multi-agent reinforcement learning (MARL) algorithms have attracted much interests, but few of them have been shown effective for such scenarios. Most of previous research is focused on revising the learning mechanism of MARL algorithms, for example, trying different types of neural networks. The study of training techniques for improving the performance of MARL algorithms has not been paid much attention. In this paper we propose three efficient training techniques for a multi-agent combat problem which is originated from an unmanned aerial vehicle (UAV) combat scenario. The first one is the scenario-transfer training, which utilizes the experience obtained in simpler combat tasks to assist the training for complex tasks. The next one is the self-play training, which can continuously improve the performance by iteratively training agents and their counterparts. Finally, we consider using combat rules to assist the training, which is named as the rulecoupled training. We combine the three training techniques with two popular multi-agent reinforcement learning methods, multi-agent deep q-learning and multi-agent deep deterministic policy gradient (proposed by Open AI in 2017), respectively. The results show that both the converging speed and the performance of the two methods are significantly improved through the three training techniques.
I. INTRODUCTION
Reinforcement learning has gained great successes in many single-agent competitive games such as the Go game [1] and Atari games [2] . However, traditional reinforcement learning methods, such as Q-learning [3] and Policy Gradient Learning [4] , are poorly suitable for multi-agent environments. Firstly, with the number of agents increasing, the state-action space expands exponentially. Secondly, in the multi-agent environment, all agents learn at the same time. When the strategy of one agent changes, the optimal strategy of other agents may also change, which will affect the convergence of the algorithm [5] .
For multi-agent scenarios, reinforcement learning has been applied in robot control [6] , communications [7] , traffic light control [8] , etc. However, the application of multi-agent reinforcement learning (MARL) in combat tasks is more difficult
The associate editor coordinating the review of this manuscript and approving it for publication was Bohui Wang. since interactions among agents include both cooperative and competitive behavior. Previous research on multi-agent reinforcement learning mainly focuses on either cooperative or competitive behaviors. For cooperative behaviors, MARL methods are used for multiple agents to cooperatively finish a joint task such as scheduling, coverage control and so on [9] - [12] . For competitive behaviors, many problems like pursuer-invader problems, multi-player online games and business competition problems have been studied with MARL methods, see [13] - [15] . There are also some works studying combat tasks with mixed behaviors. But many of these works take centralized methods to control all agents, which are hard to meet the real-time requirements of practical systems.
In this paper we study a combat task which is originated from the multi-UAV combat scenario. We define an UAV as an agent. There are two teams, and the UAVs in one team (red agents) need to work cooperatively to fight with UAVs in the other team (green agents). We propose three VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ efficient training techniques: scenario-transfer training, selfplay training and rule-coupled training, which are used progressively to enhance the performance of MARL methods. The scenario-transfer training is to start the training from a simple task, since it is always hard to train a good model from the scratch. A trained model is in fact a combat policy for an agent. With an initial trained model, the self-play training is a way of improving the model by iteratively training the agent and its counterpart. The idea of the rule-coupled training is to incorporate some combat rules to reduce the exploration space of the problem. The three methods work in different aspects and can in fact be used in any combination for the training of MARL methods for some other tasks. For the considered multi-UAV combat task, we adopt two popular MARL methods, i.e., multi-agent deep Q-learning (MADQN) and multi-agent deep deterministic policy gradient (MADDPG), which are extended for DQN and DDPG (famous single-agent reinforcement learning methods) respectively. The two methods and their variants have been used in many other problems [16] - [18] . The main idea of MADQN is to train each agent with DQN by setting the input as all observations of all agents. MADDPG is proposed by OpenAI researchers in 2017 [19] , which extends DDPG by setting the input for the actor network as its own observations and the input for the critic network as observations of all agents. It realizes centralized learning and decentralized execution in multi-agent environments.
With MADQN and MADDPG as baselines, we make comprehensive experiments to illustrate the effectiveness of the proposed training techniques. The scenario-transfer training reuses the experience learned in the scenario when green agents do not move to train red agents for the scenario when green agents move randomly. The convergence speed of the two methods are all accelerated by around 50%. Consequently, with the self-play training, the win rate for both methods are improved by around 10%. Further, we equip the green agents with a fighting rule and find that red agents with previous trained model do not perform well. We use the rule-coupled training, for which the action of each red agent is chosen by a simpler rule (compared to that of green agents) under some cases while by the reinforcement learning otherwise. The win rate of red agents is greatly improved on both MADQN and MADDPG. It is surprising to see that red agents could get around 70% win rate when fight with the green agents equipped with combat rules. Besides, we find that MADDPG performs much better than MADQN for this kind of combat task through experiments, which is a useful conclusion for future studies.
The main novelties of this paper are summarized below:
• We formulate the multi-UAV combat task as a multiagent reinforcement learning problem and adopt stateof-the-art MARL method to solve it.
• We propose three efficient training techniques which have greatly enhanced the performance of both MADQN and MADDPG on the multi-UAV combat task.
• We are the first to comprehensively study the training techniques for multi-agent reinforcement learning methods, which could be used for other scenarios.
The source code of this paper and combat videos of agents have been uploaded to Github. 1
II. RELATED WORK
Multi-UAV combat tasks have been mainly studied with hand-crafted algorithms and non-learning strategies [20] . Reinforcement learning, which develops rapidly in recent years, brings new solutions to multi-UAV combat tasks [21] . With the emergence of deep reinforcement learning (DRL), artificial intelligence has surpassed humans in some areas. In 2015, Mnih et al. [2] proposed deep Q-network (DQN), which has the professional performance in 49 Atari games [22] . In 2016, AlphaGo, a Go-game agent created by DeepMind, won top professional players [23] . DRL also performs well in 3D maze games [24] and MuJuCo control problems [25] .
Multi-UAV combat tasks are essentially multi-agent decision problems. In multi-agent systems, each agent not only acts individually but also cooperates with each other to get better joint rewards. For multi-agent decision problems, the direct strategy is to apply independent learning mechanism (e.g. Q-learning [26] ) to each agent and consider other agents as a part of the environment. Tampuu et al. [14] used DQN to replace the Q-learning algorithm to train each agent individually, and proposed a DRL model that can cooperate and compete with each other by adjusting the reward dynamically according to different goals. The problem is that the policy of other agents is always changing, which results in a non-stationary environment. Some other researchers try to solve this problem by inputting other agent's policy parameters to the Q function [27] , explicitly adding the iteration index to the replay buffer, or using importance sampling [28] . But the performance is not improved too much.
Many researches focus on the cooperation of multiple agents, see Panait et al. [29] for a review about cooperative multi-agent learning. Gupta et al. [30] extended three classes of single-agent RL algorithms based on policy gradient, temporal-difference error, and actor-critic methods for cooperative multi-agent problems. Sukhbaatar et al. [31] designed a communication neural network that allows agents to learn continuous communication dynamically along with their policies for fully cooperative tasks. For mixed cooperative and competitive problems, Shao et al. [13] raised a curriculum transfer RL method to control multiple units in Star Craft micro-management. Peng et al. [7] introduced a multiagent bidirectionally-coordinated network with a vectored extension of actor-critic formulation, which can learn various types of cooperative and competitive strategies for the battle scenario of the Star Craft game. However these methods use a single centralized critic network for all agents, differing with our method, which learns a critic network for each agent.
To improve the performance of reinforcement learning, people also study some methods to assist the learning process. Chen et al. [32] introduced a method that can transfer the weights of one neural network to another neural network, which can accelerate the training of the new neural network. Bianchi [33] et al. proposed a heuristic Q-learning method, which uses a heuristic function to help the agent to select actions. It can accelerate the convergence speed but does not help to improve the converged results. Busoniu et al. [34] used prior knowledge to accelerate the RL algorithm called online least-squares policy iteration(LSPI). The LSPI with prior knowledge learns much faster and more reliable than the original algorithm. Cutler et al. [35] proposed a method that uses simulator to generate simulated data as the prior knowledge for the learning algorithm that acts directly on the real-world robot platform. These methods are mainly used in robot control, which has not been applied to multi-agent reinforcement learning for combat tasks. Silver et al. [1] proposed AlphaZero, in which self-play is adopted in the reinforcement learning, which can achieve a superhuman performance in Go game. Heinrich and Silver [36] combined self-play with DRL, and developed a scalable end-to-end approach to learn approximate Nash equilibria without prior domain knowledge. These methods mainly focus on singleagent scenarios and the application for multi-agent scenarios remains to be explored.
III. PRELIMINARY A. PROBLEM DESCRIPTION
In this paper we construct a multi-agent combat environment based on a multi-UAV combat scenario. In this combat scenario, red team and green team fight against with each other. The team that destroys more vehicles in the other team will win the game. Each agent (UAV) can be described with 4 properties: speed (v x , v y ), attacking zone θ 1 , unprotected zone θ 2 , and position (x, y). The attacking zone is in front of the vehicle, covering a sector of θ 1 . The unprotected zone is a θ 2 sector behind the agent.
At any time instance t, the relation of any attackertarget pair (i, j) can be characterized by a quaternion, Fig.1 shows the relative relation between the attacker (red) and the target (green). The coordinate of the attacker i is (x i , y i ), and that of the target is (x j , y j ). ω ij (t) is a distance vector between the two agents. The speed of the attacker i is (v x i , v y i ), and that of the target
is the Euclidean distance between the two agents. ψ ij (t) is the attacking angle of attacker i relative to target j and δ ij (t) is unprotected angle of target j relative to attacker i. Each element of the quaternion is computed by formulations (1) . 
In the considered scenario, each agent has the same size of attacking zone, unprotected zone, and attacking distance. An attacker i can destroy a target j if and only if the following three conditions are satisfied: a) the distance between the attacker and the target is smaller than the attacking range d attack ; b) the target is in the attacking zone of the attacker; c) the attacker is located in the unprotected area of the target. These conditions can be formulated as (2) .
We consider modeling the combat scenario mentioned above as a multi-agent reinforcement learning problem. Each agent is modelled by an actor-critic framework, which includes an actor network and a critic network. The whole system is shown in Fig.2 . The actor network is used to compute the action of the agent based on the observed state. The critic network is used to evaluate the action computed by the actor network, which helps to improve its performance. The experience replay buffer is used to collect experiences obtained from the environment. During the training, the input for the actor network of an agent is only the observation belonged to it. For the critic network, the input includes not only the observation of the corresponding agent but also the observations of all other agents. The critic network computes the Q value for the state-action pair of the actor network, which is used to update the parameters in the actor network. In this way, the actor-critic framework is trained with whole VOLUME 7, 2019 FIGURE 2. The training framework.
information (centralized training) and executed with its own observation (decentralized execution). Therefore, each actor network has a god-viewing instructor who can observe all the information to improve the strategy. With the trained model, each agent uses the actor network to interact with the environment. Even if an agent only has partial state information, it can still make a proper decision. This multi-agent combat problem can be expressed as a Markov decision process of N agents. We define state S as all possible configurations of all agents, and action A as a set of actions a 1 , a 2 , . . . a N . The policy of each agent i is defined by π i , which is used to compute the action based on the current state s i . After executing the action a i , agent i obtains its reward r i . Each agent aims to maximize its total expected return R i = T t=0 γ t r t i where γ is a discount factor and T is the maximal steps executed in an episode.
We use θ = {θ 1 . . . θ n } to parameterize policy π = {π 1 , . . . , π n }. Then the gradient of the expected return for agent i is expressed by the equation (3), which is used to update the actor network.
Note that in equation (3),
is the value function for agent i with states and actions of all agents as the input. x includes observations of all agents. This Q-value is computed by the critic network. Taking experiences from the experience replay buffer, the critic network is updated based on the loss function (4).
IV. EFFICIENT TRAINING TECHNIQUES A. SCENARIO-TRANSFER TRAINING
Reinforcement learning improves the intelligence of an agent through trial and error. However, a common problem is that the agent is hard to get effective rewards when learning from scratch in a complex scenario. Inadequate reward accumulation leads to slow convergence of learning and poor performance [37] . In fact, for the problem in this paper, it is hard to train a good model directly. We consider training a model for simple combat scenarios and then transfer the obtained experience to complex scenarios. We propose a scenario-transfer training method, for which the procedure is shown in Fig.3 . The training for a scenario can be achieved by the training in several simple but similar transition scenarios, in which the first one is called the source scenario and the last one is called the target scenario. A reinforcement learning model could be firstly trained in the source scenario, then in several transition scenarios, and finally in the target scenario. The experience trained in each scenario is memorized in the model, which is used as the base model for subsequent training.
The scenario-transfer training is described in Algorithm 1. For clarification, a model is in fact a neural network model that is used to decide the next action that an agent should take. The training of a model is to update its parameters. Suppose there are N red agents in the combat task. We firstly initialize the parameters of all models randomly. Then we train the model for a set of pre-designed scenarios one by one. The parameters of the models will be updated through these training.
Algorithm 1 Scenario-Transfer Training
Input: A set of pre-designed scenarios. Output: Generated models:
. . , M N for all red agents 2: for each pre-designed scenario do 3: Train the model for this scenario 4: Update parameters of models M 1 , M 2 , . . . , M N 5: end for
B. SELF-PLAY TRAINING
With the scenario-transfer training, we could obtain basic trained models. It is hard to further improve the ability of the models since it is difficult to design good transition scenarios. Here we consider another training technique, self-play training, which has been successfully applied in as Go game, chess and shogi game [1] . The main idea of the self-play training is to copy the trained model for one agent to its opponent and then train the agent to fight with the opponent iteratively to improve the model. The scenario-transfer training and the self-play training are complementary. The former one could provide an initial model while the latter one could continuously improve the model. Previously, the self-play training is mainly used in singleagent environments. In this paper, we propose a self-play training method for multi-agent problems, and it is described in Algorithm 2.
Algorithm 2 Self-Play Training
Input: Initial red models: M 1 , M 2 , . . . , M N , self-play iteration number: K Output: Generated model:
for i = 1; i <= N ; i + + do 4: Load M k i to red agent i 5: Load M k i to green agent i 6: end for 7: while training not finished do 8: for steps in each episode do 9: for i <= N do 10: Get observations S for all agents 11: For each red agent i, compute action a i 12:
according to M k i 13: end for 14: Take the joint action A = [a 1 , a 2 , . . . , a n ] 15: Execute action A in the environment 16: Get observation of next time S and reward R end for 21: end while 22 :
The input is the initial models for red agents and the output is the improved models. K is the number of self-play training times. We first load the initial model M 1 1 , M 1 2 , . . . , M 1 N for both red and green agents and start one training. From the multi-agent combat environment, we could get the observations of red agents and green agents. For each red agent i, we compute its next action a i based on its observation s i with the model. We execute the joint action A = [a 1 , a 2 , . . . , a n ] in the environment, and get the reward R and the next state S . We store the experience (S,A,R,S ) to the experience replay buffer. The models are updated with a sample of experiences from the experience replay buffer G. After the first round of training, we obtain updated models. Then we reload the new trained models and start a training round again.
C. RULE-COUPLED TRAINING
Combing rules into the training is another way of improving the models. Reinforcement learning is essentially learned by trial and error, which needs to explore in a large solution space. For agents in combat tasks, it is always very slow to learn a good combat strategy. A natural idea is to incorporate some priori knowledge into the learning process, which can reduce the ineffective exploration. The priori knowledge can be organized as a set of rules. At any time, if there is any state that satisfies the rules, the training will choose the corresponding action, rather than try other actions. In this way, the training will work efficiently to find good models.
Based on this idea, we propose a rule-coupled multiagent reinforcement learning training technique, and its procedure is shown in Algorithm 3. The input for the rulecoupled training is a set of pre-defined rules, and the output is a set of trained models. With a set of initialized models M 1 , M 2 , . . . , M N , the algorithm starts to interact with the environment, i.e., stating an episode. At each step of an episode, all agents get observations from the environment. For each agent, if a rule in the rule set is satisfied, its nextstep action is computed by this rule. Otherwise, its action is computed by the reinforcement learning model. Then repeat the same steps as in Algorithm 2, and update parameters of all models. The algorithm will be stopped after training enough number of episodes.
Algorithm 3 Rule-Coupled Training
Input: A set of rules R. Output: Generated model:
for each episode do 3: Get observations S for all agents 4: for steps in each episode do 5: i = 1 6: for i < N do 7: if a rule r ∈ R is matched then 8: Get the action a i according to r In fact, the rules can be learned by the model implicitly through the rule-coupled training, since the actions delivered by rules are also used for the training.
V. EXPERIMENTS
We construct a combat scenario described in Section 3 by extending the multi-agent particle environment developed by Open AI [19] . There are three red agents and three green agents in this combat scenario. We combine the three training techniques with MADQN and MADDPG respectively, and make comprehensive experiments to illustrate the performance of the three techniques. 
A. ENVIRONMENT SETUP
We firstly construct a simple combat task, in which green agents cannot move and attack. We train red agents with MADQN and MADDPG respectively. For MADQN, the neural network for each red agent includes 2 hidden layers. Each hidden layer contains 50 hidden units with ReLU activations. For MADDPG, the actor network contains 2 hidden layers with 50 hidden units each and ReLU activations. The critic network has the same structure. For the training of the neural network, we take the Adam optimizer. We set the learning rate to 0.01, the gamma value to 0.95 and the batch-size to 1024. During the training, the maximum steps for each episode were 150. The agent getting away from the border will receive a negative reward −60, and the agent that eliminates an enemy will receive a positive reward 40. Those parameters will be used in the following experiments if they are not explicitly specified.
The result of this experiment is shown in Fig.4 . An episode is a combat round, which is terminated when one team wins the game, or the simulation step in a round exceeds the maximum step. The three figures in Fig.4 show the win rate, the reward and the loss of the two methods for the training of red agents,respectively. As we can see, both MADQN and MADDPG are convergent in this simple task. For the first subfigure, we carry out 100 combat tests every 100 training episodes, and compute the average win rate. The second subfigure shows the averaged reward over all red agents, and each value is the sum of rewards over all steps in an episode of the training. We can see that MADDPG outperforms MADQN both in the win rate (95% vs 85%) and the reward (580 vs 450). In the third subfigure, we can see that the loss value of MADQN fluctuates more violently than that of MADDPG, which indicates that the converged policy of MADDPG is more stable than that of MADQN in this combat task.
B. PERFORMANCE OF SCENARIO-TRANSFER TRAINING
Now we consider the combat scenario when green agents move randomly and can attack red agents, which is called randomly combat task. We consider using the scenario-transfer training, for which we treat the simple task in last section as the source scenario, and the randomly combat task as the target scenario. We load the trained model obtained in the source scenario for red agents and then start a new training with MADQN/MADDPG, which indicates that the experience As we can see, all methods are convergent in this randomly combat task, in terms of the win rate and the reward. It is remarkable to see that for both MADQN and MADDPG, the scenario-transfer training can significantly accelerate the convergence speed. Take the training results of the win rate as the example, MADQN needs 180, 000 episodes to converge while ST-MADQN needs only 130, 000 episodes. MADDPG needs around 120, 000 episodes to converge while ST-MADDPG needs only 60, 000 episodes. The scenariotransfer training saves 50, 000 episodes for MADQN to converge, and speeds up the convergence speed of MADDPG for this task by around 50%. Besides, compared with MADQN, MADDPG has faster convergence speed and higher win rate, which again shows the superiority of MADDPG.
C. PERFORMANCE OF SELF-PLAY TRAINING
With trained models obtained by the scenario-transfer training as initial models, we consider continuously improving the performance of these models by the self-play training. Firstly, following the procedure of Algorithm 2, we make one round of self-play training with 100, 000 episodes for MADQN and MADDPG. We name them as SP-MADQN and SP-MADDPG respectively. The variation of the reward and the win rate during the training is shown in the left four sub-figures in Fig.6 . As we can see, both the reward and the win rate are all improved through the self-play training. It is notable to see that the win rate for red agents is increased from around 50% to around 55% for SP-MADQN and from around 50% to around 60% for SP-MADDPG. This illustrates that the self-play training is a good way to improve the performance of the model for the combat task. Next, we carry out another experiment to demonstrate the superiority of the self-play training. We conduct 50 rounds of self-play (K = 50 in Algorithm 2). Each round of self-play includes 50, 000 episodes. For every 100 episodes, we make a test that the red agents loaded with the latest trained model fight with green agents equipped initial models for 100 times. The win rate of red agents can be seen in the right two sub-figures in Fig.6 . With the increasing rounds of self-play, the performance of red agents becomes stronger gradually. It is surprising to see that red agents trained by SP-MADQN could achieve around 95% win rate when they fight with green agents loaded with models trained by ST-MADQN. Red agents trained by SP-MADDPG could achieve around 96% win rate when they fight with green agents loaded with models trained by ST-MADDPG. Both methods enhance the performance of red agents by around 40%, which is a great improvement.
In addition, we find that though the self-play training, red agents learn some interesting behaviors as shown in Fig.7 . Initially, three red agents are distributed at different locations in Fig.7(a) . Then two red agents learn to cooperatively fight with green ones in Fig.7(b) and wipe out a green agent in Fig.7(c) . At last, the three red agents work cooperatively to wipe out the last agent.
D. PERFORMANCE OF RULE-COUPLED TRAINING
Combing rules with the training is another way of improving the performance of agents by reducing the exploration space of the reinforcement learning. The performance of red agents has been greatly improved through self-play training. However, when we equip the green agents with a rule that a green agent always moves towards the nearest red agent (named as the green rule), the win rate of agents with the selfplay training becomes very small. As we can see in Fig.8 , red agents with models trained by the self-play training can only have a win rate of 10%. This value is improved to around 20% by the training of MADQN and to 38% by the training of MADDPG.
Therefore we adopt the rule-coupled training, i.e., training red agents with a simpler rule. When the distance between the red agent and the nearest green agent is smaller than 2d attacking , the red agent moves towards the green agent. Otherwise, the action of the red agent is computed by reinforcement learning. We apply the rule-coupled training to MADQN and MADDPG, which are noted as RC-MADQN and RC-MADDPG respectively. The results are shown in Fig.8 . As we can see, both methods are converged. For RC-MADQN, the converged win rate is around 57%, which is improved by 37% compared to MADQN. For RC-MADDPG, the win rate is improved to 62%. The converged rewards are also improved through the rule-coupled training. Besides, the results also show that MADDPG outperforms MADQN in such combat scenarios.
Finally we make a comprehensive comparison for models delivered by the three training techniques of MADDPG and MADQN, which is shown in Fig.9 . We compare these models for two tasks: green agents move randomly (random task) and green agents more following the green rule (fix-rule task). As we can see by consecutively using the three training techniques, the win rate of red agents with MADDPG is improved from around 85% to around 98% for the random task, while the win rate of MADQN is improved from 83% to around 94%. For the fix-rule task, the win rate of MADDPG is improved from 5% to 75%, while the win rate of MADQN is improved from 4% to around 68%.
VI. CONCLUSION
In this paper we study a multi-agent combat problem with multi-agent reinforcement learning methods. Much previous research is focused on devising different types of learning methods to deal with these tasks. We propose three efficient train techniques: scenario-transfer training, self-play training and rule-coupled training, which greatly improve the performance of two popular MARL methods (MADQN and MADDPG). The proposed methods achieve great performance for the considered combat problem. In fact, the three training techniques are general methods that can also be used for other MARL methods and also for other kinds of tasks. It would be interesting to explore the effectiveness of the three training techniques when they can be used solely or in any other combination for other problems.
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