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Abstract
We prove noncommutative Khintchine inequalities for all interpo-
lates between Lp and L2 with p < 2. In particular, it follows that
Khintchine inequalities hold in L1,∞. Using a similar method, we find
a new deterministic equivalent for the RC-norm in all interpolates of
Lp-spaces which unifies the cases p > 2 and p < 2. It produces a
new proof of Khintchine inequalities for p < 1 and free variables. To
complete the picture, we exhibit counter-examples which show that
neither of the usual closed formulas for Khintchine inequalities can
work in L2,∞. We also give an application to martingale inequalities.
Keywords: Khintchine inequalities, noncommutative integration, sym-
metric spaces.
1 Introduction
This paper is intended as a step towards completing the study of noncom-
mutative Khintchine inequalities in interpolates of Lp-spaces. No satisfying
results were known in L1,∞ and L2,∞ despite of the extensive litterature
on the subject which includes some variants in general symmetric spaces.
The remarkable growth of this topic in the last decades is to be attributed
to the central role Khintchine inequalities play in noncommutative analy-
sis. Similarly to their classical counterpart, they appear constantly when
the norm of an unconditional sequence has to be estimated, and they allow
to describe the Banach space structure of the span of independent or free
random variables. They were a stepping stone to develop noncommutative
martingale inequalities which are essential and powerful tools to translate
classical notions to the noncommutative setting.
The seminal result of Lust-Piquard [15] and then Lust-Piquard and Pisier
[16] who first fomulated and proved Khintchine inequalities in the setting of
noncommutative integration (for Rademacher variables and in Lp-spaces)
lead to generalisations spreading into different directions. In the context of
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free probability or analysis on the free group, they were introduced by Pisier
and Buchholz in [22] and [2], and studied further in different works (see
for example [20] and [31]). As mentionned before, Khintchine inequalities
are also the big sisters of noncommutative martingale inequalities ([26], [10],
[11]), another pillar of the theory, see for example [12], [5] and [28]. Closely
related to our subject, for more than a decade, attention has been given to-
wards general symmetric spaces. One can mention, for example, the work of
Lust-Piquard and Xu ([17]), Le Merdy and Sukochev ([14]) and Dirksen, de
Patger, Potapov, Sukochev ([6]). But only recently the case of quasi-Banach
spaces was tackled by Pisier and Ricard in [25] who proved Khintchine in-
equalities in noncommutative Lp-spaces for p < 1. The latter paper gives
the final key inequality to apply the method found in [23] by Pisier. Our
method takes inspiration from [7] where Dirksen and Ricard prove the upper
Khintchine inequalities in a very efficient way. We give a similar proof of the
lower Khintchine inequality which is usually obtained by duality. This par-
tially explains the difficulty of proving Khintchine inequalities in Lp-spaces
for p < 1 or any quasi-Banach space.
We present two different results (Sections 3 and 4) with independent
proofs though they partially rely on the same idea. In the first one, we show
that the lower Khintchine inequality in Lp for p < 2 implies the lower Khint-
chine inequalities for all interpolates between Lp and L∞ with a decomposi-
tion that does not depend on the space. This, combined with known results,
directly implies Khintchine inequalities in L1,∞, which could not be reached
before due to the inapplicability of interpolation or duality techniques in this
case. A motivation to prove this last result was that it allows to prove the
weak-1-boundedness of Calderón-Zygmund operators in the noncommuta-
tive setting for Hilbert-valued kernels ([18]) directly from the scalar-valued
kernel case ([19]), see [3].
The second theorem gives a deterministic equivalent for free averages
in every interpolate of Lp-spaces. The remarkable feature here is that its
formulation does not depend on whether p < 2 or p > 2. In particular, it
holds in L2,∞ which is a tricky case since neither of the two usual formulas
for Khintchine inequalities work (see Section 6). Note that a deterministic
formula was already found using interpolation methods by Pisier in [24]. Our
equivalent is less tractable than the usual formulas. It is obtained by first
proving that any sequence of operators (xi) admits a factorisation of the
form α(ui) + (ui)β where α and β are positive operators and (ui) has good
properties. Then the norm of the free average of (xi) happens to coincide
with the norm of α ⊕ β in all interpolates of Lp-spaces. This yields a new
proof of Khintchine inequalities for p < 1 and free Haar unitaries. It does
not apply to Rademacher variables since it relies on Haagerup’s inequality
([9]) together with a Holder’s inequality for anti-commutators found in [30].
In Section 2, we give a brief introduction of noncommutative analysis and
introduce the tools we need. This allows us to precisely state our main theo-
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rems. We go into more details to prove some properties of the K-functional.
Though most are well-known to the community, we were not successful in
finding a reference for them. In Section 5, we give an application of the first
result to noncommutative martingale inequalities and in section 7, we prove
some technical lemmas needed in the core of the paper.
2 Preliminaries
2.1 Noncommutative integration
In this section we briefly recall definitions of some of the main objects ap-
pearing in noncommutative integration. We will suppose that M is a von
Neumann algebra with a semifinite normal positive faithful trace τ . To-
gether, they form a noncommutative measure space. We can define the Lp-
norm (or quasi-norm) for any p ∈ (0,∞) on this space by Borel functional
calculus and the following formula:
∥∥x∥∥
p
= τ(|x|p)1/p.
The completion of {x ∈ M : ∥∥x∥∥
p
<∞} with respect to ∥∥.∥∥
p
is denoted by
Lp(M) and verifies properties similar to those of classical Lp-spaces. The
noncommutative analog of measurable functions is denoted by L0(M) and
is the space of unbounded operators affilated withM, it contains Lp(M) for
all p. A crucial tool to understand and study those spaces is the generalised
singular numbers µ(x) associated to any x ∈ L0(M). They can be defined
by the following formula:
µ(x) :R+ → R+
t 7→ µt(x) = inf{
∥∥ex∥∥∞ : e ∈ P(M), τ(1 − e) ≤ t}.
This formula may not be enlightning but µ(x) is to be thought as a nonin-
creasing positive function which has the same distribution as x, in particular∥∥µ(x)∥∥
p
=
∥∥x∥∥
p
for all p.
The support of any self-adjoint element x ∈ L0(M) is defined using the
functional calculus, by the formula s(x) = 1(0,∞](x).
2.2 Symmetric Spaces, Interpolation
Symmetric spaces (see [13]) generalise Lp-spaces and can also be defined in
the noncommutative setting. If E is a symmetric space equipped with the
norm
∥∥.∥∥
E
, then E(M) is the space of all x ∈ L0(M) such that µ(x) ∈ E
equipped with the norm
∥∥x∥∥
E(M) =
∥∥µ(x)∥∥
E
.
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This paper only deals with symmetric spaces which are interpolates of Lp-
spaces. The interpolation methods developped in the classical setting trans-
late very well to noncommutative analysis and are some of the main tech-
niques constantly used in the field. In particular, the noncommutative
Lorentz spaces can be defined and keep their interpolation related prop-
erties remain true (see [33]). For a general introduction to interpolation see
[1]. We will only use one notion from this theory, the K-functional. Recall
that the K-functional is defined as follows. Let A,B be two quasi-Banach
spaces, x ∈ A+B and t > 0 then:
Kt(x,A,B) := inf{
∥∥y∥∥
A
+ t
∥∥z∥∥
B
: y ∈ A, z ∈ B, y + z = x}.
We will come back to this expression in the last subsection of the prelimi-
naries. Until then, let us only mention the following result found in [4].
Proposition 2.1. Let p, q ∈ (0,∞], and E an interpolate space between Lp
and Lq then there exists a constant C such that for any x, y ∈ E(M), if
K(x,Lp(M), Lq(M)) ≤ K(y, Lp(M), Lq(M)) then
∥∥x∥∥
E
≤ C∥∥y∥∥
E
.
In the main sections of the paper, we find deterministic estimates of some
K-functionals. They translate to Khintchine-type inequalities by the mean
of this proposition.
2.3 Noncommutative Khintchine inequalities
Let us now introduce the general framework of noncommutative Khintchine
inequalities. Let
Mc = {x ∈ M : τ(s(|x|)) <∞}.
Denote by S(M) the set of finite sequences of elements of Mc. Consider
(A, τA) another noncommutative probability space (τA(1) = 1) and (ξi) a
sequence of elements in A. Recall that the elements of B(ℓ2) can be identified
with infinite matrices and that B(ℓ2) is endowed with a canonical trace. We
will denote by en,m the element (δi,nδj,m)i,j∈N ∈ B(ℓ2). For x in S(M),
we define Rx =
∑
n≥0
xn ⊗ e1,n, Cx =
∑
n≥0
xn ⊗ en,1 which are understood as
elements of the von Neumann algebra M⊗B(ℓ2) and Gx = ∑
n≥0
xn ⊗ ξn in
M⊗A.
Fix E a symmetric space. The quantity we want to estimate is
∥∥x∥∥
HE
:=∥∥Gx∥∥
E
which is a quasi-norm on S(M). Denote by HE(M) (HE if there is
no ambiguity) the completion of S(M) for ∥∥.∥∥
HE
. Similarly, define
∥∥x∥∥
RE
:=∥∥Rx∥∥
E
(resp.
∥∥x∥∥
CE
:=
∥∥Cx∥∥
E
) and RE (resp. CE) the completion. To
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lighten the notations, for p ∈ (0,∞], we write Hp := HLp (Cp = CLp and
Rp = RLp).
With this notations, the first noncommutative Khintchine inequalities
state that, assuming that ξ is a sequence of Rademacher variables,
Hp =
{
Rp + Cp if p ∈ [1, 2]
Rp ∩ Cp if p ≥ [2,∞)
with equivalent norms.
Throughout the next sections, all the main results come from the study
of optimal decompositions, we give a definition right away.
Definition 2.2. For any x ∈ S(M) and p ∈ (0, 1]. Define
mp(x) = inf{
∥∥Ry∥∥p
p
+
∥∥Cz∥∥p
p
: x = z + y, y, z ∈ S(M)}.
We say that y, z ∈ S(M) is an optimal decomposition of x for p if y+ z = x
and
∥∥Ry∥∥p
p
+
∥∥Cz∥∥p
p
= mp(x).
The intuition behind this definition is that distributions of optimal de-
compositions of x should somehow approach the distribution of Gx. Though
very vague, this idea is partially confirmed by the theorems stated in the
next subsection.
2.4 Overview of the results
Recall that (M, τ) is a noncommutative integration space and consider a
probability space A and a sequence (ξi)i≥0 ∈ AN. To facilitate the reading
of this section, we only use standard notations from the litterature. Our
first result is a negative one, we exhibit two counterexamples to prove the
following proposition:
Proposition 2.3. Suppose that the ξi are free Haar unitaries or Rademacher
variables and that M = B(ℓ2). There is no constant c such that for every
finite sequence x = (xn)n≥0 ∈ M:
∥∥∑
i≥0
xi ⊗ ξi
∥∥
2,∞ ≤ c
∥∥x∥∥
R2,∞+C2,∞
.
Similarly, there is no constant c such that for every finite sequence x =
(xn)n≥0 ∈ M: ∥∥x∥∥
R2,∞∩C2,∞ ≤ c
∥∥∑
i≥0
xi ⊗ ξi
∥∥
2,∞.
The counterexamples are constructed using the Schur-Horn theorem. As
mentionned in remark 6.2, the method can be used to prove more general
results.
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The next theorem has the advantage of requiring very little conditions on
the variables considered. We prove that if the lower Khintchine inequality
holds for some p, it also holds for q > p with the same decomposition.
Theorem 2.4. Let p < 2. Suppose that:
• the ξi are orthogonal in L2(A),
• the ξi verify the Khintchine inequality in Lp i.e there is a constant A
such that for any finite sequence x = (xi)i≥0 ∈ Mc:
1
A
∥∥x∥∥
Rp+Cp
≥ ∥∥∑
i≥0
xi ⊗ ξi
∥∥
p
≥ A∥∥x∥∥
Rp+Cp
.
Then there is a decomposition y, z such that x = y+z and for all interpolated
space E between Lp and L∞:
∥∥

∑
i≥0
yiy
∗
i


1/2 ∥∥
E
+
∥∥

∑
i≥0
z∗i zi


1/2 ∥∥
E
≤ c∥∥∑
i≥0
xi ⊗ ξi
∥∥
E
.
The constant c only depends on A and p.
The proof is a dual version of the argument used in [7]. We use the
Khintchine inequality at p not only for an element x but also for some ex
where e are well chosen projections ∈ M and we obtain a control in terms
of K-functional which immediatly implies the theorem above as a corollary.
For this idea to work the decomposition y, z has to be close enough to an
optimal decomposition.
Remark 2.5. The second condition on the ξi is actually independent of p for
p < 2. This was proven in [25]. This means that applying the theorem above
we can prove Khintchine inequalities in L1,∞ for any sequence of variables
ξi that verifies Khintchine inequalities in an Lp for p < 2. More details are
given in Corollary 3.2.
The second theorem summarizes the results found in section 4. By push-
ing further the properties of optimal decompositions in L1 and together
with the key inequality found in [30] we obtain a new proof of Khintchine
inequalities in all interpolates of Lp-spaces if the variables are for example
free unitaries. We also have a "deterministic" equivalent of
∥∥ ∑
i≥0
xi ⊗ ξi
∥∥
2,∞
which is however less explicit than the usual Khintchine inequalities. For two
quantities A(x) and B(x), we will write A(x) . B(x) if there is a universal
constant C such that for all x, A(x) ≤ CB(x) and similarly A(x) ≈ B(x) if
there exists C such that for all x, 1CB(x) ≤ A(x) ≤ CB(x).
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Theorem 2.6. Let x = (xi)i≥0 ∈ S(M). There exist α, β ∈ M+ and
u = (ui)i≥0 ∈ M such that:
• s(α) ≤ ∑
i≥0
uiu
∗
i ≤ 1,
• s(β) ≤ ∑
i≥0
u∗i ui ≤ 1,
• for all i ≥ 0, xi = uiβ + αui.
Furthermore, suppose that:
• the ξi are orthogonal in L2(A)
• the ξi verify the Khintchine inequality in L∞ i.e there is a constant A
such that for any finite sequence x = (xi)i≥0:
1
A
∥∥x∥∥
R∞∩C∞ ≥
∥∥∑
i≥0
xi ⊗ ξi
∥∥
∞ ≥ A
∥∥x∥∥
R∞∩C∞ .
Then for all p ∈ (0,∞) and E an interpolated space between Lp and L∞:
∥∥α∥∥
E
+
∥∥β∥∥
E
≈ ∥∥∑
i≥0
xi ⊗ ξi
∥∥
E
.
The implied constant only depends on A and p.
Apart from the inequality found in [30] the proof is based on a short
duality argument.
2.5 More on the K-functional
In the context of noncommutative integration, the K-functional does not
depend, up to universal constants, on the von Neumann algebra in which it
is calculated. This result was proved Xu in unpublished lecture notes ([33]).
We will give an alternative proof here using the following proposition which
we will also need in the remainder of the paper. It is a version of the power
theorem (see [1]) in the particular case of noncommutative Lp-spaces.
Proposition 2.7. Let α ≥ 1, x ∈ M+c and p, q ∈ (0,∞] then:
Kt(x,Lp(M), Lq(M)) ≤ apα2α−1Kt1/α(x1/α, Lpα(M), Lqα(M))α,
and:
Kt1/α(x
1/α, Lpα(M), Lqα(M))α ≤ ap2α−1Kt(x,Lp(M), Lq(M))
where ar = max(1, 2
1
r
−1) for all r > 0.
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We use without proof the following routine operator inequalities.
Lemma 2.8. Let a, b ∈ M, α ≥ 1 and θ ≤ 1.
i. if 0 ≤ a ≤ b then there exists a partial unitary u such that a2 ≤ ub2u∗,
ii. there exists a partial unitary u ∈ M such that:
(a+ b)α ≤ 2α−1u(aα + bα)u∗,
iii. there exist two partial unitaries u and v such that:
(a+ b)θ ≤ uaθu∗ + vbθv∗.
Proof of proposition 2.7. Take a and b such that a+ b = x. We need to find
a′ and b′ in M such that a′ + b′ = x1/α and:
(
∥∥a′∥∥
pα
+ t1/α
∥∥b′∥∥
qα
)α ≤ ap2α−1(
∥∥a∥∥
p
+ t
∥∥b∥∥
q
).
Since x is positive, we can suppose that a and b are positive. Indeed, first
note that:
x =
a+ a∗
2
+
b+ b∗
2
,
and: ∥∥a+ a∗
2
∥∥
p
+ t
∥∥b+ b∗
2
∥∥
p
≤ ap(
∥∥a∥∥
p
+ t
∥∥b∥∥
p
)
using the triangular inequality for p ≥ 1 and the p-triangular inequality for
p ≤ 1. So we can suppose that a and b are selfadjoint and write a = a+−a−
and b = b+ − b− their decompositions into positive and negative parts. It
follows that x ≤ a+ + b+ so there exists a contraction c such that x =
ca+c
∗ + cb+c∗ which yields a better decomposition than a, b.
By using lemma 2.8, we can find two contractions u and v such that:
x1/α = ua1/αu∗ + vb1/αv∗ =: a′ + b′.
And we have:
(
∥∥a′∥∥
pα
+ t1/α
∥∥b′∥∥
qα
)α ≤ (∥∥a∥∥1/α
p
+ t1/α
∥∥b∥∥1/α
q
)α
≤ 2α−1(∥∥a∥∥
p
+ t
∥∥b∥∥
q
).
Taking the infimum over all decompositions x = a+ b, and recalling that we
had to add a factor ap to consider only a and b positive, we obtain:
Kt1/α(x
1/α, Lpα(M), Lqα(M))α ≤ ap2α−1Kt(x,Lp(M), Lq(M)).
Let us now show the converse inequality. Let x1/α = a+ b, with a, b ∈ M+
(recall that we lose a constant apα by taking a, b positive). Using lemma 2.8
there exists a contraction u such that:
x = 2α−1u(aα + bα)u∗ = 2α−1uaαu∗ + 2α−1ubαu∗ =: a′ + b′.
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Now, we compute:
∥∥a′∥∥
p
+ t
∥∥b′∥∥
q
≤ 2α−1(∥∥a∥∥α
pα
+ t
∥∥b∥∥α
qα
)
≤ 2α−1(∥∥a∥∥
pα
+ t1/α
∥∥b∥∥
qα
)α.
Taking the infimum over all decompositions, the proof is complete.
Proposition 2.9. Let x ∈ Mc, for all p, q ∈ R such that 0 < p < q there
exists a constant cp such that for all t > 0:
Kt(µ(x), Lp(R
+), Lq(R
+)) ≤ cpKt(x,Lp(M), Lq(M)),
and:
Kt(x,Lp(M), Lq(M)) ≤ cpKt(µ(x), Lp(R+), Lq(R+)).
Proof. Take x ∈ M a positive element. We do not lose generality here since
multiplying by a unitary does not change the K-functional. We can also
suppose that M is finite, and thus a noncommutative probability space by
renormalising, since x is assumed to be in Mc. It suffices to work in the
algebra s(x)Ms(x) which clearly does not modify the K-functional. First,
note that for p ≥ 1 and q ≥ 1, the equivalence is actually an equality
thanks to a conditional expectation argument. Indeed, denote by Mx the
von Neumann algebra generated by x ∈ M which is abelian. There are
two conditional expectations E1 : M → Mx and E2 : L∞(0, 1) → Mµ(x)
and Mx is canonically isomorphic to Mµ(x) by x 7→ µ(x). Since conditional
expectations extend to contractions on Lp, we have Kt(x,Lp(M), Lq(M)) =
Kt(x,Lp(Mx), Lq(Mx)) = Kt(µ(x), Lp(R+), Lq(R+)).
Now take 0 < p < q. The result follows from proposition 2.7:
Kt(x,Lp(M), Lq(M)) ≈ (Ktp(xp, L1(M), Lq/p(M))1/p
= Ktp(µ(x
p), L1(R
+), Lq/p(R
+))1/p
≈ Kt(µ(x), Lp(R+), Lq(R+)).
This enables us to define: Kt(x, p, q) := Kt(µ(x), Lp(R
+), Lq(R
+)).
Recall the following formula for the particular case q =∞ (see [1]). For
all p > 0, there exists Ap ∈ R+ (with A1 = 1) such that:
1
Ap
Kt(x, p,∞) ≤


tp∫
0
µt(x)
pdt


1/p
≤ ApKt(x, p,∞). (1)
From this, we deduce the following expression for Kt(x, p,∞) in terms of a
supremum over projections, which is the important result of this section.
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Proposition 2.10. Suppose that M is diffuse. Let p > 0. Then for all
x ∈ Mc:
1
Ap
Kt(x, p,∞) ≤ sup{
∥∥ex∥∥
p
: τ(e) = tp, e ∈ P(M)} ≤ ApKt(x, p,∞).
Proof. Since M is diffuse, there is a projection e in M with trace tp, com-
muting with |x∗|, such that:
τ(e |x∗|p) =
tp∫
0
µt(x)
pdt ≥ 1
Ap
Kt(x, p,∞)p.
Furthermore, since e and |x∗| live in a commutative von Neumann algebra,
they can be represented as functions in a space L∞(Ω), thus:
τ(e |x∗|p) = τ(ep/2(xx∗)p/2ep/2) = τ((exx∗e)p/2) = ∥∥ex∥∥p
p
.
Hence:
Kt(x, p,∞)p ≤ Ap
∥∥ex∥∥p
p
≤ Ap sup{
∥∥ex∥∥
p
: τ(e) = tp, e ∈ P(M)}.
To prove the converse inequality, take e ∈ P(M) such that τ(e) = tp. Note
that:
∥∥ex∥∥p
p
=
∞∫
0
µ(|ex|p) =
tp∫
0
µ(|ex|)p ≤ ApKt(ex, p,∞)p.
Furthermore for all s ∈ R+, µs(ex) ≤ µs(x), see for example [8]. Hence,
Kt(ex, p,∞) ≤ Kt(x, p,∞). Combining the two previous inequalities, we
obtain: ∥∥ex∥∥
p
≤ ApKt(ex, p,∞) ≤ ApKt(x, p,∞).
Remark 2.11. The proof yields a bit more than the proposition. Indeed, it
suffices to consider the supremum over projections e commuting with x to
obtain the left inequality. This will be of importance later on.
3 Some properties of optimal decompositions in Lp
for p ≤ 2
3.1 Main result and consequences
We stick with the notations introduced in §2.3 . In this section, the variables
ξi will always satisfy the following conditions:
1. the ξi are orthogonal in L2(A),
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2. the ξi verify the lower Khintchine inequality for some p < 2 i.e. there
exists a constant Bp such that for all x ∈ S(M),
∥∥x∥∥
Rp+Cp
≤ Bp
∥∥Gx∥∥
p
.
Typical examples of such variables include free Haar unitaries or Rademacher
variables. We focus on lower Khintchine inequalities i.e of the type:
∥∥x∥∥
RE+CE
.
∥∥Gx∥∥
E
,
for E a symmetric space and x ∈ S(M). The converse inequality presents
no difficulty in the motivating example of L1,∞ as we will see later. In [7], it
is shown that by applying multiple times Khintchine inequality at L∞ for an
element x, one can obtain a majoration of µ(Gx). Though it is less direct,
our method is similar and by using the Khintchine inequality in Lp for p < 2
we obtain a minoration of the K-functional of Gx. The main theorem of this
section is the following.
Theorem 3.1. Let p ∈ (0, 1] then there exists a constant Cp such that for
all x ∈ S(M) there exist y, z ∈ S(M) such that y + z = x and for all t ≥ 0,
Kt(Ry, p,∞) ≤ CpKt(Gx, p,∞) and Kt(Cz, p,∞) ≤ CpKt(Gx, p,∞).
Let us highlight some consequences of the theorem. Since we have a
control on the K-functional, it extends to all interpolates of Lp-spaces by
proposition 2.1 and thus we obtain theorem 2.4 mentionned in the prelimi-
naries as a corollary. It also allows to prove the Khintchine inequalities in
L1,∞.
Corollary 3.2 (The Khintchine inequality in L1,∞). For any x ∈ S(M),
∥∥Gx∥∥
1,∞ ≈
∥∥x∥∥
R1,∞+C1,∞
.
Proof. The inequality:
inf{∥∥Ry∥∥
1,∞ +
∥∥Cz∥∥
1,∞ : x = y + z, y, z ∈ S(M)} .
∥∥Gx∥∥
1,∞
is given by the previous corollary. The converse inequality is classical. We
know that the map Ry 7→ Gy is a contraction on L1/2 and L2 so by interpo-
lation it is bounded on L1,∞. By adjunction, the same is true for Cz 7→ Gz.
Hence:
∥∥Gx∥∥
1,∞ .
∥∥Gy∥∥
1,∞ +
∥∥Gz∥∥
1,∞ .
∥∥Ry∥∥
1,∞ +
∥∥Cz∥∥
1,∞.
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Remark 3.3. We highlighted the previous corollary because it concerns a
special case that motivated our work but the exact same proof works for
a general interpolate below 2 using interpolation for the upper bound and
proposition 2.1 for the lower bound. More precisely, let p < 2 and E an
interpolate space between p and 2 then:
HE = RE + CE
with equivalent quasi-norms.
Remark 3.4. Theorem 3.1 implies directly that for any p > 0, x ∈ S(M)
and t > 0,
Kt(x,Rp + Cp, R∞ +C∞) . Kt(Gx, p,∞),
where the implied constant only depends on p. Hence, since Rp + Cp ≈ Hp
for any p ≤ 2 and by the reiteration principle for interpolation (see [1]), for
p, q ≤ 2,
Kt(x,Hp,Hq) . Kt(Gx, p, q).
Using the terminology introduced in [21], the couple (Hp,Hq) is K-closed
in (Lp(M⊗A), Lq(M⊗A)). This means in particular that the interpolation
theory of the Hp-spaces behaves well for p ≤ 2.
3.2 First steps towards the proof
In this part, we present the main ideas that will allow us to prove theorem 3.1.
The central one is contained in proposition 3.5. Starting with an element
x, we use the Khintchine inequality on e(Gx) for well chosen projections
e ∈ P(M) and thanks to proposition 2.10 we deduce the expected control
on K-functionals. They are, however, two technical difficulties. The first
one is that we could not prove that an optimal decomposition exists. To
skirt this problem, in the next part, we will prove that the argument also
works for decompositions that are close enough to being optimal but in this
case we need one more control on the operator norm of the decomposition
which is given by lemma 3.6. The second difficulty is that to use propositon
2.10, we need to work in a diffuse algebra. To that effect, we simply tensor
our base algebra M by L∞(0, 1) which fixes the proof immediatly thanks to
lemma 3.7.
Proposition 3.5. Suppose that M is diffuse. Let p ∈ (0, 1], if x ∈ S(M)
admits an optimal decomposition for p then for all t ≥ 0, Kt(Ry, p,∞) ≤
A2pBpKt(Gx, p,∞) and Kt(Cz, p,∞) ≤ A2pBpKt(Gx, p,∞).
Proof. Let x ∈ S(M), x = y + z be an optimal decomposition, e be a
projection commuting with |Ry∗| and f = 1−e. Take ε > 0, ex = y1+z1 and
fx = y2+z2 such that
∥∥Ry1∥∥pp+
∥∥Cz1∥∥pp ≤ mp(ex)+ε and
∥∥Ry2∥∥pp+
∥∥Cz2∥∥pp ≤
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mp(fx)+ε. We can write x = ex+fx = y1+z1+y2+z2. Then by minimality
of y and z:
∥∥Ry∥∥p
p
+
∥∥Cz∥∥p
p
≤ ∥∥R(y1 + y2)∥∥pp +
∥∥C(z1 + z2)∥∥pp.
We use the p-triangular inequality and obtain that:
∥∥R(y1 + y2)∥∥pp +
∥∥C(z1 + z2)∥∥pp ≤
∥∥Ry1∥∥pp +
∥∥Cz1∥∥pp +
∥∥Ry2∥∥pp +
∥∥Cz2∥∥pp.
Combined with lemma 7.1, we get:
∥∥R(ey)∥∥p
p
+
∥∥R(fy)∥∥p
p
+
∥∥Cz∥∥p
p
≤ ∥∥Ry1∥∥pp +
∥∥Cz1∥∥pp +
∥∥Ry2∥∥pp +
∥∥Cz2∥∥pp.
Now using the almost minimality of the couple (y2, z2) and lemma 7.1,
we obtain:
∥∥Ry2∥∥pp +
∥∥Cz2∥∥pp ≤
∥∥R(fy)∥∥p
p
+
∥∥C(fz)∥∥p
p
+ ε ≤ ∥∥R(fy)∥∥p
p
+
∥∥Cz∥∥p
p
+ ε.
Hence, using the Khintchine inequality for p:
∥∥R(ey)∥∥p
p
≤ ∥∥Ry1∥∥pp +
∥∥Cz1∥∥pp + ε ≤ Bpp
∥∥G(ex)∥∥p
p
+ 2ε.
This is true for all ε > 0 so:
∥∥R(ey)∥∥p
p
≤ Bpp
∥∥G(ex)∥∥p
p
.
The previous inequality holds for all projections e commuting with |Ry∗|.
Taking the supremum over all such e with τ(e) = tp and using proposition
2.10 and remark 2.11, we obtain:
Kt(Ry, p,∞) ≤ A2pBpKt(Gx, p,∞).
The case of z is exactly symmetrical by taking adjoints and so the proof is
complete.
To prove the theorem without making any assumptions, the following
lemma is crucial.
Lemma 3.6. Let ε > 0 and x ∈ S(M). There exist y and z in S(M)
such that
∥∥Ry∥∥p
p
+
∥∥Cz∥∥p
p
≤ mp(x) + ε,
∥∥Ry∥∥∞ ≤ 2
∥∥Gx∥∥∞ and
∥∥Cz∥∥∞ ≤
2
∥∥Gx∥∥∞.
Proof. With the notations of the lemma, choose u, v ∈ S(M) such that
u + v = x and
∥∥Ru∥∥p
p
+
∥∥Cv∥∥p
p
≤ mp(x) + ε and denote
∥∥Gx∥∥∞ = A. Let
e = 1[A,∞)(|Ry∗|), f = 1[A,∞)(|Cz|). We write x = e⊥xf⊥ + ex+ e⊥xf and
deduce the new decomposition: y′ = e⊥yf⊥ + ex and z′ = e⊥zf⊥ + e⊥xf .
Let us check that it satisfies the conditions of the lemma.
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Note that
∥∥R(ex)∥∥∞ ≤
∥∥R(x)∥∥∞ ≤ A. The last inequality follows from
the fact that the ξi are orthogonal and that consequently the map Id⊗ τA :
M⊗A → M sends |Gx∗|2 to |Rx∗|2. Moreover, the left support of R(ex)
is less than e, indeed: |R(ex)∗|2 = e(∑
i
xix
∗
i )e. Hence |R(ex)∗| ≤ Ae. Note
also that |R(ey)∗| ≥ Ae. Indeed, since e and |Ry∗| commute by lemma 7.1,
|R(ey)∗| = e |Ry∗| ≥ Ae by definition of e. By symmetry, we have the same
kind of estimates for the columns i.e
∣∣C(e⊥xf)∣∣ ≤ Af and |C(zf)| ≥ Af .
For rows, we get:
∥∥Ry′∥∥p
p
≤ ∥∥R(e⊥yf⊥)∥∥p
p
+
∥∥R(ex)∥∥p
p
≤ ∥∥R(e⊥y)∥∥p
p
+ τ(e)Ap
≤ ∥∥R(e⊥y)∥∥p
p
+
∥∥ey∥∥p
p
≤ ∥∥Ry∥∥p
p
where the last inequality is given by lemma 7.1. Similarly, for columns, we
get: ∥∥Cz′∥∥p
p
≤ ∥∥Cz∥∥p
p
.
Consequently:
∥∥Ry′∥∥p
p
+
∥∥Cz′∥∥p
p
≤ ∥∥Ry∥∥p
p
+
∥∥Cz∥∥p
p
≤ mp(x) + ε.
The control in L∞ also follows quickly:
∥∥Ry′∥∥∞ ≤
∥∥R(e⊥yf⊥)∥∥∞ +
∥∥R(ex)∥∥∞
≤ ∥∥R(e⊥y)∥∥∞ +
∥∥Rx∥∥∞
≤ 2A
where the last inequality is a consequence of the definition of e. The case of
columns is as always symmetrical which concludes the proof.
The following lemma is the key to remove the hypothesis that M is
diffuse.
Lemma 3.7. Consider the noncommutative measure spaceN =M⊗L∞([0, 1])
equipped with the tensor product trace. Then for any p > 0 and x ∈ S(M):
mp(x) = inf{
∥∥Rf∥∥p
p
+
∥∥Cg∥∥p
p
: f + g = x⊗ 1, f, g ∈ S(N )}.
Proof. Since M⊂ N the inequality:
mp(x) ≥ inf{
∥∥Rf∥∥p
p
+
∥∥Cg∥∥p
p
: f + g = x, f, g ∈ S(N )}
is clear.
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Let f, g ∈ S(N ) such that f + g = x. Seeing f and g as functions from
[0, 1] to S(M) we write:
∥∥Rf∥∥p
p
+
∥∥Cg∥∥p
p
=
∫
[0,1]
∥∥R(f(t))∥∥p
p
+
∥∥C(g(t))∥∥p
p
dt ≥
∫
[0,1]
mp(x)dt = mp(x).
The notation mp(h) can therefore be extended to h ∈ S(N ) without
ambiguity i.e. mp(h) = inf{
∥∥Rf∥∥p
p
+
∥∥Cg∥∥p
p
: f + g = h, f, g ∈ S(N )}.
3.3 Proof of the theorem in full generality
In this section, we present a proof of the main result using decompositions
that are close to be optimal rather than optimal. We essentially follow the
proof of proposition 3.5 but we need additional care and lemma 3.6 to get
the final estimate. Another approach is to work in an ultraproduct where
optimal decompositions always exist. The two strategies yield the same
constants but we present the elementary one since it ended up also being the
less technical.
Lemma 3.8. Let p ∈ (0,∞). For all x ∈ S(M), η > 0 and decompositions
y, z such that
∥∥y∥∥p
p
+
∥∥z∥∥p
p
≤ mp(x) + η, we have:
Kt(Ry, p,∞) ≤ A2pBpKt(Gx, p,∞) +Apη
for all t > 0.
Proof. Let p ∈ (0,∞) and x ∈ S(M). Take η > 0 and y, z ∈ S(M) such
that y + z = x and
∥∥Ry∥∥p
p
+
∥∥Cz∥∥p
p
≤ mp(x) + η. To be able to use lemma
2.10, we need to work in a diffuse algebra so we will now consider x, y and z
as elements of S(N ).
We can now repeat the argument of the proof of proposition 3.5. Take e
a projection commuting with |Ry∗| in S(N ) and f = 1− e. Take ε > 0 and
ex = y1 + z1 , fx = y2 + z2 such that
∥∥Ry1∥∥pp +
∥∥Cz1∥∥pp ≤ mp(ex) + ε and∥∥Ry2∥∥pp+
∥∥Cz2∥∥pp ≤ mp(fx)+ε. By definition of y and z,
∥∥Ry∥∥p
p
+
∥∥Cz∥∥p
p
≤
mp(x) + η, hence :∥∥Ry∥∥p
p
+
∥∥Cz∥∥p
p
≤ ∥∥R(y1 + y2)∥∥pp +
∥∥C(z1 + z2)∥∥pp + η.
By the p-triangular inequality and lemma 7.1:∥∥R(ey)∥∥p
p
+
∥∥R(fy)∥∥p
p
+
∥∥Cz∥∥p
p
≤ ∥∥Ry1∥∥pp+
∥∥Cz1∥∥pp+
∥∥Ry2∥∥pp+
∥∥Cz2∥∥pp+ η.
Now using the almost minimality of the couple (y2, z2) and lemma 7.1, we
obtain:∥∥Ry2∥∥pp +
∥∥Cz2∥∥pp ≤
∥∥R(fy)∥∥p
p
+
∥∥C(fz)∥∥p
p
+ ε ≤ ∥∥R(fy)∥∥p
p
+
∥∥Cz∥∥p
p
+ ε.
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And we conclude using the Khintchine inequality:
∥∥R(ey)∥∥p
p
≤ ∥∥Ry1∥∥pp +
∥∥Cz1∥∥pp + ε+ η ≤ Bpp
∥∥G(ex)∥∥p
p
+ 2ε+ η.
This is true for all ε > 0 so:
∥∥R(ey)∥∥p
p
≤ Bpp
∥∥G(ex)∥∥p
p
+ η.
Taking the supremum over all projections e ∈ N commuting with |Ry∗|,
by proposition 2.10, we obtain that:
Kt(Ry, p,∞) ≤ A2pBpKt(Gx, p,∞) +Apη.
Proof of theorem 3.1. Let x ∈ S(M). We need to find y and z in S(M) such
that y + z = x and:
Kt(Ry, p,∞) . Kt(Gx, p,∞).
Write again A =
∥∥Gx∥∥∞. Define δ := τ(1|Gx|>A/2)1/p. For t < δ, (1) gives:
ApKt(Gx, p,∞) ≥ (
tp∫
0
µu(Gx)
pdu)1/p ≥ tA
2
.
Let η = Kδ(Gx, p,∞).
Take y, z such that
∥∥Ry∥∥p
p
+
∥∥Cz∥∥p
p
≤ mp(x) + η,
∥∥Ry∥∥∞ ≤ 2A and∥∥Cz∥∥∞ ≤ 2A. This is possible by lemma 3.6. For t ≥ δ, using lemma 3.8
and since t 7→ Kt(Gx, p,∞) is increasing, we have:
Kt(Ry, p,∞) ≤ A2pBpKt(Gx, p,∞) +Apη
≤ A2pBpKt(Gx, p,∞) +ApKδ(Gx, p∞)
≤ (A2pBp +Ap)Kt(Gx, p,∞).
For t < δ, we know that Kt(Gx, p,∞) ≥ tA
2
and since
∥∥Ry∥∥∞ ≤ 2A, we
also have Kt(Ry, p,∞) ≤ 2At so Kt(Ry, p,∞) ≤ 4Kt(Gx, p,∞).
Let Cp = max(A
2
pCp + Ap, 4). We have just proven that for all t > 0,
Kt(Ry, p,∞) ≤ CpKt(Gx, p,∞). Since the argument is perfectly symmetri-
cal, we also have Kt(Cz, p,∞) ≤ CpKt(Gx, p,∞).
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Remark 3.9. The theorem still holds for p ∈ [1, 2]. Indeed, the p-triangular
inequality is false in general but here, we only use it to prove inequalities of
the type: ∥∥ex+ fy∥∥p
p
≤ ∥∥ex∥∥p
p
+
∥∥fy∥∥p
p
(2)
where e is a projection, f = 1−e and x, y ∈ M. This still holds for p ∈ [1, 2]
using the inequality, for all a, b ∈M:∥∥a− b∥∥p
p
+
∥∥a+ b∥∥p
p
2
≤ ∥∥a∥∥p
p
+
∥∥b∥∥p
p
. (3)
Note that ex + fy = (e − f)(ex − fy) and that e − f is a unitary. Hence∥∥ex+ fy∥∥
p
=
∥∥ex− fy∥∥
p
. Now take a = ex and b = fy in (3) to obtain (2).
To prove (3) one can for example apply Riesz-Thorin interpolation theorem
to the application T : (x, y) 7→ (x+ y, x− y).
4 Further results on optimal decompositions in L1
In this section, we investigate further the properties of optimal decomposi-
tions in L1. The first notable fact is that in this case, we can prove that an
optimal decomposition always exists (see lemma 4.1). Knowing this, a sim-
ple duality argument yields a factorisation for elements in S(M) (theorem
4.2). Remarkably, this result is of purely algebraic nature and combined with
[30] which provides the necessary estimate on anticommutators, produces a
new proof of Khintchine inequalities. The main novelty is the emergence
of elements α, β ∈ M+ associated to x ∈ S(M) which play the role of a
"modulus" in Hp-spaces (theorem 2.6). In particular, there is no need in the
proofs to distinguish between p ≤ 2 or p ≥ 2. The drawback of the method is
that it relies on Khintchine inequalities in L∞ and therefore does not apply,
at least directly, to Rademacher variables. Let us already assume that for
all x ∈ S(M), ∥∥Gx∥∥∞ . max(
∥∥Rx∥∥∞,
∥∥Cx∥∥∞). (4)
We start by proving the existence of an optimal decomposition in L1. The
argument is straightforward taking the weak limit of a minimising sequence
of decompositions.
Lemma 4.1. Let x ∈ S(M). There exist y, z ∈ S(M) such that y + z = x
and
∥∥Ry∥∥
1
+
∥∥Cz∥∥
1
= m1(x).
Proof. Consider a sequence (y(i), z(i))i≥0 such that:
lim
i→∞
∥∥Ry(i)∥∥
1
+
∥∥Cz(i)∥∥
1
= m1(x),
and for all i ≥ 0, y(i)+ z(i) = x. By lemma 3.6, we can suppose that the y(i)n
and z
(i)
n are uniformly bounded in L∞(M). Hence, by the criterion of weak
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compacity in L1 ([32]), up to extraction, we can suppose that for all n ≥ 0,
the sequence (y
(i)
n )i≥0 converges weakly in L1(M) to an element yn ∈ M and
using Mazur’s lemma and taking convex combinations we can even suppose
norm-convergence in L1(M).
Now we only have to check that the limit satisfies what we wanted. Define
y = (yn)n≥0 and z = (zn)n≥0. Since {a, b : a+ b = x} is closed and convex,
y+z = x. Taking finite sums, we have limi→∞R(y(i)) = Ry in L1(M⊗B(ℓ2))
and similarly limi→∞C(z(i)) = Cz. Hence,
∥∥Ry∥∥
1
+
∥∥Cz∥∥
1
= m1(x).
Finally, note that y and z can be chosen to be in S(M). Indeed y and z
have to be finite sequences to be minimal. Let
e = s(|(Rx)∗|) ∨ s(|Cx|).
Consider y′ = eye and z′ = eze. They still verify y′ + z′ = x and their
1-norm cannot be more than m1(x) so they are suitable candidates and in
S(M).
Theorem 4.2. Let x ∈ S(M). There exist α, β ∈ M+c and u ∈ MN such
that x = αu+ uβ, s(α) ≤ |(Ru)∗| ≤ 1 and s(β) ≤ |Cu| ≤ 1.
Proof. Let y, z ∈ S(M) be the elements given by lemma 4.1 i.e y + z = x
and
∥∥Ry∥∥
1
+
∥∥Cz∥∥
1
= m1(x). Denote α = |(Ry)∗|, e = s(α), β = |Cz| and
f = s(β). Write y = αv, v ∈ S(M) such that αRv is a polar decomposition
of Ry, in particular v can be chosen such that ev = v. Similarly, z = wβ
with w ∈ S(M) and wf = w.
By duality, there exists an element u ∈ S(M) such that ∥∥u∥∥
R∞∩C∞ = 1
and
τ(
∑
i≥0
u∗ixi) =
∥∥x∥∥
R1+C1
= m1(x).
Let us rewrite the previous equality with the notations introduced previously:
m1(x) = τ
(∑
i≥0
u∗i (αvi + wiβ)
)
τ(α) + τ(β) = τ
(∑
i≥0
αviu
∗
i e
)
+ τ
(∑
i≥0
fu∗iwiβ
)
taking the real part on both sides of the equality, we get:
τ(α) + τ(β) = τ
(ℜ(∑
i≥0
αviu
∗
i e)
)
+ τ
(ℜ(∑
i≥0
fu∗iwiβ)
)
and by the tracial property of τ :
τ(α) + τ(β) = τ
(
αℜ(
∑
i≥0
viu
∗
i e)
)
+ τ
(ℜ(∑
i≥0
fu∗iwi)β)
)
.
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Moreover, ∥∥ℜ(∑
i≥0
viu
∗
i e)
∥∥
∞ =
∥∥ℜ(R(v)C(u∗e))∥∥∞ ≤ 1
and
s(ℜ(
∑
i≥0
viu
∗
i e)) = s(ℜ(e(
∑
i≥0
viu
∗
i )e)) = s(eℜ(
∑
i≥0
viu
∗
i )e) ≤ e
so ℜ(∑
i≥0
viu
∗
i e) ≤ e. Similarly, ℜ(
∑
i≥0
fu∗iwi) ≤ f. Hence, we must have
ℜ(
∑
i≥0
viu
∗
i e) = e.
This means that
|τ(R(v)C(u∗e))| = ∥∥R(v)∥∥
2
∥∥C(u∗e)∥∥
2
.
There is equality in the Cauchy-Schwarz inequality in L2(M⊗B(ℓ2)), so
there exists λ > 0, eu = λv. The only possibility is that eu = v. Hence,
αu = αeu = αv = y. Similarly, uβ = z. Therefore, x = αu+uβ. Let us now
verify the other required properties. First, since
∥∥u∥∥
R∞∩C∞ = 1, |(Ru)∗| ≤ 1.
Secondly, since eu = v, e = |(R(eu))∗| and note that ∥∥Ru∥∥∞ ≤ 1 implies
that
∥∥e(Ru)(Ru)∗∥∥2
2
≤ τ(e). Moreover, by orthogonality,∥∥e(Ru)∗(Ru)∥∥2
2
=∥∥e(Ru)∗(Ru)e∥∥2
2
+
∥∥e(Ru)∗(Ru)(1−e)∥∥2
2
. Hence, τ(e) ≥ τ(e)+∥∥e(Ru)∗(Ru)(1−
e)
∥∥2
2
, which means that e(Ru)∗(Ru)(1−e) = 0. Symmetrically, (1−e)(Ru)∗(Ru)e =
0 so
(Ru)∗(Ru)− e = (Ru)∗(Ru)− e(Ru)∗(Ru)e = (1− e)(Ru)∗(Ru)(1− e) ≥ 0.
By adjunction, we obtain similar inequalities for columns.
We are now going to show that we can obtain Khintchine-type inequalities
in a very general sense from the factorization found above. We will need the
following inequality which is proved, up to some classical techniques using
the Cayley transform in proposition 4.3 of [30].
Lemma 4.3. Let p ∈ (0,∞), q ∈ (0,∞], θ ∈ (0, 1). For all t > 0, α, β ∈M+c
and b ∈ M :
Ktθ (α
θb+ bβθ, p/θ, q/θ) . Kt(αb+ bβ, p, q)
θ
∥∥b∥∥1−θ∞ ,
where the implied constant only depends on p, q and θ.
An argument of how to deduce the previous lemma from [30] is given in
the last section of this paper (see 7.2, 7.3 and the proof following right after).
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Theorem 4.4. Let x ∈ S(M), α, β ∈ M+c and u ∈ MN such that x =
αu + uβ, s(α) ≤ |(Ru)∗| ≤ 1 and s(β) ≤ |Cu| ≤ 1. Then, for all t > 0 and
p > 0:
Kt(α, p,∞) +Kt(β, p,∞) ≈ Kt(Gx, p,∞),
where the implied constant only depends on p and (ξi) (more precisely on the
constant appearing in (4)).
Proof. Upper estimate. Let p > 0 and t > 0. Note that Gx = α(Gu)+(Gu)β
where α is identified with α⊗1 and β with β⊗1 inM⊗A. By the Khintchine
inequalities in L∞, since
∥∥u∥∥
R∞∩C∞ ≤ 1 we have
∥∥Gu∥∥∞ ≤ C where C does
not depend on u. Hence,
Kt(Gx, p,∞) . Kt(α(Gu), p,∞) +Kt((Gu)β, p,∞)
≤ C(Kt(α, p,∞) +Kt(β, p,∞)).
Lower estimate. Let t > 0. We only prove the proposition for p < 1, to
obtain the result for p ≥ 1 it suffices to take θ = 1 in the argument. Let us
rewrite lemma 4.3, with θ = p, q =∞:
Ktp(α
p(Gu) + (Gu)βp, 1,∞) . Kt(Gx, p,∞)p
∥∥Gu∥∥1−p∞ .
With this inequality, we can conclude without too much effort. Indeed:
Ktp(α
p(Gu)+ (Gu)βp, 1,∞) ≥ ∥∥Gu∥∥−1∞ Ktp(((Gu)βp+αp(Gu))G(u)∗, 1,∞).
Recall that we have assumed that Khintchine inequalities in L∞ hold do∥∥Gu∥∥∞ .
∥∥u∥∥
R∞∩C∞ = 1. Moreover, the conditional expectation Id⊗ tr is
bounded on L1 and L∞ so
Ktp(((Gu)β
p + αp(Gu))G(u)∗, 1,∞) & Ktp((Id ⊗ tr)(((Gu)βp + αp(Gu))G(u)∗), 1,∞)
& Ktp(
∞∑
i=0
uiβ
pu∗i + α
p(
∞∑
i=0
uiu
∗
i ), 1,∞)
note that
∞∑
i=0
uiβ
pu∗i ≥ 0, αp(
∞∑
i=0
uiu
∗
i ) = α
p ≥ 0 and that s(α) ≤
∞∑
i=0
uiu
∗
i ≤
1, so
Ktp(
∞∑
i=0
uiβ
pu∗i + α
p(
∞∑
i=0
uiu
∗
i ), 1,∞) & Ktp(αp, 1,∞) & Kt(α, p,∞)p,
where we used the power theorem (proposition 2.7) for the last inequality.
The same tricks work for β by multiplying Gx by G(u)∗ on the left.
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Remark 4.5. Theorem 2.6 claimed in the introduction is just a combination
of the two previous theorems and the characterisation of interpolates of Lp-
spaces given by proposition 2.1.
Remark 4.6. If we start with an x ∈ S(M) such that for all i ≥ 0, xi = x∗i ,
the factorisation given by theorem 4.2 takes the following form. There exists
α ∈ M+ and u ∈ S(M) such that
• x = uα+ αu,
• for all i ≥ 0, ui = u∗i ,
• s(α) ≤ ∑
i≥0
u2i ≤ 1.
Remark 4.7. From the results of this section, it is easy to recover the upper
and lower Khintchine inequalities. More precisely, if E is an interpolate of
Lp-spaces, p ∈ (0,∞] and x ∈ S(M):∥∥x∥∥
RE+CE
.
∥∥Gx∥∥
E
.
∥∥x∥∥
RE∩CE .
Proof. Let x ∈ S(M). The left inequality is obtained directly by considering
the decomposition y = αu and z = uβ and applying the lower estimate in
theorem 2.6.
To show the right inequality, we make a computation similar to what
appeared in the proof of theorem 4.4. First, using again theorem 2.6, we
know that ∥∥Gx∥∥
E
. max(
∥∥α∥∥
E
,
∥∥β∥∥
E
).
Moreover, note that∥∥Rx∥∥
E
&
∥∥Rx(Ru)∗∥∥
E
=
∥∥α+ (Ru)β(Ru)∗∥∥
E
≥ ∥∥α∥∥
E
.
By adjunction, we also obtain∥∥Cx∥∥
E
&
∥∥β∥∥
E
.
Hence, ∥∥Gx∥∥
E
. max(
∥∥Rx∥∥
E
,
∥∥Cx∥∥
E
).
5 A remark about martingale inequalities
In this section, we recover a variant of a result first proved in [28] on mar-
tingale inequalities. The setting is the following, let F = (Mn)n≥0 be a
filtration on M, (En)n≥0 the associated sequence of conditionnal expecta-
tions. Denote by M−∞ := ∪n≥0Mn the set of finite bounded martingales for
the filtration F . For any x in M−∞, denote by dx the associated martin-
gale differences. By a slight abuse of notations we will write Rx := R(dx),
Cx := C(dx) and Gx = G(dx).
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Theorem 5.1. There exist constants (kp)p>1 such that for any x ∈ M−∞,
there exists y and z ∈ M−∞ such that x = y + z and for all p > 1:∥∥Ry∥∥
p
+
∥∥Cz∥∥
p
≤ kp
∥∥x∥∥
p
.
Proof. By theorem 3.1 applied for p = 1, there exists y′ and z′ ∈ S(M) such
that dx = y′ + z′ and for all t ≥ 0, Kt(Ry′, 1,∞) ≤ C1Kt(Gx, p,∞) and
Kt(Cz
′, 1,∞) ≤ C1Kt(Gx, 1,∞). By real interpolation, this means that for
all p > 1,
∥∥Ry′∥∥
p
+
∥∥Cz′∥∥
p
≤ 2C1
∥∥Gx∥∥
p
. Define ∆0 = E0 and for n ≥ 1,
∆n = En − En−1. Let dy = (∆n(y′n))n≥0 and dz = (∆n(z′n))n≥0. This way
y and z belong to M−∞ and they keep the same properties. Indeed, for all
n ∈ N, dxn = ∆n(dxn) = ∆n(y′n + z′n) = dy + dz and by Stein’s inequality:∥∥Ry∥∥
p
+
∥∥Cz∥∥
p
. (
∥∥Ry′∥∥
p
+
∥∥Cz′∥∥
p
) .
∥∥Gx∥∥
p
.
Moreover, by the noncommutative Burkholder-Gundy inequality [27],
∥∥Gx∥∥
p
≈∥∥x∥∥
p
. Hence, there exists an constant kp (independant of x) such that:
∥∥Ry∥∥
p
+
∥∥Cz∥∥
p
≤ kp
∥∥x∥∥
p
.
Remark 5.2. Since by interpolation, Burkholer-Gundy inequality stays true
in all interpolates E of Lp-spaces, p > 1, the argument above can be repro-
duced and the decomposition y, z constructed in the proof verifies
∥∥Ry∥∥
E
+
∥∥Cz∥∥
E
≤ kE
∥∥x∥∥
E
.
6 Counterexample in L2,∞
To complete the study of Khintchine inequalities in the motivating exam-
ple of L2,∞, we provide a way to construct counterexamples an thus prove
proposition 2.3. Explicit constructions can be made, but here we will use
the Schur-Horn theorem which produces effortlessly a wide variety of exam-
ples for which the distributions of Gx and Rx can be prescribed. In this
section, we only consider M = B(ℓ2) and the ξi to be free Haar unitaries or
Rademacher variables to make the computations explicit.
Finite sequences a = (a1, ..., an) will be identified with the infinite se-
quence a = (a1, ..., an, 0, 0, 0, ...). And to any sequence a we associate the
function
fa :=
∞∑
i=1
ai1(i−1,i].
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Proposition 6.1. Let a and b be two finite nonincreasing sequences of pos-
itive reals such that for all n ∈ N,
n∑
i=1
a2i ≥
n∑
i=1
b2i and
∞∑
i=1
a2i =
∞∑
i=1
b2i .
Then, there exists x ∈ S(M) such that
µ(Gx) = µ(Cx) = fa and µ(Rx) = fb.
Proof. Let N ∈ N be the length of a and b. The Schur-Horn theorem aplied
to (a2i ) and (b
2
i ) produces a positive matrix M ∈Mn(C) such that the eigen-
values ofM are given by (a2i ) and the diagonal ofM is given by (b
2
i ). Consider
x = (ei,iM
1/2)0≤i≤N . Then
|Cx|2 =
∑
i,j
M1/2ei,iej,jM
1/2 ⊗ ξ∗i ξj =
∑
i
M1/2ei,iM
1/2 = M ⊗ 1,
|Gx|2 =M and |Rx|2 = Diag(M).
Proof of proposition 2.3. Fix N ∈ N. Denote by uN the quantity uN :=
N∑
i=1
1/i. Let a = (ai)i≤1 and b = (bi)i≤N be defined by a1 = u
1/2
N and bi =√
1/i. Applying the previous proposition, we obtain an element x ∈ S(M)
such that
∥∥Gx∥∥
2,∞ =
√
uN ≈
√
ln(N) and
∥∥Rx∥∥
2,∞ = 1. Hence, we cannot
have
∥∥.∥∥
HE
≈ ∥∥.∥∥
RE+CE
.
Now define vN :=
N∑
i=1
⌊N/i⌋. Let a = (√⌊N/i⌋)i≤N and b = (1)i≤vN . By
applying, the previous proposition again, we obtain an element x ∈ S(M)
such that
∥∥Gx∥∥
2,∞ =
√
N and
∥∥Rx∥∥
2,∞ =
√
vN ≈
√
N ln(N) which denies
the possibility of having
∥∥.∥∥
HE
≈ ∥∥.∥∥
RE∩CE .
Remark 6.2. The flexibility given by proposition 6.1 means that the method
can be applied to any symmetric space. It can be proven this way that for a
symmetric space E with the Fatou property:
∥∥.∥∥
HE
≈ ∥∥.∥∥
RE∩CE ⇔ E ∈ Int(L2, L∞).
However, most of the difficulties appearing to prove this claim are of
technical nature and relate to the theory of classical symmetric spaces which
is not our topic of interest in this paper. Consequently, we prefered to focus
on the case of L2,∞ which illustrates well the important idea of the proof.
The missing part of the argument is essentially to prove the following lemma.
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Lemma 6.3. Let
F := {f ∈ L∞(0, 1) : ∃n ∈ N,∃a ∈ Rn, f =
n∑
i=1
ai1((i−1)2−n,i2−n].
Let E be a symmetric space with the Fatou property. Then, are equivalents:
i. there exists C > 0, such that for all f, g ∈ F ,
(
∀t > 0,
t∫
0
f ≥
t∫
0
g
)
⇒∥∥g∥∥
E
≤ C∥∥f∥∥
E
,
ii. E ∈ Int(L2, L∞).
Indeed, the argument used to construct counterexamples in the L2,∞-case
allows with little modifications to prove that for any symmetric space E with∥∥.∥∥
HE
≈ ∥∥.∥∥
RE∩CE , (i.) holds. This is where the space F naturally appears.
Then, the lemma above, a variant of the Lorentz-Shimogaki theorem which
links majorization to the interpolation of Lp-spaces, permits to conclude.
7 Technical lemmas
We start by proving the lemma that we used multiple times when manipu-
lating rows and columns.
Lemma 7.1. Let p > 0, y, z ∈ S(M) and e, f ∈ P(M) such that e com-
mutes with |Ry∗|. Then,
i. e |Ry∗|p = |R(ey)∗|p ,
ii.
∥∥Ry∥∥p
p
=
∥∥R(ey)∥∥p
p
+
∥∥R(e⊥y)∥∥p
p
,
iii. |C(fz)|2 ≤ |Cz|2 and consequently ∥∥C(fz)∥∥
p
≤ ∥∥Cz∥∥
p
.
Proof. i. This is a direct computation:
e |Ry∗|p = ep/2(|Ry∗|2)p = (e |Ry∗|2)p/2 = (e(
∑
i
yiy
∗
i )e)
p/2
= (
∑
i
(eyi)(eyi)
∗)p/2 = |R(ey)∗|p .
ii. Write f := e⊥. Using the previous lemma, this is again a direct compu-
tation:∥∥Ry∥∥p
p
= τ(|Ry∗|p) = τ((e + f) |Ry∗|p) = τ(e |Ry∗|p) + τ(f |Ry∗|p)
= τ(|R(ey)∗|p) + τ(|R(fy)∗|p) = ∥∥R(ey)∥∥p
p
+
∥∥R(fy)∥∥p
p
.
iii. Indeed, |C(fz)|2 =∑
i
z∗i fzi ≤
∑
i
z∗i zi = |Cz|2 .
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Now, we prove lemma 4.3. We recall the following proposition that is the
main result of [30] (proposition 4.3).
Proposition 7.2. Let 0 < p < q ≤ ∞, θ ∈ (0, 1) and x, y ∈ (Lp(M) +
Lq(M))sa. Then for all t > 0 and f : x 7→ |x|θ or f : x 7→ sgn(x) |x|θ, we
have:
Ktθ (f(x)− f(y), p, q) . Kt(x− y, p, q)θ.
The relationship between Mazur maps and anti-commutators has already
been explicited in [29]. The arguments rely on 2 × 2 matrix tricks and the
Cayley transform. We reproduce them in our context for completion but
the following proofs do not contain any new idea. We break it down into
two steps, the first one is given by the following lemma and uses the Cayley
transform.
Lemma 7.3. Let p ∈ (0,∞), q ∈ (0,∞], θ ∈ (0, 1). For all t > 0, f : x 7→
|x|θ or f : x 7→ sgn(x) |x|θ, α ∈ Msa and b ∈ Msa :
Ktθ (bf(α)− f(α)b, p/θ, q/θ) . Kt(bα− αb, p, q)θ
∥∥b∥∥1−θ∞ ,
where the implied constant only depends on p, q and θ.
Proof. We can assume that
∥∥b∥∥∞ = 1 by homogeneity. Since b = b∗, the
Cayley transform is defined by
u = (b+ i)(b− i)−1, b = 2i(1 − u)−1 − i.
Note that u is unitary and by the second formula
∥∥(1−u)−1∥∥∞ ≤ 1√2 . These
facts allow us to conclude by a computation using 7.2.
Ktθ (bf(α)− f(α)b, p/θ, q/θ) ≤ 2Ktθ ((1− u)−1f(α)− f(α)(1− u)−1, p/θ, q/θ)
≤ 2∥∥(1− u)−1∥∥2∞Ktθ ((1 − u)f(α)− f(α)(1− u), p/θ, q/θ)
≤ Ktθ (f(u∗αu)− f(α), p/θ, q/θ)
using proposition 7.2,
. Kt(αu− uα, p, q)θ
.
∥∥(b+ i)−1∥∥2θ∞Kt((b− i)α(b+ i)− (b+ i)α(b − i), p, q)θ
. Kt(αb− bα, p, q)θ .
We can now conclude the main proof using a matrix trick.
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Proof of lemma 4.3. Let b ∈ M and α, β ∈ M+. Consider:
b′ =
(
0 b∗
b 0
)
, α′ =
(
α 0
0 −β
)
.
Note that in general, the matrix b′ as the same distribution as b⊕ b. Hence,
for all t > 0,
Kt(b, p, q) ≈ K2t(b′, p, q).
It is now straightforward to check that for all t > 0,
Kt(αb+ bβ, p, q) ≈ K2t(α′b′ − b′α′, p, q)
and that for f : x 7→ sgn(x) |x|θ,
Kt(f(α)b+ bf(β), p, q) ≈ K2t(f(α′)b′ − b′f(α′)θ, p, q).
Hence, it suffices to apply lemma 7.3 to b′, α′, θ and f to conclude the proof.
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