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1. Вступ
Світова спільнота об’єднує свої зусилля для по-
долання епідемії СНІДу [1]. Так, Об’єднаною про-
грамою Організації Об’єднаних Націй з ВІЛ/СНІДу 
було розроблено 10 конкретних цільових показників 
на 2015 рік для направлення сумісних дій, серед яких 
[1]:
1. Знизити передачу ВІЛ статевим шляхом на 50% 
до 2015 року.
2. Знизити передачу ВІЛ серед споживачів ін’єк-
ційних наркотиків (СІН) на 50% до 2015 року.
3. Викорінити нові випадки ВІЛ-інфікування се-
ред дітей до 2015 року та значно знизити рівень мате-
ринської смертності внаслідок СНІДУ тощо.
Україна є однією з країн Східної Європи, най-
більш охоплених епідемією ВІЛ-інфекції/СНІДу [2]. 
Згідно з останніми офіційними даними, масштаби 
епідемії ВІЛ-інфекції/СНІДу в Україні мають зро-
стаючу динаміку, незважаючи на комплекс заходів з 
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протидії її поширенню, які реалізовуються в країні. 
Для того, щоб можна було проводити стратегічне 
планування профілактичних заходів, подальше про-
гнозування рівня впливу соціальних програм, які 
впроваджуються на території України, необхідно 
визначити кількість представників груп високого 
ризику інфікування ВІЛ (ГВР).
2. Аналіз літературних даних та постановка проблеми
За останнє десятиліття в Україні здійснювалася 
не одна спроба оцінити чисельність груп ризику на 
національному та локальному рівнях. Основним 
результатом цих досліджень є узгоджені на націо-
нальному та регіональних рівнях оцінки кількості 
представників ГВР, які рекомендовані для широко-
го використання [2].
Однак, зважаючи на специфіку цільових груп, 
необхідно пам’ятати про те, що всі оцінки мають 
розглядатися як не точні, оскільки всі вони базу-
ються на певних припущеннях. Таким чином, усі 
оцінки чисельності груп ризику є гіпотетичними і 
не можуть розглядатися як однозначні та остаточ-
ні.
Загалом, суттєвою проблемою на сьогодні є те, 
що на даний момент не існує єдиних усталених 
критеріїв віднесення до груп ризику. Основні кри-
терії включення до груп ризику (період останньої 
практики, регулярність тощо) визначаються для 
кожного дослідження окремо. Так само не існує 
прийнятих критеріїв щодо розмежування груп ри-
зику між собою, хоча відомо, що часто трапляються 
випадки «перетину сфер» ризикованої поведінки.
Традиційно, з метою проведення оцінки кіль-
кості представників ГВР, в різних містах України 
проводяться соціологічні дослідження, робляться 
спроби побудувати соціально-демографічний пор-
трет особи − представника ГВР [3 − 5]. У роботах 
[2, 6] запропоновано підхід до оцінки кількості 
представників деяких ГВР, який базується на ви-
користанні статистичної інформації.
В основі даного підходу лежить використання 
методики RDS, теоретичною основою якої є теорія 
ланцюгів Маркова та теорія малих мереж, та мето-
дики TLS – вибіркового методу, відповідно до якого 
вибір учасників дослідження відбувається на спе-
ціальних територіях (в місцях збору цільової гру-
пи) [7]. Застосування такого підходу із залученням 
міжнародних фондів спричиняє великі фінансові 
витрати, що не завжди є можливим та доцільним. 
До того ж, при такому підході можливі грубі уза-
гальнення, які нівелюють вплив таких важливих 
чинників як релігійність населення того чи іншого 
регіону, рівень освіченості населення тощо. 
Таким чином, провівши аналіз аспектів поши-
рення ВІЛ-інфекції, можна зробити висновок про 
необхідність розробки методики оцінки кількості 
представників ГВР як на всій території України, 
так і на ї ї окремих адміністративних частинах, в 
якій були б інтегровані як вже відомі підходи до 
розв’язання описаної задачі, так і нові підходи, 
які б дозволяли якнайповніше враховувати осо-
бливості вхідних даних, результати експертних 
опитувань та професійну думку особи, що приймає 
рішення (ОПР).
3. Мета та задачі дослідження
Розглядаючи проблему оцінювання кількості 
представників ГВР, можна виділити дві взаємопов’я-
зані задачі, які випливають одна з іншої [8]: задача 
визначення оціночної кількості представників ГВР 
серед дорослого населення окремо взятої території та 
задача визначення міри належності особи до ГВР.
Перша задача полягає в оцінюванні кількості 
представників ГВР у заданому регіоні. Для оціню-
вання є відомими соціально-демографічні показники 
населеного пункту та додаткові фактори, які, на дум-
ку ОПР, також впливають на результуючу оцінку: 
рівень релігійності населення, близькість до кордо-
ну, близькість до міжнародних автошляхів тощо. В 
такому представлені описану задачу відносять до 
задач кластеризації [9 − 11], які зводяться до розбит-
тя множини об’єктів на групи найбільш подібних за 
деяким критерієм об’єктів.
У другій задачі необхідно визначити міру на-
лежності особи до ГВР. Для оцінювання надаються 
анкетні дані особи (вік, стать, освіта тощо) та дані, 
що характеризують місце проживання та місце ді-
яльності особи.
В такій постановці дана задача може бути віднесе-
на до задач ідентифікації [12], в основі яких лежить 
необхідність встановлення залежності
Y F X X Xm= ( )1 2, , , ,
де X X Xm1 2, , ,( )  – набір вхідних параметрів, Y  − дея-
ка вихідна величина. 
Також, в математичних моделях обох вказаних 
задач вхідними даними можуть бути результати со-
ціологічних досліджень, соціально-демографічні по-
казники тощо.
Попередній аналіз дозволяє зробити висновок 
про те, що через соціально-демографічний портрет 
особи можна визначити оціночну кількість осіб, що 
належать до ГВР, а потім для тих осіб, які входять в 
оціночну кількість визначити міру належності даній 
групі. І навпаки, визначивши для кожної особи міру 
можливої належності ГВР, можна оцінити кількість 
представників даної групи.
Тому задача оцінювання кількості осіб, що нале-
жать до ГВР може розглядатися одночасно як задача 
кластеризації і як задача ідентифікації параметрів 
системи.
Формальні постановки наведених задач можуть 
бути сконструйовані наступним чином.
Задача кластеризації Z1 . Нехай задано множину 
осіб O O O On= { }1 2, , , , які оцінюються за множиною 
критеріїв K K K KM= { }1 2, , , . Необхідно в початковій 
множині виділити кластер осіб, які належать до ГВР. 
Задача ідентифікації Z2 . Нехай задано особу 
O , яка характеризується вектором значень ознак 
X x x xM= ( )1 2, , , , та множину ′ = { }O O O ON1 2, , ,  осіб, 
що належать кластеру, кожен елемент множини ′O , 
в свою чергу, характеризується вектором значень 
ознак X x x xj j j Mj= ( )1 2, , , , j N= 1, .
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На основі заданої інформації необхідно ідентифі-
кувати залежність міри належності особи до класте-
ра y  від значень ознак
y F X X XM= ( )1 2, , ,
і для даної особи визначити міру її належності кла-
стеру.
4. Методи розв’язання задачі кластеризації Z1
При розв’язанні задач кластеризації ключовими 
є проблеми вибору метрики для визначення відстані 
між об’єктами та проблема врахування нечислових 
характеристик об’єктів.
Розглянемо деякі технології розв’язання задачі 
кластеризації Z1 .
Нейромережні технології. Задачу Z1  оцінки кіль-
кості представників певного кластеру серед множини 
заданих об’єктів можна віднести до класу задач кла-
сифікації без учителя. Серед технологій, які широко 
застосовуються для розв’язання такого класу задач, 
можна виділити нейромережні технології навчання 
без учителя, розроблені Кохоненом [13] та іншими 
вченими.
Моделі такого типу не потребують цільового 
вектору, тобто не вимагають порівняння з наперед 
визначеними відповідями. Навчальний алгоритм в 
даних моделях настроює вагові коефіцієнти мережі 
таким чином, щоб отримати узгоджені вихідні век-
тори, тобто, щоб для достатньо близьких вхідних 
векторів мережа давала однакові виходи. Тому, у 
процесі навчання мережі виділяються статистичні 
властивості елементів навчальної множини і вхідні 
вектори групуються у кластери.
У загальному, НМ із шаром Кохонена для описа-
ної задачі визначення кількості представників ГВР 
може бути представлена так як на рис. 1.
Рис. 1. Мережа Кохонена, що адаптована для розв’язання 
задачі кластеризації Z1
У даному випадку мережа буде складатись з двох 
нейронних елементів, тобто в результаті роботи ал-
горитму навчання НМ буде здійснено поділ вхідних 
образів на два кластери: кластер векторів, які на-
лежать особам, що відносяться до ГВР, та кластер 
векторів, які відповідають особам, що не належать до 
ГВР. Очевидно, що результат роботи алгоритму на-
вчання НМ залежить від початкових значень вагових 
коефіцієнтів нейронних елементів.
Представимо алгоритм функціонування НМ Ко-
хонена для задачі оцінювання кількості осіб, що на-
лежать до ГВР, таким чином [13]:























Крок 2. Задаємо вагові коефіцієнти нейронних 
елементів шару Кохонена та нормуємо їх. 
Крок 3. Для вхідного вектора визначаємо нейрон w∗
за одним із співвідношень
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де k  – кількість нейронів у мережі; X x x xN= ( )1 2, ,...,  − 
вхідний вектор; w w w wl l l lN= ( )1 2,. ..,  − вектор ваг l -го 
нейрону; d a b( , )  − міра відстані між векторами.
Крок 4. Налаштовуємо ваги нейрона w∗  за таким 
правилом:







k+( ) ( ) ( ) ( )= + −( )1 η ,
де k  − номер циклу навчання НМ; ηl
k( ) − коефіцієнт 
швидкості навчання l -го нейрону на k -му циклі 
навчання.
При цьому, на початкових етапах коефіцієнт 
швидкості навчання ηl
k( )  фіксують на рівні 0,7 і по-
ступово зменшують в процесі навчання НМ. На вихо-
ді нейрона w∗  одержуємо 1, а на виходах всіх інших 
нейронів – 0.










достатньо мала величина, то алгоритм закінчив робо-
ту, інакше переходимо до кроку 3.
Метод навчання НМ Кохонена в такій інтерпре-
тації дозволяє розділити вхідні вектори, що харак-
теризують осіб із заданої множини, на два кластери 
близьких між собою векторів. Для того, щоб за до-
помогою даного алгоритму можна було отримати 
правильні розв’язки, необхідно, щоб виконувались 
дві наступні умови:
− було справедливим припущення про те, що всі 
особи, які належать до ГВР, характеризуються “схо-
жими” соціально-демографічними портретами, тобто 
їх вектори значень ознак “близькі” між собою;
− початкове значення вектору вагових коефіцієн-
тів одного з нейронних елементів було “близьким” 
до векторів, що описують соціально-демографічний 
портрет особи, яка належить до ГВР.
Очевидно, що перше припущення не відповідає 
дійсності та його врахування призведе до отримання 
невірних результатів.
Що стосується початкових значень вагових ко-
ефіцієнтів, то їх вдале задання залежить лише від 
кваліфікації спеціаліста та його компетентності як 
в галузі обробки даних, так і в теорії нейронних ме-
реж.
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Для того, щоб отримати можливість ігнорувати 
першу умову та допустити можливість віднесення 
до заданого кластеру векторів, значення яких не є 
“близькими” між собою, необхідно умовно розділити 
кластер на складові частини “близьких” між собою 
елементів.
Для реалізації такого підходу при розв’язуванні 
задачі оцінювання кількості осіб, що належать до 
ГВР, необхідно виділити основні типи соціально-де-
мографічного портрету осіб, що належать до вказаної 
групи.
Але, зважаючи на специфіку цільової групи до-
слідження та можливість входження до неї осіб з 
різними соціально-демографічними портретами, − 
задача виділення основних типів таких портретів 
може звестися до простого переліку всіх можливих 
соціально-демографічних портретів. Таким чином, 
до заданого кластеру увійдуть всі особи, що нале-
жать початковій множині.
Нечіткий метод кластеризації. Задачу Z1  виз-
начення кількості осіб, що належать до ГВР, можна 
звести до розбиття початкової множини осіб на два 
кластери: кластер осіб, що належать заданій групі, та 
кластер осіб, що до неї не належать.
Проте, зважаючи на специфіку цільової групи 
дослідження, особливості (складність отримання, 
неточності в даних тощо), що можуть виникнути 
при отриманні інформації про конкретних осіб, до-
цільним є застосування методів кластеризації, які 
передбачають можливість віднесення одного і того ж 
об’єкта до декількох кластерів з різною мірою належ-
ності об’єкта цим кластерам.
Таким методом, який базується на припущенні, 
що один і той же об’єкт може з різною мірою належно-
сті належати декільком кластерам, є метод нечіткої 
кластеризації С-середніх [14, 15]. Для застосування 
цього методу при розв’язанні описаної задачі зроби-
мо наступні підготовчі кроки.
Розглянемо задачу Z1 . На початковому етапі ви-
ділимо два кластери H H1 2,  − відповідно кластер 
осіб, що належать до ГВР, та кластер осіб, що до неї 
не належать.
Задамо параметр зупинки алгоритму ε ∈( )0 1;  та 
значення міри нечіткості m , 1≤ < ∞m  [16]. При m = 1  
отримуємо чітке розбиття, тобто розбиття, у якому 
кожен об’єкт відноситься тільки до одного кластеру. 
Із збільшенням параметру m  збільшується міра роз-
митості виділених кластерів.
 Тоді в загальному випадку метод С-середніх для 
задачі визначення кількості осіб, що належать до ГВР, 
представимо як послідовність наступних кроків:
Крок 1. Для кожного об’єкту із заданої множини 
O O O On= { }1 2, , ,  довільним чином задаємо міру 
належності кожному з кластерів та формуємо ма-
трицю U uij
0 = ( ) , uij ∈[ ]0 1; , де uij − початкова міра на-
лежності i -го об’єкта j -му кластеру i n j= =( )1 1 2, , , , 
де u ui i1 2 1+ = , ∀ ∈{ }i n1,..., .
























Крок 3. Знаходимо відстані від об’єктів до центрів 
кластерів за формулою
d c Xij j
i= − ( )
2
, i n j= =( )1 1 2, , , .
Крок 4. Обчислюємо коефіцієнти матриці U  та-
ким чином:
якщо dij = 0 , то uij = 1 , ui j,3 0− = ;


























Крок 5. Перевіряємо умови зупинки алгоритму. 
Тобто, якщо U U− <∗ 2 ε , де U∗ − матриця, отримана 
на попередньому кроці, то алгоритм закінчено, інак-
ше переходимо до кроку 2.
У результаті роботи описаного алгоритму бу-
дуть знайдені міри належності об’єктів до кожного 
з кластерів, відповідно до заданих значень ознак 
об’єктів. 
Таким чином, на основі отриманих даних можна 
буде зробити висновок про те, які об’єкти з початко-
вої множини належать до ГВР.
Недоліком описаного підходу є те, що при про-
веденні такого поділу об’єктів на два кластери не 
враховуються властивості саме кластерів, які до-
сліджуються.
Очевидно, що кінцевий результат значно зале-
жить від початкового задання мір належності об’єк-
тів до кожного з кластерів, і тому при різних початко-
вих значеннях елементів матриці U uij
0 = ( )  можливі 
неоднакові поділи об’єктів. Тому необхідною є роз-
робка таких методів, які б дозволяли здійснювати 
виділення з сукупності ознак об’єктів тих ознак, що 
значною мірою впливають на належність до того чи 
іншого кластеру, та визначати правила для задання 
початкових мір належності об’єктів до кластерів. 
Також можливим є випадок, при якому початкова 
кількість кластерів буде більшою, ніж два, і після 
розбиття об’єктів на таку кількість кластерів відпо-
відно до описаної вище схеми необхідно застосувати 
механізм об’єднання кластерів за деякими ознака-
ми.
Такий підхід не є тривіальним та вимагає роботи 
як аналітиків в галузі інформаційних технологій, так 
і спеціалістів в галузі охорони здоров’я, соціології 
тощо.
5. Методи розв’язання задачі ідентифікації Z2
Нейромережні технології. Розглянемо задачу Z2  
оцінювання міри належності особи до ГВР.
Для даної задачі побудуємо нейронну мережу 
зустрічного поширення (НМЗП) так, як показано на 
рис. 2.
У даному випадку за допомогою нейронів шару 
Кохонена буде здійснюватися поділ об’єктів на два 
кластери відповідно до їх належності до ГВР.
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Рис. 2. Структурна схема НМЗП
Мережа описаного типу працює в двох режимах: 
навчання і використання [10]. В процесі навчання 
на входи необхідно подавати вектори характеристик 
об’єктів X x x xj j j Mj= ( )1 2, , , , j N= 1,  та початково зада-
ну множину Y  – значень мір можливої належності 
кластеру. Аналогічно попередньому пункту прово-
диться коригування вагових коефіцієнтів нейронної 
мережі.
На етапі використання НМ на вхід подається 
вектор характеристик деякого об’єкта x x xN1 2, , ,( ) , 
а на виході отримується y  − міра належності даного 
об’єкта до досліджуваного кластеру.
Метод найменших квадратів. Розглянемо задачу 
ідентифікації Z2 . Припустимо, що за допомогою де-
якого методу для набору вхідних даних ми отримали 
множину Y y y yN= { }1 2, ,..., , де y j − міра належності 
кластеру об’єкта Oj . Для забезпечення можливості 
застосування МНК, необхідно провести досліджен-
ня мультиколінеарності даних, необхідно визначити, 
який вид регресії доцільно застосовувати – мно-
жинну лінійну регресію або ж множинну нелінійну 
регресію.
Основним критерієм “правильності” отриманої 
аналітичної залежності є мінімум суми квадратів 
відхилень табличних значень yi  від отриманих ана-
літично y j
E y yj j
j
N





де y F Xj
j= ( )( ) .
Очевидно, що складність застосування даного 
підходу до розв’язання задачі ідентифікації міри на-
лежності особи до ГВР полягає у заданні початкових 
даних та обчисленні початкового вектору Y .
Недоліком застосування класичних методів іден-
тифікації для розв’язання задачі визначення міри 
належності особи до ГВР є те, що ще на перших 
етапах використання цих методів виникають значні 
труднощі при визначенні початкового вектору Y  для 
множини осіб, що вже належать до ГВР.
Метод групового урахування аргументів (МГУА). 
Для застосування МГУА при розв’язуванні задачі 
Z2 , на попередньому етапі необхідно визначити мно-
жину Y y y yN= { }1 2, ,..., , аналогічно до попереднього 
пункту.
З допомогою МГУА, за заданими вибірками здійс-
нюється побудова великої кількості моделей, з яких, 
відповідно до введених критеріїв, і проводиться від-
бір моделі оптимальної складності.
В основі алгоритмів МГУА лежить індуктивний 
метод, згідно з яким дослідження ведеться від кон-
кретних результатів спостереження до загальної мо-
делі.
В загальному, даний метод − це метод побудови 
моделей на основі експериментальних даних в умо-
вах невизначеності, причому побудова відбувається 
шляхом поділу вибірки на частини і перевірці адек-
ватності проміжних моделей на різних підвибірках 
[17, 18].
Оптимальність моделі визначається критеріями 
селекції моделі, серед яких виділяють [17]: критерій 
регулярності; критерій незміщеності; критерій ба-
лансу змінних.
Виділяють наступні основні етапи МГУА:
1. Вибір опорної функції. Відповідно до апрокси-
маційної теореми Вейєрштраса, будь-яку неперервну 
на відрізку функцію можна як завгодно точно на-
близити поліномом з дійсними коефіцієнтами такого 
виду:
y a a x a x x a x x xi
i
M

















Як правило, опорною функцією обирають одну з 
таких:
y a a xk j= +0 1 ,
 y a a x a x xk i i j= + +0 1 2 ,
y a a x a x a x xk i j i j= + + +0 1 2 3
тощо.
Крім того, є задачі [17], в яких за опорну функцію 
вибирають гармонічну, логічну функції, ряди Фур’є 
тощо.
2. Побудова та перебір моделей на основі різних 
опорних функцій. Моделі порівнюються згідно з 
критеріями для різних рядів чи груп даних і на основі 
такого порівняння обираються оптимальні за крите-
ріями моделі.
3. Для декількох «кращих» відібраних моделей 
проводиться оцінка їх якості з використанням ко-
ефіцієнта детермінації, або коефіцієнта кореляції, 
або середньоквадратичного відхилення похибки. На 
основі проведеного аналізу відбирається потрібна 
модель і алгоритм закінчується, інакше – здійсню-
ється перехід до наступного етапу.
4. Знайдені на попередніх етапах моделі розгля-
даються як аргументи опорних функцій і алгоритм 
починає нову ітерацію.
Недоліком застосування МГУА для задачі іден-
тифікації Z2  є те, що для оптимального вибору опор-
них функцій необхідні спеціальні знання та досвід 
аналітика.
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6. Висновки
В роботі проаналізовано задачу оцінювання кіль-
кісних характеристик ГВР. Було проведено розбиття 
вказаної задачі на дві взаємопов’язані задачі: задачу 
ідентифікації і задачу кластеризації. Проаналізовано 
способи застосування деяких класичних методів іден-
тифікації та кластеризації для сформульованих задач. 
В ході аналізу було показано, що застосування таких 
методів, як правило, супроводжується значними труд-
нощами та не приводить до отримання вірних резуль-
татів. А, отже, необхідною є розробка нових моделей та 
методів для розв’язування задачі оцінювання кількіс-
них характеристик ГВР, які б дозволяли враховувати 
такі джерела вхідних даних як професійна думка ОПР 
та висновки експертів.
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