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Abstract
Hessian based measures of flatness, such as the trace, Frobenius and spectral norms,
have been argued, used and shown to relate to generalisation. In this paper we
demonstrate that for feed forward neural networks under the cross entropy loss, we
would expect low loss solutions with large weights to have small Hessian based
measures of flatness. This implies that solutions obtained using L2 regularisation
should in principle be sharper than those without, despite generalising better.
We show this to be true for logistic regression, multi-layer perceptrons, simple
convolutional, pre-activated and wide residual networks on the MNIST and CIFAR-
100 datasets. Furthermore, we show that for adaptive optimisation algorithms using
iterate averaging, on the VGG-16 network and CIFAR-100 dataset, achieve superior
generalisation to SGD but are 30× sharper. This theoretical finding, along with
experimental results, raises serious questions about the validity of Hessian based
sharpness measures in the discussion of generalisation. We further show that the
Hessian rank can be bounded by the a constant times number of neurons multiplied
by the number of classes, which in practice is often a small fraction of the network
parameters. This explains the curious observation that many Hessian eigenvalues
are either zero or very near zero which has been reported in the literature.
1 Introduction
Deep Neural Networks, despite parameter counts far exceeding the number of data-points and the
fact they are trained with many passes of the same data, manage to post exceptional performance
on held out test data. Quite why and how they generalise so well, remains an open question [29].
However, DNNs are not immune to the classical problem of over-fitting. Zhang et al. [42] show that
DNNs can perfectly fit random labels. Schedules with low initial and sharply decaying learning rates,
lead to identical training but much higher testing error [1, 12, 18]. In Wilson et al. [39] the authors
argue that specific adaptive gradient optimisers lead to solutions which don’t generalise. This has
lead to a significant development in partially adaptive algorithms [5, 21].
Given the importance of accurate predictions on unseen data, understanding exactly what helps deep
networks generalise has been a fundamental area of research. A key concept which has taken a
foothold in the community, allowing for the comparison of different training loss minima using only
the training data, is the concept of flatness. From both a Bayesian and minimum description length
framework, flatter minima generalize better than sharp minima [15]. The connection between flatness
and generalisation is a key motivation behind many many optimization algorithm design choices,
including both Entropy-SGD [3] and the use of Polyak averaging [17]. Keskar et al. [22] consider
how large batch vs small batch stochastic gradient descent (SGD) alters the sharpness of solutions,
with smaller batches leading to convergence to flatter solutions, leading to better generalization.
Jastrzkbski et al. [19] look at the importance of the ratio learning rate and batch size in terms of
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generalization, finding that large ratios lead to flatter minima and better generalization. Wu et al. [40]
consider the logarithm of the product of the top k eigenvalues as a proxy measure for its volume (a
truncated log determinant). Yao et al. [41] investigated flat regions of weight space showing them to
be more robust under adversarial attack. Zhang et al. [43] show that SGD concentrates in probability
on flat minima. Mathematically when integrating out the product of the maximum likelihood (MLE)
solution (given by the final weights) with the prior, the posterior is shifted relative to the MLE
solution. For sharp minima, the difference in loss even for a small shift is potentially very large,
where the sharpness is usually measured by properties of the second derivative of the loss, known as
the Hessian, such as the spectral norm or trace. The idea of a shift between the training and testing
loss surface is prolific in the literature and regularly related to generalisation [14, 17, 27].
Contributions: In this paper, we highlight that Hessian re-parameterisation arguments, hold in
equal effect for the gradient. Any gradient step can be arbitrarily altered in direction and magnitude
with re-parameterisation. Since practitioners extensively adopt gradient descent to find good model
solutions, this does not constitute a strong argument against the practical use of Hessian based
sharpness measures for generalisation metrics. Furthermore, given that in practice parameterisation
is fixed, it is unclear whether this re-parameterisation has any effect in practice. The question we
seek to answer, is are Hessian based sharpness metrics at the end of training meaningful metrics for
generalisation? In this paper
• We show that for the feed forward neural network with cross entropy loss we would expect
Hessian based sharpness measures (such as the trace, Frobenius and spectral norms) to be
reduced as the weights increase in magnitude and the loss is driven to 0
• Based on this insight, we demonstrate that L2 regularisation, known to increase generalisa-
tion [24], increases Hessian based sharpness metrics, whilst also increasing generalisation
for logistic regression, feed forward neural networks, simple convolutional networks, pre-
activated and wide residual networks.
• For networks that employ batch normalisation, we show that when changing batch norm
training mode to evaluation mode for curvature evaluation, that the extent of this effect is
massively magnified
• We show that novel optimisation algorithms, that combine adaptive algorithms with iterate
averaging Granziol et al. [13] to achieve superior generalisation, can give 30× greater
Hessian based sharpness metrics and still generalise better. This effect is also more extreme
in evaluation batch normalisation mode.
Related work: The Hessians lack of reparameterisation invariance [7], has subjected its use for
predicting generalisation to criticism [29, 38, 32]. Normalized definitions of flatness, have been
introduced Tsuzuku et al. [38], Rangamani et al. [32] in a PAC-Bayesian framework, although
Rangamani et al. [32] note that empirically Hessian based sharpness measures correlate with gen-
eralisation. Smith and Le [37] argue that although sharpness can be manipulated, the Bayesian log
evidence which they approximate as the log determinant of the Hessian
∏
i log(λi/γ) is invariant
to such reparameterisation, where γ is the L2 regularisation co-efficient. Typically in training the γ
co-efficient is fixed and hence the log determinant of the Hessian (if it exists) and evidence is subject
to the same manipulations [26]. Neyshabur et al. [29] show that it captures generalization for large
but not small networks. Jiang et al. [20] conduct extensive empirical analysis and show that the
spectral norm is strongly negatively correlated with generalization and its size is strongly correlated
with network depth. However typical comparisons of sharpness are done on the same network, so
this study does not conclusively show that for the same network, having a larger spectral norm
correlates with improved generalistion. Furthermore, they do not consider the trace or Frobenius
norm of the Hessian. He et al. [14] argue that asymmetry in the loss landscape can give the illusion
of flat and sharp minima. Given the paramount importance of discovering out of sample robust
deep learning solutions and the extent to which the concept of flatness has played a pivotal role in
the communities discussion, further investigation and theoretical understanding is required to the
relevance of sharpness and generalization.
2
2 Motivation: beyond reparameterisation & the deep linear exponential loss
Dinh et al. [7] argue that Hessian based measures can be manipulated from sharp to flat and vice
versa without altering the loss. What is rarely discussed is that this also holds true for the gradient.
To show this explicitly and simply let us consider the exponential loss L, of a deep linear network
of 3 parameters [w1, w2, w3] for a single data-point X (we generalise this argument to feed forward
networks of arbitrary depth with the cross entropy loss in Section 3). This model and extensions
thereof will serve as our initial intuition for more complicated models later in this paper.
L = exp (w1w2w3)X . Now the gradient and its norm are given by ∇L, ||∇L|| respectively
∇L = (w2w3δwˆ1 + w1w3δwˆ2 + w2w1δwˆ3)X exp (w1w2w3)X
||∇L|| = |X|
√
w22w
2
3 + w
2
1w
2
3 + w
2
2w
2
1 exp (w1w2w3)X
(1)
and the Hessian, its trace and extremal eigenvalueH,Tr(H), λmax(H)
M =
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3)|X| exp (w1w2w3)X (3)
The loss is invariant to rescaling, the gradient and Hessian are not. For all pairs of transforma-
tions wi → αwi&wj → wj/α, from the definition of L the loss is unchanged. Neither the Hessian
or its Trace are invariant under this transformation. Hence flat minima can be mapped to arbitarily
sharp minima without altering the functional output and hence generalisation properties. However, as
can be noted from equation 1 and Theorem 3 in [7] any gradient with norm 0 < ||∇L|| ≤ , can under
the same functional re-parameterisation be transformed into a gradient of arbitrary magnitude and
direction. For example consider letting w2 → αw2 and w3 → 1/αw3, then as α→∞ the gradient
becomes completely aligned in the direction δwˆ3 and tends to infinite magnitude. Hence arguments
against Hessian based measures of sharpness due to their instability wrt to reparameterisation, can
be equally applied against the use of gradient based optimisation methods. In practice, gradient
methods find good solutions and we do not vary the parameterisation at any point in training. Hence
the question as to whether Hessian based sharpness measures are good predictors of generalisation,
as is commonly believed in the literature is still an open question and requires further investigation.
The Low rank nature of the Hessian: Previous empirical works [8, 30, 34, 35, 4] have noted a
large portion of zero or near zero eigenvalues in the Hessian of deep neural networks. As is noted
from equation equation 3, the largest eigenvalue is equal to the trace and so the matrix is of rank 1.
It can be seen that increasing the product chain does not increase the rank. We extend this line of
reasoning in section 3 to feed forward neural networks using the cross entropy loss to show that the
rank is bounded by the number of classes multiplied by the number of neurons times a constant. For
large networks, this is usually far smaller than the total number of parameters.
Smaller losses imply flatter Hessia: Another interesting aspect of equation 3 is that the trace and
maximum eigenvalue are a polynomial function of the weights and the loss is an exponential in the
weights. As the loss is driven towards 0 we expect the exponential to dominate the polynomial. This
implies that methods to reduce the weight magnitude, such as L2 regularisation, should increase
Hessian based measures of sharpness. We show that this is the case experimentally.
3 Theory
In this section we extend our intuition developed under the deep linear network with exponential loss,
to feed forward neural networks under the cross entropy loss. The key results of this section, are that
we expect Hessian based sharpness metrics to decrease in magnitude as the training loss decreases.
Furthermore, we expect the Hessian of a feed forward neural network to be low rank.
3
3.1 Similarity between Exponential and Cross Entropy Loss
For the commonly employed cross entropy loss `(h(x;w),y).
`(h(xi;w),yi) = −
dy∑
c
(1− 1[~(xi;w)c 6= yc]) log h(xi;w)c (4)
typically coupled with softmax activation at the final layer, with which we exclusively concern
ourselves in this paper.
h(xi,w)c = σ(z)c =
expz(xi;w)c∑dy
k=1 exp
z(xi;w)k
(5)
Where dy is the number of classes and 1 is the indicator function which takes the value of 1 for the
incorrect class and 0 for the correct class, z(xi;w) is the softmax input. Denoting L as the empirical
loss, q(i) as the correct class for sample i
L =
1
N
N∑
i
`(h(xi;w),yi) = − 1
N
N∑
i
dy∑
c=1
(1− 1[~(xi;w)c 6= yc]) log h(xi;w)c
=
1
N
N∑
i
log
(
1 +
dy∑
k 6=q(i)
exp(hk − hq(i))
)
≈
N∑
i
∑dy
k 6=q(i) exp [h(xi,w)k − h(xi,w)q(i)]
N
(6)
Where for low loss values, we simply taylor expand, obtaining the desired exponential form. In
this regime, the motivational arguments of section 2 hold. Without approximation, we can use the
chain rule and absorbing the numerator of equation 5 in the denominator, and further rewriting
h(xi,w)i − h(xi,w)c = hi,c to unclutter the notation, we have
∂`(h(xi;w),yi)
∂wj
=
−∑i 6=c ∂hi,c∂wj exp(hi,c)
1 +
∑
i 6=c exp(hi,c)
∂2`(h(xi;w),yi)
∂wj∂wk
=
−∑i 6=c exp(hi,c)[ ∂2hi,c∂wj∂wk + ∂hi,c∂wj ∂hj,c∂wk ]
1 +
∑
i 6=c exp(hi,c)
+
∑
i6=c,l 6=c exp(hi,c)
∂hi
∂wj
exp(hl,c)
∂hl,c
∂wk
(1 +
∑
i 6=c exp(hi,c))2
(7)
and hence under the same condition that the loss in equation 7 tends to 0, i.e exp(hi,c) goes to 0,∀i,
both the gradient and the hessian also tend to 0. In practice, as the output per class cannot go to
infinity under finite numerical precision, neither the loss, gradient nor Hessian can go to zero. By
assuming differentiability into the softmax input h(xi,w) and expanding as a power series in the
weights w, the Hessian will be given by a polynomial multiplied by an exponential in the weights.
As the weights grow in size in order to reduce the loss, because the exponential goes to zero faster
than any polynomial grows to infinity, we expect the magnitude of the Hessian spectral norm and
trace to reduce. The combination of this exponential polynomial product can be seen explicitly for
motivational example in equation 3. One regularly employed weight reduction technique which is
L2 regularisation. Hence we investigate its effect on the spectrum of models trained with the cross
entropy loss, with and without L2 regularisation in section 4.
3.2 Hessian of feed forward neural network & the question of rank degeneracy
For a feed forward neural network, by considering the paths as shown in Figure 1a, it can be seen that
the input to neuron mk is given by
∑N1
nj
∑dx
i xiwxi,njwnj ,mk , where N1 is the number of neurons
in layer 1. Generalising this procedure we find for a neural network d− 1 hidden layers
hm =
d−1∏
l=1
Ni,l∑
ni,l=1
dx∑
i
xiwni,l,ni,l+1δ(ni,d = m) (8)
where ni,l1 = xi and we fix to the desired output class, through the delta function. The Hessian of
the loss in the small loss limit tends to
∂2`(h(xi;w),yi)
∂wφ,κ∂wθ,ν
→ −
∑
m 6=c
exp(hm)
[
∂2hm
∂wφ,κ∂wθ,ν
+
∂hm
∂wφ,κ
∂hm
∂wθ,ν
]
(9)
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Figure 1: Feed forward neural net illustration and Hessian spectrum for VGG-16 at various training
epochs on the CIFAR-10 dataset, along with rank degeneracy at the origin throughout training
[
∂2hm
∂wφ,κ∂wθ,ν
+
∂hm
∂wφ,κ
∂hm
∂wθ,ν
]
=
d−1∏
l=1
Ni,l∑
ni,l 6=[(φ,κ),(θ,ν)]
dx∑
i
xiwni,l,ni,l+1δ(ni,d = m)
+
( d−1∏
l=1
Ni,l∑
ni,l 6=(θ,ν)
dx∑
i
xiwni,l,ni,l+1δ(ni,d = m)
)( d−1∏
l=1
Nj,l∑
nj,l 6=(φ,κ)
dx∑
i
xiwnj,l,nj,l+1δ(nj,d = m)
)
(10)
Each product of weights contributes an object of rank-1 (as shown in section 2). Furthermore, the
rank of a product is the minimum of the constituent ranks, i.e rank(AB) = min rank(A,B). Hence
equation 10 is rank bounded by a 2(
∑
lNl + dx), where Nl is the total numbers of neurons in the
network. By rewriting the loss per-sample and repeating the same arguments and including the class
factor
∂2`
∂wk∂wl
= − ∂
2hq(i)
∂wk∂wl
+
∑
j exp(hj)
∑
i exp(hi)(
∂2hi
∂wk∂wl
+ ∂hi∂wk
∂hi
∂wl
)−∑i exp(hi) ∂hi∂wk ∑j ∂hj∂wl exp(hj)
[
∑
j exp(hj)]
2
(11)
We obtain a rank bound of 4dy(
∑
lNl+dx). To give some context, along with a practical application
of a real network and dataset, for the CIFAR-10 dataset, the VGG-16 [36] contains 1.6 × 107
parameters, the number of classes is 10 and the total number of neurons is 13, 416 and hence the
bound gives us a spectral peak at the origin of at least 1 − 577,6001.6×107 = 0.9639. In order to validate
this in practice, as we cannot eigendecompose any real neural network Hessia, we use the Lanczos
algorithm implementation to get a moment matched spectral approximation [11] and take the smallest
Ritz value to be the origin 2. As shown in Figure 1d, this bound is largely respected in practice and
where it is broken, this is because there is a Ritz value very close to the smallest at the origin, as
shown in Figure 1b. When there is a sufficient gap between the Ritz values, such as in Figure 1c the
rank degeneracy exceeds the bound.
4 Weight Decay and Sharpness
L2 regularisation is a well known trick of the trade, it is regularly used to help generalisation, having
been showed to reduce the effect of static noise on the target [24], furthermore low weight norm
solutions have been argued to help generalisation [39]. In this section we test the intuition from
section 3 that L2 regularisation should increase the sharpness of Hessian based measures. We find this
to be the case for Logistic Regression, multi layer perceptrons, small convolutional neural networks
and Wide Residual networks. For further experimental details, such as the learning rate schedule
(linear decay) employed and the finer details of the spectral visualisation method see Appendix A.
Where the Hessian is positive definite we report the trace and where not we report the Frobenius
norm as an alternative measure to the spectral norm.
Logistic Regression on MNIST: The simplest Neural Network model, corresponding to a 0 hidden
layer feed forward neural network, is the multi-class equivalent of Logistic Regression, the Softmax.
By the diagonal dominance theorem [6] the Hessian of logistic regression is positive semi-definite, so
the loss surface is convex, strictly convex with L2 regularisation. For a convex objective any local
2We note that taking more or less Lanczos steps can alter the result and if there is an eigenvalue near the
origin, the weight may split giving a lower value
5
minimum is by definition global and hence there is no complexity in distinguishing between minima.
Despite the convexity, there is no analytical solution to the Softmax and hence the system is solved
iteratively, using (stochastic) gradient descent. We run Logistic regression on the MNIST dataset
[25], splitting the training set into 45, 000 training and 5, 000 validation samples. The total parameter
count is 7850. We run for 10003 epochs with learning rate and momentum [0.03, 0.9] and various
levels of L2 regularisation on the grid λ ∈ [0, 0.0001, 0.0005]. The validation accuracy increases
incrementally with increased weight decay [93.48, 94, 94.08]. We plot the spectra of the final solution
in Figure 2. We note here that for increasing weight decay co-efficient, which corresponds to higher
performing testing solutions, the spectral norm increases, from λ1 = [12.26, 14.17, 15.84], the mean
eigenvalue also increases from µ = [0.0132, 0.0153, 0.0171]. This shows that greater Hessian based
measures of sharpness, occur for solutions with improved generalisation.
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Figure 2: Hessian spectrum for Logistic regression after 1000 epochs of SGD on the MNIST dataset,
for various L2 regularisation co-efficients λ
MLP: For the single layer perceptron on the MNIST dataset, with a hidden later of 100 units,
parameter count 9960, trained for 50 epochs with an identical schedule. We similarly find as shown
in Figure 3 that the addition of weight decay both increases the generalisation accuracy (from 94.4 to
96.7) but also increases the spectral norm. The Frobenius norm, which we use since the eigenvalues
are no longer all positive, hence sharp solutions with negative and positive directions could cancel,
is also increased from 0.12 to 0.16, indicating a sharper solution. The non regularised solution has
a training accuracy of 96.88 and the regularised solution of 96.65. We plot both the test error and
weight norm in Figure 3c.
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Figure 3: Hessian spectrum for MLP after 50 epochs of SGD on the MNIST dataset, for various L2
regularisation co-efficients λ
CNN: For the 9 layer convolutional neural network on the CIFAR-100 dataset, with parameter
count 1, 387, 108 trained on the CIFAR-100 dataset, with a learning rate of α = 0.03, ρ = 0.9 for
300 epochs. We also observe that adding weight decay increases the spectral norm in Figure 4 and
the Frobenius norm also from 0.01 to 0.02. In this particular case, the differential in training and test
loss of the non regularised solution is 1.89, whereas that of the regularised sharper solution is 1.57,
hence even accounting for different abilities to perform on the training data [82.2, 87.2] the sharper
solution is still less far away from its training loss estimate that the less sharp solution. We plot the
test error and weight norm in Figure 4c.
PreResNet-164 For the preactivated residual network on the CIFAR-100 dataset with parameter
count 1, 726, 388, we achieve a training accuracy of 99.89% with L2 regularisation and 99.99%
without. The validation performance is 77.36% with L2 and 73.12% without. The non regularised
solution, is significantly flatter, in spectral norm as shown in Figures 5a and 5b and in Frobenius
norm, with a value of 5× 10−5 instead of 3× 10−3.
3we specifically use an abnormally large number of epochs to make sure that convergence is not an issue
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Figure 4: Hessian spectrum for CNN after 300 epochs of SGD on the CIFAR-100 dataset, for various
L2 regularisation co-efficients λ
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Figure 5: Hessian spectrum for PreResNet-164 after 300 epochs of SGD on the CIFAR-100 dataset,
for various L2 regularisation co-efficients λ
WideResNet-28× 10: For the wide residual network on the CIFAR-100 dataset, with parameter
count 36, 546, 980, the training accuracy with weight decay is > 99.99% and > 99.995% without.
However the validation accuracies differ by more than 5% and consistent with the rest of this
paper, the unregularised solution, which performs worse in terms of test accuracy and test loss, is
significantly flatter, as shown in Figure 6. The non regularised solution has a spectral norm almost
30× smaller, and the Frobenius norm is 2.3× 10−7 as opposed to the regularised solutions value of
1× 10−4. We plot the rank degeneracy, using the same method as in Section 3.2.
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Figure 6: Hessian spectrum for WideResNet28 × 10 after 300 epochs of SGD on the CIFAR-100
dataset, for various L2 regularisation co-efficients λ, Batch Norm Train mode
How does batch normalisation affect curvature? During training both the mean and variance
of the batch normalisation layers are adapted to the specific batch, whereas at evaluation they are
fixed (to their exponentially moving average). This is done so that the transforms can function even
if the prediction set is only 1 sample4. Previous works investigating neural network Hessia [30, 8]
do not consider this free parameter in batch-normalisation and its effect on the spectrum. From
a sharpness and generalisation perspective, we would consider that it is the model that is making
predictions that we should evaluate. Changing batch normalisation to the evaluation mode, we
find that a somewhat different curvature profile, as shown in Figure 7. In this case the sharpness
of the regularised solution in terms of the spectral norm is nearly 1000 times larger than that of
the regularised, better generalising solution. The Frobenius norm, for the regularised solution is
4.9× 10−5 as opposed to 9.8× 10−12, so O(107) larger.
5 Sharpness and Adaptive optimisation
Given that all high performing solutions use some form of weight regularisation, we consider whether
sharpness can be a useful indicator in the wild for the same neural network trained on the same dataset,
but with alternative optimisers and schedules. We use the VGG-16 with batch-normalisation on the
CIFAR-10/100 datasets. We use the Gadam optimiser [13], which combines Adam Kingma and
Ba [23], decoupled weight decay and iterate averaging to achieve improved generalisation without
4a 1 sample set has no variance
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Figure 7: Hessian spectrum for WideResNet28 × 10 after 300 epochs of SGD on the CIFAR-100
dataset, for various L2 regularisation co-efficients λ, batch norm evaluation mode
compromising adaptivity. We use a decoupled weight decay of 0.35/0.25 and a learning rate of
0p0005 For SGD we use a weight decay of 3/5 × 10−4 and a learning rate of 0.1. We plot the
validation accuracy curve for CIFAR-100 in Figure 8c, whilst we see clearly Gadam clearly generalise
better than SGD. As shown in Figures 8a and 8b, the spectral norm of the better performing Gadam
solutions is almost 40× larger than the SGD solution, the Frobenius norm of Gadam is 0p02 as
opposed to 0p0001 for SGD. Both solutions give similar training performance, with Gadam 99.81
and SGD 99.64. For CIFAR-10 although the generalisation gap is smaller, we see a similar picture,
as shown in Figure 9. The Frobenius norm of the Gadam solution is 1.55 × 10−3 as opposed to
1.43× 10−5.
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Figure 8: Hessian spectrum for VGG-16BN after 300 epochs of SGD on the CIFAR-100 dataset, for
various optimisation algorithms [SGD, Gadam], batch norm train mode
When batch normalisation is set to evaluation mode, we find a very similar picture. With the spectral
norm still 35× larger for the better performing solution. The Frobenius norm is also 0p04 instead of
1.3× 10−5 for CIFAR-100 and 0p012 instead of 7.7× 10−7 for CIFAR-10.
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Figure 9: Hessian spectrum for VGG-16BN after 300 epochs of SGD on the CIFAR-10 dataset, for
various optimisation algorithms [SGD, Gadam], batch norm train mode
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Figure 10: Hessian spectrum for VGG-16BN after 300 epochs of SGD on the CIFAR-100 dataset,
for various optimisation algorithms [SGD, Gadam], batch norm evaluation mode
6 Conclusion
In this paper, we consider the deep linear model under the exponential loss, which we analytically
show has similar properties to the feed forward neural network under the cross entropy loss. We
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derive a bound for the rank degeneracy of the Hessian and reason that Hessian based measures of
flatness should tend to zero as the loss also tends to zero. Based on this intuition we investigate
whether L2 regularisation, known to improve generalisation, makes the Hessian sharper. We find
that for logistic regression, multi-layer perceptrons, CNNs, pre-activated and wide residual networks,
that this is the case. We show that the effect is increased in magnitude when using batch norm in
evaluation mode. We further show that alternative adaptive optimisation algorithms which are tuned
to give good generalisation performance, can give significantly sharper optima than their non adaptive
counterparts. This raises large questions about the applicability of sharp and flat minima in practice
as well as theory.
7 Broader Impact of the work
Given the importance of achieving strong hold out test set performance for a wide variety of real
world applications, understanding what affects generalisation is a huge and fundamental research
question. Certain papers attempt to shed light on this by running a huge amount of experiments, e.g
[20]. The computational expenditure comes at a huge financial, environmental and opportunity cost.
In this paper we give a strong theoretical argument, along with several showcasing experiments as
to why traditional Hessian based measures of sharpness, such as the trace, Frobenius and spectral
norms should be abandoned when considering generalisation. A potential and very real impact is that
algorithms which seek to improve generalisation, or studies which evaluate traditional measures no
longer take these measures into account. This could reduce the carbon and financial footprint of this
line of work. Since this result is largely theoretical, we do not see immediate impact on democratic
institutions, privacy, security or well-being. But related work which may make use of these findings
to discover more effective generalisation metrics, could be used to improve models with applications
in surveillance eroding privacy or military applications with intent to harm and so we ask that other
researchers consider the potential consequences when utilising our work.
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A Experiment Details
A.1 Image Classification Experiments
Hyperparameter Tuning For SGD and Gadam, we set the momentum parameter to be 0.9 whereas
for Adam, we set (β1, β2) = (0.9, 0.999) and  = 10−8, their default values. For SGD, we use
a grid searched initial learning rates in the range of [0p01, 0p03, 0.1] for all experiments with a
fixed weight decay; for Adam and all its variants, we use grid searched initial learning rate range of
[10−4, 3× 10−3, 10−3]. After the best learning rate has been identified, we conduct a further search
on the weight decay, which we find often leads to a trade off between the convergence speed and final
performance. For CIFAR experiments, we search in the range of [10−4, 10−3] whereas for ImageNet
experiments, we search in the range of [10−6, 10−5]. For decoupled weight decay, we search the
same range for the weight decay scaled by initial learning rate.
A.2 Experimental Details
For all experiments with SGD, we use the following learning rate schedule for the learning rate at the
t-th epoch, similar to [17]:
αt =

α0, if tT ≤ 0.5
α0[1− (1−r)(
t
T −0.5)
0.4 ] if 0.5 <
t
T ≤ 0.9
α0r, otherwise
(12)
where α0 is the initial learning rate. In the motivating logistic regression experiments on MNIST, we
used T = 50. T = 300 is the total number of epochs budgeted for all CIFAR experiments. We set
r = 0p01 for all experiments. For experiments with iterate averaging, we use the following learning
rate schedule instead:
αt =

α0, if tTavg ≤ 0.5
α0[1− (1−
αavg
α0
)( tT −0.5)
0.4 ] if 0.5 <
t
Tavg
≤ 0.9
αavg, otherwise
(13)
where αavg refers to the (constant) learning rate after iterate averaging activation, and in this paper
we set αavg = 12α0. Tavg is the epoch after which iterate averaging is activated, and the methods
to determine Tavg was described in the main text. This schedule allows us to adjust learning rate
smoothly in the epochs leading up to iterate averaging activation through a similar linear decay
mechanism in the experiments without iterate averaging, as described above.
B Lanczos algorithm
In order to empirically analyse properties of modern neural network spectra with tens of millions of
parameters N = O(107), we use the Lanczos algorithm [28], provided for deep learning by Granziol
et al. [11]. It requires Hessian vector products, for which we use the Pearlmutter trick [31] with
computational costO(NP ), whereN is the dataset size and P is the number of parameters. Hence for
m steps the total computational complexity including re-orthogonalisation is O(NPm) and memory
cost of O(Pm). In order to obtain accurate spectral density estimates we re-orthogonalise at every
step [28]. We exploit the relationship between the Lanczos method and Gaussian quadrature, using
random vectors to allow us to learn a discrete approximation of the spectral density. A quadrature
rule is a relation of the form, ∫ b
a
f(λ)dµ(λ) =
M∑
j=1
ρjf(tj) +R[f ] (14)
for a function f , such that its Riemann-Stieltjes integral and all the moments exist on the measure
dµ(λ), on the interval [a, b] and where R[f ] denotes the unknown remainder. The nodes tj of the
Gauss quadrature rule are given by the Ritz values and the weights (or mass) ρj by the squares of
the first elements of the normalized eigenvectors of the Lanczos tri-diagonal matrix [9]. The main
properties of the Lanczos algorithm are summarized in the theorems 1,2
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Theorem 1. Let HN×N be a symmetric matrix with eigenvalues λ1 ≥ .. ≥ λn and corresponding
orthonormal eigenvectors z1, ..zn. If θ1 ≥ .. ≥ θm are the eigenvalues of the matrix Tm obtained
after m Lanczos steps and q1, ...qk the corresponding Ritz eigenvectors then
λ1 ≥ θ1 ≥ λ1 − (λ1 − λn) tan
2(θ1)
(ck−1(1 + 2ρ1))2
λn ≤ θk ≤ λm + (λ1 − λn) tan
2(θ1)
(ck−1(1 + 2ρ1))2
(15)
where ck is the chebyshev polyomial of order k
Proof: see [10].
Theorem 2. The eigenvalues of Tk are the nodes tj of the Gauss quadrature rule, the weights wj
are the squares of the first elements of the normalized eigenvectors of Tk
Proof: See [9]. The first term on the RHS of equation 14 using Theorem 2 can be seen as a discrete
approximation to the spectral density matching the first m moments vTHmv [9, 10], where v is the
initial seed vector. Using the expectation of quadratic forms, for zero mean, unit variance random
vectors, using the linearity of trace and expectation
EvTr(vTHmv) = TrEv(vvTHm) = Tr(Hm) =
N∑
i=1
λi = N
∫
λ∈D
λdµ(λ) (16)
The error between the expectation over the set of all zero mean, unit variance vectors v and the monte
carlo sum used in practice can be bounded [16, 33]. However in the high dimensional regimeN →∞,
we expect the squared overlap of each random vector with an eigenvector of H , |vTφi|2 ≈ 1N ∀i,
with high probability. This result can be seen by computing the moments of the overlap between
Rademacher vectors, containing elements P (vj = ±1) = 0.5. Further analytical results for Gaussian
vectors have been obtained [2].
C Mathematical Preliminaries
For an input/output pair [x ∈ Rdx ,y ∈ Rdy ] and a given model h(·; ·) : Rdx × RP → Rdy . Without
loss of generality, we consider the family of models functions parameterized by the weight vector w,
i.e.,H := {h(·;w) : w ∈ RP }, with a given loss `(h(x;w),y) : Rdy × Rdy → R.
The empirical risk (often denote the loss in deep learning), its gradient and Hessian are given by
Remp(w) =
1
N
N∑
i=1
`(h(xi;w),yi), gemp(w) = ∇Remp, Hemp(w) = ∇2Remp (17)
The Hessian describes the curvature at that point in weight space w and hence the risk surface can be
studied through the Hessian. By the spectral theorem, we can rewriteHemp(w) =
∑P
i=1 λiφiφ
T
i in
terms of its eigenvalue, eigenvector pairs [λi,φi]. In order to characteriseHemp(w) by a single value,
authors typically consider the spectral norm, which is given by the largest eigenvalue ofHemp(w) or
the normalised trace, which gives the mean eigenvalue. The Hessian contains P 2 elements, so cannot
be stored or eigendecomposed for all but the simplest of models. Stochastic Lanczos Quadrature can
be used [28], with computational complexity O(P ) to give tight bounds on the extremal eigenvalues
and good estimations of Tr(H) and Tr(H2), along with a moment matched approximation of the
spectrum. We use the Deep Learning implementation provided by Granziol et al. [11]. DNNs are
typically trained using stochastic gradient descent with momentum, where we iteratively update the
weights
zk+1 ← ρzk +∇R(wk)
wk+1 ← wk − αzk+1 (18)
Where ρ is the momentum. The gradient is usually taken on a randomly selected sub-sample of size
B  N . An epoch is defined as a full training pass of the data, so comprises ≈ N/B iterations.
Often L2 regularisation (also termed weight decay) is added to the loss, which corresponds to
Remp(w)→ Remp(w) + µ/2||w||2.
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D Low Rank further investigation
We provide extensive experimental validation of the low rank nature for both the VGG-16 and
PreResNet-110 on the CIFAR-100 datasets in Sections D.1 and D.2.
Experimental Setup: Given that Hessians have P 2 elements with a full inversion cost of O(P 3)
which is infeasible for large neural networks. Counting the number of 0 eigenvalues (which sets the
degeneracy) is not feasible in this manner. Furthermore, there would still be issues with numerical
precision, so a threshold would be needed for accurate counting. Hence, based on our understanding
of the Lanczos algorithm, discussed in section B, we propose an alternative method. We know that m
steps of the Lanczos method, gives us an m-moment matched spectral approximation of the moments
of vTHv, where in expectation over the set of zero mean unit variance random vectors this is equal
to the spectral density ofH . Each eigenvalue, eigenvector pair estimated by the Lanczos algorithm is
called a Ritz-value/Ritz-vector. We hence take m 1, where typically and for consistency we take
m = 100 in our experiments. We then take the Ritz value closest to the origin and take that as a proxy
for the 0 eigenvalue and report its weight. One weakness of this method is that for a large value of m,
since the Lanczos algorithm finds a discrete moment matched spectral algorithm, is that the spectral
mass near the origin, may split into multiple components and counting the largest thereof or closest
to the origin may not be sufficient. We note this problem both for the PreResNet-110 and VGG-16 on
the CIFAR-100 dataset shown in Figure 11. Significant drops in degeneracy occur at various points
in training and occur in tandem with significant changes in the absolute value of the Ritz value of
minimal magnitude. This suggests the aforementioned splitting phenomenon is occurring. This issue
is not present in the calculation of the generalised Gauss Newton, as the spectrum is constrained to
be positive definite, so there is a limit to the extent of splitting that may occur. In order to remedy
this problem, for the Hessian we calculate the combination of the two closest Ritz values around the
centre and combine their mass. We consider this mass and the weighted average of their values as the
degenerate mass. An alternative approach could be to kernel smooth the Ritz weights at their values,
but this would involve another arbitrary hyper-parameter σ.
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Figure 11: Rank degeneracy D evolution throughout training using the VGG-16 and PreResNet-110
on the CIFAR-100 dataset, the weight corresponds to the spectral mass of the Ritz value D
D.1 VGG16
For the VGG-16, which forms the reference model for this paper, we see that for both the generalised
Gauss-Newton (shown in Figure 12b) and the Hessian (shown in Figure 12d) that the rank degeneracy
is extremely high. For the GGN, the magnitude of the Ritz value which we take to be the origin, is
extremely close to the threshold for GPU precision, as shown in Figure 12b. For the Hessian, for
which we combine the two smallest absolute value Ritz values, we have as expected an even larger
spectral degeneracy. The weighted average, also gives a value very close to 0, as shown in Figure 12d.
Although the combined weighted average is much closer to the origin, than that of the lone spectral
peak, shown in Figure 11, which indicates splitting, we do not get as close to the GPU precision
threshold.
D.2 PreResNet110
We repeat the same experiments in section D.1 for the preactivate residual network with 110 layers,
on the same dataset. The slight subtlety is that as explained in Section ??, we can calculate the spectra
in both batch normalisation and evaluation mode. Hence we report results for both, with the main
finding, that the empirical Hessian spectra are consistent with large rank degeneracy.
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Figure 12: Rank degeneracy evolution throughout training using the VGG-16 on the CIFAR-100
dataset, total training 225 epochs, the Ritz value corresponds to the value of the node which we assign
to 0
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Figure 13: Generalised Gauss Newton rank degeneracy evolution throughout training using the
PreResNet-110 on the CIFAR-100 dataset, total training 225 epochs, the Ritz value corresponds to
the value of the node which we assign to 0
D.2.1 Generalised Gauss Newton
D.2.2 Hessian
0 50 100 150 200
0.97
0.98
0.99
(a) BN-train Degeneracy
0 50 100 150 200
0.001
0.000
0.001
(b) BN-train Ritz Value
0 50 100 150 200
0.985
0.990
(c) BN-eval Degeneracy
0 50 100 150 200
0.00025
0.00000
0.00025
0.00050
(d) BN-eval Ritz Value
Figure 14: Hessian rank degeneracy evolution throughout training using the PreResNet-110 on the
CIFAR-100 dataset, total training 225 epochs, the Ritz value corresponds to the value of the node
which we assign to 0
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