A nonparametric Bayesian approach to co-clustering ensembles is presented. Similar to clustering ensembles, coclustering ensembles combine various base co-clustering results to obtain a more robust consensus co-clustering. To avoid pre-specifying the number of co-clusters, we specify independent Dirichlet process priors for the row and column clusters. Thus, the numbers of row-and column-clusters are unbounded a priori; the actual numbers of clusters can be learned a posteriori from observations. Next, to model non-independence of row-and column-clusters, we employ a Mondrian Process as a prior distribution over partitions of the data matrix. As a result, the co-clusters are not restricted to a regular grid partition, but form nested partitions with varying resolutions. The empirical evaluation demonstrates the effectiveness of nonparametric Bayesian co-clustering ensembles and their advantages over traditional co-clustering methods.
Introduction.
Ensemble methods have been a major success story in machine learning and data mining, particularly in classification and regression problems. Recent work has also focused on clustering, where ensembles can yield robust consensus clusterings [19, 20, 7, 6, 11] . In this paper we contribute to this line of research by studying the application of ensembles to co-clustering, the problem of simultaneously clustering the rows and columns of a data matrix into row-and column-clusters to achieve homogeneity in the blocks in the induced partition of the data matrix.
Our approach to co-clustering ensembles is a nonparametric Bayesian approach based on the Dirichlet process and the Mondrian process. While nonparametric Bayesian methods have previously been used in coclustering [12] , to allow the number of row clusters and column clusters to be random and inferred from the data, our work makes use of nonparametric Bayesian ideas to model co-clustering ensembles. In particular, we develop a model-based approach to ensembles that explicitly models the way in which multiple coclusterings differ from each other and from a consensus co-clustering.
One way in which multiple co-clusterings can arise is via different local optima of a single base co-clustering method. Rather than selecting one of these optima, our approach explicitly recognizes the possibility that these local optima may contribute distinct, complementary perspectives on the co-clustering problem, in which case all optima should contribute to the formation of a consensus co-clustering. It is worth noting that this issue arises in many problems in which there is combinatorial structure, and our model-based approach to ensembles may have applications beyond co-clustering.
Most co-clustering algorithms [4, 17, 18, 21] assume that row-and column-clusters are variation independent; i.e., individual co-clusters are obtained as the product of row-and column-clusters. This partitions the data matrix into a regular grid. This assumption of variation independence is inappropriate in situations exhibiting context-specific independence (for example, one cannot represent the situation in which, for some rows, a given set of columns is partitioned into several clusters, whereas for other rows, the columns form a single undifferentiated cluster). Recent work has explored a nonparametric prior known as the Mondrian processes that relaxes this assumption [15] . A sample drawn from a two-dimensional Mondrian process is a random partition over a matrix that is not constrained to be a regular grid. In this paper we explore ensemble versions of both kinds of base co-clustering method. Specifically we develop (1) a Dirichlet process-based co-clustering ensemble model (DPCCE), which assumes independent Dirichlet process mixture priors for rows and columns; and (2) a Mondrian process-based co-clustering ensemble model (MPCCE) that places a Mondrian process prior over the matrix partitions. For both the DPCCE and the MPCEE, the number of blocks is not fixed a priori, but is open-ended and inferred from the data.
This paper is organized as follows. We review related work in Section 2 and introduce some necessary background in Section 3. We then propose two new nonparametric Bayesian co-clustering ensemble models in Sections 4 and 5. Experimental results are presented in Section 6, followed by our conclusions in Section 7.
Related Work.
Co-clustering is an active area of research. Dhillon et al. [4] introduced an information-theoretic co-clustering approach based on hard partitions. Shafiei et al. [17] proposed a soft-partition co-clustering method called "Latent Dirichlet Co-clustering." This model, however, does not cluster rows and columns simultaneously. A Bayesian Co-Clustering (BCC) model has been proposed in [18] . BCC maintains separate Dirichlet priors for row-and column-cluster probabilities. To generate an entry in the data matrix, the model first generates the row and column clusters for the entry from their respective Dirichlet-multinomial distributions. The entry is then generated from a distribution specific to the rowand column-cluster. Like the original Latent Dirichlet Allocation (LDA) [3] model, BCC assumes symmetric Dirichlet priors for the data distributions given the rowand column-clusters. Shan and Banerjee [18] proposed a variational Bayesian algorithm to perform inference. In [21] the authors developed a collapsed Gibbs sampling and a collapsed variational Bayesian algorithm to perform inference.
While clustering ensembles have been explored by researchers to provide robust solutions to the problem of clustering [19, 20, 7, 6, 11] , co-clustering ensembles have received little attention. An exception is the projective clustering method in [10] , where the authors formulate co-clustering ensembles as an optimization problem which involves both data and feature clustering.
3 Background.
3.1 Dirichlet Process. The Dirichlet process (DP) [5] is an infinite-dimensional generalization of the Dirichlet distribution. Formally, let S be a set, G 0 a measure on S, and α 0 a positive real number. The random probability distribution G on S is distributed as a DP with concentration parameter α 0 (also called the pseudo-count) and base measure G 0 if, for any finite partition {B k } 1≤k≤K of S:
Let G be a sample drawn from a DP. Then with probability 1, G is a discrete distribution [5] . Further, if the first N − 1 draws from G yield K distinct values θ * 1:K with multiplicities n 1:K , then the probability of the N th draw conditioned on the previous N − 1 draws is given by the Pólya urn scheme [2] :
The DP is often used as a nonparametric prior in Bayesian mixture models [1] . Assume the data are generated from the following generative procedure:
where the F (·|θ n ) are probability distributions known as mixture components. There typically are duplicates among the θ 1:N ; thus, multiple data points are generated from the same mixture component. It is natural to define a cluster as those observations generated from a given mixture component. This model is known as the Dirichlet process mixture (DPM) model. Although any finite sample contains only finitely many clusters, there is no bound on the number of clusters and any new data point has non-zero probability of being drawn from a new cluster [13] . Therefore, DPM is known as an "infinite" mixture model.
The DP can be generated via the stick-breaking construction [16] . Stick-breaking draws two infinite sequences of independent random variables, v k ∼ Beta(1, α 0 ) and θ * k ∼ G 0 for k = {1, 2, · · · }. Let G be defined as:
where π = π k |k = 1, 2, · · · are mixing proportions and δ(θ) is the distribution that samples the value θ with probability 1. Then G ∼ Dir(α 0 , G 0 ). It is helpful to use an indicator variable z n to denote which mixture component is associated with x n . The generative process for DPM model using the stickbreaking construction is:
The most popular inference method for DPM is MCMC [13] . Here we briefly introduce Gibbs sampling for DPM when F (·|θ * zn ) and G 0 are conjugate. Conditional on observations {x n } n∈{1,··· ,N } sampled from G and values {z n } n∈{1,··· ,N } for the indicator variables, the posterior density function for the parameter θ * k for the k th cluster is also a member of the conjugate family:
is the indicator function, f (x|θ) is the density (or mass) function for F (·|θ), g(θ|ζ 0 ) is the density function for G 0 , and g(θ * k |ζ * k ) is the posterior density function, with parameter ζ * k obtained using the conjugate updating rule. Conditional on the next indicator variable z N −1 , the predictive distribution for the next data point is given by:
can also be obtained in closed form. Having integrated out the parameters, it is necessary to Gibbs sample only the indicator variables. The conditional probability for sampling the indicator variable for the i th data point is given as follows. For populated clusters k ∈ {z n } n∈{1,··· ,i−1,i+1,··· ,N } ,
Here, n ¬i k is the number of data points other than x i assigned to the k th cluster, and g(θ * k |ζ * ¬i k ) is the posterior density for the k th cluster parameter given all observations except x i . If z i / ∈ {z n } n∈{1,··· ,i−1,i+1,··· ,N } is a singleton cluster and k = z i , or if z i ∈ {z n } n∈{1,··· ,i−1,i+1,··· ,N } is not a singleton cluster and k = N + 1, the predictive probability is:
Eq (3.5) is the probability of assigning x i to the k th existing cluster, while Eq (3.6) is the probability of assigning x i to its own singleton cluster.
Additional details on DPM inference can be found in [13, 14] .
Mondrian Process. A Mondrian process
generates random partitions of a rectangle as follows [15] : The parameter λ, called the budget, controls the overall number of cuts in the partition. At each stage, a random cost E is drawn and compared to the budget. If E exceeds the budget, the process halts with no cuts; otherwise, a cut is made at random, the cost is subtracted from the budget, and the process recurses on the two sub-rectangles, each being drawn independently from its own MP distribution.
The cost E of cutting the rectangle (a, A) × (b, B) is distributed exponentially with mean equal to 1/(A−a+ B − b), the inverse of the combined length of the sides. That is, for fixed λ, a longer perimeter tends to result in a lower cost. The parameter λ can be viewed as a rate of cut generation per unit length of perimeter. If a cut is made, it has horizontal or vertical direction with probability proportional to the lengths of the respective sides, and its placement is uniformly distributed along the chosen side. After a cut is made, a new budget λ = λ − E is calculated, and the sub-rectangles are independently partitioned according to a Mondrian process with rate λ . That is, if the cut splits the horizontal side into (a, x) and (x, A), then the two subrectangle processes are
), respectively. Conversely, for a vertical cut into (b, x) and (x, B), the subrectangle processes are
The one-dimensional Mondrian process reduces to a Poisson process. The MP shares with the Poisson process the self-consistency property that its restriction to a subspace is a Mondrian process with the same rate parameter as the original Mondrian process. As with the Poisson process, one can define a non-homogeneous MP by sampling the cuts non-uniformly according to a measure defined along the sides of the rectangle [15] . Here, we consider only the homogeneous MP.
Algorithm 1 samples a Mondrian process M with rate λ on a 2-dimensional space (a, A) × (b, B). Additional details on the Mondrian Process can be found in [15] .
Dirichlet
Process-based Co-clustering Ensembles.
4.1 DPCCE Generative Model. Following general practice in the clustering ensemble literature, [19] , the DPCCE model does not specify a probabilistic model for the original R × C data matrix X, but rather models the output of M base co-clusterings ϕ m |m ∈ {1, 2, · · · , M } . The base co-cluster ϕ m partitions the rows and columns of the data matrix into I m row clus-
ters and J m column clusters. We assume that rows and columns are clustered independently by the base clusterings, resulting in a grid-style partition. That is, all entries in a given row (column) are assigned to the same row (column) cluster. The base co-clusterings are organized into a R × C × M array Y , where the entries y rcm = y According to the DPCCE model, the observations Y are generated from independent row and column Dirichlet process mixture models with pseudo-counts α R and α C , and row and column base measures G are independent draws from a T -dimensional discrete distribution with parameter θ * C km , where k = z C c is the column-cluster indicator for row r.
Formally, the generative process for DPCCE is: Figure 1 : The DPCCE models.
•
• Set mixture weights for consensus row-clusters π
• Set mixture weights for consensus column-clusters π
• Draw parameters for consensus column-clusters
• For each row r:
-Draw consensus row-cluster z R¬r is:
when the cluster index l appears among the indices in z R¬r , and
when the cluster index k appears among the indices in z C¬c , and is the number columns assigned to the same column-cluster as the c th column by ϕ m excluding the c th column. Table 1 summarizes notation used throughout the paper.
Mondrian
MPCCE Generative Model. The Mondrian
Process-based Co-clustering Ensemble (MPCCE) model generalizes the grid-style partitions of the DPCCE to allow different resolutions in different parts of the data matrix. The non-regular partitions generated by the MP provide increased flexibility and parsimony.
A sample drawn from a two-dimensional Mondrian Process partitions a rectangle using axis-aligned cuts, as illustrated in Figure 2 (left). If we overlay this partition on a data matrix, we can identify each block with a cocluster consisting of entries falling inside the block. The model replaces the independent row clusters and column clusters of the DPCCE model with a set of co-clusters. It is more natural to deal with these co-clusters directly, rather than with row-and column-clusters separately. To achieve the same level of resolution with a grid-style partition would require a much less parsimonious model, as shown in Figure 2 (right).
The MPCCE generative process, depicted in Figure  3 , puts a two-dimensional MP prior on partitions of the data matrix. Following [15] , we treat a MP prior as generating a partition M over the unit square [0, 1] × [0, 1]. Rows and columns of the data matrix are mapped to vertical and horizontal coordinates of the unit square through latent variables ξ r and η c . The latent variables ξ = ξ r |r ∈ {1, · · · , R} and η = η c |c ∈ {1, · · · , C} act like permutations of the rows and columns of the data matrix. The partition M and the latent variables ξ and η determine a partition over the original data matrix.
As with DPCCE and standard practice in the clustering ensemble literature and model the variables y rcm that denote the co-cluster ID assigned to the entry in row r and column c by the m th base clustering ϕ m . The co-cluster ID y rcm ranges from 1 to J m , the number of co-clusters output by ϕ m . We assume that y rcm is sampled from a discrete distribution with parameter θ mk , namely p(y rcm = j m ) = θ mkjm , where k is the block of M corresponding to row r and column c, and the parameter θ mk is sampled from a symmetric J mdimensional Dirichlet distribution.
Formally, the generative process for the base clusterings Y proceeds as follows: 
We can integrate out the model parameter θ because of conjugacy:
where N k denotes the number of entries in the k th block of M, and N y··m=jm k denotes the number of entries in both the k th block of M and the j m th co-cluster of ϕ m .
We perform Gibbs sampling on the row and column coordinates ξ and η. Since ξ r and η c have uniform prior distributions, their posterior distributions are piece-wise constant [15] . Define
h is the position of the h th horizontal cut of the total L R horizontal cuts in M. The conditional probability that ξ r falls in the interval (χ
.
g is the position of the g th vertical cut of the total L C vertical cuts in M. The conditional probability that η c falls in the interval (χ
In these equations, the superscripts ¬r and ¬c mean that the r th row and c th column are excluded in the respective counts. Accordingly, we have:
Reversible jump MCMC (RJMCMC) [9] is used to sample from the posterior distribution p(M| Y , ξ, η, β, λ). A state M consists of a tree of blocks and a vector ζ of parameters. The parameters consist of a cost E k and a location χ k of the cut to each non-leaf block of the tree. The location χ k ranges between zero and τ k , where τ k is half the length of the block perimeter. If χ k is less than the width of the block, a vertical cut is made at position χ k along the width; otherwise, a horizontal cut is made along the height of the block at position equal to χ k minus the block width.
Each MCMC proposal either removes a pair of sibling leaf blocks or adds a cut to a leaf block. When a leaf block k is split into child blocks k and k , the parameter ζ is extended to ζ, E k , χ k . When a split is removed, the associated cost E k and location χ k are removed from ζ, E k , χ k to obtain ζ. RJMCMC maintains reversibility of moves by adding auxiliary parameters so that moves occur between spaces of equal dimensions. When proposing to add a cut, we augment the current parameter ζ t and define a bijection between the augmented parameter ζ t , u 1 , u 2 and the proposed parameter ζ t+1 = ζ t , E k , χ k :
Similarly, when proposing to remove a cut, we augment the proposed state ζ t+1 and define a bijection between the current state ζ t and the augmented proposed state ζ t+1 , u 1 , u 2 :
The proposal distribution Q(M t+1 ; M t ) chooses with equal probability whether to add or remove a cut, and uses a uniform discrete distribution to sample the block at which to add or remove the cut. When a cut at block k is being added, Q(M t+1 ; M t ) proposes a location χ k from a uniform distribution and a cost E k from an exponential distribution with parameter τ k . When a cut at block k is being removed, Q(M t+1 ; M t ) sets the new parameter ζ t+1 deterministically by removing the cost E k and location χ k from the current state ζ t , and the auxiliary parameters are then sampled from a distribution q(u 1 , u 2 ). The parameter u 1 is sampled from the same exponential distribution used to sample the cost of a new cut at k, and the parameter u 2 is sampled from the same uniform distribution used to sample the location of a new cut at k.
Following [9] , the proposal to remove a cut is accepted if α drawn from U nif orm(0, 1) satisfies:
is the Jacobian of g remove t→t+1 ( ζ t ). The acceptance probability for adding a cut is obtained in a similar manner. See [9] for details on RJMCMC.
To calculate the acceptance ratio in Equation (5.18), we need to calculate two ratios .
The first of these involves only the proposal distributions, and is straightforward to calculate. The second of these, the ratio of posterior probabilities of M t+1 and M t , is equal to the prior odds ratio times the likelihood ratio:
where L(M t+1 ) and L(M t ) are the likelihood of M t+1 and M t , which are defined as:
,
For a proposal to remove a cut of block k into blocks k and k , the prior odds ratio is given by:
where ω k is the probability that sampling terminates with no cut at block k; this happens when the cost E k exceeds the budget λ k . The cut cost E k is generated from an exponential distribution with parameter τ k . Thus, the probability of terminating with no split at block k is given by:
Similarly, ω k = exp(−τ k λ k ) and ω k = exp(−τ k λ k ). Note that a block's budget is equal to its parent's budget minus the cost of cutting the parent. Thus, λ k = λ k = λ k −E k ; and λ k can be computed recursively from the budgets and cut costs of its ancestors.
A similar calculation gives the acceptance ratio for adding a random cut to M t to generate M t+1 . The inference procedure for MPCCE is given in Algorithm 2.
number of user clusters to 20, the number of occupation categories, and the number of movie clusters to 19, the number of genres. For Jester, we used 5 joke clusters and 20 user clusters; this is the number of clusters given in the data description. The pseudo-counts of the DP priors for both rows and columns in DPCC and DPCCE are set to 20. We ran DPCC and MPCC five times with different random initializations, to generate five base co-clustering results. We then ran DPCCE and MPCCE based on the DPCC and MPCC results, respectively. We repeated DPCCE and MPCCE five times, each time with five different base co-clusterings. For MPCCE and MPCC we set the budget λ = 1, and let µ d be Lebesgue measure. We ran DPCC and DPCCE for 3000 iterations, and MPCC and MPCCE for 1000 iterations.
We evaluated the models using perplexity: perp( X) = exp(−(log p( X))/N ), where N is the number of non-missing entries in X. For the two real datasets, we report perplexity on both training and test sets; for the synthetic data, we report only training perplexity. If the chain mixes well and is run sufficiently long, each sample of five DPCC or MPCC results used to fit the DPCCE and MPCCE models can be viewed as a sample from the DPCC or MPCC posterior distribution, respectively. We therefore also evaluated a model averaging approach, in which we calculated the perplexity based on the average of the five DPCC or MPCC likelihood results.
6.3 Results. We present two main experimental comparisons: (a) perplexity comparisons on the synthetic data and the training sets for the real datasets; and (b) perplexity comparisons on the test sets for the real datasets.
Perplexity Comparison on Training
Datasets. Figure 2 (left) shows the original non-grid style synthetic data matrix. After permuting its rows and columns, this matrix was input to the base coclustering algorithms for DPCCE and MPCCE. Figure  2 (right) shows the corresponding grid-style partition of the original synthetic data matrix. Clearly, the grid-style partition of DPCCE over-segments the data, whereas the partition provided by MPCCE reflects the actual data distribution. Table 2 shows the perplexity results for the training data. Each entry shows an average perplexity over five runs 3 , with the standard deviation of the average shown in parentheses. The benefit of the non-grid parti- Figure 4 plots the log-likelihoods on the Jester dataset for 5 MPCC runs and one MPCCE run initialized with iteration 1000 of the 5 MPCC runs. For comparison, we also continued the MPCC runs for another 1000 iterations. All chains appear to have reached different local optima. The local optimum for MPCCE has higher likelihood than all five MPCC local optima. The Potential Scale Reduction Factor MCMC diagnostic [8] for the 5 MPCC log-likelihood values plotted in Figure 4 is 3.0043, which is also indicative of nonconvergence. The other MPCC and MPCCE runs followed the same pattern. These results suggest that the ensemble method finds superior local optima for samplers that mix poorly. Note running MPCCE for 1000 iterations requires less computation time than continuing the 5 MPCC runs for a second 1000 iterations, and results in a superior local optimum.
Perplexity Comparison on Test Datasets.
Predictive performance was evaluated by measuring perplexity on the test data for the two real datasets. Table 3 shows the prediction comparison results. Again, the results are reported as an average perplexity over multiple predictions, with the standard deviation of each average in parentheses.
Again, all nonparametric methods perform better than LDCC; clustering ensembles perform better than model averaging, which performs better than singlerun methods; and the MP methods perform better than grid-style clustering. Statistical significance tests indicate that the improvement due to the ensemble method is much greater than expected from chance variation. Paired t-tests of the hypothesis that the mean perplexities are the same were significant at p < 10 −4 for MPCCE vs MPCC and for DPCC vs DPCCE, on both the MovieLens and Jester data sets. Although the differences remain smaller for MovieLens than for Jester, the improvement in both MovieLens and Jester due to the non-grid partitions of the MP exceeds sampling error. That co-clustering ensembles perform better than model averaging on both training and test sets for all data sets is consistent with the hypothesis that poor mixing of the MCMC algorithms for DPCC and MPCC kept the chains near local optima of the posterior distribution, and that the ensemble algorithms can combine information from multiple local optima to find a superior co-clustering.
Conclusion.
We have presented two nonparametric Bayesian coclustering ensemble models, one based on Dirichlet Processes and the other based on Mondrian Processes. The latter relaxes the usual co-clustering assumption that row-and column-clusters are independent, providing a way to model context-specific independence of rowand column-clusters. The empirical evaluation demonstrated that nonparametric clustering ensemble methods can improve both fit and predictive performance over traditional co-clustering methods, and that the in- 
