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ABSTRACT 
A new similarity-canonical form for stable matrices is given in the real and 
complex cases, and is used to derive new proofs for the (respective) real and complex 
cases of the Stein-Pfeffer theorem. 
1. INTRODUCTION 
A fitting subtitle for this note would be “The Stein-Pfeffer Theorem 
Revisited,” since its purposes are to derive a similaritycanonical form for 
stable matrices in the real and complex cases and to make the Stein-Pfeffer 
theorem and its proof more accessible in the same two cases. [At this writing, 
we are not aware of any published proof for the real case or of any easy way 
to modify published proofs (or several known unpublished proofs) to apply to 
the real case.] See [l, Section 51 for a statement and proof of the complex case 
and for references to Stein and Pfeffer’s paper and a related paper of Stein’s. 
(After this paper was submitted, the referee kindly showed us an unpublished 
sketch for what may well be an easy way to modify the proof in [ 1, Section 51 
to apply to the real case.) 
*The work of the first author was partially supported by NASA contract No. NASl-16297. 
She also wants to thank her BCS colleagues who read earlier drafts of this paper and offered 
constructive criticism. 
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DEFINITION 1.1. Let A be a square matrix over a field F. The derogation 
index (or index of derogation) of A is the number of nontrivial invariant 
factors of A (that is, of the pencil tl - A). In this paper we shall denote the 
derogation index of A by m(A). If F is algebraically closed here, m(A) can 
also be characterized as the dimension of a maximum-dimensional eigenspace 
of A. A matrix A is called nonderogatory provided m(A) = 1. 
DEFINITION 1.2. If H is a complex (or real) hermitian matrix, the 
positivity-index (or index of positivity) of H is the dimension of a maximum- 
dimensional subspace on which the hermitian form r*Hx is positive definite. 
In this paper we shall denote the positivity index of H by p(H). [It is well 
known that p(H) can also be characterized as the number of positive 
characteristic roots of H and that the rank of H equals p(H)+ p( - H).] The 
inertia of H, denoted in this paper as inertia H, is the triple (p(H), p( - H), 
n - p(H) - p( - H)) if H is an IZ X n complex (or real) hermitian matrix. 
DEFMTION 1.3. Complex matrices A and B are said to be conjunctive 
[conjunctive over the real field] provided C*AC = B for some nonsingular 
complex [real] matrix C. (It is well known that two complex hermitian 
matrices are conjunctive iff they have the same inertia and that two real 
hermitian matrices are conjunctive over the real field iff they have the same 
inertia.) As usual, C* denotes the conjugate transpose of C. 
DEFINITION 1.4. In this paper a square complex (or real) matrix will be 
called stable provided all its (characteristic) roots are in the open right half 
plane (i.e., have positive real parts). 
The two reformulations below of the Stein-Pfeffer theorem are based 
partly on the following fact (which in turn is based on writing positive 
definite matrices in the form CC* with C nonsingular, plus usual tricks, such 
as BCC*+ CC*B* = CIC-lBC+(C-‘BC)*]C*): 
FACT 1.5. 
(a) If B and H are n X n compkx [real] matrices, then every matrix 
conjunctive [conjunctive over the real field] with BH + HB* has the finm 
GP + PG* for some complex [real] G similur to B and some complex [real] P 
conjunctive [conjunctive over the real field] with H. 
(b) Zf A and B are similar n X n complex [real] matrices and H is a 
positive definite n x n complex [real] hermitian matrix, then BH + HB* is 
conjunctive [conjunctive over the real field] with AM + MA* for some 
positive definite complex [real] hermitian matrix M and is also conjunctive 
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[conjunctive over the real field] with E + E* fm some complex [real] matrix 
E similar to A. 
Next are our reformulations of the complex [real] case of the Stein-Pfeffer 
theorem. 
THEOREM 1.6 (Stein-Pfeffer; first form). Let A be an n X n complex 
[real] stable matrix and K be an n X n complex [real] hermitian matrix. Then 
the following five statements are equivalent: 
(1) P(K) a m(A). 
(2) K is conjunctive [conjunctive over the real field] with BH + HB* for 
some complex [real] B similar to A and some positive definite complex [real] 
H=H*. 
(3) K is conjunctive [conjunctive over the real field] with AM + MA* fm 
some positive definite complex [real] M = M*. 
(4) K is conjunctive [conjunctive over the real field] with E + E* for 
some complex [real] E similar to A. 
(5) K = GP + PG* for some complex [real] G similar to A and some 
positive definite complex [real] P = P*. 
THEOREM 1.7 (Stein-Pfeffer; second form). Let A be an n X n complex 
[real] stable matrix and a, b, c be integers >, 0 with a + b + c = n. Then the 
following four statements are equivalent: 
(1) a z m(A). 
(2) inertia(BH + HB*) = (a, b, c) for some complex [real] B similar to A 
and some positive &finite complex [reaZ] H = H*. 
(3) inertia(AM + MA*) = (a, b, c) for some positive definite compkx 
[real] M = M*. 
(4) inertia(E + E*) = (a, b, c) for some complex [real] E similar to A. 
REMARK 1.8. The equivalence of (2), (3), (4) in each theorem [and their 
equivalence to (5) in Theorem 1.61 is clear from Fact 1.5. The fact that (4) [or 
(2) or (3) or (5)] implies (1) is easy to prove: one considers the hermitian form 
x*( E + E*)x on a maximum-dimensional complex eigenspace of E [since E is 
stable and m(E) = m(A)], w c is essentially the way most published proofs hi h 
prove this implication. The heart (i.e., hardest part) of the proof is to prove 
that (1) implies (4) [or (2) or (3) or (5)], in particular for the case where 
m(A) = 1 and (in Theorem 1.6) K is positive semidefinite of rank 1 or (in 
Theorem 1.7) (a, b, c) = (l,O, n - 1). We prove this special case in Corollaries 
2.9 and 2.11. We indicate in Remark 2.14 how the proof of the general case 
can be reduced to proving this special case, but this reduction is well known. 
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2. A SIMILARITY-CANONICAL FORM FOR STABLE MATRICES 
In this section we derive a simiiaritycanonical form for stable matrices in 
both the real and complex cases. Since we shall subsequently use this form as 
a basis for a new proof of the implication (1) * (4) in Theorem 1.6, our 
derivation will make no use of this implication [or the corresponding implica- 
tion in Theorem 1.7 or the other implications in these theorems with (1) as 
antecedent], and so wiU be somewhat longer than a derivation could be which 
uses this implication. We begin with three lemmas. 
LEMMA 2.1. Let H and K be complex hermitian  X n matrices and H be 
positive semidefinite. Then all roots of H + iK are in the closed right half 
plane, and the eigenspace of each root m the imaginary axis is included in 
the nullspace of H and in an eigenspace of K. 
Proof. (This result is known, but we sketch a short proof.) Suppose x is a 
nonzero n x 1 matrix and (Y is a complex number for which (H + iK)r = ax. 
Then x*Hx + ix*Kx = a(x*x), so (a + 5)(x*x) = 2x*Hx > 0. If a + Z= 0 
here, then x*Hx = 0, which implies Hx = 0 (since H is positive semidefinite) 
and hence Kx = - iax. n 
The next lemma occurs as an exercise in several texts, e.g., [2, Exercise 15, 
pp. 11-121, as does its converse, e.g., [2, Zoc. cit.], [3, Exercises 1 and 3, pp. 
129-1301. It follows easily (as does its converse) from the Cauchy index 
theorem [3, Theorem (37, l), p. 1291. We include here a sketch for a 
first-principles inductive proof, but a more conceptual proof (though harder to 
make rigorous, because of the muhivahredness of the “arg function”) can be 
got by considering the geometric interpretation of arg[ f( t ) - ig( t )], thought 
of as the sum of the args of the manic linear factors of f( t ) - ig(t), as t ranges 
from + cc to - cc along the real axis. (This latter approach seems to be 
involved in the proof given in [3, lot. cit.] for the Cauchy index theorem.) 
LEMMA 2.2. Let f(t) and g(t) be real polyrwmiuls, and the complex 
polynomial f(t) - ig(t) be rrwnic. [ Thw f( t ) is manic and its degree is greater 
than that of g(t).] If all roots of f(t) - ig(t) are in the open upper half plane 
(i.e., have positive imaginary parts), then the leading coefJicient of g(t) is 
positiue, the degrees of f(t) and g(t) differ by 1, all roots of f(t) and g(t) are 
real and simple, and those of g(t) separate those of f(t). (The converse also 
hold&) 
Proof. We sketch a proof of the induction step [using induction on the 
degree of f(t) - ig(t)] for the lemma and of the induction step for the 
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converse. In both induction steps we shall have the following situation (by 
hypothesis and use of the respective inductive assertions): f(t) and g(t) are 
real polynomials all of whose roots are real and simple, with those of g(t) 
separating those of f(t); f(t)- ig(t) is manic, say of degree n, with all its 
roots in the open upper half plane; (Y and /3 are real numbers; and F(t) and 
G(t) are real polynomials defined by 
F(t)-iG(t)=(t-a-ib)[f(t)-ig(t)] 
= [(t-Mt>-&(t)1 -mlt)+(t-~)&)1. 
Note that F(t)=(t -a)f(t)-/3g(t) and G(t)=Pf(t)+(t -a)g(t), the re- 
spective degrees of F(t), f(t), g(t), and G(t) are n + 1, n, n - 1, and < n, 
and the leading coefficients of F( t ), f( t ), and g(t) are positive; the sign of 
g(t) alternates at consecutive roots of f(t) and is positive at the largest. 
Part 1 is to prove the induction step for the lemma itself. Here we assume 
j3 > 0. Then F(r) and g(r) have opposite signs at each root r of f( t ), but have 
the same sign near + 00 and the same sign near - co (since their degrees 
differ by 2). Thus all roots of F( t ) are real and simple, and they are separated 
by those of f(t). Thus the sign of f(t) alternates at consecutive roots of F(t). 
Next, at each root R of F(t) we have g(R) = P- ‘(R - a)f(R), so 
G(R)=Pf(R)+(R-cu)g(R)= [B+P-‘(R-42]f(R). 
Thus the sign of G( t ) also alternates at consecutive roots of F( t ), so the roots 
of G( t ) are all real and simple and they separate those of F(t). 
Part 2 is to prove the induction step for the converse. Here we assume 
that all roots of F( t ) and G( t ) are real and simple and that those of G(t) 
separate those of F(t ). Then p * 0 [as otherwise (Y would be a common root 
of F(t) and G(t)], and the sign of F(t) alternates at consecutive roots of G(t) 
and is negative at the largest. Next, at each root S of G(t) we have 
f(S)= -p-i(S--a)g(S), so 
F(S)=(S-a)f(S)-&(S)= - [B-‘(S-a)‘+&(S). 
Thus the sign of g( t ) alternates (n - 1 times) at the 12 - 1 pairs of consecutive 
roots of G(t) [which has n roots, separating the n + 1 roots of F(t)], and 
hence must be positive at the largest [since g(t) is positive near + co and 
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deg g(t) = n - 11. Therefore p must be > 0, since F(t) is negative at the 
largest root of G(t). n 
The next lemma is a well-known result on determinants, and occurs as an 
exercise in some elementary textbooks. The traditional proof involves expand- 
ing the first-mentioned determinant by elements of its last row and column. 
We shall give a sketch for a very different proof, by a method first suggested 
to us in 1964 by J. Zelver (in a written homework assignment). Recall that the 
adjugute of A (which we shall denote by adj A) is the transpose of the 
cofactor matrix of A and for nonsingular A satisfies adj A = (det A)A-‘. We 
shall denote the transpose of a matrix o by 0’. 
LEMMA 2.3. Zf A is an n X n matrix, u and u are n X 1 matrices, and d is 
a rwnzero scalar, then 
det A u 
[ 1 u’ d = d’-“det(dA - UU’) = d(det A) - u’(adjA)u. 
Also, the outside members are equal even when d = 0. 
Proof (sketch). Through use of a standard generic argument (in the 
complex case a limiting procedure may be used instead), it sujjkes to prove 
the case where A is nonsingular and d * 0. In this case we have 
[,4 ;I=[:, dl’u][A-$luu’ ;I=[; d_u:A-lu][; A;lu] 
and hence 
det $ : 
[ 1 = ddet(A - d-‘uu’) = (det A)(d - u’A-‘u), 
from which the desired conclusion follows by very elementary means. 
REMAM 2.4. In order to provide an informal road map through the 
following exposition, let us make the following abbreviations: let S,, be the set 
of n X n complex matrices uu * - iD with u an entrywise positive n X 1 matrix 
and D a real diagonal matrix with diagonal entries in strictly increasing order, 
let 8, = {C: - iC E S,,}, and let P,, be the set of manic complex polynomials 
of degree n whose roots are all in the open upper half plane. [Thus a complex 
n X n matrix A is in S, iff A + A* is entrywise positive of rank 1 and 
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i(A - A*) is real diagonal with diagonal entries in strictly increasing order.] 
Then Theorem 2.5 will tell us that, if C E is,,, then C is nonderogatory and its 
characteristic polynomial is in P,,; Theorem 2.6 will tell us that every 
polynomial in P, is the characteristic polynomial of at most one matrix in is,; 
and Theorem 2.7 will tell us that every polynomial in P,, is the characteristic 
polynomial of at least one matrix in is,. Thus is, is a simikiritycanonical set 
for the set of complex nonderogatory matrices whose characteristic polynomi- 
als are in P,, and thus, as stated more formally in Corollary 2.9, S,, itself is a 
similaritycanonical set for the set of n X n complex nonderogatory stable 
matrices. A corresponding similaritycanonical set for the set of n X n real 
nonderogatory stable matrices is given in Corollary 2.11 through use of 
Corollary 2.8, which adapts the complex results to treat the similarity of real 
stable matrices. Similaritycanonical forms for arbitrary (i.e., possibly deroga- 
tory) stable matrices are discussed in Remark 2.13. 
Note that in the following we often require that a diagonal matrix be 
nonderogatory; this is simply a short way to require that its diagonal entries 
be pairwise distinct. 
THEOREM 2.5. Let D be a nonderogatory real diagonal n x n matrix, u 
be an entywise positive n X 1 matrix, and C = D + iuu*. Then - iC is stable 
and nonderogatoy. 
Proof. The hermitian part of - iC is uu*, which is positive semidefinite, 
so by Lemma 2.1 all roots of - iC are in the closed right half plane, and the 
eigenspace of any root on the imaginary axis must be part of an eigenspace of 
D and hence must be a one-dimensional coordinate subspace (since D is 
nonderogatory and diagonal). However, it must also be part of the nullspace 
of uu*, which contains no one-dimensional coordinate subspaces, since all 
entries of u are positive. Thus - iC has no roots on the imaginary axis and 
hence is stable (Definition 1.4). Therefore m( - iC) < p(2uu*) = 1 by the 
implication (4) * (1) in Theorem 1.6, so - iC is nonderogatory (Definition 
1.1). n 
A second proof could go as follows: Let f(t) - ig(t) be the characteristic 
polynomial of C with f(t) and g(t) real polynomials. Then f(t) and g(t) are 
as given in Theorem 2.6 (below) and hence satisfy the hypotheses for the 
converse of Lemma 2.2. Thus - iC is stable, and for each root y of C we have 
y*uand 
rank(D - yZ) < rank(C- yZ)+rank( - iuu*), 
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since D - yZ = (C - yZ)+( - iuu*), and hence 
Hence C is nonderogatory (and so - iC is also). 
THEOREM 2.6. In Theorem 2.5 let D = diag(a, ,..., a,,), u = col(u, ,..., 
u,), andf(t)- ig(t) be the characteristic polynomial ofC withf(t) and g(t) 
real polynomials. Then f(t) is the characteristic polynomial of D, and g(t) is 
the sum C,uff(t)/(t -ak) (summed for k going j&n 1 to n). Hence 
f’( a j) * 0 and g(a j) = ui”f’( a j) jii all j. (Thus, in the notation of Remark 2.4, 
there is at most one matrix in is,, whose characteristic polynomial is f(t) - 
ig(t).) 
Proof. By Lemma 2.3 we have 
f(t)-ig(t)=det(tZ-D-iuu*)=det tzii+.D I;] 
] 
from which the asserted conclusions follow easily. w 
THEOREM 2.7. Let f(t) and g(t) be real polynomials, f(t)- ig(t) be 
manic of degree n with all its roots in the open upper half plane, f( t ) = (t - 
a,)...(t-aa,),andD=diag(a,,..., a,). Then D is real and nonderogatory, 
and for all j f(aj) is nonzero and has the same sign as g(a j). Put 
uj=g(aj)/fl(aj) and uj=fi for all j and put u=col(ul,...,un) and 
C = D + iuu*. Thenf(t)- ig(t) is the characteristic polynomial ofC, and its 
companion matrix is similar to C. 
Proof. The first conclusions (that D is real, etc.) follow easily from 
Lemma 2.2. Also C is nonderogatory by Theorem 2.5 and hence is similar to 
the companion matrix of its characteristic polynomial. Let r(t) - is(t) be the 
characteristic polynomial of C, with r(t) and s(t) real polynomials. Then by 
Theorem 2.6 we have r(t)=f(t) and, for all j, s(aj)= uir’(aj)= ujf’(aj)= 
g(a j), so s( t ) = g( t ) by the Lagrange interpolation theorem (since both have 
degree < n). W 
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Our first corollary will be needed when we come to apply the above 
results to the case of real similarity of real stable matrices: 
COROLLARY 2.8. In Theorem 2.7 let f(t) be an even or odd polynomial; 
relabel its nonzero roots as a,, - a,,a,, - a2,...,akr - ak with 2k < n < 2k 
+1andaj>Oforlgjgk,andputa,=Owhennisodd(=2k+1)~Also 
(in this new labeling) put vj = g(a j)/f’(a j) and uj = 6 for all j. 
(a) Zf f( t ) is even and g( t ) is odd, then the companion matrix of 
f(t) - ig(t) is similar to D + iuu*, where 
D = diag(a,, - al,a2, - a2 )...) ak, - a,), 
u=ool(u,,u,,u,,u, ,..., uk,uk). 
(b) Zf f(t) is odd and g(t) is even, then the companion matrix of 
f(t) - ig(t) is similar to D + iuu*, where 
D=diag(O,a,, -aI,...,ak, -a,), 
Proof Note that in both (a) and (b), we have g(a j)/f(a j) = 
g( - a j)/f’( - a j) for all j, since g( t ) and f’(t) are both odd in (a) and are 
both even in (b). The rest follows from Theorem 2.7. W 
The next two corollaries give the promised complex and real similarity- 
canonical forms for nonderogatory stable matrices. 
COROLLARY 2.9. 
(a) Zf u is an entywise positive n x 1 matrix and D is a real diagonal 
n x n matrix with diagonal entries in strictly increasing order, then uu* - iD 
is nonderogatory and stable. 
(b) Zf A is a nonderogatory complex stable n X n matrix, then A is similar 
to exactly one matrix of the form uu * - iD with u and D as in (a); here D is 
determined by the fact that its characteristic polynomial is the real part of the 
characteristic polynomial of iA, and u is then determined by the characteristic 
polynomial of iA as in Theorem 2.7. 
Proof. (a) is from Theorem 2.5. (b) follows by noting that i( uu* - iD) = 
D + iuu* and applying Theorems 2.6 and 2.7 to iA. n 
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REMARK 2.10. The existence part of Corollary 2.9(b) would also follow 
easily from the implication (l)* (4) in Theorem 1.6 or 1.7, but note that we 
choose instead to view Corollary 2.9 as a tool for deriving a new proof of this 
implication. Likewise for Corollary 2.11 below. 
COROLLARY 2.11. Let A be a nonderogatory real stable n X n matrix and 
2k<n<2k+l. Then therearepositivenumbersa,,...,akandu,,u,,...,u, 
such that A is similar to uu* + S, where 0 < a, < a2 < . . . -C ak and when 
n = 2k, the column vector u = col(u,, ur, us, ua,. . . ,uk, uk) and the matrix S 
is the direct sum 
S= Aa. O -i , 
j=l [ 1 J 1 
whereas when n = 2k + 1, the vector u = col(u,, ur, ur,“.,uk, uk) and the 
matrix S is the direct sum 
S=O@ ia. O -i . j=l [ 1 Jl 
Furthermore, these numbers aI,. . . ,ak and ul,. . . , uk, as well as u0 when 
n = 2k + 1, are uniquely determined as in Corollary 2.8 from the character& 
tic polynomial f(t) - ig(t) of iA (hence from A itself ). 
Proof. Let f( t ) - ig( t ) be the characteristic polynomial of iA, as usual 
with f(t) and g(t) being real polynomials. Then i-“[ f(it)- ig(it)] is the 
characteristic polynomial of A and hence is a real polynomial. This implies 
(via a routine calculation) that f( - t ) = ( - l)“f( t ) and g( - t ) = 
( - l)n-lg(t), so Corollary 2.8 applies. To complete the existence proof we 
apply (to the matrix C = D + iuu* resulting from Corollary 2.8) the unitary 
similarity C ++ UCU* with 
or 
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according as n = 2k or 2k + 1. (Note that here Uuu*U* = uu*, since u is an 
eigenvector of U.) The uniqueness follows here as in Corollary 2.9(b) because 
the characteristic polynomial of i(uu* + S) = iS + iuu* is the same as that of 
D + iuu* above, which determines D and u and hence determines S and u. w 
REMARK 2.12. It is clear from the proof of Corollary 2.11 that each real 
matrix uu* + S as specified in Corollary 2.11 is nonderogatory and stable. 
[Compare Corollary 2.9(a).] 
REMAM 2.13. Since each companion matrix is nonderogatory and each 
square matrix is similar to the direct sum of the companion matrices of its 
invariant factors, Corollaries 2.9 and 2.11 can be used to give, in a way too 
obvious to bother stating explicitly, similaritycanonical forms for arbitrary 
stable matrices in the complex and real cases. 
REMAM 2.14. Note that Corollaries 2.9(b) and 2.11 prove the implica- 
tion (I) 3 (4) in Theorems 1.6 and 1.7 for nonderogatory A in the cases where 
K is positive semidefinite of rank 1 or where (a, b, c) = (l,O, n - 1). From this 
the implication follows for nonderogatory A and arbitrary K = K* with 
p(K) > 1 by means of the following standard continuity argument: Let 
K=K*benXnwithp(K)~l~dL=diag(l,O,O,...,O),andletAbenXn 
complex [real] stable nonderogatory. Then by Corollary 2.9(b) [2.11], L is 
conjunctive [conjunctive over the real field] with E + E* for some complex 
[real] E similar to A. Hence by Fact 1.5(a) L = GP + PG* for some complex 
[real] G similar to A and some complex [real] positive definite P = P*. But the 
linear map X e GX + XG* is nonsingular (its matrix in the lexicographically 
ordered basis is the stable matrix G@Z + I@ G), and it maps the set of 
complex [real] hermitian n X n matrices into (hence onto) itself; hence so does 
its inverse map, which is (linear and hence) continuous. Now, L is a limit of 
diagonal matrices conjunctive with K, and the set of positive definite matrices 
is open, so there is a positive definite complex [real] Q = Q* such that 
GQ + QG* is conjunctive [conjunctive over the real field] with K. Thus (4) 
holds (for A and K) by Fact 1.503). Thus (1) * (4) in Theorems 1.6 and 1.7 
for every nonderogatory A. Now, if A is an arbitrary stable n x n matrix and 
K is a hermitian n X n matrix with p(K) > m(A), then A is similar to a direct 
sum A,@ . . . @A,+) of nonderogatory stable matrices A j, and K is conjunc- 
tive with a corresponding direct sum K,8 . . . @KmcAj of diagonal hermitian 
matrices K j such that p( K j) 2 m( A j) ( = 1) for every j. The rest of the proof 
follows in an obvious way from the implication (1) * (4) for the nonderoga- 
tory case (proved above). 
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