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SELF-EXPANDERS TO INVERSE CURVATURE FLOWS BY
HOMOGENEOUS FUNCTIONS
TSZ-KIU AARON CHOW, KA-WING CHOW, AND FREDERICK TSZ-HO FONG
Abstract. In this paper, we study self-expanding solutions to a large class
of parabolic inverse curvature flows by homogeneous symmetric functions of
principal curvatures in Euclidean spaces. These flows include the inverse mean
curvature flow and many nonlinear flows in the literature.
We first show that the only compact self-expanders to any of these flows are
round spheres. Secondly, we show that complete non-compact self-expanders
to any of these flows with asymptotically cylindrical ends must be rotationally
symmetric. Thirdly, we show that when such a flow is uniformly parabolic,
there exist complete rotationally symmetric self-expanders which are asymp-
totic to two round cylinders with different radii. These extend some earlier
results in [16, 15, 29] to a wider class of curvature flows.
1. Introduction
In this article, we study a class of parabolic inverse curvature flows on Euclidean
hypersurfaces Σn≥2 ⊂ Rn+1 of the general form:
(1.1)
(
∂F
∂t
)⊥
= −
1
ρ
ν.
Here ν is the evolving Gauss map, and ρ(λ1, · · · , λn) : Γ ⊂ R
n → R+ is a posi-
tive, homogeneous of degree 1, symmetric and C1 function of principal curvatures
defined on an open cone Γ ⊂ Rn. By homogeneous of degree 1 we mean for any
(λ1, . . . , λn) ∈ Γ and c > 0, we have:
ρ(cλ1, · · · , cλn) = cρ(λ1, · · · , λn).
We will call (1.1) the inverse ρ-flow. In order for the flow (1.1) to have short-time
existence, we require ρ to satisfy parabolic conditions. We say the inverse ρ-flow is
parabolic if:
∂ρ
∂λi
> 0 on Γ
for all i = 1, · · · , n. It is a large class of flows containing many well-known flows in
the literature, including:
• ρ = H =
∑
i λi: It is the well-known inverse mean curvature flow. Here
the function ρ is defined on the mean-convex cone Γ = {λ1+ · · ·+λn > 0}.
It is parabolic since ∂ρ∂λi = 1.
• ρ = σk+1σk : Here σk denotes the k-th symmetric polynomial of principal
curvatures
∑
1≤i1<···<ik≤n
λi1 · · ·λik . It is called the inverse Qk-flow by
some authors. Here ρ is positive on the cone Γ = {σk+1 > 0}. The flow is
parabolic on Γ by the Newton-Maclaurin’s inequality.
• ρ =
(
σj
σi
) 1
j−i
, where j > i, defined on the cone Γ = {σj > 0}. It is parabolic
on Γ again by the Newton-Maclaurin’s inequality.
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• ρ = σ
1/k
k , where 1 ≤ k ≤ n, defined on the cone
Γ = {σk > 0} ∩
(
n⋂
i=1
{σk−1(λ1, · · · , λˆi, · · · , λn) > 0}
)
︸ ︷︷ ︸
to guarantee ∂ρ
∂λi
>0 for all i
.
Here (λ1, · · · , λˆi, · · · , λn) means (λ1, · · · , λn) with λˆi removed.
• ρ = (
∑
i=1 λ
p
i )
1/p
where p > 1, defined on the convex cone Γ = {λi >
0 for any i}. It is parabolic on Γ by direct computation of ∂ρ∂λi .
• ρ(λ1, λ2) =
(λ1+λ2)
3
(λ1−λ2)2
: it is a less trivial example which is positive and
satisfies ∂iρ > 0 for any i = 1, 2 on the cone
Γ = {(λ1, λ2) : λ1 + λ2 > 0 and (λ1 − 5λ2 > 0 or 5λ1 − λ2 < 0)}.
This ρ function is well-defined for surfaces close to round cylinders, but is
undefined for the round sphere. Note that unlike the previous examples,
the cone Γ on which ρ is parabolic does not contain the whole convex cone
{λi > 0 for any i}.
The study of inverse curvature flows dates back to the works by Gerhardt [18]
and Urbas [35], who considered parabolic flows by curvature functions ρ’s which are
weakly concave, and independently proved that if a compact (without boundary)
hypersurface Σn is initially star-shaped, then the flow evolves the hypersurface into
a round sphere after rescaling.
In the case ρ = H , the flow (1.1) becomes the well-known inverse mean curvature
flow. This flow appears in various contexts ranging from geometric inequalities
to general relativity. In [26], Huisken and Ilmanen used the monotonicity of the
Hawking mass along the inverse mean curvature flow to prove the Riemannian
Penrose inequality. Many monotone quantities along various inverse curvature flows
were observed in the literature including Bray [6], Brendle-Hung-Wang [10], Guan-
Li [19], Kwong-Miao [30, 31], Li-Wei [32], Streets [34] (this list is far from being
complete), and many useful geometric inequalities are derived using these monotone
quantities.
Self-expanders to the inverse ρ-flow (1.1) are defined by the equation:
(1.2) −
1
ρ
= µ 〈F, ν〉.
where µ > 0. If F satisfies (1.2), it can be easily verified, using the homogeneity
of ρ, that Ft := e
µtF is the solution of the inverse ρ-flow starting from F . They
are sometimes stationary along some monotone quantities mentioned above, and
can be regarded as fixed points of the flow modulo rescaling. Therefore, it is an
interesting question to search for examples of self-expanders, and study their rigidity
and uniqueness problems.
Along the inverse ρ-flow, round spheres (provided that (1, · · · , 1) ∈ Γ), and
round cylinders (provided that (1, · · · , 1, 0) ∈ Γ) are examples of self-expanders.
For the inverse mean curvature flow (ρ = H), it was shown by Drugan, Lee, and
Wheeler in [16] that the only compact self-expanders are round spheres. Their
proof used Hsiung-Minkowski’s integral formulas on symmetric polynomials σk’s.
It was subsequently generalized by Kwong, Lee, and Pyo in [29] to a wider class
of flows, including the inverse Qk-flow, again using Hsiung-Minkowski’s integral
formulas. The first main result (Theorem 4.1) in this article is to prove that round
spheres are the only compact self-expanders to general parabolic inverse ρ-flows,
extending results in [16, 29] to a much wider class of flows. Our approach is different
from those in [16, 29]. Instead, we will show that any such compact self-expander
3must be rotationally symmetric about any axis passing through the origin, using
similar ideas appeared in [15] by Drugan, the third-named author, and Lee on
asymptotically cylindrical inverse mean curvature self-expanders.
Since we have uniqueness for compact self-expanders, it is therefore natural to
ask whether round cylinders are the only complete non-compact self-expanders. For
the inverse mean curvature flow, it has already been known to be not true. There are
a number of one-ended complete self-expanders to the inverse mean curvature flow
constructed by Huisken-Ilmanen [25] using phase-portrait analysis. Recently, there
are two-ended complete self-expanders to the same flow constructed by Drugan,
Lee, and Wheeler in [16], which resemble the shape of infinite wine bottles. While
there is no hope of proving uniqueness of non-compact self-expanders to the inverse
mean curvature flow, the rotational symmetry of such a self-expander was proved
to be very rigid. It was proved in [15] by Drugan, the third-named author, and Lee
that if a complete non-compact self-expander to the inverse mean curvature flow is
asymptotically cylindrical, then it must be rotationally symmetric about the axis
of the cylinder. Our second main result is to extend these rotational rigidity results
to general parabolic inverse ρ-flows (Theorem 5.3).
Our third main result (Theorem 6.1) constructs complete non-compact self-
expanders to uniformly parabolic inverse ρ-flows. Their shapes resemble the infinite
bottle self-expanders to the inverse mean curvature flow constructed in [16]. They
are rotationally symmetric, two-ended, and are topologically equivalent to cylin-
ders. However, they are geometrically different from round cylinders, but rather
are bounded between two cylinders of different radii (see Figure 2). This proves
that, even within the same topological type, complete non-compact self-expanders
to any of these uniformly parabolic inverse ρ-flows are not unique.
Here we state our results precisely:
Theorem 1.1 (Main Theorem). Consider the inverse ρ-flow (1.1) by a degree 1
homogeneous symmetric C1 function of principal curvatures ρ : Γ→ R+ defined on
an open cone Γ ⊂ Rn and ∂ρ∂λi > 0 on Γ for any i. Then, we have the following
uniqueness, rigidity, and existence results:
(1) Suppose (1, · · · , 1) ∈ Γ, the only compact self-expanders to the inverse ρ-
flow (1.1) must be round spheres (see Theorem 4.1).
(2) Suppose (1, · · · , 1, 0) ∈ Γ, and Σ is a complete non-compact self-expander
to the inverse ρ-flow (1.1) such that either
(i) Σ has exactly one end which is C2-asymptotic to a round cylinder (in
the sense of Definition 5.1), or
(ii) Σ has exactly two ends which are C2-asymptotic to two co-axial round
cylinders (in the sense of Definition 5.1),
then Σ must be rotationally symmetric about the axis of the cylinder(s) (see
Theorem 5.3).
(3) Suppose ρ and Γ satisfy the following conditions
(i) (1, · · · , 1, ξ) ∈ Γ for any ξ ∈ (−α, β), where α > 0 and β > 1; and
(ii) ρ(1, · · · , 1, ξ)→ 0 as ξ → −α; and
(iii) there exists a constant C > 0 such that C ≥ ∂ρ∂λn (1, · · · , 1, ξ) > 0 for
any ξ ∈ (−α, β),
then there exists a complete two-ended rotationally symmetric self-expander
Σ to the inverse ρ-flow (1.1), which is bounded between two co-axial cylin-
ders of different radii, and C2-asymptotic to these two cylinders at both
ends (see Theorem 6.1).
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2. Preliminaries
Let Σn be a complete manifold of dimension n ≥ 2 without boundary. Suppose
F : Σn → Rn+1 is an immersion of Σ into Rn+1. Let ν be the Gauss map of F
which is chosen to be inward-pointing when Σ is closed. Under local coordinates
(u1, . . . , un) of Σ, we denote
gij =
〈
∂F
∂ui
,
∂F
∂uj
〉
to be the first fundamental form of Σ and gij be the matrix inverse of [gij ]. We
adopt the following convention of the second fundamental form, shape operator and
mean curvature:
hij =
〈
∂2F
∂ui∂uj
, ν
〉
hji = g
jkhik
H = hii = g
ijhij
The principal curvatures λ1, . . . , λn are the eigenvalues of the matrix [h
j
i ].
Now we consider a more general type of curvature flows by homogeneous func-
tions of any degree. Let ϕ : Γ ⊂ Rn → R be symmetric function of the principal
curvatures of degree α defined on an open cone Γ in Rn, meaning that
ϕ(cλ1, . . . , cλn) = c
αϕ(λ1, . . . , λn)
for any (λ1, . . . , λn) ∈ Γ and c > 0. We consider the curvature flow:
(2.1)
(
∂Ft
∂t
)⊥
= ϕtνt
with initial condition F0 = F . Here ϕt := ϕ(λi(t)) where λi(t)’s are the principal
curvatures of Ft, and νt := ν(Ft) is the Gauss map of Ft.
When ϕ = − 1ρ where ρ is homogeneous of degree 1, then (2.1) is a flow by a
homogeneous function of degree −1. Generally, the notions of self-similar solutions
are defined as follows:
Definition 2.1 (Self-Similar Solutions). We say F is a self-similar solution to (2.1)
if there exists a constant µ 6= 0 such that
(2.2) ϕ = µ 〈F, ν〉 .
Furthermore,
• If µ > 0, we say F is a self-expander to (2.1).
• If µ < 0, we say F is a self-shrinker to (2.1).
5When degϕ = α 6= −1, then F satisfies (2.2) if and only if
Ft = [1 + µ(α+ 1)t]
1
α+1 F
satisfies (2.1). When degϕ = −1, then F satisfies (2.2) if and only if Ft = e
µtF
satisfies (2.1). Therefore, the case degϕ = −1 is somewhat special, and deserves
special attentions.
When ϕ = H , the flow (2.1) is the well-known mean curvature flow. Huisken
proved in [23] that any convex closed hypersurface evolves under the flow to a round
sphere. It was later generalized to flows with degϕ = 1 by Andrews [1] (see also
[2, 3]). The study of self-similar solutions is of intensive interest in the literature,
since it is important for understanding singularity formation (see e.g. Huisken
[24], Colding-Minicozzi [14], et. al). In [24], Huisken proved that the only mean-
convex compact self-shrinkers are round spheres. The result was later generalized
by McCoy [33] to a wider class of flows with degϕ = 1. In R3 when Σ2 has genus
0, it was spectacularly proved by Brendle [9] that the only closed self-shrinker is
the round sphere.
Non-compact self-similar solutions in the case degϕ = 1 are also very rigid.
Wang established in [36, 37] uniqueness of asymptotically conical and cylindri-
cal mean curvature self-shrinkers (see also a recent generalization to flows with
degϕ = 1 by Guo [20]). Some rotationally symmetric examples of asymptotically
conical self-shrinkers and self-expanders are constructed by, for instance, Kleene-
Møller [28], Angenent-Chopp-Ilmanen [4], Helmansdorffer [22], Guo [18]. Rota-
tional rigidity of asymptotically conical mean curvature self-expanders was estab-
lished in [17] by the third-named author and McGrath.
Similar to works about proving rotational symmetry of self-similar solutions, such
as [7, 8, 11, 12, 21, 5, 15, 17], we will derive some relevant Jacobi-type equations
and apply the maximum principle on them. We need the following well-known
variational formulae, whose proofs can be found in, for instance, Andrews’ [1] and
Huisken-Polden’s [27] works.
Lemma 2.2 (c.f. [1], [27]). Suppose Fs : Σ
n → Rn+1 is a smooth family of
hypersurfaces satisfying
∂Fs
∂s
= fsνs, where each fs : Σ → R is a smooth scalar
function, and νs is the Gauss map of Fs. Let ϕ({h
i
j}) be a scalar function of the
shape operator. Then, we have the following evolution equations:
∂
∂s
gij = −2fhij(2.3)
∂ν
∂s
= −∇f(2.4)
∂
∂s
hij = ∇i∇jf − fhikh
k
j(2.5)
∂ϕ
∂s
= gil
∂ϕ
∂hij
∇l∇jf + fh
i
ph
p
j
∂ϕ
∂hij
,(2.6)
where all geometric quantities above are with respect to Fs.
Proof. Detail computations can be found in e.g. [1, Theorem 3.7] or [27, Lemma
7.6]. For readers’ convenience, we provide the proof of (2.6). Using (2.3) and (2.5),
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we have
∂ϕ
∂s
=
∂ϕ
∂hij
∂
∂s
(gilhlj)
=
∂ϕ
∂hij
(
2fgipglnhpnhlj + g
il∇l∇jf − fg
ilhlph
p
j
)
= gil
∂ϕ
∂hij
∇l∇jf + fh
i
ph
p
j
∂ϕ
∂hij
as desired. 
3. Eigenfunctions of Stability Operator
Next we derive several Jacobi-type equations of various geometric quantities
that measure rotational or translational invariances for the self-expanders. The
approach of proving them is similar to that in [15, 17]. The major difference is
that the Laplacian operators ∆ in [15, 17] are replaced by a more general elliptic
operator gil ∂ϕ
∂hij
∇l∇j .
Lemma 3.1. Let F : Σn → Rn+1 be a self-similar solution to (2.1). Then, ϕ
satisfies the following second-order equation:
(3.1) gil
∂ϕ
∂hij
∇l∇jϕ+ µ 〈F,∇ϕ〉 +
(
∂ϕ
∂hij
hiph
p
j − µ
)
ϕ = −(α+ 1)µϕ.
Proof. Recall that for a self-similar solution F satisfying (2.2), the solution to the
flow (2.1) starting from F is given by Ft = ψtF where
ψt :=
{
eµt if α = −1
[1 + µ(α+ 1)t]
1
α+1 if α 6= −1
.
To prove (3.1), we consider a local reparametrization Φt with Φ0 = id such that
the flow (2.1) becomes a normal flow:
(3.2)
∂(Ft ◦ Φt)
∂t
= ϕ(Ft ◦ Φt)ν(Ft ◦ Φt)
Applying (2.6) in Lemma 2.2 with ft := Ft ◦ Φt, we get
(3.3)
∂ϕ(Ft ◦ Φt)
∂t
∣∣∣∣
t=0
= gil
∂ϕ
∂hij
∇l∇jϕ+ ϕh
i
ph
p
j
∂ϕ
∂hij
On the other hand, since ϕ is homogeneous of degree α and the self-similar solution
equation (2.2) is invariant under reparametrization, we have
ϕ(Ft ◦ Φt) = ψ
−α
t ϕ(F ◦ Φt) = ψ
−α
t µ 〈F, ν〉 ◦ Φt = ψ
−α−1
t µ〈Ft ◦ Φt, ν(Ft ◦ Φt)〉.
Then, differentiating both sides using the evolution formula (2.4), we can easily
obtain that in either case of α = −1 and α 6= −1:
(3.4)
∂ϕ(Ft ◦ Φt)
∂t
∣∣∣∣
t=0
= −µ(α+ 1)ϕ+ µϕ− µ〈F,∇ϕ〉.
Here we have used the elementary fact that ψ′t(0) = µ in both cases of α = −1 and
α 6= −1. Upon combining (3.3) and (3.4), we get the desired result (3.1).

7From now on, given a rotation vector field R in Rn+1, we define fR : Σ→ R by:
fR := 〈R(F ), ν(F )〉 .
If Σ is rotationally invariant along R, then R is tangential and as such fR ≡ 0.
Similar to [15, 17], we will show using elliptic method that fR ≡ 0 for any relevant
rotation vector field R, hence establishing rotational symmetry. For this, we need
the following Jacobi-type equation:
Lemma 3.2. Let F : Σn → Rn+1 be a self-similar solution to (2.1) and R be a
rotation Killing vector field in Rn+1. Then, fR satisfies the following second-order
equation:
(3.5) gil
∂ϕ
∂hij
∇l∇jfR + µ 〈F,∇fR〉+
(
∂ϕ
∂hij
hiph
p
j − µ
)
fR = 0.
Proof. Let Ψs be the 1-parameter family of diffeomorphisms generated by the vec-
tor field R satisfying ∂∂sΨs = R ◦ Ψs with Ψ0 = id. Then, the composition Ψs ◦ F
satisfies ∂∂s (Ψs ◦F ) = R(Ψs ◦F ). We can find a suitable reparametrization Φs with
Φ0 = id such that
(3.6)
∂
∂s
(Ψs ◦ F ◦ Φs) = R(Ψs ◦ F ◦ Φs)
⊥ = fR(Ψs ◦ F ◦ Φs)ν(Ψs ◦ F ◦ Φs)
Then, applying (2.6) with fs := fR(Ψs ◦ F ◦ Φs) yields
(3.7)
∂ϕ(Ψs ◦ F ◦ Φs)
∂s
∣∣∣∣
s=0
= gil
∂ϕ
∂hij
∇l∇jfR + fRh
i
ph
p
j
∂ϕ
∂hij
On the other hand, principal curvatures (and hence ϕ) are invariant under rotations,
thus from the self-similar solution equation (2.2), we get
ϕ(Ψs ◦ F ◦ Φs) = µ〈Ψs ◦ F ◦ Φs, ν(Ψs ◦ F ◦ Φs)〉
Differentiating both sides, we get
(3.8)
∂ϕ(Ψs ◦ F ◦ Φs)
∂s
∣∣∣∣
s=0
= µfR − µ〈F,∇fR〉.
Here we have used (2.4) with fs = Ψs ◦ F ◦ Φs. Upon combining (3.7) and (3.8),
we get the desired result (3.5).

Lemma 3.3. Let F : Σ → Rn+1 be a self-similar solution to (2.1). Consider a
constant vector field V in Rn+1. Then, the function 〈V, ν〉 satisfies the following
second-order equation:
(3.9) gil
∂ϕ
∂hij
∇l∇j 〈V, ν〉+ µ 〈F,∇〈V, ν〉〉+
(
∂ϕ
∂hij
hiph
p
j − µ
)
〈V, ν〉 = −µ 〈V, ν〉 .
Proof. The proof is similar to previous two lemmas. The key idea is to consider
the family of translating hypersurfaces defined by Fτ := F + τV so that(
∂Fτ
∂τ
)⊥
= 〈V, ν〉ν.
From the fact that principal curvatures are invariant under translations, we have
ϕ(Fτ ) = ϕ(F ) = µ〈F, ν(F )〉 = µ〈F, ν(Fτ )〉
Then (3.9) follows from differentiating both sides at τ = 0 by applying (2.4) and
(2.6).

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For each ϕ under consideration, we define a second-order operator Lϕ : C
2(M)→
C0(M) by:
(3.10) Lϕf := g
il ∂ϕ
∂hij
∇l∇jf + µ 〈F,∇f〉+
(
∂ϕ
∂hij
hiph
p
j − µ
)
f
Note that Lϕ is not necessarily elliptic. One sufficient condition to guarantee the el-
lipticity of Lϕ is that the matrix
[
∂ϕ
∂hji
]
is positive-definite, or equivalently,
∂ϕ
∂λi
> 0
for any i = 1, · · · , n.
Using this operator Lϕ, one can express (3.1), (3.5) and (3.9) as:
Lϕϕ = −(α+ 1)µϕ
LϕfR = 0
Lϕ 〈V, ν〉 = −µ 〈V, ν〉
meaning that ϕ, fR and 〈V, ν〉 are eigenfunctions of Lϕ. In particular, when degϕ =
−1, we have Lϕϕ = 0 so that both ϕ and fR are both in the kernel of Lϕ. It again
makes the case degϕ = −1 very special from other degrees.
The following lemma will be used to make comparison between two eigenfunc-
tions of Lϕ with different eigenvalues.
Lemma 3.4. Let F : Σ→ Rn+1 be a self-similar solution to (2.1). Then, for any
λ1, λ2 ∈ R and f1, f2 ∈ C
2(Σ) where f2 6= 0 on Σ such that Lϕf1 = λ1f1 and
Lϕf2 = λ2f2, we have
gil
∂ϕ
∂hij
∇l∇j
(
f1
f2
)
(3.11)
= −µ
〈
F,∇
(
f1
f2
)〉
+
f1
f2
(λ1 − λ2)−
2
f2
gil
∂ϕ
∂hij
∇l
(
f1
f2
)
∇jf2
Proof. From Lϕf1 = λ1f1 and Lϕf2 = λ2f2, we have
(3.12)
gil
∂ϕ
∂hij
∇l∇jf1 = −µ〈F,∇f1〉 −
(
∂ϕ
∂hij
hiph
p
j − λ1 + µ
)
f1
gil
∂ϕ
∂hij
∇l∇jf2 = −µ〈F,∇f2〉 −
(
∂ϕ
∂hij
hiph
p
j − λ2 + µ
)
f2
Using (3.12), and the well-known quotient identity
∇i∇j
(
h
k
)
=
k∇i∇jh− h∇i∇jk
k2
−
2
k
∇i
(
h
k
)
∇jh
9which holds for any h, k ∈ C2(Σ) wherever k 6= 0, we can derive using (3.12) that:
gil
∂ϕ
∂hij
∇l∇j
(
f1
f2
)
=
f2
[
−µ〈F,∇f1〉 −
(
∂ϕ
∂hij
hiph
p
j − λ1 + µ
)
f1
]
f22
−
f1
[
−µ〈F,∇f2〉 −
(
∂ϕ
∂hij
hiph
p
j − λ2 + µ
)
f2
]
f22
−
2
f2
gil
∂ϕ
∂hij
∇l
(
f1
f2
)
∇jf2
= −µ
〈
F,
f2∇f1 − f1∇f2
f22
〉
+
f1
f2
(λ1 − λ2)−
2
f2
gil
∂ϕ
∂hij
∇l
(
f1
f2
)
∇jf2
= −µ
〈
F,∇
(
f1
f2
)〉
+
f1
f2
(λ1 − λ2)−
2
f2
gil
∂ϕ
∂hij
∇l
(
f1
f2
)
∇jf2,
as desired. 
4. Uniqueness of Compact Self-Expanders
In the rest of this article, we will focus on inverse curvature flows (1.1) by degree
−1 homogeneous symmetric function ρ’s of principal curvatures as described in the
introduction. Set ϕ := − 1ρ . It is easy to see that whenever ρ 6= 0, we have:
∂ρ
∂λi
> 0 if and only if
∂ϕ
∂λi
> 0.
Our first result concerns about compact self-expanders to the inverse ρ-flows
which are parabolic on Γ. We are going to show that round spheres are the only
compact self-expanders, thus generalizing the uniqueness result for compact self-
expanders to the inverse mean curvature flow proved by Drugan, Lee, and Wheeler
in [16], and for inverse Qk-flows proved by Kwong, Lee, and Pyo in [29].
In both [16] and [29], the authors obtained the uniqueness results using Hsiung-
Minkowski’s integral formulae, which concern about symmetric polynomials σk’s
of principal curvatures. In order to extend their results to a more general class
of flows where ρ are not explicit, we use arguments different from those in [16]
and [29]. Applying the ideas in the work [15] of Drugan, the third-named author,
and Lee about rotational rigidity of self-expanders to inverse mean curvature flow,
we will show that compact self-expanders of such a general inverse ρ-flow must be
rotationally symmetric along the rotation vector field R about any axis through
the origin, hence they must be round spheres centered at the origin.
The principal curvatures of the round sphere of radius r0 are (r
−1
0 , · · · , r
−1
0 ) and
〈F, ν〉 = −r0 when ν is taken to inward-pointing. Therefore, it is a self-expander
to the inverse ρ-flow whenever ρ(1, · · · , 1) > 0, and the constant µ is given by:
−
1
ρ(r−10 , . . . , r
−1
0 )
= −µr0 =⇒ µ =
1
ρ(1, · · · , 1)
> 0.
We will only consider function ρ’s with property that ρ(1, · · · , 1) > 0. Let’s state
our uniqueness theorem precisely:
Theorem 4.1. Consider the inverse ρ-flow by a degree 1 homogeneous symmetric
C1 function of principal curvatures ρ(λ1, · · · , λn) : Γ→ R+ such that (1, · · · , 1) ∈ Γ
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and
∂ρ
∂λi
> 0 on Γ for any i. Then, the only compact self-expanders to the inverse
ρ-flow must be round spheres.
Proof. Set ϕ := −1/ρ. Let R be an arbitrary rotation vector field in Rn+1 about
an axis passing through the origin. We want to show fR = 〈R, ν〉 ≡ 0 on Σ.
By Lemma 3.1 and Lemma 3.2, we have
Lϕϕ = 0
LϕfR = 0
Then, we apply Lemma 3.4 to f1 = fR and f2 = ϕ and get
(4.1) gil
∂ϕ
∂hij
∇l∇j
(
fR
ϕ
)
= −µ
〈
F,∇
(
fR
ϕ
)〉
+
2
ϕ
gil
∂ϕ
∂hij
∇l
(
fR
ϕ
)
∇jϕ
Note that (4.1) is a second-order elliptic equation by the parabolic condition on ρ.
Furthermore, by the compactness of Σ, the set of all possible principal curvatures
{(λ1(p), . . . , λn(p)) : p ∈ Σ}
is compact in Γ. As a result, the equation (4.1) is uniformly elliptic.
By the compactness of Σ, the function fRϕ achieves a global maximum. Ob-
serving that the RHS of (4.1) involves only gradient terms of fRϕ , we can apply
the elliptic strong maximum principle and conclude that fRϕ ≡ C, where C is a
constant. Moreover, as the rotational axis of R passes through the origin, we have
div (R) = 0, and so Divergence Theorem shows that
∮
Σ
fR dΣ =
∮
Σ
〈R, ν〉 dΣ = 0
Hence we have fR(p) = 0 for some p ∈ Σ, and so the constant C, and hence fR,
must be 0. Therefore, Σ is rotationally symmetric about R. Since R can be any
rotational vector field with axis through the origin, we conclude that Σ must be a
round sphere. 
5. Asymptotically Cylindrical Self-Expanders
Our second result concerns about non-compact self-expanders to parabolic in-
verse ρ-flows. Again we take ν to be inward-pointing unit normal for the cylin-
der. A round cylinder of radius r0 has principal curvatures (r
−1
0 , · · · , r
−1
0 , 0), and
〈F, ν〉 = −r0. Therefore, it is a self-expander whenever ρ(1, · · · , 1, 0) > 0, and the
constant µ is given by µ = ρ(1, · · · , 1, 0)−1 > 0.
In this section, we will extend the rotational rigidity of asymptotically cylindrical
self-expanders to a general class of parabolic inverse ρ-flows. We first define the
meaning of asymptotically cylindrical ends.
Definition 5.1 (Asymptotically Cylindrical Ends). Consider an end E of a hy-
persurface Σn is Ck-asymptotic to a round cylinder C if there exist r > 0 and
u ∈ Ck(C\Br(0)) such that E can be parametrized as a normal graph over C of the
form:
F (p) = p+ u(p)νcyl(p)
where p ∈ C and νcyl is the inward-pointing unit normal of C, and as |p| → ∞, the
height function u satisfies:∣∣∣∇(j)cylu(p)∣∣∣
gcyl
≤ o(|p|
−j
) for j = 0, 1, 2, · · · , k,
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where gcyl is the first fundamental form of C, and ∇cyl is the covariant derivative
of C.
Remark 5.2. We only require the end E to be graphical over a cylinder, but the
compact part Σ\E can be of any topological type.
By straight-forward computations as in [15, Section 3] and [17, Section 3], a
C1-asymptotically cylindrical end E satisfies the following asymptotics:
• FE = Fcyl + o(1)
• νE = νcyl + o(|p|
−1
)
• 〈FE , νE〉 = 〈Fcyl, νcyl〉︸ ︷︷ ︸
−radius of C
+o(1)
• 〈R(FE), νE〉 = 〈R(Fcyl), νcyl〉︸ ︷︷ ︸
=0
+o(1) = o(1)
Furthermore, if the end is C2-asymptotically cylindrical, we further have:
• ‖hE − hcyl‖gcyl = o(|p|
−2
)
• HE = Hcyl + o(|p|
−2
)
Now we state and prove the second main result, about the rotational rigidity of
asymptotically cylindrical self-expanders to any inverse ρ-flow, hence extending the
result in [15] to a much wider class of flows.
Theorem 5.3. Consider the inverse ρ-flow by a degree 1 homogeneous symmetric
C1 function of principal curvatures ρ(λ1, · · · , λn) : Γ→ R+ such that (1, · · · , 1, 0) ∈
Γ and
∂ρ
∂λi
> 0 on Γ for any i. Suppose Σ is a self-expander to the inverse ρ-flow
such that either:
• Σ has exactly one end, which is C2-asymptotic to a round cylinder, or
• Σ has exactly two ends, which are C2-asymptotic to two co-axial round
cylinders,
then Σ must be rotationally symmetric about the axis of the cylinder(s).
Proof. Similar to the proof in Theorem 4.1, we consider the elliptic equations de-
rived in Lemma 3.1 and Lemma 3.2:
LϕfR = 0
Lϕ〈F, ν〉 = 0
Recall that ϕ = µ〈F, ν〉. Then, we apply Lemma 3.4 on f1 = fR and f2 = 〈F, ν〉:
(5.1) gil
∂ϕ
∂hij
∇l∇j
fR
〈F, ν〉
= −µ
〈
F,∇
fR
〈F, ν〉
〉
−
2
〈F, ν〉
gil
∂ϕ
∂hij
∇l
fR
〈F, ν〉
∇j〈F, ν〉
We pick an arbitrary rotation vector field R about the axis of the asymptotic cylin-
der. Since Σ is C2 asymptotic to cylinders, the principal curvatures (λ1, . . . , λn)→
(r−1, · · · , r−1, 0) uniformly when approaching to the asymptotic cylinder with ra-
dius r, the set of all possible principal curvatures
{(λ1(p), . . . , λn(p)) : p ∈ Σ}
is compact in Γ. As a result, the equation (5.1) is uniformly elliptic.
Furthermore, we have fR → 0 uniformly at infinity, and |〈F, ν〉| converges uni-
formly to r0, the radius of the asymptotic cylinder. Hence, for any ε > 0, there is
a large s = s(ε) > 0 so that
(5.2) sup
Σ\Bs(0)
∣∣∣∣ fR〈F, ν〉
∣∣∣∣ < ε.
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Now suppose fR 6≡ 0, and there exists q ∈ Σ such that fR(q) > 0 (the case
fR(q) < 0 is similar). Take ε :=
fR
2〈F,ν〉(q) > 0 and let s = s(ε) be sufficiently large
so that q ∈ Bs(0) and (5.2) holds. Then, we have
fR
〈F, ν〉
(q) > ε > sup
Σ\Bs(0)
∣∣∣∣ fR〈F, ν〉
∣∣∣∣ ≥ sup
Σ∩∂Bs(0)
∣∣∣∣ fR〈F, ν〉
∣∣∣∣ .
In other words, the function fR〈F,ν〉 achieves an interior maximum on Σ ∩ Bs(0),
which violates the elliptic strong maximum principle applied to (5.1) on Σ∩Bs(0).
We get a contradiction, and so it is necessary that fR ≡ 0 on Σ. This proves that
Σ is rotationally symmetric about the axis of the cylinder. 
Remark 5.4. Note that C2-asymptotics are essential in the proof of Theorem 5.3
because the strong maximum principle requires uniform ellipticity. However, if we
further assume that there exists C > 0 such that C ≥ ∂ρ∂λi ≥
1
C on Γ for any i
(which is the case when ρ = H), then Theorem 5.3 still holds if the ends are just
C1-asymptotically cylindrical.
Remark 5.5. In the two-end case considered in Theorem 5.3, we do not require the
two asymptotic cylinders to have the same radius, but they are required to be co-
axial in order to have the same set of rotational Killing vector fields R. However, if
the radius of the two cylinders are the same, then by the upcoming ODE analysis,
such a self-expander must be identical to that cylinder.
6. Existence of Non-Cylindrical Self-Expanders
A rotationally symmetric hypersurface Σn≥2 in Rn+1 can be described by a
profile curve (r(s), h(s)) in the (r, h)-plane. By rotating the profile curve along the
h-axis, the hypersurface generated by the profile curve is parametrized by:
(6.1) F (ω, s) = r(s)Φ(ω) + h(s)en+1,
where Φ(ω) parametrizes the unit sphere Sn−1 ⊂ Rn := span{ei}
n
i=1 by the Euler’s
angles ω = (θ1, · · · , θn−1).
For simplicity, we will only consider profile curves of the form (r(h), h), i.e.
graphs over the h-axis in the (r, h)-plane, and that r(h) > 0. The principal curva-
tures of (6.1) are:
λ1 = · · · = λn−1 =
1
r
·
1
(1 + r˙2)1/2
, λn = −
r¨
(1 + r˙2)3/2
where we denote r˙ := drdh and r¨ :=
d2r
dh2 . By direct computations, we can also verify
that:
〈F, ν〉 =
r˙h− r
(1 + r˙2)1/2
where ν is again inward-pointing. Let ρ : Γ → R+ be a positive, homogeneous of
degree 1, symmetric and C1 function of principal curvatures defined on an open
cone Γ ⊂ Rn. The self-expander equation (1.2) to the inverse ρ-flow is reduced to
an ODE:
(6.2) ρ
(
1, · · · , 1,−
rr¨
1 + r˙2
)
=
1
µ
r(1 + r˙2)
r − r˙h
For self-expanders with C2-asymptotically cylindrical ends, it is necessary that the
constant µ matches with that of round cylinders. Therefore, we consider only the
case where µ = ρ(1, · · · , 1, 0)−1 > 0, so that (6.2) can be written as:
(6.3) ρ
(
1, · · · , 1,−
rr¨
1 + r˙2
)
= ρ(1, · · · , 1, 0)(1− r˙Q)
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where Q is defined by:
(6.4) Q(h) := −
rr˙ + h
r − r˙h
= −
1
2(r − r˙h)
d
dh
(r2 + h2).
By direct computations, it can be easily verified that:
(6.5) 1− r˙Q =
r(1 + r˙2)
r − r˙h
.
Next we consider the quantity ρ(1, · · · , 1, ξ) with an arbitrary ξ. Since (1, · · · , 1, 0) ∈
Γ, we can only consider those (ρ,Γ)’s so that (1, · · · , 1, ξ) ∈ Γ for any ξ ∈ (−α, β),
where (−α, β) is an open interval containing 0. For simplicity, define a function
ρˆ : (−α, β)→ (0, γ) given by
ρˆ(ξ) := ρ(1, · · · , 1, ξ),
where γ := ρˆmax.
In our construction of self-expanders, we will assume ρ satisfies a uniform para-
bolic condition, in a sense that:
C ≥
∂ρˆ
∂ξ
> 0 on (−α, β).
We will further make a natural assumption that ρˆ→ 0 as ξ → −α, and that β > 1
(for a technical reason). This assumption holds true if, for instance, ρ = 0 on ∂Γ
(then β =∞ in this case).
Examples of ρ’s which fulfill these assumptions (including uniform parabolicity)
include:
• ρ = H on Γ =
{∑
i λi > 0
}
: i.e. the inverse mean curvature flow, where
ρˆ(ξ) = (n− 1) + ξ and ∂ρˆ∂ξ = 1, so that α = n− 1 and β =∞.
• ρ = σk+1/σk where k < n− 1 on Γ =
{
σk+1 > 0
}
: i.e. the inverse Qk-flow,
where
ρˆ(ξ) =
Cn−1k+1 + C
n−1
k ξ
Cn−1k + C
n−1
k−1 ξ
,
∂ρˆ
∂ξ
=
Cn−1k C
n−1
k − C
n−1
k−1C
n−1
k+1(
Cn−1k + C
n−1
k−1 ξ
)2 ,
so that we can pick α = Cn−1k+1 /C
n−1
k , and β =∞.
• ρ = σk/σk−1 +
∑
aij(σj/σi)
1/j−i +
∑
l blσ
1/l
l where 1 ≤ i < j < k < n
and 1 ≤ l < k, here aij and bl are non-negative constants. By inspec-
tion of the graph of ρˆ, we can take −α to be the root of ρˆ between where
σk(1, · · · , 1, ξ) = 0 and where σk−1(1, · · · , 1, ξ) → 0. It is uniformly para-
bolic since at (1, · · · , 1,−α), none of the σk−1, σj , σi, σl goes to 0.
The parabolic condition
∂ρ
∂λn
> 0 on Γ implies that ρˆ is strictly increasing, and
guarantee an inverse function ρˆ−1 : (0, γ)→ (−α, β). Provided that(
1, · · · , 1,−
rr¨
1 + r˙2
)
∈ Γ
and (1 − r˙Q)ρˆ(0) is in the range of ρˆ, i.e. (0, γ), the ODE (6.3) is equivalent to:
(6.6) r¨ = −
(1 + r˙2)
r
ρˆ−1
(
(1− r˙Q)ρˆ(0)
)
We will show that when the inverse ρ-flow is uniformly parabolic, then (6.6) has
a globally defined solution r(h) on h ∈ (−∞,∞) which geometrically resembles the
shape of an infinite bottle. Let us state our theorem precisely:
Theorem 6.1. Consider the inverse ρ-flow (1.1) where ρ is a degree 1 homogeneous
symmetric C1 function of principal curvatures ρ(λ1, · · · , λn) : Γ→ R such that:
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• (1, · · · , 1, ξ) ∈ Γ for any ξ ∈ (−α, β), where α > 0 and β > 1; and
• ρ(1, · · · , 1, ξ)→ 0 as ξ → −α; and
• there exists a constant C > 0 such that C ≥ ∂ρ∂λn (1, · · · , 1, ξ) > 0 for any
ξ ∈ (−α, β).
Then, there exists a complete two-ended rotationally symmetric self-expander Σ to
the inverse ρ-flow, which is bounded between two co-axial cylinders of different radii,
and C2-asymptotic to these two cylinders at both ends.
6.1. Outline of the proof. We will establish the proof of Theorem 6.1 in several
steps. Here we describe our strategy, and compare our approach with Drugan, Lee,
and Wheeler’s construction of infinite-bottle in [16] for the inverse mean curvature
flow (the case ρ = H).
To construct such a self-expander, we will show the existence of a global solution
r(h) > 0 that is strictly increasing as h increases, and that r(h) has finite and
non-zero limit as h→ ±∞. It is intuitively clear that in order for r(h) to behave in
such a way, the existence of an inflection point h∗ at which r¨(h∗) = 0 is crucial. We
will argue that by a careful choice of the initial condition, there is always a unique
inflection point. This step is achieved in a similar fashion as in [16] for the inverse
mean curvature flow.
With the existence of a unique inflection point h∗, we can study the behaviors
of the solution on intervals (hmin, h∗) and (h∗, hmax) individually. We will show
on either interval, the solution cannot extinct in finite h. To achieve this, there
are new technical issues that were not present in [16] where ρ = H . Namely, we
need to ensure that (1− r˙Q)ρˆ(0) stays within the range of ρˆ, so that the existence
theorem of ODE remains valid, and the solution obtained for (6.6) is equivalent
to the original self-expander ODE (6.2). When ρ = H , the range of ρˆ is (0,∞).
However, for many function ρ’s under our consideration such as ρ = σk+1σk , the value
of ρˆ is bounded from above. In this work, we will supply a new argument to rule
out the possibility of (1 − r˙Q)ρˆ(0) approaching the end-points of the range of ρˆ.
To show that r(h) has a positive lower bound and a finite upper bound, the
authors in [16] uses the inverse function theorem to express h as a function of r,
and study the maximal existence interval (rmin, rmax) for h(r). We will instead
show r is bounded directly.
6.2. Initial conditions. From now on, we will fix the following “initial” condi-
tions1 for the ODE (6.6):
h0 < 0(6.7)
r(h0) = r0 > −h0(6.8)
r˙(h0) = r˙0 ∈ (0,−h0r
−1
0 )(6.9)
The geometric meaning of (6.7) and (6.8) is that the solution starts at the region
bounded between the r-axis and the line r+h = 0 in the (r, h)-plane (see the yellow
region in Figure 1). The condition (6.9) for r˙ is implies
d
dh
∣∣∣∣
h=h0
(r2 + h2) = 2(r0r˙0 + h0) < 0,
meaning that at (r0, h0) the solution r(h) goes into the ball r
2 + h2 ≤ r20 + h
2
0 as h
increases (see the red segment in Figure 1).
Assuming the conditions (6.7)-(6.9), the quotient Q defined in (6.4) is initially
positive at h0. As such, (1− r˙Q)ρˆ(0) < ρˆ(0) < γ at h = h0. Furthermore, by (6.5)
1We put initial in quote because we study the ODE solution defined on both (hmin, h0] and
[h0, hmax). From now on we will call them “conditions” only.
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h
r
h0
r0
Figure 1. Initial conditions: r0 + h0 > 0, and
d
dh
∣∣
h0
(r2 + h2) < 0.
we know 1− r˙Q > 0 at h = h0. Therefore, the term (1 − r˙Q)ρˆ(0) lies in the range
of ρˆ and so the term
ρˆ−1
(
(1 − r˙Q)ρˆ(0)
)
in the ODE (6.6) is well-defined. Thus, the existence theorem of ODE (see e.g.
[13, Theorem I.3.1]) shows there exists a unique solution defined near h = h0 which
satisfies conditions (6.7)-(6.9). From now on, we denote (hmin, hmax) to be the
maximal existence interval of the ODE (6.6) with conditions (6.7)-(6.9).
6.3. Monotonicity and convexity. It is easy to observe that all constant solu-
tions r(h) ≡ c > 0 satisfy the ODE (6.6). These constant solutions give round
cylinders after rotating about the h-axis. Note that the ODE (6.6) is of second-
order, so the uniqueness theorem of ODE (see e.g. [13, Theorem I.3.1]) asserts
that if two solutions to the ODE passing through the same point with the same
derivative at that point, then the two solutions must be identically the same. Using
this observation, we can claim that whenever a solution r(h) achieves an interior
critical point at h¯ ∈ (hmin, hmax) so that r˙(h¯) = 0, it is necessary that r(h) is a
constant solution. As such, in order to construct self-expander solution which is
distinct from any round cylinder, it is necessary that the solution cannot have any
critical point (i.e. either strictly increasing or strictly decreasing). By the condition
(6.9), we have r˙0 > 0 and so it is determined that r˙ > 0 on the maximal interval
(hmin, hmax).
Concerning the second derivative r¨, it is useful to observe that the quotient Q
defined in (6.4) always have the same sign as r¨, by the parabolic condition of ρ:
Lemma 6.2. Suppose r is a solution of (6.6) with conditions (6.7)-(6.9). Then at
any h ∈ (hmin, hmax), we have Q(h) > 0 if and only if r¨(h) > 0. Also, Q(h) = 0 if
and only if r¨(h) = 0.
Proof. Recall that r˙ > 0. If Q(h) > 0, we have [1 − r˙(h)Q(h)]ρˆ(0) < ρˆ(0). Both ρˆ
and its inverse ρˆ−1 are strictly increasing, so by the ODE (6.6), we have:
r¨(h) > −
1 + r˙2(h)
r(h)
ρˆ−1
(
ρˆ(0)
)
= 0.
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Conversely, if r¨(h) > 0, then the ODE (6.6) shows
ρˆ−1
(
[1− r˙(h)Q(h)]ρˆ(0)
)
< 0,
which implies [1 − r˙(h)Q(h)]ρˆ(0) < ρˆ(0). As (1, · · · , 1, 0) ∈ Γ and r˙ > 0, we have
Q(h) > 0. Similarly, we can show in the same way that Q(h) = 0 if and only if
r¨(h) = 0. 
Since the quotient Q can be used to detect the convexity or concavity of r, it is
helpful to investigate its derivative. By direct computations, we can show:
Q˙ = −
(r − r˙h)(r˙2 + rr¨ + 1) + (rr˙ + h)r¨h
(r − r˙h)2
(6.10)
= −
1 + r˙2
r − r˙h
(
1 +
rr¨
1 + r˙2
)
+ r¨Q ·
h
r − r˙h
.
6.4. Behavior on (hmin, h0]. We will now begin the proof of Theorem 6.1. First
we discuss the behavior of the solution r(h) when h ≤ h0.
Lemma 6.3. There is no inflection point of r on (hmin, h0].
Proof. We argue by contradiction. Recall that Q(h0) > 0 by (6.7)-(6.9), and so
r¨(h0) > 0 by Lemma 6.2. If there exists h∗ ∈ (hmin, h0] such that r¨ > 0 on (h∗, h0]
and r¨(h∗) = 0, then by checking the signs of terms in (6.10), we have
Q˙ = −
1 + r˙2
r − r˙h
(
1 +
rr¨
1 + r˙2
)
+ r¨Q ·
h
r − r˙h
< 0
on (h∗, h0], which implies Q(h∗) ≥ Q(h0) > 0. However, the hypothesis r¨(h∗) = 0
implies Q(h∗) = 0 again by Lemma 6.2, leading to a contradiction. Therefore, we
have r¨(h) > 0 and Q(h) > 0 on (hmin, h0]. 
Lemma 6.4. There exists c > 0 such that r(h) ≥ c on (hmin, h0].
Proof. By rearranging (6.6), we can get:
ρˆ
(
−
rr¨
1 + r˙2
)
− ρˆ(0) = −ρˆ(0)r˙Q.
We apply mean value theorem on the LHS, so there exists ς ∈ (− rr¨1+r˙2 , 0) such that
(6.11)
∂ρˆ
∂ξ
(ς)
(
−
rr¨
1 + r˙2
)
= ρˆ
(
−
rr¨
1 + r˙2
)
− ρˆ(0) = −ρˆ(0)r˙Q.
Since r¨ > 0 on (hmin, h0], we know from (6.10) that Q˙ < 0 on (hmin, h0], and so
Q(h) ≥ Q(h0) > 0 on (hmin, h0]. Combining the uniform parabolic condition on ρ,
we can infer from (6.11) that
C
r¨
1 + r˙2
≥
∂ρˆ
∂ξ
(ς)
(
r¨
1 + r˙2
)
= ρˆ(0)Q
r˙
r
≥ ρˆ(0)Q(h0)
r˙
r
.
Equivalently, we have
d
dh
(
arctan r˙ −
ρˆ(0)Q(h0)
C
ln r
)
≥ 0
on (hmin, h0], which implies
arctan r˙ −
ρˆ(0)Q(h0)
C
ln r ≤ arctan r˙0 −
ρˆ(0)Q(h0)
C
ln r0 =: C1
=⇒ r ≥ exp
(
−C(pi2 + C1)
ρˆ(0)Q(h0)
)
=: c > 0,
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on (hmin, h0] as desired. Here we have used the fact that arctan r˙ > −
pi
2
. 
Lemma 6.5. hmin = −∞.
Proof. According to the expression of the ODE (6.6), if hmin is finite, then at least
one of the following must occur:
(i) r → 0 or ∞ as h→ h+min.
(ii) r˙ →∞ as h→ h+min.
(iii) r − r˙h→ 0 or ∞ as h→ h+min.
(iv) (1− r˙Q)ρˆ(0)→ 0 or γ as h→ h+min.
We will exclude all possibilities listed above one-by-one.
By Lemma 6.4, we have r ≥ c > 0 on (hmin, h0], where c is independent of hmin,
ruling out the possibility of r → 0 as h → h+min. Since r˙ > 0 on (hmin, hmax), we
have r(h) ≤ r(h0) on (hmin, h0]. Therefore, (i) is impossible.
Next, by Lemma 6.3, we have r¨ > 0 on (hmin, h0], which implies (ii) is impossible.
For (iii), by checking
d
dh
(r − r˙h) = −r¨h > 0,
we obtain an upper bound for r − r˙h on (hmin, h0]:
r − r˙h ≤ r0 − r˙0h0.
Also, we have a lower bound of r − r˙h
r − r˙h > r ≥ c > 0.
Hence, (iii) is impossible.
Lastly, since Q˙ < 0 on (hmin, h0], and so Q(h) ≥ Q(h0) > 0 on (hmin, h0], we get:
(1− r˙Q)ρˆ(0) < ρˆ(0) < γ.
As r − r˙h ≤ r0 − r˙0h0 and r(1 + r˙
2) > r ≥ c > 0 on (hmin, h0], then
(1− r˙Q)ρˆ(0) =
r(1 + r˙2)
r − r˙h
ρˆ(0) ≥
c
r0 − r˙0h0
ρˆ(0) > 0,
These show (iv) is impossible.
Therefore, hmin = −∞. 
To conclude, the solution to the ODE (6.6) with conditions (6.7)-(6.9) is defined
on (−∞, h0], on which it is strictly increasing, concave up, and bounded from below
(see the red curve in Figure 2).
6.5. Behavior on [h0, hmax). We next find out the behavior of the solution on
[h0, hmax). We will show there is a unique inflection point h∗, after which the
solution becomes concave down. The solution extends globally to [h0,+∞), and
the solution is bounded from above (see the green curve in Figure 2).
Lemma 6.6. Any inflection point h∗ of r must be negative, and there exists a
unique inflection point h∗ ∈ (h0, 0).
Proof. For any inflection point h∗ of r, we have r¨(h∗) = 0 and so Q(h∗) = 0
according to Lemma 6.2. Hence, we have
r(h∗)r˙∗ + h∗ = 0
=⇒ h∗ = −r(h∗)r˙∗ < 0.
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rmin > 0
rmax <∞
h
0
r
initial value
h0
unique inflection point
h∗
Figure 2. A plot of the profile curve
Next, we prove the existence of such h∗. Suppose otherwise that r¨(h) > 0 (and
hence Q(h) > 0) on [h0, hmax). Observe that
Q(0) = −
r(0)r˙(0) + 0
r(0)− r˙(0) · 0
= −r˙(0) < 0.
If 0 ∈ [h0, hmax), it would contradict to the fact that Q(h) > 0 on [h0, hmax).
Consequently, we must have hmax ≤ 0. We will show it is impossible by ruling out
all possible blow-up behaviors (i)-(iv) listed below, using similar argument as in the
proof of Lemma 6.5.
(i) r → 0 or ∞ as h→ h−max.
(ii) r˙ →∞ as h→ h−max.
(iii) r − r˙h→ 0 or ∞ as h→ h−max.
(iv) (1− r˙Q)ρˆ(0)→ 0 or γ as h→ h−max.
We observe that
Q > 0 =⇒ rr˙ + h < 0 =⇒ rr˙< −h ≤ −h0 on [h0, hmax),
we can deduce on [h0, hmax) that:
0 < r0r˙0 ≤ rr˙0 ≤ rr˙ < −h0 =⇒ r0 ≤ r < −
h0
r˙0
=⇒ (i) is ruled out.
0 < r0r˙ ≤ rr˙ < −h0 =⇒ r˙ < −
h0
r0
=⇒ (ii) is ruled out.
r0 ≤ r ≤ r − r˙h ≤ r − r˙h0 ≤ −
h0
r˙0
+
h20
r0
=⇒ (iii) is ruled out.
Finally, for (iv) we consider:
r˙Q > 0 =⇒ (1− r˙Q)ρˆ(0) < ρˆ(0) < γ,
and using (6.5), we have
(1− r˙Q)ρˆ(0) =
r(1 + r˙2)
r − r˙h
ρˆ(0) ≥ δρˆ(0) > 0.
where δ := r0
−
h0
r˙0
+
h2
0
r0
> 0. These rule out (iv).
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To summarize, if r¨ > 0 on [h0, hmax), then it is necessary that hmax ≤ 0, but
the above argument shows it is not possible. Thus, there exists an inflection point
h∗ ∈ (h0, 0) such that r¨(h∗) = 0.
Lastly we prove that the inflection point is unique. For any inflection point h∗,
we have r¨(h∗) = 0 and so by (6.10), we get:
Q˙(h∗) = −
1 + r˙2
r − r˙h
∣∣∣∣
h∗
< 0.
By Lemma 6.2, we have Q(h∗) = 0 for any inflection point h∗. However, by the
continuity of Q on [h0, hmax), it is not possible to have two inflection points h∗ and
h∗∗ such that Q(h∗) = Q(h∗∗) = 0, but Q is strictly decreasing at both h∗ and h∗∗.
Therefore, the inflection point h∗ must be unique. 
Lemma 6.7. hmax = +∞.
Proof. Suppose on the contrary that hmax <∞. Similar to the proof of hmin = −∞,
we need to rule all possibilities below to get a contradiction:
(i) r → 0 or ∞ as h→ h−max.
(ii) r˙ →∞ as h→ h−max.
(iii) r − r˙h→ 0 or ∞ as h→ h−max.
(iv) (1− r˙Q)ρˆ(0)→ 0 or γ as h→ h−max.
To rule out (i)-(iii), one crucial observation is that r¨ < 0 on (h∗, hmax) by the
uniqueness of the inflection point due to Lemma 6.6. It follows that r˙ ≤ r˙(h∗) on
[h∗, hmax). This rules out (ii). Combining with the fact that r˙ > 0, we can show
on (h∗, hmax) that:
r(h) − r(h∗) =
∫ h
h∗
r˙ ≤ r˙(h∗) · (h− h∗) ≤ r˙(h∗) · (hmax − h∗)
=⇒ r(h∗) ≤ r(h) ≤ r(h∗) + r˙(h∗) · (hmax − h∗).
These rule out (i).
On (h∗, 0), since
d
dh
(r − r˙h) = −r¨h < 0, we obtain
r(h∗)− r˙(h∗)h∗ ≥ r − r˙h > r ≥ r(h∗) > 0,
and on [0, hmax), since
d
dh
(r − r˙h) = −r¨h ≥ 0, we obtain
r ≥ r − r˙h ≥ (r − r˙h)
∣∣
h=0
= r(0) > 0.
Since r has been shown to be uniformly bounded on (h∗, hmax) whenever hmax is
finite, the above shows r − r˙h is also uniformly bounded on (h∗, hmax). This rules
out (iii).
Finally we rule out (iv). The positive lower bound of (1 − r˙Q)ρˆ(0) follows from
the uniform bounds derived above:
(1− r˙Q)ρˆ(0) =
r(1 + r˙2)
r − r˙h
ρˆ(0) ≥ δρˆ(0) > 0,
where δ =
r(h∗)
max{r(h∗)− r˙(h∗)h∗, r(hmax)}
.
The more challenging part is to show that (1 − r˙Q)ρˆ(0) is bounded away from
γ := ρˆmax. We consider the quantity r˙Q. By direct computations and from (6.10),
we get:
(6.12)
d
dh
r˙Q = r˙Q˙+ r¨Q = −
r˙(1 + r˙2)
r − r˙h
(
1 +
rr¨
1 + r˙2
)
+ r¨Q ·
r
r − r˙h
.
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From Lemma 6.2 that Q and r¨ always have the same sign, we have r¨Q ≥ 0.
Recall that from the above discussion that we also have r − r˙h > 0 and r > 0 on
[h∗, hmax), so (6.12) shows
(6.13)
d
dh
r˙Q ≥ −
r˙(1 + r˙2)
r − r˙h
(
1 +
rr¨
1 + r˙2
)
on [h∗, hmax).
By rearranging the ODE (6.6), we get:
−
rr¨
1 + r˙2
= ρˆ−1
(
(1 − r˙Q)ρˆ(0)
)
.
We are going to argue that the (1− r˙Q)ρˆ(0) cannot be greater than ρˆ(1). Suppose
there exists h1 ∈ [h∗, hmax) such that [1− r˙(h1)Q(h1)]ρˆ(0) = ρˆ(1), and equivalently
we have: −
rr¨
1 + r˙2
∣∣∣∣
h=h1
= 1. However, then (6.13) implies
d
dh
∣∣∣∣
h=h1
r˙Q > 0,
showing that (1 − r˙Q)ρˆ(0) is strictly decreasing at h = h1. Since (1 − r˙Q)ρˆ(0)
decreases whenever it reaches ρˆ(1). Combining with the fact that (1 − r˙Q)ρˆ(0) =
ρˆ(0) < ρˆ(1) at h = h∗, we conclude that:
(1− r˙Q)ρˆ(0) < ρˆ(1) < γ.
Therefore, (1 − r˙Q)ρˆ(0) stays away from 0 and γ. This rules out (iv).
Therefore, none of the blow-up behaviors (i)-(iv) can occur in [h∗, hmax) if hmax
were finite, we conclude that hmax = +∞. 
Lemma 6.8. There exists K <∞ such that r(h) ≤ K on [h0,∞).
Proof. In [16] on the inverse mean curvature flow, the authors showed r is uniformly
bounded from above by considering h is a function of r, and then show h(r) must
blow-up when r is finite. Here we will show r is bounded from above directly.
Recall that r is strictly increasing on (−∞,∞), so lim
h→+∞
r must exist or it is
equal to +∞. Suppose lim
h→+∞
r = +∞, then by L’Hoˆpital’s rule,
lim
h→+∞
r
h
= lim
h→+∞
r˙
1
=: r˙∞ ≥ 0.
The existence of the limit r˙∞ is guaranteed by the monotonicity of r˙ (recall that
r˙ > 0 and r¨ < 0 on [h∗,+∞)). As
r
h and r˙ approach the same finite limit as
h → +∞, and r − r˙h > 0 on [0,∞), we have 0 < rh − r˙ < 1 for sufficiently large
h≫ 1. This shows:
Q =
−(rr˙ + h)
r − r˙h
=
−( rh r˙ + 1)
r
h − r˙
< −
( r
h
r˙ + 1
)
< −1
for sufficiently large h ≫ 1. Combining with the fact that Q < 0 on [0,∞) (since
r¨ < 0 on [0,∞)), by compactness there exists ε > 0, independent of h, such that
Q ≤ −ε < 0 on [0,∞). Then, from (6.3), we have
ρˆ
(
−
rr¨
1 + r˙2
)
− ρˆ(0) = −ρˆ(0)r˙Q ≥ ερˆ(0)r˙.
Applying mean value theorem to the LHS, there exists ς ∈ (0,− rr¨1+r˙2 ) such that
C
−rr¨
1 + r˙2
≥
∂ρˆ
∂ξ
(ς)
(
−rr¨
1 + r˙2
)
= ρˆ
(
−
rr¨
1 + r˙2
)
− ρˆ(0) ≥ ερˆ(0)r˙.
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Then, we have
d
dh
(
arctan r˙ +
ερˆ(0)
C
ln r
)
=
r¨
1 + r˙2
+
ερˆ(0)
C
r˙
r
≤ 0,
on [0,∞) which implies
arctan r˙ +
ερˆ(0)
C
ln r ≤ arctan ˙r(0) +
ερˆ(0)
C
ln r(0) =: C2
=⇒ r ≤ exp
(
C(C2 +
pi
2 )
ερˆ(0)
)
.
We have used the fact that − arctan r˙ ≤
pi
2
. However, it contradicts to our assump-
tion that lim
h→+∞
r = +∞. Therefore, we have
lim
h→+∞
r = K <∞,
and by r˙ > 0, we conclude that r(h) ≤ K on (−∞,∞). 
Combining results from Lemma 6.3 to Lemma 6.8, we have proved Theorem 6.1.
This shows for a large class of uniformly parabolic inverse ρ-flows, non-compact
self-expanders are not unique even with the same topological type (i.e. infinite
cylinder).
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