In this paper, an adaptive minimum spanning tree based topology control algorithm for mobile ad-hoc networks (MANETs) is presented. Logically, mobile nodes know their source, destination and trajectory. Therefore, every node can inform the nodes around it about its trajectory. Equipped with this knowledge, the node will then be able to compute the relocations of its neighbours and determines the time points at which it must adjust its transmission radius. At each time point, node u establishes a minimum spanning tree and considers the nodes which are its neighbours in the tree as its neighbours in the final topology. In contrast to the existing algorithms, we analytically prove that at each time point of network lifespan, connectivity is preserved. The algorithm can proactively adapt the network changes without relying on periodic beacons. In addition, message overhead is put to the network locally and occurs only if the nodes change their trajectories or lose/discover a neighbour(s). Simulation experiments are conducted to measure performance benefits with reference to three metrics, namely: node degree, transmission radius, packet loss ratio.
Introduction
A mobile ad-hoc network (MANET) is typically characterised by the coincidental organisation of a group of wireless nodes that can move freely in an operational environment and interact without relying on any pre-existing networking infrastructure. The flexibility and opportunistic nature of MANET-based interactions account for its particularly suitability to serve as a backdrop in application scenarios in need of fast deployments of non-instrumented communications settings; e.g., disaster relief operations or tactical military environments. Given that mobile terminals in an ad-hoc network are usually battery operated, a limited amount of energy is available which must be consumed as efficiently as possible.
Choosing a small power assignment causes network disconnection, while choosing it too large is undesirable for two reasons: first, it causes excessive interference. Second, the power required to transmit messages between nodes increases as the exponent α ≥ 2 (Rappaport, 1996) of the distance between them. Therefore, compared to direct transmission, a smaller amount of energy can be consumed by a source node if it passes on its messages through a series of intermediate nodes to a destination node. Constructing an energy-efficient topology is the aim of topology control. The topology control problem can be formalised as follows:
Let the graph G = (V, E) denote the wireless ad-hoc network, where V is the set of nodes and E is the set of communication links. Running a topology control algorithm should supply a sparse and connected subgraph ( , ) tc tc G V E = of G such that each node can transmit to all its neighbours in G tc using less power than is required to transmit to all its neighbours in G.
Mobility is one of the key challenges in MANETs which imperils connectivity. In the existing topology control algorithms, several policies are proposed to face this challenge. Now, we survey the main policies:
1 Periodic-based policies: Several topology control algorithms have been suggested which are executed periodically. In these algorithms, it is assumed that the nodes are stationary in each period. In Wattenhofer et al. (2001) , the authors propose the distributed algorithm CBTC(α) in which each node finds the minimum power that ensures it can reach some nodes in every cone of degree α. It has been shown in that if 5 6 ≤ π α then connectivity is preserved. The basic idea of the COMPOW (Narayanaswamy et al., 2002) and CLUSTERPOW (Kawadia and Kumar, 2003) protocols is that each node uses the smallest common power required to maintain connectivity. The major disadvantage of COMPOW is its message overhead, because each node has to exchange link state information with other nodes. Some of the other periodic-based algorithms such as Gabriel graph (Gabriel and Sokal, 1969) , relative neighbour graph (Toussaint, 1980) , Yao graph (Yao, 1982) , local minimum spanning tree (LMST) (Li et al., 2003) and ESPT (Wang et al., 2006) produce geometric structures. In these algorithms, the set of links can be calculated on the basis of the position of the neighbour nodes in the original graph. The XTC (Wattenhofer and Zollinger, 2004) , S-XTC (Dyer et al., 2007) and OTTC (Kadivar et al., 2009 ) are protocols which work not only on unit disk graphs, but also on general weighted graphs (i.e., the graphs with arbitrary link weights).
2 Heuristic-based policies: Ramanathan and Rosales-Hain (2000) proposed the LINT and LILT protocols, which are the first topology control protocols explicitly designed for mobile networks. Based on these heuristic protocols, each node tries to keep the number of its neighbours within low and high thresholds, which are centred around a certain parameter called the desired number of neighbours. The protocols use the information which is available in routing tables to monitor the status of links to the neighbour nodes.
3 Prediction-based policies: Some other topology control algorithms are designed based on mobility prediction. In the methods proposed in Mir et al. (2006) , Su et al. ( , 2001 ) and , each node uses information such as geographical location, speeds, travel direction, and nodes covering zone to determine its links' lifespan. Some cluster-based methods are recommended in Chellapa-Doss et al. (2003a , 2003b and Dekar and Kheddouci (2008) , which predict the future cluster towards which the mobile node will probably move. Mobility-based clustering approach (An and Papavassilou, 2001 ) is a method which uses mobility prediction in order to construct stable clusters. This means after time t of mobility, the nodes of a cluster do not leave the cluster. In Mousavi et al. (2007) , an adaptive mobility prediction method is produced that uses learning automaton to estimate the coefficients of a filter in order to predict the future distance of two nodes. Finally, Harri et al. (2005) proposed a topology control protocol called KADER, which works based on a stochastic mobility prediction. The authors claim that KADER guarantees connectivity during network lifespan. The major disadvantage of KADER is that it works only on complete graphs.
The main disadvantage of the three classes of algorithms is that they cannot guarantee connectivity during network lifespan. The reasons are that:
1 In periodic-based algorithms, it is implicitly assumed that the nodes are stationary within the periods. But in applied scenarios, the wireless devices, formed the network, are mobile. Another problem is that these algorithms work correctly when the nodes are synchronous. But in practice the nodes' clocks are asynchronous. Although there exist various solutions to adjust the clocks, these solutions are too costly.
As an example, our experiments show that when the nodes are mobile and/or asynchronous, the LMST topology is not connected within the periods (Section 3).
In this paper, we propose an algorithm for constructing an energy-efficient topology, for ad-hoc networks, which is always connected during network lifespan. It is assumed that each mobile node has a GPS receiver that acquires information about its location. Also all the mobile nodes have unique identifiers (ID). The networks can be modelled by a weighted graph G = (V, E) where V is the set of nodes and E represents the set of communication links. When all mobile nodes are operated at full transmission power (the transmission radius is equal to R max ), this graph is dubbed max power graph denoted by G max = (V max , E max ). We also assume that omni-directional antennas are used by all the mobile nodes to transmit and receive signals. Therefore, there is an edge between two nodes if and only if their Euclidean distance is at most R max . Let Lune (u, v) denotes the intersection of the circles of radius R max centred at nodes u and v, respectively (Figure 1 ). We assume that G max is always connected and all Lune(u, v) contain some nodes.
Contributions
In this work, we present an adaptive topology control algorithm (AMST) for ad-hoc networks. Similar to the LMST algorithm (Li et al., 2003) , the basic idea of AMST is based on minimum spanning tree construction. As mentioned above, LMST cannot preserve connectivity at each time point when the nodes are asynchronous and/or mobile within the periods. Indeed, the LMST algorithm preserves connectivity only at the beginning of the periods when the nodes execute this algorithm simultaneously. Our experiments show that when the nodes are mobile and/or asynchronous, the LMST topology is not connected within the periods (see Section 3). In addition, the LMST algorithm relies on beacon messages which cause a message overhead and interference between the nodes. The contribution of this paper includes:
1 Our algorithm builds a self-adaptive topology which preserves the connectivity of the network (i.e., the corresponding maximum power graph) in each time point of its lifespan.
2 Our algorithm works correctly even if the nodes are asynchronous because the calculations of each node depend only on its own clock.
3 By using course knowledge, each node is able to determine the time points at which it must change its transmission radius without relying on beacon messages. It thus reduces the consumed energy and message overhead.
In what follows, we briefly discuss the LMST topology control algorithms; later in this paper, we will compare our proposed scheme against it. The LMST topology control algorithm (Li et al., 2003) : it is assumed that all the nodes have the same maximum transmit power. The algorithm has three phases: in the first phase, Hello messages, containing ID and location of nodes, are exchanged between the nodes. Second, each node establishes a local minimum spanning tree rooted at itself. Finally, each node adjusts its transmission range to reach all the neighbours on the tree.
Proposed topology control algorithm
The basic AMST algorithm is easy to explain. A node u starts running the algorithm by broadcasting a 'Hello' message with maximum power. It is assumed that the information of ID, geographical location, and maximum transmission power and, trajectory of node u are included in the 'Hello' message. Then, node u collects the 'Hello' messages of its neighbours in G max , and constructs a local minimum spanning tree rooted at itself. Finally, it selects neighbours in the tree as the final topology and sets its transmission range to reach the farthest neighbour. This process is repeated at appropriate times during network lifespan. Before presenting our algorithm formally, we describe some preliminaries.
Dealing with mobility
In ad-hoc networks, the network topology changes with time because of mobile nodes. Therefore, each node must be able to adjust its transmission range, timely, to maintain connectivity. To achieve this goal, having a suitable mobility model is necessary. In more realistic mobility models such as Konig-ries et al. (2006) , Saha and Johnson (2004) and Zhou et al. (2004) , each node is aware of its destinations and trajectories (usually the shortest path is selected as trajectory) and follows it to reach its destination. If each node exchanges the equation of its trajectory with its neighbours, it can compute the future position of its neighbours and adjust its transmission range timely to maintain connectivity. While in many of the existing algorithms the motion of the nodes is considered randomly, in this paper we use the nodes' trajectory equation to provide a reliable connectivity.
The availability of trajectory information is not a strong assumption and also has no computing cost. Because, in our mobility models, each node, independent of its topology control algorithm, computes its trajectory and follows it.
Node trajectory modelling in MANETs
In this section, the methods for modelling node trajectories in MANETs are explained. We model nodes' paths as a piece-wise curve trajectory. For this purpose, we assume that a node trajectory contains a sequence of segments. The two endpoints of each segment are joined together with a curve. The position of a node u, as a function of time, is described by ( ( ), ( )) u u x t y t such that:
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where f i (t), g i (t) are functions that join endpoints 1 1 ( , )
x y . For simplicity we assume that f i (t), g i (t) are linear functions and the absolute value of their slope is equal to u's velocity. We call 0 0
the control points. For example, if a node moves along the streets of a certain city, its control points are the coordinates of junctions and squares at which the node changes its direction.
If node u knows its neighbours' velocity and control points, then it can compute their trajectory functions and assess their locations at each time. The idea is to embed the control points in the 'Hello' messages in order to enable the neighbours to compute the future position of each other without relying on redundant beacons. When a node changes its trajectory or velocity, it informs its neighbours by sending beacon messages in which the new control points or velocity are included.
Determination of the time points of topology reconstruction
In this section, we introduce a procedure which determines the times that a node must adjust its transmission range. Let 
Each node must reconstruct its local topology (i.e., its local minimum spanning tree) at time t if its boundary node changes and/or some of its neighbours leave its maximum transmission range. In other word, each node must determine the time points at which its boundary node changes. The procedure Boundary-Node(u, t 0 ) (see Algorithm 1) determines the boundary nodes of u and the time at which its topology must be reconstructed for t > t 0 until a neighbour leaves u's transmission range. When node u loss a neighbour in LV(u), it must update its local view by sending Hello messages (see Algorithm 3).
is the neighbours set of node u.
2 time(u) shows timer of node u.
3 R max is the maximum transmission radius of the nodes.
] is a two-dimensional array for node u;, the first element of which 5 determines u's boundary nodes and the second one determines the time at 6 which the first element become a boundary node. 7 R max is the maximum transmission radius of node u. 
respectively. 
AMST topology control algorithm
Based on our method, the nodes execute an initial algorithm simultaneously in the beginning to construct an initial topology and then run an adaptive procedure to adapt to the network changes. The initial algorithm (Algorithm 2) is presented here, and the adaptive procedure will be presented in the next section. The initial algorithm consists of three main steps: d (u,v1) d(u,v2) d (u,v3) d(u,v4) In first step of the algorithm, node u sends a 'Hello' message, including its ID, location, velocity, maximum transmission radius, and control points, to other nodes in its local view and then collects 'Hello' messages received from the nodes in its local view. By using their control points, node u determines their trajectories. Then it constructs the local minimum spanning tree, T u , rooted at itself by applying the classical Prim's algorithm (Prim, 1957) . The link weight used to build the tree T u is its length (Euclidean distance).
This choice is compatible with any path loss model (Rappaport, 1996) , as the power cost of link (u, v) is proportional to d α (u, v) , with α ≥ 2. So, the tree T u that results from using any path loss model as the weight function is the same as the one that is built using the Euclidean distance. In the last stage node u selects its children in T u as its neighbours in the final topology. 6 (x u , y u ) are the coordinates of node u.
7 P max is the maximum power of node u.
8
Step 1. Information exchange:
9 Send beacon (u, (x u , y u ), control point − List(u), P max , Velocity(u)) at 10 maximum power P max .
11
Upon receiving the beacon messages store them and determine 12 their trajectories using their control point lists.
13
Step 2. Topology construction (after all beacons have been received):
14 Build the local minimum spanning tree T u on the nodes in LV (u, t 0 ) 15 using Prim's algorithm.
Determine the boundary node array BN u .
18
Step 3. Determination of transmit power:
v)(time(u)).
Notes: As shown in Li et al. (2003) , the topology which is produced by Prim's algorithm might contain directional links. The authors in Li et al. (2003) propose two techniques, for avoiding this inconvenience. In this paper we also use these techniques and so we can assume that the links are bidirectional.
Dynamic adaptation
We now present a procedure to adapt the produced topology for mobility and joining/leaving of the nodes. The adaptive procedure has three processes which are executed in parallel by all the nodes during network lifespan (see Algorithm 3). The information exchange process discovers the local view changes of node u and sends beacon messages to the discovered neighbours to inform them about the new links. The local view of node u, LV(u), is updated when it losses a neighbour. Also LV(u) is updated if u receives a beacon message from a node v that u arrives at its transmission range. If v is in u's transmission range then u considers v in its local topology when it constructs new T u . Otherwise u considers v if u has no neighbour w such that ( , ) max{ ( , ), ( , )
The reason is that u can communicate with node v through node w without increasing its transmission range. The topology construction process continually gets information about the new neighbours from the information exchange process and reconstructs the local minimum spanning tree T u . The transmission radius determination process determines the boundary node(s) from Boundary-Node(u,t) and sets the transmission power of the nodes.
In Example 1, the boundary node of node u is changed at time points 0.04, 0.57, 1.04, and 1.38. Therefore, according to the adaptive procedures, node u must execute Prime's algorithm to reconstruct LV(u). Also, node u must remove v 1 from LV(u) at time 1.58 because node v 1 goes out of u's transmission range (we assumed that R max = 2.5). Let T u = (V u , E u ) be this local MST.
Upon changing in the boundary node(s), go to line 5.
Algorithm 3: Adaptive procedures (for node u).
Transmission radius determination process 1 TR(u, t) is the transmission radius of node u at time t.
2 LBN is the length of array BN u .
3 BN u := Boundary−Node (u, time(u) ). Now we state and prove some desirable properties of the network topology derived from our algorithm. We study connectivity and node degree in the AMST topology. First, we show that the initial topology produced by the initial algorithm is connected, and then prove that the connectivity is preserved in the remainder of network lifespan. Note that in the beginning, all nodes run the initial algorithm simultaneously but the adaptive procedure may be executed at different time points.
Theorem 1. A connected graph G = (V, E) is given. The topology produced by the initial algorithm, intial intial intial
Proof. Consider a connected node pair u, v in graph G. We prove that they are also connected in intial G . Since nodes u and v are connected in G, there is a path Theorem 2. Given a max power graph max max max ( ) ( ( ), ( )) = G t V t E t at time t, two nodes u and v are connected in the topology produced by AMST, G AMST (t), if and only if they are connected in G max (t). Consequently, the graph G AMST (t) is connected if and only if G max (t) is connected.
Proof. Since our algorithm exclusively considers the edges in G max (t), u and v can only be connected in G AMST (t) if they are connected in G max (t). We now prove the converse. In the beginning, all the nodes perform the initial algorithm. Theorem 1 shows that in the beginning the produced topology is connected. Now it is sufficient to show that the connected graph G AMST (t 0 ) is also connected at 
by the path P 1 in the path P 0 we can reconstruct a path between nodes u and v.
b The distance between u i+1 and u i is equal to R max , namely 1 m a x ( , )( ) .
Lune u u + ≠ φ which implies that there exist some nodes in 1 ( ) ( ) Figure 3) . The adaptive procedure detects these nodes and updates LV(u i ) and LV(u i+1 ). By using these nodes the adaptive procedure can build a path between u i and u i+1 by running Prim's algorithm on LV(u i ) and LV(u i+1 ). So the connectivity of nodes u i and u i+1 is preserved at time t. Briefly, each failed edge in the paths between u and v is repaired. Therefore, nodes u and v are connected in G AMST (t). Proof. The proof is similar to that presented in Li et al. (2003) and Monma and Suri (1991) .
Performance evaluation
This section reports on several simulation results demonstrating the efficiency of AMST.
We implemented the AMST protocol under the GloMoSim simulator (Zeng et al., 1998) . A free space propagation model with a threshold cutoff was used in this simulation. IEEE 802.11 was used as the medium access control protocol. We use ten source-destination pairs to simulate the network traffic. The source sends data at the rate of 20 packet/s constant bit rate (CBR) with a packet size of 256 byte. We used the AODV routing protocol (Perkins and Royer, 1999) in our simulation. We consider a random network with 100 mobile nodes. Each node has a maximum transmission radius of 200 m. The nodes are placed in a rectangular region of 1000 m × 1000 m. It is assumed that the region is a grid composed of a number of horizontal and vertical streets. Each street has multiple lanes in both directions. We consider seven trajectories on the grid as shown in Figure 4 . The nodes follow a map-based pattern: each node is placed uniformly at random on one of the trajectories, and then it moves between the two ends of its trajectory. We consider a medium mobility level (for a speed between 10 and 15 m/s). We assume that if the speed of a node is more than some nodes on the same lane, then it can pass them. Now, we compare the efficiency of the AMST against the LMST algorithm. Both algorithms are executed for 200 s of simulation time (the LMST is executed periodically in time intervals of a length of 10 s).
We consider three metrics:
1 Transmission radius: Since the power consumption of a node increases as its transmission radius increases, a smaller radius implies less energy consumption.
2 Node degree: A smaller node degree may causes less interference at the nodes in its transmission range.
3 Packet loss ratio: This parameter is the ratio between the number of data packets sent to and not received over the total number of data packets sent to destinations. Figure 5 compares the topologies resulted from the LMST and AMST algorithms, in terms of average transmission radii and average degree. In the LMST topology, it is implicitly assumed that the nodes' radii have no change in the periods, so the average transmission radii of the nodes in time intervals are constant. For example in time intervals [95, 105] , [105, 115] , [115, 125] the average of transmission radii are equal to 61, 67, and 65 m, respectively. But in our topology the average radii of the nodes vary over time [Figure 5(a) ]. Figure 5 (b) depicts the average nodes degree in both topologies, which was shown in Theorem 3 to be at most six. The degree numbers for the AMST and LMST topologies stay within a range of 1-4 and 1-5, respectively. The mean degree in both topologies is approximately equal to 2 for time t > 100. The low degree values of the AMST topology suggest its suitability to reduce interference in ad-hoc networks. Briefly, the results ( Figure 5) show that network topology changes continuously in the presence of mobility. Hence, selection of a constant transmission radius may cause disconnection or increase the total power dissipation of the nodes. Indeed, some nodes select transmission ranges smaller than what is needed (which causes disconnection) while some others choose transmission ranges larger than what is needed (which rise the power consumption). Figure 6 shows the max power graph and the LMST and AMST topologies at time 109 (for example). In LMST, the nodes use a constant radius during the second period (105 ≤ t < 115) which causes disconnection, while the AMST topology adapts well to the changes and preserves connectivity. The results show that for a low mobility level (for a speed between 1 and 5 m/s), only about 63% of the links considered in LMST really exist and are connected, whereas about 96% of the considered links in AMST are connected. For a medium mobility level (for a speed between 5 and 10 m/s), these values are about 47% and 94%, respectively. This is because, in LMST, the transmission radii of some nodes are selected smaller than what is needed but, the transmission radii in AMST are selected long enough to provide full connectivity (sometimes link quality/collision etc. may cause link failure). Notes: This time is in the middle of the second period of LMST execution. The LMST topology is disconnected but the AMST topology is adapted to the network changes and is connected.
As another example, Figure 7 depicts the AMST topology at time points 109, 111 and 113 of our experiment. The nodes adjust their transmission radius dynamically and the network connectivity is preserved. Note: Although the position of the nodes is changed but the topology is connected at these times. Figure 8 shows the packet loss ratio against network size. The packets loss ratio increases as the network size increases. But, this increase is not significant for AMST. The reason is that AMST can detect the new links and the broken links and adapt to the changes. In LMST, more the network is large; more the routes are long and are prone to ruptures. In AMST, the packets loss happens when the prediction is false and/or interference occurs. We execute LMST periodically with two different time scenario. We used time intervals with length 2 and 10 seconds for the first and second scenario, respectively. In comparison of these scenarios, we notice that the shorter time interval length leads to a smaller packet loss ratio. In contrast, the larger time interval length amounts to a larger ratio. The results show that the packet loss ratio decreases about 19% in the scenario with smaller time interval length, the drawback of decreasing the time interval in the first scenario is that the message overhead is increased more that five times which is not desirable. 
Conclusions
In this paper, we have proposed a novel MST-based topology control algorithm. It has several nice features. First, it provides a topology in a distributed and localised manner. Second, AMST guarantees the network connectivity at each time of network lifetime. It has been shown analytically in Theorem 2, and also the simulations confirmed it. To maintain connectivity, we have proposed an adaptive procedure containing three processes which work in parallel. By using the nodes' trajectory knowledge, the procedure is able to predict the times that a node must adjust its transmission radius. Our simulations showed that when the nodes are mobile and/or asynchronous, an adaptive process is necessary to maintain connectivity. The results showed that only about 50% of the links are connected in LMST while more than 95% of the links in AMST really are connected. Also, the packet loss ratio showed that the routes in LMST are unreliable. Third, AMST employs nodes' trajectory knowledge to construct a connected topology without relying on beacon messages. It can help to reduce message overhead. The other advantage of our method is: since the nodes have access to their neighbours' trajectories as a function of time, each node can determine the position of the neighbours based on its own clock. Therefore synchronisation process between the nodes is not necessary.
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In this paper, we do not consider the effects of the other layers of the protocol stack (e.g., the rate adaptation algorithms) on the results of our topology control algorithms. Also, we assume that the transmission radius of a node can be set to an arbitrary level while the available hardware cannot support this assumption. We leave the study of the effects of these parameters to future works.
