A general bifurcation theorom for potential operators is proved. It describes the possible behavior of the set of solutions of an operator equation as a function of the eigenvalue parameter in a neighborhood of the bifurcation point. The theorem applies in particular to buckling problems in elasticity theory as well as to other fields in which the bifurcation probloms have a variational formulation.
(i) (p, 0) is not an isolated solution of (0.1) in {p} x E. (ii) There is a one-sided mighborhood, A, of TV such that for all h E A\{,}, (0.1) possesses at least two distinct nontrivial solutions. (iii) There is a neighborhood, I, of p such that for all h E I\ {p}, (0.1) possesses at least one nontrivial solution.
Remark. In the above theorem f'(u) denotes the FrCchet derivative of f at II and therefore should properly be interpreted as a linear map from E to Iw, i.e., as an element of E'. However, since E is a Hilbert space, we can identify E with E in (0.1). It is also easy to give examples where the various cases occur, e.g., (i) obtains when H = 0.
The first results we know of for (0.1) using variational methods are due to Krasnoselski [ 11 who studied (0.1) under more stringent hypotheses on f. For his case L is compact (and symmetric) and therefore o(L) consists only of real eigenvalues p of L of finite multiplicity.
Krasnoselski used minimax arguments to prove that for every such eigenvalue, (p, 0) is a bifurcation point. In fact he showed for each Y > 0 and near 0, there is a solution (X(Y), U(Y)) of (0.1) having 11 u(r)\i = r and in addition (X(Y), U(Y))-+ (CL, 0) as Y -0. Extensions and improvements of Krasnoselski's work have been made by several people [2-lo] . In particular Bohme [3] and Marino [4] have independently proved that under the hypotheses of Theorem 0.2, for each r > 0 and near 0, there exist at least two distinct solutions of (0.1) having 11 u I/ = Y and as in Krasnoselski's result. Recently McLeod and Turner [9] have weakened the requirement that f E C2 to f E Cl and f' Lipschitz continuous with a small Lipschitz constant.
The only other work we know of which studies the number of solutions of (0.1) as a function of X in the variational case is due to Clark [lo] . He assumed L compact, H(u) = T(u) + V(u) with T homogeneous of odd degree k > 3, l'(u) == o(l\ u 11") at u = 0 and odd, and 0 $ PV(u) (where P is the orthogonal
Under these hypotheses Clark gives lower bounds on the number of solutions of (0.1) having A > y (resp. h < p) an d near p in terms of a topological measure of the size of the set where (T(u), u) < 0 (resp. >0) on the unit sphere in N(L -cLI).
We will prove Theorem 0.2 in Section 1. More can be said when f is even. For this case in their framework Bohme and Marino showed for each small r :, 0 there are at least dim N(L -~1) distinct pairs of solutions (A, u) having // u I/ = r. We will prove an analog of this theorem in our setting in Section 2. Our result improves Clark's work but does not provide a completely satisfactory answer to the question of the number of solutions of (0.1) as a function of X for this case.
We acknowledge with thanks several helpful conversations with Charles Conley.
PROOF OF THEOREM 0.2
The proof of Theorem 0.2 consists of several steps. First the so-called method of Lyapunov-Schmidt is used to reduce (0.1) to an equivalent finite-dimensional problem. Next this problem is cast as a variational problem. Then assuming alternative (i) of Theorem 0.2 does not occur, we have two cases corresponding to (ii) and (iii) of the theorem. Both are treated via minimax arguments. Case (ii) involves relatively standard arguments but (iii) is somewhat more subtle.
We begin with the Lyapunov-Schmidt reduction. Let X = N(L -,I), the null space of L -PI. Suppose dim X = n. Therefore we can identify X with R". Let X-'-denote the orthogonal complement of X in E and P, Pl denote the orthogonal projectors of E onto X, Xl, respectively. Then (0.1) is equivalent to the pair of equations pv + PH(v + w) = Xv, (1.1) Lw + PlH(v + w) = hw, (1.2) where u = v + w, v E X, w E X1. Define
ThenF is continuously differentiable near (~1, 0,O) E R x X x Xl,&, 0,O) = 0, and the FrCchet derivative ofF with respect to w at (CL, 0, 0), F&A, 0,O) = L -pI is an isomorphism of X1 onto XJ-. Therefore by the implicit function theorem, there is a neighborhood 0 of (p, 0) E R x X and v E C1(O, XL) such that the zeros of F near (p, 0, 0) are given by (A, v, dh, v)) for (A, v) ~0. Thus solving (0.1) is equivalent to solving the finite-dimensional problem (1.1) with w = g(h, v) for (A, v) EO). 0 bserve also that from (1.2) we have
where (L -pI)-l is taken relative to Xl. Since H(u) = o(ll u 11) at II = 0, it follows that d& v> = 4 v II) at v=O ( for all 6 E X. Ry (1.2) (fU,(w + p') -Xv, 4) = 0 for all $I E Xl. Therefore (1.6) reduces to k&4 q, 5) = (fdw + v> --AZ?, 6) c= 0 for all 4 E X which is equivalent to (1.1) with w = ~(h, w).
(1.7)
The above remarks demonstrate that to solve (O.l), it suffices to find critical points of g(h, .) near w = 0 where X is fixed and near TV. Clearly 2' = 0 is a critical point of g(X, *) for each such A. If it is not an isolated critical point of g(p, .), then (i) of Theorem 0.2 obtains. Hence we assume for what follows that w = 0 is an isolated critical point of g(p, e). This leaves the further possibilities that w = 0 is a (strict) local maximum or minimum for g(p, .) or g takes on both positive and negative values near 0. We will show the former possibilities result in (ii) of Theorem 0.2 while the latter implies (iii).
Suppose first w = 0 is a strict local minimum for g(p, .). Let c > 0 and set A,, = {W E X 1 g(h, w) < c}. If Qc denotes the component of A,, to which w = 0 belongs, then for c sufficiently small, Qe is a neighborhood of 0 and is strictly interior to the neighborhood of 0 in X on which g(p, .) is defined. We will show for h > p and near p, g(h, .) h as at least two distinct critical points in Qe other than w = 0.
Let Thus for all h > p and near EL, g(h, .) has at least two distinct nontrivial critical points in Qc and alternative (ii) of Theorem 0.2 obtains. If g(h, v) < 0 for 0 # v near 0, replacing g by -g for X < ~1 gives the same result. Now we turn to the remaining case where g(p, *) takes on both positive and negative values near o = 0. We will show (iii) of Theorem 0.2 results here.
To begin, let B be a neighborhood of 0 in X such that g(A, .) is defined in B for all h near p and v = 0 is the only critical point of g(r, *) in B. As with the earlier case, a major step in the proof is to find an analog of Lemma 1.8. This is more difficult here since for small c, a level set of g(p, *), i.e., aQc , no longer bounds a compact neighborhood of 0 in B. Nevertheless the level sets for g(p, .) will play a role in constructing a neighborhood of 0 which will be suitable for our purposes.
To begin, note from (1.7) that be the" point at which the orbit first exits from YUe . Along a subsequence we have z, -+ z E g(p, .)-I (O)\U. Since z is not a cri&al point for g(p, a), the orbit g!r(t, z) will intersect g(p, .)-l (c) and g(p, .)-' (--c) near z for all small c > 0 and in particular avoids a neighborhood of 0. By the continuous dependence of #(t, X) on x (for x # 0), the same is true of #(t, x,) along our subsequence for m large. But #(t, z,) intersects X, and jc, + 0 as m ---f co, a contradiction. Remark 1.14. By Lemma 1.13 if U = Ss-, 0 < E < co(S), x E S,+\S+, and 0 < g(p, X) < c,(S), the orbit t&t, X) intersects g(p, .)-I (-c) in S,-for 0 < c < c,, (6) . The same argument shows for any So+, 0 < 6 < S,,(p), y E S,-\S-, and --d,,(p) < &, y) < 0, the orbit 4(-t, y) intersects g(p, *)-l (d) in S,,+ for 0 < d < d&p).
With the aid of these preliminaries we can construct a neighborhood of 0 suitable for our purposes. By Lemma 1.13 and Remark 1.14, given any E > 0, there are positive constants c, 6, and or > E such that if x E S,+\(S+ u S-), then for some t, 7 > 0, #(t, x) E S,-, g(p, #(t, x)) = -c, #(--7, x) E Sz , and g(p, $(-7, x)) = c. Set T+(x) = t, T-(X) = 7. If x E S,+ n S+, we can still define a 7 = T-(x) as above for it and we set T+(x) = CO. Likewise if x E S,+ n S-, we define a t = T+(x) as above and set T-(x) = cc. Last, if x = 0, set T*(x) = co.
Let Q = {#(t, x) 1 x E SE+, -T-(x) < t < T+(X)}. Now we can complete the proof of Theorem 0.2. We will show for h > p and h < TV, g(X, *) possesses a nonzero critical point in Q. The proof is related to one given in [15] where a simpler situation is treated. Suppose first that X > TV. As with case (ii), the dominating term in g(h, *) near w = 0 is +(p - is odd in v.
Proof. As with Lemma 1.8, the proof involves only small modifications of that of Theorem 4 of [12] or Theorem 1.9 of [13] . We will indicate the changes required here and refer the reader to [12] or [13] for details. Note in particular that Q is compact so that the Palais-Smale condition is trivially satisfied. Moreover, g,(p, ~)lao extends to a pseudogradient vector field P for g,(h, .) in Q [ 11, 131. The function 7 is then defined by an ordinary differential equation Last, if X > ,LL, we get the result on replacing g by -g. We will conclude this section with a few remarks. Remark 1.25. In [3, 41, a more general term than u was permitted on the right-hand side of (0.1). That can be done here also and a more general h dependence permitted provided the basic qualitative features of g(h, U) we exploited do not change.
THE SYMMETRIC CASE
When f is even, the set of solutions of (0.1) possesses a richer structure.
This case has been studied by Biihme, Marino, and Clark as mentioned in the Introduction. To describe our results, we will use the notion of genus. If E is a real Banach space and A C E\(O) is closed and symmetric with respect to the origin, we say A hasgenus k, denoted by y(A) = k, if there exists v E C(A, KP\{O}) with v odd and k is the smallest integer having these properties. The properties of genus we require are stated in the following lemma. For a proof see e.g. [16] or [17] . Let f be as in Section 1 and let f be even. Then the function g(h, ZJ) as defined earlier is even in YJ, the pseudogradient vector field introduced in Section 1 can be made odd, and the sets A4 and Q constructed to prove (ii) and (iii) of Theorem 0.2 can be assumed to be symmetric with respect to the origin. Since we do not feel we have the appropriate symmetric analog of Theorem 0.2, we will state our results as two separate theorems. To further support Remark 2.6, we give a minimax characterization of critical values of g(h, .) which is more in the spirit of the proof of (iii) of Theorem 0.2. Let h < p. For 1 < j < k and KC aQ n S-with y(K) = j, define 0(K) = {fFr(f, X) 1 t E (-co, 01, x E K}, i.e., we use Z/J to cone K over 0. Proof. Since q( 1, *): r, -+ r, , this follows by a familiar argument. A similar construction and theorem can be given for X > p. Unfortunately we are unable to prove a "multiplicity theorem" saying if b,,, = ... = b,,, E 6, then Y(&) > p. If this were true, our conjecture of Remark 2.6 would be verified.
