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Abstract
Event detection has a lot of use-cases, for example summarization, automatic ti-
meline generation or automatic knowledge base population. However, there is no
commonly agreed on definition what counts as an event or how events are expres-
sed in text. As a consequence, many different definitions, annotation schemes and
corpora have been published, often focusing on specific applications. For a new app-
lication, there is a high chance that new data must be annotated and that a machine
learning approach must specifically be trained and tuned for this new dataset.
Instead of a system that works well for one specific dataset, we are interested in a
universal learning approach that can be used for a wide range of event detection
tasks. In this thesis, we analyze an architecture that is based on bidirectional long
short-term memory networks (BiLSTM) and conditional random fields (CRF). The
BiLSTM-CRF architecture was successfully used by other researchers for sequence
tagging tasks and is a strong candidate for the task of event detection. However,
besides numerous hyperparameters, researchers have also published various modifi-
cations and extensions of this architecture. These parameters and design choices can
have a big impact on the performance and selecting them correctly can make the
difference between mediocre and state-of-the-art performance. Which parameters
and design choices are of relevance is not clear. This leads to a slow adaptation of
the approach to new datasets and requires expert experiences and sometimes brute
force search to find optimal parameters. This situation is especially unfavorable for
event detection where datasets are often application specific.
In order to accelerate the adaptation to new tasks, we provide an extensive evaluati-
on of the BiLSTM-CRF architecture and its individual components and parameters.
We identify which parts are relevant for achieving a good performance and which
parameters are important to tune for specific tasks. We derive a standard configura-
tion for the architecture that worked well for various tasks. We then show that the
BiLSTM-CRF architecture with the proposed default configuration achieves strong
results on different event detection tasks.
In most applications, we are not only interested to know that an event happened,
but also need to know when it happened. Different methods for annotating tem-
poral information for events have been proposed. In an annotation study we show
that the existent annotation schemes have major drawbacks in providing temporal
information for events, at least for news articles. Existent schemes provide insuffi-
cient temporal information for the majority of events. This is due to the limitation
of the annotation scope to only one sentence or two neighboring sentences. As we
show in an annotation study, the relevant temporal information for an event can
be several sentences apart from the event mention. We developed a new annotation
scheme that addresses short-comings of previous schemes and which requires about
85% less annotation effort. Still, it provides better temporal information for events
in a document.
While the new scheme requires less human effort, it creates new challenges for auto-
matic event time extraction systems. Existent schemes can be modeled as a pair-wise
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classification task, but this is no longer possible for the new scheme. Instead, the
whole document must be considered and information from different parts of the
document must be merged together. We propose an automatic system that uses
a decision tree with convolutional neural networks as local classifiers. The neural
networks consider the whole document. The final label is derived step-wise, with
different branching options. Compared to state-of-the-art systems, the developed
architecture significantly improves the accuracy for event time extraction on our
annotated data. Further, it generalizes well to other datasets and tasks. Without
adaption, it improved the F1-score for the task of automatic event time line genera-
tion for the SemEval-2015 Task 4 by 4.01 percentage points.
The final part of the thesis addresses the evaluation of machine learning approaches.
Comparing approaches is a major driving force in our research community, which
tries to improve the state-of-the-art for tasks of interest. The question arises how
reliable our evaluation methods are to spot differences between approaches. We
investigate two evaluation setups that are commonly found in scientific publications
and which are the de-facto evaluation setups for shared tasks. We show that these
setups are unsuitable to compare learning approaches. This introduces a high risk
of drawing wrong conclusions. We identify different sources of variation that must
be addressed when comparing machine learning approaches and discuss difficulties
of addressing those sources of variations.
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Zusammenfassung
Die Erkennung von Ereignissen besitzt viele Anwendungsszenarien, beispielsweise
Textzusammenfassung, automatisierte Generierung von Zeitlinien oder die auto-
matisierte Erstellung von Wissensdatenbanken. Allerdings existiert keine weithin
akzeptierte Definition, was eigentlich ein Ereignis ist, stattdessen gibt es viele unter-
schiedliche Definitionen, Annotationsschema und Datensätze. Oftmals zielen diese
Definitionen und Datensätze auf spezifische Anwendungsszenarien ab. Dies bedeu-
tet aber, dass für neue Anwendungen oftmals eine neue Definition geschafft werden
muss. Anschließend müssen Daten annotiert werden und ein lernendes System muss
auf diesen Daten trainiert werden.
Aufgrund dessen sind wir an Lernverfahren interessiert, die nicht nur auf einem Da-
tensatz gut funktionieren, sondern universell für das Erkennen von Events eingesetzt
werden können. Daher analysieren wir in dieser Doktorarbeit eine Architektur, die
auf bidirectional long short-term memory networks (BiLSTM) und conditional ran-
dom fields (CRF) basiert. Die BiLSTM-CRF Architektur wurde bereits erfolgreich
für unterschiedlichste Anwendungen aus dem Bereich Sequence Tagging verwendet
und ist damit ein vielversprechender Ansatz für die Erkennung von Events. Ein
Nachteil der BiLSTM-CRF Architektur ist die hohe Anzahl an Hyperparametern
und die hohe Anzahl an konzeptionellen Erweiterungen der Architektur, die von
unterschiedlichsten Forschungsgruppen publiziert wurden. Diese Parameter und De-
signentscheidungen können einen großen Einfluss auf die Performance des Systems
haben und es ist nur wenig bekannt, wie die Parameter korrekt zu setzen sind. Dies
führt zu einem hohen Aufwand wenn man die Architektur auf einen neuen Datensatz
anwenden möchte, da unzählige Parameter und Parameterkombinationen auspro-
biert werden müssen. Dies ist besonders kritisch bei der Erkennung von Ereignissen
in Texten, da unterschiedlichste applikationsspezifische Datensätze existieren.
Um Aufwand der Adaption für neue Datensätze zu reduzieren, führen wir eine um-
fassende Analyse der BiLSTM-CRF Architektur durch. Wir identifizieren, welche
Parameter und Komponenten der Architektur wichtig für das Erzielen einer guten
Performance sind. Darauf aufbauend präsentieren wir eine Standardkonfiguration,
die gut funktioniert für eine hohe Anzahl an Datensätzen. Für diese Konfiguration
zeigen wir dann, dass diese auch gut für verschiedene Ereignis-Erkennungs-Probleme
funktioniert.
In den meisten Anwendungen möchte man nicht nur erkennen, dass ein Ereignis be-
schrieben wird, sondern man möchte ebenfalls wissen wann dieses Ereignis passiert
ist. Es existieren verschiedene Methoden um zeitliche Informationen in Texten zu er-
fassen und eine Verbindung zu den beschriebenen Ereignissen herzustellen. Wie wir
aber in einer Annotationsstudie zeigen, besitzen die existenten Annotationsverfah-
ren, zumindest bei Nachrichtenartikeln, große Nachteile. Existente Annotationsver-
fahren liefern für einen Großteil der Ereignisse nicht die vom Benutzer gewünschten
zeitlichen Informationen. Das Problem existenter Annotationsverfahren ist, dass die-
se den Annotationsumfang auf denselben bzw. auf benachbarte Sätze beschränken.
Zeitliche Informationen für ein Ereignis, dass außerhalb liegt, kann oftmals nicht be-
rücksichtigt werden. Wie wir aber zeigen, kann eine große Anzahl an Sätzen zwischen
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dem Ereignis und der zeitliche Informationen liegen. Wir entwickelten deswegen ein
neues Annotationsverfahren, welches die Nachteile existenter Verfahren adressiert
und zeitgleich 85% weniger Annotationsaufwand erfordert.
Während dieses Annotationsverfahren mit weniger Aufwand für die Annotatoren
verbunden ist, stellt es automatisierte Verfahren vor neue Herausforderungen. Exis-
tente Annotationsschemata lassen sich als paarweise Klassifikation zwischen dem
Ereignis und der zeitlichen Information modellieren. Mit dem neuen Annotations-
verfahren ist dies nicht mehr möglich. Stattdessen müssen automatisierte Verfahren
das gesamte Dokument betrachten und entscheiden, welche Teile im Text relevant
sind. Um diese Herausforderungen zu lösen, präsentieren wir einen Entscheidungs-
baum, der in den Knoten convolutional neural networks verwendet. Diese neuronale
Netzwerke arbeiten auf dem gesamten Textdokument und erzeugen Schrittweise die
zeitliche Information für jedes Ereignis im Text. Im Vergleich zu anderen automati-
sierten System arbeitet das präsentierte System deutlich präziser. Ebenso generali-
siert es gut auf neue Daten und Anwendungen. Wir evaluierten es, ohne Anpassung
auf den SemEval-2015 Task 4 Datensatz zur Erzeugung automatischer Zeitlinien.
Dabei konnte es eine Verbesserung von 4.01 Prozentpunkten erzielen im Vergleich
zu anderen Verfahren.
Der letzte Teil der Doktorarbeit beschäftigt sich mit der Evaluation von Lernver-
fahren. Der Vergleich von Verfahren ist eine treibende Kraft in unserer Forschungs-
gemeinschaft, die stets versucht, neue und bessere Methoden zu entwickeln. Hierbei
entsteht die Frage, wie gut unsere Evaluationsmethoden sind? Wir untersuchen zwei
Evaluationsmethoden, die besonders oft in wissenschaftlichen Arbeiten verwendet
werden, und zeigen für diese, dass sie ungeeignet sind um Lernverfahren zu verglei-
chen. Die Schwächen der Evaluationmethoden führen zu einer hohen Gefahr, dass
falsche Schlussfolgerungen gezogen werden. Wir identifizieren verschiedene Faktoren,
die die Performance von Lernverfahren beeinflussen, und die in der Evaluationsme-
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Storytelling is central to human existence, and it is common to every known culture
(Flanagan, 1992; Boyd, 2009). Stories are used to make sense of our world and
to share that understanding with others. Stories revolve around connected events,
which can be real or imaginary. Events can be found in all forms of human creativity
including speech, literature, theatre, journalism, film, video games and music as well
as in some drawings, sculptures, and photographs.
Events are key to journalism. Journalism focuses on the production and distribu-
tion of reports on the interaction of events, facts, and ideas. Often, the focus is on
new events that are relevant to society. Those new events are usually embedded in a
broader context, for example by connecting them to previous events or by discussing
possible future events. The occurrence of an event can significantly influence deci-
sions we make and a significant amount of our communication, either verbally or in
written form, revolves around events.
Millions of news items reporting on events are published per day (Agerri et al.,
2014) and generate a burden for individuals and organizations to keep up with the
latest developments. This creates a high demand for automatic event detection and
extraction systems. Automatic event systems can be used for information retrieval,
for summarization, e.g. by identifying key events in a complex story, or for question
answering. Facts in knowledge bases are often based onevents, e.g., the birth and
death date and place of a famous person, and the automatic population of knowledge
bases can highly benefit from high-quality event extraction (Surdeanu, 2013). The
purpose of an event extraction system can be summarized to extract the information
about “who did what to whom and perhaps also when and where” (Jurafsky and
Martin, 2009).
Extracting this information from a document can be difficult. An event can be
described in many different forms, and the information can be scattered across a
sentence or the document. Some information might not explicitly be stated and
complex inference is needed. Further, it is possible that some information, for ex-
ample, the time or the place, is only vaguely specified or not specified at all in the
document.
It can be challenging to decide what counts as an event. Text does not only report
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Chapter 1. Introduction
about things that actually happened and that are clearly observable. It can also
report about abstract, generic, imaginary, conditional, hypothetical, uncertain, or
negative events. Further, the distinction between states and events can be difficult
(Kim, 1993). This led to many different definitions, annotation guidelines, and
corpora. Often, those guidelines and corpora focus on a specific use case, for example
by defining only specific types of events.
Without a common annotation scheme for events, no uniform out-of-the-box system
for event detection can exist, at least as of today. New applications often require
the annotation of data and training of a machine learning approach.
Developing a machine learning system for a new task can be time-consuming and
tuning it might require expert experiences. This is especially the case when the
approach is sensitive to its parameters or when hand-engineered features must be
developed. Hence, a universal learning approach for event detection, which can
easily be trained for new tasks, is desirable. The goal would be to have an easy to
apply approach for new event detection and extraction tasks that achieves a good
performance with no or minimal refinements from the developer.
In this thesis we focus on event detection that can be formulated as a sequence
tagging task (cf. chapter 2 for the discussion how events are expressed in a text).
The BiLSTM-CRF approach has been shown to work well as a universal learning
approach for many sequence tagging tasks (Huang et al., 2015; Ma and Hovy, 2016;
Lample et al., 2016). However, the approach consists of many different parameters
and many extensions for this approach have been published, that add little twists
to it. It is unclear, which parameters and design choices are relevant for a good
performance and which parameters must be tuned. Even though the BiLSTM-CRF
approach is a rather universal approach for sequence tagging, applying it to new tasks
might be difficult due to a large number of parameters and design choices.
Tuning irrelevant parameters or implementing irrelevant design choices can cost a
lot of time when adapting the approach to a new task. Hence, in this thesis, we
want to identify which parameters and design choices of the BiLSTM-CRF archi-
tecture are relevant for achieving a good performance. Further, we want to study
which parameters must be tuned for a task and which parameters work well with
a certain default configuration. We then evaluate this architecture for the task of
event detection. The BiLST-CRF architecture is described in chapter 3.
Event detection is usually the first step in automatic event systems. In further steps,
connected information to the event like the participants, the place, or the time are
extracted, event coreferences are identified, or the relevance of the event is judged.
Which further steps are performed, depends on the specific application.
One crucial and complex task for automatic event systems is the temporal anchoring
of events. This step is required for example to detect event coreferences, for the
automatic generation of timelines, or for populating knowledge bases. However,
when an event happened is often not explicitly stated in documents. Instead, we infer
the timeframe when an event happened from the temporal order, from causalities,
and from general knowledge. For example in the following news item:
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“January 23rd, 2008. Heath Ledger, 28, whose breakthrough role was in
the movie Brokeback Mountain, was found dead yesterday in an apart-
ment in SoHo. The chief police spokesman, Paul J. Browne, said the
police did not suspect foul play.”
Even though it is not explicitly stated, the reader can infer that Heath Ledger’s role
in Brokeback Mountain was before his death and after his birth. Further, it can be
inferred that the statement of the chief police spokesman was given after the dead
body was found and before the publishing of the article.
In chapter 4 we study how events can be anchored in time. We analyze existent
annotation schemes and show that those are unable to anchor the majority of events
in news articles in time. We then develop a new scheme and perform an annotation
study. Compared to other annotation schemes, the scheme provides a more precise
temporal anchoring for events at a lower annotation effort.
While the developed scheme is simple for humans, it poses new challenges for auto-
matic approaches. In section 4.4 we present these challenges and propose a decision
tree with neural networks as local classifiers to address them. We demonstrate that
this approach works well on the annotated corpus and also generalizes well to the
task on automatic timeline generation from the SemEval-2015 Task 4 dataset.
Comparing machine learning approaches for tasks we are interested in and conclud-
ing which approach is more accurate, is fundamental to our NLP research com-
munity. A typical evaluation method in the NLP community is to train and tune
approaches on some part of the labeled data, and then to compare the performance
scores on unseen test data. A significance test is used to check if the difference in
performance might stem from the finite test sample size. When the difference on
the test set is significant, the conclusion is drawn that one approach is better (more
accurate) for that task than the other approach.
In chapter 5 we show that statistically significant differences on the test set for the
evaluation setup must not be due to a better learning approach. There is a high
risk that this difference is due to chance. The described evaluation setup does not
address randomness introduced by the non-deterministic behavior of the training
process. Further, it neglects the problem that test scores are not monotone with
development scores and unluckily selecting a model with high development, but low
test score can alter drawn conclusions. For two recent papers by Ma and Hovy
(2016) and Lample et al. (2016) we show that different conclusions are drawn if the
approaches are re-trained with changing sequences of random numbers.
We identify three sources of variations that can affect the comparison of approaches:
The internal randomness of the approach, the selection of the datasets, and class
noise. An evaluation setup should not be influenced by these sources of variation,
however, addressing those can be difficult. Instead of comparing approaches based
on individual scores, we propose the comparison of score distributions. We formulate





This thesis addresses the following three research questions:
RQ1 Universal Learning Approach for Event Detection
What is understood as an event depends on the use case. Many different definitions,
annotation guidelines, and datasets have been published, each following own rules
what counts as an event in a text. Hence, instead of a model that works well for one
dataset, we are interested to identify a universal learning approach that is suitable
for various datasets. The BiLSTM-CRF approach has been successful as a universal
learning approach for many sequence tagging tasks. For this approach, we study if
it is applicable to the task of event detection. Further, we study which parameters
and design choices of the approach are responsible for achieving a good performance.
This research question is addressed in chapter 3.
RQ2 Automatic Temporal Anchoring of Events
Events are linked to the temporal dimension and knowing not only that an event
happened, but also when it happened, is critical for many use cases. We want to
investigate if current approaches can provide sufficient details for the temporal an-
choring of events. We start with analyzing if humans are capable of anchoring events
in time with a good agreement. Then, we analyze if existent temporal annotation
schemes are sufficient for the temporal anchoring of events. Finally, we investigate
how an automatic approach can be designed to solve the difficult task of anchoring
events in time. This research question is addressed in chapter 4.
RQ3 Evaluation of Machine Learning Approaches
Developing new approaches that are more accurate than previous approaches is a
major driving force in our research community. However, how do we decide that a
new approach is better than previous approaches? We study if our existent eval-
uation methodologies can reliably identify which approach is more accurate for a
given task. Further, we study which sources of variations can impact the outcome
of our experiments and how to address these to ensure that the drawn conclusions
are correct. This research question is addressed in chapter 5.
1.2 Contributions
The contributions in this thesis for the research questions are the following:
RQ1 Universal Learning Approach for Event Detection
• We present the BiLSTM-CRF architecture as a universal learning approach for
event detection (chapter 3). The architecture has many tunable hyperparam-
eters, and different variations and extensions for this architecture have been
published. We evaluate which parameters and design choices are important
for the performance by testing more than 50,000 configurations on common
NLP sequence tagging and event detection tasks. We show that only a few
parameters are important for tuning. We derive a default configuration that
4
1.2. Contributions
works well for many diverse sequence tagging tasks. Hence, we expect that
this configuration also works well for new sequence tagging and event detection
tasks.
RQ2 Automatic Temporal Anchoring of Events
• We show (section 4.1) that the mainly used annotation schemes to anchor
events in time fail to provide temporal information for the majority of events.
The ACE and ERE standards for events only link temporal information to an
event if it is in the same sentence. However, this is only the case for 19.8%
of the events in the ACE 2005 dataset. Temporal links (TLINKs) that define
the relationship between two events or an event and a temporal expression are
usually restricted to relations within the same sentence or within neighboring
sentences. Extending the relation to longer distances can be difficult as the
number of possible relations grows quadratic. We show that for 58.7% of
the events in the TimeBank-Dense Corpus (Cassidy et al., 2014) the needed
temporal expression to anchor the event in time cannot be extracted using
TLINKs. Even after taking transitivity into account, 21.4% of the Single
Day Events cannot be temporally anchored and for 22.7% only a less precise
anchoring is possible.
• We develop a new annotation scheme to anchor events in time (section 4.2).
Using a defined format, annotators provide the temporal anchoring for all
events in a document. The annotation effort for this scheme is linear with
the number of events, and, in comparison to a dense TLINK annotation, it is
85% lower. Further, the annotation scheme introduces a concept to annotate
the begin and end point for events that last longer than a day (multi-day
events). The information on the duration of an event is missing in many other
annotation schemes.
• We performed an annotation study on the TimeBank Corpus (section 4.3).
The annotation study showed that the temporal expression that defines when
an event happened could be several sentences apart from the event mention.
Further, it shows that the proposed annotation scheme can be performed ef-
ficiently and with a good agreement between annotators. In comparison to
dense TLINK annotations, it provides a temporal anchor for each event in a
document, and the complete context of the document is taken into account
for annotating this temporal anchor. The study showed that for 7.3% of the
events it is necessary to infer new dates that are not explicitly stated in the
document. Those inferred dates can be the result of semantic inference or
world knowledge.
• Existent systems for extracting temporal information for events usually only
work on one or two neighboring sentences. This was also due to the lack of
training and evaluation data. Extending existent systems to the proposed
annotation scheme is not possible due to the fundamental differences in the
schemes. Instead, we develop a new approach based on a decision tree that
uses convolutional neural networks in it nodes as local classifiers (section 4.5).
We show that this approach can extract the new event time annotations. We
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show that the approach generalizes well by applying it to the SemEval-2015
Task 4 dataset on automatic timeline generation, where it achieves, without
adaptation, state-of-the-art performance.
RQ3 Evaluation of Machine Learning Approaches
• We show (section 5.3) that comparing two machine learning approaches based
on the performance of individual models is not possible and significance tests
lead to wrong conclusions. We show that training the same network twice
can result in large variances in the performance as the network converges to
different minima. It was previously known that different minima generalize dif-
ferently. However, this fact is often neglected when presenting new approaches
in our field. For the two recent publications from Lample et al. (2016) and Ma
and Hovy (2016) we show that the conclusions change when the provided im-
plementations are executed multiple times with changing sequences of random
numbers. For a recent BiLSTM-CRF architecture and seven common NLP
sequence tagging tasks, we show that the variance based on the sequence of
random numbers is multiple times larger than what is perceived as a significant
difference for those tasks.
• We show (section 5.3 and section 5.4) that there is a high risk that statistically
significant differences in shared tasks are due to chance and not due to a
better learning approach for that task. We show this empirically for seven
common NLP sequence tagging task. Further, we proof (section 5.4) that the
discovered issue affects any significance test for the usual setup of shared tasks.
The test score is a finite approximation of the true performance on the whole
data distribution. A significance test checks if two models would not perform
differently on the complete data distribution given the performance on the test
set. We show that it is not only important to account for in the finite size of
the test set, but it is to the same degree important to account for the finite
size of the development set. However, usually less attention is spent on the
creation of the development set, and in many cases, it is substantially smaller
than the test set. In conclusion, we show that learning approaches cannot be
compared based on the performance of individual models and there is a high
risk that (statistically significant) differences are due to chance.
• We discuss different sources of variation (section 5.5) for machine learning
approaches and how to address those in an evaluation (section 5.6). We show
that the internal randomness of approaches can be addressed easily in an
evaluation by training multiple models with different random sequences. The
other sources of variations are much more difficult to address and would require
that more labeled data is available. Further, we discuss the challenge that is




Different parts of this thesis have been previously published in international peer-
reviewed journals and conferences. Parts of these publications have been reused in
this thesis. In the following, we list the publications and link those to the respective
chapters. Further, we state whether verbatim quotes from the publications are to
be expected.
• In GermEval-2014: Nested Named Entity Recognition with Neural Networks
(Reimers et al., 2014), published at the KONVENS conference, we presented
a deep neural network architecture for nested named entity detection for Ger-
man, which was ranked 2nd in a shared task. For this architecture, we trained
and published one of the first available word embeddings for German.1
• In Event Nugget Detection, Classification and Coreference Resolution using
Deep Neural Networks and Gradient Boosted Decision Trees (Reimers and
Gurevych, 2015) we adapted the architecture from (Reimers et al., 2014) for
the task of event detection on the NIST TAC KBP 2015 events dataset. For
the 2015 shared task on event detection, the system was placed first among 14
systems. The architecture is publicly available.2
• In Task-Oriented Intrinsic Evaluation of Semantic Textual Similarity (Reimers
et al., 2016a), published at COLING, we demonstrated issues with the intrinsic
evaluation of Semantic Textual Similarity (STS) measures. We showed that
the performance in the commonly used evaluation setup does not correlate
with the performance for actual tasks. We proposed alternative evaluation
methods that are more suitable to evaluate the quality of STS measures.
• In Temporal Anchoring of Events for the TimeBank Corpus (Reimers et al.,
2016b), published at ACL, we demonstrate that the existent temporal annota-
tions based on TLINKs in the TimeBank Corpus are insufficient for anchoring
events in time. TLINKs are only annotated for relations in the same and in
neighboring sentences. However, as shown in an annotation study, relevant
temporal information for events can be several sentences apart from the event
mention. We developed a new annotation scheme and demonstrated the feasi-
bility for the TimeBank Corpus. The dataset is publicly available.3 The study
and the new annotation scheme are described in chapter 4. Passages of this
publication are quoted verbatim.
• In Event Time Extraction with a Decision Tree of Neural Classifiers (Reimers
et al., 2018), published in the TACL journal, we presented an automatic ap-
proach for the new annotation scheme from (Reimers et al., 2016b). While the
proposed scheme is easier for human annotators, it creates several challenges








system is presented in chapter 4. Passages of this publication are quoted ver-
batim.
• In Reporting Score Distributions Makes a Difference: Performance Study of
LSTM-networks for Sequence Tagging (Reimers and Gurevych, 2017a), pub-
lished at EMNLP, we demonstrated that the random seed value for deep neu-
ral networks has a significant impact on the performance of the network. We
demonstrated for two recent works from Lample et al. (2016) and Ma and
Hovy (2016) that conclusions from their paper change if their implementa-
tions are re-run with different random seeds. Instead of comparing machine
learning approaches with single performance scores, we propose to compare
score distributions. The results of this publication are presented in chapter 5
and passages of the publication are quoted verbatim.
• In Optimal Hyperparameters for Deep LSTM-Networks for Sequence Label-
ing Tasks (Reimers and Gurevych, 2017b), we presented a speed-optimized
BiLSTM-CRF architecture and used this implementation to study the im-
portance of different hyperparameters and design choices for this architecture
based on more than 50,000 training instances. The results are presented in
chapter 3 and passages of the publication are quoted verbatim. The code is
publicly available.5
• In Why Comparing Best Model Performances Does Not Allow to Draw Con-
clusions About Machine Learning Approaches (Reimers and Gurevych, 2018),
we presented that the commonly used setup in our field for shared tasks is
not able to identify superior learning approaches. There is a high risk that
statistically significant performance difference is due to chance and not due to
a superior learning approach. The results of this publication are discussed in
chapter 5 and passages of the publication are quoted verbatim.
1.4 Thesis Organization
In the following, we give an overview of the content of the chapters in this the-
sis.
Chapter 2 discusses the term event. Event is a rather ambiguous term, and differ-
ent definitions from philosophy exist what an event in the real world is. In linguistics,
different definitions exist how events are expressed in written language. The chap-
ter introduces and discusses the most widely used definitions for events. Further, it
discusses challenges when trying to define what an event is, namely the presence of
negative, future, hypothetical, conditional, uncertain or generic events in text. The
chapter finishes with an overview of the most widely used annotation schemes and
corpora for events in NLP.
Chapter 3 introduces the BiLSTM-CRF architecture, which has been proven to be




where one or multiple words in a sentence, the so-called event trigger, indicates
the presence of an event. Those definitions can be modeled as a sequence tagging
task. However, no universally accepted definition for events exist, and all annotation
schemes and datasets focus on certain applications. Hence, instead of designing one
specific system for one definition and dataset, we are interested to identify a universal
learning approach that works well on a wide range of event detection tasks. The
chances are high that such a learning approach will also perform well for new event
detection tasks. We then evaluate the importance of hyperparameters and design
choices for the BiLSTM-CRF architecture. The BiLSTM-CRF architecture is highly
configurable, with many different parameters and design choices. However, little is
known which aspects are important to tune. We show that only few parameters
are relevant to achieve a good performance. Using the results, we develop a default
configuration and demonstrate that the architecture works well for various event
detection datasets.
Chapter 4 introduces previous work in the annotation of temporal information for
events. As outlined in the chapter, existent annotation schemes fail to anchor events
temporally for the majority of events. This is due to restricting the scope of the
annotation to the same or neighboring sentences. We perform an annotation study
that shows that temporal information for events can be several sentences apart from
the event mention. In this chapter, we propose a new annotation scheme that an-
chors all events in time. It can be performed efficiently and with a good agreement
by human annotators. In contrast to previous schemes, annotators take the com-
plete document into account and are allowed to merge temporal information across
a document. We then present an automatic system for this new annotation scheme.
While the annotation for humans is simple, and more efficient compared to other
annotation schemes, it generates several challenges for automatic systems. The an-
notators took the complete document into account when anchoring an event in time.
Hence, automatic systems must consider the complete document. We present a sys-
tem that is based on a decision tree and in its nodes it applies local classifiers that are
based on convolutional neural networks. We demonstrate that this system can take
information from the complete document into account. Further, we demonstrate
that the system generalizes to the task of automatic timeline generation.
Chapter 5 starts with showing that two commonly used evaluation methodologies
in the NLP community are unsuited to identify superior learning approaches. We
show in that chapter that conclusions about learning approaches cannot be drawn
based on the performance of individual models. We can observe large performance
variances that are due to randomness. We continue with describing three sources
of randomness that affect the performance of models which should be addressed in
an evaluation setup. We show that an evaluation setup that is based on score dis-
tributions instead of individual performance scores can address some of the sources
of variations. The chapter finishes with the discussion of hyperparameters and the
challenge they pose for comparing learning approaches.





The Concept of Events
Detecting events in a text can be highly useful for many applications. However,
there is no commonly accepted definition what an event is or which information is
connected to an event. The Oxford dictionary gives a rather broad definition for the
word event (Stevenson, 2010):
A thing that happens or takes place, especially one of importance.
This is one definition for events, however, the definition of events is ambiguous and
changes from area to area. Further, there is no agreed standard which types of
events exist and which information is connected to an event. In this chapter, we
discuss how events are defined in philosophy and in linguistics. We then continue
with an introduction of the most widely used annotation schemes and corpora for
events in NLP.
2.1 Events in Philosophy
According to the Internet Encyclopedia of Philosophy1, one of the leading theories
of events in philosophy is theorized by Kim (1993). In his theory, an event “implies
change [...] in a substance. A change in a substance occurs when the substance ac-
quires a property it did not previously have, or loses a property it previously had.” If
events signal changes, then states express static things that stay unchanged. How-
ever, the differentiation between event and state can be difficult. Kim gives the
example of having a throbbing pain in the right elbow as something that is hard to
classify. Hence, the term event often also includes states.
Kim theorized that events are structured and are composed of three things: a sub-
stance (or the object of the event), a property it exemplifies, and a time. The event
can be written as a triple [o, P, t] with the object o, the property P and the time t.
Kim defines two conditions for events:
• Existence condition: An event [o, P, t] exists if and only if the object o exem-
plifies the n-adic property P at time t.
1 http://www.iep.utm.edu/events/, last accessed October 19th, 2017.
11
Chapter 2. The Concept of Events
• Identity condition: [o, P, t] = [o′, P ′, t′] just in the case o = o′, P = P ′, and
t = t′.
According to Kim, events are non-repeatable, i.e., if an object exemplifies the same
property at a different time, it forms a new event. Further, events have a spatiotem-
poral location, i.e., a geographic location where the event happens at a specific time
or time frame.
Stating the time t for an event can be difficult. The sentence
Doris capsized the canoe yesterday
can be formalized to the event [Doris, capsized the canoe, yesterday]. However, as
pointed out by Davidson (1969), Doris might have capsized the canoe more than
once. Hence, this event might be formalized as ∃t : [Doris, capsized the canoe, t]
and t belongs to yesterday. While some actions, like capsizing a canoe, can occur
multiple times on a single day, other actions are difficult or unusual to perform more
than once in a short amount of time. For example, it is unusual or even illegal to
get married twice on the same day.
This example illustrates the difficulty of correctly representing the temporal anchor
for an event. But as Davidson points out, it is a mistake to think that the given
example refers to a singular event. Even if Doris capsized the canoe multiple times,
the statement that she capsized the canoe once remains true.
Davidson (1969) addresses the question when are events identical. He proposes that
events are considered identical if and only if they have exactly the same causes and
effects. However, this definition has a circularity issue. Given events e1 and e2,
these two are identical if all causes and effects are identical. For example, event e1
was caused by c1 and event e2 was caused by c2. Event e1 and e2 are identical, if
their causes are identical. Causes c1 and c2 are again events and deciding if these
are identical requires to decide whether their effects (e1 and e2) are identical, which
was the starting question if e1 and e2 are identical. Davidson later sets up a second
criterion that events are identical if they happen in the same place and at the same
time.
2.2 Events in Language
The definition how events are defined in linguistics and NLP depends on the target
application. In topic detection and tracking, the term event is often used inter-
changeably with the term topic and describes a cluster of real-world events that are
expressed in multiple documents, for example, documents on a big athletic tourna-
ment like the Olympics (Allan, 2002). In contrast, information extraction often uses
a finer grained definition for what is considered an event in a text.
Jurafsky and Martin (2009) describe that understanding an event means to be able
to answer the question “who did what to whom and perhaps also when and where”.
The answer to this question can be scattered across a sentence or document, and
the same real-world event can be described in various ways.
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In the following sections, and in the rest of the thesis, we focus on this finer grained
definition for events from information extraction. We introduce the two most in-
fluential definitions and annotation schemes for events in NLP: the Time Markup
Language (TimeML) and the Automatic Content Extraction (ACE) standard.
2.2.1 TimeML
A widely studied specification for events in NLP is the Time Markup Language
(TimeML) (Saurí et al., 2004). TimeML was developed to answer temporally based
questions about events and entities, especially in news articles (Pustejovsky et al.,
2003). It was motivated by the fact that existing question answering systems at
that time were unable to answer questions incorporating a temporal dimension, for
example, questions like “Is Gates currently CEO of Microsoft? ” or “When did the
Enron merger with Dynegy took place? ”. Those questions cannot be answered with-
out taking the temporal properties of events into account. The goal of TimeML is
to be “a common meta-standard for the mark-up of events, their temporal anchor-
ing, and how they are related to each other in news articles“ (Pustejovsky et al.,
2003).
TimeML defines three major concepts: events, temporal expressions, and relations
(Pustejovsky et al., 2003; Saurí et al., 2004). An event is considered as a cover
term for situations that happen or occur. Events can be punctual (John reached
the summit) or last for a period of time (John walked up a mountain). Events
are generally expressed by tensed or untensed verbs, nominalizations, adjectives,
predicative clauses, or prepositional phrases. Predicates that describe states or
circumstances in which something obtains or holds true, are also considered as
events. However, only certain states are annotated. The time span for the state
New York is on the east coast is longer than the focal interest in a typical newswire
text and would not be annotated. TimeML only annotates states that 1) are changed
over the course of the document, 2) that are directly related to a temporal expression,
3) that are introduced by an action, or 4) that depend on the document creation
time. Events are marked up by annotating a representative of the event expressions,
usually the head of the verb phrase:
Israel has been scrambling to buy more masks abroad.
Boldface words are the head of the respective verb phrases and are annotated as
an event in TimeML. Generic events that describe a certain type of events, but no
particular instantiation, are not tagged in TimeML.
TimeML classifies events into seven generic classes.
• Reporting events describe actions of a person of an organization declaring
something. Examples are say or tell.
• Perception events involve the physical perception of another event. Exam-
ples are see or hear.
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• Aspectual events are a grammatical device of aspectual predication. Exam-
ples are begin or finish.
• Intensional action events introduce another event. Examples are trying
to monopolize or investigate the genocide, where bold marks the intensional
action event and underline marks the introduced event.
• Intensional states describe states that refer to alternative worlds. An ex-
ample is Russia now feels [the US must hold off], where bold marks the in-
tensional state and the alternative world is indicated by square brackets.
• States describe circumstances in which something obtains or holds true. An
example is He was CTO for several years.
• Occurence events describe everything that happens or occurs in the world.
Example are landed or arrived.
Temporal expressions in TimeML can be points in time, intervals, or durations.
They can be fully specified like June 11th, 1989, underspecified such as Monday,
intensionally specified such as last week, or a duration like two years. Each annotated
temporal expression is assigned one of the following types: DATE, TIME, DURATION,
or SET. DATE expressions represent calender dates, TIME expression refers to a time
of the day, DURATION describes a duration and SET describes a set of dates.
Besides events and temporal expressions, TimeML specifies three relation types be-
tween two events, two temporal expressions or between an event and a temporal
expression. Most notably are temporal links (TLINKs) that specify the temporal
order. The intention of TLINKs is to enable temporal ordering of events, and, where
possible, to retrieve the calendar date of the event. TLINKs are discussed in greater
detail in chapter 4.
TimeML further defines subordination links (SLINK), which are used for context
introducing relations, and aspectual links (ALINK) for capturing the relation be-
tween an aspectual event and its target event. However, these two relation types
received less attention in subsequent research.
2.2.2 ACE, Light ERE and Rich ERE
The annotated events in TimeML are only linked to the temporal dimension. How-
ever, there is no linkage to the geographical dimension and no linkage to entities
that participated in an event. Further, events are classified only coarsely into seven,
mostly syntactical, classes.
In contrast, the Automatic Content Extraction (ACE) standard provides consistent
annotations for entities, events, and relations in documents. The development of the
standard started in 1999 by NIST and the first version focused on the annotation
of entities in English documents. In subsequent years the standard was extended
and in 2005 guidelines for the annotation of events for Arabic, English, and Chinese
were added (ACE, 2005).
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The 2005 guidelines for the annotation of events defines an event as ”a specific
occurrence involving participants. An Event is something that happens. An Event
can frequently be described as a change of state.“ An event is represented by an
event trigger and event arguments. An event trigger is the word that most clearly
expresses the occurrence of the event. In most cases, it is a verb, and in some cases,
it is an adjective or a past participle. Event arguments can be attributes of an event
or entities that participated in the event. Each argument is characterized by a role
that it plays in the event, for example, agent, object, source, or target.
In the sentence
John was born in England
the word born would be marked as the event trigger, John as the argument of the
person that was born and England as the event argument for the birthplace. All
three values together form the event.
The ACE guidelines tag only certain types of events. Eight main event types are
defined: life, movement, transaction, business, conflict, contact, personnel, and jus-
tice. Each type defines several subtypes, for example be-born and marry are sub-
types of life. In total, there are 33 defined subtypes. Note, ACE events do not cover
other types of events although they might appear in a text. This is an important
distinction to TimeML.
The arguments can be of different forms, e.g. temporal, location, instrument, or
purpose. However, even though events are defined as specific occurrences involving
participants, no argument is obligatory. The value for arguments are noun phrases
within the sentence of the event trigger, i.e., no values outside the sentence are
possible. This definition is fairly similar to semantic role labeling which focuses on
who did what to whom, when, where, and how.
The Light ERE (Entities, Relations, Events) standard was created under the DARPA
DEFT program as a lighter alternative of ACE. The goal was making annota-
tions easier and more consistent across annotators (Aguilar et al., 2014). This was
achieved by consolidating some of the most problematic annotation type distinc-
tions. The definition and tagging of an event remained similar. Both standards
have almost identical event categories. There were only minor changes for the sub-
types of the contact and movement event types. In contrast to ACE, Light ERE
does not tag negative, future, hypothetical, conditional, uncertain or generic events.
The event trigger for ACE is a single word, while Light ERE allows the trigger
to be a word or a phrase that instantiates the event (Linguistic Data Consortium,
2013). For Light ERE, only asserted participants in an event are annotated as event
arguments.
In a second phase, Light ERE was extended to form Rich ERE (Song et al., 2015).
Rich ERE expands the ontology for entities, relations, and events. Further, it in-
troduced the concept of Event Hoppers to annotate event coreferences within and
across documents. Rich ERE added one new main event type (manufacture) that
has only a single subtype (artifact). Further, it added several new event subtypes
to existent event main types. In total, 38 different event subtypes are defined. It re-
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versed the decision not to tag negative, future, hypothetical, conditional, uncertain
or generic events. In Rich ERE, those events are annotated and a specific attribute,
the realis attribute, is set for those events. This is compatible with the event tagging
in the ACE standard. Rich ERE also reversed the decision to annotate only asserted
participants. Now, participants that might have participated in an event are anno-
tated as well, as it is the case for the ACE standard. While Light ERE required
that an event has at least one event argument, Rich ERE allows the annotation of
argument free events. Further, Rich ERE permits double tagging of event triggers
if those infer multiple events.
2.2.3 FrameNet
FrameNet is based on the theory of frame semantics from Charles J. Fillmore and
colleagues (Fillmore, 1976, 1982). It can be understood on the basis of ”semantic
frames, a description of a type of event, relation, or entity and the participants in
it.“2 The definition of semantic frames in FrameNet is comparable to the definition
of events in ACE / ERE. An event in ACE / ERE consists of an event trigger and
a set of arguments, while a frame in FrameNet consists of frame-invoking words
(lexical units) and a set of frame elements that define participants and attributes in
a frame.
The relation and attribute types in the ACE / ERE standards can be mapped
to FrameNet frames (Aguilar et al., 2014). However, there is a slight distinction
between FrameNet and ACE / ERE. FrameNet prioritizes lexicographic and lin-
guistic completeness and frames tend to be much finer grained. As of October 23rd,
2017, FrameNet defined 1223 different frame types, while ACE only defined 33 event
types. Note, while a large number of frames are events under the definition that
something happens or holds true (states), frames also exist to describe entities or
relations and their properties. For example, the animals frame is used to capture
the characteristics of animals described in a text.
Due to the high structural similarity between FrameNet and ACE, researchers suc-
cessfully used FrameNet to identify events in ACE (Liu et al., 2016) or retrained
frame extraction systems for event detection (Judea and Strube, 2015).
2.3 Existent Event Corpora
An overview of the most important existent corpora for event detection and extrac-
tion is given in the following table. A more detailed discussion of these corpora is
provided in the following sections.
The corpora do not only differentiate in size or the textual domains but also how
events are defined and which information is annotated. Some corpora only annotate
2 https://framenet.icsi.berkeley.edu/fndrupal/WhatIsFrameNet, last accessed October
23rd, 2017.
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event mentions, while others provide information that is connected to the event, for
example, a semantic class, event participants, and locations, or event coreference








73% of the documents
are from the Wall
Street Journal, 14%
are transcriptions
from TV or radio
broadcast news and
13% are newswire ar-
ticles from Associate
Press and New York
Times. 6418 TLINK
annotations.
Annotation based on TimeML.
Annotation of events, temporal
expressions, and temporal links
(TLINKs). Event is defined as
a cover term for situations that
happen or occur as well as states
and circumstances expressed. No
annotation of event arguments
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Annotation of entities, event trig-
gers and event arguments for 33
event types. Events from other
types are not annotated. No an-
notation of temporal expressions
and temporal relations.
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line. Annotation of event triggers
and event arguments for 38 event
types. Events from other types
are not annotated. No annotation













Synthesis of the THYME-
TimeML guidelines, the Stanford
Event coreference guidelines,
and the CMU Event coreference
guidelines. Annotation of event
triggers and entities, but no
annotation of event arguments.
Annotation of temporal relations
and event coreferences. No




Annotation of the five
first sentences in 120
Wikinews articles on
four topics.
Annotation based on the News-
Reader guidelines, which defines
entities, event, temporal expres-
sions, and relations. Annota-
tion of entity and event coref-
erences. Annotation of entities
was inspired by the ACE 2005
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482 news texts from
Google News archive
on 43 topics.




as the ECB corpus.
2533 event mentions
and 774 event corefer-
ence chains.
Extension of the ECB corpus by
Lee et al. (2012) by following the
OntoNotes guidelines for corefer-
ence annotations. Adding an-
notations for entities and events
mentions in partially annotated
sentences.
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Extension of the ECB corpus by
Cybulska and Vossen (2014). Ad-
dition of 502 new documents and
addition of event participants and
locations.
Often, the corpora were developed with a specific application in mind and provide
only certain information. For example, some corpora provide temporal relations
between events, but no event arguments or event coreferences. Table 2.2 gives an
overview of the mentioned corpora and which type of information related to events
is annotated.
Corpus Types Arguments Coref. Temporal
TimeBank 1.2 × × × X
TempEval-1 × × × X
TempEval-2 × × × X
TempEval-3 × × × X
TimeBank-Dense × × × X
ACE 2005 X X × ×
TAC 2015 Event Dataset X X × ×
Richer Event Description × × X X
MEANTIME × X X X
ECB × × X ×
EECB × × X ×
ECB+ × × X ×
Table 2.2: Properties of event corpora. Types: Semantic type of the event, Ar-
guments: definition of event arguments, like participants or location, linked to an
event, Coref.: event coreferences, Temporal: temporal relations between events.
As Table 2.2 shows, no corpus contains all the information we might be interested
in. The MEANTIME corpus (Minard et al., 2016) provides annotations for event
arguments, event coreferences as well as temporal relations for events. However,
with only 597 annotated sentences it is rather small. Further, it does not provide
information about the semantic type of an event, which can be critical information
for downstream applications.
2.3.1 TimeBank and TimeML Based Corpora
A well studied corpus for event detection is the TimeBank Corpus3. The TimeBank
Corpus contains 183 news articles that have been annotated using the TimeML spec-
3 http://www.timeml.org/timebank/timebank.html
19
Chapter 2. The Concept of Events
ification (Saurí et al., 2004). According to Pustejovsky et al. (2003), the documents
were chosen to cover a wide variety of media sources:
• 134 out of 183 (73%) documents stem from the Wall Street Journal that were
published between October 25th, 1989 and November 2nd, 1989.
• 25 documents (14%) are transcriptions of TV or radio broadcast news (ABC,
CNN, ea, ed, PRI, VOA), mainly from January to March 1998.
• 24 documents (13%) are newswire articles from Associate Press (AP) and from
the New York Times (NYT), mainly from February 1998.
The most frequently used and studied annotations in TimeBank are the annotations
for events, temporal expressions and temporal links (TLINKs). The annotation was
done in two stages. The first stage was carried out by five annotators and 70%
of the documents were annotated. However, all of the annotators participated in
the creation of the TimeML annotation scheme. In the second stage, 45 computer
science students annotated the remaining 30% of the documents. Statistics on the






Table 2.3: Statistics on TimeBank version 1.2
Ten documents of the TimeBank version 1.2 were annotated by two experienced an-
notators, and those annotations were used to compute inter-annotator agreement.4
One annotation served as gold data, and the F1-score was computed for the anno-












Table 2.4: Inter-annotator agreement for selective attributes in TimeBank.
4 Source: http://www.timeml.org/timebank/documentation-1.2.html#iaa, last accessed: Oc-
tober 24th, 2017
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It is stated that the low agreement for TLINK annotations is due to the large
number of possible pairs, and only salient TLINKs were annotated. However, which
relations are considered salient is not specified, and annotators disagreed which
relations are important. The issue of selecting the pair for a TLINK annotation is
further discussed in chapter 4.
The TimeBank corpus served as a basis for several shared tasks. For the shared
task TempEval-1 (Verhagen et al., 2007), the organizers used the event and time
annotation verbatim from TimeBank. TLINKs were newly added for this task with
a focus on links in the same sentence. However, only a reduced set of relational
classes was used. For the shared task TempEval-2 (Verhagen et al., 2010), the task
organizers reviewed all event annotations to make sure that those compile with the
latest annotation guidelines. Additionally, further TLINKs were added. The task
organizers also released datasets for Chinese (about 23,000 tokens), Italian (about
27,000 tokens), French (about 19,000 tokens), Korean (about 14,000 tokens) and
Spanish (about 68,000 tokens). For the latest shared task on TimeBank, TempEval-
3 (UzZaman et al., 2013), the organizers extended the annotation. A new platinum
test set on unseen text (about 6,400 tokens) has been annotated by the organizers,
who were experts in this area, resulting in a higher agreement for this platinum cor-
pus (cf. Table 2.5). Further, the organizers added the AQUAINT TimeML Corpus5








Table 2.5: Inter-annotator agreement for the platinum corpus of TempEval-3 (Uz-
Zaman et al., 2013).
A lot of attention received the TLINK annotations. TempEval-1, -2, and -3 mainly
focused on adding TLINKs within a sentence. More dense annotations for TLINKs
have been applied by Bramsen et al. (2006), Kolomiyets et al. (2012), Do et al.
(2012) and by Cassidy et al. (2014). However, while the ratio of TLINKs per event
increased, the total number of annotated events decreased. An overview of corpora,
that are based on TimeBank, is given in Table 2.6. The annotation work of these
authors is discussed in more detail in chapter 4.
2.3.2 ACE and ERE Corpora
The ACE 2005 Corpus6 is a multi-lingual corpus that contains annotations for en-
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Corpus Events Temporal Expressions TLINKs
TimeBank 7935 1414 6418
TempEval-1 6832 1249 5790
TempEval-2 5688 2117 4907
TempEval-3 11145 2078 11098
Bramsen et al. (2006) 627 - 615
Kolomiyets et al. (2012) 1233 - 1139
Do et al. (2012) 324 232 3132
Cassidy et al. (2014) 1729 289 12715
Table 2.6: Statistics for corpora that are based on TimeBank.
Chinese. For Arabic, only entities and relations were annotated.
The selection of documents was driven to provide at least 50 examples of each entity,
relation and event type/subtype. Documents were quickly labeled as good or bad
based on the number and type of entities, relations and events. For good documents,
annotators estimated roughly the number of each type. Eventually, documents were
algorithmically selected to maximize the overall count for each type and subtype.
However, it was not ensured that 50 examples for each type were provided.
Table 2.9 lists the number of event mentions per event type. The corpus has a strong
class imbalance. The attack event is the most common event type and accounts
for 1543 out of 5349 (29%) event mentions. Some other types are infrequent, for
example, there are only two pardon events in the corpus. At least 50 examples in
the training set are only provided for 20 out of 33 event types.
For English, the annotated corpus consists of 599 documents from various sources
and domains. Further, for five out of six document categories there is a temporal
split between training and test documents. The English corpus consists of documents
from the following domains:
• 18% of the documents are newswire articles from Agence France-Presse, Asso-
ciated Press, New York Times and Xinhua News Agency. Training documents
are from March to June 2003. Test documents are from July to August 2003.
• 38% of the documents are broadcast news from CNN and CNN Headline News.
Training documents are from March to June 2003. Test documents are from
July to August 2003.
• 10% of the documents are broadcast conversations from CNN CrossFire, CNN
Inside Politics, and CNN Late Edition. Training documents are from March
to June 2003. Test documents are from July to August 2003.
• 20% of the documents are from various weblogs. Training documents are from
November 2004 to February 2005. Test documents are from March to April
2005.
• 8% of the documents are various internet discussion forums. Training docu-
ments are from November 2004 to February 2005. Test documents are from
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March to April 2005.
• 7% of the documents are from conversational telephone speech. Training and
test documents stem both from November to December 2004.
While the number of documents varies between the six domains, the number of
words per domain is roughly the same and varies between about 37,000 and 56,000
words. Details on the number of annotated entities, events and event arguments can
be found in Table 2.7.
Domain Documents Words Entities Events Event Arg.
Newswire 106 48399 11025 1557 3334
Broadcast news 226 55967 1184 3518 2334
Broadcast conv. 60 40415 914 2328 1414
Blogs 119 37897 6547 507 998
Discussion forums 49 37366 6516 719 1043
Speech 39 39845 9933 468 670
Total 599 259889 54824 5349 9793
Table 2.7: Statistics for the ACE 2005 corpus.
All data was annotated by two, independently working annotators. Discrepancies
between the two annotators were solved by a senior annotator or a team leader.
Mitamura et al. (2015b) state that the inter-annotator agreement on the span of
events is at 64.8% F1-score and the agreement for the type of the event is at 62.2%
F1-score.
The Linguistic Data Consortium (LDC) released a corpus annotated with the Rich
ERE Annotation Guidelines version 2.5.1 (Linguistic Data Consortium, 2015) for the
Event Detection and Coreference shared tasks at the NIST Text Analysis Conference
Knowledge Base Population (NIST TAC KBP) 2015. The annotation process is
described by Song et al. (2015). Annotations are provided for three languages:
English, Chinese and Spanish. For the English version, 158 annotated documents are
provided for training, and 202 annotated documents are provided for the evaluation
of systems. The English and Spanish corpus consist of newswire articles as well
as posts from discussion forums, while the Chinese Corpus has only posts from
discussion forums. An overview of the corpus is provided in Table 2.8.
The documents for this dataset were selected automatically. An automatic event
detection system was trained on the ACE corpus and was applied to candidate
documents. Those documents were ranked in descending order by the event density,
which is defined by the number of event triggers per 1,000 tokens. Song et al. (2015)
report that the selected documents are much richer in terms of events compared to
a prior approach where no ranking was imposed.
That the selected documents were richer regarding events can be confirmed by com-
paring the TAC KBP 2015 events dataset with the ACE 2005 dataset. Both datasets
annotated roughly the same classes of events. The TAC 2015 dataset has on average
55 event mentions per 1,000 tokens, while the ACE 2005 dataset has only about 21
event mentions per 1,000 tokens.
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TAC KBP 2015 Events Dataset Train Test
Documents 158 202
Newswire documents 81 98
Discussion forum documents 77 104
Tokens 139,444 98,414
Events 6538 6438
Double tagged events 323 575
Table 2.8: Statistics for the NIST TAC KBP 2015 events dataset.
An overview of the number of events per event type is provided in Table 2.9. While
some event types have plentiful examples, several other types have only few exam-
ples. For the ending of a business (Business End Org)), only 13 events in the train
set are provided. For the type of Manufacture events, only 22 examples are pro-
vided. At least 50 examples in the training set are only provided for 28 out of 38
event types. This class imbalance can make it difficult for automatic classifiers to
detect infrequent event types.
Figure 2.1: Inter-annotator agreement for NIST TAC KBP 2015 events dataset.
Image source: (Song et al., 2016)
Figure 2.1 displays the inter-annotator agreement for the 2014 as well as the 2015
version of this dataset. The agreement on the extent of an event trigger without the
type is at about 72% F1-score. With typing, the agreement is at about 65% F1-score.
In an own manual re-annotation on a subset of sentences, we achieved an agreement
F1-score for the extent of the event of 76.57% (Reimers and Gurevych, 2015). We
observed an especially low agreement for contact events. It was later confirmed that
the agreement for contact events is fairly low (Figure 2.2) compared to the other
events. According to the annotation guidelines, only the first occurrence of speech
verbs like said or told should be tagged if they refer to the same event. However,
annotators varied in implementing this rule resulting in inconsistent annotations
(Song et al., 2016).
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Figure 2.2: Inter-annotator agreement for NIST TAC KBP 2015 events dataset per
event type. Image source: (Song et al., 2016)
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Type Subtype #Events ACE #Events TAC 2015
Train Test
Business Declare Bankruptcy 43 33 44
Business End Org 37 13 6
Business Merge Org 14 28 33
Business Start Org 47 18 35
Conflict Attack 1543 800 591
Conflict Demonstrate 81 200 149
Contact Broadcast - 417 510
Contact Contact - 337 587
Contact Correspondence - 95 110
Contact Meet 280 244 272
Contact Phone-Write 123 - -
Justice Acquit 6 30 31
Justice Arrest-Jail 43 37 69
Justice Appeal 88 287 348
Justice Charge-Indict 106 190 155
Justice Convict 76 222 96
Justice Execute 21 66 97
Justice Extradite 7 63 60
Justice Fine 28 55 45
Justice Pardon 2 239 51
Justice Release-Parole 47 73 124
Justice Sentence 99 144 158
Justice Sue 76 55 72
Justice Trial-Hearing 109 196 155
Life Be Born 50 19 17
Life Die 598 514 408
Life Divorce 29 45 49
Life Injure 142 133 87
Life Marry 83 76 83
Manufacture Artifact - 22 90
Movement Transport 721 - -
Movement Transport.Artifact - 70 66
Movement Transport.Person - 517 439
Personnel Elect 183 97 71
Personnel End Position 212 209 291
Personnel Nominate 12 35 63
Personnel Start Position 118 77 94
Transaction Transaction - 51 63
Transaction Transfer-Money 198 551 554
Transaction Transfer-Ownership 127 280 265
5349 6538 6438
Table 2.9: Label distribution for the ACE 2005 corpus and for the NIST TAC KBP
2015 dataset for event detection. The TAC 2015 dataset has an official split in train
and test data. Types that do not exist in a corpus are marked with a dash.
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2.3.3 Further Corpora
The Richer Event Description (Palmer et al., 2016) is an annotation scheme which
was developed ”as a synthesis of the THYME-TimeML guidelines, the Stanford
Event coreference guidelines, and the CMU Event coreference guidelines.“ It com-
bines event coreference (Pradhan et al., 2007) with THYME temporal relation an-
notations (Styler et al., 2014), which is an extension of TimeML for clinical notes.
The goal is to provide a rich representation of entities, events, times, coreference
and partial coreference relations as well as for temporal, causal and subevent rela-
tionships between events (O’Gorman et al., 2016). The Richer Event Description
corpus contains 95 documents from news data and casual discussion forums, totaling
54,287 tokens, 5,731 events, and 10,320 entities. The inter-annotator agreement for
the annotation of events is at 86.1% F1-score.
The MEANTIME Corpus (the NewsReader Multilingual Event ANd TIME Corpus)
consists of 120 English Wikinews articles on four topics: Airbus and Boeing, Apple
Inc., General Motors, Chrysler and Ford, and stock market (Minard et al., 2016).
Further, the corpus includes a translation of those articles into Italian, Spanish, and
Dutch. The annotation of events is based on the NewsReader guidelines (Tonelli
et al., 2014), which defines entities, events, temporal expressions, and numerical
expressions as well as relations between those. Further, entity and event coreferences
were annotated. The annotation for entities was inspired by the ACE annotation
for entities, however, in some cases, it was simplified. The annotation for events was
inspired by TimeML. Only the first five sentences were annotated. In comparison to
the other corpora, the MEANTIME corpus is rather small with only 597 annotated
sentences (13,981 tokens) and 2,096 event mentions for the English version.
The EventCorefBank (ECB) (Bejan and Harabagiu, 2010) is a corpus that focuses
on the coreference of events. It consists of 482 news texts from Google News archive
on 43 different topics. Events were annotated in accordance with the TimeML
specification (cf. section 2.2.1). The authors annotated coreferences for 339 within-
document events and 208 cross-document events. The ECB corpus was extended by
Lee et al. (2012) by following the OntoNotes annotation guidelines for coreference
annotations (Pradhan et al., 2007). They extended the original corpus by annotating
entities and events in sentences that were partially annotated.
Cybulska and Vossen (2014) augmented the ECB corpus with 502 new documents to
make it more representative of news articles on the web. Further, they added anno-
tations for event participants and locations expanding on the ACE entity subtypes.
The participants in an event can be humans, organizations as well as geopoliti-
cal entities (GPE), vehicles, and facilities when those are referring to a population
or a government. The annotation was performed event centric, i.e., participants,
locations, and temporal expressions were only annotated if those were part of an
event opposed to annotating any participant, location, or temporal expression that
is mentioned in a sentence.
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2.4 Conclusion
The definition of an event in the Oxford dictionary is rather vague and describes a
thing that happens or takes place. Similar, in philosophy, an event implies change
in a substance and the distinction between events and states can be subtle. As
a consequence, there is no agreed definition how events are expressed in written
language.
Two influential definitions for events are the Time Markup Language (TimeML)
(Saurí et al., 2004) and the Automatic Content Extraction (ACE) standard (ACE,
2005). TimeML understands an event as a cover term for situations that happen
or occur as well as states and circumstances that something obtains or holds true.
Events are generally expressed by tensed or untensed verbs, nominalizations, adjec-
tives, predicative clauses, or prepositional phrases.
TimeML uses a broad definition for events and most verbs in a text are events
under the TimeML definition. However, events in TimeML are not semantically
grouped, and TimeML does not provide annotation guidelines for event participants
and event attributes for events (event arguments). Hence, corpora, which use only
the TimeML annotation guidelines like the TimeBank Corpus (Pustejovsky et al.,
2003), miss information on the semantic type of an event and information about
the participants in an event. This limits the usefulness of TimeML for downstream
information retrieval tasks, as critical information on who did what to whom is
missing.
The Automatic Content Extraction (ACE) standard (ACE, 2005) focuses on the
participants and attributes for events. It defines 33 types of events and for each type
it defines roles (event arguments) about participants and attributes. These roles are
annotated and can subsequently be extracted from automated systems. This makes
the ACE standard much more suitable for downstream information retrieval tasks
as the information who did what to whom can be extracted. However, the scope of
the arguments is limited to the same sentence. If the information for arguments is
provided in a different sentence, it is not annotated, and as a consequence, automated
systems, that take the complete document into account, cannot be trained and
evaluated.
An ongoing point of controversy is the treatment of negative events, uncertain events,
hypothetical events, conditional events, future events, and generic events. If a text
expresses that a person didn’t go to the cinema, should this be annotated as an event
in a text? How would such an event be anchored in time and place? Similar with
uncertain or conditional events, does the phrase ”if the company files bankruptcy,
thousands will lose their jobs“ express that something happens or takes place?
In TimeML and ACE, these events are annotated as they can contain valuable
information for readers. However, the annotation of such events can be difficult,
and the agreement between annotators is usually lower than for events that describe
actual things that happened. Further, as shown in our annotation study in chapter
4, the temporal anchoring for these type of events is especially difficult with a low
agreement between annotators. For the Light ERE standard (Aguilar et al., 2014),
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which is a lighter alternative of ACE with the goal of making annotations easier and
more consistent, it was decided to not annotate those events. However, the extension
of Light ERE, called Rich ERE, re-introduced the annotation of negative events,
uncertain events, hypothetical events, conditional events, and future events.
In summary, there is no widely accepted definition for marking the expression of
events in a text. As shown in Table 2.2, the corpora are rather distinct which infor-
mation was annotated. If the user is interested in the semantic type of a detected
event or wants to know the participants of an event, the TimeML standard is insuffi-
cient, as this information is not provided. The ACE standard defines semantic types
for events and provides annotations for attributes as well as participants for events.
However, the ACE standard is limited to the 33 defined types and events with other
types are not annotated and hence are not extracted by automatic systems based on
the ACE standard. Further, if an event actually happened or if it is, for example,
a generic event can be a crucial distinction for downstream applications. However,
this distinction is not always provided in the annotation schemes, and it would be
the responsibility of the downstream task to decide if an event actually happened or
if the text reports about a negative, uncertain, hypothetical, conditional, or future
event.
As there is no generally accepted definition for events, there is no single event de-
tection and extraction model. Instead, depending on the used corpus, trained ap-
proaches can be used only for specific applications. For a different application, it
might be required that new data must be annotated and that a new approach must
be developed. Training of machine learning systems can be a complex task, requir-
ing a lot of time, computational resources, and expertise. Many systems require the
tuning of hyperparameters, which is described as a ”black art that requires expert
experience, unwritten rules of thumb, or sometimes brute-force search“ (Snoek et al.,
2012). Hence, it would be desirable to have a machine learning approach that per-
forms well on various datasets, and that requires only minimal tuning when applied
to new datasets.
In the rest of the thesis, we will focus on the following aspects:
1. Universal machine learning approaches for event detection: Most pub-
lished approaches for event detection focused on one corpus and in some cases
the approaches rely on corpus specific information, for example, annotated
event arguments are used to determine the event type. How these approaches
perform on a different corpus, with a different definition for events, is usually
not evaluated. We argue that it is desirable to have a universal approach
that works well for various event definitions and corpora. Such a universal
approach can be easier adapted to new tasks and dataset than corpus-specific
approaches. Chapter 3 introduces the BiLSTM-CRF architecture, which per-
forms well for various sequence tagging task. However, so far, it was un-
clear which aspect of this complex architecture is responsible for achieving
a good performance and which parts must be tuned when applied to a new
task. Hence, we performed an extensive evaluation of this architecture on var-
ious sequence tagging tasks. We identify the parameters that contribute the
most to the performance of the architecture. Further, we demonstrate that
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this architecture performs well without adaptation on various event detection
tasks. Results of this work have been published and presented at EMNLP
2017 (Reimers and Gurevych, 2017a).
2. Temporal anchoring of events: Events are inseparably connected to time.
However, as chapter 4 shows, existent annotation schemes and systems perform
poorly in the task of anchoring events in time. Only a minority of events
can be temporally anchored. The issue is not the system, but it is how the
event time is annotated or linked to an event in existent annotation standards
and corpora. We develop a new annotation scheme that allows the temporal
anchoring for all events in a document. We present in chapter 4 an automatic
system that allows to anchor events in time. Previous systems only took the
sentence and the neighboring sentences of an event into account. The presented
system is able to take the complete document into account. The annotation
scheme was published and presented at ACL 2016 (Reimers et al., 2016b), the
automated system has been published in the Transactions of the Association
for Computational Linguistics (TACL) (Reimers et al., 2018).
In our research community, we strive to find new learning approaches that perform
better (more accurate) than previous approaches. In the final part of this thesis, we
study how reliable our evaluation methodology is to compare learning approaches
and which points might affect the conclusions we draw. One commonly used eval-
uation methodology is to compare the performance of two approaches on unseen
test data. A significance test is used to check whether the difference is statistically
significant, and if this is the case, the conclusion of a superior approach is drawn. As
we will demonstrate, this is an insufficient method to compare approaches. There is
a high risk that statistically significant differences on unseen test data are not due
to a superior approach, but simply due to chance. The reason is not a flawed sig-
nificance test, but that this evaluation setup is in general infeasible to decide which
approaches is more accurate for a task. We present different sources of variations,




Event Detection using a
BiLSTM-CRF Architecture
As discussed in chapter 2, no commonly agreed event definition exists. As a re-
sult, many different annotation schemes and datasets exist, sometimes tailored for
a specific use case. For new use cases, it is likely that a new definition is needed
with the consequence that new data must be annotated and eventually a new model
must be trained for this particular definition and dataset. Hence, it is desirable
to have a universal learning approach that can easily be trained on new datasets
and achieves a good performance. The effort for adapting the approach for the new
dataset should be reduced to a minimum.
Deep neural networks have been shown to work well on a large set of problems in
NLP. They can often be applied with minimal adaptation to new (similar) tasks.
Collobert et al. (2011) presented a universal neural network architecture that can
be used for various natural language processing tasks including part-of-speech tag-
ging, chunking, named entity recognition, and semantic role labeling. Without task-
specific engineering or other prior knowledge, the approach was able to achieve state-
of-the-art or near state-of-the-art performance for those tasks. We demonstrated
that neural networks can successfully be used to identify events in a text and can
work well without task-specific features (Reimers and Gurevych, 2015).
Event detection, as discussed in chapter 2, can be defined as a sequence tagging task.
The event trigger is the word or phrase that most clearly expresses the occurrence
of an event. In most cases, it is a verb, an adjective or a past participle. The goal
of event detection systems is to identify these event triggers in a text and maybe to
assign further attributes to the event, for example, a semantic class.
A deep neural network architecture that proved to be useful for sequence tagging
tasks is the BiLSTM-CRF architecture (Huang et al., 2015; Ma and Hovy, 2016;
Lample et al., 2016), which achieves state-of-the-art performance for many common
NLP sequence tagging tasks.
In this chapter, we introduce this network architecture and different variations that
have been published. However, it is unclear which of these variations will perform
31
Chapter 3. Event Detection using a BiLSTM-CRF Architecture
best for event detection, and it can be expensive to implement, test and tune all these
variations for a new dataset. This bears the risk that time is unnecessarily spent
to implement and optimized unneeded options and parameters. As the architecture
has a large number of design choices and parameters, there is also the risk that an
important aspect is not tuned for a new task.
In this chapter, we provide an extensive evaluation of the different design choices and
parameters with respect to their importance for the classification performance. For
each design choice and parameter, we estimate the importance for the performance
and, if possible, propose a default value that worked well in the evaluated tasks.
The results of this study have been published in (Reimers and Gurevych, 2017a)
and (Reimers and Gurevych, 2017b).
Using the results of this evaluation, we propose a default configuration for the
BiLSTM-CRF architecture. We evaluate this configuration on five event detec-
tion tasks and demonstrate that this architecture is in general suitable for detecting
events in text.
3.1 BiLSTM-CRF Architecture for Sequence Tag-
ging
Recurrent neural networks (RNNs) are a family of neural networks that operate
on sequential data. They take as input a sequence, for example, a sequence of
words, and return another sequence, for example, the tags for an NLP sequence
tagging task. In theory, RNNs are able to learn long dependencies between the
input sequence and the output sequence. However, training recurrent networks can
be difficult due to the vanishing and exploding gradient problem (Bengio et al.,
1994). The vanishing gradient problem causes that RNNs are most often biased
towards the most recent elements in the sequence.
Long Short-Term Memory (LSTM) networks (Hochreiter and Schmidhuber, 1997a)
were designed to cope with the vanishing gradient problem and to be able to take
longer dependencies into account. LSTM networks incorporate a memory cell which
has been shown in some cases to capture long-range dependencies. The memory
cell is controlled by several gates that add, update and delete information from the
memory cell.
Huang et al. (2015) demonstrated for part-of-speech tagging, chunking and named
entity recognition that LSTM networks can successfully be used for NLP sequence
tagging. The proposed architectures are depicted in Figure 3.1. Figure a) depicts
a single forward LSTM network that reads in the embeddings for the words in a
text and outputs the tags for the task. However, Huang et al. demonstrated that
having a second LSTM network, that reads the text from the end to the beginning, is
beneficial (depicted in b)). For a given target word that we like to tag, a bidirectional
LSTM (BiLSTM) network can consider information from words that appear before
the target word as well as information that appears after the target word.
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For many sequence tagging tasks, the tags have dependencies. For example, for
POS tagging, an article is often followed by an adjective or a noun. For sequence
tagging tasks, where segments instead of single words are tagged, a tagging scheme
like the BIO scheme can be used. There, the I-tag requires a preceding B-tag. To
capture dependencies between tags, Huang et al. proposed a BiLSTM architecture
that incorporates a linear chain Conditional Random Field (depicted in c)). They
showed that this BiLSTM-CRF architecture can produce state-of-the-art (or close
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(c) Bidirectional LSTM network with CRF.
Figure 3.1: Illustration from Huang et al. (2015) on the proposed LSTM architec-
tures for sequence tagging.
Ma and Hovy (2016) and Lample et al. (2016) extended the presented BiLSTM-CRF
architecture by adding strategies to derive word representations from the characters
of the word. The goal is to extract morphological information that can be used for
the classification. Further, such character-based word representations can also be
derived for rare words that do not have a pre-computed word embedding.
Lample et al. (2016) map each character in a word onto a randomly initialized
character embedding (Figure 3.2). Those character embeddings are then processed
by a BiLSTM network and the final output of the two LSTMs are concatenated
and used as a dense character-based word representation. Lample et al. used 25
recurrent units, hence the output is a 50-dimensional vector.
Ma and Hovy (2016) used a similar idea, but instead of using a BiLSTM network,
they proposed to use a convolutional neural network (LeCun et al., 1989) to derive
character-based word representations. Each character is mapped to a randomly
initialized embedding and a convolution with 30 filters and a filter length of 3 (i.e.
character trigrams) is used, followed by a max-over-time pooling to derive one 30-
dimensional dense representation for a word.
Ma and Hovy (2016) and Lample et al. (2016) concatenate the character-based word
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Figure 3.2: Strategy from Lample et al. (2016) to derive character-based word rep-
resentations.
Figure 3.3: Strategy from Ma and Hovy (2016) to derive character-based word
representations.
representation with a pre-trained word embedding, e.g. from word2vec (Mikolov
et al., 2013), and feed this to the BiLSTM-CRF architecture from Huang et al.
Based on the published BiLSTM-CRF architectures, we developed our own uniform
learning approach which is depicted in Figure 3.4. In comparison to the published
implementations, our implementation focuses on flexibility: Many aspects of the
architecture are configurable and can easily be replaced by different design choices.
This configurability allows to compare different setups and to identify design choices
that generalize well across many tasks.
Our architecture maps each word in a sentence to a (pre-trained) word embedding.
As word embeddings are often only provided for lowercased words, we add a capi-
talization feature that captures the original casing of the word. The capitalization
feature assigns the label numeric if each character is numeric, mainly numeric if
more than 50% of the characters are numeric, all lower and all upper if all char-
acters are lower-/uppercased, initial upper if the initial character is uppercased,
contains digit if it contains a digit and other if none of the previous rules applies.
The capitalization feature is mapped to a seven-dimensional one-hot vector.
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The word embedding, the capitalization feature and the character-based representa-
tion are concatenated (‖) and used for a BiLSTM-encoder. One LSTM network runs
from the beginning of the sentence to the end while the other runs in reverse. The
output of both LSTM networks are concatenated and are used as input for a classi-
fier. For a Softmax classifier, we map the output through a dense layer with softmax
as the activation function. This gives for each token in the sentence a probability
distribution for the possible tags. The tag with the highest probability is selected.
For the CRF classifier, the concatenated output is mapped with a dense layer and
a linear activation function to the number of tags. Then, a linear-chain Conditional
Random Field maximizes the tag probability of the complete sentence.
Figure 3.4: Our BiLSTM-CRF architecture used for sequence tagging.
3.2 Configurable Parameters of the BiLSTM-CRF
Architecture
The BiLSTM-CRF architecture can be seen as a framework that has been proven
useful for NLP sequence tagging task. However, the architectures published by
Huang et al. (2015), Ma and Hovy (2016) and Lample et al. (2016) involve many
different design choices and hyperparameters. It is unclear which parameters are
relevant for the success of the architecture, hence, it is unclear on which parameters
we should focus when tuning the architecture for a new task. Further, it is unclear
if there exist default parameters that work well for a large number of tasks.
In this section, we summarize the configurable parameters of the BiLSTM-CRF
architecture. In section 3.5 we identify which parameters are relevant for tuning
and, if possible, give default recommendations for the parameters.
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Pre-trained Word Embeddings. Representing words as dense vectors, usually
with 100 - 300 dimensions, is a widely used technique in NLP and it can significantly
increase the performance (Collobert et al., 2011). Word embeddings provide a good
generalization to unseen words since they can capture general syntactical as well
as semantic properties of words. Which of the many published word embedding
generation processes results in the best embeddings is unclear and depends on many
factors, including the dataset from which they are created and for which purpose they
will be used. For our benchmark datasets, we evaluate different popular, publicly
available pre-trained word embeddings. We evaluate theGoogleNews embeddings1
trained on part of the Google News dataset (about 100 billion words) from Mikolov
et al. (2013), the Bag of Words (Levy BoW) as well as the dependency based
embeddings (Levy Dep.)2 by Levy and Goldberg (2014) trained on the English
Wikipedia, three differentGloVe embeddings3 from Pennington et al. (2014) trained
either on Wikipedia 2014 + Gigaword 5 (about 6 billion tokens) or on Common
Crawl (about 840 billion tokens), and the Komninos and Manandhar (2016)
embeddings4 trained on the Wikipedia August 2015 dump (about 2 billion tokens).
We also evaluate the approach of FastText, which does not train word embeddings
directly, but trains embeddings for n-grams with length 3 to 6. The embedding
of a word is then defined as the sum of the embeddings of the n-grams. This
allows deriving a meaningful embedding even for rare words, which are often not
part of the vocabulary for the other pre-trained embeddings. As the results in
section 3.5.1 show, the different word embeddings lead to significant performance
differences.
Character Representation. Character-level information, especially pre- and suf-
fixes of words, can contain valuable information for linguistic sequence labeling tasks
like part-of-speech tagging. However, instead of hand-engineered features, Ma and
Hovy (2016) and Lample et al. (2016) present a method to learn task-specific char-
acter level representations while training. Ma and Hovy (2016) use convolutional
neural networks (CNNs) (LeCun et al., 1989) to encode the trigrams of a word
to a fixed-sized character-based representation. On the other hand, Lample et al.
(2016) use bidirectional LSTMs to derive the character-based representation. In
our experiments, we evaluate both approaches with the parameters mentioned in
the respective papers.
Optimizer. The optimizer is responsible for the minimization of the objective func-
tion of the neural network. A commonly selected optimizer is stochastic gradient
descent (SGD), which proved itself as an efficient and effective optimization method
for a large number of published machine learning systems. However, SGD can be
quite sensitive towards the selection of the learning rate. Choosing a too large rate
can cause the system to diverge regarding the objective function, and choosing a too
low rate results in a slow learning process. Further, SGD has troubles to navigate
ravines and saddle points. To eliminate the shortcomings of SGD, other gradient-
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methods Adagrad (Duchi et al., 2011), Adadelta (Zeiler, 2012), RMSProp (Hin-
ton, 2012), Adam (Kingma and Ba, 2014), and Nadam (Dozat, 2015), an Adam
variant that incorporates Nesterov momentum (Nesterov, 1983). The results can be
found in section 3.5.3.
Gradient Clipping and Normalization. Two widely known issues with prop-
erly training recurrent neural networks are the vanishing and the exploding gradi-
ent problem (Bengio et al., 1994). While the vanishing gradient problem is coun-
tered by using LSTM networks, exploding gradients, i.e., gradients with extremely
large values, are still an issue. Two common strategies to deal with the exploding
gradient problem are gradient clipping (Mikolov, 2012) and gradient normal-
ization (Pascanu et al., 2013). Gradient clipping involves clipping the gradient’s
components element-wise if it exceeds a defined threshold τ . For each gradient
component we compute gˆij = max(−τ,min(τ, gij)). The matrix gˆ is then used
for the weight update. Gradient normalization has a better theoretical justifica-
tion and rescales the gradient whenever the norm ||g||2 goes over a threshold τ :
gˆ = (τ/||g||2)g if ||g||2 > τ . In section 3.5.4 we evaluate both approaches and their
importance for a good test performance.
Tagging schemes. While the POS task assigns one label for each word in a sen-
tence, many other sequence tagging tasks associate labels for segments in a sentence.
This is achieved by using a special tagging scheme to identify the segment bound-
aries. We evaluate the BIO, IOB, and IOBES schemes. The BIO scheme marks
the beginning of a segment with a B- tag and all other tokens of the same span
with a I- tag. The O tag is used for tokens that are outside of a segment. The IOB
scheme is similar to the BIO scheme, however, here the tag B- is only used to start
a segment if the previous token is of the same class but is not part of the segment.
The chunking data from CoNLL 2000 is provided using the BIO-scheme, while the
NER dataset from CoNLL 2003 has an IOB tagging scheme. The IOBES scheme
distinguishes between single token segments, which are tagged with an S- tag, the
beginning of a segment that is tagged with a B- tag, the last token of a segment
which is tagged with an E- tag, and tokens inside a segment which are tagged with
an I- tag. It is unclear which of the three tagging scheme is in general better.
Collobert et al. (2011) decided to use the most expressive IOBES tagging scheme
for all their tasks. The results of our evaluations can be found in section 3.5.5.
Note, when a tagging scheme is used, the classifier might produce invalid tags, for
example, an I- tag without a previous B- tag to start the segment. We observed a
high number of invalid tags especially for the softmax classifier which does not take
the label sequence into account. For the CRF classifier, invalid tags occurred only
rarely. Depending on the used evaluation script such invalid tags might result in
an erroneous computation of the performance score. To eliminate invalid tags, we
applied two post-processing strategies: Either set all invalid tags to O or change the
tag to B- to start a new segment. Usually setting all invalid tags to O resulted in
slightly superior results.
Classifier. We evaluated two options for the last layer of the network. The first
option is a dense layer with softmax activation function, i.e., a softmax classifier.
This classifier produces a probability distribution for the different tags for each token
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in the sentence. In this approach, each token in a sentence is considered indepen-
dently and correlations between tags in a sentence cannot be taken into account.
The second option we evaluate is a dense layer with a linear activation function
followed by a linear-chain Conditional Random Field (CRF). We call this variant
CRF classifier. This option is able to maximize the tag probability of the complete
sentence. This is especially helpful for tasks with strong dependencies between token
tags, for example, if one of the described tagging schemes is used where certain tags
cannot follow other tags. This approach is also known as BiLSTM-CRF (Huang
et al., 2015). The results can be found in section 3.5.6.
Dropout. Dropout is a popular method to deal with overfitting for neural networks
(Srivastava et al., 2014a). In our setup, we evaluate three options: No dropout,
naive dropout, and variational dropout. Naive dropout is the simplest form
of dropout: We apply a randomly selected dropout mask for each LSTM-output.
The mask changes from time step to time step. The recurrent connections are
not dropped. As noted by Gal and Ghahramani (2016), this form of dropout is
suboptimal for recurrent neural networks. They propose to use the same dropout
mask for all time steps of the recurrent layer, i.e., at each time step the same
positions of the output are dropped. They also propose to use the same strategy
to drop the recurrent connections. This approach is known as variational dropout.
Further details can be found in (Gal and Ghahramani, 2016). The fraction p of
dropped dimensions is a hyperparameter and is selected randomly from the set
{0.0, 0.05, 0.1, 0.25, 0.5}. Note, for variational dropout, the fraction p is selected
independently for the output units as well as for the recurrent units. The results
can be found in section 3.5.7.
Number of LSTM-Layers. We evaluated 1, 2, and 3 stacked BiLSTM-layers.
The results can be found in section 3.5.8.
Number of Recurrent Units. The number of recurrent units was selected from
the set {25, 50, 75, 100, 125}. The forward and reverse running LSTM-networks
had the same number of recurrent units. In the case of multiple layers, we selected
for each BiLSTM-layer a new value. Increasing layers sizes were forbidden. For
section 3.5.8, we evaluated networks with 60 ≤ u ≤ 300 recurrent units.
Mini-batch Size. We evaluated mini-batch sizes of 1, 8, 16, 32, and 64 sen-
tences.
3.3 Benchmark Datasets
We will show in chapter 5, that it is advisable to evaluate approaches on multiple
(similar) tasks, especially if we are interested to find universal machine learning
approaches. Hence, we selected some common NLP sequence tagging tasks as well as
one event detection task to evaluate the described BiLSTM-CRF architecture.
Part-of-Speech tagging. Part-of-Speech tagging aims at labeling each token in
the text with a tag indicating its syntactic role, e.g., noun, verb etc. The typical
benchmark setup is described in detail in (Toutanova et al., 2003). Usually, the
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sections 0-18 of the Wall Street Journal (WSJ) are used for training, while sections
19-21 are used for validation and hyperparameter optimization, and sections 22-24
are used for testing.
Part-of-Speech tagging is a relatively simple task. Toutanova et al. (2003) report an
accuracy of 97.24% on the test set. The estimated error rate for the PennTree Bank
POS information is approximately 3% (Marcus et al., 1993). Marcus et al. (1993)
found in an early experiment on the Brown corpus that the disagreement between
two annotators when correcting the output of an automatic tagger is 4.1% and 3.5%
once one difficult text is excluded. An improvement lower than the error rate, i.e.,
above 97% accuracy, is unlikely to be meaningful and has a high risk of being the
result of chance.
To be able to compare different neural architectures and hyperparameters for Part-
of-Speech tagging, we increased the difficulty of the task by decreasing the training
set. We decided to decrease the size of the training set to the first 500 sentences in
the Wall Street Journal. The development and test sets were kept unchanged. This
decreased the accuracy to a range of about 94-95%, fairly below the (estimated)
upper-bound of 97%.
Chunking. Chunking aims at labeling segments of a sentence with syntactic con-
stituents such as noun or verb phrase. Each word is assigned a single tag. To
note the beginning of a new segment, a tagging scheme, for example, a BIO tagging
scheme, can be used. Here, the tag B-NP denotes the beginning of a noun phrase and
I-NP would denote each other word of the noun phrase. We evaluate our systems
using the CoNLL 2000 shared task5. Sections 15-18 of the Wall Street Journal are
used for training, section 19 is used as development set, and section 20 is used for
testing. The performance is computed using the F1 score, which is the harmonic
mean of the precision and recall. Note that besides the class label the span of the
segment must perfectly match the gold data. If a produced segment is a single token
too long or too short, it is considered an error.
NER. Named Entity Recognition (NER) aims at labeling named entities, like person
names, locations, or company names, in a sentence. As in the chunking task, a
named entity can consist of several tokens, and a tagging scheme is involved to
denote the beginning and the end of an entity. We use the CoNLL 2003 setup6
which provides train, development and test data.
Entities. In contrast to the CoNLL 2003 NER dataset, the ACE 2005 dataset7 an-
notated not only named entities, but all words referring to an entity, for example the
words U.S. president. The entities are categorized in the seven categories: persons,
organizations, geographical/social/political entities, locations, facilities, vehicle and
weapon. We use the same data split as Li et al. (2013) partitioning the data into
529 train documents, 40 development documents, and 30 test documents.
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annotated with the TimeML scheme. The dataset is discussed in detail in chapter
2.
An overview of the datasets is given in Table 3.1. We observe that the number
of train, development and test sentences varies significantly between the datasets.
Further, the relative size of the development and test set varies strongly between
the datasets. The split from Li et al. (2013) for the ACE 2005 dataset uses only
about 4% of the annotated sentences for the test set, while it is about 16% for the
GermEval 2014 dataset.
Task Train Dev Test #tags
Penn TreeBank - POS 500 5524 5459 45
ACE 2005 - Entities 15185 882 674 15
CoNLL 2000 - Chunking 8926 1844 2009 23
CoNLL 2003 - NER 13862 3250 3420 9
TempEval-3 - Events 4090 149 279 3
Table 3.1: Overview of the benchmark tasks and number of sentences for the train-
ing, development and test set.
3.4 Evaluation Methodology
We try to identify design choices that improve robustly the performance of the
BiLSTM-CRF architecture, i.e., design choices and parameter selections that im-
prove the performance independent of the remaining configuration of the architec-
ture. For example, we want to study if a CRF classifier can lead to an improvement
in comparison to a softmax classifier independent of the remaining configuration of
the network.
In order to find the most robust design options, we sampled randomly a large number
of network configurations and evaluated each configuration with each variation. For
example, to decide whether a softmax classifier or a CRF classifier as the last layer is
better, we sampled for each task hundreds of network configurations and evaluated
whether the version with a softmax classifier or with a CRF classifier performed
better.
The achieved test performances can be plotted as a violin plot (Figure 3.5). The
violin plot is similar to a boxplot, however, it estimates from the samples the prob-
ability density function and depicts it along the Y-axis. If a violin plot is wide at a
certain location, then achieving this test performance is especially likely. Besides the
probability density, it also shows the median as well as the quartiles. In Figure 3.5
we can observe that a CRF classifier usually results in a higher performance than a
softmax classifier for the chunking dataset. As we sample and run several hundred
hyperparameter configurations, random noise, e.g. from the weight initialization,




Figure 3.5: Probability density function for the chunking task using a softmax clas-
sifier or a CRF classifier as a last layer of a BiLSTM-network. The median and the
quartiles are plotted as dashed lines.
For brevity reasons, we show the violin plot only in certain situations. In most cases,
we report a table like Table 3.2. The table shows how many network configurations
were sampled randomly for each task with the parameters described in section 3.2.
For the Chunking task, 230 configurations were sampled randomly. Each configura-
tion was evaluated with a softmax classifier as well as a CRF classifier as the last
layer of the network. For 219 of the 230 configurations (95.2%), the CRF setup
achieved a better test performance than the setup with a softmax classifier. The
average depicted at the bottom of the table is the macro average about how often
each evaluated option achieved the best performance for the five tasks.
Besides measuring which option achieves the better performance, we also compute
the median of the differences to the best option. For the Chunking task, the option
that resulted in most cases in the best performance was the CRF classifier. Hence,
for the softmax option, we compute the median difference of test performance to the
best option. Let Si be the test performance (F1-measure) for the softmax setup for
configuration i and Ci the test performance for the CRF setup. We then compute
∆F1 = median(S1−C1, S2−C2, . . . , S230−C230). For the chunking task, the median
difference was ∆F1 = −0.38%, i.e., the setup with a softmax classifier achieved on
average an F1-score of 0.38 percentage points below that of the CRF setup.
Based on the outcome of the different runs, we use a two-sided binomial test to find
options that perform statistically significant better than other options. As threshold
we use p < 0.01. We compute the standard deviation σ of the achieved performance
scores to measure the dependence on the remaining configuration of the network and
on the random seed value. We use a Brown-Forsythe test with threshold p < 0.01
to identify standard deviations that are statistically significant from others. The
best result and all statistically equal results are marked with a †. If none of the
options in a row has a †, then we did not observe a statistically significant difference
between the options.
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Task # Configs Softmax CRF
POS 114 19.3% 80.7%†
∆Acc. -0.19%
σ 0.0149 0.0132
Chunking 230 4.8% 95.2%†
∆F1 -0.38%
σ 0.0058 0.0051
NER 235 9.4% 90.6%†
∆F1 -0.67%
σ 0.0081 0.0060†
Entities 214 13.1% 86.9%†
∆F1 -0.85%
σ 0.0157 0.0140




Table 3.2: Network configurations were sampled randomly and each was evaluated
with each classifier as a last layer. The first number in a cell depicts in how many
cases each classifier produced better results than the others. The second number
shows the median difference to the best option for each task. Statistically significant
differences with p < 0.01 are marked with †.
Limitations
Our evaluation methodology studies the parameters and design choices indepen-
dently of each other. However, this has the limitation that dependencies between
parameters are not evaluated well. For example, it might be that a network with
more recurrent nodes requires a higher dropout value to work well. Further, the
identified parameter values that work best in isolation must not be the best over-
all configuration of the architecture. Taking dependencies between parameters into
account might yield a better default configuration for new tasks.
Nonetheless, identifying design choices and parameters that work well independent
of the remaining configuration is hugely valuable for applying this architecture to
new tasks. For a new task, we usually cannot ensure that every aspect of the
architecture is optimally set. Hence, to serve as a uniform learning approach, the
approach should work well even when some parts are configured sub-optimal.
3.5 Evaluation Results
The following table gives an overview of the results of our experiments. Details can










High The embeddings by Komninos and
Manandhar (2016) resulted for the
most tasks in the best performance.
For the POS tagging task, the me-
dian difference to e.g. the GloVe em-
beddings was 4.97 percentage points.
The GloVe embeddings trained on
Common Crawl were especially well
suited for the NER task, due to their










were in a lot of tested configura-
tions not that helpful and could
not improve the performance of
the network. The CNN approach
by Ma and Hovy (2016) and the
LSTM approach by Lample et al.
(2016) performed on-par. The CNN
approach should be preferred due to
the higher computational efficiency.
More details in section 3.5.2.
Optimizer Nadam High Adam and Adam with Nesterov mo-
mentum (Nadam) usually performed
the best, followed by RMSProp.
Adadelta and Adagrad had a much
higher variance regarding test per-
formance and resulted on average
to far worse results. SGD failed
in a high number of cases to con-
verge to a minimum, likely due to
its high sensitivity of the learning
rate. Nadam was the fastest opti-








High Gradient clipping does not improve
the performance. Gradient nor-
malization as described by Pascanu
et al. (2013) improves significantly
the performance with an observed
average improvement between 0.45
and 0.82 percentage points. The
threshold τ is of minor importance,
with τ = 1 giving usually the best
results. More details in section 3.5.4.
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Tagging Scheme BIO Medium The BIO and IOBES tagging scheme
performed consistently better than
the IOB tagging scheme. IOBES
does not give a significant perfor-
mance increase compared to the BIO
tagging scheme. More details in sec-
tion 3.5.5.
Classifier CRF High Using a CRF instead of a softmax
classifier as the last layer gave a large
performance increase for tasks with
a high dependency between tags.
This was also true for stacked BiL-
STM layers. For tasks without de-
pendencies between the tags, soft-
max performed better. More details
in section 3.5.6.
Dropout Variational High Variational dropout (Gal and
Ghahramani, 2016) outperformed
significantly no dropout and also
naive dropout. The best result was
achieved when dropout was applied
both to the output units as well as
to the recurrent units of the LSTM
networks. More details in section
3.5.7.
#LSTM Layers 2 Medium If the number of recurrent units is
kept constant, two stacked BiLSTM-
layers resulted in the best perfor-
mance. More details in section 3.5.8.
Recurrent Units 100 Low The number of recurrent units, as
long as it is not far too large or far
too small, has only a minor effect on
the results. A value of about 100 for
each LSTM-network appears to be
a good rule of thumb for the tested
tasks. More details in section 3.5.9.
Mini-batch Size 1-32 Medium The optimal size for the mini-batch
appears to depend on the task. For
POS tagging and event recognition,
a size of 1 was optimal, for chunking
a size of 8, and for NER and Entity
Recognition a size of 32. More de-




Table 3.4 shows the impact of different pre-trained word embeddings on the five
evaluated benchmark tasks. The embeddings by Komninos and Manandhar (2016)
give the best performance on all tasks except for the CoNLL 2003 NER and CoNLL
2000 chunking tasks, where they perform on-par with the GloVe embeddings on
CommonCrawl and the Levy and Goldberg (2014) dependency-based embeddings.
The median difference in test performance is quite large. For example, for the
POS tagging task, the embeddings by Komninos and Manandhar (2016) give on
average a 4.97 percentage points higher accuracy than the GloVe2 embeddings (100
dimensions, trained on Wikipedia and Gigaword).
The only datasets where the Komninos and Manandhar (2016) embeddings would
not necessarily be the best selection is for Chunking and the NER task. For Chunk-
ing, the dependency based embeddings by Levy and Goldberg (2014) gave in most
cases the best performance. However, this difference is statistically not significant
(p=6.5%) and looking at the mean performance shows that both embeddings are
on-par.
For the NER task, the GloVe embeddings trained on 840 billion tokens from Com-
mon Crawl (GloVe 3) resulted in most cases in the best performance. As before,
the difference to the Komninos and Manandhar (2016) embeddings is statistically
insignificant (p=33.0%) and more runs would be required to determine which em-
beddings would be the best selection.
The n-gram embedding approach FastText by Bojanowski et al. (2016), which allows
deriving meaningful word embeddings also for rare words which are often not in the
vocabulary for the other approaches, does not yield a good performance in any of
the benchmark tasks.
Conclusion. The selection of the pre-trained word embeddings has a large impact
on the performance of the system, a much larger impact than many other hyperpa-
rameters. In most tasks, the Komninos and Manandhar (2016) embeddings gave by
a far margin the best performance. Pre-trained word embeddings provide valuable
information about syntactic and semantic relationships between words. This is es-
pecially crucial for words that do not appear in the training corpus or only occur
infrequently. Embeddings based on dependency relations better capture functional
properties of words, while embeddings based on context windows better capture
topical similarity between words (Komninos and Manandhar, 2016). Komninos and
Manandhar combined the idea of dependency-based embeddings with a context-
based approach. It appears that this gives a good representation of the functional
and of the semantic properties of words.
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Dataset L-Dep. L-BoW GloVe1 GloVe2 GloVe3 Komn. G.News Fast
POS 6.5% 0.0% 0.0% 0.0% 0.0% 93.5%† 0.0% 0.0%
∆Acc. -0.39% -2.52% -4.14% -4.97% -2.60% -1.95% -2.28%
σ 0.0125† 0.0147 0.0203 0.0136 0.0097 0.0058† 0.0118 0.0120
Chunk. 60.8%† 0.0% 0.0% 0.0% 0.0% 37.1%† 2.1% 0.0%
∆F1 -0.52% -1.09% -1.50% -0.93% -0.10% -0.48% -0.75%
σ 0.0056 0.0065 0.0094 0.0083 0.0070 0.0044† 0.0064 0.0068
NER 4.5% 0.0% 22.7%† 0.0% 43.6%† 27.3%† 1.8% 0.0%
∆F1 -0.85% -1.17% -0.15% -0.73% -0.08% -0.75% -0.89%
σ 0.0073† 0.0084† 0.0077† 0.0081 0.0069† 0.0064† 0.0081† 0.0075†
Entities 4.2% 7.6% 0.8% 0.0% 6.7% 57.1%† 21.8% 1.7%
∆F1 -0.92% -0.89% -1.50% -2.24% -0.80% -0.33% -1.13%
σ 0.0167 0.0170 0.0178 0.0180 0.0154 0.0148 0.0151 0.0166
Events 12.9% 4.8% 0.0% 0.0% 0.0% 71.8%† 9.7% 0.8%
∆F1 -0.55% -0.78% -2.77% -3.55% -2.55% -0.67% -1.36%
σ 0.0045† 0.0049† 0.0098 0.0089 0.0086 0.0060 0.0066 0.0062
Average 17.8% 2.5% 4.7% 0.0% 10.1% 57.4% 7.1% 0.5%
Table 3.4: Randomly sampled configurations were evaluated with different pre-
trained word embeddings. The first number depicts for how many configurations
each setting resulted in the best test performance. The second number shows the
median difference to the best option for each task. 108 configurations were sam-
pled for POS, 97 for Chunking, 110 for NER, 119 for Entities, and 124 for Events.
Statistically significant differences with p < 0.01 are marked with †. L-Dep. de-
pendency based embeddings by Levy and Goldberg (2014), L-BoW Bag-of-Word
embeddings by Levy and Goldberg, GloVe1 : Wikipedia 2014 + Gigaword 5, 100
dimensions, GloVe2 : Wikipedia 2014 + Gigaword 5, 300 dimensions, GloVe3 : Com-
mon Crawl embeddings, Komn. embeddings by Komninos and Manandhar (2016),
G.News Mikolov et al. (2013) embeddings on Google News Corpus, Fast embeddings
by Bojanowski et al. (2016).
3.5.2 Character Representation
We evaluate the approaches of Ma and Hovy (2016) using Convolutional Neural
Networks (CNN) as well as the approach of Lample et al. (2016) using LSTM-
networks to derive character-based representations.
Table 3.5 shows that character-based representations yield a statistically significant
difference only for the POS, the Chunking, and the Events task. For NER and
Entities, the difference to not using a character-based representation is not significant
(p > 0.01).
The difference between the CNN approach by Ma and Hovy (2016) and the LSTM
approach by Lample et al. (2016) to derive character-based representations is statis-
tically insignificant. This is quite surprising, as both approaches have fundamentally
different properties: The CNN approach from Ma and Hovy (2016) takes only tri-
grams into account. It is also position independent, i.e., the network will not be
able to distinguish between trigrams at the beginning, in the middle, or at the end
of a word, which can be crucial information for some tasks. The BiLSTM approach
from Lample et al. (2016) takes all characters of the word into account. Further, it
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is position-aware, i.e., it can distinguish between characters at the start and at the
end of the word. Intuitively, one would think that the LSTM approach by Lample
et al. would be superior.
Task # Configs No CNN LSTM
POS 225 4.9% 58.2%† 36.9%
∆Acc. -0.90% -0.05%
σ 0.0201 0.0127† 0.0142†
Chunking 241 13.3% 43.2%† 43.6%†
∆F1 -0.20% -0.00%
σ 0.0084 0.0067† 0.0065†
NER 217 27.2% 36.4% 36.4%
∆F1 -0.11% -0.01%
σ 0.0082 0.0082 0.0080
Entities 228 26.8% 36.0% 37.3%
∆F1 -0.07% 0.00%
σ 0.0177 0.0165 0.0171
Events 219 20.5% 35.6%† 43.8%†
∆F1 -0.44% -0.04%
σ 0.0140 0.0103† 0.0096†
Average 18.5% 41.9% 39.6%
Table 3.5: Comparison of not using character-based representations and using CNNs
(Ma and Hovy, 2016) or LSTMs (Lample et al., 2016) to derive character-based rep-
resentations. The first number depicts for how many configurations each setting
resulted in the best test performance. The second number shows the median dif-
ference to the best option for each task. Statistically significant differences with
p < 0.01 are marked with †.
Note that we tested both options only with the presented hyperparameters in
their respective papers. Each character was mapped to a randomly initialized 30-
dimensional embedding. For the CNN approach, Ma and Hovy (2016) used 30 filters
and a filter length of 3, which yields a 30-dimensional representation for each word.
For the bidirectional LSTM approach, Lample et al. (2016) used 25 recurrent units,
yielding a character-based representation of 50 dimensions for each word. It would
be of interest if the performance could be improved by selecting different hyperpa-
rameters, for example for the CNN approach to not only use character trigrams but
also using shorter and/or longer n-grams.
Conclusion. Character-based representations were in a lot of the tested config-
urations not that helpful and could not improve the performance of the network.
The CNN approach by Ma and Hovy (2016) and the LSTM approach by Lample
et al. (2016) performed on-par. The CNN approach should be preferred due to
the higher computational efficiency. For tasks that focus on semantic properties of
words (i.e. the NER and Entities tasks), there was no significant improvement by
using character-based representations.
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3.5.3 Optimizers
We evaluated different optimizers for the network: Stochastic Gradient Descent
(SGD), Adagrad (Duchi et al., 2011), Adadelta (Zeiler, 2012), RMSProp (Hinton,
2012), Adam (Kingma and Ba, 2014), and Nadam (Dozat, 2015), an Adam variant
that incorporates Nesterov momentum (Nesterov, 1983). For SGD, we tuned the
learning rate by hand, however, we could observe that SGD failed in many instances
to converge to a minimum. For the other optimizers, we used the recommended
settings from the respective papers.
Figure 3.6 and Figure 3.7 show the performance for the different choices of optimiz-
ers for the Chunking and the NER task, respectively. Table 3.6 contains the results
for all other tasks.
Figure 3.6: Performance on the CoNLL 2000 chunking shared task for various opti-
mizers.
Figure 3.7: Performance on the CoNLL 2003 NER shared task for various optimizers.
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Task Configs Adam Nadam RMSProp Adadelta Adagrad SGD
POS 218 7.3% 82.6%† 10.1% 0.0% 0.0% 0.0%
∆Acc. -0.33% -0.30% -4.08% -1.93% -18.08%
σ 0.0210† 0.0172† 0.0200† 0.1915 0.0463 0.2685
Median epochs 31 20 31 47 40 46
Chunking 192 17.2% 51.6%† 31.2%† 0.0% 0.0% 0.0%
∆F1 -0.11% -0.04% -0.90% -1.23% -3.74%
σ 0.0090† 0.0085† 0.0085† 0.0125 0.0135 0.2958
Median epochs 16 10 14 37 31 39
NER 207 25.1%† 36.7%† 34.8%† 1.9% 1.4% 0.0%
∆F1 -0.10% 0.03% -0.77% -0.82% -5.38%
σ 0.0092† 0.0091† 0.0096† 0.0138 0.0139 0.1328
Median epochs 12 9 10 22 19 42
Entities 152 25.0%† 40.8%† 30.3%† 3.9% 0.0% 0.0%
∆F1 -0.14% -0.09% -1.49% -1.82% -6.00%
σ 0.0167† 0.0166† 0.0165† 0.0244 0.0288 0.1960
Median epochs 13 10 11 32 29 46
Events 113 17.7%† 31.9%† 26.5%† 8.0% 15.0% 0.9%
∆F1 -0.10% -0.05% -0.55% -0.34% -1.68%
σ 0.0129† 0.0127† 0.0142† 0.0142† 0.0155† 0.0644
Median epochs 8 5 7 12 7 19
Average 18.5% 48.7% 26.6% 2.8% 3.3% 0.2%
Table 3.6: Randomly sampled network configurations were evaluated with each
optimizer. The first number depicts in how many cases each optimizer produced
better results than the others. The second number shows the median difference to
the best option for each task. Median epochs depict the median number of train
epochs until convergence. Statistically significant differences with p < 0.01 are
marked with †.
We observe that the variance for RMSProp, Adam, and Nadam is much smaller
in comparison to SGD, Adagrad, and Adadelta. Here, we can conclude that these
optimizers are able to achieve a better performance independent of the remaining
configuration of the network and/or of the random seed value.
Nadam showed the best performance, yielding the highest score for 48.7% of the
tested configurations. The difference between Nadam and Adam or RMSProp is
often not statistically significant, i.e., more experiments would be required to deter-
mine which optimizer yields the best performance.
We measured the time an optimizer required to converge. The time per epoch was
for all optimizers similar. However, we observed a large difference in the number of
epochs until convergence. Nadam converged the fastest, i.e., requiring only a small
number of training epochs to achieve a good performance. Adadelta, Adagrad, and
SGD required the longest to converge to a minimum.
Kingma and Ba (2014) recommend for the Adam optimizer certain default parame-
ters. However, we did some manual tuning for our tasks and increased the learning
rate for Adam to 0.01 for the first three epochs, set it to 0.005 for the consecutive
three epochs and then setting it back to its default value of 0.001. The result is
depicted in Table 3.7. Not only does this lead to faster convergence, but it also
leads to better performance for the POS tagging and the Chunking task. It would
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be of interest to evaluate the other hyperparameters of Adam and Nadam to see
their impact on the performance.
Task Configs Adam Adam (increased LR)
POS 226 35.0% 65.0%
∆Acc. (-0.15%)
Median train epochs (31) (22)
Chunking 203 31.0% 69.0%
∆F1 (-0.17%)
Median train epochs (15) (7)
NER 224 46.9% 53.1%
∆F1 (-0.08%)
Median train epochs (12) (7)
Entities 197 56.3% 43.7%
∆F1 (-0.15%)
Median train epochs (16) (9)
Events 210 50.5% 49.5%
∆F1 (-0.00%)
Median train epochs (8) (5)
Average 43.9% 56.1%
Table 3.7: Comparison of Adam to Adam with increase learning rate (LR). The first
number depicts in how many cases each optimizer produced better results than the
others. The second number shows the median difference to the best option for each
task. Median epochs depict the median number of train epochs until convergence.
Conclusion. Adam, Nadam, and RMSProp produced more stable and better re-
sults than SGD, Adagrad, or Adadelta. In our experiments, Nadam (Adam with
Nesterov momentum) was on average the best optimizer. RMSProp produced test
scores on average up to 0.30 percentage points below of Adam or Nadam. Nadam
had the best convergence time, i.e., required the lowest number of epochs. Adapt-
ing the learning rate for Adam can further improve the performance as well as the
convergence time. The results in our experiments show that more recent optimizers
find more reliably good minima with fewer trainings epoch.
3.5.4 Gradient Clipping and Normalization
Two common strategies to deal with the exploding gradient problem are gradient
clipping (Mikolov, 2012) and gradient normalization (Pascanu et al., 2013). Gradient
clipping involves clipping the gradient’s components element-wise if they exceed a
defined threshold. Gradient normalization has a better theoretical justification and
rescales the gradient whenever the norm goes over a threshold.
The results for gradient clipping are depicted in Table 3.8. For the evaluated thresh-




Gradient normalization has a better theoretical justification (Pascanu et al., 2013),
and we observe that it leads to better performance as depicted in Table 3.9. The
concrete threshold value for the gradient normalization is of lower importance, as
long as it is not too small or too large. A threshold value of 1 performed the best
in most cases.
Clipping threshold
Task # Configs None 1 3 5 10
POS 106 24.5% 21.7% 20.8% 17.9% 15.1%
∆Acc. -0.00% -0.02% -0.02% -0.02%
σ 0.2563 0.2649 0.2407 0.2809 0.2715
Chunking 109 24.8% 26.6% 15.6% 13.8% 19.3%
∆F1 -0.05% -0.02% -0.03% -0.03%
σ 0.1068 0.0101 0.0765 0.1160 0.0111
NER 84 16.7% 25.0% 22.6% 17.9% 17.9%
∆F1 -0.04% -0.00% -0.03% 0.02%
σ 0.0110 0.0110 0.0104 0.0111 0.0114
Entities 85 18.8% 16.5% 21.2% 22.4% 21.2%
∆F1 -0.10% -0.07% -0.04% -0.07%
σ 0.0176 0.0167 0.0188 0.0190 0.0203
Events 99 21.2% 17.2% 16.2% 28.3% 17.2%
∆F1 -0.02% -0.14% -0.01% -0.05%
σ 0.0156 0.0161 0.0167 0.0158 0.0153
Average 21.2% 21.4% 19.3% 20.0% 18.1%
Table 3.8: Element-wise clipping of gradient values to a certain threshold, as de-
scribed by Mikolov (2012). The tested thresholds 1, 3, 5 and 10 did not lead to
any improvement compared to not clipping the gradient. Statistically significant
differences with p < 0.01 are marked with †.
Conclusion. Gradient clipping does not improve the performance. Gradient nor-
malization as described by Pascanu et al. (2013) significantly improves the perfor-
mance with an observed average improvement between 0.45 and 0.82 percentage
points. The threshold τ is of minor importance, with τ = 1 usually giving the best
results.
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Normalization threshold
Task # Configs None 1 3 5 10
POS 106 3.8% 40.6%† 24.5%† 15.1%† 16.0%
∆Acc. -0.82% -0.05% -0.05% -0.08%
σ 0.2563 0.0254† 0.0245† 0.0253† 0.0254†
Chunking 109 6.4% 27.5%† 24.8%† 22.0%† 19.3%†
∆F1 -0.29% -0.00% -0.04% -0.04%
σ 0.1068 0.0087 0.0087 0.0088 0.0086
NER 84 7.1% 32.1%† 20.2%† 23.8%† 16.7%†
∆F1 -0.44% -0.05% -0.10% -0.14%
σ 0.0110 0.0101 0.0101 0.0100 0.0112
Entities 87 6.9% 21.8%† 23.0%† 27.6%† 20.7%†
∆F1 -0.58% -0.02% 0.09% -0.01%
σ 0.0831 0.0168 0.0158 0.0172 0.0163
Events 106 3.8% 30.2%† 26.4%† 21.7%† 17.9%†
∆F1 -0.59% -0.03% -0.09% -0.21%
σ 0.0157 0.0143 0.0137 0.0147 0.0141
Average 5.6% 30.5% 23.8% 22.0% 18.1%
Table 3.9: Normalizing the gradient to gˆ = (τ/||g||2)g if the norm ||g||2 exceeds a
threshold τ (Pascanu et al., 2013). We see a clear performance increase in comparison
to not normalizing the gradient. The threshold value τ is of minor importance, with
τ = 1 usually performing the best. Statistically significant differences with p < 0.01
are marked with †.
3.5.5 Tagging Schemes
Figure 3.8: Performance on the ACE 2005 entities dataset for various tagging
schemes.
Figure 3.8 depicts the violin plot for different tagging schemes for the ACE 2005
entities recognition task. Table 3.10 summarizes the results for all other tasks. The
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IOB tagging scheme performs poorly on all tasks. The BIO and IOBES tagging
schemes perform on-par, except for the Entities dataset. There, we observe a much
better performance for the BIO scheme.
Task # Configs BIO IOB IOBES
Chunking 106 38.7%† 4.7% 56.6%†
∆F1 -0.07% -0.34%
σ 0.0052 0.0061 0.0048
NER 98 40.8%† 7.1% 52.0%†
∆F1 -0.09% -0.46%
σ 0.0074 0.0084 0.0066
Entities 106 88.7%† 0.0% 11.3%
∆F1 -1.90% -1.01%
σ 0.0108† 0.0162 0.0142†
Events 107 47.7%† 9.3% 43.0%†
∆F1 -0.34% -0.05%
σ 0.0038 0.0039 0.0044
Average 54.0% 5.3% 40.7%
Table 3.10: Network configurations were sampled randomly and were evaluated
with each tagging scheme. The first number in the cell depicts in how many cases
each tagging scheme produced better results than the others. The second number
shows the median difference to the best option for each task. Statistically significant
differences with p < 0.01 are marked with †.
Conclusion. The IOB tagging scheme produced by far the worst results, which
can be due to the rather unintuitive definition of it. The B-tag is only used to
separate two directly consecutive tags of the same type. Otherwise, the I-tag is
used to start new tags or to continue a tag. The BIO and IOBES tagging schemes
were producing similar results, i.e., the more expressive IOBES tagging scheme did
not yield a significant improvement. We would recommend using the BIO tagging
scheme due to the lower overhead.
3.5.6 Classifier - Softmax vs. CRF
Figure 3.9 depicts the difference between a softmax classifier as final layer versus
optimizing the complete label sequence for the whole sentence using a Conditional
Random Field (CRF). The violin plots show a clear preference for a CRF classifier
as the final layer for all except the TempEval-3 events dataset. Table 3.11 compares
the two options when all other hyperparameters are kept the same. It confirms the
impression that CRF leads to superior results in most cases, except for the event
detection task. The improvement by using a CRF classifier instead of a softmax
classifier lies between 0.19 percentage points and 0.85 percentage points for the
evaluated tasks.
When using the BIO- or IOBES tagging scheme, we observe that a softmax classifier
produces a high number of invalid tags, e.g. an I- tag starts without a previous B-
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Figure 3.9: softmax versus CRF classifier for the examined benchmark tasks. The
plot shows the accuracy for the POS tagging task and the F1-score for the other
tasks. The violin plots show better results for the CRF classifier for all except the
TempEval3 events task.
tag. For example, a system with a single BiLSTM-layer and a softmax classifier
produced on the test set for around 1.5% - 2.0% of the named entities an invalid
BIO tagging. Increasing the number of BiLSTM reduces the number of invalid tags:
A system with three BiLSTM-layers produced invalid tags for around 0.3% - 0.8% of
the named entities. We evaluated two strategies for correcting invalid tags: Either
setting them to O or setting them to the B- tag to start a new segment. However,
the difference between these two strategies is negligible. The CRF classifier, on the
other hand, produces in most cases no invalid tags and only in rare case are one or
two named entities wrongly tagged.
Figure 3.10 depicts the difference between a softmax and a CRF classifier for dif-
ferent numbers of stacked BiLSTM-layers for the NER task. The violin plot shows
that a CRF classifier brings the largest improvement for shallow BiLSTM-networks.
With an increasing number of BiLSTM-layers, the difference decreases. However, for
depth 3 we still observe in the plot a significant difference between the two classifiers.
The figure also shows that when using a softmax classifier, more BiLSTM-layers are
beneficial, however, when using a CRF classifier, the difference between 1, 2, or 3
BiLSTM layers is much smaller. This effect is further studied in section 3.5.8.
For the TempEval-3 event dataset, softmax is slightly better than a CRF classifier.
This is due to the distribution of the labels: The I- tag appears only three times
in the whole corpus and not once in the training data. Each event in the training
data is therefore composed of only a single token. Hence, except for the tree events
in the test dataset, there are no dependencies between the tags and a CRF classifier
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Task # Configs Softmax CRF
POS 114 19.3% 80.7%†
∆Acc. -0.19%
σ 0.0149 0.0132
Chunking 230 4.8% 95.2%†
∆F1 -0.38%
σ 0.0058 0.0051
NER 235 9.4% 90.6%†
∆F1 -0.67%
σ 0.0081 0.0060†
Entities 214 13.1% 86.9%†
∆F1 -0.85%
σ 0.0157 0.0140




Table 3.11: Network configurations were sampled randomly, and each was evaluated
with each classifier as a last layer. The first number in a cell depicts in how many
cases each classifier produced better results than the others. The second number
shows the median difference to the best option for each task. Statistically significant
differences with p < 0.01 are marked with †.
does not bring any improvement.
Conclusion. In the case there are dependencies between the labels, a CRF classifier
usually outperforms a softmax classifier as the last layer of the neural network. This
is also the case for stacked BiLSTM-layers. In the case there are no or only negligible
dependencies between labels in a sentence, a softmax classifier performs better than
the CRF classifier.
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Figure 3.10: Difference between softmax and CRF classifier for different numbers of
BiLSTM-layers for the CoNLL 2003 NER dataset.
3.5.7 Dropout
We compare no dropout, naive dropout, and variational dropout (Gal and Ghahra-
mani, 2016). Naive dropout applies a new dropout mask at every time step of the
LSTM-layer. Variational dropout applies the same dropout mask for all time steps
in the same sentence. Further, it applies dropout to the recurrent units. We evaluate
the dropout rates {0.05, 0.1, 0.25, 0.5}.
Table 3.12 depicts the results for the different dropout schemes. We observe, that
variational dropout results in most cases to the best performance. The median
difference to not using dropout can be as high as ∆F1 = −1.98% for the Entities
task and ∆F1 = −1.32% in comparison to naive dropout. For all tasks it yielded
the lowest standard deviation, indicating that variational dropout makes the net-
work more robust in terms of the selected hyperparameters and/or the random seed
value.
Table 3.13 evaluates variational dropout, which is applied either to the output or
the recurrent units. We conclude that variational dropout should be applied to both
units.
Conclusion. Variational dropout was on all tasks superior to no-dropout or naive
dropout. Applying dropout along the vertical as well as the recurrent dimension
achieved on all benchmark tasks the best result. A theoretical justification for this
is provided by Gal and Ghahramani (2016) and our experiments can confirm it.
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Task # Configs No Naive Variational
POS 77 6.5% 19.5% 74.0%†
∆Acc. -0.27% -0.18%
σ 0.0083 0.0108 0.0076
Chunking 91 0.0% 4.4% 95.6%†
∆F1 -0.88% -0.53%
σ 0.0055 0.0053 0.0037†
NER 127 3.9% 7.9% 88.2%†
∆F1 -0.79% -0.54%
σ 0.0077 0.0075 0.0059
Entities 90 2.2% 6.7% 91.1%†
∆F1 -1.98% -1.32%
σ 0.0159 0.0155† 0.0119†
Events 97 15.5% 17.5% 67.0%†
∆F1 -0.47% -0.28%
σ 0.0054 0.0051 0.0038
Average 5.6% 11.2% 83.2%
Table 3.12: Network configurations were sampled randomly, and each was evaluated
with each dropout scheme. The first number in a cell depicts in how many cases
each dropout scheme produced better results than the others. The second number
shows the median difference to the best option for each task. Statistically significant
differences with p < 0.01 are marked with †.
Task # Configs Output Recurrent Both
POS 95 3.2% 37.9%† 58.9%†
∆Acc. -0.29% -0.05%
σ 0.0139 0.0119 0.0171
Chunking 163 14.1% 18.4% 67.5%†
∆F1 -0.32% -0.25%
σ 0.0050 0.0053 0.0050
NER 144 9.7% 22.9% 67.4%†
∆F1 -0.42% -0.34%
σ 0.0074 0.0075 0.0063
Entities 144 9.7% 25.0% 65.3%†
∆F1 -0.82% -0.64%
σ 0.0149 0.0142 0.0113
Events 158 29.7% 15.8% 54.4%†
∆F1 -0.15% -0.33%
σ 0.0048 0.0042† 0.0034†
Average 13.3% 24.0% 62.7%
Table 3.13: Network configurations were sampled randomly, and each was evaluated
with different dropout rates for variational dropout. The first number in a cell
depicts in how many cases each variational dropout scheme produced better results
than the others. The second number shows the median difference to the best option
for each task. Statistically significant differences with p < 0.01 are marked with †.
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3.5.8 Going deeper - Number of LSTM-Layers
We sampled hyperparameters and selected randomly a value 60 ≤ u ≤ 300 that is
divisible by 2 and 3. We then trained one network with a single BiLSTM layer, one
network with two BiLSTM layers, and one with three BiLSTM layers. The recurrent
units per LSTM were set to u/#layers, for example, with u = 150 and two layers,
we have two BiLSTM-layers, each of the four LSTMs has 75 recurrent units.
The result is depicted in Table 3.14. For POS-tagging, one and two layers performed
the best, for Chunking and NER, two or three layers performed the best, for the
Entities tasks two layers performed best and for the Events task, there is no large
enough difference between these three options. In conclusion, two BiLSTM layers
appears a robust rule of thumb for sequence tagging.
Num. LSTM-Layers
Task # Configs 1 2 3
POS 64 51.6%† 46.9%† 1.6%
∆Acc. -0.02% -0.73%
σ 0.0038 0.0034 0.0154
Chunking 92 10.9% 52.2%† 37.0%†
∆F1 -0.29% -0.11%
σ 0.0059 0.0045 0.0042
NER 84 7.1% 54.8%† 38.1%†
∆F1 -0.53% -0.20%
σ 0.0105 0.0082 0.0079
Entities 75 21.3% 52.0%† 26.7%
∆F1 -0.72% -0.34%
σ 0.0152 0.0128 0.0135
Events 73 30.1% 47.9% 21.9%
∆F1 -0.11% -0.20%
σ 0.0050 0.0041 0.0044
Average 24.2% 50.8% 25.0%
Table 3.14: Network configurations were sampled randomly, and each was evaluated
with each possible number of stacked BiLSTM-layers. The number of recurrent
units is the same for all evaluated depths. The first number in a cell depicts in how
many cases each depth produced better results than the others. The second number
shows the median difference to the best option for each task. Statistically significant
differences with p < 0.01 are marked with †.
Conclusion. Two BiLSTM-layers produced the best results. Adding more lay-
ers could not improve the performance. Reducing the number to 1 decreased the
performance for all except the POS task. When using one LSTM-layer and a soft-
max classifier, we observed a high number of invalid BIO-tags, indicating that one
LSTM-layer is not sufficient to capture dependencies between tags. Adding another




3.5.9 Going wider - Number of Recurrent Units
Finding the optimal number of recurrent units is due to the large number of possi-
bilities not straightforward. If the number of units is too small, the network will not
be able to store all necessary information to solve the task optimally. If the number
is too big, the network will overfit on the training data and we will observe declining
test performance. But as the performance depends on many other factors, and as
shown in chapter 5, it also depends heavily on the seed value of the random number
generator. Simply testing different recurrent unit sizes and choosing the one with
the highest performance will result in wrong conclusions.
To still answer the question of the optimal number of recurrent units as well as
how large the impact of this hyperparameter is, we decided to use a method that,
due to the large number of runs, is robust to noise from other sources. We de-
cided to compute a polynomial regression between the number of recurrent units
and the test performance. We chose a polynomial of degree 2, as we expect that
the network will have peak performance at some number of recurrent units and per-
formance will decrease if we choose a smaller value (underfitting) or a larger value
(overfitting).






with p(x) = ax2 + bx + c, xj the average number of recurrent units per LSTM-
network, and yj the performance on the test set for the samples j = 0, ...k.
Figure 3.11 illustrates the polynomial regression for the NER task with a two stacked
BiLSTM-network. Note, the depicted number of recurrent units is the number of
units per LSTM-network. As bidirectional LSTM-networks are used, there are in
total 4 LSTM-networks, hence, the total number of recurrent units in the network
is 4 times higher than depicted on the x-axis.
We use the polynomial p(x) to find analytically the maximum xopt, i.e., the number
of recurrent units that give on average the best test performance. We also use
the polynomial to determine how large the impact of this hyperparameter is. A
flat polynomial (small a value) is rather robust against changes in this parameters.
Selecting a non-optimal number is less important, and it would not be worthwhile
to optimize this hyperparameter heavily. A steep polynomial (large a value) is
more sensitive. A slightly too small or too large number of recurrent units changes
the performance significantly. To make this intuitive understandable, we computed
γ25 = p(xopt ± 25) − p(xopt), which depicts how much the test performance will
decrease if we choose the number of recurrent units either 25 units too small or too
large. Table 3.15 summarizes our results.
As the table shows, the number of optimal recurrent units (per direction) depends
on the task and the number of stacked BiLSTM units. The optimal values lay at
around 100. However, as the value γ25 reveals, this hyperparameter has a rather
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Figure 3.11: Polynomial regression (green, dashed line) for the NER dataset with
two stacked BiLSTM-layers. The blue bars are the median and the 95% confidence
interval of the median for evenly-spaced bins at different center positions.
small impact on the results. Adding or removing 25 recurrent units from a two
stacked BiLSTM-network changes the performance by only roughly 0.01% up to
0.06%.
LSTM-Layers
Task 1 2 3
POS 157 63 103
γ25 -0.03% -0.01% -0.15%
Chunking 174 106 115
γ25 -0.01% -0.05% -0.03%
NER 115 96 92
γ25 -0.01% -0.06% -0.07%
Entities 192 175 115
γ25 -0.04% -0.04% -0.10%
Events 126 56 -
γ25 -0.01% -0.03% -
Table 3.15: The first number in each cell is the optimal number of recurrent units
xopt per LSTM-network. The second number shows the value γ25 = p(xopt ± 25) −
p(xopt), i.e., when changing the number of recurrent units by 25, how much does
the test performance change. For the Events dataset with 3 stacked BiLSTM-layers,
the optimal number was not in the tested range and hence was not found by the
polynomial regression approach.
Conclusion. The number of recurrent units, as long as it is not far too large or
far too small, has only a minor effect on the results. A value of about 100 for each
LSTM-network appears to be a good rule of thumb for the tested tasks. This shows,
that the capacity of the neural network is of minor importance for the performance.
Networks with more capacity (more recurrent units) work as well as networks with
less capacity. Other factors, like the pre-trained embeddings, the optimizer, or the
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dropout method, are of higher importance for the performance of the network.
3.5.10 Mini-Batch Size
We evaluated the mini-batch sizes 1, 8, 16, 32, and 64. The results are depicted
in Table 3.16. It appears that for tasks with small training sets a smaller mini-
batch size of 1 up to 16 is a good choice. For larger training sets appears 8 - 32
a good choice. The largest difference was seen for the ACE 2005 Entities dataset,
where changing the mini-batch size to 1 decreased the median performance by 2.83
percentage points compared to a mini-batch size of 32.
Mini-Batch Size
Task # Configs 1 8 16 32 64
POS 102 51.0%† 27.5%† 9.8% 5.9% 5.9%
∆Acc. -0.07% -0.16% -0.26% -0.20%
σ 0.0169 0.0164 0.0175 0.0183 0.0179
Chunking 94 9.6% 40.4%† 27.7%† 16.0% 6.4%
∆F1 -0.56% -0.05% -0.10% -0.22%
σ 0.0556 0.0089† 0.0092† 0.0092† 0.0091†
NER 106 5.7% 16.0%† 22.6%† 30.2%† 25.5%†
∆F1 -1.11% -0.27% -0.18% -0.10%
σ 0.0686 0.0120† 0.0096† 0.0090† 0.0099†
Entities 107 2.8% 23.4%† 25.2%† 33.6%† 15.0%
∆F1 -2.83% -0.21% -0.07% -0.31%
σ 0.0793 0.0168† 0.0157† 0.0159† 0.0170†
Events 91 33.0%† 25.3%† 27.5%† 6.6%† 7.7%
∆F1 0.00% 0.09% -0.32% -0.46%
σ 0.0253 0.0144 0.0133 0.0130 0.0139
Average 20.4% 26.5% 22.6% 18.5% 12.1%
Table 3.16: Network configurations were sampled randomly, and each was evaluated
with different mini-batch sizes. The first number in a cell depicts in how many cases
each mini-batch size produced better results than the others. The second number
shows the median difference to the best option for each task. Statistically significant
differences with p < 0.01 are marked with †.
Conclusion. The size of the mini-batch can decide to which type of minima the
network converges. Not all minima generalizes equally well to unseen data (Keskar
et al., 2016). Smaller batch sizes typically favor flat minima, which generalize better
to unseen data. Larger mini-batches tend to converge to sharper minima, achieving
poorer results on unseen data (Hochreiter and Schmidhuber, 1997b; Keskar et al.,
2016). However, our results show, that a mini-batch size of 1 can be unfavorable.
For the tasks of Chunking, NER, and Entities recognition, a size of 1 significantly
reduced the achieved performance. A larger mini-batch size was required.
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3.6 Discussion of Evaluation Results
Bergstra and Bengio (2012) analyzed seven design choices and hyperparameters for a
feedforward network on various image datasets. They showed that a small number
of parameters make the difference between mediocre and state-of-the-art perfor-
mance. However, the relative importance of each hyperparameter varies between
the datasets. Certain parameters were highly relevant for one dataset, but not for
other datasets. This varying importance is a challenge for tuning the network for
new tasks, as it is a priori not known which parameters will be important, hence,
all parameters must be tuned.
In our experiments, we could confirm that only some parameters are relevant for
achieving a good performance. For example, we observed large performance differ-
ences between the different pre-trained word embeddings, but only minor differences
for the number of recurrent units. Further, we observed that several techniques can
significantly boost the performance, but their hyperparameters are of minor impor-
tance. For example, gradient normalization improved the performance for all tasks,
but the normalization threshold τ was of minor relevance. Similar with variational
dropout, using it improved the performance, but the dropout rate p was not that
important.
In contrast to Bergstra and Bengio (2012), the relative importance of each parameter
was comparably consistent across all tasks. Different pre-trained embeddings had a
large impact for all tasks, and the number of recurrent units had a minor impact for
all tasks. Only for two parameters, we observed changing relative importance: The
classifier (Softmax or CRF) and character-based word representations.
The CRF classifier did not yield an improvement for tasks with no or low dependen-
cies between tags, which was expected. For tasks that had stronger dependencies
between tags, the CRF classifier yielded a significant improvement. We observed
that there was still a difference between a CRF and a softmax classifier with stacked
LSTM-layers, even though the difference decreases with more LSTM-layers. It ap-
pears that stacked layers are better in capturing dependencies between words in a
sentence.
The two character-based word representation mechanisms proposed by Ma and Hovy
(2016) and Lample et al. (2016) yielded a statistically significant improvement only
for the POS, chunking, and event detection task. For NER and entity recognition, no
statistically significant difference was observed. This is contrasting the conclusions
from Ma and Hovy (2016) and Lample et al. (2016), which claimed that character-
based word representations are helpful for English NER.
Character-based word representations can address two challenges: Creating a mean-
ingful representation for unknown words and usage of sub-word information for the
classification, e.g. from morphology. Unknown words, with no pre-trained word em-
bedding, was a minor issue for the analyzed tasks. The ratio of unknown words was
only between 0.5% and 3%. For other domains or other languages, unknown words
are a bigger challenge, where character-based embeddings could add more value.
Sub-word information can be beneficial for syntactical tasks like POS, but for tasks
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like NER, they provide lower or no benefit. From the characters of a word, it is
often not possible to decide whether it is named entity or which type of entity it is,
especially for rare words. The characters in (unseen) stage names, company names
or product names usually do not provide much information about the type of entity,
hence, deriving a meaningful representation is not possible.
In the experiments of Bergstra and Bengio, the optimal configurations for the dif-
ferent image datasets were fairly distinct, i.e., a value that worked well for one task
can be a bad choice for a different task. In our experiments, we observed that the
optimal values are rather consistent across the datasets. For example, the embed-
dings by Komninos and Manandhar (2016) were the best option for all tasks, Nadam
(Dozat, 2015) was the optimal optimizer and two stacked BiLSTM-layers achieved
the best performance for all datasets or was on-par with the best option.
It is up to future research if this consistency remains true in an evaluation with more
diverse datasets, e.g. datasets in different languages or from different domains. A
high consistency would be desirable, as it significantly reduces the needed effort of
tuning.
Explaining why certain design choices and hyperparameters work well is difficult.
The parameter that had the largest impact was the pre-trained word embeddings.
This was an important factor for all datasets. High-quality embeddings allow the
network to use a lot of background knowledge, that is incorporated into the embed-
dings. For example, word embeddings can provide information about syntactical
and semantic relationships between words. This is especially beneficial for tokens
that are not observed during training.
In our experiment, we can confirm that embeddings based on dependencies better
capture functional properties of words and window based embeddings capture better
topical similarity of words (Levy and Goldberg, 2014; Komninos and Manandhar,
2016). For example, the dependency based embeddings by Levy and Goldberg
(2014) worked well for part-of-speech tagging and chunking, but less well for NER or
entity recognition. GloVe embeddings (Pennington et al., 2014), which are based on
context windows, worked well for NER. Komninos and Manandhar (2016) combined
the idea of dependency-based embeddings with a context-based approach. As it
appears, this gives a good representation of the functional and of the semantic
properties of words. As a consequence, these embeddings performed well in the
evaluated tasks.
Our results in section 3.5.9 show, that the capacity of the network, i.e., the number
of recurrent units, is of minor importance. The BiLSTM-CRF architecture performs
similarly well if we choose the capacity too small or too large. Other aspects of the
architecture were far more important: The incorporation of background knowledge
using word embeddings and the process to find a local minimum. To which local
minimum the network converges is influenced by the optimizer, the dropout mech-
anism, gradient normalization, and the mini-batch size.
The mini-batch size can influence whether the network converges to a flat or a sharp
minimum (Keskar et al., 2016). Hochreiter and Schmidhuber (1997b) (informally)
defined that a minimum can be flat, when the error function remains approximately
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constant for a large connected region in weight-space, or it can be sharp, when
the error function increases rapidly in a small neighborhood of the minimum. A
conceptual sketch is given in Figure 3.12. The error functions for training and testing
are typically not perfectly synced, i.e., the local minima on the train or development
set are not the local minima for the held-out test set. A sharp minimum usually
depicts poorer generalization capabilities, as a slight variation results in a rapid
increase of the error function. Hence, it is desirable that a network converges to
a flat minima, as those usually generalize better to unseen data (Keskar et al.,
2016).
Flat Minimum Sharp Minimum
Train Error Test Error
f(x)
Figure 3.12: A conceptual sketch of flat and sharp minima from Keskar et al. (2016).
The Y-axis indicates values of the error function and the X-axis the weight-space.
Keskar et al. (2016) observed that a neural network tends to converge to sharp
minima when it is trained with large mini-batches9. However, when the network is
trained with small mini-batches, it tends to converge to flat minima. They conclude
that training with small mini-batches is favorable to achieve better performances.
We conclude from our results in section 3.5.10 that training a network with a too
small mini-batch size, namely with a size of 1, can also be a disadvantage. For the
tasks of Chunking, NER, and Entities recognition, a mini-batch size of 1 achieved far
worse results than training the same network with larger mini-batches, for example
mini-batches of 8 or 16 sentences. However, for the tasks of POS tagging and event
decection, a mini-batch size of 1 was optimal. So far, it is not clear why small
mini-batches sizes lead to far worse results on some datasets. How to determine the
optimal batch size is part of future research.
3.7 Evaluation on Event Detection Tasks
Using the evaluation results from of section 3.5, we derive a recommended configu-
ration that is depicted in Table 3.17. We evaluate this configuration on five event
detection and classification datasets.
We use the following five event datasets: TempEval-3 dataset (UzZaman et al.,
2013), ACE 2005 dataset (ACE, 2005) with the split of Li et al. (2013), TAC 2015
dataset (Linguistic Data Consortium, 2015) dataset, ECB+ dataset (Cybulska and
9 They used 10% of the available data as batch size.
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Parameter Value
Word Embeddings Komninos and Manandhar (2016)
Character-based Word Representations Ma and Hovy (2016)
Optimizer Nadam
Gradient Normalization τ = 1
Encoding BIO
Classifier CRF
Dropout Variational with p = (0.5, 0.5)
Layers 2
Recurrent Units 100 per layer
Mini-batch Size 8
Table 3.17: Recommended configuration for the BiLSTM-CRF architecture.
Vossen, 2014), and the Richer Event Description (RED) dataset (Palmer et al.,
2016). Table 3.18 depicts the number of event mentions for the train, development
and test set. A detailed description of these datasets is provided in chapter 2. For
the TempEval-3, ECB+ and RED datasets, only the occurence of an event must be
detected without further classification. For the ACE 2005 and TAC 2015 datasets,
the task requires the correct classification of the semantic type of the event. The
ACE 2005 dataset has 33 event types, and the TAC 2015 has 38 event types.
Dataset #Events Task
Train Dev Test
TempEval-3 9867 532 746 Event detection
RED 6956 851 847 Event detection
ECB+ 4386 743 1701 Event detection
TAC 2015 4560 1644 5862 Event detection
& classification
ACE 2005 4396 505 416 Event detection
& classification
Table 3.18: Overview or corpora used to evaluated the BiLSTM-CRF architecture
for the task of event detection.
On each dataset, we trained the architecture with 25 different random seed values
and report score distributions in Table 3.19. We observe high F1-scores between
79.5% and 86.3% for the TempEval-3, RED and ECB+ dataset. In contrast to the
ACE 2005 and TAC 2015 dataset, they do not limit the annotation of events to
specific types. Further, the variance of the test scores is smaller, indicating that
different minima of the neural network perform comparably on unseen data. The
variance of test scores is discussed in greater detail in chapter 5.
The ACE 2005 and TAC 2015 datasets only annotated events of a certain type.
Here, the architecture achieves mean scores of 68.0% and 69.4% for the task of
event detection and 63.9% and 56.8% for the task of event detection and classifi-
cation. Having only certain events annotated creates an additional challenge for a
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classifier, as it has to decide whether the event is of a certain type. Often, the differ-
entiation can be subtle, for example, the TAC 2015 dataset differentiates between
the transportation of people vs. the transportation of objects.
Dataset Min Mean Max σ
TempEval-3 82.7% 83.5% 84.1% 0.369
RED 84.6% 86.3% 87.4% 0.550
ECB+ 77.6% 79.5% 80.5% 0.587
TAC (detection) 67.6% 69.4% 70.5% 0.769
TAC (detection & class.) 51.0% 56.8% 59.0% 1.478
ACE (detection) 66.0% 68.0% 70.1% 1.231
ACE (detection & class.) 61.4% 63.9% 66.2% 1.265
Table 3.19: Minimal, mean, and maximal test F1-scores and standard deviation σ
of the BiLSTM-CRF architecture for various event datasets.
Table 3.20 compares the mean scores of the BiLSTM-CRF architecture with the
reported scores for the state-of-the-art and the inter-annotator agreements. For the
TempEval-3 dataset, the reported inter-annotator agreement is 87%, and the best
system in the shared task achieved a performance of 81.0% (UzZaman et al., 2013).
For the RED dataset, an inter-annotator agreement of 92.8% is reported (O’Gorman
et al., 2016) and for the ECB+ dataset, an agreement of 81.1% is reported (Cybulska
and Vossen, 2014).
For the TAC 2015 dataset, an inter-annotator agreement of 72% for event detection
and 65% for detection and classification is reported (Song et al., 2016). The best
system for event detection from the TAC 2015 shared task achieved a performance
of 65.3% and the best system for detection and classification achieved a performance
of 58.4% (Mitamura et al., 2015a).
The ACE 2005 dataset is one of the oldest datasets in our evaluation and one of
the most well-studied datasets. Mitamura et al. (2015b) report an inter-annotator
agreement between the first and second annotation pass of 64.8% for event detection
and 62.2% for classification. The annotations from both passes were merged, and
conflicts were resolved by an expert annotator, which increased the overall consis-
tency of the annotation.
The state-of-the-art system that uses the split provided by Li et al. (2013) achieves
an F1-score of 71.0% for event detection and 68.7% for event classification (Yang and
Mitchell, 2016). Liu et al. (2017b) report slightly higher scores of 70.7% for event
detection and classification, but with a different test dataset and using FrameNet
as additional training data.
The BiLSTM-CRF architecture performs comparably well for event detection for the
TAC and the ACE datasets. On the TAC dataset, it is better than the state-of-the-
art, and on the ACE dataset, it is worse by 3 percentage points. However, for the
classification of the event type, we observe a larger difference. For the TAC dataset,
the difference is 1.6 percentage points, and for the ACE dataset, it is 7.3 percentage
points. Recent systems for the ACE dataset, like the systems by Yang and Mitchell
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Dataset BiLSTM-CRF State-of-the-art IAA
TempEval-3 83.5% 81.0% 87%
RED 86.3% - 92.8%
ECB+ 79.5% - 81.1%
TAC (detection) 69.4% 65.3% 72%
TAC (detection & class.) 56.8% 58.4% 65%
ACE (detection) 68.0% 71.0% 64.8%
ACE (detection & class.) 61.4% 68.7% 62.2%
Table 3.20: Performance of the BiLSTM-CRF architecture on the ACE 2005 events
dataset in comparison to the state-of-the-art performance and the inter-annotator
agreement (IAA).
(2016) and Liu et al. (2017b), perform joint training for the classification of event
triggers as well as event arguments. The difference between event types can be
subtle and can depend on, e.g., the participants in the event. Hence, joint training
and inference on event triggers and event arguments can boost the performance for
event classification significantly.
In summary, the presented BiLSTM-CRF architecture performs well for the task of
event detection. Without adaption, it achieves state-of-the-art performance or per-
forms comparably well for many datasets for event detection and classification.
3.8 Conclusion
The definition of an event depends heavily on the task. This led to many different
definitions, annotation guidelines, and datasets. As a consequence, there exists no
out-of-the-box system that can be used for all desired use cases. As a consequence,
instead of finding an approach that works well for one dataset, we are interested
to identify a learning approach that works well for a wide range of event detection
datasets.
The BiLSTM-CRF architecture has been proven to work well for many NLP se-
quence tagging tasks. Hence, it is a strong candidate for a uniform learning approach
for event detection. In this chapter, the architecture, as well as different existent
design choices for the architecture, were introduced and discussed.
The great flexibility of this architecture creates the challenge of adapting it to new
tasks. Tuning of parameters can make the difference between state-of-the-art and
mediocre performance (Hutter et al., 2014). However, only little empirical research
has been published so far which aspects of the architecture are critical to tune, and
Snoek et al. (2012) described tuning as a “black art that requires expert experience,
unwritten rules of thumb, or sometimes brute-force search”.
This creates the risk that a lot of time is wasted by tuning the wrong parameters
or by implementing unneeded design choices. Further, tuning often requires expert
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experiences, making it difficult for non-experts to adapt this architecture to new
datasets.
We evaluated ten design options and conclude that most had a rather small impact
on the performance. The factors that influenced most the performance were the
pre-trained word embeddings, the optimizer, gradient normalization, the dropout
mechanism, and the classifier. For the optimizer, Adam (Kingma and Ba, 2014) and
Nadam (Dozat, 2015) showed the best performance for all tasks. While perform-
ing gradient normalization was important to boost the performance, the concrete
threshold value had a minor impact. An optimization of this threshold does not
appear worthwhile. Variational dropout (Gal and Ghahramani, 2016) performed
best when applied to the output neurons as well as to the recurrent neurons. The
CRF classifier consistently showed better performance than a softmax classifier when
there were dependencies between the tags. However, the evaluated dataset for event
detection does not have strong dependencies between tags, as often only one event
trigger is present in a sentence and most triggers consist of a single token.
Other design choices had a rather low impact on the performance. The character-
based representations from Lample et al. (2016) and Ma and Hovy (2016) yielded
an improvement for only some tasks, and the number of LSTM-layers, as well as
the number of recurrent units, had a minor impact on the performance of the net-
work.
Based on the results of our evaluation, we derived a default configuration for the
BiLSTM-architecture. It serves as a starting point when applying this architecture
to a new dataset.
We applied this configuration to five event datasets and found state-of-the-art or
competitive performances for all datasets except for the task of event detection &
classification on the ACE 2005 dataset. Here, the difference to the state-of-the-art
was 7.3 percentage points. For the ACE 2005 and TAC 2015 datasets, the type of
the event can depend on the event arguments. For example, the TAC 2015 dataset
distinguishes between the transportation of a person or an object. Recent systems
like (Yang and Mitchell, 2016; Liu et al., 2017b) train neural network jointly on
event triggers and event arguments. This boosts the performance significantly, but
it requires the annotation of event arguments. Adaptation of these approaches to
datasets where only the event trigger is annotated is not possible.
We can conclude, that the developed approach works well for the task of event
detection and that it can be applied out-of-the-box for various event detection tasks.
Classification of events into semantic types can be a challenge, and the incorporation
of event arguments can be beneficial to increase the performance.
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Temporal Anchoring of Events
Knowing when an event occurred is necessary for a lot of applications, for example,
for time-aware summarization, timeline generation or knowledge base population.
In many cases, time plays a crucial role for facts stored in a knowledge base, for
example, for the facts when a person was born or died. Also, some facts are only
true for a certain time period, like being the president of a country. Event extraction
can be used to automatically infer facts for knowledge bases, however, to be useful,
it is crucial that the date when the event happened can precisely be extracted.
The TimeBank Corpus (Pustejovsky et al., 2003) is a widely used corpus using the
TimeML specifications (Saurí et al., 2004) for the annotations of event mentions and
temporal expressions. In order to anchor events in time, the TimeBank Corpus uses
the concept of temporal links (TLINKs) that were introduced by Setzer (2001). A
TLINK states the temporal relation between two events or an event and a temporal
expression. For example, an event could happen before, simultaneous, or after a
certain expression of time. The TimeML specifications and the TimeBank Corpus
are widely adopted and served as a foundation for several shared tasks, for example
for the shared tasks TempEval-1, 2 and 3 (Verhagen et al., 2007, 2010; UzZaman
et al., 2013).
The problem with the TimeML specifications is that the number of possible TLINKs
scales quadratically with the number of events and temporal expressions. Some
documents of the TimeBank Corpus contain more than 200 events and temporal
expressions, resulting in more than 20,000 possible TLINKs. Hand-labeling all links
is extremely time-consuming and even when using transitive closures and computa-
tional support, it is not feasible to annotate all possible TLINKs for a larger set of
documents. Therefore, all annotation studies limited the number of TLINKs. For ex-
ample, in the original TimeBank Corpus, only links that are salient were annotated.
Which TLINKs are salient is vague, and the annotation resulted in a comparably
low inter-annotator agreement. Furthermore, around 62% of all events do not have
any attached TLINK, i.e., for most of the events in the original TimeBank Corpus,
no temporal statement can be made.
In contrast to the sparse annotation of TLINKs used in the TimeBank Corpus, the
TimeBank-Dense Corpus (Cassidy et al., 2014) used a dense annotation, and all
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temporal links for events and time expressions in the same sentence and in directly
succeeding sentences were annotated. For a subset of 36 documents with 1,729
events and 289 time expressions, Cassidy et al. annotated 12,715 temporal links,
which is around 6.3 links per event and time expression. Besides the large effort
needed for a dense annotation, a major downside is the limitation that events and
time expressions must be in the same or in adjacent sentences. Our annotation
study showed that in 58.72% of the cases the most informative temporal expression
for an event is more than one sentence apart from the event mention. For around
25% of the events, the most informative temporal expression is even five or more
sentences away. Limiting the TLINKs to pairs that are at most one sentence apart
poses the risk that important TLINKs are not annotated and consequently cannot
be learned by automated systems.
A further drawback of TLINKs is that it can be difficult or even impossible to
encode temporal information that is found in different parts of a text. Given the
sentence:
December 30th, 2015 - During New Year’s Eve, it is traditionally very
busy in the center of Brussels and people gather for the fireworks display.
But the upcoming [display]Event was canceled today due to terror alerts.
For a human, it is simple to infer the date for the event display. But it is not possible
to encode this knowledge using TLINKs, as the date is not explicitly mentioned in
the text.
In this chapter, we describe a new annotation scheme to anchor events in time.
Instead of using temporal links between events and temporal expressions, we consider
the event time as an argument of the event mention. The annotators are asked to
write down the date when an event happened in a normalized format for every event
mention. An example annotation is depicted in Figure 4.1.
Figure 4.1: Sample annotation made with WebAnno. The yellow annotations are
existing annotations of temporal expressions from the TimeBank Corpus. The span
for the mint annotations, the event mentions, also come from the TimeBank Corpus.
Our annotators added the value of the event time for those mint annotations.
Compared to a TLINK annotation, this scheme has several advantages:
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• Substantially lower annotation effort. Re-annotating the document from the
TimeBank-Dense Corpus required only 1,729 annotations, substantially lower
than the 12,715 annotations required for a dense TLINK annotation. Lower
annotation effort allows annotating more documents and an easier adaptation
of the scheme to new datasets.
• The complete document is taken into account. We show that dense TLINK
annotations miss the most important information for the majority of events.
• Temporal information, which is not explicitly stated in the text but is inferred
by humans through semantic information, can be annotated.
• The new corpus allows the development and evaluation of automated methods
that do not only operate on a sentence level but on a document level.
We show that the annotation is simple for humans, and it can be performed effi-
ciently. However, it poses several challenges for automatic approaches (cf. section
4.4). To overcome these challenges, we propose a combination of a decision tree
combined with neural network classifiers. The system works on the complete docu-
ment and can extract long-range relations between events and temporal expressions.
Further, it can extract begin and endpoints for events that span over multiple days.
We show that the proposed model generalizes well to new tasks and textual domains.
We applied it without re-training to the SemEval-2015 Task 4 on automatic timeline
generation. There, it achieves an improvement of 4.01 points F1-score compared to
the state-of-the-art. We present the developed system in section 4.5.
The proposed annotation scheme has been published and presented at the 54th An-
nual Meeting of the Association for Computational Linguistics (ACL 2016) (Reimers
et al., 2016b), and the automatic system has been published in the Transactions of
the Association for Computational Linguistics (TACL) (Reimers et al., 2018). The
publications are joined work with Nazanin Dehghani during her internship at the
UKP Lab.1
4.1 Previous Annotation Work
Two different annotation styles exist to provide temporal information for events. The
first uses the concept of temporal links (TLINKs) that define the relation between
two events, two temporal expressions, or an event and a temporal expression. The
other method treats the temporal information as an argument for an event and
annotates the span within the document.
1 Nazanin Dehghani was one of the annotators in the annotation study, she ran the CAEVO base-
line, helped with computing corpus statistics, and helped with fine-tuning the neural networks
in the decision tree. The setup of the annotation study and the annotation guidelines were
developed by the author of this thesis, as well as the analysis of the annotation study, the design
and implementation of the automatic event time extraction system, the evaluation of the system,
and the adaptation of the system to the SemEval-2015 Task 4 dataset. The publications were
written by the author of this thesis.
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We first present both styles of linking temporal information to events. We discuss
the shortcomings of these methods, and why a new method of annotating temporal
information for events is needed.
4.1.1 TLINK Based Annotations
A large fraction of corpora, which provide temporal information for events, use
temporal links (TLINKs) to anchor events in time. The concept of TLINKs was
introduced by Setzer (2001) with the objective to determine the temporal order of
events, and, where possible, the calender date of the event.
A TLINK is defined as the temporal relation between two events, two temporal
expressions, or between an event and a temporal expression. As many existent
corpora are based on news reports, they often contain a special TLINK that states
the relation between the event and the document creation time (DCT). The number
of relation classes varies for the different annotation schemes. Setzer proposed five
classes: INCLUDED and INCLUDE to mark that an event is temporally included within
another event or temporal expression, BEFORE and AFTER to mark that an event
happens before or after another event or temporal expression, and SIMULTANEOUS,
which she proposed as a fuzzy relation to mark pairs that happen roughly at the same
time. The TimeML specification2 (Saurí et al., 2004) extended those five classes to
14 classes. Newly added classes were IMMEDIATELY AFTER, IMMEDIATELY BEFORE,
IDENTITY, BEGINS, ENDS, BEGUN BY, ENDED BY, DURING and DURING INVERSE.
A well know corpus using this TimeML specification is the TimeBank Corpus (Puste-
jovsky et al., 2003). As of writing, the latest version of the TimeBank Corpus was
1.2 with 183 news articles that have been annotated with the TimeML specifica-
tion.
The 14 temporal relation classes defined by TimeML are quite fine-grained, and it
can be challenging for annotators to agree on the right class (Mani et al., 2006). For
example, the difference between BEFORE and IMMEDIATELY BEFORE can be difficult
to grasp resulting in disagreement between annotators.
Subsequent corpora often reduced the number of possible relation types. For the
shared task TempEval-1 (Verhagen et al., 2007), the organizers used the event and
time annotation verbatim from TimeBank. TLINKs were newly added to this task
by seven annotators with a focus on only six relational classes. The same six re-
lational classes were also used for the shared task TempEval-2 (Verhagen et al.,
2010). For the latest shared task on TimeBank, TempEval-3 (UzZaman et al., 2013),
the organizers used 13 relation types, neglecting the DURING INVERSE relation from
TimeML.
A challenge for the annotation of TLINKs is the quadratic nature of possible links.
The following sentence, that contains two events and two temporal expressions, has
six TLINKs:
2 Current version: 1.2.1
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Mary [left]Event on [Thursday]T ime and John [arrived]Event [the day after]T ime
Given n is the number of events and temporal expressions in a document, the number
of possible TLINKs would be n(n−1)/2. A mid-sized news article can contain more
than 200 events and temporal expressions, which would mean that in theory up
to 19,900 TLINKs would be possible. As it is infeasible to annotate all possible
relations, different strategies have been used to restrict the number of relations to
annotate.
A large fraction of corpora on events use sparse annotations. The TimeBank Corpus
(Pustejovsky et al., 2003) has only annotations for salient temporal relations. The
subsequent TempEval competitions tried to improve the coverage and added some
further temporal links for pairs in the same sentence. However, which relations are
salient is not clearly defined and was left as a subjective decision to the annotators.
This introduces a major dilemma for each unlabeled pair:
1. The annotator missed to look at the pair, hence, a salient relation may or may
not exist.
2. The annotator looked at the pair but decided that no salient temporal relation
exists.
3. The annotator looked at the pair, but couldn’t decide on the correct relation
class.
More dense annotations were applied by Bramsen et al. (2006), Kolomiyets et al.
(2012), Do et al. (2012) and by Cassidy et al. (2014). Bramsen et al. created directed
acyclic graph that encodes temporal relations found in a text by annotating multi-
sentence segments of text. Kolomiyets et al. focused on dependency trees of temporal
relations where all the events of a narrative are linked via partial ordering relations.
Do et al. performed an annotation where “the annotator was not required to annotate
all pairs of event mentions, but as many as possible”.
Figure 4.2: Annotation with sparse TLINKs (left) and the same paragraph anno-
tated with a dense annotation (image from Cassidy et al. (2014)).
The densest annotation was performed by Cassidy et al. and was published as
TimeBank-Dense Corpus. There, all Event-Event, Event-Time, and Time-Time
pairs in the same sentence as well as in directly succeeding sentences were annotated.
They adopted from TempEval-1 the VAGUE relations for cases where no particular
relation can be established. The difference between a sparse annotation, as used
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for TimeBank, and a dense annotation, as used for TimeBank-Dense, is illustrated
in Figure 4.2. An overview of the different corpora and the number of annotated
relations is provided in Table 4.1.
Corpus Events Times TLINKs
TimeBank 7935 1414 6418
TempEval-1 6832 1249 5790
TempEval-2 5688 2117 4907
TempEval-3 11145 2078 11098
Bramsen et al. (2006) 627 - 615
Kolomiyets et al. (2012) 1233 - 1139
Do et al. (2012) 324 232 3132
Cassidy et al. (2014) 1729 289 12715
Table 4.1: Statistics for corpora that use TLINKs.
There are two major drawbacks of dense annotations. First, a large number of
relations have to be annotated. For the TimeBank-Dense Corpus, for each event
and temporal expression around 6.3 TLINKs had to be annotated. Second, the
annotation is limited to only links between expressions in the same or in succeeding
sentences. As we will show, for 59% of the events that did not happen at the
document creation time, the temporal expression that allows inferring the calendric
date of the event is more than one sentence away from the event expression. Hence, a
dense TLINK annotation will not include this important relation for most events. As
a consequence, a large set of events cannot be anchored temporally, even though for
readers it is straightforward to extract this information from the text. Increasing the
window size would reduce the number of events that cannot be temporally anchored,
however, it results in a significantly increased annotation effort as the number of links
grows quadratic.
The specifications of TLINKs from TimeML also have been used in more recent
corpora than the TimeBank Corpus. The most recent is the MEANtime corpus (van
Erp et al., 2015), that applied a sparse TLINK annotation, and only temporal links
between events and temporal expressions in the same and in succeeding sentences
were annotated. The MEANtime corpus distinguished between main event mentions
and subordinated event mentions and the focus for TLINKs was on main events.
The annotation guidelines define 12 different TLINK classes. Further corpora, that
are based on TimeML, are the Spanish TimeBank (Sauri and Badia, 2012), the
modern Spanish TimeBank (Nieto et al., 2011), and the French TimeBank (Bittar
et al., 2011).
4.1.2 Time as Event Argument
The ACE 2005 corpus (Walker et al., 2005), as well as the Rich ERE annotation
scheme (Song et al., 2015), defines time as a general event attribute that is tagged if
it is within the scope of the corresponding event. The scope of the event is defined
as the same sentence that contains the event trigger.
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We watched the state funeral in Montreal today for Canada’s former
prime minister Pierre Trudeau, who [died]Event [last week]T ime−Argument
at 80.
For the above sentence, the event died would have last week as the value for the
time argument. While this annotation is simple to perform, it has the shortcoming
that the scope is limited to the same sentence.
The temporal information is only given for 19.80% of the events in the ACE 2005
corpus. For all other events, the time argument is empty. The same low num-
ber could be observed for the TimeBank-Dense corpus, where only 23.68% of the
events had the needed temporal information for temporal anchoring in the same
sentence.
Extending the scope of the event might solve the issue that the temporal information
for an event is not in the same sentence. However, we observe in our annotation
study that for at least 32% of the Single Day Events that there is not a single
continuous text passage defining when the event happened. Instead, the temporal
anchoring is provided by several text passages scattered throughout the document.
This is especially the case for events where the document only provides a rough
time frame when the event happened, e.g. the start of the document reveals that it
happened after August 1998 and a later text passage reveals that it happened before
December 1998.
A corpus that uses a similar idea for the annotation of the event time is the corpus
released for SemEval-2015 Task 4 on automatic timeline generation (Minard et al.,
2015). The organizers provided annotated news articles on four different topics:
Apple Inc., Airbus, General Motors and general stock market news. Events that
involved a specific target entity were anchored in time. The format for anchoring
was YYYY-MM-DD. By omitting the value DD events could be anchored in a specific
month indicating that the event happened at some point within that month. By
omitting MM-DD, the event was anchored within a year.
This annotation scheme doesn’t address three key challenges: First, a large set of
events last longer than a day, in fact, for the TimeBank-Dense Corpus around 41%
of the events lasted longer than a day. The annotation schemes do not provide
a notation to specify the begin and end point of such multi-day events. Second,
the granularity is either day, month, or year. Specifying that an event happened
between November 1st, 2011 and December 31st, 2011 isn’t possible in this scheme.
The best anchoring for such an event would be 2011-XX-XX. Worse, if the timeframe
overlaps the year boundary, no temporal anchoring is possible. Third, the annotation
scheme cannot deal with temporal information stating that something happened
before or after a certain date, e.g. that a person was born before 1980. Such temporal
information is quite common in news articles, for example for 28% of the events in
the TimeBank-Dense corpus, only the information that the event happened before
/ after a certain date is provided.
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4.2 Document-Wide Event Time Annotation Scheme
Our annotation scheme was created with the goal of being able to create a knowl-
edge base from the extracted events in combination with their event times. It
assumes that events are already annotated. In our annotation study, we extend the
TimeBank-Dense Corpus (Cassidy et al., 2014) with our new annotation scheme.
The TimeBank-Dense Corpus is based on TimeML (Saurí et al., 2004), which defines
an event as a cover term for situations that happen or occur. Events can be punc-
tual or last for a period of time. Predicates describing states or circumstances in
which something holds true are also events. For the TimeBank Corpus, the smallest
extent of text (usually a single word) that expresses the occurrence of an event is
annotated.
The aspectual type of the annotated events in the TimeBank Corpus can be distin-
guished into achievement events, accomplishment events, and states (Pustejovsky,
1991). An achievement is an event that results in an instantaneous change of some
sort. Examples of achievement events are to find, to be born, or to die. Accomplish-
ment events also result in a change of some sort, however, the change spans over a
longer time period. Examples are to build something or to walk somewhere. States,
on the other hand, do not describe a change of some sort, but that something holds
true for some time, for example, being sick or to love someone. The aspectual type
of an event does not only depend on the event itself, but also on the context in
which the event is expressed.
Punctual events are a single dot on the time axis while events that last for a period
of time have a begin- and an endpoint. It can be difficult to distinguish between
punctual events and events with a short duration. Furthermore, the documents
typically do not report precise starting and ending times for events. Hence, we
decided to distinguish between events that happened at a Single Day and Multi-
Day Events that span over multiple days. We used days as the smallest granularity
for the annotation as none of the annotated articles contained any information on
the hour, the minute or the second when the event happened. In the case a corpus
contains this information, the annotation scheme could be extended to include this
information as well.
For Single Day Events, the event time is written in the format YYYY-MM-DD. For
Multi-Day Events, the annotator annotates the begin point and the end point of the
event. In the case no statement can be made on when an event happened, the event
will be annotated with the label not applicable. This applies only to 0.67% of the
annotated events in the TimeBank Corpus which is mainly due to annotation errors
in the TimeBank Corpus.
He was sent into space on May 26, 1980. He spent six days aboard the
Salyut 6 spacecraft.
The first event in this text, sent, will be annotated with the event time 1980-05-26.




In the case the exact event time is not stated in the document, the annotators are
asked to narrow down the possible event time as precisely as possible. For this
purpose, they can annotate the event time with after YYYY-MM-DD and before
YYYY-MM-DD.
In 1996 he was appointed military attache at the Hungarian embassy
in Washington. [...] McBride was part of a seven-member crew aboard
the Orbiter Challenger in October 1984
The event appointed is annotated after 1996-01-01 before 1996-12-31 as the event
must have happened sometime in 1996. The Multi-Day Event part is annotated
with beginPoint=after 1984-10-01 before 1984-10-31 and endPoint=after 1984-10-
01 before 1984-10-31.
To speed up the annotation process, annotators were allowed to write YYYY-MM-
xx to express that something happened sometime within the specified month and
YYYY-xx-xx to express that the event happened sometime during the specified year.
Annotators were also allowed to annotate events that happened at the Document
Creation Time with the label DCT. The full annotation guidelines can be found in
the appendix of this thesis. An annotation example is depicted in Figure 4.1.
4.3 Annotation Study
The annotation study was performed on the same subset of documents as used by
the TimeBank-Dense Corpus (Cassidy et al., 2014) with the event mentions that are
present in the TempEval-3 dataset (UzZaman et al., 2013). Cassidy et al. selected
36 random documents from the TimeBank Corpus (Pustejovsky et al., 2003). These
36 documents include a total of 1498 annotated events. This allows comparing our
annotations to those of the TimeBank-Dense Corpus (see section 4.3.6).
Each document has been independently annotated by two annotators according to
the annotation scheme introduced above. We used the freely available WebAnno
tool (Yimam et al., 2013). To speed up the annotation process, the existent tempo-
ral expressions that are defined in the TimeBank Corpus were highlighted. These
temporal expressions are in principle not required to perform our annotations, but
the highlighting of them helps to determine the event time. Figure 4.1 depicts a
sample annotation. The two annotators were trained on 15 documents distinct from
the 36 documents annotated for the study. During the training stage, the annotators
discussed the decisions they have made with each other.
After both annotators completed the annotation task, the two annotations were
curated by one person to derive one final annotation. The curator examined the
events where the annotators disagreed and decided on the final annotation.
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4.3.1 Inter-Annotator-Agreement
We use Krippendorff’s α (Krippendorff, 2004) with the nominal metric to compute
the Inter-Annotator-Agreement (IAA). The nominal metric considers all distinct
labels equally distant from one another, i.e., a partial agreement is not measured.
The annotators must therefore completely agree.
Using this metric, the Krippendorff’s α for the 36 annotated documents is α = 0.617.
Cassidy et al. (2014) reported a Kappa agreement between 0.56 − 0.64 for their
annotation of TLINKs. Comparing these numbers is difficult, as the annotation
tasks were different. According to Landis and Koch (1977), α = 0.617 lies on the
border of a moderate and a substantial level of agreement.
4.3.2 Disagreement Analysis
In 648 out of 1498 annotated events, the annotators disagreed on the event time. In
42.3% of the disagreements, the annotators disagreed on whether the event mention
is a Single Day Event or a Multi-Day Event. Such disagreement occurs when it
is unclear from the text whether the event lasted for one or for several days. For
example, an article reported on a meeting, and due to a lack of precise temporal
information in the document, one annotator assumed that the meeting lasted for one
day, the other that it lasted for several days. A different source for the disagreement
has been the annotation of states. They can either be annotated with the date
where the text gives evidence that they hold true, or they can be annotated as a
Multi-Day Event that begins before that date and ends after that date.
Different annotations for Multi-Day Events account for 231 out of the 648 disagree-
ments (35.6%). In this category, the annotators disagreed on the begin point in 110
cases (47.6%), on the endpoint in 57 cases (24.7%) and on the begin as well as on the
endpoint in 64 cases (27.7%). The Krippendorff’s α for all begin point annotations
is 0.629, and for all endpoint annotations, it is 0.737.
A disagreement on Single Day Events was observed for 143 event mentions and
accounts for 22.1% of the disagreements. The observed agreement for Single Day
Events is 80.5% or α = 0.799. Most disagreements for Single Day Events were
whether the event occurred on the same date as the document was written or if it
occurred before the document was written.
4.3.3 Measuring Partial Agreement
One issue of the strict nominal metric is that it does not take partial agreement
into account. In several cases, the two annotators agreed in principle on the event
time but might have labeled it slightly differently. One annotator might have taken
more clues from the text into account to narrow down when an event has happened.
One annotator, for example, has annotated an event with the label after 1998-08-01
before 1998-08-31. The second annotator has taken an additional textual clue into
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account, which was that the event must have happened in the first half of August
1998 and annotated it as after 1998-08-01 before 1998-08-15. Even though both
annotators agree in principle, when using the nominal metric it would be considered
as a distinct annotation.




1 if a and b are mutual exclusive
0 else
The metric measures whether two annotations can be satisfied at the same time.
Given the event happened on August 5th, 1998, then the two annotations after
1998-08-01 before 1998-08-31 and after 1998-08-01 before 1998-08-15 would both
be satisfied. In contrast, the two annotations after 1998-02-01 and before 1997-12-31
can never be satisfied at the same time and are therefore mutually exclusive.
Out of the 648 disagreements, 71 annotations were mutually exclusive. Computing
the Krippendorff’s α with the above metric yields a value of αME = 0.912.
4.3.4 Annotation Statistics
Table 4.2 gives an overview of the assigned labels. Around 58.21% of the events
are either instantaneous events or their duration is at most one day. 41.12% of the
events are Multi-Day Events that take place over multiple days. While for Single
Day Events there is a precise date for 55.73% of the events, the fraction is much
lower for Multi-Day Events. In this category, only in 19.81% of the cases, the begin
point is precisely mentioned in the article, and only in 15.75% of the cases, the
endpoint is precisely mentioned.
The most prominent label for Single Day Events is the Document Creation Time
(DCT). 48.28% of Single Day Events happened on the day the article was created,
33.49% of these events happened at least one day before the DCT, and 17.43% of
the mentions refer to future events. This distribution shows that the news articles
and TV broadcast transcripts from the TimeBank Corpus mainly report on events
that happened on the same day.
For Multi-Day Events, the distribution looks different. In 76.46% of the cases, the
event started in the past, and in 65.10% of the cases, it is still ongoing.
4.3.5 Most Informative Temporal Expression
Not all temporal expressions in a text are of the same relevance for an event. In
fact, in many cases, only a single temporal expression is of importance, which is the
expression stating when the event occurred. Our annotations allow us to determine
most informative temporal expression for an event. We define the most informative
temporal expression as the expression that has been used by the annotator to deter-
mine the event time. We checked for all annotations whether the event date could
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# Events %
Single Day Events 872 58.21%
with precise date 486 55.73%
after + before 145 16.63%
after 124 14.22%
before 117 13.42%
past events 292 33.49%
events at DCT 421 48.28%
future events 152 17.43%
Multi-Day Events 616 41.12%
precise begin point 122 19.81%
precise end point 97 15.75%
begins in the past 471 76.46%
begins on the DCT 38 6.17%
begins in the future 105 17.05%
ends in the past 179 29.06%
ends on the DCT 26 4.22%
ends in the future 401 65.10%
Not applicable 10 0.67%
Table 4.2: Statistics on the annotated event times. Single Day Events happen on a
single day, Multi-Day Events take place over multiple days. The event time can be
precise, or the annotators used before and after to narrow down the event time, e.g.
the event has happened in a certain month and year. DCT = Document Creation
Time.
be found as a temporal expression in the document and computed the distance to
the closest one with a matching value. The distance is measured as the number
of sentences. 421 out of 1498 events happened on the Document Creation Time
and were excluded from this computation. The Document Creation Time is pro-
vided as additional metadata in the TimeBank Corpus, and it is often not explicitly
mentioned in the document text.
Figure 4.3 shows the distance between the most informative temporal expression
and the event mention. In 23.68% of the cases, the time expression is in the same
sentence, and in 17.59% of the cases, the time expression is either in the next or
in the previous sentence. It follows that in 58.72%, of the cases the most informa-
tive time expression cannot be found in the same or in the preceding or succeeding
sentence. This is important to note, as previous shared tasks like TempEval-1,-2,
and -3 (Verhagen et al., 2007, 2010; UzZaman et al., 2013) and previous annotation
studies like the TimeBank-Dense Corpus (Cassidy et al., 2014) only considered the
relation between event mentions and temporal expressions in the same and in adja-
cent sentences. However, for the majority of events, the most informative temporal
expression is not in the same or in the preceding / succeeding sentence.
For 7.31% of the annotated events, no matching temporal expression was found in
the document. Those were mainly events where the event time was inferred by the
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annotators from multiple temporal expressions in the document. An example is
that the year of the event was mentioned in the beginning of the document and the
month of the event was mentioned in a later part of the document.
≤










Figure 4.3: Distribution of distances in sentences between the event mention and the
most informative temporal expression. For 58.72% of the event mentions, the most
informative time expression is not in the same or in the previous/next sentence. For
7.3% of the mentions, the time expression originates from multiple sources (MS).
4.3.6 Comparison of Annotation Schemes
Depending on the application scenario and the text domain, the use of TLINKs or
the proposed annotation scheme may be advantageous. TLINKs can capture the
temporal order of events, even when temporal expressions are completely absent in
a document, which is often the case for novels. The proposed annotation scheme
has the advantage that temporal information, independent where and in which form
it is mentioned in the document, can be taken into account. However, the proposed
scheme requires that the events can be anchored on a time axis, which is easy for
news articles and encyclopedic text but hard for novels and narratives.
In this section, we evaluate the application scenario of temporal knowledge base
population and time-aware information retrieval. For temporal knowledge base pop-
ulation, it is important to derive the date for facts and events as precisely as possible
(Surdeanu, 2013). Those facts can either be instantaneous, e.g. a person died, or
they can last for a longer time like a military conflict. Similar requirements are given
for time-aware information retrieval, where it can be important to know at which
point in time something occurred (Kanhabua and Nørvåg, 2012).
We use the TimeBank-Dense Corpus (Cassidy et al., 2014) with its TLINKs anno-
tations and compare those to our event time annotations. The TimeBank-Dense
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Corpus annotated all TLINKs between Event-Event, Event-Time, and Time-Time
pairs in the same sentence and between succeeding sentences as well as all Event-
DCT and Time-DCT pairs. Six different link types were defined: BEFORE, AFTER,
INCLUDES, IS_INCLUDED, SIMULTANOUS, and VAGUE, where VAGUE encodes that the
annotators where not able to make a statement on the temporal relation of the
pair.
We studied how well the event time is captured by the dense TLINK annotation. We
used transitive closure rules as described by Chambers et al. (2014) to deduct also
TLINKs for pairs that were not annotated. For example, when event1 happened
before event2 and event2 happened before date1, we can infer that event1 happened
before date1. Using this transitivity allows inferring relations for pairs that are
more than one sentence apart. For all annotated events, we evaluated all TLINKs,
including TLINKs inferred from the transitivity rules, and derived the event time as
precisely as possible. We then computed how precise the inferred event times are in
comparison to our annotations. Preciseness is measured in the number of days. An
event that is annotated with 1998-02-13 has the preciseness of 1 day. If the inferred
event time from the TLINKs is after 1998-02-01 and before 1998-02-15, then the
preciseness is 15 days. A more precise anchoring is preferred.
The TimeBank-Dense Corpus does not have a link type to mark that an event
has started or ended at a certain time point. This makes the TLINK annotation
impractical for durative events that span over multiple days. According to our
annotation study, 41.12% of the events in the TimeBank Corpus last for longer
time periods. For these events, it cannot be inferred from when to when the events
lasted.
TLINK annotation # Events %
same precision 487 55.85%
less precise 198 22.71%
cannot infer time 187 21.44%
Table 4.3: Temporal anchoring based on dense TLINK annotation for Single Day
Events in comparison to the temporal anchoring based on our annotation scheme.
Table 4.3 depicts how well the event time can be inferred from a dense TLINK
annotation. In 487 out of the 872 Single Day Events (55.85%), TLINKs provide
temporal information with the same precision as our annotations. For 198 events
(22.71%), they gave a less precise anchoring, i.e., the time window where the event
might have happened is larger. For 187 events (21.44%), no event time could be
inferred from the TLINKs. This is because there was no link to any temporal
expression even when transitivity was taken into account.
For the 487 events where the TLINKs resulted in an event time as precise as our
annotation, the vast majority of them were events that happened at the Document
Creation Time. As depicted in Table 4.2, 421 events happened at DCT. For those
events, the precise date can directly be derived from the annotated link between
each event mention and the DCT. For all other events that did not happen at the
Document Creation Time, the TLINKs result for the most cases in a less precise
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anchoring in time and for around a fifth of these cases in no temporal anchoring at
all while we do anchor them.
We can conclude, that even a dense TLINK annotation gives suboptimal informa-
tion on when events have happened, and due to the restriction that TLINKs are
only annotated in the same and in adjacent sentences, a lot of relevant temporal
information gets lost.
4.4 Automatic Event Time Extraction
While the new annotation scheme is simple for humans to perform, it poses several
challenges for automatic approaches:
1. The number of possible labels is infinite, as date values are part of the labels.
2. Due to the diverse types of events and due to varying temporal information
for events, the structure of the labels varies. We have to distinguish between
Multi-Day Events and Single Day Events. Further, a text might provide a pre-
cise date for the event or only a rough estimate when the event has happened.
3. Temporal information from the whole document must be taken into account
to derive the event time. For 58.72% of the events, the most informative time
expression is not in the same nor in the neighboring sentences (Figure 4.3),
but several sentences away from the event mention.
4. For 7.3% of the events, the event time label is a combination of several temporal
clues. In the example of Figure 4.1, the rendezvous event between Fidel Castro
and the Pope will happen on the 21st of January. However, this date (1998-
01-21) is not mentioned in any temporal expression in the document. Instead,
the annotator inferred this date from the document creation time (January
20th) and the phrase “this is the eve of the Pope’s visit”.
In order to solve the mentioned challenges, we propose a combination of a decision
tree combined with neural network classifiers. The system works on the complete
document and can extract long-range relations between events and temporal expres-
sions. Further, it can extract begin and end points for events that span over multiple
days.
Existent systems often use complex, handcrafted features. The CAEVO system
(Chambers et al., 2014), for example, uses typed dependencies to identify dominant
events. Further, it uses WordNet as an external resource to identify synonyms.
Systems based on handcrafted features and external resources are often difficult to
transfer to new languages or new domains. Our proposed system works end-to-end
and does not incorporate any handcrafted features or external resources. Hence, it
is simple to train the system on new datasets.
We evaluate the proposed system on our annotated data, where it achieves an accu-
racy of 42.0% compared to an inter-annotator agreement (IAA) of 56.7%. Compared
83
Chapter 4. Temporal Anchoring of Events
to the state-of-the-art CAEVO system (Chambers et al., 2014), we observe a sub-
stantial improvement of 33.1 percentage points accuracy for events that happened
on a single day. We observe that the systems operates better for Single Day Events
than for Multi-Day Events. For Single Day Events, the accuracy is at 74.6% (IAA at
80.5%), and for Multi-Day Events, the accuracy is at 24.5% (IAA at 52.0%).
We show that the proposed model generalizes well to new tasks and textual domains.
We applied it without re-training to the SemEval-2015 Task 4 on automatic timeline
generation. There, it achieves an improvement of 4.01 points F1-score compared to
the state-of-the-art.
The proposed system has been published in the Transactions of the Association for
Computational Linguistics (TACL) (Reimers et al., 2018).
Existent Event Time Extraction Systems
The architecture of approaches usually depends on how temporal information for
events is provided in a corpus. The ACE 2005 corpus (Walker et al., 2005) defined
time as a general argument for an event and annotated the span that expresses when
the event happened (cf. section 4.1.2). Consequently, systems trained and evaluated
on the ACE 2005 corpus, extract the event time like other event arguments. A
common approach is to formulate this as a pair classification task: Given an event
mention and a noun-phrase, a classifier is trained to decide whether the phrase is
the time argument for the event. The limitation of such approaches is that the event
arguments must be in the same sentence as the event trigger. For only 23.8% of the
events in the ACE 2005 corpus is the event time mentioned in the same sentence.
For the remaining 76.2% of the events, no temporal information is provided.
Instead of extracting the event time as an argument within the sentence, a large
number of systems uses the previously introduced TLINKs (cf. section 4.1.1). A
TLINK is defined as the relation between two events, two temporal expressions, or
between an event and a temporal expression. The number of possible links grows
quadratic with the number of event mentions. As a consequence, all corpora can
only provide annotated links for a small subset of possible relations. For example,
for the TempEval-3 dataset, 98.2% of the links between events are left unspecified
by the annotators (Ning et al., 2017). Typical restrictions for the annotation are
either to annotate only salient links and/or to only annotate links within the same
sentence or neighboring sentences. As a consequence, automatic approaches, which
are trained and evaluated on such corpora, produce labels only for a small subset
of links. In a post-processing step, those TLINKs can be used to infer the calendar
date for events.
Extracting the relations is often formulated as a pairwise classification task. Each
pair of event and/or temporal expression are examined and classified according to
the available relational classes. A recent system for dense TLINK extraction was pro-
posed by Chambers et al. (2014). The CAscading EVent Ordering system (CAEVO)
is a sieve-based-architecture and was trained and evaluated on the TimeBank-Dense
Corpus (Cassidy et al., 2014). Chambers et al. describe seven rule-based classifiers
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and four machine learning based classifiers. The classifiers are ranked based on their
precision.
Temporal graphs are restricted by two rules (Ning et al., 2017):
1. Symmetry: If A is before B, then B must be after A.
2. Transitivity: If A is before B and B is before C, then A must be before C.
While symmetry can be ensured by only classifying one direction of the relation,
ensuring transitivity can be much more challenging in a pairwise classification task.
A system might produce the inconsistent relations that A before B, B before C,
and A after C. One frequently used solution is to infer after each classification all
temporal relations from transitivity. This strategy is also applied by the CAEVO
system, and Chambers et al. report that links from this transitive closure are more
precise than the original sieve-provided labels.
Some systems have tried to take advantage of global information to ensure transi-
tivity using Markov logical networks or integer linear programming (Bramsen et al.,
2006; Chambers and Jurafsky, 2008; Yoshikawa et al., 2009; UzZaman and Allen,
2010). However, the gains were often minor. A more successful method of taking
global information into account was reported by Ning et al. (2017). They devel-
oped a structured learning approach where local models are updated based on feed-
back from global inferences. Compared to previous work, global considerations are
not only taken into account in the inference phase but already during the learning
phase.
A bottleneck of current systems is the limitation to TLINKs for pairs that are neither
in the same nor in adjacent sentences. 28.3% of the events in the TimeBank-Dense
Corpus happen at the document creation time (DCT) and can be anchored at DCT
using a specialized classifier. For the remaining 71.7% of events, the event time must
be inferred via TLINKs. However, for 58.7% of those events the most informative
time expression3 is not in the same nor in the previous/next sentence. In conclusion,
for 42.1% of all the events in a text, it would be necessary to take long-range TLINKs
into account to correctly retrieve the event time. Extending existing systems to take
long-range relations into account is difficult due to a lack of training and evaluation
data.
4.5 System Architecture
In this section, we present our hierarchical tree approach to automatically infer the
event times in a document. In section 4.5.3 we present two baselines that we use for
comparison: the first uses dense TLINKs extracted by the CAEVO system and the
second baseline is a reduced version of the presented tree approach.
3 The most informative temporal expression is defined as the temporal expression that gives the
reader the information at which date, or in which time frame, the event happened.
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Figure 4.4: Tree structure used to extract the temporal information for an event.
Rectangles are local classifiers based on deep convolutional neural networks except
for the Narrow Down rectangles, which are simple rule-based classifiers.
Figure 4.5: The neural network architecture used for the different local classifiers.
4.5.1 Event Time Extraction using Trees
We use the tree structure depicted in Figure 4.4 to extract the event time for a given
target event. The structure was inspired by how annotators labeled the data. When
annotating the text, the first decision is typically whether the event is a Single Day
Event or a Multi-Day Event. In the case that it is a Single Day Event, the next
question is whether the event happened at the Document Creation Time (DCT)
or not. As the annotated data comes from the news domain, a large set of events
(48.28% of the Single Day Events) happened at the document creation time. In
the case the event did not happen at DCT, then the annotator scanned the text to
decide whether the date when the event happened is explicitly mentioned or not. If
it is not mentioned, the annotator used the before and after notation to define the
time frame when the event happened as precisely as possible. For Multi-Day Events,
the process is similar to determine the begin and endpoint of the event.
The first classifier is a binary classifier to decide whether the event is a Single Day or
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a Multi-Day Event. In the case it is a Single Day Event, the next classifier decides
the relation between the event and the Document Creation Time (DCT). In the case
the event happened at DCT, the architecture stops. If the event happened before
or after DCT, the next classifier is invoked, detecting which temporal expressions
are relevant for the given event. For all relevant temporal expressions, it is then
determined whether the event happened simultaneously, before, or after the tempo-
ral expressions. The final step (2.4) outputs a single event time by narrowing down
the information it receives from the relation to DCT (2.1) and the pool of relevant
temporal expressions and relations (2.3).
For Multi-Day Events the process is similar. However, the system returns the begin
point as well as the endpoint. The system runs three processes in parallel: it extracts
the relations to relevant time expressions for the begin point (3.1.1 and 3.1.2), it
extracts the relation to DCT (3.2), and it extracts the relations to relevant time
expressions for the endpoint (3.3.1 and 3.3.2). There are three possible relations
between a Multi-Day Event and the DCT: the event started and ended before the
DCT; it started and ended after the DCT; or it started before DCT and ended after
DCT. This information is taken into account in step 3.1.3 and 3.3.3 when producing
single begin point and end point information for the given event.
4.5.2 Local Classifiers
This section describes the different local classifiers applied in our tree structure. For
all except the Narrow Down classifier, we used the convolutional neural networks
Architecture (Lecun, 1989) depicted in Figure 4.5. The Narrow Down classifier is a
simple, hand-crafted, rule-based classifier described in section 4.5.2.
Neural Network Architecture
We use the same neural network architecture with slightly different configurations
for the different local classifiers. The architecture is depicted in Figure 4.5 and is
described in the following sections.
The neural network architecture is based on the design proposed by Zeng et al.
(2014), which can achieve state-of-the-art performance on relation classification tasks
(Zeng et al., 2014; dos Santos et al., 2015). The neural network applies a convolution
over the word representations and position embeddings of the input text followed by
a max-over-time pooling layer. We call the output of this layer Input Text Features.
Those Input Text Features are merged with the word embedding for the event and
time expression token. The merged input is fed into a hidden layer using either
the hyperbolic tangent tanh(·) or a rectified linear unit (ReLU) as the activation
function. The choice of the activation function is a hyperparameter and was opti-
mized on a development set. The final layer is either a single sigmoid neuron, in the
case of binary classification, or a softmax layer. To avoid overfitting, we used two
dropout layers (Srivastava et al., 2014b), the first before the dense hidden layer and
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the second after the dense hidden layer. The percentages of the dropouts were set
as hyperparameters.
Word Embeddings. For our experiments, we used the pre-trained word embed-
dings presented by Levy and Goldberg (2014). The embedding layer of our neural
networks maps each token from the input text to their respective word embedding.
Out-of-vocabulary tokens are replaced with a special UNKNOWN token, for which the
word embedding was randomly initialized.
Position Embeddings. Collobert et al. (2011) proposes the use of position em-
beddings to keep track how close words in the input text are to certain target words.
For each input text, we specify certain words as targets. For example, we specify the
event and the temporal expression as target words and train the network to learn
the temporal relation between those. Each word in the input text is then augmented
with the relative distance to the target words. Let pos1, pos2, ... be the positions of
the target words in the input text. Then, a word at position j is augmented with
the features j − pos1, j − pos2, · · · . These augmented position features are then
mapped in the embedding layer to a randomly initialized vector. The dimension of
this vector is a hyperparameter of the network.
The word embeddings and the position embeddings are concatenated to form the
input for the convolutional layer. In the case of two target words, the input for the
convolutional layer would be:
emboutput = {[wew1 , pe1−pos1 , pe1−pos2 ], [wew2 ,
pe2−pos1 , p2−pos2 ], ..., [wewn , pen−pos1 , pen−pos2 ]}
with wewj the word embedding of the j-th word in the input text, pej−posk the
embedding for the distance between the j-th word and the target word k.
Convolutional & Max-Over-Time Layer. A challenge for the classifier is the
variable length of the input text and that important information can be anywhere
in the input text. To tackle this issue, we use a convolutional layer to compute a
distributed vector representation of the input text. Let us define a vector xk as the
concatenation of the word and position embeddings for the position k as well as for
m positions to the left and to the right:
xk = ([we
wk−m , pek−m−pos1 , pek−m−pos2 ]||...||
[wewk , pek−pos1 , pek−pos2 ]||...||
[wewk+m , pek+m−pos1 , pek+m−pos2 ])
The convolutional layer multiplies all xk by a weight matrix W1 and applies the
activation function component-wise. After that, a max-over-time is applied, i.e.,
the max-function is applied component-wise. The j-th entry of the convolutional &






Lexical Features. Previous approaches heavily rely on lexical features. For ex-
ample, the CAEVO system (Chambers et al., 2014) uses, for the classification of
event-time edges, the token, the lemma, the POS tag, the tense4, the grammatical
aspect5, and the class of event6 as well as the parse tree between event and time ex-
pression. In our evaluation, we did not observe that these features have a significant
impact on the performance. Hence, we decided to use the event and time tokens
as the only features besides the dense vector representation of the input text. For
multi-token expressions, we only use the first token.
Our architecture focuses on extracting the event time when event annotations and
temporal expressions are provided. In order to evaluate the accuracy of this isolated
step, we decided to use the provided annotations in the corpus. The baselines we
compared against use these gold annotations as well. Future work includes an end-
to-end evaluation that tests those systems with an automated event and temporal
expression detection.
Output. The distributed vector representation of the input text and the embed-
dings of event/time token are concatenated and passed through a dense layer. As
the activation function, we allowed either the hyperbolic tangent or the rectified
linear unit (ReLU). The choice is a parameter of the network. The final layer is
either a single sigmoid neuron, in the case of binary classification, or a softmax layer
to compute the probabilities of the different tags.
Single vs. Multi-Day Event Classification
For the first local classifier on deciding whether an event is a Single Day Event
or a Multi-Day Event, we use the sentence as input for the distributed input text
representation and the event word as target word.
DCT Classification
News articles often report on events that happened on the same day. Hence, the
Document Creation Time (DCT) plays an important role. A large fraction (48.28%)
of the Single Day Events happened, for example, on the same day as the document
creation time. Both subtrees of the hierarchical classifier use a local classifier to
extract the relation between the event and the DCT.
A Single Day Event can happen either before the document was created (Before-
class), on the same day (Simultaneous-class), or it will happen at least one day after
the document was created (After-class). The configuration of this local classifier is
as in the previous section.
4 Defined tenses in TimeBank: simple, perfect, and progressive
5 Defined aspects in TimeBank: past, present, future
6 Defined classes in TimeBank: occurrence, perception, reporting, aspectual, state, i_state,
i_action
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In the case the event happened on the same day as the document was created, the
hierarchical classifier stops. Otherwise, it will continue as described in the next
section.
Note, to classify the relation to the DCT, in most cases it was not important to
know the concrete Document Creation Time. Therefore, we did not pass the DCT
as a value to the network.
For Multi-Day Events, we decided to group the events into three categories: first,
events that began and ended before the Document Creation Time (Before-class);
second, events that began before DCT and ended after DCT (Includes-class); and
third, events that will begin and end after DCT (After-class).
Detecting Relevant Time Expressions
In the case the event did not happen at the DCT, it is important to take the
surrounding text and potentially the whole document into account to figure out
at which date the event happened. For our classifier, we assume that temporal
expressions are already detected in the document. To detect temporal expressions,
tools like HeidelTime7 can be used that achieve an F1-score of 0.919 on extracting
temporal expressions in the TimeBank Corpus (Strötgen and Gertz, 2015).
As an intermediate step to detect when an event happened, we first decide whether
the temporal expression is relevant for the event or not. We define a temporal
expression to be relevant if the (normalized) value of the temporal expression is part
of the event time annotation. The value of the temporal expression can be the event
time, or it can appear in the before or after notation.
This step does not yet retrieve the event time annotation nor the temporal relation
between the event and the temporal expression. However, it removes irrelevant
temporal expressions from the next step in the hierarchical classifier.
The classifier is executed for all event and temporal expression pairs. The input
text for the distributed text representation is the text between the event and the
temporal expression.
Temporal Relation Classification
Given the relevant temporal expression for an event from the previous step, the
next local classifier establishes the temporal relation between the event and the
temporal expression. For a given relevant, event-temporal expression pair, it outputs
BEFORE - when the event happened before the temporal expression, AFTER - when it
happened after, or SIMULTANEOUS - when it happened on the mentioned date. This






The goal of the Narrow Down Classifier, which is used in step 2.4, 3.1.3 and 3.3.3
in Figure 4.4, is to derive the final label given the information on the relevant
temporal expressions, their relation to the event, and the relation to the document
creation time. For most events in the corpus, this information was unambiguous,
e.g., only one temporal expression was classified as relevant for the event. The
proposed approach returns multiple relevant temporal expressions only for a small
fraction of the events. However, this number was too small to train and to validate a
learning algorithm for this stage. Hence, we decided to implement a straightforward,
rule-based classifier. This classifier is depicted in Algorithm 1.
Algorithm 1 Narrow Down Classifier
1: function NarrowDown(times)
2: fd_before = FreqDistribution()
3: fd_after = FreqDistribution()
4: for [relation, time] in times do
5: if relation is SIMULTANEOUS then
6: return time
7: else if relation is BEFORE then
8: fd_before.new_sample(time)




13: //fd_before elements have the fields .num=#samples and .time=time value
14: if fd_before.size > 0 then
15: // find the largest number of samples of a time
16: max_samples = fd_before.max(_.num)
17: //take minimum over all times having max samples
18: before_time = fd_before.filter(_.num == max_samples).min(_.time)
19: end if
20: if fd_after.size > 0 then
21: // find the largest number of samples of a time
22: max_samples = fd_after.max(_.num)
23: //take maximum over all times having max samples
24: after_time = fd_after.filter(_.num == max_samples).max(_.time)
25: end if
26: return after + after_time + before + before_time
27: end function
It takes all relations to relevant temporal expressions as well as the relation to the
Document Creation Time to derive the final output. In the case a SIMULTANEOUS
relation exists, the classifier stops and the appropriate temporal expression is used
as event time. If no such relation exists, a frequency distribution of the linked dates
and relations is created for BEFORE as well as for AFTER relations. For example,
when the system extracts three relevant BEFORE relations of different mentions of
date1 throughout the text and two relevant BEFORE relations of different mentions
of date2, then the system would choose date1 as a slot-filler for the before property.
If there are as many relevant BEFORE relations for date1 as for date2, the system
will choose the lowest date for the before property (line 14-19). For AFTER relations,
we use the same logic, except that we choose the largest date (line 24).
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4.5.3 Baselines
We use two baselines to compare our system. The first baseline is based on the multi-
pass architecture CAEVO introduced by Chambers et al. (2014). Chambers et al.
describe multiple rules and machine learning based classifiers to extract TLINKs
between events and temporal expressions. This architecture extracts temporal rela-
tions of the type BEFORE, AFTER, INCLUDES, IS_INCLUDED, and SIMULTANOUS. The
classifiers are combined into a precision-ranked cascade of sieves. The architecture
presented by Chambers et al. does not produce temporal information that an event
has started or ended at a certain time point and can therefore only be used for Single
Day Events.
The CAEVO system generates a set of <relation, time> tuples in which the event
is involved. For example, for the following sentence:
Police confirmed Friday that the body found along a highway
one sieve adds [IS_INCLUDED, Friday1998−02−13] and a second sieve adds [BEFORE,
DCT1998−02−14] to the set of possible event times for the confirmed event.
If this set contains a relation of type SIMULTANEOUS, IS INCLUDED or INCLUDES, the
baseline sets the event time to the value of the time expression. If the set contains a
relation of type BEFORE and/or AFTER, the system narrows down the event time as
precisely as possible. When all extracted relations are of type VAGUE, the baseline
returns that it cannot infer the time for the event.
Algorithm 2 demonstrates how the event time is selected from this set of possible
times.
Algorithm 2 Narrow Down Classifier for CAEVO baseline
1: function EventTime(times)
2: if times is empty then
3: return ’Not Available’ . the event has no non-vague relation
4: end if
5: min_before_time = DATE.MAX_VALUE
6: max_after_time = DATE.MIN_VALUE
7: for [relation, time] in times do
8: if relation is SIMULTANEOUS or IS_INCLUDED or INCLUDES then
9: return time
10: else if relation is BEFORE and time < min_before_time then
11: min_before_time = time
12: else if relation is AFTER and time > max_after_time then
13: max_after_time = time
14: end if
15: end for





The second baseline is a reduced version of the hierarchical tree presented in the
previous sections. For this baseline, we first apply the classifier to decide whether it
is a Single Day or Multi-Day Event. When it is a Single Day Event, we classify the
relation to the document creation time (DCT) (classifier 2.1). When the event did
not happen at DCT, we link it to the closest temporal expression in the document.
For Multi-Day Events, we only run the classifier 3.2 to extract the relation to DCT.
When the event happened before DCT, we set the begin and end point to BEFORE
DCT; when it happened after DCT, we set both to AFTER DCT; and, when the relation
was Includes, we set the begin point to BEFORE DCT and the endpoint to AFTER
DCT. In summary, this baseline does not run the classifiers 2.2-2.4, 3.1.1-3.1.3, and
3.3.1-3.3.3 from Figure 4.4, which try to find relevant temporal expressions for none-
DCT events.
4.6 Experimental Setup
We conduct our experiments on the TimeBank-EventTime Corpus (cf. chapter 4).
The corpus is comprised of 36 documents and 1498 annotated events. We use the
same split into training, development, and test set as Chambers et al. (2014) re-
sulting in 22 documents for training, 5 documents for hyperparameter optimization,
and 9 documents for the final evaluation. Using this split allows a fair comparison
to the CAEVO system.
Hyperparameters for the individual local classifiers were chosen using random search
(Bergstra and Bengio, 2012) with at least 1000 iterations per local classifier. The 10
best configurations for each local classifier were evaluated with 25 different random
seed values, and the configuration with the highest mean score on the development
set was used for the final evaluation on the unseen test set.
4.7 Experimental Results
We evaluate our system using two different metrics. The strict metric requires an
exact match between the predicted label and the gold label. A disadvantage of this
metric is that it does not allow partial agreement. The strict agreement between
two annotators is fairly low for events where the exact date of the event was not
mentioned.
In order to allow partial matches, we will also use a relaxed metric, which will
judge two different labels only as an error, if those are mutually exclusive. Two labels
are mutually exclusive if there is no event date which could satisfy both labels at
the same time. If the event happened on August 5th, 1998, the two annotations
before 1998-08-31 and after 1998-08-01 before 1998-08-31 would both be satisfied.
Therefore, these two different labels would be considered as correct. In contrast,
the two annotations after 1998-02-01 and before 1997-12-31 can never be satisfied
at the same time and are therefore mutually exclusive.
93
Chapter 4. Temporal Anchoring of Events
The score of the relaxed metric must be seen in combination with the strict metric.
A system could trick the relaxed metric by returning a before date that is far in
the future which results in a high relaxed score but a negligible strict score. Future
research is necessary to judge the quality of different kind of partial matches and to
design an appropriate metric.
4.7.1 System Performance
Table 4.4 presents the mean performance and standard deviation of our system
in comparison to the observed inter-annotator agreement (IAA). The mean value
and standard deviation is based on 25 training runs with different random seed
values.
The inter-annotator agreement is based on two full annotations of the corpus. The
chance-corrected agreement is α = 0.617 using Krippendorff’s α (Krippendorff,
2004). We merged the two annotations into a final gold label annotation of the
corpus, which was used for training and evaluation.
System IAA
Single Day vs. Multi-Day 78.2% ± 1.33 81.8%
Single Day Acc. (Strict) 74.6% ± 1.04 80.5%
Single Day Acc. (Relaxed) 92.5% ± 0.60 98.0%
Multi-Day Acc. (Strict) 24.5% ± 1.61 52.0%
Begin Point (Strict) 28.5% ± 0.73 63.8%
End Point (Strict) 66.5% ± 1.02 74.9%
Multi-Day Acc. (Relaxed) 74.6% ± 0.55 94.6%
Begin Point (Relaxed) 94.9% ± 0.38 98.6%
End Point (Relaxed) 80.2% ± 0.73 96.1%
Overall Acc. (Strict) 42.0% ± 1.21 56.7%
Overall Acc. (Relaxed) 84.6% ± 0.71 95.3%
Table 4.4: Accuracy for the different stages of our system in comparison to the ob-
served inter-annotator agreement (IAA). The strict metric requires an exact match
between the labels. The relaxed metric requires that the two annotations are not
mutually exclusive.
The accuracy to distinguish between Single Day and Multi-Day Events is 78.2% on
the test set, in comparison to an inter-annotator agreement of 81.8%. The overall
performance is 42.0%, compared to an IAA of 56.7% using the strict metric. Using
the relaxed metric, the performance is 84.6% for the proposed system in comparison
to 95.3% IAA.
For Multi-Day Events, we observe an accuracy with the strict metric of 24.5%, com-
pared to an IAA of 52.0%. Breaking it down to the begin- and end-point extraction,
we observe a much lower accuracy for the begin point extraction of just 28.5%, com-
pared to 66.5% accuracy for the end point extraction. However, using the relaxed
metric, we see an accuracy of 94.9% for the begin point and 80.2% for the endpoint.
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We can conclude that the extraction of the begin point works well, however, in a
large set of cases (66.5%) the extracted begin point is less precise than the gold
annotation.
We observe a fairly high standard deviation of our system. This is due to the rather
small dataset. A few misclassified instances lead to large differences in terms of
the performance measures. Further, we observe that the standard deviations are
consistently lower for the relaxed metric than for the strict metric.
The baseline based on the CAEVO system from Chambers et al. (2014) can only be
applied to Single Day Events, as TLINK types that define the start or the end of an
event do not exist. We ran this baseline on all events that were correctly identified
as Single Day Events. The performance of this baseline is depicted in Table 4.5. For
the proposed approach we observe a performance increase from 41.2% to 74.6%. For
18.3% of the events, the retrieved label of the proposed approach was less precise
than the gold label. An example of a less precise label would be before 1998-12-31
while the gold label was before 1998-08-15. A clear wrong label was observed for
7.1% of the generated labels.
A big disadvantage of a dense TLINK annotation is the restriction of TLINKs for
events and temporal expressions that are in the same, or in adjacent, sentences. For
32.0% of the events, the baseline was not able to infer any event time information.
As our system outputs a label for every event, we see a slightly increased number of
wrong labels in comparison to the baseline.
Single Day Events Ours CAEVO
Exact match 74.6% 41.2%
Less precise 18.3% 21.5%
Wrong label 7.1% 5.4%
Cannot infer time - 32.0%
Table 4.5: Distribution of the retrieved labels for the proposed system and for
the baseline. The baseline uses a dense TLINK structure and the CAEVO system
(Chambers et al., 2014). Less precise are labels where the time frame when the
event has happened is larger than for the gold label. Wrong label are labels which
are in clear contradiction to the gold standard. Cannot infer time stands for events
where no event time could be retrieved.
Table 4.6 compares the proposed system against the reduced tree that only classifies
the type of the event (Single Day or Multi-Day) and the relation to the document
creation time. We observe a significant drop in accuracy for Single Day Events,
indicating that just classifying the relation to the document creation time is insuffi-
cient for this task. The relative drop in performance for Multi-Day Events is lower,
indicating that finding relevant temporal expressions and extracting the relations is
more challenging for Multi-Day Events than it is for Single-Day Events.
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System SD MD Overall
Full system 74.6% 24.5% 42.0%
Reduced tree 40.4% 19.6% 24.2%
CAEVO 41.2% - 18.1%
Table 4.6: Comparison of the accuracy (strict metric) for Single Day Events (SD),
Multi-Day Events (MD) and overall. Reduced tree uses only the local classifiers 1,
2.1 and 3.2.
4.7.2 Error Analysis
Error propagation is an important factor in a decision tree. Table 4.7 depicts the
accuracy of the different local classifiers. We compare those to a Majority Vote
baseline. For all local classifiers, we can see a large performance increase over the
baseline. We observe the lowest accuracy for the classifiers of the begin point (3.1.1.
and 3.1.2.). This is in line with the previous observation of the low accuracy for
begin point labels as well as with the low IAA for begin point annotations.
System Majority Vote
1. Event Type 78.2% 54.5%
Single Day Event
2.1. DCT Rel. 84.2% 55.6%
2.2. Relevant 79.1% 66.0%
2.3. Relation 81.0% 72.7%
Multi-Day Event
3.1. Begin Point
3.1.1. Relevant 79.0% 68.9%
3.1.2. Relation 63.1% 42.9%
3.2. DCT Rel. 65.2% 46.8%
3.3. End Point
3.3.1. Relevant 83.8% 65.1%
3.3.2. Relation 85.1% 79.0%
Table 4.7: Accuracy for the different local classifiers vs. a Majority Vote baseline.
Local classifiers are numbered as depicted in Figure 4.4.
The root classifier, which decides whether the event is a Single Day or a Multi-Day
Event, is the most critical classifier. This classifier is responsible for 21.7% of the
erroneously labeled events. However, with an accuracy of 78.2% it is already fairly
close to the IAA of 81.6%, and it is unclear if this classifier could substantially be
improved.
As mentioned in the introduction, the annotators were not restricted to the dates
that are explicitly mentioned in the document but could also create new dates. For
example, in the sentence It’s the [second day]date:1998-03-06 of an [offensive]beginPoint=1998-03-05...
it is clear for the annotator that the offensive started on 1998-03-05. However, this
date is not explicitly mentioned in the text, only the date 1998-03-06 is mentioned.
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We call such dates out-of-document dates. Handling those cases is extremely dif-
ficult, and our system is currently not capable of creating such out-of-document
dates. Table 4.8 depicts the error rate introduced by those dates.
As the table depicts, 12.6% of the event time labels are affected by out-of-document
dates. An especially high percentage of such dates is observed for the begin point
of Multi-Day Events. In a lot of these cases, the document states either an explicit
or a rough estimation of the duration of the event. In the previous example, the
text stated that the offensive already lasted for two days. In another example, the
document gives the information that the event started in recent years or that it
lasted for roughly 2 1/2 years.
Out-of-document dates





Table 4.8: Percentage of labels in the test set affected by out-of-document dates.
4.7.3 Ablation Test
In this section, we study which components are relevant for the performance of the
proposed system.
Table 4.9 presents the changes in accuracy in percentage points when individual
components of the proposed system are changed. We observe a slight drop of -
2.3 percentage points if bidirectional LSTM-networks with 100 recurrent units are
used instead of convolutional neural networks. LSTM-networks showed for other
NLP tasks state-of-the-art performance, however, for this task they were not able to
improve the performance. One reason could be the comparably small training set of
22 documents. A further disadvantage of the BiLSTM-networks was the significantly
longer training time, prohibiting running an extensive hyperparameter tuning.
Configuration Accuracy
Full system 42.0%
BiLSTM instead of CNN -2.3
Rnd. word embeddings -7.7
No input text feature -9.7
No position feature -3.9
No narrow down -1.3
Table 4.9: Change in accuracy (strict metric) in percentage points when replacing
individual components of the architecture.
An important factor for the performance was the pre-trained word embeddings.
Replacing those with randomly initialized embeddings decreased the performance
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by -7.7 percentage points. As before, we think this is due to the small training size.
A large number of test tokens do not appear in the training set and several tokens
only appear infrequently in the training set. Hence, the network is not able to learn
meaningful representations of those words.
Our system successfully uses the text between the event and the temporal expression
(Input Text Features) for classifying the relation between those. Removing this part
of the architecture decreases the accuracy by -9.7 percentage points. Further, it
appears that not only the token itself but also the position of the token relative
to the event/time token is taken into account. Removing this position information
from the input text feature reduces the performance by -3.9 percentage points.
Replacing the narrow down classifier with a classifier that randomly selects one of
the relevant temporal expressions reduces the performance by only -1.3 percent-
age points. For most events, there was only one relevant temporal expression ex-
tracted.
We further analyzed the parameter settings for the top five performing local clas-
sifiers for each stage. The activation function (tanh and ReLU ) appears to have
a negligible impact on the performance. We could find top performing classifiers
with tanh as well as with ReLU as the activation function. For the dropout rate,
we noticed strong performance drops if the value was selected too large (larger than
∼ 75%) and a slight performance drop if it was too low (lower than ∼ 10%). How-
ever, a clear pattern between dropout rate and the size of the dense layer could not
be observed. A further, more comprehensive study would be needed.
4.7.4 Event Timeline Construction
We evaluated our system on the shared task SemEval-2015 Task 4: TimeLine:
Cross-Document Event Ordering (Minard et al., 2015). The goal is to construct an
event timeline for a target entity given a set of 30 documents from Wikinews on
certain topics. We use the setting of Track B, where the events are provided. We
used HeidelTime to detect and normalize time expressions. We then ran our system
out of the box, i.e., without retraining for the new dataset.
For the shared task, an event can occur either on a specific day, in a specific month,
or in a specific year. Events that cannot be anchored in time are removed from the
evaluation. We implemented simple rules that transform our system output to the
format of the shared task: if an event is simultaneous with a specific time expression,
we will output this date. If our system returns that it happened before and after
a certain date, it will output the year and month if both dates are in the same
month. If both dates are in the same year but in different months, it will output
the year. Events with predicted timespans of over more than one year are rejected.
For Multi-Day Events, we only use the begin point as only this information was
annotated for this shared task.
Two teams participated in the shared task (GPLSIUA and HeidelToul). Currently,
the best published performance was achieved by Cornegruta and Vlachos (2016)
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with an F1-score of 28.58. Our system is able to improve the total F1-score by 4.01
points as depicted in Table 4.10.
System Airbus GM Stock Total
Our approach 30.37 28.83 38.01 32.59
Cornegruta 25.65 26.64 32.35 28.58
GPLSIUA_1 22.35 19.28 33.59 25.36
HeidelToul_2 16.50 10.94 25.89 18.34
Table 4.10: Performance of our system on the SemEval-2015 Task 4 Track B for the
topics Airbus, General Motors, and the stock market.
A challenge for our system is the different anchoring of events in time: while our
system can anchor events at two arbitrary dates, the SemEval-2015 Task 4 oanchors
events either at a specific day, month or year. When our system returns the event
time value after 2010-10-01 and before 2010-11-30, we had to decide how to anchor
this event for the generated timeline. For such an event, three final labels would
be plausible: 2010-10-xx, 2010-11-xx, and 2010-xx-xx. A similar challenge occurs
for events that received a label like before 2010-11-30. If we anchor it in 2010-
11-xx, we must be certain that the event happened in November. Similarly, if we
anchor it in 2010-xx-xx, we must be certain that the event happened in 2010. Such
information cannot be inferred directly from the returned label of our system. As
only 30 documents on a single topic were provided for training, we could not tune
the transformation accordingly. A manual analysis revealed that this transformation
caused around 15% of the errors.
Another source of error was that the system couldn’t find any relevant temporal
expressions for an event. In that case, the label for the shared task had to be
inferred from the relation to the document creation time, which is always returned.
This induces the challenge that the system does not return a notion how far away an
event is from the document creation time. BEFORE DCT could mean that the event
happened yesterday or that the event happened several years in the past.
4.8 Conclusion
We presented a new annotation scheme for anchoring events in time and annotated
a subset of the TimeBank Corpus (Pustejovsky et al., 2003) using this annotation
scheme. The annotation guidelines as well as the annotated corpus are publicly
available.8 In the performed annotation study, the Krippendorff’s α inter-annotator
agreement was considerably high at α = 0.617. The largest disagreement resulted
from events in which it was not explicitly mentioned when the event happened.
Using a more relaxed measure for Krippendorff’s α, which only assigns a distance
to mutually exclusive annotations, the agreement amounts to αME = 0.912. We




Chapter 4. Temporal Anchoring of Events
We compared our annotation scheme to the annotation of TLINKs. The effort for
annotating TLINKs scales quadratically with the number of events and temporal
expressions. To make the annotation feasible, a restriction is often used that only
temporal links between events and temporal expressions in the same or in succeeding
sentences are annotated. Even with this restriction, the annotation effort is quite
significant, as on average 6.3 links per mention must be annotated. As Figure 4.3
depicts, in more than 58.72% of the cases the most informative temporal expres-
sion is more than one sentence apart from the event mention. As a consequence,
inferring from TLINKs, when an event happened, is less precise, because the tem-
poral information that is more than one sentence away can often not be taken into
account.
For the 872 Single Day Events, the correct event time could be inferred from the
TLINKs in only 487 cases. For 187 Single Day Events, no event time at all could
be inferred, as no temporal expression was within the one sentence window of that
event.
A drawback of the proposed scheme is the lack of temporal ordering of events beyond
the smallest unit of granularity, which in our case was one day. The scheme is
suitable to note that several events occurred at the same date, but their order on
that date cannot be encoded. In the case the temporal ordering is important for
the application, the annotation scheme could be extended, and TLINKs could be
annotated for events that fall on the same date. Another option is to increase the
granularity, but this requires that the information is provided in the document.
Automatic Event Time Extraction is a challenging task. The set of labels is infi-
nite, the structure of the label varies depending on the type of the event, and the
label depends on information that is scattered across the document. Further, the
annotations do not reveal from which part of the document the annotator got the
temporal information. It might be that a label is composed out of several temporal
clues which were mentioned in different sentences of the document. Hence, modeling
this as a pairwise relation classification task is not possible.
The presented classifier is based on a decision tree that applies neural networks at its
nodes. The decision tree executes those local classifiers successively, and branching
is based on the output of those classifiers. The first stage decides whether the event
is a Single Day Event or a Multi-Day Event. The second stage extracts the relation
to the document creation time, as a large fraction of the events happened at DCT.
If an event did not happen at DCT, a first classifier identifies relevant temporal
expressions and a second classifier identifies the relation types between the event
and the relevant temporal expressions. The final stage is a rule-based system, which
constructs the event time.
The local classifiers for identifying relevant temporal expressions and classifying the
type of the relations take the whole document into account. We applied the system
to the created TimeBank-EventTime Corpus and achieved an accuracy of 42.0%
in comparison to an inter-annotator agreement of 56.7% using a strict metric. For
74.6% of the Single Day events, the exact event time could be extracted. This is a
33.1 percentage points improvement in comparison to the state-of-the-art approach
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by Chambers et al. (2014).
An ablation test in section 4.7.3 analyzed which parts of the complex classifier are
crucial for the performance of the system. Of special importance was the text input
between an event and a temporal expression. Removing this part of the system
caused the accuracy to drop by 9.7 percentage points. This large drop in accuracy
indicates that the local classifiers successfully take the text into account for their
classification decision.
We showed that the system is able to identify which temporal expressions are rele-
vant to an event and that long-range dependencies can be successfully be identified
and classified. Further, we demonstrated the generalizability by applying it to the
SemEval-2015 Task 4 on timeline generation. Without re-training the network, it
was able to improve the F1-score by 4.01 percentage points compared to the current
state-of-the-art system.
A limitation of the proposed system is that it can only produce date values which
are explicitly mentioned in the document. 7.3% of the events in the corpus (12.6%
for test set) have out-of-document event times. An out-of-document event time is
a date that was semantically inferred by the annotators and which is not explicitly
mentioned in the document itself. Such dates are often the result of merging several
temporal and/or semantic clues together. Extracting those out-of-document dates




Challenges in Evaluating Machine
Learning Approaches
In research, we are often interested to identify the best approach for solving a par-
ticular task. In NLP, the tool of choice is in many cases machine learning. An
approach is trained on a specific training dataset, and the resulting model is applied
to new, unseen data. The fundamental question arises how to compare two or more
approaches for a specific task in order to conclude which is the best machine learn-
ing approach? When can we say that approach A is superior to approach B for a
particular task?
Superior can mean a lot of things, for example, requiring less compute time for
training, faster inference speed, requiring less memory, smaller storage requirements
or ease of use. While those factors can be critical when applying approaches in real-
world applications, research mainly focuses on how accurate different approaches
can solve the task and evaluating approaches on common benchmark datasets have
become a major driving force in research.
At first glance, the answer, which of two learning approaches is more accurate,
appears simple: we train both learning approaches on a certain dataset, maybe tune
it on a development set, and then compute a performance score on a held-out test
set. The approach with the higher test performance score is observed as superior1
(cf. Figure 5.1).
As the test set is a finite sample, the test score differs from the (hypothetical)
performance on the complete data distribution. A significance test on the test set
is used to reduce the risk that chance, induced from the finite test sample, is the
explanation for the difference. It is usually accepted that one approach is superior
to the other for that task if the difference is statistically significant.
This evaluation methodology is often used in scientific publications and for shared
tasks in the NLP field. For example, it is commonly used for the shared tasks at
1 In this thesis, we only judge approaches based on how accurate those are, given a specific
performance measure. For real-world applications, superiority can mean many distinct things
that are not related to accuracy.
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Figure 5.1: Common evaluation methodology to compare two approaches for a spe-
cific task.
the International Workshop on Semantic Evaluation (SemEval) and for the shared
tasks at the Conference on Computational Natural Language Learning (CoNLL).
The participants either submit the output of their system for the unlabeled test
data to the task organizers or, as it was the case for the CoNLL 2017 shared task on
multilingual parsing (Zeman et al., 2017), participants submitted their system to a
cloud-based evaluation platform where it was applied to new data. To identify if
differences are significant, the organizers used paired bootstrap resampling. Hiding
the test data from the participants eliminates the risk that information about the
test data is used for the design of the approach.
The following question arises: How reliable is this evaluation setup to identify better
/ the best machine learning approach for a certain task?
In this chapter, we show that this commonly used evaluation methodology does not
allow to identify superior machine learning approaches. As we will show, a significant
difference in test score is not necessarily the result of a superior architecture, but
there is a high risk that chance is the explanation for a statistically significant
performance difference. The issue is not the significance test, hence, it cannot be
solved by selecting a different significance test.
Section 5.2 starts with a formalization of two commonly observed evaluation method-
ologies used for scientific publications and shared tasks that are based on the com-
parison of individual test scores. We tested these evaluation methodologies for
two event detection tasks and five common sequence tagging tasks with a recent
BiLSTM-CRF architecture (chapter 3). The results in section 5.3 show that the
evaluation methodologies are unable to identify superior learning approaches. The
observation is not limited to the studied tasks as shown in section 5.4.
Parts of the results of this chapter have been published and presented at EMNLP
2017 (Reimers and Gurevych, 2017a) and in (Reimers and Gurevych, 2018).
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5.1 Evaluating Learning Approaches vs. Models
In the context of this chapter, it is important to notice the difference between models
and learning approach. A learning approach describes the holistic setup to solve
a certain optimization problem. For neural networks, this would be the network
architecture, the optimization algorithm, the loss-function, etc. A model is a specific
configuration of the weights for this architecture. Such a model can be applied to
new instances.
As described by Dietterich (1998), there are two different sets of questions depending
on whether learning approaches or models are evaluated. In a specific application
setting, the goal is often to find the best model for that task. For this model, we
like to estimate the accuracy for future samples.
In research, we are often less interested in actually applying a model to new ex-
amples. Instead, we are more interested to find the best learning approach for a
specific task. Hence, published research papers often focus on the architecture and
the applied learning strategy. Usually, they do not focus on the final weights of a
specific model.
A commonly used methodology to compare models is described by Bishop (2006) (p.
32): “If data is plentiful, then one approach is simply to use some of the available
data to train a range of models, [...], and then to compare them on independent
data, sometimes called a validation set, and select the one having the best predictive
performance. [...] it may be necessary to keep aside a third test set on which the
performance of the selected model is finally evaluated.”
We observe that often the conclusion is drawn that a superior model implies a supe-
rior learning approach for a task. For example, for the shared task SemEval-2017 on
semantic textual similarity (STS), the task organizers conclude that the model from
the winning team is “the best overall system” (Cer et al., 2017). Szegedy et al. (2015)
conclude that the winning model from Clarifai for the ImageNet 2013 challenge was
the “year’s best approach”. Further, new design and architectural choices introduced
by authors are often justified by showing a higher model performance on common
benchmark datasets. For example, Lample et al. (2016) presented an extension to
the BiLSTM-CRF model (Huang et al., 2015) for sequence tagging that derives word
representations based on the characters of a word. The benefit of this extension is
justified by an increased model performance of +0.74 percentage points F1-score
for the CoNLL-2003 NER dataset. Ma and Hovy (2016) used convolutional neu-
ral networks (CNN) to derive character-level representations and reported increased
model performance for the CoNLL 2003 NER dataset and for English POS tagging
on the Wall Street Journal portion of Penn Treebank. They draw the conclusion that
the “BLSTM-CNN models significantly outperform the BLSTM model, showing that
character-level representations are important for linguistic sequence labeling tasks”.
Further, they draw the conclusion of significant improvements over the architecture
proposed by Lample et al. We show that these conclusions, which are based on
single test scores, are unjustified.
The purpose of most shared tasks, like the shared tasks organized by the Interna-
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tional Workshop on Semantic Evaluation (SemEval) or by the Conference on Com-
putational Natural Language Learning (CoNLL), is to identify the best approaches
for a specific task. The participants usually do not have to publish the model, but
they have to describe their approach so that it is available for the community. De-
pending on the prestige of the shared task, winning it can come along with a lot
of visibility. The winning approach is often part of future research, e.g., by further
tuning or extending it or by applying it to new datasets.
The following sections show that evaluating models and learning approaches are two
different things and that a significantly better model performance does not allow to
draw the conclusion of a superior learning approach. We show that there is a high
risk that chance, and not a superior design, leads to significant differences in model
performances. For example, for the CoNLL 2003 shared task on NER, we compared
two identical neural networks with each other. In 22% of the cases, we observed a
significant difference in test scores with p < 0.05. By implication, if we observe a
significant difference in test performance, we cannot be certain whether the difference
is due to a superior approach or due to luck. The issue is not a flawed significance test
but lies in wrongly drawn conclusions. Two or more machine learning approaches
cannot be compared based on individual model performances.
5.2 Evaluation Methodologies Based on Single Model
Performances
This section formalizes two evaluation methods that are based on performances
of single models. These two evaluation methodologies are predominantly used in
shared tasks as well as in many scientific publications to show that a new learning
approach is superior to existent approaches.
Single Run Comparison
The first evaluation method is to train both approaches a single time and to compare
the test scores.
Evaluation 1. Given two approaches, we train both approaches a single time
to generate the models Ai and Bj. We define Ψ
(Test)
Ai




as the test score for model Bj. We call approach A is superior to
approach B if and only if Ψ(test)Ai > Ψ
(test)
Bj
and the difference is statistically significant.
Commonly used significance tests are an approximate randomized test or a bootstrap
test (Riezler and Maxwell, 2005).
Non-deterministic learning approaches2, like neural networks, can produce many
distinct models A1, ..., An. Which model is produced depends on the sequence of
2 We define a learning approach as non-deterministic if it uses a sequence of random numbers to
solve the optimization problem. The observations are extendable to deterministic approaches
that have tunable hyperparameters.
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Figure 5.2: Single score comparison for non-deterministic learning approaches (Eval-
uation 1).
random numbers and cannot be determined a priori.
Figure 5.2 illustrates the issue of this evaluation methodology for non-deterministic
learning approaches. Approach A produces the model A2, while approach B the
model B3. Model A2 might be significantly better than B3, however, it might be
worse than the other models B1 or B2.
Training of neural networks is highly non-deterministic as it usually depends on a
random weight initialization, a random shuﬄing of the training data for each epoch,
and repeatedly applying random dropout masks. The error function of a neural
network is a highly non-convex function of the parameters with the potential for
many distinct local minima (LeCun et al., 1998; Erhan et al., 2010). Depending on
the seed value for the pseudo-random number generator, the network will converge
to a different local minimum. However, not all minima generalize equally well to
unseen data (Hochreiter and Schmidhuber, 1997b; Erhan et al., 2010; Keskar et al.,
2016). Erhan et al. showed that with increasing depth the probability of finding
poor local minima increases.
The issue that different convergence points of a neural network generalize differently
to new data has been know before. However, in research, and also when participat-
ing in a shared task, we are often interested in the best performance an approach
can achieve, e.g., after training the approach multiple times or after tuning the
hyperparameters.
Best Run Comparison
For shared tasks, the participants are not restricted to train their approach only
once. Instead, they can train multiple models and can tune the parameters on
the development set. For the final evaluation, they usually must select one model
that is compared to the submissions from other participants. A similar process
can often be found in scientific publications, where authors tune the approach on a
development set and report the test score from the model that performed best on
the development set. This form of evaluation is formalized in the following (depicted
in Figure 5.3).
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Evaluation 2. Given two approaches and we sample from each multiple models.
Approach A produces the models A1, ..., An and approach B the models B1, ..., Bm
with sufficiently large numbers of n and m. We define A∗ as the best model from
approach A and B∗ as the best model from approach B. Bishop (2006) defines the









With Ψ(dev) the performance score on the development set. We call approach A is
superior to approach B iff Ψ(test)A∗ > Ψ
(test)
B∗ and the difference is significant.
Figure 5.3: Illustration of model tuning and comparing the best models A∗ and B∗
(Evaluation 2).
In the following sections we show that the conclusion Ψ(test)A∗ > Ψ
(test)
B∗ ⇒ approach
A better than approach B is wrong. This implies that this evaluation methodology
is unsuitable for shared tasks and research publications that try to identify superior
learning approaches for a task.
5.3 Empirical Study: Comparing Methods Based
on Single Model Performances
We demonstrate that Evaluation 1 and Evaluation 2 fail to identify that two learning
approaches are the same. By implication, a significant difference in test score does
not allow the conclusion that one approach is better than the other.
We compare a learning approach A against itself, which we call approach A and A˜
hereafter. Approach A and A˜ use the same code, with the same configuration and
are executed on the same computer. The only difference is that the sequence of
random number changes each time the approaches are trained.
A suitable evaluation method should conclude that there is no significant difference
between A and A˜ in most cases. We use p = 0.05 as the threshold, hence, we would
expect that a significant difference between A and A˜ only occurs in at most 5% of
the cases.
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As datasets we use the datasets described in section 3.3 for common NLP sequence
tagging tasks. As learning approach, we use the BiLSTM-CRF architecture de-
scribed in section 3.1. We use 2 hidden layers, 100 hidden units each, variational
dropout (Gal and Ghahramani, 2016) of 0.25 applied to both dimensions, Nadam
as optimizer (Dozat, 2015), and a mini-batch size of 32 sentences. For the English
datasets, we use the pre-trained embeddings by Komninos and Manandhar (2016).
For the German datasets, we trained word embeddings using word2vec on about 116
Million sentences from German Wikipedia and German news articles. The German
embeddings were published in Reimers et al. (2014).
Training
In total, we trained 100,000 models for each task with different random seed val-
ues. We randomly assign 50,000 models to approach A while the other models are
assigned to approach A˜.


















ModelA(j)∗ marks the model with the highest development score from the rowA
(j)
1≤i≤50
and A˜(j)∗ is the model with the highest development score from A˜
(j)
1≤i≤50. Hence, we
test Evaluation 2 with n = m = 50.
Statistical Significance Test
We use the bootstrap method by Berg-Kirkpatrick et al. (2012) with 10,000 samples
to test for statistical significance between test performances with a threshold of
p < 0.05.
For Evaluation 1, we test on statistical significance between the models A(j)i and
A˜
(j)
i for all i and j. For Evaluation 2, we test on statistical significance between A
(j)
∗
and A˜(j)∗ for j = 1, . . . , 1000.
Results
We compute in how many cases the bootstrap method finds a statistically significant
difference. Further, we compute the average F1 test-score difference τ for pairs with
an estimated p-value between 0.04 and 0.05. This value can be seen as a threshold:
If the F1-score difference is larger than this threshold, there is a high chance that the
bootstrap method testifies a statistical significance between the two models.
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Further, we compute the differences between the test performances for approach A



















For those delta values we compute a 95% percentile ∆(test)95 . The value indicates that
a difference in the test score for a given task should be higher than ∆(test)95 , otherwise
there is a chance greater 5% that the difference is due to chance for the given task
and the given network architecture.3
Single Run Comparison
Table 5.1 depicts the main results for Evaluation 1. For the ACE 2005 - Events





i . For the other tasks, we observe similar results and between 10.72%
and 33.20% of the cases are statistically significant.
The average F1-score difference for statistical significance for the ACE 2005 - Events





i can be as large as 9.04 percentage points F1. While this is a rare
outlier, we observe that the 95% percentile ∆(test)95 is more than twice as large as τ
for this task and dataset.
Task Threshold τ % significant ∆(test)95 ∆
(test)
Max
ACE 2005 - Entities 0.65 28.96% 1.21 2.53
ACE 2005 - Events 1.97 34.48% 4.32 9.04
CoNLL 2000 - Chunking 0.20 18.36% 0.30 0.56
CoNLL 2003 - NER-En 0.42 31.02% 0.83 1.69
CoNLL 2003 - NER-De 0.78 33.20% 1.61 3.36
GermEval 2014 - NER-De 0.60 26.80% 1.12 2.38
TempEval-3 - Events 1.19 10.72% 1.48 2.99
Table 5.1: The same BiLSTM-CRF approach was evaluated twice under Evaluation
1. The threshold column depicts the average difference in percentage points F1-score
for statistical significance with 0.04 < p < 0.05. The % significant column depicts
the ratio how often the difference between A(j)i and A˜
(j)
i is significant. ∆95 depicts




Max shows the largest
difference.
We observe those variances not only for our implementation of the BiLSTM-CRF
architecture. We observe this issue also for two recently published BiLSTM-CRF
systems for Named Entity Recognition from Ma and Hovy (2016) and from Lample
et al. (2016). Lample et al. reported an F1-score of 90.94% and Ma and Hovy
reported an F1-score of 91.21% for English NER. Ma and Hovy draw the conclusion
3 Note that ∆(test)95 depends on the used machine learning approach and the specific task.
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that their system achieves a significant improvement over the system by Lample et
al.
We re-ran both implementations multiple times, each time only changing the seed
value of the random number generator. We ran the Ma and Hovy system 86 times
and the Lample et al. system, due to its high computational requirement, for 41
times. The score distribution is depicted as a violin plot in Figure 5.4. Using a
Kolmogorov-Smirnov significance test (Massey, 1951), we observe a statistically sig-
nificant difference between these two distributions (p < 0.01). The plot reveals that
the quartiles for the Lample et al. system are above those of the Ma and Hovy sys-
tem. Using a Brown-Forsythe test, the standard deviations for the two distributions
are different with p < 0.05. Table 5.2 shows the minimum, the maximum, and the
median performance for the test performances.
Figure 5.4: Distribution of scores for re-running the system by Ma and Hovy (left)
and Lample et al. (right) multiple times with different seed values. Dashed lines
indicate quartiles.
System Reported F1 # Seed values Min. F1 Median F1 Max. F1
Ma and Hovy 91.21% 86 89.99% 90.64% 91.00%
Lample et al. 90.94% 41 90.19% 90.81% 91.14%
Table 5.2: The system by Ma and Hovy (2016) and Lample et al. (2016) were run
multiple times with different seed values.
Liu et al. (2017a) repeated our experiment and found similar variances for the two
architectures. They further found that the performance from Ma and Hovy increases
if it is trained on a GPU instead of a CPU. This difference between our scores and
the reported scores from Ma and Hovy might be due to a difference between running
the code on a CPU or a GPU.
In conclusion, training two non-deterministic approaches a single time and com-
paring their test performances is insufficient if we are interested to find out which
approach is superior for a task. Large differences can occur due to better or worse
sequences of random numbers.
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In a usual setup, approaches are often trained multiple times, e.g., for tuning hy-
perparameters, and the model with the highest development score would be used
for labeling the test data, i.e., be used to report the test performance. For the
Lample et al. system we observe a Spearman’s rank correlation between the devel-
opment and the test score of ρ = 0.229. This indicates a weak correlation and that
the performance on the development set is not a reliable indicator. Using the run
with the best development score (94.44%) would yield a test performance of mere
90.31%. Using the second best run on the development set (94.28%) would yield
state-of-the-art performance with 91.00%. This difference is statistically significant
(p < 0.002).
Best Run Comparison
Non-deterministic approaches can produce weak as well as strong models as shown
in the previous section. Instead of training those a single time, we might want to
compare only the “best” model for each approach, i.e., the models that performed
best on the development set. This idea is formalized in Evaluation 2.
Table 5.3 depicts the results of comparing only the models that performed best on
the development set. For all tasks, we observe small Spearman’s rank correlation ρ
between the development and the test score. The low correlation indicates that a
run with high development score does not have to yield a high test score.





ACE - Entities 0.153 0.65 24.86% 0.42 1.04 1.66
ACE - Events 0.241 1.97 29.08% 1.29 3.73 7.98
CoNLL - Chunking 0.262 0.20 15.84% 0.10 0.29 0.49
CoNLL - NER-En 0.234 0.42 21.72% 0.27 0.67 1.12
CoNLL - NER-De 0.422 0.78 25.68% 0.58 1.44 2.22
GermEval - NER-De 0.333 0.60 16.72% 0.48 0.90 1.63
TempEval - Events -0.017 1.19 9.38% 0.74 1.41 2.57
Table 5.3: The same BiLSTM-CRF approach was evaluated twice under Evaluation
2. ρ is the Spearman’s rank correlation coefficient between the development and
the test score. The threshold τ column depicts the average difference in percentage
points F1-score for statistical significance with 0.04 < p < 0.05. The % significant
column depicts the ratio how often the difference between A(j)∗ and A˜
(j)
∗ is significant.








For the ACE 2005 - Events task, we observe a significant difference between A(j)∗
and A˜(j)∗ in 29.08% of the cases. We observe for this task that the difference in test





As before, we observe that ∆(test)95 is much larger than τ , i.e., test performances of A∗
vary to a large degree, larger than the threshold τ for statistical significance.
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The table also depicts ∆(dev)95 , the 95% percentile of differences in terms of develop-
ment performance. We observe a large discrepancy between ∆(dev)95 and ∆
(test)
95 : For
the 1,000 rows, we were able to find models A(j)∗ and A˜
(j)
∗ that performed compa-
rably on the development set. However, the performance differs largely on the test
set.

















Figure 5.5: Ratio of statistically significant differences between A∗ and A˜∗ for dif-
ferent n-values.
We studied if the value of statistically significant differences between A∗ and A˜∗
depends on n, the number of sampled models. Figure 5.5 depicts the ratio for
different n-values for the CoNLL 2003 NER-En task. We observe that the ratio
of significant differences decreases with increasing number of sampled models n.
However, the ratio stays flat after about 40 to 50 sampled models. For n = 100 we
observe that 21.06% of the pairs are significant different with a p < 0.05 value.
5.4 Why Comparing Single Model Performances is
Insufficient
While it is straightforward to understand why Evaluation 1 is improper for non-
deterministic machine learning approaches, it is less obvious why this is also the case
for Evaluation 2. If we ignore the bad models, where the approach did not converge
to a good minimum, why can’t we evaluate the best achievable performances of
approaches?
The issue is not the significance test but has to do with the wrong conclusions we
draw from a significant difference. The null-hypothesis for, e.g., the bootstrap test,
is that two compared models would perform not differently on the complete data
distribution. However, it is wrong to conclude from this that one approach is capable
of producing better models than the other approach. The issue is that selecting a
model with high test / true performance is only possible to a certain degree and the
uncertainty depends on the development set.
We write the (hypothetical) performance on the complete data distribution as Ψ(true).
The development and test score are finite approximations of this true performance
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of a model.
We can rewrite the development score as Ψ(dev) = Ψ(true) + X (dev) and the test
score as Ψ(test) = Ψ(true) + X (test). X (dev) and X (test) are two random variables with
unknown means and variances stemming from the finite sizes of development and
test set.
Given two models A∗ and B∗, the significance test checks the null hypothesis whether
Ψ
(true)
A∗ is equal to Ψ
(true)
B∗ given the two results on the test set.
When we select the models A∗ and B∗ based on their performance on the devel-
opment set, we face the issue that the true performance is not monotone in the
development score.
Assume we have models A1 and A2 with identical development performance. The














+ X (dev)A2 = 76% + 2% = 78%








= 76%− 1% = 75%
We compare this against model B∗ from approach B, which as a test performance
of Ψ(test)B∗ = 78%:
If we select A1 for the comparison against B∗, the significance test might correctly
identify that A1 has a significantly higher test performance than B∗. However, if
we select model A2, the significance test might identify that A2 has a significantly
lower test performance than B∗. As we do not know which model, A1 or A2, to
select for Evaluation 2, the outcome of Evaluation 2 is up to chance. If we select
A1, we might conclude that approach A is better than approach B, if we select A2,
we might conclude the opposite.
This situation becomes especially present for badly selected development sets. As-
sume Ψ(dev) is purely random. The choice for A∗ is then random, and the test score
differences between A∗ and A˜∗ from the same approach can become arbitrarily large.
Often, less attention is paid to the selection of the development set, and in some
cases, the development set is significantly smaller than the test set. However, we can
select a model with high test score only to a certain degree, and this factor depends
on how good the development score can predict the test or true performance of a
model.
Distribution of Ψ(test)A1 −Ψ
(test)
A2
We are interested to which degree test scores vary for two models with identical
development scores.
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The difference in test performance between A1 and A2 does not only depend on
X (test) , but also on the random variable of the development set X (dev). Hence, the
variance introduced by the finite approximation of the development set is important
to understand the variance of test scores. Significance tests, like the bootstrap test
or the approximate randomized test, only take the variance by the finite sample size
of the test set into account (X (test)). As shown, it is also important to take the
variance introduced by the finite sample size of the development set (X (dev)) into
account if we want to identify superior learning approaches.
Empirical Estimation
In this section we study how large the test score can vary for two models with
identical development scores. We assume Ψ(dev)A1 = Ψ
(dev)
A2
. We are interested in how




| can reasonably become.
We do this by computing a linear regression f(Ψ(dev)) ≈ Ψ(test) between the develop-
ment and test score. For this linear regression, we compute the prediction interval
ζ (Faraway, 2002). The test score should be within the range f(Ψ(dev)) ± ζ(Ψ(dev))
with a confidence of α.









with n the number of samples, t∗n−2 the value for the two-tailed t-distribution at the
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An extreme difference in test score would be Ψ(test)A1 ≤ f(Ψ(dev)) − ζ(Ψ(dev)) for the
one model and Ψ(test)A2 ≥ f(Ψ(dev)) + ζ(Ψ(dev)) for the other model. The difference




The probability of |Ψ(test)A1 −Ψ
(test)
A2
| ≥ 2ζ(Ψ(dev)) is (1−α)2. We set (1−α)2 = 0.05.
In this case, |Ψ(test)A1 −Ψ
(test)
A2
| ≤ 2ζ(Ψ(dev)) in 95% of the cases.
The value of 2ζ(Ψ(dev)) is approximately constant in terms of the development
score Ψ(dev). Hence, we computed the mean 2ζΨ(dev)) and depict the value in
Table 5.4.
Task Predict. Interval
ACE 2005 - Entities 1.03
ACE 2005 - Events 3.68
CoNLL 2000 - Chunking 0.25
CoNLL 2003 - NER-En 0.69
CoNLL 2003 - NER-De 1.24
GermEval 2014 - NER-De 0.88
TempEval-3 - Events 1.30
Table 5.4: Size of the 95% interval for the test scores of two models with the same
development score.
The value 3.68 for the ACE 2005 - Events tasks indicates that, given two models
with the same performance on the development set, the test performance can vary
up to 3.68 percentage points F1-score (95% interval). The values 2ζ(Ψ(dev)) are
comparably similar to the value of ∆(test)95 in Table 5.3.
Evaluation 2 is interesting if we want to compare two methods for the best achievable
test performances. However, identifying which regions in weight space will yield high
test performance is difficult, and the development set introduces an uncertainty fac-
tor. The computed prediction interval could give a hint, which improvement in test
score is needed to be certain that an approach can produce better working models
than another approach for a specific dataset. Note, the estimated prediction inter-
vals are much higher than what is typically observed as a significant improvement
for these tasks.
5.5 Sources of Variation
Comparing two or more learning approaches based on the test performance of in-
dividual models can be misleading and bears a high risk of drawing wrong conclu-
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sions. It is possible that observed differences are due to chance and are not due
to a better learning approach. Deciding when an approach is superior for a task is
non-trivial.
It is important to note different sources of variations that influence the performance
of approaches. The first source of variance is the internal randomness of the learn-
ing approach. The performance of non-deterministic learning approaches can vary
heavily depending on the sequence of random numbers. The second source is the
selection of the training, development and test set. On one split, one approach might
outperform the other, while on another split, the other approach is superior. The
third source of variance can be label noise, e.g., from mislabeled and ambiguous
samples.
5.5.1 Internal Randomness
The model performance for non-deterministic learning approaches that use a se-
quence of random numbers to train a model can depend heavily on this sequence.
Some sequences lead to well-performing models, while other sequences lead to less
well-performing models. Neural networks are an example of an approach that uses
randomness in various parts. Typically, the weights are initialized randomly, train-
ing data is shuﬄed for stochastic gradient descent, and random dropout masks are
applied to avoid overfitting.
The sequence of random numbers influences to which local minimum or saddle point
the network converges. While the different convergence points in terms of the value
of the cost function on the training set are often similar (Rumelhart et al., 1986;
Keskar et al., 2016), and it is believed that local minima are not too different from the
global minimum (Rumelhart et al., 1986; Kawaguchi, 2016), different convergence
points show large differences in terms of generalizing to new, unseen data.
Flat Minimum Sharp Minimum
Train Error Test Error
f(x)
Figure 5.6: A conceptual sketch of flat and sharp minima from Keskar et al. (2016).
The Y-axis indicates values of the error function and the X-axis the weight-space.
As (informally) defined by Hochreiter and Schmidhuber (1997b), a minimum can
be flat, where the error function remains approximately constant for a large con-
nected region in weight-space, or it can be sharp, where the error function increases
rapidly in a small neighborhood of the minimum. A conceptual sketch is given in
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Figure 5.6. The error functions for training and testing are typically not perfectly
synced, i.e., the local minima on the train or development set are not the local
minima for the held-out test set. A sharp minimum usually depicts poorer gener-
alization capabilities, as a slight variation results in a rapid increase of the error
function. On the other hand, flat minima generalize better on new data (Keskar
et al., 2016). Keskar et al. observe for the MNIST, TIMIT, and CIFAR datasets,
that the generalization gap is not due to overfitting or overtraining, but due to dif-
ferent generalization capabilities of the local minima, the networks converge to. To
which type a neural network converges can be influenced, e.g., by the design of the
network or by the training method. Keskar et al. (2016) observe that training with
large mini-batches tends to converge to sharp minima. Hochreiter and Schmidhuber
(1997b) and Chaudhari et al. (2016) propose alternative optimization algorithms
that avoid sharp valleys.
Taking the internal randomness into account when comparing two learning ap-
proaches is crucial as shown in section 5.3. Otherwise, it is uncertain whether an
improved model performance stems from a superior learning approach or if it stems
from a luckier sequence of random numbers. Accounting for this source of varia-
tion in an evaluation is straightforward: Approaches are trained multiple times with
varying sequences of random numbers and the resulting scores are compared.
5.5.2 Train, Development and Test Samples
For most tasks, only a finite number of samples are annotated. Those are usually
split into a training, development and test set. A model might outperform another
model on a particular test dataset, however, on the complete data population, both
models would perform identically. This issue is typically addressed by performing
a significance test that is based on the test scores of the models. Possible signif-
icance tests are the approximate randomized test (Riezler and Maxwell, 2005) or
the bootstrap test (Berg-Kirkpatrick et al., 2012). The significance tests check the
null-hypothesis that two models would perform identically on the whole (infinite)
data population.
However, not only the finite size of the test dataset influences the outcome. The
finite size of the training and development datasets are also sources of variations.
Small changes to the training dataset, like adding or removing individual data points,
may cause large differences in the model produced by a learning approach. Breiman
(1996a,b) showed that this is a serious issue for decision tree algorithms. In Reimers
and Gurevych (2015) we observed a similar case for the 2015 NIST TAC KBP
Event Detection shared task: Using only 75% of the available training data, the
performance of the proposed system improved by about 3 percentage points F1-
score.
Training a neural network until the error function on the training set convergences
can lead to overfitting, i.e., it can lead to a model that generalizes badly to new data.
Here, the development set plays a crucial role to determine when to stop the training
process. Further, the development set is often used for parameter tuning. However,
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this introduces another source of variation. Maybe an approach produced a well-
performing model for the whole data distribution. But this good model performed
rather badly on the development set and is discarded for the final selection. Instead,
we select another model that performed well on the development set, but rather
bad for the whole data distribution. We show in section 5.3 and section 5.4 that
the correlation between the development score and the test score can be low. If
we would train the approach with a different development set, we might select a
different model that performs better for the whole data population.
Both, the variance introduced by the training dataset and by the development
dataset are not factored into significance tests that work on the test output of a
model, for example, the approximate randomized test (Riezler and Maxwell, 2005),
the bootstrap test (Berg-Kirkpatrick et al., 2012), or the McNemar’s test (Everitt,
1977; Dietterich, 1998). An approach might produce better working models for one
particular partitioning of the dataset, however, for another partitioning, opposite
conclusions might be drawn.
Instead of a fixed train, development and test set, cross-validation or other resam-
pling methods could take the variation introduced by different partitioning into
account. However, creating these different partitionings is not straightforward. For
example, the CoNLL 2003 NER dataset and the ACE 2005 dataset splits documents
based on the document creation date. Documents before a certain date are for train-
ing and development and documents after a certain date are used for testing. This
temporal split tries to address the challenge that language changes over time.
A further issue is that cross-validation shouldn’t be used for tuning of algorithms.
Varma and Simon (2006) showed that, when an algorithm is tuned using cross-
validation, it can introduce a positive bias. The cross-validation performance is a
too optimistic estimation of the performance on unseen data.
5.5.3 Random and Not So Random Class Noise
A certain fraction of the data is mislabeled, e.g., due to human errors from the anno-
tators. Another fraction of the data is ambiguous, i.e., multiple labels for the same
sample are plausible. However, most tasks allow only one label per sample.
The inter-annotator agreement can be seen as an estimate of these two fractions.
The fraction of mislabeled and ambiguous samples depends on the difficulty of the
task, on how the annotation was performed, and on the skill level of the annotators.
The estimated error rate for the Penn Treebank POS dataset is approximately 3%
(Marcus et al., 1993). The agreement on the span of events for the TimeBank corpus
is estimated at 0.78 F1-score (cf. Table 2.4).
If labels for these two classes are assigned randomly, then no classifier can achieve
an error rate less than the noise in the data. However, the assigned label is not nec-
essarily random. It can be influenced by the annotation process, e.g., by proposing
a default label for a sample, or it can be influenced by individual biases and under-
standings from annotators. Further, the understanding of the task can change over
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time. Hence, samples annotated at the start are different from samples annotated
at the end.
Annotation projects are rarely performed by a single annotator. Usually, the work
is split between multiple annotators to enable the creation of larger datasets. Each
annotator has a different understanding of the task, which can lead to different
biases for the set of mislabeled and ambiguous samples. This set of samples is not
necessarily equally distributed across data partitions, e.g., training data might be
annotated mainly by one group of annotators, while test data might be annotated
mainly by a different group. Hence, we can observe different biases in the training
and in the test set.
Depending on the dataset, the fraction of mislabeled and ambiguous samples can
be quite large, and it can influence the achieved performances for models. A model
might not necessarily perform better on the test dataset, it just might have been
lucky and guessed better the bias for mislabeled and ambiguous samples in the test
set.
We observed this for the 2015 NIST TAC KBP Event Detection shared task (Reimers
and Gurevych, 2015). The annotation of contact events was especially problematic
for this dataset (cf. section 2.3.2). Contact events have a low inter-annotator agree-
ment, and there is a high difference in the distribution of contact events in the train
and in the test datasets. The guidelines state that for speech verbs like said or
told only the first occurrence in a document is tagged. However, annotators varied
in the implementation of this rule (Song et al., 2016). It appears only some an-
notators followed this rule. Our approach that was trained on 75% of the training
data predicted by accident correctly how those contact events are labeled in the
unseen test data. This accident improved the test performance by 3% percentage
points F1-score. When we trained the approach on the whole training set, it guessed
wrongly if and how annotators for the test data will implement this rule for contact
events.
This class noise can make the comparison of approaches difficult. It might be that
one approach is not better than another approach for a specific task, it just might
be that one approach predicted the class noise in the test set better than the other
approach.
5.6 Evaluation Methodologies Based on Score Dis-
tributions




= S(A(Train,Dev,Rnd)(Testx), Testy). (5.1)
A is the learning approach that trains a model given a training set Train, a de-
velopment set Dev and a sequence of random numbers Rnd. The resulting model
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A(Train,Dev,Rnd) is applied to the test dataset Testx and a performance score S is
computed between the predictions and the gold labels Testy.
Based on this, we define two idealized definitions for approach A superior to approach
B.
Evaluation 3. Given a certain task and a potentially infinite data population D.
We call approach A superior to approach B for this task with training set of size
k ≤ |Train| ≤ l if and only if the expected test score for approach A is larger than













with Train, Dev, and Test sampled from D.
We can approximate the expected test score for an approach by training multiple
models and comparing the sample mean values Ψ(Test)A1...n and Ψ
(Test)
B1...m
. We conclude that
one approach is superior if the difference between the means is significant.
A common significance test used in literature is the Welch’s t-test. This is a simple
significance test which only requires the information on the sample mean, sample
variance and sample size. However, the test assumes that the two distributions are
approximately normally distributed.
Evaluation 3 computes the expected test score, however, superior can also be inter-
preted as a higher probability to produce a better working model.
Evaluation 4. Given a certain task and a potentially infinite data population D.
We call approach A superior to approach B for this task with training set of size
k ≤ |Train| ≤ l if and only if the probability for approach A is higher to produce
a better working model than it is for approach B. We call approach A superior to









We can estimate if the probability is significantly different from 0.5 by sampling
a sufficiently large number of models from approach A and approach B and then
applying either a Mann-Whitney U test for independent pairs or a Wilcoxon signed-
rank test for matched (dependent) pairs for the achieved test scores.
In contrast to the Welch’s t-test, those two tests do not assume a normal distribution.
However, they ignore the difference between the performance scores and they could
be excessively conservative.
Note that there is a fine distinction between Evaluation 3 and Evaluation 4. Evalu-
ation 3 compares the mean values for two approaches, while Evaluation 4 compares
the medians of the distributions.4 For skewed distributions, the median is different
from the mean, which might change the drawn conclusion from Evaluation 3 and
4 Note, for certain distributions, the median m with P (X ≤ m) ≤ 0.5 and P (X ≥ m) ≤ 0.5 might
not be uniquely defined. This does not affect Evaluation 4.
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Evaluation 4. Approach A might have a better mean score than approach B, but
a lower median than approach B or vice versa. If mean and median are identical,
then Evaluation 3 and Evaluation 4 are identical.
Note, Train, Dev, and Test in Evaluation 3 and 4 are random variables sampled
from the (infinite) data population D. This is an idealized formulation for comparing
machine learning approaches as it assumes that new, independent datasets from D
can be sampled. However, for most tasks, it is not easily possible to sample new
datasets. Instead, only a finite dataset is labeled that must be used for Train, Dev,
and Test. This creates the risk that an approach might be superior for a specific
dataset, however, for other train, development, or test sets, this might not be the
case (cf. section 5.5.2 and section 5.5.3).
Evaluation 3 and Evaluation 4 both mention that training sets are of size k ≤
|Train| ≤ l. Learning approaches can react differently to increasing or decreasing
training set sizes, e.g., approach A might be better for larger training sets while
approach B might be better for smaller training sets. When comparing approaches,
it would be of interest to know the lower bound k and the upper bound l for ap-
proaches A and B. However, most evaluations check for practical reasons only one
training set size, i.e., k = l.
Experiment
We tested if the introduced evaluation setups Evaluation 3 and Evaluation 4 can
address for the internal randomness of learning approaches. We test this by checking
if these methods can reliably detect that there is no difference between the approach
A and A˜.
We re-use the data from section 5.3 and compare 25 models from approach A
(A(j)1 , ..., A
(j)
25 ) against 25 models from approach A˜ (A˜
(j)
1 , ..., A˜
(j)
25 ). For Evaluation
3, we use the Welch’s t-test, for Evaluation 4, we use the Wilcoxon signed-rank test.
As threshold, we used p < 0.05.
Task Eval. 3 (Mean Scores) Eval. 4 (Median Scores)
ACE - Entities 4.68% 4.86%
ACE - Events 4.72% 4.67%
CoNLL - Chunking 4.60% 4.86%
CoNLL - NER-En 5.18% 5.01%
CoNLL - NER-De 4.83% 4.78%
GermEval - NER-De 4.91% 4.74%
TempEval - Events 4.72% 5.03%
Table 5.5: Percentage of significant difference between A and A˜ for p < 0.05.
Table 5.5 summarizes the outcome of this experiment. The ratios are all at about
5%, which is the number of false positives we would expect from a threshold p < 0.05.
In contrast to Evaluation 1 and 2, Evaluation 3 and 4 were able to identify that the
approaches are identical in most cases.
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Figure 5.7 shows a boxplot for the average test score of the first n models of A(j)
for the CoNLL 2003 NER-En task. For n = 1, i.e., only a single model with one
sequence of random numbers is trained, we observe a large variance in test score.
Some models perform well, while others perform less well. With increasing n, i.e.,
training multiple models and averaging the test scores, the variance in mean test
scores decreases. For example, if we average the performance of 20 models, the
average is rather stable at about 0.90 F1-score.
Figure 5.7: Averaging test-score of n models for the CoNLL 2003 NER task.




will make it difficult to spot difference
between two learning approaches. To express the variance in an intuitive value, we




The value ∆(test)95 gives an impression which improvement in mean test score is needed
for a significant difference. Note, this value depends on the internal randomness of
the learning approach and would be different for another learning approach.
The values are depicted in Table 5.6. For increasing n the value ∆(test)95 decreases,
i.e., the mean score becomes more stable. However, for the CoNLL 2003 NER-En
task we still observe a difference of 0.26 percentage points F1-score between the
mean scores for n = 10. For the ACE 2005 Events dataset, the value is even at 1.39
percentage points F1-score. Any refinement of our learning approach that does not
result in a mean score improvement larger than the values depicted in Table 5.6 has
a high risk to be insignificant.
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∆
(test)
95 for n scores
Task 1 3 5 10 20
ACE - Entities 1.21 0.72 0.51 0.38 0.26
ACE - Events 4.32 2.41 1.93 1.39 0.97
CoNLL - Chunking 0.30 0.16 0.14 0.09 0.06
CoNLL - NER-En 0.83 0.45 0.35 0.26 0.18
CoNLL - NER-De 1.61 0.94 0.72 0.51 0.37
GermEval - NER-De 1.12 0.64 0.48 0.34 0.25
TempEval - Events 1.48 0.81 0.63 0.48 0.32
Table 5.6: 95% percentile of ∆(test) after averaging the test performance for nmodels.
5.7 Hyperparameters
Hyperparameters play an important role in the performance of many learning ap-
proaches and can make the difference if a system is observed as state-of-the-art
or as mediocre (Hutter et al., 2014). Tuning hyperparameters for an approach is
non-trivial and Snoek et al. (2012) describe it as a “black art that requires expert
experience, unwritten rules of thumb, or sometimes brute-force search”.
The difficult question arises how approaches should be compared with respect to
the dependence on hyperparameters. Figure 5.8 shows the conceptual sketch of two
approaches, for example, approach A a neural network with dropout (Srivastava
et al., 2014b) and approach B the network without dropout, and their dependence
on the number of hidden units. If only a single hyperparameter configuration is
evaluated, all three conclusions are possible: Approach A outperforms approach
B, both approaches perform equally well, and approach B outperforms approach
A.








Figure 5.8: Hypothetical performance curve for two approaches depending on a
single hyperparameter.
A fair comparison between approaches for a task requires that all approaches are
tuned to the same degree. Otherwise, it cannot be differentiated if an approach is
conceptually superior for a task or if it was only better tuned. Melis et al. (2017)
demonstrated this issue when evaluating state-of-the-art neural networks for the
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task of language modeling. With automatic black-box hyperparameter tuning, they
conclude that standard LSTM architectures outperform more recent and supposedly
better architectures.
However, ensuring that every compared approach is tuned to the same degree and
with the same effort can be difficult. Often, tuning involves some manual steps,
for example, selecting parameter boundaries. Here, the knowledge and experience
of the researcher with that particular approach can influence the outcome of the
tuning step. Even with a fully automated black-box hyperparameter tuning system,
a fair comparison is not necessarily given. It might be that the tuning algorithm
works better for the one approach than for the other approach. With another tuning
algorithm, the opposite conclusion might be drawn.
Even when assuming a fair tuning for both approaches, deciding which approach
is superior is conceptually complex. Figure 5.9 depicts a conceptual sketch of two
approaches. Approach A is highly sensitive to the hyperparameters, and only a
small range of parameters yield a good performance. In contrast, approach B is
insensitive to the hyperparameters, and a large range of the hyperparameters gives











Figure 5.9: Approach A is sensitive to the hyperparameter, however, achieves a
higher peak performance than approach B.
Deciding which approach from Figure 5.9 is superior is difficult. Training a deep neu-
ral network can be expensive and might require days to converge. In such a case,
evaluating a large number of hyperparameters might be infeasible, especially as the
parameters, that are important to tune, can change from task to task (Bergstra and
Bengio, 2012). For such cases, approach B, that is less depended on the hyperparam-
eters, might be the better choice. If training a model is cheap, more hyperparameters
can be evaluated. In such a case, approach A might be preferable.
We observe these differences for actual datasets and architectures. For the Penn
Treebank, we randomly sampled hyperparameters for a BiLSTM-architecture and
trained it in a single task setup as well as in a multi-task setup using the CoNLL
2000 chunking dataset as an auxiliary task. Figure 5.10 depicts the violin plot of
the achieved test accuracies. The violin plot is similar to a boxplot, however, it
estimates the probability density function from the samples and depicts it along
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Figure 5.10: Comparison of the performance on the POS dataset. Blue/Left: Single
Task Learning setup. Green/Right: Multi-Task Learning setup with Chunking as
auxiliary data.
the Y-axis. If a violin plot is wide at a certain location, then achieving this test
performance is especially likely. Besides the probability density, it also shows the
median as well as the quartiles.
The violin plot reveals that the variance for the multi-task setup is larger, i.e.,
the chance of having an especially good but also an especially bad configuration is
higher than for the single task setup. The median performance for both settings
was identical. Further details on this experiment are presented in (Reimers and
Gurevych, 2017b).
It remains an open question how hyperparameters should be properly taken into
account when comparing different learning approaches. We might argue that the
effort and time to tune a system should be neglected and only the performance from
the best parameter setting matters. However, this might lead to approaches that
are extremely sensitive to the selected hyperparameters and are difficult to apply for
new tasks and datasets. Instead, we argue that the adaptation of approaches to new
tasks is a critical aspect of an approach and the dependence on hyperparameters
should be evaluated. We think the following aspects would be of interest:
• Sensitivity: How much does a slight change of the hyperparameter value
affect the performance? Approaches that are less sensitive to concrete hy-
perparameter values are desirable, as those are potentially easier to adapt to
new tasks. The sensitivity can be studied by training the approach multiple
times with different values for one parameter. If the performance changes only
slightly, we can conclude that the approach is less dependent on the value
of that specific parameter. In chapter 3, we provide an evaluation for the
BiLSTM-CRF architecture.
• Importance: For many approaches, it is unknown which parameters are
important to tune. This potentially slows down the adaptation of the approach
to new tasks. The importance can be studied, by training the approach for
multiple tasks and comparing the optimal values for a parameter for each task.
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If the optimal parameter value is comparably constant for all tasks, we would
expect that this value will work well for new tasks.
• Relative Importance: Which parameters are important to tune can depend
on the task. For one task, certain parameters might highly influence the
achieved performance, while for another task, the same parameter impacts
the performance negligibly. Bergstra and Bengio (2012) demonstrated this for
various image recognition datasets. The relative importance can be studied by
comparing how much the performance varies (sensitivity) for different tasks.
If we observe that the set of parameters with high / low sensitivity changes,
we can conclude that the relative importance of parameters depends on the
task.
• Effort of Tuning: The perfect learning approach would be easy to adapt
to new tasks, i.e., we would like to achieve a good performance with no or
minimal tuning. We can estimate the effort needed for tuning by applying a
hyperparameter optimization strategy and measuring the required time to find
a configuration that performs within a threshold to the optimal configuration.
For random hyperparameter search (Bergstra and Bengio, 2012), we could
sample and evaluate n configurations and measure how many of these perform
within a certain threshold. If most configurations perform nearly as good as
the optimal configuration, we conclude that less effort must be spent on tuning
the approach.
Future research requires the formalization of these four aspects, especially to make
comparative evaluations of approaches possible.
5.8 Conclusion
Comparing machine learning approaches and finding the best, most accurate ap-
proach for a task is difficult. A common evaluation setup in the NLP community to
find the state-of-the-art technology is based on shared tasks: An annotated dataset
is partitioned into a training, development, and test set. Approaches can be trained
and tuned on the training and development set, and a final model is selected. This
final model is then evaluated on the unseen test data. The evaluation setups from
previous shared tasks are also often used for future research, e.g., the dataset of the
CoNLL 2003 shared task on NER is still actively used after 15 years.
The approach that produced the (significantly) best model in the shared task is then
seen as the best approach for that task. However, as shown in this chapter (section
5.2 - 5.3), there is a high risk that this conclusion is wrong.
Non-deterministic approaches like neural networks can produce models with varying
performances. If two approaches are trained only once, then it is not possible to
decide whether the difference in performance stems from a better learning approach
or from a luckier sequence of random numbers. We showed for the ACE 2005
dataset on events that the evaluated BiLSTM-CRF architecture can vary up to
9.04 percentage points F1-score if the same approach with the same configuration is
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trained with two different sequences of random numbers (cf. Table 5.1). This does
not only affect our implementation, but also the BiLSTM-CRF implementations
from Ma and Hovy (2016) and Lample et al. (2016) (cf. Table 5.2).
In most shared tasks and for most research publications, approaches are not trained
only once. Instead, approaches are tuned and many different models are created and
evaluated on a development set. The best model on the development set is selected
for the final evaluation.
As shown in section 5.3, when we compare two identical approaches, we see in a
higher number of cases statistically significant difference in test performance. By
implication, a significant difference in test performance does not allow to draw the
conclusion that one approach is more accurate than the other. As before, the dif-
ference might be due to a luckier sequence of random numbers.
We generalized this observation in section 5.4 to any task and any approach that
can produce models with varying performances. An interesting observation in that
section is that the variance of the test scores depends on the development set. With
an improper development set, the achieved test scores for the same approach can
vary arbitrarily large. Without a good development set, we face the challenge of not
knowing which configuration in weight space to choose for the final evaluation.
We conclude that the meaningfulness of a test score is limited by the quality of
the development set. This is an important observation, as in many cases only
little attention is paid to the selection of the development set. In order to have as
much training data as possible, we often prefer small development sets, sometimes
substantially smaller than the test set. Such a small development set increases
the variance for the observed test scores and detecting differences between learning
approaches becomes more challenging.
Further, significance tests like the approximate randomized test (Riezler and Maxwell,
2005), the bootstrap test (Berg-Kirkpatrick et al., 2012) or McNemar’s test (Everitt,
1977; Dietterich, 1998) do not take into account the uncertainty introduced by
the development set. Hence, those tests are not suitable to compare learning ap-
proaches.
Section 5.5 identified three sources of variation for learning approaches: The inter-
nal randomness of the approach, the data partitioning into train, development and
test set, and label noise from mislabeled or ambiguous samples. Accounting for the
internal randomness in an evaluation is simple as shown in section 5.6: The ap-
proaches are trained multiple times with changing random sequences and either the
mean scores or the score distributions are compared. Significance tests then indicate
in most cases (>95% for p < 0.05) that there was no difference between the two
identical learning approaches.
Accounting for variance introduced by data partitioning and from label noise is much
more challenging and requires multiple, independently annotated datasets. Ideally,
we would have multiple, independently annotated datasets for the same task that
could be used for the evaluation of machine learning approaches. However, this is
seldom the case. Instead, we propose to evaluate machine learning approaches on
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many different tasks. If a new approach outperforms previous approaches on many
tasks and datasets, it increases the confidence that this approach is actually superior
and that the improvement is not due to a unique situation for one particular task





In this thesis, we focused on three research questions in the area of event detection
and extraction. In the following, we provide a summary of the conclusions for these
three questions.
RQ1 Universal Learning Approach for Event Detection
Automatic event detection and extraction systems are an interesting research field
with many different applications. However, how an event is defined and which
linked information should be extracted from a text often depends on the concrete
application. This led to many different annotation schemes, datasets, and systems,
each having a slightly different definition what counts as an event and which further
information is annotated / extracted.
Instead of a system that works well for one particular annotation scheme and dataset,
we were interested to identify a universal learning approach for event detection.
Event detection is often defined as a sequence tagging task. The BiLSTM-CRF
architecture (Huang et al., 2015; Ma and Hovy, 2016; Lample et al., 2016) has been
shown to work well for various sequence tagging tasks. However, it was unclear which
of the various published design choices for this architecture are actually necessary
to achieve a good performance. The various published extensions are difficult to
compare from their original publications, as each author uses an own implementation
with an own set of hyperparameters. Hence, it is unclear whether the improvement
stems from the proposed extension or from, e.g., a better set of hyperparameters.
This large number of design choices and hyperparameters poses the risk that time is
wasted when adapting the approach to a new task by spending time on implementing
and tuning unnecessary design choices or hyperparameters.
We implemented the various options and performed an evaluation that allows iden-
tifying which design choices and hyperparameters have an impact on the perfor-
mance. We evaluated over 50,000 configurations on five common sequence tagging
tasks. Our results show that only few options have a high impact on the perfor-
mance, and the specific values for most hyperparameters are of minor relevance. The
choices that had the highest impact were the pre-trained word embeddings and the
usage of a CRF-classifier. We could observe average differences of up to 5 percentage
points accuracy between different existent word embeddings. Embeddings that were
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trained using dependency links worked better for syntactic-oriented tasks, and em-
beddings trained with context windows worked better for semantic-oriented tasks.
This observation is in-line with previous observations, that dependency links cap-
ture better the functional properties of words (Levy and Goldberg, 2014; Komninos
and Manandhar, 2016). Komninos and Manandhar presented a method to jointly
train embeddings on dependency links and on context windows. The published
embeddings by them achieved the pest performance in all evaluated tasks.
Using the analysis, we developed a default configuration for the BiLSTM-CRF ar-
chitecture and applied it to different event detection datasets. For all datasets, we
observed high performance scores, comparable to specifically tuned approaches on
those datasets. The only exception was the ACE 2005 dataset, where the BiLSTM-
CRF architecture achieved a 7.3 percentage points lower F1-score. Recent system
(Yang and Mitchell, 2016; Liu et al., 2017b) for the ACE 2005 dataset use joint
training for detecting events and to extract event arguments. Event arguments can
be critical for the distinction of the event type, for example, there is a difference if a
person or an object is transported. Hence, joint training can improve the detection
and classification of events. However, it requires that event arguments are anno-
tated in the training set. The proposed BiLSTM-CRF architecture works without
annotation of event arguments.
RQ2 Automatic Temporal Anchoring of Events
Events are strongly connected to the concept of time, and knowing when an event
happened is crucial for a lot of applications. Hence, in chapter 4, we focused on the
temporal anchoring of events.
We evaluated two widely used schemes to provide temporal information for events.
The first scheme provides temporal information as an argument to an event and is,
for example, used by the ACE and ERE standard. However, the scope is limited to
noun phrases in the same sentence of the event. As a consequence, only 19.8% of
the events in the ACE 2005 dataset have temporal information. The second scheme
is based on temporal relations (TLINKs) between events and temporal expressions.
An example for this approach is TimeML and the TimeBank (Pustejovsky et al.,
2003).
The issue with TLINKs is that the number of links grows quadratic with the num-
ber of events and temporal expressions. An article with 200 events and temporal
expressions would have 19,900 possible TLINKs. As annotating a large number
of relations is infeasible, existent corpora restrict which TLINKs should be anno-
tated. TimeBank annotated only salient links, however, the agreement which links
are salient was rather low. Consecutive research usually focuses on only annotating
TLINKs with the same sentence or between sentences. In our annotation study, we
showed that in 58.7% of the cases the most informative temporal expression is more
than one sentence apart from the event mention. For around 25% of the events, the
most informative temporal expression is even five or more sentences away. Limiting
the TLINKs to pairs that are at most one sentence apart poses the risk that impor-
tant TLINKs are not annotated and consequently cannot be learned by automated
systems.
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We developed a new annotation scheme to provide precise temporal anchors for all
events in a document. The annotators provide the exact event date if it is men-
tioned in the text. Otherwise, they provide a timeframe as precisely as possible
when the event has happened. The annotators take the complete document into
account to answer the question when the event happened. The annotation is not
restricted to dates mentioned in the text. For example, in the sentence It’s the [sec-
ond day]date:1998-03-06 of an [offensive]beginPoint=1998-03-05... it is clear that the offensive
started on March 5th, 1998, even though this date is not explicitly stated in the
document. In comparison to the TimeBank-Dense corpus (Cassidy et al., 2014), the
temporal anchoring for events is of higher precision while requiring about 85% lower
annotation efforts.
While the proposed scheme is simple for human annotators, it creates some chal-
lenges for automatic approaches. There is an infinite number of labels, and the label
depends on the content of the document. Further, the complete document must be
taken into account, and the human annotations do not provide the information which
parts of the document are relevant for inferring the label. Hence, automatic systems
must work on the complete document, must estimate if an event lasted longer than
a day, and must decide whether the event time is explicitly stated or if it must be
inferred from temporal ordering, causality, and world knowledge.
We propose a system for the developed annotation scheme. It is a decision tree that
applies convolutional neural networks in its nodes. It performs multiple decisions
and takes the complete document into account in order to produce the final event
time label. On our annotated dataset, it performs substantially better than baselines
based on state-of-the-art methods for TLINK extraction. We applied the model out-
of-the-box for the task of automatic timeline generation for the SemEval-2015 Task
4 dataset. There, it achieved an improvement of 4 percentage points compared to
the state-of-the-art approach for this dataset.
RQ3 Evaluation of Machine Learning Approaches
Our research community spent a lot of effort on identifying new learning approaches
for tasks of interest. It is expected that new approaches are compared against exis-
tent approaches and that new approaches are in some way better, e.g., by achieving a
higher performance. Wrong conclusions through insufficient evaluation methodolo-
gies can cause a lot of harm, e.g., by allocating researchers’ time to try to reproduce
those experiments.
In chapter 5 we described that there is a fine, but important distinction between
learning approach evaluation and model evaluation. A learning approach describes
the holistic setup to solve a certain optimization problem. For neural networks, this
would be the network architecture, the optimization algorithm, the loss-function
etc. A model is a specific configuration of the weights for this architecture. Such a
model can be applied to new instances. In a specific application, where we want to
use the model for labeling new data, we are interested to identify the best model for
that task.
A commonmodel evaluation setup is to train and tune the approach on a training and
a development set. The model that performed best on the development set is selected
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and is evaluated on unseen test data. A significance test like the approximate
randomized test (Riezler and Maxwell, 2005), the bootstrap test (Berg-Kirkpatrick
et al., 2012) or the McNemar’s test (Everitt, 1977; Dietterich, 1998) can be used to
test if this model performs significantly better than previous models.
Instead of finding one particular weight configuration (i.e. a model) that works well
for the test set, in research, we are often more interested to identify better learning
approaches for that task. However, we observe that the described model evaluation
setup is commonly used to show the improvement for a new learning approach.
A new approach is trained, and when the resulting model achieves a statistically
significant higher performance on the test set, the conclusion is drawn that this
approach is superior to previous approaches. This form of evaluation is also used
for shared tasks, where models from competing teams are evaluated. The usual goal
for a shared task is not to identify one specific weight configuration that works well
for the test dataset but to identify a superior learning approach for that task.
In chapter 5 we show that the conclusion superior model performance for a task
⇒ superior learning approach for a task cannot be drawn. We showed that when
training two identical learning approaches, then there is a high chance to observe
statistically significant performance differences. These differences are due to the
internal randomness of learning approaches and due to uncertainty introduced by
the development set: The best model on the development set must not be the
best one on the test set. By implication, observing statistically significant model
performance differences does not allow to conclude that the underlying learning
approaches are different or that one approach is superior to the other. There is a
high risk that these differences are due to chance.
This is an important observation for scientific publications and for the organization
of shared tasks. If the goal is to compare approaches, it is insufficient to compare
the performance of individual models. Instead, we propose the comparison of score
distributions. We described three sources of variation, which can impact the perfor-
mance: The internal randomness of the approach, the partitioning of the data, and
class noise. Addressing the first source (the internal randomness) is straightforward:
Multiple models are trained with different random sequences, and score distributions
are compared. The two other sources are far more difficult to address. Addressing
these sources would require that further labeled data is available. In conclusion, we
recommend comparing new approaches always on multiple tasks and datasets. This
reduces the risk that a new approach is only superior due to a special property of
the dataset.
Future Research Directions
Each research question bears a lot of potential for future research. In the follow-
ing, we list a subjective overview of the most crucial research directions for future
work.
RQ1 Universal Learning Approach for Event Detection
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• Transfer learning: The definition what counts as an event often depends on
the specific application. This led to many different annotation schemes and
datasets. So far, approaches were mainly trained and tuned in isolation on
only one dataset. A transfer between datasets could have a lot of potential.
Often, the event definitions share some similarities and only differentiate in
details. For example, TimeML defines an event as a cover term for situations
that happen or occur, and most verbs count as an event. In contrast, the ACE
2005 standard restricts the annotated events to 33 semantic classes, and other
events, even though possible, are not annotated. A successful transfer learning
approach could help to reduce the required training data for new definitions
and tasks.
• Extraction of New Event Argument Types: In most applications, events must
not only be detected, but also relevant information linked to the event must be
extracted, for example, the participants or the place. As before, which argu-
ments are considered as relevant is different for each application. Hence, each
annotation scheme and dataset defines different event arguments. Extract-
ing a new event argument type, that was not defined in the original scheme
and dataset, is not possible with the existent approaches. A new event argu-
ment type typically requires the annotation of data and the training of the
approaches from scratch. This prevents an easy adaptation of systems to new
use-cases.
• Event Importance: The Oxford dictionary mentions that events are “A thing
that happens [...], especially one of importance.” However, the notion of impor-
tance is not incorporated in most event detection datasets. Every annotated
event, for example in a news article, has the same weight, even though some
events are more relevant to the story. Estimating the importance of an event
is critical for many applications, for example for story summarization or for
creating news digests.
RQ2 Automatic Temporal Anchoring of Events
• Temporal Anchoring of Complex Event Types: Documents do not only re-
port about events that are easily observable and that actually happened, but
also about abstract, negative, future, hypothetical, conditional, uncertain, and
generic events. Our annotation study showed that temporal anchoring of those
events was especially challenging with low inter-annotator agreements. For ex-
ample, when is the begin and end point of a conflict that did not happen? Even
though the conflict did not happen, the author maybe refers to a certain time
range when the event could have happened. A better understanding, how the
human performs temporal inference and temporal anchoring for these types of
events, is needed.
• Temporal Anchoring for Heterogeneous Text Domains: Most datasets on tem-
poral anchoring of events and hence most automatic systems are based on
news articles. In other textual domains, for example in novels, encyclopedic
documents, research papers, or social media posts, temporal information is
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expressed quite different to news articles. Further, events in a news article are
often tightly connected to the document creation date as news articles usually
report about recent events. Many systems heavily rely on this relation to pre-
dict when an event happened. For novels or encyclopedic documents, there
is often no relation with the document creation time, and events can occur
arbitrarily before or after the creation time.
RQ3 Evaluation of Machine Learning Approaches
• Selection of Train, Development, and Test Set: Nearly no systematic insights
exist on how to create training, development, and test datasets. The annotated
documents should be a representative sample of the (infinite) data distribution.
However, it is unclear how to create a representative corpus. Further, it is
unclear how to split the samples into a training, development, and test set.
• Predictive Power of Performance Scores: We use test scores to predict how well
a model would perform on the complete, infinite data distribution. A model
with a statistically significant higher test score is assumed to work better on
the complete data distribution. However, when applying models in real-world
applications, it can often be observed that the correlation between test scores
and real-world performance is rather low. Some models and approaches are
especially prone to changes in data distributions, dramatically lowering their
performance in most real-world applications where the data distribution is
different from the distribution in the train and validation set. Understanding
why this occurs and identifying a method to address this in an evaluation
setup could help to develop new approaches that are less sensitive to changing
data distributions.
• Comparison of Approaches: Comparing a new approach with existent ap-
proaches is a difficult task and can easily lead to wrong conclusions. For ex-
ample, the authors Huang et al. (2015), Ma and Hovy (2016), and Lample et al.
(2016) developed each own implementations of the BiLSTM-CRF architecture,
each with a different pre-processing and a different set of hyperparameters.
They successively proposed new extensions to the BiLSTM-CRF architecture
and showed performance increases on common datasets. However, it is unclear
if the published performance improvements really stem from the proposed ex-
tensions. Small changes in the implementation, in the pre-processing, in the
hyperparameters, in the software framework, or in the hardware can lead to
large performance differences. For example, all three publications use different
pre-trained word embeddings, and as shown in section 3.5.1, the impact of the
pre-trained word embeddings on the performance is extremely large.
In our experiment, we observed that the proposed extensions by Ma and Hovy
(2016) and Lample et al. (2016) only led to small improvements for some
datasets. For other datasets, we could not observe an improvement. A fair
comparison of approaches requires that all other parameters, e.g., the pre-
processing, the software framework, and the hardware, are identical and that
all approaches are tuned to the same degree. Ensuring this is time-consuming,
and more efficient methods to ensure a fair comparison are desirable.
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A Guidelines for Annotating Event Time Values
The following guidelines were used for the annotation of the event time (cf. chapter
4).
Figure A.1: Stepwise decision process for annotating event times.
1. Decision: Decide on the type of the event (single day event, durative, n/a)
• Timespan / durative: The event or state occurs (or could have occurred)
over several days (>1 day). Guiding questions: Given you would have complete
knowledge of everything (on the past as well as on the future) and you would
draw the duration of the event into a timeline, would it span over several days?
– Annotate durative events always with beginPoint and endPoint
– If something occurs repeatedly for an unknown number of times and with
unknown time information, annotate as durative event with beginPoint
when the event happened for the first time and endPoint when the event
happened the last time.
• Singular Time Point: Events that either occur instantaneously or only span
over a single day.
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• Not applicable: Annotate annotation errors and all events where a reason-
able time information cannot provided with n/a
Notes on Single Day Events
• Annotate events that occur instantaneously (like find, die, arrive, born) and
events which span only over a single day (On Monday I [drove] Event to the
store) as Single Day Events
• In case there is no clear date specified, use after and before to narrow down
when the event could have happened.
• When you cannot decide whether the event happened before or after DCT,
use xxxx-xx-xx
• For repeated events and you know the number and approximately the times of
the events, annotate as date1, date2, date3 (e.g. the car [bombings] EventTime:1997-
04-xx,1998-03-xx in April 1997 and March 1998 ...)
– If the number and dates of the repeated events are unknown, annotate as
durative event (e.g. Over the last 5 years, 100 people died in car [bomb-
ings] EventTime: beginPoint=1990-01-01 endPoint=DCT for a document
with DCT=1995)
Simplifications for Single Day Events
• 2015-10-xx as simplification for after 2015-10-01 before 2015-10-31
• 2015-xx-xx as simplification for after 2015-01-01 before 2015-12-31
• You can leave the after or the before value blank if you cannot make a reason-
able statements
• If something happened sometime during a season, annotate as after 2015-SP
before 2015-SP
Document creation time and assumed dates
• Annotate date slots with assumed DCT when it is likely that the event oc-
curred on the DCT time.
• When you know for sure it happened on DCT date, annotate as DCT (e.g.
[Today]Time:DCT , they [announced]Event -> EventTime: DCT )
• For some news wire articles, like Wall Street Journal (WSJ), the DCT time
is the publishing date of the article. The publishing date is one day after the
article was written. There, use assumed DCT-1 and before DCT-1 / after
DCT-1 instead of DCT
Notes on Multi-Day Events
• Always annotate with both beginPoint and endPoint
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Figure A.2: Four different cases for the duration of a Multi-Day Event.
• There are 4 different cases (Figure A.2):
1. Multi-Day event that started in the past and likely already ended
2. Multi-Day event that started in the past and for sure did not yet end
3. Multi-Day event that will start in the future
4. Multi-Day event that started in the past and we don’t know if it already
ended at DCT time
• When there are more precise time information given, e.g. we know it started
or ended on/before/after a certain date, put the more precise date into the
beginPoint/endpoint
• If we only know the year & month of the begin date, e.g. 1998-03, write ’after
1998-03-01’. If we know the month of the end date, write ’before 1998-03-31’.
• If we only know the year, e.g. 1998, write ’beginPoint=after 1998-01-01 end-
Point=before 1998-12-31’
• Properties and states are also considered durative events. If we only know
that the property/state is true at DCT-time, annotate as ’beginPoint=before
DCT endPoint=after DCT’. Example (“He owns 50% of the company” -> we
can assume that he owned it before DCT and that he will own it after DCT)
Simplification for Multi-Day Events:
• 2015-Q1 as simplification for beginPoint=2015-01-01 endPoint=2015-03-31
• Spring: 2015-SP, Summer: 2015-SU, Fall: 2015-FA, Winter: 2015/2016-WI
(Winter: beginPoint=2015- 12-xx endpoint=2016-03-xx)




Notes on Generic Events
• Often we cannot decide precisely on the event time for generic or conditional
events. When the articles tasks about past generic/conditional events, typi-
cally annotate those as before DCT.
• When the articles talks about future generic/conditional events, typically an-
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