Most of the parallel and distributed applications are subject to frequent disruptions due to resource contention and failure. Such disruptions are inherently unpredictable and, therefore, robustness is a desirable property for the distributed operating environment. An approach to robustness is considered for applications that operate on a spanning tree overlay network. For such applications, a robust spanning tree is designed by considering a weighted combination of hop count and path weight. The robust spanning tree topology shows good performance when applied to wireless sensor network. For wireless sensor networks, the expected data loss and power consumption metrics are very important. When both of these metrics are considered, the proposed robust tree shows average results as compared with the existing spanning tree topologies. When a node fails, the expected data loss is also average when compared with the existing trees like Dijkstra's, fewest hop and Prim's minimum spanning tree topologies.
INTRODUCTION
The design and implementation of distributed computing systems has historically been carried out with performance being the dominant goal. Typically, the objective is to optimize a criterion such as response time, make span, or hit rate. With the current trend towards large-scale, geographically separated systems with shared computational resources, the assumption of exact knowledge of system parameters is unrealistic. Hence, there is a need to incorporate robustness into the design of distributed systems [1] , [2] , [3] .
Robustness is the degree to which a system can function correctly in the presence of inputs different from those assumed [1] . A Robust system is capable to continue its operation correctly across a wide range of operational conditions, and to fail gracefully outside of that range [2] . Robustness, guarantees the maintenance of certain desired system characteristics despite fluctuations in the behavior of its component parts or its environment [3] .
Robust systems perform well across a wide range of operating conditions and exhibit graceful degradation under anomalous conditions [4] . The importance of robustness in the design of complex and distributed systems is well-established [5] , [6] .
The proposed method improves the robustness of a distributed system for applications that operate on a spanning tree overlay network (example: wireless sensor network). The model of data flow in such systems is many-to-one, which naturally corresponds to a spanning tree topology. Messages are forwarded up the tree from child to parent to the root node which is typically connected to a storage device and/or a wired network. In this regard, the primary characteristics are the distribution of node degrees and the depth of the tree. In general, nodes that transmit over longer distances or through obstructions consume more power. Also, parent nodes of large subtrees use more power since they must forward more data (minus any data aggregation). Such nodes also expose the network to the potential for massive data loss if they (or their upward links) happen to fail.
For the robust spanning tree topology, both hop count and path weight are considered. Then this tree is constructed using either the Prim's algorithm of Dijkstra's algorithm. The form of the resulting spanning tree is compared to other spanning trees that are commonly found in the literature. The effectiveness of this technique is evaluated through the analysis and simulation, on distributed applications like wireless sensor networks wherein data is forwarded up the tree and collected at a single node. The results of the tree effected by the proposed robust algorithm show the average performance to node failures and, at the same time, are very efficient with respect to power consumption.
The second section focuses on the concept of spanning trees. It describes the generalized working of spanning tree topology. In the third section, a survey on existing spanning trees is done and the drawbacks of these trees are discussed. The fourth section describes the working of wireless sensor network and the metrics like expected data loss and power consumption. Also, it specifies how these metrics are calculated using spanning tree topologies. The following sections describe the proposed methodology, its implementation in NS2, result and analysis.
SPANNING TREE TOPOLOGY
Spanning trees are widely used in many distributed applications like wireless sensor networks and divisible load scheduling. Before going to these applications the concept of spanning tree has to be cleared Spanning Tree Protocol: Spanning-Tree Protocol is a link management protocol that provides path redundancy while preventing undesirable loops in the network. For an Ethernet network to function properly, only one active path can exist between two stations. Multiple active paths between stations cause loops in the network. If a loop exists in the network topology, the potential exists for duplication of messages. When loops occur, some switches see stations appear on both sides of the switch. This condition confuses the forwarding algorithm and allows duplicate frames to be forwarded. For many distributed applications, the routing of data and messages takes place on a virtual overlay network that is constructed on top of the underlying physical network. For example, nodes in peer-to-peer systems are connected via the physical links in the Internet; however, a node forwards queries only to nodes in its own list of neighbors, thus forming an overlay network. Not surprisingly, the topology of such an overlay network plays a significant role in the performance and efficiency of the distributed system. Herein, those distributed systems are addressed, for which the overlay network is a spanning tree, i.e., a connected network that contains no cycles. Furthermore, one particular node in the network is designated as the root node. The root node acts as a collection point for data (as in a sensor network) and/or as a load origination point for the distribution of work (as in divisible load scheduling). Nodes are identified by indices and the root node is always labeled with the numeral 1. There exist various spanning trees, the working of which has to be compared.
SPANNING TREE TOPOLOGIES
The various spanning tree topologies used are a) Prim's Spanning Tree b) Dijkstra's Spanning Tree c) Fewest Hop Spanning Tree
Prim's Spanning Tree Topology
Prim's algorithm has the property that the edges in the set A always form a single tree. For some vertex v in a given graph G = (V, E), define the initial set of vertices A. Then, in each iteration, choose a minimum-weight edge (u, v), connecting a vertex v in the set A to the vertex u outside of set A. Then vertex u is brought in to A. This process is repeated until a spanning tree is formed. A smallest-weight edge is selected which joins a vertex inside set A to the one outside the set A. The implication of this fact is that it adds only edges that are safe for A; therefore when the algorithm terminates, the edges in set A form a MST.
Dijkstra's Spanning Tree Topology
The input of the algorithm consists of a weighted directed graph G and a source vertex s in G. We will denote V the set of all vertices in the graph G. 
Survey on Spanning Trees
For a moderately sized network with just a few neighbors per node, there exist many possible spanning trees. For a dense network, the number is enormous. Given the numerous possibilities, the most commonly seen forms of spanning trees are the following:
Shortest paths (SP):
The distance in edge weights of the path from each node to the root node is minimum. Such a tree is efficiently constructed by Dijkstra's algorithm [5] .
Fewest hops (FH):
The distance in number of hops along the path from each node to the root node is minimum. This method is equivalent to SP when all edge weights are equal and, therefore, Dijkstra's algorithm may be employed.
Minimum weight (MST):
The total sum of edge weights is minimum. Such a tree can be constructed by either Kruskal's algorithm or by Prim's algorithm [6] and does not take into consideration the location of the root node.
Spanning trees created by FH tend to be shallow and "fat," with the average node degree being fairly large. This is because the only criterion for cost is the distance in hops from the root with no consideration of edge weights. FH minimizes the expected value of the amount of data loss when a node or link fails. However, it is not the best choice for other performance metrics such as power consumption. MST produces trees that are very deep and "skinny." This is natural since the only criterion is edge weight and the location of the root node is not taken into consideration. The shape of trees produced by SP is influenced by the distribution of edge weights, but they tend to be deeper and have smaller node degrees than FH trees.
In each of the three construction methods above, the spanning tree that results may not be unique. Hence, a probabilistic approach is taken to compute the amount of data that is lost when nodes fail [4] . Any two MST trees of the same underlying original graph are equivalent in the sense that they both have the same expected value for the amount of data loss.
DISTRIBUTED APPLICATIONS
Spanning trees can be used in various distributed applications where data has to be collected (eg. wireless sensor network) or data has to be distributed (eg. divisible load scheduling). Here we focus on wireless sensor network where the data has to be collected up to the root node.
Sensor Networks
Several different application areas are now employing wireless sensor networks [8] , [9] , [10] . Environmental monitoring for natural disasters and wildlife habitats, building automation, and military surveillance are common examples. The model of data flow in such systems is many-to-one, which naturally corresponds to a spanning tree topology. Messages are forwarded up the tree from child to parent to the root node which is typically connected to a storage device and/or a wired network. The overlay network upon which data is routed affects both the fault tolerance and the longevity (via battery life) of the system [11] . In this regard, the primary characteristics are the distribution of node degrees and the depth of the tree. In general, nodes that transmit over longer distances or through obstructions consume more power. Also, parent nodes of large subtrees use more power since they must forward more data (minus any data aggregation). Such nodes also expose the network to the potential for massive data loss if they (or their upward links) happen to fail.
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Figure. 1 A small sensor network 3. Fig. 1 shows a small sensor network that consists of six nodes. An edge between two nodes indicates that they can communicate directly. The edge weight is the amount of power required to transmit a single message between the two nodes. A larger weight indicates a greater distance or an obstruction. Node 1 is the root node. It is the collection point to which all other nodes must route their data. In particular, we assume no a priori knowledge concerning exactly which nodes or links will fail. As such, we compute the statistical expectation of the amount of data loss given the number of nodes that fail and the corresponding probabilities of failure.
Expected data loss
For clarity of presentation, the focus is made on node failures as opposed to link failures. Note that, for tree networks, there is no loss of generality in doing so because, as far as the amount of data loss is concerned, the failure of a node is equivalent to the failure of the link to the parent. This applies to every node in the tree except the root node, which we assume will not fail. The reason for omitting this possibility is that, if the root node fails, then the entire data collection process is halted regardless of the topology of the overlay network.
Consider a tree T with vertex set V(T) and edge set E(T).
Let mi be the number of nodes in the subtree rooted at node i (including node i itself) and let qi be the probability that node i will fail. Then, the expected value of data loss L given that exactly one node fails is where It is assumed that all nodes have an equal probability of failure. The expected value of data loss then becomes E {L | exactly one node fails with equal probabilities} where n = |V{G}| is the number of nodes in the graph.
Power Consumption
Nodes consume power when they transmit and receive data. More power is required to transmit and receive over longer distances and through obstructions. The amount of data forwarded up the tree also plays a role in power consumption since more data means more transmissions. Hence, parents of large subtrees are subject to fast depletion of their power reserves. A partial offset to this situation occurs when data can be aggregated and, thus, fewer forwarded messages are required. However, even with data aggregation, parent nodes must still receive the data to be aggregated and also expend processor power performing the aggregation itself. Furthermore, data aggregation does not reduce the number of sampled data points and, so, the loss of a large subtree will still result in a much smaller sample size, regardless of the extent of data aggregation. Ignoring data aggregation for the moment, the amount of network power consumed when all nodes send one message to the root node is the sum over all nodes of the product of the number of messages sent and the power required to transmit a single message. Again, we let mi be the number of nodes in the subtree rooted at node i and zi;j be the weight on the link from node i to its parent node j. Then, the total network power P required to collect a single data observation is
ROBUST SPANNING TREE TOPOLOGY
The proposed robust spanning tree topology is constructed by considering a weighted combination of hop count and hop weight.
The objective is to construct a Robust spanning tree topology. These robust spanning trees achieve a desirable trade-off for two opposing metrics where traditional forms of spanning trees do not. In this tree topology, a method is used in which, the trees that are relatively immune to data loss when nodes or links fail, can still be able to maintain good performance. Indeed, this is the very notion of robustness. Through analysis, it is shown that the spanning trees that perform best for different, and even opposing, metrics are constructed by considering a weighted combination of hop count and path weight as follows:
x hop count + (1 -) x path weight (1) where 0 ≤ < 1.
If more importance is placed on hop count, then the tree will tend to be fat and shallow. Alternatively, more importance on path weight means that the tree will be skinny and deep. The type of tree that performs best depends on the metric of interest [12] . In order to construct trees that perform well under a wide variety of metrics, an attempt is made to make the tree fat near the root and skinny further away from the root. The intuition (with respect to data collection) is that, the further a message has to travel to reach the root node, the more likely it is to encounter a failed parent somewhere along the way. After a message has traveled a certain distance, the network has already "invested" resources (i.e., power and bandwidth) to get the message that far. When a message gets close to the root node, we want to give it the best possible chance to make it the rest of the way so that its payload will be recorded. The weight is really a function of a node's depth in the tree. When an edge (i,j) is being considered for inclusion in the tree and i is the new vertex not already in the tree, then
Where hi is the hop count of node i from the root and 1 is the eccentricity of the root node. The eccentricity of a node is the largest of the shortest paths from that node to all other nodes. Eccentricity is measured in number of hops, not path weight. Alternatively, eccentricity is the depth of the deepest leaf in the SP tree. However, note that the eccentricity of a node is a characteristic of the underlying graph; it is not a property of the overlay network. Using this measure of eccentricity in (2) ensures that 0 ≤ i < 1 for all i. It also effects values for i that are close to one when selecting nodes that are near the root and values close to zero when selecting nodes that are further from the root. This gives the desired relative importance of hop count versus path weight in (1).
SIMULATION RESULTS
The spanning trees are created using various algorithms specified in the previous chapters.
Consider the topology shown in Figure 1 . This topology consists of 6 nodes. Node 0 is the root node and nodes 1 through 5 are destination nodes. Five different algorithms are used to create a spanning tree.
1) Dijkstra algorithm 2) Fewest Hop algorithm 3) Prim algorithm 4) Robust method using Prim algorithm 5) Robust method using Dijkstra algorithm
For the graph shown in figure 1 , the trees produced by Dijkstra's algorithm, Fewest Hop algorithm and Prim's algorithm are shown in Figures 3(a) , 3(b) and 3(c) respectively. Figures 4(a) and 4(b) shows the trees produced by Robust method using Prim algorithm and Robust method using Dijkstra algorithm respectively.
The graph shown in Figure 4 is created using Fewest Hop algorithm. The fewest hop algorithm can be implemented by using Dijkstra's algorithm by considering all edge weights as 1. For all the five algorithms, the expected data loss and power consumption is calculated. Graph for expected data loss for all the five algorithms is drawn and the result can be seen in Figure  5 . Similarly, the Graph for power consumption for all the five algorithms is drawn and the result is seen in Figure 6 .
Expected data loss
Expected Data Loss in Dijkstra's, Fewest hop, Prim's, Robust spanning tree using Prim's algorithm and Robust spanning tree using Dijkstra's algorithm is calculated by using the expected data loss formula of sensor network specified in section 4.2 This calculated expected data loss using all the five algorithms is compared, and shown in Figure 5 .
Figure 5 Comparison of various trees for Expected Data Loss
The first bar in Figure 5 indicates the expected data loss in tree created by Dijkstra's shortest path algorithm.
The second bar in Figure 5 indicates the expected data loss in the tree created by Fewest Hop algorithm.
The third bar in Figure 5 indicates the expected data loss in the tree created Prim's algorithm
The fourth bar in Figure 5 indicates the expected data loss in the tree created by Robust method using Prim's algorithm.
The fifth bar in Figure 5 indicates the expected data loss in the tree created by Robust method using Dijkstra's algorithm.
From the graph it is clear that the expected data loss in tree created using dijksta's algorithm is minimum and that of Prim's algorithm is maximum. But the expected data loss in tree created by robust method using Prim's algorithm is average and the data loss in tree created by robust method using Dijksta's algorithm is less than the average.
Power Consumption
Total Power consumed in Dijkstra's, Fewest hop, Prim's, Robust spanning tree using Prim's algorithm and Robust spanning tree using Dijkstra's algorithm is calculated by using the Power Consumption formula of sensor network specified in section 4.3. This calculated power consumption using all the five algorithms is compared, and shown in Figure 6 .
The first bar in Figure 6 indicates the power consumption in tree created by Dijkstra's shortest path algorithm.
The second bar in Figure 6 indicates the power consumption in the tree created by Fewest Hop algorithm.
The third bar in Figure 6 indicates the power consumption in the tree created Prim's algorithm
Figure 6 Comparison of various trees for Power Consumption
The fourth bar in Figure 6 indicates the power consumption in the tree created by Robust method using Prim's algorithm.
The fifth bar in Figure 6 indicates the power consumption in the tree created by Robust method using Dijkstra's algorithm.
Thus, Robust method is best suitable when multiple metrics like expected data loss and power consumption in case of sensor network are to be considered. This robust spanning tree topology works best when the multiple metrics are to be considered.
CONCLUSIONS
Spanning Trees are widely used in wired as well as wireless networks. When it is applied to wireless sensor network, the existing spanning trees work well for a single particular metric either data loss or power consumption. The proposed robust spanning tree works well for both data loss and power consumption. It has been observed by comparing the proposed robust tree methodology with the existing Dijkstra, Fewest Hop and Prim's spanning trees, which gives average results for both considered metrics: data loss (when any node fails) and power consumption. When the robust tree is constructed using Dijkstra's algorithm, it gives better results than the robust tree constructed using Prim's algorithm.
