Abstract-TCM diagnosis is difficult because of the variety of syndromes and the lack of uniform norms. The traditional Chinese medicine auxiliary diagnosis and treatment system refers to the computer aided system which uses computer modeling technology to assist TCM doctors in recording diseases, prompt diagnosis, assisting prescriptions, and performing some telemedicine and teaching. In this paper, hypertension is taken as an example to study the auxiliary diagnosis of TCM, Based on the classification of symptoms and syndrome elements, a method of TCM assistant diagnosis based on multi classifier ensemble is proposed. This paper studies four classification algorithms: Naive Bayes, Weighted bipartite graph, SVM and ProSVM. To take full advantages of the diversity of different algorithms, a intelligent diagnosis procedure is proposed which could provide technical support for hypertension diagnosis. The effect of the integration was better than that of single classifier, with the average precision increased by 10% to 20%.
INTRODUCTION
With the development of global informationization and internationalization of Chinese medicine, the digitalization and standardization of TCM are becoming more and more thorough, computer-aided diagnosis of Chinese medicine has become the focus of research.TCM diagnosis procedure is very clear, the first need for doctors to conduct a general examination of patients, after to determine the clinical manifestations of patients with disease and disease development of the law; finally come to a concise and effective analysis of the results. The doctor's analysis of the results known as syndromes, the analysis process to become dialectical, record the analysis of the process is called the medical case. We get the general medical cases can not be directly used to test, they need to Chinese segmentation, symptoms and a series of standardized text pretreatment, and then the suitable representation model to represent such data before we used to classify algorithms.
The main research of this paper is the diagnosis of traditional Chinese medicine (TCM). Transfer the diagnosis problem into symptom syndrome classification problem, which is the data mining classification algorithm in question .We first analyzes the classification algorithm based on statistical theory: Naive Bayes, Weighted bipartite graph [2] [3] [4] [5] [6] [7] , then introduces the improved algorithm of SVM [8] [9] and SVM ProSVM [10] .Finally, we combine the advantages of the four classification methods, and the integrated model is constructed to achieve the purpose of diagnosis. In this paper, based on the proposed algorithm to design and verify the classification of hypertension symptoms of the classification model for the diagnosis of hypertension to provide technical support.
II. DATA PRETREATMENT

A. The General Process and Frame of TCM Diagnosis
The medical records of TCM diagnosis generally includes preprocessing, feature representation, case processing, model selection and classifier training, the classification results of the evaluation process and its main functional modules are:
1) Medical records pretreatment:
Standardize the original medical case, and transformed into a unified format, to facilitate unified follow-up treatment.
2) Feature representation:
The medical records of symptoms and syndromes is decomposed into basic processing units, represented by the mathematical model, the model is mainly used in Boolean model and vector space model.
3) Feature dimensionality reduction:
After finishing the data are sparse matrix, useless data a lot, will seriously affect the efficiency of the subsequent data processing, so the data processing, this operation will greatly improve the efficiency of classification.
4) Training and classification:
Select the classification algorithm, train different learning models, and classify the text of the test. This is the core of traditional Chinese medicine diagnosis, the effect of classification directly determines the result of diagnosis.
5) Impact assessment:
The classification results are analyzed, the effect of classification is evaluated, the appropriate classification and evaluation parameters are selected, and the advantages and disadvantages of each classification algorithm are analyzed in depth to find a better diagnostic method.
B. Symptom Normalization
First of all, we need to standardize the patient's symptoms and standardize the existing symptoms in the body so that the system can be processed. The specific specification process is shown in FIGUREⅠ. 
C. Medical Data Pretreatment Process
Medical case data preprocessing process mainly has a few processes:
1) First of all, we need to standardize the terminology related to Chinese medicine. These need to be done with the help of experts from the Chinese medicine. We can only extract the symptoms and syndromes in the case to study.
2) The next step is to standardize the symptoms, decompose the combination symptoms, and merge the similar symptoms to form the basic unit of the symptomatic terms.
3) The same name of syndrome elements were standardized. 4) Standardize the symptoms of each case and store it in the database.
5) The symptoms set split into individual symptoms, syndrome elements set split into individual syndrome elements. 
III. RESEARCH ON INTEGRATED DIAGNOSIS BASED ON MULTI CLASSIFICATION
A. Construction of a Single Classifier for Integration 1) Naive bayes
Using the Matlab2014a program, 80% of the data was selected as the training set for the naive Bayesian algorithm, and the remaining 20% was used as the test set to test the learning effect of Naive Bayes. The specific classification process is as follows: a) Enter the medical record data, one by one scan each medical case d. b) Read all the experimental data into the system, and then select a part of the case as a training set Train, the remaining cases as a test set Test, and then get training set symptoms Train_in, training set tags Train_tar and test set symptoms Test_in and test set tags Test_tar. c) Classify the symptom set and the corresponding set of labels into the naive Bayesian classifier model. d) Take the symptoms of the test set Test into the trained naive Bias classifier model, and then give a predictive value for each label that corresponds to the symptoms of the test set. e) Choose a suitable threshold, so that the case to predict the correct number of the most, for each case can be found m the most likely evidence.
2) Weighted bipartite graph
A bipartite graph consisting of two different categories of nodes and the edges between two types of nodes. In the diagnosis of traditional Chinese medicine the main analysis is the relationship between symptoms and syndrome elements, Each symptom corresponds to a node that constitutes a symptom set Z. Each syndrome corresponds to a node that forms the set of syndromes S. If a symptom i z is a factor that leads to a certain prime element j s , an edge is linked between the symptoms and the syndrome, indicating that the two are interrelated so that we can construct a symptom -syndrome bipartite graph. Defining symptom sets as
Therefore, the network structure can be represented by n+m nodes, among which
The specific example is shown in FIGURE Ⅱ. Similarly, the relationship between syndrome and symptoms can be established. Based on these two diagrams, the relationship between symptoms and syndrome can be given. In this way, by means of a bipartite graph, which can analyze which symptom the patient may have.
3) SVM
The simplest and first proposed model of the support vector machine is the largest interval classifier, which is also the main module of SVM, which shows the key features of this kind of learning machine. When using support vector machines (SVM) for symptom syndrome classification, the specific classification process is as follows. a) Enter the medical record data, one by one scan each medical case d. b) Read all the experimental data into the system, and then select a part of the case as a training set Train, the remaining cases as a test set Test, and then get training set symptoms Train_in, training set tags Train_tar and test set symptoms Test_in and test set tags Test_tar. c) Training set of symptom sets and corresponding tag sets are entered in the SVM model for learning.
d) The symptoms of the training set are brought into the SVM model trained above, and then the label corresponding to the symptom of the training set is obtained, and each tag has a predicted value. e) Training Set Predicted Tags Train_pre Control Train Set Train_tar, select an optimal threshold for each case, and finally form a set of thresholds. f) Enter the threshold set and the training set of symptoms into a multivariate linear regression model to learn a linear regression function line. g) Select the test set Test_in, the test set of predictive tag set Test_pre into the function, you can get the training set of each case of the threshold, so that each of the cases can be sorted out with the most probable m.
4) PRO-SVM
In practice, an object can be associated with multiple tags at the same time. For a label of multiple tasks, an object is usually associated with a subset of the tags; we call these tags as related, while the rest is called irrelevant. The basic goal of multi-tag learning is usually to predict the label, that is, to predict which tags are relevant and which are irrelevant. However, in many applications, in addition to tag prediction, there is often another requirement that a good ranking of the relevant tags is predicted. Many of the optimization algorithms are designed to optimize the performance of some classifiers, such as BR is designed for Hamming loss; RankSVM is designed for Ranking losses; AdaBoost.MH and Adaboost.MR (BoosTexter's two implementations) Optimize HammingLoss and RankingLoss. This paper uses Zhou Zhihua proposed a new classification method. He proposed a new performance evaluation index ProLoss (Prediction and Relevance Order Loss) prediction and correlation ranking loss. Then the ProSVM classification method is proposed, which uses the method of alternating multiplier to effectively optimize the PRO loss. To further improve efficiency, we introduce an upper approximation, reducing the number of constraints from O (T2 ) to O (T), where T is the number of labels. Experiments show that their recommendations are better for multi-tag classification.
B. Classification Method Performance Analysis
The evaluation index of the traditional single-label classification problem includes accuracy rate, precision rate, recall rate and F1 value, but these are not suitable for the diagnosis of TCM diagnosis, because each medical case has a variety of evidence, Multi-tag problem, multi-label learning problems in the evaluation of the evaluation than the singlelabel learning a lot of complex. In order to evaluate the performance of multi-tag classification algorithm, the following five evaluation indexes are selected.
 Hamming Loss: This indicator evaluates the match
error rate between the predicted marker set of each sample in the set of samples to be sorted and the actual set of markers.
 Error Rate (One-Error): This indicator evaluates the probability that the first marker in the actual tag set does not appear in the set of predictive markers.
 Average Precision: This indicator evaluates the average accuracy of the forecast marker.
 Coverage This indicator evaluates the average number of markers that need to be covered by the corresponding number of markers.
 Ranking Loss This indicator evaluates the extent to which the predicted marker set for each sample in the set of categories to be sorted is not the same as the actual marker set.
A good multi-tag learning algorithm should have a lower Hamming loss, a 1-error rate, and a relatively high average accuracy. Comparing the above-mentioned weighted dichotomous maps, naive Bayesian and ProSVM, which are suitable for TCM diagnosis in this experiment. Specific data as shown in TABLEⅠ. Naive Bayesian method Coverage value is relatively small, indicating Naive Bayesian method in predicting marker sample sort search all belong to the category of the sample coverage depth is relatively small, compared to Weighted bipartite graph.The One-Error index of naive Bayes is smaller, which indicates that the probability of the first tag in the actual tag set is not small in the prediction mark set. The accuracy of the Weighted bipartite graph is in the middle of ProSVM and Naive Bayesian. ProSVM in HammingLoss, RankingLoss these two indicators of the value of the indicators are relatively small, indicating that the corresponding relationship between symptoms and evidence, misplaced less, and the average error rate of marked sorting is also significantly reduced. Average_Precision accuracy improved a lot, the classification effect is better. These methods have their own advantages, we need to further analyze the relationship between these data.
Because it is not the average distribution of the label for TCM diagnosis and in this experiment, there are obvious class imbalance phenomenon, as shown in FIGUREⅢ, more like the number of blood stasis and phlegm appears, and the number of Yang deficiency and blood deficiency occur rarely. The accuracy of each method for predicting different syndrome factors may be different. Therefore, this paper calculates the accuracy of each classification method for each type of target prediction, as shown in TABLEⅡ.
FIGURE III. SYNDROME ELEMENT DISTRIBUTION DIAGRAM
From TABLEⅡ, we can see that the Weighted bipartite graph. has better prediction effect on the syndrome of blood deficiency, phlegm and heat, and ProSVM has better prediction effect on the lower probability of symptom. Therefore, in order to achieve a better diagnostic effect, this paper finally uses the integrated method, these kinds of prediction methods as a base classifier to form an integrated classifier, integrated classifier combined with the classification of these classifiers to do the final results Forecast, the forecast will be better. 
C. Integrated Diagnostic Model
This paper chooses ProSVM, Weighted bipartite graph, naive Bayesian and SVM as four classifiers as base classifiers, and they have their own advantages. Integrated together to draw the advantages of each classifier. The main process is to randomly extract samples, train each base classifier with the same number of samples, train different classification models, and then integrate the predicted results of these classifiers. The results of the integrated classifier are better than the single classifier. The TCM diagnosis of hypertension is a multi label classification problem, and considering the previous experimental results, the final diagnosis result depends on the four base classifiers on each marker prediction results and the weights of the product is more suitable for the present situation of the integrated learning method.
D. Integration Strategy
There are many kinds of integrated strategies, In order to give full play to the advantages of each classifier, this paper uses the weighted integration strategy. To introduce the integration process, given the following definition. 3) Firstly, the four base classifiers of ProSVM, weighted dichotomy, naive Bayesian and SVM are used to predict the samples, and a prediction result is obtained. Then, the results of each classifier are calculated for each class. From the TABLE Ⅲ can clearly see the advantages of each base classifier, SVM and ProSVM on the occurrence of fewer blood deficiency, Yang and other classification effect is better, so the weight will be given too large, and the number of occurrences Of the blood stasis, phlegm and other classification effect is weaker, given the weight will be too small. On the contrary, the Weighted bipartite graph the weighted dichotomy of the number of occur more blood stasis, phlegm classification effect is good, given the weight is too large, and the weaker fewer times of Yang deficiency and blood deficiency of the classification results, thus given small weight.
After the integration of the main consideration AveragePrecision this evaluation index, as shown in Table Ⅳ , the last line that is integrated learning after the results. The results of the classification after integration will be better than the individual classifiers. 
IV. CONCLUSION
The main research of this paper is the diagnosis of traditional Chinese medicine (TCM). The data of hypertension in traditional Chinese medicine are analyzed. According to the current research status of traditional Chinese medicine, we can judge according to the "syndrome" of the symptoms, according to the syndrome elements, we can get the combination of patient's symptoms, the diagnosis problem into symptom syndrome classification problem, which is the data mining classification algorithm in question.
There are many kinds of classification algorithms based on data mining. In this paper, we first analyze the Naive Bayesian and the Weighted bipartite graph, and then introduce SVM and SVM-based improved algorithm ProSVM. Since this study is the symptom of TCM diagnosis, The problem of classification of syndromes can be classified as a set of indefinite number, which belongs to multi-tag classification problem. The ProSVM is designed specifically for the classification of the design method, so the test results will be better, more suitable for the diagnosis of Chinese medicine decision-making research.
At the end of this paper, an integrated classifier model based on Naive Bayesian, Weighted bipartite graph and ProSVM and SVM is proposed as the classification model of diagnosis, which provides technical support for hypertension diagnosis.
