ABSTRACT. The authors apply a new simulation method of diffusion processes to finance problems and show this new method realizes extremely fast calculation in some cases.
INTRODUCTION Numerical calculation of $E[f(X(T, x))
]$ , where $X(t, x)$ denotes a diffusion process that is a solution of some SDE and $f$ is a function with some regularity, is very important in many fields. Pricing of derivative securities is a typical example. Many studies have been done in this field (cf. [1] [3] ). In [4] and [5] , a new simulation scheme is proposed. The method is based on Malliavin calculus and higher order stochastic expansion and we can consider that it belongs to the higher order scheme. [6] and [7] show that this method achieves very fast calculation when it is applied to some finance problems. In [11] , Talay and Tubaro reported that the higher order scheme does not have practical advantages over Euler-Maruyama scheme with acceleration methods. In this paper, we give some numerical examples and show that this new method with the proposed sampling methods and acceleration methods works in practice and outperforms existing methods in some cases. be a probability space. In this paper, we consider the numerical calculation of $E[f(X(T,x))]$ where $T\in \mathbb{R}_{>0}$ and $X$ is a diffusion process determined by the following stochastic differential equation:
(1) $X(t, x)=x \}\sum_{j=0}^{d}\int_{0}^{t}/\mathit{3}$ $(X(s, x))\circ dB^{j}(s)$ $V_{j}\in C_{b}^{\infty}(\mathbb{R}^{N};\mathbb{R}^{N})$ , where $\circ dB^{j}(s)$ denotes the Stratonovich integral, $B^{0}(t)=t$ , $(B^{1}(t), \ldots, B^{d}(t))$ is the (t. $x$ ) of the process $X(t, x)$ is constructed by a difference equation $X^{(n)}(t_{i+1}, x)=$ $\sum_{j=0}^{d}\hat{V}j$ $(X^{(n)}(t_{\iota}, x))\sqrt{T/n}Z$ , $X^{(n\rangle}(0, x)=x,$ where $t_{i}=zT/n$ $(i= 0, \ldots, n-1)$ , $Z=(Z^{0}, Z^{1}, \ldots, 21\mathrm{r}^{d})$ , $Z^{0}=\sqrt{T}/n$ , and $Z^{i}(i=1, \ldots, d)$ are independent random variables that follow normal distribution $N(0,1)$ . It is well known that when $f$ is of class $C_{b}^{4}$ , (4) 
The new approximation scheme. We describe the new approximation scheme by using the notions of free Lie algebra [9] .
1.3.1. FVee Lie algebra. Let $A=\{v_{0}, v_{1}, \ldots, v_{d}\}$ , $(d\geq 1)$ be an alphabet, that is to say, a set of letters. 
For arbitrary $P$ , $Q\in$ K(A), the inner product $\langle P, Q\rangle \mathrm{i}\mathrm{s}$ defined as follows:
For an arbitrary $P\in K\langle\langle A\rangle\rangle$ whose constant term equals to 0, that is to say, $(P, 1)=0,$ we can define its exponential $\exp(P)$ to be $1+ \sum_{k=1}^{\infty}P^{k}/k!$ . We can also define $\log(Q)$ to be $\sum_{k=1}^{\infty}(-1)^{k-1}(Q-1)^{k}/k$ for $Q\in$ K((A)) if its constant term equals to 1, that is to say, $(Q, 1)=1.$ The following relations hold:
$\log(\exp(P))=P,$ and $\exp(\log(Q))=Q.$
In the following part of this paper, we consider only the case in which $K=$ R.
We define $||P$ H2 $=(\langle P, P\rangle)^{1/2}$ , for $P\in$ K(A). , we obtain the following expansion:
.
$\cdot$ .
$=f(x)+ \sum_{j=1}^{k}\sum_{i_{1},\ldots,i_{j}=0}^{d}(V_{\dot{l}_{1}}\ldots V_{i_{j}}f)(x)B(t;i_{1}\ldots i_{j})+R_{k}^{f}(t, x)$ , where $B(t;v_{t})=B^{i}(t)$ , for $i\in\{0,1, \ldots, d\}$ , (6) $B(t;uv_{i})= \int_{0}^{t}B(s;u)\circ dB^{i}(s)$ , for $u\in A^{*}$ , $i\in\{0,1, \ldots,d\}$ .
We extend the definition of $B(t;P)$ to the case in which $P\in$ R(A) by $B(t; \sum_{w\in A^{*}}a_{w}w)=\sum_{w\in A^{*}}a_{w}B(t;w)$ . 
where 1 $(t)= \sum_{u\in A^{*}}\mathcal{X}_{u}(t)u$ , and ) $(t)= \sum_{w\in A^{*}}))_{w}(t)en$ .
The Ito formula
We consider the stochastic differential equation
in $\mathbb{R}\langle\langle A\rangle\rangle$ , which corresponds to the stochastic differential equation (1) . Prom (7) , it is easy to see that (8) has a unique solution (9) $\mathcal{X}(t)=\sum_{w\in A^{\mathrm{r}}}B(t;w)w$ .
We have the following theorem.
This theorem is proved in [5] and [10] by using Friedrich's theorem.
1.3.4. The nern approimation scheme. We construct a family of linear operators in $C_{b}(\mathbb{R}^{N})$ that approximate $\{P_{t}\}_{t\in \mathrm{R}}\geq 1\mathrm{J}$ defined in (3) . We define 4 to be a hom0-morphism between $\mathbb{R}\langle A\rangle$ and the $\mathbb{R}$ -algebra which consists of smooth differential operators over $\mathbb{R}^{N}$ defined by:
In this paper, we assume that the stochastic differential equation (1) 
where $\eta$ is a random variable which satisfies $P(\eta=0)=2/3$ , $P(\eta= 1 \sqrt{3})$ $=1/6$ becomes a 5-C-similar random variable. Example 1.3. In the case of $d=2,$ an $\mathbb{R}\langle\langle A\rangle\rangle$ -valued random variable 4 defined as:
where $\sigma$ , $\eta_{1}$ , and $\eta_{2}$ ore independent random variables which satisfy $P(\sigma=41)$ $=$ $1/2$ , $P(\eta_{\mathrm{i}}=0)=2/3$ , and $P(\eta_{i}=\pm\sqrt{3})=1/6(i=1,2)$ becomes a Here we set $7=2.$ Theorem 1.3 suggests that greater $\mathrm{y}$ is better as far as convergence order is concerned. In reality, the constant term is very important and in this case, $7=2$ realizes the best results. In the case of Euler-Maruyama approximation, we calculate the expectation by using Monte Carlo method. In the case of $\mathrm{K}$ -method, we proceed exhaustive calculation. Overall results from the point of CPU time required for 4-digits accuracy are shown in Figure 2 .1 and Figure 2. $\mathrm{I}ee$ based branching algorithm (TBBA). The tree based branching alg0-rithm (TBBA) is introduced by Crisan and Lyons in [2] and it is shown in the paper that the algorithm realized the best sampling in some sense. In [7] , it is reported that when we apply this algorithm to the $\mathrm{K}$ -method, we can reduce the number of sampling points by using the algorithm called tree based branching algorithm (TBBA). Here we give a short explanation of TBBA. See [2] and [7] for details.
Let I be a countable set and $\mathcal{M}^{P}(I)$ be the set of probability measures on $I$ with the product topology.
$B(\mathcal{M}^{P}(I))$ is the Borel a-algebra on $\mathcal{M}^{P}(I)$ generated by the cylinder sets as usual. We prepare another probability space $(\Omega, \mathrm{r}, P)$ with no atoms. Let $a\in \mathcal{M}^{P}(I)$ be a probability with finite entropy $H(a)=$ $E_{i\in I}a(i)$ $\log a(i)<$ oo and $A_{n}^{a}$ , $n\in \mathrm{N}$ be a set of $AA^{P}(I)$ -valued random variables of $(\Omega, \mathrm{F}, P)$ defined as follows: (11) $A_{n}^{a}=\{\tilde{a}$ : $\Omegaarrow \mathcal{M}^{P}(I)|_{\overline{a}=\frac{1}{n}\sum_{k=1}^{n}\delta_{V_{k}},E_{\Omega}^{P}[\tilde{a}]=a}^{\exists V_{k}:\Omegaarrow I,\mathcal{F}-\mathrm{m}\mathrm{e}\mathrm{a}\mathrm{s}\mathrm{u}\mathrm{r}\mathrm{a}\mathrm{b}1\mathrm{e}\mathrm{s}.\mathrm{t}}\cdot\}$ , where $\delta_{x}$ denotes the Dirac distribution concentrated at $x$ . We can regard $\mathrm{t}^{a}$ to be a set of unbiased estimators that takes $n$ sa mples, or a set of measures realized by $n$ samples. What we want is how to find a $a$ $\in A_{n}^{a}$ which has small discrepancy with respect to $a$ . For measuring the discrepancy between an element $\tilde{a}$ of $A_{n}^{a}$ and $a$ , we introduce $H(\tilde{a}|a)$ , the mean relative entropy of $\tilde{a}$ with respect to $a$ , as follows:
If, for any $i\in I,\tilde{a}\in A_{n}^{a}$ satisfies the following condition:
$\overline{a}(i)=\{$ $\lfloor na(i)\rfloor/n$ with probability l-fp(na(i)), $(\lfloor na(i)\rfloor+1)/n$ with probability $\mathrm{f}\mathrm{p}(na(i))$ , then we say that $\tilde{a}$ has property $MV(n)$ . According to this theorem, our object is deduced to construction of a $a\sim\in A_{n}^{a}$ which has the property $MV(n)$ . In [2] , Crisan and Lyons give an algorithm by which we can construct a random measure in $A_{n}^{a}$ satisfying the property $/1V(n)$ .
We sketch out this algorithm. In the first step, we construct a filtration $\{\mathcal{F}_{k}\}_{k\geq 0}$ of , TBBA coincides with the random sampling without replacement, which behaves almost the same as the naive Monte Carlo provided that the number of samples is not so large as card(/). In the previous example, the discrete set I is constructed by connecting identical trinomial tree unit and we can regard this set to be a set with almost uniform probability measure. Therefore, $MV(n)$ property of $\tilde{a}$ dose not explain why TBBA show such superior performance to the naive Monte Carlo. The property $MV(n)$ relates only $\tilde{a}$ and the filtration $\{\mathcal{F}_{k}\}_{k\geq 0}$ used in the first step of TBBA is perfectly ignored. Then, we may consider that $\{\mathcal{F}_{k}\}_{k\geq 0}$ is the essential factor. In [8] , it is reported that by changing the filtration used in the first step of TBBA, faster calculations are realized in some cases. It seems this report supports our hypothe $\mathrm{s}$ In the following, we introduce the exotic filter method briefly and see some numerical examples. For details of the algorithm, see [8] , We consider an exotic filter $\{\mathcal{G}_{k}\}_{k\geq 0}$ of I defined by:
$\mathcal{G}_{k}=\sigma$ $(B_{(1-r(n))}, \mathcal{G}_{k-1})$ , where $r(?)$ is the $n$ -th element of the van der Corput sequence and $B_{s}$ is the standard Brownian motion which drives the SDE (1) . The van der Corput sequence is a sequence of real numbers defined as:
$\infty$ $r(n)$ $=$ $\mathrm{p}$ $\alpha(n, l)2^{-l-1}$ , $l=0$ $n= \sum_{l=0}^{\infty}\alpha(n, l)2^{l}$ , $\alpha(n, l)\in\{0,1\}$ for all $n$ , $l\in \mathbb{Z}_{\geq 0}$ . 
