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Abst rac t - -The  paper deals with the existence of positive solutlons for the quasillnear system 
(aS(u1)) I +)~h(t) f (u)  = 0, 0 < t < 1 with the boundary condition u(0) ---- u(1) ---- 0 The vector-valued 
function ~ is defined by ~(u)  = (q(t)~(p(t)ul), ,q(t)~(p(t)u,~)), where u = (Ul . . . .  un), and q0 
covers the two important cases ~(u) = u and ~(u) = lulp-2u, p > 1, h(t) = diag[hl(t) . . . . .  hn(t)] and 
f(u)  = ( f l (u )  . . . .  f~(u))  Assume that f~ and he are nonnegatlve continuous For u = (ul, ,un), 
let 
i f (u )  i f (u )  f~ = hm , 1~ = Jim (~ = 1 . . . . .  n), 
,u,-~0 ~(llutl) ,u t ,~  ~(l lu[I) '  
f0 = max{f~, , f~} and foc = max{rico, , fn} .  We prove that the boundary value problem has 
a positive solution, for certain fimte intervals of A, if one of f0 and f~ is large enough and the other 
one is small enough Our methods employ fixed-point heorem m a cone (~) 2005 Elsevmr Ltd. All 
rights reserved. 
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1. INTRODUCTION 
In this paper, we consider the eigenvalue problem for the system 
(~(u')) '  + Ah(t) f(u)  = 0, 0 < t < 1, 
with one of the following three sets of boundary conditions, 
u(O) = u(1)  = 0, 
u' (0)  = u(1)  = 0, 
u(0)  = u ' (1 )  = 0, 
(1.1) 
(1.2a)  
(1 2b) 
(1.2c) 
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where u = (u l , . . . ,Un) ,  ~(u) = (q( t )~(p( t )u l ) , . . . ,q ( t )p(p( t )un) )  and h(t) = d iag[hl ( t ) , . . . ,  
h~(t)] and f(u) -- ( f l (u l ,  . ,un),  . . , f~(u l , . . . ,u ,~) ) .  We understand that u,~5 and f(u) are 
(column) n-dimensional vector-valued functions. Equation (1.1) means that 
(q(t)~(p(t)ul)) '  + ,~h l ( t ) f l (u l , . . . ,  us) = O, 0 < t < 1, 
: (1.3) 
(q(t)~(p(t)u~) )' + ,~hn(t)fn(ul ,  . . . , un) = O, 0 < t < 1. 
By a solution u to (1.1),(1.2) we understand a vector-valued function u ~ C1([0, 1],R ~) with 
(I)(u') E C I ( (0 ,1) ,R~) ,  which satisfies (1.1) for t C (0,1) and one of (1.2). A solution u(t) = 
(u l ( t ) , . . . ,u~( t ) )  is positive if, for each i = 1 , . . . ,n ,  u~(t) >_ 0 for all t E (0,1) and there is at 
least one nontrivial component of u. In fact, we shall show that such a nontrivial component 
of u is positive on (0, 1). 
When n = 1, p(t), q(t) --- 1, (1.1) reduces to the scalar quasilinear equation 
(~(u')) '  + )~h(t)f(u) = 0. (1.4) 
Further, when ~o(u) = u, (1.4) reduces to the classical equation of Emden-Fowler type 
u" + )~h(t)f(u) = 0. (1.5) 
The existence of positive solutions of boundary value problems for (1.4) and (1.5) originates from 
a variety of different areas of applied mathematics and physics, and has been intensively studied 
(see, e.g., [1,21). 
Bandle et al. [3], Erbe et al. [4], Lin [5], and Wang [6] established the existence of positive 
solutions of boundary value problems for (1.5) for all ), > 0 under the assumptions that f 
is superlinear, or sublinear. We say f is superlinear if fo = l im~_~o(f(u)/u) = 0 and f~ = 
l im~_~( / (u ) /u )  = ~.  / is sub l inear  i f /0  = ~ and/~ = 0. 
When ~(u) = ]ulP-2u, p > 1 and for even more general functions ~, related existence results 
can be found in [1,7-10] and their references. 
If 0 < fo, f~  < ~,  Henderson et al. [11] were able to treat the existence problem, at the 
expense of a restriction of ~. Roughly, we showed that (1.5) with (1 2) (n = 1) has a positive 
solution for certain finite intervals of )~ if one of f0 and f~ is large enough and the other one is 
small enough. This result was later sharpened by Graef et al. [12] yielding better intervals of A, 
but yet for the case when one of f0 and f~ is large enough and the other one is small enough. 
In several recent papers [13,14], Wang imposed an assumption (see Assumption (A1)) on the 
function p(u), which covers the two important cases ~(u) = u and ~(u) = [ulP-2u, p > 1. 
Under such an assumption, it is shown that appropriate combinations of superlinearity and 
sublinearity of f (u)  with respect o p at zero and infinity guarantee the existence, multiplicity, 
and nonexistence of positive solutions of (1.1). 
The main purpose of this paper is to extend the results in [11] to the n-dimensional system (1.1). 
For this purpose, we use notation in (1.6), f0 and f~,  to characterize superlinearity and sublin- 
earity with respect to ~ for (1.1). These are natural extensions of f0 and foo defined above for 
the scalar equation (1.5). We are able to show that (1.1) with (1.2) has a positive solution for 
certain finite intervals of/k if one of f0 and f~ is large enough and the other one is small enough. 
We employ a fixed-point heorem in a cone due to Krasnoselskii, which is essentially the same as 
Lemma 2.1 
Let R ( -oo,  oo), R+ = [0, co) and R ~ ~ , +, = + = 1-L=IR+. Also, for u = (Ul , . . .  u~) E R ~ let 
Ilul[ = E~=I lu, I. We make the assumptions. 
(A1) ~ is an odd, increasing homeomorphism of R onto R and there exist two increasing 
homeomorphisms of (0, ec) onto (0, oc) such that 
¢~(~)~(~) < ~(~)  < ¢~(~)~(~), for all ~ and  ~ > 0. 
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(A2) f* : R~_ --* R+ is continuous, i = 1, . . .  ,n. 
(A3) h, ( t ) :  [0, 1] ~ R+ is continuous and h,(t) ~ 0 on any subinterval of [0, 1],z = 1, . . .  ,n. 
(A4) p(t) and q(t) e C[0, 1] with p > 0 and q > 0 for t e [0, 1] and q(t) is nondeereasing on 
[0, 1]. 
Let 
-2P[/t l -~ ) %(t) = -p--~b 2 h,(T) dT ds 
where t e [1/4,3/4], i = 1 , . . . ,n ,  and 
It follows from (A1)-(A4) that 
and 
/3/4 1 -1( 1 s / 1 + ~-~¢2 -~ / h,('r) dT ds , 
min dt, dt > O. 
Jo ~ /4PC~ 
{ I } 
r=min  %(t ) :~<_t_<~,  z=l , . . ,n  >0,  
X -  min E¢1-1  h,(T)d'r >0.  
re[0,1] z=l 
In order, to state our results we introduce the notation 
]~ = lim i f (u)  f~(u) 
I1~tl---,o qo(llu[[)' ]~o = lim , II-11-~ ~(ltuII) 
fo = max{f1 , . . . ,  f•}, f~ = max{fL , . . - ,  f•}. 
u C R~_, ~ = 1 , . . . ,n ,  
(1.6) 
Although we will not provide its proof until Section 3, we state at this point our main result of 
the paper. 
Let (A1)-(A4) hold. Assume 0 < f0 < oc and 0 < foo < oo. THEOREM I.i. 
(a) ~f 
1 1 
~22 ('1~/)~ (f0) / ~ "~ "( ~21 (X~jl"]-(foo) / ' 
then (1.1),(1.2) has a positive solution. 
(b) ~f 
( 1 ) (~_~_1)  
¢2 r¢~]-( f~) < "~ < ~21 (f0) ' 
then (1.1),(1.2) ha  a positive solution. 
2. PREL IMINARIES  
The following well-known result from the fixed-point index theory is crucial in our arguments. 
LEMMA 2.1. (See [15-17].) Let E be a Banach space and K a cone in E. For r > 0, define 
Kr -- {u E K • I]x][ < r}. Assume that T : ~[~ ~ K is completely continuous uch that Tx ~ x 
for x C OK~ = (u C K :  II~[I = ~}. 
0) If []Tzt[ _ Ilz]l for z c ONe, then 
z(T, K~, K) = 0. 
(ii) If []Tx[] _< ]lx[[ for x e OKr, then 
~(T, Kr, K) = 1. 
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In order, to apply Lemma 2.1 to (1.1),(1.2), let X be the Banach space nn=l c[o, 1] and, for 
u = (u l , . . . ,u~)  ~ X ,  n 
Ilull = E sup lu,(t)]. 
,=, tc[0,1] 
For u e X or R~_, Ilull denotes the norm of u in X or R~_, respectively. Define K be a cone in X 
by 
K={u=(u l , . . . ,un)cX:u~(t )>O,  tc[O,1], z=l , .  .,n, and 1/4<t<a/dmin ~-~u,(t)>_p,lu], } 
Also, define, for r a positive number, f~r by 
a~ = (u  e K :  Ilull < ~},. 
Note that, 0t2~ = {u C K .  Iiull = r}. 
Let T~ : K --+ X be a map with components (T~, . . . ,  T~). We define T~, z = 1 , . . . ,  n, by 
J o - -  - ~A J~ h,(r)f'(u(r))dw ds, 0<t<a, ,  T1u(t) = p~s) qO 1 /  1 -~' ) 
ftlp~s)(fl 1(  1 s ) (2.7) - -  - -~Af~,  h,(r)f ' (u(r))dr ds, a, < t < 1, 
where a, = 0 for (1.1),(1.2b), and 0-~ = 1 for (1.1),(1.2c). For (1.1),(1.2a) 0-, e (0, 1) is a solution 
of the equation 
e~u(t )  = 0, 0 < t < 1, (2.8) 
where the map O * : K --+ C[0, 1] is defined by 
t 1 t 
(2.9) 
_ )~-1 )~h,(r)ff(u(r))dr ds, 0 < t < 1. 
By virtue of Lemma 2.2, the operator T~ is well defined. 
LEMMA 2.2. Assume (A1)-(A4) hoId. Then, for any u E K and i = 1 , . . . ,  n, e~u(t) = 0 has 
at least one solution in (0, 1). In addition, if 0-I < 0-~ E (0, 1), z = 1 , . . . ,  n, are two solutions 
= [0.1 0-21 [0-1 0-2] is also a solution of of O*u(t) O, then h,(t)f~(u(t)) ~ 0 for t E L ~, ~, and any 0-, E 
O*u(t) O. Furthermore, T~u(t), z 1,. , n, is independent of the choice of 0-, 6 [0-1 Cr2] ~ "" k ~ ' *J" 
PROOf.  Let ~*(~) = ~h~(~) / ' ( , (~) ) .  If f0 ~ ~*(~) de = O, we may choose any 0-, C (0, 1). T~et us 
assume f l  a~(7) dt ) O. Therefore, O*u(O) < 0 and e~u(1) > O. It follows from the continuity of 
O~u(t) that O*u(t) = 0 has at least one solution on (0, 1). In addition, O~u(t) is a nondecreasing 
function on [0, 1]. If 0-~ < 0-~ e (0, 1) are two solutions of e~u(t) = O, it is not hard to show that 
} p(s) ~,q(s) J, 
1 2 [0-1,0-2]. Then, it is easy to verify that 0-, is a solution Therefore, a*(7) -= 0 on [0-~ ,0-,]. Let 0-, C 
of O~u(t) = 0. Hence, (2.7) implies 
) 1 fO 1---~9--1 ( ~-~" ral 0~*(7") dT ds, 0 < t < 0",, p(s) \q(s)" 
f[:  _ ;~-1  (1__~_ f~r~ Oe*(T) dT) ds, l<t< a , ,  
Ttu(t)  = P \q(s) "* a, _ _ (2.10) 
f~ 1 _1 (q@s)fj~ a,(r )d.r  ) ds, 0-, < t < 0- 2 ,p~qO _ _ ,, 
1 _1 (q(_~ s ) ftl p -~ f~e a'(r) dr ds, a~ < t < 1, 
which is independent of 0-, C [0-1 0-2] I L * '  ¢,J" 
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The following lemma is a consequence of the concavity of a real-valued function u(t) on [0, 1] 
(see, e.g., [13,14] for a proof, also [4,10]). The idea of this lemma is from the Harnack's inequality, 
which plays an important role in PDE. 
LEMMA 2.3. Assume (A4) holds and ~ is an odd, mcreasing homeomorphism of R onto R. Let 
0 _< u(t) • C1[0, 1] and q(t)~(p(t)u') be nonincreasing on [0, 1]. Then, 
[~01 1 ]--1 "(~0t 1 / 1 1 ) u(t) >_ ~(~ ds mxn ~(~ ds, -~  ds II~ll, t • [o, 1]. 
In particular, 
min u(t) >__ plluII. 
1/4_<t<3/4 
We remark that, according to Lemma 2.3, any nontrivial component of nonnegative solutions 
of (1.1),(1.2) is positive on (0, 1). 
LEMMA 2.4. Assume (A1)-(A4) hoId Then, Tx(K) C K and T~ : K --~ K is compact and 
continuous. 
PROOF. Lemma 2.3 implies that T~(K) C K. It is not hard to show that T), : K ---* K is 
compact and continuous. | 
LEMMA 2.5. (See [13,14].) Assume (AI) holds. Then, for all a, x • (0, oo) 
< < 
PROOF. Since cr = ¢l(~b~-l(a)) = ¢2(¢~1(a)) and ~(~-1(~7~(x)) ) -- aT~(x), it follows that 
= = 
On the other hand, we have by (A1) 
¢i(~bli(a))7~(x) _<~(~bll(a)x) and ~b2(¢~-i(a))7~(x) >_ ~(~b~i(a)x). 
Hence, ~(¢; l (a)x)  <_ ~(~-l(a~(x))) _< ~(¢~-i(cr)x). Thus, we obtain ~b~l(a)x < ~- i (~(x) )  < 
¢11(0")X. | 
LEMMA 2.6. Assume (A1)-(A4) hold. Let u = (u~,... ,u~) • K and ~ > O. If there exists a 
component f* of f such that 
ff(u(t)) _> qo ~ u,(t , fort • , , 
IIT utl ¢ l( )rnlIull. 
PROOF. Note, from the definition of T~u, that T~u(a~) is the maximum value of T:~u on [0, 1]. 
If az e [1/4, 3/4], we have 
-- tE[0,X] -- ~ /4 P-~ Ah,0-)ff(u(~-)) dT ds 
F /4  _ 1 s d,) ds] 
+jo, p~s) ~ 1( -~ ~ Ah*(T)f*(u(T)) 
"~'-..'o', p~___.~--I _~/  )~hz(T)~ fiug(7-) dT ds , 
j=l 
then, 
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and in view of Lemma 2.3 and condition (A1), we find 
HTAuH--~ 7 /4 P )~ 1 1 a, - - -  -~  ¢2(~2'(A))h,(w)~(p~lHuII)dT s 
+ Lj4p-~9~-l (q~ L: ¢2(¢fl(A))h*(z)~°(Pr]['uN) d~') ds 1 
- > -2 /4 p____~T-1 \q(s) (1--!--J~ f ' '  h,(T) &'~o(¢21(A)p~]i[u[I) ds 
Now, because of Lemma 2.5, we have 
,,T~u,]>¢~-I(A)PT/'[uH [/1¢'p(-~)~21( 1 ~a '  / -- 2 /4 -~  h,(z) dw ds 
r3/4 1 s dr} ds 1 
For G > 3/4, it is easy to see 
[[TJuH>i3/4 (_~1 f'14 ) 
J1/4 P ) ~°-1 , Ah~(~-)ff(u(~-)) d~- ds. .I8 
On the other hand, we have 
IlT1ull > Jl - -~-~ 1 Ahi('r)p(U(T))dr ds, if a, < ~. 
- 14 p (s )  -~  14 
Similar arguments show that, lIT~ul[ >__ cKl(x)D711uil if a, > 3/4, or a~ < 1/4. 
For each z = 1,. . .  ,n, define a new function ]~(t) : R+ --+ R+ by 
f'(t) = max{i f (u) :  u e R~ and Null < t}. 
Note that, 
f~ = }im f'(t) and f~ t-~o~ (t ) '  ~o(t)' -- lim f*  
LEMMA 2.7. (See [13,14].) Assume (A1)-(A2) hold. Then, f~ = f~ and f~ = f~o, z = 1,... ,n 
PROOF. It is easy to see that, f~ = f~. For the second part, we consider the two cases, 
(a) f ' (u )  is bounded, and 
(b) f ' (u )  is unbounded. 
For Case (a), it follows, from l imt -~ ~(t) = co, that ]~  = 0 = f~.  For Case (b), for any 6 > 0, 
let M r = ]~(5) and 
N} = inf{iluil : u 6 R~_, Null > ~, f'(u) > M*} >_ ~. 
Then, 
max{i f (u) :  Ilull < N~, u 6 R~_} = M r = max{i f (u) .  Ilu]l = N~, u e R~_}. 
Thus, for any 5 > 0, there exists a N~ _> 5 such that 
f'(t) = maxff f (u)  : g~ < NuN < t, u e R~}, for t > g~. 
Hence, the defimtions of f~  and f~o imply that f~  = f~.  | 
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LEMMA 2.8. Assume (A1)-(A4) hold and let r > O. If there exists an z > 0 such that 
/~(r) <¢~(~):(~), ~= ~ .... ,~, 
then, 
IITxull <_ ¢~l (~)Ex i lut l ,  for u ~ 0~r ,  
PROOF. l~rom the definition of Tx, for u C Of~r, we have 
n 1 n (q(~) ~01 ) 
I IT~u]l--~ sup ]Tiu(t)l <_ min p( t )~-1  Ah~('r)p(u(T))dT 
,=1 te[o,1] t~[o,1] = 
1 I ) 
-< min p(t) h~(r) dTAf~(r) 
tc[o,1] ~=1 
1 ) 
-< min p(t) h~(~-) drA~bl(~)qo(r) .
t~[o,1] ~=1 
Note that, A = ~pl(~p{-I(A)). Then, (A1) and Lemma 2.5 imply that 
'IT~uI'-< 1 ~ ( 1 ~ 1 ) te[o,1]min p(t) = ~-1 ~ h~(~-) dT~O(¢lZ(A)~r) 
1 Z#, I  z 1 z 
< ¢~-~(:~)~ rain p(O h~(~-) d~- --- ¢{-~(;~)~xllull. 
t~[o,1] ~=1 
3. PROOF OF  THEOREM 1.1 
We now provide the proof for this paper's main result. 
PROOF. 
PART (a). Let f~ = fo > 0 for some fixed ~. It follows that 
¢~ r¢~(f~) < A < ¢1 x¢ll(foc ) • 
Condition (A1) implies that there exists an 0 < ~ < f~ such that 
( 1 )  ( 1 ) 
~ r¢;~0~ - ~) < ~ < ~:1 x¢i-~(~ + ~) ' 
Beginning with f~, there is a rl > 0 such that 
f'(u) > (f~ -~)~(llull), 
for u = (u l , . . ,  u~) e R~_ and Ilull < ~- Note that, 
(f~ - ~):( I lul l )  = ~(~( f~ - ~))v(] lui i ) .  
If u E 0 f~,  then 
p(u(t))  > ¢~(¢~-1(f~ - s))~,o u,(t > ~ ¢;~(f~ - s) u~(t , 
1947 
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for t C [0, 1]. Lemma 2.6 implies that 
[[W~u H _> ¢~l(A)r¢~-l(f~ - ~)[[u[] > [[u[[, for u e 0~rl. 
It remains to consider f~. It follows from Lemma 2.7 that ]~ = f~,  j = 1, . . . ,  n. Therefore, 
there is a r2 > 2rl such that, for 3 = 1,... ,n, 
f '(r2) _< (fL + ~)~(r2) < (f~ + ~)~(r2) = ¢1(¢11(fo~ + ~))~(r2). 
Lemma 2.8 implies that, for u C 0fl~ 2, we have 
[]W~u[I _< ¢~-l(A)X¢11(foo + e)l]u[[ < ]lu[[. 
By Lemma 2.1, 
z(T~, ~r,, K) = 0, and i(T~, ~r~, K) = 1. 
It follows from the additivity of the fixed-point index that ~(T~, ~2 \ ~r~, K) = 1. Thus, T), has 
a fixed point in ~r~ \ Dr1, which ~s the desired positive solution of (1.1),(1.2). 
PART (b). Let f~  = foo > 0 for some fixed z. It follows that, 
1 1 
Condition (A1) implies that there exists an 0 < ~ < f~ such that 
( ) ( ' ) 
¢~ r¢ ; l ( f~  - ~) < ~ < ~ x¢~-~(f0 + e) 
Since ]0 J = f0 3, 3 = 1,. . . ,  n, there exists a r3 > 0 such that 
)~(r3) <_ (f~ + ¢)~(r3) ~ (fo + E)qo(r3), 3 = 1, . . . ,  n. 
Lemma 2.8 implies that 
II¢~ull _< ¢~(~)x¢~( fo  + E)Null < Ilull, for u e on.~. 
Next, considering f~,  there is an/~ > 0 such that 
f ' (u) _> (f~ --E)~(liulI), 
fo~ u = (~1, . . .  ,~)  e R~ and I1"[I > H. Let ~ = m~{2~,  (~/ ; )} .  If u = (~ , . . .  ,~,) e 0~, , ,  
then 
n 
min ~-" u, (t) :> /2/, 
~/~<~<3/4 __~ ° _pl lul l_> 
and hence, 
I1 1 f ' (u ( t ) )>( fL -~)~ ~.(~) >~ ¢~( f£ -~)  ~.(~) , fo r t~ , 
Lemma 2.6 implies that 
IlTxuI[ >_ ¢~l(A)r¢~-~(f£ -a)[Iull > [[uf[, for u ~ Oar~. 
Again, it follows from Lemma 2.1 that 
z(T;~, Or., K) = 1, and z(TA, a~ 4, K) ---- 0. 
Hence, z(Tx, ~r4 \ ~ ,  K) = -1. Thus, TA has a fixed point in ~4 \ ~r~, which is the desired 
positive solution of (1.1),(1.2). | 
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