Unit Root Log Periodogram Regression by PHILLIPS, Peter C. B.
Singapore Management University
Institutional Knowledge at Singapore Management University
Research Collection School Of Economics School of Economics
5-2007
Unit Root Log Periodogram Regression
Peter C. B. PHILLIPS
Singapore Management University, peterphillips@smu.edu.sg
DOI: https://doi.org/10.1016/j.jeconom.2006.05.017
Follow this and additional works at: https://ink.library.smu.edu.sg/soe_research
Part of the Econometrics Commons
This Journal Article is brought to you for free and open access by the School of Economics at Institutional Knowledge at Singapore Management
University. It has been accepted for inclusion in Research Collection School Of Economics by an authorized administrator of Institutional Knowledge
at Singapore Management University. For more information, please email libIR@smu.edu.sg.
Citation
PHILLIPS, Peter C. B.. Unit Root Log Periodogram Regression. (2007). Journal of Econometrics. 138, (1), 104-124. Research
Collection School Of Economics.
Available at: https://ink.library.smu.edu.sg/soe_research/283
Journal of Econometrics 138 (2007) 104–124
Unit root log periodogram regression
Peter C.B. Phillipsa,b,c,
aCowles Foundation for Research in Economics, Yale University, Box 208281 Yale Station,
New Haven, CT 06520, USA
bUniversity of York, UK
cUniversity of Auckland, New Zealand
Available online 5 July 2006
Abstract
Log periodogram (LP) regression is shown to be consistent and to have a mixed normal limit
distribution when the memory parameter d ¼ 1. Gaussian errors are not required. The proof relies
on a new result showing that asymptotically inﬁnite collections of discrete Fourier transforms (dft’s)
of a short memory process at the fundamental frequencies in the vicinity of the origin can be treated
as asymptotically independent normal variates, provided one does not include too many dft’s in the
collection.
r 2006 Elsevier B.V. All rights reserved.
JEL classification: C22
Keywords: Asymptotic independence; Discrete Fourier transform; Fractional integration; Log periodogram
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1. Introduction
For the last two decades a primary focus in econometric research has been on the long-
run properties of economic time series, including the intrinsic memory properties displayed
by individual series and the existence of long-run relationships between series. Many
economic time series, such as inﬂation and interest rates, display long memory in the sense
that their temporal autocorrelations decay slowly (if at all) and characterizing this property
ARTICLE IN PRESS
www.elsevier.com/locate/jeconom
0304-4076/$ - see front matter r 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.jeconom.2006.05.017
Corresponding author at: Cowles Foundation for Research in Economics, Yale University, Box 208281 Yale
Station, New Haven, CT 06520, USA. Tel.: +1 203 421 4708; fax: +1203 432 5429.
E-mail address: peter.phillips@yale.edu.
Published in Journal of Econometrics, Volume 138, Issue 1, May 2007, Pages 104-124
https://doi.org/10.1016/j.jeconom.2006.05.017
empirically has presented many econometric challenges. A particularly attractive
econometric approach is semiparametric, in which the parameter (d) that characterizes
memory in the data is estimated without making any delimiting assumptions about the
short memory components in the data generating process. Accordingly, semiparametric
estimation of the parameter d in fractionally integrated ðIðdÞÞ time series has received much
recent study.
In applied work, IðdÞ processes with fractional d40 have been found to provide good
empirical models for ﬁnancial time series and volatility measures, as well as certain
macroeconomic time series like inﬂation, money stock, and interest rates. Robinson
(1994a) and Baillie (1996) reviewed aspects of this work relevant to econometrics up to the
mid 1990s and there has been much work in the ﬁeld since then. Growing evidence in
applied work indicates that fractionally integrated processes can describe certain long
range characteristics of economic data rather well, including the volatility of ﬁnancial asset
returns, forward exchange market premia, interest rate differentials, and inﬂation rates.
Two commonly used semiparametric estimators are log periodogram (LP) regression
(Geweke and Porter-Hudak, 1983) and local Whittle (LW) estimation (Ku¨nsch, 1986). LW
estimation involves numerical optimization of the LW likelihood and is attractive because
it is asymptotically efﬁcient. LP regression is popular because of its convenience, which
stems from the simplicity of its construction as a linear regression estimator, and it has
been extensively used in applied econometric research.
Let Xt be a fractional process satisfying
ð1 LÞdX t ¼ ut; tX0; X 0 ¼ u0 ¼ 0, (1)
where ut is stationary with zero mean, ﬁnite moments to order p and continuous spectral
density f uðlÞ40. The parameter d in (1) measures the extent of the memory or long range
dependence in Xt. The present paper concentrates on the special case where d ¼ 1, which
corresponds to the important unit root case.
The LP estimator bd is obtained from the least squares regression
logðIX ðlsÞÞ ¼ bc bd log j1 eils j2 þ residual (2)
taken over fundamental frequencies fls ¼ 2ps=n : s ¼ 1; . . . ;mg for some mon. Setting
as ¼ log j1 eils j and xs ¼ as  a, where a ¼ m1
Pm
s¼1as, we have
bd ¼  1
2
Pm
s¼1 xs log IX ðlsÞPm
s¼1 x2s
, (3)
where IX ðlsÞ ¼ wX ðlsÞwX ðlsÞ is the periodogram and wX ðlsÞ is the discrete Fourier
transform (dft), wX ðlsÞ ¼ ð1=
ﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p
ÞPnt¼1Xteitls of the time series Xt. The regression (2) is
motivated by the form of the log spectrum of Xt and has appeal because of its
nonparametric treatment of ut and the convenience of linear least squares. Under Gaussian
assumptions and in the stationary case, where d 2 1
2
; 1
2
 
, Robinson (1995) developed
consistency and asymptotic normality results for a version of bd which trims out low
frequencies periodogram ordinates (i.e. takes sXl, for some m4l41Þ, as suggested by
Ku¨nsch (1986). Hurvich and Beltrao (1993) have developed data-driven criteria for the
selection of m; and Hurvich et al. (1998) extend Robinson’s (1995) results to include low
frequencies ordinates and ﬁnd an optimal choice of the number of periodogram ordinates
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in the regression. These papers provide a foundation of asymptotic theory validating (2)
for use with Gaussian data in the stationary case.
The present paper develops an asymptotic theory for LP regression in the unit root case.
Gaussianity is not assumed and it is shown that, when d ¼ 1, bd has a mixed normal limit
distribution whose variance is smaller than the variance, p2=24m, that is known to apply
when d 2  1
2
; 1
2
 
. While highly specialized, the unit root case is of interest for several
reasons. First, the unit root model has received a vast amount of attention in the literature
on nonstationary autoregression, but is presently not covered by the existing theory of
semiparametric estimation of d. The case is particularly important in economic
applications. Second, it is well known that the corresponding semiparametric unit root
limit theory is nonstandard (Phillips, 1987) and it is of interest to discover whether there
are any unusual features to the limit theory in the semiparametric estimation of d when
d ¼ 1. Third, it is known (Kim and Phillips, 1999) that bd is inconsistent when d41 withbd!p1, but consistent for 12odo1. So d ¼ 1 turns out to be the boundary case for
consistent estimation by LP regression. Similar consistency, inconsistency and boundary
results apply to the LW estimator of d, as has been shown in Phillips and Shimotsu (2004).
It would appear, therefore, that the unit root case has some special characteristics in the
fractional domain as well as those which are already well known in the autoregressive
domain.
The work reported here complements other recent research on LP regression and testing
in nonstationary and non-Gaussian cases. Hurvich and Ray (1995) looked at the behavior
of periodogram ordinates of a fractionally integrated process with memory parameter
d 2 ½0:5; 1:5Þ, found evidence of bias in LP regression when d41, and evidence of
asymptotic unbiasedness under Gaussianity when d ¼ 1. Velasco (1999a) showed
consistency (under Gaussian assumptions and for 12odo1) of an LP estimator that
trims out low frequency ordinates, gave a CLT for d 2 1
2
; 3
4
 
, and gave a CLT for trimmed
and tapered estimates when d4 3
4
. Velasco (2000) showed consistency of an LP regression
estimator under non-Gaussian ut when d 2 ð0; 12Þ and periodogram ordinates are pooled
and frequencies are trimmed from the origin. Kim and Phillips (1999) showed LP
regression is consistent for 1
2
odo1 without requiring Gaussianity or trimming, as well as
demonstrating inconsistency for d41. Some simulation results covering nonstationary
cases were reported in Hurvich and Ray (1995) and Velasco (1999b), both revealing
evidence of estimation bias when d41. Finally, Robinson (1994b) and Tanaka (1999)
show how to use Lagrange multiplier and Wald theory for testing values of d in parametric
models that include both stationary and nonstationary cases, but exclude weak
nonparametric dependence.
The limit theory is given in Section 3 and Section 2 provides some preliminary theory
and assumptions. The mixed normal limit for bd is derived using a conditioning argument
and embedding that appear to be useful outside the present context. In particular, the
embedding reveals that, in the non-Gaussian case, one can uniformly approximate an
asymptotically inﬁnite collection of dft’s of a short memory time series like ut at
fundamental frequencies in the vicinity of the origin by a sequence of independent,
identically distributed complex normal variates, provided the number of frequency
ordinates m ¼ oðn1=21=pÞ. This result is of independent interest and should have
applications in frequency domain asymptotics beyond those of LP regression. Some
conclusions are given in Section 4 and proofs and other technical material are given in
Section 5.
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2. Preliminaries
The fractionally integrated process Xt is deﬁned as in (1), with uj ¼ 0 for all jp0.
Explicit conditions on ut ðt40Þ are given in the following.
Assumption L. For all t40, ut has Wold representation
ut ¼ CðLÞet ¼
X1
j¼0
cjetj ;
X1
j¼0
jjcjjo1; Cð1Þa0, (4)
with et ¼ iidð0;s2e Þ with EðjetjpÞo1, for some p42.
The speciﬁcity of (4) involves a loss of generality in comparison with purely local to zero
assumptions about the short memory spectrum that are used in other work (e.g. Robinson,
1995, and Velasco, 1999a) and which are appealing in view of the semiparametric nature of
the model. Nevertheless, the summability condition in (4) is satisﬁed by a wide class of
parametric and nonparametric models for ut and, in conjunction with the moment
condition, enables the use of the techniques in Phillips and Solo (1992) and embedding
arguments for the partial sums of ut, both of which simplify our approach. The spectral
density of ut is f uðlÞ ¼ ðs2e=2pÞj
P1
j¼0 cje
ijlj2.
From Eq. (16) of Phillips (1999), we have the decomposition (taking X 0 ¼ 0 here and in
what follows to simplify formulae with no essential loss of generality)
wX ðlÞ ¼
wuðlÞ
1 eil 
eiðnþ1Þl
1 eil
Xnﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p ¼ wuðlÞ
1 eil 
eiðnþ1Þl
1 eil wuðl0Þ, (5)
a result that may be obtained directly (e.g. by partial summation—see (22) below). It is
apparent that both components of (5) inﬂuence the asymptotic behavior of the data dft
wX ðlÞ when d ¼ 1. In particular, when evaluated at the fundamental frequencies
ls ¼ 2ps=n; s ¼ 1; . . . ; n, the component ð2pnÞ1=2Xn in (5) does not depend on ls and
yet this term inﬂuences the asymptotic behavior of wX ðlsÞ for all values of s. This property
means that wX ðlsÞ is spatially correlated across all the fundamental frequencies. In effect,
there is leakage across all the fundamental frequencies from the zero frequency ðs ¼ 0Þ, i.e.
from wuðl0Þ ¼ ð2pnÞ1=2Xn.
A further complicating factor in LP regression is that one needs to work with a
logarithmic function of the periodogram ordinates. In effect, the model underlying the
empirical regression (2) involves the logarithm of the squared modulus of (5) at ls, i.e.
log jwX ðlsÞj2 ¼ 2 log j1 eils j þ log wuðlsÞ  eils
Xnﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p
 2. (6)
The second term in (6) involves the dft of the stationary errors, wuðlsÞ, coupled with the
leakage factor wuðl0Þ ¼ ð2pnÞ1=2Xn from s ¼ 0. The asymptotic analysis of LP regression
requires that we treat both the nonlinearity in (6) and the spatial correlation arising from
this leakage.
3. LP regression in the unit root case
The approach we take to deal with the complications just mentioned is to use an
embedding and conditioning argument. First, we expand the probability space as needed
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so that the processes are deﬁned in such a way that the data can be represented up to a
negligible error in terms of a Brownian motion deﬁned on the same space. Since our
interest is in a limit distribution theory it is, in fact, sufﬁcient that the representations hold
in probability rather than almost surely. A result of this type was given in Akonom (1993,
Theorem 3) and is included in the following lemma in the form (7), for which we supply a
simple proof that uses the device in Phillips and Solo (1992).
Lemma 3.1. Let Sk ¼
Pk
j¼1 uj for kX1, and S0 ¼ 0, for k ¼ 0, where uj satisfies Assumption
L. Then, the probability space on which the uj and Sk are defined can be expanded in such a
way that there is a process distributionally equivalent to Sk and a Brownian motion BðÞ with
variance s2 ¼ 2pf uð0Þ on the new space for which
sup
0pkpn
Skﬃﬃﬃ
n
p  B k
n
 	  ¼ op 1n1=21=p
 	
. (7)
If Ejetjqo1 for q42p44, then (7) holds almost surely.
In Lemma 3.1 it is assumed that the maximal moment exponents p and q are ﬁnite.
When p ¼ 1, recent results on (multivariate) strong approximation (e.g. Zaitsev, 1998) for
partial sums of iid (vector) variates can be used in combination with the Phillips–Solo
(1992) device to prove a strong approximation for partial sums of a (multivariate) linear
process. These results ensure a uniform error of Oa:s: ðlog n=
ﬃﬃﬃ
n
p Þ when the component
variates have exponential moments. Under such conditions, it is to be expected that the
results derived below may be correspondingly strengthened. That case is not analyzed here
but we do provide results for the Gaussian case.
With approximation (7) in hand, we establish the following useful stochastic integral
representation for the asymptotically inﬁnite family of dft’s fwuðlsÞ : s ¼ 0; . . . ;mg.
Theorem 3.2. If ut satisfies Assumption L and if m=n1=21=p ! 0, as n ! 1, then the family
of dft’s fwuðlsÞ : s ¼ 0; . . . ;mg may be asymptotically represented as n ! 1 in the form of a
sequence of independent normal random variables xs such that
wuðlsÞ ¼ xs þ op
m
n1=21=p
 	
, (8)
uniformly over spm, where xs ¼ ð1=
ﬃﬃﬃﬃﬃ
2p
p
Þ R 10 e2pisr dBðrÞ and the collection fxsgms¼1 are iid
complex Nð0;s2Þ and independent of the real normal variate Z ¼ x0 ¼ ð1=
ﬃﬃﬃﬃﬃ
2p
p
ÞBð1Þ.
It follows from Theorem 3.2 that if m ! 1 and m ¼ oðn1=21=pÞ, then the asymptotically
inﬁnite collection of dft’s fwuðlsÞ : s ¼ 0; . . . ;mg form a set of asymptotically independent
variates. Under a variety of conditions, analogous results have been shown by many
authors (e.g. Hannan, 1973) but apparently only for a ﬁnite collection of dft’s. Thus, it is
well known that a ﬁnite collection of dft’s, such as fwuðlsÞ : s ¼ 0; . . . ;Mg forM ﬁxed, form
an asymptotically independent set of variates. On the other hand, it is also known (e.g. Fay
and Soulier, 1999) that in many applications involving the full set of variates fwuðlsÞ : s ¼
0; . . . ; n 1g one cannot treat the dft’s simultaneously as if they were a sequence of
asymptotically independent normal random variables except in the case where the
underlying components ut are themselves normally distributed. Theorem 3.2 shows that an
intermediate result is available and that asymptotically inﬁnite collections of dft’s can be
treated as asymptotically independent normal variates, provided one does not include too
many in the collection. Thus, Theorem 3.2 can be expected to be relevant in frequency
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domain applications (like LP regression) that involve local averaging of dft’s or functionals
of dft’s like the periodogram. Theorem 3.2 is given for collections of dft’s in the vicinity in
the origin as that is all we need for the LP regression application. However, with some
modiﬁcations to the proof of Theorem 3.2, a related result can be proved for
asymptotically inﬁnite collections of dft’s in the vicinity of an arbitrary ﬁxed frequency.
This work will be reported elsewhere, as it is not directly related to the subject of the
present application.
The simple form of (8) enables us to develop a limit theory for frequency averages of the
second term in (6). LP asymptotics follow directly. The outcome is the following result,
which gives the asymptotic distribution of bd when d ¼ 1.
Theorem 3.3. Let Xt follow (1) with d ¼ 1 and ut satisfy Assumption L. If
m2 logm
n1=21=p
þ 1
m
! 0, (9)
then ﬃﬃﬃﬃ
m
p ðbd  dÞ!dMN 0; 1
4
s2ðW Þ
 	

Z 1
0
N 0;
1
4
s2ðwÞ
 	
pdfðwÞdw. (10)
Here, W is w21 with pdfðwÞ ¼ 21=2G 12
 h i1
ew=2w1=2, and s2ðwÞ ¼ Varflogðw22ð2wÞÞg, where
w22ðdÞ denotes a w22 variate with noncentrality parameter d. The explicit form of s2ðwÞ is
s2ðwÞ ¼ ew
X1
j¼0
wj
j!
fcð1þ jÞ2 þ c0ð1þ jÞg  ew
X1
j¼0
wj
j!
cð1þ jÞ
" #2
, (11)
where cðzÞ ¼ G0ðzÞ=GðzÞ is the psi function, the logarithmic derivative of the gamma function
G, and c0ðzÞ is the trigamma function, its first derivative (explicit representations of cðzÞ and
c0ðzÞ are given in (45) and (46) in the Appendix).
If ut is Gaussian then (10) holds under
m logm
n1=2
þ 1
m
! 0. (12)
Corollary 3.4. Under the conditions of Theorem 3.3 the limiting variance of
ﬃﬃﬃﬃ
m
p ðbd  dÞ is
s2d ¼
p2
24
þ 1
4
ﬃﬃﬃ
3
p
X1
j¼0
½cð1þ jÞ2 Pjk¼1ð1=k2Þð1=2Þjð2=3Þj
j!
 1
4
ﬃﬃﬃ
5
p
X1
j¼0
cð1þ jÞð1=2Þjð2=5Þj
j!
X1
k¼0
cð1þ kÞ
k!
1
2
þ j
 	
k
2
5
 	k
, ð13Þ
where ðaÞj ¼ Gðaþ jÞ=GðjÞ is the forward factorial function.
Remark 3.5. (a) Condition (9) on the frequency band fls; 1osomg holds when m ¼
Oðn1=4ð1=2pÞdÞ for any d40, which is far more restrictive than the oðn4=5Þ rate of Hurvich
et al. (1998, Theorem 2) which was established under Gaussian errors, and even the Oðn1=2Þ
rate suggested in Geweke and Porter-Hudak (1983), both of which refer to the stationary
case. The highly restrictive nature of (9) is most likely an artifact of our simple method of
proof, which relies ﬁrst on the representation (8), which places a preliminary restriction on
m, and, second, on a bound, (31), on the reciprocals of certain random variables that we
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use in the treatment of the logarithmic function in the proof of (10) and which leads to a
further restriction on m. It seems likely that the latter can be relaxed, although we have not
attempted to do so. Under Gaussianity, the weaker condition (12) is sufﬁcient, which
requires m ¼ Oðn1=2dÞ for d40.
(b) Numerical evaluation of (13) gives s2d ¼ 0:3948, which is slightly smaller than
p2=24 ¼ 0:4112, the limiting variance of ﬃﬃﬃﬃmp ðbd  dÞ in the stationary case jdjo1
2
. Thus, the
limit distribution of the LP estimator in the unit root case, although mixed normal, has
smaller variance than in the stationary case, leaving aside issues of rates of convergence
attendant to the allowable expansion rate of m.
(c) Phillips and Shimotsu (2004) established that the LW ~d estimator of d also has a
mixed normal limit distribution when d ¼ 1. They calculated the variance of the limit
distribution of
ﬃﬃﬃﬃ
m
p ð ~d  dÞ to be 0.2028, which is therefore less than the limiting variance of
the LP estimator when d ¼ 1 and less than the variance of the LW estimator in the
stationary case (0.25).
4. Conclusion
The above results help to complete the limit theory for the LP regression estimator, but
they are not immediately useful in estimation or inference in view of the inconsistency of
LP regression for d41. Consistent semiparametric estimation for all values of d by LP
regression without trimming or tapering may be achieved using an exact LP (ELP)
regression procedure, as discussed in Phillips (1999), although a rigorous asymptotic
theory for this estimator is yet to be developed. However, this approach is analogous to the
exact local Whittle (ELW) estimator of Phillips (1999) and Shimotsu and Phillips (2005).
Both estimators involve non-linear optimization, and thus the ELP procedure loses the
advantage of linear regression that makes LP appealing in practice. Moreover, since ELW
is the more efﬁcient asymptotically, this estimator seems likely to be the preferred choice.
In addition to long memory modeling, a related focus of recent research has been models
with autoregressive roots near unity, or nearly integrated processes. These models, which
have roots that are within Oðn1Þ of unity, were studied by Chan and Wei (1987) and Phillips
(1987) and the ideas therein have been extensively used in the analysis of the local behavior of
unit root tests and the development of local point optimal testing procedures. Most recently,
models with mildly nonstationary or mildly explosive behavior have been analyzed by Phillips
and Magdalinos (2006a, b) and Giraitis and Phillips (2006). In these models, the roots deviate
from unity by the sense that the deviations are Oðk1n Þ where kn=n ! 0 as n !1. Such
models provide a more effective bridge to the asymptotic theory that obtains in short memory
stationary models and purely explosive models. There is considerable potential for extending
these ideas to multivariate systems and the study of long-run relationships between series that
are mildly nonstationary or even mildly explosive.
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Appendix
Lemma A reports moment expressions which can be obtained straightforwardly from
known results (e.g. Gradshteyn and Ryzhik, 1994—hereafter GR—and Johnson et al.,
1995) and is given here for convenience. Lemma B gives the limit distribution of a sample
average of nonlinear functions of correlated Gaussian variates. Lemma C is a technical
result on the probability limit of weighted sums of reciprocals of independent variates.
Both B and C are used in the proof of Theorem 3.3.
Lemma A.
Eðlogðw2nðdÞÞÞ ¼ ed=2
X1
j¼0
ðd=2Þj
j!
c
n
2
þ j

 
þ log 2,
Varðlogðw2nðdÞÞÞ ¼ ed=2
X1
j¼0
ðd=2Þj
j!
c
n
2
þ j

 2
þ c0 n
2
þ j

  
 ed=2
X1
j¼0
ðd=2Þj
j!
c
n
2
þ j

 " #2
,
where w2vðdÞ is noncentral w2 with v degrees of freedom and noncentrality parameter d.
Lemma B. Let xs ¼ ð1=
ﬃﬃﬃﬃﬃ
2p
p
Þ R 10 e2pisr dBðrÞ and Z ¼ ð1= ﬃﬃﬃﬃﬃ2pp Þ R 10 dBðrÞ, where B is Brownian
motion with variance 2pf uð0Þ. Then
1ﬃﬃﬃﬃ
m
p
Xm
s¼1
xs log jxs  Zj2!dMNð0; s2ðW ÞÞ 
Z 1
0
Nð0;s2ðwÞÞpdfðwÞdw,
where
s2ðwÞ ¼ ew
X1
j¼0
wj
j!
fcð1þ jÞ2 þ c0ð1þ jÞg  ew
X1
j¼0
wj
j!
cð1þ jÞ
" #2
,
and W is w21.
Proof of Lemma B. Set
xs ¼
1ﬃﬃﬃﬃﬃ
2p
p
Z 1
0
e2pisr dBðrÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f uð0Þ
p Z 1
0
e2pisr dW ðrÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f uð0Þ
p
Zs; say,
and
Z ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f uð0Þ
p
Y ,
where W ðrÞ is standard Brownian motion, and fZsgm1  iid Ncð0; 1Þ and is independent of
Y , which is Nð0; 1Þ. It is convenient to write Zs ¼ z1s þ z2si. The components z1s, z2s in this
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decomposition are independent and each is N 0; 1
2
 
. Then
log jxs  Zj2 ¼ logðf uð0ÞÞ þ log½ðz1s  Y Þ2 þ z22s
¼ logð1
2
f uð0ÞÞ þ log½2fðz1s  Y Þ2 þ z22sg
¼ logð1
2
f uð0ÞÞ þ log½GsY ; say. ð14Þ
Conditional on Y , z1s  Y is NðY ; 12Þ, and so, conditional on Y ,
GsY ¼
ðz1s  Y Þ2 þ z22s
1=2
¼ 2fðz1s  Y Þ2 þ z22sg  w22ðdÞ.
Thus, conditional on Y, the family fGsY gm1 are independent and identically distributed
noncentral chi-squared variates with two degrees of freedom and noncentrality parameter
d where
d ¼ Y
1=
ﬃﬃﬃ
2
p
 !2
¼ 2Y 2 ¼ 2W .
It follows from Lemma A and (46) that
EðlogGsY jY Þ ¼ Eðlogðw22ð2W ÞÞjY Þ:¼mY ,
and
VarðlogGsY jY Þ ¼ Varððlogðw22ð2W ÞÞjY ÞÞ:¼s2Y .
Thus, conditional on Y , logGsY is iid ðmY ; s2Y Þ. It follows that, conditional on Y ,
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
xs logGsY ¼
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
xsðlogGsY  mY Þ
satisﬁes the Lindeberg–Feller central limit theorem (cf. Robinson, 1995, p. 1070) and we
have
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
xs logGsY

Y
!d N 0;s2Y limm!1
1
m
Xm
j¼1
x2s
 ! !
¼ N 0;s2Y limm!1
1
m
Xm
j¼1
x2s
 ! !
¼ Nð0;s2Y Þ.
The variance expression follows since, as shown in (36), xs ¼ log s=m ð1=mÞ
Pm
s¼1
logðs=mÞ þOðm2=n2Þ and then
lim
m!1
1
m
Xm
j¼1
x2s ¼
Z 1
0
ðlog xÞ2 dx
Z 1
0
ðlog xÞdx
 	2
¼ 1.
Unconditionally, we therefore have
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
xs logGsY !d MNð0; s2Y Þ ¼
Z 1
0
Nð0;s2ðwÞÞpdfðwÞdw, (15)
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where
s2ðwÞ ¼ ew
X1
j¼0
wj
j!
fcð1þ jÞ2 þ c0ð1þ jÞg  ew
X1
j¼0
wj
j!
cð1þ jÞ
" #2
,
and W ¼ Y 2 ¼ w21.
It follows from (14) and (15) that
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
xs log jxs  Zj2 ¼
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
xs logGsY !d
Z 1
0
Nð0; s2ðwÞÞpdfðwÞdw,
as stated. &
The following lemma was suggested by a referee and generalizes a similar lemma given in
an earlier version of this paper for Gaussian sequences:
Lemma C. Let fzs : s ¼ 1; . . . ;mg be an iid sequence with probability density f ðÞ that
satisfies
(A1) f is symmetric about the origin and both f and f 0 are continuous.
(A2) As x ! 1, f ðxÞ log x ¼ oð1Þ and x2f 0ðxÞ log x ¼ Oð1Þ.
Let fxms : mX1; s ¼ 1; . . . ;mg be a series of real sequences for which
(A3) ð1=mÞPms¼1jxmsj ! ao1, ð1=ðm logmÞÞPspmjxmsjj log jxsjj ! 0, and
supspmðjxmsj=mÞ ! 0.
Then ð1=ðm logmÞÞPms¼1ðjxmsj=jzsjÞ!p2f ð0Þa as m !1.
Proof of Lemma C. Deﬁne xms ¼ jxmsj=ðjzsjm logmÞ, x0ms ¼ xms1ðxmso1Þ and x00ms ¼
xms1ðxmsX1Þ, where 1ðAÞ is the indicator of A. Let bms ¼ Ex0ms and f  ¼ supxf ðxÞ.
The assertion follows if, as m ! 1: (i) Pms¼1 bms ! 2f ð0Þa; (ii) Pms¼1 x00ms!p0; and
(iii)
Pm
s¼1ðx0ms  bmsÞ!p0.
First, the symmetry condition for f in (A1) implies that the probability density of xms is
2f
jxmsj
xm logm
 	 jxmsj
x2m logm
.
Hence, by integration by parts and the ﬁrst part of (A2)
bms ¼ 2
Z 1
0
xf
jxmsj
xm logm
 	 jxmsj
x2m logm
dx
¼ 2 jxmsj
m logm
Z m logm=jxmsj
0
f
1
y
 	
dy
y
¼ 2 jxmsj
m logm
log
m logm
jxmsj
 	
f
jxmsj
m logm
 	
þ
Z m logm=jxmsj
0
logðyÞf 0 1
y
 	
dy
y2
" #
.
Since, by the second part of (A2) and the continuity of f 0,Z m logm=jxmsj
0
logðyÞf 0 1
y
 	
dy
y2

p
Z 1
0
f 0
1
y
 	
logðyÞ
y2
 dy ¼ Z 1
0
jf 0ðxÞ log xjdxo1,
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it follows from (A1)–(A3) thatXm
s¼1
bms ¼
2
m logm
Xm
s¼1
jxmsjf
jxmsj
m logm
 	
flogmþ log logm log jxmsjg þOð1Þ
! 2f ð0Þa as m ! 1, ð16Þ
which yields (i). For part (ii), given some small e40
P
Xm
s¼1
x00ms4e
 !
p
Xm
s¼1
P
jxmsj
jzsj
1
jxmsj
jzsj
Xm logm
 	
4em logm
 	
¼
Xm
s¼1
P
jxmsj
jzsj
Xm logm
 	
¼
Xm
s¼1
P jzsjp
jxmsj
m logm
 	
p2f 
Xm
s¼1
jxmsj
m logm
,
which by (A3) converges to 0 as m ! 1. Part (ii) follows. Next, by Chebyshev’s
inequality,
P
Xm
s¼1
ðx0ms  bmsÞ4e
 !
pe2
Xm
s¼1
ðEx02ms  b2msÞ.
Clearly, by (A3) and (16)Xm
s¼1
b2mspmaxspm bms
Xm
s¼1
bms
 !
! 0 as m ! 1.
In addition, (A3) givesXm
s¼1
Ex02ms ¼ 2
Xm
s¼1
Z 1
0
y2f
jxmsj
ym logm
 	 jxmsj
y2m logm
dy
¼ 2
Xm
s¼1
jxmsj2
ðm logmÞ2
Z 1
m logm=jxmsj
f ðxÞx2 dx
p2f  1
m logm
Xm
s¼1
jxmsj ! 0 as m ! 1,
giving part (iii). The proof is then complete. &
Proof of Lemma 3.1. We prove the strong approximation ﬁrst. In view of Assumption L,
we may use the BN decomposition (see Phillips and Solo, 1992) to write
CðLÞ ¼ Cð1Þ þ eCðLÞðL 1Þ,
where eCðLÞ ¼P1j¼0 ecjLj with ecj ¼P1s¼jþ1 cs and P1j¼0jecjjo1. Then,
ut ¼ Cð1Þet þet1 et,
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with et ¼ eCðLÞet, and
St ¼ Cð1Þ
Xt
j¼1
ej þe0 et ¼ SZt þe0 et,
where SZt ¼
Pt
j¼1 Zj and Zj ¼ Cð1Þej. Next, since Zj is iid with mean zero and ﬁnite
moments of order q42p44, we may use a strong approximation to the partial sum process
SZt of Zj. In particular, by a result of Komlo´s et al. (1976) we can expand the probability
space as necessary to set up a partial sum process that is distributionally equivalent to SZk
and a Brownian motion BðÞ with variance 2pf uð0Þ on the same space for which
sup
0pkpn
jSZk  BðkÞj ¼ oa:sðn1=qÞ, (17)
giving a uniform approximation to SZk over 0pkpn in terms of the Brownian motion B.
Next, since
jSk  BðkÞjpjSZk  BðkÞj þ je0 ekj,
we have
sup
0pkpn
Skﬃﬃﬃ
n
p  B k
n
 	 p sup
0pkpn
SZkﬃﬃﬃ
n
p  B k
n
 	 þ 2 sup
0pkpn
jekjﬃﬃﬃ
n
p . (18)
Now
sup
0pkpn
jekjﬃﬃﬃ
n
p ¼ oa:s:
1
n1=21=p
 	
(19)
holds if
max
0pkpn
jekj
n1=p
¼ oa:s:ð1Þ. (20)
But
P max
0pkpn
jekj
n1=p
4d
 
¼ P max
0pkpn
jekjq
nq=p
4dq
 
¼ P 1
nq=p
Xn
k¼1
jekjq1½jekjq4nq=pdq4dq
" #
oE
Pn
k¼1jekjq1½jekjq4nq=pdq 
nq=pdq
¼ Eðjekjq1½jekjq4nq=pdqÞ
nq=p1dq
,
by stationarity of ek. It follows thatX1
n¼1
P max
0pkpn
jekj
n1=p
4d
 
o
X1
n¼1
EðjekjqÞ
nq=p1
o1
since q42p. Result (20) then follows by the Borel Cantelli lemma. We deduce from
(17)–(19) that
sup
0pkpn
Skﬃﬃﬃ
n
p  B k
n
 	  ¼ oa:s: 1n1=21=p
 	
,
giving the stated result.
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Now suppose only pth moments are ﬁnite and we need to prove the uniform
approximation (7) holds in probability. Then, (17) still holds for q ¼ p42 by a result of
Major (1976) and, in place of (20), the following is sufﬁcient:
max
0pkpn
jekj
n1=p
¼ opð1Þ. (21)
Apparently, (21) holds if
P max
0pkpn
jekj
n1=p
4d
 
¼ P max
0pkpn
jekjp
n
4dp
 
¼ P 1
n
Xn
k¼1
jekjp1½jekjp4ndp4dp
" #
oEð
Pn
k¼1jekjp1½jekjp4ndpÞ
ndp
¼ Eðjekjp1½jekjp4ndpÞ
dp
! 0,
which will be so when EðjekjpÞo1. By Minkowski’s inequality, we have
EðjekjpÞ ¼ E X1
j¼0
ecjekj


p !
o
X1
j¼0
ðjecjjpEjekj jpÞ1=p
 !p
¼
X1
j¼0
jecjj
 !p
Ejekjpo
X1
j¼0
jjcjj
 !p
Ejekjp.
Thus, (7) holds under the weaker moment condition EðjekjpÞo1 for any p42. &
Proof of Theorem 3.2. By virtue of (5) or by using partial summation for a direct
calculation and using the differencing operator D ¼ 1 L, we have for s ¼ 1; . . . ;m
wuðlsÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p
Xn
t¼1
e2pist=nut ¼ D 1ﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p
Xn
t¼1
e2pist=nSt
 !
 1ﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p
Xn
t¼1
St1Dðe2pist=nÞ
¼ 1ﬃﬃﬃﬃﬃ
2p
p Snﬃﬃﬃ
n
p  1ﬃﬃﬃﬃﬃ
2p
p
Xn
t¼1
St1ﬃﬃﬃ
n
p e2pisðt1Þ=nðe2pis=n  1Þ. ð22Þ
In view of the embedding (7), we have
St1ﬃﬃﬃ
n
p ¼ B t 1
n
 	
þ op
1
n1=21=p
 	
,
where the error magnitude holds uniformly in t ¼ 1; . . . ; n. Then, we have
wuðlsÞ ¼
1ﬃﬃﬃﬃﬃ
2p
p Bð1Þ þ op
1
n1=21=p
 	 
 1ﬃﬃﬃﬃﬃ
2p
p
Xn
t¼1
B
t 1
n
 	
þ op
1
n1=21=p
 	 
e2pisðt1Þ=nðe2pis=n  1Þ
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¼ 1ﬃﬃﬃﬃﬃ
2p
p Bð1Þ  1ﬃﬃﬃﬃﬃ
2p
p
Xn
t¼1
B
t 1
n
 	
þ op
1
n1=21=p
 	 
e2pisðt1Þ=nðe2pis=n  1Þ þ op
1
n1=21=p
 	
, ð23Þ
where the error magnitude holds uniformly in spm.
Next write (23) in the form
wuðlsÞ ¼
1ﬃﬃﬃﬃﬃ
2p
p Bð1Þ  1ﬃﬃﬃﬃﬃ
2p
p
Xn
t¼1
B
t 1
n
 	
e2pisðt1Þ=nðe2pis=n  1Þ þ op
s
n1=21=p
 	
and since
e2pisðt1Þ=nðe2pis=n  1Þ ¼ 2pis
Z t=n
ðt1Þ=n
e2pisr dr,
we have
Xn
t¼1
B
t 1
n
 	
e2pisðt1Þ=nðe2pis=n  1Þ
¼ 2pis
Xn
t¼1
B
t 1
n
 	Z t=n
ðt1Þ=n
e2pisr dr
¼ 2pis
Xn
t¼1
Z t=n
ðt1Þ=n
B
½nr
n
 	
e2pisr dr ¼ 2pis
Z 1
0
B
½nr
n
 	
e2pisr dr.
Next, set
vs;n ¼
Z 1
0
B
½nr
n
 	
 BðrÞ
 
e2pisr dr.
Then
wuðlsÞ ¼
1ﬃﬃﬃﬃﬃ
2p
p Bð1Þ  2pisﬃﬃﬃﬃﬃ
2p
p
Z 1
0
BðrÞe2pisr dr 2pisﬃﬃﬃﬃﬃ
2p
p vs;n þ op
s
n1=21=p
 	
¼ 1ﬃﬃﬃﬃﬃ
2p
p
Z 1
0
e2pisr dBðrÞ  2pisﬃﬃﬃﬃﬃ
2p
p vs;n þ op
s
n1=21=p
 	
¼ 1ﬃﬃﬃﬃﬃ
2p
p
Z 1
0
e2pisrdBðrÞ þ op m
n1=21=p
 	
,
since vs;n ¼ Opðn1=2Þ uniformly in s ¼ 0; . . . ; n. Indeed,
jvs;njp
Z 1
0
B
½nr
n
 	
 BðrÞ
 dr,
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and hence
Ejvs;njp
Z 1
0
E B
½nr
n
 	
 BðrÞ
 drp Z 1
0
E B
½nr
n
 	
 BðrÞ
 2 !1=2
dr
¼
Z 1
0
½nr
n
 r
 1=2 drpCn1=2,
for come constant C, which implies that vs;n ¼ Opðn1=2Þ uniformly in s.
When s ¼ 0, we have
Xnﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p ¼ 1ﬃﬃﬃﬃﬃ
2p
p Bð1Þ þ op
1
n1=21=p
 	
.
Now use the notation
xs ¼
1ﬃﬃﬃﬃﬃ
2p
p
Z 1
0
e2pisr dBðrÞ; Z ¼ 1ﬃﬃﬃﬃﬃ
2p
p Bð1Þ. (24)
The variates fxsgms¼1 are independent complex Gaussian Ncð0; f uð0ÞÞ and are independent of
Z, which is real Gaussian Nð0; f uð0ÞÞ, thereby delivering the stated result. &
Proof of Theorem 3.3. From (6)
log jwX ðlsÞj2 ¼ 2 log j1 eils j þ log wuðlsÞ  eils
Xnﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p
 2,
and using (3) we have
2
ﬃﬃﬃﬃ
m
p ðbd  1Þ ¼  ð1= ﬃﬃﬃﬃmp ÞPms¼1 xs log jwuðlsÞ  ð1= ﬃﬃﬃﬃﬃﬃﬃﬃ2pnp ÞeilsXnj2ð1=mÞPms¼1 x2s . (25)
From Theorem 3.2 we have
wuðlsÞ ¼
1ﬃﬃﬃﬃﬃ
2p
p
Z 1
0
e2pisr dBðrÞ þ op
m
n1=21=p
 	
, (26)
which holds uniformly in spm. Using the notation of (24) above, the variates fxsgms¼1 are
independent complex Gaussian Ncð0; f uð0ÞÞ and are independent of Z, which is real
Gaussian Nð0; f uð0ÞÞ. Write
wuðlsÞ 
1ﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p eilsXn ¼ xs  Zþ As, (27)
where As ¼ opðm=n1=21=pÞ uniformly in spm. Then, we have
1ﬃﬃﬃﬃ
m
p
Xm
s¼1
xs log wuðlsÞ 
1ﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p eilsXn
 2
¼ 1ﬃﬃﬃﬃ
m
p
Xm
s¼1
xs log jxs  Zþ Asj2
¼ 1ﬃﬃﬃﬃ
m
p
Xm
s¼1
xs log jxs  Zj2 þ log 1þ
As
xs  Z
 2
" #
. ð28Þ
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Using the inequality
j log j1þ ajjpjaj þ jajj1þ aj ,
we get
1ﬃﬃﬃﬃ
m
p
Xm
s¼1
xs log 1þ
As
xs  Z
 2

p 2ﬃﬃﬃﬃmp Xm
s¼1
jxsj
jAsj
jxs  Zj
1þ 1j1þ As=ðxs  ZÞj
  
¼ 2ﬃﬃﬃﬃ
m
p
Xm
s¼1
jxsj
jAsj
jxs  Zj
Bs, ð29Þ
where
Bs ¼ 1þ
1
j1þ As=ðxs  ZÞj
.
Now Bs ¼ Opð1Þ uniformly in spm if
max
spm
As
xs  Z
 !p0 (30)
because then 1þ As=ðxs  ZÞ ! 1 uniformly in spm. Note that
max
spm
As
xs  Z
 pmaxspm jAsjmaxspm 1xs  Z
 
pðm logmÞmax
spm
jAsj
1
m logm
max
spm
1
xs  Z
  .
Now
1
jxs  Zj
¼ 1
½ðxsa  ZÞ2 þ x2sb1=2
p 1jxsbj
¼ 2jzsj
, (31)
where zs is iid Nð0; 1Þ, and so
max
spm
As
xs  Z
 pmaxspm jðm logmÞAsj 2m logmX
spm
1
jzsj
" #
¼ Op ðm logmÞmax
spm
jAsj
 	
,
by application of Lemma C with xs ¼ 1 for all s. Further,
ðm logmÞAs ¼ op
m2 logm
n1=21=p
 	
(32)
uniformly in spm as n ! 1 so that
max
spm
ðm logmÞjAsj ¼ opð1Þ (33)
as n ! 1 under (9). Hence,
max
spm
Bs ¼ Opð1Þ. (34)
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Using (31) and (34) we have
2ﬃﬃﬃﬃ
m
p
Xm
s¼1
jxsj jAsjjxs  Zj
Bsp
4ﬃﬃﬃﬃ
m
p
Xm
s¼1
jxsj jAsjjzsj
Opð1Þ. (35)
Since As ¼ opðm=n1=21=pÞ uniformly in spm, for any e40, however small, there exists
Ce40 such that with probability exceeding 1 e
jAsjpCe
m
n1=21=p
,
uniformly in spm. Then, with probability exceeding 1 e
4ﬃﬃﬃﬃ
m
p
Xm
s¼1
jxsj
jAsj
jzsj
p 4
ﬃﬃﬃﬃ
m
p
n1=21=p
Xm
s¼1
jxsj
Ce
jzsj
.
Since xs ¼ as  a, where a ¼ m1
Pm
s¼1 as and as ¼ log j1 eils j ¼ logð2 sinðls=2ÞÞ ¼
log ls  ð 124Þl2s þOðl4s Þ, we ﬁnd that
xs ¼ log
s
m
 1
m
Xm
s¼1
log
s
m
þO m
2
n2
 	
, (36)
uniformly for spm. Then, using Euler summation it follows that
xs ¼ log
s
m

Z 1
1=m
log rdrþO logm
m
 	
¼ 1þ log s
m
þO logm
m
 	
, ð37Þ
from which we deduce that
1
m
Xm
s¼1
jxsj !
Z 1
0
j1þ log rjdro1,
max
spm
jxsj
m
! 0,
and
1
m logm
Xm
s¼1
jxsj log jxsj
¼ O 1
logm
Z 1
1=m
1þ log rþO logm
m
 	  log 1þ log rþO logmm
 	 dr
 !
¼ O 1
logm
Z m
1
1
x2
log x log log xdx
 	
¼ O 1
logm
 	
! 0,
as m !1. Hence, from Lemma C, we ﬁnd
1
m logm
Xm
s¼1
jxsj
jzsj
¼ Opð1Þ,
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and it follows that
4ﬃﬃﬃﬃ
m
p
Xm
s¼1
jxsj
jAsj
jzsj
¼ Op
m3=2 logm
n1=21=p
 	
. (38)
From (29), (35) and (38) we deduce that
1ﬃﬃﬃﬃ
m
p
Xm
s¼1
xs log 1þ
As
xs  Z
 2

 ¼ Op m3=2 logmn1=21=p
 	
, (39)
and so (28) is
1ﬃﬃﬃﬃ
m
p
Xm
s¼1
xs log jxs  Zj2 þOp
m3=2 logm
n1=21=p
 	
. (40)
From Lemma B, we have
1ﬃﬃﬃﬃ
m
p
Xm
j¼1
xs log jxs  Zj2!d
Z 1
0
Nð0;s2ðwÞÞpdfðwÞdw, (41)
and so, when (9) holds, we deduce that
1ﬃﬃﬃﬃ
m
p
Xm
s¼1
xs log wuðlsÞ 
1ﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p eilsXn
 2!d Z 1
0
Nð0; s2ðwÞÞpdfðwÞdw. (42)
Finally, using (42) and m1
Pm
s¼1 x
2
s ! 1 in (25), we obtainﬃﬃﬃﬃ
m
p ðbd  1Þ!dMN 0; 1
4
s2ðW Þ
 	

Z 1
0
N 0;
1
4
s2ðwÞ
 	
pdfðwÞdw,
giving the required result.
When ut is Gaussian, we use the frequency domain BN decomposition (Phillips and
Solo, 1992, p. 986)
wuðlsÞ ¼ CðeilsÞweðlsÞ þ
1ﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p ðe0ls enlsÞ,
where etls ¼P1j¼0 ecjlsetj and ecjls ¼ eilsjP1k¼jþ1 ckeilsk. Under (4), P1j¼0jecjls jo1, etls ¼
Opð1Þ and so
wuðlsÞ ¼ Cð1ÞweðlsÞ þOp
1ﬃﬃﬃ
n
p þm
n
 	
¼ Cð1ÞweðlsÞ þOp
1ﬃﬃﬃ
n
p
 	
,
uniformly over spm when
m logm
n1=2
! 0. (43)
It follows that (27) now holds with As ¼ Opð1=n1=2Þ uniformly in spm. The remainder of
the earlier proof applies with this order of magnitude in place of opðm=n1=21=pÞ. In
particular, we have
max
spm
ðm logmÞjAsj ¼ Op
m logm
n1=2
 	
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in place of (32). Then, (30) and (34) follow under (43). We deduce that
4ﬃﬃﬃﬃ
m
p
Xm
s¼1
jxsj
jAsj
jzsj
¼ Op
m1=2 logm
n1=2
 	
,
and
1ﬃﬃﬃﬃ
m
p
Xm
s¼1
xs log 1þ
As
xs  Z
 2

 ¼ Op m1=2 logmn1=2
 	
in place of (38) and (39). Result (42) therefore follows under (43), giving the required
result. &
Proof of Corollary 3.4. The variance of the limit distribution is s2d ¼ ð1=4Þ
R1
0
s2ðwÞ
pdfðwÞdw, and, using expression (11) for s2ðwÞ, we calculateZ 1
0
s2ðwÞpdfðwÞdw
¼ 1
21=2Gð1=2Þ
Z 1
0
ew
X1
j¼0
wj
j!
fcð1þ jÞ2 þ c0ð1þ jÞg  ew
X1
j¼0
wj
j!
cð1þ jÞ
" #20@ 1A
ew=2w1=2 dw
¼ 1ﬃﬃﬃﬃﬃ
2p
p
X1
j¼0
fcð1þ jÞ2 þ c0ð1þ jÞg
j!
Z 1
0
eð3=2Þwwj1=2 dw
 1ﬃﬃﬃﬃﬃ
2p
p
X1
j¼0
X1
k¼0
cð1þ jÞcð1þ kÞ
j!k!
Z 1
0
eð5=2Þwwjþk1=2 dw
¼ 1ﬃﬃﬃﬃﬃ
2p
p
X1
j¼0
fcð1þ jÞ2 þ c0ð1þ jÞg
j!
Gðj þ 1=2Þ
ð3=2Þjþ1=2
 1ﬃﬃﬃﬃﬃ
2p
p
X1
j¼0
X1
k¼0
cð1þ jÞcð1þ kÞ
j!k!
Gðj þ k þ 1=2Þ
ð5=2Þjþkþ1=2
¼ p
2
6
þ 1ﬃﬃﬃ
3
p
X1
j¼0
½cð1þ jÞ2 Pjk¼1ð1=k2Þð1=2Þjð2=3Þj
j!
 1ﬃﬃﬃ
5
p
X1
j¼0
X1
k¼0
cð1þ jÞcð1þ kÞ
j!k!
1
2
 	
jþk
2
5
 	jþk
, ð44Þ
since
1ﬃﬃﬃﬃﬃ
2p
p
X1
j¼0
cð1þ jÞ2
j!
Gðj þ 1=2Þ
ð3=2Þjþ1=2
¼ 1ﬃﬃﬃ
3
p
X1
j¼0
cð1þ jÞ2ð1=2Þjð2=3Þj
j!
,
c0ð1þ jÞ ¼ p
2
6

Xj
k¼1
1
k2
, (45)
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and
cð1þ jÞ ¼ C þ
Pj
k¼1
1
k
; jX1
C; j ¼ 0
(
C ¼ 0:577215 ðEuler’ s constantÞ, (46)
where (45) and (46) are standard—e.g. Gradshteyn and Ryzhik (1994, 8.365 and 8.366).
The summation in the third term of (44) can be written asX1
j¼0
X1
k¼0
cð1þ jÞcð1þ kÞ
j!k!
1
2
 	
jþk
2
5
 	jþk
¼
X1
j¼0
cð1þ jÞð1=2Þjð2=5Þj
j!
X1
k¼0
cð1þ kÞ
k!
1
2
þ j
 	
k
2
5
 	k
.
Hence, the variance of the limit distribution of
ﬃﬃﬃﬃ
m
p ðbd  dÞ is
s2d ¼
p2
24
þ 1
4
ﬃﬃﬃ
3
p
X1
j¼0
½cð1þ jÞ2 Pjk¼1ð1=k2Þð1=2Þjð2=3Þj
j!
 1
4
ﬃﬃﬃ
5
p
X1
j¼0
cð1þ jÞð1=2Þjð2=5Þj
j!
X1
k¼0
cð1þ kÞ
k!
1
2
þ j
 	
k
2
5
 	k
,
giving the stated result. &
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