Abstract. We are concerned with the problem of minimizing the supremum norm on an interval of a nonzero polynomial of degree at most n with integer coefficients. This is an old and hard problem that cannot be exactly solved in any nontrivial cases.
Introduction
The ubiquitous Chebyshev polynomial Here and throughout, P n denotes the set of all polynomials of degree at most n with real coefficients, and · A denotes the supremum norm on a set A. We denote by Z n the set of all polynomials of degree at most n with integer coefficients.
The polynomial The Chebyshev polynomials have a central role to play in minimization problems in the supremum norm as well as many other extremal problems. See, for example, [6] .
The analogous problem where the polynomials are restricted to have integer coefficients is very much harder. For a very nice discussion of this problem, see [15] .
We define Hilbert [12] showed that there exists an absolute constant c so that , and Fekete [9] showed that
For refinements of their inequalities, see Kashin [13] . From the above it follows that
There is a pretty argument due to Gelfond [see 10] to see that integer coefficients really are a restriction on [0, 1]. If 0 = p n ∈ Z n , then for some integer m = 0,
where LCM denotes the least common multiple. Now LCM(1, 2, . . . , n)) 1/n ∼ e, by the prime number theorem, and it follows that
This is not, however, the right lower bound.
The best previous bounds known on [0, 1] give
See Aparicio [2, 3, 4 ,5], Amoroso [1] , and the references therein. The upper bound is in Amoroso [1] . The lower bound is based on a method attributed to a number of people and variously rediscovered. (Aparicio [3] attributes it to Gorshkov.) It amounts to, in our context, showing that for every fixed p n ∈ Z n there exist infinitely many polynomials q k ∈ Z n k with no common factors with p n , with all their roots in (0, 1), and with leading coefficients a n k satisfying
. This argument rests on the following lemma, which is an easy consequence of the fundamental theorem of symmetric polynomials. See, for example, [8] .
is a nonzero integer, and the result follows.
Aparicio also shows that if [a, b] = [0, 1], then any polynomial p ∈ Z n for which the infimum in (1.4) is achieved, for sufficiently large n, has a factor of the form In §3 we improve, by different methods, the lower bound of the multiplicity of the zero of T n at 0 and 1. We use this to show, in Theorem 3.4, that the natural lower bound of (1.9) is not the best possible lower bound. This disproves a conjecture of the Chudnovskys [8] .
We also establish a lower bound for the multiplicity of the zero at 0 of the integer Chebyshev polynomial T n,a on [a, 1] . This is used to show that there exists a constant δ > 0 so that for every a ∈ [−δ, δ] and sufficiently large n, the nth integer Chebyshev polynomials T n,a on [0, 1 + a] are just the nth integer Chebyshev polynomials T n,0 on [0, 1]. It follows that the function Ω(
This parallels various results of Amoroso [1] . In particular, Amoroso shows that there exists a constant δ > 0 so that for every a ∈ [−δ, δ], 
Since T 5 (0) and T 5 (1) are integers of modulus less than 1, both of them must be zero. Since 2 5 T 5 (1/2) is an integer of modulus at most 32/(2.236 . . . ) 5 < 1, it must also be zero. Thus we have
and the result follows. Let
We have Proposition 2.1. Let
and hence
Proof. This proof is obviously just a computational verification. It is the algorithm for finding P 210 which is of some interest. It is based on LLL lattice basis reduction [14] in the following way. a] Lattice basis reduction finds a short vector in a lattice. If we construct a lattice of the form
where p is a fixed polynomial and the set {(α 0 , α 1 , . . . , α n )} is a lattice, then the set {(β 0 , β 1 , . . . , β m )} is also a lattice, and LLL will return a short vector in the sense of That is, at the kth stage find a polynomial q k of degree kN divisible by q k−1 of degree (k − 1)N using LLL on a lattice of size N + 1. This allows us to keep the size of LLL fairly small and uses the fact that integer Chebyshev polynomials tend to have (of necessity) many repeated factors. We used N = 10 in the actual computation and started with q 0 := 1.
We can computationally refine the above proposition as follows:
Proposition 2.2. The following inequalities hold:
,
where
by using the simplex method on a large grid of points {x k } N k=1 that includes all the extreme points of the above polynomials in [0, 1/4] to minimize the linear system 1 2
If we do this, we obtain that and can check that
Now raise the whole result to a power that makes each α i integer (10 10 works) and the first inequality of the proposition follows. The second inequality follows from (2.1).
The choice of S 1 , S 2 , . . . , S 7 comes about on transforming − x) ). The remaining two polynomials S 8 and S 9 were chosen somewhat gratuitously (though S 9 is the next in a particular sequence of totally real polynomials with roots in [0, 1/4] and with small leading coefficient).
We could also have solved the above minimization problem using Remez's algorithm. 
Each p i also has all roots in [0, 1]. It follows now by Lemma 1 that if Q n is a polynomial of degree n with integer coefficients, and
for n sufficiently large compared to k. So not only does
n . In particular, each of the factors p i must appear to arbitrarily high multiplicity eventually.
We deduce immediately as above: 
Furthermore, the polynomialsp It is an exercise to show that Ω is in fact continuous. This follows mostly from a theorem of Chebyshev that gives
for every p n ∈ P n . Here, k ,δ is a constant that tends to zero as tends to zero, independently of the degree n and independently of δ > δ 0 > 0. What is less obvious is that Ω(x) is locally flat on many intervals. Indeed, it is conceivable that the derivative of Ω is almost everywhere zero. We cannot prove this. However, we prove the nontrivial fact that Ω is constant on a specific open neighborhood of 1. See Theorem 3.1 and Corollary 3.12 and compare [1] .
We now show that an nth integer Chebyshev polynomial on [0, 1] has at least n/2 of its zeros at 0 and 1 provided n is large enough. To this end, we need some results on orthogonal Müntz-Legendre polynomials. Let Λ = {λ i } ∞ i=0 be a fixed sequence of distinct, nonnegative real numbers. Let
where δ n,m is the Kronecker symbol. From this orthogonality it follows easily that 1
: a 0 , a 1 , . . . , a n−1 ∈ R, a n = 1 , and hence that
for every a 0 , a 1 , . . . , a n ∈ R. Let 0 ≤ k ≤ n be fixed integers. Let P n ∈ P n be of the form
Applying the above inequality with n replaced by n − k and
we obtain that
where 0.26n < k if n is large enough.
As a consequence, there exists an absolute constant δ > 0 (independent of n ) so that T n is an nth integer Chebyshev polynomial on larger intervals [−a, 1 + a] for every a ∈ (0, δ].
Proof. By symmetry, it is sufficient to prove that if
for some > 0, if n is large enough. These, together with (3.1), yield that
Hence, by Stirling's formula, if k/n ≤ α < 1/ √ 5 and n is large enough, then
from which we compute that α > 0.26. This finishes the proof of the first statement of the theorem. The second statement of the theorem follows from the first one by using a result of Saff and Varga [18] and Chebyshev's inequality. This result of Saff and Varga is formulated in Lemma 3.2.
If P ∈ Z k has all its zeros in [a, b], then we say that P is totally real on [a, b]. The collection of all totally real polynomials P ∈ Z k on [a, b] will be denoted by
where i is the imaginary unit and
It is fairly simple to see that for every fixed p n ∈ Z n , there exist infinitely many R k with no common factors with p n . Since 
where 0 ≤ k(n) ≤ n are integers and where n → ∞. Suppose that there exists a constant θ with 0 < θ < 1 so that
uniformly on every closed subset of [0, θ 2 ). Moreover, the convergence is geometric, in the sense that for any closed
The proof of the next lemma follows simply from the definition of R k given by (3.2); we omit the details. 
where γ = 2.37684 . . . is defined by (3.5).
Proof.
There exists an infinite set A n ⊂ N so that R k and T n do not have common factors for every k ∈ A n . By Theorem 3.1 and Lemma 3.2 there exists a constant α ∈ (0, 1) so that
if n is large enough. In what follows we asume that n is so large that (3.6) holds. By Lemma 3.3 there exists an η > 0 so that R k has at least η2 k zeros in [0, 1/16] if k is large enough. For such a large k ∈ A n , denote the zeros of R k by
and let a 2 k denote the leading coefficient of R k . The proof of Lemma 1 shows that
Observe that
Taking the 2 k th root and combining this with (3.7), we obtain that
Taking the limit when k ∈ A n tends to ∞, we conclude
Since 0 < α < 1 and 0 < η, the theorem is proved.
In 
Proof. Change the definition of
where i is the imaginary unit and F [j] is defined by (3.4). It follows easily again that for every fixed p n ∈ Z n there exist infinitely many R k with no common factors with p n . Therefore, Lemma 1.1 yields that 
To give an upperbound for γ m , first note that
, where the function f is defined by
To estimate f (m), we distinguish four steps.
Step 1. We have lim sup
Proof. Indeed,
Step 2. The function
is nondecreasing on (0, ∞).
Proof. We need to show that
To this end, it is sufficient to show, in sequence, the following inequalities for all x ∈ (0, ∞):
for all x ∈ (0, ∞), so the statement is proved.
Step 3. By Step 2 the function h defined by
is nondecreasing.
Step 4. We have f (x) ≤ x + 2 for every x ∈ (0, ∞).
Proof. Otherwise, f (x)/(x + 2) > 1 + for some x in (0, ∞) and > 0, hence by
Step 3, f (x)/(x + 2) > 1 + for every large enough x, so f(x) > x + 2 + 2 for every large enough x, which contradicts Step 1.
We conclude that f (m) ≤ m + 2, and the theorem follows from (3.10) and (3.12).
Combining the preceding theorem with a simple computation, we obtain Theorem 3.6. We have
Proof. For α = 1.32, 
Proof. Chebyshev's inequality [6, §5.1] and the explicit form of the (usual noninteger) Chebyshev polynomial of degree n give
for every P ∈ P n . Applying this with
where we used that
and the observation that Q n−k ∈ Z k and Q n−k (0) = 0 implies that 1 ≤ |Q n−k (0)|. We conclude that
and the theorem follows. 
with αn ≤ k for every sufficiently large n.
Proof. Combining inequality (3.1), Chebyshev's inequality [6, §5.1], the explicit form of the (usual noninteger) Chebyshev polynomial of degree n, and Proposition 2.2, we obtain that
for some > 0. Hence by Stirling's formula, if k/n ≤ α ≤ 1/ √ 5 and n is large enough, then
This contradicts the assumption of the theorem.
with 0.17n ≤ k for every sufficiently large n.
Proof. This follows from Corollary 3.9. −1 − m) seems to be an interesting problem. Theorem 3.6 yields that this value is at most 2, and it may be suspected that it is exactly 2. However, the next corollary shows that it is less than 2. (This should be compared with Amoroso [1] where a weaker result is proved with 2 − replaced by 2.) Then there exists an > 0 so that
Proof. This follows from Theorem 3.5, Corollary 3.8 and Lemmas 3.1 and 3.3. The details are similar to those given in the proof of Theorem 3.4, so we omit them.
The Schur-Siegel trace problem
Let α := α 1 be an algebraic integer with conjugates α 2 , . . . , α n . We say that α is totally real (positive) if all the α i are real (positive). The trace of a totally positive algebraic integer is the sum α 1 + α 2 + · · ·+α n , which is just, up to the sign, the second-highest coefficient of the minimal polynomial. Except for finitely many explicit exceptions, if α is a totally real algebraic integer of degree d > 1, then Smyth (1983) .
See [16, 19, 20, 21] . Note that 4 cos 2 (π/p) is a totally positive algebraic integer of degree (p − 1)/2 and trace p − 2 for p prime. So the best constant in the above theorem is less than 2. The connection with the integer Chebyshev Problem is the content of the next proposition.
Proposition 4.1. Suppose m is a positive integer and
Then, with at most finitely many exceptions, , and gives the factors of an example which yields the above upper bound.
Open problems
There are a myriad of open problems in and around integer Chebyshev polynomials. We formulate a few of them as questions. This gives partial answers to Q3 and Q6 above.
