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Chapter 1
Overview
Let X = {Xn, n ≥ 0} be a time homogeneous Markov chain taking values in R+.
Denote by ξ(x), x ∈ R+, a random variable corresponding to the jump of the chain
at point x, that is, a random variable with distribution
P{ξ(x) ∈ B} = P{Xn+1 −Xn ∈ B | Xn = x}
= Px{X1 ∈ x+B}, B ∈ B(R);
hereinafter the subscript x denotes the initial position of the Markov chain X, that
is, X0 = x.
Denote the kth moment of the jump at point x by mk(x) := Eξ
k(x). We say
that a Markov chain has asymptotically zero drift if m1(x) = Eξ(x)→ 0 as x→∞.
The study of processes with asymptotically zero drift was initiated by Lamperti
in a series of papers [48, 49, 50].
In [48] he has shown that if lim supXn = ∞ and E|ξ(x)|2+δ are bounded for
some positive δ then
• 2xm1(x) ≤ m2(x) +O(x−δ) yields recurrence of Xn,
• 2xm1(x) ≥ (1 + ε)m2(x) yields transience of Xn.
In [50] he has proven that 2xm1(x)+m2(x) ≤ −ε is sufficient for the positive recur-
rence of Xn and that 2xm1(x) +m2(x) ≥ ε implies that Xn is non-positive (either
null-recurrent or transient). These criteria have been improved later by Menshikov,
Asymont and Yasnogorodskii [51]. Instead of existence of 2 + δ bounded moments
they assume that Eξ2(x) log2+δ(1 + |ξ(x)|) are bounded. Moreover, they have de-
termined more precise boundaries between positive recurrence, null-recurrence and
transience.
One of the most popular examples of a Markov chain with asymptotically zero
drift is a driftless random walk conditioned to stay positive. This process is an h-
transform of a random walk killed at leaving R+. If the original random walk has
finite second moments then the transformed process has drift of order 1/x, that is,
xm1(x)→ c1 > 0. But the second moment of the transformed process is finite if and
only if the third moment of the original walk is finite, see calculations in Section 7.1.
Therefore, Lamperti’s criterion on transience is not always applicable to this chain.
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This was our motivation to look for appropriate conditions for transience, null-
recurrence and positive recurrence in terms of truncated moments and tail proba-
bilities of jumps ξ(x). For any s > 0 we denote s-threshold of the kth moment of
jump at the state x by
m
[s]
k (x) := E{ξk(x); |ξ(x)| ≤ s}.
In Chapter 2 we introduce a classification of Markov chains with asymptotically
zero drift, which relies on relations between m
[s(x)]
1 and m
[s(x)]
2 . Additional as-
sumptions are expressed in terms of truncated moments of higher order and tail
probabilities of jumps. Another, more important, contrast to previous results on
recurrence/transience is the fact that we do not use concrete Lyapunov test func-
tions (like x2, loga x or x2 log x log log x). Instead, we try to construct an abstract
Lyapunov function which looks similar to functions which characterise the behaviour
of diffusions with drift m1(x) and diffusion coefficient m2(x).
Chapter 3 is devoted to the limiting behaviour of transient chains. Here we
prove that if the drift m
[s(x)]
1 (x) behaves like µ/x and the second moment m
[s(x)]
2 (x)
converges to a positive constant b then X2n/n converges to a Γ-distribution with
parameters depending on µ and b. This result generalises papers by Lamperti [49],
Kersting [40] and Klebaner [42], where convergence towards Γ were proved under
more restrictive assumptions. For processes converging to Γ-distribution we deter-
mine also the asymptotic behaviour of the cumulative renewal function. For pro-
cesses satisfying xm
[s(x)]
1 (x)→∞ we prove weak and strong laws of large numbers,
global and integro-local versions of CLT. A global CLT is just a slight improvement
of the recent result by Menshikov and Wade [55]. As a sequence of an integro-local
CLT we obtain also an integro-local renewal theorem.
In Chapter 4 we introduce a general strategy of change of measure for Markov
chains with asymptotically zero drift. This is the most important ingredient in our
approach to recurrent chains. There are two different approaches known in the
literature. The first one is based on the use of Lyapunov functions, which lead
to certain super- or submartingales. Usually one takes a combination of certain
elementary functions. Such test functions are easy to analyse and they lead quite
often to qualitatively optimal estimates for original recurrent Markov chains. Some
examples can be found in [6, 34, 52]. Many further examples of using this approach
are presented in [53]. The main disadvantage of this approach is the fact that it
is very hard to derive exact asymtotics from such test functions. In [17] we have
proposed an alternative method, which is based on the construction of a positive
harmonic function V (x) for Xn killed at entering a fixed compact set [0, x̂]. This
means that V is a positive solution to
V (x) = E{V (x+ ξ(x));x + ξ(x) > x̂}, x ≥ 0. (1.1)
This implies that V (Xn)I {min1≤k≤nXk > x̂} is martingale and that we may per-
form the Doob h-transform with this function. In order to analyse the transformed
Markov chain we need to know the asymptotic properties of the function V . It
9follows from the construction that this function is regularly varying with known in-
dex, but this information is not sufficient. And it is quite difficult to derive further
properties of V . To overcome this obstacle we have imposed extra moment restric-
tions on the jumps ξ(x) and have derived the exact asymptotics for the tail of the
stationary distribution for positive recurrent chains with the drift proportional to
1/x. This example shows that the harmonic function is useful in deriving asymp-
totics, but this function is hard to analyse. This is due to the fact this function is
implicitly defined, as a solution to (1.1). In Chapter 4 we present a combination of
two approaches described above. More precisely, we construct a sufficiently smooth
Lyapunov function Up such that
− Cm
[s(x)]
1 (x)
m
[s(x)]
2 (x)
p(x) ≤ EUp(x+ ξ(x))
Up(x)
< 0, (1.2)
where p is an integrable function. This function is almost harmonic and has explicit
form. From the second inequality in (1.2) we see that the Doob transform with this
function leads to a substochastic kernel. But, due to to the first inequality, we have
a good control over the loss of mass. The smoothness of Up allows to determine the
asymptotic behaviour of the moments of the chain embedded in Q and, consequently,
we may apply our results from Chapter 3.
Chapter 5 is devoted to the study of the limiting behaviour of recurrent chains
with the drift proportional to 1/x. We derive asymptotics for a stationary measure
π. We also show that P{Xn > x} ∼ F (n/x2)π(x,∞) for positive recurrent chains.
Finally we determine the tail behaviour of recurrence times and prove a limit theorem
for Xn conditioned on the event that the chain does not come back to a compact
[0, x̂]. All these asymptotics are of power type and are determined by the behaviour
of the ratio 2
m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
. The situation changes in the case when the drift goes to
zero slower than 1/x. In Chapter 6 we show that if m
[s(x)]
1 (x) is of order x
−β
then m
[s(x)]
k (x) with k ≤ [1/β] + 1 are important for the behaviour of stationary
distributions and pre-limiting tails. Here we obtain Weibull-like asymptotics.
In Chapter 7 we consider some possible applications of our results. Processes
with asymptotically zero drift naturally appear in various stochastic models like
random billiards, see Menshikov et al. [54], and random polymers, see Alexander [4],
Alexander and Zygouras [5], De Coninck et al. [15]). Probably the largest class,
where such chains appear, are critical and near-critical branching processes. In
critical branching processes one has typically a linearly growing second moments
of jumps, but considering the square root of the process one gets bounded second
moments and decreasing to zero drift. Then we can apply our theorems to this
transformation. As a result we get limit theorems for population size-dependent
processes with migration of particles. As far as we know, there are no papers in
the literature, where a combination of size dependence and migration has been
considered. We’ve found also out that processes with asymptotically zero drift can
be used in the study of risk processes with reserve-dependent premium rate. More
precisely, we have derived upper and lower bounds for ruin probabilities in the case
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when the premium rate approaches from above the critical value for the model with
constant rate. Besides these two main examples we consider also random walks
conditioned to stay positive and reflected random walks.
In the last chapter we consider asymptotically homogeneous Markov chains, that
is, ξ(x) ⇒ ξ as x → ∞. This means that at large distances from zero one can
approximate Xn by a random walk. Similar to Chapters 5 and 6 we study the
asymptotic behaviour of the stationary distribution and pre-statinary distributions
of Xn in the case when the limiting variable ξ has negative mean and satisfies the
Cramer condition. It turns out that the beahviour of these distributions depends on
the rate of convergence of ξ(x) to ξ.
Chapter 2
Lyapunov functions for
classification of Markov chains
2.1 Heuristics coming from diffusion processes
Consider a diffusion on R+ with drift m1(x) and diffusion coefficient m2(x). In the
case of stable diffusion, the invariant density function p(x) solves the Kolmogorov
forward equation
0 = − d
dx
(m1(x)p(x)) +
1
2
d2
dx2
(m2(x)p(x)),
which has the following solution:
p(x) =
2c
m2(x)
e
∫ x
0
2m1(y)
m2(y)
dy
, c > 0. (2.1)
It follows that a diffusion process possesses a probabilistic invariant distribution—is
positive recurrent—if and only if
the function
1
m2(x)
e
∫ x
0
2m1(y)
m2(y)
dy
is integrable. (2.2)
It is also known that a diffusion process is recurrent if
the function e
− ∫ x0 2m1(y)m2(y) dy is not integrable at infinity; (2.3)
see, e.g. [35, Theorem 7.3]; and vice versa, it is transient if
the function e
− ∫ x0 2m1(y)m2(y) dy is integrable at infinity. (2.4)
As one can see, the classification of diffusions relies on the asymptotic behaviour
of the ratio 2m1(x)/m2(x). In this chapter we are going to introduce criteria for
transience, recurrence and positive recurrence of discrete time Markov chains by
constructing Lyapunov functions which depend on the ratio of truncated moments
of the chain in a very similar to (2.2)–(2.4) way.
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In this chapter, r(x) > 0 is always a decreasing function which is non-integrable
at infinity, that is,
R(x) :=
∫ x
0
r(y)dy → ∞ as x→∞. (2.5)
The function R(x) is concave because r(x) is decreasing.
If r(x) > 0 is additionally differentiable and, for some c > 0,
0 ≥ r′(x) ≥ −cr2(x) for all sufficiently large x, (2.6)
then, for all h > 0 eventually in x,
1
r(x)
− 1
r(x+ h/r(x))
=
∫ x+h/r(x)
x
r′(y)
r2(y)
dy
≥ −c
∫ x+h/r(x)
x
dy = −c h
r(x)
.
Therefore,
r(x+ h/r(x)) ≥ r(x)
1 + ch
, h > 0. (2.7)
Similarly,
r(x− h/r(x)) ≤ r(x)
1− ch, h ∈ (0, 1/c). (2.8)
The lower bound (2.7) implies that, for any h > 0,
R(x+ h/r(x)) = R(x) +
∫ x+h/r(x)
x
r(y)dy
≥ R(x) + h
r(x)
r(x+ h/r(x))
≥ R(x) + h
1 + ch
. (2.9)
On the other hand, for any h > 0,
R(x+ h/r(x)) = R(x) +
∫ h/r(x)
0
r(x+ y)dy
≤ R(x) + h
r(x)
r(x) ≤ R(x) + h, (2.10)
so hence
R(x) +
h
1 + ch
≤ R(x+ h/r(x)) ≤ R(x) + h, (2.11)
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Similarly,
R(x)− h
1− ch ≤ R(x− h/r(x)) ≤ R(x)− h, (2.12)
where the first inequality is valid for h ∈ (0, 1/c). So, 1/r(x) is a natural step size
responsible for constant increase of the function R(x). Moreover, (2.11) and (2.12)
imply that
R(x+ o(1/r(x))) = R(x) + o(1) as x→∞. (2.13)
2.2 Positive recurrence
2.2.1 Positive recurrence in the case of bounded second moments
Let x0 be such that
2m
[x]
1 (x)
m
[x]
2 (x)
≤ −r(x) for all x > x0; (2.14)
in general, this means that the drift to the left dominates the diffusion and the
corresponding Markov chain Xn is typically positive recurrent.
In the next theorem we show that—similarly to diffusion processes—the chain
Xn is positive recurrent provided that the function
1
b(x)
e−R(x) =
1
b(x)
e−
∫ x
0 r(y)dy is integrable, (2.15)
where b(x) > 0 is a differentiable function such that
lim inf
x→∞
m
[x]
2 (x)
b(x)
> 0. (2.16)
under some additional technical conditions on r(x) and on the function
W (x) := eR(x)
∫ ∞
x
1
b(y)
e−R(y)dy,
which is a well defined function due to (2.15).
The standard approach to prove positive recurrence is to construct a positive
test function L(x) such that, for some x∗ and ε > 0,
E{L(X1)− L(x) | X0 = x} ≤ −ε for all x > x∗. (2.17)
In the next theorem sufficient conditions are given that guarantee that the test
function
L(x) :=
∫ x
0
W (y)dy, x > 0, (2.18)
and L(x) = 0 on R−, is appropriate. In particular, it agrees with the case r(x) ≡
ε > 0 where the most natural choice of test function is linear one; and with the case
r(x) = µ/x where the most effective test function is x2.
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Theorem 2.1. Let the conditions (2.14), (2.15) and (2.16) hold for some decreasing
and differentiable function r(x), so W (x) is twice differentiable. Let W (x) be convex
increasing and, for some constants c1 and c2,
W ′(x) ≤ c1W (x)/x, (2.19)
W ′′(x) ≤ c2W (x)/x2 for all x > 0. (2.20)
Let
E{ξ3(x), ξ(x) ∈ [0, x]} = o(x2/W (x)), (2.21)
E{ξ(x)W (ξ(x)), ξ(x) > x} → 0 as x→∞. (2.22)
Then there exists an x∗ such that the set (−∞, x∗] is positive recurrent.
The conditions (2.21) and (2.22) are fulfilled if, for example,
the family
{
ξ+(x)W (ξ+(x)), x ≥ 0} is uniformly integrable. (2.23)
Corollary 2.2. Let, for some ε > 0 and x0 > 0,
2E{ξ(x); |ξ(x)| ≤ x}
E{ξ2(x); |ξ(x)| ≤ x} ≤ −
1 + ε
x
for all x > x0.
Let the truncated second moments E{ξ2(x); |ξ(x)| ≤ x} be bounded away from zero,
E{ξ3(x), ξ(x) ∈ [0, x]} = o(x), (2.24)
E{ξ2(x), ξ(x) > x} → 0 as x→∞, (2.25)
Then there exists an x∗ such that the set (−∞, x∗] is positive recurrent.
Notice that both (2.24) and (2.25) hold provided that the family of random
variables {(ξ+(x))2, x > 0} is uniformly integrable.
Proof of Corollary 2.2. follows if we take r(x) = (1 + ε/2)/x and b(x) = 1, then
R(x) = (1 + ε/2) log x, e−R(x) = 1/x1+ε/2, W (x) = 2x/ε, and L(x) = x2/ε.
Notice that the last corollary where a quadratic Lyapunov function appears pro-
vides too restrictive assumptions on jumps, while the classical Lamperti’s criterion
says that if only 2xm1(x) +m2(x) ≤ −ε holds for all x > x0, then the set (−∞, x0]
is positive recurrent.
Let log(m) x denote the mth iteration of the logarithm of x.
Corollary 2.3. Let, for some m ∈ N and ε > 0,
2E{ξ(x); |ξ(x)| ≤ x}
E{ξ2(x); |ξ(x)| ≤ x} ≤ −
1
x
− 1
x log x
− . . . − 1
x log x . . . log(m−1) x
− 1 + ε
x log x . . . log(m) x
for all sufficiently large x. Let the truncated second moments E{ξ2(x); |ξ(x)| ≤ x}
be bounded away from zero,
E{ξ(x)3; ξ(x) ∈ [0, x]} = o
( x
log x · . . . · log(m) x
)
, (2.26)
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and
E{(ξ+(x))2 log ξ+(x) . . . log(m) ξ+(x); ξ(x) > x
}
→ 0. (2.27)
Then there exists an x∗ such that the set (−∞, x∗] is positive recurrent.
This result was first established by Menshikov et al. [51] under the condition
that moments of order x2 log2+δ x are bounded. Notice that both (2.26) and (2.27)
hold provided that the family
{(ξ+(x))2 log ξ+(x) . . . log(m) ξ+(x), x > 0} is uniformly integrable.
Proof of Corollary 2.3. Consider
r(x) :=
1
x
+
1
x log x
+ . . . +
1
x log x . . . log(m−1) x
+
1 + ε/2
x log x . . . log(m) x
and b(x) = 1; then
R(x) = log x+ log log x+ . . . + log(m) x+ (1 + ε/2) log(m+1) x,
e−R(x) =
1
x · log x · . . . · log(m−1) x · log1+ε/2(m) x
,
W (x) =
2
ε
x log x · . . . · log(m−1) x · log(m) x,
L(x) ∼ 1
ε
x2 log x · . . . · log(m−1) x · log(m) x.
The next corollary concerns the case where the second moment of jumps is
vanishing at infinity.
Corollary 2.4. Let, for some α > 0, c1, c2 > 0, and x0 > 0,
E{ξ(x); |ξ(x)| ≤ x} ≤ −c1/x1+α for all x > x0,
E{ξ2(x); |ξ(x)| ≤ x} ∼ c2/xα as x→∞.
Let
E{ξ3(x), ξ(x) ∈ [0, x]} = o(x1−α), (2.28)
E{ξ2+α(x), ξ(x) > x} → 0 as x→∞, (2.29)
If 2c1/c2 > 1 + α, then there exists an x∗ such that the set (−∞, x∗] is positive
recurrent.
In the case α ∈ (0, 1), both (2.28) and (2.29) hold provided that the family of
random variables {(ξ+(x))2+α, x > 0} is uniformly integrable.
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Proof of Corollary 2.4. follows if we take c ∈ (1+α, 2c1/c2), r(x) = c/x and b(x) =
1/xα, then R(x) = c log x, e−R(x) = 1/xc,
W (x) = xc
∫ ∞
x
yα
yc
dy =
xα+1
α− c+ 1 ,
and L(x) = x2+α/(α − c+ 1)(2 + α).
The advantage of Theorem 2.1 is that it covers all these functions in a unified
way; the basic condition (2.15) is motivated by the existence condition (2.2) for
stationary density of a diffusion process. But at the same time this link to diffusion
processes results in necessity of finite second moments which is natural in Corollaries
2.2 and 2.3 while there are other examples where the existence of second moments
of jumps is clearly excessive. In the next subsection we discuss amended moment
conditions for drifts like −1/xα, 0 < α < 1, which may be characterised by the
convergence xµ1(x)→∞ as x→∞.
Proof. We consider the test function (2.18) for which we need to show (2.17). By
the construction, L′(x) =W (x) and
L′′(x) = W ′(x) = r(x)W (x)− 1/b(x). (2.30)
Since W (x) is increasing,
L(x) ≤ xW (x) for all x. (2.31)
Fix ε > 0. Then it follows from (2.19) and (2.20) that, by Taylor’s theorem
W (x+ εx) = W (x) +W ′(x)εx+
1
2
W ′′(x+ θεx)ε2x2
≤ W (x) + c1εW (x) + c2ε
2
2
W (x+ θεx)
≤ W (x) + c1εW (x) + c2ε
2
2
W (x+ εx),
because W is increasing. Take ε = 1/
√
c2. Then
W (x+ εx) ≤ 2(1 + c1ε)W (x).
Therefore, there is a c3 <∞ such that
W (2x) ≤ c3W (x) for all x > 0. (2.32)
Let us prove that the mean drift of L(x) is negative and bounded away from
zero for all sufficiently large x. First we analyse Taylor’s theorem for the function
L, with the Lagrange form of the remainder, here x, x+ y > 0:
L(x+ y)− L(x) = L′(x)y + L′′(x)y
2
+ L′′′(x+ θy)
y3
6
= W (x)y + r(x)W (x)
y2
2
− y
2
2b(x)
+W ′′(x+ θy)
y3
6
, (2.33)
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where 0 ≤ θ = θ(x, y) ≤ 1. Since W (x) is assumed to be convex, W ′′ ≥ 0 and hence
L(x+ y)− L(x) ≤ W (x)y + r(x)W (x)y
2
2
− y
2
2b(x)
for all y ∈ [−x, 0].(2.34)
Next, by the condition (2.20), for y ∈ [−x/2, x],
W ′′(x+ θy) ≤ 4c2W (x+ θy)
x2
≤ 4c2W (2x)
x2
≤ 4c2c3W (x)
x2
, (2.35)
because the function W (x) increases and W (2x) ≤ c3W (x). Substituting this into
(2.33) we get
L(x+ y)− L(x) ≤ W (x)y + r(x)W (x)y
2
2
− y
2
2b(x)
+ c4
W (x)
x2
y3 for all y ∈ [0, x].
(2.36)
Applying the fact that L is increasing and the inequalities (2.31) and (2.32), we
deduce that
L(x+ y) ≤ L(2y) ≤ 2yW (2y) ≤ 2c3yW (y) for all y > x. (2.37)
Now we are ready to estimate the mean drift of L(Xn). We start with the
following upper bound
EL(x+ ξ(x))− L(x) ≤ E{L(x+ ξ(x)) − L(x); ξ(x) ∈ [−x, 0]}
+E{L(x+ ξ(x))− L(x); ξ(x) ∈ [0, x]}
+E{L(x+ ξ(x)); ξ(x) > x}. (2.38)
It follows from (2.34) that
E{L(x+ ξ(x))− L(x); ξ(x) ∈ [−x, 0]}
≤ W (x)E{ξ(x); ξ(x) ∈ [−x, 0]} + 1
2
r(x)W (x)E{ξ2(x); ξ(x) ∈ [−x, 0]}
− 1
2b(x)
E{ξ2(x); ξ(x) ∈ [−x, 0]}. (2.39)
It follows from (2.36) that
E{L(x+ ξ(x)) − L(x); ξ(x) ∈ [0, x]}
≤ W (x)E{ξ(x); ξ(x) ∈ [0, x]} + 1
2
r(x)W (x)E{ξ2(x); ξ(x) ∈ [0, x]}
− 1
2b(x)
E{ξ2(x); ξ(x) ∈ [0, x]} + c4W (x)
x2
E{ξ3(x); ξ(x) ∈ [0, x]}
≤ W (x)E{ξ(x); ξ(x) ∈ [0, x]} + 1
2
r(x)W (x)E{ξ2(x); ξ(x) ∈ [0, x]}
− 1
2b(x)
E{ξ2(x); ξ(x) ∈ [0, x]} + o(1) as x→∞, (2.40)
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due to the condition (2.21). Finally, it follows from (2.37) by the condition (2.22)
that
E{L(x+ ξ(x)); ξ(x) > x} ≤ 2c3E{ξ(x)W (ξ(x)); ξ(x) > x}
→ 0 as x→∞. (2.41)
Substituting the upper bounds (2.39)–(2.41) into (2.38) we deduce that
E{L(x+ ξ(x))− L(x)}
≤ W (x)E{ξ(x); |ξ(x)| ≤ x}+ 1
2
r(x)W (x)E{ξ2(x); |ξ(x)| ≤ x}
− 1
2b(x)
E{ξ2(x); |ξ(x)| ≤ x}+ o(1)
= W (x)
m
[x]
2 (x)
2
(2m[x]1 (x)
m
[x]
2 (x)
+ r(x)
)
− 1
2b(x)
m
[x]
2 (x) + o(1)
≤ −m[x]2 (x)/2b(x) + o(1) as x→∞,
owing to (2.14). Then (2.16) implies (2.17) for all sufficiently large x and the proof
is complete.
2.2.2 Positive recurrence in the case xm1(x) → ∞ with possibly
infinite second moments
Let, for some decreasing function r(x) and x0 > 0,
m
[x/2]
1 (x) ≤ −r(x) for all x ≥ x0. (2.42)
Define
W (x) :=
∫ x
0
min
(
1,
1
yr(y)
)
dy.
If xr(x) is increasing then
W (x) ≥ 1
r(x)
ultimately in x; (2.43)
Consider the test function L(x) = 0 for all x ≤ 0 and
L(x) :=
∫ x
0
W (y)dy for x > 0.
Theorem 2.5. Let the condition (2.42) hold for some decreasing r(x) such that
xr(x) is increasing to infinity. Let, as x→∞,
E{ξ(x)W (ξ(x)), ξ(x) > x/2} → 0, (2.44)
E{ξ2(x); |ξ(x)| ≤ x/2} = o(xr(x)). (2.45)
Then there exists an x∗ such that the set (−∞, x∗] is positive recurrent.
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SinceW (x) ≥ 1/r(x), the conditions (2.44) and (2.45) are fulfilled if, for example,
the family
{|ξ(x)|W (|ξ(x)|), x ≥ 0} is uniformly integrable. (2.46)
Corollary 2.6. Let, for some α ∈ (0, 1), ε > 0 and x0 > 0,
E{ξ(x); |ξ(x)| ≤ x/2} ≤ −ε/xα for all x > x0.
Let also, as x→∞,
E{ξ1+α(x), ξ(x) > x/2} → 0, (2.47)
E{ξ2(x), |ξ(x)| ≤ x/2} = o(x1−α), (2.48)
Then there exists an x∗ such that the set (−∞, x∗] is positive recurrent.
Notice that both (2.48) and (2.47) hold provided that the family of random
variables {|ξ(x)|1+α, x > 0} is uniformly integrable.
Proof of Corollary 2.6. follows if we take r(x) = ε/2xα, then L(x) ∼ cx1−α.
Proof of Theorem 2.5. By the construction, L′(x) =W (x) and
L′′(x) = min
(
1,
1
xr(x)
)
> 0 is decreasing; (2.49)
in particular, W (x) is a concave function.
Let us prove that the mean drift of L(x) is negative and bounded away from zero
for all sufficiently large x. We start with the following upper bound
EL(x+ ξ(x))− L(x) ≤ E{L(x+ ξ(x)) − L(x); |ξ(x)| ≤ x/2}
+E{L(x+ ξ(x)); ξ(x) > x/2}
=: E1(x) +E2(x). (2.50)
Let us estimate the first term on the right via Taylor’s theorem:
E1(x) = L
′(x)E{ξ(x); |ξ(x)| ≤ x/2} + 1
2
E{L′′(x+ θξ(x))ξ2(x); |ξ(x)| ≤ x/2}
= W (x)E{ξ(x); |ξ(x)| ≤ x/2}+ 1
2
E{W ′(x+ θξ(x))ξ2(x); |ξ(x)| ≤ x/2},
where 0 ≤ θ = θ(x, ξ(x)) ≤ 1. Since W ′ decreases and
W ′(x/2) =
2
xr(x/2)
≤ 2
xr(x)
,
we deduce
E1(x) ≤ W (x)E{ξ(x); |ξ(x)| ≤ x/2} + 1
2
W ′(x/2)E{ξ2(x); |ξ(x)| ≤ x/2}
≤ W (x)E{ξ(x); |ξ(x)| ≤ x/2} + 1
xr(x)
E{ξ2(x); |ξ(x)| ≤ x/2}.
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The condition (2.45) allows to conclude that
E1(x) ≤ W (x)E{ξ(x); |ξ(x)| ≤ x/2} + o(1) as x→∞. (2.51)
In order to estimate the second expectation on the right of (2.50) first notice
that
L(3x) = L(x) +W (x)2x+W ′(x+ θ2x)2x2
≤ L(x) +W (x)2x+W ′(x)2x2,
because W ′(x) decreases. Since L(x) ≤ xW (x) and W (x) ≥ 1/r(x),
L(3x) ≤ 3xW (x) + 2x/r(x) ≤ 5xW (x).
Therefore,
E2(x) ≤ E{L(3ξ(x)); ξ(x) > x/2}
≤ 5E{ξ(x)W (ξ(x)); ξ(x) > x/2} → 0 as x→∞, (2.52)
due to the condition (2.44). Substituting (2.51) and (2.52) into (2.50) we get, as
x→∞,
EL(x+ ξ(x))− L(x) ≤ W (x)E{ξ(x); |ξ(x)| ≤ x/2}+ o(1)
≤ −W (x)r(x) + o(1),
by (2.42). The inequality W (x) ≥ 1/r(x) implies that the drift of L(Xn) is negative
and bounded away from zero for all sufficiently large x.
2.3 Non-positivity
For any Borel set B ⊂ R denote by τB the first entering of Xn to B,
τB := inf{n ≥ 1 : Xn ∈ B},
with standard convention inf ∅ =∞. In this section we are interested in conditions
which provides non-positivity of a Markov chain Xn, that is, when it is not true that
Exτ(−∞,x∗] is finite for x > x∗; more precisely, when there is x∗ such that either the
chain is transient, Px{τ(−∞,x∗] = ∞} > 0, or null-recurrent, Px{τ(−∞,x∗] < ∞} = 1
and Exτ(−∞,x∗] =∞ for all x > x∗.
As follows from the condition (2.2) for positive recurrence of diffusion processes,
the condition for non-positivity of diffusion processes is opposite one, that is,
the function
1
m2(x)
e
∫ x
0
2m1(y)
m2(y)
dy
is not integrable at infinity. (2.53)
Fix an increasing function s(x) ≤ x/2. Let
2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
≥ −r(x) for all x > x0, (2.54)
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for a decreasing function r(x) > 0. In the next theorem we show that the chain Xn
is not positive recurrent provided that the function
e−R(x) = e−
∫ x
0 r(y)dy is not integrable at infinity, (2.55)
which is motivated by the condition (2.53) for non-positivity of diffusion processes.
It turns out to be very close to guarantee non-positivity of Xn but we still need
some additional technical conditions on r(x) and on the increasing function
W (x) := eR(x)
∫ x
0
e−R(y)dy.
Proving non-positivity seems to be the most difficult problem in this chapter. We
know two different approaches, one is due to Lamperti [50] and another one goes back
to Asymont et al. [51]. Here we follow the first approach significantly improving the
non-positivity result of [50].
Theorem 2.7. Let the conditions (2.54) and (2.55) hold for some decreasing and
differentiable function r(x), so W (x) is twice differentiable. Let W (x) be convex and
satisfy the conditions (2.19) and (2.20). Let
E{|ξ(x)|3, ξ(x) ∈ [−s(x), 0]} = o(x2/W (x)), (2.56)
P{ξ(x) ≤ −s(x)} = o(1/xW (x)) as x→∞, (2.57)
and
m1(x) ≥ −c1/x, c1 > 0, for all x > x0, (2.58)
c2 := sup
x>0
m2(x) < ∞, (2.59)
lim inf
x→∞ m
[s(x)]
2 (x) > 0. (2.60)
Then there is x∗ such that Exτ(−∞,y] =∞ for all x > y > x∗.
The conditions (2.56) and (2.57) are fulfilled if, for example,
the family
{
ξ−(x)W (ξ−(x)), x ≥ 0} is uniformly integrable. (2.61)
Corollary 2.8. Let, for some ε > 0 and x0 > 0,
2E{ξ(x); |ξ(x)| ≤ s(x)}
E{ξ2(x); |ξ(x)| ≤ s(x)} ≥ −
1− ε
x
for all x > x0.
Let the conditions (2.58)–(2.60) hold,
E{ξ3(x), ξ(x) ∈ [−s(x), 0]} = o(x), (2.62)
P{ξ(x) ≤ −s(x)} = o(1/x2) as x→∞, (2.63)
Then there is x∗ such that Exτ(−∞,x∗] =∞ for all x > x∗.
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Notice that both (2.62) and (2.63) hold provided that the family of random
variables {(ξ−(x))2, x > 0} is uniformly integrable.
Proof of Corollary 2.8. follows if we take r(x) = (1 − ε/2)/x, then R(x) = (1 −
ε/2) log x, e−R(x) = 1/x1−ε/2, W (x) = 2x/ε, and L(x) = x2/ε.
Corollary 2.9. Let, for some m ∈ N and ε > 0,
2E{ξ(x); |ξ(x)| ≤ x}
E{ξ2(x); |ξ(x)| ≤ x} ≥ −
1
x
− 1
x log x
− . . . − 1
x log x . . . log(m−1) x
− 1− ε
x log x . . . log(m) x
for all sufficiently large x. Let the conditions (2.58)–(2.60) hold,
E{ξ(x)3; ξ(x) ∈ [−s(x), 0]} = o(x/ log x · . . . · log(m) x), (2.64)
and
P{ξ(x) ≤ −s(x)} = o(1/x2 log x · . . . · log(m) x). (2.65)
Then there is x∗ such that Exτ(−∞,x∗] =∞ for all x > x∗.
This result was first established by Menshikov et al. [51] under the condition
that moments of order x2 log2+δ x are bounded. Notice that both (2.64) and (2.65)
hold provided that the family
{(ξ−(x))2 log ξ−(x) . . . log(m) ξ−(x), x > 0} is uniformly integrable.
Proof of Corollary 2.9. Consider
r(x) :=
1
x
+
1
x log x
+ . . .+
1
x log x . . . log(m−1) x
+
1− ε/2
x log x . . . log(m) x
;
then
R(x) = log x+ log log x+ . . . + log(m) x+ (1− ε/2) log(m+1) x,
e−R(x) =
1
x · log x · . . . · log(m−1) x · log1−ε/2(m) x
,
W (x) =
2
ε
x log x · . . . · log(m−1) x · log(m) x,
L(x) ∼ 1
ε
x2 log x · . . . · log(m−1) x · log(m) x.
Proof of Theorem 2.7. Consider the non-negative test function L(x) defined to be
zero on the negative half-line and
L(x) :=
∫ x
0
W (y)dy for all x ≥ 0.
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First let us prove that the mean drift of L(x) is positive and bounded away from
zero for all sufficiently large x, more precisely, let us prove that for some x∗ and
ε > 0,
E{L(x+ ξ(x))− L(x); ξ(x) ≤ s(x)} ≥ ε for all x > x∗. (2.66)
Having this in mind, we analyse Taylor’s theorem for the function L, with the
Lagrange form of the remainder, here x, x+ y > 0:
L(x+ y)− L(x) = L′(x)y + L′′(x)y
2
+ L′′′(x+ θy)
y3
6
= W (x)y + r(x)W (x)
y2
2
+
y2
2
+W ′′(x+ θy)
y3
6
, (2.67)
where 0 ≤ θ = θ(x, y) ≤ 1. Since W (x) is assumed to be convex, W ′′ ≥ 0 and hence
L(x+ y)− L(x) ≥ W (x)y + r(x)W (x)y
2
2
+
y2
2
for all y > 0. (2.68)
Substituting (2.35) into (2.67) we get
L(x+ y)− L(x)
≥ W (x)y + r(x)W (x)y
2
2
+
y2
2
− c4W (x)
x2
|y|3 for all y ∈ [−x/2, 0]. (2.69)
Now we are ready to estimate the mean drift of L(Xn). Non-negativity of L
yields the following lower bound
EL(x+ ξ(x))− L(x) ≥ −L(x)P{ξ(x) ≤ −s(x)}
+E{L(x+ ξ(x))− L(x); ξ(x) ∈ [−s(x), 0]}
+E{L(x+ ξ(x))− L(x); ξ(x) > 0}. (2.70)
It follows from (2.68) that
E{L(x+ ξ(x))− L(x); ξ(x) ∈ [0, s(x)]}
≥ W (x)E{ξ(x); ξ(x) ∈ [0, s(x)]} + 1
2
r(x)W (x)E{ξ2(x); ξ(x) ∈ [0, s(x)]}
+
1
2
E{ξ2(x); ξ(x) ∈ [0, s(x)]}. (2.71)
It follows from (2.69) that
E{L(x+ ξ(x)) − L(x); ξ(x) ∈ [−s(x), 0]}
≥ W (x)E{ξ(x); ξ(x) ∈ [0, x]} + 1
2
r(x)W (x)E{ξ2(x); ξ(x) ∈ [−s(x), 0]}
+
1
2
E{ξ2(x); ξ(x) ∈ [−s(x), 0]} − c4W (x)
x2
E{|ξ(x)|3; ξ(x) ∈ [−s(x), 0]}
≥ W (x)E{ξ(x); ξ(x) ∈ [−s(x), 0]} + 1
2
r(x)W (x)E{ξ2(x); ξ(x) ∈ [−s(x), 0]}
+
1
2
E{ξ2(x); ξ(x) ∈ [−s(x), 0]} + o(1) as x→∞, (2.72)
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due to the condition (2.56). Finally, it follows from (2.57) and inequality L(x) ≤
xW (x) that the first term on the right of (2.70) goes to zero as x → ∞. Together
with the upper bounds (2.71) and (2.72) it implies that
E{L(x+ ξ(x)) − L(x); ξ(x) ≤ s(x)}
≥ W (x)m[s(x)]1 (x) +
1
2
r(x)W (x)m
[s(x)]
2 (x) +
1
2
m
[s(x)]
2 (x) + o(1)
≥ m[s(x)]2 (x)/2 + o(1) as x→∞,
owing to (2.54). Then (2.60) implies (2.66) for all sufficiently large x, say for x > x∗.
Let x0 > x∗ and x1 > x0 + s(x0). Consider an auxiliary Markov chain Yn living
in (−∞, x1 + s(x1)] whose jumps η(x) satisfy
x+ η(x) = min{x+ ξ(x), x1 + s(x1)},
so the trajectories of Xn and Yn coincide till the first time when Xn leaves the set
(−∞, x1]. By the construction of Yn and because s(x) increases, we also have
E{L(x+ η(x)) − L(x); η(x) ≤ s(x)} ≥ ε for all x ∈ (x∗, x1]. (2.73)
Consider the following stopping time:
θ := min{n ≥ 1 : Yn ≤ x∗ or Yn > x1}
= min{n ≥ 1 : Xn ≤ x∗ or Xn > x1},
and define one more auxiliary Markov chain Zn which equals Yn for all n ≤ θ and
Zn = Yθ for all n > θ; the Markov chain L(Zn) is a submartingale. It follows from
(2.73) that
E{θ | Y0 = x0} ≤ L(x1)− L(x0)
ε
< ∞.
Then, since the submartingale L(Zn) is bounded,
E{L(Zθ) | Y0 = x0} ≥ E{L(Z0) | Y0 = x0} = L(x0).
On the other hand,
E{L(Zθ) | Y0 = x0}
≤ L(x∗)P{Zθ ≤ x∗ | Y0 = x0}+ L(x1 + s(x1))P{Zθ > x1 | Y0 = x0}
≤ L(x∗) + L(x1 + s(x1))P{Zθ > x1 | Y0 = x0}.
Therefore,
P{Zθ > x1 | Y0 = x0} ≥ L(x0)− L(x∗)
L(x1 + s(x1))
.
The conditions (2.19) and (2.20) imply (2.32) which in its turn yields that L(2x) ≤
2c3L(x) for all x > 0, hence
P{Zθ > x1 | Y0 = x0} ≥ L(x0)− L(x∗)
2c3L(x1)
.
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So, for all x1 > x0 + s(x0),
P{Xθ > x1 | X0 = x0} ≥ L(x0)− L(x∗)
2c3L(x1)
; (2.74)
in words, starting at point x0, the chain Xn exceeds the level x1 before touching the
set (−∞, x∗] with probability not less than the ratio on the right of (2.74).
Consider now a starting state x1 > 2x∗, the stopping time
τ = τ(−∞,x1/2] = min{n : Xn ≤ x1/2},
and stopped Markov chain X̂n = Xn∧τ with initial state X̂0 = x1 and with jumps
ξ̂(x); we have ξ̂(x) = ξ(x) for all x > x1/2. Denote m̂1(x) := Eξ̂(x), by the condition
(2.58) we have
m̂1(x) ≥ −2c1/x1 for all x ∈ R. (2.75)
Given X̂0 = x1, the process
Mn := Xn − x1 −
n−1∑
k=0
m̂1(X̂k) =
n−1∑
k=0
(ξ(X̂k)− m̂1(X̂k))
is a square integrable—by (2.59)—martingale, M0 = 0. Then, by (2.75),
X̂n = x1 +Mn +
n−1∑
k=0
m̂1(X̂k) ≥ x1 +Mn − 2c1n/x1,
which implies, for n ≤ x21/8c1,
P{X̂n ≤ x1/2 | X̂0 = x1} = P{Mn ≤ −x1/2 + 2c1n/x1}
≤ P{Mn ≤ −x1/4}
≤ 16EM
2
n
x21
≤ 16c2 n
x21
,
owing to Chebyshev’s inequality and upper bound for square integrable martingale
EM2n ≤ c2n which follows from (2.59). Hence, for n ≤ x21/32c2,
P{X̂n > x1/2 | X̂0 = x1} ≥ 1/2.
Since X̂n is Xn stopped when entering (−∞, x1/2], the event X̂n > x1/2 yields
τ ≥ n, so
P{τ(−∞,x1/2] ≥ x21/32c2 | X0 = x1} ≥ 1/2.
So, starting at point x0, with probability estimated from below in (2.74), Xn reaches
level x1 before entering (−∞, x∗], and then does not drop below level x1 within time
interval of length [x21/32c2] with probability at least 1/2. Therefore,
P{τ(−∞,x∗] ≥ x21/32c2 | X0 = x0} ≥
L(x0)− L(x∗)
4c3L(x1)
.
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Thus,
P{τ(−∞,x∗] ≥ j | X0 = x0} ≥
L(x0)− L(x∗)
4c3L(
√
32c2j)
≥ c4L(x0)− L(x∗)
L(
√
j)
, c4 <∞.
It remains to prove that the function 1/L(
√
x) is not integrable. Indeed, since
L(y) ≤ yW (y),∫ ∞
1
1
L(
√
x)
dx = 2
∫ ∞
1
y
L(y)
dy ≥ 2
∫ ∞
1
1
W (y)
dy.
Taking into account that
1
W (y)
=
e−R(y)∫ y
0 e
−R(z)dz
=
d
dy
log
∫ y
0
e−R(z)dz,
we conclude non-integrability of 1/L(
√
x) from (2.55). Hence Eτ(−∞,x∗] cannot be
finite.
2.4 Recurrence and null recurrence
2.4.1 Recurrence
Assume that, for some decreasing function r(x) ↓ 0,
2m
[x]
1 (x)
m
[x]
2 (x)
≤ r(x) for all x > x0. (2.76)
The basic condition in the next theorem is that the function
e−R(x) = e−
∫ x
0
r(y)dy is not integrable at infinity, (2.77)
it is motivated by the recurrence condition (2.3) for diffusion processes and turns
out to be very close to guarantee recurrence of Xn. Similar to positive recurrence,
recurrence of a Markov chain is more difficult thing to prove than that of a diffusion
process and it requires some additional regularity conditions on r(x) and moment-
like conditions on jumps.
In the next theorem we formulate conditions for recurrence in terms of a decreas-
ing function r˜(x) dominating r(x), r˜(x) > r(x), such that the function e−R˜(x) is still
not integrable where
R˜(x) :=
∫ x
0
r˜(y)dy. (2.78)
Consider the function L˜(x) which is zero for negative x and
L˜(x) :=
∫ x
0
e−R˜(y)dy for all x ≥ 0,
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which is an unboundedly increasing function because e−R˜(x) is assumed to be non-
integrable. When we apply the next general theorem to particular regular functions
r’s in Corollaries 2.11 and 2.12 below, we need to choose r˜ sufficiently greater than
r in order to increase the difference r˜− r and to satisfy conditions (2.80) and (2.81);
on the other hand larger function r˜(x) produces smaller values of eR˜(x), so the choice
of a suitable r˜ is a rather delicate task in each particular case.
Theorem 2.10. Let the condition (2.76) hold. Let, as x→∞,
r˜′(x) = O(1/x2), (2.79)
E{ξ3(x); ξ(x) ∈ [0, x]} = o(x2(r˜(x)− r(x))m[x]2 (x)) (2.80)
E{L˜(ξ(x)); ξ(x) ≥ x} = o
(
(r˜(x)− r(x))e−R˜(x)m[x]2 (x)
)
. (2.81)
Then there exists an x∗ such that the set (−∞, x∗] is recurrent.
Corollary 2.11. Let, for some ε > 0 and x0 > 0,
2E{ξ(x); |ξ(x)| ≤ x}
E{ξ2(x); |ξ(x)| ≤ x} ≤
1− ε
x
for all x > x0.
Let, as x→∞,
E{ξ3(x); ξ(x) ∈ [0, x]} = o(x), (2.82)
E{ξε/2(x); ξ(x) ≥ x} = o(1/x2−ε/2). (2.83)
Then there exists an x∗ such that the set (−∞, x∗] is recurrent.
Notice that both (2.82) and (2.83) hold provided that the family of random
variables {(ξ+(x))2, x > 0} is uniformly integrable.
Proof of Corollary 2.11. follows if we take r˜(x) = (1−ε/2)/x which dominates r(x),
then R˜(x) = (1− ε/2) log x, e−R˜(x) = 1/x1−ε/2, and L˜(x) = 2xε/2/ε.
Corollary 2.12. Let, for some m ∈ N and ε > 0,
2E{ξ(x); |ξ(x)| ≤ x}
E{ξ2(x); |ξ(x)| ≤ x} ≤
1
x
+
1
x log x
+ . . .+
1
x log x . . . log(m−1) x
+
1− ε
x log x . . . log(m) x
for all sufficiently large x. Let, as x→∞,
E{ξ(x)3; ξ(x) ∈ [0, x]} = o
( x
log x · . . . · log(m) x
)
, (2.84)
and
E{logε/2(m) ξ(x); ξ(x) > x
}
= o
( 1
x2 · log x · . . . · log(m−1) x · log1−ε/2(m) x
)
.(2.85)
Then there exists an x∗ such that the set (−∞, x∗] is recurrent.
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This result was first established by Menshikov et al. [51] under the condition
that moments of order x2 log2+δ x are bounded. Notice that both (2.84) and (2.85)
hold provided that
sup
x
E{(ξ(x) log ξ(x) . . . log(m) ξ(x))2; ξ(x) > 0} < ∞.
Proof of Corollary 2.11. Consider
r˜(x) :=
1
x
+
1
x log x
+ . . .+
1
x log x . . . log(m−1) x
+
1− ε/2
x log x . . . log(m) x
;
then
R˜(x) = log x+ log log x+ . . . + log(m) x+ (1− ε/2) log(m+1) x,
r(x)− r˜(x) = O
( 1
x log x . . . log(m) x
)
,
e−R˜(x) =
1
x · log x · . . . · log(m−1) x log1−ε/2(m) x
,
L˜(x) =
2
ε
log
ε/2
(m) x.
Proof of Theorem 2.10. is based on the standard approach of construction of a non-
negative increasing unbounded test function whose mean drift is non-positive outside
the set (−∞, x∗].
Let us prove that the increasing Lyapunov function L˜(x) is appropriate. Since
L˜(x) is increasing, for x > 0,
EL˜(x+ ξ(x))− L˜(x)
≤ E{L˜(x+ ξ(x)) − L˜(x); |ξ(x)| ≤ x}+ E{L˜(x+ ξ(x)); ξ(x) > x}
≤ L˜′(x)m[x]1 (x) +
1
2
L˜′′(x)m[x]2 (x) +
1
6
L˜′′′(x+ θξ(x))E{ξ3(x); ξ(x) ≤ x}
+E{L˜(2ξ(x)); ξ(x) > x}, (2.86)
where 0 ≤ θ = θ(x, ξ(x)) ≤ 1, by Taylor’s theorem with the remainder in the
Lagrange form.
The function L˜′(x) = e−R˜(x) is decreasing, so L˜(x) is concave on R+. Thus
L˜(2x) ≤ 2L˜(x) and hence the fourth term on the right side of (2.86) may be bounded
as follows:
E{L˜(2ξ(x)); ξ(x) > x} = o
(
(r(x)− r˜(x))e−R˜(x)m[x]2 (x)
)
, (2.87)
owing the condition (2.81).
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By the construction, L˜′(x) = e−R˜(x) and L˜′′(x) = −r˜(x)e−R˜(x), so the sum of
the first and second terms on the right side of (2.86) equals
1
2
e−R˜(x)m[x]2 (x)
(2m[x]1 (x)
m
[x]
2 (x)
− r˜(x)
)
≤ −1
2
e−R˜(x)
(
r˜(x)− r(x))m[x]2 (x), (2.88)
Again by the construction of L˜,
L˜′′′(x) = (−r˜′(x) + r˜2(x))e−R˜(x),
hence L˜′′′(x) ≥ 0 for all x and, for x and y > 0,
L˜′′′(x+ y) ≤ (−r˜′(x+ y) + r˜2(x))e−R˜(x)
≤ (c1/x2 + r˜2(x))e−R˜(x)
≤ c2e−R˜(x)/x2,
due to (2.79), which particularly implies r˜(x) = O(1/x). Hence,
E{L˜′′′(x+ θξ(x))ξ3(x); ξ(x) ≤ x} ≤ E{L˜′′′(x+ θξ(x))ξ3(x); ξ(x) ∈ [0, x]}
≤ c2 e
−R˜(x)
x2
E{ξ(x)3; ξ(x) ∈ [0, x]}
= o
(
e−R˜(x)(r(x)− r˜(x))m[x]2 (x)
)
, (2.89)
by the condition (2.80). Substituting (2.87)–(2.89) into (2.86) we finally get
EL˜(x+ ξ(x))− L˜(x) ≤ −1 + o(1)
2
e−R˜(x)
(
r(x)− r˜(x))m[x]2 (x) as x→∞.
We now see that the right hand side is negative for all sufficiently large x, say for
x > x∗, and the proof is complete.
2.4.2 Null recurrence
Null recurrent diffusions are those whose drift is negligible compared to diffusion.
Combining Corollaries 2.11 and 2.8 we get the following conditions for null re-
currence.
Corollary 2.13. Let, for some ε > 0 and x0 > 0,∣∣∣∣2E{ξ(x); |ξ(x)| ≤ s(x)}E{ξ2(x); |ξ(x)| ≤ s(x)}
∣∣∣∣ ≤ 1− εx for all x > x0.
Let the conditions (2.58)–(2.60) hold, and the family of random variables {(ξ2(x)), x >
0} is uniformly integrable. Then there is x∗ such that τ(−∞,x∗] is finite a.s. but
Exτ(−∞,x∗] =∞ for all x > x∗.
Combining Corollaries 2.12 and 2.9 we get another conditions for null recurrence.
30 CHAPTER 2. CLASSIFICATION OF MARKOV CHAINS
Corollary 2.14. Let, for some m ∈ N and ε > 0,∣∣∣∣2E{ξ(x); |ξ(x)| ≤ x}E{ξ2(x); |ξ(x)| ≤ x}
∣∣∣∣ ≤ 1x + 1x log x + . . . + 1x log x . . . log(m−1) x + 1− εx log x . . . log(m) x
for all sufficiently large x. Let the conditions (2.58)–(2.60) hold, and the family
{(ξ(x) log ξ(x) . . . log(m) ξ(x))2, x > 0} is uniformly integrable.
Then there is x∗ such that τ(−∞,x∗] is finite a.s. but Exτ(−∞,x∗] =∞ for all x > x∗.
2.5 Transience
2.5.1 Condition motivated by diffusions
Fix an increasing function s(x) → ∞ as x → ∞ such that s(x) = o(x). Assume
that, for some decreasing function r(x) > 0,
2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
≥ r(x) for x > x0; (2.90)
in general, this means that the drift to the right dominates the diffusion and then
the Markov chain Xn is typically transient.
The main condition in the next theorem is that the function
e−R(x) = e−
∫ x
0
r(y)dy is integrable, (2.91)
it is motivated by the transience condition (2.4) for diffusion processes and turns
out to be very close to guarantee transience of Xn. Similar to positive recurrence,
transience of a Markov chain is more difficult thing to prove than that of a diffusion
process and it requires some additional regularity conditions on r(x) and moment-
like conditions on jumps.
Theorem 2.15. Let the conditions (2.90) and (2.91) hold. Let r(x) = O(1/x) and
a decreasing differentiable function r˜(x) ≤ r(x) be such that
R˜(x) :=
∫ x
0
r˜(y)dy → ∞ as x→∞, (2.92)
e−R˜(x−s(x)) = O
(
e−R˜(x)
)
as x→∞, (2.93)
and the function e−R˜(x) is integrable. Let, as x→∞,
r˜′(x) = O(1/x2), (2.94)
E{|ξ(x)|3; ξ(x) ∈ [−s(x), 0]} = o(x2(r(x)− r˜(x))m[s(x)]2 (x)), (2.95)
and
P{ξ(x) ≤ −s(x)} = o
(
(r(x)− r˜(x))e−R˜(x)m[s(x)]2 (x)
)
. (2.96)
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If, in addition,
P
{
lim sup
n→∞
Xn =∞
}
= 1, (2.97)
then Xn →∞ as n→∞ with probability 1, so Xn is transient.
The condition (2.97) (which was first proposed in this framework by Lamperti
[48]) can be equivalently restated as follows: for any N the exit time from the set
[0, N ] is finite with probability 1. In this way it is clear that, for a countable Markov
chain, the irreducibility implies (2.97). For a Markov chain on general state space,
the related topic is ψ-irreducibility, see [56, Sections 4 and 8].
If, for instance, r(x) = 1/xα for some α ∈ (0, 1), then e−R(x) = e−x1−α/(1−α) and
the condition (2.93) fails for s(x) growing faster than xα. Hence (2.93) allows to
consider an arbitrary s(x) of order o(x) in the only case where drifts are of order
O(1/x), see corollaries below. In the next subsection we present conditions that
are more appropriate for drifts characterised by the convergence xm1(x) → ∞ as
x→∞.
Corollary 2.16. Let, for some ε > 0,
2E{ξ(x); |ξ(x)| ≤ s(x)}
E{ξ2(x); |ξ(x)| ≤ s(x)} ≥
1 + ε
x
for all sufficiently large x. Let the truncated second moments m
[s(x)]
2 (x) be bounded
away from zero and infinity,
E{|ξ(x)|3; ξ(x) ∈ [−s(x), 0]} = o(x) as x→∞, (2.98)
and
P{ξ(x) ≤ −s(x)} = o(1/x2 log1+ε x) as x→∞. (2.99)
If also the condition (2.97) holds, then Xn → ∞ as n → ∞ with probability 1, so
Xn is transient.
Notice that both (2.98) and (2.99) hold provided
sup
x>0
E{ξ2(x) log1+2ε ξ(x); ξ(x) < 0} <∞.
Proof of Corollary 2.16. follows if we take
r˜(x) :=
1
x
+
1
x log1+ε x
;
then r(x)− r˜(x) = O(1/x), R˜(x) = log x+(1+ε) log log x, and e−R˜(x) = 1/x log1+ε x.
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Corollary 2.17. Let, for some m ∈ N and ε > 0,
2E{ξ(x); |ξ(x)| ≤ s(x)}
E{ξ2(x); |ξ(x)| ≤ s(x)} ≥
1
x
+
1
x log x
+ . . . +
1
x log x . . . log(m−1) x
+
1 + ε
x log x . . . log(m) x
for all sufficiently large x. Let the second moments m2(x) be bounded away from
zero and infinity
E{|ξ(x)|3; ξ(x) ∈ [−s(x), 0]} = o
( x
log x · . . . · log(m) x
)
as x→∞,(2.100)
and
P{ξ(x) ≤ −s(x)} = o
( 1
x2 · log2 x · . . . · log2(m) x · log1+ε(m+1) x
)
as x→∞.(2.101)
If also the condition (2.97) holds, then Xn → ∞ as n → ∞ with probability 1, so
Xn is transient.
This result was first established by Menshikov et al. [51] under the condition
that moments of order x2 log2+δ x are bounded. Conditions (2.100) and (2.101) hold
if both families of random variables
sup
x>0
E{ξ2(x) log2 |ξ(x)| . . . log2(m) |ξ(x)| log1+2ε(m+1) |ξ(x)|; ξ(x) < 0} < ∞.
Proof of Corollary 2.17. Consider
r˜(x) :=
1
x
+
1
x log x
+ . . .+
1
x log x . . . log(m) x
+
1 + ε
x log x . . . log(m+1) x
;
then
r(x)− r˜(x) = O
( 1
x log x . . . log(m) x
)
,
R˜(x) = log x+ log log x+ . . . + log(m+1) x+ (1 + ε) log(m+2) x,
and
e−R˜(x) =
1
x · log x · . . . · log(m) x · log1+ε(m+1) x
.
Proof of Theorem 2.15. is based on the standard approach of construction of a non-
negative bounded test function L∗(x) ↓ 0 such that L∗(Xn) is a supermartingale
with further application of Doob’s convergence theorem for supermartingales.
Consider the decreasing function
L˜(x) :=
∫ ∞
x
e−R˜(y)dy for all x ≥ 0,
L˜(x) := L˜(0) for all x < 0,
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which is well-defined due to assumption that e−R˜(x) is integrable; this function is
bounded, L˜(x) ≤ L˜(0) <∞.
Let us prove that the mean drift of L˜(x) is negative for all sufficiently large x.
Since L˜(x) is decreasing, we have
EL˜(x+ ξ(x))− L˜(x)
≤ L˜(0)P{ξ(x) < −s(x)}+ E{L˜(x+ ξ(x))− L˜(x); |ξ(x)| ≤ s(x)}
= L˜(0)P{ξ(x) < −s(x)}+ L˜′(x)m[s(x)]1 (x) +
1
2
L˜′′(x)m[s(x)]2 (x)
+
1
6
E{L˜′′′(x+ θξ(x))ξ3(x); |ξ(x)| ≤ s(x)},
where 0 ≤ θ = θ(x, ξ(x)) ≤ 1, by Taylor’s theorem with the remainder in the
Lagrange form. By the construction, L˜′(x) = −e−R˜(x) < 0, L˜′′(x) = r˜(x)e−R˜(x) > 0,
and
L˜′′′(x+ y) = (r˜′(x+ y)− r˜2(x+ y))e−R˜(x+y) < 0 (2.102)
= O
(
e−R˜(x)/x2
)
(2.103)
as x→∞ uniformly in |y| ≤ s(x) = o(x), due to (2.94), r˜(x) ≤ r(x) = O(1/x), and
(2.93). Hence,
E{L˜′′′(x+ θξ(x))ξ3(x); |ξ(x)| ≤ s(x)} ≤ E{L˜′′′(x+ θξ(x))ξ3(x); ξ(x) ∈ [−s(x), 0]}
≤ c1 e
−R˜(x)
x2
E{|ξ(x)|3; ξ(x) ∈ [−s(x), 0]}
= o
(
e−R˜(x)(r(x)− r˜(x))m[s(x)]2 (x)
)
,
by the condition (2.95), and therefore,
EL˜(x+ ξ(x))− L˜(x)
≤ L˜(0)P{ξ(x) ≤ −s(x)} − e−R˜(x)
(
m
[s(x)]
1 (x)−
1
2
r˜(x)m
[s(x)]
2 (x)
)
+o
(
e−R˜(x)(r(x)− r˜(x)))m[s(x)]2 (x)
≤ L˜(0)P{ξ(x) ≤ −s(x)} − e−R˜(x)m
[s(x)]
2 (x)
2
(1 + o(1))
(
r(x)− r˜(x)),
by (2.90). Applying now the condition (2.96) we conclude that the right hand side
is negative for all sufficiently large x, so there exists a sufficiently large x∗ such that
EL˜(x+ ξ(x))− L˜(x) ≤ 0 for all x ≥ x∗.
Now take L∗(x) := min(L˜(x), L˜(x∗)). Then
EL∗(x+ ξ(x))− L∗(x) ≤ EL˜(x+ ξ(x))− L˜(x) ≤ 0
for all x ≥ x∗ and
EL∗(x+ ξ(x))− L∗(x) = E{L˜(x+ ξ(x))− L˜(x∗);x+ ξ(x) ≥ x∗} ≤ 0
for all x < x∗. Therefore, L∗(Xn) constitutes a positive bounded supermartingale
and, by Doob’s convergence theorem, L∗(Xn) has an a.s. limit as n → ∞. Due to
the condition (2.97), this limit equals L∗(∞) = 0 and the proof is complete.
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2.5.2 An alternative approach to transience
Again let us fix some increasing function s(x) = o(x).
Theorem 2.18. Let, for some ε > 0 and x0 > 0,
2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
≥ 1 + ε
x
for all x > x0, (2.104)
and
P{ξ(x) < −s(x)} = o(p(x)m[s(x)]1 (x)) as x→∞, (2.105)
where a decreasing function p(x) > 0 is integrable. If, in addition, the condition
(2.97) holds, then Xn →∞ as n→∞ with probability 1, so that Xn is transient.
Clearly the condition (2.105) is weaker than (2.99).
Corollary 2.19. Let, for some α ∈ (0, 1), ε > 0 and x0 > 0,
E{ξ(x); |ξ(x)| ≤ s(x)} ≥ ε
xα
for all x > x0.
Let also, as x→∞,
P{ξ1+α(x), ξ(x) ≤ −s(x)} = o(p(x)/xα), (2.106)
E{ξ2(x), |ξ(x)| ≤ s(x)} = o(x1−α), (2.107)
where a decreasing function p(x) > 0 is integrable. If, in addition, the condition
(2.97) holds, then Xn →∞ as n→∞ with probability 1, so that Xn is transient.
Notice that both (2.107) and (2.106) hold provided that the family of random
variables {|ξ(x)|1+α, x > 0} possesses an integrable majorant.
Proof of Theorem 2.18. Since p(x) is decreasing and integrable, by [16], there ex-
ists a continuous decreasing integrable regularly varying at infinity with index −1
function V1(x) such that p(x) ≤ V1(x). Take
V (x) :=
∫ ∞
x
V2(y)dy, where V2(x) :=
∫ ∞
x
V1(y)
2y
dy.
By Theorem 1(a) from [23, Ch VIII, Sec 9] we know that V2 is regularly varying
with index −1 and V2(x) ∼ V1(x) as x→∞. Since V1 is integrable, the nonnegative
decreasing function V (x) is bounded, V (0) <∞, and V (x) is slowly varying by the
same reference.
Let us prove that the mean drift of V (x) is negative for all sufficiently large x.
Since V (x) is decreasing, we have
EV (x+ ξ(x))− V (x)
≤ V (0)P{ξ(x) < −s(x)}+ E{V (x+ ξ(x))− V (x); |ξ(x)| ≤ s(x)}
= V (0)P{ξ(x) < −s(x)}+ V ′(x)E{ξ(x); |ξ(x)| ≤ s(x)}
+
1
2
E{V ′′(x+ θξ(x))ξ2(x); |ξ(x)| ≤ s(x)},
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where 0 ≤ θ = θ(x, ξ(x)) ≤ 1, by Taylor’s theorem with the remainder in the
Lagrange form. By the construction, V ′(x) = −V2(x) and
V ′′(x+ y) =
V1(x+ y)
2(x+ y)
= (1 + o(1))
V1(x)
2x
as x→∞ uniformly in |y| ≤ s(x). Hence,
EV (x+ ξ(x))− V (x)
≤ V (0)P{ξ(x) ≤ −s(x)} − V2(x)m[s(x)]1 (x) + (1 + o(1))
V1(x)
2x
m
[s(x)]
2 (x).
The first term on the right hand side is of order o(V1(x)m
[s(x)]
1 (x)) by (2.105) and
the inequality q(x) ≤ V1(x). And the third term is not greater than
(1 + o(1))V1(x)
m
[s(x)]
1 (x)
1 + ε
because of the condition (2.104). Then
EV (x+ ξ(x))− V (x) ≤ −V1(x)m[s(x)]1 (x) + V1(x)
m
[s(x)]
1 (x)
1 + ε
+ o(V1(x)m
[s(x)]
1 (x)).
This yields that there exists a sufficiently large x∗ such that, for all x ≥ x∗
EV (x+ ξ(x))− V (x) ≤ − ε
1 + 2ε
m
[s(x)]
1 (x)V1(x).
Then the rest of the proof is the same as of the proof of Theorem 2.15.
2.6 Return probability for transient Markov chains
In this section we consider a transient Markov chain Xn valued in R, so that, for
any fixed x̂ ∈ R,
Px{τB <∞} → 0 as x→∞,
where τB := min{n ≥ 1 : Xn ∈ B}, B := (−∞, x̂]. We are interested in the rate
of convergence to zero of this probability as x → ∞. It clearly depends on the
asymptotic behavior of the drift of Xn at infinity.
2.6.1 Drift of order 1/x
In this subsection we consider a transient Markov chain Xn whose jumps are such
that
m
[s(x)]
2 (x) → b > 0 and m[s(x)]1 (x) ∼
µ
x
as x→∞, (2.108)
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where a function s(x) = o(x) is increasing and µ > b/2 which corresponds to tran-
sience subject to some minor additional conditions, see Theorem 2.18. In addition,
we assume that
2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
= r(x) + o(p(x)) as x→∞ (2.109)
for some decreasing positive function r(x) → 0 satisfying r(x)x → 2µ/b > 1 as
x → ∞ and some decreasing integrable function p(x) ≥ 0. Since p(x) is decreasing
and integrable, p(x)x→ 0 as x→∞. We also assume that
r′(x) = O(1/x2) and p′(x) = O(1/x2). (2.110)
Define an increasing function
R(x) :=
∫ x
0
r(y)dy. (2.111)
Since xr(x) ∼ 2µ/b > 1,
R(x) ∼ 2µ
b
log x as x→∞.
Again due to 2µ/b > 1 the function e−R(x) is integrable at infinity. It allows to
define the following decreasing function which plays the most important role in our
analysis of return probability for transient Markov chain:
U(x) :=
∫ ∞
x
e−R(y)dy → 0 as x→∞; (2.112)
this function solves the equation U ′′ + rU ′ = 0. According to our assumptions,
r(z) =
2µ
b
1
x
+
ε(x)
x
,
where ε(x) → 0 as x → ∞. In view of the representation theorem for slowly
varying functions, there exists a slowly varying at infinity function ℓ(x) such that
e−R(x) = x−ρ−1ℓ(x) and U(x) ∼ x−ρℓ(x)/ρ where ρ = 2µ/b− 1 > 0.
The main result in this subsection is the following theorem which provides lower
and upper bounds for return probability of recurrent Markov chains with asymptot-
ically zero drift described above.
Theorem 2.20. Let Xn be a transient Markov chain. Let (2.108)–(2.110) be valid
with µ > b/2 and, for some increasing s(x) = o(x),
E
{|ξ(x)|3; |ξ(x)| ≤ s(x)} = o(x2p(x)) as x→∞. (2.113)
If
P{ξ(x) > s(x)} = o(p(x)/x) as x→∞, (2.114)
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then there exist a constant c1 > 0 and a level x̂ such that
Px{τB <∞} ≥ c1U(x) for all x.
If
E
{
U(x+ ξ(x)); ξ(x) < −s(x)} = o(p(x)/x)U(x) as x→∞, (2.115)
then there exist a constant c2 <∞ and a level x1 such that
Px{τB <∞} ≤ c2U(x)
U(x̂)
for all x > x̂ > x1.
To prove this result, we first need some auxiliary results. We start with a de-
creasing Lyapunov functions needed. Consider the functions r+(x) := r(x) + p(x)
and r−(x) := r(x)− p(x) and define
R±(x) :=
∫ x
0
r±(y)dy,
U±(x) :=
∫ ∞
x
e−R±(y)dy.
We have 0 ≤ r−(x) ≤ r(x) ≤ r+(x), 0 ≤ R−(x) ≤ R(x) ≤ R+(x) and U−(x) ≥
U(x) ≥ U+(x) > 0. Since
Cp :=
∫ ∞
0
p(y)dy is finite,
we have
R±(x) = R(x)± Cp + o(1) as x→∞. (2.116)
Therefore,
U±(x) ∼ e∓CpU(x)→∞ as x→∞. (2.117)
Further, since xr±(x) = xr(x)± xp(x)→ 2µ/b > 1,
U ′±(x)
(xe−R±(x))′
=
−e−R±(x)
(1− xr±(x))e−R±(x)
→ b
2µ− b as x→∞.
Then L’Hospital’s rule yields
U±(x) ∼ b
2µ − bxe
−R±(x) ∼ be
∓Cp
2µ− bxe
−R(x) as x→∞. (2.118)
Lemma 2.21. If (2.113) and (2.114) hold, then
EU+(x+ ξ(x))− U±(x) ≥
(2µ − b
2
+ o(1)
)p(x)
x
U±(x) as x→∞. (2.119)
If (2.113) and (2.115) hold, then
EU−(x+ ξ(x))− U±(x) ≤ −
(2µ− b
2
+ o(1)
)p(x)
x
U±(x) as x→∞.(2.120)
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Proof. We start with the following decomposition:
EU±(x+ ξ(x)) − U±(x) = E{U±(x+ ξ(x))− U±(x); ξ(x) < −s(x)}
+E{U±(x+ ξ(x))− U±(x); |ξ(x)| ≤ s(x)}
+E{U±(x+ ξ(x))− U±(x); ξ(x) > s(x)}.
(2.121)
Here the third term on the right is negative for all sufficiently large x because U±
eventually decreases and it may be bounded below as follows:
E{U±(x+ ξ(x))− U±(x); ξ(x) > s(x)} ≥ −U±(x)P{ξ(x) > s(x)}
= o(p(x)/x)U±(x), (2.122)
provided the condition (2.114) holds. Further, the first term on the right side of
(2.121) is positive and possesses the following upper bound:
E{U±(x+ ξ(x))− U±(x); ξ(x) < −s(x)} ≤ E{U±(x+ ξ(x)); ξ(x) < −s(x)}
= o(p(x)/x)U±(x)
= o(p(x)/x)U±(x), (2.123)
provided the condition (2.115) holds and due to the relation (2.117). To estimate
the second term on the right side of (2.121), we make use of Taylor’s theorem:
E{U±(x+ ξ(x))− U±(x); |ξ(x)| ≤ s(x)}
= U ′±(x)E{ξ(x); |ξ(x)| ≤ s(x)}+
1
2
U ′′±(x)E{ξ2(x); |ξ(x)| ≤ s(x)}
+
1
6
E
{
U ′′′± (x+ θξ(x))ξ
3(x); |ξ(x)| ≤ s(x)}, (2.124)
where 0 ≤ θ = θ(x, ξ(x)) ≤ 1. By the construction of U±,
U ′±(x) = −e−R±(x), U ′′±(x) = r±(x)e−R±(x) = (r(x)± p(x))e−R±(x). (2.125)
Then it follows that
U ′±(x)m
[s(x)]
1 (x) +
1
2
U ′′±(x)m
[s(x)]
2 (x)
= e−R±(x)
(
−m[s(x)]1 (x) + (r(x)± p(x))
m
[s(x)]
2 (x)
2
)
=
m
[s(x)]
2 (x)
2
e−R±(x)
(
−2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
+ r(x)± p(x)
)
= ±m
[s(x)]
2 (x)
2
e−R±(x)p(x)(1 + o(1)),
by the condition (2.109). Hence, the equivalence (2.118) yields
U ′±(x)m
[s(x)]
1 (x) +
1
2
U ′′±(x)m
[s(x)]
2 (x) ∼ ±m[s(x)]2 (x)
2µ − b
2b
p(x)
x
U±(x).(2.126)
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Finally, let us estimate the last term in (2.124). Notice that by the condition
(2.110) on the derivatives of r(x) and p(x),
U ′′′± (x) =
(
r′(x)± p′(x) + (r(x)± p(x))2)e−R±(x) = O(1/x3)U±(x).
so that∣∣E{U ′′′± (x+ θξ(x))ξ3(x); |ξ(x)| ≤ s(x)}∣∣ ≤ c1x3E{|ξ3(x)|; |ξ(x)| ≤ s(x)}U±(x).
Then, in view of (2.113) and (2.117),∣∣E{U ′′′± (x+ θξ(x))ξ3(x); |ξ(x)| ≤ s(x)}∣∣ = o(p(x)/x)U±(x). (2.127)
Then it follows from (2.124), (2.126) and (2.127) that
E{U±(x+ ξ(x))− U±(x); |ξ(x)| ≤ s(x)}
= ±m[s(x)]2 (x)
2µ − b
2b
p(x)
x
U±(x) + o(p(x)/x)Up(x).(2.128)
Substituting (2.122)—or (2.123)—and (2.128) into (2.121), we finally get the desired
results.
Lemma 2.21 implies the following result.
Corollary 2.22. In conditions of Lemma 2.21, there exists an x̂ such that
EU−(x+ ξ(x))− U−(x) ≤ 0,
EU+(x+ ξ(x))− U+(x) ≥ 0
for all x > x̂.
Proof of Theorem 2.20. The process U−(Xn) is bounded above by U−(0).Let x̂ be
any level guaranteed by the last corollary, B = (−∞, x̂] and τB := min{n ≥ 1 :
Xn ∈ B}.
By Corollary 2.22, U−(Xn∧τB ) is a supermartingale, so hence, by the optional
stopping theorem,
ExU−(XτB ) ≤ ExU−(X0) = U−(x).
On the other side, since U− is decreasing,
ExU−(XτB ) ≥ U−(x̂)Px{τB <∞}.
Therefore,
Px{τB <∞} ≤ U−(x)
U−(x̂)
≤ c2U(x)
U(x̂)
. (2.129)
On the other hand, the process U+(Xn∧τB ) is a bounded submartingale, then
again by the optional stopping theorem,
ExU+(XτB ) ≥ ExU+(X0) = U+(x).
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On the other side, since U+ is bounded by U+(0),
ExU+(XτB ) ≤ U+(0)Px{τB <∞}.
This allows to deduce the lower bound
Px{τB <∞} ≥ U+(x)
U+(0)
≥ c1U(x). (2.130)
The proof is complete.
2.6.2 The case where xm1(x)→∞ but m1(x) = o(1/√x)
In this subsection we consider a transient Markov chain Xn whose jumps are such
that
m
[s(x)]
2 (x) → b > 0 and xm[s(x)]1 (x) → ∞ as x→∞, (2.131)
for some increasing function s(x) = o(x) which implies transience subject to some
minor additional conditions, see Theorem 2.18. In addition, we assume that
2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
= r(x) + o(p(x)) as x→∞ (2.132)
for some decreasing positive differentiable function r(x) → 0 satisfying r(x)x → ∞
as x→∞ and some decreasing differentiable function p(x) ≥ 0 which is assumed to
be integrable,
Cp :=
∫ ∞
0
p(x)dx < ∞. (2.133)
Since p(x) is decreasing and integrable, p(x)x→ 0 as x→∞.
In this subsection we consider the case r(x) = o(1/
√
x) as x→∞, more precisely,
r2(x) = o(p(x)) as x→∞. (2.134)
We also assume that
|p′(x)| ≤ |r′(x)|, |r′(x)| = O(r2(x)) as x→∞. (2.135)
In view of (2.131), the condition (2.132) is equivalent to
−m[s(x)]1 (x) +
m
[s(x)]
2 (x)
2
r(x) = o(p(x)) as x→∞. (2.136)
Define the increasing function R(x) as in (2.111). Since xr(x)→∞, the function
e−R(x) is integrable at infinity. It allows to define the decreasing function U(x) as
in (2.112) which plays a key role in the next result.
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Theorem 2.23. Let Xn be a transient Markov chain. Let (2.131)–(2.135) be valid
for some s(x) = o(1/r(x)) and
sup
x
E
{|ξ(x)|3; |ξ(x)| ≤ s(x)} < ∞. (2.137)
If
P{ξ(x) > s(x)} = o(p(x)r(x)) as x→∞, (2.138)
then there exists a constant c1 > 0 and a level x̂ such that
Px{τB <∞} ≥ c1U(x) for all x.
If
E
{
U(x+ ξ(x)); ξ(x) < −s(x)} = o(p(x)r(x))U(x) as x→∞, (2.139)
then there exists a constant c2 <∞ and a level x1 such that
Px{τB <∞} ≤ c2U(x)
U(x̂)
for all x > x̂ > x1.
To prove the last theorem, we consider the same functions r±(x), R±(x) and
U±(x) as in the previous subsection. The only difference is that now, since xr±(x) =
xr(x)± xp(x) ∼ xr(x),
U ′±(x)
( 1r±(x)e
−R±(x))′
=
−e−R±(x)
(−1− r′±(x)/r2±(x))e−R±(x)
→ 1 as x→∞.
Then L’Hospital’s rule yields
U±(x) ∼ 1
r±(x)
e−R±(x) ∼ e
∓Cp
r(x)
e−R(x) as x→∞. (2.140)
Then similarly to Lemma 2.21 the following result follows.
Lemma 2.24. If the conditions (2.138) and (2.137) hold, then
EU+(x+ ξ(x))− U+(x) ≥ b+ o(1)
2
p(x)r(x)U+(x) as x→∞. (2.141)
If the conditions (2.139) and (2.137) hold, then
EU−(x+ ξ(x))− U−(x) ≤ −b+ o(1)
2
p(x)r(x)U−(x) as x→∞. (2.142)
Proof. We start with the following decomposition:
EU±(x+ ξ(x)) − U±(x) = E{U±(x+ ξ(x))− U±(x); ξ(x) < −s(x)}
+E{U±(x+ ξ(x))− U±(x); |ξ(x)| ≤ s(x)}
+E{U±(x+ ξ(x))− U±(x); ξ(x) > s(x)}.(2.143)
42 CHAPTER 2. CLASSIFICATION OF MARKOV CHAINS
Here the third term on the right is negative for all sufficiently large x because U±
eventually decreases and it may be bounded below as follows:
E{U±(x+ ξ(x))− U±(x); ξ(x) > s(x)} ≥ −U±(x)P{ξ(x) > s(x)}
= o(p(x)r(x))U±(x), (2.144)
provided the condition (2.138) holds. Further, the first term on the right side of
(2.143) is positive and possesses the following upper bound:
E{U±(x+ ξ(x))− U±(x); ξ(x) < −s(x)} ≤ E{U±(x+ ξ(x)); ξ(x) < −s(x)}
= o(p(x)r(x))U±(x), (2.145)
provided the condition (2.139) holds and due to the relation (2.117). To estimate
the second term on the right side of (2.143), we make use of Taylor’s theorem:
E{U±(x+ ξ(x))− U±(x); |ξ(x)| ≤ s(x)}
= U ′±(x)E{ξ(x); |ξ(x)| ≤ s(x)}+
1
2
U ′′±(x)E{ξ2(x); |ξ(x)| ≤ s(x)}
+
1
6
E
{
U ′′′± (x+ θξ(x))ξ
3(x); |ξ(x)| ≤ s(x)}, (2.146)
where 0 ≤ θ = θ(x, ξ(x)) ≤ 1. By the construction of U±,
U ′±(x) = −e−R±(x), U ′′±(x) = r±(x)e−R±(x) = (r(x)± p(x))e−R±(x). (2.147)
Then it follows that
U ′±(x)m
[s(x)]
1 (x) +
1
2
U ′′±(x)m
[s(x)]
2 (x)
= e−R±(x)
(
−m[s(x)]1 (x) + (r(x)± p(x))
m
[s(x)]
2 (x)
2
)
=
m
[s(x)]
2 (x)
2
e−R±(x)
(
−2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
+ r(x)± p(x)
)
= ±m
[s(x)]
2 (x)
2
e−R±(x)p(x)(1 + o(1)),
by the condition (2.132). Hence, the equivalence (2.118) yields
U ′±(x)m
[s(x)]
1 (x) +
1
2
U ′′±(x)m
[s(x)]
2 (x) ∼ ±m[s(x)]2 (x)p(x)r(x)U±(x). (2.148)
Finally, let us estimate the last term in (2.146). Notice that by the condition
(2.135) on the derivatives of r(x) and p(x),
U ′′′± (x) =
(
r′(x)± p′(x) + (r(x)± p(x))2)e−R±(x) = O(r2(x))e−R(x).
As shown in (2.13), R(x+ s(x)) = R(x) + o(1) for any s(x) = o(1/r(x)). Therefore,∣∣E{U ′′′± (x+ θξ(x))ξ3(x); |ξ(x)| ≤ s(x)}∣∣ ≤ c1r2(x)E{|ξ3(x)|; |ξ(x)| ≤ s(x)}e−R(x)
≤ c2r2(x)e−R(x),
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owing to the boundedness (2.137) of third absolute moments. Then, in view of
(2.134) and (2.140),∣∣E{U ′′′± (x+ θξ(x))ξ3(x); |ξ(x)| ≤ s(x)}∣∣ = o(p(x)r(x))U±(x). (2.149)
Then it follows from (2.146), (2.148) and (2.149) that
E{U±(x+ ξ(x))− U±(x); |ξ(x)| ≤ s(x)}
= ±m
[s(x)]
2 (x)
2
p(x)r(x)U±(x) + o(p(x)/x)Up(x). (2.150)
Substituting (2.144)—or (2.145)—and (2.150) into (2.143), we finally get the desired
results.
Lemma 2.24 implies the following result.
Corollary 2.25. There exists an x̂ such that, for all x > x̂,
EU−(x+ ξ(x))− U−(x) ≤ 0,
EU+(x+ ξ(x))− U+(x) ≥ 0.
The last corollary allows to conclude the proof of Theorem 2.23 in the same way
as the proof of Theorem 2.20.
2.6.3 General case where xm1(x)→∞
If r(x) decreases slower than 1/
√
x, then the function r2(x) is not integrable and,
since U ′′′± (x) is of order r3(x)U±(x), it does not possesses a bound like p(x)r(x)U±(x).
So, the last term in Taylor’s expansion (2.146) is not negligible and it instead makes
a significant contribution to the drift of U±. If r(x) is sandwiched between 1/
√
x
and 1/ 3
√
x, then we need to consider Taylor’s expansion that includes the forth
derivative of U± and, consequently, the forth moments of jumps. As r(x) becomes
slower decreasing, higher moments of jumps are required.
So, in this subsection we consider the same setting as in the last subsection but
now we consider a general case and do not assume that r(x) = o(1/
√
x). Instead,
we assume that, for some γ ∈ {2, 3, 4, . . .},
rγ(x) = o(p(x)) as x→∞ (2.151)
and
−m[s(x)]1 (x) +
γ∑
j=2
(−1)jm
[s(x)]
j (x)
j!
rj−1(x) = o(p(x)) as x→∞. (2.152)
We further assume that the function r(x) is γ times differentiable and satisfies the
condition, as x→∞,
r(k)(x) = o(p(x)), p(k)(x) = o(p(x)) for all 2 ≤ k ≤ γ. (2.153)
and
|p′(x)| ≤ |r′(x)| = o(p(x)) as x→∞. (2.154)
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Theorem 2.26. Let Xn be a transient Markov chain. Let (2.131), (2.151)–(2.154)
be valid for some s(x) = o(1/r(x)) and
sup
x
E
{|ξ(x)|γ+1; |ξ(x)| ≤ s(x)} < ∞. (2.155)
If
P{ξ(x) > s(x)} = o(p(x)r(x)) as x→∞, (2.156)
then there exists a constant c1 > 0 and a level x̂ such that
Px{τB <∞} ≥ c1U(x) for all x.
If
E
{
U(x+ ξ(x)); ξ(x) < −s(x)} = o(p(x)r(x))U(x) as x→∞, (2.157)
then there exists a constant c2 <∞ and a level x1 such that
Px{τB <∞} ≤ c2U(x) for all x > x̂ > x1.
We consider the same functions r±(x), R±(x) and U±(x) as in the previous
subsection and similarly to Lemma 2.24 we get the following result.
Lemma 2.27. If the conditions (2.156) and (2.155) hold, then
EU+(x+ ξ(x))− U+(x) ≥ b+ o(1)
2
p(x)r(x)U+(x) as x→∞. (2.158)
If the conditions (2.157) and (2.155) hold, then
EU−(x+ ξ(x))− U−(x) ≤ −b+ o(1)
2
p(x)r(x)U−(x) as x→∞. (2.159)
Proof. We start with the decomposition (2.143), where the first and third terms on
the right hand side possess the same bounds as in the proof of Lemma 2.24.
To estimate the second term on the right side of (2.143), we make use of Taylor’s
theorem:
E{U±(x+ ξ(x))− U±(x); |ξ(x)| ≤ s(x)}
=
γ∑
k=1
U
(k)
± (x)
k!
m
[s(x)]
k (x) + E
{U (γ+1)± (x+ θξ(x))
(γ + 1)!
ξγ+1(x); |ξ(x)| ≤ s(x)
}
,
(2.160)
where 0 ≤ θ = θ(x, ξ(x)) ≤ 1. By the construction of U±,
U ′±(x) = −e−R±(x), U ′′±(x) = r±(x)e−R±(x) = (r(x)± p(x))e−R±(x), (2.161)
and, for k = 3, . . . , γ + 1,
U
(k)
± (x) = −(e−R±(x))(k−1) = (−1)k
(
rk−1± (x) + o(p(x))
)
e−R±(x) as x→∞,
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where the remainder terms in the parentheses on the right are of order o(p(x)) by
the condition (2.153). By the definition of r±(x),
rk−1± (x) = (r(x)± p(x))k−1 = rk−1(x) + o(p(x)) for all k ≥ 3,
which implies the relation
U
(k)
± (x) = (−1)k
(
rk−1(x) + o(p(x))
)
e−R±(x) as x→∞. (2.162)
It follows from the equalities (2.161) and (2.162) that
γ∑
k=1
U
(k)
± (x)
k!
m
[s(x)]
k (x)
= e−R±(x)
( γ∑
k=1
(−1)k r
k−1(x)
k!
m
[s(x)]
k (x) + o(p(x))− p(x)
m
[s(x)]
2 (x)
2
)
= e−Rp(x)
(
o(p(x))− p(x)m
[s(x)]
2 (x)
2
)
,
by the condition (2.152). Hence, the equivalence (2.140) yields
γ∑
k=1
U
(k)
± (x)
k!
m
[s(x)]
k (x) = ±r(x)p(x)
m
[s(x)]
2 (x)
2
U±(x) + o(r(x)p(x))U±(x).
(2.163)
Owing the condition (2.153) on the derivatives of r(x) and the condition (2.151),
U
(γ+1)
± (x) = (−1)γ+1(rγ(x) + o(p(x)))e−R±(x)
= o(p(x))e−R±(x) = o(p(x)r(x))U±(x).
Then, similarly to (2.149), the last term in (2.160) possesses the following bound:
∣∣∣E{U (γ+1)± (x+ θξ(x))
(γ + 1)!
ξγ+1(x); |ξ(x)| ≤ s(x)
}∣∣∣
≤ o(p(x)r(x))U±(x))E
{|ξ(x)|γ+1; |ξ(x)| ≤ s(x)}
= o(p(x)r(x))U±(x),
by the condition (2.155). Therefore, it follows from (2.160) and (2.163) that
E{U±(x+ ξ(x))− U±(x); |ξ(x)| ≤ s(x)}
= ±r(x)p(x)m
[s(x)]
2 (x)
2
U±(x) + o(p(x)r(x))U±(x).
Together with (2.144), (2.145), and (2.143) this completes the proof.
Lemma 2.27 implies analogue of Corollary 2.25 which allows to conclude the
proof of Theorem 2.26 in the same way as of Theorem 2.20.
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Chapter 3
Limit theorems for transient
Markov chains
Let r(x) > 0 be a decreasing differentiable function such that, for some c > 0,
0 ≥ r′(x) ≥ −cr2(x) for all sufficiently large x, (3.1)
which yields
r(x) ≥ 1
c1 + cx
for all sufficiently large x.
Then, in particular,
R(x) :=
∫ x
0
r(y)dy → ∞ as x→∞. (3.2)
The function R(x) is concave because r(x) is decreasing. As shown in (2.11) and
(2.12),
R(x) +
h
1 + ch
≤ R(x+ h/r(x)) ≤ R(x) + h, (3.3)
R(x)− h
1− ch ≤ R(x− h/r(x)) ≤ R(x)− h. (3.4)
Then, as already discussed, 1/r(x) is a natural step size responsible for constant
increase of the function R(x) and
R(x+ o(1/r(x))) = R(x) + o(1) as x→∞. (3.5)
Fix an increasing function s(x)→∞ as x→∞ such that s(x) = o(x). Assume
that there exist x̂ and ε > 0 such that
2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
≥ r(x) ≥ 1 + ε
x
for all x > x̂; (3.6)
then the drift to the right dominates the diffusion and the corresponding Markov
chain Xn is typically transient, see Theorem 2.18.
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3.1 Quantitative analysis of escaping to infinity for tran-
sient chain
Now we produce an upper bound for the return probability for transient Markov
chain which is a rough version of more precise bounds derived in Section 2.6. The
main aim is to have an upper bound under conditions milder than in that section.
Lemma 3.1. Assume the condition (3.6) holds for some r(x) satisfying (3.1) and
s(x) = o(1/r(x)). Let, for some δ ∈ (0, ε),
E{e−δR(x+ξ(x)); ξ(x) < −s(x)} = o(r2(x)e−δR(x)m[s(x)]2 (x)) (3.7)
as x→∞. Then there exists x∗ such that, for all y > x ≥ 0,
P{Xn ≤ x for some n ≥ 1 | X0 = y} ≤ eδ(R∗(x)−R∗(y)),
where R∗(x) := max(R(x∗), R(x)). In particular, for any fixed h > 0,
Px
{
Xn ≤ x− h
r(x)
for some n ≥ 1
}
≤ e−δh/2 ultimately in x.
Proof. Consider the decreasing test function W (x) := e−δR(x) which is bounded
above by 1. Let us prove that the mean drift of W (x) is negative for all sufficiently
large x. Indeed, since the function W (x) decreases,
EW (x+ ξ(x))−W (x) ≤ E{W (x+ ξ(x))−W (x); ξ(x) ≤ s(x)}
≤ E{W (x+ ξ(x)); ξ(x) < −s(x)}
+W ′(x)E{ξ(x); |ξ(x)| ≤ s(x)}
+
1
2
E{W ′′(x+ θξ(x))ξ2(x); |ξ(x)| ≤ s(x)}
=: E1 + E2 +E3, (3.8)
where 0 ≤ θ = θ(x, ξ(x)) ≤ 1, by Taylor’s theorem. By the condition (3.7), the first
term on the right hand side is of order
E1 = o
(
r2(x)W (x)m
[s(x)]
2 (x)
)
as x→∞. (3.9)
The second term on the right hand side of (3.8) equals
E2 = −δr(x)W (x)m[s(x)]1 (x)
≤ −δ
2
r2(x)W (x)m
[s(x)]
2 (x) ultimately in x, (3.10)
due to (3.6).
In order to bound the third term on the right hand side of (3.8), we first notice
that due to (3.1),
W ′′(x) = δ
(
δr2(x)− r′(x))W (x)
≤ δ(δ + 1− ε)r2(x)W (x), (3.11)
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for all sufficiently large x. By (3.5), W (x − s(x)) ∼ W (x) which together with
decrease of r(x) and W (x) implies
W ′′(x+ y) ≤ δ(1 + δ − ε)(1 + o(1))r2(x)W (x)
as x→∞ uniformly for all y ≥ −s(x). Then
E3 ≤ δ
2
(
1− ε− δ
2
)
r2(x)W (x)m
[s(x)]
2 (x) (3.12)
for all sufficiently large x. Substituting (3.9), (3.10) and (3.12) into (3.8) we deduce,
as x→∞,
EW (x+ ξ(x))−W (x) ≤ −δ(ε− δ)
2
r2(x)W (x)m
[s(x)]
2 (x).
Then there exists a sufficiently large x∗ such that, for all x ≥ x∗,
EW (x+ ξ(x)) −W (x) < 0.
Now takeW∗(x) := min(W (x),W (x∗)) so thatW∗(Xn) constitutes positive bounded
supermartingale. Hence we may apply Doob’s inequality for nonnegative super-
martingale and deduce that, for every y ≥ x ≥ 0 (so that W∗(y) ≤W∗(x)),
P
{
sup
n≥1
W∗(Xn) ≥W∗(x)
∣∣∣W∗(X0) =W∗(y)} ≤ EW∗(X0)
W∗(x)
= eδ(R∗(x)−R∗(y)),
which is equivalent to the first conclusion of the lemma. Then the second conclusion
follows from (3.4).
Define
L(x, n) :=
n−1∑
k=0
I{Xk > x}. (3.13)
The next lemma is devoted to the properties of L(x, T (t)), where T (t) is the first
up-crossing time
T (t) := min{n ≥ 1 : Xn > t}.
Let v(z) ↓ 0 be a decreasing function. Denote
V (u) :=
∫ u
0
1
v(z)
dz.
Since the function 1/v(z) increases, V is convex.
Lemma 3.2. Let, for some increasing function s(x) > 0 and for some x̂ ≥ 0,
E{ξ(x); ξ(x) ≤ s(x)} ≥ v(x) for x > x̂. (3.14)
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Then, for all t > y and x ∈ (x̂, t),
EyL(x, T (t)) ≤ V (t+ s(t))− V (x ∨ y) =
∫ t+s(t)
x∨y
1
v(z)
dz. (3.15)
Further, the family of random variables
1
V (t+ s(t))− V (x)L(x, T (t)), X0 = y, y < t, x̂ < x < t, (3.16)
is uniformly integrable.
Proof. Let us consider the process
X˜n := min(Xn, t+ s(t)).
By the construction of the process X˜n, its stochastic behavior is identical to that of
Xn to the left of t. Therefore, the stopping time
T˜ (t) := min{n ≥ 1 : X˜n > t}
is equal to T (t) given X0 = X˜0 = y < t.
Consider the following continuous test function
Vx(u) := V (x ∨ u) =
{
V (x) if u ≤ x,
V (u) if u > x.
This function is convex as V is, so Jensen’s inequality yields
EuVx(X˜1)− Vx(u) ≥ V ′x(u)Eu(X˜1 − u),
where
V ′x(u) =
{
0 if u ≤ x,
1/v(u) if u > x.
Then Eu(X˜1 − u) ≥ E{ξ(u); ξ(u) ≤ s(u)} for u ≤ t, so hence
EuVx(X˜1)− Vx(u) ≥
{
1 if u ∈ (x, t],
0 if u ≤ x, (3.17)
by the condition (3.14). So,
Yn := Vx(X˜n∧T (t))
constitutes a submartingale with respect to the filtration Fn := σ(Xk, k ≤ n). Hence,
EyYT (t) ≥ V (x ∨ y) + Ey
T (t)−1∑
k=0
I{Xk > x}, (3.18)
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due to the adapted version of the proof of Dynkin’s formula (see, e.g. [56, Theorem
11.3.1]):
EyYT (t) = EyY0 + Ey
∞∑
n=1
I{n ≤ T (t)}(Yn − Yn−1)
= Vx(y) + Ey
∞∑
n=1
E{I{n ≤ T (t)}(Yn − Yn−1) | Fn−1}
= Vx(y) + Ey
∞∑
n=1
I{T (t) ≥ n}E{Yn − Yn−1 | Fn−1},
because I{n ≤ T (t)} ∈ Fn−1. Hence, it follows from (3.17) that
EyYT (t) ≥ Vx(y) + Ey
∞∑
n=1
I{T (t) ≥ n,Xn−1 > x}
= V (x ∨ y) + Ey
T (t)∑
n=1
I{Xn−1 > x},
and the inequality (3.18) follows.
On the other hand, X˜T (t) ≤ t+ s(t), by the construction of X˜ . Hence,
EyYT (t) ≤ Vx(t+ s(t)) ≤ V (t+ s(t)), (3.19)
because x < t, which together with (3.18) yields
EyL(x, T (t)) ≤ V (t+ s(t))− V (x ∨ y),
and the proof of the upper bound (3.15) follows.
Now proceed to the proof of uniform integrability in (3.16). This assertion is
equivalent to the following: as A→∞,
sup
x̂<x<t, y<t
Ey
{ L(x, T (t))
V (t+ s(t))− V (x) −A;
L(x, T (t))
V (t+ s(t))− V (x) > A
}
→ 0.
(3.20)
For N ∈ N, define θN to be the first stopping time such that
L(x, θN ) =
θN∑
k=0
I{Xn > x} = N.
Hence,
EyYT (t) ≥ EyYθN∧T (t) + Ey
T (t)∑
n=θN+1
I{Xn > x}
= EyYθN∧T (t) + Ey{L(x, T (t)) −N ; L(x, T (t)) > N}.
52 CHAPTER 3. LIMIT THEOREMS FOR TRANSIENT CHAINS
Therefore,
Ey{L(x, T (t))−N ; L(x, T (t)) > N} ≤ Ey(YT (t) − YθN∧T (t))
= Ey
(
Vx(X˜T (t))− Vx(X˜θN∧T (t))
)
≤ Ey{V (X˜T (t))− V (x); T (t) > θN}.
Since X˜T (t) ≤ t+ s(t),
Ey{L(x, T (t))−N ; L(x, T (t)) > N}
≤ (V (t+ s(t))− V (x))Py{L(x, T (t)) > N}. (3.21)
Taking
N := [A(V (t+ s(t))− V (x))] + 1,
we get from (3.21) that the mean in (3.20) isn’t greater than
Py{L(x, T (t)) > N},
which in its turn is not greater than
EyL(x, T (t))
N
,
by the Markov inequality. Due to the upper bound provided by Lemma 3.2,
EyL(x, T (t))
N
≤ 1
A
→ 0 as A→∞,
and the proof of uniform integrability of (3.16) is complete.
3.2 Integro-local upper bound for renewal function
A transient Markov chain Xn visits any bounded set finitely many times at the most.
In the next result we describe the asymptotic behaviour of the renewal functions
Hy(x, x+ h] :=
∞∑
n=0
Py{x < Xn ≤ x+ h},
H(x, x+ h] :=
∞∑
n=0
P{x < Xn ≤ x+ h} =
∫ ∞
0
Hy(x, x+ h]P{X0 ∈ dy}.
Theorem 3.3. Let the condition (3.6) hold for some r(x) satisfying (3.1) and in-
creasing function s(x) = o(1/r(x)). Assume (3.14) for some decreasing v(x) satis-
fying
cv := sup
x
v(x)
v(2x)
< ∞. (3.22)
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Assume also
P{ξ(x) ≤ −s(x)} ≤ p(x)v(x) for all x ≥ x̂, (3.23)
where a decreasing function p(x) > 0 is integrable. Then the family of random
variables
v(x)r(x)
∞∑
n=0
I{x < Xn ≤ x+ 1/r(x)}, x > x∗, X0 = y,
is uniformly integrable for some x∗ > x̂.
In particular, there exists a c1 <∞ such that
Hy(x, x+ 1/r(x)] ≤ c1
v(x)r(x)
for all x > x∗ and y,
and further, for some c2 <∞,
Hy(x∗, x] ≤ c2x+ 1
v(x)
for all x > x∗ and y.
Proof. Clearly, (3.23) is stronger than (2.105). This implies the transience of Xn.
It follows from (3.22) that, for any natural A,
v(x)
v(x+Ax)
≤ (cv)A for all x. (3.24)
Considering the first enter of Xn into the segment (x, x+1/r(x)] we see that the
theorem conclusion is equivalent to the uniform integrability of the family
v(x)r(x)
∞∑
n=0
I{x < Xn ≤ x+ 1/r(x)}, x > x∗, X0 = y, y ∈ (x, x+ 1/r(x)].(3.25)
First consider the Markov chain Yn with jumps
η(x) := ξ(x)I{ξ(x) > −s(x)}.
This Markov chain satisfies the condition (3.7) because η(x) > −s(x), and the
condition (3.6). So Lemma 3.1 is applicable to the chain Yn. Then there exist
δ ∈ (0, ε) and x∗ such that
P{Yn ≤ x for some n ≥ 1 | Y0 = y} ≤ eδ(R(x)−R(y)) for all y > x > x∗.(3.26)
Fix a natural A > 1 and consider the stopping time
T Y (t) = min{n ≥ 1 : Yn > t} where t := x+A/r(x).
For any Y0 = y ∈ (x, x+ 1/r(x)],
v(x)r(x)
TY (t)−1∑
n=0
I{x < Yn ≤ x+ 1/r(x)}
≤ v(x)
v(t+ s(t))
r(x)(t+ s(t)− x) v(t+ s(t))
t+ s(t)− x
TY (t)−1∑
n=0
I{Yn > x}.
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By (3.24), for all x > x̂ such that s(x) ≤ 1/r(x) and 1/r(x) ≤ x,
v(x)
v(t+ s(t))
≤ v(x)
v(x+ (A+ 1)/r(x))
≤ (cv)A+1. (3.27)
Further,
r(x)(t+ s(t)− x) = r(x)(A/r(x) + s(t)) → A as x→∞. (3.28)
Finally, the family with respect to x > x̂, Y0 = y, y ∈ (x, x + 1/r(x)] of random
variables
v(t+ s(t))
t+ s(t)− x
TY (t)−1∑
n=0
I{Yn > x}
is uniformly integrable, due to Lemma 3.2 applied to the chain Yn. So, the family
of random variables
v(x)r(x)
TY (t)−1∑
n=0
I{x < Yn ≤ x+ 1/r(x)}
is uniformly integrable too.
Further, after the stopping time T Y (x + A/r(x)) the chain Yn falls below the
level x+ 1/r(x) with probability eδ(R(x+1/r(x))−R(x+A/r(x))) at the most, see (3.26).
Since
eδ(R(x+1/r(x))−R(x+A/r(x))) ≤ e−δ(A−1)/(1+cA)
provided A > 1—see (2.7), we obtain by the Markov property that
v(x)r(x)
∞∑
n=0
I{x < Yn ≤ x+ 1/r(x)}
is majorised by geometric number at the most of summands taken from the uniformly
integrable family of random variables, which yields the lemma conclusion for the
chain Yn. In particular,
HYy (x, x+ 1/r(x)] ≤
c3
v(x)r(x)
for all x > x∗ and y. (3.29)
Further, in order to pass from Yn to Xn we first notice the inequality, for any
x < y,
P{Xn ≤ x for some n ≥ 1 | X0 = y} ≤ P{Yn ≤ x for some n ≥ 1 | Y0 = y}
+P{Xn 6= Yn for some n ≥ 1, Yk > x for all k ≥ 1 | Y0 = y}.
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For all x < y satisfying x − s(x) > x̂, the second probability on the right is not
greater than
∞∑
n=0
P{ξ(Yn) < −s(Yn), Yn > x | Y0 = y}
=
∞∑
n=0
∫ ∞
x
P{ξ(z) < −s(z)}P{Yn ∈ dz | Y0 = y}
=
∫ ∞
x
P{ξ(z) < −s(z)}HYy (dz)
≤
∫ ∞
x
p(z)v(z)HYy (dz),
by the condition (3.23). The latter integral goes to 0 as x → ∞. Indeed, both
functions p(z) and v(x) are decreasing, so that∫ ∞
x
p(z)v(z)HYy (dz) ≤
∞∑
i=0
p(xi)v(xi)H
Y
y (xi, xi+1],
where x0 := x and xi+1 := xi + 1/r(xi). Then, in view of the upper bound (3.29)
for HYy (z, z + 1/r(z)], ∫ ∞
x
p(z)v(z)HYy (dz) ≤ c3
∞∑
i=0
p(xi)
r(xi)
.
By (2.7),
∞∑
i=0
p(xi)
r(xi)
=
∞∑
i=0
p(xi)
r(xi−1 + 1/r(xi−1))
≤ c4
∞∑
i=0
p(xi)
r(xi−1)
= c4
∞∑
i=0
p(xi)(xi − xi−1).
Then monotonicity of the function p(x) yields
∞∑
i=0
p(xi)
r(xi)
≤ c4
∫ ∞
x
p(u)du→ 0 as x→∞,
because p(x) is integrable. Hence,∫ ∞
x
p(z)v(z)HYy (dz) → 0 as x→∞ uniformly for y > x. (3.30)
Together with (3.26) it yields that
P{Xn ≤ x for some n ≥ 1 | X0 = y} ≤ eδ(R(x)−R(y)) + o(1) (3.31)
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as x→∞ uniformly for y > x.
In the same way as it was done for Yn, we now fix a natural A > 1 and consider
the stopping time
T (t) = min{n ≥ 1 : Xn > t} where t := x+A/r(x).
For any X0 = y ∈ (x, x + 1/r(x)], the family with respect to x > x̂, X0 = y,
y ∈ (x, x+ 1/r(x)] of random variables
v(x)r(x)
T (t)−1∑
n=0
I{x < Xn ≤ x+ 1/r(x)}
is uniformly integrable, due to (3.27), (3.28) and Lemma 3.2 applied to Xn.
Further, after the stopping time T (x+A/r(x)) the chain Xn falls below the level
x+1/r(x) with probability eδ(R(x+1/r(x))−R(x+A/r(x))) + o(1) at the most, see (3.31).
By the same reasons as for the Markov chain Yn,
v(x)r(x)
∞∑
n=0
I{x < Xn ≤ x+ 1/r(x)}
is majorised by geometric number at the most of summands taken from the uniformly
integrable family of random variables, which yields the theorem conclusion for the
chain Xn.
3.3 Factorisation result for renewal function with weights
In this section, either n(x) ≡ ∞ or n(x) → ∞ as x → ∞. Let A(x) ⊂ R+ be a
family of Borel sets.
For a function q(z) ≥ 0 on R+, we look at impact of q(z) on the asymptotic
behavior of the partial renewal measure with weights
n(x)∑
n=0
E
{
e−
∑n−1
k=0 q(Xk); Xn ∈ A(x)
}
, (3.32)
compared to that of
n(x)∑
n=0
P{Xn ∈ A(x)}.
Lemma 3.4. Let a(x) > 0 be a function on R+ and c > 0 be a constant. Let the
family of random variables
a(x)
n(x)∑
n=0
I{Xn ∈ A(x)}, x > 0, X0 = z, (3.33)
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be uniformly integrable and let there exist a c > 0 such that, for all N ∈ Z+ and
z ≥ 0,
a(x)
n(x)∑
n=N
Pz{Xn ∈ A(x)} → c as x→∞. (3.34)
If q(z) ≥ 0, then
a(x)
n(x)∑
n=0
E
{
e−
∑n−1
k=0 q(Xk); Xn ∈ A(x)
} → cEe−∑∞k=0 q(Xk) as x→∞.
Proof. The condition (3.34) particularly yields, for any fixed N ∈ N,
a(x)
N−1∑
n=0
P{Xn ∈ A(x)} → 0 as x→∞.
Then∣∣∣∣a(x) n(x)∑
n=0
E
{
e−
∑n−1
k=0 q(Xk); Xn ∈ A(x)
}− cEe−∑∞k=0 q(Xk)∣∣∣∣
= a(x)
∣∣∣∣n(x)∑
n=0
E
{
e−
∑n−1
k=0 q(Xk); Xn ∈ A(x)
}− Ee−∑∞k=0 q(Xk) n(x)∑
n=0
P{Xn ∈ A(x)}
∣∣∣∣ + o(1)
= a(x)
∣∣∣∣E n(x)∑
n=N
(
e−
∑n−1
k=0 q(Xk) − Ee−
∑∞
k=0 q(Xk)
)
I{Xn ∈ A(x)}
∣∣∣∣ + o(1).
In its turn, the absolute value of the mean on the right is not greater than the sum
of the absolute values of the mean values of the following random variables:
ζ1(x,N) :=
n(x)∑
n=N
(
e−
∑N−1
k=0 q(Xk) − Ee−
∑N−1
k=0 q(Xk)
)
I{Xn ∈ A(x)},
ζ2(x,N) :=
n(x)∑
n=N
(
e−
∑n−1
k=0 q(Xk) − e−
∑N−1
k=0 q(Xk)
)
I{Xn ∈ A(x)},
ζ3(x,N) :=
n(x)∑
n=N
(
Ee−
∑N−1
k=0 q(Xk) − Ee−
∑∞
k=0 q(Xk)
)
I{Xn ∈ A(x)}.
By the condition (3.33), both families of random variables {a(x)ζ2(x,N), x >
0, N ≥ 1} and {a(x)ζ3(x,N), x > 0, N ≥ 1} are uniformly integrable. Then,
taking into account that q(z) ≥ 0 implies
e−
∑N−1
k=0 q(Xk)
a.s.→ e−
∑∞
k=0 q(Xk) as N →∞,
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we conclude that both supx a(x)E2(x,N) and supx a(x)E3(x,N) go to 0 as N →∞.
This proves the required result if we additionally show that, for any fixed N ,
a(x)Eζ1(x,N) → 0 as x→∞. (3.35)
Indeed, conditioning on X0, . . . , XN−1, leads to the equality
Eζ1(x,N)
= E
{(
e−
∑N−1
k=0 q(Xk) − Ee−
∑N−1
k=0 q(Xk)
)
E
{n(x)∑
n=N
I{Xn ∈ A(x)}
∣∣∣X0, . . . ,XN−1}
= E
(
e−
∑N−1
k=0 q(Xk) − Ee−
∑N−1
k=0 q(Xk)
)
EXN−1
n(x)∑
n=N
I{Xn ∈ A(x)},
by the Markov property. By the uniform integrability (3.33), the family of random
variables
a(x)
(
e−
∑N−1
k=0 q(Xk) − Ee−
∑N−1
k=0 q(Xk)
)
EXN−1
n(x)∑
n=N
I{Xn ∈ A(x)}, x > 0,
is uniformly integrable too. By the condition (3.34),
a(x)EXN−1
n(x)∑
n=N
I{Xn ∈ A(x)} a.s.→ c as x→∞.
This allows us to conclude that, as x→∞,
a(x)Eζ1(x,N) → cE
(
e−
∑N−1
k=0 q(Xk) − Ee−
∑N−1
k=0 q(Xk)
)
= 0,
and (3.35) follows which completes the proof.
Lemma 3.5. Let p be a number between 0 and 1 and An be a sequence of Borel sets
from R+ such that, for any z ≥ 0,
Pz{Xn ∈ An} → p as n→∞. (3.36)
If q(z) ≥ 0, then
Ee−
∑n−1
k=0 q(Xk)I{Xn ∈ An} → pEe−
∑∞
k=0 q(Xk) as n→∞.
Proof. Fix any N ∈ N. Then∣∣∣Ee−∑n−1k=0 q(Xk)I{Xn ∈ An} − P{Xn ∈ An}Ee−∑∞k=0 q(Xk)∣∣∣
≤
∣∣∣E(e−∑N−1k=0 q(Xk) − Ee−∑N−1k=0 q(Xk))I{Xn ∈ An}∣∣∣
+E
∣∣∣e−∑n−1k=0 q(Xk) − e−∑N−1k=0 q(Xk)∣∣∣
+
∣∣∣Ee−∑N−1k=0 q(Xk) − Ee−∑∞k=0 q(Xk)∣∣∣
=: |E1(N,n,A)| + |E2(N,n)|+ |E3(N)|.
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We have E2(N,n) → 0 and E3(N) → 0 as n, N → ∞ because q(z) ≥ 0. Further,
conditioning on X0, . . . , XN−1, leads to the equality
E1(N,n,A) = E
{(
e−
∑N−1
k=0 q(Xk) − Ee−
∑N−1
k=0 q(Xk)
)
P{Xn ∈ A | X0, . . . ,XN−1}
}
= E
(
e−
∑N−1
k=0 q(Xk) − Ee−
∑N−1
k=0 q(Xk)
)
P{Xn ∈ A | XN},
by the Markov property. By the condition (3.36),
P{Xn ∈ A | XN} a.s.→ p as n→∞.
This allows us to conclude that, for any fixed N , as n→∞,
E1(N,n,A) → pE
(
e−
∑N−1
k=0 q(Xk) − Ee−
∑N−1
k=0 q(Xk)
)
= 0,
and the proof is complete.
3.4 Thresholds
Consider a new Markov chain Zn, n ≥ 0, whose jumps ζ(x) are just truncations of
the original jumps ξ(x) at levels −s(x) and s(x), that is,
ζ(x) = ξ(x)I{|ξ(x)| ≤ s(x)}.
Lemma 3.6. Let Xn →∞ with probability 1, the condition (3.6) hold for some r(x)
satisfying (3.1) and increasing function s(x) = o(1/r(x)). Let also the condition
(3.14) hold for some v(x) satisfying (3.22), and
P{|ξ(x)| > s(x)} ≤ p(x)v(x), (3.37)
for all x, where a decreasing function p(x) > 0 is integrable. Then, for any ε > 0
there exists an xε such that
P{Zn 6= Xn for some n ≥ 0} ≤ ε
provided Z0 = X0 > xε.
Proof. For any z,
P{Zn 6= Xn for some n | X0 = y}
≤ P{Xn ≤ z for some n | X0 = y}
+P{Zn 6= Xn for some n,Xn ≥ z for all n | X0 = y}.
Since Xn
a.s.→ ∞, there is an x1(z) such that
P{Xn ≤ z for some n | X0 = y} ≤ ε/2 for all y > x1(z).
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Given Z0 = X0 > z,
P{Zn 6= Xn for some n, Xn > z for all n | X0 = y}
≤
∞∑
n=0
P{|ξ(Xn)| > s(Xn), Xn > z | X0 = y}
=
∫ ∞
z
P{|ξ(x)| > s(x)}HXy (dx)
≤ 2
∫ ∞
z
p(x)v(x)HXy (dx).
An integro-local upper bound for HXy is delivered in Theorem 3.3. Then the integral
on the right is less than ε/2 for sufficiently large z = z(ε), by the same reasons as
(3.30) holds. This concludes the proof with xε = x1(z(ε)).
3.5 Convergence to Γ-distribution for transient chains
In this section we are interested in the asymptotic growth rate of a Markov chain
Xn that goes to infinity with probability 1 as n → ∞. It happens if this chain is
transient. First time a limit theorem for Markov chain with asymptotically zero
drift was produced by Lamperti in [49] where the convergence to Γ-distribution
was proven for the case of jumps with all moments finite. The proof is based on
the method of moments. The results from Lamperti [49] have been generalised by
Klebaner [42] and later by Kersting [40]. The author of the latter paper works under
the assumption that the moments of order 2 + δ are bounded.
Theorem 3.7. Suppose there exist b > 0 and µ > b/2 such that, for some increasing
function s(x) = o(x),
m
[s(x)]
1 (x) ∼ µ/x and m[s(x)]2 (x)→ b as x→∞, (3.38)
and
P{|ξ(x)| > s(x)} ≤ p(x)/x for all x, (3.39)
where a decreasing function p(x) > 0 is integrable. If
lim sup
n→∞
Xn =∞ with probability 1,
then X2n/n converges weakly to Γ-distribution with mean 2µ+ b and variance (2µ+
b)2b, that is, Γ1/2+µ/b,2b.
Let us give a sufficient condition for (3.39). If the family |ξ(x)|, x ≥ 0, possesses
a square integrable majorant Ξ, EΞ2 <∞, that is, |ξ(x)| ≤st Ξ for all x, then there
exists an increasing function s(x) = o(x) such that (3.39) holds.
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Proof. Since (3.38) holds with µ > b/2, Xn satisfies the condition (2.104) with
sufficiently large x̂ and r(x) = γ/x for some γ ∈ (1, 2µ/b). Moreover, (3.39) implies
that (2.105) holds. Therefore, Xn is transient by Theorem 2.18.
The chain Xn also satisfies (3.14) with v(x) = µ/2x because
E{ξ(x); ξ(x) ≤ s(x)} = m[s(x)]1 (x) + E{ξ(x); ξ(x) ≤ −s(x)}
≥ m[s(x)]1 (x)− xP{ξ(x) ≤ −s(x)}
≥ m[s(x)]1 (x)− p(x), (3.40)
by the condition (3.39), and p(x) = o(1/x) as decreasing integrable function.
Given any y0 > 0, it is sufficient to prove convergence to Γ-distribution for
X0 > y0 only because Xn →∞ with probability 1.
The conditions (3.6), (3.14) and (3.39) allow to apply Lemma 3.6 to the chain
Xn. Hence it suffices to prove the same result for the chain Zn, that is, it is sufficient
to prove that,
Z2n
n
⇒ Γ(2µ+b)/2b,2b. (3.41)
Again by Lemma 3.6, for all sufficiently large Z0 = X0,
P{Zn 6= Xn for some n ≥ 0} < 1,
and for those initial conditions—that are only considered in the sequel—the Markov
property yields the convergence
Zn
a.s.→ ∞ as n→∞. (3.42)
For all x,
Eζ(x) = m
[s(x)]
1 (x) and Eζ
2(x) = m
[s(x)]
2 (x). (3.43)
In addition, the inequality |ζ(x)| ≤ s(x) = o(x) implies that, for every j ≥ 3,
|Eζj(x)| ≤ m[s(x)]2 (x)sj−2(x) = o(xj−2) as x→∞. (3.44)
Let us compute the mean of the increment of Z2in . For i = 1 we have
E{Z2n+1 − Z2n|Zn = x} = E(2xζ(x) + ζ2(x))
= 2µ + b+ o(1)
as x→∞, by (3.43). Applying now (3.42) we get
E(Z2n+1 − Z2n) → 2µ+ b as n→∞.
Hence,
EZ2n ∼ (2µ + b)n as n→∞. (3.45)
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Let now i ≥ 2. We have
E{Z2in+1 − Z2in |Zn = x}
= E
(
2ix2i−1ζ(x) + i(2i − 1)x2i−2ζ2(x) +
2i∑
l=3
x2i−lζ l(x)
(
2i
l
))
= i[2µ + (2i− 1)b+ o(1)]x2i−2 +
2i∑
l=3
x2i−lEζ l(x)
(
2i
l
)
(3.46)
as x→∞, by (3.43). Owing to (3.44),
2i∑
l=3
x2i−lEζ l(x)
(
2i
l
)
=
2i∑
l=3
x2i−lo(xl−2) = o(x2i−2) as x→∞.
Substituting this into (3.46) with x = Zn and taking into account (3.42), we deduce
that
E{Z2in+1 − Z2in } = i[2µ + (2i− 1)b+ o(1)]EZ2i−2n . (3.47)
In particular, for i = 2 we get
E{Z4n+1 − Z4n} = 2(2µ + 3b)EZ2n + o(n)
∼ 2(2µ + 3b)(2µ + b)n,
due to (3.45). It implies that
EZ4n ∼ (2µ + 3b)(2µ + b)n2 as n→∞.
By induction arguments, we deduce from (3.47) that, as n→∞,
EZ2in ∼ ni
i∏
k=1
(2µ + (2k − 1)b),
which yields (3.41), that is, Z2n/n weakly converges to Gamma distribution with
mean 2µ + b and variance 2b(2µ + b) and the proof is complete.
3.6 Integral renewal theorem for transient chain with
Gamma limit
If the Markov chain Xn is transient then it visits any bounded set finitely many
times at the most. The next result determines the asymptotic behaviour of the
renewal functions Hy(x) and H(x) in the case of convergence to Γ-distribution.
Theorem 3.8. Let the conditions of Theorem 3.7 hold. Then, for any initial dis-
tribution of the chain X and for any fixed B > 0,
[Bx2]∑
n=0
P{Xn ∈ (x∗, x]} ∼ I(B)x2 as x→∞,
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where
I(y) :=
∫ y
0
Γ(1/z)dz = yΓ(1/y) +
∫ ∞
1/y
1
z
γ(z)dz, I(∞) = 1
2µ− b ,
where x∗ is defined in Theorem 3.3, and Γ(t) and γ(t) denote the cumulative dis-
tribution function and probability density function respectively of the Γ-distribution
with mean 2µ + b and variance (2µ + b)2b. In addition,
H(x∗, x] ∼ 1
2µ− bx
2 as x→∞.
Proof. By Theorem 3.7, for every fixed B,
[Bx2]∑
n=0
P{Xn ∈ (x∗, x]} =
[Bx2]∑
n=0
(Γ(x2/n) + o(1))
=
[Bx2]∑
n=0
Γ(x2/n) + o(x2) as x→∞.
Due to
[Bx2]∑
n=0
Γ(x2/n) ∼ x2
∫ B
0
Γ(1/z)dz as x→∞,
the first conclusion follows. Further, since∫ B
0
Γ(1/z)dz → 1
2µ− b as B →∞,
we conclude the lower bound
lim inf
x→∞
H(x∗, x]
x2
≥ 1
2µ− b . (3.48)
For arbitrary y, let us now prove the upper bound
lim sup
x→∞
Hy(x∗, x]
x2
≤ 1
2µ− b . (3.49)
For any A > 1, by (3.31) and the Markov property,
Hy(x∗, x] ≤ Ey
T (Ax)−1∑
n=0
I{Xn ∈ (x∗, x]}
+
(
eδ(R(x)−R(Ax)) + o(1)
)
sup
z≤x
Hz(x∗, x] (3.50)
as x→∞ uniformly for all A > 1. Since r(x) = γ/x,
eδ(R(x)−R(Ax)) = 1/Aδγ .
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Thus, applying the upper bound proven in Theorem 3.3 on the right side of (3.50)
we deduce that, for some c <∞,
Hy(x∗, x] ≤ Ey
T (Ax)−1∑
n=0
I{Xn ∈ (x∗, x]} +
(
c/Aδγ + o(1)
)
x2 (3.51)
as x → ∞ uniformly for all A > 1. The expectation of the sum on the right hand
side of (3.51) may be estimated as follows: for C > 1,
Ey
T (Ax)−1∑
n=0
I{Xn ∈ (x∗, x]} ≤ Ey
[CA2x2]∑
n=0
I{Xn ∈ (x∗, x]}
+Ey
{T (Ax)−1∑
n=0
I{Xn > x∗};T (Ax) > CA2x2
}
.
The second term on the right side is not greater than
Ey
{
L(x∗, T (Ax)); Xn ≤ x∗ for some n ≥ A2x2
}
+Ey
{
L(x∗, T (Ax)); Xn > x∗ for all n ∈ [A2x2, T (Ax)− 1], T (Ax) > CA2x2
}
≤ Ey
{
L(x∗, T (Ax)); Xn ≤ x∗ for some n ≥ A2x2
}
+Ey
{
L(x∗, T (Ax)); L(x∗, T (Ax)) > (C − 1)A2x2
}
.
By Lemma 3.2, the family of random variables
L(x∗, T (Ax))
(Ax)2
is uniformly integrable, so, for any fixed A,
sup
x>x∗,y
1
x2
Ey
{
L(x∗, T (Ax)); L(x∗, T (Ax)) > (C − 1)A2x2
}
≤ ψ(C),
where ψ(C)→ 0 as C →∞. Since Xn →∞ with probability 1,
P{Xn ≤ x∗ for some n ≥ A2x2} → 0 as x→∞.
Therefore, again by uniform integrability,
1
x2
Ey
{
L(x∗, T (Ax)); Xn ≤ x∗ for some n ≥ A2x2
}
→ 0 as x→∞.
Altogether yields
lim sup
x→∞
sup
y
1
x2
Ey
{T (Ax)−1∑
n=0
I{Xn > x∗};T (Ax) > CA2x2
}
≤ ψ(C),
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hence, uniformly for all y,
lim sup
x→∞
1
x2
Ey
T (Ax)−1∑
n=0
I{Xn ∈ (x∗, x]} ≤ Ey
[CA2x2]∑
n=0
I{Xn ∈ (x∗, x]} + ψ(C),
which being substituted in (3.51) gives
lim sup
x→∞
Hy(x∗, x]
x2
≤ lim sup
x→∞
1
x2
Ey
[CA2x2]∑
n=0
I{Xn ∈ (x∗, x]} + ψ(C) + c/Aδγ
As already shown, as x→∞,
1
x2
[CA2x2]∑
n=0
Py{Xn ∈ (x∗, x]} → I(CA2),
which implies the following upper bound, for each fixed A, C > 1,
lim sup
x→∞
Hy(x∗, x]
x2
≤ I(CA2) + ψ(C) + c/Aδγ .
Letting now first C →∞ and then A→∞, we get the required upper bound (3.49).
The lower (3.48) and upper (3.49) bounds yield the equivalence, for every fixed y,
Hy(x∗, x] ∼ 1
2µ − bx
2 as x→∞.
Together with the uniform in y estimate of Theorem 3.3 this completes the proof.
Theorem 3.9. Let q(z) ≥ 0 and conditions of Theorem 3.7 hold. Then, for any
initial distribution of the chain X and any fixed B ∈ (0,∞]
[Bx2]∑
n=0
E
{
e−
∑n−1
k=0 q(Xk); Xn ∈ (x∗, x]
} ∼ I(B)x2 Ee−∑∞k=0 q(Xk)
as x→∞, where I(B) is defined in Theorem 3.8.
Proof. We may apply Lemma 3.4 because its condition (3.33) is guaranteed by The-
orem 3.3, while the condition (3.34) by Theorem 3.8.
3.7 The case xEξ(x)→∞, LLN
In this section, let v(x) > 0 be a decreasing differentiable function such that 1/v(x)
is concave, (1/v(x))′ ↓ 0 as x→∞, so, by l’Hoˆpital’s rule, xv(x) = x/(1/v(x)) →∞
and x2/V (x)→∞ as x→∞ where
V (x) :=
∫ x
0
1
v(y)
dy.
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Since 1/v is concave,
x
2v(x)
≤ V (x) ≤ x
v(x)
, v(αx) ≤ v(x)
α
for α ∈ [0, 1], and
( 1
v(x)
)′ ≤ 1
v(x)x
,
(3.52)
and the inequality in the middle yields that, for any increasing function s(x) = o(x),
v(x± s(x)) ∼ v(x). (3.53)
Also assume that
xv(x) is increasing. (3.54)
Theorem 3.10. Let, for some increasing function s(x) = o(x) as x→∞,
m
[s(x)]
1 (x) ∼ v(x), (3.55)
m
[s(x)]
2 (x) = o(xv(x)). (3.56)
Let
P{|ξ(x)| > s(x)} ≤ p(x)v(x), (3.57)
where p(x) is an integrable decreasing function. Assume also that
lim sup
n→∞
Xn = ∞ with probability 1.
Then
V (Xn)
n
p→ 1 as n→∞.
Let us give a sufficient condition for (3.56) and (3.57). If the family |ξ(x)|, x ≥ 0,
possesses a majorant Ξ satisfying EV (Ξ) < ∞, that is, |ξ(x)| ≤st Ξ for all x, then
there exists a function s(x) = o(x) such that (3.56) and (3.57) hold.
Proof. By the conditions (3.55) and (3.56),
2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
≥ 2/x for all sufficiently large x,
so that the condition (3.6) holds with r(x) = 2/x and some x̂, so hence the condition
(2.104) holds and Theorem 2.18 implies that Xn →∞ with probability 1 as n→∞.
As in (3.40), the conditions (3.55) and (3.57) imply that
E{ξ(x); ξ(x) ≤ s(x)} ∼ v(x).
Then Xn satisfies the condition (3.14) with v(x)/2 instead of v(x). Therefore,
Lemma 3.6 is applicable and then it suffices to prove that
V (Zn)
n
p→ 1 as n→∞, (3.58)
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where Zn was introduced in Section 3.4.
Let us evaluate the expectation of the increment of V 1+α(Zn), α ≥ 0: for suffi-
ciently large x,
E{V 1+α(Zn+1))− V 1+α(Zn)|Zn = x}
= E{V 1+α(x+ ξ(x)) − V 1+α(x); |ξ(x)| ≤ s(x)}
= (V 1+α)′(x)m[s(x)]1 (x) + E(V
1+α)′′(x+ θξ(x))ξ2(x)/2; |ξ(x)| ≤ s(x)}
= (1 + α)V α(x)
1
v(x)
m
[s(x)]
1 (x)
+(1 + α)E
{(
αV α−1
1
v2
− V α v
′
v2
)
(x+ θξ(x))ξ2(x)/2; |ξ(x)| ≤ s(x)
}
.
(3.59)
Owing the condition (3.55), the first term on the right side equals
(1 + α)V α(x)
1
v(x)
m
[s(x)]
1 (x) = (1 + α+ o(1))V
α(x) as x→∞.
By (3.52),
α
V α−1(x+ y)
v2(x+ y)
− V α(x+ y) v
′(x+ y)
v2(x+ y)
≤ V α(x+ y)
( α
V (x+ y)v2(x+ y)
+
1
(x+ y)v(x+ y)
)
≤ (2α+ 1)V α(x+ y) 1
(x+ y)v(x+ y)
= O(V α(x)/xv(x))
as x→∞ uniformly on the set |y| ≤ s(x) = o(x), due to (3.53). Together with (3.56)
this implies that the second term on the right side of (3.59) is of order o(V α(x)) as
x→∞. Substituting altogether into (3.59) we finally deduce that, as x→∞,
E{V 1+α(Zn+1)− V 1+α(Zn) | Zn = x} = (1 + α+ o(1))V α(x). (3.60)
Putting now α = 0 we get
E{V (Zn+1)− V (Zn) | Zn = x} → 1 as x→∞. (3.61)
Applying here the convergence of Zn →∞, see (3.42), we conclude that
E
V (Zn)
n
→ 1 as n→∞. (3.62)
Next take α = 1. Then
E{V 2(Zn+1)− V 2(Zn)} = (2 + o(1))EV (Zn) ∼ 2n as n→∞.
Therefore,
E
(V (Zn)
n
)2
→ 1 as n→∞.
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Together with (3.62) it yields convergence of variance
Var
V (Zn)
n
→ 0
which implies the desired convergence (3.58).
3.8 The case xEξ(x)→∞, SLLN
As usual, the strong law of large numbers requires more assumptions that the law
of large numbers.
Theorem 3.11. Let conditions of Theorem 3.10 hold. In addition, let
m
[s(x)]
2 (x) ≤
xv(x)
f(V (x))
, (3.63)
for some increasing function f : R+ → R+ such that both functions f(x) and x/f(x)
are concave and
∞∑
n=1
1
nf(n)
< ∞. (3.64)
Then
V (Xn)
n
a.s.→ 1 as n→∞.
Corollary 3.12. Let Eξ(x) ∼ c/xβ , β ∈ [0, 1), and
sup
x
E|ξ(x)|1+β log1+δ(1 + |ξ(x)|) < ∞,
for some δ > 0. Then X1+βn /n
a.s.→ c(1 + β) as n→∞.
Corollary 3.13. Let Eξ(x) ∼ c(log x)1+β/x, β > 0, and
sup
x
Eξ2(x) <∞.
Then X2n(logXn)
−1−β/n a.s.→ 2c as n→∞.
Note that drifts like (log x)/x or more speedy decreasing are excluded from con-
sideration in Theorem 3.11 by the condition (3.64), so we cannot state the SLLN in
such cases while Theorem 3.10 still provides the LLN.
Proof of Theorem 3.11. As in Theorem 3.10, it suffices to prove that
V (Zn)
n
→ 1 a.s. as n→∞. (3.65)
As was calculated in the previous proof with α = 0,
m(x) := E{V (Zn+1)− V (Zn)|Zn = x} → 1 as x→∞. (3.66)
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Put
∆n = V (Zn+1)− V (Zn)−m(Zn),
so that
V (Zn)− V (Z0) =
n−1∑
k=0
m(Zk) +
n−1∑
k=0
∆k.
By (3.66) and transience we have
1
n
n−1∑
k=0
m(Zk) → 1 a.s. as n→∞,
and consequently the required convergence (3.65) will follow if we prove that
1
n
n−1∑
k=0
∆k → 0 a.s. as n→∞. (3.67)
Since the sequence Yn(A) is a Markov chain, by the definition of ∆n we have
E{∆n | Z0, . . . , Zn} = E{∆n | Zn} = 0.
Therefore, the process
∑n−1
k=0 ∆k constitutes a martingale with respect to the filtra-
tion σ(Z0, . . . , Zn−1). Prove that the increments of this martingale satisfy
∞∑
n=1
E∆2n
n2
< ∞. (3.68)
By the construction of ∆n and due to s(x) = o(x),
E{∆2n | Zn = x} ≤ E{[V (x+ ξ(x))− V (x)]2; |ξ(x)| ≤ s(x)}
≤ c1(V ′(x))2E{ξ2(x); |ξ(x)| ≤ s(x)}
≤ c1 1
v2(x)
xv(x)
f(x)
≤ 2c1V (x)
f(x)
,
owing to (3.52). Since the function y/f(y) is concave,
E∆2n ≤ 2c1
EV (Zn)
f(EV (Zn))
≤ 2c1 2n
f(n/2)
,
for sufficiently large n, as follows from (3.62). Then it follows from concavity of f(y)
that E∆2n ≤ 8c1n/f(n) which yields
∞∑
n=1
E∆2n
n2
≤ 8c1
∞∑
n=1
1
nf(n)
<∞,
by the condition (3.64), so that (3.68) holds and the proof is complete.
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3.9 Integro-local central limit theorem
In this section we continue to study the case were xm1(x) → ∞ as x → ∞. Since
then the law of large numbers holds, it is natural to expect normal approximation
of fluctuations around the mean value. In this section we deduce a version of CLT
for a Markov chain starting at high level.
Theorem 3.14. Let Xn →∞ with probability 1. Let, for some increasing function
s(x) = o
(√
x/v(x)
)
where a decreasing function v(x) satisfies v(x/2) ≤ cvv(x),
(3.53) and xv(x)→∞,
m
[s(x)]
1 (x) ∼ v(x) and m[s(x)]2 (x)→ b > 0 as x→∞, (3.69)
P{|ξ(x)| > s(x)} ≤ p(x)v(x) (3.70)
and a decreasing function p(x) > 0 is integrable. Then, for any fixed t > 0 and
h ∈ R, given X0 = x,
Px
{
Xn − x ≤ h
v(x)
}
− Φ
(h− nv2(x)√
nbv2(x)
)
→ 0
as x, n→∞ in such a way that n ≤ t/v2(x); hereinafter Φ stands for the standard
normal distribution function. Moreover,
sup
x≤y≤x+o(1/v(x))
∣∣∣Py{Xn − x ≤ h
v(x)
}
− Φ
(h− nv2(x)√
nbv2(x)
)∣∣∣ → 0.
Notice that the condition (3.70) holds for some increasing function s(x) =
o
(√
x/v(x)
)
provided the family |ξ(x)|, x ≥ 0, possesses a square integrable ma-
jorant Ξ, EΞ2 <∞, that is, |ξ(x)| ≤st Ξ for all x.
We start with the following tightness result for Xn.
Lemma 3.15. Let Xn → ∞ with probability 1. Let, for some increasing function
s(x) = o
(√
x/v(x)
)
where a decreasing function v(x) satisfies v(x/2) ≤ cvv(x) and
xv(x)→∞,
δv(x) ≤ m[s(x)]1 (x) ≤ v(x)/δ, (3.71)
for some δ > 0 and all x ≥ x̂. Assume also
sup
x
m
[s(x)]
2 (x) < ∞, (3.72)
and the condition (3.70) hold. Then, for every fixed t > 0 and ε > 0, there exists an
h <∞ such that
Px
{
− h
v(x)
≤ Xn − x ≤ h
v(x)
for all n ≤ t
v2(x)
}
≥ 1− ε
for all sufficiently large x.
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Proof. Note that (3.71), (3.72) and convergence xv(x)→∞ imply that Xn satisfies
the condition (3.6) with r(x) := 2/x, for sufficiently large x̂.
The relation s(x) = o(
√
x/v(x)) implies s(x) = o(1/r(x)) because r(x) = 2/x
and
√
x/v(x) = o(x), due to xv(x) → ∞. Then Lemma 3.6 is applicable and it
suffices to prove the same result for the chain Zn, that is, it is sufficient to prove
that, for sufficiently large h > 0,
Px
{
− h
v(x)
≤ Zn − x ≤ h
v(x)
for all n ≤ t
v2(x)
}
≥ 1− ε (3.73)
ultimately in x.
Since the chain Zn satisfies all the conditions of Lemma 3.1,
Px
{
min
n≥0
Zn ≤ x/2
}
→ 0 as x→∞. (3.74)
Let us center Zn, that is, let us consider the process
Z˜n := Zn − x−
n−1∑
j=0
m
[s(Zj)]
1 (Zj), (3.75)
which constitutes a martingale with respect to Fn := σ(X0, . . . ,Xn). Since
δ ≤ m
[s(z)]
1 (z)
v(z)
≤ 1
δ
by the condition (3.71), we have
0 <
N−1∑
n=0
m
[s(Zj)]
1 (Zn) ≤ N
1
δ
max
z>x/2
v(z)
≤ N cv
δ
v(x)
on the event minn Zn > x/2, where the last inequality follows from v(z) ≤ cvv(x).
Hence, for any y > 0,
Px
{
min
n
Zn > x/2, max
n≤N
|Zn − x| > y
}
≤ Px
{
max
n≤N
|Z˜n| > y − cv
δ
Nv(x)
}
.
By Kolmogorov’s inequality for martingales,
Px
{
max
n≤N
|Z˜n| > y − cv
δ
Nv(x)
}
≤ ExZ˜
2
N
(y − cvNv(x)/δ)2 .
The second moments of jumps of the martingale Z˜n are bounded by some c <∞—
see the condition (3.72); therefore,
Px
{
max
n≤N
|Z˜n| > y − cv
δ
Nv(x)
}
≤ Nc
(y − cvNv(x)/δ)2 .
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Taking now N = t
v2(x)
and y = hv(x) , we obtain, for h sufficiently large,
Px
{
max
n≤N
|Z˜n| > y − cv
δ
Nv(x)
}
≤ tc
(h− cvt/δ)2 ≤
ε
2
,
for all sufficiently large h. Therefore, for those n,
Px
{
min
n
Zn > x/2, max
n≤t/v2(x)
|Zn − x| > h
v(x)
}
≤ ε
2
.
Together with (3.74) this completes the proof of (3.73).
Proof of Theorem 3.14. As shown in Lemma 3.15, it suffices to prove the same result
for the chain Zn, that is, it is sufficient to prove that
Zn − x− nv(x)√
nb
⇒ N0,1. (3.76)
as x, n→∞ in such a way that n ≤ t/v2(x).
Since the chain Zn satisfies all the conditions of Lemma 3.15, for any function
h(x)→∞, given Z0 = x,
Px
{
−h(x)
v(x)
≤ Zn − x ≤ h(x)
v(x)
for all n ≤ t
v2(x)
}
→ 1 as x→∞. (3.77)
The process Z˜n defined in (3.75) constitutes a martingale whose second moments
of jumps converge to b as x→∞. These observations make it possible to apply the
central limit theorem for martingales—see [11] and [28]—and conclude that, given
Z0 = x, the random sequence
Z˜n√
nb
=
Zn − x−
∑n−1
j=0 m
[s(Zj)]
1 (Zj)√
nb
weakly converges as x, n→∞ to the standard normal distribution.
If h(x)/v(x) = o(x) then it follows from the condition (3.53) that in the spatial
range x− h(x)/v(x) ≤ y ≤ x+ h(x)/v(x) we have
m
[s(y)]
1 (y) ∼ m[s(x)]1 (x) ∼ v(x) as x→∞.
Then within the temporal range n ≤ t/v2(x), we deduce from (3.77) that∑n−1
j=0 m
[s(Zj)]
1 (Zj)√
nb
−
√
n/bv(x)
p→ 0 as x→∞.
Therefore,
Zn − x√
nb
−
√
n/bv(x) =
Zn − x− nv(x)√
nb
weakly converges as x → ∞ to the standard normal distribution and the proof is
complete.
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3.10 Global central limit theorem
Let v(x) be regularly varying decreasing function with index −β ∈ [−1, 0], such that
v′(x) = O(v(x)/x) as x→∞. (3.78)
We assume that Xn satisfies the strong law of large numbers,
Xn
V −1(n)
a.s.→ 1 as n→∞; (3.79)
for sufficient conditions see Theorem 3.11.
Theorem 3.16. Let, for some increasing function s(x) = o
(√
x/v(x)
)
,
m
[s(x)]
1 (x) = v(x) + o(
√
v(x)/x) and m
[s(x)]
2 (x)→ b > 0 as x→∞ (3.80)
and
P{|ξ(x)| > s(x)} ≤ p(x)v(x), (3.81)
where p(x) is an integrable decreasing function. Then
Xn − V −1(n)√
b 1+β1+3βn
⇒ N0,1 as n→∞.
Some kind of central limit theorems for similar processes were proven by Keller
et al. [37, Theorem 2] and Menshikov and Wade [55].
Proof. As shown at the beginning of the proof of Lemma 3.15, it suffices to prove
the same result for the chain Zn, that is, it is sufficient to prove that
Zn − V −1(n)√
b 1+β1+3βn
⇒ N0,1 as n→∞. (3.82)
Let us first compute the mean drift of V (Zn): for all sufficiently large x,
mV1 (x) := E{V (Zn+1)− V (Zn) | Zn = x}
= E{V (x+ ξ(x)) − V (x); |ξ(x)| ≤ s(x)}
= V ′(x)m[s(x)]1 (x) +
1
2
E{V ′′(x+ θξ(x))ξ2(x); |ξ(x)| ≤ s(x)}
=
1
v(x)
m
[s(x)]
1 (x)−
1
2
E
{ v′
v2
(x+ θξ(x))ξ2(x); |ξ(x)| ≤ s(x)
}
.
Then, owing the condition (3.78), we deduce
mV1 (x) = 1 + o(1/
√
xv(x)) +O(v′(x)/v2(x))
= 1 + o(1/
√
xv(x)). (3.83)
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Further, since V ′(x+ y) = 1/v(x + y) ∼ 1/v(x) as x→∞ uniformly on |y| ≤ s(x),
mV2 (x) := E{(V (x+ ξ(x))− V (x))2; |ξ(x)| ≤ s(x)}
= E{(V ′(x+ θξ(x))ξ(x))2; |ξ(x)| ≤ s(x)}
∼ b/v2(x) as x→∞. (3.84)
Let us center V (Zn), that is, let us consider
Z˜n := V (Zn)−
n−1∑
j=0
mV1 (Zj),
so that Z˜n constitutes a martingale with respect to Fn := σ(X0, . . . ,Xn). It follows
from the strong law of large numbers (3.79) and from (3.84) that
v2(V −1(n))E
{(
Z˜j+1 − Z˜j
)2 | Fj} a.s.→ b as j →∞,
which implies the convergence
1
σ2n
n−1∑
j=0
E
{(
Z˜j+1 − Z˜j
)2 | Fj} a.s.→ 1 as n→∞, (3.85)
where
σ2n := b
n−1∑
j=0
1
v2(V −1(j))
≥ c1 n
v2(V −1(n))
for some c1 > 0. (3.86)
Since |Z1 − Z0| ≤ s(x) given Z0 = x,∣∣V (Zj)− V (Z0)∣∣ = V ′(x+ θξ(x))|ξ(x)|I{|ξ(x)| ≤ s(x)}
≤ s(x)
v(x+ s(x))
.
Hence, given Z0 = x+ y,∣∣V (Z1)− V (Z0)∣∣2 ≤ ψ(x) = o(x/v3(x))
as x → ∞ uniformly for all |y| ≤ x/2. Together with the strong law of large
numbers (3.79) this implies that there exists a sequence ζn of random variables such
that ζn
a.s.→ 0 as n→∞ and∣∣V (Zn+1)− V (Zn)∣∣2 ≤ ζn V −1(n)
v3(V −1(n))
≤ ζn 2n
v2(V −1(n))
,
because z/v(z) ≤ 2V (z) by (3.52). Then, by (3.86),∣∣V (Zn+1)− V (Zn)∣∣2 ≤ ζn 2
c1
σ2n,
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which allows to conclude that, for any fixed ε > 0,
1
σ2n
n−1∑
j=0
E
{(
Z˜j+1 − Z˜j
)2
; |Z˜j+1 − Z˜j| ≥ εσn | Fj
} a.s.→ 0 as n→∞.
So, the martingale Z˜n satisfies the conditions of Theorem 4 from [28] and we conclude
that
Z˜n
σn
=
V (Zn)−
∑n−1
j=0 m
V
1 (Zj)
σn
⇒ N0,1 as n→∞.
Further, as follows from the decomposition (3.83) for the mean drift of V (Zn)∣∣∣∣∣
n−1∑
j=0
mV1 (Zj)− n
∣∣∣∣∣ ≤ o(1)
n−1∑
j=0
1√
Zjv(Zj)
.
Therefore, by the strong law of large numbers (3.79), the sum on the right hand side
is at the most
c2
n−1∑
j=0
1√
V −1(j)v(V −1(j))
+ ζ ≤ c3 n√
V −1(n)v(V −1(n))
+ ζ
where c2, c3 <∞ and ζ is a random variable. Since
V −1(n)
v(V −1(n))
≥ V (V −1(n)) = n
by (3.52),
n√
V −1(n)v(V −1(n))
≤
√
n
v(V −1(n))
.
Combining altogether including the lower bound (3.86) for σn, we get∣∣∣∣∣
n−1∑
j=0
mV1 (Zj)− n
∣∣∣∣∣ = o(σn) + ζ as n→∞.
Thus,
V (Zn)− n
σn
⇒ N0,1 as n→∞.
Therefore,
Zn − V −1(n)
σ˜n
⇒ N(0, 1),
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where
σ˜2n := σ
2
n
(
(V −1)′(n)
)2
= σnv
2(V −1(n))
= b
n−1∑
j=0
v2(V −1(n))
v2(V −1(j))
.
The sequence v2(V −1(j)) is regularly varying with index − 2β1+β , so that
n−1∑
j=0
v2(V −1(n))
v2(V −1(j))
∼ n− 2β1+β
n−1∑
j=0
j
2β
1+β ∼ 1 + β
1 + 3β
n as n→∞,
and the proof is complete.
Theorem 3.17. In conditions of Theorem 3.16,
maxk≤nXk − V −1(n)√
b 1+β1+3βn
⇒ N0,1 as n→∞.
Proof. It is again sufficient to prove the same result for the chain Zn, that is, it is
sufficient to prove that
maxk≤n Zk − V −1(n)√
b 1+β1+3βn
⇒ N0,1 as n→∞. (3.87)
First, supk≤n Zk ≥ Zn. Second, the chain Zn satisfies all the conditions of Lemma
3.1, so that
lim sup
x→∞
P
{
Zn ≤ max
k≤n
Zk − h/v(x)
∣∣∣max
k≤n
Zk = x
}
≤ e−δεh.
By the SLLN for Zn,
maxk≤n Zk
V −1(n)
→ 1 as n→∞.
Therefore,
lim sup
n→∞
P
{
Zn ≤ max
k≤n
Zk − h/v(V −1(n))
}
≤ e−δεh.
In other words,
supk≤nZk − Zn
1/v(V −1(n))
is stochastically bounded. Taking into account that 1/v(V −1(n)) is regularly varying
with index β1+β <
1
2 we conclude the result.
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Recall that T (x) = min{n : Xn > x}.
Corollary 3.18. In conditions of Theorem 3.16,
T (x)− V (x)√
b 1+β1+3β
x
v3(x)
⇒ N0,1 as x→∞.
Proof. Since {T (x) ≤ n} = {supk≤nXk > x},
P
{
T (x)− V (x)√
b 1+β1+3β
x
v3(x)
≤ u
}
= P
{
sup
k≤n
Xk > x
}
where
n := V (x) + u
√
b
1 + β
1 + 3β
x
v3(x)
.
Since (V −1(z))′ = 1/V ′(V −1(z)) = v(V −1(z)) and n ∼ V (x), (V −1(n))′ ∼ v(x).
Therefore,
V −1(n) = x+ u
√
b
1 + β
1 + 3β
x
v(x)
+ o(
√
x/v(x)).
Hence,
P
{
sup
k≤n
Xk > x
}
= P
{
supk≤nXk − V −1(n)√
b 1+β1+3βn
>
x− V −1(n)√
b 1+β1+3βn
}
= P
{
supk≤nXk − V −1(n)√
b 1+β1+3βn
> −u+ o(1)
}
,
and Theorem 3.17 completes the proof.
3.11 Integro-local renewal theorem for transient chain
with Normal limit
Notice that 1/v(x) = o(
√
x/v(x)) provided xv(x)→∞.
Theorem 3.19. Let Xn →∞ with probability 1. Let, for some increasing function
s(x) = o
(√
x/v(x)
)
where a decreasing function v(x) satisfies v(x/2) ≤ cvv(x) and
xv(x)→∞,
m
[s(x)]
1 (x) ∼ v(x) and m[s(x)]2 (x)→ b > 0 as x→∞, (3.88)
P{|ξ(x)| > s(x)} ≤ p(x)v(x), (3.89)
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where a decreasing function p(x) > 0 is integrable. Then, for every fixed h > 0 and
B > 0,
[B/v2(x)]∑
n=0
Py
{
Xn ∈
(
x, x+
h
v(x)
]}
∼ h
v2(x)
f(B)
as x→∞ uniformly for all y ∈ [x, x+ o(1/v(x))], where f(B) ↑ 1 as B →∞.
Proof. Due to the normal approximation provided by Theorem 3.14 we conclude
that, for every fixed B,
[B/v2(x)]∑
n=0
Py
{
Xn ∈
(
x, x+
h
v(x)
]}
=
[B/v2(x)]∑
n=0
(
Φ
(h− nv2(x)√
nbv2(x)
)
− Φ
(
− nv
2(x)√
nbv2(x)
)
+ o(1)
)
as x → ∞ uniformly for all y ∈ [x, x + o(1/v(x))]. Approximating the sum on the
right by the integral we obtain that its value is equal to
1
v2(x)
∫ B
0
(
Φ
(h− z√
bz
)
− Φ
(
− z√
bz
))
dz + o
( 1
v2(x)
)
(3.90)
as x→∞. The latter integral equals∫ B
0
(
Φ
(h− z√
bz
)
− Φ
(
− z√
bz
))
dz =
∫ B
0
dz√
bz
∫ h
0
ϕ
(u− z√
bz
)
du.
Changing the order of integration we obtain
1√
2π
∫ h
0
du
∫ B
0
1√
bz
e−(u−z)
2/2bzdz =
1√
2π
∫ h
0
eu/bdu
∫ B
0
1√
bz
e−u
2/2bz−z/2bdz
=
2
b
√
2π
∫ h/b
0
eu/bdu
∫ B
0
e−u
2/2v2−v2/2b2dv.
The limit of the internal integral as B →∞ is known—see, e.g [29, p. 337, 3.325]—
and is nothing else but∫ ∞
0
e−u
2/2v2−v2/2b2dv =
b
√
2π
2
e−u/b.
Combining altogether we deduce that∫ ∞
0
(
Φ
(h− z√
bz
)
− Φ
(
− z√
bz
))
dz = h.
Together with (3.90) this implies the result.
Theorem 3.20. Let conditions of Theorem 3.19 hold. In addition, let (3.88) hold
for for some increasing function s∗(x) = o(1/v(x)) and
P{ξ(x) < −s∗(x)} ≤ p(x)v(x). (3.91)
Then, for every fixed h > 0, given any initial distribution of X0,
H
(
x, x+
h
v(x)
]
∼ h
v2(x)
as x→∞.
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Proof. Consider the following function
r(x) :=
x
b
∫ ∞
x
v(y)
y2
dy.
Its derivative
r′(x) =
1
b
∫ ∞
x
v(y)
y2
dy − v(x)
bx
≥ −v(x)
bx
satisfies the condition (3.1) for all sufficiently large x because v(x)/x = o(v2(x)).
On the other hand, the function r(x) is decreasing because, by decrease of v(y),
r′(x) ≤ v(x)
b
∫ ∞
x
1
y2
dy − v(x)
bx
≤ 0.
Finally,
r(x) ≥ x
b
∫ 2x
x
v(y)
y2
dy
≥ xv(2x)
b
∫ 2x
x
1
y2
dy =
v(2x)
2b
≥ cvv(x)
2b
(3.92)
and
r(x) ≤ xv(x)
b
∫ ∞
x
1
y2
dy =
v(x)
b
.
Then, for all sufficiently large x,
2m
[s∗(x)]
1 (x)
m
[s∗(x)]
2 (x)
≥ v(x)
b
≥ r(x),
and hence the condition (3.6) holds with r(x) constructed.
We split the proof of the integro-local asymptotics for H into two parts, upper
and lower bounds. First let us prove the right upper bound. By the Markov property
it is sufficient to show that
lim sup
x→∞
v2(x)Hy
(
x, x+
h
v(x)
]
≤ h, (3.93)
uniformly for y > x. For any A > h, by (3.31) and the Markov property,
Hy
(
x, x+
h
v(x)
]
≤ Ey
T
(
x+ A
v(x)
)
−1∑
n=0
I
{
Xn ∈
(
x, x+
h
v(x)
]}
+
(
e
δ
(
R
(
x+ h
v(x)
)
−R
(
x+ A
v(x)
))
+ o(1)
)
sup
z
Hz
(
x, x+
h
v(x)
]
(3.94)
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as x→∞ uniformly for all A > h. We have
e
δ
(
R
(
x+ A
v(x)
)
−R
(
x+ A
v(x)
))
= e
−δ ∫ x+A/v(x)
x+h/v(x)
r(y)dy
≤ e−δ(A−h)r(x+A/v(x))/v(x) ≤ e−δ0(A−h).
The chain Xn satisfies all the conditions of Theorem 3.3, hence, applying the upper
bound of that theorem to the right side of (3.94) we deduce that, for some c <∞,
Hy
(
x, x+
h
v(x)
]
≤ Ey
T
(
x+ A
v(x)
)
−1∑
n=0
I
{
Xn ∈
(
x, x+
h
v(x)
]}
+
(
e−δ0(A−h) + o(1)
) c
v2(x)
(3.95)
as x→∞ uniformly for all A > h. The mean of the sum on the right side of (3.51)
may be estimated as follows: for C > 1,
Ey
T
(
x+ A
v(x)
)
−1∑
n=0
I
{
Xn ∈
(
x, x+
h
v(x)
]}
≤ Ey
[CA/v2(x)]∑
n=0
I
{
Xn ∈
(
x, x+
h
v(x)
]}
+Ey
{T(x+ Av(x))−1∑
n=0
I
{
Xn > x− A
v(x)
}
;T
(
x+
A
v(x)
)
>
CA
v2(x)
}
.
The probability of the event over which the second expectation on the right side is
taken may estimated in the following way:
Py
{
T
(
x+
A
v(x)
)
>
CA
v2(x)
}
≤ Py
{
Xn ≤ x− A
v(x)
for some n ≥ 0
}
+Py
{
T
(
x+
A
v(x)
)
>
CA
v2(x)
, Xn > x− A
v(x)
for all n ≤ T
(
x+
A
v(x)
)
− 1
}
.
The first probability on the right can be made as small as we please by choosing
sufficiently large A and x, by Lemma 3.1. The second probability possesses the
following upper bound which is of Chebyshev’s type:
v2(x)
CA
EyL
(
x− A
v(x)
, T
(
x+
A
v(x)
))
.
By Lemma 3.2, the family of random variables
v2(x)L
(
x− A
v(x)
, T
(
x+
A
v(x)
))
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is uniformly integrable, so, for any fixed A,
lim
x→∞ supy>x
Py
{
T
(
x+
A
v(x)
)
>
CA
v2(x)
}
≤ ψ(A,C),
where ψ(A,C) → 0 as C → ∞, for any fixed A. Therefore, uniform integrability
yields
lim sup
x→∞
sup
y>x
v2(x)Ey
{T(x+ Av(x))−1∑
n=0
I
{
Xn > x− A
v(x)
}
;T
(
x+
A
v(x)
)
>
CA
v2(x)
}
≤ ψ1(A) + ψ2(A,C),
where ψ1(A)→ 0 as A→∞ and ψ2(A,C)→ 0 as C →∞, for any fixed A. Hence,
uniformly for all y,
lim sup
x→∞
v2(x)Ey
T
(
x+ A
v(x)
)
−1∑
n=0
I
{
Xn ∈
(
x, x+
h
v(x)
]}
≤ Ey
[CA/v2(x)]∑
n=0
I
{
Xn ∈
(
x, x+
h
v(x)
]}
+ ψ1(A) + ψ2(A,C),
which being substituted in (3.95) gives
lim sup
x→∞
v2(x)Hy
(
x, x+
h
v(x)
]
≤ lim sup
x→∞
v2(x)Ey
[CA/v2(x)]∑
n=0
I
{
Xn ∈
(
x, x+
h
v(x)
]}
+ψ2(A,C) + ce
−δ0(A−h) + ψ1(A).
As already shown, as x→∞,
v2(x)
[CA/v2(x)]∑
n=0
Py
{
Xn ∈
(
x, x+
h
v(x)
]}
→ hf(CA),
which implies the following upper bound, for each fixed A, C > 1,
lim sup
x→∞
v2(x)Hy
(
x, x+
h
v(x)
]
≤ hf(CA) + ψ2(A,C) + ce−δ0(A−h) + ψ1(A).
Letting now first C →∞ and then A→∞, we get the required upper bound (3.93).
Now proceed with lower bound. First notice that, by Theorem 3.19,
lim inf
x→∞ v
2(x)Hy
(
x, x+
h
v(x)
]
≥ h (3.96)
as x → ∞ uniformly for all y ∈ [x, x + o(1/v(x))]. It remains to prove that (3.96)
holds for any fixed y. By the Markov property, it suffices to show that there exists
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a decreasing function ŝ(x) = o(1/v(x)) such that the overshoot over the level x is
less than ŝ(x) with high probability, that is,
Py{XT (x) − x > ŝ(x)} → 0 as x→∞. (3.97)
Indeed,
Py{XT (x) − x > ŝ(x)} ≤
∞∑
n=1
∫ x
0
Py{Xn ∈ dz}P{z + ξ(z) > x+ ŝ(x)}
=
∫ x
0
P{z + ξ(z) > x+ ŝ(x)}Hy(dz) =
∫ x/2
0
+
∫ x
x/2
.
(3.98)
By Chebyshev’s inequality, the first integral on the right is bounded above by∫ x/2
0
P{ξ(z) > x/2 + ŝ(x)}Hy(dz) ≤
∫ x/2
0
c
(x/2 + ŝ(x))2
Hy(dz)
≤ cH[0, x/2]
(x/2 + ŝ(x))2
≤ c1
(x/2)2r(x/2)v(x/2)
≤ c2
(x/2)2v2(x/2)
→ 0 as x→∞,
due to Theorem 3.3, the inequality (3.92) and the convergence xv(x) → ∞. Let
ŝ(z) > s∗(z), then by Chebyshev’s inequality,
P{ξ(z) > x+ ŝ(x)− z} ≤ P{ξ(z) > s(z)} + E{ξ
2(z); ξ(z) ∈ (ŝ(z), s(z)]}
(x+ ŝ(x)− z)2
≤ P{ξ(z) > s(z)} + E{ξ
2(z); ξ(z) ∈ (s∗(z), s(z)]}
(x+ ŝ(x)− z)2
≤ p(z)v(z) + ε(z)
(x+ ŝ(x)− z)2 ,
where ε(z) → 0 as z → ∞; the last inequality follows by the condition (3.89) and
because
ε(z) := E{ξ2(z); ξ(z) ∈ (s∗(z), s(z)]}
= E{ξ2(z); |ξ(z)| ≤ s(z)} − E{ξ2(z); |ξ(z)| ≤ s∗(z)}
→ b− b = 0 as z →∞,
by the condition (3.88) which is fulfilled for both s(z) and s∗(z). Therefore, the
second integral on the right of (3.98) is not greater than∫ x
x/2
(
p(z)v(z) +
ε(z)
(x+ ŝ(x)− z)2
)
Hy(dz)
≤
∫ ∞
x/2
p(z)v(z)Hy(dz) + sup
z>x/2
ε(z)
∫ x
x/2
Hy(dz)
(x+ ŝ(x)− z)2v(z) .
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The first integral o the right goes to zero as x→∞, see calculations leading to (3.30).
Similar calculations also allow to bound the second integral: for some c3 <∞,∫ x
x/2
Hy(dz)
(x+ ŝ(x)− z)2 ≤ c3
∫ x
x/2
dz
(x+ ŝ(x)− z)2v(z)
≤ c3
v(x)
∫ x
x/2
dz
(x+ ŝ(x)− z)2
≤ c3
v(x)ŝ(x)
If we choose ŝ(x) = o(1/v(x)) in such a way that
supz>x/2 ε(z)
v(x)ŝ(x)
→ 0 as x→∞,
then altogether yields the bound (3.97) for the overshoot. That concludes the proof.
Theorem 3.19 and the proof of Theorem 3.20 imply the following result.
Theorem 3.21. Let conditions of Theorems 3.19 and 3.20 hold. Then, for every
fixed h > 0,
n∑
k=0
Py
{
Xk ∈
(
x, x+
h
v(x)
]}
=
h
v2(x)
f(nv2(x)) + o
( 1
v2(x)
)
as x→∞ uniformly for all y ∈ [x, x+ o(1/v(x))] and for all n ≥ 1, where f(z) ↑ 1
as z →∞.
Theorem 3.22. Let conditions of Theorems 3.16 and 3.20 hold. Then, given any
initial distribution of X0 and any fixed h > 0,
n∑
k=0
P
{
Xk ∈
(
x, x+
h
v(x)
]}
=
h
v2(x)
Φ
(
n− V (x)√
b 1+β1+3β
x
v3(x)
)
+ o
( 1
v2(x)
)
(3.99)
as x→∞ uniformly for all n ≥ 1.
Proof. We have
n∑
k=0
P
{
Xk ∈
(
x, x+
h
v(x)
]}
= E
n∑
k=T (x)
I
{
Xk ∈
(
x, x+
h
v(x)
]}
.
As (3.97) shows, v(x)(XT (x) − x)→ 0 in probability. This allows to apply Theorem
3.21: as x→∞,
E
n∑
k=T (x)
I
{
Xk ∈
(
x, x+
h
v(x)
]}
=
h
v2(x)
Ef
(
v2(x)(n − T (x))+)+ o( 1
v2(x)
)
.
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Further, fix u ∈ R and take
n = V (x) + u
√
b
1 + β
1 + 3β
x
v3(x)
.
Then
v2(x)(n− T (x))+ = O(√xv(x)) (n− T (x))+√
b 1+β1+3β
x
v3(x)
= O
(√
xv(x)
)(
u+
V (x)− T (x)√
b 1+β1+3β
x
v3(x)
)+
.
Since xv(x)→∞, the latter quantity goes to infinity with probability
P
{
V (x)− T (x)√
b 1+β1+3β
x
v3(x)
> −u
}
≈ Φ(u)
and equals zero with probability going to 1−Φ(u), both by Corollary 3.18. Taking
into account that f(z)→ 1 as z →∞, we conclude that
Ef
(
v2(x)(n − T (x))+) → Φ(u) as x→∞,
which completes the proof.
Chapter 4
Doob’s h-transform: transition
from recurrent to transient
chains and vice versa
4.1 Doob’s h-transform for transition kernels
4.1.1 General change of measure methodology for transition ker-
nels
Let P (x,A) : R × B(R) → R+ be a positive transition kernel in R which is not
necessarily stochastic. Let U(x) > 0 be a positive function such that∫
R
U(y)P (x, dy) < ∞ for all x ∈ R.
Then it allows to define a new transition kernel
Q(x,A) :=
∫
A
U(y)
U(x)
P (x, dy),
which is exactly Doob’s h-transform for P with weight function U . If P is a transition
probability and U is a harmonic function for P , then Q is a transition probability
too.
Standard calculations
Qn(x,A) =
∫
R
Q(x, dy1) . . .
∫
R
Q(yn−2, dyn−1)
∫
A
Q(yn−1, dyn)
=
∫
R
U(y1)
U(x)
P (x, dy1) . . .
∫
R
U(yn−1)
U(yn−2)
P (yn−2, dyn−1)
∫
A
U(yn)
U(yn−1)
P (yn−1, dyn)
=
∫
R
U(yn)
U(x)
P (x, dy1) . . .
∫
R
P (yn−2, dyn−1)
∫
A
P (yn−1, dyn)
=
∫
A
U(yn)
U(x)
Pn(x, dyn)
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show that Doob’s h-transform of the nth power of P , Pn, is equal to the nth power
of Doob’s h-transform of P , Qn. Similarly, for any collection of Borel sets A1, . . . ,
An, ∫
A1
Q(x, dy1) . . .
∫
An−1
Q(yn−2, dyn−1)
∫
An
Q(yn−1, dyn)
=
∫
A1
P (x, dy1) . . .
∫
An−1
P (yn−2, dyn−1)
∫
An
U(yn)
U(x)
P (yn−1, dyn).
Performing the inverse change of measure we get
Pn(x, dy) =
U(x)
U(y)
Qn(x, dy) (4.1)
and ∫
A1
P (x, dy1) . . .
∫
An−1
P (yn−2, dyn−1)
∫
An
P (yn−1, dyn)
=
∫
A1
Q(x, dy1) . . .
∫
An−1
Q(yn−2, dyn−1)
∫
An
U(x)
U(yn)
Q(yn−1, dyn). (4.2)
Denote
q(x) := − logQ(x,R+).
Let us consider the following normalised kernel
P̂ (x, dy) =
Q(x, dy)
Q(x,R+)
= Q(x, dy)eq(x)
and let {X̂n} be a Markov chain with this transition probability. Then
Q(x, dy) = P̂ (x, dy)e−q(x)
and hence, by (4.1), we arrive at the following basic equalities:
Pn(x, dy) =
U(x)
U(y)
Ex
{
e−
∑n−1
k=0 q(X̂k); X̂n ∈ dy
}
(4.3)
and ∫
A1
P (x, y1) . . .
∫
An−1
P (yn−2, dyn−1)P (yn−1, dyn)
=
U(x)
U(yn)
Ex
{
e−
∑n−1
k=0 q(X̂k); X̂1 ∈ A1, . . . , X̂n−1 ∈ An−1, X̂n ∈ dy
}
. (4.4)
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4.1.2 Application to killed Markov chain
In this subsection we specify the above techniques for the case which we are most
interested in—transition kernel corresponding to a Markov chain killed at entering
some fixed set. Namely, let Xn be a Markov chain with transition probability P (·, ·),
B ⊂ R be some fixed set and τB := min{n ≥ 1 : Xn ∈ B}. Consider a substochastic
transition kernel
PB(x,A) := P (x,A \B) = Px{X1 ∈ A, τB > 1},
which is the transition kernel corresponding to Xn killed at entering B.
Given a weight function U(x) > 0, the corresponding change of measure produces
a transition kernel Q which may be rewritten as follows
Q(x, dy) :=
U(y)
U(x)
Px{X1 ∈ dy, τB > 1}
=
U(y)
U(x)
Px{X1 ∈ dy,X1 /∈ B}. (4.5)
Consequently, performing the inverse change of measure we arrive at the follow-
ing basic equality:
Px{Xn ∈ dy, τB > n} = U(x)
U(y)
Qn(x, dy)
=
U(x)
U(y)
Ex
{
e−
∑n−1
k=0 q(X̂k); X̂n ∈ dy
}
, (4.6)
where
q(x) := − log
∫
R\B
U(y)
U(x)
P (x, dy) (4.7)
and {X̂n} is a Markov chain with transition probability
P̂ (x,A) =
Q(x,A)
Q(x,R+)
=
∫
A\B U(y)P (x, dy)∫
R\B U(y)P (x, dy)
. (4.8)
4.2 Increasing drift via change of measure with weight
function close to harmonic function
4.2.1 Stochastic kernel
Let Xn be a Markov chain with jumps ξ(x). Let, for some increasing function s(x)
and decreasing function r(x)→ 0 as x→∞,
2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
∼ −c12r(x), c12 ∈ R, (4.9)
m
[s(x)]
2 (x) → b > 0. (4.10)
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If we need to increase the drift—say if we need to pass from a recurrent Markov
chain to a transient one, then clearly an increasing weight should be applied. So, let
U(x) ≥ 0 be an increasing differentiable function such that, for some cU > 0,
U ′(x)
U(x)
∼ cU r(x) as x→∞ (4.11)
and
U(x+ y) ∼ U(x) and U ′(x+ y) ∼ U ′(x) (4.12)
as x→∞ uniformly for all |y| ≤ s(x).
We assume that U is close to a harmonic function in the following sense:
ExU(X1) = EU(x+ ξ(x)) ∼ U(x) as x→∞. (4.13)
This condition provides asymptotic stochasticity of Q, that is, Q(x,R) → 1 as
x→∞.
Let Q, P̂ (·, ·), X̂n, and ξ̂(x) be defined for P (·, ·) with weight function U as
described in the last section.
Lemma 4.1. Let conditions (4.9)–(4.13) hold. Then
E{ξ̂(x); |ξ̂(x)| ≤ s(x)} ∼ (cU − c12/2)br(x), (4.14)
E{(ξ̂(x))2; |ξ̂(x)| ≤ s(x)} → b (4.15)
as x→∞, so hence
2m̂
[s(x)]
1 (x)
m̂
[s(x)]
2 (x)
∼ (2cU − c12)r(x).
In addition,
P{ξ̂(x) < −s(x)} ≤ (1 + o(1))P{ξ(x) < −s(x)}, (4.16)
P{ξ̂(x) > s(x)} ≤ (1 + o(1))E
{
U(x+ ξ(x)); ξ(x) > s(x)
}
U(x)
. (4.17)
Proof. By the construction of X̂n and the condition (4.13),
E{ξ̂(x); |ξ̂(x)| ≤ s(x)} = E{U(x+ ξ(x))ξ(x); |ξ(x)| ≤ s(x)}
EU(x+ ξ(x))
∼ E{U(x+ ξ(x))ξ(x); |ξ(x)| ≤ s(x)}
U(x)
.
By Taylor’s theorem,
E{U(x+ ξ(x))ξ(x); |ξ(x)| ≤ s(x)} = U(x)E{ξ(x); |ξ(x)| ≤ s(x)}
+E{U ′(x+ θξ(x))ξ2(x); |ξ(x)| ≤ s(x)},
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where θ = θ(x, ξ(x)) ∈ (0, 1). The first term on the right side is equivalent to
−c12bU(x)r(x)/2, as follows from (4.9) and (4.10). By the condition (4.12), U ′(x+
θξ(x)) ∼ U ′(x) as x→∞ uniformly for all |ξ(x)| ≤ s(x) which implies, as x→∞,
E{U ′(x+ θξ(x))ξ2(x); |ξ(x)| ≤ s(x)} ∼ U ′(x)E{ξ2(x); |ξ(x)| ≤ s(x)}
∼ U ′(x)b ∼ cUbr(x)U(x),
due to the conditions (4.10) and (4.11). Altogether yields that
E{U(x+ ξ(x))ξ(x); |ξ(x)| ≤ s(x)} ∼ (cu − c12/2)br(x)U(x) as x→∞,
and (4.14) follows. The second result, (4.15), follows by similar arguments starting
with the following
E{ξ̂2(x); |ξ̂(x)| ≤ s(x)} = E{U(x+ ξ(x))ξ
2(x); |ξ(x)| ≤ s(x)}
EU(x+ ξ(x))
∼ E{U(x+ ξ(x))ξ
2(x); |ξ(x)| ≤ s(x)}
U(x)
.
Using (4.13) and recalling that U is increasing, we also get
P{ξ̂(x) < −s(x)} ∼ E{U(x+ ξ(x)); ξ(x) < −s(x)}
U(x)
≤ P{ξ(x) < −s(x)}.
The last assertion, (4.17), follows again by (4.13), and the proof of the lemma is
complete.
4.2.2 Killed Markov chain
Let x̂ ∈ R+ be some level. For Xn killed at entering B := (−∞, x̂], let us perform
change of measure with increasing weight function U and consider the corresponding
kernel Q,
Q(x,A) =
E{U(x+ ξ(x)); x+ ξ(x) ∈ A ∩ (x̂,∞)}
U(x)
, (4.18)
and embedded Markov chain X̂n with transition probabilities
P̂ (x,A) =
E{U(x+ ξ(x)); x+ ξ(x) ∈ A ∩ (x̂,∞)}
E{U(x+ ξ(x)); x+ ξ(x) > x̂} , (4.19)
if P{x + ξ(x) > x̂} > 0 and P̂ (x,A) = I{x ∈ A} otherwise. Let ξ̂(x) be jumps of
X̂n.
The following result is almost immediate from Lemma 4.1.
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Lemma 4.2. Let conditions (4.9)–(4.13) hold and, as x→∞,
E{ξ(x); x+ ξ(x) ≤ x̂} = o(r(x)), (4.20)
E{ξ2(x); x+ ξ(x) ≤ x̂} → 0. (4.21)
Then conclusions (4.14)–(4.17) hold.
If, in addition, (4.20) and (4.21) hold for any x̂ and cU > c12/2, then there
exists a sufficiently large x̂ such that the jumps of the corresponding Markov chain
X̂n satisfies the inequality
E{ξ̂(x); |ξ̂(x)| ≤ s(x)} ≥ cU − c12/2
2
br(x) for all x ≥ x̂. (4.22)
Proof. By the condition (4.20),
E{U(x+ ξ(x)); x+ ξ(x) ≤ x̂} ≤ U(x̂)P{x+ ξ(x) ≤ x̂} = o(r(x))
as x→∞, so hence
E{U(x+ ξ(x)); x+ ξ(x) > x̂} ∼ EU(x+ ξ(x)) ∼ U(x),
owing to (4.13). By the same arguments,
E{U(x+ ξ(x))ξ2(x); x+ ξ(x) > x̂, |ξ(x)| ≤ s(x)}
= E{U(x+ ξ(x))ξ2(x); |ξ(x)| ≤ s(x)}+ o(1),
E{U(x+ ξ(x))ξ(x); x+ ξ(x) > x̂, |ξ(x)| ≤ s(x)}
= E{U(x+ ξ(x))ξ(x); |ξ(x)| ≤ s(x)}+ o(r(x)),
and
E{U(x+ ξ(x))ξ(x); x+ ξ(x) > x̂, |ξ(x)| ≤ s(x)}
≥ E{U(x+ ξ(x))ξ(x); |ξ(x)| ≤ s(x)},
which completes the proof because of Lemma 4.1.
4.3 Decreasing drift via change of measure with weight
function close to harmonic function
4.3.1 Stochastic kernel
In this section let Xn be a Markov chain such that, for some increasing function
s(x) and decreasing function r(x)→ 0 as x→∞,
2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
∼ r(x), (4.23)
m
[s(x)]
2 (x) → b > 0. (4.24)
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If we need to decrease the drift—say if we need to pass from a transient Markov
chain to a recurrent one, then clearly a decreasing weight should be applied. So, let
U(x) ≥ 0 be a decreasing differentiable function such that, for some cU < 0, (4.11)
and (4.12) hold. As in the previous section, we again assume that U is close to a
harmonic function in the sense (4.13).
In the same way as Lemma (4.1), the following result follows.
Lemma 4.3. Let conditions (4.23), (4.24) and (4.11)–(4.13) hold. Then
E{ξ̂(x); |ξ̂(x)| ≤ s(x)} ∼ (cU + 1/2)br(x), (4.25)
E{(ξ̂(x))2; |ξ̂(x)| ≤ s(x)} → b (4.26)
as x→∞, so hence
2m̂
[s(x)]
1 (x)
m̂
[s(x)]
2 (x)
∼ (2cU + 1)r(x). (4.27)
In addition,
P{ξ̂(x) > s(x)} ≤ (1 + o(1))P{ξ(x) > s(x)}, (4.28)
P{ξ̂(x) < −s(x)} ≤ (1 + o(1))E
{
U(x+ ξ(x)); ξ(x) < −s(x)}
U(x)
. (4.29)
4.3.2 Killed Markov chain
Let x̂ ∈ R+ be some level. For Xn killed at entering B := (−∞, x̂], let us perform
change of measure with decreasing weight function U and consider the corresponding
kernel Q and embedded Markov chain X̂n
Then similarly to Lemma 4.2 we get the following result.
Lemma 4.4. Let the conditions (4.23), (4.24), and (4.11)–(4.13) hold. Then con-
clusions (4.25)–(4.29) hold.
4.4 Cycle structure of Markov chain and Doob’s trans-
form
Let a Markov chain Xn possesses a sigma-finite invariant measure π which corre-
sponds to either positive (finite π) or null (sigma-finite π) recurrence. The following
representation for the invariant measure π via cycle structure of the Markov chain
Xn is well known—see, e.g. [56, Theorem 10.4.9]—with B = (−∞, x̂],
π(dy) =
∫
B
π(dz)
∞∑
n=0
Pz{Xn ∈ dy; τB > n}, y ≥ 0. (4.30)
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Substituting here (4.6), we get
π(dy) =
1
U(y)
∫
B
π(dz)U(z)
∞∑
n=0
Ez
{
e−
∑n−1
k=0 q(X̂k); X̂n ∈ dy
}
=
Ĥ(q)(dy)
U(y)
∫
B
π(dz)U(z),
where the weighted renewal measure H(q) for X̂n is defined as
Ĥ(q)(dx) =
∞∑
n=0
E{e−
∑n−1
k=0 q(X̂k); X̂n ∈ dx}, (4.31)
with chain X̂n having initial distribution
P{X̂0 ∈ dz} = π(dz)U(z)
c∗
, z ∈ B, and c∗ :=
∫
B
U(z)π(dz). (4.32)
Therefore, in particular,
π(x1, x2] = c
∗
∫ x2
x1
H(q)(dy)
U(y)
. (4.33)
So, the main idea for investigation of the invariant measure is to identify an
increasing test function U(x) which is sufficiently close to a harmonic function in a
sense that its drift is sufficiently small for large x which implies small values of q(x).
We also need to choose U(x) in such a way that the chain X̂n is transient. Then
factorisation result for the renewal function H(q) with weights, see Section 3.3, and
an integro-local renewal theorem for X̂n allow to derive asymptotics for the tail of
π.
Chapter 5
Tail analysis for recurrent
Markov chains with drift
proportional to 1/x
5.1 Stationary measure of recurrent chains: power-like
asymptotics
In this chapter we assume that the Markov chain Xn is recurrent and possesses a
stationary (invariant) measure which is either probabilistic in the case of positive
recurrence or σ-finite in the case of null recurrence. We denote this measure by π.
If we consider an irreducible aperiodic Markov chain on Z+, then existence
of probabilistic invariant measure is equivalent to finiteness of E0τ0 where τ0 :=
min{n ≥ 1 : Xn = 0}. The case of null recurrence corresponds to almost finite
τ0 with infinite mean, Eτ0 = ∞. For the state space R+, the standard conditions
for recurrence are Harris recurrence and strongly aperiodicity of Xn, see related
definitions in [56].
We consider the case where π has unbounded support, that is, π(x,∞) > 0
for every x. Our main problem is to describe the asymptotic behaviour of its tail,
π(x,∞), for a class of Markov chains with asymptotically zero drift.
As was shown in [46, Theorem 1] any positive recurrent Markov chain with
asymptotically zero drift has heavy-tailed invariant distribution provided
lim inf
x→∞ E{ξ
2(x); ξ(x) > 0} > 0;
that is, all positive exponential moments of the invariant distribution are infinite.
This section is devoted to the precise asymptotic behaviour of the invariant measure
in the critical case where the drift behaves like c/x for large x.
There are two types of Markov chains for which the invariant measure is explicitly
calculable. Both are related to skip-free processes, either on lattice or on continious
state space R+.
The first case where the stationary distribution is explicitly known is diffusion
processes on R+ (slotted in time if we need just a Markov chain), see (2.1).
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The second case is the Markov chain on Z+ with ξ(x) taking values −1, 1 and 0
only, with probabilities p−(x), p+(x) and 1− p−(x)− p+(x) respectively, p−(0) = 0.
Then the stationary measure π(x), x ∈ Z+, satisfies the equations
π(x) = π(x− 1)p+(x− 1) + π(x)(1 − p+(x)− p−(x)) + π(x+ 1)p−(x+ 1),
which have the following solution:
π(x) = π(0)
x∏
k=1
p+(k − 1)
p−(k)
= π(0)e
∑x
k=1(log p+(k−1)−log p−(k)), (5.1)
where under some regularity conditions the summay be approximated by the integral
like in the diffusion case.
To the best of our knowledge there are no other results in the literature on the
exact asymptotic behaviour for the measure π.
In the whole chapter we consider a recurrent Markov chain Xn whose jumps are
such that
m
[s(x)]
2 (x)→ b > 0 and m[s(x)]1 (x)x→ −µ ∈ R as x→∞, (5.2)
where a function s(x) = o(x) is increasing and µ > −b/2; the case µ ∈ (−b/2, b/2)
usually corresponds to null recurrence of Xn while µ > b/2 corresponds to positive
recurrence; in the case µ = b/2 either null or positive recurrence can happen, see
[51, Sections 2.2, 2.4], or Corollaries 2.3, 2.14. In addition, we assume that
2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
= −r(x) + o(p(x)) as x→∞ (5.3)
for some monotone function r(x)→ 0 satisfying r(x)x→ 2µ/b > −1 as x→∞ and
some decreasing integrable function p(x) ∈ [0, r(x)]. Since p(x) is decreasing and
integrable, p(x)x→ 0 as x→∞. We also assume that
r′(x) = O(1/x2) and p′(x) = O(1/x2). (5.4)
An equivalent way to state the condition (5.3) is
m
[s(x)]
1 (x) +
m
[s(x)]
2 (x)
2
r(x) = o(p(x)) as x→∞. (5.5)
Define a monotone function
R(x) :=
∫ x
0
r(y)dy. (5.6)
Since xr(x)→ 2µ/b > −1,
R(x)
log x
→ 2µ
b
> −1 as x→∞.
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Define the following increasing function which plays the most important role in
our analysis of recurrent Markov chain:
U(x) :=
∫ x
0
eR(y)dy → ∞ as x→∞, (5.7)
again due to 2µ/b > −1; in what follows we show that the function U(x) is very
close to be a harmonic function. Note that the function U solves the equation
U ′′ − rU ′ = 0. According to our assumptions,
r(z) =
2µ
b
1
x
+
ε(x)
x
,
where ε(x) → 0 as x → ∞. In view of the representation theorem for slowly
varying functions, there exists a slowly varying at infinity function ℓ(x) such that
eR(x) = xρ−1ℓ(x) and U(x) ∼ xρℓ(x)/ρ where ρ = 2µ/b+ 1 > 0.
The main result in this section is the following theorem which provides exact
asymptotics for stationary measure of recurrent Markov chains with asymptotically
zero drift described above.
Theorem 5.1. Let Xn be a recurrent Markov chain and let π(·) be its stationary
measure. Let π have right-unbounded support, that is, π(x,∞) > 0 for every x. Let
(5.2)–(5.4) be valid and, for some increasing s(x) = o(x),
P{ξ(x) < −s(x)} = o(p(x)/x), (5.8)
E
{
U(x+ ξ(x)); ξ(x) > s(x)
}
= o(p(x)/x)U(x), (5.9)
E
{|ξ(x)|3; |ξ(x)| ≤ s(x)} = o(x2p(x)) as x→∞. (5.10)
Then
π(x1, x2] ∼ c
∫ x2
x1
y
U(y)
dy
as x1, x2 →∞ in such a way that
1 < lim inf
x2
x1
≤ lim sup x2
x1
<∞.
Corollary 5.2. If Xn is positive recurrent, 2µ > b, and conditions of Theorem 5.1
hold, then
π(x,∞) ∼ c
ρ− 2
x2
U(x)
as x→∞.
If Xn is null recurrent, 2µ ∈ (−b, b), and conditions of Theorem 5.1 hold, then
π(0, x) ∼ c
2− ρ
x2
U(x)
as x→∞.
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Corollary 5.3. Let, in addition, r(x) = 2µ/bx. If 2µ > b and positive recurrence
holds then
π(x,∞) ∼ cρ
ρ− 2
1
x2µ/b−1
as x→∞.
If 2µ ∈ (−b, b) and null recurrence holds then
π(0, x) ∼ cρ
2− ρx
1−2µ/b as x→∞.
In paper [52], Menshikov and Popov investigated behaviour of the invariant
distribution {π(x), x ∈ Z+} for countable Markov chains with asymptotically zero
drift and with bounded jumps (see also Aspandiiarov and Iasnogorodski [6]). Some
rough theorems for the local probabilities π(x) were proved; if the condition (5.2)
holds then for every ε > 0 there exist constants c− = c−(ε) > 0 and c+ = c+(ε) <∞
such that
c−x−2µ/b−ε ≤ π(x) ≤ c+x−2µ/b+ε.
The paper [46] is devoted to the existence and non-existence of moments of
invariant distribution. In particular, there was proven that if (5.2) holds and the
families of random variables {(ξ+(x))2+γ , x ≥ 0} for some γ > 0 and {(ξ−(x))2, x ≥
0} are uniformly integrable then the moment of order γ of the invariant distribution
π is finite if γ < 2µ/b−1, and infinite if π has unbounded support and γ > 2µ/b−1.
This result implies that for every ε > 0 there exists c(ε) such that
π(x,∞) ≤ c(ε)x−2µ/b+1+ε. (5.11)
In [17] we have found the asymptotic behaviour of π(x,∞) for positive recurrent
chains under more restrictive moment conditions. In particular, it has been assumed
that third moments of jumps converge.
Before proving Theorem 5.1 let us formulate and prove some auxiliary results.
First we construct a Lyapunov function needed. Consider the function rp(x) :=
r(x)− p(x) and define
Rp(x) :=
∫ x
0
rp(y)dy,
Up(x) :=
∫ x
0
eRp(y)dy.
We have 0 ≤ rp(x) ≤ r(x), 0 ≤ Rp(x) ≤ R(x) and 0 ≤ Up(x) ≤ U(x). Since
Cp :=
∫ ∞
0
p(y)dy is finite,
we have
Rp(x) = R(x)− Cp + o(1) as x→∞. (5.12)
Therefore,
Up(x) ∼ e−CpU(x)→∞ as x→∞, (5.13)
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because U(x)→∞. Further, since xrp(x) = xr(x)− xp(x)→ 2µ/b,
U ′p(x)
(xeRp(x))′
=
eRp(x)
(1 + xrp(x))eRp(x)
→ b
2µ+ b
as x→∞.
Then L’Hospital’s rule yields
Up(x) ∼ b
2µ + b
xeRp(x) ∼ be
−Cp
2µ+ b
xeR(x) as x→∞. (5.14)
Lemma 5.4. Assume that (5.8)–(5.10) hold. Then
EUp(x+ ξ(x))− Up(x) ∼ −2µ+ b
2
p(x)
x
Up(x) as x→∞. (5.15)
Proof. We start with the following decomposition:
EUp(x+ ξ(x))− Up(x) = E{Up(x+ ξ(x)) − Up(x); ξ(x) < −s(x)}
+E{Up(x+ ξ(x)) − Up(x); |ξ(x)| ≤ s(x)}
+E{Up(x+ ξ(x))− Up(x); ξ(x) > s(x)}. (5.16)
Here the first term on the right is negative and may be bounded below as follows:
E{Up(x+ ξ(x))− Up(x); ξ(x) < −s(x)} ≥ −Up(x)P{ξ(x) < −s(x)}
= o(p(x)/x)Up(x), (5.17)
by the condition (5.8). Furthermore, the third term on the right hand side of (5.16)
is positive and may be bounded above in the following way:
E{Up(x+ ξ(x))− Up(x); ξ(x) > s(x)} ≤ E{Up(x+ ξ(x)); ξ(x) > s(x)}
= o(p(x)/x)Up(x), (5.18)
due to the condition (5.9). To estimate the second term on the right hand side of
(5.16), we make use of Taylor’s theorem:
E{Up(x+ ξ(x))− Up(x); |ξ(x)| ≤ s(x)}
= U ′p(x)E{ξ(x); |ξ(x)| ≤ s(x)}+
1
2
U ′′p (x)E{ξ2(x); |ξ(x)| ≤ s(x)}
+
1
6
E
{
U ′′′p (x+ θξ(x))ξ
3(x); |ξ(x)| ≤ s(x)}, (5.19)
where 0 ≤ θ = θ(x, ξ(x)) ≤ 1. By the construction of Up,
U ′p(x) = e
Rp(x), U ′′p (x) = rp(x)e
Rp(x) = (r(x)− p(x))eRp(x). (5.20)
Then it follows that
U ′p(x)m
[s(x)]
1 (x) +
1
2
U ′′p (x)m
[s(x)]
2 (x) = e
Rp(x)
(
m
[s(x)]
1 (x) + (r(x)− p(x))
m
[s(x)]
2 (x)
2
)
=
m
[s(x)]
2 (x)
2
eRp(x)
(
2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
+ r(x)− p(x)
)
= −m
[s(x)]
2 (x)
2
eRp(x)p(x)(1 + o(1)),
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by the condition (5.3). Hence, the equivalence (5.14) yields
U ′p(x)m
[s(x)]
1 (x) +
1
2
U ′′p (x)m
[s(x)]
2 (x) ∼ −m[s(x)]2 (x)
2µ + b
2b
p(x)
x
Up(x). (5.21)
Finally, let us estimate the last term in (5.19). Notice that by the condition (5.4)
on the derivatives of r(x) and p(x),
U ′′′p (x) =
(
r′(x)− p′(x) + (r(x)− p(x))2)eRp(x) = O(1/x3)Up(x).
so that∣∣E{U ′′′p (x+ θξ(x))ξ3(x); |ξ(x)| ≤ s(x)}∣∣ ≤ c1x3E{|ξ3(x)|; |ξ(x)| ≤ s(x)}Up(x).
Then, in view of (5.10),∣∣E{U ′′′p (x+ θξ(x))ξ3(x); |ξ(x)| ≤ s(x)}∣∣ = o(p(x)/x)Up(x). (5.22)
Then it follows from (5.19), (5.21) and (5.22) that
E{Up(x+ ξ(x)) − Up(x); |ξ(x)| ≤ s(x)}
= −m[s(x)]2 (x)
2µ + b
2b
p(x)
x
Up(x) + o(p(x)/x)Up(x).(5.23)
Substituting (5.17), (5.18) and (5.23) into (5.16), we finally get the desired expression
for EUp(x+ ξ(x))− Up(x). This completes the proof of the lemma.
Fix an x̂ > 0. Define a transition kernel Q via the following change of measure
Q(x, dy) :=
Up(y)
Up(x)
P (x, dy ∩ (x̂,∞)).
We have
Q(x,R+) =
E{Up(x+ ξ(x)); x+ ξ(x) > x̂}
Up(x)
. (5.24)
Lemma 5.4 yields the following result.
Corollary 5.5. In conditions of Lemma 5.4, there exists an x̂ such that
−(2µ + b)p(x)
x
Up(x) ≤ EUp(x+ ξ(x))− Up(x) ≤ 0
for all x > x̂ and
1− (2µ+ b)p(x)
x
≤ Q(x,R+) ≤ 1.
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Everywhere in what follows x̂ is any level guaranteed by Corollary 5.5, B =
(−∞, x̂] and τB := min{n ≥ 1 : Xn ∈ B}. Then definition of the transition kernel
Q may be rewritten as follows
Q(x, dy) =
Up(y)
Up(x)
Px{X1 ∈ dy, τB > 1}
=
Up(y)
Up(x)
Px{X1 ∈ dy,X1 > x̂}, x, y ≥ 0, (5.25)
It follows from the upper bound in Corollary 5.5 that
Q(x,R+) =
E{Up(x+ ξ(x)); τB > 1}
Up(x)
≤ EUp(x+ ξ(x))
Up(x)
≤ 1 for all x > x̂.
In other words, Q restricted to (x̂,∞) is a substochastic kernel. It follows from (5.8)
that
E{Up(x+ ξ(x)); τB = 1} = Ex{Up(X1); X1 ≤ x̂}
≤ Up(x̂)P{x+ ξ(x) ≤ x̂} = o(p(x)/x). (5.26)
Combining it with the lower bound in Corollary 5.5 we obtain that
q(x) := − logQ(x,R+) = O(p(x)/x). (5.27)
Let us consider the following normalised kernel
P̂ (x, dy) :=
Q(x, dy)
Q(x,R+)
and let {X̂n} be a Markov chain with this transition probability; let ξ̂(x) be its jump
from the state x. Consequently, performing the inverse change of measure we arrive
at the following basic equality:
Px{Xn ∈ dy, τB > n} = Up(x)
Up(y)
Qn(x, dy)
=
Up(x)
Up(y)
Ex
{
e−
∑n−1
k=0 q(X̂k); X̂n ∈ dy
}
. (5.28)
Lemma 5.6. Under the conditions of Lemma 5.4, as x→∞,
E{ξ̂(x); |ξ̂(x)| ≤ s(x)} ∼ µ+ b
x
, (5.29)
E{(ξ̂(x))2; |ξ̂(x)| ≤ s(x)} → b, (5.30)
P{|ξ̂(x)| > s(x)} = o(p(x)/x). (5.31)
Moreover, there exists a sufficiently large x̂ such that
E{ξ̂(x); ξ̂(x) ≤ s(x)} ≥ µ+ b
2x
for all x ≥ x̂. (5.32)
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Proof. It follows from (5.12) and (5.14) that
U ′p(x)
Up(x)
=
eRp(x)
Up(x)
∼ e
R(x)−Cp
be−Cp
2µ+b xe
R(x)
=
2µ+ b
bx
= (1 + 2µ/b)r(x)
where r(x) = 1/x and c12 = 2µ/b. So, the function Up satisfies the condition (4.11)
with cU = 1 + 2µ/b. Also Up satisfies (4.12) for any s(x) = o(x) because
U ′p(x+ y)
U ′p(x)
=
eRp(x+y)
eRp(x)
∼ eR(x+y)−R(x) = e
∫ x+y
x r(z)dz = eO(s(x)/x) = eo(1)
as x→∞ uniformly for all |y| ≤ s(x), and, by (5.14),
Up(x+ y)
Up(x)
∼ x+ y
x
eR(x+y)
eR(x)
∼ eR(x+y)−R(x) → 1.
Finally, Up satisfies (4.13) by Lemma 5.4. So, all conditions of Lemma 4.2 are met
and (5.29)–(5.32) follow and the proof is complete.
Therefore, the chain X̂n satisfies the conditions (3.38) and (3.39) of Theorem 3.7
with µ̂ = µ + b and b̂ = b, so that µ̂ > b̂/2. Further, the lower bound (5.32) for the
drift of X̂n allows to apply Lemma 3.2 to X̂n and to conclude that
EyT̂ (t) = EyL̂(x̂, T̂ (t)) < ∞ for all t > y,
so hence, for any initial state X̂0 = y,
P
{
lim sup
n→∞
X̂n =∞
}
= 1.
In its turn, then it follows from Theorem 2.18 that X̂n →∞ with probability 1.
So, Theorem 3.7 is applicable to X̂n which implies weak convergence of (X̂n)
2/n
to Γ-distribution with mean 2µ+3b and variance (2µ+3b)2b, that is, Γ-distribution
with probability density function
γ(u) =
1
(2b)1+ρ/2Γ(1 + ρ/2)
uρ/2e−u/2b. (5.33)
Furthermore, by Theorem 3.3, there exists a c <∞ such that
Ĥy(x) :=
∞∑
n=0
Py{X̂n ≤ x} ≤ c(1 + x2) for all x, y > 0. (5.34)
Having this estimate we now prove the following result.
Lemma 5.7. Under the conditions of Lemma 5.4,
h(z) := lim
n→∞Eze
−∑nk=0 q(X̂k) > 0 for all z > 0,
where q is defined in (5.27). Moreover, h(z)→ 1 as z →∞.
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Proof. The existence of h(z) is immediate because e−
∑n
k=0 q(X̂k) is decreasing in n.
To show positivity it suffices to prove that
Ez
∞∑
k=1
q(X̂k) <∞, z > x̂. (5.35)
Note that
Ez
∞∑
k=1
q(X̂k) ≤
∫ ∞
x̂
q(y)Ĥz(dy) ≤ c
∫ ∞
x̂
p(y)
y
Ĥz(dy),
because q(y) = O(p(y)/y), see (5.27). But it has been already shown in the proof of
Theorem 3.3 that the last integral is finite.
To prove that h(z) → 1, we note that Theorem 2.15 implies, for every fixed
N > 0,
Pz{X̂n > N for all n ≥ 1} → 1 as z →∞,
so that
Ĥz(N)→ 0 as z →∞.
Then, for every fixed N ,
lim
z→∞Ez
∞∑
k=0
q(X̂k) ≤ sup
z>x̂
∫ ∞
N
q(y)Ĥz(dy).
According to (3.30),
lim
N→∞
sup
z>x̂
∫ ∞
N
q(y)Ĥz(dy) = 0.
Therefore, we infer that
lim
z→∞Ez
∞∑
k=0
q(X̂k) = 0.
From this relation and Jensen inequality applied to the convex function e−z we
finally conclude limz→∞ h(z) = 1.
Corollary 5.8. Assume that the conditions of Lemma 5.4 are valid. Then h(x) is
a harmonic function for the kernel Q, that is,
h(x) =
∫ ∞
x̂
h(y)Q(x, dy), x > 0.
Furthermore, W (x) := h(x)Up(x) is a harmonic function for Xn killed at the time
of the first visit to [0, x̂]:
W (x) = Ex{W (X1);X1 > x̂} for all x > 0.
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Consider the following weighted renewal measure
Ĥ(q)z (dx) =
∞∑
n=0
Ez{e−
∑n−1
k=0 q(X̂k); X̂n ∈ dx}. (5.36)
Combining Lemma 3.4, Lemma 5.7 and Theorem 3.8, we get
Corollary 5.9. Assume that the conditions of Lemma 5.4 are valid. Then
Ĥ(q)z (x1, x2] ∼ h(z)Ĥz(x1, x2] ∼ h(z)
x22 − x21
2µ + b
as x1, x2 →∞ in such a way that
1 < lim inf
x2
x1
≤ lim sup x2
x1
<∞.
Now we are ready to prove the main result of this section.
Proof of Theorem 5.1. As follows from the representation (4.33) applied to Up,
π(x1, x2] = c
∗
∫ x2
x1
H(q)(dy)
Up(y)
∼ c∗e−Cp
∫ x2
x1
H(q)(dy)
U(y)
, (5.37)
due to Up(y) ∼ eCpU(y), see (5.13); H(q) is defined in (4.31). Integrating by parts,
we obtain ∫ x2
x1
Ĥ(q)(dy)
U(y)
=
Ĥ(q)(x1, x2]
U(x2)
−
∫ x2
x1
Ĥ(q)(x1, y]d
1
U(y)
.
Now, according to Corollary 5.9,
Ĥ(q)(x1, y] ∼ cq(y2 − x21),
where cq := Eh(X̂0)/(2µ + b). Consequently,∫ x2
x1
Ĥ(q)(dy)
U(y)
∼ cq x
2
2 − x21
U(x2)
− cq
∫ x2
x1
(y2 − x21)d
1
U(y)
.
Integrating by parts once again we conclude the relation∫ x2
x1
Ĥ(q)(dy)
U(y)
∼ 2cq
∫ x2
x1
y
U(y)
dy,
which together with (5.37) concludes the proof.
Corollary 5.10. Assume that the conditions of Theorem 5.1 are valid. Then the
integrability of y/U(y) is necessary and sufficient for the Markov chain Xn to be
positive recurrent.
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5.2 Tail asymptotics for recurrence times of positive
and null recurrent Markov chains
In this section we study the tail behaviour of the stopping time
τx̂ := inf{n ≥ 1 : Xn ≤ x̂},
in the case where τx̂ is a proper random variable, that is, Xn is either positive or
null recurrent.
Theorem 5.11. Let conditions of Theorem 5.1 hold. Then, for any fixed x > x̂,
Px{τx̂ > n} ∼ 1
(2b)ρ/2Γ(1 + ρ/2)
W (x)
Up(
√
n)
as n→∞,
where W (x) is the harmonic function defined in Corollary 5.8.
Notice that
W (x)
Up(
√
n)
∼ U(x)
U(
√
n)
as n, x→∞,
due to Lemma 5.7 and the equivalence (5.13).
Alexander [4] has considered recurrence times for Markov chains with steps ±1.
Using the standard embedding of such random walks into the corresponding Bessel
process, he has found exact asymptotics for Px{τ0 = n} for all ρ > 0. Unfortunately,
his method applies to skip-free chains only.
From the results in Hryniv et al. [34] one gets the bounds
n−ρ/2 log−ε n ≤ P0{τ0 > n} ≤ n−ρ/2 logρ+1+ε
for chains satisfying conditions of Theorem 5.11 with r(x) = 2µ/bx+ o(1/x log x).
For the purpose to prove the last theorem we need the following upper bound
for the tail of τ which is precise up to a constant multiplier.
Lemma 5.12. In conditions of Theorem 5.11, there exists a constant c < ∞ such
that
Px{τx̂ > n} ≤ c U(x)
U(
√
n)
for all n and x > x̂.
In its turn, in order to prove the last lemma we need a couple of preliminary
results. In Lemma 3.1 we have already constructed a function of a transient Markov
chain which is a bounded supermartingale. It turns out that for the Markov chain
X̂n which is specially constructed possesses a similar result is valid under weaker
conditions on the left tail distribution.
Lemma 5.13. For any ε ∈ (0, 1) and a > 1/ε, there exists an x∗ > x̂ such that
min
(
U εap(X̂n)
Up(X̂n)
,
U εap(x∗)
Up(x∗)
)
is a positive supermartingale.
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Then we can apply the Doob inequality which guarantees that there exists a
constant c1(ε) such that
Pz{X̂k ≤ y for some k ≥ 1} ≤ c1(ε)Up(y)
Up(z)
U
ε/2ρ
ap (z)
U
ε/2ρ
ap (y)
for all y < z.
Hence the equivalence (5.13) implies existence of c2(ε) such that
Pz{X̂k ≤ y for some k ≥ 1} ≤ c2(ε)
(
U(y)
U(z)
)1−ε/2ρ
for all y < z.
Since U is regularly varying with index ρ, there exists a constant c3(ε) such that
1
c3(ε)
(y
z
)ρ+ε/2
≤ U(y)
U(z)
≤ c3(ε)
(y
z
)ρ−ε/2
for all y < z. (5.38)
Consequently,
Pz{Xk ≤ y for some k ≥ 1} ≤ c4(ε)
(y
z
)ρ−ε
. (5.39)
Proof of Lemma 5.13. By the definition of the chain X̂n and Jensen’s inequality,
E
U εap(x+ ξ̂(x))
Up(x+ ξ̂(x))
=
∫ ∞
x̂
U εap(y)
Up(y)
Q(x, dy)
Q(x,R+)
=
1∫∞
x̂ Up(y)P (x, dy)
∫ ∞
x̂
U εap(y)P (x, dy)
≤ 1∫∞
x̂ Up(y)P (x, dy)
(∫ ∞
x̂
Uap(y)P (x, dy)
)ε
. (5.40)
Due to Lemma 5.4 and (5.26), as x→∞,∫ ∞
x̂
Up(y)P (x, dy) = Up(x)
(
1− 2µ+ b
2
p(x)
x
+ o
(p(x)
x
))
(5.41)
and ∫ ∞
x̂
Uap(y)P (x, dy) = Uap(x)
(
1− a2µ+ b
2
p(x)
x
+ o
(p(x)
x
))
.
Then (∫ ∞
x̂
Uap(y)P (x, dy)
)ε
= U εap(x)
(
1− aε2µ + b
2
p(x)
x
+ o
(p(x)
x
))
and it follows from aε > 1 that
1∫∞
x̂ Up(y)P (x, dy)
(∫ ∞
x̂
Uap(y)P (x, dy)
)ε ≤ U εap(x)
Up(x)
.
for all sufficiently large x which completes the proof.
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Lemma 5.14. For
T̂ (z) := min{n ≥ 0 : X̂n ≥ z},
there exists a γ > 0 such that, for all n and z,
sup
x
Px{T (z) > n} ≤ c4e−γn/z2 .
Proof. It follows from the definition of the chain X̂n that it only visits [0, x̂] at time
0. Therefore,
T̂ (z) ≤ 1 +
T̂ (z)−1∑
k=1
I{X̂k > x̂}.
Then, by Lemma 3.2,
ExT̂ (z) ≤ c3z2 uniformly for all x and z. (5.42)
Next, by the Markov property, for every t and s > 0,
Px{T̂ (z) > t+ s} =
∫ z
0
Px{T̂ (z) > t,Xt ∈ du}Pu{T̂ (z) > s}
≤ Px{T̂ (z) > t} sup
u≤z
Pz{T̂ (z) > s}.
Therefore, the monotone function g(t) := supu≤z Px{T̂ (z) > tz2} satisfies the in-
equality g(t + s) ≤ g(t)g(s). Then the increasing function g0(t) := log(1/g(t)) is
convex and g0(0) = 0. By the bound (5.42) and Markov’s inequality, there exists
t0 such that g(t0) < 1 so that g(t0) = e
−γ with γ > 0, and g0(t0) = γ > 0. Then,
by g0(0) = 0 and convexity of g0, g0(t) ≥ γ(t − t0) which implies g(t) ≤ e−γ(t−t0)
equivalent to the lemma conclusion.
Lemma 5.15. For any fixed ε > 0, there exists a constant c6 = c6(ε) such that, for
all n, x and y ≤ √n,
Px{X̂k ≤ y for some k ∈ [n+ 1, 2n]} ≤ c6
( y√
n
)ρ−ε
.
Proof. For any z > y, the event whose probability we need to bound from above
can only happen if either the chain X̂ does not exceed the level z within time n or
it does exceed this level and then falls down below y, so, by the Markov property,
the corresponding probability is not greater than the sum
Px{T (z) > n}+ sup
u≥z
Pu{X̂k ≤ y for some k ≥ 1},
where the first term may be bounded above by Lemma 5.14 and the second term by
(5.39), so
Px{X̂k ≤ y for some k ∈ [n+ 1, 2n]} ≤ c5
(
e−γn/z
2
+
(y
z
)ρ−ε)
.
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Optimisation of the right hand side with respect to z is not solvable in elementary
functions, so we choose
z :=
√
γn
log((
√
n/y)ρ−ε)
,
which is close to the optimal value. Then
Px{X̂k ≤ y for some k ∈ [n+ 1, 2n]}
≤ c5
(( y√
n
)ρ−ε
+
( y√
γn
)ρ−ε(
(ρ− ε) log
√
n
y
) ρ−ε
2
,
which implies the lemma conclusion if we take ε/2 instead of ε on the right hand
side.
Proof of Lemma 5.12. It follows from (5.28) that
Px{τx̂ > n} = Up(x)
∫ ∞
x̂
1
Up(y)
Qn(x, dy)
= Up(x)
∫ ∞
x̂
1
Up(y)
Ex
{
e−
∑n−1
k=0 q(X̂k); X̂n ∈ dy
}
. (5.43)
Since Q is substochastic,
Px{τx̂ > n} ≤ Up(x)Ex 1
Up(X̂n)
≤ c1U(x)Ex 1
U(X̂n)
, (5.44)
due to (5.13). Summing up n successive probabilities we get
2n∑
k=n+1
Px{τx̂ > k} ≤ c1U(x)
∫ ∞
x̂
1
U(y)
Ĥx,n(dy)
= c1U(x)
(∫ √n
x̂
+
∫ ∞
√
n
)
1
U(y)
Ĥx,n(dy), (5.45)
where
Ĥx,n(A) :=
2n∑
k=n+1
Px{X̂k ∈ A}.
The function U increases, so∫ ∞
√
n
1
U(y)
Ĥx,n(dy) ≤ n
U(
√
n)
for all x and n. (5.46)
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Further, integrating by parts, we obtain∫ √n
x̂
1
U(y)
Ĥx,n(dy) ≤ Ĥx,n(x̂,
√
n]
U(
√
n)
+
∫ √n
x̂
U ′(y)Ĥx,n(x̂, y]
U2(y)
dy
≤ n
U(
√
n)
+
∫ √n
x̂
eR(y)Ĥx,n(x̂, y]
U2(y)
dy.
Combining this with (5.45), (5.46) and noting that eR(y) ∼ ρU(y)y , we conclude that
2n∑
k=n+1
Px{τx̂ > k} ≤ 2c1U(x) n
U(
√
n)
+ c2U(x)
∫ √n
x̂
Ĥx,n(x̂, y]
yU(y)
dy, (5.47)
with some constant c2 which does not depend on x.
We next derive an upper bound for Ĥx,n. It is clear that
Ĥx,n(x̂, y] = Ex
2n∑
k=n+1
I{X̂k ∈ (x̂, y]}
≤ Px{X̂k ∈ (x̂, y] for some k ∈ [n+ 1, 2n]} sup
s≤y
∞∑
k=0
Ps{X̂k ∈ (x̂, y]}
≤ sup
s
Ĥs(x̂, y]Px{X̂k ∈ (x̂, y] for some k ∈ [n+ 1, 2n]}.
Applying here Theorem 3.3 and Lemma 5.15, we get
Ĥx,n(x̂, y] ≤ c3y2
( y√
n
)ρ−ε
.
Therefore, ∫ √n
x̂
Ĥx,n(y)
yU(y)
dy ≤ c4
∫ √n
x̂
y
U(y)
( y√
n
)ρ−ε
dy.
Substitution y = u
√
n leads to the following expression for the last integral:
n
U(
√
n)
∫ 1
x̂/
√
n
U(
√
n)
U(u
√
n)
u1+ρ−εdu.
Applying the left hand side inequality in (5.38) we get an upper bound∫ √n
x̂
Ĥx,n(y)
yU(y)
dy ≤ c5 n
U(
√
n)
∫ 1
0
u1−2εdu = c6
n
U(
√
n)
,
provided ε < 1. Substituting this upper bound into (5.47) we get that
2n∑
k=n+1
Px{τx̂ > k} ≤ CU(x) n
U(
√
n)
.
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Therefore,
Px{τx̂ > 2n} ≤ C U(x)
U(
√
n)
.
Since U is regularly varying at infinity, this completes the proof.
Proof of Theorem 5.11. Fix an ε > 0 and split the integral (5.43) into two parts
Px{τx̂ > n} = Up(x)
(∫ ε√n
x̂
+
∫ ∞
ε
√
n
)
1
Up(y)
Qn(x, dy). (5.48)
The asymptotic behaviour of the second integral on the right hand side relatively
easy follows from the weak convergence to Γ-distribution and dominated convergence
theorem. Indeed,∫ ∞
ε
√
n
1
Up(y)
Qn(x, dy) =
1
Up(
√
n)
∫ ∞
ε
√
n
Up(
√
n)
Up(y)
Qn(x, dy). (5.49)
Monotonicity of Up implies the following upper bound for the integrand on the right
hand side:
sup
n, y>ε
√
n
Up(
√
n)
Up(y)
≤ sup
n
Up(
√
n)
Up(ε
√
n)
< ∞, (5.50)
because Up is regularly varying at infinity which also implies convergence
Up(
√
n)
Up(u
√
n)
→ 1
uρ
as n→∞. (5.51)
It follows from Theorem 3.7 that X̂2n/n converges weakly to the Γ-distribution with
probability density function γ(u), see (5.33). Then, by Lemma 3.5, the substochastic
measure Qn(x,
√
n · du) converges weakly as n → ∞ to a measure with density
function h(x)2uγ(u2). The relations (5.50) and (5.51) allow to apply the dominated
convergence theorem and to conclude that∫ ∞
ε
Up(
√
n)
Up(u
√
n)
Qn(x,
√
n · du) → h(x)
∫ ∞
ε
2u
uρ
γ(u2)du
→ h(x)
∫ ∞
ε2
1
uρ/2
γ(u)du
= h(x)
e−ε2/2b
(2b)ρ/2Γ(1 + ρ/2)
.
Hence, (5.49) finally implies
Up(x)
∫ ∞
ε
√
n
1
Up(y)
Qn(x, dy) ∼ h(x)Up(x)
Up(
√
n)
e−ε
2/2b
(2b)ρ/2Γ(1 + ρ/2)
=
W (x)
Up(
√
n)
e−ε2/2b
(2b)ρ/2Γ(1 + ρ/2)
. (5.52)
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Letting ε ↓ 0 we conclude the following lower bound
lim inf
n→∞ Up(
√
n)Px{τx̂ > n} ≥ W (x)
(2b)ρ/2Γ(1 + ρ/2)
. (5.53)
Fix some δ > 0. By the Markov property,
Px{τx̂ > n} =
∫ ∞
x̂
Px{X(1−δ)n ∈ dy, τx̂ > (1− δ)n}Py{τx̂ > δn}. (5.54)
It follows from Lemma 5.12 that∫ ε√n
x̂
Px{X(1−δ)n ∈ dy, τx̂ > (1− δ)n}Py{τx̂ > δn}
≤ C
Up(
√
δn)
∫ ε√n
x̂
Up(y)Px{X(1−δ)n ∈ dy, τx̂ > (1− δ)n}
=
CUp(x)
Up(
√
δn)
∫ ε√n
x̂
Q(1−δ)n(x, dy)
≤ CUp(x)
Up(
√
δn)
Px{X̂(1−δ)n ≤ ε
√
n},
since Q is substochastic. The function Up is regularly varying with index ρ, so hence
Up(
√
δn)/Up(
√
n) → δρ/2 as n → ∞. Together with weak convergence of X̂2n/n to
Γ-distribution, it implies that
lim
ε→0
lim sup
n→∞
Up(
√
n)
∫ ε√n
x̂
Px{X(1−δ)n ∈ dy, τx̂ > (1− δ)n}Py{τx̂ > δn} = 0. (5.55)
Further, ∫ ∞
ε
√
n
Px{X(1−δ)n ∈ dy, τx̂ > (1− δ)n}Py{τx̂ > δn}
≤
∫ ∞
ε
√
n
Px{X(1−δ)n ∈ dy, τx̂ > (1− δ)n}
= Up(x)
∫ ∞
ε
√
n
1
Up(y)
Q(1−δ)n(x, dy).
As proven in (5.52),
Up(x)
∫ ∞
ε
√
n
1
Up(y)
Q(1−δ)n(x, dy) ∼ W (x)
Up(
√
(1− δ)n)
e−ε
2/2b(1−δ)
(2b)ρ/2Γ(1 + ρ/2)
. (5.56)
Substitution of (5.55) and (5.56) into (5.54) leads to
lim sup
n→∞
Up(
√
n)Px{τx̂ > n} ≤ lim sup
n→∞
W (x)Up(
√
n)
Up(
√
(1− δ)n)
1
(2b)ρ/2Γ(1 + ρ/2)
.
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Since Up(
√
n)/Up(
√
(1− δ)n) → (1 − δ)−ρ/2 and δ > 0 may be chosen as small as
we please, we obtain the upper bound
lim sup
n→∞
Up(
√
n)Px{τx̂ > n} ≤ W (x)
(2b)ρ/2Γ(1 + ρ/2)
,
which together with lower bound (5.53) completes the proof.
Corollary 5.16. Assume that Xn is a countable Markov chain on a state space
{z0 < z1 < z2 < . . .}. Assume also that EU(ξ(zk)) <∞ for all k ≥ 0 Then, for any
fixed states x and z there exists a constant C(x, z) such that
Px{σz > n} ∼ C(x, z)
U(
√
n)
as n→∞,
where σz := min{n ≥ 1 : Xn = z}.
Proof. Since there are finitely many states in the compact [0, x̂], σz can be rep-
resented as a random sum—with a geometric number of terms at the most—of
recurrence times to the compact B = [0, x̂]. According to Theorem 5.11, all these
recurrence times have the same, up to a constant factor, regularly varying at infinity
tail behaviour which is known to be of subexponential type. Thus, arguments based
on the Markov property and Kesten’s bound—see e.g. [26, Sec. 3.10]—show that
the random sum follows the same regularly varying tail asymptotics.
5.3 Limit theorems for conditioned positive and null re-
current Markov chains
In this section we prove limit theorems for positive and null recurrent Markov chains
Xn conditioned on the event
{X1 > x̂, . . . ,Xn > x̂}.
Theorem 5.17. Let conditions of Theorem 5.1 hold. Then
lim
n→∞P
{
X2n
n
> u
∣∣∣τx̂ > n} = e−u/2b for all u > 0.
Proof. For any fixed initial state x, by the change of measure,
Px
{
X2n
n
> u, τx̂ > n
}
= Up(x)
∫ ∞
√
un
1
Up(y)
Qn(x, dy)
∼ W (x)
Up(
√
n)
e−u/2b
(2b)ρ/2Γ(1 + ρ/2)
.
as shown in (5.52). Combining this with tail asymptotics for τx̂ given in Theorem
5.11, we arrive at the required result.
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Corollary 5.18. Assume that Xn is a countable Markov chain on a state space
{z0 < z1 < z2 < . . .}. Then, for any fixed state z,
lim
n→∞P
{X2n
n
> u
∣∣∣σz > n} = e−u/2b, u > 0,
where σz := min{n ≥ 1 : Xn = z}.
Proof. Fix some initial state x and N ≥ 1. Then, by the Markov property,
Px{σz > n,Xk ≤ x̂ for some k ∈ [N,n/2]} ≤ Px{σz > N}max
y≤x̂
Py{σz > n/2}
and
Px{σz > n,Xj ≤ x̂ for some k ∈ [n/2, n −N ]} ≤ Px{σz > n/2}max
y≤x̂
Py{σz > N}.
From these inequalities and Corollary 5.16 we infer that
lim
N→∞
lim sup
n→∞
Px{σz > n, Xj ≤ x̂ for some k ∈ [N,n−N ]}
Px{σz > n} = 0 (5.57)
Further, since the tail of τB is regularly varying, P{τB = n+ k} = o(P{τB > n}) as
n→∞ for any fixed k ∈ Z, so
Px{σz > n,Xj > x̂ for all k ∈ [N,n −N ],Xj ≤ x̂ for some j ∈ (n−N,n]}
≤ PXN {Xj > x̂ for all k ∈ [N,n−N ],Xj ≤ x̂ for some j ∈ (n−N,n]}
= PXN {τB ∈ [n− 2N,n−N ]}
= o(PXN {τB > n}) = o(Px{σz > n}). (5.58)
Further, by the Markov property at the time of last visit to [0, x̂],
Px
{
X2n
n
> u, σz > n,Xj > x̂ for all j ∈ [N,n]
}
=
N−1∑
j=0
∫
B
Px{Xj ∈ dy, σz > j}Py
{
X2n
n
> u, τB > n− j
}
.
Applying now Theorem 5.17, we get
Px
{
X2n
n
> u, σz > n,Xj > x̂ for all j ∈ [N,n]
}
∼ e−u/2bPx {σz > n,Xj > x̂ for all j ∈ [N,n]} . (5.59)
Combining (5.57)–(5.59) we arrive at required limit behaviour.
Theorem 5.19. Let conditions of Theorem 5.1 hold. Then
Px
{
max
n≤τx̂
Xn > y
}
∼ W (x)
W (y)
as y →∞,
where W is the harmonic function for Xn killed at the time of the first visit to [0, x̂],
see Corollary 5.8.
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This result improves Theorem 2.3 by Hryniv et al. [34] where lower and upper
bounds were given with extra logarithmic term.
Proof. First notice that
Px
{
max
n≤τx̂
Xn > y
}
= Px{τx̂ > T (y)}.
Harmonicity of W implies that the sequence W (Xn)I{τx̂ > n} is a martingale.
Applying the optional stopping theorem to this martingale and to the stopping time
τx̂ ∧ T (y), we have
W (x) = Ex{W (XT (y)); τx̂ > T (y)}.
Since W (z) ∼ Up(z) as z →∞, we have
Ex{Up(XT (y)); τx̂ > T (y)} → W (x) as y →∞. (5.60)
Let us split the expectation on the right hand side into two parts:
Ex{Up(XT (y)); τx̂ > T (y)} = Ex{Up(XT (y)); τx̂ > T (y),XT (y) ≤ y + s(y)}
+ Ex{Up(XT (y)); τx̂ > T (y),XT (y) > y + s(y)}.
(5.61)
Since s(y) = o(y) and Up is a regularly varying function, Up(y + s(y)) ∼ Up(y) as
y →∞, so
Ex{Up(XT (y)); τx̂ > T (y),XT (y) ≤ y + s(y)}
∼ Up(y)Px{τx̂ > T (y),XT (y) ≤ y + s(y)}. (5.62)
By the change of measure with function Up and the fact that the resulting kernel Q
is substochastic,
Ex{Up(XT (y)), τx̂ > T (y),XT (y) > y + s(y)} ≤ Up(x)Px{X̂T̂ (y) > y + s(y)}.
By the formula of total probability,
Px{X̂T̂ (y) > y + s(y)} =
∞∑
n=0
∫ y
x̂
Px{X̂n ∈ dz, T̂ (y) > n}P{ξ̂(z) > y + s(y)− z}
≤
∫ y
x̂
P{ξ̂(z) > s(y)}Ĥx(dz)
According to (5.31), P{ξ̂(z) > s(z)} = o(p(z)/z). Then∫ ∞
x̂
P{ξ̂(z) > s(z)}Ĥx(dz) <∞.
Consequently, ∫ y
x̂
P{ξ̂(z) > s(y)}Ĥx(dz)→ 0 as y →∞.
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As a result,
Ex{Up(XT (y)); τx̂ > T (y),XT (y) > y + s(y)} → 0 as y →∞, (5.63)
and hence
Up(y)Px{τx̂ > T (y),XT (y) > y + s(y)} → 0 as y →∞. (5.64)
Applying (5.64) to (5.62) we get
Ex{Up(XT (y)); τx̂ > T (y),XT (y) ≤ y + s(y)}
= (1 + o(1))Up(y)Px{τx̂ > T (y)}+ o(1).
Combining this with (5.63), we obtain from (5.61) the following equality, as y →∞,
Ex{Up(XT (y)); τx̂ > T (y)} = (1 + o(1))Up(y)Px{τx̂ > T (y)}+ o(1).
Plugging this into (5.60) gives
Up(y)Px{τx̂ > T (y)} → W (x) as y →∞,
which completes the proof due to Up(y) ∼W (y).
5.4 Pre-stationary distribution of positive recurrent chain
with power-like stationary measure
In this section we assume that the distribution of Xn converges in total variation
distance to the unique invariant distribution π as n→∞, that is,
sup
A∈B(R)
|P{Xn ∈ A} − π(A)| → 0 as n→∞; (5.65)
for a countable Markov chain Xn this condition holds automatically provided the
chain is irreducible, non-periodic, and positive recurrent; for a real-valued chain it
is related to Harris ergodicity, see e.g. [56].
Theorem 5.20. Assume that all the conditions of Theorem 5.1 are valid and Xn is
positive recurrent. Then
P{Xn > x} = (F (n/x2) + o(1))π(x,∞)
as x→∞ uniformly for all n, where
F (u) :=
I(u) + ρ
∫∞
1 z
1−ρI(u/z2)dz
2I(∞)ρ−1ρ−2
is a continuous distribution function; I(u) is defined in Theorem 3.8. In particular,
if n/x2 → u ∈ (0,∞) then
P{Xn > x} ∼ F (u)π(x,∞),
and if n/x2 →∞ then
P{Xn > x} ∼ π(x,∞).
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Proof. Splitting the path at the last visit to B = [0, x̂], we have
P{Xn ∈ dz} =
n∑
j=1
∫
B
P{Xn−j ∈ dy}Py{Xj ∈ dz, τB > j}
=
n∑
j=1
∫
B
P{Xn−j ∈ dy}Up(y)
Up(z)
Qj(y, dz).
Consequently,
P{Xn > x} =
n∑
j=1
∫
B
P{Xn−j ∈ dy}Up(y)
∫ ∞
x
1
Up(z)
Qj(y, dz). (5.66)
Fix a sequence Nx →∞ such that Nx = o(x2). Then, since Q is substochastic and
Up is increasing,
n∑
j=n−Nx+1
∫
B
P{Xn−j ∈ dy}Up(y)
∫ ∞
x
1
Up(z)
Qj(y, dz) ≤ NxUp(x̂)
Up(x)
= o(x2/Up(x)).(5.67)
Furthermore, for every j ≤ n − Nx, the distribution of Xn−j converges in total
variation to π, see (5.65). Therefore,
n−Nx∑
j=1
∫
B
P{Xn−j ∈ dy}Up(y)
∫ ∞
x
1
Up(z)
Qj(y, dz)
∼
n−Nx∑
j=1
∫
B
π(dy)Up(y)
∫ ∞
x
1
Up(z)
Qj(y, dz). (5.68)
Similar to (5.67),
n∑
j=n−Nx+1
∫
B
π(dy)Up(y)
∫ ∞
x
1
Up(z)
Qj(y, dz) = o(x2/Up(x)) (5.69)
Combining (5.66)—(5.69), we obtain
P{Xn > x} =
∫
B
π(dy)Up(y)
∫ ∞
x
1
Up(z)
n∑
j=1
Qj(y, dz) + o(x2/Up(x))
= c∗
∫ ∞
x
Ĥ
(q)
n (dz)
Up(z)
+ o(x2/Up(x)), (5.70)
where
Ĥ(q)n (A) :=
n∑
j=1
E{e−
∑j−1
i=0 q(X̂i); X̂j ∈ A},
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where X̂0 has distribution (4.32).
Combining Lemma 3.4, Lemma 5.7 and Theorem 3.8, we get
Ĥ(q)n (x̂, x] ∼ Eh(X̂0)I(n/x2)x2 as x→∞ uniformly for all n.
Integration by parts together with last equivalence implies∫ ∞
x
Ĥ
(q)
n (dz)
Up(z)
=
Ĥ
(q)
n (x̂, x]
Up(x)
−
∫ ∞
x
Ĥ(q)n (x̂, z]d
1
Up(z)
∼ Eh(X̂0)
[
I(n/x2)x2
Up(x)
−
∫ ∞
x
I(n/z2)z2d
1
Up(z)
]
.
Taking into account that
− d
dz
1
Up(z)
=
U ′−1(z)
U2p (z)
=
eR−1(z)
U2p (z)
∼ 2µ+ b
bzUp(z)
as z →∞
owing to (5.14), we deduce∫ ∞
x
Ĥ
(q)
n (dz)
Up(z)
∼ Eh(X̂0)
[
I(n/x2)x2
Up(x)
+
2µ+ b
b
∫ ∞
x
I(n/z2)z
Up(z)
dz
]
= Eh(X̂0)
[
I(n/x2)x2
Up(x)
+
2µ+ b
b
x2
∫ ∞
1
I(n/x2z2)z
Up(xz)
dz
]
.
Since the function Up is regularly varying at infinity with index ρ = 2µ/b + 1 > 2,
Up(xz)/Up(x)→ zρ as x→∞. Therefore,∫ ∞
x
Ĥ
(q)
n (dz)
Up(z)
∼ Eh(X̂0) x
2
Up(x)
[
I(n/x2) + ρ
∫ ∞
1
I(n/x2z2)
zρ−1
dz
]
. (5.71)
Plugging (5.71) into (5.70), we obtain
P{Xn > x} ∼ c∗Eh(X̂0) x
2
Up(x)
[
I(n/x2) + ρ
∫ ∞
1
I(n/x2z2)
zρ−1
dz
]
. (5.72)
In Theorem 5.1 we have considered the case n =∞ where right hand side of (5.72)
reads as follows:
lim
n→∞P{Xn > x} ∼ I(∞)c
∗
Eh(X̂0)
x2
Up(x)
[
1 + ρ
∫ ∞
1
dz
zρ−1
]
= I(∞)c∗Eh(X̂0) x
2
Up(x)
2ρ− 2
ρ− 2 ,
which concludes the proof.
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5.5 Pre-stationary distribution of null-recurrent chains
We first prove a theorem on the convergence to Γ-distribution, which covers transient
and nul-recurrent chains.
Theorem 5.21. Assume that, for some b > 0 and µ > −b/2,
m1(x) ∼ µ/x and m2(x)→ b as x→∞ (5.73)
and that the family {ξ2(x), x ≥ 0} possesses an integrable majorant Ξ, that is, EΞ <
∞ and
ξ2(x) ≤st Ξ for all x. (5.74)
If Xn → ∞ in probability as n → ∞, then X2n/n converges weakly to the Γ-
distribution with mean 2µ+ b and variance (2µ + b)2b.
The main difference between this result and Theorem 3.7 consists in the fact
that here we have conditions on the asymptotic behaviour of full moments m1(x)
and m2(x). Furthermore, as we have remarked after Theorem 3.7, (5.74) yields
(3.39). The main reason of introducing these more restrictive assumptions is the
fact that the renewal function of any null-recurrent chain is infinite and, therefore,
we can not use homogeneous in time truncations as it has been done in the proof
of Theorem 3.7. In order to prove Theorem 5.21 we shall intorduce truncations of
jumps which depend not only on the spacial coordinate but also on the time.
Proof of Theorem 5.21. For any n ∈ N, consider a new Markov chain Yk(n), k = 0,
1, 2, . . . , with transition probabilities depending on the parameter n, whose jumps
η(n, x) are just truncations of the original jumps ξ(x) at level x∨√n depending on
both point x and time n, that is,
η(n, x) = min{ξ(x), x ∨ √n}.
Given Y0(n) = X0, the probability of discrepancy between the trajectories of Yk(n)
and Xk until time n is at most
P{Yk(n) 6= Xk for some k ≤ n} ≤
n−1∑
k=0
P{Xk+1 −Xk ≥
√
n}
≤ nP{Ξ ≥ n}
≤ E{Ξ;Ξ ≥ n} → 0 as n→∞. (5.75)
Since Xn →∞ in probability, (5.75) implies that, for every c,
inf
n>n0,k∈[n0,n]
P{Yk(n) > c} → 1 as n0 →∞. (5.76)
By the choice of the truncation level,
ξ(x) ≥ η(n, x) ≥ ξ(x)− ξ(x)I{ξ(x) > x}.
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Therefore, by the condition (5.74),
Eη(n, x) = Eξ(x) + o(1/x) as x→∞ uniformly in n (5.77)
and
Eη2(n, x) = Eξ2(x) + o(1) as x→∞ uniformly in n, (5.78)
hereinafter we write f1(x, n) = o(f2(x, n)) as x→∞ uniformly in n if
sup
n
|f1(x, n)/f2(x, n)| → as x→∞.
In addition, the inequality η(n, x) ≤ x∨√n and the condition (5.74) imply that, for
every j ≥ 3,
Eηj(n, x) = o(xj−2 + n(j−2)/2) as x→∞ uniformly in n. (5.79)
Let us compute the mean of the increment of Y jk (n). For j = 2 we have
E{Y 2k+1(n)− Y 2k (n)|Yk(n) = x} = E(2xη(n, x) + η2(n, x))
= 2µ + b+ o(1)
as x→∞ uniformly in n, by (5.77) and (5.78). Applying now (5.76) we get
E(Y 2k+1(n)− Y 2k (n)) → 2µ + b as k, n→∞, k ≤ n.
Hence,
EY 2n (n) ∼ (2µ + b)n as n→∞. (5.80)
Let now j = 2i, i ≥ 2. We have
E{Y 2ik+1(n)− Y 2ik (n)|Yk(n) = x}
= E
(
2ix2i−1η(n, x) + i(2i− 1)x2i−2η2(n, x) +
2i∑
l=3
x2i−lηl(n, x)
(
2i
l
))
= i[2µ + (2i − 1)b+ o(1)]x2i−2 +
2i∑
l=3
x2i−lEηl(n, x)
(
2i
l
)
(5.81)
as x→∞ uniformly in n, by (5.77) and (5.78). Owing to (5.79),
2i∑
l=3
x2i−lEηl(n, x)
(
2i
l
)
=
2i∑
l=3
x2i−lo(xl−2 + n(l−2)/2)
= o(x2i−2) +
2i∑
l=3
x2i−lo(n(l−2)/2)
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as x → ∞ uniformly in n. Substituting this into (5.81) with x = Yk(n) and taking
into account (5.76), we deduce that
E{Y 2ik+1(n)− Y 2ik (n)} = i[2µ + (2i − 1)b+ o(1)]EY 2i−2k (n)
+
2i∑
l=3
EY 2i−lk (n)o(n
(l−2)/2). (5.82)
In particular, for j = 2i = 4 we get
E{Y 4k+1(n)− Y 4k (n)} = 2(2µ + 3b)EY 2k (n) + EYk(n)o(
√
n) + o(n)
∼ 2(2µ + 3b)(2µ + b)n,
due to (5.80). It implies that
EY 4n (n) ∼ (2µ + 3b)(2µ + b)n2 as n→∞.
By induction arguments, we deduce from (5.82) that, as n→∞,
EY 2in (n) ∼ ni
i∏
k=1
(2µ + (2k − 1)b),
which yields that Y 2n (n)/n weakly converges to Gamma distribution with mean 2µ+b
and variance 2b(2µ + b). Together with (5.75) this completes the proof.
In the critical case µ = b/2 we have a different type of limiting behaviour which
may be described in terms of function
G(x) :=
∫ x
x̂
y
U(y)
dy,
which is slowly varying at infinity because U is regularly varying with index ρ =
2µ/b+ 1 = 2.
Theorem 5.22. Let Xn be a Markov chain on a countable set {z0 < z1 < z2 < . . .}.
Let conditions of Theorem 5.1 hold with µ = b/2 and let EU(ξ(zk)) be finite for all
k ≥ 0. If G(x)→∞ as x→∞, then G(Xn)/G(
√
n) converges weakly as n→∞ to
the uniform distribution on the interval [0, 1].
Proof. According to Corollary 5.10, the assumptionG(x)→∞ implies null-recurrence
of Xn. Furthermore, by Corollary 5.16,
U(
√
n)Px{σz0 > n} → C(z0, x) as n→∞.
Let Tk be intervals between consequent visits of Xn to the state z0. All these
random variables are independent. Moreover, T2, T3, . . . are identically distributed
and, for every k ≥ 2,
P{Tk > n} ∼ C(z0)
U(
√
n)
as n→∞.
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Let θn denote the corresponding renewal process, that is,
θn := max{k ≥ 1 : T1 + T2 + . . .+ Tk ≤ n}.
Let us also itroduce the sequence of overshoots:
On := n− (T1 + T2 + . . .+ Tθn), n ≥ 1.
It is clear from the definition of θn that
P{On = j} = P{Xn−j = z0}P{T2 > j} for 0 ≤ j ≤ n− 1
and
P{On = n} = P{T1 > n}.
Then, for every z > z0 we have
P{Xn > z} =
n∑
j=1
P{Xn−j = z0}Pz0{Xj > z, σz0 > j}
=
n∑
j=1
P{On = j}P{Xj > z|σz0 > j}.
According to Theorem 5.17,
Pz0{Xj > z|σz0 > j} = e−z
2/2bj + o(1) as j →∞
uniformly for all j. In addition, for any fixed j,
Pz0{Xj > z|σz0 > j} → 0 as z →∞.
Therefore,
Pz0{Xj > z|σz0 > j} = e−z
2/2bj + o(1) as z →∞
uniformly for all j. Hence,
P{Xn > z} = E exp
{
− z
2
2bOn
}
+ o(1) as z →∞,
which implies the following relation, as n→∞,
P
{G(Xn)
G(
√
n)
> y
}
= P{Xn > G−1(yG(
√
n))}
= E exp
{
− 1
2b
(G−1(yG(√n))√
On
)2}
+ o(1). (5.83)
Since P{T2 > n} ∼ C(z0)/U(
√
n), we get, as x→∞,∫ x
0
P{T2 > y}dy ∼ C(z0)
∫ x
x̂2
1
U(
√
y)
dy
= 2C(z0)
∫ √x
x̂
u
U(u)
du
= 2C(z0)G(
√
x).
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Then, by Theorem 6 in Erickson [22], for all y ∈ [0, 1],
P
{G(√On)
G(
√
n)
≤ y
}
→ y as n→∞,
or in other words
P{
√
On ≤ G−1(yG(
√
n))} → y as n→∞. (5.84)
Since G is a slowly varying function, the inverse function satisfies the relation
G−1(tu) = o(G−1(u)) as u→∞,
for any fixed 0 < t < 1, so it follows from (5.84) that
√
On
G−1(yG(
√
n)))
→ 0 as n→∞ with probability y
and √
On
G−1(yG(
√
n)))
→ ∞ as n→∞ with probability 1− y.
Therefore,
E exp
{
− 1
2b
(G−1(yG(√n))√
On
)2}→ 1− y as n→∞,
which completes the proof, due to (5.83).
Chapter 6
Tail analysis for positive
recurrent Markov chains with
drift going to zero slower than
1/x
6.1 Main results and discussion
In this chapter we consider a Markov chain Xn possesses a stationary (invariant)
probabilistic distribution and denote this distribution by π. We consider the case
where π has unbounded support, that is, π(x,∞) > 0 for every x.
Hereinafter we assume that the first two moments of the jumps satisfy the con-
ditions
m2(x)→ b > 0 and m1(x)x→ −∞ as x→∞. (6.1)
In this case the tail of π typically decays faster than any power function, it is usually
of Weibullian type.
We first show this for chains with jumps ±1 and 0. Fix two positive numbers
a+ > a−, β ∈ (0, 1) and consider a chain Xn with
p+(x) =
1
2
(
1− a+
(x+ 1)β
)
, p−(x) =
1
2
(
1 +
a−
(x+ 1)β
)
, x ≥ 1.
Then, according to (5.1),
π(x) = π(0) exp
{ x∑
k=1
log
(
p+(k)
p−(k − 1)
)}
.
From the definitions of p± we get
log
(
p+(k)
p−(k − 1)
)
= log
(
1− a+
(k + 1)β
)
− log
(
1 +
a−
kβ
)
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Set dβ := max{j : jβ ≤ 1}. Then, by Taylor’s theorem,
log
(
p+(k)
p−(k − 1)
)
= −
dβ∑
j=1
aj+ − (−a−)j
j
k−jβ +O(k−(dβ+1)β).
Therefore,
π(x) ∼ C exp
{
−
dβ−1∑
j=1
aj+ − (−a−)j
j(1− jβ) x
1−jβ − a
dβ
+ − (−a−)dβ
dβ
x∑
k=1
k−dββ
}
. (6.2)
If dββ < 1 then we get
π(x) ∼ C exp
{
−
dβ∑
j=1
aj+ − (−a−)j
j(1 − jβ) x
1−jβ
}
,
and if dββ = 1 then
π(x) ∼ Cxq exp
{
−
dβ−1∑
j=1
aj+ − (−a−)j
j(1− jβ) x
1−jβ
}
,
where q = −(adβ+ −(−a−)dβ )/dβ . In this example we havem1(x) = −(a++a−)/2(x+
1)β and m2(x) = 1− (a+−a−)/2(x+1)β . Then, according to (2.1), the density of a
diffusion with drift−(a++a−)/(x+1)β and diffusion coeficient 1−(a+−a−)/2(x+1)β
is asymptotically equivalent to
C exp
{
−(a++a−)
dβ−1∑
j=1
(a+ − a−)j−1
2j−1(1− jβ) x
1−jβ−(a++a−)(a+ − a−)
dβ−1
2dβ−1
∫ x
1
y−dββdy
}
.
Comparing this expression with (6.2), we see that the main term is the same but
all correction terms have different coefficients. Since the correcrtion terms play a
role in the case β ≤ 1/2 (dβ ≥ 2), we conclude that the densities are asymptotically
equivalent for β < 1/2 only. We also see that if β ≤ 1/2 then it is not sufficient to
know the asymptotic behaviour of the first and second moments.
Our first result concerns the case where, roughly speaking, m1(x) = o(1/
√
x) as
x→∞. More precisely, we assume that
2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
= −r(x) + o(p(x)) as x→∞ (6.3)
where a decreasing differentiable function r(x) > 0 satisfies r(x)x → ∞ as x → ∞
and
r2(x) = o(p(x)) as x→∞, (6.4)
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where p(x) ∈ [0, r(x)] is a decreasing differentiable function which is assumed to be
integrable, ∫ ∞
0
p(x)dx < ∞, (6.5)
An increasing function s(x) is assumed to be of order o(1/r(x)). In view of (6.1),
the condition (6.3) is equivalent to
m
[s(x)]
1 (x) +
m
[s(x)]
2 (x)
2
r(x) = o(p(x)) as x→∞. (6.6)
We also assume that
|p′(x)| ≤ |r′(x)|, |r′(x)| = O(r2(x)) as x→∞. (6.7)
This condition implies, in particular, that
cr := sup
x>0
r(x/2)
r(x)
< ∞. (6.8)
Indeed, for ε > 0,
r((1− ε)x) = r(x)− εxr′(θ) ≤ r(x) + cεxr(θ)/θ,
where θ ∈ [(1− ε)x, x] and c := supx x|r′(x)|/r(x) <∞. Hence,
r((1− ε)x) ≤ r(x) + c ε
1− εr((1− ε)x), (6.9)
so that for ε := 1/(2c + 1) we have
r((1− ε)x) ≤ r(x) + r((1− ε)x)/2, r((1− ε)x) ≤ 2r(x),
which is equivalent to (6.8). It also follows from (6.9) that
r(x) ∼ r(y) if x, y →∞ and x/y → 1. (6.10)
All functions like x−β, x−β logα x with β ∈ (0, 1) satisfy (6.7) with p(x) = 0, at
least eventually in x.
Define
R(x) :=
∫ x
0
r(y)dy. (6.11)
Since xr(x) → ∞, R(x) → ∞. The function R(x) is concave because r(x) is
decreasing. Taking into account the equalities
r(x+ y) = r(x) +
∫ y
0
r′(x+ u)du
= r(x) +O(1)
∫ y
0
r(x+ u)
x+ u
du
= r(x) +O(1)yr(x)/x (6.12)
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as x→∞ uniformly for all |y| ≤ x/2, owing to (6.7) and (6.8), we deduce that
R
(
x+
c
r(x)
)
= R(x) +
∫ c/r(x)
0
r(x+ y)dy
= R(x) + c+O(1/xr(x))
= R(x) + c+ o(1) as x→∞, (6.13)
for any fixed c ∈ R, so that 1/r(x) is a natural step size responsible for constant
increase of the function R(x).
Consider the following function
U(x) :=
∫ x
0
eR(y)dy for x ≥ 0. (6.14)
Note that the function U solves the equation U ′′ − rU ′ = 0. The function U(x) is
convex. Since
U ′(x)(
1
r(x)e
R(x)
)′ = eR(x)(
1− r′(x)r2(x)
)
eR(x)
and |r′(x)| = O(r(x)/x) = o(r2(x)) by (6.7), L’Hospital’s rule yields that
U(x) ∼ 1
r(x)
eR(x) as x→∞. (6.15)
Theorem 6.1. Let Xn be a positive recurrent Markov chain and let π(·) be its
invariant probabilistic measure. Let π have unbounded support, that is, π(x,∞) > 0
for all x. Let (6.1), (6.4)—(6.7) be valid and, for some increasing s(x) = o(1/r(x))
as x→∞,
P{ξ(x) < −s(x)} = o(r(x)p(x)), (6.16)
E
{
U(x+ ξ(x)); ξ(x) > s(x)
}
= o(p(x)r(x))U(x), (6.17)
sup
x
E
{|ξ(x)|3; |ξ(x)| ≤ s(x)} < ∞. (6.18)
Then there exists c > 0 such that, for any h > 0,
π
(
x, x+
h
r(x)
]
∼ c 1− e
−h
r2(x)U(x)
as x→∞.
In particular, the tail of the invariant measure is of Weibullian type as follows:
π(x,∞) ∼ c
r2(x)U(x)
as x→∞.
Notice that the condition (6.4) excludes any function r(x) which decreases like
1/
√
x or slower. In case where |m1(x)| decreases slower than 1/
√
x, the conclusion of
Theorem 6.1 fails, in general. In this case the answer heavily depends on asymptotic
properties of higher moments of the chain jumps.
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In order to present the tail asymptotics for the invariant measure for general
m1(x) we need the following conditions.
Fix some γ ∈ {2, 3, 4, . . .} and assume that there exists a decreasing function
r(x) ∈ Cγ(R+) such that m[s(x)]1 (x) ∼ − b2r(x) as x→∞,
rγ(x) = o(p(x)) as x→∞ (6.19)
and
m
[s(x)]
1 (x) +
γ∑
j=2
m
[s(x)]
j (x)
j!
rj−1(x) = o(p(x)). (6.20)
We also assume that the conditions (6.5) and (6.7) of decreasing differentiable p hold
too. We further assume that the function r(x) is satisfying the condition (6.7) and
that, as x→∞,
r(k)(x) = o(p(x)), p(k)(x) = o(p(x)) for every 2 ≤ k ≤ γ. (6.21)
Define R(x) as in (6.11) and U(x) as in (5.7).
Theorem 6.2. Let Xn be a positive recurrent Markov chain and let π(·) be its
invariant probabilistic measure. Let π have unbounded support, that is, π(x,∞) > 0
for all x. Let (6.1), (6.19)—(6.21) be valid and, for some increasing s(x) = o(1/r(x))
as x→∞,
P{ξ(x) < −s(x)} = o(r(x)p(x)), (6.22)
E
{
U(x+ ξ(x)); ξ(x) > s(x)
}
= o(p(x)r(x))U(x), (6.23)
sup
x
E
{|ξ(x)|γ+1; |ξ(x)| ≤ s(x)} < ∞. (6.24)
Then there exists c > 0 such that, for any h > 0,
π
(
x, x+
h
r(x)
]
∼ c 1− e
−h
r2(x)U(x)
as x→∞.
In particular, the tail of the invariant measure is of Weibullian type as follows:
π(x,∞) ∼ c
r2(x)U(x)
as x→∞.
Notice that the condition (6.23) is fulfilled if, as x→∞,
E
{
U(ξ(x)); ξ(x) > s(x)
}
= o(p(x)) (6.25)
P
{
ξ(x) > s(x)
}
= o(p(x)r(X)). (6.26)
Indeed, since the function R(x) is concave, for y > 0,
U(x+ y) = U(x) +
∫ y
0
eR(x+z)dz
≤ U(x) +
∫ y
0
eR(x)+R(z)dz = U(x) + eR(x)U(y).
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Therefore,
E{U(x+ ξ(x)); ξ(x) > s(x)}
≤ U(x)P{ξ(x) > s(x)}+ eR(x)E{U(ξ(x)); ξ(x) > s(x)},
where the right hand side is of order o(p(x)r(x))U(x) by (6.25), (6.26), and (6.15);
and (6.23) follows.
Let us demonstrate how the function r(x) may be constructed under some regu-
larity conditions. Assume that m
[s(x)]
1 (x) possesses the following decomposition with
respect to some nonnegative decreasing function t(x) ∈ Cγ(R+):
m
[s(x)]
1 = −t(x) +
γ−1∑
j=2
a1,jt
j(x) +O(p(x)), (6.27)
and that, for every k = 2, 3, . . . , γ,
m
[s(x)]
k (x) =
γ−k∑
j=0
ak,jt
j(x) +O(t1−k(x)p(x)), (6.28)
where this function t(x) satisfies the conditions (6.7) and (6.21). Then there exists—
see Lemma 6.8 below—a solution to the equation (6.20) which may be represented
as
r(x) = t(x) +
γ−1∑
j=2
rjt
j(x), (6.29)
for some reals r2, . . . , rγ−1. The function r(x) satisfies the conditions (6.7) and
(6.21). In addition, since its derivative,
r′(x) = t′(x) +O(t(x)t′(x)) = t′(x) + o(t′(x)),
is non-positive ultimately in x, we may redefine the function t(x) on a compact set
so that the function r(x) becomes to be decreasing.
Theorems 6.1 and 6.2 give, at first glance, the same answer:
π
(
x, x+
h
r(x)
]
∼ c 1− e
−h
r2(x)U(x)
.
The difference consists in the choice of the function r(x). In Theorem 6.1 this
function should satisfy (6.6), and in Theorem 6.2 we use (6.20) instead of (6.6).
In order to explain the difference between (6.20) and (6.6) we consider the case
when the fisrt moment behaves regularly. We first assume that (6.6) holds with
r(x) = x−βℓ(x). Due to condition (6.4) we may apply Theorem 6.1 for β > 1/2
only. In this case
R(x) =
∫ x
0
y−βℓ(y) ∼ 1
1− βx
1−βℓ(x).
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Recalling that U(x) ∼ 1r(x)eR(x), we then get
π(x,∞) ∼ c x
β
ℓ(x)
exp
{
−
∫ x
0
y−βℓ(y)dy
}
(6.30)
and, in particular,
log π(x,∞) ∼ − 1
1− βx
1−βℓ(x). (6.31)
If β ≤ 1/2 then we have to use (6.20) with γ = min{k ∈ Z : kβ > 1}. This choice
of γ follows from (6.19). In order to have a simpler representation of the answer
we assume that (6.27) and (6.28) are valid with t(x) = x−βℓ(x). As it has been
mentioned before,
r(x) = x−βℓ(x) +
γ∑
j=2
rjx
−jβℓj(x).
Consequently,
R(x) =
∫ x
0
y−βℓ(y)dy +
γ∑
j=2
rj
∫ x
0
y−jβℓj(y)dy
and
π(x,∞) ∼ c x
β
ℓ(x)
exp
−
∫ x
0
y−βℓ(y)dy +
γ∑
j=2
rj
∫ x
0
y−jβℓj(y)dy
 . (6.32)
Taking logarithm and comparing with (6.31), we see that logarithmic asymptotics
are the same for all β ∈ (0, 1). But exact asymptotics are different. If, for example,
β ∈ (1/3, 1/2] and ℓ(x) ≡ 1 then we get from (6.32)
π(x,∞) ∼ c x
β
ℓ(x)
exp
{
− 1
1− βx
1−β +
r2
1− 2β x
1−2β
}
.
For β > 1/2 we have only the first summand in the exponent. Finally, in the
borderline case β = 1/2 we have
π(x,∞) ∼ cx
β+r2
ℓ(x)
exp
{
− 1
1− βx
1−β
}
,
which again differs from the case β > 1/2.
6.2 An appropriate Lyapunov function and the corre-
sponding change of measure
The Markov chain Xn is assumed to be positive recurrent with invariant measure
π. Let B be a Borel set in R+ with π(B) > 0; in our proofs we consider an interval
(−∞, x0]. Denote, as above,
τB := min{n ≥ 1 : Xn ∈ B}.
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In this section we construct a Lyapunov function which will be used to derive exact
asymptotics of Weibullian type.
Consider the function rp(x) := r(x) − p(x). We have 0 ≤ rp(x) ≤ r(x); this
function is decreasing because
r′p(x) = r
′(x)− p′(x) < 0,
by the condition (6.7). Define
Rp(x) :=
∫ x
0
rp(y)dy, 0 ≤ Rp(x) ≤ R(x),
Up(x) :=
∫ x
0
eRp(y)dy, 0 ≤ Up(x) ≤ U(x).
Since the function rp(x) is decreasing, the function Rp(x) is concave. Since∫ ∞
0
r(y)dy =∞ and Cp :=
∫ ∞
0
p(y)dy <∞,
we have that
Rp(x) = R(x)− Cp + o(1) as x→∞. (6.33)
Therefore,
Up(x) ∼ e−CpU(x) as x→∞. (6.34)
Further, since
U ′p(x)(
1
rp(x)
eRp(x)
)′ = eRp(x)(
1− r′p(x)
r2p(x)
)
eRp(x)
and |r′p(x)| ≤ |r′(x)| = O(r(x)/x) = o(r2(x)) by (6.7), L’Hospital’s rule yields that
Up(x) ∼ 1
rp(x)
eRp(x) ∼ 1
r(x)
eR(x)−Cp as x→∞. (6.35)
Lemma 6.3. Under the conditions of Theorem 6.2, as x→∞,
EUp(x+ ξ(x))− Up(x) = −p(x)r(x)Up(x)
(m[s(x)]2 (x)
2
+ o(1)
)
. (6.36)
Proof. We start with the following decomposition:
EUp(x+ ξ(x))− Up(x) = E{Up(x+ ξ(x))− Up(x); ξ(x) < −s(x)}
+E{Up(x+ ξ(x))− Up(x); |ξ(x)| ≤ s(x)}
+E{Up(x+ ξ(x))− Up(x); ξ(x) > s(x)}. (6.37)
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The first term on the right may be bounded as follows:
|E{Up(x+ ξ(x))− Up(x); ξ(x) < −s(x)}| ≤ Up(x)P{ξ(x) < −s(x)}
= o(p(x)r(x))Up(x), (6.38)
due to the condition (6.22). To estimate the second term on the right side of (6.37),
we make use of Taylor’s theorem:
E{Up(x+ ξ(x))− Up(x); |ξ(x)| ≤ s(x)}
=
γ∑
k=1
U
(k)
p (x)
k!
m
[s(x)]
k (x) + E
{U (γ+1)p (x+ θξ(x))
(γ + 1)!
ξγ+1(x); |ξ(x)| ≤ s(x)
}
,
(6.39)
where 0 ≤ θ = θ(x, ξ(x)) ≤ 1. By the construction of Up,
U ′p(x) = e
Rp(x), U ′′p (x) = rp(x)e
Rp(x) = (r(x)− p(x))eRp(x), (6.40)
and, for k = 3, . . . , γ + 1,
U (k)p (x) = (e
Rp(x))(k−1) =
(
rk−1p (x) + o(p(x))
)
eRp(x) as x→∞,
where the remainder terms in the parentheses on the right are of order o(p(x)) by
the condition (6.21). By the definition of rp(x),
rk−1p (x) = (r(x)− p(x))k−1 = rk−1(x) + o(p(x)),
for k ≥ 3, which implies the relation
U (k)p (x) =
(
rk−1(x) + o(p(x))
)
eRp(x) as x→∞. (6.41)
It follows from the equalities (6.40) and (6.41) that
γ∑
k=1
U
(k)
p (x)
k!
m
[s(x)]
k (x) = e
Rp(x)
( γ∑
k=1
rk−1(x)
k!
m
[s(x)]
k (x) + o(p(x)) − p(x)
m
[s(x)]
2 (x)
2
)
= eRp(x)
(
o(p(x))− p(x)m
[s(x)]
2 (x)
2
)
,
by the condition (6.20). Hence, the equivalence (6.35) yields
γ∑
k=1
U
(k)
p (x)
k!
m
[s(x)]
k (x) = −r(x)p(x)
m
[s(x)]
2 (x)
2
Up(x) + o(r(x)p(x))Up(x).(6.42)
Owing the condition (6.21) on the derivatives of r(x) and the condition (6.19),
U (γ+1)p (x) = (r
γ(x) + o(p(x)))eRp(x)
= o(p(x))eRp(x) = o(p(x)r(x))Up(x).
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Then, since p(x/2) ≤ cp(x), the last term in (6.39) possesses the following bound:
∣∣∣E{U (γ+1)p (x+ θξ(x))
(γ + 1)!
ξγ+1(x); |ξ(x)| ≤ s(x)
}∣∣∣
≤ o(p(x)r(x))Up(x))E
{|ξ(x)|γ+1; |ξ(x)| ≤ s(x)}
= o(p(x)r(x))Up(x),
by the condition (6.18). Therefore, it follows from (6.39) and (6.42) that
E{Up(x+ ξ(x))− Up(x); |ξ(x)| ≤ s(x)}
= −r(x)p(x)m
[s(x)]
2 (x)
2
Up(x) + o(p(x)r(x))Up(x). (6.43)
Finally, the last term in (6.37) is of order o(p(x)r(x))Up(x) due to the equivalence
(6.34) and the condition (6.23). Substituting this together with (6.38) and (6.43)
into (6.37), we arrive at lemma conclusion.
6.3 Proof of Theorem 6.2
Lemma 6.4. Let the conditions of Theorem 6.2 hold. Then there exists an x̂ such
that the mean drift of the function Up(x) possesses the following lower and upper
bounds
−bp(x)r(x)Up(x) ≤ EUp(x+ ξ(x))− Up(x) ≤ 0 for all x > x̂.
Now define a new transition kernel via the following change of measure
Q(x, dy) :=
Up(y)
Up(x)
Px{X1 ∈ dy, τB > 1}, (6.44)
where B = (−∞, x̂]. It follows from the upper bound in Lemma 6.4 that
Q(x,R+) =
E{Up(x+ ξ(x)), τB > 1}
Up(x)
≤ EUp(x+ ξ(x))
Up(x)
≤ 1
for all x > x̂. In other words, Q is a substochastic kernel on (x̂,∞). Furthermore,
combining the lower bound in Lemma 6.4 with the estimate
E{Up(x+ ξ(x)), τB = 1} ≤ Up(x̂)P{x+ ξ(x) ≤ x̂} = o(p(x)r(x)),
we obtain that
q(x) := − logQ(x,R+) = O(p(x)r(x)). (6.45)
Let us consider the following normalised kernel
P̂ (x, dy) =
Q(x, dy)
Q(x,R+)
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and let {X̂n} denote the corresponding Markov chain; let ξ̂(x) be its jump from the
state x. Consequently, performing the inverse change of measure we arrive at the
following basic equality:
Px{Xn ∈ dy, τB > n} = Up(x)
Up(y)
Qn(x, dy)
=
Up(x)
Up(y)
Ex
{
e−
∑n−1
k=0 q(X̂k); X̂n ∈ dy
}
. (6.46)
Lemma 6.5. Under the conditions of Theorem 6.2, as x→∞,
E{ξ̂(x); |ξ̂(x)| ≤ s(x)} ∼ b
2
r(x), (6.47)
E{(ξ̂(x))2; |ξ̂(x)| ≤ s(x)} → b, (6.48)
P{|ξ̂(x)| > s(x)} = o(p(x)r(x)). (6.49)
Moreover, there exists a sufficiently large x̂ such that
E{ξ̂(x); ξ̂(x) ≤ s(x)} ≥ b
4
r(x) for all x ≥ x̂. (6.50)
Proof. It follows from (6.33) and (6.35) that
U ′p(x)
Up(x)
=
eRp(x)
Up(x)
∼ e
R(x)−Cp
1
r(x)e
R(x)−Cp = r(x)
So, the function Up satisfies the condition (4.11) with cU = 1. Also Up satisfies
(4.12) for any s(x) = o(1/r(x)) because
U ′p(x+ y)
U ′p(x)
=
eRp(x+y)
eRp(x)
∼ eR(x+y)−R(x) = e
∫ x+y
x r(z)dz = eO(s(x)r(x)) = eo(1)
as x→∞ uniformly for all |y| ≤ s(x), and, by (6.35),
Up(x+ y)
Up(x)
∼ r(x)
r(x+ y)
eR(x+y)
eR(x)
∼ eR(x+y)−R(x) → 1.
Finally, Up satisfies (4.13) by Lemma 6.4. So, all conditions of Lemma 4.2 are met
and (6.47)–(6.50) follow and the proof is complete.
Therefore, the chain X̂n satisfies the conditions (3.69) and (3.70) of the central
limit theorem, Theorem 3.14, with v̂(x) = br(x)/2 and b̂ = b. Further, the lower
bound (6.50) for the drift of X̂n allows to apply Lemma 3.2 to X̂n and to conclude
that
EyT̂ (t) = EyL̂(x̂, T̂ (t)) < ∞ for all t > y,
so hence, for any initial state X̂0 = y,
P
{
lim sup
n→∞
X̂n =∞
}
= 1.
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In its turn, then it follows from Theorem 2.18 that X̂n →∞ with probability 1.
So, the chain X̂n satisfies all conditions of Theorem 3.14. Furthermore, by The-
orem 3.3, there exists a c <∞ such that
Ĥy(x) :=
∞∑
n=0
Py{X̂n ≤ x} ≤ c1 + x
r(x)
for all x, y > 0. (6.51)
Having this estimate we now prove the following result.
Lemma 6.6. Under the conditions of Theorem 6.2,
h(z) := lim
n→∞Eze
−∑nk=0 q(X̂k) > 0, z > x̂.
Moreover, h(z)→ 1 as z →∞.
Proof. The existence of h(z) is immediate from the monotonicity of the sequence
e−
∑n
k=0 q(X̂k) in n. To show positivity it suffices to prove that
Ez
∞∑
k=0
q(X̂k) <∞, z > x̂. (6.52)
Note that
Ez
∞∑
k=0
q(X̂k) =
∫ ∞
x̂
q(y)Ĥz(dy) ≤ c
∫ ∞
x̂
p(y)r(y)Ĥz(dy),
because q(y) = O(p(y)r(y)). In its turn the latter integral is finite by the following
inequality ∫ ∞
x̂
p(y)r(y)Ĥz(dy) ≤
∞∑
j=0
p(2j x̂)r(2j x̂)Ĥz(2
j+1x̂)
≤ c
∞∑
j=0
p(2j x̂)2j+1x̂,
due to (6.51). The latter sum may be bounded as
4x̂
∞∑
j=0
p(2j x̂)2j−1 ≤ 2x̂p(x̂) + 4x̂
∞∑
j=1
2j∑
k=2j−1+1
p(kx̂)
= 2x̂p(x̂) + 4x̂
∞∑
k=2
p(kx̂),
finiteness of the sum on the right follows from the condition (6.5) and (6.52) follows,
so that the first statement of the lemma is proven.
To prove the second claim we note that it follows from Theorem 2.15 that, for
every fixed N > 0,
Pz{X̂n > N for all n ≥ 1} → 1 as z →∞,
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so that
Ĥz(N)→ 0 as z →∞.
Then, for every fixed N ,
lim
z→∞Ez
∞∑
k=0
q(X̂k) ≤ sup
z>x̂
∫ ∞
N
q(y)Ĥz(dy).
As the previous calculations show,
lim
N→∞
sup
z>x̂
∫ ∞
N
q(y)Ĥz(dy) = 0.
Therefore, we infer that
lim
z→∞Ez
∞∑
k=0
q(X̂k) = 0.
From this relation and Jensen inequality we finally conclude limz→∞ h(z) = 1.
Define measure Hqz on (x̂,∞) by
Hqz (dy) :=
∞∑
n=1
Ez
{
e−
∑n−1
k=0 q(X̂k); X̂n ∈ dy
}
. (6.53)
Combining Lemmas 3.4 and 6.6 and Theorem 3.20 we get the following
Corollary 6.7. For every fixed z ≥ 0 and h > 0,
Hqz
(
x, x+
h
r(x)
]
∼ h(z)Ĥz
(
x, x+
h
r(x)
]
as x→∞.
We again use the representation (4.33) applied to the test function Up which
reads
π(x, x+ h/r(x)] = c∗
∫ x+h/r(x)
x
Hq(dy)
Up(y)
,
whereHq is defined in (4.31). Notice that, in estimating the last integral, it is useless
to follow the integration by parts because of Weibullian nature of the function Up(y)
while integration only works well for regularly varying functions. By this reason we
proceed with dividing the interval (x, x+ h/r(x)) into small equal subintervals. So,
let us fix large m ∈ Z+ and consider points
xk(m) = x+
k − 1
m
h
r(x)
, k ∈ {1, 2, . . . ,m}.
Then ∫ x+h/r(x)
x
Hq(dy)
Up(y)
=
m∑
k=1
∫ xk+1(m)
xk(m)
Hq(dy)
Up(y)
.
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Since the function Up(y) is increasing, we have the following lower and upper bounds
Hq(xk(m), xk+1(m)]
Up(xk+1(m))
≤
∫ xk+1(m)
xk(m)
Hq(dy)
Up(y)
≤ H
q(xk(m), xk+1(m)]
Up(xk(m))
.
The interval [xk(m), xk+1(m)) is asymptotically almost the same interval as
[
xk(m), xk(m)+
h
m
1
r(xk(m))
)
. Hence, for every fixed m, it follows from Theorem 3.4 that, as x→∞,
Hq
(
xk(m), xk+1(m)
] ∼ Ĥ(xk(m), xk+1(m)] ∫
B
h(z)P{X̂0 ∈ dz}
= Ĥ
(
xk(m), xk+1(m)
]∫
B h(z)Up(z)π(dz)∫
B Up(z)π(dz)
.
In its turn, Theorem 3.20 yields asymptotics
Hq
(
xk(m), xk+1(m)
] ∼ c h
mr2(xk(m))
as x→∞,
where
c :=
2
∫
B h(z)Up(z)π(dz)
b
∫
B Up(z)π(dz)
.
This implies the following asymptotic upper bound∫ x+h/r(x)
x
Hq(dy)
Up(y)
≤ (c+ o(1)) h
m
∞∑
k=1
1
r2(xk(m))Up(xk(m))
.
Substituting the asymptotic relation (6.35) for Up, we arrive at the following upper
bound: ∫ x+h/r(x)
x
Hq(dy)
Up(y)
≤ (c+ o(1)) h
m
m∑
k=1
e−R(xk(m))
r(xk(m))
as x→∞.
Letting m → ∞ we approximate the sum on the right multiplied by h/m by the
integral
r(x)
∫ x+h/r(x)
x
e−R(y)
r(y)
dy ∼
∫ h/r(x)
0
e−R(x+y)dy
=
1
r(x)
∫ h
0
e−R(x+y/r(x))dy
∼ 1
r(x)
e−R(x)
∫ h
0
e−ydy =
1− e−h
r(x)
e−R(x) as x→∞,
where we make use of (6.13). In this way the upper bound of Theorem 6.2 is done.
The corresponding lower bound may be derived in the same way and the proof
of Theorem 6.2 is complete.
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6.4 Sufficient condition for existence of r(x)
Lemma 6.8. Assume that m
[s(x)]
1 (x) possesses the following decomposition with re-
spect to some nonnegative decreasing function t(x) ∈ Cγ(R+):
m
[s(x)]
1 (x) = −t(x) +
γ−1∑
j=2
a1,jt
j(x) +O(p(x)), (6.54)
and that, for every k = 2, 3, . . . , γ,
m
[s(x)]
k (x) =
γ−k∑
j=0
ak,jt
j(x) +O(t1−k(x)p(x)), (6.55)
where this function t(x) satisfies the conditions (6.7) and (6.21). Then there exists
a solution to the equation (6.20) which may be represented as
r(x) = t(x) +
γ−1∑
j=2
rjt
j(x), (6.56)
for some reals r2, . . . , rγ−1.
Proof. It is sufficient to find r(x) satisfying the equality
m
[s(x)]
1 (x) + r(x) +
γ∑
j=2
1
j!
m
[s(x)]
j (x)r
j−1(x) = O(p(x)). (6.57)
In order to find the coefficients rj, let us substitute (6.54), (6.55) and (6.56) into
(6.57). Then we arrive at the following equality:
0 =
(
−t(x) +
γ−1∑
j=2
a1,jt
j(x)
)
+
(
t(x) +
γ−1∑
j=2
rjt
j(x)
)
+
γ∑
j=2
1
j!
(γ−j∑
k=0
aj,kt
k(x)
)(
t(x) +
γ−1∑
j=2
rjt
j(x)
)j
.
The coefficient for t2 equals to a1,2 + r2 + a2,0/2, which implies r2 = −a1,2 − a2,0/2.
The coefficient for t3 equals to a1,3 + r3 + (a2,1 + 2a2,0r1)/2 + a3,0/6, which implies
r3 = −a1,3 − (a2,1 + 2a2,0r2)/2 − a3,0/6.
All further coefficients may be found in recursive way.
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6.5 Pre-stationary distribution
In this section we shall always assume that the distribution of Xn converges to π in
total variation distance.
Theorem 6.9. Assume that all the conditions of Theorem 6.2 are valid. If r(x) is
a regularly varying function at infinity with index −β ∈ [−1, 0] then, for any fixed
h > 0,
P{Xn ∈ (x, x+ h/r(x)]}
π(x, x+ h/r(x)]
= Φ
(
n− V (x)√
b 1+β1+3β
x
r3(x)
)
+ o(1)
as x→∞ uniformly for all n, where the function V (x) is given by
V (x) =
∫ x
0
(
γ∑
k=2
m
[s(y)]
k (y)
(k − 2)!k r
k−1(y)
)−1
dy.
Proof. Splitting all trajectories of X by the last visit to B = [0, x̂], we get
P{Xn ∈ dz} =
n∑
j=1
∫
B
P{Xn−j ∈ dy}Py{Xj ∈ dz, τB > j}
=
n∑
j=1
∫
B
P{Xn−j ∈ dy}Up(y)
Up(z)
Qj(y, dz).
Consequently,
P{Xn ∈ (x, x+ h/r(x)]} =
n∑
j=1
∫
B
P{Xn−j ∈ dy}Up(y)
∫ x+h/r(x)
x
1
Up(z)
Qj(y, dz).
(6.58)
Fix a sequence Nx →∞ such that Nx = o(1/r2(x)). Then, since Q is substochastic
and Up is increasing,
n∑
j=n−Nx+1
∫
B
P{Xn−j ∈ dy}Up(y)
∫ x+h/r(x)
x
1
Up(z)
Qj(y, dz)
≤ NxUp(x̂)
Up(x)
= o
( 1
r2(x)Up(x)
)
. (6.59)
Furthermore, for all j ≤ n−Nx, the distribution of Xn−j converges in total variation
to π, see (5.65). Therefore,
n−Nx∑
j=1
∫
B
P{Xn−j ∈ dy}Up(y)
∫ x+h/r(x)
x
1
Up(z)
Qj(y, dz)
= (1 + o(1))
n−Nx∑
j=1
∫
B
π(dy)Up(y)
∫ x+h/r(x)
x
1
Up(z)
Qj(y, dz). (6.60)
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Similar to (6.59),
n∑
j=n−Nx+1
∫
B
π(dy)Up(y)
∫ x+h/r(x)
x
1
Up(z)
Qj(y, dz) = o
( 1
r2(x)Up(x)
)
.(6.61)
Combining (6.58)—(6.61), we obtain
P{Xn ∈ (x, x+ h/r(x)]}
= (1 + o(1))
∫
B
π(dy)Up(y)
∫ x+h/r(x)
x
1
Up(z)
n∑
j=1
Qj(y, dz) + o
( 1
r2(x)Up(x)
)
= (c∗ + o(1))
∫ x+h/r(x)
x
Ĥ
(q)
n (dz)
Up(z)
+ o
( 1
r2(x)Up(x)
)
, (6.62)
where X̂0 is defined in (4.32) and
Ĥ(q)n (A) :=
n∑
j=1
E{e−
∑j−1
i=0 q(X̂i); X̂j ∈ A}.
Moreover, the distribution of X̂0 and the constant c are the same as in the proof of
Theorem 6.2.
Since Up is increasing, we deduce the following lower and upper bounds
H
(q)
n (x, x+ h/r(x)]
Up(x+ h/r(x))
≤
∫ x+h/r(x)
x
Ĥ
(q)
n (dz)
Up(z)
≤ H
(q)
n (x, x+ h/r(x)]
Up(x)
. (6.63)
In order to apply Theorem 3.22 we need to find a regularly varying decreasing
function v(x) such that v′(x) = O(v(x)/x) and
m̂
[s(x)]
1 (x) := E{ξ̂(x); |ξ̂(x)| ≤ s(x)} = v(x) + o(
√
v(x)/x). (6.64)
By definition of ξ̂(x),
m̂
[s(x)]
1 (x) =
E {Up(x+ ξ(x))ξ(x); |ξ(x)| ≤ s(x)}
Q(x,R+)Up(x)
. (6.65)
By Taylor’s theorem,
E{Up(x+ ξ(x))ξ(x); |ξ(x)| ≤ s(x)}
=
γ∑
k=1
U
(k−1)
p (x)
(k − 1)! m
[s(x)]
k (x) + E
{U (γ)p (x+ θξ(x))
γ!
ξγ+1(x); |ξ(x)| ≤ s(x)
}
.
It is clear that assumption (6.24) implies boundedness of functions m
[s(x)]
k (x) for all
k ≤ γ + 1. From this fact and from (6.40) and (6.41) we infer that
E {Up(x+ ξ(x))ξ(x); |ξ(x)| ≤ s(x)} = Up(x)m[s(x)]1 (x) + U ′p(x)
γ∑
k=2
m
[s(x)]
k (x)
(k − 1)! r
k−2(x)
+o(p(x)r(x))Up(x) +O(r
γ(x))Up(x).
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By (6.19),
E {Up(x+ ξ(x))ξ(x); |ξ(x)| ≤ s(x)}
= Up(x)m
[s(x)]
1 (x) + U
′
p(x)
γ∑
k=2
m
[s(x)]
k (x)
(k − 1)! r
k−2(x) +O(p(x))Up(x).
Substituting this relation into (6.65) and using Q(x,R+) = 1 +O(r(x)p(x)), which
is immediate from (6.45), we conclude that
m̂
[s(x)]
1 (x) = m
[s(x)]
1 (x) +
U ′p(x)
rp(x)Up(x)
γ∑
k=2
m
[s(x)]
k (x)
(k − 1)! r
k−1(x) +O(p(x)) (6.66)
Recalling that U ′p(x) = eRp(x) and using r′p(x) = O(rp(x)/x) we get
(U ′p(x)− rp(x)Up(x))′ = −r′p(x)Up(x) = O
(Up(x)rp(x)
x
)
.
Since rp(x)Up(x) ∼ eRp(x), we have
|U ′p(x)− rp(x)Up(x)| ≤ c1
∫ x
1
eRp(y)
y
dy for some c1 <∞.
The derivative of Up(x)/x is asymptotically equivalent to e
Rp(x)/x because r(x)x→
∞. Therefore, by L’Hopital’s rule,
|U ′p(x)− rp(x)Up(x)| = O(Up(x)/x),
or, in other words,
U ′p(x)
rp(x)Up(x)
= 1 +O(1/xr(x))
Plugging this into (6.66), we obtain
m̂
[s(x)]
1 (x) = m
[s(x)]
1 (x) +
γ∑
k=2
m
[s(x)]
k (x)
(k − 1)! r
k−1(x) +O(1/x).
According to (6.20),
m
[s(x)]
1 (x) = −
γ∑
k=2
m
[s(x)]
k (x)
k!
rk−1(x) + o(p(x)).
As a result we have the following asimptotic expansion for the expectation of the
threshold at levels ±s(x) of jumps for the chain X̂n
m̂
[s(x)]
1 (x) =
γ∑
k=2
m
[s(x)]
k (x)
(k − 2)!k r
k−1(x) +O(1/x).
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Now it is clear that (6.64) is valid with
v(x) =
γ∑
k=2
m
[s(x)]
k (x)
(k − 2)!k r
k−1(x),
because, for some c2 > 0,
x
√
v(x)/x =
√
v(x)x ≥ c2
√
r(x)x → ∞ as x→∞,
and so
1/x = o(
√
v(x)/x) as x→∞.
The function v(x) is regularly varying at infinity since
v(x)
r(x)
∼ m
[s(x)]
2 (x)
2
→ b
2
.
Combining Theorem 3.22 and Lemma 3.4, we get
H(q)n
(
x, x+
h
r(x)
]
∼ h
r2(x)
Φ
(
n− V (x)√
b 1+β1+3β
x
r3(x)
)
+ o
( 1
r2(x)
)
.
From this estimate and Up(x+h/r(x)) ∼ ehUp(x)—as follows from (6.13)—we infer
from (6.63) that
Up(x)r
2(x)
∫ x+h/r(x)
x
Ĥ
(q)
n (dz)
Up(z)
≤ hΦ
(
n− V (x)√
b 1+β1+3β
x
r3(x)
)
+ o(1)
and
Up(x)r
2(x)
∫ x+h/r(x)
x
Ĥ
(q)
n (dz)
Up(z)
≥ he−hΦ
(
n− V (x)√
b 1+β1+3β
x
r3(x)
)
+ o(1).
Splitting the interval (x, x + h/r(x)] into smaller intervals as it has been done in
Theorem 6.2, one can get
Up(x)r
2(x)
∫ x+h/r(x)
x
Ĥ
(q)
n (dz)
Up(z)
∼ (1− e−h)Φ
(
n− V (x)√
b 1+β1+3β
x
r3(x)
)
+ o(1).
Plugging this into (6.62), we get
P{Xn ∈ (x, x+ h/r(x)]} = c∗ 1− e
−h
r2(x)Up(x)
Φ
(
n− V (x)√
b 1+β1+3β
x
r3(x)
)
+ o
( 1
r2(x)Up(x)
)
.
Combining this with Theorem 6.2, we then get
P{Xn ∈ (x, x+ h/r(x)]}
π(x, x+ h/r(x)]
= Φ
(
n− V (x)√
b 1+β1+3β
x
r3(x)
)
+ o(1)
and the proof is complete.
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Chapter 7
Applications
7.1 Random walks conditioned to stay positive
Let Sn be a random walk with independent and identically distributed increments
ξk, that is, Sn = ξ1 + ξ2 + . . . + ξn, n ≥ 1. Let τx be the first moment when Sn
starting at x is non-positive:
τx := min{n ≥ 1 : x+ Sn ≤ 0}.
We shall assume that the random walk Sn is oscillating. In particular, P{τx <∞} =
1 for any starting point x. Let χ− denote the first weak descending ladder height
of Sn, that is, χ
− = −Sτ0 . Let V (x) denote the renewal function corresponding to
weak descending ladder epochs of our random walk:
V (x) := 1 +
∞∑
k=1
P{χ−1 + χ−2 + . . .+ χ−k < x}
where χ−k are independent copies of χ
−.
It is well-known—see e.g. Bertoin and Doney [8]—that V (x) is a harmonic
function for Sn killed at leaving (0,∞). More precisely,
V (x) = E{V (x+ S1); τx > 1}, x ≥ 0.
This implies that Doob’s h-transform
P (x, dy) :=
V (y)
V (x)
P{x+ S1 ∈ dy, τx > 1}
defines a stochastic transition kernel on R+. Let Xn be the corresponding Markov
chain. It is usually called the random walk conditioned to stay positive. This defi-
nition via Doob’s h-transform is equivalent to the construction of the random walk
conditioned to stay positive via the weak limit of conditional distributions, see [8].
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We now show that if Eξ1 = 0 and Eξ
2
1 =: σ
2 ∈ (0,∞), thenXn has asymptotically
zero drift. Indeed, it follows from the definition of the kernel P that
m1(x) :=
1
V (x)
E{V (x+ ξ1)ξ1; ξ1 > −x}
=
1
V (x)
E{(V (x+ ξ1)− V (x))ξ1; ξ1 > −x}+ E{ξ1; ξ1 > −x}
=
1
V (x)
E{(V (x+ ξ1)− V (x))ξ1; ξ1 > −x}+ o(1/x),
by the finiteness of Eξ21 . This assumption also implies that ladder heights have finite
expectation, so by the key renewal theorem,
V (x+ y)− V (x) → y
Eχ−
as x→∞, (7.1)
and hence (V (x + ξ1) − V (x))ξ1 converges a.s. to ξ21/Eχ− as x → ∞. By (7.1),
supx(V (x+ 1) − V (x)) =: c <∞ which yields |V (x+ y)− V (x)| ≤ c(|y| + 1). This
allows to apply the Lebesgue theorem on dominated convergence and to infer that
E{(V (x+ ξ1)− V (x))ξ1; ξ1 > −x} → Eξ
2
1
Eχ−
=
σ2
Eχ−
.
By the renewal theorem, V (x) ∼ x/Eχ− and hence
m1(x) ∼ σ
2
x
as x→∞. (7.2)
For the second moment we have
m2(x) :=
1
V (x)
E{V (x+ ξ1)ξ21 ; ξ1 > −x}
=
1
V (x)
E{(V (x+ ξ1)− V (x))ξ21 ; ξ1 > −x}+ E{ξ21 ; ξ1 > −x}
=
1
V (x)
E{(V (x+ ξ1)− V (x))ξ21 ; ξ1 > −x}+ σ2 + o(1).
Since
|V (x+ ξ1)− V (x)|ξ21 ≤ c(1 + |ξ1|)ξ21 ≤ c(1 + x)ξ21 for all |ξ1| ≤ x
and
|V (x+ ξ1)− V (x)|
V (x)
ξ21
a.s.→ 0 as x→∞,
we get, again by the Lebesgue theorem,
1
V (x)
E{(V (x+ ξ1)− V (x))ξ21 ; |ξ1| ≤ x} → 0 as x→∞.
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Therefore,
m2(x) =
1
V (x)
E{(V (x+ ξ1)− V (x))ξ21 ; ξ1 > x}+ σ2 + o(1).
If E{ξ31 ; ξ1 > 0} is finite, then we may apply the Lebesgue theorem to the expectation
over the event {ξ1 > 0} too and get that m2(x)→ σ2 as x→∞. But if E{ξ31 ; ξ1 >
0} = ∞ then E{(V (x + ξ1) − V (x))ξ21 ; ξ1 > x} is infinite for all x ≥ 0. Therefore,
m2(x) ≡ ∞ for all random walks with E{ξ31 ; ξ1 > 0} =∞.
Clearly, one can directly show that any random walk conditioned to stay positive
is transient while the classical Lamperti criterion for transience—where at least the
second moment of jumps is assumed to be finite—is applicable to random walks
conditioned to stay positive in the only case where E{ξ31 ; ξ1 > 0} is finite.
Moreover, to the best of our knowledge, all known results on the convergence
towards Γ-distribution for Markov chains, see Klebaner, Kersting and [17], assume
convergence of m2(x). But it is well-known that the finiteness of σ
2 is sufficient for
the convergence of X2n/n towards Γ-distribution.
It would be natural if general limiting results for Markov chains with asymp-
totically zero drift include the known results for random walks conditioned to stay
positive as important special example of Markov chain with asymptotically zero
drift, otherwise it would look quite strange. It was the main motivation for us to
state conditions for convergence to Γ-distribution in terms of truncated moments
and tail probabilities.
Repeating the arguments used before for the threshold x, we can conclude that
m
[s(x)]
1 (x) ∼
σ2
x
, m
[s(x)]
2 (x) → σ2
for any s(x) → ∞ satisfying s(x) = o(x). Thus, in order to apply our criterion for
transience, it remains to show that
P{ξ(x) < −s(x)} ≤ p(x)
x
, (7.3)
for some decreasing integrable function p. According to the construction of Xn, this
is equivalent to the upper bound
1
V (x)
E{V (x+ ξ1); ξ1 < −s(x)} ≤ p(x)
x
.
The function V is increasing and V (x) ∼ C0x, hence it suffices to show that
P{ξ1 < −s(x)} ≤ p(x)
x
for some s(x) = o(x). Indeed, by the assumption Eξ21 <∞, there exists an increasing
unbounded function f such that Eξ21f
2(|ξ1|) <∞. It is equivalent to the integrability
of the decreasing function
p(x) := E{|ξ1|f(|ξ1|); |ξ1|f(|ξ1|) > x}.
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Then
E{|ξ1|; |ξ1|f(|ξ1|) > x} ≤ p(x),
or, equivalently,
E{|ξ1|; |ξ1| > s(x)} ≤ p(x), (7.4)
where s(x) is the inverse to xf(x), so s(x) → ∞ and s(x) = o(x). Hence, by
Chebyshev’s inequality,
P{|ξ1| > s(x)} ≤ p(x)
x
. (7.5)
As we have seen above, (7.5) implies (7.3). Thus, Xn is transient.
To apply Theorem 3.7 on convergence to Γ-distribution, we additionally need to
check that
P{ξ(x) > s(x)} ≤ p(x)
x
,
which is equivalent to
1
V (x)
E{V (x+ ξ1); ξ1 > s(x)} ≤ p(x)
x
.
Since V has asymptotically linear growth, we may reduce the previous condition to
E{x+ ξ1; ξ1 > s(x)} ≤ p(x),
which follows immediately from (7.4) and (7.5). Therefore, by Theorem 3.7,
X2n
n
⇒ Γ3/2,2σ2 as n→∞. (7.6)
In addition, the convergence to Γ-distribution is also accompanied by asymptotics
for integral renewal function; by Theorem 3.8,
H(0, x] ∼ x
2
σ2
as x→∞.
Random walks conditioned to stay positive are quite special examples of Markov
chains with asymptotically zero drift. Their close connection to ordinary random
walks allows one to obtain a number of further results. More precisely, by the
definition of the transition kernel of Xn,
Pz{Xn ∈ dx} = V (x)
V (z)
P{z + Sn ∈ dx, τz > n}. (7.7)
This allows one to use the fluctuation theory of random walks in order to derive
results for random walks conditioned to stay positive. For example, Caravenna
and Chaumont [13] have proved a functional limit theorem for Xn, Bryn-Jones and
Doney [12] proved a local limit theorem for Xn. Using results of Doney [20] one
can also derive asymptotics of local probabilities of small deviations of Xn. Finally,
results by Jones and Doney [21] can be tranfered into asymptotics of large deviation
probabilities for a random walk conditioned to stay positive.
For a random walk conditioned to stay positive one can prove the following
version of the key renewal theorem.
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Proposition 7.1. Assume that Eξ1 = 0, Eξ
2
1 ∈ (0,∞) and that the distribution of
ξ1 is non-latticed. Then, for every fixed ∆ > 0,
h(x) := H(x+∆)−H(x) ∼ 2∆
σ2
x as x→∞.
Proof. Define
u(x) := E
[
τ0−1∑
n=1
I{Sn ∈ (x, x+∆]}
]
=
∞∑
n=1
P{Sn ∈ (x, x+∆], τ0 > n}.
Let χ+k be independent copies of the first strict ascending ladder height χ
+. Then,
by the classical duality lemma,
∞∑
n=1
P{Sn ∈ (x, x+∆], τ0 > n} =
∞∑
k=1
P{χ+1 + χ+2 + . . . + χ+k ∈ (x, x+∆]}.
Applying strong renewal theorem, we conclude that
u(x) ∼ ∆
Eχ+
, x→∞. (7.8)
This gives the asymptotic for h in case when X0 = 0. Indeed, by (7.7) with z = 0,
∞∑
n=1
P0{Xn ∈ (x, x+∆]} =
∞∑
n=1
∫ x+∆
x
V (y)P{Sn ∈ dy, τ0 > n}
∼ V (x)
∞∑
n=1
P{Sn ∈ (x, x+∆], τ0 > n} = V (x)u(x).
Recalling that V (x) ∼ x/Eχ− and using (7.8), we obtain
∞∑
n=1
P0{Xn ∈ (x, x+∆]} ∼ ∆
Eχ−Eχ+
x.
Now it remains to use the well-known identity
Eχ−Eχ+ =
σ2
2
.
In view of (7.7), for fixed z > 0,
∞∑
n=1
Pz{Xn ∈ (x, x+∆]} ∼ V (x)
V (z)
∞∑
n=1
P{z + Sn ∈ (x, x+∆], τz > n}
= E
[
τz∑
n=1
I{Sn ∈ (x, x+∆]}
]
.
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Splitting the trajectory of Sn by descending ladder epoch into independent cycles
and recalling the definition of u(x), we obtain
E
[
τz∑
n=1
I{Sn ∈ (x, x+∆]}
]
= u(x− z) + E
[
θz−1∑
k=1
u(x− z + χ−1 + . . .+ χ−k )
]
, (7.9)
where
θz := min{k ≥ 1 : χ−1 + . . .+ χ−k ≥ z}.
By (7.8),
E
[
τz∑
n=1
I{Sn ∈ (x, x+∆]}
]
∼ ∆
Eχ+
E[θz]
Noting that E[θz] = V (z) and recalling V (x) ∼ x/Eχ+, we finally get
∞∑
n=1
Pz{Xn ∈ (x, x+∆]} ∼ ∆
Eχ+Eχ−
x =
2∆
σ2
x
for every fixed z.
In order to have the same asymptotics for any initial distribution of the chain it
suffices to show that
sup
z
1
x
∞∑
n=1
Pz{Xn ∈ (x, x+∆]} <∞ (7.10)
for all x ≥ x̂. It follows from (7.7) and (7.9) that
∞∑
n=1
Pz{Xn ∈ (x, x+∆]}
≤ V (x+∆)
V (z)
(
u(x− z) + E
[
θz−1∑
k=1
u(x− z + χ−1 + . . .+ χ−k )
])
.
Since every renewal function is subadditive, supx u(x) =: u0 <∞. Consequently,
∞∑
n=1
Pz{Xn ∈ (x, x+∆]} ≤ V (x+∆)
V (z)
u0Eθz = V (x+∆)u0.
(7.10) follows now from the asymptotic linearity of V . Thus the proof is complete.
7.2 Reflected random walks with zero drift
Let ηn be a sequence of independent, identically distributed random variables with
zero mean and finite variance. The chain defined by
Xn+1 = |Xn + ηn+1|, n ≥ 0. (7.11)
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is usually called reflected random walk. It follows from (7.11) that
ξ(x) = (x+ η)I{x + η ≥ 0} − (x+ η)I{x+ η < 0} − x
= η − 2(x+ η)I{x + η < 0} = η − 2(x+ η)−.
This representation implies that, for any function s(x) < x,
m
[s(x)]
1 (x) = E[η; |η| ≤ s(x)] + E[η + 2(x+ η)−; |η + 2(x+ η)−| ≤ s(x), η < −x]
= E[η; |η| ≤ s(x)]− E[2x+ η;−2x− s(x) ≤ η ≤ −2x+ s(x)].
From this equality and the assumption Eη = 0 we infer that
|m[s(x)]1 (x)| ≤ E[|η|; |η| > s(x)] + s(x)P{η ≤ −2x+ s(x)} ≤ 2E[|η|; |η| > s(x)].
The assumption Eη2 < ∞ imlies that there exists function s(x) = o(x) such that
E[|η|; |η| > s(x)] is integrable. Consequently, |m[s(x)]1 (x)| is also integrable. Taking
into account that
m
[s(x)]
2 (x)→ Eη2 ∈ (0,∞),
we finally obtain
m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
= o(p(x))
for some decreasing integrable function p(x) with p′(x) = o(x−2). Therefore, the
reflected random walk Xn satisfies (5.5) with r(x) ≡ 0. This implies that U(x) = x
in this case. Furthermore, the validity of (5.8), (5.9) and (5.10) follows easily from
the assumption Eη2 <∞. Consequently, we may apply Theorems 5.1, 5.11 and 5.17
to the reflected random walk Xn:
π(ax, x] ∼ c(1− a)x as x→∞, (7.12)
Px{τx̂ > n} ∼ V (x)
Γ(3/2)
√
2Eη2
n−1/2 (7.13)
and
P{Xn > u
√
n|τx̂ > n} ∼ e−u2/2Eη2 as n→∞. (7.14)
Asymptotics in (7.13) and (7.14) coinside with that for ordinary random walks,
only the function V (x) can be different. This difference comes from the fact that
reflection at zero can happen in such a way that the position after the reflection is
again bigger than x̂.
Relation (7.12) implies that Xn is null recurrent. Recurrence of relected random
walks with finite second moments of increments has been shown by Kemperman [38].
The non-positivity in case of zero mean is immediate from the fact that ordinary
driftless random walk is null-recurrent.
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7.3 Branching processes
We are going to consider branching processes with reproduction laws depending on
the number of particles in the population: If there are k particles then the offspring
of every particle is an independent copy of a random variable ζ(k). Furthermore, we
assume that there is a time-homogeneous migration of particles. This will be mod-
elled by a sequence ηn of independent and identically distributed random variables.
As a consequence we have the following Markov chain:
Zn+1 :=
(
Zn∑
i=1
ζn+1,i(Zn) + ηn+1
)+
, n ≥ 0, (7.15)
where {ζn,i(k), n ≥ 0, i ≥ 1} are independent copies of ζ(k).
There is also a different way of introducing migration of particles:
Yn+1 :=
(Yn+ηn+1)+∑
i=1
ζn+1,i(Yn), n ≥ 0. (7.16)
The only difference between these two models consists in the order of branching
and migration at every time step. In (7.15) one performs first branching and then
migration, and in (7.16) these two mechanisms appear in the reversed order.
We shall assume that offspring random variables ζ(k) are such that
k(Eζ(k)− 1)→ a ∈ R (7.17)
and
σ2(k) := E(ζ(k)− Eζ(k))2 → σ2 ∈ (0,∞) (7.18)
as k → ∞. Under these assumptions one can easily determine the asymptotic
behaviour of moments of Zn:
E{Zn+1 − Zn|Zn = k} ∼ a+ Eη,
E{(Zn+1 − Zn)2|Zn = k} ∼ σ2k.
For the relation in the second line one has to assume that Eη2 is finite.
Linearly growing variances complicate the analysis of Zn significantely. In order
to get bounded variances we shall consider the chain
Xn :=
√
Zn, n ≥ 0.
First of all we are going to show that this Markov chain has asymptotically zero
drift and bounded second moments. Our proof of this fact is based on the following
technical result.
Lemma 7.2. Set Sk = ζ
0
1 (k) + ζ
0
2 (k) + . . . + ζ
0
k(k), where ζ
0
j (k) are independent
copies of ζ(k) − Eζ(k). Assume that (7.17) and (7.18) are valid. If there exists
ε(k)→ 0 such that
E{ζ2(k); ζ(k) > kε(k)} = o(1), k →∞ (7.19)
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then there exists δ(k)→ 0 such that
E{|Sk|; |Sk| > kδ(k)} = o(1) (7.20)
and
E{S2k ; |Sk| > kδ(k)} = o(k). (7.21)
Proof. According to (7.18), the variances of ζ(k) are bounded. Then, by the Fuk-
Nagaev inequality, see Corollary 1.11 in [57],
P{|Sk| > x} ≤ C(r)
(
k
x2
)r
+ kP{|ζ01 (k)| > x/r} (7.22)
for each r > 1. Therefore,
E{|Sk|2; |Sk| ≥ x}
= x2P{|Sk| ≥ x}+ 2
∫ ∞
x
yP{|Sk| ≥ y}dy
≤ C(r)
[
kr
x2r−2
+ 2kr
∫ ∞
x
y1−2rdy
]
+ k
[
x2P{|ζ01 (k)| ≥ x/r}+ 2
∫ ∞
x
yP{ζ01(k) ≥ y/r}dy
]
≤ r
r − 1C(r)
kr
x2r−2
+ kr2E{(ζ01 (k))2; |ζ01 (k)| ≥ x/r}.
Take r = 3 and x = kδ(k) with some δ(k) ≥ 3ε(k). Noting that
{|ζ01 (k)| ≥ kδ(k)/3} ⊂ {ζ(k) ≥ kδ(k)/3}
for all k suficiently large, we obtain
E{S2k; |Sk| ≥ kδ(k)} ≤ Ck
(
1
k2δ4(k)
+ E{ζ2(k); ζ(k) ≥ kδ(k)/3}
)
. (7.23)
Choosing
δ(k) = max
{
k−1/4, 3ε(k),E{ζ2(k); ζ(k) ≥ kε(k)}
}
in (7.23), we get
E{S2k; |Sk| ≥ kδ(k)} = O(kδ(k)).
(7.20) and (7.21) follow easily from this estimate.
We are now in position to determine the asymptotic behaviour of the truncated
moments of the chain Xn.
Proposition 7.3. Assume that (7.17), (7.18) and (7.19) are valid. If Eη is finite
then there exists a function s(x) = o(x) such that the truncated moments of the
chain Xn satisfy, as x→∞,
m
[s(x)]
1 (x) ∼
a+ Eη − σ2/4
2x
, (7.24)
m
[s(x)]
2 (x) ∼
σ2
4
. (7.25)
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Furthermore, if the family ζ(k) satisfies the Lindeberg condition
E{ζ2(k); ζ(k) > ε
√
k} = o(1) for every ε > 0, (7.26)
then, as k → ∞, ξ(√k) converges in distribution towards the normal law with zero
mean and variance σ2/4, i.e. the chain Xn is asymptotically homogeneous.
Proof. According to the definition of Xn,
ξ(
√
k) =
√
(k + ak + Sk + η)+ −
√
k,
where ak := k(Eζ(k)− 1). Then, for any s(x) = o(x) and all k sufficiently large,
Ak :={|ξ(
√
k)| ≤ s(
√
k)}
={−2
√
ks(
√
k) + s2(
√
k)− ak ≤ Sk + η ≤ 2
√
ks(
√
k) + s2(
√
k)− ak}
⊃{|Sk + η| ≤
√
ks(
√
k)}. (7.27)
Therefore,
E{|Sk + η|;Ack} ≤ E{|Sk + η|; |Sk + η| >
√
ks(
√
k)}
≤ 2E
{
|Sk|; |Sk| ≥ 1
2
√
ks(
√
k)
}
+ 2E
{
|η|; |η| ≥ 1
2
√
ks(
√
k)
}
.
Choosing s(
√
k) ≥ 2√kδ(k) with δ(k) from Lemma 7.2 and applying (7.20), we have
E
{
|Sk|; |Sk| ≥ 1
2
√
ks(
√
k)
}
= o(1).
Furthermore, it follows from the assumption E|η| <∞ that there exists s(x) = o(x)
such that
E
{
|η|; |η| ≥ 1
2
√
ks(
√
k)
}
= o(1).
As a result,
E{|Sk + η|;Ack} = o(1).
This, in its turn, implies that
E{Sk + η;Ak} = E{Sk + η} − E{Sk + η;Ack} = Eη + o(1). (7.28)
Using (7.21), we get
1
k
E{S2k ;Ak} = σ2(k)−
1
k
E{S2k ;Ack} = σ2 + o(1). (7.29)
Note also that
1
k
E{|ηSk|;Ak} ≤ 1
k
E{|η|}E{|Sk|} = O(k−1/2). (7.30)
7.3. BRANCHING PROCESSES 151
Moreover, noting that Ak ⊂ {|η| ≤ 4
√
ks(
√
k) + |Sk|} for all k sufficiently large, we
have
E{η2;Ak} ≤ E{η2; |η| ≤ 4
√
ks(
√
k) + |Sk|}.
By the assumption E|η| <∞,
E{η2; |η| ≤ x} ≤ xE|η|.
Thus,
E{η2;Ak} ≤ E|η|(4
√
ks(
√
k) + E|Sk|).
It follows from the Jensen inequality that E|Sk| ≤ σ(k)
√
k. Summarising,
1
k
E{η2;Ak} = o(1). (7.31)
Combining (7.29)–(7.31), we obtain
1
k
E{(Sk + η)2;Ak} = σ2 + o(1). (7.32)
Using Taylor’s theorem, we get
ξ(
√
k) =
√
(k + ak + Sk + η)+ −
√
k =
1
2
ak + Sk + η√
k
− 1 + o(1)
8
(ak + Sk + η)
2
k3/2
uniformly on the set Ak. Then, using (7.28) and (7.32), and recalling that ak → a,
we obtain
√
km
[s(
√
k)]
1 (
√
k) =
√
kE{ξ(
√
k);Ak} → a+ Eη − σ
2/4
2
.
To determine the asymptotic behaviour of second moments we note that, uniformly
on Ak,
ξ2(
√
k) =
(
ak + Sk + η√
k +
√
(k + ak + Sk + η)+
)2
=
(ak + Sk + η)
2
4k
(1 + o(1)).
Using (7.32) once again we conclude that
m
[s(
√
k)]
2 (
√
k) = E{ξ2(
√
k);Ak} = σ
2
4
+ o(1).
It remains to prove that (7.26) implies the weak convergence of ξ(
√
k). Since the
variances σ2(k) are bounded, P{|Sk| > k3/4} → 0. Then
P{ξ(
√
k) ∈ A} = P{
√
k + ak + Sk + η −
√
k ∈ A, |Sk| ≤ k3/4, |η| ≤ k3/4}+ o(1)
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for every Borel set A. On the set {|Sk| ≤ k3/4, |η| ≤ k3/4} we have√
k + ak + Sk + η −
√
k
=
ak + Sk + η√
k + ak + Sk + η +
√
k
=
Sk
2
√
k
1
1 +
√
1 + (ak + Sk + η)/k
+
ak + η√
k + ak + Sk + η +
√
k
=
Sk
2
√
k
(1 + o(1)).
Now it remains to note that (7.26) implies that Sk/σ(k)
√
k converges towards the
standard normal law.
Theorem 7.4. Assume that the conditions of Proposition 7.3 are valid. If P{η >
0} > 0, a+ Eη > σ2/2 and
kP{ζ(k) > kε(k)} ≤ qk (7.33)
for some ε(k) → 0 and some decreasing and summable sequence qk, then Zn is
transient and, moreover, Znn converges weakly to the Γ-distribution with mean a+Eη
and variance (a+ Eη)σ2/2.
Proof. We are going to apply Theorem 2.18 and Theorem 3.7. The assumption
P{η > 0} > 0 implies that the chain Xn is irreducible, that is, lim supXn =∞ with
probability one. Further, in view of Proposition 7.3, it remains to show that (3.39)
is valid. Clearly, this condition is equivalent to integrability of xP{|ξ(x)| > s(x)}.
Substituting x = y1/2 we infer that integrability of xP{|ξ(x)| > s(x)} is equiva-
lent to integrability of P{|ξ(√y)| > s(√y)}. Consequently, it suffices to show that
there exists s(x) = o(x) such that P{|ξ(√k)| > s(√k)} is bounded by a decreasing
summable sequence.
It follows from (7.27) that
P{|ξ(
√
k)| > s(
√
k)} = P{Ack} ≤ P{|Sk + η| >
√
ks(
√
k)}
≤ P{|Sk| >
√
ks(
√
k)/2} + P{|η| >
√
ks(
√
k)/2}.
Since E|η| <∞, there exists an increasing unbounded function f such that E|η|f(|η|)
is finite. Therefore, there exists δ(k) ↓ 0 such that kδ(k) is increasing and
∞∑
k=1
P{|η| > kδ(k)} <∞.
Therefore, it remains to prove that P{|Sk| >
√
ks(
√
k)/2} can be bounded by a
decrasing summable sequence. According to (7.22) with r = 2,
P{|Sk| >
√
ks(
√
k)/2} ≤ C
(s(
√
k))4
+ kP{ζ(k) >
√
ks(
√
k)/4}.
Taking into account (7.33), we get the desired upper bound. Consequently, the
statement of the corollary follows from Theorem 2.18 and Theorem 3.7.
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Assume that all the conditions of Theorem 7.4 are valid but P{η ≤ 0} = 1.
Then 0 is the absorbing state. In order to have a irreducible chain we may also
add a transition at zero: If Xn = 0 we put Xn+1 = 1. Thus, this transformed
chain is transient. This implies that q := P{Zn → ∞} > 0. Moreover, we may
apply Theorem 3.7 to this chain. Since this transformed chain visits 0 finite number
of times, we conclude that the distribution of Zn/n conditioned on {Zn → ∞}
converges to the same Γ-distribution:
P
{
Zn
n
≤ x
}
→ (1− q) + qΓ(x). (7.34)
For state-dependent processes without migration the weak convergence to the
Γ-distribution has been obtained in several papers. Klebaner [41] has shown this
convergence for processes satisfying maxk≥1 Eζm(k) < ∞ for all m ≥ 1. Ho¨pfner
[32] has proved the same result under weaker moment assumptions. He has shown
that (7.34) holds for processes satisfying Eζ(k) = 1 + a/k, |σ2(k) − σ2| = O(1)
and maxk≥1 Eζ2(k) log(1+ ζ(k)) <∞. Restrictions in Theorem 7.4 are significantly
weaker than in the papers mentioned above.
Theorem 7.5. Assume that (7.17), (7.18) and (7.19) hold. If a+ Eη < σ2/2 then
the chain Zn is recurrent.
Proof. We are going to apply Corollary 2.11 to the chain
√
Zn. So, we have to verify
the assumptions in Corollary 2.11.
We start with (2.82). Recalling that ξ(
√
k) =
√
(k + Sk + η + ak)+ −
√
k, we
see that ξ(
√
k) ∈ [0,√k] is equivalent to Sk + η + ak ∈ [0, 3k]. Furthermore,
ξ(
√
k) ≤ Sk + η + ak
2
√
k
on the set ξ(
√
k) ≥ 0.
Therefore,
E{ξ3(
√
k); ξ(
√
k) ∈ [0,
√
k]}
≤ E{(Sk + η + ak)
3;Sk + η + ak ∈ [0, 3k]}
8k3/2
≤ E{(Sk + η + ak)
3;Sk + η + ak ∈ [0, 3k], |η + ak| ≤ k}
8k3/2
+
E{(Sk + η + ak)3;Sk + η + ak ∈ [0, 3k], |η + ak| > k}
8k3/2
≤ E{(Sk + η + ak)
3; |Sk| ≤ 4k, |η + ak| ≤ k}
8k3/2
+ 4k3/2P{|η + ak| > k}
≤ E{|Sk|
3; |Sk| ≤ 4k}
2k3/2
+
E{|η + ak|3; |η + ak| ≤ k}
2k3/2
+4k3/2P{|η + ak| > k}. (7.35)
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It is easy to see that
E{|η + ak|3; |η + ak| ≤ k}
2k3/2
≤ 4 + E{|η + ak|
3; |η + ak| ∈ (2
√
k, k]}
2k3/2
≤ 4 +
√
k
E{|η + ak|; |η + ak| ∈ (2
√
k, k]}
2
.
Thus, applying the Markov inequality to the last summand in (7.35), we get
E{|η + ak|3; |η + ak| ≤ k}
2k3/2
+ 4k3/2P{|η + ak| > k}
≤ 4 + 4
√
kE{|η + ak|; |η + ak| > 2
√
k} = o(
√
k) (7.36)
due to the assumption E|η| < ∞. We now turn to the trucated third moment of
|Sk|. It follows from (7.22) with r = 2 that, for each t > 0,
E{|Sk|3; |Sk| ≤ tk}
≤ 3
∫ tk
0
x2P{|Sk| > x}dx ≤ k3/2 + 3
∫ tk
√
k
x2P{|Sk| > x}dx
≤ k3/2 + 3C(2)
∫ tk
√
k
k2
x2
dx+ 3k
∫ tk
√
k
x2P{ζ(k) > x/2}dx
≤ (1 + 3C(2))k3/2 + 3k
∫ tk
0
x2P{ζ(k) > x/2}dx
= (1 + 3C(2))k3/2 + 8kE{ζ3(k); ζ(k) ≤ tk/2} + 8k4P{ζ(k) > tk/2}.(7.37)
Setting here t = 4, we get
E{|Sk|3; |Sk| ≤ 4k}
k3/2
≤ (1 + 3C(2)) + 8E{ζ
3(k); ζ(k) ≤ 2k}
k1/2
+ 8k5/2P{ζ(k) > 2k}.
Let ε(k)→ 0 be as in the condition (7.19). Then,
E{ζ3(k); ζ(k) ≤ 2k}
k1/2
+ k5/2P{ζ(k) > 2k}
≤ ε(k)
√
kσ2(k) + 2k1/2E{ζ2(k); ζ(k) ∈ (ε(k)k, 2k]} + k1/2E{ζ2(k); ζ(k) > 2k}
= ε(k)
√
kσ2(k) + 2k1/2E{ζ2(k); ζ(k) > ε(k)k}
= o(
√
k).
Therefore,
E{|Sk|3; |Sk| ≤ 4k}
k3/2
= o(
√
k).
Plugging this and (7.36) into (7.35), we see that
√
Zn satisfies (2.82).
In order to show the validity of (2.83) we fisrt note that
ξ(
√
k) ≤
√
Sk + η + ak on the set ξ(
√
k) > 0.
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Then, by the Markov inequality,
E{ξε/2(
√
k); ξ(
√
k) ≥
√
k} ≤ E{(Sk + η + ak)ε/4;Sk + η + ak > 3k}
≤ (
√
k)−2+ε/2E{(Sk + η + ak);Sk + η + ak > 3k}.
(2.83) follows now from the relation E{(Sk + η + ak);Sk + η + ak > 3k} → 0.
It remains to prove that
2m
[
√
k]
1 (
√
k)
m
[
√
k]
2 (
√
k)
≤ 1− ε√
k
for all large k. This inequlity is obvious if m
[
√
k]
1 (
√
k) ≤ 0. For m[
√
k]
1 (
√
k) > 0 we
have
2m
[
√
k]
1 (
√
k)
m
[
√
k]
2 (
√
k)
≤ 2m
[
√
k]
1 (
√
k)
m
[s(
√
k)]
2 (
√
k)
≤ 2m
[s(
√
k)]
1 (
√
k)
m
[s(
√
k)]
2 (
√
k)
+
2E{ξ(√k); ξ(√k) ∈ (s(√k),√k]}
m
[s(
√
k)]
2 (
√
k)
It follows from Proposition (7.3) that
2m
[s(
√
k)]
1 (
√
k)
m
[s(
√
k)]
2 (
√
k)
∼ a+ Eη − σ
2/4
σ2/4
1√
k
.
By (2.82),
2E{ξ(√k); ξ(√k) ∈ (s(√k),√k]}
m
[s(
√
k)]
2 (
√
k)
≤ 2
s2(
√
k)
E{ξ3(√k); ξ(√k) ∈ (0,√k]}
m
[s(
√
k)]
2 (
√
k)
= o(1/
√
k).
The desired inequality follows now from the assumption a+ Eη < σ2/2.
Theorem 7.6. Assume that (7.17), (7.18) and (7.19) hold. If P{η > 0} > 0,
a+ Eη ∈ (0, σ2/2) and
max
k≥1
kP{ζ(k) ≥ y
√
k} ≤ q(y) (7.38)
with some monotone decreasing function q(y) satisfyng∫ ∞
0
yq(y)dy <∞, (7.39)
then the chain Zn is null-recurrent and, moreover, Zn/n converges weakly to the
Γ-distribution with mean a+ Eη and variance (a+ Eη)σ2/2.
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Proof. We start by showing that the sequence ξ(
√
k) posesses a square-integrable
majorant. It follows from the definition of ξ(
√
k) that, for every y > 0,
P{ξ(
√
k) ≥ y} = P{
√
k + Sk + η + ak ≥
√
k + y}
= P{Sk + η + ak ≥ 2
√
ky + y2}
≤ P{Sk ≥
√
ky}+ P{η ≥ y2}+ I{ak ≥
√
ky}. (7.40)
For the left tail we have
P{ξ(
√
k) ≤ −y} = P{
√
k + Sk + η + ak ≤
√
k − y}
= P{Sk + η + ak ≤ −2
√
ky + y2}
≤ P{Sk ≤ −(2
√
ky − y2)/3} + P{η ≤ −(2
√
ky − y2)/3}
+I{ak ≤ −(2
√
ky − y2)/3}.
Since ξ(
√
k) ≥ −√k, we have to consider y ≤ √k only. But for such values of y we
have 2
√
ky − y2 ≥ √ky and 2√ky − y2 ≥ y2. Therefore,
P{ξ(
√
k) ≤ −y} ≤ P{Sk ≤ −
√
ky/3} + P{η ≤ −y2/3} + I{ak ≤ −y2/3}.
Combining this estimate with (7.40), we obtain
P{|ξ(
√
k)| ≥ y} ≤ P{|Sk| ≥
√
ky/3} + P{|η| ≥ y2/3} + I{|ak| ≥ y2/3}.
Using (7.22) with r = 2 we get
P{|ξ(
√
k)| ≥ y} ≤ C(2)
y4
+ kP{|ζ0(k)| ≥
√
ky}+ P{|η| ≥ y2/3} + I{|ak| ≥ y2/3}.
Since ζ0(k) ≥ −Eζ(k) = −(1 + ak/k) and the sequence ak is bounded, there exists
y0 such that
P{|ξ(
√
k)| ≥ y} ≤ C(2)
y4
+ kP{ζ(k) ≥
√
ky}+ P{|η| ≥ y2/3}, y ≥ y0.
Using (7.38), we finally get
P{|ξ(
√
k)| ≥ y} ≤ C(2)
y4
+ q(y) + P{|η| ≥ y2/3}, y ≥ y0.
Let Ξ be a random variable with values in [y0,∞) such that
P{Ξ ≥ y} = min
{
1,
C(2)
y4
+ q(y) + P{|η| ≥ y2/3}
}
, y ≥ y0.
Clearly, Ξ is a stochastic majorant for the sequence ξ(
√
k). The finiteness of EΞ2
follows from (7.39) and the assumption E|η| <∞.
Having this majorant we may apply Corollary 2.13. Thus, Xn is null recurrent.
This, in its turn, implies that Xn →∞ in probability.
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We now determine the behaviour of full moments m1(
√
k) and m2(
√
k). We
know from Proposition 7.3 that
m
[s(
√
k)]
1 (
√
k) ∼ a+ Eη − σ
2/4
2
√
k
for any s(x) such that s(x)/x → 0 sufficiently slow. From the existence of the
majorant we infer that
E{|ξ(
√
k)|; |ξ(
√
k)| ≥ s(
√
k)} ≤ 1
s(
√
k)
E{Ξ2; Ξ ≥ s(
√
k)}.
Consequently, we can choose s(x) such that E{|ξ(√k)|; |ξ(√k)| ≥ s(√k)} = o(1/√k).
This yields
m1(
√
k) ∼ a+ Eη − σ
2/4
2
√
k
.
The same argument gives also m2(
√
k) ∼ σ2/4. Thus, the convergence of Zn/n
towards the Γ-distribution follows now from Theorem 5.21.
Convergence of critical branching processes with immigration towards the gamma
distribution has been first proven by Seneta [64]. More precisely, he has shown that
if ζ(k) are identically distributed with mean 1 and variance σ2 and if η is non-
negative with finite mean then Zn/n converges weakly to the Γ-distribution. If
Eη > σ2/2 then this is a particular case of our Theorem 7.4. If Eη ≤ σ2/2 then, in
order to apply Theorem 7.6, we have to check the validity of (7.38). For identically
distributed variables this condition reduces to
kP{ζ ≥ y
√
k} ≤ q(y).
This estimate follows quite easily from the finiteness of Eζ2 log(1 + ζ). Indeed,
kP{ζ ≥ y
√
k} ≤ 4
y2
∫ y√k
y
√
k/2
uP{ζ > u}du ≤ 4
y2
∫ ∞
y/2
uP{ζ > u}du
and it remains to note that 1y
∫∞
y/2 uP{ζ > u}du is integrable if and only if the
expectation Eζ2 log(1 + ζ) is finite.
Studying critical and near-critical recurrent branching processes one is usually
interested in the asymptotic behaviour of the non-extinction probability an in the
limiting behaviour of the process conditioned on the non-extinction. And we have
corresponding results for a more general class of Markov chains, see Theorem 5.11
and Corollary 5.16. In order to apply these theorems, we have to to find restrictions
on ζ(k) and η which guarantee (5.2)–(5.4) and (5.8)–(5.10).
The hardest task, from the technical point of view, consists in finding a regular
function r(x) such that (5.3) takes place. In what follows we concentrate on the case
when one can take r(x) = c/x.
We first prove a refined version of Lemma 7.2.
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Lemma 7.7. Assume that (7.17) and (7.18) are valid. Assume also that there exists
ε(k)→ 0 such that
E{ζ(k); ζ(k) > kε(k)} + 1
k
E{ζ2(k); ζ(k) > kε(k)} ≤ qk (7.41)
for some decreasing summable sequence qk. Then there exist δ(k) → 0 and a de-
creasing summable sequence Qk such that
1
k
E{|Sk|; |Sk| > kδ(k)} + 1
k2
E{S2k; |Sk| > kδ(k)} ≤ Qk. (7.42)
Proof. It follows from (7.23) that
1
k2
E{S2k; |Sk| > kδ(k)} ≤ C
(
1
k3δ4(k)
+
1
k
E{ζ2(k); ζ(k) > kδ(k)/3}
)
.
By the same arguments,
1
k
E{|Sk|; |Sk| > kδ(k)} ≤ C
(
1
k3δ5(k)
+ E{ζ(k); ζ(k) > kδ(k)/3}
)
.
Choosing δ(k) = max{3ε(k), k−1/5} and taking into account (7.41) we obtain
1
k
E{|Sk|; |Sk| > kδ(k)} + 1
k2
E{S2k; |Sk| > kδ(k)} ≤ C(k−2 + δk).
Thus, the proof is complete.
Proposition 7.8. Assume that (7.41) is valid. If E|η| log(1+ |η|) is finite and there
exists a decreasing summable sequnece vk such that
1
k
|k(Eζ(k)− 1)− a| ≤ vk, (7.43)
1
k
|σ2(k) − σ2| ≤ vk, (7.44)
1
k2
E{ζ3(k); ζ(k) ≤ k} ≤ vk, (7.45)
then there exist s(x) = o(x) and a decreasing integrable function p(x) such that, as
x→∞,
m
[s(x)]
1 (x) =
a+ Eη − σ2/4
2x
+ o(p(x)), (7.46)
m
[s(x)]
2 (x) =
σ2
4
+ o(xp(x)). (7.47)
Proof. By Taylor’s theorem,
ξ(
√
k) =
1
2
(ak + Sk + η)√
k
− 1
8
(ak + Sk + η)
2
k3/2
+ θ
(ak + Sk + η)
3
k5/2
, (7.48)
7.3. BRANCHING PROCESSES 159
where θ = θ(ak, Sk, η) ∈ (−1, 1) on the set Ak.
We consider the expectation of every summand separately. It is clear that
E{ak + Sk + η;Ak} = ak + Eη + E{ak + Sk + η;Ack}. (7.49)
Recalling that Ack ⊂ {|Sk + η| ≥
√
ks(
√
k)} for all k sufficientl large and using
the Markov inequality, we obtain
|E{ak + Sk + η;Ack}|
≤ |ak|P{Ack}+ E{|Sk + η|;Ack}
≤ |ak|P{|Sk + η| ≥
√
ks(
√
k)}+ E{|Sk + η|; |Sk + η| ≥
√
ks(
√
k)}
≤
( |ak|√
ks(
√
k)
+ 1
)
E{|Sk + η|; |Sk + η| ≥
√
ks(
√
k)}
≤ CE{|Sk + η|; |Sk + η| ≥
√
ks(
√
k)}.
Combining this bound with (7.49), we get
E
{
ak + Sk + η√
k
;Ak
}
=
a+ Eη√
k
+O(g1(k)), (7.50)
where
g1(k) =
1√
k
|ak − a|+ 1√
k
E{|Sk + η|; |Sk + η| ≥
√
ks(
√
k)}.
By Lemma 7.7,
1
k
E
{
|Sk|; |Sk| >
√
ks(
√
k)/2
}
≤ Qk
for any function s(x) such that s(
√
k) ≥ √kδ(√k). Furthermore, the assumption
E|η| log |η| < ∞ implies that the sequence 1kE{|η|; |η| >
√
ks(
√
k)/2} is decreasing
and summable provided that s(x)/x → 0 sufficiently slow. As a result, the se-
quence 1kE{|Sk+η|; |Sk+η| ≥
√
ks(
√
k)} posesses a decreasing summable majorant.
Combining this with (7.43), we conclude that there exists a decreasing summable
sequence r1(k) such that
1√
k
g1(k) ≤ r1(k) (7.51)
for an appropriate choice of s(x).
For the second summand in (7.48) we have
E
{
(ak + Sk + η)
2
k3/2
;Ak
}
=
E{S2k ;Ak}
k3/2
+
E{2Skη;Ak}
k3/2
+
E{η2;Ak}
k3/2
+
2akE{Sk + η;Ak}+ a2k
k3/2
.(7.52)
It is easy to see that
|2akE{Sk + η;Ak}+ a2k|
k3/2
≤ a
2
k + 2|ak|(E|η|+ E|Sk|)
k3/2
= O
(
1
k
)
. (7.53)
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Using the fact that Ack ⊂ {|Sk + η| >
√
ks(
√
k)} for all large k, we obtain
E{S2k ;Ak}
k3/2
=
σ2(k)√
k
− E{S
2
k;A
c
k}
k3/2
=
σ2√
k
+O
(
|σ2(k)− σ2|√
k
+
E{S2k; |Sk + η| >
√
ks(
√
k)}
k3/2
)
. (7.54)
Next we note that
|E{Skη;Ak}|
k3/2
≤ E{|Sk||η|}
k3/2
=
E|Sk|E|η|
k3/2
= O
(
1
k
)
. (7.55)
Finally, recalling that Ak ⊂ {|η| ≤ 4
√
ks(
√
k) + |Sk|}, we have
E{η2;Ak}
k3/2
≤ 1
k3/2
E{η2; |η| ≤ 8
√
ks(
√
k)}+ 1
k3/2
E{η2; |η| ≤ 2|Sk|, |Sk| > 4
√
ks(
√
k)}
≤ 1
k3/2
E{η2; |η| ≤ 8
√
ks(
√
k)}+ 4
k3/2
E{S2k ; |Sk| > 4
√
ks(
√
k)}. (7.56)
Combining (7.52)–(7.56), we obtain
E{(ak + Sk + η)2;Ak}
k3/2
=
σ2√
k
+O(g2(k)), (7.57)
where
g2(k) =
1
k3/2
+
|σ2(k)− σ2|
k1/2
+
1
k3/2
E{η2; |η| ≤ 8
√
ks(
√
k)}
+
E{S2k ; |Sk + η| >
√
ks(
√
k)}
k3/2
+
E{S2k ; |Sk| >
√
ks(
√
k)/2}
k3/2
.
The assumption E|η| <∞ implies easily that the sequence 1
k2
E{η2; |η| ≤ 8√ks(√k)}
is decreasing and summable provided that s(x)/x converges to zero sufficiently slow.
Obviously,
E{S2k; |Sk + η| >
√
ks(
√
k)}+ E{S2k; |Sk| >
√
ks(
√
k)/2}
≤ 2E{S2k ; |Sk| >
√
ks(
√
k)/2} + ES2kP{|η| >
√
ks(
√
k)/2}
. ≤ 2E{S2k ; |Sk| >
√
ks(
√
k)/2} + CkP{|η| >
√
ks(
√
k)/2}.
According to Lemma 7.7, for every s(x) satisfying s(
√
k) > 2
√
kδ(
√
k),
1
k2
E{S2k; |Sk| >
√
ks(
√
k)/2} ≤ Qk.
Furthermore, the assumption E|η| < ∞ implies that if s(x)/x converges to zero
sufficiently slow then
∑∞
k=1
1
kP{|η| >
√
ks(
√
k)/2} is decreasing and sumable. As a
result, there exists a decreasing and summable sequence r2(k) such that
1√
k
g2(k) ≤ r2(k). (7.58)
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We now turn to the remainder term in (7.48) and show that the sequence
1
k3E{|Sk + ak + η|3;Ak} also posesses a decreasing and integrable majorant. It
is clear from the definition of Ak, see (7.27), that
|Sk + ak + η| <
√
ks(
√
k) on the set Ak.
for all sufficiently large k. Consequently,
|Sk| <
√
ks(
√
k) + |ak|+ |η| < 2
√
ks(
√
k) + |η| on the set Ak.
Applying these bounds, we obtain
E{|Sk + ak + η|3;Ak}
≤ E{|Sk + ak + η|3; |Sk| ≤ 2
√
ks(
√
k) + |η|; |η| ≤
√
ks(
√
k)}
+(
√
ks(
√
k))3P{|η| >
√
ks(
√
k)}
≤ 4E{|S3k |; |Sk| ≤
√
ks(
√
k)}+ 16E{|η|3; |η| ≤
√
ks(
√
k)}
+16|ak|3 + (
√
ks(
√
k))3P{|η| >
√
ks(
√
k)}.
The sequence |ak| is bounded. Moreover, the assumption E|η| < ∞ implies, that
P{|η| > x} posesses a regularly varying, integrable majorant f(x). Then, the func-
tion x−3E{|η|3; |η| ≤ x} is O(f(x)). Therefore, the sequences k−3E{|η|3; |η| ≤√
ks(
√
k)} is bounded from above by a decreasing summable sequence. The as-
sumption E|η| < ∞ implies also that the decreasing sequece (s(√k)/√k)3P{|η| >√
ks(
√
k)} is summable.Thus it remains to show that k−3E{|Sk|3; |Sk| ≤
√
ks(
√
k)}
posesses a decreasing and summable majorant. Since s(x) = o(x), it suffices to prove
that property for k−3E{|Sk|3; |Sk| ≤ k}. Using (7.37) with t = 1 (7.45), we obtain
1
k3
E{|Sk|3; |Sk| ≤ k} ≤ C
k3/2
+ 8
1
k2
E{ζ3(k); ζ(k) ≤ k}+ 8kP{ζ(k) > k/2}
≤ C
k3/2
+ 8vk + 8kP{ζ(k) > k/2}.
According to (7.41), kP{ζ(k) > k/2} ≤ qk. Thus,
1
k3
E{|Sk + ak + η|3;Ak} ≤ r3(k) (7.59)
for some decreasing and summable sequence r3(k).
Combining (7.48), (7.50), (7.57), we colclude that
E{ξ(
√
k) =
a− σ2/4 + Eη
2
√
k
+O(g(k))
where
g(k) := g1(k) + g2(k) +
1
k5/2
E{|Sk + ak + η|3;Ak}
Furthermore, it follows from (7.51), (7.58) and (7.59) that
∞∑
k=1
1√
k
g(k) <∞.
162 CHAPTER 7. APPLICATIONS
This yields the integrability of the function |m[s(x)]1 (x)− (a−σ2/4+Eη)/2x|. Thus,
(7.46) is proven.
In order to prove (7.47) we first note that this claim will follow from
E{ξ2(
√
k);Ak} = σ
2
4
+O(khk) (7.60)
with some decreasing and summable hk.
Applying Taylor’s theorem to the function (
√
1 + u− 1)2 one can easily get
ξ2(
√
k) =
(Sk + η + ak)
2
4k
+ θ˜
(Sk + η + ak)
3
k2
,
where θ˜ = θ˜(Sk, η, ak) ∈ (−1, 1) on the set Ak. From this representation and (7.58)
we conclude that
E{ξ2(
√
k);Ak} = E{(Sk + η + ak)
2;Ak}
4k
+O
(
E{(Sk + η + ak)3;Ak}
k2
)
=
σ2
4
+O
(√
kg2(k) +
E{(Sk + η + ak)3;Ak}
k2
)
.
It follows from (7.58) and (7.59) that
√
kg2(k)+
E{(Sk+η+ak)3;Ak}
k2 is bounded fro above
by a decreasing and summable sequence. Thus, the proof of (7.47) is complete.
Corollary 7.9. Assume that E|η| log(1 + |η|) < ∞ and that (7.43), (7.44) hold. If
the sequence {ζ(k)} possesses a majorant Ξ with EΞ2 log(1 + Ξ) < ∞ then (7.46)
and (7.47) are valid.
Proof. We need to show that (7.41) and (7.45) are valid under the asumptions of
the corollary. It is clear that
E{ζ2(k); ζ(k) > kε(k)} ≤ E{Ξ2; Ξ > kε(k)}
and
∞∑
k=1
1
k
E{Ξ2; Ξ > kε(k)} = E
Ξ2
 ∑
k:kε(k)<Ξ
1
k
 .
Due to the assumption EΞ2 log(1 + Ξ) < ∞ we can choose ε(k) → 0 such that
E
{
Ξ2
(∑
k:kε(k)<Ξ
1
k
)}
is also finite. Thus, (7.41) holds.
Next, using integration by parts, we get
E{ζ3(k); ζ(k) ≤ k} ≤ 3
∫ k
0
x2P{ζ(k) ≥ x}dx ≤ 3
∫ k
0
x2P{Ξ ≥ x}dx.
Set Θ = Ξ2. The finiteness of EΞ2 implies that the function P{Θ ≥ z} is integrable.
Then, by the main result from [16], P{Θ ≥ z} ≤ f(z), where f(z) is an integrable,
regularly varying with index −1 function. Therefore,
1
k2
E{ζ3(k); ζ(k) ≤ k} ≤ 3
k2
∫ k
0
x2P{θ ≥ x2}dx = 3
2k2
∫ k2
0
√
zf(z)dz.
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The sequence on the right hand side is regularly varying with index −1. Thus, we
have a decreasing majorant for k−2E{ζ3(k); ζ(k) ≤ k}. Therefore, it remains to
show that this majorant is summable. By the integraion by parts,
∞∑
k=1
1
k2
∫ k2
0
√
zf(z)dz =
∫ ∞
0
√
zf(z)
 ∑
k:k>
√
z
k−2
 dz
≤ C
∫ ∞
0
f(z)dz <∞.
This completes the proof of the corollary.
Under the conditions of Proposition (7.8) we have
2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
= −
(
σ2/4− a− Eη
σ2/4
)
1
x
+ o(p(x)).
This means that (5.3) holds with
r(x) =
ρ− 1
x
,
where
ρ =
σ2/2− a− Eη
σ2/4
.
Theorem 7.10. Assume that all conditions of Proposition 7.8 are valid and that
a + Eη < σ2/2. If ρ > 2 we assume that E{ηρ/2; η > 0} is finite, anf if ρ > 4 then
we assume also that there exists a decreasing summable sequence uk such that
1
kρ/2−1
E{ζρ/2(k); ζ(k) > k} ≤ uk. (7.61)
Then, for each starting state z,
Pz{min
k≤n
Zk > z∗} ∼ c(z)
nρ/2
(7.62)
and
Pz
{
2Zn
nσ2
> u
∣∣∣min
k≤n
Zk > z∗
}
→ e−u, u > o, (7.63)
where z∗ is the minimal accessible state of Zn.
It is easy to see that if P{ζ(k) = 0} > 0 for all k and P(η ≤ 0) > 0 then z∗ = 0.
Furthermore, P{η ≤ 0} = 1 then 0 is absorbing and we have typical for branching
processes statements:
Pz{Zn > 0} ∼ c(z)
nρ/2
and
Pz
{
2Zn
nσ2
> u
∣∣∣Zn > 0}→ e−u.
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Proof of Theorem 7.10. In order to apply our results from Subsection 5.3 we have
to check that conditions (5.8), (5.9) and (5.10) are valid under the assumptions of
Theorem 7.10. Since r(x) = (ρ−1)/x, the function U(x) is asymptotically equivalent
to cxρ with some positive constant c. Thus, we can replace U(x) with xρ in (5.9)
and (5.10).
We start with (5.10). It follows from the bound
|ξ(
√
k)| ≤ |Sk + η + ak|√
k
that
E{|ξ(
√
k)|3; |ξ(
√
k)| ≤ s(
√
k)} ≤ E{|Sk + η + ak|
3;Ak}
k3/2
.
Taking into account (7.59), we get
∞∑
k=1
1
k3/2
E{|ξ(
√
k)|3; |ξ(
√
k)| ≤ s(
√
k)} <∞.
This implies (5.10), since the integralibilty of a monotone function p follows from
the summability of the sequence p(
√
k)/
√
k.
By the same observation, (5.9) will follow from
1
kρ/2
E{(
√
k + ξ(
√
k))ρ; ξ(
√
k) > ξ(
√
k)} ≤ wk, (7.64)
where wk is decreasing an summable.
We note that
1
kρ/2
E{(
√
k + ξ(
√
k)ρ; ξ(
√
k) > ξ(
√
k)}
≤ 1
kρ/2
E{(k + Sk + η + ak)ρ/2;Sk + η + ak > 2
√
ks(
√
k)}
≤ 3ρ/2
(
P{η + ak >
√
ks(
√
k)}+ P{Sk >
√
ks(
√
k)}
)
+
2ρ/2
kρ/2
E{(Sk + η + ak)ρ/2;Sk + η + ak > 2k}
≤ 3ρ/2
(
P{η + ak >
√
ks(
√
k)}+ P{Sk >
√
ks(
√
k)}
)
+
2ρ
kρ/2
E{(Sk)ρ/2;Sk > k}+ 2
ρ
kρ/2
E{(η + ak)ρ/2; η + ak > k}.
The summability of the probability terms follows from the assumption E|η| < ∞
and (7.42). Thus, it remains to show that the expectation terms are summable as
well. Assume that ρ > 2 and consider E{(η+ak)ρ/2; η+ak > k}. First we note that
this sequence is bounded by E{(|η| + a¯)ρ/2; |η| + a¯ > k}, where a¯ = max|ak|. This
sequence decreases. Moreover, interchanging the sum and the expectation, we have
∞∑
k=1
1
kρ/2
E{(|η| + a¯)ρ/2; |η| + a¯ > k} ≤ E
{
(η + a¯)ρ
η+a¯∑
k=1
k−ρ/2; η + a¯ > 0
}
≤ C(ρ)E {(η + a¯)ρ; η + a¯ > 0} .
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And the latter expectation is finite due to the assumption E{ηρ; η > 0} < ∞. By
the same argument one can easily show that if ρ ≤ 2 then the desired summability
follows from the finiteness of E|η| log(1 + |η|).
Using (7.22) with r = 1 + ρ/2, we have
E
{
S
ρ/2
k ;Sk > k
}
= kρ/2P{Sk > k}+ ρ
2
∫ ∞
k
xρ/2−1P{Sk > x}dx
≤ C(1 + ρ/2)
(
k−1 +
ρ
2
kρ/2+1
∫ ∞
k
x−ρ/2−2dx
)
+k
(
kρ/2P{ζ(k) > 2k/(ρ + 2)} + kρ
2
∫ ∞
k
xρ/2−1P{ζ(k) > 2x/(ρ + 2)}dx
)
≤ 2C(1 + ρ/2)
k
+ (1 + ρ/2)ρ/2kE{ζρ/2(k); ζ(k) > 2k/(ρ+ 2)}.
Note now that for ρ > 4 one has
E{ζρ/2(k); ζ(k) > 2k/(ρ+ 2)}
≤ kρ/2−2E{ζ2(k); ζ(k) > 2k/(ρ+ 2)} + E{ζρ/2(k); ζ(k) > 2}.
Then, it follows from (7.41) and (7.61) that k−ρ/2E
{
S
ρ/2
k ;Sk > k
}
posesses a dereas-
ing integrable majorant. This completes the proof of (7.64) in the case when ρ > 4.
The case ρ ≤ 4 is even simpler: it suffices to apply the Markov inequality and to use
(7.41).
For all sufficiently large k we have
P{ξ(
√
k) ≤ −s(
√
k)} ≤ P{Sk + η + ak < −
√
ks(
√
k)}
≤ P{Sk < −
√
ks(
√
k)/2} + P{η + ak < −
√
ks(
√
k)/2}.
The sequence P{η + ak < −
√
ks(
√
k)/2} is summable due to E|η| < ∞, and the
summability of P{Sk < −
√
ks(
√
k)/2} follows from (7.22) and (7.41). As a result,
P{ξ(√k) ≤ −s(√k)} is also summable. This implies that (5.8) holds for the chain√
Zn.
Relations (7.62) and (7.63) follow now from Corollaries 5.16 and 5.18.
For size-dependent processes without migration the asymptotic behaviour of
the non-extinction probability and the corresponding conditional distribution has
been studied ealier by Ho¨pfner [33]. Assumptions in that paper are quite re-
strictive: Eζ(k) = 1 + a/k with some a ∈ (0, σ2/2], |σ2(k) − σ2| = O(1/k) and
maxk≥1 Eζ2+δ(k) < ∞ for some δ > 0. If a < σ2/2 then the results in [33] coin-
cide with that in Theorem 7.10, but if a = σ2/2 (this corresponds to ρ = 0) then
(7.63) is still valid and P{Zn > 0} ∼ c/ log n. This particular case is not covered by
Theorem 7.10.
Zubkov [65] has investigated recurrence times to zero for branching processes
with immigration. He has shown that if Eη < σ2/2 then there exists a slowly
varying function L such that
P{min
k≤n
Zk > 0} ∼ L(n)n2Eη/σ2−1.
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It is also shown there that one can take L(n) ≡ C > 0 if and only if Eη log(1+η) <∞.
Vatutin [63] has shown that (7.63) holds under the same conditions. Zubkov’s result
shows that the restrictions E|η| log(1 + |η|) < ∞ and (7.41) in Theorem 7.10 are
optimal for purely power tail of recurrence times.
Vatutin [62] has initiated the study of branching processes with emigration. More
precisely, he has considered sequence Yn given by (7.16) with identically distributed
ζ(k) with mean one and η ≡ −1. For σ2 = E(ζ − 1)2 > 2 he has proven that
P{Yn > 0|Y0 = m} ∼ Lm(n)n−1−2/σ2 and that Lm(n) ≡ cm > 0 if anf only if
Eζ2 log(1 + ζ) < ∞. Moreover, for σ2 < 2 he has shown that P{Yn > 0|Y0 = m} ∼
cmn
−1−2/σ2 if and only if Eζ1+2/σ2 <∞. Finally, assuming that all moments of ζ are
finite, he has proved that 2Yn/nσ
2 conditioned on non-extinction converges weakly
to the standard exponential distribution. Kaverin [36] has generalized this results
to all processes Yn satisfying E(−η)[2+2/σ2] < ∞, Eζ1+2/σ2 < ∞ in the case σ2 < 2
and Eζ2 log(1+ ζ) <∞ in the case σ2 = 2. Specialising Theorem 7.10 to identically
distributed ζ(k) and non-positive η, we conclude that (7.62) and (7.63) hold for all
processes Zn satisfying E(−η) < ∞, Eζ2 log(1 + ζ) < ∞ and Eζ1+2/σ2 < ∞ in the
case σ2 < 2. We see that our restrictions on the emigration component η are much
weaker than in [36].
Processes Zn and Yn are formally different. But it is intuitively clear that the
difference between their definitions should have no ifluence on the asymptotic be-
haviour. And in the case of identically distributed ζ(k) and nonpositive η one can
transfer asymptotics for one process into coressponding asymtotics for another one.
Indeed, if we define
W2k+1 := (W2k + ηk+1)
+, W2k+2 =
W2k+1∑
i=1
ζk+1,i, k ≥ 0,
then Y0 =W0 = m implies that Yn =W2n and Zn =W2n+1 with Z0 = (m+η1)
+. In
the case of emigration processes (P{η ≤ 0} = 1) we have obviously that the sequence
{Wk > 0} is monotone decreasing. If (7.62) is valid for every fixed starting point Z0
then it is also valid for Z0 = (m+ η)
+. As a result, we have
P{Yn > 0|Y0 = m} ∼
m∑
j=1
P{m+ η = j}P{Zn > 0|Z0 = j} ∼ c(m)n−ρ/2.
Furthermore, recalling that Yn =
∑Zn−1
i=1 ζn,i and applying the law of large numbers,
it is easy to see that (7.63) yileds the same limiting behaviour of Yn.
Kosygina and Mountford [47] have proven (7.62) for a special model of branching
processes with migration. This model appears in the description of exited random
walks on integers.
If P{η > 0} is positive then 0 is not absorbing and, consequently, Zn is irre-
ducible. Then we can apply Theorem 5.1 to
√
Zn and derive the tail behaviour of
the stationary measure of Zn: for any constants a < b we have
πZ(ak, bk) ∼ C
∫ √bk
√
ak
y1−ρdy as k →∞.
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It follows from Theorem 7.10 that Zn is positive recurrent when ρ > 2. In this
case may apply also Theorem 5.20 and obtain tail asymptotics for Zn.
If ρ ∈ (0, 2) then the pre-limiting behaviour of Zn is described in Theorem 5.21.
If ρ = 2 then, according to (7.62), Zn is also null-recurrent but its behaviour is not
covered by Theorem 5.21. Here we can apply Theorem 5.22. Since G(x) ∼ log x
under the assumptions of Theorem 7.10, we conclude that
lim
n→∞P
{
logZn
log n
≤ x
}
= x, x ∈ [0, 1]. (7.65)
First result of this type has been obtained by Foster [27] for a critical Galton-
Watson process with immigration at zero. Formally, we can not say that Foster’s
result follows from (7.65). But since all calculations we have made in the proof
of Theorem 7.10 are valid for processes without migration, it is easy to see that
adding immigration at zero does not change the asymptotic behaviour of truncated
moments. Therefore, Theorem 5.22 is applicable to the process from [27] if the
number of immigrating individuals has finite mean.
Nagaev and Khan [58] have proven (7.65) for a critical process with migration.
More precisely, they have considered the sequence Yn given by (7.16) with identically
distributed ζ(k) with mean one and finite variance. Let us compare our moment
assumptions with that in [58]. First we note that if ζ(k) are identically distributed
and have finite variance then (7.43)-(7.45) hold automatically. Moreover, (7.41) is
equivalent to the assumption Eζ2 log(1+|ζ|) <∞. This is a bit more restrictive than
the second moment assumption in [58]. Further, we have assumed that E|η| log(1 +
|η|) is finite, which is weaker than the corrsponding condition in [58]. There is is
assumed that Eη2 <∞ and P{η > −m} = 1 for some m ≥ 1.
Comparing our theorems with the known in the litearture results for branching
processes with migration, we conclude that the only weakness of the transformation√
Zn is the fact that it is not clear how to deal with the case when one has tail
asymptotics with non-trivial slowly varying functions. Recall that the only obstacle
is to show (5.3) in the case when 2m
[s(x))]
1 (x)/m
[s(x))]
2 (x)− c/x is not integarble for
any constant c.
7.4 Crame´r–Lundberg risk processes with level-dependent
premium rate
In context of the collective theory of risk, the classical Crame´r–Lundberg model is
defined as follows. An insurance company receives the constant inflow of premium at
rate c, that is, the premium income is assumed to be linear in time with rate v. It is
also assumed that the claims incurred by the insurance company arrive according to
a homogeneous renewal process Nt with intensity λ and the sizes (amounts) ξn ≥ 0
of the claims are independent identically distributed random variables with common
mean b. The ξ’s are assumed to be independent of the process Nt. The company
has an initial risk reserve x = R0 ≥ 0.
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Then the risk reserve Rt at time t is equal to
Rt = x+ vt−
Nt∑
i=1
ξi.
The probability
P{Rt ≥ 0 for all t ≥ 0} = P
{
min
t≥0
Rt ≥ 0
}
is the probability of ultimate survival and
ψ(x) := P{Rt < 0 for some t ≥ 0}
= P
{
min
t≥0
Rt < 0
}
is the probability of ruin. We have
ψ(x) = P
{ Nt∑
i=1
ξi − vt > x for some t ≥ 0
}
.
Since v > 0, the ruin can only occur at a claim epoch. Therefore,
ψ(x) = P
{ n∑
i=1
ξi − vTn > x for some n ≥ 1
}
,
where Tn is the nth claim epoch, so that Tn = τ1 + . . . + τn where the τ ’s are
independent identically distributed random variables with common mean 1/λ, so
that N(t) := max{n ≥ 1 : Tn ≤ t}. Denote Xi := ξi − vτi and Sn := X1 + . . .+Xn,
then
ψ(x) = P
{
sup
n≥1
Sn > x
}
.
This relation represents the ruin probability problem as the tail probability problem
for the maximum of the associated random walk Sn. Let the net-profit condition
v > vc := Eξ1/Eτ1 = λEξ1
hold, thus Sn has a negative drift by the strong law of large numbers and ψ(x)→ 0
as x→∞.
In this section we consider a risk process where the premium v(y) depends on
the current level of risk reserve R(t) = y, so R(t) satisfies the equality
R(t) =
∫ t
0
v(R(s))ds −
N(t)∑
j=1
ξj; (7.66)
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v(y) is assumed to be a measurable positive function. The probability of ruin given
initial risk reserve x is again denoted by ψ(x). We consider the case where v(y)
approaches the critical value vc at infinity, that is,
v(y) → vc as y →∞. (7.67)
To the best of our knowledge, the only case where ψ(x) is explicitly calculable
is the case of exponentially distributed τ1 and ξ1, say with parameters λ and µ
respectively, so hence vc = λ/µ. In this case, for some c0 > 0,
ψ(x) = c0
∫ ∞
x
1
v(y)
exp
{
−µy + λ
∫ y
0
dz
v(z)
}
dy
= c0
∫ ∞
x
1
v(y)
exp
{
λ
∫ y
0
( 1
v(z)
− 1
vc
)
dz
}
dy, (7.68)
see, e.g. Corollary 1.9 in Albrecher and Asmussen [1, Ch. VIII]. Then, by (7.67),
ψ(x) ∼ c0
vc
∫ ∞
x
exp
{
λ
∫ y
0
( 1
v(z)
− 1
vc
)
dz
}
dy as x→∞.
If the premium rate v(z) approaches vc at a rate of θ/z, θ > 0, more precisely, if∣∣∣v(z)− vc − θ
z
∣∣∣ ≤ p(z) for all z > 1, (7.69)
where p(z) > 0 is integrable at infinity decreasing function, then we get
1
v(z)
=
1
vc
− θ
v2cz
+O(p(z) + z−2)
and consequently
λ
∫ y
0
( 1
v(z)
− 1
vc
)
dz = −θµ
2
λ
log y + c1 + o(1) as y →∞,
where c1 is a finite number. Then, for C := c0e
c1/(θµ− λ/µ) > 0,
ψ(x) ∼ C
xθµ2/λ−1
as x→∞. (7.70)
A similar asymptotic expression can be obtained also in the case where Laplace
transforms of variables ξ1 and τ1 are rational functions, see Albrecher et al. [2].
If the premium rate v(z) approaches vc at a rate of θ/z
α, θ > 0 and α ∈ (0, 1),
more precisely, if ∣∣∣v(z) − vc − θ
zα
∣∣∣ ≤ p(z) for all z > 1, (7.71)
where p(z) > 0 is integrable at infinity decreasing function, then we get
1
v(z)
=
1
vc
∞∑
j=0
(−1)j
( θ
vc
)j 1
zαj
+O(p(z))
170 CHAPTER 7. APPLICATIONS
Let γ := min{k ∈ N : kα > 1}. Then
1
v(z)
=
1
vc
γ−1∑
j=0
(−1)j
( θ
vc
)j 1
zαj
+O(p1(z))
where p1(x) = p(z) + z
−γα is integrable at infinity. Consequently,
λ
∫ y
0
( 1
v(z)
− 1
vc
)
dz =
λ
vc
∫ y
1
γ−1∑
j=1
(−1)j
( θ
vc
)j 1
zαj
dz + c2 + o(1)
=
λ
vc
γ−1∑
j=1
(−1)j
( θ
vc
)j y1−αj
1− αj + c3 + o(1) as y →∞,
where c3 is a finite number because p1(x) is integrable.
Let, for example, α ∈ (1/2, 1). Then
λ
∫ y
0
( 1
v(z)
− 1
vc
)
dz = − θµ
2
λ(1− α)y
1−α + c3 + o(1) as y →∞.
Therefore, for C1 := c0e
c2/θµ > 0 and C2 := θµ
2/λ(1 − α) > 0,
ψ(x) ∼ C1xαe−C2x1−α as x→∞. (7.72)
Let us extend these results for not necessarily exponential distributions where
there are no formulas like (7.68) for ψ(x) available. In that case we can only derive
lower and upper bounds for ψ(x).
7.4.1 Approaching critical premium rate at a rate of θ/x
Recall that the ruin can only occur at a claim epoch. Therefore, the ruin probability
may be reduced to that for the embedded Markov chain Rn := R(Tn), n ≥ 1,
R0 := x, that is,
ψ(x) = P{Rn < 0 for some n ≥ 0}.
Denote jumps of the chain Rn by ξ(x) and by m
[s(x)]
k (x) its kth truncated mo-
ments.
Proposition 7.11. Assume (7.69) and that both Eτ21 log(1+ τ1) and Eξ
2
1 log(1+ ξ1)
are finite. Then there exists an increasing function s(x) = o(x) such that
2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
=
ρ+ 1
x
+O(p1(x)),
for some decreasing integrable function p1(x), where
ρ :=
2θEτ1
Varξ1 + v2cVarτ1
− 1.
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Proof. The dynamic of the risk reserve between two consequent claims is governed
by the differential equation R′(t) = v(R(t)). Let Vx(t) denote its solution with the
initial value x, so then
Vx(t) = x+
∫ t
0
v(Vx(s))ds.
By (7.69),
v(y) ≤ vc + θ/y + p(y)
≤ vc + θ/x+ p(x) for all y ≥ x,
therefore
Vx(t)− x ≤ vct+ θt/x+ p(x)t, t > 0. (7.73)
On the other hand, again by (7.69),
v(y) ≥ vc + θ/y − p(y)
≥ vc + θ/y − p(x) for all y ≥ x,
Hence,
Vx(t)− x ≥ vct+ θ
∫ t
0
ds
Vx(s)
− p(x)t
≥ vct+ θ
∫ t
0
ds
x+ (vc + θ/x+ p(x))s
− p(x)t
= vct+
θ
vc + θ/x+ p(x)
log
(
1 + (vc + θ/x+ p(x))t/x
) − p(x)t,
where the second inequality follows from (7.73). Therefore,
Vx(t)− x ≥ vct+ θ
vc + θ/x+ p(x)
log
(
1 + vct/x
)− p(x)t, (7.74)
Since ξ(x) = Vx(τ1)− x− ξ1, it follows from (7.73) and (7.74) that
vcτ1 − ξ1 + θ
vc + θ/x+ p(x)
log
(
1 +
vcτ1
x
)
≤ ξ(x) ≤ vcτ1 − ξ1 + θτ1
x
+ p(x)τ1.
(7.75)
Recalling that vc = Eτ1/Eξ1, we get
θ
vc + θ/x+ p(x)
E log
(
1 +
vcτ1
x
)
≤ m1(x) ≤ θ
x
Eτ1 + p(x)Eτ1.
By the inequality log(1 + z) ≥ z − z2/2,
E log
(
1 +
vcτ1
x
)
≥ vcEτ1
x
− v
2
cEτ
2
1
2x2
.
172 CHAPTER 7. APPLICATIONS
Therefore,
m1(x) =
θEτ1
x
+O(p(x) + 1/x2). (7.76)
From this expression we have
m2(x) = Var(Vx(τ1)− x− ξ1) +O(p2(x) + 1/x2)
= Var(Vx(τ1)− x) + Varξ1 +O(p2(x) + 1/x2).
Recalling that
vct− p(x)t ≤ Vx(t)− x ≤ vct+ θ
x
t+ p(x)t,
we get
(vc − p(x))Eτ1 ≤ E(Vx(τ1)− x) ≤ (vc + θ/x+ p(x))Eτ1
and
(vc − p(x))2Eτ21 ≤ E(Vx(τ1)− x)2 ≤ (vc + θ/x+ p(x))2Eτ21 .
Hence,
Var(Vx(τ1)− x) = v2cVarτ1 +O(1/x),
which in its turn implies
m2(x) = Varξ1 + v
2
cVarτ1 +O(1/x). (7.77)
Together with (7.76) it yields that
2m1(x)
m2(x)
=
2θEτ1
Varξ1 + v2cVarτ1
1
x
+O(p(x) + 1/x2).
But we need such kind of expansion for truncated moments. For any truncation
level s(x) we have
|Vx(τ1)− x− ξ1|I{|Vx(τ1)− x− ξ1| > s(x)}
≤ (Vx(τ1)− x+ ξ1)I{Vx(τ1)− x > s(x) or ξ1 > s(x)}
≤ (Vx(τ1)− x)I{Vx(τ1)− x > s(x)}+ ξ1I{ξ1 > s(x)}
+ξ1I{Vx(τ1)− x > s(x)}+ (Vx(τ1)− x)I{ξ1 > s(x)}. (7.78)
Since Vx(t)− x ≤ c1t for some c1 <∞, we then get
|m1(x)−m[s(x)]1 | ≤ E{|Vx(τ1)− x− ξ1|; |Vx(τ1)− x− ξ1| > s(x)}
≤ c1E{τ1; τ1 > s(x)/c1}+ E{ξ1; ξ1 > s(x)}
+Eξ1P{τ1 > s(x)/c1}+ c1Eτ1P{ξ1 > s(x)}.
7.4. RISK PROCESSES 173
It follows from the finiteness of Eτ21 and Eξ
2
1 that there exists an increasing function
s1(x) = o(x) such that both E{τ1; τ1 > s1(x)/c1} and E{ξ1; ξ1 > s1(x)} are
integrable. Consequently, |m1(x)−m[s1(x)]1 (x)| is bounded by a decreasing integrable
function. Combining this with (7.76), we conclude that
m
[s1(x)]
1 (x) =
θEτ1
x
+ o(p2(x)), (7.79)
where p2 is a decreasing integrable function.
By similar arguments, for some c2 <∞,
0 ≤ m2(x)−m[s(x)]2 (x) ≤ c2
(
E{τ21 ; τ1 > s(x)/c1}+ E{ξ21 ; ξ1 > s(x)}
+Eξ21P{τ1 > s(x)/c1}+ Eτ21P{ξ1 > s(x)}
)
.
It follows from the finiteness of Eξ21 log(1 + ξ1) and Eτ
2
1 log(1 + τ1) that there exists
an increasing function s2(x) = o(x) such that both x
−1
E{τ21 ; τ1 > s2(x)/c1} and
x−1E{ξ21 ; ξ1 > s2(x)} are integrable at infinity. Then (m2(x) − m[s2(x)]2 (x))/x is
integrable too. From this fact and (7.77) we get
m
[s2(x)]
2 (x) = Varξ1 + v
2
cVarτ1 + o(xp3(x)) (7.80)
for some decreasing integrable function p3(x). Taking now s(x) = max(s1(x), s2(x)) =
o(x) we conclude from (7.79) and (7.80) the desired result.
Theorem 7.12. Assume that both Eξ21 and Eτ
2
1 are finite. If
θ >
Varξ1 + v
2
cVarτ1
2Eτ1
,
then Rn is transient or, equivalently, ψ(x) < 1 for all x > 0. Set
ρ = θ
2Eτ1
Varξ1 + v2cVarτ1
− 1 > 0.
If both Eτ21 log(1 + τ1) and Eξ
ρ+2
1 are finite, then there exist positive constants c1
and c2 such that
c1
(1 + x)ρ
≤ ψ(x) ≤ c2
(1 + x)ρ
for all x > 0.
Proof. It follows from (7.77) and (7.79) that
2m
[s(x)]
1 (x)
m
[s(x)]
2 (x)
≥ 2m
[s(x)]
1 (x)
m2(x)
≥ 1 + ε
x
for some small ε and for all x ≥ x0(ε). Furthermore, from the elementary bound
P{ξ(x) < −s(x)} ≤ P{ξ1 > s(x)} and the finiteness of Eξ21 we infer that xP{ξ(x) <
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−s(x)} is integrable for some increasing function s(x) = o(x). Thus, all the condi-
tions of Theorem 2.18 are valid and, consequently, Rn is transient.
The second part of the theorem follows from Theorem 2.20 if it is shown that
its conditions hold for Rn with U(x) = c/(x + 1)
ρ which corresponds to r(x) =
(ρ+ 1)/(x + 1). For the right tail of ξ(x) we have
P{ξ(x) > s(x)} ≤ P{Vx(τ1)− x > s(x)}
≤ P{τ1 > s(x)/c1} = o(p(x)/x)
due to the assumption Eτ21 <∞. By the same argument,
E
{ 1
(1 + x+ ξ(x))ρ
; ξ(x) < −s(x)
}
≤ E
{ 1
(1 + x+ ξ)ρ
; ξ(x) < −s(x)
}
≤ P{ξ(x) < −s(x)}
= o(p(x)/xρ+1)
due to the assumption Eξρ+2 <∞. Obviously,
|ξ(x)| ≤ Vx(τ1)− x+ ξ1 ≤ c1τ1 + ξ1 =: Ξ
Then
E{|ξ(x)|3; |ξ(x)| ≤ s(x)} ≤ 3
∫ s(x)
0
y2P{|ξ(x)| > y}dy
≤ 3
∫ s(x)
0
y2P{Ξ > y}dy
≤ 3
∫ x
0
yE{Ξ;Ξ > y}dy.
Finiteness of EΞ2 implies itegrability of x−2
∫ x
0 yE{Ξ;Ξ > y}dy. In addition, this
function is decreasing because
d
dx
1
x2
∫ x
0
yE{Ξ;Ξ > y}dy = − 2
x3
∫ x
0
yE{Ξ;Ξ > y}dy + 1
x
E{Ξ;Ξ > x}
≤ − 2
x3
E{Ξ;Ξ > x}
∫ x
0
ydy +
1
x
E{Ξ;Ξ > x}
= 0,
and the condition (2.113) is satisfied for Rn.
7.4.2 Approaching critical premium rate at a rate of θ/xα
In this subsection we consider the case (7.71). In order to understand the asymptotic
behavior of the ruin probability under this rate of approaching vc, we first derive
asymptotic estimates for the moments of Vx(τ)− x. Define
γ : = min{k ≥ 1 : αk > 1}.
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Lemma 7.13. Let Eτγ+1 <∞ and
v−(x) ≤ v(x) ≤ v+(x) for all x, (7.81)
where both v−(x) and v+(x) are decreasing functions. Then, for all k ≤ γ,
Eτkv−(x+ τv+(x)) ≤ E(Vx(τ)− x)k ≤ vk+(x)Eτk. (7.82)
If, in addition, (7.71) holds, then there exists an integrable decreasing function p1(x)
such that, for all k ≤ γ,
E(Vx(τ)− x)k = (vc + θ/xα)kEτk +O(p1(x)) as x→∞. (7.83)
Proof. Due to (7.81), v(z) ≤ v+(x) for all z ≥ x. Hence
Vx(t) = x+
∫ t
0
v(Vx(s))ds
≤ x+
∫ t
0
v+(x)ds = x+ tv+(x), (7.84)
and the inequality on the right hand side of (7.82) follows. It follows from left hand
side inequality in (7.81) and from the last upper bound for Vx(t) that
Vx(t)− x ≥
∫ t
0
v−(Vx(t))ds ≥ tv−(x+ tv+(x)), (7.85)
and the left hand side bound in (7.82) is proven.
Owing to (7.71), v(z) is sandwiched between the two eventually decreasing func-
tions v± := vc+θ/zα±p(z). Therefore, applying the right hand side bound in (7.82)
we get
E(Vx(τ)− x)k ≤ (vc + θ/xα + p(x))kEτk
= (vc + θ/x
α)kEτk +O(p(x)) as x→∞. (7.86)
From the lower bound in (7.82) we deduce, for all k ≤ γ,
E(Vx(τ)− x)k ≥ Eτk
(
vc +
θ
(x+ τ(vc + θ/xα + p(x)))α
− p(x)
)k
≥ Eτk
(
vc +
θ
(x+ c1τ)α
)k
+O(p(x)) for some c1 <∞.
Hence,
E(Vx(τ)− x)k ≥ E
{
τk
(
vc +
θ
(x+ c1τ)α
)k
; τ ≤ x
}
+O(p(x)).
By the inequality 1/(1 + y)α ≥ 1− αy, we infer that there exists a constant c2 such
that
1
(x+ c1t)α
≥ 1
xα
(
1− α
x
c1t
)
=
1
xα
− c2 t
xα+1
for all x ≥ 1.
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Therefore,
E(Vx(τ)− x)k ≥ E
{
τk
(
vc +
θ
xα
− c2 τ
xα+1
)k
; τ ≤ x
}
+O(p(x))
≥ (vc + θ/xα)kE{τk; τ ≤ x}
−c3
k∑
j=1
1
xj(α+1)
E{τk+j; τ ≤ x} − c3p(x), (7.87)
for some c3 <∞. Then, due to integrability of p(x), in order to prove that
E(Vx(τ)− x)k ≥ (vc + θ/xα)kEτk − p1(x) (7.88)
for some decreasing integrable p1(x), it suffices to show that
E{τk; τ > x}
and
x−j(α+1)E{τk+j; τ ≤ x}, 1 ≤ j ≤ k,
are bounded by decreasing integrable at infinity functions. Indeed, the integral of
the first function—which decreases itself—equals Eτk+1 which is finite due to k ≤ γ
and finiteness of the (γ + 1)st moment of τ . Concerning the second function, first
notice that
E{τk+j; τ ≤ x} ≤ xj−1Eτk+1, j ≥ 1, k ≤ γ.
Thus,
x−j(α+1)E{τk+j; τ ≤ x} ≤ Eτ
γ+1
x1+jα
, j ≥ 1, k ≤ γ.
So, (7.88) is proven which together with (7.86) completes the proof.
Proposition 7.14. Assume that (7.71) is valid. If both Eτ1+γ1 and Eξ
1+γ
1 are finite,
then there exists s(x) = o(xα) such that, for all k ≤ γ,
m
[s(x)]
k (x) =
k∑
j=0
ak,j
xαj
+O(xα(k−1)p2(x)) as x→∞,
where p2(x) is a decreasing integrable at infinity function and
ak,j := θ
j
(
k
j
)
Eτ j1 (vcτ1 − ξ1)k−j, j ≤ k ≤ γ.
Proof. It follows from the definition of ξ(x) that
Eξk(x) = E(Vx(τ1)− x− ξ1)k =
k∑
j=0
(
k
j
)
E(Vx(τ1)− x)jE(−ξ1)k−j.
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Applying Lemma 7.13, we then obtain
mk(x) := Eξ
k(x) =
k∑
j=0
(
k
j
)(
vc +
θ
xα
)j
Eτ j1E(−ξ1)k−j +O(p1(x))
=:
k∑
j=0
ak,j
xαj
+O(p1(x)).
Now, in view of (7.78) we have
|mk(x)−m[s(x)]k (x)|
= O
(
E{(Vx(τ1)− x)k; Vx(τ1)− x > s(x)}+ E{ξk1 ; ξ1 > s(x)}
+ Eξk1P{Vx(τ1)− x > s(x)}+ E(Vx(τ1)− x)kP{ξ1 > s(x)}
)
= O
(
E{τk1 ; τ1 > s(x)/c1}+ E{ξk1 ; ξ1 > s(x)}
)
.
The finiteness of Eτγ+11 and Eξ
γ+1
1 implies existence of s(x) = o(x
α) such that both
terms on the right hand side being multiplied by x−α(k−1) are integrable for all
k ≤ γ. Thus, the proof is complete.
Now we state the main result in this subsection.
Theorem 7.15. Assume that (7.71) is valid. If Eτγ+11 < ∞ and Eerξ
1−α
< ∞ for
some
r > r1 :=
2θEτ1
(Varξ1 + v2cVarτ1)
,
then there exist constants r2, r3, . . . , rγ ∈ R, and 0 < C1 < C2 <∞ such that
C1 exp
{
−
∫ x
1
γ−1∑
j=1
rj
yαj
dy
}
≤ ψ(x) ≤ C2 exp
{
−
∫ x
1
γ−1∑
j=1
rj
yαj
dy
}
. (7.89)
Notice that if α = 1/(γ − 1) for a natural γ ≥ 2, then
Cˆ1
xrγ−1
exp
{
−
γ−2∑
j=1
rj
1− αj x
1−αj
}
≤ ψ(x) ≤ Cˆ2
xrγ−1
exp
{
−
γ−2∑
j=1
rj
1− αj x
1−αj
}
,
and if α < 1/(γ − 1) then
Cˆ1 exp
{
−
γ−1∑
j=1
rj
1− αj x
1−αj
}
≤ ψ(x) ≤ Cˆ2 exp
{
−
γ−1∑
j=1
rj
1− αj x
1−αj
}
.
Proof. We first show that there exist constants r1, r2, . . . , rγ−1 such that
r(x) :=
γ−1∑
j=1
rj
xαj
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satisfies (2.152). We can determine all these numbers recursively. Indeed, as proven
in Proposition 7.14,
m
[s(x)]
1 (x) =
θEτ1
xα
+ o(p2(x))
and
m
[s(x)]
2 (x) = Varξ1 + v
2
cVarτ1 +O(x
−α)
If we now take
r1 =
2θEτ1
Varξ1 + v2cVarτ1
,
then
−m[s(x)]1 (x) +
γ∑
j=2
(−1)jm
[s(x)]
j (x)
j!
rj−1(x) = O(x−2α)
for any choice of r2, r3, . . . , rγ−1. Then we can choose r2 such that the coefficient
of x−2α is also zero, and so on.
The conditions (2.155), (2.156) and (2.157) are immediate from the moment
assumptions on τ1 and ξ1. Thus, the bounds on the ruin probability follow from
Theorem 2.26.
Chapter 8
Asymptotically homogeneous
Markov chains
In this chapter we are going to consider Markov chains having asymptotically con-
stant (non-zero) drift. As we have seen in the previous chapter, the slower goes
m1(x) to zero the more moments should have a quite regular behaviour at the in-
finity. Therefore, it is not surprising that in the case of fixed asymptotical drift
one usually considers that the distributions of jumps converge weakly as x goes to
infinity. This corresponds, roughly speaking, to the assumption that all moments
behave in a regular way. So, we shall say that Xn is asymptotically homogeneous in
space if
ξ(x)⇒ ξ as x→∞. (8.1)
The class of asymptotically homogeneous chains is a bit larger than the class
of additive Makov chains, which has been introduced by Aldous [3], where ξ(x) are
assumed to converge in the total variation norm.
The simplest and one of the most important examples of asymptotically homo-
geneous Markov chains is a random walk with delay at zero:
Wn+1 = (Wn + ζn+1)
+, n ≥ 0,
where {ζk} are independent copies of ξ. In this example we have also the convergence
in total variation. The process Wn describes the waiting time process in a GI/GI/1
queue.
Another popular class of models closely related to asyptotically homogeneous
chains are stochastic recurrsions
Yn+1 = An+1Yn +Bn+1, n ≥ 0,
where {(An, Bn)} are i.i.d. random vectors with values in R+×R. The sequence Yn
does not satisfy (8.1), but it can be transformed to an asymptotically homogeneous
chain, for details see Goldie [30, Section 2].
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8.1 Key renewal theorem
In this section we shall assume that (8.1) holds and that the mean of the limiting
variable ξ is positive. Our purpose is to study the asymptotic behaviour of the
renewal measure.
In contrast to the case of asymptotically zero drift, one can derive a renewal
theorem for an asymptotically homogeneous chain Xn without use of limit theorems
for Xn. Instead, we apply some ideas of the operator approach proposed by Feller
[23].
The next theorem is a specialisation of Theorem 1 from Korshunov [45] to the
case of transient Markov chains on R+.
Theorem 8.1. Let ξ(x) ⇒ ξ as x → ∞ and Eξ > 0. Let the family of random
variables {|ξ(x)|, x ∈ R+} admit an integrable majorant η, that is, Eη <∞ and
|ξ(x)| ≤st η for all x ∈ R+. (8.2)
Assume that
sup
k∈Z+
H(k, k + 1] < ∞. (8.3)
If the limit random variable ξ is non-lattice, then H(x, x+h]→ h/Eξ as x→∞,
for every fixed h > 0.
If the chain Xn is integer valued and Z is the minimal lattice for the variable ξ,
then H{n} → 1/Eξ as n→∞.
Condition (8.2) and the dominated convergence theorem imply |ξ| ≤st η, E|ξ| <
∞ and Eξ(x) → Eξ as x → ∞; in particular, the chain Xn has an asymptotically
space-homogeneous drift.
Proof of Theorem 8.1. First of all, condition (8.3) allows us to apply Helly’s Se-
lection Theorem to the family of measures {H(k + ·), k ∈ Z+} (see, for example,
Theorem 2 in Section VIII.6 in [23]). Hence, there exists a sequence of points tn →∞
such that the sequence of measures H(tn + ·) converges weakly to some measure λ
as n→∞. The following two lemmas characterize λ.
Lemma 8.2. Let F denote the distribution of ξ. A weak limit λ of the sequence of
measures H(tn + ·) satisfies the identity λ = λ ∗ F .
Proof. The measure λ is non-negative and σ-finite with necessity. Fix any smooth
function f(x) with a bounded support; let A > 0 be such that f(x) = 0 for x /∈
[−A,A]. The weak convergence of measures means the convergence of integrals∫ ∞
−∞
f(x)H(tn + dx) =
∫ A
−A
f(x)H(tn + dx) →
∫ A
−A
f(x)λ(dx) (8.4)
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as n→∞. On the other hand, due to the equality H(·) = P{X0 ∈ ·}+H ∗ P (·) we
have the following representation for the left side of (8.4):∫ A
−A
f(x)P{X0 ∈ tn + dx}+
∫ A
−A
f(x)
∫ ∞
−∞
P (tn + y, tn + dx)H(tn + dy). (8.5)
Since f is bounded,∫ A
−A
f(x)P{X0 ∈ tn + dx} ≤ ||f ||CP{X0 ∈ [tn −A, tn +A]} → 0 (8.6)
as n→∞. The second term in (8.5) is equal to∫ ∞
−∞
H(tn + dy)
∫ A
−A
f(x)P (tn + y, tn + dx). (8.7)
The weak convergence P (t, t + ·) ⇒ F (·) as t → ∞ implies the convergence of the
inner integral in (8.7):∫ A
−A
f(x)P (tn + y, tn + dx) →
∫ A
−A
f(x)F (dx− y);
here the rate of convergence can be estimated in the following way:
∆(n, y) :=
∣∣∣∣∣
∫ A
−A
f(x)(P (tn + y, tn + dx)− F (dx− y))
∣∣∣∣∣
=
∣∣∣∣∣
∫ A
−A
f ′(x)(P{ξ(tn + y) ≤ x− y} − F (x− y))dx
∣∣∣∣∣
≤ ||f ′||C
∫ A−y
−A−y
|P{ξ(tn + y) ≤ x} − F (x)|dx.
Thus, the asymptotic homogeneity of the chain yields for every fixed C > 0 the
uniform convergence
sup
y∈[−C,C]
∆(n, y) → 0 as n→∞. (8.8)
In addition, by majorisation condition (8.2), for all x regardless positive or negative,
|P{ξ(tn + y) ≤ x} − F (x)| ≤ 2P{η > |x|}.
Hence, for all y,
∆(n, y) ≤ 2||f ′||C
∫ A−y
−A−y
P{η > |x|}dx
≤ 4A||f ′||CP{η > |y| −A}. (8.9)
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We have the estimate
∆n :=
∣∣∣∣∣
∫ ∞
−∞
H(tn + dy)
(∫ ∞
−∞
f(x)P (tn+y, tn+dx)−
∫ ∞
−∞
f(x)F (dx−y)
)∣∣∣∣∣
≤
∫ ∞
−∞
∆(n, y)H(tn + dy).
For any fixed C > 0, uniform convergence (8.8) implies∫ C
−C
∆(n, y)H(tn + dy) ≤ sup
y∈[−C,C]
∆(n, y) · sup
n
H[tn − C, tn +C]
→ 0 as n→∞.
The remaining part of the integral can be estimated by (8.9):
lim sup
n→∞
∫
|y|≥C
∆(n, y)H(tn + dy)
≤ 4A||f ′||C lim sup
n→∞
∫
|y|≥C
P{η > |y| −A}H(tn + dy).
Since η has finite mean, property (8.3) of the renewal measure H allows us to choose
a sufficiently large C in order to make the ‘lim sup’ as small as we please. Therefore,
∆n → 0 as n→∞. Hence, (8.7) has the same limit as the sequence of integrals∫ ∞
−∞
H(tn + dy)
∫ A
−A
f(x)F (dx− y).
Now the weak convergence to λ implies that (8.7) has the limit∫ ∞
−∞
λ(dy)
∫ ∞
−∞
f(x)F (dx− y) =
∫ ∞
−∞
f(x)
∫ ∞
−∞
F (dx− y)λ(dy)
=
∫ ∞
−∞
f(x)(F ∗ λ)(dx). (8.10)
By (8.4)–(8.6) and (8.10), we conclude the identity∫ ∞
−∞
f(x)λ(dx) =
∫ ∞
−∞
f(x)(F ∗ λ)(dx).
Since this identity holds for every smooth function f with a bounded support, the
measures λ and F ∗ λ coincide. The proof is complete.
Further we use the following statement which was proved in Choquet and Deny [14].
Lemma 8.3. Let F be a distribution not concentrated at 0. Let λ be a nonnegative
measure satisfying the equality λ = F ∗ λ and the property sup
n∈Z
λ[n, n+ 1] <∞.
If F is non-lattice, then λ is proportional to Lebesgue measure.
If F is lattice with minimal span 1 and λ(Z) = 1, then λ is proportional to the
counting measure.
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The concluding part of the proof of Theorem 8.1 will be carried out for the non-
lattice case. Choose any sequence of points tn →∞ such that the measure H(tn+ ·)
converges weakly to some measure λ as n → ∞. It follows from Lemmas 8.2 and
8.3 that then λ(dx) = α · dx with some α, i.e.,
H(tn + dx) ⇒ α · dx as n→∞.
Now it suffices to prove that α = 1/Eξ for all sequences tn such that H(tn + ·)
is convergent.
Fix some k ∈ N. Put H(k)(·) := U ∗ P k(·) =∑∞j=k P{Xj ∈ ·}. Then
H(k)(tn + dx) ⇒ α · dx as n→∞. (8.11)
Consider the measure H(k)−H(k+1) = H(k)∗(I−P ); by the definition of the renewal
measure it is equal to the distribution of Xk, that is, for any bounded Borel set B,
H(k)(B)−H(k+1)(B) = P{Xk ∈ B} (the equality may fail for unbounded sets, say,
for (x,∞]). In particular,
(H(k) −H(k+1))(0, x] = P{Xk ≤ x} → 1 as x→∞. (8.12)
On the other hand,
(H(k) −H(k+1))(0, x]
=
∫ ∞
0
(I − P )(y, (0, x])H(k)(dy)
=
∫ x
0
P (y, (x,∞))H(k)(dy)−
∫ ∞
x
P (y, (0, x])H(k)(dy). (8.13)
The asymptotic homogeneity of the chain and weak convergence (8.11) imply the
following convergences of the integrals, for any fixed A > 0:∫ tn
tn−A
P (y, (tn,∞))H(k)(dy) → α
∫ A
0
P{ξ > z}dz (8.14)
as n→∞, and∫ tn+A
tn
P (y, (0, tn])H
(k)(dy) → α
∫ A
0
P{ξ ≤ −z}dz. (8.15)
Majorisation condition (8.2) allows us to estimate the tails of the integrals:∫ tn−A
0
P (y, (tn,∞))H(k)(dy) ≤ −
∫ ∞
A
P{η > z}H(tn − dz) (8.16)
and ∫ ∞
tn+A
P (y, (0, tn])H
(k)(dy) ≤
∫ ∞
A
P{η ≥ z}H(tn + dz). (8.17)
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Since the majorant η is integrable, condition (8.3) guarantees that the right sides
of inequalities (8.16) and (8.17) can be made as small as we please by the choice
of sufficiently large A. By these reasons we conclude from (8.13)–(8.15) that, as
n→∞,
(H(k) −H(k+1))(0, tn]
→ α
∫ ∞
0
P{ξ > z}dz − α
∫ ∞
0
P{ξ ≤ −z}dz = αEξ.
Combining this with (8.12), we infer that α = 1/Eξ. Thus, the proof of the theorem
is completed.
In the next theorem we provide some simple conditions sufficient for condition
(8.3), that is, for local compactness of the renewal measure. Denote a∧b = min{a, b}.
Theorem 8.4. Suppose that there exists A > 0 such that
ε := inf
x∈R+
E(ξ(x) ∧A) > 0. (8.18)
In addition, let
δ := inf
x∈R+
P{Xn > x for all n ≥ 1|X0 = x} > 0. (8.19)
Then H(x, x+ h] ≤ (A+ h)/εδ for all x ∈ R and h > 0; in particular, (8.3) holds.
Proof. It suffices to prove that
Hy(x, x+ h] ≤ (A+ h)/εδ (8.20)
for all y ∈ (x, x+ h]. Given X0 ∈ (x, x+ h], consider the stopping time
T (x+ h) = min{n ≥ 1 : Xn > x+ h}.
Since XT (x+h) ∧ (x+ h+A)−X0 ≤ A+ h with probability 1,
A+ h ≥ E(XT (x+h) ∧ (x+ h+A)−X0)
=
∞∑
n=1
E[Xn ∧ (x+ h+A)−Xn−1 ∧ (x+ h+A)]I{T (x + h) ≥ n}.
Hence, the definition of T (x+ h) implies
A+ h ≥
∞∑
n=1
E{Xn ∧ (x+ h+A)−Xn−1 ∧ (x+ h+A);T (x+ h) ≥ n}
=
∞∑
n=1
E{Xn ∧ (x+ h+A)−Xn−1|T (x+ h) ≥ n}P{T (x+ h) ≥ n}.
The Markov property and condition (8.18) yield
E{Xn ∧ (x+ h+A)−Xn−1|T (x+ h) ≥ n} ≥ E(ξ(Xn−1) ∧A) ≥ ε
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for all n. Therefore,
A+ h ≥ ε
∞∑
n=1
P{T (x+ h) ≥ n} = εET (x+ h).
So, the expected number of visits to the interval (x, x + h] till the first exit from
(−∞, x + h] does not exceed (A + h)/ε, independently of the initial state X0 ∈
(x, x + h]. By condition (8.19), after exit from (−∞, x + h] the chain is above the
level XT (x + h) forever with probability at least δ; in particular, it does not visit
the interval (x, x+h] any more. With probability at most 1− δ the chain visits this
interval again, and so on. Concluding, we get that the expected number of visits to
the interval (x, x+ h] cannot exceed the value
A+ h
ε
∞∑
n=0
(1− δ)n = A+ h
εδ
,
and (8.20) is proved. The proof of Theorem 8.4 is complete.
Corollary 8.5. Let the family of jumps {ξ(x), x ∈ R+} possess an integrable mino-
rant with a positive mean, that is, there exist a random variable ζ such that Eζ > 0
and ξ(x) ≥st ζ for any x ∈ R. Then
H(x, x+ h] ≤ (A+ h)A/ε2
for any A > 0 such that ε ≡ E(ζ ∧A) > 0; in particular, (8.3) holds.
Proof. Consider the partial sums Zn = ζ1 + . . . + ζn of an independent copies of ζ.
Denote the first ascending ladder epoch by χ = min{n ≥ 1 : Zn > 0}. It is well
known (see, for example, Theorem 2.3(c) in Chapter VIII of [7] that
P{Zn > 0 for all n ≥ 1} = 1/Eχ.
Since
P{Xn > x for all n ≥ 1|X0 = x} ≥ P{Zn > 0 for all n ≥ 1}
by the minorisation condition, the δ in Theorem 8.4 is at least 1/Eχ. Taking into
account the inequality Eχ ≤ A/ε, we get δ ≥ ε/A, which implies the corollary
conclusion.
If the chain X has a non-negative jumps ξ(x) ≥ 0, then the minorisation condi-
tion is equivalent to the existence of a positive A such that
γ ≡ inf
x∈R
P{ξ(x) > A} > 0. (8.21)
In that case one can choose ζ taking values 0 and A with probabilities 1− γ and γ
respectively; then ε ≥ γA and H(x, x+ h] ≤ (A+ h)/γ2A.
In the next theorem we relax a bit the conditions from Theorem 8.4.
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Theorem 8.6. Let ξ(x) ⇒ ξ as x → ∞ and Eξ > 0. Let (8.2) hold. Assume that
there exists x̂ ≥ 0 such that
ε := inf
x≥x̂
E(ξ(x) ∧A) > 0 (8.22)
and
δ := inf
x≥x̂
Px{Xn > x for all n ≥ 1} > 0. (8.23)
If the limit variable ξ is non-lattice, then H(x, x + h] → h/Eξ as x → ∞, for
every fixed h > 0.
If the chain Xn is integer valued and Z is the minimal lattice for ξ, then H{n} →
1/Eξ as n→∞.
Proof. Set h(z) := Pz{mink≥1Xk ≥ x̂}. Clearly, h(z) is harmonic for the substochas-
tic kernel P (z, dx)I{x > x̂}. This means that P̂ (z, dx) = h(x)h(z)P (z, dx)I{x > x̂} is a
stochastic transition kernel. Let X̂n denote the corresponding Markov chain. Let
ξ̂(x) denote the jumps of this chain. It is immediate from the definition that
P{ξ̂(x) ∈ dy} = h(x+ y)
h(x)
P{ξ(x) ∈ dy}, y > x̂− x.
Therefore, ξ̂(x) ⇒ ξ and the family {|ξ̂(x)|} possesses an integrable majorant η̂.
Next, noting that (8.23) implies that h(x) ≥ δ for all x ≥ x̂, we obtain
E(ξ̂(x) ∧A) ≥ δE(ξ(x) ∧A) ≥ δε
and
Px{X̂n ≥ x for all n ≥ 1} ≥ δPx{Xn ≥ x for all n ≥ 1} ≥ δ2.
These two relations imply that X̂n satisfies conditions (8.18) and (8.19). Conse-
quently, we may apply Theorem 8.1 to this Markov chain:
Ĥ(x, x+ d] ∼ d
Eξ
, x→∞. (8.24)
As usual, d is an arbitrary positive number in the non-lattice case, and d ∈ N in the
lattice case.
It follows from the definition of P̂ (z, dy) that
Pz{X̂n ∈ dy} = h(y)
h(z)
Pz
{
Xn ∈ dy, min
1≤k≤n
Xk > x̂
}
.
Therefore,
∞∑
n=0
Pz
{
Xn ∈ (x, x+ d], min
1≤k≤n
Xk > x̂
}
= h(z)
∫ x+d
x
1
h(y)
Ĥ(dy).
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Noting that h(y)→ 1 as y →∞ and using (8.24), we get, as x→∞,
∞∑
n=0
Pz
{
Xn ∈ (x, x+ d], min
1≤k≤n
Xk > x̂
}
= h(z)Ĥz(x, x+ d](1 + o(1)) = h(z)
d
Eξ
(1 + o(1)).
By the Markov property,
min
y∈[x,x+d]
h(y)Pz
{
Xn ∈ (x, x+ d], min
1≤k≤n
Xk > x̂
}
≤ Pz
{
Xn ∈ (x, x+ d],min
k≥1
Xk > x̂
}
≤ Pz
{
Xn ∈ (x, x+ d], min
1≤k≤n
Xk > x̂
}
Then, as a result,
∞∑
n=0
Pz
{
Xn ∈ (x, x+ d],min
k≥1
Xk > x̂
}
= h(z)
d
Eξ
(1 + o(1)). (8.25)
According to Lemma 3.2, the family L(x, T (x + d)) is uniformly integrable. Then,
in view of assumption (8.23),
∑∞
n=0 I{Xn ∈ (x, x + d]} is also uniformly integrable.
As a consequence,
lim
z→∞
∞∑
n=0
Pz
{
Xn ∈ (x, x+ d],min
k≥1
Xk > x̂
}
= 0
uniformly in x. This implies that for every γ > 0 there exists z(γ) such that
(1− γ) d
Eξ
≤ lim inf
x→∞ Hz(x, x+ d] ≤ lim supx→∞ Hz(x, x+ d] ≤ (1 + γ)
d
Eξ
, z ≥ z(γ).
Since P{T (z(γ)) > N} → 0 as N →∞ and P{XT (z(γ)) > M,T (z(γ)) ≤ N} → 0 as
M →∞ for each distribution of X0, using the uniform integrability of
∑∞
n=0 I{Xn ∈
(x, x+ d]}, x > x̂, we get the desired relation.
8.2 Asymptotics for the stationary distribution
We now turn to the asymptotic behaviour of the stationary distribution of an asymp-
totically homogeneous chain, that is, we still assume that (8.1) holds. We shall also
assume that the limiting variable ξ satisfies the condition:
there exists β > 0 such that Eeβξ = 1. (8.26)
As is well-known, the stationary measure of the random walk with delay Wn,
say πW , coincides with the distribution of supn≥0
∑n
k=1 ζk. Then, by the classical
results due to Crame´r and Lundberg,
πW (x, x+ 1] ∼ ce−βx as i→∞
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under the additional assumption Eξeβξ < ∞. Since the jumps of chains Xn and
Wn are asymptotically equivalent, one can expect that the corresponding stationary
distributions have similar asymptotics. This is true on the logarithmic scale only:
Theorem 8.7. Assume that (8.1) and (8.26) are valid. If, additionally,
sup
x>0
Eeλξ(x) <∞ for every λ < β (8.27)
then
lim
x→∞
log π(x,∞)
x
= −β. (8.28)
The lower bound
lim inf
x→∞
log π(x,∞)
x
≥ −β
is valid for all chains satisfying (8.1) and (8.26), without (8.27). It has been shown
in Borovkov and Korshunov [10] via construction of a random walk with delay at
zero, which is stochastically smaller than the original chain Xn.
Proof. We derive first a lower bound. To this end we consider the transition kernel
Qλ(x, dy) :=
eλ(x−y)
ϕ(λ)
P (x, dy), y > x̂,
where λ ∈ (0, β) and ϕ(λ) := Eeλξ. (An appropriate value of x̂ will be chosen later.)
As usual, we set
qλ(x) := − logQλ(x,R+).
Let X
(λ)
n be a Markov chain embeded in Qλ, that is, its transition kernel is given by
Pλ(x, dy) =
Qλ(x, dy)
Qλ(x,R+)
.
It follows from the assumptions of the theorem, that
ξ(λ)(x)⇒ ξ(λ),
where P{ξ(λ) ∈ dy} = eλyϕ(λ)P{ξ ∈ dy}. Moreover, according to the assumption (8.27),
the family ξ(λ)(x) possesses a majorant with exponentially decreasing tails. Choosing
λ so that Eξ(λ > 0 and taking x̂ sufficiently large, we see that the chain X
(λ)
n is
transient. Furthermore, Theorem 3 in Korshunov [43] implies that X
(λ)
n /n → Eξ(λ
alsmost surely.
For the invariant measure π we have the following representation
π(dy) = e−λy
∫ x̂
0
π(dz)eλz
∞∑
n=1
ϕn(λ)E
{
e−
∑n−1
k=0 qλ(X
(λ)
k );X(λ)n ∈ dy
}
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Then, for any positive ε any any natural m,
π(x,∞) > π(x, (1 + ε)x]
> e−λ(1+ε)xϕm(λ)E
{
e−
∑m−1
k=0 q
+
λ (X
(λ)
k );X(λ)m ∈ (x, (1 + ε)x)
}
. (8.29)
It follows from the Jensen inequality that
E
{
e−
∑m−1
k=0 q
+
λ (X
(λ)
k )
∣∣X(λ)m ∈ (x, (1 + ε)x)}
≥ exp
{
−E
{
m−1∑
k=0
q+λ (X
(λ)
k )
∣∣X(λ)m ∈ (x, (1 + ε)x)
}}
≥ exp
− E
{∑m−1
k=0 q
+
λ (X
(λ)
k )
}
P{X(λ)m ∈ (x, (1 + ε)x)}
 . (8.30)
By the law of large numbers for X
(λ)
n ,
X
(λ)
n
n
→ Eξ(λ).
Choosing now m ∼ (1 + ε/2)x/Eξ(λ), we infer that
P{X(λ)m ∈ (x, (1 + ε)x)} → 1 as x→∞. (8.31)
Combining (8.29), (8.30) and (8.31), we obtain, as x→∞,
log π(x,∞)
x
≥ −λ(1 + ε) + 1 + ε/2 + o(1)
Eξ(λ)
logϕ(λ)
− (1 + o(1))x−1E
{
m−1∑
k=0
q+λ (X
(λ)
k )
}
. (8.32)
By the definition of Qλ,
Q(x,R+) =
1
ϕ(λ)
E
{
eλξ(x); ξ(x) > x̂− x
}
=
Eeλξ(x)
ϕ(λ)
+O(e−λx)→ 1.
In other words, q(x)→ 0 as x→∞. Using the law of large numbers once again, we
infer that
E
{
m−1∑
k=0
q+λ (X
(λ)
k )
}
= o(m) as m→∞.
Applying this to (8.32) and recalling that m is proportional to x, we get
lim inf
x→∞
log π(x,∞)
x
≥ −λ(1 + ε) + 1 + ε/2
Eξ(λ)
logϕ(λ).
Letting ε→ 0, λ ↑ β and recaling that ϕ(β) = 1, we finally get
lim inf
x→∞
log π(x,∞)
x
≥ −β.
The proof of the corresponding upper bound relies on the following equilibrium
identity.
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Lemma 8.8. Let Xn be a Markov chain on R
+. We shall assume that this chain has
invariant distribution π. Let V (x) ≥ 0 be a measurable locally bounded functional
such that its mean drift v(x) := E{V (X1)− V (X0)|X0 = x} satisfies the condition∫
v+(x)π(dx) <∞. (8.33)
Then ∫
v(x)π(dx) ≥ 0.
We postpone the proof of this lemma and complete the proof of the theorem
first. Fix some λ ∈ (0, β) and consider Vλ(x) := eλx. Then
vλ(x) = EVλ(x+ ξ(x))− Vλ(x) = eλx
(
Eeλξ(x) − 1
)
.
Since Eeλξ(x) → ϕ(λ) < 1, there exists δ > 0 and x0 = x0(δ) such that
vλ(x) ≤ −δeλx, x > x0.
Therefore, we may apply Lemma 8.8 to the functional Vλ. As a result, for each
x ≥ x0,
π(x,∞) ≤ −e
−λx
δ
∫ ∞
x
vλ(y)π(dy) ≤ e
−λx
δ
∫ x0
0
vλ(y)π(dy)
Consequently,
lim sup
x→∞
log π(x,∞)
x
≤ −λ.
Since we may choose λ arbitrary close to β, we arrive at the inequality
lim sup
x→∞
log π(x,∞)
x
≤ −β.
Thus, the proof of the theorem is complete.
Proof of Lemma 8.8. Assumption (8.33) implies that
∫
v(x)π(dx) is defined, but its
value can be −∞. Assume that ∫ v(x)π(dx) is negative, i.e., ∫ v(x)π(dx) ≤ −3c for
some positive c. Then, taking into account (8.33), we conclude that there exists A
such that ∫ A
0
v(x)π(dx) ≤ −2c and
∫ ∞
A
v+(x)π(dx) < c. (8.34)
Let N be such that V (x) ≤ N for all x ≤ A. Set V ∗(x) = V (x)∧N . Then for every
x ≤ A we have
v∗(x) = EV ∗(x+ ξ(x))− V ∗(x) ≤ EV (x+ ξ(x))− V (x) = v(x)
Moreover,
v∗(x) ≤ v+(x), x ≥ 0.
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From these bounds and from the integrability of V ∗ we infer that
0 =
∫
v∗(x)π(dx) ≤
∫ A
0
v(x)π(dx) +
∫ ∞
A
v+(x)π(dx).
Combining this with (8.34), we get contradiction to our assumption. Thus, the
integral
∫
v(x)π(dx) is nonnegative.
It turns out that the exact (without logarithmic scaling) asymptotic behaviour
of π depends not only on the distribution of ξ, but also on the speed of convergence
in (8.1).
Our next result describes the case when the convergence is so fast that the
measure π is asymptotically proportional to the stationary measure of Wn.
Theorem 8.9. Suppose that
ξ(x) ≤st Ξ, x ∈ R+, (8.35)
for some random variable Ξ such that EΞeβΞ <∞ and
|Eeβξ(x) − 1|dx ≤ q(x) (8.36)
for some decreasing integrable function q.
If the distribution of ξ is non-lattice then there exists a positive constant c such
that, for every d > 0,
π(x, x+ d] ∼ c
(
1− e−βd
)
e−βx. (8.37)
If Xn takes values on Z
+ and Z is the minimal lattice for ξ then (8.37) holds for all
natural d.
It is worth mentioning that (8.36) is weaker than conditions we found in the
literature. First, Borovkov and Korshunov [10] proved exponential asymptotics for
π under the condition∫ ∞
0
∫ ∞
−∞
eβy |P{ξ(x) < y} − P{ξ < y}| dydx <∞,
which is definitely stronger than (8.36) and implies, in particular, that also the
expectations Eξ(x)eβξ(x) converge with a summable speed. Furthermore, to show
that the constant c in front of e−βi is positive they introduced the following condition:∫ ∞
0
(
Eeβξ(x) − 1)−x log xdx <∞.
Second, for chains on Z+ Foley and McDonald [25] used the assumption, which can
be rewritten in our notations as follows
∞∑
i=0
∑
j∈Z
eβj |P{ξ(i) = j} − P{ξ = j}| <∞.
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Furthermore, the condition (8.36) is quite close to the optimal one. If, for ex-
ample, Eeβξ(x) − 1 are of the same sign and not summable, then π(x)eβx converges
either to zero or to infinity, see Corollary 8.13 below. Thus, if (8.36) is violated,
then π(x, x+d] may have exponential asymptotics only in the case when Eeβξ(x)−1
is changing its sign infinitely often.
Example 8.10. Consider a Markov chain Xn on Z
+ which jumps to the next neigh-
bours only:
P{ξ(i) = 1} = 1− P{ξ(i) = −1} = p+ ϕ(i).
Assume that, as i→∞,
ϕ(i) ∼
{
i−γ , i = 2k
−i−γ , i = 2k + 1
with some γ ∈ (1/2, 1). Clearly, (8.36) is not satisfied. Let us look at the values of
Xn at even time moments, i.e.,
Yk = X2k, k ≥ 0.
Then we have
Pi{Y1 − i = −2} = (q − ϕ(i))(q − ϕ(i − 1)),
Pi{Y1 − i = 0} = (q − ϕ(i))(p + ϕ(i− 1)) + (p+ ϕ(i))(q − ϕ(i + 1)),
Pi{Y1 − i = 2} = (p+ ϕ(i))(p + ϕ(i + 1)),
where q := 1− p. From these equalities we obtain
Ei
[(
q
p
)Y1−i]
− 1 =
(
p2
q2
− 1
)
Pi{Y1 − i = −2}+
(
q2
p2
− 1
)
Pi{Y1 − i = 2}
=
(
p2
q2
− 1
)
(q − ϕ(i))(q − ϕ(i− 1)) +
(
q2
p2
− 1
)
(p + ϕ(i))(p + ϕ(i+ 1))
= −q
(
p2
q2
− 1
)
(ϕ(i) + ϕ(i − 1)) + p
(
q2
p2
− 1
)
(ϕ(i) + ϕ(i + 1)) +O(i−2γ).
Noting that ϕ(i)+ϕ(i+1) = O(i−γ−1), we conclude that the sequence |Ei(q/p)Y1−i−1|
is summable and, consequently, we may apply Theorem 8.9. Since π is stationary
also for Yn, we obtain π(i) ∼ c(p/q)i as i→∞. ⋄
Proof of Theorem 8.9. We start, as usual, with the construction of an appropriate
Lyapunov function. Let p be a decreasing regularly varying of index −1 integrable
function. Set g(x) :=
∫∞
x p(y)dy and consider
Up(x) := e
βx(1 + g(x)).
We want to show that there exists p(x) such that
EUp(x+ ξ(x))− Up(x) = −Eξ(β)eβxp(x)(1 + o(1)), x→∞. (8.38)
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By the definition of Up(x),
EUp(x+ ξ(x))− Up(x)
= eβx
(
Eeβξ(x)(1 + g(x + ξ(x))) − 1− g(x)
)
= eβx(1 + g(x))
(
Eeβξ(x) − 1
)
+ eβxE(g(x+ ξ(x))− g(x))eβξ(x). (8.39)
The assumption (8.36) yields the existence of p(x) such that
|Eeβξ(x) − 1| = o(p(x)). (8.40)
Fix some increasing function s(x) = o(x) and split the second term in (8.39) into
three parts:
E(g(x+ ξ(x))− g(x))eβξ(x) = E{(g(x+ ξ(x))− g(x))eβξ(x); ξ(x) < −s(x)}
+E{(g(x+ ξ(x))− g(x))eβξ(x); |ξ(x)| ≤ s(x)}
+E{(g(x+ ξ(x))− g(x))eβξ(x); ξ(x) > s(x)}
Due to the monotonicity of g,
0 ≤ E{(g(x+ ξ(x))− g(x))eβξ(x); ξ(x) < −s(x)} ≤ g(0)e−βs(x). (8.41)
Since p(x) is regularly varying, g(x+ ξ(x))− g(x) ∼ −p(x)ξ(x) uniformly on the set
|ξ(x)| ≤ s(x). Therefore,
E{(g(x + ξ(x))− g(x))eβξ(x); |ξ(x)| ≤ s(x)} ∼ −p(x)E{ξ(x)eβξ(x); |ξ(x)| ≤ s(x)}.
Recalling that the family ξ(x) possesses a majorant Ξ with EΞeβΞ < ∞, we infer
that E{ξ(x)eβξ(x); |ξ(x)| ≤ s(x)} → Eξ(β). As a result,
E{(g(x+ ξ(x))− g(x))eβξ(x); |ξ(x)| ≤ s(x)} ∼ −p(x)Eξ(β). (8.42)
The existence of Ξ implies also that the function E{eβξ(x); ξ(x) > s(x)} is bounded
by E{eβΞ; Ξ > s(x)}. The latter function is decreasing and summable provided that
s(x)/x→ 0 sufficiently slow. Consequently, there exists p(x) such that
E{(g(x + ξ(x))− g(x))eβξ(x); ξ(x) > s(x)} = o(p(x)). (8.43)
Combining (8.41)–(8.43), we conclude that
E(g(x + ξ(x)) − g(x))eβξ(x) = −p(x)Eξ(β)(1 + o(1)).
Plugging this relation and (8.40) into (8.39), we obtain (8.38).
We next determine the asymptotic behaviour of Eξ(x)Up(x+ ξ(x)). We start by
splitting this expecation into three parts:
Eξ(x)Up(x+ ξ(x)) = E{ξ(x)Up(x+ ξ(x)); ξ(x) < −s(x)}
+E{ξ(x)Up(x+ ξ(x)); |ξ(x)| ≤ s(x)}
+E{ξ(x)Up(x+ ξ(x)); ξ(x) > s(x)}
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It follows from the definition of Up that
E{ξ(x)Up(x+ ξ(x)); ξ(x) < −s(x)} ≥ (1 + g(0))e−βs(x)Up(x)E{ξ(x); ξ(x) < −s(x)}
and
E{ξ(x)Up(x+ ξ(x)); ξ(x) > s(x)} ≤ Up(x)E{ξ(x)eβξ(x); ξ(x) > s(x)}.
Then, the integrability of the majorant Ξ implies that these two expectations are
o(Up(x)). Finally,
E{ξ(x)Up(x+ ξ(x)); |ξ(x)| ≤ s(x)} ∼ Up(x)E{ξ(x)eβξ(x); |ξ(x)| ≤ s(x)}
∼ Up(x)Eξ(β).
As a result,
Eξ(x)Up(x+ ξ(x)) = (1 + o(1))Eξ
(β)Up(x), x→∞. (8.44)
Consider, as usual, the transition kernel
Q(x, dy) =
Up(y)
Up(x)
P (x, dy), y ≥ x̂.
It follows from (8.38) that, for all x̂ sufficiently large,
Q(x,R+) =
1
Up(x)
E{Up(x+ ξ(x)); ξ(x) ≥ x̂− x}
≤ 1
Up(x)
E{Up(x+ ξ(x))} ≤ 1, x ≥ x̂. (8.45)
In other words, Q is substochastic. Furthermore, it follows from the asymptotic
homogeneity that
Q(x,R+) ≥ P{ξ(x) ≥ 0} ≥ P{ξ ≥ 0}/2, x ≥ x̂. (8.46)
Using (8.38) once again, we conclude that
q(x) = − logQ(x,R+) = O(p(x)), x→∞. (8.47)
Let X̂n be a Markov chain with the transition kernel
P̂ (x, dy) =
Q(x, dy)
Q(x,R+)
and let ξ̂(x) denote its jumps. Then, it follows from (8.44) and (8.45) that, for all x̂
sufficiently large,
Eξ̂(x) =
E{ξ(x)Up(x+ ξ(x)); ξ(x) ≥ x̂− x}
Up(x)Q(x,Rp)
≥ E{ξ(x)Up(x+ ξ(x))}
Up(x)
≥ Eξ
(β)
2
, x ≥ x̂. (8.48)
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It is immediate from the definiton of Up that ξ̂(x)⇒ ξ(β). Furthermore, the assump-
tion that EΞeβΞ <∞ and (8.46) imply that the family ξ̂(x) possesses an integrable
majorant. From the latter we infer that (8.22) is valid for all A sufficiently large.
In order to show (8.23) we will construct a stochastic minorant for {ξ(x);x > x̂},
which has positite expectation. But the existence of such a monirant is immediate
from the weak convergence ξ̂(x)⇒ ξ(β) and from the fact that the family eθξ−(x) is
uniformly integrable for each θ ∈ (0, β). Thus, we may apply Theorem 8.6 to the
chain X̂n: If ξ is non-lattice then, for every h > 0,
Ĥ(x, x+ h] ∼ h
Eξ(β)
.
If Z is the minimal lattice for ξ then the previous relation is valid for every natural h.
Combining (8.47) with the bound Ĥ(x, x+h] ≤ C we conclude that∑∞k=0 Eq(X̂k) <
∞. Thus, by Lemma 3.4,
Ĥ(q)(x, x+ h] ∼ h
Eξ(β)
Ee−
∑∞
k=0 q(X̂k). (8.49)
Here, again, h is arbitrary positive number in the case when ξ is non-lattice and h
is natural in the lattice case.
For the invariant distribution π we have the representation.
π(dy) =
Ĥ(q)(dy)
Up(y)
∫ x̂
0
Up(z)π(dz)
If ξ is lattice then
π{n} = Ĥ
(q){n}
Up(n)
∫ x̂
0
Up(z)π(dz).
The result follows now from (8.49) and the fact that Up(x) ∼ eβx.
Consider now the non-lattice case. For every fixed h > 0,
Ĥ(q)(x, x+ h]
maxx≤y≤x+hUp(y)
∫ x̂
0
Up(z)π(dz) ≤ π(x, x+h] ≤ Ĥ
(q)(x, x+ h]
minx≤y≤x+hUp(y)
∫ x̂
0
Up(z)π(dz).
Using again (8.49), we obtain the bounds
che−βx−βh(1 + o(1)) ≤ π(x, x+ h] ≤ che−βx(1 + o(1)).
Taking h = d/m, we then get
ce−βx−dβ/m(1+ o(1))
m−1∑
k=0
1
m
e−βdk/m ≤ π(x, x+ d] ≤ ce−βx(1+ o(1))
m−1∑
k=0
1
m
e−βdk/m.
Since we may choose m arbitrary large, we obtain
π(x, x+ d] ∼ c
(
1− e−βd
)
e−βx.
Thus, the proof of the theorem is complete.
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We now turn to the case where Eeβξ(x) converges to 1 in a non-summable way.
Our next result describes the behaviour of π in terms of a non-uniform exponential
change of measure.
Theorem 8.11. Suppose that, for some ε > 0,
sup
x∈R+
Ee(β+ε)ξ(x) <∞. (8.50)
Assume also that there exists a differentiable function β(x) such that
|Eeβ(x)ξ(x) − 1|dx ≤ γ(x), (8.51)
and |β′(x)| ≤ γ(x) where γ(x) is a decreasing integrable function. Then, for some
c > 0,
π(x, x+ d] ∼ c(1 − e−βd)e−
∫ x
0 β(y)dy as x→∞,
where d is an arbitary positive number in the non-lattice case and natural in the
lattice case.
Proof of Theorem 8.11. The proof is quite similar to the proof of Theorem 8.9, the
only difference consists in the Lyapunov function Up. Instead of (1 + g(x))e
βx we
shall use
Up(x) := (1 + g(x))e
∫ x
0 βε(y)dy ,
where βε(y) := max{β(x), ε/2}.
Observe that, with necessity, β(x)→ β so that, by the condition (8.50),
E
{
e
∫ x+ξ(x)
x βε(y)dy ; |ξ(x)| > √x
}
= o(e−ε
√
x/2) as x→∞.
Convergence β(x)→ β implies also that βε(x) = β(x) for all sufficiently large values
of x. Further, condition on the derivative of β(y) implies that∣∣∣∣∫ x+ξ(x)
x
β(y)dy − β(x)ξ(x)
∣∣∣∣ ≤ ∫ x+ξ(x)
x
|β(y)− β(x)|dy
≤ sup
|y|≤√x
|β′(x+ y)|ξ2(x)/2
≤ γ(x−√x)ξ2(x)/2.
Uniformly in |ξ(x)| ≤ √x, we have γ(x − √x)ξ2(x) ≤ γ(x − √x)x → 0 as x → ∞.
Therefore, again in view of the condition (8.50),
E
{
e
∫ x+ξ(x)
x
βε(y)dy; |ξ(x)| ≤ √x
}
= Eeβ(x)ξ(x) +O(γ(x−√x) + e−ε
√
x/2), x→∞.
Hence,
E
{
e
∫ x+ξ(x)
x
βε(y)dy
}
= Eeβ(x)ξ(x) +O(γ(x−√x) + e−ε
√
x/2), (8.52)
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Taking into account (8.51), we conclude that there exists a decreasing integrable
function p1(x) suc that
E
{
e
∫ x+ξ(x)
x βε(y)dy
}
= 1 +O(p1(x)). (8.53)
Similar to (8.39), we have
EUp(x+ ξ(x))− Up(x) = Up(x)
(
Ee
∫ x+ξ(x)
x βε(y)dy − 1
)
+e
∫ x
0
βε(y)dyE(g(x+ ξ(x))− g(x))e
∫ x+ξ(x)
x
βε(y)dy .
Using (8.52) and (8.53), and recalling that g(x) is bounded, we get
EUp(x+ ξ(x))− Up(x) = O(p1(x)Up(x))
+e
∫ x
0
βε(y)dyE(g(x+ ξ(x))− g(x))eβ(x)ξ(x).
Repeating the corresponding arguments in the proof of Theorem 8.9 and using (8.50),
we obtain
E
{
(g(x + ξ(x))− g(x))eβ(x)ξ(x); |ξ(x)| > √x
}
= o(e−ε
√
x/2)
and
E
{
(g(x+ ξ(x))− g(x))eβ(x)ξ(x); |ξ(x)| ≤ √x
}
∼ −p(x)E
{
ξ(x)eβ(x)ξ(x)
}
.
Therefore, taking p(x)≫ p1(x), we get
EUp(x+ ξ(x))− Up(x) ∼ −p(x)Up(x)E
{
ξ(x)eβ(x)ξ(x)
}
.
Using (8.50) once again, we have E
{
ξ(x)eβ(x)ξ(x)
}→ Eξ(β). Consequently,
EUp(x+ ξ(x))− Up(x) = −p(x)Up(x)Eξ(β)(1 + o(1)), x→∞. (8.54)
Repeating the proof of (8.44) with the new function Up, one can easily see that this
relation is still valid. This means that Up is an appropriate Lyapunov functions,
and the remaining part of the proof is a word for word repetition of the proof of
Theorem 8.9.
Since β(x) is not given explicitly, Theorem 8.11 can not be seen as a final state-
ment. For this reason we describe below some situation where β(x) can be expressed
via the difference Eeβξ(x) − 1.
Corollary 8.12. Assume the condition (8.50) and that there exists a differentiable
function α(x) such that α′(x) is regularly varying at infinity with index −2 < r <
−3/2 and
Eeβξ(x) − 1 = α(x) +O(γ(x)), (8.55)
198 CHAPTER 8. ASYMPTOTICALLY HOMOGENEOUS CHAINS
where γ(x) a decreasing integrable function. Suppose also that
α(x)(Eξ(x)eβξ(x) −m) = O(γ(x)), (8.56)
where m := Eξeβξ. Then
π(x, x+ d] ∼ ce−βx+A(x)/m as x→∞, (8.57)
where c > 0 and A(x) :=
∫ x
0 α(y)dy.
Proof. Notice that, since −2 < r < −3/2, A(x) → ∞, A(x) = o(x) as x → ∞ and∫∞
1 α
2(x)dx <∞.
Take β(x) := β−α(x)/m. Since r < −3/2, α(x) = o(1/√x). Hence, by Taylor’s
theorem, uniformly in |ξ(x)| ≤ √x,
e−α(x)ξ(x)/m = 1− α(x)ξ(x)/m +O(α2(x)ξ2(x)).
which yields
Eeβ(x)ξ(x) = Eeβξ(x) − α(x)Eξ(x)eβξ(x)/m+O(α2(x))
= Eeβξ(x) − α(x) +O(|α(x)(Eξ(x)eβξ(x) −m)|+ α2(x))
= 1 +O(γ(x) + |α(x)(Eξ(x)eβξ(x) −m)|+ α2(x)).
Thus, the function β(x) satisfies all the conditions of Theorem 8.11 and the proof is
complete.
Notice that the key condition on the rate of convergence of Eeβξ(x) to 1 that
implies asymptotics (8.57) in the latter corollary is that the sequence α2(x) is
summable. If it is not so, that is, if the index r + 1 of regular variation of the
function α(x) is between −1/2 and 0, then the asymptotic behaviour of π(x, x+ 1]
is different from (8.57) which is specified in the following corollary.
Corollary 8.13. Assume the condition (8.50) and that there exists a differentiable
function α(x) such that
|α(x)| ≤ c
(1 + x)
1
M+1
+ε
for some c <∞, M ∈ N, and ε > 0,
|α′(x)| ≤ γ(x) (8.58)
and
Eeβξ(x) − 1 = α(x) +O(γ(x))
for some decreasing integrable γ(x). Assume also that, for every k = 1, 2, . . . , M ,
mk(x) = mk +
M−k∑
j=1
Dk,jα
j(x) +O(αM−k+1(x)), (8.59)
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where mk(x) := Eξ
k(x)eβξ(x) and mk := Eξ
keβξ. Then there exist real numbers R1,
R2, . . . , RM such that
π(x, x+ d] ∼ c exp
{
−βx−
M∑
k=1
Rk
∫ x
0
αk(y)dy
}
as x→∞. (8.60)
Proof. Define
∆(x) :=
M∑
k=1
Rkα
k(x).
In view of Theorem 8.11 it suffices to show that there exist R1, R2, . . . , RM such
that ∣∣∣Ee(β+∆(x))ξ(x) − 1∣∣∣ ≤ q(x) (8.61)
for some decreasing integrable function q(x). Indeed, ∆(x) is differentiable and
|∆′(x)| ≤ C|α′(x)|. Therefore, we may apply Theorem 8.11 with β(x) = β +∆(x).
By Taylor’s theorem, the calculations similar to the previous corollary show that,
as i→∞,
Ee(β+∆(x))ξ(x) = Eeβξ(x) +
M∑
k=1
mk(x)
k!
∆k(x) +O(∆M+1(x))
= 1 + α(x) +
M∑
k=1
mk(x)
k!
∆k(x) +O(γ(x) + αM+1(x) + e−εx/2).
From this equality we infer that we may determine R1, R2, . . . , RM by the relation
α(x) +
M∑
k=1
mk(x)
k!
∆k(x) = O(αM+1(x)). (8.62)
It follows from the assumption (8.59) and the bound ∆(x) = O(α(x)) that (8.62) is
equivalent to
z +
M∑
k=1
1
k!
(
mk +
M−k∑
j=1
Dk,jz
j
)( M∑
j=1
Rjz
j
)k
= O(zM+1) as z → 0.
Consequently, the coefficient at zk should be zero for every k ≤ M , and we can
determine all Rk recursively. For example, the coefficient at z equals 1 + m1R1.
Thus, R1 = −1/m1. Further, the coefficient at z2 is D1,1R1+m1R2+m2R21/2 and,
consequently,
R2 =
D1,1
m21
− m2
2m31
.
All further coefficients can be found in the same way.
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If α(x) from Corollary 8.13 decreases slower than any power of x but (8.58) and
(8.59) remain valid, then one has, by the same arguments,
π(x, x+ 1] = exp
{
−βx−
M∑
k=1
Rk
∫ x
0
αk(y)dy +O
(∫ x
0
αM+1(y)dy
)}
which can be seen as a corrected logarithmic asymptotic for π. To obtain precise
asymptotics one needs more information on the moments mk(x).
Corollary 8.14. Assume the condition (8.50) and that there exists a differentiable
function α(x) such that (8.58) holds,
Eeβξ(x) − 1 = α(x), x ≥ 0 (8.63)
and
mk(x) = mk +
∞∑
j=1
Dk,jα
j(x) (8.64)
for all k ≥ 1. Assume furthermore that supk≥1
∑∞
j=1Dk,jr
j < ∞ for some r > 0.
Then there exist real numbers R1, R2, . . . ,
π(x, x+ d] ∼ c exp
{
−βx−
∞∑
k=1
Rk
∫ x
0
αk(y)dy
}
.
Proof. For every x ≥ 0 let β(x) denote the positive solution of the equation
Eeβ(x)ξ(x) = 1.
Since Eeβξ(x) is finite for all γ ≤ β+ε, we may rewrite the latter equation as Taylor’s
series:
Eeβξ(x) +
∞∑
k=1
∆k(x)
k!
Eξk(x)eβξ(x) = 1,
where ∆(x) = β(x)− β. Taking into account (8.63) and (8.64), we then get
α(x) +
∞∑
k=1
∆k(x)
k!
∞∑
j=0
Dk,jα
j(x) = 0, x ≥ 0. (8.65)
Set D0,1 = 1 and define
F (z, w) :=
∑
k,j≥0
Dk,j
k!
zjwk.
Therefore, (8.65) can be written as F (α(x),∆(x)) = 0. In other words, we are
looking for a function w(z) satifying F (z, w(z)) = 0. Since F (0, 0) = 0 and
∂
∂wF (0, 0) = m1 > 0, we may apply Theorem B.4 from Flajolet and Sedgewick
[24] which says that w(z) is analytic in a vicinity of zero, that is, there exists ρ > 0
such that
w(z) =
∞∑
n=1
Rnz
n, |z| < ρ.
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Consequently,
∆(x) =
∞∑
n=1
Rnα
n(x)
for all x such that |α(x)| < ρ.
Applying Theorem 8.11 with β(x) = β +∆(x), we get
π(x, x+ d] ∼ ce−βx−
∫ x
0
∆(y)dy .
Integrating ∆(y) piecewise, we complete the proof.
We finish with the following remark. In the proof of Corollary 8.14 we have
adapted the derivation of the Crame´r series in large deviations for sums of indepen-
dent random variables, see, for example, Petrov [60]. There is just one difference:
we needed analyticity of an implicit function instead of analyticity of an inverse
function.
8.3 Local central limit theorem
We first state a version of the central limit theorem for Markov chains with asymp-
totically constant drift.
Theorem 8.15. Let the family {ξ(x)} possess a square integrable majorant. If
m1(x) = µ+ o(1/
√
x) and m2(x)→ b > 0 then
Xn − µn√
bn
⇒ N0,1
and
maxk≤nXk − µn√
bn
⇒ N0,1.
These statements are easy consequences of Theorem 3.16 and Theorem 3.17
respectively, and we omit their proofs.
Theorem 8.16. Let the family {ξ(x)} possess a stochastic minorant with postive
mean and a square integrable stochastic majorant. Assume that ξ(x) ⇒ ξ and that
m1(x) = µ+ o(1/
√
x).
If ξ is non-lattice and, for every A > 0,
sup
|λ|≤A
∣∣∣Eeiλξ(x) − Eeiλξ∣∣∣ = o(1/x), (8.66)
then, for each h > 0,
sup
x∈R+
∣∣∣√2πbnP{Xn ∈ (x, x+ h]} − he−(x−nµ)2/2bn∣∣∣ = o(1).
If ξ is integer valued, Z is the minimal lattice for ξ and
sup
|λ|≤pi
∣∣∣Eeiλξ(x) − Eeiλξ∣∣∣ = o(1/x), (8.67)
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then
sup
x∈Z+
∣∣∣√2πbnP{Xn = x} − e−(x−nµ)2/2bn∣∣∣ = o(1).
Proof. We give a proof for the lattice case only, the non-lattice case can be treated
similarly. By the inversion formula,
√
nP{Xn = x} = 1
2π
∫ pi√n
−pi√n
e
−iλx−nµ√
n Ee
iλXn−nµ√
n dλ.
Therefore, using standard arguments,
sup
x
∣∣∣∣√nP{Xn = x} − 1√2πbe−(x−nµ)2/2b
∣∣∣∣ ≤ 12π
∫ A
−A
∣∣∣∣EeiλXn−nµ√n − e−λ2b/2∣∣∣∣ dλ
+
∫
|λ|∈(A,pi√n]
∣∣∣∣EeiλXn−nµ√n ∣∣∣∣ dλ+ ∫|λ|>A e−λ2b/2dλ. (8.68)
It follows from the weak convergence Xn−nµ√
n
⇒ N0,b that Eeiλ
Xn−nµ√
n → e−λ2b/2
uniformly on compact sets. Therefore, the first integral on the right hand side of
(8.68) converges to zero for each fixed A. Choosing A large we can make the integral∫
|λ|>A e
−λ2b/2dλ arbitrary small. Thus, the proof will be completed if we show that
the second integral in (8.68) also converges to zero.
Let us introdue an auxiliary Markov chain X˜k. Define
θn := inf{k > n/2 : Xk ≤ nEη/4},
where η is a minorant for the family {ξ(x)}. For every k ≤ θn we set X˜k = Xk.
After the stopping time θn we let X˜k have the jumps
ξ˜(x) =
{
ξ(x), x > nEη/4,
ξ(xn), x ≤ nEη/4,
where xn > nEη/4 is a fixed integer. It is clear from the construction that∣∣EeiuXn∣∣ ≤ ∣∣∣EeiuX˜n∣∣∣+ P{θn < n}, u ∈ R. (8.69)
Let {ηk} be independent copies of the minorant η and set Sk := η1 + η2 + . . . + ηk.
Then
P{θn < n} = P{Xk < nEη/4 for some k ∈ (n/2, n]}
≤ P{Sk < nEη/4 for some k ∈ (n/2, n]}
≤ P{ inf
k≤n
(Sk − kEη) < −nEη/4}.
Apllying now the Kolmogorov inequality, we get P{θn < n} = O(1/n). From this
estimate and (8.69) we obtain∣∣EeiuXn∣∣ ≤ ∣∣∣EeiuX˜n∣∣∣+O(1/n), u ∈ R. (8.70)
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For every k > n/2 we have∣∣∣EeiuX˜k − EeiuξEeiuX˜k−1∣∣∣ = ∣∣∣EeiuX˜k−1 (E{eiuξ(X˜k−1)|X˜k−1} − Eeiuξ)∣∣∣
≤ sup
x>nEη/4
sup
|u|≤pi
|Eeiuξ(x) − Eeiuξ| =: δn.
It follows from the assumptions of the theorem that δn = o(1/n). Consquently, for
m = [n/2] + 1 we have∣∣∣∣EeiuX˜n − (Eeiuξ)n−m EeiuX˜m∣∣∣∣ =
∣∣∣∣∣
n∑
k=m+1
(
Eeiuξ
)n−k (
EeiuX˜k − EeiuξEeiuX˜k−1
)∣∣∣∣∣
≤ δn
n−m−1∑
j=0
∣∣∣eiuξ∣∣∣j .
Since Z is the minimal lattice for ξ, there exists a positive constant a such that∣∣eiuξ∣∣ ≤ e−au2 , u ∈ [−π, π]. This implies that
∣∣∣EeiuX˜n∣∣∣ ≤ e−(n−m)au2 + δn n−m−1∑
j=0
e−jau
2
(8.71)
Combining (8.70) and (8.71), we obtain∫
|λ|∈(A,pi√n]
∣∣∣EeiλXn−nu√n ∣∣∣ dλ ≤ δn n−m−1∑
j=0
∫
|λ|∈(A,pi√n]
e−aλ
2 j
ndλ
+
∫
|λ|∈(A,pi√n]
e−aλ
2 n−m
n dλ+O(1/
√
n)
= O
 1√
n
+ δn
2π√n+ n−m−1∑
j=1
√
n
j

+
√
n
n−m
∫ ∞
A
√
n−m
n
e−au
2
du.
Recalling that δn = o(1/n), we conclude that
lim sup
n→∞
∫
|λ|∈(A,pi√n]
∣∣∣EeiλXn−nu√n ∣∣∣ dλ ≤ √2 ∫ ∞
A/
√
2
e−au
2
du.
Letting now A→∞, we get the desired result.
Theorem 8.17. Assume that all the conditions of Theorem 8.16 hold.
If ξ is non-lattice then, for each h > 0,
n∑
k=0
P{Xk ∈ (x, x+ h]} = h
µ
Φ
(
nµ− x√
bx/µ
)
+ o(1), x→∞,
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uniformly in n.
If Z is the minimal lattice for ξ then
n∑
k=0
P{Xk = x} = 1
µ
Φ
(
nµ− x√
bx/µ
)
+ o(1), x→∞,
uniformly in n.
Proof. We consider again the lattice case only. By the local limit theorem, for any
positive constants A and B,
x/µ+B
√
x∑
k=x/µ−A√x
P{Xk = x} =
x/µ+B
√
x∑
k=x/µ−A√x
1√
2πbk
e−(x−µk)
2/2bk + o(1)
=
1
µ
(
Φ
(
µ3/2B√
b
)
− Φ
(
µ3/2A√
b
))
+ o(1). (8.72)
According to the second part of Theorem 8.15, there exists ε(A) → 0 as A → ∞
such that
P
{
max
k≤x/µ−A√x
Xk ≥ x
}
≤ ε(A), x > 0. (8.73)
Furthermore, the existence of a minorant with positive mean implies that the con-
ditions of Theorem 8.6 are valid. Therefore, the family
∑∞
k=0 I{Xk = x} is uniform
integrable. From this fact and (8.73) we conclude that, as A→∞,
x/µ−A√x∑
k=0
P{Xk = x} ≤ E
{ ∞∑
k=0
I{Xk = x}; max
k≤x/µ−A√x
Xk ≥ x
}
→ 0
uniformly in x. Combining this with (8.72), we get the desired relation.
8.4 Pre-limiting distributions
In this subsetion we shll again always assume that the distribution of Xn converges
towards the stationary distribution π in the total variation metric.
Theorem 8.18. Assume that the conditions of Theorem 8.9 are valid and that the
majorant Ξ satisfies also the condition
EΞ2eβΞ <∞. (8.74)
Assume also that
Eξ(x)eβξ(x) = Eξ(β) + o(1/
√
x). (8.75)
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If the limiting variable ξ is non-lattice we assume that, for any A > 0,
sup
|λ|≤A
∣∣∣Ee(β+iλ)ξ(x) − Ee(β+iλ)ξ∣∣∣ = o(1/x). (8.76)
If Z is the minimal lattice for ξ we assume that
sup
|λ|≤pi
∣∣∣Ee(β+iλ)ξ(x) − Ee(β+iλ)ξ∣∣∣ = o(1/x). (8.77)
Then, uniformly in n ≥ 1,
P{Xn ∈ (x, x+ d]}
π(x, x+ d]
= Φ
(
nEξ(β) − x√
xE(ξ(β))2/Eξ(β)
)
+ o(1) as x→∞,
where d is an arbitrary positive number in the non-lattice case and natural in the
lattice case.
Proof. Let X̂n be the Markov chain constructed in the proof of Theorem 8.9. There
we have shown that the family ξ̂(x) possesses a stochastic minorant with positive
mean and a stochastic majorant with finite mean. Assumption (8.74) implies that
we can take a majorant with finite second moment.
We now turn to the asymptotic behaviour of Eξ̂(x). As we have shown in the
proof of Theorem 8.9, Eξ̂(x)→ Eξ(β). But, in order to apply Theorem 8.17, we have
to show that
Eξ̂(x) = Eξ(β) + o(1/
√
x). (8.78)
It follows from (8.47) that
Eξ̂(x) =
Eξ(x)Up(x+ ξ(x))
Up(x)
(1 + o(1/x)). (8.79)
It is immediate from the definition of Up that
E{ξ(x)Up(x+ ξ(x)); ξ(x) > s(x)} ≤ Up(x)E{ξ(x)eβξ(x); ξ(x) > s(x)}.
Due to (8.74), there exists s(x) = o(x) such that
E{ξ(x)Up(x+ ξ(x)); ξ(x) > s(x)}
Up(x)
= o(1/s(x)). (8.80)
Furthermore, we have an obvious bound
E{ξ(x)Up(x+ ξ(x)); ξ(x) < −s(x)}
Up(x)
= o(e−βs(x)). (8.81)
Uniformly on the set {|ξ(x)| ≤ s(x)} we have g(x + ξ(x)) − g(x) ∼ −p(x)ξ(x).
Therefore,
E{ξ(x)Up(x+ ξ(x)); |ξ(x)| < s(x)}
= eβxE{ξ(x)(1 + g(x+ ξ(x)))eβξ(x); |ξ(x)| ≤ s(x)}
= Up(x)E{ξ(x)eβξ(x); |ξ(x)| ≤ s(x)} − p(x)eβxE{ξ2(x)eβξ(x); |ξ(x)| ≤ s(x)}.
206 CHAPTER 8. ASYMPTOTICALLY HOMOGENEOUS CHAINS
Using again (8.74), we obtain
E{ξ(x)Up(x+ ξ(x)); |ξ(x)| < s(x)}
Up(x)
= E{ξ(x)eβξ(x)}+O(p(x) + 1/s(x)).
Combining this estimate with (8.80) and (8.81), and choosing s(x) ≫ √x, we con-
clude that
E{ξ(x)Up(x+ ξ(x))}
Up(x)
= E{ξ(x)eβξ(x)}+ o(1/√x).
(8.78) follows now from the assumption (8.75). The same arguments show that
(8.66) and (8.67) follow from (8.76) and (8.77) respectively. Thus, X̂n satisfies all
the conditions of Theorem 8.17.
Splitting the trajectory of Xn by the last visit to the compact B = [0, x̂], we
have
P{Xn ∈ dy} =
n∑
j=1
∫
B
P{Xn−j ∈ dz}Up(z)
Up(y)
Ez{e−
∑j−1
k=0 q(X̂k); X̂j ∈ dy}.
First of all we note that this representation implies that
P{Xn ∈ (x, x+ d]} ≤ 1
Up(x)
n∑
j=1
∫
B
P{Xn−j ∈ dz}Up(z)Pz{X̂j > x}.
Recalling that ξ̂(x) have a square integrable majorant Ξ̂ and applying the Chebyshev
inequality, we get
Pz{X̂j > x} = o(x−1) for all j ≤ x/2EΞ̂.
Consequently,
Up(x)P{Xn ∈ (x, x+ d]} → 0
uniformly in n ≤ x/2EΞ̂. So, it remains to consider the case n ≥ x/2EΞ̂. Fix a
sequence Nx →∞ such that Nx = o(
√
x). Then, by Theorem 8.16,
n∑
j=n−Nx+1
∫
B
P{Xn−j ∈ dz}
∫ x+d
x
Up(z)
Up(y)
Ez{e−
∑j−1
k=0 q(X̂k); X̂j ∈ dy}
≤ 1
Up(x)
n∑
j=1
∫
B
P{Xn−j ∈ dz}Up(z)Pz{X̂j ∈ (x, x+ d]}
≤ CNx
Up(x)
√
n
= o(e−βx). (8.82)
Since the distribution of Xn−j converges in total variation to π,
n−Nx∑
j=1
∫
B
P{Xn−j ∈ dz}
∫ x+d
x
Up(z)
Up(y)
Ez{e−
∑j−1
k=0 q(X̂k); X̂j ∈ dy}
= (1 + o(1))
n−Nx∑
j=1
∫
B
π(dz)
∫ x+d
x
Up(z)
Up(y)
Ez{e−
∑j−1
k=0 q(X̂k); X̂j ∈ dy}.(8.83)
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Similar to (8.82),
n∑
j=n−Nx+1
∫
B
π(dz)
∫ x+d
x
Up(z)
Up(y)
Ez{e−
∑j−1
k=0 q(X̂k); X̂j ∈ dy} = o(e−βx).
Combining this with (8.82) and (8.83), we obtain
P{Xn ∈ (x, x+ d]} = (c+ o(1))
∫ x+d
x
Ĥ
(q)
n (dy)
Up(y)
, (8.84)
where
Ĥ(q)n (dy) =
n∑
j=1
E{e−
∑j−1
k=0 q(X̂k); X̂j ∈ dy}
Assume that ξ is lattice. Then
P{Xn = x} = (c+ o(1))Ĥ
(q)
n {x}
Up(x)
.
The claim follows now from Theorem 8.17 and Theorem 8.9. The non-lattice case
can be considered in the same way.
We can determine the asymptotic behaviour of pre-stationary distribution also
in the case when (8.36) is not valid.
Theorem 8.19. Assume that the conditions of Theorem 8.11 are valid. Assume
also that
Eξ(x)eβ(x)ξ(x) = Eξ(β) + o(1/
√
x).
If the limiting variable ξ is non-lattice we assume that, for any A > 0,
sup
|λ|≤A
∣∣∣Ee(β(x)+iλ)ξ(x) − Ee(β+iλ)ξ∣∣∣ = o(1/x).
If Z is the minimal lattice for ξ we assume that
sup
|λ|≤pi
∣∣∣Ee(β(x)+iλ)ξ(x) − Ee(β+iλ)ξ∣∣∣ = o(1/x).
Then, uniformly in n ≥ 1,
P{Xn ∈ (x, x+ d]}
π(x, x+ 1]
= Φ
(
nEξ(β) − x√
xE(ξ(β))2/Eξ(β)
)
+ o(1) as x→∞.
The proof of this theorem is identical to that of Theorem 8.18 and we omit it.
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