Multiresolution banded refinement to accelerate surface reconstruction from polygons  by Fix, James D. & Ladner, Richard E.
Computational Geometry 13 (1999) 49–64
Multiresolution banded refinement to accelerate surface
reconstruction from polygons I
James D. Fix ∗, Richard E. Ladner 1
Department of Computer Science and Engineering, University of Washington, Seattle, WA 98195, USA
Communicated by J. Rossignac; submitted 1 November 1998; accepted 4 January 1999
Abstract
We propose a method for constructing a tiling between a pair of planar polygons. Our technique uses
multiresolution: tilings of lower resolution polygons are used to construct a tiling for the full resolution polygons.
The tilings are constructed using banded refinement, by restricted dynamic programming, in roughly linear time and
space. By contrast, the optimal dynamic programming method requires quadratic time and space. In our empirical
study of surface reconstruction of brain contours our algorithm exhibited significant speedup over the optimal
dynamic program, yet nearly always found an optimal reconstruction. Our approach appears to be generalizable to
other geometric problems solvable by dynamic programming, and flexible enough to be tuned for varying data set
characteristics. Ó 1999 Published by Elsevier B.V. All rights reserved.
Keywords: Polygon tiling; Multiresolution; Surface reconstruction; Dynamic programming; Shape
correspondence
1. Introduction
A typical subproblem of many surface reconstruction algorithms is the fitting of a surface to a set of
parallel contours. This problem arises, for example, in medical visualization applications, where organ
outlines are culled from cross-sectional images, with the goal of constructing a three dimensional model
of the organ from those contours. Typically, the outlines from a cross-sectional slice are modeled as
polygons, and the reconstruction is modeled as a polyhedral surface that interpolates the polygonal slices
(see, for example, [2,4,5,16]). The surface is chosen to be piecewise linear and composed of triangular
tiles. Figs. 11 and 12 give an example of such a reconstruction from contours of a portion of a human
brain.
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Fig. 1. Multiresolution tiling. From left to right: the original polygons at full resolution; a low resolution tiling; an
intermediate resolution tiling; and a full resolution tiling.
In the simplest formulation of the problem, there is only one contour per slice, and the reconstruction
method independently computes a tiling between adjacent contour pairs [9,12,14]. The reconstructed
surface is topologically equivalent to a cylinder. In this case, surface reconstruction from contours is
reduced to the polygon tiling problem: find a surface composed of triangular tiles between a pair of
planar polygons subject to some optimization criteria. Finding a polygon tiling is the main focus of this
paper.
Fuchs et al. [9] devised a dynamic programming algorithm that computes an optimal tiling in
O(n2 logn) time and O(n2) space using minimum surface area as their criterion. Their optimal method
can be too costly when the polygons consist of many vertices, especially when used in interactive
applications. As a result, faster methods were proposed that use greedy heuristics to find approximate
solutions [7,10]. While extremely efficient, the surfaces found by the heuristic methods are often
unsatisfactory, even on simple inputs [15]. Meyers [14] proposed a multiresolution method that uses
an optimal tiling of low resolution approximations of the polygons to guide a search for an optimal tiling.
Based on local search, it finds near-optimal tilings quickly but often fails to find optimal ones.
We propose an approximation methodology for computing a polygon tiling using multiresolution tech-
niques that is based on the dynamic programming formulation of Fuchs et al. [9]. The method proceeds
as follows: we model the inputs as piecewise linear curves and perform a wavelet decomposition. This
yields a sequence of approximations of decreasing resolution, hence fewer sample points. We compute an
optimal tiling of the lowest resolution curves using dynamic programming. This low resolution tiling is
used to create a tiling for the next higher resolution polygon. The tiling is further refined using a restricted
dynamic program, a process we call banded refinement. The quality of this refinement is controlled by
a parameter b called the band width. Repeating this process of increasing the resolution of the tiling
and refining the tiling yields a tiling for the original, full-resolution polygons. The tilings in Fig. 1 are
snapshots of this process.
The main advantage of our method is its time and space complexity. For example, when b is fixed for
each resolution level, our method uses O(bn logb + n˜2 log n˜) time where n˜ 6 n is the size of the low
resolution approximations. In a typical application, n˜=O(√n/ logn) and b is a small constant, yielding
a linear time approximation algorithm. The tradeoff is that the method is not guaranteed to give the
optimal tiling. We provide empirical results that show that our method almost always finds the optimal
tiling using a small band width. For example, in one of our empirical studies using a band width b = 2
yielded tilings that were within one percent of the optimal surface area and at least eighty percent were
optimal tilings.
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1.1. Related work
Multiresolution analysis has had a strong impact on numerous computer applications, most notably
in the areas of signal processing and compression, numerical methods, and computer graphics [8,21].
Used for compression and function approximation, multiresolution analysis and wavelet decompositions
yield compact representations that mostly characterize the original functions. When applied to numerical
optimization problems, multiresolution methods find solutions quickly by providing a coarse solution
which can then be refined with higher levels of detail [13].
Our method is a synthesis of the optimal tiling algorithm of Fuchs et al. [9] and the multiresolution
tiling method of Meyers [14]. Meyers’ tiling algorithm was one of the first compelling applications
of multiresolution and wavelet analysis to computational geometry and computer graphics. Like our
method, his method computed tilings from lower resolution tilings, but employed a local search heuristic
to refine the tilings. Section 6 compares this method to our tiling algorithm: our method yields better
quality tilings with only a slight performance penalty.
Much work has been done on solving the general problem of surface reconstruction from contours.
In the general case, a surface may have holes or branches, and thus the cross sections might contain
multiple contours. While our tiling method does not solve the general problem, many methods have
been developed that use polygon tiling as a subcomponent [7,10,16,20]. These methods first find a
correspondence between the polygons of adjacent layers. Structures are added that bridge merging or
branching contours so that they form one polygon and can be tiled as a single pair of polygons. Our
polygon tiling algorithm can be invoked to perform this tiling. Meyers et al. [16] provide a good survey
of these methods.
When a pair of polygons to be tiled is dissimilar, the surface computed by polygon tiling is often of poor
quality, and many of the above techniques fail to generate good solutions [2]. Other general techniques
exist that do not rely on solution of the polygon tiling problem. Boissonnat [5] and Boissonnat and Geiger
[6] compute a tiling by Delaunay triangulation. Barequet and Sharir [4] and Barequet et al. [3] use curve
similarity techniques to tile portions of contours, then decompose the remaining untiled portions into
three-dimensional polygons and tile them using polygon triangulation. This methodology is followed by
Bajaj et al. [2], providing a rigorous formulation and techniques for handling dissimilar contours. Oliva
et al. [17] introduce intermediate contour and branch segments to provide better interpolation whenever
branching occurs. While we have not developed this idea, multiresolution techniques similar to ours
might be applied to accelerate the matching and polygon triangulation portions of these algorithms.
There are many problems that are closely related to the polygon tiling problem as we formulate it
here. Most similar are those that arise in curve comparison applications: finding figure correspondences
for polygon morphing [19], matching curve features [11,24], dynamic time-warping for handwriting and
speech recognition [18]. All of these can be formulated and solved using dynamic programming—there
seems to be great potential in generalizing our method to accelerate these applications as well. The
formulation of Alt and Godau for determining whether two polygonal curves resemble each other shares
some features with these problems, and might also benefit from a multiresolution approach [1].
1.2. Paper overview
We begin by defining the parallel polygon tiling problem and describe its solution using dynamic
programming. In Section 3 we describe multiresolution analysis of polygons and motivate its application
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to the polygon tiling problem by giving a high-level overview of our algorithm. Section 4 presents our
main contribution: refinement of a tiling by banded dynamic programming. We complete the description
of our algorithm in Section 6 by describing how we handle odd-sized polygons. In Section 5 we
present empirical evidence of the efficacy of our method by applying it to complex medical imaging
and geographic data sets. We conclude in Section 7.
2. Optimal polygon tiling
A typical subproblem of many surface reconstruction algorithms is the fitting of a surface to two
parallel contours represented as polygons. Our discussion of the polygon tiling problem and its optimal
solution follows that of Fuchs et al. [9].
Let P = {p0, . . . , pm−1} and Q = {q0, . . . , qn−1} be polygons in R3 lying in parallel planes.
A triangular tile of P and Q is a triple of the form (pi, qj ,pi+1) or of the form (pi, qj , qj+1). A tiling of
P andQ is a sequence of triangular tiles T = {t0, t1, . . . , tn+m−1} with the following property for each tile
tk : if tk = (pi, qj ,pi+1) then either tk+1 = (pi+1, qj ,pi+2) or tk+1 = (pi+1, qj , qj+1); if tk = (pi, qj , qj+1)
then either tk+1 = (pi, qj+1, qj+2) or tk+1 = (pi, qj+1,pi+1). 2 A polygonal tiling can be viewed as a
correspondence between vertices of polygons P andQ with sequences of edges of P andQ that respects
the ordering of their vertices and edges. Fig. 2(a) shows a legal tiling of two polygons.
For any triangle t ∈ T define its weight w(t) ∈R, which represents the cost of including that triangle
in T . The cost of a tiling is then
w(T )=∑
t∈T
w(t).
Given polygons P and Q, the polygonal tiling problem is to find a tiling T ∗ of P and Q where
w
(
T ∗
)=min{w(T ) | T is a tiling of P and Q}.
For example, a natural cost measure for w(t) is the surface area of triangle t , and so T ∗ would be the
tiling with minimum surface area. For maximization formulations w(t) is a score associated with tile t
and w(T ∗) is the maximum over all tiling scores w(T ).
2.1. Tiling graphs
A minimum tiling of P and Q can be computed by considering an equivalent graph problem. Given
the two polygons P and Q, the tiling graph of P and Q is the directed graph G(P,Q)= (V,E) where
V = {vij | for all integers i, j with 06 j 6 n},
E= {(vij , vi+1,j ) | 06 j 6 n}∪ {(vij , vi,j+1) | 06 j < n}.
This defines a directed rectangular mesh graph of width n + 1 and infinite extent. Fig. 2(b) shows a
portion of the equivalent tiling graph for the polygons in Fig. 2(a). Each graph vertex vij corresponds
to a possible spanning edge from point pi to qj in a tiling of P and Q. Each graph edge corresponds
2 For this and the remainder of the paper, the indices of points in P and Q and the indices of tiles in a tiling T are assumed
to be taken modulo m, n and m+ n, respectively.
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(a) (b)
Fig. 2. (a) A tiling of two polygons. (b) The corresponding tiling path in the tiling graph for those polygons. The
shaded triangle in the tiling corresponds to the highlighted edge in the path.
to a possible tile. For example, the graph edge (vij , vi+1,j ) corresponds to the tile (pi, qj ,pi+1) and
(vij , vi,j+1) corresponds to the tile (pi, qj , qj+1). 3 Because of this correspondence, a directed path from
a vertex vi0 to vi+m,n corresponds to a tiling of P and Q. We call such a path a tiling path from vi0. An
example of this correspondence between edges and tiling paths in the tiling graph and tiles and tilings of
the polygons is illustrated in Fig. 2. The highlighted edge of the tiling graph corresponds to the shaded
tile of the tiling, and the darkened path corresponds to the tiling.
There is redundancy in our graph representation. For example, the edges (v0,0, v1,0), (v0,n, v1,n) and
(vm,0, vm+1,0) all represent the same tile. The redundancy is useful for describing the graph algorithm
that finds the optimal tiling and for defining our method of banded refinement. Alternatively, one could
define a toroidal mesh graph of m by n vertices and view tilings as being cycles in the toroidal graph.
The tiling graph is an unfolded representation of such a toroidal graph.
2.2. Dynamic programming solution
Given this graph formulation we are now able to describe the optimal tiling algorithm of Fuchs et
al. [9]. If we associate weights to edges in the tiling graph equal to the weights of the corresponding
tiles, a minimum tiling can be found by finding the shortest tiling path from vi0 for 0 6 i < m. Using a
straightforward dynamic program one can compute this path by considering the graph in rows i to i+m.
3 Note that the indices of vertices vij should not be taken modulo m and n.
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Repeating this for i between 0 andm−1 inclusive yields an O(m2n) time algorithm that only uses rows 0
through 2m− 1 of the tiling graph hence O(mn) space. (This dynamic programming method also works
with maximization formulations, in which case we find the longest tiling path.)
Using observations about optimal paths in the tiling graph Fuchs et al. developed a dynamic
programming strategy that uses only O(mn logm) time [9]. The key to their method is the following
fact: given tiling paths from vertex vi0 and vj0 that are shortest tiling paths for their respective start
vertices we can find a shortest tiling path from vertex vk0 for i < k < j by restricting the search of the
tiling graph between those two paths. This yields a divide and conquer strategy for finding a shortest
tiling path for the graph. The O(logm) factor in the running time can be viewed as the cost factor of
searching for the best start vertex for the shortest tiling path.
3. Multiresolution tiling
Our tiling method hinges on the ability to construct approximations of polygons, and construct a tiling
based on the tilings of those approximations.
3.1. Multiresolution analysis of polygons
Multiresolution analysis provides a fast and effective way for computing approximations of a polygon,
where the points of a lower resolution polygon are computed by taking linear combinations of the points
of the next higher resolution polygon. As an example, given polygon P , consider the polygon whose
vertices are the midpoints of every other edge of P . Continuing this yields a trivial multiresolution
analysis of P .
This scheme can be generalized: let a be a finite sequence of size 2m+1, {a−m, . . . , a−1, a0, a1, . . . , am}
⊂ R, let k be a positive integer and assume polygon P has n points where n is divisible 2k . Our goal
is to compute a sequence of approximations Pk,Pk−1, . . . , P0 where each polygon Pl at resolution l
has nl = n/2k−l vertices. At the highest resolution k, let Pk = P . Let the vertices of each polygon be
{pl0,pl1, . . . , plnl }. Then, given Pl+1, the next lower resolution polygon Pl is given by
pli =
m∑
j=−m
ajp
l+1
2i+j ,
where 0 6 i < nl . The sequence P0,P1, . . . , Pk is a multiresolution analysis of P , and the sequence a
is called the analysis filter. For example, in the “midpoint” multiresolution scheme above, a would
be defined by {a−1 = 0, a0 = 1/2, a1 = 1/2}. Sweldens and Schröder [22] describe techniques for
designing analysis filters a for various applications. For polygons, we use the analysis filter of Meyers:
{a0 = 19/28, a±1 = 9/28, a±2 = −1/8, a±3 = −1/14, a±4 = 1/28} [14]. This was chosen so that the
polygon Pl is nearly a least squares approximation of Pl+1. Example approximations given by this scheme
can be seen in the polygons of Fig. 1.
A multiresolution analysis of P can be computed quickly. Since each polygon in the sequence has half
the number of points than the next higher resolution, the total time to compute the entire sequence takes
only O(n) time. Some applications also maintain the error of the approximations in the form of wavelet or
detail coefficients. In this case, a second filter is used and the process is called a wavelet decomposition.
Our current strategy does not use the error.
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Fig. 3. A sequence of tilings and their tiling paths at different resolutions.
3.2. Algorithm overview
Given this multiresolution analysis framework, consider the following question: what is the
relationship between an optimal tiling of a pair of polygons and an optimal tiling of a lower resolution
approximation of those polygons? Fig. 3 gives a sequence of four optimal tilings, starting with one for
a low resolution approximation on the left and ending with the full resolution one on the right. The
corresponding paths of the tilings are shown beside the tilings. The similarity of the paths suggests that
for reasonably well-behaved data optimal tilings at lower resolutions could be useful in finding tilings of
higher resolution polygons. In our multiresolution tiling algorithm we use the path of a lower resolution
tiling to guide dynamic programming to construct a higher resolution tiling.
Meyers [14] multiresolution tiling algorithm provides a framework for our technique. The algorithm
works as follows: let P and Q be polygons with m and n points, and let k be a non-negative integer.
Assume that m and n are divisible by 2k . First, perform a multiresolution analysis of P and Q yielding
approximations P0,P1, . . . , Pk−1 andQ0,Q1, . . . ,Qk−1, respectively. Using the optimal tiling algorithm,
compute a minimum tiling T0 for P0 and Q0. Generally for l > 0, given a tiling Tl−1 of Pl−1 and Ql−1,
first construct a tiling Ul by raising the resolution of the tiling Tl−1. Then starting with the tiling Ul and
the polygons Pl andQl refine Ul to a tiling Tl . The final tiling is Tk . This algorithm is summarized below:
MULTITILE(P ,Q)
compute multiresolution analysis P0,P1, . . . ,Pk of polygon P = Pk
compute multiresolution analysis Q0,Q1, . . . ,Qk of polygonQ=Qk
T0← OPTIMALTILE(P0, Q0)
for l← 1 to k do
Ul ← RAISETILING(Tl−1)
Tl ← REFINETILING(Ul ,Pl ,Ql )
return Tk;
Here, the procedure OPTIMALTILE computes the optimal tiling with the dynamic programming
algorithm described in Section 2, the procedure RAISETILING computes a tiling of a polygons Pl,Ql
based on the tiling of Pl−1,Ql−1 as described below, and procedure REFINETILING attempts to improve
its given tiling. REFINETILING will be described in detail in Section 4.
The procedure RAISETILING is a very simple process. Suppose we have the tiling Tl−1 of polygons
Pl−1 and Ql−1. By the multiresolution analysis described above, the l-th resolution polygons Pl and
Ql will each have twice the number of vertices. We can view this resolution increase as a splitting
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(a) (b)
Fig. 4. (a) Refining a tiling by an edge flip. (b) Local search using edge flips leading to a sub-optimal path.
Fig. 5. RAISETILING: increasing the resolution of a tiling by splitting tile path edges. REFINETILING: refining a
tiling by using banded refinement with band width b= 2.
of the edges of each polygon with single vertices, and adjustment of the positions of all the vertices
due to the contribution of the wavelets at that resolution. Meyers gave a straightforward way of tiling
Pl and Ql by splitting each tile of Tl−1 [14]. For example, let superscripts of pi and qj denote the
resolution levels of polygon vertices as before. If (pl−1i , ql−1j , pl−1i+1) is a tile in Tl−1, then (pl2i , ql2j , pl2i+1)
and (pl2i+1, ql2j , pl2i+2) are tiles in the tiling produced by RAISETILING(Tl−1 ). In the tiling graph, this
corresponds to splitting the edges of the corresponding solution path in the tiling graph. Thus, if graph
edge (vij , vi+1,j ) is in the tiling path for Tl−1 the raised tiling’s associated path would have graph edges
(v2i,2j , v2i+1,2j ) and (v2i+1,2j , v2i+2,2j ). This is illustrated in the first transition of Fig. 5.
4. Banded refinement
The key to the multiresolution approach is the ability to construct good solutions based on a solution
to a lower resolution version of the problem. For the polygon tiling method presented so far, the
RAISETILING step is not satisfactory, as it is oblivious to the higher resolution polygons it is tiling. The
REFINETILING step remedies this. One approach to refinement would be to make local improvements to a
tiling—for example, one could apply “edge flips” (see Fig. 4) that improve the tiling until no improvement
can be made. This was the method applied by Meyers [14]. Fig. 4(b) illustrates the weakness of this
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technique: it is possible for a tiling to be close to an optimal tiling, yet have an edge flip operation lead
the refinement to a sub-optimal tiling that is locally optimal with respect to the edge flip operation.
Our method of refining a tiling is based on the observation that the optimal tiling in the preceding
example could have been found by searching among all tiling paths near the current tiling path. Let U
be a tiling of polygons P and Q. Let V be the set of vertices of tiling graph G(P,Q) and S ⊂ V be the
vertices on a tiling path corresponding to tiling U . For positive integer b define Rb(S) to be the vertex set{
vij ∈ V | |i − i′|6 b, |j − j ′|6 b for some vi′j ′ ∈ S}.
Rb(S) defines a banded region around S in the tiling graph. This is illustrated for a band width b = 2 in
the center of Fig. 5. The vertices in R2(S) for S on the path are those on or within the shaded region.
Given U , the banded refinement version of REFINETILING computes the shortest path S ′ among all
paths starting from a vertex of the form vi0 ∈ Rb(S) and ending at a vertex vi+m,n ∈ Rb(S) in the tiling
graph G(P,Q) restricted to Rb(S). It returns the tiling T corresponding to S′. We call b the band width
of the refinement. The refined tiling T is not guaranteed to be an optimal tiling of P and Q. However, if
U is constructed from near-optimal tilings of lower resolution approximations of P and Q, the hope is
that T will also be close to optimal.
For small b banded refinement can be time and space efficient. If we let n= |Q| then |Rb(S)|6 bn,
so only O(bn) space is necessary. By adapting the divide-and-conquer dynamic programming algorithm
described in Section 2, we can refine a tiling in O(bn logb) time.
5. Odd polygon sizes
As we have described them so far, the multiresolution analysis and RAISETILING portions of our
algorithm rely strongly on the number of vertices in each polygon being divisible by 2k , where k is the
number of resolution levels. We have a simple procedure for handling a polygon with an odd number
of vertices: we find the longest polygon edge from an even-indexed vertex and add its midpoint. With
an even number of vertices we can reduce resolution of the polygon by one level. At most one vertex
is introduced at each resolution level, and the additional points are only required for lower resolutions.
They are “removed” during the raise-refine steps. When RAISETILING is applied to tiling Tl−1 and at
least one of Pl or Ql contains an odd number of vertices, then a tile of Tl−1 will not have to be split
to generate Ul . For example, if t = (pl−1i , ql−1j , pl−1i+1) is a tile of Tl−1 and edge (pl2i , pl2i+1) was split to
compute polygon Pl−1 from Pl , then t would induce only a single tile (pl2i , ql2j , pl2i+1) in Ul .
This method for handling odd numbers of vertices is efficient, only requiring an additional linear
time overhead during the polygon analysis phase, and is effective for finding tilings. It is not standard
multiresolution analysis, and might not be appropriate in other applications.
6. Discussion and results
There are two parameters governing our multiresolution tiling algorithm—the band width b and the
number of resolution levels k—and these parameters allow us to tune the algorithm in the quality of the
tilings produced and the performance cost in space and running time. We demonstrate these tradeoffs in
the experiments below, but first we consider the running time of MULTITILE that uses banded refinement.
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Our analysis assumes that b is fixed at the refinement at each resolution level. This is only a simplification,
as numerous schemes could be devised that vary the bandwidth, for example, as a function of the
resolution level or the approximation error.
Let n be the size of the polygons given as input to MULTITILE. The optimal tiling of the low resolution
polygons is computed in O((n/2k)2 log (n/2k)) time. At each resolution l the polygons are of size n/2k−l ,
so RAISETILING uses O(n/2k−l) time and REFINETILING uses O((bn/2k−l) logb) time. Thus, in total
the raise-refine steps use O(bn logb) time. If we choose k so that (n/2k)2 log (n/2k)=O(n) (for example,
k = d(log2 n + log2 log2 n)/2e, then the total running time is O(bn logb). With this choice of k, the
algorithm uses only O(bn) space.
6.1. Empirical results
We applied our multiresolution tiling methods to two large data sets with particularly intricate
polygonal cross sections:
Brain: This data set is from medical imaging data produced by the University of Washington Digital
Anatomist project. It consists of 121 parallel cross-sections of the frontal lobe portion of a human
brain cortex ranging in size from 58 to 316 points. The contours form a single tube, thus there is
only one polygon contour per slice. These contours are a significant challenge to the tiling algorithms
because of the intricacy of the folds on the cortex surface. The contours of Figs. 1 and 3 are from this
data set.
St. Helens: The second set was derived from digital elevation data of the region surrounding Mount
St. Helens (Hoquiam-East) provided by the U.S. Geological Survey. It represents fifty parallel cross
sections sampled twenty-five meters apart and consists of 116 contour pairs of size up to 2356 points.
Since a number of cross sections contained more than one contour on a slice, we preprocessed the data
so that it could be handled by algorithms that tile contour pairs. The contours from this data set are
shown in Fig. 9.
We compared the three tiling methods described in this paper and an additional one:
Banded: our multiresolution tiling algorithm that uses banded refinement. The band width was fixed at
some value b at all resolution levels, and the number of resolution levels k was d(log2 n)/2e.
Optimal: our implementation of the optimal dynamic programming tiling algorithm [9].
Local search: our implementation of the multiresolution algorithm that refines using local search by
edge flip operations [14].
Greedy: our implementation of the greedy tiling heuristic of Christiansen et al. [7]. This algorithm
builds a tiling by starting with a single corresponding edge between the two contours, then choosing a
tile adjoining that edge that has the shorter edge between the contours. It repeats this process of adding
adjoining tiles with shorter edges until a legal tiling is found. For our implementation, the first edge
was chosen to be (p0, qj ) where qj is the vertex closest to p0. Note that the algorithm does not directly
use surface area as its tiling criterion and is not a multiresolution method.
Figs. 10–12 show the tilings that resulted from applying the banded method with b = 8 to these data
sets.
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(a) (b)
Fig. 6. Brain data set results. (a) Comparison of the quality of tilings found by a greedy tiling heuristic and by
multiresolution methods that use banded and local search against the optimal. (b) Running time speedup of the
different tiling methods over the optimal method.
We focus first on our experiments with the brain data set. Fig. 6(a) shows the quality of the tilings
produced by the tiling algorithms: for the greedy and local search methods (the first two bars) and for
banded refinement using various choices of the band width parameter b (the remaining bars). The height
of each bar is the percentage of tilings produced by the algorithm that were within 5% of optimal. Each
bar is then subdivided into the percentage of tilings that were optimal, within 1% of optimal but not
optimal, and within 5% of optimal but not within 1% of optimal. A trial in this experiment represents a
contour pair of the brain data set.
Surprisingly, the quality of the tilings found by the greedy and multiresolution local search methods
were very similar. Both found tilings within 5% of optimal for about 75% of the data set. However, the
greedy method found an optimal tiling in only 3.3% of the trials, while local search found an optimal
tiling in 12.5% of the trials.
The results clearly indicate that the banded refinement methods are superior to local search for
multiresolution tiling of the brain data set. By using a band width of only b = 2, the banded refinement
algorithm finds an optimal solution for 83% of the trials, all tilings were within 5% of the optimal tiling,
and nearly all were within 1% of the optimal tiling. Using a band width b= 4, all but 2.5% were optimal.
In our experiments we found that these remaining contours can be optimally tiled using a band width
b= 8.
Fig. 6(b) shows the speedups achieved by the tiling algorithms over the optimal algorithm as a function
of problem size (the total number of vertices in both polygons) for the brain data set. A plot point
in the graph represents the average problem size and execution time speedup of contour pairs near
that problem size. Note that there is significant variability in the local search results since the time
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Fig. 7. St. Helens data set results. (a) Comparison of the quality of tilings found by a greedy tiling heuristic and
by multiresolution methods that use banded and local search against the optimal. (b) Running time speedup of the
different tiling methods over the optimal method.
for a local search is highly data dependent. The running time for the optimal and banded methods
are mostly insensitive to polygon shape. The multiresolution algorithms are significantly faster than
the optimal algorithm, achieving linear speedups. In addition, the low band width variants of the
multiresolution algorithm are competitive with the local search variant. To the right of the speedup
graph is a summary of figure 6(a), showing the percentage of the data set for which optimal tilings
were found by each method. For polygon pairs where the number of vertices in each was around 300
points, both local search and banded refinement with b = 2 were about fifteen times faster than the
optimal method, however, the banded method found the optimal tiling nearly seven times more frequently
than local search. The greedy tiling method was extremely fast, however, it rarely found an optimal
tiling.
Fig. 7 summarizes the results of our experiments with the St. Helens data set. The results complement
the brain data results: the greedy tiling method is extremely fast yet yields very few optimal tilings;
multiresolution tiling using local search refinement is about as time efficient as multiresolution tiling
using banded refinement but produces poorer tilings; and a large portion of contour pairs can be optimally
tiled using banded refinement with band width b = 8 (about 95% in this case). All the non-optimal
methods clearly exhibit linear speedups over the optimal method (note the logarithmic scale). One clear
difference is that the St. Helens data set presented more of a challenge to the tiling methods. For example,
with a band width of b = 4 about 89% of the St. Helens contour pairs were tiled optimally, whereas nearly
98% were optimal for the brain data set. The results at this band width are still of good quality, and are
obtained in significantly less time than the optimal method.
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Fig. 8. Distribution of band widths required to maintain optimality in a banded refinement.
7. Conclusions
Our results have demonstrated that for solving the surface reconstruction problem from polygonal
contours the multiresolution banded refinement algorithm is significantly faster than the optimal tiling
algorithm and yields very high quality solutions. Though not as fast as simple heuristic methods, it tends
to find solutions that are optimal or nearly optimal with respect to the minimum surface area criterion.
Unlike the heuristic methods or the multiresolution tiling method that employs local search, it can be
tuned. By varying the bandwidth one can trade solution speed with solution quality.
Our main contribution is the use of banded refinement in the multiresolution tiling algorithm to
improve the solution provided by the lower resolution tiling procedure. Banded refinement can be viewed
as a generalization of a technique proposed by Sederberg and Greenwood [19] for finding solutions to
dynamic programs similar to what arise in polygon tiling. They suggest searching in a band surrounding
the diagonal of the dynamic program graph. For example in our brain data set that band needed to be
roughly one-fifth the number of points in the contours, hence too expensive to compute. This does,
however, suggest a general tiling scheme: find a tiling by a fast and simple method, then improve it using
banded refinement.
An outstanding issue is how one chooses the band width parameter b when applying the multires-
olution banded method to a new data set. Ideally, one would like to have the algorithm automatically
determine the appropriate band width from the input, with the goal of having a tiling algorithm that
spends more time on difficult contour pairs and less time on those with little complexity. As a prelimi-
nary experiment towards this goal, we performed the following: given two polygons’ approximations at
successive resolutions, compute the optimal tiling at each resolution and determine the minimum band
width necessary for a raise-refine step to find the higher resolution tiling from the lower. Fig. 8 summa-
rizes these results, giving the distribution of band widths over every raise-refine step when applied to our
two data sets. These results complement Figs. 6(a) and 7(b), suggesting that band widths of four or less
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Fig. 9. Set of contours from the St. Helens data set.
Fig. 10. Reconstruction of the St. Helens data set rendered as tiles. Elevations have been scaled slightly to
demonstrate the tiles.
are adequate at least 99% of the time for the brain data set and band widths of eight or less are adequate
at least 95% of the time for the St. Helens data. Exactly which characteristics of the data determine the
required band width should be investigated.
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Fig. 11. Reconstruction of the brain data set rendered as tiles.
Fig. 12. Reconstruction of the brain data set rendered with smooth shading.
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