We revisit the estimation of the power deposited by the electron cloud (EC) in the arc dipoles of the LHC by means of simulations. We adopt, as simulation input, a set of electron-related parameters closely resembling those used in recent simulations at CERN [1] . We explore values for the bunch population N b in the range 0.4 × 10 11 ≤ N b ≤ 1.6 × 10 11 , peak secondary electron yield (SEY) δmax in the range 1.0 ≤ δmax ≤ 2.0, and bunch spacing t b either 25 or 75 ns. For t b = 25 ns we find that the EC average power deposition per unit length of beam pipe, dP /dz, will exceed the available cooling capacity, which we take to be 1.7 W/m at nominal N b [2], if δmax exceeds ∼1.3, but dP /dz will be comfortably within the cooling capacity if δmax ≤ 1.2. For t b = 75 ns dP /dz exceeds the cooling capacity only when δmax > 2 and N b > 1.5 × 10 11 taken in combination. The rediffused component of the secondary electron emission spectrum plays a significant role: if we artificially suppress this component while keeping δmax fixed, dP /dz is roughly cut in half for most values of N b explored here, and in this case we find good agreement with the results in Ref. 1, as expected. We provide a fairly detailed explanation of the mechanism responsible for such a relatively large effect. We assess the sensitivity of our results to numerical simulation parameters, and to physical parameters such as the photoelectric yield, bunch train length, etc. Owing to the lack of detailed knowledge of the electron emission spectrum, the sensitivity of dP /dz to the rediffused component appears to be the most significant source of uncertainty in our results. Nevertheless, taking our results as a whole, the condition δmax ≤ 1.2 seems to be a conservative requirement for the cooling capacity not to be exceeded.
The discovery of a beam instability induced by the EC at the Photon Factory at KEK [3, 4] triggered intense experimental and theoretical research activity aimed at assessing a similar effect at e + e − colliders [5] [6] [7] [8] [9] and the LHC [10, 11] . Independently, and almost simultaneously with these instabilities studies, it was pointed out by O. Gröbner that the EC raises two other concerns in the LHC: (a) a potential pressure instability [12] similar to the one observed at the ISR when operated in bunchedbeam mode [13] , and (b) a potentially large power deposition on the walls of the beam screen by the electrons "rattling around" the vacuum chamber under the action of the beam [14] . Since the discovery at the PF, electron cloud effects (ECEs) and their cures have been intensely researched at various laboratories around the world, and have been the subject of various meetings [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] and reviews [27] [28] [29] [30] . These ECEs are related to the electronproton instabilities first observed and studied at BINP in the mid-60's [31, 32] , and at the PSR since the mid-80's [33] .
The LHC will be the first proton storage ring ever built in which the circular trajectory of the beam will lead to significant synchrotron radiation emitted as a by-product of the particle motion through the bending magnets. At top beam energy this radiation will generate a substantial number of photoelectrons upon striking the chamber. The main uncertainty in the determination of the EC power deposition, however, arises not from the photoelectrons but rather from the compounding effect of secondary electron emission which, when combined with the time structure of the beam, leads to a large amplification factor (typically 2-3 orders of magnitude relative to the photoelectric component) of the average EC density, and strong time fluctuations in the instantaneous power deposition [34, 35] .
Given that the cryogenic system required for the superconducting magnets was designed before the discovery of the electron cloud effect, the specification of the cooling capacity of the system did not take into account the contribution to the power deposition by the EC. Since insufficient cooling capacity might require the LHC to operate below the nominally specified beam energy and/or inten-sity, significant experimental and theoretical effort has been devoted at CERN and elsewhere since 1997 to better estimate dP /dz, to identify the conditions under which the cooling capacity may be exceeded, and to devise mitigation mechanisms if necessary [36] . Early results, based on analytical models and simulations, yielded estimates for dP /dz in the range ∼0.2 to ∼several W/m [14, [37] [38] [39] [40] , which should be compared to the cooling capacity available for the ECE, ∼1.7 W/m at nominal bunch intensity [2] . Further work showed a rather strong sensitivity of dP /dz to certain parameters pertaining to the SEY and the secondary electron spectrum [34, [41] [42] [43] [44] [45] . Since some of these parameters are not very well known for the surface material of the LHC vacuum chamber, this sensitivity remains a source of uncertainty in the estimate of the power deposition.
In this article we revisit, in greater detail, our previous estimates of dP /dz [34, 38, 41, 43, 44] in an arc dipole of the LHC (dipole type "MB" [46] ). Although a similarly detailed analysis remains to be carried out for other magnets such as quadrupoles, and for field-free regions, the priority falls on the MB-type dipoles as they account for ∼66% of the circumference and ∼70% of the length of the cryostat. We use here a set of parameters that is close, but not identical, to a set used in Ref. 1 . Some of these parameters are taken from measurements at CERN and elsewhere [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] . Although certain parameters still remain to be pinned down, the above measurements have effectively constrained the model for photoemission and secondary emission. The main purpose of this article is to take advantage of these new constraints to provide more detailed, and presumably more realistic, estimates for dP /dz, and to shift the focus to other parameters that remain to be accurately measured. In addition, we confirm and explain in detail the strong effect that the rediffused electrons have on the average EC charge line densityλ e and on dP /dz [45] . When we neglect the rediffused electrons while keeping δ max fixed we find good agreement with Ref. 1-as expected, since the model used in this latter work neglects rediffused electrons. We briefly discuss remaining uncertainties, and the implications of our results for the conditioning process during LHC commissioning.
1

II. SIMULATION DETAILS.
A. Beam and chamber.
We simulate the EC build-up when a bunch train is injected into an empty chamber in an arc dipole magnet of length L = 14.2 m and magnetic field B = 8.39 T. We let the bunch intensity N b range in (0.4−1.6)×10
11 . The bunch spacing t b is either 25 ns or 75 ns, corresponding to 10 or 30 RF buckets, respectively. For t b = 25(75) ns the bunch train, or "batch," consists of 72 (24) bunches, followed by a gap, for a total length of 810 buckets, or ∼2 µs of beam time. 2 We represent the cross-section of the beam screen by an ellipse of semiaxes (a, b) = (2.2, 1.8) cm. For our purposes, this shape is a reasonable approximation to the actual shape, namely a circle of radius a with flattened top and bottom of full height 2b [59] . A comparison of the EC buildup between the actual shape and the elliptical shape shows that, in many cases, the results are similar [60] .
B. Photoelectrons.
In this note we consider only the two most important sources of electrons within the LHC arc chamber, namely photoemission from the synchrotron radiation striking the walls of the chamber, and secondary electron emission. At top beam energy (E b = 7 TeV) these two sources dominate over others, such as ionization of residual gas.
At this energy, corresponding to a relativistic factor γ b = 7.46 × 10 3 , the beam will emit synchrotron radiation with a critical energy E crit = 44.1 eV at the rate of n γ = 1.27 × 10 −2 photons per proton per meter of trajectory in the bending magnets of the arcs.
3 At nominal bunch intensity, N b = 1.15 × 10 11 , this implies 1.45 × 10 9 radiated photons per bunch per meter. The effective quantum efficiency per penetrated photon, or photoelectron yield Y eff , can be estimated from the photon spectrum, average angle of incidence, and surface properties of the wall. Our simulations take as input the number of photoelectrons generated per proton per unit length of beam traversal, n e = Y eff n γ , rather than n γ and Y eff separately, hence we only list n e , in units of electrons per proton per meter, or (e/p)/m, in Tables I and II ; the corresponding range explored for Y eff is ∼0.04-0.1. We assume the photoelectrons to be emitted from the walls with a spectrum
where E is the kinetic energy of the emitted photoelectron, θ is the emission angle relative to the normal to the surface at the emission point, and the phenomenological parameters E γ and σ Eγ are listed in Table I . The overwhelming number of synchrotron photons are radiated in a fan of vertical rms opening angle ∼γ = 134 µrad, and strike the outboard side of the beam screen some ∼10 m downstream of the radiation point, leading to an illuminated strip of rms height σ γ = 1.4 mm. We assume, following Ref. 1 , that the effective photon reflectivity is R γ = 0.2 which means that 80% of the photoelectrons are generated at the illuminated strip with a distribution dN/dy ∝ exp (−y 2 /2σ 2 γ ) where y is the vertical direction along the wall relative to the midplane. The remaining 20% of the photoelectrons are generated uniformly around the perimeter of the cross-section of the beam screen (a non-uniform alternative is discussed in Sec. V A 1).
C. Secondary electrons.
A conditioning process leads to a gradual decrease of the peak value δ max of the secondary emission yield (SEY) function δ(E 0 ) as the surface is bombarded with electrons or photons, where E 0 is the electron-wall impact energy. The conditioning process also causes a gradual decrease of the energy E 0 = E max at which δ(E 0 ) reaches a maximum, and of Y eff (and, hence, of n e ). Since we do not precisely know the actual value of δ max at the start of the LHC commissioning nor how fast it will decrease during operation, we consider here the range 1 ≤ δ max ≤ 2, which will almost certainly encompass the values of practical interest. The shifts in δ max , E max and Y eff are correlated: roughly speaking, they decrease exponentially with the photon or electron dose from the "as-received" initial state to a fully conditioned state. Consequently, following Ref. 1, and consistent with observations, we assume here that n e and E max interpolate linearly with δ max between their measured values at δ max = 1 and δ max = 2 [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [61] [62] [63] .
The secondary emission model used in our simulations is based on a Monte Carlo description of the emission process that is described by phenomenological formulas fitted to experimental data for δ(E 0 ) and for the emitted energy spectrum dδ/dE, where E is the emitted electron energy [65, 66] . The spectrum dδ/dE exhibits three fairly distinct main components, as illustrated in Fig. 1 : elastically reflected electrons (δ e ), rediffused electrons, (δ r ), and true secondary electrons (δ ts ), so that δ = δ e + δ r + δ ts . Each component depends on E 0 , and is determined from the integral
where the limits E 1i and E 2i are defined by the standard conventions E 1ts = 0, E 2ts = E 1r = 50 eV, E 2r = E 1e = E 0 − σ e , E 2e = E 0 + σ e where σ e is the RMS width of the elastic peak, typically ∼ 5 eV [64] . 4 We assume that the dependence on incident angle θ 0 of each of the three components δ i (E 0 ) is taken into account by a multiplicative function d i (θ 0 ), where δ i (E 0 ) (with the single argument E 0 ) represents the yield at normal incidence. The function d i (θ 0 ) increases monotonically and smoothly with θ 0 , with
, where θ 0 = 0 means normal incidence [65, 66] . The emitted angular distribution is assumed of the form
for any of the three components, where θ is here the emission angle relative to the normal to the surface at the emission point. For the purposes of this note we adopt the SEY model corresponding to the copper data in Refs. [65] [66] , except that here we scale all three components δ i (E 0 ) by a common E 0 -independent factor so that δ max has the value stated in each simulation case instead of the original value δ max = 2.05. In addition, we assume the abovementioned linear correlation between δ max , n e and E max .
The parameter values assumed for each case are listed in Tab. II. In this table E ts,max is the value of E 0 where δ ts (E 0 ) reaches its maximum.
We define the absolute and relative backscattered components, respectively, as
The absolute (Re) and relative (Re) backscattered components at normal incidence for our model, Eqs. (5), for δmax = 1.3. The relative component has a very weak dependence on δmax. The elastic and rediffused SEY components δe(E0) and δr(E0) are also shown.
and are shown in Fig. 2 . Since δ ts (0) = 0, two measures of the relative magnitude of the backscattered component are δ(0) = R e (0) and R e (E max ). Our SEY model hasR e (E max ) = 0.1 at normal incidence. Had we kept E max independent of δ max ,R e (E 0 ) would also have been independent of δ max . However, the above-mentioned correlation between E max and δ max introduces a very weak dependence ofR e (E 0 ) on δ max , as it can be inferred from Tab. II by dividing R e by δ max . Owing to the mild E 0 dependence of R e (E 0 ), E ts,max is slight larger than E max ; see Sec. V A 3 for a discussion.
The scaling of the three components of δ by a common factor has the consequence that δ(0) (or, equivalently, R e (0)) becomes proportional to δ max , as seen in Tab. II. Since we do not know the precise value of δ(0), this scaling is intended only as a practical step in the parameter exploration, and is not meant to reflect the phenomenology of the secondary emission process. In Sec. IV A we devote special attention to the effect of the rediffused electrons on dP /dz by exploring the sensitivity of our results to departures from the proportionality δ(0) ∝ δ max . For this we carry out simulations in which we fix δ max and vary δ r at the expense of δ e and δ ts . Further comments are presented in Sec. V.
D. Simulation Technique.
We use here the EC simulation code POSINST, initially developed to study the ECE in the PEP-II positron ring [8, 34, 65, 66] . The code has been tested in dedicated experiments at the APS when operated with a positron beam [67] , and at the PSR [68] . Good agreement was found between simulations and measurements for the flux of electrons at the walls of the chamber and their energy spectrum. In this code the electrons in the cloud are represented by macroparticles whose number is allowed to change dynamically as the build-up progresses. A number N e = n e LN b of photoelectrons are generated during the passage of one bunch through the dipole magnet. These N e electrons are represented by M e macroelectrons; in most cases presented here we choose M e = 1000. All macroelectrons have the same charge Q, given by Q/e = N e /M e = n e LN b /M e . All primary and secondary macroelectrons successively generated during the simulation run have the same charge.
The beam is represented by a prescribed function of space and time which, in the present case, is composed of a succession of proton bunches with trigaussian distribution. The full bunch length, defined to be 5 times the rms length, is divided into N k −1 equal-length slices, corresponding to N k kicks. This defines a simulation time step ∆t = 5σ t /(N k −1), where σ t is the rms bunch length in time units. The empty space between bunches is divided into time steps of the same length ∆t. The spacecharge (EC self-forces) are computed by means of a 6 mm × 6 mm transverse two-dimensional grid. The self-field is computed and applied to the macroelectrons at every time step.
III. RESULTS.
Our main results are shown in Fig. 3 . For the case t b = 25 ns and N b close to its nominal value 1.15 × 10 11 the cooling capacity available for the EC (1.7 W/m) is exceeded if δ max exceeds ∼1.3. If, however, δ max ≤ 1.2, the power deposition is comfortably below the cooling capacity. Indeed, if we fix N b = 1 × 10
11 , dP /dz shows a clear threshold behavior as a function of δ max near δ max = 1.2, as seen in Fig. 3c . For t b = 75 ns (Fig. 3b ) the power deposition is well below the cooling capacity unless δ max > 2 and N b > 1.5 × 10 11 taken in combination. The values of dP /dz in Fig. 3 are obtained from simulations in which a single batch is injected into an empty arc dipole magnet chamber. As discussed in Sec. III B, this single-batch calculation underestimates dP /dz.
A. Numerical Convergence.
In order to assess the numerical convergence of our calculation, we carried out two tests in which we: (i) doubled the number of primary macroelectrons per bunch passage M e , and (ii) halved the time step ∆t. In case (i) the macroelectron charge Q is automatically halved while the number of macroelectrons in existence at any given time is doubled. In case (ii) the number of kicks per bunch N k is 41 instead of 21. We carried out these two tests one at a time, not in combination, and only for the case defined by t b = 25 ns, δ max = 1.3 and N b = 1 × 10 11 , which we call the "reference case." Other parameters for As seen in Fig. 4 showing λ e vs. time, there is good agreement with the reference case. Other quantities such as the electron energy spectrum (not shown), also exhibit good agreement. These results strongly suggest, but do not conclusively prove, adequate numerical convergence.
B. Two and Three Batches.
In order to test for steady-state conditions, we carried out, for the reference case, a simulation of the EC buildup during two successive batches. As seen in Fig. 5 , it is clear that it takes two batches for the EC to sensibly reach steady state. Although λ e (t) clearly reaches saturation during the 1st batch, this saturated value is reached significantly earlier during the 2nd batch because the remnant of the EC at the end of the first gap seeds the build-up during the 2nd batch passage. Consequently, the estimate of dP /dz during the 2nd batch (2 < t < 4 µs) is 2.8 W/m, as opposed to 2 W/m during the 1st batch (0 < t < 2 µs). These results imply that the values shown in Fig. 3 must be scaled up by a factor ∼1.4 to obtain the steady-state estimates of dP /dz. This issue is discussed in more detail in Sec. VI.
The fact that the values of λ e (t) at the beginning and at the end of the 2nd batch (Fig. 5a ) are roughly equal strongly suggests that a steady state is sensibly reached after only two batch passages. We confirmed this by running a simulation with three batches (not shown), which showed that the EC risetime and saturation level in the 2nd and 3rd batches are almost identical.
C. Twice the Photoemission Rate.
Since the value of Y eff is not accurately known for the chamber surface under actual operating conditions, we carried out a test case in which the photoelectron generation rate n e was twice the reference value (Tab. II, 4th line). As seen in Fig. 6 , it is clear that although the initial rate of increase of λ e (t) is twice the reference case, as it should be expected, the saturated value is essentially unchanged. As a result, the estimated dP /dz (not shown) is only ∼ 10% larger than the reference case. This result suggests that, at least in steady state, dP /dz is not very sensitive to other details of photoemission either, such as the geometrical distribution of the photoelectrons.
IV. THE EFFECT OF REDIFFUSED ELECTRONS.
A. Sensitivity to δr.
In the early simulations for the LHC arc dipoles it was noted that when the backscattered electrons were in- cluded in the simulation model, the estimates for dP /dz increased significantly compared to the case in which only the true secondary electrons were taken into account [34, 40, 42] . The backscattered electrons modify the SEY function δ(E 0 ) only for E 0 20 eV, chiefly by adding a nonzero contribution to δ(0). Given that δ max was kept fixed in those simulations, it was puzzling at first that a relatively small change in δ(E 0 ) would lead to a large effect in the estimate of dP /dz. Before explaining the mechanism (Sec. IV B), we first illustrate the sensitivity of dP /dz to δ r by considering three cases for the secondary emission spectrum for fixed δ max = 1.3, which we call R ("reference"), NR ("no rediffused") and HR ("high rediffused"). The reference case R is defined in Sec. III A. In cases NR and HR we adjusted δ r at the expense of δ e and δ ts by scaling these latter two components by a common factor so that δ max remained fixed. Figure 7a shows the three SEY curves; they differ very little from each other in the energy range of interest, typically below a few hundred eV. Figure 7b shows the corresponding simulation results for λ e (t) for a single batch.
The main results for dP /dz for cases R and NR are shown in Fig. 8 for t b = 25 ns. Case R leads to a factor ∼ 2 larger power deposition than for case NR. The results for this latter case are in good agreement with those in Ref. 1-as it should be expected, since the model used to obtain these latter results does not include rediffused electrons. Table III a rather strong sensitivity to δ r (0). Repeating the same exercise for the case δ max = 1.2 (not shown in Tab. III) yields c 0 0.17 and c 1 5 W/m, a significantly weaker dependence. Although the approximately linear dependence is suggestive, one cannot assess from these results its significance nor its range of applicability because δ r (0) was not varied independently of the other SEY parameters, and because the range explored was rather narrow.
B. Mechanism.
In Ref. 45 we sketched an explanation for the relatively large effect of the rediffused electrons. The explanation focused not on the SEY function δ(E 0 ) but on the backscattered energy spectrum, which is qualitatively different from the true secondary spectrum for most values of E 0 , not just at low energy. In this section we provide a more detailed explanation than that provided in Ref. 45 by contrasting simulation details for cases R and NR. Figure 10 shows the average electron-wall collision energy for a subset of four bunches in the batch. Case R leads to two waves of electrons striking the walls: the 1st wave is made up of the electrons in the bulk of the chamber that were kicked by the beam and struck the walls some 3 ns after the bunch passage. The 2nd wave is mostly composed of rediffused electrons that were generated when the 1st wave hit the wall. This 2nd wave is largely absent in case NR. For the same time interval, Fig. 11 shows the effective SEY 6 δ eff (t) as a function of time t. The 1st wave leads to substantially the same δ eff for both cases R and NR, but the 2nd wave leads to an enhancement in case R relative to case NR owing to the higher average electron-wall collision energy (Ē 0 ∼ 100 eV, as seen in Fig. 10 , where δ(E 0 ) rises above unity). The larger δ eff , in turn, leads to roughly twiceλ e (Fig. 12) for case R relative to case NR, which leads to a higher dP (t)/dz (Fig. 13) . The 2nd wave of electrons deposits a small amount of additional energy.
It should be remarked that, just like for case R, dP /dz computed from the 1st batch in case NR also underestimates the steady-state value by ∼ 40%. Indeed, for the 1st batch in case NR in Fig. 12 we obtain 1 W/m, while for the 2nd batch (not shown) we obtain 1.4 W/m. For case R the corresponding results are 2 W/m and 2.8 W/m, resp. (Fig. 5b) .
As explained above, most of the energy is deposited by the electrons in the bulk of the chamber upon being kicked by the beam (1st wave of electrons striking the walls). This suggests that dP /dz is directly proportional toλ e . This is indeed borne out by our results: for case NRλ e is 0.14 and 0.22 nC/m for the 1st and 2nd batch, resp. (not shown), while for case R the corresponding results are 0.25 and 0.37 nC/m (Fig. 5a) . Defining the ratio
we arrive at the empirical result D 8 − 10 W/nC for N b = 1 × 10 11 and t b = 25 ns. This value of D is found to be the same for either 1st or 2nd batch, for any of the three cases R, NR and HR, and for δ max = 1.2 or 1.3.
When N b and t b vary away from the above values, we find that the scaling D ∝ N b /t b is qualitatively valid. [2] . dP /dz was obtained from a time average over a single batch. The falloff of dP /dz at high N b , especially for the NR cases, is probably due to the decrease of δ(E0) when the average electron-wall collision energyĒ0 exceeds Emax. We are indebted to F. Zimmermann for a discussion on this point. approximate overlap of the curves, especially for N b > 1× 10 11 , a reasonably good indication of the validity of the scaling. Combining these results yields the approximate empirical formula (see also Sec. V D), In our simulations we have assumed that an effective fraction R γ = 0.2 of the photons that strike the outboard side of the beam screen walls are diffusively reflected, and that these are, effectively, evenly redistributed around the perimeter of the cross section of the beam screen. In Ref. 1, on the other hand, photoemission from the diffusively reflected photons was assumed to be enhanced at the point diametrically opposite to the illuminated strip with a weight cos n φ, where φ is the angle relative to the midplane. However, the results for dP /dz for n = 2 or n = 3 showed only a small difference [35] . Other tests confirmed a weak dependence on the details of photoemission [69] . This weak dependence, which is consistent with our results in Sec. III C, should be expected because, for typical LHC parameters, dP /dz in steady state is dominated by secondary electrons. The photoelectrons play a role of seeds of the EC buildup, but once secondary emission becomes dominant, the EC distribution in space, time and energy is essentially determined by the SEY, the beam, and the chamber geometry.
Besides the cos n φ factor, the electron emission spectrum in Ref. 1 assumes E γ = 7 eV instead of 5 eV, as we assume here. For the above reasons, this difference should have a negligible effect on the results. We conclude that the photoelectron distribution does not significantly affect the estimate of dP /dz, at least not in steady state.
δ(0) ∝ δmax
Some of the parameters in the model of electron emission we have used are correlated, as specified in Table II . The correlations between δ max , E max and n e discussed in Sec. II C bring the input to our simulations closer to the assumptions used in Ref. 1 . On the other hand, as explained towards the end of Sec. II C, we have, for convenience, introduced the proportionality δ(0) ∝ δ max that is not used in Ref. 1, where δ(0) was kept fixed at δ(0) = 0.5. In future calculations we intend to decouple δ(0) from δ max ; the analysis of the three cases R, NR and HR in Sec. IV A represents our present attempt in this direction.
Emax = Ets,max
The current version of POSINST takes as input the energy E ts,max at which the true secondary component δ ts (E 0 ) of the SEY has a maximum; the value E max where δ(E 0 ) has its peak is an output of the code. Since δ(E 0 ) = δ ts (E 0 ) + R e (E 0 ) and R e (E 0 ) has a weak dependence on E 0 , E max is slightly different from E ts,max , as it can be seen in Tab. II. In order to test the effect of this shift on our results, we ran one case for δ max = 1.3 and N b = 1 × 10 11 for which E max , rather than E ts,max , had the value 234.7 eV (see Tab. II). To achieve this, we chose E ts,max = 242.8 eV instead of 234.7 eV. The result was dP /dz 2.1 W/m, a 5% increase over the reference case. We conclude that the slight energy shift in E max is not significant.
The simulations in Ref. 1 show a decrease of dP /dz with increasing E ts,max in the parameter regime explored. We do not have a definitive explanation for the opposite sign of the effect relative to our results. However, given the numerical accuracy in our calculations and the smallness of the absolute value of the effect, we cannot ascertain that the sign of the shift is meaningful in this specific case.
Angular dependence in secondary emission
In Ref. 1 both the incident-angle dependence of the SEY and the emitted angular distribution of the secondary electrons are treated differently than we do here, described by Eqs. (3-4) . Specifically, in Ref. 1, the yield δ e does not depend on θ 0 , and the elastically backscattered electrons are emitted specularly relative to the incident electron. The true secondary electrons, however, are treated in a qualitatively similar fashion as we do here, and rediffused electrons are not considered.
While a more careful check remains to be carried out, all our simulation results show that the average over all electron-wall collisions during the run yields cos θ 0 > 0.7, with 0.8 being a more typical value. This indicates close-to-normal incidence (typically, d i (θ 0 ) 1.1), hence the θ 0 dependence of the secondary yield is not a significant factor. As for the angular distribution of the emitted electrons, the difference between the two approaches probably has a small effect on the estimate of dP /dz at least in steady state, because in this regime the distribution and intensity of the EC are essentially determined by the strong dipole magnetic field, the SEY, and the beam intensity.
B. Cimino-Collins Results for δe(E0).
A set of delicate measurements of δ(E 0 ) and dδ/dE for copper samples at low temperature (T 9 K) carried out at CERN exhibits an upturn in δ(E 0 ) as E 0 decreases below ∼ 20 eV, reaching δ(0) 1 [63] . 8 The data exhibit the usual conditioning effect whereby δ max gradually decreases with electron bombardment. However, the data also exhibit the novel feature that δ(E 0 ) is insensitive to electron bombardment for E 0 10 − 20 eV. Measurements of the spectrum dδ/dE for several values of E 0 allowed the extraction of δ e (E 0 ) and δ r (E 0 ) + δ ts (E 0 ), which showed that δ e (E 0 ) → 1 in the limit E 0 → 0 regardless of the state of conditioning of the sample, while δ r (E 0 )+δ ts (E 0 ) → 0 in the same limit. Since δ ts (E 0 ) → 0 in this limit [65, 66] , these measurements imply δ r (0) 0, compared with the value ∼0.1 we assume here for the reference case R. On the other hand the measured value δ e (0) 1 is significantly larger than our assumed value (δ e (0) ∼ 0.3) for the same case R.
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EC simulations showed thatλ and dP /dz are significantly higher when a model of the SEY that included the above-mentioned upturn near E 0 = 0 was used as input to the simulations compared with those in which δ e (E 0 ) was artificially suppressed [70] . We believe that this result is explained by the mechanism described in Sec. IV B, since this mechanism applies to the elastically backscattered electrons as well as to the rediffused. Confirmation of this hypothesis would strengthen the conclusion that it is R e = δ e + δ r rather than δ r or δ e separately that is responsible for the relatively large contribution toλ and dP /dz.
C. Time Oscillations of dP (t)/dz.
The slow oscillations in time exhibited by the instantaneous linear power deposition dP (t)/dz (Fig. 5 ), remain to be understood. They set in once λ e (t) reaches saturation, and their amplitude is much larger than the noise level in the simulation. It is puzzling that their period, ∼ 0.5 µs, is much longer than any typical time scale of the electrons. The evidence suggests that the oscillations are not due to numerical effects: their period and amplitude remained essentially unchanged when we doubled M e , halved ∆t, doubled n e , or suppressed δ r . Since, in our simulations, the beam is not dynamical, the oscillations cannot be due to a coupling of the EC with the beam motion. We conjecture that they are triggered by subtle fluctuations of the coldest part of the EC phase space, namely very low-energy electrons very close to the midplane of the chamber. Since these electrons do not mix very much with the rest of the EC phase space under the action of the beam passage, they have the potential for giving rise to long-term memory effects. A simple way to test this conjecture would be to heat up this portion of the EC phase space by adding small random bunchto-bunch fluctuations in the bunch centroid-if the conjecture were correct, the oscillations would disappear.
D. dP /dz ∝λe
The constancy of D (Eq. (6)) for fixed N b and t b as the SEY model is varied is easier to understand, and better supported by our results, than the more general scaling represented by Eq. (7). Scaling formulas better than (7) might be easy to find and justify. These may have a practical usefulness to quickly estimate dP /dz, given thatλ e is usually comparable to the neutralization density,λ b = eN b /s b . However, it should be kept in mind that the value of K is probably sensitive to other quantities such as vacuum chamber shape and size, bunch length, and magnetic field configuration. It would be useful, therefore, to carry out the calculation of K for other conditions, especially for field-free regions and quadrupole magnets.
VI. CONCLUSIONS
For the LHC conditions t b = 25 ns and N b = 1 × 10 11 , our main conclusions are: (a) The available cooling capacity of the cryogenic system, which we take to be ∼1.7 W/m, will be exceeded by the power deposited by the EC if δ max exceeds ∼1.3. (b) The EC power deposited will be comfortably below the cooling limit if δ max ≤ 1.2. (c) The EC power deposition is not strongly sensitive to the photoelectric yield. (d) The EC power deposition is sensitive to the amount of rediffused electrons in the SEY spectrum: if we neglect the rediffused electrons, we find good agreement with CERN simulation results [1] ; if we include them at a level indicated by laboratory measurements of sample materials, our estimates for dP /dz are approximately doubled relative to the no-rediffused case. (e) We have described in fair detail the mechanism responsible for the relatively large contribution of the rediffused electrons.
For a bunch spacing t b = 75 ns the EC power deposition exceeds the available cooling capacity of the cryogenic system only when δ max > 2 and N b > 1.5 × 10 11 taken in combination.
The above conclusions for dP /dz are based on averages over a single batch injected into an empty chamber. These single-batch results underestimate dP /dz by ∼ 40% relative to the steady-state value, which is achieved after two or more batches. The actual LHC beam will have many gaps of various lengths, hence we can only conclude from our results that the actual power deposition for any given batch for nominal LHC conditions is in the range 2-2.8 W/m or, equivalently, that the energy deposited is in the range 4-5.6 µJ/m per batch, the actual value depending on which specific batch one considers: a batch immediately after a very long gap would deposit ∼ 4 µJ/m of energy, while a batch following another batch would deposit ∼ 5.6 µJ/m. An accurate calculation of dP /dz, therefore, needs to take into account the entire train structure of the beam. However, even if there were no long gaps in the whole beam, the available cooling capacity would not be exceeded if
The rediffused component of the secondary emission spectrum is important. It is sometimes assumed, incorrectly, that this component affects only the secondary electrons emitted at very low incident energy E 0 . In fact, the backscattered component of the SEY, R(E 0 ), while maximum at low E 0 , does not decrease below ∼ 0.2 − 0.3 even in the multi-keV range [71] [72] [73] for most materials. For the SEY model used here, R(E 0 ) ∼ 0.1 − 0.2 in the energy range of interest, E 0 ∼ 100−200 eV (Fig. 2) . The essential fact about the rediffused electrons is that they are emitted with a broad energy spectrum, 0 E E 0 , hence their energies are typically higher the true secondaries. The nominal parameters for N b and t b , combined with chamber transverse dimensions of ∼ 4 cm, place the LHC in a regime in which a fraction of only ∼ 10 − 20% of rediffused electrons roughly doubles dP /dz relative to the simplified case in which the rediffused electrons are neglected.
The ECE is a self-conditioning effect in the sense that, during normal machine operation, δ max gradually decreases owing to bombardment by the very same electrons that give rise to the ECE, as experienced has showed at the SPS [62] and the PSR [74] . It is generally expected that, as LHC operation progresses, so too will δ max eventually fall below a level where the EC will no longer be an operational limitation. It is therefore interesting to calculate how long it will take or, more precisely, how much integrated beam current will be required, for δ max to fall below ∼1.3. Laboratory measurements at room temperature [52, 61] and at cryogenic temperatures [55, 57, 63] show that the bombardment dose required for this level of conditioning to be reached is in the range ∼0.1-1 C/cm 2 . This dose can be translated into integrated beam current via simulations, as it has been done for the COLDEX experiment at the SPS [55, 57] .
The importance of δ r (E 0 ) raises an interesting question for the conditioning process: does the backscattered component decrease at the same rate that δ max does? Lab measurements [63] and indirect observations [74] strongly suggest that the backscattered component R e = δ e + δ r does not condition, while only the true secondary emission component gradually decreases with electron bombardment. Confirmation of these observations by actual experience at the LHC might imply a longer conditioning time than presently estimated. We intend to carry out a more complete analysis taking into account this evidence [75] . The higher values of λe(t) for case R leads to ∼twice the power deposition relative to the NR case. Most of the power is deposited by the 1st wave of electrons, but in case R an additional 5-10% is deposited by the 2nd wave of electrons.
