Latin hypercube designs achieve optimal univariate stratifications and are useful for computer experiments. Sliced Latin hypercube designs are Latin hypercube designs that can be partitioned into smaller Latin hypercube designs. In this work, we give, to the best of our knowledge, the first construction of sliced Latin hypercube designs that allow arbitrarily chosen run sizes for the slices. We also provide an algorithm to reduce correlations of our proposed designs.
Introduction
Latin hypercube designs are useful for numerical integration and emulation of computer experiments. An n × p matrix is called a Latin hypercube design if each of its columns contains exactly one point in each of the n bins of (0, 1/n], (1/n, 2/n], · · · , ((n − 1)/n, 1], which is called the design achieves univariate stratifications. McKay et al. (1979) proposed a method to generate Latin hypercube designs. Stein (1987) gave that the variance of the sample mean based on Latin hypercube designs can achieve more reduction than independent and identically distributed sampled.
Owen (1992) extended Stein's work and proved a central limit theorem. Loh (1996) provided some results about the multivariate central limit theorem and the convergence rate for the sample mean based on Latin hypercube designs.
Sliced Latin hypercube designs (Qian, 2012) are Latin hypercube designs that can be partitioned into several smaller Latin hypercube designs. Such designs are appealing when computer simulations are carried out in batches, in multi-fidelity, or with both quantitative and qualitative variables. In general, running some complex codes under different parameters in different computer is a time-saving method, which is called as computer experiment in batches. Each slice of the sliced Latin hypercube designs can be used to each batch, which makes both the design on each computer and the whole design can achieve optimal one-dimensional uniformity. The experiments with both quantitative and qualitative variables are very common. Deng et al. (2015) proposed a new type of designs, marginally coupled designs, for this problem. Sliced Latin hypercube designs are desirable to deal with this problem. Namely, we arrange each slice of designs to each combination of qualitative variables.
While most existing methods generate designs with equal batch sizes, in many applications sliced designs with unequal run sizes are needed. For instance, when simulations are carried out from multiple computers, it is desirable to assign more runs to faster computers; to integrate a computer model with one qualitative factor that is not uniformly distributed, it is most efficient to assign more runs to levels with higher probability; to emulate computer experiments with tunable accuracy, it was suggested in He et al. (2017) to use more low-accuracy runs than high-accuracy runs.
In this paper, we give, to the best of our knowledge, the first construction of sliced Latin hypercube designs that allow the run sizes to be chosen arbitrarily. Before this work, Yuan et al. (2017) and Xu et al. (2018) constructed sliced Latin hypercube designs with certain types of unequal run sizes. Flexible sliced designs (Kong et al., 2017) allow flexibly chosen run sizes but are not Latin hypercube designs.
It is commonly believed that Latin hypercube designs with uncorrelated or nearly uncorrelated columns are more advantageous than average Latin hypercube designs (Owen, 1994) . Inspired by the method of reducing correlations of equal-size sliced Latin hypercube designs (Chen and Qian, 2018) , we also provide an algorithm to reduce correlations of our proposed designs. Numerical results suggest that this leads to improved performance in some circumstances.
The remainder of the article is organized as follows. The constructions for sliced Latin hypercube designs with arbitrary run sizes are given in Section 2. Section 3 provides an algorithm to reduce the column correlation of designs. Section 4 gives some numerical illustrations. Section 5 concludes this paper. All proofs are deferred to the appendix.
3
For a ∈ R, let ⌈a⌉ denote the smallest integer no less than a. We propose generating the sliced Latin hypercube design in p dimensions with t slices of sizes n 1 , · · · , n t by the following three steps.
Step 1:
Step 2: For i from 1 to n = t i=1 n i , let S i,0 = S i−1 ∪ {i} and compute
If δ i > 0, for j from 1 to δ i , let k be the jth smallest integer of set {z : ⌈n z (i + 1/2)/n⌉ − ⌈n z (i − 1/2)/n⌉ = 1} and u be the smallest integer in S i,j−1 such that ⌈n k (u − 1/2)/n⌉ = ⌈n k (i − 1/2)/n⌉, add u to G k , and let S i,j = S i,j−1 \ {u}. Let S i = S i,δ i and continue to the next i.
Step 3: For j from 1 to t, uniformly permute G j for p times and obtain h j,1 , · · · , h j,p such that all permutations are carried out independently. For l from 1 to p, stack h 1,l , · · · , h t,l together, divide them by n, and subtract them by 1/(2n) to obtain the lth column of the design.
To better understand the algorithm, we now present a simple example.
Example 1 Consider t = 3, n 1 = 2, n 2 = 5, n 3 = 10, n = 17, and p = 3. Here, (δ 1 , · · · , δ n ) = (0, 1, 2, 0, 1, 0, 2, 0, 2, 2, 0, 1, 0, 1, 1, 0, 3). Since δ 1 = 0, we have S 1 = {1}. For i = 2, S 2,0 = S 1 ∪ {2} = {1, 2}, δ i = 1, k = 3 is the only integer satisfying ⌈n k (i+1/2)/n⌉−⌈n k (i−1/2)/n⌉ = 1, and u = 1 is the smallest integer among the two integers satisfying ⌈n 3 (u − 1/2)/n⌉ = ⌈n 3 (i − 1/2)/n⌉. Thus, S 2 = S 2,1 = S 2,0 \ {1} = {2} and we assign 1 to G 3 . For i = 3, S 3,0 = {2, 3}, δ i = 2, and both k = 2 and k = 3 make ⌈n k (i + 1/2)/n⌉ − ⌈n k (i − 1/2)/n⌉ = 1. We first set k = 2 and find that u = 2 is the smallest integer satisfying ⌈n 2 (u − 1/2)/n⌉ = ⌈n 2 (i − 1/2)/n⌉. Thus, S 3,1 = {3} and we assign 2 to G 2 . We then set k = 3. Luckily, the only number in S 3,1 , u = 3, makes ⌈n 3 (u − 1/2)/n⌉ = ⌈n 3 (i − 1/2)/n⌉. Thus, S 3 = S 3,2 = ∅ and we assign 3 to G 3 .
After going through all i, we finally obtain S n = ∅, G 1 = {7, 14}, G 2 = {2, 5, 9, 12, 16}, and 3, 4, 6, 8, 10, 11, 13, 15, 17} . Randomly permuting G 1 , G 2 and G 3 , we obtain h 1,1 = (7, 14), h 2,1 = (12, 2, 16, 9, 5), and h 3,1 = (15, 6, 17, 11, 1, 13, 10, 3, 4, 8) . Thus, the first column of the final design is (13, 27, 23, 3, 31, 17, 9, 29, 11, 33, 21, 1, 25, 19, 5, 7, 15) T /34. Similarly, we can obtain other columns of the design.
Remark 1 The algorithm is valid only if in
Step 2 there is at least one element in S i,j−1 such that
Proposition 1 For any i = 1, · · · , n, δ i > 0, and j = 1, · · · , δ i , there is at least one element of
All of the proofs are given in the Appendix. Theorem 1 below shows the generated designs are sliced Latin hypercube designs.
Theorem 1 Let H denote an arbitrary column of a design generated from the proposed al- 
We focus on midpoint designs because, unlike the case with equal run sizes, not every one-dimensional Latin hypercube design can be partitioned at will. For instance, consider the case with t = 3, n 1 = 1, n 2 = n 3 = 3, n = 7, and 3 Reducing correlations Chen and Qian (2018) gives a method to control column-wise correlations of sliced Latin hypercube designs. In this section, we provide an algorithm to reduce the correlations between each column of the designs proposed in Section 2.
Let D j,k denote the jth slice of the kth column of D, a sliced design obtained from our algorithm in Section 2. We can further reduce the correlations of D using the following five steps.
Step 1: For j from 1 to t, k from 2 to p, and l from 1 to k − 1, fit a simple linear regression model with D j,l being the response and D j,k being the only covariate besides the intercept, and replace D j,l with the residual.
Step 2: For j from 1 to t, k from 1 to p, and u from 1 to n j , use the uth smallest element of G j , subtracted by 1/2 and divided by n, to replace the uth smallest element of D j,k .
Step 3: For j from 1 to t, k from p − 1 to 1, and l from p to k + 1, fit a simple linear regression model with D j,l being the response and D j,k being the only covariate besides the intercept, and replace D j,l with the residual.
Step 4: For j from 1 to t, k from 1 to p, and u from 1 to n j , use the uth smallest element of G j , subtracted by 1/2 and divided by n, to replace the uth smallest element of D j,k .
Step 5: Iterate Steps 1-4 nine more times.
Here, replacing D j,l with the residual means 
where D is a design in p factors, D :,j and D :,k are the jth and k columns of D, respectively.
We stop the above algorithm after 10 iterations because from our experience it already warrants convergence.
We give an example to illustrate this algorithm.
Example 2 Consider t = 2, n 1 = 6, n 2 = 7, p = 3, using the algorithm 1 in section 2 to generate the initial design D : 
Then, Step 1 gives that
D =                                                                                                In
Numerical comparison
We now demonstrate the usefulness of our proposed sliced designs in numerically integrating the two test functions used in Qian (2012) ,
Assume we have t computers to evaluate the functions and from time constraints we can arrange at most n 1 , · · · , n t runs for the computers separately. We have at least three choices to solve the problem, as follows. First, we can use a single design with n = t i=1 n i runs and assign the runs randomly to the t computers. We consider using an ordinary Latin hypercube design (McKay et al., 1979) , its midpoint modification, and its correlation-controlled extension (Owen, 1994) for this approach. Second, we can combine t independently generated Latin hypercube designs with sizes n 1 , · · · , n t , separately, and assign one design to each computer. Third, we can use a flexible sliced design (Kong et al., 2017) or our newly proposed sliced
Latin hypercube design and assign one slice to each computer. These methods are shown as follows.
RLH single randomized Latin hypercube design with n runs;
MLH single midpoint Latin hypercube design with n runs;
CLH single correlation-controlled Latin hypercube design with n runs;
IMLH t independent midpoint Latin hypercube designs with n 1 , · · · , n t runs, respectively;
ICLH t independent correlation-controlled Latin hypercube designs with n 1 , · · · , n t runs, respectively;
FSD flexible sliced design in t slices, and its ith slice contains n i runs;
SLH the proposed sliced Latin hypercube design in t slices, and its ith slice contains n i runs;
CSLH the proposed sliced Latin hypercube design with reduced correlations in t slices, and its ith slice contains n i runs. Under all approaches, we estimate the mean function value using the averaged output value among completed computer trials.
We compare the methods using two scenarios. In the first scenario, all of the functional evaluations terminate correctly and we obtain all n output values. In the second scenario, one random computer fails and we obtain all other output values. For f 1 , we assume t = 4, n 1 = 17, n 2 = 13, n 3 = 11, and n 4 = 7; for f 2 , we assume t = 3, n 1 = 9, n 2 = 7, and n 3 = 6. We repeat the procedure 10,000 times and report the averaged root-mean-square estimation error in Table 1 .
Observed from the results, midpoint Latin hypercube designs are usually better than ordinary Latin hypercube designs. Reducing correlation helps for f 2 but has no effect for f 1 . Both with and without reducing correlations, the proposed sliced designs perform the best for all functions and scenarios. Single Latin hypercube designs are as good as the proposed designs in the first scenario but much worse in the second scenario. Independent Latin hypercube designs and flexible sliced designs are inferior to the proposed designs in both scenarios. These observations suggest that the proposed new designs, while allowing flexible run sizes, achieve the same level of variance reduction as ordinary sliced Latin hypercube designs.
Conclusion
We propose, to the best of our knowledge, the first construction of sliced Latin hypercube designs that allow the run sizes to be chosen arbitrarily. Moreover, we provide an algorithm to reduce correlations of our proposed designs. Numerical results suggest that this leads to improved performance in some circumstances.
Appendix 1 Proofs
For a set A, let card(A) denote its cardinality.
Lemma 1 Assume t, n 1 , n 2 · · · , n t , a and l are integers with a + l ≤ n and n = t j=1 n j , and
Proof 1 Let
and then Ω = ∪ When ⌈n j (a + l + 1/2)/n⌉ = ⌈n j (a − 1/2)/n⌉, we have card(Ω j ) = 0. Because ⌈n j (a + l + 1/2)/n⌉ ≥ ⌈n j (a − 1/2)/n⌉ + ⌈n j (l + 1)/n⌉ − 1, we have ⌈n j (l + 1)/n⌉ = 1 and therefore card(Ω j ) = ⌈n j (l + 1)/n⌉ − 1.
Combining the two cases, we have In the follows we show the set Γ i,j ∩ S i,0 contains at least δ i − j + 1 elements for any (i, j)
is an integer. Therefore,
Consider arbitrary i and j with δ i > 0 and 1 
v is the smallest number of Γ w,z 1 ∩ S w,z 2 −1 , where z 1 and z 2 make π w,z 1 = ρ w,z 2 = l. Because q ∈ S i,0 , S i,0 ⊂ S w,z 2 −1 ∪ {w + 1, · · · , r} and q < v ≤ w, we have q ∈ S w,z 2 −1 . Because v is the smallest number of Γ w,z 1 ∩ S w,z 2 −1 and q < v, we have q / ∈ Γ w,z 1 ∩ S w,z 2 −1 . Namely, q ∈ S w,z 2 −1 while q / ∈ Γ w,z 1 ∩ S w,z 2 −1 . Therefore, ⌈n l (q − 1/2)/n⌉ < ⌈n l (w − 1/2)/n⌉. Consequently, for each element of set {u : q + 1 ≤ u ≤ i − 1, u / ∈ S i,0 }, there exists a pair of (w, l) which satisfies q + 1 ≤ w ≤ i − 1 and ⌈n l (q − 1/2)/n⌉ < ⌈n l (w − 1/2)/n⌉ < ⌈n l (w + 1/2)/n⌉. Clearly, the i − q − m pairs of (w, l) are different from each other. Therefore, the set
has at least i − q − m elements.
Furthermore, Γ i,j ⊇ Γ i,j+1 for any j = 1, · · · , δ i − 1. Because q / ∈ Γ i,j , we have q / ∈ Γ i,k for k = j + 1, · · · , δ i . Namely, ⌈n π i,k (q − 1/2)/n⌉ < ⌈n π i,k (i − 1/2)/n⌉ for k = j + 1, · · · , δ i .
Therefore, the set {(i, l) : ⌈n l (q − 1/2)/n⌉ < ⌈n l (i − 1/2)/n⌉ < ⌈n l (i + 1/2)/n⌉, l = 1, · · · , t} has at least δ i − j + 1 elements. Therefore, card[{(u, l) : q + 1 ≤ u ≤ i, ⌈n l (q − 1/2)/n⌉ < ⌈n l (u − 1/2)/n⌉ < ⌈n l (u + 1/2)/n⌉, l = 1, · · · , t}] = card [{(i, l) : ⌈n l (q − 1/2)/n⌉ < ⌈n l (i − 1/2)/n⌉ < ⌈n l (i + 1/2)/n⌉⌉, l = 1, · · · , t} ∪ {(u, l) :
q + 1 ≤ u ≤ i − 1, ⌈n l (q − 1/2)/n⌉ < ⌈n l (u − 1/2)/n⌉ < ⌈n l (u + 1/2)/n⌉, l = 1, · · · , t}]
which is contradictory to Lemma 1. Therefore, our assumption that card(Γ i,j ∩ S i,0 ) = m < δ i − j +1 is false. Namely, for any i = 1, · · · , n, δ i > 0, and j = 1, · · · , δ i , we have card(Γ i,j ∩S i,0 ) ≥ δ i − j + 1 and therefore there is at least one element of S i,j−1 that makes ⌈n k (u − 1/2)/n⌉ = ⌈n k (i − 1/2)/n⌉. (ii) For any i, j with ⌈n j (i − 1/2)/n⌉ < ⌈n j (i + 1/2)/n⌉, there exists an integer c ∈ G j such that ⌈n j (c − 1/2)/n⌉ = ⌈n j (i − 1/2)/n⌉. Therefore, {⌈n j (c − 1/2)/n⌉ : c ∈ G j } = {1, · · · , n j } for any j. Consequently, (h j,l − 1/2)/n has exactly one element in each of the n j bins of (0, 1/n j ], · · · , ((n j − 1)/n j , 1] for any j and l.
