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Abstract
We prove that the theory of all sentences in the language of rings which are true in ~Z\ ~Q()
for almost all 2G(Q)e is decidable. Here ~Q is the eld of all algebraic numbers; ~Z is the
ring of all algebraic integers; G(Q) is the absolute Galois group of Q; for each =(1; : : : ; e)
2G(Q)e, ~Q() is the xed eld of 1; : : : ; e in ~Q; and the clause ‘almost all’ is used in the
sense of the Haar measure of G(Q)e. c© 2000 Elsevier Science B.V. All rights reserved.
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0. Introduction
It is well known that the theory of ~Q, the eld of all algebraic numbers, is decidable.
The decidability of this theory carries on to decidability of related theories in two
dierent directions: On one hand, to the theory, Th( ~Z), of ~Z, the ring of all algebraic
integers ([2, 3], or [11]); and, on the other hand, for each positive integer e, to the
theory, Almost(Q; e), of all sentences (in the language of rings) which are true in
~Q() for almost all 2G(Q)e [4, Theorem 18:22]. Here G(Q) is the absolute Galois
group of Q; for each =(1; : : : ; e)2G(Q)e, ~Q() is the xed eld of 1; : : : ; e in
~Q; and the clause ‘almost all’ is used in the sense of the Haar measure of G(Q)e.
In this paper we consider the theory, Almost(Z; e), of all sentences which are true
in ~Z() := ~Z\ ~Q() for almost all 2G(Q)e, and prove
Theorem. The theory Almost(Z; e) is decidable.
( This research was supported by the Israeli-German scientic cooperation MINERVA. This paper was
written while the author was a guest of the Institut fur Experimentelle Mathematik in Essen during the
period October 1996 { September 1997.
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As our theorem is a conjunction of the theorem that Th( ~Z) is decidable with the
theorem that Almost(Q; e) is decidable, the proof of our theorem is a disjunction of
the proofs of the two theorems.
A eld E is a model of Almost(Q; e) if and only if E is an e-free PAC eld which
contains Q [4, Theorem 18:17]. That E is e-free means that G(E) is isomorphic to
the free pronite group, F^e, on e generators; and that E is PAC means that every
absolutely irreducible variety over E has an E-rational point.
For a ring A, we denote the collection of all maximal ideals of A by Max(A) and
write 4A for the Jacobson-radical relation in A, i.e., for a; b2A,
a4A b , (8m2Max(A))[a2m) b2m]:
We denote the Jacobson radical of A by Rad(A), i.e., Rad(A)=
T
m2Max(A)m.
In Theorem 6.10 we prove, similarly, that an integral domain R with a quotient eld
E is a model of Almost(Z; e) if and only if R is an e-free PAC domain of kind (o)
and ~Q\R is integral over Z. That R is e-free means that E is e-free; that R is of kind
(o) means that Rad(R)= (0) and R 6=E; and that R is a PAC domain means that R
has the following four properties:
(PAC) E is PAC over R. This means that for every absolutely irreducible vari-
ety V of dimension r> 0 and for each dominating separable rational map
’ : V !Ar over E there exists a2V (E) such that ’(a)2Rr .
(B) R is Bezout, i.e., every nitely generated ideal of R is principal.
(r-LGP) R satises Rumely’s local-global principle with radical relations:
Let V An be an absolutely irreducible quasi-ane variety over R and let
g1; : : : ; gk ; h1; : : : ; hk 2R[X1; : : : ; Xn]. Then the system
X2V &
k^
i=1
[0 6= gi(X)4 hi(X)]
is solvable in R i it is solvable in each localization of R at m2Max(R).
(NU) Every nonzero nonunit in R is a product of two relatively prime nonunits.
The proof of Theorem 6.10 uses the elementary-equivalence technique of [4, Chapter
18]. The main task in this technique is to prove that if R and S are e-free PAC domains
of kind (o) with quotient elds E and F, respectively, such that ~Q\R and ~Q\ S are
integral over Z, then
R S , ~Q\E= ~Q\F
(Corollary 6.2). For this purpose, we prove that the notion of a PAC domain is ex-
pressible in the language of rings (Proposition 2.10). Also, in order to prove that a
model of Almost(Z; e) satises the above axioms, we prove that ~Z() is a PAC domain
for almost all 2G(Q)e (Theorem 4.10).
Finally, as in [4, Chapter 18.6], we consider a sentence  in the language of rings
and let  be the Haar measure of all 2G(Q)e such that  holds in ~Z(). Then, using
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Theorem 6.10, we prove that  is a rational number which can be recursively computed
if  is explicitly given. In particular, Almost(Z; e) is decidable (Theorem 7.6).
Both [3, 11] give an explicit axiomatization of Th( ~Z). However, [3] uses a quantier-
elimination method while [11] uses an elementarily-equivalence method in order to
prove that Th( ~Z) is decidable. As this paper uses the elementarily-equivalence approach
of [4, Chapter 18], our methods are closer to those of [11]. In a subsequent paper we
will use results from this paper on PAC domains (specically, Corollary 2.17 and
Theorem 4.10) with the Galois-stratication procedure of [4, Chapter 25], which is a
quantier-elimination technique in nature, to generalize the methods of [3] and prove
that Almost(Z; e) is even primitively recursively decidable.
As is usually the case, our results are stated and proved for an arbitrary Dedekind
domain O whose quotient eld K is global. However, we prove that Almost(O; e)
is decidable with the condition that either O=K or O has innitely many prime
ideals.
1. Radical relations
This section serves as a preparation section for the following one. We start with the
denitions of a radical relation and of an r-ring, which we borrow from [11].
Notation and Denition 1.1. Let R be a commutative ring with 1.
(a) A radical relation 6 on R is a binary relation on R which satises the following
six axioms: for all a; b; c2R
a6 a; (1.1a)
a6 b; b6 c) a6 c; (1.1b)
a6 b; a6 c) a6 b+ c; (1.1c)
a6 b) ac6 bc; (1.1d)
16 a; 0 6 1 ; (1.1e)
a6 b2) a6 b: (1.1f)
(b) For a nonempty subset P of Spec(R) we let 6P be the radical relation on R
dened by P: for each a; b2R,
a6P b , (8p2P)[a2 p) b2 p]:
By [11, Theorem 2:5], a radical relation 6 on R coincides with 6P for some
nonempty subset P of Spec(R). We say that P denes 6.
(c) If 6 is a radical relation on R, we call (R;6) an r-ring. We call an ideal a of R
6-convex (or 6-closed) if for all a2 a, a6 b implies b2 a. We denote the set
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of all p2Spec(R) which are 6-convex by Spec(R;6). It is the maximal subset
of Spec(R) which denes 6. We call (R;6) an r0-ring if it satises
(8a2R)[06 a) a=0]
or, equivalently, (0)2Spec(R;6).
(d) If (R0;60) is another r-ring, we say that (R0;60) is an r-ring extension of (R;6)
{ in that case we also write (R;6) (R0;60) { if R is a subring of R0 and
(8a; b2R)[a6 b, a60b]. (Note that if (R0;60) is an r0-ring, then so is (R;6).)
If (R;6) is an r0-ring, we say that (R0;60) is an r0-ring extension of (R;6) if
(R;6) (R0;6) and (R0;60) is an r0-ring.
Note that if (R;6)(R0;60) are r-rings, then fp0 \R j p0 2Spec(R0;60)g is a subset
of Spec(R;6).
In the sequel we work only with integral domains, so we use the notion of an r-
domain (resp., r0-domain) instead. For an integral domain R we denote the collection
of all maximal ideals of R by Max(R) and the quotient eld of R by Quot(R). We
write (a1; : : : ; an)R for the ideal generated in R by elements a1; : : : ; an and omit R if it
is clear from the context.
Notation 1.2. Let R be an integral domain.
(a) We denote the radical relation on R dened by Max(R), 6Max(R), also by 4 R
and we write (R;4) instead of (R;4 R). Note that for a; b2R,
a4 b , (8m2Max(R))[a2m) b2m] , (8c)[(b; c)= (1)) (a; c)= (1)]:
Hence the relation 4 is denable in the theory of rings.
Note also that for a2R; a =2R, a 64 R 1.
(b) The Jacobson radical of R, denoted by Rad(R), is the intersection of all maximal
ideals of R.
Note that Rad(R)= (0) if and only if (R;4) is an r0-domain.
Denition 1.3. (a) Let R; R0 be integral domains and let P be a subset of Spec(R).
We say that R0 is P-integral over R if RR0 and for each p2P there is p0 2Spec(R0)
which lies over p. We say that R0 is max-integral (resp., spec-integral) over R if R0 is
Max(R)-integral (resp., Spec(R)-integral) over R. We say that R0 is max-regular (resp.,
spec-regular) over R if R0 is max-integral (resp., spec-integral) over R and Quot(R0)
is regular over Quot(R).
(b) Let (R;6); (R0;60) be r-domains and let P be a subset of Spec(R;6). We say
that (R0;60) is P-integral over (R;6) if (R;6) (R0;60) and for each p2P there is
p0 2Spec(R0;60) which lies over p. We say that (R0;60) is regular (resp., nitely gen-
erated) over (R;6) if (R;6) (R0;60) and Quot(R0) is regular over Quot(R) (resp.,
R0 is a nitely generated ring extension of R). We say that (R0;60) is spec-integral over
(R;6) if (R0;60) is Spec(R;6)-integral over (R;6). We say that (R0;60)=(R;6) is
spec-regular if it is both spec-integral and regular.
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Suppose that 6 is dened by Max(R). We say that (R0;60) is max-integral over
(R;4) if (R0;60) is Max(R)-integral over (R;4). We say that (R0;60)=(R;4) is max-
regular if it is both max-integral and regular.
Remark 1.4. Let RR0 be integral domains.
(a) R0=R is max-integral if and only if mR0 6= R0 for each m2Max(R).
(b) Suppose that P is a subset of Spec(R) such that R0 is P-integral over R. Then
there is a radical relation 60 on R0 such that (R0;60) is P-integral over (R;6P).
Indeed, take P0 as the set of all p0 2Spec(R0) which lie over some p2P and let
60 be the radical relation on R0 dened by P0.
In particular, if (R;6P) is an r0-domain, then so is (R0;60).
In the rest of this section we shall study r-domain extensions of an r-domain (R;6),
especially when R is a Prufer domain and 6 is dened by Max(R). For this purpose
we need tools from valuation theory. If R is a valuation ring, we denote its maximal
ideal by mR. If A is a subring of a valuation ring R and p2Spec(A), we say that R
is centered at p if mR lies over p.
Notation 1.5. Let R be a subring of a eld F . We denote the set of all valuation rings
of F which contain R by Val(F; R). If F =Quot(R), we let Val(R)=Val(F; R).
Remark 1.6. (a) Let R be a subring of a eld F and let p2Spec(R). Then there exists
S 2Val(F; R) centered at p. In particular, if R is a valuation ring with a quotient eld
E, EF , and p=mR, then S \E=R [10, Theorem 10:2].
(b) A valuation ring is Bezout, i.e., each nitely generated ideal is principal.
(c) Let A be a valuation ring. Then every nitely generated torsion-free A-module
is free. Hence, an A-module is torsion-free if and only if it is at [1, Chapter VI,
Section 3:6, Lemma 1, p. 393].
Our base domains in Section 6 turn out to be something between Prufer and Bezout:
Denition 1.7. An integral domain A is pseudo Bezout if for each nitely generated
ideal a of A there is a positive integer h such that ah is principal.
Bezout domains are of course pseudo Bezout. Here is another example:
Example 1.8. (a) Every overring of a pseudo Bezout domain is pseudo Bezout.
(b) Let O be a Dedekind domain with a global quotient eld K and let L be an
algebraic extension of K . Then the integral closure, A, of O in L is pseudo Bezout.
Proof. (a) is straightforward.
For (b), let a=(a1; : : : ; an) be a nitely generated ideal of A. Let K1 be a nite
subextension of L=K which contains a1; : : : ; an, and let OK1 be the integral closure of
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O in K1. Since K1 is a global eld, OK1 has a nite class number h>0. Hence there
exists a2OK1 A such that ah= aA.
Remark 1.9. An integral domain A is pseudo Bezout i for each ideal a of A which
is generated by two elements a; b there is a positive integer h and c2A such that
ah= cA. It follows, in particular, that for each p2Spec(A)
a2 p^ b2 p , a p , ah p , c2 p:
Lemma 1.10. Let A be an elementary substructure of a pseudo Bezout domain R.
Then A is also pseudo Bezout.
Proof. Let a=(a; b)A with a; b2A. Since R is pseudo Bezout, there exist a positive
integer h and c2R such that (a; b)h=(c) in R. Thus, the following sentence is true
in R:
9c
8<
:90;h; : : : ;9h;0
2
4 X
i+j=h
ijaibj = c
3
5 ^ ^
i+j= h
9ij[aibj = ijc]
9=
; :
Since A is an elementary substructure of R, the same sentence is true in A. That is,
there exists c0 2A such that ah= c0A. Conclude from Remark 1.9 that A is pseudo
Bezout.
Let R be an integral domain with quotient eld E. Recall that a fractional ideal a
of R (i.e., a nonzero R-submodule of E for which there exists x2R such that xaR)
is invertible if aa−1 =R. (Here a−1 = fx2E j xaRg.) Note that R is a Dedekind
domain if and only if every fractional ideal of R is invertible.
For a ring R and p2Spec(R), we denote the localization, (Rrp)−1R, of R at p by
Rp. Recall that a Prufer domain is an integral domain R such that Rm is a valuation
ring for all m2Max(R). Here are some properties of Prufer domains:
Remark 1.11. (a) An integral domain R is Prufer if and only if each nonzero nitely
generated ideal of R is invertible. In particular, Dedekind domains, Bezout domains,
and pseudo Bezout domains are Prufer [5, Theorem 22.1].
(b) Let R be a Prufer domain and let O 2 Val(R). Then O=Rp, where p=mO \R
[5, p. 334].
(c) Let R be a Prufer domain with a quotient eld E. Let F be an algebraic extension
of E and let S be the integral closure of R in F . Then S is Prufer [5, Theorem 22.3].
We give now examples of extensions S=R of integral domains such that S is max-
integral over R.
Example 1.12. Let R S be integral domains with quotient elds EF such that
S \E=R. Assume that R is pseudo Bezout. Then S is max-integral over R.
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Proof. Let m2Max(R) and suppose, on the contrary, that mS = S. Then there exist
a1; : : : ; am 2m and x1; : : : ; xm 2 S such that
Pm
i=1 aixi=1. Let a=(a1; : : : ; am)R. Then
there exist h2N and c2R such that ah= cR. Therefore 0 6= c2m and 1= (Pmi=1 aixi)h
2 ahS = cS. Hence, 1=c2 S \E=R. Thus, 1= c  1c 2m, a contradiction.
Lemma 1.13. Let R S be integral domains with quotient elds EF such that R
is Bezout.
(a) Suppose that
(i) (8c2R)[c 64 R1) c 64S1]:
Then S \E=R.
(b) Suppose that S \E=R and
(ii) (8a; b2R)[a4R b) a4S b]:
Then (R;4) (S;4).
(c) The conjunction of (i) and (ii) is equivalent to (R;4) (S;4).
(d) Suppose that (R;4) (S;4). Then (S;4) is max-integral over (R;4).
Proof. (a) Let x2EnR and suppose, on the contrary, that x2 S. Write x= a=b with
relatively prime a; b2R. Then b =2R or, equivalently, b 64R 1. Therefore, b 64S 1 or,
equivalently, b =2 S. But, since x= ab 2 S; bja in S, a contradiction.
(b) Suppose, on the contrary, that there exist a; b2R such that a4 S b but a 64 R b.
Then there exists m2Max(R) such that a2m and b =2m. By Example 1.12, there
exists m0 2Max(S) which lies over m. Then a2m0 and therefore b2m0. Hence
b2m0 \R=m, a contradiction.
(c) This follows from (a) and (b).
(d) This follows from (a) and Example 1.12.
Example 1.14. (a) Let R S be integral domains such that S is integral over R. Then
S is spec-integral over R [10, Theorem 9.3].
(b) Let R be an integral domain with a quotient eld E and let t be a tran-
scendental element over E. Then R[t]=R is spec-integral. Indeed, if p2Spec(R), then
p[t]2Spec(R[t]).
The following Lemma is clear.
Lemma 1.15. Let AR S be integral domains.
(a) Transitivity. If S=R and R=A are max-integral (resp.; spec-integral; max-regular;
spec-regular); then S=A is max-integral (resp.; spec-integral; max-regular; spec-
regular).
(b) If S=A is max-integral (resp.; spec-integral; max-regular; spec-regular); then R=A
is max-integral (resp.; spec-integral; max-regular; spec-regular).
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Lemma 1.16. Let R S be integral domains and let p2Spec(R). Suppose that there
exists an O-homomorphism ’ : OS!O for some O2Val(R) which is centered at p.
Then; there exists p0 2Spec(S) lying over p such that
(8x2 S)[x2 p0,’(x)2mO]:
Proof. Let m := fx2OS j’(x)2mOg and let p0=m\ S. Then m\O=mO and, since
m=’−1(mO); OS=m=O=mO is a eld. Hence m2Max(OS) and, therefore,
p0 2Spec(S). Moreover
p0 \R=m\R=m\O\R=mO \R= p:
Also, for x2 S, x2 p0=m\ S if and only if ’(x)2mO.
In Proposition 1.20 we prove another result on r-domains which will be used in
Section 5. Lemmas 1.17{1.19 below prepare us for that result.
Let L; E; F be elds such that both E and F contain L. When we say that E is
linearly disjoint or free from F over L, we implicitly mean that E and F are contained
in a common eld.
Lemma 1.17. Let A be a valuation ring of a eld L. Let R and S be integral domains
with quotient elds E and F; respectively; such that both contain A and E is linearly
disjoint from F over L.
(a) The canonical map
P
ri⊗ si 7!
P
risi gives an isomorphism R⊗A S =RS.
(b) Suppose that R and S are valuation rings and R\L=A= S \L. Then there
exists O2Val(RS) such that O\E=R and O\F = S.
Proof. (a) Since E is linearly disjoint from F over L, the canonical homomorphism
E⊗L F!EF that maps x⊗y onto xy is injective.
Since A is a valuation ring, R and S are A-at modules (Remark 1.6(c)). Hence
R⊗A S is also A-at [10, p. 46]. Therefore, R⊗A S is torsion-free over A (Remark
1.6(c)). Hence, the canonical homomorphism R⊗A S! (R⊗A S)⊗A L is an injection.
Also (R⊗A S)⊗A L=(R⊗A L)⊗L(S ⊗A L) [10, Formula 11 in Appendix A]. Moreover,
R⊗A L= LR and S ⊗A L= LS. (Note that if M is an A-module and x2M ⊗A L, then
x=m⊗ 1b for some m2M and 0 6= b2A.) Putting all this together we get
R⊗A S ,! (R⊗A S)⊗AL=(R⊗A L)⊗L(S ⊗A L)=(LR)⊗L (LS)E⊗L F ,!EF:
Thus, R⊗A S =RS via the canonical maps.
(b) Let A=A=mA; R=R=mR, and S = S=mS . By the assumptions and by (a), the
canonical maps R! R and S! S extend to an homomorphism RS =R⊗A S! R⊗ A S.
By Chevalley’s Lemma [4, Proposition 2.3], we can extend it to a place ’ of EF into
the algebraic closure of Quot( R⊗ A S). Let O be the valuation ring of ’.
Note that, for x2R,
x =2R , ’(x)= 0 , x =2O:
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Hence, since R is Bezout (Remark 1.6(b)), it follows from Lemma 1.13(a) that
O\E=R. Similarly, O\F = S.
Lemma 1.18. Let A; R; and S be integral domains with quotient elds L; E; and F;
respectively. Suppose that A is Prufer; that both R and S contain A; and that E
is linearly disjoint from F over L. Let ; 6=PSpec(R) and ; 6=QSpec(S) and
assume that fp\A j p2Pg= fq \A j q 2Qg. Then there exists M Spec(RS) such
that fm\R jm2Mg=P and fm\ S jm2Mg=Q.
Proof. Let p2P and q 2Q be such that a := p\A= q \A. It suces to show that
there exists m2Spec(RS) such that m\R= p and m\ S = q . Indeed, by Remark
1.6(a), there exist O1 2Val(R) centered at p and O2 2Val(S) centered at q . Since
A is Prufer, it follows from Remark 1.11(b) that O1 \L=Aa=O2 \L. Hence, by
Lemma 1.17, there exists O2Val(O1O2) such that O\E=O1 and O\F =O2. Let
m=mO \ (RS)2Spec(RS). Then m\R= p and m\ S = q .
Lemma 1.19. 1 Let (A;6) be an r-ring which admits ‘inma’; i.e.;
8ab9c[8p2Spec(A;6): a2 p ^ b2 p, c2 p]:
Let (B;6) be an r-ring extension of (A;6). Then every p2Spec(A;6) extends to
some P 2Spec(B;6).
Proof. Let p2Spec(A;6) and let
a= fb2B j a6b for some a2 pg:
Note rst that a is an ideal of B. Indeed, if b1; b2 2 a; then a16b1; a26b2 for some
a1; a2 2 p. Since (A;6) admits inma, there exists c2 p such that c6a1 and c6a2.
Therefore c6b1 and c6b2, so, by (1.1c), c6b1 + b2. This means that b1 + b2 2 a.
Also, for b2B, a16ba16bb1 (by (1.1d) and (1.1e)) which implies bb1 2 a: Secondly,
a restricts to p, i.e. a\A= p. This follows since p is 6-convex (see Denition 1:1(c)).
Thirdly, it is clear that a is 6-convex.
Now, by Zorn’s Lemma, there is a maximal 6-convex ideal P of B which restricts
to p. It remains to show that P is prime.
We follow the proof of [11, Lemma 2.4]. We denote the 6-closure of an ideal
b of B by b6 (see [11, p. 182]). Let xy2P and assume that x; y =2P . By the
maximality of P there are a; b2Anp such that a2 (P + (x))6 and b2 (P + (y))6.
Let c= ab. Then, by convexity, c2 (P +(x))6 and c2 (P +(y))6. But, by the proof
of [11, Lemma 2.4], (P +(x))6 \ (P +(y))6=P . From this we get c2P \A= p,
a contradiction.
1 This lemma replaces a special case of it in a previous version of this paper and was suggested to the
author by the referee.
64 A. Razon / Annals of Pure and Applied Logic 103 (2000) 55{95
Proposition 1.20. Let A; R; and S be integral domains with quotient elds L; E; and
F; respectively. Suppose that A is a pseudo Bezout domain; that both R and S contain
A; that E is regular over L; and that E is free from F over L. Assume also
(8a; b2A)[a4 R b, a4 S b]: (1.2)
Then there exists a radical relation 6 on RS such that
(i) (R;4) (RS;6);
(ii) (RS;6) is spec-regular over (S;4); and
(iii) if Rad(R)= (0) and Rad(S)= (0); then (RS;6) is an r0-domain.
Proof. Since E is regular over L and free from F over L, it follows that EF is a
regular extension of F [4, Corollary 9.10(a)]. Moreover, E is linearly disjoint from F
over L [4, Lemma 9.9].
By (1.2), 4 R and 4 S induce the same radical relation, 60, on A. By Remark 1.9,
the r-domain (A;60) admits inma. Therefore, by Lemma 1.19,
fp\A j p2Spec(R;4)g=Spec(A;60)= fq \A j q 2Spec(S;4)g:
By Remark 1.11(a), A is Prufer. Hence, by Lemma 1.18, there exists M Spec(RS)
such that fm\R jm2Mg=Spec(R;4) and fm\ S jm2Mg=Spec(S;4).
If Rad(R)= (0) and Rad(S)= (0), then we have (0)2Spec(R;4) and (0)2Spec
(S;4). In this case we can assume that (0)2M .
Now let 6 be the radical relation on RS dened by M .
Condition (1.2) is satised, for example, if A is an elementary substructure of both
R and S, since then (A;4) (R;4) and (A;4) (S;4). Here is another example:
Example 1.21. Let A be a pseudo Bezout domain with a quotient eld L such that
every nonzero prime ideal of A is maximal. Let R and S be integral domains such that
both contain A; R\L=A= S \L, and
(0)2fp\A j p2Spec(R;4)g , (0)2fq \A j q 2Spec(S;4)g: (1.3)
Then
(8a; b2A)[a4 R b, a4 S b]:
Proof. Let P := fp\A j p2Spec(R;4)g and Q := fq \A j q 2Spec(S;4)g. By Exam-
ple 1.12, every maximal ideal of A extends to a maximal ideal of R (resp., S). The
assumptions thus give P=Max(A)=Q or P=Spec(A)=Q. Hence, 4 R and 4 S induce
the same radical relation 6 on A. Therefore, for all a; b2A,
a4 R b , a6 b , a4 S b:
Note that condition (1.3) is trivially satised if Rad(R)= (0) and Rad(S)= (0) or
if A=L.
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2. Pseudo algebraically closed domains
Recall that a eld E is pseudo algebraically closed (PAC) if every absolutely irre-
ducible variety over E has an E-rational point. A eld E is PAC over a subring R if
for every absolutely irreducible variety V of dimension r>0 and for each dominating
separable rational map ’ :V !Ar over E there exists a2V (E) such that ’(a)2Rr
[7, Denition 1.1]. Note that a eld E is PAC if and only if E is PAC over E.
Remark 2.1 ([7, Lemma 1.3]). A eld E is PAC over a subring R if and only if for
each absolutely irreducible polynomial f2R[T; X ] such that @f=@X 6=0 and for each
0 6= g2R[T ] there exists (a; b)2RE such that f(a; b)= 0 and g(a) 6=0.
We wish to extend the notion of a PAC eld from elds to integral domains.
Denition 2.2. Let R be an integral domain. We call R a pre-PAC domain if it has
the following three properties:
(PAC) Quot(R) is PAC over R.
(B) R is Bezout.
(LGP) R satises Rumely’s local-global principle:
If f1; : : : ; fm; f are polynomials in R[X1; : : : ; Xn] such that
V := fx2An jf1(x)=    =fm(x)= 0g
is absolutely irreducible and Vf := fx2V jf(x) 6=0g satises that Vf(Rm) 6= ;
for each m2Max(R) (or, equivalently, for each m2Spec(R)), then Vf(R) 6= ;.
Note that a eld E is a PAC eld if and only if it is a pre-PAC domain.
If p is a prime ideal of a ring R, we write, for typographical reasons, 4 p instead
of 4 Rp .
Denition 2.3. Let R be an integral domain. We call R a PAC domain if it has the
following four properties:
(PAC) Quot(R) is PAC over R.
(B) R is Bezout.
(r-LGP) R satises Rumely’s local-global principle with radical relations:
Let f1; : : : ; fm; f; g1; : : : ; gk ; h1; : : : ; hk 2R[X1; : : : ; Xn] be such that
V := fx2An jf1(x)=    =fm(x)= 0g
is absolutely irreducible, let g= g1    gk , and set Vfg := fx2V jf(x)g(x) 6=0g.
If (9am 2Vfg(Rm))[
Vk
i=1 gi(am)4m hi(am)] for each m2Max(R) (or, equiva-
lently, for each m2Spec(R;4) { see Remark 2.11), then
(9a2Vfg(R))
"
k^
i=1
gi(a)4 R hi(a)
#
:
(NU) Every nonzero nonunit in R is a product of two relatively prime nonunits.
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Note that a PAC domain is a pre-PAC domain. In order to show that the above
axioms are expressible in the language of rings, we need two facts.
For an integral domain R with a quotient eld E, we let ~E be an algebraic closure
of E and let ~R be the integral closure of R in ~E. We always assume that if EF are
elds, then ~E ~F . If R S are valuation rings of the elds EF , we say that S lies
over R (or R extends to S) if S \E=R.
Fact 2.4. Let v be a valuation of a eld E and let O be its valuation ring. Suppose
that E is PAC over O. Then (E; v) has the density property; i.e.; for each absolutely
irreducible variety V dened over E the set V (E) is v0-dense in V ( ~E); for each
extension v0 of v to a valuation of ~E [7, Theorem 9.2].
Corollary 2.5. Let R be an integral domain with a quotient eld E and suppose that
E is PAC over R. Let f1; : : : ; fm; f2R[X1; : : : ; Xn] be such that
V := fx2An jf1(x)=    =fm(x)= 0g
is absolutely irreducible and set Vf := fx2V jf(x) 6=0g. Also; let
g1; : : : ; gk ; h1; : : : ; hk ; p1; : : : ; pl; q1; : : : ; ql 2R[X1; : : : ; Xn]:
Let O2Val(R) and let O0O be a valuation ring of ~E which lies over O. Then there
exists a2On such that
a2Vf ^
k^
i=1
gi(a)4O hi(a) ^
l^
j=1
pj(a) 64O qj(a) (2.1)
if and only if there exists a0 2 (O0)n such that
a0 2Vf ^
k^
i=1
gi(a0)4O0 hi(a
0) ^
l^
j=1
pj(a0) 64O0 qj(a0): (2.2)
Proof. Let v0 be a valuation of ~E such that O0 is its valuation ring and let v be its
restriction to E. Then O is the valuation ring of v.
Assume rst that there exists a2On such that (2:1) holds. Note that, for x; y2O,
x4O y , [v(x)>0) v(y)>0] , [v0(x)>0) v0(y)>0] , x4O0 y:
Hence (2.2) holds with a0= a.
Now, suppose that there exists a0 2 (O0)n such that (2.2) holds. For s=2k + 2l, let
ur (r=1; : : : ; s) be a listing of all the polynomials gi; hi; pj; qj. Since E is PAC over
R, it is also PAC over O. Hence, by Fact 2.4, (E; v) has the density property. Thus,
there exists a2Vf(E) v0-close enough to a0 in such a way that a2On and
v0(ur(a0))= 0 , v(ur(a))= 0; r=1; : : : ; s:
This a satises (2.1).
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Denition 2.6. (a) Ldiv = f0; 1;+;−; ; jg is the language of rings augmented by the
symbol j of a binary relation which is to be interpreted in any ring as divisibility:
x jy $ 9z[xz=y].
(b) ACVD is the theory, in the language Ldiv, whose models are nontrivial valuation
rings which have algebraically closed quotient elds.
Fact 2.7. The theory ACVD is model complete. Moreover; ACVD admits an elimi-
nation of quantiers in the language Ldiv.
The fact that ACVD is model complete goes back to A. Robinson [12, p. 54]. In
fact, Weispfening [13] proves that the theory ACVD admits even a primitive recursive
elimination of quantiers in the language Ldiv.
Lemma 2.8. Let RR0 be Prufer domains. Let p2Spec(R) and let q be a prime
ideal of R0 which lies over p. Then (Rp ; j) (R0q ; j).
Proof. Let EE0 be the quotient elds of RR0. The localizations Rp and R0q are
valuation rings of E and E0, respectively. Let O :=R0q \E. Then O2Val(R). Moreover,
mO \R= qR0q \E \R= qR0q \R0 \R= q \R= p:
By Remark 1.11(b), R0q \E=O=Rp. Conclude that (Rp ; j) (R0q ; j).
We divide the family of integral domains into three kinds according to whether an
integral domain is a eld or whether it has a trivial Jacobson radical.
Denition 2.9. Let R be an integral domain with a quotient eld E.
(a) R is of kind (f) if R=E;
(b) R is of kind (o) if R 6=E and Rad(R)= (0); and
(c) R is of kind ( o) if R 6=E and Rad(R) 6=(0).
Proposition 2.10. The notion of a PAC domain of kind (f); (o); or ( o) is expressible
in the language of rings.
Proof. By [4, Proposition 10:9], the notion of a PAC eld is expressible in the language
of rings.
Let R be an integral domain with a quotient eld E.
As in [4, Proposition 10:9] it follows, by Remark 2.1, that there exists a sequence
of explicit sentences 1; 2; 3; : : : in the language of rings such that E is PAC over R
if and only if R satises each of the i’s.
Each one of the axioms (B), (NU), R 6=E, and Rad(R)= (0) or Rad(R) 6=(0) is
clearly expressible as a sentence in the language of rings.
For the axiomatization of (r-LGP) we follow [11, 2]. We assume that R satises
(PAC), (B), and R 6=E.
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Fixing n; m; d2N, the absolutely irreducibility of the variety V dened by suitable
polynomials f1; : : : ; fm 2R[X1; : : : ; Xn] with degfi6d can be expressed by some rst
order formula ’ depending on the coecients of f1; : : : ; fm. Limiting also the degrees
of f; gi; hi (16i6k) and writing c for the sequence of all coecients (r-LGP) looks
like
8c
"
’(c) ^ 8m (m)) 9X
 
m^
i=1
fi(X)= 0 ^ f(X)g(X) 6=0
^
k^
i=1
gi(X)4 hi(X)
!#
:
It remains to replace the second-order phrase 8m (m) by a rst order formula. Here,
 (m) is  (Rm), where, for an integral domain O;  (O) expresses
(9a2Vfg(O))
"
k^
i=1
gi(a)4O hi(a)
#
:
By Fact 2.7, there exists a quantier free formula (c) in the language Ldiv such
that, for every model O of ACVD,  (O) is equivalent to (O; j) j= (c).
Since ~R=R is integral, it is spec-integral (Example 1:14(a)). Hence, for each m2
Spec(R;4), there is m0 2Spec( ~R) which lies over m. By Remark 1.11(a), R is Prufer
and, by Remark 1.11(c), ~R is also Prufer. Hence, by Lemma 2.8, Rm ~Rm0 are valuation
rings such that ~Rm0 lies over Rm. As ~Rm0 is a model of ACVD,  ( ~Rm0) is equivalent
to ( ~Rm0 ; j) j= (c). Since (Rm; j) ( ~Rm0 ; j), it follows that (Rm; j) j= (c) if and only
if ( ~Rm0 ; j) j= (c); therefore, by Corollary 2.5,  (m) is equivalent to (Rm; j) j= (c).
Hence, we may replace  (m) by a nite conjunction,
V
l l(c), of formulas l(c) of
the kind
(1 - 1 _    _ r - r _ 1j1 _    _ sjs)
where i; i; j; j are polynomials in c over Z.
Now, we use the easily proved fact that
j in Rm , () : () 6m in R
where a : b = fc2R j cb  ag for ideals a; b of R. Hence, we have the equivalence of
the following lines:
8m[1 - 1 _    _ r - r _ 1j1 _    _ sjs];
8m[1 - 1 ^    ^ s - s ) 1 - 1 _    _ r - r];
8m
2
4 s^
i=1
(i) : (i)m)
r_
j=1
(j) : (j)m
3
5 ;
8m[(1) : (1) +   + (s) : (s)m) (1) : (1)\    \ (r) : (r)m]:
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As R is a Bezout domain, this can be expressed by the rst-order formula l(c):
9; 
2
4()= sX
j=1
(j) : (j) ^ ()=
r\
i=1
(i) : (i) ^ 4 
3
5 :
Note that
(8m2Max(R))[(Rm; j) j= l(c)] , R j= l(c)
, (8m2Spec(R;4))[(Rm; j) j= l(c)]:
Hence
(8m2Max(R)) (m) , R j=
^
l
l(c) , (8m2Spec(R;4)) (m):
Conclude that the notion of a PAC domain of kind (o) or ( o) is expressible in the
language of rings.
Remark 2.11. Let R be an integral domain which is not a eld and satises (PAC)
and (B), and let f ; f; g; g; h, and Vfg be as in (r-LGP). The proof of Proposition 2.10
implies that the following statements are equivalent:
(a) (8m2Max(R))(9am 2Vfg(Rm))
"
k^
i=1
gi(am)4m hi(am)
#
:
(b) (8m2Spec(R;4))(9am 2Vfg(Rm))
"
k^
i=1
gi(am)4m hi(am)
#
:
Let AB be structures for a language L with domains AB. Denote the language
L augmented with new constant symbols for the elements of A by L(A). Recall that
A is existentially closed in B if each existential sentence  of L(A) which is true in
B is also true in A.
Denition 2.12. Let R be an integral domain.
(a) L(ring)= f0; 1;+;−; g is the language of rings.
L(r-ring) = f0; 1;+;−; ;6g is the language of rings augmented by a binary
relation symbol 6 (to be interpreted in any r-domain as its radical relation).
(b) A special existential sentence in the language L(r-ring, R) is a sentence of the
form
(9X)
2
4 m^
r=1
fr(X)= 0 ^ f(X) 6=0 ^
k^
i=1
(gi(X)6hi(X)) ^
l^
j=1
(pj(X)
 1)
3
5 ;
where X=(X1; : : : ; Xn) and fr; f; gi; hi; pj 2R[X].
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Before proving our main theorem in this section (Proposition 2.19), we prove the
following proposition.
Proposition 2.13. The following statements on an integral domain R are equivalent:
(a) R is pre-PAC;
(b) R is existentially closed (in the language of rings) in every max-regular domain
extension; and
(c) R is existentially closed (in the language of rings) in every spec-regular domain
extension.
Proof. Let E be the quotient eld of R.
(c)) (a): Suppose that R satises (c). Then, for every integral domain S =R[x1;
: : : ; xn] spec-regular over R and each 0 6=y2 S, there exists an R-homomorphism ’ : S
!R such that ’(y) 6=0.
Indeed, denote the ideal of all polynomials in E[X1; : : : ; Xn] that vanish at x
=(x1; : : : ; xn) by a and let f1; : : : ; fm 2R[X1; : : : ; Xn] be a system of generators for
a. Also, let g2R[X] be such that y= g(x). Then, since the existential sentence
(9X)[f1(X)= 0 ^    ^ fm(X)= 0 ^ g(X) 6=0]:
is true in S, it is true in R. Therefore, if a2Rn satises f1(a)= 0; : : : ; fm(a)= 0 and
g(a) 6=0, then the specialization x 7! a extends to such an R-homomorphism.
Part A: R satises (PAC). Let f2R[T; X ] be an absolutely irreducible polynomial
such that @f=@X 6=0 and let 0 6= g2R[T ]. Let t be a transcendental element over E
and let x2 ~E be such that f(t; x)= 0. Let 0 6= s2R[t] be such that u= sx is integral
over R[t]. Then E(t; u)=E(t; x) is regular over E and R[t; u]=R[t] is integral. By Ex-
ample 1.14, R[t; u]=R[t] and R[t]=R are spec-integral; so, by Lemma 1.15(a), R[t; u]=R
is spec-regular. Hence, by assumption, there exists an R-homomorphism ’ :R[t; u]!R
such that ’(s  g(t)) 6=0. Let a=’(t) and b=’(u)=’(s). Then a2R; b2E; f(a; b)= 0,
and g(a) 6=0. Conclude, from Remark 2.1, that E is PAC over R.
Part B: R satises
Let Vf be as in the formulation of (LGP) and suppose that; for each
p2Spec(R); there exists O2Val(R) centered at p such that (2.3)
Vf(O) 6= ;:
Then Vf(R) 6= ;:
Let x=(x1; : : : ; xn) be a generic point of V . Then E(x)=E is regular and f(x) 6=0.
Moreover, for each p2Spec(R), there exists an O-homomorphism ’ :O[x]!O for
some O2Val(R) which is centered at p. Hence, by Lemma 1.16, R[x]=R is spec-
regular. Thus, by assumption, there exists an R-homomorphism ’ :R[x]!R such that
’(f(x)) 6=0. That is, Vf(R) 6= ;.
Part C: R satises (B). Let a; b2Rrf0g; then
W := f(x; y; u; v)2A4 j a= u(ax + by); b= v(ax + by)g
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is an absolutely irreducible ane variety such that W (O) 6= ; for each O2Val(R) (Re-
mark 1.6(b)), and hence, by (2.3), there is ( x; y; u; v)2W (R) which gives a generator
a x + b y of the ideal aR+ bR.
Part D: R satises (LGP). By Part C, R is Bezout. In particular, R is Prufer
(Remark 1.11(a)). Hence, by (2.3) and Remark 1.11(b), R satises (LGP).
(a)) (b): Suppose that R is a pre-PAC domain.
Part E: R satises
Let Vf be as in (LGP) and suppose that; for each m2Max(R);
there exists O2Val( ~E; R) centered at m such that Vf(O) 6= ;: (2.4)
Then Vf(R) 6= ;:
Since R satises (B), it is Prufer. Hence, by Remark 1.11(b), O\E=Rm for each
m2Max(R) and each O2Val( ~E; R) centered at m. Hence, since R satises (PAC), it
follows from the assumption and Corollary 2.5 that Vf(Rm) 6= ; for each m2Max(R).
Thus, since R satises (LGP), Vf(R) 6= ;.
Part F: R satises (b). Let f1; : : : ; fm; f2R[X1; : : : ; Xn] and let  be the existential
sentence 9X’(X), where X=(X1; : : : ; Xn) and ’(X) is the formula
m^
r=1
fr(X)= 0 ^ f(X) 6=0:
Let S be an integral domain max-regular over R and suppose that  is true in S. Then
there exists x=(x1; : : : ; xn)2 Sn such that S j=’(x). We have to show that there exists
a2Rn such that R j=’(a).
Denote the ideal of all polynomials in E[X] that vanish at x by a. Then
f1; : : : ; fm 2 a: Assume, without loss, that (f1; : : : ; fm)= a. Then, since E[X]=a =E E[x]
and E(x)=E is regular, V := fy2An jf1(y)=    =fm(y)= 0g is absolutely irreducible.
Set Vf := fy2V jf(y) 6=0g and x m2Max(R). Since S=R is max-integral (by def-
inition) and ~S=S is max-integral (by Example 1.14(a)), it follows, by Lemma 1.15(a),
that ~S=R is max-integral. Hence there exists n2Max( ~S) which lies over m. By
Remark 1.6(a), there is O0 2Val( ~S) centered at n. Let O=O0 \ ~E. Then O2Val( ~E; R)
is centered at m. By Fact 2.7, O0 is an elementary extension of O. Therefore, since
x2Vf(S)Vf(O0), it follows that Vf(O) 6= ;.
Hence, by (2.4), there exists a2Vf(R). Conclude that R j=’(a).
(b)) (c): Clear.
The proof of Proposition 2.19 requires some preparations.
Lemma 2.14. Let R be an integral domain which satises (r-LGP). Then R satises
(GF) For all a; b2Rrf0g there are a1; b1 in R such that a= a1b1; a1 and b are
relatively prime; and b1 4 b. (\Good factorization":)
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Proof (Analog to the proof of [11; Lemma3:5 (vii)]) . Let a; b2Rrf0g and denote
W := f(x; y; u; v)2A4 j a= xy; xu+ bv=1g:
Then W is absolutely irreducible. Moreover, for each m2Max(R), there exists
(xm; ym; um; vm)2W (Rm) such that ym 4m b. In fact, if b2m we can choose
(xm; ym; um; vm)= (1; a; 1; 0). If b =2m we can choose (xm; ym; um; vm)= (a; 1; 0; b−1).
Since R satises (r-LGP), it follows that there exists (a1; b1; c1; d1)2W (R) such that
b1 4 R b. Hence R satises (GF).
The following lemma generalizes [3, Lemma 2:17] (stated without a proof).
Lemma 2.15. Let R be an integral domain which is not a eld and satises (B); (GF);
and (NU ). Let p1; : : : ; pl 2Spec(R;4). For each j between 1 and l; let cj 2 pj and
uj =2 pj. Then there are nonzero nonunits d1; : : : ; dl 2R such that djjcj; dj and uj are
relatively prime; j = 1; : : : ; l; and di and dj are relatively prime for all 16i 6= j6l.
Proof. Since R is not a eld, we may assume, without loss, that cj 6=0 for each j.
Since R satises (GF), there exist, for each j between 1 and l; aj; bj 2R such that
cj = ajbj; aj and uj are relatively prime, and bj 4 uj. Since pj 2Spec(R;4) and uj =2 pj,
it follows that bj =2 pj. Hence aj 2 pj. Therefore, aj is a nonzero nonunit of R; ajjcj,
and (aj; uj)= (1).
Now, we assume by induction on m that there are nonzero nonunits d01; : : : ; d
0
l−1
in R such that d0jjaj (hence (d0j; uj)= 1); j=1; : : : ; l − 1, and (d0i ; d0j)= (1) for all
16i 6= j6l − 1. If (al; d0j)= (1) for each j between 1 and l − 1, then we can take
dj =d0j; j=1; : : : ; l−1, and dl= al and we are done. Otherwise, there exists i between
1 and l− 1 such that (d0i ; al) 6=(1). Since R is Bezout, there exists 0 6=d2RrR such
that (d)= (d0i ; al). Hence, since R satises (NU), there are di; dl 2RrR such that
d=didl and (di; dl)= (1). Thus, we can take, for each j 6= i between 1 and l − 1,
dj =d0j, so that d1; : : : ; dl satisfy the conclusion of the Lemma.
As in [3, Proposition 3.10] we get the following lemma.
Lemma 2.16. Let R be an integral domain which is not a eld and satises (B);
(r-LGP); and (NU ). Then R satises
Let Vfg and g1; : : : ; gk ; h1; : : : ; hk 2R[X1; : : : ; Xn] be as in (r-LGP). Also;
let p1; : : : ; pl 2R[X]. Then the conjunction of (2.5a) and (2.5b) below
implies (2.5c).
(2.5)
(8m2Max(R))(9xm 2Rnm)
"
xm 2Vfg ^
k^
i=1
gi(xm)4m hi(xm)
#
; (2.5a)
for each j between 1 and l; there exist pj 2Spec(R;4) and xj 2Rnpj (2.5b)
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such that
xj 2Vfg ^
k^
i=1
gi(xj)4 pj hi(xj) ^ pj(xj) =2Rpj ;
(9a2Rn)
2
4a2Vfg ^ k^
i=1
gi(a)4 R hi(a) ^
l^
j=1
(pj(a) =2R)
3
5 : (2.5c)
Proof. Let Vfg; gi; hi; pj be as in (2.5) and assume (2.5a) and (2.5b). Write, for each
j between 1 and l,
xj = j=uj where j 2Rn; uj 2Rrpj; (2.6)
pj(xj)= cj=u
e( j)
j where cj 2 pj; e(j)2N: (2.7)
By Lemma 2.14, R satises (GF). Hence, by Lemma 2.15, there are nonzero nonunits
d1; : : : ; dl 2R such that djjcj; (dj; uj)= (1); j=1; : : : ; l, and (di; dj)= (1) for all
16i 6= j6l. We claim that the following system is solvable in each Rm (m2Max(R)):
x2Vfg ^
k^
i=1
(gi(x)4 hi(x)) ^
l^
j=1
(pj(x)=djyj): (2.8)
Indeed, let m2Max(R). If m does not contain any dj, then (2.8) is clearly solvable
in Rm by (2.5a). Suppose that m contains dj. Then it does not contain any di for i 6= j,
nor does it contain uj. Hence, by (2.6) and (2.7), xj 2Rnm and there exists yjj 2Rm
such that pj(xj)=djyjj. Also, for i 6= j, pi(xj)2Rm. Thus, since di is a unit in Rm,
there exists yij 2Rm such that pi(xj)=diyij.
This proves our claim that (2.8) is solvable in each Rm. Hence, since R satises
(r-LGP), the system (2.8) has a solution in R, and since each dj is a nonunit, this
gives (2.5c).
By Corollary 2.5, Lemma 2.16 can be extended to
Corollary 2.17. Let R be a PAC domain which is not a eld. Then R satises
Let Vfg and g1; : : : ; gk ; h1; : : : ; hk 2R[X1; : : : ; Xn] be as in (r-LGP). Also;
let p1; : : : ; pl 2R[X]. Then the conjunction of (2.9a) and (2.9b) below
implies (2.9c).
(2.9)
For each m2Max(R); there exist O2Val( ~E; R) centered at m and a point
xm 2On such that (2.9a)
xm 2Vfg ^
k^
i=1
gi(xm)4O hi(xm);
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for each j between 1 and l; there exist Oj 2Val( ~E; R) centered at
pj 2Spec(R;4) and a point xj 2Onj such that
(2.9b)
xj 2Vfg ^
k^
i=1
gi(xj)4 pj hi(xj) ^ pj(xj) 64 pj 1;
(9a2Rn)
2
4a2Vfg ^ k^
i=1
gi(a)4 R hi(a) ^
l^
j=1
pj(a) 64R 1
3
5 : (2.9c)
Lemma 2.18. Let R be an integral domain which satises (2.5). Then R satises
(r-LGP) and (NU ).
Proof. Clearly, R satises (r-LGP). We prove that R satises (NU).
Let a be a nonzero nonunit in R. Denote
W := f(x; y; u; v)2A4 j a= xy; xu+ yv=1g:
Then W is absolutely irreducible and (a; 1; 0; 1); (1; a; 1; 0)2W (R). Since a =2R, there
exists m2Max(R) such that a2m or, equivalently, a =2Rm . Thus, by (2.5), applied to
W instead of V; l=2, p1(X; Y; U; V )=X and p2(X; Y; U; V )=Y , there exists ( x; y; u; v)
2W (R) such that x; y =2R. Hence a= x y and x; y2RrR are relatively prime.
Proposition 2.19. The following statements on an integral domain R are equivalent:
(a) R is a PAC domain of kind (o) (resp.; ( o));
(b) (R;4) is an r0-domain (resp.; r-domain) and each special existential sentence in
the language L (r-ring; R) which is true in a max-regular r0-domain (resp.; r-
domain) extension (S;6) of (R;4) remains true in (R;4); and
(c) (R;4) is an r0-domain (resp.; r-domain) and each special existential sentence in
the language L(r-ring; R) which is true in a spec-regular r0-domain (resp.; r-
domain) extension (S;6) of (R;4) remains true in (R;4).
Proof. Let E be the quotient eld of R.
(c)) (a): Suppose that R satises condition (c). By Remark 1.4(b), applied to
P=Spec(R;4), this implies that R satises, in particular, condition (c) of Proposi-
tion 2.13. Hence, by Proposition 2.13, R satises (PAC) and (B).
Part A: R 6=E. Suppose, on the contrary, that R=E. Then Spec(R;4)= f(0)g. Let x
be a transcendental element over E and let R0=R[x]. Let p1 = (0)R0 and p2 = xR0, and
let 60 be the radical relation on R0 dened by fp1; p2g. Then (R0;60) is spec-regular
over (R;4). Since x 6=0 and x 6 01, the special existential sentence (9X )[X 6=0^X 6 1]
is true in (R;4). But this means that there exists 0 6= a2R such that a =2 R, a
contradiction to the assumption that R is a eld.
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Part B: R satises (2.5). Let Vfg; gi; hi (16i6k); pj (16j6l) be as in (2.5) and
assume (2.5a) and (2.5b). By Remark 2.11, R satises
(8p2Spec(R;4))(9xp 2Rnp)
"
xp 2Vfg ^
k^
i=1
gi(xp)4 p hi(xp)
#
: (2.5d)
Let x=(x1; : : : ; xn) be a generic point of V . Then E(x)=E is regular and f(x)g(x)
6=0.
Let p2Spec(R;4). Then there exists an Rp-homomorphism ’p: Rp[x]!Rp such
that (2.5d) is satised for xp =’p(x) and, if p= pj for some j between 1 and l, then
even (2.5b) is satised for xj =’pj (x). Since R is Bezout, Rp is a valuation ring with
maximal ideal pRp lying over p. Hence, by Lemma 1.16, there exists p0 2Spec(R[x])
lying over p such that
(8y2R[x])[y2 p0,’p(y)2 pRp]: (2.10)
Let P0 := fp0 j p2Spec(R;4)g and let 6 be the radical relation on R[x] dened
by P0 [f(0)g (resp., P0) if Rad(R)= (0) (resp., Rad(R) 6=(0)). Then (R[x];6) is an
r0-domain (resp., r-domain) which is spec-regular over (R;4). Furthermore, since in
each Rp (p2Spec(R;4)) we have
y4 p z , (y2 pRp) z 2 pRp);
it follows from (2.10) that
k^
i=1
(gi(x)6hi(x)) ^
l^
j=1
(pj(x) 6 1): (2.11)
Note that the condition g(x) 6=0 allows us to include the ideal (0) for the denition
of 6 (if Rad(R)= (0)) so that (2.11) remains true.
Hence, the special existential sentence
(9X)
2
4 m^
r=1
fr(X)= 0 ^ f(X)g(X) 6=0 ^
k^
i=1
(gi(X)6hi(X)) ^
l^
j=1
(pj(X) 6 1)
3
5
is true in (R[x];6). Thus, by assumption, it is also true in (R;4). Therefore there
exists a2Rn which satises (2.5c).
Thus, by Lemma 2.18, R satises (r-LGP) and (NU).
Part C: (R;4) is an r0-domain. This means that Rad(R)= (0). Conclude that R is
a PAC domain of kind (o).
Part D: (R;4) is an r-domain. Let x be a transcendental element over E and let
R0=R[x]. Extend each p2Spec(R;4) to p0= p[x] + xR0 and let 60 be the radical
relation on R0 dened by the p0’s. Then (R0;60) is spec-regular over (R;4). In (R0;60)
we have (9X )[X 6=0^06X ]; e.g., we may take X = x. Hence, the same sentence holds
in (R;4); i.e., Rad(R) 6=(0). Conclude that R is a PAC domain of kind ( o).
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(a)) (b): Suppose that R is a PAC domain of kind (o) (resp., ( o)). By Corol-
lary 2.17, R satises (2.9).
Let fr (16r6m); f; gi; hi (16i6k); pj (16j6l) be polynomials in R[X1; : : : ; Xn]
and let  the special existential sentence 9X’(X), where X=(X1; : : : ; Xn) and ’(X) is
the formula
m^
r=1
fr(X)= 0 ^ f(X) 6=0 ^
k^
i=1
(gi(X)6hi(X)) ^
l^
j=1
(pj(X) 6 1):
Let (S;6) be an r-domain max-regular over (R;4), such that (S;6) is an r0-domain
if Rad(R)= (0). Suppose that  is true in (S;6). Then there exists x=(x1; : : : ; xn)2 Sn
such that (S;6) j= ’(x). We have to show that there exists a2Rn such that (R;4) j=
’(a).
Let g= g1    gk . We may assume, without loss, that g(x) 6=0.
Indeed, if Rad(R)= (0), then (S;6) is an r0-domain; therefore, in case that gi(x)= 0,
we have also hi(x)= 0. Thus, we may add gi(X)= 0 ^ hi(X)= 0 to
Vm
r=1 fr(X)= 0
and cancel gi(X)6hi(X).
If Rad(R) 6=(0), then there exists 0 6= b2R such that 04 b. Therefore also 06b.
Hence, if gi(x)= 0, we can replace gi(X)6hi(X) with gi(X)= 0 ^ b6hi(X).
As in Part F of the proof of Proposition 2.13, we may assume that V := fy2An jf1(y)
=    =fm(y)= 0g is absolutely irreducible.
Set Vfg := fy2V jf(y)g(y) 6=0g and x m2Max(R). Since (S;6) is max-integral
over (R;4), there exists m0 2Spec(S;6) which lies over m. Since ~S=S is spec-integral
(Example 1.14(a)), it follows that there exists n2Spec( ~S) which lies over m0. Hence
there exist O0 2Val( ~S) centered at m0 and O2Val( ~E; R) centered at m such that
(O; j) (O0; j). By Fact 2.7, (O0; j) is an elementary extension of (O; j). Therefore,
since x2 Sn (O0)n, it follows that there exists xm 2On which satises (2.9a). (Note
that gi(x)6hi(x) implies gi(x)2m0) hi(x)2m0 which implies gi(x)j1 _ hi(x) - 1 in
(O0; j). Also, gi(xm)4O hi(xm) is equivalent to gi(xm)j1 _ hi(xm) - 1 in (O; j).)
Now x j between 1 and l. Since pj(x) 6 1, there exists qj 2Spec(S;6) such that
pj(x)2 qj. Let pj = qj \R. Then pj 2Spec(R;4). By the same arguments as above,
there exist Oj 2Val( ~E; R) centered at pj and a point xj 2Onj which satises (2.9b).
Hence, R satises (2.9c). Thus, there is a2Rn such that (R;4) j= ’(a).
(b))(c): Clear.
Let R S be integral domains with quotient elds EF such that S =R[x1; : : : ; xn]
is nitely generated over R and F is regular over E. Denote the ideal of all polynomials
in E[X1; : : : ; Xn] that vanish at (x1; : : : ; xn) by a and let f1; : : : ; fm 2R[X1; : : : ; Xn] be a
system of generators for a. Then there exists an R-homomorphism ’ : S!R if and
only if the existential sentence
(9X)[f1(X)= 0 ^    ^ fm(X)= 0 ]
is true in R. Hence, by Proposition 2.19, PAC domains of kind (o) (resp., ( o)) can be
characterized as follows:
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Corollary 2.20. An integral domain R is a PAC domain of kind (o) (resp.; ( o)) if and
only if (R;4) is an r0-domain (resp.; r-domain) and for every r0-domain (resp.; r-
domain) (S;6) nitely generated and max-regular (or; equivalently; spec-regular)
over (R;4) and for each
I { a nite subset of fx2 S j x 6=0g;
J { a nite subset of f(x; y)2 S2 j x6yg; and
K { a nite subset of fx2 S j x 6 1g;
there exists an R-homomorphism ’ : S!R such that
’(x) 6=0 for all x2I;
’(x)4 R ’(y) for all (x; y)2J; and
’(x) 64 R 1 for all x2K.
Remark 2.21. In [11], Prestel and Schmid nd axioms in the language L(r-ring)
such that an r0-domain (resp., r-domain) (R;6) satises these axioms if and only if
(R;6) is existentially closed [11, Theorem 3:3], i.e., each existential sentence in the
language L(r-ring,R) which is true in an r0-domain (resp., r-domain) extension of
(R;6) remains true in (R;6). In particular, 6 is dened by Max(R) [11, Lemma
3:5(viii)] and Quot(R) is algebraically closed [11, Theorem 3:3(i)].
Here, if R is a PAC domain with an algebraically closed quotient eld, we can
prove only that (R;4) is ‘special’ existentially closed in every max-integral extension.
In a subsequent paper we will use Proposition 2.19 and results from [11] to prove
that an r0-domain (resp., r-domain) (R;6) is existentially closed in every regular r0-
domain (resp., r-domain) extension if and only if 6 is dened by Max(R) and R is a
PAC domain of kind (o) (resp., ( o)). However, Proposition 2.19 is sucient for the
elementary equivalence of PAC domains of kind (o) or ( o) (see Section 5).
3. PAC domains of positive characteristic
If, in Corollary 2.20, the quotient eld of the PAC domain R has characteristic
p>0, we explain how to choose ’ as to preserve p-independence. (Compare with [4,
Proposition 10:11] for PAC elds.)
Proposition 3.1. Let R be a PAC domain of kind (o) (resp.; ( o)) with quotient eld
E of characteristic p>0 with imperfect exponent s ( possibly innite) [4, Section 9:3].
Consider an r0-domain (resp.; r-domain) (S;6) nitely generated and max-regular
over (R;4) and let F be the quotient eld of S. Also; let I be a nite subset of
fx2 S j x 6=0g; let J be a nite subset of f(x; y)2 S2 j x6yg; and let K be a nite
subset of fx2 S j x 6 1g.
Then; for m6s and y1; : : : ; ym 2 S; p-independent over Fp; there exists an R-
homomorphism ’ : S!R such that ’(x) 6=0 for each x2I; ’(x)4 R ’(y) for each
(x; y)2J; ’(x) 64 R 1 for each x2K, and ’(y1); : : : ; ’(ym) are p-independent
over Ep.
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Proof. Let F0 =E Fp(y1; : : : ; ym) and let [F0 :EFp] =pk . Relabel the yi’s so that
y1; : : : ; yk are p-independent over EFp. Hence F0 =E Fp(y1; : : : ; yk) and there exist
elements a1; : : : ; an 2E, p-independent over Ep, such that yk+1; : : : ; ym 2Fp(a1; : : : ; an;
y1; : : : ; yk). Increase (if necessary) the number of ai’s, p-independent over Ep, so that
m6n. This is permissible since m6s. Multiply each ai by a nonzero element of Rp
to assume that a1; : : : ; an 2R. Note that a1; : : : ; an remain p-independent over Ep. Use
[4, Lemma 9:14] to reorder the ai’s so that
an−m+k+1; : : : ; an 2Fp[a1; : : : ; an−m+k ; y1; : : : ; ym]:
Hence, there exist elements vij 2F such that for i= n− m+ k + 1; : : : ; n,
ai=
X
j
vpija
j(1)
1    aj(n−m+k)n−m+k yj(n−m+k+1)1   yj(n+k)m : (3.1)
Find 0 6= u2 S such that uvij 2 S for each i; j. With i=(an−m+iyi)1=p, i=1; : : : ; k,
dene F 0 to be F(1; : : : ; k). By Parts A and B of the proof of [4, Proposition 10:11],
F 0=E is regular. Consider the ring S 0= S[1; : : : ; k ] whose function eld is F 0. Since
S 0=S is integral, it is spec-integral (Example 1.14(a)). By Remark 1.4(b), there is a
radical relation 60 on S 0 which extends 6 such that (S 0;60) is an r0-domain (resp.,
r-domain) which is Spec(S;6)-integral over (S;6). Hence (S 0;60) is an r0-domain
(resp., r-domain) which is nitely generated and max-regular over (R;4). Since R is
a PAC domain of kind (o) (resp., ( o)), there exists an R-homomorphism  : S 0!R
such that  (x) 6=0 for each x2I[fy1; : : : ; yk ; ug;  (x)4 R (y) for each (x; y)2J,
and  (x) 64 R 1 for each x2K. It satises
 (i)p= an−m+i (yi) and  (yi) 6=0; i=1; : : : ; k: (3.2)
Apply  to (3.1)
ai=
X
j
 (uvij)p
 (u)p
aj(1)1    aj(n−m+k)n−m+k  (y1)j(n−m+k+1)     (ym)j(n+k); (3.3)
i= n− m+ k + 1; : : : ; n. Therefore, from (3.2) and (3.3)
a1; : : : ; an 2Ep(a1; : : : ; an−m;  (y1); : : : ;  (ym)):
Thus, since a1; : : : ; an are p-independent over Ep, so are a1; : : : ; an−m;  (y1); : : : ;  (ym).
The restriction ’ of  to S is the desired homomorphism.
4. The rings ~O()
Let O be an integral domain with a quotient eld K and let e be a nonnegative
integer. We denote the separable closure of K by Ks and the absolute Galois group,
G(Ks=K), of K by G(K). Recall that if 1; : : : ; e 2G(K), then Ks() is the xed eld
A. Razon / Annals of Pure and Applied Logic 103 (2000) 55{95 79
in Ks of 1; : : : ; e. We denote its maximal purely inseparable extension by ~K() and
let ~O() be the integral closure of O in ~K(). We also denote ~O\Ks() by Os(). If
e=0, then Ks()=Ks; ~K()= ~K , and ~O()= ~O.
Throughout this section, we assume that O is a Dedekind domain and K is a global
eld. We prove that ~O() is a PAC domain for almost all 2G(K)e. Here the clause
‘almost all’ is used in the sense of the Haar measure of G(K)e. If e=0, this means
that ~O is an algebraically closed domain, i.e., it is a PAC domain with an algebraically
closed quotient eld.
Remark 4.1 (Jarden and Razon [7; Proposition 3.1]). For almost all 2G(K)e, the
elds Ks() and ~K() are PAC over O. In particular, for almost all 2G(K)e, the
integral domains Os() and ~O() satisfy (PAC).
Lemma 4.2. If O 6=K; then Os() and ~O() are not valuation rings for almost all
2G(K)e.
Proof. It suces to prove the lemma for Os().
If O is not a valuation ring, then Os() is not a valuation ring for all 2G(K)e.
So, assume that O is a valuation ring. Choose 0 6= c2mO and let
f(T; X )= cX 2 + (1 + cT )X + c:
Then f is an absolutely irreducible polynomial in K[T; X ] which is separable in X .
Note that if there exists, for 2G(K)e, a point (a; b)2OKs() such that f(a; b)= 0
(therefore also f(a; 1=b)= 0) and f(a; X ) is an irreducible polynomial over K , then
b; 1=b =2Os(); thus, Os() is not a valuation ring.
By induction, we construct a linearly disjoint sequence of separable extensions Li of
K of degree 2 for which there exists a point (a; b)2OLi such that f(a; b)= 0 and
f(a; X ) is irreducible over K . Indeed, having constructed L1; : : : ; Ln, we use [4, Corol-
lary 11:7] to nd a2O such that f(a; X ) is an irreducible polynomial over L1; : : : ; Ln
and separable in X . (Note that the ring of integers of a global eld is Hilbertian
[4, p. 156].) Then we take b2Ks such that f(a; b)= 0 and dene Ln+1 =L(b). Then
L1; : : : ; Ln+1 are linearly disjoint over K .
By [4, Lemmas 16:7 and 16:11], almost all Ks() contain one of the elds Li. In
particular, for almost all 2G(K)e, there exists a point (a; b)2OKs() such that
f(a; b)= 0 and f(a; X ) is irreducible over K and, therefore, Os() is not a valuation
ring.
For an algebraic extension M of K , we denote the integral closure of O in M
by OM .
Fact 4.3 (Jarden and Razon [9, Theorem 1:5]). Let M be a perfect algebraic exten-
sion of K which is PAC over OM . Then OM satises (LGP).
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Following [2] we prove
Lemma 4.4. Let M be a perfect algebraic extension of K which is PAC over OM .
Then OM satises (r-LGP).
Proof. Denote R=OM . Let Vfg; gi; hi 2R[X1; : : : ; Xn] (16i6k) be as in the formulation
of (r-LGP) and assume
(8m2Max(R))(9am 2Rnm)
"
am 2Vfg ^
k^
i=1
gi(am)4m hi(am)
#
: (4.1)
We have to show that there exists a2Rn such that
a2Vfg ^
k^
i=1
gi(a)R hi(a): (4.2)
Note that in R every nonzero prime ideal is maximal, since this is so in the Dedekind
domain O. Obviously, the same also holds in each Rm, m2Max(R). Therefore, in R
and in Rm (m2Max(R)) we have
a4 b , (9‘2N)[b‘ 2 (a)] if a 6= 0:
Choose n2Max(R) and a point an 2Rnn such that
an 2Vfg ^
k^
i=1
gi(an)4 n hi(an): (4.3)
Then there exist ‘2N and ci;n 2Rn (16i6k) such that
hi(an)‘= ci;n  gi(an): (4.4)
Pick a nite subextension L of M=K containing the coecients of all the polynomials
fr (16r6m), f; gi; hi (16i6k), the coordinates of an, and the ci;n’s. Then there is
a nite subset S of Max(OL) such that if p2Max(OL)rS, then the coordinates of
an and the ci;n’s are in OL;p. If m2Max(R) lies over p2Max(OL)rS, then, since
OL;p Rm, we may assume that am= an.
If we multiply (4.4) by hi(an)‘
0
, we may enlarge ‘ in (4.4) at will, changing the
ci;n’s (ci;n! ci;n  hi(an)‘0), but without changing L or S.
Choose a subset S0 of Max(R) containing, for each p2S, exactly one maximal
ideal m of R which lies over p. By (4.1) there are, for each m2S0, points am 2Rnm
and ci;m 2Rm (16i6k) such that, taking ‘ in (4.4) large enough, we have:
Rm j=
m^
r=1
fr(am) = 0 ^ f(am) 6=0 ^
k^
i=1
(hi(am)‘= ci;m  gi(am) ^ gi(am) 6=0):
(4.5)
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Let m be a maximal ideal of R lying over some p2S and let m(p) be the maxi-
mal ideal in S0 which lies over p. Then there exist m0 2Max( ~R) lying over m and
2Aut( ~K=L) such that am0 := am(p) 2 ~R
n
m0 . Hence
~Rm0 j=
m^
r=1
fr(am0)= 0 ^ f(am0) 6=0 ^
k^
i=1
(hi(am0)‘= ci;m0  gi(am0) ^ gi(am0) 6=0);
where ci;m0 = ci;m(p). Thus, by Corollary 2.5, there are points am 2Rnm and ci;m 2Rm
such that (4.5) holds.
Indeed, consider the following system of equalities and inequalities in the variables
(X1; : : : ; Xn; Z1; : : : ; Zk):
m^
r=1
fr(X)= 0 ^ f(X) 6=0 ^
k^
i=1
(hi(X)‘=Zi  gi(X) ^ gi(X) 6=0): (4.6)
Since the extra Z-variables appear linearly and gi(X) 6=0 (16i6k), the equalities in
(4.6) dene an absolutely irreducible variety in An+k .
Now, by (4.3){(4.5), we have a solution to the system (4.6) in Rm for each m2
Max(R). Hence, by Fact 4.3, (4.6) has a solution (a; c)2Rn+k . Conclude that a satises
(4.2).
To deal with Axiom (B), we need the following lemma.
Lemma 4.5. Let M be an algebraic extension of K which is PAC over OM . Let
0 6= a2OM and let 2 ~O and n2N be such that n= a. Then there exists 2OM
such that  is an invertible element of ~O.
Proof. Consider the absolutely irreducible polynomial f(T; X )=X n + aTX − a2
M [T; X ] which satises @f=@X 6=0. Since M is PAC over OM , it follows that there
exists (b; )2OM M such that n+ ab− a=f(b; )= 0. Then (  )n+ b   − 1=0
and 1 + b  (  )n−1 − (  )n=0. Therefore  ;  2 ~O and hence  is invertible in ~O.
As in [6, Corollary 1:5] (formulated for almost all Os()) we can prove
Lemma 4.6. Let M be an algebraic extension of K which is PAC over OM . Let
K1 be a nite subextension of M=K and let a be an ideal of OK1 . Then there ex-
ist a nite subextension L of M=K1 and c2OL such that aOL= cOL. Hence OM
satises (B).
Proof. Since K1 is a global eld, OK1 has a nite class number h>0. Hence there
exists a2OK1 such that a h= aOK1 . Let 2 ~O be such that h= a. Then, it follows
from Lemma 4.5 that there exists c2OM such that "= c= is invertible in ~O. Therefore
"h= ch=a is an invertible element of OM . Let L=K1(c). Then
(aOL)h= ahOL= aOL=
c
"
h
OL=(cOL)h:
Thus, since OL is a Dedekind domain, aOL= cOL.
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Now consider the axiom (NU). This axiom requires the following lemma which is
a special case of [6, Theorem 4:3] (stated for almost all Os()).
Lemma 4.7. Assume that O 6=K and let M be an algebraic extension of K which is
PAC over OM such that OM is not a valuation ring. Then each (0) 6= p2Spec(O)
factors in OL for some nite subextension L of M=K .
Proof. Let (0) 6= p2Spec(O). Since OM is not a valuation ring, there exists a nite
subextension K1 of M=K such that OK1 is not a valuation ring. In particular, Spec(OK1 )
contains at least two elements dierent from the zero ideal. (Otherwise, OK1 has a
unique maximal ideal m; therefore, since OK1 is Prufer, OK1 =OK1 ;m is a valuation
ring, a contradiction.) Replace K1 by K to assume, without loss, that there exists
(0) 6= q 2Spec(O) such that p 6= q .
Let Ktp be the maximal Galois extension of K in which p totally splits. That is,
if vp is a valuation of K such that Op is its valuation ring, then Ktp =
T
2G(K) K

vp ,
where Kvp is an Henselian closure of K at vp. By [8, Lemma 1:4], M1:=M \Ktp is
weakly PpC over OM1 [8, Denition 1.3].
Let vq be a valuation of K such that Oq is its valuation ring and extend vq to a
valuation v of M1. Then, since M1 is weakly PpC over OM1 , the Henselian closure of
M1 at v is Ks [8, Proposition 1:9(a)]. In particular, M1=K is an innite extension and,
therefore, p factors in OL for some nite subextension L of M=K .
Lemma 4.8. Let M be an algebraic extension of K which is PAC over OM such that
OM is not a valuation ring. Then OM satises (NU).
Proof. We may assume of course that O 6=K . Let x 6=0 be a nonunit in OK1 , where
K1 is a nite subextension of M=K . We write xOK1 =m
e1
1   mekk , where e1; : : : ; ek>0
and m1; : : : ;mk are distinct maximal ideals of OK1 . By Lemma 4.7, m1 factors in OL
for a suitable nite subextension L of M=K1. Hence, we can get k>1 after enlarging
K1. Similarly, by Lemma 4.6, we can achieve that each mi is principal. From this, a
factorization of x into a product of two relatively prime nonunits is clear.
Now combine Lemmas 4.4, 4.6, and Lemma 4.8 to conclude
Proposition 4.9. Let M be a perfect algebraic extension of K which is PAC over
OM . Then
(a) OM is a pre-PAC domain.
(b) If; in addition; OM is not a valuation ring; then OM is a PAC domain.
Remark 4.1 and Lemma 4.2 then give
Theorem 4.10. ~O() is a PAC domain for almost all 2G(K)e.
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5. Elementary equivalence for PAC domains
This section uses the methods of [4, Chapter 18] to prove an elementary equiva-
lence theorem for arbitrary PAC domains. First we prove, in Lemma 5.3, the ana-
log of the embedding lemma [4, Lemma 18:2] which uses Lemma 5.1 instead of
[4, Lemma 18:1]. The latter lemma strengthens the PAC property of a domain in the
case where it is also @1-saturated.
Lemma 5.1. Let R be an @1-saturated PAC domain of kind (o) (resp.; ( o)) with a
quotient eld E. Let S =R[x1; x2; x3; : : :] be an integral domain countably generated
over R; with a quotient eld F; and let 6 be a radical relation on S which extends
4 R such that (S;6) is an r0-domain (resp.; r-domain). Suppose that (S;6) is max-
regular over (R;4). Also; let I be a subset of fn2N j xn 6=0g; let J be a subset of
f(m; n)2N2 j xm6xng; and let K be a subset of fn2N j xn 6 1g. Then
(a) there exists an R-homomorphism ’ : S!R such that ’(xn) 6=0 for each n2I;
’(xm)4 R ’(xn) for each (m; n)2J; and ’(xn) 64 R 1 for each n2K.
(b) If in addition char(E)=p>0 and T is a subset of S; p-independent over Fp; and
jT j6 min(@0; [E :Ep]); then ’ can be chosen such that ’(T ) is p-independent
over Ep.
Proof. Fix n2N and let In= f1; : : : ; ng. Denote the ideal of all polynomials in E[X1;
: : : ; Xn] that vanish at (x1; : : : ; xn) by an, and let fn;1; : : : ; fn; r(n) 2R[X1; : : : ; Xn] be a
system of generators for an. Then a1 a2 a3 : : : . Let S(n) =R[x1; : : : ; xn], In=I\ In;
Jn=J\ I 2n , and Kn=K\ In. Let 6(n) be the radical relation on S(n) induced by 6.
Since (S;6) is an r0-domain (resp., r-domain) which is max-regular over (R;4), so
is (S(n);6(n)). Therefore, there exist elements a1; : : : ; an 2R such that
n^
k=1
2
4r(k )^
l=1
fkl(a1; : : : ; ak)= 0 ^
^
i2Ik
ai 6=0 ^
^
(i; j)2Jk
(ai 4 R aj) ^
^
i2Kk
(ai 64 R 1)
3
5 : (5.1)
From the saturation property of R, there exists a sequence b1; b2; b3; : : : of elements
of R such that fnl(b1; : : : ; bn)= 0 (16l6r(n)), bi 6=0 (i2In); bi 4 R bj((i; j)2Jn), and
bi 64 R 1 (i2Kn), for each n2N. Therefore, the map xn 7! bn, n=1; 2; 3; : : : ; extends
to an R-homomorphism ’ : S!R such that ’(xn) 6=0, for each n2I, ’(xm)4 R ’(xn)
for each (m; n)2J, and ’(xn) 64 R 1 for each n2K.
Now assume that char(E)=p>0 and that T is as in (b). The serious case oc-
curs when [E :Ep]>@0 and T = ft1; t2; t3; : : :g is innite. Write tn= gn(x1; : : : ; xk(n))
with gn 2R[X1; : : : ; Xk(n)]. Without loss, assume that n6k(n)6k(n + 1) for all n.
Proposition 3.1 shows that for each n there exist a1; : : : ; ak(n) in R such that, in addi-
tion to (5.1), gi(a1; : : : ; ak(i)); i=1; : : : ; n, are p-independent over Ep. Then proceed as
before.
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Notation 5.2. If (R;6) is an r-domain and A is a subring of R, we write (A;6) for
the r-domain (A;6jA), where 6jA is the radical relation on A induced by 6.
Lemma 5.3 (The embedding lemma). Let R=A and S=B be two extensions of integral
domains such that their quotient elds extensions E=L and F=M; respectively; are
regular and such that both A and B are pseudo Bezout. Suppose that R is a countable
Bezout domain and that S is an @1-saturated PAC domain; such that R=E if S =F
and Rad(R)= (0) if Rad(S)= (0). Moreover; suppose that there exists an isomorphism
0 :Ls!Ms which induces an isomorphism
0 : (A;4 R)
! (B;4 S): (5.2)
Furthermore; assume that there is a commutative diagram
G(E)
’ − G(F)??yres ??yres
G(L)  −
’0
G(M)
(5.3)
where ’0 is the isomorphism induced by 0 and ’ is an epimorphism. If char(L)
= p>0; assume also that [E :Ep]6[F :Fp].
Then there exists an extension of 0 to a monomorphism  :Es!Fs such that F
is regular over (E);
((R); 4) (S;4); (5.4)
and (’()x)= (x) for each 2G(F) and x2Es.
Proof. Without loss assume that A=B, that 0 and ’0 are the identity isomorphisms,
and nally that E is free from F over L. Then, apply Proposition 1.20 using (2) to
conclude that there exists a radical relation 6 on RS such that
(RS;6) is a max-regular extension of both (R;4) and (S;4); and (RS;6)
is an r0-domain if Rad(S)= (0):
(5.5)
Since E=L is regular, so is Es=Ls. Hence, by [4, Lemma 9.9], Es is linearly disjoint
from Fs over Ls. We divide the rest of the proof into three parts to separate out the
use of the PAC property.
Part A: The eld crossing argument. From (5.3), ’()x= x for each 2G(F) and
x2Ls. Thus, by [4, Lemma 9:4], each 2G(F) extends uniquely to a ~2G(EsFs=EF)
such that
~x=

’()x if x2Es;
x if x2Fs:
A. Razon / Annals of Pure and Applied Logic 103 (2000) 55{95 85
The map  7! ~ embeds G(F) into G(EsFs=EF) so that this map composed with
restriction to Fs is the identity. Denote the xed eld of the image of G(F) by
D. Then res: G(EsFs=D)!G(F) is an isomorphism. It follows that D \ Fs =F and
DFs =EsFs. By (5.5), D is a separable extension of both E and F . Therefore, by
[4, Lemma 9:7], D is a regular extension of F . Let U be the integral closure of RS in
D. By Example 1.14(a) and Remark 1.4(b), we can extend 6 to U so that, by (5.5),
(U;6) is max-regular over (S;4) and(U;6) is an r0-domain if
Rad(S)= (0):
(5.6)
and
(R;4) (U;6): (5.7)
Part B: Use of the PAC property. Note that EsFs is an algebraic extension of
D. Hence EsD[Fs] =Fs[D]. For each x2Es choose y(x)i 2Fs and d(x)i 2D, where
i ranges over a nite set I(x) such that x=
P
i2 I(x) y
(x)
i d
(x)
i ; also, let u
(x)
0 ; u
(x)
i 2U
be such that d(x)i = u
(x)
i =u
(x)
0 for each i2 I(x). Let D0 =E [ fd(x)i j x2Es; i2 I(x)g and
U0 =R [ fu(x)0 ; u(x)i j x2Es; i2 I(x)g. Then EsFs[D0] and, since R is countable, so is
U0. Denote the radical relation on S[U0] induced by 6 also by 6. Then, by (5.6),
(S[U0];6) is max-regular over (S;4) and (S[U0];6) is an r0-domain if Rad(S)= (0).
If char(E)=p>0, let T be a p-basis of E over Ep. Multiply each element of T
by a nonzero element of Rp to assume that T R. Since F(D0)=E is separable, T is
p-independent over F(D0)p. Also, jT j6[E :Ep]6[F :Fp].
Let I=(Rnf0g) [ fu(x)0 j x2Esg, let J= f(x; y)2R2 j x4 R yg, and let K= fx2
R j 0 6= x 64 R 1g. By (5:7), J is a subset of f(x; y)2 S[U0]2 j x6yg and K is a sub-
set of fx2 S[U0] j x 6 1g. Now, apply Lemma 5.1 (resp., [4, Lemma 18:1]) if S 6=F
(resp., S =F), using the hypothesis, to conclude that there exists an S-homomorphism
	: S[U0]! S such that
if x2I; then 	(x) 6=0; (5.8a)
if (x; y)2J; then 	(x)4 S 	(y); (5.8b)
if x2K; then 	(x) 64 S 1; and (5.8c)
if char(F)=p>0; then 	(T ) is p-independent over Fp: (5.8d)
Note that conditions (5.8b) and (5.8c) are trivially satised if S =F (since then, by
assumption, R=E).
By (5.8a) 	 can be extended to an F-homomorphism 	 :F[D0]!F and, by (5.8d),
F=	(E) is separable. Since D is linearly disjoint from Fs over F; 	 extends to an Fs-
homomorphism ~	 :Fs[D0]!Fs.
Part C: Conclusion of the proof. Check that
~	( ~x)=  ~	(x) for each 2G(F) (5.9)
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and each x2Fs [D0. Thus (5.9) holds for each x2Fs[D0]. As EsFs[D0], (5.9) holds
for each x2Es. Denote the restriction of ~	 to Es by . Thus  is a monomorphism of
Es into Fs. Since LsFs, it xes the elements of Ls. Moreover, since ’: G(F)!G(E)
is an epimorphism and (’()x)= (x)=(x) for each 2G(F) and each x2Es
such that (x)2F , it follows that F \ (Es)=(E). Hence F is a regular extension
of (E). Finally, by (5.8b) and (5.8c),
(8x; y2R)[x4 R y)(x)4 S (y)] and (8x2R)[x 64 R 1)(x) 64 S 1]:
Hence, by Lemma 1.13(c), (5.4) holds.
Recall that if O is an integral domain, then L(ring;O) denotes the rst-order lan-
guage of the theory of rings augmented with constant symbols for the elements of O.
We apply the Skolem{Lowenheim theorem [4, Proposition 6:4] and the Cantor back and
forth argument to improve Lemma 5.3 (in complete analogy with [4, Lemma 18:3]):
Lemma 5.4. Let R=A and S=B be two extensions of integral domains such that their
quotient elds extensions E=L and F=M; respectively, are regular. Suppose that both A
and B are countable pseudo Bezout domains which contain a given integral domain O.
Assume that E and F are of the same imperfect degree, R and S are PAC domains
of the same kind, @1-saturated, and that there exists an O-isomorphism 0 : Ls!Ms
such that (5:2) holds. Assume also that (5:3) holds with ’ an isomorphism. Then R
is O-elementarily equivalent to S.
Proof. By [4, Proposition 6:4] there exists a countable elementary substructure B1 of S
that contains B. In particular, B1 is a Bezout domain. Since the relation 4 is denable
in the theory of rings, it follows that Rad(B1)= (0) if and only if Rad(S)= (0) and
(B1;4) (S;4): (5.10)
Hence Rad(B1)= (0) if Rad(R)= (0) and, by (5.2) and (5.10),
−10 : (B;4 B1 )
! (A;4 R):
Let M1 be the quotient eld of B1. Then F=M1 is regular and, therefore, res: G(F)!
G(M1) is an epimorphism. Note that B1 =M1 if R=E (since then S =F). Also, if
char(M)=p>0, then [M1 :M
p
1 ]6[F :F
p] = [E :Ep]. Since M1=M is regular, we may
apply Lemma 5.3 to the diagram
G(E)
res’−1−! G(M1)??yres ??yres
G(L) −!
’−10
G(M)
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to conclude that −10 extends to a monomorphism 	1: M1; s!Es with these properties:
E=	1(M1) is regular,
(	1(B1);4) (R;4); (5.11)
and the diagram
G(E)
’−1−! G(F)??yres ??yres
G(M 01)  − 1 G(M1)
is commutative, where M 01 :=	1(M1) and  1 is the isomorphism induced by 	1.
Note that, by (5.10) and (5.11),
	1 : (B1;4 S)
! (B01;4 R);
where B01 :=	1(B1). Hence, we can reverse the roles of R and S to nd a countable
elementary substructure A1 of R that contains B01 and a monomorphism 1 :L1;s!Fs
that extends 	−11 appropriately, where L1 is the quotient eld of A1.
Proceed by induction to construct two towers of countable domains
AA1A2    R and BB1B2     S
and monomorphisms i :Ai!Bi+1, and 	i :Bi!Ai such that Ai (resp., Bi) is an el-
ementary substructure of R (resp., S), the map i extends 	−1i and 	i extends 
−1
i−1.
Let A1=
S1
i= 1 Ai and B1=
S1
i= 1 Bi. By [4, Lemma 6:3(b)], A1 and B1 are ele-
mentary substructures of R and S, respectively. Moreover, the i combine to give an
O-isomorphism 1 :A1!B1. It follows that R O S.
We wish to remove from Lemma 5.4 the saturation restriction on the domains R
and S. This requires, however, a strengthening of (5.3) to an ultraproduct statement.
Remark 5.5 ([4, Corollary 18:5]). Let E and F be two elds and let ’0 :G(F)!G(E)
be an isomorphism. Let D be an ultralter on I and denote EI =D by E and FI =D by
F . Then there exists a commutative diagram
G(E)
’ − G(F)??yres ??yres
G(E)  −
’0
G(F)
(5.12)
where ’ is an isomorphism.
Theorem 5.6 (Analog of [4, Theorem 18:6]). Let R=A and S=B be two extensions of
integral domains such that their quotient elds extensions E=L and F=M; respectively,
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are regular. Suppose that both A and B are pseudo Bezout domains which contain
a given integral domain O. Assume that E and F are of the same imperfect degree;
that R and S are PAC domains of the same kind; that there exists an O-isomorphism
0 :Ls!Ms which induces an isomorphism
0 : (A;4 R)
! (B;4 S); (5.13)
and that there exists a commutative diagram
G(E)
’ − G(F)??yres ??yres
G(L)  −
’0
G(M)
(5.14)
with ’0 induced by 0 and ’ an isomorphism. Then R is O-elementarily equivalent
to S.
Proof. Assume rst that A is countable. Choose a countable set I and a nonprincipal
ultralter D of I . Denote RI =D by R and SI =D by S. Embed R in E :=EI =D and
S in F :=FI =D to assume that E (resp., F) is the quotient eld of R (resp., S).
Use Remark 5.5 and combine the diagrams (5.12) and (5.14) to get a commutative
diagram
G(E)
’ − G(F)??yres ??yres
G(L)  −
’0
G(M)
where ’ is an isomorphism. The domains R and S are PAC (Proposition 2.10) of
the same kind (since R and S are) and @1-saturated [4, Lemma 6:14]. Moreover, since
.(R;4) (R;4) and (S;4) (S;4) it follows by (5.13) that
0 : (A;4 R)
! (B;4 S):
From Lemma 5.4, R OS. Therefore R O S.
For the general case, let  be a sentence of L(ring;O) which is true in R. There
are only nitely many elements of O, say x1; : : : ; xn, that occur in . Let O0 be a
countable subring of O that contains x1; : : : ; xn. By the Skolem{Lowenheim theorem
[4, Proposition 6:4], A contains an elementary countable subring A0 that contains O0.
Let B0 =0(A0) and let L0 (resp., M0) be the quotient eld of A0 (resp., B0). Then
A0 and B0 are pseudo Bezout (Lemma 1.10), L=L0 and M=M0 are regular extensions
(therefore, E=L0 and F=M0 are regular extensions), and  is a sentence of L(ring;O0).
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Also, by (5.13),
0 : (A0;4 R)
! (B0;4 S):
The rst part of the proof gives R O0 S. Hence  is true in S.
A special case of Theorem 5.6 is useful in investigating model-completeness of PAC
domains.
Corollary 5.7. Let R S be PAC domains of the same kind with quotient elds
EF . Suppose that F=E is separable; that E and F are of the same imperfect
degree; that (R;4) (S;4); and that the map res: G(F)!G(E) is an isomorphism.
Then S is an elementary extension of R.
6. The elementary theory of perfect e-free PAC domains
Along this section, e is a nonnegative integer and O is a Dedekind domain with a
quotient eld K such that either O=K or K is a global eld. If L is an algebraic
extension of K , we denote the integral closure of O in L by OL.
Recall that a eld E is e-free if G(E) = F^e, where F^e is the free pronite group on
e generators. If e=0, then E is e-free if and only if G(E) is trivial (i.e., E=Es).
In Theorem 5.6, the relation between the groups G(E) (resp., G(F)) and G(L) (resp.,
G(M)), via restriction, complicates applications. When E and F are e-free, Gaschutz’
lemma [4, Lemma 15:30] comes to our aid.
Proposition 6.1. Let R and S be PAC domains of the same kind with quotient elds
E and F; respectively, such that both R and S contain O; and such that E and F are
e-free and of the same imperfect degree. Let A= ~K \ R; B= ~K \ S; L= ~K \ E; and
M = ~K \ F . Assume that E=L and F=M are separable and that A =O B. If R and S
are PAC domains of kind ( o) and O 6=K; assume in addition that
(0)2fp \ A j p2Spec(R;4)g , (0)2fq \ B j q 2Spec(S;4)g: (6.1)
Then R O S.
Proof. The assumptions imply that E=L and F=M are regular, and that there exists an
O-isomorphism 0 :Ls!Ms such that 0(A)=B.
Since R is Bezout, it is integrally closed. Hence OLAL. In particular, L is the
quotient eld of A. Similarly, M is the quotient eld of B. If K is a global eld,
then, by Example 1.8(b), OL is pseudo Bezout and, therefore, by Example 1.8(a), A
is pseudo Bezout. If O=K , then A=L is clearly pseudo Bezout.
If K1 is a nite subextension of L=K , then A \ K1 is an overring of the Dedekind
domain OK1 . Hence A \K1 is also a Dedekind domain [4, Proposition 2:9]. Therefore,
since, in each A \ K1, every nonzero prime ideal is maximal, the same is true in A.
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Note that (6.1) is trivially satised if both R and S are PAC domains of kind (f)
or (o), or if O=K . So, by assumption, (6.1) is satised in the general case. Thus, by
Example 1.21, 0 induces an isomorphism
0 : (A;4 R)
! (B;4 S):
Also, by [4, Proposition 15:31], the diagram
G(F)?????y res
G(M)?????y ’0
G(E)
res−−−−−! G(L);
with ’0 induced by 0, can be completed to a commutative diagram by an isomorphism
’ :G(F)!G(E).
Conclude from Theorem 5.6 that R O S.
If E is perfect, then ~K \E is also a perfect eld and therefore E=L is a separable
extension. This simplies Proposition 6.1.
Corollary 6.2. (a) Let R and S be PAC domains of kind (o) with quotient elds E
and F; respectively; such that both R and S contain O; and such that E and F are
e-free and perfect. Assume that both ~K \R and ~K \ S are integral over O; and that
~K \E =K ~K \F . Then R O S.
(b) Let R and S be PAC domains of the same kind with quotient elds E and F;
respectively; such that both R and S contain a eld K; and such that E and F are
e-free and perfect. Assume that ~K \E =K ~K \F . Then R K S.
Proof. (a) Since ~K \R (resp., ~K \ S) is the integral closure of O in ~K \E (resp.,
~K \F) and since ~K \E =K ~K \F , it follows that ~K \R =O ~K \ S. Conclude from
Proposition 6.1 that R O S.
(b) Since R (resp., S) is integrally closed and contain K , it follows that ~K \R=
~K \E (resp., ~K \ S = ~K \F). Conclude from Proposition 6.1, applied to O=K , that
RK S.
It is convenient to call a domain by certain properties that its quotient eld has:
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Denition 6.3. Let R be an integral domain with a quotient eld E. We say that R
is e-free if E is e-free, R is perfect (resp., is of imperfect degree m) if E is perfect
(resp., is of imperfect degree m).
If R S are e-free domains and the quotient eld F of S is regular over the quotient
eld E of R, then G(E) = F^e = G(F) and res: G(F)!G(E) is an epimorphism. Hence,
by [4, Proposition 15:3], res: G(F)!G(E) is an isomorphism. Thus, as a special case
of Corollary 5.7, we get
Corollary 6.4. Let R S be e-free PAC domains of the same kind with the same
imperfect degree such that (R;4) (S;4) and Quot(S)=Quot(R) is regular. Then S is
an elementary extension of R.
Note that if e=0, then a domain is perfect, e-free, and PAC if and only if it is
algebraically closed, i.e., it is a PAC domain with an algebraically closed quotient eld.
We axiomatize the concepts of e-free PAC domains of kinds (f) and (o) for model-
theoretic applications.
Proposition and Denition 6.5. Suppose that Rad(O)= (0). Then there exists a set
Ax(O; e) of axioms in the language L(ring;O) such that a ring extension R of O
satises these axioms if and only if ~K \R is integral over O and R is a perfect e-free
PAC domain of kind (f) (resp., (o)), if O=K (resp., O 6=K). The axioms are sen-
tences that interpret the ring axioms, perfectness axioms [p 6=0]_(8X )(9Y )[Yp=X ]
as p ranges over primes, the diagram of O, and the following axioms:
(a) axioms that interpret that ~K \R is integral over O;
(b) PAC axioms of kind (f) (resp., (o)); and
(c) e-free axioms which say, for e>0, that the groups that appear as Galois groups
over the quotient eld, E, of R are exactly the groups of rank bounded by e
and, for e=0, that E is algebraically closed.
Proof. The PAC axioms of kind (f) (resp., (o)) of Section 2 can be translated into
elementary statements (Proposition 2:10). Also, the e-free axioms can be translated into
elementary statements [4, Proposition 18:12].
To interpret \ ~K \R is integral over O", let, for each x2 ~Kr ~O; px 2O[X ] be a
multiple of irr(x; K) by a nonzero element of O. Then, ~K \R is integral over O if and
only if
R j=(8X )[px(X ) 6=0] for each x2 ~Kr ~O:
Remark 6.6. (a) When desired, axioms indicating that the imperfect exponent of R is
m (06m61) may replace the perfect axioms.
(b) If O is presented in K and K has elimination theory [4, Section 17:2], then
Ax(O; e) can be eectively presented.
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Combine Theorem 4.10 with [4, Theorem. 18:14]:
Theorem 6.7. Suppose that K is global and Rad(O)= (0). Then; for almost all 2
G(K)e; ~O() is integral over O and is a perfect e-free PAC domain of kind (f)
(resp:; (o)); if O=K (resp:; O 6=K).
Recall the regular ultralters of [4, Section 6:6] in the case that the index set S is
G(K)e and ‘small sets’ are the subsets of G(K)e of measure zero. In particular, a regular
ultralter D of G(K)e contains all subsets of G(K)e of measure 1. We will compare an
arbitrary perfect e-free PAC domain with a regular ultraproduct, R :=
Q
2G(K)e ~O()=D,
of the rings ~O(). We embed R in the regular ultraproduct E :=
Q
2G(K)e ~K()=D of
the elds ~K(), to assume that E is the quotient eld of R.
Denote the theory of all sentences of L(ring;O) which are true in ~O() for almost
all 2G(K)e by Almost(O; e). If e=0, then Almost(O; e) is the complete theory of
all sentences of L(ring;O) which are true in ~O, which we denote also by Th( ~O).
Lemma 6.8. Suppose that K is global and Rad(O)= (0).
(a) A domain R is a model of Almost(O; e) if and only if it is O-elementarily equiv-
alent to a regular ultraproduct of the rings ~O().
(b) Every regular ultraproduct of the rings ~O() is a model of Ax(O; e).
Proof. Statement (a) is a special case of [4, Proposition 6:17(b)]; and statement (b)
follows from Proposition{Denition 6.5 and Theorem 6.7.
Remark 6.9 ([4, Lemma 18:16]). For every perfect eld F of corank at most e that
contains K , there exists a regular ultraproduct E of the ~K()’s such that ~K \E K
~K \F .
Theorem 6.10. Suppose that K is global and Rad(O)= (0). Then Ax(O; e) is a set
of axioms for Almost(O; e). Specically; a domain R is a perfect e-free PAC domain
of kind (f) (resp:; (o)); if O=K (resp:; O 6=K); and ~K \R is integral over O if and
only if it satises each sentence  which is true in ~O() for almost all 2G(K)e.
Proof. Let S be an integral domain with a quotient eld F and suppose that S j=Ax
(O; e). By Remark 6.9 there exists a regular ultraproduct E:=
Q
2G(K)e ~K()=D such
that ~K \E K ~K \F . Let R:=
Q
2G(K)e ~O()=D. Then E is the quotient eld of R. By
Lemma 6.8(b), R j=Ax(O; e). Corollary 6.2 now gives R O S. From Lemma 6.8(a),
S j=Almost(O; e).
Theorem 6.7 gives the converse.
Combine Theorem 6.10 with Corollary 6.2:
Corollary 6.11. Suppose that K is global and Rad(O)= (0). Let R and S be models
of Almost(O; e) with quotient elds E and F; respectively. Then
R O S , ~K \E =K ~K \F:
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7. Decidability of large rings of algebraic integers
In this section O is a Dedekind domain with a trivial Jacobson radical and with a
global quotient eld K . We assume that O is presented in K [4, Denition 17:1]. Note
that, as K is global, it has elimination theory [4, Denition 17:9].
If e=0, then, by Theorem 6.10, Ax(O; e) is a set of axioms for Th( ~O). Since
Ax(O; e) is recursively axiomatizable, the sentences true in ~O form a recursively enu-
merable set, i.e., there is an algorithm which, given any sentence  of L(ring;O), will
produce the answer \yes" if ~O j=  and will never end if ~O 6j= . By denition, Th( ~O)
is complete; that is 2Th( ~O) or :2Th( ~O), for each sentence  of L(ring;O). Con-
clude:
Theorem 7.1. The theory Th( ~O) is recursively decidable.
For the rest of this section, e is an explicitly given positive integer. Denote the
normalized Haar measure on G(K)e by . For a sentence  of L(ring;O), consider
the truth set of :
S(O; e; )= f2G(K)e j ~O() j= g:
Regard the measure of S(O; e; ) (if it exists) as the probability that  is true among
the ~O()’s.
Call a sentence  of the form
P((9X )[f1(X )= 0]; : : : ; (9X )[fm(X )= 0]);
where f1; : : : ; fm 2O[X ] are separable monic polynomials and P is a Boolean polyno-
mial [4, Section 6:6], a test sentence. Note that if f2O[X ] is a monic polynomial, then,
for 2G(K)e; f has a root in ~O() if and only if f has a root in ~K(). Therefore,
if  is a test sentence, then S(O; e; )= S(K; e; ). Conclude from [4, Lemma 18:18]:
Lemma 7.2. If  is a test sentence; then (S(O; e; )) is a rational number; which can
be eectively computed if  is explicitly given.
The reduction of arbitrary sentences to test sentences depends on a general result:
Lemma 7.3. Let R and S be integrally closed integral domains with quotient elds
E and F; respectively; such that both E and F are perfect and contain K . Suppose
that both ~K \R and ~K \ S are integral over O and that; for each monic polynomial
f2O[X ]; f has a root in R if and only if f has a root in S. Then ~K \E K ~K \F .
Proof. Since ~K \R and ~K \ S are the integral closures of O in ~K \E and ~K \F ,
respectively, it follows that for each polynomial f2K[X ]; f has a root in E if and
only if f has a root in F . Conclude from [4, Lemma 18:19] that ~K \E K ~K \F .
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Combine Corollary 6.11 with Lemma 7.3:
Lemma 7.4. If R and S are models of Almost(O; e); then R O S if and only if R
and S satisfy exactly the same test sentences.
Proposition 7.5. For each sentence  of L(ring;O) there exists a test sentence  for
which the following hold:
(a) the sets S(O; e; ) and S(O; e; ) dier only by a zero set and the sentence $ 
belongs to Almost(O; e); and
(b) there exists a formal proof (1; : : : ; n) of $  from the set of axioms Ax(O; e)
and, if  is explicitly given; then both  and (1; : : : ; n) can be found in a recursive
way by checking all proofs from Ax(O; e).
Proof. Statement (a) is a special case of [4, Proposition 6:18]. By Theorem 6.10,
Ax(O; e) is a set of axioms for Almost(O; e). Therefore, by [4, Corollary 7:8], Ax(O; e)
‘ $ , which is the rst part of (b). The second part of (b) follows from [4,
Proposition 7:13] and Lemma 7.4.
From Proposition 7.5 we generalize Lemma 7.2 to arbitrary sentences.
Theorem 7.6. For a sentence  of L(ring;O); (S(O; e; )) is a rational number;
which can be recursively computed if  is explicitly given. In particular; the theory
Almost(O; e) is recursively decidable.
Proof. Indeed, (S(O; e; ))= 1 if and only if the sentence  belongs to Almost(O; e).
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