We investigated the perception of local surface orientation on a simple smooth object, under several different illumination conditions. The perceived local orientation was determined for several points on the surface and quantified as slant and tilt of the local tangent plane. We found an underestimation of the perceived slant and a larger variance for the perceived tilt than for the perceived slant. We found also that subjects were less biased at estimating the surface orientation when the shape was locally egg-shaped rather than saddle-shaped or cylindrical. In order to investigate the relationship between perceived shape and light source direction, we developed a method to compute the light source direction most consistent with an observer's settings. Also we compared human errors with those of an "ideal obsewer" which makes explicit assumptions about the illuminations, shapes and materials in its world. From converging evidence based on (i) the light direction most consistent with the observer's settings; (ii) a supplementary experiment where the object is displayed as a silhouette, and (iii) the computer simulations of the ideal observer, we conclude that the observers used the occluding contour of the object rather than shading to estimate the local surface orientation.
INTRODUCTION
From the reflection of light on surfaces, patterns of shading are produced in relation to the shape of the surfaces. The apparent sense of relief rendered by shading is at the origin of the Renaissance drawing school known as chiaroscuro. Leonardo da Vinci, and later the Flemish masters, developed the school by emphasizing the interplay between light and shade in their paintings. The fascination with shading seems to have reached a pinnacle with drawings such as those of Georges Seurat (c~Franz & Growe, 1984) , in which a visual scene is rendered without any salient contour.
In spite of its apparent significance to the threedimensional quality of a surface, shading as a cue to shape has produced a less enthusiastic response from vision scientists. This general mistrust towards the shading cue is a consequence of both theoretical and empirical results. Theoretically, shape from shading is strongly underconstrained (Horn & Brooks, 1989) . Indeed, the illuminant intensity, the surface material and the surface orientation all contribute to the light reflected from the surface. These three scene attributes are confounded in a single observable variable: the intensity of the image at each point. Empirically, the interpretationof a shaded image is often ambiguous.For instance, concave objects can be perceived as convex by turning the image upside-down (Gibson, 1950) and shaded surfaces can appear to change shape when their contours are altered (Ramachandran, 1988) . In the face of this discrepancy between our intuitive sense and rationalknowledge,we have been interestedin the accuracy with which the shape of a simple shaded object was perceived. The organization of the present paper is as follows. In the next section, we review some relevant literature and motivate our work. We then describe the main psychophysical experiment of the paper, in which observers performed a local orientation task. The results of this experiment are further analyzed along three lines. Firstly, we test the influence of the illumination condition by computing the light source directionwhich is the most consistentwith the observers settings, and by comparing this "implicit" light source direction with the actual direction. Secondly, we study the contribution of the information carried by the occluding contour by replicating the experiment, but displaying only the silhouette of the object. Finally, we look at the paucity of information contained in our stimulusby comparingthe psychophysicalresults to that of a shape-from-shading algorithm confronted with a similar task. We conclude the paper with a summary of our results.
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PREVIOUSWORK
How can one investigatethe effect of shadingon shape perception? Use of a global task, such as measuring the "three-dimensionalappearance" of the object (Cavanagh & Leclerc, 1989) , is often too coarse an approach. More local tasks, therefore, became the favored paradigms, focusing either on the local depth, orientation, or solid shape. Firstly, the study of perceived depth has led to the conclusionthat shadingwas a weaker cue for shape than any other cue in the image (Biilthoff & Mallet, 1988; Todd & Reichel, 1989) . However, this result can be attributedto the fact that shadingis not a depth cueper se; depth information must be obtained by integration of surface orientation,a procedurewhich is very sensitiveto noise. Secondly, the local surface orientation was investigated by directly asking the observer to evaluate the slant and tilt in degrees (Mingolla& Todd, 1986) ,or by projecting a small gauge figure on the picture of a shaded object (Koenderink et al., 1992) . These studies demonstratedthat such a task could be repeatedwith little variability, but unfortunately the error in terms of slant and tilt was not reported. Thirdly, perceived local solid shape has been estimated from its two components, which describe how the surface is curved and how much it is curved (Koenderink, 1990; Mamassian et al., 1996) . Regarding the first component, one finds a bias to perceive small quadratic shapes as elliptic convex (Erens et al., 1993) ; regarding the second component, a shaded cylinder appears flatter than it actually is (Todd & Mingolla, 1983) , although a relatively small Weber fraction was found in a curvature discrimination task (Johnston & Passmore, 1994a) .
Apart from the explicit recovery of shape from shading, a related problem is concerned with the importance of the illumination condition for the interpretation of a scene. The interest in this problem came from the crater illusion, the phenomenon according to which a pictured object can appear either convex or concave, simply by turning the picture upside-down (Brewster, 1826) . The issue behind this first series of studiesis whether the visualsystemassumesthat the light is coming from above (Gibson, 1950; Yonas et al., 1979; Berbaum et al., 1984; Ramachandran, 1988) . A second series of studiesfocused on how well people can estimate the direction of illumination in a scene. When asked to report explicitly where the light source was, observers appeared to be very accurate (Pentland, 1982; Todd & Mingolla, 1983) . Unfortunately, this conclusion was obtainedwith sphericaland cylindricalobjects,for which the directionof illuminationcan be computedeasily from the image. A later study found much poorer performance and, importantly, no correlation was found between this illumination estimation task and a local surface orientation task on the same scene (Mingolla & Todd, 1986 ).
As we have just remarked, the choice of an inappropriatesurface to study can lead to some erroneous conclusions.For instance,the isophoteson a cylinder are always oriented along its axis (cf. Todd & Mingolla, 1983) and an elliptic paraboloidwill almost always look like a step luminance edge (cfi Lehky & Sejnowski, 1990) . It seems judicious, therefore, to avoid choosing such objects if anything general about shape from shading is to be stated. Another important factor to consider is the extent of the surface seen by the observer. While very small patches are highly ambiguous if describedby shadingonly (Erens et al., 1993) ,displaying the whole object will provide another piece of information for the object's shape at the occluding contour.
In summary of these previous studies on shape from shading, it appears that local judgments can be done consistently (small variability), but quite inaccurately (large bias). Unfortunately,because of the set of objects used, neither the effect of the intrinsicshape of the object nor the influence of the illumination condition on the observers' judgments could be addressed genuinely. In our attempt to approach these issues, we chose a croissant-shapedobject,which is the simplest,non-trivial smooth object in the sense that its surface includes all local solid shapes (i.e. elliptic, parabolic and hyperbolic points).In contrastto Koenderinket al. (1992) ,who used the picture of a surface, we rendered a computer threedimensional model of the croissant-shaped object. Computer rendering has the disadvantages of lacking aspects of realism, since a complete model for the illumination of a common surface should theoretically take into account the complex material propertiesof that surface (cf. . On the other hand, computer rendering provided us with a comparison of human settings with both the actual three-dimensional representationof the object and the surface estimated by an ideal observer.Finally,the object always had the same occluding contour, but was illuminatedby a single light source whose position was sometimes chosen to be atypical, such as below or behind the object.
EXPERIMENTI: IAMBERTIAN SHADING
Methods
Subjects. Three subjects, naive to the purposes of the experiment, participated in this first study. Two of the observers (WB and SH) were graduate students familiar with computer-generated displays, although only WB was a trained psychophysicalobserver.The last observer (CM) was an undergraduate student, paid for her time spent on the experiment, and unfamiliar with psychophysical procedures. All observers had normal or corrected-to-normalvision. Apparatus. A shaded object was simulated using a graphics computer (a Silicon Graphics 4D35 workstation). The object was displayed on a high-resolution (1280 x 1024 pixels) 19 inch color monitor. The pixel brightnesswas quantizedto 8 bits, providinga maximum of 256 different gray levels. The screen was gammacorrected to have a linear relationshipbetween the graylevel values from the color-map and the displayed pixel brightness. After correction, the brightness varied from 0.26 to 110cd/m2. A reduction screen was placed between the monitor and the observer, so that the display FIG1 JRE 1. The stimulus was a shaded croissant-shapedobject. Observershad to match the local orientation of the surface one point to the orientation of a probe presented on the side of the object.
at could be seen only through a small aperture which was out of focus for the observer. Subjectssat in an otherwise dark room, with their head resting on a chin-rest.Viewing was monocular (the other eye covered by an eye-patch) and the viewing distance was 50 cm.
Stimulus. One goal of this study was to look at the effect of the local surface structure on the perceived shape. For this purpose, we needed an object which contained all three qualitatively different points existing on a smooth surface, namely elliptic (h3cally eggshaped), parabolic (locally cylindrical) and hyperbolic (locally saddle-shaped). The object chosen was croissantshaped ( Fig. 1 13 deg of visual angle. Before each trial, the whole croissant was translated in the image plane, so as to display the point at which the measurement was made at the center of the screen. The shading on the croissant was computed directly from Lambert's cosine law. The intensity of the light source and the albedo of the surface were chosen so that the brightest points on the surface (facing the light source) were rendered using the highest value of the color-map(110 Cd/m*). Since a simpleLambertianmodel was used, there were no specular highlights and no ambient illumination (the attached shadows were black, i.e. the lowest entry of the color-map). The light sources and the objectpose were chosen so as to avoid any visible cast shadow. The shape was simulated as a threedimensional triangular mesh, two vertices being separated at most by about 3 pixels. The computed shading value was appliedat each vertex and linearly interpolated following the Gouraud procedure (Foley et al., 1990) . The shaded croissant was displayed on a dark gray background (7.1 Cd/m*).
To reportperceivedsurface orientation,observerswere asked to use a probe consisting of a simulated tangent plane on a sphere (Fig. 1) . The sphere was wmposed of 2000 visible white dots, drawn from a uniform distribution over its surface. The simulated tangent plane was represented using four concentric circles. The probe, whose diameter subtended 6 deg of visual angle, was presented 12 deg to the side of the croissant. Orthographic projectionwas used to display both the croissant and the probe on the monitor,so that the orientationof the tangent plane and the local orientation on the surface of the croissant could be directly compared. This comparison assumed that the observerwas making his judgment in a world-centered frame of reference.
Design. Twelve points were selected from each of the three local solid shape categories (elliptic, parabolic and hyperbolic), providing a total of 36 different measurement points. The local surface orientation at the measurement points is fully described by the slant and tilt of the plane tangent to the surface at one point. The subjectshad to match the simulated tangent plane on the textured sphere to the perceived orientationof the surface at a designated point. To do so, they could drag the simulated tangent plane over the sphere using the computer mouse. Perceived slant and tilt were recorded in this way for each trial. After each trial, the object disappeared for 1 sec until the next trial.
We did not overlay the probe disc over the object (as did Koenderinket al., 1992)for the followingreasons. If the disc was overlayed to simulate the tangent plane to the surface, it would "slice" the surface at hyperbolic points. Moreover, the outline of the disc (an ellipse in projection) could interfere with the perception of the underlyinglocal .soIidshapeof the surface;indeed,a slice of the surface parallel to the tangent plane and directly below it is elliptic (resp. hyperbolic) if the surface is locally elliptic (resp. hyperbolic) at that point (c~the Dupin indicatrix"in~forexample,"doCarmo, 1976) .
The experiment followed a randomized blocked design, with the illumination condition as the blocked factor (four levels), and eight repeated measures for the 12 x 3 = 36 measurement points. Each of the eight sessionswas preceded by 12 practice trials on a shaded sphere(in lieu of the croissant),whose diameterextended 8 deg of visual angle. During these practice trials, feedback was provided to reduce as far as possible the biases introducedby the probe itself. Feedbackwas given to the observersby superimposingon the textured sphere the correct tangent orientation, using a different color than the one used for the displaceabletangent probe.
Results and discussion
For the analysis of this experiment, we first describe the errors (bothvariabilityand bias) for both the slant and tilt variables.Then we considerthe influenceof the local solid shape and the illumination condition. Due to experimentalerrors, eight trials were omitted for subject CM and 17 for SH, out of a total of 1152 trials for each subject. Slant and tilt variance. The variance of the measurements is an index of the reproducibilityof the observers' settings.Since the tilt is not definedwhen the slant is null, we expected a larger variance for small displayed slants. This was indeed the case ( Fig. 2 ), but we note that for displayed slants strictly larger than 20 deg, the variance of the perceived tilt remained roughly constant. In order to fulfill the variance independence requirement in the forthcoming ANOVA, displayed slants thus were restrictedto angleslarger than 20 deg for the analysisof the perceived tilt. Similarly, the variance of the perceived slant was constant throughout the range of displayed slants used in the experiment. This independenceof the perceived slant variance from the displayed slant speaks in favor of the slant angle (as opposed to its cosine or tangent) for the coding of surface orientation (Stevens, 1983) .
Standard deviations for the perceived slant were 13.3 deg (observer WB), 21.8 deg (CM) and 15.0 deg (SH). Standard deviations for the perceived tilt (for displayed slants larger than 20 deg) were in comparison much larger: 21.3 deg (WB), 67.6 deg (CM) and 32.5 deg (SH). A potential interpretationof this result is that the visual systemuses the same resolutionfor both slant and tilt (for instance 1 part in 100),but since tilt varies over a broader range than slant, the accuracy for tilt is necessarily poorer.
While we found a larger variance for tilt than for slant, Koenderink et al. (1992, their Fig. 7) found exactly the opposite. In contrast to our experiment, this latter study used a somewhat more complex stimulus and a different probe, althoughnone of these methodologicaldifferences seems to provide a convincing explanation for the opposite results.
Slant and tilt errors. We ran a multivariateanalysisof variance on the data collected from each subject. To be able to compare our two dependent variables, we chose them to be the slant and tilt errors, instead of just the perceived slant and tilt. The three independentvariables were the light source position (four levels), the displayed slant of the measurement point (12 and nine levels for slant and tilt, respectively) and the shape characteristic sign of the point (three levels); each condition was repeated eight times per subject. Since the light source position was blocked, no interaction effect could be computed from this factor. When perceived slant was plotted against displayed slant, we found an underestimateof the perceived slant for slantlarger than 20 deg and an overestimateunderthis value [Fig. 3(a) ]. This effect was very robust and explained most of the variance of the settings for the three observers: F(11,1113) = 102.4 (P < 0.001) for observer WB, F(11,1105) = 310.0 (P < 0.001) for CM, and F(11,1096) = 112.9 (I' < 0.001) for SH. The underestimate bias on the slant error increased with the displayed slant and could be well accounted for by a linear model. Calling b the slope of the slant error, we found b = -0.49 with a Pearson'scorrelationR = -0.64 for WB, b = -0.73 (R = -0.58) for CM and b = -0.41 (R = -0.47) for SH.
The displayedslant also explainedmost of the variance of the perceived tilt [Fig. 3(b) ]: F(8, 834) = 18.0 (F'< 0.001) for WB, F'(8,828)= 28.0 (f'< 0.001) for CM andF(8, 820) = 58.9 (P < 0.001)for SH. As was the case for the perceived slant, the perceived tilt was a decreasing function of the displayed slant.
The underestimateof the perceived slant also has been foundwhen slantwas estimatedfrom the texturegradient insteadof shading(cf. Perrone, 1982) .However,the main effect of the displayed slant on the perceived tilt was unexpected. One explanation can nevertheless be advanced by re-examining the set of displayed points (Appendix A). Out of 36 measurement points, 30 were chosen within a small stripe on the surface (their displayed tilt was on the average 40 deg, SD 18.5 deg). The effect of displayed slant on perceived tilt can be interpreted, therefore, as a misperception of the overall orientation of this stripe, probably resulting from a misperception of the orientation of the whole object (cf. also Mingolla & Todd, 1986 ). This interpretation is reinforced by looking at the remaining six points for which the displayed tilt was chosen to be about 180 deg away from the others; for these points and for some subjects,the perceivedslant and tilt appear to departfrom the general decreasingtrend (15 and 55 deg slants in Fig.  3 ). We shall return to this finding during the analysis of the second experiment. Local solid shape. The variance in the settings which was not explained by the displayed slant variable was distributed between the remaining factors and interactions, namely the shape factor, the interactionbetween shape and displayedslant, and the illuminationfactor.All these factors and interactionswere statisticallysignificant at the 0.001 level, except for two conditions within the illuminationvariable (see next sub-section).
The shape variable characterizes the fact that the surface was locally hyperbolic,parabolicor elliptic at the measurement point. Among these three qualitatively different local shapes, elliptic points produced the smallest error in perceived slant (Fig. 4) . When the data were pooled across displayed slants, illuminationconditions and subjects, the means of the slant error were -6.64, -10.8 and -14.3 deg for elliptic, parabolic and hyperbolic points, respectively. This advantage for elliptic points could be the result of assuming a priori that the surface is locally spherical (cf. Pentland, 1984) . We should note, however, that the larger error for hyperbolicpoints mightbe a result of the fact that.mutual illuminations were not rendered on the surface. The ventral (hyperbolic) part on the croissant theoretically should, indeed, receive additional light from facing patches of the surface, whereas no surface patch faces the dorsal (elliptic) part of the croissant.
Another interesting observation can be made at the parabolicpoints.It can be shown that, at such a point, the isophotealways has the same orientation,irrespectiveof the light source position (Koenderink & van Doom, 1980; Blake et al., 1985; Yuille, 1989; Mamassian, 1993) .One implicationof this propertyis the well-known appearance of a shaded cylinder, all of whose isophotes are oriented along its axis when the light source is reasonably far away. To appreciate the effect of the illumination condition on the perceived slant, we computed, for each measurement point, the SD of the slant errors across the illumination conditions. If the isophotesare used by our subjects,thus we shouldexpect these SDSto be smaller for the parabolic points than for either the elliptic or hyperbolicpoints. There was indeed a trend in this direction: the averages across displayed slants and subjectsof these SDSwere 2.75, 3.26 and 3.33 deg for the parabolic, hyperbolic and elliptic points, respectively.
Light source direction. Out of six conditions (three subjects, two dependent variables), we found four cases in which the lighting factor was significantat the 0.001 level. The remaining two non-significant cases were found for subject CM for the slant variable, and for subject SH, for the tilt variable. Even when significant, the lighting factor explained the least, the amount of variance of any factor.
In the next section,we analyze further the effect of the illumination condition by computing the light source directionwhich is the most consistentwith the observers' judgments. It is important to realize that none of the subjectswas asked to report explicitlythe directionof the light source, as was the case with previous experiments (Pentland, 1982; Todd & Mingolla, 1983; Mingolla & Todd, 1986) . Indeed, it might be argued that the illuminationis represented only implicitly by the visual system, in which case a verbal report or direct estimation could fail to be either accurate or consistent with the perceived shape. The computation of an implicitly assumed light source direction would enable us to test whether the visual system assumes a light source at an a priori position (e.g. above the scene, in between the object and the observer's head) or, at the opposite extreme, whether the visual system succeeds in accurately recovering the illumination condition used to render the scene.
IMPLICIT ILLUMINATIONDIRECTION
Overview
From the local surface orientations reported by each observer in Experiment I, we can infer-a hypothetical position of the light source for each of the illumination conditions. The idea is the following. Assuming a Lambertian reflectance model, the shading value at one FIGURE5. An assumed light source direction can be computedfrom the local orientation measurement as an intersection of constraints. The figure represents in stereographic projection the Gaussian sphere of the object, each disc representing one hemisphere(the directionof projectionwas chosento be the true light sourcedirectionfor the left disc, and the directiondirectly oPPositefor the right disc). Here, the constrainingcircles intersect at the true light sourcedirection,simulating the behavior of an ideal estimator which knows the brightness and the surface orientation at each measurementpoint. 
FIGURE6
. The assumedlight source directioncan be taken as the peak of the distributionobtainedby binningthe constraining circles. These distributionsare shownhere for the ideal estimator (a) and for subject WB (b), when the light source was located above the object. The center of the left disc correspondsto the true light source direction,while the eccentric cross corresponds to the viewing direction. Each measurement point, along with its estimated local orientation, therefore provides one constraint on the direction of the light. The intersection of all the constraints supplied by the whole set of measurement points is then the light source direction most consistent with the observer's data.
Computations
The full formalization for the derivation of the assumed light source direction is provided in Appendix B. Since we are interestedonly in surface orientation,we can use the Gaussian sphere to represent the object. The Gaussian sphere is built by moving all the tails of the surface normals to the center of a unit sphere. From Lambert's law, each measurement then constrains the location of the light source to a circle on the Gaussian sphere.The center of this circle is the estimatednormalto the surface at the measurement point and its radius is given by the incident angle at the point, which is in turn obtained from the inverse cosine of the brightnessof the (a) point. For display convenience,we project the Gaussian sphere onto a plane, using a stereographicmapping. We choose as the projection plane the tangent plane to the Gaussian sphere whose normal is the true light source direction. Through stereographic projection, each constrainingcircle for the light source maps to anothercircle on the projection plane. For an ideal observer, knowing precisely the brightness and the surface orientation at each measurement point, all these projected circles will intersectat one singlepoint and this point correspondsto the implicitlyassumedlight source direction (Fig. 5) . For the human observer however, these circles typically will not intersect at one single point because of the noisiness of the judgments. We can, nevertheless, build a distribution of the likelihood that the light comes from one particular direction (cf. Appendix B). The assumed light source direction is then taken to be the peak of this distribution (Fig. 6) .
Results and discussion
The derived illumination models implicitly used by each of the three observersare shown in Table 1 . For nine out of 12 implicit models (four light source directions, three subjects), the estimated slant of the light source direction was within 15 deg from the true light source. The largest slant departures were found when the light source was either at the viewpoint or behind the object. The tilt estimate of the light source direction (when the original was away from the viewing direction) was somewhat more variable. In particular, when the light source was below the object, the illuminationmodels for the three observers also were located below the object, but on its left side instead of its right side. This result is interesting, because this symmetrically positioned light source would produce a radically different shading pattern on our simulated croissant (Fig. 7) . FIGURE8. The object was displayed as a silhouette in the second experiment.
It is importantto note that the estimate of the tilt of the light sourcewas worse than the slantestimate.Indeed,the tilt of the illumination direction could be recovered directly from the image, for instance from the intersection of the attached shadow boundarywith the occluding boundary. On the contrary, the slant component can be computed only if the object is assumed to be locally spherical at this intersection (Knin et al., 1993) .
Three possible interpretations emerge from the large error found for the assumed light source direction. In a first interpretation,the observerattemptedto estimate the light source direction, but this estimate was not precise. As a result, the observer saw a different object from the one displayed and we should conclude that the visual system used an inaccurate shape-from-shading algorithm. In a second interpretation, the observer did not attempt to estimate the light source direction,but tried to use the shading information via some illuminant invariants such as the ones described by Koenderink and van Doom (1980) .Although these invariantsprovide a qualitativeshape description,they appear insufficientto fully describe the object and therefore we shall refer to this interpretationas the incomplete shape-from-shading. In a final interpretation, the observer did not use the shading information at all, and estimated a threedimensional shape from the occluding contour alone. We shall call this condition the no shape-from-shading.
We should note that in our three interpretations, the observers misperceived the object (in its global shape or orientation), an observation that we had already made while analyzing the perceived slant and tilt errors. In an attempt to investigatethe validity of the no shape-fiomshading interpretation for our stimulus, we designed a second psychophysicalexperiment in which the shading information was disrupted by displaying only the silhouetteof the object.
EXPERIMENTII: SILHOUETTE
Methods
Subjects. Two subjects, naive to the purposes of the experiment, participated in this second study. The two observers (BS and FW) were graduate students familiar with computer-generated displays, only FW being a trained psychophysicalobserver. None of them had seen the full shaded croissant before running the experiment. All observershad normal, or corrected-to-normalvision.
Apparatus. The apparatuswas identicalto that used for the first experiment.
Stimulus. The object displayed was the same as in the first experiment,except that only the silhouettewas now visible (Fig. 8) . All shading variation was replaced by a uniform gray (55 cd/m2) which clearly separated the object from the background (7.1 cd/m2).The probe was unchanged.
Design. The same 36 points were selected from the surface, 12 in each of the three local solid shape categories (cf. Appendix A). Eight repeated measures were recorded per point. Subjects were instructed to "imagine that the contour was the silhouetteof a three-dimensionalobject" and to match the surfaceorientationat the highlightedpoint as if this point lay on that object. Note that the object orientation was ambiguous, that is, the right half could be perceived either closer to or farther away from the observer (the main informationto remove this ambiguity lies at the T-junction, which was replaced by an Ljunction on the stimulus). To be able to compare the results of this experiment with the previous one, the subjects were told that the left half was closer.
Results and dkussion
During a post-experiment interview, both subjects complained that the task was quite difficult, since the object did not appear three-dimensional.We ran the same data analysis as for the first experiment.
The reproducibility of the observer's measurements was similar in the first experiment to this second experiment (Fig. 9 ). More importantly, the decrease of the perceived slant and tilt as a function of the displayed slant were found again in this second experiment (Fig.  10) . Therefore, the slant underestimation phenomenon described for the first experimentis not unique to the use of a Lambertian reflectancemodel. A similar conclusion was reached by Johnston and Passmore (1994b) who reported that observers were equally good in a geodesic alignment task, whether or not shading informationwas available.
In the first experiment, we found that two slants produced somewhat different responses for two out of three subjects. Here again in the second experiment,one of the subjects showed a different behavior when the displayed slant was 15 or 55 deg. This result provides further evidence that the observers misperceived the global orientation of the object. This global disorientation then seems to be driven purely by the occluding contour, since four different illuminationconditions,and a fifth condition where the object was displayed as a silhouette,produced similar biases.
We now compare human performance with some Stimulus Slant (deg.)
FIGURE 10. When the object was displayed as a silhouette, the perceived slant (a) and tilt (b) were again a decreasing function of the displayed slant for both subjects.
computer simulationsof an algorithmwhich attempts to recover the surface orientation from the shading and occluding contour information. This comparison is an attempt to decide whether human performance is mostly attributableto a failure of the visual system to deal with these shaded images, or to the limited information provided by these images. For instance, the increasing underestimateof slant mightbe a propertyof the stimulus itself, in which case any shape-from-shadingalgorithm should show a similar bias.
COMPUTERSIMULATIONS
Overview
In this section,we present computer simulationsof an algorithmwhich recovers the smoothest surface compatible with both the occluding contour and the pattern of shading within this contour. We have developed the algorithm with two criteria in mind, namely simplicity and psychological relevance (Mamassian, 1993) . With respect to the first criterion,the classicalwork of Ikeuchi and Horn (1981) provided the main inspiration. Concerning the second criterion, we used slant and tilt as dependentvariables to be able to compare the algorithm performance with the data collected in humans as described in the previous sections. The algorithm can be interpreted as finding the a posteriori most probable surfaceunder the prior constraintsassumed.In this sense, it is an ideal observerfor shape estimationin that it is the maximum a posteriori Bayesian model for shape from shading (Kersten, 1990; Knin & Kersten, 1990) . No claim is made that our algorithm is the most up-to-date practical tool to recover shape from shading given a single image. For alternative methods, the interested reader is referred to Horn and Brooks (1989) , Horn (1990) , Pentland (1990) and Dupuis and Oliensis (1994) .
Zmage formation. Before attempting to recover the shape of an object from its image, first we should make clear how this image is formed. For a small surfacepatch, the image irradianceis proportionalto scene radianceand depends only on the incidence angle of the light and on the orientation of the patch relative to the viewer (Horn, 1986) ; the function which describes this relationship is here called the reflectance map. The reflectancemap that we are considering in this paper corresponds to Lambertian surfaces which appear equally bright from any viewpoint. For such a surface, the irradiance is then proportional to the dot product between the light direction and the surface normal. In terms of slant o and tilt z of the surface normal, the Lambertian reflectance is: R(o,~) = max{sino"sinrrcos(~"-7) + coso'coso, O} (1) where (o*, z*) representsthe directionof the light source (Mamassian, 1993) . When the light source is located at the viewpoint (o* = O), the reflectance map is independent of surface tilt [ Fig. n(a) ]. Moving the light source away from the viewpoint deforms the reflectancemap so that a maximum is created at the light source direction [ Fig. n(b) ]. Rotating the light source about the viewing direction merely shifts the reflectance map along the surface tilt axis. The Lambertian reflectance corresponds to perfectly smooth and matte surfaces, such as plaster or paper. Recently, a model which generalizes Lambertian reflectance has been proposedfor rough matte surfaces,such as stoneware or concrete .The shadinggradient on a rough surface is much reduced, as shown in Fig 11(c) . For extremely rough surfaces, the image of an object reduces to its silhouette, as exemplifiedby the lack of shading on the full moon. This model can, therefore, be seen as providing a continuum between Lambertian reflectance and no shading at all.
For extended surfacessuch as the whole object, several simplifying assumptions shall be added. We shall suppose first that the light source is sufficientlyremote so as to assume that light has a constant intensity and direction of incidence on the surface. We shall suppose also that the object has uniform albedo. Finally,we shall neglect the effects of mutual illumination.
Regularization. We would like to solve the inverse optics problem so as to find a three-dimensionalshape consistent with the image intensity values. We shall assume that the object has a Lambertian reflectance,and that the light source direction has been estimated by an independent method (e.g. Pentland, 1982) . Locally this problem is ill-posed, because we are trying to recover a which the task was a local surface orientation matching, we shall follow the more traditional approach of imposing an additional constraint to render the problem well posed. This is the principle of regularization (Poggio et al., 1985) , in which the additional constraint is smoothness. The smoothness term can be identified with an explicit Bayesian prior model of shape. The model penalizes rapid changes in surface orientations, and attempts to minimize:
where the x and y subscripts indicate partial derivatives relativeto x andy, respectively.The squareddifferencein the image formation term is equivalent to assuming Gaussiannoise.The method to minimizesuch an integral is described in Mamassian (1993) and is based on a Gauss-Seidel relaxationscheme (Ikeuchi & Horn, 1981) . This relaxation needs some boundary conditions to converge. The occluding contour provides a good candidate for the boundary conditions, since the surface orientation is known there. By comparing the estimated shape reached at equilibrium with the original shape (Fig. 12) , we can see that most of the error is concentrated near the cusp of the occluding contour. Probably a better shape estimate could have been obtained had we includedthe part of the occluding contour which overlaps the surface in the neighborhoodof the T-junction (Fig. 1) .
The smoothnessconstraintinjected in the algorithmis weighted by a regularizing coefficientA If the value of this coefficientis zero, no smoothnessis imposed and the surface constructed is based purely on the data available-i.e.the intensityvalues. If 1 is infinite,the algorithm findsthe smoothestsurface consistentwith the occluding contour. From repeated simulationswith differentvalues for the regularizingcoefficient,we found that the surface recoveredby the algorithmwas the closest to the original surface (in terms of root mean square error) when 2 was %1 [ Fig. 13(a) ].With such a choice for A,the algorithm converges in about 20 iterations.
Illumination direction. Our algorithmassumedthat the position of the light source is known. We now look at how critical this assumptionis. For this purpose, we ran our algorithm on the same image intensities, but with different assumed illumination directions, which were displaced from the true light direction by various amounts. We varied the angle between the true and assumed light source directionsfrom O(no error) to 180 deg (a light source direction directly opposite to the one used to produce the image intensities). The results of these simulationsare plotted in Fig. 13(b) . For instance, an error of 135 deg in the direction of light produces a root mean square error on the computed surface orientation which is about five times the error obtained when the true light source direction is given. This result quantifiesour statement above that a bad estimate of the light sourcedirectionproducesa dramaticdeformationof the recovered shape.
Slant and tilt errors. The performanceof our algorithm can be directly compared with the results of our psychophysicalexperiments. After the algorithm stabilized on a surface, we computed the slant and tilt errors for all 36 points used in the experiments by linear interpolationbetween the sampled points on the surface (Fig. 14) . The simulationsincluded all four illumination conditions of the first experiment (summarized here as the "Lambertian" conditions)and the case of the second experiment where the object was uniformly shaded (the "silhouette" condition). For the Lambertian conditions, the algorithmwas given the correct light source direction and the regularizingfactor was set to A= 1; the silhouette conditionwas simulatedby taking an infiniteregularizing factor. The computed tilts were identical in the Lambertian and silhouetteconditions.The tilt errors were affected by the stimulusslant, but in the oppositedirectionthan were the subjects in the psychophysicalexperiments.This tiltreversal might be a consequence of the ambiguity regarding the orientation of the croissant (cf. design section of the silhouette experiment).
The computed slant was largely overestimated for small stimulus slants in the silhouette condition. This produced a negative slope of the slant error as a function of stimulus slant similar to what was found with all subjects in the two psychophysicalexperiments. In the Lambertian conditions,this slant effect was significantly attenuated. The similarity between the simulated silhouette condition and the performance of the human observers can be taken as further evidence that the subjects did not use the shading information,but instead derived a perceived shape from the occluding contour. 
SUMMARYAND CONCLUSIONS
In the firstexperimentwhere we displayeda croissantshaped object with Lambertian shading, we found a consistent underestimate of the slant by as much as 30 deg when the displayed slant was 60 deg. This underestimation of slant was similar in four drastically different illuminationconditions.
To investigate further the effect of the illumination condition, we computed an assumed light source direction for each subject in each condition. In some cases, we found a large error in the tilt of this light direction,even though the tilt can a priori be determined easily from the image. This result led us to concludethat the illuminationdirection was probably not used by the observerto estimatethe shape of the object, a conclusion also reached by Mingolla and Todd (1986) .
In a second psychophysicalexperiment, we displayed only the silhouetteof the same object.We found a similar decrease of the perceived slant as a functionof displayed slant.On the other hand, computersimulationsbased on a Lambertian shape from shading algorithm did not produce such a biased reconstructedslant. Together with the weak effect of the illuminationcondition in the first psychophysical experiment, these results led us to conclude that the occluding contour was overriding the shading cue in the observers'judgments. The ability to estimate local orientation away from the contour then may depend on either the use of a priori smoothness constraints(such as the one used in the algorithm),or on the ability to access knowledge about croissant-like shapes indexed by the contour.
The underestimate of slant found in both experiments still needs to be explained. One possibility is that the probe itself was misperceived.The underestimateof the judged slant could result from an overestimate of the depth of the probe (cf . Zimmerman et al., 1995) , or a flattening of the textured sphere which supported the probe. Although we tried to reduce such biases by introducing some practice trials with feedback in the experiment, such a possibility cannot be definitively ruled out. A second explanation for the slant underestimation is that the observers misperceived the global orientation of the object. That this might be the case is suggested from an unexpected effect of the displayed slant on the perceived tilt error.
The local solid shape of the surface (whether it was hyperbolic, parabolic, or elliptic) also had a significant effect on the perceived surface attitude. The result that elliptic patches led to less biased perceived slants could be interpreted as an indication that the visual system assumes a surface patch to be a priori elliptic. However, such a conclusion should be deferred until the slant underestimationis fully understood.
A final remark should be made concerning the choice of a Lambertian reflectancemodel to render the object in the main experiment. It is well known that Lambertian shadingis an accurate model for only a limitednumberof surface materials. However, it appears that this model is also the one which provides the highest image contrast .At the other end of the continuum for matte reflectance models lies the 'no-shading'case, where the object appears as a silhouette.We have tested experimentally both of these models (Lambertian and silhouette)on differentsubjects,and found similarresults in terms of variability and bias. It seems that if shading was used in our experiment the observers would have been more accurate (less variable or less biased) for the Lambertian than for the silhouette experiment. Thus, from the resultspresented in this paper, there is no reason to expect human performance to improve with other reflectance models.
In comparison to the study of Mingolla and Todd (1986) who found some effect, although large inaccuracies, of shading for stimuli that had an identicalelliptical occluding contour, we found here that shading had a negligible effect on perceived shape for our more complex occluding contour. While our observers complained that the silhouette of the object did not appear three-dimensional,their performancewas not worse than those who could see the fully shaded object. Although intuition and introspection suggest that there is a shape component to the realism that shading provides, this component still awaits quantification. Table Al gives the slant and tilt of the surface, relative to the observer, of the points where perceived surface orientation was measured.
APPENDIXA
Selected Pointsfor the Experiment
APPENDIX B
Illumination Constraints
From Lambert's law, each local surface orientation measurement constrains the location of the light source to a circle on the Gaussian sphere. The center of this circle is the estimated normal to the surface at the pointwhere the measurementwas made and its radius is givenby the luminance at the point. The intersection of these circles can be interpreted as the light source direction implicitly assumed by the observer.
TABLEAl.
Slant
Hyperbolictilt Parabolic tilt Elliptic tilt
For each of 12 slant values, three points were selected from the three local shape categories (elliptic, parabolic and hyperbolic). This table reproduces the tilts for each of these three points for a particular slant. Slant and tilt angles are in deg.
Sincethe Gaussiansphere is not convenientfor displaypurposes,we shall map it onto a plane. Among the several ways to realize this mapping,we choose to use a stereographicprojectionbecause we are dealing exclusively with circles, and we know that the stereographic projection maps circles to circles (or straight lines) (Hilbert & CohnVossen, 1932 ). Still we have to decide on the position of the origin of the plane of projection and its orientation. Since we are interested in recovering the illumination conditions, we will use the true light source direction as the origin (Fig. Bl) . Using such a mapping, every isophote on the surface will project to a circle centered at the origin. In particular, the attached shadowboundarywill be a centered circle of radius 2. Finally, we orient the plane of projection such that the viewpoint will be located on the positive x-semi-axis of this plane.
Lookingat the projected constrainingcircles discussed previously, we can appreciate immediately how good the observer's estimate of the light source direction is. This will be characterized by an intersection of the constraining circles closer or farther away from the center of the projection plane.
We shall denote by Vthe viewing direction, L the true light source direction (used to render the scene), N the surface normal at a measurement point and Mthe estimated surface normal (reported by the observer). Note that the illuminant direction is taken in the sense opposite to the light flow.
Each point on the Gaussian sphere is characterized by two coordinates, a latitude u and a longitude T. For instance, the position of one surface normal N relative to the light source direction Lwill be written as (d~,~~). Eventuallywe want to express the scene geometry relative to the true light source, since this will become the origin of our plane of projection.
The first element to compute is the incidence angle i, which is the angle between the ilhrminantdirection L andthenormal to the surface N ( Fig. B2) , using the notation that we have just introduced, i =~~. We need to express this angle as a function of the light source and normalpositionsrelative to the viewpoint,since these are the ones that are available from the experiment. L, N and V are the vertices of a sphericaltriangle on the Gaussiansphere,whoseedges are arcs of great circles. Applying the law of cosines for sides of spherical triangles (Rider, 1942) ,we obtain:
where (m}, T;) represent the slant and tilt of the 1ight source direction, while (cry,~~) represent the slant and tilt of the surface normal at the point of measurement. For a Lambertian surface, the irradiance is directly proportionalto the cosine of the incidence angle.
Assuming that the product of the surface albedo by the light source intensity is one, this incidence angle will then be the radius of the constrainingcircle for the illuminant direction.
FIGURE B1. Under one illumination condition, each surface orientation measurement produces one constraining circle on the Gaussian sphere. This circle is mapped to another circle by stereographic projection, on the tangent plane to the Gaussian sphere at the true light source direction.The intersectionof these constraining circles correspondsto the observer's assumed light source direction.
We shall now compute the position of the estimated normal M relative to the illuminant direction L. L, M and V are the vertices of another spherical triangle on the Gaussian sphere (Fig. B3) . We know two sidesof this triangle, namely a; and o~, and the included anglẽ =~: _~~. We can then use Napier's analogies to determine the remainingside u~and the two angles /land y (we prefer to use Napier's analogies instead of the law of sines, since the former determines nonambiguouslythe quadrant in which the angle falls; cf. Rider, 1942) . The half-sum and difference of the unknownangles~and y are given by:
This readily gives us D and y. Now, since D =~~-Y, and given our choice~v = O (we wanted the viewpoint to be located on the positivex-semi-axisof the projectionplane), we can infer the longitude -. FIGURE B2 . Geometry used to compute the incidence angle i. V, L and N represent the viewing, illumination and surface normal directions, respectively. These three vectors form a spherical triangle on the Gaussian sphere.
FIGURE B3. Geometry used to recover the latitude and longitude of the estimated surface normal relative to the illuminationdirection. V, L, and M represent the viewing, illumination and estimated surface normal directions, respectively.
= @ The latitude~~may then be found from either one of the following:
We now need to findthe positionof any point P on the constraining circle, whosecenter is M and radius i (Fig. B4) . We can applythe same formulaeas the ones previouslyderived,knowingthe two sides of~and i, and the includedangle IX,which describes the polar-angle of our circle [varying over [0, 27r) ].Then we find the latitude o$ and the longitudefi = fi -/3.
Because of noise in the recovery process, all these computedcircles will not intersect at a single point. To estimate the most likely illumination direction assumed by the observer, we shall use here a method similar to a Hough transform (Ballard & Brown, 1982) . We tessellate tbe Gaussianspherein sphericalcoordinates,so that each cell covers an equal area. As an index for the cell, we take the latitude and FIGURE B4. Spherical triangle used to recover the latitude and longitudeof a runningpoint on the circle constrainingthe position of the estimated light source.
longitudeof the cell's center. Each constrainingcircle on the sphere is project each point P given by its latitude and longitude (dP,~) into a then approximatedby n points and we increment every cell which is point in the tangent plane describedby its polar coordinates(r, /3).We overlapped by one such point. Repeating this procedure for each obtain the followingmapping: constraining circle, we obtain a discrete approximation of the distribution of the estimated illumination direction. We choose the peak of this distribution for the observer's illuminant direction A. r = 2tan(/P/2) for >P q [0,7r)
We now map the Gaussian sphere on the tangent plane at the 8=+ for @ c [-7r,7r ).
illuminant direction L, using stereographic projection. We want to
