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Fig. 2.5: Parameter definition for calculating effective width












tan θ ⇒ Lf =
2h
tan θ
(∵ tan θ ̸= 0) (2.2)
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第 2章大規模没入ディスプレイの設計指針
となる．よって Eq. 2.1，Eq. 2.2よりWf は































となる．よって Eq. 2.4，Eq. 2.5，Eq. 2.6よりWrは















⇒ 3Wreq tan θ > 2h(4 tan θ + 3)
であるから，
f(h, θ) =















Projector Lens Angle of View [rad]
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2− 1 dp1 (2.10)
2-1
Fig. 2.8: DoF limitation of Projector1
(a) (b)
Fig. 2.9: DoF limitation of Projector2

















x+ y − b = 0
⇒ x+ y tan θ
2
− b tan θ
2
= 0
と表すことができる．ここで k = tan θ
2
とおいて，








l1は円Cに接していることから，中心点 (r, r)との距離は rである．
したがって，
|r + kr − kb|√
12 + k2
= r
⇒ r + kr − kb = ±r√1 + k2
⇒ b = r
k
(
1 + k ±√1 + k2)
となる．











したがって Eq. 2.11と Eq. 2.12より l1は
19
2.2ハードウェア設計指針
l1 : x+ ky − r
(












Fig. 2.9aの場合，l1，l2の距離 uは l1と点 (0, H)との距離であるから，
u =
∣∣0 + kH − r (1 + k −√1 + k2)∣∣√
1 + k2
⇒ u =
∣∣kH − r (1 + k −√1 + k2)∣∣√
1 + k2
(2.14)

























Eq. 2.14，Eq. 2.15より，プロジェクタ 2の被写界深度 dp2に投影対象スクリーン面が
全て含まれる条件は，












































Table 2.1: Methods of position and orientation measurement, and their features
Measurement methods
Optical Inertial Magnetic
Initial calibration △ △


















































































































(a) Virtual camera setups
Left Right
(b) Rendered stereo images





































Fig. 3.6: Rotated view frustum on rendering stereo-panoramic image
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3.2立体視可能な全周視覚情報の生成アルゴリズム
Fig. 3.7: Sample virtual environment: ”The Cathedral of St. James in Sibenik”
L
R




レンダリングする（Fig. 3.6）．この操作で得る全周画像には水平 360度，垂直 120度
の範囲が撮影されていることとなる．レンダリングのサンプルとして用いたバーチャ










































(a) The virtual camera rendered virtual environ-
ment before distortion correction phase
Virtual projector
(b) Mapping the texture from the virtual projec-
tor, having the projection transformation matrix
corresponding to the left-eye or right-eye cam-




(c) Capturing the textured screen model to the
left and right rendering buffer from the position
of the actual projector.
Projector in real space
(d) Projecting the rendered image from the ac-
tual projector





















LargeSpaceを構築する建屋は，幅 25ｍ奥行 25ｍ高さ 8ｍの無柱空間を持つが，そ
のうちの幅 25ｍ奥行 10ｍは他の設備のために確保されている．したがって残りの 25
ｍ×15ｍを本装置に用いる．これは，バレーボールやドッジボールの公式コートが確
保できるような広さであり，人が内部で動き回るには十分である．ここで，第 2.2.3節
























遮光幕の生地である LONDAY 8074センシアを使用した．幅 1.4m，高さ 7.2mの生地














































Fig. 4.4: Projection range of the projectors
プロジェクタ全 12台は全てスクリーンを支えるトラス上に，Fig. 4.3のように配置し




Fig. 4.5: Projection range on the floor screen
Top








































(a) Drawing of the marker frames (b) Markers attached on the shutter
glasses

































































































































に必要な Prefabを手順にしたがって追加し実行した様子を Fig. 4.13に示す．Unityで
41
4.2バーチャル環境構築ソフトウェアの実装
Fig. 4.12: Virtual environment to visualize






































Fig. 5.1: Field of view that can be covered when standing in the center of LargeSpace
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Table 5.1: Calculated resolution of LargeSpace
Size of target
screen [m](H × V )
Field of view
[degree](H × V )
Resolution




































準は片目 0.3以上，両眼 0.7以上であるため，この計算値から LargeSpaceが人間の生
活に必要なある程度の精細さをもった視界を提供できていると考えられる．例えば，
体験者の目の前 35cmの位置にA4用紙を掲げた場合，LargeSpaceでは計算上そのA4




















Table 5.2: Screen volume ratio of immersive display systems
Volume[m3] Screen volume ratio[%]
Whole system Screen area
LargeSpace 3.6× 103 2.8× 103 78
CAVE 2.5× 102 2.2× 10 8.8




















結果を Table 5.3と Fig. 5.3に示す．図の破線で囲まれた領域を歩行可能範囲とする
ことで，最小でも 7.7m×16.1mの長方形の範囲で遮蔽のない壁面映像での体験が可能
Fig. 5.2: 8 directions for testing walkable area
47
5.5複合曲面スクリーンによる輝度変化軽減効果
Table 5.3: Measurement result of the walkable area
1© 2© 3© 4© 5© 6© 7© 8©
X[m] 0.0 −8.1 −9.2 −8.0 0.0 8.1 9.2 8.1
Z[m] 3.9 4.5 0.0 −4.5 −3.8 −4.4 0.0 4.6
16.1m
7.7m

























































































(a) Scene global lighting set-
tings
(b) Model static-flag settings







それぞれのモデルの描画の様子を Fig. 6.4に，また頂点数と実行時の fps（frames per
second）を Table 6.1に示す．fpsは実行開始から 20秒程度経過し描画が安定したのち
Table 6.1: Number of triangles, vertices and fps
Empty DabrovicSponza CrytekSponza BreakfastRoom
Number of Triangles 0 66,450 262,267 808,622
Number of Vertices 0 59,810 184,330 166,211
Average of fps 60.1 44.9 37.9 34.7
53
6.2アプリケーション
(a) Empty (b) DabrovicSponza
(c) CrytekSponza (d) BreakfastRoom

















































Fig. 6.5: Environment for experimental analysis of behavior. Virtual environment repro-






















(a) The appearance of yokohama-
chinatown CG model on Uni-
tyEditor
(b) The model rendered with wa-
ter effect
(c) View from the inside of LargeSpace’s screen





Flies in The Sky
概要 University of Art and Design in Linz Austriaの Sommererらと共同で制作にあ
たった Flies in the Skyの展示の様子を Fig. 6.7に示す. これはバーチャルなハエの群れ
が参加者の動きに反応して飛び去ったりまとわりついてきたりする体感型のアート作
品である．Alfred Hitchcockの映画，The Birds（邦題：鳥）において，黒い鳥たちが
突然人間に襲いかかる有名なシーンがあるが，Flies in The Skyはそのシーンから感じ
57
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Bird Song Diamond Project
概要 LargeSpaceの全周映像提示機能，およびワイヤ駆動モーションベースを使用し
たインスタレーション作品の鑑賞会 “BIRD SONG DIAMOND Japan 2016～鳥の歌の











































Fly in The Skyでは参加者がハエから逃げ，またBSDでは参加者が羽を羽ばたかせ
ながら歩き回る様子が観察されたが，これは参加者が大きくあるいは素早く動くこと
を可能とした LargeSpaceのならではのインタラクションおよび参加者の反応である



















































































































































(a) Division number: 8
Distance Gap
(b) Division number: 16
Fig. 7.2: Difference in distance of adjacent view volumes
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第 7章考察
(a) Division number: 8 (b) Division number: 16 (c) Division number: 32
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A.2 How to import the asset
1. Open your Untiy project.
2. [Assets]->[Import Package]->[Custom Package. . . ]
82
第 A章 Unity用 LargeSpaceライブラリの利用手順
3. Import “LargeSpaceProjectionAssets [VERSION].unitypackage”.
4. Delete “MainCamera”.
5. Add prefabs “DistortedDrawerLS”, “ObserverLS” and “MotiveClientLS”.
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A.2How to import the asset
6. Execute “AddLayer()” from context menu of DistortedDrawer component.
7. Play and you’ll get the view like below
8. You can move “Observer” to move virtual viewpoint.
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