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Abstract
A traditional assumption underlying most data converters is that the signal should be sampled at a rate exceeding
twice the highest frequency. This statement is based on a worst-case scenario in which the signal occupies the
entire available bandwidth. In practice, many signals are sparse so that only part of the bandwidth is used. In this
paper, we develop methods for low-rate sampling of continuous-time sparse signals in shift-invariant (SI) spaces,
generated by m kernels with period T. We model sparsity by treating the case in which only k out of the m
generators are active, however, we do not know which k are chosen. We show how to sample such signals at a rate
much lower than m/T, which is the minimal sampling rate without exploiting sparsity. Our approach combines ideas
from analog sampling in a subspace with a recently developed block diagram that converts an infinite set of sparse
equations to a finite counterpart. Using these two components we formulate our problem within the framework of
finite compressed sensing (CS) and then rely on algorithms developed in that context. The distinguishing feature
of our results is that in contrast to standard CS, which treats finite-length vectors, we consider sampling of analog
signals for which no underlying finite-dimensional model exists. The proposed framework allows to extend much
of the recent literature on CS to the analog domain.
I. INTRODUCTION
Digital applications have developed rapidly over the last few decades. Signal processing in the discrete domain
inherently relies on sampling a continuous-time signal to obtain a discrete-time representation. The traditional
assumption underlying most analog-to-digital converters is that the samples must be acquired at the Shannon-
Nyquist rate, corresponding to twice the highest frequency [1], [2].
Although the bandlimited assumption is often approximately met, many signals can be more adequately modeled
in alternative bases other than the Fourier basis [3], [4], or possess further structure in the Fourier domain. Research
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in sampling theory over the past two decades has substantially enlarged the class of sampling problems that can
be treated efficiently and reliably. This resulted in many new sampling theories which accommodate more general
signal sets as well as various linear and nonlinear distortions [5], [6], [4], [7], [8], [9], [10], [11].
A signal class that plays an important role in sampling theory are signals in shift-invariant (SI) spaces. Such
functions can be expressed as linear combinations of shifts of a set of generators with period T [12], [13], [14],
[15], [16]. This model encompasses many signals used in communication and signal processing. For example,
the set of bandlimited functions is SI with a single generator. Other examples include splines [4], [17] and pulse
amplitude modulation in communications. Using multiple generators, a larger set of signals can be described such
as multiband functions [18], [19], [20], [21], [22], [23]. Sampling theories similar to the Shannon theorem can be
developed for this signal class, which allows to sample and reconstruct such functions using a broad variety of
filters.
Any signal x(t) in a SI space generated by m functions shifted with period T can be perfectly recovered from
m sampling sequences, obtained by filtering x(t) with a bank of m filters and uniformly sampling their outputs
at times nT . The overall sampling rate of such a system is m/T . In Section II we show explicitly how to recover
x(t) from these samples by an appropriate filter bank. If the signal is generated by k out of the m generators, then
as long as the chosen subset is known, it suffices to sample at a rate of k/T corresponding to uniform samples
with period T at the output of k filters. However, a more difficult question is whether the rate can be reduced if
we know that only k of the generators are active, but we do not know in advance which ones. Since in principle
x(t) may be comprised of any of the generators, it may seem at first that the rate cannot be lower than m/T .
This question is a special case of sampling a signal in a union of subspaces [24], [25], [26]. In our problem,
x(t) lies in one of the subspaces expressed by k generators, however we do not know which subspace is chosen.
Necessary and sufficient conditions where derived in [24], [25] to ensure that a sampling operator over such a
union is invertible. In our setting this reduces to the requirement that the sampling rate is at least 2k/T . However,
no concrete sampling methods where given that ensure efficient and stable recovery, and no recovery algorithm was
provided from a given set of samples. Finite-dimensional unions where treated in [26], for which stable recovery
methods where developed. Another special case of sampling on a union of spaces that has been studied extensively
is the problem underlying the field of compressed sensing (CS). In this setting, the goal is to recover a length m
vector x from p < m linear measurements, where x is known to be k-sparse in some basis [27], [28]. Many stable
and efficient recovery algorithms have been proposed to recover x in this setting [29], [30], [31], [32], [28], [33],
[26].
A fundamental difference between our problem and mainstream CS papers is that we aim to sample and
reconstruct continuous signals, while CS focuses on recovery of finite vectors. The methods developed in the
context of CS rely on the finite nature of the problem and cannot be immediately adopted to infinite-dimensional
settings without discretization or heuristics. Our goal is to directly reduce the analog sampling rate, without first
requiring the Nyquist-rate samples and then applying finite-dimensional CS techniques.
Several attempts to extend CS ideas to the analog domain were developed in a set of conferences papers [34],
[35]. However, in both papers an underlying discrete model was assumed which enabled immediate application of
known CS techniques. An alternative analog framework is the work on finite rate of innovation [36], [37], in which
x(t) is modeled as a finite linear combination of shifted diracs (some extensions are given to other generators
as well). The algorithms developed in this context exploit the similarity between the given problem and spectral
estimation, and again rely on finite dimensional methods.
In contrast, the model we treat in this paper is inherently infinite dimensional as it involves an infinite sequence
of samples from which we would like to recover an analog signal with infinitely many parameters. In such a setting
the measurement matrix in standard CS is replaced by a more general linear operator. It is therefore no longer clear
how to choose such an operator to ensure stability. Furthermore, even if a stable operator can be implemented,
it will result in infinitely many compressed samples. As standard CS algorithms operate on finite-dimensional
optimization problems, they cannot be applied to infinite dimensional sequences.
In our previous work, we considered a sparse analog sampling problem in which the signal x(t) has a multiband
structure, so that its Fourier transform consists of at most N bands, each of width limited by B [21], [22], [23].
Explicit sub-Nyquist sampling and reconstruction schemes were developed in [21], [22], [23] that ensure perfect
recovery of multiband signals at the minimal possible rate, without requiring knowledge of the band locations.
The proposed algorithms rely on a set of operations grouped under a block named continuous-to-finite (CTF).
The CTF, which is further developed in [38], essentially transforms the continuous reconstruction problem into a
finite dimensional equivalent, without discretization or heuristics. The resulting problem is formulated within the
framework of CS, and thus can be solved efficiently using known tractable algorithms.
The sampling methods used in [21], [23] for blind multiband sampling are tailored to that specific setting, and
are not applicable to the more general model we consider here. Our goal in this paper is to capitalize on the key
elements from [21], [38], [23] that enable CS of multiband signals and extend them to the more general SI setting
by combining results from standard sampling theory and CS. Although the ideas we present are rooted in our
previous work, their application to more general analog CS is not immediately obvious. To extend our work, it
is crucial to setup the more general problem treated here in a particular way. Therefore, a large part of the paper
is focused on the problem setup, and reformulation of previously derived results. We then show explicitly how
signals in a SI union created by m generators with period T , can be sampled and stably recovered at a rate much
lower than m/T . Specifically, if k out of m generators are active, then it is sufficient to use 2k ≤ p < m uniform
sequences at rate 1/T , where p is determined by the requirements of standard CS.
The paper is organized as follows. In Section II we provide background material on Nyquist-rate sampling in SI
spaces. Although most of these results are known in the literature, we review them here since our interpretation of
the recovery method is essential in treating the sparse setting. The sparse SI model is presented in Section III. In
this section we also review the main elements of CS needed for the development of our algorithm, and elaborate
more on the essential difficulty in extending them to the analog setting. The difference between sampling in general
SI spaces and our previous work [21] is also highlighted. In Section V we present our strategy for CS of SI analog
signals. Some examples of our framework are discussed in Section VI.
II. BACKGROUND: SAMPLING IN SI SPACES
Traditional sampling theory deals with the problem of recovering an unknown function x(t) ∈ L2 from its
uniform samples at times t = nT where T is the sampling period. More generally, the signal may be pre-filtered
prior to sampling with a filter s∗(−t) [4], [7], [11], [39], [16], where (·)∗ denotes the complex conjugate, as
illustrated in the left-hand side of Fig. 1. The samples c[n] can be represented as the inner products c[n] =
x(t) ✲ s∗(−t) ✲✑✑
❄
t = nT
✲ φ−1SA(e
jω) ✲ ❧× ✲ a(t) ✲ x(t)
c[n] d[n]
∑
n∈Z δ(t− nT )
✻
Fig. 1. Non-ideal sampling and reconstruction.
〈s(t− nT ), x(t)〉 where
〈s(t), x(t)〉 =
∫ ∞
t=−∞
s∗(t)x(t)dt. (1)
In order to recover x(t) from these samples it is typically assumed that x(t) lies in an appropriate subspace A of
L2.
A common choice of subspace is a SI subspace generated by a single generator a(t). Any x(t) ∈ A has the
form
x(t) =
∑
n∈Z
d[n]a(t− nT ), (2)
for some generator a(t) and sampling period T . Note that d[n] are not necessarily pointwise samples of the signal.
If ∣∣φSA(ejω)∣∣ > α > 0, a.e. ω, (3)
where we defined
φSA(e
jω) =
1
T
∑
k∈Z
S∗
(
ω
T
− 2π
T
k
)
A
(
ω
T
− 2π
T
k
)
, (4)
then x(t) can be perfectly reconstructed from the samples c[n] in Fig. 1 [39], [6]. The function φSA(ejω) is the
discrete-time Fourier transform (DTFT) of the sampled cross-correlation sequence:
rsa[n] = 〈s(t− nT ), a(t)〉. (5)
To emphasize the fact that the DTFT is 2π-periodic we use the notation Φ(ejω). Recovery is obtained by filtering
the samples c[n] by a discrete-time filter with frequency response
H(ejω) =
1
φSA(ejω)
, (6)
followed by modulation by an impulse train with period T and filtering with an analog filter a(t). The overall
sampling and reconstruction scheme is illustrated in Fig. 1. Evidently, SI subspaces allow to retain the basic flavor
of the Shannon sampling theorem in which sampling and recovery are implemented by filtering operations.
In this paper we consider more general SI spaces, generated by m functions aℓ(t) ∈ L2, 1 ≤ ℓ ≤ m. A
finitely-generated SI subspace in L2 is defined as [12], [13], [15]
A =
{
x(t) =
m∑
ℓ=1
∑
n∈Z
dℓ[n]aℓ(t− nT ) : dℓ[n] ∈ ℓ2
}
. (7)
The functions aℓ(t) are referred to as the generators of A. In the Fourier domain, we can represent any x(t) ∈ A
as
X(ω) =
m∑
ℓ=1
Dℓ(e
jωT )Aℓ(ω), (8)
where
Dℓ(e
jω) =
∑
n∈Z
dℓ[n]e
jωn, (9)
is the DTFT of dℓ[n]. Throughout the paper, we use upper-case letters to denote Fourier transforms: X(ω) is the
continuous-time Fourier transform of the function x(t), and C(ejω) is the DTFT of the sequence c[n].
In order to guarantee a unique stable representation of any signal in A by coefficients dℓ[n], the generators aℓ(t)
are typically chosen to form a Riesz basis for L2. This means that there exists constants α > 0 and β <∞ such
that
α‖d‖2 ≤
∥∥∥∥∥
m∑
ℓ=1
∑
n∈Z
dℓ[n]aℓ(t− nT )
∥∥∥∥∥
2
≤ β‖d‖2, (10)
where ‖d‖2 =∑mℓ=1∑n∈Z |dℓ[n]|2, and the norm in the middle term is the standard L2 norm. By taking Fourier
transforms in (10) it follows that the generators aℓ(t) form a Riesz basis if and only if [13]
αI MAA(ejω)  βI, a.e. ω, (11)
where
MAA(e
jω) =


φA1A1(e
jω) . . . φA1Am(e
jω)
.
.
.
.
.
.
.
.
.
φAmA1(e
jω) . . . φAmAm(e
jω)

 . (12)
Here φAiAℓ(ejω) is defined by (4) with Ai(ejω), Aℓ(ejω) replacing S(ejω), A(ejω). Throughout the paper we
assume that (11) is satisfied.
Since x(t) lies in a space generated by m functions, it makes sense to sample it with m filters sℓ(t), as in the
left-hand side of Fig. 2. The samples are given by
✲ s∗m(−t) ✲✑
✑
❄
t = nT
✲ ✲ ♥× ✲ am(t) ✲
cm[n]
∑
n∈Z δ(t− nT )
✻
dm[n]
.
.
.
.
.
.
✲ s∗1(−t) ✲✑
✑
❄
t = nT
✲ ✲ ♥× ✲ a1(t) ✲
c1[n]
∑
n∈Z δ(t− nT )
✻
d1[n]
x(t) ✲
M−1SA(e
jω) ♥ ✲ x(t)
✻
❄
Fig. 2. Sampling and reconstruction in shift-invariant spaces.
cℓ[n] = 〈sℓ(t− nT ), x(t)〉, 1 ≤ ℓ ≤ m. (13)
The following proposition provides a simple Fourier-domain relationship between the samples cℓ[n] of (13) and
the expansion coefficients dℓ[n] of (7):
Proposition 1: Let cℓ[n] = 〈sℓ(t− nT ), x(t)〉, 1 ≤ ℓ ≤ m be a set of m sequences obtained by filtering x(t)
of (7) with m filters s∗ℓ(−t) and sampling their outputs at times nT , as depicted in the left-hand side of Fig. 2.
Denote by c(ejω),d(ejω) the vectors with ℓth elements Cℓ(ejω),Dℓ(ejω), respectively. Then
c(ejω) =MSA(e
jω)d(ejω), (14)
where
MSA(e
jω) =


φS1A1(e
jω) . . . φS1Am(e
jω)
.
.
.
.
.
.
.
.
.
φSmA1(e
jω) . . . φSmAm(e
jω)

 , (15)
and φSiAℓ(ejω) are defined by (4).
Proof: The proof follows immediately by taking the Fourier transform of (13):
Cℓ(e
jω) =
1
T
∑
k∈Z
S∗ℓ
(
ω
T
− 2π
T
k
)
X
(
ω
T
− 2π
T
k
)
=
1
T
m∑
i=1
Di(e
jω)
∑
k∈Z
S∗ℓ
(
ω
T
− 2π
T
k
)
Ai
(
ω
T
− 2π
T
k
)
, (16)
where we used (8) and the fact that D(ejω) is 2π-periodic. In vector from, (16) reduces to (14).
Proposition 1 can be used to recover x(t) from the given samples as long as MSA(ejω) is invertible a.e.
in ω. Under this condition, the expansion coefficients can be computed as d(ejω) = M−1SA(ejω)c(ejω). Given
dℓ[n], x(t) is formed by modulating each coefficient sequence by a periodic impulse train
∑
n∈Z δ(t − nT ) with
period T , and filtering with the corresponding analog filter aℓ(t). In order to ensure stable recovery we require
αI  MSA(ejω)  βI a.e. In particular, we may choose sℓ(t) = aℓ(t) due to (11). The resulting sampling and
reconstruction scheme is depicted in Fig. 2.
The approach of Fig. 2 results in m sequences of samples, each at rate 1/T , leading to an average sampling
rate of m/T . Note that from (7) it follows that in each time step T , x(t) contains m new parameters, so that the
signal has m degrees of freedom over every interval of length T . Therefore this sampling strategy has the intuitive
property that it requires one sample for each degree of freedom.
III. UNION OF SHIFT-INVARIANT SUBSPACES
Evidently, when subspace information is available, perfect reconstruction from linear samples is often achievable.
Furthermore, recovery is possible using a simple filter bank. A more interesting scenario is when x(t) lies in a
union of SI subspaces of the form [26]
x(t) ∈
⋃
|ℓ|=k
Aℓ, (17)
where the notation |ℓ| = k means a union (or sum) over at most k elements. Here we consider the case in which
the union is over k out of m possible subspaces {Aℓ, 1 ≤ ℓ ≤ m}, where Aℓ is generated by aℓ(t). Thus,
x(t) =
∑
|ℓ|=k
∑
n∈Z
dℓ[n]aℓ(t− nT ), (18)
so that only k out of the m sequences dℓ[n] in the sum (18) are not identically zero. Note that (18) no longer
defines a subspace. Indeed, while the union contains signals of the form
∑
n di[n]ai(t−nT ) for two distinct values
of i, it does not include their linear combinations.
In principle, if we know which k sequences are non-zero, then x(t) can be recovered from samples at the output
of k filters using the scheme of Fig. 2. The resulting average sampling rate is k/T since we have k sequences,
each at rate 1/T . Alternatively, even without knowledge of the active subspaces, we can recover x(t) from samples
at the output of m filters resulting in a sampling rate of m/T . Although this strategy does not require knowledge
of the active subspaces, the price is an increase in sampling rate.
In [24], [25], the authors developed necessary and sufficient conditions for a sampling operator to be invertible
over a union of subspaces. Specializing the results to our problem implies that a minimal rate of at least 2k/T is
needed in order to ensure that there is a unique SI signal consistent with the samples. Thus, the fact that we do not
know the exact subspace leads to an increase of at least a factor two in the minimal rate. However, no concrete
methods were provided to reconstruct the original signal from its samples. Furthermore, although conditions for
invertibility were provided, these do not necessarily imply that a stable and efficient recovery is possible at the
minimal rate.
Our goal is to develop algorithms for recovering x(t) from a set of 2k ≤ p < m sampling sequences, obtained
by sampling the outputs of p filters at rate 1/T . Before developing our sampling scheme, we first explain the
difficulty in addressing this problem and its relation to prior work.
A. Compressed Sensing
A special case of a union of subspaces that has been treated extensively is CS of finite vectors [27], [28]. In
this setup, the problem is to recover a finite-dimensional vector x of length m from p < m linear measurements
y where
y =Mx, (19)
for some matrix M of size p×m. Since the equations (19) are underdetermined, more information is needed in
order to recover x. The prior assumed in the CS literature is that x = Φα where Φ is an m×m invertible matrix,
and α is k-sparse, so that it has at most k non-zero elements. This prior can be viewed as a union of subspaces
where each subspace is spanned by k columns of Φ.
A sufficient condition for the uniqueness of a k-sparse solution α to the equations y =MΦα is that A =MΦ
has a Kruskal-rank of at least 2k [32], [40]. The Kruskal-rank is the maximal number q such that every set of q
columns of A is linearly independent [41]. This unique α can be recovered by solving the optimization problem
[27]:
min
α
‖α‖0 s. t. y = Aα, (20)
where the pseudo-norm ℓ0 counts the number of non-zero entries. Therefore, if we are not concerned with stability
and computational complexity, then 2k measurements are enough to recover α exactly. Since (20) is known to
be NP-hard [27],[28], several alternative algorithms have been proposed in the literature that have polynomial
complexity. Two prominent approaches are to replace the ℓ0 norm by the convex ℓ1 norm, and the orthogonal
matching pursuit algorithm [27], [28]. For a given sparsity level k, these techniques are guaranteed to recover
the true sparse vector α as long as certain conditions on A are satisfied, such as the restricted isometry property
[28], [42]. The efficient methods proposed to recover x all require a number of measurements p that is larger than
2k, however still considerably smaller than m. For example, if A is chosen as p random rows from the Fourier
transform matrix, then the ℓ1 program will recover α with overwhelming probability as long as p ≥ ck logm where
c is a constant. Other choices for A are random matrices consisting of Gaussian or Bernoulli random variables
[33], [43]. In these cases, on the order of k log(m/k) measurements are necessary in order to be able to recover
α efficiently with high probability.
These results have also been generalized to the multiple-measurement vector (MMV) model in which the problem
is to recover a matrix X from matrix measurements Y = AX, where X has at most k non-zero rows. Here again,
if the Kruskal-rank of A is at least 2k, then there is a unique X consistent with Y. This unique solution can be
obtained by solving the combinatorial problem
min
X
|I(X)|, s. t. Y = AX, (21)
where I(X) is the set of indices corresponding to the non-zero rows of X [40]. Various efficient algorithms that
coincide with (21) under certain conditions on A have also been proposed for this problem [44],[40],[38].
B. Compressed Sensing of Analog Signals
Our problem is similar in spirit to finite CS: we would like to sense a sparse signal using fewer measurements
than required without the sparsity assumption. However, the fundamental difference between the two stems from
the fact that our problem is defined over an infinite-dimensional space of continuous functions. As we now show,
trying to represent it in the same form as CS by replacing the finite matrices by appropriate operators, raises
several difficulties that precludes direct application of CS-type results.
To see this, suppose we represent x(t) in terms of a sparse expansion, by defining an infinite-dimensional
operator Φ(t) corresponding to the concatenation of the functions aℓ(t − nT ), and an infinite sequence α ∈ ℓ2
which consists of the concatenation of the sequences dℓ[n]. We may then write x(t) = Φ(t)α which resembles
the finite expansion x = Φα. Since dℓ[n] is identically zero for several values of ℓ, α will contain many zero
elements. Next, we can define a measurement operator M(t) so that the measurements are given by y = Aα where
A = M(t)Φ(t).
In analogy to the finite setting, the recovery properties of α should depend on A. However, immediate application
of CS ideas to this operator equation is impossible. As we have seen, the ability to recover α in the finite setting
depends on its sparsity. In our case, the sparsity of α is always infinite. Furthermore, a practical way to ensure
stable recovery with high probability in conventional CS is to draw the elements of A at random, with the number
of rows of A proportional to the sparsity. In the operator setting, we cannot clearly define the dimensions of A
or draw its elements at random. Even if we can develop conditions on A such that the measurement sequence
y = Aα uniquely determines α, it is still not clear how to recover α from y. The immediate extension of basis
pursuit to this context would be:
min
α
‖α‖1 s. t. y = Aα. (22)
Although (22) is a convex problem, it is defined over infinitely many variables, with infinitely many constraints.
Convex programming techniques such as semi-infinite programming and generalized semi-infinite programming,
allow only for infinite constraints while the optimization variable must be finite. Therefore, (22) cannot be solved
using standard optimization tools as in finite-dimensional CS.
This discussion raises three important questions we need to address in order to adapt CS results to the analog
setting:
1) How do we choose an analog sampling operator?
2) Can we introduce structure into the sampling operator and still preserve stability?
3) How do we solve the resulting infinite-dimensional recovery problem?
C. Previous Work on Analog Compressed Sensing
In our previous work [21], [22], [23], we treated a special case of analog CS. Specifically, we considered blind
multiband sampling in which the goal is to sample a bandlimited signal x(t) whose frequency response consists
of at most N bands of length limited by B, with unknown support. In Section VI we show that this model can
be formulated as a union of SI subspaces (18). In order to sample and recover x(t) at rates much lower than
Nyquist, we proposed two types of sampling methods: In [21] we considered multicoset sampling while in [23]
we modulated the signal by a periodic function, prior to standard low-pass sampling. Both strategies lead to p
sequences of low-rate uniform samples which, in the Fourier domain, can be related to the unknown x(t) via an
infinite measurement vector (IMV) model [38], [21]. This model is an extension of the MMV problem to the case
in which the goal is to recover infinitely many unknown vectors that share a joint sparsity pattern. Using the IMV
techniques developed in [21], [38], x(t) can then be recovered by solving a finite-dimensional convex optimization
problem. We elaborate more on the IMV model below, as it is a key ingredient in our proposed sampling strategy.
The sampling method described above is tailored to the multiband model, and exploits the fact that the spectrum
has many intervals that are identically zero. Applying this approach to the general SI setting will not lead to perfect
recovery. In order to extend our previous results, we therefore need to reveal the key ideas that allow CS of analog
signals, rather than analyzing a specific set of sampling equations as in [21], [22], [23]. Further study of blind
multiband sampling suggests two key elements enabling analog CS:
1) Fourier domain analysis of the sequences of samples.
2) Choosing the sampling functions such that we obtain an IMV model.
Our approach is to capitalize on these two components and extend them to the model (18).
To develop an analog CS system, we design p < m sampling filters si(t) that enable perfect recovery of x(t). In
view of our previous discussion, our task can be rephrased as determining sampling filters such that in the Fourier
domain, the resulting samples can be described by an IMV system. In the next section we review the key elements
of the IMV problem. We then show how to appropriately choose the sampling filters for the general model (18).
IV. INFINITE MEASUREMENT MODEL
In the IMV model the goal is to recover a set of unknown vectors x(λ) from measurement vectors
y(λ) = Ax(λ), λ ∈ Λ, (23)
where Λ is a set whose cardinality can be infinite. In particular, Λ may be uncountable, such as the frequencies
ω ∈ [−π, π). The k-sparse IMV model assumes that the vectors {x(λ)}, which we denote for brevity by x(Λ),
share a joint sparsity pattern, that is, the non-zero elements are supported on a fixed location set of size k [38].
As in the finite-case it is easy to see that if σ(A) ≥ 2k, where σ(A) is the Kruskal-rank of A, then x(Λ) is the
unique k-sparse solution of (23) [38]. The major difficulty with the IMV model is how to recover the solution set
x(Λ) from the infinitely many equations (23). One suboptimal strategy is to convert the problem into an MMV by
solving (23) only over a finite set of values λ. However, clearly this strategy cannot guarantee perfect recovery.
Instead, the approach in [38] is to recover x(Λ) in two steps. First, we find the support set S of x(Λ), and then
reconstruct x(Λ) from the data y(Λ) and knowledge of S.
Once S is found, the second step is straightforward. To see this, note that using S, (23) can be written as
y(λ) = ASx
S(λ), λ ∈ Λ, (24)
where AS denotes the matrix containing the columns of A whose indices belong to S, and xS(λ) is the vector
consisting of entries of x(λ) in locations S. Since x(Λ) is k-sparse, |S| ≤ k. Therefore, the columns of AS
are linearly independent (because σ(A) ≥ 2k), implying that A†SAS = I, where A†S =
(
AHS AS
)−1
AHS is the
pseudo-inverse of AS and (·)H denotes the Hermitian conjugate. Multiplying (24) by A†S on the left gives
xS(λ) = A†Sy(λ), λ ∈ Λ. (25)
The components in x(λ) not supported on S are all zero. Therefore (25) allows for exact recovery of x(Λ) once
the finite set S is correctly identified.
It remains to determine S efficiently. In [38] it was shown that S can be found exactly by solving a finite MMV.
The steps used to formulate this MMV are grouped under a block referred to as the continuous-to-finite (CTF)
block. The essential idea is that every finite collection of vectors spanning the subspace span(y(Λ)) contains
sufficient information to recover S, as incorporated in the following theorem [38]:
Theorem 1: Suppose that σ(A) ≥ 2k, and let V be a matrix with column span equal to span(y(Λ)). Then, the
linear system
V = AU (26)
has a unique k-sparse solution U whose support is equal S.
The advantage of Theorem 1 is that it allows to avoid the infinite structure of (23) and instead find the finite set S
by solving the single MMV system of (26). The additional requirement of Theorem 1 is to construct a matrix V
having column span equal to span(y(Λ)). The following proposition, proven in [38], suggests such a procedure.
To this end, we assume that x(Λ) is piecewise continuous in λ.
y(Λ)
Find a frame for y(Λ) Reconstruct the set S = I(x(Λ))
Q =
∫
λ∈Λ
y(λ)yH(λ)dλ Q = VVH
V
S = I(U¯)
S
Proposition 2 Theorem 1
Solve MMV V = AU for
sparsest solution matrix U¯
Fig. 3. The fundamental stages for the recovery of the non-zero location set S in an IMV model using only one finite-dimensional problem.
Proposition 2: If the integral
Q =
∫
λ∈Λ
y(λ)yH (λ)dλ, (27)
exists, then every matrix V satisfying Q = VVH has a column span equal to span(y(Λ)).
Fig. 3, taken from [38], summarizes the reduction steps that follow from Theorem 1 and Proposition 2. Note,
that each block in the figure can be replaced by another set of operations having an equivalent functionality. In
particular, the computation of the matrix Q of Proposition 2 can be avoided if alternative methods are employed for
the construction of a frame V for span(y(Λ)). In the figure, I indicates the joint support set of the corresponding
vectors.
V. COMPRESSED SENSING OF SI SIGNALS
We now combine the ideas of Sections II and IV in order to develop efficient sampling strategies for a union
of subspaces of the form (18). Our approach consists of filtering x(t) with p < m filters si(t), and uniformly
sampling their outputs at rate 1/T . The design of si(t), 1 ≤ i ≤ p relies on two ingredients:
1) A matrix A chosen such that it solves a discrete CS problem in the dimensions m (vector length) and k
(sparsity).
2) A set of functions hi(t), 1 ≤ i ≤ m which can be used to sample and reconstruct the entire set of generators
ai(t), 1 ≤ i ≤ m, namely such that MHA(ejω) is stably invertible a.e.
The matrix A is determined by considering a finite-dimensional CS problem where we would like to recover a
k-sparse vector x of length m from p measurements y = Ax. The value of p can be chosen to guarantee exact
recovery with combinatorial optimization, in which case p ≥ 2k, or to lead to efficient recovery (possibly only
with high probability) requiring p > 2k. We show below that the same A chosen for this discrete problem can
be used for analog CS. The functions hi(t) are chosen so that they can be used to recover x(t). However, since
there are m such functions, this results in more measurements than actually needed.
We derive the proposed sampling scheme in three steps: First, we consider the problem of compressively
measuring the vector sequence d[n], whose ℓth component is given by dℓ[n], where only k out of the m sequences
dℓ[n] are non-zero. We show that this can be accomplished by using the matrix A above and IMV recovery theory.
In the second step, we obtain the vector sequence d[n] from the given signal x(t) using an appropriate filter bank
of m analog filters, and sampling their outputs. Finally, we merge the first two steps to arrive at a bank of p < m
analog filters that can compressively sample x(t) directly. These steps are detailed in the 3 ensuing subsections.
A. Union of Discrete Sequences
We begin by treating the problem of sampling and recovering the sequence d[n]. This can be accomplished by
using the IMV model introduced in Section IV. Indeed, suppose we measure d[n] with a size p ×m matrix A,
that allows for CS of k-sparse vectors of length m. Then, for each n,
y[n] = Ad[n], n ∈ Z. (28)
The system of (28) is an IMV model: For every n the vector d[n] is k-sparse. Furthermore, the infinite set of
vectors {d[n], n ∈ Z} has a joint sparsity pattern since at most k of the sequences dℓ[n] are non-zero. As we
described in Section IV, such a system of equations can be solved by transforming it into an equivalent MMV,
whose recovery properties are determined by those of A. Since A was designed such that CS techniques will
work, we are guaranteed that d[n] can be perfectly recovered for each n (or recovered with high probability). The
reconstruction algorithm is depicted in Fig. 3. Note that in this case the integral in computing Q becomes a sum
over n: Q =
∑
n∈Z y[n]y
H [n] (we assume here that the sum exists).
Instead of solving (28) we may also consider the Frequency-domain set of equations:
y(ejω) = Ad(ejω), 0 ≤ ω < 2π, (29)
where y(ejω),d(ejω) are the vectors whose components are the frequency responses Yℓ(ejω),Dℓ(ejω). In principle,
we may apply the CTF block of Fig. 3 to either representations, depending on which choice offers a simpler method
for determining a basis V for the range of {y(Λ)}.
When designing the measurements (28), the only freedom we have is in choosing A. To generalize the class of
sensing operators we note that d[n] can also be recovered from
y(ejω) =W(ejω)Ad(ejω), 0 ≤ ω < 2π, (30)
for any invertible p×p matrix W(ejω) with elements Wiℓ(ejω). The measurements of (30) can be obtained directly
in the time domain as
yi[n] =
p∑
ℓ=1
wiℓ[n] ∗
(
m∑
r=1
Aℓrdr[n]
)
, 1 ≤ i ≤ p, (31)
where wiℓ[n] is the inverse transform of Wiℓ(ejω), and ∗ denotes the convolution operator. To recover dℓ[n] from
y(ejω), we note that the modified measurements y˜(ejω) =W−1(ejω)y(ejω) obey an IMV model:
y˜(ejω) = Ad(ejω), 0 ≤ ω < 2π. (32)
Therefore, the CTF block can be applied to y˜(ejω). As in (31), we may use the CTF in the time domain by noting
that
y˜i[n] =
p∑
ℓ=1
biℓ[n] ∗ yℓ[n], (33)
where biℓ[n] is the inverse DTFT of Biℓ(ejω), with B(ejω) =W−1(ejω).
The extra freedom offered by choosing an arbitrary invertible matrix W(ejω) in (30) will be useful when we
discuss analog sampling, as different choices lead to different sampling functions. In Section VI we will see an
example in which a proper selection of W(ejω) leads to analog sampling functions that are easy to implement.
B. Biorthogonal Expansion
The previous section established that given the ability to sample the m sequences dℓ[n] we can recover them
exactly from p < m discrete-time sequences obtained via (30) or (31). Reconstruction is performed by applying
the CTF block to the modified measurements either in the frequency domain (32) or in the time domain (33). The
drawback is that we do not have access to dℓ[n] but rather we are given x(t).
In Fig. 2 and Section II we have seen that the sequences dℓ[n] can be obtained by sampling x(t) with a set
of functions hℓ(t) for which MHA(ejω) of (15) is stability invertible, and then filtering the sampled sequences
with a multichannel discrete-time filter M−1HA(ejω). Thus, we can first apply this front-end to x(t), which will
produce the sequence of vectors d[n]. We can then use the results of the previous subsection in order to sense
these sequences efficiently. The resulting measurement sequences yℓ[n] are depicted in Fig. 4, where A is a p×m
matrix satisfying the requirements of CS in the appropriate dimensions, and W(ejω) is a size p × p filter bank
that is invertible a.e.
Combining the analog filters hℓ(t) with the discrete-time multichannel filter M−1HA(ejω), we can express dℓ[n]
as
dℓ[n] = 〈vℓ(t− nT ), x(t)〉, 1 ≤ ℓ ≤ m,n ∈ Z, (34)
where
v(ω) =M−∗HA(e
jωT )h(ω). (35)
Here v(ω),h(ω) are the vectors with ℓth elements Vℓ(ω),Hℓ(ω) and (·)−∗ denotes the conjugate of the inverse.
✲ h∗m(−t) ✲✑
✑
❄
t = nT
✲
✲ yp[n]
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.
.
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.
.
✲ h∗1(−t) ✲✑
✑
❄
t = nT
✲
✲ y1[n]
x(t) ✲
M−1HA(e
jω)
✲
dm[n]
✲
d1[n]
AW(ejω)
Fig. 4. Analog compressed sampling with arbitrary filters hi(t).
The inner products in (34) can be obtained by filtering x(t) with the bank of filters v∗ℓ (−t), and uniformly sampling
the outputs at times nT .
To see that (34) holds, let cℓ[n] be the samples resulting from filtering x(t) with the m filters vℓ(t) and uniformly
sampling their outputs at rate 1/T . From Proposition 1,
c(ejω) =MV A(e
jω)d(ejω). (36)
Therefore, to establish (34) we need to show that MV A(ejω) = I. Now, from (15),
[MV A(e
jω)]iℓ =
1
T
∑
k∈Z
V ∗i
(
ω
T
− 2π
T
k
)
Aℓ
(
ω
T
− 2π
T
k
)
=
1
T
m∑
r=1
[M−1HA(e
jω)]ir
∑
k∈Z
H∗r
(
ω
T
− 2π
T
k
)
Aℓ
(
ω
T
− 2π
T
k
)
= [M−1HA(e
jω)]i[MHA(e
jω)]ℓ = Iiℓ, (37)
where [Q]ir is the irth element of the matrix Q, and [Q]i, [Q]i are the ith row and column respectively of Q.
Therefore, as required, MV A(ejω) = I.
The functions {vℓ(t− nT )} have the property that they are biorthogonal to {aℓ(t− nT )}, that is
〈vℓ(t− nT ), ai(t− rT )〉 = δℓiδnr, (38)
where δℓi = 1 if ℓ = i, and 0 otherwise. This follows from the fact that in the Fourier domain, (38) is equivalent
to
MV A(e
jω) = I. (39)
Evidently, we can construct a set of biorthogonal functions from any set of functions hℓ(t) for which MHA(ejω)
is stably invertible, via (35). Note that the biorthogonal vectors in the space A are unique. This follows from the
fact that if two sets {v1i (t)}, {v2i (t)} satisfy (38), then
〈gℓ(t− nT ), ai(t− rT )〉 = 0, for all ℓ, i, n, r, (40)
where gi(t) = v1i (t) − v2i (t). Since {ai(t− nT )} span A, (40) implies that gi(t −mT ) lies in A⊥ for any i,m.
However, if both v1i (t) and v2i (t) are in A, then so is gi(t−mT ), from which we conclude that gi(t−mT ) = 0.
Thus, as long as we start with a set of functions hi(t) that span A, the sampling functions vi(t) resulting from
(35) will be the same. However, their implementation in hardware is different, since hi(t) represents an analog
filter while MHA(ejω) is a discrete-time filter bank. Therefore, different choices of hi(t) lead to distinct analog
filters.
C. CS of Analog Signals
Although the sampling scheme of Fig. 4 results in compressed measurements yℓ[n], they are still obtained by an
analog front-end that operates at the high rate m/T . However, our goal is to reduce the rate at the analog front-end.
This can be easily accomplished by moving the discrete filters M−1HA(ejω), AW(ejω) back to the analog domain.
In this way, the compressed measurement sequences yℓ[n] can be obtained directly from x(t), by filtering x(t)
with p filters sℓ(t) and uniformly sampling their outputs at times nT , leading to a system with sampling rate p/T .
An explicit expression for the resulting sampling functions is given in the following theorem.
Theorem 2: Let the compressed measurements yℓ[n], 1 ≤ ℓ ≤ p be the output of the hybrid filter bank in Fig. 4.
Then {yℓ[n]} can be obtained by filtering x(t) of (18) with p filters {s∗ℓ (−t)} and sampling the outputs at rate
1/T , where
s(ω) = W∗(ejωT )A∗v(ω)
= W∗(ejωT )A∗M−∗HA(e
jωT )h(ω). (41)
Here s(ω),h(ω) are the vectors with ℓth elements Sℓ(ω),Hℓ(ω) respectively, and the components Vℓ(ω) of v(ω) =
M−∗HA(e
jωT )h(ω) are Fourier transforms of generators vℓ(t) such that {vℓ(t−nT )} are biorthogonal to {aℓ(t−nT )}.
In the time domain,
si(t) =
m∑
ℓ=1
p∑
r=1
∑
n∈Z
w∗ir[−n]A∗rℓvℓ(t− nT ), (42)
where wir[n] is the inverse transform of [W(ejω)]ir and
vi(t) =
m∑
ℓ=1
∑
n∈Z
ψ∗iℓ[−n]hℓ(t− nT ), (43)
where ψiℓ[n] is the inverse transform of [M−1HA(ejω)]iℓ.
Proof: Suppose that x(t) is filtered by the p filters si(t) and then uniformly sampled at nT . From Proposition 1,
the samples can be expressed in the Fourier domain as
c(ejω) =MSA(e
jω)d(ejω). (44)
In order to prove the theorem we need to show that MSA(ejω) =W(ejω)A.
Let
B(ejω) =W∗(ejω)A∗, (45)
so that s(ω) = B(ejωT )v(ω). Then,
[MSA(e
jω)]iℓ =
1
T
∑
k∈Z
S∗i
(
ω
T
− 2π
T
k
)
Aℓ
(
ω
T
− 2π
T
k
)
=
1
T
m∑
r=1
B∗ir(e
jω)
∑
k∈Z
V ∗r
(
ω
T
− 2π
T
k
)
Aℓ
(
ω
T
− 2π
T
k
)
= [B∗(ejω)]i[MV A(e
jω)]ℓ, (46)
where [Q]i, [Q]i are the ith row and column respectively of the matrix Q. The first equality follows from the fact
that B(ejω) is 2π periodic. From (46),
MSA(e
jω) = B∗(ejω)MV A(e
jω) =W(ejω)A, (47)
where we used the fact that MV A(ejω) = I due to the biorthogonality property.
Finally, if s(ω) = B(ejωT )v(ω), then
si(t) =
m∑
ℓ=1
∑
n∈Z
biℓ[n]vℓ(t− nT ), (48)
where biℓ[n] is the inverse DTFT of [Biℓ(ejω)]iℓ. Using (45) together with the fact that the inverse transform of
Q∗iℓ(e
jω) is q∗iℓ[−n], results in (42). The relation (43) follows from the same considerations.
Theorem 2 is the main result which allows for compressive sampling of analog signals. Specifically, starting
from any matrix A that satisfies the CS requirements of finite vectors, and a set of sampling functions hi(t) for
which MHA(ejω) is invertible, we can create a multitude of sampling functions si(t) to compressively sample the
underlying analog signal x(t). The sensing is performed by filtering x(t) with the p < m corresponding filters,
and sampling their outputs at rate 1/T . Reconstruction from the compressed measurements yi[n], 1 ≤ i ≤ p is
obtained by applying the CTF block of Fig. 3 in order to recover the sequences di[n]. The original signal x(t) is
then constructed by modulating appropriate impulse trains and filtering with ai(t), as depicted in Fig. 5.
✲ s∗p(−t) ✲✑
✑
❄
t = nT
✲
✲ ❧× ✲ am(t) ✲
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∑
n∈Z δ(t− nT )
✻
dm[n]
.
.
.
.
.
.
✲ s∗1(−t) ✲✑
✑
❄
t = nT
✲
✲ ❧× ✲ a1(t) ✲
y1[n] ∑
n∈Z δ(t− nT )
✻
d1[n]
x(t) ✲ CTF ❧ ✲ x(t)
✻
❄
Fig. 5. Compressed sensing of analog signals. The sampling functions si(t) are obtained by combining the blocks in Fig. 4 and are given
in Theorem 2.
As a final comment, we note that we may add an invertible diagonal matrix Z(ejω) prior to multiplication by
A. Indeed, in this case the measurements are given by
y(ejω) =W(ejω)AZ(ejω)d(ejω) = Ad˜(ejω), (49)
where d˜(ejω) has the same sparsity profile as d(ejω). Therefore, d˜(ejω) can be recovered using the CTF block.
In order to reconstruct x(t), we first filter each of the non-zero sequences d˜i[n] with the convolutional inverse of
Zi(e
jω).
In this section we discussed the basic elements that allow recovery from compressed analog signals: we first
use a biorthogonal sampling set in order to access the coefficient sequences, and then employ a conventional CS
mixing matrix to compress the measurements. Recovery is possible by using an IMV model and applying the CTF
block of Fig. 3 either in time or in frequency. In practical applications we have the freedom to choose W(ejω)
and A so that we end up with analog sampling functions that are easy to implement. Two examples are considered
in the next section.
VI. EXAMPLES
A. Periodic Sparsity
Suppose that we are given a signal x(t) that lies in a SI subspace generated by a(t) so that x(t) =
∑
n∈Z d[n]a(t−
nT ′). The coefficients d[n] have a periodic sparsity pattern: Out of each consecutive group of m coefficients, there
are at most k non-zero values, in a given pattern. For example, suppose that m = 7, k = 2 and the sparsity profile
is S = {1, 4}. Then d[n] can be non-zero only at indices n = 1+7ℓ or n = 4+7ℓ for some integer ℓ. Decomposing
d[n] into blocks d[n] of length m, the sparsity pattern of x(t) implies that the vectors {d[n]} are jointly k-sparse.
Since x(t) lies in a SI subspace spanned by a single generator, we can sample it by first prefiltering with the
filter
Q(ω) =
1
φHA(ejωT
′)
H(ω), (50)
where h(t) is any function such that φHA(ejω) defined by (4) is non-zero a.e. on ω, and then sampling the output
at rate 1/T ′, as in Fig. 1. With this choice, the samples c[n] = 〈q(t− nT ′), x(t)〉 are equal to the unknown
coefficients d[n]. We may then use standard CS techniques to compressively sample d[n]. For example, we can
sample d[n] sequentially by considering blocks d[n] of length m, and using a standard CS matrix A designed to
sample a k-sparse vector of length-m. Alternatively, we can exploit the joint sparsity by combining several blocks
and sampling them together using MMV techniques, or applying the IMV method of Section IV. However, these
approaches still require an analog sampling rate of 1/T ′. Thus, the rate reduction is only in discrete time, whereas
the analog sampling rate remains at the Nyquist rate. Since many of the coefficients are zero, we would like to
directly reduce the analog rate so as not to acquire the zero values of d[n], rather than acquiring them first, and
then compressing in discrete time.
To this end, we note that our problem may be viewed as a special case of the general model (18) with ai(t) =
a(t − (i − 1)), 1 ≤ i ≤ m and di[n] = d[i + nT ], 1 ≤ i ≤ m with T = mT ′. Therefore, the rate can be reduced
by using the tools of Section V. From Theorem 2, we first need to construct a set of functions {vℓ(t− nT )} that
are biorthogonal to {aℓ(t− nT )}. It is easy to see that
vℓ(t) = q(t− (ℓ− 1)), 1 ≤ ℓ ≤ m, (51)
with Q(ω) given by (50) constitute a biorthogonal set. Indeed, with this choice
[MV A(e
jω)]iℓ =
1
T
ej(i−ℓ)ω/T ·∑
k∈Z
e−j(i−ℓ)2πk/TQ∗
(
ω
T
− 2π
T
k
)
A
(
ω
T
− 2π
T
k
)
=
1
T
ej(i−ℓ)ω/T
T−1∑
r=0
e−j(i−ℓ)2πr/TG(ej(ω−2πr)/T ), (52)
where we defined
G(ejω) =
1
T
∑
k∈Z
Q∗ (ω − 2πk)A (ω − 2πk) . (53)
From (50), G(ejω) = 1. Combining this with the relation
1
T
T−1∑
r=0
e−j2πrm/T = δ[m], (54)
it follows from (52) that MV A(ejω) = I.
We now use Theorem 2 to conclude that any sampling functions of the form s(ω) = W∗(ejωT )A∗v(ω) with
Vℓ(ω) = Q(ω)e
−j(ℓ−1)ω and Q(ω) given by (50) can be used to compressively sample the signal at a rate
p/T = p/(mT ′) < 1/T ′. In particular, given a matrix A of size p×m that satisfies the CS requirements, we may
choose sampling functions
si(t) =
m∑
ℓ=1
A∗iℓq(t− (ℓ− 1)), 1 ≤ i ≤ p. (55)
In this strategy, each sample is equal to a linear combination of several values d[n], in contrast to the high-rate
method in which each sample is exactly equal d[n].
As a special case, suppose that T ′ = 1, a(t) = 1 on the interval [0, 1] and is zero otherwise. Thus, x(t) is
piecewise constant over intervals of length 1. Choosing h(t) = a(t) in (50) it follows that q(t) = 1. This is because
raa[n] = 〈a(t− n), a(t)〉 = δ[n] so that φAA(ejω) = 1. Therefore, vℓ(t) = a(t − (ℓ − 1)) are biorthogonal to
aℓ(t). One way to acquire the coefficients d[n] is to filter the signal x(t) with v(t) = a(t) and sample the output
at rate 1. This corresponds to integrating x(t) over intervals of length one. Since x(t) has a constant value d[n]
over the nth interval, the output will indeed be the sequence d[n]. To reduce the rate, we may instead use the
p < m sampling functions (55) and sample the output at rate 1/m. This is equivalent to first multiplying x(t) by
p periodic sequences with period m. Each sequence is piecewise constant over intervals of length 1 with values
Aiℓ, 1 ≤ ℓ ≤ m. The continuous output is then integrated over intervals of length m to produce the samples
yℓ[n]. Applying the CTF block to these measurements allows to recover d[n]. Although this special case is rather
simple, it highlights the main idea. Furthermore, the same techniques can be used even when the generator a(t)
has infinite length.
B. Multiband Sampling
Consider next the multiband sampling problem [21], [23] in which we have a complex signal that consists of
at most N frequency bands, each of length no larger than B. In addition, the signal is bandlimited to 2π/T . If
the band locations are known, then we can recover such a signal from nonuniform samples at an average rate of
NB/(2π) which is typically much smaller than the Nyquist rate 2π/T [18], [19], [20]. When the band locations
are unknown, the problem is much more complicated. In [21] it was shown that the minimum sampling rate for
such signals is NB/π. Furthermore, explicit algorithms were developed which achieve this rate. Here we illustrate
how this problem can be formulated within our framework.
Dividing the frequency interval [0, 2π/T ) into m sections, each of equal length 2π/(mT ), it follows that if
m ≤ 2π/(BT ) then each band comprising the signal is contained in no more than 2 intervals. Since there are N
bands, this implies that at most 2N sections contain energy. To fit this problem into our general model, let
Ai(ω) =
√
mTA
(
ω − 2π(i− 1)
mT
)
, 1 ≤ i ≤ m, (56)
where A(ω) is a low-pass filter (LPF) on [0, 2π/(mT )). Thus, Ai(ω) describes the support of the ith interval.
Since any multiband signal x(t) is supported in the frequency domain over at most 2N sections, x(t) can be
written as
X(ω) =
m∑
i=1
Ai(ω)Di(ω), (57)
for some Di(ω) supported on the ith interval, where at most 2N functions are nonzero. Since the support of Di(ω)
has length 2π/(mT ), it can be written as a Fourier series
Di(ω) =
∑
n∈Z
di[n]e
−jωnmT △=Di(e
jωmT ). (58)
Thus, our signal fits the general model (18), where there are at most 2N sequences di[n] that are nonzero.
We now use our general results to obtain sampling functions that can be used to sample and recover such signals
at rates lower than Nyquist. One possibility is to choose hi(t) = ai(t). Since the functions ai(t) are orthonormal
(as is evident by considering the frequency domain representation), we have that MHA(ejω) = MAA(ejω) = I.
Consequently, the resulting sampling functions are
si(t) =
m∑
ℓ=1
A∗iℓaℓ(t). (59)
In the Fourier domain, Si(ω) is bandlimited to 2π/T and piecewise constant with values
√
mTA∗iℓ over intervals
of length 2π/(mT ).
Alternative sampling functions are those used in [21]:
si(t) = δ(t− ciT ), 1 ≤ i ≤ p, (60)
where {ci} are p distinct integer values in the range 1 ≤ ci ≤ m. Since x(t) is bandlimited, sampling with the
filters (60) is equivalent to using the bandlimited functions
Si(ω) = e
−jciωT , 0 ≤ ω ≤ 2π
T
. (61)
To show that these filters can be obtained from our general framework incorporated in Theorem 2, we need to
choose a p×m matrix A and an invertible p× p matrix W(ejω) such that Gi(ω) = Si(ω) where
g(ω) =W∗(ejωmT )A∗v(ω), (62)
and v(ω) represents a biorthogonal set. In our setting, we can choose Vi(ω) = Ai(ω) due to the orthogonality of
ai(t).
Let A be the matrix consisting of the rows ci, 1 ≤ i ≤ p of the m×m Fourier matrix
Aiℓ =
1√
m
ej2π(ℓ−1)ci/m, (63)
and choose W(ejω) as a diagonal matrix with ith diagonal element
Wi(e
jω) =
1√
T
ejciω/m, 0 ≤ ω < 2π. (64)
From (62),
Gi(ω) = W
∗
i (e
jωmT )
m∑
ℓ=1
A∗iℓAℓ(ω). (65)
Since Aℓ(ω) is equal to
√
mT over the ℓth interval [(ℓ− 1)2π/(mT ), ℓ2π/mT ) and 0 otherwise, ∑mℓ=1A∗iℓAℓ(ω)
is piecewise constant with values equal to
√
mTA∗iℓ on intervals of length 2π/(mT ). In addition, on the ℓth
interval,
W ∗i (e
jωmT ) =
1√
T
e−jciT (ω−(ℓ−1)2π/(mT ))
= (
√
m/
√
T )e−jciωTAiℓ. (66)
Consequently, on this interval, Gi(ω) is equal to
√
mTW ∗i (e
jωmT )A∗iℓ = e
−jciωT
. Since this expression does not
depend on ℓ, Gi(ω) = Si(ω) for 0 ≤ ω ≤ 2π/T .
From our general results, in order to recover the original signal x(t) we need to apply the CTF to the modified
measurements y˜(ejω) =W−1(ejω)y(ejω). Since W(ejω) is diagonal, the DTFT of the ith sequence y˜i[n] is given
by
Y˜i(e
jω) =
1√
T
e−jciω/mYi(e
jω), 0 ≤ ω ≤ 2π. (67)
This corresponds to a scaled non-integer delay ci/m of yi[n]. Such a delay can be realized by first upsampling
the sequence yi[n] by factor of m, low-pass filtering with a LPF with cut-off π/m, shifting the resulting sequence
by ci, and then down sampling by m. This coincides with the approach suggested in [21] for applying the CTF
directly in the time domain. Here we see that this processing follows directly from our general framework.
We have shown that a particular choice of A and W(ejω) results in the sampling strategy of [21]. Alternative
selections can lead to a variety of different sampling functions for the same problem. The added value in this
context is that in [21] there is no discussion on what type of sampling methods lead to stable recovery. The
framework we developed in this paper can be applied in this specific setting to suggest more general types of
stable sampling and recovery strategies.
VII. CONCLUSION
We developed a general framework to treat sampling of sparse analog signals. We focused on signals in a SI space
generated by m kernels, where only k out of the m generators are active. The difficulty arises from the fact that
we do not know in advance which k are chosen. Our approach was based on merging ideas from standard analog
sampling, with results from the emerging field of CS. The latter focuses on sensing finite-dimensional vectors that
have a sparsity structure in some transform domain. Although our problem is inherently infinite-dimensional, we
showed that by using the notion of biorthogonal sampling sets and the recently developed CTF block [38], [21],
we can convert our problem to a finite-dimensional counterpart that takes on the form of an MMV, a problem
which has been treated previously in the CS literature.
In this paper, we focused on sampling using a bank of analog filters. An interesting future direction to pursue
is to extend these ideas to other sampling architectures that may be easier to implement in hardware.
As a final note, most of the literature to date on the exciting field of CS has focused on sensing of finite-
dimensional vectors. On the other hand, traditional sampling theory focuses on infinite-dimensional continuous-
time signals. It is our hope that this work can serve as a step in the direction of merging these two important areas
in sampling, leading to a more general notion of compressive sampling.
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