Weakly supervised instance segmentation, which could greatly decrease financial and time cost, is one of fundamental computer vision tasks. State-of-the-art methods mainly concentrate on improving the quality of generated pixel level labels, namely masks, using complex traditional segmentation methods, and ignore the effect of the quality of generated masks. Namely, the masks of small object instances tend to be invalid, which would degrades the performance of instance segmentation. In this paper, we propose a twostage transfer learning framework for weakly supervised instance segmentation. We explicitly discriminate the invalid and valid generated masks, and just utilize the valid masks for training to avoid the interference of invalid ones. We use a network-based transfer learning strategy to effectively utilize all useful information, including category labels and bounding-box information of all objects and valid generated masks. Besides, we further use a feature-mapping-based transfer learning strategy to improve the performance of small object instance segmentation. We demonstrate the effectiveness of the proposed method on the PASCAL VOC 2012, and the experimental results show that our proposed method is effective and outperforms state-of-the-art methods.
Instance segmentation, which serves as a fundamental task for a broad set of vision applications, including remote sensing [1] , medical imaging [2] , and automatic drive [3] , has attracted extensive attention and made good progress in the recent years. Most of the state-of-the-art methods [4] [5] [6] rely on large-scale dense annotations for training deep networks and show promising performances on the challenging benchmark datasets, including COCO [7] , CityScapes [8] and PASCAL VOC [9] . However, annotating pixel-level labels for objects is particularly expensive and time-consuming [10] . Compared with complex and enormous pixel-level annotation, some weakly annotations are much easier to obtain, e.g.,
The associate editor coordinating the review of this manuscript and approving it for publication was Kumaradevan Punithakumar . points, scribbles, bounding-boxes and image-level labels. Therefore, investigating the potential of weakly supervised instance segmentation can effectively mitigate the labor cost, showing a great practical significance.
In the weakly supervised instance segmentation community, bounding-box annotations are widely utilized due to two aspects. On one hand, bounding-box annotations provide precise positions and category information. On the other hand, they can be used as important prior information for conventional segmentation methods, e.g., GrabCut [11] , MCG [12] , etc., to generate initial pixel-level mask labels, abbreviated as mask in the follows.
Most of instance segmentation methods supervised by bounding-box information adopted a similar pipeline. They firstly generate masks using traditional segmentation methods, and then use these generated masks to train VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ off-the-shelf instance segmentation networks. These methods usually ignore the effect of the quality of automatically generated mask labels. It is experimentally found that among existing weakly supervised instance segmentation methods based on bounding-box annotations, the quality of initial segmentation masks from GrabCut, as well as MCG, usually relies on the sizes of bounding boxes, namely the sizes of objects. The masks from large objects routinely are of good quality, while small objects tend to be of poor quality. Fig. 1 shows the distribution of objects with invalid masks obtained via GrabCut, which is statistically obtained on the PASCAL VOC dataset [9] . Here, the validity of one generated object mask is roughly estimated by the intersectionover-union (IoU) between the bounding-box of the generated object mask and the ground-truth, since there is no mask ground-truth available. One generated object mask is considered to be invalid if the IoU is under 0.5, otherwise it is valid. It can be obviously observed that the sizes of objects with invalid masks are of a wide range, but mainly concentrate on small objects. Statistically, invalid small objects whose sizes are smaller than 64 × 64 pixels, account for 55.54% within all invalid objects, while account for 76.48% within all small objects. In contrast, invalid large objects whose sizes are bigger than 64 × 64 pixels only account for 23.20% within all large objects. All invalid objects within the initial object masks can reach 30% of all object masks. This notable proportion of invalid masks would degrade the performance of one instance segmentation method if they are not carefully handled. Thus, it is necessary to discard those invalid masks from training data to avoid their interference. Actually, both the category labels and bounding-box information of those objects with invalid generated mask are from ground-truth and thus are important supervised information for training. However, these useful supervised information can not be used for conventional instance segmentation networks [4] [5] [6] ,because they required simultaneously category labels, bounding-boxes and mask.
In this paper, we propose a network-based transfer learning strategy to utilize all useful information. We train an object detection network with all given category labels and bounding-box information and transfer parameters of the object detection network to our instance segmentation network. Then, we fine-tune this instance segmentation network with all valid generated masks, namely pixel-level labels. As discussed previously, the masks of most small objects are discarded for their unavailability. For further improving the performance of small object instance segmentation, we further propose an effective feature-mapping-based transfer learning strategy. We map the detection feature of every object into the mask domain by a small fully connected neural network, which can compensates for the lack of masks for small objects. The extensive experiments show that the proposed method is effective and outperforms the state-ofthe-art methods.
In summary, our contributions are as follows:
(1) we propose a two-stage transfer learning framework for weakly supervised instance segmentation. In the first stage, we use a network-based transfer learning strategy to effectively utilize all useful information, including category labels and bounding-box information of all objects, and valid generated masks. In the second stage, we use a feature-mappingbased transfer learning strategy to improve the performance of small object instance segmentation.
(2) We explicitly discriminate the invalid and valid generated masks, and just utilize the valid masks for training to avoid the interference of invalid ones.
(3) We demonstrate the effectiveness of the proposed method on the PASCAL VOC 2012, and the experimental results show that our proposed method is effective and outperforms the state-of-the-art methods.
It is noted that this work is an extension version of our conference paper in [13] , in which we proposed a hybrid network to segment small objects and big objects separately and achieve considerable results. However, this structure of hybrid network is not lightweight enough. In this paper, we propose a conceptually simple, flexible and general method based on two-stage transfer learning to implement weakly supervised instance segmentation. This method not only has a more lightweight network structure, but also achieves better performance.
The remained of this paper is organized as follows. In Section II, we review the related work on fully supervised instance segmentation, weakly supervised instance segmentation and transfer learning. We then describe the details of our approach in Section III. Next, Section IV presents our experimental results. Finally, we conclude this paper in Section V.
II. RELATED WORK A. FULLY SUPERVISED INSTANCE SEGMENTATION
The fully supervised instance segmentation methods usually contains two core modules: segmentation and recognition.
We can divide these method into three types according to the execution order of these two modules.
The first type is segmentation before recognition, e.g., CPMC [14] , MCG [12] , DeepMask [15] , SharpMask [16] , instance-sensitive FCNs [17] , etc. These methods firstly segment object candidates (proposals) and then classify them by the state-of-the-art methods, e.g., Fast R-CNN [18] , Faster R-CNN [19] or R-FCN [20] , to obtain the final masks. Usually, these methods are time-consuming at inference stage. Besides, They take no advantage of deeply learned features or large-scale training data, which usually affects the segmentation accuracy.
The second type is recognition before segmentation. This type of methods implement object detection and semantic segmentation in sequence for each object. For instance, Simple [21] used Fast R-CNN detection results with their class scores, and then estimated an associated foreground segment using DeepLab [22] for each detection. In the network architecture of Panoptic [23] , an initial semantic segmentation implemented by PISNet [24] is partitioned into an instance segmentation, using the output of an object detector (Faster R-CNN) as a cue. Liao et al. [13] followed the same pipeline as Simple and Panoptic. Specially, Liao implemented segmentation for each detection result using GrabCut to obtain the final mask. This type of methods consider recognition and segmentation as two individual tasks which could neither derive benefits from each other nor be trained simultaneously.
The third is to do segmentation and recognition simultaneously. This type of methods (e.g., Mask R-CNN [5] , MaskLab [4] , PaNet [6] ) generally exploited Region Proposal Network (RPN) [19] to generate proposals, and then implemented segmentation and recognition simultaneously using some network heads. Falling in this stream, one of the most representative frameworks, Mask R-CNN [5] , adds another branch to obtain refined mask results from Faster R-CNN box prediction. The additional branch is usually implemented by some semantic segmentation network [22] , [25] , [26] . In the training stage, mask and box branches share the same backbone network. This type of methods are the most widely utilized for their simplicity and efficiency. Detection network and segmentation network share the same feature extraction module and can be simultaneously trained as a multi-tasks network.
B. WEAKLY SUPERVISED INSTANCE SEGMENTATION
In recent years, the basic weakly supervised learning theories [27] [28] [29] have been growing vigorously. These theories are applied to kinds of domains, including object detection [30] [31] [32] , semantic segmentation [33] [34] [35] and instance segmentation [2] , [21] , [36] . In this section, we introduce some representative methods about weakly supervised instance segmentation.
There are four types of principal annotations in weakly supervised instance segmentation community, including points [35] , scribbles [37] , [38] , bounding-box [39] , [40] , and image-level labels [25] , [41] , [42] . Among them, bounding-box annotations are widely utilized as discussed in Introduction. BoxSup [39] generated initial masks using MCG based on bounding boxes and then proposed an iterative training procedure to obtained a good instance segmentation model. Khoreva et al. [21] employed GrabCut and MCG to generate delicate fake masks from the given box-level annotations and then adopted off-the-shelf segmentation network to implement weakly supervised instance segmentation. In [36] , the masks came from the intersection of the labels generated by GrabCut and MCG and were refined in an iterative training fashion, like BoxSup. These method mainly focused on improving segmentation accuracy by pre-processing and post-processing, and did not pay much attention to the network improvement according to the data characteristics, especially the effect of the small objects which are also hard to detect [43] [44] [45] [46] .
C. TRANSFER LEARNING
In general, there are connections between many tasks in the field of computer vision, which means the acquired knowledge from one task usually can be applied to other similar tasks. Instead of rebuilding the framework and retraining the models, transfer learning concentrates on reusing the frameworks and trained models. Therefore, it not only decreases the model training time dramatically, but also improves the performance. Recently, transfer learning has been applied broadly in many applications such as face anti-spoofing detection [47] [48] [49] , image classification [50] , activity recognition [51] [52] [53] , and so on.
According to the survey paper [54] , current transfer learning approaches can be categorized into four types. The first type is instance-based transfer learning [55] [56] [57] . This type of methods concentrate on selecting partial instances from the source domain and assigning them with appropriate weight values. Finally these selected instances as supplements are put into training set.
The second type is feature-based transfer learning [58] [59] [60] . This type of methods concentrate on finding transferable feature from the source domain that can be applicable to the target domain.
The third type is network-based transfer learning [61] [62] [63] . This type of methods concentrate on reusing a partial network that is pre-trained in the source domain, including its network structure, connection parameters and bias parameters. The pre-trained partial network can be transferred to be a part of deep neural network which is used in the target domain.
The fourth is mapping-based transfer learning [64] [65] [66] [67] . This type of methods concentrate on mapping instances from the source domain and target domain into a new data space. Yu et al. [66] aimed at fine-grained venue discovery from heterogeneous social multi-model data. Yu et al. [67] focused on cross-modal correlation learning between audio modality and text modality. Both of them focus on mapping instances from two different domains into a same space. In this paper, we proposed a two-stage transfer learning method. Firstly, we adopt the network-based transfer learning to reuse the detection network pre-trained by given supervised information. Then, we aim to transfer the feature of detection to the feature of segmentation. Fig. 2 shows the proposed two-stage transfer learning framework for weakly supervised instance segmentation in this paper. Similar to most of weakly supervised instance segmentation methods, the first step is to obtain initial object instance masks based on given bounding-box annotations using Grab-Cut [11] . As discussed previously, a certain proportion of generated masks are invalid, which need to be filtered out to avoid degrading final performance. We discard the invalid masks if its bounding box IoU with ground truth is under 0.5. After that, to avoid the waste of corresponding category labels and bounding-box information of invalid pixel-level labels, we use network-based transfer learning which could transfer the parameters of the object detection network to the instance segmentation network. For further improving the segmentation performance of small objects, we use featuremapping-based transfer learning to map the category and bounding-box feature to the mask domain to get the final instance segmentation results.
III. THE PROPOSED METHOD

1) NETWORK-BASED TRANSFER LEARNING
To guarantee that the model parameters could transfer between two networks, the instance segmentation network we build should contain the structure of object detection network. In this paper, our basic instance segmentation network bounding-box recognition (Detection module) and mask prediction (Segmentation module). First, We adopt ResNet-50 with FPN as the backbone to extract features. Then, RPN is utilized to generate proposals for each image. After handled by the RoIAlign operation, each proposal becomes a fixedsize feature map. Finally, bounding-box recognition and mask prediction are implemented simultaneously based on this feature map. The detection branch conforms to the spirit of the Fast R-CNN to realize localization and classification, and the segmentation branch uses FCN to achieve pixel-level prediction.
Specially, the object detection network and instance segmentation network share three modules, including feature extraction, proposal generation and bounding-box recognition. Therefore, the pre-trained object detection network can be completely transferred to be a part of the instance segmentation network.
2) FEATURE-MAPPING-BASED TRANSFER LEARNING
After network-based transfer learning processing, our network avoids interference of invalid masks. We further improve the instance segmentation performance of small objects through feature-mapping-based transfer learning. We can not train a conventional instance segmentation network to segment small objects on account of lacking masks, namely pixel-level labels, since a large proportion of generated small object masks are invalid as discussed previously. However, we can train an object detection network to detect every object for given abundant category labels and boundingbox information. Thus, an intuitive solution for improving the segmentation performance of small objects is to build a bridge between bounding-box prediction and mask detection. For each object instance, let w d be the object detection weights, w s be the mask weights in the mask branch, and M (·) be the feature-mapping-based transfer function. Therefore, the bridge here can be stated as follows:
where θ are feature-mapping-based transfer parameters which could be learned. Motivated by [68] , we adopt a simple fully connected neural network as our feature-mapping-based transfer module. Fig. 3 illustrates how the detection weight is transferred to segmentation weight. We firstly concatenate the RoI classification weights and the bounding-box regression weights in the last layer of the bounding-box head together. Then, we transmit the fused weights into two fully connected layers following a Leaky ReLU operation. Next, we resize current weights to 21×256×1×1 as the convolution kernels. Finally, we perform convolution operation for mask weights using convolution kernels obtained earlier.
A. TRAINING AND INFERENCE
In the training phase, we first use the given clean category labels and bounding-box information to train the detection part of instance segmentation network. Next, we use the trained weights of object detection network as the initial weight of the instance segmentation network. Finally, we fix the weight of the detection part and use the valid masks to fine-tune the segmentation part of the segmentation network.
Each training proposal p is labeled with a ground-truth category label u, a ground-truth bounding-box regression target v and a ground-truth mask y. We use a multi-task loss L on each labeled proposal to jointly train for classification, bounding-box regression and mask prediction:
where L cls , L bbox and L mask are defined in Eq. (3), (4) and (6), respectively.
where t is the predicted bounding-box regression offsets. (6) whereŷ is the predicted mask, (i, j) is the coordinates of each pixel and m is the weight and height of predicted mask.
In the test stage, the image feature is firstly extracted for one input image. Then, the RPN is implemented to generate proposals. Next, each proposal goes through the detection head to obtain the category and location information. Meanwhile, it also goes though the segmentation head to predict mask information. Finally, we get the category label, bounding box and mask for each object instance.
IV. EXPERIMENTS A. DATASET
Following the previous work [21] , [36] , [39] , our training data containing 10582 images consists of two parts: 2913 images from PASCAL VOC dataset [9] and 7669 images from SBD dataset [69] . This mixed dataset contains 20 semantic categories of objects, which is extensively used in the field of weakly supervised instance segmentation community. For the evaluation, we report all of the experimental results on Pascal VOC 2012 dataset, including 1449 images. We adopt the widely used metrics in weakly supervised instance segmentation community, including mAP r 0.5 and mAP r 0.75 . And the Average Best Overlap (ABO) metric is also employed to evaluate the proposed method.
B. IMPLEMENTATION DETAIL
In all experimental results, we adopt ResNet-50-FPN as the backbone architecture for Mask R-CNN, initialized from a ResNet-50 pre-trained on the ImageNet-1K image classification dataset. The feature-mapping-based transfer information which comes from the 1024-d RoI classification parameter vector and 4096-d bounding-box regression parameter vector in detection head, is adapted to 256-d segmentation parameter vector in mask head. Moreover, most hyper-parameters in Mask R-CNN are applied to our network. Specifically, we train the proposed method in a batch size of 8 on 4 GPUs for 30k iterations. We use 1-e4 weight decay and 0.9 momentum, and an initial learning rate of 0.01, which is multiplied by 0.1 after 20k and 26k iterations. In addition, we use images with shorter edge randomly sampled from 600 and 800 for training and with shorter edge 600 for inference. The longer edge of images is 1000 for both training and inference.
C. COMPARISONS WITH THE STATE-OF-THE-ARTS
We compare our method with the state-of-the-art weakly supervised instance segmentation methods based on bounding-box annotation, including DeepMask [68] , Deep LabBOX [68] and WSISHN [13] . For fair comparisons, we use identical annotation information for all methods. Besides, all of the chosen methods follow the pipeline that firstly uses the bounding-box annotations as the prior information for conventional segmentation methods to generate initial masks and then designs a particular network to implement instance segmentation. Table 1 lists the results of different methods in terms of the mAP r 0.5 , mAP r 0.75 and ABO on the PASCAL VOC 2007 validation set. It can be observed that our method obviously outperforms all the state-of-the-art methods in terms of mAP r 0.5 and ABO. Compared with WSISUHN, our method is slightly inferiorer in terms of mAP r 0.75 . It's reported that WSISUHN adapts a hybrid network with a two-branch structure to implement instance segmentation. The final results of WSISUHN come from the fusion of two branches. The big object branch is well designed to obtain finer segmentation results for big objects. That is the primary cause of the better mAP r 0.75 . Our methods is tend to achieve a trade-off between model complexity and performance.
D. ABLATION STUDY 1) NETWORK-BASED TRANSFER LEARNING
We train a Mask R-CNN as our baseline without using transfer learning. Besides, we train another instance segmentation network based on network-based transfer learning. In Table 1 , we compare the performance of these two networks. From the table 1, we can see that the performance of instance segmentation networks after network transfer has been greatly improved, especially in terms of the metrics mAP r 0.5 and mAP s . However, the improvements in terms of mAP m and mAP l are not significant. The reason is that most of the big and medium objects have valid labels. These valid labels can ensure better instance segmentation performance in the big and the medium, even without transfer learning. The value in terms of mAP r 0.75 has dropped slightly, but this does not had much impact on our overall performance.
2) FEATURE-MAPPING-BASED TRANSFER LEARNING
In order to further improve the instance segmentation performance of small objects, we introduce feature-mappingbased transfer learning based on the current network. We test the improved network and the results are shown in the Table 2 . We can see that the segmentation performance of small objects is further improved, and other indicators are relatively unchanged. The proportion of small objects in the dataset is 21.79% which is not high, so improving the segmentation performance of small objects (mAP s ) does not contribute too much to the overall performance (AP). However, the segmentation performance of small objects is very practical. For example, in the autonomous driving scene, most of the small objects that appear in our field of vision are pedestrians. Improving the segmentation performance of these small objects will greatly enhance the safety of autonomous driving.
E. EFFECT OF PARAMETERS 1) STRUCTURE OF FEATURE-MAPPING-BASED TRANSFER LEARNING
We investigate performance when instantiating the the structure of transfer learning. We consider two aspects, i.e., the depth of the neural network and the type of activation function. We compare three kinds of depth of neural network and two kinds of activation function. All the experimental results are shown in Table 3 . The results show that a 2-layer MLP with LeakyReLU gives the best mask AP on validation set. Given this, we choose the the 2-layer, LeakyReLU implementation of transfer module for all subsequent experiments. 
2) THE EFFECT OF THE IoU THRESHOLD
We investigate the effect of the IoU threshold on instance segmentation performance in this section. Here we select 4 thresholds, including 0, 0.3, 0.5 and 0.7. Different IoU thresholds indicate different label qualities and label amounts. High IoU thresholds means labels with high quality and small amounts. Conversely, low IOU thresholds means labels with low quality and big amounts. The results of the proposed method with different IoU methods are shown in Table 4 . The results show that 0.5 is the optimal threshold which gives the the most appropriate compromises between quality and amounts.
F. QUALITY ANALYSIS
We visualize results to intuitively understand the segmentation results of our method. Fig. 4 shows mask prediction examples of on validation images, from which it can be seen that our method predicts more preferable masks than the origin Mask R-CNN. In addition, it is worth noting that our method has some advantages on small objects.
Even though our method achieves comparatively good performance, there is still room for improvement. Some failing results are shown in Fig.5 . The most obvious and visible challenge is that the segmentation boundary is fairly rough. This is due to poor quality of initial generated mask. Existing traditional segmentation methods generally lack of global perception. Specifically, our method cannot effectively segment objects from complex backgrounds. For occlusion, it also does not perform well.
V. CONCLUSION
We propose a novel weakly supervised instance segmentation method based on two-stage transfer learning to handle the invalid mask problem in initial generated masks. In order to make full of supervised information, we firstly transfer the weights from the object detection network to the instance segmentation network. For further improving the segmentation performance of small objects, we propose the second transfer learning to map the detection feature to the segmentation domain. Experimental results shows that our method outperforms state-of-the-art methods. In future work, our research will concentrate on two aspects. On one hand, we will combining different traditional segmentation methods to generate more elaborate mask. On the other hand, we will improve instance segmentation network to possess the strong capability of fault tolerance.
