Quantum annealers exploit quantum effects in an attempt to minimize a classical Hamiltonian function with a higher likelihood of reaching optimality than can be expected from simulated annealing. The key programming challenge is how to express algorithms in terms of the specific Hamiltonian supported by the quantumannealing hardware. In this paper, we present an algorithm for finding the shortest path through a maze not via a traditional backtracking mechanism but rather by expressing the shortest path as the globally optimal value of a Hamiltonian.
INTRODUCTION
A quantum computer exploits quantum effects to perform a computation, in some cases asymptotically faster than can be achieved classically [15] . Two very different types of quantum computers are already currently commercially available: gate-model (also known as circuit-model) quantum computers [8] and quantum annealers [7, 10] .
Both models involve manipulating quantum bits (qubits), which, unlike classical bits, are not limited to being either 0 or 1 but can additionally lie in a superposition of 0 and 1, exhibiting properties of both values; and qubits can be entangled with each other so that changes to one qubit implicitly affect other qubits. In both models, a program begins and ends in a classical state: an n-bit value. However, in gate-model quantum computers, a program transforms the current state using a set of unitary matrices ("gates") applied Publication rights licensed to ACM. ACM acknowledges that this contribution was authored or co-authored by an employee, contractor or affiliate of the United States government. As such, the Government retains a nonexclusive, royalty-free right to publish or reproduce this article, or to allow others to do so, for Government purposes only. PMES '17, November 12-17, 2017 , Denver, CO, USA © 2017 Copyright held by the owner/author(s). Publication rights licensed to Association for Computing Machinery. ACM ISBN 978-1-4503-5126-3/17/11. . . $15.00 https://doi.org/10.1145/3149526.3149532 in sequence to explicitly introduce superpositioning and entanglement en route to a solution. One may therefore say that gate-model quantum computers are explicitly quantum. In contrast, one programs a quantum annealer by specifying real-valued coefficients to an Ising-model Hamiltonian function. The quantum annealer then uses quantum effects (superposition and entanglement) to find the n classical bits that minimize the value of the Hamiltonian. One may therefore say that quantum annealers are implicitly quantum.
In this paper we present an approach to programming quantum annealers. As with most post-Moore's era architectures, a significant programming challenge is how to map an arbitrary problem into the form accepted by the device. In the case of a quantum annealer, this means expressing problems in the form of an Isingmodel Hamiltonian,
in which a solution corresponds to a set of σ s that minimize H . (Note that there is not necessarily a single, unique solution.) These σ variables are Booleans, typically expressed as {−1, +1}. A quantumannealing program is merely the corresponding h and J coefficients, which are real-valued.
As an entertaining sample problem we will program a quantum annealer to find the shortest path through a maze. Figure 1 illustrates the particular (but randomly generated) 6×6 maze that we will use. The question we answer in this work is, How can one express the maze shown in Figure 1 (1) a presentation of a methodology that can be used to express certain types of problems is a form amenable to execution on a quantum annealer, and (2) empirical results from an application of this methodology to a quantum annealer containing over 1000 qubits. The rest of the paper is structured as follows. We begin by discussing related efforts in Section 2. Section 3 presents our approach to mapping problems to a Hamiltonian. In Section 4 we explain how our approach can be implemented and quantify how well it performs on a D-Wave 2X quantum annealer. Finally, we draw some conclusions in Section 5.
RELATED WORK
There have been various attempts to map specific problems into the form of Equation 1. Lucas [12] and Kochenberger et al. [11] each summarize a number of these in respective 2014 survey papers.
With the advent of commercial quantum annealers from D-Wave Systems, Inc. and more users gaining access to such systems, there is an increasing interest in mapping problems to Ising-model Hamiltonians. There is a particular desire to express problems with practical importance in that form for execution on a D-Wave system. For example, Volkswagen used a D-Wave system to reduce traffic congestion by optimizing route selection [17] . The German Aerospace Center used a D-Wave system to record as much data as possible from a satellite subject to constraints in battery charge, downlink availability, and storage capacity [16] . And NASA used a D-Wave system to plan a rover's movements to minimize motion when collecting samples from multiple locations [14] .
The work described in this paper is more focused on methodology than on a particular problem, although we do use the maze problem presented in the previous section as a motivating example. In this sense, our work is more along the lines of Dahl's mapcoloring white paper [6] than the efforts described above.
APPROACH
Classically solving a maze is straightforward: Begin at the ingress, take a step that does not go through a wall or re-enter a visited room, and recursively solve the maze from that point, stopping when the egress is found or backtracking if a dead end is encountered.
It may at first seem like a daunting task to express even a simple problem like solving a maze as a minimization of an Ising-model Hamiltonian. However, we demonstrate that we can break down the work into the following steps to simplify algorithm development:
(1) Characterize solutions to the problem (Section 3.1).
(2) Identify simple, repeated subproblems (Section 3.2). 
Characterize solutions
Solving a maze is a shortest-path problem. We will therefore need the σ variables in Equation 1 somehow to represent paths. Longer paths should result in larger values of H than shorter paths, and invalid paths-cutting through a wall, not entering/exiting the maze, taking more than one path at once, etc.-should result in extremely large values of H .
The first challenge is to represent a variable-length path given a fixed-length σ vector. This is the first point at which a modicum of creativity is involved:
Insight #1: Because the σ s are Boolean values, we can use four per room to indicate whether the path continues from that room to the north, east, south, and/or west, respectively. Then, given a solution σ , it is simple to read off the path by starting from the ingress and repeatedly taking whichever step does not re-enter the previous room. (Only one such step can exist at each point.)
Identify subproblems
A maze must have an ingress and an egress. (Technically, there is no difference between the two, as the shortest path is not directional.) Our first subproblem is to enforce that the ingress and egress are both used. This corresponds to one of the base cases for the recursion in the classical implementation. Our second subproblem is to prevent the path from passing through a wall. This corresponds to the other base case for the recursion in the classical implementation. As a maze consists of rooms, our third subproblem is to define a valid room. That is, a path through a room must obey certain constraints, which are described below. This subproblem corresponds to the recursive case in the classical implementation. 
Figure 2: Variables associated with rooms E1 and F1
Our goal for the first subproblem is to force room F1's σ N variable to be True because the ingress to the maze lies to the north of room F1. Similarly, we want to force room B6's σ S variable to be True because the egress to the maze lies to the south of room B6.
Our goal for the second subproblem is to force room E1's σ N and σ W variables and room F1's σ E variable to be False because the path through the maze should not go north or west from room E1 or east from room F1. Similarly, we want to force the paths through all of the other walls in the maze to be False.
Our goal for the third subproblem is to ensure that σ N , σ E , σ S , and σ W collectively represent a valid path through each room. But what is a valid path? A bit of thought leads to the following observation:
Insight #2: For a room in a maze to be valid, the shortest path must pass through either no passageways or exactly two passageways. 
Solve subproblems
As stated in Section 1, solving a problem on a quantum annealer amounts to providing a set of h and J coefficients that constrain the hardware's search for σ variables that minimize H in Equation 1. We perform the opposite operation for each subproblem. That is, given one or more sets of σ variables, we want to find the h and J coefficients that minimize H .
The ingress/egress subproblem. The first subproblem described in Section 3.2 is to ensure that both the ingress and egress belong to the shortest path through the maze. Because room F1 opens to the north, this means we want to encourage room F1's σ N to be True (+1) to make it part of the shortest path.
To indicate that a subproblem should favor True for a variable, consider an instantiation of Equation 1 with N = 1, i.e., H = h 0 σ 0 . Three distinct cases exist: h 0 < 0, h 0 = 0, and h 0 > 0. Table 1 fully evaluates these three cases, showing which of σ 0 = −1 and σ 0 = +1 minimizes H in each case.
As one can see from Table 1 , any negative h 0 expresses a preference for the corresponding σ 0 being True (+1). In practice, however, a more robust Hamiltonian exists. Because D-Wave quantum annealers provide limited precision and a limited range for both h and J coefficients, we have found that it is better to introduce a helper variable, assign it a negative h coefficient, then indicate a preference for both variables having the same value. Table 2 shows how this can be achieved. Consequently, to solve the ingress subproblem, we introduce an "ingress" variable, labeled σ i in Figure 2 , assign the corresponding h i a negative value (e.g., −1), and couple σ i to room F1's σ N with a negative J N ,i (e.g., also −1):
The egress subproblem, with room B6 exiting to the south, has an analogous solution:
The solid-walls subproblem. Blocking the shortest path from passing through a wall represents the opposite of the ingress/egress subproblem. Instead of encouraging the path from reaching the ingress and egress, we discourage it from going through a wall. While encouraging a direction is based on coupling to a negative h coefficient (as per Table 1 ), discouraging a direction is based on coupling to a positive h coefficient. For example, to prevent the path from going west from room E1 in Figure 2 , we can define
The path-through-a-room subproblem. As discussed in Section 3.2, the global shortest path must pass through each room either exactly once (represented by exactly two of σ N , σ E , σ S , and σ W being True) or not at all (represented by none of σ N , σ E , σ S , and σ W being True). Expanding Equation 1 to N = 4 (for the four cardinal directions) produces a template for our room Hamiltonian,
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As before, our goal is to solve the subproblem for the h and J coefficients given the variables. To do so for this more complex subproblem we set up then solve a system of inequalities. All values of variables σ N , σ E , σ S , and σ W that represent valid rooms should cause H room to evaluate to the same, minimal value; call it k. All values of the variables that represent invalid rooms should cause H room to evaluate to any value greater than k (not necessarily the same for all sets of values). Table 3 shows how to set up the system of inequalities. It fully enumerates all 16 sets of possible values for σ N , σ E , σ S , and σ W , labels each set as valid or invalid, and asserts that Equation 5 is respectively either equal to or greater than k.
Unfortunately, in this particular case, the system of inequalities is unsolvable. However, it can be made solvable by introducing an ancilla variable, which we call σ a . We maintain the same number of valid rows (7) while more than doubling the number of invalid rows (from 9 to 25). Table 4 augments Table 3 with a σ a variable. (For brevity, only the valid rows are shown.) For example, the unused-room case (σ N = σ E = σ S = σ W = −1) is considered valid for σ a = +1 but invalid for σ a = −1. The case of the shortest path leading to the 
The additional degrees of freedom introduced by the ancilla variable and the corresponding selection of valid rows make the room subproblem solvable. In one possible solution,
Determining the minimum number of ancilla variables needed and an appropriate set of ancilla values to associate with valid rows is an open problem. For Hamiltonians involving only a few variables, brute-force techniques suffice. For larger Hamiltonians, the search space can be reduced using techniques such as those developed by Bian et al. [1] .
Combine subproblems
The final step is to combine the simple-and now solvedsubproblems into a complex problem suitable for solution by a quantum annealer. A convenient feature of Hamiltonians is that they can simply be added to produce a Hamiltonian that represents the union of the constraints imposed by each sub-Hamiltonian's coefficients. In the case of the maze problem, the necessary "glue" is a set of assertions that passageways be symmetric. For example, if one can get from room X to room Y by going north, then one can get from room Y to room X by going south. First, however, we need to specialize each room based on its pattern of walls and the ingress/egress. For example, referring to Figure 2 and the definitions of H ingress , H egress , H wall , and H room from Section 3.3, parameterized by cardinal direction,
and
Given similar definitions for all 36 rooms in the maze, we can now combine all of the rooms into a complete specification of a maze. As indicated by Table 2 , a negative J coefficient expresses a preference for two variables having equal values. Hence, one can ensure symmetric passageways by coupling the relevant variables with a negative J . For example, in Figure 2 , the Hamiltonians for rooms E1 and F1 can be combined by coupling room E1's east variable with room F1's west variable:
The Hamiltonian for the complete maze problem contains 628 terms:
1 ingress × 2 terms per H ingress ( 
EVALUATION
In this section, we perform a quantitative evaluation of our maze problem, analyzing its performance. Section 4.1 discusses how we mapped the logical problem onto the physical topology of a D-Wave 2X quantum annealer; Section 4.2 presents end-to-end performance figures from program execution on a D-Wave 2X; and Section 4.3 quantifies how successful the D-Wave 2X was at finding correct solutions.
Implementation
The D-Wave 2X is a quantum annealer sold commercially by D-Wave Systems, Inc. In a D-Wave 2X, each σ variable is implemented as a superconducting flux qubit; each h coefficient is implemented by introducing an external flux bias; and each J coefficient is implemented by introducing a pairwise coupling energy [9] .
Mapping our problem Hamiltonian onto a D-Wave 2X requires some preparation. First, as in Equation 1, σ variables are numbered (σ 0 , σ 1 , σ 2 , . . .) while Section 3 worked exclusively with named variables (σ N , σ E , σ S , etc.). Second, a D-Wave 2X does not provide J i, j, couplers for arbitrary {i, j} pairs. Rather, it implements a particular topology called a Chimera graph [3] , in which at most six J i, j coefficients are associated with any given σ i . Furthermore, due to manufacturing and calibration imperfections, not all qubits and couplers will be present in any given installation. As a specific example, Figure 4 illustrates the topology of Ising, the D-Wave 2X system installed at Los Alamos National Laboratory that we use for our experiments. Ising is arranged in a C 12 Chimera graph (i.e., a 12×12 array of 8-qubit bipartite graphs, called unit cells) with 1095 active qubits; this represents a 5% qubit dropout. Logical, problem Hamiltonians need to be mapped onto the physical Hamiltonian via a minor embedding-splitting certain variables into two or more variables made equal using J < 0 values-to compensate for the limited graph degree. As an example of a physical Hamiltonian, (10) represents Equation 6 after being minor-embedded into the upperleft unit cell in Figure 4 (qubits σ 0 -σ 7 , with σ 7 missing) and the unit cell directly below that (qubits σ 96 -σ 103 , with σ 103 missing). Naturally, one would want to automate the logical-to-physical Hamiltonian conversion, including both mapping symbolic to numerical variables and performing the minor embedding. This is indeed possible. We have developed a quantum macro assembler, QMASM, 1 which performs both tasks [13] . QMASM lets a programmer define a subproblem as a macro then instantiate that macro as many times as needed.
Listing 1 shows how H room (Equation 6) can be expressed directly as a QMASM macro, room. Hamiltonian variables σ N , σ E , σ S , σ W , and σ a are expressed as QMASM variables N, E, S, W, and $a, respectively. (The "$" indicates that a variable is "uninteresting" and that its value should not be reported except at high verbosity levels.) Listing 2 shows an excerpt of the complete maze-solving program that corresponds to Figure 2 . For readability, the program defines egress and wall as True and False, respectively. It then instantiates the room macro from Listing 1, naming the result E1. It "pins" E1.N to False (−1) using the approach shown in Equation 4 . It specifies that E2.N should be equal to E1.S using a highly negative J coefficient (computed after all other J coefficients are known).
The code then describes similar constraints for room F1. 
Performance
Reporting the time of a program running on a quantum annealer is not a straightforward task. All quantum computers are fundamentally stochastic devices. Hence, one must run each program repeatedly to acquire a distribution of solutions.
Quantum annealers in particular increase their likelihood of returning a correct answer with increased annealing time-assuming ideal conditions (zero temperature and no noise) [2] . However, (a) real-world conditions violate that property, introducing nonlinear effects, (b) a D-Wave 2X offers a limited range of annealing times (5-2000µs for Ising), and (c) it is computationally expensive to determine the minimum annealing time, even in the ideal case, although this can be worked out analytically in a few special cases [7] .
We therefore take an empirical approach to reporting performance. Table 5 reports our measurements of the maze program, stating the mean, standard deviation, and coefficient of variation (CV) over 30 runs. Each run comprised 10,000 anneals at 20µs/anneal. To present a highly accurate picture of performance, all time components are reported, including compilation time, job-scheduling time, and file I/O time in addition to the time spent actually finding the shortest path through the maze. Note that the QPU (quantum processing unit) programming/annealing/readout/delay times shown in Table 5 scale proportionally with the number of anneals, and the QPU annealing time further scales proportionally with the annealing time. The timings are extremely noisy, and the end-to-end time is a somewhat disappointing 20.3s, which is slow for a mere 6×6 maze. However, the time spent in the QPU proper is only a fraction of the total: 1.9s, of which only 0.2s are spent annealing.
One surprise is that QMASM optimizations, which remove redundant variables from the Hamiltonian, so substantially improve performance. This is because they simplify the task of D-Wave's minor embedder, which is the main performance bottleneck. Classical postprocessing of results (SAPI postprocessing in the table) also appears as a negative cost. This may be because postprocessing affects the number of unique solutions found (e.g., by mapping previously different solutions to the same, improved solution), which in turn affects the time needed to bin, sort, and return the histogram of solutions to the caller. The high CV indicates that little can be said with confidence about the precise cost of this postprocessing step, however.
Correctness
In the case of our maze example, it is simple to check each proposed solution for correctness. As indicated in Insight #1, a program can verify that there exists a path from ingress to egress that does not retrace its steps. For completeness, it additionally needs to verify that each room is valid as per Insight #2 and that all walls are honored.
As implied by the adiabatic theorem [2] , longer annealing times lead to a higher likelihood of observing a correct solution (a global minimum of Equation 1). However, the adiabatic theorem applies in an idealized environment, meaning zero temperature and no environmental noise. In a more realistic setting, longer annealing times are not necessarily better because they represent a larger window of vulnerability to thermal effects and noise.
We measured correctness empirically by performing 1,000,000 anneals using different annealing times and both with and without Classical postprocessing helps substantially in all three cases, increasing the rate to at most 946.0 per annealing second. This indicates that in many cases in which the D-Wave 2X fails to find the correct solution-the global minimum-it at least gets stuck in a nearby local minimum from which classical postprocessing can help it escape.
Although Table 6 presents data for only single batches of 1,000,000 samples we suspect that multiple runs would observe large standard deviations. The table data should therefore be considered only crude estimates of solution robustness. We further remind the reader that all the data presented here are extremely problem-specific (and machine-specific) and cannot be generalized to other problems (or D-Wave instances).
CONCLUSIONS
We presented an approach for solving problems using a quantum annealer. The key idea is to split the problem into subproblems, solve these manually in the reverse direction-solving for the Hamiltonian function's coefficients given values for the variables-combine the subproblems, and run the difficult complete problem through a quantum annealer, this time solving for the variables.
As a demonstration of this approach, we showed how to find the shortest path through a maze. However, the same approach is in fact widely applicable. For example, circuit satisfiability problems can be broken down into subproblems representing binary operators (and, or, not, etc.). And a four-coloring of a planar map can be broken down into subproblems representing the individual regions.
We reported empirical performance data from solving a 6×6 maze on a 1095-qubit D-Wave 2X quantum annealer. For completeness, we included not only the annealing time (a total of 0.2s) but all aspects of compilation, job submission, and reporting of results. Although the total time is slow for such a small problem, we expect that future architectures will offer increased qubit counts, enabling larger problems to be expressed; new, faster minor-embedding algorithms will be developed; and engineering improvements will reduce the various overheads involved. The programming approach presented in this paper will facilitate exploiting whatever performance is provided by the higher-performance quantum annealers of the future.
