Abstract: This paper presents an eficient application of a model based predictive control in parallel mechanisms. A predictive functional control control strategy based on a simplified dynamic model is implemented. Experimental results are shown for the B4 robot, a fuUy parallel structure providing 3 degrees of freedom (do9 in translation and 1 dof in rotation. Predictive fundional control, computed torque control and PID control strategies are compared in complex machining tasks trajectories. The tracking performances are enllgbtened.
INTRODUCTION
Parallel mechanisms were introduced by Gough [l] and Steward [2] . CIavel [3] proposed the Delta structure, a parallel robot dedicated to high-speed applications, that has intensively used in industry. This is due to the exceptional simplicity of the Delta 3dof solution. For most pick-andplace applications, at least four dof are required (3 translations and 1 rotation to arrange the carried object in its final location). For the Delta robot, this is achieved thanks to an additional link between the base and the gripper, but it seems not to be as efficient as a parallel arrangement. On the other hand, 6-dof fully-parallel machines currently used in machining suffer from their complexity (they need at least 6 motors while the cutting process requires only 5 controlled axis plus the spindle rotation) and ffom their limited tilting angle. As an intermediate solution to these drawbacks, a 4-dof parallel mechanism -the H4 robot -have been proposed [4] , [SI. Fig. 1 shows a photography of the H4 parallel robot.
This machine is based on 4 independent active chains between the base and the nacelle; each chain is actuated by a hmshless direct drive motor fixed on the base and equipped with an incremental position encoder. Thanks to its design, Fig. 1 . H4 robot the mechanism is able to provide high performances. In order to achieve high speed and acceleration for pick-and-place applications or precise motion in machining tasks, advanced model based robust wntrollers are often required to increase the performances of the robot. In the past decade model predictive control @PC) has become an efficient control strategy for a large number of process [6] . Several works have shown that predictive control are of great interest when requiring good performances in term of rapidity, disturbances or errors cancellations [6] , [7] .
In this paper, we focus on the implementation of the predictive functional control (PFC) developed by Richalet The paper is organized as follows: Section 2 is dedicated to tbe geometric, kinematics and dynamics modelling required to implement tbe control strategy. Section 3 details the model predictive functional control. Section 4 introduces the compared control schemes: predictive functional control, computed torque control and PID. Section 5 exhibits major experimental results in terms of tracking performances in complex machining trajectories. Finally, conclusions are given in section 6.
MODELLING A. Geometric and kinematics modelling
The Jacobian matrix and the forward geometric model are required to compute the dynamic model (see section 2.B) [ 111. Therefore we briefly present the way of computing the different relationship necessary to obtain these model and matrix. The design parameters of the robot are described on 
B. Dynamic modelling
In fyst approximation, the dynamic model is computed by considering physical dynamics. Indeed, drive torques are mainly used to move the motor inertia, the fore-arms and the arms and the nacelle equipped with a machining tool.
Because of the design, the fore-ann inertia can be considered as a part of the motor inertia and the arm ( 
compute. Up to now, the simplest model we've got is a 8* degree polynomial equation. The forward model is then The motor position q = [q, q2 q3 q l r are directly computed iteratively using the classical formula: measured, and the velocity q and accderation q are obtained hy central derivation. As the acceleration measurement x is not available, f is computed with Where q is the convergence point and J is the robot Jacobian matrix. If the mechanism is not in a singular configuration, this expression is derived as follows DC, is the distance between the center of the nacelle and the center of the half lengths of the "U" that forms the nacelle and umi the unit vector for each direction.
C. Identification
The dynamic parameters are estimated using weighted least square techniques. The estimated values, given in Table 1 
A. Internal Modeling
The model used is a linear one given by :
where : xM is the state, U is the input, yM is the measured model output, Fna GM and CM are respectively matrices or vectors of the right dimension.
The problem of robusmess because of the poles cancellation by the controller if the system is unstable is usually solved by a model decomposition [9] .
B. Reference trajectory
The predictive control strategy of the MPC is summarized on Fig. 3 . Given the set point trajectory on a receding horizon [0, b] , the predicted process output j p will reach the future set point following a reference trajectory yR . On the prediction horizon, the reference trajectory y,, which is the path towards the fume set point, is given by : c(n + i') -y ,(n + 8) = n>(c(nj -y ,(n)) for 0 5 i 5 h (10) where a (O< a 4) is a scalar which has to be chosen in function of the desired closed loop response time.
The predictive essence of the control strategy is completed included in Eq. 10. Indeed, the objective is to track the set point trajectory following the reference trajectory. This trajectory may be considered as the desired closed loop behaviour.
C. Performance index
The performance index may be a quadratic s u m of the ertors between the predicted process output j, and the reference trajectory y,. It is defined as follows :
where : nh is the number of coincident time point, ?rj are the coincidence time point on the prediction horizon. The predicted output j p is usually defmed as : where U is the control variable.
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D. Control variable
The future control variable is assumed to be composed of a priori known functions : The choice of the base functions depends on the nature of the set point and the process. Hereafter we will use : uex(fi=i'-' Vk (15) In fact, the only first term is effectively applied for the control, that is :
Tbe model output is composed in two parts : y,(n+r?=r,(n+~~+y,(n+I? 1 5 i 5 h (17) where : y , is the ffee output response (U = 0), ys is the forced output response to the control variable given by Q. 14.
Given Eq. 9 and Eq. 14, it follows : y,(n+i)=C,'F,'x,,(n) Therefore the control variable is composed of three terms : the fust one is due to the tracking position error, the second one is placed especially for disturbance rejection and the last one corresponds to a model compensation.
COMPARED CONTROL STRATEGIES
A. PW Controller A typical PID controller for the H4 robot is shown in Fig 4. Tbe gains tuning leads to Kp=500, K,=5000, and K& in order to guarantee the best behavior in tracking situation.
B. Feedback linearization
In order to compute the PFC control strategy x,=q, x*=q, x = L21, and y=x, The direct dynamic model can be Written as follows :
where :
Considering a nonlinear feedback given by (Fig. 5): I-= a (x) + t ( x ) w
(24)
The transfer between w and y is equivalent to :
This is known as the feedback linearized system. It corresponds to the familiar inverse dynamics control scheme which transforms the direct dynamic model into a double set of integrator equations.
Classical control techniques based in a linear model can now be used to design a tracking controller. Computed torque control and predictive h~t i 0~1 control that use this linearization will be explained in the next sections.
C. Computed torque control
Assuming that the motion is completely specified with the desired position ( qd ), velocity (4" ) and acceleration (e ), the classical computed torque control [IO] computes the required arm torque. An integrator gain is added to this classical scheme for obtain a diminution of tracking error due to the differences between the used dynamic model and the real system. The control law becomes:
w=K,(@-q)+K"(y-q)+K, jq"-q)&+qd (26) where Kp, K, Kj are the controller gains Fig. 5 illustrates the computed torque control scheme. The gains tuning leads to Kp=7000, K,=60, Ki=60000 in order to guarantee the torque and dynamic actuator constraints in tracking situation.
D. Predictive f t m~t i o~l control
The MPC is implemented with a second order internal model issued kom a weighted least square identification technique is instable. An inner closed loop in velocity is added, with a gain Kv=70, for stabilize the system wich will be the internal model for the predictive control.
EXPERIMENTAL RESULTS
These experiments are running within 1.5 ms sampling period. Complex machining tasks trajectories are used as operational set point: a 20 mm radius circle and a change in the direction of a line (559; paths done in 3 and 6 seconds, velocities of 2 rad/s and 0.012 d s respectively. These concern also the analysis with internal and external disturbances as soon as their implementation in machining tasks.
