Introduction
Digital video and high-speed cameras offer a number of new areas for photogrammetric research and application, since they allow a rigorously investigation of observer and object motion in three dimensions. The three-dimensional analysis of a static object scene with a single moving camera and the analysis of a two-dimensional object motion with a single stationary camera have been reported in the literature (e.g., Pollefeys et al., 2004; Maas and Hampel, 2006) . Also, several authors described work with a multi-camera set-up for the analysis of three-dimensional object movements. Examples include the analysis of three-dimensional wave surfaces
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Karsten Raguse and Christian Heipke (Santel et al., 2003) , three-dimensional particle tracking velocimetry in fluids (Maas, 1992; Willneff, 2003) and gases (Putze, 2004) , the analysis of high-dynamic object movements within vehicle impact tests in the car industry (Raguse et al., 2004; McClenathan et al., 2005) , the analysis of human motion (D'Apuzzo, 2003) , and the analysis of material testing (Schmidt et al., 2005; Maas and Hampel, 2006) . All these applications use a multi-camera system for the acquisition of object motion, and they all have one common pre-condition: they need a synchronous acquisition of all image sequences. Otherwise, the results of the photogrammetric analysis suffer from the effects of asynchronism. These effects depend on the object speed, the object movement direction, the frame rate of the cameras, and the camera configuration. Especially for applications with different types of cameras, synchronization is not always guaranteed. For high-dynamic applications, e.g., the analysis of vehicle impact tests, synchronism of the image sequences is indispensable. In a typical acquisition network of an impact test an asynchronism of 0.5 frames between two of the high-speed cameras can lead to a translation of an object point of up to 30 mm. The required accuracy of the object point coordinates for this kind of vehicle impact testing is about 5 mm. Thus, the effects of an asynchronism cannot be ignored.
In this contribution, we present a new approach for the photogrammetric analysis of asynchronously acquired image sequences. The remainder of this paper is organized as follows: In the next section different existing methods to synchronize image sequences are described, followed by the theory of our new approach. Results of practical tests are then described in the next two sections followed by the conclusions and an outlook to future research. addition, for many applications the accuracy of these methods is not high enough.
Alternatively, methods based on more than one image sequence exist. In order to obtain synchronous image sequence measurements, different solutions have been suggested. They can be divided into three main groups: methods using hardware components, methods using a combination of hardware and software, and methods using only software. These three groups are described in the following. The third group, the software methods, is described in more detail, because our new approach belongs to this group.
The methods of the first group use hardware components for the synchronization of the cameras. These hardware components are e.g., hardware trigger boxes or frame grabbers. They send synchronization trigger signals to the connected cameras (Santel et al., 2003) . The synchronization accuracy depends on the accuracy of the trigger device, which generates the synchronization signal. Other methods of this group use mirror systems, e.g., a beam splitter in front of a single camera (Putze, 2004; Hastedt et al., 2005) . With a stereo beam splitter, two virtual cameras are simulated, which acquire the scene exactly synchronously, however the available horizontal resolution per image is only 50 percent, and the camera acquisition set-up is not very flexible.
The methods of the second group use a combination of hardware and software. The image sequences are acquired asynchronously, but the times of image capture are registered and are used to correct the results in a postprocessing step. The registration of image data capture is achieved through different methods. In some approaches all cameras are connected to a high precision time system. The system time of image acquisition is inserted into each frame of the sequence, e.g., in form of a special time code (Narayanan et al., 1995) . In another method, the cameras all have to see the display of a high precision clock which shows the current system time. For both methods, restrictions with regard to the camera set-up exist: either all cameras have to be connected to a time system or they all have to see the display of the high precision clock.
The methods of the third group only use software to synchronize asynchronously acquired image sequences. Here, the cameras do not have to be physically connected to any kind of master system, and no special hardware device is necessary. In some applications the cameras used can have an arbitrary, also varying time offset, e.g., due to different frame rates. The values for the asynchronism are determined during the computation of the object point coordinates. In some cases, the temporal alignment is separated from the spatial alignment and is carried out in a preliminary step.
The third group, the software algorithms, can further be divided into three subgroups (Lei and Yang, 2005) . This subdivision depends on the image information which is used for the determination of the asynchronism. The methods of the first subgroup are called intensity-based methods or direct methods. They use the intensities of all pixels of the image for the determination of the asynchronism (e.g., Caspi and Irani, 2000) . The second subgroup contains feature-based methods, which use solely detected features for the calculation of the spatial and temporal alignment. These features can be an unordered collection of points (Stein, 1998; Lee et al., 2000) , lines (Lei and Yang, 2005) , one or more point trajectories (Caspi et al., 2002; Kuthirummal et al., 2002; Pooley et al., 2003; Zhou and Tao, 2003; Carceroni et al., 2004; Tresadern and Reid, 2004; Tuytelaars and Van Gool, 2004; Wedge et al., 2006) , inflection points of a trajectory (Whitehead et al., 2005) , space-time interest point distributions (Yan and Pollefeys, 2004) or object silhouettes (Sinha and Pollefeys, 2004) . A more detailed description of the intensity-based and feature-based methods is given by (Irani and Anandan, 2000) and (Torr and Zissermann, 2000) . The third subgroup contains methods for cameras, which are joined together rigidly, thus the relative orientation between the cameras is fixed during acquisition. The methods of this group do not use pixels or features as parameters. Rather, within each image sequence the transformations between two successive frames are determined and these transformation parameters are used to compare and align the sequences (Caspi and Irani, 2001; Wolf and Zomet, 2002; Spencer and Shah, 2004) taking advantage of the known relative orientation parameters.
All the above-mentioned methods for synchronizing image sequences with software algorithms have several restrictions. Similar to area-based image matching the methods of the first subgroup are sensitive to changes in brightness. Furthermore, the camera set-up is mostly restricted to two cameras which have to be positioned closely together and the scenes have to be acquired under nearly the same perspective conditions. The methods of the second subgroup are often restricted to two or three cameras, at least if linear spatial alignment functions are used. The main restriction of the methods of the third group is the requirement of rigidly joined cameras. In addition, the spatial and the temporal alignment of the sequences in the methods of all three subgroups are mostly separated into two independent steps. This can lead to problems in the analysis because potential correlations between temporal and spatial parameters cannot be properly considered.
New Appr oach for the Analysis of Image Sequences
Requirements and Basic Concepts A reliable and robust algorithm for the solution of the asynchronism problem within image sequence analysis should be able to handle the following cases (Carceroni et al., 2004) :
• unknown frame rates of the cameras, • arbitrary time shift between the sequences, • arbitrary object motion and speed, • unknown user-defined camera set-up, and • absence of static points in the scene.
These requirements were the base for developing the new approach. The background of our work is the analysis of highly dynamic vehicle impact tests in the car manufacturing industry, keeping in mind, that the new approach should be used for tests, where the synchronization of the cameras with hardware components is not possible. We have to meet the stringent accuracy demands in this field and aim at handling an arbitrary number of different types of cameras, which can be positioned anywhere around the measuring volume without any restrictions. We can, however, allow for a number of stable points in the scene, which can be used as ground control points in the photogrammetric analysis.
To meet all these requirements we have combined the spatial and the temporal alignment and consider them simultaneously within the photogrammetric analysis. Image coordinates of these ground control points and of moving signalized points are used as input values for the algorithm. Therefore, the new method belongs to the subgroup of feature-based methods of the software algorithms. The problem of synchronizing image sequences is solved via a temporal correction function, which is converted to an interpolation factor in object space. This factor is introduced into the functional model of the bundle adjustment. The parameters of the interpolation factor are considered as unknowns.
Asynchronism as a Temporal Component of the Optical Data Channel
Like other components of the optical data channel the asynchronism between the cameras represents an important factor for the accuracy of the image sequence analysis (Raguse and Wiggenhagen, 2003) . An asynchronism between the used cameras belongs to the group of temporal components of the optical data channel. These temporal components have different physical reasons and can be categorized as follows:
• accuracy and stability of the frame rates, • accuracy and stability of the exposure times, • different frames rates of the cameras, • different exposure times of the cameras • constant or dynamic time differences between the cameras, and • object motion during exposure (motion blur).
To obtain correct and reliable results in time and space all these effects are considered simultaneously within the photogrammetric analysis independent of their actual physical reason and are denoted as asynchronism between the image sequences.
The reference for the temporal alignment is always a master time system. This master time system can be an external clock or one of the cameras of the acquisition network. All temporal calibration parameters are calculated with respect to this time reference.
Modeling the Asynchronism using Correction Functions
In this approach, the asynchronism of each camera is modeled by a temporal correction function. If the used camera has exactly the same frame rate as the reference frame rate and the frame rate is exactly constant over time, the correction function contains only a constant time offset. If the frame rate is different from the reference frame rate but constant, the asynchronism can be modeled by a linear correction function.
For each camera, a separate temporal correction function is introduced. The linear correction function reads:
( 1) where ⌬t(t i ) ϭ asynchronism at time t i , ⌬t Offset ϭ constant time offset, ⌬t Ratio ϭ ratio of the frame rate with respect to the reference frame rate, t i ϭ time step i of the image sequence, and t 0 ϭ time step of the last synchronization pulse.
The ratio ⌬t Ratio of the frame rate with respect to the reference frame rate is defined through: (2) where f ϭ frame rate of the camera to be synchronized, and f ref ϭ frame rate of the reference system.
The modeling of the asynchronism is not restricted to this linear correction function. In principle, an arbitrary functional approach can be used.
Introduction of the Asynchronism into the Bundle Adjustment
In this approach the temporal and the spatial alignment of the image sequences are considered simultaneously. Thus, the measurements of all time epochs and of all object points can be analyzed in one step with the advantage that possible correlations between space and time are automatically taken care of.
For the following explanation we only consider the measurements of one object point in two image sequences, keeping in mind that the method can be extended to an arbitrary number of object points and image sequences, just like conventional bundle adjustment. The left image subset in Figure 1 is regarded as the reference system in our example. If both image sequences shown in Figure 1 are
exactly synchronous, the image points at epochs i Ϫ 1, i, i ϩ 1, etc. in the two subsets are conjugate points. An asynchronism between the two cameras leads to a deformation of one trajectory with respect to the other. To overcome this problem the conjugate points in the right subset ( Figure 1b ) are interpolated with respect to the asynchronism between the two cameras. Assuming a relatively small distance between the two points of the trajectory, and thus a sufficiently high frame rate with respect to the object speed, a linear interpolation along the trajectory in object space is employed. The results of the extended analysis of the situation depicted in Figure 1 are shown in Figure 2 . The black points in the right subset (Figure 2b ) are the image points of the asynchronously acquired second image sequence. The image points i Ϫ 1*, i*, i ϩ 1* (gray points in Figure 2b ) are interpolated in order to eliminate the effects of asynchronism.
If the asynchronism is larger than the time interval between the acquisition of two consecutive images, the asynchronism (the frame time) has to be reduced by an integer multiple of the frame time (Equation 3):
where ⌬t red (t i ) ϭ reduced asynchronism, and n ϭ renumbering factor of the asynchronism. In general, the renumbering factor n is obviously not known. We solve for n in an iterative way which can be considered a preprocessing step of the actual determination of the asynchronism: first, we run the analysis with n ϭ 0. If the resulting asynchronism is larger than the frame time we compute n according to Equation 3. We repeat the procedure until the asynchronism is small enough.
To introduce the asynchronism to the functional model, the asynchronism, as a temporal term, has to be converted to a geometric term in image space to use it for the interpolation in the analysis (Equation 4): (4) where ⌬sync(t i ) ϭ interpolation factor of the asynchronism.
The use of the interpolation factor of the asynchronism leads to the following temporal correction terms for the object coordinates X, Y, and Z:
These temporal correction terms are added to the collinearity equations:
where c ϭ calibrated focal length, x o , y o ϭ image coordinates of the principal point, X 0 , Y 0 , Z 0 ϭ object coordinates of the projection center, r ij ϭ elements of the rotation matrix between object space and image space, X(t i ), Y(t i ), Z(t i ) ϭ object coordinates at epoch t i of the sequence, ⌬x dist. , ⌬y dist. ϭ correction terms for lens distortion, and ⌬X sync (t i ), ⌬Y sync (t i ), ⌬Z sync (t i ) ϭ correction terms for asynchronism effects at t i .
Discussion
The presented approach is an extension of the bundle adjustment. Thus, it has the same benefits as e.g., a simultaneous estimation of interior and exterior orientation parameters provided the necessary control information is available, the simultaneous analysis of an arbitrary number of image sequences and a high accuracy potential for the unknowns. The asynchronism is modeled through a linear function in object space. This implies the assumption that the object speed is constant within a short time interval, namely from one image to the next of the image sequence. If a sufficiently high frame rate is used for image acquisition this restriction does not have any practical consequences.
Furthermore, at least measurements of one image point in n ϩ 3 consecutive time steps are needed within the analysis to calculate the asynchronism parameters, because
we do not know a priori if the asynchronism is positive or negative (n is the renumbering factor). While the suggested determination of n must be considered as ad hoc and is not guaranteed to converge, we have found it to perform very well in all our experiments; convergence to the correct result was reached after only a few iterations. If, however, n is very large with respect to the frame time, the described procedure can fail. In this case a user-defined interval for the possible asynchronism is systematically analyzed in that way, that every possible asynchronism is used in an analysis and the best result is used for a further analysis to refine the results.
Finally, if the acquisition network consists only of two cameras, it is indispensable, that the object motion does not occur exclusively in the epipolar plane, because otherwise the asynchronism results in a systematic point shift in that plane since the two image rays intersect irrespective of the values for the asynchronism.
Test 1: Analysis of a Rotating Thr ee-dimensional Test Field
The goal of the tests presented in this section is to demonstrate some characteristics of the new approach. In the first part, the theoretical accuracy for the object point coordinates is determined using error propagation. In the second part, the empirical accuracy of the new approach is shown. Due to the fact that reference positions for the object points are not known, we analyze the length of a rotating reference distance on a test field. In addition, the number of analyzed consecutive images is systematically reduced to a number, which is typical for the later application of this method, the analysis of vehicle impact tests.
Test Equipment and Test Conditions
In this test, a rotating three-dimensional stable test field was used. The object points on the test field have a maximum speed of 7 m/s. They were observed by two NAC Hi-DCam II digital high-speed cameras which acquire image sequences with a frame rate of 1,000 Hz. Within one complete rotation of the test field about 910 images are acquired. Each camera has a sensor size of 1,280 pixels ϫ 512 pixels, a pixel size of 12 mm, and a lens with a focal length of about 16 mm. The base between the two cameras is about 28 cm, and the distances between the cameras and the rotating test field are about 1.9 m. Thus, the base-to-distance ratio of this camera constellation amounts to 1:7. The object coordinate system is aligned in the way that the rotation axis of the test field is parallel to the Z-Axis; see Figure 3 . The stereo base is nearly parallel to the X-axis and the viewing directions of the cameras are tilted by about 30°with respect to the Z-axis of the coordinate system.
The parameters of interior and the exterior orientations had been determined automatically before the test and are assumed to be constant over the analyzed time interval. The image coordinates of each point were then determined using automatic target detection algorithms.
Calculation of a Reference Value for the Asynchronism between the Two Cameras
To evaluate the computed values for the asynchronism between the two image sequences, a reference value for the asynchronism is calculated using a high-precision clock. This clock is a LED panel of superior time accuracy, termed synchronometer, which is positioned in the view of the cameras. Counting the lit LEDs of the panel in each image of the sequence gives the current absolute master time of the image.
The temporal resolution of the synchronometer in the used mode is 0.01 ms. The results of the reference measurements are shown in Figure 4 . The determined time differences between the two image sequences show a temporal offset with the mean value of Ϫ0.79 ms and a standard deviation of 0.02 ms. The results do not show any effects of different frame rates of the two sequences or of a frame rate drift. The measurements of the temporal offset are a bit noisy, but the results are accurate enough to use them for evaluating the results of our algorithm.
Determination of the Theoretical Accuracy of the New Approach
For the following explanation the focus is set to three special positions on the trajectory of object point C12 which is representative for the whole set-up (see Figure 3) . The three selected positions are marked in the figure and are denoted as top, middle, and bottom. Due to the alignment of the test field with respect to the coordinate system, the Z-component of object point C12 does not change during the analyzed time interval, the object point only moves in the X-Y plane.
Analysis of the Test without Modeling the Asynchronism
First, the object space coordinates of point C12 resulting from a bundle adjustment, which neglects the asynchronism, are analyzed. The analysis is done for each time step separately and subsequently, three-dimensional trajectories of the object points are computed. The effect of the asynchronism on the three-dimensional point determination depends on the direction of movement. If the object point moves in the epipolar plane the asynchronism results in a translation of the object coordinates in this plane. If the object point moves in another direction, the asynchronism results in higher standard deviations for the object coordinates. The translation effects at the three positions are shown in Figure 5 .
At the trajectory positions top and bottom the object point moves in the epipolar plane. At these positions the asynchronism leads to a translation of the object point in viewing direction. Depending on the direction of movement the calculated positions of the object point lie in front or behind the real position (see positions "top" and "bottom" in Figure 5 ). In this test the asynchronism is about Ϫ0.79 ms and the object point C12 moves with a speed of 2.9 m/s. Due to this constellation the object point C12 has moved about 2.3 mm between the acquisitions of two conjugate images. At the position bottom, this results in a translation of about 1.2 mm perpendicular to the viewing direction and a translation of about 15.7 mm in viewing direction. Due to the tilt of the viewing direction with respect to the Z-axis of about 30°, the translation affects the Y-and Z-component of the object coordinates. Thus, the correct coordinates at position bottom are translated about 14 mm in Z-direction and 8 mm in Y-direction (see Figure 5) .
The dotted line in the left part in Figure 5 shows the plane in which the object point C12 actually moves. At the trajectory position middle the object point moves in a direction perpendicular to the epipolar plane. At this position the asynchronism results only in an increased standard deviation for the coordinates. The calculated position of the object point, however, is correct.
Analysis using the Extended Model
The new approach including the extended functional model is carried out using a constant temporal correction function. The results are shown in Figure 6 . The calculated position for top, middle and bottom lie all on the plane (see Figure 6a) . The remaining deviation of the Z-component (Figure 6b ) is smaller than 5 mm and is probably caused by a small movement of the rotation axis of the test field. The calculated value for the asynchronism amounts to Ϫ0.78 ms, the standard deviation is 0.002 ms.
Comparison of the Results and Evaluation of the New Approach
For the position middle the results of the analysis are presented in Table 1 . It can be seen that modeling the asynchronism resulted in an improvement of the theoretical standard deviation of the object coordinates of point C12 by approximately a factor of 10.
The differences between the calculated coordinates are shown in Figure 7 . They correspond to the theoretical values for the translation with an asynchronism of Ϫ0.79 ms and an object speed of about 2.9 m/s. The strong correlation between the asynchronism and the translation of the object coordinates in viewing direction only appears in a test set-up with two cameras acquiring an object which moves in the epipolar plane as in our experiments. If image sequences of more than two cameras are used the asynchronism results in an increase of the standard deviation of the calculated object point coordinates, as additional experiments have actually demonstrated.
In summary, in our test set-up the modeling of the asynchronism has led to correct object point coordinates and to an improved accuracy. In the analysis an asynchronism of Ϫ0.78 ms with a standard deviation of 0.002 ms was computed. The reference value for the asynchronism obtained through the master clock was Ϫ0.79 ms with a standard deviation of 0.02 ms. Thus, our results can be regarded as correct.
Analysis of a Reference Distance on the Test Field
In the second part of the test series the accuracy of the algorithm is tested empirically. Due to the fact that we do not precisely know the reference positions of the objects points, the focus is on the computed length of a reference distance. The analyzed reference distance is defined on the test field between the two object points B12 and C12 (see Figure 8) . Note that the center of rotation does not lie on the line through B12 and C12. Obviously, the length of the reference distance is constant in 3D space. To obtain the empirical accuracy of the new approach, we use the differences between the computed length and the reference length. The length of this reference distance is calibrated to 520.16 mm with a standard deviation of 0.01 mm. The object coordinates of the two points were calculated for each time step of the image sequence analysis with and without the synchronization term of Equation 5. The results over the complete time interval of about 910 ms are shown in Figure 9 .
The analysis which neglects the asynchronism leads to significant systematic changes in the calculated length (gray line in Figure 9 ). The maximum changes are up to 14 mm. The effects of the asynchronism on the length of the reference distance with respect to the orientation of the length can also be seen in Figure 9 . Note that both object points do not have the same object speed. The object point B12 lies closer to the centre of rotation and therefore the object speed is only 2.1 m/s in comparison to the speed of 2.9 m/s of object point C12. Except when the points move perpendicular to the epipolar line, they are somewhat translated in the viewing direction. This translation affects the length in a systematic way (see sine-like gray curve in Figure 9 ). The exact form depends on the camera geometry, the object speed and the object movement direction.
The curve in Figure 9 shows two maxima and two minima which are different in their values. The minima belong to the images of the sequence where the reference distance is approximately perpendicular to the epipolar planes of the two object points B12 and C12. In these positions the two points are systematically shifted: the upper endpoint is translated in the direction towards the cameras and the lower endpoint is translated in the opposite direction (see Figure 10 ). In the used camera configuration the viewing directions of the cameras are tilted by about 30°to the Z-axis of the coordinate system of the test field. Due to this set-up and the translation effects, the determined length of the reference distance is too short. Due to the different speed of the two object points the minimum positions differ in their values.
The two maxima of the curve belong to the positions where the reference distance lies approximately in the two epipolar planes. At the lower maximum both points are translated in the direction towards the cameras, and thus the computed length is shortened. At the higher maximum both points are translated away from the cameras and the computed length is extended. Independently of the object speed of the two points, the two maxima are symmetrical to the real length of the reference distance.
Using the new approach the asynchronism of Ϫ0.78 ms with a standard deviation of less than 0.01 ms is found. Thus, there is no significant difference to the reference value for the asynchronism of Ϫ0.79 ms. The calculated mean value for the length is 520.15 mm with a standard deviation of 0.51 mm (black line in Figure 9 ). The difference to the calibrated length is 0.01 mm, which can be neglected. The changes of the length over the analyzed time interval (see Figure 9) show a small systematic effect. This effect can possibly be traced back to the slightly varying temporal offset between the two sequences (see again Figure 3 ).
Due to the modeling of the asynchronism the length of the reference distance B12 to C12 could be determined correctly. Without modeling the asynchronism the length of the reference distances shows systematic errors of up to 14 mm.
Reduction of Consecutive Measurements
In the prior test series all measurements of about 910 consecutive images were used for the determination of the asynchronism parameters. The aim of this part of the test is to find the smallest number of images to still obtain correct results with respect to the restriction that the object movement is not allowed to occur in the epipolar plane. In order to achieve this goal, we reduce the number of consecutive image coordinate measurements used simultaneously. The analysis with the reduced number of measurements is then carried out repetitively at different equally spaced positions within the time interval. The results are listed in Table 2 .
It can be seen, that the results are only slightly worse when reducing the number of measurements. The changes in the calculated asynchronism are in the range of 0.1 ms. The changes of the reference lengths are approximately 1.5 mm.
In this set-up, the reduction of the consecutive measurements to only ten images does not reduce the accuracy of the results significantly, because at least one of the two image points always moves outside the epipolar plane.
Test 2: Analysis of a V ehicle Impact T est
In the second experiment, a vehicle impact test is analyzed. In this test a vehicle is propelled into a deformable barrier with a speed of 15.6 m/s. Images are acquired with a circular set-up of eight digital high-speed cameras (see Figure 11 ). In the photogrammetric image sequence analysis reported here, the five cameras L1, L3, R1, R3, and O2 are introduced (see Figure 12) . The other cameras (L2, R2, and O1) are only used for special detail analysis and only acquire the movement of parts of the car and the dummies. As in the first test, the parameters of interior and exterior orientations had been determined automatically prior to the test and are assumed to be constant during the analyzed time interval.
In the first part of the analysis, the computed asynchronisms are tested for plausibility. In the second part the five sequences are analyzed with and without the consideration of asynchronism, and the results are compared with respect to a distance between a target on the a-pillar of the car and a target on the dummy head.
Plausibility Check of the Calculated Asynchronism of the Cameras
To check the calculated asynchronism for each camera, different constellations of two and three sequences are analyzed. The calculated asynchronism of the different constellations are compared to each other and tested for plausibility. First, the cameras L1, L3, and O2 are considered, and then the computations are repeated using cameras R1, R3, and O2. The two-camera-constellations L1-L3 and R1-R3 cannot be analyzed due to the fact that in these constellations the object points move exclusively within the epipolar plane. The derived values for the camera L1, L3, and O2 are listed in Table 3 ; the network error is the sum of the mean values for the three-camera constellations and is 0.000 ms. The camera R1, R3, and O2 yielded very similar results. The results show differences of up to 0.014 ms for the two-camera-constellations and 0.009 ms for the threecamera-constellations; these differences can be neglected. 
Effects of Taking the Asynchronism into Account
In impact tests several distances between components of a car and a dummy are of special relevance. In the last test, the effects of neglecting the asynchronism in the analysis are investigated. For this purpose object point coordinates of two targets, one on the a-pillar of the car (APR2) and the other one on the dummy head (DHR2), are computed with and without considering the asynchronism (see Figure 13 ).
The comparison shows a significant difference in the Y-coordinate of DHR2 (see Table 4 ), whereas the X-and Z-coordinates of DHR2, and the coordinates of APR2 show no significant differences. The reason is that while APR2 lies in the sequences R1, R3, und O2, DHR2 is only depicted in R1 und R3. Since the movement occurs mainly in the epipolar plane of R1 and R3, DHR2 is systematically displaced by approximately 30 mm. As a result the distance between the two points also changes by 9.5 mm. Also the standard deviation of the DHR2 Y-coordinate is significantly higher than that of the other coordinates which is caused by the small base-to-height ratio.
The required object point accuracy for a three-dimensional image sequence analysis of an impact tests is about 5 mm. Thus, the difference in the coordinates of the object point at the dummy head of approximately 30 mm show the necessity for taking the asynchronism into account.
Conclusion and Outlook
In this article, a new method is presented, which permits the photogrammetric analysis of asynchronously acquired image sequences. The asynchronism is modeled by a temporal correction function in object space. It is then converted to an interpolation factor and is introduced into the functional model of the bundle adjustment. This extension of the bundle adjustment leads to a significant improvement of the results of the image sequence analysis.
In various tests we could show the advantage of the new approach: the object point accuracy was improved by factor of 10 and systematic errors due to displaced points could be detected and eliminated. Using the new approach the required object point accuracy for a threedimensional analysis of a vehicle impact test of about 5 mm was reached, whereas if the asynchronism is not considered differences in the object coordinates of up to 30 mm were found. In future research the applicability of the new approach has to be further investigated. Tests will be carried out with different types of cameras, where the asynchronism cannot be assumed to be constant. Further tests will also address the simultaneous determination of the interior and exterior orientation and the asynchronism of a larger number of cameras. Tests are also planed with a varying exterior camera orientation, opening up the way to a multitude of additional possibilities. Nevertheless, we can state already at this point that the new approach is an important means to increase the accuracy of point determination in photogrammetric image sequence analysis to a level necessary in applications such as car impact testing. Figure 13 . Image of the sequence from camera R1 with the two targets on the a-pillar of the car (APR2) and on the head of the right dummy (DHR2). 
