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Résumé 
Les systèmes embarqués étant de plus en plus gros et complexes. des 
méthodologies de conception sont nécessaires a h  d'obtenir le système le plus 
performant possible, tout en gardant les coûts de développcrnent et dc fabrication Ics 
plus bas possibles. Ce sont les raisons pour lesquelles, nous avons voulu développer 
une méthodologie de codesign matériel/logiciel. L'objectif de ce projet de recherche 
est de développer une méthodologie qui  sera testée et validée sur une application de 
communications à haute vitesse. 
Le codesign matérieMogicie1 est en fait la conception d'un système en utilisant 
des techniques de conception matérielle et logicielle. Les développements du rnatirîel 
et du logiciel sont intégrés dans une mithodologie commune. La plupart des systèmes 
numériques utilisés comme systèmes embarqués consistent en un processeur 
d'utilisation générale. d'une mémoire et d'un circuit spécifique fait en matériel. Ce 
matériel peut être des ASICs (Application-Specific Integrated Circuit) ou des FPGAs 
(Field Programmable Gate Amy). Des exemples de tels systèmes se retrouvent dans 
des instruments médicaux, des véhicules, des réseaux automatisés et des systèmes de 
communications. 
Nous avons développé trois applications, c'est-à-dire trois modems de la 
famille xDSL. pour tester et valider notre méthodologie. Ces trois modems sont le 
ADSL (Asymrneuic Digital Subscnber Line), le Universal ADSL qui est une version 
légère du ADSL et finalement le VDSL (Vrry High Bit-Rate Digital Suscriber Line) 
qui est une version plus performante du ADSL. Ces trois modems utilisent la même 
technologie, appelés DMT (Discrete Multitone), mais façons différentes. Nous avons 
évalué quatre critères pour les modems qui sont le temps d'exécution, les temps de 
communications, la surface du matériel et finalement la dissipation de puissance. Pour 
fusionner les valeurs de ces différents critères en une seule représentant la qualité du 
modèle, nous utilisons une fonction objectif. Puis, un algorithme de partitionnement 
nous permet de déterminer la qualité de plusieurs modèles différents. 
Notre méthodologie nous a permis de trouver un partitionnement 
matérieMogiciel optimal pour un  modem. La diffërence principale entre notre 
méthodologie et celles développées précédemment, est que nous avons essayé 
d'intégrer le plus possible, des outils commerciaux existants. Pour composer avec ces 
nouveIles réalités, chacun des blocs des modems est évalué une seule fois et cela avant 
d'utiliser l'algorithme de partitionnement. Notre méthodologie est efficace mais il  
aurait été plus facile de le démontrer en utilisant une application moins complexe ou 
un processeur plus performant. Cette méthodologie pourrait être utilisée dans le futur 
lors de la conception de systèmes embarqués pour vérifier les choix des concepteurs 
d'une façon structurée et efficace. 
Abstract 
Embedded systems are becoming bigger and increasingly cornplex. Therefore. 
design methodologies are necessary in order to get the most effective system, while 
keeping development and manufacturing cost as low as possible. Consequentl y. the 
objective of this research project is to develop a methodology to test and validate 
hiudware/softwxe systerns such as these used in high speed communications. 
H;irdware/software codesign is a methodology whose the goal is to integrate 
the hardware and the software parts of a system. Most of the digital systems are uscd 
ris embedded systems. They consist of a general purpose processor. a memory and 
application specific circuits made in hardware. These circuits cün be ASICs 
(Application-Specific Integrated Circuit) or FPGA (Field Programmable Gate Amy). 
Examples of such systems c m  be found in medical instruments. transportation 
vehicles, automated networks, and communications systems. 
We developed three related applications, selected from the xDSL family. to test 
and to validate our methodology. These three modems are the ADSL (Asymmetric 
Digital Subscriber Line), the Universal ADSL that is a light version of the ADSL and 
finally the VDSL (Very High Bit - Rate Digital Suscriber Line) which is the most 
effective version of the ADSL. These three modems use the same technology, called 
DMT (Discret Multitone), but in different ways. For the modem evaluation, we use 
four metrics: execution tirne, communications time, hardware area and power 
dissipation. We put the metrics values together in an cost fonction to find the mode1 
quality. Then a partitioning algorithm ailows us to find the quality of different 
models, 
viii 
Our methodology enabled us to find an optimal hardware/software partitioning 
for a modem. The difference between our rnethodology and those developed 
previously. is that we used as much as possible, existing tools. To compose with these 
new realities. ench block of the modems are evaluated only once before using the 
partitioning algorithm. Our rnethodology is effective but it would have been eûsier to 
demonstrate it with less cornplex applications or with a more powerful processor. This 
rnethodology could be used in the future when designing embeddrd systems to 
validate the design made by the designers in a regular and effective way. 
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(Asymmetnc Digital Subscriber Line) Ligne Numérique i Paire 
XsyrnÈtrique (LVPA) 
(Arnerican Standard Institute) Organisme nord Amrricain de 
normalisation membre de I'ISO. 
( Application-Specific Integrated Circuit) Circuit Intégré spicialisé. 
En général, ils sont produits en petites quantités. car c'est du sur- 
mesures. 
(Cornputer Aided Design) Conception Assistée par Ordinateur. ou 
CAO en français. 
(Ciurierless AmplitudelPhase Modulation) Modulation 
AmplitudePhase sans Poneuse. Technique de modulation 
developpée par "Bell Labs". Première technologie de transmetteur 
ADSL à être déployée commerciallement. CAP est une variation de 
la modulation d'amplitude en quadrature (MAQ). 
(First In First Out) Premier entré. premier sorti. C'est-à-dire une 
queue. une file d'attente. 
(High bitIdata rate Digital Subscriber LineLoop) Technique de 
transmission. Elle permet l'utilisation des fils de cuivre à paires 
torsadées pour transmettre des signaux à des débits allant de 784 
Kbps à 2 048 Kbps selon la technique de codage et le nombre de 
paires utilisées. 
Institute of Electrical and Electronics Engineen 
(Plain Old Telephone Service) "Le Bon Vieux Téléphone" 
Service téléphonique de base sur paire torsadée. Le téléphone utilise 
la bande 300-3400 Hz, et tout service qui veut partager le médium 
xix 
avec le téléphone doit soit utiliser une bande de fréquence 
supérieure, soit la voix téléphonique doit être nurnérisee et être 
groupée(mu1tiplexée) avec les autres signaux de données. 
QAM (Quadrature Amplitude Modulation) voir Modulation d'Amplitude 
en Quadrature 
SDL (Specification and Description Language) voir Langage de 
Spécification et de Description 
Avant-propos 
Le codesign matériel/logiciel est de plus en plus utilisé dans l'industrie. Par 
contre. les concepteurs n'ont pas de méthodologie pour les guider lors de la conception 
de leurs systèmes. Ils utilisent plutôt leur instinct et leur expérience pour déterminer 
de bons partitionnements entre le matériel et le logiciel, sans vraiment vérifier et 
valider leurs choix. Les gens de Norte1 nous ont donc demandé de développer une 
telle mithodologie. Après avoir fait la conception d'un modem Universal ADSL. nous 
devions valider et vérifier leurs choix lors du partitionnement maténel/logicieI. Nous 
avons égalerneni examiné d'autres modems de la même famille que le Universal 
ADSL. pour vérifier les possibilités de les implanter en utilisant une méthodologie de 
codesi gn. 
Notre projet était Bgalernent subventionné par une autre compagnie. Mentor 
Graphics. Dans leur cas. ils étaient intéressés par une méthodologie de codesign qui 
utiliserait leurs outils de conception. de simulation et de synthèse. C'est la raison pour 
laquelle nous avons essayé le plus possible d'intégrer des outils conçus par Mentor 
Graphics 5 l'intérieur de notre méthodologie. 
Nous avons donc associé les demandes de nos deux partenaires industriels pour 
en faire un seul projet qui est devenu comme son titre l'indique le développement 
d'une méthodologie de codesign matérielllogiciel pour des applications de 
communications 5 haute vitesse. 
Chapitre 1 
Introduction 
1.1 Définition du codesign 
Les systèmes sont de plus en plus gros et de plus en pius complexes. La 
complexité croissante des systèmes numériques ainsi que la disponibilité de différentes 
technologies pour leur implantation ont complètement révolutionné le processus de 
conception [AdTh96]. Plusieurs systèmes sont aujourd'hui faits d'un ensemble de 
matériel et de logiciel. Cr type d'implantation obtenu par un processus de 
partitionnement maiériel/logiciel aussi appelé codesign. permet de tirer partie des 
avantages d'une implantation en logiciel tout autant que des avantages d'une 
implantation en matériel. En fait. le codesign matériel/logiciel essaie d'intégrer les 
techniques de conception du logiciel et du matériel dans le but de concevoir une 
méthode de conception unique pour la création d'un système. 
La plupart des systèmes numériques qui sont utilisés pour des systèmes 
embarquis consistent en un processeur d'utilisation générale, d'une mémoire et de 
circuits spécifiques fait en matériel. Cela peut être des ASICs (Application-Specific 
Integnted Circuit) ou des FPGAs (Field Programmable Gate Amy). Des exemples de 
tels systèmes se retrouvent dans des instruments médicaux, des véhicules, des réseaux 
automatisés et des systèmes de communications. 
Il existe plusieurs avantages à combiner le développement matériel et logiciel 
dans une méthodologie commune [Axe197]. D'abord. des spécifications détaillées de 
haut niveau du comportement complet sont prises avant la sélection de l'architecture et 
du partitionnement. Donc, plus d'information est disponible au départ et les décisions 
cruciales d'implantation peuvent alors être prisesfaites avec une plus grande précision. 
Les décisions importantes qui influencent la qualité du système se prennent 
généralement au début du processus de conception. La possibilité d'avoir déjà 
l'information en main diminue la probabilité de faire des erreurs coûteuses. De plus. une 
description uniforme des modules matériels et logiciels permet de diplacer des parties 
du système à n'importe quel stade de son développement. Des changements 
dynamiques sont alon possibles entre les diffirentes parties implantées en logiciel et 
celles implantées en matériel. Un autre avantage est que cela permet de faire une 
évaluation rapidement, ù l'intérieur du processus de conception. des importantes 
caractéristiques du systéme. Cela évite de découvrir il un stade avanci de la conception 
de graves problèmes. Et finalement. une méthodologie de codesign est la meilleure 
façon de rapprocher le développement de logiciel et de matériel. réduisant ainsi les 
coûts finaux d'intégration entre les différents domaines technologiques. 
Les avantages que nous venons de mentionner permettent de diminuer le temps 
et les coûts de I'implantation en plus d'en améliorer la qualité. Par exemple. Carolyn 
Kuttner [Kutt96] a estime pour l'implantation d'une FFT' dans u n  système embarqué. 
une réduction des coûts de 50% et de 35% pour le temps de conception de l'étude de 
cas, en utilisant une méthodologie de codesign rnatériel/logiciel. 
Il est possible pour un concepteur de déterminer lui-même la façon d'implanter 
les différentes parties du système. C'est-à-dire. décider sur quels composants seront 
implantées les différentes parties du système. Mais, à cause de la complexité des 
systèmes d'aujourd'hui, i l  est de plus en plus difficile pour un concepteur de déterminer 
un partitionnement matériel/logiciel conduisant à des performances optimales. 
Les concepteurs de systèmes embarqués ont donc présentement très peu d'aide 
lors des différentes tâches de conception d'un systeme. Plus précisément, il n'existe 
aucune méthodologie largement répandue et adoptée comme norme ou d'outils 
disponibles commercialement pour aider les concepteurs à créer une spécification 
fonctionnelle et la transformer en une architecture au niveau système [GaVa95]. Cette 
lacune provient des multiples dimensions que peut prendre ce genre de conception. 
Chaque méthodologie développée peut avoir différentes hypothèses. comme par 
exemples des choix de composants (matériels ou logiciels) fixes pour certaines 
fonctionnalités. différents types de contraintes. différents critères lors du 
partitionnement, etc [AdTh96]. Par conséquent, une méthodologie est nécessaire pour 
an-iver à vérifier différentes possibilités d'implantation d'une manière optimale et 
trouver un juste équilibre entre le matériel et le logiciel. 
Différentes universités font de la recherche dans le développement d'outils pour 
l'automatisation de la conception de systemes embarquCs. Voici une brève énumtkütion 
des outi is développés auxquels certaines références seront faites ultérieurcmcnt: 
Chinook [Cob95][0rBo98]. Cornet [KnPü96]. Cool [NiMa98 1. Cosmos 
[DMVJ97][DIMJ97IT Cosyma [EHB93] [HHE94]. Cosyn [HeSa97]. Lycos [User99]. 
Specsyn [GaVa95], Polis et Ptolerny [poli991 et finalement Vulcan 
[GuDe93] [GCM92][CLG96]. 
1.2 But du projet de recherche 
Le but de notre projet de recherche est de développer et de valider une 
méthodologie de codesign. En fait, nous allons nous concentrer davantage sur le 
partitionnement matérieIAogicie1 à l'intérieur de la méthodologie. Nous devons 
déterminer en étudiant une application particulière, son partitionnement optimal. 
Pour y arriver différents éléments doivent être étudiés. Tout d'abord, nous 
devons déterminer quelles sont les contraintes du système étudié. Dans notre cas, qui 
est l'évaluation d'une application de communications à haute vitesse. les contraintes 
étudiées sont les temps d'exécution, les temps de communications, la surface du 
matériel et la dissipation de puissance. Ces contraintes doivent être évaluées à partir 
d'une description de haut niveau. Chacune de ces contraintes est évaluée. sauf pour la 
surface du matériel. du côté matériel ainsi que du côté logiciel. Ces différentes 
métriques doivent être ensuite fusionnées en une seule valeur qui estimera la qualité 
d'un modèle. Un algorithme de partitionnement est également utilise pour déterminer 
les différents modèles à évaluer. Les différents éICments d'une niéthodologie de 
codesign maténeI/logiciel seront développés d'une façon plus détaillte dans le prochain 
chapitre. 
Nous voulions Çgalement dCtçnniner Ir potentiel des outils comrncrciaux 
pour l'estimation de gros circuits. Les outils de codesign développés par d'autres 
université antérieurement n'intégraient pas d'outils commerciaux pour faire des 
estimations. Nous voulons donc examiner jusqu'à quel point les outils existant peuvent 
être intégrés dans une méthodologie de codesign et Stre utilists comme outils 
d'estimation. Nous avons principaiement utilisé les outils de Mentor Graphics et de 
Synopsys dans notre méthodologie. De plus, pour les métriques ne pouvant Etre 
évaluées par des outils commerciaux. nous devons trouver et valider des techniques 
d'estimation. 
Un autre critère que nous devons considérer est la possibilité d'utiliser cette 
méthodologie pour d'autres types d'application. Donc, même si des métriques sont 
éliminées ou ajoutées. nous devons pouvoir continuer à utiliser notre méthodologie. 
Finalement, nous voulons évaluer les possibilités d'implanter les modems de la 
famille xDSL en utilisant une méthodologie de codesign. Nous voulons égaiement 
déterminer s'il est avantageux pour ce type d'application d'utiliser une méthodologie de 
codesign matérielAogicie1. 
1.3 Application utilisée pour valider la méthodologie 
Pour valider notre méthodologie. nous avons décidé d'utiliser la partie 
numérique de trois modems de la famille xDSL, c'est-à-dire le ADSL (Asymrnetric 
Digital Subsctiber Line). le Universal ADSL qui est une version légère du ADSL et 
finalement le VDSL (Very High Bit-Rate Digital Suscriber Line) qui est une version 
plus performante du ADSL. Pour valider notre méthodologie. une modélisation des 
trois modems a été faite. Une description comportementale des différents blocs 
composant les modems a d'abord été faite en langage C. Cette modélisation nous 
permet alors. d'ivaluer les aspects logiciels de nos modems. Puis. cette description 
comportementale a été reprise en VHDL. afin d'évaluer les aspects matériels de nos 
modems. 
Les critères que nous évaluons pour les modems sont les temps d'exécution. les 
temps de communications, la surface du matériel et finalement la dissipation de 
puissance. Le chapitre 3 contient une explication plus détaillée des trois modems. de 
leurs contraintes et de leurs modélisations. 
1.4 Plan dumemoire 
Dans ce premier chapitre. une introduction au projet de recherche a été faite. 
Nous allons alors voir d'une manière plus détaillée les différents éléments présentés 
dans ce chapitre. Le chapitre 2 contient une description détaillée des éléments d'une 
méthodologie de codesip. Cela comprend les différentes métriques utilisées pour 
évaluer les modems, la fonction objectif regroupant ces métriques et l'algorithme de 
partitionnement utilisé pour déterminer les différents modèles à évaluer. Le chapitre 3 
présente les trois modems que nous avons utilisés pour valider notre méthodologie. Le 
chapitre 4 explique les techniques utilisées pour estimer les aspects décrits dans le 
chapitre 2. ainsi que les résultats obtenus. Et tïnalement. le chapitre 5 contient les 
conclusions du projet. 
Chapitre 2 
Le codesign matérieMogicie1 
Nous allons pour débuter présenter une méthodologie de codesign dans son 
ensemble. Puis nous irons plus en détails dans les parties qui nous intéressent. En 
particulier dans le développement de notre méthodologie pour le partitionnement 
rnatériel/logiciel. 
2.7 Les différentes étapes du codesign 
Chacune des activités de conception doit Gire faite en fonction du 
partitionnement logiciel et matériel. Que ce soit dans les spécifications du système. ou 
dans les simulations. tous les composants sont utilisés. Vous trouverez B la figure 2.1 
les activités de conception logiciel/rnatériel [AdTh96]. 





Spécification du système 
Figure 2.1 Activités de conception rnatériellenogicielle 
Voici une brève description de ces différentes activités. 
Spécification du système: Une description du comportement ainsi que des 
contraintes (temps d'exécution, surface, dissipation de puissance. etc ...) pour le 
système hétérogène au complet sont données. Cela peut être fait avec un 
programme dans un langage quelconque (C, C t t .  ADA, Java [YMS+98]), des 
ensembles d'instructions, des graphes de flots de données ou des langages 
spécifiques de description matérielle (VHDL, HardwareC, Lustre, Esterel. 
Verilog, Sillage) [GaRa94]. 
Les gens ont souvent tendance à choisir un langage de programmation 
couramment utilisé. car il a l'avantage d'être déjà connu [GuLi97]. Cela rend 
également possible la réutilisation de programmes déj5 écrits. De plus. i l  est 
intéressant d'avoir une description qui peut être exécutable. car cela permet de 
vérifier si la fonctionnalité du système est bonne [DRG97]. 
II y a plusieurs façons de représenter un système et cela à différents 
stades du processus de conception. il peut y avoir des représentations 
comportementale, structurelle, physique et hybride [GVNGgJ]. Nous allons nous 
concentrer sur les descriptions comportementales, qui sont à un plus haut niveau 
d'abstraction. Une description comportementale d'un système ne contient pas 
d* informations structurelles tels le type de composants, leun interconnexions. le 
nombre de pipelines et les phases de l'horloge [GaRa94]. C'est-à-dire que le 
comportement du système est décrit, mais il n'y a rien de mentionné au sujet de 
son implantation. 
Codesign logiciei/matériel: C'est dans cette étape que le système est partitionné 
et que ses différentes parties sont implantées soit en logiciel, soit en matériel. Puis 
le système est simulé pour en vérifier la fonctionnalité et le respect de ses 
contraintes. Les différentes parties du codesign logiciellrnatériel sont expliquées 
plus en détail dans les rubriques suivantes : 
3 Partitionnement logicieUmatérie1: Dans cette partie de la conception. un 
algorithme est utilisé pour déterminer les parties du comportement qui 
seront implantées en logiciel et celles implantées en matériel. Un 
partitionnement particulier est appelé un modèle et consiste à une des 
représentations possibles du système. Un modèle est un prototype virtuel 
d'un système à évaluer. II n'est pas implanté, mais contient toutes les 
informations pour le faire. 
Afin d'utiliser un algorithme. les différentes parties du comportement 
doivent être décomposées en blocs. Plusieurs facteurs peuvent influencer la 
façon dont le partitionnement entre Ir logiciel et le matériel sera fait 
[Axe1971 : 
Les performances globales du système. 
Le coût de l'implantation du système. 
La facilité à modifier les parties logicielles ou matérielles (avec 
par exemple des composants matériels interchangeables) du 
système. 
La nature des calculs, c'est-à-dire la façon dont le système traite 
les données. 
Le parallélisme entre les composants. 
Le temps de communications entre les composants. 
> Cosynthèse logiciefle/matérielle: En général, un outil de synthèse est utilisé 
pour ajouter des détails au niveau de l'implantation du système décrit avec 
un plus haut niveau d'abstraction. Un compilateur peut être utilisé pour 
générer le langage machine du côté logiciel et un outil de synthèse de haut 
niveau pour obtenir les ASICs ou FPGAs du côté matériel à partir de la 
description comportementale. 
i Cosimufntion iogicielZe/mntérielfe: Une fois la synthèse du système faite. il 
est possible de vérifier le Comportement de celui-ci en simulant la partie 
matérielle en même temps que la partie logicielle. 
Nous allons maintenant examiner plus en détails une des activités de conception 
maté~elle/logicielle, le partitionnement. 
2.2 Les différents composants du partitionnement 
Un bon partitionnement maténelAogiciel dépend de différents critères. Ces 
différents éléments interagissent les uns avec les autres influençant grandement les 
résultats qui seront obtenus. Par exemple. même si l'algorithme de partitionnement est 
bon. si les estimateurs ne sont pas précis, nous n'obtiendrons pas un système conçu de 
façon optimale. Vous pouvez voir les liens entre les différents éléments du 
partitionnement à la figure 2.2 [GaVa95]. La figure sera expliquée d'une manière plus 
détaillée dms les prochaines sous-sections. 
2.2-1 Modèle d'estimation 
Avant d'élaborer un modèle et de l'évaluer, il est important de déterminer la 
granularité de notre système. La granularité des objets est la dimension des parties qui 
devront être implantées en logiciel ou en matériel. On peut appeler ces différentes 
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Figure 2.2 Configuration typique d'un système de partitionnement 
La taille de ceux-ci est déterminée selon l'application et les contraintes du 
système. La grosseur d'un bloc peut aller d'un bloc de base qui est en fait la plus petite 
uni té possible. comme une instruction, jusqu'au système complet. Lorsque le 
partitionnement est à grains fins, c'est-à-dire qu'il y a un grand nombre de petits blocs. 
les résultats obtenus seront plus précis. Par contre, vu le nombre élevé de blocs à traiter 
et le grand nombre de combinaisons possibles entre le partitionnement logiciel et 
matériel, le temps de calcul sera beaucoup plus long. On doit donc trouver un juste 
milieu entre la taille des blocs et la durée du temps de calcul [HBKG98]. 
En général, nous allons appeler un partitionnement j. grain fin, un 
partitionnement au niveau des blocs de base ou des instructions comme l'ont fait Ernst, 
Henkel et Brener dans Cosyma[EHB93] m 9 4 ] ,  Gupta et De Micheli avec VuIcan 
[GuDe93Jo ainsi que Knudson et Madson avec Lycos [User99]. Tandis que Srivastona 
et Brodersen [SrBr911 et Athanos et Silveman [AtSi93] ont utilisé une approche à gros 
grains. ce qui signifie un partitionnement au niveau des tâches ou des processus 
[HeEr97]. 
Un autre point i considérer est qu'il est plus avantageux pour le matériel d'avoir 
de petits blocs. Cela permet un plus grand parallélisme, car plusieurs blocs peuvent être 
exécutés en même temps. Par contre. du côté logiciel, plus il y a de blocs. plus il y a de 
changements de contextes. II est donc avantageux pour une architecture ayant un seul 
processeur. d'avoir de plus gros blocs de façon à réduire le temps perdu lors des 
changements de contextes. 
La principale question est de savoir comment unir les blocs de base de façon à 
former les blocs utilisés lors du partitionnement. Pour faire cela. il existe des 
çstirnateurs que l'on joint ensemble pour calculer une fonction de proximité. La 
fonction de proximité peut étre formée de différents critères et est utilide pour 
déterminer les blocs h unir de façon B atteindre un meilleur partitionnement. Par 
exemple, i l  sera plus profitable d'unir deux blocs qui ont une grande quantité de 
communications de l'un l'autre [VaGa95a][VaGa95b][BGN97]. Après avoir 
déterminé les différents blocs. il est possible de passer au partitionnement et d'obtenir 
un modèle. 
2.2.2 Algorithme de partitionnement 
Dans Ia recherche du modèle qui satisfera les contraintes de façon optimaie, 
plusieurs modèles devront être considérés. Il est donc important d'avoir un algorithme 
qui effectuera des itérations sur les modèles de façon à explorer différentes possibilités. 
Pour un système de n blocs pouvant être placés sur k éléments différents, il y a k? 
possibilités de partitionnement. Si le nombre de blocs n'est pas très élevé, il est 
possible d'utiliser un algorithme qui trouvera le meilleur partitionnement avec certitude. 
Par contre. s'il est élevé, un heuristique ne trouvant pas nécessairement le meilleur 
partitionnement, mais qui s'exécute dans un plus court laps de temps peut être utilisé. 
Un compromis doit donc être fait entre le temps d'exécution de l'dgorithme et la qualité 
du partitionnement trouvé. Les différents modèles obtenus avec l'algorithme de 
partitionnement seront ensuite évalués à l'aide d'estimateurs. 
2.2.3 Estimateurs 
Certains critères de performance doivent Sire considérés pour un  système 
embarqué. Souvent ces critères sont en conflits les uns avec les autres. Par exemple la 
performance est proportionnelle au coût. toutes choses étant égales par ailleurs. II est 
très difficile de diminuer le coût et d'amCliorer la performance d'un système en même 
temps. 
il est important de connaître les valeurs de ces diffirents critères de performance 
afin d'obtenir le meilleur système possible. Malheureusement. le temps nécessaire à 
l'implantation du systiime en entier pour tous les modèles utilisés est beaucoup trop 
élevé. Nous devons donc évaluer ces critères de performance à l'aide d'estimateurs 
[Axe197][GaVa95]. Voici les estimateun les plus fréquemment utilisés. Ceux qui 
seront utilisés pour évaluer notre application seront traités avec plus de détails dans les 
sections 2,3,2.4 et 3.5. 
* Performance: Le but d'un grand nombre de systèmes embarqués est de trouver 
une implantation dont la performance est suffisante pour rencontrer les contraintes 
de temps. Cet aspect est très important pour les systèmes en temps réel ou les 
systèmes réactifs. Les données viennent de I'extérîeur à un certain rythme et le 
système doit être capable de les analyser rapidement. 
Coût: L'utilisation d'ASICs ou de microprocesseurs programmables est 
dispendieuse. II est important de garder les coûts les plus bas possible. 
Maintenance: Certaines parties du comportement auront peut-ttre besoin d'etre 
modifiées lorsque le système sera en opération. Ces parties devront donc Stre 
implantées en logiciel de façon à pouvoir Etre ficilement modifiable ou en 
matériel mais en utilisant un standard permettant facilement la réutilisation des 
blocs comme VSIA (Virtual Socket Interface Alliance) [CHB+99]. 
Distribution: Certaines parties du système peuvent Stre implantées dans des 
endroits différents. Par exemple les parties nécessitant des donnçes provenant de 
capteurs peuvent être placées près de ceux-ci. Donc. les blocs devront être divisés 
de manière à faire partie du composant dont la location correspond à la 
provenance des données dont ils ont besoin. 
Consommation de puissance: Certains systèmes embarques peuvent 2tre 
portables, utiliser une source d'énergie limitée ou Stre situés dans un espace 
limité. sans la possibilité d'y placer des ventilateurs. Dans de tels cas. i i  est 
important de diminuer la consommation de puissance. 
Poids: Encore une fois, cet aspect peut être très important pour des systèmes 
portables. Que ce soit pour un téléphone mobile ou une application aérospatiale. 
le poids peut être un élément important. 
Tolérance aux fautes: Si un certain système embarqué ne tolère aucune faute, il 
est important d'ajouter une façon de détecter les défaillances du système. Par 
exemple, la fonctionnalité pournit être dupliquée. 
2.2.4 Fonction objectif 
La fonction objectif utilise les valeurs obtenues des différents estimateurs pour 
créer une fonction unique qui quantifie la qualité du modèle. La plupart des 
algorithmes de partitionnement ont besoin d'un nombre unique pour comparer les 
différents modèles et ainsi garder celui qui rencontre de façon optimale les contraintes 
du système. Les façons de composer une fonction objectif seront décrites dans la 
section 2.7. 
2.3 Description des estimateurs utilisés 
Après avoir survolé rapidement les différents ilCments du codesign. nous allons 
traiter d'une manière plus détaillee les parties que nous allons utiliser dans cc projet. 
Nous verrons donc les points décrits dans la section 2.2 d'une manière beaucoup plus 
précise et élaborée. Nous allons d'abord commencer par les estimateurs uti1isS.s. puis la 
fonction objectif et finalement les algorithmes de parti tionnement. 
2.4 Estimateurs pour la partie logicielle 
Nous allons maintenant voir Iü façon d'estimer ces différents critères du côté 
logiciel, puis du côté matériel. 
2.4.1 Temps d'exécution 
La première chose à vérifier dans un système est sa fonctionnalité. Une fois le 
comportement vérifié, on doit s'assurer que ce comportement est exécuté dans les bons 
délais [DRG97]. 
Pour calculer le temps d'exécution des parties du système implantées en logiciel, 
nous devons tenir compte du temps d'exécution de chacun des blocs de base et de 
l'ordonnancement de ces blocs. Pour une implantation logicielle la description du 
comportement doit être compilée dans un ensemble d'instructions du processeur cible 
selon un des deux modèles qui seront présentés dans la sous-section 2.4.1.1. On 
suppose que les variables du comportement sont logées dans la mémoire du processeur. 
Donc, toutes les variables du comportement sont implantées avec les opérations 
écritureAecture en mémoire [GVNG93]. 
2.4.1.1 Modèles d'estimation 
II y a d'abord un modèle d'estimation avec un processeur spécifique. Le temps 
d'exécution peut Sire estimé de façon précise en compilant chacun des blocs dans un 
ensemble d'instructions pour un processeur particulier, en utilisant un compilateur 
spécifique à ce processeur. Une estimation à partir de ce mod6le est très précise. Par 
contre. elle prend beaucoup de temps de calcul. De plus. l'estimation complète devra 
être faite pour chacun des processeurs faisant partie de la bibliothèque des composants 
avec des compilateurs différents. 
Au lieu d'utiliser différents compilateurs et estimateurs, un modèle alternatif 
générique a été suggéré par Gajsky et al. [GVNG94]. Knieser et Papachristou l'utilisent 
également dans leur outil de conception pour le codesign Cornet [KnPa96]. Le 
comportement est d'abord compilé dans un ensemble d'instructions génériques. Pour 
chaque processeur, un fichier technologique est disponible, contenant les informations 
au sujet du nombre de périodes d'horloge et le nombre d'octets de chacune des 
instructions génériques requises. Les estimations sont donc faites à partir des 
instnictions génériques et des fichiers technologiques pour le processeur cible. 
2.4.1.2 Profilage des blocs du logiciel 
Il existe deux façons de déterminer le temps d'exécution d'un programme. Il y a 
d'abord une façon dynamique[GVNG94]. Une simulation dynamique exécute plusieurs 
fois les blocs du programme avec différentes données et enregistre le nombre de 
périodes d'horloge requises pour chacune des exécutions. Tout dépendant des données. 
le nombre de périodes d'horloge peut différer selon les branchements conditionnels et 
les boucles dépendantes des données. L'estimation dynamique demande un long temps 
de calcul. car l'exécution du programme doit être faite plusieurs fois. II existe des outils 
qui peuvent être utilisis pour accomplir cette tîche comme QPT [Qpt99] et MiPS Pinie 
(Pixi991. Ces deux programmes réécrivent le programme source en y ajoutant des 
instructions pour calculer la fréquence d'exécution de chaque bloc de base ou skquence 
de blocs de base. Un bloc de base contient des instructions étant exécutées le merne 
nombre de fois et est en général borné par le début et la fin d'une boucle ou d'un 
branchement conditionnel. 
Une autre façon de déterminer le temps d'exécution des blocs d'un programme 
est d'utiliser une méthode statique. Cette méthode ne tient pas compte des données 
utilisées et peut atteindre de très bons résultats si le nombre d'itérations des boucles est 
connu et que la probabilité des branchements conditionnels peut être prédite de façon 
précise. Pour le profilage statique, il existe un outil appelé Cinderella [Cind99], qui 
peut être utilisé pour profiler des programmes s'exécutant sur un processeur i960 d ' b e l  
et les processeurs de la famille M68000 de Motorolla. Cinderella lit le code exécutable 
des programmes et construit en séparant le programmes en blocs de base un graphe de 
flots de contrôle (CFG) et en déduit les contraintes structurelles. L'utilisateur doit 
fournir les bornes supérieures et inférieures de toutes les boucles. En utilisant les 
bornes supérieures des boucles, il est possible de déterminer le chemin le plus long dans 
l'exécution du programme. On peut ensuite trouver le temps d'exécution maximal en 
ordonnanqant les différents blocs de base. 
2.4.1.3 Ordonnancement 
Le problème d'ordonnancement consiste à décider l'ordre et le temps 
d'exécution d'un ensemble de blocs de base ayant certaines caractéristiques connues par 
le concepteur (la durée déterminée avec le modèle. puis le nombre d'exécutions 
déterminé lors du profilage) [BLMS98] [OBE99]. L'ordonnancement est en génCrcil fait 
par le système d'exploitation utilisé par le processeur. 
Vérifier si un  ordonnancement permet de rencontrer les contraintes de temps est 
difficile i déterminer. même si le temps d'exécution des blocs est connu. II existe 
différentes techniques d'ordonnancement pour le logiciel. Ces techniques sont en 
général statiques ou dynamiques. L'ordonnancement est dit statique lorsque les 
différentes tâches s'exécutent dans un ordre fixe et prédéterminé. Un ordonnancement 
statique ne demande pratiquement aucun temps CPU lors de l'exécution. ce qui 
implique un faible temps de service. Un ordonnancement statique est optimal lorsque 
les temps où les différentes tâches sont prêtes à être exécutées est bien connu à l'avance. 
Dans certains cas, un ordonnancement statique n'arrive pas à rencontrer les 
contraintes de temps, alors un ordonnancement dynamique est nécessaire. Une 
exécution dynamique est basée sur la priorité. Les tâches prêtes à être exécutées sont 
choisies dynamiquement selon leur ordre de priorité. La priorité est la mesure de 
I'urgence avec laquelle une tâche doit être exécutée. De plus, une tâche peut être 
préemptive, c'est-à-dire qu'elle peut être suspendue lorsqu'une tâche qui a une priorité 
plus élevée est prête à être exécutée. Le principal désavantage est le temps de service 
nécessaire à l'ordonnancement. Celui-ci est très élevé, car à chaque changement de 
contexte, des calculs élaborés doivent être faits, augmentant de façon significative le 
temps d'exécution [Axe197]. 
2.4.2 Dissipation de puissance 
L'estimation de la puissance pour un système matériel et logiciel est de plus en 
plus importante [HeLi98]. Lorsque l'espace est limité ou qu'il n'y a pas de possibiliiti 
d'y placer un ventilateur, cet aspect de la conception doit être pris en ligne de compte 
(un téléphone cellulaire avec un ventilateur ne serait pas un très bon produit...). 
La dissipation de puissance peut différer de beaucoup, tout dépendant du 
système implanté. La tension d'alimentation d'une carte n'est pas très représentative en 
tant que métrique, car les activités à l'intérieur du processeur sont en général associées à 
ses périphériques. De plus en plus, le processeur n'est qu'une petite partie du système. 
Le processeur est fait d'un circuit CMOS. Le changement de voltage sur une 
capacitance nécessite un transfert de charge. et par conséquent cause une consommation 
de puissance. Une fois la capacitmce chargée, la porte logique peut maintenir un 
voltage DC sans mouvement de charge additionnel et ne consomme pas de courant. 
Pour cette raison. la circuitne CMOS consomme de la puissance seulement en 
changeant d'état. 
11 est important de souligner que la consommation d'énergie d'un 
microprocesseur dépend de ses stimulus déterminés par le logiciel et les entrées qu'il 
reçoit. Donc, faire une analyse de la dissipation de puissance sans tenir compte du 
logiciel impliqué peut mener à des estimations très loin de la réalité. Jusqu'à 
maintenant, loaqu'un client veut choisir un microprocesseur pour un système 
embarqué, il a seulement la possibilité de connaître une valeur moyenne, ou une échelle 
allant de la plus petite valeur à la plus grande. mais sans connaître le type d'application 
sur lequel ces valeurs ont été calculées [STA98]. 
Il existe trois principales façons de calculer la dissipation de puissance et nous 
allons les traiter dans ce document. Ces méthodes sont: le profilage. I'estimation à 
partir d'un modèle matériel et l'estimation à partir des instructions. 
2.4.2.1 Profilage 
11 est possible d'utiliser une approche montante (bottom-up) pour déterminer la 
dissipation de puissance d'un processeur. On peut le faire sous forme de profilage. 11 
s'agit d'exécuter un programme plusieurs fois et à chaque fois en calculer la dissipation 
de puissance. Pour obtenir la dissipation de puissance. plusieurs techniques peuvent 
être utilisées. il est possible de recouvrir le processeur et de mesurer la chaleur qui s'en 
dégage. Mais. une façon plus simple de procéder est de mesurer le courant utilisé (ILOG) 
h l'entrée du processeur lors de I'exécution du programme, pour ensuite en utilisant le 
voltage (VDo) fourni au processeur en déduire la puissance utilisée (PLOG), en utilisant la 
formule PLoG = ILOG * VDD. 
2.4.2.2 En utilisant un modèle matériel 
Il est possible également d'utiliser un modèle matériel du processeur pour 
estimer la dissipation de puissance de Ia partie logicielle. Pour un programme 
relativement simple, une façon de calculer la consommation de puissance est d'exécuter 
le programme sur un modèle comportemental ou RTL (Register Transfer Level) du 
système et de mesurer la consommation de puissance en utilisant des techniques pour 
l'estimation de puissance au niveau du matériel. 
Par contre. une application complexe consomme des millions de cycles machine, 
ce qui le rend très difficile à estimer en utilisant des techniques d'estimation pour le 
matériel au niveau comportemental ou RTL. Mais Hsieh et al. [MaPe98J[HsPe9S] ont 
quand même réussi à présenter une méthode basée sur cette technique. appelçe 
trpproche par synth2se de programme pour calculer la dissipation de puissance d'un 
processeur. Ils utilisent un modèle transformé de celui-ci et appliquent une methode 
d'évaluation de dissipation de puissance pour le matériel au niveau RTL. Les auteurs 
synthétisent un programme d'une telle façon que la trace résultante en terme de 
performance et de dissipation de puissance soit équivalente à la trace du programme 
originale. La nouvelle trace d'instructions est par contre beaucoup plus courte que la 
trace du programme originale et peut donc Gtre simulée plus facilement par une 
description matérielle du processeur et donner des résultats rapidement au sujet de la 
dissipation de puissance. 
Pour utiliser ce type d'estimation, le processeur doit être bien connu au niveau 
comportemental ou RTL. Souvent cette information n'est pas disponible et une autre 
technique doit être examinée. 
2.4.2.3 Modèles de puissance au niveau dos instructions 
Une alternative populaire ii la simulation d'un modèle matériel du processeur est 
d'utiliser des modèles de puissance au niveau des instructions. Ces modèles sont reliés 
à la consommation de puissance d'un processeur pour chaque instruction ou séquence 
d'instructions qu'il peut exécuter. Des raffinements supplémentaires sont faits à cette 
évaluation en utilisant des statistiques tels que le pourcentage de fautes de la mémoire 
cache, le taux de blocage des pipelines. etc. 
L'environnement de conception assistée par ordinateur pour le CO-design appelé 
TOSCA [FGS+98] utilise cette méthode pour calculer la métrique de puissance au 
niveau logiciel servant à guider le partitionnement du système. Nous allons nous 
attarder plus longuement à cette technique. car elle nous apparaît la plus intéressante. 
Un compilateur ou un simulateur d'ensemble d'instructions pour un processeur cible 
pourraient Stre améliorés en utilisant un tel modèle[LRD+99]. 
Pour certains processeurs, il est possible de calculer la dissipation de puissance 
en multipliant le nombre de cycles du programme par une valeur moyenne de 
dissipation de puissance par cycle. Russell et al. [RuJa99] ont étudié un processeur 
RISC embarqué de 32 bits. le i960 de Intel. Cr modèle de processeur n'est pas très 
complexe et i l  a été démontré par les auteurs qu'ils pouvaient prédire la consommation 
d'énergie à l'intérieur de 8% dans 99% des cas s'ils comparaient leurs estimations à des 
mesures physiques. Leurs conclusions demontrent que les variations de consommation 
de puissance à travers les instructions assembleurs n'ont aucune signification statistique 
pour le processeur i960. En fait. i l  n'y a aucun besoin de considérer les instructions 
assembleurs individuelles pour prédire la consommation d'énergie réelle correctement. 
La puissance fluctue pendant un cycle d'horloge, mais sa moyenne est stable. Les 
registres sources et destinations, ainsi que le code conditionnel n'ont aucun influence 
significative. Cette façon est rapide et facile, mais elle ne s'applique malheureusement 
pas à la plupart des processeurs. 
Dans [TMW94] et [ïTMF97] en se basant sur les mesures réelles de quelques 
processeurs, Tiwari et Al. présentent le modèle suivant de dissipation de puissance au 
niveau des instructions: 
où Energie,, est la dissipation d'énergie totale du programme qui est divisé en trois 
parties. La première partie est l'addition du coût de l'énergie de base de chaque 
instruction ((BC, est le coût de l'énergie de base et AT, est le nombre de fois où 
l'instruction est exécutee). La deuxième partie de l'équation donne l'itat du circuit (SC,,j 
est le coût d'énergie quand l'instruction i est suivie par j pendant l'exécution du 
programme et N,, et le nombre de fois où ces instructions se suivent). La troisième partie 
de I'Çqurition représente la contribution en Çnergie des autres effets d'instruction (Oq), 
tels les fautes de la mémoire cache et le blocage des pipelines pendant l'exécution du 
programme 
Pour mesurer le coiit de base d'une instruction, la meme instruction ou un bloc 
d'instructions est exécuté plusieurs fois dans une boucle infinie. La puissance moyenne 
est ensuite mesurée pour plusieurs itçrations de la boucle du programme. Basée sur ces 
essais, une estimation de la consommation de puissance moyenne est trouvée pour 
chacune des instrucrions. Puis. une table de puissance peut être pour chaque processeur, 
en rapportant la consommation d'énergie pour chaque instruction comprise dans 
l'ensemble d'instructions et pour tous les modes d'adressages associés à chaque type 
d'instruction. n existe des moyens de minimiser la taille de ces tables en les plaçant 
dans des classes. Par exemple, si on prend les coûts de base des instructions. les 
instructions ayant des consommations de puissance similaires peuvent être placées dans 
la même cIasse. En utilisant cette méthode, Chunho et al. [CMP99] ont divisé les 
instructions d'un processeur DSP Fujitsu en six différentes classes. 
En général. la puissance moyenne dissipée par un processeur en exécutant un 
programme est froc = I,brou * VDD, où I , M o ~  est le courant moyen et VDD est la tension 
d'alimentation fournie au processeur. L'énergie est donnée par Eroû = PLOC * ~ L Q G  où 
t ~ o ~  est le temps d'exécution du programme sur le processeur qui est exprimé par: q, 
= NHoR * THOR. OU NHOR est le nombre de cycles de l'horloge pour exécuter le 
programme et t ~ o ~  la période de l'horloge. Pour calculer le courant moyen utilisé 
pendant l'exécution de chaque instruction, il est nécessaire de prendre des mesures du 
coût en énergie pour chacune des instructions. 
Pour certains processeurs. i l  est important de tenir compte des effets des 
instmctions précédentes. Les contributions supplémentaires au calcul de la dissipation 
de puissance globale proviennent des effets inter-instructions, ce qui n'a pas ité 
considéré dans le calcul du coût de base de chaque instruction. L'activité de 
permutation dans un  circuit est en fonction de I'entrée présente et de l'état précédent du 
processeur. Donc. le coût en énergie d'une instruction peut être un peu différent de son 
coût de base. Cela est dû au fait que lors du calcul des coûts de base. l'état précédent du 
processeur pouvait ne pas être le même. Pour certains processeurs. i l  est possible de 
considérer cet effet inter-instnictions comme étant constant sans affecter la qualité de 
l'estimation. Mais, dans d'autres cas. c'est un élément qui doit ttre considéré et qui peut 
parfois être difficile à faire. Pour réussir à bien comprendre les effets inter-instructions, 
l'architecture interne du processeur. ainsi que la façon dont les instructions sont 
microprognmmées, doivent être connus. 
Les données utilisées pour chacune des instructions peuvent également 
influencer la dissipation de puissance d'une instruction. Selon [TTMF97][TTMF95], 
les données n'ont pas tellement d'influence si l'on utilise un processeur général. Par 
contre, lorsqu'un processeur DSP est utilisé, les données peuvent influencer la 
dissipation de puissance d'une manière assez significative pour devoir en tenir compte. 
L'équation doit donc être modifiée pour refléter cette réalité. 
Pour d'autres processeurs, il 
contraintes de ressources et des fautes 
est important de tenir compte des effets des 
de cache sur le budget de puissance. Par contre. 
ces effets peuvent être négligés dans les programmes exécutés par certains processeurs 
simples comme le M68000. htel 805.280. etc.. . où des caractéristiques aussi avancées 
peuvent ne pas exister et dans des processeurs plus sophistiqués où le taux de succès des 
caches peut atteindre 98% et procurer une exploitation m m  imale des différents niveaux 
du pipeline. 
II est important de mentionner que même si le processeur possède un pipeline. 
cette méthodologie tient toujours. La preuve a été faite par Tiwari et d. dans [TMW94] 
pour un processeur 486DX2CPU. Prenons Ejlk qui est l'énergie moyenne consommée 
par l'étape j du pipeline. lorsque l'instruction Ik s'exCcute dans cet Ctapr. Les étapes du 
pipeline sont séparés les uns des autres par des bascules. Donc. les consommations 
d'énergie des différentes Otapes sont independantes les unes des autres. Prenons par 
exemple h un cycle donné. l'instruction I I  est exécutée par I'Çtape 2.12 par I'Çtiipe 2 et 
ainsi de suite. L'énergie totale consommée par le processeur dans ce cycle sera : 
EcFlc = E l / ,  + EZn + Esa + EJI4 + E5,5. (2 .2 )  
D'un autre côté, I'énergie totale consommée par l'instruction I I  lorsqu'clle se 
déplace à travers les étapes du pipeline est Eh = qEjll  Donc, en plaçant l'instruction Il 
qui est à évaluer, dans une boucle d'instructions, cela donne comme résultat 
puisque dans ce cas Il = I2 = I3 = 4 = IS- représente l'énergie d'un cycle. c'est-à- 
dire des différentes étapes du pipeline et Eim l'énergie d'une instruction. Dans ce cas. le 
courant moyen est : 
+%II( VCC * temps). (2.4) 
ce qui a été vérifié expérimentalement par les auteurs. 
Une fois l'analyse de puissance complétée pour toutes les instmctions, elle est 
étendue à tous les modules du logiciel. en calculant la consommation de puissance selon 
leur fréquence d'appel[FGS+98]. 
2.4.2.4 Autres techniques 
Finalement, d'autres méthodes ont été brièvement mentionnées dans [MaPe98]. 
La première méthode estime la dissipation de puissance en utilisant la ciipacitance 
moyenne lorsque les modules du processeur. sont utilisCs. C'est-à-dire que chaque fois 
qu'un module est utilisé. on ajoute sa dissipation de puissance 5 la puissance totale 
dissipée. Les activités de changement sur les bus (adresse. instruction. données) 
peuvent également être utilisées pour calculer la consommation de puissance d'un 
processeur. 
2.5 Estimateurs pour la partie matérielle 
Nous allons maintenant voir les différentes métriques utilisées pour évaluer le 
matériel. 
2.5.1 Surface du circuit intégré et temps d'exécution 
Un autre point majeur dans le développement d'un système est son coût. Le 
principal composant de ce coût est la partie implantée en matériel. Le processeur 
commercial utilisé coûtera le même prix quel que soit le nombre de blocs implantés sur 
celui-ci en logiciel. Par contre le nombre de blocs implantés en matériel a un lien étroit 
avec la quantité de matériel nécessaire à sa réalisation. Il est donc important d'être 
capable d'évaluer la quantité de matériel nécessaire afin d'être en mesure d'estimer le 
coût d'un système. 
Pour &terminer ie irmps d'exicution, ainsi que ia surface du circuit integre 
utilisé, nous alions prendre une technique de synthèse. Une synthèse rapide est utilisée. 
en omettant des tâches qui consomment beaucoup de temps. comme par exemple les 
optimisations de la logique [VaGagSc]. 
Une synthèse de haut niveau utilise une séquence de tâches qui transforme une 
représentation comportementale en un modèle de bas niveau en utilisant des unités 
fonctionnelles comme des unités arithmétiques et logiques. ainsi que des unités 
d'entreposage des données et d'interconnexion [GaRa94]. Cela devient en Lit In 
représentation interne du système. 
Une synthèse est effectuée en trois étapes. Il y a d'abord l'allocation. puis 
I'ordonnancernent et finalement le partage des ressources (binding) [GnRü94]. Pour 
estimer la surface et le temps d'exécution. nous allons suivre les trois étapes de la 
synthèse qui seront décrites plus en détails dans les prochaines sections. Mais. nous 
allons tout d'abord présenter les façons de représenter le comportement d'un bloc pour 
son évaluation matérielle. 
2.5.1.1 Représentation du comportement 
En général, la meilleure fqon  de décrire le comportement d'un système est à 
l'aide d'un graphe de flots de données, car il permet de représenter les opérations 
arithmétiques et les dependances de lecture et d'écriture qui définissent l'ordre 
d'exécution. Donc. avant d'en faire la synthèse. une description matérielle. faite par 
exemple en VHDL. doit être transformée en graphe de flots de données ou en quelque 
chose d'équivalent. 
Un graphe de flots de données possède des nœuds v et des liens e entre les 
différents blocs. Le comportement est divisé en nœuds et les dépendances entre les 
nœuds sont représentées par des liens. Par exemple. le lien eij relie le noeud i au nœud j .  
comme nous pouvons le voir à la figure 2.3. 
Figure 2.3 Graphe de flots de données 
Ii existe cinq différents types de nœuds de base : les nœuds de données. les 
nœuds conditionnels, les nœuds hiérarchiques, les nœuds d'emplacement et les noeuds 
de contrôle de boucle. Les nœuds de données représentent les opérations arithmétique 
et logique. Les nœuds conditionnels correspondent aux if et aux case. Les nœuds 
hiérarchiques contiennent les autres nœuds et liens qui correspondent aux boucles, aux 
fonctions et aux procédures. Les nœuds d'emplacement représentent parfois les sauts 
avant dans un graphe d'état ou simplement une connexion sur le graphe. Finalement les 
nœuds de contrôle de boucle dénotent les limites de la boucle Wap961. Lorsque nous 
utilisons des nœuds conditionnels. une valeur représentant la probabilité prob(e,,) doit 
être ajoutée aux différents liens sortant de ce nœud. Cette probabilité mesure le nombre 
de fois où le branchement est pris. C'est en fait une valeur entre O et 1. Par exemple. si 
une fois sur dix. le lien entre i et j est utilisé. alors ce lien aura une probabilité de O. 1. 
2.5.1.2 Allocation 
La tâche d'allocation détermine le type et la quantité de ressources utilisées par 
le système. Elle détermine également la période de l'horloge. ainsi que les pipelines. À 
\'intérieur de sa description comportementale. le concepteur peut également déterminer 
les bouts de code qui seront pipelinés ou les boucles qui seront ou non diroulées. 
Monet [Mone98]. l i t  un système décrit en VHDL ou Verilog et le transfome en une 
base de données appelée « SiF » (Synthesis Intemal Form). Les opérations du système. 
comme les M+D et les «-» sont remplacées par des opérateurs dans le SE. Les 
opérateurs standards sont définis dans une bibliothèque [Mone98]. 
Dans certains outils de synthèse existant (c'est le cas avec Monrr de Mentor 
Graphics et le Behavioral Compiler de Synopsys), la période d'horloge doit Stre 
spécifiée par le concepteur avant la synthèse. Dans d'autres outils, lorsque celle-ci n'est 
pas spécifiée, nous avons dors besoin d'en estimer une [GVNG94]. II existe différentes 
façons de faire cette estimation et nous allons en présenter deux. 
La première méthode consiste à utiliser le bloc qui a le plus long temps 
d'exécution pour estimer l'horloge. Le délai de chacun des blocs doit alors être estimé 
et celui qui a le plus grand délai est celui qui détermine la période de l'horloge. Cette 
méthode peut être efficace, si les temps d'exécution des blocs sont d'une longueur 
similaire. Ce n'est pas toujours optimal et une façon de remédier à cette contrainte est 
de faire une évaluation en tenant compte des marges de l'horloge. La marge de 
l'horloge est la différence entre le délai du bloc et celui de l'horloge. La moyenne des 
marges est calculée pour différentes périodes d'horloge et la période ayant la plus petite 
moyenne est utilisée. 
2.5.1.3 Ordonnancement 
La prochaine étape ordonnance les opérations et les accès mémoires à l'intérieur 
de cycles d'horloge. Les algorithmes d'ordonnancement peuvent être largement classés 
en étant contraints par le temps ou par les ressources [GaRa94]. Un algorithme basé sur 
des contraintes de ressources construit habituellement l'ordonnancement un cycle à la 
fois. Il ordonnance toutes les opérations qui ne déplissent pas les contraintes des 
ressources ou violent les dépendances de données. Dans un ordonnancement basé sur 
les contraintes de temps, le nombre d'étapes de contrôle est fixe. II existe également 
des algorithmes que l'on dit de base. Ces algorithmes peuvent être utilisés en tant que 
tel, mais ils sont très souvent la base d'un autre algorithme plus complet [Govi99]. Nous 
avons classé les algorithmes d'ordonnancement en différentes catégories tel que montré 
à la figure 2.4. 
d'ordonnancement 
De base contraintes contraintes de 
Figure 2.4 Classification des algorithmes d'ordonnancement 
2.5.1.4 Les algorithmes d'ordonnancement de base 
La plupart des algorithmes que nous allons décrire plus tard nécessitent des 
bornes pour le temps d'exécution le plus court et le plus long à l'intérieur desquelles ils 
peuvent Etre ordonnancés et cela peut être trouvé par les algorithmes ASAP et ALAP 
respectivement. Ces algorithmes n'ont pas de contraintes de ressources. 
ASAP 
Une façon simple d'ordonnancer les opérations est l'approche dite « aussi tôt 
que possible » (ASAP ou As Soon As Possible) [DeMi94]. C'est l'algorithme utilisé 
dans l'outil de conception pour le codesign Cosyn [HeSa97]. L'algorithme ASAP 
débute avec le plus haut nœud (qui n'a pas de parents) dans le graphe de flots de 
données et assigne les étapes de contrôle dans un ordre croissant. alors qu'il procede en 
descendant dans le graphe de flots de données. La complexité de l'algorithme est 
O(V+E) où Vest le nombre de nœuds dans le graphe de Flots de données et E représente 
le nombre de liens dans le graphe. 
ALAP 
Cette approche est un raffinement de l'ordonnancement ASAP. Les opérations 
sont ordonnancées aussi tard que possible » (ALAP ou As Late As Possible) en tenant 
compte d'un temps maximal PeMi941. L'algorithme ALAP fonctionne de la même 
façon que l'algorithme ASAP, à l'exception qu'il commence au bas du graphe de flots 
de données et qu'il procède vers le haut. L'algorithme donne l'ordonnancement le plus 
lent possible qui prend le nombre maximal d'étape de contrôle. La complexité de cet 
algorithme est O(V+E) où Vest le nombre de nœuds dans le graphe de flots de données 
et E représente le nombre de liens dans le graphe. 
Avec contraintes de temps 
Les algorithmes d'ordonnancement avec contraintes de temps sont importants 
pour des systèmes en temps réel, comme le traitement de signaux numériques où 
l'objectif principal est de minimiser le coût du matériel tout en rencontrant certaines 
contraintes de krnps. 
Dirigé par la force 
L'algorithme d'ordonnancement dirigé par la force (FDS) dis tri bue les 
opérations du même type uniformément selon les étapes de contrôle disponibles. Pour 
chaque opérateur, la force est calculée, basée sur sa mobilité. La mobilité de l'opération 
est calculée en utilisant les algorithmes ALAP et ASAP et indique le nombre potentiel 
d'étapes de contrôle üuxquelles peuvent être assignés une opération sans ajouter de délai 
au temps d'exécution du comportement. La complexité de l'algorithme FDS est O(CV') 
où C est le nombre d'étapes de contrôle et V le nombre de nœuds dans le graphe de flots 
de données. L'algorithme FDS ne produit pas toujours un ordonnancement optimal. 
Programmation en nombres entiers 
La programmation en nombres entiers, ILP (Integer Linear Progrmming) essaie 
de trouver l'ordonnancement optimal en utilisant un algorithme de recherche du type 
branch-and-boiind [DeMi941 [Govi99]. Il contient également du a bac ktracking », 
c'est-à-dire qu'une décision prise antérieurement peut être changée par la suite. Une 
formulation simplifiée de la méthode ILP est donnée. Premièrement, les frontières de la 
mobilité sont calculées pour chaque opération M= (Sj / Ek I; j r Ltj. où Et et Lt sont les 
valeurs provenant des algorithmes ASAP et ALAP respectivement. Le problème 
d'ordonnancement par ILP peut se définir par l'équation suivante : 
n 
minimiser (Ck  * Nç) et  C x. .= 1, Vi. 1 s isn .  
k =  1 
' J  
E, 5 j5 L, 
où k E [ l . . r i ]  types d'opérations sont disponibles. i le nombre d'opérations, iVk est le 
nombre d'unités fonctionnelles pour les opérations du type k et CI est le coût de chaque 
unité fonctionnelle. Chaque .ri, est 1 si l'opération i est assignée à l'étape de contrôle j, 
sinon sa valeur est zéro. Cet algorithme est précis, mais il a une très grande complexité 
de calcul. 
Raffinement itératif 
Dans cet algorithme. un ordonnancement initial est utilisé et chaque opération 
est déplacée i une étape de contrôle précédente ou subséquente, tout en gardant en 
mémoire les dépendances de données [Govi99]. Un déplacement au hasard est choisi. 
I'opérat ion est déplacée. puis verrouillée temporairement dans cette position. De la 
même façon. d'autres dkplacements sont faits jusqu'à ce que toutes les opérations soient 
verrouillées dans des positions optimales. Lorsque toutes les opérations sont 
verrouillées. la procédure complète est reprise avec un nouvel ordonnancement. 
Avec contraintes de ressources 
Dans une application où la conception est restreinte par la surface de silicium. 
des algorithmes d'ordonnancement avec contraintes de ressources sont très utiles. Le 
but de ces algorithmes est d'obtenir un ordonnancement dans le moins de temps 
possible. tout en utilisant un nombre limité de ressources. 
Basé sur une Iiste (Iist scheduling) 
Avec cet algorithme, une liste de priorité est d'abord créée. Elle contient dors 
toutes les opérations qui n'ont aucun prédécesseur ou dont les prédécesseurs ont été 
ordonnancés. Toutes les opérations pouvant être associées à l'étape de contrôle 
courante sont ordonnancées et éliminées de la liste. Après l'assignation d'une étape de 
contrôle, la liste de priorité est mise à jour. Dans cette technique, une priorité basée sur 
la mobilité peut être donnée aux opérations. La complexité de cet algorithme est 
O(V+E) OU V est le nombre d e  nmuds et E le nombre de liens du graphe de flots de 
données [GaRa94][Govi99]. 
Liste statique 
Cet algorithme utilise au depart les algorithmes ASAP et ALAP pour obtenir les 
étapes de contrôle minimale et ma,xirnüle auxquelles l'opération peut être ordonnancée. 
Les opérations sont ensuite ordonnées en ordre ascendant en utilisant les valeurs 
obtenues par l'algorithme ALAP. La vnleur de l'algorithme ASAP est utilisée comme 
deuxième paramètre en cas d'égalité pour la valeur de l'algorithme ALAP. Une fois In 
1 iste de priori t6 crée. les opérations sont ordonnancées séquentiellement. en partant avec 
la dernière opération dans la liste de priorité (c'est-à-dire celle ayant la plus haute 
priorité). À chaque itération. quand les limites du nombre des ressources ont Çté 
atteintes, le reste des opérations sont retardées à une Ctape de contrôle 
ul térieure[Govi99]. 
Opérateurs utilisés (Operator used) 
Dans cette méthode, les énoncés sont placés dans des nœuds. Tous les énoncés 
d'un même nœud doivent être capables de s'exécuter de façon parallèle. Pour chaque 
type d'opération d'un nœud, nous calculons le nombre d'occurrences de ce nœud, que 
nous divisons par le nombre de ressources implantant cette opération. Cette étape est 
répétée pour chacune des opérations du nœud. On prend le plus grand nombre trouvé 
pour les opérations du nmud et cela devient le nombre d'étapes de contrôle. Nous 
répétons les mêmes étapes pour tous les nœuds et faisons l'addition du nombre d'étapes 
de contrôle de chacun des nœuds pour trouver le nombre d'étapes de contrôle du 
comportement en entier. La complexité de cet algorithme est O(V) où V est le nombre 
de nœuds du graphe de flots de données [GVNG94]. 
2.5.1.5 Partage des ressources (binding) 
La tkhe de partage des ressources assigne les opérations et les accès mémoires à 
chaque cycle d'horloge aux unités matérielles disponibles. Des ressources telles des 
unités fonctionnelles. des unités d'interconnexions et des unités d'entreposages peuvent 
être partagées par différentes opérations. 
Les registres 
Les registres sont utilisés pour entreposer les valeurs des donnees des constantes, 
des variables et des tableaux. Une façon tris simple d'estimer le nombre de registres 
nécessaires est d'allouer chacun d'eux à un registre particulier. C'est une façon rapide 
de faire. mais par contre. cela entraîne un nombre excessif de registres. Certains seront 
très peu utilisés et peuvent être combinés avec d'autres dans le but d'optimiser leur 
utilisation. 
Pour ce faire, la première chose qui doit être calculée est la durée de vie des 
variables. En fait, cela commence lors de la définition de la variable et se termine lors 
de sa dernière utilisation. 
Une fois la durée de vie calculée, l'allocation des variables dans un même 
registre peut se faire de différentes manières. II existe l'approche du partitionnement 
par cliques. Toutes les variables sont placées dans des nœuds. Si deux variables ont des 
durées de vie qui ne se superposent pas, alors un lien est créé entre les deux nœuds. Ces 
nœuds sont alors considérés comme étant des nœuds voisins. Les nœuds ayant le plus 
de voisins communs sont alors fusionnés dans la même variable, formant une clique. À 
la fin, quand il n'y a plus de fusions possibles, le nombre de cliques correspond au 
nombre de registres nécessaires à l'implantation de toutes les variables. La complexité 
de cet algorithme est O(nc) où n est le nombre de variables à placer dans des registres et 
c le nombre de cliques 
Une autre approche pour minimiser le nombre de registres se nomme « left 
edge ». Une liste de variables comprenant leur durée de vie est créCe. Un algorithme 
est utilisé pour placer les variables de la liste d'une manière ascendante du temps de 
départ de leur durée de vie. À chaque itération, une variable de la liste est assignie à un 
registre. D'abord, les registres existants sont examinés et s'il existe un  registre dont les 
durées de vie ne se superposent pas. la variable est assignée à ce registre. Sinon. un 
nouveau registre est créé pour entreposer la variable. La complexité de cet algorithme 
est O(n log2 n) où n est le nombre de variables à placer dans des registres. 
Les unités fonctionnelles 
Les unités fonctionnelles sont utilisées pour implanter les opérations du 
comportement. il existe encore une fois plusieurs façons d'estimer ce nombre. 
Premièrement, le concepteur peut spécifier explicitement le nombre d'ailocations 
d'unités fonctionnelles, c'est ce que l'on a vu précédemment, c'est-à-dire les contraintes 
de ressources. Dans un deuxième cas, si le comportement a déjà été ordonnancé avec 
des étapes de contrôle, alors une méthode similaire à la méthode de partitionnement par 
cliques peut être utilisée. De la même façon, un graphe peut être construit pour les 
différentes opérations et des liens peuvent être créés pour indiquer les nœuds qui n'ont 
pas une utilisation qui se superpose. 
Lorsque toutes les variables et les opérations sont assignés à des registres ou des 
unités fonctionnelles, il est possible d'estimer le nombre d'unités d'interconnexion. 
Unités d'interconnexion 
Il peut être surprenant de voir la différence entre les surfaces d'un système si 
l'on tient compte ou non des unités d'interconnexion. U est donc important de les 
ajouter lors du calcul de la surface [MFT+96]. Des unités d'interconnexion sont 
nécessaires pour relier les différents registres et unités fonctionnelles. Ces connexions 
peuvent être faites à l'aide d'un bus ou bien de multiplexeurs. Les interconnexions 
peuvent être estimées directement à partir du comportement. ainsi que de l'empl<iccment 
des variables et des unités fonctionnelles. Une façon de faire est d'implanter toutes les 
connexions qui vont au même endroit sur un même bus ou multiplexeur. La taille des 
rnuliiplexrun peut Sire factorisée en différents multipirxeurs et en insérant un autre 
multiplexeur pour sélectionner une des entrées communes. 
Une autre approche est d'estimer le nombre de connexions nCcesstiires en 
utilisant un partitionnement par cliques (GVNG941. C'est un graphe similaire i ceux 
que nous avons vu auparavant pour les registres. Chaque nœud représente une 
connexion entre deux unites. Le lien entre les nœuds représente les connexions qui ne 
sont pas utilisées de manière parallèle pour le transfert de données à la même étape de 
contrôle. 
2.5.1.6 Calcul de la surface 
Une fois cette dernière étape terminée, il est possible en additionnant la surface 
des unités fonctionnelles, des registres et des unités de connexions de déterminer la 
surface totde du système. On doit d'abord connaître la surface des composants de 
bases, comme les registres simples, les additionneurs, les multiplexeurs, etc. On 
additionne ensuite la surface de tous les composants de base utilisés. 
2.5.2 Dissipation de puissance pour le matériel 
il y une très forte demande provenant des concepteurs de système muvrant dans 
l'industrie des semi-conducteurs pour le développement d'outils permettant de contrôler 
le budget de puissance pendant les différentes phases du processus de conception 
matérielle. Les économies de puissance pouvant être atteintes à l'aide d'optimisation 
automatique s'avèrent plus importantes que les économies de puissance pouvant Stre 
réalisées en ayant recours à une technologie différente [KrRa98]. 
Pour des systèmes décrits dans un haut niveau d'abstraction. la cohirencc est 
plus importante que la précision. Donc, une évaluation relative (plutôt qu'absolue) est 
en général suffisante [MMP96]. C'est-à-dire que l'on cherche en général b déterminer 
si un modèle dissipe moins de puissance qu'un autre. sans nécessairement chercher à 
déterminer la valeur exacte de sa dissipation de puissance. 
La plupart des outils de prédiction de la dissipation de puissance de haut niveau. 
combinent profilage statique et simulation de façon à déterminer les dependances de 
données[MMP96]. il existe differents modèles et techniques utilisés pour déterminer la 
dissipation de puissance et nous allons ici présenter certaines d'entre elles. 
2.5.2.1 Modèles de théorie de l'information 
L'approche de la théorie de l'information pour l'estimation de puissance de haut 
niveau dépend de la mesure de I'activité (par exemple, I'entropie) pour obtenir une 
estimation rapide [KrRa98]. Cette méthode est utilisée dans [MMP96]wajm96] 
[MaPe98]. 
L'entropie est la caractérisation d'une variable ou d'un processus aléatoire. Elle 
est utilisée dans la théorie de l'information comme une mesure de la capacité de 
transport d'information. Cette méthode est rapide et elle permet de trouver la dissipation 
de puissance en utilisant uniquement les variations sur les entrées et sorties du circuit. 
Si .r est une variable booléenne avec la probabilité p que cette valeur soit à . 1 .. alors 
P{x= I }  = p. et I'entropie de x est définie par 
H ( . r )  = p  log, ( l l p )  + ( 1 - p )  log, (Il( 1 -p l ) *  
* 
(2.61 
où log2 est le logari thme base 2. La fonction de l'entropie H(.r) est montrée B la figure 
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Figure 2 5  Entropie d'une variable booléenne 
La fonction HLr) a la valeur maximale de un à p=0.5. Intuitivement, si un signal 
a p=0.5 alors il peut faire le nombre maximal de transition et peut transporter le plus 
d'information. L'entropie représente l'activité sur les bus et peut être utilisée pour 
estimer la dissipation de puissance. En fait, il a été démontré dans [Najm96], que la 
dissipation de puissance (Pmy) était proportionnelle à la surface du circuit (A)  multiplié 
par son entropie moyenne (m. 
A est une estimation de la surface du circuit qui est représentative de la capacité. Et H 
représente la moyenne de l'entropie de tous les naeuds du circuit. 
Farid Najm (Najm961 a démontré qu'en utilisant cette méthode, il réussissait à 
avoir une différence inférieure à 9% entre ses estimations et ses mesures expérimentales 
dans 90% des cas. 
2.5.2.2 Modèles basés sur la complexité 
Ces modèles relient la dissipation de puissance à certaines notions de complexité 
de circuit. Par exemple. des paramètres qui influencent la complexité du circuit incluent 
le nombre et le type d'opérations arithmétiques et booléennes dans la description 
comportementale, le nombre de termes dans une somme de produits d'une fonction 
booléenne. etc.. . [KrRa98][FGS+98]. 
La plupart des modèles basés sur la complexité reposent sur I'hypothèse que la 
complexité d'un circuit peut être estimée par le nombre équivalent de portes logiques. 
Cette information peut être générée directement en utilisant des opérateurs provenant de 
bibliothèques. On peut utiliser l'expression suivante pour déterminer la dissipation de 
puissance d'un module logique. 
Puissance = f ~ ( ~ n e r ~ i e , , + 0 5 ~ ~ ~ , ~ , , ) ~  (2.8) 
où f est la fréquence de l'horloge et N est le nombre de portes logiques équivalentes. 
Epm est la consommation interne pour les portes équivalentes (cela inclus les capacités 
parasitiques). CCharlFC est la capacité moyenne des entrées pour les portes équivalentes 
(cela inclus les capacités de sortie. ainsi que les capacité d'interconnexion). Chqr est 
estimé de façon statistique, en se basant sur la moyenne du nombre de portes du circuit. 
Epm est dépendant de la fonctionnalité du module. Les données sont précalculées et 
emmagasinées dans une bibliothèque et sont indépendantes du style d'implantation 
(logique statique versus dynamique, stratégie d'horloge), des paramètres spécifiques 
pour une bibliothèque particulière (inertie des portes, génération de « glitch » et 
propagation des signaux), et le contexte du circuit dans lequel le module est instantié. 
Ceci est un exemple d'un modèle d'estimation de puissance indépendant de 
l'implantation et des données. 
Les estimations seront beaucoup plus précises par l'introduction de paramètres 
empiriques qui sont déterminés par l'analyse de données réelles. Par exemple. le 
modèle de puissance pour un graphe de flots de données implanté avec des cellules 
standards est donne par 
Puissance = 0 . 5 ~ ' /  ( N I  C, E ,  + N o  Cu Eu) N ,,,. (2.9) 
où Nr et No dénotent le nombre d'entrée et de sorties respectivement pour le graphe de 
flots de données, C, et Co sont des coefficients de régression qui sont obtenus 
empiriquement à partir des simulations de bas niveau d'applications semblables, El et 
Eo dénotent les activités de permutation sur les lignes d'entrées et sorties en plus des 
lignes d'états et NM dénote le nombre de ternes produits dans une optimisation du 
graphe de fiots de données. 
2.5.2.3 Modèles basés sur la synthèse 
Une autre approche est de faire une synthèse rapide de notre système exprimé 
sous la forme d'une description comportementale. Une fois la structure RTL de notre 
système obtenue, il est possible d'estimer les caractéristiques du circuit en utilisant des 
techniques d'estimation de dissipation de puissance pour le niveau RTL [MMP96]. 
2.6 Estimation et modèle de cammunicathns 
Lorsque l'on sépare un système en plusieurs blocs. des mécanismes de 
communications et de synchronisations sont nécessaires. Les temps de communications 
font en fait également partie du temps d'exécution du système entier. 
2.6.1 Modèles de communication 
Les modèles de communication peuvent être divisés en deux types: ceux bases 
sur le passage de messages et ceux qui ont une mémoire partagée. 
2.6.1.1 Passage de message 
Le passage de messages représente une communication directe entre les unités de 
traitement transmettrices et réceptrices. ii existe différentes façons de transférer les 
données. il y a d'abord le transfert de données de façon synchrone. C'est le transfert de 
données entre deux blocs accompagné par un mécanisme assurant que le bloc 
transmetteur envoie les données et que le bloc récepteur soit dans un état approprié pour 
le recevoir. Si le bloc récepteur n'est pas dans le bon état, le transmetteur doit prendre 
une action appropriée soit en se bloquant jusqu'à ce que le récepteur soit prêt ou en 
continuant avec une autre action, qui n'est pas reliée à celle-ci. L'inconvénient avec ce 
type de transfert est que certains processus peuvent rester bloqués pendant une longue 
période de temps, augmentant alors considérablement leur temps d'exécution. 
D'autre part, un transfert de données de façon asynchrone avec l'utilisation de 
mémoires tampons est également possible. Les données sont envoyées par le 
transmetteur de façon asynchrone et ces données sont retenues dans une mémoire 
tampon située entre le transmetteur et le receveur. L'exécution des blocs n'étant pas 
bloquée. le système opèrera plus rapidement. Le récepteur peut prendre les données au 
rythme auquel il en a besoin, car elles restent mémorisées dans le tampon. Ces données 
ne sont pas perdues et sont reçues dans le même ordre qu'elles ont été envoyées. Cette 
méthode est efficace et rapide, mais elle nécessite un coût en matériel supérieur à cause 
de l'utilisation des mémoires tampons. 
Finalement. i l  existe le transfert de données de façon asynchrone. Quand un 
transfert de données ne se Fait pas à l'aide d'un tampon ou de façon synchrone. la valeur 
d'une donnée peut être reçue plusieurs fois ou même pas du tout. C'est souvent le cas 
avec les informations de condition. Un bloc peut envoyer des donnees à un autre bloc 
sans regarder si I'information envoyée précédemment a d6jà été traitée. Dans ce cas. les 
données envoyées vont être écrasées par réécriture. donc il est impossible pour un bloc 
de recevoir une autre information que la plus récente. 
2.6.1.2 Mémoire partagée 
Une communication par mémoire partagée utilise un élément de mémorisation 
partagé pouvant être accédé par plusieurs unités de traitement. Les unités de traitement 
transmettrices et réceptrices n'ont pas besoin d'être synchronisées. Si une 
synchronisation est nécessaire, elle doit être spécifiée explicitement. Par exemple, un 
drapeau valide » pourrait être inclus pour indiquer que la mémoire a été mise à jour 
avec une nouvelle valeur. Le modèle de mémoire partagée inclut également un 
mécanisme de diffusion, qui s'assure que toutes les valeurs ou événements générés par 
un processus ou son environnement seront immédiatement perçus par les autres 
processus. 
2.6.2 Canaux de communication 
Une fois le mécanisme de communication ou de synchronisation déterminé. un 
canal de communication doit être choisi pour transmettre les données ou les signaux. 
Une représentation des canaux possibles est proposé à la figure 2.6. 
Lignes dédiées : Les lignes dédiées sont utilisées pour brancher différentes unités de 
traitement, Très souvent, les unités de traitement ont des mémoires locales et 
transt'rent des données en utilisant ces lignes. Les lignes dédiées implantent des 
connexions point à point entre les processus émetteurs et récepteurs qui communiquent 
en utilisant un protocole de passage de messages. 
Bus : Un bus représente un ensemble de canaux simples et peut Stre utilisé pour 
tchanger des données entre plusieurs unités de traitement. Une unité de traitement 
tmettrice écrit un message sur le bus, en utilisant un protocole de passage de message et 
l'ensemble des unités de traitement réceptrices peuvent lire le message. En utilisant un 
bus comme canal de communication. il est possible d'implanter un mécanisme de 
diffusion (broadcast). 
Tampon FIFO : Les tampons FIFO utilisent un protocole de passage de messages. 
Tou te fois, l'uni té de traitement peut envoyer des messages sans être synchronisée. 
L'avantage est qu'aucun cycle d'horloge n'est gaspillé. mais cela se fait au prix de 
I'ajout d'éléments de mémorisation. 
Mémoire partagée : Les communications basées sur des mémoires partagées sont 
également des communications non-bloquantes. L'unité de traitement émettrice écrit 
des données en mémoire qui  sont lues par l'unité de traitement réceptrice. La différence 
entre un tampon FIFO et une mémoire partagée est que le tampon FIFO utilise une 
communication point à point, tandis que Ia mémoire partagée utilise un bus. 
La figure 2.6 présente des exemples de canaux de communication. Les 
composants en lignes pointillées sont optionnels. La figure 2.6 a) représente une 
communication point-ù-point. C'est une communication par passages de messages. 
Des mémoires tampons sont optionnelles et peuvent être ajoutées pour des 
communications non-bloquantes. Et le processeur du canal qui est aussi optionnel gère 
les accès au canal. 
La figure 2.6 b) reprisente Cgalement une communication par passage de 
messages. mais cette Fois-ci à travers un bus. Les composants du système 
communiquent entre eux à l'aide du bus. Des mémoires tampons peuvent être ajoutées 
pour empêcher les composants d'attendre que le bus se libère. Car seul un composant à 
la fois peut envoyer des données sur le bus. Pour gérer les accès au bus. un arbitre peut 
être ajouté. Ce rôle peut également être joué par un des composants du système. 
La figure 2.6 c) montre un exemple de communication par mémoire partagée. 
Le canal de communication est une mémoire partagée. Mais, pour atteindre cette 
mémoire, deux canaux de communication doivent être ajoutés. Cela pournit être une 
communication point-à-point, mais en général une communication par bus est utilisée. 
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Figure 2.7 Modèle de communication sur un canal. 
Un bloc pour l'arbitration de la mémoire et des canaux peut être utilise afin d'eviter les 
conflits en mémoire- 
2.6.3 Estimation du temps de communication 
Tout dépendant des moyens de communication utilisés. les estimations des 
temps de communication sont plus ou moins difficiles. Nous ilions voir la faqon 
d'estimer le temps de communication entre un bloc matériel et un bloc logiciel. mais la 
même méthodologie peut s'appliquer que ce soit par un transfert entre deux blocs 
matériels ou logiciels (sur deux processeurs différents) [KnMa98]. 
Comme on peut le voir à la figure 2.7. un  pilote doit être ajouté à la partie 
logicielle. C'est le pilote qui formate les données et qui envoie les signaux 
différemment selon les mécanismes choisis. La même chose se produit pour la partie 
matérielle. Une interface matérielle est ajoutée au système pour adapter la partie 
materielle au mécanisme de communication choisi. 
Afin de calculer le temps de communication. nous allons trouver le délai de 
transmission du pilote logiciel, celui de l'interface matérielle et finalement le temps de 
cornrnunic;ttion du canal. 
Délai du pilote logiciel 
Le pilote reçoit n, mots de l'entrée et produit n, mots pour le canal. Définissons 
nt = nombre de mots de largeur w, reçus par le transmetteur; 
rv, = largeur en bits de I'entrée: 
c, = nombre de cycles nécessaires pour l'appel du pilote pour la 
transmission; 
c,= nombre de cycles pour la transmission d'un mot: et 
f, = fréquence de l'horloge. 
Nous pouvons calculer le délai de transmission du pilote logiciel ( r r d )  de la façon 
suivante : 
(3. IO) 
Délai du canal 
Ensuite. si nous supposons que nous connaissons le nombre de mots à transfirer. 
ainsi que le nombre de cycles de synchronisation. nous pouvons trouver le dCiiii de 
transmission du canal. Soient 
cCs = nombre de cycles de synchronisation; 
cc., = nombre de cycles de transmission pour chaque mot sur un canal: 
n, = nombre de mots de largeur IV,; 
w, = largeur en bits du canai; et 
f, = fréquence de l'horloge. 
Nous pouvons calculer le délai de transmission du canal de la façon 
suivante : 
Délai de L'interface matérielle 
Pour le calcul du délai de l'interface matérielle. nous supposons que l'interface 
reçoit en plus du paramètre n,,qui est le nombre de mots à la sortie du canal. Posons 
c, = nombre de cycles pour l'appel du pilote; 
c, = nombre de cycirs pour ir traitement par k pilote des mots; 
n, = nombre de mots de largeur w,; 
w, = largeur en bits de la sortie; et 
J; = fréquence de l'horloge. 
Nous pouvons calculer le délai de transmission de I'interface (trd) de la hçon 
suivante : 
Délai total 
Si le transfert est fait individuellement, sans utiliser un pipeline. le délai du 
transfert est égal à la somme des trois délais calculés précédemment. C'est-à-dire que 
Pour un transfert fait à l'aide d'un pipeiine (c'est-à-dire que les données passent 
à travers les trois étapes des communications de la même façon que dans un pipeline). le 
délai de transfert se calcule de la façon suivante : 
Le premier terme indique le temps maximal pour les différentes étapes du 
pipeline (t,), tandis que le deuxième terme donne une approximation du temps de 
départ et d'achèvement du pipeline. 
proposé par Ralf Niemann dans COOL 
Maintenant que nous avons vu les types de communications ainsi que les types 
de canaux utilisés, nous allons déterminer un modèle de communications global pour le 
système en entier. Nous nous sommes tout d'abord inspirés du modèle utilisé dans 
I'outil COOL. publié dans [NiMa98]. D'autres types de modèle de communication ont 
Cté implantCs dans d'autres systèmes de codesign. Par exemple Chinook 
[Cob95 J [OrBo98], SpecSyn [Gava95 J. Cosmos [DMVJ97][DIMJ97] et Vulcan 
[GCM92)[CLG96]. 
Un modem est une application qui est dominée par les données et le modèle qui 
est proposé dans COOL s'intègre bien 5 notre système. Nous allons par contre y faire 
quelques modifications de façon à mieux refléter la réalité de notre application. La 
figure 2-8 donne un aperçu du modèle de communication. 
Le contrôleur d'entrées et sorties est utilisé pour communiquer avec l'extérieur 
du système. Les systkmes dominés par les données, comme nos modems, sont des 
systèmes transformationnels qui travaillent sur des données en entrées et qui les 
transforment en sortie. Le contrôleur d'entrées/sorties envoie sur le bus Ies donnies 
provenant de l'environnement et reçoit les données à retourner à l'environnement. 
Le contrôleur du système peut être fait en matériel ou en logiciel et il est le coeur 
du système. Le contrôleur active et désactive l'exécution des autres blocs du système. 
Il indique aux blocs quand ils doivent être exécutés et reçoit des signaux des différents 
blocs lorsqu'ils ont terminé leur exécution. 
Le contrôleur d'entrées et sorties, le contrôleur du bus, la mémoire, ainsi que les 
blocs matériels et logiciels ont tous accès au bus. Un arbitre du bus est alors nécessaire 
pour éviter les conflits. De plus, la mémoire est nécessaire pour implanter la 
communications entre les différentes unités de traitement en utilisant la mémoire 
partagée. 
Les blocs matériels et logiciels sont en fait les unités de traitement de notre 
système. Le comportement du système est divisé en différents blocs qui sont les unités 
de traitement. 
d'entrées 
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Figure 2.8 Modèle de communications modifié 
2.6.4.1 Ajout au modèle 
La seule chose que nous ayons ajouté au modèle est une communications directe 
entre les blocs matériels. Notre application est en fait implantée sous forme de pipeline. 
Les données sont donc transférées d'un bloc à un autre au même moment. Si l'on 
utilise le bus pour transférer toutes les données. il devient le goulot d'étranglement. car 
cela ralentit de beaucoup la vitesse totale des communications. Pour remédier à cela. 
nous ajoutons des liens directs entre les blocs matériels qui se suivent dans le pipeline. 
Pour toutes les communications qui impliquent le processeur. nous n'avons d'autres 
choix que d'utiliser le bus de données pour le transfert d'un nombre important de 
données- 
2.7 La fonction objectif 
Les différents modèles ne sont pas en générai évalués à partir d'une seule 
métrique. Jusqu'i présent. nous avons présenté quatre métriques différentes. II faut 
donc être capable d'estimer une fonction objectif à partir des différents estimateurs 
utilisés. Ces estimateurs doivent refléter les contraintes imposées au système. La 
fonction objectif calcule la qualité d'un modèle et la valeur que cette fonction retourne 
est appelée le coût. 
2.7.1 Calcul de la fonction avec des pondérations 
Les estimateurs n'ont pas tous la même importance et il n'est pas toujours facile 
de combiner ces valeurs pour en faire une seule. La plupart des approches utilisent une 
pondération devant chacune des valeurs des estimateurs. Nous trouvons ces différentes 
approches dans [GMG94). Ces pondérations indiquent l'importance relative des 
estimateurs. Par exemple, si nous avons comme estimateurs, la surface, le temps 
d'exécution et la puissance dissipée, nous poumons avoir la fonction objectif suivante : 
FonctionObjectif = kr * surface + kr * temps + k3 * puissance. (2.16) 
Si la valeur de ki est plus grande que celle de k2 et k3. alors la surface sera 
considérée comme I'estimateur le plus important. Le poids est important pour résoudre 
un des problèmes rencontrés lors du calcul de la fonction objectif. Toute chose 6tmt 
égale par ailleurs, la relation est généralement inverse entre les estimateurs de surface et 
de temps d'exécution pour le matériel, donc lorsque l'un augmente, l'autre tend à 
diminuer. Le problème que I'on retrouve alors. est que quels que soient les 
changements, le coût tend à demeurer approximativement le même. 
2.7.2 Calcul de la fonction objectif avec contraintes 
La plupart des systèmes ont des contraintes. et la fonction objectif devrait 
pouvoir les refléter, de façon à ce que les modèles respectant ces contraintes soient 
jugés supérieurs à ceux ne les respectant pas. Par exemple, avec la fonction objectif que 
nous avons vu précédemment, un modèle qui a une surface optimale et qui a un poids kl 
très élevé aura u n  bon coût, même si ce modèle ne respecte pas les contraintes de temps. 
Pour résoudre ce problème, i l  faudrait donc calculer les différents membres de 
l'équation en utilisant le résultat de I'estimateur et la contrainte reliée i cet estimateur. 
FonctionObjectif = kr * F(srirface, contrainte-suface) 
+ kz * F(délai, contrainte-délai) (2.17) 
+ k3 * F (puissance, contrainteguissance) 
Une façon commune de calculer Ia fonction F est de retourner la différence entre 
l'estimation et la contrainte. Lorsque Ia contrainte est respectée, la fonction devrait 
retourner zéro. Cette façon de calculer la fonction objectif démontre seulement que 
toutes les contraintes sont respectées lorsque la fonction retourne la valeur zéro. Si le 
but est d'obtenir un design optimal pour un système, il n'est pas avantageux de calculer 
la fonction objectif de cette façon. car elle ne fera pas la différence entre la qualité de 
deux modèles qui respectent tous deux les contraintes. Par exemple, dans un système 
temps réel, lorsque les contraintes de temps sont respectées, il n'est pas nécessaire 
d'améliorer la  vitesse du système, car celui-ci ne fonctionnera pas plus rapidement. 
Donc. une fois cette contrainte respectée, l'effort est mis sur l'optimisation des autres 
aspects du système, comme la surface ou la puissance dissipée. 
2.7.3 Calcul de la fonction objectif avec normalisation 
Il est également possible de normaliser les valeurs obtenues pour les différents 
estimateurs [GVNG94]. Par exemple, si la surface est de 10 000 unités et que  la 
contrainte de surface est de 9 000 unités. alos que le temps d'exécution est de I O  unités 
quand la contrainte en demande 1. la normalisation peut aider à comparer ces deux 
aspects. En prenant la valeur normalisée, on se rend compte qu'il est plus important de 
s'attarder à améliorer le temps d'exécution plutôt que la surface. Avec cette approche. 
la valeur de I'estimateur est divisée par sa contrainte. Les diffirentes valeurs 
normalisées peuvent ensuite être additionnées pour former la fonction objectif. 
En général. une fonction objectif n'utilise pas seulement un de ces critères 
(pondérations. contraintes et normalisations), mais fait un mélange des trois. 
2.8 Les algorithmes de partitionnement 
Une fois la qualité d'un modèle déterminée, un algorithme de partitionnement 
est utilisé pour examiner différents modèles. Il existe un algorithme précis comme le 
K branch-and-bound », qui examine l'ensemble des modèles possibles. Mais la plupart 
sont des heuristiques qui essaient à partir d'un modèle, d'y faire des changements dans 
le but d'en améliorer la qualité. Un bref aperçu des algorithmes les plus populaires est 
présenté. 
2.8.1 Recherche (( BRANCH-AND-BOUND >> 
L'idéal pour obtenir le modèle qui respecte les contraintes du système de façon 
optimale serait de pouvoir évaluer tous les modèles possibles. Cela peut être réalisé en 
utilisant un algori thme tel que Branch-and-Bound [Axe197]. Cet algorithme utilise la 
structure d'un arbre. L'information est ajoutée graduellement de façon à pouvoir tester 
toutes les possibilités. Par exemple. si nous partons avec un premier bloc. ce bloc peut 
Cire implanté en matériel ou en logiciel. Nous avons donc deux branches à notre arbre. 
Le deuxième bloc peut également être implanté en logiciel ou en matériel. Donc. nous 
ajoutons deux branches à chacune des deux branches précédentes. pour un total de 
quatre branches. L'arbre grossit de cette façon jusqu'à ce que toute l'information ait été 
analysée et ajoutée. Nous nous retrouvons donc avec un nombre total de 2" branches si 
nous avons un total de n blocs dans le système. Une façon de réduire le nombre de 
branches B analyser est de calculer des bornes sur les valeurs des solutions éventuelles 
situées plus loin dans le graphe à chaque nœud de l'arbre [BrBr87]. Si cette bome 
démontre que de telles solutions seront nécessairement pires qu'une solution déjà 
trouvée. on abandonne l'exploration de cette partie du graphe. La bome calculée sert 
non seulement à fermer des chemins. mais aussi à choisir celui qui est le plus 
prometteur. afin de l'explorer en priorité. 
Cette technique a un temps de calcul très élevé, aussitôt que le nombre de blocs 
commence à augmenter. II est donc important de trouver d'autres algorithmes qui 
permettent de trouver les meilleurs modèles sans devoir les évaluer tous. 
2.8.2 Algorithme vorace 
Un algorithme simple et rapide est l'algorithme vorace. II part d'une partition 
initiale et déplace les blocs dans le groupe opposé tant qu'il y a des améliorations. Cet 
algorithme est utilisé par l'outil Vulcan [GVNG94]. Il commence en créant un 
partitionnement complètement en matériel. Pour accepter un déplacement, on doit 
s'assurer qu'il y ait une amélioration de la performance et que le coût en matériel soit 
encore inférieur à la contrainte imposée par le système. Lorsqu'un bloc est déplacé, 
l'algorithme essaie de déplacer par la suite les blocs qui sont près de celui-ci, en 
utilisant une fonction de proximité. L'algorithme vorace est très npide, mais par contre 
un des inconvénients de cet algorithme, est qu'il n'est pas capable d'échapper aux 
minimums locaux. 
2.8.3 Recuit simulé 
Cet algorithme reproduit un processus physique. 11 débute avec un  partitionnement 
initial et une température de recuit initiale [Axe1971[GVNG94]. Cette température est 
lentement réduite. Pour chaque température, des mouvements aléatoires sont effectués 
entre le logiciel et le matériel. L'algorithme accepte tous les changements qui 
entraînent une augmentation de la qualité du système. S'il n'y a pas d'augmentation de 
la qualité. alors le changement peut quand même Sire accepté avec une certaine 
probabilité. Plus la température du recuit simulé diminue, moins les changements 
n'entraînant pas d'amélioration sont acceptées. 
Un avantage, avec cet algorithme, c'est qu'il ne reste pas pris dans des 
minimums locaux. Des changements négatifs sont acceptés dans le but d'atteindre 
éventuellement un systkme de meilleure qualité. Chaque bloc n'est déplacé qu'une seule 
fois dans la séquence, diminuant ainsi la complexité de l'algorithme. 
2.8.4 Algorithme génétique 
L'algorithme génétique nous permet d'obtenir un ensemble de modèles à chaque 
itération contrairement aux autres algorithmes qui n'utilisent qu'un modèle à la fois 
[Axe197][GVNG94]. Il est basé sur le processus d'évolution génétique. Un ensemble 
de modèles est appelé une génération. L'algorithme génétique crée une nouvelle 
génération à chaque itération de l'algorithme en imitant trois méthodes évolutives qui se 
trouvent dans la nature. 
Premièrement la sélection qu i  choisit de manière aléatoire des modèles de haute 
qualité qui seront recopiés dans la ginérrition suivante. Le croisement est Cgalement 
utilisé. Celui-ci consiste à prendre deux modèles de Iü génération courante qui  ont une 
qualité supérieure afin de les croiser. avant de les envoyer dans la génération suivante. 
Finalement. Ir1 mutation. c'est-à-dire le changement à l'intérieur même d'un modèle est 
fait de manière aléatoire. L'algorithme s'arrête lorsqu'un modèle a survécu un  nombre 
fixe d'itérations. 
Comme le recuit simulé. cet algorithme peut atteindre de très bons résultats. 
mais i l  demande un temps de calcul très long. De plus, pour conserver tous les modèles 
d'une génération. une importante quantité de mémoire est nécessaire lors de l'exécution 
de l'algorithme. 
2.8.5 Recherche Tabu 
Cet algorithme est inspiré d'une technique de l'intelligence artificielle dans laquelle 
le concept de mémoire est utilisé dans le but de rendre la recherche plus efficace 
[HeEr97]. Pendant la recherche, une mémoire à coun terme est utilisée pour éviter que 
des récents déplacements soient annulés en faisant les déplacements inverses. Cette 
mémoire à court terme est connue sous le nom de liste tabou et elle conserve les 
déplacements qui ne sont pas permis ou tabou. Cette liste a une longueur de n. qui 
indique le nombre d'itérations de l'algorithme pendant lesquelles un déplacement peut 
être interdit. U existe également une mémoire à long terme qui garde l'information de 
l'évolution globale de l'algorithme. Un avantage de cet algorithme comparé aux autres 
est qu'il n'est pas fait d'une manière aléatoire. Les mêmes résultats seront obtenus si Iri 
même partition initiale est utilisée. 
Chapitre 3 
La technologie xDSL 
Nous allons maintenant présenter les applications que nous rivons développées. 
Ces applications serviront par la suite à tester et valider notre méthodologie de codesign. 
Ces dernières années ont marqué 1s développement des communications internet 
à grande échelle. Les demandes en taux de transmission sont de plus en plus PlevCes. 
L'utilisation de plus d'informations mukirnédias sur internet par les entreprises et les 
utilisateurs résidentiels est un facteur de croissance important. Un autre facteur de cette 
augmentation est la disponibilité de réseaux h des coûts abordables. ce qu i  permet 4 un 
plus grand nombre d'utilisateurs d'accéder à des données à partir d'empliicements 
externes. 
3. I Qu'est-ce que les services xDSL? 
Il existe présentement à travers le monde plus de 700 millions de lignes 
téléphoniques. Ce réseau est un système qui est déjà en place et qui nous permet de 
rejoindre une grande partie de la population mondiale. Les modems utilisés par la 
majorité des usagers ont présentement un taux maximal de 56 Kps. Ces modems ont 
une vitesse limitée à cause de la technologie analogique qu'ils utilisent. Une nouvelle 
technologie doit donc être utilisée pour dépasser cette limite, sans devoir ajouter de 
nouveaux réseaux. Ceci est possible depuis quelques temps déjà en utilisant des 
modems de la famille xDSL. Ils sont de plus en plus facilement accessibles et auront 
probablement un impact important dans les prochaines années pour supporter les accès 
internethuanet à hautes vitesses, les services en-ligne. les vidéos sur demande, les 
signaux TV, le divertissement interactif et la transmission de la voix. Le « x » de xDSL 
est utilisé pour décrire différents types de technologie. incluant le ADSL. le Universal 
ADSL et le VDSL. 
Le principal avantage des services xDSL à haute vitesse est qu'ils peuvent tous 
être supportés par des fils de cuivre téléphoniques ordinaires. qui sont déjà installées 
dans la plupart des édifices commerciaux ou résidentiels [XDSL99]. De plus. i l  est 
possible d'utiliser le téléphone tout en restant branché avec le modem. En fait, il est 
possible de transmettre la voix et des données en même temps. ce qui Climine le besoin 
d'ajouter une ligne téléphonique ou un câble additionnel. 
Il existe plusieurs types de modems dans la famille xDSL. Tous ces modems 
sont duplex, c'est-à-dire qu'ils peuvent transmettre dans les deux directions. Ils peuvent 
recevoir des données et en transmettre. Certains sont symétriques. car ils ont le meme 
taux de transmission de données que la communication soit en amont (upstream) ou en 
aval (downstream). Tandis que d'autres modems de cette famille sont asymétriques. 
Donc, les taux de transfert des données en amont et en aval ne sont pas les mêmes. 
Une autre caractéristique des modems de la famille xDSL. est que le taux de 
transfert des données est inversement proportionnel à la distance de transmission. Plus 
la distance de transmission est longue, plus il y aura d'erreurs et moins de données 
seront transmises par unité de temps. 
3.2 Historique 
L'acronyme DSL (Digital Subscriber Line) a au départ été utilisé pour se référer 
à la technologie utilisée pour supporter la transmission dans les réseaux numériques à 
indgration de service (ISDN, Integrated Service Digital Network) à travers une paire de 
fils de cuivre torsadée [Hriw197]. Le taux de transfert de ISDN était alors de 144 kbs. 
En utilisant DSL. on parle de ligne. Pour avoir une ligne, deux modems sont 
nécessaires. Il peut donc y avoir une confusion lors de l'achat d'un modem, car même 
si nous utilisons CC ligne » dans l'acronyme. celui-ci peut également référer à un simple 
modem. 
Au milieu des années 80, une étude a été faite par les laboratoires de Bellcore 
pour le développement d'un transmetteur DSL ayant de plus hautes vitesses. Le HDSL 
(High Data Rate Digital Suscriber Line) est né. On retrouve encore cette technologie 
dans les lignes Tl et El. Plus récemment. une deuxième version de ce type de modem a 
été réalisée. s'appelant HDSLî. Cette nouvelle version utilise les mêmes normes que le 
HDSL, mais elle n'utilise qu'une ligne téléphonique au lieu des deux nécessaires pour la 
première version du HDSL. 
Puis. en 1992 le comité Tl a initié un projet de norme pour le ADSL. La norme 
sera officiellement acceptée en 1995. L'approche DMT a été choisie pour implanter ce 
type de système. Et depuis un peu plus d'un an, deux nouveaux modems ont vu le jour 
à partir de la norme du ADSL. Le Univenal ADSL. qui est une version plus légère du 
ADSL et le VDSL qui est une version plus performance du ADSL. 
3.3 Les différents types de xDSL 
Nous allons présenter trois types de modems appartenant tous à la famille xDSL. 
Ces modems ont les acronymes suivants : ADSL, UADSL et VDSL PSLK991 
[Emer99] [Hawl97][High99]. Ces différents modems seront expliqués plus en détails 
dans les sections suivantes. La raison pour laquelle nous avons choisi ces trois modems 
est qu'ils utilisent la même technologie, mais dans des proportions différentes. Le 
tableau 3.1 démontre les différents taux de transmission et les caractéristiques des 
différentes modems étudiés. 
3.3.1 Asymmetric Digital Subscriber Line (ADSL) 
Comme son nom I'indique. le modem ADSL est asymétrique 
[DaPe95][DEA+99]. Ses taux de communications en amont et en aval, combinés au fait 
que le modem est toujours en action, fait du modem ADSL un excellent modem pour les 
communications intemedintranet et les vidéos sur demande. Les utilisateurs de ce type 
d'application téléchargent en général beaucoup plus d'information qu'ils en envoient. 
Mais, i l  est très peu pratique pour supporter les vid~oconférences. car le taux de 
transfert n'est pas assez élevé dans les deux directions[DSL99]. 
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et peut être 
L'installation du ADSL 
4500 
est complexe et nécessite en général I'aide d'un 
technicien. Cette complexité provient principalement du diviseur de ligne (POTS 
splitter) qui sépare la voix et les données lors de la réception des signaux. Il est possible 
de voir un aperçu de cette implantation à la figure 3.1. On prévoit dans le hitur utiliser 
ce type de modem pour les changements de paquets dans les circuits, comme un 
routeur IP (Internet Protocol) et éventuellement un commutateur de donnée ATM 
(Asynchronous Transfer Mode) ou technologie temporelle asynchrone. 
3.3.2 Universal Asymmetric Digital Subscriber Line (UADSL) 
C'est une version légère du ADSL, appelée également Splitterless. G.992.2, 
G.lite ou Universal ADSL [AbJe98][Brow99][CIAD98][Cole99]. Le UADSL est une 
version plus Iégère, donc moins complexe et rapide du modem ADSL. qui élimine le 
besoin de faire installer un diviseur (splitter) par un technicien. L'élimination du 
diviseur de ligne (POTS splitter) simplifie I'installation du modem et permet d'en 
réduire le coût (figure 3.1). Le Universal ADSL doit fonctionner sur de plus grandes 
distances que le ADSL. le rendant plus facilement disponible pour une grande quantité 
d'utilisateurs. Il supporte également la voix ainsi que les données. Le UADSL est en 




































b) Pour le modem UADSL 
Figure 3.1 Configuration d'un système pour le ADSL ou le UADSL 
3.3.3 Very High Bit-Rate Digital Suscriber Line (VDSL) 
La technologie VDSL est la plus rapide des technologies xDSL. Le VDSL est un 
transmetteur qui peut être asymétrique ou symétrique et qui fonctionne d'une façon 
similaire au ADSL, mais en ayant un débit plus élevé, sur des distances moindres 
[DS LD991. 
Un modem VDSL utilisé dans une unité de réseau optique (Optical Network 
Unit, ONU), doit pouvoir fonctionner avec un budget de puissance limité. Ceci est dû 
;lux problèmes de dissipation de puissance que l'on retrouve dans les ONU. Ces 
limitations de puissances sont dues à un espace limité, des conditions d'environnement 
sévères. ainsi que la difficulté (même impossibilité) d'implanter un refroidisseur d'air 
aux endroits où sont localisés les ONU [QAM99]. Pour le VDSL. le premier critère 1 
optimiser est la dissipation de puissance [VDSL99]. 
3.4 Les trois technologies sur le même modem 
Un avantage de placer ces trois types de modems dans un même système est qu'il 
est alors possible pour un utilisateur de déterminer lors de sa connexion la vitesse de 
transfert qu'il veut utiliser. Un seul modem peut être utilisé pour faire trois types de 
connexions différentes. 
Par contre, les caractéristiques des systèmes entraînent des optimisations 
différentes dans la technologie de transmission. L'utilisation de la même technologie de 
façon à atteindre une interopénbilité causera d'importantes dégndations de 
performance et surchargera les systèmes avec un coût et une complexité additionnelle 
[Oksm99]. Nous avons donc abandonné cette idée. 
3.5 Les schémas de modulation des xDSL 
11 existe plusieurs façons de modifier ie signal d'une porteuse à haute Mquence. 
II y a deux principales technologies. utilisant des schémas de modulation : modulation 
amplitude/phase sans porteuse (CAP. carrierless amplitude phase) et modulation 
discrete mu1 ti tone (DMT). CAP et DMT utilisent fondamentalement la même technique 
de modulation d'amplitude en quadrature (QAM, Quadrature Amplitude Modulation) 
mais diffèrent dans la façon de l'appliquer. En fait. CAP opère dans le domaine 
temporel. tandis que DMT opère dans le domaine fréquentiel. La technologie CAP a 
Cgalement une implantation beaucoup plus analogique, tandis que la technologie DMT 
est plus numérique [Roka99]. 
3.5.1 CAP (Carrierless Am plitudeIPhase) 
CAP ou modulation amplitude/phase sans porteuse est un processus de 
conservation de largeur de bande utilisé dans plusieurs modems. qui permet à deux 
porteuses de signaux numériques d'occuper la même largeur de bande de transmission. 
La technologie CAP est très fortement reliée à QAM (Quadrature Amplitude 
Modulation). En fait. mathématiquement, les deux processus peuvent être considérés 
comme une simple transformation de l'un vers l'autre. Les deux processus sont des 
porteuses de signaux simples. Cela signifie que le taux de transfert de données est 
divisé en deux et est modulé sur deux porteuses orthogonales, avant d'être combinés et 
transmis. Les modems utilisant la technologie CAP sont en mesure de discerner s'ils 
doivent utiliser les nombres inférieurs ou supérieurs d'amplitude et de phases pour 
maîtriser le bruit et l'interférence de la paire torsadée. Au départ, le CAP test la qualité 
de la ligne d'accès et implante la version la plus efficace du QAM pour assurer une 
performance satisfaisante pour les transmissions individuelles de signaux [XDSL99]. 
Générer une onde modulée qui transporte une amplitude et une phase n'est pas si 
facile. Pour réussir ce défi, la technologie CAP emmagasine des parties du message 
modulé en mémoire et rassemble alors les parties dans une onde modulée. Le signal 
porteur est Climint avant la transmission parce qu'il ne contient aucune information et il 
est rassemblé par le modem récepteur. Les symboles CAP ont une fréquence élevée 
(une impulsion plus élevée). mais durent très peu de temps. 
3.5.2 DMT (Discrete Multitone) 
DMT est différent de CAP. car il utilise piusieun porteuses. mais de bandes 
étroites. transmettant simultanément en parallèle [Tomb97]. La modulation ayant de 
multiples porteuses nkessite une orthogonalité entre les porteuses et pour y ûmver. une 
transform6e de Fourier est utilisée. 
DMT divise les fréquences disponibles en différents sous-canaux (par exemple 
256 canaux pour le ADSL). Comme pour la technologie CAP, un test est fait au départ 
pour déterminer les capacités de transport de chacun des sous-canaux. Les données sont 
divisées pour former des symboles et sont distribuées selon une combinaison spécifique 
de sous-canaux. selon leur habileté à transmettre ces symboles. Pour vaincre le bruit. 
plus de données sont envoyées dans les basses fréquences et un peu moins dans les 
fréquences plus élevées[XDSL99]. Les quatre premiers lcHz sont réservés au transport 
de la voix. C'est ce que l'on appelle le bons vieux réseaux téléphoniques » ou 
POTS (Plain Old Telephone Service). comme on peut le voir à la figure 3.2. Les autres 
fréquences sont divisées en sous-canaux. DMT a de longs symboles, mais a une bande 
de fréquence très étroite. 
DMT a été sélectionné par 1'American National Standards Institute (ANSD. Le 
comité pour les normes T 1 E 1.4 pour le ADSL a sélectionné cette technologie comme 
nome pour le modem [BaHo95]. 
3.5.3 Les avantages et les inconvénients des deux technologies 
La technologie DMT offre une plus grande flexibilité pour le taux de transfert 
des données [Pryc99][DMT99a]. Avec DMT. i l  est facile de varier le nombre de bits 
par porteuse. Les systèmes CAP qui  sont disponibles présentement. n'offrent pas une 
aussi grande flexibilité. car l'atteinte d'une telle flexibilité demanderait un temps de 
calcul beaucoup plus élevé. ainsi que des coûts supérieurs. La densité du spectre de 
puissance du DMT est complètement configurable pour les optimisations SNR (signal 
to noise ratio). pour Ir bruit de la sortie. c'est-&dire le bruit généré par le xDSL vers le 
monde externe et pour la compatibilité avec les autres services (par exemple en 
permettant au modem de transmettre à des bandes de fréquences particulières.) Donc. 
CAP a une moins grande opérabilité que DMT. 
La technologie DMT offre également une plus grande résistance au bruit de 
I'impulsion (l'envoi du symbole). Cette technologie est moins sensible à ce bruit à 
cause d'une plus grande durée de son symbole. Le domaine fréquentiel est en général 
beaucoup plus stable que le domaine temporel. CAP nécessite de large entrelaceur et 
démontre une tendance à propager plus facilement les erreurs [DMT99b]. 
D'un autre côté, la technologie DMT est malheureusement plus dispendieuse et 
plus complexes que la technologie CAP [XDSL99]. De plus. un modem utilisant la 
technologie DMT dissipe un peu plus de puissance qu'un même modem fait en utilisant 
la technologie CAP. 
Pour l'implantation de nos modems, nous rillons favoriser l'utilisation de la 
technologie DMT. car cette technologie est déjà utilisée comme norme pour le ADSL. 
Nous allons donc maintenant voir les différents éléments nécessaires pour 
I'implantation de la technologie DMT. 
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Figure 3.2 La technologie DMT 
3.6 Description des différents blocs en utilisant la technologie DM1 
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Reed-Solomon f-- Déentrelaceur Viterbi 
Les différentes parties de la technologie DMT sont disponibles à la figure 3.3. 
Ces différentes parties seront décrites plus en ditails dans les prochaines sous-sections. 
3.6.1 Encodeur fleed-Solomon 
Lc codage Rccd-Solomon cst une méthode dc iorrcction d'erreurs sûus 1ü fornie 
de codage de blocs. Le codage de bloc consiste à calculer des symboles de parité à 
partir de plusieurs symboles d'un message. Les symboles de parités sont ajoutés à la fin 
des symboles du message formant un mot du code [Reed98]. Mathématiquement. les 
codes Reed-Solomon sont basés sur une arithmétique de champs Galois. 
En résumé. voici les paramètres utilisés par un  code Red-Solornon (n . t )  avec des 
symboles de GF(Zm): 
la longueur du code en symboles 
nombre de symboles de renseignement 
nombre de symboles de vérification (ou de parité) 
où t est le nombre de symboles en erreur pouvant être corrigés. 
La théorie derrière l'arithmétique des champs Galois. ainsi qu'une description 
plus détaillée de l'algorithme Reed-Solomon pour l'encodeur et le décodeur sont 
disponibles en annexe A. Nous allons pour le moment donner une brève description des 
éléments importants de l'encodeur. 
La partie de I'encodeur est assez simple. Le polynôme code c(x) est composé de 
l'addition du polynôme information cl(r) et du polynôme de vérification p(x). ccr) doit 
être un multiple du polynôme générateur g(x). 
La complexité de I'encodeur et du décodeur Reed-Solomon est directement relié 
au nombre de symboles de vérification. 
3.6.2 Décodeur Reed-Solomon 
La partie du décodeur Reed-Solomon est plus complexe que I'encodeur. Le 
polynôme regu r(x) consiste en l'addition du polynôme transmis c(x) et du polynôme 
d'erreur elx). Donc, pour trouver le polynôme transmis c(x) à partir de celui regu r(x). 
nous devons trouver le polynôme d'erreur e(.r). 
De façon à déterminer e(.r). nous devons connaître I'cmplücement des meurs. 
ainsi que ia valeur de l'erreur. 
En utilisant l'algorithme Berlehamp que vous trouverez en annexe A et le 
syndrôme s(.r), nous pouvons trouver le polynôme Cvaluateur d'erreur. R(.r). Le 
polynôme évaluateur d'erreurs Q.r) est utilisé pour trouver la valeur de I'erreur (ou la 
magnitude de l'erreur) pour chaque emplacement d'erreur. Le polynôme évaluateur 
d'erreur est ensuite utilisé pour trouver la valeur d'erreur aux différents emplacements 
et ces valeurs serviront à définir le polynôme d'erreur e(.r). Ces polynômes sont ensuite 
utilisés pour retrouver le polynôme envoyé par le transmetteur en y éliminant les 
erreurs. 
3.6.3 Entrelaceur 
Lors de la transmission des données. il arrive que plusieurs symboles consécutifs 
soient perdus. Par exemple. un symbole QAM représente 12 bits. Si ces 13 bits 
consécutifs sont perdus, il est alors plus difficile de les retrouver et d'iliminer les 
erreurs. Un entrelaceur est alors utile. Il ne fait que changer l'ordre des bits de façon h 
ce que les bits perdus soient dispersés dans le code. II est alors beaucoup plus facile de 
retrouver une erreur dans douze mots que douze erreurs dans un seul mot. Une 
représentation de I'entrelaceur est illustrée à la figure 3.4. 
Le dé-entrelaceur fait exactement l'opération inverse de I'entrelaceur. I l  replüçr 
les bits aux bons endroits de façon à pouvoir les lire dans le bon ordre. 
Deuxième mot Premier mot 
Figure 3.4 L'entrelaceur 
3.6.5 Encodeur convolutionnel 
Un code convolutionnel est différent d'un code bloc comme le Reed-SoIomon. 
La différence est au niveau de la mémorisation des données précédentes pour le 
traitement d'un code. C'est-à-dire que les n sorties de l'encodeur ne dépendent pas 
seulement des k entrées. mais également des m entrées précédentes au bloc. Un code 
convolutionnel (n, k,m) peut implanter k-entrées et n-sorties en utilisant une mémoire de 
dimension m. En général. on peut voir I'encodeur comme une machine i états. où les 
transactions d'un état à un autre indiquent les sorties de I'encodeur. 
Différentes techniques peuvent être utilisées pour cncoder un code 
convolutionnel. Certaines de ces techniques sont disponibles en Annexe B. 
3.6.6 Decodeur Viterbi 
En 1967, Viterbi [QAM99] propose un algorithme de décodage à maximum de 
vraisemblance (maximum likelihhood decoding) qui est relativement facile à implanter 
avec des codes ayant un ordre de mémoire relativement petit. De plus amples 
informations sont disponibles sur le Decodeur de Viterbi en Annexe B. 
On peut décoder un code convolutionnel en formant un arbre. C'est-bdire que 
les différents chemins possibles dans la machine à états forment des branches. L'arbre 
peut rapidement prendre des proportions importantes et certains ensembles de branches 
reviennent souvent. Une façon de résoudre le problème est de créer un treillis. On 
avance d'une branche dans le treillis à chaque décodage de données. Vous trouverez 
des exemples de treillis dans l'annexe B. 
Dans l'algorithme de Viterbi. lorsque le décodage se fait sur un BSC (Binary 
Synchronous Communication) ou en français, « communication synchrone binaire ». la 
distance de Hnmming est utilisée. La distance de Hamming peut être considérée comme 
le nombre de bits qui diffèrent entre les données reçues et le choix du treillis. Le but de 
l'algorithme est de trouver le chemin ayant la plus petite distance de Harnming à travers 
le treillis en comparant les distances de Hmming de toutes les branches du chemin 
entrant dans chaque état. Lors du processus de décodage. si à un moment donné. on 
trouve qu'il sera impossible d'atteindre de cette façon la plus petite distance Hamming, 
le chemin est éliminé. Donc, le décodeur compare toutes les distances de tous les 
chemins entrant dans un état et garde uniquement le survivant. qui mène au chemin 
ayant le plus de probabilité d'Eire le bon. 
3.6.7 Encodeur QAM 
L'encodeur prend l'ensemble des bits d'information et I'encode sur des points de 
constellation de N QAM. On voit dans la figure 3.5 un exemple d'encodoge QAM pour 
2 et 4 bits. 
Codage sur 2 bits Codage sur 4 bits 
Figure 3.5 Encodeur QAM 
Ce codage est fait selon la table de chargement de bits qui définit le nombre de 
bits portés par chaque tondité. Les porteuses qui ont un rapport signal à bruit (SNR) 
élevé peuvent porter plus de bits que les porteuses ayant un faible ratio signal à bruit. 
En fait, la table de chargement de bits reflète la variation du SNR selon les fréquences. 
La figure 3.6, démontre un exemple typique du nombre de bits chargés sur chaque 
porteuse selon le rapport signal B bruit de chacunes des porteuses [DSL99]. 
3.6.8 Décodeur QAM 
Le décodeur QAh4 fait les opérations inverses de I'encodeur QAM. 11 prend les 
points de constellation de N QAM et les décode en bits. Le décodage se fait en utilisant 
la table de chargement de bits qui définit le nombre de bits portés par chaque tonalité. 
De la même façon que pour I'encodeur QAM, plus le rapport signal à bruit est élevé. 
plus le nombre de bits envoye sur un sous-canal sera élevé. 
Num6ro du porteur 
Figure 3.6: Comparaison de la charge des porteuses selon leur rapport signal à 
bruit 
3.6.9 Table de chargement des bits 
La table d'allocation des bits est calculée pendant le temps de départ (startup) 
avec la mesure du rapport signal à bruit (SNR) effectif. pour permettre une utilisation 
maximale des canaux. Lorsque nous voulons desservir un client avec un taux de 
transfert spécifique, nous allouons des bits aux porteuses de façon 5 ce que la somme de 
tous les bits allouées sur les porteuses correspondent au taux de transfert désiré et que la 
probabilité d'erreur sur chaque porteuse soit environ la même. 
Lorsque nous voulons donner à l'utilisateur le taux maximal de transfert 
disponible. nous allouons i chaque porteuse le nombre maximal de bits qu'elle peut 
transmettre sans erreur. basé sur la mesure du rapport signal à bruit du signal. Ce mode 
est habituellement référé comment étant un  mode aux taux adaptatif. De cette façon. 
l'utilisateur étant près d'une centrale aura un rapport signal à bruit plus Clevé et par le 
fait même. un taux de transfert plus élevé. Tandis que I'utilisateur plus éloigné souffrira 
de l'atténuation de la ligne et un nombre moins élevé de bits sera assigné à chaque 
porteuse [DSL99][QAM99]. Les équations utilisées pour décrire la table de chargement 
des bits sont disponibles en Annexe C. 
3.6.1 0 Transformée rapide de Fourier (FFT) 
L'élément principal de la mise en place de la technologie DMT est la FFTlFiT. 
L'IFFT est une voie élégante et efficace de créer une somme de N porteuses, chacune 
modulée par sa propre phase et amplitude [Odde97]. 
La transformée rapide de Fourier (FFT) est une réalisation rapide de la 
transformée de Fourier discrète (DFT) qui se fonde sur la simplification et la 
classification mathématiques de la séquence d'entrée pour réduire le temps d'exécution. 
La définition standard de la transformée de Fourier discrète d'une séquence 
d'entrée x[n] de longueur N est : 
James Cooley et John Tukey ont développes leur propre formulation de la DFT 
où cv,  = df? .VN) . 
Cela permet alon pour le cas du radix-2, NI = 2 et N2 = N / N I  = NL? et 
kl=O,. . .,Ni- 1, 
k2=0,. * ,N2- 1 9 
k1=0,* . ,NI- 1 ,  
kl=O 9... ,Nl-l.  
Nous avons donc : 
NE-I 
X[k,+2k21 = [ ( x [ n z ] + ( - l ) t t  . r [N /2+n , ] )  w:'~'] w;:? 
n, =O 
3.6.1 1 Transformée rapide de Fourier inverse (IFFï) 
Pour obtenir la transformée de Fourier rapide inverse (IFFï), il s'agit de calculer 
la transfomée de Fourier directe (FFI'), puis de diviser chacune des valeurs obtenues 
par N afin de prendre le complexe conjugué du résultat. Cette dernière étape n'est pas 
ii&ebsaire si le signai temporel B obtenir a des vüirurs rGeiies, puisque ie conjugue d'un 
nombre réel est ce nombre lui-même. 
3.7 Spécifications des différents modems. 
Voici les puamètres et les spécifications en temps des différents blocs des 
modems. Les différents paramètres ont été expliqués précédemment dans la section 3.6. 
Nous avons dû déterminer nous-mCme les spécifications et les taux d'exécution 
des différents blocs. Le seul paramètre que nous possédions était le nombre de points 
de la FFT et de la iFFï. car ils correspondaient au nombre de sous-canaux utilisés par la 
technologie DMT. Ces paramètres influenpient également les paramètres dc 
I'cncodeur QAM et la table de chargement des bits. Les paramètres des autres blocs ont 
été determinés selon les performances demandées pour chacun d'eux. 
Les performances des différents blocs ont ité déterminées à partir des taux de 
transferts en amont et en aval demandés par la norme des modems. Par exemple, le 
Universal ADSL demande un taux de transfert en amont de 384 kbps. Selon les 
panmètres de I'encodeur Reed-Solomon, nous devions déterminer le nombre de fois où 
i l  doit être exécuté pour tniter 384 kbits par secondes. Le nombre de bits à traiter par 
les blocs augmente d'un bloc à l'autre selon leur place dans l'algorithme de I'encodeur 
ou du décodeur. Par exemple, la sortie de l'encodeur Reed-Solomon a 128 symboles 
binaires de plus que son entrée. Les blocs suivants auront donc un plus grand nombre 
de symboles ri traiter. 
La colonne entrée indique le nombre de bits à l'entrée du bloc et la colonne 
sorîie indique le nombre de bits à la sortie du bloc. Cela n'inclut pas les signaux de 
iontrôlc. Lc temps J'esisutioii Jeniancl2 est le iriiips cl'c,kutiori rnüxiniiii qua peut 
prendre le bloc afin de respecter ses contraintes de temps. 
Enuciaccur N l A  
Encodcur K=3 
çonvolutionnel 1 G(O)= I O 1 
G(l)=l I l  
Encodcur QAM t6 spbolcs i Irr fois 
1 Maximum de It bits dms  un 
symbole 
Table de 
chrireement des bits 1 
IFFT I 6-points 
FFT 1 28-points 
Table de 
chargement des bits 
Décodeur QAM 128 symboics i Irt fois 
1 Maximum de 12 bits dans un 
symbole 
Dt:codeur Vi terbi K=3 
G(O)= 10 1 
G(I)=l I l  
De-en trelaceur NIA 
Décodeur Rced- GF (2**8) 
itions du UADSL 
Entrée (en 1 Sortie (en bits) 1 Temps 
bits) 1 1 d'exécution 
demandé (ms) 
192 mots de S 208 mots de S 3.9 1 
bits ( 1536 bits) bits ( 1663 bits) I 
I 1 
1 16 * 8 bits (96 1 O.?? 
bits) 
256 256 0.32 
3038 2038 0.33 
1 .  
1 128*8 bits 1 0.33 
(1024 bits) 
1536 0.33 
Le tableau 3.2 donne les spécifications du UADSL, le tabIeau 3.3 les 
spécifications du ADSL et finalement le tableau 3.4 les spécifications du VDSI,. 
Nom du bloc t-- 
Encodeur Recd- 
Solomon 
1 chrirpement des bits 
1 FFT 
Décodeur Vitcrbi I 
G ( l ) = l  I l  
32 symboles i'r In fois 3x3 5 12 O. 27 I I 
.- -  
Tableau 3.3 Les spécifications du ADSL 
h.lrixirnum dc 12 bits dms un 
syrri bole 
32 * Y hits (256 0.27 
Paramètres 
GF (2**?3) 
1 7  m= 8 - xs + xJ + x. .t .K- + x 
n = 255 
t = 8  
(1024 hits) 
128 symbolcs ri Iri fois 2048 1536 0.17 




bits ( 1408 bits) 
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NIA 1536 1536 O, 17 
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4 transformks de Fourier Rapides 
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1 5 l ?  * X hiis 11.17 1 
I 
1 -!* 1024'8 bits 1 0.4 1 
8 192 
Une fois les spécifications données, nous pouvons maintenant effectuer des 
estimations pour les différents critères que nous voulons évaluer. Nous pourrons par la 





(32 768 bits) 
49 152 0.4 1 
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Chapitre 4 
Méthodologie utilisée et résultats obtenus pour la réalisation d'un 
modem Universal ADSL. 
Dans ce chapitre, nouî :ilions examiner les mi.thnde.; que n ( w  avnn': !iti!iiéei 
pour concevoir ou estimer les différents criteres que nous avons expliqués dans Ir 
chapitre 2 et les différentes étapes de notre méthodologie. Nous dlons tout d'abord 
présenter les outils qui seront utilisés dans nos expérimentations. puis lors de la 
présentation des différentes étapes de notre méthodologie. nous expliquerons comment 
ces outils ont été utilisés. 
4.1 Description des outils utilisés 
Nous avons utilisé principalement trois out ils CO rnrnerci;iux dans notre 
méthodologie. En voici une introduction. ainsi que leurs inconvinients et leurs 
avantages. 
4.1.1 Monet de Mentor Graphics 
Monet est un outil de synthèse comportementale. 11 permet d'explorer 
rapidement différentes alternatives architecturales au niveau comportemental et génère 
automatiquement du code synthétisable au niveau RTL. Cela permet de réduire d'une 
façon importante le temps de conception et d'obtenir de bons résultats. En fait. Monet 
combine une exploration interactive et visuelle d'une description comportementale. À 
l'intérieur d'une méthodologie de conception pour le matériel comme celle de la figure 
4.1, Monet serait utilisé pour valider et sélectionner une architecture. ainsi que pour la 
transformation du VHDL au niveau RTL, 
Peut être fait avec Monet 
Vérification au { ~ ~ ~ a ~ ; " ~ ~ ~  nive;;zr 1 / Développement d'algorithme 
c , 
Figure 4.1 Méthode de conception matérielle avec Monet 
Monet interagit avec le concepteur pour obtenir les contraintes et certaines 
directions pour la synthèse comportementale. La figure 4.2 représente les interactions 
de Monet, ses entrées et ses sorties. 
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Figure 4.2 Synthèse avec Monet 
Les principaux avantages de Monet, sont qu'il : 
->gVi@$.qt&n~vea~:;. . = P Y + . - ~ . - .  ... 
- Diminue le nombre d'implantation au niveau RTL. Le niveau comportemental 
permet d'explorer différentes architectures avant de choisir celle qui  sera implantée 
au niveau RTL. 
- 
Diminue la quantité de code à écrire en générant automatiquement du code RTL. 
Offre une interface simple et accessible permettant une meilleur compréhension des 
différentes étapes d'une synthèse au niveau comportemental. 
Permet une visualisation de l'ordonnancement en utilisant des diagrammes de Gantt. 
comme il est possible de le voir à la figure 4.3. 
Permet d'obtenir des diagrammes de transitions d'états et des diagrammes bloc des 
chemins de données. 
Permet de donner un poid aux boucles. influençant ainsi Ir degré d'optimisation des 
boucles. 
Offre une plus grande liberté dans le déroulage des boucles. en permettant entre 
autre de fixer le nombre de déroulement des boucles. 
Permet dc synthétiser des tableaux à plus d'une dimension. Les tableaux contenant 
plusieurs dimensions sont brisés en plusieurs tableaux. 
Permet de synthétiser des blocs plus volumineux que les autres outils de synthèse 
comportementale connus. 
Permet une plus grande flexibilité dans le code que les autres outils de synthèse 
connus au niveau comportemental. 
Offre une synthèse plus rapide que les autres outils de synthèse connus au niveciu 
comportemental. 
Les principaux désavantages de Monet. sont qu'il : 
- Ne peut estimer que le temps et la surface du matériel. Aucune estimation de la 
dissipation de puissance n'est disponible, et ceci est un élément qui devient de plus 
en plus important dans les systèmes. 
- Ne reussit pas toujours à faire concorder une instruction VHDL et un opérateur 
provenant de ses bibliothèques. On doit modifier le code de façon à ce que I'outil 
fasse concorder l'instruction VHDL à un autre opérateur. Par exemple, un 
multiplicateur aux dimensions différentes. C'est un problème majeur qui ne se 
retrouve peut-être pas sur les versions les plus récentes de l'outil. 
- Même s'il est plus rapide que les autres outils de synthèse commerciaux. la synthèse 
d'un bloc contenant plusieurs boucles déroulées peut devenir fastidieuse. Par 
exemple, la synthèse de deux boucles imbriquées de 16 itérations chacunes prend 
plus d'une journée afin de passer à travers toutes les etapes de la synthèse 
comportementale. 
1 Petformi ng datapath generation., . 
Figure 4.3 Représentation des diagramme de Gantt et d'états dans Monet 
- Permet uniquement de pipeliner les boucles et non lescomposants 
- Les appels de fonction sont fait en ligne (inline) uniquement. À chaque appel de 
fonction. le code de la fonction est répété à chaque fois, ce qui augmente la taille du 
code. 
- Le code VHDL utilisé par Monet doit être compilé à l'extérieur de l'outil par une 
commande indépendante. 
- Les rapports en format texte ne sont pas suffisamment élaborés. 
- L'utilisateur doit ajouter un reset pour sortir d'un pipeline. Cela ne se fait pas 
automatiquement. 
4.1.2 Description des outils de Synopsys 
Nous avons utilisé deux outils de Synopsys qui utilisent une interface commune. 
Ces outils sont le Behavioral Compiler » pour la synthèse au niveau comportemental 
et le « Design Compiler )> pour la synthkse au niveau RTL. La figure 4.4 montre les 
moments de la conception où ces outils sont utilisés. Si nous reprenons 13. figure 3.1 
que nous avons vu précédemment avec Monet. il est possible de voir où se situent ces 
deux outils de synthèse. 
Le << Behavioral Compiler * a des fonctionnalitis similaires à Monet. Les deux 
ont des entrées et sorties similaires. mais elles sont présentées un peu différemment. 
Nous allons donc donner les avantages et les inconvénients de ces outils. 
l I Peut etre fait Peut 4tre fait avec le 'Behavioral Compiler' avec le 'Design compiler' 
' ~eri f icat ion au 1 Y 
niveau des 
portes J 
Figure 4.4 Étapes de conception avec les outils de Synopsys 
Les avantages des outils de Synopsys sont qu'ils : 
- Diminuent le nombre d'implantation au niveau RTL. Le niveau comportemental 
permet d'explorer différentes architectures avant de choisir celle qui sera implantée 
au niveau RTL. 
Diminuent la quantité de code à écrire en générant automatiquement du code RTL. 
Une fois le code VHDL au niveau RTL obtenu. il est possible de faire une synthèse 
et d'estimer la puissance utilisée. 
Font bien concorder les instructions VHDL et les opérations provenant des 
librairies. Il trouve toujours un composant pouvant être utilisé d'une façon 
pertinente. 
Permettent de pipeliner des boucles et des composants. 
Peuvent éviter les appels de fontionc en ligne (inline), c'est-à-dire qu'un pragrna est 
utilisé pour indiquer à l'outil que la fonction peut être partagée. 
Permettent de pipeliner les boucles et les composants. 
Compilent Ir code VHDL i l'intérieur de l'outil. Aucun besoin pour un outil 
indtpendant de compilation. 
Fournissent des rapports en format texte suffisament élaborés 
N'impose pas à l'utilisateur d'ajouter un resef pour sortir d'un pipeline. Cela sr fait 
automat iquernent. 
Les inconvénients des outils de Synopsys sont qu'ils 
- N'offrent pas un interface simple et accessible. II est difficile de savoir dans quel 
ordre les commandes doivent être faites. La figure 4.5 montre un exemple de 
l'interface. Contrairement à Monet, il ne supporte pas les diagrammes de Gantt 
(figure 4.3). 
- Les résultats ne sont pas offerts sous forme graphiques, mais uniquement textuelle. 
(Selon les informations de leur site internet << www.synopsys.com », la dernière 
version du (< Behavioral Compiler » le permettrait). 
- Font une synthèse comportementale très lente. 
Sont incapable de synthétiser du code comportant plusieurs boucles. Par exemple, 
deux boucles imbriquées et déroulées comportant 16 itérations serait trop complexe 
pour une synthèse dans le « Behavioral Compiler ». 
Les contraintes demandées pour l'écriture du code sont rigides. Par exemple les 
énoncés d'attente (Wait Statements) doivent être placé d'une manière plus 
rigoureuse. sinon l'outil est incapable de synthétiser. 
Ne donnent pas de poids aux boucles pour influencer leur degré d'optimisation lors 
de la synthèse. 
N'offre pas une grande liberté pour le déroulement des boucles. 
Ne permet pas de synthétiser des tableaux B plus d'une dimension. 
Figure 4.5 L'interface du e Behavioral Compiler » de Synopsys 
4.1.3 Seamless de Mentor Graphics 
Un des plus grands problèmes dans la conception de systèmes embarqués 
contenant du logiciel et du matériel est I'intégration de ces deux parties pour former un 
seul et même système. Dans les méthodologies de codesign matérie Wogicie 1 
trndit ionnelles. le logiciel et le matériel sont développés séparément. Le logiciel ne peut 
être teste. tant que le matériel n'est pas validé et fonctionnel. Cela peut entraîner des 
erreurs complexes et longues à isoler et à réparer et cela principalement au niveau des 
interfaces. La cosimuiation peut être utilisée à toutes les étapes de Ia conception. c'est- 
à-dire h différents niveaux d'abstraction. Car. il permet de tester le logiciel sur un 
modèle matériel, même si celui-ci n'est qu'au niveau comportemental ou RTL. 
1 I est possible de faire de la cosimulat ion matérielle/logicielle en utilisant 
uniquement un simulateur matériel avec un modèle fonctionnel du processeur ( ISS ou 
Instruction Set Simulator en anglais). Par contre. ks vitesses de simulation sont tri% 
faibles et i l  est difficile de déverminer le logiciel. On pourrait Cgalement créer un 
modèle en C ou en C++ du processeur et le simuler sur le simulateur de jeux 
d* instructians. mais la précision de ces modèles est discutable [Bo1199]. 
Comme il  est possible de le voir dans la figure 4.6, Searnless CVE est composé 
d'un simulateur de jeu d'instructions qui permet d'exécuter et de déverminer la partie 
logicielle du système. 11 comprend aussi un simulateur logique qui permet d'exécuter et 
de déverminer la partie matérielle du système. Ces deux simulateurs sont reliés et 
communiquent ensemble dans Searnless. Les mémoires utilisées sont également 
définies et configurées à l'intérieur de Searnless CVE, car elles doivent être accessibles 
autant à partir du simulateur logiciel, que du simulateur logique. En fait, à chaque fois 
que le processeur a besoin d'exécuter une instruction ou d'accéder à la mémoire. le 
simulateur de jeu d'instructions envoie une requête par l'intermédiaire de Searnless 
CVE vers le simulateur HDL. Le modèle d'interface de bus répond en exécutant les 
cycles de bus correspondants. I'accès à la mémoire s'effectue à travers le modèle 






Figure 1.6 Seamless CVE pour la cosimulation rnatérielle/logicielle 
Voici les principaux avantages que nous avons trouvés pour l'utilisation de 
l'outil Seamless CVE pour CO-simuler le matériel et le logiciel à un haut niveau 
d'abstraction : 
- II réduit le temps de développement des systèmes embarqués; 
- II réduit k nombre d'itérations du prototype matériel: 
- II permet d'exécuter du vrai logiciel sur le design matériel avant que celui-ci soit 
implanté en silicium. 
- II accélère le déverminage des pilotes des périphériques et des diagnostiques 
matérie 1s; 
- II ne nécessite pas de modification du système du côté matériel ou logiciel; 
- Des optimisations permettent d'atteindre de hautes performances pour la validation 
du système (temps de simulation): 
- II permet d'offrir un produit de qualité plus rapidement sur le marché: 
- Il permet de simuler 10 000 fois plus rapidement qu'avec un simulateur logique: 
- I l  supporte plus de 35 processeurs et 10 simulateurs logiques: 
- Il utilise des simulateurs de façon indépendantes. Donc. en apprenant à utiliser 
Seamless. on apprend également une mithodologie pour simuler et deverminer h 
l'aide d'un simulateur de jeux d'instructions et d'un simulateur logique. 
Voici les inconvénients de Seamless : 
- I I  possede un environnement complexe. utilisant deux simulateurs differents et une 
grande quantité de fen5tre. 
- La sy nchronisilt ion entre les differents simulateurs est difficile. I l  est difficile d'en 
arréter un et de le repartir sans le desynchroniser avec l'autre. 
- II ne possède pas de point de contrôle ou de redémarrage. Après chaque 
modification. il faut revenir au point de départ et recharger le projet. 
- I l  oblige à utiliser les modèles de processeurs et de mémoire fournit par Seamless. 
La création de nouveaux modkles demande une grande expérience et est très 
complexe. 
- Le changement de processeur demande également un changement de la logique 
(glue logic) entourant le processeur. Donc, l'interface doit Sire refaite pour chaque 
processeur utilisé. 
4.2 Description de notre méthodologie 
La figure 4.7 représente les différentes étapes de notre méthodologie. Seulement 
les résultats obtenus avec le Universal ADSL seront donnés dans cette section dans le 
but contraindre la longueur de ce document. De plus, parmi les trois modems étudiés. il 
est le plus intéressant au point de vue codesign matiriel/logiciel. 
4.3 Spécifications du système et définition des blocs 
La première étape comporte les spécifications du système. Les temps 
d'exécution des différents modems ont Cté donnes dans le chapitre 3. La section 3.7 
contient les spécifications au niveau des blocs. Comme on peut le voir à la figure 3.3. 
nous avons divise les modems en douze blocs distincts qui représentent chacun une 
partie de la fonctionnalité du modem. Ceci constituue un  partitionnement h gros grains. 
Chacun de ces blocs a une fonctionndité distincte. C'est-Mire que I'exCcution d'un 
bloc ne dCpend pas de celle des autres. ils pourraient Stre utilisés indçpendammcnt dans 
une autre application. car à eux seuls. ils effectuent u n e  opération complète. Nous 
avons choisi ces blocs de façon à ce qu'ils puissent Sire exécutés en parallele. de la 
même façon qu'un pipeline. Par contre. les blocs ne contiennent pas tous la même 
quantité de comportement. Par exemple. le décodeur Reed-Solomon est beaucoup plus 
gros (contient une plus grande partie de la fonctionnalité du système) que I'encodeur 
QAM. Un partit ionnement plus fin aurait pu Stre fait. mais pour une première étude du 
modem. nous avons préféré utiliser de gros blocs pour diminuer le nombre de blocs à 
traiter et minimiser les communications. 
4.4 Description des blocs pour le logiciel et le matériel 
Tout d'abord. pour faire des estimations sur les différents blocs de nos modems, 
nous avons fait une description matérielle et une description logicielle de tous les blocs. 
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Figure 4.7 Les étapes de notre méthodologie de codesign 
nos blocs. Par exemple, nous aurions aimé utiliser le C comme langage de description 
commun, mais cela aurait nécessité un traducteur. par exemple du C vers le W L .  ce 
que nous ne possédions pas. C'est la raison pour laquelle il y a une  flèche entre la 
description logicielle et la description matérielle dans le schéma de la figure 4.7. 
Comme cela n'était pas disponible, nous avons tout d'abord fait une description des 
différents algorithmes en C pour évaluer les aspects logiciels. puis cette description a été 
transformée en VHDL h partir de la description logicielle en C des blocs et des 
définitions des blocs de comportement, afin d'évaluer les aspects matériels. 
4.5 Développement de la dissipation de puissance pour le logiciel 
Notre premier choix pour l'implantation des modems de la famille .UDSL a été le 
TMS320C54 de Texas Instruments. à cause de sa faible dissipation de puissance. sa 
rapidité d'exécution. ses multiples bus (parallèle et HP0 et finalement scs instructions 
spéciales permettant d'optimiser les blocs FFT. et le décodeur Viterbi des 
modems. 
Nous n'avons trouvé aucune ttude sur la dissipation de puissance pour le 
processeur C54 de Texas Instruments, ayant une source d'alimentation de 5 V. Nous 
avons donc décidé d'élaborer une méthode d'estimation de dissipation de pu issance. en 
utilisant les modèles de puissance au niveau des instructions. comme il a été expliqué 
dans la section 1.4.1. Ces expériences d'abord élaborées par Tiwari et al. [TMW94] ont 
été par la suite reprise pour différents processeurs. Nous avons donc voulu utiliser cette 
méthodologie avec le TMS320C54, dans le but de déterminer la fiabilité de cette 
technique et de découvrir les dépendances des différentes instructions sur la dissipation 
de puissance. Une partie de ce travail a été effectuée par un stagiaire, Gwçnaël Poitau 
provenant de ISTASE (Institut supérieur des techniques avancées de saint-Étienne) 
Poit991, sur une carte d'évaluation du TMS32K54 de la compagnie Texas Instrument. 
4.5.1 Dissipation de puissance pour chacune des instructions 
Nous allons tout d'abord donner et expliquer les résultats qu'il a obtenu, puis la 
suite des expérimentations effectuées. Les mesures des coûts de base des instructions 
ont été réalisées à l'aide du montage de la figure 4.8, en utilisant une carte d'évaluation 
DSKPLUS de Texas Instruments. intégrant un TMS320C542 fonctionnant à 40 MHz, i 
I'aide d'une alimentation programmable Hewlett-Packard 6623A Fournissant 5 V et un 
courant variable. Les mesures ont éte effectuées à la température ambiante (environ 
20° C). 
Carte d'évaluation 1 
du TMS320C54 ( 
Connexion 0825 
avec le port 
parallèle PC  programmable Hewlett-Packard 6623A 
Figure 4.8 Montage pour mesures expérimentales 
Le problème sur cette carte est que l'alimentation ne fournit pas uniquement le 
processeur, mais également ses périphériques. Nous avons donc testé le courant utilisé 
par la carte lorsque le processeur était en mode Idle3. Cela signifie que le CPU. ainsi 
que les périphériques internes sont arrêtés. II est donc possible dans ce mode de 
calculer le courant utilisé par les périphériques extérieurs au processeur sur la carte, 
lorsque le processeur est arrêté. Il est bon de préciser que les périphériques de la carte 
externes au processeur ne sont pas utilisés lors de l'exécution des différents 
programmes. Lorsque la carte est dans le mode Idle3, un courant de 0.179 ampère 
circule. Donc, à chaque fois que nous allons prendre des mesures sur la carte, 0.179 A 
devront être soustrait du courant obtenu pour calculer uniquement le courant utilisé par 
la carte. II est bon de remarquer qu'une fois le courant connu, il est facile de déterminer 
la puissance (P) dissipée en multipliant le courant (1) par le voltage (V) fournit au 
processeur. 
Toutes les mesures sont effectuées deux fois. La première dans le mode 
.< Repeat p. c'est-à-dire qu'une boucle est utilisée pour répéter la même instruction 
plusieurs fois. Le deuxième mode utilisé est le niode a Inline ». Dans ce mode. les 
instructions sont écrites plusieurs fois sans utiliser une boucle. Par exemple. si nous 
voulons exécuter une instruction 120 fois. elle sera tcrite 120 fois. On peut trouver des 
exemples de routines de test en assembleur algébrique pour le CS4 ainsi que les 
r6suItats pour les différentes instructions en annexe D. Le tableau 4.1 montre le coi3 de 
base de certaines instructions. 
Tableau 4.1 Coût de base des instructions 
Instructions 1 Mode u Repent rn (mi) ( Mode * Mine m (mA) 1 Commentaires i 
4.5.2 Les dépendances de la dissipation de puissance 
Après avoir étudié la consommation de puissance de chacune des instructions et 
constitué un modèle de premier ordre, nous donnons les différents facteurs que nous 
avons mis en évidence et qui influencent cette consommation de puissance. 
4.5.2.1 Dépendance vis-à-vis des données 
Le tableau 4.2, donne le courant utilisé par le processeur lors de l'exécution de 
différentes instmctions ayant des opérandes différentes. En fait. les dépendances de 
données sont examinées. Nous pouvons alors constater que pour certaines opérations. il 
y a une &pendance Je Jonntts sur la corisorrimüiion de puissance. Les calculs ont  été 
faits en mode « Repeat ». Les valeurs dans le tableau sont en fait les diffirentes 
donnees utilisées pour tester une instruction. 
C'est cette dépendance qui peut entrainer le plus d'incertitude à l'intérieur d'une 
estimation utilisant le coût de base de chacune des instructions. Cela est dû au fait que 
si nous utilisons un programme en temps réel, les données ne sont pas en général 
connues à l'avance ou bien elles sont trop nombreuses pour vraiment en tenir compte. 
À ce moment-là, le meilleur moyen de fonctionner est d'inclure une incertitude dans le 
calcul de la dissipation de puissance. Pour arriver à effectuer une bonne estimation de 
la variation selon les données, nous aurions besoin de connaître avec exactitude 
l'architecture interne du processeur et la façon dont les instructions sont 
microprogrammées. 













































4.5.2.2 Dépendance inter-instructions 
Lorsque deux instructions sont exécutées l'une i la suite de l'autre. la 
consommation du processeur est généralement différente de la moyenne des 
consommations des deux instructions pnses séparément et pondérées par le nombre de 
cycies nécessaires à ieurs exécutions. En effet, ia commutation des circuits est en 
fonction des entrées actuelles et de l'état précédent du circuit, ainsi la consommation de 
puissance sera en fonction de l'instruction précédemment exécutée. Le tableau 4.3 
contient certains des résultats obtenus démontrant les effets inter-instmctions. Un 
tableau plus complet est disponible en annexe D. La moyenne des consommations 
pondérée est en fait le courant moyen lors de l'exécution des 2 instructions à l'intérieur 
d'une boucle. Ln consommation réelle est en fait I'addition du courant utilisé par les 
deux instmct ions de façon indépendante. 
4.5.3 Classes d'instructions 
Tableau 43 Les dépendances inter-instructions 
Les consommations de puissance des instructions ont été placées en ordre 
croissant dans le graphique de la figure 4.9. Les courbes du graphique présentent 3 
paliers chacun, à 65.80,90 rnA pour le mode RPT, à 90, 105, 1 15 rnA (paliers du mode 
REPEAT majorés de 25 mA) pour le mode INLINE. Si l'on s'attache à la signification 
de ces paliers (mode REPEAT), on observe que le premier palier à 65 mA correspond à 
Première 
instruction 
Abs (9 1 mA) 
bIil.~ (90 rnA) 
Seconde 
instruction 
Cmps ( 102 rnA) 
Add (94 mA) 
Prog (90 rnA) 
Sub (107 mil) 
Sat (61 rnA) 





























Figure 4.9 Consommation de puissance des différentes instructions en ordre 
croissant 
une instruction simple. le palier 5 80 mA correspond aux insiructions utilisant un 
adressage indirect (utilisation d'un registre m). enfin le palier à 90 mA correspond à 
des instructions CO mponant une post-incrément ation ou une pst-décrémentation d'un 
registre. Cette analyse est vérifiée pour les opérations arithmétiques. logiques et les 
fonctions de chargement et stockage. Les fonctions de multiplication. les fonctions 
spéciales de multiplication et les fonctions complexes (multiples) sont à analyser 
indépendamment et aucune corrélation n'a été trouvée pour l'instant. Nous proposons 
donc le système de la figure 4.10. 
Pour l'instant, le système de classes est limité aux effets de premier ordre. nous 
n'avons pas trouvé de corrélation entre les effets inter-instructions et l'appartenance à 
une classe. 
Instructions utilisant une 
post-incrémentation ou 
une post-décrémentat ion 
du registre 
Instructions simples 
Instructions utilisant un 
adressage indirect 
Figure 4.10 Système de classes de consommation 
Consommation 








complexes (mu lt ide) 
4.5.4 Calcul de la dissipation de puissance pour un programme 
Consommation 




À analyser indépendamment en 
fonction des consommations 
données en annexe D. 
Nous allons utiliser les coûts de base des instructions (section 4.5.1) afin de 
déterminer la dissipation de puissance d'un programme. Nous ne tiendrons pas compte 
des effets inter-instructions et des dépendances de données. Ces aspects pourraient être 
évalués dans des travaux ultérieurs. Nous devons Sire capables de déterminer le courant 
à un temps précis et non seulement de prendre une valeur moyenne obtenue dans une 
certaine période de temps. Pour ce faire, nous avons utilisé le montage de la figure 
4.1 1. Une résistance est placée entre la source de 5 V et la carte DSKPLUS contenant 
le processeur TMS320C542. Cette résistance a une valeur de 0.1 R. Le voltage est 
ensuite mesuré aux bornes de la résistance afin de déterminer le courant traversant celle- 
ci. Le voltage étant trop petit pour vraiment en voir les variations sur I'oscilloscope. 
nous y avons ajouté une amplification de 23 fois. La figure 4.12 montre les éléments de 
I'amplificateur. L'amplification a été faite avec un amplificateur opérationnel TLOM de 
Texas Instruments. La bande passante maximale de cet amplificateur opérationnel est 
de 4 Mhz. Le processeur fonctionne à une fréquence beaucoup plus élevée. donc les 
résultats obtenus sont fortement filtrés par un filtre passe-bas. 
Amplication de - 
- 
Oscilloscope 
Voltage entre les 
bornes de la 
résistance 
Ordinateur 
Figure 4.1 1 Montage pour le calcul de la dissipation de puissance 
En obtenant le voltage aux bornes de la résistance. i l  est alors possible en 
divisant cette valeur par la résistance d'obtenir le courant qui y passe et qui est 
Cgalement Ir: courant ii l'entrée du processeur. En utilisant lTi.quation : 
V= RI, (4-2) 
où V est le voltage. R la résistance et I le courant passant dans la résistance. Le voltage 
est trouvé en calculant l'aire sous la courbe. Comme l'aire sous la courbe est en 
fonction du temps. la valeur que nous trouvons en multipliant cette valeur par le voltage 
de la carte est l'énergie et non la puissance. Car l'équation pour trouver l'énergie est : 
E= Pr, (4-3) 
où E est l'énergie. P la puissance et t le temps. 11 ne nous reste qu'à diviser la valeur 
obtenue par le temps d'exécution du programme pour obtenir la dissipation de puissance 
moyenne. La figure 4.13 montre un exemple d'une FFT de 1024-points placée dans une 
boucle. Quatre itérations sont montrées dans Iû figure. 
R ,  = 100 ohms 
R,= 4 ohms 
Figure 4.12 Amplificateur 23 X du montage 
Temps 
Figure 4.13 FFT de 1024-points dans une boucle 
Le tableau 4.4 montre les résultats de l'expérimentation. ainsi que les résultats 
obtenus en additionnant le coût de base de chacune des instmctions des progrmes  
exécutés. Ces résultats ne tiennent pas compte des dépendances de données ou 
d'instructions. On trouve les programmes testés en annexe E. 
Tableau 4.4 Comparaisons des resultats et des coûts de base 
Programmes testés 1 Résultats avec osciilmeope 1 Résuitats avec estimations 1 Différence 





Dans nos calculs, nous n'avons pas tenu compte des différentes dipendances. 
Donc, nos résultats sont probablement un peu moins précis que si nous en avions tenu 
compte. Comme nous pouvons le voir dans le tableau 4.4. les di fférenccs relatives entre 
les puissances peuvent varier de 2 à 18%, ce qui n'est pas très précis. Par contre. cela 
donne quand même un  ordre de grandeur de la dissipation dc puissance d'un 
programme. L'utilisation de cette méthode pour estimer la dissipation de puissance 
pourrait être utile si nous voulons comparer la dissipation de puissance de deux modules 
ayant la même fonctionnalité. 
Il  y aurait également la possibilité de diminuer la dissipation de puissance d'un 
programme en choisissant des instructions moins coûteuses en dissipation de puissance. 
Par exemple, des adressages directs sont à privilégier par rapport aux adressages 
utilisant une post-incrémentation. 
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4.6 Estimation du temps d'exécution logiciel 
4.7 
3 3  
5.0 
3.1 
Comme nous l'avons mentionné précédemment, notre premier choix de 
processeur était le TMS320C54. Pour les étapes suivantes, nous avions besoin d'un 
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Searnless. Comme nous n'avons pu obtenir ce modèle pour le TMS320C54, nous avons 
donc opté pour un autre processeur le ARM7TDMI. Par contre, nous aurions aimé 
reprendre les expérimentations sur la dissipation de puissance avec ce nouveau 
processeur. Mais nous n'avons pu avoir de carte matérielle pour ce processeur. Pour les 
étapes suivantes, nous avons donc travaillé avec le ARM7TDMI qui avait quand même 
des caractéristiques intéressantes. L'architecture ARM7TDMI intègre le jeu 
d'instructions ARM 32 bits et le jeu d'instructions 16 bits Thumb. un pipeline 
d'exécut ion de trois étages qui reste masquée pour le logicie 1 d'application. Elle offre 
également des instructions d'un seul cycle, des instructions de branchement et d'accès 
mémoire de deux cycles, des accès par octets, par demi-mots ou par mots, les modes 
d'interruptions rapides et une conception entièrement statique pour réduire I;i 
consommation [Bo1199]. 
Pour estimer le temps d'exécution des différents blocs logiciels. nous utilisons 
une technique que l'on pourrait situer entre le profilage dynamique et le profilage 
statique. Tout d'abord. il est important de mentionner que le profilage s'est fait en 
utilisant un modèle d'estimation pour processeur spécifique. comme il  a Cté prksenté 
dans la section 2.4.1.1. 
Nous avons manuellement fait un partitionnement de chacun de nos douze blocs 
en les divisant en de plus petits blocs. Ces petits blocs sont appelés blocs de base. Ces 
blocs de base sont bornés par Ie début et la fin d'une boucle ou d'un branchement 
conditionnel. Nous avons pour chaque boucle déterminé à I'aide des spécifications de 
l'algorithme le nombre de fois maximal où la boucle pouvait être exécutée. Par 
exemple, si nous prenons l'encodeur QAM, la boucle principale devait être exécutée 
seize fois, car seize symboles doivent être encodés pour rencontrer les demandes en taux 
de traitement de l'algorithme. Donc, nous avons exécuté de façon dynamique le corps 
de la boucle en y envoyant différentes données, choisies de façon aléatoire. Une fois le 
temps d'exécution d'une boucle obtenue, nous avons multiplié ce temps par le nombre 
de fois où la boucle est exécutée, c'est-à-dire par seize. Pour les branchements 
conditionnels, nous avons fonctionné un peu différemment. Nous avons calcu 16 le 
temps d'exécution des blocs de tous les branchements possibles et le temps du 
branchement le plus lent a été utilisé. Par exemple. si nous prenons à nouveau 
l'exemple de I'encodeur QAM. Chacun des symboles de I'encodeur utilisant la 
technologie DMT peut contenir de O à 12 bits. Nous avons donc 13 possibilitCs 
différentes pour i'encodage d'un symbole. En code VHDL, ce branchement 
conditionnel est représenté par une boucle ifet des boucle elsif. Une seule de ces 13 
conditions sera choisie à la fois. Les instructions examinent en premier la condition 
pour encoder 13 bits, puis 12 bits et ainsi de suite jusqu'à O bit. Pour calculer le temps 
d'exécution de ces blocs. nous avons calculé le temps d'exécution des 13 blocs pour 
ainsi déterminer que le bloc le plus long était celui encodant un symbole de 2 bits. La 
raison B cela est que nous devons passer à travers la logique de contrôle de tous les 
autres blocs avant d'obtenir la bonne condition et que son temps de traitement est plus 
long que celui de I'encodage des symboles de 1 et O bit. Donc. le temps de calcul 
maximal serait obtenu si tous les symboles étaient codés à partir de 2 bits. Ce temps 
sera alors multiplié par le nombre de symboles à traiter pour obtenir le temps 
d'exécution total du bloc. 
Une fois le temps d'exécution de chacun des blocs connu, il est possible en les 
additionnant d'avoir une bonne approximation du temps d'exécution totale de 
l'algorithme (bloc du système). Pour obtenir le temps d'exécution des blocs de base, 
nous avons utilisé un outil qui au départ a été créé pour faire de la cosimulation 
matériellenogicielle, de Mentor Gnphics. Le fonctionnement de cet outil a été expliqué 
à la section 4.1.3. Pour ce Caire, nous avons exécuté les différents blocs de base sur le 
modèle fonctionnel du processeur, puis à la fin de l'exécution du bloc, nous avons 
regardé sur la trace du circuit logique pour obtenir le temps d'exécution du bloc. Nous 
avons utilisé la carte virtuelle fournie par Mentor Graphics pour le ARM7. Ce 
processeur pelit fonctionner jusqu'à une vitesse de 25 MHz, mais sur la carte virtuelle 
de la compagnie. il était installé pour fonctionner à une vitesse de 2'5 MHz. A cause 
des nombreux problèmes que nous avions lors de la simulation, nous n'avons pas 
modifié la carte virtuelle. Le problème Çtait au niveau du modèle fonctionnel du 
processeur. La compilation se faisait correctement. mais lors de I'exécut ion. 
l'instruction en code assembleur « load register » n'était pas exécutée correctement. En 
fait, un déplacement d'un octet se produisait vers la droite après avoir placé la bonne 
valeur dans le registre concerné. Nous avons quand même pu obtenir des résultats en 
contournant le problème et en divisant nos programmes en plus petits blocs. 
Le programme peut être exécuté et testé dans cet environnement. de la m5me 
façon qu'il peut I'Etre avec n'importe quel compilateur commercial. Le code a d'abord 
StS dbveloppi en utilisant Microsoft Visual Studio 6.0. puis quelques modifications ont 
ité apportées pour exécuter le programme des différents blocs sur le modèle fonctionnel 
du ARM7. 
Nous n'avons pas utilisé de système d'exploitation. ni d'algorithme 
d'ordonnancement logiciel. Chacun des blocs était un programme qui était exécuté 
d'un façon séquentielle d'un bout à l'autre sans interruption, ni changements de 
contextes. Vous trouverez les estimations des temps d'exécution logiciels pour les 
différents blocs dans le tableau 4.5. 
Si l'on compare les résultats du tableau 4.5 avec les contraintes demandées dans 
le tableau 3.2, nous pouvons voir que seul deux blocs rencontrent les contraintes de 
temps lorsqu'ils sont placés dans une partition logicielle. dans ce cas-ci sur le ARM7. 
Tableau 4.5 Temps d'exécution des blocs logiciels 








4.7 Estimation de la surface et du temps d'exécution du matériel 
Encodeur Treillis 
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Pour faire une estimation de la surface du circuit intégré. ainsi que le temps 
d'exécution du matérie 1. nous avons utilisé une technique de synthèse rapide (section 





Table d'rilloc. des 
niveau comportemental. nous n'avons donc pas eu à dCvelopper nos propres nlgorit hmes 
et outils. Nous avons utilisé Monet de Mentor Graphics (section 4.1) pour faire la 
synthèse de nos circuits. Nous allons maintenant examiner les différentes étapes de la 




II faut d'abord ouvrir un fichier VHDL, compilé comme présenté à la figure 
4.14. À l'intérieur de nos blocs, nous avons utilisé des mémoires pour conserver les 
7 
8 
0,7329 x !Cl4 s ] ! O 
0.2621x10" s 1 I I  
variables plutôt que des registres. Les bibliothèques contenant les mémoires. ainsi que 
la technologie utilisée doivent être incluses dans ce fichier d' init ialisation. Ces 
bibliothèques seront par la suite utilisées pour déterminer la surface et le temps 
d'exécution du matériel. Nous avons utilisé les bibliothèques mgc-lca300k-dmag-dc.lib 
et mgc~lcn300k~comp~dcClib pour le choix de la technologie et les bibliotheques 
ram-singleport-iib et ram_mgc.lib pour les mémoires. 
9 
0,ûû 13 ns 
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0.0 148 s 
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0,OI 19 s 
Decodeur RS 1,630 s 
Figure 4.14 Sélection du code à synthétiser et des bibliothèques. 
II est facile de déterminer les différentes étapes en regardant l'interface de Monet 
(figure 4.15). Chacune des étapes est représentée par un rectangle et les flèches entre 
les rectangles montrent l'ordre dans lequel sont exécutees les différentes étapes. Pm 
exemple, il est possible de voir que l'ordonnancement se fait après l'allocation. 
La première étape de la synthèse est le choix des modes pour les entrées et 
sorties. 11 existe trois modes qui sont Cycle-Fixed », Superstate » et « Free f i .  Le 
mode « Cycle-Fixed » permet d'avoir une concordance exacte cycle par cycle avec la 
simulation de pré-synthèse. Le mode Superstate » permet à l'outil d'ajouter des 
énoncés d'attente (Wait statement) aux super états et finalement le mode a Free » 
permet à Monet d'ajouter d'enlever et de déplacer les énoncés d'attente comme il le 
désire. Nous avons fait nos estimations en utilisant le mode Free, ce qui nous permettait 
une plus grande flexibilité dans 1s façon d'écrire notre code VHDL au niveau 
comportemental. 
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Figure 4.15 Différentes étapes de la synthèse avec Monet 
Figure 4.16 Contraintes d'atlocation 
Comme nous étions certains de réussir û. respecter nos contraintes de temps en 
matériel. nous avons fait les synthèses en optimisant pour minimiser la surhce du 
circuit intégré (figure 4.16). Nous avons utilisé une horioge de 25 ns, ce qui correspond 
à 40 MHz. La longueur de l'ordonnancement désiré a été placé initialement à O. puis 
l'option r Smallest Area permettant d'optimiser la surface du matériel a été 
sélectionnée. Chacune des opérations est alors allouée à un opérateur provenant de la 
bibliothèque que nous avons indiqué au début, comme il a été expliqué à la section 
2.5.1.2. 11 est possible de laisser l'outil déterminer lui-même les opérateurs 
correspondants, mais il est également possible pour le concepteur d'indiquer lui-même à 
I'outil les opérateurs à utiliser parmi un certain nombre d'opérateurs possibles. 
Après avoir établi les contraintes de I'allocation, cette dernière peut être 
effectuée. L'outil donne alors une estimation du nombre d'étapes de contrôle et la 
surface utilisée par le circuit intégré, comme il est possible de le voir à la figure 4.17. 
Une description plus détaillée des allocations effectuées peut être obtenue. 
Figure 4.17 Allocation avec Monet 
La prochaine étape à suivre en regardant le flot de Monet est l'ordonnancement. 
Tout dd pendant des contraintes données précédemment. 1' algorithme utilisé pour 
I'ordonnancement est différent. Par exemple si lors de la détermination des contraintes 
pour l'allocation, E< Fastest Schedule » c'est-à-dire l'ordonnancement le plus rapide a 
Cté sélectionné. un algorithme avec contraintes de temps sera utilisé. Par contre, si 
« Smallest Area » c'est-à-dire la surface la plus petite a été sélectionnée, alors un 
algorithme avec contraintes de ressources sera utilisé. Ces différents algorithmes (Basé 
sur une liste, liste statiqtre. ~itilisution des opérnteiirs) ont été décrits dans la section 
2.5.1.3. Les algorithmes utilisés par l'outil Monet ne sont évidemment pas disponibles, 
mais nous croyons qu'un algorithme similaire à « Force dirigée » aurait pu être utilist 
pour les ordonnancements avec contraintes de temps et un algorithme similaire 5 
l'algorithme a Basé sur une liste » aurait pu Stre utilisé pour l'ordonnancement avec 
contraintes de ressources. 
Une fois l'ordonnancement fait, un diagramme de Gantt est disponible, comme 
le montre la figure 4.18. permettant de visualiser les différentes dépendances entre les 
opérations. Directement ù partir du diagramme (d'une manière graphique). i l  est 
possible d'ajouter des contraintes d'ordonnancement et d'effectuer un nouvel 
ordonnancement. 
Figure 4.18 Diagramme de Kanttt pour visualiser l'ordonnancement 
Les étapes suivantes sur le flot de Monet sont utilisées pour l'extraction de la 
machine à états (contrôleur) du système et pour l'extraction du chemin de données. 
Finalement la dernière étape de la méthodologie est le partage des ressources. Un 
algorithme similaire à ceux décrit dans la section 2.5.1.5. c'est-à-dire Force directed. la 
Programmation en nombres entiers ou le Rafnement itératif. est problablement utilisé 
pour cette étape. Encore une fois. il est difficile de déterminer avec exactitude 
l'algorithme utilisé, car ce n'est pas visible pour l'utilisateur. 
Tableau 4.6 La surface des blocs matérieh 
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variables. des mémoires ont été utilisées. Les mémoires que nous avons utilisés se 
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et ranz-mgc.lib de Mentor Graphics. Lorsque nous avons un grand nombre de variables, 
9 
il est plus avantageux d'utiliser des mémoires, car des registres seront crées pour 
FFT ( 1 28-points) 
Table d'rilloc.. 
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chacune des variables. Les mémoires, même si elles sont également composées de 
des bits 
Décodeur QAM 
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et la surface qu'un ensemble de registres. Mais cela est surtout avantageux pour le 
normalisée 
0.074 
O,  150 
2243.44 
temps nécessaire à la synthèse du bloc. 
0,020 
3777.29 0,033 
Nous voulions également être indépendants de la technologie utilisée. Cela 
signifie que peu importe l'évolution des technologies matérielles. le meilleur 
partitionnement fait à partir de nos estimations resterait le même. Pour ce faire. nous 
avons normalisé les valeurs de la surface matérielle, en divisant la surface de chacun des 
blocs par la surface totale utilisée. avant de l'utiliser dans l'algorithme de 
partitionnement. Les résultats du tableau 4.6 ont été obtenus en utilisant les 
bibliothèques mgc-lca300k_dmag-dc.Iib et rngc-lcn300k-cornp-tic-. lil> de Mentor 
Graphies. Le tableau 4.6 donne les résultats obtenus pour l'estimation de la surface 
matérielle des blocs et le tableau 4.7 donne Ics résultats obtenus pour I'estimation du 
temps d'rxécut ion des blocs matériels. 
Nous avons eu certains problèmes lors de la synthiise. qui peuvent avoir 
influencés les résultats. Monet avait parfois de la difficulté B assigner certaines 
opdrations à des opçrateurs. Par exemple. si l'on regarde le code VHDL de nos 
différents blocs. il est possible de voir que le code n'est pas toujours optirnisi. Parfois. 
\*outil de synthèse n'acceptait pas des opérations tels : ci = b * c. où (1. b et c Ctairnt des 
variables du type entier. Pour contourner ce problème. nous avons dû assigner par 
exemple la valeur de la variable c 1 la variable d (du même type). puis utiliser la 
variable d dans l'équation (a = b * rl) afin de faire une synthèse. Cr problème s'est 
produit quelques fois et provenait de l'outil et non du code. Le code a donc dû être 
changé afin de réussir à synthétiser. Par contre, dans la plupart des cas, le code obtenu 
au niveau RTL était optimisé et le code redondant que nous avions ajouté était élirnini. 
Par contre, cet outil avait pour avantage de nous permettre de faire la synthèse et 
donc l'estimation de gros circuits. Seul un des blocs, le décodeur Reed-Solomon. a dû 
être partitionné en vu d'en faire la synthèse, car le bloc entier prenait trop de temps à 
être synthétisé et I'outil ne le supportait pas. Le décodeur Reed-Solomon a été divisé 
en trois parties, qui  sont le calcul du syndrôrne, l'algorithme de Berlehamp pour trouver 
le polynôme de location d'erreur et finalement la correction d'erreur (figure 4.19). 
Tableau 4.7 Temps d'exécution des blocs matériels 
# du bloc 1 Nom du bloc 1 Temps 1 # d u  bloc 1 Nom du bloc 1 Temps 
1 1 1 d'exécution (s) 1 1 1 d'exécution (s) 1 
Décodeur Reed-Solomon 1 
Figure 4.19 Schéma du partitionnement de I'encodeur Reed-Solomon 
II est possible de faire une comparaison entre les temps d'exécution des blocs en 
matériel et ceux obtenus pour le logiciel. C'est-à-dire que nous comparons les résultats 
du tableau 4.5 et ceux du tableau 4.7. Le tableau 4.8 contient 1'accClération du temps 
d'exécution des blocs en matériel par rapport à une implantation en logiciei. Par 
exemple. I'encodeur QAM s'exécute 76 fois plus rapidement en matériel qu'en logiciel. 
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Tableau 4.8 Accélération des bIocs placés en matériel 
# du bloc 1 Nom du bloc 1 Accélération 1 # du bloc 1 Nom du bloc 1 Accélération 
t 
3 
Les blocs 45.8 et 9 c'est-%dire les tables dfallocation des données et l'encodeur 
et décodeur QAM ont très peu d'accélération comparés aux autres blocs. Cela est dû üu 
fait que les différentes parties de ces blocs ne peuvent Stre faites en parallèle. Lors de la 
synth5se. les boucles contenues dans ces blocs n'ont pris été déroulçes. Le pragma 
"don't unroll" a été ajouté à ces boucles. L'accéléraiion est moyenne pour la FFT et la 
IFFT et elle est grande pour les autres blocs. En examinant le code. nous pouvons donc 
dire que le code ayant principalement une exécution séquentielle en matCriel et en 
logiciel n'aura pas une grande accélération. Certaines parties de Iü FFI' et de la IFFï 
peuvent être en parallèles. Donc, nous obtenons une accélération moyenne si 
nous comparons les résultats de l'implantation en matériel. 5 celle en logiciel. 
Finalement. les autres blocs possèdent plusieurs boucles imbriquées et l'outil de 
synthèse a pu les dérouler. Le déroulement de ces boucles a permis d'exécuter plusieurs 
opérations en parallèle, entraînant par le fait même une plus grande accélération entre 
les deux implantations. 
4 
6 
4.8 Estimation de la dissipation de puissance pour la partie matérielle 
Encodeur RS 
Enrrelaceur 
Pour l'estimation de la dissipation de puissance pour les blocs matériels. nous 
avons utilisé un autre outil. 11 existe à I'intérieur de l'outil de synthèse de Synopsys 
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(Design Compiler) la possibilité d'obtenir la puissance utilisée. Comme nous avons au 
départ une description comportementale en VHDL, nous devons faire une synthèse à 
ITaide de l'outil de synthèse comportementale de Synopsys (Be havioral Compiler). Une 
fois la description RTL de nos blocs obtenue, il est possible de faire une nouvelle 









Tableau 4 9  Puisance d i s  
Nom du bloc Puissance Puissance 
dissipée normalisée 
E n r d w r  1 69.ILI2 1 0,&6 
Treillis 
Encdcur 214.5 129 0.020 
QAM 








lur les blocsmatériels 





I D6codeur RS 370 1.9663 O. 422 
La synthèse comportementale est faite en utilisant les bibliothèques« clms f i .  
Pour les opérations et les mirnoires. nous avons utilisé des composants de la 
bibliothèque Synopsys ». Nous avons utilisés les mémoires D WU3-rom1 pour les 
variables de la même façon que nous l'avions fait avec l'outil de synthèse Monet. La 
synthèse au niveau RTL a été faite avec les mêmes bibliothèques. II est alors possible 
de faire un rapport sur la puissance. Ce rapport nous donne la puissance dynamique 
totale, qui est en fait la puissance dissipée interne des cellules et la puissance de la 
permutation du circuit. Les résultats obtenus sont disponibles dans le tableau 4.9. La 
dissipation de puissance a été calculée d'une façon statique, car les entrées du circuit ne 
sont pas utilisées pour déterminer la puissance utilisée. 
Nous avons eu certains problèmes qui ont pu influencer les résultats obtenus. 
Tout d'abord Synopsys ne pouvait faire la synthèse de code VHDL de la taille de nos 
blocs. Donc, nous avons divisé nos blocs d'une manière plus fine afin de faire une 
synthèse. Les blocs ont été divisés selon leurs boucles et leurs branchements 
conditionnels. Nous avons essayé de placer les opérations qui étaient exécutées le 
même nombre de fois ensemble pour en faire la synthèse. En divisant ainsi les blocs. 
nous diminuons la possibilité pour certaines opérations de partager des ressources. 
Donc, nous risquons d'avoir une synthèse qui n'est pas de la même qualité que les 
précédentes faites avec Monet de Mentor Graphies. De plus. avant d'obtenu des 
résultats. nous devons faire une première synthèse pour passer d'une description 
comportementale à RTL. puis faire une synthèse au niveau RTL. Nous faisons donc 
une estimation sur un design qui pourrait Stre conçu d'une manière plus optimale. au 
niveau de la description VHDL et de la synthèse. 
4.9 Estimation des communications 
Pour faire une bonne estimation des communicritions. nous devons tenir compte 
du processeur utilisé. Comme notre système comporte un grand nombre de 
communications, c'est un élément qui ne peut être négligé. Les données transférées 
sont très nombreuses et leur temps de transfert est beaucoup plus élevé que le temps 
nécessaire pour transférer les signaux de contrôle. Nous avons donc décidé de faire une 
estimation de haut niveau en tenant compte seulement du temps de communications des 
données. Notre estimation utilise l'équation suivante : 
quantité de données 
cydes de transfcrî = nombre de cycles pour un transfert (4-4) largeur du bris 
Comme il est possible de le voir dans les figures 4.20 et 4.21. avec un ARM7 
deux cycles sont nécessaires pour faire une écriture ou une lecture. Donc. le processeur 
ARM7 ayant une vitesse de 2.5 MHz, chaque période de cycle est de 400 ns. Pour 
donner un exemple de ces estimations, si nous avons 256 mots de 32 bits à transf6rer. le 
temps de communications sera de 256*4ûû ns = 102 400 ns. car le bus de données 
possède 32 bits de large. 11 est évident qu'avant de faire ces transferts. un contrôle ou 
une synchronisation est nécessaire. ajoutant quelques cycles à notre taux de transfert. 






Figure 4.20 Cycle pour écriture sur le bus bidirectionnel 
Si nous regardons la fornule utilisée pour estimer les communications dans 
section 2.6.3, nous pouvons voir que le temps de calcul des pilotes ou des interfaces 
n'est pas utilisé dans l'équation 44.  En fait, le temps d'exécution du pilote logiciel et 
de l'interface matérielle sont inclus dans le temps d'exécution des différents blocs. Les 
résultats des estimations pour les communications à partir des blocs matériels sont 
disponibles dans le tableau 4.10, alon que les estimations pour les communications i 
partir des blocs logiciels sont disponibles dans le tableau 4.I 1. Ces temps de 
communication sont pour une seule exécution de chacun des blocs. 
Les communications sont seulement données pour le transfert des données à la 
fin de l'exécution du bloc. Car il est inutile de calculer le temps de cornniunication 
nécessaire pour transférer les données au bloc suivant et le temps de communication 
d'un bloc lorsqu'il reçoit les données du bloc précédent. Cela devrait donner le même 
temps, car ce sont les mêmes données transférées entre les mêmes composants. 
Seulement le dernier bloc de I'encodeur et du décodeur ont besoins d'un temps de 
communication après la fin de leur exécution. Nous avons appelés ces blocs 6b et I2b 
dans les tableaux 4.10 et 4.1 1. Ces valeurs n'étant pas redondantes. elles doivent Etre 
ajoutées au temps d'exécution du système. 
Figure 4.21 Cycle pour lecture sur le bus bidirectionnel 
Dans les deux tableaux. les blocs 5 et 8 n'ont pas de valeurs pour les 
communications. Cela est dû au fait que ces blocs ne reçoivent aucune valeur en entrée, 
donc aucune valeur pour les communications n'est nécessaire. Ils reçoivent donc la 
mention "ne s'applique pas". Dans le tableau 4.1 1. deux autres blocs ont la même 
mention, c'est-à-dire les blocs 1 et 7 pour les communications provenant du logiciel. Le 
bloc 1 est le premier bloc de la partie encodeur du modem et le bloc 7 et le premier bloc 
de la partie décodeur du modem Si l'on regarde à Ia figure 2.8 qui explique le modèle 
Tableau 4.10 Temps de communication avec un bloc matériel 
Nom du bloc Temps de corn. provenant d'un Temps de corn. provenant 
bloc logiciel (ns) d'un bloc matériel (ns) 
Encodeur RS 19 200 2400 
Entrelaceur 20 800 2 6 0  
Encodeur Treillis 20 800 3600 
Encodeur QAM 400 550 
Table d'rilloc. des I Ne s'applique pas 1 Ne s'applique pas k;,c 
G 1 L J  I 1 
IFFT ( 16-points) 3200 400 
Communication i 3200 JO0 
tri fin de l'exécution 
FFT ( 128-points) 25 600 3200 
Tsiblc d'allw. des Ne s'applique pas Ne s'applique pas 
bits 
Communication 3 
Io lin dc I'exkution 
Tableau 4.11 Temps de communication avec un bloc logiciel 
3 1 Encodeur OAM 1 O 1 550 
# du bloc Nom du bloc Temps de corn. provenant d'un 
bloc Iogiciel (ns) 
1 Encodeur RS Nc s'applique pas 
2 Entrelaccur O 
3 Encodeur Treillis O 
Temps de corn. provenant 
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de communication que nous utilisons, nous pouvons voir qu'un bloc est dédié aux 
entrées et sorties. Ces entrées et sorties proviennent de l'extérieur du système et ne 
peuvent donc pas être obtenues à partir du logiciel. 
4.10 Fonction objectif 
Les valeurs qui sont estimées en utilisant les techniques précédentes sont 
utilisées i l'intérieur d'une fonction objectif pour déterminer la qualité d'un 
partitionnement. Pour les prinies logicielles. les est irnations logicielles sont utilisées et 
pour les parties matérielles. les estimations matérielles sont utilisées. Par exemple. si 
lors d'un partitionnement. un  bloc est placé en matériel. le temps d'exécution du bloc 
matCriel sera utilise pour calculer le temps d'exécution du bloc. 
Nous avons élaboré une fonction objectif sur deux niveaux. Le premier niveau 
verifie si le modèle (le partitionnement) élaboré respecte les contraintes de temps. En 
füit. le temps d'rxécutior! des blocs et les temps de communications sont utilisis pour 
dtterminer le temps d'exécution total du système. Si le temps d'exécution total est 
supérieur aux contraintes de temps. le modèle est automatiquement rejeté et on passe au 
deuxième niveau de la fonction objectif. 
Le deuxième niveau utilise la dissipation de puissance et la surface utilisée pour 
le matériel. En fait, une fois la certitude obtenue que le système rencontre les 
contraintes de temps, nous essayons d'obtenir le système qui coûtera le moins cher, 
donc de minimiser la surface utilisée. tout en conservant la dissipation de puissance la 
plus faible possible. Les valeurs sont normalisées en divisant leur valeur par la valeur 
obtenue par les blocs en entier. Par exemple, si on utilise la surface, on divise la surface 
d'un bloc, par la surface si tous les blocs étaient placés en matériel. Les valeurs 
normalisées de la dissipation de puissance (P) et de la surface (S) sont utilisées dans 
l'équation suivante pour obtenir un nombre représentant la qualité (Q) du système : 
Donc, en regardant l'équation nous pouvons voir que l'on estime la qualité du 
système en regardant la dissipation de la puissance et la surface du circuit intégré avec 
un poids de 50% pour chacun des critères. car il n'y a aucun poids placé devant les 
termes de l'équation. Les modèles ayant une qualité (Q) inférieure aux autres est le 
modèle possédant le meilleur partit ionnement matirieUlogicie1. 
4.1 1 Algorithme de partitionnement 
Pour I'algorithme de partitionnement. nous nous sommes basés sur un 
algorithme précis. C'est-à-dire que nous avons regardé tous les modèles possibles. en 
faisant une énumération exhaustive. Nous avons en tout 12 blocs. ce qui fait 2'' ou 
4096 modèles. Ce nombre de modèles n'est pas très grand et il permet de virifier 
chacune des possibilitis de partitionnement matérieVlogiciel. Si nous avions utilisi un 
nombre plus grand de blocs, une recherche exhaustive aurait pu être impossible et il 
aurait fallu utiliser un heuristique qu i  n'aurait peut-être pas trouvé le modèle partitionné 
d'une manière optimale. 
Nous avons tout d'abord créé un tableau de 12 par 4096 pour contenir chacun 
des blocs de tous les modèles. Puis. des boucles sont utilisées pour déterminer l'endroit 
où sera situé chacun des blocs, en matériel ou en logiciel selon l'algorithme. Si le bloc 
est placé en matériel, i l  aura la valeur « O » et s'il est placé en logiciel. il aura la valeur 
« 1 ». La fonction objectif de la section 4.7 est ensuite utilisée pour déterminer la 
qualité des 4096 modèles et seul les 3 meilleurs modèles sont conservés. 
4.12 Le meilleur partitionnement pour le Universal ADSL 
Pour le Universal ADSL. seulement deux blocs peuvent respecter les contraintes 
de temps s'ils sont implantés en logiciel sur le ARM7TDMI. Donc. nous n'avons le 
choix qu'entre trois partitionnements possibles. Le meilleur partit ionnement Ctant celui 
plaçant Z 'encode~ir QAM et la inble rie clitrrgemrnr des birs potir 1 'eucorletir en logiciel. 
Les blocs de contrôle qui ont eté présentes à la figure 2.8. c'est-ü-dire notre rnodi5le de 
communications sont également placCs en logiciel. Ces blocs sont le conrrdrirr des 
erttrkes et sorties, le contrôlmr dtc système et !'arbitre t h  bus. Tous les autres blocs sont 
placés en matériel. 
4.13 Implantation de mécanismes de communications 
Nous avons décidé d'utiliser comme mécanisme de communications. les 
passages de messages. Les données sont transférées au bloc suivant cn même temps 
pour chacun des blocs. de la même façon que dans un  pipeline. 
Le processeur est le contrôleur du système. 11 doit pouvoir communiquer avec 
tous les CO-processeurs matériels. Pour ce faire, il utilise également une communication 
point à point bloquante. 
4.14 Implantation de canaux de communications 
Les mécanismes de communications expliqués dans la section 1.6.1 peuvent être 
intégrés tels quels, en implantant en matériel les signaux de communiclitions nécessaires 
entre deux blocs placés en matériel. Chacun des blocs ne transmet des données qu'au 
bloc précédent et au bloc suivant. Deux signaux implantés sur des lignes de 
communications simples. sont nécessaires pour établir une synchronisation entre les 
deux blocs et un bus de 32 bits est utilisé pour transfiirer les données. Comme nous 
n'utilisons qu'un seul processeur. les blocs exécutés en logiciel n'ont pas besoin de 
mécanisme de communic;ltions entre eux. Les communications se font alors 
implicitement en utilisant les valeurs en mémoire ou dans les registres. Les 
communications entre des blocs matériel et logiciel sont un peu plus çomplex~s. Les 
figures 4.22 5 4.25 montrent certains des m6cnnismes tiÇvcloppçs pour une 
communication entre un bloc matériel et un processeur W l 7 T D M I .  
Le premier mécanisme, montré à la figure 4.22 utilise une communication avec 
une architecture mémoire Harvard. C'est-à-dire que notre mémoire possède deux bus 
de donnée et deux bus d'adresses et que chaque ensemble de bus appartient soit au 
processeur. soit au bloc matériel. Un comparateur est utilisé pour dtitecter l'adresse 
indiquant le départ du bloc matériel et une interruption est utilisée pour en montrer la 
tïn. Les données sont échangées par mémoire partagée et la communication est non- 
bloquante. 
Le mécanisme de la figure 4.23 utilise des entrées et sorties du M M 7  qui sont 
spécialement faites pour être utilisées avec un CO-processeur ou ce que I'on appelle un 
bloc matériel. Le ARM7 active la sortie nCI qui indique au CO-processeur qu'il doit 
exécuter des instmctions. Le bloc matériel active les signaux CPA pour indiquer s'il est 
présent et CPB pour indiquer s'il est occupé ou non. Lorsqu'il est prêt à démarrer. il 
désactive l'accès aux bus du processeur ARM7 en activant les entrées du processeur 
ABE ei DBE. De cette façon, les bus ne peuvent être accédés par le processeur 






Figure 4.22 Communication avec une architecture mémoire Harvard 
/ Bloc matériel 1 







La figure 4.24 utilise une communication directe sur le bus de données. Pour 
indiquer au CO-processeur qu'il lui envoie des données ou qu'il veut en recevoir. le 
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simple pour le bloc matériel. C'est une communication point-à-point qui est bloquante. 
Avec ce mécanisme, on doit faire attention aux adresses utilisées pour activer les blocs 
matériels. Si cette adresse est également une adresse mémoire. des conflits peuvent se 
produire sur le bus. 
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Figure 4.24 Communication directe sur le bus de données 
Finalement, le dernier modèle que nous avons examiné est un modèle utilisant 
les bus spécifiques du ARM7. Le ARM7 possède plusieurs bus de données. dont un bus 
bi-directionnel. un  bus uniquement en entrée et un bus uniquement en sortie. Pour lire 
le programme en mémoire ou pour écrire ou lire des données en mémoire, un bus bi- 
directionnel doit être utilisé. Par contre, si certains blocs ne font que recevoir ou 
envoyer des données au processeur, un bus unidirectionnel peut être utilisé. Dans 
l'exemple de la figure 4.25, le bloc matériel I peut seulement envoyer des données au 
ARM7, mais il ne peut en recevoir. D'un autre côté, le bloc matériel 2 peut seulement 
recevoir des données du ARM7, mais il ne peut en envoyer. Des paramètres doivent 
être fournis au processeur pour lui indiquer sur quel bus envoyer ou recevoir des 
données. Pour synchroniser le transfert des données, le processeur lit à une adresse 
particulière, qui active les blocs matériels. 
Après une analyse des différents modèles de communications. nous avons dicidé 
d'utiliser le modèle de Commrînication directe sur le bus de clonnées, présenté h la 
figure 4.24. La raison qui a motivé ce choix, est que nous voulions avoir une 
comrnunicat ion la plus rapide possible. Les données devaient être envoyées et reçues 
immédiatement. Pour cette raison, nous avons mis de côté les modèles utiIismt une 
communication par mémoire partagée. Les communications que nous voulons utiliser 
pour le modem sont bloquantes. donc le fait de lire et d'écrire en mémoire pour chaque 
mot de données. nous prenait trop de temps. Pour cette raison. les modèles 
commrînications trvec rirre crrchitectrtre rri&rroire Hanwd et conrrniinicntions t i i w  
broches poru co-procrsseitr n'ont pas Cté retenus. 
De plus. le modèle de communications Comrnriniccitions utilisant les hiis 
iinidirectionrls est très intéressant. car il permet d'utiliser les bus d'entrées et de sorties 
de manière optimale. Par contre. si nous voulons changer de sorte de processeur. notre 
modèle de communications ne tient plus. De plus. il  est utilisable dans notre cas. car un 
seul bloc matériel envoie des données au processeur et un seul bloc matériel reçoit des 
données du processeur. Mais, si un  autre bloc non-adjacent aux blocs déjà en logiciel 
avait été placé en logiciel, ce modèle aurait nécessité de petites modification pour être 
Fonctionnel. Comme les performances en temps sont similaires des modèles 
cornmrtnication directe srir le bus de clonnées et conzmunications rîtilisant les bris 
rmidirectionels. nous avons donc décidé d'utiliser le modèle de commrrnication directe 
srir le bits de donnée pour implanter notre modem. 
En utilisant le modèle de comm~înication directe sur le bus de donnée, combiné 
au modèle de communications de la figure 2.8 pour implanter notre modem, nous 
obtenons le système de la figure 4.26. 
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Figure 4.25 Communications utiüsant les bus unidirectionels 
Pour faciliter la compréhension de notre système. nous allons expliquer deux 
moyens de communications. Le premier est une communication entre deux blocs 
matériels et le second est une communication d'un bloc logiciel vers un bloc matériel. 
Dix de nos douze blocs sont placés en matériel. Cela entraîne donc beaucoup de 
communications par paire de bloc matériel entre deux blocs matériels. À titre d'exmple. 
nous allons expliquer comment se fait la communication entre le déentrelaceur et le 
décodeur Reed-Solornon. Les autres blocs communiquent de façon similaire. Tout 
d'abord, lorsque le déentrelaceur a terminé le traitement de ses données et qu'il est prêt 
à transférer les données au décodeur Reed-Solomon. il active le signal requête pour 
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Figure 4.26 Implantation du modem 
Ce signal reste activé tant qu'il n'a pas reçu la réponse du décodeur Reed- 
Solornon à l'aide du signal réponse. Le décodeur Reed-Solomon active ce signal 
lonqu'il est prêt à recevoir les données. Au cycle suivant, les premières données sont 
transférées du déentrelaceur jusqu'au decodeur Reed-Solomon par paquets de 32 bits 
comme il est indiqué à la figure 4.27. Les deux blocs utilisent une horloge commune et 
la communication est bloquante, car les deux blocs doivent se synchroniser avant de 
commencer le transfert. 
Décodeur 
Reed-Solomon 
Figure 4.27 Communications entre deux blocs matériels 
Pour une communication entre un bloc logiciel et un bloc matériel. nous avons 
pris I'encodeur QAM et la IFFT (figure 4.28). Le modèle du modem est modélisé par 
un pipeline. La partie la plus lente étant celle exécutée sur le processeur. Donc. la FFï 
n'a pas besoin d'indiquer au processeur qu'il est prêt ii recevoir des données. Il est 
Cvident qu'il aura toujours terminé de traiter ses données lorque le processeur voudra lui 
en transférer de nouvelles. Lorsque le processeur veut envoyer des données à la partie 
matérielle, celui-ci écrit la donner à transférer à une adresse particulière. Cette adresse 
est lue et décodée par le décodeur d'adresse. Lorsque l'adresse reçue est celle de la 
k+T, alors ce bloc se met en mode lecture et prendra la valeur contenue sur le bus de 
données. À chaque activation du bloc une seule lecture sur 32 bits sera effectuée. Dans 
ce cas-ci, les communications ne sont pas bloquantes, car il est assumé que la IFFT est 
en tout temps dans l'attente des données. 
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A R M 7  Bus de données 
" 1 iFFT 1 
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Figure 4.28 Communications entre un bloc logiciel et un bloc matériel 
4.15 Co-sim ula tion ma térielle~ogicielle 
La CO-simulation se fait i l'aide de Seamless CVE. Cet outil a été &rit au 
dCbut de ce chapitre. dans la section 4.1 -3. Un sirnlateur de jeu d'instructions est relié à 
un simulateur logique pour permettre de faire une cosimuiation matériellellogicielle. 
Les blocs logiciels sont placés de façon séquentielle dans un programme exCcuté 
sur le modèle VHDL du processeur ARM7 et simulé avec le simulateur logiciel. Toute 
la fonctionnalité logicielle a été placée dans même programme. Chacun des blocs 
matériels est décrit en VHDL et est utilisé comme composant dans le fichier VHDL 
comprenant le système en entier. Ce fichier contient les fils et les bus reliant les divers 
composants. 
Une fois notre système monté, nous l'avons testé en utilisant certaines 
optimisations. Nous avons tout d'abord vérifié notre système sans aucune optimisation 
du modèle mémoire. Dans ces conditions, la simulation s'exécute très lentement. mais 
chaque chargement d'instruction et chaque accès mémoire peuvent être visualisés dans 
le simulateur logique. Puis. une fois cette vérification faite. nous avons exécuté la 
cosimulation en utilisant une optimisation appelée « Fetch » [Searn99]. Cette 
optimisation permet d'accéder aux instructions à partir du serveur de mémoire. Donc. 
les instructions ne sont pas lues et envoyées sur Ir bus de données. mais accédées 
directement à partir du logiciel. Une deuxième optimisation « Data » permet de faire 
également la même chose. mais pour les données. Ces deux optimisations réduisent de 
beaucoup le temps nécessaire pour la cosimulation. II est alors plus rapide de vérifier le 
comportement du système et des variables. Nous avons remarqué que ces optimisations 
étaient pratiques pour tester nos parties matérielles et ses communications avec le 
processeur. Par contre. ces optimisations peuvent rendre pénible la validation de la 
partie logicielle. qui doit préférablement étre faite sans elles. Une troisième 
optimisation aurait également pu 2tre utilisée. Cette optimisation appelCe Wnrp 
permet au simulateur du jeu d'instructions de se synchroniser au matériel seulement 
dans Ir cas d'un a c c h  il une région non-optimisée de la mémoire. ou lors d'une 
interruption. Dans ce cas. le simulateur matériel ne respecte pas son temps d'exécution. 
car il n'avance que lorsque le logiciel l'accède. Nous trouvions cette optimisation 
inutile dans notre cas. car nous voulions avoir des temps d'exécutions rCalistes autant du 
côté logiciel. que du côté matériel. 
Chapitre 5 
Conclusion 
Vu la complexité toujours croissante des systèmes embarquis. il est de plus en 
plus difficile d'effectuer manuellement un partitionnement matériel/lo@ciel. Ceci est In 
raison pour laquelle nous avons développé une méthodologie de codesign 
matérieIllogiciel. Nous avons développé une méthodologie pour une application de 
communications à haute vitesse. Pour tester et valider notre méthodologie. trois 
applications, c'est-à-dire trois modems de la famille xDSL ont été développées. Ces 
trois modems sont le ADSL (Asymmetric Digital Subscriber Line). Ir Universal ADSL 
qui est une version legère du ADSL et finalement le VDSL (Vrry High Bit-Rate Digital 
Suscriber Line) qui est une version plus performante du ADSL. Ces trois modems 
utilisent la même technologie. qui est DMT (Discrete Multitone). mais de manière 
différente. 
Chaque type de système a ses contraintes particulières. Un modem est un 
système en temps réel. Il a donc des contraintes de temps très strictes à respecter. Par 
contre, une fois les temps d'exécution atteint. il  est n'est pas avantageux de pousser plus 
loin l'optimisation des performances. Un autre critère a examiner est la dissipation de 
puissance. Certains des modems développés peuvent être utilisés dans des centrales. 
Ces endroits contiennent une grande quantité de modems et sont très limités en espace. 
Il est donc important de minimiser la dissipation de puissance, car il peut être difficile à 
l'intérieur d'une centrale d'espacer les modems ou d'y placer des ventilateurs. Le 
troisième critère que nous avons examiner est la surface du matériel. Plus la surface 
matérielle est grande, plus le coût en sera élevé. Donc. pour minimiser les coûts de 
fabrication, nous avons placé la plus grande quantité de comportement possible d'une 
application en logiciel. Car, la partie logicieile reste de la même grosseur quel que soit 
le nombre de blocs implantés en logiciel. Les trois critères que nous venons d'énumérer 
sont intégrés à notre méthodologie de codesign matériei/logiciel afin d'obtenir un 
modem conçu d'une façon optimale. 
Une fois l'algorithme de notre application connu. nous avons partitionné le 
modem en différents blocs. Nous avons utilisé un gros grain. c'est-8-dire que notre 
application a été divisée en un petit nombre de blocs. mais contenant chacun une grande 
quantité de fonctionnalité. Chacun des blocs peut être placé en matériel ou en logiciel. 
Afin de pouvoir évaluer les deux possibilités. chacun des blocs a été décrit en langage C 
pour en faire une évaluation logicielle ou en VHDL pour en faire une Çvaluation 
matérielle. II est bon de préciser que ces descriptions ont étC hitcs au niveau 
comportement al. 
Lü plupart des méthodologies de codesign que nous rivons examinCs utilisaient 
des outils pour les estimations çonqus çompli.temeni par Ir concepteur de 
l'environnement de codesign. Notre mtithodologie essaie d'utiliser lorsque c'est 
possible des outils commerciaux existants et utilisés dans les entreprises. Au lieu de 
créer de nouveaux outils, nous avons préféré utiliser des ouiils dt5jjà testCs et qui utilisent 
des algorithmes plus élaborés que ce que nous aurions pu développer B l'intérieur dhn 
projet de recherche de maîtrise. 11 s'agissait donc pour nous d'intégrer des outils 
existants lorsque c'était possible. En fait, seul le calcul de dissipation de puissance pour 
le logiciel a nécessité l'étude d'une nouvelle méthodogie pour obtenir des estimations. 
Deux critères ont été évalués pour les blocs logiciels. c'est-à-dire le temps 
d'exécution et la dissipation de puissance. Pour le temps d'exécution un profilage a été 
fait sur différents sous-blocs délimités par les boucles et les branchements conditionnels 
en utilisant différentes données. Les blocs auraient pu Ztre exécutés directement sur le 
modèle matériel du processeur. Nous avons à la place utilisé un outil de CO-simulation 
appelé Seamless CVE de Mentor Graphies, qui nous a permis de faire exécuter nos 
programmes sur un modèle VHDL du processeur. qui respecte l'ensemble 
d'instructions, ainsi que les différents délais. Le temps d'exécution le plus grand a Cté 
utilisé comme critère. Pour la dissipation de puissance. un modèle d'évaluation basé sur 
les coûts de base des différentes instructions a été développé. Nous devions au départ 
utiliser le processeur TMS320C54 de Texas Instrument. mais comme son modèle 
VHDL n'a pas été disponible pour faire une cosimulation des modems. nous wons dû 
changer de processeur pour un ARM7. La méthodologie n'a pas CtC reprise avec le 
nouveau processeur. 
Pour les estimations des blocs matériels. nous avons utilisé une méthodologie de 
synthèse rapide. Nous avons utilisé Monet de Mentor Graphics qui est u n  outil de 
synthèse au niveau comportemental pour estimer les temps d'exécution et la surface 
matérielle. Pour estimer la dissipation de puissance. nous avons utilise un  notre outil de 
synthèse. le Design Compiler de S ynopsys. qui nous permettait d'obtenir Iri puissance 
au niveau RTL (Register Transfert Level). Donc. pour obtenir la dissipation de 
puissance, nous avons fait une première synthèse à partir de notre description 
comportementale, puis une deuxième synthèse au niveau RTL afin d'obtenir Iii 
dissipation de puissance. 
Un quatrième critère a été évalué, le temps de communication entre les differents 
blocs. Ce critère est utilisé avec le temps d'exécution des blocs pour déterminer le 
temps d'exécution total du système. Dans une application de communications comme 
un modem, le transfert des données est un élément important et ne peut être négligé. 
L'évaluation a été faite en utilisant la largeur des bus. le nombre de données à 
transférer, ainsi que le temps de transfert pour un groupe de données. 
Très peu d'outils de conception de codesign réalisés dans le passé ont utilisé la 
dissipation comme critère d'évaluation d'un système. Le temps d'exécution et la 
surface du matériel sont des métriques courantes, ce qui n'est pas le cas présentement 
pour la dissipation de puissance. La dissipation de puissance était un élément important 
dans la conception de nos modems, nous avons donc dû l'intégrer à notre méihodologie. 
C'est un élément qui était très peu considéré dans le passé, mais qui prend de nos jours 
de plus en plus d'importance, car les systèmes portables sont de plus en plus populaires. 
Une fois les différents critères évalués pour notre modem. nous devons utiliser 
un algorithme de partitionnement pour évaluer différents modèles. À chaque itération de 
l'algorithme, un nouveau modèle partitionné entre le matériel et le logiciel est crié. Les 
outils commerciaux que nous avons utilisé font des estimations beaucoup plus précises 
que ce que nous aurions pu obtenir en développant nos propres estimütrurs. Par contre. 
le temps nécessaire pour ces estimations est en général beaucoup plus ÇIrvé. C'est la 
raison pour laquelle nous avons dû prendre une approche différente de cc qui avait et6 
fait auparavant. Les outils de conception de codesign matérielllogiciel que nous avions 
Ctudiés utilisaient un algorithme de partitionnement pour déterminer un nouveau modkle 
qui était ensuite évalué à l'aide d'estimateurs. Donc. les estimations etaient faites sur 
chacun des modèles. Cela aurait été impossible dans notre cas. car calculer la valeur de 
toutes les métriques pour chacun des modèles aurait été une tîche fastidieuse et aurait 
pris Çnormément de temps. Nous avons donc calculé la valeur des différents blocs au 
départ pour ensuite utiliser ces valeurs dans l'algorithme. Même si nos estimations 
étaient assez longues à obtenir, nous ne les avons calculées qu'une seule fois. Le temps 
de calcul de notre algorithme de partitionnement étant ainsi énormément diminué. il 
nous est possible de tester un plus grand nombre de partitionnement et de trouver le 
modèle optimal d'une façon plus précise. 
Notre modèle ne comptant que douze blocs, nous avons utilisé un algorithme qui 
trouve h solution d'une manière précise, une énumération exhaustive À chaque 
itération de l'algorithme. les valeurs pertinentes obtenues lors des évaluations sont 
utilisées afin de déterminer le modèle de partitionnement matériel/logiciel étant le plus 
performant. Pour fkionner ces différentes valeurs en une seule représent mt la qualité 
du modèle. nous utilisons une fonction objectif. 
La fonction objectif utilisée posskde deux niveaux. Le premier détermine si le 
modèle rencontre les contraintes de temps en utilisant le temps d'exicution des blocs et 
les temps de communications. Puis. la qualité du modèle est evaluée en utilisant à 50% 
chacun 13 surface matérielle et la dissipation de puissance du système. 
Le principal disavantage d'utiliser notre méthodologie. est au niveau du choix 
des blocs. La taille de nos blocs. ainsi que la fonctionnalité de chacun des blocs sont 
déterminées au début de l'évaluation et ne peuvent être modifiés par la suite. chaque 
fois qu'un bloc est modifié. le processus d'évaluation de toutes les metriques doit etre 
repris à partir du dibut pour le bloc. Cela enlève donc une certaine tlexibilité et peut 
nous empêcher de trouver un partitionnement qui pourrait être encore plus près d'un 
système conçu de façon optimale par rapport à celui qui est possible de trouver avec 
notre méthodologie. 
Un autre élément qui nous enlève une certaine flexibilité est l'utilisation d'un 
seul type de processeur. Les évaluations logicielles doivent être refaites au complet si 
nous voulons changer de processeur ou si nous voulons utiliser plus d'un processeur à 
l'intérieur de notre algorithme de partitionnement. 
L'application que nous avons utilisée nous permet de valider notre 
méthodologie, mais comme seulement deux blocs du modem Universal ADSL peuvent 
être placés en logiciel, il nous est difficile de vraiment explorer toutes les possibilités 
que pourraient nous offrir notre algorithme de partitionnement. Le processeur que nous 
devions utiliser au départ et que nous avons dû changer à la dernière minute du projet 
aurait pu nous permettre une plus grande flexibilité dans les partitionnements. Par 
exemple, selon des résultats trouvé sur le site internet de Texas Instrument, il semble 
Etre possible de placer la FF?'. la iFlT et le décodeur Viterbi sur le TMS320C54 et de 
respecter les contraintes de temps. Évidemment, les trois blocs n'auraient pu être placés 
en même temps dans la partie logicielle, mais cela nous aurait permis d'avoir plusieurs 
partitionnemeni possibles. Ces performances supérieures i celles du m l 7  sont dus au 
fait que certaines instructions du CS4 permettent d'optimiser ces algorithmes. 
De plus. nous avons peut-être été un peu trop ambitieux dans le choix de 
I'applicat ion. Une applicnt ion moins complexe et moins exigeante en temps de 
traitement aurait pu nous permettre de mieux démontrer les avantages d'utiliser notre 
méthodologie. Une autre façon de remédier ii ce problème aurait eté d'utiliser un  
partitionnement ayant une granularité plus fine. C'est-&dire avoir plus de blocs. mais 
ayant moins de fonctionnalité. Par contre. nous aurions encore eu un problème 
similaire. c'est-à-dire que même si le nombre de blocs placés en logiciel avait pu ttre 
plus élevé. il n'y aurait pas eu plus de fonctionnalité d'implaiité en logiciel. mais nous 
aurions eu un plus grand nombre de partitionnements diffkrents possibles. 
Nous croyons qu'avec les critères que nous avons évalués qui sont. le temps 
d'exécution. le temps de communications, la surface matérielle et la dissipation de 
puissance, il nous est possible d'évaluer la plupart des types d'applications. Nous 
croyons également que notre méthodologie pourrait facilement être adaptée à d'autres 
systèmes en éliminant ou en ajoutant des métriques d'évaluation. 
II reste encore beaucoup de choses à faire dans le codesign maténelllogiciel. 
Comme mentionné précédemment. il aurait été possible d'utiliser une granualirté 
différente. Une autre amélioration pournit être faite au niveau des communications. 
Dans ce projet, nous n'avons utilisé qu'un type de mécanisme de communication. 11 
aurait pu être intéressant d'explorer différents mécanismes et de faire des estimations 
différentes pour chacun d'eux. 
Dans notre application telle que nous l'avons définie. le nombre de blocs était 
peu élevé. Notre algorithme de partitionnement nous donnait des résultats satisfaisant. 
mais dans une autre situation où le nombre de bloc est important. i l  serait intéressant 
d'examiner plusieurs aigorithmes de partitionnement différents. 11 serait entre autre 
possible d'évaluer les performances d'un algorithme comme I'algorithme génétique. 
comme il a étt fait dans [NiMagZ]. De plus, avec des applications différentes, il serait 
possible d'examiner les résultats obtenus avec la fonction objectif. d'en changer les 
paramètres et d'examiner les variations sur les modeles de part itionnement obtenus. 
Annexe A 
Champs Galois et encodeur et décodeur Reed-Solomon 
Les informations sur les codes Reed-Solomon proviennent de 
[Barr93][ChSu99][HWSW991fPlan99][Reed99 ][Rese99]. 
Les champs Galois 
Les champs avec 2m symboles sont appelés des champs Galois et sont dénotés 
GF(Zm). Ces concepts mathématiques sont importants dans l'étude de code cyclique. 
comme les codes Reed-Solomon. 
Une arithmétique avec 2" symboles se dérive de la façon suivante. 
Premicrement. nous commençons avec une arithmétique ayant deux symboles et un 
polynôme P(r) de degré ni. Ensuite. nous introduisons un nouveau symbole. a. et nous 
supposons que p(a)=O. Alors. il est possible de dkvelopper une table des puissances de 
a. Si nous choisissons Ir p(x) correctement. les puissance de a de O à 2""' seront toutes 
- différentes les unes des autres et Q I .  LY, 2, ... d. où k-2'"'" seront les déments do 
I'rnsembles du champs Zm. En outre. chaque élément peut être exprimé comme une 
somme des élt;n~mîs 1. a. d. ... d"". P x  exemple, pour m=4. p(x)  = .rJ+.r+ 1 donnera 
la table de la figure A. 1. 
Figure A.1 Le champs Galois de 2' éléments (GF(~")) p(a) = $+a+l=0 
L'élément CY est appelé un élément primitif du champs GF(2"). En général. tout 
Clément de GF(2") dont la puissance génère tous les éléments non nul de GF(2") est dit 
primitif. Par exemple. les puissances de a4 de G F ( Z ~ )  sont donnés dans la figure A.2: 
Figi ire A.2 Les p 
On observe dans cette figure que tous les 15 éléments sont non-nu1 dans GF(~") .  Alors 
a" est un ilément primitif de G F ( ~ ) .  Par contre, si nous faisions la meme chose avec 
a' nous verrions que ce n'est pas un tlérnent primitif. 
Un polynôme P(.r) de degré ni qui donne une table complète avec 2" symboles 
distincts contenant des O et des 1 est appelé primitif. Il a été prouvé que pour chaque 
nombre entier positif m. il existe au moins un polynôme primitif de degré m. Ce n'est 
pris facicile de reconnaître un polynôme primitif, mais il existe des listes comme celle que 
nous vous présentons à la figure A.). 
L 'encodage des codes Reed-Solomon 
Un code du Reed-Solomon est un code correcteur d'erreur à symboles cycliques. 
Un code RS est une séquence de bloc de champ fini GF(Zm) de 2* symboles binaires où 
m est Ir nombre de bits par symboles. Cette séquence de symboles peut Stre envisagée 
comme les coefficients d'un polynôme du code: C(x)  = co + clx + c?x2 + ... + C,-~X"*' 
où I'ÇEment du champs c, E GF(Zm). 
Polynomes primitifs 
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Figure A.3 Les polynornes primitifs 
Un code RS(n,t) avec des symboles de GF(3m) a les paramètres suivants: 
rz = 2m- I la longueur du code en symboles; 
k = n-2tf nombre de symboles des renseignements: 
n-k = 2t nombre de symboles de vérification; 
c ~ = 2 t + l = c i m , ,  distanceminimum; 
où r est le nombre de symboles d'erreur pouvant être corrigés. 
Considérons le code RS avec les symboles du code de GF(2rn) où m est le 
nombre de bits par symbole. 
n - k t  1 n- t Prenons d(x) = c , . ~ x " ' ~  + Cn.k+,X + . . . . + cn-1 x le polynôme information et p (x )  = co 
n-k- 1 + cl +... + c-,,.t.l.r le polynôme de vérification. Alors. le polynôme RS code 
s'exprime de la façon suivante: 
n -  1 
C ( X )  ; p ( x )  + d ( x )  = ct-r '. 
1 -0 
où c,, O 3 i c n- l sont des éléments du champs GF(2"). 
Donc un vecteur de symboles n (ca  cl.....^,.^) est un mot du code si et seulement 
si son polynôme correspondant c(x) est un multiple du polynôme générateur g(.r). La 
méthode commune de chiffrer un code cyclique est de trouver le p(x) j. partir de d(.r) et 
gcr) qui est accompli en divisant d(x) par gcr). ce qui résulte en qcr). un quotient inutile 
et un reste important Nx). Cela donne d(x) = q(x)gQ)  + Nx), donc c(x) = p(x) + 
q(-dg(-d + x-d. 
Si nous définissons les bits de vérification ou les valeurs négatives du coefficient 
de Xx), c'est-à-dire p(.r) = -xx), cela entraine c(x) = q(.r)g(.r). 
Cela assure que le code du polynôme c(.r) est un multiple de g(.r). Donc, 
l'encodeur RS exécutera une division pour obtenir le polynôme de vérification p(x).  
Prenons a. un dément primitif de GF(Zm). Le polynôme générateur d'un code 
RS de longueur 2"- 1 .corrigeant t-erreurs est défini par: 
où les coéfficients gi, O s i s 21 sont de GF(Zm). Un code RS(n. t )  produit pitr g(x) est un 
(n. n-21) code cyclique dont les vecteurs du code sont multiples de g ( d .  
Prenons par exemple un  code RS ayant les paramètres (15.1 1 )  avec des 
symboles provenant de GF(?"). Ce code doit pouvoir dçtecter deux erreurs. Donc. 
nous avons comme paramètres m=d. t=2 et k = 15-21 = 1 I symbole information. 
Prenons a comme étant un polynôme primitif de p(.r)=l+.r+.rJ dans GF(3 .  Le 
polynôme générateur de ce code est: 
Le symbole information est 4 = (an al, n t  a3). Le symbole information peut être 
représenté sous forme de polynôme de la façon suivante: 
Le résultat de la multiplication du symbole information &(a) par les coCfficients de g(x) 
est le suivant: 
Calcul du syndrome pour les codes RS 
Nous définissons P = dl i s 1 s t comme !es nombres d'ernplücernrnt 
d'erreurs quand le modèle d'erreur e(x) contient v erreurs. Les Zr des composants du 
syndrome s, ne sont pas seulement obtenus en substituant a;. i c I s 21. dans Ir 
polynôme reçu r(.r): ils peuvent aussi Stre calculés en divisant Ir r ( d  par x+d. Les 
composants sont: 
Le résultat de la division est: 
Par exemple. si nous avons le code RS (3 1,25) en utilisant GF@) et détectant 3 
erreurs. Nous recevons le polynôme rcr) = cgx? + dcr'r5+ arl' et le code transmis est 
composé de zéros. c(x)=O. Le calcul du syndrôme (2t=6) à partir de 4.r) est le suivant: 
Polynôme d'évaluation d'erreur et valeurs de l'erreur 
Considérez le code RS avec les symboles du code de GF(2"). où rn est le 
nombre de bits par symbole. Soit a un élément primitif dans GF(Zm). Le polynôme 
générateur d'un code primitif RS correcteur de t-erreurs de longueur 2"'-I est exprimé de 
ln façon suivante : 
où le gi du coefficient. O c i s 2t sont de GF(2"). 
Si C(X) est le mot du code transmis et r(x) est le mot correspondant reçu. alors le 
modèle de l'erreur causé par le bruit du canal devient: 
où ei = ri + c,, O s i s n-I. est un symbole de GF(2"). Si le modèle d'erreur e h )  
contient v erreurs aux emplacements q b  O s k r v dors nous avons: 
De façon h déterminer e(x), nous devons connaitre l'emplacement des erreurs .r,k 
ainsi que la valeur de l'erreur e,k, pour I a k r v. 
De l'algorithme de Berkehamp. nous avons: 
Y 
Prenons le polynôme du syndrome comme Ctant: 
(A- 14) 
Le polynôme évaluateur d'erreurs Qx) est défini comme le produit de a(.r) et s(.r) tel 
que: 
O(.r) = o ( x ) s ( x )  = 1 + ( s l + o , ) r + ( s 2 + u l s l  +o,).r2+ - ...+( s v + a 1 s  ,,-, +... +o.)-ru. 
(A- 15) 
Pour les codes RS non-binaires, le polynôme évaluateur d'erreurs @.Y) est utilisé 
pour trouver la valeur de l'erreur (ou la magnitude de l'erreur) pour chaque 
emplacement d'erreurs. 
Supposons que v erreurs se sont produites aux emplacements correspondant aux 
indices ji < jz c.. . s n- l .  Alors, les composants du syndrome peuvent être exprimés 
comme: 
(A- 16) 
où tq pour k= l .Z. .. .. v sont définis comme étant les nombres d'empalcement d'erreurs 
pour les positions ayant des indices jk. considérons le polynôme du syndrome de degré 
infini tel que 
Après substitution. cela donne 
Si l'identité suivante est utilisée. 
nous avons alors: 
(A- 17) 
Le polynôme évalunteur Q.r) de degré inférieur à v peut être écrit de la façon suivante: 
Alors. la valeur d'erreur à l'emplacement -r = iJm est facilement obtenue par: 
Cette magnitude d'erreur est important. car le polynôme d'erreur r(x) est composé à 
partir de celui-ci. 
Par exemple. prenons le code correcteur RS (3Z.25) ayant des symboles 
provenant de GF(~') et détectant 3 erreurs. Le polynôme générateur de ce code est: 
Nous recevons le vecteur suivant: 
Comme nous l'avons trouvé dans un exemple précédent, le syndrôme est le suivant: 
Le polynôme locateur d'erreur dx)  peut être trouvé en utilisant 1' algo rithme itératif 
suivant: 
Z. n = O , m = - I  
d y r )  = d0'(x) - dod.I''xd- "(x) (A-26) 
= I + m  
dl = 32 + sral "'=&'+&=d3 

Après substitut ion. nous trouvons que cr". ci6 et 8 sont des racines de dx). 
Les réciproques de ces racines sont les nombres locateurs d'erreurs de c(.r). Ces 
nombres sont c?, d et do. 11 est dors possible de trouver la valeur des erreurs aux 
positions -yL. .rS et sl%n calculant le polynôme évaluateur d'erreurs a-.rl. Le polynôme 
t:valu;iteur d'erreur est le suivant: 
Avec les nombres de locations d'erreurs. il est possible de determiner la valeur 
des erreurs avec les équations suivantes: 
De cette façon. le polynôme d'erreur est facile à trouver : 
Le processus de décodage est terminé en prenant c(x) = r(.d + e(r) ce qui devrait 
donner le vecteur qui ri été transmis. 
Solution de s (x) par algorithme Berlehamp 
Lri manitre de risoudre le problème de trouver la solution de degré minimale 
pour Ir polynôme d'emplacement d'erreurs se comprend plus facilement en suivant les 
opérations itératives suivantes : 
1 .  Conditions init ides rivant de commencer les itérations. 
1. Si &=O. alors d"'"(.r) = d"'(.r) et lm+, = L. 
a 
3. Si d,&. trouver dm'(.r) avant d"'(.r) de façon à ce que dm # O, I smcn. et le nombre 
m- 1, a la plus grande valeur. Alors 
(A- 19) 
(A-20) 
4. Pour &=O ou dn&, Io prochaine étape est: 
Annexe B 
Un encodeur convolutionnel et un décodeur Treillis utilisant 
l'algorithme Viterbi 
L'information sur l'encodeur convolutionnel et le décodeur Viterbi proviennent 
de [BDMM99] [CLLC96] [Flem95] [JGIT99] [KsHo94] (LuCa961 [Rese99] [TCL99] 
[Vitri991 [Vite99]. 
Encodeur con volutionnel 
Un code convolutionnel est différent d'un code bloc comme le Reed-Solornon. 
La différence est au niveau de la mémorisation des données précedentes pour Ir 
traitement d'un code. C'est-h-dire que les n sorties de I'encodeur nc dependent pas 
seulement des k entrées. mais également des rn entrées prkédentes au bloc. Un code 
convolut ionnel (n. k.rn) peut implanter k-entrées. ri-sort ies avec comme entrer une 
mémoire de rn. Typiquement n et k sont de petits entiers ct koz. mais I'ordrc de la 
mémoire n i  doit être assez grand si l'on veut atteindre une  faible probobilite d'erreiir. 
Dans les sections suivantes. nous allons vous présenter deux façons sirnp les d'r ncodrr 
u n  code convolut ionnel. 
L'approche reg ister-stage 
Un rncodeur convolutionnel avec une contrainte de longueur de IZ,., consiste à un 
registre à décalage de m-étages avec 11-modulo-2 additionneur et un multiplexeur 
parallèle-séries pour sérialiset les sorties de I'encodeur en une simple séquence de code. 
Alors. les données d'entrée de I'encodeur qui sont appelies la séquence in format ion. 
sont décalées dans le registre k bits à la fois, et les séquences de sortie de l'encodeur 
sont obtenues en prenant la convolution de la séquence d'information avec les 
séquences génératrices (la réponse d'impulsion du décodeur) du code. Donc. un 
encodeur convolutionnel traite les bits d'information d'une manière continuelle de façon 
sérielle pour la transmission sur un canal. La matrice génératrice G du code est une 
matrice semi-infinie et possède un nombre infinie de colonnes et de rangées. ce qui 
permet aux séquences information et mot-code d'être arbitrairement très larges. 
Toutefois. pour un traitement pratique. il y a un maximum permis de longueur L pour 
lequel on définit souvent la L ' ~ '  troncature d'un code convolutionnel. Donc. la 
séquence information consiste à kl, bits et la séquence code est représentie par n(nt+L) 
bits. 
Généralement k et 11 pour k<n. sont de petits entiers. La contrainte de longueur 
est définie comme n,i=(ni+l)n parce que c'est le nombre maximum des sorties de 
I'encodeur qui peuvent être affectés i un simple bit information. Puisque qu'un 
rncodeur convolutionnel génère n bits encodés pour chaque k bits information. le taux 
du code est de R=Wm Le taux du code tronqué est donnC par : 
Puisque L >s rn dans la plupart des situations pratiques. le taux Rr sera trks p r k  dc R. 
Ceci est la raison pour laquelle R est appelé le taux du code convolutionnel. 
nueur Un code convolutionnei ayant un taux R=Un avec une contrainte de Ion, 
n..i=(m+ i ) n  est décrit comme un ensemble de n séquences génératrices 
Li1 UJ (I) (11 
gi - (gio*6>i,i* -.* gh-,*g,,). 
Pour i=I,2. ..,k et j=1,2. .... n. Les séquences génératrices peuvent être 
interprétées comme les n réponses d'impulsion de I'encodeur lorsque la sequence 
information est d=(i  O O ...). 
Si la séquence information 8' = (do"', dlf". &'. . . .) entre dans le décodeur un bit 
i la fois, alors la séquence de sortie du décodeur 8' = (CO? clU! c,/". ..) peut être 
obtenue en combinant la convolution discrète de la séquence information di' avec la 
séquence génératrice g<i' de façon à ce que : 
Ceci est généralement appel6 I'équat ion d'encodage. 
Pour donner un exemple simple. le R= ZR encodeur convolutionnel pour u n  code 
binaire (2.1)  avec m=2 est montré à la figure B.1. Puisque m=2 et n=2. cet rncodçur 
consiste en un  registre à décalage de 2 etages avec deux additionneurs modulo-2 et un 




Figure B.1 Encodeur pour un code convolutionnel(2,l) avec m=2 
L'approche matricielle 
Considérons un code convolutionnel (n,k) avec une mémoire de l'ordre de m. Si 
tk) une séquence information d=(Qdi,d2,. . .) 05i d~ = (di", dd", . . . , d~ ) pour A=O.i. 2.. . . 
entre dans l'encodeur, alors la séquence mot-code c= (co, cl, cz, ...) dans la quelle ci  = 
(cii', ci2' .-- , c ik) )  pour A=O.i,2, ... est donnée par l'équation suivante sous la forme 
d'une matrice : c = d*G 
où G est un matrice génératrice semi-infinie dont la structure est généralement donnée 
par 
Les autres entrées dans G sont toutes des zéros. Chaque matrice sous- 
génératrice GA A=1,2. ..., ni dans G contient k lignes et n colonnes. Toutefois. chaque 
ensemble de k lignes sont identiques à l'ensemble précédent de k lignes mais sont 
décalées de n colonnes vers la droite. Chaque k x n matrice sous-génératrice G:, dans G 
est exprimée par : 
(B-6) 
La structure du code 
Un encodeur convolutionne1 peut être représenté comme une machine à états. 
La machine à états correspondant à la figure B- 1 est représenté dans la tableau B. 1 et la 
figure 8 .2 .  Il y a toujours deux branches quittant chacun des états. Une branche 
correspond à l'entrée 0. tandis que l'autre branche correspond à l'entre 1. Chaque 
branche est étiquettée avec un 1 ou un O. et la sortie comportant deux bits correspond h 
la transition d'état. 
Puisqu'un encodeur peut gtre vu comme une machine à etats finis. sa structure 
peut être représentée à l'aide d'un diagramme d'etats. d'arbre et de treillis. Lü manière 
répétitive de représenter les données se prête bien à un diagramme treillis. comme nous 
pouvons le voir à la figure B.3. 
Tableau B.1 L;i machine à états 
Etat présent 1 Entrée 
Sortie 1 Eiat de transition Sortie 1 Etot de transition 
Figure B.2 Encodeur du diagramme d'état du tableau B.l  
3.0 Le décodeur Viterbi 
En 1967, Viterbi[4] propose un algorithme de décodage de maximum de 
vraisemblance (maximum likelihhood decoding) qui est relativement facile à implanter 
avec des codes ayant un ordre de mémoire relativement petit. 
Dans l'algorithme Viterbi, lorsque le décodage se fait sur un BSC (Binary 
S ync hronous Communication) ou en français, « communication synchrone binaire ». la 
distance Harnming est utilisée (figure BA). Le but de l'algorithme est de trouver le 
chemin ayant la plus petite distance Harnming à travers le treillis en comparant les 
distances Hamming de toutes les branches du chemin entrant dans chaque état. Lors du 
processus de décodage, si à un moment donné, on trouve qu'il sera impossible 
d'atteindre de cette façon la plus petite distance Hamming. alors ce chemin est Climiné. 
Donc, le décodeur compare tout les distances de tous les chemins entrant dans un état et 
garde seulement le survivant, celui qui mène au chemin qui a le plus de probabilité 
d'être le bon. 
Voici les trois étapes utilisées i l'intérieur de l'algorithme Viterbi. La premiére 
Ciape concerne la tête du treillis. la deuxième le corps, tandis que la troisième Ctapr 
concerne la queue du treillis. 
Étape I : Jusqu'au niveau O<jsm. calculer la distance Hamming de r à Iü branche 
entrant dans chaque état et sauvegarder l'addition des distances pour chaque état. 
Étape 2 : Pour rncjsL. calculer la distance Hamming en additionnant la distance du 
survivant au niveau précédent à sa distance de r à la prochaine branche. 
Étape 3 : Pour L<jsL+m. dans la portion de la queue du treillis. i l  y a peu d'états. 
parce que I'encodeur retourne dans l'état comprenant des zéros. Répéter l'étape 2 pour 
chaque état. 
Entrée Sortie 
Figure B.3 Diagramme treillis pour un code convolutionnel 
Figure B.4 Représentation BSC 
La figure B.5 représente un exemple d'un décodage en utilisant I'algorithme 
Vitrrbi. La séquence information d = (101 1100) doit être transmise. Elle est donc 
encodée et la siquence code (cl est ( l l l l ,  0111. 0000, 1000. 0111. 1000, 1111). La 
séquence reçue ( r )  diffère à trois endroits de la séquence code envoyée. c'est-à-dire aux 
positions 2, 5 et 13. Ces erreurs sont représentées par un x entre les rangées c et r dans 
le haut de l'exemple. Nous partons tout d'abord dans l'état So dans le coin supérieur 
gauche du treillis. Nous recevons la séquence de bits 101 1 et nous avons le choix entre 
deux branches du treillis. La première est 0000 entraînant une distance Hamming de 3 
et Iû seconde 1 1  11 ,  entraînant une distance Hamming de 1. Donc, le meilleur choix est 
de prendre le chemin 1 1 1 1. L'autre chemin est alors éliminé. Puis à partir du nouvel 
etat qui est équilvalent à SI. Nous avons le choix entre deux autres chemin du treillis. 
c'est à dire le chemin 01 1 1  ayant une distance Harnming de 1 et le chemin 1ûûO ayant 
une distance Harnrning de 3. Et ainsi de suite pour décoder le reste des valeurs. La 
valeur 5 l'intérieur de chacun des états du treillis indique la somme des distance 
Hûmming obtenues pour se rendre jusqu'à cet état. 11 est possible de voir que dans le 
dernier état du treillis le chiffre 3 est indiqué. Cela signifie que 3 erreurs ont ité 
détectées et corrigées en utilisant le décodeur Viterbi. Cela correspond bien aux trois 
erreurs envoyées lors de la réception. 
Annexe C 
- - 
Table d'allocation des bits 
Comment déterminer le nombre de bits par porteur? 
Dans cette section. nous allons dériver les expressions pour le nombre de bits 
pouvant Eire transmis dans chaque bloc DMT. Le signal de sortie de chaque sous- 
canaux est considéré comme Ctant un signal QAM. Prenons K comme La Mquence 
positive utilisée par un sous-canal et assumons un  constellation de eux dimensions Lk- 
QAM pour le k''mrsous-canal di: l'ensemble. Alors le nombre de bits par bloc DMT est 
donné par [DSL99] [QAM99]: 
Le probabilité d'erreur du symbole du kim' sous-canal est approximC par: 
où @(-) dénote l'intégral de probabiliti. d,,,,,,,k est la distance minimale entre les 
constellations des sous-canaux 5 la sortie du canal, et ak' est la variance du bruit par 
dimension sur le kiCm' sous-canal. Il est assumé que le bruit PSD Sd') est 
approximativement plat sur le k'""' sous-canal. Dans ce cas. ok2 = SN @)fJV. 
La distance minimale enter le point de constellation du sous-canal à la sortie du 
canal est donnée par dm,,$ = d k 2  / H ~ \ ( / ~ )  IZ, où di est la distance entre les points de 
constellation au transmetteur. De façon à maintenir la même probabilité d'erreur du 
symbole par dimension (Pn) sur chaque sous-canal, nous devons avoir 
constant. yest habituellement référé comme étant le SNR requis. Par exemple, si PJZ = 
10-7, nous avons alors de besoin de y..11.5 dB. Notez qu'une marge Ar peut être 
ajoutée à y, pour un affaiblissement imprévu du canna1 ou pour le gain de codage de tout 
code appliqué (par exemple. un encodage treillis). 
L'énergie moyenne d'un sous-sy mbole (ou puissance normalisée) f i  dans u n  
constellation LI-QAM est donné plu: 
La puissance totale transmise: 
où Rrest la résistance d'arrêt de chargement du xDSL. En substituant dans les Cquations 
précédentes. nous obtenons l'expression suivante pour Ir nombre de points dans une 
constellation QAM sur k"" sous-canal. 
Définissions un interval SNR. r. qui est associé I'cxécution du schema DMT 
considérant la capacité Shannon du cananl, de façon ce que 3f = y. Si nous définisson 
le SNR du kkmc sous-canal comme étant SNRi = & / H,i(fr) 1' /?O,', nous pouvons alors 
démontrer que le nombre maximal de bits que peut supporteur un sous-canal est: 
où f= 9.8 +Ant - d, dB. Ceci est la capacité du sous-canal avec un facteur de rsoustrait 
du SNR qui atteint la capacité Shannon. Le nombre de bits par symbole peut 
être exprimé par: 
bk = log2(l + ( S N R L r ) ) .  
Annexe D 
Résultats de dissipation pour le TMS320C54 
Exemples de routines de test 
Comme nous l'avons expliqué au chapitre 4, nous avons utilisé deux modes 
diffirents pour tester le courant utilisé par chacune des instructions. Le mode 
« Repeat >> utilise une boucle pour répéter plusieurs fois l'instruction. tandis que le 
mode M Inline répète l'instruction le nombre de fois voulu. sans utiliser de boucle. 
Voici un exemple de routines de test pour chacun des deux modes. 
En mode « Repeat n 




start: AR3 = # 100h 
a=#O 
REPEAT(# 120) 
;L = a  + *ar3 
goto start 
.end 
En mode Inline )B 




. . . 




1.3 Pour les effets inter-instructions 




start: a = Wffffffffcbh 
@ brc = #60 
BLOC KREPEAT(end-bIoc k- 1 
ri = la1 
a = mtix(a,b) 
end-b Ioc k: 
goto start 
.end 
Résultats des expériences pour le calcul de base des instructions 
Voici les résultats obtenus pour le calcul de base des instructions (tableau E. 1). 
Aucune dépendance n'a été considérée. Dans la colonne Instructions. le chiffre entre 
parenthèse représente le nombre de cycles de l'instruction. 
1 (mA) 1 ( m m  
Fonctions sur reeistres auxiliaires 
Tableau El Consommation de base des instructions 








Abs (1)  
Cmps ( 1 ) 
Add (2) 

















Square ( 1 ) 1 65 1 90 1 b = squue(hi(a)) 
Fonctions spéciales de multiplication 
h . 1 ~ ~  (1) 
Min (1) 
Ncrr ( 1 )  
3 = Id 
cmps(a, *ar3 ) 
rr=ri+#OIh 




Sqdst ( 1) 
Ers  (2) 
Lms (1) 
Poly ( 1 )  








â = a - * w 3  
a = 3 -  *x3+ 








65 1 90 
79 10 1 
And (1) 
And (1)  
Ortl l  
a = mri?t(ab) 
a = min(a,b) 




macd( *&-, 1 234.3) 
macp(*ar4-, 1234.a) 
a = a + *us+ * #l234h 
Fonctions mémoire données 
prop(OFE0h) = @O 













f ms( *ar3+, *at4+) 
poly(*ar3+%) 
a = a & * a r 3  









1 24 , 
T 
delay(*AR3) 
copy data in the next higher ricircss 
ar5 = pop() 
push(*;u5+) 
66 92 
77 1 103 
Tableau E.1 (suite) 
Effets in ter-ins truc fions 
Fonctions de chargement et stcxkrtgc 
Le tableau E.2 montre les résultats obtenus pour les effets inter-instructions. Le 
tableau n'est pas complet. mais c'est quelque chose qui pourrait Cire éventuellement 
dCveloppé. 
Instructions 
Xar ( 1 )  
Shift (1) 
Test ( 1 )  
Mode 
u Inline » 











L o d  ( 1 ) 
Load ( 1 ) 
Load ( 1 ) 
Store ( 1 )  
Store ( 1 ) 
Store ( 1 ) 
Store ( 1 ) 
Store ( 1 ) 
Store ( 1 ) 
commentaires 
3 = â A  *ar3 
3 = a \\ CARRY 





















b = $248 
b  = *w3 
b  = a 
t =#IO00 
*ar3=b 
b = t  
*w2+ = hi(a) 
* arZ = *ar3 
*x2+ = +u3+ 
w3 = #IO0 
1 Tableau E.2 Les effets inter-instructions 1 
[ Première 1 Seconde 1 Moyenne des 1 Comnt réel 1 Écart (en %) 1 
I I courants pondérée 
L 
Abs (9 1) 
Macd ( 107) 
Macp ( 100) 
Sqdst ( 1 16) 
Mar (83) 










Lms ( 139) 











Cmps ( 102) 
Add (94) 





Poly ( 1 30) 









- Xor ( 104) 
Shift (90) 
Mar (90) I 90.5 
Min (90) 90.5 
Ncg ( 104) 97.5 
Sat (90) 90.5 
Sub (1 15) 1 03 









Test ( 1 IO) 
Load (82) 
Load ( 102) 











Store ( 102) 
Store (91) 







1 1 1  












































Tableau E.2 (suite) 






I C m p ~  ( 102) 96 
Add (94) '32.5 
Min (90) 
Nt.9; ( 104) 
Srit (64) 
Sub ( 1  15) 
Sub ( 1 07) 
Macd ( 107) 
MXP ( 100) 
Sqdst ( 1  16) 
Mar (83) 
Squrirc (90) 






















Dclay ( 100) 
Poly ( 1 30) 
And ( 103) 
Shi ft (90) 
Test ( l IO) 
Load (82) 
Lorid ( 102) 
Losd (90) 











L o d  (96) 
Store ( 102) 
Store (9 1) 










































-- î 3 
20 
90 1 1 07 16 
Tableau E.2 (suite) 
Première 
instruction 
















Ncg ( 104) 
Srit (90) 
Sub(ll5) 
Sub ( 107) 
Abs (91) . *  
Mar (83) 
Squlirc (90) 
Lms ( 139) 
Delay ( 100) 
Poty ( t 30) 
And ( 103) 
And (92) 
La colonne appelée << Moyenne des courants pondérée » indique la valeur 
Cmps ( 102) 
Add (94) 
Add ( 1 O S )  
. - -  
1 27 
1 09 
Macp ( 1 0) 
Sqdst ( 1 16) 
calculée avec les coûts de base. La valeur est pondérée selon le nombre de cycle de 
Ecart (en %) Moyenne des 
courants pondérée 
(en mA) 












Or (103) 1 1 06 

























Xor ( 104) 
Shi ft (90) 
Test ( 1 IO) 
Lorid 82) 
Load ( 102) 
L o d  (90) 
Load (96) 
Starc ( 102) 
Store (9 1 ) 





























































start: ri = Mffffffffcbh 
@ brc = #60 
AR3 = #100h 








start: a = Mlffffffffcbh 
@ brc = #6û 
AR3 = #[Oh 
AR2 = #lOOh 








strui: a = Wffffffffcbh 
@ brc = #6û 
AR3 = #1Oh 
ARS = # 1 0 h  
BLOCKREPmT(cnd-block- 1 ) 
poly(*ar3+%) 
ri = a \\ CARRY 
BK = data(300h) 
ar3 =#IO 
il = -3 
push(*ar3+) 
m3 = pop0 
*ar3 = b 









start: ri = Wffffffffcbh 
@ brc = ## 
AR3 = #100h 
AR4 = #100h 
BLOCKREPEATCend- block- 1 ) 
il = -il 
t7rs(*x3+, *&+, 1 234) 
macpi *x4-, 1 234.a) 
*w3 = b 
firs(*ar3+,*lir4+. 1234) 








start: â = #Offfff'fffcbh 
@ brc = #60 
AR3 = #100h 
AR4 = #IOOh 
BLOCKREPEAT(end-block- 1 ) 
il = -a 
ri = a \\ CARRY 
BK = data(3ûûh) 
mat(*iir3+) 
a = -a 











strut: ri = #QCfffffffcbh 
@ brc = #60 
AR3 = #IOOh 
AR4 = #IOOh 








strirt: a = Wffffffffcbh 








start: ri = Wffffffffcbh 
@ brc = #60 
AR3 = #100h 
AR4 = #1Wh 
BLOCKREPEAT(end-block- 1) 







start: ri = Mffffffffcbh 
@ brc = #60 
AR3 = #100h 
AR4 = #100h 








strirt: a = Wffffffffcbh 
@ brc = #60 
AR3 = #100h 
AR4 = #1Oh 
BLOCKREPEAT(end-bIoc k- 1 ) 
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