Objectives-This work focused on extracting novel and validated digital highthroughput features to present a detailed and comprehensive description of the American College of Radiology Breast Imaging Reporting and Data System (BI-RADS) with the goal of improving the accuracy of ultrasound breast cancer diagnosis.
Imaging diagnosis of breast cancer includes ultrasound (US), mammography, and magnetic resonance imaging. Ultrasound imaging is one of the most effective and prevalent approaches in China because of its noninvasive and inexpensive nature and because it is not associated with ionizing radiation. Compared with mammography, the breast US has the ability to reveal hidden lesions in dense breast tissues. Additionally, it can distinguish malignant tumors from benign ones by characterizing their morphologic features. 5 As examples, Figure 1 shows US images of typical benign and malignant breast tumors.
The 2003 American College of Radiology Breast Imaging Reporting and Data System (BI-RADS) is a widely accepted risk assessment and quality assurance tool for diagnosing breast tumors. 6 By putting breast US findings into a small number of well-defined categories, it assigned a BI-RADS score (ranging from 0 to 6) and provided standardized US reports. 7 Application of the BI-RADS is useful for predicting the presence of malignancy. 8 Seven categories, including shape, orientation, margin, boundary, echo pattern, acoustic pattern, and calcifications, are defined in the BI-RADS, as in Table 1 . All terms are descriptive. For example, the benign tumor in Figure 1A can be described as "round and smooth," whereas the malignant tumor in Figure 1B can be described as "irregular and microlobulated." However, because of speckle noise, low contrast, and blurry contours in breast US images, some breast tumor characteristics are not obvious by observation. Therefore, the BI-RADS-based diagnosis is more dependent on human expertise, and the results are subjective and easily affected by personalized interpretations. Thus, a computerized BI-RADS feature system is emerging for analyzing and processing medical images quantitatively, which offers more objective evaluation results and helps radiologists make diagnostic decisions more precisely.
Some standard BI-RADS computer quantization methods have been proposed in recent years. For example, Shan et al 9 developed a computer-aided diagnosis system for the breast US by using 10 different features with an accuracy rate of 78.5%. Also, Jin et al 10 summarized 3 categories of BI-RADS features, including the shape, margin, and orientation, containing 5 features, with an accuracy rate of 84.06%. Zhang et al 11 chose 17 features according to the BI-RADS US lexicon to describe each tumor, with an accuracy rate of 84.06%. Kim et al 12 used all 18 features for building their final support vector machine classifier. Wu et al 13 selected the best run (with highest classification accuracy rate and smallest number of selected features) using 5 significant features. Liu et al 14 used 41 features. These systems helped computerize the BI-RADS, but they only contained a few features and did not provide complete descriptions of all categories.
In this study, for the purpose of developing an effective BI-RADS feature system, we proposed a complete translation of the entire US BI-RADS lexicon into digital features. The whole system consisted of 3 stages. First, the phase congruency-based active contour method was used to segment tumors automatically. Afterward, highthroughput features were designed and extracted on the basis of each BI-RADS category. With the use of feature selection algorithms, features that were more representative and valid were preserved for classification. Finally, the AdaBoost classifier was used to differentiate benign tumors from malignant ones. This work focused on 3 issues that have not been touched on in earlier work. First, we focused on extracting novel and validated digital high-throughput features to distinguish benign from malignant tumors. Second, we present a detailed and comprehensive description of the BI-RADS involving high-throughput features. Third, effective feature selection methods were also the focus of our attention, which can both reduce the computation load and improve the precision substantially.
This article is organized as follows. The next section presents all methods in this study. Four-stage experiments are then illustrated, followed by experimental 
Materials and Methods

Data Materials
In this study, 138 breast US images of 69 benign cases and 69 malignant cases were acquired from the Department of Ultrasound, Huashan Hospital (Shanghai, China). The study was approved by the Institutional Review Board of the hospital, and informed consent was obtained from all patients. All breast US images were obtained with an 8-15-MHz linear array transducer on an Acuson Sequoia US system (Siemens AG, Berlin, Germany). Note that the breast US images were captured with a size of 768 3 576 pixels, and the image pixel resolution was 0.10 mm/pixel, meaning that the size of 1 pixel was 0.10 mm. From 138 patients, 69 were benign cases and 69 were malignant. All breast tumors were proven by fineneedle aspiration biopsy or core needle biopsy. Benign cases included fibroadenoma, adenosis, and intraductal papilloma, whereas malignant cases included invasive ductal carcinoma, ductal carcinoma in situ, intraductal papillary carcinoma, and medullary carcinoma. The tumors' sizes were approximately in the range of 5 to 42 mm when considering the major axis of the tumors, with a mean value 6 SD of 19.6 6 7.8 mm.
Mass Segmentation
Mass segmentation is considered one of the critical steps in cancer diagnosis. Due to low-contrast US images, tumor segmentation in breast US images is always a challenging task. To solve this problem, a phase-based active contour model was proposed. We used the local phase information and applied the phase asymmetry approach to form a new edge indicator, which dramatically increased the robustness of the inhomogeneous intensity. Such a hybrid model could attract the curve to strong edge points and effectively decrease the model's sensitivity to the local window size, owing to the presence of the edge-based term, whereas it could evolve the curve by using the region-based term when the edge information was weak. Then, a novel phase-based edge indicator incorporated into the level set formulation with the local region-based segmentation energy was applied to converge to the final contour. More details can be found in our previous article. 15 As examples, the segmentation results of Figure 1 are shown in Figure 2 .
Feature Extraction
According to the 2003 BI-RADS lexicon, 6 the breast US image analysis was based on 7 well-defined morphologic categories: shape, orientation, margin, boundary, echo pattern, posterior acoustic pattern, and calcification. As shown in Table 1 , each category contains several descriptors, which helps distinguish benign from malignant masses.
To quantify the descriptors, we designed and extracted high-throughput features to completely describe the entire US BI-RADS. All BI-RADS categories, descriptors, and corresponding 462 features are illustrated in Table 1 .
Shape
The shape of a breast mass can be circular, elliptical, or irregular. It is represented by 9 shape features, including the area ratio of the tumor and its convex hull, the length-to-width ratio, the compactness, the convexity-totumor ratio, the diameter of an equivalent circle, the extreme point number, roundness, spiculation, and the rectangle fitting factor. The first 8 features were introduced previously [16] [17] [18] ; the rectangle fitting factor was our proposed novel feature.
Rectangle fitting factor: As shown in Figure 3 , in benign or malignant tumors, the white solid line and dotted line represent the tumor segmentation boundary and the corresponding minimum bounding rectangle, respectively. The rectangle fitting factor is defined as the ratio of the tumor area to its minimum enclosing rectangle area, which reflects the filling degree of the tumor to the outside of the rectangle. A higher value indicates that the more a tumor occupies the rectangle, the greater the possibility of a benign tumor.
Orientation
This feature describes the direction of the long axis of the tumor. If the long axis of the tumor parallels the skin line, the orientation is parallel; otherwise, it is not parallel. A nonparallel case is a worrisome feature because malignant tumors have less compressibility and can grow across tissue planes. The orientation is represented by 3 features, including the length-to-width ratio, the elliptic-normalized angle, and the elliptic-normalized eccentricity. These features were introduced previously.
9,19
Margin Margin characteristics are an important BI-RADS category for assessing the likelihood of malignancy. This BI-RADS category contains 11 features and wavelet decomposition of some features focused on different characteristics of the tumor margin: namely, "circumscribed," "indistinct," "smooth," "lobulated," and "angular/ spiculated." The 11 features and wavelet decomposition of local window mean and acutance are presented in Table 1 and were introduced previously.
Boundary The boundary of a breast tumor could be characterized by an echogenic halo or an abrupt interface. An echogenic halo signifies that there is no obvious boundary between the tumor and its surrounding tissue, which are connected by an echogenic transition zone. On the contrary, an abrupt interface signifies that the sharp demarcation between the tumor and its surrounding tissue may be discernable or marked by a distinct echogenic line. Nine features are the standard deviation of the annular region, the standard deviation of the inside region, the deviation ratio, the inside region signal-tonoise ratio, the deviation ratio, the mean of the correlation coefficient contrast, the standard deviation of correlation coefficient contrast, the relative brightness, and the variance of the annular region and its wavelet decomposition. These features were introduced previously.
9,10,19
Echo Pattern
The echo pattern is a feature defined in relation to fat. Tissue that is darker than fat is called "complex, hypoechoic," and tissue that is lighter than fat is called "hyperechoic or isoechoic." A complex echo pattern contains both hypoechoic and hyperechoic tissues. The echo pattern represents the texture of the tumors, so we extracted the 5 types of texture features for this category: region of interest (ROI)-based parameters, gray-level co- Qiao et al-Breast Tumor Classification by a Digital BI-RADS System occurrence matrix, gray-level run length matrix, graylevel size zone matrix, neighborhood gray-tone difference matrix, and their wavelet decomposition. All were introduced previously. 20 Region of interest-based texture features describe the distribution of gray levels in the entire ROI. Gray-level co-occurrence matrix texture Table 2 .
Posterior Acoustic Pattern A breast lesion with posterior acoustic shadowing is often encountered on a US examination, and this finding is generally accepted as a sign of malignancy. Shadows are dark areas that appear immediately posterior to the tumors with a decreasing or increasing shadow effect. The posterior pattern may be no posterior features, enhancement, or shadowing depending on the degree of desmoplasia of the tumor. To capture the shadowing feature, a rectangular region below the tumor is analyzed. The average intensity of this rectangular region is compared with the average intensity of the neighboring region.
Mean of the posterior acoustic and adjacent area: The average intensity of this rectangular region is compared with the average intensity to the left and right of the rectangular region, as shown in Figure 4 : mean p 5 mean posterior -mean left -mean right .
Standard deviation of the posterior acoustic: It describes the intensity of the posterior acoustic by calculating the standard deviation of the rectangular area.
Calcification
Calcification is an important manifestation of malignant tumors that may or may not exist in tumors. Calcification manifests itself as extensive hyperechoic lesions. Histogram-based features are used to quantify calcification, including energy, entropy, kurtosis, mean, mean absolute deviation, median range, root mean square, skewness, standard deviation, uniformity, and variance.
Two-Stage Feature Selection
Correlative Feature Selection A total of 462 high-throughput features were extracted to represent the BI-RADS, in which each category contained many features, including shape, orientation, margin, boundary, echo pattern, posterior acoustic pattern, calcification, and their wavelet decomposition, as shown in Table 1 . Actually, not all features are effective for classification of benign and malignant tumors. To reduce the complexity and increase the accuracy, a Student t test was used to select features that were highly related to benign and malignant breast tumor classification. 21, 22 A significance level of P < .05 was set as the threshold.
Redundant Feature Selection
The next step was to eliminate redundancies of highthroughput features. A genetic algorithm (GA) is a stochastic optimization method for simulating natural selection and genetic variation in biological evolution. Here, the genetic algorithm method combined with minimal redundancy-maximal relevance was applied for redundant feature reduction. 23 The aim was to select a feature that minimizes the redundancy and maximizes the relevance. The minimal redundancy-maximal relevance algorithm is an approximation of the theoretically optimal maximal dependency feature selection algorithm that maximizes the mutual information between the joint distribution of the selected features and the classification variable, which allows the genetic algorithm to select a compact set of superior features at very low cost. After 2-stage selection, a total of 88 features were preserved for further classification, which are listed in Table 3 . 
Qiao et al-Breast Tumor Classification by a Digital BI-RADS System
Classification Eighty-eight features were then fed into classifiers to verify the efficiency for distinguishing benign and malignant tumors in breast US images. Many classifiers have been successfully applied for classifications of breast US images. Among these, AdaBoost is widely used because of its fast and highly robust performance. 24 The output of a series of weak learners trained for the same training set was combined into a weighted sum that represented the final output of the boosted classifier. AdaBoost is adaptive in the sense that subsequent weak learners are tweaked in favor of those instances misclassified by previous classifiers. 25 
Results
Experimental Conditions
The experiments were run in the MATLAB version R2015b programming platform (The MathWorks, Natick, MA). To determine the effect of all proposed contributions, we compared our system with other 6 existing BI-RADS systems proposed by Shan et al, 9 Jin et al, 10 Zhang et al, 11 Kim et al, 12 Wu et al, 13 and Liu et al. 14 All systems used the same segmentation method and AdaBoost classifier as in our experiments. The difference was the feature extraction and selection. Seven systems used different numbers of features to describe the BI-RADS, as shown in Table 4 The iteration of the AdaBoost classifier was set as 18, which was proven as the highest accuracy. Since our data set was relatively small, we adopted the leave-one- 
Evaluation Parameters
Several evaluation criteria were used to quantitatively assess the diagnostic performance of the classification. The criteria included the accuracy, sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), and Matthew correlation coefficient (MCC). 26, 27 Also, a receiver operating characteristic curve was used because of its comprehensive evaluation ability for distributions between two classes. The area under curve can be used as a criterion for the overall performance for these classifiers.
The AUC values obtained from the leave-one-out crossvalidation method were used to give comprehensive evaluations for the classification performance through different numbers of features sets in other articles to prove the efficiency of feature selection for classification.
Those evaluation parameters are specifically defined as follows: For the above-mentioned 6 criteria, higher values indicate better classification performances. Note that the MCC is a powerful criterion for accuracy evaluation, which takes values of (-1, 11), with 11 representing a perfect prediction. When the numbers of negative and positive samples are obviously unbalanced, the MCC gives a better evaluation than the accuracy. 3 When the number of samples was not balanced, the accuracy rate may have been high because all of the samples were divided into the same class, and then the accuracy rate was close to the ratio of one type of data to the total amount. Calculation of the MCC avoided this situation.
Efficiency of Feature Selection for Classification
In this section, we present the efficiency of computerized BI-RADS features. A total of 462 features were extracted to represent all 7 categories in the BI-RADS: shape, orientation, margin, boundary, echo pattern, posterior acoustic pattern, and calcification. After the Student t test, 184 features that differed statistically between the benign and malignant groups remained (P < .05). Finally, through the genetic algorithm combined with the minimal redundancy-maximal relevance, 88 irredundant features were left as the input of the classifiers. According to Table 3 , the final 88 features covered all categories of the BI-RADS. Table 5 shows the performance of different feature sets. We can see that the accuracy increased from 90.58% to 93.48%, which indicates the efficiency of feature selection for classification and that the more effective features in the feature set led to a higher classification ability.
Classification Performances of BI-RADS Features
In this part, 88 features were divided into 7 groups based on the BI-RADS categories: shape, orientation, margin, boundary, echo pattern, posterior acoustic pattern, and Table 6 , and the accuracies of different categories are diagrammed in Figure 5 . The accuracy of each category ranged from 60.0% to 88.0%, but all features combined had higher accuracy of 93.48%, which shows that the comprehensive description of the BI-RADS is capable of distinguishing benign and malignant breast tumors. Furthermore, we tried to find the most effective feature in every category according to the accuracy of every single feature in the AdaBoost classifier. We used boxand-whisker plots 28 for the best features to distinguish the benign and malignant tumors. Results are shown in Figure 6 . It is seen that the best performance of features chosen in every BI-RADS category is as follows: (1) convexity in shape, with accuracy of 77.54%; (2) lengthto-width ratio in orientation, with accuracy of 61.59%; (3) entropy of the normalized radius histogram in the margin, with accuracy of 79.71%; (4) standard deviation of the correlation coefficient contrast in the boundary, with accuracy of 72.46%; (5) first layer of the wavelet transform approximation coarseness in the echo pattern, Figure 5 . Accuracy of the AdaBoost classifier with different BI-RADS feature categories. with accuracy of 76.81%; (6) standard deviation of the posterior acoustic and adjacent area in the posterior acoustic pattern, with accuracy of 63.04%; and (7) intensity standard deviation in calcification, with accuracy of 67.39%. The best single feature used in AdaBoost was feature 1, the "convexity-to-tumor ratio," in the shape category and feature 5, the "coarseness," in the echo pattern category. From Figure 6 , we can see that the median can be separated apparently, and the overall range of scores does not overlap. This result indicates that shape and echo pattern features have a strong ability to distinguish benign from malignant tumors.
Comparison of Other Methods
Our method was compared with 6 other systems by inputting different features. The results of the different systems are shown in Table 4 . The accuracy increased from 73.91% to 93.48%, whereas the AUC increased from 83.09% to 95.67%. These results indicate that our high-throughput features describe the BI-RADS more comprehensively with the best classification effect compared to other sets that had smaller numbers of features extracted by other systems.
Discussion
In this study, we aimed to offer a computerized BI-RADS feature system for discriminating benign breast tumors from malignant ones on breast US images.
Stability and Complete Description of HighThroughput Features
According to Table 3 , all extracted features after selection can provide a detailed and comprehensive description of the BI-RADS and cover all categories. Every stage of feature selection can effectively increase the accuracy of classification, as shown in Table 5 . Thus, the feature set with 88 features is stable and produces the best classification performance.
Classification Ability of This Computerized BI-RADS System
From Table 6 and Figure 5 , the classification ability of each BI-RADS category is different. The shape and echo pattern categories can distinguish benign from malignant tumors well, with an accuracy rate of greater than 80%, whereas the effects of the orientation and margin categories are weak, since they only have a few features after selection.
One representative feature of every BI-RADS category was selected and is visually shown in box-andwhisker plots in Figure 6 . We can see that the shape and echo pattern features have the best effects for classification and barely overlap in the box plots, which indicates that the degree of distinction between benign and malignant tumors is high. Especially in the convexity-to-tumor ratio feature of the shape category for benign tumors, the distribution is compact: basically concentrated in the range of 0.98 to 1. From Table 6 , each BI-RADS category may distinguish benign and malignant tumors well, whereas 88 high-throughput comprehensive description features can reach the highest accuracy of 93.48%, demonstrating the complementary nature of each category.
High-Throughput Features Versus Common Features
When comparing our system with other existing systems, we find that the high-throughput complete description of all of the BI-RADS categories is very important. Different feature sets from other studies were separately sent into classifiers, with accuracy rates of 76.09%, 84.06%, 89.13%, 91.30%, 81.88%, and 73.91%, whereas our 88 high-throughput features achieved the highest accuracy of 93.48%, as outlined in Table 4 . Thus, our system, with the largest number of features, had the best accuracy. Our experiments demonstrate that each feature category in the BI-RADS is necessary and complementary to each other. We have used multiple quantitative features to describe all BI-RADS categories thoroughly and achieved satisfactory results in the clinical data.
Conclusions
In this study, based on BI-RADS standards, a set of high-throughput computerized features has been designed and extracted to distinguish between benign and malignant tumors. First, we used a novel phasebased active contour model for segmentation. Then, a series of 462 high-throughput features were designed and extracted. After 2-stage feature selection, a stable final feature set containing 88 features was preserved, which gives a comprehensive description of the BI-RADS. The experimental results proved that this proposed system achieves the best performance in distinguishing benign breast tumors from malignant ones, with accuracy of 93.48%. The computerized BI-RADS feature system could help radiologists detect cancers more accurately and provide more guidance for final diagnoses.
Future work will focus on two aspects. First, more databases of breast tumor US images are needed for further studies. Second, assembling other types of classifiers, such as the support vector machine or the random forest, into a cluster of classifiers may improve the decision accuracy and allow for more specific and accurate assessments of breast lesions according to the BI-RADS.
