Abstract-Lane-level navigation has received a lot of attention in recent years. It has played a great role in assisting route planning, as well as navigating automated vehicles. Aside from sticking to the planned route, abnormal traffic situations which result in blocking lanes could impact lane switching decisions. Unfortunately, there is currently no navigation system that can sense and track a vehicle's lane position and to advise the driver of lane switching decisions. Google Maps stores a priori the number of lanes and their directions at each highway exit and provides this information to drivers when navigating. However, even with this information, some drivers may not be able to make an informed decision regarding when and where to make a correct lane switch. This motivated us to develop a mechanism for the detection and tracking of real-time lane changes. In this paper, we propose a GPS-aiding system that can sense and track a vehicle's lane position. The system leverages smart phones' computing capability, rear cameras, and inertial motion sensors. With little extra computational overhead, the system applies computer vision techniques to achieve lane-level positioning. We also design a machine learning-based algorithm to detect and track lane switching. We conduct a series of experiments, analyze our system in real-world environments, and achieve very promising results. We believe our system can be a great asset to current smart phone navigation systems.
I. INTRODUCTION
N AVIGATION applications on smart phones are now indispensable to our daily lives. In fact, people now tend to favor these devices over standalone GPS units for navigation. Indeed, smart phones have out-evolved the standalone GPS units because of their fast processing, prompt response time, and frequently and automatically updating features. However, all currently accessible smart phone navigation systems only provide routing services to a desired destination. It is often the case that, although a driver may have a route to follow, they may not be aware of when and where to make lane changes to get to their destination more efficiently-this is especially true when preparing to exit the highway. Research that targets lane-level positioning and tracking can be divided into two categories: building new hardware equipped with differential global positioning system (DGPS) receivers and high-resolution cameras [8] , [13] and relying on and developing a Markov-based localization estimation [1] , [7] . Autonomous cars and semiautonomous cars have been built to prove that self-piloting vehicles that make lane-positioning and switching decisions by themselves are achievable. But none of these products are practical and accessible to civilians for the next 3 to 5 years.
In this paper, we address the problem of achieving lane-level navigation using smart phones in order to help people with route planning when they drive on highways. In other words, our goal is to let a user's smart phone determine the current lane-level position and track any lane change of the vehicle. Furthermore, we can extend our proposed system to a server/client-based model to collect the lane information and abnormal highway situations from clients and advise lane changes through the server to facilitate highway driving. Humans are able to identify their lane-level positions on highways through vision, which inspired us to make use of the embedded rear camera of the smart phones to capture the road view. We also take advantage of the fact that a driver tends to mount his/her phone on the windshield or the dashboard when using navigation applications, which grants the rear camera of the phone a good spot to have quality views of the road ahead. Additionally, smart phones' inertial sensors can help detect the vehicle's physical displacement when the driver changes lanes.
We focus our system strictly on highway-driving with the justification that road signs and marks are more visually recognizable on highways than urban streets. One can imagine that lacking lane marks and blurry lane marks on highways is definitely problematic. Instead of proposing a replacement for the existing GPS-based navigation applications on smart phones, our system can be seen as a complement to the existing navigators as tracking a vehicle is not achievable by relying solely on motion sensors. Therefore, our prototype system uses the published Google Maps API to query real-time GPS location. The goal of our system is to achieve lane-level positioning and lane tracking on modern smart phones. To accomplish this goal, we design our own solutions utilizing the smart phone rear camera, accelerometer and gyroscope readings, and computer vision algorithms while making only one assumption that the 0018-9545 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
smart phone has to be mounted on the windshield for navigation purposes.
Our developed solutions include: 1) using the rear camera of a mounted smart phone to "watch" the road view ahead in order to identity the lane-level position; and 2) utilizing inertial motion sensors to "sense" lane changes. Watching refers to activating the rear camera to take pictures of the road view. Computer vision techniques are then applied on the captured images. The probabilistic Hough Line detection algorithm [11] is used to detect the lane marks, road medians and road boundaries. Taking into account the symmetrical features of longitudinal lane marks in the camera view, the lines with opposite gradients are then finalized as the lane markers, medians, or the road boundaries. Once the lane-level position is acquired, the inertial motion sensors are activated to sense lane changes. The lateral acceleration of the vehicle is collected and passed into a 3-class classifier that applies a pattern recognition algorithm to detect lane changes.
Programming smart phones to watch and sense are not trivial. Modern smart phones are usually equipped with high-resolution cameras, which results in high memory and CPU utilization for storing and manipulating the large matrices that represent different pictures of road view. Therefore, the first major issue that must be addressed is minimizing the memory cost and computational overhead. Next, the embedded motion sensors in smart phones suffer greatly from white noise, inevitable environmental variables, traffic conditions, and driving habits. Thus, the second major issue is eliminating noise in the sensed data and, following this, we must consider reducing possible disturbances in the denoised data. In this paper, we shall reveal our solutions to these challenges. Our contributions are as follows.
1) To the best of our knowledge, we are the first to study the possibility of leveraging smart phones' rear cameras and motion sensors to achieve lane-level navigation on highways. We develop a prototype application on Android smart phones to monitor and track the lane status and conduct experiments in real-world highway driving. 2) We developed a prototype that performs computer vision and pattern recognition algorithms to accomplish lanelevel navigation and tracking with reasonable computational overhead and tolerable sensing delay. Experiment results show that the system can sense lane changes with an accuracy of at least 88.5%. The rest of this paper is organized as follows. Section II introduces our state-of-art lane-level positioning system. Section III presents the details of the system architecture and requirements, describes our calibration procedure, and proposes our algorithm design. Section IV evaluates our system and reports our experiment results. Section V concludes our paper and summarizes future research works.
II. RELATED WORK
Little research has been carried out with regards to the lanelevel navigation and tracking in the past decade, even less for developing such a system on mobile devices.
Commonly, most work focuses on either setting up an intelligent transportation system or building new equipment for lane-level positioning. The use of differential GPS (DGPS) receivers was suggested in [8] and [13] . DGPS system can locate an item as accurate as 1 to 3 m. Du et al. [8] proposed a lane-level positioning and navigation system that utilized DGPS receivers and the map matching algorithm to achieve accurate lane determination. Their methodology, however, required probe vehicles equipped with DGPS receivers driving on different lanes beforehand to build an enhanced map with center lines of different lanes, which cost tremendous human efforts. When a vehicle is moving on the target road, its trajectory is obtained by DGPS data and the system then matches the trajectory with the enhanced map. Vu et al. [13] also proposed a system consisting of a camera and DGPS receivers. They implemented computer vision technologies to detect traffic lights in the picture taken by the forward aiming camera. The detected traffic lights were used to aid DGPS to get a precise lane position.
The techniques mentioned above mainly target rural and urban areas. They need DGPS to get more accurate positions of the vehicle. Also, extra hardware deployment and human efforts are required. The DGPS system always stays activated and needs to consult the base stations or digital maps to get real-time lane status. Our proposed solutions are light weight in both lanelevel positioning and tracking for lane-level navigation compared with the existing works. All that is required is a smart phone with a gyroscope, accelerometers, and a rear camerawhich are commonly equipped on modern smart phones.
Toledo et al. [12] spared the use of DGPS system. They proposed a system that contained a GPS, an external odometry, and a gyroscope in order to obtain lane information. When activated, the system matches the data collected by GPS, odometry, and the gyroscope to an Enhanced map (Emap) that was prebuilted according to [2] . Another work by Chen et al. [4] presented a more intuitive and more precise way of building a map with lane-level information. Compared to [12] and [4] , the system we propose is capable of achieving lane-level positioning without any help of any kinds of enhanced map.
Dao et al. [7] and Aly et al. [1] studied the lane-level positioning problem from the probabilistic perspective. Assuming that the communication channels are available among nearby vehicles, Dao et al. proposed a Markov-based localization algorithm where vehicles nearby can exchange their motion status. Each vehicle collected the motion statuses of its neighboring vehicles and estimated its own lane status following a Markov chain. The authors also simulated their algorithm with a 2-lane, 2-vehicle situation, and claimed that the scheme could be easily extended to a multilane condition. However, the lane determination accuracy can suffer greatly from the multilane situation.
Aly et al. proposed LaneQuest [1] , which took advantage of the inertial sensors equipped on modern smart phones and utilized the motion data to estimate lane status using a Markovbased localization approach where the system maintained a probability distributions over all possible lanes. Meanwhile, they incorporated a crowd-sourcing mechanism to collect the lane anchors, which includes bootstrap anchors and organic anchors, in order to calibrate the lane determination results. The bootstrap anchors were empirical assumptions such as stopping a vehicle occurs on the right-most lane, U-turns occur on the left- 
III. SYSTEM DESIGN

A. System Requirements
Our system is designed for modern smart phones, such as the Samsung Galaxy S4, HTC One (M7), or more newly released models, which are equipped with a high-resolution rear camera, sensitive motion sensors, and a GPS receiver. Our system requires that the smart phone must support higher sensor sampling rate. The smart phones we use to evaluate our system has sampling rate of 100 Hz, and, as a result, mobility patterns can be extracted with greater accuracy. In addition, newly released phones are equipped with advanced processors that are capable of more complex multitasking and even complicated matrix operations.
B. System Overview
The lane-level navigation system has two major modules corresponding to the watch and sense functions, namely the lane identification module, and the lane tracking module. The lane tracking module is triggered by the identification module when the lane status is learned. This module leverages the inertial accelerometers and orientation sensors to monitor and analyze the acceleration on the lateral direction, shown in Fig. 2(b) marked by the red x-axis. We apply the moving average filter on the collected data to eliminate white noise. Then, we utilize the smart phone's orientation to align the smart phone's coordinate system to the vehicle's coordinate system, shown in Fig. 5(e) , to obtain the vehicle's motion status.
C. Calibration
In this section, we will explain the detailed calibration process to deal with the noisy acceleration data. We consider two kinds of disturbances: the white noise in acceleration data and the changing orientation of the smart phone. Fig. 5 shows the influences of the mentioned noise from vision and data perspectives. In our system, we utilize a moving average filter to smooth the acceleration data and a coordinate system aligning formula to transform the acceleration vector under the smart phone coordinate system into the vehicle coordinate system. We will illustrate how we applied the chosen techniques and our reasoning in the rest of this section.
To eliminate the white noise from the acceleration, we have considered using existing digital signal processing techniques. Among all the filters, we first tried a conventional low-pass filter that works on the frequency domain obtained by applying the fast Fourier transform. However, since our solutions include image processing algorithms and pattern recognition algorithm, we try to avoid extra computations as much as possible. Therefore, we resort to a simpler and more efficient filter, the moving average filter [10] . The filter is straightforward and is implemented as follows. For each input data points x i in {x 0 , . . . , x i , . . . }, the corresponding output data point y i can be computed as
where M is the average group size. Fig. 3 displays a result of comparing raw data with filtered data from which we can see that the red lines appear to be easier and smoother. Apart from the white noise, different phone placements can cause the collected acceleration data distributing around the true acceleration. In Fig. 5 (a) and (b), the x-axis data points fall It is inevitable that angles α and β are not 0. Additionally, the orientation of the phone will probably change due to shaking and vibrations. However, the relative position and orientation of the smart phone to the vehicle remains steady.
To tackle the unaligned device coordinate system and vehicle coordinate system shown in the Fig. 5 (e), we derive a coordinate transformation equation to align the device coordinate system with the vehicle coordinate system. To transform the coordinates from the smart phone coordinate system to the vehicle coordinate system, we need the acceleration on the x, y, z-axis of the smart phone and the orientation data, i.e., the angles of yaw, pitch, and roll. For the sake of argument, in the rest of this paper, we refer to the axes in the device coordinate system as x d -axis, y d -axis, and z d -axis. The axes in the vehicle coordinate system are denoted as the "true" x-axis, y-axis, and z-axis as we only care about the vehicle's motion state. The readings from inertial accelerometers provide accelerations along x d , y d , and z d , denoted by a x d , a y d , and a z d , respectively. We adopt the same method from [5] and [6] that utilizes the gyroscope to obtain the orientation angles: yaw, pitch, and roll. We denote these factors as α, β, and γ, shown in Fig. 4 . As mentioned before, since vehicle's motion state is our major concern, we need to compute the acceleration component along the vehicle's x-axis,
We assume that the smart phone is mounted on the windshield for navigation purpose, so the relative position of the smart phone to the vehicle is steady no matter the vehicle goes up or down a hill. Note that the Android SDK version we use is able to provide acceleration data without the impact of gravity force. Through the two phases of calibration, i.e., the denoising phase and the coordinate aligning phase, the acceleration a x purely represents the lateral acceleration of the vehicle. The next section will introduce our solutions for lane identification.
D. Lane Identification
The lane identification module enables the rear camera of the smart phone to capture the road view and applies computer vision algorithms to determine the lane-level position. Standardized regulations, such as recognizable lane markers, road boundaries, and road medians, etc., make it possible for smart phones to detect their lane-level positions using image processing techniques. Examples of the road marks and signs are shown in Fig. 6 . Fig. 7 depicts the workflow of the lane identification module. Initially, this module takes three steps, road view capture, lane detection, and lane-level position deciding. After a decision has been made on the lane-level position, this module goes to sleep for 5 min before it wakes up to repeat the three steps. As explained earlier, we choose 5 min because drivers tend not to change lane frequently on highways. The goal of this periodical operation is to correct the results of the lane tracking module since accumulated lateral accelerations can lead to a wrong lane change detection. In the rest of this section, we will go through the detailed procedure of this module.
1) Road View Capture:
We assume the smart phone is mounted on the windshield, as shown in Fig. 8(a) , so that the camera can capture the road view. Examples of captured road views are shown in Fig. 8(b) and (c) . The road view capture step Fig. 5 . Different placements of the smart phone. In particular, Fig. 5(a) and (b) shows the distributions of the acceleration data when the phone is facing the back of the vehicle and tilting to the driver, respectively. Fig. 5(c) and (d) shows the aerial views when the smart phone is placed directly facing the back of the vehicle and tilting to the driver, respectively. Fig. 5(e) illustrates the shift angle that might exist between the smart phone coordinate system and the vehicle coordinate system. is triggered at the start of lane identification module and every 5 min thereafter.
2) Lane Detection: To identify road marks in the image, we apply image processing algorithms on the captured road view. Intuitively, the lane marks that divide lanes should appear symmetrically in the road view, as shown in Fig. 9 . An obvious way to achieve lane mark identification is to identify the symmetrical lane marks and road boundaries in the image, which is described in the algorithms.
For the sake of energy efficiency, we apply a preprocessing stage on the image before the image is sent to image processing center. The preprocessing stage has two steps.
Step one is eliminating redundant information. Usually only the lower half of the road image contains useful information regarding lane identification. Therefore, we simply chop off the upper half image. With the remaining lower half, we can further convert it into a gray-scale picture that requires less computational overhead than a colored image.
Step two is a rough detection of lane marks. This step involves the Gaussian filter, the Canny edge detector, and the probabilistic Hough Line detection. The results of step two are shown in Fig. 10 . Finally, the preprocessed image is simplified to a binary image along with a vector that stores the detected lines, which significantly reduces the computational overhead of the lane identification procedure.
We design Algorithm 1 to detect the symmetrical line segments in the image. The inputs of this algorithm are the results of the Probabilistic Hough Line detection process, which include a binary image, denoted by I, a vector L that stores the candidate if
end if 9: end for 10: for Any two lines l i and l j in L do 11:
if CheckDistance(l i , l j ) returns TRUE then 12:
The mid line is computed l mid 13:
end if 16: end for 17: Sort the L based on the absolute value of gradients 18: for Any two lines l i and l j do 19:
end if 25: end for 26: Obtain L S from LocateSymmetricalAxis(S) 27: return S and L S . line segments. When we implement the Hough Line detection algorithm, we let each detected line l be represented by the coordinates of its end points, that is, l = x1, y1, x2, y2 . Also, we make sure that x1 < x2. We eliminate some of the detected line segments according to our observance of the road marks in the image. Fig. 10 illustrates how the symmetrical axis is identified.
Algorithm 1 first examines the lines in set L shown in Algorithm 2. If any two line segments, for example, l i and l j , have almost the same gradient, and their end points are very close in the image, i.e., dist(P i x2,y 2 , P j x1,y 1 ) < , where is a Algorithm 2: CheckConcatenation(l 1 , l 2 ).
1: The inputs of this algorithm are two lines found by Hough Line Detector 2:
return TRUE 9:
end if 10:
end if 11:
end if 12: end if 13: return FALSE very small value, these two line segments will be replaced by a long line segment, concatenating l i and l j .
After the first round of examination, the Algorithm 1 does a second round of check to see if there exists two line segments are close and almost parallel, shown in Algorithm 3, meaning that the gradients of l i and l j , as well as the distance between them are close, i.e., dist(P i x1,y 1 , P j x1,y 1 ) < λ, dist(P i x2,y 2 , P j x2,y 2 ) < λ, and dist(P i x1,y 1 , P j x1,y 1 ) < dist(P i x2,y 2 , P j x2,y 2 ) where λ is a small value in pixel. In our implementation and experiments, we set λ as 30 is the value we obtained empirically. Then, l i and l j are replaced by the center line segment between l i and l j .
Then, Algorithm 1 starts looking for line segments that have close gradients and locate symmetrically in the image. If there are two line segments, say l i and l j , in the current line vector L have opposite gradients, then we add a pair of line segments l i , l j to set S. After we get the set of line pairs who have the same opposite gradients, we use set S to compute the symmetrical axis following Algorithm 4. Table I 
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The set of center lines of each pair of lines in S .
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The k biggest gradients in the set C marks, i.e., the vehicle is actually not driving in the center lane, we need to count the asymmetric lane marks as a new lane. The determination progress is very straightforward. Upon getting the symmetrical lane marks from the Algorithm 1, we have a set of pairing lines S that line on the opposite side of the symmetrical axis L S . We first compute the norm of S to initialize the Lane variable we use to denote the final output of Algorithm 5. The format of Lane is a sequence of consecutive integers that are sorted in ascending order where 0 marks the lane position of the vehicle. For example, Lane = {−1, 0, 1} means that there are three detected lanes in the image, and the vehicle is in the center lane, whereas Lane = {0, 1, 2, 3} means that the vehicle is in the most left lane. After Lane is initialized according to the norm of S, we look back at the vector of line segments in L to find any possible asymmetric lane marks. Based on the symmetrical properties of the camera road view we discussed in the previous section, the extending lane marks should intersect at the same point cluster P intersect ; any extending asymmetric lane marks should go through this intersection point cluster P intersect ; any extending asymmetric lane marks should intersect with the symmetrical axis of the lines in S, and the intersection point should lie in P intersect ; the gradient of the asymmetric lane marks should be less than the gradients of the pairing line segments in S. Therefore, we 1: Sort S in ascending order based on the gradient of the left line. 2: g min smallest absolute value of gradient in S 3: P intersect is the set of the intersection points of lines in S. 
E. Lane Tracking
We are aware that the energy cost of enabling the camera at all times during navigation is very high. As a result, it is possible that the smart phone's battery could deplete before the user has reached their destination. One may argue that the users may plug their phone into the 12 V vehicle power socket; however, heavy navigation duty and image processing combined consume more CPU time and battery. Therefore, we leverage the inertial motion sensors, accelerometers, and orientation sensors to detect lane switching after the lane identifier has acquired the lane-level position from image processing. From now on, we treat the vehicle coordinates as we observe the vehicle from overhead, and we refer to the x-axis direction as lateral direction, z-axis, or the heading direction as longitudinal direction.
The rationale behind our tracking module is the Kinematic equations. We divide a lane switching process into two stages, and we mark the three significant time points t 0 , t 1 , t 2 regarding the acceleration changes as follows. Detailed explanations and an example Fig. 11 are given below. 1) t 0 : the beginning of the switching; 2) t 1 : the time when vehicle reaches maximum lateral speed and starts to decelerate; 3) t 2 : the time when the vehicle finally settles on the new lane. Without any loss of generality, we assume the vehicle is driving on a straight road at longitudinal speed v and is about to switch to the left lane. Based on this assumption, we have the vehicle's acceleration vector in vehicle coordinate system, (0, a y , a z ) at time t 0 , where the value of a y and a z are unknown and not a concern. We use three points, t 0 , t 1 , and t 2 , to mark the major changes during a lane change. During time interval [t 0 , t 1 ], the vehicle accelerates to its left side while maintaining the same longitudinal moving speed, which means the vehicle's lateral acceleration increases from 0 to some value. At t 1 , the vehicle starts to reduce the lateral speed just so it can settle in the left lane. There is an apparent peak in lateral acceleration within time interval [t 0 , t 1 ]. Then, vehicle keeps reducing the lateral speed to safely merge into the left lane until the lateral acceleration decreases to 0 at time t 2 .
According to the Kinematic equations, the beginning of speed reducing, i.e., t 1 , is when the acceleration decreases to zero and starts to go toward the opposite direction, and the speed reaches the maximum at t 1 . Normally, drivers take more caution when they start to deviate from the current lane than when merging into the new lane. Thus, acceleration in the first time period [t 0 , t 1 ] is more smooth than in the second time period [t 1 , t 2 ]. Thus, the average acceleration during the first period is bigger than in the second time period. In reality, due to various uncertainties, the actual collected data samples may suggest differently, but the lateral acceleration will still display some patterns. The rest of this section demonstrates the challenges in lane tracking and how our algorithm handles these challenges.
1) Challenges:
We realize that not only white noise and phone's orientation stand in our way of detecting lane switches, but also bending roads and various switching behaviors also have big impacts on lateral acceleration. For the sake of argument, we will call the impacts caused by bending roads and environmental noise the "disturbing factors."
It is obvious that road conditions can affect the lane switching detection. Take the examples in Fig. 12 . The three datasets represent a vehicle moving in one lane while the road is left-bending, straight, and right-bending, respectively. One can see that the lateral acceleration is not stable even when the vehicle is moving on a straight road. What is worse, in the case of bending roads, the vehicle should constantly accelerate on the lateral direction to stay within their current lane. Even if we know that the road is not straight, there is no way to get the lateral acceleration that is purely caused by lane changing, as the acceleration is already very noisy.
Meanwhile, various driving behaviors also influence the lateral acceleration. Two typical switching patterns in Fig. 13 illustrate this challenge. Fig. 13(a) shows a switching style that features short marching distance and sharp turning of directions, while Fig. 13(b) has a very smooth switching pattern. It is apparent that detecting a smooth lane change is harder than detecting a sharp one as sudden changes in acceleration are easily recognizable.
2) Canceling Out Disturbing Factor: One may argue that some parts of the moving average plots we gave in Figs. 11-13 show unstable patterns that do not fit our model at all, which makes the average filtered data less qualified as our training subject. Instead, we take the difference of two sets of moving average data sequences of group sizes of 50 and 100.
As time goes on, we have acceleration collected at time t i . We then take acceleration a x,i and the previous 49 acceleration as a group to compute the moving average, which is denoted as m The reason we choose the difference over the moving average filtered acceleration is that the difference manages to cancel out the bending factor. The usage of diff i is also a form of high-pass filter that cuts out the common low frequency signals of different window size and keeps only the big changes in the signals. From the figures, we can tell that the difference between two moving average sequences of different group sizes appears stable, shown as the red lines in Fig. 12 . The three datasets are collected when the vehicle is moving along a left-bending, straight, and right-bending road and staying in the same lane. It is not hard to prove that differences is a better option. Say the moving average of group of 50 at time i is 
The difference of m
Let us take a closer look at the overall disturbing factors δ
. (6) From (6), we want to show that the first operand for the addition operation is negligible. As one can see from 
) is negligible. Therefore, we have
which is mainly affected by lane changing behaviors as the calculations of differences diff i is a form of high-pass filter.
The two major sources of disturbing factors are unexpected bumps and bending factors. In case of unexpected bumps, let us say the vehicle runs over a tiny rock on the road. Without any doubt, this will definitely leave a spike in the lateral acceleration readings. However, running over a rock takes merely less than millisecond, which means this spike is only a momentary change. According to (7), the spike is very likely to be amortized by the subtracting and averaging computation. Again, these kinds of disturbance happens within millisecond, not to mention such kinds of "incidents" have small chance of occurrence when it comes to fast moving vehicles on a highway. Hence, we claim that
We can further write (8) in a form similar to (7) as follows before we examine the right-hand side
Equation (9) suggests that the difference diff i is approximately half the moving average of lateral acceleration over the last 0.5 s, which, in a way, zoom in the lateral acceleration for better analysis.
As we can see from Fig. 13(b) , it is harder to detect the patterns of a smooth switching on a straight road. When it comes to a sharp lane change, the data stream is severely waving, which actually makes it easier to detect the pattern. Fig. 13 compares the sensors readings between a curvy switching pattern and a smooth switching pattern. The gap between the nearby maximum and minimum is bigger in case of sharp switching than in smooth switching. Hence, the key to learning switching patterns is that we ensure our system can recognize smooth switchings among the samples.
3) Our Algorithm: We use a heuristic machine learningbased algorithm, shown as Algorithm 6, to train our system to learn a better fit across the samples. We adopt a sliding window in the stage of processing acceleration data stream. The inputs of Algorithm 6 are the newly acquired data a x,i , the size of the sliding window window, and three thresholds thres 1 , thres 2 , and thres 3 we use to determine a lane change. We take the newly acquired data a x,i and its previous window − 1 points as the target dataset. Lines 6-6 is the calibration stage. m (50) and m (100) denote the filtered data with filtering size 50 and 100. diff is simply the resulting data sequence of subtracting m (100) from m (50) . We initialize a variable switch as the output of this algorithm. Values for switch could be −1, 0, and 1 that represent a left switch, no switch, and right switch, respectively. Algorithm 6 has two stages before returning the result. The lane tracker finds all the local extrema in the window and their corresponding time stamps, and stores the values in E, T , where E = {e k }, T = {t k }, and k = {i − window + 1, i − window, . . . , i}. Then, the tracker goes through each pair of E k , T k in set E, T to determine if the current pair fits a lane switching pattern. Since we have cut out the disturbing factors, the baseline for the data lies on a x = 0 m/s 2 . According to the Kinematic equations, a lane switch is determined when three requirements are met. 5: switch ← 0 6: < E, T >← FindExtrema(dif f ) 7: /* Go through < E, T > to find the first pair that meets the threshold */ 8: while < E, T > has more pairs do
/* According to Kinematic equations, the sign of the bigger absolute value determines the switching direction * 3) The gap between the maximum and minimum has a lower threshold. Note that the sign of the extrema with the bigger absolute value dominates the switching direction.
IV. EVALUATION
A. System Implementation
We implement our solutions and build a prototype application on a Samsung Galaxy S4 running Android 4.2.2. The coding platform is Eclipse Juno. Our prototype is built with Android SDK API 17, OpenCV4Android 2.4.8, and Google Maps Android APIV2. We use the Google Maps API to query real-time location. We integrate OpenCV4Android to enables us to adopt native code in Android to conduct image processing. The vehicle we used to conduct the experiments is a 2012 Mazda 3. We collected data during driving tests and analyzed the data with MATLAB 2014b after the field tests out of safety concern. The highway road have both straight and bending road segments.
B. Data Collection
For lane identification module, the road image data were collected during daytime from the summer through the winter Fig. 14(a) . Plot of true positive rate (T P R) against false positive rate (F P R) and the skyline (red line) as the roc curve, shown in Fig. 14(b) .
of the year 2014. We collected 195 road view images every 5 min during the driving tests. We collected image samples of the road view under both sunny and cloudy weather.
For lane tracking module, we set the sensor sampling rate as SENSOR_DELAY_FAST to reach the fastest sampling rate of 100 readings/s. We kept the accelerometers and gyroscope activated during the driving tests and collected 226 data samples. Each sample contains the raw acceleration data collected within a time interval of average 8 s, during which the driver can keep driving in the same lane, switch to an adjacent lane, or make a turn.
C. Experiment Results
1) Choice of Parameters:
The following is to justify the reasons for choosing values as parameters.
Threshold for Hough Line detection algorithm is determined by multiple sets of results, where the parameters for the Canny edge detection are also accounted. We have conducted offline image processing experiments on the collected 195 road view images. Results show that the lane marks and road boundaries detection is more affected by the parameters of Canny edge detection algorithms. According to the Canny Edge detection algorithm, the best set of upper bound and lower bound threshold must have the following relations:
The bigger the lower threshold and the ratio of the upper threshold over lower threshold, the "cleaner" Canny edges can be detected, which we can see from Fig. 10(b) , there are fewer disturbing "lines" or contours in the picture. In our experiments, we have tried lower threshold values in the range [50, 60, 70] . While the ratio of upper threshold over lower threshold is varied from 2 to 3.
Monitor window size is chosen because we believe no lane switching period lasts longer than 5 s. During the training stage, we call Algorithm 6 every second, considering the upper-bound for time gap between two consecutive extrema could be as great as 4 s. For the sake of reducing the computational overhead, after we settle the thresholds, the system activates the algorithm every 5 − thres 2 seconds so that the data stream is properly examined.
Moving average group size is 50 and 100. Note that the sampling rate is approximately 100/s. We want moving average results to be as smooth as possible, yet too big a moving average group size will deprive the system of a quick response. That is why we choose the average of readings in 0.5 s and 1 s so that our tracker's indicator of lane switches only delays 0.5 s, which is tolerable.
2) Lane Tracker Threshold Choosing: We use the same algorithm to train our system using the 226 samples with a very wide range of thresholds. A false positive rate (F P R) and a true positive rate (T P R) are calculated for each set of threshold, thres 1 , thres 2 , and thres 3 , with regard to successful lane switching detection. We plot the T P R against the F P R and discover the skyline [3] for the plots as shown in Fig. 14(b) . Each blue point represents one set of threshold. Among the blue points, we identified the boundary of the blue points, or skyline, such that no point will go beyond this curve. At this point, we need to pick a point from the skyline curve according to Youden's J Statistic theory [9] and set the thresholds accordingly. The precision of the classifier is 88.5% when we applied the thresholds chosen by Youden's J Statistic theory.
D. Energy Evaluation
Our proposed system serves only provides complementary lane-level navigation functions to the current navigation system. The system uses more energy than a regular navigation system as the result of periodically activating the rear camera, conducting image processing, and machine learning base classifiers to provide lane-level navigation information. In reality, drivers who use their phones for navigation typically will plug their smart phones into the 12-V power socket in the car, so the energy evaluation is a too critical factor. In future work, we plan to augment our solution with existing open-source navigation applications and we will further evaluate the energy consumption rate.
V. DISCUSSIONS AND FUTURE RESEARCH
Lane-level navigation system is in great demand when it comes to route planning. Compared with a self-contained intelligent transportation system, which can only be accomplished by a big company or the government, smart phones that can provide such a service are more convenient. To the best of our knowledge, we are the first to build an application to assist GPS for the purpose of lane-level navigation. We consider the impact of different weather types on our proposed solution. We have tested our system in both sunny and cloudy weather types, the contrast between lane marks and the background is sharp when it is the cloud day, so we have the parameters for the lane identification module carefully tuned to achieve good identification result. In spite of the mentioned restrictions, lane-level navigation and information gathering on mobile devices have drawn more and more attention. Such a system not only enhances current navigation applications but opens a gate to route tracking and sensing as well, which leads to various applications and research topics. As the high precision as our system can achieve, there is still room for improvement.
First, the prototype we have just utilizes the Google Maps API for querying real-time location. Considering that the Google Maps application is not open-source application, in future research, we plan to further develop an augmented lane-level GPS navigation that integrates our solution with an existing GPS navigation application.
Second, we will extend our system to a client-server framework, such that users could be alerted with what is coming in their lane. Furthermore, our system could develop into a social lane-level navigation platform for people to share their experience of lane choosing.
Third, with regards to energy saving and application responding time, we can resort to the integrated on-board unit in the future vehicles. In this way, complex matrix computations can be outsourced to the on-board unit in order to get prompt processing results.
Finally, navigation under-the-roof has always been challenging researchers. We shall exploit our algorithm and insights about the well-equipped commodity smart phones and extend the usage of our system to indoor localization and navigation. Her research interests include secure and privacyaware computing for the Internet of Things, security and privacy in cyber-physical systems, mobile computing, and wireless networking.
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