Abstract-This paper presents the problem of block simplex constrained signal recovery, which has been demonstrated to be a suitable formulation for estimation problems in networks such as route flow estimation in traffic. There are several natural approaches to this problem: compressed sensing, Bayesian inference, and convex optimization. This paper presents new methods within each framework and assesses their respective abilities to reconstruct signals, with the particular emphasis on sparse recovery, ability to incorporate prior information, and scalability. We then apply these methods to route flow estimation in traffic networks of various sizes and network topologies. We find that both compressed sensing and Bayesian inference approaches are appropriate for structured recovery but have scalability limitations. The convex optimization approach does not directly incorporate prior information, but scales well and has been shown to achieve 90% route flow accuracy on a full-scale network of over 10 000 links and 280 000 routes on a synthetic benchmark based on the I-210 corridor near Los Angeles, CA, USA.
I. INTRODUCTION
I N THIS article, we examine a particular setting of signal recovery where the signal is constrained by a block simplex, and we refer to this problem as the block simplex signal recovery problem. There are many applications for this problem, e.g. computing equilibria for noncooperative games [1] , [2] in game theory, structural support vector machines (SVMs) [3] in machine learning, and route flow estimation in transportation networks [4] (see Section III). The standard simplex is a natural way of encoding a discrete probability distribution, thus lending itself to recovery problems whose signal takes the form of multiple probability distributions, i.e. block probability distributions, such as multiple agents interacting and taking actions in a system. Prior work focuses on closely related but fundamentally different signal recovery structures, including 1 -constrained signal recovery and signal recovery from a single probability simplex. In this article, we discuss the fundamental limitations of these approaches for block simplex signal recovery and propose a series of methods to address these limitations. Rather than general objective functions, our work studies the special case of linear measurements, which is already a very challenging setting. In the setting of underdetermined linear measurements, it is already difficult to recover signals both accurately and efficiently. To overcome these challenges, we study the effects of placing assumptions on the signal (e.g. sparsity or belief priors) or making use of additional problem structure (e.g. constraints). Our aim is to study appropriate mathematical formulations and algorithms that 1) scale well to large problems, 2) recover sparse signals, and 3) encode our beliefs about the solution.
We investigate several approaches to this signal recovery problem-convex optimization, compressed sensing, and Bayesian inference-and we examine empirical recovery, to assess the effectiveness of these methods. We provide the first extensive view at the block simplex setting of signal recovery. We present and assess the following methods:
• Convex optimization (CO): A projected gradient method based on isotonic regression [4] .
• Compressed sensing (CS): A new oracle and two new sampling-based methods for ∞ -based regularization.
• Bayesian inference (BI): A new sampling approach based on Markov chain Monte Carlo (MCMC), in particular, Metropolis-Hastings. Convex optimization is an important sub-field of optimization which takes advantage of convex analysis tools to provide efficient computational methods. However, this mathematical framework is limited and naturally may not encode crucial non-convex information, such as sparsity or probabilistic information [5] , [6] . Compressed sensing is a widely-used signal processing technique for efficiently acquiring and reconstructing a sparse signal in underdetermined linear systems. However as discussed in Section V-A.2, the classical 1 -based methods do not apply to our setting [7] - [9] . Bayesian inference is a statistical inference method which uses Bayes' theorem to update a probabilistic model given some evidence and provides a principled way to incorporate beliefs. However its sampling-based techniques for general probabilistic distributions typically do not scale well computationally [10] , [11] .
We provide a numerical evaluation of the methods on a practical application, where we assess both accuracy and scalability. We take our application to be route flow estimation in transportation networks, presented in Section III.
Our contributions are as follows:
• We introduce and formalize the problem of block simplex signal recovery.
• We derive and analyze a regularization scheme suitable for sparse recovery in the block simplex setting. We accordingly propose the first methods for sparse block simplex signal recovery. We present a novel oracle and two sampling-based compressed sensing methods.
• We derive a simple probabilistic graphical model from the block simplex structure, which encodes a known prior on the spread of the signal. This model is suitable for Bayesian inference methods such as Markov chain Monte Carlo (MCMC), and in particular, Metropolis-Hastings.
• We perform numerical experiments on large-scale matrices derived from a real-world application, rather than on matrices with known recovery properties (such as Gaussian random matrices).
• We demonstrate the scalability of the CO method.
We empirically determine that CS and BI are suitable for recovery of small problems. The remainder of the article is organized as follows: Section III describes our motivating application to state estimation in terms of route flow in road networks, and Section III-B presents its corresponding signal recovery problem. Section II describes related work. In Section IV, we present the problem. In Section V, we present three problem formulations and analysis, from the perspective of convex optimization, compressed sensing, and Bayesian inference. In Section VI, we present the respective methods for each formulation. Then, Section VII presents the experimental setup and numerical results. Section VIII concludes the article.
II. RELATED WORK
A natural approach to incorporate domain-specific problem structure for signal recovery is to extend classical compressive sensing [7] - [9] by incorporating structured sparsity models, which may occur as domain-specific information, as done by [12] . Their work introduces and analyzes theoretical properties for model-based compressive sensing and explores several such structured sparsity models, namely a tree structure and block sparsity. Although the latter sounds similar to our concept of block sparsity, they focus on the case where it is equivalent to joint sparsity, where the supports of the blocks of the signals are shared between all of the blocks. Importantly, this specific structure avoids the curse of dimensionality in recovering the supports. Unfortunately, this model does not fit our application. For example, routes are different between different origin-destination pairs in a road network, and thus we naturally want to allow the support to be different for each block. Our problem setting thus does unfortunately suffer from the curse of dimensionality, thereby motivating the sampling-based methods studied in this article.
Our desired model differs in yet another way: our signal is block simplex constrained, implying that each block sums up to a known value. This means that classical 1 -based compressive sensing theory does not apply directly to our problem (see Section V-A.2). Similarly, the work in [13] studies the problem of linearly constrained nonnegative least squares (NNLS) as a signal recovery problem, which is a more general form of our problem. Due to the specific structure of the block simplex constraint, however, their 1 -based method is not suitable for our setting. Additionally, these methods do not address the issue of scalability. Recent work on sparse signal recovery in the simplex-constrained setting introduced a novel regularization scheme based on the ∞ norm for the single simplex [14] . This article builds upon [14] to introduce a regularization scheme for the block simplex setting.
In summary, we address the following limitations of previous work: First, traditional 1 -based methods of sparse recovery through compressed sensing techniques do not apply to our problem due to the inherent 1 constraint in a (block) simplex constraint. Second, Due to the curse of dimensionality, signal recovery methods are typically not demonstrated to scale to large-scale problems.
III. ROUTE FLOW ESTIMATION AS BLOCK SIMPLEX SIGNAL RECOVERY
The motivating application in our study is the problem of state estimation in traffic networks by examining the recovery of static route flow from a variety of sensor measurements in road networks. Route flow is the vehicles per time (e.g. hour) on a particular route, and a route is a sequence of links. The implications of accurate route flow estimation is vast, since it provides rich state information about the traffic network that cannot be recovered by commonly studied link and origin-destination (OD) flows. Route flow can subsequently be used for control on the network, for example re-routing affected vehicles in the event of a road closure. In fact, route flow may be used to compute the aforementioned types of flow, thereby providing backwards compatibility to the rich research built off of the disparate types of flow. These flow estimates are subsequently used for applications such as ramp metering, optimizing plans for signalized intersections, as well as long-term land use planning. Accurate route flow estimates are increasingly critical for a more effective use of existing traffic infrastructure as population density and the need for enhancing mobility in cities grow.
Route flow estimation is a challenging and inherently underdetermined problem because there are an exponential number of possible routes [15, §1.2] , yet typically only a linear number of measurements. Thus, transportation science has historically aimed at modeling, computing, and estimating the movement of traffic in terms of the more computationally tractable link flows [16] , turning flows, and origin-destination (OD) flows [17] - [20] , which capture limited information about road networks. In this article, we thus focus on opportunities to improve route flow estimation, and we refer the reader to [21] for the rich history of state estimation for traffic networks.
A. Related Work in Route Flow Estimation
To overcome sensing limitations, numerous approaches to route flow have utilized modeling assumptions such as user equilibrium (UE) [22] , which permits the modeling of unique link flows and feasible route (or path) flows without requiring full route enumeration [23, §3.3] , [24, §5.2] . The stochastic user equilibrium (SUE) (probit-based [25] , [26] and logitbased [27] , [28] ) addresses some of the shortcomings of UE by modeling imperfect knowledge of the network and variation in drivers' preferences, which makes the estimation of route flows possible [24] . However, frequent perturbations in traffic networks indicate that real-world transportation networks may not be in equilibrium (or only approximately so) [29] . In this article we study methods which impose less restrictive assumptions on the route flow distribution, such as sparsity, probabilistic priors, or simply feasibility.
Due to advances and increasing adoption of sensing infrastructure, including cellular networks [4] , [30] , Bluetooth [31] , [32] , and license plate readers [33] , [34] , there is renewed interest in route flow estimation. Relatedly, the growing number of mobile sensors in urban areas has enabled the use of probe vehicles for route inference from GPS traces [35] , [36] . For route flow estimation in particular, [34] incorporates timing and correlated location measurements from license plate readers into a SUE framework, achieving improved link and route flow. A study by [30] on route choice estimation proposes a Euclidean projection of cellular network base station traces to its nearest route in a traffic network. Another study uses aggregated cellular base station measurements in a convex optimization framework, without any UE assumptions, further demonstrating improved link and route flow accuracy [4] . Instead of the simple k-shortest paths considered in [4] , a recent work [37] studies richer set of routes to consider and their impact on the resulting link flow estimates. This article builds upon [4] by proposing several new estimation methods based on powerful mathematical frameworks, for route flow, which also permit structured priors on the route distribution.
In traffic networks, applications of compressed sensing have been found in optimal sensor placement [38] , and applications of Bayesian inference have been found in OD estimation [39] , [40] and day-level dynamic link flow estimation [41] . This article studies compressed sensing and Bayesian inference in the context of block simplex signal recovery and its application to route flow estimation in traffic networks.
B. Problem Definition
As our working example, we now present the problem of route flow estimation as a block simplex signal recovery problem. In Sections IV and V, we will present the general problem and three formulations for the problem, from the perspectives of compressed sensing, Bayesian inference, and convex optimization. In Section VI, we will present the corresponding solution methods.
In addition to traditional traffic sensors which measure flow on individual links in the network, we consider aggregated measurements from cellular traces, sequences of cell towers that cell phones connect to over time, which provide a rich data source. We call these measurements cellpath flow, that is, the vehicles per time which connect to a particular cellpath; a Fig. 1 . In the routing application, scattered sensor nodes (e.g. cell towers, OD "sensors") measure the signal strength of the transitory agents in the system and relay that information to a central datastore. The aim is to recover the number of agents traversing any path in the region. Each unique combination of sensor regions (e.g. cells, origins) begets a single simplex structure, as each path passes through exactly one sensor sequence (e.g. cellpath, OD) and yet multiple paths can pass through the same one. Thus, the overall signal recovery problem yields a block simplex structure (denoted by the ones in the C matrix, along with a nonnegativity constraint, i.e. x i ≥ 0, ∀i), one simplex for each combination of sensor regions. Depending on the setting, the practitioner may wish to extract a sparse solution, a solution that can encode complex prior information, or just a feasible solution. This article studies methods which permit each type of desired solution.
cellpath is a sequence of cell towers. After we form a partition of the network based on cellular tower coverage, we observe that we may formulate the relationship between route flow and cellpath flow as a block simplex, one block for each cellpath. This captures the constraint on the multiple routes that may pass through the same sequence of cell regions. For each cellpath measurement, we have a (scaled) simplex constraint on the route flow measurements for those routes, hence motivating the study of the block simplex signal recovery problem. Similarly, we may consider a simplex constraint for each set of routes corresponding to each OD, sequence of license plate readers, sequence of Bluetooth readers, aggregated GPS traces, or measurements from other similar technologies. We refer to this class of traffic flow measurements with block simplex structure as block simplex flow measurements.
We wish to recover the route flow x, which has a block simplex structure due to the availability of the aforementioned block simplex flow measurements, which are encoded by (C, d). The matrix C is an incidence matrix with exactly one 1 per column to form simplex blocks, and d is a vector denoting the scaling of each simplex measurement. An equality constraint Cx = d, jointly with a nonnegativity constraint x ≥ 0, forms a block simplex constraint. We use (A, b) to encode additional linear sensor measurements, such as link flows, where similarly A encodes an incidence matrix (without any particular simplex structure) and b encodes the measurement value. An illustrative example is provided in Figure 1 . Thus, this gives us the following optimization problem
In Section VII, we will evaluate and compare the methods in Section VI on this route flow estimation problem.
IV. BLOCK SIMPLEX SIGNAL RECOVERY
In this section, we pose the general block simplex signal recovery problem, which is a constrained signal recovery problem. We first introduce the general signal recovery problem.
A. General Signal Recovery
Let x ∈ R n be a signal with at most k non-zero components. This type of signal is called k-sparse. Let {a 1 , . . . , a m } be a sequence of measurement vectors in R n that are independent of the signal. We denote the measurement matrix to be A = a 1 
B. Block Simplex Signal Recovery
Following the previous section, with x ∈ R n a k-sparse signal, A ∈ R m×n the measurement matrix independent of the signal x, and b = Ax ∈ R m the data vector, we now suppose that the signal x is also constrained to be in a block simplex, a commonly occurring linear equality constraint [13] , often corresponding to block probability distributions that arise in game theory, machine learning, and flow networks.
A (single-block) p-simplex constraint on a R p -valued signal s is commonly written as
In this problem, A, b, p are known and given, and x is unknown. Similarly to before, in the block simplex signal recovery problem, we wish to reconstruct the signal x in this constrained setting.
Note that if the sparsity is not known (or if the problem is not sparse), we indicate that k = n.
In this article, we focus on the following questions
• Given these measurements (A, , p), what algorithms can perform the reconstruction task? • What algorithms can perform the reconstruction task on large problems? The question of the number of measurements m necessary for reconstruction is also of fundamental importance and is deferred to future work.
V. FORMULATIONS OF THE PROBLEMS OF INTEREST
In this section, we present three problem formulations along with a computational method for each. We examine approaches from convex optimization, Bayesian inference, and compressed sensing, each of which is a principled approach to the block simplex signal recovery problem. Each of the respective methods have trade-offs in terms of computational efficiency, and assumptions on the signal.
A. Compressed Sensing
In this section, we present the compressed sensing formulation for the block simplex signal recovery problem. To simplify the notation, we present the noiseless case, i.e. Ax = b in this section. A least squares loss may be added back into the objective without changing any of our subsequent results.
The classic k-sparse formulation of the block simplex signal recovery problem is
where S = p + ∩ {x : Ax = b}. This finds the minimum cardinality signal satisfying the measurements and the block simplex constraint.
We first motivate sparsity in the context of the route flow estimation application. We then describe two relaxation approaches in the context of a single simplex, first to provide an explanation of why classical compressed sensing approaches do not apply in the block simplex setting, and second to describe the approach we will extend to the block simplex setting.
1) Sparsity in Route Flow Estimation:
Although a road network permits a combinatorial number of possible routes, it is likely that only a tiny fraction of them are used by people. For instance, routes through highways and major streets are much more likely to be frequented than a random sequence of small streets. Hence, we may wish to recover a route flow signal is sparse.
2) Single Simplex Convex Relaxation via 1 : Equation (2) is well-known to be NP-hard due to its combinatorial nature. Therefore, in the past decade there has been a line of work in compressed sensing which discusses the 1 norm convex relaxation (see Equation (3)) [5] .
In our problem the relaxation would read
We note that in our case of a simplex constraint, the 1 norm value is already known. Unless the k-sparse signal x * is the unique solution of Equation (3), we thus need a different regularization scheme to achieve strong recovery results. In the literature, this problem is referred to as recovering sparse probability distributions [14] . Without loss of generality, consider for a moment the single-block standard simplex case, that is C = 1 T , d = 1 with C ∈ R 1×n and let x be k-sparse. For a single standard simplex, we observe that 1 = x 1 ≤ x 0 ·x ∞ , thus x −1 ∞ is a lower bound on the size of the support of x. This suggests trying to use the inverse ∞ norm as a proxy for sparsity.
Let o * denote the objective value at the solution to Equation (2), the minimum value of x 0 subject to the constraints, we then consider the relaxation
which is solvable with n linear programs (LP), giving an overall complexity of at most On 4 with a primal-dual LP solver.
Instead of taking the maximum over 1 ≤ i ≤ n in the linear program formulation of Equation (4), we can equivalently take the solution with the lowest cardinality, thus solvinĝ
x min = arg min
which has also been proposed in [14] to recover the k-sparse signal. This alternative minimization scheme has the same complexity of On 4 . We call this inverse-∞ regularization.
3) Block Inverse-∞ Regularization: Instead of a single standard simplex x ∈ R n , we consider p standard simplices, following the standard simplex form given in (13) . Recall that p ∈ R p is the vector of individual simplex dimensions and let k ∈ R p be the vector of nonzero entries for each respective block of x.
As before, we need a convex relaxation for this problem to make reconstruction tractable. We could ignore the block structure and directly apply Equation (3) by replacing the objective with px −1 ∞ . However the observation
suggests that a tighter approximation can be achieved by solving
Two new computational challenges arise from this approximation. First, a direct extension of the method presented in [14] requires computing combinatorially many ( q i=1 p i ) subproblems in order to compute the minimum, which is computationally intractable (see Section V-A.4 for more details). Second, the subproblems are no longer linear programs, but rather constrained non-linear convex programs. We address the first and more troublesome problem by supposing that with some additional knowledge about x, we can make the following definition and observation, from which we may derive efficient solution methods.
Definition 1 (Maximal Support):
The maximal support i of a vector x ∈ R n is given as
We denote the block-wise maximal support
Definition 2 (Maximal Support Optimality): Let x * ∈ X * be an optimal solution to Equation (6) , where X * denotes the set of optimal solutions, and let j * = ( j 1 , · · · , j q ) denote some subproblem. Then, j * ∈ {maxsupp(x) : x ∈ X * } (i.e. in the set of optimal block-wise maximal support) if and only if j * achieves
Proof: (→): Let x * denote an optimal solution to Equation (6) and let j * = maxsupp(x * ). Then
Now consider some j = j * . Without loss of generality consider the case where a single index is moved from the maximal support, then there is some j i where
. This leads to an increase in the objective. Then for arbitrary j, we have an upper bound (which will turn out to be tight)
from which we conclude that j * attains the minimum o * ∞ . (←): Now consider j ∈ {maxsupp(x) : x ∈ X * }. Then for any x * ∈ X * , clearly
so the minimum o * ∞ is not attained. By definition of optimal solution, x ∈ X * trivially does not attain o * ∞ .
Corollary 1 (Optimality From Maximal Support):
If the maximal support of x * is known (or can be guessed), we may compute the optimal solution to Equation (6) by solving a single convex program instead of combinatorially many. This can thereby drastically reduce the complexity of the solution method for the problem in Equation (6) . For more details on these methods, see Section VI-A.
We refer the reader to [14, §3.1] for sufficient conditions on A for sparse recovery in the single block inverse-∞ case. As in compressed sensing with 1 regularization, these conditions are difficult to check.
4) Block Inverse-∞ via Direct Extension:
An alternative approach is a direct extension of the method presented in [14] and is analogous to Equation (5). The approach is to solve the following program, which selects an index from each simplex block q = ( p 0 , · · · , p q ). We denote the possible block-wise indices P = {p ∈ Z q : 0 p p}.
This approach requires, in the worst case, computing combinatorially many ( q i=1 p i ) subproblems in order to achieve the minimum, which is computationally intractable.
B. Bayesian Inference
We derive a probabilistic graphical model based on linear measurements and the block simplex constraint. We first note that the Dirichlet distribution encodes a standard simplex with a prior on the spread.
1) Spread in Route Flow
2) Probabilistic Model: We propose to compute the posterior distribution for the following probabilistic model (Figure 2 ), which has a single (scalar) fixed concentration hyperparameter α:
where b =Ãx and
The 1 i denotes an all-ones vector of size p i , which is the i th entry of the simplex dimensionality vector p ∈ N q . The signal x is comprised of q blocks with sizes p, and subsets of the signal x are drawn from a Dirichlet prior in Equation (10), where x i denotes the i th simplex block. Dir( α) denotes the Dirichlet distribution with α ∈ R | α| concentration parameter. The data vector b in Equation (11) is encoded as the mean for m normally distributed random variables, which have a dependence on the x vector. The measurement matrix A encodes precisely the linear dependence of b on x and it represents the edges in the graphical model (see Figure 2) . That is, in this problem, the dependence function is a weighted sum of random variables given by linear equations.
For simplicity we assume Gaussian noise in the data vector b given by variance σ 2 , and we assume no noise in the OD flow measurements. That is, y is stochastic, but A is fixed.
3) Posterior Distribution: The posterior probability is proportional to the product of the likelihood and prior probability (Bayes theorem) and may be written as: by a certain abuse of notation in using α to denote a vector of varying sizes, repeating the single hyperparameter as in Equation (10).
P(x|y, α) ∝ P(y, x|α) = P(y|x)P(x|α)
= m j =1 P(y j |x) p i=1 P(x i |α) (12)
C. Block Simplex Constrained Least Squares (BSLS)
Finally, we present the block simplex signal recovery problem (Section IV-B) directly as a convex optimization problem. We call this the block simplex constrained least squares (BSLS) problem. In this framework, we do not consider external information such as our beliefs about the sparsity or the spread of the signal. The problem may be written as the minimization of a quadratic program:
which minimizes the sum-squared measurement residual subject to the constraints and some regularization parameter λ.
Recall that x ∈ R n , A ∈ R m×n , and b ∈ R m . We re-write the block simplex constraint in matrix form
where 1 ∈ R q and the simplex constraint matrix C ∈ R q×n takes the following block diagonal form with all-ones vectors as the component blocks
Note that the ordering of the signal x must respect the ordering of the blocks. In general, m n (underdetermined) and p ≤ n (nondegenerate simplex blocks), thus typically the Hessian A T A of our convex quadratic objective is singular ( A T A ∈ R n×n but rank (A T A) ≤ m n). Thus without regularization, i.e. λ = 0, the problem might have multiple optimal solutions (underdetermined) or might have more observations than unknowns (overdetermined). Moreover, when there are uncorrelated measurement errors on the data vector b, the ordinary least squares is the best unbiased estimator of x.
1) Route Flow Estimation as BSLS:
We have already posed the route flow estimation problem as a BSLS problem in Section III-B. This formulation is appropriate in settings where we do not have strong prior information on the structure of the signal, i.e. if some routes are preferred over others.
2) Scaled Simplex Form: Though we pose the problem in terms of the standard simplex, which is important for the analysis of Equation (13) and interpretation (see Equation (10)), the problem generalizes directly to the case of scaled simplicies. This can be shown through a straight-forward change of variables to yield the desired scaled block simplex constraint Cx = d, wherex is a block-wise rescaled version of x and d ∈ R q + .
Proposition 1 (Equivalence to Scaled Simplex):
Equation (13) can be reduced from a least-squares problem with (separable) scaled simplex constraints:
where
, and x = E −1x . The vector d denotes the scaling for each simplex.
Proof: Take the formulation in Equation (15) .
where 1 ∈ R p denotes the ones vector. We define x = E −1x and A =ÃE, and notice that Ax =Ãx. We may assume without loss of generality that d 0, since d i = 0 for some block i ∈ {1, · · · , p} implies the trivial case wherex i = 0 (non-negativity). The blockx i does not contribute to the objective, and so we may write an equivalent problem to Equation (15) where d 0 by removing all such trivial blocksx i . Then since d 0, the non-negativity constraintsx 0 and x 0 are equivalent. We may also then assume without loss of generality that D, E are non-singular.
Finally, we observe that D −1 C E = C due to the block structure of C, yielding Cx = 1. This can be seen by noticing that E is a right operator that scales the rows of C by the entries in d, and D is a left operator that scales the rows of C by the entries in d, i.e. C E = DC, thus performing both operations results in the original matrix C.
Then we have the original standard simplex formulation of the BSLS problem given by Equation (13) . Provided that the problem is well-posed (E is non-singular), all steps are reversible, and thus Problems (13) and (15) are equivalent.
Thus, without loss of generality, we refer to A, rather thañ A, as the measurement matrix. We refer toÃ as the scaled measurement matrix.
VI. METHODS
We present briefly the state of the art or present our own methods for each problem formulation of the block simplex signal recovery problem. The first two presented methods are relaxations, the third is algorithmic, and the last two methods are sampling-based.
A. Compressed Sensing (CS)
The objective in Equation (6) where Q = {q ∈ Z p : 0 q p}. The minimum is now taken over combinatorially many (convex) subproblems, which is computationally intractable. By Property 1, we have that if we know j = maxsupp(x * ) for some x * ∈ X * , then we can compute x * by solving the single subprogram in Equation (8) x * = arg min
Thus we propose the following oracle method, which incorporates maxsupp(x * ) directly.
Algorithm 1 Oracle(·) Oracle Method for Block Sparse Recovery
Since maxsupp(x * ) is not known in general, x * , we propose the following random sampling method to find maxsupp(x * ): First, compute a rough pilot estimatex for x * (or the maximal support of x * ), e.g. by minimizing the 1 norm or the elastic net over all x satisfying Ax = b (that is, ignoring the block simplex constraints). Basic results in compressed sensing guarantee that the true support can be recovered with high probability [43] in the single block case. Then, we treat the estimate as the prior for selecting the maximal support for each block, and we update our prior as we find better estimates of x * . The random sampling method is detailed in Algorithm 2.
Algorithm 2 Random-Sampling(·) Random Sampling Method for Block Sparse Recovery
Require: initial point (prior)x ∈ R n , need not be feasible 1: while max iterations not reached do 2: Pick some index for each simplex block,
We additionally propose the following random sampling based heuristic (Algorithm 3), directly extending the method proposed in [14] , which similarly has the benefit of solving linear subprograms instead of nonlinear subprograms. 
1) Markov Chain Monte Carlo (MCMC) Method:
The normal-Dirichlet posterior probability in Equation (12) does not have a known analytical form, unfortunately, as in the case of conjugate priors. As it requires the integration of complex high-dimensional functions, it is difficult to derive an efficient Expectation-Maximization (EM) method or Gibbs sampler. Instead, we take an MCMC approach [44] , which attempts to simulate direct draws from complex distributions. We apply a modified Metropolis-Hastings sampling method with normal proposal distributions.
2) Metropolis-Hastings: Metropolis-Hastings is an MCMC sampling method that is well suited for drawing samples from some distribution p(θ ) = f (θ )/Z , where normalizing constant Z may not be known and may be very difficult to compute.
Our problem is well suited for a Metropolis-Hastings approach [45] , as we wish to sample from the posterior distribution
where the numerator is known (analytically) but the denominator is not.
We use an implementation of the Metropolis-Hastings sampling method, with two common augmentations: 1) An additional periodic tuning of a scaling parameter for the proposal distribution, and 2) A sequential block-updates of the latent variable.
The second augmentation to the standard Metropolis-Hastings method is updating eachx i in sequence. That is, each simplex blockx i is drawn in sequence, conditioned on the rest of the blocks, denoted x −i , and accepted (or rejected) in sequence.
The full procedure is detailed in Algorithm 4.
Thus, we have the following p proposal distributions to the Metropolis-Hastings method for each latent variablex i , i ∈ [1, 2, · · · , p]. For simplicity, we take our proposal distribution to be the normal distribution.
Algorithm 4 MH(f,q,N) Metropolis-Hastings Sampling With Block Updates and Periodic Tuning
Require:
Accept with probability α: θ
, and the complete likelihood is given by f :
C. Convex Optimization (CO) 1) BSLS Problem:
To solve the BSLS problem, we apply an efficient projected first-order descent method (see Algorithm 5), with a block isotonic regression projection step (which adapts the well-studied Pool Adjacent Violators Algorithm (PAVA) [46] , [47] to the box-constrained setting, see Algorithm 6). For a full treatment of PAVA, see [4, §3] and [48] .
Line search on the projected arc: 6 : end while 7: return z A key component of our approach is the analysis of the constraints of the convex optimization program. We apply a standard equality constraint elimination technique [5, §4.2.4] with a particular change of variable which converts the non-negativity constraints on the variables to ordering constraints. In the new space induced by the change of variables, we show that the projection on the feasible set (characterized by the ordering constraints) can be performed in linear time Figure 3b shows the OD flow measurements between all OD pairs, along with the set of routes (sequence of links) we consider for the toy problem. We denote again in the routes that share sensor measurement b. Figure 3c Require: vector y p ∈ R n p −1 1: compute with the PAV algorithm [46] :
3: return returnỹ p via bounded isotonic regression (see [49] for a short survey on isotonic regression). Then we solve our convex optimization program with an accelerated first order or second order projected descent algorithm. The change of variables presents two main advantages: the dimensionality is reduced (for each block), which is critical for large-scale problems, and we can perform the projection in On, an improvement over On log n required by the projection onto the simplex [50] , [51] , where n is the size of a block. In addition, it is worth noting that a wide variety of problems can benefit from this methodology. First, the use of algorithms that feature a projection step, e.g. projected descent methods and alternating direction methods, is very popular since they often provide a simple and efficient way to solve constrained convex optimization problem as opposed to more specialized active set methods. There is also a great deal of applications that feature simplex constraints, such as the aforementioned traffic assignment problem and games in general for the computation of strategy distributions, and 1 -based approach in machine learning [50] .
In the block simplex setting, this method achieves Omp time, and improvement from Omp log p, where m is the number of blocks and p is the size of the blocks. An analogous complexity can be shown for blocks { p i } of different sizes.
VII. EXPERIMENTAL RESULTS: METHOD EVALUATION
Finally, we discuss the results of the numerical experiments in the traffic network setting. We denote γ = We first present the test networks used in our experiments. Then, we present our findings with respect to accurate signal recovery and efficient signal recovery. In many situations, CS and BI recover signals more accurately than other methods, and BI has the advantage of having tune-able parameters. Among these methods, CO scales best; however, the block size significantly affects the performance of the CO and BI methods. Overall, we find that the CO method is recovers signals accurately and efficiently in large-scale routing applications.
A. Networks
We perform experiments on a variety of network scales, topologies, and solution distributions (i.e. route choice models). We first introduce the types of network models:
1) Benchmark Network ( Figure 3 ): We use a benchmark network, which consists of 3 nodes, 5 links, and 7 routes.
2) Grid Networks: We construct grid networks of size 1x3 up to 11x11 (6-440 links, 12-217,800 routes). For each OD pair, up to 15 acyclic shortest paths are selected.
3) Full-Scale Los Angeles Network: Finally, we use a full-scale network located in Los Angeles, CA, consisting of 20,513 links, 10,538 nodes, 280,691 routes, 700 origins, 1,033 link flow sensors, 1,000 cellpath sensors (cell towers), and 1 million simulated agents in the 25-mile wide I-210 highway.
B. Accurate Recovery
We first note that (·) is an extremely difficult metric, especially for under-determined settings, since having a non-empty nullspace implies an infinite number of feasible solutions.
1) Sparse Recovery (See Figure 4) : As typical in highly under-determined settings, signal recovery is challenging across the board (note the blue to green circles in 4a and 4b). However, remarkably, in sparse settings ( γ < 0.1), CS outperforms CO and BI in terms of accuracy of recovery. Note the error of the yellow and red circles in Figures 4a  vs 4b ; BI is not shown, due to scalability limitations. While the vast majority of high block-density instances (more red) are recovered accurately through the CS approach, their CO counterpart typically recovers the signals with up to 85% error. The sufficient and necessary conditions on the (traffic) matrices for guaranteed sparse recovery is beyond the scope of this work.
2) Spread Recovery (See Figure 5) : By tuning the hyperparameters of the graphical model, the BI method is able to capture a range of spread for a benchmark network (See Figure 3) , as measured by the cardinality of the solution x 0 . The benchmark network has the following probabilistic model: where y is scalar (we have only one measurement) and
noting that x B A is given. Following an experiment on this network consisting of 500 trials with experimentally determined burn-in of 3,000 samples, the spread recovery is seen by the number of zeros in the recovered solution; by tuning the hyperparameter α down, solutions with more zeros (x-axis of Figure 5 ) are encouraged for Dirichlet distributions. For instance, among solutions with two zeros (in a vector of size seven), α = (2, 2) produces 20 instances (out of 500), whereas α = (0.25, 0.25) produces 150. Note that in the benchmark network, at least four of the entries must be nonzero, due to the four ODs, and thus at most three entries may be zeros. In contrast, though the CS method encourages sparsity, the BI method provides a tune-able parameter to encourage or discourage sparsity, which may be informed by complex priors on specific contexts, for instance travel time, safety, comfort, and may also vary ablock simplex to the next. The CO method neither encourages nor discourages spread. Figure 6 ): With respect to the signal size n, the CS method runs well for medium-sized problems, BI works primarily for small problems, and CO method scales well to large problems. In particular, the proposed methods solve problems of size n = 1800, 200, 12000 for the CS, BI, CO methods, respectively, in 10 minutes on commodity hardware (including 3.3GHz with 4GB memory instances and 2.5GHz with 15.25GB memory-optimized instances). Although our methods all scale linearly in each iteration, the constant factors vary widely, and the number of iterations can grow super-linearly with the number of routes considered. Figure 6 ): For a fixed signal n, we find additionally that our methods behave significantly differently for varying block sizes (i.e. simplex dimensionality). We find that CO converges faster when the size of the blocks is small (note the red circles in Figure 6a ), i.e. when the ratio of blocks per signal length q/n is high, that is, when we have few routes per block simplex flow measurement, e.g. cellpath, OD. This is a result of the dimensionality reduction scheme, which transforms a problem of n variables into one with n−q variables, yielding a smaller optimization problem. In contrast, BI converges slower for small block sizes than for large block sizes (note the slope of the red circles vs the slope of the blue circles in Figure 6b) . These experiments used an experimentally determined burn-in of 6000 samples. This slow convergence is explained by the difficulty for sampling-based methods such as MCMC to sample probable (or feasible) solutions in the presence of relatively many constraints. On the other hand, the samplingbased CS method is unaffected by block size.
C. Efficient Recovery 1) Scalability (See

2) Block Size vs Computational Efficiency (See
3) Large-Scale Experiment: Only the CO method scaled to the full-scale Los Angeles network. In a quasi-static traffic network setting, we achieve an error of (x) = 0.1, that is 90% route flow accuracy. This is the first accurate result on large-scale estimation of route flow in the traffic setting, using infrastructure available today. For a full treatment of this experiment and more detailed results, please refer to [4] . This result provides evidence that available cellular sensors are suitable for traffic estimation and management, and that CO is a suitable method for solving this problem accuracy and efficiently in large urban networks.
D. Discussion
The complexity of the route flow signal motivates approaches for the problem of block simplex signal recovery, from the perspectives of convex optimization, compressed sensing, and Bayesian inference. We present a summary of methods, results, and intuitive takeaways for the block simplex signal recovery problem in Table I . Our numerical results highlight salient trade-offs between the approaches. In particular, CO scales well to full-sized traffic networks, but may only recover one of infinitely many feasible solutions. On the other extreme, CS attempts to recover the sparsest among the feasible solutions. The proposed methods are appropriate for medium-sized networks, however the suitability of the sparsest solution is context-dependent. Striving for a middle ground, the BI approach allows the designer to encode context in the form of a prior, which may even vary per block simplex and thus is an appealing approach to recovering the most likely route flow signal. However, the BI method exhibits poor scalability beyond very small networks. Additionally, we find that the size and thus number of blocks q affects the empirical convergence speed of the methods in vastly different ways, independent of the overall size of the problem n.
VIII. CONCLUSION
This article has presented the problem of block simplex signal recovery, three principled approaches, an empirical method evaluation, and its application to an important real-world problem. It is the first extensive methods exposition and comparative analysis of this problem and aims to provide insights to its disparate yet natural methodologies. Each method has its strengths and weaknesses, and our experiments establish that there exist methods that exhibit some of our desired properties-efficient recovery and recovery with varying degrees of sparsity-but there does not yet exist a method that has all our desired properties. Nonetheless, a compressed sensing approach is shown to recover sparse solutions, and a Bayesian inference approach is shown to encourage different amounts of spread with a tune-able hyperparameter. Finally, our experiments show that the convex optimization approach is not only computationally efficient, but accurately recovers the signal in our routing application.
For future work, we plan to see how we can combine ideas from these three approaches and more, while keeping the strengths. For instance, we are interested in exploring an optimization approach to the Bayesian inference method through variational inference as an avenue to improve its scalability. An interesting open question is whether there is a formal connection between regularizing the BSLS objective and placing a prior on the spread of the solution. We are also interested in alternative sparsity relaxation techniques and simplex projection methods which may lead to better results. Furthermore, we are interested in the theoretical analysis of structured sparsity for non-1 -based compressive sensing. We also plan to study the robustness of these methods in the presence of measurement noise. Finally, real-world data rarely conforms to clean assumptions, as made in this work, and the future study of the conjunction of these proposed approaches with data filtering techniques will be important for real-world applicability.
