The defining differences between DM and lexicalist approaches nevertheless remain intact. First, DM involves syntax in word-formation, whereas lexicalism holds that morphology feeds syntax. And secondly, DM remains resolutely procedural, albeit now within a constraint-andrepair model where the constraints express inviolable generalizations and the rules enforce them. In contrast, constraint-based lexicalist theories (such as the Minimalist Morphology of Wunderlich and Fabri 1995 and Wunderlich 2001 ) rely on OT-style ranked violable constraints. Thanks to the new look of DM it is possible to get past previous infelicities of execution to focus on these two essential architectural commitments. A&N's work is the perfect platform for theory comparison, because it presents not merely a few illustrative analyses but a virtually complete account of the intricate auxiliary system of several dialects.
My conclusion so far is that Basque provides no support for the two main features of DM -the involvement of syntactic head movement in word-formation and the processual approach.
Demonstrating this with a lexical analysis of comparable depth would require another book; my aim here is just to outline, in 8,000 words or less, parallel competing DM and LM treatments of the crucial Basque data and to assess their merits. After introducing the principal generalizations, I turn to the phenomena involving morpheme order and paradigm gaps where the approaches diverge most sharply, and argue that DM makes things more complicated than they really are. I then proceed to three general points: (1) contrary to A&N's claim, Basque morphology exhibits no opaque constraint interactions that require rule ordering, (2) the new version of DM, like previous ones (on which see Williams 2007) , still fails to characterize phonological and morphological wordhood correctly, even at the most elementary descriptive level, and (3) the constraint-and-rule approach unavoidably leads to redundancy and loss of generalization.
Morphology of the auxiliary
(1) reproduces the transitive present paradigm of the Ondarru Basque auxiliary from Yrizar 1992: 222.
1
(1) Transitive present 1Sg 'me' 2Sg 'you ' (3Sg) 1Pl 'us' 2Pl 'you' (3Pl) I treat the person-marking morphemes in the traditional way as agreement affixes (for A&N they are clitics). They are grouped around a core auxiliary head, whose form is determined by the "absolutive" (i.e. nominative) object: 2 after 1Sg. objects it is /-a-/ (e.g. n-a-su 'you (Sg.)-Presme'), after 1Pl. and 2 person objects it is /-ittu-/ (e.g. saitxut 'I (Sg.)-Pres-you'), and when there is no nominative it appears in a default form. The position of the agreement affixes relative to the 1 Palatalization of -tt-as in saittut → sa(i)txut, regular in A&N's data, is restricted to the Gaminde area in Yrizar. A major morphological difference between the two data sets occurs in the past ditransitive paradigm (not reproduced here).
2 I think absolutive is just a name for nominative in languages that have an ergative case (contra Legate 2006) , but I follow standard usage here for the sake of minimizing irrelevant disparities between the analyses. head is indicated by the hyphen in (2); /su/ and /gu/ can appear both before and after it, depending on what other affixes are present. The morphemes in the left column of (2) are unspecified for case and can mark the person of either an ergative argument or of an absolutive argument. In the first singular the relation between prefixed n-and suffixed -t/-a is evidently suppletive; otherwise the prefixed forms (normally in absolutive function) are derivable from the corresponding suffixed ones (normally ergative) by
The datives in the right column evidently consist of a dative case morpheme followed by a person morpheme, with some obvious phonology (/tz/ → s / ___[+obstr,-cont], and Voicing Assimilation). The third person has a portmanteau allomorph /ko/ used when the auxiliary contains no other agreement morpheme.
3 We'll see at (24) below that the bimorphemic composition of the dative explains why it never appears in the initial, most deeply embedded slot of the auxiliary, even when it represents the thematically lowest argument.
Second and third person plurals of both sets contain a plural morpheme -e, which in this dialect is placed at the end of the auxiliary, sometimes separated from the corresponding person morpheme by intervening morphemes. Only one -e is ever realized, regardless of how many plural arguments there are. 4 There's also another plural ending -s, and /gu/ is a portmanteau that marks both plural number and first person.
To summarize, the case/agreement morphemes are of three types with respect to ordering: 3 A&N reject the morphological decomposition of the datives on phonological grounds. Their first argument is that "when -tz (the underlying form of the third singular dative clitic in our analysis) is followed by first singular ergative -t or first plural ergative -gu in Lekeitio and Ondarru, the result is -tza-t and -tza-(g)u, respectively, not -s-t(a) and -s-ku. A similar issue arises with the second singular form -tzu (33c). Although the cluster tz-s typically surfaces as tz in Basque, this is not the case in Biscayan finite verbs, where this cluster triggers epenthesis. For instance, third singular dative -tz followed by second singular ergative -su results in -tza -su, not -tz-u, in Lekeitio and Ondarru." (p. 126) The difference in phonological treatment can however be attributed to the fact that the morphological boundary inside the dative+person complex is tighter than the boundary between the case-person markers -most likely level 1 phonology in the former and word phonology or postlexical phonology in the latter. As a reminder of this tighter bond, I'll separate the dative and the person marker it governs with '+' instead of the '-' that I use for other morpheme boundaries, e.g. dative 1Sg. tz+t → st, dative 3Sg. and ergative 1Sg. tz+∅-t → tzat. Their second argument is that in Zamudio, the "dative clitic often surfaces as -sku, but the corresponding ergative clitic is -u, with no initial velar stop." This however appears to be due to phonological lenition g-→ y-→ ∅, which applies fairly generally in Zamudio. 4 In DM it is probably necessary to associate a separate -e with each plural person clitic, to have it move to the end of the auxiliary, and to posit a morphological or phonological rule that collapses -e + -e into -e. In the lexical analysis it can be treated as a single morpheme which assigns the feature [+Plural] to one or more arguments of the verbal predicate (as in Georgian, for example).
(3) a. suffixes: the datives, past tense -an, the plurals -e and -s, first singular -t/-a b. prefixes: present tense do-, first singular nc. unspecified (prefixed or suffixed as the constraint system dictates): ergative/absolutive gu, su
The ordering restrictions (3a,b) on suffixes and prefixes are inviolable, i.e. governed by undominated constraints. These constraints, and the candidates violating them, such as forms with suffixed rather than prefixed 1Sg. -n, will simply be omitted in the tableaux below. The ordering restrictions subsumed under (3c) will be analyzed extensively below.
The case/agreement morphemes form an auxiliary with the functional head to which they attach, which I label T as A&N do. The auxiliary is syntactically combined with a main verb, on which perfect or imperfect aspect is morphologically registered. The default order of person-case morphemes in the auxiliary is Abs -T -Dat -Erg, precisely the reverse of the basic Subject -Indirect Object -Direct Object order of the preverbal nominals that they agree with.
6 Datives always follow T immediately, even when there is no absolutive to claim the initial slot. In the present tense, T is preceded by an absolutive if there is one, or else by the morpheme d-, here assumed to mark present indicative (following Trask 1977 , 1997 and Donohue 2004 . On this analysis, the T head to which it is attached is unspecified for tense. 7 The past tense is expressed by -(a)n; as a suffix it does not compete for the initial position with the absolutive:
Lexical analysis
Since the auxiliary complex is formed as a word in the morphology, it enters the syntax as a single functional head, whose case and person/number features must match those of the finite main verb's Nominative, Ergative, and Dative arguments. I assume that this matching is required to license the assignment of a Th-role to a direct argument.
In what follows I make two assumptions which are fundamental but I think not essential for the analysis. For expository convenience I assume a lexicalist syntax, though the treatment should in principle be compatible with a wide range of approaches to syntax, including Minimalism as in Chomsky (1995) . And for the sake of maximum compatibility with the realizational outlook of DM I assume a realizational OT format, which maps featurally specified inputs into fully formed morphological words. I actually prefer a setup where morphemes are combined incrementally and each combination is immediately assigned a phonological, semantic, and argument-structural interpretation, but adopting it here would just introduce an unnecessary distraction.
The ordering of the case/agreement morphemes obeys the three constraints in (6).
(6) a. NONINITIALITY:
T in a finite verb cannot be the leftmost morpheme within the word.
b. ENCLISIS:
Case/agreement morphemes follow T.
c. CASEALIGNMENT If the Th-role that C 1 licenses outranks the Th-role that C 2 licenses, C 1 c-commands C 2 (hierarchical structure mirrors thematic argument prominence).
Constraints (6a) NONINITIALITY and (6b) ENCLISIS correspond to A&N's T-NONINITIALITY ("terminal T cannot be leftmost within T 0max ") and T-PENINITIALITY ("only one morpheme may precede terminal T within T 0max "), but they are more general and do more work. They are more general in two respects. Neither of them needs to specify the domain restriction "within T 0max ", because like all morphological constraints they hold for lexical words, and ENCLISIS does not need to say "only one" because that follows from the constraint ranking NONINITIALITY > EN-CLISIS (more on this in section 9 below). And they do more work than T-NONINITIALITY and T-PENINITIALITY because they generate the correct outputs all by themseves without movement processes to implement them. Both these advantages of the lexical analysis accrue directly from adopting OT.
The order of case/agreement morphemes derived by (6) is shown in (7). n-su.
1SG-2SG
(> nasu) (A&N 19) 'You(Sg.Erg) have seen me (Abs).'
The morphological derivation of n-a-su 'you (Sg.)-Pres-me' (see (1)) by the constraints in (6) is shown in (9).
(9) NONINITIALITY ENCLISIS CASEALIGNMENT Present + Abs.1Sg + Erg.2Sg a. *a-t-su T-1Sg-2Sg
The output is sent to the syntax, where words are combined and agreement is enforced: In contrast to lexicalist analyses, which are designed to have the constraints get the word structure right the first time, DM posits a complex sequence of syntactic and morphological operations that interact to put the morphemes into the correct order and assemble them into a single word. For A&N, P/N morphemes are clitics that originate as heads of KPs and Part(icipant)Ps. As is standard in DM, syntactic operations operate on unordered abstract nodes containing feature bundles to yield an output which is sent to the morphology, where a set of morphological operations first apply to unlinearized feature bundles and nodes, then a word-internal Linearization operation imposes an ordering on feature bundles, Linear Operations move abstract terminal nodes around and copy them within the word, and finally Vocabulary Insertion provide them with phonological exponents. This terminates the morphological derivation, and the output then goes to the phonology.
This architecture departs from standard DM in some significant respects. Linearization is allocated to a distinct fixed stage of the derivation, which separates early morphological operations that do not care about the order of morphemes from later morphological operations that do care about the order of morphemes. Dislocation operations apply not (or not only) after Vocabulary Insertion, as in Embick and Noyer (2001) , but before it. One reason is that A&N posit a morphological Ergative Metathesis process which crucially feeds allomorphy (Ch. 5).
The derivation begins in the syntax with the usual merger and move processes. The AGREE-LINK operation establishes an agreement relation based on hierarchical relations and locality. Still in the syntax, ergative clitics head-move to C(omp), absolutive and dative clitics head-move to T(ense), and T is then adjoined to C. (This requires main clauses to be headed by C.)
The reason case-bearing clitics are attracted to T and C is according to A&N that the clitics bear a "finiteness feature" (Rizzi 1997) that must be checked by the [+fin]-bearing heads T and C. Why ergative clitics must land in C and absolutive and dative case must land in T rather than the other way around remains unexplained. Secondly, in order to guarantee the right order, T and C must be allowed to attract just one clitic each -an unusual property of hosts ensured by a Basquespecific constraint (A&N p. 66).
9 Thirdly, the posited head-to-head movement of clitics requires some loosening of the standard locality constraints. In (12) the clitics have to bypass intervening ineligible heads to reach their proper landing sites. Absolutive/dative clitics move from below the c-commanding ergative clitic past v and V to T, and ergative clitics in turn move past the absolutive in T to C. A&N propose that head movement of clitics has the special property that it typically skips intervening heads that cannot host them, in this case skipping v and V, which cannot host clitics at all, and T, which cannot host ergative clitics (although it can host dative and absolutive clitics).
This entire apparatus appears to be an artifact of having the pieces of the auxiliary assembled by syntactic movement. The lexical analysis has no movement, hence no puzzle about what moves where when and why. Instead, (6c) provides a cross-linguistically motivated unifying principle for the constituency of the agreement morphemes, which together with their morphological orientation (prefix, suffix, or unspecified) generates their order in the auxiliary.
The output of these syntactic movement processes then enters the morphology, passing through a sequence of strata, each with its own set of well-formedness principles implemented by corresponding repair operations. Exponence Conversion, the first submodule of the morphology, interprets the syntactically constructed agreement links by copying the values of the F-features onto the unvalued agreeing element T (A&N 86), and Fission applies (to split off Plural into a separate morpheme, among other things, A&N 132). The second submodule implements syntagmatic and paradigmatic feature co-occurrence constraints in the auxiliary by feature deletion processes. I address this part of the analysis in section 7 below. The next module effects complementizer agreement, posited by A&N (2.4.3 and p. 100) for -an, which we treated as a past tense marker.
So far the DM derivation produces unordered constituent structures with no actual morphemes. The clitics are now linearized with respect to their sisters. Absolutives and ergatives are placed after it by the two rules in (13). (13b) places clitics before their head. For datives, it is is overridden by a special linearization rule (13a) that places dative clitics after T.
(13) Linearization in Basque words a. In a binary branching node x with daughters y and z, where y is the head of x and z is a dative clitic, y precedes z. (Special linearization rule that places dative clitics after T.)
b. In a binary branching node x with daughters y and z, where y is the head of x, z precedes y. (Head-finality, the general rule for Basque.)
In the lexical analysis the position of datives follows directly from (6). They cannot precede T because of their bimorphemic structure, and they cannot follow ergatives by (6b).
What is worse, in the DM analysis the fixed position of dative clitics is stipulated not once but twice: once by the special linearization rule (13a), and a second time in the structural description of Ergative Metathesis, to which we turn next.
Ergative Metathesis
Syntactic cliticization and morphological linearization yields the following structure:
Note that all three classes of clitics are string adjacent to T, and on A&N's assumption that allomorphy depends in string adjacency we might expect the shape of T to be sensitive to them. Actually clitic allomorphy ("agreement" for A&N) only ever depends on absolutive clitics; if there is no absolutive clitic in the auxiliary, T assumes its default shape. In the lexical approach this is a natural consequence of the constituent structure in (7) and morphological locality.
10
10 A&N (p. 83) claim that T agrees covertly also with datives. The evidence comes from a dialect in which first person dative clitics are represented by absolutives in ditransitive auxiliaries (p. 83). ("Impoverishment"). Since these clitics are in fact absolutives, the fact that they affect the shape of T like absolutives is predicted on the lexical account. The case for dative "agreement" is purely an artifact of DM's approach to word construction. The rule incorporates three conditions. The clitic that moves is the ergative, not the structurally closer dative. This duplicates the linearization rule (13a) that ergative clitics follow their T head, as mentioned at the end of the preceding section. The clitic has to move to the left edge of T. This duplicates the NONINITIALITY constraint. And it moves only in the Past, to keep the initial position vacant for a default clitic in the present tense. When both subject and object are third person, and the tense is past, no overt material is available to put before T, so A&N posit a zero prefix to satisfy the constraint, as in (17b). Again, the lexical analysis derives these cases directly. There are no 3.Person absolutive/ergative P/N morphemes, and no past tense prefixes. 13 A faithfulness constraint IDENT-F (perhaps undominated) prevents insertion of featurally incompatible prefixes, e.g. present d-in the Past, or, as in (18) 1Sg for 3Sg. The NONINITIALITY constraint is then violated, precisely when and because there is no way to safisfy it. Thus operating with violable constraints avoids the need for the artifice of letting morphotactic conditions be satisfied by epenthetic default morphemes that are phonologically null and morphologically and semantically empty, which comes close to empirical unfalsifiability. Lexicalism has no problem with null morphemes -In fact we will want to say that the dative clitic has a null object in the 3Sg., for example -but it cannot make sense of A&N's crucial contrast between between the absence of a clitic and the presence of a null clitic with no detectable properties. (18) IDENT-F NONINIT ENCLISIS CASEALIGNMENT Past (+ Abs.3Sg) + Erg.1Sg → n-eb-an 1a.
*eu-t-n T-1Sg-Past * 1b. n-eu-n 1Sg-T-Past * Past (+ Abs.3Sg) (+ Erg.3Sg) → eb-an 2a. eu-n T-Past * 2b.
*n-eu-n 1Sg-T-Past * *
In case 1 of (18), NONINITIALITY forces the ergative into initial position. In case 2 of (18), NONINITIALITY cannot be obeyed because there is nothing that can be put in initial position (without violating IDENT-F). Since the relevant IDENT-F) constraint is undominated (at least for person), this exceptional situation produces a violation of NONINITIALITY. No ∅ clitic is required to "eliminate" the violation.
More linearization problems
We are not done yet with the DM derivation. Since Ergative Metathesis is restricted to Past tense auxiliaries, a second repair is required when a present tense auxiliary lacks an overt absolutive. The morpheme d-is then inserted. Trask's (1977 Trask's ( , 1997 ) and Donohue's (2004) view that it marks present indicative. It can't be inserted if the input specifies past tense because of feature clash, enforced by IDENT-F. But it is inserted in the present tense where dominant constraints on morpheme order permit. 
The analysis leads to a "ping-pong" ("Duke of York") derivation, which A&N put forward as an attractive feature and advance as an argument for DM. The linearization rule (4b) requires a dative clitic to be in T. The one-clitic-per-head constraint then precludes T from hosting an absolutive (case (14c)). In the past tense, the present tense prefix do-cannot be inserted (Faithfulness). The syntactic repair process of ABSOLUTIVE PROMOTION then turns the absolute into an ergative, allowing it to move to C. The vacant pre-T slot still violates NONINITIALITY. This is repaired as before by Ergative Metathesis. Once again, the lexical analysis derives these cases directly. Dative clitics are bimorphemic, of the form Prep+Pronoun (see (2)). E.g. -st = /-tz-t/, -tzu = /-tz-su/, -sku = /-tz-gu/, -tz = /-tz-∅/. Therefore placing them before T would incur a violation of ENCLISIS. (24) NONINIT ENCLISIS CASEALIGNMENT Past (+ Abs.3Sg.) + Dat+3Sg + Erg.1Sg → n-e-tz-an 1a. *e-tz+∅-t-an T-Dat+3Sg-Erg1Sg-Past * 1b. *tz+∅-e-t-an Dat+3Sg-T-Erg1Sg-Past ** 1c. *n-tz+∅-e-an Erg1Sg-Dat+3Sg-T-Past *** * 1d. n-e-tz+∅-an Erg1Sg-T-Dat+3Sg-Past * * A&N claim that the ping-pong derivation is independently supported by the distribution of the third person singular dative clitic allomorph -tz in Ondarru. They propose that it occurs in auxiliaries that contain a clitic in C -that is, an ergative clitic; otherwise, the allomorph is -ko. In their proposed derivation, the promoted absolutive clitic in C triggers the -tz-allomorph of the dative, and it remains after Ergative Metathesis removes the clitic from C. In contrast, an auxiliary that has no clitic in C at any stage in the derivation has the allomorph -ko-, as in the psych-verb configuration (14c), where a third person absolutive, not being represented by a clitic, does not undergo Absolutive Promotion. But the generalization can equally well be stated in another way: the dative case/agreement ending has the portmanteau allomorph -ko-if it is the sole overt case/agreement ending in the auxiliary, otherwise it is -tz-plus the regular case/agreement morpheme. The auxiliary netzan has the -tzallomorph because it contains a 1Sg. clitic. Thus, the argument for the ping-pong derivation begs the question.
The prohibition of the ko dative in the presence of another clitic can be seen as an instance of a more general family of syntagmatic markedness constraints on the co-occurrence of clitics in the auxiliary. Other instantiations of this family are treated in A&N's second subcomponent of the morphology, to which I now turn.
Feature co-occurrence constraints
Recall from (1) (Present + Abs.2Sg + Dat.1Pl) (missing Dat.1Pl.) 'We like you(Sg.)' ("Absolutive Promotion".)
do-su
The PARTICIPANT DISSIMILATION constraint, and the neutralization operation that enacts it, only apply the the first person plural; the first person singular is not subject to them.
In the LM analysis we can model this neutralization with the markedness constraint *1PL/2, together with the faithfulness constraint MAX-2PERSON. These constraints do the work of A&N's (26). Tableau (29) shows the derivation of (27c).
The Person-Case Constraint
Like its neighbors French and Spanish (Bonet 1994 (Bonet , 1995 , Basque obeys the Person-Case Constraint (PCC). The PCC prohibits sentences like 'They have sold me to you(Sg)', though speakers can either express the idea in more roundabout ways (Rezac 2008) , or omit one of the clitics, either the dative or the absolutive (A&N 75). A consequence of the PCC and the absence of third person agreement that an auxiliary or verb can have no more than two agreement morphemes (Donohue 2004) .
One of A&N's most interesting claims is that the PCC is derivable from Basque's clitic restrictions: dative and absolutive clitics cannot co-occur because they compete for the single slot allotted to them in T; third person is exempt from the PCC because there are no third person absolutive clitics; hence 'They have sold me to him' is grammatical.
A shadow is cast over this explanation by the fact that the PCC is attested in a range of typologically and genetically diverse languages thich have overt third person clitics, or which lack the one-clitic-per-host restriction on auxiliaries, and/or lack the requirement that dative and absolutive clitics have a feature that must be checked in T. sistisune.
introduce-3PL Greek 'They will introduce me to you.' Indeed, the PCC is documented in languages which lack auxiliaries altogether (Haspelmath 2004 , Rezac 2011 ). It would be strange if a constraint as general as the PCC were grounded in Basque in a set of constraints that are specific to that language, some of them idiosyncratic and typologically uncommon.
A&N are aware of this concern and strive to allay it by questioning the cross-linguistic unity of PCC effects, claiming that they are so heterogeneous that the PCC cannot be reduced to a single constraint. The parochiality of their Basque-internal account would then not be so objectionable.
Their argument seems to rest on the underlying assumption that the inventory of constraints is small and uniform, and that cross-linguistic variation is located in the repair processes that implement them. This is almost certainly incorrect. It is clear that the scope of constraints can vary across languages in ways that cannot be ascribed just to differences in the available repairs. For example, complex consonant clusters are universally marked, but different languages restrict them to varying extents (onsets, codas, 2-and 3-consonant clusters, etc.). In fact, from the OT perspective, most constraints (for all we know, all of them) come in families that form stringency hierarchies, which are variously interranked with other Markedness and Faithfulness constraints to yield a variety of complex patterns, all the way from inviolable core constraints of a language down to subtle effects detectable in its margins (TETU, Emergence of the Unmarked).
A second argument against A&N's attempt to reduce the PCC to Basque cliticization constraints, or for that matter against any sort of morphological filter account, is that it is generally a constraint on argument structure or on Th-role combinations, not on the distribution of case. Haspelmath's (2004) descriptive formulation makes this clear. (32) predicts that the PCC applies to Recipient/Experiencer datives ("applicative" datives, in Rezac's terms), but not to directional/locative datives. Sentences like "I approached the boat (Dat.)" are indeed reportedly OK in Basque (Rezac 2007 , Preminger 2012 , though not for A&N's Ondarru consultant, A&N 75). For A&N these directional/locative datives are a complication. They posit two different types of dative case, "dative-P" and "dative-Appl" and a functional category H ("Host") intermediate between C and T which can host host "dative-P". By stipulation, T and C don't attract "dative-P" clitics, so they must go to H. Since the functional category H is otherwise umotivated, and "dative-P" as a case-theoretic category is also unmotivated, this cannot be regarded as a satisfactory treatment. For the lexical analysis, the formulation of the PCC in (32) is unproblematic, because (6) explicitly relates the distribution and ordering of case/agreement morphology to the Th-roles of the arguments they license. That some speakers or dialects apparently extend PCC effects to all datives including directional/locative ones is also not a problem for the lexical account, at least descriptively, since the case/agreement morphemes agree in case with the arguments they license.
Reconstructing the 'word'
In lexicalist theories, the lexicon and morphology deliver words to the syntax, and the syntax may augment them by cliticization and perhaps other processes. In non-lexicalist theories, words are defined on syntactic structures. A&N have two different kinds of words, M-WORD and X 0max .
(33) a. M-WORD: a 0-level node that is not dominated by any other 0-level node.
b. X 0max : a 0-projection of terminal X that is not dominated by a 0-projection of X.
The M-word is equivalent to Embick & Noyer's 2001 M(aximal) Word, to Lexical Phonology's postlexical word, and to prosodic phonology's clitic group. The X 0max word is the problematic category. A word contains as many X 0max words as it has X heads. In Basque, the only X 0max that figures in A&N's analysis is T 0max , which is the domain of feature neutralization ("impoverishment") and morpheme ordering, the latter by the previously mentioned NONINITIALITY and PENINITIALITY constraints:
(34) a. T-PENINITIALITY: Only one morpheme may precede terminal T within T 0max .
b. T-NONINITIALITY: Terminal T cannot be leftmost within T 0max .
The reason (34) is defined on T 0max words rather than on M-words is that it doesn't see the modal particles (complementizers) procliticized to the auxiliary, such as evidential ei-. For purposes of these constraints, the prosodic word ei-d-a-tor has -a-in second position, not in third position. The proclitic ei-in (35) is part of the auxiliary M-word by definition (33a) and of Mod 0max and C 0max by definition (33b), but it is not in T 0max . So, if the ordering constraints in (34) are defined on the auxiliary T 0max , they will apply as desired.
A lexicalist approach does not define words derivatively, and it does not need so many different kinds of "words". The morphology outputs lexical words, which are the domain of lexical constraints like (6), including those that fix the order of morphemes. Modal particles are generated in the syntax and postlexically procliticize to the lexical words that they scope over to form postlexical words. No other kinds of words are required.
Postlexical words (M-words, in this case C 0max ) are referred to by Basque's ban on finite-verb initial sentences, which prohibits (37b) as a word order variant of (35). Moreover, in the lexical analysis the two constraints (38a) and (38b) are not just historically related: they are just special cases of a single constraint.
(40) Constraint: T can't be initial in the constituent that it heads.
a. Lexical instantiation: the T head of the word can't be initial in the word. b. Syntactic instantiation: the T head of the clause can't be initial in the clause.
Let us conclude by taking note of DM's extraordinary undergeneration and overgeneration with respect to the characterization of the word. DM actually provides no counterpart to the lexical word (the word minus its syntactically added pro-and enclitics). For example, dator in (35) is not a word, as can be seen from (36b). This is likely to cause trouble in the formulation of word-level phonological processes. On the other hand, as (36) again demonstrates, the theory overgenerates as well, yielding such bogus T 0max "words" as na-in (4b) nasu and -do-in (41) ba-dosu, and the Mod 0max "word" bado-in ba-dosu. None of these fragments are words in any useful sense, e.g. as domains of word phonology, prosodic minimality constraints, morphological constraints, syntactic free word order, etc.; badois not even a constituent.
Problems with the constraints-and-repair model
A&N's DM analysis suffers from the well-known duplication problem that besets all theories that rely on both constraints and rules. The intended division of labor is that constraints express the generalizations, while the rules perform the actual operations that enforce them. But they largely duplicate each other and the theory provides no principled formal link between them. As A&N themselves note in connection with Plural impoverishment (p. 217), "the structural description of the rule matches the corresponding markedness constraint that triggers the rule". But once the constraints are properly formulated and ranked, the rules are unnecessary. As we saw, the NONINI-TIALITY and ENCLISIS constraints suffice to ensure that the Aux head is preceded by exactly one morpheme; the DM analysis not only has similar (albeit more complex) constraints, but in addition has rules that move clitics around, often many times, to satisfy them. The NONINITIALITY and PARTICIPANT DISSIMILATION constraints could be erased from the grammar without affecting its output. The rules that implement them would remain unchanged in their formulation, application, and the resulting outputs.
14 The lexical analysis has just the constraints and gets it right in one go:
when the markedness constraint prohibits the two affixes from appearing together, the Faithfulness constraints determine which one survives. Thus, the analysis mobilizes the constraints themselves to derive the correct outputs without any redundancy or duplication.
The problem of formally relating constraints and rules is not new. It has been thoroughly aired in phonology, first in the 1960's in connection with morpheme structure constraints (Stanley 1967), again in the 1970's a propos conspiracies (Kisseberth and Kenstowicz 1977) , and re-emerging in the 1980's in the debate around constraint-and-repair approaches (Paradis 1987) . It remained unsolved each time, a fact which played a role in the rapid turn to pure constraint-based theories such as OT in the 1990's.
Apart from duplication, the combination of rules and constraints incurs additional complexity due to the need to choreograph their interaction. A&N distinguish triggering constraints, which define configurations that must be repaired by some rule when they arise, from blocking constraints, which configurations that are not allowed to arise at all. As is well known, OT straightforwardly reduces this functionality to constraint interaction.
(42)
• P → Q is triggered in the context X___Y if *XPY ≫ *Q,
• P → Q is blocked in the context X___Y if *XQY ≫ *P.
DM's excess theoretical power is seen in the under-utilization of rule ordering. All crucial ordering relations of A&N's morphological analysis -other than the ping-pong derivation I argued in section 6 is not required -are instances of feeding and bleeding, i.e. unmarked (transparent) order. Exponence Conversion feeds the rest of the morphology, Absolutive Promotion feeds Participant Dissimilation (340), Absolutive Promotion and Participant Dissimilation feed Ergative Metathesis (341, 344), Participant Dissimilation bleeds Ergative Metathesis and Root Reduplication (346, 347) . The transparency of derivations does not follow from anything in DM's derivational setup, but it is a necessary property of an OT-based account, as long as we are dealing with a single morphological stratum, as appears to be the case for the data of interest here.
Conclusion
A&N's analysis is exemplary in its ingenuity and thoroughness, and offers a wealth of insights about Basque morphology. I doubt that it could be much improved within the confines of DM. But if this is close to the best that DM can do, what can we conclude about DM? The inadequacies of A&N's analysis must be largely artifacts of the framework itself. We have indeed seen that DM by its very nature obscures a number of obvious generalizations that lexical approaches to morphology bring out directly. These approaches allow a family of formally cleaner and more restrictive theories that deliver simpler analyses and make more sense of the Basque system, and of the morphology/syntax interface in general. This conclusion only affirms, and indeed strengthens, A&N's theoretical point that the effect and interaction of syntactic and morphological operations is constrained in a principled way by the formal character of the representations to which they apply. 
