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Abstract
Eine wichtige Anwendung in den Ingenieurwissenschaften und in der Physik ist die Berechnung
der Stro¨mung von Flu¨ssigkeiten oder Gasen. Das Verhalten solcher Fluide wird ha¨ufig durch die
Navier-Stokes-Gleichungen beschrieben. Viele dieser Probleme lassen sich nicht analytisch lo¨sen,
sondern nur numerisch approximieren. Insbesondere bei turbulenten Stro¨mungen besteht die
Schwierigkeit, dass die Diskretisierung nicht alle Skalen auflo¨sen kann. Kleine Verwirbelungen
ko¨nnen somit nicht berechnet werden. U¨blicherweise werden ihre Effekte jedoch mithilfe von
Subgrid-Modellen nachgebildet. Diese Techniken sind auch als Large Eddy Simulation oder
variationelle Multiskalenmethode bekannt. Viele der Subgrid-Modelle gehen als zusa¨tzliche
Diffusion in Form einer ku¨nstlichen Viskosita¨t in die Differentialgleichungen ein, es wird von
Reynolds-Averaged-Navier-Stokes-Gleichungen gesprochen.
Moderne Verfahren zur numerischen Lo¨sung von Differentialgleichungen vera¨ndern die der
Diskretisierung zugrunde liegenden Gitter in Abha¨ngigkeit von der zu bestimmenden Lo¨sung.
Als Indikator fu¨r eine adaptive Gitterverfeinerung kann ein Funktional der Lo¨sung verwendet
werden. Dieses Funktional wird im Vorfeld vom Anwender vorgegeben und beschreibt eine
Gro¨ße, die ihm bei der Approximation besonders wichtig ist. Mithilfe eines dualen Problems
ko¨nnen dann die Gitterelemente identifiziert werden, bei denen eine lokale A¨nderung der
Lo¨sung einen besonders großen Einfluss auf den Wert des Funktionals hat. Bei der verbreiteten
Technik der Dual Weighted Residuals werden gezielt diese Gitterelemente verfeinert.
In der vorliegenden Arbeit wird auf Grundlage einer a-posteriori-Fehlerabscha¨tzung ein inverses
Problem entwickelt, das die ku¨nstliche Viskosita¨t nicht als Parameter, sondern als Variable
entha¨lt. Statt aus einer vorgegebenen ku¨nstlichen Viskosita¨t die resultierende Stro¨mung zu
berechnen, wird diejenige ku¨nstliche Viskosita¨t gesucht, die eine Stro¨mung liefert, deren
Funktionalwert mo¨glichst exakt ist. Es wird ein mehrskaliger Ansatz verwendet, um den
Funktionalwert einer feineren Diskretisierung als Referenz nutzen zu ko¨nnen.
Auf Grundlage dieser neuen Idee kann fu¨r beliebige (partielle) Differentialgleichungen mitsamt
eines vorgegebenen Modellierungsansatzes ein solches inverses Problem formuliert werden.
Die Lo¨sung des inversen Problems steuert dabei den Modellierungsansatz in Raum und Zeit.
Anschließend wird das resultierende System aus fu¨nf Variationsgleichungen im konkreten
Kontext der instationa¨ren inkompressiblen Navier-Stokes-Gleichungen formuliert, auf Basis
der Finite-Elemente-Methode implementiert und anhand von drei Modellproblemen praktisch
gelo¨st.
Schließlich wird noch der Frage nachgegangen, ob und wie aus der so gewonnenen konkreten
ku¨nstlichen Viskosita¨t wieder ein (allgemeiner verwendbares) Viskosita¨tsmodell konstruiert
werden kann. Dazu werden Approximationsansa¨tze auf Grundlage von reduzierten Basen,
nichtlinearer Approximation sowie radialen Basisfunktionen diskutiert, implementiert und auf
die vorgestellten Modellprobleme angewendet. Diese neuen Viskosita¨tsmodelle werden mit den
bereits gewonnenen Daten verglichen und eingeordnet.
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1 Einleitung und Motivation
Ein zentrales – wenn nicht sogar das zentrale – Anliegen der Naturwissenschaften ist es,
die Welt, in der wir leben, zu verstehen und zu beschreiben. Ein wichtiges Werkzeug aller
Naturwissenschaften ist die Mathematik. Sie dient unter anderem dazu, naturwissenschaftliches,
konkret etwa physikalisches Verhalten, pra¨zise zu beschreiben. Anhand dieser Beschreibungen
ko¨nnen theoretische Betrachtungen, Analysen und Berechnungen durchgefu¨hrt werden, die
zu Vorhersagen fu¨hren. Ha¨ufig la¨sst sich auf diesem Weg der Ausgang eines Experiments
vorhersagen, das in der Regel auch in der realen Welt durchfu¨hrbar ist. Idealerweise stimmt die
Vorhersage mit dem Experiment u¨berein und wir haben eine Simulation, die das Experiment
gut beschreibt.
Es gibt eine Reihe von Vorteilen bei Simulationen:
• Statt einen Versuch immer und immer wieder mit leicht vera¨nderten Bedingungen
durchzufu¨hren, kann dies bei Simulationen durch Anpassung einer einzigen oder weniger
Variablen geschehen. Dies fu¨hrt mo¨glicherweise zu einer deutlichen Reduktion des
Aufwands (z. B. bei der Entwicklung und Optimierung einer Komponente).
• Manche Versuche sind nicht umkehrbar, z.B. werden bei manchen Experimenten die
verwendeten Stoffe zersto¨rt. Die Wiederherstellung kann teuer sein, in bestimmten
Fa¨llen ist sie sogar unmo¨glich. Dann ist eine Durchfu¨hrung des Experiments nicht
empfehlenswert (z. B. Festigkeitsversuch bis zum Zerreißen).
• In den meisten Simulationen werden mehr Informationen als bei den entsprechenden
Versuchen gewonnen. Dies kann etwa ein Blick ins Innere eines Ko¨rpers sein oder eine
detailliertere Beschreibung bei zeitlich kritischen oder ra¨umlich filigranen Prozessen. Spe-
zielle Informationen aus Experimenten zu ziehen kann zwar gelingen, aber dies kann auch
den Versuch beeinflussen, etwa die Platzierung von Sensoren (z. B. Wa¨rmeentwicklung
im Inneren eines Werkstu¨cks, Verhalten auf subatomarer Gro¨ßenordnung).
• Manche Versuche sind unmo¨glich durchzufu¨hren, da es sich eher um Gedankenexperimen-
te oder sehr weitreichende Fragestellungen dreht, (z. B. Klimasimulationen, astronomische
Fragen, milita¨rische Simulationen oder volkswirtschaftliche Auswirkungen).
Auch wenn die Simulation in vielen Fa¨llen ein hilfreiches Werkzeug darstellt, muss sichergestellt
sein, dass sie richtig angewendet wird. Schon anhand des eingangs skizzierten Ablaufes einer
Simulation ist es ersichtlich, dass viele Einzelschritt no¨tig sind, in denen jeweils Fehler entstehen
ko¨nnen. Auch muss festgehalten werden, dass bei weitem nicht jede Simulation mo¨glich ist.
In den vergangenen Jahrzehnten wurden zwar bereits fundamentale Fortschritte in Bezug
auf die behandelbare Problemgro¨ße gemacht, dennoch sind manche Fragestellungen noch
vo¨llig unbeantwortet. Einen Wasserfall mit all seinen Verwirbelungen, dem Aufscha¨umen,
einer Bla¨schen- und Tro¨pfchenbildung sowie der Beru¨cksichtigung der mitgerissenen Luft zu
simulieren ist mit derzeitigen Mitteln nicht ansatzweise simulierbar.
Die Simulation eines physikalischen Pha¨nomens ist interdisziplina¨r: Angefangen bei Experimen-
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ten (Naturwissenschaft, Technik) die zur Beschreibung und Verifikation der Gesetzma¨ßigkeiten
beno¨tigt werden, u¨ber die Formulierung des Problems (Mathematik), bis hin zum Berechnen
(Informatik), sind bereits viele große Disziplinen eingebunden. Auf allen Bereichen gibt es
regelma¨ßig Fortschritte und Verbesserungen zu verzeichnen: Z. B. steigende Rechenleistungen
der Computer oder ein verbesserter Algorithmus. Die Tendenz, dass sich hier auch in Zukunft
noch einiges entwickelt und die Grenzen des Machbaren weitergeschoben werden, ist deutlich.
Auch die vorliegende Arbeit ist ein Beitrag, diese Grenze zu erweitern. Statt jedoch die Ergeb-
nisse von Simulationen quantitativ zu verbessern, also mehr Daten zu erzeugen, etwa durch
den Einsatz von Hochleistungsrechnern, liegt der Fokus auf einer qualitativen Verbesserung:
Die zur Verfu¨gung stehenden Ressourcen zur Simulation sollten besser dafu¨r verwendet werden,
die Teile zu berechnen, die bei dieser Simulation interessant sind.
Oben wurde bereits angefu¨hrt, dass bei typischen Simulationen mehr Informationen als bei
einem Experiment anfallen. Der Grundgedanke der vorliegenden Arbeit ist es nun, sich bei der
Simulation nur auf bestimmte, im Vorhinein festzulegende Eigenschaften zu konzentrieren. Es
soll also bereits vor Beginn der Simulation festgelegt werden, welche Ergebnisse der Simulation
wichtig sind. Andere Gro¨ßen, die zwar ebenfalls anfallen, aber eben nicht so wichtig sind, ko¨nnen
wir entsprechend als unwichtig bezeichnen. Um zu erreichen, dass die wichtigen Ergebnisse
eine mo¨glichst hohe Pra¨zision erreichen, kann mehr Rechenleistung auf ihre Berechnung vereint
werden. Im Gegenzug kann zur Bestimmung der unwichtigen Ergebnisse Rechenkapazita¨t der
Simulation eingespart werden. Ziel ist es, auf diesem Wege mit der zur Verfu¨gung stehenden
Rechenkapazita¨t eine ho¨here Gu¨te der wichtigen Simulationsergebnisse zu erzielen als auf
herko¨mmlichen Wege.
Eine im Vorhinein durch den Anwender vorzunehmende Klassifizierung der Ergebnisse als
wichtig oder unwichtig stellt in der Regel kein Problem dar. Zu einem Abgleich mit expe-
rimentellen Daten bietet es sich natu¨rlich an, die in den Experimenten gemessenen Gro¨ßen
als wichtig zu deklarieren. Bei der Entwicklung und Optimierung einer Komponente sind in
der Regel auch bestimmte Kenngro¨ßen von besonderer Relevanz der Simulation, z. B. die
Festigkeit, Verformung oder Temperatur.
Wesentlich schwieriger gestaltet sich die konkrete Umsetzung der Idee. Die unwichtigen Ergeb-
nisse ko¨nnen nicht einfach weggelassen werden, denn in der Regel ha¨ngen sie (zum Teil sehr
stark) mit den wichtigen Ergebnissen zusammen. Insbesondere bei nichtlinearen Problemen
kann dieser Effekt sehr stark ausgepra¨gt sein. Stattdessen kann versucht werden, die unwichti-
gen Ergebnisse weniger genau zu bestimmen, indem Approximationen und Modellierungen
verwendet werden.
Die oben skizzierte Idee wird in der vorliegenden Arbeit umgesetzt und untersucht. Als kon-
krete Simulationsanwendung dient dazu eine inkompressible Stro¨mung. Ihre mathematische
Beschreibung wird in Kapitel 2 dargelegt. In Kapitel 3 wird dieses Problem in einer Weise um-
geformt, die gewissermaßen universell fu¨r eine Reihe von a¨hnlichen Problemen und gleichzeitig
Grundlage der Lo¨sungsstrategie ist. Das Kapitel 4 stellt dann vor, wie solche Probleme auf
herko¨mmlichem Wege numerisch gelo¨st werden ko¨nnen.
Kapitel 5 stellt anschließend die zentrale Idee der Arbeit vor: Die Klasse der in Kapitel 3
vorgestellten Probleme wird mithilfe eines dynamischen Modells so approximiert, dass der
Fehler bezu¨glich einer zuvor festgelegten Eigenschaft klein ist. Zentrale Fragestellung ist dabei
die Entwicklung des dynamischen Modells bzw. der Gewinnung seiner Parameter.
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In Kapitel 6 wird ein Verfahren zur Lo¨sung der in Kapitel 5 entwickelten Probleme konkret
auf die inkompressible Stro¨mung angewendet. Es werden drei Modellprobleme vorgestellt und
die numerischen Ergebnisse dargelegt.
Da die Referenz des in Kapitel 5 beschriebenen Verfahrens aus einer aufwendigeren Simulation
bestand, und daher der Aufwand des bislang beschriebenen Verfahrens eher gro¨ßer geworden
ist, werden in Kapitel 7 verschiedene Ansa¨tze besprochen, wie hier approximiert werden kann.
Auch diese Ansa¨tze werden jeweils auf die zuvor eingefu¨hrten Modellprobleme angewendet
und numerisch ausgewertet.
Kapitel 8 schließlich fasst die Ergebnisse zusammen und stellt Ideen fu¨r Folgeuntersuchungen
oder weitergehende Anwendungen vor.
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2 Mathematische Formulierung der zu
betrachtenden grundlegenden Probleme
In diesem Kapitel werden die mathematischen Grundlagen zur Beschreibung einer inkom-
pressiblen Stro¨mung dargestellt. Insbesondere wird zuna¨chst die in dieser Arbeit verwendete
Notation vorgestellt. Im zweiten Teil werden verschiedene Mo¨glichkeiten zur Beschreibung
von inkompressiblen Stro¨mungen mithilfe von Differentialgleichungen aufgefu¨hrt.
2.1 Grundlegende Notation
Es sei d ∈ {2, 3} die ra¨umliche Dimension und Ω ⊂ Rd ein beschra¨nktes Gebiet, auf dem
das Stro¨mungsverhalten eines Fluids bestimmt werden soll. Die gesuchte Stro¨mung wird im
stationa¨ren Fall dargestellt durch
• das Vektorfeld der Geschwindigkeit
u : Ω→ Rd,
• sowie den Druck
p : Ω→ R.
Bekannt seien
• das Vektorfeld des Einflusses a¨ußerer Kra¨fte
f : Ω→ Rd,
• sowie die (kinematische) Viskosita¨t
ν : Ω→ R+ := {x ∈ R | x > 0} .
Ha¨ufig ist die Viskosita¨t eine vom Fluid abha¨ngige Konstante, d. h. mit νconst > 0 ist
ν(x) = νconst ∀x ∈ Ω.
Das physikalische Verhalten kann durch Differentialgleichungen beschrieben werden, die wir
















• Divergenz-Operator ∇· :




















Sofern die Daten der Aufgabe hinreichend glatt und gutartig gewa¨hlt sind, stellt sich eine
stationa¨re Stro¨mung ein, die durch eines der folgenden Probleme beschrieben werden kann:
1. Stationa¨res inkompressibles Stokes-Problem
−∆u+∇p = f
∇ · u = 0. (2.1)
2. Stationa¨res inkompressibles Navier-Stokes-Problem
−ν∆u+∇p+ u · ∇u = f
∇ · u = 0. (2.2)
Wa¨hrend das Navier-Stokes-Problem die Stro¨mung physikalisch korrekter beschreibt, ist das
Stokes-Problem mathematisch einfacher zu behandeln. Der wesentliche Unterschied ist die
nichtlineare Konvektion u · ∇u. In speziellen Anwendungsfa¨llen mag sie vernachla¨ssigbar sein,
in der Praxis ist jedoch (2.2) meist von gro¨ßerer Relevanz.
Ist eine Beschreibung als stationa¨res Problem nicht mo¨glich, dann vera¨ndert sich die Stro¨mung
mit der Zeit. Die Beschreibungsgro¨ßen mu¨ssen also zeitabha¨ngig erfasst werden. Konkret
betrachten wir das Zeitintervall I := (0, T ) mit T > 0. Dann ist
u : I × Ω→ Rd, f : I × Ω→ Rd,
p : I × Ω→ R, ν : I × Ω→ R+.
Die Nabla-, Divergenz- und Laplace-Operatoren wirken weiterhin – wie oben definiert – nur
auf den ra¨umlichen Abha¨ngigkeiten. Zur Beschreibung der zeitlichen Vera¨nderung verwenden
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Nun ko¨nnen wir die zeitabha¨ngigen Probleme formulieren:
3. Instationa¨res inkompressibles Stokes-Problem
∂tu−∆u+∇p = f
∇ · u = 0. (2.3)
4. Instationa¨res inkompressibles Navier-Stokes-Problem
∂tu− ν∆u+∇p+ u · ∇u = f
∇ · u = 0. (2.4)
Damit es sich um sinnvoll gestellte Probleme handelt, mu¨ssen hier jeweils noch Anfangs-
bzw. Randbedingungen erga¨nzt werden. Im stationa¨ren Fall genu¨gen Randbedingungen, im
instationa¨ren Fall sind zusa¨tzlich auch Anfangsbedingungen no¨tig.
Wir wollen mit ∂Ω den Rand von Ω, sowie mit
Ω := Ω ∪ ∂Ω
den Abschluss von Ω bezeichnen.
Die Funktionen u bzw. p, ggf. auch ∇u, sollen nun stetig auf den Rand ∂Ω fortsetzbar sein:
u ∈ (C(Ω))d und p ∈ C(Ω)
bei den stationa¨ren bzw.
u ∈ (C(I × Ω))d und p ∈ C(I × Ω)
bei den instationa¨ren Problemen. Typische Anfangs- bzw. Randbedingungen sind etwa folgende
(hier nur fu¨r die instationa¨ren Probleme formuliert):
• Anfangsbedingung durch eine vorgegebene Anfangsstro¨mung u0 : Ω→ Rd:
u(0, x) = u0(x) ∀x ∈ Ω.
• Dirichlet-Randbedingungen auf ΓD ⊆ ∂Ω: Es sei g : [0, T ]× ΓD → Rd, dann gelte
u(t, x) = g(t, x) ∀(t, x) ∈ I × ΓD.
• Neumann-Randbedingungen auf ΓN ⊆ ∂Ω: Es sei j : [0, T ]× ΓN → Rd, dann gelte
(ν(t, x)∇u(t, x)− p(t, x)I)n(x) = j(t, x) ∀(t, x) ∈ I × ΓN .
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Dabei bezeichne n(x) den a¨ußeren Normalen-Vektor von Ω in den Punkt x ∈ ∂Ω und I die
Einheitsmatrix.
Die stationa¨ren Probleme entsprechen dem gemischten Problem
Lu+∇p = f
∇ · u = 0, (2.5)
wobei L ein (nicht notwendig linearer) Differentialoperator zweiter Ordnung ist. Es handelt sich
um ein gemischtes Problem, da die Lo¨sungsgro¨ßen u und p durch die Gleichungen gekoppelt
sind. Bei der Diskretisierung und Lo¨sung ergeben sich folglich gewisse Abha¨ngigkeiten der
Lo¨sungskomponenten, die etwa in [Gal94] besprochen werden.
Mit geeigneter Zeitdiskretisierung ko¨nnen die instationa¨ren Probleme auf Folgen stationa¨rer
Probleme zuru¨ckgefu¨hrt werden. Daher soll im na¨chsten Abschnitt zuna¨chst auf stationa¨re
Probleme eingegangen werden.
Ein U¨berblick u¨ber ga¨ngige Ansa¨tze zur Behandlung der inkompressiblen Navier-Stokes-
Gleichungen ist in [Lay08] zu finden.
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3 Variationelle Formulierung
Variationsgleichungen sind die Grundlage vieler numerischer Verfahren. Um auch die inkompres-
siblen Navier-Stokes-Gleichungen numerisch lo¨sen zu ko¨nnen, wird in diesem Kapitel zuna¨chst
eine allgemeine Form von Variationsgleichungen zur Beschreibung des gemischten Problems
vorgestellt. Die variationelle Formulierung stellt eine Schwa¨chung der Anforderungen an die
Lo¨sung dar, so dass wir hierbei von schwachen Lo¨sungen sprechen wollen. Im Unterschied
dazu stellen klassische Lo¨sungen der Differentialgleichung starke Lo¨sungen dar. Die neue
Formulierung wird anschließend zur Beschreibung der stationa¨ren inkompressiblen Navier-
Stokes-Gleichung verwendet. Schließlich werden noch einige Besonderheiten der Formulierung
diskutiert, insbesondere verschiedene Typen von Randbedingungen besprochen.
3.1 Funktionsra¨ume und Abbildungen
Im Folgenden seien
• V,Q Hilbertra¨ume u¨ber R mit den aus ihren Skalarprodukten erzeugten Normen:
‖v‖ := ‖v‖V :=
√
(v, v) ∀v ∈ V,
‖q‖ := ‖q‖Q :=
√
(q, q) ∀q ∈ Q.
• a : V × V → R eine Bilinearform mit den Eigenschaften
– Koerziv: Es gibt ein ck > 0, so dass
ck ‖v‖2V ≤ a(v, v) ∀v ∈ V.
– Beschra¨nkt: Es gibt ein cb1 > 0, so dass
a(v, w) ≤ cb1 ‖v‖V ‖w‖V ∀v, w ∈ V.
• b : V ×Q→ R eine Bilinearform mit der Eigenschaft
– Beschra¨nkt: Es gibt ein cb2 > 0, so dass
b(v, q) ≤ cb2 ‖v‖V ‖q‖Q ∀(v, q) ∈ V ×Q.
• c : V × V × V → R eine Trilinearform mit der Eigenschaft
– Beschra¨nkt: Es gibt ein cb3 > 0, so dass
c(u, v, w) ≤ cb3 ‖u‖V ‖v‖V ‖w‖V ∀u, v, w ∈ V.
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Gegeben seien außerdem stetige lineare Funktionale f ∈ V ∗ und g ∈ Q∗.
Betrachtet wird nun das gemischte Problem mit der variationellen Formulierung: Finde
(u, p) ∈ V ×Q mit
a(u, v) + b(v, p) + c(u, u, v) = 〈f, v〉 ∀v ∈ V
b(u, q) = 〈g, q〉 ∀q ∈ Q. (3.1)
Wir definieren die folgenden den Bi- bzw. Trilinearformen zugeordneten Operatoren:
• A : V → V ∗, w 7→ Aw ⇔ 〈Aw, v〉 = a(w, v) ∀v ∈ V ,
• B : V → Q∗, w 7→ Bw ⇔ 〈Bw, q〉 = b(w, q) ∀q ∈ Q,
• B∗ : Q→ V ∗, r 7→ B∗r ⇔ 〈B∗r, v〉 = b(v, r) ∀v ∈ V ,
• C : V → V ∗, w 7→ Cw ⇔ 〈Cw, v〉 = c(w,w, v) ∀v ∈ V .
A,B und B∗ sind linear und stetig.
Das betrachtete Problem (3.1) kann nun gleichwertig in Operatordarstellung formuliert werden:
Finde (u, p) ∈ V ×Q mit






kann die kontinuierliche Inf-Sup-Bedingung formuliert werden:















Sie ist a¨quivalent dazu, dass im(B) abgeschlossen in Q∗ ist. Vertiefende Betrachtungen sowie
Beweise fu¨r diesen Zusammenhang sind in [OD96, Gal94] zu finden.
3.2 Anwendung auf die Navier-Stokes-Gleichung









ν(t, x) := νconst > 0 ∀(t, x) ∈ I × Ω,
a(u, v) := (ν∇u,∇v) ∀u, v ∈ V,
b(u, p) := −(∇ · u, p) ∀(u, p) ∈ V ×Q,
c(u, v, w) := (u · ∇v, w) ∀u, v, w ∈ V,
〈g, q〉 := 0 ∀q ∈ Q
(3.4)
als variationelle Formulierung eines gemischtes Problem interpretieren. W sr (Ω) bezeichnet
dabei den Sobolev-Raum derjenigen reellwertigen Funktionen v ∈ Lr(Ω), deren gemischte


















((n · ∇)u) · v ∀u, v ∈ V.
(3.5)
Bemerkung 3.2.1. Der hier verwendete a¨ußere Normaleneinheitsvektor ist nur fu¨r hinreichend
glatte Randstu¨cke eindeutig definiert. Problematisch sind also hier die Kanten und Ecken
zwischen den stu¨ckweise zusammengesetzten Ra¨ndern. Fu¨r die obigen Definitionen ist dies
unerheblich, da ihr Maß 0 ist und wir die Integrale u¨ber ∂Ω einfach durch Integrale u¨ber die
einzelnen glatten Randstu¨cke Γ1,Γ2, . . . ,Γn ersetzen ko¨nnen.
Satz 3.2.1. Sei Ω ∈ Rd ein beschra¨nktes Gebiet mit C1-Rand. Dann existiert ein beschra¨nkter,
linearer Operator
T : (W 1r (Ω))
d → (Lr(∂Ω))d ,
so dass





‖Tu‖(Lr(∂Ω))d ≤ C ‖u‖V
fu¨r alle u ∈ V gilt. Die Konstante C ha¨ngt nur von d, r und Ω ab.
Beweis. Siehe z. B. [AF03].
Definition 3.2.1. Wir bezeichnen T aus Satz 3.2.1 als Spuroperator.
Im Folgenden setzen wir voraus, dass Ω ein beschra¨nktes Gebiet mit stu¨ckweisem C1-Rand ist
und zusa¨tzlich gilt
u, v ∈ (L4(Ω))d .
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Dann ist zum einen ∫
Ω
(u · u)2 = ‖u · u‖2Ω ≤ C, d. h. u · v ∈ L2(Ω).
Zum anderen ergibt sich dann mithilfe des Spuroperators aus 3.2.1, dass
u ∈ (L4(∂Ω))d ,
und schließlich ∫
∂Ω
(u · u)2 = ‖u · u‖2∂Ω ≤ C, d. h. Tu · Tv ∈ L2(∂Ω).
Lemma 3.2.1. Fu¨r das Navier-Stokes-Problem (3.1) mit (3.3) und (3.4) gilt fu¨r u ∈ V ,
v, w ∈ V ∩ (L4(∂Ω))d
c(u, v, w) + c(u,w, v) = b(u, v · w) + d(u, v · w),
und fu¨r u, v ∈ V ∩ (C2(Ω))d
((∇u)>,∇v) = (∇ · u,∇ · v) + e1(u, v)−
∫
∂Ω
(∇ · u)(n · v).
Beweis. Produktregel und partielle Integration ergeben























= b(u, v · w) +
∫
∂Ω
(n · u)(v · w).





























= (∇ · u,∇ · v) +
∫
∂Ω
(v · ∇u− v∇ · u) · n.
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3.3 Symmetrisierung
Statt der Formulierung (3.1) werden ha¨ufig symmetrisierte Terme verwendet:
as(u, v) := (ν(∇u+ (∇u)>),∇v) ∀u, v ∈ V,
cs(u, v, w) :=
1
2
(c(u, v, w)− c(u,w, v)) ∀u, v, w ∈ V.
Eine Lo¨sung von (2.2) erfu¨llt auch die vera¨nderte Gleichung mit as sowie cs statt a bzw. c, aller-
dings entstehen beim U¨bergang Randintegrale, die ggf. in den Randbedingungen beru¨cksichtigt
werden mu¨ssen. Diese Randintegrale wollen wir im Folgenden genauer untersuchen.
Fu¨r den Zusammenhang zwischen (2.2) und (3.1) gilt durch partielle Integration, fu¨r hinrei-
chend glatte (d. h. hinreichend oft differenzierbare) u, v, p, q:
(−ν∆u+∇p+ u · ∇u, v)− d(v, p) + e2(u, νv)
=a(u, v) + b(v, p) + c(u, u, v).
Nun ist
as(u, v)− a(u, v) = (ν∇ · u,∇ · v) + e1(u, νv)−
∫
∂Ω
ν(∇ · u)(n · v)
und
cs(u, v, w)− c(u, v, w) = −1
2
(c(u, v, w) + c(u,w, v)) = −1
2
(b(u, v · w) + d(u, v · w)) .
Ist u divergenzfrei, also ∇ · u = 0, fallen folgende Terme weg:
(ν∇ · u,∇ · v) = b(u, u · v) = d(u, u · v) =
∫
∂Ω
ν(∇ · u)(n · v) = 0.
Folglich ist
a(u, v) + c(u, u, v)
=as(u, v) + cs(u, u, v) +
1
2
d(u, u · v)− e1(u, νv).
Unter dieser Voraussetzung bekommen wir schließlich den Zusammenhang
(−ν∆u+∇p+ u · ∇u, v)− d(v, p) + e2(u, νv)
=a(u, v) + b(v, p) + c(u, u, v)
=as(u, v) + b(v, p) + cs(u, u, v)− e1(u, νv) + 1
2
d(u, u · v).
(3.6)
Bemerkung 3.3.1. Die Randterme gliedern sich wie folgt:
• e2(u, νv)−d(v, p) =
∫
∂Ω v ·(ν∇u−pI)n aus dem U¨bergang von der starken zur schwachen
Formulierung.
Zur Veranschaulichung der Auswirkungen betrachten wir Abbildung 3.1: Die Begren-
zungen am oberen und unteren Rand sind mit homogenen Dirichlet-Randbedingungen
vorgegeben, der Einfluss am linken Rand ist ebenfalls durch Dirichlet-Randbedingungen
fixiert. Am rechten Ausflussrand wird mit einer Neumann-Randbedingung gerechnet,
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wobei sich die Randintegrale in dem obigen Term unterscheiden. Die Viskosita¨t ist ν = 1.
Die Stromlinien sind gema¨ß der Geschwindigkeit ‖u‖ eingefa¨rbt, die Hintergrundfarben
im Simulationsgebiet stellen die Druckverteilung dar. In (a) tendiert die Stro¨mung dazu,
orthogonal zum Rand abzufließen. Insbesondere fließt hier auch Fluid vom
”
Abflussrand“
in das Simulationsgebiet hinein. In (b) hingegen verha¨lt sich die Stro¨mung gleichma¨ßiger
und ungesto¨rter.
• −e1(u, νv) = −
∫
∂Ω(ν(v · ∇)u) ·n aus der Symmetrisierung der Diffusion (Symmetrischer
Spannungstensor, U¨bergang von a zu as). Dieser Term ist fu¨r turbulente Stro¨mungen
(ν  1) klein.
• 12d(u, u · v) = 12
∫
∂Ω(u · v)(u · n) aus der Symmetrisierung der Konvektion (U¨bergang von
c zu cs). Dieser Ausdruck ist fu¨r turbulente Stro¨mungen nicht zu vernachla¨ssigen.
Siehe dazu etwa Abbildung 3.2. Abermals sind oberer und unterer Rand mit homogenen
Dirichlet-Randbedingungen vorgegeben, der Einfluss am linken Rand ist ebenfalls durch
Dirichlet-Randbedingungen fixiert. Am rechten Ausflussrand wird mit einer Neumann-
Randbedingung gerechnet, wobei sich die Randintegrale in dem obigen Term unterschei-
den. Die Viskosita¨t ist ν = 10−4. Die Stromlinien sind gema¨ß der Geschwindigkeit ‖u‖
eingefa¨rbt, die Hintergrundfarben im Simulationsgebiet stellen die Druckverteilung dar.
Offenbar wirkt die Randbedingung in (a) sich deutlich auf das Stro¨mungsverhalten in
Ω aus, bei (b) wird die Stro¨mung erwartungsgema¨ß nicht wesentlich durch den Rand
beeinflusst, sondern schlicht abgeschnitten.
3.4 Physikalische Randbedingungen
Typische zu modellierende Probleme haben physikalische Vorgaben, nach denen der Rand
eingeteilt werden kann:
• Γfluid ⊆ ∂Ω bezeichne Ra¨nder, durch die Fluid fließen kann. Hier ist also ein Zu- oder
Abfluss mo¨glich, aber nicht notwendig.
• Γsolid ⊆ ∂Ω bezeichne Ra¨nder, durch die kein Fluss des Fluids mo¨glich sein soll, etwa
begrenzende Wa¨nde.
Auch von diesen Kategorien erfasst sind sogenannte poro¨se Medien. Es handelt sich dabei um
Festko¨rper, die (partiell) durchla¨ssig fu¨r das Fluid sind. Gema¨ß der obigen Definition wollen
wir sie zu Γfluid ordnen.
Wir wollen mit Γfluid und Γsolid jeweils solche Mengen bezeichnen, die bezu¨glich ∂Ω offen sind.
Den Abschluss von Γ bezeichnen wir mit Γ := Γ ∪ ∂Γ. Die U¨bergangskanten bzw. -punkte
Γsolid ∩ Γfluid lassen sich ohnehin meist nicht sinnvoll einer der beiden Mengen zuordnen.
In der Regel gilt
Γfluid ∪ Γsolid = ∂Ω und
Γfluid ∩ Γsolid = ∅.
Wir ko¨nnen also sagen, dass Γfluid und Γsolid eine disjunkte Zerlegung des Randes bilden (bis
auf die Abschlu¨sse).
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(a): a(u, v) + b(v, p) + b(u, q) + c(u, u, v)− e2(u, νv) = 0
(b): a(u, v) + b(v, p) + b(u, q) + c(u, u, v) = 0
Abbildung 3.1: Ausfluss des Fluids aus dem Simulationsgebiet (a) mit bzw. (b) ohne dem
Randintegral
∫
∂Ω n · ∇u · v der Diffusion
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(a): a(u, v) + b(v, p) + b(u, q) + cs(u, u, v) = 0
(b): a(u, v) + b(v, p) + b(u, q) + cs(u, u, v) +
1
2d(u, u · v) = 0
Abbildung 3.2: Ausfluss des Fluids aus dem Simulationsgebiet (a) ohne bzw. (b) mit dem
Randintegral 12d(u, u · v) der Konvektion
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Diese Zerlegung ist keinesfalls a priori gegeben. Etwa bei Problemen mit Wechselwirkung
von Fluid und Festko¨rpern (
”
Fluid-Structure-Interaction“) ko¨nnen diese Grenzen zuna¨chst
unbekannt sein und sich erst als Teil der zu berechnenden Lo¨sung ergeben.
Fu¨r unsere Betrachtungen wollen wir an dieser Stelle jedoch von einer a priori bekannten
Zerlegung ausgehen. Auch sollen in unseren Betrachtungen die Festko¨rperra¨nder fixiert sein,
d. h. etwaige Bewegungen der Festko¨rper seien von vornherein bekannt.
Beispiel 3.4.1. Unter diesen Voraussetzungen lassen sich die Ra¨nder eines zu simulierenden
Stro¨mungsgebietes aufteilen, als Beispiel einer Rohrstro¨mung mit Hindernis siehe etwa Ab-
bildung 3.3. Die Unterteilung erfolgte hier zuna¨chst physikalisch in Festko¨rper (Γsolid) sowie
durchla¨ssig (Γfluid).






Abbildung 3.3: Exemplarisches Simulationsgebiet: Rohrstro¨mung mit Hindernis in physikali-
sche Ra¨nder unterteilt
3.4.1 Undurchla¨ssiger Rand
Die Bedingungen an den nicht durchla¨ssigen Kontaktfla¨chen ko¨nnen im einfachsten Fall durch
Dirichlet-Randbedingungen fu¨r die Geschwindigkeit beschrieben werden:
u = uD auf ΓD.
Hierbei ist ΓD ⊆ ∂Ω eine abgeschlossene Menge (abgeschlossen als Teilmenge des Randes) und
uD : I × ΓD → Rd gegeben. Mit dieser Randbedingung wird beschrieben, dass das Fluid an




Bemerkung 3.4.1. Um an diesem Rand einen Zu- oder Abfluss zu vermeiden, ist
uD · n = 0 auf ΓD ∩ Γsolid.
In stu¨ckweise zusammengesetzten Ra¨ndern lassen sich verschiedene a¨ußere Normalenvektoren
n(x) finden: Fu¨r jedes angrenzende glatte Randstu¨ck kann der Grenzwert der Normalenein-
heitsvektoren bei Anna¨herung an die kritische U¨bergangskante bestimmt werden. Die obige
Bedingungen gilt in diesen Punkten dann jeweils fu¨r alle betreffenden Normaleneinheits-
vektoren. Auch spa¨ter werden noch a¨hnliche Bedingungen bezu¨glich des Randes mitsamt
zugeho¨rigem Normalenvektor auftauchen. Sie sollen analog in diesen U¨bergangspunkten fu¨r
alle Normaleneinheitsvektoren gelten.
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Insbesondere aufgrund des schnellen Anstiegs des Geschwindigkeitsfeldes in der Na¨he des Ran-
des ko¨nnen diese Kontaktfla¨chen jedoch auch durch Schlupfbedingungen auf einem Randstu¨ck
ΓS ⊆ ∂Ω modelliert werden:
u · n = 0 und (2ν∇sun)τ = α(u− uD) auf ΓS,
wobei vτ := v − (v · n)n die Projektion des Vektors v auf die Tangentialebene, die durch den
Normaleneinheitsvektor n beschrieben wird. α ≥ 0 ist ein Parameter, mit dem der Schlupf
gesteuert werden kann.
Bemerkung 3.4.2. Fu¨r den Schlupfparameter α ergeben sich folgende Spezialfa¨lle:
• α = 0 entspricht einer Oberfla¨che ohne Reibung, fu¨r die die Geschwindigkeit des
Festko¨rpers unerheblich ist. Hier ist also maximaler Schlupf mo¨glich.
• Der Grenzfall α→∞ entspricht der Dirichlet-Randbedinugung, also keinem Schlupf.
Mathematisch wird dieser Randbereich mit Schlupf durch Neumann-Randbedingungen model-
liert. Darauf wird weiter unten noch im Detail eingegangen.
Wir haben also im Wesentlichen zwei Mo¨glichkeiten, das Verhalten an den Kontaktfla¨chen zu
Festko¨rpern zu modellieren.
• Ohne Schlupf (
”
no-slip“) als Dirichlet-Randbedingung oder
• Mit Schlupf (
”
slip“) als Neumann-Randbedingung.
Die Frage, welche dieser beiden die physikalischen Gegebenheiten besser wiedergeben, ist
durchaus noch Gegenstand der Forschung und ha¨ngt auch vom Einzelfall ab.
3.4.2 Durchla¨ssiger Rand
Fu¨r den Rand zum Fluid Γfluid gibt es ebenfalls verschiedene Mo¨glichkeiten der Implementie-
rung.
Eine einfache Vorgehensweise ist auch hier die fixierte Vorgabe eines Einflusses des Fluids. Ist
etwa die typische Rohrstro¨mung beim Einfluss in das Simulationsgebiet bekannt, kann diese
mit der folgenden Dirichlet-Randbedingung implementiert werden:
u = uD auf ΓD.
Zu beachten ist, dass im Unterschied zum undurchla¨ssigen Rand meist
uD · n 6= 0 auf ΓD ∩ Γfluid
gilt.
Wenn die Flussgeschwindigkeit nicht bekannt ist, so wird auch hier mit Neumann-Randbe-
dingungen gearbeitet. Eine meist sinnvolle Alternative ist die Vorgabe der Spannung des Fluids
im Rand. Wir ko¨nnen sie mithilfe des Spannungstensors









Eine Spannungsvorgabe auf dem Neumann-Rand sieht dann so aus:
T (ν, u, p)n = jN auf ΓN. (3.7)
Speziell den Fall jN ≡ 0 wollen wir mit ”do-nothing“-Rand bezeichnen. Im Allgemeinen kann
jN aber von Zeit und Ort abha¨ngen, d. h. jN : I × ΓN → Rd.
Eine solche
”
do-nothing“-Randbedingung wird ha¨ufig fu¨r Ausflu¨sse verwendet. Das Fluid
wird somit
”
spannungslos“ aus dem Simulationsgebiet entlassen. Die Annahme eines solchen
Verhaltens ist jedoch nicht immer sinnvoll. Oft ist der Ausflussrand ohnehin ein ku¨nstlicher
Rand. Er existiert nur, um das Gebiet abzuschließen und ein kompaktes Simulationsgebiet
zu bekommen. Das Stro¨mungsverhalten soll durch ihn jedoch nicht vera¨ndert werden. Die
Stro¨mung soll im Idealfall so verlaufen, als ga¨be es diesen Rand gar nicht – etwa so, als wa¨re





keine Sto¨rung“ ist gut in Abbildung 3.4
nachvollziehbar. Bei der Interpretation der Randbedingungen fu¨r eine Lo¨sung von (2.2) ergibt
sich in (a): (ν∇su − pI)n = 0 auf ΓN, in (b): (ν∇u − pI)n = 12e1(u, νv) − e2(u, νv) auf ΓN.
Wa¨hrend (a) das Fluid spannungsfrei entla¨sst, wird bei (b) am Ausflussrand die Spannung
aufgedru¨ckt, die in einer Rohrstro¨mung vorherrscht. So wird ein ku¨nstlicher Abschnitt des
Simulationsgebiet in diesem Fall besser modelliert.
Die mathematische Modellierung eines Randes, der die Stro¨mung
”
nicht sto¨rt“, ist nicht
einfach, wie etwa der Diskussion in [HRT96] zu entnehmen ist. Mit der konkreten Modellierung
eines solchen ku¨nstlichen Randes, insbesondere mit solchen mit Ru¨ckflu¨ssen, hat sich [Bru00]




T (ν, u, p)n+
1
2
(u · n)−(u− uref) = T (νref, uref, pref)n auf Γart, (3.8)
wobei (νref, uref, pref) eine Referenzlo¨sung darstellt, die etwa aus dem stationa¨ren Stokes-
Problem (2.1) gewonnen werden kann. Bei instationa¨ren Problemen kann auch die Lo¨sung
eines bereits bestimmten Zeitpunktes verwendet werden. (s)− := 12(s− |s|) bezeichnet hierbei
den negativen Teil von s ∈ R.
Die durch die Verwendung dieser Randbedingung verursachten Auswirkungen sind in Ab-
bildung 3.5 zu erkennen. Dort sind oberer und unterer Rand mit homogenen Dirichlet-
Randbedingungen vorgegeben, der Einfluss am linken Rand ist ebenfalls durch Dirichlet-
Randbedingungen fixiert. Am rechten Ausflussrand wird mit einer Neumann-Randbedingung
gerechnet, wobei in (a) do-nothing (3.7) implementiert ist (jN = 0), in (b) hingegen ein
ku¨nstlicher Rand (3.8) nach Bruneau [Bru00]. Die Viskosita¨t ist ν = 2.5 ·10−3. Die Stromlinien
sind gema¨ß der Geschwindigkeit ‖u‖ eingefa¨rbt, die Hintergrundfarben im Simulationsgebiet
stellen die Druckverteilung dar. In (a) tendieren Verwirbelungen dazu, von dem Rand aufgelo¨st
zu werden. In (b) hingegen erscheint die Stro¨mung am Ausflussrand eher, als wa¨re es das
abgeschnittene Bild eines gro¨ßeren Simulationsgebietes.
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(a): a(u, v) + b(v, p) + b(u, q) + c(u, u, v) + 12e1(u, νv)− 12e2(u, νv) = 0
(b): a(u, v) + b(v, p) + b(u, q) + c(u, u, v) + 12e1(u, νv)− 12e2(u, νv) = 12e1(u, νv)− 12e2(u, νv)
Abbildung 3.4: Ausfluss des Fluids aus dem Simulationsgebiet an einem Neumann-Rand: (a)




Abbildung 3.5: Ausfluss des Fluids aus einem verwirbelten Simulationsgebiet: Randbedingung





besonderen“ Randmodellierungen wie schlupfbehaftete oder ku¨nstliche Ra¨nder lassen
sich ebenfalls als Neumann-Randbedingungen modellieren. Um die Notation nicht unno¨tig
zu erschweren, sollen die passenden Randbedingungen im Folgenden in der rechten Seite jN
vereint sein, dazu lassen wir hier auch eine Abha¨ngigkeit von der Lo¨sung (u, p) zu.
Beispiel 3.4.2. Im Beispiel 3.4.1 von zuvor ko¨nnen wir die Randbedingungen nun mathema-
tisch formulieren, siehe Abbildung 3.6. Fu¨r das mathematische Modell sind die Ra¨nder jetzt
nach Dirichlet- (ΓD) bzw. Neumann-Randbedingungen (ΓN) eingeteilt. Zu beachten ist, dass






Abbildung 3.6: Randmodellierung fu¨r das exemplarisches Simulationsgebiet
Die typischen Randbedingungen sind folglich:
• Dirichlet-Rand ΓD: Es gelte u = uD auf ΓD mit uD : ΓD → Rd.
• Neumann-Rand ΓN: Es gelte (ν∇su− pI)n = jN auf ΓN mit jN : I × ΓN × V ×Q→ Rd.
Dabei soll ΓD ∪ ΓN = ∂Ω sein.
Diese Randbedingungen mu¨ssen wir nun variationell formulieren. Dazu sei
V ◦ := {v ∈ V | v|ΓD = 0} .
Wir schra¨nken den Raum der Ansatz- bzw. Testfunktionen also so ein, dass am Dirichlet-Rand
keine Vera¨nderung der Funktionswerte mo¨glich ist. Dann suchen wir (u, p) ∈ V × Q mit
u − uD ∈ V ◦, so dass die variationelle Formulierung des Problems fu¨r alle (v, q) ∈ V ◦ × Q
erfu¨llt ist. Oder anders ausgedru¨ckt: Mit
uD + V
◦ := {u = uD + u◦ ∈ V | u◦ ∈ V ◦} ,
suchen wir (u, p) ∈ (uD + V ◦)×Q, wobei (v, q) beliebig aus V ◦ ×Q ist.
Fu¨r die Neumann-Randbedingungen wiederum sind nun die Randintegrale d, e1, e2 aus (3.5)
relevant. Wegen der Dirichlet-Randbedingungen wird der Testraum V zu V ◦ eingeschra¨nkt. Da
jedoch jedes v ∈ V ◦ auf dem Dirichlet-Rand verschwindet, v|ΓD ≡ 0, und in jedem Integranden
der Faktor v enthalten ist, ist∫
ΓD
p(u · n) = 0 ∀(u, p) ∈ V ◦ ×Q,∫
ΓD
((v · ∇)u) · n = 0 ∀u, v ∈ V ◦.
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((n · ∇)u) · v ∀u, v ∈ V ◦
(3.9)
definieren und verwenden.
Mit dem Wissen dieses Kapitels ko¨nnen wir nun das gemischte Randwertproblem
u · ∇u−∇ · (ν∇u− pI) = f in Ω,
∇ · u = 0 in Ω,
u = uD auf ΓD,
(ν∇su− pI)n = jN auf ΓN
in die folgende variationelle Formulierung u¨berfu¨hren:
Finde (u, p) ∈ (uD + V ◦)×Q mit







e◦2(u, νv) = 〈f, v〉+
∫
ΓN
jN · v ∀(v, q) ∈ V ◦ ×Q,
(3.10)
oder gleichwertig (vgl. (3.6)):









d◦(u, u · v) = 〈f, v〉+
∫
ΓN
jN · v ∀(v, q) ∈ V ◦ ×Q.
(3.11)
Mit den gemischten Ra¨umen
Vˆ := V ◦ ×Q,
Vˆ ∗ = (V ◦)∗ ×Q∗
sowie den darin enthaltenen Funktionen
uˆ := (u, p) ∈ Vˆ
uˆD := (uD, 0) ∈ Vˆ
vˆ := (v, q) ∈ Vˆ




= 〈f, v〉+ 〈g, q〉 ∀fˆ ∈ Vˆ ∗ ∀vˆ ∈ Vˆ
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∀vˆ ∈ Vˆ .
Zu beachten ist, dass hierbei aˆ : Vˆ × Vˆ → R nur linear im zweiten Argument, jedoch im ersten
nichtlinear ist.
3.5 Existenz und Eindeutigkeit
Zentrale mathematische Fragestellungen sind die nach Lo¨sbarkeit (Existenz einer Lo¨sung)
sowie nach Eindeutigkeit oder sogar Wohldefiniertheit (Eindeutigkeit der Lo¨sung und stetige
Abha¨ngigkeit von den Daten) des gestellten Problems.
Das dafu¨r betrachtete instationa¨re Problem ko¨nnen wir variationell wie folgt formulieren:
Gesucht ist die Abbildung [0, T ) 3 t 7→ (u(t), p(t)) = uˆ(t) ∈ Vˆ mit
∂t(u(t), v) + a(u(t), v) + b(v, p(t))
+b(u(t), q) + c(u(t), u(t), v) = 〈f(t), v〉 ∀t ∈ (0, T )∀(v, q) ∈ Vˆ ,
u(0) = u0.
(3.12)
Die spezielle Fragestellung nach Existenz einer starken Lo¨sung fu¨r d = 3 (Ω ⊂ Rd) ist
insbesondere als eines der Millennium-Probleme des Clay Mathematics Institute vertraut
[Fef00]. In einer derart allgemeinen Formulierung ist hier jedoch noch keine Lo¨sung bekannt.
Die Lo¨sungstheorie deckt lediglich einige Spezialfa¨lle ab, u¨ber die gesicherte Aussagen erwiesen
sind. Fu¨r d = 2 und Ω ∈ C∞ gilt:
Satz 3.5.1. Sei u0 ∈ (L2(Ω))2, f ∈ (L2((0, T )× Ω))2, ∇ · u0 = 0 und u0 · n = 0 auf Γ = ΓD
Dann hat (3.12) eine eindeutige Lo¨sung u mit
ui, ∂jui ∈ L2((0, T )× Ω), i, j = 1, 2,
und p ∈ L2((0, T )× Ω).
Starke Lo¨sungen existieren unter folgenden Voraussetzungen:
Satz 3.5.2. Sei u0 ∈ V , f ∈ (L2((0, T )×Ω))2. Dann hat (3.12) eine eindeutige Lo¨sung u mit
ui, ∂tui, ∂jui, ∂j∂kui ∈ L2((0, T )× Ω), i, j, k = 1, 2,
und p, ∂ip ∈ L2((0, T )× Ω), i = 1, 2.
Fu¨r d = 3 jedoch gilt nur:
• Es existiert eine schwache (nicht glatte) Lo¨sung fu¨r alle t > 0, aber sie ist nicht notwendig
eindeutig.
• Sofern eine starke Lo¨sung fu¨r alle t > 0 existiert, ist sie eindeutig.
• Eine starke Lo¨sung existiert auf einem gewissen Intervall (0, T ∗), wobei T ∗ von den
Daten abha¨ngt.
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• Sofern eine starke Lo¨sung auf einem Zeitintervall existiert, dann ist dies auch die einzige
schwache Lo¨sung auf diesem Zeitintervall.
Diese Behauptungen sollen an dieser Stelle nicht nachgewiesen werden, sondern sollen nur
einen U¨berblick geben. Fu¨r ausfu¨hrlichere Erla¨uterungen sei hier auf [MT98] verwiesen.
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4 Diskretisierung
Die vorgestellten Probleme sind nur in wenigen Spezialfa¨llen analytisch lo¨sbar. Auch bei
komplexeren Geometrien ist eine numerische Approximation no¨tig. Statt des Problems
finde u ∈ V mit a(u, v) = 〈f, v〉 ∀v ∈ V
u¨ber dem unendlichdimensionalen Funktionsraum V wird ein a¨hnliches Problem




∀vh ∈ V h
u¨ber einem endlichdimensionalen Raum V h (ha¨ufig V h ⊂ V ) betrachtet. Es gibt also bestimmte
U¨berga¨nge in der Formulierung:
V ; V h,
a : V × V → R ; ah : V h × V h → R,
f ∈ V ∗ ; fh ∈ (V h)∗.
Sofern das diskrete Problem gelo¨st werden kann, besteht eine gewisse Hoffnung, dass die
diskrete Lo¨sung uh als Approximation fu¨r u dient, also
∥∥uh − u∥∥ fu¨r eine hinreichend große
Dimension von V h klein ist. Die Lo¨sbarkeit des diskreten Problems sowie die Gro¨ße dieses
Fehlers ha¨ngen wesentlich von der konkreten Wahl der diskreten Gro¨ßen V h, ah und fh ab.
4.1 Diskrete Funktionsra¨ume
Gesucht ist eine endliche Menge von Funktionen ϕi : Ω → R, i = 1, . . . , N , mit deren
Linearkombinationen typische Funktionen v ∈ V (insbesondere die Lo¨sung) gut approximiert






∣∣∣∣∣ (αi) ∈ RN
}
setzen, entspricht das der Forderung, dass
min
vh∈V h







klein ist. Die Frage ist folglich, wie diese
”
typischen“ Funktionen aussehen. Leider kennen wir
die Lo¨sung des Problems in der Regel nicht vorher, deswegen ko¨nnen wir diese Frage nicht so
einfach beantworten. Allerdings kann aus physikalischem Verhalten bzw. der Formulierung
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der Differentialgleichung abgeleitet werden, dass typische Lo¨sungen in einer gewissen Form
glatt erscheinen. Es liegt daher nahe, an ϕi die Voraussetzung (stu¨ckweiser) Stetigkeit oder
Differenzierbarkeit bis zu einem gewissen Grad zu stellen.
Aus Implementierungs- und Aufwandssicht ist es zudem wu¨nschenswert, wenn die Funktionen
ϕi mo¨glichst nur lokal wirken. Denn wenn jedes ϕi auf einem Großteil von Ω verschwindet,
beschleunigt das die Auswertung von ah. Außerdem ermo¨glicht dies die Parallelisierung von
Arbeitsschritten, etwa indem Ω in disjunkte Partitionen zerlegt wird, die dann unabha¨ngig
voneinander und somit potentiell gleichzeitig bearbeitet werden ko¨nnen.1
Die Kombination dieser Anforderungen legt die relativ verbreitete Wahl von Splines bzw.
stu¨ckweise definierter Polynome fu¨r V h nahe. Grundlage hierbei ist eine Zerlegung von Ω in
polygonal berandeter Gebiete Ti:
T = {Ti | i = 1, . . . , NT } .
Fu¨r diese Gebiete sind relativ simple Geometrien verbreitet, etwa Drei- oder Vierecke fu¨r
d = 2 und Tetraeder, Prismen oder Quader fu¨r d = 3. Die Funktionen in STn sollen auf jedem
dieser lokalen Gebiete ein Polynom mit Maximalgrad n sein, also
∀s ∈ STn ∀i ∈ {1, . . . , NT } : s|Ti ∈ Pn.
Außerdem soll ggf. global noch eine gewisse Glattheit vorherrschen, d. h.
STn,r := STn ∩ Cr(Ω). (4.1)
Fu¨r r ≥ 0 werden die Funktionsra¨ume konforme Elemente genannt. Im Unterschied dazu gibt
es auch nichtkonforme Elemente, bei denen die globale Stetigkeit nicht gefordert ist. Wenn etwa
die Freiheitsgrade als Funktionswerte in den Schwerpunkten der Seiten festgelegt werden, ist
lediglich Stetigkeit in diesen Punkten gesichert, jedoch nicht zwangsla¨ufig in anderen Punkten
des Elementrandes. Dieses Element wird auch Crouzeix-Raviart-Element genannt und geht
auf [CR73] zuru¨ck. Um den Umstand zu verdeutlichen, dass zwar in bestimmten Punkten der
Elementu¨berga¨nge Stetigkeit vorherrscht, daraus jedoch noch keine globale Stetigkeit folgt,
wird in (4.1) gern r = −1 geschrieben.
Die Unterscheidung in konforme und nichtkonforme Elemente erfolgt manchmal auch nach
V h ⊂ V (konform) oder V h 6⊂ V (nichtkonform). Sofern
V ⊆ C(Ω),
d. h. der Funktionsraum V nur aus stetigen Funktionen besteht (was typischerweise der Fall
ist), ist dies gleichbedeutend mit den oben verwendeten Bezeichnungen.
Relativ ha¨ufig genutzte Elemente sind etwa
• stu¨ckweise konstante Polynome ST0 ,
• stu¨ckweise lineare Polynome ST1,−1, z. B. Crouzeix-Raviart-Element,
• stu¨ckweise quadratische Polynome ST2,−1, z. B. Morley-Element,
1Abgesehen von den Ra¨ndern, an denen noch ein Austausch stattfinden muss.
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• stetige Funktion stu¨ckweise linearer Polynome ST1,0 (Courant-Dreieck),
• stetige Funktion stu¨ckweise quadratischer Polynome ST2,0 (Lagrange-Elemente).
Die so erzeugten Funktionsra¨ume werden gerne Finite-Element-Ra¨ume genannt. Dies ha¨ngt
mit dem Namen Finite-Elemente-Methode des Verfahrens zusammen, das hier beschrieben
werden soll. Etwas verwirrend kann jedoch die Bezeichnung Element dabei sein: Wa¨hrend es
im engeren Sinn ein geometrisches, durch das Gitter abgegrenztes Teilstu¨ck von Ω bezeichnet
(also Ti), hat sich der Begriff auch fu¨r die Funktionsra¨ume (etwa ST1,−1) verbreitet. Streng
genommen handelt es sich dabei um die Finiten Elemente, jedoch ist bereits an den oben
eingefu¨hrten Bezeichnungen erkennbar, dass hier gerne abgeku¨rzt wird. Fu¨r weitergehende
Betrachtungen sei an dieser Stelle auf [Bra07] verwiesen.
4.2 Gitterbasierte Zerlegung
Einen bedeutsamen Einfluss auf einen derartig gewa¨hlten Funktionsraum hat die Zerlegung
von Ω. Eine wesentliche Voraussetzung an die Existenz einer Zerlegung in polygonal berandete
Gebiete ist, dass der Rand von ganz Ω polygonal ist. Ist Ω nicht polygonal berandet, ist auch
eine Behandlung mit krummrandigen Zerlegungen denkbar – der wesentliche Unterschied ist
die Verwendung einer anders gearteten Bijektion als der affin-linearen. Alternativ genu¨gt es
ha¨ufig auch, den krummen Rand hinreichend gut durch Anna¨herung mit polygonalen Ra¨ndern
zu modellieren.
Wir gehen im Folgenden davon aus, ein polygonal berandetes Gebiet Ω zu betrachten, zu dem
eine polygonal berandete Zerlegung T existiert. Es ist jedoch bekannt, dass die Qualita¨t von
V h sehr von der verwendeten Zerlegung T abha¨ngen kann. Eine bessere Zerlegung kennzeichnet
dabei insbesondere:
• Regelma¨ßigkeit, d. h. keine stark verzerrten Elemente, sondern mo¨glichst solche, bei
denen alle Kanten, Fla¨chen, Winkel a¨hnlich groß sind.
• Konforme Zerlegung, d. h. keine
”
ha¨ngenden Knoten“. Jede Randfla¨che bzw. -kante
bzw. jeder Eckpunkt inzidiert genau mit dem entsprechenden Teil eines Nachbarn, oder
formell: Fu¨r alle i, j gilt ∂Ti ∩ ∂Tj = Ti ∩H(∂Ti ∩ ∂Tj) mit der affin-linearen Hu¨lle
H(M) := {x+ α(y − x) | x, y ∈M,α ∈ R}
einer Menge M ⊆ Ω.
• Gleichartige Elemente, d. h. es existieren affin-lineare oder multilineare Bijektionen
zwischen je zwei Ti, Tj ∈ T .
Unabha¨ngig von der Qualita¨t der Zerlegungen wollen wir spa¨ter (in den Kapiteln 5 und 6)
auch noch nach unterschiedlicher Feinheit von Gittern unterscheiden. Dazu wird die mittlere
oder maximale Kantenla¨nge im Gitter eine Gro¨ßenordnung vorgeben.
Definition 4.2.1. Wir bezeichnen ein fixiertes
”
Referenzelement“ als T˜ . Dann ko¨nnen wir fu¨r
jedes Element T aus T , dessen Geometrie dem Referenzelement T˜ entspricht, eine affin-lineare
Bijektion FT : T˜ → T definieren. FT heißt die Referenzabbildung und es gilt
FT (x˜) = AT x˜+ bT
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mit AT ∈ Rd×d, bT ∈ Rd.
Um den Funktionswert vh(x) fu¨r ein x ∈ Ω von einem vh ∈ V h zu bestimmen, ko¨nnen wir
also die Referenzabbildung verwenden. Dazu suchen wir uns zuna¨chst das T ∈ T mit x ∈ T ,







Es sind folglich nur Funktionsauswertungen der Ansatzfunktionen ϕ˜i auf dem Referenzelement
T˜ no¨tig. Dies ist fu¨r den Implementierungsaufwand gu¨nstig, da statt der konkreten ϕi als
Basis von V h lediglich die
”
lokalen“ Ansatzfunktionen ϕ˜i auf dem Referenzelement bestimmt
werden mu¨ssen.
Neben den Elementen der Zerlegung werden auch ihre Ra¨nder relevant sein. Daher verwenden
wir µk(M) fu¨r das k-dimensionale Lebesgue-Maß von M und bezeichnen mit
F = {∂Ti ∩ ∂Tj | µd−1(∂Ti ∩ ∂Tj) > 0, i 6= j}
die Menge der Facetten der Zerlegung und mit
F∂ = {∂Ti ∩ ∂Ω | µd−1(∂Ti ∩ ∂Ω) > 0}
die Menge der Randfacetten der Zerlegung T . Auch fu¨r sie wollen wir Abbildungen auf
entsprechenden Referenzelementen F˜ (Strecken fu¨r d = 2, Drei- oder Vierecke fu¨r d = 3)
definieren:
FF : F˜ → F affin-linear und bijektiv.
4.3 Diskrete Abbildungen
In der variationellen Formulierung mu¨ssen die Ansatz- und Testfunktionen integriert werden.




















mit g˜T : T˜ → R, g˜T := g ◦ FT . f ◦ g stellt hierbei die Verkettung der Funktionen dar:
(f ◦ g)(x) = f(g(x)).
Quadraturformeln werden folglich nur fu¨r T˜ bzw. F˜ beno¨tigt:
∫
T˜















Definition 4.3.1. Die Quadratur QT˜ bezeichnen wir als exakt auf einem Polynomraum Ps(T˜ ),
















α = |detAT | w˜T˜α eine Quadratur fu¨r T ∈ T induziert.
Satz 4.3.1. 1. Ist Q˜T˜ exakt auf Ps(T˜ ), dann ist die induzierte Quadratur Q
T exakt auf
Ps(T ).
2. Ist Q˜ exakt auf Ps(T˜ ) und sei g ∈ C∞(Ω), Q(g) :=
∑
T∈T Q




(mit z. B. h := maxT∈T diam(T ) und C einer von h unabha¨ngigen Konstanten).
Beweis. Siehe etwa [OD06], Satz 1.11.
Entsprechendes gilt natu¨rlich auch fu¨r F bzw. F˜ statt T bzw. T˜ .













































































so dass wir hier nur den Quadraturfehler gemacht haben: Bei Verwendung von Quadraturen,
die exakt auf Ps sind, sowie u, v ∈ Cs+1(Ω) ergibt sich dann∣∣∣a(u, v)− ah(u, v)∣∣∣ ≤ Chs+1.
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Es sei nun {ϕi | i ∈ I} eine Basis von V h. I ist dabei eine Indexmenge, etwa I ⊂ N. Dann



































IT := {i ∈ I | int(suppϕi) ∩ T 6= ∅} ,
IF := {i ∈ I | suppϕi ∩ F 6= ∅}
die Indizes jener Basisfunktionen von V h, die fu¨r das Gebiet T bzw. die Facette F relevant
sind (d. h. nicht verschwinden). intM bezeichnet hierbei die inneren Punkte von M . Bei einer




















































skel auf den Referenzgebieten




































































































































































Genau diese Zerlegungen und Umformungen werden so in dem Programmpaket Dune/PDELab
[BBD+13b, BBD+13a] implementiert.
Um das diskrete Problem




∀vh ∈ V h
zu lo¨sen, mu¨ssen lediglich
• eine Gitterzerlegung T vorgegeben werden,
• zu verwendende Basisfunktionen auf T˜ definiert bzw. aus den bereits implementierten
ausgewa¨hlt werden,
• die lokalen Operatoren α˜T˜vol, α˜F˜bnd, α˜F˜skel, λ˜T˜vol, λ˜F˜bnd, λ˜F˜skel implementiert werden.
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Der diskrete Funktionsraum V h kann dann leicht konstruiert werden und gema¨ß der Umfor-





































h, vh) + λ˜Fskel(v
h)
)









ah(u+ εw; v)− ah(u; v)
]
.
die Richtungsableitung von ah nach dem ersten Argument. Da es sich bei V h um endlichdi-



















i = 1, . . . , N (4.3)
und der Korrektur
(uh)(k+1) := (uh)(k) − s(k) (4.4)
gema¨ß Newton-Verfahren iterativ zu lo¨sen. Falls ah linear im ersten Argument ist, fu¨hrt dies
bereits nach einer Iteration und beliebigem Startwert uh,(0) zur Lo¨sung. Ansonsten ko¨nnen
diese Schritte fu¨r k = 0, 1, . . . iteriert werden. Die Konvergenz des Verfahrens ha¨ngt im
Wesentlichen von der Gutartigkeit der Nichtlinearita¨t sowie des Startwertes ab.
Durch die Art der Diskretisierung ist die Koeffizientenmatrix (
”
Steifigkeitsmatrix“) im linearen
Gleichungssystem (4.3) schwach besetzt, so dass hier auch iterative (parallelisierbare) Lo¨ser
verwendet werden ko¨nnen. Bei starker Nichtlinearita¨t ist es ggf. ratsam, beim Updateschritt
(4.4) eine Da¨mpfung einzubauen.
4.4 Zeitdiskretisierung
Im vorangegangenen Abschnitt wurde die Diskretisierung stationa¨rer elliptischer partieller
Differentialgleichungen vorgestellt. Wir ko¨nnen sie aber auch dazu verwenden, die instationa¨ren
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parabolischen Probleme zu diskretisieren.
fu¨r t ∈ I finde u(t) ∈ V mit ∂t (u(t), v)︸ ︷︷ ︸
=:m(u(t),v,t)
+ a(u(t), v)− 〈f, v〉︸ ︷︷ ︸
=:r(u(t),v,t)
= 0 ∀v ∈ V
m kann hier genauso wie zuvor bereits r mithilfe lokaler Operatoren zu mh diskretisiert werden,
einzige A¨nderung ist die mo¨gliche Abha¨ngigkeit von der hier als Parameter zu betrachtenden
Zeit t.
Zur Zeitdiskretisierung unterteilen wir zuna¨chst das Zeitintervall in diskrete Zeitpunkte
0 = t0 < t1 < . . . < tN = T.
Die Idee ist es nun, ∂t so zu diskretisieren, dass wir insbesondere fu¨r jeden Zeitschritt tn eine
Lo¨sung uhn bestimmen. Dazu gibt es verbreitete Verfahren, etwa die s-stufigen Einschrittme-
thoden, siehe Algorithmus 4.1.
Algorithm 4.1 Ein Schritt einer allgemeinen s-stufigen Einschrittmethode
Input: tn, tn+1 ∈ R, uhn ∈ V h, A =
a10 . . . a1s... ...
as0 . . . ass
 , B =
b10 . . . b1s... ...
bs0 . . . bss
 ∈ Rs×(s+1),
d = (d0, . . . , ds)
> ∈ Rs+1
Output: uhn+1 ∈ V h
uh(0) ← uhn
k ← tn+1 − tn
for i = 1, . . . , s do





h(uh(j), v, tn + kdj) + bijr
h(uh(j), v, tn + kdj
)
= 0 ∀v ∈ V h
end for
uhn+1 ← uh(s)
Als stark S-stabiles Verfahren zweiter Ordnung wird etwa das Verfahren von Alexander [Ale77]








0 1− α α
)
, d = (0, α, 1)>
mit α := 1−√2/2.
Eine weitere Klasse gut geeigneter Zeitdiskretisierungen sind die sogenannten Rosenbrock-
Methoden. Die Klasse der s-stufigen Rosenbrock-Verfahren zur Zeitdiskretisierung der implizi-
ten Differentialgleichung
Mu˙ = f(t, u),
u(t0) = u0
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sieht wie folgt aus:
Mki := τf(tn + αiτ, un +
i−1∑
j=1




2γift(tn, un), i = 1, . . . , s,




wobei τ := tn+1 − tn die Schrittweite, αij , γij sowie bi die Parameter des Verfahrens und
αi :=
∑i−1
j=1 αij , γi :=
∑i−1
j=1 γij Abku¨rzungen sind.
In [RA08], Beispiel 4 wurde experimentell gezeigt, dass die dort vorgestellten Rosenbrock-
Methoden zur Lo¨sung der Navier-Stokes-Gleichungen gut geeignet sind. Insbesondere liefern die
dort vorgestellten (und aufwendigeren) Rosenbrock-Methoden qualitativ bessere Ergebnisse als
die einfacheren klassischen Methoden wie das implizite Euler-Verfahren, das Crank-Nicolson-
Schema oder das θ-Verfahren.
Fu¨r eine genauere Beschreibung der Bedingungen an die Parameter sowie verschiedene konkrete
Wahlen sei an dieser Stelle lediglich auf die entsprechenden Abschnitte von [RA08] verwiesen.
4.5 Diskretisierung des gemischten Problems
Um (3.11) zu diskretisieren, mu¨ssen zuna¨chst die Funktionsra¨ume V bzw. Q diskretisiert
werden. Die Diskretisierung erfolgt also fu¨r zwei Funktionsra¨ume, oder anders betrachtet
handelt es sich um zwei Diskretisierungen. Wir werden mit V h den diskreten Funktionsraum
zur Diskretisierung von V und zur Darstellung des Geschwindigkeitsfeldes bezeichnen, und
Qh den diskreten Funktionsraum zur Diskretisierung von Q und zur Darstellung der Druck-
verteilung. Die variationelle Formulierung des gemischten Problems erfolgt dann auf dem
zusammengesetzten Funktionsraum
Vˆ h = V h ×Qh.
Wir wollen voraussetzen, dass wir konforme Finite Elemente verwenden, d. h. V h ⊂ V und
Qh ⊂ Q. Dies hat den Vorteil, dass direkt eine kanonische Definition von aˆh bzw. fˆh aus aˆ
bzw. fˆ mo¨glich ist.
Bei der Kombination der Funktionsra¨ume V h und Qh ist zu beachten, dass auch hier die
Inf-Sup-Bedingung (3.2) (nun fu¨r die diskreten Ra¨ume V h,Qh) erfu¨llt sein soll.
Eine weit verbreitete Wahl des Funktionsraumpaares ist die der Taylor-Hood-Elemente der
Ordnung k ∈ N [TH73]:
V hTH,k :=
(STn+1,n)d ∩H10 (Ω)d,
QhTH,k := STn,0 ∩ L20(Ω),
Vˆ hTH,k := V
h
TH,k ×QhTH,k.
Haben wir etwa eine Gitterzerlegung aus Dreiecken (d = 2) bzw. Tetraedern (d = 3), dann
sprichen wir auch von P2/P1 Elementen bei Vˆ
h = Vˆ hTH,1 bzw. den klassischen Taylor-Hood-
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Elementen. Anhand der Definition der Taylor-Hood-Elemente wa¨re es denkbar, dass die noch
einfachere Elementpaarung P1/P0 ebenfalls geeignet ist – jedoch wird von ihnen die diskrete Inf-
Sup-Bedingung verletzt. Eine Vielzahl von Arbeiten hat bereits mo¨gliche Elementpaarungen
untersucht, an dieser Stelle wollen wir dies jedoch nicht vertiefen, sondern uns mit den
klassischen Taylor-Hood-Elementen begnu¨gen.






































(x˜, n) :=− j˜hN(x˜) · nq˜h(x˜).
Dabei ist stets fu¨r das aktuelle Element T ∈ T
u˜h = uh ◦ FT , p˜h = ph ◦ FT , v˜h = vh ◦ FT , q˜h = qh ◦ FT
bzw. fu¨r das aktuelle F ∈ F :
u˜h = uh ◦ FF , p˜h = ph ◦ FF , v˜h = vh ◦ FF , q˜h = qh ◦ FF .
4.6 Turbulenz und Multiskalen
Ein wesentliches Problem sind turbulente Stro¨mungen. Sie werden charakterisiert durch eine
kleine Viskosita¨t ν  1. Es treten dabei Verwirbelungen in der Stro¨mung auf, die von sehr
unterschiedlicher Gro¨ße sind.
Die kleinen Verwirbelungen aufzulo¨sen erfordert eine feine Diskretisierung. Mit ihr zu rechnen
wiederum bedeutet einen Mehraufwand an Rechenzeit und Speicherkapazita¨t. Unter diesen
praktischen Gesichtspunkten erscheint eine lediglich grobskalige Diskretisierung wu¨nschenswert.
Jedoch transportieren auch die kleineren Verwirbelungen Energie und tragen zum Entstehen
gro¨ßerer Wirbel bei oder vera¨ndern das Stro¨mungsbild. Selbst wenn die kleinskaligen Verwirbe-
lungen also fu¨r den Anwender unwichtig erscheinen, ko¨nnen sie oftmals nicht einfach ignoriert
werden, sofern ein akkuraten Gesamtergebnis von Relevanz ist.
Ein vielversprechender Ausweg aus dem Dilemma ist die Idee, die feinen Verwirbelungen nicht
zu berechnen, sondern nur ihren Effekt auf die (berechneten) gro¨ßeren Wirbel (
”
Large Eddies“)
zu modellieren. Dieser Ansatz wird entsprechend Large Eddy Simulation genannt. Details
dazu sind in [Sag02] zu finden.
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Ein weiterer (noch gitterorientierterer) Ansatz ist die sogenannte Variationelle Multiskalen-
methode. Die Effekte der (nicht berechneten) feinen Skalen werden durch ein Ersatzmodell
nachgebildet. Dieses Ersatzmodell hat ha¨ufig die Form einer zusa¨tzlichen Viskosita¨t, etwa
aˆm(uˆ, vˆ) = (νT∇su,∇v).
Die ku¨nstliche Viskosita¨t νT ist dabei in der Regel nicht konstant, sondern kann insbesondere
von der Lo¨sung uˆ abha¨ngen, siehe etwa [MP94, Joh06]. Fu¨r seine genaue Form gibt es aber
viele verschiedene konkurrierende Ansa¨tze. Ein U¨berblick u¨ber die gela¨ufigen Techniken ist in
[SDT06, Rem10] zu finden.
36
5 A-posteriori-Abscha¨tzung der
Navier-Stokes-Gleichung sowie des dualen
Problems zur Modellgewinnung
Durch die Diskretisierung sowie der konkreten Berechnung werden Fehler gemacht, sodass
wir nur eine Approximation uˆh an die exakte Lo¨sung uˆ bekommen. Es gibt also einen Fehler
zwischen der tatsa¨chlich berechneten und der eigentlich gesuchten Lo¨sung. Dieser Fehler ist
prinzipbedingt und kann nicht eliminiert werden. Jedoch kann der Versuch unternommen
werden, die Modellierung so zu gestalten, dass der Fehler in einer gewissen Hinsicht klein ist.
Konkret wird folgende Herangehensweise verwendet: Die Lo¨sung uˆ = (u, p) ∈ V ×Q etwa der
inkompressiblen Navier-Stokes-Gleichung beinhaltet das gesamte Stro¨mungsverhalten und die
Druckverteilung im Berechnungsgebiet Ω. Ha¨ufig ist der Anwender aber vor allem an einer
von dieser Lo¨sung abgeleiteten Kenngro¨ße interessiert, z. B. dem Stro¨mungswiderstand oder
dem Auftrieb. Wir ko¨nnen sie etwa mithilfe des Funktionals
jˆ : Vˆ → R




n · (ν∇su− pI)ψ
die durch die Stro¨mung uˆ = (u, p) verursachte Kraft in Richtung ψ ∈ Rd auf ein vom Rand
Γj ⊂ Γ umschlossenes Objekt beschrieben werden, vgl. [HJ10]. Die daraus resultierenden
skalaren Gro¨ßen ko¨nnen – je nach Wahl von ψ – typische physikalische Kenngro¨ßen sein:




nach oben“, so beschreibt jˆ den Auftrieb desselben Objekts.
Die Idee ist jetzt, dass wir bei der Approximation uˆh ≈ uˆ beru¨cksichtigen, dass insbesondere
der Fehler in dieser abgeleiteten Gro¨ße klein ist, also∣∣∣jˆ(uˆh)− jˆ(uˆ)∣∣∣ < ε.
Anders gesagt: Wir lassen Fehler zu, die diese Zielgro¨ße nicht so stark vera¨ndern. Dies kann
sich positiv auf den Berechnungsaufwand auswirken.
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5.1 ε-schwache Lo¨sungen
Um verschiedene Approximationen an die Lo¨sung des eigentlichen Problems diskutieren zu







schreiben wir nun mithilfe von




∀uˆ, vˆ ∈ Vˆ
als
Rˆ(uˆ, vˆ) = 0 ∀vˆ ∈ Vˆ .
Dann bezeichnen wir uˆ als ε-schwache Lo¨sung des Problems, wenn gilt∣∣∣Rˆ(uˆ, vˆ)∣∣∣ ≤ ε ‖vˆ‖ ∀vˆ ∈ Vˆ .
5.2 Das duale Problem
Grundlage der a-posteriori-Abscha¨tzung ist das zu dem bisher betrachteten (nachfolgend
”
primal“ bezeichnet) duale Problem.






verwendet die Form aˆ : Vˆ × Vˆ → R, die im zweiten Argument linear ist, im Ersten jedoch
nichtlinear sein kann. Wie bereits zuvor eingefu¨hrt bezeichnet




[aˆ(uˆ+ εwˆ; vˆ)− aˆ(uˆ; vˆ)]
die Richtungsableitung von a nach dem ersten Argument. Es ist aˆ′ : Vˆ × Vˆ × Vˆ → R ebenfalls
nichtlinear im ersten Argument, aber linear in den anderen beiden Argumenten.
Ebenso wollen wir auch fu¨r das Funktional jˆ : Vˆ → R die Richtungsableitung








bestimmen. Sie wird verwendet, um das duale Problem zu formulieren: Finde zˆ ∈ Vˆ , so dass
aˆ′(uˆ; vˆ, zˆ) = jˆ′(uˆ; vˆ) ∀vˆ ∈ Vˆ ,
wobei uˆ ∈ Vˆ als fester Parameter zu betrachten ist. Hervorzuheben ist, dass das duale Problem
fu¨r jeden Parameter uˆ ∈ Vˆ linear ist.
Dann ergibt sich fu¨r ε-schwache Lo¨sungen uˆ und wˆ des primalen Problems:
jˆ(wˆ)− jˆ(uˆ) ≈ jˆ′(uˆ; wˆ − uˆ) = aˆ′(uˆ; wˆ − uˆ, zˆ) ≈ aˆ(wˆ, zˆ)− aˆ(uˆ, zˆ).
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Die Lo¨sung zˆ ∈ Vˆ des dualen Problems wird auch als
”
Einflussfunktion“ fu¨r das Funktional jˆ
bezeichnet.
Da uˆ, wˆ ε-schwache Lo¨sungen sind, gilt insbesondere
|aˆ(wˆ, zˆ)− aˆ(uˆ, zˆ)| =
∣∣∣Rˆ(wˆ, zˆ)− Rˆ(uˆ, zˆ)∣∣∣ ≤ 2ε ‖zˆ‖ .
Je nach Art der Nichtlinearita¨t ko¨nnen die Abscha¨tzungen sogar noch zu Gleichungen verbessert
werden. Das gelingt bei den Navier-Stokes-Gleichungen, indem als Parameter fu¨r die linke
Seite des dualen Problems beide ε-schwachen Lo¨sungen uˆ und wˆ verwendet werden:
Mit
aˆ′(uˆ, wˆ; vˆ, zˆ) := (u · ∇v, z) + (v · ∇w, z) + (∇ · z, q) + (∇ · v, s) + (ν∇v,∇z)
(vgl. [HJ10]) bekommen wir als duales Problem
zˆ ∈ Vˆ : aˆ′(uˆ, wˆ; vˆ, zˆ) = jˆ′(uˆ; vˆ) ∀vˆ ∈ Vˆ
und den Zusammenhang
jˆ(wˆ)− jˆ(uˆ) ≈ jˆ′(uˆ; wˆ − uˆ) = aˆ′(uˆ, wˆ; wˆ − uˆ, zˆ) = aˆ(wˆ, zˆ)− aˆ(uˆ, zˆ).
Sofern das Funktional jˆ linear ist, ist sogar die erste Approximation eine Gleichung. Insgesamt
erhalten wir dann den Zusammenhang∣∣∣jˆ(wˆ)− jˆ(uˆ)∣∣∣ = |aˆ(wˆ, zˆ)− aˆ(uˆ, zˆ)| ≤ 2ε ‖zˆ‖ . (5.1)
Mithilfe der Lo¨sung zˆ des dualen Problems haben wir also eine Gro¨ße parat um den maximalen
Fehler in dem Funktional jˆ abzuscha¨tzen. Zu beachten ist, dass das duale Problem – auch bei
nichtlinearem primalen Problem – linear und daher im Vergleich wesentlich einfacher zu lo¨sen
ist.
5.3 Modellierungskorrektur durch a-posteriori-Abscha¨tzung
In diesem Abschnitt soll zuna¨chst auf die gemischte Formulierung mit uˆ = (u, p) verzichtet
werden, sondern zwecks U¨bersichtlichkeit von einem einfacheren Problem ausgegangen werden.
Die U¨bertragung der Idee auf unsere konkrete Anwendung erfolgt dann im anschließenden
Abschnitt.
Im Folgenden wollen wir die Betrachtungen fu¨r ein Problem anstellen, bei dem die linke Seite
zur konkreten Rechnung vereinfacht wird. Das kann durch Modellierung oder vereinfachende
Implementierung geschehen. Grundlagen dieser U¨berlegungen sind etwa bei [BE03] oder
[Ang13] zu finden.
Das zu betrachtende nichtlineare Problem wird beschrieben durch
u ∈ V : a(u; v) = 〈f, v〉 ∀v ∈ V.
Hierbei ist f ein gegebenes lineares Funktional. Die Form a : V × V → R sei auch hier linear
im zweiten Argument.
39
Nun sei zusa¨tzlich ein nichtlineares Funktional j : V → R gegeben, mit dem wir das duale
Problem wie folgt formulieren:
z ∈ V : a′(u;w, z) = j′(u;w) ∀w ∈ V.
Zur konkreten Rechnung wird V durch verschiedene diskrete Ra¨ume V H , V h angena¨hert,
wobei V h die bessere (feinere) Approximation sein soll.
Beispiel 5.3.1. Als einfaches Beispiel soll zuna¨chst eine gewo¨hnliche Differentialgleichung
mit Randbedingungen betrachtet werden:
u′′(x) + pi2u(x) = 0 ∀x ∈ (−1, 1)
u(±1) = −1
Dieses Problem ist analytisch eindeutig zu lo¨sen, es gilt:
u(x) = cos(pix)
Bei der approximierenden Diskretisierung soll der Funktionswert bei x = 0 mo¨glichst korrekt
getroffen werden. Dazu wa¨hlen wir das Funktional j als
j(u) := u(0).
Wir diskretisieren nun das Problem mithilfe der Finite-Elemente-Methode (FEM) mit stu¨ckweise
linearen Ansatzfunktionen auf einem gleichabsta¨ndigen Gitter.
• uH bezeichne die FEM-Lo¨sung bei 4 Freiheitsgraden (Gitterstellen ±0.6, ±0.2).
• uh bezeichne die FEM-Lo¨sung bei 9 Freiheitsgraden (Gitterstellen ±0.8, ±0.6, ±0.4,
±0.2, 0).
Der Ansatzraum fu¨r die feinskalige Lo¨sung wird also durch einen Gitterverfeinerungsschritt
(h-Refinement) erreicht.













Wir stellen fest, dass es bei der grobskaligen Approximation gegenu¨ber der exakten Lo¨sung
eine deutliche Differenz im Funktional j gibt, wohingegen die feinskalige Lo¨sung hier bereits
eine ziemlich gute Approximation liefert.
j(u) = 1, j(uh) = 1.0012, j(uH) = 0.84206











Als Zusammenhang (5.1) ergibt sich hier∣∣∣j(uh)− j(uH)∣∣∣ ≈ 0.16 ≤ ∣∣∣a(uh, zh)− a(uH , zh)∣∣∣ ≈ 0.16 ≤ 2ε∥∥∥zh∥∥∥ ≈ 0.72ε.
Dies verdeutlicht bereits an dieser Stelle, dass verschiedene Diskretisierungen zu unterschied-
lichen Funktionalwerten fu¨hren.
Im Unterschied zu diesem Beispiel kommt ha¨ufig in der Diskretisierung nicht dieselbe Form
a : V × V → R wie bei dem kontinuierlichen Problem zum Einsatz, sondern eine modellie-
rungsbehaftete modifizierte Version.
Dazu verwenden wir noch die Form am : V ×V → R, die ebenfalls linear im zweiten Argument,
aber mo¨glicherweise nichtlinear im ersten Argument ist. am beschreibt eine Modellierung, die
zusa¨tzlich bei einer (vereinfachten) Rechnung verwendet wird. Entsprechend bestimmen wir
nun die primale Lo¨sung uHm ∈ V H und die duale Lo¨sung zHm ∈ V H des vereinfachten Problems
im diskreten Raum V H
uHm ∈ V H : a(uHm; v) + am(uHm; v) = 〈f, v〉 ∀v ∈ V H , (5.2)
zHm ∈ V H : a′(uHm;w, zHm) + a′m(uHm; v) = j′(uHm;w) ∀w ∈ V H , (5.3)
sowie die primale Lo¨sung uh ∈ V h und die duale Lo¨sung zh ∈ V h des Ausgangsproblems im
diskreten Raum V h:
uh ∈ V h : a(uh; v) = 〈f, v〉 ∀v ∈ V h,
zh ∈ V h : a′(uh;w, zh) = j′(uh;w) ∀w ∈ V h.
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Diese variationellen Probleme sollen nun als Optimierungsprobleme formuliert werden. Das





m) ∈ XH := V H × V H
bzw.
xh = (uh, zh) ∈ Xh := V h × V h
bezeichnen. Wir definieren die folgenden Funktionale im Raum X:
L(x) := j(u) + 〈f, z〉 − a(u, z),
Lm(x) := L(x)− am(u, z).
Die Ableitung von L bzw. Lm auf eine Testfunktion y = (w, v) angewendet ergibt
L′(x; y) =j′(u;w)− a′(u;w, z) + 〈f, v〉 − a(u, v),
L′m(x; y) =j
′(u;w)− a′(u;w, z)− a′m(u;w, z) + 〈f, v〉 − a(u, v)− am(u, v)
=L′(x; y)− (a′m(u;w, z) + am(u, v)).
Die gesuchten Probleme werden also offensichtlich durch kritische Punkte x = (u, z), xm =
(um, zm) von L bzw. Lm gelo¨st:
x ∈ X : L′(x; y) = 0 ∀y ∈ X,
xm ∈ X : L′m(xm; y) = 0 ∀y ∈ X,
xh ∈ Xh : L′(xh; y) = 0 ∀y ∈ Xh,
xHm ∈ XH : L′m(xHm; y) = 0 ∀y ∈ XH .





Wir definieren zusa¨tzlich noch die Residuen
ρ(uHm; v) := 〈f, v〉 − a(uHm, v),
ρ∗(uHm; z
H
m , w) := j
′(uHm;w)− a′(uHm;w, zHm)
und stellen fest, dass
L′(x; y) =ρ∗(u; z, w) + ρ(u, v),
L′m(x; y) =ρ
∗(u; z, w)− a′m(u;w, z) + ρ(u, v)− am(u, v).
Satz 5.3.1. Sofern a, am sowie j hinreichend differenzierbar (im ersten Argument) sind und
XH ⊆ X, dann gilt


















σ(1− σ)L′′′(xHm + σe; e, e, e)dσ.
Beweis.








L′(xHm + σe; e)dσ.
Durch Anwendung der Trapezregel erhalten wir∫ 1
0




L′(x; e) + L′(xHm; e)−R
]
Da XH ⊆ Xh und folglich e ∈ Xh ist schließlich
L′(x; e) + L′(xHm; e) = L
′(xHm; e) = ρ(u
H



















f, z − zHm
〉− a(uHm, z − zHm)
+j′(uHm;u
















= 0 ∀v ∈ V H ,





v′ − pi2uHν v
]
= 0 ∀v ∈ V H
zu einem vorgegebenen νH . Das bedeutet, dass wir eine Modellierung am(u, v) = ν
Hu′v′
verwenden. Hierbei ist zu beachten, dass νH nicht nur als feste Zahl, sondern als u¨ber x ∈ Ω
vera¨nderliche Funktion interpretiert werden kann.
Sei nun νH wie in der nachfolgenden Abbildung dargestellt, dann ergeben sich entsprechend















j(u) = 1, j(uH) = 0.84206, j(uHν ) = 1
Das hier verwendete νH eignet sich also gut fu¨r die Problemstellung, jedoch ist nicht klar,
woher ein gutes νH zu erhalten ist.
Als strukturelle Idee wollen wir wollen versuchen, die Approximation (5.4) zu nutzen, um das
Modell am zu verbessern. Die Verbesserung soll dabei darauf ausgerichtet sein,
∣∣j(u)− j(uHm)∣∣
klein zu halten.
j(uˆ)− j(uˆH) + 1
2
R = 0 = ηH + ηm (5.5)
































avol, abnd, avolm , a
bnd
m : V × V → S sowie fvol, fbnd, jvol, jbnd : V → S∂ ,
wobei
S := {f | f : Ω→ R} und S∂ := {f | f : ∂Ω→ R} .
Es sei N ein Hilbertraum mit Ansatzfunktionen ν : Ω → R fu¨r alle ν ∈ N . Die konstante
Funktion 1 sei in N .
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Definition 5.3.1. Wir bilden eine Lokalisierung der Funktionen a, f, j, am aus (5.6) mithilfe
von N :






















am(ν, µ, u, v) :=
∫
Ω




am(ν, u, v) := am(ν, 1, u, v)
fu¨r alle ν, µ ∈ N , u, v ∈ V .
Bemerkung 5.3.1. Die Bezeichnungen der Abbildungen werden hier mehrfach verwendet.
Jedoch la¨sst die Anzahl der Argumente stets den Schluss auf die gemeinte Abbildung zu. Es ist
a(1, u, v) = a(u, v), a(0, u, v) = 0,
〈f1, v〉 = 〈f, v〉 , 〈f0, v〉 = 0,
j(1, v) = j(v), j(0, v) = 0,
am(1, 1, u, v) = am(u, v) sowie am(0, µ, u, v) = am(µ, 0, u, v) = 0
fu¨r alle µ ∈ N und u, v ∈ V .
Bemerkung 5.3.2. Auch fu¨r die partiellen Ableitungen gilt dann




[j(µ, v + εw)− j(µ, v)] ,




[a(µ, u+ εw, v)− a(µ, u, v)] ,




[am(ν, µ, u+ εw, v)− am(ν, µ, u, v)] .
Sie sind also wohldefiniert.
Die grobskaligen (modellbehafteten) Probleme sollen nun mithilfe der Lokalisierung verbessert
werden. Dafu¨r starten wir mit einem Startparameter ν ∈ NH , etwa zu Beginn ν = 1 oder
ν = 0. Das primale Problem ist dann
uHν ∈ V H : a(1, uHν ; v) + am(ν, 1, uHν ; v) = 〈f1, v〉 ∀v ∈ V H
und das duale Problem ist
zHν ∈ V H : a′(1, uHν ;w, zHm) + a′m(ν, 1, uHν ; v) = j′(1, uHν ;w) ∀w ∈ V H .
Bemerkung 5.3.3. Fu¨r ν = 0 wirkt keine Modellierung, fu¨r ν = 1 ist die Modellierung wie in
(5.2)-(5.3) beschrieben. In diesen Problemen ist stets µ = 1.
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ν ) ∈ XH
und definieren ein entsprechend vom Parameter ν abha¨ngiges Funktional u¨ber X:
Lν(x) := L(x)− am(ν, u, z).
Es gilt wegen
L′ν(x; y) =ρ
∗(u; z, w)− a′m(ν, u;w, z) + ρ(u, v)− am(ν, u, v)
der Zusammenhang
xν ∈ X : L′ν(xν ; y) = 0 ∀y ∈ X,
xHν ∈ XH : L′ν(xHν ; y) = 0 ∀y ∈ XH
sowie
j(uHν ) = Lν(x
H
ν ).
Satz 5.3.2. Sofern a, am sowie j hinreichend differenzierbar (bezu¨glich u) sind und X
H ⊆ Xh,
dann gilt























wobei e := (eu, ez) := (u




σ(1− σ)L′′′(xHν + σe; e, e, e)dσ.
Beweis.
j(uh)− j(uHν ) = L(xh)− Lν(xHν )








L′(xHν + σe; e)dσ.
Durch Anwendung der Trapezregel gilt∫ 1
0








Da XH ⊆ Xh und daher e ∈ Xh ist, folgt
L′(xh; e) = 0
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und








ν ; eu, z
H






h) + a′m(ν, u
H
ν ; eu, z
H




h)− a′m(ν, uHν ;uh, zHν )− am(ν, uHν , zh) + a′m(ν, uHν ; eu, zHν ) + am(ν, uHν , ez)
= L′(xHν ;x
h)− a′m(ν, uHν ;uHν , zHν )− am(ν, uHν , zHν ).
Zusammengefasst ergibt sich∫ 1
0





















h) + ρ(uHν , z
h)− a′m(ν, uHν ;uHν , zHν )− am(ν, uHν , zHν )−R
]
.
Folgerung 5.3.1. Es gelten die Voraussetzungen und Bezeichnungen von Satz 5.3.2. Ist am
sogar linear in u, so ist














a′m(ν, w;u, v) = am(ν, u, v) ∀u, v, w ∈ V ∀ν ∈ N.
Ein einfacher Ansatz wa¨re es, den Parameter ν losgelo¨st zu betrachten, d. h. unabha¨ngig von
den anderen Gro¨ßen. Fu¨r unsere Modellierungsform
am(ν, u, v) =
∫
Ω
















Sind avolm sowie a
bnd
m jedoch linear im ersten Argument, d. h.
avolm
′




(u;w, v) = abndm (w, v),
dann ist auch
a′m(ν, u;w, v) =
∫
Ω
νavolm (w, v) +
∫
∂Ω
νabndm (w, v) = am(ν, w, v),
also am linear.
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Wa¨hlen wir jedoch an dieser Stelle eine Abha¨ngigkeit des Parameters ν von u und v, so
erhalten wir
am(ν(u, v), u, v) =
∫
Ω
ν(u, v)avolm (u, v) +
∫
∂Ω


















(u;w, v) + ν ′(u;w, v)abndm (u, v)
]
.
= a′m(ν(u, v), u;w, v) + am(ν
′(u;w, v), u, v).
Fu¨r ein lineares am gilt dann entsprechend
∂
∂u
am(ν(u, v), u, v)[w] = am(ν(u, v), w, v) + am(ν
′(u;w, v), u, v).
Fu¨r die parametrisierte Modellierung ko¨nnen wir also entsprechend festhalten:
j(uh)− j(uHν ) +
1
2





















































Um eine Modellierungskorrektur zu erhalten, wollen wir nach ν auflo¨sen. Bei dem Ansatz der
Unabha¨ngigkeit von ν und (u, v) wa¨re in (5.7) ηmν′ = 0 und bei linearem am ist nach Folgerung
5.3.1 auch ηmν = 0 – folglich sind alle ν-Terme verschwunden.
Mit diesem zweiten Ansatz der Abha¨ngigkeit ist jedoch bei linearem am wiederum η
m
ν = 0,
jedoch ηmν′ 6= 0. Allerdings haben wir dann nur eine (implizite) Formulierung bezu¨glich ν ′, und
nicht wie gewu¨nscht explizit nach ν. An dieser Stelle wa¨re eine (approximative) Vereinfachung
wu¨nschenswert.
Die Abha¨ngigkeit zwischen ν und (u, v) muss dazu noch weiter spezifiziert werden. Wenn wir
die Abbildung
F (κ, u, v, x) := fvol(v)(x)− avol(u, v)(x)− κavolm (u, v)(x) ∀κ ∈ R+∀u, v ∈ V ∀x ∈ Ω
betrachten, so kennzeichnet die Lo¨sung uHν des groben modellbehafteten Problems, dass
F (ν(uHν , v)(x), u
H
ν , v, x) = f
vol(v)(x)− avol(uHν , v)(x)− ν(uHν , v)(x)avolm (uHν , v)(x)
= 0 ∀v ∈ V H .
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Dies ko¨nnen wir nutzen, um eine implizite Formulierung fu¨r ν : V × V → N zu erhalten:
Satz 5.3.3. F : R+×V ×V ×Ω→ R sei einmal stetig differenzierbar und fu¨r ein ν∗ : V → N
sowie u∗ ∈ V und D ⊂ V × Ω gelte
F (ν∗(v)(x), u∗, v, x) = 0 ∀(v, x) ∈ D.
Ist nun
F ′(ν∗(v)(x); 1, u∗, v, x) 6= 0 ∀(v, x) ∈ D,
dann existiert eine Umgebung U ⊂ V von u∗ ∈ U sowie eine Abbildung ν : U × V → N mit
F (ν(u, v)(x), u, v, x) = 0 ∀(u, v, x) ∈ U ×D
und es gilt
ν ′(u;w, v)(x) = −F
′(ν(u, v)(x), u;w, v, x)
F ′(ν(u, v)(x); 1, u, v, x)
∀(v, x) ∈ D.





[F (ν(u+ εw, v)(x), u+ εw, v, x)− F (ν(u, v)(x), u, v, x)]
= F ′(ν(u, v)(x); ν ′(u;w, v)(x), u, v, x) + F ′(ν(u, v)(x), u;w, v, x) ∀(v, x) ∈ D.
Wird dies nach ν ′(u;w, v)(x) aufgelo¨st, so ergibt sich
ν ′(u;w, v)(x) = −F
′(ν(u, v)(x), u;w, v, x)
F ′(ν(u, v)(x); 1, u, v, x)
∀(v, x) ∈ D.
Wir verwenden unser F wie oben definiert und erhalten
ν ′(u;w, v)(x) = −a




∀(u,w, v, x) ∈ V × V ×D.
Diese Gleichung stimmt nur fu¨r (v, x) ∈ D. Wir wollen die Gleichung an dieser Stelle auf alle
(v, x) ∈ V × Ω beziehen, und den Fehler, der in den Punkten (v, x) ∈ (V × Ω) \D entsteht
(insbesondere auch den in x ∈ ∂Ω durch Weglassen der Randintegrale), mit Q bezeichnen:
am(ν
′(u;w, v), u, v) = −a′(u;w, v)− a′m(ν(u, v), u;w, v) +Qam(u, v) ∀(u,w, v) ∈ V ×V ×V.












































































Folgerung 5.3.2. Es gelten die Voraussetzungen der Sa¨tze 5.3.2 sowie 5.3.3. Ist am(u, v)
linear, dann gilt







h) + ρ(uHν , z

























Beweis. Nachrechnen mit a′m(u;w, v) = am(w, v) bzw. a′m(ν, u;w, v) = am(ν, w, v).
Wir setzen nun




H , zH) ∀ν, µ ∈ N,〈











+a′(µ, uH ;uh − uH , zH)− j′(µ, uH ;uh)
]
∀µ ∈ N.
Das variationelle Problem, finde ν ∈ N mit
duH ,zH (ν, µ) =
〈
fuH ,uh,zH ,zh , µ
〉 ∀µ ∈ N,




unter Verwendung der obigen Annahmen und Approximationen.
Konkret ko¨nnen wir dies natu¨rlich wieder nur approximativ in einem diskreten Unterraum
NH von N lo¨sen. Finde νH ∈ NH mit
duHν ,zHν (ν
H , µ) =
〈
fuHν ,uh,zHν ,zh , µ
〉
∀µ ∈ NH
Insgesamt sind also (nach Zeitdiskretisierung in jedem Zeitschritt) folgende Probleme zu lo¨sen:
uh ∈ V h : a(uh, v) = 〈f, v〉 ∀v ∈ V h, (5.8)
zh ∈ V h : a′(uh;w, zh) = j′(uh;w) ∀w ∈ V h, (5.9)
uHν ∈ V H : a(uHν , v) + am(νH , uHν , v) = 〈f, v〉 ∀v ∈ V H , (5.10)
zHν ∈ V H : a′(uHν ;w, zHν ) + a′m(νH , uHν ;w, zHν ) = j′(uHν ;w) ∀w ∈ V H , (5.11)
νH ∈ NH : duHν ,zHν (νH , µ) =
〈
fuHν ,uh,zHν ,zh , µ
〉
∀µ ∈ NH . (5.12)
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Zu beachten ist, dass die Gleichungen (5.10)-(5.12) voneinander abha¨ngen. Es handelt sich
folglich um ein (nichtlineares) Variationsgleichungssystem. Hier kann z. B. iterativ vorgegangen
werden: Zuna¨chst wird ein νH (etwa νH = 0 oder νH = 1) vorgegeben, dann ko¨nnen die
obigen Gleichungen der Reihe nach gelo¨st werden. Ggf. wird nun das Lo¨sen der letzten drei
Gleichungen iteriert, sofern noch wesentliche Abweichungen entstehen.
Mit jeder Iteration von uHm ; u
H
m du¨rfte sich der Fehler in j verringern:
∣∣j(uh)− j(uHm)∣∣
sollte nun kleiner sein als
∣∣j(uh)− j(uHm)∣∣. Allerdings ergeben sich Fehler etwa aufgrund der
weggelassenen Restglieder R,Q, der Diskretisierung oder anderen Approximationen.
Beispiel 5.3.3. (Fortfu¨hrung von Beispiel 5.3.1, 5.3.2) Nach einem einzigen Schritt der













j(u) = 1, j(uH) = 0.84206, j(uHν ) = 0.88172
Der Funktionalwert verbessert sich bereits und na¨hert sich mit weiteren Approximationen
weiter der Referenz an.
5.4 Skalen- und Modellierungsabscha¨tzung fu¨r die
Navier-Stokes-Gleichungen
Wir wollen nun wieder die Formulierungen des gemischten Problems verwenden, etwa uˆ = (u, p).
Nach einer Zeitdiskretisierung haben wir zur Beschreibung der stationa¨ren Probleme:
Vˆ =V ×Q,
X :=Vˆ × Vˆ ,
aˆ(uˆ, vˆ) := (2ν0∇su,∇v)− (p,∇ · v)− (∇ · u, q) + 1
2






[(u · v)(u · n)− (2ν0(n · ∇s)u) · v] ,











[(w · v)(u · n) + (u · v)(w · n)− (2ν0(n · ∇s)w) · v] ,
aˆm(uˆ, vˆ) := (2∇su,∇v)−
∫
ΓN
((n · ∇s)u) · v,
aˆ′m(uˆ; wˆ, vˆ) = (2∇sw,∇v)−
∫
ΓN














(n · (ν0∇sw − pI)) · ψ,
wobei uˆ = (u, p), vˆ = (v, q), wˆ = (w, r), zˆ = (z, s) ∈ Vˆ = V ×Q und ν0 > 0.
Hierbei ist das Funktional jˆ so gewa¨hlt, dass der Stro¨mungswiderstandskoeffizient des von Γj
umschlossenen Hindernisses gemessen wird.
Wir betrachten das primale Problem




∀vˆ ∈ Vˆ H
sowie das duale Problem
zˆHm ∈ Vˆ H : aˆ′(uˆHm; wˆ, zˆHm) + aˆ′m(uˆHm; wˆ, zˆHm) = jˆ′(uˆHm; wˆ) ∀wˆ ∈ Vˆ H .
Entsprechend wird als Referenzlo¨sung




∀vˆ ∈ Vˆ h
sowie das duale Problem
zˆh ∈ Vˆ h : aˆ′(uˆh; wˆ, zˆh) = jˆ′(uˆh; wˆ) ∀wˆ ∈ Vˆ h
auf einem feineren Gitter gelo¨st.
Nach Folgerung 5.3.2 ist nun




















Um Indikatoren fu¨r die Korrektur von ν zu bekommen, werden die einzelnen Terme lokal
betrachtet.
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5.5 Modellierungskorrektur fu¨r die Navier-Stokes-Gleichungen
Die Voraussetzungen (5.6) sind fu¨r aˆ, aˆm, jˆ und fˆ erfu¨llt. Es ist also mo¨glich – wie oben
skizziert – mithilfe der Fehlerabscha¨tzung eine Korrektur des Modells aˆm durchzufu¨hren.
Grundidee dafu¨r ist die Lokalisierung der Gleichung
j(uˆ)− j(uˆHm) ≈ 0 = ηH + ηmν + ηmν′ ,
wodurch der Fehler im Funktional j klein werden soll.
Dazu wa¨hlen wir einen Ansatzraum N , etwa N := Q und fu¨hren die Lokalisierungen ein:
aˆ(µ, uˆ, vˆ) := (2ν0∇su, µ∇v)− (µp,∇ · v)− (∇ · u, µq) + 1
2
















µ((n · ∇s)u) · ψ,
sowie
aˆm(ν, µ, uˆ, vˆ) := (2ν∇su, µ∇v)−
∫
ΓN
2((µv · ∇s)uν) · n
fu¨r alle ν, µ ∈ N und u, v ∈ V .
Dann ist auch










µ [(w · v)(u · n) + (u · v)(w · n)− (2ν0(v · ∇s)w) · n] ,
aˆ′m(ν, µ, uˆ; wˆ, vˆ) := (2ν∇sw, µ∇v)−
∫
ΓN
2((µv · ∇s)wν) · n,
d. h. insbesondere ist aˆm linear.
Nun ko¨nnen wir die Gro¨ßen fu¨r das variationelle Problem der lokalen Korrektur formulieren:




2ν∇suH , µ∇zH)− ∫
ΓN
2((µzH · ∇s)uHν) · n ∀ν, µ ∈ N,
〈















und bestimmen νH ∈ NH durch
duˆHν ,zˆHν (ν
H , µ) =
〈
fuˆHν ,uˆh,zˆHν ,zˆh , µ
〉
∀µ ∈ NH .
Insgesamt sind also nach Zeitdiskretisierung folgende Probleme zu lo¨sen:




∀vˆ ∈ Vˆ h,
zˆh ∈ Vˆ h : aˆ′(uˆh; wˆ, zˆh) = jˆ′(uˆh; wˆ) ∀wˆ ∈ Vˆ h,




∀vˆ ∈ Vˆ H ,
zˆHν ∈ Vˆ H : aˆ′(uˆHν ; wˆ, zˆHν ) + aˆ′m(νH , uˆHν ; wˆ, zˆHν ) = jˆ′(uˆHν ; wˆ) ∀wˆ ∈ Vˆ H ,
νH ∈ NH : duˆHν ,zˆHν (νH , µ) =
〈
fuˆHν ,uˆh,zˆHν ,zˆh , µ
〉
∀µ ∈ NH .
Die unteren drei Gleichungen ko¨nnen dann bei Bedarf durch Iteration gelo¨st werden.
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6 Mehrskalige Rechnung zur
Parameterbestimmung
Der im letzten Kapitel vorgestellte Ansatz zur Bestimmung einer ku¨nstlichen Viskosita¨t fu¨r
die stationa¨ren inkompressiblen Navier-Stokes-Gleichungen soll nun konkret umgesetzt werden.
Ziel ist es, den Parameter ν ∈ N der Navier-Stokes-Gleichung so einzustellen, dass der Fehler
in einem vorgegebenen Funktional j klein ist.
Um auch instationa¨re Probleme behandeln zu ko¨nnen, wird dazu zuna¨chst eine Semidiskre-
tisierung der Zeit durchgefu¨hrt. In jedem Zeitschritt t = 0, t1, . . . , tN = T wird dann der
Algorithmus 6.1 angewendet.
Algorithm 6.1 Mehrskalige Parameterbestimmung
Input: εtol, imax, νmin, νmax, ddamp, ν
H
0
Output: uh, ph, zh, sh, uH , pH , zH , sH , νH
Lo¨se das feinskalige primale Problem → (uh, ph).
Lo¨se das feinskalige duale Problem → (zh, sh).
i← 0
repeat







i−1 zur Bestimmung von → νHi .
Gla¨tte A¨nderung νHi ← min(νmin,max(νmax, ν0 + ddamp(νHi − νHi−1) + νHi−1))− ν0.
end if
Verwende νHi zur Lo¨sung des grobskaligen primalen Problems → (uHi , pHi ).
Verwende νHi zur Lo¨sung des grobskaligen dualen Problems → (zHi , sHi ).
Setze ri = (u
h − uHi , ph − pHi ) und ρi = (zh − zHi , sh − sHi ).
if i > 0 and
∣∣j(uHi )− j(uh)∣∣ > ∣∣j(uHi−1)− j(uh)∣∣ then
return (νH , uH , pH)← (νHi−1, uHi−1, pHi−1).
end if
Za¨hle Durchla¨ufe i← i+ 1.
until ‖ri−1‖+ ‖ρi−1‖ < εtol or i ≥ imax
return (νH , uH , pH)← (νHi−1, uHi−1, pHi−1).
Zu Beginn wird als erste ku¨nstliche Viskosita¨t νH0 die konstante Funktion 0 verwendet. In
spa¨teren Zeitschritten wird die letzte ku¨nstliche Viskosita¨t des vorangegangenen Zeitschritts
u¨bernommen.
Das Problem der gekoppelten Gleichungen wird nun angegangen, indem die Gleichungen
iterativ nacheinander gelo¨st werden. Dies wird in einer Schleife solange wiederholt, bis
• entweder die Abweichungen zwischen grobskaliger und feinskaliger Lo¨sung hinreichend
klein sind (‖ri−1‖+ ‖ρi−1‖ < εtol),
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• die Korrektur keinen positiven Effekt auf das Funktional hat (d. h. gro¨ßere Abweichung,∣∣j(uHi )− j(uh)∣∣ > ∣∣j(uHi−1)− j(uh)∣∣) oder
• die maximale Iterationsanzahl erreicht wird i ≥ imax.
Die dabei bestimmten νH werden jeweils vor der Verwendung als ku¨nstliche Viskosita¨t noch
einer Gla¨ttung unterzogen:
νHi ← min(νmin,max(νmax, ν0 + ddamp(νHi − νHi−1) + νHi−1))− ν0.
Dabei wird sichergestellt, dass
• die A¨nderung νHi − νHi−1 mit einem Da¨mpfungsfaktor ddamp versehen wird und
• die zuku¨nftig verwendete Viskosita¨t ν0 + νHi zwischen νmin und νmax liegt.








i−1 erfolgte zuvor wie im letzten Kapitel
ausgefu¨hrt im Wesentlichen durch:
νHi ∈ NH : duˆHi−1,zˆHi−1(ν
H





∀µ ∈ NH . (6.1)
Es ist jedoch zu beachten, dass es sich hierbei um ein inverses Problem handelt. Je nach
Problem beno¨tigen wir zum Lo¨sen eine Regularisierung, etwa die Methode der kleinsten
































RuˆHi−1,zˆHi−1(µ) ∀µ ∈ N
H
mit
LuˆH ,zˆH (ν) :=ν(∇suH : ∇zH),
RuˆH ,zˆH (ν) :=− 2ν((zH · ∇s)uH) · n,〈



























































H · ∇s)(uh − uH)) · n− 1
2
χΓj ((n · ∇s)uh) · ψ.








Durch die quadratischen Ausdru¨cke wird die Systemmatrix positiv definit. Allerdings kann ihre
Kondition immer noch schlecht sein, so dass wir zum Lo¨sen des inversen Problems zusa¨tzlich
noch eine Tichonov-Regularisierung einsetzen [HW90]. Das variationelle Problem lautet dann:

































RuˆHi−1,zˆHi−1(µ) ∀µ ∈ N
H . (6.2)
Mithilfe eines Parameters α > 0 wird hierbei die Systemmatrix sta¨rker zu einer Iden-
tita¨tsabbildung modifiziert. Dies hat neben einer besseren Kondition der Systemmatrix zur
Folge, dass die Lo¨sungen νH kleiner werden und nicht so stark von Rundungsfehlern beeinflusst
sind. Hierbei sind wir daran interessiert, den Parameter nur so groß wie no¨tig, aber so klein wie
mo¨glich zu halten. Da insbesondere der Grad der no¨tigen Regularisierung in jedem Zeitschritt
variiert, wird eine adaptive Parametersuche eingesetzt, die in Algorithmus 6.2 beschrieben ist.
Im ersten Zeitschritt wird αold = 1 gesetzt, spa¨ter wird jeweils der im zuletzt berechneten
Zeitschritt bestimmte Regularisierungsparameter α verwendet.
6.1 Duales instationa¨res Problem
Das oben vorgestellte Verfahren basiert darauf, dass zuna¨chst eine Zeitdiskretisierung durch-
gefu¨hrt wird und jeweils fu¨r die einzelnen stationa¨ren (primalen) Probleme das duale (eben-
falls stationa¨re) Problem betrachtet wird. Tatsa¨chlich ist das betrachtete Problem jedoch
zeitabha¨ngig, d. h. diese Vorgehensweise ist zumindest fragwu¨rdig. Gehen wir vom instationa¨ren
primalen Problem aus, so ergibt sich dazu ein duales Problem, das ebenfalls instationa¨r ist.
Dieses instationa¨re Problem kann zwar wiederum zeitdiskretisiert werden, so dass wir eine
Folge von stationa¨ren Problemen erhalten. Allerdings geht als Parameter jeweils die gesamte
(instationa¨re) Lo¨sung des primalen Problems ein. Dies erweist sich unter praktischen Gesichts-











Versuche (6.1) zu lo¨sen
if (6.1) war nicht lo¨sbar then
α← αold
s← 0
while noch keine Lo¨sung ν gefunden wurde oder s = 0 do
Versuche (6.2) zu lo¨sen
if (6.2) war lo¨sbar then










instationa¨ren Lo¨sung kommt noch, dass sa¨mtliche Ergebnisse des Lo¨sungsweges des temporalen
Problems, wie die Schrittweitensteuerung oder die Viskosita¨tsmodellierung, reproduzierbar
und wieder abrufbar fu¨r die na¨chste Iteration sind.
Dieser Mehraufwand war ausschlaggebend fu¨r die Wahl des vorgestellten Verfahrens. Auch
wenn mit ihm die temporalen Effekte im dualen Problem nicht bzw. nur sehr eingeschra¨nkt
abgebildet werden ko¨nnen, so ist zumindest eine Implementierung mit vertretbarem Aufwand
erreichbar. Es ist zu beachten, dass dabei gewisse Fehler zu erwarten sind, sofern die temporalen
Effekte beim dualen Problem nicht unerheblich sind.
Grundsa¨tzlich denkbar ist hingegen auch, das vorgestellte Verfahren fu¨r die instationa¨ren Pro-
bleme zu formulieren und unter den oben aufgefu¨hrten praktischen Nachteilen zu mo¨glicherweise
besseren Resultaten zu kommen. Dies konnte jedoch aufgrund nicht verfu¨gbarer Infrastruktur
nicht in dieser Arbeit untersucht werden.
Sofern fu¨r die instationa¨re Lo¨sung gewisse Eigenschaften erwartet werden, ko¨nnen wir in
dieser Fragestellung mo¨glicherweise auch einen Mittelweg wa¨hlen: In [BBT11] wird ein Ansatz
vorgestellt, bei dem das duale Problem zeitlich gemittelt wird, so dass nur ein stationa¨res
Problem zu lo¨sen ist. Dies ist unter der Voraussetzung einer (quasi-)periodischen Lo¨sung
nachvollziehbar und in dem dort verfolgten Verfahren zur Gitteradaption hilfreich. Eine
Anwendung dieser Idee auf die oben formulierte Kopplung der Probleme zur Modellgewinnung
ist ebenfalls denkbar.
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Abbildung 6.1: Geometrie und Gitter des Modellproblems A
6.2 Modellprobleme
6.2.1 Modellproblem A
Die Geometrie des zu betrachtenden Stro¨mungsproblems ist mit der aus [STD+96] vergleichbar,
wenngleich hier eine ho¨here Reynolds-Zahl (1300 statt 100) verwendet wird.
Es wird ein zweidimensionales Stro¨mungsgebiet mit einem Hindernis in Form eines Kreises
betrachtet. Das betrachtete Gebiet hat die Ausmaße 5× 1. Das Hindernis hat einen Radius
von 0.2, seinen Mittelpunkt 1 nach dem Einflussrand und ist zentriert im Stro¨mungsrohr.
Am oberen und unteren Rand des Rohrs sowie am Hindernis herrschen Solid-Wall-Randbedin-
gungen. Die Stro¨mung wird am linken Rand durch Dirichlet-Einflussbedingungen vorgegeben,
am rechten Rand gilt die ku¨nstliche Neumann-Randbedingung (3.8) nach [Bru00]. Fu¨r die
Geometrie von Gebiet und Gitter sei auf Abbildung 6.1 verwiesen. Das grobe Gitter kenn-
zeichnet sich durch eine Gitterweite von 0.03 . H . 0.6, die Triangulierung besteht aus
198 Dreieckselementen. Das feine Gitter ergibt sich durch Halbierung der Kantenla¨nge aller
Elemente, d. h. einem Schritt h-Refinements.
Als Viskosita¨t wurde hier ν0 = 3 · 10−4 gewa¨hlt. Die Reynolds-Zahl betra¨gt somit etwa
Re = 0.4·|u|ν0 ≈ 1300 nachdem sich die Stro¨mung entwickelt hat, wobei hier der Durchmesser
des Stro¨mungshindernisses als charakteristische La¨nge verwendet wurde.
Das Funktional j, bezu¨glich dessen die Rechnung optimiert werden soll, ist bei dieser Stro¨mung




n · (ν∇su− pI)ψ,
wobei Γobs die Berandung des kreisfo¨rmigen Hindernisses im Stro¨mungsrohr ist und ψ = (1, 0)
>
die Hauptstro¨mungsrichtung.
Es wird der Zeitraum I = (0, 20) betrachtet, wobei fu¨r t ∈ (0, 1) die Einflussrandbedingung
aufgebaut wird.
Beim Lo¨sen des inversen Problems wurden die Parameter νmin = 3 · 10−5, νmax = 3 · 10−1 und
ddamp = 1 verwendet.
In Abbildung 6.2 sind die Ergebnisse der Berechnung dieses Modellproblems dargestellt. In
(a) ist zu erkennen, wie instabil die Stro¨mung bei grober Diskretisierung und ohne ku¨nstliche
Viskosita¨t ist. Dahingegen ist die Stro¨mung bei feiner Diskretisierung relativ gleichfo¨rmig.
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Abbildung 6.2: Entwicklung (a) des Funktionals sowie (b) der Parameter des inversen Problems
bei Modellproblem A
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Funktional ein, dessen Funktionswert sich stets an dem der feinen Diskretisierung orientiert.
Gut zu erkennen sind die ruckartigen Schwankungen, wenn die ku¨nstliche Viskosita¨t
”
nach-
justiert“ wird. Hervorzuheben ist, dass diese Updates fu¨nf Mal stattgefunden haben, wie
aus Abbildung 6.2(b) zu entnehmen ist. Obwohl die (spa¨teren) A¨nderungen jeweils einen
deutlichen Einfluss auf den Funktionalwert j haben (vgl. 6.2(a)), ist dies nicht in dem Fehler im
Funktional
∣∣j(uh)− j(hUν )∣∣ zu erkennen. Interessant ist, dass der Regularisierungsparameter α
ab etwa t ≈ 10 langsam aber gleichma¨ßig ansteigt.
6.2.2 Modellproblem B
Das hier betrachtete Stro¨mungsproblem orientiert sich an [MKM99].
Es wird ein zweidimensionales Stro¨mungsgebiet vom Format 2pi × 1 betrachtet.
Am oberen und unteren Rand des Rohrs herrschen Solid-Wall-Randbedingungen. Die Stro¨mung
wird durch eine Druckdifferenz zwischen linkem und rechtem Rand vorgegeben. Fu¨r die
Geometrie von Gebiet und Gitter sei auf Abbildung 6.3 verwiesen. Fu¨r das grobe Gitter gilt hier
eine Gitterweite von 0.03 . H . 0.1, die Triangulierung besteht aus 8192 Dreieckselementen.
Ebenfalls wird die feine Diskretisierung durch einen h-Refinement-Schritt erreicht.
Die Viskosita¨t der Stro¨mung betrage ν0 = 4.6225 · 10−5. Die Reynolds-Zahl liegt hier bei Re =
1·|u|
ν0
≈ 5250 bzw. Reτ = δ·uτν0 ≈ 590 nach Entwicklung der Stro¨mung. δ ist der Ro¨hrenradius,
uτ die Schubspannungsgeschwindigkeit und |u| die mittlere Stro¨mungsgeschwindigkeit in der
Mitte der Ro¨hre.
Als Funktional j, bezu¨glich dessen die Rechnung optimiert werden soll, ist bei dieser Stro¨mung





wobei M = [−pi2 , pi2 ] × [−0.5, 0.5] so gewa¨hlt ist, dass die Randeffekte bei Zu- bzw. Abfluss
mo¨glichst vernachla¨ssigt werden. ψ = (1, 0)> ist die Hauptstro¨mungsrichtung.
Es wird der Zeitraum I = [0, 5] betrachtet, wobei fu¨r t ∈ [0, 1] die Randbedingung aus einem
unbewegten Stro¨mungsgebiet aufgebaut wird.
Beim Lo¨sen des inversen Problems wurden die Parameter νmin = 10
−5, νmax = 10−2 und
ddamp = 10
−8 verwendet.
Die Abbildung 6.4 zeigt das Funktional j sowie die Ergebnisse bei Anwendung des vorgestellten
Algorithmus auf Modellproblem B. In (a) ist gut zu erkennen, wie die beiden unstabilisierten
Rechnungen voneinander abweichen: Wa¨hrend bei der groben Diskretisierung der Funktio-
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Abbildung 6.4: Entwicklung (a) des Funktionals sowie (b) der Parameter des inversen Problems
bei Modellproblem B
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nalwert bereits fru¨her einbricht, baut sich die Stro¨mung bei der feinen Diskretisierung la¨nger
auf. Auch der sich nach Stro¨mungsaufbau einstellende Durchsatz unterscheidet sich bei den
Rechnungen: Bei der feineren Diskretisierung werden hier ho¨here Werte bestimmt als bei der
Groben.
Da die Funktionale bei grob- und feinskaliger Diskretisierung zu Beginn sehr gut u¨bereinstimmen,
wird die Korrektur mithilfe des inversen Problems erst ab t ≥ tstart := 1.5 durchgefu¨hrt. Dies
erspart Rechenzeit, da in diesen Zeitschritten ohnehin keine wesentliche Korrektur no¨tig und
mo¨glich ist. In Abbildung 6.4(b) ist dies durch eine Updateiteration von i = −1 gekennzeichnet.
Fu¨r die grobskalige Diskretisierung mit Stabilisierung aus dem inversen Problem ist in 6.4(a)
zu erkennen, dass sie sich zuna¨chst a¨hnlich der unstabilisierten grobskaligen verha¨lt. Der
Einbruch der Anfangsstro¨mung verla¨uft weitgehend gleich. Erst spa¨ter, beim eingeschwungenen
Durchsatz, orientiert sich der Funktionalwert an dem der feinskaligen Lo¨sung und na¨hert sich
ihr an. Auch wenn die Schwingungsphasen nicht u¨bereinstimmen, ko¨nnen wir doch festhalten,
dass der durchschnittliche Level des Funktionals hier sehr gut getroffen wird.
Bemerkenswert ist, dass bei der Berechnung zu Modellproblem B stets nur eine minimale
Regularisierung von α = 10−30 no¨tig ist. Außerdem ist gut zu erkennen, dass im Unterschied
zu Modellproblem A deutlich ha¨ufiger und mehr an der ku¨nstlichen Viskosita¨t korrigiert wird.
Es gibt zwar etliche Zeitpunkte, zu denen keine Korrektur no¨tig ist (i = 0), oder wenige
Korrekturen ausreichen (1 ≤ i ≤ 3), aber auch etliche Zeitpunkte, an denen die Korrektur
abgebrochen wird (i = imax = 4). Dies du¨rfte aber auch mit der extrem starken Da¨mpfung
ddamp in Zusammenhang stehen, die bei der Korrektur genutzt wird.
Zusa¨tzlich zum Wert des Funktionals ko¨nnen wir uns bei diesem Modellproblem den Stro¨-
mungsverlauf im Ro¨hrenquerschnitt anschauen, siehe Abbildung 6.5. Dort werden zwar zum
Teil klare Differenzen deutlich, jedoch muss auch beru¨cksichtigt werden, dass in dem zur
Optimierung verwendeten Funktional lediglich der Gesamtdurchfluss einbezogen ist, nicht
jedoch das genaue Stro¨mungsprofil.
In Abbildung 6.6 sind vergleichbare Stro¨mungsprofile aus Rechnungen von [DAG+11] aufgetra-
gen. Es handelt sich um die Ergebnisse von sieben unabha¨ngigen Gruppen mit unterschiedlichen
Codes. Jede der Gruppen hat ein favorisiertes Viskosita¨tsmodell ausgewa¨hlt und verwendet.
Im Vergleich zu den Ergebnissen aus Abbildung 6.5(b) fa¨llt auf, dass keines der Profile ein
derartiges Rauschen wie die unstabilisierte grobskalige Lo¨sung aufweist. U¨berraschenderweise
scheint das Profil aus dem inversen Problem sogar besser zu den Vergleichsdaten zu passen
als jenes aus der feinskaligen Rechnung. Zwischen den Ergebnissen der einzelnen Gruppen
variiert jedoch auch der Level der Geschwindigkeiten deutlich. Dieser Effekt wird durch das





















































uHν aus inversem Problem
(b)
Abbildung 6.5: Geschwindigkeitsquerschnitte bei Modellproblem B u¨ber den Zeitraum (a)



















Abbildung 6.6: Vergleichsstro¨mungsprofile aus [DAG+11]
6.2.3 Modellproblem C
Das nun betrachtete Stro¨mungsproblem orientiert sich an [KMM87].
Es wird ein dreidimensionales Stro¨mungsgebiet vom Format 2pi × 1× pi betrachtet.
Am oberen, unteren, vorderen sowie hinteren Rand des Rohrs mit rechteckigem Querschnitt
herrschen Solid-Wall-Randbedingungen. Die Stro¨mung wird durch eine Druckdifferenz zwischen
linkem und rechtem Rand vorgegeben. Das heißt, die Hauptstro¨mung ist in x1-Richtung. Fu¨r die
Geometrie von Gebiet und Gitter sei auf Abbildung 6.7 verwiesen. Fu¨r das grobe Gitter gilt hier
eine mittlere Gitterweite von H ≈ 1.07, die Triangulierung besteht aus 352 Tetraederelementen.
Ebenfalls wird die feine Diskretisierung durch einen h-Refinement-Schritt erreicht.
Die Viskosita¨t der Stro¨mung betrage ν0 = 1.5151 · 10−4, so dass hier eine Reynolds-Zahl
von Re = 1·|u|ν0 ≈ 2000 bzw. Reτ = δ·uτν0 ≈ 180 nach Entwicklung der Stro¨mung vorliegt.
δ ist dabei der Ro¨hrenradius, uτ die Schubspannungsgeschwindigkeit und |u| die mittlere
Abbildung 6.7: Geometrie und Gitter des Modellproblems C
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Stro¨mungsgeschwindigkeit in der Mitte der Ro¨hre.
Als Funktional j, bezu¨glich dessen die Rechnung optimiert werden soll, ist bei dieser Stro¨mung





wobei M = [−pi2 , pi2 ]× [−0.5, 0.5]× [−pi4 , pi4 ] so gewa¨hlt ist, dass die Randeffekte bei Zu- bzw.
Abfluss mo¨glichst ignoriert werden. ψ = (1, 0, 0)> ist die Hauptstro¨mungsrichtung.
Es wird der Zeitraum I = [0, 10] betrachtet, wobei fu¨r t ∈ [0, 1] die Randbedingung aufgebaut
wird.
Beim Lo¨sen des inversen Problems wurden die Parameter νmin = 10
−5, νmax = 10−3 und
ddamp = 10
−1 verwendet.
Die Abbildung 6.8 zeigt das Funktional j sowie die Ergebnisse bei Anwendung des vorgestellten
Algorithmus auf Modellproblem C.
Auch in diesem Modellproblem ko¨nnen wir uns zusa¨tzlich zum Wert des Funktionals wieder
den Stro¨mungsverlauf im Ro¨hrenquerschnitt anschauen, siehe Abbildung 6.9. Deutlich fa¨llt die
unterschiedliche Gitterstruktur der grob- und feinskaligen Rechnung auf. Die Diskretisierung
ist hier also bei weitem nicht ausreichend, um sa¨mtliche turbulente Skalen aufzulo¨sen. Dennoch
ist zumindest in Abbildung 6.9(a) zu erkennen, wie sich das Stro¨mungsprofil bei der Rechnung
mit inversem Problem trotz grober Skalenauflo¨sung denen der feinskaligen Rechnung schneller
anna¨hern, als dies ohne Stabilisierung der Fall ist.
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uHν aus inversem Problem
(b)
Abbildung 6.9: Geschwindigkeitsquerschnitte bei Modellproblem C u¨ber den Zeitraum (a)



















































































































































































































































































































































































































































































7 Modellierung der Stabilisierung als
Viskosita¨tsmodell
Die in den vorherigen Kapiteln vorgestellte Vorgehensweise hat den entscheidenden Nachteil,
dass sie aufwendig ist. Das liegt daran, dass zur Generierung der ku¨nstlichen Viskosita¨t νH
insgesamt 5 variationelle Probleme gelo¨st werden mu¨ssen.
Fu¨r praktische Rechnungen ist es daher wu¨nschenswert, eine Art
”
Abku¨rzung“ zu finden: Wir
mo¨chten gerne eine ku¨nstliche Viskosita¨t νH zur Stabilisierung der groben Skalen verwenden,
ohne jedes Mal die zusa¨tzlichen Probleme (insbesondere das inverse Problem) lo¨sen zu mu¨ssen.
Um dies zu erreichen wollen wir die Grundidee verfolgen, diese Abku¨rzung durch maschinelles
Lernen herzustellen:
1. Zuna¨chst wird in einer zeitlich unkritischen Umgebung die in dem vorausgegange-
nen Kapiteln vorgestellte Vorgehensweise angewendet. Dadurch erhalten wir Daten
(uh, zh, uHν , z
H
ν , ν
H), die wir zur spa¨teren Verwendung speichern (Trainingsdaten).
2. Basierend auf den (aufwendig gewonnenen) Trainingsdaten wird nun eine Approximation
m gesucht, die m(uHν ) ≈ νH fu¨r die Trainingsdaten mo¨glichst gut erfu¨llt.
3. Diese Approximation wird schließlich auf die eigentliche Rechnung angewendet. In der
Hoffnung, dass m(uHν ) ≈ νH auch fu¨r diese Testdaten gilt, haben wir dadurch mit m
eine Abku¨rzung des aufwendigen Verfahrens gewonnen.
In Abbildung 7.1 ist diese Grundidee schematisch dargestellt. Die bisher betrachtete Vorgehens-
weise ist im Wesentlichen die Anwendung von Algorithmus 6.1. Da dessen Ausfu¨hrung jedoch
sehr aufwendig ist (vgl. Abschnitt 7.1), wird versucht lediglich den Algorithmus ganz rechts in
der Grafik zu verwenden: Wir lo¨sen das grobskalige Problem unter Verwendung einer Model-
lierung. Diese Modellierung ist bei der vorliegenden Betrachtung der Stro¨mungssimulation
konkret ein Viskosita¨tsmodell.
Der Kern dieses Kapitels bescha¨ftigt sich damit, aus den Trainingsdaten eine passende
Modellierung zu gewinnen. Dieser Prozess stellt gewissermaßen das Bindeglied zwischen
dem bereits betrachteten (aufwendigen) Verfahren (Algorithmus 6.1) sowie dem angestrebten
Verfahren. Die Grundu¨berlegung der Aufwandsreduktion ist dabei, dass sowohl der Algorithmus
des inversen Problems wie auch jener zur Bestimmung einer Modellierung als Vorbereitung zu
verstehen sind, d. h. sie ko¨nnen etwa im Vorfeld durchgefu¨hrt werden. Hier ko¨nnen insbesondere
auch Vereinfachungen gegenu¨ber dem tatsa¨chlichen Problem vorgenommen werden, etwa eine
Reduzierung des betrachteten Zeitintervalls. Außerdem ist es denkbar, eine einmal gewonnene
Modellierung fu¨r andere a¨hnliche Probleme wiederzuverwenden. Lediglich der Algorithmus
zur Anwendung der gewonnenen Modellierung tra¨gt dann zur eigentlichen Laufzeit bei, da
hier das komplette zu betrachtende Problem behandelt wird.




































Abbildung 7.1: Schematische Darstellung der Grundidee zur Gewinnung eines Visko-
sita¨tsmodells
71
zur Wiederverwendung liegen, sondern bei der Demonstration der grundsa¨tzlichen Vorgehens-
weise. Insofern werden wir fu¨r jedes betrachtete Laufzeit-Problem auch separate Trainingsdaten
generieren, aus denen dann ein optimales Viskosita¨tsmodell gewonnen werden kann.
7.1 Aufwandsbetrachtung
Bevor auf die Details eingegangen wird, betrachten wir zuna¨chst den Aufwand bzw. die erwar-
tete Aufwandsreduktion. Zur Berechnung der Trainingsdaten mu¨ssen 2 feinskalige Probleme
(Primal und Dual) in Xh sowie 2k grobskalige Probleme (Primal, Dual) in XH gelo¨st werden.
Zusa¨tzlich muss k mal das gekoppelte Problem gelo¨st werden. Dabei handelt es sich um ein
grobskaliges Problem in NH . k ∈ N beschreibt die Anzahl der Iterationen, die aufgrund der
Abha¨ngigkeiten der Lo¨sungen no¨tig sind.
Wenn fu¨r (V H , QH) ein Taylor-Hood-Ansatz gemacht wird, haben wir
dim(Vˆ H) = dim(V H) + dim(QH) ≈ 2ddim(QH) + dim(QH) = (2d+ 1) dim(QH).
Auch fu¨r die feinen Skalen (V h, Qh) gilt dann
dim(Vˆ h) ≈ (2d+ 1) dim(Qh).
Fu¨r eine Verfeinerung um genau eine Gittergro¨ße zwischen QH und Qh ergibt sich
dim(Qh) ≈ 2d dim(QH).
Wenn außerdem NH = QH gewa¨hlt ist, ergeben sich
doffull = 2 dim(Vˆ
h) + k(2 dim(Vˆ H) + dim(NH))
≈ 2(2d+ 1) dim(Qh) + 2k(2d+ 1) dim(QH) + k dim(NH)
= (2(2d+ 1)2d + 2k(2d+ 1) + k) dim(QH)
= (d2d+2 + 2d+1 + k(4d+ 3)) dim(QH)
als zu bestimmende Freiheitsgrade fu¨r einen Datensatz der Trainingsdaten. Der Aufwand fu¨r
die Abku¨rzung hingegen ist
dofappr = dim(Vˆ
H) + dim(NH)
≈ (2d+ 1) dim(QH) + dim(NH)
= 2(d+ 1) dim(QH).
Hierbei wird das Auswerten der Approximation m mit dem Aufwand dim(NH) beru¨cksichtigt.




d+2 + 2d+1 + k(4d+ 3))
2(d+ 1)









Der Aufwand fu¨r das unstabilisierte grobskalige Verfahren hingegen ist










Der Mehraufwand des approximativen Verfahrens gegenu¨ber dem Unstabilisierten ist also
unwesentlich. Die Kosten zwischen dem vollsta¨ndigen und dem approximierten Verfahren
unterscheiden sich hingegen um einen Faktor von rund 2(2d + k).
7.2 Modelltrainingsdaten
Die in den na¨chsten Abschnitten vorgestellten Modellierungsapproximationen beno¨tigen Trai-
ningsdaten als Grundlage. Unter Trainingsdaten verstehen wir eine Menge
Ptrain = {(di, ri) ∈ D ×R | i ∈ Itrain} ,
wobei Itrain eine endliche Indexmenge bezeichnet. Jede Modellierungsapproximation liefert nun
basierend auf den Trainingsdaten Ptrain eine Abbildung m˜i : D → R, die fu¨r die vorgegebenen
Trainingsdaten gut geeignet ist, also
m˜(di) ≈ ri ∀i ∈ Itrain.
Um die in den Abschnitten 7.4 bis 7.6 vorgestellten Modellierungsapproximationen im Hinblick
auf praktische Verwendbarkeit bewerten zu ko¨nnen, werden sie mit Trainingsdaten von drei
beispielhaften Stro¨mungsrechnungen numerisch erprobt. Insbesondere ist es wichtig, bei allen
Approximationen dieselben Trainingsdaten zu verwenden, damit die Ergebnisse vergleichbar
sind. Als zugrunde liegende Trainingsdaten sollen die bereits in Abschnitt 6.2 vorgestellten
Rechnungen des inversen Problems dienen. Mit Modelltrainingsdaten A bezeichnen wir die
Daten, die sich bei der Berechnung des inversen Problems aus Abschnitt 6.2.1 ergeben, mit
Modelltrainingsdaten B entsprechend jene, die sich aus Abschnitt 6.2.2 ergeben, und schließlich
mit Modelltrainingsdaten C jene, die wir in Abschnitt 6.2.3 bestimmt haben.
7.3 Ra¨umlich globale bzw. lokale Regression
Wa¨hrend im zeitlichen Verlauf bereits aufgrund der Diskretisierung des primalen Problems
nur eine sequentielle d. h. zeitlich lokale Vorgehensweise mo¨glich ist, kann die Approximation
ra¨umlich betrachtet auf zwei verschiedenen Varianten erfolgen:
• Bei der ra¨umlich globalen Regression mg : Vˆ H → NH liegt fu¨r jeden diskreten Zeitpunkt
genau ein Datenpunkt (uˆH , νH) vor. Zur vereinheitlichten Notation ist dazu
m˜g : D → R
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mit
m˜g := mg, D := Vˆ
H , R := νH .
• Bei der ra¨umlich lokalen Regression ml : Vˆ H → NH werden fu¨r jeden Zeitpunkt auch
verschiedene o¨rtliche Positionen als einzelne Datenpunkte betrachtet. Dazu ist es sinnvoll,
sich an den Freiheitsgraden (xi)i=1,...,N ⊆ Ω von NH zu orientieren: Es wird eine
Abtastfunktion d : Vˆ H × Ω→ Rk erkla¨rt, die charakteristische Gro¨ßen von uˆH ∈ Vˆ H in
x ∈ Ω bestimmt, etwa






hier ist also k = 4. Die eigentliche Approximation erfolgt dann (lediglich mithilfe der zeit-
und ra¨umlich lokalen Daten) durch m˜l : R
k → R. In Analogie zu den Bezeichnungen bei
der ra¨umlich globalen Regression ist D := Rk und R := R. Schließlich werden die zu den
einzelnen Abtastpunkten (xi)i=1,...,N geho¨rigen Daten wieder zu einer ra¨umlich globalen
Funktion in NH zusammengefu¨gt: INH : R
N → NH . Dies ist bei entsprechender Wahl der
Abtastpunkte (xi)i=1,...,N eine Interpolation bzw. kann bei passenden Ansatzfunktionen
sogar der diskreten FEM-Darstellung entsprechen, so dass dazu keine weitere Rechnung
no¨tig ist.










H , xN ))
 .
Mit mi : Vˆ
H → NH , i ∈ {g, l} haben wir zwei verschiedene Varianten der gesuchten
Approximation beschrieben. Kernaufgabe des jeweiligen Verfahrens ist es, eine sinnvolle
Regression m˜i : D → R, i ∈ {g, l} zu finden. Dafu¨r sind verschiedene Mo¨glichkeiten denkbar.
Sie werden in den nachfolgenden Abschnitten genauer betrachtet und verglichen.
Unabha¨ngig von der konkreten Wahl von m˜i, i ∈ {g, l} haben die beiden vorgestellten
Ansa¨tzen ihre prinzipbedingten Vor- und Nachteile.
Den ra¨umlich globalen Algorithmen ist gemein, dass die Regression auf die Funktionsra¨ume
Vˆ H , NH und damit insbesondere auf das zugrunde liegende Gitter fixiert ist. Bei adaptiven
Verfahren jedoch a¨ndern sich diese Funktionsra¨ume. Damit anschließend die bereits gewonnene
Regression noch zu verwenden ist, sind zusa¨tzliche Anpassungen no¨tig.
Bei paralleler Rechnung kommt noch eine weitere Schwierigkeit hinzu: Bei den globalen
Algorithmen gehen in die Regression Daten von allen Berechnungsknoten ein, folglich muss die
Implementierung synchronisieren und Informationen zwischen allen Knoten austauschen. Dies
kann einen zusa¨tzlichen Flaschenhals darstellen und sollte unter Performance-Gesichtspunkten
vermieden werden.
Auch die U¨bertragung einer einmal gewonnenen Approximation auf (hinreichend) a¨hnliche





Die ra¨umlich lokale Regression hingegen hat den Nachteil, dass die in m˜i steckende eigentliche
Approximationsintelligenz
”
blind“ ist. Sie hat keinen U¨berblick, etwa u¨ber Auspra¨gung eines
gro¨ßeren Pha¨nomens oder Entwicklungsstand des Systems als Ganzes. Sie kann nur die lokal in
diesem Punkt vorherrschenden Gro¨ßen verwerten, ohne Informationen von entfernten Punkten.
Je nach Absicht oder a¨ußeren Gegebenheiten ko¨nnen also beide Arten der Regressionen sinnvoll
sein. Es muss von Fall zu Fall entschieden werden, womit vernu¨nftigerweise gearbeitet werden
sollte.
Beispiel 7.3.1. (Fortfu¨hrung von Beispiel 5.3.1, 5.3.2, 5.3.3) Bei dem Beispiel der gewo¨hnlichen
Differentialgleichung ist die Aufgabe, eine geeignete lokale Regression zu finden, aufgrund der
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Allerdings ist aus diesem Beispiel auch noch kein Indiz fu¨r einen allgemeingu¨ltigen Ansatz
abzuleiten.
Eine globale Regression ist noch einfacher, macht aber weniger Sinn, da aufgrund fehlender
zeitlicher Entwicklung des primalen Problems lediglich ein Datenpunkt zur Verfu¨gung steht.
Unabha¨ngig von der Wahl einer ra¨umlich globalen oder lokalen Regression bleibt die Frage
nach dem geeigneten Verfahren zum Finden von m˜i : D → R, i ∈ {g, l} . Dieser wollen wir in
den nachfolgenden drei Abschnitten nachgehen.
7.4 Modellierung mittels reduzierter Basisfunktionen
Mithilfe der Technik der reduzierten Basen soll eine Regression m˜i : D → R gefunden werden.
Die Grundidee der reduzierten Basen ist es, eine Darstellung zu finden, bei der weniger wichtige
Anteile schlicht weggelassen werden. Die Gro¨ßen werden stattdessen mit weniger Informationen
durch ihre wesentlichen, d.h. dominanten Anteile beschrieben.
7.4.1 Grundprinzip der reduzierten Basis
Die gewo¨hnliche Methode der reduzierten Basis beschreibt lediglich die Darstellung von
Elementen ri ∈ R. Es liegt dazu eine Trainingsmenge Rtrain = {ri ∈ R | i ∈ Itrain} vor, wobei














wobei cMjk ∈ R und σk ∈ R∗. M ∈ N ist dabei die Anzahl der neuen Basisfunktionen,
ΞM = {ξm} Mm=1 ⊆ R
die Menge der Basisfunktionen und
ΣM = {σm} Mm=1 ⊆ R∗







Die Elemente ri ∈ Rtrain werden also gewissermaßen mit den Funktionalen σk ∈ ΣM abgetastet
und mit den Basiselementen ξj ∈ ΞM dargestellt. Dazwischen sorgen die Darstellungskoeffizi-
enten cMjk ∈ R fu¨r die passende Gewichtung.
Die Darstellungskoeffizienten cMjk ∈ R fu¨r gegebene Mengen ΞM ,ΣM zu finden ist nicht










1, i = k
0 i 6= k.
Insbesondere ist zu beachten, dass cMjk unabha¨ngig von einem Testelement ri ∈ Rtrain ist. Fu¨r
die Wahl der eigentlichen Basiselemente bietet sich eine Greedy-Strategie an, wie in [DHO12]






mit dem rmax ∈ Rtrain, das bislang am schlechtesten dargestellt wurde und dem Funktional
σM+1 = argsupσ∈Σ {|σ(ξM+1)|} ,
das den gro¨ßten Einfluss auf den Fehler hat. Hierbei ist Σ eine vorgegebene Menge von
Funktionalen, die eine Basis fu¨r R∗ bildet. Algorithmus 7.1 beschreibt die Kombination der
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oben vorgestellten Schritte, dazugeho¨rige Approximationsresultate sind Abbildung 7.2 zu
entnehmen.
Algorithm 7.1 Klassische Reduktion der Basis von R
Input: Rtrain ⊆ R, εtol > 0,Mmax ∈ N,Σ ⊆ R∗
Output: M ∈ N0, {σi | i = 1, . . . ,M} ⊆ R∗, {ξi | i = 1, . . . ,M} ⊆ R
M ← 0
repeat






jk = δik ∀i, k = 1, . . . ,M.









Berechne das Residuum RM+1 ∈ R zwischen rM+1 und der derzeitigen Approximation






Bestimme die Basisfunktion, die den gro¨ßten Einfluss auf das Residuum hat
σM+1 ← argsupσ∈Σ {|σ(RM+1)|} .
Normalisiere, um so eine zusa¨tzliche Funktion zur Basis hinzuzufu¨gen ξM+1 ← RM+1σM+1(RM+1) .
Erho¨he die Anzahl der Approximationsterme M ←M + 1.
until ‖RM‖ < εtol or M ≥Mmax
Zu beachten ist, dass fu¨r die so konstruierte Basis Ξ und Funktionale Σ gilt:



















Abbildung 7.2: Approximationsfehler mit Algorithmus 7.1 (klassisch reduzierte Basis) bei
synthetischen Daten, |Ptrain| = 50, dimR = 20
7.4.2 Abbildung mittels reduzierter Basis
Das Ziel dieses Kapitels ist es, eine Approximation in der Form einer Abbildung zu finden.
Das im vorangegangenen Abschnitt vorgestellte Verfahren kann zwar zur Reduktion der Basis
verwendet werden, jedoch hilft es zuna¨chst nicht, eine derartige Approximation zu finden.
Durch eine nun folgende Modifikation ist es jedoch mo¨glich, das Grundprinzip an eine etwas
gea¨nderte Situation anzupassen:
Statt einer Darstellung R→ R durch Reduktion der Basiselemente sind wir an einer Abbildung
m˜i : D → R interessiert.
Dazu liegt uns eine Trainingsmenge Ptrain = {(di, ri) ∈ D ×R | i ∈ Itrain} vor. Itrain bezeichne






fu¨r Elemente (d, r) = (di, ri) ∈ Ptrain der Trainingsmenge gut ist, d. h.∥∥∥∥∥∥(ri −
M∑
j,k=1
ξjcjkλk(di) : i ∈ Itrain)
∥∥∥∥∥∥
klein ist. Im Unterschied zum Grundprinzip ist statt ΣM hier



















Abbildung 7.3: Approximationsfehler mit Algorithmus 7.2 (reduzierte Basis als Abbildung)
bei synthetischen Daten, |Ptrain| = 50, dimD = 100, dimR = 20
zu bestimmen.
Da nun D∗ und R nicht zueinander dual sind, lassen sich die Darstellungskoeffizienten cMjk





j (r) ∀j = 1, . . . ,M
zu lo¨sen. Die so bestimmten cMjk ha¨ngen allerdings von (d, r) ∈ Ptrain ab. Um eine Lo¨sung cMjk













ξ∗i (r)λm(d) ∀i,m = 1, . . . ,M
bestimmen.
Fu¨r die Wahl der Basiselemente ξj ∈ R bzw. der Funktionale λk ∈ D∗ gehen wir grundsa¨tzlich
a¨hnlich vor wie zuvor gezeigt. Mit einer Greedy-Strategie wird der gro¨ßte Einfluss auf den
Fehler der Regression ausgewa¨hlt und als Grundlage fu¨r die neue Korrektur verwendet. Diese
U¨bertragung wird in Algorithmus 7.2 beschrieben.
In Abbildung 7.3 sind Approximationseigenschaften bei Verwendung dieses Verfahrens auf
aus Zufallszahlen generierten synthetischen Daten zu sehen. Es wurden dazu |Ptrain| = 50
Datensa¨tze generiert, und es sollte eine Abbildung aus einem Raum mit Dimension dimD = 100
in einen Raum mit Dimension dimR = 20 gefunden werden.
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Algorithm 7.2 Darstellung von r in Abha¨ngigkeit von d mit reduzierter Basis
Input: Ptrain ⊂ D ×R, εtol > 0,Mmax ∈ N,Σ ⊂ R∗
Output: M ∈ N0, {λi | i = 1, . . . ,M} ⊆ D∗, {ξi | i = 1, . . . ,M} ⊆ R
M ← 0
repeat











ξ∗i (r)λm(d) ∀i,m = 1, . . . ,M.









Berechne das Residuum RM+1 ∈ R zwischen rM+1 und der derzeitigen Approximation






Bestimme die Basisfunktion, die den gro¨ßten Einfluss auf die zum gro¨ßten Fehler
geho¨renden Daten hat
λM+1 ← argsupl∈Σ {|l(dM+1)|} .
Normalisiere, um eine zusa¨tzliche Funktion zur Basis hinzuzufu¨gen ξM+1 ← RM+1λM+1(dM+1) .
Erho¨he die Anzahl der Approximationsterme M ←M + 1.
until ‖RM‖ < εtol or M ≥Mmax
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Zur Charakterisierung der synthetischen Daten wurden ihre Konditionszahlen erfasst. Fu¨r die
absolute Kondition ergibt sich:
0.23151 ≤ ‖r1 − r2‖‖d1 − d2‖ ≤ 0.75261 ∀(d1, r1), (d2, r2) ∈ Ptrain






≤ 1.6601 ∀(d1, r1), (d2, r2) ∈ Ptrain.
Die Greedy-Strategie zur Gewinnung eines neuen Funktionals beim zuletzt vorgestellten
Verfahrens ist zwar einfach, kann aber auch Probleme mit sich bringen. Die im folgenden
vorgestellte Alternative bedeutet zwar mehr Aufwand, fu¨hrt aber hoffentlich auch zu einer
ho¨heren Approximationsgu¨te.
Statt sich bei der Wahl des Funktionals nur auf eine vorgegebene Basis zu beschra¨nken,
ko¨nnen wir ein neues Funktional konstruieren, das etwa die bereits verwendeten Funktionale
beru¨cksichtigt. Als Ausgangspunkt wollen wir uns dazu an dem bislang gro¨ßten Approximati-
onsfehler orientieren.
Konkret wollen wir zu den Daten dM+1 mit dem bislang gro¨ßten Einfluss auf den Appro-
ximationsfehler das duale Element d∗M+1 betrachten. Dieses Funktional sollte durch Ortho-
gonalisierung unabha¨ngig von den bereits verwendeten Funktionalen gemacht werden. Der
zentrale Schritt zur Konstruktion des neuen Funktionals λM+1 unter Beru¨cksichtigung der
bereits ausgewa¨hlten Funktionale λk ∈ ΛM sieht dann wie folgt aus:




Algorithmus 7.3 fasst das vorgestellte Verfahren zusammen, Ergebnisse sind in Abbildung 7.4
dargestellt.
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Algorithm 7.3 Darstellung von r in Abha¨ngigkeit von d mit reduzierter Basis durch Ortho-
normalisierung des kanonischen Duals
Input: Ptrain ∈ D ×R, εtol > 0,Mmax ∈ N
Output: M ∈ N0, {λi | i = 1, . . . ,M} ⊆ D∗, {ξi | i = 1, . . . ,M} ⊆ R
M ← 0
repeat











ξ∗i (r)λm(d) ∀i,m = 1, . . . ,M.









Berechne das Residuum RM+1 ∈ R zwischen rM+1 und der derzeitigen Approximation






Orthonormalisiere das duale Element der Daten zum gro¨ßten Fehler bezu¨glich der bereits
gewa¨hlten Basis




λM+1 ← λ˜M+1∥∥∥λˆM+1∥∥∥ .
Normalisiere, um so eine zusa¨tzliche Funktion zur Basis hinzuzufu¨gen ξM+1 ← RM+1λM+1(dM+1) .
Erho¨he die Anzahl der Approximationsterme M ←M + 1.



















Abbildung 7.4: Approximationsfehler mit Algorithmus 7.3 (orthonormalisierte Funktionale)
bei synthetischen Daten, |Ptrain| = 50, dimD = 100, dimR = 20
Es sind noch weitere Alternativen zur Gewinnung der Basiselemente sowie der Funktionale
denkbar. Ein wiederum deutlich aufwendigeres Verfahren ist es, zur linearen Regression der
jeweiligen Fehler in der Approximation r −∑Mj,k=1 ξjcMjkλk(d) auf die dazugeho¨rigen Daten d,
(d, r) ∈ Ptrain, die gro¨ßten Einflu¨sse zu bestimmen.
Diese gro¨ßten Einflu¨sse ko¨nnen durch eine Singula¨rwertzerlegung (engl. singular value decom-
position, SVD) der zugeho¨rigen Koeffizientenmatrix bestimmt werden. Da jedoch eine solche
komplette Singula¨rwertzerlegung sehr aufwendig ist und wir nur an dem gro¨ßten Einfluss inter-
essiert sind, ko¨nnen wir hier auch eine Iteration a¨hnlich der Potenzmethode zur Bestimmung
des gro¨ßten Eigenwertes verwenden.
Sei etwa eine Matrix C ∈ Rn×m sowie einen Vektor r1 ∈ Rn vorgegeben, dann ko¨nnen wir
durch
rˆi+1 ← CC>ri, ri+1 ← rˆi‖rˆi‖ ∀i = 1, 2, . . .
eine Iteration durchfu¨hren, bis ‖ri+1 − ri‖ < ε. Setzen wir nun noch s← C>ri‖C>ri‖ , dann erhalten
wir die Approximation
C ≈ riσ1s>,
wobei σ1 eine Anna¨herung an den gro¨ßten Singula¨rwert von C ist.
U¨bertragen auf eine Abbildung CM+1 sowie das Funktional SM+1 und die Basis RM+1 ist
diese Vorgehensweise in Algorithmus 7.4 zusammengefasst. Es ist zu beachten, dass nicht der
Aufwand einer vollsta¨ndigen Singula¨rwertzerlegung no¨tig ist. Allerdings muss zuna¨chst die
lineare Regression CM+1 (fu¨r jedes M) bestimmt werden, was bereits hinreichend aufwendig
sein kann. Folglich hat der Algorithmus 7.4 bereits eine deutlich ho¨here Laufzeit als die



















Abbildung 7.5: Approximationsfehler mit Algorithmus 7.4 (na¨herungsweise Sin-
gula¨rwertzerlegung) bei synthetischen Daten, |Ptrain| = 50, dimD = 100,
dimR = 20
lineare Regression C1 : D → R bestimmt wird. Ergebnisse der Approximation ko¨nnen der
Abbildung 7.5 entnommen werden.
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Algorithm 7.4 Darstellung von r in Abha¨ngigkeit von d mit reduzierter Basis durch
na¨herungsweise Singula¨rwertbestimmung
Input: Ptrain ⊆ D ×R, εtol > 0,Mmax ∈ N
Output: M ∈ N0, {λi | i = 1, . . . ,M} ⊆ D∗, {ξi | i = 1, . . . ,M} ⊆ R
M ← 0
repeat











ξ∗i (r)λm(d) ∀i,m = 1, . . . ,M.
Berechne die Regression CM+1 : D → R durch Lo¨sen des linearen Gleichungssystems





jkλk(d) ∀(d, r) ∈ Ptrain.









Berechne das Residuum RM+1 ∈ R zwischen rM+1 und der derzeitigen Approximation







Berechne SM+1 ∈ D∗ durch Anwendung des dualen Operators
SˆM+1 ← C∗M+1(R∗M+1), SM+1 ←
SˆM+1∥∥∥SˆM+1∥∥∥ .
Berechne RM+1 ∈ R aus RˆM+1 ← CM+1(S∗M+1), RM+1 ←
RˆM+1∥∥∥RˆM+1∥∥∥ .
until
∥∥∥SˆM+1 − C∗M+1(R∗M+1)∥∥∥ < εtol
Verwende die so angena¨herten Argumente fu¨r die Approximation
λM+1 ← SˆM+1, ξM+1 ← RM+1.
Erho¨he die Anzahl der Approximationsterme M ←M + 1.
until ‖RM‖ < εtol or M ≥Mmax
85
Als Vergleich zu den vorgestellten Methoden der Basisreduktion soll nun noch eine vollsta¨ndige
Singula¨rwertzerlegung angefu¨hrt werden. Grundlage hierfu¨r ist eine Matrix-Darstellung der
linearen Abbildung C1 : D → R aus Algorithmus 7.4. Sofern die Ra¨ume D und R endlich
sind, kann mithilfe einer Basis Λ = {λi | i = 1, . . . ,dimD} von D∗ sowie einer Basis Ξ =






j )) ∀i = 1, . . . ,dimR ∀j = 1, . . . ,dimD.
Dann bezeichne
LSR> = A
die Singula¨rwertzerlegung von A, wobei L ∈ RdimR×dimR und R ∈ RdimD×dimD orthogonale
Matrizen sowie S ∈ RdimR×dimD eine (nicht quadratische) Matrix mit Nichtnulleintra¨gen
lediglich auf der Hauptdiagonalen, also sij = 0 fu¨r alle i 6= j. Insbesondere seien die Eintra¨ge
von S der Gro¨ße nach sortiert, so dass s11 ≥ s22 ≥ . . . sii ≥ 0.
Wir setzen nun SM ∈ RdimR×dimD mit
sMij =
{
sij i ≤M und j ≤M
0 sonst
und M ∈ N, dann entha¨lt SM ausschließlich die ersten M Diagonaleintra¨ge aus S und hat
alle spa¨teren Eintra¨ge auf 0 gesetzt. LSMR> ist folglich eine Approximation an A, wobei nur
die gro¨ßten M Komponenten beru¨cksichtigt werden. Die ersten M Spalten von L beschreiben
die dazugeho¨rige Basis in R, die ersten M Spalten von R die dazugeho¨rige Basis in D. Auch
auf diese Weise kann die Abbildung C1 : D → R zerlegt werden.
Fu¨r die Praxis ist diese Zerlegung allerdings nur bei kleinen Daten brauchbar, da nicht nur die
Regression C1, sondern auch eine vollsta¨ndige Singula¨rwertzerlegung ihrer Matrixdarstellung
berechnet werden muss. Fu¨r unsere synthetischen Daten hingegen ko¨nnen wir die so beschrie-
benen Approximationen bestimmen (siehe Abbildung 7.6) und als Vergleich hinzuziehen. Bei
praktischen Betrachtungen stoßen wir mit dieser Vorgehensweise jedoch schnell auf Grenzen
der Durchfu¨hrbarkeit.
Beim Vergleich der verschiedenen Verfahren (Abbildung 7.7) fa¨llt auf, dass fu¨r kleine M die
Greedy-Strategie der Heuristiken die besseren Approximationen liefert, wa¨hrend fu¨r gro¨ßere
M die (angena¨herte) Singula¨rwertzerlegung wesentlich bessere Ergebnisse erzielt. Insbesondere
bei dem einfachsten Verfahren werden bei wachsendem M auch wesentliche Fehler erzeugt. Da
die Singula¨rwertzerlegungen in der Praxis jedoch sehr aufwendig sind, startet Algorithmus 7.3
nach diesen Voruntersuchungen als Favorit fu¨r einen gu¨nstigen Kompromiss zwischen guten



















Abbildung 7.6: Approximationsfehler mit reduzierter Singula¨rwertzerlegung bei synthetischen
























Abbildung 7.7: Vergleich der Approximationsfehler mit den verschiedenen Verfahren bei syn-
thetischen Daten, |Ptrain| = 50, dimD = 100, dimR = 20 (”SVD Anna¨herung“
und
”
vollsta¨ndige SVD“ sind nahezu deckungsgleich)
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7.4.3 Anwendung auf die Modelltrainingsdaten
Modelltrainingsdaten A
Auf die in Abschnitt 7.2 definierten Modelltrainingsdaten angewendet ergeben sich die beiden
Mo¨glichkeiten:
• Ra¨umlich lokale Regression: Jeder Abtastpunkt wird als unabha¨ngige Information zur
Regression verwendet. Hierbei ist dimR = 1, dimD = 7 und wir haben Trainingsdaten
im Umfang von |Ptrain| = 127512.
• Ra¨umlich globale Regression: Alle Daten zu einem festen Zeitschritt werden als gebu¨ndelte
Information zur Regression verwendet. Hierbei ist dimR = 792, dimD = 5544 und wir
haben Trainingsdaten im Umfang von |Ptrain| = 161.
In Abbildung 7.8 sind die Ergebnisse dieser beiden Mo¨glichkeiten dargestellt. Bei der glo-
balen Regression (Abbildung 7.8(a)) schneidet wie erwartet das Verfahren der Singula¨rwert-
Anna¨herung am besten ab. Sowohl des Verfahren der orthonormalisierten Funktionale als auch
die reduzierte Basis als Abbildung scheinen nach einem brauchbaren Start keine wesentliche
Verbesserung mehr durch Hinzunahme neuer Basisfunktionen erzielen zu ko¨nnen: Hier stagniert
der Approximationsfehler trotz steigender Anzahl an Basiselementen. Lediglich die beiden
außer Konkurrenz gestarteten Verfahren (reduzierte Basis sowie vollsta¨ndige SVD) schneiden
sehr gut ab.
Bei der lokalen Regression liefern die beiden Verfahren mit (angena¨herter) Singula¨rwertzerlegung
ein ma¨ßige Approximation, die beiden Verfahren der orthonormalisierten Funktionale sowie
die reduzierte Basis als Abbildung scheinen u¨berhaupt keine Reduktion des Fehlers zu liefern.
Lediglich das Verfahren der klassischen Basisreduktion ohne Abbildung erreicht bei M = 1
eine zufriedenstellende Approximation.
Insgesamt stellen wir fest, dass die Algorithmen auf den Modelltrainingsdaten A nicht ganz so
gute Ergebnisse liefern, wie bei den synthetischen Daten.
Die Daten wurden daher zusa¨tzlich auf Konditionszahlen untersucht. Bei ra¨umlich globalen
Daten ergibt sich fu¨r die absolute Kondition:
4.2066 · 10−3 ≤ ‖r1 − r2‖‖d1 − d2‖ ≤ 5.6022 · 10
−3 ∀(d1, r1), (d2, r2) ∈ Ptrain






≤ 0.70459 ∀(d1, r1), (d2, r2) ∈ Ptrain.
Bei ra¨umlich lokalen Daten ergibt sich fu¨r die absolute Kondition:




















































Abbildung 7.8: Vergleich der Approximationsfehler bei (a) globaler bzw. (b) lokaler Regression
der Modelltrainingsdaten A mit den verschiedenen Verfahren. Bei (b) liegen die
Kurven
”







vollsta¨ndige SVD“ jeweils u¨bereinander.
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≤ 9.955 · 1050 ∀(d1, r1), (d2, r2) ∈ Ptrain.
Modelltrainingsdaten B
Auch bei den Modelltrainingsdaten B ergeben sich zwei Mo¨glichkeiten:
• Ra¨umlich lokale Regression: Jeder Abtastpunkt wird als unabha¨ngige Information zur
Regression verwendet. Hierbei ist dimR = 1, dimD = 7 und wir haben Trainingsdaten
im Umfang von |Ptrain| = 8814592.
• Ra¨umlich globale Regression: Alle Daten zu einem festen Zeitschritt werden als gebu¨ndelte
Information zur Regression verwendet. Hierbei ist dimR = 32768, dimD = 229376 und
wir haben Trainingsdaten im Umfang von |Ptrain| = 269.
Aufgrund der hohen Dimension von D bei der ra¨umlich globalen Regression wird fu¨r die
Abbildung C1 bzw. ihre Matrixdarstellung A sehr viel Speicherplatz beno¨tigt (rund 784 GB),
so dass diese Analyse auf derzeit u¨blichen Rechnern nicht durchfu¨hrbar war. Die beiden
Verfahren, die auf der Singula¨rwertzerlegung dieser Matrix beruhen, wurden daher nur fu¨r die
ra¨umlich lokale Regression verwendet.
In Abbildung 7.9 sind die Ergebnisse dieser beiden Mo¨glichkeiten dargestellt. Bei der globalen
Regression liefert nur das Verfahren zur klassischen Basisreduktion gute Approximationsei-
genschaften, wa¨hrend die anderen beiden Verfahren ungefa¨hr auf einem Approximationslevel
bleiben. Auffa¨llig ist, dass das Verfahren der orthonormalisierten Funktionale vereinzelt Appro-
ximationen liefert, die schlechter sind, als die Ausgangsdaten. Bei na¨herer Untersuchung der
Ergebnisse stellt sich heraus, dass dies auf die Verwendung von (nahezu) linear abha¨ngigen Ba-
sisfunktionen zuru¨ckzufu¨hren ist. Dadurch ist die Wahl der Koeffizienten ein schlecht gestelltes
Problem und es kommt gelegentlich zu solchen Ausreißern.
Auch bei der ra¨umlich lokalen Regression werden keine guten Ergebnisse erzielt: Die Verfahren
verhalten sich im Wesentlichen wie schon bei den Modelltrainingsdaten A gezeigt.
Auch hier mu¨ssen wir zusammenfassend festhalten, dass die Ergebnisse der Algorithmen unter
den Erwartungen von den synthetischen Daten blieben.
Bei ra¨umlich globalen Daten ergibt sich fu¨r die absolute Kondition
0 ≤ ‖r1 − r2‖‖d1 − d2‖ ≤ 3.1937 · 10
−5 ∀(d1, r1), (d2, r2) ∈ Ptrain
























































Abbildung 7.9: Vergleich der Approximationsfehler bei (a) globaler bzw. (b) lokaler Regression
der Modelltrainingsdaten B mit den verschiedenen Verfahren. Bei (b) liegen die
Kurven
”







vollsta¨ndige SVD“ jeweils u¨bereinander.
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Bei ra¨umlich lokalen Daten ergibt sich fu¨r die absolute Kondition
0 ≤ ‖r1 − r2‖‖d1 − d2‖ ≤ 0.92848 ∀(d1, r1), (d2, r2) ∈ Ptrain






≤ 6.791 · 1049 ∀(d1, r1), (d2, r2) ∈ Ptrain.
Modelltrainingsdaten C
Auch bei den Modelltrainingsdaten C ergeben sich die beiden Mo¨glichkeiten:
• Ra¨umlich lokale Regression: Jeder Abtastpunkt wird als unabha¨ngige Information zur
Regression verwendet. Hierbei ist dimR = 1, dimD = 13 und wir haben Trainingsdaten
im Umfang von |Ptrain| = 1208064.
• Ra¨umlich globale Regression: Alle Daten zu einem festen Zeitschritt werden als gebu¨ndelte
Information zur Regression verwendet. Hierbei ist dimR = 2816, dimD = 36608 und
wir haben Trainingsdaten im Umfang von |Ptrain| = 429.
In Abbildung 7.10 sind die Ergebnisse beider Mo¨glichkeiten dargestellt. Bei der ra¨umlich
lokalen Regression und diesen Daten zeigen die Algorithmen besser, dass sie zu gebrauchen
sind: Wie auch schon bei den Modelltrainingsdaten A liefern die beiden Algorithmen der
reduzierten Basis als Abbildung sowie spa¨ter auch der orthonormalisierten Funktionale nach
einigen (wenigen) Basisfunktionen keine Verbesserung der Approximation. Bis zu diesem
Punkt sind ihre Approximationseigenschaften aber durchaus konkurrenzfa¨hig im Vergleich zu
den anderen Verfahren. Die Verfahren, die auf der Singula¨rwertzerlegung basieren, sowie die
klassische Basisreduktion liefern hier eine gleichma¨ßige Reduktion des Approximationsfehlers
und liefern vergleichbare Ergebnisse. Folglich liefert das Verfahren zur na¨herungsweisen
Singula¨rwertzerlegung in diesem Fall eine Lo¨sung nah am Optimum (fu¨r die vorliegenden
Daten).
Fu¨r die ra¨umlich lokale Regression ergibt sich wieder ein a¨hnliches Bild wie bereits bei den
Modelltrainingsdaten A und B: Außer der klassischen Basisreduktion werden hier keine guten
Ergebnisse erzielt.
Bei ra¨umlich globalen Daten ergibt sich fu¨r die absolute Kondition
0 ≤ ‖r1 − r2‖‖d1 − d2‖ ≤ 1.0092 · 10
−5 ∀(d1, r1), (d2, r2) ∈ Ptrain






















































Abbildung 7.10: Vergleich der Approximationsfehler bei (a) globaler bzw. (b) lokaler Regression
der Modelltrainingsdaten C mit den verschiedenen Verfahren. Bei (b) liegen die
Kurven
”







vollsta¨ndige SVD“ jeweils u¨bereinander.
93
Bei ra¨umlich lokalen Daten ergibt sich fu¨r die absolute Kondition
0 ≤ ‖r1 − r2‖‖d1 − d2‖ ≤ 1.3715 · 10
−3 ∀(d1, r1), (d2, r2) ∈ Ptrain






≤ 1.8309 · 1048 ∀(d1, r1), (d2, r2) ∈ Ptrain.
7.4.4 Zusammenfassung
Die vorgestellten Verfahren konnten die synthetischen Daten relativ gut in der gewu¨nschten
Form approximieren. Insbesondere bei kleinem M ergab sich neben dem Aufwandsvorteil
eine ho¨here Approximationsgu¨te als bei der (angena¨herten) Singula¨rwertzerlegung. Bei den
praktischen Daten aus Stro¨mungen der Modellprobleme zeigte sich ein etwas anderes Verhalten:
Hier waren die Verfahren der reduzierten Basis als Abbildung oder der orthonormalisierten
Funktionale nie (auch nicht fu¨r kleine M) besser als die anderen Verfahren. Bei Modelltrai-
ningsdaten A und C konnten sie immerhin anfangs noch mithalten, dann fielen sie jedoch ab.
Lediglich das Verfahren der angena¨herten Singula¨rwertzerlegung lieferte durchweg brauchbare
Ergebnisse, meist in der Na¨he der vollsta¨ndigen Singula¨rwertzerlegung. Allerdings ist es auch
sehr aufwendig – die Modelltrainingsdaten B waren bereits eine zu große Herausforderung fu¨r
diesen Algorithmus.
Die Idee, mithilfe einer ra¨umlich globalen Regression eine ho¨here Approximationsgu¨te zu
erzielen, war mit den vorgestellten Algorithmen bedingt erfolgreich. Zur ra¨umlich lokalen
Regression eigneten sie sich eher nicht. In dem Fall hingegen stehen weitere Werkzeuge zur
Verfu¨gung. Die bislang vorgestellten Verfahren sind bestenfalls eine lineare (nicht affin-lineare)
Regression. Im folgenden Abschnitt sollen daher Verfahren der nichtlinearen lokalen Regression
untersucht werden.
7.5 Modellierung mittels vorgegebener Ansatzfunktionen
Grundidee der Verfahren zur ra¨umlich lokalen Regression dieses Abschnittes ist, dass eine von
Parametern b0, . . . , bk ∈ R abha¨ngige Abbildung m˜l,b : Rˆk → R vorgegeben wird. Anhand der
Trainingsdaten werden anschließend die Parameter gu¨nstig eingestellt.
Wir beginnen mit einer klassischen linearen Regression, um anhand der auftretenden Residuen
auf eine angepasste Regressionsgleichung zu gelangen. Zuna¨chst wollen wir die Approximation
1 mit





























Hierbei bezeichnet dist(Γobs, x) den euklidischen Abstand zur Wand des Hindernisses, beim
Modellproblem A ist also dist(Γobs, x) = max(0, ‖x‖ − 0.2). Bei Modellproblem B wird hier
die Wand des Rohrs verwendet, also dist(Γobs, x) = 0.5− |x2|.
Offensichtlich bezieht sich die obige Definition lediglich auf zwei Raumdimensionen. Dies ist
fu¨r die Modellprobleme A sowie B genau richtig. Bei Modellproblem C ist Ω ⊂ R3, der Ansatz
fu¨r Approximation 1 ist entsprechend:








































Die Approximationsergebnisse sind in den Abbildungen 7.11 bis 7.13 dargestellt.
Die Approximation 1 ist relativ kanonisch, weil sie sa¨mtliche zur Verfu¨gung stehenden Daten
in ihrer Rohform verwendet. Gleichzeitig ist sie sehr eingeschra¨nkt, da diese Rohdaten eine
wesentliche Charakteristik der Stro¨mung enthalten. Insbesondere hatten wir bereits das
Problem, dass sie in Abha¨ngigkeit vom Modellproblem (bzw. der Dimension von Ω) definiert
werden musste. Um etwa unabha¨ngig von der Hauptstro¨mungsrichtung zu werden und keinen
problemabha¨ngigen Modellierungsansatz verwenden zu mu¨ssen, soll nun statt der Komponenten
u1, u2 (und im dreidimensionalen Fall u3) die Norm ‖u‖ verwendet werden, sowie ‖∇su‖ statt
∂1u1, ∂2u1, ∂1u2, ∂2u2 (und entsprechend ∂1u3, ∂2u3, ∂3u1, ∂3u2, ∂3u3). Wir suchen daher
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Abbildung 7.11: Approximation 1 der Modelltrainingsdaten A
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Abbildung 7.12: Approximation 1 der Modelltrainingsdaten B
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Abbildung 7.13: Approximation 1 der Modelltrainingsdaten C
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eine Approximation 2 mit


















Die Approximationsergebnisse sind in den Abbildungen 7.14 bis 7.16 dargestellt.
Die Approximationsgu¨te bei Approximation 2 verschlechtert sich nicht wesentlich gegenu¨ber
der Approximation 1. Im Gegenteil haben jetzt alle Koeffizienten bi tatsa¨chlich Relevanz
und ko¨nnen aus den Daten sicherer ermittelt werden. Die zur Orientierung angegebene
Lowess-Linie in den Plots (gru¨n in den Abbildungen 7.14 bis 7.16) weicht von der Geraden
der Regression meist nur wenig ab. Die einzige naheliegende Auffa¨lligkeit hierbei ist das
zunehmende Steigen bei gro¨ßeren ‖∇su‖. Um dieses Verhalten besser abbilden zu ko¨nnen
suchen wir eine Approximation 3 mit




















Die Approximationsergebnisse sind in den Abbildungen 7.17 bis 7.19 dargestellt.
Bemerkung 7.5.1. Die Approximation 3 ist aufgrund der Linearita¨t in den Koeffizienten immer
noch eine lineare Regression, aber aufgrund des polynomiellen Ansatzes in ‖∇su‖ ist sie





norm du square“ in den Abbildungen 7.17 bis 7.19 nur bedingt isoliert
betrachtet werden ko¨nnen, sondern in Kombination verstanden werden mu¨ssen.
Als Vergleich zu diesen eher datenorientierten Approximationsansa¨tzen soll nun noch ein relativ
etablierter Ansatz fu¨r Turbulenz-Modellierung verwendet werden: das Smagorinsky-Modell. Es
ist mit einer einzigen Ansatzfunktion gegenu¨ber den anderen Approximationen vergleichsweise









und b1 ∈ R wie bei den Approximationen 1-3 anhand der Modelltrainingsdaten optimal
bestimmt wird.
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Abbildung 7.14: Approximation 2 der Modelltrainingsdaten A
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Abbildung 7.15: Approximation 2 der Modelltrainingsdaten B
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Abbildung 7.16: Approximation 2 der Modelltrainingsdaten C
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Abbildung 7.17: Approximation 3 der Modelltrainingsdaten A
103
Abbildung 7.18: Approximation 3 der Modelltrainingsdaten B
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Abbildung 7.19: Approximation 3 der Modelltrainingsdaten C
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Abbildung 7.20: Approximation 4 (Smagorinsky) der Modelltrainingsdaten A
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Abbildung 7.21: Approximation 4 (Smagorinsky) der Modelltrainingsdaten B
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Abbildung 7.22: Approximation 4 (Smagorinsky) der Modelltrainingsdaten C
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Modellproblem A Modellproblem B
b0 9.662e-02 ± 9.096e-04 1.429e-03 ± 1.488e-06
b1 2.309e-02 ± 5.457e-04 -2.344e-04 ± 1.035e-06
b2 -9.729e-03 ± 8.978e-04 -1.568e-04 ± 3.279e-06
b3 1.525e-04 ± 3.073e-05 -8.649e-08 ± 1.712e-08
b4 1.318e-04 ± 3.804e-05 -4.147e-08 ± 3.199e-08
b5 -5.425e-05 ± 1.967e-05 2.035e-08 ± 6.517e-09
b6 -2.079e-04 ± 4.040e-05 -5.365e-07 ± 1.574e-08
b7 7.090e-03 ± 2.103e-04 4.883e-05 ± 9.084e-08
b8 -1.663e-03 ± 3.508e-04 -1.275e-03 ± 3.758e-06
Tabelle 7.1: Koeffizienten sowie deren Genauigkeit bei Approximation 1 der Modelltrainings-
daten A und B
Die Approximationsergebnisse sind in den Abbildungen 7.20 bis 7.22 dargestellt.
Bemerkung 7.5.2. Bei der Regression der Daten der Modellprobleme gab es die Schwierigkeit,
dass die eingesetzte Software
”
R“ bei der Berechnung und Darstellung der Lowess-Kurve (gru¨n)
fu¨r Modellproblem B an ihre Grenzen stieß. Um die Abbildungen 7.12, 7.15, 7.18 und 7.21
zu erzeugen, wurde die Daten vorgefiltert: Nahe beieinander liegende Datenpunkte wurden
zu einem Repra¨sentanten zusammengefasst. Außerdem wurde bei der Approximation eine
Gewichtung vorgenommen, bei der sich das Gewicht des Repra¨sentanten durch die Anzahl
der durch ihn zusammengefassten Punkte ergibt. Diese Clusterbildung ist zum Teil auch in
den Abbildungen 7.12, 7.15, 7.18 und 7.21 zu erkennen. Sie ist jedoch nur fu¨r die grafische
Darstellung no¨tig – die eigentliche Berechnung der Regression wurde anhand der exakten
Daten durchgefu¨hrt.
Die Ergebnisse der Regressionen ko¨nnen den Tabellen 7.2, 7.3, 7.4 und 7.5 entnommen werden.
Insbesondere anhand der Varianz der Koeffizienten bei den Approximationen 2 und 3 ist
erkennbar, dass der polynomielle Ansatz in ‖∇su‖ besser zur Approximation der Daten passt.
Die numerischen Fehler bei den Approximationen sind in Tabelle 7.6 sowie Abbildung 7.23
zu finden. Beim Vergleich dieser Daten mit denen der reduzierten Basis (Kapitel 7.4) ist
festzuhalten, dass die ra¨umlich globalen Verfahren bei Modellproblem A bereits mit wenigen
Basisfunktionen bessere Approximationen liefern. Jedoch sind die hier vorgestellten Approxi-
mationen 1-3 alle genauer als die ra¨umlich lokale Approximation in Kapitel 7.4 – und auch
besser als die einfacheren (reduzierte Basis als Abbildung sowie orthonormalisierte Funktionale)
ra¨umlich globalen Approximationen bei Modellproblem C. Bei den Modelltrainingsdaten B ist
mit keinem der Verfahren ein echter Gewinn zu verzeichnen. Auffa¨llig ist, dass Approximation
4 die schlechteste Approximationsgu¨te liefert.
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Modellproblem C
b0 3.222e-04 ± 6.553e-07
b1 -4.244e-05 ± 1.813e-07
b2 4.468e-06 ± 3.713e-07
b3 -6.101e-07 ± 3.668e-07
b4 -1.958e-08 ± 2.186e-08
b5 -1.221e-07 ± 3.358e-08
b6 -2.741e-08 ± 3.455e-08
b7 -3.372e-08 ± 1.280e-08
b8 -3.047e-07 ± 2.074e-08
b9 9.937e-08 ± 2.138e-08
b10 -5.651e-09 ± 3.095e-09
b11 4.013e-09 ± 5.327e-09
b12 7.486e-09 ± 6.211e-09
b13 -9.515e-07 ± 7.498e-08
b14 1.978e-05 ± 1.964e-06
Tabelle 7.2: Koeffizienten sowie deren Genauigkeit bei Approximation 1 der Modelltrainings-
daten C
Modellproblem A Modellproblem B Modellproblem C
b0 8.866e-02 ± 9.609e-04 1.459e-03 ± 1.543e-06 3.255e-04 ± 7.885e-07
b1 2.342e-02 ± 5.805e-04 -2.718e-04 ± 1.071e-06 -3.468e-05 ± 2.646e-07
b2 5.720e-04 ± 2.608e-05 2.701e-07 ± 8.802e-09 3.851e-07 ± 3.456e-09
b3 6.876e-03 ± 2.073e-04 4.767e-05 ± 9.127e-08 -1.527e-06 ± 7.617e-08
b4 -2.315e-03 ± 3.495e-04 -1.272e-03 ± 3.758e-06 2.170e-05 ± 2.001e-06
Tabelle 7.3: Koeffizienten sowie deren Genauigkeit bei Approximation 2
Modellproblem A Modellproblem B Modellproblem C
b0 8.109e-02 ± 9.813e-04 1.427e-03 ± 1.588e-06 3.096e-04 ± 7.959e-07
b1 2.122e-02 ± 5.813e-04 -2.660e-04 ± 1.073e-06 -3.421e-05 ± 2.631e-07
b2 2.532e-03 ± 6.245e-05 1.222e-06 ± 1.441e-08 1.081e-06 ± 6.882e-09
b3 -4.561e-05 ± 1.322e-06 -2.648e-09 ± 3.173e-11 -9.889e-10 ± 8.472e-12
b4 6.642e-03 ± 2.064e-04 4.635e-05 ± 9.259e-08 -1.349e-06 ± 7.576e-08
b5 -3.963e-03 ± 3.512e-04 -1.265e-03 ± 3.758e-06 6.680e-06 ± 1.994e-06
Tabelle 7.4: Koeffizienten sowie deren Genauigkeit bei Approximation 3
Modellproblem A Modellproblem B Modellproblem C
b1 1.114e-04 ± 7.611e-07 4.110e-09 ± 2.294e-11 6.505e-10 ± 5.805e-12
Tabelle 7.5: Koeffizienten sowie deren Genauigkeit bei Approximation 4 (Smagorinsky)
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Approximation keine 1 2 3 4 (Smagorinsky)
Modellproblem A 1.6702e-01 9.898e-02 9.884e-02 9.838e-02 1.545e-01
Modellproblem B 1.9966e-03 1.636e-03 1.634e-03 1.634e-03 1.993e-03
Modellproblem C 4.0525e-04 2.897e-04 2.928e-04 2.912e-04 4.032e-04

























Abbildung 7.23: Vergleich der Approximationsfehler bei lokaler Regression der Modelltrainings-
daten A, B und C nach Approximationen 1, 2, 3 und Smagorinsky-Modell
(4) sowie keiner Modellierung (0)
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7.5.1 Verwendung der Abbildungen als Viskosita¨tsmodell
Die so bestimmten Modelle wurden nun statt des inversen Problems zur Wahl der ku¨nstlichen
Viskosita¨t verwendet und die Werte des Funktionals jˆ ermittelt. Dabei wurden lediglich die
Approximationen 2-4 untersucht, da die Approximation 1 speziellere Anpassung beno¨tigt ha¨tte
(Dimensionsabha¨ngigkeit). Da ihre Approximationsgu¨te sich nicht signifikant von denen der
Approximationen 2 und 3 unterscheidet, war hier kein positiver Mehrwert zu erwarten. Die
Ergebnisse sind in Abbildungen 7.24, 7.25 bzw. 7.26 zu finden.
Obwohl mit den vorgestellten Approximationen durchaus gute Ergebnisse bezu¨glich der
Approximationsgu¨te erzielt wurden, ergeben sich nicht ganz so scho¨ne Ergebnisse in der
praktischen Anwendung als ku¨nstliche Viskosita¨t.
Bei Modellproblem A stellt sich fu¨r die Approximationen 2 und 3 nach einer kurzen Aufbauphase
der Stro¨mung ein sehr stationa¨res, laminares Verhalten ein. Dies ist zwar eine Stabilisierung
gegenu¨ber der grobskaligen Rechnung ohne Modellierung, jedoch geht sie zu weit und entspricht
nicht der Referenzrechnung. Insbesondere ist auch der zeitliche Mittelwert des Funktionals
wesentlich zu niedrig. Bei Verwendung der Approximation 4 ist der zeitliche Mittelwert der
Rechnung wesentlich besser, allerdings oszilliert die Rechnung hier strukturiert.
Bei Modellproblem B erkennen wir ab t ≈ 2 deutliche Abweichungen der einzelnen Rechnungen.
Nach einem guten Anfang
”
u¨bersteuert“ das Viskosita¨tsmodell bei den Approximationen 2
und 3 und entfernt sich zunehmend von der gewu¨nschten Lo¨sung. Lediglich das Funktional
der Lo¨sung mit Smagorinsky-Modell folgt jener von uHν aus dem inversen Problem gut.
Interessant ist, dass bei allen drei Approximationen (sowie den unstabilisierten Rechnungen)
nach dem Aufbau der laminaren Stro¨mung ein Einbruch der Stro¨mung stattfindet, bevor sich
die turbulente Stro¨mung einstellt. Dieser Einbruch ist bei den Approximationen 2 und 3 sehr
viel spa¨ter (t ≈ 4.5) als bei den unstabilisierten Rechnungen sowie der mit Smagorinsky-Modell
(t ≈ 2.5). Allerdings ist die Geschwindigkeit, mit der dieser Stro¨mungsabfall eintritt, eher bei
den unstabilisierten Rechnungen und den Approximationen 2 und 3 u¨bereinstimmend. Beim
Smagorinsky-Modell hingegen erfolgt dieser U¨bergang deutlich geda¨mpfter.
Bei Modellproblem C liefern alle drei Approximationen a¨hnliche Ergebnisse: Bei allen grob-
skaligen Rechnungen (mit sowie ohne Modellierung) erfolgt der laminare Stro¨mungsaufbau
etwas langsamer und die laminare Phase dauert la¨nger als bei der feinskaligen Rechnung.
Der anschließende Einbruch des Funktionalwertes wird vom Smagorinsky-Modell am besten
nachgebildet, die Approximationen 2 und 3 laufen hier etwas langsamer nach. Ab etwa t = 6
schwanken die Funktionale aller Rechnungen in a¨hnlicher Weise.
Die Stro¨mungsprofile der Rechnung der Modellproblems B ko¨nnen in der Abbildung 7.27 genau-
er betrachtet werden. Dort wurde u¨ber ausgewa¨hlte Zeitra¨ume jeweils die mittlere Stro¨mung
in Hauptstro¨mungsrichtung u¨ber dem Rohrquerschnitt aufgetragen. Daran sind die einzelnen
Phasen der Stro¨mung (laminar, U¨bergang, turbulent) gut zu erkennen. Bemerkenswert ist,
dass in der U¨bergangsphase der feinskaligen unstabilisierten Rechnung in den Randbereichen
sogar eine Ru¨ckstro¨mung auftritt (negative Werte in Abbildung 7.27(a)). Dies wird von der
Viskosita¨t aus dem inversen Problem nachgebildet, jedoch ist ein solches Verhalten in keinem
der Approximationsmodelle wiederzufinden. Natu¨rlich ist zu beachten, dass dieses Merkmal
u¨berhaupt nicht durch das Funktional beschrieben wurde. Es ist also auch nicht weiter verwun-



















uHν aus inversem Problem
uHν mit Approximation 2
uHν mit Approximation 3
uHν mit Smagorinsky-Modell
Abbildung 7.24: Entwicklung des Funktionals u¨ber die Zeit bei Modellproblem A und lokaler





















uHν aus inversem Problem
uHν mit Approximation 2
uHν mit Approximation 3
uHν mit Smagorinsky-Modell
Abbildung 7.25: Entwicklung des Funktionals u¨ber die Zeit bei Modellproblem B und lokaler





















uHν aus inversem Problem
uHν mit Approximation 2
uHν mit Approximation 3
uHν mit Smagorinsky-Modell
Abbildung 7.26: Entwicklung des Funktionals u¨ber die Zeit bei Modellproblem C und lokaler
Regression nach Approximationen 2, 3 sowie Smagorinsky-Modell
sollen vor allem einen besseren U¨berblick u¨ber die berechneten Stro¨mungsergebnisse geben.
In den Stro¨mungsquerschnitten von Modellproblem C (Abbildung 7.28) ist die Struktur der
beiden den verschiedenen Rechnungen zugrunde liegenden Gittern deutlich sichtbar. Im ersten
Zeitabschnitt ist erkennbar, dass das Smagorinsky-Modell der Vorgabe durch die feinskalige
Rechnung bzw. den Daten aus dem inversem Problem am besten folgt. Die Approximationen
2 und 3 laufen an dieser Stelle deutlich hinterher. Im zweiten Zeitabschnitt hingegen sind
kaum noch wesentliche Unterscheidungen der grobskaligen Rechnungen zu erkennen. Die
verschiedenen Modelle scheinen hier keinen großen Einfluss zu haben.
Im Folgenden wird noch ein weiterer Approximationsansatz vorgestellt. Bei diesem wird






























































Abbildung 7.27: Geschwindigkeitsquerschnitte bei Modellproblem B mit den lokalen Approxi-
































































Abbildung 7.28: Geschwindigkeitsquerschnitte bei Modellproblem C mit den lokalen Approxi-
mationen u¨ber den Zeitraum (a) t ∈ (3, 6) sowie (b) t ∈ (8, 10)
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7.6 Modellierung mittels radialer Basisfunktionen
Eine radiale Basisfunktion ist eine Funktion ϕ : Rk → R, deren Funktionswert nur vom
Abstand zum Ursprung abha¨ngt, also
ϕ(x) = φ(‖x‖), φ : R+0 → R.
Wir erhalten Variationen dieser Basisfunktion, wenn wir den Bezugspunkt zur Abstandsmessung
a¨ndern:
ϕ˜(x) = φ(‖x− c‖)
ϕ˜ nimmt also fu¨r alle Punkte mit Abstand r von c ∈ Rk den Wert φ(r) an, r > 0. Es handelt
sich also bei ϕ˜ gegenu¨ber ϕ um eine um c zentrierte Funktion.
Es sind verschiedene Zentren c denkbar, und wir ko¨nnen verschiedene derart abgewandelte





M ∈ N ist die Anzahl der verwendeten Basisfunktionen und ci ∈ Rk sind die jeweiligen Zentren.
Funktionen f : Rk → R dieser Bauart werden gern zur Approximation von multivariaten
Funktionen mit weit gestreuten Daten verwendet.
Grundsa¨tzlich sind an dieser Stelle verschiedene Wahlen von Funktionen φ denkbar. Fu¨r
Approximationen relativ erprobt sind etwa die Gaußschen radialen Basisfunktionen. Dazu ist
φ(r) = exp(−λr2).
Die Bezeichnung ist als Anlehnung an die aus der Stochastik bekannte Gaußsche
”
Glockenkur-








ai exp(−λi ‖d− ci‖2).
Dabei sind λi > 0 die Streckungsparameter, ci ∈ Rk die Zentren in Rk und ai ∈ R die
Gewichtungen der Linearkombination.
Fu¨r tiefer gehende Betrachtungen zu radialen Basisfunktionen sei an dieser Stelle auf [Buh03]
verwiesen.
Als einfache Strategie zur nichtlinearen Regression wird wie folgt vorgegangen:
• λi und ci werden ”greedy“, d.h. mit einer gierigen Strategie gewa¨hlt. Dazu werden als
Zentrum ci jene Trainingsdaten ausgewa¨hlt, die die derzeit gro¨ßte Abweichung aufweisen.
Fu¨r die Wahl der λi werden jene Trainingsdaten in der Na¨he des neuen Zentrums
ausgewa¨hlt, deren Fehler im Vorzeichen mit dem im Zentrum u¨bereinstimmt. Aus ihren
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RBF 10
Abbildung 7.29: Eindimensionale Beispieldaten (mit Rauschen) zur Approximation mit radia-
len Basisfunktionen mit M ∈ {1, 4, 10}
passende Streckungsparameter λi bestimmt werden.
• Die Koeffizienten ai werden anschließend mittels linearer Kleinste-Quadrate-Regression
berechnet.
Der konkrete Ablauf zur Bestimmung einer Approximation durch radiale Basisfunktionen
(RBF) ist in Algorithmus 7.5 erkla¨rt.
Beispiel 7.6.1. Es werden eindimensionale Beispieldaten (mit Rauschen) mit M ∈ {1, 4, 10}
radialen Basisfunktionen nach Algorithmus 7.5 approximiert. Betrachte Abbildung 7.29.
Die Approximationen, die sich aus Algorithmus 7.5 fu¨r die Modelltrainingsdaten A ergeben,
sind in Tabelle 7.7 bzw. Abbildung 7.30 ersichtlich. Entsprechende Daten sind fu¨r die Mo-
delltrainingsdaten B in Tabelle 7.8 bzw. Abbildung 7.31, fu¨r die Modelltrainingsdaten C in
Tabelle 7.9 bzw. Abbildung 7.32 zu finden.
Die Gu¨te der Approximation mithilfe der radialen Basisfunktionen ist in der Abbildung 7.33
sowie der Tabelle 7.10 dargestellt. Es ist zu erkennen, dass der wesentliche Beitrag zur Verbes-
serung der Approximationsgu¨te schon fu¨r kleine M auftritt: Bei Modellproblem A verbessert
sich die Approximation nach den ersten fu¨nf Basisfunktionen nur geringfu¨gig. Bei Modell-
problem C scheint nach ungefa¨hr acht Basisfunktionen die Approximationsgu¨te ausgereizt,
die Verbesserungen danach fallen wesentlich geringer aus. Lediglich bei Modellproblem B
ist kein derartig rapider Abfall im Approximationsfehler bei den ersten Basisfunktionen zu
erkennen. Im Gegenteil scheint sich die Approximationsgu¨te bei Modellproblem B wesent-
lich gleichma¨ßiger zu verbessern. Allerdings ist die Geschwindigkeit dieser Verbesserung mit
3, 6 · 10−4 relativer Fehlerreduktion pro Basisfunktion recht gering.
Bemerkung 7.6.1. Der Einfluss der Basisfunktion auf die Verbesserung der Approximation
ist auch in ihren Koeffizienten ablesbar: Fu¨r Modellproblem A ist zu erkennen, dass die
Koeffizienten ab der vierten Basisfunktion bei RBF-50 ein deutlich ho¨heres Niveau haben
als davor bzw. bei RBF-10 oder RBF-2. Dies ist bei Modellproblem C noch deutlicher
(Abbildung 7.32(a)): Ab der siebten Basisfunktion werden hier fast nur noch Koeffizienten
angenommen, die gro¨ßer als 1 sind. Die Koeffizienten der Basisfunktionen davor und auch
die von RBF-10 sowie RBF-2 waren allesamt kleiner als 1. Die kleineren Werte sind deutlich
besser nachzuvollziehen, schließlich variieren die zu approximierenden Werte der ku¨nstlichen
Viskosita¨t nur zwischen −9 · 10−5 und 9 · 10−4 (vgl. etwa Tabelle 6.1).
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Algorithm 7.5 Approximation mittels radialer Basisfunktionen
Input: Ptrain ⊆ D ×R, εtol > 0,Mmax ∈ N, w : D ×R→ R+
Output: M ∈ N0, {ai | i = 1, . . . ,M} ⊆ R, {λi | i = 1, . . . ,M} ⊆ R+,
{ci | i = 1, . . . ,M} ⊆ Rk
M ← 0
repeat
for (d, r) ∈ Ptrain do




ak exp(−λk |d− ck|2)
end for
Finde die Approximation mit dem gro¨ßtem Fehler
(dM+1, rM+1)← argsup(d,r)∈Ptrain w(d, r) ‖r − r˜d‖
Setze neuen Mittelpunkt cM+1 ← dM+1.
Setze Gewichtung der neuen Basisfunktion aM+1 ← rM+1 − r˜dM+1 .
Selektiere die relevanten Daten zur Bestimmung des neuen Radius
PM+1 ←
{
(d, r) ∈ Ptrain
∣∣∣∣ r − r˜daM+1 > 0 ∧ di 6= ck∀k = 1, . . . ,M
}
Berechne den neuen Radius
λM+1 ←
−∑(d,r)∈PM+1 w(d, r) ln r−r˜daM+1‖d−cM+1‖2∑
(d,r)∈PM+1 w(d, r)
Definiere die Matrix zur linearen Regression
hij ← exp(−λj ‖d− cj‖2) ∀(d, r) ∈ Ptrain, j ∈ 1, . . . ,M + 1
Lo¨se
H>WHa = H>Wy
nach a mit H = (hij) und W = diag(w(d, r)).
Erho¨he die Anzahl der Approximationsterme M
M ←M + 1
until ‖rM‖ < εtol or M ≥Mmax
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ai (RBF-2) ai (RBF-10) ai (RBF-50) λi (‖u‖)i (‖∇su‖)i (dist(Γobs, x))i
2.5228e-01 1.4939e-03 1.2083e-02 1.1068e-01 1.7499e+00 1.7439e+01 5.7540e-02
2.2556e-01 1.1084e-02 2.3373e+00 1.0071e-02 1.3071e+00 4.4010e+01 3.4691e-01
-1.5275e-02 4.6006e-01 1.6083e-01 1.0206e+00 8.9482e-02 6.6572e-01
-1.7193e+00 -2.0926e+04 3.6743e-04 1.0312e+00 8.3440e+01 6.4184e-03
5.1347e-01 6.2346e+03 6.4865e-04 1.0427e+00 8.3866e+01 6.4184e-03
-3.2066e-02 -3.0973e+01 8.4068e-03 9.3229e-01 7.8990e+01 6.4184e-03
3.1750e+00 -4.6362e+02 2.3309e-04 4.9151e-01 9.7323e+01 4.9650e-02
-1.8981e+00 -2.3326e+04 2.8789e-04 8.3777e-01 1.0070e+02 1.2247e-02
7.8585e-02 4.8250e+03 9.2781e-04 1.2302e+00 7.3815e+01 7.4030e-03
-4.8573e-02 3.6215e+00 1.3881e-02 9.8237e-01 6.6328e+01 6.4184e-03
1.3875e+00 3.4975e-02 1.0637e+00 6.7640e+01 7.4030e-03
1.2985e+01 1.5223e-02 1.0652e+00 6.7775e+01 7.4030e-03
-1.3974e+00 5.7674e-02 1.1146e+00 7.1331e+01 7.4030e-03
-3.6891e+02 2.9400e-03 6.4347e-01 7.1168e+01 6.4898e-02
2.8807e+00 4.5970e-02 1.0512e+00 7.1462e+01 6.4184e-03
1.1225e+03 2.2896e-03 9.4757e-01 6.9970e+01 6.4184e-03
1.2025e+03 1.6818e-03 1.1000e+00 7.1732e+01 6.4184e-03
-4.9700e+01 1.2837e-02 1.1286e+00 6.8801e+01 7.4030e-03
3.2101e+01 9.9137e-03 1.0488e+00 6.8228e+01 7.4030e-03
-4.1316e+04 4.5599e-04 1.0045e+00 8.7772e+01 6.4184e-03
-2.4344e+02 8.2645e-04 1.5636e+00 6.9190e+01 3.2999e+00
5.0991e+01 1.5821e-03 2.0049e+00 5.5060e+01 3.3851e+00
-3.4239e+00 8.1841e-03 8.7272e-01 4.8184e+01 3.3132e+00
1.0347e+00 5.2521e-02 9.6696e-01 6.9106e-01 3.3132e+00
1.2438e+00 9.5609e-03 1.3706e+00 3.5146e+01 3.5151e+00
-3.2098e+00 1.4279e-02 2.6025e-01 3.0571e+01 3.3132e+00
1.9109e+00 1.8257e-02 5.0450e-01 3.0487e+01 3.3132e+00
-7.1692e-02 2.8932e-02 7.4472e-01 3.0950e+01 3.3132e+00
-4.7369e+00 6.3235e-03 1.2914e+00 3.7938e+01 3.5730e+00
-9.0125e+02 1.1568e-03 1.3060e-01 7.3619e+01 6.4898e-02
1.3001e+02 1.3743e-03 2.0518e+00 5.9677e+01 3.2154e+00
-7.0483e+02 1.8568e-03 1.8246e+00 6.7049e+01 5.6183e-02
-9.8532e+02 1.7478e-03 2.4143e-01 6.8927e+01 5.0566e-02
2.0299e+04 3.7298e-04 1.4675e+00 9.6936e+01 1.5802e-02
8.4980e+03 4.5686e-04 3.0038e-02 8.7976e+01 2.4375e-02
-3.3591e+03 1.0389e-03 1.7130e+00 7.6927e+01 5.5755e-02
4.9973e+04 3.5174e-04 9.6890e-01 8.8277e+01 6.4184e-03
-3.2769e+01 2.8317e-04 5.3344e-01 9.3632e+01 1.2247e-02
-1.6857e+00 1.7577e-03 4.5970e-01 5.6652e+01 1.1416e+00
-4.2680e+01 7.1947e-03 1.1076e+00 6.4553e+01 1.6174e-01
-1.2841e+00 1.5497e-01 7.9964e-01 4.9341e-01 3.7230e+00
3.6448e+00 1.2798e-01 8.2442e-01 5.7839e-01 3.7230e+00
1.9302e+00 7.8211e-02 3.4346e-01 1.2305e+00 3.0825e+00
-2.8486e+00 8.9874e-02 6.2598e-01 1.5238e+00 3.3132e+00
-1.2950e-01 1.7434e-01 8.1185e-01 6.6075e-01 3.7230e+00
4.9613e-01 3.4102e-01 1.3750e-01 8.0190e-01 4.8480e-02
-5.9688e-01 3.5174e-01 1.8885e-01 9.4119e-01 4.8480e-02
-1.4888e+00 1.2310e-01 6.7698e-01 7.9133e-01 3.3589e+00
-9.2532e-01 1.6396e-01 9.0857e-01 5.8227e-01 2.7273e+00
7.5706e-01 1.0533e-01 1.1078e+00 1.2203e+00 2.8798e+00
Tabelle 7.7: Daten der radialen Basisfunktionen zur Approximation der Modelltrainingsdaten A
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ai (RBF-2) ai (RBF-10) ai (RBF-50) λi (‖u‖)i (‖∇su‖)i (dist(Γobs, x))i
1.9810e-03 1.9810e-03 1.8126e-03 2.8817e-01 6.5276e-01 5.1234e+01 1.3021e-01
2.3418e-03 2.3418e-03 9.8584e-04 3.0626e-01 3.9296e-01 2.7726e+01 1.2760e-01
1.7231e-03 1.4974e-03 6.5059e-02 1.8265e+00 7.4069e+01 1.0417e-02
1.1217e-03 1.0310e-03 2.1627e-02 1.4522e+00 1.6164e+02 1.3021e-02
1.4891e-03 1.2585e-03 7.6232e-02 2.7695e-01 9.7294e+01 1.0417e-02
2.1589e-03 1.9656e-03 3.5935e-01 3.7919e-01 1.0906e+01 4.2448e-01
2.1870e-03 1.4991e-03 4.3337e-01 9.1018e-01 3.8949e+01 1.3542e-01
4.4625e-04 8.9572e-05 4.7104e-03 1.2991e+00 2.7861e+02 4.1667e-02
1.2273e-04 1.0051e-07 1.6704e-03 1.4652e+00 3.6841e+02 3.6458e-02
1.3283e-03 1.0162e-03 6.9810e-02 5.0488e-01 1.1998e+02 6.5104e-02
5.3526e-04 1.0198e-02 6.3373e-01 2.0189e+02 1.3021e-02
1.1957e-03 1.0599e+00 5.8036e-01 2.5420e+00 4.5573e-01
2.0844e-03 4.5542e-01 1.2014e+00 1.8854e+01 9.6354e-02
8.8511e-04 4.2878e-02 1.7320e+00 1.3508e+02 1.4323e-01
1.5897e-03 4.0116e-01 8.7073e-01 5.8814e+01 1.8229e-01
1.6073e-03 6.7544e-01 8.9872e-01 4.4433e+01 1.0417e-01
1.1936e-03 6.7839e-01 8.6009e-01 3.3725e+01 1.5365e-01
3.9826e-04 6.1103e-03 1.8336e+00 2.3427e+02 4.1667e-02
1.3355e-03 4.5079e-01 3.1171e-01 5.7017e+00 5.7292e-02
1.1234e-03 2.6968e-01 8.5975e-01 8.6150e+01 1.7448e-01
9.5641e-04 1.2094e-01 4.3493e-01 1.0881e+02 1.2760e-01
1.5898e-03 1.5521e-01 1.1534e-01 6.3543e+01 5.2080e-03
6.6396e-04 7.5469e-01 6.8425e-01 2.2831e+01 4.7135e-01
7.4818e-04 2.6808e-02 9.0545e-01 1.7943e+02 4.4271e-02
2.3567e-03 6.0815e-01 4.5479e-01 1.5189e+01 4.7917e-01
-4.2104e-04 9.1022e-04 9.7868e-01 3.3050e+02 7.5521e-02
1.7756e-03 4.1646e-01 1.1012e+00 4.7209e+01 2.5260e-01
1.7149e-03 4.3920e-01 6.2202e-01 5.5438e+01 1.6927e-01
7.4460e-04 5.1380e-02 6.3226e-01 1.4936e+02 1.7448e-01
1.3972e-03 2.1427e-01 7.4954e-01 8.2040e+01 7.2917e-02
1.2487e-03 1.5722e-01 1.3074e+00 9.0300e+01 1.3802e-01
1.6925e-03 4.5329e-01 5.2236e-01 4.1859e+01 2.6042e-01
1.7748e-03 3.0609e-01 3.1924e-01 3.1315e+01 5.2080e-03
3.2878e-04 4.8506e-03 1.4134e+00 2.5858e+02 4.4271e-02
1.6344e-03 2.9941e-01 1.3325e+00 3.6182e+01 1.7448e-01
1.6110e-03 6.9758e-02 2.0944e+00 2.4566e+01 2.7604e-01
9.8766e-04 1.0703e-01 8.9318e-01 1.0367e+02 5.2080e-03
9.1578e-04 7.1352e-02 9.5780e-01 1.2714e+02 6.7708e-02
2.7427e-04 5.6637e-04 1.9288e+00 3.0877e+02 2.8646e-02
9.1767e-04 1.1550e-01 7.8529e-01 1.1381e+02 1.5885e-01
1.2895e-03 7.8420e+00 7.5668e-01 7.2206e-01 1.6406e-01
6.7335e-04 3.9071e-02 6.9237e-01 1.4281e+02 1.0417e-02
1.1333e-03 5.8136e-01 1.0247e+00 8.0358e+00 9.8958e-02
1.1987e-03 1.7581e-01 3.5301e-01 6.8184e+01 2.6040e-03
4.4669e-04 6.4830e-03 1.1266e+00 2.1947e+02 2.8646e-02
3.4606e-05 2.3237e-03 1.4180e+00 4.6451e+02 1.4583e-01
4.6284e-04 9.3656e-03 1.5259e+00 1.8944e+02 1.0417e-02
-1.8886e-05 1.1527e-03 1.1736e+00 2.8799e+02 5.2080e-03
4.3456e-04 5.2510e-04 1.6254e+00 3.2593e+02 3.6458e-02
-1.6533e-04 1.0269e-03 1.4026e+00 3.0336e+02 1.8229e-02
Tabelle 7.8: Daten der radialen Basisfunktionen zur Approximation der Modelltrainingsdaten B
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ai (RBF-2) ai (RBF-10) ai (RBF-50) λi (‖u‖)i (‖∇su‖)i (dist(Γobs, x))i
5.4248e-04 1.3769e-04 4.7093e-05 2.7677e-01 1.0497e+00 2.2085e+01 1.2500e-01
4.0116e-04 -1.9496e-05 9.9932e-05 1.5598e-01 4.6618e-01 9.5754e+00 6.2500e-02
1.3777e-04 -4.9517e-05 1.1238e-01 1.4783e+00 4.0772e+01 1.8750e-01
1.1301e-04 -2.3085e-05 1.5827e-02 1.9187e+00 6.6121e+01 3.7500e-01
-1.9093e-04 -3.0008e-04 4.9089e-04 1.7537e+00 3.5395e+02 4.3750e-01
-2.8906e-04 -4.5944e-03 7.3739e-05 9.9929e-01 6.8894e+02 3.7500e-01
-3.9866e-02 -7.3581e+01 1.0932e-06 3.8795e+00 1.8229e+03 3.7500e-01
2.3529e-02 -1.2550e+02 1.1670e-06 3.0121e+00 1.8365e+03 1.2500e-01
2.6195e-02 3.2927e+02 6.5463e-07 1.2119e+01 1.8946e+03 3.7500e-01
-8.8592e-03 -8.0064e+02 5.6071e-07 6.6666e+00 1.7255e+03 1.2500e-01
-4.1274e+02 4.1660e-07 3.3769e+00 2.7597e+03 3.7500e-01
4.7602e+02 3.9523e-07 4.3493e+00 2.4374e+03 1.2500e-01
6.8088e+01 6.2078e-07 4.6727e+00 2.1109e+03 3.7500e-01
-1.4342e+02 5.9147e-07 4.3305e+00 2.3121e+03 1.2500e-01
-7.5635e+01 1.0571e-06 1.3760e+00 1.9590e+03 3.7500e-01
-8.6223e+01 4.9777e-07 5.9870e+00 2.3442e+03 3.7500e-01
-3.8841e+01 6.8867e-07 1.9301e+00 2.0755e+03 3.7500e-01
2.9197e+02 6.9654e-07 5.3617e+00 2.1067e+03 3.1250e-01
-1.5879e+02 1.0246e-06 1.0019e+01 2.0346e+03 3.7500e-01
-1.4241e+02 5.6359e-07 1.0654e+00 2.3237e+03 3.7500e-01
-1.8247e+02 7.0050e-07 1.7648e+00 2.3198e+03 3.7500e-01
2.0675e+00 1.3459e-06 1.7070e+00 1.8142e+03 1.2500e-01
4.0722e+02 1.5710e-06 1.4493e+00 1.8246e+03 1.2500e-01
-6.2918e+01 6.3826e-07 5.0634e+00 1.9418e+03 3.7500e-01
1.9110e+02 5.7986e-07 3.3704e+00 1.9168e+03 3.7500e-01
3.9371e+01 1.2838e-06 9.9673e-01 1.8307e+03 3.7500e-01
2.1876e+01 4.2364e-06 1.1865e+01 1.0538e+03 3.7500e-01
-3.8210e+01 2.3403e-06 8.4635e+00 1.2998e+03 1.8750e-01
-4.1408e+01 3.4607e-06 1.0809e+01 1.1140e+03 3.7500e-01
-2.1866e+02 1.0897e-06 7.5585e+00 1.7322e+03 3.1250e-01
1.8459e+02 3.8102e-07 2.2100e+00 2.3670e+03 3.7500e-01
-4.7668e+01 1.0653e-06 6.3443e+00 1.6316e+03 3.1250e-01
-3.3478e+02 6.2288e-07 9.2594e-01 1.9663e+03 3.7500e-01
-2.5213e+02 1.5578e-06 4.5503e+00 1.6553e+03 3.7500e-01
4.6123e+02 6.0598e-07 6.2376e+00 1.8522e+03 3.7500e-01
-1.5968e+02 3.6889e-06 1.1346e+01 1.1920e+03 1.8750e-01
1.0525e+01 6.6219e-06 1.0700e+01 1.0437e+03 3.1250e-01
6.3344e+01 2.3319e-06 9.9365e+00 1.3627e+03 1.8750e-01
-4.8005e+00 6.4541e-06 7.7194e-01 1.5878e+03 3.7500e-01
7.6146e+01 3.0605e-06 1.0104e+01 1.1926e+03 4.3750e-01
2.6022e+02 5.9681e-07 1.5630e+00 1.9908e+03 3.7500e-01
2.1570e+02 5.6176e-07 2.5332e+00 1.9598e+03 3.7500e-01
1.6346e+02 2.9036e-06 8.7240e+00 1.2236e+03 1.8750e-01
6.6968e+00 9.1095e-06 1.1242e+01 9.0244e+02 3.7500e-01
1.0717e+02 2.6831e-06 6.2493e+00 1.3752e+03 3.1250e-01
-1.1500e+02 2.6821e-06 1.0188e+00 1.4741e+03 3.7500e-01
7.4717e+01 2.0730e-06 4.6980e+00 1.7120e+03 3.7500e-01
1.2410e+00 1.2264e-05 9.1146e+00 7.0294e+02 3.1250e-01
-2.0308e+01 6.5557e-06 1.0475e+01 9.1033e+02 3.7500e-01
-2.5079e-03 7.6995e-05 1.0296e+01 2.9793e+02 3.1250e-01































































Abbildung 7.30: Approximation durch radiale Basisfunktionen der Modelltrainingsdaten A:
(a) Koeffizienten der Ansatzfunktionen und (b) Wahl der Ansatzfunktionen.

























































Abbildung 7.31: Approximation durch radiale Basisfunktionen der Modelltrainingsdaten B:
(a) Koeffizienten der Ansatzfunktionen und (b) Wahl der Ansatzfunktionen.
Die Fla¨che der Kreise in (b) sind proportional zu 1√
λi
. Die ersten beiden ai





















































Abbildung 7.32: Approximation durch radiale Basisfunktionen der Modelltrainingsdaten C:
(a) Koeffizienten der Ansatzfunktionen und (b) Wahl der Ansatzfunktionen.



























Abbildung 7.33: Fehler bei Approximation der Modelltrainingsdaten A, B und C mit radialen
Basisfunktionen
Approximation keine RBF-2 RBF-10 RBF-50
Modellproblem A 1.6702e-01 1.524e-01 9.946e-02 9.588e-02
Modellproblem B 1.9966e-03 1.958e-03 1.894e-03 1.661e-03
Modellproblem C 4.0525e-04 3.831e-04 2.913e-04 2.731e-04
Tabelle 7.10: Fehler bei Approximation der Modelltrainingsdaten A, B und C mit radialen
Basisfunktionen
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Es ist also festzuhalten, dass die RBF-50 Approximationen fu¨r die Modellprobleme A und
C zwar formell na¨her an den vorgegebenen Daten des inversen Problems liegen als etwa die
RBF-10 Approximationen (Tabelle 7.10). Die Koeffizienten erscheinen jedoch fragwu¨rdig.
Vergleichen wir dazu die Ergebnisse der Approximation mittels vorgegebenen Ansatzfunktionen
(Abbildung 7.23 bzw. Tabelle 7.6), ist festzustellen, dass mit 10 bzw. 50 Basisfunktionen
a¨hnlich gute Anna¨herungen erzielt werden, wie mit den Approximationen 2 oder 3. Je nach
Modellproblem sind hier mal die festen Ansatzfunktionen und mal die radialen Basisfunktionen
ein wenig besser. Die Na¨herungen RBF-2 sind ungefa¨hr auf dem Level der Approximation 4
(Smagorinsky-Modellierung).
Im Vergleich zu der Modellierung durch Reduzierung der Basis ist auch hier festzuhalten, dass
es sich bei RBF-50 (zum Teil sogar RBF-10 und RBF-2) um bessere als die dort vorgestellten
ra¨umlich lokalen Approximationen handelt. Gegenu¨ber den ra¨umlich globalen Approximationen
ist hier keine eindeutige Klassifizierung mo¨glich, jedoch schafft es beispielsweise RBF-50 bei
den Modelltrainingsdaten C, auf eine Approximationsgu¨te wie bei der Singula¨rwertzerlegung
mit 20 Basisfunktionen zu gelangen. Die Modelltrainingsdaten B konnten auch hier nicht
wirklich brauchbar approximiert werden.
7.6.1 Verwendung der Abbildungen als Viskosita¨tsmodell
Wenden wir die mithilfe radialer Basisfunktionen berechneten Modelle als ku¨nstliche Vis-
kosita¨t der Stro¨mung an, so ergeben sich fu¨r das beobachtete Funktional jˆ Werte, die den
Abbildungen 7.34, 7.35 bzw. 7.36 entnommen werden ko¨nnen. Interessanterweise schneidet
hier bereits die Approximation mit nur zwei Basiselementen vergleichsweise gut ab. Werden
mehr Basiselemente hinzugenommen, a¨hneln die Verla¨ufe denen der Approximation 2 und 3
aus Abschnitt 7.5.
Bei Modellproblem A (vgl. Abbildung 7.34) liefert RBF-2 ein sehr brauchbares Verhalten.
Wenngleich der Funktionalwert mehr oszilliert als bei der feinskaligen Rechnung, so sind die
Schwankungen doch deutlich moderater als bei der unstabilisierten grobskaligen Rechnung.
Auch ergibt sich hier im zeitlichen Mittel eine ziemlich gute U¨bereinstimmung mit dem
Ziel. Das Funktional der Rechnung mit Modellierung durch RBF-10 liefert hier ein extrem
stabilisiertes Bild: Nach dem Aufbau der Stro¨mung ergibt sich ein konstanter Funktionalwert,
die Stro¨mung ist offenbar laminar und stationa¨r. Bei RBF-50 zeigt sich zuna¨chst ein a¨hnliches
Verhalten. Allerdings gibt es hier kleine Variationen, die sich u¨ber den zeitlichen Verlauf
weiter versta¨rken und ein
”
Wackeln“ hervorrufen. Selbst im zeitlichen Mittel gibt es hier noch
deutlichere Abweichungen des Funktionalwertes von der Referenz als bei RBF-10.
Bei Modellproblem B (vgl. Abbildung 7.35) bewirken alle RBF-Modellierungen, dass der
laminare Stro¨mungsaufbau la¨nger vollzogen wird als bei den unstabilisierten Rechnungen.
RBF-2 bewirkt noch einen vergleichsweise guten Stro¨mungseinbruch, la¨sst die Stro¨mung aber
dann ein weiteres Mal genauso wie zuvor aufbauen. Bei RBF-10 erfolgt der Abfall der Stro¨mung
nicht nur spa¨ter, sondern auch langsamer und nicht so stark. Anschließend baut sie sich auf
einem deutlich zu hohen Niveau erneut auf. Die Modellierung mit RBF-50 scheint erst ganz am
zeitlichen Ende der Berechnung mit dem Aufbau der Stro¨mung fertig zu sein, der U¨bergang
wa¨re vermutlich ab t = 5 erfolgt. So jedoch sind die Funktionalwerte viel zu hoch.
























Abbildung 7.34: Entwicklung des Funktionals u¨ber die Zeit bei Modellproblem A und lokaler

























Abbildung 7.35: Entwicklung des Funktionals u¨ber die Zeit bei Modellproblem B und lokaler























Abbildung 7.36: Entwicklung des Funktionals u¨ber die Zeit bei Modellproblem C und lokaler
Regression mit 2, 10 bzw. 50 radialen Basisfunktionen
gut ab. Insbesondere ist zur grobskaligen Rechnung ohne Modellierung kein wesentlicher
Unterschied auszumachen. Dies war auch schon fu¨r die Rechnung des inversen Problems der
Fall, also nicht weiter verwunderlich. Auffa¨llig ist die Rechnung mit der Modellierung nach
RBF-50, hier erfolgt der Stro¨mungsaufbau langsamer und es kommt gar nicht erst zu einem
Einknicken der Stro¨mung. Dieses ungewo¨hnliche Verhalten ko¨nnte mit der Beobachtung von
Bemerkung 7.6.1 (Seite 118) in Zusammenhang stehen.
Fu¨r das Modellproblem B la¨sst sich wieder zusa¨tzlich der Stro¨mungsverlauf im Ro¨hrenquerschnitt
betrachten, siehe Abbildung 7.37. Wie bereits in Abschnitt 7.5 festgestellt, zeigt die Berech-
nung mit Viskosita¨t aus dem inversen Problem eine negative Ru¨ckstro¨mung im Randbereich.
Als einzige Approximation mit diesem Verhalten (wenn auch etwas spa¨ter) ist nur RBF-
2 zu verzeichnen, wie in Abbildung 7.37(a) zu sehen ist. Selbst bei dem insgesamt besser
abschneidenden Smagorinsky-Modell ist hier kein derartiges Verhalten erkennbar.
In den Stro¨mungsquerschnitten von Modellproblem C (Abbildung 7.38) ist deutlich zu erkennen,
dass die Rechnung mit 50 Basisfunktionen weit abgeschlagen von den anderen Profilen ist.
Die Rechnung mit 2 bzw. 10 radialen Basisfunktionen hingegen kann der Vorgabe durch die
Modelltrainingsdaten gut folgen und liefert Stro¨mungsprofile, die sogar knapp besser sind, als
jenes der Rechnung mit inversem Problem. Im Unterschied zu Modellproblem B ist hier bei
keiner der Rechnungen eine Ru¨ckstro¨mung in der Na¨he des Randes zu erkennen, allerdings
wirkt sich hier die Gitterstruktur noch deutlich auf die Stro¨mungsprofile aus. Der kleinste
Einfluss des Gitters auf das Ergebnis ist bei der Modellierung RBF-2 zu erkennen. Dort fa¨llt





























































Abbildung 7.37: Geschwindigkeitsquerschnitte bei Modellproblem B mit den lokalen RBF-
































































Abbildung 7.38: Geschwindigkeitsquerschnitte bei Modellproblem C mit den lokalen RBF-
Ansa¨tzen u¨ber den Zeitraum (a) t ∈ (3, 6) sowie (b) t ∈ (8, 10)
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7.7 Zusammenfassung
In den Abbildungen 7.39 bis 7.41 sind verschiedene statistische Gro¨ßen der Funktionale der



























aufgetragen. Um die instationa¨re Entwicklung zu beru¨cksichtigen, wurde zusa¨tzlich zu den
Abbildungen (a), in denen die obigen Gro¨ßen jeweils als Mittel u¨ber das gesamte zeitliche
Intervall (0, T ) bestimmt wurden, auch die Abbildungen (b) zum Vergleich gestellt. Die dort
betrachteten zeitlichen Intervalle sollen den jeweils quasistationa¨ren Fall beschreiben – die
meisten der Rechnungen waren in dem entsprechenden Zeitraum eingeschwungen bzw. der
U¨bergang in eine turbulente Stro¨mung war abgeschlossen.
In Abbildung 7.39 ist deutlich zu erkennen, dass die grobskalige Rechnung ohne Modell deutlich
von der Feinskaligen abweicht: Alle drei Gro¨ßen sind hier deutlich zu groß. Sowohl das inverse
Problem als auch die Modellierung mithilfe von Smagorinsky- sowie RBF-2-Ansatz liefern
fu¨r die grobskalige Rechnung deutlich bessere Ergebnisse. Die Modellierungen RBF-10, RBF-
50, Approximation 2 sowie Approximation 3 liefern allesamt zwar einen a¨hnlich schlechten
Mittelwert wie die Rechnung ohne Modellierung, jedoch ist die Standardabweichung wesentlich
na¨her an der feinskaligen Lo¨sung und insbesondere auch der L2-Fehler wesentlich kleiner.
Wa¨hrend diese Modellierungen nicht so zufriedenstellend sind wie RBF-2 und Smagorinsky,
sind sie einer grobskaligen Rechnung ohne Modell immer noch vorzuziehen.
Die Tendenz, dass die Modellierungen RBF-10, RBF-50, Approximation 2 sowie Approxi-
mation 3 nicht so gute Ergebnisse erzielen, la¨sst sich auch fu¨r Modellproblem B festhalten
(Abbildung 7.40). Selbst die zuvor noch brauchbare Approximation RBF-2 schneidet hier eher
schlecht ab. Lediglich das inverse Problem sowie die Smagorinsky-Modellierung bilden das
Verhalten des Funktionals der feinskaligen Rechnung besser ab als die grobskalige Rechnung
ohne Modellierung.
In Abbildung 7.41 fa¨llt die Rechnung RBF-50 deutlich auf, die den U¨bergang in die turbulente
Stro¨mung nicht abgebildet hat. Ansonsten ist insbesondere beim Mittelwert von uh und uH
fu¨r das Intervall [8, 10] eine deutliche Abweichung zu erkennen, die beim inversen Problem
sowie den u¨brigen Viskosita¨tsmodellen geringer ausfa¨llt.
Insbesondere das Smagorinsky-Modell erweist sich insgesamt als sehr stabil. Die RBF-2
bzw. RBF-10-Modellierungen lieferten zumindest in bestimmten Fa¨llen noch brauchbare
Resultate. Die Approximationen 2 und 3 sowie die RBF-50-Modellierung zeigten hingegen





























































Abbildung 7.39: Zeitliche Mittelung des Funktionals aus den verschiedenen Approximationen


































































Abbildung 7.40: Zeitliche Mittelung des Funktionals aus den verschiedenen Approximationen
































































Abbildung 7.41: Zeitliche Mittelung des Funktionals aus den verschiedenen Approximationen
bei Modellproblem C (a) u¨ber I = (0, 10) und (b) u¨ber I = (8, 10)
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beim Verzicht auf eine Modellierung.
Dies ist bemerkenswert, denn was Approximationsgu¨te an die Modelltrainingsdaten angeht,
sind die Approximationen 2 und 3 sowie RBF-50 deutlich besser als die
”
einfacheren“ Modelle
wie RBF-2, RBF-10 oder Smagorinsky. Wir ha¨tte erwartet, dass etwa die Modellierung
RBF-50 irgendwie
”
zwischen“ RBF-10 und dem inversen Problem liegt, oder entsprechend
Approximation 3 zwischen Smagorinsky und dem inversen Problem. Dies ist offensichtlich
nicht der Fall, eine Begru¨ndung hierfu¨r ist jedoch nicht ersichtlich.
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8 Zusammenfassung und Ausblick
Die vorliegende Arbeit stellt einen Beitrag zum optimierten Einsatz von Simulationsressourcen
dar. Statt mo¨glichst viel Kapazita¨t darauf zu verwenden,
”
blind“ durch Erho¨hung der Anzahl
von Variablen und Gleichungen ein Simulationsproblem mo¨glichst gut aufzulo¨sen (Direct
Numerical Simulation), wurde der Versuch unternommen, eine Modellierung zu entwickeln,
die mit weniger Rechnung auskommt, aber – zumindest in Bezug auf gewisse relevante Daten
– eine a¨hnliche Qualita¨t liefert.
Nachdem in den ersten Kapiteln in Notation, betrachtete Probleme und gebra¨uchliche Tech-
niken eingefu¨hrt wurde, erla¨uterte Kapitel 5 die zentrale Idee der vorliegenden Arbeit: Der
dort vorgestellte Ansatz berechnet – ausgehend von einem vorgegebenen Funktional der Simu-
lationsergebnisse – eine Modellierungsgro¨ße. Es handelt sich gewissermaßen um ein inverses
Problem, dessen Ziel es ist, den Effekt der feinen Skalen auf das vorgegebene Funktional
zu beschreiben. Dies wird durch mehrskalige Rechnung sowie Betrachtung entsprechender
dualer Probleme bewerkstelligt. Dieses Verfahren wurde zuna¨chst theoretisch sowie anhand
des Beispiels einer gewo¨hnlichen Differentialgleichung erla¨utert.
In Kapitel 6 wurde dieses inverse Problem konkret fu¨r instationa¨re inkompressible Stro¨mungen
formuliert. Die zu bestimmende Modellierung u¨bernimmt hierbei die Rolle eines Turbulenzmo-
dells. Der beschriebene Algorithmus wurde auf drei verschiedene Modellprobleme angewendet
und die Ergebnisse veranschaulicht. Dabei wurde deutlich, dass die Werte des Funktionals
bei grobskaliger Rechnung mit Modellierung aus dem inversen Problem sehr viel besser zu
den Funktionalwerten der feinskaligen Rechnung passen, als die der grobskaligen Rechnung
ohne jegliche Modellierung. Der gesuchte Einfluss der Skalen auf das Funktional konnte in den
untersuchten Fa¨llen also gro¨ßtenteils durch die Modellierung nachgebildet werden.
Schließlich wurde in Kapitel 7 untersucht, inwiefern die Ergebnisse des inversen Problems
verwendet werden ko¨nnen, um unmittelbar ein Turbulenzmodell zu formulieren. Die Aus-
wertung eines derartiges Turbulenzmodells wa¨re wesentlich einfacher als die Berechnung des
inversen Problems, auf das dann verzichtet werden ko¨nnte. Um derartige Turbulenzmodel-
le zu gewinnen, wurden die aus Kapitel 6 gewonnenen Daten aus dem inversen Problem
der drei Modellprobleme verwendet. Dazu wurden Approximationen mit reduzierter Basis,
vorgegebenen Ansatzfunktionen sowie radialen Basisfunktionen untersucht und anschließend
auch als Turbulenzmodell in der grobskaligen Rechnung verwendet. Interessanterweise ha-
ben hier die einfacheren Turbulenzmodelle wie Smagorinsky oder RBF-2 deutlich bessere
Ergebnisse erzielt als die mit zum Teil deutlich besserer Approximationsgu¨te. Folglich ist aus
den Ergebnissen hier kein neues Turbulenzmodell hervorgegangen, das fu¨r den Einsatz bei
einer Simulation mit vorgegebenem Funktional empfehlenswerter wa¨re. Allerdings ko¨nnen wir
festhalten, dass die vorgestellte Vorgehensweise eine Mo¨glichkeit darstellt, konkrete Parameter
eines herko¨mmlichen Turbulenzmodells zu bestimmen. Immerhin ist die Wahl der konkreten
Zahlen an dieser Stelle ohne weitere Referenzen nicht trivial.
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8.1 Konkrete in der Arbeit aufgetretene Beschra¨nkungen
In Abschnitt 6.1 wurde bereits diskutiert, dass die Vorgehensweise der zeitlichen Diskretisierung
und Untersuchung des stationa¨ren dualen Problems eine Vereinfachung ist, die vor allem aus
Gru¨nden der Praktikabilita¨t gemacht wurde. Es ist nicht unwahrscheinlich, dass insbesondere
die instationa¨ren Diskrepanzen zwischen feinskaliger und grobskaliger Lo¨sung des inversen
Problems hierdurch versta¨rkt wurden. Mit steigender Rechenleistung ist zu erwarten, dass
die Behandlung des kompletten instationa¨ren Problems (sowie dessen dualen Problems) in
Zukunft handhabbarer wird und der vorgestellte Ansatz darauf angewendet werden kann.
In Abschnitt 7.4.3 wurde darauf verwiesen, dass die verwendeten Modelltrainingsdaten fu¨r
einige bestimmte Verfahren der Approximation in gebra¨uchlicher Form zu groß sind. Bei
den Modelltrainingsdaten B war die darzustellende Matrix zu groß, um sie mithilfe einer
gewo¨hnlichen Singula¨rwertzerlegung analysieren zu ko¨nnen. Dies ist aber sicherlich mit spe-
zialisierter Technik auch heute mo¨glich: Denkbar ist etwa ein Front-Lo¨sungs-Verfahren (vgl.
[Iro70]), bei dem die Matrix jeweils nur stu¨ckweise im Speicher gehalten werden muss, und die
Lo¨sung iterativ korrigiert wird. Auch eine Darstellung und Berechnung mithilfe sogenannter
hierarchischer Matrizen (vgl. [Hac09]) ist hier denkbar. Die erwa¨hnten Verfahren wurden in die-
ser Arbeit jedoch nicht angewendet, da dies erheblichen Mehraufwand in der Implementierung
bedeutete und der Fokus der Untersuchung auf anderen Gebieten lag.
8.2 Mo¨gliche Weiterfu¨hrungen der grundlegenden Idee
Als mo¨gliche Weiterentwicklung sei an dieser Stelle noch einmal darauf hingewiesen, dass
der in Kapitel 5 vorgestellte Ansatz der Modellierungsgewinnung aus einem vorgegebenen
Funktional grundsa¨tzlich auch auf ganz andere Probleme angewendet werden kann. Neben
anderen Differentialgleichungen und anderen Modellierungsansa¨tzen sind auch andere Pro-
bleme denkbar, die sich variationell formulieren lassen. Mo¨glicherweise muss dabei besondere
Aufmerksamkeit auf die konkrete Lokalisierung der variationellen Formulierung gewidmet
werden, dies sollte jedoch kein grundlegendes Hindernis darstellen.
Bei der Diskretisierung des Verfahrens aus Kapitel 5 tritt die Freiheit auf, die Funktionsra¨ume
der feinen und groben Diskretisierung geeignet zu wa¨hlen. Um die Anzahl der mo¨glichen
Variationen gering zu halten, wurden in dieser Arbeit lediglich derartige Diskretisierungen
untersucht, bei denen die feine Diskretisierung durch einen Schritt der Gitterverfeinerung
gegenu¨ber der groben Diskretisierung entstehen. Hier sind aber auch mehrere Schritte, eine
Verfeinerung des lokalen Polynomgrades, sowie eine Kombination dieser Verfeinerungstechniken
denkbar. Eine umfassende Untersuchung dieser Mo¨glichkeiten bleibt an dieser Stelle zuku¨nftigen
Arbeiten u¨berlassen.
Auch die in Kapitel 7 vorgestellten Ansa¨tze zur Modellierungsgewinnung erheben keinen
Anspruch auf Vollsta¨ndigkeit. Es gibt dabei sicherlich auch noch weitere Mo¨glichkeiten, die
vorgestellten Ideen zu vertiefen. Insbesondere wa¨re zu untersuchen, woher die beobachtete
Diskrepanz zwischen Approximations- und Modellierungsgu¨te, die in Abschnitt 7.7 aufgezeigt
wurde, stammt und ob hier eine bessere Lo¨sung zu finden ist.
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