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Abstract
The Kolmogorov equation associated to a stochastic 2D Euler equations with transport
type noise and random initial conditions is studied by a direct approach, based on Fourier
analysis, Galerkin approximation and Wiener chaos methods. The method allows us to
generalize previous results and to understand the role of the regularity of the noise, in
relation to a limiting value of roughness.
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1 Introduction
Stochastic 2D Euler equations with transport type noise and random Gaussian initial conditions
seem to us a rich subject for theoretical investigations and, with due idealization, a potentially
interesting model for stationary inverse cascade turbulence. The topic was initiated by S.
Albeverio and collaborators in a series of works and since then it received much attention; see
for instance [4, 3, 1], the review [2] and references in [13]. The case with transport noise is more
recent; we have initiated its investigation in [13], where we have constructed solutions to the
stochastic 2D Euler equations and have proved that their laws satisfy a certain Fokker–Planck
equation and suitable gradient estimates. The present paper complements [13] with an entirely
different approach: we study directly the associated Kolmogorov equation and prove existence
and some regularity of solutions. The techniques are very different, based in [13] on point
vortex approximation, here on Fourier analysis, Galerkin approximation and Wiener chaos
methods. This approach allows us to extend the results of [13] and to prove a special property
of the limit case γ = 2, see below. We would like to mention that Kolmogorov equations in
infinite dimensional spaces have been widely studied in the past, see e.g. [15, 12, 9, 5, 17, 18, 6];
however, the equation treated in this paper is not covered by those ones, and it requires some
special techniques.
Consider the vorticity formulation of the 2D stochastic Euler equation on T2 = R2/Z2:
dωt + ut · ∇ωt +
∑
k∈Z20
σk · ∇ωt ◦ dW kt = 0, (1.1)
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where Z20 = Z
2 \ {0}, {W k· }k∈Z20 is a family of independent standard Brownian motions, and
σk(x) =
k⊥
|k|γ
{
cos(2pik · x), k ∈ Z2+,
sin(2pik · x), k ∈ Z2−,
x ∈ T2, γ ≥ 2, (1.2)
with k⊥ = (k2,−k1), Z2+ =
{
k ∈ Z20 : (k1 > 0) or (k1 = 0, k2 > 0)
}
and Z2− = −Z2+. The
generator of ωt is
LF (ω) = 1
2
∑
k∈Z20
〈
σk · ∇ω,D〈σk · ∇ω,DF 〉
〉− 〈u(ω) · ∇ω,DF〉, F ∈ FCP , (1.3)
where FCP is the space of cylinder functionals on H−1−(T2) (see (1.8) below). Here, for s ∈ R,
we denote by Hs(T2) the usual Sobolev spaces on T2 and H−1−(T2) = ∩s>0H−1−s(T2). Recall
the Biot–Savart law:
u(ω)(x) = 〈ω,K(x− ·)〉 =
∫
T2
K(x− y)ω(dy), (1.4)
where the Biot–Savart kernel K has the expression
K(x) = 2pii
∑
k∈Z2
0
k⊥
|k|2 e
2piik·x = −2pi
∑
k∈Z2
0
k⊥
|k|2 sin(2pik · x). (1.5)
Note that for all p ∈ [1, 2), K ∈ Lp(T2,dx), thus by [14, p. 217, Theorem 3.5.7], the above
series converge to K in Lp(T2,dx).
Let µ be the law of the white noise on T2, which is also called the enstrophy measure and
supported by H−1−(T2). In the recent paper [13], we proved that if γ > 2 in (1.2), then for
any ρ0 ∈ Cb
(
H−1−(T2),R+
)
with
∫
ρ0 dµ = 1, the equation (1.1) admits a white noise solution
which is a stochastic process taking values in H−1−(T2), and the distribution at any time
t ∈ [0, T ] has a density ρt w.r.t. to µ. Moreover, ρt satisfies the forward Kolmogorov equation
(or Fokker–Planck equation)
∂tρt = L∗ρt, ρ|t=0 = ρ0 (1.6)
associated to the operator L in (1.3), and the following gradient estimate holds:
∑
k∈Z20
∫ T
0
∫
H−1−(T2)
〈σk · ∇ω,Dρt〉2 dµdt ≤ ‖ρ0‖2∞.
The method in [13] is based on the idea that the enstrophy measure µ can be approximated
by point vortices when the number of points goes to infinity.
The purpose of the current work is to solve the forward Kolmogorov equation (1.6), by
using the method of Galerkin approximation. We can prove the same results as in [13] for
the case γ > 2 (see Theorem 1.1 below), provided that ρ0 ∈ L2
(
H−1−(T2), µ
)
instead of
ρ0 ∈ Cb
(
H−1−(T2)
)
. However, when γ = 2, it turns out that any weak limit of the Galerkin
approximation is trivial. We remark that, since σk ·∇ω (∀ k ∈ Z20) and u(ω) ·∇ω can be viewed
as divergence free fields w.r.t. the white noise measure µ on H−1−(T2), the operators L and
L∗ differ from each other only by a sign of the drift parts. Therefore the approach of this
paper works also for the backward Kolmogorov equation with little change. In order to state
precisely our main results, we introduce some notations.
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First, we use 〈·, ·〉 to denote the dual pairing between the space C∞(T2)′ of distributions
and the test functions C∞(T2). Let {ek : k ∈ Z20} be the usual orthonormal basis of L2(T2,R)
consisting of zero-average functions:
ek(x) =
√
2
{
cos(2pik · x), k ∈ Z2+,
sin(2pik · x), k ∈ Z2−.
(1.7)
By Λ ⋐ Z20 we mean that Λ is a finite subset of Z
2
0, and R
Λ is the (#Λ)-dimensional Euclidean
space. We introduce the family of cylindrical functions on H−1−:
FCP :=
{
F (ω) = f(〈ω, el〉; l ∈ Λ) for some Λ ⋐ Z20 and f ∈ C∞P
(
R
Λ
)}
, (1.8)
where C∞P
(
R
Λ
)
is the collection of smooth functions on RΛ having polynomial growth together
with all the derivatives. To simplify notations, we shall write F (ω) = f ◦ ΠΛ(ω), see Section
2.1 for details. For a cylindrical function F = f ◦ΠΛ, we define
DF = DF (ω) =
∑
j∈Λ
((∂jf) ◦ΠΛ) ej ,
where ∂jf = ∂ξjf is the partial derivative.
We regard σk · ∇ω as a distribution which is understood as follows: for any φ ∈ C∞(T2),
〈σk · ∇ω, φ〉 = −〈ω, σk · ∇φ〉,
since σk is smooth and divergence free on T
2. Then for any cylindrical function F = f ◦ ΠΛ,
we have
〈σk · ∇ω,DF 〉 =
∑
j∈Λ
((∂jf) ◦ ΠΛ)〈σk · ∇ω, ej〉.
Note that 〈σk ·∇ω,DF 〉 is also a cylindrical function.1 It can be shown that divµ(σk ·∇ω) = 0
in the distributional sense (see [13, Lemma 4.5]), i.e., for any cylindrical function F ,∫
〈σk · ∇ω,DF 〉dµ = 0.
The meaning of the drift part 〈u(ω) · ∇ω,DF 〉 in (1.3) is more delicate, and the reader is
referred to Section 5 of this paper (see also [7]).
Given G ∈ L2(H−1−, µ), we say that 〈σk ·∇ω,DG〉 exists in the distributional sense if there
exists some ϕ ∈ L2(H−1−, µ) such that, for any cylindrical function F , it holds∫
〈σk · ∇ω,DF 〉Gdµ = −
∫
Fϕdµ.
In this case we shall write 〈σk · ∇ω,DG〉 = ϕ. We can give a similar definition when G is
time-dependent.
Using the method of Galerkin approximation (see Section 2), we can prove
Theorem 1.1. Assume ρ0 ∈ L2(H−1−, µ) and γ ≥ 2 in (1.2). There exists a measurable
function ρ ∈ L∞(0, T ;L2(H−1−, µ)) such that
(i) for every k ∈ Z20, 〈σk · ∇ω,Dρt〉 exists in the distributional sense;
1This is the reason why we require that, in the definition of cylindrical functions, f ∈ C∞P
(
R
Λ
)
instead of
f ∈ C∞b
(
R
Λ
)
, since 〈σk · ∇ω, ej〉 is unbounded.
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(ii) the gradient estimate holds:
∑
k∈Z20
∫ T
0
∫
〈σk · ∇ω,Dρt〉2 dµdt ≤ ‖ρ0‖2L2(µ); (1.9)
(iii) if γ > 2, then for any cylindrical function F and α ∈ C1([0, T ],R) satisfying α(T ) = 0,
one has
0 = α(0)
∫
Fρ0 dµ+
∫ T
0
∫
ρt
(
α′(t)F − α(t)〈u(ω) · ∇ω,DF 〉) dµdt
− 1
2
∑
k∈Z20
∫ T
0
∫
α(t)〈σk · ∇ω,DF 〉〈σk · ∇ω,Dρt〉dµdt.
(1.10)
Remark 1.2. Any solution ρt to the equation (1.10) is weakly continuous in t, namely, for any
cylindrical function F , t → ∫ ρtF dµ is continuous on [0, T ]. Indeed, we deduce from (1.10)
that, in the distributional sense,
d
dt
∫
ρtF dµ =
∫
ρt〈u(ω) · ∇ω,DF 〉dµ− 1
2
∑
k∈Z20
∫
〈σk · ∇ω,DF 〉〈σk · ∇ω,Dρt〉dµ.
Since the r.h.s. is integrable on [0, T ], we conclude that t→ ∫ ρtF dµ is absolutely continuous.
In particular, taking F ≡ 1, we obtain ∫ ρt dµ = ∫ ρ0 dµ for all t ∈ [0, T ].
The case γ = 2 is quite tricky and we are unable to show that the limit satisfies some
equation. Indeed, by Proposition 3.5 below, for any nonconstant cylindrical function F ,
∑
k∈Z20
∫
〈σk · ∇ω,DF 〉2 dµ < +∞
if and only if γ > 2 in (1.2). This result suggests that, when γ = 2, the diffusion part of LF (ω)
in (1.3) might be divergent. We can prove this claim by decomposing the partial sum of the
diffusion part into two terms: the first one is convergent in any Lp(H−1−, µ), while the second
one explodes at a logarithmic rate (see Proposition 4.2). Based on this decomposition, for a
slightly modified approximation scheme (see (4.1) for details), we can show that the projections
of the limit ρt on any nonconstant Hermite polynomials vanish.
Theorem 1.3. Assume γ = 2. Then any limit points of the modified Galerkin approximation
is trivial, i.e., for all t ∈ (0, T ], ρt =
∫
ρ0 dµ a.e.
This paper is organised as follows. In Section 2, we make some preparations concerning the
Galerkin approximation for the equations (1.1) and (1.6), and recall some basic facts of the
Hermite polynomials on H−1−(T2). Based on these results, we prove the three assertions of
Theorem 1.1 in Section 3. Theorem 1.3 will be proved in Section 4, thanks to a decomposition
of the approximation operator. In the appendices, we show the convergence of the Galerkin
approximation for the nonlinear part in (1.3), as well as the convergence of one part in the
decomposition of the approximation operator, which is similar to a renormalization argument.
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2 Some preparations
2.1 The finite dimensional approximation of L
Let Λ ⊂ Z20 be a finite subset. We denote by HΛ = span{ek : k ∈ Λ} ⊂ L2(T2,dx) and define
the projection operator ΠΛ : L
2(T2,dx)→ HΛ as
ΠΛf =
∑
k∈Λ
〈f, ek〉ek, f ∈ L2(T2,dx),
where 〈·, ·〉 is the inner product of L2(T2,dx). HΛ is isomorphic to the Euclidean space RΛ,
and ΠΛ can be extended to the whole H
−1−(T2):
ΠΛω =
∑
k∈Λ
〈ω, ek〉ek, ω ∈ H−1−(T2), (2.1)
in which 〈·, ·〉 is now the duality between distributions and smooth functions. Let ΛN = {k ∈
Z
2
0 : |k1|∨ |k2| ≤ N} for some N ∈ N, we simply write HN = HΛN and ΠN = ΠΛN . Using these
notations, we can rewrite the cylindrical functions (1.8) as
FCP :=
{
F : H−1− → R | ∃Λ ⋐ Z20 and f ∈ C∞P (HΛ) s.t. F = f ◦ ΠΛ
}
. (2.2)
Although we work in the framework of real-valued functions, it is sometimes easier to do
computations by using the complex basis below:
e˜k(x) = e
2piik·x, x ∈ T2, k ∈ Z20.
The family {e˜k : k ∈ Z20} is a complete orthonormal system of HC = L20(T2,C), the space of
square integrable functions with zero average. The following identities are very useful:
e˜k(x)e˜l(x) = e˜k+l(x), e˜k(x) = e˜−k(x), (e˜k ∗ e˜l)(x) = δk,l e˜k(x), (2.3)
where ∗ means the convolution. Moreover, we have the well known relations below:
ek(x) =
{√
2
2 (e˜k(x) + e˜−k(x)), k ∈ Z2+,√
2
2i (e˜k(x)− e˜−k(x)), k ∈ Z2−.
(2.4)
For N ∈ N, set
HCN = span{e˜k : k ∈ ΛN},
which is a subspace of HC. The space HN defined above is the subspace of H
C
N consisting of
real-valued elements: ξ =
∑
k∈ΛN ξke˜k ∈ HN if and only if ξk = ξ−k for all k ∈ ΛN . Note that
〈ω, e˜k〉 =
〈
ω, e˜k
〉
= 〈ω, e˜−k〉, (2.5)
thus it is not difficult to show that the projection ΠN = ΠΛN can also be written as
ΠNω =
∑
k∈ΛN
〈ω, e˜k〉e˜k. (2.6)
Now we project the drift term u(ω) · ∇ω in (1.1) as follows:
bN (ω) := ΠN
(
u(ΠNω) · ∇(ΠNω)
)
, ω ∈ H−1−,
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where u(ΠNω) is obtained by replacing ω in (1.4) with ΠNω. We shall consider bN as a vector
field on HN whose generic element is denoted by ξ =
∑
k∈ΛN ξke˜k. Thus
bN (ξ) = ΠN
(
u(ξ) · ∇ξ), ξ ∈ HN .
Analogously, we define the projection of the diffusion coefficient σk · ∇ω in (1.1):
GkN (ξ) = ΠN
(
σk · ∇ξ
)
, ξ ∈ HN .
In order to compute the expression of bN and G
k
N , we need the simple fact
e˜k ∗K = 2pii k
⊥
|k|2 e˜k, (2.7)
where K is the Biot–Savart kernel. Indeed, let KN = 2pii
∑
k∈ΛN
k⊥
|k|2 e˜k be the approximation
of K. Since K is integrable, by [14, Page 217, Theorem 3.5.7], its Fourier series converge to
itself in L1(T2,dx). Hence by the last equality in (2.3),
e˜k ∗K = lim
N→∞
e˜k ∗KN = 2pii k
⊥
|k|2 e˜k.
Recall that for ξ =
∑
k∈ΛN ξke˜k ∈ HN , one has ξk = ξ−k for all k ∈ ΛN . First, by the
Biot–Savart law (1.4) and (2.7),
u(ξ)(x) =
∫
T2
K(x− y)
( ∑
l∈ΛN
ξle˜l(y)
)
dy = 2pii
∑
l∈ΛN
ξl
l⊥
|l|2 e˜l(x). (2.8)
Next,
∇ξ(x) =
∑
k∈ΛN
ξk∇e˜k(x) = 2pii
∑
k∈ΛN
ξke˜k(x)k. (2.9)
Combining the above two identities yields
(
u(ξ) · ∇ξ)(x) = −4pi2 ∑
k,l∈ΛN
ξkξl
k · l⊥
|l|2 e˜k+l(x).
It is easy to check that
(
u(ξ) · ∇ξ)(x) is real-valued. Moreover,
bN (ξ) = −4pi2
∑
k,l∈ΛN
1ΛN (k + l)ξkξl
k · l⊥
|l|2 e˜k+l
= −4pi2
∑
j∈ΛN
[ ∑
l∈ΛN
1ΛN (j − l)ξlξj−l
j · l⊥
|l|2
]
e˜j ,
(2.10)
where 1ΛN is the indicator function. For j ∈ ΛN , the j-th component of bN (ξ) is
(bN (ξ))j = −4pi2
∑
l∈ΛN
1ΛN (j − l)ξlξj−l
j · l⊥
|l|2 . (2.11)
We turn to the diffusion coefficients GkN . By (1.2) and (2.4), we have, for k ∈ Z2+,
σk(x) =
k⊥√
2 |k|γ (e˜k(x) + e˜−k(x)), x ∈ T
2. (2.12)
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Combining this with (2.9) leads to
(σk · ∇ξ)(x) =
√
2pii
∑
l∈ΛN
ξl
k⊥ · l
|k|γ (e˜k+l(x) + e˜−k+l(x)).
Therefore, for k ∈ Z2+,
GkN (ξ) =
√
2pii
∑
l∈ΛN
ξl
k⊥ · l
|k|γ
[
1ΛN (k + l)e˜k+l + 1ΛN (−k + l)e˜−k+l
]
=
√
2pii
∑
j∈ΛN
k⊥ · j
|k|γ
[
1ΛN (j − k)ξj−k + 1ΛN (j + k)ξj+k
]
e˜j .
(2.13)
Similarly, for k ∈ Z2−,
GkN (ξ) =
√
2pi
∑
l∈ΛN
ξl
k⊥ · l
|k|γ
[
1ΛN (k + l)e˜k+l − 1ΛN (−k + l)e˜−k+l
]
=
√
2pi
∑
j∈ΛN
k⊥ · j
|k|γ
[
1ΛN (j − k)ξj−k − 1ΛN (j + k)ξj+k
]
e˜j.
(2.14)
From the above two equalities we see that GkN (ξ) is linear in ξ.
Before concluding this part, we introduce the finite dimensional approximation LN of the
operator L given in (1.3):
LNφ(ξ) = 1
2
∑
|k|≤N
〈
GkN ,∇N
〈
GkN ,∇Nφ
〉
HN
〉
HN
(ξ)− 〈bN ,∇Nφ〉HN (ξ), (2.15)
where ∇N is the gradient operator on HN , and the inner product 〈·, ·〉HN is induced from
L2(T2,dx).
2.2 The stochastic flow on HN
Let
{
(W kt )t≥0 : k ∈ Z20
}
be a family of independent standard Brownian motions defined on
some filtered probability space
(
Θ,F , (Ft)t≥0,P
)
. We consider the following SDE on HN :
dωNt = bN
(
ωNt
)
dt+
∑
|k|≤N
GkN
(
ωNt
) ◦ dW kt , ωN0 = ξ ∈ HN . (2.16)
Note that the generator of ωNt is the formal adjoint operator of LN defined in (2.15) (since
bN is divergence free, cf. Proposition 2.4 below). All the results in this section remain valid
if we replace bN by −bN in the equation (2.16). Here we consider this form for the sake of
application in the next subsection.
Since the vector fields bN and G
k
N are smooth (see their expressions (2.10) and (2.13)), the
equation (2.16) has a unique strong solution up to some life time ζ. We will show that the
solution is non-explosive. To this end, we first prove
Lemma 2.1. It holds that
〈bN (ξ), ξ〉HN =
〈
GkN (ξ), ξ
〉
HN
= 0 for all ξ ∈ HN , k ∈ ΛN .
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Proof. By (2.8), u(ξ) is a smooth divergence free vector field on T2. We have
〈bN (ξ), ξ〉HN =
〈
ΠN
(
u(ξ) · ∇ξ), ξ〉
HN
=
〈
u(ξ) · ∇ξ, ξ〉
HN
= −〈ξ, u(ξ) · ∇ξ〉
HN
,
where the last step is due to integration by parts. This implies 〈bN (ξ), ξ〉HN = 0. Similarly we
obtain the second assertion since σk is divergence free.
The next result shows that the trajectories of ωNt stay on the sphere centered at the origin.
Lemma 2.2. A.s., for all t > 0, ∣∣ωNt ∣∣HN = |ξ|HN . (2.17)
Proof. By Lemma 2.1, it is clear that
L∗N
(| · |2HN )(ξ) = 0 for all ξ ∈ HN .
Let R > 0 be fixed; define the stopping time τR = inf
{
t > 0 :
∣∣ωNt ∣∣HN > R}. The Itoˆ formula
and Lemma 2.1 lead to
d
(∣∣ωNt∧τR∣∣2HN ) = ∑
|k|≤N
〈
GkN ,∇N
(| · |2HN )〉(ωNt∧τR) dW kt + L∗N(| · |2HN )(ωNt∧τR) dt = 0.
Therefore, for any t > 0 and R > 0.∣∣ωNt∧τR∣∣2HN = |ξ|2HN a.s.
Letting R→∞ yields that, for any t > 0,∣∣ωNt ∣∣HN = |ξ|HN a.s.
Since ωNt has continuous trajectories, we obtain the desired assertion.
Proposition 2.3. The SDE (2.16) generates a stochastic flow
(
ΦNt
)
t≥0 of diffeomorphisms
which preserve the norm of HN .
Proof. By Lemma 2.2, for any ξ ∈ HN , (2.16) has a unique strong solution ωNt which stays on
the sphere {η ∈ HN : |η|HN = |ξ|HN }. We denote it by ΦNt (ξ).
For any n ∈ N, we take b(n)N , Gk,(n)N ∈ C∞b (HN ,HN ) such that
b
(n)
N (ξ) = bN (ξ), G
k,(n)
N (ξ) = G
k
N (ξ), ξ ∈ Bn(HN ), (2.18)
where Bn(HN ) is the ball in HN with radius n and centered at the origin. Consider the SDE
dη
(n)
t = b
(n)
N
(
η
(n)
t
)
dt+
∑
|k|≤N
G
k,(n)
N
(
η
(n)
t
) ◦ dW kt , η(n)0 = ξ ∈ HN . (2.19)
It is well known that the above equation generates a stochastic flow of diffeomorphisms Φ
(n)
t on
HN . That is, there exists a measurable set Θn ⊂ Θ of probability 1, such that for all θ ∈ Θn,
Φ
(n)
t (·, θ) is a diffeomorphism on HN for all t > 0. We denote by Θ∞ = ∩n≥1Θn which is again
a full measure set.
By the pathwise uniqueness of (2.16), for all ξ ∈ Bn(HN ), and for all m > n,
ΦNt (ξ) = Φ
(m)
t (ξ) a.s. for all t > 0. (2.20)
Therefore, we redefine the stochastic flow ΦNt as follows: for all θ ∈ Θ∞ and n ≥ 1,
ΦNt (·, θ)|Bn(HN ) = Φ(n)t (·, θ)|Bn(HN ), t > 0.
By (2.20), this definition is consistent and it gives us the desired flow of diffeomorphisms.
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Recall that µ is the enstrophy measure which is supported by H−1−(T2). Denote by µN =
(ΠN )#µ = µ ◦Π−1N the induced standard Gaussian measure on HN .
Proposition 2.4. A.s., for all t > 0, the standard Gaussian measure µN is invariant under
the stochastic flow ΦNt of diffeomorphisms on HN .
Proof. By [10, (2.2)] (with a truncation argument as in (2.18)), it is sufficient to show that
divµN (bN ) = divµN
(
GkN
)
= 0, (2.21)
where divµN is the divergence operator on HN w.r.t. the Gaussian measure µN . Note that
divµN (bN )(ξ) = 〈bN (ξ), ξ〉HN − divN (bN )(ξ),
where divN is the ordinary divergence operator on HN . By Lemma 2.1, it is sufficient to prove
that divN (bN )(ξ) = 0 for all ξ ∈ HN . The latter is obvious from the expression (2.11) of
(bN (ξ))j , which does not contain ξj. Similarly, we have divµN
(
GkN
)
(ξ) = 0.
2.3 Forward Kolmogorov equation on HN
We consider the Kolmogorov equation on HN :
∂tρ
N
t = L∗NρNt , ρN |t=0 = ρN0 ∈ C∞P (HN ), (2.22)
where L∗N is the formal adjoint operator of that defined in (2.15), and it is the generator
associated to the SDE (2.16). Recall that C∞P (HN ) is the collection of smooth functions having
polynomial growth together with all the derivatives. We have the following simple result.
Lemma 2.5. The equation (2.22) has a smooth solution
(
ρNt
)
0≤t≤T with the probabilistic rep-
resentation
ρNt (ξ) = E
[
ρN0
(
ωNt
)]
= E
[
ρN0
(
ΦNt (ξ)
)]
, ξ ∈ HN . (2.23)
Proof. For any n ≥ 1, consider the cut-off functions as in (2.18). Moreover, let ρN,(n)0 ∈
C∞b (HN ,R) such that
ρ
N,(n)
0 (ξ) = ρ
N
0 (ξ) for all ξ ∈ Bn(HN ).
Define the new operator
L(n)N φ(ξ) =
1
2
∑
|k|≤N
〈
G
k,(n)
N ,∇N
〈
G
k,(n)
N ,∇Nφ
〉
HN
〉
HN
(ξ)− 〈b(n)N ,∇Nφ〉HN (ξ)
and consider the equation
∂tρ
N,(n)
t =
(L(n)N )∗ρN,(n)t , ρN,(n)|t=0 = ρN,(n)0 . (2.24)
It is well known that this equation has a smooth solution
(
ρ
N,(n)
t
)
0≤t≤T . Recall the solution
η
(n)
t = Φ
(n)
t (ξ) to the cut-off equation (2.19). By the Itoˆ formula, it is easy to show that
ρ
N,(n)
t (ξ) = E
[
ρ
N,(n)
0
(
Φ
(n)
t (ξ)
)]
, (t, ξ) ∈ [0, T ]×HN .
Fix any n ∈ N. By (2.20), for all ξ ∈ Bn(HN ) and m ≥ n,
ρ
N,(m)
t (ξ) = E
[
ρ
N,(m)
0
(
Φ
(m)
t (ξ)
)]
= E
[
ρN0
(
ΦNt (ξ)
)]
,
which is independent on m. Therefore, by (2.24), the function ρNt (ξ) = E
[
ρN0
(
ΦNt (ξ)
)]
verifies
∂tρ
N
t =
(L(n)N )∗ρN,(n)t = L∗NρNt on (t, ξ) ∈ [0, T ]×Bn(HN ).
Since n is arbitrary, we conclude the result.
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We shall establish some estimates on the solution ρNt by using the above representation
formula and the equation (2.22).
Lemma 2.6. For any p ≥ 1,∥∥ρN∥∥
L∞([0,T ],Lp(µN ))
≤
∥∥ρN0 ∥∥Lp(µN ).
Moreover,
∥∥ρNt ∥∥2L2(HN ) + ∑
|k|≤N
∫ t
0
∫
HN
〈
GkN ,∇NρNs
〉2
dµNds =
∥∥ρN0 ∥∥2L2(HN ), t ∈ [0, T ]. (2.25)
Proof. By (2.23), for any t ∈ [0, T ],∫
HN
∣∣ρNt (ξ)∣∣p µN (dξ) ≤
∫
HN
E
∣∣ρN0 (ΦNt (ξ))∣∣p µN (dξ) =
∫
HN
∣∣ρN0 (ξ)∣∣p µN (dξ),
where the last step follows from the fact that ΦNt preserves the Gaussian measure µN .
Next, by (2.22), we have
d
dt
∥∥ρNt ∥∥2L2(HN ) = 2
∫
HN
ρNt ∂tρ
N
t dµN = 2
∫
HN
ρNt L∗NρNt dµN .
Using the expression (2.15) and integrating by parts yield
d
dt
∥∥ρNt ∥∥2L2(HN ) = ∑
|k|≤N
∫
HN
ρNt
〈
GkN ,∇N
〈
GkN ,∇NρNt
〉〉
dµN + 2
∫
HN
ρNt
〈
bN ,∇NρNt
〉
dµN
= −
∑
|k|≤N
∫
HN
〈
GkN ,∇NρNt
〉2
dµN .
Therefore, integrating from 0 to t gives us (2.25).
2.4 Hermite polynomials on H−1−(T2)
In this part we give a short introduction of the Hermite polynomials on H−1−(T2), see the
recent book [16, Chap. 5] for more details. Recall the one dimensional Hermite polynomials
hn(t), n ≥ 0 which is characterized by∫
R
f (n)(t) dν1(t) =
∫
R
f(t)hn(t) dν1(t), ∀ f ∈ C∞b (R).
Here ν1 is the standard normal distribution on R. hn has the expression
hn(t) = (−1)net2/2 d
n
dtn
(
e−t
2/2
)
,
and it holds that
hn(t) = thn−1(t)− h′n−1(t).
It is well known that Hermite polynomials are eigenfunctions of the one dimensional Ornstein–
Uhlenbeck operator:
Af(t) = f ′′(t)− tf ′(t), f ∈ C∞P (R).
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Indeed,
Ahn = −nhn, n ≥ 0.
Now we shall construct Hermite polynomials on H−1−(T2). Introduce the notations
n = (nk)k∈Z2
0
∈ (N ∪ {0})Z20 , |n| =
∞∑
k∈Z20
nk.
Define the index set by
N =
{
n ∈ (N ∪ {0})Z20 : |n| < +∞}.
For n ∈N , there are only finitely many nonzero coordinates. Define
Hn(ω) =
∏
k∈Z20
hnk(〈ω, ek〉), ω ∈ H−1−(T2).
Since h0 ≡ 1, this is indeed a finite product and Hn ∈ FCP . Note that FCP is dense in
L2(H−1−, µ), one can prove that
Lemma 2.7. The family {Hn : n ∈N} is an orthogonal basis of L2(H−1−, µ).
Finally, we recall that the n-th Wiener chaos is defined as
Cn = span{Hn : |n| = n}L
2(µ)
.
3 Forward Kolmogorov equation on H−1−(T2)
This section is devoted to the proof of Theorem 1.1 and consists of two parts. In Section 3.1,
we prove the first two claims of Theorem 1.1. The last assertion is proved in Section 3.2.
3.1 Existence of limit points and basic properties
Now suppose that ρ0 ∈ L2(H−1−, µ). Then there exists a sequence
{
ρN0
}
N∈N such that ρ
N
0 ∈
C∞P (HN ) and
lim
N→∞
∥∥ρN0 ◦ ΠN − ρ0∥∥L2(µ) = 0. (3.1)
Let ρNt be the solution to (2.22) with the initial condition ρ
N
0 . Then the energy identity (2.25)
holds. By a slight abuse of notations, we shall write
ρNt (ω) = ρ
N
t (ΠNω), (t, ω) ∈ [0, T ]×H−1−.
Then DρNt (ω) =
(∇NρNt )(ΠNω) ∈ HN for all (t, ω) ∈ [0, T ]×H−1−. Hence,〈
σk · ∇(ΠNω),DρNt (ω)
〉
L2(T2)
=
〈
ΠN
(
σk · ∇(ΠNω)
)
,
(∇NρNt )(ΠNω)〉HN
=
〈
GkN ,∇NρNt
〉
HN
(ΠNω).
(3.2)
Combining these facts with (2.25) yields that
∥∥ρNt ∥∥2L2(µ) + ∑
|k|≤N
∫ t
0
∫
H−1−
〈
σk · ∇(ΠNω),DρNs
〉2
L2(T2)
dµds =
∥∥ρN0 ∥∥2L2(µ), t ∈ [0, T ]. (3.3)
For k ∈ Z20 with |k| > N , we set
〈
σk · ∇(ΠNω),DρNs
〉 ≡ 0. Combining (3.1) and (3.3), we have
proved
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Proposition 3.1. (1)
{
ρN
}
N∈N is a bounded sequence in L
∞([0, T ], L2(H−1−, µ));
(2) the family {〈
σk · ∇(ΠNω),DρNt
〉
L2(T2)
: (k, t, ω) ∈ Z20 × [0, T ]×H−1−
}
N∈N
is bounded in the Hilbert space L2
(
Z
2
0× [0, T ]×H−1−,#⊗dt⊗µ
)
, where # is the counting
measure on Z20.
As a consequence, we obtain the following result which proves the first two assertions of
Theorem 1.1.
Theorem 3.2. Assume ρ0 ∈ L2
(
H−1−, µ
)
and γ ≥ 2 in (1.2). There exists a measurable
function ρ ∈ L∞([0, T ], L2(H−1−, µ)) such that
(i) for every k ∈ Z20,
〈
σk · ∇ω,Dρt
〉
exists in the distributional sense;
(ii) the gradient estimate holds:
∑
k∈Z20
∫ T
0
∫ 〈
σk · ∇ω,Dρt
〉2
dµdt ≤ ‖ρ0‖2L2(µ). (3.4)
Proof. By Proposition 3.1, there exists a subsequence {Ni}i∈N such that
(a) ρNi converges weakly-∗ to some ρ in L∞([0, T ], L2(H−1−, µ));
(b)
〈
σk · ∇(ΠNiω),DρNit
〉
L2(T2)
converges weakly to some ϕ ∈ L2(Z20 × [0, T ] × H−1−,# ⊗
dt⊗ µ).
Let α ∈ C([0, T ],R) and β ∈ L2(Z20×H−1−,#⊗µ) such that βk ∈ FCP for all k ∈ Z20. By
the assertion (b),
lim
i→∞
∑
k∈Z20
∫ T
0
∫ 〈
σk · ∇(ΠNiω),DρNit
〉
L2(T2)
α(t)βk dµdt =
∑
k∈Z20
∫ T
0
∫
ϕk(t)α(t)βk(t) dµdt.
Fix some k ∈ Z20, we assume that βj ≡ 0 for all j 6= k and βk = βk ◦ΠΛ for some Λ ⋐ Z20. Then
the above limit reduces to
lim
i→∞
∫ T
0
∫ 〈
σk · ∇(ΠNiω),DρNit
〉
L2(T2)
α(t)βk dµdt =
∫ T
0
∫
ϕk(t)α(t)βk dµdt. (3.5)
For Ni big enough, we have by (3.2) and (2.21) that∫ T
0
∫ 〈
σk · ∇(ΠNiω),DρNit
〉
L2(T2)
α(t)βk(ω) dµdt
=
∫ T
0
∫
HNi
〈
GkNi ,∇NiρNit
〉
HNi
(ξ)α(t)βk(ξ) dµNidt
= −
∫ T
0
∫
HNi
ρNit (ξ)α(t)
〈
GkNi ,∇Niβk
〉
HNi
(ξ) dµNidt
= −
∫ T
0
∫
ρNit (ω)α(t)
〈
σk · ∇(ΠNiω),Dβk
〉
L2(T2)
dµdt.
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Lemma 3.3 below implies∫ T
0
∫ 〈
σk · ∇(ΠNiω),DρNit
〉
L2(T2)
α(t)βk dµdt = −
∫ T
0
∫
ρNit α(t)
〈
σk · ∇ω,Dβk
〉
dµdt
→ −
∫ T
0
∫
ρt α(t)
〈
σk · ∇ω,Dβk
〉
dµdt,
where the last step is due to (a). Combining this limit with (3.5) yields
∫ T
0
∫
ϕk(t)α(t)βk dµdt = −
∫ T
0
∫
ρt α(t)
〈
σk · ∇ω,Dβk
〉
dµdt.
By the arbitrariness of α ∈ C([0, T ]) and βk ∈ FCP , we see that, in the distributional sense,
ϕk(t) =
〈
σk · ∇ω,Dρt
〉
. (3.6)
We obtain the assertion (i). The second assertion follows from (3.1), (3.3) and the fact (b).
Lemma 3.3. Let k ∈ Z20 and G ∈ FCP be fixed. For all N big enough,〈
σk · ∇(ΠNω),DG
〉
=
〈
σk · ∇ω,DG
〉
.
Proof. Assume G = g ◦ΠΛ for some finite set Λ ⋐ Z2. Note that〈
σk · ∇ω,DG
〉
= −
∑
j∈Λ
(∂jg)(ΠΛω)〈ω, σk · ∇ej〉 = −
∑
j∈Λ
(∂jg)(ΠΛω)〈ΠNω, σk · ∇ej〉
for all large N . Hence
〈
σk · ∇ω,DG
〉
=
∑
j∈Λ
(∂jg)(ΠΛω)〈σk · ∇(ΠNω), ej〉 =
〈
σk · ∇(ΠNω),DG
〉
.
3.2 The case γ > 2
Our purpose is to prove the assertion (iii) of Theorem 1.1. Before proceeding further, we need
some technical preparations. For k, l ∈ Z20, set
Ck,l(γ) =
k⊥ · l
|k|γ . (3.7)
We shall omit the parameter γ in Ck,l(γ) to save space.
Lemma 3.4. For any l ∈ Z20,
∇el = 2pil e−l.
As a result, for any k, l ∈ Z20,
σk · ∇el =
√
2piCk,l eke−l.
Moreover, ∑
|k|≤N
C2k,l =
1
2
aN |l|2 with aN =
∑
|k|≤N
1
|k|2(γ−1) . (3.8)
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Proof. If l ∈ Z2+, then
∇el(x) =
√
2∇ cos(2pil · x) = −
√
2 sin(2pil · x) 2pil = 2pil
√
2 sin(2pi(−l) · x) = 2pil e−l(x).
If k ∈ Z2−, then
∇el(x) =
√
2∇ sin(2pil · x) =
√
2 cos(2pil · x) 2pil = 2pil
√
2 cos(2pi(−l) · x) = 2pil e−l(x).
Therefore,
σk(x) · ∇el(x) =
(
1√
2
k⊥
|k|γ ek(x)
)
· (2pil e−l(x)) = √2piCk,l ek(x)e−l(x).
It remains to prove the last result. Denoting by Dk,l =
k·l
|k|γ , then
C2k,l +D
2
k,l =
(k⊥ · l)2
|k|2γ +
(k · l)2
|k|2γ =
1
|k|2(γ−1)
[(
k⊥
|k| · l
)2
+
(
k
|k| · l
)2]
=
|l|2
|k|2(γ−1) .
The transformation k → k⊥ is 1-1 on the set {k ∈ Z20 : |k| ≤ N}, and preserves the norm | · |.
As a result,
∑
|k|≤N
C2k,l =
∑
|k|≤N
(k⊥ · l)2
|k|2γ =
∑
|k|≤N
((k⊥)⊥ · l)2
|k⊥|2γ =
∑
|k|≤N
(k · l)2
|k|2γ =
∑
|k|≤N
D2k,l.
Combining the above two equalities, we obtain
∑
|k|≤N
C2k,l =
1
2
∑
|k|≤N
(
C2k,l +D
2
k,l
)
=
1
2
|l|2
∑
|k|≤N
1
|k|2(γ−1) =
1
2
aN |l|2.
Now we can prove the next result which characterizes the integrability of directional deriva-
tives for cylindrical functionals.
Proposition 3.5. For any cylindrical function F ,
∑
k∈Z2
0
∫
〈σk · ∇ω,DF 〉2 dµ < +∞
if and only if γ > 2 in (1.2).
Proof. Assume that F is of the form F = f ◦ ΠΛ for some Λ ⋐ Z2 and f ∈ C∞(HΛ). By
Lemma 3.4,
〈σk · ∇ω,DF 〉 = −
∑
l∈Λ
(∂lf)(ΠΛω)〈ω, σk · ∇el〉 = −
√
2pi
∑
l∈Λ
Ck,l (∂lf)(ΠΛω)〈ω, eke−l〉,
which implies
〈σk · ∇ω,DF 〉2 = 2pi2
∑
l,m∈Λ
Ck,lCk,m (∂lf)(ΠΛω)(∂mf)(ΠΛω) 〈ω, eke−l〉〈ω, eke−m〉. (3.9)
Assume k, l ∈ Z2+; we have −l ∈ Z2− and
ek(x)e−l(x) = −2 cos(2pik · x) sin(2pil · x) = sin(2pi(k − l) · x)− sin(2pi(k + l) · x).
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Note that k + l ∈ Z2+, thus − sin(2pi(k + l) · x) = 1√2e−k−l(x). Next,
sin(2pi(k − l) · x) = 1√
2
{
−e−k+l(x), if k − l ∈ Z2+;
ek−l(x), if k − l ∈ Z2−.
Similarly, we can get the expression of eke−l for k ∈ Z2− or l ∈ Z2−. Since Λ is fixed and l ∈ Λ,
we see that ±k ± l /∈ Λ when |k| is big enough, which implies that (∂mf)(ΠΛω) and 〈ω, eke−l〉
are independent as r.v.s on H−1−. Hence, by (3.9), for all k ∈ Z20 with |k| big enough,∫
〈σk · ∇ω,DF 〉2 dµ = 2pi2
∑
l,m∈Λ
Ck,lCk,m
∫
(∂lf)(ΠΛω)(∂mf)(ΠΛω) dµ
×
∫
〈ω, eke−l〉〈ω, eke−m〉dµ.
Note that ∫
〈ω, eke−l〉〈ω, eke−m〉dµ =
∫
T2
e2ke−le−m dx,
thus, for any M,N ∈ N, M > N ≫ 1,
∑
N<|k|≤M
∫
〈σk · ∇ω,DF 〉2 dµ = 2pi2
∑
l,m∈Λ
∫
(∂lf)(ΠΛω)(∂mf)(ΠΛω) dµ
×
∑
N<|k|≤M
Ck,lCk,m
∫
T2
e2ke−le−m dx.
(3.10)
Since C−k,l = −Ck,l and e2k + e2−k ≡ 2, we have∑
N<|k|≤M
Ck,lCk,me
2
k =
∑
N<|k|≤M,k∈Z2+
(
Ck,lCk,me
2
k + C−k,lC−k,me
2
−k
)
=
∑
N<|k|≤M,k∈Z2+
2Ck,lCk,m =
∑
N<|k|≤M
Ck,lCk,m.
Therefore, by (3.8),
∑
N<|k|≤M
Ck,lCk,m
∫
T2
e2ke−le−m dx = δl,m
∑
N<|k|≤M
C2k,l =
1
2
δl,m(aM − aN )|l|2. (3.11)
Substituting this result into (3.10) leads to
∑
N<|k|<M
∫
〈σk · ∇ω,DF 〉2 dµ = pi2(aM − aN )
∑
l∈Λ
|l|2
∫ [
(∂lf)(ΠΛω)
]2
dµ.
The definition of aN immediately implies the desired assertion.
Finally we can prove in the case γ > 2 the existence of equations to the forward Kolmogorov
equation (1.6). The proof relies on the convergence result of the drift part proved in Section
5, see Theorem 5.4.
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Proof of Theorem 1.1(iii). Fix a test functional F ∈ FCP which can also be considered as a
function on HN for all N such that ΛN ⊃ Λ. Let α ∈ C1([0, T ]) with α(T ) = 0. Multiplying
both sides of (2.22) by αF and integrating by parts on [0, T ]×HN yields
0 = α(0)
∫
HN
FρN0 dµN +
∫ T
0
∫
HN
ρNs
(
α′(s)F − α(s)〈bN ,∇NF 〉
)
dµNds
− 1
2
∑
|k|≤N
∫ T
0
∫
HN
α(s)
〈
GkN ,∇NF
〉
HN
〈
GkN ,∇NρNs
〉
HN
dµNds.
Changing N to Ni obtained in the proof of Theorem 3.2, this is equivalent to
0 = α(0)
∫
FρNi0 dµ+
∫ T
0
∫
ρNis
(
α′(s)F − α(s)〈u(ΠNiω) · ∇(ΠNiω),DF〉) dµds
− 1
2
∑
|k|≤Ni
∫ T
0
∫
α(s)
〈
σk · ∇(ΠNiω),DF
〉〈
σk · ∇(ΠNiω),DρNis
〉
dµds.
(3.12)
We want to show that all the terms on the r.h.s. converge to the corresponding ones. The
assertion (a) in the proof of Theorem 3.2 enables us to let i → ∞ in the first two terms. For
the third one involving the drift part, we have∫ T
0
∫
ρNis α(s)
〈
u(ΠNiω) · ∇(ΠNiω),DF
〉
dµds−
∫ T
0
∫
ρs α(s)
〈
u(ω) · ∇ω,DF〉dµds
=
∫ T
0
∫
ρNis α(s)
(〈
u(ΠNiω) · ∇(ΠNiω),DF
〉− 〈u(ω) · ∇ω,DF〉)dµds
+
∫ T
0
∫ (
ρNis − ρs
)
α(s)
〈
u(ω) · ∇ω,DF〉dµds
=: INi1 + I
Ni
2 .
Under our assumption on F , we deduce from Theorem 5.4 that INi1 tends to 0 as i → ∞,
since
{
ρNi
}
i∈N is bounded in L
∞([0, T ], L2(H−1−, µ)). Still by Theorem 5.4, we have 〈u(ω) ·
∇ω,DF〉 ∈ L2(H−1−, µ), hence the second term also converges to 0 as i→∞, thanks to (a) in
the proof of Theorem 3.2. Therefore, we obtain the convergence of the third integral in (3.12).
Finally, we deal with the last integral in (3.12). Fix any n ∈ N, we denote by
JNi1 =
∑
k∈Λn
∫ T
0
∫
α(s)
〈
σk · ∇(ΠNiω),DF
〉〈
σk · ∇(ΠNiω),DρNis
〉
dµds
−
∑
k∈Λn
∫ T
0
∫
α(s)〈σk · ∇ω,DF 〉〈σk · ∇ω,Dρs〉dµds
and
JNi2 =
∑
k∈ΛNi\Λn
∫ T
0
∫
α(s)
〈
σk · ∇(ΠNiω),DF
〉〈
σk · ∇(ΠNiω),DρNis
〉
dµds
−
∑
k∈Λcn
∫ T
0
∫
α(s)〈σk · ∇ω,DF 〉〈σk · ∇ω,Dρs〉dµds,
where Λcn = Z
2 \Λn. Since n is fixed and k ∈ Λn, Lemma 3.3 implies that, for all i big enough,〈
σk · ∇(ΠNiω),DF
〉
= 〈σk · ∇ω,DF 〉 ∈ FCP .
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Therefore,
JNi1 =
∑
k∈Λn
∫ T
0
∫
α(s)
〈
σk · ∇ω,DF
〉(〈
σk · ∇(ΠNiω),DρNis
〉− 〈σk · ∇ω,Dρs〉)dµds,
which tends to 0 by (b) in the proof of Theorem 3.2 and (3.6). Regarding the term JNi2 , by
Cauchy’s inequality, (3.1) and the estimates (3.3), (3.4), we have
∣∣JNi2 ∣∣ ≤ (1 + ‖ρ0‖L2(µ))T‖α‖∞
[ ∑
k∈ΛNi\Λn
∫ 〈
σk · ∇(ΠNiω),DF
〉2
dµ
]1/2
+ ‖ρ0‖L2(µ)T‖α‖∞
[ ∑
k∈Λcn
∫
〈σk · ∇ω,DF 〉2 dµ
]1/2
.
By the equality at the end of the proof of Proposition 3.5,
∑
k∈Λcn
∫
〈σk · ∇ω,DF 〉2 dµ ≤ C
∑
k∈Λcn
1
|k|2γ−2 .
Following the proof of Proposition 3.5, one can show that
sup
i≥1
∑
k∈ΛNi\Λn
∫ 〈
σk · ∇(ΠNiω),DF
〉2
dµ ≤ C
∑
k∈Λcn
1
|k|2γ−2 .
Therefore,
sup
i≥1
∣∣JNi2 ∣∣ ≤ 2(1 + ‖ρ0‖L2(µ))T‖α‖∞C ∑
k∈Λcn
1
|k|2γ−2
which vanishes as n → ∞. Summarizing these arguments we conclude that the last term in
(3.12) also converges to the corresponding quantity.
4 The case γ = 2
Now we turn to prove Theorem 1.3 for which we need some preparations. We find that there is a
small technical problem which prevents us from applying directly the approximation arguments
in Section 2.3 and those results in Theorem 3.2. The reason is that we are unable to prove
a decomposition formula, similar to that in Proposition 4.2, for the diffusion part of (2.15).
Therefore, we slightly modify the approximating operator LN defined in (2.15) as follows:
L˜Nφ(ξ) = 1
2
∑
k∈ΓN
〈
GkN ,∇N
〈
GkN ,∇Nφ
〉
HN
〉
HN
(ξ)− 〈bN ,∇Nφ〉HN (ξ), (4.1)
where
ΓN =
{
k ∈ Z20 : |k| ≤ N/3
}
.
The idea for this modification will be clear in view of the beginning of the proof of Theorem 1.3
given below. Indeed, we can replace 1/3 in the definition of ΓN by any constant θ ∈ (0, 1/2).
Assume the condition (3.1). We consider the new finite dimensional Kolmogorov equations
∂tρ
N
t = L˜∗NρNt , ρN |t=0 = ρN0 ∈ C∞P (HN ), (4.2)
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and repeat the discussions in Sections 2.3 and 3.1. All the arguments hold true in this case
with little change, and we obtain a measurable function ρ ∈ L∞([0, T ], L2(H−1−)), satisfying
the properties (i) and (ii) in Theorem 1.1. To show that ρ is in fact a trivial function, we need
more preparations.
Recall the definition (1.7) of the real basis of L2(T2). We have σk(x) =
1√
2
k⊥
|k|2ek(x), k ∈ Z20.
Recall also the definition of Ck,l in (3.7) and keep in mind that γ = 2. For a cylindrical function
F (ω) = f(ΠΛω) with some Λ ⋐ Z
2
0, we define
L0NF (ω) =
1
2
∑
k∈ΓN
〈
σk · ∇ω,D〈σk · ∇ω,DF 〉
〉
.
Lemma 4.1. We have
L0NF (ω) = pi2
∑
k∈ΓN
∑
l,m∈Λ
Ck,lCk,m fl,m(ω)〈ω, eke−l〉〈ω, eke−m〉
− pi2
∑
k∈ΓN
∑
l∈Λ
C2k,l fl(ω)
〈
ω, e2kel
〉
,
(4.3)
where we write fl(ω) = (∂lf)(ΠΛω) and fl,m(ω) = (∂l,mf)(ΠΛω) to simplify notations.
Proof. Note that DF (ω) =
∑
l∈Λ(∂lf)(ΠΛω)el =
∑
l∈Λ fl(ω)el; therefore, by Lemma 3.4,
〈σk · ∇ω,DF 〉 =
∑
l∈Λ
fl(ω)〈σk · ∇ω, el〉 = −
∑
l∈Λ
fl(ω)〈ω, σk · ∇el〉
= −
√
2pi
∑
l∈Λ
Ck,l fl(ω)〈ω, eke−l〉.
Furthermore,
D〈σk · ∇ω,DF 〉 = −
√
2pi
∑
l∈Λ
Ck,l
(〈ω, eke−l〉D[fl(ω)] + fl(ω)eke−l)
= −
√
2pi
∑
l,m∈Λ
Ck,l〈ω, eke−l〉fl,m(ω)em −
√
2pi
∑
l∈Λ
Ck,l fl(ω)eke−l.
As a result,
〈
σk · ∇ω,D〈σk · ∇ω,DF 〉
〉
= −
√
2pi
∑
l,m∈Λ
Ck,l fl,m(ω)〈ω, eke−l〉〈σk · ∇ω, em〉
−
√
2pi
∑
l∈Λ
Ck,l fl(ω)〈σk · ∇ω, eke−l〉.
(4.4)
By Lemma 3.4, we have 〈σk · ∇ω, em〉 = −
√
2piCk,m〈ω, eke−m〉 and
〈σk · ∇ω, eke−l〉 = −〈ω, σk · ∇(eke−l)〉 = −
√
2piCk,−l
〈
ω, e2kel
〉
=
√
2piCk,l
〈
ω, e2kel
〉
.
Substituting these facts into (4.4) and summing over k yield the desired result.
We shall rewrite L0NF (ω) as the sum of two parts, in which one part is convergent while
the other is in general divergent.
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Proposition 4.2. It holds that
L0NF (ω) = pi2
∑
l,m∈Λ
fl,m(ω)
∑
k∈ΓN
Ck,lCk,m
(〈ω, eke−l〉〈ω, eke−m〉 − δl,m)
+
1
2
pi2bN
∑
l∈Λ
|l|2[fl,l(ω)− fl(ω)〈ω, el〉], (4.5)
where
bN =
∑
k∈ΓN
1
|k|2 .
Moreover, for any l,m ∈ Z20, the quantity
Rl,m(N) =
∑
k∈ΓN
Ck,lCk,m
(〈ω, eke−l〉〈ω, eke−m〉 − δl,m) (4.6)
is a Cauchy sequence in Lp(H−1−, µ) for any p > 1.
Proof. Here we only prove the equality (4.5). The proof of the second assertion involves lots
of detailed computations and is postponed to the appendix.
We have∑
k∈ΓN
∑
l,m∈Λ
Ck,lCk,m fl,m(ω)〈ω, eke−l〉〈ω, eke−m〉
=
∑
l,m∈Λ
fl,m(ω)
∑
k∈ΓN
Ck,lCk,m
(〈ω, eke−l〉〈ω, eke−m〉 − δl,m)+∑
l∈Λ
fl,l(ω)
∑
k∈ΓN
C2k,l.
Analogous to (3.8), we have ∑
k∈ΓN
C2k,l =
1
2
bN |l|2.
Therefore,∑
k∈ΓN
∑
l,m∈Λ
Ck,lCk,mfl,m(ω)〈ω, eke−l〉〈ω, eke−m〉
=
∑
l,m∈Λ
fl,m(ω)
∑
k∈ΓN
Ck,lCk,m
(〈ω, eke−l〉〈ω, eke−m〉 − δl,m)+ 1
2
bN
∑
l∈Λ
|l|2fl,l(ω).
(4.7)
Next, note that C−k,l = −Ck,l and e2k + e2−k ≡ 2 for all k ∈ Z20, we have∑
k∈ΓN
C2k,l
〈
ω, e2kel
〉
=
∑
k∈ΓN ,k∈Z2+
[
C2k,l
〈
ω, e2kel
〉
+ C2−k,l
〈
ω, e2−kel
〉]
=
∑
k∈ΓN ,k∈Z2+
2C2k,l〈ω, el〉 =
1
2
bN |l|2〈ω, el〉.
(4.8)
Hence, ∑
k∈ΓN
∑
l∈Λ
C2k,lfl(ω)
〈
ω, e2kel
〉
=
1
2
bN
∑
l∈Λ
|l|2fl(ω)〈ω, el〉.
Combining this equality with (4.3) and (4.7) leads to the desired identity (4.5).
Applying Proposition 4.2 to Hermite polynomials yields
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Proposition 4.3. For any fixed n ∈N , we have the decomposition
L0NHn(ω) = IN (ω)− CnbNHn(ω),
where the sequence {IN}N≥1 is convergent in L2(H−1−, µ) and Cn = 12pi2
∑
l∈Z20 nl|l|
2 <∞.
Proof. Let Λ = {l ∈ Z20 : nl ≥ 1} and f(x) =
∏
l∈Λ hnl(xl), x ∈ RΛ. Then Hn(ω) = f ◦ ΠΛ(ω).
In view of the decomposition in (4.5), it is natural to set
IN (ω) = pi
2
∑
l,m∈Λ
fl,m(ω)Rl,m(N).
Since f(x) is a polynomial on RΛ, it is clear that fl,m(ω) = (∂l,mf)(ΠΛω) is integrable of any
order p > 1. Combining this with the last assertion of Proposition 4.2 yields the convergence
property of IN .
To obtain the second part of the decomposition, we note that, for any l ∈ Λ,
∂2
∂x2l
f − xl ∂
∂xl
f =
( ∏
j∈Λ\{l}
hnj (xj)
)(
h′′nl(xl)− xlh′nl(xl)
)
=
( ∏
j∈Λ\{l}
hnj (xj)
)(− nlhnl(xl)) = −nlf(x).
This immediately gives us the desired result.
Finally we can present
Proof of Theorem 1.3. As mentioned at the beginning of this subsection, we can construct a
sequence of functions ρN , which solve (4.2) and contain a subsequence ρNi converging weakly-∗
to some limit ρ ∈ L∞([0, T ], L2(H−1−, µ)). We shall prove the projections of ρ on nontrivial
Hermite polynomials vanish.
Let F = Hn for some n ∈ N and α ∈ C1([0, T ],R) with α(T ) = 0. Similar to the proof
of Theorem 1.1, we still have (3.12), with the only difference of summing over k ∈ ΓNi . We
integrate by parts the last integral in (3.12) and obtain
0 = α(0)
∫
Hnρ
Ni
0 dµ+
∫ T
0
∫
ρNis
(
α′(s)Hn − α(s)
〈
u(ΠNiω) · ∇(ΠNiω),DHn
〉)
dµds
+
1
2
∑
k∈ΓNi
∫ T
0
∫
α(s)ρNis
〈
σk · ∇(ΠNiω),D
〈
σk · ∇(ΠNiω),DHn
〉〉
dµds.
(4.9)
For the given n ∈ N , let Λ = {l ∈ Z20 : nl ≥ 1}. In this case, we say that Hn is HΛ-
measurable. Of course, Hn is also HΛ′-measurable for any Λ
′ ⊃ Λ. When i is big enough, we
have Λ ⊂ ΓNi =
{
k ∈ Z20 : |k| ≤ Ni/3
}
. Then, similar to Lemma 3.3, for all k ∈ ΓNi ,〈
σk · ∇(ΠNiω),DHn
〉
= −〈ΠNiω, σk · ∇(DHn)〉 = −〈ω, σk · ∇(DHn)〉 = 〈σk · ∇ω,DHn〉.
We see that 〈σk · ∇ω,DHn〉 is HΛ2Ni/3-measurable. In the same way, we have〈
σk · ∇(ΠNiω),D
〈
σk · ∇(ΠNiω),DHn
〉〉
=
〈
σk · ∇(ΠNiω),D〈σk · ∇ω,DHn〉
〉
=
〈
σk · ∇ω,D〈σk · ∇ω,DHn〉
〉
,
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which is HΛNi -measurable. Therefore,
1
2
∑
k∈ΓNi
〈
σk · ∇(ΠNiω),D
〈
σk · ∇(ΠNiω),DHn
〉〉
= L0NiHn(ω).
By Proposition 4.3, we can rewrite (4.9) as
0 = α(0)
∫
Hnρ
Ni
0 dµ+
∫ T
0
∫
ρNis
(
α′(s)Hn − α(s)
〈
u(ΠNiω) · ∇(ΠNiω),DHn
〉)
dµds
+
∫ T
0
∫
α(s)ρNis INi dµds− CnbNi
∫ T
0
∫
α(s)ρNis Hn dµds.
(4.10)
Repeating the arguments in the proof Theorem 1.1(iii), we see that all the integrals in the
first line of (4.10) are convergent to the corresponding terms. Moreover, since INi converges in
L2(H−1−, µ), the first integral in the second line is also convergent. One the other hand, the
weak-∗ convergence of ρNi implies
lim
i→∞
∫ T
0
∫
α(s)ρNis Hn dµds =
∫ T
0
∫
α(s)ρsHn dµds.
Since bNi tends to infinity, the limit above must be 0. By the arbitrariness of α we deduce
that, for any n ∈N with n 6= 0, it holds∫
ρsHn dµ = 0 for a.e. s ∈ (0, T ).
This shows that ρs is constant for a.e. s ∈ (0, T ).
In order to show that the constant is the same for different s, replacing Hn in (4.9) by
F ≡ 1 leads to
0 = α(0)
∫
ρNi0 dµ+
∫ T
0
∫
ρNis α
′(s) dµds.
Letting i→∞ and using the weak-∗ convergence of ρNi , we get
0 = α(0)
∫
ρ0 dµ+
∫ T
0
∫
ρs α
′(s) dµds.
This implies that dds
∫
ρs dµ =
d
dsρs = 0 on (0, T ) in the distributional sense. The proof is
complete.
5 Appendix: convergence of the nonlinear term
To simplify notations denote by, for N ∈ N,
ωN(x) = ΠNω(x) =
∑
k∈ΛN
〈ω, e˜k〉e˜k(x), x ∈ T2,
where the second equality is due to (2.6). It follows from (2.5) that ωN is a real-valued smooth
function on T2. According to the Biot–Savart law,
u(ωN )(x) =
∫
K(x− y)ωN (y) dy = pii
∑
k∈ΛN\{0}
〈ω, e˜k〉 k
⊥
|k|2 e˜k(x),
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which is a real, smooth divergence free vector field on T2. For any φ ∈ C∞(T2), by integration
by parts,
〈u(ωN ) · ∇ωN , φ〉 = −〈ωN , u(ωN ) · ∇φ〉 = −
∫
ωN (x)(u(ωN ) · ∇φ)(x) dx
= −
∫ ∫
ωN (x)ωN (y)K(x− y) · ∇φ(x) dxdy.
Using the property K(x− y) = −K(y − x), the above equality can be rewritten as
〈u(ωN ) · ∇ωN , φ〉 = −1
2
∫ ∫
ωN (x)ωN (y)K(x− y) · (∇φ(x)−∇φ(y)) dxdy.
Denoting by
Hφ(x, y) =
1
2
K(x− y) · (∇φ(x) −∇φ(y)), (x, y) ∈ T2 × T2, (5.1)
we obtain
〈u(ωN ) · ∇ωN , φ〉 = −
∫ ∫
ωN(x)ωN (y)Hφ(x, y) dxdy = −〈ωN ⊗ ωN ,Hφ〉. (5.2)
Here ωN ⊗ ωN is a smooth function on T2 × T2 with the expression
(ωN ⊗ ωN )(x, y) =
∑
k,l∈ΛN
〈ω, e˜k〉〈ω, e˜l〉e˜k(x)e˜l(y). (5.3)
Lemma 5.1. Assume that f ∈ L2(T2 × T2,R) is a symmetric function. Then{〈ωN ⊗ ωN , f〉 − Eµ〈ωN ⊗ ωN , f〉}N∈N
is a Cauchy sequence in L2(H−1−, µ).
Proof. Denote by
IN := 〈ωN ⊗ ωN , f〉, N ∈ N.
For M,N ∈ N, M > N , define ΛM,N = (ΛM × ΛM ) \ (ΛN × ΛN ) which is a symmetric subset
in Z20 × Z20. Then by (5.3),
(ωM ⊗ ωM − ωN ⊗ ωN )(x, y) =
∑
(k,l)∈ΛM,N
〈ω, e˜k〉〈ω, e˜l〉e˜k(x)e˜l(y) =: ωM,N (x, y). (5.4)
Note that ωM,N (x, y) is real-valued. Now
(IM − IN )2 = 〈ωM ⊗ ωM − ωN ⊗ ωN , f〉2 = 〈ωM,N , f〉2
=
(∫ ∫
ωM,N (x, y)f(x, y) dxdy
)2
=
∫ ∫ ∫ ∫
f(x1, y1)f(x2, y2)ωM,N (x1, y1)ωM,N (x2, y2) dx1dy1dx2dy2.
We have, by (5.4),
ωM,N(x1, y1)ωM,N (x2, y2) =
∑
(k,l),(i,j)∈ΛM,N
〈ω, e˜k〉〈ω, e˜l〉〈ω, e˜i〉〈ω, e˜j〉e˜k(x1)e˜l(y1)e˜i(x2)e˜j(y2),
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hence, denoting by Eµ the expectation w.r.t. µ on H
−1−,
Eµ
[
(IM − IN )2
]
=
∑
(k,l),(i,j)∈ΛM,N
Eµ
(〈ω, e˜k〉〈ω, e˜l〉〈ω, e˜i〉〈ω, e˜j〉)
×
∫ ∫ ∫ ∫
f(x1, y1)f(x2, y2)e˜k(x1)e˜l(y1)e˜i(x2)e˜j(y2) dx1dy1dx2dy2.
(5.5)
Recall that ∫
〈ω, e˜p〉〈ω, e˜q〉dµ =
∫
〈ω, e˜p〉〈ω, e˜−q〉 dµ = δp,−q, p, q ∈ Z2. (5.6)
By Isserlis–Wick theorem,
Eµ
(〈ω, e˜k〉〈ω, e˜l〉〈ω, e˜i〉 〈ω, e˜j〉 ) = Eµ(〈ω, e˜k〉〈ω, e˜l〉)Eµ(〈ω, e˜i〉〈ω, e˜j〉)
+ Eµ
(〈ω, e˜k〉〈ω, e˜i〉)Eµ(〈ω, e˜l〉〈ω, e˜j〉)
+ Eµ
(〈ω, e˜k〉〈ω, e˜j〉)Eµ(〈ω, e˜l〉〈ω, e˜i〉)
= δk,−lδi,−j + δk,−iδl,−j + δk,−jδl,−i.
Accordingly, the r.h.s. of (5.5) is divided into three terms J1, J2 and J3.
First, J1 involves those terms such that (k,−k), (i,−i) ∈ (ΛM × ΛM ) \ (ΛN × ΛN ), which
implies k, i ∈ ΛM \ ΛN . Thus
J1 =
∑
k,i∈ΛM\ΛN
∫ ∫ ∫ ∫
f(x1, y1)f(x2, y2)e˜k(x1)e˜−k(y1)e˜i(x2)e˜−i(y2) dx1dy1dx2dy2
=
∑
k,i∈ΛM\ΛN
∫ ∫
f(x1, y1)e˜k(x1)e˜−k(y1) dx1dy1
∫ ∫
f(x2, y2)e˜i(x2)e˜−i(y2) dx2dy2
=
( ∑
k∈ΛM\ΛN
∫ ∫
f(x, y)e˜k(x)e˜−k(y) dxdy
)2
.
Moreover, by (5.3) and (5.6),
EµIN =
∑
k,l∈ΛN
Eµ
(〈ω, e˜k〉〈ω, e˜l〉)
∫ ∫
f(x, y)e˜k(x)e˜l(y) dxdy
=
∑
k∈ΛN
∫ ∫
f(x, y)e˜k(x)e˜−k(y) dxdy.
(5.7)
Therefore, we arrive at
J1 =
[
Eµ(IM − IN )
]2
. (5.8)
Next, recall that J2 corresponds to the case k = −i and l = −j in (5.5). Therefore,
J2 =
∑
(k,l)∈ΛM,N
∫ ∫ ∫ ∫
f(x1, y1)f(x2, y2)e˜k(x1)e˜l(y1)e˜−k(x2)e˜−l(y2) dx1dy1dx2dy2
=
∑
(k,l)∈ΛM,N
∣∣∣∣
∫ ∫
f(x, y)e˜k(x)e˜l(y) dxdy
∣∣∣∣
2
=
∑
(k,l)∈ΛM,N
|〈f, e˜k ⊗ e˜l〉|2.
In the same way, since f is symmetric,
J3 =
∑
(k,l)∈ΛM,N
∫ ∫ ∫ ∫
f(x1, y1)f(x2, y2)e˜k(x1)e˜l(y1)e˜−l(x2)e˜−k(y2) dx1dy1dx2dy2
=
∑
(k,l)∈ΛM,N
∣∣∣∣
∫ ∫
f(x, y)e˜k(x)e˜l(y) dxdy
∣∣∣∣
2
=
∑
(k,l)∈ΛM,N
|〈f, e˜k ⊗ e˜l〉|2.
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Combining the above computations with (5.5) and (5.8), we obtain
Eµ
[
(IM − IN )2
]
=
[
Eµ(IM − IN )
]2
+ 2
∑
(k,l)∈ΛM,N
|〈f, e˜k ⊗ e˜l〉|2.
This is equivalent to
Eµ
[
(IM − EµIM )− (IN − EµIN )
]2
= 2
∑
(k,l)∈ΛM,N
|〈f, e˜k ⊗ e˜l〉|2. (5.9)
Since f ∈ L2(T2 × T2), the proof is complete.
Using the Wiener chaos estimate (cf. [19, Theorem I.22] or [8, Theorem 4.3]), we can greatly
strengthen the above result.
Proposition 5.2. Let f ∈ L2(T2 × T2,R) be a symmetric function. Then{〈ωN ⊗ ωN , f〉 − Eµ〈ωN ⊗ ωN , f〉}N∈N
is a Cauchy sequence in Lp(H−1−, µ) for any p ≥ 1.
Proof. The case 1 ≤ p ≤ 2 follows from Lemma 5.1. Assume p > 2 in the sequel. Note that
IN − EµIN =
∑
k,l∈ΛN ,k 6=−l
〈ω, e˜k〉〈ω, e˜l〉
∫ ∫
f(x, y)e˜k(x)e˜l(y) dxdy
+
∑
k∈ΛN
(〈ω, e˜k〉〈ω, e˜−k〉 − 1)
∫ ∫
f(x, y)e˜k(x)e˜−k(y) dxdy.
We observe that the quantity IN − EµIN belongs to the second Wiener chaos for any N ≥ 1.
Therefore, applying [19, Theorem I.22] with m = 2 yields∥∥(IM − EµIM )− (IN − EµIN )∥∥Lp(µ) ≤ (p− 1)∥∥(IM − EµIM )− (IN − EµIN )∥∥L2(µ).
This gives us the desired result.
We need one more preparation.
Lemma 5.3. For any fixed l ∈ Z20, one has
Eµ
〈
ωN ⊗ ωN ,Hel
〉
= 0 for all N ∈ N,
where el is defined in (1.7).
Proof. By (5.1) and Lemma 3.4, we have
Hel(x, y) = pi(e−l(x)− e−l(y)) l ·K(x− y), (x, y) ∈ T2 × T2.
The identity (5.7) leads to
Eµ
〈
ωN ⊗ ωN ,Hel
〉
= pi
∑
k∈ΛN
l ·
∫ ∫
e˜k(x)e˜−k(y)(e−l(x)− e−l(y))K(x− y) dxdy. (5.10)
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Assume l ∈ Z2+, then −l ∈ Z2−, hence by (2.4) and (2.7),∫ ∫
e˜k(x)e˜−k(y)e−l(x)K(x− y) dxdy = 1
2i
∫
e˜k(x)(e˜−l(x)− e˜l(x)) dx
∫
e˜−k(y)K(x− y) dy
= −pi k
⊥
|k|2
∫
(e˜−l(x)− e˜l(x)) dx = 0
as l 6= 0 ∈ Z20. Similarly, this integral vanishes when l ∈ Z2−. In the same way,∫ ∫
e˜k(x)e˜−k(y)e−l(y)K(x− y) dxdy = 0.
Thus we obtain the desired result.
Now we can prove the main results of this part.
Theorem 5.4. Let G = g ◦ ΠΛ be a cylindrical function for some Λ ⋐ Z2 and g ∈ C∞P
(
R
Λ
)
.
Then the series {〈
u(ωN ) · ∇ωN ,DG
〉}
N∈N
converges in Lp(H−1−, µ) for any p ≥ 1.
Proof. We have, by (5.2),
DN :=
〈
u(ωN ) · ∇ωN ,DG
〉
= −
∑
l∈Λ
(
∂ξlg
)
(ΠΛω)
〈
ωN ⊗ ωN ,Hel
〉
. (5.11)
Therefore, for M,N ∈ N, M > N ,
E
(|DM −DN |p) = E
(∣∣∣∣∑
l∈Λ
(
∂ξlg
)
(ΠΛω)
[〈
ωM ⊗ ωM ,Hel
〉− 〈ωN ⊗ ωN ,Hel〉]
∣∣∣∣
p)
≤ Cp,Λ
∑
l∈Λ
E
(∣∣(∂ξlg)(ΠΛω)∣∣p∣∣〈ωM ⊗ ωM ,Hel〉− 〈ωN ⊗ ωN ,Hel〉∣∣p)
≤ Cp,Λ,g
∑
l∈Λ
[
E
(∣∣〈ωM ⊗ ωM ,Hel〉− 〈ωN ⊗ ωN ,Hel〉∣∣2p)]1/2,
where in the last step we used Cauchy’s inequality and the fact that ∂ξlg has polynomial growth
for any l ∈ Λ. Applying Proposition 5.2 and Lemma 5.3 yields the desired assertion.
6 Appendix: proof of the second assertion of Proposition 4.2
Recall the definition of Rl,m(N) in (4.6). Since l,m ∈ Λ is fixed, we shall simply write it as
RN . Hence we consider
RN =
∑
|k|≤N
Ck,lCk,m
(〈ω, ekel〉〈ω, ekem〉 − δl,m). (6.1)
Note that, for all N ≥ 1, RN belongs to the direct sum of the first two Wiener chaos, thus by
[19, Theorem I.22], it suffices to prove RN converges in L
2(H−1−, µ).
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6.1 Case 1: l 6= m
We have, for 0 < N < M ,
RM −RN =
∑
N<|k|≤M
Ck,lCk,m〈ω, ekel〉〈ω, ekem〉
and
Eµ
[
(RM −RN )2
]
=
∑
N<|k|,|k′|≤M
Ck,lCk,mCk′,lCk′,mEµ
[〈ω, ekel〉〈ω, ekem〉〈ω, ek′el〉〈ω, ek′em〉].
By Isserlis-Wick theorem,
Eµ
[〈ω, ekel〉〈ω, ekem〉〈ω, ek′el〉〈ω, ek′em〉]
= Eµ
[〈ω, ekel〉〈ω, ekem〉]Eµ[〈ω, ek′el〉〈ω, ek′em〉]
+ Eµ
[〈ω, ekel〉〈ω, ek′el〉]Eµ[〈ω, ekem〉〈ω, ek′em〉]
+ Eµ
[〈ω, ekel〉〈ω, ek′em〉]Eµ[〈ω, ekem〉〈ω, ek′el〉].
Accordingly, we can write
Eµ
[
(RM −RN )2
]
= S1 + S2 + S3. (6.2)
6.1.1 The quantity S1
We have
S1 =
∑
N<|k|,|k′|≤M
Ck,lCk,mCk′,lCk′,mEµ
[〈ω, ekel〉〈ω, ekem〉]Eµ[〈ω, ek′el〉〈ω, ek′em〉]
=
( ∑
N<|k|≤M
Ck,lCk,mEµ
[〈ω, ekel〉〈ω, ekem〉]
)2
.
Note that
Eµ
[〈ω, ekel〉〈ω, ekem〉] =
∫
T2
e2kelem dx.
We deduce from (3.11) and the fact l 6= m that
S1 = 0. (6.3)
6.1.2 The quantity S2
By Cauchy’s inequality,
S2 =
∑
N<|k|,|k′|≤M
Ck,lCk,mCk′,lCk′,mEµ
[〈ω, ekel〉〈ω, ek′el〉]Eµ[〈ω, ekem〉〈ω, ek′em〉]
≤
[ ∑
N<|k|,|k′|≤M
C2k,lC
2
k′,l
(
Eµ
[〈ω, ekel〉〈ω, ek′el〉])2
]1/2
×
[ ∑
N<|k|,|k′|≤M
C2k,mC
2
k′,m
(
Eµ
[〈ω, ekem〉〈ω, ek′em〉])2
]1/2
.
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We only consider the sum
JN,M =
∑
N<|k|,|k′|≤M
C2k,lC
2
k′,l
(
Eµ
[〈ω, ekel〉〈ω, ek′el〉])2
=
∑
N<|k|,|k′|≤M
C2k,lC
2
k′,l
(∫
T2
ekek′e
2
l dx
)2
.
(6.4)
Intuitively, this quantity tends to 0 as M > N → ∞ due to the fact that the integral∫
T2
ekek′e
2
l dx 6= 0 imposes a constraint on k and k′, e.g. k = k′ or 2l = k + k′. Such
constraint reduces the degree of freedom of k and k′, and implies
JN,M ≤ Cl
∑
N<|k|≤M
1
|k|4 → 0 as M > N →∞.
Below we present a more rigorous proof. Assume l ∈ Z2+ for simplicity. Note that∫
T2
ekek′e
2
l dx =
∫
T2
ekek′(1 + cos(4pil · x)) dx = δk,k′ +
∫
T2
ekek′ cos(4pil · x) dx. (6.5)
If k, k′ ∈ Z2+, then
ekek′ = 2cos(2pik · x) cos(2pik′ · x) = cos(2pi(k + k′) · x) + cos(2pi(k − k′) · x).
Note that k + k′ ∈ Z2+ while k − k′ may belong to either Z2+ or Z2−, even vanishes. Hence∫
T2
ekek′ cos(4pil · x) dx =
∫
T2
cos(2pi(k + k′) · x) cos(4pil · x) dx
+
∫
T2
cos(2pi(k − k′) · x) cos(4pil · x) dx
=
1
2
(
δ2l,k+k′ + δ2l,±(k−k′)
)
.
Recall that |k|, |k′| > N , thus at most one of the norms |k + k′| and |k − k′| is less than N .
Since l ∈ Z2+ is fixed and N ≫ 1, we conclude that at most one of the two quantities δ2l,k+k′
and δ2l,±(k−k′) is nonzero. To summarize, we have obtained∫
T2
ekek′e
2
l dx = δk,k′ +
1
2
(
δ2l,k+k′ + δ2l,±(k−k′)
)
.
Therefore, (∫
T2
ekek′e
2
l dx
)2
= δk,k′ +
1
4
(
δ2l,k+k′ + δ2l,±(k−k′)
)
(6.6)
as all the cross products vanish.
If k, k′ ∈ Z2−, then
ekek′ = 2 sin(2pik · x) sin(2pik′ · x) = − cos(2pi(k + k′) · x) + cos(2pi(k − k′) · x).
Thus we have ∫
T2
ekek′ cos(4pil · x) dx = 1
2
(− δ2l,−(k+k′) + δ2l,±(k−k′)).
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Combining this with (6.5) leads to∫
T2
ekek′e
2
l dx = δk,k′ +
1
2
(− δ2l,−(k+k′) + δ2l,±(k−k′)).
As a result, (∫
T2
ekek′e
2
l dx
)2
= δk,k′ +
1
4
(
δ2l,−(k+k′) + δ2l,±(k−k′)
)
. (6.7)
If k ∈ Z2+, k′ ∈ Z2−, then
ekek′ = 2cos(2pik · x) sin(2pik′ · x) = sin(2pi(k + k′) · x)− sin(2pi(k − k′) · x).
It is clear that ∫
T2
ekek′e
2
l dx =
∫
T2
ekek′ (1 + cos(4pil · x)) dx = 0.
Similar result holds if k ∈ Z2− and k′ ∈ Z2+.
Summarizing these arguments with (6.4), (6.6) and (6.7), we obtain
JN,M =
∑
N<|k|,|k′|≤M
k,k′∈Z2+
C2k,lC
2
k′,l
[
δk,k′ +
1
4
(
δ2l,k+k′ + δ2l,±(k−k′)
)]
+
∑
N<|k|,|k′|≤M
k,k′∈Z2−
C2k,lC
2
k′,l
[
δk,k′ +
1
4
(
δ2l,−(k+k′) + δ2l,±(k−k′)
)]
It is obvious that the terms involving δk,k′ tend to 0 as M > N → ∞. Regarding the conver-
gence of the other terms, we take the one containing δ2l,k+k′ as an example. We have∑
N<|k|,|k′|≤M
k,k′∈Z2+
C2k,lC
2
k′,lδ2l,k+k′ =
∑
N<|k|≤M
k∈Z2+
C2k,lC
2
2l−k,l1{N<|2l−k|≤M}1{2l−k∈Z2+}
≤
∑
N<|k|≤M
k∈Z2+
(k⊥ · l)2
|k|4
((2l − k)⊥ · l)2
|2l − k|4
≤ Cl
∑
N<|k|≤M
k∈Z2+
1
|k|4 → 0 as M > N →∞.
To summarize, we have proved
lim
M>N→∞
S2 = 0. (6.8)
6.1.3 The quantity S3
Recall that
S3 =
∑
N<|k|,|k′|≤M
Ck,lCk,mCk′,lCk′,mEµ
[〈ω, ekel〉〈ω, ek′em〉]Eµ[〈ω, ekem〉〈ω, ek′el〉].
We have
Eµ
[〈ω, ekel〉〈ω, ek′em〉] = Eµ[〈ω, ekem〉〈ω, ek′el〉] =
∫
T2
ekelek′em dx.
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Similar to the arguments in Section 6.1.2, the fact that the integral
∫
T2
ekelek′em dx 6= 0 implies
that k and k′ are related to each other by some linear constraints, which in turn yield that S3
tends to 0 as M > N →∞. We omit the details here.
Combining this with (6.2), (6.3) and (6.8) leads to
lim
N,M→∞
Eµ
[
(RM −RN )2
]
= 0.
Therefore, RN defined in (6.1) is a Cauchy sequence in L
2(µ) in the case l 6= m.
6.2 Case 2: l = m
In this case, we have
RM −RN =
∑
N<|k|≤M
C2k,l
(〈ω, ekel〉2 − 1).
Therefore,
Eµ
[
(RM −RN )2
]
=
∑
N<|k|,|k′|≤M
C2k,lC
2
k′,lEµ
[(〈ω, ekel〉2 − 1)(〈ω, ek′el〉2 − 1)]. (6.9)
We have
Eµ
[
(〈ω, ekel〉2 − 1)(〈ω, ek′el〉2 − 1)
]
= Eµ
[〈ω, ekel〉2〈ω, ek′el〉2]− Eµ[〈ω, ekel〉2]− Eµ[〈ω, ek′el〉2]+ 1. (6.10)
Note that∑
N<|k|,|k′|≤M
C2k,lC
2
k′,lEµ
[〈ω, ekel〉2] =
( ∑
N<|k′|≤M
C2k′,l
) ∑
N<|k|≤M
C2k,l
∫
T2
e2k(x)e
2
l (x) dx.
Similar to (4.8), it holds ∑
N<|k|≤M
C2k,le
2
k(x) =
∑
N<|k|≤M
C2k,l =: cM,N . (6.11)
Thus, ∑
N<|k|,|k′|≤M
C2k,lC
2
k′,lEµ
[〈ω, ekel〉2] = c2M,N
∫
T2
e2l (x) dx = c
2
M,N . (6.12)
In the same way, ∑
N<|k|,|k′|≤M
C2k,lC
2
k′,lEµ
[〈ω, ek′el〉2] = c2M,N . (6.13)
Next we deal with the first term in the second line of (6.10). By the Isserlis–Wick theorem,
Eµ
[〈ω, ekel〉2〈ω, ek′el〉2] = Eµ[〈ω, ekel〉2]Eµ[〈ω, ek′el〉2]
+ 2
(
Eµ[〈ω, ekel〉〈ω, ek′el〉]
)2
.
(6.14)
We have, using (6.11), ∑
N<|k|,|k′|≤M
C2k,lC
2
k′,lEµ
[〈ω, ekel〉2]Eµ[〈ω, ek′el〉2]
=
( ∑
N<|k|≤M
C2k,lEµ
[〈ω, ekel〉2]
)2
= c2M,N .
(6.15)
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Combining (6.12)–(6.15) with (6.9) and (6.10), we obtain
Eµ
[
(RM −RN )2
]
= 2
∑
N<|k|,|k′|≤M
C2k,lC
2
k′,l
(
Eµ[〈ω, ekel〉〈ω, ek′el〉]
)2
.
Note that the r.h.s. is two times of JM,N defined in (6.4). Thus, using the results in Section
6.1.2, we conclude that
Eµ
[
(RM −RN )2
] ≤ Cl ∑
N<|k|≤M
1
|k|4 ,
which tends to 0 as N,M →∞.
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