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Abstract
The web is the largest distributed database deploying time-to-live-based weak consistency. Each
object has a lifetime-duration assigned to it by its origin server. A copy of the object fetched from
its origin server is received with maximum time-to-live (TTL) that equals its lifetime duration. In
contrast a copy obtained through a cache have shorter TTL since the age (elapsed time since fetched
from the origin) is deducted from its lifetime duration. A request served by a cache constitutes a hit if
the cache has a fresh copy of the object. Otherwise, the request is considered amiss and is propagated
to another server. It is evident that the number of cache misses depends on the age of the copies the
cache receives. Thus, a cache that sends requests to another cache would suffer more misses than a
cache that sends requests directly to an authoritative server.
In this paper, wemodel and analyze the effect of age on the performance of various cache conﬁgura-
tions.We consider a low-level cache that fetches objects either from their origin servers or from other
caches and analyze its miss-rate as function of its fetching policy.We distinguish between three basic
fetching policies, namely, fetching always from the origin, fetching always from the same high-level
cache, and fetching from a “random” high-level cache. We explore the relationships between these
policies in terms of the miss-rate achieved by the low-level cache, both on worst-case sequences, and
on sequences generated using particular probability distributions.
Guided by web caching practice, we consider two variations of the basic policies. In the ﬁrst
variation the high-level cache uses pre-term refreshes to keep a copy with lower age. In the second
variation the low-level cache uses extended lifetime duration. We analyze how these variations affect
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the miss-rates. Our theoretical results help to understand how age may affect the miss-rate, and imply
guidelines for improving performance of web caches.
© 2004 Published by Elsevier B.V.
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1. Introduction
Theweb is the largest example of a distribution system deploying time-to-live-based con-
sistency.Web objects are typically associatedwith one authority that originates andmodiﬁes
them (their authoritative server), but can be cached and further distributed from multiple
replicating servers (caches). Caching and replication are widely deployed for reducing load
on web servers, network load, and user-perceived latency. Caches are located at different
points in the network and include reverse proxies, proxy caches, and browser caches. By
and large, servers rely on one widely supported and deployed mechanism for consistency of
cached copies. This client-driven and expiration-based mechanism is speciﬁed in hyper-text
transfer protocol (HTTP) [5] which governs the distribution of web content: The authorita-
tive server provides an expiration time for each copy, beyond which it must be validated or
discarded.
Since the web application is the underlying motivation for our work, we further elab-
orate on HTTP consistency. Each object has a URL which speciﬁes its “location” and its
authoritative server. The object is requested by sending an HTTP request and the content is
sent back on the respective HTTP response. The response includes a header with important
information on the object, including cache directives. The directives specify if the object
can be cached, and may provide explicit expiration time or information that can be used
to compute one. When an object is requested from the cache then if the cache has a fresh
(non-expired) copy, the request is processed locally. If the cached copy is stale (expired),
it must be validated by contacting a server with a fresh copy. To this end, HTTP provides
conditional GET requests. Similarly, if there is no cached copy, the cache must obtain a
fresh copy. Requests for which the cache does not have a fresh copy and thus must contact
an external server are termed cache misses.
An HTTP-compliant cache [1,5,14] calculates from the header ﬁelds of an object a fresh-
ness lifetime, which is the time interval during which the copy remains fresh (non-expired)
since it left its authoritative server. The freshness lifetime is typically ﬁxed for each ob-
ject. The cache also determines from the headers the age of the copy, which is the elapsed
time since it left its authoritative server (and resided in caches). If the age is smaller than
the freshness lifetime then by subtracting the age of the copy from its freshness lifetime
the cache obtains a time-to-live (TTL) duration for the copy (during which it is considered
fresh). If the age is larger than the freshness lifetime, the object is considered stale and its
TTL is zero.
Web caches are placed both as proxy caches close to clients and reverse proxies close
to web servers [8,14]. They are also sometimes conﬁgured in hierarchies [9]. Thus, often
there is more than one cache placed between the end user and the origin server. Different
copies corresponding to the same URL and residing in different caches can have different
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Fig. 1. Client caches, higher-level cache, and origin server.
ages and thus different TTLs. In particular, a copy obtained by a cache from another cache
expires sooner than a copy obtained from an authoritative server. Therefore, a cache that
forwards requests to another cache is likely to suffer more cache misses than a cache that
forwards requests to an authoritative server. Furthermore, a cache is likely to obtain more
client requests than an authoritative server since it serves older copies. So even if a cache
maintains fresh copies, since the copies are aged, the cache is somewhat less effective than
an authoritative server [3,4]. We identify age as a central performance factor where TTL-
based consistency is used, as it affects frequently requested objects, and it prevails even
with inﬁnite storage.
In this paper we model and analyze how the miss-rate of a client-cache depends on the
source fromwhich it obtains its objects.We explore three different basic policies.According
to the ﬁrst policy the client-cache uses an authoritative server directly without a high-level
cache. In the second conﬁguration the client-cache uses consistently for all its misses the
same source cache. In the third conﬁguration the client-cache alternates between several
source caches to resolve itsmisses.Wemodel these policies and theTTLdistribution through
each of them, in a way that allows rigorous analytical analysis.
We show that a cache which consistently uses the same source cache (for each object)
would incur a lower miss-rate than a cache that alternates between several caches, on any
sequence of requests. This suggests that when a set of caches handles the workload of a set
of clients, it is better to partition the workload such that the same primary cache is used for
each client–object pair.
We characterize precisely how worse the miss-rate could be when using a source cache
compared to using an authoritative server on the worst possible sequence. For a single
consistent source we show that the miss-rate is larger by at most a factor of 2. For alternating
between sources, the miss-rate could be somewhat worse, but not more than a factor of e =
2.718.. larger than the miss-rate through an authoritative server.
We deﬁne extensions of the basic policies that incorporate two further cache behaviors.
The basicmodels assumed that only expired copies can be refreshed.HTTPcaches, however,
may refresh fresh items. 1 Conceivably, a cache can deploy conﬁgured periodic pre-term
refreshes (rejuvenations) to reduce the age of cached copies and as a result, improve the
miss-rate at its client-caches and consequently, the number of requests it receives. Rejuve-
nation increases trafﬁc between a cache and the authoritative server but can decrease trafﬁc
between the cache and its clients. As illustrated in Fig. 1, a single cache can potentially
1 Such pre-term refreshes occur when a client request contains a no-cache request header.When a cache received
such a request it must forward it to the origin server even if it has a fresh copy. The cache uses the response to
replace or refresh its older copy of the object.
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serve a large number of (caching) clients, and thus rejuvenation can be very effective. As
pre-term refreshes decrease the average age of cached copies, it may seem that they can
only increase the effectiveness of a cache. We show, however, that this is generally not the
case. In particular we show that when pre-term refreshes occur in arbitrary points in time
and “out of synch” with the expiration times of previous copies, performance can degrade
by up to a factor of 2, which is tight under some robust conditions. We also show how-
ever, that when used “in synch” with previous expirations, pre-term refreshes can boost
performance.
Although not typically the case, caches often need to apply a heuristic freshness lifetime
calculation that results in different freshness lifetime durations for the same copy in differ-
ent caches. A second extension of the basic model considers caches that use longer lifetime
durations than their source. These caches can improve their miss-rate albeit at the cost of
increased staleness. We show that for many prototypical request sequences, the tradeoff of
staleness vs. miss-rate is not convex, and that speciﬁcally, integral values of the extension
factor (the ratio of the lifetime time durations at the cache and its source) are more effec-
tive. As an analysis tool, we establish a correspondence between rejuvenating sources and
extended lifetime caches, and use this correspondence to prove relationships between the
various sources.
Finally, we consider objects with inter-request times drawn from natural known proba-
bility distributions, namely, ﬁxed inter-request times and Poisson arrivals. We analyze the
performance of a cache that receives these request sequences under the different conﬁgu-
rations of higher-level caches and with and without lifetime extension.
Related work:Although age is a central performance factor where TTL based consistency
is used through a hierarchy, we are not aware of any previousworkwhere it is beingmodeled
and analyzed analytically.
TTL-based consistency is used also in the domain name system (DNS) [12,13], where
each resource record (RR) in the DNS database has a freshness lifetime duration assigned
to it by its authoritative administrator. Recent work of Jung et al. [11] explores the effect of
the length of the freshness lifetime on the miss-rate. They show that relatively short TTLs
sufﬁce to get most of the hits. Some aspects of our study may be relevant to the DNS system
as well. For example when there is a choice between using one or alternating between
several non-authoritative servers for some zone.
Subsequent to the ﬁrst appearance of this work [2], Jung et al. [10] supported their ex-
perimental work on DNS traces [11] with an analytical analysis. In this work they model
requests as independent identically distributed random variable drawn from some ﬁxed
probability distribution. They develop formula for the miss-rate generated by several par-
ticular probability distributions and analyze how freshness lifetime duration affects this
miss-rate. For the probability distributions that ﬁt best real traces they obtained results
similar to the ones observed from the traces alone. That is, relatively short TTLs sufﬁce
to get low miss-rate and the marginal affect of increasing the TTL further is
small.
Another recent work of Hou et al. [6,7] focuses on cache hierarchies with more than
two levels. For requests generated by a Poisson distribution they calculate the miss-rate
and average TTL at different levels of the hierarchy. Their analysis quantiﬁes how the TTL
shortens, and the miss-rate increase, as we go to deeper caches in the hierarchy. In their
E. Cohen et al. / Theoretical Computer Science 331 (2005) 73–96 77
more recent work [7] they also analyze the effect of a rejuvenation mechanism, similar to
ours, on the TTL at various levels.
In a complementary work [4] we demonstrate some of the analytical ﬁndings of this paper
using different inter-request time distributions and simulations based on real
traces.
The structure of the rest of the paper is as follows. Section 2 gives an overview of our
caching model. Section 3 provides general results for the three basic models and establishes
their relative performance. Section 4 analyzes pre-term refreshes and freshness-lifetime ex-
tensions. Section 5 includes worst-case analysis that provides tight bounds on the compet-
itive ratio of different conﬁgurations. In Section 6 we analyze Poisson and ﬁxed-frequency
arrivals. We conclude in Section 7.
2. TTL-based caching: model and policies
In this section we deﬁne the model which we use to analyze age-related performance
issues for different cache conﬁgurations. Recall that a cache upon a miss may fetch the
object from the origin server or from another cache.We formally deﬁne three basic policies
(which we call “sources”) for a cache to fetch up an object upon a miss. In later sections
we analyze how these policies and their extensions may affect the miss-rate of the cache.
Combinations of these policies can easily model real cache conﬁgurations.
Consider a set of distributed servers that originate, cache, request, and distribute copies
of an object. The object can be modiﬁed over time but only by its origin server. Each copy
of an object has a designated lifetime duration which after it elapses, the copy cannot be
further distributed or used. The lifetime value is assigned by the origin server when it serves
the copy. Our analysis focuses on lifetime values that are ﬁxed throughout time. That is, the
origin always provides lifetime of T . The age of a cached copy is the elapsed time since
it was obtained from an origin server. The TTL of a cached copy equals the lifetime T
minus its age. If the age is larger than T , the copy is stale. Otherwise, the copy is fresh.
We differentiate between origin (authoritative) servers and caches (replicating servers). The
object can be requested from any server. Origin servers always provide a copy with zero
age and thus a TTL of T . Caches process the request by providing a local fresh copy, if
there is one. The request then is considered as a cache hit. Otherwise, another server is
contacted and the response can be used to update the cached copy. The request then is a
cache miss. Themiss-rate of cache is the fraction of cachemisses among the total number of
requests.
We use the term source for the entity to which a client-cache sends requests. A source is
deﬁned by a set of one or more servers, the strategy they use to refresh their copies, and the
pattern used by the client-cache to select a server. We are interested in how the type of the
source affects the miss-rate at the client-cache.
We assume objects always remain in the cache until they expire. In particular, there is no
cache capacity constraint and no object can trigger an eviction of another, so the behavior
of the cache on different objects is independent. Therefore, our analysis considers requests
for a single object. Since we focus on age-induced effects, we generally consider sources
that always provide a fresh, but possibly aged, copy of the object.
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Fig. 2. Different types of sources: Cache A uses cache 1 as an EXC source. Cache B uses caches 1, 2, . . . as an IND
source. Cache C uses an AUTH source.
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Fig. 3. TTL obtained through different types of sources. AUTH source always provides zero age and TTL of T .
EXC source (shown with displacement ) provides age that cycles from 0 to T and thus TTL which cycles from T
to 0. IND source provides at each point in time age drawn independently from U [0, T ] and thus TTL drawn from
U [0, T ].
2.1. Basic source types
We deﬁne three types of sources that capture different relationships between a client-
cache and its data source(s). The different sources are illustrated in Fig. 2. The TTL value
obtained through each source as a function of time is illustrated in Fig. 3.
1. AUTH: An authoritative source. AUTH always provides a copy with zero age (TTL that
equals the freshness lifetime).
2. EXC: Let  be drawn uniformly at random from the interval [0, T ] (the distribution
U [0, T ]), where T is the lifetime of the object. We call  the displacement.
At time t an EXC source provides a copy whose age is (t − )mod 2 T (TTL equals
2
“mod” is a generalized modulus operation to arbitrary nonnegative numbers amod b = a − b ∗ a/b. If
b = 0 then we deﬁne amod b ≡ 0.
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to T − (t − )mod T ). Note that the choice of  is ﬁxed for each “run” on the sequence,
and the performance of EXC is the expected performance over all runs with different
displacements.
This sourcemodels a scenario where the client-cache upon eachmiss fetches a copy from
the same high-level-cache. This high-level-cache maintains a fresh copy by refreshing it
through an AUTH source each time it expires. The averaging over different displacements
captures independence of the request times at the client-cache and the particular “refresh
period” of the high-level-cache.
3. IND: Upon each miss at the client-cache, the IND source provides a copy with age inde-
pendently drawn from U [0, T ] (thus a TTL that is also drawn from U [0, T ]).
This source models a scenario where upon each miss, the client-cache forwards the
request to a different independent EXC-type high-level-cache. Independence means that
the displacements of the different high-level-caches are not correlated.
The EXC, IND, andAUTH sourcesmodel pure scenarios. Currently, manyweb caches direct
requests for a particular URL through a high-level-cache (e.g., a proxy or a reverse proxy)
and hybrids of the IND and EXC sources capture scenarios where several caches are used for
load balancing purposes.
Our analysis assumes that the request sequence is independent of the performance of the
client-cache (that is, future requests do not depend on which previous requests constituted
a hit or a miss).
2.2. Consistency and synchronization
In our analysis we use the notion of source consistency. A source is consistent if the age
provided at any given time is consistent with past values. Formally, if at time t , the source
provided an age of  then at time t +  the source provides the object with age of at most
+. The AUTH and EXC sources are consistent. In general, we expect sources that model
a single server to be consistent.
Synchronization is a property of the relationship between a cache and its source. We say
that a client-cache is synchronized with a source if whenever the client-cache contains a
copy of the object which expires at some time t , then requests directed to the source at times
t + ( > 0) obtain an object whose age is not more than . By deﬁnition, a client-cache
is always synchronized with AUTH and EXC sources but not with an IND source. As we shall
see, synchronization helps performance. Intuitively, synchronization means that the copy at
the source expires at the same time as the copy at the client-cache, and thus, misses at the
client-cache on requests which closely follow previous requests are more likely to yield a
copy with small age.
2.3. Extended lifetime at a client-cache
We consider situations where a client-cache uses a longer lifetime duration than used by
the source.As elaborated in the introduction, longer lifetimes can be the outcome of different
settings or simply an attempt by the client-cache to reduce its miss-rate and decrease trafﬁc
between itself and its source. Lifetime extension trades increased miss-rate with increased
staleness. We consider client-caches that use an extended lifetime value of r ∗ T for some
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Fig. 4. TTL obtained through different types of sources when the client-cache uses extension factor of r = 1.5.
AUTH source provides copies with zero age and thus TTL of rT (1.5T ). EXC source (shown with displacement )
provides copies with age that cycles from 0 to T and thus a TTL that cycles from rT to (r − 1)T (1.5T to 0.5T ).
IND source provides at each point in time a copy with age independently drawn from U [0, T ] and thus TTL drawn
from U [(r − 1)T , rT ] (U [0.5T , 1.5T ]). The dotted lines correspond to expiration times of previous copies at the
client-cache. Copies expire at times (i + 0.5)T +  for integral values of i.
ﬁxed r > 1 (As before, T is the lifetime value as used by the source). We refer to r as the
extension factor. We use the notation AUTH(r) (respectively, IND(r), EXC(r)) for a source of
type AUTH (respectively, IND, EXC) in conjunction with a client-cache applying an extension
factor of r . The TTL value for the different source types and extension factor of 1.5 are
illustrated in Fig. 4. Note that a client-cache is synchronized with its EXC(r) source if and
only if r is integral. Fig. 4 illustrates the lack of synchronization with r = 1.5: when
previously served copies expire at the client-cache, the source provides a copy with age
0.5T and thus a TTL of T .
2.4. Rejuvenating sources
We consider replicating servers that refresh selected objects as soon as their TTL drops
below some threshold (rather than wait for it to completely expire). We refer to such con-
ﬁgured periodic pre-term refreshes as rejuvenation.
We extend the deﬁnitions of our basic sources to include rejuvenation. The source EXCv
is an EXC source that refreshes its copy of the object when the age exceeds v fraction of the
lifetime value. Formally, let  be drawn from U [0, vT ]. At time t , an EXCv source return
the object with age (t − )mod (v ∗ T ) (so the TTL is T − (t − )mod (v ∗ T )). As with an
EXC source,  is ﬁxed for a “run”, and performance is the expected performance over runs
with different displacements. We say that a client-cache uses an INDv source if upon each
miss it forwards the request to a different independent EXCv source. Hence, INDv source
returns copies with age drawn from U [0, vT ] and thus TTL drawn from U [(1 − v)T , T ].
The TTL as a function of time for the different sources is illustrated in Fig. 5. For both
INDv and EXCv sources, a rejuvenation interval of v = 1 corresponds to the respective pure
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Fig. 5. TTL as a function of time for rejuvenating sources with v = 0.5. EXC0.5 has a period of 0.5T where the
age cycles from T/2 to T and thus, the TTL cycles from T to T/2. For IND0.5 the age at any point in time is
independently drawn from U [T/2, T ] and thus the TTL is drawn from U [T/2, T ]. The dotted lines correspond
to expiration times of previously served copies by EXC0.5. The expiration times are at iT /2+  for integral values
of i.
source: EXC1 ≡ EXC and IND1 ≡ IND. A rejuvenation interval of v = 0 corresponds to a
pure AUTH source. That is, EXC0 ≡ AUTH and IND0 ≡ AUTH.
Intuitively, we might expect a monotonic improvement in miss-rate as v decreases from
v = 1 to v = 0. We show later on that this is the case with INDv sources but not with EXCv
sources. Note that a client-cache is synchronized with its EXCv source if and only if 1/v is
integral.
3. Relationships between the basic sources
In this section we prove some basic relationships between the performances of a client-
cache through the different sources that we deﬁned. We ﬁrst prove that on any request
sequence the miss-rate of a client-cache through an AUTH source is no greater than the
miss-rate of the client-cache through an EXC source. We also show that for any request
sequence the miss-rate of a client-cache through an EXC source is no greater than the
miss-rate of the client-cache through an IND source. To prove this, we ﬁrst establish two
basic lemmas relating the miss-rate at a client-cache to the distribution of ages (and there-
fore TTLs) provided by the source. These lemmas will be also useful in later
sections.
Lemma 3.1. Consider two consistent sources s1 and s2 such that at any given point in
time, the TTL available from s1 is at least as large as the TTL available from s2. Then, for
any sequence of requests, the number of misses through s1 is at most the number of misses
through s2.
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Proof. The proof is by induction on the length of the request sequence. The lemma clearly
holds for sequences of lengths 1 and 2. Consider a request sequence  of length l. If the last
request is either a miss or a hit through both s1 and s2, or a miss through s2 but a hit through
s1, then the lemma follows by using the induction hypothesis on the preﬁx of length l − 1
of .
Consider the case where the last request is a miss through s1 but a hit through s2. Let the
ith request be the last request on which the client working through s2 had a miss. The client
working through s1 must have had a hit on the ith request and all the requests following it
including the next to last request. (Otherwise our assumptions guarantee that it would have
got a TTL that covers the last request.) Thus by applying the induction hypothesis on the
preﬁx of  of length i − 1 the lemma follows. 
Lemma 3.2. Consider two sources s1 and s2 that serve objects with TTLs that are indepen-
dently drawn from probability distributions with cumulative distribution functions (CDFs)
F1 and F2, respectively. Suppose that for all x0, F1(x)F2(x), i.e. s1 provides longer
TTLs. Then for any sequence of requests, the expected number of misses through the source
s1 is no larger than the expected number of misses through the source s2.
Proof. We shall use the following claim. For a ﬁxed source s that provides TTLs from a
ﬁxed probability distribution with CDF F , and a request sequence , the expected number
of misses of a client-cache working through s on a sufﬁx ′ of  is no larger than its expected
number of misses on . We prove this claim by induction on the length of . Let mi be the
expected number of misses on the sufﬁx of  containing requests i, i + 1, . . . , , where 
is the length of . The number of misses on  is 1 +∑i=2(F (ti − t1) − F(ti−1 − t1))mi .
Similarly, if ′ is the sufﬁx of  which starts at the j th request then the expected number of
misses on ′ is
1+
∑
i=j+1
(F (ti − tj )− F(ti−1 − tj ))mi . (1)
By induction mimi+1 for i2, and therefore we have that
F(ti − tj )miF(ti − t1)mi + (F (ti − tj )− F(ti − t1))mi+1 . (2)
We use Eq. (2) to substitute for F(ti − tj )mi in Eq. (1), for every j + 1 i < , and
obtain that the miss-rate on ′ is bounded by
1+
∑
i=j+1
(F (ti − tj )− F(ti−1 − tj ))mi
= 1+ F(t − tj )m +
−1∑
i=j+1
F(ti − tj )mi −
∑
i=j+1
F(ti−1 − tj )mi
1+ F(t − tj )m +
−1∑
i=j+1
F(ti − t1)mi +
−1∑
i=j+1
F(ti − tj )mi+1 −
−1∑
i=j+1
F(ti − t1)mi+1
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−
∑
i=j+1
F(ti−1 − tj )mi
= 1+ F(t − tj )m +
−1∑
i=j+1
F(ti − t1)mi −
−1∑
i=j+1
F(ti − t1)mi+1
=1+F(tj+1−t1)mj+1+(F (t−tj )−F(t−1−t1))m+
−1∑
i=j+2
(F (ti−t1)−F(ti−1−t1))mi .
Finally since for j2
F(tj+1 − t1)mj+1
j+1∑
i=2
(F (ti − t1)− F(ti−1 − t1))mi
and F(t − tj )F(t − t1) we obtain the claim.
We now turn to the proof of the lemma. The proof is also by induction on the length of the
request sequence. The base case where  is of length 1 or 2 is obvious.Assume  is of length
 > 2. Let mi1 and m
i
2 be the expected number of misses through s1 and s2 respectively on
the sufﬁx of  that starts at request i (including request i). Our deﬁnitions imply that the
expected number of misses on  through sj , for j = 1 or 2 is
1+
∑
i=2
(Fj (ti − t1)− Fj (ti−1 − t1))mij . (3)
By the claim above we know that mi2mi+12 for every i1. Also recall our assumption
that F1(t)F2(t). So we obtain that
F1(ti − t1)mi1F2(ti − t1)mi1 + (F1(ti − t1)− F2(ti − t1))mi+11 (4)
for 1 i < . Substituting this upper bound on F1(ti − t1)mi1 for 2 i <  in Eq. (3) we
obtain that
1+
∑
i=2
(F1(ti − t1)− F1(ti−1 − t1))mi1
1+ F1(t − t1)m1 +
−1∑
i=2
F1(ti − t1)mi1 −
∑
i=2
F1(ti−1 − t1)mi1
1+ F1(t − t1)m1 +
−1∑
i=2
F2(ti − t1)mi1 +
−1∑
i=2
F1(ti − t1)mi+11
−
−1∑
i=2
F2(ti − t1)mi+11 −
∑
i=2
F1(ti−1 − t1)mi1
= 1+ F1(t − t1)m1 +
−1∑
i=2
F2(ti − t1)mi1 −
−1∑
i=2
F2(ti − t1)mi+11
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= 1+ F1(t − t1)m1 +
−1∑
i=2
F2(ti − t1)mi1 −
∑
i=3
F2(ti−1 − t1)mi1
= 1+ (F1(t − t1)− F2(t−1 − t1))m1 +
−1∑
i=2
(F2(ti − t1)− F2(ti−1 − t1))mi1.
Finally we obtain the lemma using the fact that by assumption F1(t − t1)F2(t − t1),
and the induction hypothesis saying that mi1mi2 for i2. 
As a consequence of Lemma 3.1 we obtain that AUTH has smaller miss-rate than EXC.
Furthermore, as a consequence of Lemma 3.2 we obtain that AUTH has smaller miss-rate
than IND. The following Lemma establishes that EXC always outperforms IND.
Lemma 3.3. For any sequence of requests, the miss-rate through an EXC source is never
higher than through an IND source.
Proof. Consider the ith request. Its likelihood of being a miss with EXC is min{1, (ti −
ti−1)/T }. Let m[j ] and h[j ] denote the events that the j th request is a miss or a hit,
respectively, with an IND source. The likelihood that the ith request constitutes a miss with
IND is
p(m[i]) = p(m[i − 1])min
{
1,
ti − ti−1
T
}
+p(h[i − 1] ∩m[i − 2])min
{
1,
ti − ti−2
T
}
+p(h[i − 1] ∩ h[i − 2] ∩m[i − 3])min
{
1,
ti − ti−3
T
}
+ . . .
 min
{
1,
ti − ti−1
T
}
.
Since the likelihood of every request to be a miss through an EXC source is smaller than
through an IND source, we obtain that themiss-rate through EXC is smaller than themiss-rate
through IND. 
Note that with respect to one ﬁxed displacement value , the EXC source could perform
worse than IND. Consider the following sequencewhere requests aremade at times (2i−)T
and (2i + )T for integral i > 0. Suppose that the source refreshes at times iT . Then all
requests would constitute misses with EXC, and only 1/2+2would constitute misses with
IND. Lemma 3.3 shows that on average over all displacements, EXC performs at least as well
as IND.
Lemma 3.3 has interesting implications for conﬁguring a set of top-level web content
caches to serve a population of clients. It shows that we beneﬁt from conﬁguring a client to
send all its requests, or at least all its requests for a particular object, to the same primary
cache. Conﬁguring this way we obtain that for every object the source is EXC rather than a
hybrid with IND. The miss-rate at the high-level caches, however, is likely to be smaller and
more stable if the workload is partitioned by object. This partition maximizes the number
of clients that can beneﬁt from the object being cached. To summarize, our analysis shows
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that it is best if the client, when it has a choice, picks a high-level cache according to the
requested object.
4. Rejuvenations and extensions
In this section we show that there is a relationship between rejuvenating sources (EXCv
sources) and clients extending the freshness lifetime of the object (EXC(r) sources). More
speciﬁcally, we show that for each sequence of requests there is a related sequence such
that the miss-rate of EXCv on the ﬁrst sequence is the same as the miss-rate of EXC(r = 1v )
on the second sequence. We also show that for high request rate there is no point for an
EXC(r) source to use a nonintegral extension factor. Finally we use the relationship between
the sources to show that rejuvenation may degrade performance and suggest ways to avoid
such degradation.
We denote by {ti} a sequence of requests at times t1, t2, . . . , tn. We shall also refer to the
ith request as request ti . We prove the following theorem.
Theorem 4.1. Consider the sources EXCv , and EXC(r), for r = 1v . Then the miss-rate of
a client-cache through EXCv on a request sequence {ti} is identical to the miss-rate of a
client-cache through EXC(r) on the sequence {rti}. The same is true for IND sources.
Proof. First we show that for each displacement  ∈ [0, vT ] of EXCv there is a unique
displacement  = r of EXC(r) (r = 1/v) such that the miss-rate on {ti} through EXCv
with displacement  is the same as the miss-rate on {rti} through EXC(r) with
displacement .
Let j = (tj − )mod (vT ), and let j = (rtj − )mod T . It is easy to check that
j = rj . We now prove by induction on the length of the request sequence that there is
a miss at time tj using the source EXCv if and only if there is a miss at time rtj using the
source EXC(r). The base of the induction is obviously true.Assume that for every j − 1,
t is a miss using the source EXCv iff rt is a miss using the source EXC(r). Consider the j th
request, and let kj − 1 be the index such that tk and rtk are misses of EXCv and EXC(r),
respectively, but ti and rti are hits for every k < i < j .
The request at time tj is a miss through EXCv if and only if tj − tk + kT . The request
at time rtj is a miss through EXC(r) if and only if rtj − rtk + krT . Since k = rk we
obtain that tj is a miss for EXCv iff rtj is a miss for EXC(r).
Since the linear mapping from  to  is density preserving, we obtain that the correspon-
dence of the miss-rates with respect to ﬁxed displacements implies a correspondence of the
expected performance across all displacements. Hence, the theorem follows.
A similar proof holds for IND sources. 
Notice that Theorem 4.1 does not imply that extensions and rejuvenations are equivalent
effects, as the miss-rates are measured for different sequences. For example, applying this
correspondence to two instances with the same sequence and sources EXCv and EXCu, we
obtain two instances with two different request sequences (and two different extension
factors).
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4.1. Does lifetime extension pay off?
We ﬁrst observe that generally, extending an object’s lifetime cannot increase the miss-
rate. We then show that sometimes, however, extending the lifetime does not decrease the
miss-rate so as a result we increase staleness without a corresponding gain.
Lemma 4.1. Consider two client-caches c1 and c2 that both use either AUTH, EXC, or IND
sources. Suppose that upon each miss c1 uses lifetime of r1 ∗T and c2 uses lifetime of r2 ∗T
where r2r11. Then the miss-rate of c2 is at most that of c1.
Proof. The proof for AUTH follows from Lemma 3.1. The proof for EXCwith respect to any
ﬁxed displacement follows from Lemma 3.1, and still holds when we take the expectation
over all displacements. The claim for IND source follows from Lemma 3.2. 
The following Lemma shows that we may not reduce the miss-rate for some frequently
requested objects by increasing the extension factor to a non integral value. Therefore in
such cases we increase staleness without a corresponding gain in miss-rate.
Lemma 4.2. Consider an EXC(r) source and a request sequence at the client-cache such
that the object is requested at least once every (r − r)T time units. Then, the miss-rate
of the client-cache on such sequence is the same as with EXC(r),
Proof. When the object expires at the subsidiary cache, the copy at the source has age
(r − r)T . Since the object is requested at least once every (r − r)T time units it must
be requested again before the parent refreshes its own copy. Thus, a miss at the client-cache
is incurred once every rT time units. 
For low request rates, however, non-integral extension factors could be beneﬁcial even
with EXC(r). For example, if an object is requested with intervals of 1.2T , then the miss-rate
would be 1 with extension factor r1.2 and would be 0.8 with r = 1.5.
4.2. Does rejuvenating pay off?
At ﬁrst glance, it seems that rejuvenations can only improve performance at the client-
cache. Somewhat surprising is the fact that this is not the case for EXC rejuvenating sources.
Using Theorem 4.1 and Lemma 4.2, we can prove the following lemma.
Lemma 4.3. Let v < 1, and let u = 11/v .Note that vu1.Consider a request sequence
{ti}, such that the object is requested at least once every ( 1v v − 1)T time units. Let mv
denote the miss-rate through EXCv on {ti} andmu the miss-rate through EXCu on {ti}. Then,
mv = u
v
mu.
Proof. First, let r = 1
v
. By Theorem 4.1, mv equals the miss-rate through EXC(r) on the
sequence {rti}. Since in {rti} there is a request every ( 1v − 1v )T = (r− r)T times units
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then using Lemma 4.2 we obtain that the miss-rate of {rti} through EXC(r) is equal to its
miss-rate through EXC(r). We claim that the miss-rate through EXC(r) on {rti} equals
r
r times the miss-rate through EXC(r) on {rti}.Assuming this claim is established then
by applying Theorem 4.1 again the theorem follows.
To prove the claim, notice that by the terms of the lemma, for every i1, ti+1 − ti <
( 1
v
v− 1)T , and thus, rti+1− rti < (r− r)T < T . Therefore, when using an EXC(r)
source, for both the sequence {rti}, and the sequence {rti} we have a miss in every T -
interval where the extended lifetime ends, i.e. once in every rT time units. From this
follows that the miss-rate of EXC(r) on each of these two sequences equals to one over the
average number of requests in an interval of length rT in the corresponding sequence.
Since the sequences {rti} and {rti} contain the same number of requests and the time span
of {rti} is larger by a factor of rr than the time span of {rti} we obtain that the average
number of requests of {rti} in any ﬁxed length interval is smaller by a factor of rr than the
average number of requests of {rti} in the same interval so the claim follows. 
Lemma4.3 demonstrates that the performance of a cachewhich receives frequent requests
to the object can be strictly worse through EXCv with v < 1 than through a non-rejuvenating
EXC source. For example, for v > 0.5, and for sequences satisfying that the object is
requested at least once every (2v − 1)T time units, by Lemma 4.3 the miss-rate is strictly
worse through EXCv than with a non-rejuvenating EXC source. In this case, rejuvenating
does not pay off.
In contrast, the following lemma shows that IND sources do exhibitmonotonic dependence
of the miss-rate on v.
Lemma 4.4. Let INDv1 and INDv2 be two sources such that v1v2. Then, the miss-rate
through INDv1 is no larger than the miss-rate through INDv2 .
Proof. By the deﬁnition of INDv the TTLs through INDv1 are drawn from U [(1− v1)T , T ]
and the TTL’s through INDv2 are drawn from U [(1 − v2)T , T ]. Let F1 be the CDF of
U [(1−v1)T , T ] and letF2 be theCDFofU [(1−v2)T , T ]. Since for all x0,F1(x)F2(x)
Lemma 3.2 implies that the miss-rate through INDv1 is no larger than the miss-rate through
INDv2 . 
The following corollary of Lemma 3.1 shows that although generally rejuvenation does
not always improve the performance, rejuvenation cannot degrade performance on any
sequence if the source preserves synchronization.
Corollary 4.1. Suppose a rejuvenating EXC source adheres to the original refresh schedule,
refreshing the object at times + iT for integral i in addition to possibly rejuvenating it at
other points in time. Then on any sequence of requests, the number of misses is not higher
than the number of misses through EXC.
Proof. Follow-up rejuvenations guarantee that at any given point in time, the TTL ob-
tained from the source with rejuvenation is at least as large as the TTL obtained without
rejuvenation. The proof then follows by Lemma 3.1. 
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In particular it follows fromCorollary 4.1 that the performance through EXCv with integral
1/v, (i.e., v = 1/2, 1/3, . . .), is at least as good as through EXC. In Section 6.2 we show
that even if we restrict ourselves to EXCv , with integral 1/v, the miss-rate is not always
monotonic as a function of v, and moreover, there are examples where EXCv performs
worse than an IND source.
5. Worst-case performance
In this section we analyze the worst-case performance of EXC and IND rejuvenating
sources. For a source S and a request sequence {ti} let ({ti}, S) be the ratio between
the expected miss-rate of {ti} through S and through an AUTH source. The supermom
over all sequences {ti} of ({ti}, S) is called the competitive ratio of S, and is denoted
by (S). We shall use the term rejuvenating policy for any source that corresponds to
a single high-level cache which keeps a fresh copy of the object by renewing it (re-
juvenating) from an authoritative server before or when it expires. In particular AUTH,
EXC, and EXCv , are rejuvenating policies. Note that a rejuvenating policy is consistent.
The next lemma shows that the competitive ratio of any rejuvenating policy is at
most 2.
Lemma 5.1. The competitive ratio of any rejuvenating policy is at most 2.
Proof. We ﬁrst establish that the client can get at most two misses in each time interval
of length T . Consider two consecutive misses. By the deﬁnition of a rejuvenating policy
the source must refresh the object and reduce its TTL to zero at least once between the two
misses. Therefore the sum of the TTL obtained at the second miss, and the elapsed time
between the two misses must be at least T . So the third miss can occur only after at least T
time units past the ﬁrst miss.
Let the miss-times through an AUTH source be m1,m2, . . . , mk . Clearly, the set of all
request times is covered by the mutually disjoint intervals [mi,mi +T ), as a request which
is not covered by any of these intervals must be a miss. Through an AUTH source the client
has exactly one miss in each of these intervals, while through a rejuvenating policy the
client could have at most 2. Thus the competitive ratio is at most 2. 
Next we establish a corresponding lower bound of 2 on the competitive ratio of any
rejuvenating policy that cannot rejuvenate the object continuously but must have a small
gap of  between consecutive rejuvenations.
Theorem 5.1. Consider a rejuvenating policy P such that the time interval between any
two rejuvenation points must exceed some  > 0. Then (P ) = 2.
Proof. By Lemma 5.1, we get that (P )2. We ﬁrst prove the (P )2 when P is
deterministic. If P is deterministic then an adversary can construct a request sequence
consisting of pairs of requests as follows. The gap between the two requests constituting
a pair is T time units. The gap between the second request of a pair and the ﬁrst request
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of the following pair is larger than T so the ﬁrst request of a pair is a miss through P
and through AUTH. Furthermore, the ﬁrst request in each pair shows up  time units after
P refreshes the object. Therefore through P a client-cache misses on the second request
of each pair. Through AUTH however, the second request of each pair is a hit. Therefore
(P )2.
For a randomized source P we prove that (P )2 −  for every  > 0 using Yao’s
lemma [15]. By Yao’s lemma in order to prove this lower bound it sufﬁces to construct a
distribution,D, on sequences of requests such that the ratio between the expected miss-rate
of every deterministic source P (over D) and the expected miss-rate of AUTH (over D) is
at least 2− .
We deﬁne D as follows. Let t1 be chosen uniformly from an arbitrary interval of length
. For every k1, let t2k = t2k−1+ T − , and let t2k+1 be chosen from U [t2k + 2T , t2k +
2T +). Let P be an arbitrary deterministic policy. Clearly, t2k−1 constitutes a miss for both
AUTH and P . Using the assumption that the smallest distance between any two rejuvenation
points of P is , it is easy to see that for every k1, the probability over the request times
distribution, that the TTL of t2k−1 when using P is at least T − , is at most . Therefore
the request t2k is a miss of P with probability at least 1− , and the expected miss-rate of
P over D is at least (2 − )/2. An AUTH source misses only on the ﬁrst request of each
pair and therefore its miss-rate is 12 . To summarize we obtain that the ratio of the expected
miss-rate of P over D and the expected miss-rate of AUTH over D is at least 2− . 
In particular, Theorem 5.1 implies that rejuvenating in ﬁxed intervals, (an EXCv source
with v > 0), has a competitive ratio 2.
Another related problem is to compare the worst-case performance of an INDv source with
respect to an AUTH source. Since an INDv source is not consistent it is not a rejuvenating
policy and therefore Theorem 5.1 does not apply. To give some intuition, if v < 1/2, then
the TTL provided for every request is at least T/2, and thus, in every interval of length
T time units, there are at most 2 misses. Therefore, in this case, the proof for Lemma 5.1
holds, and thus, the competitive ratio of INDv is at most 2. To see that it is exactly 2, consider
a sequence where requests are spaced T time units apart. The miss-rate is 1 through INDv
sourcewhereas it is 1/2 through anAUTH source.We obtain the same ratio of 2 on a sequence
of requests that is constituted of subsequences, where subsequences are spaced more than
T apart and in each subsequence the distance between the last request and the ﬁrst request
is exactly T . More generally, we prove the following theorem.
Theorem 5.2. The competitive ratio of INDv is
 11−v ∑
k=0
(1− k(1− v))k
k!vk .
Thus, by Theorem 5.2, for v < 1/2, the competitive ratio of an INDv source is 2, and as
v approaches 1, the competitive ratio approaches e ≈ 2.718. The higher competitive ratio
of INDv comparable to the competitive ratio of EXCv ﬁts well with the superiority of EXC on
IND established in Section 3.
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LetXi ∼ U [T (1− v), T ], and let Yv be a random variable taking the value k, where k is
the minimum such that X1 +X2 + · · · +XkT . In order to prove Theorem 5.2, we need
the following two lemma.
Lemma 5.2. The competitive ratio of INDv equals the expectation of Yv .
Proof. For the lower bound, consider a set of requests, such that the time difference between
the last request and the ﬁrst request in the set is exactly T , and the difference between any
two consecutive requests is 1
n
.Assemble a sequence consisting ofmany such sets of requests
where there are at least T time units between the last request in one set and the ﬁrst request
of the following set.
An AUTH source will only have one miss per each set of requests spanning a T -interval in
the sequence, while the expected number of misses that an INDv source will have approaches
E[Yv] per interval, when n goes to inﬁnity. Thus, we get that the competitive ratio of INDv
is at least E[Yv].
For the upper bound, consider the misses m1, . . . , mk of the AUTH source. Then, the in-
tervals [mi,mi+T ) are mutually disjoint, and cover the sequence of requests. The expected
number of misses in each such interval is at most E[Yv], and therefore, we get that this is
an upper bound for the competitive ratio of INDv . 
As a side note, we remark that for any source which draws TTLs independently from
some distribution R[0, T ] a Lemma analogous to Lemma 5.2 holds. In such lemma the
deﬁnition of Yv should use Xi ∈ R[0, T ] rather Xi ∈ U [(1− v)T , T ].
The next lemma shows that the expectation of Yv is indeed as claimed in Theorem 5.2.
Lemma 5.3. For every v1,
E[Yv] =
 11−v ∑
k=0
(1− k(1− v))k
k!vk .
Proof. Let Zi ∼ U [0, 1], and let P(k, a) be the probability that Z1 + · · · + Zk < a,
where 1a0, and k1 is an integer. We show by induction that P(k, a) = a
k
k! . Clearly,
P(1, a) = ∫ a0 dx = a. Moreover,
P(k, a) =
∫ a
0
P(k − 1, a − x) dx =
∫ a
0
(a − x)k−1
(k − 1)! dx =
ak
k! .
Now, let Xi ∼ U [T (1 − v), T ], and let Yv be as deﬁned above. Let Zi = (Xi − (1 −
v)T )/(T v). Clearly,Zi ∼ U [0, 1]. The probability that Yvk+1 is exactly the probability
that X1 + · · · + Xk < T . Clearly, X1 + · · · + Xk < T if and only if Z1 + · · · + Zk <
k− (k− 1)/v. If k > 1/(1− v), then k− (k− 1)/v < 0, and therefore, the probability that
Yvk + 1 is zero. Otherwise,
P(Yvk + 1) = P
(
k, k − k − 1
v
)
= (1− k(1− v))
k
vkk! .
E. Cohen et al. / Theoretical Computer Science 331 (2005) 73–96 91
Therefore, the expectation of Yv is
E[Yv] =
∞∑
k=1
P(Yvk)
= 1+
 11−v ∑
k=1
(1− k(1− v))k
vkk! =
 11−v ∑
k=0
(1− k(1− v))k
vkk! . 
The worst-case analysis performed in this section does not distinguish between the per-
formance of sources with different rejuvenation rates, as all EXCv sources (0 < v1) and
all INDv sources (0 < v1/2) have the same tight competitive ratio of 2. Next, we analyze
speciﬁc distributions and obtain more reﬁned relationships.
6. Requesting an object with known distribution
So far we presented relationships between various sources that hold for every request
sequence. In this section we calculate precisely the miss-rate of the sources for particular
sequences. We consider two kinds of sequences, (1) sequences where inter-request times
are independently drawn from a Poisson distribution, and (2) sequences with ﬁxed inter-
request time between requests. We consider these two families of sequences since they
model real world phenomenon. Poisson inter-request times model reference locality, which
means that the next request is more likely to occur sooner. Fixed interrequest intervalsmodel
sequences generated automatically or by robots. Actual inter-request time histogram of an
object is likely to be amix of ﬁxed-frequency arrivals with another distributionwhich posses
reference locality. Obviously Poisson distribution is not the only distribution which models
reference locality, and probably a Pareto distribution which has a heavy tail is better suited
for modeling web access sequences [10]. The advantage of the Poisson distribution is that it
allows easy analytical analysis. Experimental results regarding the Pareto distribution and
real web sequences are presented in [4].
6.1. Poisson arrivals
Herewe consider request sequences deﬁned such that the density function of inter-request
durations is f (x) = 	
T
e−(	/T )x and the respective CDF (likelihood for an inter-request
duration not to exceed x) is F(x) = 1− e−(	/T )x . For these sequences the average number
of requests in a time duration of length 1 (the inverse of the average inter-request duration)
is 	/T . This quantity is also called the rate of the process. Consequently there are 	 requests
per lifetime interval T .
We analyze the expected miss-rate at a client-cache which uses extension factor of r
(when r = 1 this is a basic source) on such sequences. We calculate the miss-rate as a
function of r and 	 for the different source types. For simplicity, we write r = k+x, where
k = r, and 0x < 1. We prove the following lemma.
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Lemma 6.1. The miss-rate of a request sequence generated by a Poisson process with rate
	/T as deﬁned above is:
• 11+r	 through an AUTH(r) source.
• 11+(r−1/2)	 through an IND(r) source.
• 1
	
(
k + e	x
e	−1
) through an EXC(r) source.
Proof. The miss-rate through an AUTH(r) source is determined by the expected number of
requests in an rT -interval following a cache miss. If this expected number of requests is ,
then the miss-rate is 1/(1+). For Poisson arrivals the expected number of requests in any
interval is proportional to the interval length. Therefore the expected number of requests in
an interval of length rT is r	 and the miss-rate through AUTH is 1/(1+ r	).
For an IND(r) source, themiss-rate depends on the expected number of requests occurring
after amiss in an interval drawn fromU [(r−1)T , rT ]. If this number is, then themiss-rate
is 1/(1 + ). Since the expected length of such interval is (r − 1/2)T we obtain that the
expected number of requests in an interval drawn from U [(r − 1)T , rT ] is (r − 1/2)	. It
follows that the miss-rate of IND(r) is 11+(r−1/2)	 .
We now calculate the miss-rate through an EXC(r) source. We partition time into T -
intervals according to the EXC source refreshment cycle.We consider the following partition
of time into coarser intervals. Each coarse interval is a continuous range ofT -intervals. Every
cache miss has a corresponding coarse interval that starts with the T -interval that includes
the miss and ends just before the interval that includes the next miss. We now compute the
expected size (in number of T -intervals) of each coarse interval.
Each coarse interval is of length at least k, by deﬁnition of the extension factor. It is
of length exactly k if a request arrives in the (k + 1)th T -interval after the extended TTL
expires. The latter has probability (1− e−	(1−x)). Therefore, the probability that the length
of the coarse interval is at least k + 1 T -intervals is e−	(1−x). Given that the length of a
coarse interval is at least k+ 1 T -intervals, the probability that it is larger than k+ i, i2,
T -intervals is e−	(i−1) (the probability that i empty intervals follow the expiration interval).
Thus, the expected length of a coarse interval is
C(r, 	)= k(1− e−	(1−x))+ e−	(1−x)
(
k + 1+ e
−	
1− e−	
)
= k + e	(x−1)
(
1+ 1
e	 − 1
)
= k + e
	x
e	 − 1 .
The rate of the misses per T -interval is 1/C. Since the expected number of requests in a
T -interval is 	, the miss-rate is 1/(	C). 
The result proved in Lemma 6.1 is visualized in Fig. 6 where themiss-rate as a function of
r is plotted for the three sources. For AUTH and IND sources the tradeoff curve is convex and
monotonically decreasing. For EXC sources the tradeoff curve of miss-rate vs. extension is
concave between any two integral values of r , but is convex and monotone decreasing when
restricted to integral values of r . Notice that for high rates (large values of 	), the miss-rate
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Fig. 6. Miss-rate of different source types on Poisson requests with rate 	 = 10 with varying rejuvenation intervals
or extension factors.
of EXC(r) is ≈ 1/(	r), which is a step-like function with drops at integral values of r .
The ﬁgure also shows that across all request rates, EXC(r) outperforms IND(r) for integral
r’s but is outperformed by IND(r) on some intermediate values.
In practice the selection of the extension factor can vary with object and with time,
as to obtain a better balance of the degree of incoherence and the cost of cache misses.
Let us assume that for a particular object, the degree of incoherence is the average value
of the extension factor r , and the cost of cache misses is proportional to the number of
misses. We now ask, given maximum allowed incoherence, how to select extension factors
as to minimize the miss-cost. The form of the miss-rate vs. extension tradeoff curve of
EXC(r) implies that across all request rates, integral values of r provide the best tradeoff
of incoherence and miss-rate. In particular, a mix of consecutive integral values of the
extension factor incurs lower miss-cost than a non-integral extension factor with the same
degree of incoherence. (Amix of EXC(1) and EXC(2)with the same incoherence as EXC(1.5)
has lower cost.) However, with IND and AUTH sources, the dependence of miss-rate on the
extension factor is convex, and monotone decreasing as r increases. Thus, a ﬁxed value
of r would result in lower miss-rate than a mix of values with the same average degree of
incoherence.
We now consider rejuvenating sources. Let v < 1, and let r = 1/v, r = k + x, where
k = r, and 0x < 1.As a corollary of Lemma 6.1 andTheorem 4.1, we get the following
lemma:
Lemma 6.2. The miss-rate of a request sequence generated by a Poisson process with rate
	 is:
• 22+	(2−v) through an INDv source.
• 1
	v
(
k + e	vx
e	v−1
) through an EXCv source.
Fig. 6 shows the miss-rate dependence on the rejuvenation interval. The value 1/v can
be viewed as the “overhead” of the rejuvenating source. Lemma 6.2 reiterates that integral
values of 1/v are more effective, as non-integral values of 1/v often result in “negative”
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utility, where themiss-rate increases with overhead. For Poisson and integral 1/v values, we
observe a desirable tradeoff where the miss-rate is monotonic decreasing with the overhead.
Also observe that for integral 1/v, EXCv is more effective than INDv .
6.2. Requesting an object with ﬁxed frequency
In this section we consider a client-cache that gets requests for an object with ﬁxed
interrequest interval of f ∗ T (0 < f ) where T is the object’s lifetime. The following
lemma speciﬁes the miss-rate of the client-cache through EXC(r) when r is an integer for
almost every possible f .
Lemma 6.3. Let r be an integer. For a request sequence with ﬁxed inter-request times of
f ∗ T time units, the miss-rate through an EXC(r) source is:
• When f 1, the miss-rate is f
r
.
• When r
m+1 < f 
r−1
m
,wherem is an integer satisfyingm+1 < r , the miss-rate is 1
m+1 .
• When f = r − 1+ x, where 12k+1 < x 12k , for k1, the miss-rate is 1− kx.
• When f = r − 1+ x, where 12k < x 12k−1 , for k1, the miss-rate is kx.• When f > r , the miss-rate is 1.
Proof. When f < 1, we have a miss every interval of length rT . Therefore the miss-rate
equals to one over the average number of requests in an interval of length rT which is f
r
.
When r
m+1 < f 
r−1
m
, where m < r − 1, after each miss at time ti , the request ti+m+1
will be in time ti+(m+1)f T > ti+rT , and therefore, it is going to be a miss. On the other
hand, the request ti+j , for jm, will be in time ti + jf T  ti + (r − 1)T , and therefore
will be a hit. Thus, the miss-rate in this case is 1
m+1 .
Let f = r−1+x.We deﬁne a request ti as special if (ti−)mod T ∈ [0, xT )where  is
the displacement of the source. By the deﬁnition of EXC(r),  ∈ U [0, T ], so the probability
that ti is special is x for every i. By the deﬁnition of EXC(r) every special request is a miss.
The requests in between two consecutive special requests alternate with the ﬁrst request
after the ﬁrst special request being a hit the next one is a miss and so on until the request
preceding the following special request.
We associate every miss with the ﬁrst special request preceding it. We will calculate the
average (over the choices of ) of the number of misses associated with each request. It is
easy to see that this average is exactly the miss-rate.
Assuming  is such that ti is special, the number of requests between ti and the following
special request (including the ﬁrst special request but not the second) is either  1
x
 or  1
x
.
It is  1
x
 if an only if (ti − )mod T ∈ [0, (1−  1x x)T ). Assuming ti is special this event
happens with probability (1−  1
x
x)/x.
Let 12k+1 < x
1
2k . The argument above shows that the number of requests between
ti and the following special request is 2k + 1 with probability (1 − 2kx)/x and 2k with
probability 1 − (1 − 2kx)/x. In case there are 2k + 1 requests in between the two, then
k + 1 of them are misses, and in case there are k requests in between the two, only k of
them are misses. Therefore, the average number of misses associated with ti assuming ti is
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special is
(k + 1)1− 2kx
x
+ k x − (1− 2kx)
x
= 1− kx
x
.
Multiplying this by x, which is the probability that ti is special, we obtain that the average
number of misses associated with any request is 1− kx. This is also the miss-rate.
Let 12k < x
1
2k−1 then the argument above shows that the number of requests between
ti and the following special request is either 2k− 1 or 2k. In either case k of these requests
are misses. So assuming ti is special there are k misses associated with it. Multiplying by
the probability that ti is a miss we obtain that the miss-rate in this case is kx.
When f > r , then every request is a miss, and thus, the miss-rate is 1. 
As a consequence of Lemma 6.3, we get that the miss-rate through EXCv source is not
monotonic as a function of v, even if we consider only v’s such that 1
v
is integral. For
example, take a sequence of ﬁxed frequency request times with f = 3/4 + y, where
0 < y1/36. By Theorem 4.1, for v = 1/2, the miss-rate is the same as for a sequence
of requests at regular intervals with f = 3/2 + 2y, through an EXC(2) source. Hence, by
Lemma 6.3, we get that for v = 12 the miss-rate is 1/2+ 2y. For v = 1/3, the miss-rate is
the same as for a sequence of requests at regular intervals with f = 9/4+ 3y, through an
EXC(3) source. Thus, by Lemma 6.3, for v = 13 the miss-rate is 1/2 + 6y. Therefore, for
this sequence we obtain that it is better to use v = 1/2 than v = 1/3.
7. Conclusion
We considered age-related performance issues for a distributed system of caches that use
TTL-based consistency. Our analysis revealed interesting patterns that may seem counter-
intuitive. Despite the wide-scale use of TTL-based consistency (for web caches and within
the domain name system), its performance effects are not properly understood by practi-
tioners [3]. The models we used closely follow the true behavior of web caches and we
believe that our results provide insights for increasing the effectiveness of web caches.
Our results are complemented and supported by extensive simulations using Poisson and
Pareto arrivals and traces from web content caches [4]. In particular, these results further
demonstrate the presence of interesting dependencies of performance on the extension factor
or rejuvenation interval values. The patterns which we observe are similar for the heavy-
tailed Pareto, Poisson, and for actual request sequences, but yet, are not universal (e.g., does
not occur with ﬁxed inter-arrival times). An intriguing open question is thus to characterize
the class of request distributions for which these patterns occur.
Our work suggests some guidelines to follow when conﬁguring caches in a hierarchy.
here are few examples.
1. Since an EXC source outperforms an IND source we may want our cache to use the same
high-level cache consistently for each object.
2. If we conﬁgure a cache to rejuvenate we may want to keep it synchronized with its
client-caches.
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3. When we conﬁgure a cache to use longer lifetime we want to use a freshness lifetime
which is an integral multiple of the lifetime used by the source.
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