Abstract. In this article integro-differential Volterra equations whose convolution kernel depends on the vector variable are considered and a connection of these equations with a class of semi-Markov processes is established. The variable order α(x)-fractional diffusion equation is a particular case of our analysis and it turns out that it is associated with a suitable (non-independent) timechange of the Brownian motion. The resulting process is semi-Markovian and its paths have intervals of constancy, as it happens for the delayed Brownian motion, suitable to model trapping effects induced by the medium. However in our scenario the interval of constancy may be position dependent and this means traps of space-varying depth as it happens in a disordered medium.
Introduction
In last years the interplay between anomalous diffusion phenomena and integrodifferential (fractional type) equations have gained considerable attention by the scientific comunity. This is certainly due to the fact that fractional equations are very popular in applications and in the theoretical literature (see, for example, Meerschaert and Sikorskii [38] for general information). As non-local equations in the time-variable they are able to include memory effects in the evolution and this is certainly usefull in applications (see, for example, Hairer et al. [27] for very recent developments, see [38] or Metzler and Klafter [41] for a review of classical applications or Georgiou and Scalas [25] , Raberto et al. [45] , Scalas [49] for more exotic models). One of the first and more natural model is the so-called fractional diffusion related to the equation, for α ∈ (0, 1),
and with anomalous diffusion phenomena (see [41] for a review of these relationships). Equation (1.1) is said to be related with subdiffusive phenomena in the sense that the mean square displacement,
behaves as (∆x) 2 ∼ Ct α as t → ∞, for α ∈ (0, 1), Hence any model which can be associated with (1.1) is less then diffusive, since α ∈ (0, 1). From the probabilistic literature we know that the process associated with (1.1) is a Brownian motion time-changed with the inverse of an independent stable subordinator (this is due to Baeumer and Meerschaert [3] , see also Bazhlekova [5] for pioneering results on the fractional Cauchy problem). The resulting process is also called delayed Brownian motion (Magdziarz and Schilling [34] ) since its sample paths remain constant for time-intervals determined by the jumps of the stable subordinator: hence the process is delayed in the sense that the Brownian paths are stretched by the random time-change (see [34] also for a detailed investigation of the asymptotic of the delayed Brownian motion, or Capitanelli and D'Ovidio [13] for asymptotic properties of diffusion time-changed via independent inverse subordinators). Taken in full generality, the equation (1.1) has the form d dt t 0 (q(s, x) − q(0, x)) k(t − s) ds = Gq(t, x) (1.3)
where G generates a Markov process M . The corresponding process is the timechange of M with the inverse of an independent subordinator whose Lévy measure ν(·) is given by ν(t, ∞) = k(t) (this is due to Chen [16] ). We can say that this kind of processes are delayed in the same sense as for the delayed Brownian motion, since the paths remain constants due to the jumps of the corresponding subordinator. Intervals of constancy are a classical feature of semi-Markov processes (see Harlamov [28] for the modern formulation of the corresponding theory) and it is true indeed that the delayed Brownian motion and in general delayed Markov processes are semi-Markov (see Cinlar [20] and also Meerschaert and Straka [39] for the interpretation as limit of continuous time random walks). Hence the memory described by non-locality of the equation (in the time variable) is introduced in the sense that the lack of memory of the exponential distribution is lost, due the interval of constancy. The intervals of constancy of the delayed Brownian motion are suitable to model trapping effects induced by the medium, in case the traps are homogeneous in space. However the traps are often of space-varying depth in the sense that the strength of the trapping may be position dependent as it happens in a disordered medium (e.g. [23; 33; 52; 54; 58] ). In the present paper we provide a model which is suitable to include this heterogeneity. The starting point is the "variable order" generalization of (1.3), i.e., the equation by suitably choosing k. First we provide a connection of (1.4) with semi-Markov processes. It turns out that to construct the corresponding process one has to consider a Markov additive process (M t , σ t ) where the additive component σ t is strictly increasing and has a time-dependent Lévy measure which is determined by the path (the current position) of the Markov process M t . This construction will be made precise in Section 2 by means of the theory of Markov additive processes introduced by Cinlar [17; 18] . In the case of (1.5) the first coordinate M t is given by a Brownian motion. Now let L t = inf {s ≥ 0 : σ(s) > t} and define X(t) := M (L(t)). It is clear that M and L are now dependent processes and thus the random length of the intervals of constancy which are determined by the jumps of σ depends on the position of M . This gives rise to a very heterogeneous behaviour of the process: the trapping effect induced by the time-change is space-varying. When σ t behaves locally as an α(x)-stable subordinator whose order α(x) is determined by the position of M t the process M (L(t)) is associated with (1.5). We found under some technical assumptions on α(x) that, a.s., 6) where A is a suitable neighborhood of the region argmin(α(x)) and the condition on α(x) depends on the structure of A. For example suppose that there exists β > 0 small enough such that the region A β := {x ∈ R : α(x) < α min + β < 1} is bounded and has a Lebesgue null boundary, then (1.6) holds true for A β , for all β ≤ β 0 and some β 0 > 0, if 2α min < min (lim x→∞ α(x), lim x→−∞ α(x)) but if instead one has that the α(x) satisfies 2α min > min (lim x→∞ α(x), lim x→−∞ α(x)) there is attraction to infinity and so the process is diffusive, i.e., for all β ≤ β 0 and all K > 0, a.s.,
(1.7)
Another case we cover is when argmin(α(x)) is unbounded and argmin(α(x)) = A β for all β small enough: here the conditions on α(x) can be relaxed depending on lim x→∞ l (argmin(α(x)) ∩ [−x, x]), where l (·) is the Lebegue measure. In Section 4 we cover several situations of this type. Hence the trapping effect induced by the time-change, depending on α(x), can be so much stronger in the region argmin(α(x)) than in the rest of R that the amount of time spent by the process in that position grows linearly with t, as t → ∞, a.s. Further when α(x) satisfies some more restrictive conditions (including that the set argmin(α(x)) is a union of intervals and x → α(x) jumps on the minimum) we have proved that
Hence the behaviour of the resulting process is so heterogeneous that it is completely far from a diffusion since it spends a negligible amount of time far from argmin(α(x)) and in some cases the whole probability mass converges to the region argmin(α(x)). We call this phenomenon anomalous aggregation, inspired by Fedotov [22] who observed such a behaviour in the context of chemotaxis and anomalous subdiffusive transport. We remark that aggregating phenomena in the context of anomalous diffusion have been observed in other situations (e.g. [12; 33; 51] ), and that a connection with fractional order equations has been argued in [15; 23] ).
Construction of the process
We recall in this section some facts from the theory of Markov additive processes and semi-Markov processes (for this we refer to Cinlar [18; 19; 20] ) and we introduce our assumptions from the point of view of this theory.
2.1. Additive processes. Let (Ω, F, F t , M t , θ t , P x ) be a Markov process on R d and let σ = {σ t ; t ≥ 0}, be a family of functions from (Ω, (1) t → σ t is right-continuous with left limits, σ 0 = 0, σ t = σ ζ for any t ≥ ζ, (2) for each t ≥ 0, σ t : Ω → R m , is measurable with respect to F t and B (R m ),
In common situations, and in this paper, the second coordinate σ is one-dimensional and striclty increasing. Note that conditionally on a path M (s), s ≤ t the process σ(t) has independent increments and it can be decomposed analogously to the Lévy's decomposition as
where A is an additive functional of M (a drift component), σ f is a purely discontinuous process whose jump are fixed by M , σ c is a continuous component and σ d is stochastically continuous. If one assume that M (y) is a Hunt process with a reference measure and that σ = σ d is strictly increasing one can apply [19, formula (2.23) ] to say that
where H y is a continuous additive functional of M and ν(·, x) is a family of Lévy measures supported on (0, ∞) parametrized by x. In the present paper we deal with this kind of processes to construct a class of semi-Markov processes governed by (1.4) (see also [29] for construction of semi-Markov processes with regenerative sets).
2.2.
The semi-Markov model. In the present paper the process M defined as M = (Ω, F, F y , M y , θ y , P x ) will be a Hunt process on R, B R d , F y , i.e., it is right-continuous, y → M y is a.s. right-continuous, M is normal and strong Markov with respect to F y and quasi-left-continuous on [0, ∞) (the process is non-explosive). It will be further true that M y is a Feller process, and thus it is associated with a semigroup of operator {T y } y≥0 defined by (T y u) (x) = E x u(M y ), such that T y :
vanishing at infinity, and strongly continuous in the sup-norm · , i.e. T y u − u → 0 as y → 0. The process (Ω, F, F y , M y , σ y , θ y , P x ) will be an additive process with σ y one-dimensional, strictly increasing and constructed as follows. Let D ∈ R + ×R d be a Borel set and define
where l is the Lebesgue measure. For Borel sets D = A × S the measure µ gives, informally, the amount of time in A spent by M y in S ∈ B R d . When A is fixed we may define the measure on
By the definition of occupation measure we have that the identity
is valid for every (measurable) non-negative function u on R d . Hence we may assume on the line of (2.3) that by fixing A = [0, y] we have
where ν(·, w) is, for any w ∈ R d , the Lévy measure of some subordinator, i.e., it is supported on (0, ∞) and such that the integrability condition
is fulfilled for any w ∈ R d . Hence if µ M,A (dw) is absolutely continuous with respect to the Lebesgue measure one has that
where l M,[0,y] (w) is the Radon-Nycodim derivative (local time of M at w). Of course one can choose a version of the local time such that l X,[0,y] (w, ω) is a well defined r.v. for every
We will use the notation
where the functions
are such that λ → f (λ, x) are a family of Bernstein functions parametrized by x ∈ R d . We remark that f (λ, x) can be viewed as the Laplace exponents of the subordinators representing the increments of σ when M w = x (see Schilling et al. [50] for further information on Bernstein functions). We remark that the process (M t , σ t ) is a strong Markov process adapted to F t , and the strong Markov property holds in the sense that, for any F random variable Z and F t stopping time T , one has
We remark that the process (M, σ) = (Ω, F, F t , M t , σ t , θ t , P x ) is not a Markov process in the classical sense only because of the action of θ t (Item 4 of Section 2.1).
Consider now the process M y at the time t = σ(y). One can easily let the second coordinate of the Markov additive process (M y , σ y ) take value on the whole real line by considering the couple process (M y , z + σ y ) for z ∈ R, and we define for t ∈ R,
(2.14)
Then consider the random set
which is the range of z + σ(y) so that
where 17) and so
Then let
If we denote σ z (y) := z + σ(y) we can rewrite the quantities (2.19) as
Finally we are ready to define for any t ∈ R
Note that definition (2.21) is valid also for t < 0 and is equivalent to
Note that the process X(t) is a semi-Markov process in the sense that it enjoys the Markov property at any stopping time T such that 24) then one has that the couple process (X t , γ t ) is a (strong) Markov process (compare with Meerschaert and Straka [39, Section 4] ).
The governing integro-differential equation
Let Π t be the operator
In this section we establish a connection between the mapping
for suitable functions u, and the equation
and, for any s > 0,
and G is the generator of the Markov process M . In what follows we will often write as above q(t) instead of q(t, ·) or q(t, x), when the dependence on the vector variable x ∈ R d is not used. We will show that t → Π t u satisfies (3.3) in the mild sense, see below for the definition of mild solution. Let us remark that in the case
for α(x) strictly between zero and one, then one has
By substituting (3.7) in (3.4) we obtain the fractional derivative of variable order α(x): this is because when x → α(x) is constant the operator becomes a genuine fractional derivative of order α ∈ (0, 1) called the regularized fractional RiemannLiouville derivative and also Dzerbayshan-Caputo derivative (see Meerschaert and Sikorskii [38, Chapter 2] for a complete discussion). When x → α(x) is constant the genuine time-fractional equation has a well-known probabilistic interpretation since Baeumer and Meerschaert [3] : take σ α an α-stable subordinator independent from the Markov process M , let L α (t) := inf {s ≥ 0 : σ α (s) > t} and define
, then the mean value E x u(X(t)) satisfies the time-fractional equation. When the subordinator considered is not necessarily stable, but a general subordinator σ f with Laplace exponent f independent from M then the equation governing the mean value of X(t) = M L f (t) has been written down in different forms by several authors (e.g. [16; 30; 31; 32; 34; 35; 36; 40; 56; 57] ). The more general and at the same time explicit approach is proposed by Chen [16] : if M is a Markov process associated with a semigroup on some Banach space B generated by G and σ f (t) is an independent strictly increasing subordinator with Laplace exponent f (λ) and inverse process L f (t) then q(x, t) :
The reader can consult Capitanelli and D'Ovidio [14] for a different approach based on Dirichlet forms, Meerschaert et al. [37] for a detailed study of timefractional equations on bounded domains, also Bazhlekova [6] for an analytical study of integro-differential equations of the form (3.8) with completely monotone kernels and Beghin and Ricciuti [7] or Orsingher et al. [43] 
where h x (·) are the transition probabilities of the jump chain embedded in M and θ x the parameters of the exponential waiting times. See also Garra et al. [24] for the variable order fractional equation governing a counting process.
In this section we show that the equation (3.3) governs in the mild sense the mean value of general semi-Markov processes, obtained as a time-change, when M t is not necessarily stepped. We will assume throughout this section that the processes M t and (M t , σ t ) are Feller processes and thus they are associated with semigroups of operators, respectively, T t and P t , which map the Banach space of continuous functions vanishing at infinity (on R d and R d × [0, ∞)) equipped with the sup-norm · , into itself. The semigroups are also strongly continuous, i.e., they are such that T t u − u → 0 as well as P t h − h → 0 for t → 0 for any
We will denote the generators of T t and P t , respectively, (G, Dom(G)) and (A, Dom(A)). Recall that the generator is the operator
with domain
We will assume that C ∞ c R d ⊂ Dom(G) and we know that this implies (e.g. [11, Theorem 2.21] ) that G has the form
where c(x) ≥ 0, (l(x), Q(x), N (x, ·)) is a Lévy triplet for any fixed x ∈ R d with Q(x) ∈ R d×d symmetric a positive semidefinite and N (x, ·) satisfies
while the non-negative bounded function χ is a truncation function such that 0 ≤ χ(s) ≤ 1 − κ (s ∧ 1) for some κ > 0 and sχ(s) remains bounded. It is well known further that under these assumptions the operator G has the form [11, Corollary 2.23]
where q(x, ξ) is a continuous negative definite function with representation
and
We will further assume that q(x, 0) = 0 and that q has bounded coefficients in the sense of [11, eq. (2.33)], i.e.,
and hence we know (e.g [11, Theorem 2.33]) that T t is conservative and x → q(x, ξ) is a continuous function.
With the forthcoming result we characterize the generator of the couple process (M t , σ t ).
Proposition 3.1. Assume that the strong Markov processes M t and (M t , σ t ) are Feller processes associated with the semigroups of operators T t and P t as above. Let A be the generator of P t and assume that C
and so G and A are pseudo-differential operators; let q(x, D) defined as in (3.14) be the symbol of G. Assume q(x, 0) = 0 in (3.16) and that q has bounded coefficients in the sense of (3.18). Further let x → f (λ, x) be continuous and such that
Then we have that the Feller process (M t , σ t ) is generated by (A, Dom(A)) where A has the form
and hence the operator A is a pseudo-differential operator with simbol q(x, D) − f (D, x). Now note that in view of (3.19) we have that q(x, ·) − f (·, x) has bounded coefficients in the sense of [11, eq. (2.33) ]. Further since we have that x → q(x, ·) and x → f (·, x) are continuous we can apply [11, Theorem 2.36 ] to compute the symbol of the process (M t , σ t ) and we show that it is equal to q(
We prove that
We have that
where in the last step we have used (2.7). Now note that by (3.23) we can write, as t → 0+,
where in the last step we have used the fact that E x u(M t ) → u(x) as t → 0 for any continuous bounded function u and that q(x, D) is the symbol of the process M t .
In the forthcoming results it will be useful to know the following result.
Lemma 3.2. The processes M t and σ t don't jump simultaneously, a.s.
Proof. This is a consequence of [19, (1.6) 
d and Remark (2.8)].
Remark 3.3. Note that by Proposition 3.1 we have that A is a pseudo-differential operator whose representation is of the form (3.12) on R d+1 . Precisely we have that
where the jump kernel K(x, z, dy, dw) :
, since the processes M t and σ t don't jump simultaneously, a.s., by Lemma 3.2. Hence
Now we obtain some properties of the operator Π t and the corresponding mapping t → Π t u, which will be used in the subsequent results. The following auxiliary lemmas characterize the strong continuity with respect to
is the tail of a Lévy measure of some subordinator of infinite activity. Then, for any δ > 0, s, t ≥ 0, it is true that
Proof. Our first aim is to construct path-wise a proper subordinator σ such that regardless of the initial position x of M , stochastically σ s ≥ σ s for all s ≥ 0. This can be done as follows. Consider the dyadic decomposition of R + , that is
, and from σ t = s≤t ∆σ s define for any fixed t > 0 and the running trajectory of M
where B Ms−,
is a Bernoulli random variable with parameter p Ms−,
, M s− > 0 and zero otherwise. Conditionally on the path of M all Bernoulli random variables are independent of each other. Note that we have used thatū(s) = inf x∈R dν (x, s) with ν and u being the respective measures behind the respective tails. We note that for any t > 0, n ≥ 1 conditionally on
and we see that σ (n) t are Compound Poisson processes and clearly
where σ is a subordinator with
From now on fix t > 0 and x ∈ R d . We consider 0 < a l ↑ t. Let > 0. Then
From (3.29) we have that for any n ≥ 1
is independent of the initial position of the Markov process M . By Portmanteau's theorem we deduct that
Since σ is of infinite activity, that isū(0) = ∞, we obtain that lim sup
The other scenario when a l ↓ t is proved in the same fashion using that
Lemma 3.5. Assume that the strong Markov process M (t) is a Feller process and define
Then, under the assumption of Lemma 3.4 we have that the mapping
is uniformly continuous (strongly continuous with respect to · ).
Proof. Take an arbitrary sequence a n ↑ t. Recall that C 0 R d functions are uniformly continuous and hence pick u ∈ C 0 R d and fix > 0 such that one has |u(x) − u(y)| < whenever |x − y| < δ. Fix another arbitrary constant δ > 0. We have that
Recall the action of the translation operator θ t on L t , i.e., for any stopping time τ
and use (2.13) to say that
Hence we have by Lemma 3.4 that
Now let δ → 0 and use (3.32). Since is arbitrary and by repeating the same argument for a n ↓ t we get the result.
In the following proposition we characterize function spaces on which we want that the linear operators Π t and R λ := ∞ 0 e −λt Π t dt act. Proposition 3.6. Under the assumptions of Proposition 3.1 and Lemma 3.5 further suppose that for any λ > 0 there exist two positive constants c and
) and define
Then we have that
Proof. First we prove that
Recall that under our assumptions M is a Hunt process with a reference measure. Hence apply [19, Lemma 2.24] ) and use also the fact that, a.s., σ 0 (y) = σ 0 (y−) to write
Hence we have by a classical standard machine argument that, for any u ∈ B b R d ,
Hence if we define R as the potential operator of P t , i.e.,
we obtain
Since P t has the Feller property, we have that
which is integrable on (0, ∞). Hence
by the dominated convergence theorem since (t, x, z)
But since Ran(R) ⊂ Dom(A) one has that Rh(x, z) ∈ Dom(A) and
Now we can provide the form of the Kolmogorov equation of X t . We show that t → Π t u is a mild solution of
Note that this notion of mild solution is equivalent to the classical notion (e.g. [21, Def. 6.3]) valid for the abstract Cauchy problem
where G is a closed linear operator. Indeed a function q(t) is said to be a mild solution of (3.50) if
It is a known fact that t → T t u is a mild solution of (3.50) for any u ∈ C 0 R d (e.g. [1, Proposition 3.1.9]) and thus the following theorem provides the semi-Markov analogue of this fact.
Theorem 3.7. Under the assumptions of Proposition 3.6 we have that the mapping
is a mild solution of (3.48) for any u ∈ C 0 R d .
Proof. Let
and define
We have by [1, eq. (1.11)] that
and thus v(λ) ∈ Dom(G) by Proposition 3.6. Let
and then note that (3.41) implies
and note that, for h(x, z) := e −λz f (λ, x)u(x), one has
For z ≥ 0 one has instead by repeating the computation (3.41) above that Now if h(x, z) ∈ Dom(R), i.e.,
we could use [42, Lemma 3.5 .72] to say that −ARh = h if Rh ∈ Dom(A), but we proved this before. Hence, use this in (3.61) to find that
Now we have by (3.55)and (3.63) that
and since
we have by [1, Proposition 1.6.4] that
Note that since by Lemma 3.5 we know that
ds for all t ≥ 0, i.e., the function q(t, ·) is a mild solution of (3.48).
In the forthcoming Section 4 we will study the asymtpotic behaviour of X(t) = B (L(t)) as t → ∞. It turns out that some interesting and clarifying examples concerns the case in which x → f (λ, x) is a stepped function. Hence, for completeness, we provide the form of the Kolmogorov's equation of X t to cover the case in which x → f (λ, x) is not continuous. In this case, for example, the assumptions of Proposition 3.1 are not satisfied as well as the assumptions of Proposition 3.6. An inspection of the proof shows indeed that R λ u ∈ Dom(G) is a consequence of P t h ∈ C 0 R d and that h ∈ Dom(R) where h(x, z) = u(x)e −λz f (λ, x). In general this is no more true, even if we equip P t with the Feller property since x → f (λ, x) is not continuous.
However it turns out that the equation can be still written down as in Theorem 3.7 in an approximate sense. Hence we will consider an approximating sequence of Bernstein functions f n (λ, x), each one of which satisfies the assumptions used above and such that f n (λ, x) → f (λ, x) where x → f (λ, x) is not necessarily continuous but satisfies the assumption (3.19) and f n (λ, x) is bounded above and below by constants c n and C n (which can of course depend on λ). Hence we need to provide first a weak convergence result. Proposition 3.8. Assume that x → f (λ, x) is bounded below by c > 0 and above by C ≥ c and that (3.19) holds. Assume further that there exists a sequence f n (λ, x) → f (λ, x) such that, for any n the functions f n (λ, x) are Bernstein functions as in Propositions 3.1 and 3.6 with constants c n ≤ f n (λ, x) ≤ C n . Assume that inf c n > 0, sup C n < ∞. Now letū n (s) be the tail of Lemma 3.4 and assume that u(s) := inf nū n (s) is the tail of the Lévy measure of a subordinator with infinite activity. Let M be a Feller process as in Lemma 3.5. Let Π 
where h n (x, z) = f n (λ, x)u(x)e −λz and P n t denote the Feller semigroup of the process (M t , σ n t ). Note now that P n t h n (x, 0)
where in the last step the limit is moved inside the integrals by the bounded convergence theorem. Further note
which is integrable and thus R n λ u → R λ u by the dominated convergence theorem. Now we prove that t → lim n Π n t u is continuous by showing that t → Π n t u is uniformly continuous with respect to n. This can be done, under the assumption u(0, x) := inf nν n (0, x) = ∞ for any x ∈ R d with the same argument used in Lemma 3.5. Hence we can construct the subordinator σ such that stochastically σ n s ≥ σ s regardless of n (and x) as in Lemma 3.4. Hence define for any fixed t > 0 and the running trajectory of M 
and thus by the same argument we have lim sup
Now we can repeat the same steps as in Lemma 3.5 to say that t → Π n t u is continuous uniformly in n.
Here we provide the approximation of the Kolmogorov's equation of X(t), i.e., we show that t → Π t u is a mild solution of (3.48) in the following sense
(3.73) Proposition 3.9. Let M be the Feller process generated by (G, Dom(G)) under the assumptions on Theorem 3.7. Suppose that f satisfies the assumptions of Proposition 3.8 and further that
Then we have that the mapping
is a mild solution of (3.48) in the sense of (3.73).
Proof. We have by Theorem 3.7 that Π n t u satisfies
and since t 0 sup nν n (t−s, x)ds < ∞ we have by the dominated convergence theorem and Proposition 3.8 that
(3.77) Remark 3.10. Suppose that α n (x) is a sequence of functions such that there exist δ 1 > 0 and δ 2 > 0 small enough such that α n (x) < 1 − δ 1 and α n (x) > δ 2 , so they never reach the boundary 0 or 1 for any x and n. Define
Suppose α n (x) → α(x) pointwise. Then one has thatν n and f n satisfy the assumption of Proposition 3.9 since λ α n (x) is always included between to constants (depending on λ) c n and C n , such that inf c n > 0 as well as sup C n < ∞ and
where α = inf (x,n) α n (x) and α = sup (x,n) α n (x), is the tail of a Lévy measure with infinite activity.
The variable order diffusion equation and the anomalous aggregation phenomenon
In this section we study the asymptotic behaviour of the process X(t) = M (L(t)) in case the leading process M is a one-dimensional Brownian motion. Hence let G = 
The equation in Theorem 3.7 yields to
In Fedotov and Falconer [23] the authors considered the Fokker-Plank (forward) equation
which can be viewed as the forward equivalent of (4.2) (for details on the relationships between equations, see also Ricciuti and Toaldo [47, Section 5] and we suggest the instructive discussion in Straka [53] which fully justifies the meaning of (4.3) as a model for diffusive phenomena). They showed that a random walk on a lattice, which approximates the model behind (4.3) as t → ∞, converges in probability to the point at which α(x) has its minimum. They further ran some numerical simulations to validate their results. It turns out that the small value of the anomalous exponent completely dominates the long-time behaviour of subdiffusive system. The authors refer to this phenomenon as a "Black Swan" (term proposed by Taleb [55] ), to describe the crucial role of rares event with extreme impact. Similar aggregation phenomena where also observed for a symmetrical random walk by Fedotov [22] . In this section this phenomenon is investigated rigorously for the semi-Markov process (time-changed Brownian motion) which is related to (4.2) by the results in the previous section. Essentially our investigations validate the simulations in [23] under some technical assumptions on x → α(x). To be precise we discuss the asymptotic behaviour of two quantities, that is When the function α attains minimum on union of intervals we are able to determine whether lim t→∞ P (X(t) ∈ A) tends to 0 or 1 thereby mathematically confirming the outcome of [23] . We wish the stress that the existence of a limit for the first relation in (4.4) does not necessarily imply the existence of a limit for the second. We believe this to be the case in this setting but have not been able to establish this in complete generality. We also believe that this "aggregation phenomenon" can be shown also for other Feller processes, e.g., a stable process, and thus further investigation in this direction are needed. We start with the introduction of some notation. For any set A ⊆ R we set
For brevity we shall use H t := H t (A) when A is clear. Then, if l (∂A) = 0 < l (A) then it holds, without a loss of generality, that
where σ 1 , σ 2 are two independent increasing processes constructed from σ as follows
(4.7)
Denote next A + = A ∩ R + , A − = A ∩ R − and assume for the time being that A = A + . Also we introduce
Reserve τ for the inverse local time at zero of the Brownian motion B. It is wellknown that τ is a stable subordinator of index 1/2. Furthermore, from [9, Chapter 9] we have that
is a driftless subordinator with Lévy measure say Π χ and Laplace exponent Φ χ (u) = − log E e −uχ(1) , u ≥ 0. Since we use extensively two results on the growth of subordinators, see [8, Chapter III, Theorems 13 and 14], we state them here for convenience. Some general and recent results on the growth of Lévy processes can be found in [2; 48] . (1) If h : (0, ∞) → R + is a function such that h(t)/t increases then a.s. With the help of these well-known results we can get the following growth result for the occupation measure H. Proposition 4.3. If χ(1) has a finite mean or the Laplace exponent Φ χ is regularly varying at zero of index α ∈ (0, 1), then, for any ε > 0 small enough a.s.
Proof. From (4.12) and the fact that τ is a stable subordinator of index 1/2 we get almost surely The proof of (4.13) then follows by a pathwise argument in the following fashion. Set u(t) = max s > 0 : τ (s) ≤ t 2+ . Then
.
From (4.15) which holds for any ε > 0, we conclude that there exists δ = δ(ε) > 0, such that u(t)/t 1+δ → ∞, t → ∞. Therefore,
. Now, the first relation of (4.13) follows from the strong law of large numbers, when E [χ(1)] < ∞ and from Theorem 4.1, when Φ χ is regularly varying of index α ∈ (0, 1) at zero. Indeed in the latter case there is a deterministic f χ regularly varying of index 1/α such that (4.11) holds. Thus
) is regularly varying of index 1/α + δ/α we can use the Potter's bounds, see [10, Theorem 1.5.6 (iii)], to ensure it is true that g χ (t) ≥ Ct 1/α+δ/α−c , 0 < c < δ/α, C ∈ (0, ∞), and therefore
The fact that the last equals zero in turn follows from Theorem 4.1(1) applied with h(t) = t 1/α+δ/α−c where in relation (4.10) we have that ∞ 1Π χ (h(t)) dt < ∞ since Φ χ being regularly varying of index α ∈ (0, 1) at zero implies thatΠ χ (h(t)) is regularly varying of index −1 − δ + cα < −1 at infinity, see [8, Chapter III.1] .
The second relation of (4.13) follows a similar pattern. Noting that with u(t) = max s > 0 : τ (s) ≤ t 2− we have that τ (u(t)) > τ (t 2− ) we arrive for some δ = δ( ) > 0 at lim sup
The arguments then proceed as in the previous case.
Next, let us consider two cases which distinguish between the scenario when A is bounded or not. Proof. Since H τ (t)
∞ ∼ E [χ(1)] t we can use this relation in (4.13) and change variables therein.
Having established sufficiently precise asymptotic behaviour of the occupation measure the next aim is to find under what conditions σ 1 (H t ) or σ 2 (t − H t ) can be compared to σ 1 , σ 2 at deterministic times. From Corollary 4.4 we arrive at the following result. provided there exists α ∈ (0, 1) such that for any 1 > 0 small enough a.s.
where σ α stands for a suitable stable subordinator of index α ∈ (0, 1) defined on the same path space as σ 1 .
Proof. If (4.18) holds true then a.s. for some constant C ∈ (0, ∞) depending on the path and 1 > 0
From Corollary 4.2 we conclude that for any 2 , 3 positive and small enough
Now, for fixed > 0 we can choose i , i = 1, 2, 3, so small that for given 5 > 0 small enough
Thererefore, from the second relation in (4.16) we arrive at
This proves the first limit in (4.17) and the second follows in the same manner.
Here and hereafter for any stochastic process Y = (Y t ) t≥0 with paths that are a.s. right-continuous with left limits we use (∆Y ) t≥0 := (Y t − Y t− ) t≥0 for the jump process related to Y . We need the following elementary result. 
If V (L(t))/σ(L(t)) → 1 almost surely then almost surely, for any η ∈ (0, 1),
Proof. The proof that follows is rather trivial. We observe that since on the event
The result now follows from the assumption that V (L(t))/σ(L(t)) → 1 in distribution. Relation (4.20) follows from the fact that on
which cannot happen for arbitrary large t on the event lim t→∞
σ(t) = 1 , which is of probability one.
Remark 4.7. All subsequent results are stated under the assumption X 0 = 0 a.s.. However, as X(t) = B(L(t)) and B is recurrent all these limit results are clearly valid with X 0 = x a.s. for some x ∈ R.
We start with a simple but illuminating example, which covers the case when α takes only two values. for any > 0 small enough. Also, we get in the same fashion that
If α 2 > 2α 1 then from the second relation of (4.24) and the first relation of (4.25) we get that almost surely
see (4.6) for the definition of σ. Recall that in this setting the underlying Markov process in the definition of X(t−) = M (L(t)−), see (2.21) , is the Brownian motion B and X(t−) = B(L(t)) from the continuity of B. Now since l (∂A) = 0 we have that P (∃t ≥ 0 : σ(t) − σ(t−) > 0; B(t) ∈ ∂A) = 0. This is true since first almost surely it is true that l ({t ≥ 0 : B(t) ∈ ∂A}) = 0, second almost surely then it holds that
third from (2.9) and σ being a composition of two stable subordinators we have that 27) and forth relation (4.27) implies that since {t ≥ 0 : B(t) ∈ ∂A} is independent of σ and of zero measure then the probability of σ jumping at times in this set is zero. However, from (4.26) we have that
To check the latter note that σ 1 (H t ) ≤ σ(t), t > 0. Assume that there is > 0 and a set A of positive probability such that on A
Clearly we can choose t 0 , t 1 > 0 and eventĀ such that
Then P ( A ∩Ā) > 0 and we work with trajectories in A ∩Ā. Then for any η ∈ (0, 1) we have that for any t > t 1
Setting η → 0 and using that lim η→0 σ(
Fix η ∈ (0, 1) and set
and (4.28) holds true then the conditions of Proposition 4.6 are satisfied in the almost surely sense and we have from (4.20) that almost surely there exists t 0 depending on the path and η such that
, where the very last inequality follows from fact that a.s.
Since η is arbitrary we get that
which proves (4.22) . Let next 2α 1 > α 2 . Then using exactly the same arguments and (4.25) we arrive at
and almost surely
However, if, for some K > 0, we set H t (1), H t (2) the occupation measures of the Brownian motion of [0, K] \ A and [−K, 0), then
Clearly, the same reasoning for H t applies to H t This allows us to deduct that (4.30) is further augmented to
As before we can again deduct that
This concludes the proof.
Let us now assume that α : R → (0, 1), sup x∈R α(x) < 1 and set α * = min x∈R α(x) > 0. Assume further that there exists β small enough such that A β = {x ∈ R : α(x) < α * + β < 1} is bounded and satisfies 0 < l (A β ) < ∞ and for any 0 < < β, l (A ) > 0. Also let l (∂A ) = 0 for all ≤ β. Without loss of generality let A β ⊆ R + . Denote by H s (β) the occupation measure of A β as above and σ 1 (H s (β)) the process in the decomposition (4.6). Then we have the result. Lemma 4.9. With the conditions on A β and α above we have that for any β > ε > 0 small enough
Proof. Recall that the intensity measure of σ is in general
From (4.34) the density of the intensity measure of σ can be estimated uniformly on (s, x) ∈ R + × R as
and for ε < β on (s,
Therefore, if σ η is a stable subordinator of index η assume that we can construct pathwise stable subordinators of index α * , α * + ε, α * + β such that
where c 1 , c 2 > 0 and in the second inequality we have truncated the jumps less or equal to 1. However, from an easy application of Corollary 4.2 to both σ α * , σ α * +β at infinity we get almost surely that for any > 0 as small as we wish
(4.39)
Henceforth as long as 
Γ(1−α(x)) which ensures the positivity of v x ,v x on R + × A β . Then on A β the total intensity of the sum of the three independent processes is
or the process is also the sum of two independent copies of time changed stable subordinators σ Then the intensity of the thinned process is given for x ∈ A ε by v x (s) = hs
or that of a time changed stable process whose jumps smaller than 1 have been trimmed away.
However, (4.32) and (4.33) can be combined with (4.16) to yield the following almost sure estimates on the growth of σ 1 (H s (β)). Next, we estimate the growth of σ 2 .
Corollary 4.11. Let α, A β be as in Lemma 4.9. Assume in addition that α
for all small enough.
Proof. Fix ε > 0. Let K > 0 be large enough so that sup x<−K |α(x) − α J | ≤ ε/100 and sup x>K |α(x) − α I | ≤ ε/100. Let = ∞ a.s., (4.43) for all η 1 > 0 small enough. Next, note that
Precisely, as the construction leading to (4.38), denoting α • = min {α I , α J }, we can show that
where ε/100 < η < ε/2 and c 1 , c 2 correspond to time changes related to estimates of the densities precisely as in (4.36) and (4.37), and σ · stands for stable subordinator of index · ∈ (0, 1). However, as in (4.16) we have that H
• t grows almost surely sublinearly and thus we can conclude that for any such η small enough lim inf
Since K can be chosen as large as we wish and thus ε and η as small as we wish, we deduct via (4.44) and (4.43) the validity of (4.42) for all small enough. This settles the proof of the corollary.
Then the following result holds true Theorem 4.12. Let α : R → (0, 1), α * = min x∈R α(x) > 0, max x∈R α(x) < 1 and
Also let there exist β 0 small enough such that for all β 0 ≥ β, the set A β = {x ∈ R : α(x) < α * + β < 1} is bounded and satisfies 0 < l (A β ) < ∞ and also l (∂A β ) = 0. Then,
(2) and if 2α * > min {α I , α J }, for any K > 0,
Proof. Recall that X(t) = B(L(t)). Let 2α * < min {α I , α J } and choose β > 0 small enough so that even 2α * + 2β < min {α I , α J }. Choose β < β so that the conditions of the theorem are satisfied. Then using Corollaries 4.10, 4.11 we get precisely as in the proof of Lemma 4.8 that the equivalent to (4.26) relation holds, that is 
where for any
Then the proof follows precisely as the proof of case 2α 1 > α 2 of Lemma 4.8.
When A 0 = {x ∈ R : α(x) = α * } is a bounded disjoint union of intervals which implies that l (A 0 ) ∈ (0, ∞) and for all small β > 0, A 0 = A β , where A β = {x ∈ R : α(x) < α * + β}, then we have the stronger result which localizes in probability the anomalous diffusion. Theorem 4.13. Let α : R → (0, 1) and A 0 = {x ∈ R : α(x) = α * } = i I i , be bounded and where I i are disjoint intervals. Let also l (A 0 ) ∈ (0, ∞), l (∂A 0 ) = 0 and for all small β > 0, A 0 = A β , where A β = {x ∈ R : α(x) < α * + β}. Finally, let α * = min x∈R α(x) > 0, max x∈R α(x) < 1 and
Then if 2α * < min {α I , α J } it holds true that
For clarity let us consider a special case which is of greatest interest.
Corollary 4.14. Let α : R → (0, 1) be piece-wise constant taking values 0 < α 1 < α 2 < · · · < α n < 1. Let A = {x ∈ R : α(x) = α 1 } be a finite union of intervals such that l (A) ∈ (0, ∞) and min {lim x→∞ α(x);
We proceed with the proof of the Theorem 4.13.
Proof of Theorem 4.13. If 2α * < min {α I , α J } we choose β > 0 small enough that A = A β . From (4.48) we get that
where we recall that X(t) = B(L(t)), L(t) = inf {s > 0 : σ(s) > t} and from (4.6) and the assumptions of the theorem
Therefore (4.20) of Proposition 4.6 is valid and hence for any η ∈ (0, 1)
where we have used that P (∆σ(L(t)) = 0) = 0. Henceforth, if (4.50) fails then for any η ∈ (0, 1) and some c ∈ (0, 1) 53) where the very last inequality follows easily from σ 1 H L(t) ∈ ((1 − η) t, t) and (1 − y) −α1 y α1−1 dy, where D > 0 is the multiplication of the constant of the potential density and (4.34). However, for any η small we then get that
which contradicts (4.53). Therefore, we conclude that (4.50) holds true.
Proof of Corollary 4.14. Relation (4.50) is an immediate consequence of Theorem 4.13. The proof of (4.51) in fact carries on using the same arguments as in the proof of Theorem 4.13. We summarize them as follows:
• since 2α 1 > α j then from Corollary 4.10 and Corollary 4.11 we deduct that lim t→∞ σ 2 (t − H Let us now assume that α : R → (0, 1) and set α * = min x∈R α(x). Assume further that A = {x ∈ R : α(x) = α * < 1} satisfies the growth Assumption (G) with 1 > c 1 ≥ c 2 ≥ 0, see (4.54) . Also let us suppose that l (∂A) = 0 and A = A β = {x ∈ R : α(x) < α * + β < 1} for all β > 0 small enough. The occupation measure of A is as in (4.55) as above. The next statement estimates the growth of different pieces of σ. Denote σ(t) = σ 1 (H t ) + σ 2 (t − H t ) = σ Then from (4.59) and using c 1 ≥ c 2 we get the first relation of (4.62). The second follows from the first relation of (4.64) and the fact that c 1 ≥ c 2 combined with (4.60). Relation (4.63) is deducted precisely as in the proof of Corollary 4.11 using the facts that t − H t ∞ ∼ t since 1 > c 1 ≥ c 2 ≥ 0 and (4.59).
We are now in a position to state the main result of this section. Proof. The first relation of (4.65) is established precisely as in the proof of Theorem 4.12 using the different growth for the occupation measure in this case. The second relation of (4.65) is proved with the same method as in the proof of Theorem 4.13 noting that on A, σ 1 is stable subordinator of index α * and the contradiction this would trigger thanks to (4.20) of Proposition 4.6 provided we assume that lim inf t→∞ P (X(t) ∈ A) < 1. Relation (4.66) is again as the proof of Theorem 4.12.
