In this article, a recursion formula for computing the singular point quantities of the infinity in a class of quintic polynomial systems is given. The first eleven singular point quantities are computed with the computer algebra system Mathematica. The conditions for the infinity to be a center are derived as well. Finally, a system that allows the appearance of eleven limit cycles in a small enough neighborhood of the infinity is constructed.
Introduction
In the qualitative theory of planar polynomial differential systems, contributing to Hilbert's sixteenth problem, the bifurcation of limit cycles is a hot but difficult problem. For the polynomial differential system dx dt = P(x, y),
when P(x, y) and Q(x, y) are of degree at most n, in the case of the bifurcation of limit cycles at the origin, a lot of work has been done; most of it has been reported in [1, 2] . For the case of the infinity, the research is mainly concerned with the following 2n + 1-degree system:
X (x, y) + (−y + δx)(x 2 + y 2 ) n ,
X (x, y) + (x + δy)(
where X k (x, y), Y k (x, y) are homogeneous polynomials of degree k in x, y. For this system, the equator Γ ∞ on the Poincaré closed sphere is a trajectory of the system, having no real singular point. Γ ∞ is called the infinity of the system. As far as the number of limit cycles bifurcated from the infinity (large-amplitude limit cycles) is concerned, there are some results as follows: cubic system, four limit cycles in [3] , five limit cycles in [4] , six limit cycles in [5, 6] , seven limit cycles in [7, 8] ; quintic system, five limit cycles in [9] , eight limit cycles in [10] . Let I n be the maximum number of limit cycles in the neighborhood of the infinity of an n-degree polynomial differential system. There were found I 3 ≥ 7, I 5 ≥ 8. In this paper, we get I 5 11.
A way of studying bifurcation of limit cycles is to compute the focal value of the singular point. In [3, 11] , the authors gave a new method that changed the calculation of focal values of the real system into the calculation of singular point quantities of a complex system.
In this paper, we consider the following real polynomial differential system:
where X k (x, y) = i+ j=k A i j x i y j , Y k (x, y) = i+ j=k B i j x i y j are kth homogeneous polynomials, k = 2, 3, A i j, B i j , δ ∈ R and λ = 0. In Section 2, we will introduce some known results. In Section 3, we will deduce a recursion formula for calculating singular point quantities of the infinity and get the first eleven singular point quantities of the concomitant system for system (3) δ=0 at the infinity. In Section 4, using the singular point quantities that we get in Section 3, we will discuss the centre conditions and fine focus conditions of system (3) δ=0 . In Section 5, we will give an example which has the form of system (3) and allows the appearance of eleven limit cycles in the neighborhood of the infinity. Therefore, we get I 5 ≥ 11. As far as we know, this is the first time that a quintic polynomial differential system has bifurcated eleven limit cycles from the infinity.
All calculation in this paper was done with the computer algebra system Mathematica.
Preliminary results
System (2) in polar coordinates (x, y) = (cos θ/r, sin θ/r ) becomes
where
We write the solution of (4) satisfying the condition r | θ =0 = h as
where By complex transformation
system (3) becomes a class of complex autonomous differential systems: 
and a jk , b jk satisfying the conjugate condition a jk = b jk . We say that systems (3) and (7) are concomitant. According to [3, Theorem 3.2'], we have:
For system (7) δ=0 , we can derive successively the following series:
Such that dF dT
where f 5k (z, w) = α+β=5k c αβ z α w β is a homogeneous polynomial of degree 5k with c 0,
is the mth singular point quantity of system (7) δ=0 at the infinity, and for v 2m+1 (2π ), the mth focal value of system (3) δ=0 at the infinity, we have v 2m+1 (2π ) : iπ µ m ; here "∼" is the symbol of algebraic equivalence. v 2m+1 (2π ) : iπ µ m means that there exist ξ (k) m (k = 1, 2, . . . , m − 1), polynomial functions of the coefficients of system (7) δ=0 , such that
From Lemma 2.2, the focal values of system (3) δ=0 can be deduced from the singular point quantities of system (7) δ=0 . It is obvious that the infinity is a center of system (3) δ=0 if and only if all µ m = 0 (m = 1, 2, 3, . . .).
3. The recursion formula and the computation of singular point quantities at the infinity From Lemma 2.2, we can deduce a recursive formula for calculating singular point quantities of system (7) δ=0 at the infinity. Theorem 3.1. For system (7) δ=0 , for any positive integer m, µ m can be deduced using the following formulae:
When α < 0 or β < 0, c αβ = 0,
Proof. From Lemma 2.2, differentiating both sides of (9) with respect T along the trajectory of system (7) δ=0 we get
with
From ( 
Applying recursion formula (12) and (13) to the computing of the singular point quantities of system (7) δ=0 at the infinity, and simplifying them, we have the following: Theorem 3.2. The first eleven singular point quantities of system (7) δ=0 at the infinity are as follows: (1) If a 12 = b 12 = 3 or r = 0, then 
Substituting (20) into every expression for µ k and simplifying them we can easily complete the proof.
Theorem 4.2. For system (7) δ=0 , all the singular point quantities of infinity are zero if and only if the first eleven singular point quantities of infinity are zero. i.e., one of the four conditions of Theorem 4.1 holds. Relevantly, the four conditions of Theorem 4.1 are the center conditions of (7) δ=0 at the infinity.
Proof. If condition (I) or (II) holds, then, according to the theory of Lie-invariance given in [11, Theorem 2.6] or [1, Theorem 4.15], we know that the infinity is a center of system (7) δ=0 . If condition (III) holds, then system (7) δ=0 is
Hamiltonian. If condition (IV) holds, then system (7) δ=0 has an integrating factor F(z, w) = (zw)
6−a 12 −b 12 a 12 +b 12 −2 . So, all the singular point quantities of system (7) 
Bifurcation of limit cycles at the infinity
Now we consider bifurcation of limit cycles at the infinity for perturbed system (3), which is the polynomial differential system; the solution of system (4) r = r (θ, h) = r (θ, h, δ) is analytic with parameter δ at δ = 0. So we have
where ϕ 2m+1 (a αβ , b αβ , δ) are analytic at δ = 0, m = 0, 1, 2, . . . . Because the sign of the focal values of the infinity has reversed eleven times, from [3, Theorem 6.6] there exist eleven limit cycles in a small enough neighborhood of the infinity of system (3).
