use similar methods as [4] and [11] .
Then it is necessary to analyse carefully what is meant by "near a maximum of height u." In Section 2 we derive the "ergodic" definition, i.e. the definition which is possible to interpret by the aid of relative frequencies in a single realisation. 'lhis definition has been treated previously by Leadbetter, 1966 [5] , and it turns out to be related to Kac and Slepian's horizontal window definition.
In Section 3 we give a representation of {(t) near a maximum as the difference between a non-stationary normal process and a deterministic process, and in Section 4 we examine these processes as u -oo.
We have then to distinguish between two cases. where co and C are independent random variables (rv), co has a standard normal distribution and C has the density z exp (-z), z > 0. Thus, in the neighborhood of a very low maximum the sample functions are fourth degree polynomials with positive t4-term, symmetrically distributed t3-term, and a negatively distributed t2-term but without t-term. where co(t) is a non-stationary normal process whose second derivative is a Wiener process, independent of C which has the density zexp (-z), z > 0.
The term A% t15/5! "disturbs" the process in such a way that the order of the distance which can be surveyed is reduced from I/lul (in Case A) to I/1u12.
The results are used in Section 5 to examine the distribution of the wave-length and the crest-to-trough wave-height, i.e., the amplitude, discussed by, among By using A(h, h') as an approximating condition for a local maximum of height u at t = 0, we arrive at a conditional distribution, which, following Kac and Slepian, we call "the conditional distribution given maximum in vertical-horizontal window sense" (= vh-sense). The proof is deferred to the Appendix. We see that if we want to make frequency statements about a single realisation, observed over a long time, we have to use the distribution (5), i.e., vh-sense. Other definitions of a maximum will give results similar to those considered here. Since it is impossible to give a natural ergodic frequency interpretation of these definitions we do not give details.
3. Explicit formulas for a normal process. We shall now make full use of the normality of the process and derive an explicit representation of the process given a maximum of height u at t = 0. We begin with some definitions. Here the first factor is the ch.f. of an n-variate normal variable with mean u * G, and covariance matrix S2.1, while the second factor is the ch.f. of an n-variate rv C * G3 where C has the probability density q( *, u). Thus we find that (4(t1), * * *, {(tj )'
can be written as a sum of two independent n-variate rv's, a normal variable (A(tl), **., A1(tn))' with E(Al(tk)) = u -(Gl)k = U* A(tk) and Cov (A1(tj), A I(tk) ) = (S2.1)jk = C(tj, tk) and a singular variable (A2(t0), -.., A2(tn))' with A2(tA) = * (GA= . B(tk) where C has the probability density q( *, u). Changing sign in q(, u) and replacing Al(t) by uA(t) + AI(t) we get THEOREM 3. Given a maximum of height u at t = 0, 4(t) has the same finitedimensional distributions as the process uA(t)+A1(t)-A2(t) where A1 and A2 are two independent stochastic processes, A1 a non-stationary zero-mean normal process with the covariance function C(s, t) and A2 a deterministic process given by A2(t) = tB(t). The rv C has the probability density z exp (-(z -22u)2)/2(A4 -222))/k(u) (z > 0).
4. The process in a neighborhood of a very low maximum. In Theorem 3 we saw how a maximum of height u affects the sample functions. Now we shall study this influence in a special case when it can be suspected to be particularly strong, viz. which will give the result. To be able to examine A(t), B(t), and C(s, t) when s, t -+ 0 we must make some further assumptions about r(t) for small t. CASE A. Let rlv(t) = 24-26 t2/2 + 0(t2), t -O 0 so that r(t) = 1 -22 t2/2 + 24 t4/4! -26 t6/6! + 0(t6). With probability one, this process has a continuous second derivative with the nice covariance function 24-26 t2/2 + 0(t2) and it can be expected to behave very regularly. It will be found that the spectral moments affect the distributions only through the following functions. This is the ch.f. of an n-variate rv -Cp(t12/2 ... tn2/2)' where C has the probability density z exp (-z), z > 0.
Since the limit-ch.f. is factorized, co and C are independent and we have derived the limit distribution of juj3 {4(tIjuj)-u}. The proof is complete if we change the scale in the appropriate way.
We can observe that this choice of norming constants, a = 3 and b = 1, is the only one which leads to a non-trivial limit of F1. It-is easily proved that such a process can be represented as This gives the first two terms of the limit process IB. The last term follows from H2 as in Theorem 4.
CASE B. Modifying the assumptions about r(t) we require r'(t) = 4-|5 Itj

Applications. Let the process {(t) have a maximum of height u at t = t, and
the next minimum at t = t2. Put TU = t2 -tl; bu = WO l-(t2).
Then we call T. the wave-length and 6. the (crest-to-trough) wave-height. We shall consider the ergodic distribution of these variables given a maximum at t1 = 0. In order to describe their limit-distribution as u -+ -oo we define the corresponding quantities for the stochastic polynomial FA(t) given by (14), i.e., as u -oo.
OUTLINE OF PROOF. A natural way to prove this theorem is to expand the process A1(t) of Theorem 3 in a power series around the origin and use the expansions of Lemma 4 for the functions A(t) and B(t). In this way we can approximate *A(t, u) by a polynomial and then it is not difficult to prove the convergence stated. A complete proof, using a function space model for A1, can be found in [7] .
The general distribution of the wave-length and wave-height is not easily evaluated. However Theorem 6 is strong enough to disprove a hypothesis sometimes found in the literature [10] . According to this the wave-height 4(t1) -(tD and the mean-level (4(t1)+ (t2))/2 are independent rv's with the probability densities o1 2xexp (-x2/2o2), x > 0 and (27ro2f-exp (-x2/2of)) respectively, where a, and o2 depend on the spectral moments, .i.e., are Rayleigh-and normaldistributed rv's. A simple consequence of the hypothesis is that Jult has an asymptotic gamma-distribution when u -oo.
Since this conflicts with Theorem 6 the hypothesis is wrong. A(h, h') ).
In order to prove Theorem 1 we have to determine the limit liMh,<O P(A(x, h, h') )/P (A(h, h') ).
LEMMA Al. LEMMA A3. With the same technique as above we can now calculate E (N'(x, u, h) ). Define N(x, u, h) ). Then the following lemma is a direct consequence of Lemma A4. N(u, h) ).
limh'.O P(A(x, h, h'))/P(A(h, h')) = E(N(x, u, h))/E(N(u, h)). Lemma A3 is a direct combination of Lemma
Since the left-hand side of the last relation is exactly the quotient (A4) and tends to F?(x, u) as h -+0, Theorem 2 follows. problem in Section 5 which led to these investigations and to the referee for proposing a short proof of Lemma Al.
