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We introduce the concepts of temporal Griffiths phases and dynamical phase coexistence. These
provide a simple solution for a long-standing problem in theoretical ecology, the so-called “savanna
problem”. The challenge was to understand why in savanna ecosystems two vegetation forms (trees
and grasses) coexist in a robust way with large spatio-temporal variability, but without either of
them taking over. We propose a simple model, a variant of the Contact Process, which includes two
extra features: varying external (weather) conditions and tree age. The system fluctuates locally
between an active (woodland) and an absorbing (grassland) phase of the underlying pure contact
process. This leads to a highly variable stable active phase, which we name “temporal Griffiths
phase”, characterized by active and absorbing patches coexisting dynamically. We expect temporal
Griffiths phases to be relevant in other contexts in physics, biology or social sciences.
PACS numbers: 05.50.+q, 02.50.-r, 64.60.Ht
Savanna biomes appear across a wide range of climatic
and ecological conditions, and are characterized by the
stable, though variable, coexistence of two distinct types
of vegetation, trees and grasses [1]. They can be loosely
defined as having a discontinuous tree layer superimposed
on a grass background. For fixed climatic conditions, the
density of trees varies widely both in space and time;
in some cases, a sort of cyclic transition between emp-
tier distributions and more dense ones has been reported
[2]. The savanna problem is a long standing puzzle [1]:
how is it possible that there is a long-term coexistence of
trees and grasses, without the superior competitor tak-
ing over, as happens in other ecosystems (grasslands or
woodlands)? A tentative answer to this question is pro-
vided by niche models in which, assuming (soil, rain, etc)
heterogeneities, each life form occupies the regions for
which it is a superior competitor [3]. This type of solu-
tion is conceptually unsatisfactory and is, anyhow, not
supported by recent empirical observations [4, 5].
Alternative mechanisms suggest stochastic explana-
tions relying on demographic and environmental fluctu-
ations, which generate dynamical heterogeneities [4–7].
For example, the storage effect hypothesizes that birth
rate variability promotes species coexistence in commu-
nities of long-lived organisms, so that in an environment
which is frequently adverse, a long life span buffers trees
against extinction [6]. Other, similar in spirit, buffering
mechanisms have also been proposed [4]. Key features of
savannas, consistent across years and climatic regimes,
to be taken into account in any sound model, are [4, 5]:
i) Weather conditions are variable, ii) annual precipita-
tion has been reported to enhance and limit the maxi-
mum tree-cover [8], iii) adult trees live long lives (up to
a thousand years) and iv) the dispersion of tree seeds is,
mostly, limited. Other factors as tree-tree and tree-grass
competition/facilitation, fire, grazing pressure, have been
scrutinized [9]. Actually, even if specific predictions are
difficult to achieve, some of the existing models, including
many effects and parameters, reproduce the main traits
of real savannas [4, 5, 10]. However, these models do not
clarify which ingredients are necessary to produce long
term coexistence and which are superfluous.
To underline the relevance of the savanna problem,
let us translate it into the language of Physics: savan-
nas do not correspond to homogeneous states (phases),
but are, instead, characterized by phase coexistence be-
tween a “grass phase” and a “wood phase”, with vari-
able spatio-temporal distributions [1]. In equilibrium, the
Gibbs’ phase rule establishes that coexistence between
two phases is limited to a one dimensional manifold where
both are identically stable. Thus, parameter fine-tuning
is required to observe coexistence while, generically, a
single phase dominates.
Obviously, the savanna problem is not an equilibrium
one, but luckily, the situation is far more rich away from
equilibrium. Indeed, a few non-equilibrium mechanisms
have been described where phase coexistence appears
without fine-tuning, i.e. in a broad region of parame-
ter space [11, 12]. One such example is the Toom cellular
automaton in which favoring externally one of the phases,
the other can still be stable. This, as well as other re-
lated models [13], has been used to justify the stability
of complex structures in a noisy world, with important
implications in biology and computer science [12, 14]. In
all such examples, a mechanism for the elimination of “is-
lands” of the favored phase in a “sea” of the unfavored
2one is required to preserve coexistence [12].
We have scrutinized Toom’s and related models to look
for an explanation to the savanna problem. Unfortu-
nately, the rules of all the known models are rather ar-
tificial, anisotropic and, in the best of the cases, the do-
mains of coexistence are narrow [13]. Hence, it is hard to
imagine any of such models, or variations of them, as the
basis of a generic explanation of the savanna problem. A
novel type of mechanism is called for.
Our goal here is to construct a minimal stochastic
model in which all features not essential for phase coex-
istence in savannas are purposely set aside. Our perspec-
tive is that of general principles in Statistical Mechan-
ics and our approach borrows from previously proposed
“storage” and the “buffering” mechanisms [4, 6, 10].
Model building. Consider the simple contact process
(CP) [15, 16]. Each node (i, j) of a two-dimensional
square lattice can be either occupied zi,j = 1 (tree) or
vacant zi,j = 0 (grass). The dynamics is as follows: a
tree is randomly selected, and it is removed from the
system with probability d, otherwise, with probability b,
it generates an offspring, which is placed at a randomly
chosen nearest neighbor (n.n) provided it was empty (i.e.
short-range seed-dispersal). Every time a tree is selected,
time t is increased by 1/N(t), where N(t) is the total
number of trees in the system; t is increased in one unit,
corresponding to one Monte Carlo (MC) step or “year”,
whenever all trees have been selected once on average.
Fixing d, an absorbing phase transition, in the very ro-
bust directed-percolation universality class [16], appears
at some critical value bc. For b > bc the system is ac-
tive (woodland), while for b < bc it is in and absorbing
(grassland) phase. Note that if the system reaches the
absorbing state, the situation is irreversible, it remains
indefinitely trapped in it. Now, we introduce the follow-
ing two extra ingredients:
i) Fluctuating external conditions: We assume
that the birth probability depends on external conditions
(mostly annual precipitation, but also fires, etc [8]), so b
becomes a time-dependent random variable. To account
for possible temporal correlations in weather conditions
we take a colored noise as follows. With probability q a
new value of b is extracted from an uniform random dis-
tribution in [bmin, bmax] at each MC step, otherwise (with
prob. 1−q) b is kept fixed. Here, we take bmin = 0, while
bmax is the control parameter. This models weather cy-
cles of typical length 1/q. In a similar way, one could
include more periodic weather oscillations, as those in-
duced by “El Nin˜o”, which lead to similar results.
ii) Age: Field studies reveal that the mortality dis-
tribution of some savanna trees is consistent across years
and climatic regimes [17], and that they have long lifes-
pans. To model this we define trees with an intrinsic age-
variable, a(i, j) measured in years. The death probability
is taken to be age-dependent: d → d(a(i, j)). In partic-
ular, a random number, η, is extracted from a Gaus-
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FIG. 1: Schematic representation of the system dynamics.
The underlying pure model has two homogeneous phases: ac-
tive (woodland) and absorbing (grassland), separated by a
critical point (the transition could also be discontinuous as in
Fig. 3). The control parameter fluctuates in time and shifts
from one phase to another (droughts and rainy periods). This,
combined with long-living trees, prevents the system from
reaching a homogeneous steady state.
sian distribution of mean am and variance σ (typically,
am = 100 and σ = 20). If a(i, j) ≥ η then the selected
old tree is removed; otherwise nothing happens.
Model de-construction. We now analyze the roˆle of
each new ingredient separately. Taking a fluctuating b
and a fixed death rate, i.e. no age effect, the system
shifts randomly between the tendencies to be in the active
(tree density larger than zero) and in the absorbing (zero
tree density) phase of the underlying pure model, see the
zigzagging line in Fig. 1. A similar temporally disordered
dynamics was studied in the directed-bond percolation
model in [19]; a phase transition different from directed-
percolation was reported. For bmax > bc, the system
hovers around its critical point, while, if bmax < bc (resp.
bmin > bc) the fluctuating system is in the absorbing (ac-
tive) phase, i.e. it is a grassland (woodland). In principle,
if the time series of b happens to be adverse (i.e. b < bc)
for a sufficiently long time interval, any finite system falls
into the absorbing state; i.e. the system has variability
but little resilience towards long adverse periods.
The effect of weather correlations is as follows: for
0 < q << 1 the birth rate is constant for long periods
and the system typically jumps, every 1/q years, from a
pure CP homogeneous state to another one; thus, when b
takes a value smaller than bc it falls ineluctably into the
absorbing state. Instead, for q ≈ 1, the b changes very
fast, the system does not have the time to relax to any
pure CP steady state and, instead, reaches an averaged
density value (solid curve in Fig. 2). For intermediate
(realistic) values, the system exhibits much larger oscil-
lations which resemble those in real savannas [2].
On the other hand, taking q = 0, (i.e. no weather
variability) the model becomes a CP with age. For this,
if trees die at a fixed given maximum age, am, the den-
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FIG. 2: Time evolution of the tree-density in different cases.
All curves except the dotted one (am = 30, σ = 6) are for
am = 100, σ = 20. The dashed-dotted curve (q = 0, i.e.
model without variability) exhibits damped oscillations. The
solid line (q = 1) shows large variability, while the dashed
and dotted curves are for q = 0.03 (intermediate variability).
Notice that the one with smaller maximum age (am = 30;
dotted curve) does not survive to an adverse period, while its
analogous for large age (am = 100; dashed curve) does.
sity is known to exhibit damped oscillations in time, of
period 2am, and to converge asymptotically to a steady
value [18] (see dashed-dotted line of Fig. 2). Our model
exhibits analogous, though more variable, damped oscil-
lations, and converges either to the absorbing or to an
active homogeneous state. Separating these two regimes
there is a directed percolation phase transition. In this
case the system is resilient but has little variability. Ob-
viously resilience grows with the maximum age.
Once age and correlated variable conditions are
switched on simultaneously, the full model, as we illus-
trate in what follows, exhibits variability and large re-
silience (see the dashed and dotted curves in Fig. 2); the
larger the maximum age, the larger the resilience. The
system fluctuates locally between the absorbing and the
active phases, but it is able to preserve “islands” of the
unfavored phase in a “sea” of the dominant phase, as re-
quired for generic phase coexistence. This is the basic
mechanism of dynamical phase coexistence.
We have also implemented other traits of savannas.
Establishment age: Young, non-established, trees are
much more susceptible to die due to fire, grazing, etc,
than already settled ones [1]. In particular, if a(i, j) ≤
aest, with the age of establishment, aest, of the order of a
few years (typically 1 or 4), the selected tree is removed
with probability d. The main effect of this is to generate a
lower, effective birth rate. Density-dependence: Neg-
ative and positive local density-dependent death proba-
bilities account for tree-tree competition and facilitation,
respectively. Both of these effects have been reported to
act in savannas [9]. To model competition between young
trees (a(i, j) ≤ aest) and their neighbors we increase their
death rate as a function of the number of occupied n.n.,
d(i, j) = 1 − exp(−
∑
n.n.(i,j) zi,j). Contrarily, to model
strong facilitation we consider d(i, j) = 1 for z = 0 and
z = 1, and d(i, j) = 0 for z ≥ 2 for a(i, j) ≤ aest.
Model analysis. Computer simulations show that,
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FIG. 3: (a) Phase diagram for the underlying pure model
(q = 0) in the case of strong facilitation; observe the dis-
continuous transition and the hysteresis loop. (b) Stationary
tree-density ρs vs maximum birth probability bmax, averaged
over surviving realizations for the model with competition,
q = 0.1, am = 100, aest = 1, and system sizes N = 40
2 (di-
amonds), N = 802 (squares) and N = 3202 (circles). Inset:
average time τ to fall into the absorbing state vs the system
size N on a log-log scale, at different values of bmax above the
transition point bcmax ≃ 0.105. At b
c
max, τ grows as (lnN)
3.68,
while τ diverges as Nα for bmax > b
c
max (with α proportional
to bmax), indicating that the active temporal Griffiths phase
is stable when N →∞.
while the underlying pure model (q = 0) without density-
dependence or with competition exhibits a continuous
absorbing phase transition (as schematized in Fig. 1), for
strong facilitation the transition is discontinuous, with a
broad hysteresis loop (see Fig. 3a), implying that around
the transition the two coexisting phases are very differ-
ent. In Fig. 3b we plot the stationary tree density as
a function of bmax for the model with variability rate
q = 0.1, showing the existence of an active phase (this
is very robust against parameter changes). Fig. 4 shows
snapshots of such phase for different parameter values at
different times ((a) and (b) have the same parameters),
illustrating the large spatio-temporal variability. In the
case of facilitation, more compact clusters are observed
(as justified by the underlying discontinuous transition).
These snapshots are visually very similar to pictures of
real savannas [2]; observe the presence of irregularly dis-
tributed tree clusters of different sizes and shapes. Hence,
density-dependence controls the order of the transition
and the shape of clusters, but it is not essential to have
an active phase exhibiting dynamical coexistence.
Let us now scrutinize the stability of the active phase:
does it survive to large adverse periods? In the inset of
Fig. 3b we observe that, remarkably, the average time τ
for tree-extinction in the active phase (bmax & 0.105),
diverges with the system size, N , as Nα (with possible
log corrections), where the exponent α depends on bmax.
This is in contrast with the usual exponential increase
of τ in the standard CP and related models, and resem-
bles very much the so-called (spatial) Griffiths phases
appearing in systems with quenched disorder [21]. In
such phases, exponentially rare regions survive for ex-
ponentially large times, generating a phase with generic
power-law behavior and “activated scaling” [21]. Here,
4(a) (b)
(c) (d)
FIG. 4: Snapshots of the system for different versions of the
model with q = 0.01 and bmax = 1. (a) and (b) correspond
to the same realization with aest = 4, competition, and two
different times. The system fluctuates locally and globally
between small and large densities, as in real savannas. (c)
Facilitation, aest = 4. (d) Competition, aest = 1. Notice the
large variability and heterogeneity.
we do not have spatial disorder but temporal random-
ness. A simple argument, analogous to the ones devised
for standard Griffith phases [21], permits us to ratio-
nalize the presence of generic power-laws in the active
phase. The probability to have a sequence of τ adverse
(absorbing) weather conditions is γτ = exp−(µτ), with
γ = (bc/bmax) and µ = −log(γ). Therefore, the charac-
teristic time it takes for this sequence to occur is exp (µτ).
On the other hand, the typical time T required to reach
the absorbing state in the absorbing phase of the CP
can be obtained from 1/N ∝ exp(−T/ν), where ν is a
non-specified characteristic time for the density decay.
Assuming that, on average, the system dies when the
“dry period” τ becomes of order T , we obtain that the
mean life time is exp(µτ) ∝ Nµν , entailing algebraically
long surviving times (see inset Fig. 3b). Thus, the active
phase of systems with time-disorder is truly stable in the
large N limit, and we call it a “ temporal Griffiths phase”.
This provides a theoretical explanation for the stability
of dynamical phase coexistence. An analysis of the crit-
ical properties and scaling in the Griffiths phase will be
presented elsewhere (for instance, spreading experiments
lead also to generic power-laws).
Note that this mechanism is independent of lifespan
and occurs even for age-less trees. Thus, strictly speak-
ing, the only essential ingredient for dynamical phase co-
existence is the presence of external varying conditions.
Nonetheless, the stability and robustness of coexistence
is much enhanced, if age and weather correlations are
included in the model. Note, for instance, that ν in-
creases with am so that age strongly stabilizes the active
phase and enlarges the survival time of the absorbing
one (i.e. age provides a mechanism for further stabiliza-
tion of active “islands” in and absorbing “sea”). On the
other hand, weather correlations enhance variability, as
discussed above. Hence, these extra features convert the
model into a much more reliable description of savannas.
Summing up, we have a sound description of savannas
based on the dynamical coexistence of the active and
absorbing phases of an underlying pure model. This gives
rise to a truly stable active: a temporal Griffiths phase,
for which varying external conditions are essential.
Other applications are: i) Considering precipitation
gradients with a dry and a humid limit, our model shows
how the central (savanna) part interpolates between lim-
iting pure phases (desert and forest). ii) If one considers
different species of trees, with different typical lifespans,
the short-living ones become extinct much faster than
long-living ones, providing an evolutionary explanation
for the larger lifespans of trees in drier savannas. In a
future work we plan to feed the model with real precip-
itation time series and compare the results with actual
savanna data. We expect that the concepts of “dynam-
ical phase coexistence” and the concomitant “temporal
Griffiths phases” will be relevant and useful for a large
variety of problems and fields.
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