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many real-world scenarios, however, data is only partially labelled and thus requires so-called semi-
supervised techniques, which can utilise both labelled and unlabelled data. While unlabelled data
is often obtainable in abundance, labelled datasets are smaller and potentially biased. This thesis
presents a method called distribution matching, which offers a way to do feature selection in a
semi-supervised setup. Distribution matching is a wrapper method, which trains models to select
features that best affect model accuracy. It addresses the problem of biased labelled data directly
by incorporating unlabelled data into a cost function which approximates expected loss on unseen
data. In experiments, the method is shown to successfully minimise the expected loss transparently
on a synthetic dataset. Additionally, a comparison with related methods is performed on a more
complex EMNIST dataset.
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1. Introduction
In data science and machine learning, datasets with many dimensions, or features, are a
common occurrence. Text documents, for instance, can be represented by word counts.
In such a dataset, the number of dimensions equals the size of the vocabulary [16].
Another example are datasets used in genetic analysis, where tens of thousands of
genes are each represented by a feature [19]. Datasets of such high dimensionality
often demand large storage and network bandwidth capacities. Additionally, training
a model to perform a specific task – say, to predict the response to drug treatment from
genetic data – might not require all available dimensions. Instead, in this scenario, only
a small set of genes might determine the response to a specific drug. A model which
uses all genes as features in training might even over-fit to the irrelevant genes.
These over-fitting and feature relevance issues can be addressed with feature
selection [17], which chooses a subset of all features according to some criterion. In the
case of drug response prediction, the criterion might seek to maximise the accuracy
that a model can achieve with a certain number of features. Another common goal
of feature selection is to reduce redundancy between the features of a dataset. By
selecting meaningful features, human understanding of a dataset and its dimensions
can be improved as well.
If feature selection involves training models, for example if it is used to optimise
accuracy of a given model, then labelled training data is required. These feature se-
lection methods are called wrappers [21]. However, real world datasets often provide
only small samples of labelled data. The internet and databases, on the other hand,
contain vast amounts of unlabelled data. This could for instance be unprocessed mea-
surements, comments from social media, or scraped images from websites, or genetic
data of people for whom medical records are not available.
Furthermore, a small labelled dataset is often less representative of the data
generating distribution than the extensive unlabelled data. Humans who labelled the
data might be biased, or chose a biased data sample to assign labels to. For drug
response prediction, this might be a subset of patients in the full dataset that had a
particular illness caused by specific genes, instead of a balanced set of patients with
all possible illnesses. The labelled set might also simply be too small to represent a
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balanced picture.
Feature selection which leverages both labelled and unlabelled data is called semi-
supervised [29]. Especially in the case of biased labelled data, semi-supervised feature
selection is expected to provide an advantage in optimizing model accuracy on unseen
data, when compared to supervised feature selection which only utilises the biased
labelled data.
Research into semi-supervised feature selection wrapper methods is scant. A
recently published survey [23] lists only four methods of that kind ([1, 2, 22, 27]),
which do not focus on distributional differences between labelled and unlabelled data.
This thesis looks to extend the field by presenting a new semi-supervised fea-
ture selection wrapper method, called distribution matching. The proposed approach
in particular addresses the problem of labelled datasets which do not represent the
generating distribution. It does so by weighing prediction losses of individual data
points in a cost function, based on distances between labelled and unlabelled data
points. As a result, the weighed labelled data used in the cost function approximates
the distribution of the unlabelled data.
On a synthetic dataset, it is shown that distribution matching succeeds in min-
imizing the expected loss on unseen data for a selected feature subset and classifier.
The proposed method is compared to similar methods on the EMNIST handwritten
digit dataset [11].
After defining the problem statement tackled by distribution matching in the next
section, relevant background theory is explained in Chapter 2. Chapter 3 introduces
and explains the distribution matching method. Based on the definition, experiments
are conducted in Chapter 4 to both analyse and compare the presented method to
similar methods. The implications of these experimental results, as well as possible
future work, are discussed in Chapter 5. Finally, Chapter 6 summarises the findings.
1.1 Problem statement
The objective of a feature selection method is to minimise expected error on unseen
data instances. In a model development scenario, these unseen data instances are
represented by an evaluation or hold-out dataset. If the model fj(x), trained on a
selected subset of features Sj, tries to approximate the ground truth y of a data point
(x, y), then the definition of the expected error, or expected loss, on unseen data is
L˜ = E(x,y)∼G (L(fj(x), y)) . (1.1)
Here, L is an arbitrary loss function that determines the individual loss between the
prediction and ground truth of a data point. The expectation is calculated over data
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points (x, y) that follow data generating distribution G. This distribution is the one
that new unseen data points are expected to come from.
In the semi-supervised setting considered in this work, the presence of unlabelled
and labelled data is assumed. Data points (x, y) in the evaluation dataset, as well
as the unlabelled dataset, follow the generating distribution, while the labelled data
does not necessarily do so. The problem that distribution matching tries to solve, is
to minimise the expected loss over all possible Sj under these conditions where there
may be distributional differences between labelled and unlabelled data.

2. Background
In this chapter, relevant concepts and related work are explained. The concept of
feature selection is merged with the concept of semi-supervised learning to obtain
semi-supervised feature selection.
To introduce a common notation for the remainder of the thesis, datasets will
be represented as (xi, yi) pairs where i ∈ [n] and [n] = {1, . . . , n}. The data points
are specified by xi, which are m-dimensional vectors. Each element of the vector
corresponds to one data dimension, or feature. The set of all m available features will
be denoted by S.
Each data point has a corresponding label or ground truth yi, which might not
be known. If it is known, the data is called labelled, else unlabelled. In a modelling
scenario, a model f(xi) tries to capture the relationship between xi and yi from a
training dataset, and evaluates how well it succeeded on an evaluation dataset.
2.1 Feature selection
This section about the topic is in large parts based on the comprehensive reviews in
[17] and [21]. Feature selection is the process of selecting a subset of features from
a larger set of available features S. Let the subsets be denoted by Sj, where j ∈ [p]
enumerates the considered p feature subsets.
Feature selection provides various benefits for different situations. A smaller
feature set in modelling leads to faster training and run times of models. Over-fitting
can be avoided by removing redundant or correlated features. In the context of models,
having fewer features might also improve understanding of models since they become
less complex. If the model structure allows, the impact of each feature on the decision
can even be extracted. Examples of these kinds of interpretable models include linear
models and decision trees. Aside from modelling, albeit less commonly, feature selection
can also be done with aims such as data compression or to gain understanding of the
data without training models.
Mathematically, feature selection tries to optimise a loss function or cost function
c(Sj) when selecting Sj. Commonly used cost functions are information theoretic crite-
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ria like the Akaike information criterion, or model performance measured by accuracy
or residuals. The feature selection algorithm attempts to find a solution that is as close
as possible to a global or at least local optimum of c(Sj).
Feature selection reduces the dimensionality of data explicitly by selecting fea-
tures, as opposed to other dimensionality reduction techniques which generally trans-
form features as well.
There are three different categories of feature selection methods; filter methods,
embedded methods, and wrapper methods. To which one a method belongs depends
on whether it includes the training of models, and if the models select features as part
of the training process.
Filter
Filter methods in feature selection are methods which analyse the data xi without
modelling the relationship to labels yi. If labels are available, they can be used simply
as additional information about each data point. Often filter methods are used as a
data preprocessing step. According to some criterion, some features are selected and
others discarded. For the most part, these criteria are based on how correlated or
how similar features are. The goal is to minimise redundancy. The advantage of filter
methods is that they are independent of a model and can prepare a dataset for later
use even before the specific application scenario is determined.
Commonly, these methods aim to optimise a trade-off between relevance and
redundancy of features, which is often based on correlation between features them-
selves and between features and class labels. A survey of filter methods, including the
aforementioned, is presented in [8]. Other examples of filter methods select features
or groups of features based on mutual information with the class labels, or based on
different information-theoretic criteria such as the Akaike information criterion (see,
e.g., [8] and [25]).
Embedded
Embedded methods do feature selection embedded in model training. This means that
the objective function during model training is adjusted so that a model inherently
prefers a certain feature subset. Often times this is done by regularisation. The advan-
tage of embedded feature selection is that it does not require an extra step in addition
to model training and is specific to the chosen model. Therefore it generally results in
better model accuracy than a filter method. The disadvantage however is that a model
designed for embedded feature selection needs to be available.
Common models that allow for embedded feature selection are those that allow
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for a regularised loss function which punishes large amounts of features, such as LASSO
linear regression [6]. Other examples of embedded feature selection are neural networks
[20] and specifically regularised SVMs [10].
Wrapper
Wrapper feature selection methods wrap a feature selection method around the model
training. This means that models fj(x) are trained for different feature subsets Sj.
According to the cost function c(Sj), calculated on a model instance, the best subset will
be chosen. The advantage is, like with embedded methods, that the feature selection
is optimised towards a particular model and hence often leads to better results than
filter methods. Furthermore, this method does not require models which are adjusted
for feature selection during the training phase, as is the case with embedded methods.
Instead, feature selection can be wrapped around any kind of model without the need
to adjust or understand the model. The disadvantage is that wrapper methods often
require a model to be trained many times on different subsets Sj. For this reason they
are generally the most computationally expensive variant of the three.
A wrapper feature selection method requires the definition of three required com-
ponents:
1. A search method over the space of all feature subsets,
2. a cost function c(Sj) indicating goodness of a feature subset, and
3. a machine learning model.
A search method is required since the number of possible feature subsets is 2m
if there are m features. Hence the amount of models which would need to be trained
quickly becomes too big for investigating the entire space. The search for the globally
best feature subset is an NP-hard problem [5] and therefore needs to be approximated
for larger m.
The model and an adequate cost function to measure its performance can be cho-
sen freely depending on the requirements and provided data. A common performance
measure would for example be the accuracy of a model trained with feature set Sj.
2.1.1 Relevant work
Over the last decades, many search methods have been developed for feature selection
wrappers. One of the most well-known wrapper methods is greedy forward selection [9].
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Greedy forward selection
Greedy forward selection is one of the simplest and fastest search algorithms for wrap-
per methods. For a subset Sj of features, the algorithm tries to add each remaining
feature from S that is not yet in Sj. The feature providing the best performance gain
is kept as an addition to the subset. Starting from an empty set, the subset is thus
grown one by one, until a stopping criterion is reached. Schematically, the algorithm
works as follows:
1. Start with empty set of features Sj = {}
2. ∀s ∈ S\Sj create new sets S?j ← Sj ∪ s
Train model f ?j (x) with features in S?j
Calculate c(S?j ) on f ?j (x)
3. Keep the best performing S?j as new Sj: Sj ← argminS?j
(
c(S?j )
)
4. Stop if stopping criterion is fulfilled, otherwise proceed with step 2 using the
new Sj
The stopping criterion commonly is either a fixed number of features required for Sj,
or if c(Sj) starts to rise again from the previous step. That would mean the addition
of the last feature has led to decreased model performance.
Greedy forward selection is an efficient search algorithm since it has a polynomial
complexity, conditional on how the stopping criterion depends on n. In practice, the
size of the final feature set grows slower than n, hence the degree of the polynomial is
between 1 and 2.
Due to its simplicity and efficiency in selecting features [9], greedy forward selec-
tion remains a widely applied method and shall also be the search algorithm which is
used in this thesis for distribution matching.
Related methods
A noteworthy related approach is greedy backward elimination, which follows the same
principles but starts from the full set of features S, and eliminates individual features
until a stopping criterion is reached. A hybrid approach that can add or remove features
to a given subset, depending on which has the best effect on accuracy, is also known.
Compared to greedy forward selection this has the advantage that features can be
removed again later, if redundancies or new interactions emerge. Similarly, unlike with
greedy backward elimination, features can be added again. These advantages, however,
come at the price of a more extensive and complex search strategy. Both greedy
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backward elimination, and the hybrid approach, are also discussed in [9]. Beyond
these, [21] debates a range of alternative search methods with varying complexity,
which are however not used by methods discussed in this thesis.
2.2 Semi-supervised learning
The cost function proposed in this thesis for distribution matching relies on labelled
data, as well as on unlabelled data. Using both these types of data is referred to as
semi-supervised learning. The n data points are divided into nl points with known
labels y, and nu points where y is unknown.
Semi-supervised learning is one of three learning paradigms, and extends the
first two – unsupervised and supervised learning – to deal with the mix of labelled
and unlabelled points by using their distributional information. Some sources define
additional paradigms to these three, but those are beyond the scope of this thesis. For
an in-depth review of the differences, the introduction paper [29] by Zhu et al. can be
recommended. The same author has also written a literature survey on semi-supervised
learning [30].
Unsupervised learning
Unsupervised learning describes all algorithms that do not require labels y. These algo-
rithms commonly learn properties such as distribution or structure of a dataset instead
of modelling it. The two most prominent applications are dimensionality reduction and
clustering. In dimensionality reduction, a dataset with n data points and m1 features
is transformed so that the same n data points are described by only m2 < m1 features.
In clustering, data points are assigned to groups so that points within a group behave
in a similar way. Unsupervised learning approaches can help with understanding a
dataset and its distribution, or with reducing data to a smaller set that is easier to
handle.
Supervised learning
Supervised learning describes algorithms that utilise the full tuple (x, y), usually by
modelling the dependence between x and y with a model f(x). These learning algo-
rithms can span from simple linear regression to highly complex neural networks [12].
Over the last several decades, plenty of model types ranging from decision tree models
to Support Vector Machines (SVM) [24] have been developed for various kinds and dis-
tributions of data. Each model makes its own assumptions about the data. Supervised
learning is used to understand a relationship between x and y, as well as to predict the
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labels for future data points.
Semi-supervised learning
With partly labelled data, the labelled subset of points can be used for supervised
learning as described above. The unlabelled data points are not useful for supervised
learning directly, but can still provide insights about properties of the data, such as
data distribution, by means of unsupervised learning. The insights into properties
of data points x gained with unsupervised learning is of higher quality when using
both labelled and unlabelled data, compared to just using one or the other. Those
properties, such as data distributions, can be used for improving the quality of the
supervised approach for the nl labelled data points in turn.
2.3 Semi-supervised feature selection
Semi-supervised feature selection is feature selection done in a semi-supervised setup.
In a scenario where unlabelled and labelled data is available, both should be used not
just for model training, but also for feature selection, to obtain the best results.
The available labels, for a subset of the data points, can be used both as addi-
tional information about those points, or to train models. Therefore, all three feature
selection categories presented in Section 2.1 can be applied. The same advantages and
disadvantages of each also apply here, although the efficiency of utilizing all information
contained in both labelled and unlabelled data determines how well a feature selection
method performs. For labelled data this kind of information would primarily be the
ground truth, and for unlabelled data it would be the distribution of data points.
For a wrapper approach like the one presented in this thesis, there are two pos-
sibilities to integrate unlabelled data points into the usually supervised setup:
1. In the cost function c(Sj)
2. In the models fj(x)
The cost function can include information from unlabelled data by introducing
terms calculated on it, in addition to a performance measure of a supervised model
that is only based on labelled data points. These terms could for example be weights
or penalties based on the data distribution. Another option is to predict labels for
the unlabelled data points using a model trained on labelled data points, and thus
providing a ground truth for the full n = nl + nu data points.
The model training can be adjusted by using a semi-supervised model training
approach. Since the wrapper method works independent of the model it is wrapped
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around, this approach does not alter the feature selection method itself.
2.3.1 Relevant work
The research that has been done about semi-supervised feature selection is nicely sum-
marised in [23]. This section is a summary of their findings, with a particular focus on
the wrapper methods related to the approach presented in this thesis.
Filter Most semi-supervised feature selection methods are in fact filter methods that
do not rely on models. They mostly construct graphs of data points, encoding
the structure in labelled and unlabelled data. This is done by defining distances
between data points (see, e.g., [14, 15, 28]). Labels for unlabelled data points can
be inferred from labelled data points in the same part of the structure. Features
in graph-based methods are commonly selected independently of the labels, by
testing which features best preserve graph geometry.
Embedded Embedded feature selection methods in the semi-supervised setup often
use sparse models, which inherently ignore certain features, after labelling the
unlabelled data. This effectively creates a supervised setup. Another approach
entails the use of semi-supervised support vector machines (S3VM) which are
specifically built for dealing with semi-supervised data and select features by
enforcing sparsity as well [3].
Wrapper For wrapper methods in semi-supervised feature selection there is the least
amount of previous research, according to [23]. The wrapper methods that exists
are based on one or more models, which are trained on the labelled data and
expand the labelled dataset by predicting labels for the unlabelled data (see
[1, 2, 22, 27]). In the case of multiple models, the label with the highest confidence
gets assigned to a data point. Feature selection is then done with standard
wrapper methods for labelled data, like forward selection.
From a semi-supervised perspective, these methods utilise both labelled and un-
labelled data with three different methods:
Graphs With graphs, relationship between data points is encoded as geometric struc-
ture. Labels for unlabelled data points are inferred from closeby labelled points.
Self-training In self-training [2] and co-training [1], models are trained on the labelled
data points and the set of labelled points is extended by predicting labels on
unlabelled data points.
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Semi-supervised model A semi-supervised model internally can use both labelled
and unlabelled data points for training. An example is the S3VM.
Of the semi-supervised feature selection methods presented in [23], two in particular
have similarities with distribution matching. The locality sensitive discriminant feature
method, detailed in [28], is similar since it also utilises a form of distance measures
between data items. Forward semi-supervised feature selection, which is presented in
[22], is similar in that it uses a wrapper method based on greedy forward selection.
Locality sensitive discriminant feature
Locality sensitive discriminant feature (LSDF) is a semi-supervised feature selection
filter method for classification tasks, presented in [28]. The algorithm creates graphs
from data points and ranks features according to how well they preserve local graph
structure. The survey [23] has mixed results for performance of semi-supervised feature
selection methods, depending on the dataset. However, because this method still seems
to be one of the better performing methods, and because it uses a form of distance score
between data points for constructing the graphs, it will, in Chapter 4, be compared
against distribution matching.
Specifically, LSDF constructs two graphs with data points as vertices. The first
is a within-class graph, which has edges between labelled data points with the same
label. It also contains edges between data points if they are K-nearest neighbours of
each other and at least one is unlabelled. These edges, however, have a much lower
weight, which is independent of the actual distance. The second graph is a between-
class graph, which connects all labelled data points that have different labels.
For the within-class and between-class graph, the respective Laplacian matrices
are computed. A Laplacian matrix encodes the edge connections of the graph, and
hence the graph structure, in form of a matrix. From the Laplacian matrices, a feature
importance score that represents how well each feature preserves the structure of both
graphs.
Forward semi-supervised feature selection
The forward semi-supervised feature selection wrapper method proposed in [22] is based
on self-training. The underlying concept is to label random subsets of the unlabelled
data by classifiers trained on the labelled data, and then perform greedy forward se-
lection to find the best features.
This method is one of only four wrapper methods presented in [23], and is in
Section 4 also compared to distribution matching. Like the implementation of distri-
bution matching analysed in this thesis, forward semi-supervised feature selection uses
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greedy forward selection as a search method. The authors presenting forward semi-
supervised feature selection claim specifically that their method is suited for biased
labelled datasets, rendering it a particularly fitting comparison.
Forward semi-supervised feature selection starts by finding an initial set of fea-
tures using normal greedy forward selection, as described in Section 2.1.1, on the
labelled data. Then, the labelled data is extended by labelling some random part of
the unlabelled data. This step is repeated several times, and each time greedy forward
feature selection selects a subset of features on the extended labelled datasets. The
procedure results in several feature sets, out of which the most frequent feature is fi-
nally added to the initial set of features. That whole process is repeated several times,
until the initial set of features has grown to a predefined size. This final set is returned
as the subset of selected features.

3. Distribution matching
In this chapter a new semi-supervised feature selection method, called distribution
matching (DM), is presented. It is characterised by a cost function which utilises
weights that are based on distances between labelled and unlabelled data points.
3.1 Motivation
In semi-supervised setups, labelled data is often much scarcer than unlabelled data,
which commonly can be scraped from the internet or databases in abundance. Unla-
belled data, when available in large quantities, is expected to approximately follow the
data generating distribution [13]. Labelled data, on the other hand, has undergone a
procedure where adequate labels are assigned to each data point, often by hand. This
is often the reason for the small size of labelled datasets. It potentially introduces bias,
because the labelled dataset might not be of sufficient size to capture the generating
distribution, or only a biased sub-sample might have been labelled. In such cases, the
distribution of the labelled data is different to that of the generating distribution.
Conventional supervised feature selection methods such as greedy forward se-
lection would consequently train models on biased data, which can be expected to
negatively influence performance L˜ on evaluation data [18].
As discussed in the previous chapter, not much research on semi-supervised fea-
ture selection methods of the wrapper type has been conducted yet. The papers that
exist focus on extending the labelled dataset by labelling unlabelled data (see, e.g.
[1, 2, 22, 27]). That approach does not explicitly address the bias. Instead, the focus
is on enlarging the training dataset to gain better accuracies. Filter type methods, of
which there are more instances, are not optimised towards a given model, and embed-
ded methods are limited to certain types of models.
The DM method proposed here, in contrast, provides a wrapper method that
does feature selection tailored to any given model in a semi-supervised setup, handling
bias in the labelled data explicitly by weighing it according to the distribution of the
unlabelled data. This approximates the expected loss L˜ on unseen data directly.
15
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3.2 Theory
Distribution matching weighs the individual loss of each labelled data point in the over-
all cost function c(Sj) such that the distribution of unlabelled data points is approxi-
mated. Any search function or model type can in principle be used with distribution
matching. However, in this study the search algorithm is chosen to be greedy forward
selection due to its simplicity, efficiency and widespread use [17].
The cost function approximates L˜ , as described in Equation (3.2), by scaling
each individual loss of a labelled data point xi with a weight wi. It reads
c(Sj) =
1
nl
∑
i∈[nl]
wiL(yˆji , yi) , (3.1)
where L(yˆji , yi) is the loss between the true label yi of data point xi and the correspond-
ing prediction yˆji . The prediction is obtained with a model fj(xi) that was trained on
feature subset Sj. The loss L(yˆji , yi) can be freely defined; a common choice for a su-
pervised loss function is the `1 or `2 norm of yˆji − yi in regression tasks, or accuracy in
classification tasks.
With appropriately chosen weights, c(Sj) approximates L˜ as
1
nl
∑
i∈[nl]
wiL(yˆji , yi) ≈ E(x,y)∼G (L(fj(x), y)) , (3.2)
since the weights emphasise those data points which are similar to the unlabelled
distribution, and thus, in this setting, characteristic for G. The cost function c(Sj)
approaches L˜, if nl → ∞ and wi weigh the data points such that they represent G,
assuming that all data categories from G are present in the labelled set.
For this purpose, the weight wi for a labelled data point xi is computed as the
softmax distribution of the distances between labelled and unlabelled data points,
averaged over all unlabelled points. Consequently, the more and the closer unlabelled
data points are around labelled data point xi, the larger wi. It is defined as
wi =
1
nu
∑
o∈[nu]
exp(−β · dx(xi, xnl+o))∑
q∈[nl] exp(−β · dx(xq, xnl+o))
, (3.3)
assuming that nl labelled data points are followed by nu unlabelled data points with
continuous indexing. This definition relies on a distance measure dx(xi, xl) between
data points xi and xl. Possible definitions for dx, based on predictions of models
trained on various feature subsets, are presented in Section 3.3.
The factor β controls how strongly the influence decays with distance. For
β →∞, only the nearest neighbour in the unlabelled set affects the weight. Large
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β generally reduce many weights to such small values, that only few wi remain signifi-
cant. For β = 0, the distances don’t affect the weights and hence all wi have the same
value 1/nl. This means that for β = 0, DM becomes standard greedy forward selection
which does not utilise unlabelled data at all.
3.3 Data distance measures
The distance between data points is commonly calculated by using an `p-norm, gen-
erally `1 or `2, between the data points. However, in datasets with large numbers of
features, as they are considered here, those distances tend to all have similar values.
This phenomenon is known as distance concentration [4]. Additionally, every feature
has a similar influence on the distance, regardless of whether it is useful for modelling.
To address these issues, this thesis uses distance measures dx which are based on a
prediction vector, generated from several models trained on randomly selected features.
Specifically, the distance dx(xi, xl) between two data points xi and xl is calculated from
predictions by several models fj(xi) trained on different feature subsets Sj. This results
in a vector of predictions yˆi for each data point, with elements indexed by j ∈ [p],
[p] = {1, . . . , p}. The length p can be controlled so as to avoid distance concentration.
Each subset Sj is sampled randomly from S with a suitable size k, which needs
to be selected depending on the dataset. The randomly sampled subsets need to result
in models of at least mediocre accuracy. Models with no predictive power would lead
to noise in the predicted vectors yˆi, because predictions would be independent of the
data point, and hence contains no relevant information. However, similar to the feature
selection problem it is generally impossible to search the entire space of possible subsets
of S for suitable candidates. For this reason, random sampling is used. Alternative,
more involved approaches to random sampling do also exist and are discussed further
in Chapter 5.
In the scope of this thesis, two prediction-based distance measures are used.
Additionally, a data-based `1-norm distance is used as a baseline to compare against.
Definition 3.1. The correlation distance between two data points is defined as
dcorx (xi, xl) = 1− |cor(yˆi, yˆl)| , (3.4)
where cor(·) is the Pearson correlation coefficient. The vector yˆi contains all p predic-
tions yˆji , for data point xi obtained with the p different feature subsets.
The correlation distance is smaller the stronger xi and xl are correlated. The
second measure is the minres distance, which only works for discrete classes.
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Definition 3.2. The minres distance between two data points with a set of possible
class labels C is defined as
dminresx (xi, xl) = minci,cl
1
p
p∑
j=1
∣∣∣∣∣∣yˆji − ci∣∣∣− ∣∣∣yˆjl − cl∣∣∣∣∣∣
 , (3.5)
where ci ∈ C and cl ∈ C are all possible class labels.
The minres distance finds for both data points the class labels which lead to the
smallest possible residuals. Assuming these found class labels are the ground truth, it
calculates the mean difference between the residuals. In a binary classification setup,
C = {0, 1} allows for dminresx to work also for vectors yˆi of continuous class probabilities.
A possible weakness of dminresx is that if predictions are constantly close to a different
class label than the true label, the distance will become small as well.
Definition 3.3. The `1-norm distance is a common distance measure for data points,
based directly on the data values. It is used here as comparison to the prediction-based
distances dminresx and dcorx , and is defined as
ddatax (xi, xl) = ||xi − xl||1 . (3.6)
4. Experiments
In this chapter, distribution matching is analysed experimentally, and evaluated against
standard greedy forward selection, LSDF and the forward semi-supervised feature se-
lection method described in Section 2.3.1.
While distribution matching, as defined in Equation (3.1), allows solving multi-
class and regression problems, LSDF is limited to classification tasks. In this thesis all
experiments are conducted for binary classification tasks, since the correlation distance
the way it is currently defined does not support multi-class problems.
All experiments are conducted in R, version 3.6.3. The exact parameters that
are used in all experiments, are listed in Table B.1. Instead of c(Sj), the experiments
report accuracy as 1− c(Sj). This makes results more readily understandable.
4.1 Datasets
In all experiments, two datasets are used. The first is a synthetic dataset, the second is
the EMNIST dataset [11]. To obtain a semi-supervised setup with labelled data that
is differently distributed from unlabelled data, several subsets are sampled from each
dataset according to distributions specified in Table 4.1.
For feature selection, a labelled and unlabelled dataset are generated. Evaluation
of performance of selected feature sets is done with an evaluation training set and an
evaluation testing set. All performance results reported in the thesis are calculated on
the evaluation sets. There is no overlap between labelled, unlabelled, and either of the
evaluation sets.
Each experiment is conducted five times for five sub-samples of the datasets with
different random seeds. Reported accuracies are the average over those five runs, and
error bars report the standard deviation.
Synthetic dataset
A simple and easily understandable synthetic dataset, described in Table 4.2, is used
since it provides understandability and transparency. The task is to determine a binary
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Table 4.1: Data preparation parameters. From EMNIST, samples are drawn from digits 3, 5, 1 with
the shown distribution (same order). For the synthetic data, samples are drawn from categories one
and two with the shown distribution (same order, for categories see Table 4.2). For EMNIST, the
number of labelled data points nl depends on the experiment.
EMNIST Synthetic data
Distribution N Distribution N
Labelled (0.5, 0.4, 0.1) nl (0.7, 0.3) 200
Unlabelled (0.5, 0.1, 0.4) 1000− nl (0.3, 0.7) 500
Evaluation train (0.5, 0.1, 0.4) 1000 (0.3, 0.7) 500
Evaluation test (0.5, 0.1, 0.4) 1000 (0.3, 0.7) 500
class label from two features. The classifier is a decision rule. For data point x, with
any number of available features, determine yˆ with
f(x) =
1 if x contains a 10 otherwise . (4.1)
The three data points in the synthetic set are split into two categories. The first
category contains points x = (1, 0) and x = (0, 0). In this category, the feature
F1 determines the class c. In category two, which consists of points x = (0, 1) and
x = (0, 0), feature F2 determines the class. The point x = (0, 0) appears in both
categories.
Table 4.2: The synthetic dataset is comprised of two features F1 and F2. It has three possible data
points. The label of each point xi, specified through F1 and F2, is represented by class c.
F1 F2 c
1 0 1
0 1 1
0 0 0
EMNIST
EMNIST is a dataset of handwritten digits, each of which has 784 pixels or features
[11]. It is used because it provides more complex data with many features, while
allowing for straightforward adjustment of the distribution of digits. The classification
task in all experiments is to determine whether a digit is a 3. For such binary task,
only three digits are necessary to implement a distributional shift between labelled and
4.2. Distribution matching 21
unlabelled data. Therefore EMNIST is preprocessed to contain only digits 1, 3 and 5.
Pixels, or features, which have a variance of 0 across all data points are removed. This
brings the number of features down from 784 to a bit over 600, with the exact number
depending on the random selection of data points.
4.2 Distribution matching
First, the distribution matching method is analysed in detail. The relevant components
are the distance measure dx and the parameter β, which both are used to calculate
weights wi.
The implementation of distribution matching, as defined in Section 3, requires
adjustments to make it numerically stable for large β. Division by zero is avoided by
using the log-sum-exp trick in the calculation of wi [7]. This numerical adjustments
is used for all experiments described in this chapter. Additionally, for calculating dis-
tance measures dx, classifiers return probabilities instead of class labels, since they
contain additional information on the confidence of the classifier. The distance mea-
sures defined in the previous chapter work with probabilities in a binary classification
setting.
4.2.1 Influence of dx
Distribution matching inherently assumes that the distance measure dx(xi, xl) is able
to adequately represent how similar two data points are. With data distributions as in
Table 4.1, the average distances to the unlabelled data for each data category should
depend on how many similar data points are present in the unlabelled data. This is
because similar points should have a small distance, and the amount of similar data
points affects that average. Specifically, in the synthetic data, points (0, 1) are more
prevalent in the unlabelled data and should therefore have smaller average distance
than points (1, 0) which are less prevalent in the unlabelled set. The weights of points
(0, 1) is hence expected to be higher. In the EMNIST case following a similar argument,
the digit 1 should have smaller average distances and larger weights than the digit 5.
This experiment investigates whether the assumption holds for all distance mea-
sures dminresx , dcorx and ddatax . For each of the distance measures, average distances
and also weights are calculated for the labelled data point. Predicted vectors yˆ are
calculated as class probabilities, using the optimal classifier in Equation (4.1) for the
synthetic dataset, and a Support Vector Machine (SVM) for EMNIST. The detailed
parameters are listed in Table B.1 for distribution matching.
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Table 4.3: The mean distances and weights calculated for the synthetic dataset, for different distance
measures. Values are rounded to two significant digits. Not the different magnitude of weights across
different data points. Mean distance refers to the average distance of a labelled data point to all
unlabelled data points. Due to the simplistic nature of the synthetic dataset, all points in a data
category share the same mean distance and weight. In all cases, nl = 200, nu = 500, log β = 5.
Data dminresx dcorx ddatax
Mean distance Weight Mean distance Weight Mean distance Weight
1 0 0.370 0.0022 0.75 0.0047 0.59 0.0022
0 1 0.130 0.0120 0.62 0.0140 0.41 0.0120
0 0 0.098 0.0052 1 0.0025 0.25 0.0052
Synthetic dataset
The average distances for the synthetic data, as well as weights computed from the
distances, are listed in Table 4.3. For all measures dminresx , ddatax and dcorx , the distances
follow the expected pattern. Average distances of dminresx are in fact a scaled version
of average ddatax , but this is only coincidence due to the random seed and subsequent
selection of Sj used to calculate dminresx . The weights calculated from all distance
measures follow the expected pattern as well, with (0,1) having the largest weight.
The conclusion of this experiment is that all distance measures work as expected
with the synthetic data, and lead to appropriate weights.
EMNIST dataset
The histograms of average distances, as well as weights, for the three EMNIST data
digits are shown in Figure A.1. For all three distance measures, the average distances
of digit 1 are clearly smaller, and weights larger, when compared to digit 5. It is
however noteworthy that distributions overlap, showing that distances and weights
between two different digits on average follow the expected pattern, but in individual
cases might violate it. As with the synthetic data, it can be concluded that all distance
measures worked as expected.
Generally, from the results of this experiment both on the synthetic as well as
the EMNIST dataset, and from the results of the experiment presented in the next
section, none of the distance measures can be said to perform better or worse than
its competitors. The only exception is when dcorx , as shown in Figure 4.1 in the next
section, does not succeed in approximating the theoretically expected accuracy on
synthetic evaluation data, which might be due to the limited information contained in
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the predicted labels for subsets Sj for synthetic data in particular.
4.2.2 Influence of β
The second parameter in wi is β. On a conceptual level, β controls how fast the influ-
ence of unlabelled data points on a labelled data point decays with distance. Practically,
since it is a factor scaling the term that is exponentiated, calculated distance values
will be pulled apart by large β. This is because smaller distances are magnified dis-
proportionately after exponentiation. If β is small, on the other hand, exponentiation
will not be much different to linear transformation of the distances. Hence, for small
β, the distances will stay in proportion to each other.
The question addressed by this experiment is how the scale of β affects the per-
formance of the presented DM method. This is investigated for all three distance
measures.
The experiment is again conducted on both the synthetic dataset and the EM-
NIST dataset. The full feature selection algorithm, including the DM cost function
c(Sj) defined in Equation (3.1), and greedy forward selection, is run for different β
values. An SVM is used for calculating both distance measures, as well as predictions
during greedy forward selection. Parameters can be seen in Table B.1.
Synthetic dataset
For the synthetic dataset, it is expected that DM selects F2 as the first feature, since
it is the most prevalent in the unlabelled dataset. Given the distributions from Table
4.1, for N →∞, expected accuracy on evaluation data is 0.65 when selecting F1, and
0.85 when selecting F2.
For all three distance measures, the experiment shows that expected accuracy on
evaluation data, for β below a threshold, is larger for F1 than for F2. With increasing β,
the expected accuracies move towards each other. Only when β surpasses a threshold,
which lies between 0 < log β < 2, does the expected accuracy become higher for F2,
and DM consequently chooses F2. This result holds for all three distance measures,
as can be seen in Figure 4.1. However, for ddatax and dminresx , the theoretically expected
values 0.65 and 0.85 are correctly approximated, while dcorx returns different expected
accuracies for log β > 0.
The reason why DM wrongly prefers F1 for β below a threshold is that for too
low β the weights of data points (0, 1) are not yet high enough in relation to weights
for points (1, 0). In other words, the influence of unlabelled data points does not decay
strongly enough with distance, so that unlabelled points (1, 0) influence the weights of
labelled points (0, 1) too much. The fact that dcorx does not correctly approximate the
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Figure 4.1: Expected accuracy 1− c(Sj) on evaluation data, for features F1 and F2 of the synthetic
dataset and all different distance measures. In this experiment, nl = 200, nu = 500, and log β = 5.
theoretically expected values of 0.65 and 0.85 for log β > 0 is likely caused by too little
and too restricted feature subsets Sj that dcorx is calculated on.
The conclusion of this experiment is that β can be selected too small, resulting
in data points of different categories influencing the weights of each other too much.
When selecting β large enough, this influence is reduced to an amount that allows DM
to choose the feature that maximises expected accuracy on evaluation data.
EMNIST dataset
For the EMNIST dataset, it makes more sense to compare achieved accuracies than
which of over 600 features is chosen. The accuracies achieved on evaluation data with
the first 6 selected features of DM, for different values of β, is shown in Figure 4.2. The
threshold of first six selected features is chosen, because fewer features have stronger
varying accuracies, and for more than six features accuracies are mostly converged to
their maximum, at which point the selection of features becomes less meaningful. Both
of this is visible in Figure A.2 in the attachment.
Figure 4.2 shows that accuracies within the reported standard deviations do not
significantly change between different β values or distance measures. There are how-
ever, slightly lower average accuracies for the lowest β value, albeit with a large uncer-
tainty. Uncertainty also increases for the highest β value.
The result of this experiment for EMNIST data is that with EMNIST, the choice
of β does not seem to be critical within reasonable bounds. The drop for the lowest
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reported β might be due to the same phenomenon that was reported for the synthetic
dataset. For the largest reported β value, the point might be reached where enough
weights become negligible so that the predictive power of c(Sj) starts being reduced.
This is a possible explanation for an increase in uncertainty.
Figure 4.2: Best performance that different β can achieve for EMNIST with six features, for different
distance measures. The reported accuracy is the mean over five different random seeds, and the error
bars indicate the standard deviation. In this experiment, nl = 300 and nu = 700.
4.3 Method comparison
Distribution matching is in this section compared to the LSDF and forward semi-
supervised feature selection methods presented in Section 2.3.1, as well as the super-
vised greedy forward selection.
The purpose of the proposed distribution matching method is to minimise the
expected loss L˜ over unseen data, given a biased labelled dataset. This experiment
seeks to investigate how DM performs on this measure, when compared to the related
methods.
Consequently, the experiment runs each method for the distributions specified
in Table 4.1, and compares the resulting accuracies on evaluation datasets. The cost
function of distribution matching is, as before, combined with greedy forward selection.
The parameters used with each method are listed in Table B.1. Experiments are run
for both the synthetic dataset and the EMNIST dataset. The classifier used with the
synthetic data is the optimal classifier defined in Equation (4.1), and the classifier used
with EMNIST is again the SVM. The experiments on the proposed DM method do
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not consistently prove any of the available distance measures superior for the provided
datasets. However, since ddatax is in principle more susceptible to the effect of distance
concentration, and dcorx did not always return theoretically expected values in Section
4.2.2, dminresx is chosen to be used with distribution matching in this experiment.
4.3.1 Synthetic dataset
As discussed in the previous section, selecting feature F2, for N → ∞, results in an
accuracy of 0.85 on evaluation data while selecting feature F1 only gains an accuracy
of 0.65. Hence, F2 needs to be selected in order to maximise expected accuracy on the
evaluation dataset. Distribution matching selects F2, as shown in Section 4.2.2, if β is
chosen sufficiently.
Greedy forward selection, without the weights used in distribution matching,
hence always selects feature F1 from the labelled data, since it is more prevalent and
hence better at predicting labels.
LSDF with default parameters selects F1, assigning it a significantly higher score
than F2 (0.033 and 0.013, respectively). The failure of LSDF to select feature F2
might be explained by its difficulty to efficiently utilise K-nearest neighbour, since the
distances are discrete. In that case, the unlabelled data remains largely inaccessible
for LSDF.
The forward semi-supervised feature selection method, finally, is not applicable
to the synthetic dataset since it first selects a number of features with greedy forward
selection. Its result is therefore the same as that of greedy forward selection for the
first feature.
The underlying principle of forward semi-supervised feature selection, however,
is to label a part of the unlabelled data and generate an extended labelled set. With
the optimal classifier from Equation (4.1), using both features for classification, the
majority category in the extended labelled set, obtained with such a method, depends
on how much of the unlabelled data is labelled. When enough of the differently dis-
tributed unlabelled data points become labelled, data point (0, 1) will become more
prevalent than data points (1, 0), and this approach will select feature F2.
In conclusion, both the proposed DM method and an approach based on the idea
of forward semi-supervised feature selection are able to successfully maximise accuracy
on the evaluation dataset, if parameters are tuned appropriately. The greedy forward
selection, as well as LSDF, do not succeed in selecting the feature which maximises
accuracy on evaluation data.
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4.3.2 EMNIST
In the case of EMNIST, accuracies on evaluation data for the first six selected features
are presented in Figure 4.3 for different ratios of unlabelled to labelled data. With
six features, an good accuracy in comparison to the maximum possible can already be
reached, if features are chosen sufficiently. Figure A.3 shows comparisons of methods
for different feature counts as well.
Figure 4.3: Comparison of different methods for EMNIST data with different ratios nu/nl, for
nl + nu = 1000, for five features. The reported accuracy is the mean over five different random seeds,
and the error bars indicate the standard deviation. DM is distribution matching, GFS is greedy
forward selection, and FSSFS is forward semi-supervised feature selection. For distribution matching,
log β = 2.
The mean accuracies on evaluation data are, for distribution matching and for
most ratios, above those of the other methods. However, when accounting for uncer-
tainty, it cannot be claimed that the distribution matching method in this particular
experiment outperforms greedy forward selection. It does seem to perform somewhat,
albeit not always clearly, better than forward semi-supervised feature selection. LSDF,
on the other hand, performs noticeably worse for log(nu/nl) < 0.5. For small amounts
of labelled data, on the right side of the plot, LSDF does however outperform the
wrapper methods. Generally, accuracies achieved by wrapper models decrease with
smaller amounts of labelled data.
The superiority of LSDF for a small labelled dataset can be explained by the
fact that it does not need to train models. LSDF converges much slower to maximum
achievable accuracy features, which is the reason why it is outperformed by wrapper
methods in Figure 4.3 whenever sufficient labelled data is available. In Figure A.3 it
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can be seen how the gap between LSDF and wrapper methods only slowly starts to
close with the selection of more features.
4.3.3 Run time comparison
For EMNIST, the run times of all four methods are compared as well. According to
Table 4.4, LSDF is the fastest. This is expected, since no classifiers need to be trained.
The proposed distribution matching method is slower than greedy forward selection,
since it is an extension of greedy forward selection. The added time is for the most
part invested in calculating distances between data points. Forward semi-supervised
feature selection is by far the slowest, since it runs many iterations of greedy forward
selection. Parameters used to obtain these run times are listed in Table B.1.
Table 4.4: The CPU time required by each method for conducting feature selection of 30 EMNIST
features (or ranking all EMNIST features in the case of LSDF), on a Ryzen 7 3.6GHz CPU. The
parameters are described in Table B.1. The dataset sizes are nl = 300 and nu = 700.
Method Run time (sec)
Distribution matching 89
Forward semi-supervised feature selection 5365
LSDF 11
Greedy forward selection 62
5. Discussion
In Chapter 4, distribution matching is analysed and compared against other meth-
ods. This chapter discusses implications and possible reasons of the results, as well as
potential future work.
5.1 Implications of experimental results
Conclusions from the experiments are discussed regarding the distance measures, the
ability of distribution matching to solve the given problem statement, and how it
compares to other semi-supervised feature selection methods.
5.1.1 Data distance measures
All three distance measures dminresx , dcorx , and ddatax perform equally well. They do
succeed in assigning distances as expected, but there does not seem to be an advantage
of prediction-based dminresx and dcorx over data-based ddatax . That ddatax works well shows
that, in the considered EMNIST dataset, the dimensionality is not large enough for
distance concentration to occur. In different experimental setups however, especially
if the dimensionality of the data is very high, ddatax might approach this limitation
where dminresx and dcorx do not. Further experiments on differently sized and distributed
datasets are required to investigate how distance measures compare in such setups.
The quality of predictions for the prediction-based distances can be influenced
by the quality of classifiers trained on different Sj. Performance of these classifiers
has been checked to be mediocre when the experiment parameters were determined,
since choosing a reasonable size k of Sj is highly dependent on dataset and classifier
type. A potential negative effect due to this issue is hence avoided in the presented
experiments. While the experiments do not state whether dminresx and dcorx were used
to maximum potential, the selection of Sj was shown to be sufficient to get reasonable
distances.
In further investigations, random sampling of subsets Sj could be improved by
checking for duplicate Sj across the sampled subsets. Potentially each subset of features
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could be checked for accuracy before it is accepted, to avoid noisiness. In [26], Yaslan
et al. propose a method for determining relevant random feature subsets based on
weighing features using mutual information. This might prove to be an even better
option.
A more thorough investigation is still needed into the variance of data patterns
that are picked up by different Sj. A future examination of the impact of p, the number
of classifiers that are trained on randomly sampled Sj, on the distance measures would
also provide additional insights.
5.1.2 Method comparison
The method comparison experiments allow to conclude that distribution matching is
able to minimise L˜ on the synthetic data, where this can be directly measured. Greedy
forward selection and LSDF, on the other hand, are not able to minimise L˜, while
an algorithm based on the principles of forward semi-supervised feature selection in
principle would be able to minimise the expected loss.
On EMNIST data, where the comparison with different methods is based on the
first six selected features, the proposed distribution matching outperforms LSDF for
sufficient amounts of training data. It also appears to be better than forward semi-
supervised feature selection, but for this particular experimental setup and dataset, it
could not be shown conclusively that the proposed distribution matching outperforms
greedy forward selection.
This, however, does not allow the conclusion that distribution matching is gen-
erally not better than greedy forward selection. Instead, the result depends strongly
on experimental parameters and should be repeated with other datasets and classi-
fiers. The SVM which is used here, for instance, is a strong classifier that is able to
achieve high accuracies in prediction even from comparatively uninformative features,
potentially rendering feature selection less meaningful. Other binary classifiers should
be tested as well. Examples of those are logarithmic regression or K-nearest neigh-
bour, which is used for comparison in [22] and [23], or Naive Bayes, which is also used
in [22]. For these classifiers, superior accuracies of forward semi-supervised feature
selection, when compared to greedy forward selection, are shown in [22] for at least
some datasets. Furthermore, the EMNIST split that is used in this thesis relies on the
assumption that digits 1 and 5 are best distinguished from digit 3 based on different
features. Thus, results might already look different if other EMNIST digits are chosen.
An entirely different dataset should also be used for testing.
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5.2 Future work
Beyond the binary classification tasks considered in the previous chapter, the proposed
distribution matching method should also be investigated in other contexts.
Firstly, the difference in distribution between labelled and unlabelled data can
be defined in various ways. In this thesis, the frequency of digits in EMNIST was
changed to emulate a drift in distributions. While the actual value of the digit was
not used as a label in these experiments, the approach still is equivalent to changing
the distribution of labels. In the future, it might be interesting to investigate how
a distribution change within the data affects performance. This could for example
be achieved by differentiating between right-tilted digits and left-tilted digits in the
EMNIST case.
Secondly, distribution matching can be applied to any modelling task. Multi-
class label datasets and regression tasks were not discussed in this thesis, but should
be investigated as additional application domains. Multi-class label setups in particu-
lar would make a shift in distributions between labelled and unlabelled data easier to
create than binary classification setups. For regression problems, [14] and [15] provide
Laplacian based methods comparable to the LSDF method used in this thesis. An
approach similar to forward semi-supervised feature selection, which is newer and al-
gorithmically more complex, is presented in [2]. It is, like distribution matching, based
on training several classifiers on various subsets Sj and, for classification tasks, would
also be a good method to compare against.
Additionally, DM only provides a cost function c(Sj) to optimise. While this
thesis uses greedy forward selection to find a local optimum of c(Sj), arbitrary other
search functions such as backward elimination should be attempted as well.
Since distribution matching is based on the assumption of a well-working dis-
tance measure, additional research into distance measures might optimise achievable
performance. This does not only include investigation and improvement of the mea-
sures presented in this thesis, but entirely new measures might be offering additional
advantages.
Departing from the distribution matching approach to semi-supervised feature se-
lection, the idea of the distance measures itself can be extended into several directions
as well. This thesis only uses distances defined between data points. Distances between
individual features could, however, also be defined from the predictions generated for
different Sj. With data point distances as well as feature distances available, the inter-
action between both could be leveraged to not only improve feature selection, but also
to investigate interpretability of machine learning models. Distances between features
are a useful tool here, since they allow to express similarities and apply unsupervised
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techniques such as feature clustering.
6. Conclusion
In this thesis, a new method called distribution matching has been introduced, analysed
and tested against comparable methods. The goal of the method is to approximate the
expected loss L˜ on unseen data in a semi-supervised setup, even and especially if the
available labelled data is biased. The method is a wrapper feature selection method,
which can be tailored to any given machine learning model.
Distribution matching could be shown to successfully minimise the expected loss
in a transparent analysis on a synthetic dataset. At the same time, comparable meth-
ods were not able to account for the difference in distribution between labelled and
unlabelled data. A further experiment was conducted on the more complex EMNIST
dataset, but with this experimental setup a clear advantage of distribution matching
over greedy forward selection, which ignores unlabelled data, could not be proved.
Since the outcome is highly dependent on both the used classifier and the dataset, it
should be repeated with other classifiers and datasets before drawing final conclusions
about the practicability of distribution matching with large real-world datasets.
The only modelling task considered in this work is binary classification, but dis-
tribution matching can equally be applied to regression or multi-label classification
tasks. Future work is still needed to explore those opportunities.
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Appendix A. Figures
This chapter contains figures which support the experiments of Chapter 4, but are not
included in the main text.
A.1 Distribution matching
The figures in this section are related to Section 4.2.1 and 4.2.2, in which the proposed
distribution matching method is analysed experimentally.
A.1.1 Distributions of dx and wi
Figure A.1 shows how average distances dx and weights wi are distributed for EMNIST
data, which is discussed in Section 4.2.1.
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(a) (b)
(c) (d)
(e) (f)
Figure A.1: Comparison of distributions of dx and wi for EMNIST digits (Red: 3, Yellow: 5, Blue:
1). Mean distance refers to the average distance of a labelled data point to all unlabelled data points.
Rows from top to bottom are calculated with dminresx , dcorx and ddatax , respectively. The left column
shows the distances, the right column the weights. All experiments use log β = 2 and nl = 300,
nu = 700.
A.1.2 Feature selection for different β
Figure A.2 shows the full feature selection process of the proposed distribution matching
method for different distance measures dx. This is discussed in Section 4.2.2.
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(a)
(b)
(c)
Figure A.2: Full feature selection process on EMNIST for different β and distance measures dminresx ,
dcorx and ddatax . Reported here are mean accuracies over different random sub-samples of EMNIST.
In all experiments, the number of labelled data points is nl = 300. The β values tested here are
exponentials of integers from -5 to 14.
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A.2 Method comparison
The Figure A.3 shows how different semi-supervised feature selection methods perform
in comparison to each other, for EMNIST data. The topic is discussed in Section 4.3.2.
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Figure A.3: Accuracy of first 2, 4, 6, 8, 10 and 12 selected EMNIST features for different methods,
and different ratios of log(nu/nl). The reported accuracy is the mean over five different random seeds,
and the error bars indicate the standard deviation. GFS and FSSFS overlap for two features, since
FSSFS uses GFS to select the first two features. Across all ratios, nu+nl = 1000. DM is the presented
distribution matching method. GFS is greedy forward selection and FSSFS is forward semi-supervised
feature selection. The distance measure for distribution matching is dminresx , and log β = 2.

Appendix B. Tables
This chapter presents Table B.1, which contains the parameters used for all experi-
ments. Its caption also contains information about why these specific parameters were
chosen.
Table B.1: Method parameters. PLTr means percent of the labelled dataset used for training a
classifier. The remainder is used for validating the classifier. Parameters j and k are explained in
Section 3.3. Parameters γ and K are edge weights and K in K-nearest neighbour, respectively, for
LSDF (see [28] for reference). The parameters of forward semi-supervised feature selection written in
italics are also taken from the respective paper [22]. Both LSDF and forward semi-supervised feature
selection use the default parameters suggested by their authors. An exception to this rule is the
startfn parameter, which is reduced to 2 in order to provide a difference to greedy forward selection
even for small feature sets. The optimal classifier is defined in equation (4.1). It requires no training,
hence PLTr is 0% with the optimal classifier. The SVM used here is the implementation from the R
package e1071 with default parameters. Distribution matching for synthetic data allows all possible
Sj , which can have size k = 1 or 2, hence k =Any. A "-" indicates that the method is not applicable.
EMNIST Synthetic data
Method Parameter
Distribution Classifier SVM Optimal classifier
matching Measure Accuracy Accuracy
PLTr 66% 0%
p 200 10
k 8 Any
Forward Classifier SVM -
semi-supervised Measure Accuracy -
feature selection PLTr 66% -
startfn 2 -
fnstep 6 -
samplingT imes 10 -
samplingRate 0.5 -
LSDF γ 100 100
K 5 5
Greedy forward Classifier SVM Optimal classifier
selection Measure Accuracy Accuracy
PLTr 66% 0%
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