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Resumo
Neste trabalho primeiro fazemos uma revisão da chamada função de Green semi- 
clássica. Em seguida calculamos tais funções de Green para duas classes importantes 
de potenciais: (1) Potenciais Constantes por Partes (PCP) e (2) potenciais que pos­
suam estados ligados que possam ser escritos como soma de barreiras e potenciais 
degraus, por exemplo, poços quânticos. Para PCP, a função de Green encontrada 
é de fato a função de Green exata do sistema. Para sistemas ligados, mostramos 
que dos pólos das funções de Green obtemos expressões analíticas para suas autoe- 
nergias, cujos resultados são muito bons quando comparados aos valores calculados 
numericamente. Calculamos também o desdobramento de energia (“energy split­
ting”) e o deslocamento de energia (“energy shift”) para os autoestados de poços 
duplos simétricos e assimétricos, respectivamente. Nossas expressões são as mesmas 
que as semiclássicas, entretanto, com um índice de Maslov dependente da energia. 
Isto explica o porquê de nossos resultados serem muito melhores que os semiclássicos 
usuais. Finalmente, mostramos como a função de Green semiclássica generalizada 
pode ser usada no estudo de potenciais que possuam quase-estados.
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Abstract
In this work we first make a review of the called generalized semi classical Green’s 
function. Then we calculate this Green’s function for two important classes of po­
tentials: (1) piecewise constant potentials (PCP) and (2) bounded potentials which 
can be written as a sum of barrier and step potentials, e.g., quantum wells. For the 
PCP the resulting Green’s function is indeed exact. For bounded system we show 
that from the poles of the Green’s functions we obtain analytical expressions for the 
eigenvalues and the results are very good when compared with the values calculate 
numerically. We also calculate the energy splitting and energy shift for the eigen­
values of symmetric and asymmetric double wells, respectively. Our expressions are 
the same as the semiclassical formulas, but with a energy dependent Maslov index. 
This explain why our results are very much better than the usual semiclassical ones. 
Finally, we show as the generalized semiclassical Green’s function can be used in the 
study of potentials which have quasi-states.
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Introdução
A Mecânica Quântica (MQ) teve seu início como uma tentativa de se entender 
fatos que classicamente não podiam ser explicados. No começo do século, fenômenos 
tais como a radiação de corpo negro, efeito foto-elétrico e a estrutura discreta do 
espectro de emissão atômica levaram cientistas a reformular a Física Clássica. No 
início, tentou-se apenas uma reestruturação das idéias clássicas, moldando-as de 
forma a abranger os novos fenômenos que estavam surgindo. Dentre estas tentativas 
(e que costumamos chamar de antiga MQ) a mais importante é devido a Niels Bohr 
que, com seus postulados, descreveu os valores corretos dos níveis de energia do 
átomo de Hidrogênio. Bohr associou ao elétron, trajetórias bem definidas, órbitas 
em torno do núcleo atômico, e propôs que o momento angular destas órbitas fosse 
quantizado através da relação
£  Pgdq — nh, (1)
onde n é um número inteiro e h  é a constante de Planck (h  = 6,62608 x 10- 34«7s) 
dividida por 2ir, constante esta introduzida por Planck no estudo da radiação de 
corpo negro.
Alguns anos depois, Schrödinger, Heisenberg, Bom e outros formularam a MQ 
como é conhecida nos dias atuais. Porém MQ moderna não permite que as partículas 
sejam pensadas como estruturas pontuais que seguem trajetórias com posição e mo­
mento bem definidos. Este fato é expresso pelo princípio da incerteza de Heisenberg, 
segundo o qual, não podemos determinar simultaneamente o momento e a posição
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de uma partícula com precisão melhor do que aquela permitida pelo princípio da 
incerteza. Assim, a visão quântica mostra que no mundo sub-atômico a Mecânica 
Clássica (MC) não se aplica.
Entretanto, o comportamento quântico é basicamente caracterizado pela cons­
tante de Planck e, portanto, a transição do quântico paxa o clássico dá-se quando h 
é pequeno comparado aos outros parâmetros relevantes do sistema. Assim, a associ­
ação da MC com a MQ ainda pode existir, mas com de um ponto de vista diferente 
daquele pensado na antiga MQ. Estruturas clássicas tais como órbitas periódicas, 
ações clássicas, etc., podem ser usadas não paxa descrever o problema físico em si, 
mas sim, para construir objetos matemáticos tais como função de onda e função de 
Green que fornecem toda a informação sobre o sistema em questão. Este procedi­
mento é chamado de aproximação semiclássica em MQ e é um campo de pesquisa de 
intenso trabalho [1- 8].
As aproximações semiclássicas são de grande interesse, não somente no entendi­
mento dos fundamentos da mecânica quântica, mas também como uma ferramenta 
prática paxa os cálculos, usuais em áreas tão distintas como física nucleax e matéria 
condensada. Em algumas situações, entretanto, a aproximação semiclássica pode 
não fornecer resultados com a precisão desejada. Por exemplo, paxa os níveis de me­
nor energia de algumas classes de potenciais unidimensionais (1D) as autoenergias 
obtidas através de cálculos semiclássicos podem desviax das autoenergias exatas por 
volta de 10% [9]. Também, quando aplicados a potenciais constantes por partes, os 
resultados da aproximação WKB 1 (esta aproximação consiste na expansão da equa­
ção de Schrõedinger em potências de h, paxa maiores informações ver apêndice A) 
são pobres.
O desenvolvimento tecnológico permite hoje em dia a construção de estruturas 
unidimensionais microscópicas regulares tais como poços quânticos e super-redes [10],
1Devido a G. Wentzel, H. A. Kramers e L. Brillouin
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onde fenômenos quânticos são relevantes. Assim do ponto de vista prático é de gran­
de importância possuir formas diferentes de obter as autoenergias de sistemas 1D. 
Obviamente, existem técnicas numéricas tal como o método de Noumerov (ver apên­
dice C), mas em algumas situações é mais apropriado um método analítico, como por 
exemplo, para investigar a influência de diferentes fatores na separação (“splitting”) 
de energia em poços duplos que representam: sistemas químicos como a molécula de 
amónia [11]; junções de dupla-camada [12]; e pontos quânticos (“quantum dots”) [13]. 
Uma possível candidata para fornecer métodos analíticos para a solução de tais sis­
temas seria a aproximação semiclássica usual, mas como descrito anteriormente esta 
pode não ser satisfatória em alguns sistemas tais como poços quânticos.
A literatura [14-17] tem mostrado que melhorias na função de Green semiclássica 
de Van Vleck-Gutzwiller [8] podem ser alcançadas escrevendo-se a função de Green 
semiclássica G como uma soma sobre caminhos clássicos, contanto que incorpore-se 
efeitos quânticos locais através de uma amplitude semiclássica generalizada. De fato, 
esta idéia foi usada com sucesso para estudar espalhamento por múltiplos potenciais 
em 1D [18,19]. Nesta monografia mostraremos que tal função de Green semiclássica 
generalizada pode ser facilmente construída para sistemas quânticos ligados e em 
especial para poços quânticos, sendo portanto, uma extensão e uma melhoria de 
técnicas semiclássicas no estudo de problemas em 1D.
0  presente trabalho tem como objetivo obter a função de Green semiclássica 
(G) para sistemas ligados e a partir dos pólos de G obter expressões analíticas para 
suas autoenergias. Como iremos mostrar, nossas expressões finais são generalizações 
das fórmulas semiclássicas usuais, pois possuem um índice de Maslov dependente da 
energia. Isto faz com que os nossos resultados analíticos sejam muito precisos quando 
comparados aos cálculos numéricos. Aplicamos, então, nossos resultados no cálculo 
de diversas grandezas de interesse, como o desdobramento e deslocamento de energia 
em poços duplos simétricos e assimétricos, respectivamente, e também no estudo de 
sistemas que possuam quase-estados.
Capítulo 1
Aproximações semiclássicas
1.1 Descrevendo a M ecânica Quântica a partir de 
objetos clássicos
Os conceitos fundamentais da MQ não podem ser obtidos da MC. No entanto, 
em alguns casos, muito do comportamento quântico pode ser entendido a paxtir da 
conexão com a dinâmica do sistema clássico análogo: estamos então no limite semi- 
clássico da MQ. Em termos concretos, o limite semiclássico da MQ é dado quando a 
constante de Planck % torna-se pequena ao ser comparada às grandezas característi­
cas do sistema, que por abuso de linguagem escrevemos h -* 0. Um método muito 
útil que segue tal linha é o método da aproximação WKB. Nesta aproximação, faz-se 
uma proposta para a função de onda do sistema como sendo =  Aexp [(i/7i)S], onde 
S é  a ação clássica e A  a amplitude da função de onda. Aqui observamos a associação 
de um objeto clássico, a ação clássica, com a função de onda da MQ, exemplificando 
o uso de estruturas clássicas para calcular quantidades quânticas. Substituindo ij) 
dada acima na equação de Schrõdinger e expandindo a equação resultante em po­
tências de h , no limite semiclássico, ou seja h —¥ 0 obtemos, em ordem zero de h, a
4
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equação de Hamilton-Jacobi da MC. Paxa sistemas ligados os autoestados de energia 
podem ser obtidos semiclassicamente da aproximação EBK *, na qual os autoesta­
dos de energia são obtidos da equação de quantização §pdq =  2nh(n +  /3/4), onde 
n = 0, 1, 2, 3 . . . ,  0  é um número (chamado índice de Maslov) inteiro e a integral 
é realizada sobre uma órbita fechada do movimento da partícula.
Além da função de onda, outros objetos matemáticos em MQ também possuem 
uma descrição semiclássica muito interessante, em especial a função de Green, que 
fornece toda a informação sobre o sistema quântico (autoestados, autoenergias, evo­
lução temporal do sistema após uma transformada de Fourier, etc), essa função será 
o objeto de nosso maior interesse ao longo deste trabalho.
A seguir faremos uma breve discussão sobre o propagador e a função de Green e 
como ambos são calculados semiclassicamente.
1.2 O propagador semiclássico
0  limite semiclássico também pode ser aplicado ao propagador usual em MQ. 
O propagador fornece a evolução temporal do sistema quântico, ou seja, dado um 
estado quântico em um tempo t0, podemos encontrar o estado quântico em t (t > to) 
através da integral do produto do propagador e da função de onda do estado inicial, 
ou seja:
ip(x,t) — I K(x,xo;t,to)rp(xo,to)dx0. (1.1)
Jt0
Na abordagem de Feynman da MQ [20] o propagador é dado pela soma de todos os 
possíveis caminhos paxa uma partícula sair de um ponto a e chegax em um ponto 6, 
modulado pela respectiva ação clássica (C =  (2ítihe/m)1/2, x =  dx/dt)
* - ( M  =  U m i / / • • • / ( 1.2)
1 Devido à Einstein-Brillouin-Keller
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onde
r*br hS(b,a)= I L(x ,x,t)dt,  (1.3)
Jta
e pode ser escrito numa notação mais compacta,
fb  .
K(b,a) =  e*5<*’B>Z>[r(t)]. (1.4)
J a
No limite semiclássico {% —> 0), a exponencial da ação no propagador (essí6’a)) varia
muito rapidamente entre os vários caminhos possíveis de a até 6, fazendo com que
as amplitudes destes caminhos sofram interferência destrutiva cancelando-se mutu­
amente. Entretanto, a interferência destrutiva não acontece na vizinhança daqueles 
caminhos especiais x ’s, para os quais A S  é pequeno sob pequenas variações dos 
caminhos. De fato, da MC [21] estes x’s são as trajetórias clássicas que unem os 
pontos a e 6. Então, no limite semiclássico as trajetórias que mais contribuem para 
o propagador (1.4) são justamente as trajetórias clássicas x’s [8 ,22].
Matematicamente, o processo correto para tomar o limite semiclássico do pro­
pagador é expandir a ação em (1.4) em torno da trajetória clássica até o termo de 
segunda ordem, negligenciando termos de ordem superior. O termo de ordem mais 
baixa é a própria ação da trajetória clássica, o termo de primeira ordem, que re­
presenta a derivada da ação clássica é nulo [21]. O termo de segunda ordem foi 
analisado por Marston Morse [8]. Morse demonstrou que, para intervalos de tempo 
suficientemente pequenos, a variação de segunda ordem, considerada como uma for­
ma quadrática dos deslocamentos Sx de todos os possíveis caminhos ao redor de uma 
dada trajetória é positiva e, portanto, a trajetória clássica paxa intervalos de tempo 
suficientemente curtos é de fato um mínimo entre todos os possíveis caminhos. Neste 
termo de segunda ordem existe uma série de tempos distintos que são chamados de 
conjugados de ta (tempo inicial) e a medida que o intervalo de tempo aumenta, a 
segunda variação adquire um autovalor negativo cada vez que U (tempo final) passa 
por um tempo conjugado.
Após feita a expansão até segunda ordem, a integração sobre dx pode ser efetuada,
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uma vez que este termo é quadrático. Em coordenadas generalizadas a solução final 
é (para detalhes da obtenção ver [23])
Ksci(qb,tbiqa,ta) =  (27rfi)_//2v/Mexp ( ^ S ( q b, tb',qa, ta) -  (1.5)
trajetórias '  '
clássicas
onde
provêm do termo de segunda ordem da aproximação. « é chamado de índice de 
Morse e é o número de tempos conjugados no intervalo tb — ta (ou seja o número 
de auto-valores negativos do termo de segunda ordem) e /  é a dimensão do espaço. 
Esta fórmula foi primeiramente escrita por Van Vleck em 1928 [24], logo depois do 
desenvolvimento da equação de Schrõdinger.
1.3 A função de Green semiclássica
A função de Green na MQ é um objeto matemático importante definido pela 
equação
[E -  U(r)]G(r, r'; E) =  ú(r -  r'), (1.7)
onde 7í(r) é o operador Hamiltoniano, definido como
« M  =  - ^ V 2 +  V(r). (1.8)
No apêndice B apresentamos uma discussão completa sobre as propriedades de G.
0  nosso interesse é a função de Green no limite semiclássico, a qual é obtida 
tomando-se a transformada de Fourier da fórmula de Van Vleck (1.5),
Gsd(qb,qa] E ) =  f  Kscl(qb, t b;qa, ta)e*Etdt. (1.9)
J o
Calcular a integral em (1.9) não é uma taxefa fácil. Paxa tal, usamos o méto­
do de fase estacionária, onde precisamos calcular o ponto estacionário do expoente
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S{<lb,tb] Çoj^o) +  Et, como função do tempo. Os cálculos são discutidos em [7] e
fornecem a seguinte forma paxa a função de Green semiclássica de Van Vleck e
Gutzwiller [8]
Gsd(qb, qa; E) =  27rm  V ( " 1)/+1£)c/ exp [ - * - 17] exp [^Sei{qb, ®; £)]




Da =  r i r 7 d<!t' ( - f w ~ )  (U 1)M l f c l  V  à q i d q j
S(qb,qa-,E)= í pdq. (1.12)
Jqa
Nas equações acima f é  a dimensão do espaço, 77 é o número de pontos conjugados 
entre qa e com energia E  constante. Pontos conjugados são os pontos da trajetória 
nos quais o determinante (—d2S/dqbdqa) toma-se singular. Os termos |q&| e |q0| em 
Dci são as velocidades nos pontos qa e <?(,, respectivamente e D d é interpretada como 
a densidade de caminhos e é chamada de amplitude semiclássica. O fator (—1)^+1 
assegura que a expressão sob a raiz seja positiva para trajetórias curtas.
A expressão det' em (1.11) indica a omissão da primeira linha e coluna da matriz 
(—d2S/dqbdqa)- Este determinanteé igual a 1 paxa sistemas unidimensionais. S é  a 
ação da partícula entre os pontos qa e
A expressão (1.10) e seu traço, a fórmula do traço de Gutzwiller [8], fornecem 
bons resultados na resolução semiclássica de sistemas quânticos, como a partícula 
livre em dimensões ímpares (onde na realidade fornecem os resultados exatos), o 
problema de Kepler anisotrópico, o átomo de Hélio [8,25-27], etc. De fato, esta 
expressão fornece resultados exatos paxa potenciais quadráticos em 1-D.
Apesar do sucesso dos resultados semiclássicos, alguns problemas, tais como tu­
nelamento, não podem ser descritos adequadamente pelo método semiclássico usual, 
isto é, considerando somente as trajetórias que são soluções reais da equação de 
Hamilton-Jacobi. Desta forma, é interessante tentar melhorar a expressão (1.10),
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sem modificai muito sua estrutura. Observando cuidadosamente esta equação, nota­
mos que uma das fontes de problemas está associada aos pontos de retorno clássico 
(onde E  =  V). Nestes pontos a velocidade da partícula |q| é nula fazendo com que 
o termo Dci divirja. Assim, uma tentativa de melhorai esta expressão é justamente 
modificai a amplitude semiclássica Dci. No próximo capítulo discutiremos uma pos­
sibilidade de generalização da função de Green semiclássica seguindo esta linha de 
raciocínio.
Capítulo 2
Generalização da função de Green 
semiclássica
2.1 Um a proposta de generalização do m étodo se 
miclássico
Existem diferentes maneiras de se tentar melhorar a aproximação semiclássica pa­
ra o propagador e a função de Green. Por exemplo: (i) uso de trajetórias complexas 
estendendo as variáveis clássicas para o plano complexo. Desta forma, obtêm-se tra­
jetórias com valores complexos dentro das regiões classicamente proibidas [28-33]. 
Recentemente, tunelamento multidimensional [34] e tunelamento caótico [35, 36] 
foram discutidos desta forma, (ii) No domínio do tempo, considerando a representa­
ção inicial do propagador semiclássico em termos da propagação de pacotes de ondas 
Gaussianos procedendo somente com tempos reais e trajetórias clássicas [37-39]. 
(iii) Considerar para o sistema uma versão semiclássica da mecânica de matrizes de 
Heisenberg, a qual de uma certa forma ‘evita’ o problema de conexão das regiões 
clássicas distintas ( [40,41] e referências lá contidas).
10
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Apesar de existirem os métodos citados no parágrafo anterior, seria muito bom 
melhorar a equação (1.10) sem modificar muito a sua forma, pois esta é fisicamente 
intuitiva e possui uma estrutura matemática simples, evitando técnicas relativamen­
te complicadas como as usadas nos métodos já  mencionados. Atualmente, alguns 
resultados na literatura [14,15] mostram que efeitos não clássicos podem ser incor­
porados na fórmula semiclássica através de uma amplitude semiclássica W , com a 
função de Green então sendo escrita como Ggen =  ^2cl W exp [i/hSc{\, com W  mais 
geral do que a densidade de caminhos Dci. Para alguns exemplos específicos, foi mos­
trado que a transformada de Fourier exata para G (o propagador) pode ser escrita 
como uma fórmula semiclássica generalizada. Em um trabalho recente, MGE da Luz 
e colaboradores [18] mostraram que para potenciais de suporte compacto a função 
de Green exata pode ser escrita na forma Ggen = ^ ci W  exp [i/hS^]. Nas próximas 
seções passamos a discutir tais resultados.
2.2 Função de Green para um único potencial de 
suporte compacto
Figura 2.1: Exemplos de potenciais de suporte compacto
Aqui iremos seguir as idéias expostas na referência [18] para obter a função de 
Green para um único potencial de suporte compacto, como aqueles da fig. 2 .1.Sendo 
{ipn, o grupo completo de soluções da equação de Schrödinger para o potencial
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acima (̂ >n e rpk sendo, respectivamente, a função de onda para os estados ligados e 
estados de espalhamento com energias En e h2k2/(2m)), a função de Green associada 
ao deslocamento de uma partícula entre os pontos Xi e x/  com energia E, pode ser 
obtida através da expansão espectral da função de Green (ver apêndice B)
G =  G ^ ( x f ,X i - ,E )  + G ^ e-\xf,Xi-,E)
+ fJ 0




.. E ~  En J  e
onde G(eX) representa a função de Green associada aos estados ligados (e.l.) e (?(e-e ) 
a função de Green associada aos estados de espalhamento (e.e.).
As soluções de espalhamento de tuna onda plana chegando da esquerda
(+) e da direita (—) são dadas por
^ ( x )  =
\/2n
exp [±ikx] +  7 i ^ ( k )  exp [=F*/ca:] 













x < a paxa (—)
(2.2)
onde 7 i ^ \  . 4 ^ ,  B ^ \  T  são coeficientes quânticos obtidos das condições de con­
torno, a e b estão representados na fig. 2 .1. Note que escrevemos T(k)  no lugar de 
T ^ ( k ) ,  pois T^+\ k )  = T ^ (fc ) =  T  [42]. Uk(x) e s*(x) são duas soluções (funda­
mentais) independentes da equação de Schrõdinger na região onde V(x) ^  0 , o que 
corresponde, para E > V (E < V), a ondas propagando (decaindo) para a direita 
(esquerda), respectivamente. Mencionamos também que quando a função de onda 
de espalhamento é propriamente estendida para o plano complexo-k (na localização 
de uma energia de ligação) então o resultado é a função de onda do estado ligado.
Vamos assumir que G^'1̂  =  0 na equação (2 .1). Isto é legítimo paxa potenciais 
que não permitem estados ligados [43]. Na referência [18] os autores argumentam 
que os resultados finais também são válidos paxa potenciais atrativos, mas isto não 
será discutido aqui.
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Por conveniência, vamos analisar as possibilidades: (----) Xj, x/ < a\ (—(-) x,- <
a e x j  > b; (H— ) x,- >  6 e Xf < a; e (++) xt-, x / > b. Então, inserindo as equações 
(2 .2) em (2 .1), e calculando as integrais [18], encontramos
TTL
Gt t (x/, x,-; k) =  ^-2̂ {exp[ifc|x/ -  x,-|] +  7£(±)(fc) exp\^ ik{x} +  x,)]} (2.3)
e
T i l
G±T(x/,x,;fc) = —2T-T(fc)exp[ifc|x/ — xt |]. (2.4)
ifí K
Queremos chamar a atenção para o formato das funções de Green obtidas. Pa­
ra o caso de reflexão (GTT(x/,x^, fc)), o primeiro termo representa a propagação
de uma partícula livre entre os pontos x,- e x/ e o segundo a propagação de uma 
partícula livre entre os pontos x; e x/ sendo refletida pelo potencial em questão. 
No caso de transmissão (G±t (x/,xí; A;)), o único termo representa a propagação de 
uma partícula livre entre os pontos Xj e x / sendo transmitida através do potencial. 
Assim vemos que G nas equações acima, está escrita como uma soma de caminhos, 
Ggei, =  W exP [(í/ft)*?], porém W  está relacionado com os coeficientes quânticos de 
transmissão e reflexão e não mais com as amplitudes semiclássicas usuais, eq. (1.10).
2.3 Potenciais de suporte compacto segmentados
O passo natural agora é estender esta construção para o potencial dado por
V M  =  £ > « > (* ) ,  (2.5)
J=1
figura 2.2. Neste caso, no entanto (ver [18]), não é interessante utilizar a expansão 
espectral para a função de Green (2 .1). O método mais apropriado é a expansão 
perturbativa da função de Green. Suponha que podemos escrever o Hamiltoniano 
como H = H + V,  onde H  é o Hamiltoniano do sistema não perturbado e seja G a
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Figura 2 .2 : Soma de vários potências de suporte compacto
função de Green para H. Então G para o H  total é dado por (ver apêndice B, eq. 
(C.42))
G(x/ , xí;z) =  G{xj,Xi\z) + J  dxiG(xj,Xi\z)V(xi)G(xi,Xi',z)
+  J J d x 2dx\G(xf,X2\z)V(x2)G(x2,Xi]z)V(xi)G(xi,Xi]z) + ... . (2.6)
O procedimento a seguir é trabalhado em detalhes na ref. [18]. Os potenciais 
individuais são adicionados um de cada vez no cálculo, ou seja, supomos H = +
VW e obtem-se G(1) de (2.6). Depois, faz-se H  =  H  +  V&\  com H  =  H <°> + VW 
(para o qual já  se conhece G ^ )  e de (2.6) obtem-se G^2\  Isso é realizado até que 
todos os potenciais tenham sido inseridos no Hamiltoniano. Mais especificamente, 
consideramos primeiro o Hamiltoniano da partícula livre, então
G(0) é a função de Green da partícula livre e V (x) um único potencial V ^ . Então 
de (2 .6), G(1) é dada como uma série de integrais sobre as ações clássicas e sobre 
VW. Nesta expansão de G ^  podemos associar formalmente a seus respectivos 
coeficientes de reflexão e transmissão 71^  e . Neste momento, tem-se em mãos 
a função de Green G ^  paxa o potencial V  =  V^1). 0  próximo passo é adicionar a 
perturbação devido ao potencial V^2\  tendo a função de Green G\ como a função 
de Green do problema não perturbado. Então, V(s) =
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e a equação (2 .6) leva a uma série envolvendo ações clássicas e V^2\
Novamente podemos identificar na série expressões correspondendo aos e 
associados com o potencial V 0  processo é repetido recursivamente até que todos 
os N  potenciais 1/U)’s sejam incluídos [18]. Todas as séries se reduzem a uma soma 
infinita composta de amplitudes quânticas, que podem ser somadas exatamente por 
serem séries geométricas.
Uma análise cuidadosa das funções de Green obtidas através destas séries, revela 
que a função de Green pode ser colocada exatamente na seguinte forma (para xj,  Xi 
fora das regiões da ação dos potenciais) [18],
Gsm(xj, xí; k) = ^  Wct exp [^£«(*/, ®í; k)]. (2.7)
ce
onde ce é entendido como ‘caminho de espalhamento’, Sct e Wce são, respectivamente, 
sua ação clássica e amplitude correspondente. Desta forma, vemos que os efeitos 
não clássicos são introduzidos na fórmula semiclássica usual através dessa amplitude 
semiclássica generalizada, que depende dos coeficientes de reflexão e transmissão dos 
potenciais individuais V ^ ’s.
Antes de discutir a expressão acima em mais detalhes, é interessante comparar 
(2.7) com a fórmula de Van Vleck-Gutzwiller (1.10) para /  =  1. Vemos que as 
equações (1.10) e (2.7). são similares, com o termo m/(hk)2W„ fazendo o papel do 
termo y /Dãexp [—inrj/2]. Entretanto, W„ é mais geral que a amplitude semiclássica 
pois leva em conta efeitos puramente quânticos, como tunelamento. Para o caso 
de tunelamento, W  é igual ao coeficiente transmissão e não diverge nos pontos de 
retorno clássicos.
Em (2.7), um ‘caminho de espalhamento’ representa uma trajetória onde a par­
tícula começa em a:,-, sofre múltiplas reflexões entre as paredes dos potenciais e final­
mente chega em xj.  Os pesos Wct são construídos da seguinte maneira. Cada vez 
que a partícula se choca contra um V ^ \  esta pode ser refletida ou transmitida pelo 
potencial. No primeiro caso, W„ ganha um fator (reflexão) e no segundo, ganha
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um fator (transmissão). Wce total é então o produto de todas as amplitudes par­
ciais para aquele caminho de espalhamento particular. 5 « é a ação clássica para ‘o 
caminho de espalhamento livre’, ou seja, é dado por Sce = kLce, onde L„ é o compri­
mento total da trajetória da partícula (sempre tomado fora das regiões de ação dos 
potenciais de suporte compacto). Notar que aqui estamos usando R  e T  ao invês de 
% e T  (os coeficientes de reflexão e transmissão quânticos). Isto é feito por uma sim­
ples comodidade do cálculo e temos que R*  =  R^  exp [±2 ikc] e T  = Texp [—ikd\, 
com c o ponto de retorno da partícula ao ser refletida pelo potencial e d a largura do 
suporte compacto do potencial.
Na fórmula (2.7) é preciso fazer a soma de um número infinito de ‘caminhos de 
espalhamento’, o que a princípio pode parecer muito difícil. Entretanto, tal cálcu­
lo pode ser feito por uma simples classificação diagramática das trajetórias, a qual 
é uma forma prática para identificar e efetuar as séries geométricas mencionadas 
anteriormente. Esta classificação dos caminhos é discutida em detalhe em [18] e 
será exemplificada na próxima seção para a obtenção da função de Green semiclás- 
sica generalizada para Potenciais Constantes por Partes (PCP). PCP são úteis para 
descrever sistemas realísticos na matéria condensada, tais como pontos quânticos e 
super-redes [10]. Os cálculos, a seguir, representam o primeiro resultado novo obtido 
em nosso trabalho.
2.4 Como utilizar a função de Green generalizada
No sentido de fornecer um exemplo de como a fórmula (2.7) é utilizada e como 
as séries geométricas aparecem, vamos considerar os potenciais de suporte compacto 
idênticos na fig. 2 .3 (a).
Precisamos somar todos os possíveis caminhos para uma partícula sair do ponto 
Xi e chegar ao ponto xf.  Como mostrado na fig. 2.3, vamos considerar o caso onde
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paxtícula é transmitida através das barreiras. A partícula deixa x,- < X\ vai até X\. 
No ponto Xi, a partícula pode tunelar ou ser refletida. Como estamos interessados 
na função de Green com ponto de chegada x /, não consideramos a reflexão. Então,a 
partícula tunela até X2. Neste caminho Wce ganha uma contribuição T, com T o 
coeficiente de transmissão do potencial V. Entre os pontos X2 e 13 a partícula sofre 
M múltiplas reflexões. Por simplicidade vamos assumir que os potenciais são idênticos 
e simétricos, então a contribuição para Wce é [R]2M, onde R é  o coeficiente de reflexão 
do potencial V. Se os potenciais fossem diferentes o processo seria o mesmo, porém 
teríamos que utilizar os coeficientes de reflexão de cada potencial. Em seguida, a 
partícula tunela para x4 e Wct novamente ganha a contribuição T  e finalmente chega 
até xf. As figuras fig. 2.3(b)-(d) mostram três exemplos esquemáticos para estes ce. 
A função de Green semiclássica generalizada é então a soma de todos esses caminhos 
e é escrita como (E  = h2k2/2m)
7Tt
Gs„(xf ,  Xi, E) =  — 2 { re x p  [ifc(xi -  Xi)]
OO
x [R]2Mexp [ik(2M +  l)(x3 — X2)] 
m=0
xT  exp [ik(xf — x4)]}
=  exP [**(*1 “  xô  + ik (x f  ~  *4)], (2.8)
onde
T d _  T2 exp [ifc(x3 — x2)] . .
sen 1 — R2 exp [ifc(x3 — x2)] ’
é o coeficiente de transmissão total do potencial V  +  V.
0  método acima consiste em fazer a soma dos ce, mas quando o número de 
potenciais aumenta isso pode ser bastante tedioso de ser feito. No entanto existe 
uma forma mais simples e direta para que a soma acima seja realizada. Esta forma 
consiste em uma classificação diagramática dos possíveis ce e será descrita como 
segue.
A partícula deixa o ponto x,-, chega ao ponto x\ e tunela até o ponto X2. Neste





Xi Xi X2 Xz X4 Xf  x
Figura 2.3: Grupo de caminhos para ■ 
ponto x f
partícula sair do ponto x; e chegax no
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ponto X2 o grupo das todas as possíveis trajetórias pode ser chamado de P\ como 
mostra a fig. 2.3(a). P\ possui duas contribuições: 1) propagação até £3 seguido de 
reflexão e um grupo de possíveis trajetórias P2, fig. 2 .3 (a); 2 ) propagação até £3, 
transmissão até x4 e finalmente chegando em xj. Assim a forma de Ggen(x/,z,-, E), 
P\ e P2 são
TYl
Geea(xf, xí, E) =  —-2  exp [ik(x 1 -  Xi)]TPu  (2.10)
ikh*  
* a ) ]  |
R P 2
Pi = exp [ik(x3 — £2)]  ̂ (2-11)
T  exp[ifc(£/ — £4)],
P2 =  exp [ik(xz — X2)]RPi. (2 .12)
onde o ‘{’ representa a divisão da trajetória. A forma equivalente de Pi é
Pi =  exp [ik(x3 — X2)]{RP2 +  T  exp [ik(x /  — x4)]). (2.13)
Resolvendo (2 .12) e (2.13) para Pi temos
_  T  exp [ífc(£3 -  x2)] exp [ik(xf  -  £4)] , .
1 1 — jR2 exp [ifc(£3 — £2)]
Substituindo (2.14) em (2.10) obtemos novamente a equação (2 .8). Este método será
utilizado nas próximas seções.
2.5 Aplicação do m étodo sem iclássico generaliza­
do a P C P
Esta seção tem como objetivo generalizar os resultados obtidos na tese de mes­
trado de Vicentini [44]. PCP são uma classe de potenciais onde, novamente a apro­
ximação semiclássica (1.10) e WKB não fornecem resultados satisfatórios devido às 
descontinuidades destes potenciais. Os PCP são dados por (ver fig. 2.4)
tio se £ < £1 (região 0)
V(x ) =  ̂ Uj se xj < x < £j+i =  Xj +  dj (região j )  (2.15)
un se £ > £n (região n)
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Os valores Uj, dj e Xj são, respectivamente, a altura do potencial, o comprimento 
da região j  e a localização do j-ésimo ponto de descontinuidade. Sem perda de 
generalidade, vamos supor uq = 0 e x\ =  0. Vamos introduzir também os números 
de onda nas diferentes regiões com kj = y/2m(E — Uj)/h =  iftj. No sentido de se 
obter as equações em uma forma geral, não iremos distinguir os casos em que kj é 
real ou imaginário (ifij), exceto quando mencionado.
Figura 2.4: Exemplo de PCP com quatro pontos de descontinuidade
2.5.1 A construção da função exata
A função de Green é dada pela equação (2.7), que aqui reescrevemos na seguinte 
forma:
caminhos V í  ^
onde SCímiaho(xb, x a\ k0) =  h f** fcC4miaho dx e j  e l, indicam, respectivamente, a quais 
regiões xa e x b pertencem. Paxa o caso mais simples onde temos apenas um ponto 
de descontinuidade, n =  1, se x a e xb pertencentes à mesma região, fig. 2 .5(a), j  = 0 
e / =  0 , os dois possíveis caminhos fornecem:
G© * * » Xa’E ) ~  {exp “  *«11 +  °o!oexP [— + xa)]} . (2.17)
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Se xa e Xf, pertencentes à regiões diferentes, fig. 2 .5 (b) , j  =  0 e / =  1, o único 
caminho fornece
Go*l(xi» xa, E) = ti 2 ao!í exp [í(fcix& +  fc0xa)]. (2.18)%h Y KqK\
(b)
x» ...........  íb ...............
Figura 2.5: Potencial com um ponto de descontinuidade (a) para x,- e Xj pertencendo 
à mesma região e (b) paxa x,- e Xj pertencendo à regiões diferentes
0  primeiro termo na (2.17) é a contribuição do caminho clássico direto entre os 
pontos xa e X&. Mas o segundo termo (único) em (2.17) ((2.18)) é a contribuição 
do caminho refletido (transmitido) que é clássico quando fcj é imaginário (real) e 
quântico quando k\ é real (imaginário). Os coeficientes a ’s, como mostrado em [18], 
são de fato os coeficientes quânticos (a menos de uma fase) das funções de onda. 
Assim, os coeficientes a ’s para um único ponto de descontinuidade são escritos [45]
(!) _ k0 - h  (i) f h  2kp
°’° fco +  fc! ^  y k o k o  + h '  ( >
os quais fornecem as funções de Green corretas em (2.17)-(2.18). Similarmente, 
temos [45]
aW - - aW e a(1)-  i/*° 2fcl (2 20)° i , i -  °o,o e kiko + k i - V-M)
Observe que se k\ for real, |oq^ |2 ( |a ^ ||2) e |«oa|2 (|o^q|2) são, respectivamente, 
as probabilidades de reflexão e transmissão paxa ondas planas vindas da esquerda 
(direita) [46].
Paxa calcular a função exata paxa n pontos de descontinuidade, dado que pa­
ra PCP não há superposição dos potenciais, utilizamos os coeficientes dados nas
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equações (2.19) e (2.20) como blocos de construção. Paxa tanto, vamos resumir e 
generalizar esses coeficientes como
, ü )  . -
A i )  _  k j - i  k j  
j ’ j  f c j - i + f c ;
J ? )  . _
j - i j
I  k j  2 k j - i
y  k j — i  k j — i  - j -  k j
a ( i )  _
a h 3 ~  1  —
l k j — i  2  k j
V  k j  k j — i  +  k j
(2.21)
Os superescritos indicam o j-ésimo ponto de descontinuidade e os subscritos repre­
sentam, respectivamente, as regiões antes e depois da reflexão ou transmissão.
Com base no que foi exposto na seção 2.3, estabelecemos as seguintes regras:
1. propagação de y até z na região j  produz exp [ikj\z — y|];
2 . reflexão no ponto de descontinuidade Xj para a esquerda (direita) produz um 
fator (<*$);
3. transmissão através do ponto de descontinuidade Xj da esquerda (direita) pro­
duz um fator a^2 i,j(a^]_i)-
Com estas regras em mente, a função de Green (2 .6) pode ser reescrita como
p -22)
y J  caminho r
onde a soma é sobre todos os possíveis caminhos clássicos e / r ’s são os fatores apro­
priados das regras 1-3 associados a cada caminho conectando xa e x&. Notamos que
(2.22) pode ser pensada como uma versão exata da aproximação em [47].
Em princípio, as partes mais difíceis no cálculo da expressão acima são enumerar 
todos os caminhos e somar suas contribuições. Entretanto, como vimos na seção 2.3,
(2.22) é sempre uma série geométrica e, portanto, pode ser somada exatamente.
2.5 Aplicação do método semiclássico generalizado a PC P 23
2.5.2 Dois pontos de descontinuidade
No sentido de deixar o assunto mais claro, primeiramente vamos calcular (2.22) 
para n =  2 , fig. 2.6(a). Na fig. 2.6(b)-(d), mostramos três possíveis caminhos no caso
de xa, Xb < X\ =  0. Usando as regras 1-3 da seção anterior, as contribuições dos
caminhos mostradas na figura 2.6 são:
• figura 2.6 (b) exp[ifco|x6 — £0|],
• figura 2.6 (c) 4 lo exp [—ikQ(xb +  xa)] e
• figura 2.6 (d) 4 !í[4?i]M !M 5exP[” *k°(Xi +  **)]•
Coletando todas as possíveis trajetórias, temos:
@0,o(Xb> x ai E^  — .. o7 (® P  “ ' ^a|] "b A /jexp  [ Ífco(x& “b 2Ja)]), (2.23)ih kq
com
Ar =  41o + 4 5 4 5  Xy[ai!i]n[aíli]n-1 exp [2*nMi] =  4 5  +  ^°’ia i^ 1-°exp
n=i 1 -  a ija ) je x p  [2*Mi]
(2.24)
A r acima é o coeficiente de reflexão total para o potencial.
Analogamente, se x a < 0 e Xb > x 2, então
Gol(xb, x a] E ) =  7. 2 ™—— A t exp [ik2(xb -  di) -  ikoXa]), (2.25)
In yfeofc2
com
a í1) (2) \-u j iV ^ r  (2) (i)m ro- u j i  4 , i ° i Í exP[^í^i]At =  4 i° i .2  exp [*Mi] 2 j au au ] e x p  [2*nMi] =   ------
n=o 1 ®i,i®i,i exp [2í«ioiJ
(2.26)
sendo o coeficiente de reflexão total do potencial.
Note que A r  e A r exp [—ik2di] são, respectivamente, as amplitudes semiclássi- 
cas generalizadas de reflexão e transmissão totais para uma onda plana vindo da
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Figura 2.6: (a) Potencial paia n =  2.(b)-(d) Representação esquemática de três 
possíveis caminhos paia G^2\ x b ,x a-, E) no caso de x a < 0.
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esquerda [46]. Para o caso de 0 < xa < x2 e xb > x2,
+A /exp [ik2(xb — di) +  ih (d i  +  z0)]), (2.27)
onde
Todas as outras funções de Green para as diferentes possibilidades paxa os pontos
finais são obtidas da mesma forma.
As equações (2.23)-(2.28) (e também (2.17)- (2.20)) reproduzem as equações da 
Ref. [48]. Adicionalmente, com a ajuda de (2 .21) podemos facilmente derivar de 
(2.25) e (2.26) que: (a) A r =  — 1 e At =  0 para o potencial de uma parede infinita; e 
(b) Ar  = RÍ5) =  —7 / ( 1 + 7 ) e A t =  = 1 /(1 + 7 ), 7  =  imX/koh2, (fazendo «2 =  0
e tomando o limite d\ —)• 0 e «i —> 00 , mas mantendo u\d\ =  A) para o potencial- 
delta com intensidade A. Com isso, as funções de Green para estes sistemas [49-51] 
são obtidas exatamente como casos especiais de nossos resultados.
2.5.3 N pontos de descontinuidade
Para um n geral, os infinitos caminhos conectando os pontos xa com xb em (2.22) 
devem ser todos somados. Como são sempre séries geométricas [18] podemos sempre 
realizar a soma exatamente. Para isso utilizaremos o método discutido na seção 2.4.
Por simplicidade vamos fazer x b > x a. Uma vez conhecido a qual região xa e xb 
pertencem, podemos dividir o potencial em três blocos: o bloco da esquerda (L), que 
inclui todas as partes à esquerda de Xj se Xj < x a < r J+i; o bloco da direita (R),
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Figura 2.7: Divisão do potencial PCP em blocos para o cálculo da função de Green 
para N  pontos de descontinuidade. Os A’s representam as amplitudes em cada um 
dos pontos de descontinuidades mencionados no texto.
que incluí todas as partes à direita de x/+i se x/ < Xb < ®í+i> e °  bloco do meio (M), 
que incluí as partes entre Xj+i e x\. As regiões j  e Z, onde estão situados xa e Xb 
são excluídos na definição dos blocos, fig 2.7. Para escrevermos as equações, A p ^  
representa: se p = q a amplitude de reflexão no ponto de descontinuidade t entre as 
regiões t e v e  se p ^ q a ,  amplitude de transmissão no ponto de descontinuidade t 
entre as regiões t e v.
Uma partícula inicialmente em xa pode: (1) ir diretamente paxa x = Xj+1, (2) 
ir paxa à esquerda, bater no potencial V '̂) em x =  Xj e então ir paxa à direita e 
chegax ao ponto x = Xj+i. Em analogia com a seção 2.4, existe um grupo infinito de 
possíveis caminhos paxa uma partícula deixax x =  Xj+1, e vamos chamá-los de P12, 
fig. 2 .8 . Então, pela ref. [18] e regras (l)-(3) da seção 2.5.1, a função de Green pode 
ser escrita como
exp [ifcj(xj+i -  xa)]Pi2
exp [ikj(xa -  xá) + ikjdj]P12.
(2.29)
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Figura 2.8: Grupos de caminhos P\2 e P23 para PCP
Qualquer caminho em P12 pertence a uma das duas possibilidades: (1) transmis­
são através de yfr+1), seguida por uma das trajetórias no grupo P235 ou (2) reflexão 
por y(i+i) e então por yk’), finalmente alcançando novamente x  =  Xj+i- Então, Pn 
é dado por
A (i+iiO p  Aj,l 23
Pl2 =  <
exp [2ikjdj]Pi2.
(2.30)
De forma similar, temos (fig. 2.8) 
exp [iki(xb — £/)]
P23 =  <
exp [iki(xl+1 -  xb)]
A l,l 23exp [ikidi] <
(2.31)
Observe que a partícula finalmente alcança xb pela esquerda ou pela direita, fig. 2.9. 
Esta pode, uma vez na região xi < x < x/+i, voltar para a região Xj < x < Xj+i, 
sendo refletida paxa a frente e paxa trás. Todas estas possibilidades são levadas em 
conta em (2.31).
Então, da seção 2.4 as formas equivalentes das (2.29)-(2.31) são
Pn = exp [2iM,-]P12. (2.32)
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Figura 2.9: Sentidos para os quais uma partícula pode deixar x„ e chegar a xb
P23 =  exp [ ik (xb -  x/)] +  A f * 1,n̂  exp [ikidi] { exp [ifc/(xf+i -  x&)]
+  exp [ikldl] {A \ lf +l)P23 + A {l f l)A f p  exp [2ifcJdi ]P12}}. (2.33)
Resolvendo (2.32) e (2:33) e substituindo o resultado em (2.29), finalmente obte­
mos a função de Green exata para o PCP,
=  *'(„) {  eXP [^ jfe + l -  * .) +  ’k(Xb -  li)]
exp [ikj(xj+1 -  x a) +  ikidi + fc;(x/+1 -  x*)] 
exp [ikj(xa -  Xj) +  ikjdj +  ki(xb -  x0)]
+A ^j1)A^+1,n) exp [ikj(xa — Xj) +  ikjdj + ikidi +  fc/(x/+i -  xt)] j,
(2.34)
onde
Bi f  =  í 1 “  exP (2iM ;] )  ( ! -  ^!íiJ+1) A(Ii+1'”) exp [2»*!*])
exp [K (M i +  W ,)]. (2.35)
Os quatro termos em (2.34) correspondem respectivamente às contribuições dos
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caminhos deixando xa parae alcançando xj da: direita e esquerda; direita e direita; es­
querda e esquerda; esquerda e direita. As amplitudes A^*1’̂ , ,
são devidas ao bloco M; a L e A^+1’̂  a R. Elas são obtidas através das seguintes 
relações de recursão (0 <  s < r  — 1, 1 < r  <  n)
/í(s+1)/7(*+1) 4(s+2*r)
4(«+l,r) =  flfH -l) | a s,s+ la s+ l,s* s+ l,s+ l \2 j]  J  1
,S ,S 1 -  a{s+1) Â s+2'r) pyn \9.ik d 1 L +1+l J°S+1,S+1'A5+1,S+1 eXP l^íft5+l«S+lJ
A{s+l,r) =  ( r ) , __________* r, r - l * r - l , r * r - l , r - l ____________ ,
A s,s ~  a r,r T  (r) /r _ j  +1) e x p  ^ Í/C r _ x a r _ i j ,
1 -  « r- l ,r-l-Ar - l lr - 1 eXP [2lfcr-l<t-lJ
(2.36)
com A r̂+1,r  ̂ =  AÍ?sS+1̂ =  0 e ( 0 < s < r  — 2, 2 < r  < n )
~(s+l) j(s+2,r)
4 ? 1,r) =   ------( . + 1 ) T + 2 , r ) + hr  [9-, , exp[2ifcs+1d3+1]
1 -  <+1,5+1 As+m +i exP [2ífcs+1ds+1J 
„(r) A (^—*1,5+1)
áOv+l) _  _________  r,r—1 r—1,5____________  12 ik ,d li
r >® _  1 ( r )  A (’— 1 ,5 + 1 )  r o - l .  A  1 eXP t ZZK» - - l« r - l J ,
1 “  a ;_ i,r-l^ r-l,;-l eXP [2**r-l4-lJ
(2.37)
com A(r,r) -  fl(r) e 4(s+1>s+1) -  a(s+1) co  /ir_iir — ar_i>r e ^is+i,s — a5+i,s-
Para o caso de xa e Xb pertencendo a mesma região (/ =  j) , temos
G k W . i £0  =
x |  exp [ifcj(x& — x0)] +  A ^ 1,n) exp [ifcj(2xj+i — x0 — xb)] 
+ A ^ X) exp [ifcj(x0 +  X6 -  2xj)]
+ i4g l)A g hl’") exp [ ^ ( x .  -  x6 +  M,-)]} • (2.38)
Aqui devemos notar que considerando cada bloco, estamos de fato calculando 
as suas amplitudes quânticas. Então, temos os casos interessantes de reflexão total 
(/ =  j  =  0) e a transmissão total(/ =  0 , j  = n)
Go?o (xb, Xa, E) =  1 exp [ifc0(x6 -  Xo)] +  A ^ n) exp [-Ífco(*a +  z&)]}
Gj2(x6,x a;E ) =  .jp J g ^ i Afcn) exp [ikn(xb +  xn) -  ifc0xa]. (2.39)
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e Aq̂  são, respectivamente, as amplitudes de reflexão e transmissão total 
para uma onda vindo da direita.
0  traço da função de Green, dado por
gtr(E) =  J  G(x,x; E)dx, (2.40)
é muito útil na análise do espectro de energia de um sistema quântico [8,52]. Como 
exemplo vamos considerar uma série de barreiras tipo PCP confinadas em uma caixa 
infinita, neste caso temos uq = un = oo em (2.15). A partir de (2.38) temos que para 
esse caso (2.40) resulta em
' “ h  k> i%2 è M  i -  )
n_1 / ^ sin [kjdj] exp [ikjdj]
(2.41)
”» y  (  Ai,i +  Ai J  \  IM il exp [tfcjc
+ ifi2 é í V l - A ( Í 1)A ^ 1’“)exp[2 iM i]^  ki
Na equação acima as somas representam, respectivamente, as contribuições de todas 
as órbitas de comprimento zero, órbitas periódicas, ou seja caminhos deixando xa 
para a direita (esquerda) e chegando em x& =  x a pela esquerda (direita) e órbitas 
não periódicas, isto é caminhos deixando o ponto xa para a direita (esquerda) e 
chegando no ponto x& = x a direita (esquerda).
Para exemplificar a aplicação da função de Green semiclássica generalizada para 
PCP, vamos aplicá-la para o poço duplo infinito assimétrico (pdia), ou seja (2.15) 
com n =  4 e tto =  W4 =  oo. Por conveniência, somente consideramos os casos que xa 
está na mesma região x&. Das equações (2.38) e (2.36)-(2.37), obtemos
G^ * ) =  ‘M j  1 -  >fífil (  eXP [~ ÍkiZ‘] +  ^  *** t ^ “1)
x ^exp [ikjXb] +  RÍ+ exp [—*fejx0]^, (2.42)
onde R+) =  7i^} exp [2ikjXj+i], R^) =  1^}  exp [—2ikjXj], =  —1, =
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^•2,3} — 7̂ 2,1 e
_  -(hr) , [ ^ )]2K1.2
-0(3) _  -ot*.*-) ,
n -  -  * *  + i - « S S X i
r^OarH2
. 1 ( 1 ) - (2.43)
-(6of)l  
r,a
1 -  f t r , S
onde 'RSb,s^ e são os coeficientes de reflexão e transmissão para a barreira.
0  traço da função de Green é facilmente derivado de (2.41) e dos coeficientes 
R  acima. Vamos calculá-la para uma barreira quadrada localizada no centro de 
uma poço quadrado infinito, ou seja, ki = k$, d\ =  d$ , 11^  =  e
= /RP'\ Então, escrevendo g(pdm) =  +  gipdtâ  + g ^ p ^  temos
(pdia) _  m  (2di , d 2\
90 ~  ih2 V fci k2)
(pdia) _  [ffa (  [ft(2)]2exp [2ik2d2] \  _  <h /  fc(1) exp [2iM i]  \1
9op ih2 \-k2 \1 — [7£(2)]2exp [22^2^2]/ ki \1 — 721x)exp [2ikidi])\
^  = 1* tig (l + TCM t̂Urf,]) Sin|Ml16X11 1<Ml]
1 /  1Z^ \  ]
11 -  exp [M M .])  Sin 1Mzl ^  [»M 4  {2M)
onde go>dtâ  é a contribuição das órbitas periódicas de comprimento zero, gípdm̂ é a
contribuição das órbitas periódicas de comprimento não nulo e gãvp°  ̂ a contribuição 
das órbitas não-periódicas. Comparando a equação acima com a fórmula do traço na 
ref. [48] é observado que apesar de ambas estarem relacionadas com órbitas periódi­
cas, a fórmula do traço não fornece as amplitudes quânticas corretas que aparecem 
em (2.44). Se U2 =  0, um caixa infinita de comprimento L = 2di + di, (2.44), fornece: 
g£°x) =  kiL/(2iE), g%ox) = (kiL){cotk1L + i)/{2E) e gínp] =  - l / ( 2 £ ) ,  os quais são 
resultados exatos.
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2.6 Funções de Green assintóticas
Para potenciais segmentados, isto é, para potenciais escritos como a soma de 
potenciais individuais que não apresentam uma região de sobreposição, podemos 
obter a função de Green exata [18]. A pergunta natural que surge é, então, se uma 
função de Green generalizada, ou seja, uma fórmula do tipo (2.7) pode ser estendida 
para outras situações. MGE da Luz e colaboradores [19] mostraram que na verdade, 
isto pode ser feito para potenciais unidimensionais genéricos V{x) = V^(®) que
possuam a propriedade de que Vk')(|x| —¥ oo) —> 0 , qualquer que seja j ,  ou seja, 
cada se anula assintoticamente. Neste caso porém, (2.7) é uma aproximação, 
pois para obtê-la: (1) utiliza-se a função de Green assintótica, (2) considera-se que um 
potencial V^') na região entre os seus pontos de retomo clássico não “sente” os outros 
potenciais VM’s ? ou seja, a região de sobreposição dos potenciais não é muito grande, 
de tal forma que possamos utilizar os coeficientes de transmissão e reflexão e 
7Z.W individuais. Apesar destas considerações, como os autores discutem em [19] os 
resultados são muito bons e se mostram melhores que o semiclássico usual quando 
utilizados para calcular espalhamento.
Aqui faremos um breve sumário de como obter uma expressão do tipo (2.7) para 
os V(r) acima (para uma discussão detalhada ver [19]). Considere um simples V(x) 
que decai assintoticamente para |x| -» oo. Suas funções de onda de espalhamento 
assintóticas ^ ^ ( x )  são ondas planas chegando da esquerda (+) e da direita (-), 
dadas por
£
exp [±ikx] +  7Z ^ \ k )  exp [=fikx], x —¥ ^foo
#>(*) \/2n (2.45)T(k)  exp [±ifcx], x -¥ ±oo.
As funções de Green assintóticas são obtidas inserindo-se (2.45) em (2 .1) e supondo-se 
novamente Ge L =  0.
Aqui precisamos fazer algumas considerações com relação aos pólos dos coeficien­
tes quânticos T  e 71 na metade superior do plano complexo, pois para a resolução de
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(2 .1) usamos integração no plano complexo sendo o contorno um semi-círculo tomado 
justamente nesta região. Para V  não-negativo em todo o espaço, isto é, barreiras, 
os pólos: (i) estão ausentes quando V  tem suporte compacto ou decaimento do tipo 
Gaussiano; (ii) existem quando V  decai exponencialmente, neste caso os pólos apa­
recem a uma distância finita do eixo real [43]. Resolvendo as integrais a contribuição 
destes pólos fornece termos na forma C exp[—c(|x/| +  |x,j)], com C limitado e c > 0. 
No limite assintótico de |x| -* oo eles decaem exponencialmente e portanto podem 
ser desconsiderados. Assim, finalmente temos [19]
772
G±^(xf,Xi;E)  =  TT27T(fc)exp[ifc|x/— X j|] ,  (2.46)
in k
e
GT^(x f ,X i \E)  = ^ ^ je x p [ ifc |x /-X i |]  +  'ft(±)(fc)exp[=Fífc(x/ +  xi)]j.(2.47)
As expressões acima são aplicáveis a potenciais que no limite assintótico tendem a 
zero pelo menos exponencialmente [19]. Para potenciais com decaimento mais lento, 
apesar de existirem estudos sobre seus espectros contínuos [53], não existe resultados 
gerais, até onde sabemos, considerando a estrutura dos pólos de suas amplitudes 
quânticas. Então, não podemos em princípio garantir que as equações (2.46) e (2.47) 
sejam também válidas para estes tipos de problemas. Entretanto, lembramos que o 
ponto principal da obtenção de (2.46) e (2.47) é ter todas as contribuições dos pólos 
de 7Z e T  anulando-se exponencialmente quando |x| —>■ oo. Assim, as funções de 
Green (2.46) e (2.47) são válidas para qualquer V  em que isto seja o caso.
Para calcular a função de Green generalizada para o caso mais geral de V  =
V ^ \  os autores em [19] mostraram que é mais apropriado escrever (2.46) e (2.47) 
como
772 f  %
G ^ { x f ,xi',k) = ^ 2̂  |  exp [— x*]
+ R k {k) exp [=F jr(S*(x/, ̂ o) +  S*(x,-, x0))] J , 
G±^(xf,Xi]k) = ^ T ±( k ) e x p [ ^ ( S k{xf ,x%) + S k(xi,x%))]. (2.48)
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Em (2.48), Sk é a ação clássica, £o’s são apenas os pontos de referência (escolhido 
de acordo com a conveniência, ver próximo capítulo) e R  e T  são as amplitudes 
semiclássicas generalizadas e estão relacionados com os coeficientes quânticos T Z e T  
por fases dependentes da energia, ver seção 3 .2 .
De posse das funções de Green acima, o procedimento então é inteiramente análo­
go ao discutido na seção 2.3, ou seja, usar recursivamente a expansão em série (2.6) 
e assim ir adicionando potencial a potencial para obtermos a fórmula final, que é 
então finalmente escrita como
G<~ =  ãjljt £  w -  exp 5  * ;  £)!■ (2-4S>)
ce
Em um ce, entretanto, a partícula nunca entra na região classicamente proibida, a 
partícula tunela ou é refletida por estas regiões. Os pesos W„ são construídos como 
segue: cada vez que a partícula bate num ponto de retorno clássico associado a 
esta pode ser refletida ou transmitida pelo potencial. No primeiro caso, Wce ganha 
um fator e no segundo, ganha um fator 0  peso total Wce é então o produto 
de todas as amplitudes parciais para aquele ce particular.
Este resultado é bastante geral e foi usado com grande sucesso no estudo de es­
palhamento em cadeias unidimensionais [19]. Entretanto, tal procedimento também 
pode ser usado na análise de sistemas ligados. No restante da presente monografia 
iremos discutir como isto pode ser feito e apresentar aplicações a diversos problemas, 
principalmente na análise de poços quânticos (simples e duplos).
Capítulo 3
Funções de Green semiclássicas 
generalizadas para sistem as ligados 
e quase-estados
3.1 Poços quânticos
A idéia principal dos capítulos anteriores é a obtenção da função de Green de 
espalhamento para um potencial geral V, escrevendo V  como soma de potenciais 
individuais V ^ \  onde cada se anula assintoticamente. A idéia aqui é que po­
demos fazer este mesmo tipo de composição para construir potenciais que permitem 
estados ligados. Desta forma um poço simples pode ser escrito como a soma de dois 
potenciais degraus: o degrau da esquerda e o degrau da direita, fig. 3.1 (a). De forma 
análoga, um poço duplo é uma soma de três potenciais: o potencial da esquerda, o 
potencial da direita e uma barreira simples entre eles, fig. 3.1 (b).
De acordo com os capítulos anteriores a função de Green semiclássica generalizada
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Figura 3.1: (a) Um poço simples é escrito como a soma de dois potenciais, (b) Um 
poço duplo é escrito como a soma e três potenciais, xi e xr são os pontos de retomo 
à esquerda e à direita do potencial, respectivamente
é, então, dada por
GW = ^ 2  Wc*exp Xi' E )]• t3-1)
ce
Aqui, ce é entendido como ‘caminho de espalhamento’ com S„ e W„ sendo sua ação 
clássica e amplitude correspondente. Para uma dada energia E  vamos assumir que 
os pontos Xj e Xf estão na região classicamente permitida. As amplitudes Wee são 
construídas seguindo-se as idéias já  expostas nas seções anteriores. Então, cada vez 
que a partícula bate num ponto de retorno clássico (quando E = V) associado ao 
potencial em questão, ganha uma amplitude R  se for refletida e T  se for transmitida 
pelo potencial. A amplitude total W  é, então, o produto de todas as amplitudes 
parciais para este ce particular.
Todas as amplitudes R  e T  que são necessárias para construir os W ’s estão re­
lacionados aos coeficientes quânticos de reflexão e transmissão usuais % e T  dos 
potenciais individuais que compõe o poço, através de fases dependentes da energia. 
Estas fases são obtidas através da comparação direta entre a função de Green as- 
sintótica com a função de Green semiclássica generalizada. Os superescritos (+) e 
(—) são utilizados para denotar as amplitudes de uma onda plana vindo da esquerda 
e da direita, respectivamente. Para uma dada energia chamaremos xq o  ponto de
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retorno clássico, que é o ponto onde E  =  V, ver fig. 3.2(a). Se E > V  para qualquer 
z, não existe o ponto de retorno clássico, porém quanticamente a partícula “sente 
um ponto de retomo” do potencial. Assim, para os cálculos, é utilizado o valor de 
x para o qual o potencial individual é máximo, ver fig. 3.2(b). A ação clássica de 
uma partícula indo de xa até z& é representada por = úzhk f * b dx-sjl — V (x) /E , 
onde os sinais ±  são para levar em conta o sentido do movimento. Para todos os ca­
sos temos (E =  (hk)2/(2m)). Para o caso R, considerando os potenciais individuais 
na fig. 3.1 (a) e (b), com xq representando o ponto de retorno clássico apropriado 
(fig. 3.2) correspondente temos [19]
R fà  =  R *  exp[ik\xf +  Zj| -  £-.í>^(zo,Zi) — Í-S ^ x /jZ o )] , (3.2)
n n
e para T, considerando uma barreira como aquela entre os potenciais na fig. 3.1 (b), 
podemos escrever
=  T  exp[i'fc|z/ — z tj  — ^ 5 ^ ( i x , i j )  — ^-S^Vz/jZ*)] (3.3)
n n
Então, nas equações, acima o limite assintótico de z, —>• Too? XS -F°° (caso de 
reflexão) e z,- —» ±oo, x j  -¥ ^oo (caso de transmissão) para os 5 ’s deve ser tomado 
explicitamente. Com isto os termos em z,- e z /  se cancelam e finalmente temos as 
relações entre as amplitudes semiclássicas e os coeficientes quânticos
R  =  f t e x p  [—í <p r (E ) ]
T  =  T  exp [—Í(Pt {E)]. (3.4)
As fases v>r (E)  e <pr(E) são dependentes da energia pois os pontos de retorno de­
pendem da energia da partícula.
Para se obter a função de Green para um poço de potencial seguimos os mesmos
passos das seções 2.4 e 2.5 . Para o potencial simples, a soma é feita sobre todos os
caminhos de espalhamento, os quais são trajetórias onde a partícula deixa z;, sofre 
múltiplas reflexões entre as paredes do poço e finalmente chega a z / (ambos z,- e z / 
estão dentro do poço). Uma partícula inicialmente em x, pode chegar até o ponto
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Figura 3 .2 : Pontos de retorno clássico para potenciais (a) quando E < V(x) (b) 
quando E > V(x).
x j  indo diretamente paxa à direita ou indo paxa à esquerda, sendo refletida pelo 
potencial em xi e então indo paxa à direita e chegando a x/. Na verdade, existe um 
grupo infinito de possíveis caminhos paxa uma partícula sair de x/, vamos chamá-lo 
de Pi. Outra possibilidade é inicialmente em x,-, ir paxa à direita, ser refletida pelo 
potencial em xr e alcançar x/  pela direita. Novamente, existe um grupo infinito de 
possíveis caminhos paxa uma partícula sair de xr, e vamos chamá-lo de Pr , ver fig 3.3.
Figura 3.3: Grupos de caminhos paxa o poço simples. Vj e VT são respectivamente 
os potenciais da esquerda e direita, utilizados paxa construir o poço simples.
Como a função de Green é a soma de todos os possíveis caminhos clássicos onde
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a paxtícula sai de x,- e chega a x /, devemos somar todos eles
7TÍ
^gen{x f i xi)k) ~  ifi2]ç9psi (3-5)
gps =  exp [^S£s (xf , *,•)] +  exp (xr, Xi)\RrPr +  exp [^S!.*(x/, Xi)]RiPh (3.6)
com _________
E = e Spk*(x2,xi) = hk J  d x y j l -  (3.7)
Nas equações acima SP?k(xi,Xi) é a ação paxa uma paxtícula se deslocando do ponto 
Xi até x/ no sentido da direita paxa à esquerda.
Agora, Pi é composto de um caminho direto alcançando x j  pela esquerda e outro 
que é reflexão em xr seguida por um dos caminhos do grupo Pr,
Pi =  exp [ jrS n x /, *t)] +  exP [^5T(*r, xi)]RrPr. (3.8)
Da mesma forma,
Pr =  exp [^S^sk(xf, xr)] +  exp S i\(x i , xr )]jR/P/. (3.9)
Substituindo a eq. (3.8) em (3.9) e a eq. (3.9) em (3.8), temos
Pi = j ~  jexp  [^S la{xf,xi)] +  Rr exp (xr ,x z)]exp [£$?•*(*/,*,.)] J , (3.10)
Pr = y ~  jexp  [^SpJk{xf, xr)] +  Ri exp [^ -^ (x r , */)] exp [^5J*(x/, x;)] j , (3.11)
onde
f ps =  1 -  RrRi exp [^25fc(xr, x;)] (3.12)
e foi utilizada a propriedade exp [^5 £s(xi,X2)] =  exp [^5'^ ( x 2,xi)]. Então, substi-
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tuindo as equações (3.10) e (3.11) para Pi e Pr na equação (3.6), temos
9ps = ^ { exp[^n^^)]
A
+ Rr exp [i[S£* (*r, Xi) +  SpJk(xf , xr)]]
 -----------------  V-------------------------------'
B
+  R,  e x p  [ j [ S ! ‘ ( x , ,  x,) +  S ? ( x j ,  x , ) ] ]
+ ft-Jli exp [ i[S *  (*,,*() +  S?(X„X,) +  s r» (x /,x r )]] }. (3.13)
V-  y — ■ ■ . . .  ■ ✓ '
D
Podemos ainda fazer algumas modificações na equação (3.13), escrevendo as ações 
clássicas em termos de xr.
Term o A(Ver fig. 3.4 (a) e (b))
ST(*/.*i) = Sí’(xr,xi),+st*i (x/ ,xr)
Term o B Não é necessário fazer nenhuma mudança neste termo.
Term o C(Ver fig. 3.4 (c) e (d))
■ S ^ f x j . x , )  +  S T ( z / , X í )  =  S l ‘ (x l t x , )  +  s ^ ( x / , x i )
=  S£’(x„xi) -  Sl‘(xr, x t) +  ST(xr ,x,) -  S£*(xr ,z /)
 S?(x, ,Xi)  -  S?t (x,,Xr) + S l ' (x„Xt) + 5J*(xr ,X,)
Term o D(Ver fig. 3.4 (e) e (f))
S ü (* l, *f) +  Sr»(«/, XT) +  % ‘(xr, X,)
— xd +  Xr) + &k(xrí Xi)
=  S ? (x r ,Xi) -  SJ*(Xr,Xj) +  SÍU x/,X r) +  S?(xr ,X,)
 S r (x r,Xi) +  Sr*(X/,Xr) +  2 S f  (*„*,).
3.1 Poços quânticos 41
Figura 3.4: (a) e (b) relação entre as ações clássicas para o Termo A, (c) e (d) 
relação entre as ações clássicas para o Termo C, (e) e (f) relação entre as ações 
clássicas para o Termo D. Os sinais (+) e (—) indicam se o termo é somado ou 
subtraído, respectivamente.
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Utilizando estas relações na equação (3.13), podemos escrever gps como,
ft» =  CXP |2,5 *2 r ’ X‘)/h] {  8XP (*r. +  ^ T ( ^ .  *<) -  g t («/. «r)]l
+Rr exp £ [ -2 S T  (*,, *,) + SÇ(x„  *() +  S?k(xh  i r )H 
■+Ri exp xi) -  S í ’k(x/, xr )]]
+RrR( exp [i[-SI*(*r.Xi) +  S ü ( * / ,* ,)]]). (3.14)
Substituindo esta equação na equação (3.5) e fatorando-a, podemos finalmente es­
crever a função de Green para o poço simples como
772 1
^enO*/,*.•;*) =  ^ ^ eXP [2*5T(*r,*/)/ft]
X (e x p [ - is r* (* / ,X r)] +  R rexp [“ S f  (x /,x r)]^
X ( 6XP f y ~ 2ÍSk°(Xr’ Xl) +
+  Ri exp [ - j rS f  far, xt)]^ . (3.15)
Usando o mesmo procedimento acima, mas agora escrevendo as ações clássicas 
em termos de x/, podemos também escrever a função de Green como
772 1
£ £ ( * / , x,;fc) =  ^ - ^ e x p [ 2tS r (x r ,x,)/fc]
x (exp [~ ^ S ^ k(xi, xí)] +  Rt exp [^Sísk(xh x;)]^ 
x (exp [^[-2iSpk (xr , x/) +  S f  (xf , xj)]]
+  Rr exp [ - jrSJ” (x/, xi)]j . (3.16)
As equações (3.15) e (3.16) são formas equivalentes da função de Green para 
poço simples. Na primeira, as ações clássicas são escritas em termos do ponto xr e 
na segunda em termos de x/.
Para o poço duplo seguimos o mesmo procedimento, mas agora além das reflexões 
sofridas nas paredes do potencial da esquerda e da direita existe a possibilidade de
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reflexão e transmissão na barreira interna. Cada vez que a partícula é refletida no 
potencial da esquerda ganha um coeficiente Ri e na direita Rr- Para o caso de reflexão 
na barreira interna, devemos considerar ou R+ ou R~ como contribuição para Wct, 
dependendo se a direção de incidência da partícula é pela esquerda ou direita. Aqui 
somente iremos considerar barreiras simétricas, então R+ = R~ = R, mas para uma 
barreira assimétrica o método pode ser utilizado da mesma forma. Se a partícula for 
transmitida pela barreira a contribuição para Wce ê T. Quatro exemplos esquemáticos 
de tais caminhos de espalhamento são representados na fig 3.5 (a)-(d).
Figura 3.5: Quatro exemplos esquemáticos de ce para um poço duplo.
A função de Green semiclássica é calculada como segue. Uma partícula inicial­
mente em Xi pode ir para à direita ou para à esquerda. No primeiro caso, ela pode 
ser refletida e ganhar um fator R  ou pode tunelar e ganhar um fator T.  No segundo 
caso, a partícula somente pode ser refletida pelo potencial e ganhar um fator Ri,
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desta forma
^gen{XÍTXi ^ )  ~  J^j^9pdy (3-17)
com gpd dado por (ver fig. 3 .6)
9Pd =  (exp[£S,fc(x_,Xi)] +  /&exp[£(S_fc(xí,xi) +  S*(x_,x/))])(PP_ +  TP+), (3.18) 
^ = ~2m” 6 Sk{xi,xi) = hk j  dxyj 1 — (3.19)
Figura 3.6: Grupos de ce para o poço duplo, xi e xr são os pontos de retorno à 
esquerda e direita à respectivamente e V ie V r são os potenciais que juntamente com 
a barreira são utilizados para a construção do poço duplo.
Onde os termos P_ e P+ são dados por
P_ =  j  exp [ j S k{x-, xi)]RlTP+, (3.20)
onde fi = l — RiRexp [^5jk(x+, ar/)],
P+ =  exp [ ^ fc(x /,x +)] +  exp [ ^ ( x ^ x + ^ P , . ,  (3 .21)
e
Pr =  exp [^S-fcíx/, xr)] +  exp [^5fc(xr , x+)](PP+ +  TP_). (3.22)
Usando as equações (3.20)-(3.22) encontramos a forma de P+,
P+ = Jf~(exV [^Sk(x f,  x+)]) +  Rr exp [^(S*(xr , x+) +  (Sk(x f , x))], (3.23)
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onde f r =  1 — RrRexp  [^Sjfc(a:/, x+)] e
, . T 2RrRi r2i ...
— j j ~  exP * 0  +  & (* /, *+))]•
Agora, notando que (RP+ + T P_) =  TP+/f i  e substituindo os resultados acima 
em 3.17, obtemos a função de Green semiclássica para o potencial duplo,
GSÍ(*/> *■•;*) =  í í - —
com
tfí k fpd
x ^exp [^5ifc(x_,a:t)] +  Rtexp [^(5fc(x_,x/) +  5_fc(*/,«i))]^
X ( GXP >*+N +  ^  exp f y Sk(Xr> x+) +  S-fcí*/,x»-))]̂  •
(3.24)
fpd = f f r f i  = frfi ~  T 2RrRi exp [^-(Sfc(x_, x t) +  Sk{xr, x+))]. (3.25)
O mesmo procedimento pode ser utilizado para potenciais mais complicados, por 
exemplo, para super-redes, os quais podem ser entendidos como um poço simples 
com um grande número de barreiras dentro dele. Obviamente, existe uma grande 
proliferação das diferentes classes de ce para tais sistemas. Entretanto, como foi 
visto na seção 2.5 para PCP, existe um método simples para fazer a soma destes 
possíveis caminhos exatamente e assim os cálculos podem ser efetuados de forma 
fechada obtendo-se a função de Green para o sistema.
3.2 Os autovalores de energia
Os autovalores de energia de um sistema podem ser obtidos através dos pólos de 
sua respectiva função de Green. Das equações (3.15) e (3.24) vemos que os pólos são 
obtidos das raízes de f ps = 0 para o poço simples e f pd =  0 para o poço duplo.
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Com a finalidade de testar nosso método calculamos os autovalores de sistemas 
ligados utilizando os potenciais degraus de Woods-Saxon V±^5 (r; c;a) =  V0/( l  +  
exp [—a(x ±  c)]) e a barreira de Rosen-Morse V RM =  Wq/  cosh2 [fix] para construí- 
los. Com estes elementos construímos os seguintes poços
V »  =  y+w s( r ;a ;a /)+ 7 V r5 5 (x ;6 ;ar),
V pd =  + V ™ .  (3.26)
As amplitudes quânticas para os potenciais de Woods-Saxon, R ± s e para o a 
barreira de Rosen-Morse, RRM e T RM, como vimos estão relacionadas aos coeficientes 
quânticos através de fases. Os coeficientes quânticos para estes potenciais são dados 
por [19,54,55] (s =  ( - 1  +  y /l  -  SmW0/{ph)2)/2, E = h2k2/2m )
v rm = n - i k / P  -  s)T(-ik/(3  +  s + l ) r ( - i k /p )
T(-s)T(s + l)T (- ik /P )  ’ {6-Zl)
q-RM _  fc r (—ik/P  — s)T(—Ík/P +  s -1- 1)
ip r{-ik/p + i)r(-ik/p + i) ’ {ó }
para o potencial de Rosen-Morse e (k =  yj2m(E  — V0)/h2)
ws T(2ik/a)T(-i(k  +  k) /q)Y(1 -  i(k  +  k) / o)
r(-2ik/a)T(i(k + K)/a)T(l + i(k -  K)/a) ’ 1 '
para o potencial de Woods-Saxon. Analisando-se as ações clássicas e tomando-se 
o limite assintótico como descrito na seção 3.1, as fases são obtidas e dadas por 
(e = Wo/E, e = V0/E )  [19]
V ™  =  ~  1) ln [|e -  1|] -  2Veln [>/e +  1]}, (3.30)
ob  ____ _ ____________________
v ws = — {(\/l -  e -  1) ln [e] -  V l - e l n  [e -  2(1 +  y /T ^e))  +  21n [2]}. (3.31)
Então, finalmente obtemos
r r m  _  n R M  e x p  [ - i y R M ]  
t r m  =  r f í M e X p
R%s  =  l l ws exp[-i<pws] (3.32)
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Paxa a construção da função de Green semiclássica generalizada utilizamos os coefi­
cientes RRM T rm em f ps e RRM, T RM e R ± s em f pd.
Para comparar com os autovalores analíticos obtidos dos pólos das funções de 
Green, calculamos numericamente os autovalores para estes mesmos poços quânticos 
utilizando o método de Noumerov [apêndice C]. Este método pode ser aplicado para 
qualquer potencial unidimensional [56, 57]. Paxa os cálculos utilizamos unidades 
atômicas, h =  1 e 2m  =  1. 0  cálculos foram realizados paxa os poços quânticos que 
estão mostrados nas figuras 3.7 à 3.12 e os resultados estão nas tabelas 3.1 à 3.6. 
As linhas tracejadas nas figuras representam valores numéricos dos níveis quânticos 
mostrados nas tabelas. Paxa calcular as ações clássicas que apaxecem em f ps e
■> podemos utilizax as expressões analíticas em [19] ou integrax numericamente. 
Seguimos o segundo método por ser rápido e bastante simples.
Como podemos ver, os resultados obtidos com nosso método semiclássico ge­
neralizado estão apresentam uma concordância muito boa quando comparados aos 
autovalores obtidos numericamente, mostrando uma grande acurácia do método. Co­
mo discutido em [19], se os potenciais individuais que formam o sistema estiverem 
muito próximos um dos outros o uso de suas amplitudes quânticas paxa construir 
a função de Green generalizada pode não fornecer resultados muito bons. Na figu­
ra 3.10 mostramos um exemplo onde existe uma grande superposição dos potenciais 
da esquerda e da direita que compõe o poço simples. A linha tracejada é referente ao 
gráfico do potencial da esquerda sozinho. Da tabela 3.4 vemos que mesmo nesse caso 
o erro paxa os autovalores é menor que 0.5%, o que mostra a robustez do método.
Outro ponto importante é que técnicas numéricas como o Noumerov requerem 
integração dentro das regiões classicamente proibidas. Paxa autovalores perto do 
topo do poço, a integração deve ser estendida profundamente nestas regiões se dese­
jamos manter uma dada precisão numérica. Isto deixa os cálculos mais demorados 
e precisamos adaptax o intervalo de integração(ver apêndice C) de acordo com cada
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autovalor considerado. Experimentamos este tipo de problema para obter o autova­
lor mais alto para o poço mostrado na figura 3.9, o qual está muito próximo da borda 
7 V0 =  0.028 do potencial degrau da direita. Foi necessário utilizax um intervalo de 
integração muito grande dentro da região classicamente proibida para garantirmos 
a precisão numérica. Por outro lado, o nosso método semi clássico generalizado não 
apresentou nenhuma dificuldade para o cálculo deste autovalor, pois fornece todos 
os autoestados com o mesmo grau de precisão sem precisarmos no preocupar em que 
intervalo de energia os autoestados estão.
3.2 Os autovalores de energia 49
Figura 3.7: c/ =  cv =  50 a  =  0.15, V0 =  0.04, 7  =  1.0










Tabela 3.1: Autovalores de energia para o potencial da figura 3.7 em unidades atô­
micas
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Figura 3.8: q  =  c,. =  50 a =  0.3, V0 =  0.04, 7  =  1.0








Tabela 3 .2 : Autovalores de energia paxa o potencial da figura 3.8 em unidades atô­
micas
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Figura 3.9: ct =  q. =  50 a/ =  0.1, ar =  0.3 Vq =  0.04, 7  =  0.7







Tabela 3.3: Autovalores de energia para o potencial da figura 3.9 em unidades atô­
micas
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Figura 3.10: q  =  <v =  10 a  =  0.1, V0 =  0.04, 7  =  1.0




Tabela 3.4: Autovalores de energia para o potencial da figura 3.10 em unidades 
atômicas
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Figura 3.11: ci =  50, <v =  101 a  =  0.3, /3 =  0 .2 , V0 =  0.04, w — 1, 7  =  1.0











Tabela 3.5: Autovalores de energia para o potencial da figura 3.11 em unidades 
atômicas
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Figura 3.12: c/ =  Cr =  50 a = 0.3, /? =  0 .2 , Vq = 0.04, w =  0.6, 7  =  1.0








Tabela 3.6: Autovalores de energia paxa o potencial da figura 3.12 em unidades 
atômicas
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3.3 U m  índice de M aslov generalizado
Nesta seção mostraremos porque os nossos resultados são tão melhores que os 
métodos semiclássicos usuais. Assim iremos reescrever nossos resultados de tal forma 
que possam ser comparados às fórmulas semiclássicas presentes na literatura.
No poço simples paxa obter os autovalores de energia, devemos fazer a equação 
(3 .12) igual a zero. Assim:
RrRi exp [^25jk(xr, x t)] =  1, 
H rn iexp[^2S pka(xn x i ) - i i p i - i i f r) =  1. (3.33)
Para estados ligados, as energias da partícula são sempre menores que a altura má­
xima dos potenciais degraus e assim os coeficientes de reflexão do degrau têm a 
propriedade \TZ\2 =  1. Desta forma, podemos escrever os coeficientes na forma, 
7Zi =  e~l^ E^ K e 7ir =  e~t<t>r̂E^ n. Então, da equação acima:
exp [^ (2 S f (xr, xi) -  fi(E))] =  1, (3.34)
a qual pode ser escrita na forma:
£  j f s(x)dx =  2mrh +  fi(E)h (3.35)
com n(E) = <f>r{E) +  <f>i{E) +  <pr{E) + <fi(E). Quando esta equação é comparada à 
condição de quantização WKB usual (apêndice C equação (A.44)), a diferença está 
no termo fi(E) dependente da energia, o qual pode ser entendido como um índice 
de Maslov generalizado. Note que no apêndice C, o índice de Maslov assume apenas
os valores 2 ou 4, dependendo se o potencial é finito ou infinito, respectivamente.
Isto explica porque nossos resultados são melhores do que aqueles da aproximação 
WKB usual. A idéia de um índice de Maslov não-inteiro já havia sido proposto 
na literatura [4-6], mas aqui nosso método fornece uma forma simples e direta de 
construir tais índices.
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Paxa o potencial duplo-, os autovalores de energia são obtidos igualando a equação
(3.25) a zero. Isto é:
(l -  RrRexpijSfix^x^]) ( l -  fl;i2 e x p [ |s f  (xr,x+)])) 
- T i R r R t e x v l j i S F i x - ^ t i  +  S£d(xr ,x +))] =  0. (3.36)
Lembrando que R  = R exp  [-iíp(E)\ e T  = T  exp[—i<p{E)\ (ver seção 3 .2) e sendo 
os coeficientes quânticos números complexos, podemos escrever 1Z = r exp [—i<f>(E)\ 
e T  =  t exp [—i<f>t(E)\, onde r e i  são números reais. A equação acima pode então 
ser escrita como:
r2z
( l  _  r exp -  i(<pi(E) +  <j>i(E) +  <p{E) +  <f>(E))})
x ( l  -  r exp [^5^d(xr, x+) -  i((fr{E) +  <j>r{E) +  tp(E) +  <f>{E))]j
~ t2 exp [^ (S j^ x - ,  xi) +  S£d(xr, x+))
—i{<Pr(E) +  <j>r(E) +  <pi(E) +  <f>i(E) +  2 <p(E) +  2<f>t(E))] =  0.
(3.37)
No apêndice D, mostramos que paxa alguns potenciais, podemos escrever a fase 
paxa o coeficiente de transmissão como função da fase do coeficiente de reflexão, 
<f>t{E) = <f>(E) +  A(£), com A(jE) = ± 7r /2. Então podemos reescrever (3.37) na 
forma
r2 i
( l  -  r exp [ j S f  (x_, Xi) -  *>,-(£)]) 
x ( l - r  exp [ j S pkd(xr, x+) -  vij(£)])
—t2 exp j ( S l d{x-,xi) + Spkd{xr, x +)) 
—i(fir(E) +  fJ>i(E) +  2A(2?))j =  0.
(3.38)
com /i/ =  ipi + <j>i +  ip +  <f> e (Ar =  (fr +  <j>r + (p +  <f>. Em (3.38) podemos constatax a 
contribuição de três órbitas fundamentais: uma delas confinadas no lado esquerdo, 
outra no lado direito e uma terceira que cobre o poço duplo com um todo, fig. 3.13.
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*
Figura 3.13: Orbitas paxa o poço duplo de potencial
Fazendo o produto em (3.38), usando a relação r2 +  t2 =  1 e também usando 
exp[±2zA] = —1, então (Sr =  2S ld(xr,x+)/h — y,r e Si =  2Sld(x- ,x i) /h  — fxi)
1 +  exp [í5/ +  iiSr] — r^exp [i5/] +  exp [i5r]) =  0. (3.39)
Como vimos na seção anterior, a equação acima fornece resultados muito precisos 
para os autovalores dos poços duplos.
Para comparar nosso resultado com o resultado WKB, precisamos escrever a 
equação (3.38) em uma forma mais apropriada. Neste sentido, vamos reescrever a 
equação (3.38) para o caso do poço duplo simétrico. Neste caso fn =  y,r — fj. e 
S%d(x-,x i)  =  S%d(xr, x+) = S%d, assim
( l  _  r  exp [ |s f <  -  v ( E ) ] j ‘ +  e  exp [^ S * ]  =  0, (3.40)
que podemos fatorar em
S ?  - ! > ( £ ) ] ) =  0 , (3.41) 
ou ainda (x =  arctan[í/r])
exp ~  w W l  = (r ±  ü ) = exP [±*X] (3-42)
( l  -  (r -  it) exp -  *>(£)]) ( l  -  (r +  it) exp [ j
3.4 O desdobramento de energia para poços duplos 58
onde foi utilizada a relação r2 +  £2 =  1. Utilizando S pd = J ^ p pd(x)dx, encontramos 
a condição de quantização para um poço duplo simétrico (n =  0 , 1, 2 , . . . )
2  f X r  .
^  J  f  (x)dx =  2mr +  fi(E) ±  x(E). (3.43)
O regime da aproximação WKB é para £ <§C 1, então para £ pequeno, r 2 =  1 — £2 —» 
r  =  y/l — £2 «  1, x  =  £• Semiclassicamente, o coeficiente de t r a n s m i s s ã o  é dado 
por [58] £2 =  |T |2 =  exp [—(2/7i) f** {^ (x^d x]  e a equação acima fica
-  í  j/>d(x)dx =  2n7T + fj,(E) ±  exp [—(l/7i) í  ^ (x )^ ® ] , (3 .44)
j  374* V X—
a qual concorda com a fórmula WKB usual [55,58] para os autovalores de um poço 
duplo simétrico a menos de um índice de Maslov fi(E) dependente da energia.
3.4 O desdobramento de energia para poços du­
plos
Nosso método também fornece resultados para o “splitting” de energia de um 
poço duplo devido ao fenômeno de tunelamento. Seja Eq um autovalor de energia 
de um dos poços individuais isolados do poço duplo, por exemplo o da direita. Esta 
energia é obtida através da regra de quantização:
exp [ ^ Spd{xr,x +; E0) -  ifi(E0)] =  1.
Pela equação (3.42), devido ao efeito de tunelamento, teremos duas energias E± 
correspondentes aos sinais ±  desta equação, as quais são energias acima e abaixo de 
Eq. O “splitting” de energia é AE  =  AE+ — A£L, onde A E± =  E± — Eq. Para t 
pequeno, as energias E± não diferem muito de Eq, então podemos expandir a equação 
(3.42) em tomo de E0 (S{E) = %Spkd(E) -  ifj,{E), E± = E e f '  = df/dx)
S(E) = S(Eq) + S'(Eq) ( E - E q) + . . .
x(E)  =  x{Eo) +  x '{E1o)(E — Eq) + . . .  . (3.45)
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Substituindo esta expansão na equação (3.42), temos:
S(Eq) -  2mr ±  X(E0) + (S'(E0) x '(E0)){E -  E0) =  0,
a s s i m ,
AE±  = ± x ( # o )
( W  =F X'(E0))
Subtraindo as expressões (+) e (—), encontramos
^  _ 2X(Eo)[lSrd\ x r, x +)(Eo) -  y!{EQ)} 




Para t pequeno, x  w t e podemos desprezar o termo t'2 comparado com 
com isso, da equação acima temos
A E  = ------  ---------
Precisamos calcular a derivada da ação
rXr dx,/ d rxr rx,
pPd(x) (3.49)E q




(3.50),x  pPd(x) m u
onde «  é a freqüência de oscilação para uma órbita clássica nos poços. Usando a 
expressão semiclássica para t, f i n a l m e n t e  obtemos:
%u
A E = u  1 f x+ J
l ? , ( *)l<fel (3-51)
Esta expressão concorda com a fórmula semiclássica usual para o “splitting” de ener­
gia em um poço duplo simétrico [59], no caso em que possamos considerar f /(E q) =  0. 
A resposta WKB melhorada para “splitting” de energia do estado fundamental de 
um poço duplo é dado por [60]
huA E  =
-v/êír exP [ ~ j : f  \ f d{x)\dx), (3.52)
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onde temos o fator ao invés do usual ^ [55], e e é o número de Euler. Este 
novo fator ( ^ ^ ) ,  que é uma correção ao WKB usual, é obtido utilizando para o 
estado fundamental do poço duplo o estado fundamental de um oscilador harmônico 
e em [55] este é obtido através das fórmulas de conexão WKB. Novamente, nosso 
método se mostra melhor que outros métodos semiclássicos, fornecendo uma fórmula 
analítica paxa o “splitting” de energia sem a necessidade de nenhuma aproximação 
para a função de onda do sistema.
Paxa o poço duplo assimétrico consideramos o deslocamento “shift” que a energia 
dos poços isolados (por exemplo o poço da esquerda) sofre devido ao tunelamento 
que surge quando juntamos os dois poços paxa formar o poço duplo. Vamos definir as 
energias não perturbadas dos poços da esquerda e da direita, respectivamente como 
Ef e Ef, obtidos das regras de quantização:
exp [iSi(Ef)] =  1, 
exp [iSr(Ef)] =  1. (3.53)
com Si =  jrSfd — ifii e Sr = — ifJ.r- Seja AEi = Ei — E f  onde Ei, a energia do
poço duplo originada pela perturbação devido ao tunelamento. Vamos reescrever a 
equação (3.39) na forma:
1 +  exp [iSi + iSr]r — =  0. (3.54)
^exp [iSi\ + exp [iSrfj 
Paxa A Ei pequeno, podemos expandir a equação acima em tomo de Ef, obtendo:
r  —
1 +  exp [i(Si +  Sr )]'
+
[ ' -
j(S[ +  Sr) exp [j(Sl +  Sr)] 
exp [iSi] + exp [iSr\exp [iSi] +  exp [iSr] 
í( l +  exp [i(Si +  Sr)])(S'i exp [i(Si] +  S'r exp ffr)]) 
(exp [z5z] +  exp [iSi])2
Usando a primeira das equações na (3.53), temos:





(r+   +
i5[(l - e x p ^ r ] ) ^ 
1 +  exp [iSr] ' E f
A El = 0, (3.56)
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resolvendo para A E t
a  E i  =  (1  - r ) ( i  - e x p ^ , . ] )
r '( l  +  exp [*5r]) +  ^ ( 1  — exp [i5r]) s f  (3-57)
Agora, vamos supor que os poços da direita e da esquerda não são muito diferentes, 
de tal forma que A E  =  Ef — E f  seja um número pequeno. Desta forma, podemos 
expandir Sr(Ef) nas vizinhanças de Ef, até a primeira ordem
Sr(Ef) =  Sr (Ef) +  S'r(Ef)(Ef -  Ef), (3.58)
e usando a segunda relação da equação (3.53), notamos que:
e x p  [iSr(£°)] = exp [>&(£?)+ *£(£?)(*?-í? )]
=  exp [<£(£?)(£{>-£?)]
=  1 +  < £ (£ ? ) (£ ? -£ ? ) .  (3.59)
Substituindo este resultado na equação (3.57) encontramos A E  =  E f — Ef
A £, =  ( l- r (£ ? ) ) (2  +  .•%(£?)&£)
r’(£?)(2 + !S;(£?)A£) + SlíEfjSXE^AE' 1 ' ’
com A E  =  Ef — Ef. Usando as relações:
r  =  V l  — t 2 «  1 — ^<2 +  . . .
' d  /Ï------ 7 - t ' t  ' , X
r  =  ( 3 -6 I )
a equação (3.60) fica:
A a  ___________ (t*(£?)/2)(2 +  ,s ; .( ff)A g )
- í'(g ? )íW )(2  +  i5;(g?)A g) +  S;(g,")S;(g?)Ag' 1 ■ ’
Para t pequeno, A E  em 3.62 é pequeno e podemos desprezar os termos(í2(£°)/2(iS'r(E f)AE)  
e—t (Ef)t(Ef)(2+iSr(Ef)AE). Utilizando a relação semiclássicapara o t, finalmente 
podemos escrever o desdobramento de energia paxa um poço duplo assimétrico
exp[—f  \? d{x)\dx]
A E ‘ ~  [ |s ^ '( g í )  -  p ;(e í) ] [ |5 ^ (E 5 )  -  pKss)] • (3-63)
Esta expressão concorda com o resultado semiclássico usual [59], se o índice de 
Maslov for independente da energia.
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3.5 Aplicação da função de Green generalizada 
para o estudo de quase-estados
Em física atômica, molecular, nuclear e de partículas [45,61],encontramos com 
freqüência situações onde observamos picos muito pronunciados na amplitude do co­
eficiente de transmissão de uma onda espalhada por um potencial. Isto ocorre devido 
ao fato do potencial suportar estados quase-ligados. Vamos aplicar a função de Green 
semiclássica para estudar tais problemas. Inicialmente, faremos breve discussão do
Figura 3.14: Exemplo de barreira que suporta quase-estados
que são estados quase-ligados. Para exemplificar, consideramos o potencial mostrado 
na fig. 3.14. Vamos considerar a função de onda do sistema, que inicialmente é »ma. 
onda plana incidente da esquerda com energia E  =  então a função de onda de 
espalhamento é dada por
exp [+ifcx] +  7^+)(fc) exp [—ikx], x  -»• —oo 
T(fc) exp [+ífor], x  -»• +oo
(3.64)
Supondo que a altura dos potenciais à esquerda e à direita fossem infinita.«  ̂então 
seria possível uma partícula permanecer confinada na região entre x_ e r +, ou seja, 
o sistema teria estados ligados, com energia E  bem definida. Estes são estados 
ligados genuínos no sentido de que são autoestados do Hamiltoniano: são estados
1
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estacionários com um tempo de vida infinito. 0  princípio da incerteza de Heisenberg 
diz que A E A t «  h, então se a energia possui incerteza nula o tempo de vida do estado 
deve ser infinito [61].
Na situação de uma barreira finita (fig. 3.14), a partícula pode ficar confinada, 
mas não necessariamente. Uma partícula inicialmente entre i . e i + tem uma proba­
bilidade de escapar desta região, mesmo se E < Vb, devido ao tunelamento quântico. 
Entretanto, para algumas energias particulares chamadas de quase-energias a partí­
cula pode ficar aprisionada por um longo tempo. 0  valor dessas energias e o tempo 
característico de aprisionamento depende da forma do potencial. Voltando à dis­
cussão do espalhamento de uma onda plana, a situação torna-se muito interessante 
quando a energia da partícula incidente for próxima à energia de um quase-estado
•̂ incidente ^  ^̂ quase-estado ■ (3.65)
Neste intervalo de energia, o módulo quadrado do coeficiente de transmissão exibe 
picos e a energia do máximo do pico é a própria energia do quase-estado. A largura 
desses quase-estados representada pela letra T [45], e é definida através da largura 
da meia altura do pico do coeficiente de transmissão, como mostrado na fig. 3.15.
Figura 3.15: Exemplo de como calcular a energia do quase-estado E\ e sua largura 
r i
Vamos agora considerar o caso onde um dos lados do potencial é infinito, fig 3.16.
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Neste caso, o sistema tambem pode possuir quase-estados, pois uma partícula confi­
nada neste potencial pode tunelar através da barreira da direita. A função de onda 
de espalhamento de uma onda incidente pela direita é agora dada por:
r}>k{x) «  -/=={ exp [—ikx] +  ll(k)  exp [ifcx]}, x ->■ oo. (3 .66)
V  Z7T
Por analogia com o caso anterior, poderíamos fazer um gráfico do módulo do co-
Figura 3.16: Potencial com o lado esquerdo infinito
eficiente de reflexão |7?.|2 como função da energia para identificar os quase-estados. 
0  problema é que o potencial à esquerda é infinito, o que leva o coeficiente de re­
flexão a ter o valor |7?.|2 =  1 para todos os valores de energia. Logo não podemos 
tirar informação dos quase-estados de um potencial desta forma. Propomos, então, 
um método usando a função de Green generalizada paxa obter informações sobre os 
quase-estados para este tipo de potencial.
Para simplificar os cálculos, vamos considerar o caso de uma barreira quadrada 
finita com uma parede infinita em x =  0, como mostrado na figura 3.17. A função 
de Green é facilmente obtida utilizando-se os passos da seção 2.5. Sendo H  e T  os 
coeficientes de reflexão e transmissão da barreira quadrada e IZoo o coeficiente de 
reflexão da parede infinita, os possíveis caminhos fornecem:
TY t
G5»(*/»*i;fr) =  exp [ifc(r,- — xj — d)] +  TTZoo exp [ik(xi — x j  — <í )]Pd),
(3.67)
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Figura 3.17: Barreira finita com uma parede infinita e os grupos de caminhos possí­
veis para a construção da função de Green.
Pd = { Pi =<
exp [ikx f] 





sendo o grupo de caminhos possíveis paxa uma partícula deixar os pontos i  =  0 e 
x = x_, respectivamente. Das equações acima, escrevendo Pd e Pj na sua forma 
equivalente (ver seção 2.4) e resolvendo o sistema de equações, temos::
Pd = ~r( exp [ikxj] + 1Z exp [2ikL] exp [—ikx /]), (3.69)
Jp
com f p =  1 — /R,'R,00 exp [2ikL]. Então, substituindo Pd em (3.67) e simplificando 
finalmente encontramos a função de Green
772 T
^ A x í i *»; k) =  6 X p — ^ ( exp l ~ ^ x A +  n ooexp [ikx/]). (3.70)
Para a barreira infinita, temos TZ^ =  —1 então (fp = 1 +  1Z exp [2ikL])
772 T
Gs** (*/> *«■;k) = Y  exP [**(*» -  <0] ( exp [ - ikx f] -  exp [ikx/]), (3.71)
O U
Gln {xsi x*\ k) = y ^ y y  exp ^ Xi ~  ^ sin k̂Xf ’̂ (3.72)
A função de Green C?gen(x/, x,-; k) para um sistema quântico pode ser interpretada 
como a amplitude de probabilidade de uma partícula sair de um ponto x,- e chegar
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ao ponto Xf [62] com energia E  fixa. Então, na equação (3.72), podemos interpretar 
amplitude Á  =  jr como sendo a amplitude de probabilidade para que uma partícula 
saia do ponto Xi e chegue ao ponto x j  com energia E . Se o potencial suportar 
um quase-estado, uma onda incidente com energia E  próxima desta energia, terá 
uma probabilidade muito grande de tunelar, entrando na região de confinamento. 
Desta forma, num grafico de A 2 =  como função de E , teremos picos cada vez
j p
que a energia E  for próxima de £ qui3e.e3tado, ver fig. 3.18. Com isto, podemos então, 
tirar a informação das energias dos quase-estados e suas respectivas larguras. Aqui 
um detalhe: técnico, a amplitude A 2 =  \jr\2 não está normalizada, mas isto não
Jp
acarreta nenhum problema, uma vez que, estamos somente interessados na energia e 
na largura do quase-estado.
Figura 3.18: Comportamento típico paxa um potencial que possue dois quase-estados. 
A\ e A 2 são as alturas dos picos 1 e 2, respectivamente.
Paxa exemplificar, calculamos a probabilidade reflexão e transmissão paxa uma. 
barreira retangular com os parâmetros V0 =  0.01, d =  (x+ -  x_) =  12, % =  2m =  1 
e x_ =  120.6, fig. 3.19(a), bem como o comportamento de |,4|2, fig. 3.19(b). Fica 
nítido, então, a presença dos quase-estados no gráfico de |.4 |2 como função de energia.
Podemos generalizar nossos resultados paxa quaisquer baxreiras como mostradas 
na fig. 3.16. Paxa isso utilizamos o raciocínio similax àquele aplicado paxa determinar
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Figura 3.19: (a) Variação dos coeficientes de transmissão (linha cheia) e reflexão 
(linha tracejada) para o potencial da figura 3.17, (b) Comportamento da amplitude 
l-4|2 =  \j?\2 como função da energia.
os autoestados de poços quânticos. Assim escrevemos a amplitude A  como
,T.
I^l2 =  \ j \ \ (3.73)
onde T  é a amplitude generalizada de transmissão da barreira associada ao coeficiente 
de transmissão através de uma fase dependente da energia e
/  =  1 — RR«, exp [-SYx-, x+; £7)1, 
n
(3.74)
onde iS(x_,x+; £7) a é ação clássica, R  a amplitude semiclássica generalizada para 
coeficiente de reflexão da barreira e Roo a amplitude semiclássica generalizada da 
parede infinita. Como |/2<x>j2= l,  podemos escrever Roo = exp [—̂ (£7)], e assim:
/  =  1 -  Ã ex p [-5 (x _ ,x +;£7) -  <£(£7)]. (3.75)
Conclusão
Neste trabalho, utilizamos uma função de Green semiclássica generalizada Ggen, 
a qual é uma extensão da função de Green semiclássica de Van Vleck-Gutzwiller. 
Nossa Ggen é também dada por uma soma sobre trajetórias clássicas, mas que leva 
em conta, efeitos quânticos locais, através de coeficientes de transmissão e reflexão 
dos potenciais individuais usados para construir o potencial total V(x) do sistema.
De tal fórmula, obtemos a função de Green exata para potenciais constantes por 
partes (PCP), o que generaliza vários resultados já  descritos na literatura [44,48]. 
Como exemplo, obtivemos o traço de Ggen para uma barreira retangular localizada 
no centro de um poço infinito. Este caso é ilustrativo, quando comparado à fórmula 
do traço semiclássico, pois mostra que a fórmula semiclássica usual, não fornece as 
amplitudes quânticas corretas para tais tipos de sistemas.
Também aplicamos o método para sistemas ligados, ou mais especificamente para 
poços simples e duplos, obtendo suas funções de Green. Através dos pólos das Ggen s, 
obtivemos fórmulas analíticas para os autovalores de energia destes problemas. Os 
cálculos mostraram ótima concordância com os resultados numéricos, mesmo quando 
os potenciais estão muito proximos uns dos outros, situação onde, à princípio, o 
método não deveria ser tão bom.
Nossos resultados são melhores que os da aproximação semiclássica usual, devido 
ao aparecimento em nossas expressões, por exemplo, para o “splitting” de energia
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no poços simétricos e “shift” de energia para poços assimétricos (que são análogas 
as formulas semiclassicas), de índices de Maslov que são dependentes da energia. 
De fato, nosso método fornece uma forma construtiva para obter se os índices de 
Maslov não-inteiros, que já  haviam sido propostos na literatura [4-6], mas que aqui 
são obtidos de uma forma sistemática e que podem ser facilmente estendidos para 
situações mais complicadas que as discutidas em [4- 6].
Como proposta de possíveis continuações do presente trabalho, utilizando-se fun­
ções de Green semiclássicas generalizadas, citamos as seguintes: (i) estudo de trans­
porte em sistemas unidimensionais (1D) em estado sólido tais como em super-redes 
e em pontos quânticos (“quantum dots”). Podem ser usadas no estudo da localiza­
ção de Anderson em redes unidimensionais desordenadas, bem como no estudo de 
espalhamento em sistemas que possuem caos quântico tipo “wave chaos” [63]; (ii) 
para a dedução da fórmula do “splitting” de energia, baseado em alguns exemplos, 
assumimos que podíamos escrever os coeficientes de transmissão e reflexão como 
T  = íexp [—i<f>t(E)] e 7Z = rexp[—i<f>(E)], onde existe uma relação entre as fases 
<f>t{E) e <j>{E) dada por <f>t(E) = <f>(E) +  A (E) com A =  ± | .  Temos como proposta 
para trabalho futuro, demonstrar analiticamente que isto é válido para qualquer tipo 
de potencial; (iii) o método semiclássico generalizado mostrou-se útil para o estudo 
de quase-estados, na determinação tanto das quase-energias como de suas larguras. 
Propusemos também uma forma de tentar relacionar a largura desses quase-estados 
com o “shift” de energia em poços duplos assimétricos. Pretendemos concluir tal 
estudo brevemente.
Finalmente, mencionamos que um desafio muito interessante é tentar estender 
a presente idéia para problemas em duas dimensões, mas que possuem canais 1D. 
Estes canais seriam regiões onde o potencial V (x,y)  desse origem a corredores uni­
dimensionais preferenciais e que, portanto, poderiam ser tratados como uma cadeia 
1D, assim nossa função de Green semiclássica generalizada poderia ser usada para 
calcular transporte ao longo destes corredores.
Apêndice A
O m étodo W KB
0  método da aproximação WKB é discutido em muitos livros textos [64] e neste 
apêndice será apresentado em maiores detalhes.
A .l Princípio da Correspondência
Do princípio da correspondência de Bohr, esperamos uma transição gradual da 
mecânica quântica paxa a mecânica clássica no limite % —» 0 , o que corresponde a 
números quânticos elevados. Equivalentemente, podemos dizer que neste domínio 
clássico, o comprimento de onda de Broglie é pequeno comparado às distâncias ca­
racterísticas do problema. Como o comprimento de onda de Broglie varia somente 
em virtude da variação do potencial, esta última condição pode ser incorporada no 
critério que o comprimento de onda quântico não varie apreciavelmente na distância 
de um comprimento de onda. Uma variação no comprimento de onda numa distância 
Sx é
6X =  ^ -Sx .  
dx
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Em um comprimento de onda (Sx =  A)
SX = ^ A . 
dx




Em termos do momento p encontramos
2









Desta forma, a condição (A.l) para o comportamento perto do domínio clássico 
torna-se
SX mh dV
X p3 dx (A.2)
A.2 A expansão W K B
A equação de Schrödinger independente do tempo é dada por
h 2~2̂ vV(x) + W (x )  = £t/>(x). (A.3)
Para um potencial que varie lentamente com x, ou seja, que respeite a condição 
(A.2), esperamos que a função de onda seja parecida com a de uma partícula sobre 
ação de um potencial constante
V>(x) =  Ae,kx =  Aeip^ h.
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Isto nos leva a procurar soluções da equação de Schrödinger na forma:
ip(x) = (A.4)
onde S(x) é uma função qualquer. Substituindo na equação de Schrödinger, temos
[VS(x)]2 -  ihV 2S{x) =  2m[E -  V(x)]. (A.5)
Por simplicidade vamos considerar aqui, somente o caso unidimensional, então a 
equação acima toma a forma (p2 =  2m[E — V(a:)]),
.t d2S  
~ ' K d *  +
f d S \ 2 = 
\ 8 x )  -
(A.6)
Como estamos interessados nas soluções da equação de Schrödinger no regime semi- 
clássico, h —y 0 , vamos expandir S(x) em série
S(x) = S0(x) + hSi(x) +  +
Substituindo esta expansão em (A.6) temos
0 = f d S o \ 2 J  ^ f d S o d S t  i d 2S0\(a r ) _p +2H ô 7 â 7 _ 2l5V
dSp dS2 
dx dx +
f d S A 2 .d2S1 






d ï )  =  P ’ 
dSodSj. i d2Sq
dx dx 2 dx2 ’
+  ( Ê Ë 2 \ 2  -  æ S l




Integrando a primeira destas equações encontramos:




A.3 Aplicação para Estados Ligados 73
ou, em termos do númerode onda k = p/h
So =  ±h f  k(x)dx. (A.11)
J Xo
Substituindo este resultado na segunda equação em (A.9) e integrando
5l = 5ln(isr)= 5 lnp’ <A-12>
ou, equivalentemente
e ~  v ^ ‘ Â‘13^
Substituindo as equações (A.10) e (A.12) na equação (A.4) encontramos a função de
onda na forma
x) =  —  +  JL e-m)fpd* (a  i4)
y/P y/P
Nas regiões classicamente proibidas, onde E < V, p é um número imaginário puro 
de tal forma que os expoentes são reais. A função de onda nestas regiões pode ser 
escrita
l/>(x) =  ~ ^ =  e-(W)fpd* _|_ e(l/H)Jpdx (A.15)
v b l  v H
A.3 Aplicação para Estados Ligados
Sejam x = X{ e x =  xr ( x\ < a:r) pontos de retomo clássico (tal que V(xi) = 
V(xr) =  E). Vamos admitir que a curva de energia potencial é tal que V(x) < E 
paxa xr < x < xi, ver fig. A.l. Paxa i  <  i ;  a função de onda é do tipo dado em 
(A.15) com A' =  0
e paxa x »  xr com B' — 0




exp (í/h) f  p
.  Jxi
dx (A.16)
exp ~ ( i /h )  F  p
-  Jxi
dx (A.17)
Na região classicamente permitida (xi < x < xr), a função de onda é oscilatória
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Figura A.l: Domínios relevantes para a aproximação WKB para estados ligados
e real, então precisamos de uma combinação linear real paxa a função onda WKB 
(A.14). Vamos escrever como
/ -  C $ 11  = — sm
VP
dx +  6
“ S í /
d  r i  r
t ó = ; r in[ u  p d x + s .
X  >  X i , (A.18)
(A.19)
onde S e uma fase. As constantes A  , B  , C , D e 8 são determinadas fazendo compa­
ração das funções de onda nos pontos de retorno clássico. Porém, como as funções de 
onda WKB não são válidas para os pontos de retorno, pois nestes pontos a condição 
(A.2) é violada, isso deve ser feito da seguinte forma: a equação de Schrõdinger é 
resolvida exatamente ao redor dos pontos de retorno utilizando potenciais que mime- 
tizem aproximadamente o comportamento do potencial V (r) nessa região. A forma 
assintótica dessas soluções exatas são utilizadas para igualar com xpjj e rpfj com 
^>iu- Neste sentido, vamos aproximar V(x) por um potencial linear em x ao redor 
de xi
V{x) =  VJ(x) = E -  Fi( x -  x/), (A.20)
e de forma similar ao redor de xr
V(x) = Vr(x) = E + Fr( x - X r), (A.21)
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onde Fi e Fr são os valores absolutos das inclinações de V{x) nos pontos xi e xr, 
respectivamente (ver fig. A.2). A equação de Schrödinger é escrita
d?i/> 2mF{
-r~õ d— ~ xi)V> =  0 x perto de x/ e ax* n
cPip 2 mFr
(x — xr)ij> =  0 x perto de xr.dx2 h2
Podemos simplificar as equações acima através de uma mudança de variável
(A.22) 
(A.23)
Figura A.2: Potenciais lineares aproximados V/(x) e Vr(x) válidos nas vizinhanças 
dos pontos de retorno x; e xr, respectivamente.
« =  (* -* < )
em (A.22) e
( 2  m F A 1/3
em (A.23). Ambas equações reduzem para a mesma equação,
<Pij>
d e




As soluções desta equação são chamadas funções de Airy e são denotadas por 
Ai(£) e B i(0 -  As funções de onda devem aproximar-se de zero para x •C x/ e
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x »  xr. Estas regiões correspondem a valores elevados de |£|. Paxa estes valores de 







•A ( - £ ) 1/4
sin õ ( - o 3/2+ ?
£ > o ,  
£ < 0 .
(A.27)
(A.28)
Da equação (A.24), £ < 0 paxa x > xi e £ > 0 paxa x < x\ e da equação (A.25), 
£ < 0 paxa x < xr e £ > 0 para x > xr (ver fig. A.3). Assim, a solução (A.27) é 
válida paxa x > xr e x < xj e a solução (A.28) paxa xi < x < xr. Nas vizinhanças
Figura A.3: Comportamento de £ nos domínios
de xi, de (A.20), temos
p = y/2m{E — Vi) ~  y/2mFi(x — x/),
e a integral sobre p paxa x < x\ ê
rOí p d x  = f p d(x — xi) =  —y/2mFi f y/qdq 
Jx J (x—xi) J 0
=  ——>/2 mFi{x — X /)3/ 2
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e paxa x > xi
p dx = ^£3/2
3
= ^ ( - e )3/2 e < o . (A.31)
As funções de onda WKB tpi e quando escritas em termos de ficam
jB*
= | î 7 ï exP
^ ii  =
.^£3/2
3
f( -0 3/2 + *
(A.32)
(A.33)' " - p £ ) I 7 I sin
comparando com as funções de Airy, vemos que S = Assim as funções de onda 
WKB são dadas por
(l/fi) í p dx 
J XI .%/ÍPÍ
f e = ã s“ K r ?<i " + í ]
t ó = ^ s i n K r p < f a + í ]
i>in(x) = —f =  exp
v m





Para que as expressões (A.35) e (A.36) sejam a mesma na região xi < x < xr a 
soma das fases do senos deve ser um múltiplo integral de 7r
I  f Xr»y„
7r
j. j  p d x  + -  = (n + 1)7T (A.38)
com C =  (—l)n.D. Conseqüentemente
1 r r j  / 
h l ,  ^  =  ( « + 2 ^ -
O U
/«*r !
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que pode ser reescrita na forma
/ p dx = 2mrh + irh, (A.41)
onde § p dx = 2 p dx é a integral sobre o período completo do movimento se- 
miclássico. Esta condição determina os estados estacionários de uma partícula no 
regime semiclássico. A equação (A.41) corresponde à regra de quantização de Bohr- 
Sommerfeld da antiga teoria quântica.
Um valor diferente da fase 8 é obtido se o potencial for infinito em x =  xj. A 
condição de contorno para a função de onda em x  =  x/ é então =  0 e a fase 8 
deve ser zero na função de onda WKB, tal que
= 0 para x < xi
=  > [ i í >
dx
o que nos leva à equação:
/
(A.42)
paxa x > xi
p dx =  2mrh +  27t^, (A.43)
Essas duas equações podem ser agrupadas numa mesma equação,
/ p dx = 2nirh +  — irh, (A.44)
onde p é o índice de Maslov total correspondendo a duas reflexões em um período 
de oscilação (// =  2 paxa um potencial finito e p =  4 paxa um potencial infinito) [5].
Apêndice B
Integração Numérica da Equação 
de Schrödinger
Este apêndice descreve o método de Noumerov para a integração da equação de 
Schrödinger independente do tempo e é baseada em [56,57].
B .l O M étodo Noumerov
A equação de Schrödinger em uma dimensão é dada por
Ã2 cPibfx)
■ jS -sr  + v< * » < * > < ai >





/(* ) =  -jjrWi*) -  E]. (B.3)
Aqui, V(x) é a função da energia potencial, m  a massa da partícula e h  é a constante 
de Planck dividida por 27r. Assumimos que o potencial V(x) suporta um  ou mais
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estados ligados. As funções de onda aceitáveis paxa os estados ligados devem ser 
contínuas, possuir sua primeira derivada contínua e satisfazerem as condições de 
contorno
tf (x) o. (B.4)
Se a equação (B.l) for a equação de Schrõdinger radial, então a força centrífuga deve 
estar incluída em V (x ) e a condição de contorno em —oo é trocada por
tf (0) =  0. (B.5)
As soluções paxa os estados ligados da equação (B.l) têm propriedades bem conhe­
cidas [45]. Nenhum dos níveis de energia do espectro discreto são degenerados e se 
os autovalores forem arranjados em ordem crescente de energia, a função de onda tfn 
correspondente ao autovalor En tem n nós.
Do ponto de vista matemático, (B.l) é uma equação diferencial linear, de se­
gunda ordem. O método paxa resolver esta equação numericamente é o método de 
Noumerov.
Vamos expandir as funções de onda tf (x +  h) e tf (x — h), onde h e um pequeno 
intervalo de a; (não confundir com a constante de Planck), numa série de Taylor ao 
redor do ponto x,
°° hn
+ h) =  V  — 0 « ,  (B.6)
* Tlm 
71=0
oo » n oo 7 n
V ( * - f t ) =  £  (B.7)
n=0, par " n=0,impar '
onde tf1 é a n-ésima derivada de tf (x) calculada no ponto x. Somando as equações 
(B.7) e (B.6)
| [ t f (x + h) + tf(x -  h)] =  tf +  ^h 2tf(2) +  ^ ftf(4) +  ^p ^ (6) +  • • ■ (B-8)
e derivando esta última duas vezes, temos
i[tf (2)(x + h) + tf (2)(x -  /i)] =  tf(2) + ^h2tf(4) +  Tjrtf(6) +  7 r tf(8) +  . .. . (B.9)Z Z 4! o!
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Multiplicando (B.9) pelo fator ^  e subtraindo o resultado de (B.8), eliminamos o 
termo proporcional a Assim,
iK*) + y ^ V (2) ~  ^ õ ^ (6) +  • • • =
^[ij>(x +  h) +  i>{x — h)] -  ^ [ ^ (2)(ar +  h) +  -  A)]. (B.10)
Substituindo na equação acima pela expressão f(x)ij>(x) a equação (B.2), e 
introduzindo a notação
T(x) = ^ f ( x )  = ! ^ { V ( x )  -  £], (B .ll)
obtemos a fórmula básica do método de Noumerov:
[ 2  +  10T{x)]i>(x) -  ^ V ’ ( 6 )  +  • ■ • =
[1 — T(x  +  h)\tj){x +  h)] +  [1 — T(x  — h)\x/>(x — h), (B.12)
ou ignorando o termo de ordem h6, podemos escrever
[1 -  T{x +  h)}^(x +  h)] -  [2 +  10T(x)]^(x) +  [1 -  T(x -  h)]x/;(x -  h) = 0. (B.13)
Se il>{x) e ip{x — h) são conhecidos, podemos encontrar ip(x +  h) diretamente da 
equação (B.13). Os valores de T(x) são conhecidos através do potencial V(x).
A equação (B.13) é uma relação de recorrência de três termos e esta pode ser 
transformada em uma relação de dois termos mais simples de ser utilizada. Para 
isso, vamos definir
Fn = [ l - T n]iJ>n, (B.14)
onde
=  ^{Xn), (B.15)
e
r. = ^/(*„). (B.i6)
Substituindo (B.14) na equação (B.13) podemos escrever
Fn+i — UnFn +  Fn_i =  0, (B-17)
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onde
Un =  (B.18)
A vantagem desta transformação é que uma multiplicarão a menos é necessária paxa 
cada cálculo deij>(x). Vamos definir a razão
Rn =  Fn+l/Fn• (B.19)
Dividindo a equação (B.17) por Fn e utilizando a equação (B.19) obtemos uma
relação de recursão de dois termos
Rn = Un -  . (B.20)
tín-l
Usando o mesmo procedimento podemos escrever uma relação de recorrência paxa 
calcular Rn a partir de Rn+i
Rn = Un -  J —  (B.21)
Rn+1
com
ã .  =  % ± - (B.22)
fn
Se temos o valor de Rn e podemos calcular a função de onda paxa os pontos 
xn+i, xn e xn_x a menos de um fator de normalização
tfw . =  , (B.23)
l1 “  i n+lj
V>n" 1 =  M ( l - T n+1)Rn. 1• (B-24)
0  valor de M  pode ser encontrado determinando o máximo da função de onda, assim:
1
B.2 Iteração do M étodo de Noum erov
Paxa se fazer a integração da equação de Schrödinger são utilizados os passos 
seguintes. A coordenada x é dividida em N + 1 passos de intervalo igual a h, do ponto
B .2 Iteração do Método de Noumerov 83
xq ao ponto x n - Os pontos x o e x n  são colocados nas regiões classicamente proibidas.
*
E escolhida uma energia E  inicial e a equação (B.2) é integrada numericamente 
através do método de Noumerov.
Isto é feito em duas etapas: 1) integração a partir de xq em direção a x \j  (xm > 
xq) iterando a equação (B.20). 0  valor correspondente às condições í>(xq) =  0 e 
í/>(xi) ^  0 é Rq =  oo; 2) integração a partir de xn  em direção a xm {xm < %n ) 
iterando a equação (B.21). 0  valor que corresponde a iJ>{x n ) =  0 e ip(xN-i) ^  0 é 
Rn  =  oo. 0  ponto xm é a coordenada x onde a relação Rn <  0 ocorre pela primeira 
vez, ou seja quando tp troca de sinal pela primeira vez. É realizada a contagem de 
nós da função de onda que energia E. Se a contagem do número de nós for maior do 
que o número de nós da função de onda desejada, então a energia E  inicial é muito 
alta e um novo valor da energia, menor que E  inicial é escolhido; se a contagem de 
nós é menor do que o número de nós da função de onda desejada, então a energia é 
muito baixa e um novo valor de energia, maior que E  inicial é escolhido.
Um procedimento de biseção pode ser utilizado para inicialmente isolar, num 
pequeno intervalo de energia, um único autovalor com um número de nós específicos. 
Podemos escolher inicialmente dois valores de energia como sendo a energia máxima 
e mínima, Eh e El de tal forma que o autovalor desejado esteja no intervalo
El < En < Eh . (B.25)
Então a energia E  é escolhida ser igual a
£  =  Í ( £ l +  £» ), (B.26)
a equação de Schrõdinger é integrada para esta energia e os nós são contados. Se o 
número de nós tie for maior que n (número de nós desejado), atribuímos Eh = E, 
se for menor atribuímos El = E. Se tie =  n, não é possível dizer se a energia 
está acima ou abaixo do autovalor En simplesmente pela contagem de nós. Neste 
caso calculamos uma correção de segunda ordem D(E). Paxa calcular este D(E)
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notamos das definições de Rn e Rn que, dadas as equações (B.19) e (B.22), a igualdade 
Rm  =  e verdadeira somente se E  é um autovalor. Segue, então que a função
D(E) = - J —  -  Rm  (B.27)
Rm+i
é zero quando E  é um autovalor.
B.3 As Funções de Onda
Com a energia igual ao valor En encontrado através do método descrito na seção 
anterior a equação (B.20) é resolvida paxa os valores R i ,R 2, . . .R m  e a equação 
(B.21) é resolvida para R n - i ,R n - 2, • • • Rm- 0  próximo passo é calcular o valor de 
Fn. Como a normalização da função de onda é arbitrária, podemos fazer Fm =  1 
sem problemas. Os valores de Fn para n < M  são calculados iterativamente com a 
equação
Fn =  (B.28)
i tn
e os valores de Fn para n > M  são calculados iterativamente com a equação
F„ =  (B.29)
Rn
0  valor da função de onda em cada ponto pode então ser calculada usando a equação
**= T^rv (B'30)
Apêndice C
Funções de Green Independentes 
do Tempo
Neste apêndice, funções de Green independentes do tempo para o Hamiltoniano 
serão definidas e suas propriedades principais serão apresentadas [52].
C .l Formalismo
As funções de Green podem ser definidas como as soluções da equação diferencial 
não homogênea
[z -  H(r)]G{r, r'; z) =  £(r -  r'), (C.l)
sujeita a certas condições de contorno para r  ou r'. Geralmente, z  é uma variável
complexa com E = Re(z), rj =  Im(z)  e %(r) é o operador Hamiltoniano indepen­
dente do tempo, que possui as propriedades de ser linear, Hermitiano e o conjunto 
de suas autofunções, associadas à equação de autovalor,
U{ r)V>n(r) =  EnM  r), (C.2)
85
C .l Formalismo 86
formar um conjunto completo, {ij)n(r)}, que satisfaz as mesmas condições de contorno 
de G(r, r';z). 0  conjunto de autofunções {?/>n(r)} pode ser considerado ortonormal 
sem perda de generalidade
/ V>n(r)*Mr)dr =  Snm. (C.3)
0  fato das autofunções formarem um conjunto completo é expresso matematicamente 
por:
i>k(r)rj>*k(r')dk +  ^ . ( r ) ^ ( r ')  =  í ( r  -  r'), (C.4)
I
onde k representa o espectro contínuo e n o espectro discreto de
Ao trabalhar com funções de Green é conveniente introduzir um espaço vetorial
abstrato. A forma mais conveniente para introduzir este espaço é através da notação 
bra e ket de Dirac [65]. A notação é a seguinte
M r) = W n ) ,  (C.5)
<S(r -  r')H(r) = {r\H\r'), (C.6)
G ( r , r ^ )  =  (r|G(z)|r'>, (C.7)
(rir'} =  <£(r — r'), (C.8)
/ dr|r)(r| =  1, (C.9)
nessa nova notação
/
(z -  H)G(z) =  1, (C.10)
U\1>n) =  En\1>n), (C .ll)
M 4>m) =  Snm, (C.12)
\^k){^k\dk + ^ 2  l^nXV’nl =  1. (C.13)
A vantagem de usar a notação de Dirac é que as manipulações algébricas são facili­
tadas e não ficamos restritos à representação de posição.
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Se todos os autovalores de z — % são não nulos, ou seja z ^  {En}, então a equação 
(C.10) pode ser resolvida formalmente
=  J T Ü -  (C.14)
Multiplicando a equação (C.14) pela equação (C.13)
G{z) = 7 ^ h { /  + E  WW»I}. (c.«)n
e utilizando a relação F(0)\ij>n) =  F(An)|V’n), onde O é um operador, An seu autova­
lor e F (0 )  é uma função desse operador. Esta relação pode ser provada expandindo 
a função F (0 )  numa série de Taylor. Então, utilizando a equação (C.11), a equação 
(C. 15) fica
G(z) =  I  d k ^ M  +  £  J M M  (C.16)
n
ou na representação de posição
(C.17)
Tl
Como H é um operador Hermitiano, todos os seus autovalores {£n} são reais. Con­
seqüentemente, se Im {z}  /  O ez  /  {En}, significa que G(z) é uma função analítica 
no plano z complexo, exceto naqueles pontos ou porções do eixo z real que corres­
pondem aos autovalores de %. Como pode ser visto da equação (C.16) ou (C.17), 
G(z) possui pólos simples na localização dos autovalores discretos de o contrário 
também é verdade: os pólos de G(z) fornecem os autovalores do espectro discreto 
de H. Se z =  E, onde E  pertence ao espectro contínuo de H, G(r, r'; z) não é bem 
definida desde que o integrando em (C.17) possui uma singularidade. Entretanto, 
pode-se tentar definir G(r, r'; z) aplicando-se o procedimento de limites. Em casos 
usuais, onde os autoestados associados com o espectro contínuo não decaem quando 
r  —y oo, os limites laterais de G(r, r'; E ±  ir}) quando tj -» 0+ existem, mas são 
diferentes. Conseqüentemente, este tipo de espectro contínuo produz uma linha de 
corte em G(z) ao longo do eixo z real.
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Para E  pertencendo ao espectro contínuo podemos definir duas funções de Green
G(+)(r, r 7; E) =  lim G(r, r'; E + ir]), (C.18)
rç-» 0+
G(-)(r, r7; E) =  Um G(r, r 7; E -  irj), (C.19)
com definições similares para para o operadores correspondentes, G ^ ( E )  e G ^ (z ) .
Da equação (C. 17) temos
G*(r, r 7; z) = G(r', r; z*). (C.20)
Se z é real, z =  E  e E  ^  {En}, segue de (C.20) que G(r,r'-,E) é Hermitiano;
em particular G(r, r; E) é real. Por outro lado , para E  pertencendo ao espectro
contínuo, da equação (C.20) temos
G<->(r, r '; E) =  [G*+>( r7, r; E)]*, (C.21)
a qual mostra que
Re[G{- \ r, r; E)] = ile[G(+)(r, r; E)], (C.22)
Im[G(- \ r, r; E)] =  -7m [G (+)(r, r; £)]. (C.23)
Usando a identidade
lim — =  P — ^  inSlx), (C.24)
y-»-o+ x ±  %y x
onde P significa valor principal de Cauchy, juntamente com a equação (C.17) a 
descontinuidade
G{E) = GW (E) -  G ^ ( E ) ,  (C.25)
pode ser expressa como
G(r, r 7; E) = -2iri j  8(E -  £ fc) ^ ( r ) ^ ( r 7)dfc -  2ni £  && -  £ n)</>n(r)V>;(r7).
" (C.26)
Para o elemento de matriz da diagonal principal, de (C.17) e (C.24), podemos escrever 
G *>(r,r ;E)  =  +
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=F i x { f s ( E -  Et ) M r ) « ( r ) *  +  £  S(E -  e . ) * . ( r ) « ( r ) } .
* n
(C.27)
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Integrando (C.27) sobre r
T r { G < ± > ( £ ) }  =  P{ J  +
n
T  nr{ í S ( E  -  Ek)dk + J 2 H E -  En)}. (C.28)
n
A quantidade J  S(E — Ek)dk +  ^2n S(E — En) é a densidade de estados (DE) em E, 
N(E). N(E)dE  fornece o número de estados no intervalo [E, E+dE]. A quantidade
p(r; £ )  = f  S(E  -  Ek) M r ) r t (r)ák +  £  S(E  -  Bn)V-n( r ) « ( r ) ,  (C.29)
n
é a densidade de estados por unidade de volume. Obviamente,
N(E)  =  j  p(r; E)dr. (C.30)
Usando as equações (C.26,C.27,C.28,C.29) podemos escrever
p{r; E) = T-/m {G (±)(r,r; E)} =  ~  Ü(r, r; E), (C.31)
7r Z7Tl
e
N(E)  = ^ - I m { T r { G w {E)}}. (C.32)
7T
G(z) pode ser expressa em termos da descontinuidade (C.25)
G (rJ-,E )  =  j f +~  dE { J S ( E -  +  Ç  í ( £  -  £ y í M ! }
i Ü(r,r';£)
-  2 í y _  dE z - E  ’ (C-33)
onde utilizamos a equação (C.26) e a propriedade de filtragem da função delta
^  = , c , 4)
Em particular os elementos de matriz da diagonal principal de G são
G (r ,r ;£ )  =  í +°° dE  , (C.35)
7-00 Z ~  £
Notamos que p(r; E) versus £  pode consistir de uma soma de funções 5 (corres­
pondendo ao espectro discreto de H)  mais uma função contínua (correspondendo ao 
espectro contínuo de W) como mostrado em (C.29). A equação (C.35) mostra que a 
DE por unidade de volume (isto é, a parte imaginária de q=G±(r, r; E)/ir) permite o 
cálculo de G(r, r; E) (ambos f?e{G} e Im{G }  para todos os valores de z =  E + ir)).
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C.2 Função de Green e Teoria de Perturbação
0  problema de encontrar os autovalores do Hamiltoniano H  =  H + V  pode ser 
resolvido em três passos: 1) calcular a função de Green G correspondendo a H ; 2) 
expressar G(z) como uma série perturbativa em termos de G(z) e V, onde G(z) é 
a função de Green associada com H ; e 3) extrair de G(z) a informação sobre os 
autovalores e autofunções de H.
C.2.1 Expansão Perturbativa da Função de Green
Um problema muito importante e comum é o caso onde o Hamiltoniano de uma. 
partícula H  pode ser separado em uma parte não perturbada H  e uma perturbação 
V, de tal forma que
H = H  +  V. (C.36)
/  w
E admitido que H  é tal que seus autovalores e autofunções podem ser obtidos
facilmente. A questão é determinar os autovalores e autofunções de H.
A função de Green G(z) e G(z) correspondendo a H e H, são respectivamente,
G(z) =  - Î - 5  e (C.37)
z — ri
G ( z )  =  I T f f -  ( c -38)
Usando as equações (C.36) e (C.37) podemos reescrever a equação (C.38) da 
seguinte forma
1 1G{z) =
* - R - V  ( z ~ H ) [
— 3 ^ — . (C.39)
1 -  G{z)V K }
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Como V  é considerado uma perturbação, vamos expandir o operador iZ'g(z)v em 
uma série
G = G + GVG + GVGVG  +  . . .  . (C.40)
Note que na equação acima não podemos inverter a ordem dos operadores, pois os 
operadores podem não comutar.
A equação anima pode ser reescrita na forma compacta
G =  G + GV{G + GVG + . . .
=  G + GVG. (C.41)
Na representação de posição, a equação (C.40) fica
G(rf, Tí; z )  = G(rf, ri; z) + J  d riG (rf ,r i;2)y ( r i)G (r i ,r i ;2)
+ J J dr2driGr(rf,r2;2:)y(r2)G!(r2,ri;z)y(ri)G !(ri,ri;2) +  . . .  . (C.42)
A equação (C.42) é a expansão perturbativa da função de Green.
Apêndice D
Variação da fase A para os 
coeficientes de reflexão e 
transmissão para alguns potenciais
Neste apêndice mostramos que para alguns potenciais existe uma relação entre 
as fases dos coeficientes quânticos de reflexão e transmissão 7Z e T  que usamos na 
seção 3.3.
D .l Exem plos
Na seção 3.3 escrevemos os coeficientes de reflexão e transmissão como
% = rexp [—i(f>(E)},
T  =  íexp[—i<f>t(E)\. (D.l)
com r e i  números reais tendo a propriedade r2 + 12 =  1. Aqui, mostramos grafica­
mente que para os potenciais delta de Dirac, barreira quadrada e Rosen-Morse, as
92
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fases (f>(E) e <j>t(E) obedecem a relação
M E )  = <HE) +  A (E), (D.2)
onde A (E) =  ± 7t / 2 . Nas figuras temos os valores numéricos h =  2m  =  1, A = Vó = 





Figura D.l: (a) Variação dos coeficientes de transmissão (Trans.) e reflexão (Ref.) 
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Figura D.2: (a) Variação dos coeficientes de transmissão (Trans.) e reflexão (Ref.) 
como função de energia (b) Variação da fase A para a barreira quadrada: V(x) = Vq 
se 0 < x < d e V(x)  =  0 em outra situação
R
ef
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Figura D.3: (a) Variação dos coeficientes de transmissão (Trans.) e reflexão (Ref.) 
como função de energia (b) Variação da fase A para o potencial de Rosen-Morse: 
V{x) = Wo/cosh213x
Apêndice E
Largura de quase-estados e 
desdobramento de energia
E .l Relação entre largura de quase-estados e des­
dobramento de energia
Outro problema muito interessante reside na pergunta: existe alguma relação 
entre â largura de quase-estados e o desdobramento de energia em poços duplos? 
Esta questão foi levantada inicialmente por Miller em 1979 [59]. Dado um potencial 
V(x) como na fig. 3.17, que possue quase-estados, podemos pensar em três formas 
diferentes, nas quais um poço duplo assimétrico pode se transformar em V{x) como 
na fig. 3.17: fazendo L —> oo na fig. E .l, fazendo Wq —> 0 na fig.E.2 ou fazendo 
<x ~* 0 na fig.E.3. Assim, a pergunta levantada por Miller poderia ser respondida 
através da comparação do desdobramento de energia (como função dos parâmetros 
Z, W q  o u  <*) com T do potencial da fig. 3.17
Para exemplificar o procedimento, vamos analisar o caso proposto na fig. E.l.
95
E«1 Relaçao entre largura, de quase-estados e desdobramento de energia 96
V( x) t ----------------------------------------------- *
Vo ------------------ 1---------- r ---------------
L d i
Figura E.l: No potencial acima fazendo L oo obtemos o potencial da figura 3.17.
V( x) i -------------------------------------------------------------------------------------------------
WQ ----------------------------j-------------------
Vo ---------- 1-------1
L d L x
Figura E.2: No potencial acima fazendo W0 -»■ 0 obtemos o potencial da figura 3.17
Figura E.3: No potencial acima fazendo a  —̂ 0 obtemos o potencial da figura 3.17
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Primeiramente calculamos a energia do estado fundamental do potencial da fig. E.4 , 
Eps(L), o qual sabemos ser obtido da equação transcendental, (jl tan [kL] = —k, 
onde k =  y 2rnE/h  e fx =  yJ‘lm jh 2{Vo ~  E). Também, calculamos a energia do 
estado fundamental do potencial da fig. E .l, Epí (Íj). A diferença entre estas energias 
depende dos comprimentos L e L, ou seja
AE(L , L) = \EPS(L) -  Epd(L)\. (E.l)
Dessa forma, podemos fazer L —> oo em AE(jL, Z) e comparar este resultado com 
a largura do quase-estado associado ao potencial da fig. 3.17. Até o momento do 
fechamento desta monografia, não tínhamos ainda resultados definitivos sobre este 






Figura E.4: Potencial para o cálculo de Eps(L)
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