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Introduction
Bisection algorithms which refine simplicial partitions were originally used for solving nonlinear equations [5, 17] . Various properties of partitions generated by such algorithms were proved in a number of works in the 70-th [7, 16, 18, 19] . Later, in the 80-th, mainly due to efforts of M. C. Rivara, bisection-type algorithms became popular also in the FEM community for mesh refinement/adaptation purposes [12, 13, 14, 15] . Several variants of the algorithm suitable for standard FEMs were also proposed, analysed and numerically tested in [1, 2, 3, 8, 10, 11] (see also references therein). It has been commonly noticed that inspite of a general simplicity of this type of bisection algorithms, it turns to be hard to provide mesh conformity and simultaneously to prove relevant mesh regularity results [4, 20] , especially in the case of local mesh refinements and in higher dimensions.
The guiding rules for mesh refinements/adaptivity often come from a posteriori error estimation which generally delivers estimates in the form of integrals over the solution domain. Thus, we usually have in hands certain function over a given domain which dictates the actual mesh reconstruction, see e.g. paper [6] . Its general idea is essentially used in this work, where we propose to apply the longest-edge bisection algorithm, introduced in [12, 13] and later analysed in [8] , in the following (modified) form. We choose for bisection not the longest edge in the partition, but the edge which has a maximal value of its length multiplied by the value of mesh density function, which is defined a priori. Some properties of such a bisection algorithm are analyzed in this work.
Let Ω ⊂ R d be a bounded polygonal or polyhedral domain. By T we denote a usual conforming simplicial mesh of Ω, i.e., with no hanging nodes. Let E = E(T ) be the set of all edges of all simplices of T .
A set F of meshes is said to be a family of meshes if for every ε > 0 there exists a mesh T ∈ F such that |e| < ε for all edges e ∈ E(T ), where | · | stands for the Euclidean norm.
Mesh density function
Local simplicial mesh refinements of Ω can be done by means of a priori given positive mesh density function m which is supposed here to be Lipschitz continuous over Ω, i.e., there exists a constant L such that
It is defined to be large over those parts of Ω, where we need a very fine mesh. On the other hand, m is defined to be small over those parts of Ω, where we require a coarse mesh (see, e.g. Example 2 and Remark 2). From the positiveness and Lipschitz continuity of m we see that there exists a constant m 0 such that
Denote by M e the midpoint of any edge e of any mesh of Ω and define the criterion function J(e) = |e| m(M e ).
We shall look for an edge e * ∈ E (see Remark 1 below) for which J attains its maximal value, i.e., J(e * ) = max
Further, we find a midpoint M e * of this edge e * and then bisect all simplices from T sharing e * through the midpoint M e * (see Figs. 1 and 2). For d = 3 a bisection plane contains the edge opposite to e * in a particular simplex. This refinement strategy will be called the generalized conforming bisection (GCB-) algorithm. It is used repeatedly to produce a family of conforming nested meshes. If m ≡ 1 (or if m is constant) then we get the standard conforming longest-edge bisection algorithm which has been recently analyzed in [8] , and which refines the mesh globally.
Remark 1
If there exists more than one edge for which J attains its maximum, we may choose e * randomly. (This happens, e.g., if all triangles in T are equilateral and m ≡ 1.) Another way would be to modify slightly the definition of J as follows
where n is the number of edges in E. 3 Convergence of the mesh-size for GCB-algorithm
In [7] , Kearfott proved for the longest-edge bisection algorithm (which however produces hanging nodes, in general, see [8, p. 1688] ) that the largest diameter of all simplices tends to zero. In Theorem 2 below we prove the same result for our GCB-algorithm and d ∈ {2, 3}. Before that we show that the maximal value of J monotonically tends to zero after the "mesh size becomes sufficiently small". The meaning of this expression will be clear from the proof of Theorem 1 (cf. e.g. (7)).
Theorem 1 For each newly generated edge e ′ after one step of the GCBalgorithm applied to T we always have
provided |e * | is sufficiently small. P r o o f . Let e * be the edge satisfying (4). Let T ∈ T be a triangle which will be bisected for d = 2. If d = 3, then T will stand for one of triangular faces containing e * of tetrahedra from T that will be bisected. There will be three new edges in T : two halves of e * and the median to e * . Let e ′ be the first (or second) half of e * . Then for a sufficiently small |e * | we obtain from the positiveness and Lipschitz continuity of m that
We will prove this inequality in detail, since similar inequalities will be used in this proof several times later on. For meshes fine enough we can prove that if
then we find by (1) and (2) that
Hence, (6) holds provided |e * | is small (see (7)). Multiplying (6) by |e * | = 2|e ′ |, we obtain (5), namely
Now let e ′ ⊂ T be the median to e * and let the lengths of edges a, b, c of T satisfy |a| ≤ |b| ≤ |c|.
Consider three possible cases: 1) Let c = e * and let t = e ′ be the median on the edge c. Since the angle opposite to c is greater than or equal to π 3 , we have
Applying (3) and also (9) twice, we find by the Lipschitz continuity of m that
provided |c| = |e * | is small enough. Thus, (5) holds. 2) Assume now that b = e * . Let u = e ′ be the median on b. From (8) we can find that (see Fig. 4 )
The equality on the left-hand side of (11) is attained when the vertex B is as marked in Fig. 4 and |a| = |b| and |c| = √ 2|b|. Thus,
where the last inequality follows from the positivness and Lipschitz continuity of m like in (6) provided |b| = |e * | is sufficiently small. From this and (10) we get if |a| = |e * | is sufficiently small. From this we get (see Fig. 5 )
The equality on the left-hand side of (12) is attained when the vertex C is in the right corner (where |a| = 9 10 |c| and |b| = |c|) of the admissible region marked in Fig. 5 .
From (12), the positiveness and Lipschitz continuity of m (cf. (6) again), and (4) we obtain
Theorem 2 The GCB-algorithm yields a family of nested conforming meshes whose longest edges tend to zero.
P r o o f . Due to Theorem 1, the value J(e * ) tends monotonically to zero, since for all newly generated edges we have J(e ′ ) ≤ 0.9J(e * ). Therefore,
Since m 0 in (2) is positive, we find that also |e| → 0.
Numerical results
Example 1. In [18, 19] Martin Stynes assumes that all triangles are bisected at the same time for m ≡ 1. He showed that this repeated process yields only a finite number of similarity-distinct subtriangles, but also hanging nodes may appear. Our algorithm does not produce hanging nodes. Moreover, from Fig. 6 we observe that the number of similarity-distinct subtriangles is also finite if Ω is a triangle that changes over all possible shapes. This result is proved in [8, p. 1691 ] under some angle conditions. 
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This function and the corresponding meshes from two different iterations are plotted in Fig. 8 . Remark 2 In practice, m need not be Lipschitz continuous, but it can have jumps or singularities. The function m can also be modified during computational process. For instance, we may put m(x) = |ũ(x) − u h (x)| to control adaptive mesh refinement for a posteriori error estimates. Hereũ is a higher order approximation of the exact solution of some boundary value problem and u h is a numerical approximation of the true solution. The functionũ can be obtained, e.g., by some averaging superconvergence technique [9] .
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