We propose a new procedure to guide training of a datadriven shape generative model using a structure-aware loss function. Complex 3D shapes often can be summarized using a coarsely defined structure which is consistent and robust across variety of observations. However, existing synthesis techniques do not account for structure during training, and thus often generate implausible and structurally unrealistic shapes. During training, we enforce structural constraints in order to enforce consistency and structure across the entire manifold. We propose a novel methodology for training 3D generative models that incorporates structural information into an end-to-end training pipeline. 1
Introduction
Data-driven 3D shape synthesis is a long-standing and challenging problem in computer vision and computer graphics. The goal is to learn a model that can generate shapes within an object category suitable for novel shape synthesis, interpolation, completion, editing, and other geometric modeling applications.
Several methods have been proposed to use a large collection of exemplar 3D shapes to train models that generate shapes using convolutional neural networks [12, 31] . Typically, these techniques learn to generate objects from a lowdimensional vector representation to a voxel grid using supervision from synthetic CAD models (e.g., ShapeNet [2] ) with a loss that penalizes differences between predicted and true voxel occupancy. Although these methods have been very successful at learning how to synthesize the coarse shapes of objects in categories with highly diverse shapes such as chairs, they have not always produced models that reconstruct important structural elements of a shape. For example, in Figure 1 , the reconstruction of the chair in top row has missing legs. The problem is that the loss used for training penalizes deviations of all voxels/surfaces equally
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Structure-Aware Synthesis (e.g., cross entropy per voxel) without regard to preserving critical structural features.
The key idea of this paper is to learn a model that synthesizes a structural representation of an object (a set of semantic landmarks in our case) that can encourage a shape generator to reproduce critical structural elements of shape. This idea is motivated by two observations. First, coarsescale structure and fine-scale shape details individually convey important shape properties -e.g., dining chairs usually have four legs in the same general position, but with many different fine-scale shapes. Second, coarse-scale structure can often be predicted robustly even if the fine-scale shapes are not known -e.g., predicting the positions of the feet on a dining chair does not require knowing the fine scale carvings on its surface. The novelty of our technique relies on the observation that these tasks are equally important and complementary for shape synthesis, and can be used together to learn a better generative model. We create a deep network that predicts a coarse object structure for an object (semantic landmark points) from a low-dimensional vector and then use it to define an additional loss that guides a jointly trained shape generator to reproduce the predicted coarse structure. Our shape synthesis system is composed of three deep networks: a shape encoder, a shape generator, and a structure detector (see Figure 2 ). The shape encoder and generator are similar to previous work [12, 31] . The key novel component is the structure detector which outputs a set of structurally important landmarks (e.g., the tip of the chair leg, the corner of the chair back etc.) used to define the aforementioned loss. This loss is used during training to encourage the shape generator to synthesize shapes with occupancy at predicted landmark locations. The structure detector network is pre-trained with supervised landmark points, and then the three networks are trained jointly through iterative optimization so that each can learn synergies with the others. The result is a shape generator that synthesizes shapes with more faithful structure. For example, in Figure 1 our structure-aware shape generator (bottom row) reproduces the legs in their entirety. Experiments using this shape generator demonstrate better results for shape interpolation and shape completion applications compared to prior work that relied on a uniform shape loss that does not consider structure.
Overall, our main research contribution is investigating how structure prediction can guide shape synthesis with deep networks. A set of landmark points is just one possible structure representation -other possible structures include symmetries [27] , parts [9] and affordances [15] . We hope that this project will encourage further exploration of what types of structural properties can be predicted robustly and then used to guide shape generation with deep networks.
Related Work Parametric Model Fitting
Parametric model fitting methods represent a class of shapes with parametric models. Early work of active appearance models (AAM) [6] tackles registering a parametric model to images using optimization. 3D morphable models (3DMM) [1] align 3D scans of faces and compute a lowdimensional manifold. Similarly, statistical models of objects such as human bodies [21, 25] , human hands [16], and animals [4, 34] have been proposed. These methods are effective for modeling distributions in shape categories that can be easily parameterized. However, they are difficult for complex and diverse shape categories that have multiple modes, extra and missing parts, and complex shape deformations. Moreover, they need a consistent fit of observations to a single parametric space, which may require optimization of a non-convex objective and a robust initial guess, which is not always available, especially for partial observations as encountered in RGB-D scans.
Structure-Aware Shape Processing
Previous studies have recognized the value of structureaware shape processing, editing, and synthesis, mainly in computer graphics and geometric modeling. In prior work, structure is broadly defined based on positions and relationships among semantic (vertical part), functional (support and stability), economic (repeatable and easy to fabricate) parts (see [22] for extended discussion). Symmetrybased reasoning [27] has been particularly well-studied in the context of shape processing [23] . Functional structure analysis, such as trained affordance models [15, 17] , often allows for improved generalization and requires fewer examples than appearance-based feature detection. Further, co-analysis approaches, introduced by [13] , learn structural invariants from examples. Structure-aware approaches for shape synthesis have been suggested based on fixed relationships such as regular structures [24] , partial symmetries [26] , probabilistic assembly-based modeling [3] , and others. Many of these structural elements are hard to annotate. In this work we focus on landmark-based structure which is relatively easy to acquire (by user annotation) and predict (for instance, using a neural network), and thus useful for data-driven shape understanding [20, 29, 30] .
Data-Driven 3D Shape Synthesis
Before the deep learning era, some prior works on datadriven 3D shape synthesis have proposed composing new objects from libraries of parts [10, 28] . These methods typically generate realistic shapes, but have a limited model expressiveness. More recent deep network approaches [5, 12] can generate higher variability of shape by learning deep generative 3D shape models on large datasets of synthetic CAD data (ex. SHAPENET [2] ), but generally do not optimize for structural realism of generated shapes explicitly. Variational autoencoders (VAE) [18] focus on reconstructing overall shapes without adding extra importance for any particular structural features. Generative adversarial networks (GAN) focus on generating synthetic shapes that can not be distinguished from real ones by a classifier [31] , which ideally should detect structural irregularities, but often does not. Our focus is on improving these models with an extra loss based on structure prediction.
Approach
An overview of our approach can be seen in Figure 2 . Our system consists of three main components: a 3D shape generator which reconstructs shapes from latent vectors (see Figure 2a ), a structure detector that extracts a structural representation from a 3D shape (see Figure 2d ), and a joint training procedure where the shape generator adjusts its predictions to better align with the structural representation output by the detector based on a new shape-structure consistency loss (see Figure 2b and Figure 2c ). The key novel aspect is that the shape generator is trained to be consistent with the output of the structure detector while the structure detector is trained to be robust on the shapes produced by Figure 2 : Overview of our system, which consists of a generative shape model (a) and a structure detector (d). During joint training the combined shape and structure loss (c) is used to train the encoder and generator and improve the generative model, while the combined landmark loss (e) is propagated through the structure detector in order to predict correct structure.
the generator (see Figure 2e ). This structure-aware approach is very general, as it applies to any representation of structure. In this work, for the sake of concreteness, we focus on a particular structure representation defined by a set of semantic landmark keypoints. Our landmark-based structure for a chair, for example, represents its structurally important elements: the four tips of legs, four corners of the seat, and two top tips on the back. We train a structure detector to predict these landmark points for any input shape, and then train the shape generator with a loss that penalizes predicted shapes that do not have mass surrounding their predicted landmarks.
3D Shape Encoder and Generator
The first component of our system is a generative model that decodes shapes from their latent representation on a manifold. Two common approaches are Variational Autoencoders (VAE) [18] and Generative Adversarial Networks (GAN) [14] , which are both equipped with an encoding function from the domain of observations. In this work, we focus on the first approach, which we briefly summarize here.
Define S to be the set of possible shapes. Let Ψ = {s 1 , s 2 . . . s m } be the unlabelled set and Ω = {(s 1 , l 1 ), (s 2 , l 2 ) . . . (s n , l n )} = (Ω s , Ω l ) be the labelled set of examples where for each i, s i ∈ S is a 3D shape and l i ∈ R N ×3 is a the set of N annotated landmarks.
Let q θ (z|s) be an encoder function and let p φ (s|z) be a generator function, where s ∈ S is a shape, z is its latent representation in a stochastic low-dimensional space. The loss function of the variational autoencoder is:
where typically p(z) ∼ N (µ, σ 2 ) is enforced by minimizing Kullback Leibler (KL) divergence (L KL ). Given that each shape s ∈ S consists of a set of points x i ∈ R 3 , the formulation of L shape (θ, φ) assumes that for each point x i ≡ x j for all i, j, i.e., all points are equally important for reconstruction. We argue that assumption is restrictive, and causes the generative model to sometimes miss structurally important points.
Our shape encoder and generator networks are based on the architecture of Wu et al. [31] , where the encoder and generator mirror each other and consist of five convolutional layers each, where the encoder takes a 64×64×64-D voxel grid and predicts a latent 200-D vector, while the generator predicts the voxel grid back from this latent representation.
Structure Detector
The second component of our system is a stucture detector, which takes in a 3D shape and outputs a representation of its structure (a set of landmark keypoints, in our case). Our structure detector network is based on Ge et al. [11] . It consists of four convolutional layers and three fully connected layers. It takes as input a voxel grid and outputs a set of 3D coordinate locations for N = 10 landmarks. Figure 3 : Visualization of shape-structure consistency score. Given a coarse shape structure defined by a set of landmarks (a), we measure consistency between the shape and the given structure as an additional loss on the generative model. This loss is computed by finding the highestvalued voxel in the intersection of the shape and a sphere around the landmark. The resulting shape-structure consistency loss is used at training time as an additional supervision (see Section 3.4).
Training the structure detector is a bit tricky, since it must work for both clean meshes (like those provided with annotated structures) and synthesized ones (like those produced by the shape generator). Ideally, we would like to obtain a structure detector f λ : S → R N x3 that would predict the structure of any given shape surface of either type. Let f β be an approximation to f λ . A naive way would be to use the training shapes s i ∈ Ω s and their annotations l i to train f β (structure correctness). However, this strategy would result in a structure detector that would perform poorly on shapes with noise and other artifacts produced by the shape generator. We thus define a combined loss function that considers both correctness and robustness to these artifacts:
This strategy encourages correct structure prediction from both original and (possibly noisy) reconstructed shapes (whereŝ i is the reconstruction of training shape s i ).
Shape -Structure Consistency Loss
The third and key novel component of our work is a loss function that evaluates whether a generated shape and detected structure are consistent. Given an example shape, we would like to measure how well does it match the structure
Algorithm 1 Collaborative Training Algorithm
Require: s i -ground-truth shape, l i -annotated landmarks, β, γ, θ, φ -structure detector, shape-structure consistency estimator, shape encoder, shape generator parameters, λ 1 , λ 2 -learning rates for structure detector and shape encoder/generator, µ, σ -parameters of latent distribution 1: while β, θ, φ have not converged do 2:
for each example (s i , l i ) ∈ Ω do 3:
end for 10:
for each example s i ∈ Φ do 11:
end for 20: end while predicted by the structure detector. Since we know apriori the structural definition of f λ , we define a function of shape-structure consistency f γ :
This function describes whether the f β (s) has correctly captured the true underlying structure f λ (s) of shape s, as measured by a known metric n S on shape space S. The shape structure consistency loss is defined by:
which encourages any point on the latent manifold to be in agreement with its defined structure. Notice that this is a stronger constraint than optimizing for shape structure consistency only on examples in the training set s ∈ Ω s . The latter approach may yield a sub-optimal solution where f β (s) = f λ (s) for all s in Ω s , but in general f β (s) = f λ (s) for s ∈ S ∩ Ω s where S is the set of all possible shapes. We illustrate the function used for measuring shape structure consistency in Figure 3 : given a shape and its predicted structure, shape structure consistency is the highest valued voxel in the vicinity of each landmark.
Collaborative Training Paradigm
Given a pre-trained shape encoder/generator and a structure detector, we train all three models jointly. In this iterative process, the shape generator learns to respect structure, and the structure detector learns to be more robust. The training pipeline is described in Algorithm 1. In this process, the structure detector receives the landmarks predicted on the ground truth and generated shapes, and compares them to the ground truth landmarks. This loss (defined by L struct , see Section 3.2) is propagated through the structure detector. The shape encoder and generator receive the ground truth shape, predict its latent representation, and output the predicted shape. Also, a random point is sampled from the manifold, and the corresponding shape and structure are predicted, and evaluated using the shapestructure consistency loss L consist . The shape loss together with the shape-structure consistency loss are then propagated through the shape encoder/generator.
In our experiments, we use neural networks f θ ,f φ , f β as the encoder, generator, and structure detector functions. The shape encoder/generator and structure detector are trained separately, then the generator and structure detector are trained together with a fixed encoder, and finally the entire system is fine-tuned together. Please see Supplementary Materials for architecture and training details.
Evaluation and Discussion
We start by evaluating our method on several tasks evaluating manifold expressiveness: interpolation and completion. We evaluate the robustness of our method when faced with sparse input (with controlled sparsity level) and check reconstruction quality on synthetic and real shapes.
Datasets and Metrics
We perform our experiments on the SHAPENET dataset [2] , in line with prior work [12, 31] and many others. Similar to prior work, we focus our experiments on the category of chairs, as this class of objects exhibits a challenging set of shape variability. We randomly split the dataset into 5422 training and 1356 testing examples for all experiments, of which 1296 training and 374 testing examples were annotated with landmarks by Li et al. [32] . For the shape completion experiment, we use the dataset of scanned models from Dai et al. [7] that were part of our testing set. We qualitatively and quantitatively evaluate the application results using the IoU (Intersection-over-Union) metric, that was previously used for similar tasks by [5, 33] .
Shape Interpolation
We start by qualitatively evaluating the underlying manifold learned by our system on the task of interpolation: given two topologies of chairs, we linearly interpolate their latent features in the manifold space and generate the corresponding shapes.
Effect of Structure-Aware Learning
We compare the interpolations of the structure-aware method (trained with shape-structure consistency) and a baseline that does not consider structure (referred to as shape only method). The result of this experiment can be seen in Figure 4 . Both methods generate smooth transitions, which is expected from the underlying Gaussian manifold. Our method better captures the structure of the chair where the shape only method does not, and generally outputs higher confidence predictions (higher confidence is shown in red and lower confidence is shown in green) as compared to the baseline. The shape-aware method gener- 
Shape Completion on Real Scans
We qualitatively evaluate the shape prediction on scans of real chairs. Given training data that consists of clean synthetic CAD models, reconstructing and predicting shape on real scans is challenging due to missing parts, sparsity, and reconstruction noise. We show some sample predictions of our method and compare it to the shape only baseline in Figure 5 . Notice that the input scans (shown in magenta) are significantly noisier and possess missing parts, compared to their ground-truth counterparts (shown in red). For this experiment, we up-sampled the input scan point-clouds to a higher density (using binary dilation [8] ), since the baseline method is unable to handle lower density inputs (see Section 4.5). Overall, our method tends to generate more structurally correct predictions compared to the shape only method. In the first two examples, our method correctly reconstructs a leg of the chair that was missing in the input scan. In the third example, which is missing almost a third of the chair, our method generated a complete leg, while the baseline method created a construction that is not structurally meaningful. The corresponding landmark predictions of our method are also shown. While the noise causes the structure detector to sometimes misplace landmarks from the shape by a small margin, their locations are indicative of the coarse structure in the generated shapes. We also provide quantitative results of the shape completion experiment in Table 1 . Our method generates higher average IoU values on both the original and up-sampled inputs, as compared to the baseline method. In particular, the structure-aware method generates comparable prediction quality for both sampling levels, while the baseline method generates meaningful shapes only for dense inputs.
Evaluation at Different Sparseness Levels
We next evaluate the ability of our method to reconstruct sparse inputs. This is an important task since many real scans contain only sparse points and do not exihibit a dense surface. In Figure 6 , we evaluate our method and the shape only method on controlled levels of sparseness. We randomly drop out points from voxel representations of scans before reconstructing them using both generative models.
Here the drop-out percentage is controlled by sparseness level. We then compute the IoU of the prediction as compared to the ground truth shape corresponding to the scan. The structure-aware method is more robust than the shapeonly baseline at all levels of dropout. This finding can be attributed to the fact that structure-aware manifold tries to map even partial inputs to complete chairs (causing an im-provement in performance), while the shape only method reconstructs the input only.
Evaluation on Synthetic Data
Finally, we compare both methods on landmark prediction and 3D shape reconstruction tasks. Both the shape only and structure-aware methods are able to achieve very high quality 3D reconstruction on the test set, achieving
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Metric
Shape Only Structure -Aware Dense input 0.22 0.25 Sparse input 0.05 0.14 Table 1 : Quantitative evaluation on the scan completion task. The reported numbers are average IoU computed with respect to the ground truth shape corresponding to the scan. Example visualizations of completions computed from dense inputs are shown in Figure 5 . similar performance. The performance of structure detectors (baseline trained on training shapes and our method which is additionally augmented with reconstructed data from shape generator) was also similar on the clean synthetic data, see Figure 7 for sample qualitative comparisons. However, on noisy scans originating from the generator, the baseline structure detector was unable to generate correct structure prediction, in contrast, the augmented structure detector was much more successful on this task, accurately predicting chair legs and back, see Figure 8 for examples.
Sparseness Level
Avg. IoU Figure 6 : Evaluation of scan completion at different levels of sparseness. Sparseness is controlled by dropping each point in the voxel grid with probability given by the sparseness level. The structure-aware method is more robust to sparse inputs than the shape only method.
Input Shape Shape Only Structure Aware Figure 7 : 3D reconstruction evaluation on synthetic data of the shape only and structure-aware methods. Our method achieves similar 3D shape reconstruction performance on noise-free CAD shapes. It tends to produce more confident predictions in cases of complex topology and thinner parts as it is trained to reproduce structure.
Comparison to Adversarial Approaches
We compare our method to an adversarial shape only baseline (3D VAE-GAN [31] ). The result of this experiment can be seen in Figure 9 . The GAN model generates slightly less noisy results (it does not produce an intermediate back part) than the VAE baseline, consistent with prior work [19] . However, its discriminator learns the definition of realistic shapes holistically (by observing examples of correctly formed shapes), and thus does not always generate structurally meaningful outputs.
Limitations of Our Method
Our landmark-based structure naturally constrains the types of chairs in its capacity. In this structure, there are ten landmarks, and only four landmarks allocated for legs.
3D VAE GAN
3D VAE
Struct-Aware Figure 9 : Comparison between 3D VAE-GAN [31] (an adversarial approach), 3D VAE, and the Structure-Aware method.
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Reconst. Shapes Figure 8 : Landmark prediction evaluation on synthetic data of structure detectors with and without data augmentation from the shape network. Both structure detectors correctly reconstruct landmark structure on shapes from the test set. The augmented structure detector is more robust to noise and predicts the correct structure on reconstructed shapes when the non-augmented detector is unable.
In the cases of chairs with five legs or no legs, such as those seen in Figure 10 , our structure detector may still improve the shape synthesis model, but does not perform consistently since a variety of plausible landmark placements are possible for these examples (such as skipping or duplicating parts where landmarks are placed). Thus it is unclear whether the predicted structure is actually what was labelled for these examples. Additionally, the structure chosen is coarse, leading the synthesized shapes to sometimes omit finer details such as back design or additional decorative elements on chair legs (which is an inherent problem with coarse shape representations in general).
These issues can be mitigated by imposing additional structural constraints (such as a different number of landmarks, importance-weighting of landmarks, or landmark connectivity) and learning shape synthesis models at a higher resolution. Finally, our method relies on the availablility of a set of landmark-annotated examples, which may be difficult to scale up. Thus, defining and exploring automatically extracted structures is also an interesting future direction. Figure 10 : Our method is limited by the specific type of structure chosen. With this structure, we are only able to capture specific topologies of chairs, such as four-legged chairs. In addition, the given structure does not capture finer details, such as leg connectivity or chair back details shown above. This limitation is inherent to many coarse types of structure, and can be mitigated by introducing specific constraints, such as additional landmarks.
Conclusion and Future Work
We present a method to train a 3D shape generation model that respects predicted structural constraints (landmark points). By jointly training a shape generator and structure detector, the extra loss provided by shapelandmark consistency guides the generator to synthesize better shapes than without. Though just a first step towards "structure-aware" shape synthesis, this approach could be applied to a number of other structural models, including skeletons or parameterized templates and in other domains, for example human bodies or faces. It will be interesting to investigate the limits of this approach in future work.
