breakpoints. Such chromosomal rearrangements are a hallmark of ageing and markedly compromise genome structure and function. Rearrangements are challenging to detect in genomes of non-dividing cell populations, because they reflect individually rare, heterogeneous events. The genomic distribution of de novo rearrangements in non-dividing cells, and their dynamics during ageing, remain therefore poorly characterized. Studies of genomic instability in ageing cells have focussed on mitochondrial DNA, small genetic variants, or proliferating cells. To gain a better understanding of genome rearrangements during chronological ageing, we reduced their complexity to a single diagnostic measure -the DNA breakpoint junctions -allowing us to interrogate the changing genomic landscape in non-dividing cells of fission yeast (Schizosaccharomyces pombe). Aberrant DNA junctions that accumulated with age were associated with microhomology sequences and gene transcription. We present an unexpected cause of genomic instability, where age-associated reduction in an RNA-binding protein could trigger R-loop formation at target loci. This example suggests that physiological changes in processes un-related to transcription or replication can drive genome rearrangements. We also identified global hotspots for age-associated breakpoint formation, near telomeric genes and binding sites of genome regulators, linked to remote breakpoints on the same or different chromosomes. Notably, we uncovered similar signatures of genome rearrangements that accumulated in old brain cells of humans. These findings provide fresh insights into the unique patterns and potential mechanisms of genome rearrangements in non-dividing cells, which can be triggered by ageing-related changes in gene-regulation proteins.
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during ageing. Typically, structural variant calling software requires support from multiple sequence reads (36) (37) (38) (39) (40) (41) (42) (43) (44) (45) . Whilst this is useful for reducing false positives, these algorithms will only identify variations present in multiple cells in a population. To identify the rare, heterogeneous variations arising spontaneously in different non-dividing cells, we stringently filtered split reads that joined sequences from two distant genomic sites ( Fig. S1) (32) . Such split reads represent potential breakpoint junctions of genome rearrangements, which lead to new sequence combinations ( Fig.   1A ). Several lines of evidence indicate that these breakpoint junctions are not artefacts of sequence library preparation but represent in vivo genome rearrangements. First, fewer junctions were present within coding regions than would be expected by chance ( Fig. 1B) . This bias may reflect selection against intra-genic rearrangements that disrupt gene function. Second, modelling showed that the free DNA ends available for junction formation were not proportionally represented in the observed juxtapositions, i.e. sequences represented by more reads were not more likely to feature in breakpoint junctions (Fig. S2 ). Third, a larger age-associated increase was evident in intrachromosomal junctions than in inter-chromosomal junctions, and within a chromosome, junctions joining neighbouring regions were preferred over those joining more distal regions ( Fig. S3 ; Note S1).
Fourth, age-associated junctions were characterised by separate repair signatures at breakpoints compared to signatures suggestive of false positives, of which there were far fewer (see below and Note S1). A drawback of our approach is that the breakpoint junction pairs defining a given rearrangement cannot be analysed together, and the nature of the structural variations thus remains unknown.
During chronological ageing, breakpoint junctions strongly increased relative to the total number of mapped reads in each sample, particularly from Day 2 onwards (Fig. 1C ). This increase was most pronounced for junctions involving nuclear DNA only, but was also evident within mitochondrial DNA and between nuclear and mitochondrial DNA (Fig. 1C ). It is known that DSBs in nuclear DNA can be repaired with mitochondrial DNA (27, 46, 47) . The breakpoint junctions featured different types of sequence rearrangements: single-base insertions not present at either joined 6 region, blunt junctions directly linking two regions, or microhomologies of up to 20 bases shared between both joined regions (Fig. 1D ). The blunt junctions and the junctions with single-base insertions or single-base microhomologies did not increase with age. These junctions might have been formed by a distinct mechanism before ageing and/or they could reflect artefacts (Note S1). In stark contrast, junctions featuring 2-20 bases of microhomology did markedly accumulate with age ( Fig. 1D ). This signature indicates that these ageing-associated rearrangements occur by microhomology-mediated end-joining. The observed size distribution might reflect a trade-off between the length of microhomology available near DSBs and the benefit of longer homology for end-joining repair. Interestingly, rearrangements with similar patterns of microhomology seem also to be enriched in cancer cells (48) . We conclude that genome-wide rearrangements, represented by breakpoint junctions featuring microhomologies, accumulate with the age of non-dividing cells.
Using motif discovery, we found seven long sequence motifs to be enriched at microhomology-mediated junctions (Fig. S4A ). Motifs of known DNA-binding proteins from fission and budding yeast, which are shorter than the longer sequence motifs discovered, showed significant homology within these longer motifs (Fig. S4B ). These proteins are involved in nutrient starvation and other stress responses or in cell-cycle control. This result implicates specific transcription factors in triggering DSBs and microhomology-mediated rearrangements.
Similar patterns of genome rearrangements accumulate in old human brain cells. Long-lived brain
and other post-mitotic human cells are analogous to non-dividing yeast cells (49) . To check whether similar ageing-associated rearrangements also occur in human cells, and to validate our method in an independent system, we applied our junction calling pipeline to published sequencing data of young and old human brain tissue (24) . We found a subtle increase in junctions in older brain cells ( Fig. 2A ), despite the low coverage and sample number in this data set (Materials and Methods). As in fission yeast ( Fig. 1D ), these junctions were associated with microhomology ( Fig. 2B) . The microhomology-associated junctions in human brain cells showed a bimodal distribution: a large 7 population featuring similar microhomology lengths to fission yeast (median ~8bp), and a less abundant population featuring longer microhomology (median ~16bp). Interestingly, recent work with cancer genome sequences reported a transition in the probability of junction formation at around 11bp of microhomology (48) ; the authors suggest that this transition reflects a shift in repair mechanisms from microhomology-mediated end-joining to single-strand annealing. Notably, simulated data showed that there were fewer junctions in coding regions of human brain cells than would be expected by chance ( Fig. 2C ). As for fission yeast (Fig. 1B) , this finding likely reflects selection against rearrangements that interfere with gene function, either through cell death or active culling of unfit cells (50) . We conclude that similar patterns of ageing-related DNA rearrangements occur both in yeast and in human brain cells.
Local and global hotspots for genome rearrangements in ageing yeast cells. Junction formation over time represents a complex, multi-dimensional process: each junction is comprised of two juxtaposed sequences from any two genomic regions; independent junctions can recurrently form between the same two regions ( Fig. 3A , green), or between one 'hotspot' region and different other regions ( Fig. 3A , blue & red); and junction-formation can be either age-dependent ( Fig. 3A , red) or not ( Fig. 3A , blue). To visualize the yeast junctions and identify age-associated patterns in any rearrangements, we determined the ratios of the number of junctions in the oldest cells to the corresponding number in the youngest cells. Ageing-associated junctions formed preferentially at two distinct types of hotspot: 1) those enriched for local, intra-chromosomal junctions (mostly within 20kb), and 2) those enriched for more global, inter-chromosomal junctions (Fig. 3B ). The local hotspots were more abundant but less pronounced than the global hotspots ( Fig. 3B ). These local hotspots likely reflect spatial constraints on junction formation, with neighbouring DNA being a more likely repair substrate than distal DNA ( Fig. S3 ). We identified three strong global hotspots featuring numerous connections with other, typically remote sequences throughout the genome.
These global hotspots were located at the right end of Chromosome II and at both ends of 8 Chromosome III, the latter being the sites of ribosomal DNA (rDNA) ( Fig. 3B ). Given that these global hotspots occur near chromosome ends, in repetitive regions (51) (52) (53) , they might simply reflect the large number of repeated sequences. However, if the copy number of these repeated sequences remained constant during ageing, the ratio of junctions between young and old cells should still reflect ageing-associated changes (Fig. S5A ). We therefore checked for changes in the ratio of repeat copy numbers between young and old cells at global hotspots. This analysis showed that repeat sequences at hotspots did not increase, but decreased with age ( Fig. S5B ). Thus, if anything, we under-estimated the prevalence of the global hotspots as sites for age-associated junction formation. Work in other systems has shown that copy number at rDNA repeats decreases with age, and instability in this region is linked with ageing and longevity (54) (55) (56) . The decrease of rDNA copy number with age could actually be linked to junction formation in these regions. Work in primate kidney cells has demonstrated differential repair of cellular DNA sequences (57) , reminiscent to the heterogeneity we observe for age-associated rearrangements. We conclude that ageing-associated rearrangements occur preferentially at either local or global hotspots.
Global hotspots are associated with transcriptional activity and DNA-binding proteins. To better understand the global hotspots, we analysed the positions of junctions relative to genome annotations. The first hotspot was downstream of a tlh2 gene ( Fig. 4A ; left), encoding a RecQ family DNA helicase. Copies of tlh2 reside on all four sub-telomeres of Chromosomes I and II (53) . The S. pombe reference genome assembly only includes one tlh2 gene copy, and it seems likely that the other three copies also feature hotspots. Initially discovered in E. coli (58) , RecQ helicases are highly conserved. Notably, mutations in two of five human RecQ helicases, BLM and WRN, lead to premature ageing syndromes (59) and another, RECQL5, alleviates transcriptional stress (60) . The other two hotspots were near the 5.8S, 18S and 28S ribosomal RNA genes ( Fig. 4A ; middle and right). At all hotspots, junctions were enriched at the 3'-ends of these genes (Fig. 4A ). Ribosomal RNA genes are highly transcribed and common sites of transcription and replication stress (1, 3) .
Moreover, rDNA repeats can become unstable during ageing and cause cell death (54) (55) (56) . RNA-seq data from ageing cells (61) showed that tlh2 is lowly expressed in early stationary phase, but becomes more highly expressed during chronological ageing ( Fig. 4B ). This result is consistent with tlh2 becoming a site of transcriptional stress in old cells. To test whether increased transcription at tlh2 leads to increased junction formation at this hotspot, we generated a strain that overexpresses tlh2. We then sequenced the genome of this strain, along with a wild-type control, in early stationary phase when tlh2 expression is normally low. The proportion of junctions downstream of tlh2 was markedly higher in the tlh2 overexpression strain compared to wild-type ( Fig. 4C ). Thus, overexpression of tlh2 is sufficient to trigger increased breakpoint junctions, likely reflecting rearrangements owing to transcriptional stress. Moreover, the tlh2 overexpression strain was substantially shorter-lived than wild-type cells (Fig. 4D ). These results suggest that increased transcription of tlh2, and associated rearrangements, affect cell survival and longevity. Alternatively, or in addition, the rearrangements might be caused by increased levels of the Tlh2 protein.
S. pombe Reb1 is a DNA-binding protein that prevents genetic instability by blocking DNA replication and RNA Polymerase I-dependent transcription at rDNA genes (62, 63) . Moreover, Reb1, can mediate the interaction of distal pieces of DNA (64, 65) . To test for any association of Reb1 with junction hotspots, we performed ChIP-seq with epitope-tagged Reb1 in non-dividing cells. Indeed, Reb1 bound not only to the rDNA hotspots, but also the other global hotspot downstream of tlh2 ( Fig. 4A , asterisks). Furthermore, Reb1 binding sites were significantly enriched at the other breakpoint junctions throughout the genome ( Fig. 4E; Fig. S6 ). Although the canonical Reb1 DNAbinding motif (62) was not enriched at junctions, motifs of other factors known to mediate DNA-DNA interactions were enriched, e.g. Fkh2 (66) and Rst2 (67) ( Fig. S4 ). Thus, Reb1 and other proteins mediating DNA interactions are associated with the global hotspots and juxtaposed junctions throughout the genome. This association may reflect these sites' need for protection from genetic instability, but could also point to a direct function of Reb1 and other DNA-binding proteins in bringing together distal genomic regions ( Fig. 4F ). Contrary to expectations, and the situation at local hotspots, junctions between nearby regions of DNA were under-represented at global hotspots ( Fig.   S3 ). This result suggests that distinct mechanisms operate at global and local hotspots. We propose that breakpoint junctions at global hotspots may result from transcription stress and involve the action of Reb1 and/or other DNA-binding proteins that control transcription and/or chromosome organization.
Ageing-related changes in RNA-binding proteins and R-loops may promote genome
rearrangements. Given the bias towards 3' gene ends at global hotspots, we analysed the position of all breakpoint junctions relative to coding regions (Materials and Methods). In agreement with Fig. 1B , junctions were under-enriched in coding regions ( Fig. 5A ). Moreover, significantly more junctions occurred in 3'-untranslated regions (UTRs) of genes than in 5'-UTRs, similar to the situation at the global hotspots. Note that our pipeline showed no bias towards AT-or GC-rich regions (Materials and Methods). This finding suggests that the ends of genes are particularly prone to rearrangements. Next, we identified genes whose 3'-UTRs contained more junctions than would be expected by chance, given their length ( Fig. 5B ). Functional enrichment analysis using AnGeLi (68) showed that, of the 148 enriched genes, 17 produced transcripts that are targets of Scw1, an RNAbinding protein (RBP) (69-71), which is a significant enrichment (FDR-corrected p <0.0001). Scw1 negatively regulates its target RNAs, possibly by binding to a motif in their 3' UTRs (69). To examine how an RBP might affect DNA rearrangements, we looked for any ageing-dependent changes in Scw1 substrate binding (Materials and Methods). These analyses suggest that Scw1 loses its affinity for some RNA targets with age ( Fig. S7A ), but it does not switch binding substrate from RNA to DNA ( Fig. S7B ). In fact, the protein levels of Scw1 markedly decreased in ageing cells (Fig. 5C ). The budding yeast orthologue of Scw1, Whi3, aggregates during replicative ageing (72), so it is possible that the decrease in Scw1 reflects protein aggregation. In any case, this result suggests that Scw1, rather than promoting rearrangements at its targets, is preventing them in young cells. How might an age-associated loss of Scw1 function trigger rearrangements? R-loops, involving DNA:RNA hybrids, are common sites of genome instability: they can trigger DSBs through collisions with the transcription or replication machineries or through active processing by nucleotide excision-repair nucleases (4, 73) , and they can also directly interfere with DNA repair (74) . The presence of RBPs on nascent transcripts can inhibit formation of R-loops by preventing RNA annealing to the singlestranded DNA template (75) (76) (77) (78) . To test whether loss of Scw1 promotes R-loop formation, we quantified R-loops in scw1 deletion (scw1∆) and wild-type cells. For a physiologically relevant comparison, we used proliferating and early stationary phase cells, because older wild-type cells naturally lack Scw1 (Fig. 5C ). Indeed, the scw1∆ cells contained more R-loops than wild-type cells ( Fig. 5D ). We conclude that the absence of Scw1 is sufficient for increased R-loop formation, most likely at its target genes. We propose that diminished Scw1 function in old cells leads to the exposure of 3'-ends of nascent target transcripts that can re-anneal with complementary sequences in the template DNA (Fig. 5E ). The resulting R-loops then trigger genome instability and associated rearrangements downstream of Scw1 target genes. Thus, age-associated expression changes of an RBP with a role in post-transcriptional gene regulation can lead to non-random junction distribution via increased genome instability at its targets.
Conclusions.
Our results provide evidence for widespread genome rearrangements during ageing of non-dividing cells, both in fission yeast and human. Junctions indicative of rearrangements show a non-random distribution, both in terms of the regions that are joined (local DNA is often preferred to distal DNA), and the biological importance of the region (fewer junctions occur in coding regions).
The rearrangements that accumulate with age are characterised by microhomologies and may be triggered by transcriptional events. Global hotspots are associated with Reb1, while some local hotspots may involve ageing-related changes in RBP function and associated R-loop formation. Our finding that the age-associated decline in a RNA regulatory protein can trigger breakpoint formation at target genes highlights that physiological changes can fuel cell-and condition-specific genome rearrangements with a non-random distribution.
Materials and Methods
Strains used in this study. The ageing pools of yeast used for the main experiment are described elsewhere (32) . Briefly, an inter-crossed population fission yeast derived from the parental strains Y0036 and DY8531 (79-81) was inoculated into eight separate 2L flasks of liquid yeast extract supplemented (YES) medium, and grown until the optical density reached a plateau. Samples were then snap frozen in liquid nitrogen every 24hrs for the next five days. Scw1∆ and Scw1-TAP strains have been published elsewhere (69) . Samples for RIP-chip and ChIP-seq of Scw1-TAP were taken at 0, 2 and 4 days after cells reached a plateau in optical density. The Tlh2OE strain was generated for this study using a PCR-based approach (82) to introduce an nmt1 promoter (83) in front of tlh2.
Experiments using this strain, and experiments for chromosomal spreads, were carried out in Edinburgh minimal medium (EMM). For any lifespan experiments in EMM, cultures were grown until the optical density of cells reached a plateau, when cells were spun down and resuspended in EMM without glucose. Reb1-TAP cells were used for the Reb1 ChIP-seq. All transgenic strains were confirmed by PCR.
DNA extraction, library preparation and sequencing. Genomic DNA was extracted using a standard phenol chloroform procedure (84) . After precipitation, DNA pellets were resuspended in TE buffer and treated with RNase A (Qiagen), before being mechanically sheared to ~200bp (Covaris AFA).
Sheared DNA was passed through PCR purification columns (QIAquick, Qiagen), and the fragment size distribution was checked using a 2100 Bioanalyzer (Agilent). Libraries were prepared using NEBNext Ultra kits (NEB) according to the manufacturer's standard protocol -this procedure included dA-tailing (Note S1). After individual quantification (Qubit) and quality control (2100 Bioanalyzer), all forty-eight libraries were pooled. The pool was then sequenced using 126nt pairedend reads on the Illumina HiSeq 2500 (SickKids, Canada). (85), reads were aligned to the S. pombe reference genome (accessed May 2015 (52)) using default parameters in BWA-MEM (86, 87) (v0.7.12). Bam files were sorted, and PCR duplicates removed using Samtools (88) (v0. 1.19) . Split reads were then obtained using a simple shell script (integrating Samtools (88), v1.2). Note that, when assessing mitochondria-mitochondria split reads, the circularity of the mtDNA needed to be accounted for by ignoring those that aligned to both the start and end of the reference contig. Split reads were then filtered in a custom python script. To pass filtration, both alignments of each split read had to adhere to the following criteria: a minimum length of 40bp, a mapping quality score of 60 (the maximum score given by BWA-MEM), no clipped alignments at both ends (89) .
Read alignment and junction filtration. After performing initial checks in FastQC
Information on the alignments of each split read was obtained from the CIGAR strings of the initial soft-clipped read, as any information contained in subsequent hard-clipped reads is redundant. The 100bp sequencing reads from human data (24) were re-mapped to the hg38n assembly of the human genome (accessed May 2016) using the same pipeline. The original purpose of this data set was to compare somatic mutations in young and old mitochondrial DNA, and the sequenced libraries were mtDNA-enriched (24) . However, there was still a considerable amount of coverage at the nuclear chromosomes, although less so than in the fission yeast data set.
To assess the pipeline, we generated one hundred random 100bp sequences of the S. pombe reference genome (using BioPython (90) ) and output them as separate vcf files (the file format required by Mason (91) -see below). Each vcf file also contained a random location at which the fragment should be inserted. These fragments were then inserted into the reference genome to produce separate fasta files (using GATK (92) and Mason (91)). Each fasta file was used to generate 1x of simulated reads. Once all reads had been simulated, they were mixed with reads simulated using the standard reference genome (with no insertions) to give a proportion of split reads similar to that obtained in the real sequence files. The read alignment and junction filtration pipeline described above was then applied, and the number of simulated junctions that were recovered was counted. Although sensitivity was low (14/100 simulated rearrangements were recovered), there were no false positives, showing that this filtration is conservative but robust. Using a two-sample Wilcox test, a comparison between the GC-content of all simulated junctions (N=100) and recovered junctions (N=18) showed that there was no significant bias in our pipeline toward calling junctions in AT-or GC-rich regions (W=992, p=0.5). All sequence data are available in the European Nucleotide Archive under the study accession PRJEB30570.
Modelling the expected rearrangement distribution. To calculate the expected number of DNA fusions between each chromosome in a random admixture of DNA ends, the number of reads mapping to each chromosome (all samples and time points considered simultaneously) was obtained using Samtools (88) (v1.2) and converted to a proportion of the total number of reads. In Perl, these proportions were used to calculate the number of junctions that would be expected for each combination of chromosomes, were the DNA ends to join randomly. One thousand simulations were performed.
Measurement of microhomology at junctions. For each time point, bam files from all repeats were merged using Samtools ( v1.2) (88). Split reads were then obtained and filtered as above. Using python, junctions were first categorised as follows: those whose alignments share no sequence homology and have no non-homologous sequence between them; those whose alignments share no sequence homology and contain a non-homologous insertion between them; those whose alignments share an overlapping region of sequence homology (note that this homology is not necessarily perfect and may contain InDels). After categorising each junction, the length of any nonhomologous or homologous sequence was recorded.
Motif Enrichment. For each junction classed as microhomology-mediated, we used BioPython (90) to collect the 100bp surrounding sequence. These 100bp sequences were compiled into a multisequence fasta file and submitted to MEME (93) for motif discovery. Only motifs with e-values lower than 0.05 were considered. Using TomTom (93), these sequences were compared to databases of known motifs for DNA-binding protein in fission and budding yeast. The most significant hits are shown in Fig. S7B .
Identification of rearrangement hotspots. Junction location files obtained after split read filtration were merged to create one combined file for each time point. A custom python script was used to divide each chromosome into 20kb windows, and categorise each junction into a window based on its two alignments. The number of junctions at all windows was then output as separate chromosome-chromosome matrices for each time point. To see how much of an increase there was at each window, day five matrices were divided by their corresponding matrix at day zero (the end and start of the experiment, respectively). To quantify global hotspots, the average ratio across all windows at each 20kb bin of each chromosome was calculated. Fig. S4 , the coverage at every position in the genome was obtained for each merged bam file using Bedtools (94) (v2.22.1). This per-base coverage was then used to obtain the median coverage at each 20kb bin. To get a score for how much each bin had changed in read depth, the median at day 5 for each bin was divided by the median at day zero.
Coverage analysis. For the analysis in

Junction intersection analyses.
To see if junctions were enriched at coding regions or Reb1 binding sites, bed files for the locations of each feature were obtained. Reb1 binding sites were acquired from a single reb1 ChIP-seq repeat of a late stationary phase culture grown in EMM; the coordinates of PomBase-annotated (95, 96) coding regions were obtained from an S. pombe gff3 file (v31); the coordinates of Havana-annotated coding regions were obtained from a human gtf file (v85). For each set of real junctions analysed, an equally sized set of randomly located junctions was simulated using a custom python script. For example, in our yeast analyses there were eight repeats, which meant eight separate simulated sets for any comparison. Only nuclear junctions were used and simulated for all analyses. The intersection of each junction set with a given feature set was then made using Bedtools (94) (v2.22.1). The proportion of intersecting junctions in each real repeat was then compared to the proportion of intersecting junctions in each simulated repeat.
To analyse the distribution of junctions at the start and end of genes, a custom python script was used to collect CDS start and end positions based on their strand and coordinates from a bed file (see above). For each repeat, junction alignments were then collected at the 500bp surrounding these positions, and their relative positions inside or outside the gene end were recorded.
Gene enrichment.
To get the number of junctions in each 3' UTR, 3' UTR coordinates were obtained from an S. pombe gff3 file (see above) and converted into bed format. The number of junctions at each 3' UTR were then counted, and plotted against the length of that UTR. Any gene with more junctions than twice the standard deviation of all UTRs were considered recurrently rearranged.
Gene enrichment analysis was performed in AnGeLi (68) .
Chromosomal spreads. R-loop immunostaining and fluorescence quantification was performed as described (97) , with the exception of cell lysis, where we mechanically broke cells in liquid nitrogen instead of using enzymatic lysis. For negative control samples, we added RNase H (Roche 10786357001) at 3u/100μl and incubated for two hours at 37°C. Nuclei were stained with DAPI at 3µg/mL in 50% glycerol. Images were obtained using a spinning disk confocal microscope (Yokogawa
CSU-X1 head mounted on Olympus body), CoolSnap HQ2 camera (Roper Scientific), 100X Plan
Apochromat and a 1.4 NA objective (Olympus). Images presented correspond to maximal projections of 10 slides' stacks using Image J open software (98) .
RIP-chip experiments.
Two experimental repeats were performed for three timepoints: Days 0, 2 and 4 after cells reached stationary phase. RIP-chip of Scw1-TAP was performed as described (69), except for the following modifications: immunoprecipitation was carried out using monoclonal antibodies against protein A (Sigma); the lysis buffer contained 10mg/ml heparin (sigma H7405), 1 mM PMSF and 1∶100 protease inhibitor cocktail (Sigma P8340); and magnetic beads containing the immunoprecipitate were resuspended in 50 µl of wash buffer containing 1 mM DTT, 1 unit/ml of SuperaseIN (Ambion 2696) and 30 units/ml of AcTev protease (Life Technologies 12575015). The solution with the beads was incubated for 1.5 h at 18°C and the supernatant recovered and RNA extracted using PureLink RNA micro columns (Life Technologies), according to the manufacturer's instructions. The RNA was eluted from the column in 14 µl and used for labelling without amplification. For microarrays, fluorescently labelled cDNA was prepared from total RNA and immunoprecipitated RNA from the RIP-chip using the SuperScript Plus Direct cDNA Labelling System (Life Technologies) as described by the manufacturer, except for the following modifications: 10 µg of total RNA was labelled in a reaction volume of 15 µl. We then used 0.5 µl of 10× nucleotide mix with labelled nucleotide (1/3 of the recommended amount), and added 1 µl of a home-made dNTP mix (0.5 mM dATP, 0.5 mM dCTP, 0.5 mM dGTP, 0.3 mM dTTP) to the reaction. All other components were used at the recommended concentrations. Note that these changes are essential to prevent dye-specific biases. Labelled cDNAs were hybridised to oligonucleotide microarrays manufactured by Agilent as described (34) . Microarrays were scanned with a GenePix 4000A microarray scanner and analysed with GenePix Pro 5.0 (Molecular Devices). A dye swap was performed for all repeats. Any gene with data missing at any probe or in either repeat were not included in the analysis. Data was median-centred for analysis and any genes whose expression was highly un-correlated across repeats or did not appear at all time points were not considered. The
RIP-chips data have been submitted to ArrayExpress under accession number E-MTAB-7618.
ChIP-seq experiments. ChIP-seq assays were performed as described (99) . For experiments using Scw1-TAP, ChIP-seq samples were collected at the same time points as for the RIP-chip experiments (see above). Reb1-TAP and wild-type cells were grown in EMM and fixed upon entry into early stationary phase (OD600 ~8). A single repeat was performed for this experiment. ChIP-seq libraries 18 were sequenced using an Illumina MiSeq instrument. For Reb1 binding site localization, Bowtie2 (Langmead, B. 2012) with default settings was used to map the reads to the S. pombe genome build ASM294v2, downloaded from Pombase (http://www.pombase.org/) (95, 96) . SAMtools (86) and BED tools (94) were used for sequence manipulation. Peak calling was performed using GEM (100) .
The ChIP-seq data are available in the European Nucleotide Archive under the study accession PRJEB30570. repeats. One-sided two sample Mann-Whitney U to test whether observed is less than expected (U=0, p <0.001, N=8). Note that proportion of simulated junctions in coding regions is similar to proportion of genome reported to be coding (excluding introns (52)). (C) Proportion of junctions expected to fall in coding regions vs proportion that do (based on simulated data; Materials and Methods). One-sided two sample Mann-Whitney U to test whether observed is less than expected (U=3, p <0.001). Simulated proportions approached the 1.5%
FIGURE LEGENDS
proportion of the genome reported as coding (101) when more junctions were simulated (data not shown). be the result of ageing as they could have been present earlier (top). Red: true age-associated hotspots will show an age-associated increase. Some rearrangements may occur recurrently between the same two regions (green) or one region with many others (red).
(B)
Heatmap showing the ratio of junction counts between Days 5 and 0 (T5/T0; 'old-young ratio'), in 20kb windows across the genome. An element in the heatmap depicting two regions with high levels of age-associated breakpoint formation will have a higher old-young ratio and appear darker. The average number of breakpoints at each window, genome-wide, is plotted in grey at the top. An (C) Left: Scheme for calculation of proportion of junctions downstream of tlh2 (grey region; red crosses). Right: Results from three independent repeats with wild type (WT) and tlh2 overexpression cells (tlh2OE). One-sided two sample Mann-Whitney U to test whether tlh2OE is greater than WT (U=9, p=0.04).
(D)
Chronological lifespan of tlh2OE (red) compared to WT (grey). Lines show means of three repeats ± 68% confidence intervals.
(E) Proportion of junctions expected next to Reb1 binding sites (based on simulated data) vs proportion that are observed (peaks called by ChIP-seq; Materials and Methods; Fig. S6 ). One-sided two sample Mann-Whitney U to test whether observed is greater than expected (U=64, p <0.001).
(F) Model for how global hotspots might trigger rearrangements. The tlh2 gene is lowly transcribed in young cells, while in old cells (or a subset of old cells) tlh2 becomes more highly transcribed, leading to collisions between RNA Polymerase II and distal DNA that has been brought to the region by Reb1. (E) Model for how reduced Scw1 levels might lead to genome rearrangement at its targets. In young cells, Scw1 is present and binds its targets at their 3' UTRs. In old cells, Scw1 is absent and thus leaves nascent RNA of its targets free to anneal with template ssDNA. 
Note S1
Arguments against breakpoint junctions forming in-vitro.
In addition to the selection against junctions in coding sequences (Fig. 1B) , three pieces of evidence argue against the formation of these junctions in vitro after DNA extraction. First, during sequence library preparation, dA nucleotides were incorporated at the 3' ends of DNA fragments before ligation of the sequencing adapters (with complementary dT overhangs). We therefore expected that false positive concatemers occurring in vitro during sequence library preparation should feature insertion of an A at the breakpoint. On the other hand, genuine junctions may feature different signatures at the breakpoint, depending on how they were repaired in vivo. Whilst we found a population of single-base insertions (of which A or T insertions could reflect dA-tailing during library preparation), these junctions did not increase at all with age, and age-associated junction formation was associated with microhomology at the breakpoint (Fig. 1D) . Second, modelling, based on the read depth for each body of DNA (e.g. average depth at Chromosome II), showed that the number of junctions between each type of event (e.g. mtDNA-Chromosome I) was not proportional to the relative number of free DNA ends in the library, with far fewer junctions between mitochondrial DNA and nuclear DNA than would be expected (Fig. S2) . Third, the ratio of junction counts between old and young cells was higher for junctions that formed within chromosomes than those that formed between chromosomes (Fig. 3B) , showing that age-associated junction formation was more prevalent within chromosomes. Furthermore, of those junctions that formed within chromosomes, nearby DNA was preferred to distant DNA (Fig. S3 ). This pattern echoes recent findings in the cancer genome where the frequency of junction formation between two pieces of DNA is approximately inversely proportional to the distance between them (48). Neither alignment clipped at both ends.
Junction locations. Breakpoint sequence information. 
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