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ABSTRACT
Context. The study of dust emission at millimeter wavelengths is important to shed light on the dust properties and physical structure
of pre-stellar cores, the initial conditions in the process of star and planet formation.
Aims. Using two new continuum facilities, AzTEC at the Large Millimeter Telescope Alfonso Serrano and MUSTANG-2 at the Green
Bank Observatory, we aim to detect changes in the optical properties of dust grains as a function of radius for the well-known pre-stellar
core L1544.
Methods. We determined the emission profiles at 1.1 and 3.3 mm and examine whether they can be reproduced in terms of the current
best physical models for L1544. We also made use of various tools to determine the radial distributions of the density, temperature,
and dust opacity in a self-consistent manner.
Results. We find that our observations cannot be reproduced without invoking opacity variations. New temperature and density pro-
files, as well as opacity variations across the core, have been derived with the new data. The opacity changes are consistent with the
expected variations between uncoagulated bare grains, toward the outer regions of the core, and grains with thick ice mantles, toward
the core center. A simple analytical grain growth model predicts the presence of grains of ∼3–4 µm within the central 2000 au for the
new density profile.
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1. Introduction
Pre-stellar cores are starless dense (nH2 > 10
5 cm−3) and cold
(T < 10K) self-gravitating cloud cores. They are formed from
molecular clouds material and present clear signs of contraction
and chemical evolution (Crapsi et al. 2005). Since they are con-
sidered the initial conditions of star formation (Bergin & Tafalla
2007; Caselli & Ceccarelli 2012), these cores are important to
understand the future evolution of protostars and protoplanetary
disks (e.g. Zhao et al. 2016).
In this work we focus on the pre-stellar core L1544, which is
placed in the Taurus molecular cloud, 140 pc away. It is a pro-
totypical example of a pre-stellar core, whose physical structure
has been studied in the past. First, Tafalla et al. (2002) deter-
mined a density profile for the source using continuum emission
? Data (FITS) are only available at the CDS via anonymous ftp
to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsarc.
u-strasbg.fr/viz-bin/qcat?J/A+A/623/A118
at 1.3 mm and a constant temperature of 8.75 K across the core.
Later, Crapsi et al. (2007), using high resolution ammonia inter-
ferometric observations, found a drop in temperature toward the
center of the core. This implied that the density profile found by
Tafalla et al. (2002) needed to be modified. Finally, Keto et al.
(2015) were able to reproduce molecular line and continuum
observations of L1544 by describing it as a Bonnor–Ebert sphere
(Bonnor 1956) in quasi-equilibrium contraction. However, Keto
et al. (2015) found that to reproduce the temperature drop mea-
sured by Crapsi et al. (2007), they needed to increase the dust
opacity. This could be an indication of the presence of fluffy
grains, and therefore these results suggested that L1544 was
the perfect target to study dust grain coagulation in pre-stellar
cores.
The opacity, κν, is a measurement of the dust absorption
cross sections weighted by the mass of the gas and dust. It
depends on the frequency, ν, and physical properties of the dust
grains, such as composition, mass and size: if dust grains are
much smaller than the wavelength at which they are observed,
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κν depends on the mass of the grains; if they are larger than the
observing wavelength, κν decreases with the grain size. How-
ever, dust grains similar in size to the wavelength become very
efficient radiators, increasing the opacity up to ten times its typ-
ical value (Kruegel & Siebenmorgen 1994). Usually, matching
the data with models requires an assumption regarding the opac-
ity, and this translates into an assumption regarding the dust grain
distribution and properties across the cloud.
Usually, in pre-stellar cores the values used for the opaci-
ties are taken from grain coagulation models from Ossenkopf &
Henning (1994). Deviations from these values, as well as their
dependence on temperature, are a matter of current debate.
Recent laboratory work from Demyk et al. (2017) showed that for
the temperature range typical for pre-stellar cores (10–30 K), the
opacity does not depend on the temperature. However, Agladze
et al. (1996) detected an inverse relation for very low tempera-
tures (<20 K). The opacity can be approximated by a power law
at millimeter wavelengths, κν ∝ νβ, where β is the spectral index
of the dust. As shown by Demyk et al. (2017), for example, the
power law slope (or β) seems to vary depending on the frequency
range. Together with the possibility of grain coagulation in dense
cores, these results indicate that many factors can modify the
emission observed.
Observationally, previous studies have found variations in
the opacity and spectral index from molecular clouds to clumps
and cores (see, e.g. Sadavoy et al. 2016; Chen et al. 2016;
Juvela et al. 2015a,b; Foster et al. 2013). Going to smaller
scales, Forbrich et al. (2015) found opacity variations when
studying the extinction map of the starless core FeSt 1-457,
while Bracco et al. (2017) and Chacón-Tanarro et al. (2017)
found no evidence of opacity and spectral index variations
toward pre-stellar cores using the NIKA camera at the Institut
de radioastronomie millimétrique (IRAM) 30 m telescope.The
observed variations can be attributed to grain growth toward
dense clumps and cores, although other factors such as the
noise of the data or temperature dependence should be taken
into account (Shetty et al. 2009a,b). In these dense regions,
ice mantle growth and grain coagulation are expected to affect
the emission of dust grains at submillimeter and millimeter
wavelengths (Ormel et al. 2009, 2011). Thus, the opacity behav-
ior in dense, cold pre-stellar cores remains debated and highly
uncertain.
We present sensitive continuum maps observed with two
new facilities for millimeter observations: AzTEC at the Large
Millimeter Telescope Alfonso Serrano (LMT), observing at
1.1 mm, and MUSTANG-2 at the Green Bank Observatory
(GBO), observing at 3.3 mm. These maps help us to understand
the physical structure of the core, including new information on
the behavior of the opacity toward L1544. This work presents
the first continuum map of L1544 at 3.3 mm and improves the
work done in Chacón-Tanarro et al. (2017), where data at 1.2
and 2 mm were available. This improvement is due to a bet-
ter angular resolution and the study of a wider wavelength
range, which can better constrain the spectral index of the
dust.
The paper is divided as follows: in Sect. 2 we describe the
observations and data processing; in Sect. 3 we present the two
new continuum maps and show a first attempt of checking opac-
ity and spectral index variations following the ratio of both bands
and trying to model the emission seen using constant spectral
index and opacity values toward the core; we also present a new
model for the physical structure of L1544 using the observed
opacity variations. We discuss these new findings in Sect. 4. We
summarize our results in Sect. 5.
2. Observations
2.1. AzTEC
The data at 1.1 mm were obtained during the nights of
22 February and 22 March 2016, at the LMT placed at the
volcano Sierra Negra, Mexico. The observations were carried
out during the early science phase, when LMT had a diameter
of 32 m. The opacity at 220 GHz at zenith ranged from 0.06
to 0.08, and the total integration time was 1.6 h. L1544 was
observed with the continuum camera AzTEC (Wilson et al.
2008) and using Rastajous map mode (Calzetti et al. 2018). The
data reduction was done using the standard pipeline of AzTEC
(Scott et al. 2008) with the implementation of the Cottingham
method (Cottingham 1987) to better recover the large-scale struc-
ture of the core (see Calzetti et al. 2018). The Cottingham method
helps remove the contamination from the atmosphere by mod-
eling the temporal variations of the atmosphere signal using
B-splines, and this is done for each detector. This method is
a maximum-likelihood estimator for the emission coming from
the atmosphere and astronomical sources (Hincks et al. 2010).
3C111 was observed during 120 s every hour for pointing cali-
bration. The final map has a pointing error below 1′′. CRL618
was used as beam map and flux calibrator, obtaining an absolute
flux calibration uncertainty of 10%. Studying the transfer func-
tion of the pipeline used for this set of observations, we reliably
recover scales up to 3.6′ in size (see Appendix A). Compared
to the 1.2 mm observations presented by Chacón-Tanarro et al.
(2017), this map improves the recoverable scales by a factor of
1.8. The resulting map has a resolution of 12.6′′ and an rms of
3 mJy beam−1.
2.2. MUSTANG-2
L1544 was observed at 3.3 mm during the nights of the 3 and
7 January 2018 at the GBO (project GBT17B-174). The observa-
tions were carried out with the bolometer camera MUSTANG-2
(Dicker et al. 2014; Stanchfield et al. 2016). The total on source
integration time was 3.25 h. The observations were done with the
on-the-fly (OTF) mapping mode (Mangum et al. 2007), using a
daisy-petal scan pattern. This method allows frequent crossings
to subtract the atmosphere and other systematics. To accomplish
this subtraction, a median common mode and slowly varying
per detector polynomial (30 s timescale) is subtracted from the
data, excluding the central region of the map from the polyno-
mial fit. Each night, at intervals of approximately 20 min, quick
(94 s) observations of the nearby quasar J0510 + 1800 were made.
These were used to check the focus of the telescope, correct
any pointing offsets, and measure the MUSTANG-2 beam to
high accuracy. J0510 + 1800 is a flux calibrator for ALMA and
was used as a check on the main beam efficiency of the GBO
(Fomalont et al. 2014, ALMA Technical Handbook1). Additional
observations of J0750 + 1231 and J0754 + 2006 (also ALMA cal-
ibrators) were used as cross checks and gave consistent results.
We estimate an overall calibration error of 12% (7% due to
source variability; 8% due to beam volume variability; and 5%
due to the ALMA absolute flux calibration). The study of the
transfer function for the pipeline used for the MUSTANG-2 data
reduction shows that these observations recover scales up to 6.2′
in size, which are modestly larger than the 4.2′ instrumental
instantaneous field of view (FoV; see Appendix A). The final
map has an rms of 0.15 mJy beam−1 and has a beam size of 9.7′′.
1 https://almascience.eso.org/documents-and-tools/
cycle6/alma-technical-handbook/view
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2.3. Matching point spread function
In contrast with the beam of AzTEC, the beam shape from
MUSTANG-2 cannot be considered as Gaussian. Therefore, in
order to compare the two maps at the same resolution, we need to
find a convolution kernel that transforms the point spread func-
tion (PSF) of MUSTANG-2 to that of AzTEC. For this purpose,
we made use of the Python library photutils.psf.matching. We
modified the shape of the window and the parameter for taper-
ing (to remove the high frequency noise) until the convolved
MUSTANG-2 beam matched the AzTEC PSF.
2.4. Herschel/SPIRE
In Sect. 3.2, the Herschel/SPIRE maps of L1544 are used. They
were presented by Spezzano et al. (2016) and are part of the
Herschel Gould Belt Survey (André et al. 2010). As these SPIRE
250, 350, and 500 µm maps are used together with ground-
based telescope maps, they are artificially filtered to account
for the missing flux coming from the large-scale structure of
the cloud. This method is based on subtracting background
emission, and has been compared with more sophisticated meth-
ods for the case of L1544 in Chacón-Tanarro et al. (2017),
finding that the results of the analysis done with the two meth-
ods are in agreement within the errors. For more details on
these maps and the filtering process, see Chacón-Tanarro et al.
(2017). We note that this only affects the results presented in
Sect. 3.2.
3. Analysis and results
Figure 1 shows the final maps, at their intrinsic resolution. This
is the first time that ground-based continuum observations hint
at the detection of a filamentary structure or extended emission
toward the northeast in continuum, which are clearly seen by
Herschel/SPIRE maps (see Sadavoy et al. 2016) and C18O map
(Tafalla et al. 1998). These maps are compared with those
of NIKA (Chacón-Tanarro et al. 2017), for checking filtering
effects, in Appendix B.
3.1. Spectral index and opacity maps
In pre-stellar cores the emission of the dust can be assumed to be
optically thin at millimeter wavelengths, and it can be described
by a modified blackbody function
Iν = µH2mH
∫
slos
Bν[Td(s)]nH2 (s)κν(s)ds, (1)
where Iν is the intensity, Bν[Td(s)] the blackbody function at a
temperature Td(s), κν(s) is the dust opacity at frequency ν, µH2 =
2.8 is the molecular weight per hydrogen molecule (Kauffmann
et al. 2008), mH is the mass of the hydrogen atom, nH2 (s) is the
molecular hydrogen density, and s is the line-of-sight depth. The
dust opacity can be approximated by a power law at millimeter
wavelengths (Hildebrand 1983): κν = κν0
(
ν
ν0
)β
, where β is the
spectral index of the dust. Although laboratory studies have
shown that this power law changes depending on the frequency
range (e.g. Demyk et al. 2017), the study of the dependency of β
with frequency is beyond the scope of this work.
If the density and the temperature profiles are known, the
derivation of the spectral index and the opacity is straightforward
with only data at two different frequencies. From Eq. (1), the
spectral index can be derived from the ratio of the emission at
both wavelengths as follows:
β =
log(I1mm/I3mm) − log(B1mm[Td]/B3mm[Td])
log(ν1mm/ν3mm)
, (2)
where the subindexes 1 mm and 3 mm denote the band at which
the intensity, blackbody emission and frequency are being eval-
uated. The opacity can be derived from any of the wavelengths
observed using Eq. (1). A dust-to-gas ratio of 0.01 is assumed
here. Although this ratio show variations between different
regions of our galaxy (Draine 2011), we do not expect them to
be significant within the same cloud.
Our first analysis of the new data follows the methodology
presented by Chacón-Tanarro et al. (2017), where the tempera-
ture and density profiles from Keto et al. (2015) were used for
deriving the spectral index and opacity following Eqs. (1) and
(2). Keto et al. (2015) deduced the physical model of L1544
by following the evolution of an unstable Bonnor–Ebert sphere
in quasi-equilibrium contraction and by comparing, via radia-
tive transfer modeling, modeled, and observed molecular line
emission of low and high density tracers.
The resulting maps of the dust spectral index and opacity at
1.1 mm are shown in Fig. 2. We find very similar results to those
seen previously in Chacón-Tanarro et al. (2017): while the spec-
tral index increases toward the center, the opacity decreases. The
emission at the two wavelengths bands peak at slightly different
places, and this may cause the displacement of the spectral index
peak from the 1.1 mm peak. The increase of the spectral index
toward the center could be an indication of the presence of dust
grains large enough to affect the emission at 1.1 mm, but not so
much that it affects the emission at 3.3 mm. However, this would
imply an increase in the opacity at 1.1 mm, and Fig. 2 shows
a circular region around the center within which the opacity
decreases. This is caused by the fact that the model is centrally
concentrated. Moreover, as noted previously by Chacón-Tanarro
et al. (2017), the emission of the core clearly does not follow a
sphere (see Fig. 1) and the model is spherical. Chacón-Tanarro
et al. (2017) solved this problem by comparing the model with
the emission of the core averaged in concentric ellipses. We
therefore follow this same procedure in the following sections.
3.2. New spectral index and opacity
The emission of the core is averaged in concentric ellipses sep-
arated by 1.5′′. The ratio of the major to minor axes of these
ellipses is 1.5, and the major axis is inclined with respect to the
declination by 65◦. The radial emission profiles are obtained by
taking the geometric mean of the major and minor axes of the
ellipses; the corresponding radius is labeled rm.
We now include in our analysis the model for L1544 that
Crapsi et al. (2007) presented, which is an improvement of that
presented by Tafalla et al. (2002). The temperature profile of
this model was computed via excitation and radiative transfer
modeling of their interferometric ammonia observations, while
the density profile was constrained by fitting the emission seen
in the 1.3 mm continuum map (Ward-Thompson et al. 1999).
Therefore, while Keto et al. (2015) is purely theoretical, although
constrained by observations, Crapsi et al. (2007) is based on
observational results. Figure 3 shows the differences between the
two models.
Modeling the core emission first requires a choice of spectral
index and opacity. Following Chacón-Tanarro et al. (2017), we
fit the spectral energy distribution (SED) of the core toward the
center, using the emission obtained with AzTEC, MUSTANG-2,
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Fig. 1. Left panel: AzTEC map at 1.1 mm. The contours represent steps of 2σ, starting from 2σ. The pixel size is 1′′, the HPBW is shown in the
bottom left corner, and the 1.3 mm dust continuum peak is shown with a black cross (Ward-Thompson et al. 1999). Right panel: MUSTANG-2 map
at 3.3 mm. The contours represent steps of 2σ, starting from 2σ. The pixel size is 1′′, the HPBW is shown in the bottom left corner, and the 1.3 mm
dust continuum peak is shown with a black cross (Ward-Thompson et al. 1999).
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Fig. 2. Panel a: spectral index map. Panel b: dust opacity map. Both
maps were derived as described in Sect. 3.1. The error in the spectral
index is ∼0.2 and in the opacity is ∼10%.
and Herschel/SPIRE, after smoothing and regridding all the data
to the resolution of the 500 µm band (∼38.5′′ resolution maps
with pixel size of 14′′). The fit is performed toward the central
pixel and is shown in Appendix C. This fit takes into account the
temperature and density distributions in the core predicted by the
physical models from Crapsi et al. (2007) and Keto et al. (2015)
and the color corrections for the SPIRE bands. For a detailed
description of this procedure, see Chacón-Tanarro et al. (2017).
The resulting spectral indexes and opacities from the SED
fits are as follows: β= 1.6± 0.4 and κ250 µm = 0.03± 0.01 cm2 g−1
Fig. 3. Density (solid line) and temperature (dotted line) profiles
describing the physical properties of L1544 by Crapsi et al. (2007) in
red and by Keto et al. (2015) in blue.
for the model of Crapsi et al. (2007) and β= 2.0± 0.4 and
κ250 µm = 0.16± 0.07 cm2g−1 for the model of Keto et al.
(2015). There is a difference of a factor of ∼5 between
the opacities of the two models. This difference is dis-
cussed at the end of this section. Comparing these values
with those from Chacón-Tanarro et al. (2017), which are
κ250 µm = 0.2± 0.1 cm2g−1 and β= 2.3± 0.4, we find that the
spectral index is lower, although consistent within the errors.
The slight difference is caused by the different filtering process
applied during the data reduction process to the millimeter
maps. In Chacón-Tanarro et al. (2017), the NIKA maps at 1.2
and 2 mm suffered from substantial filtering, which implied
that, when smoothing the data to bigger beams, the emission
was reduced because of the inclusion of negative flux values in
the dust peak. Moreover, Chacón-Tanarro et al. (2017) expected
to be recovering the emission from spatial scales smaller than
2′; while in these new maps we estimate to be recovering the
emission from spatial scales up to 3.6′. This produces a higher
spectral index.
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Fig. 4. Ratio of the observed emission to the modeled emission derived
as described in Sect. 3.2, as a function of projected radius rm. The
shaded regions show the error associated with the data. The resolution
of the maps is indicated with a bar of length 12.6′′ in the bottom left
corner of both panels.
With these new spectral indexes and opacities we proceed to
check whether the models can reproduce the observations. We
adopt a constant spectral index and opacity. Figure 4 shows the
ratio of the observations to the modeled emission. The first thing
to notice is that the model of Keto et al. (2015) does not repro-
duce the data, showing discrepancies between the model and the
observations of up to a factor of 2 for the 1.1 mm band and a fac-
tor of 2.5 in the 3.3 mm band within the inner 36′′ (region where
the emission of the core is detected above 3σ). Changing the
absolute values of the opacity and spectral index, for example,
using those from Chacón-Tanarro et al. (2017), does not solve
the situation (see Appendix D). The comparison between the
model of Crapsi et al. (2007) and the observations shows that
the 1.1 mm band is badly reproduced, with differences of a factor
of 2 in the outer parts of the core; while the model can repro-
duce the emission at 3.3 mm within 20%. These results therefore
indicate that either the models are wrong or that our assumption
of constant spectral index and opacity across the cloud is not
valid.
If the models are correct, then the required variations in the
opacity, when considered constant along the line of sight, can
be obtained from Eq. (1). This opacity can be considered the
averaged opacity along the line of sight (κν), as it is the opacity
weighted by the temperature and density. Then, κν can be derived
as follows:
κν =
Iν
µH2mH
∫
slos
Bν[Td(s)]nH2 (s)ds
. (3)
Figure 5 shows the variations of the opacities. The gradients
in κν imply variations in the spectral index, averaged along the
line of sight (see Fig. 6). Figures 5 and 6 show that there are
substantial changes in the opacity and spectral index averaged
along the line of sight.
To obtain radial variations of κν and β, we follow the method
described in Roy et al. (2014). Using the Abel transform (see,
e.g. Bracewell 1986) we can write Eq. (1) as follows:
µH2mHBν[Td(r)]nH2 (r)κν(r) = −pi−1
∫ ∞
r
dIν
db
db√
b2 − r2
, (4)
Fig. 5. Opacities at 1.1mm (left panel) and at 3.3 mm (right panel), aver-
aged along the line of sight, as a function of the projected radius rm. The
blue curve is obtained when using the core physical structure derived
by Keto et al. (2015); the red curve is obtained when using the physical
structure from Crapsi et al. (2007). The shaded regions show the error
associated with the data. The resolution of the maps is indicated with a
bar of length 12.6′′ in the bottom left corner of both panels.
Fig. 6. Spectral index variation, averaged along the line of sight, as a
function of the projected radius rm, caused by the variation on κν shown
in Fig. 5. The different colors refer to the different physical structure
adopted (blue for Keto et al. 2015 and red for Crapsi et al. 2007). The
shaded regions show the error associated with the data.
where b is the projected distance to the center. This way, we are
able to obtain opacity radial profiles once the temperature and
density are well defined.
The procedure is very sensitive to noise, so we fit the emis-
sion profiles with an analytic function. In this manner, abrupt
changes in the derivatives of the emission profiles are avoided.
We used a combination of three Gaussian functions, which
provides continuous derivatives and good fits to the emission
profiles. We note that this process gives radial profiles smoothed
to the resolution of the data (Roy et al. 2014), so the tempera-
ture and density profiles are smoothed to the resolution of 12.6′′
for consistency. To evaluate the error associated with this pro-
cess, we first create 1000 maps for each wavelength, which are
the result of adding in each map random noise from a Gaussian
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Fig. 7. Opacity radial variations obtained as explained in Sect. 3.2. This
figure shows κν(r), while Fig. 5 shows κν(r) averaged along the line
of sight, i.e., κν(rm). The different colors refer to the different physi-
cal structure adopted (blue for Keto et al. 2015 and red for Crapsi et al.
2007). The shaded regions show the error associated with the process.
distribution of σ equal to the rms of the data. Then, we derive
the opacity variations for all the maps and assume as error the
standard deviation of all the samples.
Figures 7 and 8 show the resulting radial distributions of the
opacities and spectral index, respectively. The 1.1 mm opacities
are in the range of values predicted by Ossenkopf & Henning
(1994) for different grain size distributions and conditions. The
radial opacity profile for the model of Keto et al. (2015), which
is consistent with dense clouds and thick ice mantels, follows a
shape that indicates that the model produces too much emission
in the center. On the other hand, the opacities at 1.1 mm for the
model of Crapsi et al. (2007) are consistent with bare grains and
no coagulation, although it is necessary to take into account that
a factor of 2 is within the uncertainties (Ossenkopf & Henning
1994). The shape of the opacity at 3.3 mm is due to noise,
although the extended emission toward the northeast, which is
not taken into account in the model, tends to increase the opac-
ity at large radii. Better sensitivity observations should help to
improve on this. The spectral indexes show very similar behavior,
which indicates that they mainly depend on the relative variation
of the emission seen between both wavelengths.
To examine the validity of the derived opacities, we gen-
erate synthetic maps and compare their emission profiles with
the observed ones. The models reproduce the observations fairly
well (see Fig. 9). In this process, the resolution of the models and
the opacities were considered to be the same. Although the reso-
lution of our observations does not allow us to resolve the inner
1000 au, where the difference between the two models is higher,
the emission produced by them at a resolution of 12.6′′is very
different (as seen in Fig. 4), with the Crapsi et al. (2007) pro-
file matching the data better than the Keto et al. (2015) model.
The Crapsi et al. (2007) model was derived from observations
so it has also a limited resolution of 7′′, which is close to the
resolution of the maps presented. Nevertheless, a discrepancy of
10–20% is reasonable due to beam effects (Roy et al. 2014).
We underscore that the opacity and spectral index varia-
tions found in this analysis depend on the particular density
and temperature profiles assumed and inaccurate profiles pro-
vide inaccurate and artificial variations in κν and β. For example,
as already said, Keto et al. (2015) artificially increased the dust
opacity by a factor of 4 to reproduce the temperature drop
measured by Crapsi et al. (2007), as their model is dynamic and
Fig. 8. Spectral index radial variations obtained as explained in
Sect. 3.2. This figure shows β(r), while Fig. 6 shows β(r) averaged
along the line of sight, i.e., β(rm). The different colors refer to the
different physical structure adopted (blue for Keto et al. 2015 and red
for Crapsi et al. 2007). The shaded regions show the error associated
with the process.
Fig. 9. Ratio of the observed emission profiles to the modeled emission
profiles taking into account the radial opacity variations shown in Fig. 7.
The shaded regions show the noise associated with the data.
the gravitational compression toward the center produced extra
heating; this dust opacity enhancement was applied throughout
the core, affecting the overall structure. It is therefore natural
that their physical model results, on average, in higher opacities
than the model of Crapsi et al. (2007). This shows that the initial
assumption done for the opacity biases our results. In addition,
opacity variations would indicate that any previous derivation of
the temperature and density of the cloud that did not take this
into account might also need modifications. In what follows, we
use the model from Crapsi et al. (2007), which does not consider
dynamics and only aims at reproducing the observed tempera-
ture structure, as the starting point in our efforts to determine
the radial distributions of the density, temperature, and the dust
opacity in L1544.
3.3. New physical structure
For obtaining density, temperature, and opacity profiles consis-
tently, we apply an iterative method. Starting from the radial
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opacity variations shown in Fig. 7 and the density distribution
derived by Crapsi et al. (2007), the following steps are done:
1. First, the optical depth is derived taking the radial profile of
the opacity and the density2. From the optical depth we fol-
low the equations given by Zucconi et al. (2001) for deriving
AV(r) and T (r). These authors derived analytical equations
that can be used to obtain the temperature profile for clouds
externally illuminated by the standard interstellar radiation
field (which includes an optical and near-infrared component
coming from the emission of disk dwarf and giant stars, a far-
infrared component from dust grains, a mid-infrared com-
ponent from nonthermally heated grains, and a millimeter
component from the cosmic background radiation, following
the work of Black 1994 and Mathis et al. 1983).
2. With this new temperature profile and the opacity variations
we derived a new density profile using the Abel transform
(see Eq. (4)).
3. We obtained a new opacity profile from the new temperature
and density profiles, again using the Abel transform.
From point 3, we return to point 1 until κ1mm varies less than
0.001%. In points 1 and 2 we need to take one band as reference,
which we choose to be the one at 1.1 mm. However, these results
are independent of the chosen band. In point 1 an extra factor
in AV is included, which comes from the fact that the cloud is
surrounded by an external layer of low density material, which
increments the value of AV by 2 magnitudes (see Appendix E).
Unfortunately, Zucconi et al. (2001) do not provide a value for
the temperature at extinctions lower than ten magnitudes. Thus,
we assume that the temperature follows a similar parametrization
than that used by Crapsi et al. (2007) and used their external
temperature as a constraint in our temperature profile. Therefore,
the temperature is determined from the following formula:
T (r) = Tout − Tout − Tin
1 +
(
r
rt0
)αt , (5)
with Tout = 12 K, the temperature of the outer part of the core as
measured by Crapsi et al. (2007). We thus fix this value and fit
the rest of the parameters to our data in each iteration.
Beam effects are not considered here. However, as already
mentioned, the resulting profiles from this process are smoothed
with the beam of our observations.
Only a few iterations are needed to find a convergence. The
density profile is parametrized as follows:
nH2 (r) =
n0
1 +
(
r
r0
)α . (6)
The obtained temperature and density profiles are
T (r) = 12(K) − 12(K) − 6.9(K)
1 +
(
r(′′)
28.07′′
)1.7 (7)
and
nH2 (r) =
1.6 × 106(cm−3)
1 +
(
r(′′)
17.3′′
)2.6 . (8)
We note that this method is biased by the initial parameters
used. A lower initial density leads to higher opacities, and vice
2 The optical depth at 1.1 mm, τ1mm, always satisfies τ1mm 1, justify-
ing the assumption of optical thinness throughout this study.
Fig. 10. New density (blue solid line) and temperature (blue dotted line)
profiles derived as described in Sect. 3.3. In red, density (solid line) and
temperature (dotted line) profiles from Crapsi et al. (2007). In green,
temperature profile from Crapsi et al. (2007) derived using the formulae
from Zucconi et al. (2001, their Fig. 4), marked in the legend as Crapsi
et al. (2007)∗.
versa. This issue is discussed in Appendix F. The emission at
only two wavelengths is fitted with three parameters, i.e., the
density, temperature, and dust opacity, and therefore, the solu-
tion is not unique. Therefore, further modeling efforts using all
the available continuum data are necessary.
Figure 10 shows these new profiles, together with the pro-
files obtained by Crapsi et al. (2007) and the temperature profile
obtained by Crapsi et al. (2007) using the method from Zucconi
et al. (2001) for comparison. On the one hand, there is a differ-
ence between the temperature derived by Crapsi et al. (2007) and
the new temperature. This is because they obtained the temper-
ature profile from gas temperature measurements, while in this
work it is purely dust temperature. If our temperature profile is
compared to their dust temperature profile, which was derived in
a similar way to ours, there is better agreement. The difference
is less than 1 K, and it is due to the lower values in the opacities
used in this work (compared to those commonly used), which
result in lower values of AV toward the central regions (with a
maximum of 52 magnitudes). The fact that the iteration did not
lead us very far from the physical model of Crapsi et al. (2007)
makes the solution plausible.
Figure 11 shows the obtained radial distributions of the opac-
ity and spectral index. The first thing to note is that the opacities
go to 0 at large radii because of the method used. The Abel
transform forces the left-hand side of Eq. (4) to be zero when
the derivative of the emission with respect the impact parameter
is 0. This is satisfied as soon as the emission is below 1σ. As nH2
and B[Td(r)] cannot be 0 due to their parametrization, the only
parameter that can go to 0 is the opacity. Nevertheless, this is
artificial, and we know that the cloud still emits at larger scales
thanks to Herschel observations. However, although the filtering
does not seem to be a problem in these maps, the extended emis-
sion is very difficult to recover with ground-based telescopes;
we estimate to be recovering the emission of scales up to ∼3.6′at
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Fig. 11. Radial opacity and spectral index variations derived as
described in Sect. 3.3.
Fig. 12. Ratio of the observed emission profiles to the modeled emission
profiles taking into account the radial opacity variations and new density
and temperature profiles, as explained in Sect. 3.3. The shaded regions
show the noise associated with the data.
1.1 mm. This effect should be taken into account by, for exam-
ple, applying the same data reduction process to the synthesized
maps. In any case, the variations derived for r < 5000 au, where
the emission is above the 3σ level, are significant. This has been
tested against the opacity and spectral index obtained if we fil-
ter the 3.3 mm map with the 1.1 mm map in the Fourier plane,
in a similar manner as done in Sadavoy et al. (2016) and in the
Appendix A of Chacón-Tanarro et al. (2017) to check whether the
different FoVs could modify our results. The results using these
filtered 3.3 mm map remain consistent within the uncertainties
for r < 5000 au.
We also derive the opacity at 3.3 mm at its intrinsic reso-
lution. This can be done because for deriving the opacity both
wavelengths are treated independently, and the resolution of the
map at 3.3 mm is only 23% lower than that of the map at 1.1 mm,
otherwise the density and temperature should change. Figure G.1
shows the resulting opacity.
Figure 12 shows that the new density, temperature, and
opacity profiles can reproduce the observations. Although, as
already discussed, these profiles are at the resolution of 12.6′′,
the model was considered at infinite (or intrinsic) resolution. We
also check the results at the MUSTANG-2 resolution and find
good agreement between the model and the observations (see
Fig. G.2).
4. Discussion
4.1. New density and temperature profiles: comparison with
previous profiles
Figure 10 shows that the new density profile is flatter in the inner
regions of the cloud, when compared to that deduced by Crapsi
et al. (2007). It also has a lower central density than the models
from Crapsi et al. (2007; by 25%) and Keto et al. (2015; by a fac-
tor of ∼5, see Fig. 13). Nevertheless, this profile, as well as that
from Crapsi et al. (2007), gives a mass in the central ∼10 000 au
of 4 M, while the model from Keto et al. (2015), with a steep
density gradient, gives a mass of 1.4 M.
The obtained dust temperature in the cloud center is approx-
imately 1 K higher than that derived by Crapsi et al. (2007) also
using the equations from Zucconi et al. (2001); see their Fig. 4.
The agreement with the model of Keto et al. (2015) is fairly good.
4.2. Implication of opacity variations
Any variation of the opacity can arise from, for example, changes
in the ice composition, grain coagulation, or changes in the shape
of the grains. In view of the fact that CO molecules are known
to be frozen onto dust grains in the central parts of dense cores
(Caselli et al. 1999), the dust grains are expected both to increase
in size and change in composition, following the growth of icy
mantles.
The study from Ossenkopf & Henning (1994) already pre-
dicted changes between the diffuse interstellar medium (ISM)
and the densest parts of the core, including the effect of ice man-
tles growth. For example, at 1 mm, the change in opacity from the
initial conditions, with no coagulation, to the dense regions with
thick ice mantles is a factor of ∼3. We find that from regions of
density ∼105 cm−3 to the central dense regions (nH2 > 106 cm−3),
the opacity changes by a factor of ∼4. The opacity variations are
consistent with the results from Ossenkopf & Henning (1994)
when ice mantle growth and coagulation are taken into account,
but the values found in this work are systematically lower by
a factor of 2. However, this difference is within the uncertain-
ties (Ossenkopf & Henning 1994), in addition to the effects of
the beam, which dilutes the centrally concentrated structure and
its emission, thus mimicking an opacity decrease. For example,
if we compare the opacity at 3.3 mm at the resolution of 12.6′′
(Fig. 11) with the opacity obtained at 9.7′′ resolution (Fig. G.1),
there are differences up to 20%, and thus bigger differences are
expected between the actual structure and the one we observe.
Nevertheless, the value of these opacities depend strongly on
the initial density profile assumed, and they may vary as well
if the external low density cloud and the filtering are considered.
In fact, this also explains the fact that the opacity at the center
of the core is very close to κ1.2mm = 0.005 cm2g−1, which is the
value used by Crapsi et al. (2007) for deriving the density profile
through the 1.3 mm continuum observations of Ward-Thompson
et al. (1999).
The variation at 3.3 mm, as already noted above, is heav-
ily affected by the noise, and the increase of the opacity at
r∼ 7 000 au is also produced by the extended emission toward
the northeast. However, as this is faint emission, if we consider a
constant opacity at 3.3 mm with a value of ∼5× 10−4 cm2g−1 the
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Fig. 13. New density (blue solid line) and temperature (blue dotted line)
profiles derived as described in Sect. 3.3. In red, density (solid line) and
dust temperature (dotted line) profiles from Keto et al. (2015). In black,
gas temperature profile from Keto et al. (2015).
emission is well modeled within ∼20% accuracy. Therefore, the
variations at 3.3 mm may not be real or attributed to dust grains,
but shows that more sensitive observations are needed.
4.3. Comparison with a simple grain growth model
As done in Chacón-Tanarro et al. (2017), these results can be
compared with a simple grain growth model applied to L1544.
This model is based on the analytic estimation of grain growth
presented by Blum & Schräpler (2004), which was compared
with the more complex grain growth model from Ormel et al.
(2009), finding a good match. For a complete description of how
this model is used, see Chacón-Tanarro et al. (2017).
As discussed in Chacón-Tanarro et al. (2017), models that do
not account for a density evolution of a dense core overestimate
the grain sizes present in the core center by orders of magnitude.
Since no information about the dynamical history is available
for the model derived in Sect. 3.3, the cloud is assumed to follow
the evolution described in Keto et al. (2015): we first obtain the
ratio of the maximum density at each time to the central den-
sity value that best describes the current structure of L1544; this
gives percentages that provide the time evolution of the central
density. Such percentages are then applied to our new density
profile, obtaining an approximation of the cloud evolution with
time based on a Bonnor–Ebert sphere modeling. For the evolu-
tion of the size of the inner flatter region, Eq. (2) from Keto &
Caselli (2010) was used.
This evolution of the density profile is seen in Fig. 14. We
stress that this is an approximation only to estimate how much
can grain growth impact in opacity variations at 1.1 and 3.3 mm.
The final grain distribution found reaches sizes of ∼3–4 µm
in the central 2000 au, which is consistent with the results from
Ormel et al. (2009) for densities of or above 105 cm−3 and time
evolution above 0.1 Myrs. However, transforming this to opac-
ities using the code presented by Woitke et al. (2016), in the
same way as described in Chacón-Tanarro et al. (2017), yields
Fig. 14. Variation of the density with time extrapolated from that of
Keto et al. (2015). The times at which the density is shown are, from
low density to higher density, 0.06, 0.10, 0.60, 0.73, 0.85, 0.94, 1.01,
1.05 Myrs, and the current one, in blue, at t∼ 1.06 Myrs.
very light changes in the opacity (less than 0.001%) that are
impossible to check observationally. However, this code does not
include ice mantles, which could be the source of opacity change
in the core: the closer to the center, the thicker the ice mantles.
This needs to be checked with more complex and complete grain
growth and opacity models, as well as higher angular resolution
observations (e.g., ALMA observations).
5. Conclusions
We have used two new millimeter facilities, AzTEC at the LMT
and MUSTANG-2 at the GBO, to study the physical structure
and dust emission properties of the pre-stellar core L1544. Their
sensitivity and resolution have allowed us to study the inner
∼1700 au of the core with a beam of 12.6′′. The results show
that previous density profiles deduced by Keto et al. (2015) and
Crapsi et al. (2007) are not able to explain the emission of the
core at 1.1 and 3.3 mm without invoking dust opacity variations,
which in turn implies a need to redetermine the physical structure
of the core, as these models did not consider opacity variations.
Although future work including the emission at different
wavelengths is needed, we self-consistently modified the model
from Crapsi et al. (2007) making use of the Abel transform
and the analytical formulae from Zucconi et al. (2001). We thus
obtained a new density and temperature profile, together with the
radial opacity variations seen toward the core. These opacity gra-
dients show increasing opacities toward the core center, where
thick icy mantles are expected. However, the measured opacities
are about a factor of 2 lower than those for coagulated dust grains
(Ossenkopf & Henning 1994). Our model predicts dust grains of
3–4 µm in size within the central 2000 au of L1544, which indi-
cates that dust coagulation may not be affecting the emission at
millimeter wavelengths yet.
This study needs to be expanded to a sample of cores in
order to test the general validity of these conclusions. Further-
more, interferometric observations are needed to study the yet
unresolved center of the core. These will allow quantitative com-
parison between observations and grain growth models, which
predict relatively large (3–4 µm) dust grains, in the central
2000 au of L1544.
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Appendix A: Transfer functions
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Fig. A.1. Transfer functions for MUSTANG-2 (in blue) and AzTEC
(in orange). Recovery of the smallest angular scales is limited by the
full width at half maximum (FWHM) beam size of each instrument,
indicated on the right with purple dashed lines for AzTEC and red
dashed lines for MUSTANG-2. Both instruments subtract a common
mode component to remove atmospheric noise, resulting in the loss of
angular scales larger than the FoV, which is indicated by the dashed
lines on the left. In addition, the AzTEC data reduction process includes
an adaptive Wiener filter to ensure the recovery of point source fluxes
with the correct amplitudes, which results in the amplitude of the trans-
fer functions exceeding unity at some angular scales. For MUSTANG-2,
the FoV and the FWHM are further apart and this filtering step was not
required.
We derived the transfer functions of the pipelines used for
AzTEC and MUSTANG-2 to verify the spatial scales that we
are recovering with these observations. Both transfer functions
are shown in Fig. A.1.
Appendix B: Comparison with NIKA
Fig. B.1. Contour map of the emission of L1544 observed with NIKA
at 1.25 mm (in blue) and 2 mm (in green) by Chacón-Tanarro et al.
(2017), together with that observed with AzTEC at 1.1 mm (in red) and
MUSTANG-2 at 3.3 mm (in black). The corresponding solid lines fol-
low each 3σ contour, while the dashed lines follow the negative bowls
formed due to filtering, indicating a −10% of the peak emission of each
map. The HPBWs are on the bottom left corner of the figure.
To check the differences of the filtering effects on the continuum
millimeter maps, Fig. B.1 shows the contours of the emission
seen with NIKA, AzTEC, and MUSTANG-2. NIKA suffers
from more filtering than AzTEC, as it shows more extended
negative bowls than the AzTEC map. On the other hand,
MUSTANG-2 is the instrument that shows the least filtering as
expected, since it is the camera with the largest FoV.
Appendix C: Spectral energy distribution fit
Fig. C.1. Fit of the SED to the 5 spectral windows available from
Herschel/SPIRE, AzTEC, and MUSTANG-2 at 250, 350, 500, 1100,
and 3300 µm toward the central pixel after smoothing and regridding all
maps to the resolution of the 500 µm band, using the Keto et al. (2015)
model in blue, and the Crapsi et al. (2007) model in red. The shaded
regions indicate the 95% confidence intervals of the fitted parameters.
The error bars indicate the weights used in the fitting.
Appendix D: Modeling based on previous results
We compare the observations with the modeled emission using
the physical structure from Keto et al. (2015), following the
same steps as in Sect. 3.2, but using the spectral index and
the opacity values from Chacón-Tanarro et al. (2017), which are
κ250 µm = 0.2 cm2 g−1 and β = 2.3. This allows us to check the
results following the same procedure of Chacón-Tanarro et al.
(2017). The results are presented in Fig. D.1. As it is seen, the
model does not reproduce the observations.
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are derived from the Abel transform
(Eq. (4)) for each band.
Fig. D.1. Ratio of the observed emission profiles to the modeled emis-
sion profiles using the same modeling parameters as in Chacón-Tanarro
et al. (2017). The shaded regions show the noise associated with the
data.
Appendix E: AV from Herschel/SPIRE
To derive a value for the visual extinction, AV, corresponding
to the external low density layer of the cloud, we take the NH2
map from Spezzano et al. (2016), derived from the emission of
Herschel/SPIRE, and transformed it into AV using the following
equation (Bohlin et al. 1978):
NH2 = 9.4 × 1020cm−2(AV/mag). (E.1)
This produces the AV map presented in Fig. E.1. At distances
far away from the dust continuum peak (>10 000 au), the AV
has a value of ∼2 mag. This is not seen in the ground-based
millimeter maps as this part of the cloud is filtered out. This
outer layer shields the inner core structure seen in our data from
the external radiation field, and therefore it affects the internal
temperature.
Fig. E.1. Visual extinction map of L1544 derived from the NH2 map
from Spezzano et al. (2016). The contours represent steps of 2 magni-
tudes.
Appendix F: A different type of profile
Fig. F.1. New density (blue solid line) and temperature (blue dotted
line) profiles derived as described in Appendix F. In red, density (solid
line) and temperature (dotted line) profiles from Crapsi et al. (2007). In
green, temperature profile from Crapsi et al. (2007) derived using the
formulae from Zucconi et al. (2001), marked in the legend as Crapsi
et al. (2007)∗.
We consider another starting point for the derivation of the
density, temperature, and opacity profiles that reproduce our
observations.
From the Abel transform, one direct measurement is the
factor κνnH2 . Therefore, we do the following:
1. κ1.1mmnH2 and κ3.3mmnH2 are derived from the Abel transform
(Eq. (4)), for each band.
2. β is derived from β= log(A1/A3)log(ν1.1mm/ν3.3mm) , where A1 and A3 are the
right-hand side of Eq. (4) at 1 and 3 mm, respectively.
3. The density is derived from κ3.3mmnH2 , assuming κ3.3mm con-
stant across the cloud and consistent with Ossenkopf &
Henning (1994) thin ice mantles and β= 2.0, i.e.,
κ3.3mm = 0.0011 cm2 g−1.
4. The variation of the opacity at 1.1 mm is derived from
κ1.1mmnH2 .
5. The temperature profile is derived for the opacity and spec-
tral index variation at 1.1 mm.
Iterating the previous points until the opacity converges, we find
the new density, temperature, and opacity profiles in Figs. F.1
and F.2. These results reproduce the observations, as shown in
Fig. F.3.
The opacities in this case are similar to those presented by
Ossenkopf & Henning (1994) for thin ice mantles. However, the
central density has declined below 106 cm−3. This central den-
sity is inconsistent with previous observations (e.g., Crapsi et al.
2005) and modeling including simple chemistry and dynamics
constrained by observed line profiles (Keto & Caselli 2010). We
therefore follow the method presented in the main text, but we
remain cautious as more observations are needed to constrain
the absolute values.
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Fig. F.2. Radial opacity and spectral index variations derived as
described in Appendix F.
Fig. F.3. Ratio of the observed emission profiles to the modeled emis-
sion profiles taking into account the radial opacity variations, and new
density and temperature profiles, as explained in Appendix F. The
shaded regions show the noise associated with the data.
Appendix G: MUSTANG-2 resolution
Fig. G.1. Radial opacity variations derived as described in Sect. 3.3.
The resolution of the opacity at 1.1 mm is 12.6′′, and that at 3.3 mm is
9.7′′; both are shown in the figure.
Fig. G.2. Ratio of the observed emission profiles to the modeled emis-
sion profiles taking into account the radial opacity variations and new
density and temperature profiles, as explained in Sect. 3.3. The shaded
regions show the noise associated with the data, and the bars the
resolution of the data.
Figure G.1 shows the radial opacity variations derived at the
intrinsic resolution of each map (9.7′′ at 3.3 mm and 12.6′′
at 1.1 mm), and Fig. G.2 shows the corresponding comparison
between the observed and modeled emission. The opacity at
3.3 mm at 9.7′′ resolution shows differences up to 20% when
compared to the same opacity derived at a resolution of 12.6′′.
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