§1. Introduction
Consider a sequence of real numbers given by a recurrent equation
Here f is a C 3 -function on [0, 1] . The sequence ∧ p is defined as soon as ∧ 1 = y is given. In this sense we shall write ∧ p (y) and assume y ≥ 0.
If y = cy then ∧ p (y ) = c p ∧ p (y). Therefore, if ∧ p (y) −→ ∞ as p −→ ∞ and c ≥ 1 then also ∧ p (y ) −→ ∞ as p −→ ∞. If ∧ p (y) −→ 0 as p −→ ∞ and 0 < c < 1 then ∧ p (y ) −→ 0 as p −→ ∞. This implies that the set of y > 0 for which ∧ p (y) −→ ∞ as p −→ ∞ is an open semi-line (y + , ∞) while the set of y > 0 for which ∧ p (y) −→ 0 as p −→ ∞ is an interval (0, y − ). It is a natural question whether y − = y + = y (0) and ∧ p (y (0) ) −→ const as p −→ ∞. As it is easy to understand, this constant must be equal to ( (1) (y) = K f (y) for some constant K then for the corresponding sequence ∧
(1)
The above formulated question appeared in our joint paper with Dong Li (see [LS] ) on short time singularities in complex-valued solutions of the 3-dimensional Navier-Stokes system on R 3 . There we needed the positive answer for the particular case f (γ) = 6γ 2 − 10γ + 4. Each of us found his own proof of the needed statement but the proofs were different and required different assumptions concerning the function f . The proof given by Dong Li can be found in his paper [L] . Below I present my proof which uses some inductive process. Here are the main assumptions about the function f :
(2) f (0) or f (1) is zero. Without any loss of generality we can consider the case f (1) = 0.
1 0 f (γ) dγ = 1. As it was already explained, this is not a restriction because of the scaling properties of (1).
(5) The last assumption concerns the initial part of our inductive process. It will be formulated later in §2, §4.
Main Theorem. If the conditions (1)-(5) are fulfilled, then there exists
Clearly y (0) is unique.
We shall call ∧ p (y (0) ) a separating solution of (1).
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It follows from (1) that
and therefore
We shall use this formula in the cases where
and does not depend on x, i.e. in this approximation ∧ p ((1 + x)y) is a linear function of x. We shall formulate this statement as a separate lemma.
Lemma 1. Let for some numbers
Then there exists a constant C 1 depending on A 1 , A 2 such that
and |
Below in this text various absolute constants which appear during the proof will be denoted by A,B,C with indeces, various remainders will be denoted by , δ with indeces.
Choose some ρ, 0 < ρ < 1, and consider the sequence of intervals
It is clear that p ⊇ p+1 ⊇ . . . . As was already mentioned, the proof of the main theorem is based on some inductive process. Assume that for all q, 1 ≤ q ≤ p we have the intervals
where C 2 depends only on ρ. In other words, if q is sufficiently large the function ∧ q (y) is strictly monotone and changes from 1 −
with the derivative of order of q. Now we can write
. This gives
We shall use the recurrent equation (1) to find another expression for
A similar formula can be written for ∧ p (a p ):
Here p 2 = p + 1 − p 1 . Each term will be estimated in the next section. Now we can explain in detail the property (5) of the function f : take some ρ, A 3 , A 4 . Then for some p 0 = p 0 (ρ, A 3 , A 4 ) and all q, , 1 < q ≤ p 0 the segments
Fix some number α > 0 which later will be assumed to be sufficiently small and consider the sequence p (n) , p (n+1) = (1 + α)p (n) , n ≥ 0. The choice of α will be discussed in §4.
For each n ≥ 0 we write
and this equality will be used for
. It is clear that M p does not depend on the choice of r (n) and δ (n) p because r (n) + δ (n) does not depend on the n. Then M p will be the main p numbers which we shall estimate below. §3.
Estimates of I (j) p
In this and the next section we consider p, p (n) < p ≤ p n+1) . First we consider the largest terms among I (j) p .
We start with
We have
which gives I
. Later it will be shown that M p are uniformly bounded. Consider
We can write
For the difference ∧ p 1 (a p ) − 1 from Lemma 1 and 2 we have
The estimate for
(1) p 1 was given before. Then
p | ≤ C 10 p 5/2 . For the second term in (4) we write
The last sum will play an important role in the next section. Finally we have
3.2. In this part of §3 we shall consider other I (j) p , j = 4, 5 about which we shall show that they have a higher order of smallness and will be included later in the remainders. For I (7) p we have p we can write |I
and with the help of Lemma 1
For the difference (a p − a p 1 ) we write
In the same way
Now we can estimate the difference ∧ p 2 +1 (a p ) − ∧ p 2 (a p ):
From Lemma 1 and from the previous estimates (5), (5 ), (6) it follows that 
