Edge pedestal height and the accompanying ELM crash are critical elements of ITER physics yet to be understood and predicted through high performance computing. An entirely self-consistent first principles simulation is being pursued as a long term research goal, and the plan is planned for completion in time for ITER operation. However, a proof-of-principle work has already been established using a computational tool that employs the best first principles physics available at the present time. A kinetic edge equilibrium code XGC0, which can simulate the neoclassically dominant pedestal growth from neutral ionization (using a phenomenological residual turbulence diffusion motion superposed upon the neoclassical particle motion) is coupled to an extended MHD code M3D, which can perform the nonlinear ELM crash. The stability boundary of the pedestal is checked by an ideal MHD linear peeling-ballooning code, which has been validated against many experimental data sets for the large scale (type I) ELMs onset boundary. The coupling workflow and scientific results to be enabled by it are described.
Introduction
In a tokamak fusion reactor, if the hot plasma, which has a density and temperature in excess of 1×10 20 m -3 and 10 keV, respectively, is allowed to touch the material wall in an uncontrolled way, it can sputter the wall material into the plasma to degrade/extinguish the fusion burn and to shorten the wall lifetime to an unacceptable level. In an attempt to control this problem, all the modern tokamaks, including the planned ITER (International Thermonuclear Experimental Reactor), have been designed to divert the escaping edge plasma to a specific location called the 'divertor chamber' by means of a magnetic field produced by external coils. The wall plates in the divertor chamber are then periodically replaced.
The magnetic field lines inside the tokamak chamber are divided into two groups: one forming nested surfaces without touching the material wall in the main chamber, and the other being diverted to the divertor chamber. These two groups are physically separated by the magnetic separatrix surface. The region outside the separatrix surface containing diverted field lines is called the 'scrape-off' region and the region inside the separatrix surface containing nested magnetic surfaces is called the 'core' region. The plasma in the core region is hot and dense, while the plasma in the scrape-off region is cold and diluted.
Plasma transport in tokamak is normally anomalous (not understood theoretically) and is known to be associated with small scale plasma turbulence. When the heating power to the core plasma is above some threshold, it has been observed experimentally that there forms a thin plasma layer just inside the separatrix surface in which the plasma is almost free of turbulence, with the cross-field transport rate down to the neoclassical level [1] (neoclassical transport is a collisionally driven transport in an inhomogeneous magnetic field). This layer is called the "H-mode" layer, where Hmode is an abbreviation for "high confinement mode." A tokamak plasma without the H-mode layer is called "L-mode" (Low confinement mode), in which the plasma transport in the layer is anomalous, dominated by small scale turbulence. Since the cross-field transport rate in the thin H-mode layer is much lower than the ambient transport rate, the local plasma gradient becomes very steep, fed by the particle source from ionization of incoming neutral particles from the wall and heat source provided from the outward flow from the core region. As a result, the plasma forms a distinct pedestal from the scrape-off into the core, with most of the gradient existing in the H-mode layer. This pedestal raises the fusion probability dramatically by raising the central plasma temperature and density.
Under usual conditions, the rise of the pedestal triggers large edge localized mode (ELM) magnetohydrodynamic instabilities, which destroy the plasma pedestal and simultaneously dump the plasma energy to the material walls in the divertor chamber, reducing the wall life of a fusion reactor to an intolerable level. The onset of ELMs is known to be dependent upon the physical properties of the edge pedestal. Neither the pedestal growth property, nor the ELM crash physics is sufficiently known at the present time for a predictive capability. The success of ITER is highly dependent upon the existence of a substantial pedestal height without triggering large scale ELMs. The physical understanding and prediction capability of the edge plasma pedestal and the accompanying ELMs are at the highest priority in fusion plasma research.
Edge Kinetic Code XGC, and MHD codes M3D and Elite
Understanding the pedestal structure requires a first principle, full distribution function kinetic simulation due to steep pressure gradient, low collisionality, unconventional particle orbits, and nonMaxwellian ions. The kinetic code should include neoclassical ion-electron-neutral dynamics, as well as the electromagnetic turbulence transport self-consistently. This is a difficult, long term effort, requiring intense collaboration between physicists, applied mathematicians and computer scientists, working on high performance computing platforms. At the present time, the kinetic neoclassical ionelectron-neutral equilibrium code XGC0 is developed and in operation. This code is capable of simulating pedestal growth across the separatrix from neutral ionization for the first time. The ionelectron neoclassical particle motion in XGC0 can include additional motion to model the residual turbulence transport (a phenomenological radial random walk is superposed upon the neoclassical particle motions). For edge turbulence transport, a gyrokinetic edge code XGC1 is under development. When XGC1 is operational, it will be coupled/combined to XGC0 to replace the phenomenological transport. The ongoing short term effort of XGC1 is to include the electrostatic turbulence, followed by a longer term goal of simulating electromagnetic turbulence. Both XGC0 and XGC1 grew out of the original XGC ion neoclassical code [2] .
The electrostatic turbulence capability of XGC1 is under rigorous verification at the present time. As soon as the electrostatic capability is verified, XGC1 development will shift to the drift-time scale electromagnetic turbulence transport across the separatrix. Both XGC0 and XGC1 have good scalability with number of processors. The greatest number of processors used by XGC1 to date is 16,384 for a production run (For test runs, XGC1 usually uses about 4,000 processors). The best computing speed of XGC1 achieved to date is about 440 Mflops/sec/core (corresponding to about 9% intensity).
Inclusion of the high frequency MHD phenomena into the XGC1 gyrokinetic framework is a much longer time scale goal. Instead of waiting until the first principles kinetic codes establishes the MHD instability capability, some MHD codes are beginning to include kinetic effects into the MHD framework. While developing the electromagnetic capability of XGC1, we take a similar approach: to use the leading-edge nonlinear MHD code M3D [3] for the MHD time scale ELM crashes and couple it to the kinetic code XGC0 to incorporate kinetic information. M3D is an advanced nonlinear resistive MHD code, funded by a SciDAC project (CEMM), with its capability extended with the two fluid effects (Extended MHD). It can include diverted magnetic separatrix geometry. The vacuum is simulated as cold plasma with high resistivity. M3D is parallelized for use on a large number of processors. NIMROD is another advanced nonlinear resistive MHD code in the CEMM project with similar features. Until now, only M3D has been coupled to XGC0. In the near future, NIMROD will also be coupled to XGC0 for cross verification. The pedestal growth in XGC0 is monitored by a linear MHD code ELITE [4] . ELITE has been validated against many experimental data sets for the large scale ELM instability onset (type I ELM).
Code coupling scenario
We use the XGC0 edge kinetic code to build up the pedestal, assuming that the plasma transport in the H-mode pedestal is dominated by the neoclassical physics. As described earlier, a small level of phenomenological turbulence motion is superposed upon the neoclassical particle motion to simulate the effect of residual turbulence. We begin with the XGC0 code being initialized with a g-eqdsk [5] file containing a description of the magnetic equilibrium reconstructed from data collected during an H-mode plasma discharge in the DIII-D tokamak. Density and temperature pedestal builds up due to the combined effects of ion orbit loss near the separatrix, the self-consistent radial electric field, incoming neutrals from the wall recycling, and heat outflow from the core plasma. Periodically the XGC0 code outputs profile data for the plasma pressure and bootstrap current, and this data are passed to a code (M3D-OMP) that provides a Grad-Shafranov solver to update and reconstruct the magnetic equilibrium. The updated equilibrium can be sent back to XGC0 and read back in to provide feedback on any slow time scale variations in the magnetic equilibrium. The new equilibrium data is also sent to the ELITE code [4] for a quick linear stability analysis of intermediate-n, peelingballooning modes. Such modes tend to be driven unstable by the buildup of sharp pressure gradients in the plasma edge region. The linear stability analysis can be performed quickly by ELITE, allowing us to monitor the linear growth rate of the most unstable ELM as the edge pedestal builds. Once the instability threshold is reached, the unstable magnetic equilibrium and plasma profile data are passed to the parallel M3D code (M3D-MPP) for nonlinear evolution of the ELM crash. This fully parallel version of the M3D-MPP code [3] is run on the X86 Infiniband Ewok cluster at ORNL and can produce 3D data of the perturbed magnetic fields suitable for visualization and analysis.
In the first phase, the XGC0 and M3D are "simply" connected. When the ELM is found to be linearly unstable, the kinetic information is transferred to the MHD code at the start of the nonlinear ELM crash, assuming that the changes in the kinetic details are minor compared to the macroscopic modifications brought by the ELM crash. In the next phase, however, the kinetic and MHD information will be two-way coupled during the ELM crash.
During this coupling, the massively parallel XGC0 runs on the leadership-class computers at ORNL, and the MHD codes, along with the monitoring/analysis routines, runs on the X86 Infiniband Ewok cluster at ORNL. To properly study the pedestal buildup and ELM crash, we must automate the coupling of XGC0 and the MHD codes, allow the scientists to easily monitor their simulation, and maintain the provenance of the data and codes during each simulation so that one can reproduce the results at a later time.
A key aspect of developing this coupling scenario is the use of a powerful workflow system that can automate the movement of data from the codes and track the provenance of information. This provenance tracking not only includes the simulation data, but also the information about the machines and the codes used for each step of the coupling. In the next section, we discuss the workflow system.
Coupling Workflow
Kepler [6] is an open-source scientific workflow system developed in the collaboration of several projects (including CPES) of different scientific and technology areas. Its design paradigm is called actor-oriented modeling, in which the data-centric computational components (actors) and the control-flow-centric scheduling and activation mechanisms (frameworks) are clearly separated. This paradigm has proven to be essential to dealing with the complex design issues of scientific workflows. Kepler provides hundreds of specialized actors and capabilities that facilitate scientific workflows.
The CPES coupling workflow shown in Fig. 1 is created in Kepler, and it has three pipelines to perform: (1) Monitoring: process NetCDF files and produce 2D plots using xmgrace, (2) Monitoring: process BP files, convert to HDF5 and produce AVS/Express images, and (3) Coupling with the codes M3D-OMP, ELITE and M3D-MPP. In the coupling, the workflow processes m3d.in files produced by XGC0 with M3D-OMP, transfers updated g-eqdsk files back to XGC0, and processes the g-eqdsk analysis, and imaging programs and scripts. It constantly monitors the XGC simulation, the output files of which drive the monitoring and coupling processes. The workflow takes care of transferring XGC output files to the appropriate places, executing the other codes, placing the generated images in the image directory, and archiving all data to HPSS. A very important task of the workflow engine is to keep track of workflow and data provenance during the simulation so that we can debug the results afterwards.
The advantages of using Kepler instead of developing a large script-based solution are numerous. Kepler's dataflow-oriented approach enables pipeline-parallel and task-parallel execution of operations, a perfect fit for the streams of files generated by the simulation in each time step and for the several independent processing tasks to be performed. Kepler is able to maintain open SSH connections to the resources protected by one-time-passwords to perform the thousands of operations throughout the coupled simulation. The workflow can be stopped and restarted without losing track of the work or destroying the simulations. Finally, the graphical representation of the workflow helps the scientist quickly understand the whole orchestration of the code coupling and makes it easy to perform modifications for future scenarios. Figure 2 shows a representative coupled run between the pedestal growth and ELITE stability monitoring. The horizontal axis shows normalized magnetic flux (a radial coordinate) near the magnetic separatrix ψ N =1. Distance between tick marks (Δψ N =0.02) corresponds to about 0.9 cm. After the initial profile at zero ion toroidal transit time (t=0τ) the pressure profile builds up due to the incoming neutrals from wall recycling of lost particles. The ELITE growth rate monitoring, with diamagnetic stabilization accounted for, in Fig. 2 shows that the plasma is unstable to peelingballooning modes around 65τ for the toroidal mode number n=10 presented here. Without the diamagnetic stabilization, the instability threshold is much lower (at ≈10τ). One key feature to be noticed is the large density perturbation and later reduction at relaxation, as opposed to the smaller temperature perturbation and the later reduction, by ELM activities. This is qualitatively consistent with experimental observations. It is due to the fact that the temperature equilibration time along the field line is not much slower than the ELM activity time, while the density equilibration time is much slower (limited by sound wave propagation time). The observed ELM behavior is closer to the Type I ELMs as described in the experimental papers [1] . There are a few other types of ELMs reported from experiments. Type I ELMs are of greatest concern to ITER, justifying the singular focus on them in this work. As M3D coupling with kinetic XGC code becomes tighter, ELM properties resulting from M3D may diverge. 
Physics results

Conclusion and discussion
A proof-of-principle simulation framework for prediction of edge pedestal height is established. A kinetic edge equilibrium code XGC0, which can simulate the neoclassically dominant pedestal growth from neutral ionization (using a phenomenological residual turbulence diffusion superposed upon the neoclassical particle motion) is coupled to an extended MHD code M3D, which can perform the nonlinear ELM crash. The stability boundary of the pedestal is checked by an ideal linear peeling-ballooning code ELITE, which has been validated against numerous experimental data sets for large scale (type I) ELMs. During this coupling, the massively parallel XGC0 runs on the leadership-class computer Jaguar (Cray XT3/XT4) at ORNL, and the MHD codes, along with the monitoring/analysis routines, run on an Infiniband cluster at ORNL. The automated coupling and services are provided by the Kepler workflow system.
Time averaged density and temperature pedestal heights from the present coupled simulation may eventually provide a long-awaited boundary condition to the core transport modeling. In the near future, the present coupling framework will enable us to understand methods for controlling the large scale ELM instabilities to help ITER design. Installing a resonant magnetic perturbation into XGC0 has already produced promising results, with qualitative agreement with present experimental observation, which will be published elsewhere. Since the present coupling requires a phenomenological residual turbulence model, it requires a thorough validation before any predictive activity. Completion of the XGC1 edge turbulence code will eventually replace the phenomenological turbulence model. Presently, the nonlinear M3D participates in the Kepler coupling in a rather simple way. The MHD ELM simulation starts from kinetic pedestal information, including the numerical bootstrap current profile, without further information exchanges during the ELM crash. In the future, the coupling will be two-way: the XGC code will accept the perturbed magnetic field data and return the neoclassical kinetic closure information to the M3D code during the ELM crash. 
