Abstract. We consider Jacobi matrices with eventually increasing sequences of diagonal and off-diagonal Jacobi parameters. We describe the asymptotic behavior of the subordinate solution at the top of the essential spectrum, and the asymptotic behavior of the spectral density at the top of the essential spectrum.
Introduction
Given a compactly supported nontrivial probability measure µ on R (we follow standard usage in using nontrivial to mean not supported on a finite set of points), orthonormal polynomials p n (x), n = 0, 1, 2, . . . are obtained by applying the Gram-Schmidt process to 1, x, x 2 , . . . so that p m (x)p n (x)dµ(x) = δ m,n .
The polynomials obey the relation xp n (x) = a n p n−1 (x) + b n+1 p n (x) + a n+1 p n+1 (x) for some bounded sequences of coefficients a n > 0 and b n ∈ R, which gives the classical correspondence between the measure µ and its Jacobi coefficients {a n , b n } ∞ n=1 [21, 18] . Conversely, this correspondence can be realized by observing the half-line Jacobi matrix which acts on ℓ 2 (N) by (Ju) n = a n−1 u n−1 + b n u n + a n u n+1 n ≥ 2 b 1 u 1 + a 1 u 2 n = 1 whose spectral measure with respect to δ 1 is µ.
In spectral theory, the free Jacobi matrix refers to the choice of coefficients a n ≡ 1, b n ≡ 0, which corresponds to the measure 1 2π χ (−2,2) (x) 4 − x 2 dx (1.1) supported on [−2, 2]. There is a vast literature on decaying perturbations of the free case, relating decay properties of the perturbation to spectral properties of the measure [2, 4] . For instance, the main focus of this paper will be on Jacobi parameters such that b n ≤ b n+1 , a n ≤ a n+1 , for n ≥ N 0 (1. Such sequences (a n ) ∞ n=1 , (b n ) ∞ n=1 have bounded variation so, by Weidmann's theorem [22, 10] , the corresponding measures are of the form dµ = f (x)dx + dµ s (1.4) with f (x) continuous and strictly positive on (−2, 2), f = 0 on R \ (−2, 2), and dµ s supported on R \ (−2, 2). While such general results are available that imply continuity and strict positivity of f on (−2, 2), the asymptotic behavior of f (x) as x → ±2 is more sophisticated. Note that a change in asymptotics can be obtained by a compactly supported perturbation; e.g., compare the free case to the measure χ (−2,2) (x) 1 π √ 4 − x 2 dx (1.5) which only differs from it in the value of the Jacobi coefficient a 1 = √ 2 but has different asymptotic behavior as x → ±2.
Beyond the intrinsic interest in the asymptotic behavior of the spectral density for decaying perturbations, this has emerged as a tool for proving higher-order Szegő theorems of arbitrarily high order [9] . A looser comparison can be drawn with results about density of states for ergodic operators, such as the interpretation for regular measures of the density of states as an equilibrium measure [14] (which, for sufficiently nice spectra, implies square-root behavior at spectral edges), or the phenomenon of Lifshitz tails for random operators [5] , which describes the rapid decay of the density of states at a spectral edge.
While our main interest is in the behavior of spectral density as x → 2 (which corresponds to a double limit, n → ∞ followed by x → 2), the analysis also requires a discussion of the eigensolutions at x = 2 as n → ∞.
Recall first that a (formal) eigensolution at x is any sequence u = (u n ) ∞ n=1 which solves for all n ≥ 2 the recurrence relation a n−1 u n−1 + b n u n + a n u n+1 = xu n .
(1.6)
Following Gilbert-Pearson [3] , a nontrivial eigensolution v = (v n ) ∞ n=1 is called subordinate if for any eigensolution u which is not a multiple of v,
It is clear that if a subordinate eigensolution exists, subordinate eigensolutions (together with the trivial eigensolution) form a one-dimensional subspace of the two-dimensional space of eigensolutions.
Our first theorem concerns the existence of the subordinate solution at x = 2 and its asymptotic behavior as n → ∞. 
7)
where Γ n is defined for all n ≥ N 0 by Γ n = arccosh 2 − b n 2a n .
Our second theorem considers the asymptotic behavior of the spectral density f (x) as x ր 2. Note that (p n−1 (x)) ∞ n=1 is a solution of (1.6), sometimes described as the Dirichlet solution; our next theorem will assume that the Dirichlet solution at x = 2 is not a subordinate solution. To motivate the relevance of this condition, note that in the two examples (1.1), (1.5) considered above, eigensolutions at x = 2 are for n ≥ 2 linear sequences u n = A + Bn, and solutions with B = 0, A = 0 are subordinate. An exact calculation for small n shows that while for the free case (1.1) p n−1 (2) = n, for the measure (1.5) p n−1 (2) = √ 2 for n ≥ 2, a subordinate solution. In preparation for our next theorem, let us note that when (1.2), (1.3) hold and x ∈ [b N 0 + 2a N 0 , 2), we can define
As long as b N 0 + 2a N 0 is strictly smaller than 2 (which holds if the sequences a n , b n are not both eventually constant), the set is nonempty and bounded
is an integer-valued function there. For x in this interval and for N 0 ≤ n ≤ N (x), we also define
Theorem 2. Let a n > 0, b n ∈ R be Jacobi parameters for the measure (1.4) and assume that (1.2), (1.3) hold and that the sequences a n , b n are not both eventually constant. If (p n−1 (2)) ∞ n=1 is not a subordinate solution at x = 2, then
where
Monotone Jacobi parameters were previously considered by KreimerLast-Simon [6] ; our Theorem 2 generalizes their results in two ways. [6] considered separately two cases, a n ≡ 1 and b n ≡ 0, while our theorem allows both sequences to be non-constant, unifying and generalizing their arguments. [6] also assumed monotonicity from N 0 = 1, while we only assume monotonicity from some arbitrary N 0 ; while compactly supported perturbations are often easy to handle in spectral theory, in this problem having eventual monotonicity rather than monotonicity requires us to control the two-dimensional space of eigensolutions, instead of just the Dirichlet eigensolution, and introduces the complications related to subordinacy.
n=1 is generically not a subordinate solution; indeed, subordinacy of (p n−1 (2)) ∞ n=1 is a codimension 1 condition, as it is typically disrupted by an arbitrary change of a single Jacobi coefficient. (b) If a n ≤ 1, b n ≤ 0 for all n ∈ N, then p n (2) ≥ n for all n (see proof of Prop. 2.1), so (p n−1 (2)) ∞ n=1 is not subordinate. This includes the case considered in [6] and explains why a consideration of subordinacy is not needed there. (c) The condition that the Dirichlet solution at the critical point shouldn't be the subordinate solution has appeared in related problems; compare, e.g., the work of Simonov [19, 20] which considers a class of Wigner-von Neumann type Schrödinger operators including H = −∂ 2 x + cx −γ sin(2ωx + δ) for γ > 1/2 and the behavior of the spectral measure around the critical point ω 2 in the interior of the essential spectrum. (d) If the perturbation decays slowly enough, it can be proved from (1.7) that the subordinate solution is ℓ 2 ; when that is the case, subordinacy of (p n−1 (2)) ∞ n=1 is equivalent to the presence of a mass point of µ at x = 2, i.e., to µ({2}) = 0. This will be the situation in the following theorem.
We present an application of Theorem 2 to sequences of Jacobi coefficients of the form
Pollaczek [11, 12, 13] considered Jacobi parameters a n , b n given by rational functions with numerators and denominators of the same degree (which can be rewritten in the above form, with all exponents negative integers). Kreimer-Last-Simon [6] considered the case a n = 0, b n = −Cn −β and developed some of the techniques we will use. We view (1.12), (1.13) as a natural class of polynomially decaying perturbations; it includes, for instance, linear combinations and products of sequences such as (n + n 0 ) −γ , γ > 0. Beyond the intrinsic interest, we will also see that this is crucial for a natural application to orthogonal polynomials on the unit circle. Namely, the more complicated polynomial dependence (1.12) arises naturally when considering pure power-law decaying Verblunsky coefficients via the Szegő mapping.
Theorem 3. Let a n , b n be given by (1.12), (1.13). Denote
(1.14)
(with the convention τ 1 = +∞ if a n ≡ 1 for n ≥ N 0 , and
(b) If β < 2 and if the measure µ does not have a mass point at x = 2, i.e., µ({2}) = 0, then log f has an asymptotic expansion of the form 15) with I ∈ N and κ 1 > κ 2 > · · · > κ I > 0. The leading term is given by
where C 1 > 0 is such that C 1 n −β is the leading term in the expansion of 2 − 2a n − b n , i.e.
The proof of existence of the asymptotic expansion (1.15) is completely constructive. The constants Q i , κ i can be computed explicitly in terms of the constants in (1.12), (1.13), together with combinatorial constants coming from some Taylor expansions, and integrals of the form
(the leading term has n = 0, in which case the integral reduces to a Beta function; in general the integrals reduce to a linear combination of Beta functions, possibly with mutually cancelling singularities from the summands). The resulting expressions do not lend themselves to a presentable closed form in the general case, so we don't derive them explicitly; however, they can in principle be recovered in any particular case by following the proof. Moreover, we will see that in some cases of interest (Theorems 4 and 6 below), it is computationally better not to follow the general method verbatim but to use expansions more tailored to the form of the perturbation.
Much of the effort in the proof of Theorem 3 goes towards controlling the higher-order terms in (1.12), (1.13). Lest we neglect the most important special cases, and recalling that [6] described the case a n ≡ 1, b n = −Cn −β , we consider the case
and compute explicitly the expansion to order O(log(2 − x)).
Theorem 4. If (1.18) for some τ ∈ (0, 2) and C > 0, then
and
As the last topic of this paper, we consider measures on the unit circle corresponding to monotone power-law decaying Verblunsky coefficients. Let us recall that, for a nontrivial probability measure µ on ∂D, applying the Gram-Schmidt process to 1, z, z 2 , . . . one obtains a sequence of orthonormal polynomials ϕ n (z), n = 0, 1, 2, . . . such that
The polynomials obey the recursion
for some sequence of Verblunsky coefficients (α n ) ∞ n=0 ∈ D ∞ [15] .
Denoting the Lebesgue decomposition of µ by
we recall [16, Section 12.1] that if (α n ) ∞ n=0 have bounded variation and α n → 0, then w is continuous and strictly positive on (0, 2π) and supp µ s ⊂ {1}. Our interest will be in the asymptotic behavior of w(θ) as θ → 0 when (α n ) ∞ n=0 is a suitable polynomially decaying sequence. The connection with Jacobi parameters is obtained by sieving the Verblunsky coefficients and then applying the Szegő mapping; we will describe the details in Section 4. In this correspondence, one gets
(with the convention α −1 = −1). Therefore, even starting with purely power-law decaying Verblunsky coefficients
one obtains from (1.22) coefficients a n of the form
We will study a more general class of polynomially decaying Verblunsky coefficients, and then revisit (1.23) to provide a complete asymptotic expansion for that case.
Theorem 5. If α n ∈ R for all n and
, then log w has asymptotic behavior of the form
The leading term is given by
(1.27) Theorem 6. If α n are given by (1.23) for some τ ∈ (0, 1) and 0 < D < n τ 0 , then
Of course, by expanding the trigonometric terms, (1.28) can be rewritten into the form (1.26) if so desired, with
We thank Leonid Golinskii for posing a question answered in this paper and for useful discussions, Barry Simon for showing us the trick of combining sieving with the Szegő mapping used for the OPUC application, Brian Simanek for useful discussions, and an anonymous referee for comments that improved the exposition.
2. Jacobi matrices with eventually increasing a n and b n In this section, we will prove Theorems 1 and 2. We begin by establishing existence of a subordinate solution at x = 2 (part (a) of Theorem 1) and some qualitative properties of the solutions. Proposition 2.1. Assume that b n ≤ 0 and a n ≤ 1 for all n ≥ N 0 . Then there exists a solution v(2) = (v n (2)) ∞ n=1 of the recurrence relation a n−1 u n−1 + b n u n + a n u n+1 = 2u n (2.1)
Proof. If u n ≥ 0 for some n > N 0 , then by (2.1),
Thus, if u is a solution such that u N +1 > u N ≥ 0 for some N ≥ N 0 , then it follows by induction that for all n ≥ N 0 , a n (u n+1 − u n ) ≥ a n−1 (u n − u n−1 ) and u n ≥ 0.
Therefore,
so lim inf n→∞ (u n+1 − u n ) > 0 and therefore lim inf n→∞ un n > 0. The (2.1) has a two-dimensional space of solutions, and a unique solution can be prescribed by setting two consecutive values. For t ∈ R, denote by u n (t) that solution of (2.1) which obeys u N 0 (t) = 1 and u N 0 +1 (t) = t.
We prove by contradiction that u n (s) ≥ u n+1 (s) > 0 for all n ≥ N 0 . Assuming that this was false, let N be the smallest index for which it fails.
Denoting by v(2) the eigensolution with v N 0 (2) = 1 and and work with x ∈ (x 0 , 2] from now on. Recall the turning point N (x) given by (1.8); we allow x = 2 in which case we write N (2) = ∞. Of course, N (x) ≥ N 0 and lim xր2 N (x) = ∞. The turning point marks the change from non-oscillatory behavior of eigensolutions to oscillatory behavior. Our goal is now to introduce certain uniformly bounded eigensolutions in the non-oscillatory regime for x < 2.
Proposition 2.2. There exists a family of eigensolutions
Proof. For any x ∈ (x 0 , 2), consider the solution w(x) of (1.6) given by w N (x) (x) = 1, w N (x)+1 (x) = 0. We claim that for N 0 ≤ n ≤ N (x), w n > w n+1 ≥ 0. This is proved by backwards induction since it holds for n = N (x) and, for any N 0 < n < N (x), if it holds for n + 1 then a n−1 (w n−1 − w n ) − a n (w n − w n+1 ) = (x − a n−1 − b n − a n )w n ≥ 0 implies that w n−1 − w n > 0 so it holds for n as well.
Therefore, w n is a strictly decreasing sequence from n = N 0 to n = N (x) + 1. Taking
it is immediate that v(x) is a solution of (1.6) obeying (a) and (b).
converges for all n, and the limit is a solution of (1.6) with x = 2 such that v n ∈ [0, 1] for all n ≥ N 0 andṽ N 0 = 1. By Prop. 2.1(b), boundedness and a normalization condition determine the eigensolution at x = 2 uniquely, sõ v = v(2). Therefore, the limit is independent of subsequence x k ր 2, so by compactness of [0, 1], the limit as x ր 2 exists.
We remark that the chosen family of eigensolutions is discontinuous at values of x at which N (x) is discontinuous; however, it is continuous at x = 2, and this is all that will be needed below.
The next step is a monotonicity statement.
Proof. Since a n , b n are increasing sequences,
an is a decreasing sequence, so γ n (x) is a decreasing sequence. This implies that a n e −γn(x) is an increasing sequence.
Since (1.9) can be rewritten as
x − b n = a n e γn(x) + a n e −γn (x) and b n and a n e −γn(x) are increasing sequences,
is a decreasing sequence.
At this point let us use x − b n = 2a n cosh γ n (x) to rewrite (1.6) as
Consider the solution of this recurrence with
and introduce for N 0 ≤ n ≤ N (x) + 1
with the convention for Φ N 0 −1 so that
The recursion (1.6) can be rewritten for
(note that for n = N 0 , the undefined quantity γ N 0 −1 (x) appears in some of the equations, but in a term multiplied by Φ N 0 −1 (x) = 0 so this doesn't present any ambiguity; to avoid undefined quantities let us set
In the following proposition we use the argument of [6] , starting from n = N 0 instead of n = 1; the estimates are proved in [6, Section 3] for the case b n ≡ 0 but, with the additional input of Lemma 2.3, the arguments work in our level of generality.
Proof. For readability, we supress the explicit dependence on x from various functions of x in this proof.
(a) is proved by induction on n; the base case n = N 0 − 1 follows from (2.3). For the inductive step, if Φ n ≥ Φ n−1 ≥ 0, then rearranging (2.4) and using Lemma 2.3,
e −γn a n a n e −γn Φ n − a n−1 e −γ n−1 Φ n−1 ≥ 0.
(b) It follows from (2.4) and Lemma 2.3 that
(d) Φ n ≥ 1 follows from (a) and Φ N 0 = 1. Φ n ≤ n − N 0 + 1 follows by induction from (c). 
is independent of n by a direct calculation. Taking n = N 0 − 1 we see that
and to have the lower estimate in (1.7) for all n ≥ N 0 we can take
By monotonicity of v, u n v n+1 ≤ u n v n−1 , so
Summing in n from N 0 and using
and to have the upper estimate in (1.7) for all n ≥ N 0 we can take
The constants
(since a n → 1 and by a Cesàro averaging for the second limit).
The following proposition is the final step in controlling the non-oscillatory regime for Theorem 2: part (b) is the main part of this proposition, but part (a) is needed to cover some special cases. Define
(2.5)
is not a subordinate solution at x = 2, there exists x 1 < 2 and C ∈ (0, ∞) such that for all x ∈ [x 1 , 2], with N = N (x),
Proof. In this proof we will use a common convention that C stands for different constants in (0, ∞) from one line to the next.
Recall for x ∈ (x 0 , 2] the special eigensolutions of (1.6), u n (x) determined by (2.2) and v n (x) determined by Prop. 2.2. The two solutions are linearly independent, so the eigensolution (p n−1 (x)) ∞ n=1 can be written as their linear combination:
for some α(x), β(x) ∈ R. The conditions at two consecutive indices can be written as a 2 × 2 system for α, β,
is continuous at x = 2, and the same is obviously true of p n−1 (x), u n (x). By linear independence of u(x) and v(x), the matrix T n is invertible for all x, and since it is continuous at x = 2, so is its inverse, so α(x), β(x) are continuous at x = 2. Since the determinant det T n is independent of n, non-zero and continuous in x,
Therefore, bounds on the norm of T n will also yield bounds on the norm of its inverse, since for 2 × 2 matrices,
Since Prop. 2.4 implies
and v n (x) are uniformly bounded, we obtain bounds on T n and then
Since α 2 + β 2 is non-zero and continuous in x,
so (2.6) follows from (2.8).
To prove (b), it is necessary to separate cases. Let us first consider the case
In that case, since γ j (x) < γ j (2) for x ∈ (x 0 , 2), g(x) is uniformly bounded as x ր 2 so (2.6) implies (2.7). Therefore, assume from now on that
Here we use the assumption that p n−1 (2) is not a subordinate solution to conclude that α(2) = 0. Thus, we can pick N 1 ≥ N 0 such that
By continuity, there exists
Therefore, whenever x ∈ [x 1 , 2] and
Multiplying (2.9) by α(x) and combining with (2.10) by the triangle inequality, we conclude that
Using (2.11) for n = N (x) and n = N (x) + 1 gives
which implies (2.7) for x ∈ [x 1 , 2].
Now we need to control the oscillatory part of the solutions. Here we can follow the method of [6] , with modifications to allow both nontrivial sequences of diagonal and off-diagonal Jacobi coefficients; indeed, the proofs of Lemma 2.6, Prop. 2.8, and Lemma 2.9 are straightforward generalizations of arguments from [6] .
For n ≥ N (x) + 1, define
Since 0 < x−bn 2an < 1, κ n (x) ∈ (0, π/2). We also define
Lemma 2.6. As x ր 2, with N = N (x),
Proof. By definition of N ,
Since 2 − 2 cos t ≤ t 2 for t ∈ (0, π/2) and a N +2 ≥ a N 0 , we conclude that
which concludes the proof.
Lemma 2.7.
For all x ∈ (x 0 , 2) and all n > N (x),
14)
2an is decreasing, so arccos
is increasing, which is (2.13). (2.14) follows from a n+1 cos κ n+1 =
= a n cos κ n and from a n ≤ a n+1 .
By convexity of the absolute value and (2.14),
The proof of (2.15) is completed by estimating both of the quantities on the right,
Using κ n , (1.6) can be rewritten for n > N (x) as u n+1 = 2u n cos κ n − a n−1 a n u n−1
Define, for n > N (x),
Proposition 2.8. For any solution u of (1.6), for all x ∈ (x 0 , 2) and all n > N (x),
17)
Proof. (2.16) follows from Im Y n = u n sin κ n that |Y n | ≥ |u n | sin κ n . The first inequality of (2.17) follows from |Y n | ≤ |u n | + |u n+1 | and the arithmetic-quadratic mean. The second inequality follows from
Since from (1.6) one gets
using (2.15) gives
which implies (2.18) by dividing by |Y n | and using ||z|− 1| ≤ |z − e iκ n+1 |. 
Therefore, this expression extends to a continuous function on any [0, y] with y < π/2, so q(y) is finite; moreover, q(y) = 
so taking the product gives
Since κ N +2 > 0, this concludes the proof. 
Proof. Applying (2.18) to the solution (p n−1 (x)) together with Lemma 2.9, we conclude that for all n ≥ N + 2,
Prop. 2.8(b) gives
and, since sin κ N +2 ≤ sin κ n , we can combine the previous inequalities as
Since κ ∞ = arccos x 2 → 0 as x ր 2, by Lemma 2.9(a),
Finally using sin κ N +2 ≥ 2 π κ N +2 completes the proof. Before we present the proof of Theorem 2, we recall that the recurrence relation (1.6) can equivalently be written in matrix form as u n+1 a n u n = A n u n a n−1 u n−1 ,
A standard observation about these transfer matrices is that det A n = 1 so A −1 n = A n . In particular, this norm is uniformly bounded for x ∈ [−2, 2] and n ≥ N 0 by boundedness of b n and by a n ∈ [a N 0 , 1].
Proof of Theorem 2. We continue to write N = N (x) for readability. Since
uniform boundedness of norms of A n implies that
and therefore, by Prop. 2.5(b), also 
with h(x) defined in (1.11). By [6, Corollary 1.3] (as a corollary of Carmona's formula, see also [1, 8, 7, 17] ), this implies that the density f (x) of the spectral measure obeys
Polynomially decaying Jacobi perturbations
In this section we consider sequences a n , b n given by (1.12), (1.13) and prove Theorem 3. We will use notation f ∼ g to denote that asymptotically, C −1 g ≤ f ≤ Cg for some C ∈ (0, ∞).
Lemma 3.1. If sequences a n , b n obey (1.12), (1.13), and β < +∞, then as
Proof. If a n is not eventually constant, then 1 − a n ∼ n −τ 1 , and if b n is not eventually constant, then
and combining with (3.1) gives (3.2). Combining (3.1) and (3.2) into (1.11) gives (3.3).
With this, we can already get the case β ≥ 2 out of the way.
Proof of Theorem 3(a).
We begin by briefly addressing the case β = +∞ (when both sequences a n , b n are eventually constant): that case is easy but doesn't fit in the general arguments that follow. Let us note a uniform bound (p
which holds for x ∈ [x 1 , 2] by continuity. Multiplying this by (2.19) from Prop. 2.10 and using κ N +2 (x) = arccos x 2 we obtain sup
and therefore f (x) = O(log(2 − x)). From now on we assume 2 ≤ β < +∞. By Prop. 2.5(a), with g given by (2.5), (p
Multiplying this with (2.19) from Prop. 2.10 and using Lemma 2.6, we see that sup
and therefore log f (x) = O(h(x) + g(x)). In the case β ≥ 2, we have a n , b n = O(n −2 ) so
and therefore
Since (3.3) implies h(x) = O(log(2 − x)), the proof is completed.
We now turn our attention to the more interesting case β < 2. The function h(x) is still described by (3.3) so the remainder of our effort is directed at the asymptotic behavior of the function g(x) given by (2.5). Denote δ = 2 − x and defineB
Denoting also
allows us to write the function g(x) as
By algebraic manipulations,B n andÃ n can be written in the form
The following lemma will allow us to ignore the o(n −1−β ) remainder terms.
Lemma 3.2.
Proof. Plugging in n ± 1 for n and expanding gives
Thus, there exists N 2 such that for all n ≥ N 2 and all δ ∈ (0,
Since the function F is monotone increasing on R, this implies
Since individual terms of the sum are uniformly bounded, this concludes the proof.
To proceed further, we redefine N (x) as N (x) = max{n : B n − δA n − δ ≥ 0} so that the sum in (3.6) terminates at N (x), and we use the series expansion
as observed in [6] ; in particular, c 0 = 1.
Therefore, g(x) can be written with error O(1) as a linear combination of sums of fractional powers of B n − δA n − δ,
.
It remains to describe the asymptotics of S l (x) for l < 1/β − 1/2. We note that S l (x) is an increasing function of x and consider that function on the subsequence (
In this definition we think of N as the independent variable and δ N as a sequence in N ; we will continue this point of view for a while, as we work with objects that only depend on x through N = N (x). We now construct an asymptotic expansion of N in terms of δ N . 
1 , and someC 2 , . . . ,C I ∈ R. Proof. Let ǫ = min(β 2 − β, β). We will prove by reverse induction that for every nonnegative integer m, there is an asymptotic expansion of the form 
and therefore for any t,
Expanding each δ N (m−1)ǫ ) , the sum from (3.8) can be expanded as
Comparing this equality with the inductive hypothesis (3.8), we see that one of the terms matches N s , let's say c 0 N t 0 = N s , and that all other terms have to be O(N mǫ ), which implies t j ≤ mǫ for all j ≥ 1. Then using (3.9) with t = t j ,
Moving all powers of δ N to one side gives a representation of N s of the form (3.8) to order O(N (m−1)ǫ ), completing the inductive step.
For the above choice of x N = 2 − δ N , we can rewrite the sum S l as
The following lemma will allow us to identify the leading term in the summand.
Lemma 3.4. For any ǫ > 0 and 0 < β < σ, there exists N 1 > 0 such that for all N, n with N 1 ≤ n < N ,
Proof. We begin by noting that the function
, then h ′ (x) < 0 for x > N 1 . Therefore, for any N, n with N 1 ≤ n < N , h(n) > h(N ), which can be rearranged into the form (3.10). 
where C 1 is the constant from (3.4).
Proof. Lemma 3.4 applies to all the terms from (3.4) and (3.5), except for the
, that term is multiplied by δ, which we can make arbitrarily small by making N sufficiently large. This completes the proof.
This will enable us to apply the power series expansion
To know which terms to keep individually and which to collect into a remainder term, we need the following lemmas.
Lemma 3.6. If 0 < β < γ and N > 0, then
is a strictly decreasing function of t ∈ (0, N ).
Proof. By substituting y = t −β , a = N −β , c = γ/β, the statement assumes the equivalent form that if c > 1, the function
is strictly increasing on (a, ∞). The derivative of this function is
which is strictly positive on (a, ∞) by the weighted arithmetic-geometric mean inequality:
Thus, (3.13) is strictly increasing on (a, ∞), and (3.12) strictly decreasing on (0, N ).
Lemma 3.7. Let γ 1 , . . . , γ J > β and define
Then the integral
is finite if and only if λ < 1. Moreover, as N → ∞,
Proof. The integrand is a continuous function on (0, 1) which converges to 0 as x → 1 and behaves asymptotically as x −λ as x → 0; therefore, the integral is finite if and only if λ < 1. Uniform boundedness of the summand and its monotonicity (by Lemma 3.6) imply that the sum is a good approximation of the integral,
where in the last line we used the substitution x = t/N . If λ < 1, subtracting N 1−λ I gives
which proves the first case in (3.15) . If λ ≥ 1, the integral diverges as the lower limit goes to 0, so the asymptotics of the integral is determined by the asymptotics of the integrand at the singular point,
which implies (3.15).
Proof of Theorem 3(b).
We begin by verifying the non-subordinacy condition. By Theorem 1, the subordinate solution (v n ) ∞ n=1 has asymptotic behavior
and since 2−bn 2an − 1 ∼ n −β and 0 < β < 2, we have Γ n ∼ n −β/2 so
Therefore, v n decays superpolynomially, so (v n ) ∞ n=1 ∈ ℓ 2 . Thus, µ({2}) = 0 implies that the the ℓ 2 solution is not the Dirichlet solution, so the Dirichlet solution is not subordinate. The conditions of Theorem 2 are therefore satisfied.
As described above, the function g(x) can be expressed with error O(log δ) as a linear combination of power sums S l (x), and we will begin by considering those sums at points x = x N .
Using (3.4), (3.5) , and the power series expansion (3.11) with z 0 = n −β − N −β and z = (B n − B N ) − δ N (A n − A N ), there will be finitely many terms corresponding to λ < 1, since each additional factor contributes at least β 2 − β towards the exponent λ. Therefore, applying Lemma 3.7 to each of the terms, we get a finite sum plus a logarithmic error term,
where 0 < λ 1,l < · · · < λ i l ,l < 1, Q i,l is determined by the coefficients in (3.4), (3.5), (3.11), m i,l are nonnegative integers, and I i,l are integrals of the form (3.14). Using the asymptotic expansion of N 1−λ i,l (3.7), one obtains an asymptotic expansion
where κ i < 1/β because the asymptotic expansion (3.7) of N 1−λ i,l starts at order δ
the same is true for δ
N for any 0 < t < 1/β. Therefore, g(x N ), g(x N +1 ) obey the same asymptotics to order O(log(2−x)), and since g( (3.16 ) implies that g(x) also obeys the same asymptotics with δ N replaced by δ, which proves (1.15).
The leading term in the asymptotic expansion is obtained from the sum (3.15) with l = 0, J = 0, m = 0, and
This integral has appeared in [6] , where the integral was reduced to a Beta function by the substitution x β = u, so that
The leading term in the asymptotic expansion (3.7) of
N so the leading term in the asymptotic expansion of g(x) is
Proof of Theorem 4.
We write a n = 1 − ǫ n , ǫ n = Cn −τ , and we introduce the function
so that, if we denote x = 2 − 2ǫ,
Analogously to the analysis in the proof of Theorem 3,
This is the formula that makes our choice of H so useful: the factor independent of n will not present further difficulty, and what remains is a power sum of ǫ n − ǫ.
We first consider power sums of ǫ n − ǫ N , where N = N (x), and use Lemma 3.7 (with case J = 0) to estimate the asymptotics of these sums as
and since the sum is monotonic in x and (N + 1) t − N t = O(1) for t ≤ 1, we obtain
−n .
Polynomially decaying Verblunsky coefficients
If γ is a probability measure supported on [−2, 2], the Szegő mapping [16, Section 13.1] relates γ to a probability measure ν supported on ∂D which is symmetric with respect to complex conjugation (θ → −θ) and such that for The first step is to verify the absence of the mass point.
Lemma 4.1. If α n ∈ R for all n and α n < 0 for all n ≥ N 0 , then µ({1}) = 0.
Proof. By induction, using (1.21), ϕ n (1) is real for all n and ϕ n (1) = n−1 j=0 1 − α j 1 + α j .
Since α n < 0 for all n ≥ N 0 , it follows that ϕ n (1) is a positive increasing sequence. By [15, Thm. 2.7.3] , (ϕ n (1)) ∞ n=0 ∈ ℓ 2 implies µ({1}) = 0. Proof of Theorem 5. By (1.22), a n is of the form (1.12) with leading terms 1 2τ +1⌋, which would make all the following formulas very complicated with arbitrary τ . Instead, we make a modification suited to the form of our Jacobi parameters: we write a n = √ 1 − ǫ n , ǫ n = D Let us also define ǫ by x = 2 √ 1 − ǫ, noting that combining that definition with (4.3) implies ǫ = sin 2 θ 2 .
The choice of the function G(z) allows us to write, denoting a 2 n = 1 − ǫ n ,
It is elementary to verify that G(z) has a simpler representation as
so, analogously to the analysis in Section 3,
where L = ⌈ Once again, this is the formula that makes our choice of G useful: the factor independent of n will not present further difficulty, while the remainder is a power sum of ǫ n − ǫ, with ǫ n which have comparatively few terms in their asymptotic behavior to order o(n −1−β ). As in the proof of Theorem 3, the term o(n −1−τ ) from ǫ n can be removed by an adaptation of Lemma 3.2, so from now on let us assume that
It follows from Lemma 3.4 that there exists N 1 such that for N ≥ N 1 , for any n with N 1 ≤ n ≤ N − 1,
and we can Taylor expand for N 1 ≤ n ≤ N − 1 + O(log ǫ)
