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I denne studien skal jeg ta for meg problematikken med scenenekt på sosiale medier. 
Scenenekt er når aktører, spesielt sosiale medieselskaper nekter personer eller grupper å dele 
informasjon eller ideer på sine plattformer. Det har de siste årene blitt et viktig verktøy for de 
sosiale medieselskapene for å hindre uønskede ytringer og innhold. Den mest kjente personen 
som ble scenenektet er tidligere president Donald Trump, som ble scenenektet av Twitter og 
Facebook fordi han ba sine følgere om å storme USAs kongressbygning 6. januar. Selv om 
mange mente dette var en riktig avgjørelse, belyser denne hendelsen hvorfor scenenekt som 
tema er viktig å diskutere. Jeg har undersøkt dette fenomenet i lys av fire vurderingskriterier. 
Det første kriteriet handler om ytringsfrihet. Her ser jeg på argumentene for og imot 
scenenekt, og sosiale mediers plass som arena for samfunnsdebatt. Det andre kriteriet handler 
om hvordan vi definere de sosiale medieselskapene, og hvorfor dette er viktig med tanke på 
autoritet og ansvarliggjøring av scenenekt. Tredje vurderingskriteriet handler om falske 
nyheter. Hvordan påvirker falske nyheter brukere på sosiale medier, og hvordan har 
scenenekt bidratt til å forhindre dette. Det fjerde kriteriet tar for seg den politiske aktivismen 
på sosiale medier. Det viser seg at politisk aktivisme varierer ut ifra personer tilknyttet 
venstre og høyresiden av det politiske spekteret, og at høyresiden har hatt en negativ 
utvikling under nåværende situasjonen. Jeg viser også hvordan algoritmer opptrer som de nye 
portvaktene. Jeg kommer fram til at scenenekt har fordeler og ulemper, men at den 
nåværende situasjonen ikke er bra for journalistikken og samfunnsdebatten. Scenenekt kan 
være en et bra redskap til å forhindre uønskede ytringer, men den har også bidratt til å skape 
et mer polarisert samfunn. Den har også vært med på å isolere en del av samfunnsdebatten, 
slik at pluralisme har blitt vanskeligere i den politiske diskusjonen. Jeg konkluderer med at 
sosiale medieselskaper som nå er definert som teknologiselskaper, må klassifiseres som 
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Demonstranter stormet USAs Kongressbygging 6. januar 2021, etter den hendelsen ble 
daværende president, Donald Trump utestengt fra Twitter og Facebook. Etter storming av 
kongressbygningen, bestemte Twitter og Facebook seg for at de hadde fått nok av Donald 
Trump. De hevdet han brøt deres interne retningslinjer da han oppfordret til “forherligelser av 
vold”1 og ble dermed utestengt, såkalt scenenektet. Scenenekt er når aktører, blant annet 
sosiale medieselskaper nekter personer eller grupper å dele informasjon eller ideer på sine 
plattformer.2 De siste årene har scenenekt blitt et redskap for sosiale medieselskaper til å 
fjerne uønsket atferd, som for eksempel rasistiske eller hatfylle meninger.   
Det har skjedd en revolusjon innen medieutvikling de siste årene som har kommet fra sosiale 
medier. Utviklingen har åpnet opp en helt ny verden for global kommunikasjon. Spesielt har 
den endret hvordan borgere driver aktivisme. Før den digitale tidsalder måtte aktivister som 
ønsket å spre sitt budskap nasjonalt og internasjonalt bruke nyhetsbyråene, protestere i gatene 
eller drive informasjonskampanjer. Nå kan alle delta i det politiske økosystemet og forbigå de 
tradisjonelle nyhetsmediene ved hjelp av sosiale medier.3 De som før var portvakter, for 
eksempel redaktører og seriøse journalister, har fått sin rolle som portvakt svekket.4 
Journalistikkens legitimitet lener seg på at ytringsfriheten forholder seg til et mer eller mindre 
uformelt etisk regelverk som de nye portvaktene Google, Facebook og Twitter ikke behøver å 
forholde seg til. Disse kommersielle selskapene dominerer eierskapet av de sosiale 
medieplattformene og er aktører som nå får mye makt ved å legge til rette for, eller forhindre 
ytringer.  
Donald Trump hadde 90 millioner såkalte “følgere” på Twitter rett før utestengelsen. I over 
11 år hadde presidenten brukt denne sosiale medieplattformen til å spre sine politiske 
meninger direkte til velgerne sine i stedet for å lene seg på tradisjonelle medier.  Donald 
Trump synligjorde dermed at sosiale medier kunne bli brukt til å forbigå tradisjonelle medier 
for å nå ut til et stort publikum. Han benyttet plattformene som et moderne propaganda 
maskineri, hvor fakta og sannheter ble utfordret daglig. På Twitter kunne han for eksempel gi 
 
1 Twitter-Inc. (2021) 
2 Rogers (2020)(Det Norske Akademis Ordbok) På engelsk heter det å bli deplatformed/No-Platforming. 
3 Sosial media er definert i denne oppgaven som plattform hvor innhold og applikasjoner ikke lenger er laget og 
publisert individuelt, men er kontinuerlig forandret av alle deltakende brukere i samarbeid mellom hverandre 
på sosiale nettsider. (Kaplan and Haenlein (2010) 
4 Brurås (2015): 30 
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sparken til personer i sin administrasjon før vedkommende selv hadde fått beskjed. Etter 11 
år ble det stille. Han ble scenenektet på sosiale medier.  
Hva er de positive og negative konsekvensene med scenenekt på sosiale medier og hvordan 
praktiserer de sosiale medieselskapene ansvaret som portvakter? 
1.1 Struktur  
Det har blitt gjort lite forsking på fenomenet scenenekt på sosiale mediaplattformer. Det 
finnes flere forskningsartikler om enkelthendelser av scenenekt på sosiale medier. I denne 
oppgaven skal jeg se på positive og negative sider ved scenenekt i lys av fire kriterier. Disse 
kriteriene henger sammen på forskjellige nivåer.  
• Ytringsfrihet er en fundamental verdi i det moderne samfunnet og en forutsetning for 
fri presse. Scenenekt handler i bunn og grunn om hvordan vi forholder oss til 
ytringsfrihet på sosiale medier, og hvor vi legger grensen for akseptable ytringer.  
• Klassifiseringen av medieselskaper og teknologi selskaper. De sosiale 
medieselskapene er i dag definert som teknologiselskaper. Dette skaper en distinkt 
forskjell fra andre medieselskaper og er problematisk med tanke på autoritet og 
ansvarliggjøring av scenenekt på sosiale medier.  
• Den eksplosive utviklingen av falske nyheter har gjort scenenekt til et viktig verktøy 
for å hindre spredningen av desinformasjon og feilinformasjon, men hvor ligger 
autoriteten til de som bestemmer hva falske nyheter er og hvem skal være portvakter 
for denne informasjonen?  
• Politisk aktivisme på sosiale medier tar for seg hvilke grupper som blir påvirket av 
scenenekt, og hvilke konsekvenser det har for den politiske samfunnsdebatten. 
I denne studien skal jeg redegjøre for hva som ligger i begrepet scenenekt på sosiale medier, 
for deretter å knytte begrepet scenenekt opp mot fire utvalgte vurderingskriterier. I 
diskusjonen vil jeg drøfte de negative og positive sidene scenenekt har på samfunnet og se på 







Scenenekt som fenomen har en lang historie, men selve ordet scenenekt er et relativt nytt ord. 
Det var et innlegg i Aftenposten 2018 som først brukte ordet i stedet for deplatforming, som 
er det engelske begrepet for scenenekt.5 
Debatten om hvorvidt det er riktig å scenenekte ulike aktører har blitt mer aktuell etter 
utviklingen av sosiale medier. Før oppfinnelsen av internettet har scenenekt vært en strategi 
for å forhindre at uønskede ytringer skal få plass i samfunnsdebatten. Scenenekt har vært 
benyttet på universitetscampus og høyere utdanningsinstitusjoner ved flere anledninger.  
Universitetsstudenter har protestert mot ledelsen fordi de mener universitetets plattform ikke 
skal brukes til å ytre uønskede meninger. Noen ganger har universitetets ledelse scenenektet 
gjesteforelesere imot ønsker fra studenter.6  På overflaten kan det se ut som scenenekt på 
universiteter står i strid med liberale verdier som toleranse, pluralisme og akademisk frihet. 
Det kan argumenteres for å gjøre et unntak hvis man driver scenenekt for å forhindre veksten 
av grupperinger som har et mål om å fjerne liberale institusjoner.7 Dette var tilfelle når 
britiske studentorganisasjoner scenenektet National Front- en fascistisk høyreekstrem gruppe 
som brukte universitetscampus for å rekruttere medlemmer.8  
2.1 Scenenekt på sosiale medieplattformer 
I nyere tid har scenenekt flyttet seg blant annet fra akademia til sosiale medier.9 Denne 
utviklingen har fått mer oppmerksomhet etter at profilerte samfunnstopper har blitt 
scenenektet fra sosiale medier. Det store antall brukere på disse plattformene gjør det 
vanskelig å moderere innholdet. Det er da et problem med rettferdig håndhevelse av 
plattforms-reglene, fordi regelverket blir håndhevet vilkårlig.10 
Scenenekt skal hindre at hatefulle eller skadelige ytringer sprer seg. Det viser seg imidlertid 
at scenenekt også kan redusere antall ekstreme ytringer og at det blir produsert mindre 
uønsket innhold på en plattform, men brukere kan lett forflytte seg til andre plattformer hvor 
de kan fortsette sine ekstreme eller kontroversielle meninger.11 
 
5 Iversenen (2018) 
6 Freeman (2000) & Smith (2016) 
7 Lackey (2018): 188 
8 Smith (2016) 
9 Perlman (2021) 
10 Se delkapittel Anti-vaksinering 
11 Freelon, et al. (2020) 
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Enkelthendelser og scenenekt av kjente personligheter kan utløse en såkalt 
“masseutvandring” fra en plattform til en ny, eller øke i popularitet.12 Etter valget og 
stormingen av Kongressbygningen ble den sosiale medieplattformen Parler kritisert for å 
tillate spredning av falske nyheter og hatefulle ytringer.13 Plattformen ble scenenektet av app-
butikker, men sensuren ser ikke ut til å ha den forventede effekten. Parler fikk flere millioner 
brukere på kort tid etter utestengelsen og flertallet av de nye brukerne var misfornøyde 
amerikanske konservative, som har «flyktet» fra andre plattformer.14 Faren er dermed stor for 
radikalisering når brukere av sosiale medier samler seg i ekkokammere.15 De store 
plattformene har en grunnleggende ide om å fremstå som pluralistiske, men når brukere blir 
utsatt for scenenekt der, forsvinner de til andre små plattformer hvor de kan delta i ytringer 
som ellers ville ha blitt moderert.16  
I 2017 ble flere forumsider scenenektet på den populære sosiale plattformen Reddit. Reddit er 
en anonym sosiale nettside. Der trenger du ikke oppgi din identitet eller dele privat 
informasjon. De fleste sosiale medier opererer ikke med den type anonymitet, og det har blant 
annet vist seg at anonymitet bidrar til økt uønsket atferd på nettet.17 Den ene forumsiden på 
Reddit ble brukt for å diskutere og gi støtte til Donald Trump, den andre forumsiden 
omhandlet incels.18 Det viste seg at brukere av forumsiden til Incel ble mindre radikalisert når 
stedet ble scenenektet. Derimot så de en økende radikalisering av Donald Trump sin 
dedikerte forumside på Reddit.19 Når de to forumsidene ble scenenektet, var moderatorene på 
r/The_Donald20 aktive med å gi alternative plattformer til brukerne. På r/Incel ble det ikke 
gjort noen forsøk på å finne andre steder hvor denne type brukere kunne møtes.21 
Den sosiale medieplattformen Gab var den første store plattformen til å oppleve scenenekt.  
Årsaken til dette var at plattformen var et ekkokammer for høyre-ekstremistisk tankegods og 
den ble fjernet i app-butikker i 2018 etter en skyteepisode mot en synagoge i Pittsburgh, 
USA.22 Domene navnet og cloud infrastrukturen ble fjernet av GoDaddy som leide ut 
 
12 Freelon, et al. (2020) 
13 Aliapoulios, et al. (2021) 
14 Aliapoulios, et al. (2021): 8 
15 Det at informasjon, meninger blir gjentatt og forsterket innen en gruppe, et medium, uten diskusjon med dem 
som har andre synspunkter (Det norske akademis ordbok) 
16 Ribeiro, et al. (2020): 7 
17 Lee and Kim (2020): 7 
18 Incel (involuntary celibacy) er personer som mener at samfunnet ikke tillater dem å være seksuelt aktiv. Incel 
grupper har vært kjent for å spre kvinnehat og misogyni på nettet.  
19 Ribeiro, et al. (2020): 10 
20 Forumside på nettsiden Reddit som var et forum for å støtte Donald Trump 
21 Ribeiro, et al. (2020): 10 
22 Zannettou, et al. (2018) 
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nettadressen, men plattformen ble ikke borte. Den innoverte seg ved å introdusere 
desentralisert teknologi og web applikasjoner for nettbrukere som søkte usensurerte 
plattformer. Så fra et teknisk ståsted blir det vanskeligere for scenenektede plattformer å 
operere fritt på internett, men de blir ikke borte.23 
2.1.2 Finansielle tap fra scenenekt  
Privatpersoner eller organisasjoner som lever av internettaktivitet på sosiale medier kan bli 
hardt straffet økonomisk om de blir scenenektet. I 2016 ble den kjente høyreaktivisten Milo 
Yiannopoulos utestengt fra de fleste plattformer etter uttalelser om pedofili. Senere ble det 
kjent at han slet økonomisk på bakgrunn av utestengelsen.24  
En av de mest innflytelsesrike høyreaktivistene, Alex Jones og nyhetskanalen på nett Info 
Wars, ble utestengt fra nesten alle store sosiale medieplattformer. Info Wars ble scenenektet 
etter flere år med spredning av hatefulle ytringer og konspirasjonsteorier. Nesten over natten 
ble Alex Jones, grunnleggeren av det høyreekstreme nyhetstedet scenenektet. YouTube, 
Twitter, Facebook og flere podkast plattformer stengte Alex Jones ute. Han hadde brukt disse 
plattformene til å spre sitt budskap, men også for å få nye følgere til sine nettsider. Der solgte 
han produkter og tjente penger på reklameinntekter. Etter utestengelsen så man en drastisk 
økning i antall google-søk om han og nettsiden Info Wars.25 Selve utestengelsen var 
paradoksalt nok god reklame for kanalen. Dette er noe vi kaller for Streisand effekten.26 
2.2 Sosiale medieselskaper og selvregulering 
Hva har de store sosiale medieselskapene gjort for å regulere innholdet på sine plattformer? 
Jeg skal se på de tre største selskapene og gi en oversikt over hva som har blitt gjort for å 
hindre spredningen av uønsket innhold, og hvordan selskapene gjennomfører scenenekt. Det 
finnes flere sosiale medier, men disse plattformene er desidert størst og omfavner store deler 
av sosial kommunikasjon på internett. 
2.2.1 Facebook  
Facebook la mye energi i å forhindre den sosiale media manipuleringen som skjedde under 
det amerikanske presidentvalget i 2016. I Frankrike og Tyskland inngikk Facebook 
 
23 Zannettou, et al. (2018) 
24 Uberti (2019) 
25 Koebler (2018) 
26 Streisand-effekten er et internettfenomen som går ut på at forsøk på å sensurere eller fjerne informasjon i 
stedet fører til massiv oppmerksomhet rundt denne informasjonen. 
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samarbeid med ulike organisasjoner for å promotere fakta basert innhold til brukerne av 
plattformen. Facebook har de siste årene jobbet mye med å utvide sin brukerbase i ikke-
vestlige land. Flere steder har de møtt på utfordringer, dette på grunn av den politiske 
situasjonen i landet. For eksempel i Myanmar måtte Facebook scenenekte en gruppe som 
spredte hat mot Rohingya minoriteten i landet, kun åtte måneder etter at Facebook ble 
introdusert der.27 
Misbruk av sosiale medier i forbindelse med demokratiske valg, har medført at Facebook nå 
har åpnet opp for at brukerne kan se hvem som betaler for politisk reklame på sine 
plattformer. De har også jobbet med å avsløre falske brukere og forandret algoritmene slik at 
innhold produsert av venner og familie blir mer vektlagt. Den største avisen i Brasil kritiserte 
Facebook etter at de endret algoritmen. Avisen mente omleggingen av algoritmen førte til 
redusert synlighet av profesjonell journalistikk på plattformen, og sluttet derfor å publisere 
saker på Facebook. Det viste seg at brukerne på Facebook reduserte sitt engasjement på de ti 
største nyhetsredaksjonene i Brasil med 32 prosent, sammenlignet med den samme måned 
året før algoritmen ble forandret.28 
Facebook har også etablert en slags domstol med 20 medlemmer. Det er tidligere journalister, 
dommere, aktivister og akademikere, som skal avgjøre hvem som kan bli scenenektet.2930 
2.2.2 Twitter  
Twitter er også assosiert med desinformasjon og falske nyheter. Dette er fordi den har et 
ganske naturlig miljø for spredning av informasjon. Tweets er ofte sammenlignet med 
hvordan virus sprer seg. Det store omfanget med bots31 og andre typer spredingsmanipulasjon 
gjør utbredelsen av desinformasjon og falske nyheter på plattformen effektivt. Plattformen 
har blitt anklaget for å gi for mye plass til denne type oppførsel i ytringsfrihetens navn, noe 
som ga den sosiale medieplattformen et rykte for å være en arena for aktiv politisk 
manipulasjon.  
 
27 Goldzweig, et al. (2018) 
28 Goldzweig, et al. (2018): 15 
29 Lima (2021)  
30 Pengelly and Paul (2021) Onsdag 05.04.21 bestemte utvalget om å fortsette scenenekten av Donald Trump, 
men de skal revurdere utestengelsen igjen om seks måneder.  
31 Bot er en programvareagent for å automatisere handlinger på nett.  
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Selskapet har i det siste jobbet for å forhindre denne type atferd. De har økt antall 
suspensjoner av brukere og slår hardere ned på bruken av bots for å øke spredningen av 
ytringer. Det viser seg at Facebook fremdeles har et høyere antall desinformasjonsaktivitet 
enn Twitter, men Facebook har vært flinkere til å redusere denne type aktivitet. Twitter har 
derimot innført regler som begrenser antall ganger man kan legge ut twittermeldinger, og like 
innhold fra forskjellige brukere samtidig.32 
2.2.3 YouTube 
YouTube som er eid av Google, opererer litt annerledes enn andre sosiale plattformene. Det 
er hovedsakelig en videoplattform hvor man legger ut filmer som kan kommenteres eller kun 
gi likes. Hovedproblemet med YouTube som plattform har vært algoritmen. YouTube gir deg 
anbefalte videoer og algoritmen er designet slik at den prøver å maksimere antall 
videovisninger. Dette er fordi reklameinntekter fra videoen er basert på hvor mange som har 
sett den. Dette gjør at sensasjonelle, kontroversielle og splittende videoer viser seg å være 
mer populært, og derfor anbefaler algoritmen slike videoer til brukerne.  
I 2017 annonserte YouTube at de skulle hyre inn 10 000 mennesker for å kontrollere 
innholdet på plattformen. Dette var for å bekjempe det de kaller voldelig ekstremisme.33 De 
forbedret sine rutiner slik at videoer som inneholder rasisme, vold og andre uønskede verdier 
blir raskere identifisert og fjernet.34 
I 2016 signerte Facebook, Twitter, YouTube og Microsoft en felles avtale med European 
Commission’s Code of Conduct on Countering Illegal Hate Speech Online. Dette var en 
frivillig avtale for å igangsette tiltak med å overvåke og fjerne ulovlig innhold innen rimelig 
tid. En årlig rapport fra kommisjonen viser til at det blitt gjort fremgang på dette området. I 
begynnelsen av avtalen, ble det rapport at bare 28 prosent av det man anså som uønsket 
innhold ble fjernet i 2016. I 2018 fjernet disse fire selskapene rundt 70 prosent av alt uønsket 
innhold, ifølge kommisjonsrapporten.35  
 
32 Lazer, et al. (2018). 
33 Goldzweig, et al. (2018) Vi har sett at disse type jobber har en stor negativ psykologisk effekt for de som 
jobber med det. Det er derfor YouTube begrenset antall timer som de kan jobbe til fire timer om dagen.  
34 Google (2021) 
35 Commission (2021) 
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3.0 Fire vurderingskriterier 
For å se på de negative og positive konsekvensene av scenenekt skal jeg ta for meg fire 
vurderingskriterier. Disse kriteriene er viktig i forhold til problemstillingen, siden de hver for 
seg gir et innblikk i scenenekt på sosiale medier. De må også kunne ses i en sammenheng for 
å få en helhetlig oversikt over konsekvensene. 
Det første kriteriet er ytringsfrihet. Ytringsfrihet er en fundamental verdi i samfunnet. 
Scenenekt handler i bunn og grunn om hvordan vi forholder oss til ytringsfrihet på sosiale 
medier, og hvor vi setter grensen for akseptabel ytring. Det andre kriteriet handler om 
klassifiseringen av medieselskaper og teknologiselskaper. De sosiale medieselskapene er i 
dag definert som teknologiselskaper. Dette skaper en distinkt forskjell fra andre 
medieselskaper og er problematisk med tanke på autoritet og ansvarliggjøring av scenenekt. 
Tredje kriteriet handler om problematikken av falske nyheter. Den eksplosive utviklingen av 
falske nyheter på sosiale medier har gjort scenenekt til et viktig verktøy for å forhindre 
spredningen av desinformasjon, men hvor ligger autoriteten til de som bestemmer hva falske 
nyheter er og ikke er? Det fjerde og siste kriteriet ser på hvem som blir påvirket av scenenekt 
og hvilke konsekvenser det har for den politiske samfunnsdebatten. 
Jeg har valgt kriterier ut ifra hva jeg mener er mest sentralt for å belyse problemstillingen. 
Det betyr at andre vinklinger og eventuelle kriterier er utelatt. For eksempel er finansiering 
og reklameinntekter en retning jeg ikke går dypt inn i. Jeg kunne også skrevet mer 
omfattende om ytringsfrihetens rolle for scenenekt og journalistikkens fremtid. 
Desinformasjon blir nevnt i oppgaven, men har ikke fått så stor plass da det har vært 
nødvendig med begrensninger. Algoritmer som portvakter fortjener også en omfattende 
gjennomgåelse, men den problemstillingen mener jeg egner seg til et større 
forskningsprosjekt.  
3.1 Ytringsfrihet 
En av de viktigste verdiene i et åpent samfunn er ytringsfrihet. Men det er ikke den eneste 
gode verdien i det liberale samfunnet, for ofte må ytringsfriheten konkurrere og vike for 
andre verdier. En frihet til å ytre seg betyr ikke at man har ubegrenset frihet til ytring. Ingen 
samfunn opererer med en slik definisjon. Alle nasjoner har visse begrensinger, men som et 
samfunn må man alltid reflektere over og kollektivt bestemme hvor man setter grensene for 
hva som er en lovlig eller ulovlig ytring.  
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I journalistikken er ytringsfrihet den mest fundamentale verdien for yrket og bransjen. Det 
har utviklet seg et strengt uformelt etisk regelverk innenfor journalistikken for å forhindre 
misbruk av denne retten til ytring. De sosiale medieselskapene tjener penger på 
brukeraktivitet, men er ikke ansvarlig for selve innholdet på sine plattformer. Dette skaper en 
situasjon der selskapene ikke har et finansielt insentiv til å moderere innhold eller begrense 
ytringsfriheten. Det viser seg nemlig at ekstremt, sensasjonelt og kontroversielt innhold gir 
mer aktivitet på sosiale medieplattformer.36  
3.1.1 Ytringsfrihetens fundament 
John Stuart Mill er kanskje den meste kjente liberale ytringsfrihetsforkjemperen. I boken On 
Liberty legger han ut et av de sterkeste argumenter for ytringsfrihet. 
«If the arguments of the present chapter are of any validity, there ought to exist the fullest 
liberty of professing and discussing, as a matter of ethical conviction, any doctrine, however 
immoral it may be considered.»37 Han mener her, at uansett ideologi eller ytring burde det 
være lov å spre sitt budskap uavhengig om det er moralske eller umoralske ytringer. «If all 
mankind minus one were of one opinion, and only one person were of the contrary opinion, 
mankind would be no more justified in silencing that one person than he, if he had the power, 
would be justified in silencing mankind.»38 Mill påstår at nesten ubegrenset ytringsfrihet er 
nødvendig for at samfunnsdebatter strekker seg til sine logiske konklusjoner. Hvis 
ytringsfriheten blir begrenset, så ender man fort opp i en slags intellektuell pasifisme.39 
Scenenekt, altså en begrensning i ytringsfrihet kan også argumenters inn i en liberal kontekst. 
I boken The open Society and its enemies av Karl Popper fremmer han argumenter for å 
forhindre at intolerante krefter får plass i samfunnet.  
Unlimited tolerance must lead to the disappearance of tolerance. If we extend 
unlimited tolerance even to those who are intolerant, if we are not prepared to defend 
a tolerant society against the onslaught of the intolerant, then the tolerant will be 
destroyed, and tolerance with them.40  
 
36 Freelon, et al. (2020) 
37 David (2021) 
38 David (2021) 
39 David (2021) 
40 Popper (1971) kap. 7.4 
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Dette argumentet ble brukt av studenter for å scenenekte National Front i Storbritannia.41 De 
sosiale medieselskapene er ikke forankret i samfunnsoppdraget slik journalister er.  
Ansvarlige portvakter er nøkkelen til at disse to motstridende ideer kan være sanne, men i de 
siste årene har skille mellom samfunnsansvaret til sosiale medier og tradisjonelle medier 
minsket. Det er derfor viktig å se på hva slags ansvar de sosiale medieselskapene har overfor 
samfunnet og hva slags type portvakter de er.  
3.1.2 Scenenekt og ytringsfrihet  
Debatten rundt scenenekt på sosiale medier handler som oftest om ytringsfrihetens 
begrensinger. Lovverket angående ytringsfriheten er ofte komplisert, og den varierer mellom 
nasjoner. Problemet her ligger i at de sosiale medieplattformene er eid av private globale 
selskaper, som ikke trenger å forholde seg til lovverket. Den amerikanske 
høyesterettsdommeren Clarence Thomas mener at maktkonsentrasjonen av de sosiale 
medieselskapene er problematisk.  
Today’s digital platforms provide avenues for historically unprecedented amounts 
of speech, including speech by government actors. Also unprecedented, however, 
is control of so much speech in the hands of a few private parties»- «We will soon 
have no choice but to address how our legal doctrines apply to highly 
concentrated, privately owned information infrastructure such as digital 
platforms.42 
Han er bare en av mange som har uttalt seg om den makten sosiale medier har på samfunnet, 
og problematikken med at de er eid av en liten gruppe selskaper. Konflikten handler om 
sosiale medier som plattformer for ytring, og om disse har blitt så viktige at man må begynne 
å se på tiltak for å forhindre at disse selskapene kan diktere hvem som kan bruke de sosiale 
medieplattformene.43  
3.2 Medieselskap eller teknologiselskap 
En viktig distinksjon som har blitt fremmet av de store sosiale medieselskapene som blant 
annet Facebook og Twitter er at de ikke er medieselskaper, men teknologiselskaper. De er 
ifølge teknologiselskapene plattformer for kommunikasjon og ikke produsenter. Denne 
klassifiseringen er viktig fordi medieselskaper og teknologiselskaper opererer med 
 
41 Smith (2016) 
42 Gerstein (2021) 
43 Dickson (2021), Smith (2021) & Gerstein (2021) 
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forskjellige regler og reguleringer, men også fremtidige regelverk er bundet opp i denne 
klassifikasjonen.44 Teknologiselskaper trenger ikke å forholde seg til innholdet på sine 
plattformer i samme grad som medieselskaper. Denne ansvarsfraskrivelsen har frustrert flere 
politikere, og det har blitt fremmet lovforslag i den amerikanske kongressen slik at denne 
beskyttelsen blir borte når innholdet på plattformene leder til skader i samfunnet, som for 
eksempel menneskerettighetsbrudd eller terrorisme.45 
Sosiale medieselskapene bruker ordet plattform strategisk - «to position themselves both to 
pursue current and future profits, to strike a regulatory sweet spot between legislative 
protections that benefit them and obligations that do not, and to lay out a cultural imaginary 
within which their service makes sense.»46 
Ansvarliggjøring av innholdet på sosiale medier har de siste årene blitt en stor debatt. Denne 
antatte mangel på direkte kontakt mellom redaksjoner og brukere på sosiale medier blir ofte 
benyttet som et argument for teknologiselskapenes klassifisering. Facebooks grunnlegger 
Mark Zuckerberg brukte det samme argumentet, men da ved å hevde at plattformen er et 
verktøy for brukere til å produsere eget arbeid og ivareta egne interesser.47  
3.2.1 Algoritmer som portvakter 
Zuckerbergs argument om at brukerne kan lage eget arbeid, ignorerer den rollen algoritmer48 
har for å fremme, filtrere og prioritere plattformens innhold. Mangel på menneskelig portvakt 
er ofte brukt som et argument for å ikke klassifisere sosiale medieselskaper som 
medieselskaper.49 Selv om mekanismen for redaksjonell kontroll som portvakt er annerledes 
på sosiale medier, betyr ikke det at portvakt ikke eksisterer. Sosiale medieplattformer 
opererer i en mer uavhengig rolle i forhold til hva slags innhold som blir presentert til 
brukerne, noe teknologiselskapene benytter for å holde på sin klassifisering.50 Tradisjonell 
 
44 DeChiraro (2021) 
45 DeChiraro (2021) & Lima (2021) 
46 Philip and Robyn (2017): 1 
47 Philip and Robyn (2017) 
48 Algoritmer er matematiske formler for systematiske oppgaveløsning. Ofte brukt av sosiale medier for å 
filtrere innhold til brukere.  
49 Croteau and Hoynes (2019): 352 
50 Philip and Robyn (2017) 
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media prøver også å tilfredsstille brukerne. De skiller seg ikke lenger så mye fra Facebook, 
Twitter og Google (YouTube) om å gi innhold som de mener brukerne vil ha.51  
Forskjellen mellom de tradisjonelle medieselskapene og sosiale medieselskaper, er at sosiale 
medieselskaper er flinkere til å tilby brukerønsker. Den store datamengden som kommer fra 
brukerne av sosiale medier kan hjelpe selskapene til å skape en svært detaljert oversikt over 
brukerønsker.52 Det at algoritmer opererer i en uavhengig og objektiv tilstand, fri fra partiske 
karaktertrekk i en redaksjon, stemmer ikke. Algoritmer opererer automatisk, men benytter 
klassifiseringer, filtre og prioriterer innhold basert på interne verdier i systemet, preferanser 
og brukeraktivitet.53 Dataingeniører og aktører innad i sosiale medieselskaper må ta mange 
designvalg når de utvikler en algoritme, noe som medfører en viss subjektivitet i forhold til 
algoritme-systemet.54 Derfor er det en pågående diskusjon om hvorvidt klassifiseringen bør 
endres, slik at tradisjonell media og sosiale medieselskaper sidestilles. 
3.3 Falske nyheter 
Et av de mest kontroversielle og skadelige utviklingene på sosiale medier er den store 
økningen av det vi kaller fake news, altså falske nyheter. Fenomenet ble en del av det 
amerikanske presidentvalget i 2016, hvor falske nyheter hadde stor innflytelse på valget. Det 
ble produsert falske nyheter til fordel for Donald Trump og falske nyheter som forsøkte å 
sverte Hillary Clinton.55 Falske nyheter er ikke et nytt fenomen, men med utviklingen av 
sosiale medier har falske nyheter blitt et mektig verktøy for forskjellige aktører til å fremme 
egne mål. Dette er skadelig for journalistikken, siden tillit til media er fundamentalt for at 
journalister og media skal ha troverdighet i befolkningen. Scenenekt har derfor vært en 
løsning for å forhindre spredningen av falske nyheter.56  
I månedene før presidentvalget i 2016 ble de 20 mest populære falske nyhetssakene likt, delt 
og kommentert 8.700.000 ganger på Facebook. I motsetning til dette, ble de 20 mest leste 
sakene av 19 store redaksjoner bare delt, likt og kommentert 7,350,000 ganger. Dette viser at 
falske nyheter kan spre seg fortere og er mer populære enn tradisjonelle nyheter.57  
 
51 Gillespie (2010) 
52 Croteau and Hoynes (2019): 352 
53 Philip and Robyn (2017) 
54 Gillespie (2010) 
55 Guess, et al. (2018) 
56 Marks (2021) 
57 Lee (2016) 
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Dette er viktig å diskutere, siden tall fra 2020 viser at 47 prosent av amerikanere får nyheter 
fra sosiale medier.58 Dette reflekterer også tall fra andre vestlige land, selv om Norge er et 
unntak, ser vi at barn og unge i Norge får mye av nyhetene sine fra sosiale medier og én av 
fire unge tror media deler ut falske nyheter med vilje.5960 Det er da viktig å få en oversikt 
over risikoen og konsekvensen av falske nyheter. 
I senere år har de sosiale medieselskapene begynt å ta noe ansvar for innholdet på sine 
plattformer etter trusler om nasjonale reguleringer, men det vi ser er at denne type 
“selvregulering” ikke nødvendigvis er konsekvent og straffer vilkårlig.61 Algoritmer har 
derimot vanskeligheter med å identifisere falske nyheter. Dette er fordi identifiseringen av 
falske nyheter er en subjektiv avgjørelse.62 
3.3.1 Anti-vaksinering 
En kjent samfunnsdiskusjon på sosiale medier er anti-vaksinering. Vaksineskepsis har vokst 
frem over tid og denne skepsisen har nærmest eksplodert i sosiale medier etter korona 
pandemien oppstod våren 2020. Dette har gjort at mange nå er kritiske til, eller motstandere 
av vaksiner. Dette kan være problematisk for folkehelsen siden 50 til 90 prosent av 
befolkningen må være vaksinert eller gjennomgått korona sykdom før en såkalt 
gruppeimmunitet holder coronaviruset i sjakk.63 
Det er over 59 millioner mennesker som får anti-vaksine informasjon fra Facebook, 
YouTube, Instagram og Twitter.64 Man vil da anta at det finnes utrolig mange brukere som 
produserer vaksineskepsisinnhold på disse plattformene, men ifølge Center for Countering 
Digital Hate var det i perioden februar til 16 mars 2021 bare tolv mennesker som produserte 
65 prosent av anti-vaksinerings informasjon på Facebook og Twitter.65 Desinformasjonen og 
misinformasjonen om covid-19 vaksinen gjorde at flere ble skeptiske til å ta den. I en studie 
publisert i Nature skriver de at anti-vaksine informasjonen reduserte antall mennesker som 
definitivt ville ta vaksinen med 6,4 prosent i Storbritannia og 6,2 prosent i USA.66 
 
58 I Norge fikk vi en nedgang i antall som bruker sosiale medier som hovedkilde for nyheter fra 26 prosent i 
2019 til 18 prosent 2020 (medietilsynet) 
59 87 prosent av 9-18-åringene leser eller hører på nyheter på sosiale medier (medietilsynet) 
60 Kallelid and Veberg (2021) 
61 Se delkapittel: 2.2 Sosiale medieselskaper og selvregulering 
62 Holmes (2016) 
63 Gypsyamber D’Souza (2021) 
64 Loomba, et al. (2021) 
65 Loomba, et al. (2021) 
66 Loomba, et al. (2021): 338 
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Av de tolv menneskene som står bak mye av anti-vaksinerings informasjonen, er et fåtall av 
dem scenenektet fra sosiale medier, selv om de sosiale mediene har regelverk som skal 
forhindre spredning av falske nyheter og informasjon om vaksiner. Ni av de tolv som spredte 
mesteparten informasjonen har fortsatt lov til å publisere på sosiale plattformer. Bare tre har 
blitt sperret på noen plattformer, og ingen har blir sperret på alle de store sosiale 
plattformene.67 Selv om de store sosiale mediene har regler som skal forhindre falske nyheter, 
har gjennomførelsen av scenenekt mot aktørene vært begrenset. De store sosiale mediene kan 
fjerne denne informasjonen, men har ikke hatt viljen eller kapasiteten til å gjennomføre 
konkret scenenekt i denne saken.  
3.3.2 Desinformasjon på sosiale medier 
Blant alle typer aktivisme på sosiale medier må man ta i betraktning desinformasjons68 
kampanjer fra nasjoner og organisasjoner som ønsker å påvirke samfunnsdebatter. Dette er 
ikke en stor del av denne oppgaven, men det må nevnes at bruken av falske nyheter har blitt 
brukt av nasjonale organisasjoner for å påvirke meninger og ytringer.69 
Nylig har vi sett at russiske etterretningstjenester driver vaksine desinformasjon på sosiale 
medier. De opererer under aliaser i sosiale media-økosystemer for å fremme sin 
egenproduserte vaksine, Sputnik V, og skape skepsis mot andre vestligproduserte vaksiner.70 
Scenenekt for denne type kampanje er en selvfølge og bevisstgjøring om at dette fenomenet 
eksisterer er viktig i forhold til oppgavens problemstilling. Flere sosiale medieselskaper og 
organisasjoner finner og stenger ned slike kampanjer, men de er relativt lette og billige å lage, 
og derfor dukker de raskt opp igjen. 
3.4 Politisk aktivisme på sosiale medier 
Internettet har demokratisert tale. Det er ikke lengre noen reelle portvakter for nyheter.71 Alle 
som har lyst, kan nå spre sine meninger rundt til folk over hele kloden med et par tastetrykk.  
Dette delkapittelet handler om hvordan de politiske aktivister driver aktivisme på sosiale 
medier, og konsekvensene av scenenekt på høyresidens mediaøkosystem. Høyresiden og 
venstresiden av det politiske spekteret driver nettbasert aktivisme forskjellig, noe som har 
 
67 Center for countering digital hate (2021)  
68 Misinformasjon er falske informasjon, men ikke nødvendigvis med intensjon om å være det. Desinformasjon 
er med vilje falsk informasjon for å skifte en opinion.  
69 Humprecht, et al. (2020) 
70 Wilson and Wiysonge (2020) 
71 Brurås (2015) 
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påvirkning på hvem som blir scenenektet. Nettbasert aktivisme har ofte blitt sett på som en 
veldig svak form for politiske aktivisme, men i de siste årene ser man at å fremme politikk på 
nett kan ha en stor innflytelse i politiske valg og på folkeopinion.72 Selv om begge sider 
bruker digitale medier for å spre politiske ytringer og drive politisk aktivisme, ser man et 
klart skille mellom høyre og venstresidens evne til å drive aktivisme på sosiale medier. 
3.4.1 Venstresidens aktivisme 
Den dominerende type aktivisme på venstre siden er det vi kan kalle hashtag-aktivisme. 7374 
Den har tre distinksjoner.  
Den første er hashtag som brukes som et slags slagord for saken de skal fremme. Vi ser for 
eksempel at #BlackLivesMatter og #MeToo har blitt kjennetegn for saker som ligger venstre 
siden nært. Selv om mange hashtag aktivister ikke får nasjonal eller internasjonal 
oppmerksomhet, kan noen få sterke tilhengere skape en samlet front for saken. Disse 
hashtagene pleier å oppstå etter sjokkerende hendelser. For eksempel etter at Michael Brown 
ble drept av politiet i Ferguson, Missouri (#BlackLivesMatter) eller avsløringen av seksuell 
misbruk gjort av Harvey Weinstein i over flere tiår. (#MeToo) 
Hastag-aktivistene klarer å engasjere det vi kaller «mannen i gata». De kan relatere til 
hovedbudskapet i disse hastagene, og kan lett erklære seg tilhenger av saken. Dette hjelper 
budskapet til å bli populært på sosiale medier og kan spre saken til andre deler av samfunnet. 
Etter at samfunnet har blitt oppmerksom på hastag fenomenet våkner ofte eliten og stiller seg 
bak budskapet. Da går saken viralt75 på sosiale medier og tradisjonell media henger seg på. 
Aktivismen får rom til å spre seg i nyhetsøkosystemet, som igjen forsterker sakens 
popularitet. Elitepersoner, som politikere, kjendiser og finanspersoner, gir også bevegelsen en 
boost siden de har mer innflytelse og dermed større makt til å påvirke bevegelsen. Vi ser 
eksempler på dette når hip-hop artisten Tilib Kweli og iskremselskapet Ben & Jerry viser sin 
støtte til #BlackLivesMatter, eller at skuespillere som Alyssa Milano støtter #MeToo.76 
Hastag fenomenet er primært en type amerikansk aktivisme, men den har blitt observert over 
hele verden, også i Norge.77 
 
72 Freelon, et al. (2020): 1 
73 Hashtag er en måte å spre innhold ved å bruke symbolet # på sosiale medier for å fremme et spesifikt tema.  
74 Freelon, et al. (2020) 
75 Gå viralt på nett er når en sak får rask utbredelse på internett.  
76 Freelon, et al. (2020): 2 
77 Freelon, et al. (2020) 
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3.4.2 Høyresidens aktivisme 
Høyresiden har en veldig annerledes tilnærming til digital aktivisme. Mange fra denne 
politiske siden mener de tradisjonelle nyhetskanalene ikke er objektive, og at tradisjonell 
media ofte er et talerør for venstresidens saker.78 Spesielt i USA har man sett en økning i 
mistillit til tradisjonell media.79 Dette gjenspeiler trender i Norge, med alternative 
nyhetssteder som for eksempel Resett.no eller Document.no, men også i større grad rundt om 
i Europa.80 Mistilliten inkluderer også de store sosiale medieselskapene/teknologiselskapene 
og har ført til at flere på høyresiden har forlatt de store sosiale medieplattformene. De har 
beveget seg over på alternative plattformer som de mener er mer akseptable for sine meninger 
og holdninger, eksempler på dette er plattformene Telegram, Gab og Voat.81   
Det har også blitt en sterk nedgang av det man kan kalle sentrums-orienterte personer på 
høyresiden av det politiske spekteret.82 Dette gjør at den ekstreme høyresiden tiltrekker seg 
mer moderate høyrevelgere i mangel på alternativer og suger opp all oksygenet i høyresidens 
diskurs på sosiale medier.  
 
 
78 Furunes (2019) De fleste journalister i Norge lener seg på venstresiden på det politiske spekteret.  
79 Mourão, et al. (2018) 
80 Figenschou and Ihlebæk (2019) 
81 Rogers (2020) 
82 Freelon, et al. (2020): 3 
17 
 
Grafikk: Her ser man 1.82 millioner Twitter- brukere i et datasett av totalt 88 millioner 
meldinger, som deler tre eller flere mediekilder.83  
Det som ofte skjer på høyresiden er noe som Freelon kaller «trading up the chain».84 Dette 
innebærer at man planter sensasjonelle, falske, konspiratoriske eller ekstreme meninger i små 
eller lokale nyhetsredaksjoner som ikke er kritiske nok eller villige til å faktasjekke 
sannhetsgehalten. Slike nyheter blir tatt opp av større nyhetsredaksjoner eller blir promotert 
av ledere/elite personer som for eksempel Donald Trump.85 Hvorvidt underliggende fakta er 
sant eller ikke betyr lite, for målet med å spre denne informasjonen har allerede vært 
vellykket. Innenfor høyresidens mediaøkosystem ser man mye mindre konflikt mellom 
hverandre. Dette økosystemet er ganske isolert fra resten av mediaverden, men har en stor 
tilstedeværelse på sosiale medier og er ofte mer vellykket enn venstresiden.86 
To strategier som blir ofte brukt av høyresiden er en bedre forståelse av sosiale media 
algoritmer og emigrasjon fra og til forskjellige sosiale medier. Sosiale medieselskaper 
belønner aktivitet og brukerengasjement. Det er derfor slik at innhold som er sensasjonelt, 
kontroversielt og splittende ofte blir mer synlig i algoritmen. Selv om begge sider driver med 
manipulering av plattformalgoritmer, viser det seg at høyresiden ofte er mer vellykket til 
dette enn venstresiden.87 Denne utviklingen blir kalt «asymmetrisk polarisering», som betyr 
at konservative har blitt mer ekstreme de siste tiårene enn den liberale motparten.88 Dette har 
konsekvenser i hvordan politikere forholder seg til velgere og partiet de tilhører. De siste 
årene har man sett at amerikansk politikk har blitt mer polarisert i takt med velgerbasen på 
høyresiden.89 
 
83 Freelon, et al. (2020):3 
84 Freelon, et al. (2020) 
85 Krafft and Donovan (2020) 
86 Y. Benkler, et al. (2018) 
87 Freelon, et al. (2020) 
88 Y. Benkler, et al. (2018) 




Det er fordeler og ulemper med praktisering av scenenekt og det påvirker alle brukere uansett 
hvilken politisk side de identifiserer seg med. I tillegg får scenenekt en samfunnskonsekvens 
ved at verdigrunnlaget i en befolkning hele tiden er i bevegelse. Ytringsfrihet og åpne 
debatter står i motsetning til skadelig og manipulerende informasjon som deles på sosiale 
medier. Dette kan bidra til en større grad av polarisering og isolering av ytringer og 
holdninger. Det skaper et delt samfunn. De sosiale medieselskapene har blitt portvakter for 
både deltakelse og innhold. Jeg har strukturert kapittelet inn i ulemper/fordeler ved scenenekt 
og drøfter deretter om det bør gjøres endringer i den nåværende situasjonen, som er beskrevet 
i teorien og empirien. 
4.1 Negative konsekvenser av scenenekt  
Det mest fundamentale problemet med scenenekt er at den begrenser ytringsfriheten, noe som 
er en hjørnestein i et liberalt samfunn. Spesielt i media er denne verdien uvurderlig. Det er 
viktig i et pluralistisk samfunn at alle får plass til ideutveksling slik at man kan nå konsensus. 
Konflikten som oppstår mellom fri ytring og uønsket ytring er ikke noe nytt, men får en 
annen dimensjon på sosiale medier. Sosiale medier er en relativt ny teknologi for 
kommunikasjon. Kombinasjonen mellom ytringsfrihet, teknologiselskaper, falske nyheter og 
aktivisme har skapt nye problemer for samfunnsdiskursen.  
Makten til å scenenekte ligger nå hos de store sosiale medieselskapene, men 
maktkonsentrasjonen av noen få medieselskaper som kan forhindre ytringer på private 
plattformer viser seg å være problematisk. Dette er fordi disse plattformene har blitt en kritisk 
arena for offentlig tale. Det ligger nå et stort ansvar på teknologiselskapene. De skal verne, 
forhindre og beskytte brukere mot uønskede ytringer, men de skal også tjene penger. Dette 
skaper en virkelighet hvor scenenekt ofte står i strid med selskapets insentiv til profitt. Det er 
en interessekonflikt som potensielt kan være skadelig. Teknologiselskapene gir seg selv 
makten til å scenenekte, men vil ikke ta ansvaret for innholdet på sine plattformer. De store 
sosiale medieselskapene har insistert på at de først og fremst er teknologiselskaper. 
Tradisjonelle medieselskaper blir regulert og holdt ansvarlig for innhold. Det gjør dem ofte til 
ansvarlige portvakter. Selv om sosiale medieselskaper ikke driver tradisjonell nyhetsdekning, 
er fundamentet fortsatt det samme. De er portvakter for informasjon ved bruken av scenenekt 
og algoritmer. Jeg har redegjort for at denne type portvakt som de sosiale medieselskapene 
drifter har mange subjektive antagelser. Det er derfor viktig at disse selskapene blir 
19 
 
klassifisert som medieselskaper slik at de kommer inn under et annet system av reguleringer. 
At sosiale medieselskaper kan scenenekte brukerne, gir dem mye makt uten statlig innsyn.  
Falske nyheter har blitt et stort problem i samfunnet. Scenenekt kan være en effektiv løsning, 
men det viser seg at det kan forekommer negative konsekvenser når sosiale medieselskaper 
scenenekter. Tillit til media blir svekket og plattform-emigrasjon er bare noen av de uønskede 
konsekvensene av scenenekt. Hvis noen blir scenenektet blir de nødvendigvis ikke borte på 
internett, bare akkurat på den plattformen. Hvis det er et problem med hatefulle ytringer blir 
de sendt til andre sosiale medieplattformer som ofte er mindre selvregulerende. Der finner de 
ofte likesinnede slik at det skapes et ekkokammer. Det er problematisk at gode ideer og 
ytringer ikke blir utfordret. Dette var et av kriteriene til Karl Poppers intoleranse paradoks. Vi 
ser at sosiale medier ikke klarer eller har vilje til å scenenekte antivaksineringsinformasjon. 
Bare ved å scenenekte tolv mennesker kan de reduserer 65 prosent av denne type innhold.  
Når politikere blir scenenekten slik som Donald Trump, mater man den ideen om at 
høyresiden er ofre for scenenekt og det kan er et demokratisk problem at politikere ikke får 
tilgang til sine velgere. Selv om scenenekt forhindrer uønskete ytringer, mener mange at 
sosiale medieselskaper ikke burde ha enerett på hva dette innebærer. Det viser seg at det er 
høyresiden av det politiske spekteret som ofte er og føler seg utsatt for scenenekt. Den 
asymmetrisk polarisering har noen generelle konsekvenser for samfunnsdebatten. Det blir 
vanskeligere å finne kompromisser blant de politiske grupperingene, og når høyre siden 
vinner valg, er de mye mer ekstreme i sine ytringer og politikk. 
En annet aspekt med scenenekt er at brukeren ofte er anonym, bare innholdet vises. Det gjør 
det lett å kunne skifte rundt på brukerkontoer og fortsatt drive med uønsket 
innholdsproduksjon. De sosiale medieselskapene har derfor hyret tusenvis av mennesker for 
manuelt å sjekke innholdet på sine plattformer, men de lener seg fortsatt på algoritmer. De 
har etter mitt syn blitt de nye portvaktene, men det oppstår problemer når menneskeskapte 
algoritmer med feil designvalg har evnene til å velge hva en bruker ser på sosiale medier. Når 
algoritmer belønner sensasjonelle, kontroversielle og splittende innhold skaper dette en 
virkelighet hvor falske nyheter, polarisering og ekstremt innhold får altfor mye plass.  
Problemene med scenenekt og sosiale medier som portvakter har flere vinklinger. I en 
filosofisk forståelse av problemet ligger ytringsfrihet. I en offentlig politikk forståelse av 
problemet finner vi klassifisering og ansvarliggjøring. I falske nyheter og politisk aktivisme 
ser man hva slags samfunnskonsekvenser scenenekt på sosiale medier forårsaker.    
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4.2 Positive konsekvenser av scenenekt  
Scenenekt har en rolle i samfunnet. Det viser seg at det innholdet som blir lagt ut på sosiale 
medier har en effekt på folkeopinionen og det bli da viktig å kunne beskytte borgere mot 
feilinformasjon og desinformasjon. Mange tror at det er umulig å kunne legge lokk på alle 
falske nyheter som blir lagt til på sosiale medier, men det viser seg i anti-vaksinerings tilfelle 
at det meste av det innholdet som blir lagt ut kommer fra en liten gruppe. Hvis man 
scenenekter disse aktørene kan man se en nedgang i innhold som handler om anti-
vaksinering. 
Det viser seg også at den finansielle delen blir rammet hvis man blir scenenektet. Det betyr at 
man ikke bare kan forhindre feilinformasjon, men også deres evne til å tjene penger. Selv om 
mange av de som blir scenenektet forflytter seg til andre plattformer, ser vi en forbedring i 
miljøet på den plattformen som scenenekter. Det er derfor et redskap for de sosiale 
medieselskapene og lage et bedre miljø på sine plattformer. I noen tilfeller så ser man også at 
brukerne ikke drar andre steder, men moderer seg selv i frykt for å bli scenenektet. 
Det kan være skadelig for både enkeltpersoner og grupper hvis man tillater all ytring på 
sosiale medier. Donald Trump svekket det amerikanske demokratiet ved å sette 
spørsmålstegn ved valgets rettferdighet, og han manet til åpent opprør som endte med 
stormingen av kongressbygningen i Washington D.C, noe som endte med at fem personer ble 
drept. Alt dette klarte han å gjøre fordi han brukte sosiale medier, mer spesifikt brukte han 
Twitter. Selskapet satte en advarsel ved han på twitter meldingene, at de inneholdt 
kontroversielle meninger. Dette som et kompromiss mellom scenenekt og fri tale. Etter 
stormingen av kongressbygningen scenenektet de store sosiale medieplattformene en sittende 
president. De mente ytringene hadde skadet samfunnet. Hvis det ikke var tillat å scenenekte, 
kunne Donald Trump fortsette å spre feilinformasjon.  
Poppers argument om at man ikke skal tolerere intoleranse kan bli brukt i dette eksempelet. 
Det er viktig at scenenekt er et alternativ for å moderer sosiale medieplattformer. Denne 
trusselen gjør at mange “selvmodererer” seg, men her må en være forsiktig med at det ikke 
ender med selvsensur.   
I den globale verden vi lever i, er det viktig at de sosiale medieselskapene har den 
fleksibiliteten som scenenekt tilbyr. Det viser seg at å dra alle over en kam, ikke er en veldig 
god løsning for å moderere plattformer. Vi har sett en nedgang i antall uønsket innhold på 




Det kommer alltid til å være noe scenenekt, fordi scenenekt i bunn og grunn handler om 
ytringsfrihet. Begrensinger i ytringsfriheten er et nødvendig onde i det liberale samfunnet, 
fordi total frihet kommer til å negativt påvirke andre viktige verdier. Scenenekt har både 
fordeler og ulemper og er ikke uavhengig av hverandre. Det er derfor viktig å kunne se en 
helhet i diskusjonen om hvorvidt scenenekt burde fortsette, avsluttes eller forandres. Hvis 
man akseptere dette premisset blir det en diskusjon om hvor mye eller lite scenenekt skal tas i 
bruk og hvem som burde kunne scenenekte, altså hvem som er portvaktene.   
Scenenekting på den sosiale medieplattformen Reddit viser at scenenekt kan være positivt, 
men i andre tilfeller så flyttet bare de som ble scenenektet seg. Det er slik at alle typer 
scenenekt ikke er skapt likt, og at politisk scenenekt er vanskeligere å forhindre. Det kan 
hende at scenenekt passer til ytringer og innhold på sosiale medier som ikke inneholder 
politisk budskap. Det som er vanskelig i forhold til scenenekt, er om hatefulle eller skadelig 
ytringer også er politisk. Hvis man ikke klarer å skille her, så blir det veldig subjektiv i 
forhold til hvem som kan scenenektes og det kan brukes i et politisk spill. I et demokrati er 
det vanskelig å søke sannheter hvis noen synspunkter systematisk elimineres eller 
marginaliseres. Dette undergraver idealet om fri ytring og åpne samfunnsdebatter. 
De sosiale medieselskapenes plattformer har blitt en viktig del for samfunnsdiskusjoner. 
Problemet for de som er uenige i at sosiale medieselskaper skal få lov til å bestemme hvem 
som blir scenenektet handler om klassifiseringer mellom tradisjonelle medieselskaper og 
teknologiselskaper. Den klassifiseringen er etter mitt syn veldig ødeleggende både for 
tradisjonell media og brukerne av sosiale medieplattformer. De tradisjonelle medier spiller 
derfor med andre regler enn de sosiale medieselskapene, og er i stor grad avhengig av disse 
plattformene for å spre sitt innhold. I Norge og flere andre land har tradisjonelle medier en 
viss grad av selvjustis og et etisk regelverk å forholde seg til, i motsetning til 
teknologiselskapene. De sosiale medieselskapene har også blitt portvakter mellom 
tradisjonell media og publikum. Disse private selskapene har nesten ubegrenset makt til å 
begrense tale. Når det ikke er noen form for statlig eller overordnet regulering i forhold til 
hvem som kan bli scenenektet, er det alltid en fare for at tradisjonell media kan lide. Dette så 
vi i Brasil når Facebook forandrer på sin nyhetsalgoritme. Selv om det ikke var en direkte 
scenenekt, gjemte de sosiale medieselskapene seg bak «objektive» algoritmer for å forhindre 
regulering. Det har blitt vist at disse algoritmene ikke er objektive. Den eneste fundamentale 
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forskjellen mellom hvordan tradisjonell media og sosiale medier driver med portvakt, er at 
den ene er menneskelig og andre er teknologisk. De har begge som mål å øke sine lesertall og 
ikke minst tilpasse innholdet til flest mulig brukere. Forskjellen er at de sosiale 
medieselskapers portvaktalgoritme fremmer innhold som prioriterer sensasjonelle, 
kontroversielle- og splittendende saker.   
Algoritmer som den fungerer i dag er ikke bra for samfunnet, men den kan være en del av 
løsningen. Ingen enkeltpersoner kan filtrere og håndtere all informasjon som blir produsert på 
sosiale medier, men med et mer åpent innsyn til designet på disse algoritmene kan man bedre 
justere hva slags innhold som skal bli presentert for brukerne. Det handler om hvem som 
driver scenenekt og har blitt reelle portvakter. Skal det være teknologiselskapene eller andre 
institusjoner? De internasjonale sosiale medieselskapene er vanskelig å regulere. De er klar 
over sin egen posisjon og har prøvd å “selvregulere” plattformene. Under visse 
omstendigheter har det vært vellykket, men det er fortsatt et stort problem med uønsket 
innhold.  
I den politiske aktivismen på sosiale medier ser vi et asymmetrisk forhold til scenenekt. 
Høyresiden har blitt mye mer isolert av scenenekt, noe som kan være skadelig for 
debattklimaet. Det kan argumenteres for at dette er et nødvendig onde, men den nåværende 
situasjonen er ikke tilfredsstillende med tanke på de negative konsekvensene scenenekt har på 
den politiske diskusjonen av- eller på sosiale medier. En mulig løsning kan være å skille 
mellom politisk tale og andre typer innhold når man scenenekter. Om vi bruker anti-
vaksinerings innholdet på sosiale medier som et eksempel, vil mange mene at dette er 
politisk, men det er i stor grad helserelatert. Da blir det et definisjonsspørsmål. De sosiale 
medieselskapene burde ikke ha den makten til å bestemme hva som er og ikke er politisk, sett 
i lys av de fire kriteriene.   
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5.0 Konklusjon  
I det liberale samfunnet er det et paradoks at vi på den ene siden tilstreber ytringsfrihet, men 
på en annen side må verne borgerne mot desinformasjon og falske nyheter ved hjelp av 
scenenekt. Jeg har belyst at vi trenger begrensinger i ytringsfriheten, og at sosiale 
medieselskaper ikke burde ha enerett som portvakter. Sosiale medieselskaper ønsker ikke 
forandring og har fått offentlig kritikk og press på seg for å rydde opp i innholdet på sine 
plattformer. I fremtiden er det viktig å reklassifisere teknologiselskaper slik at de faller inn 
under regelverket til tradisjonelle medier. De store sosiale medieselskapene har både for stor 
makt og for lite ansvar for sitt innhold. Konsekvensene av dette er en økning i antall falske 
nyheter, desinformasjon og polarisering i den offentlige debatten.  
I drøftingen så jeg på helheten. Vurderingskriteriene omhandler hverandre og er ikke 
uavhengige. Jeg synligjør at scenenekt kan ha positive og negative påvirkninger på samfunnet 
og på media, men at den nåværende situasjonen ikke er tilfredsstillende. Selv om de sosiale 
medieselskapene har gjort mye for å forbedre situasjonen på sine plattformer, er det ikke 
fordi de er altruistiske. De prøver å forhindre å bli klassifisert som medieselskaper.  Det er 
etter min mening et av hovedproblemene i mange av de kritiske spørsmålene om scenenekt 
på sosiale medieplattformer. Scenenekt er et viktig verktøy som verken er ulovlig eller står i 
motsetning til ytringsfriheten. Problemet oppstår når teknologiselskapene opptrer som 
portvakter av informasjon.  
Autoritet og ansvarliggjøring ligger hos sosiale medieselskaper og ikke hos myndighetene. 
Dette skaper en virkelighet der disse selskapene har mye makt over samfunnsdiskusjoner. Det 
er nesten umulig å drive aktivisme i dag uten sosiale medier, og forskjellsbehandling mellom 
tradisjonell media og sosiale media skaper en ubalanse i maktforholdet. Derfor burde det i 
fremtiden utarbeides lovverk som regulerer teknologiselskapene, slik at sosiale medier 
fortsatt kan være åpne forumer som stimulerer til fruktbare samfunnsdebatter.  
Det kan være interessant å undersøke hvilke muligheter som ligger i reklassifisering av 
teknologiselskaper og algoritme-endringer, slik at de kan bli bedre portvakter. Dette temaet 
kommer til å ha stor betydning i fremtiden både for journalistikken, og vår evne til å 
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