Abstract. The aim of this paper is to establish W 2 p estimate for non-divergence form second-order elliptic equations with the oblique derivative boundary condition in domains with small Lipschitz constants. Our result generalizes those in [14, 15] , which work for C 1,α domains with α > 1 − 1/p. As an application, we also obtain a solvability result. An extension to fully nonlinear elliptic equations with the oblique derivative boundary condition is also discussed.
Introduction
In this paper, we consider W we aim to prove
Here L is uniformly elliptic, and oblique derivative means for some δ ∈ (0, 1] b · n ≥ δ|b| almost everywhere. Here n is the outer normal direction, which is defined almost everywhere on ∂Ω.
As the W 2 p estimate for elliptic equations with uniformly continuous coefficients in smooth (say C 1,1 ) domains has been well studied for a long time (see e.g., [5, Theorem 9.13] ), people are more interested in the case of discontinuous coefficients or rough domains.
Concerning discontinuous coefficients, the case when a i j belongs to the class of vanishing mean oscillation (VMO) is of particular interest. We say a function f ∈ VMO if ω(ρ) := sup The W 2 p estimate for equations with VMO coefficients was first established by Chiarenza, Frasca, and Longo in [1] . The method is mainly based on the representation formula: the Calderón-Zygmund theorem together with a commutator estimate. Later in [7] , based on the so-called "sharp function" estimate and the Fefferman-Stein theorem, Krylov gave a unified proof of the W 2 p estimate for parabolic/elliptic equations with VMO-in-x coefficients. Furthermore, using this method, it is possible to relax the regularity assumptions on a i j . Here we mention the following "partially VMO" condition for elliptic equations, which is extremely useful in discussing boundary value problems. Such "partially VMO" can be written as: Such theory was developed in [6] by Kim and Krylov for p > 2, and in [2] by the first author here for all p ∈ (1, ∞). It is worth noting that in [2] , a more general regularity assumption called "hierarchically partially VMO" was discussed.
Such results allow us to consider Dirichlet or Neumann problems with VMO coefficients in the half space R d + : by simple extension and reflection we get equations in R d with "partially-VMO" coefficients. Based on this, in [6] a W 2 p estimate for the oblique derivative problem in R d + is also discussed via a perturbation argument. It turns out that the perturbation argument requires b ∈ C α , α > 1 − 1/p. For details and history of discussing equations with "partially VMO" coefficients, one may refer to [3, 8] .
In this paper, we will focus on general bounded domain Ω and its regularity assumptions regarding W 2 p estimate. First noting that, by flattening the boundary, the aforementioned W 2 p estimate in the half space will simply lead to corresponding results in C 1,1 domains. This is because a C 1,1 change of variables will preserve all the regularity assumptions on the elliptic operator L and the boundary condition. Also, W 2 p norms under these two coordinates are comparable. For the oblique derivative problem, however, the smoothness assumption for Ω can be relaxed. The idea is to consider an extension problem in curved domain, which will reduce the boundary condition to be homogeneous. This will compensate the lack of regularity in our change of variables when flattening the boundary. In this way, Lieberman reduced the assumption to Ω ∈ C 1,α , α > 1 − 1/p in [14, 15] . In our paper, with the help of Hardy's inequality, we employ a new idea of extension. Together with a perturbation argument, we get the W 2 p estimate in any small Lipschitz domain, i.e., domain with local representation function having sufficiently small Lipschitz constant.
We would like to mention that, there is also a "Schauder type" C 2,α estimate for oblique derivative problems in C 1,α domains. Such result was obtained by Lieberman in [13] . One could notice that our result is in the same spirit: the regularity assumption on ∂Ω is one derivative less than the corresponding Dirichlet problem. Later in [18] , Safonov came up with an alternative proof for this problem. His proof also includes an extension problem, which actually motivates us of this paper. It is worth noting that our perturbation argument in proving Theorem 2.3 can replace Theorem 2.1 in [18] , which is to find a C 2,α diffeomorphism mapping b · D to ∂ ∂y d . This can also be used to simplify the proof in [18] . The structure of the paper is as follows. In Section 2 we first introduce the basic setups and notation, and then present our main result of the W 2 p estimate in Theorem 2.3. We state the corresponding result regarding the existence and uniqueness of W 2 p solutions in Theorem 2.4. Next in Section 3 we introduce the cylindrical neighborhood and a special choice of orthonormal systems which we are going to work with for the boundary estimate. Then as a preparation, we introduce the regularized distance which is a useful tool for rough boundaries. With all these, the proof of our main result Theorem 2.3 is given in Section 4. The solvability result Theorem 2.4 is proved in Section 5. One advantage of our proof is that it also works for nonlinear equations with proper convexity conditions. We will prove one such result for Bellman equations in Section 6.
Notation and Main Result
Let d > 1 be a positive integer. In this paper, we denote a point
. Also, we denote
Besides the usual partial derivative symbol ∂ ∂x i , we use the following notation:
We write W k p for Sobolev spaces, i.e., functions themselves and all derivatives up to order k lie in L p , andW 
The summation convention, for instance,
is adopted throughout this paper. For a Lipschitz continuous function f , denote
for its Lipschitz constant. We write C k,1 for the class of k-th order continuously differentiable functions with all k-th order derivatives being Lipschitz continuous.
In this paper, we will use the following notation for the average:
When proving inequalities, we will use N for the absolute constant (to be more specific, independent of the local radius parameter r or R in this paper). In the middle steps, we will omit the dependence of N on Ω, a i j , b i , etc. Also, N may vary from line to line.
The main purpose of this paper is to derive the W 2 p estimate in small Lipschitz domains. Let us first give the formal definition of an ε 0 -Lipschitz domain.
Definition 2.1 (ε 0 -Lipschitz domain). A bounded domain Ω ⊂ R
d is said to be ε 0 -Lipschitz if for any x 0 ∈ ∂Ω, there exist R 0 > 0 independent of x 0 , an orthonormal coordinate system x = (x ′ , x d ) centered at x 0 , and a Lipschitz function ψ 0 such that
Since Lipschitz function is almost everywhere differentiable, (2.1) is equivalent to
Notice that this definition is given in a natural choice of coordinate system, where the x d -axis is chosen to be close to the normal direction of ∂Ω at x 0 . In the next section, we will give a coordinate system adapted to the oblique derivative boundary condition, which is more convenient to work with.
The next part gives basic conditions which will be assumed throughout this paper. For a second-order elliptic equation
3)
where ν ∈ (0, 1] is a constant.
The following small BMO assumption will be assumed for a i j , where θ is a constant to be specified later. 
In this paper, we consider the following oblique derivative boundary condition:
(2.5)
As usual, this is understood in the sense of trace. For the coefficients b 0 and b i , we assume
Here (2.7) represents the obliqueness of the vector field
and n is the unit outer normal direction. If ∂Ω locally is represented by a Lipschitz function 
Assume assumptions (2.3), (2.4), (2.6), and (2.7) hold, f ∈ L p (Ω), and g ∈ W 
. (2.10)
In particular, the result holds when Ω ∈ C 1 and a i j ∈ VMO.
As an application we have the corresponding solvability result. For this, we also need the following conditions:
(2.11) 
). (2.14) Here N is a constant independent of u.
Remark 2.5. Our perturbation argument still works if the regularity assumption (2.6) is replaced by the following:
and
Here d ≥ 2 is the space dimension.
The following example in R 2 shows that the regularity assumption (2.15)-(2.16) is sharp. Consider Ω = {(x, y) : x > |y| 1+ε }, u = (x|y| β +y)η R , where β ∈ (0, 1), ε > 0 are some constants to be determined later, η is some smooth cutoff function supported in a ball B R , and equals to 1 in B R/2 . Direct calculation shows that if we choose
. Hence (2.10) cannot be true in this case. Notice that (2.15) is violated since we only have b ∈ W 1 q for q < 2/(1 − β) < p. Remark 2.6. To see the importance of the small Lipschitz condition, we give the following example which is also in R 2 . We use the polar coordinates (r, θ). Let θ 0 ∈ (π/2, π) be a fixed angle. Consider the wedge domain
where z = re iθ , α 0 is some constant to be determined later, and η R is the cutoff function in Remark 2.5. Noting that the opposite of the x-direction is oblique on Γ θ 0 , direct computation shows that on
Hence, if we choose b = (−1, 0) and
Cylindrical Neighborhood and Regularized Distance
In this paper, local properties near the boundary will be intensively studied. Rather than the coordinate system coming with Definition 2.1, it is more convenient to use the following coordinates y = (y ′ , y d ) which depend on the boundary condition (2.5). Also, it is more convenient to work with the following "cylindrical" neighborhood rather than the "half ball" neighborhood in Definition 2.1.
Consider an ε 0 -Lipschitz domain Ω, x 0 ∈ ∂Ω where Dψ 0 exists, and a vector field b which satisfies (2.7) at x 0 . We first take a rotation of the coordinates in Definition 2.1 to make y d -axis lie in b(x 0 ) direction. By (2.7), b(x 0 ) is non-tangential at the point x 0 . Taking (2.2) into account, locally ∂Ω is still a graph :
Here ψ can be obtained from ψ 0 by the implicit function theorem. The small Lipschitz condition (2.2) now can be written in terms of (y ′ , y d ) and ψ as the smallness of the oscillation of Dψ. Notice that due to the rotation we will introduce a constant factor 1/δ 2 in front. To be specific, in Theorem 2.3 we assume Ω to be δ 2 ε 0 -Lipschitz, i.e.
Straightforward computation gives us, if ε 0 < 1/8, in the new coordinates
Now due to the expression of n in terms of Dψ (2.8), the obliqueness condition (2.7) at the point x 0 = (0, ψ(0)) can be written as:
Choosing ε 0 < 1/3, we have
We further shift the y ′ -coordinate plane so that x 0 = (0, 3 δ R). Here R < δR 0 is a radius parameter to be chosen small later. Due to (3.2), we have
The following is the "cylindrical" neighborhoods in which the local properties will be studied:
The center x 0 will be omitted when there is no ambiguity. The second part of this section is a useful tool for rough boundaries (say, worse than C 2 ). This is the regularized distance introduced by Lieberman in [11] . For our problem, we modify Theorem 2.1 in [11] to adapt to small Lipschitz domains.
Theorem 3.1 (Local regularized distance for small Lipschitz domain). Let Ω be a bounded Lipschitz domain with local representation
Here N > 0 is an absolute constant, and M = M(δ).
Proof. We follow the steps in [11] for proving Theorems 1.1, 1.3, and 2.1. A sketch of the proof can be found in the appendix.
In the above theorem, (3.4) means ρ 0 is a local distance function. "Regularized" refers to the fact that this distance is C ∞ in the interior. The expression (3.5) is the small Lipschitz condition for ρ 0 . The ε 0 in (3.6) is important in our proof.
Regularized distance can work as a suitable function to flatten the boundary, since it is smooth in the interior with a suitable growth rate of higher order derivatives near the boundary. Besides, one could also use it for mollification:
The advantage is: besides g W 
Here
Proof.
In Ω R , we flatten the boundary using the regularized distance in Theorem 3.1. In other words, we take the change of variables z = Φ(y):
In the z variables, the equation can be written as
where
we can choose ε 0 and θ 0 small enough, to make a i j = a kl ∂z i ∂y k ∂z j ∂y l have as small BMO semi-norm as we want. Now we apply the W 2 p estimate for second-order elliptic equations with small BMO coefficient in half space and zero Neumann boundary condition. For this, first one could find in [2] such result in R d . To deal with the Neumann boundary condition, we just take even extension for u and f , and correspondingly for a i j as in [6] . Noting that the extended equation has small partially BMO coefficients, this gives us the global W 2 p estimate for small BMO coefficient in half space with zero Neumann data. One last thing to mention is that here the small BMO assumption is given in terms of the z variables, when translating back to the y variables we will have a δ factor in front due to the stretching in the change of variables that map balls to ellipses.
Localizing and using a dilation argument, we have for any t/2 ≤ s < t ≤ R: 1) where
We are left to estimate f L p . For this, we use the property of regularized distance (3.6):
Combining this and Hardy's inequality, we obtain
Here we used z d dist(y, Γ R ) ρ 0 . Substituting into (4.1), we get
Choosing ε 0 small enough, such that Nε 0 a i j ∞ <
This gives us:
Now we get the desired estimate, but in the z variables. If we change back to our original y variables, we get similar singular terms, i.e., the term with D 2 ρ 0 :
As in (4.2), we can prove
. Notice that again the boundary condition The next part deals with an extension theorem. Our construction uses similar idea to [18] . Before we start, let us first formally introduce the mollification which we have mentioned in the previous section.
Consider g ∈ W 1−1/p p (∂Ω). First we extend g to the interior in the usual way,
. For simplicity, we will not distinguish E(g) from g in the following. Now we can give the definition of our mollification.
Definition 4.2 (Mollification using regularized distance).
Suppose Ω is a bounded domain with small Lipschitz property (3.1). If the regularized distance ρ 0 is defined on Ω 2R , we can define in Ω R :
Here,
Recall in (3.4), M is a constant such that ρ 0 (y) ≤ Md y , where d y is the distance to the boundary. 
Here N = N(p) is a constant.
Proof. See Appendix. Note that because of (3.4), our choice of
w ∈ Ω 2R for any y ∈ Ω R and w ∈ B 1 .
For the extension problem, we need the following inequality which is dual to Hardy's inequality.
Again the constant N only depends on p.
Proof. We prove by a duality argument. For any η L p ′ (0,1) = 1 where
Here we used Fubini's theorem in (4.7), Hölder's inequality in (4.8), and Hardy's inequality in (4.9) noting that p ′ > 1.
Now we can state our extension theorem.
Theorem 4.5. Let Ω, Ω R defined as before, R
< δR 0 8 , g ∈ W 1−1/p p (∂Ω). Then we can find v ∈ W 2 p (Ω R ), such that        ∂v ∂y d = g on Γ R , v W 2 p (Ω R ) ≤ N( g W 1−1/p p (Γ 3R ) + R −1+1/p g L p (Γ 3R ) ),
where N = N(δ, p) is a constant.
Proof. Let g defined as in Definition 4.2. We define our extension as
Since g Γ R = g, we have
Here to get the last inequality, we used (3.3), Hardy's inequality, and (4.5). Similarly,
We are left to estimate 
Now we make a change of variables w → z:
In the following, for simplicity we omit the dependence of ρ 0 on (y ′ , t) and Dg on z since there will be no ambiguity. Then we have
From Theorem 3.1 we know that Dρ 0 is bounded, and
(no smallness is needed here). Also noting that φ has compact support in B 1 , we have,
Now, using properties of the regularized distance ρ 0 , noting that ρ 0 (y ′ , t), d (y ′ ,t) , and ψ(y ′ ) − t all characterize the distance to the boundary, we have:
Then,
The inequality (4.11) follows from Lemma 4.4 and a dilation argument with the help of (3.3). We used the Minkowski inequality to prove (4.12), which is similar to the proof of (4.5) in Appendix. Finally, to get the estimate with only local boundary norms as in our lemma, we use a localization argument. Consider η ∈ C ∞ c (Q 3R ) with η = 1 in Q 2R , Dη 1/R. We have
Here E is the extension operator defined in (4.4). Replacing g by E(ηg) in the proof above, we reach the desired inequality. The theorem is proved.
Now, we have all the required ingredients for proving Theorem 2.3.
Proof of Theorem 2.3. By interpolation, we only need to prove
. We first give a boundary estimate in Ω δR 0 /8 (x 0 ), x 0 ∈ ∂Ω. We apply Theorem 4.5 with R replaced by r < δR 0 8 , and g replaced by
Here we only write down the dependence N = N(r) explicitly, and omit the dependence on d, p, ν, b i C α , etc. In (4.13) we used the inequality
provided that α > 1 − 1/p. From (4.10) we also have the following estimate for lower order terms:
We apply Lemma 4.1 to obtain
. Here we applied (4.14) and (4.15) to get (4.16) . This gives us a local boundary estimate. Combining this and the interior W 2 p estimate in [1, 2] , we get the global estimate (2.10) using a standard partition of unity argument. For this, we coverΩ with one interior portion and finitely many boundary "half balls" Ω r/2 . Finally, we get 
Application: Solvability
In this section, we give the proof of Theorem 2.4. For this we first remove u L p from the right-hand side of (2.10) for the operator L−λ with λ large enough. We use a classical argument which can be found in [5] and [15] . As a result, in Corollary 5.2 we get the W 
Proof. First, notice that when proving Theorem 2.3, actually we have proved a slightly stronger result:
Suppose Ω is a bounded domain with a "small Lipschitz" portion T ⊂ ∂Ω, and
Introduce a new space variable x n+1 , and let v :
Applying (5.3) with Σ, T, and
Notice that D n+1,n+1 v = −λv, and we can find some C > 0 independent of λ such that
. Substituting back and choosing λ large enough such that Cλ > N, we get (5.2). Proof. Uniqueness is clear from the coercive estimate (5.2). We will focus on the existence.
First, noting that if ∂Ω is smooth (say, C 1,1 ), the a priori estimate (5.2) immediately gives us the solvability: one can first solve
where n is the outer normal direction, then use the method of continuity. Such argument and results can be found in [17] .
For Ω with the small Lipschitz property, we approximate from the interior by {Ω k ∈ C 1,1 } k ↑ Ω. Moreover, we can require that all the Ω k are Cδ 2 ε 0 -Lipschitz, where C is a universal constant. Due to this and the continuity of b, we may further require that b · n k ≥ |b|δ/2 for all k, where n k is the unit outer normal direction of
Here to make sense of the boundary condition, we need to extend g which is only given on the boundary to W 1 p (Ω) as the operator E defined in Section 4. Notice that since the constant N in (5.2) depends on the regularity of Ω only through its Lipschitz bound and the radius in the small Lipschitz property, then { u k W 2 p (Ω k ) } k are uniform bounded. We can use the following argument to get a subsequence
} k are uniformly bounded, we can find a subsequence {u k 
Proof of Theorem 2.4.
We aim to prove a uniform a priori estimate:
where λ ∈ [0, λ 0 ], λ 0 is the constant given in Lemma 5.1, and the constant N is chosen to be independent of λ. Once we have this, the uniqueness and (2.14) can be obtained by letting λ = 0. For the existence, one only need to use the method of continuity and the large λ existence result in Corollary 5.2. Now we are left to prove (5.4). Actually this can be further reduced to (2.14). First (2.14) gives us (5.4) with N = N(λ). Then we only need to find an upper bound of N(λ), λ ∈ [0, λ 0 ]. This upper bound can be found using a compactness argument: for ε sufficiently small,
.
Then for every λ ≥ 0, we can find a neighborhood (λ − ε, λ + ε) on which (5.4) holds with a uniform constant N. Since [0, λ 0 ] is compact, a finite upper bound of N is attained. Now we only need to prove (2.14) under additional conditions (2.11)-(2.13). We first prove the following uniqueness result:
has only zero solution. , where ε satisfies 1 − 1 d+ε < α and α is the Hölder exponent of the boundary data as in (2.13). Then we can apply the result in [12] to get u = 0.
Passing from (5.5) to (2.14) is a standard contradiction argument. Suppose (2.14) were not true. With help of (2.10), for all k = 1, 2, . . ., there exist u k such that
).
(5.6)
Without loss of generality, we take u k L p (Ω) = 1. By (2.10) and (5.6),
Now, since u k is uniformly bounded in W 
Nonlinear equations
Similar to the Schauder estimate in [18] , our method also works for fully nonlinear equations with proper convexity conditions. In this section, we show this for Bellman equations which can be written as follows:
Compared to the linear case, we have the following assumptions which are uniform in ω: a i j (ω, x) are measurable in x, symmetric, and satisfy
In contrast to Assumption 2.2, we state the following uniformly small BMO condition. where θ is a positive constant to be specified later.
Under these settings, we have the following result which is analogous to Theorem 2.3. 
Assume that (2.6), (2.7), (6.1) and 
For the proof, we follow the scheme in Section 4 which is given for the linear case there. Recall for the linear case we prove the theorem in 3 steps: proving under the homogeneous boundary condition ∂u ∂y d = 0; constructing an extension; the perturbation argument. The latter two steps still work since they only deal with ∂Ω and the boundary operator B, and have nothing to do with the elliptic operator. Hence, we only need to give the proof of the first step.
Recall that in Section 4, we use the regularized distance to flatten the boundary, then apply Hardy's inequality and the half space result. This argument still works except that we need to prove the corresponding W 2 p estimate for the Bellman equation in half space with the Neumann boundary condition. In the following lemma, we adopt the assumptions in Theorem 6.2, but in all places we replace
There exists a constant θ 0 = θ 0 (d, p, ν) > 0, such that if Assumption 6.1 is satisfied with (r 0 , θ 0 ), then we have
Here the constant N depends on d, p, ν, K, and r 0 .
Before we start the proof, we would like to mention that there are similar results in [9, 4] . In [9] , an interior W 2 p estimate for Bellman equations with small BMO coefficients was established. The corresponding boundary estimate under the Dirichlet boundary condition was proved in [4] . Our proof here follows similar steps in these two papers.
Proof. Using localization techniques, we may assume u has compact support in B + r 0 (z). Here r 0 is the radius in Assumption 6.1 and z ∈ R d + . For such u, we aim to prove
Here r ∈ (0, ∞), β ∈ (1, ∞), κ ≥ 16 are parameters which can be chosen arbitrarily, 
Then we decompose u = v + w, where v solves the boundary value problem, i.e., From [16] , we have the following estimate for uniform elliptic operators with only measurable coefficients: .
Here β > 1 is any constant satisfying βd < p. In the last step, we use the fact that u has compact support in B 
