Abstract-Many of today's data centers experience physical limitations on the power needed to run the data center. The first problem that we study is maximizing the performance (quantified by the reward collected for completing tasks by their individual deadlines) of a data center that is subject to total power consumption (of compute nodes and CRAC units) and thermal constraints. The second problem that we study is how to minimize the power consumption in a data center while guaranteeing that the overall performance does not drop below a specified threshold. For both problems, we develop novel optimization techniques for assigning the performance states of cores at the data center level to optimize the operation of the data center. The resource allocation (assignment) techniques in this paper are thermal aware as they consider effects of performance state assignments on temperature and power consumption by the CRAC units. Our simulation studies show that in some cases our assignment technique achieves about 17% average improvement in the reward collected, and about 9% reduction in power consumption compared to an assignment technique that only considers putting a core in the performance state with the highest performance or turning the core off.
INTRODUCTION
O VER the last decade, the power consumption of data centers has been increasing at a rapid rate. In a report by the EPA [18] , it is estimated that the power consumed by servers and data centers has more than doubled between the years 2000 and 2006. In 2006, it is estimated that the power consumed by servers and data centers was 61 billion kWh, which is equal to 1.5% of the total U.S. electricity consumption that year. This amounts to billion in annual electricity costs, equivalent to the power consumption costs of 5.8 million average U.S. households. Motivated by the need to reduce the power consumption of data centers, many researchers have been investigating methods to increase the energy efficiency in computing at different levels: chip, server, rack, and data center (e.g., [2] , [7] , [8] , [10] , [14] , [21] , [24] , [28] , [29] , [32] , [36] , [40] , [45] ).
In some cases, there are physical limitations on the amount of power available for data centers. For example, Morgan Stanley is no longer able physically to get the power needed to run a new data center in Manhattan [11] . In a survey of data centers [19] , 31% identify power availability as a key factor limiting server deployment. The EPA report also indicates that about 50% of the power consumed in data centers is due to the infrastructure for power delivery and cooling.
Therefore, minimizing the power consumed by the cooling infrastructure, can lead to significant overall power savings. This paper studies two problems. In Problem 1, we maximize the performance of a data center that is subject to both a total power consumption constraint ( ) and thermal constraints. The power consumption of the data center is the sum of the power consumption of both Computer Room Air Conditioning (CRAC) units and compute nodes. We quantify the performance of the data center as the total reward collected from completing tasks in a workload by their individual deadlines. We consider a data center in the steady state where task flow rates, temperatures at compute nodes and CRAC units, and the power consumption of compute nodes become constant; we assume that the steady state may take on different values during subsequent time intervals. Therefore, the performance is equivalently quantified by the total rate at which reward is collected (the total reward rate). In Problem 2, we minimize the power consumption of a data center while guaranteeing that the total reward rate does not drop below a specified threshold ( 1 ). Performance states (P-states) of cores provide a trade-off between the power consumed by a core and its performance [23] . Lower P-states consume more power and provide better performance. The relationship between the performance and power consumption of the P-states is non-linear. In most cases, the lowest P-state (P0) is not the P-state with the best trade-off between performance and power consumption [30] , [41] .
P-state assignments in data centers are mainly done at the compute node level. In cases where the workload fluctuates, the P-state of one or more cores is increased when the node's utilization drops below a specified threshold (e.g., [17] , [35] , [40] . However, in a power or performance constrained data center where the workload assigned to a core is constant, the utilization of each core (that is not turned off) in a specific P-state will be close to 100% to avoid idle time. This is because we want to execute as many tasks as possible to obtain the maximum performance for a given power consumption. In this paper, we show that our technique of assigning the P-states when considering the whole data center increases the overall performance (in terms of increased reward or reduced power consumption) of the data center.
The power consumed by compute nodes in the data center is dissipated as heat that is removed by the CRAC units. Our approach of assigning tasks and P-states to cores is thermal aware as it considers the temperature evolution effects of P-state assignments, which in turn affects the power consumed by the CRAC units. For both problems studied in this paper, we show how each assignment can be expressed as an exact optimization problem. The P-state assignment part of the problem introduces integer constraints. The integer constraints make each assignment problem not scalable with respect to the number of cores in the data center. A simple relaxation of the integer constraints may introduce additional binary constraints that make each assignment problem not scalable. To address this, we propose novel and scalable assignment techniques for both problems. Each technique involves solving a set of scalable optimization problems. Our techniques are compared against a technique that only considers putting a core in the lowest P-state or turning off the core. We show that using our techniques results in notable performance improvements.
In summary, we make the following novel contributions. Our first contribution is that we model data centers that are power or reward constrained. The second contribution is that we express each assignment problem at the data center level as an optimization problem that includes P-state assignment. The decisions of this optimization problem are: the P-states of cores, the desired number of tasks per unit time allocated to a core, and the outlet CRAC temperatures. The known solution techniques to both optimization problems are not scalable due to integer constraints imposed by the P-states. The third contribution is a scalable assignment technique to find near-optimal solutions for each problem. The fourth contribution is a dynamic scheduler that assigns tasks to cores such that the actual rate of task execution is as close as possible to the desired rate. Finally, the fifth contribution of this research is showing, through simulations, the performance gains of applying our techniques to solve Problems 1 and 2 as opposed to current techniques.
The rest of this paper is organized as follows. Section 2 discusses related work. The data center model is described in Section 3. In Section 4, the thermal constraints in the data center are described. The assignment problems and our solution to the problems are given in Section 5. Section 6 describes the simulation set up. Simulation results are shown in Section 7. Conclusions are given in Section 8.
RELATED WORK
In [40] , a control system for minimizing the power consumption in blade server enclosures is proposed. The power consumption of the blade server is minimized using three techniques: blade server consolidation, adjusting the speeds of the fans, and assigning P-states to processors. The P-state assignment is based on a simple utilization-based technique. A processor is assigned a P-state so that the utilization is never higher than 80%. However, as discussed in the introduction, this technique is not effective in a power or performance constrained data center because the utilization of each core should be close to 100%. The other two techniques (blade server consolidation and adjusting the speeds of the fans) can be used in future work in combination with our assignment technique to reduce the power consumption.
In [36] , it is shown that using an integrated approach to managing the cooling and computational resources in a data center is more efficient than if the two resources were managed independently. Their technique is similar to ours in that it trades-off power consumption with QoS (reward). They trade-off power by deciding the amount of compute resources will be turned on at a compute node. In this paper, we extend that work in two directions. First, we consider a power constrained data center and a reward constrained data center. Second, we show how assigning P-states at the data center level results in improved performance.
The P-state assignment problem for optimizing some objective in a computer system has been studied widely (e.g., [7] , [8] , [13] , [41] , [45] , [46] ). The primary difference between our work and these studies is that our work considers the power consumed by the CRAC units in addition to the power consumed by compute nodes.
The thermal-aware scheduling problem has been previously researched (e.g., [2] , [14] , [32] , [34] ). However, unlike our study, none of these papers consider P-state assignment.
Many other techniques to increase the energy efficiency of data centers exist. For example, the Open Compute Project started by Facebook proposes the following two techniques: 1) using a 480 V electrical distribution system to reduce energy loss and 2) reusing hot aisle air in the winter to heat offices. Another example proposed by the Sustainable Ecosystems Research Group at HP is to use water evaporation for cooling instead of using compressors. Many of these techniques can be used in conjunction with our technique to obtain further performance gains.
DATA CENTER MODEL

Overview
In this section, we give a detailed description of the workload and the different components of the data center. Data centers are typically arranged in a hot-aisle/cold-aisle configuration, as depicted in Fig. 1 . CRAC units draw hot air from the top and deliver cold air through the perforated floor tiles in the cold aisles. Compute nodes draw air from the cold aisles. The power consumption of compute nodes causes the temperature inside of the compute nodes to rise. The hot air inside a compute node is expelled into the hot aisle. Due to complex air flow patterns in a data center, some of the hot air exiting a compute node re-circulates into another compute node.
Workload
We assume that we have a set of known task types. The arrival rate of tasks of type is given by . The types of tasks and their arrival rates in real-world data centers may change over time (e.g., depending on the time of day). This may cause the data center to operate at less than capacity at times and be overloaded at other times. In this paper, we assume that historic data can be used to identify the types of tasks that the data center will be executing and estimate the arrival rates of each of the task types in different time intervals in the future (e.g., [26] ). In each of these time intervals, the arrival rate of tasks of each type remains constant. When the arrival rates of tasks change (i.e., we enter a new time interval), the assignment problems in this paper will be solved again for the new arrival rates.
A reward is collected for completing a task of type by the task's individual deadline. The deadline of a task of type is given by:
. The value of would be specified by the user. In addition, we assume tasks can be dropped if their deadlines cannot be satisfied. The goal of Problem 1 in this paper is to maximize the total reward that is collected given a constraint on the total power consumption of the data center (the power consumption of compute nodes and CRAC units). The goal of Problem 2 in this paper is to minimize the total power consumption given a constraint on the total reward collected.
Compute Nodes
Let the number of compute nodes in the data center be . Each compute node has a number of identical cores. Each compute node belongs to a specific compute node type . Compute nodes with the same type are identical (i.e., they have the same number and type of cores, and the same power consumption characteristics). The characteristic of compute nodes (e.g., number of cores, the power consumption properties, and/or the computational performance of cores) differs across compute node types. The total number of cores in the data center is . We use a global index for cores. Let be the type of the compute node to which core belongs. Because all cores within a compute node are identical, we also refer to as being the type of core . The power consumption of a compute node is the sum of its base power consumption and the power consumption of its cores. The base power consumption is used to model noncompute devices (e.g., disks, fans). The power consumed by the non-compute devices is not affected by the utilization of the cores [33] . Let be the base power consumption of a compute node of type . We assume that compute nodes are not turned off during the execution of a workload. Therefore, the base power consumption will always be incurred even if the compute node is not executing any tasks.
Each core of type in the data center can be put in one of P-states. P-state 0 is the P-state with the highest clock frequency and highest power consumption. Each consecutive P-state has a lower clock frequency and lower power consumption. We also consider the case where we can turn off the core.
We model the case where the core is turned off by adding one additional P-state to the available P-states of a core. The turnedoff P-state will be the highest P-state (e.g., for cores with P-states from P0 to P5, the turned-off state will be P6). The power consumption of a core of type running in P-state is . In some cases, the power consumption of a core is also a function of the task type that it executes. For example, I/O intensive tasks usually consume less power than other tasks [33] . In this work, we assume that the power consumption of a core is dependent on its type and P-state alone. However, it is possible to extend our model to capture the effect of a task type (e.g., I/O or compute intensive task types) on core power consumption. A third index would have to be added to to represent the effect of a task type on the power consumption of a core. For example, for an I/O bound task type 1 the power consumption of a core of type running in P-state is which will be less than the power consumption of the same core when it runs a CPU bound task type 2 (i.e., ). Introducing this third index will increase the size of our assignment problems. However, the same assignment techniques will still be applicable.
Let be the assigned P-state of core . Let be the set of indices of cores that belong to compute node . The power consumption of compute node , , is given by:
The first term refers to the baseline power for a compute node j of type and the second term refers to the active operational power that depends on the P-state.
Estimated Computational Speed
We assume that the estimated computational speed ( ) of a task of type on a core of type running in P-state , ECS( , , ), is known. ECS( , , ) represents the number of tasks of type that can be completed per time unit on a core of type when running in P-state . The estimated computational speed is equal to the reciprocal of the estimated time to compute (ETC) [4] , [5] . The assumption of ETC information is a common practice in resource allocation research (e.g., [9] , [15] , [22] , [25] , [27] , [37] , [42] ). The ETC values for a given system can be obtained from user supplied information, experimental data, or task profiling and analytical benchmarking [3] , [22] , [27] , [42] . Obviously, when the core is turned-off, the ECS of a task of any type is 0, i.e., ECS for all and .
Computer Room AC Units
We assume that the number of CRAC units in a data center is NCRAC. CRAC units are used to remove the heat generated by the compute nodes. The power consumed by a CRAC unit is equal to the ratio of the amount of heat removed at that CRAC unit to the Coefficient of Performance (CoP) of that CRAC unit [32] . The amount of heat removed by a CRAC unit depends on the inlet air temperature, (which is directly affected by the heat generated by compute nodes), and the assigned outlet air temperature, (which is the temperature of the cool air to be generated by the CRAC). Let be the density of air, be the specific heat capacity of air, and be the air flow rate at CRAC unit . The amount of heat removed per unit time at CRAC unit is equal to [39] :
The CoP of a CRAC unit is a function of its outlet temperature [32] . The power consumed by CRAC unit , , is given by [32] When the inlet air temperature of a CRAC unit is less than or equal to the assigned outlet temperature (there is no heat to be removed) the power consumption is 0.
THERMAL CONSTRAINTS
Due to the law of energy conservation, the power consumed at a compute node will be dissipated as heat causing an increase in the temperature of the air going through the compute node. To maintain the reliability of the CRACs and compute nodes, CRAC units must remove the heat generated by the compute nodes so that the inlet air temperature of the CRACs and compute nodes are kept at or below a redline temperature. Let and be the inlet and outlet air temperatures at compute node , respectively. Let be the air flow rate at compute node . The outlet air temperature of compute node is given by [39] Air flow patterns in data centers are complex. The inlet temperatures of CRAC units and compute nodes are affected by the outlet temperatures of other CRAC units and compute nodes [39] . Let and Using the "Abstract Heat Flow Model" proposed in [39] , we can compute each element of as a linear combination of the elements of , i.e.,
The values in matrix A can be estimated using sensor measurements [39] . Let be the vector of redline temperature constraints on inlet air temperatures, which gives the constraint
The inequality is element-wise (i.e., element in vector must be less than or equal to element in vector )
5 ASSIGNMENT PROBLEMS
Overview
Given a workload composed of a set of tasks arriving at different times, the goal of assignment Problem 1 is to maximize the total reward rate subject to a constraint on the maximum total power consumption. The goal of assignment Problem 2 is to minimize the power consumption of the data center subject to a constraint on the minimum reward rate. Both problems are subject to thermal constraints (i.e., the redline temperatures at the inlets must not be exceeded). The decisions that both assignment problems must make are: 1) the P-states of cores, 2) the task to core assignments, and 3) the outlet temperatures of the CRAC units. Because we assume the arrival rates of task types remain relatively constant during the steady state, the decision variables will remain constant. When the arrival rates change, then we will have a new time interval and another optimization problem that we will have to solve to obtain the new values of the decision variables.
Temperature evolution in the data center is in orders of minutes, while the execution of a task is in orders of seconds or milliseconds. To make workload assignments tractable, previous research (e.g., [2] , [36] ) has used a two-stage assignment approach. The first stage manages the power and the thermal evolution in the data center, while the second stage performs workload balancing. In this paper, we apply the two-stage assignment approach for both of our assignment problems. In the first stage, our approach assigns the P-states of cores, the desired execution rate of task types on cores, and the outlet temperatures of CRAC units. The first stage guarantees that the thermal constraints and the power constraint for Problem 1 or the reward constraint for Problem 2 are not violated. In the second stage, our approach implements a dynamic scheduler that assigns tasks to cores so that the actual execution rate of each task type on each core approaches the desired execution rate set by the first step. The dynamic scheduler can also make the decision to drop a task. The two-stage assignment is depicted in Fig. 2 .
In Section 5.2, we focus on the first-stage assignment problem for solving Problem 1. The difference between the first-stage assignment for Problem 1 and Problem 2 is shown in Section 5.3. In Section 5.4, we propose a dynamic scheduler to assign incoming tasks to cores.
First-Stage Assignment: Problem 1 5.2.1 Overview
In Section 5.2.2, we formulate the assignment problem as an exact mixed integer nonlinear program (MINLP). Because the solution techniques for solving the exact MINLP are not scalable, we propose a scalable technique to find near-optimal solutions. The technique divides Stage 1 into three steps. The first step assigns power budgets to compute nodes, CRAC outlet temperatures, and the fraction of time each core spends running tasks of each type. The second step converts the power budget assignment into a P-state assignment for each core. Finally, Step 3 uses the exact P-state assignment in Step 2 to assigns the desired execution rate of each task type on each compute node.
Problem Formulation
The decisions made at the first stage are: the outlet temperature of each CRAC unit ( ), the P-state of each core ( ), and the desired rate of executing tasks of each type on each core. The desired rates are organized in a matrix . Entry ER( , ) represents the desired execution rate of tasks of type on core . Once a P-state of a core is assigned, we assume that it is not changed. Therefore, the first stage assignment is considered as static assignment.
The following equation shows the assignment problem for Problem 1: subject to:
, 
.
The objective function is the total reward rate. The first constraint guarantees that the desired execution rate of task types on a core will not exceed the core's ability to complete the tasks. When the estimated execution time of a task of type on a core of type running in P-state (i.e., 1/ECS( , , )) is greater than , no task of type can make its deadline on core even if its execution starts immediately after its arrival. Therefore, if , then Constraint 2 guarantees that to avoid executing tasks of type on core . Constraint 3 guarantees that the sum of the desired execution rate of a task type on all cores does not exceed its arrival rate. The power constraint is guaranteed by Constraint 4. Finally, Constraint 5 guarantees the thermal constraints.
Note that there are two cases where ECS values can be 0. First, when is the turned-off P-state, the ECS of any task type on core is 0. Second, a core type may not be able to execute certain task types (for example, due to certain required software not being installed on the corresponding node type). When an ECS value is 0, 1/ECS will not be defined. However, we can solve this issue by assuming that the ECS value is a "small enough" positive number.
The problem in Equation 7 is a MINLP for the following two reasons. First, the above problem contains integer constraints due to the requirement that the P-states be integers. Second, the measured CoP of the CRAC units at the HP Labs Utility Data Center as a function of CRAC output temperature, , is given by [32] For this CoP, the power consumption of the CRAC units (Equation 3) is nonlinear (and non-convex), which makes constraint 4 a nonlinear (and non-convex) constraint.
MINLPs belong to the class of NP-hard problems. Finding the optimal solution of such problems is computationally infeasible for large problem sizes. For example, consider a compute node that has 32 cores and that each core can be put in one of 5 P-states. This gives us P-state assignment combinations.
In the following subsections, we show how the Stage 1 assignment is divided into three steps to relax the integer P-state constraints. In the first step, instead of assigning P-states to cores, we assign power consumption to cores. This makes the assignment problem simpler. The decision variables in the first step are the power consumption of each compute node, the outlet temperature of each CRAC unit, and the fraction of time each compute node spends on tasks of each type. The second step converts the compute node power assignment into a P-state assignment. The third step assigns the desired execution rate of each task type on each core for the P-state assignment obtained from the second step.
Step 1 Assignment
Relaxing the integer P-state constraint means that we allow a core to be assigned a continuous P-state value rather than a discrete one. Therefore, we have to define core power consumption and ECS functions for continuous P-states. Another equivalent assignment problem is to assume that cores can be assigned a continuous power value between zero and the power consumption in P-state 0. We use this equivalent The assignment problem in the data center. The first stage assigns the outlet temperatures of CRAC units, the P-states of cores, and the desired execution rate of task types on cores. The second stage assigns the incoming tasks to cores based on the desired execution rate set by the first step or drops tasks that cannot make their deadline. assignment problem because it makes the representation of the assignment problem easier (we relate power directly with performance), and it eliminates the need to define power consumption functions for continuous P-states.
For the relaxed problem, the ECS of a task of type on core is a continuous function of the power consumption of the core. Let be the power assigned to core . Let be the ECS for a task of type running on a core of type as a continuous function of . To minimize the difference between the integer solution and the relaxed solution of the Step 1 assignment, we select so that it goes through the points Each of these points is the power consumption of a P-state and the ECS at that P-state. Intuitively, one can view the value of when is not equal to the power consumption of any P-state, is to assume that the core can switch between a P-state with power consumption lower than and a P-state with a power consumption higher than such that the average power consumption is equal to. Therefore, we chose to represent using a piecewise linear function. For example, assume a core of type with four P-states. The power consumption of P-states 0, 1, 2, and 3 is 0.15, 0.1, 0.05, and 0 Watts (W), respectively. The ECS values for task type for each of the four P-states are 1.2, 0.9, 0.5, and 0, respectively. The function is a linear piecewise function that goes through the points (0, 0), (0.05, 0.5), (0.1, 0.9), and (0.15, 1.2). This function is shown in Fig. 3 .
Because for both Problems 1 and 2 a higher ECS value will result in a better solution, if the function is concave, then the computational expense of the optimization can be greatly reduced by representing the function with linear constraints. The function, however, is not guaranteed to be concave. In that case, an equivalent representation is only achieved by introducing additional binary constraints. The introduction of the binary constraints would make the Stage 1 optimization problem computationally infeasible for a large number of cores. For instance, consider the example shown in Fig. 4 where the number of P-states is four (i.e., ). The ECS values for the P-states 0, 1, 2, and 3 are 1.2, 0.9, 0.2, and 0, respectively. This function is not a concave function.
The non-concavity of an function is caused by a P-state that has an ECS to power consumption ratio that is less than its next lower P-state. We call this P-state a "bad" P-state.For the function in Fig. 4 , P-state 2 is a "bad" P-state because the ratio of its ECS to its power consumption is 4, where the ratio of P-state 1's ECS to its power consumption is 9. If we ignore P-state 2 (the "bad" P-state), then the function will be concave. This case is shown in Fig. 5 . We ignore "bad" P-states (i.e., do not assign a core a "bad" P-state) so that we can reduce the computational complexity of the Step 1 assignment.
In general, when the "bad" P-states are not ignored, the Step 1 assignment will still avoid "bad" P-states. For example, consider the case where a compute node of type has two cores. Assume that the compute node can assign a maximum of 0.1 W total power to its cores. Assume that there is only one task type and it has a reward of 1, i.e.,
. If the function in Fig. 4 is the ECS of that compute node, then the optimal solution in this case would be to put one of the cores in P-state 1 (i.e., assign 0.1 W power to it) and the other in P-state 3 (i.e., assign 0 W power to it). This will result in a total reward rate of 0.45, which is the same as when "bad" P-states are ignored. It should be noted that the optimal value when the "bad" P-states are ignored is never better than the optimal value when the "bad" P-states are not ignored.
Let be the desired fraction of time that core spends executing tasks of type . The desired execution rate of task type on core ,
, is equal to
The
Step 1 (relaxed) optimization problem is obtained from Equation 7 by replacing with and with . The effect of Constraint 2 is captured by considering a P-state of core type a "bad" P-state for task type if . 
, .
2. .
3. .
.
Because all the cores within a compute node are homogenous, we can reduce the time to find a solution for Equation 9 by assuming that all cores within a compute node will be assigned the same value of DF for each task type and the same power consumption (
. This reduces the size of matrix DF and the number of ECS functions to be equal to . The problem in Equation 9 is an NLP. To avoid locally optimal solutions that have (i.e., core is not fully utilized), we substitute the inequality in Constraint 1 with an equality. Even with this change, a solution to Equation 9 may be locally (and not globally) optimal. Different locally optimal solutions may be obtained from different initial starting points. Therefore, we try multiple random starting points. Details on how we decided on the number of random start points are in Section 7 (simulation results).
Step 2 Assignment
The purpose of the Step 2 assignment is to convert the power assigned to a core into a P-state. The solution to Step 1 guarantees that the power and thermal constraints are satisfied. Therefore, the power consumption at any compute node should be kept at or below the power consumption that resulted from the Step 1 assignment. We design the following heuristic to convert the values into a P-state assignment: 1. For each core , assign it the highest possible P-state that results in a power consumption greater than or equal to .
For each compute node
While the power consumption calculated by Equation 1 is greater than the power consumption that resulted from
Step 1 Increase the P-state of the core with the smallest P-state the next non-bad P-states. Because the functions are concave, the ECS to power consumption ratio of a P-state will always be lower than or equal to that of a higher P-state. Therefore, in Step 2 of the procedure above we increase the P-state of the core with the lowest P-state. In cases where there are multiple task types assigned to a core, we only ignore the bad P-states of the task type that gives the most reward rate on that core.
Step 3 Assignment
In Step 3, we solve Equation 7 to determine the optimal desired execution rate of task types on cores (i.e., the optimal ER matrix) using the outlet temperature of CRACs that is determined in Step 1 and the discrete P-state assignment determined in Step 2, which make the solution to Equation 7 a simple linear program (LP).
First-Stage Assignment: Problem 2
The exact formulation of the first-stage assignment for Problem 2 is similar to the formulation of Problem 1 (given in Equation 7 ) except that the objective function for Problem 2 is to minimize power consumption subject to a constraint on the minimum total reward rate. The exact formulation of Problem 2 is also a MINLP. Therefore, we propose a three-step approach for solving Problem 2. Similar to the first step of Problem 1, the first step of Problem 2 uses the functions to relax the integer P-state assignment constraints.
Step 2 of the first-stage assignment for Problem 2 converts the power consumption assignment of cores into a discrete P-state assignment. To guarantee that the total reward rate constraint is not violated, the conversion at a specific compute node must guarantee that the cores in their assigned P-states will collectively be capable of executing task types at a rate that is greater than or equal to the total desired execution rate that is set by Step 1 for compute node .
A simple way to guarantee that the total reward rate constraint is not violated at a compute node is to assign each core in compute node to the highest possible P-state that results in a power consumption greater than or equal to . This guarantees the total reward rate constraint because we assume that . One may be able to improve this simple P-state assignment (i.e., reduce the power consumption) by incrementing the P-state of some cores. However, incrementing the P-state of any core will require reassigning the desired execution rate of task types among the compute node cores so that the total reward rate constraint is satisfied. We show how a mixed integer program can be used to find the optimal P-state assignment that satisfies the total reward rate constraints. Because finding the optimal solution of a mixed integer program is an NP-hard problem, we design a heuristic procedure that can be used to find a near-optimal solution.
Let the reassigned desired execution rates of task types on cores be arranged in matrix . Entry represents the reassigned desired execution rate of task type on core . For cores in compute node , the following mixed integer program finds the optimal P-state assignment and reassigned desired execution rates for cores that belong to compute node : subject to: 1.
2.
and .
3.
Constraints 1 and 2 are similar to Constraints 1 and 2 in Equation 7
. Constraint 3 guarantees that the total available execution rate for each task type at compute node is greater than or equal to the total desired execution rate set by Step 1. The problem in Equation 10 contains integer constraints due to the P-state assignment that makes it computationally intractable for many of today's compute nodes that contain a large number of cores. However, for a fixed P-state assignment, the problem in Equation 10 is a LP feasibility problem. We use the LP feasibility problem to test whether a specific P-state assignment satisfies the total reward rate constraints.
We designed the following procedure to convert the power consumption of cores into a P-state assignment:
1. For each core , assign it the highest possible P-state that results in a power consumption greater than or equal to . 2. For each compute node a. Until a feasible solution exists for Problem 10 Increase the P-state of the core with the smallest P-state to the next non-bad P-state. The output of Step 2 is a P-state assignment and the matrix RER (which now becomes the new ER). Similar to Step 2 of Problem 1, Step 2 of Problem 2 avoids "bad" P-states.
The P-state assignment of Step 2 may violate the thermal constraints. Therefore, Step 3 solves the exact optimization problem for Problem 2. Because the P-state and desired execution rates are determined, the exact optimization problem becomes an NLP (due to the power consumption of CRAC units).
Second Stage Assignment
The second stage assignment for both Problems 1 and 2 is the same. The dynamic scheduler at the second step keeps track of the actual execution rate of each task type on each core in matrix . The goal of the dynamic scheduler is to make the ratio of as close as possible to 1 for each task type and core .
For each incoming task , the dynamic scheduler maps to a core that can complete it before its deadline and has the minimum AER( value that is less than or equal to 1. If no such core exists, then the dynamic scheduler drops .
SIMULATION SETUP
Overview
We conducted simulation studies to evaluate the effectiveness of our assignment technique. In this section, we show how the parameters of the simulations were generated.
Real-world data centers can vary widely in the number and type of compute nodes, the number and type of CRAC units, and the arrival rate and type of task types. For illustration purposes, we set up our simulations with eight task types, two compute node types, and three CRAC units.
Compute Nodes
In our simulations, we used a varying number of compute nodes. Each compute node belongs to one of two compute node types based on two 7U servers listed in the SPECpower_ssj2008 results [38] . The first compute node type is based on the HP ProLiant DL785 G5 server. This server has eight AMD Opteron 8381 HE processors with four cores in each processor. The second compute node type is based on the NEC Express5800/A1080a-S server. This server has four Intel Xeon X7560 processors. Each processor has eight cores. Table 1 lists the parameters of both node types. Details on how the values of the parameters were obtained are in Appendix A.
We used a uniform random variable to assign a node type to compute nodes. Each compute node type has an equal probability of being assigned to a compute node.
ECS Matrices
The estimated computation speed values are arranged in a three-dimensional ECS matrix. These dimensions represent task types, node types, and P-states. In a real world environment, the ECS values can be based on user supplied information, experimental data, or task profiling and analytical benchmarking (e.g., [3] , [20] , [22] , [27] , [31] , [43] , [44] ). The following paragraphs discuss how we generated synthetic ECS data for the purposes of our simulations.
In our simulations, we have eight task types, two compute node types, and four P-states (not including the turned-off P-state). First, we generate a two dimensional ECS matrix for P-state 0. The columns represent the node types and the rows represent the task types. The ratio of the performance of node type 1 to node type 2 is 0.6 (this is based on the number of server side Java operations per second each node type can perform [38] ). Therefore, we assumed that the average ECS over all task types for node types 1 and 2 is 0.6 and 1, respectively. Let be the number of compute node types in the data center. The easiness of a task type , , is assumed to be equal to the sum of the ECS values over all node types for P-state 0, i.e.,
. Without loss of generality, we assume that the easiness for task type is half that of task type . Let be a uniform random variable in the interval . Entry ( , ) in the two-dimensional ECS for P-state 0 is the product of the average ECS for task type , the average ECS for node type , and a variation factor . The variation factor is used so that the affinity between task types and node types differs across the types. The value of that we used is 0.1. Let be the clock frequency of a core of type running in P-state . In many cases, the ECS of task types on cores is not exactly proportional to clock frequency. For example, reducing the clock frequency will have less impact on the ECS of a task that is I/O bound versus a task that is CPU bound. Therefore, we use a parameter so that the ECS of a task type on a core type is not exactly proportional to the clock frequency of the P-states. The ECS is extended in the third dimension by using We used two different values for in different sets of simulations, i.e., 0.1 and 0.3.
TABLE 1 Parameters of the Two Node Types Used in Simulations
Using Equation 11 may result in a P-state that has a higher ECS value for a specific task type and a specific core type than a lower P-state. To prevent this case, if an entry ( , , ) is higher than entry ( , , ), then we generate a random number for until it is less than . We start by generating the ECS for P-state 1 then P-state 2 and so on.
Task Types
The number of task types in all of our simulations is assumed to be eight. The reward for completing a task of type by its deadline is assumed to be equal to the reciprocal of its easiness, i.e.,
We also have conducted simulations to show how different reward values will affect the performance of our assignment techniques (see Section 7.2.5).
Now we show how the values that are used to calculate the deadline of individual tasks are generated. Let and be the minimum and maximum ECS values for task type over all core types and all P-states except the turned-off P-state.
is given by is given by
The value of is given by
We used Equation 15 to compute because it guarantees that there is at least one core type that can make the deadline of a task of type . There is also a chance of generating a task type such that some of its tasks' deadlines can be met by all core types running at their lowest frequency.
The last parameter that needs to be generated for a task type is its arrival rate, . Let be the ECS obtained for a task type if all cores in the data center are used equally by every task type and all cores are running in P-state 0. The value of is given by
Our goal is to assign arrival rates for task types such that the data center can complete all the arriving tasks when running at full capacity (i.e., all cores in P-state 0) but would be oversubscribed if there is a power constraint (i.e., there is not enough power to run all cores in P-state 0). This is not simple to achieve. Therefore, we use to approximate the arrival rates. In addition, to introduce some randomness in the assigned arrival rate of task type , we use a parameter, . Once the arrival rate for a task type is assigned, it remains constant. The arrival rate of task type is given by
The value of that we used is 0.3.
Cross Interference Coefficients
In [39] , for two compute nodes and , the cross interference coefficient, , is the percentage of air recirculated from compute node to compute node . Computational Fluid Dynamics (CFD) simulations were used in [39] to obtain cross interference coefficients for a small data center (ten racks with five compute nodes in each rack, and one CRAC unit). The time consumed for a single run of a CFD simulation was about an hour with a CFD simulation required for each of the 50 compute nodes [39] . In our simulations, we use 150 compute nodes and three CRAC units. The amount of time to run the CFD simulations for each data center in our simulations is prohibitive. In Appendix B, we show how an LP feasibility problem can be used to generate the cross interference coefficients. Our goal is not to propose a method of calculating the cross interference coefficients for a real data center. Rather, our goal is to generate cross interference coefficients for simulation studies that are based on realistic information about the air flows in data centers.
Power and Thermal Constraints
To set a reasonable power constraint in our simulations for Problem 1, we need to find the minimum and maximum power consumption of the data center. The minimum power consumption occurs when all cores in the data center are turned off. The maximum power consumption occurs when all cores are running in P-state 0. The minimum and maximum power consumption of the data center can be found using the NLP problem below solved for the two extreme values of . The solution for this problem will provide the power consumption bounds of the data center. The decision variables are the outlet temperatures of CRAC units. Because it is an NLP problem, our solution to the problem will not necessarily provide the global minimum. Therefore, the solutions are considered an upper bound of the minimum and maximum power consumption of the data center. subject to Let and be the upper bounds on the minimum and maximum power consumption of the data center, respectively. Let be a "power multiplier" that takes values in the interval [0,1]. The power multiplier allows us to select a power constraint that is between the minimum and the maximum power consumption bounds. The power constraint, , is given by
The redline inlet air temperature was set at 25 Celsius for compute nodes and 40 Celsius for CRAC units.
Total Reward Constraint
To set a reasonable total reward rate constraint for Problem 2, we need to find the maximum possible total reward rate that occurs when all cores are running in P-state 0. Let be the average fraction of a core in compute node that is used to execute task of type . The effective number of cores at compute node that are used to execute tasks of type , , is equal . The maximum reward rate can be found using the following LP: Subject to 1. , 2. , , 3. .
CRAC units
In our simulations, we assumed that there are 3 homogeneous CRAC units. The CoP for each CRAC unit is given by Equation 8. The air flow rate of each CRAC unit is set so that the sum of the air flow rates of the compute nodes is equal to the sum of the flow rates of the CRAC units. The layout of the data center is given in Fig. 1 .
SIMULATION RESULTS
Comparison Overview
One may choose to run all cores in the data center in P-state 0 without considering the power consumption implications. Although this approach is simple and will result in the highest reward rate, it may violate the power constraint and result in a lower reward rate per power consumption. We show this in the next subsection. We performed simulations for the first-stage assignment problem and compared our technique with a technique that only considers putting a core in P-state 0 or turning off the core. The authors in [36] show how the fraction of the "computational resources" at a compute node can be used to compute the power consumption of a compute node and the QoS obtained from that compute node. Our techniques solve different assignment problems than the technique in [36] and our techniques consider P-state assignments. We adapt the technique in [36] by relating the effective number of cores used at a compute node to the reward rate obtained from that compute node and the total power consumed at that node as described by Equations 21 and 22. We compare our techniques with the one adapted from [36] .
The power consumption of compute node is given by
The reward rate for a task of type at compute node is equal to
The comparison technique for solving Problem 1 is given by Subject to 1. , 2. , ,
. Constraint 1 guarantees that the execution rate for a task type is not higher than its arrival rate. The effective number of cores used at a compute node must not exceed the total number of cores at that compute node. This is guaranteed by Constraint 2. Constraints 3 and 4 are the power and thermal constraints, respectively. The deadline constraints can be dealt with by setting whenever Equation 22 is an NLP problem due to the power consumption of CRAC units. The comparison technique for solving Problem 2 is similar to the comparison technique for solving Problem 1 except that the objective is to minimize power consumption while guaranteeing that the total reward rate does not drop below .
Results
Overview
We have conducted simulations to compare our technique against the one described in Equation 22 . We illustrate the effect of the following three parameters on the performance: 1) static power consumption of cores, 2) the variation of the ECS values from being proportional to the clock frequency of cores, and 3) the reward and power constraints. Note that the static power consumption is part of the total power consumption of a core and is different than the base power consumption of a compute node. The static power consumption is part of the second term in Equation 1. The total power consumption of a compute node is equal to the sum of its base power consumption and the sum of the static and dynamic power consumption of its cores. The results in this section show the percentage increase in the reward rate or the percentage decrease in the power consumption that our technique achieves in comparison to the one described in Equation 22.
Random Starting Points
Because the Step 1 assignments of both Problems 1 and 2 are NLPs, their solutions may be locally optimal. The quality of the locally optimal solution is affected by the starting point of the NLP optimization. To determine an appropriate number of starting points to use, we have conducted 20 simulations, each using 100 randomly generated starting points. For each simulation, we determined the number of random starting points needed to obtain a solution that is within 1% of the best solution. The upper limit of a 95% confidence interval of the number of solutions was 11.45, so we used 11 random starting points for our simulations and one starting point that is the solution of Equation 22 . The Problem in Equation 22 is a NLP due to the power consumption of the CRAC units. Therefore, the solutions to the problems may be locally optimal. A brute force discretized optimization of a problem that has three CRAC units, 150 compute nodes, and eight task types, is computationally intractable. However, tests on smaller problems, i.e., two CRAC units, 40 compute nodes, and eight task types, have shown no improvement. Therefore, we only use a single starting point to find the solution to Equation 22.
Main Results for Problems 1 and 2
Figs. 6 and 7 show the percentage increase in the reward rate for Problem 1 and the percentage reduction in power consumption for Problem 2 that our technique achieves. Each bar in Figs. 6 and 7 represents the average of 20 simulations. Error bars are added to show a 95% confidence interval around the average.
Both figures show that as the static power consumption of P-state 0 increases, the relative performance of our technique decreases. Because P-state 0 runs at a higher voltage and frequency, the percentage of dynamic power consumption is usually higher than that of the other P-states. Therefore, the static power as a percentage of the overall power consumption for the other P-states will be higher compared to that of P-state 0. The static power consumption is not related to the frequency, so the higher P-states will have a lower performance (in terms of clock frequency) to power consumption ratio compared to P-state 0. When the performance to power consumption ratio of P-state 0 is the highest among all the P-states, the assignment technique of Equation 22 will perform as well as our technique. The static power percentages for all the P-states of each node type are shown in Table 2 . The static power consumption of the P-states in each node type is calculated using the static power of P-state 0. For our simulations, we assumed three different static power consumption percentages for P-state 0 (10, 20, and 30%). Refer to Appendix A for details about the calculation of the static power.
Figs. 6 and 7 also show that the relative performance of our technique increases as increases from 0 to 0.3. For a given core type, a higher value of gives a higher affinity of P-states to task types (i.e., some P-states will be better suited for specific task types than others). Therefore, more reward rate per power consumption can be obtained by matching task types with their better suited P-states.
The reason that our technique achieves higher increase in reward rate for Problem 1 compared to the decrease in power consumption for Problem 2 is that there is a lower bound on the minimum power.
The lower bound occurs when all cores are turned off and all compute nodes are only consuming the base power. However, the minimum reward rate of the data center is zero, which also happens when all cores are turned off. Because the minimum power is greater than zero, Problem 2 leaves less opportunity for improvement than Problem 1. If we do not consider the minimum power consumption of the data center for both our technique and the technique in Equation 22 , then percentage power reduction that our technique achieves over the technique in Equation 22 will be on average 1.58 times higher on average.
The simple approach of running all cores in the data center at P-state 0 will result in a violation of the power constraint for Problem 1 and higher power consumption for Problem 2. For example, when P-state 0 static power is 10% of its total power consumption and is 0.1, the simple approach resulted in a violation of the power constraint by 42% for Problem 1 and a power consumption of 75% higher than our approach for Problem 2. 6 . This figure shows the results for Problem 1 (maximizing reward rate). The average percentage improvement obtained by using the threestep assignment given in Section 5.2 versus the assignment that is based on [36] (given in Equation 22 ) is shown. A 95% confidence interval is shown for each average percentage improvement. The static power consumption of P-state 0 as a percentage of the total processing core power consumption is increased from 10% to 30%. Each group of columns compares the results when the value of is 0, 0.1, and 0.3. The number of compute nodes, task types, and CRAC units for each simulation is 150, eight, and three, respectively. Fig. 7 . This figure shows the results for Problem 2 (minimizing power consumption). The average percentage improvement obtained by using the three-step assignment given in Section 5.3 versus the assignment that is based on [36] (given in Equation 22 ) is shown. A 95% confidence interval is shown for each average percentage improvement. The static power consumption of P-state 0 as a percentage of the total processing power consumption is increased from 10% to 30%. Each group of columns compares the results when the value of is 0,0.1, and 0.3. The number of compute nodes, task types, and CRAC units for each simulation is 150, eight, and three, respectively.
TABLE 2 Static Power Consumption of P-States of Cores in Each Node
Type as a Percentage
Effect of Power and Reward Constraints
We also have conducted simulations to show the effect of increasing the power and reward constraints on the performance of our techniques. For these simulations, the static power consumption of P-state 0 was set to 10% of its total power consumption and was set to 0.3. These simulations are shown in Figs. 8 and 9 .
As the power constraint gets tighter (i.e., the power multiplier value gets lower) the relative performance of our technique improves. This is because when power is scarce, managing it intelligently can lead to substantial performance gains. As the power constraint gets looser, our technique will start assigning lower P-states to take advantage of the available power. Therefore, the performance of our technique will be closer to the performance of the technique in Equation 22 until they are both equal when the power multiplier is equal to 1.
As shown in Fig. 9 , when the reward constraint is low, the relative performance of our technique is low. This is because there is a lower bound on the minimum power consumption of the data center. However, as the reward constraint increases, the power needed to satisfy the reward rate constraint becomes higher and more power savings can be obtained using our technique. Even when the reward rate constraint is at 90% of the maximum possible, our technique achieves 8.6% improvement. When the reward rate constraint is 100% of the maximum possible, both our technique and the one in Equation 22 will run all cores in the data center at P-state 0 to satisfy the constraint. Therefore, our approach will have no reward rate improvements.
Figs. 8 and 9 also show the reward rate per power consumption ratio for different power and reward rate constraints. When the power multiplier is low (i.e., tighter power constraint) or the reward rate multiplier is low (i.e., looser reward rate constraint) solutions to Problem 1 and Problem 2 are both driven to consume less power and collect less reward. Because of the minimum power consumption of the data center is not zero, the ratio of the reward rate to power consumption decreases more with the reduction in reward rate than it does increase with the reduction in total power consumption. This explains the low reward rate to power consumption ratio when the power multiplier is low or the reward rate multiplier is low.
There are two reasons that cause the ratio of reward rate to power consumption to decline for a higher value of a power constraint for Problem 1 or a higher value of a reward rate constraint for Problem 2. The first reason is that our technique will run the cores at lower P-states that are not power efficient so that all the power that is available is used (in Problem 1) or the reward rate constraint is satisfied (in Problem 2). The second reason is that our technique will assign tasks of types that have low reward rates because all the higher reward rate tasks are fully assigned. The simple approach of running all cores in the data center at P-state 0 will be equivalent to the case where the reward rate constraint is 100% of the maximum and the case where the power multiplier is 1. The simple approach will result in a reward rate per power consumption ratio equal to 19.43 that is less than the highest ratio which is equal to 21.6 for Problem 1 (Fig. 8 ) and 21.4 for Problem 2 (Fig. 9 ).
Effect of Reward
In all the results discussed previously, the reward of a task type was assumed to be equal to the reciprocal of its easiness (see Equation 12 ). We have conducted two sets of simulations for Problem 1 to show the effect of different task type reward values on the performance results of our technique. The following are the common parameters between both sets of simulations (which are identical to those from Fig. 6 ):
1. The number of task types, CRAC units, and compute nodes is eight, three, and 150, respectively. 2. The static power percentage for P-state 0 is 10%. 3. The power multiplier is 0.5. 4. Each set of simulations has 20 cases. In the first set of simulations, we calculated eight reward values using Equation 12 . The reward value of a task type was assigned randomly with no replacement from the set of eight reward values. The average increase in reward rate that our technique achieved compared to the one in Equation 22 was Fig. 8 . This figure shows the percentage increase in reward rate that our approach achieves over the technique in Equation 22 and the reward rate per power consumption for our technique for Problem 1 (maximizing reward rate). The power multiplier is increased from 0.1 to 1 with a step of 0.1. The static power of P-state 0 is 10% and is 0.3. Each point in the figure represents a simulation case for one data center. The number of compute nodes, task types, and CRAC units for each simulation is 150, eight, and three, respectively. Fig. 9 . This figure shows the percentage reduction in power consumption that our approach achieves over the technique in Equation 22 and the reward rate per power consumption for our technique for Problem 2 (minimizing power). The reward rate as a percentage of the maximum possible reward rate is increases from 10% to 100%. The static power of Pstate 0 is 10% and is 0.3. Each point in the figure represents a simulation case for one data center. The number of compute nodes, task types, and CRAC units for each simulation is 150, eight, and three, respectively.
13%. This reward rate increase is less than the reward rate increase for the same static power (10%) and (0.3) in Fig. 6  (in that case it was 18 .5%). The reason for this lower reward rate increase is that when we assign reward values randomly, we will have some tasks that have faster average execution rates and have more reward. Both heuristics (ours and the one based on Equation 22 ) execute the easier tasks that have the most reward. Even though our heuristic executes more tasks than the one based on Equation 22 , the difference in total reward rate is not as large because the extra tasks are more difficult and have a smaller reward rate. This effect was even more pronounced in our second set of simulations were we assigned task types a reward value that was equal to its easiness (i.e., easier tasks will have more reward).
Scalability Analysis
In our approach, the step that consumes the most time is Step 1. We conducted a scalability analysis for the execution time of
Step 1 for Problem 1 (the execution time for Problem 2 was similar to Problem 1). Table 3 shows the execution times in seconds for different numbers of compute nodes. The number of task types remains fixed at eight task types. In Table 4 , we have increased the number of task types as the number of compute nodes was increased. The execution times for each case in both Tables 3 and 4 are averaged across five simulation runs. All the simulations were run on a laptop computer with a Core i7 processor running at a clock frequency of 2.8 GHz. The number of CRAC units was fixed at three CRAC units. Tables 3 and 4 show that the execution time is sensitive to both the number of task types and the number of compute nodes. Recall that the task type arrival rate is a function of the number and type of compute nodes (which determines the total number of cores) and the number of task types ( ), as shown in Equation 16. As increases, the arrival rate of each task type decreases (Equation 16). However, the total workload remains relatively constant.
Because the calculation of Step 1 is done offline (i.e., the assignment decisions are made before tasks arrive) based on estimated task arrival rates obtained from historical data for each task type, it is feasible to execute it for a longer time compared to online techniques. Furthermore, if Step 1 is parallelized (for example, by calculating the solutions to multiple starting points in parallel), then the time consumed by it can be significantly reduced.
Unexecuted Workload
Because of the power constraint in Problem 1 and the reduction of power consumption in Problem 2, a portion of the workload will not be executed. The task types that are not executed are the ones with low reward per power consumption ratio. In many cases, these task types were the same for our technique and the technique in Equation 22 . However, there are some cases were this was not the case. This is because our technique considers higher P-states that may have a better reward per power consumption for different task type than the technique in Equation 22 .
Both our technique and the technique in Equation 22 execute more tasks for Problem 1 compared to Problem 2. This is because in Problem 1 the goal is to execute as many tasks as possible to maximize the reward. However, in Problem 2 the goal is to minimize the power consumption which will result in less tasks being executed because we are not concerned with collecting reward at a rate higher than the reward rate constraint.
Summary
Our results show an average improvement over the comparison technique of up to 17% for Problem 1 (maximizing reward) and up to 9% for Problem 2 (minimizing power). Higher percentage increase in reward rate can be achieved for data centers with tighter power constraints. Because today's data centers are large, these improvements can mean hundreds of thousands of dollars in additional revenue or power savings. For example, the average cost of electricity in the U.S. for the industrial sector is
[16]. If we achieve 9% power savings in a data center that has an average power consumption of 5 MW, then that will result in about in annual savings.
CONCLUSION
In this paper, we study two assignment problems. The first problem maximizes the reward collected for completing tasks by their deadlines with a constraint on the maximum total power consumption. The second problem minimizes power consumption with a constraint on the minimum reward rate. We show how the P-states can be assigned at the data center level and divide each assignment problem into two stages. The first stage assigns the P-states of cores, the desired number of tasks per unit time allocated to a core, and the outlet CRAC temperatures. The second stage assigns individual tasks as they arrive at the data center to cores so that the actual number of tasks per unit time allocated to a core approaches the desired number set by the first stage.
We formulate the first-stage assignment as a MINLP. Because the MINLP is not scalable with respect to the number of cores, we propose a multi-step, scalable assignment technique. At the second stage, we propose a dynamic scheduler to assign tasks entering the data center to cores. In many data centers where static and dynamic core power consumptions are considered, P-state 0 is not the P-state with the highest performance to power consumption ratio. Therefore, using the assignment techniques in this paper will result in a better total reward over a technique that chooses between putting a core in P-state 0 or turning it off.
We conducted simulations to show the effectiveness of our technique over a technique based on [36] which did not consider multiple P-states. In some cases, our technique achieved 17% average improvement for the problem of maximizing reward and 9% average improvement for the problem of minimizing the power consumption. In a large data center, these improvements can mean hundreds of thousands of dollars in additional revenue from additional productivity (Problem 1) or power savings (Problem 2).
In our work, we assume that there is always enough memory to run all the tasks assigned to the cores in a specific compute node. One way this work can be extended is to take into account memory limitations.
