We review some modeling alternatives for handling risk in decision-making processes for unconstrained stochastic optimization problems. Solution strategies are discussed and compared.
Introduction
Finding the optimal decision x* when the objective function (cost function, performance criterion .... ) is available explicitly, say given by a function fix), boils down to minimizing (or maximizing) fon R n, i.e. x* must satisfy the relation x* r argminf = {xlf(x) <~ inff}.
(1.1)
There are no real conceptual difficulties here. The only question is to find a procedure that yields x*. In fact, there is a rich collection of methods available for doing exactly that, depending only on the possibility of calculating at small cost either the function values and/or its gradient, or still better second order type information. On the other hand, when optimal decisions must be reached in an environment beset with uncertainties, not only does the formulation of the decision model demands a deeper probing of the aspirations criteria in order to give to the optimization model its appropriate form, but usually significant computational obstacles must be overcome to calculate optimal decisions. Let us suppose we have a cost function given by
(x,~) ~ f(x,~):R n x x -~ R,
where ~ are some random parameters whose real values will only be revealed after a decision x has been selected. By -(usually a subset of a finite dimensional space RS), we denote the sample space of ~, by which is meant the set of possible values of the random variables. The function f is finite valued which implicitly implies that it has been possible to attach to each combination of x and ~ a precise cost fix, ~). If the decision maker is indifferent to risk, then the optimal decision is reached by minimizing the function
on R n, where P is a given probability measure. It is assumed that E{f(x, ~)} is finite for all x, a harmless restriction in practice. Thus, in this case we have to find x* that satisfies x* E argmin (F=E[f(.,~) 
]).
(1.2)
In theory every procedure developed to solve (1.1) could be employed to solve (1.2). However, the implementation of these methods demands easy access to function
