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ABSTRACT
In this paper, we study the problem of learning continuous vector representations
of knowledge graphs for predicting missing links. We present a new approach
called CONEX, which infers missing links by leveraging the composition of a
2D convolution with a Hermitian inner product of complex-valued embedding
vectors. We evaluate CONEX against state-of-the-art approaches on the WN18RR,
FB15K-237, KINSHIP and UMLS benchmark datasets. Our experimental results
show that CONEX achieves a performance superior to that of state-of-the-art
approaches such as RotatE, QuatE and TuckER on the link prediction task on
all datasets while requiring at least 8 times fewer parameters. We ensure the
reproducibility of our results by providing an open-source implementation which
includes the training, evaluation scripts along with pre-trained models at https:
//github.com/conex-kge/ConEx.
1 INTRODUCTION
Knowledge Graphs (KGs) represent structured collections of facts describing the world in the form of
typed relationships between entities Hogan et al. (2020). These collections of facts have been used in
a wide range of applications including Web search Eder (2012)), cancer research Saleem et al. (2014),
and even entertainment Malyshev et al. (2018). However, most KGs on the Web are far from being
complete Nickel et al. (2015). For instance, the birth place of 71% of the persons in Freebase and 66%
of the persons in DBpedia is not to be found in the respective KGs. In addition, more than 58% of the
scientists in DBpedia are not linked to the predicate that describes what they are known for Krompaß
et al. (2015). Identifying such missing links is referred to as link prediction Dettmers et al. (2018).
Knowledge Graph Embeddings (KGE) approaches map KGs to continuous vector spaces and have
been proven to be highly effective and efficient at addressing the task of link prediction Ji et al. (2020);
Bordes et al. (2013; 2011); Dettmers et al. (2018); Demir & Ngomo (2019).
In this paper, we propose CONEX, a simple but effective new KGE approach. CONEX is a complex-
valued convolutional neural model that learns complex-valued vector representations of a given KG
by combining a 2D convolution operation with a Hermitian inner product. The motivation behind our
approach lies in the following considerations:
1. Convolutional Neural Networks (CNNs) have demonstrated recognition accuracy better than
or comparable to humans in several visual recognition tasks, including image recognition,
object detection and semantic segmentation Krizhevsky et al. (2012); Girshick et al. (2014);
Simonyan & Zisserman (2014). Parallel to the successful application of CNN in computer
vision, Dettmers et al. (2018) leverages a multi-layer CNN for learning continuous vector
representations of KGs and reaches a state-of-the-art performance in link prediction.
2. Learning complex-valued vector representations of KGEs has been proven to be an effective
technique for link prediction Trouillon et al. (2016); Sun et al. (2019b).
We evaluate our approach against 37 state-of-the-art approaches on four benchmark datasets often
used in the literature. Overall, our results suggest that CONEX outperforms current state-of-the-art
approaches (including RotatE, ConvE, QuatE, ComplEx and TuckER Trouillon et al. (2016); Bordes
et al. (2013); Nickel et al. (2011); Shi & Weninger (2017); Balazˇevic´ et al. (2019b)), in terms of Mean
Reciprocal Rank (MRR) and Hits at N (H@N).
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Table 1: Scoring functions of state-of-the-art KGE models. e denotes embeddings, e ∈ Cd corre-
sponds to the complex conjugate of e. ∗ denotes a 2D convolution operation with ω kernel. In ConvE,
the reshaping operation is omitted. The tensor product along the n-th mode is denoted by ×n and
the core tensor is represented byW . ◦ denotes the Hadamard product while ⊗ denotes the Hamilton
product.
Model Scoring Function
RESCAL (Nickel et al., 2011) e>s W eo
DistMult(Yang et al., 2015) 〈es, ep, eo〉
ComplEx (Trouillon et al., 2016) Re(〈es, ep, eo〉)
ConvE (Dettmers et al., 2018) f(vec(f([es; ep] ∗ ω))W)eo
TuckER (Balazˇevic´ et al., 2019b) W ×1 es ×2 ep ×3 eo
RotatE (Sun et al., 2019b) ‖ es ◦ ep − eo ‖
QuatE (Zhang et al., 2019) es ⊗ ep · eo
2 RELATED WORK
A wide range of works have investigated KGE to address various tasks such as link prediction,
question answering, item recommendation and knowledge graph completion Nickel et al. (2011);
Huang et al. (2019). We refer to Nickel et al. (2015); Wang et al. (2017); Cai et al. (2018); Ji et al.
(2020); Qin et al. for recent surveys and give a brief overview of selected KGE techniques by using
terminology adapted to RDF KGs. Table 1 shows scoring functions of state-of-the-art KGE models.
RESCAL Nickel et al. (2011) is a bilinear model that computes a three-way factorization of a third-
order adjacency tensor representing the input KG. RESCAL captures various types of relations in the
input KG but is limited in its scalability as it has quadratic complexity in the factorization rank Nickel
et al. (2015); Trouillon et al. (2017). DistMult Yang et al. (2015) can be seen as an efficient extension
of RESCAL with a diagonal matrix per relations to reduce complexity of RESCAL Balazˇevic´ et al.
(2019b). DistMult performs poorly on antisymmetric relations while performing well on symmetric
relations Trouillon et al. (2017). ComplEx Trouillon et al. (2016) extends DistMult by learning
representations in a complex vector space. Complex is able to infer both symmetric and antisymmetric
relations via a Hermitian inner product of embeddings that involves the conjugate-transpose of one
of the two input vectors. ComplEx yields state-of-the-art performance on the link prediction task
while leveraging linear space and time complexity of the dot products. Inspired by Euler’s identity,
RotatE Sun et al. (2019b) employs a rotational model taking predicates as rotations from subjects to
objects in complex space via the element-wise Hadamard product Ji et al. (2020). RotatE performs
well on composition relations while ComplEx performs poorly Sun et al. (2019b). QuatE Zhang et al.
(2019) extends the complex-valued space into hypercomplex by a quaternion with three imaginary
components, where the Hamilton product is used as compositional operator for hypercomplex valued-
representations. ConvE Dettmers et al. (2018) applies a 2D convolution to model the interactions
between entities and relations. Through interactions captured by 2D convolution, ConvE yields a
state-of-art performance in link prediction. TuckER Balazˇevic´ et al. (2019b) performs a Tucker
decomposition on the binary tensor representing the input KG the tensor of triples, which enables
multi-task learning between different relations via the core tensor.
3 PRELIMINARIES AND NOTATION
In this section, we present the core notation and terminology used throughout this paper.
Knowledge Graphs A KG G is a set of triples (s, p, o) ∈ E × R × E where E is the set of all
resources (also called entities) and P is the set of all properties (also called relations).
Link Prediction Predicting missing links refers to predicting the existence of typed directed edges
in G. This non-trivial endeavor is known as link prediction and is a subtask of Knowledge Graph
Completion (KGC) Ji et al. (2020). The link prediction problem is often formalised by learning a
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scoring function φ : E ×R× E 7→ R Nickel et al. (2015); Ji et al. (2020) ideally characterized by
φ((s,p,o)) >> φ((x,y,z)) if (s,p,o) ∈ G ∧ (x,y,z) 6∈ G.
The Convolution Operation A convolution is an integral expressing the amount of overlap of one
function f as it is shifted over another function g Goodfellow et al. (2016). Formally, the convolution
operation over a finite range [0, τ ] is given by
(f ∗ g)(t) =
∫ τ
0
f(τ)g(t− τ)dτ (1)
where ∗ denotes the convolution operation. f is often called the input while g is called the kernel (or
filter). The output of the f ∗ g is referred as the feature map Goodfellow et al. (2016). In practice, the
input often denotes a multidimensional vector of data while the kernel is a multidimensional array of
parameters that are adapted by the learning algorithm. Suppose that f represents a 2-dimensional
image and g denotes a 2-dimensional kernel. Then, Equation (1) can be rewritten as
(f ∗ g)(i, j) =
∑
m
∑
n
f(m,n)g(i−m, j − n), (2)
where i, j denotes the coordinate in 2-D input. We refer to Goodfellow et al. (2016) for more details
on the convolution operation.
4 APPROACH
In this section, we introduce our KGE approach dubbed CONEX (convolutional complex knowledge
graph embeddings). Section 4.1 presents the intuition behind our model. Section 4.2 elucidates the
formal workings of CONEX.
4.1 INTUITION
The approaches presented in Trouillon et al. (2017); Sun et al. (2019b); Sadeghi et al. (2020) suggest
that being able to support symmetric, antisymmetric and inverse relations as well as compositions is
a desirable feature of KGEs. Previous works Trouillon et al. (2016); Sun et al. (2019b) show that
ComplEx is able to successfully capture symmetric, inverse and antisymmetric relations but fails
to capture composite relations because a bijection mapping from subject to object, via relations, is
not modelled Sun et al. (2019b). We are interested in the composition of a 2D convolution with a
Hermitian inner product. We aim to benefit from the sparse connectivity, parameter sharing and
equivariant representations properties of convolutions Goodfellow et al. (2016). This allows us to
more accurately capture all four types of relations than approaches which solely apply 2D convolution
in R (e.g., ConvE Dettmers et al. (2018)) or inner products in C by Hermitian inner products (e.g.,
ComplEx Trouillon et al. (2016) or the Hadamard product (e.g., RotatE Sun et al. (2019b)).
4.2 CONEX
In this section, we formally elucidate the intuition behind our approach. CONEX is defined as
φ(s, p, o) = H(〈es, ep, eo〉 ;V(es, ep)) (3)
where es, ep, eo ∈ Cd and V denotes a 2D convolution layer with ω kernel over an input of R4×d
followed by a linear transformation to project the feature map T ∈ Rc×m×n into Rd and c denotes
the number of 2D feature maps with dimensions m and n. Formally, V is defined as
V(es, ep) = f
(
vec(f([Re(es),Re(ep), Im(es), Im(ep)] ∗ ω))W
)
, (4)
where f , ω, vec and W denote rectified linear units, a kernel in a 2D convolution layer, a flatting
operation and a projection matrix W, respectively. Re and Im correspond to the real and imaginary
parts of a complex number.
3
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H denotes the composition of V with a Hermitian inner product of complex-valued vectors and is
defined as
H(〈es, ep, eo〉 ;x) =
d∑
k=1
xkRe(es)kRe(ep)kRe(eo)k (5)
= 〈x,Re(es),Re(ep),Re(eo)〉
+ 〈x,Re(es), Im(ep), Im(eo)〉
+ 〈x, Im(es),Re(ep), Im(eo)〉
− 〈x, Im(es), Im(ep),Re(eo)〉 (6)
where eo is the conjugate of eo.
4.2.1 TRAINING.
In the feed-forward pass, we firstly apply a row-vector look-up operation to obtain es, ep and
eo. Next, we stack the real and imaginary parts of es and ep, i.e., we compute the vector
[Re(es),Re(ep), Im(es), Im(ep)] ∈ R4×d. Applying a 2D convolution with ω results in obtaining a
feature map T ∈ Rc×m×n. Thereafter, we flatten T with vec(.) and project it into Rd by applying
the linear transformation W. Next, we compute a Hermitian inner product of es, ep, eo as defined in
Equation (6). Finally, we compute the score of (s,p,o) by applying the logistic sigmoid function
yˆ = σ(φ(s, p, o)) and minimise the following binary cross-entropy loss function:
L(y, yˆ) = −(y · log(yˆ) + (1− y) · log(1− yˆ)), (7)
where y = 1 if (s,p,o) ∈ G, otherwise y = 0.
4.2.2 OPTIMIZATION.
During training, we follow a 1-N scoring regime (with N = |E|) for efficient training Dettmers et al.
(2018). In the 1-N scoring regime, a KGE model takes (s, p) as an input and generates |E| scores
for each RDF triple (s,p,x) with x ∈ E . Training with 1-N scoring regime has two advantages:
(1) the regime has an effect akin to batch normalization, and (2) faster convergence Dettmers et al.
(2018). We also employ the Glorot initialization technique for parameters of CONEX, as using the
logistic sigmoid activation often drives the top hidden layer into saturation provided that parameters
are randomly initialized Glorot & Bengio (2010). The parameters are optimized using the Adam
optimiser Kingma & Ba (2014) in mini-batch fashion. During loss minimization, we employ the
early stopping technique Caruana et al. (2001). As a non-linearity in V , we use ReLU for faster
training Krizhevsky et al. (2012). To lessen overfitting, we use the dropout technique on each
layer Srivastava et al. (2014) and we apply label smoothing Szegedy et al. (2016). Moreover, we
perform batch normalisation after each layer Ioffe & Szegedy (2015) to avoid internal covariate shift
in the parameters.
5 EXPERIMENTS
We aim to address the following research questions with our experiments:
Q1: Does CONEX yield competitive results on standard benchmark datasets?
Q2: How does CONEX compare to the state of the art w.r.t. its complexity in terms of number of
parameters?
To address these questions, we relied on the settings described in the following.
5.1 DATASETS
We used the WN18RR Dettmers et al. (2018), FB15K-237 Toutanova et al. (2015), KINSHIP Kok &
Domingos (2007) and UMLS Das et al. (2017) benchmark datasets Toutanova et al. (2015); Dettmers
et al. (2018). WN18RR is a subset of Wordnet that describes lexical and semantic hierarchies between
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Table 2: Number of entities, predicates, and triples in each split for the benchmark datasets. GTrain
and GTest indicate the train and test split of the benchmark datasets.
Dataset |E| |R| |GTrain| |GTest|
FB15K-237 14,541 237 272,115 20,466
WN18RR 40,943 11 86,835 3,134
KINSHIP 104 25 8544 1074
UMLS 135 46 5216 661
concepts and involves symmetric and antisymmetric relation types while FB15K-237 is a subset of
Freebase that involves mainly symmetric, antisymmetric and composite relation types Sun et al.
(2019b). KINSHIP contains a set of triples that explains kinship relationships among members of the
Alyawarra tribe from Central Australia while the Unified Medical Language System (UMLS) dataset
is a set of RDF triples describing biomedical concepts such as diseases and relates them to treatments
and diagnoses. We followed the recommendation of Dettmers et al. (2018) and did not consider the
WN18 and FB15K datasets since Toutanova et al. (2015); Dettmers et al. (2018) show that they suffer
from test leakage through inverse relations. An overview of the datasets is provided in Table 2.
5.2 EVALUATION SETTINGS
Like in previous works Nguyen (2017); Sun et al. (2019b); Trouillon et al. (2016); Dettmers et al.
(2018); Balazˇevic´ et al. (2019b), we applied the filtered MRR and hits at N (H@N) to evaluate the
performance of link prediction approaches. We refer to the supplemental materials for further details
pertaining to MRR and H@N.
5.3 EXPERIMENTAL SETUP
We selected the hyperparameters of CONEX via a grid search which optimized for MRR on the
validation set. The ranges of the hyperparameters for the grid search were defined as follows -
d:{20, 100, 200}, dropout rate:{0.1, 0.2, 0.3, 0.4, 0.5}, label smoothing :{0.0, 0.1} and the number
of output channels in the convolution operation c : {2, 8, 64}. We used early stopping according to
MRR as similarly done in Dettmers et al. (2018). After determining the best hyperparameters based
on the MRR on the validation dataset, we trained CONEX again with the same hyperparameters
on the train set by applying the data augmentation technique from Lacroix et al. (2018); Dettmers
et al. (2018) where the reverse triple (o, p−1, s) of every (s, p, o) (with p inverse of p−1) is added
to the validation dataset. We compared the MRR performance on the validation set and decided
not to include the data augmentation technique into the grid search as it increased the training
time without any significant gains. Throughout our experiments, the seed for the pseudo-random
generator was fixed to 1. The best performing parameters for each competing approach can be found
at supplemental material. We used the Pytorch Paszke et al. (2017) implementation of DistMult,
ComplEx in Balazˇevic´ et al. (2019a). We used the implementation of TuckER, HypER and ConvE
provided in the corresponding papers. Importantly, we used the Glorot initialization technique in
parameter initialization, batch normalisation, label smoothing and 1-N scoring regime for DistMult
and ComplEx.
6 RESULTS
Table 3 shows the link prediction results on WN18RR and FB15K-237. CONEX outperforms all
state-of-the-art approaches w.r.t. H@1 on WN18RR. In particular, CONEX outperforms ComplEx
w.r.t. all measures presented in Table 3. This supports our hypothesis, i.e., that the composition of
a 2D convolution with a Hermitian inner product allows the better learning of relations in complex
spaces. CONEX yields superior performance on FB15K-237 in all metrics. These results are in line
with those reported in Sun et al. (2019b): Approaches that are not able to model composite relations
perform poorly on FB15K-237 (e.g., DistMult, ComplEx).
We compared CONEX against some of the best-performing approaches from Table 3 on two supple-
mentary benchmark datasets. In addition to relying on results presented in previous works Dettmers
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Table 3: Link prediction results on WN18RR and FB15K-237. The results presented herein were
gathered from the corresponding papers.
WN18RR FB15K-237
MRR H@10 H@3 H@1 MRR H@10 H@3 H@1
CP (Schlichtkrull et al., 2018) - - - - .182 .357 .197 .101
HolE (Schlichtkrull et al., 2018) - - - - .222 .391 .253 .133
R-GCN+ (Schlichtkrull et al., 2018) - - - - .249 .417 .264 .151
R-GCN (Schlichtkrull et al., 2018) - - - - .248 .417 - .151
CP-N3 (Lacroix et al., 2018) .470 .540 - - .360 .540 - -
CP-FRO (Lacroix et al., 2018) .46 .48 - - .34 .510 - -
ComplEx-FRO (Lacroix et al., 2018) .470 .540 - - .350 .530 - -
ComplEx-N3 (Lacroix et al., 2018) .480 .570 - - .370 .560 - -
Node+LinkFeat (Toutanova & Chen, 2015) - - - - .226 .347 - -
KBLRN (Jiang et al., 2019) - - - - .309 .493 - .219
VR-GCN (Ye et al., 2019) - - - - .248 .432 .272 .159
MDE (Sadeghi et al., 2020) .457 .536 - - .288 .484 - -
TransE (Zhang et al., 2019) .226 .501 - - .294 .465 - -
ConvKB (Nguyen et al., 2017) .248 .525 - - .329 .517 - -
KBGAN (Cai & Wang, 2017) .213 .581 - - .278 .458 - -
TransEdge-CC (Sun et al., 2019a) .439 .516 - .411 .310 .482 - .227
TransEdge-CP (Sun et al., 2019a) .451 .487 - .433 .333 .512 - .243
NKGE (Zhang et al., 2019) .450 .526 .465 .421 .33 .510 .365 .241
ConvR (Jiang et al., 2019) .475 .537 .489 .443 .350 .528 .385 .261
TransE-GCN (Cai et al., 2019) .233 .508 .338 .203 .315 .477 .324 .229
RotatE-GCN (Cai et al., 2019) .485 .578 .510 .438 .356 .555 .388 .252
ConvE (Dettmers et al., 2018) .430 .520 .440 .400 .325 .501 .356 .237
OTE (Tang et al., 2019) .485 .587 .502 .437 .351 .537 .388 .258
GC-OTE (Tang et al., 2019) .491 .583 .511 .442 .361 .550 .267 .237
A2N (Tang et al., 2019) .450 .510 .460 .420 .317 .486 .348 .232
SACN (Tang et al., 2019) .470 .540 .480 .430 .352 .536 .385 .261
D4-Gumbel (Xu & Li, 2019) .486 .557 .505 .442 .300 .496 .332 .204
RotatE (Sun et al., 2019b) .476 .571 .492 .428 .338 .533 .375 .241
pRotatE (Sun et al., 2019b) .462 .552 .479 .417 .328 .524 .365 .230
COMPGCN (Vashishth et al., 2019) .479 .546 .494 .443 .355 .535 .390 .264
QuatE (Zhang et al., 2019) .488 .582 .508 .438 .348 .550 .383 .248
DistMult Balazˇevic´ et al. (2019b) .430 .490 .440 .390 .241 .419 .263 .155
ComplEx (Balazˇevic´ et al., 2019b) .440 .510 .460 .410 .247 .428 .275 .158
TuckER (Balazˇevic´ et al., 2019b) .470 .526 .482 .443 .358 .544 .394 .266
HypER (Balazˇevic´ et al., 2019a) .465 .522 .477 .436 .341 .520 .376 .252
MuRP (Balazevic et al., 2019) .481 .566 .495 .440 .335 .518 .367 .243
CONEX (ours) .472 .523 .484 .444 .393 .561 .433 .306
Table 4: Link prediction results on KINSHIP and UMLS.
KINSHIP UMLS
MRR H@10 H@3 H@1 MRR H@10 H@3 H@1
ConvE (Dettmers et al., 2018) .830 .980 .920 .740 .940 .990 .960 .920
GNTP (Minervini et al., 2019) .719 .958 .815 .719 .841 .986 .941 .732
DistMult .673 .931 .745 .548 .927 .991 .952 .894
ComplEx .865 .978 .931 .791 .947 .989 .968 .921
TuckER .842 .985 .907 .758 .907 .997 .992 .822
HypER .676 .910 .754 .554 .755 .933 .839 .652
CONEX (ours) .882 .982 .944 .814 .965 .994 .980 .947
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et al. (2018); Minervini et al. (2019), we optimized and executed DistMult, ComplEx, TuckER and
HypER using the optimization settings as for CONEX. Note that these optimizations led to DistMult
and ComplEx achieving better results than those provided in the reference literature Trouillon et al.
(2017); Das et al. (2017). To the best of our knowledge, TuckER and HypER have not been evaluated
on these two datasets to date. Our results are shown in Table 4. CONEX outperforms all other
approaches w.r.t. H@1 and MRR. This outcome is well in line with the results from Table 3.
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Figure 1: Link prediction results on KINSHIP with different embedding sizes. The x axis denotes
the parameters in thousand. The y axis denotes the link prediction performances measured by the
respective means.
An important outcome of the aforementioned optimization carried out for Table 4 lies in the compara-
bility of the parameter space of DistMult, ComplEx, ConvE, TuckER and CONEX. We hence studied
the link prediction results achieved by these approaches with different embedding sizes. Figure 1
shows that CONEX yields better MRR and H@N performances than DistMult, ComplEx, ConvE,
TuckER in various sizes of embeddings {20, 50, 100, 200} for the same number of parameters. Dist-
Mult scales linearly in terms of its number of parameters as it employs dot products of real-valued
embeddings. However, our results suggest that DistMult requires large embedding sizes to achieve
its best performance on antisymmetric relations. This entails an explosion of the number of parame-
ters Nickel et al. (2015); Ji et al. (2020); Trouillon et al. (2017), leading to extensive hyperparameter
optimization to alleviate possible overfitting. Still, DistMult requires fewer parameters overall than
ComplEx and CONEX (assuming a fixed embedding size). In our experiments, ComplEx requires
exactly twice the number of parameters used by DistMult due to the real and imaginary parts of the
embeddings it generates. The number of parameters of CONEX depends on the number of output
channels it uses as well as on the embedding size. Overall, our results suggest that our approach
strikes a good middle ground by requiring less parameters than most state-of-the-art approaches while
outperforming the state of the art in most experiments.
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Table 5: The number of free parameters are obtained from corresponding papers. M denotes million.
WN18RR FB15K-237
RotatE (Sun et al., 2019b) 40.95M 29.32M
QuatE (Zhang et al., 2019) 16.38M 5.82M
TuckER (Balazˇevic´ et al., 2019b) 9.39M 11.00M
CONEX 8.81M 0.64M
Table 6: Link prediction results per relations for CONEX tested on WN18RR. # denotes the number
of occurrences of a relation.
Relations #Train #Test MRR H@10 H@3 H@1
hypernym 34,796 1,251 .176 .237 .191 .144
derivationally related form 29,715 1,074 .956 .965 .959 .949
has part 4,816 172 .097 .203 .087 .058
synset domain topic of 3,116 114 .510 .623 .544 .438
instance hypernym 2,921 122 .615 .803 .697 .508
also see 1,299 56 .559 .643 .625 .50
verb group 1,138 39 .910 .974 .974 .846
member meronym 7,402 253 .040 .087 .036 .016
member of domain region 923 26 .023 .038 .038 0.0
member of domain usage 629 24 .007 0.0 0.0 0.0
similar to 80 3 1.0 1.0 1.0 1.0
7 DISCUSSION
The superior performance of CONEX stems from the composition of a 2D convolution with a Her-
mitian inner product of complex-valued embeddings. Applying 2D convolution on complex-valued
embeddings of subjects and predicates permits CONEX to recognize interactions between subjects
and predicates in the form of complex-valued feature maps. Through the projection of feature maps
and their inclusion into a Hermitian inner product involving the conjugate-transpose of complex-
valued embeddings of objects, CONEX can accurately infer various types of relations. For instance,
CONEX is able to model composition patterns without defining the bijection mapping explicitly.
This ability is suggested by Table 3 since WN18RR and FB15K-237 involve antisymmetric and
composite relations Sun et al. (2019b). Moreover, Table 5 shows that CONEX requires signifi-
cantly fewer parameters than RotatE, QuatE and TuckER than WN18RR and FB15K-237. Table 6
and two more tables in the supplemental material explicitly show that CONEX is able to capture
various types of relations on benchmark datasets. However, CONEX inaccurately ranks entities
with member of domain region and member of domain usage. This may indicate that
CONEX is not able model triples where subjects and objects are loosely semantically related Allen
et al. (2019). Overall, CONEX is more expressive than approaches that solely apply 2D convolution
in R (e.g. ConvE Dettmers et al. (2018)) and solely apply inner products in C by Hermitian Inner
Products (e.g. ComplEx Trouillon et al. (2016) or Hadamard product (e.g. RotatE Sun et al. (2019b)).
8 CONCLUSION AND FUTURE WORK
In this work, we introduce a new approach (called CONEX) for addressing the link prediction problem
by learning continuous vector representations for knowledge graphs. CONEX accurately infers the
various types of relations by leveraging a composition of a 2D convolution with a Hermitian inner
product of complex-valued embeddings. CONEX achieves state-of-the-art performances on standard
link prediction datasets while requiring fewer parameters than several state-of-the-art approaches—
including QuatE Zhang et al. (2019), RotatE Sun et al. (2019b) and TuckER Balazˇevic´ et al. (2019b).
In future work, we plan to explore combining 2D convolution with Hamiltons Quaternions Zhang
et al. (2019).
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