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RÉSUMÉ. Dans le cadre d’un développement dirigé par les modèles, les applications logicielles se définissent par utilisa-
tion de transformations. Certaines transformations visent à répondre à des "problèmes récurrents" et leurs applications
garantissent le respect de contraintes dans le modèle résultant. Elles sont identifiées sous le terme de Politiques. L’in-
térêt d’une conception par applications de politiques est à la fois de faciliter la tâche du concepteur et de garantir
par construction la cohérence du modèle construit. Nous étudions dans cette article la relation qui unit politiques et
évolution de modèles en nous penchant sur la cohérence du modèle construit. Nous proposons pour cela une démarche
de modélisation des politiques qui vise à assurer la cohérence du modèle construit relativement à chaque politique
appliquée et à réparer automatiquement ces modèles dans le cas contraire. La réparation est alors basée sur la ré-
applications des politiques.
ABSTRACT. Several model transformations automatically addressed some "recurrent problems". They guarantee the
contract verification of the resulting model. We name these transformations Policies. Using policies enables a quick
construction of the models and guarantees the conformity to the resulting model. In this article we study the overlap
between the policies introduced and its impact on the model evolution regarding its conformity. We defend an approach
to guarantee and restablish the conformity of the resulting model by re-introduction of policies.
MOTS-CLÉS : Évolution, Politique, Transformation, Réparation automatique, Conformité des modèles
KEYWORDS: Evolution, Policy, Transformation, Automatic Repair, Model conformity
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1. Introduction
La place prépondérante occupée par les systèmes d’information (SI) dans les entreprises font de la
maintenance et de l’évolution de ceux-ci un enjeu majeur du développement logiciel. Dans sa capacité à
supporter et à exécuter les processus de l’entreprise, le SI se construit autour d’un modèle métier qui en
structure les échanges. Le passage au système informatisé est alors confronté aux problèmes classiques
des infrastructures distribuées pour prendre en charge des propriétés telles que la sécurité des accès aux
données ou la tolérance aux pannes, que nous désignerons sous le vocable de "politiques" de sécurité, de
réplication, ... Or dans le même temps la flexibilité est une des qualités plébiscitées des SI et consiste à
pouvoir modifier ou étendre les fonctions rendues par le système sans évidemment perdre en qualité de
service [CAS 08]. Accompagner l’évolution du système d’information en garantissant que l’architecture
qui le supporte respecte bien l’ensemble des politiques et automatiser la réparation éventuelle, tels sont les
objectifs visés par cet article.
L’automatisation dans le processus de développement semble dans ce contexte un moyen efficace et
sûr pour permettre l’introduction de propriétés non fonctionnelles dans une architecture métier du SI. En
effet, le développement dirigé par les modèles cible une production itérative de l’application par enrichisse-
ments successifs constitués par des modifications des modèles et des transformations automatiques. Ainsi,
dans la mouvance des travaux autour de la séparation des préoccupations en programmation, différentes ap-
proches défendent aujourd’hui l’enrichissement des modèles par l’utilisation de patrons et transformations
[MUL 05, BAR 08, CLA 01]. Ces approches reposent alors sur un processus séquentiel de construction
dans lequel une fois les transformations appliquées (i) soit le modèle résultat n’est plus modifié et consi-
tutue donc le résultat attendu, (ii) soit il n’est pas possible de garantir que les modifications ultérieures ne
brisent pas la logique associée aux patrons. La première solution s’oppose à un développement par incré-
ments [BAT 04] où les entités ajoutées doivent à leur tour être enrichies par exemple pour sécuriser un
système de trace. La seconde solution rejoint les problèmes de gestion de la cohérence dans la construction
collaborative de modèles en forçant a priori le respect d’un ensemble de contraintes pré-établies [BLA 09].
Aucun de ces travaux n’aborde simultanément l’évolution par ajout de nouvelles politiques (et donc
une modification itérative des contraintes à vérifier) et la réparation des modèles en cas de détection
d’incohérences. Or la complexité des politiques et de leurs impacts sur le modèle métier, de même que leur
nature étrangère au métier pour celui qui introduit la politique rend la correction des modèles d’autant plus
difficile qu’il n’en maîtrise qu’une représentation partielle [GIR 06].
Nous proposons de prendre en charge l’évolution de la modélisation par des actions utilisateurs et des
transformations qui forcent le respect de contraintes portées par ces politiques, par exemple ce compo-
sant n’accepte que des requêtes authentifiées. Pour assurer le respect de ces contraintes (i.e. la cohérence
du modèle), l’application d’une politique modifie le modèle par l’introduction de nouveaux éléments, par
exemple une politique d’authentification liée à un composant ajoute une autorité de certification pour gé-
rer les certificats et force la présence d’un paramètre certificat associé à toutes les opérations exposées
par le composant via ses interfaces. Si l’application d’une politique sur un modèle assure le respect des
contraintes qu’elle définit, il est bien entendu que l’application d’un ensemble de politiques induit le respect
de toutes les contraintes portées par les politiques. Notre objectif est donc d’assurer la cohérence du modèle
résultant de l’application de plusieurs politiques afin qu’il respecte l’ensemble des contraintes associées, et
le cas échéant, de permettre sa réparation par modification automatique des éléments du modèle. Nous dé-
fendons alors que le travail réalisé dans l’écriture de la transformation qui définit une politique est le même
que celui réalisé pour réparer le modèle, à la différence près que seules les actions utiles doivent être éva-
luées. Nous appelons ces transformations, des transformations idempotentes, dans la mesure où lorsqu’elles
sont appliquées sur un modèle qui respecte les contraintes à satisfaire elles n’ont aucune action.
L’apport de cet article est alors (i) de formaliser la notion de transformation idempotente et de
contexte d’application afin de permettre la réparation des modèles, (ii) de proposer un système de
transformations assurant par construction l’idempotence et (iii) de définir un processus de réparation
par ré-application des transformations.
Dans un premier temps nous précisons le contexte de cette étude au travers d’un rapide état de l’art et
posons le problème abordé au travers d’un exemple fil rouge (cf. §2). Nous explicitons ensuite la notion
de modèle et de conformité (cf. §3) avant de formaliser les transformations idempotentes (cf. §4). Le pro-
cessus d’évaluation des transformations idempotentes est alors décrit en montrant en particulier comment
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nous utilisons la notion de contexte pour supporter la réparation des modèles (cf. §5). Sur cette base, nous
présentons une stratégie séquentielle puis ensembliste d’évaluations des transformations (cf. §6). La mise
en oeuvre de la proposition est alors brièvement exposée ainsi que les évaluations qui ont été réalisées. Les
perspectives à ce travail sont ensuites décrites (cf. §7). Enfin la section 8 conclut cet article.
Ce travail a été conduit dans le cadre d’une collaboration avec DCNS1 .
2. Politiques : État de l’art et exemple
2.1. Positionnement
Une politique est définie comme un plan d’actions permettant de préserver ou d’associer certaines capa-
cités à un assemblage [BEI 07].2 La prise en compte des politiques intervient à différents stades du dévelop-
pement logiciel de la phase de collecte des exigences au déploiement du code. L’expression et l’utilisation
des politiques prennent ainsi différentes formes.
En phase de production de code, l’utilisation des frameworks cible la vérification des contraintes liées à
une politique dans le code. Par exemple l’utilisation des frameworks log4j ou JAAS permet de satisfaire des
politiques relatives à la gestion de la trace et de l’authentification des utilisateurs par l’intégration au niveau
du code de classes dédiées. Dans le domaine des composants et des services [BEI 07, W3C 07], des fichiers
de configuration et des annotations sont alors une manière de spécifier l’association des politiques aux com-
posants et de garantir le respect des contraintes liées. La compatibilité des différentes politiques est établie
au niveau des spécifications. L’ajout d’une nouvelle politique implique de déterminer les incompatibilités
potentielles avec les autres politiques supportées par le framework. L’utilisation conjointe de plusieurs fra-
meworks reste un problème difficile à gérer. Pour faciliter l’introduction des politiques au niveau du code
et gérer certaines compositions, la programmation par aspects procède par une expression séparée des po-
litiques à intégrer et un processus de tissage des codes [CHA 04, KIC 97]. On attend de l’application des
aspects qu’elle assure le respect des contrats pour lesquels ils ont été définis [PAW 05].
Cependant, les préoccupations non fonctionnelles apparaissent bien plus tôt dans le développement du
logiciel et plusieurs travaux s’intéressent aujourd’hui à leur introduction dans la phase de gestion des exi-
gences et la modélisation de l’architecture [BAN 06]. Ainsi en phase de modélisation, nous trouvons dif-
férents profiles, templates ou patrons qui permettent de modifier les modélisations architecturales afin de
cibler l’application de politiques via des ateliers [GUE 00]. A partir d’annotations sur un modèle de dé-
part, de directives de composition ou d’aspects, une architecture plus élaborée est automatiquement générée
[CAR 03, SIM 05, BAR 06, LOD 02]. Garantir la cohérence des modèles alors générés et plus précisément
supporter l’évolution de ces modèles en assurant la préservation de la cohérence est un des défis qui reste à
relever.
Parmi les pistes pour répondre à ce problème, l’analyse des transformations elles-mêmes est une voie
prometteuse. Dans ce cas le modèle évolue par application de transformations qui ciblent le respect d’un
ensemble de contraintes, rassemblées dans un métamodèle cible [ENG 02] ; le domaine du refactoring est
particulièrement pourvoyeur de telles transformations [MEN 02, VAN 03]. Des stratégies d’application des
transformations permettent alors de contrôler et de composer l’application des transformations elles-même
[WAG 08]. En considérant les politiques comme des transformations, nous cherchons à construire un mo-
dèle qui respecte les contraintes portées par chaque politique et donc la conformité du modèle relativement
à l’ensemble des métamodèles ciblés. Atteindre ce but nécessite alors de (B1) vérifier la cohérence d’un
modèle relativement à chaque métamodèle ciblé et de (B2) savoir réparer le modèle en cas de conformité
non vérifiée. Le premier point (B1) est abordé dans la littérature en vérifiant la conformité du modèle ré-
sultant relativement au résultat de la composition des métamodèles ciblés [STR 04, CLA 02]. Dans notre
approche chaque politique met en place des éléments propres à la vérification de ses contraintes, relatifs
par exemple à des fichiers de journalisation ou une autorité de certification. Ces éléments correspondent
à des métaéléments spécifiques. Afin de garder la possibilité d’introduire de nouvelles politiques (venant
1. http ://en.dcnsgroup.com/
2. "The term Policy is used to describe some capability or constraint that can be applied to service components or to
the interactions between service components represented by services and references. An example of a policy is that
messages exchanged between a service client and a service provider be encrypted, so that the exchange is confidential
and cannot be read by someone who intercepts the conversation."
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de l’utilisation d’un nouveau framework ou de spécifications logicielles supplémentaires) nous choisissons
de définir la cohérence d’un modèle par la conformité relativement à chaque métamodèle cible. Nous ne
cherchons donc pas la construction d’un métamodèle cible unique. Le second point (B2) est lié aux diagnos-
tiques fait lors de la validation. L’expression des contraintes des politiques sous forme de contrats [OMG 10]
permet l’utilisation de vérificateurs [CRÉ 10] ou de transformations [BÉZ 05]. Le retour de la validation est
alors un indicateur pour guider l’utilisateur dans la réparation. L’utilisation de stratégies de réparation pré-
définies [SIL 10] permet d’automatiser cette réparation. La réparation d’un modèle revient alors à exécuter
une suite d’actions sur les éléments du modèle afin que le résultat soit conforme au métamodèle ciblé. Si
l’on considère l’écriture d’une transformation aussi comme une liste d’actions permettant d’obtenir un mo-
dèle conforme au métamodèle ciblé [BAU 06], nous défendons le fait que chaque transformation décrit déjà
les actions de réparation. Sur ce constat, et afin de ne pas écrire les contraintes permettant de vérifier la
conformité, nous cherchons alors à spécifier l’application d’une transformation qui lors de ses applications
n’exécute que les actions nécessaires. Nous les appelons transformations idempotentes. Dans le contexte
d’une approche collaborative garantir le modèle résultant revient alors à ré-appliquer l’ensemble de trans-
formations. Différents travaux permettent d’appliquer plusieurs fois la même transformation de manière
idempotente en utilisant des modes spécifiques au langage de transformation [STE 10, LAJ 10, MEN 06].
L’idempotence est alors prise en charge par le développeur de la transformation, ce qui est une tâche difficile
et qui suppose une expression exhaustive des différentes conditions d’application des transformations. Nous
proposons de définir un système qui supporte de manière intrinsèque l’idempotence.
Nous présentons à présent notre problématique au travers d’un exemple qui nous servira à illustrer notre
proposition.
2.2. Un exemple fil rouge : Application sécurisée de partage d’images médicales
Pour étayer notre étude nous utilisons un intergiciel de partage d’images médicales issu du projet ANR
NeuroLOG (ANR-06-TLOG-024). qui vise à développer une plate-forme logicielle distribuée pour aider la
communauté des chercheurs en neuro-imagerie à mutualiser des images et des programmes de traitement
d’images [GAI 09]. Chaque site (centre de neurosciences) partenaire de la fédération NeuroLOG administre
une base de données stockant des données (images médicales), des métadonnées (informations relatives aux
images médicales) et des processus relatifs aux problématiques des neurosciences. L’ensemble des infor-
mations est partagé grâce à une gestion globale des sites. Le caractère privé des données ainsi distribuées
exige alors un contrôle des accès à ces données. Dans cet exemple nous montrons l’évolution d’un modèle
par actions de l’utilisateur et applications de politiques puis sa réparation par ré-application des politiques.
2.2.1. Modélisation d’un site de l’application NeuroLOG
La figure 1 est composée d’un diagramme à composants UML3 extrait de l’application NeuroLOG qui
ne prend pas en compte les préoccupations de sécurité. Afin de restreindre l’exemple nous avons choisi de
modéliser un seul site et son système de stockage local des informations.
Figure 1. Modélisation d’un site de l’application NeuroLOG (modèle initial)
Le serveur de chaque site partenaire (NeurologServer) fournit par une interface (InfoStore) la pos-
sibilité aux utilisateurs d’ajouter, de télécharger et de supprimer des informations (Info). Sur la base de
cette architecture initiale, nous proposons d’intégrer des préoccupations relatives à la sécurisation des accès
aux données [CHA 08]. Ces préoccupations sont définies par des politiques. Notre but est de passer d’une
3. [NEM 10a] propose un exemple plus large
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application de partage d’images médicales à une application sécurisée de partage d’images médicales
[NEM 09].
2.2.2. Politiques de sécurisation des accès aux données d’un site NeuroLOG
Contrôle des accès : Le serveur Neurolog est le composant qui permet d’atteindre les données médi-
cales. Afin de mieux gérer les accès au serveur, l’utilisation d’un objet de délégation (proxy) est requise. La
mise en place d’un proxy [GAM 93] cible le respect des contraintes suivantes :
Le composant proxy fournit les mêmes interfaces que le composant auquel
il se substitue. L'utilisation du proxy implique une redirection des
références requérant les interfaces fournies du composant. Le composant
auquel il se substitue fournit une interface donnant des indications sur
le composant proxy.
Le modèle figure 2 représente un modèle de l’application NeuroLOG dans lequel le contrôle d’accès
aux données est modélisé. Dans la suite de cet article, nous faisons référence à cette politique en utilisant la
notation Pproxy.
Figure 2. Modélisation intégrant un contrôle d’accès aux données (Pproxy)
Journalisation des Accès : Dans le but de suivre l’activité d’un utilisateur malveillant en cas de pro-
blème de sécurité, un système de journalisation est mis en place sur chaque site de la fédération NeuroLOG
[HA 02]. Les fichiers de journalisation contiennent entre autre les demandes d’authentification, d’accès aux
données ou de soumission des requêtes. Les fichiers sont stockés dans une base de données prévue à cet
effet. La mise en place de la journalisation des accès cible le respect des contraintes suivantes4 :
La journalisation des accès aux opérations fournies par un composant
implique un accès par ce composant à une base de données dans laquelle
tous les accès sont tracés. Une interface fournie par le composant permet
l'accès aux fichiers de journalisation.
Le modèle figure 3 représente la modélisation d’un site de l’application NeuroLOG introduisant la jour-
nalisation des accès au serveur. Dans la suite de l’article, nous faisons référence à cette politique en utilisant
la notation Ptrace.
Figure 3. Modélisation intégrant la journalisation des accès au serveur (Ptrace)
4. Nous nous restreignons aux aspects structurels.
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2.2.3. Modèle visé
A partir du modèle initial présenté figure 1 nous visons la modélisation présentée figure 4. Cette modé-
lisation représente l’introduction des deux politiques présentées précédemment mais aussi de l’ajout d’élé-
ments par l’utilisateur, que nous appelons actions utilisateurs. Ces éléments sont liés à l’ajout de deux
fonctionnalités : la gestion (investigation, calcul de statistiques, ...) des fichiers de journalisation (ajout du
composant LogManager) et la mise-à-jour des données médicales (ajout de l’opération update). Nous
notons AlogManager et Aupdate ces actions. Ce modèle final respecte les contraintes ciblées par les deux
politiques. Notre objectif est d’obtenir ce résultat quel que soit l’ordre d’introduction des politiques et
d’exécution des actions utilisateurs.
Figure 4. Modélisation d’un site Neurolog sécurisé (Pproxy, Ptrace) avec la gestion des traces
(AlogManager) et la mise-à-jour des données (Aupdate)
2.2.4. Introductions de politiques et réparation de modèle
Nous nous basons sur cet exemple pour illustrer la réparation d’un modèle par ré-application des trans-
formations. La figure 5 représente la construction d’un modèle par application de deux politiques Pproxy et
Ptrace et en détaillant chaque étape par un modèle intermédiaire. Le modèle m0 représente le modèle initial.
Le modèle m1 représente le modèle construit à partir de m0 et par introduction de la politique Pproxy . Le
modèle m2 représente le modèle construit par introduction de la politique Ptrace à partir du modèle m1.
On peut observer que le modèle m2 ne respecte alors plus les contraintes liées à la politique Pproxy : le
composant NeurologServer-proxy ne fournit pas les mêmes interfaces que le composant auquel il se
substitue puisque l’interface LogGetter créée par l’action Ptrace n’est pas prise en compte par la politique
de contrôle des accès.
Dans le cas présenté il est évident qu’une modification de l’ordre d’application permet d’arriver au
modèle souhaité. Cependant la modélisation d’un système comporte des phases d’itérations [GER 02] où
un ensemble de politiques, issues de nouvelles exigences ou de raffinement des besoins, sont introduites
au fur et à mesure de l’évolution du modèle. Il n’est alors pas réaliste de calculer l’ordre d’introduction de
toutes les politiques, car à chaque étape de l’évolution cet ensemble peut être modifié.
Il est alors tentant de ré-appliquer la transformation liée à la politique dont les contraintes ne sont plus
vérifiées. Cependant sans propriété sur l’application de la transformation, toutes les interfaces exposées par
le composant NeurologServer seront dupliquées, i.e. les interfaces LogGetter et InfoStore comme
dans le modèle m3. Nous avons alors besoin de qualifier l’application de la transformation par une propriété
d’idempotence afin que l’application de la même transformation sur un modèle ne mette en place que les
éléments nécessaires, sans dupliquer les éléments existants. Avec une telle sémantique sur l’application de
la transformation, la réparation du modèle est automatique par ré-application. Le modèle m4 représente le
modèle résultant de la ré-application de la politique Pproxy en considérant l’application idempotente. Seule
l’interface LogGetter-proxy est ajoutée. Le modèle m4 est alors conforme à la politique Pproxy .
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Figure 5. (Dessus) modèle m2 résultat de l’application de Pproxy et Ptrace et (dessous) modèle m4 souhaité
3. Cohérence d’un modèle relativement à plusieurs métamodèles
Nous attendons de l’application de politiques à un modèle que le modèle résultant respecte les contraintes
portées par chacune des politiques. Afin d’expliciter cette notion, nous introduisons à présent la notion de
cohérence d’un modèle. Nous proposons une modélisation minimale qui permet de supporter l’association
de plusieurs métaéléments à un même élément (cf. §3.1). Nous basons alors la définition de la conformité
d’un modèle relativement à plusieurs métamodèles sur cette modélisation (cf. §3.3). Cette définition sert de
base à la définition de la cohérence d’un modèle construit par application de plusieurs politiques.
3.1. Métamodèle : Définition
Un métamodèle est composé d’un ensemble de métaéléments. A tout métaélément est associé un identi-
fiant et un ensemble, éventuellement vide, précisant ses super-métaéléments. Nous notons MM l’ensemble
des métamodèles, ME l’ensemble des métaéléments et ID l’ensemble des identifiants.
Définition 3.1 (Métamodèle) Un métamodèle est un triplet < mm, super, ident > avec :
mm={me1, . . . ,men} un ensemble de métaéléments tel que pour tout me ∈ mm,
super(me) = {mesuper|mesuper ∈ mm} ou ∅,
ident(me) = i, i ∈ ID.
La figure 6 illustre la définition d’un métamodèle sous la forme d’un diagramme UML et la correspon-
dance avec notre formalisation.
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mmcomp={Component,Interface,Operation,Parameter,Type,exposed,required,ownedOp,inParam,outParam,
refType,reference}.
super(exposed)= {reference}, super(required)={reference}, super(ownedOp)={reference},
super(inParam)={reference}, super(outParam)={reference}, super(refType)={reference}
Nous détaillons seulement les relations super pour les métaéléments ayant des super-métaéléments.
Figure 6. Exemple : Formalisation d’un métamodèle mmcomp
3.2. Modèle : Définition
Un modèle est défini par un ensemble d’éléments de modélisation. Tout élément a une valeur qui est une
liste ordonnée d’éléments du modèle pouvant être vide. A tout élément est associé un ensemble non vide de
métaéléments. Nous notons M l’ensemble des modèles et E l’ensemble des éléments. La figure 7 donne un
exemple de modèle.
Définition 3.2 (Modèle) Un modèle m est défini comme un ensemble d’éléments appartenant à un en-
semble de modélisation appartenant à un ensemble de métamodèles tel quem={e1, . . . , en} et tel que pour
tout e ∈ m :
– value(e) = [ei,...] une liste ordonnée d’éléments pouvant être vide,
– metas(e)= {me|me ∈ME}, |metas(e)| ≥1,
– ident(e)=i, i ∈ ID
La fonction metas∗ : E → P(ME) renvoie l’ensemble des métaéléments associés à un élément, y
compris ceux définis par la relation super des métamodèles. Cette fonction est définie par :
∀e ∈ E, metas∗(e) = {me|(me ∈ME,me ∈ metas(e)) ∨ (∃me′ ∈ metas(e), super(me′) = me)}
Les métaéléments de l’exemple étant basés sur la métamodélisation d’un diagramme à composants (cf. figure 6), nous









Figure 7. Exemple : Formalisation du modèle initial m0
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Un modèle est donc défini par un ensemble d’éléments issus éventuellement de métamodèles différents.
Définition 3.3 (Assemblage) La notion d’assemblage associe un modèle à l’ensemble des métamodèles
auxquels il fait référence. Un assemblage A est défini par un couple (MMref ,m) tel que :
– MMref ⊆MM
– m ∈M , ∀e ∈ m,∀me ∈ metas(e),∃mm ∈MMref ,me ∈ mm
Un métaélément peut appartenir à plusieurs métamodèles ; nous ne garantissons pas la minimalité de l’as-
semblage.
3.3. Conformité d’un modèle relativement à des métamodèles
3.3.1. Conformité dans une approche à métamodèle unique
L’association d’un élément et d’un métaélément nous permet de définir la relation de conformité d’un
élément en fonction des contraintes exprimées sur le métaélément. Les contraintes sont capturées relative-
ment à un métamodèle dans le prédicat isConform : MM ×ME × E → Boolean .
Un modèlem est alors conforme relativement à un métamodèlemm si chacun de ses éléments référence
un métaélément de mm et respecte le prédicat de conformité qui lui est associé5.
Définition 3.4 (Conformité (simple) d’un modèle) Un modèle m est conforme relativement à un méta-
modèle mm (noté m ∈ mm6) si :
∀e ∈ m, mm ∩metas∗(e) 6= ∅ ∧ ∀me ∈ mm ∩metas∗(e), isConform(mm,me, e).
Un métamodèle mm définit donc la cohérence des modèles qui s’y réfèrent par un ensemble de confor-
mités.
Par exemple, dans le métamodèle mmcomp (Fig. 6), au métaélément exposed est associé le prédicat
isConform
mmcomp
exposed qui exprime qu’un élément ayant pour métaélément exposed prend pour valeur un composant et
une interface, contraintes exprimées ci-après en OCL :
context element:exposed
inv : self.value->([e1,e2] | e1.metas->includes(Component)
and e2.metas->includes(Interface))
Dans le modèle initial (cf. figure 7) le prédicat isConformmmcompexposed (ref-NeurologServer-InfoStore) est vérifiée.
Il en est ainsi pour tous les éléments dem0 qui vérifient le prédicat de conformité associé aux métaéléments référencés,
donc m0 ∈ mmcomp.
Figure 8. Exemple : Cohérence de m0 relativement à mmcomp
3.3.2. Enrichissement d’un assemblage
Basée sur cette formalisation, l’évolution d’un assemblage se fait par les actions suivantes : (i) l’ajout
ou le retrait d’un élément, (ii) la mise à jour d’une valeur ou (iii) l’association d’un élément et d’un méta-
élément. Le métaélément ajouté fait alors partie soit d’un métamodèle déjà introduit dans l’assemblage, soit
d’un métamodèle enrichissant l’assemblage. Ainsi un élément peut être associé à plusieurs métaéléments,
appartenant à des métamodèles différents n’ayant pas obligatoirement de lien entre eux. Cette approche faci-
lite la séparation des préoccupations en ne forçant pas le référencement à un métamodèle unique [STE 04].
La figure 9 illustre un enrichissement du modèle initial par un système de trace où un nouveau métaélé-
ment est introduit correspondant au concept de base de données qui n’était pas présent dans le métamodèle
mmcomp.
5. Notre démarche ne définit pas de relation de typage, d’héritage ou d’instance. Nous n’avons besoin que de la relation
metas qui associe un élément à ses métaéléments. Les relations dont nous avons parlé précédemment ainsi que les
conformités structurelles d’UML ou d’OCL peuvent être définies par le prédicat de conformité associé au métaélément. De
plus d’autres techniques peuvent être utilisées comme l’écriture de programmes de tests [BÉZ 05] ou la transformation
vers d’autres espaces technologiques où la vérification est plus simple [VIR 04, POU 07].
6. Cette notion a été choisie relativement à la notation dans le domaine des langages a été appliqué à l’IDM [BLA 06]
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Le métamodèle mmtrace définit les métaéléments nécessaires à la politique de gestion des traces. Il est construit
sur la base de relations existantes dans mmcomp qu’il spécialise et enrichit. Ainsi les éléments de métaélément
TracedElement sont associés par une référence à un élément de métaélément DB, qui est nouveau, et doivent four-
nir une interface de métaélément GetTrace...
La modélisation ci-dessous illustre les métaéléments demmtrace auxquels nous ajoutons des contraintes.Nous utilisons
la relation d’héritage UML pour noter la relation super entre métaéléments.
Le modèle m1trace ci-dessous représente le modèle m0 enrichi d’un système de gestion de trace. Nous visualisons par
des stéréotypes les relations entre les éléments et les métaéléments.
Le modèle m1trace n’est pas conforme à mmcomp par la présence de l’élément DataBase associé au métaélément
DB qui n’existe pas dans mmcomp. Cependant, m1trace est conforme à ce qui était attendu : une modélisation du
système NeuroLOG avec gestion de la journalisation. Cela nous a conduit à introduire une relation de conformité
relativement à un ensemble de métamodèles par restriction des éléments du modèle.
Figure 9. Exemple : Enrichissement par l’ajout de trace (m1trace)
3.3.3. Conformité dans une approche multi-métamodèles
Le calcul des conformités relatives à chaque métamodèle demande alors d’isoler les éléments selon
les métaéléments qui leurs sont associés. Afin de pouvoir extraire les éléments appartenant à un même
métamodèle nous introduisons la notion de restriction d’un modèle à un métamodèle. Nous considérons
que seuls les éléments conformes à un métaélément du métamodèle et dont toutes les valeurs appartiennent
au métamodèle appartiennent à la restriction du modèle.
Définition 3.5 (Restriction d’un modèle relativement à un métamodèle) Nous notons m/mm la restric-
tion d’un modèle m à un métamodèle mm telle que :
m/mm = {ei ∈ m|∃me ∈ mm ∩metas∗(ei) ∧ ∀x ∈ value(ei),∃me ∈ mm ∩metas∗(x)}
Cette définition sert alors de base pour définir la conformité d’un modèle relativement à un métamodèle dans
un assemblage. Chaque élément de la restriction du modèle doit alors être conforme à ses métaéléments ce
qui s’énonce comme suit.
Définition 3.6 (Conformité d’un modèle dans un assemblage) Soit A = (MMref ,m) un assemblage.
Le modèle m est conforme à mm ∈MMref si m/mm ∈ mm.
Un assemblage est alors cohérent si le modèle est conforme à l’ensemble des métamodèles MMref . La
conformité est alors définie par la conformité à chaque métamodèle.
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Définition 3.7 (Cohérence d’un assemblage) Soit A = (MMref ,m) un assemblage tel que MMref =
{mm1...mmn}. A est cohérent si ∀mm ∈MMref , m/mm ∈ mm
La figure 10 illustre la restriction de m1trace relativement aux métamodèles mmcomp et mmtrace.
Chacun des modèles obtenu est alors conforme au métamodèle référant.
Figure 10. Restriction de m1trace par rapport à mmcomp et mmtrace
En définissant la restriction d’un modèle relativement à un métamodèle, nous avons formalisé la co-
hérence d’un modèle relativement à plusieurs métamodèles. Nous utilisons désormais cette définition de
conformité. De la même manière, lorsque nous parlons de métamodèles ou de modèles, nous référençons
les définitions posées dans cette section. La définition de la conformité relative à plusieurs métamodèles
nous sert alors de base pour étudier la conformité d’un modèle construit par introduction de politiques. La
section suivante étudie l’évolution d’un modèle en formalisant les politiques sous forme de transformations
de modèles idempotentes.
4. Transformations idempotentes
Notre objectif est de permettre de réparer automatiquement un modèle pour qu’il respecte toutes les
contraintes portées par les politiques introduites. Nous définissons les politiques comme des transforma-
tions idempotentes. Pour cela nous formalisons la notion de transformation et d’application (voir 4.1.1)
auxquelles nous ajoutons des propriétés section 4.1.2 afin de permettre la ré-application des transforma-
tions.
4.1. Transformations de modèles
4.1.1. Notions générales
Une transformation est définie par le quadruplet (mmsource, mmcible, Expr, Sfree). Le métamodèle
source définit la conformité attendue par le modèle à transformer. Le métamodèle cible définit la conformité
attendue par les modèles résultant de la transformation. EnfinExpr est l’expression de la transformation qui
fait référence à un ensemble de variables Sfree typées. Ces variables sont utilisées pour lier la transformation
au modèle. Les variables correspondent à des rôles que jouent les éléments du modèle lors de l’application
de la transformation.
La liaison d’une transformation τ à un modèle m définit une substitution entre les variables de la
transformation et des termes clos correspondant soit à des éléments du modèle, soit à des identifiants
[SAD 97]. Une liaison est complète si toutes les variables libres de Sfree sont substituées à un élément
du modèle ou à un identifiant. On note
∑τ
σ l’ensemble des liaisons complètes pour une transformation τ .
On appelle alors transformation contextualisée une transformation associée à une liaison complète.
L’application d’une transformation contextualisée (τ , στ,m) n’est possible que si (i) l’application est
contextualisée relativement au modèle m et (ii) le modèle m est conforme au métamodèle source. On note
alors τσ(m) = m′ l’application de la transformation τ sur le modèle m selon la liaison complète σ(τ,m).
Le modèle résultant m′ est alors conforme par construction au métamodèle cible, m′/mmcible ∈ mmcible.
Nous considérons ce point toujours vrai. Différents travaux sur la validation des transformations étayent ce
postulat [BRO 06].
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L’ajout de la politique Ptrace peut être automatisé par une transformation. Nous notons cette transformation τtrace =
(mmtracesource, mmtracecible, Exprtrace, Strace) où :
– mmtracesource= mmcomp représenté figure 6
– mmtracecible = mmtrace représenté figure 9
– Strace = {tracedElement}
– Exprtrace L’expression dépend du langage de transformation utilisé. Ici nous présentons sous forme littérale
cette transformation : L’élément de rôle tracedElement expose une interface de journalisation qui offre une méthode
permettant d’obtenir les fichiers de journalisation. Les fichiers de journalisation sont gérés par une base de données
reliée à l’élément de rôle tracedElement.
L’application de cette transformation sur le modèle initial vise à améliorer le suivi des accès au serveur. La liaison de
la transformation est alors définie de la manière suivante σ(τtrace,m0) = {(tracedElement → NeurologServer)}.
Comme le modèle initial m0 est conforme au métamodèle source de la transformation on obtient τtraceσ(m0) =
m1trace. Le résultat est illustré figure 9.
Figure 11. Exemple : Transformation contextualisée pour l’introduction de la gestion de trace
4.1.2. Des transformations idempotentes support aux politiques
L’objectif est d’utiliser le caractère constructif de la transformation pour réparer les modèles et ainsi
maintenir un modèle conforme à une politique en ré-appliquant une transformation. Seule une transforma-
tion contextualisée ayant la propriété d’idempotence peut être appliquée plusieurs fois en créant des modèles
résultants conformes au métamodèle cible. Nous notons Ti l’ensemble des transformations idempotentes.
Définition 4.1 (Transformation idempotente) Soit τ ∈ T telle que τ=(mmsource,mmcible,Expr,Sfree)
τ est idempotente si : ∀m ∈ mmsource et ∀ σ(τ,m) ∈
∑τ
σ , τσ(m) = m
′ ⇒ τσ(m′) = m′′ ≡ m′7
En corollaire à cette définition deux propriétés sont induites par l’idempotence : (Prop 1) pour pouvoir se
ré-appliquer, le modèle résultant d’une application doit aussi être conforme au métamodèle source de la
transformation. Il y a donc inclusion des métamodèles cible et source8. On peut alors parler de transforma-
tion endogène par restriction ; (Prop 2) pour pouvoir se ré-appliquer il faut que la liaison de la transformation
soit toujours complète.
Chaque politique enrichit le modèle en ajoutant des éléments correspondant à son métamodèle cible.
Lorsque plusieurs politiques sont introduites, l’ensemble des métamodèles cibles et le modèle constituent
alors un assemblage que l’on veut cohérent (cf. definition 3.7). Une même politique peut être introduite sur
un modèle en utilisant différentes liaisons complètes. Ce point nous conduit à définir la notion de Système
qui étend l’assemblage en lui ajoutant les politiques qui doivent être introduites sur le modèle.
Définition 4.2 (Système cohérent) Soit S = (Pcontext,MMref ,m) un système tel que :
– Pcontext = {Pi(σ,m)} un ensemble de transformations contextualisées,
– MMref un ensemble de métamodèles, tel que ∀Pi,mmicible ∈MMref
– m un modèle
S est cohérent si, ∀mm ∈MMref ,m/mm ∈ mm.
Notre objectif est de construire un système cohérent selon le processus de modélisation détaillé dans la
section suivante.
7. Nous considérons que la liaison s’applique sur les éléments correspondants dans le modèle résultat.
8. Soient mm1,mm2 ∈ MM2. Le métamodèle mm1 est inclus dans le métamodèle mm2 (noté mm1 ⊂ mm2) si
m ∈ mm1 ⇒ m ∈ mm2
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4.2. Des transformations idempotentes par construction
Afin d’établir les fondements d’un système de transformations qui supporte la réparation de modèles,
nous définissons des transformations idempotentes par construction (ITC) [NEM 10b] sur la base d’un jeu
d’actions élémentaires.
4.2.1. Langage d’actions élémentaires
Relativement au métamodèle défini à la section 3, nous définissons un ensemble d’actions élémentaires
permettant de sélectionner des éléments du modèle, d’identifier des éléments et de modifier des éléments
du modèle. Chacune de ces actions a pour pré-condition que les éléments en paramètre existent.
Actions de sélection :
metas est l’action qui pour un élément de modèle renvoie son (ou ses) métaéléments. Par construction,
à un élément est associé au moins un métaélément : |metas(m, e)| ≥ 1.
value est l’action qui pour un élément du modèle renvoie sa valeur sous la forme d’un ensemble
de suites d’éléments (éventuellement vide). Par construction, à un élément donné est associé au plus une
valeur : |value(m, e)| ≤ 1
ident est l’action qui détermine l’ensemble des identifiants associés à un élément d’un modèle ou d’un
métamodèle. Par construction, à un élément (ou métaélément) e donné d’un modèle ou métamodèle m est
associé exactement à un identifiant : |ident(m, e)| = 1
hasForMeta est l’action qui pour un élément du métamodèle renvoie tous les éléments de modèle
dont il est le métaélément :
hasForMeta(m,meta) = {e ∈ m|meta ∈ metas∗(m, e)}
hasForValue est l’action qui sélectionne les éléments de modèle de valeur donnée :
hasForV alue(m, [e1...en]) = {e ∈ m|value(m, e) = [e1...en]}
hasForIdent est l’action qui sélectionne les éléments ou métaéléments ayant un identifiant donné. Par
construction, il existe au plus un élément correspondant à un identifiant donné :
hasForIdent(m, id) = {e ∈ m|ident(m, e) = id}
Actions d’identification : Une action d’identification détermine pour une suite d’identifiants donnée,
un identifiant unique. Cette action getUniqueKey permet de caractériser de manière unique les éléments.
Elle doit donc être injective, i.e. que pour un identifiant donné, il existe au plus une suite d’identifiants qui
est son antécédent. Par exemple, pour le métamodèle à composant (cf. exemple 6) défini précédemment,
une opération est définie de manière unique par son nom et l’interface à laquelle elle est associée.
Actions de modification : Dans les travaux sur la gestion de la cohérence structurelle [FOM 07] les ac-
tions de modification d’un modèle sont basées sur la définition d’un modèle comme ensemble d’éléments,
de propriétés et de références. Les actions autorisées sont alors la création d’un élément, la modification
d’une propriété, la valuation d’une référence et la suppression d’un élément. Dans notre démarche nous
considérons les propriétés et les références comme des éléments de modélisation que l’on peut valuer et
auxquels on associe des métaéléments particuliers. Nous ne les distinguons pas. Les actions de création, va-
luation et suppression des éléments permettent alors de manipuler les éléments d’un modèle. Nous ajoutons
l’action d’ajout d’un métaélément afin de permettre la référence de plusieurs métaéléments par un élément,
ce qui est particulier à notre démarche. Nous définissons alors quatre actions de modification
createElement est l’action qui crée un élément d’identifiant id donné associé à un métaélément meta
donné dans un modèle m.
setValue est l’action qui modifie la valeur d’un élément donné.
deleteElement est l’action qui détruit un élément du modèle et met à nul toutes les valeurs qui font
référence à cet élément.
setMeta est l’action qui ajoute une association vers un métaélément pour un élément donné.
L’ensemble de ces actions de modification sont idempotentes. Cette propriété nous permet d’appliquer
plusieurs fois la même action sur un modèle sans le modifier9.
9. La démonstration de cette propriété et le détail des impacts de ces actions sur le modèle se trouvent p. 115 du
document [NEM 10a]
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4.2.2. Évaluation des actions
Nous avons modélisé l’évaluation des actions initialement sous forme de fonctions paramétrées par une
représentation en logique. Nous définissons un appel d’actions comme un tuple (terme,VarsIn,VarOut) où
le terme désigne une action par son nom (e.g. hasForMeta, setValue), VarsIn les arguments d’appel de
l’action et VarOut un des résultats possibles de l’appel. Les arguments d’appel sont désignés par une suite
de termes qui peuvent correspondre à des variables, des identifiants ou des tuples de termes. Nous notons
AA l’ensemble des appels d’actions. La figure 12 donne des exemples d’appels d’actions.
L’évaluation d’un appel d’action (notée eval) renvoie toutes les substitutions satisfaisant le prédicat
correspondant à l’appel. Notons que si l’ensemble des éléments résultats est vide l’évaluation retourne un
ensemble vide de substitutions. La figure 12 exemplifie l’évaluation d’une suite d’appels d’actions.
Les appels d’actions suivants ont pour but de sélectionner toutes les interfaces exposées par un composant C.
Renvoie dans I tous les éléments de modèles qui ont interface pour métaélément :
aa1 = (hasForMeta,[M,interface],I)
Renvoie dans R les éléments de modèle ayant pour valeur [I,C] :
aa2 = (hasForValue,[M,[I,C] ],R)
Renvoie dans R les éléments de modèles qui ont exposed pour métaélément :
aa3 = (hasForMeta,[M,exposed],R)
L’utilisation d’une même variable R dans deux appels d’actions permet de construire l’intersection des ensembles. Ici
il s’agit de trouver les références R de métaélément exposed entre les éléments I et C.
La suite d’appels d’actions [aa1, aa2, aa3] est liée au modèle m par la liaison :
σ = {(M → m), (C → neurologServer.
Le schéma montre par une croix bleu (respectivement orange et vert) les valeurs de retour de l’appel d’ac-
tion aa1 (respectivement aa2 et aa3). L’évaluation de la suite des appels d’actions construit les ensembles
suivants :
eval(aa1,σ) = {
{(M → m), (C → neurologServer), (I → infoStore)}
{(M → m), (C → neurologServer), (I → process)}
{(M → m), (C → neurologServer), (I → store)}}
eval([aa1,aa2],σ) = {
{(M → m), (C → neurologServer), (I → infoStore), (R→ r1)}
{(M → m), (C → neurologServer), (I → process), (R→ r2)}
{(M → m), (C → neurologServer), (I → store), (R→ r3)}}
eval([aa1,aa2,aa3],σ) = {
{(M → m), (C → neurologServer), (I → infoStore), (R→ r1)}
{(M → m), (C → neurologServer), (I → process), (R→ r2)}}
Figure 12. Exemple : Evaluation d’une suite d’appels d’actions
4.2.3. Unification des appels d’actions de modification
L’application d’une transformation consiste à évaluer les suites d’actions. Dans le cas des actions de
modifications, la détection des conflits et le ré-ordonnancement doit être faits avant leurs évaluations et en
fonction des substitutions des évaluations des actions de sélection et d’identification. L’objectif est donc par
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unification de calculer l’ensemble des suites d’actions de modification à évaluer pour pouvoir les analyser et
les composer. On appelle appel d’action unifié un appel d’action de modification où les variables d’entrée
ont été substituées et la fonction d’unification est notée unify.
Exemple : Unification d’un appel d’action
unify((setV alue, [M,E, V ],M1), {M → m,E → e, V → [v1, v2]}) = (setV alue, [m, e, [v1, v2]],M1)
Par extension nous définissons l’unification d’une suite d’appels d’actions de modification par l’appli-
cation de la substitution à chacun des appels de la suite. Puis, nous généralisons les définitions précédentes
dans le cas d’une suite d’appels d’actions et d’un ensemble de substitution. On note AAn l’ensemble des
suites à n éléments.
unifys : AAn ×P(Σ)→P(AAn)
unifys([a1...an], {σ1 . . . σm}) = {unify([a1...an], σ1) . . . unify([a1...an], σm)}
La figure 13 visualise l’unification d’une suite d’actions relativement à un ensemble de substitutions.
La suite d’appels d’actions suivante permet d’ajouter une opération à l’interface I.
aa6 = (createElement,[M,ID,operation],M1) construit un modèle M1 où l’élément d’identifiant ID et de métaéléments
opération existe
aa7 = (createElement,[M1,IDRef,ownedOp],M2) construit un modèle M2 où l’élément d’identifiant IDRef et de
métaélément ownedOp existe
aa8 = (setValue,[M2,IDRef,[I,ID]],M3) construit un modèle où l’élément d’identifiant IDRef a pour valeur [I,ID]
L’unification est faite selon le retour des évaluations de la suite d’actions de sélection donnée en exemple dans la section
4.2.2 et du retour de l’évaluation d’une suite d’actions d’identification. L’ensemble des substitutions formées est alors :
σ1={(M → m), (C → NeurologServer), (I → infoStore), (R→ r1), (ID → id1), (IDRef → id2)}
σ2={(M → m), (C → NeurologServer), (I → process), (R→ r2)(ID → id3), (IDRef → id4)}
L’unification de la suite d’appels d’actions [aa10, aa11, aa12] avec l’ensemble des substitutions {σ1, σ2} donne l’en-






Figure 13. Exemple : Unification d’une suite d’appels d’actions pour un ensemble de substitution
4.2.4. ITC : écriture
Nous appelons transformation idempotente par construction (ITC), une transformation pour laquelle
l’idempotence est garantie par la vérification de contraintes lors de l’écriture. Nous appelons Titc l’ensemble
de ces transformations. La figure 14 présente un exemple d’ITC simple.
Définition 4.3 (ITC) Soit τ = (mmsource,mmcible, Expr, Sfree) ∈ Ti, τ est une transformation idem-
potente par construction (ITC) si elle respecte les contraintes suivantes10.
– Expr = (Select, Ident, Modif), avec (Select, Ident,Modif) ∈P(AA)×P(AA)×P(AA),
– C1 : Il n’existe pas d’action de modification qui détruise un élément de liaison.
∀(deleteElement, [M,E],M ′) ∈Modif , E 6∈ Sfree
– C2 : L’action de sélection ne peut se faire que sur des métaéléments du métamodèle cible.
∀hasForMeta(m,meta) ∈ Select⇒ meta /∈ (mmcible \mmsource)11
10. Pour des raisons de place nous omettons les contraintes structurelles (identification unique du modèle source, en-
chaînement des appels d’actions, clôture des appels aux actions de modification), pour nous focaliser sur les contraintes
sur les actions.
11. La différence entre deux métamodèles mm1 et mm2, notée mm1 \mm2 est définie comme :
mm1 \mm2 = {me ∈ mm1|(me /∈ mm2) ∧ (∀x ∈ super(me), x /∈ mm2)}.
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– C3 : L’action d’ajout d’une association vers un métaélément ne peut se faire que sur un métaélément
strictement inclus dans le métamodèle cible .
∀setMeta(m, id,meta) ∈ Expr ⇒ meta ∈ (mmcible \mmsource).
En effet, nous considérons que si une politique doit qualifier plus précisément un élément, elle doit le
faire dans le contexte même de la transformation, contexte que nous capturons par les métaéléments du
métamodèle cible.
Soit une ITC qui ajoute une opération à toutes les interfaces fournies par un composant C.
Select = [aa1 = (hasForMeta, [M, interface], I),
aa2 = (hasForV alue, [M, [C, I]], R),
aa3 = (hasForMeta, [M, exposed], R)]
Ident = [aa4 = (getUniqueKey, [C, I, operation], ID),
aa5 = (getUniqueKey, [C, I, ownedOp], IDRef)]
Modif = [aa6 = (createElement, [M, ID, operation],M1)
aa7 = (createElement, [M1, IDRef, ownedOp],M2),
aa8 = (setV alue, [M2, IDRef, [I, ID]],M3)]
Sfree = {M,C} l’ensemble des variables libres de l’ITC.
Figure 14. Exemple : Expression d’une ITC
L’écriture des ITCs ne suffit pas pour garantir la préservation de la conformité source et la préservation
des liaisons (définies dans la section 4.1.2). C’est le moteur d’application des ITCs qui prend en charge le
respect de ces propriétés. Nous le présentons à présent.
5. Un processus d’évaluation supportant la réparation
Pour assurer l’idempotence des transformations, l’évaluation d’un appel d’action doit dépendre du
contexte de l’évaluation.
En effet, une transformation peut créer de nouveaux éléments, modifier les valeurs des éléments ou
encore ajouter des références vers des métaéléments. Ces modifications entraînent alors un changement
potentiel des éléments sélectionnés, en particulier les éléments valués ou créés par la transformation, et
entraîne alors de nouvelles modifications, non voulues. Le processus de transformation doit donc interdire
la sélection des éléments créés ou valués par l’application d’une transformation contextualisée lors de la
ré-application de cette transformation.
De plus si l’utilisateur ou l’application d’une ITC détruit (cas 1) des éléments de liaison ou (cas 2) des
éléments qui ont servi à la création d’éléments par l’application d’ITC, nous ne savons pas automatiquement
rétablir la cohérence d’un Système. En effet, dans le premier cas, la transformation ne peut pas être ré-
appliquée. Dans le second cas, la création/destruction d’un élément ne peut pas être exprimée sur la non
existence d’éléments (nous ne l’autorisons pas), du coup nous ne savons pas détruire les éléments devenus
inutiles. Pour éviter ces situations, nous interdisons de supprimer des éléments faisant partie des liaisons
définies pour l’application des ITCs du Système (pas seulement ceux de la liaison de la transformation en
cours d’exécution) ou des éléments utilisés dans la sélection d’autres ITCs12. Le processus d’évaluation des
transformations décrit dans cette section le contrôle donc les tentatives de violation de ces règles.
Nous avons fait le choix de gérer le contexte d’application d’une ITC par le moteur d’application
(cf. §5.1) et de définir l’application d’une ITC en prenant en compte ce contexte pour restreindre la sélection
des éléments et interdire des modifications qui empêcheraient la réparation des modèles (cf. §5.2).
12. Notons que si des destructions d’éléments sont exigées, les politiques correspondantes doivent être "retirées" par
l’utilisateur du système. Nous utilisons dans ce cas une opération prédéfinie de retrait de politique qui utilise le contexte
[NEM 10a](page 121).
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5.1. Contexte d’application
A un couple (τ, σ) correspondant à une ITC contextualisée, la fonction getUniqueIdentContext associe
un identifiant unique, dit identifiant de contexte. Nous utilisons le terme de contexte pour alléger le discours
lorsqu’il n’y a pas d’ambiguïté. Nous notons IDcontext l’ensemble des identifiants de contexte. A une action
utilisateur, nous associons un identifiant unique que nous notons user.
Le contexte d’application nous permet de tracer les actions opérées sur le modèle. Ainsi la fonction
context renvoie pour chaque élément du modèle un ensemble d’identifiants de contexte en fonction des
actions élémentaires.
context : Terme× E ×M →P(IDcontext)
context(meta,e,m) = {idap1 ..idapn} : contextes qui ont associés un métaélément à e.
context(value,e,m) = {idap} : contexte de la dernière application ou action utilisateur qui a valué e.
context(ident,e,m) = {idap1 ..idapn} : contextes qui ont créés e ou ont demandés sa création.
context(delete,e,m) = {idap1 ..idapn} : contextes qui ont demandés la suppression de e.
context(select,e,m) = {idap1 ..idapn} : contextes correspondant à l’évaluation des actions hasForMeta,
hasForV alue, hasForIdent qui ont sélectionnés e.
context(getValue,e,m) = {idap1 ..idapn} : contextes à l’évaluation de l’action value, qui ont sélectionné la
valeur de e.
5.2. Evaluation contextualisée d’une suite d’appels d’action
L’évaluation contextualisée des appels d’actions joue deux rôles. D’une part, elle restreint l’ensemble
des éléments sélectionnés à ceux qui n’ont pas été créés ou valués par une précédente application de cette
transformation contextualisée (pour une même transformation et une même liaison). D’autre part, elle met
à jour le contexte des éléments pour les éléments créés ou modifiés par les actions de modification.
Nous appelons evalscontext la fonction d’évaluation contextualisée qui renvoie toutes les substitutions
correspondant à l’évaluation de l’ITC sauf celles dont les éléments ont été valués ou créés par ce contexte.
L’application contextualisée des actions de sélection ne prend pas en compte dans les substitutions les
éléments créés ou valués par l’application13. Elle est définie par la fonction suivante :
evalcontext : AA× Σ× IDcontext →P(Σ)
evalcontext((T, vars, res), σ, idc) = {σ1 . . . σn}
= eval((T, vars, res), σ) \ {σi|(∃(res→ e) ∈ σi, (idc 6= user)∧
(idc ∈ context(ident, e,m) ∨ context(value, e) = {idc})}
Nous généralisons l’évaluation contextualisée d’une action à un ensemble d’appels d’action par la fonction
evalscontext.
L’évaluation des actions de sélection et de modification met à jour le contexte. Nous mettons en avant
dans le cadre de cet article uniquement les points essentiels de cette mise à jour.
Préservation du contexte : Le contexte des éléments e non détruits ou valués par l’évaluation est
préservé au sens où les nouveaux contextes sont inclus :
evalcontext((A, V arIn,M), σ, ap) = {M → m′, . . .}, A 6= deleteElement,A 6= setV alue
∀e′ ∈ m′, si ∃e ∈ m, e ≈ e′14 context(T, e′,m′) ⊇ context(T, e,m)
Évolution du contexte en cas de valuation d’un élément : L’évaluation d’une action de valuation met
à jour le contexte, si la valuation est autorisée. En effet, lorsque la valeur de l’élément a déjà été utilisée
dans l’application d’une ITC, la réévaluation de l’élément est interdite.
evalcontext((setV alue, [m, e, value],M), σ, ap) = {M → m′, . . .} et
Si @api ∈ context(getV alue, e,m)
context(value, e′,m′) = {ap} où e′ ∈ m′, e ≈ e′
sinon evalcontext((setV alue, [m, e, value],M), σ, ap) échoue et le modèle n’est pas modifié.
13. Notons qu’un utilisateur peut appliquer une action sur des éléments qu’il a créés ou valués.
14. ≈ définit l’équivalence des éléments au sens où ils ont les mêmes identifiants.
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Évolution du contexte en cas de destruction d’un élément : Dans le cas de la destruction d’un élé-
ment, le contexte précédent est modifié pour refléter les changements de valeurs des éléments modifiés et
enregistrer la destruction de l’élément. Cependant la destruction d’un élément apparaissant dans une liaison
ou ayant été utilisé dans la partie sélection des ITCs ou ayant été sélectionné pour sa valeur est interdite.
evalcontext((deleteElement, [m, e],M), σ, ap) = {M → m′, . . .}
Si 6 ∃api ∈ context(select, e,m) et 6 ∃api ∈ context(getV alue, e,m), api 6= ap
context(delete, e,m′) = {ap}
∧context(meta, e,m′) = context(value, e,m′) = context(ident, e,m′) = ∅
∧∀ei ∈ m,∃e′i ∈ m′, (ei ≈ e′i) ∧ value(m, ei) 6= value(m′, e′i)
⇒ context(value, e′i,m′) = {ap}
sinon evalcontext((deleteElement, [m, e],M), σ, ap) échoue et le modèle n’est pas modifié.
5.3. Application d’une ITC
Afin de garantir l’idempotence, l’application d’une ITC procède en 3 étapes :
Soient τ = (mmsource,mmcible, (Select, Ident,Modif), Sfree) ∈ Titc , et σ une liaison complète définie
sur τ .
– Étape 1 : Evaluation partielle de l’ITC qui consiste en une évaluation contextualisée des parties
sélection et identification de l’ITC puis unification de la partie modification de l’ITC :
evalpartial(τ, σ) = unifys(Modif, evalscontext(Ident, evalscontext(Select, σ, idc), idc)))
avec idc = getUniqueIdentContext(τ, σ)
Les listes d’actions de modification obtenues en retour de l’évaluation partielle ne contiennent en va-
riables libres que les variables désignant le modèle modifié. En effet toutes les variables d’entrée sont
soient liées par la liaison (donc unifiées), soient liées aux variables de retour d’une action de sélection ou
d’identification (donc unifiées grâce aux substitutions obtenues par évaluation contextualisée des actions de
sélection et identification), soient liées aux variables de retour d’une action de modification précédente et
qui désignent par définition le modèle modifié.
– Étape 2 : Détection des conflits et construction d’une unique suite d’actions :
L’évaluation partielle construit un ensemble de suites non forcément disjointes d’appels d’actions opérant
potentiellement sur un même modèle. Par construction, nous avons l’hypothèse que chaque suite construit
un modèle conforme au métamodèle cible. Dans un souci de déterminisme des évaluations que nous vou-
lons indépendantes de l’ordre d’obtention des substitutions, cette étape consiste à construire à partir d’un
ensemble de suites d’appels d’actions, une unique suite d’appels d’actions. Le processus de construction de
cette unique suite procède en trois étapes : 1) unification des appels d’actions équivalentes (qui font appel
à une même action et mettent en jeu les mêmes termes et les mêmes variables d’entrée et de sortie), 2)
détection des conflits entre les appels d’action (détaillée ci-après), 3) en l’absence de conflits, production
d’une suite ordonnée d’appels d’action. Dans le cas contraire le processus est interrompu.
Il y a un potentiel conflit entre deux suites d’appels d’actions partiellement ordonnées si nous trouvons
des appels d’actions s’impactant mutuellement non ordonnés :
- (delete, [m, e],M1) entre en conflit avec les appels suivants :
(create, [_, e,meta], _) ; (setMeta, [_, e,meta], _) ;
(setV alue, [_, e, value], _) ; (setV alue, [_, e2, value], _), e ∈ value.
- (setV alue, [_, e, V alue], _) entre en conflit avec
(setV alue, [_, e, V alue2], _) si V alue 6= V alue2. Dans ce cas, un même élément peut prendre deux
valeurs différentes selon l’ordre d’exécution des actions, il y a donc conflit. Notons que dans le cas où la
valeur est la même, la première étape aura unifiée les deux actions.
Nous notons build({[a1..an] . . . [b1...bm]}) la fonction qui prend en entrée un ensemble de listes d’ap-
pels d’actions et renvoie une liste d’appels d’actions construite par cet algorithme lorsqu’aucun conflit n’est
détecté.
La figure 15 illustre la construction d’une suite d’appels d’actions.
– Étape 3 : Evaluation de la suite d’actions de modification unifiée obtenue à l’étape précédente.
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Cas 1 (sans prendre en compte les actions en rouge) : Les appels d’actions 1 et 5 sont unifiés et remplacés par une
action 15. Sans conflits détectés, la suite résultante respecte l’ordre partiel établit.
Cas 2 (toutes les actions sont prises en compte) : Les appels d’actions 1 et 5 sont unifiés et remplacés par les actions
15. Des conflits sont détectés entre les actions 4 et 8. Aucune suite n’est calculée.
Figure 15. Etape 2 : Composition d’une unique suite d’appels d’actions de modifications
Idempotence d’une ITC
Nous avons démontré dans [NEM 10a] (page 115) que l’application d’une ITC contextualisée est bien
idempotente, i.e. :
Soit m un modèle, τ une ITC, σ et σ′ deux liaisons complètes équivalentes15 définies respectivement sur m
et sur m′ = τσ(m), Il y a idempotence si τσ′(m′) = m′′ ⇒ m′ ≡ m′′
Cette propriété a été démontrée en prouvant qu’aucune nouvelle substitution n’est produite lors de l’ap-
plication de τ à m′. En effet, si cette propriété est vérifiée les suites d’appels de modification produites
sont des sous ensembles des suites d’appels produites lors de la précédente application de la transformation
(opérations unifys). La composition de ces suites donne alors une sous suite des appels d’action qui lors de
l’évaluation construit un modèle équivalent puisque chaque action de modification est idempotente.
6. Stratégies d’applications des ITCs et réparation du modèle
Dans une démarche d’évolution incrémentale des modèles [BAT 04], le modèle évolue à la fois par des
actions utilisateur et par l’application des transformations. Assurer la cohérence du système revient dans
notre approche à réparer le modèle en appliquant l’ensemble des ITCs. Ainsi nous proposons une approche
mixte de la construction des systèmes qui supporte une introduction séquentielle des ITCs et la réparation
par une approche ensembliste. L’utilisateur peut aussi faire le choix de n’utiliser que cette dernière approche,
surtout s’il n’a pas d’intérêt à manipuler les éléments non métiers introduits par les politiques ou s’il souhaite
utiliser uniquement le résultat final. Ainsi nous ne forçons pas la donnée d’un ordre sur l’application des
transformations mais s’il est nécessaire il peut être appliqué.
15. ∀(V → e) ∈ σ,∃(V → e) ∈ σ′tel que e ≈ e′ ou e=e’(même terme) ou si e = [e1..en] et e′ = [e′1..e′n] alors
∀ei ∈ e, e′i ∈ ei ≈ e′i ou ei = e′i
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6.1. Approche séquentielle
L’approche séquentielle est une stratégie d’application où les éléments ajoutés au modèle sont acces-
sibles aux actions utilisateurs ou à la liaison avec d’autres politiques. Ainsi le modèle résultant de chaque
application est utilisé pour appliquer une nouvelle transformation. L’ordre d’application des transformations
joue alors un rôle important. Les transformations qui s’appliquent sur des éléments créés par d’autres poli-
tiques ne peuvent pas s’appliquer sans que celles-ci aient été appliquées. Avec cette stratégie d’application,
le Système évolue incrémentalement par actions de l’utilisateur et applications d’ITCs. Réparer un modèle
revient alors à appliquer toutes les transformations dans une approche ensembliste (cf. section 6.2). Si le
modèle est modifié l’ensemble des transformations est ré-appliqué jusqu’à atteindre un modèle qui n’est
plus modifié par application des transformations ou qu’un cycle soit détecté (cf. section 6.3).
Pour déterminer si un modèle a été modifié, nous ne pouvons pas utiliser les changements de contexte
puisque le contexte peut évoluer sans que le modèle lui-même soit modifié (e.g. demande de création alors
qu’un élément existe déjà). Pour des raisons d’efficacité nous avons enrichi les actions pour mémoriser lors
de l’exécution d’une transformation les appels d’actions ayant entraîné une modification du modèle, i.e. les
éléments créés, les valeurs effectivement modifiées, les méta-éléments vraiment ajoutés, etc.
6.2. Approche ensembliste
L’approche ensembliste consiste à introduire un ensemble de politiques ’isolées’ sur le même modèle.
Les transformations associées aux politiques sont alors liées à un même modèle, mais les modifications
résultant des applications ne sont pas accessibles. Le modèle résultant est alors calculé en quatre étapes.
Soit le système : S = ({τ iσi},MMref ,m) avec MMref l’ensemble des métamodèles cibles des trans-
formations τ iσi et tel que m est le modèle résultant conforme à MMref .
Étape 1 : évaluation partielle de toutes les transformations. Chaque transformation du Système




Étape 2 : calcul de la suite d’appels d’action résultante. Etant donné l’ensemble des suites d’appels
d’actions de modification obtenu nous recherchons à présent les conflits entre ces suites d’actions, comme
cela a été décrit dans l’étape 2 de l’application d’une ITC (cf. §5.3).
Si des conflits sont détectés, l’évaluation de l’ensemble des ITCs échoue. Le modèle et son contexte ne
sont pas modifiés. En particulier, les modifications de contexte dues à l’évaluation de la partie sélection ne
sont pas mémorisées.
Étape 3 : évaluation. Si aucun conflit n’est détecté, les suites d’appels d’actions de modification sont
évaluées en séquence puisque l’ordre n’a pas d’importance.
Étape 4 : itération. Si le modèle a été effectivement modifié, pour assurer la conformité vis-à-vis de
tous les métamodèles, toutes les ITCs sont ré-appliquées. En effet, une action de création peut par exemple
introduire un nouvel élément qu’une autre ITC devra enrichir. Nous utilisons alors la propriété d’idempo-
tence des transformations pour ré-appliquer l’ensemble des transformations. Le point fixe est atteint lorsque
le modèle n’est plus modifié. Nous nous trouvons alors dans un processus séquentiel d’applications des
transformations. Le problème est d’assurer la terminaison du procédé d’applications des transformations en
séquence.
6.3. Pistes pour assurer la terminaison
Le processus d’évolution des modèles que nous proposons repose sur des applications séquentielles et
ensemblistes des transformations, ainsi que des actions de l’utilisateur. L’objectif est d’obtenir un système
cohérent et de savoir le réparer dans le cas contraire. Cependant, deux problèmes demeurent : la détection de
conflits de fusion interrompt le procédé et la terminaison du procédé n’est pas garantie. Nous envisageons
plusieurs pistes pour pallier ces problèmes.
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6.3.1. Gestion des conflits
Les conflits détectés sont dûs soit à des problèmes d’ordre d’évaluation entre les appels d’actions, soit à
des valuations interdites.
Conflits d’ordre : Les conflits d’ordre mettent en jeu une action de suppression d’élément. Par exemple,
un élément doit être détruit dans une suite d’appels d’actions alors qu’une autre demande sa création.
Une approche possible, qui est celle choisie pour gérer des cas de conflits dans des modèles distribués[MOU 10],
consiste à choisir la stratégie du minimum en "oubliant" tous les appels d’actions en conflit pour ne garder
que l’appel à destruction de l’élément conflictuel. Cependant cette stratégie peut garder des éléments qui
n’auraient pas été créés en l’absence de cet élément et pose le problème d’une exécution seulement par-
tielle des transformations. Une autre approche consiste à n’appliquer que les transformations qui portent les
actions de destruction (si cela est possible), puis à tenter de ré-appliquer l’ensemble des transformations.
Cette approche correspond à une analyse des dépendances entre transformations sur un jeu fixe d’éléments
de modèles. C’est la solution que nous préférons et qui fait partie de nos perspectives, mais elle pose le
problème d’un cycle potentiel présenté ci-après.
Valuations interdites : D’autres détections de conflits portent sur la valuation d’éléments et corres-
pondent à des faux positifs : interdiction de valuation alors que la valeur de l’élément et la valeur à affecter
sont les mêmes. Ce type de conflit peut être éliminé dans l’approche ensembliste puisque nous avons alors
accès à toutes les transformations simultanément. Ce n’est pas le cas dans l’approche séquentielle, et donc
dans le cas d’une ré-application des transformations.
6.3.2. Détection de cycles
Une transformation peut créer un élément qu’une autre transformation détruit. Dans une approche en-
sembliste un conflit est automatiquement détecté lors de l’analyse des conflits. Ce n’est pas le cas dans une
approche séquentielle car l’ensemble des appels d’actions de modification n’est pas analysé. Des cycles
peuvent alors se produire lors de la ré-application séquentielle des transformations. De manière générale,
il y a un cycle dans l’application d’un ensemble de transformations si nous reconstruisons le même mo-
dèle après plusieurs itérations. La détection du cycle peut reposer sur la comparaison des modèles, ce qui
suppose de préserver des modèles intermédiaires, ou sur les effets des transformations, ce qui réduit la
complexité. Nous avons alors une présomption de cycles si en appliquant plusieurs fois les mêmes transfor-
mations contextualisées nous retrouvons les mêmes appels effectifs d’actions de modification. Par exemple
un createElement qui se répète ou une affectation d’une même valeur suppose qu’entre temps il y a eu
destruction de l’élément ou affectation d’une autre valeur. Une étude plus approfondie devrait être menée
pour vérifier que le cycle est réel, mais elle suffit actuellement pour que nous déclenchions un avertissement.
6.3.3. Existence d’un point fixe
Le problème le plus difficile dans la ré-application des transformations, est la détection d’un modèle
divergeant. Il pourrait y avoir divergence par
- (i) affectation de valeur croissante : nous n’avons par d’opérateur permettant de concaténer des suites ou
des valeurs, ce type de divergence n’est donc pas possible ;
- (ii) création d’élément : la figure 16 présente un exemple de divergence par création d’élément. Ce cas ne
peut se produire que si le métamodèle source d’une première transformation contient des métaéléments du
métamodèle cible d’une seconde transformation et vice versa. Pour éviter ces divergences, il suffit donc que
les métamodèles résultant de la différence entre le métamodèle cible et source de chaque transformation
soient disjoints. Cette contrainte semble assez naturelle à introduire en considérant que toutes les trans-
formations ciblent le même métamodèle source et qu’elles se distinguent par leur cible. Nous n’avons pas
été jusqu’à présent confrontés dans nos applications à ce problème et n’avons pas encore introduit cette
restriction d’écriture des ITCs.
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Soit T1 une politique ajoutant une interface fournie à chaque composant et T2 une politique ajoutant un
composant requis à chaque interface. La ré-application de T1 et T2 mène à un modèle divergent.
Figure 16. Divergence par création d’un élément
7. Mise en oeuvre, Validations et Perspectives
L’approche présentée a été implémentée en Prolog. Des transformations de Ecore vers Prolog et inver-
sement nous permettent de manipuler les modèles de façon intégrée [MOS 09].
Basé sur la formalisation de la section 3, un modèle est exprimé par un ensemble de faits Prolog :
element, hasForMeta, hasForValue. La figure 17 présente un ensemble de faits correspondants à un
extrait du modèle initial (cf. figure 7). Le modèle est alors composé d’éléments (faits element) caractérisés
par un identifiant et un nom afin de faciliter l’écriture des transformations. Les éléments sont associés à des
métaéléments (faits hasForMeta) et peuvent être valués (faits hasForValue). Notons que chaque fait est
créé relativement à un identifiant de contexte représenté par le dernier paramètre.
A représente le composant NeurologServer d’identifiant id_NeurologServer et de nom neurologServer associé au méta-
élément component dans le context init.
B représente la référence entre le composant NeurologServer et l’interface InfoStore. Elle est associée au métaélément
reference et à pour valeur la liste des identifiants des éléments qu’elle relie.
C représente l’interface InfoStore d’identifiant id_InfoStore et de nom infoStore associée au métaélément interface dans
le context init.
Figure 17. Faits Prolog et diagramme UML extrait du modèle initial
L’écriture des ITCs est basée sur des règles Prolog qui implémentent les actions élémentaires. Les
parties sélection, identification et modification de l’ITC correspondent à des appels en séquence à ces actions
élémentaires.
Afin de de faciliter l’écriture et la compréhension des ITCs dans les modèles à composants, nous propo-
sons une couche supplémentaire de règles. Ces actions pour composants permettent de sélectionner, identi-
fier et modifier non plus des éléments, mais des composants, interfaces, paramètres d’entrée, de sortie, types
et références. La figure 18 illustre l’ITC représentant partiellement la politique Pproxy16.
16. La recopie des opérations et des paramètres dans les interfaces de délégation n’est pas représentée ici. L’exemple
complet est disponible à cette adresse http ://modalis.polytech.unice.fr/˜ clementine/PHD/policies.xhtml
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Figure 18. Extrait de l’ITC représentant Pproxy
Le maintien de la cohérence est basé sur la ré-application de l’ensemble des ITCs. Afin de mémoriser
cet ensemble, chaque transformation contextualisée est enregistrée sous la forme d’un fait Prolog. La mise
à jour du contexte se fait alors lors de l’évaluation des ITCs. Si l’évaluation est satisfaite, la base de faits
est modifiée en fonction des actions de modification et de sélection. La détection de cycle est réalisée par
analyse des suites d’appels d’actions de modification. Le modèle fixe est atteint lorsque l’application de
l’ensemble des ITCs n’a aucun effet.
En développant les politiques de sécurité liées à notre exemple fil rouge (cf. §2.2.1) nous avons quantifié
les apports de notre proposition sur un modèle comportant 300 éléments [NEM 09]. Les critères que nous
avons retenus sont (i) le nombre d’éléments générés et (ii) la difficulté à trouver ses éléments à modifier
dans le modèle en évaluant la distance entre les éléments générés17 [NEM 10a]. En fonction des politiques
appliquées, le nombre d’éléments générés est compris entre 20 et 50 éléments, tandis que la distance va jus-
qu’à 10. La ré-application des transformations a conduit à la génération de l’ordre d’une dizaine d’éléments
et la distance est restée la même. Ainsi même si la réparation du modèle ne modifie pas un grand nombre
d’éléments, elle aide l’utilisateur à trouver les éléments au milieu d’un modèle qu’il ne maîtrise pas à cause
du nombre d’éléments ajoutés par les politiques. De plus l’automatisation de la réparation est plus sûre en
évitant d’oublier des éléments.
Des transformations bien construites. Notre travail s’appuie sur les travaux précédents de validation
des transformations. En particulier, nous avons comme postulats que la conformité source est préservée et
que la conformité cible est atteinte par la transformation. Il n’est donc pas nécessaire d’écrire les règles
de cohérence pour valider le modèle. La "justesse" des ITCs reste cependant un point difficile que des
tests [BAU 06] et des approches par définition de contraintes [FOM 06] pourraient renforcer. Une fois la
confiance dans les ITCs acquises alors elles jouent un rôle prépondérant de rétablissement de la conformité
qu’aucun des travaux précédents ne couvre. En phase de mise au point des transformations, nous envi-
sageons actuellement d’utiliser notre langage d’actions pour vérifier sur la base des séquences d’actions
de modification calculées le respect des conformités en utilisant les travaux autour de Praxis [BLA 08].
Une autre perspective est la définition d’un tel système dans un langage de transformation tel que Condor
[KNI 9] qui supporte déjà une approche logique des transformations.
De la complexité des liaisons. Nous avons défini les liaisons comme des substitutions données par
l’utilisateur lors de l’application d’une politique. A l’usage nous pensons que d’autres approches devraient
être utilisées comme des annotations dans les modèles ou l’utilisation de stéréotypes. Cependant, nous
17. Nous naviguons alors dans un modèle comme dans un graphe.
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avons constaté qu’il peut être nécessaire d’étendre un modèle pour pouvoir lui appliquer une politique.
Cette évolution n’est alors pas considérée comme faisant partie de l’application de la politique et ne peut
donc ni être retirée lorsque l’on décide de "défaire" une politique, ni être réparée. L’utilisation du contexte
via des "annotations dédiées" supportant une forme de traçabilité est une de nos perspectives pour pallier
cette difficulté. Ainsi notre proposition offre une tracabilité automatique mais partielle de l’évolution via la
gestion du contexte [AIZ 06]. Notons qu’à l’instar des travaux sur les templates [CAR 03], nous autorisons
l’utilisation de type pour fixer l’expression des liaisons. Nous n’avons pas discuté ce point pour des raisons
de concision.
Des modèles aux plates-formes. Nous nous sommes intéressés à des politiques exprimées sur les entités
métiers et n’avons pris en charge que les conséquences au niveau des transformations vers les plates-formes.
Les conséquences au niveau des couches plus basses restent donc à explorer [NAN 04]. En particulier, une
des difficultés actuellement est l’utilisation simultanée de plusieurs frameworks cibles. Notre approche doit
permettre de remonter les interactions entre frameworks au niveau des modèles et d’ainsi pouvoir détecter à
ce niveau les conflits potentiels, voire proposer des solutions dédiées en fonction des compositions ciblées
[BOU 05].
8. Conclusion
La conception des systèmes d’informations requiert la prise en compte de propriétés multiples non
fonctionnelles que nous nommons politiques. La complexité pour introduire ces politiques est alors prise
en charge par des transformations dédiées qui visent à réduire la tâche du concepteur, tout en assurant la
cohérence des modèles par une approche systématique.
L’évolution constante des SI introduit des facteurs de complexité supplémentaires. Les politiques sont le
plus souvent introduites séquentiellement au fil de l’histoire du SI. Un calcul a priori d’un ordre dans l’ap-
plication des transformations n’est pas toujours possible. Les modifications indispensables du SI nécessitent
de s’assurer que les propriétés portées par les politiques sont bien vérifiées. Un des défis est donc de sa-
voir réparer les modèles ainsi construits. Pour répondre à cette problématique, nous avons montré que les
politiques peuvent être définies comme des transformations idempotentes qui permettent alors de réparer
automatiquement les modèles. Nous avons ainsi défendu une approche de construction qui repose sur une
évolution incrémentale des modèles et une réparation ensembliste. La démarche proposée a été étayée par
une implémentation en Prolog du système et a été appliquée à un système existant dans le cadre d’un projet
ANR.
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