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Abstract
Intelligent reflecting surface (IRS) has emerged as a promising technology to engineer the radio signal
propagation for catering to wireless communication, by leveraging a massive number of low-cost passive reflecting
elements. Prior studies on IRS have mostly assumed perfect channel state information (CSI) available for
designing the IRS passive beamforming as well as the continuously adjustable phase shift at each of its reflecting
elements, which, however, have simplified two challenging issues for implementing IRS in practice, namely, its
channel estimation and passive beamforming designs both under the constraint of discrete phase shifts. To
address these issues, we consider in this paper an IRS-aided single-user communication system with discrete
phase shifts and propose a new joint design framework for progressive IRS channel estimation and passive
beamforming. Specifically, we consider the practical block-based transmission, where each block has a finite
number of training symbols for channel estimation. However, different from the conventional “all-at-once”
channel estimation, i.e., the channels of all IRS elements are estimated at one time which inevitably causes
long delay for data transmission, we propose a novel hierarchical training reflection design for IRS such that
by properly partitioning its reflecting elements into groups/subgroups and assigning each group/subgroup of
elements differently-combined discrete phase shifts over multiple blocks, all IRS elements’ channels can be
efficiently resolved even if there is only a small (insufficient) number of training symbols per block. Based on
the resolved IRS channels in each block, we further design the progressive passive beamforming at the IRS with
discrete phase shifts to improve the achievable rate for data transmission over the blocks. Moreover, extensive
numerical results are presented which show significant performance improvement of the proposed progressive
channel estimation and passive beamforming designs as compared to various benchmark schemes.
Part of this work has been submitted to IEEE International Conference on Communications, Dublin, Ireland, 2020 [1].
The authors are with the Department of Electrical and Computer Engineering, National University of Singapore, Singapore (Email:
{eleyouc, elezbe, elezhang}@nus.edu.sg).
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I. INTRODUCTION
The last decade has witnessed a proliferation of innovations for wireless communications to meet
its explosive growth of data traffic and ever-increasing demand for higher data rates, such as massive
multiple-input-and-multiple-output (MIMO), millimeter wave (mmWave) communication, and so on.
Although these technologies can significantly improve the spectral efficiency of wireless communication
systems, they also face challenges due to the increasingly higher hardware cost and energy consump-
tion, which, if not successfully circumvented, may severely hinder their future applications. Recently,
intelligent reflecting surface (IRS) and its various counterparts (such as reconfigurable intelligent surface
(RIS) and so on) have emerged as a new and cost-effective solution to tackle these challenges [2]–[5].
Generally speaking, IRS is one kind of meta-surface composed of a vast number of passive reflecting
elements, which can be controlled in real time to dynamically alter the amplitude and/or phase of the re-
flected signal, thus collaboratively enabling smart reconfiguration of the radio propagation environment.
Besides, IRS does not require any active radio frequency (RF) chains for signal transmission/reception
but simply relies on passive signal reflection, thus significantly reducing the hardware cost and energy
consumption as compared to traditional active transceivers/relays. Moreover, IRS can be easily attached
to or removed from different objects (e.g., walls and ceilings), hence exhibiting great flexibility and
compatibility in practical deployment.
Despite the above appealing advantages, one critical issue in the design of IRS-aided communication
systems is how to judiciously set the reflection coefficients of its massive elements based on the
channel state information (CSI) of all signal paths, such that the signals reflected by IRS can be
added constructively with those via other paths to enhance the signal power at the intended receiver,
or destructively to help mitigate the co-channel interference. The design of IRS passive beamforming
has been investigated in different setups, assuming continuous phase shifts [6]–[10] or discrete phase
shifts [11]–[13] of the reflecting elements. Moreover, IRS passive beamforming has been jointly designed
with other communication techniques, such as orthogonal frequency division multiplexing (OFDM) [14],
MIMO [15], [16], non-orthogonal multiple access (NOMA) [17]–[20], physical-layer security [21]–[24],
and simultaneous wireless information and power transfer (SWIPT) [25], [26], etc.
To reap the passive beamforming gain of IRS, existing works (e.g., [6], [7], [15]–[24]) have mostly
assumed perfect CSI available for all the individual channels between the IRS and its aided access point
3(AP) as well as users, which, however, is practically difficult to realize due to the following reasons.
First, IRS can only reflect signals without the capabilities of signal transmission/processing, thus it is
practically difficult to estimate its channels with the AP as well as users directly [2]. Instead, only
the cascaded user-IRS-AP channels can be estimated at the AP (or user) based on the pilot symbols
sent by the user (or AP), by adjusting the IRS reflection coefficients over time [27]–[29]. Then, IRS
passive beamforming can be designed based on the estimated cascaded channels for data transmission.
Second, since IRS usually consists of a large number of reflecting elements, the conventional “all-
at-once” channel estimation method whereby the cascaded channels for all IRS reflecting elements
are estimated at one time will require long pilot length that increases with the number of reflecting
elements [28] and thus cause long delay for data transmission, which may not be suitable for delay-
sensitive and/or short-packet transmissions. Moreover, the all-at-once channel estimation for IRS may
be incompatible with the existing communication block structure, where only a small number of pilot
symbols are allocated in each (time) block. To reduce the channel training overhead, the IRS elements
can be divided into groups where only the effective channel for all elements in each group needs to
be estimated [14], [28]. As a result, the required number of pilot symbols is reduced to the number
of groups, instead of the number of elements in the case of all-at-once channel estimation. However,
this comes at the cost of degraded IRS passive beamforming performance since with only per-group
effective channels available, the reflection coefficients need to be set identical for all elements in each
group, which reduces the design degrees-of-freedom (DoF) for passive beamforming. Furthermore, the
channel estimation considered in [14], [28] based on IRS-elements grouping has assumed continuous
phase shifts for each of the IRS elements, while practical phase shifters can only operate with a finite
number of discrete phase-shift values due to the hardware constraint [2].
To overcome the aforementioned limitations in the existing studies on IRS channel estimation as well
as passive beamforming and make IRS implementable in practice, we investigate their new designs in
this paper considering the more realistic setting with finite pilot/training symbols in each block as well
as discrete phase shifts for both IRS channel estimation and passive beamforming for data transmission.
For the purpose of exposition, we consider an IRS-aided communication system as shown in Fig. 1,
where an IRS is deployed to assist the data transmission of a single-antenna user with a single-antenna
AP. Based on the existing pilot-assisted block transmission (see Fig. 2) in which each block consists of
a finite (usually small) number of pilot symbols, we propose a new approach to progressively resolve the
IRS elements’ (cascaded) channels over the blocks and accordingly refine the IRS passive beamforming
to improve the achievable rate for data transmission, by (non-trivially) extending the IRS-elements
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Fig. 1: An IRS-aided single-user communication system.
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Fig. 2: Pilot-assisted block transmission, where the CSI is assumed constant over I0 consecutive blocks.
grouping method in [14], [28]. The main contributions of this paper are summarized as follows.
• We propose a novel hierarchical training reflection design to progressively estimate the IRS
elements’ channels over consecutive blocks1. The key idea is to decompose each training reflection
vector, which consists of the reflection coefficients of all IRS elements in a given pilot symbol
duration, into the Kronecker product of two vectors, called the (group-wise) basis training reflection
vector and the intra-group training reflection vector (common for all groups), respectively. More
specifically, the basis training reflection vectors over all pilot symbols in each block (collectively
called the basis training reflection matrix which is the same for all the blocks shown in Fig. 2) are
designed for efficiently estimating the per-group effective channels in each block, which depend
on the intra-group training reflection vector. On the other hand, each group of IRS elements are
further divided into subgroups with reducing size over the blocks, where the intra-group training
reflection vectors in the current block and all previous blocks (collectively called the intra-group
training reflection matrix which has an increasing dimension over the blocks and is identical for
all the groups) are designed for efficiently resolving the subgroup aggregated channels of each
group, so that as the number of blocks becomes equal to that of IRS elements per group, all the
subgroups constitute only one IRS element and thus all the IRS elements’ individual channels can
be resolved.
• In particular, we propose an efficient algorithm to design the basis training reflection matrix for
each block, with any given intra-group training reflection matrix, for minimizing the mean-square
1We assume that the CSI of all channels is unchanged over these blocks, which is practically valid as IRS is at a fixed location and
the IRS-served users are typically in short distance from IRS and of low mobility.
5error (MSE) of the per-group effective channel estimation, under the constraints of unit-modulus,
discrete phase shifts, and full rank. Note that this problem is different from that considered in
[28] assuming the continuous phase shifts for IRS, since the constraint of discrete phase shifts
renders this problem an NP-hard problem, whose optimal solution can only be obtained by an
exhaustive search. To reduce the computational complexity, we first show that the simple discrete
Fourier transform (DFT)/Hadamard matrix is an optimal basis training reflection matrix in some
special cases. Then, for other cases in general, we propose a low-complexity yet efficient method
to sub-optimally solve this problem, called DFT-Hadamard-based basis training reflection matrix
design, which systematically constructs a near-orthogonal basis training reflection matrix based
on either DFT-matrix quantization or Hadamard-matrix truncation depending on the phase-shifter
resolution.
• Furthermore, for the intra-group channel estimation, we first propose a systematic approach to
construct two types of subgroup partitions for dividing each group/subgroup of IRS elements into
smaller-size subgroups over the blocks, called the symmetric and asymmetric subgroup partitions,
respectively. Then we derive the conditions for the subgroup training reflection matrices (which are
determined by both the intra-group training reflection matrices and the subgroup partition scheme)
to efficiently resolve the subgroup aggregated channels in each group over the blocks, given any
subgroup partition scheme. Similar to the design for the basis training reflection matrix, the optimal
subgroup training reflection matrices need to be found via the exhaustive search. To reduce the
complexity, we propose a suboptimal method for designing the subgroup training reflection matrices
over the blocks. The MSE of the resultant progressive channel estimation in each block is derived in
closed-form, which is shown to generally depend on both the basis training and subgroup training
reflection matrices.
• Last, based on the progressively refined IRS subgroup aggregated channels, we formulate an
optimization problem to maximize the achievable rate in each block by designing the corresponding
per-subgroup based passive beamforming for data transmission, with the training overhead and the
correlated channel estimation error taken into account. To reduce the complexity for finding the
optimal solution via the exhaustive search, we propose a low-complexity successive refinement
algorithm with three properly-designed initializations, to obtain high-quality suboptimal solutions.
Numerical results show that our proposed progressive channel estimation and passive beamforming
designs can effectively improve the achievable rate over the blocks. Moreover, the proposed designs
significantly outperform the benchmark schemes under various practical setups.
6The remainder of this paper is organized as follows. Section II introduces the system model and
the main ideas of the proposed progressive channel estimation and passive beamforming designs. The
detailed designs for the per-group effective channel and intra-group channel estimations are presented
in Sections III and IV, respectively. The algorithm for designing the progressive passive beamforming
for data transmission based on the estimated channels is presented in Section V. Numerical results and
discussions are provided in Section VI, followed by the conclusions given in Section VII.
Notations: The superscripts (·)T , (·)H , (·)†, and (·)−1 denote respectively the operations of transpose,
Hermitian transpose, element-wise conjugate, and matrix inversion. d·e and b·c denote respectively
the ceiling and floor operations for a real number, and ∠(·) denotes the phase of a complex number.
Moreover, and⊗ denote the Hadamard and Kronecker products, respectively. |·| denotes the cardinality
for a set and the absolute value for a real number. For matrices, diag(·) denotes a square diagonal matrix
with the elements in (·) on its main diagonal, [·]i,j denotes the (i, j)-th element of a matrix, λmax(·)
denotes the maximum eigenvalue of a matrix, IM denotes an identity matrix with size M ×M , 1N×M
denotes an N ×M matrix with all elements being 1, rank(·) and tr(·) represent the matrix rank and
trace, respectively.
II. SYSTEM MODEL
For the purpose of exposition, we consider a basic IRS-aided single-user communication system as
illustrated in Fig. 1, where an IRS composed of a large number of N passive reflecting elements,
denoted by the set N = {1, 2, · · · , N}, is deployed in proximity to a user for assisting its data
transmission with an AP, both of which are equipped with a single antenna. The results in this paper
can be readily extended to the more general system with multiple users served by the IRS (e.g., by
applying orthogonal time/frequency division multiple access) and/or multiple antennas at the AP (by
estimating their associated channels in parallel), which will be investigated in our future work. The
IRS is attached with a smart controller, which is responsible for real-time adjustment of the amplitude
and/or phase shift at each reflecting element as well as the information exchange between the IRS and
AP via a separate reliable wireless link.
A. Channel Model
For a typical low-mobility user served by the IRS, we assume narrow-band quasi-static fading channels
and focus on the uplink communication2 in one transmission frame consisting of I0 blocks, where all
2The proposed designs in this paper can be directly applied to the downlink communication by switching the roles of the user and AP,
as well as the broadband communication over frequency-selective channels by employing OFDM (see, e.g., [14], [28]).
7the channels remain constant within each frame. Note that I0 is an arbitrary integer depending on the
channel coherence time of the user. We further assume that the direct link between the user and AP is
blocked due to obstructions3, and denote hUI ∈ CN×1 and hHIA ∈ C1×N as the element-wise baseband
equivalent channels of the user-IRS and IRS-AP links4, respectively. The reflection coefficients of all IRS
elements can be represented by a diagonal matrix, denoted by Ω = diag(β
1
ejω1 , β
2
ejω2 , · · · , β
N
ejωN ),
where β
n
∈ [0, 1] and ωn ∈ [0, 2pi) denote respectively the reflection amplitude and phase shift at each
element n. In practice, the phase shift of each element can only take a finite number of discrete values
due to the hardware constraint [2]. Specifically, let b denote the number of controlling bits per element
and K = 2b denote the number of discrete phase-shift levels. By uniformly quantizing the continuous
phase shift in the range of [0, 2pi), the set of all possible discrete phase shifts for each element can be
represented by F , {0,∆ω, · · · , (K − 1)∆ω}, where ∆ω = 2pi/K. To ease the design of reflection
coefficients and maximize the reflected signal power, we consider the full-reflection at the IRS for both
channel training and data transmission, where the reflection amplitude at each element is set to be its
maximum, i.e., β
n
= 1,∀n ∈ N . Then the reflection coefficient for each element can be represented
by the set F = {ejω|ω ∈ F}. Similar to [6], the equivalent channel from the user to AP depends on Ω
and can be expressed as
q(Ω) = hHIA Ω hUI. (1)
Let h , diag(hHIA)hUI ∈ CN×1 denote the element-wise cascaded user-IRS-AP channel vector without
the phase-shift adjustment, and θH , [ejω1 , · · · , ejωN ] ∈ F1×N denote the element-wise IRS reflection
vector with θ†n , ejωn being the reflection coefficient of element n, n ∈ N . Note that the product
of any two elements in θ†n is another element in it due to the phase periodicity over ±2pi. Then the
equivalent channel given in (1) can be rewritten as q(θ) = θHh. It is worth noting that if the perfect
CSI of h is available, the optimal design of IRS passive beamforming with discrete phase shifts for rate
maximization can be obtained by using the techniques in [11]. However, such perfect CSI is practically
difficult to obtain for IRS as explained in Section I. Thus, we propose a new approach to practically
design the IRS channel estimation jointly with passive beamforming for data transmission based on the
estimated channels, both under the constraint of discrete phase shifts, as will be detailed in the next
subsection.
3If the direct link is non-negligible, the training symbols in the first block can be used to estimate the direct channel, without affecting
the main results in this paper.
4In this paper, the underlined symbols (e.g., β
n
, hUI, and Ω) refer to scalars/vectors/matrices with entries corresponding to individual
IRS elements.
8B. Proposed Progressive Channel Estimation and Passive Beamforming Design
We consider a practical protocol for the IRS-aided uplink communication as illustrated in Fig. 2, where
each transmission frame consists of I0 consecutive blocks and each block consists of M0 symbols
that are divided into two portions for executing the channel training with the first M symbols and
the data transmission with the remaining M0 −M symbols, respectively. Based on this protocol, we
propose a novel hierarchical training reflection design to progressively refine the channel estimation for
IRS elements over the blocks. The estimated channels in each block are then used for designing the
corresponding passive beamforming for data transmission to improve the achievable rate for the user
over the blocks.
1) Channel Training: Consider each block i ∈ I , {1, 2, · · · , I0}. During the channel training in
each block, the user consecutively sends M pilot symbols to the AP, where the IRS reflection coefficients
are properly set to assist the channel estimation at the AP. Let xt[m˜] ∈ C and (θ(i)t [m˜])H ∈ F1×N denote
the transmitted training symbol (common for all blocks of i) and the element-wise IRS training reflection
vector in the m˜-th symbol duration of block i, respectively, with m˜ ∈ M , {1, 2, · · · ,M}. Then the
baseband received signal at the AP, y(i)t [m˜], is given by
y
(i)
t [m˜] = xt[m˜]q
(i)
t [m˜] + z
(i)
t [m˜], m˜ ∈M, (2)
where q(i)t [m˜] , (θ
(i)
t [m˜])
Hh, and z(i)t [m˜] denotes the additive white Gaussian noise at the receiver with
zero mean and variance σ2. By stacking M consecutive received signals during the channel training,
i.e., y(i)t , [y
(i)
t [1], y
(i)
t [2], · · · , y(i)t [M ]]T , and defining Θ(i)t , [θ(i)t [1],θ(i)t [2], · · · ,θ(i)t [M ]]H , the received
signal vector can be compactly written as
y
(i)
t = Xtq
(i)
t + z
(i)
t , (3)
where Xt , diag (xt[1], xt[2], · · · , xt[M ]), q(i)t , [q(i)t [1], q(i)t [2], · · · , q(i)t [M ]]T = Θ(i)t h, and z(i)t ,
[z
(i)
t [1], z
(i)
t [2], · · · , z(i)t [M ]]T .
Based on (3), the least-square (LS) estimation of the equivalent channel vector in each block i, denoted
by qˆ(i)t , can be obtained as qˆ
(i)
t = X
−1
t y
(i)
t . Thus, if M = N , the cascaded user-IRS-AP channels, h,
can be completely resolved as hˆ = (Θ(i)t )−1qˆ
(i)
t (i.e., the all-at-once channel estimation). However, in
practice, we have M  N and thus we propose to divide the N IRS elements into M groups, each
consisting of L , N/M adjacent elements (assumed to be an integer for convenience) by exploiting the
potential channel correlation among them [14]. As such, in each block i, we can estimate M per-group
effective channels (to be specified later), denoted by h(i) , [h(i)1 , h
(i)
2 , · · · , h(i)M ]T ∈ CM×1, where h(i)m
with m ∈M denotes the effective channel of group m in block i.
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Fig. 3: Proposed progressive channel estimation by hierarchical training reflection design.
Since each transmission frame consists of more than one block, we further propose a novel hierar-
chical training reflection design to progressively estimate the cascaded IRS channels over the blocks.
Specifically, we first write the element-wise IRS training reflection vector, (θ(i)t [m˜])H , as a Hadamard
product of two vectors, i.e., (θ(i)t [m˜])H = (θs[m˜])
H  (θ(i)a )H , as illustrated in Fig. 3(a). Therein,
(θs[m˜])
H ∈ F1×N is called the element-wise basis training reflection vector, which is assumed to be
identical for all the blocks in each frame. In each block, the element-wise basis training reflection
coefficients for all elements in each group are set identical for each training symbol but can vary over
different training symbols for estimating the per-group effective channels. In contrast, (θ(i)a )
H is named
the element-wise intra-group training reflection vector, which is set identical for all training symbols in
each block i, but can vary over different blocks of i. In addition, the element-wise intra-group training
reflection coefficients are assumed to be identical for all groups in each block and designed such that
upon each block i, the intra-group training reflection vectors, {(θ(j)a )H}ij=1, applied from blocks 1 to i
can help resolve more subgroup channels in each group as i increases. Note that in block 2, each group
of elements are divided into 2 subgroups, then in block 3, one of the two subgroups is further divided
into 2 subgroups, and so on; as a result, there are i subgroups in each group in block i, for i > 1.
Moreover, for all elements in each group/subgroup, we apply the same reflection coefficients so that
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their effective/aggregated channels can be resolved in each block i. For example, consider a simple case
where the IRS has N = 4 elements and each block consists of M = 2 training symbols. Since M = 2,
the IRS elements are divided into 2 groups of equal size, which are denoted by the element-index sets,
e.g., {1, 2} and {3, 4}, respectively. Then in block 2, the AP is able to resolve two subgroup channels
from each group, i.e., {1} and {2} from group 1 and {3} and {4} from group 2; thus, all the four IRS
elements’ channels are resolved. Based on the above, the element-wise IRS training reflection vector
during the m˜-th symbol of each block i can be expressed as below and illustrated in Fig. 3(a), which is
the Kronecker product of a (group-wise) basis training reflection vector, denoted by (θs[m˜])H , and an
intra-group training reflection vector in the i-th block (common for all groups), denoted by (θ(i)a )H .
(θ
(i)
t [m˜])
H = (θs[m˜])
H  (θ(i)a )H
, [θs,1[m˜]⊗ 11×L, θs,2[m˜]⊗ 11×L, · · · , θs,M [m˜]⊗ 11×L]† 
[
(θ(i)a )
H ⊗ 11×M
]
=
(θs,1[m˜])†(θ(i)a )H︸ ︷︷ ︸
group 1
, (θs,2[m˜])
†(θ(i)a )
H︸ ︷︷ ︸
group 2
, · · · , (θs,M [m˜])†(θ(i)a )H︸ ︷︷ ︸
group M
 (4)
= (θs[m˜])
H ⊗ (θ(i)a )H , ∀m˜ ∈M, i ∈ I, (5)
where (θs[m˜])H , [θs,1[m˜], θs,2[m˜], · · · , θs,M [m˜]]† ∈ F1×M and (θ(i)a )H , [θ(i)a,1, θ(i)a,2, · · · , θ(i)a,L]† ∈ F1×L.
In particular, it can be observed from (4) that for each symbol m˜ in each block i, the training reflection
vector of each group is the superposition of a common basis training reflection coefficient for this group
for symbol m˜ to the intra-group training reflection vector in block i. By partitioning the IRS elements’
channels as h = [hH1 ,h
H
2 , · · · ,hHM ]H , where hm ∈ CL×1 denotes the element-wise channels of group
m, then the equivalent channel during the m˜-th symbol of block i can be rewritten as
q
(i)
t [m˜] =
[
(θs,1[m˜])
†(θ(i)a )
H , · · · , (θs,M [m˜])†(θ(i)a )H
]
[hH1 , · · · ,hHM ]H
=
M∑
m=1
(
(θs,m[m˜])
†(θ(i)a )
Hhm
)
, (θs[m˜])Hh(i), (6)
where each per-group effective channel h(i)m in h(i) depends on the intra-group training reflection vector
of block i, i.e.,
h(i)m = (θ
(i)
a )
Hhm, (7)
As such, y(i)t in (3) can be re-expressed as
y
(i)
t = XtΘsh
(i) + z
(i)
t , (8)
where Θs , [θs[1],θs[2], · · · ,θs[m˜]]H ∈ FM×M is collectively defined as the basis training reflection
matrix. In the following, we summarize the procedures of the proposed progressive channel estimation
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in each block i, as illustrated in Fig. 3(b), by considering the case of I0 = L (i.e., I = {1, 2, · · · , L}) in
the sequel of this paper for convenience, such that all IRS elements’ individual channels can be resolved
by block I0 = L, since ML = N .5
Per-group effective channel estimation: According to (8), the AP estimates M per-group effective
channels in block i, h(i), from the received signal vector, y(i)t , with the given basis training reflection
matrix Θs, i.e.,
(Per-group effective channel estimation) y(i)t
Θs=⇒ hˆ(i), ∀i ∈ I, (9)
where hˆ
(i)
denotes the estimated per-group effective channels in block i. The details will be given in
Section III.
Intra-group channel estimation: Based on the estimated per-group effective channels from blocks 1
to i (i.e., {hˆ(j)}ij=1), the AP can estimate iM effective channels (with i effective channels per group)
with the designed intra-group training reflection matrices. As the intra-group channel estimation design
applies to all groups, we consider a typical group m for ease of elaboration. It can be observed from
(7) that the effective channel of group m in each block i is a linear combination of its element-wise
channel vector and the intra-group training reflection vector in this block. This key observation indicates
that by properly designing the intra-group training reflection vectors over blocks, we can progressively
resolve the IRS elements’ channels in group m. Let η(i)m = [h
(1)
m , · · · , h(i)m ]T ∈ Ci×1 denote the stacked
effective channels of group m in the first i blocks, which can be expressed as follows according to (7):
η(i)m = [θ
(1)
a , · · · ,θ(i)a ]Hhm , Θ(i)a hm, (10)
where Θ(i)a ∈ Fi×L is named the intra-group training reflection matrix for block i, evolving as
Θ(1)a = (θ
(1)
a )
H , Θ(i)a =
Θ(i−1)a
(θ
(i)
a )H
 , 1 < i ≤ L. (11)
Note that in block i, we can at most resolve i subgroup aggregated channels from η(i)m for group m.
Let g(i)m , [g(i)m,1, g
(i)
m,2, · · · , g(i)m,i]T ∈ Ci×1 denote the subgroup aggregated channels of group m in block
i (including the group aggregated channel for the case of i = 1 as well), where g(i)m,k with k ≤ i denotes
the aggregated channel of the elements in the k-th subgroup (i.e., the sum of the elements’ individual
channels in each subgroup) of group m. Moreover, to resolve the subgroup aggregated channels, we
define (ψ(i)a )H , [ψ(i)a,1, ψ
(i)
a,2, · · · , ψ(i)a,i]† ∈ F1×i as the subgroup training reflection vector for the i
5It is worth noting that our proposed design can be easily applied to the case of I0 < L, by simply adopting the design for the first I0
out of the total L blocks; while for the case of I0 > L, since all the element-wise channels can be estimated by block L, we can assume
for simplicity that the training symbols in the remaining I0 − L blocks are unused or used for data transmission.
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subgroup aggregated channels to be resolved in block i, which is common for all groups, and (ψ(i)k )
†
with k ≤ i represents the (common) reflection coefficient for all elements in the k-th subgroup applied
in block i (see Example 1 below). Note that each (θ(i)a )H specifies (ψ
(i)
a )H , if the subgroup partition is
given for block i (to be specified in Section IV). Furthermore, we define Ψ(i)a ∈ Fi×i as the subgroup
training reflection matrix for block i, designed for resolving the subgroup aggregated channels g(i)m from
η
(i)
m . An illustrative example is provided as follows to demonstrate the construction of Ψ
(i)
a , given a
subgroup partition that determines the subgroup training reflection vector (ψ(i)a )H and the corresponding
subgroup aggregated channels g(i)m ’s; while the details for the subgroup partition and the design of Ψ
(i)
a
will be given in Section IV. Note that Ψ(i)a (as well as Θ
(i)
a ) can be designed off-line and stored at the
IRS for real-time channel training.
Example 1 (Construction of the subgroup training reflection matrix). Without loss of generality, we
consider the intra-group channel estimation for group m = 1 with L elements. In block 1, all elements
in this group share the same subgroup training reflection coefficient (ψ(1)a,1)
†. Then the effective channel
of group m in this block is given by h(1)m = (ψ
(1)
a,1)
†g(1)m,1 , Ψ
(1)
a g
(1)
m,1, where g
(1)
m,1 =
∑L
n=1 hn. In block 2,
we assume that the L elements are partitioned into two subgroups consisting of v and L− v elements,
respectively, where 0 < v < L. As such, the effective channel of group m in block 2 is given by
h(2)m = (ψ
(2)
a,1)
†g(2)m,1 + (ψ
(2)
a,2)
†g(2)m,2, (12)
where g(2)m,1 =
∑v
n=1 hn and g
(2)
m,2 =
∑L
n=v+1 hn. Given g
(2)
m,1 and g
(2)
m,2, we can rewrite the effective
channel of group m in block 1 as
h(1)m = (ψ
(1)
a,1)
†g(2)m,1 + (ψ
(1)
a,1)
†g(2)m,2, (13)
since g(1)m,1 = g
(2)
m,1 + g
(2)
m,2. Thus, the stacked effective channels of group m in the first 2 blocks, η
(2)
m as
given in (10), can be equivalently expressed as follows by combing (12) and (13):
η(2)m =
ψ(1)a,1 ψ(1)a,1
ψ
(2)
a,1 ψ
(2)
a,2
† g(2)m,1
g
(2)
m,2
 , Ψ(2)a g(2)m . (14)
Following the similar procedures as for constructing Ψ(2)a , we can obtain Ψ
(i)
a for 2 < i ≤ L.
Accordingly, for each group m, the intra-group channel estimation in block i can resolve the subgroup
aggregated channels g(i)m from the stacked estimated effective channels in the first i blocks, ηˆ(i)m , by
properly designing the subgroup training reflection matrix Ψ(i)a , i.e.,
(Intra-group channel estimation) ηˆ(i)m
Ψ
(i)
a=⇒ gˆ(i)m , ∀m ∈M, ∀i ∈ I, (15)
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where gˆ(i)m denotes the estimated subgroup aggregated channels for group m. The estimated subgroup
aggregated channels of all groups in block i are concatenated as gˆ(i) = [(gˆ(i)1 )
H , · · · , (gˆ(i)M )H ]H ∈ CiM×1.
2) Passive Beamforming: In each block i, given the estimated subgroup aggregated channels of
all groups, gˆ(i), the AP optimizes the passive beamforming for data transmission and then sends the
corresponding phase-shift values to the IRS controller for implementation6. Let (φ(i))H ∈ F1×iM denote
the passive beamforming vector in block i. Note that since all elements in each subgroup apply the same
reflection coefficient (similar to the channel training case) for data transmission, the size of (φ(i))H needs
to be equal to the total number of subgroups with resolved aggregated channels, i.e., iM . Moreover,
we define g(i)e , g(i) − gˆ(i) as the channel estimation error in gˆ(i). Then the received data signal at the
AP in block i can be written as
y(i) = (φ(i))Hg(i)x(i) + z(i) = (φ(i))H
(
gˆ(i) − g(i)e
)
x(i) + z(i)
= (φ(i))H gˆ(i)x(i) − (φ(i))Hg(i)e x(i) + z(i), (16)
where x(i) is the transmitted signal with zero mean and power P , and (φ(i))Hg(i)e x(i) is the additional
interference due to the channel estimation error, whose power depends on the passive beamforming
vector (φ(i))H as well as the channel estimation error g(i)e . Then the average achievable rate of each
block i in bits per second per Hertz (bps/Hz) is given by [30]
R(i) =
M0 −M
M0
log2
1 + P
∣∣∣(φ(i))H gˆ(i)∣∣∣2
Γ
(
PE
[∣∣∣(φ(i))Hg(i)e ∣∣∣2]+ σ2)
 , ∀i ∈ I, (17)
where Γ ≥ 1 stands for the achievable rate gap due to a practical modulation and coding scheme. Note
that the achievable rate, R(i) in (17), is determined by the following signal-to-interference-plus-noise
ratio (SINR):
γ(φ(i)) =
P
∣∣∣(φ(i))H gˆ(i)∣∣∣2
PE
[∣∣∣(φ(i))Hg(i)e ∣∣∣2]+ σ2 , ∀i ∈ I. (18)
Our objective is to optimize the passive beamforming with discrete phase shifts at the IRS to maximize
the achievable rate for data transmission in each block i (see Section V for the details), so that as i
increases, the achievable rate will be progressively improved as more IRS subgroup aggregated channels
are resolved.
6For simplicity, we assume that such feedback is error-free and has zero delay, while the proposed design applies to imperfect feedback
in practice as well. For example, suppose the feedback incurs one block delay, then the proposed design can be simply modified such
that in each block i, the IRS implements the passive beamforming designed by the AP in block i− 1, for i = 2, · · · , L.
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Algorithm 1 Proposed progressive channel estimation and passive beamforming design.
1: Initialize i = 1.
2: repeat
3: Per-group effective channel estimation: Given y(i)t ∈ CM×1, obtain the estimated per-group
effective channels hˆ
(i) ∈ CM×1 according to (8), based on the designed basis training reflection
matrix Θs.
4: Intra-group channel estimation: For each group m, first, collect the estimated per-group effective
channels over the first i blocks, i.e., ηˆ(i)m ∈ Ci×1. Next, resolve the subgroup aggregated channels
gˆ(i)m ∈ Ci×1 from ηˆ(i)m , based on the designed subgroup training reflection matrix Ψ(i)a .
5: Progressive passive beamforming: Given the estimated subgroup aggregated channels of all
groups, i.e., gˆ(i) ∈ CiM×1, optimize the passive beamforming vector (φ(i))H ∈ FiM×1 for rate
maximization.
6: Feedback and update: The AP informs the IRS controller of (φ(i))H for the phase-shift
adjustment. Update i = i+ 1.
7: until i > L.
Last, we summarize in Algorithm 1 the main procedures of the proposed progressive channel esti-
mation and passive beamforming designs.
III. PER-GROUP EFFECTIVE CHANNEL ESTIMATION
In this section, we consider the per-group effective channel estimation in each block with any given
intra-group training reflection design. An optimization problem is formulated and solved to minimize
the MSE of the LS channel estimation by designing the IRS basis training reflection matrix.
A. Problem Formulation
As the per-group effective channel estimation design applies to all blocks, we drop the block index
(i.e., the superscript (i)) in this section for notational brevity. First, we can observe from (8) that, if Θs
is of full-rank, the LS estimation for the per-group effective channels h is given by
hˆ = Θ−1s X
−1
t yt = h+ he, (19)
where he , Θ−1s X−1t zt denotes the channel estimation error in hˆ. As such, the MSE of the per-group
effective channel estimation in each block is given by
MSE(hˆ) = E
[
||h− hˆ||2
]
= E
[||he||2]
15
= E
[
tr
(
Θ−1s X
−1
t ztz
H
t (X
−1
t )
H(Θ−1s )
H
)]
=
σ2
P
tr
(
(ΘHs Θs)
−1) . (20)
Accounting for the IRS discrete phase shifts and the feasibility of the LS estimation, the optimization
problem for minimizing the MSE of the per-group effective channel estimation can be formulated as
follows.
(P1) : min
Θs
σ2
P
tr
(
(ΘHs Θs)
−1)
s.t. |[Θs]m˜,m| = 1, 1 ≤ m˜,m ≤M, (21a)
∠[Θs]m˜,m ∈ F , 1 ≤ m˜,m ≤M, (21b)
rank(Θs) = M, (21c)
where (21a) and (21b) respectively enforce the constraints of unit-modulus and discrete phase shift on
each entry of the basis training reflection matrix Θs, and (21c) guarantees the feasibility of the LS
estimation.
B. Proposed Basis Training Reflection Matrix Design
First, it can be easily verified that problem (P1) is always feasible, since there exists a naive basis
training reflection matrix that satisfies all the constraints in (21a)–(21c), regardless of the phase-shifter
resolution and the pilot length. We denote it by Θ¯s, whose entries are given by
[Θ¯s]m˜,m =
−1, m˜ = m,1, otherwise, (22)
where m˜,m ∈M. However, despite its feasibility, the objective function of (P1) is non-convex due to
the inverse operation as well as the non-convex constraints of full rank and unit-modulus. In addition, the
phase shifts in the IRS basis training reflection matrix are restricted in a finite number of discrete values,
rendering problem (P1) an NP-hard problem to solve. Numerically, the optimal solution to problem (P1)
can be obtained by an exhaustive search over all possible basis training reflection matrices that satisfy
the constraints in (21a)–(21c), with the complexity order of O(2bM2), and then selecting the one with
full rank and achieving the minimum MSE (MMSE). Note that the optimal solution may not be unique.
The computational complexity of the exhaustive search, however, may be practically prohibitive, since
it increases exponentially with M2 and b.
To address this issue, we first obtain the optimal solution to (P1) in some special cases of b and
M . Then, for other cases in general, we propose a low-complexity algorithm to obtain a high-quality
suboptimal solution to problem (P1). To this end, we first introduce two structured matrices: the DFT
16
matrix and the Hadamard matrix. Specifically, an M×M DFT matrix, denoted by D¯M , is an orthogonal
matrix whose entries are given by [D¯M ]m˜,m = e−j
2pi(m˜−1)(m−1)
M , 1 ≤ m˜,m ≤ M . On the other hand, a
Hadamard matrix is also an orthogonal matrix while its entries are either +1 or −1. For example, a
4× 4 Hadamard matrix, denoted by H¯4, is given by
H¯4 =

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 . (23)
Note that an M ×M Hadamard matrix exists if and only if M ∈ U , {u|u = 2 or u = 4r, r ∈ Z+}.
The following proposition gives the optimal solution to (P1) in two special cases.
Proposition 1. For IRS with equally-spaced discrete phase shifts, the optimal solution to problem (P1)
in the following two cases are given by:
1) If M ∈ {2c|c = 1, 2, · · · , b}, the DFT matrix D¯M is an optimal solution.
2) If M ∈ U , the Hadamard matrix H¯M is an optimal solution.
Sketch of Proof: First, it can be shown that if there exists an orthogonal basis training reflection
matrix, i.e., ΘHs Θs = MI , satisfying all the constraints in (21a)–(21c), then it is an optimal solution to
problem (P1). Second, we can obtain the conditions under which the orthogonal DFT and Hadamard
matrices satisfy the above constraints, thus completing the proof. 
For other cases, in general, it is unknown whether there exists an orthogonal basis training reflection
matrix satisfying all the constraints in (21a)–(21c), which makes it hard to characterize the structure of
the optimal solution to (P1). Thus we propose a novel low-complexity method, called DFT-Hadamard-
based basis training reflection matrix design, to obtain a suboptimal solution to problem (P1). Basically,
our proposed design systematically constructs a near-orthogonal basis training reflection matrix by
performing the DFT-matrix quantization for b ≥ 2, and the Hadamard-matrix truncation for b = 1. The
rationalities and detailed construction are elaborated as follows.
1) DFT-based basis training reflection matrix for b ≥ 2: Our goal is to construct a quantized
DFT matrix DM for any M , such that it features near-orthogonality in the sense that each
entry has a value closest to that of the corresponding DFT matrix, but with the phase shift
constrained in the feasible set F . Mathematically, we have [DM ]m˜,m = ejθˇm˜,m , where θˇm˜,m =
arg minθˇm˜,m∈F
∣∣∣ejθˇm˜,m − e−j 2pi(m˜−1)(m−1)M ∣∣∣ . Such a quantized DFT matrix, however, can no longer
preserve matrix invertibility for the IRS with any resolution of phase shifters. By extensive simu-
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lations, we observe that the quantized DFT matrix is always invertible for b ≥ 2 and achieves an
MSE close to that of the continuous phase shifts when b is sufficiently large. While, for the IRS
with 1-bit phase shifters, i.e., b = 1, the proposed quantized-DFT basis training reflection matrix,
DM , is mostly noninvertible for different M . For instance, we observe that for 1 ≤M ≤ 20, DM
is invertible only when M ∈ {2, 4, 8, 16}, for which each of the quantized DFT matrices reduces
to a Hadamard matrix with the same dimension. Thus, we resort to a Hadamard-based scheme as
described below for designing the basis training reflection matrix when b = 1.
2) Hadamard-based basis training reflection matrix for b = 1: For the IRS with 1-bit phase shifters,
by leveraging the orthogonality of the Hadamard matrix, we propose to construct a truncated
Hadamard matrix for obtaining a near-orthogonal basis training reflection matrix HM as follows.
First, find an `×` legitimate Hadamard matrix H¯` that has the smallest dimension ` while satisfying
` ≥M . Then, truncate H¯` by preserving only the entries in the first M rows and first M columns.
Mathematically, we have [HM ]m˜,m = [H¯`]m˜,m, 1 ≤ m˜,m ≤M.
It is worth mentioning that the optimal basis training reflection matrices in the special cases given in
Proposition 1 also comply with the above proposed DFT-Hadamard-based design. Moreover, note that
the MSE of the proposed scheme is dependent on the designed basis training reflection matrix due to
its non-orthogonality in general, which is in sharp contrast to the case with continuous phase shifts for
which the MMSE is shown to be a constant given by σ2/P [28].
IV. PROGRESSIVE INTRA-GROUP CHANNEL ESTIMATION
In this section, we detail our design for the intra-group channel estimation with the resolved per-group
effective channels over the blocks. First, we present how to design the subgroup partition over the blocks
as well as the subgroup training reflection matrix for each block to resolve the subgroup aggregated
channels for different groups. Next, we derive the MSE of the proposed intra-group channel estimation,
by taking into account the channel estimation error due to both the per-group effective channel and
intra-group channel estimations.
A. Subgroup Partition and Training Reflection Matrix Design
In each block i, as the intra-group channel estimation design applies to all groups, we consider a
typical group m for ease of elaboration. Let P(i)m = {S(i)m,1,S(i)m,2, · · · ,S(i)m,i} denote the subgroup partition
for group m in block i, where S(i)m,k 6= ∅ denotes the element-index set for subgroup k with the indices
arranged in an ascending order, and we have
∑i
k=1 |S(i)m,k| = L and |P(i)m | = i, which implies that i
subgroup aggregated channels can be resolved in block i. Recall that the subgroup training reflection
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vector in block i, (ψ(i)a )H ∈ Fi×1, is identical for all groups and all training symbols in each block, g(i)m,k is
the aggregated channel of the k-th subgroup with the elements indexed by S(i)m,k, i.e., g(i)m,k =
∑
n∈S(i)m,k
hn,
and h(i)m is the effective channel of group m in block i, which is obtained by using the per-group effective
channel estimation designed in Section III. Using the similar method as in Example 1, by stacking h(j)m
with j = 1, 2, · · · , i, we obtain 
h
(1)
m
h
(2)
m
...
h
(i)
m

︸ ︷︷ ︸
η
(i)
m
=
 Ψ˜(i−1)a
(ψ
(i)
a )H

︸ ︷︷ ︸
Ψ
(i)
a

g
(i)
m,1
g
(i)
m,2
...
g
(i)
m,i

︸ ︷︷ ︸
g
(i)
m
, (24)
where Ψ(i)a ∈ Fi×i denotes the subgroup training reflection matrix in block i, Ψ˜(i−1)a ∈ F(i−1)×i denotes
the extended subgroup training reflection matrix for block i−1 with Ψ˜(0)a , ∅ (the detailed construction
of Ψ˜
(i−1)
a will be explained later), η
(i)
m denotes the stacked effective channels of group m in the first
i blocks, and g(i)m denotes the subgroup aggregated channels of group m in block i. Without loss of
generality, we assume that i subgroup aggregated channels have been resolved in block i, 1 ≤ i ≤ L−1,
which requires that rank(Ψ(i)a ) = i as observed from (24). Then, we can focus on designing the intra-
group channel estimation in block i + 1 by properly designing the subgroup partition and training
reflection matrix.
First, we determine the subgroup aggregated channels to be resolved in block i + 1, g(i+1)m , by
designing the subgroup partition in this block, given the subgroup partition in block i, S(i)m,k, and its
corresponding subgroup aggregated channels g(i)m . Specifically, to resolve i + 1 subgroup aggregated
channels, we select a typical parent subgroup k∗ in block i (which consists of more than one element)
and partition it into two smaller children subgroups in block i+1, which can be mathematically expressed
as S(i)m,k∗ = S(i+1)m,k∗ ∪S(i+1)m,k∗+1. Other subgroups (except for subgroup k∗) remain unchanged in block i+1,
while the corresponding element-index sets are re-labeled as
S(i+1)m,k =
S
(i)
m,k, 1 ≤ k ≤ k∗ − 1,
S(i)m,k−1, k∗ + 2 ≤ k ≤ i+ 1.
(25)
As such, the subgroup partition for block i + 1 is P(i+1)m = {S(i+1)m,1 ,S(i+1)m,2 , · · · ,S(i+1)m,i+1} and the
corresponding subgroup aggregated channels are given by g(i+1)m = [g
(i+1)
m,1 , g
(i+1)
m,2 , · · · g(i+1)m,i+1]T ∈ C(i+1)×1,
where g(i+1)m,k =
∑
n∈S(i+1)m,k
hn, 1 ≤ k ≤ i+ 1 and it satisfies g(i+1)m,k∗ + g(i+1)m,k∗+1 = g(i)m,k∗ due to the partition
of the parent subgroup in block i. In the following examples, we propose a systematic approach to
construct two types of subgroup partitions over the blocks.
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Block 1
Subgroup partition for group 1 in each block
Block 2
Block 3
Block 4
Subgroup training reflection vector in each block
{1, 2, 3, 4}
{1, 2} {3, 4}
{3, 4}{1} {2}
{1} {2} {3} {4}
1
1 -1
-11 -1
1 -1 -1 1
Symmetric subgroup partition
{1, 2, 3, 4}
{1, 2, 3} {4}
{4}{1, 2} {3}
1
1 -1
-11 -1
1 -1 -1 -1
Asymmetric subgroup partition
( (1)a )
H
( (2)a )
H
( (3)a )
H
( (4)a )
H
( (1)a )
H
( (2)a )
H
( (3)a )
H
( (4)a )
H{4}{1} {2} {3}
P(1)1
P(2)1
P(3)1
P(4)1
P(1)1
P(2)1
P(3)1
P(4)1
Fig. 4: Proposed subgroup partition schemes and the corresponding subgroup training reflection matrix design.
Example 2 (Symmetric subgroup partition). As illustrated in Fig. 4(left), in each block i + 1, the
symmetric subgroup partition scheme selects the subgroup of the largest size in block i as the parent
subgroup, i.e., k∗ = arg max
k=1,··· ,i
|S(i)m,k| and partitions it into two (as close as possible) equal-size
children subgroups, i.e., |S(i+1)m,k∗ | =
⌈
|S(i)m,k∗|/2
⌉
and |S(i+1)m,k∗+1| =
⌊
|S(i)m,k∗ |/2
⌋
.
Example 3 (Asymmetric subgroup partition). The asymmetric subgroup partition scheme, as illustrated
in Fig. 4(right), partitions its largest subgroup with size |S(i)m,k∗| into two asymmetric-size subgroups:
one with |S(i+1)m,k∗ | = |S(i)m,k∗ | − 1 elements and the other with |S(i+1)m,k∗+1| = 1 reflecting element.
Based on the subgroup aggregated channels in block i+ 1, g(i+1)m , (24) can be updated as
h
(1)
m
h
(2)
m
...
h
(i+1)
m

︸ ︷︷ ︸
η
(i+1)
m
=
 Ψ˜a(i)
(ψ
(i+1)
a )H

︸ ︷︷ ︸
Ψ
(i+1)
a

g
(i+1)
m,1
g
(i+1)
m,2
...
g
(i+1)
m,i+1

︸ ︷︷ ︸
g
(i+1)
m
, (26)
where (ψ(i+1)a )H is the new subgroup training reflection vector designed for block i + 1, and Ψ˜
(i)
a ∈
Fi×(i+1) is the extended subgroup training reflection matrix in block i, which is generated from the
subgroup training reflection matrix Ψ(i)a by following a similar procedure as illustrated in Example 1
that replicates the training reflection coefficients of the parent subgroup to those of children (created)
subgroups. Mathematically, Ψ˜
(i)
a can be expressed as
Ψ˜
(i)
a =
[[
Ψ(i)a
]
:,1:k∗ ,
[
Ψ(i)a
]
:,k∗ ,
[
Ψ(i)a
]
:,k∗+2:i+1
]
. (27)
Next, we address how to design the subgroup training reflection matrix for each block i, Ψ(i)a , 1 ≤
i ≤ I0. It can be observed from (26) that in block i + 1, to resolve g(i+1)m from η(i+1)m , the subgroup
training reflection matrix, Ψ(i+1)a , should be of full rank, which requires proper design of the training
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reflection vector in block i+ 1, (ψ(i+1)a )H . Similar to the design for the basis training reflection matrix
in Section III, the optimal subgroup training reflection matrices for minimizing the intra-group channel
estimation MSE given any subgroup partition (as will be derived in the next subsection) need to be
found via the exhaustive search. To reduce the complexity, we propose a simple yet efficient approach
to systematically design a feasible subgroup training reflection matrix for each block, iteratively from
block i = 1 to i = L, with only two-level phase shifts (i.e., reflection coefficients are either +1 or −1).
In particular, we can simply set (ψ(1)a )H = 1 and
(ψ(i+1)a )
H =
[[
Ψ(i)a
]
i,1:k∗ , (ψ
(i+1)
a,k∗+1)
†,
[
Ψ(i)a
]
i,k∗+2:i+1
]
, 1 ≤ i ≤ L− 1, (28)
where (ψ(i+1)a,k∗+1)
† = −[Ψ(i)a ]i,k∗ , to achieve the full rank of the subgroup training reflection matrices
Ψ
(i)
a for all blocks of i. Fig. 4 illustrates the designed subgroup training reflection vectors in different
blocks for the two cases of symmetric and asymmetric subgroup partitions given in Example 2 and
Example 3. Taking the symmetric subgroup partition illustrated in Fig. 4 as an example, the subgroup
training reflection matrices for blocks 1 ≤ i ≤ 4 are constructed as follows, all of which can be observed
to be of full-rank.
Ψ(1)a = 1,Ψ
(2)
a =
1 1
1 −1
 ,Ψ(3)a =

1 1 1
1 1 −1
1 −1 −1
 ,Ψ(4)a =

1 1 1 1
1 1 −1 −1
1 −1 −1 −1
1 −1 −1 1
 . (29)
B. MSE of Intra-Group Channel Estimation
Based on the subgroup training reflection matrices designed in the preceding subsection, in each
block i, the LS estimation of the subgroup aggregated channels for each group m, gˆ(i)m ∈ Ci×1, can be
obtained as
gˆ(i)m = (Ψ
(i)
a )
−1ηˆ(i)m , ∀m ∈M. (30)
Recall that gˆ(i) = [(gˆ(i)1 )
H , · · · , (gˆ(i)M )H ]H ∈ CiM×1 denote the estimated subgroup aggregated channels
of all groups in block i, whose size increases with i. In summary, gˆ(i) is obtained by a succession
of two operations, including the per-group effective channel and the intra-group channel estimations.
Mathematically, gˆ(i) can be expressed as
gˆ(i) =

(Ψ
(i)
a )−1
. . .
(Ψ
(i)
a )−1

︸ ︷︷ ︸
E(i)

ηˆ
(i)
1
...
ηˆ
(i)
M

︸ ︷︷ ︸
ηˆ
(i)
1:M
= E(i)Π(i)︸ ︷︷ ︸
F (i)

hˆ
(1)
...
hˆ
(i)

︸ ︷︷ ︸
hˆ
(1:t)
= F (i)

h(1)
...
h(i)

︸ ︷︷ ︸
h(1:t)
+F (i)

h(1)e
...
h(i)e

︸ ︷︷ ︸
h
(1:i)
e
, (31)
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where Π(i) is an iM × iM permutation matrix satisfying ηˆ(i)1:M = Π(i)hˆ
(1:i)
. Therefore, the MSE of the
intra-group channel estimation in each block i is given by
MSE(gˆ(i)) = E
[
||g(i) − gˆ(i)||2
]
= E
[||g(i)e ||2] = E [||F (i)h(1:i)e ||2]
= tr
(
F (i)E
[
h(1:i)e (h
(1:i)
e )
H
]
(F (i))H
)
(a)
= tr
(
F (i)E
[
diag
{
h(1)e (h
(1)
e )
H , · · · ,h(i)e (h(i)e )H
}]
(F (i))H
)
(b)
= tr
(
F (i)E
[
Ii ⊗ (hehHe )
]
(F (i))H
)
=
σ2
P
tr
(
F (i)
{
Ii ⊗ (ΘHs Θs)−1
}
(F (i))H
)
, (32)
where (a) is due to the independent per-group effective channel estimation over different blocks and
(b) holds since the distribution of h(i)e is the same over different blocks. From (32), we can observe
that the MSE of the intra-group channel estimation is determined by both the basis training reflection
matrix and the subgroup training reflection matrix (except for i = 1, where the derived MSE applies to
the per-group effective channel estimation, which depends on the basis training reflection matrix only).
Moreover, the MSE increases with i due to the error accumulation and propagation arising from both
the per-group effective channel and intra-group channel estimations.
V. PROGRESSIVE PASSIVE BEAMFORMING OPTIMIZATION
In this section, we optimize the progressive passive beamforming at the IRS in each block based on the
estimated group/subgroup aggregated channels, for maximizing the achievable rate for data transmission
by taking into account the channel estimation error.
A. Problem Formulation
Given the estimated group/subgroup aggregated channels gˆ(i) ∈ CiM×1, we define Gˆ(i) , gˆ(i)(gˆ(i))H ∈
CiM×iM and the channel estimation error covariance matrix as
R(i) , E[g(i)e (g(i)e )H ] =
σ2
P
F (i)
{
Ii ⊗ (ΘHs Θs)−1
}
(F (i))H︸ ︷︷ ︸
R
(i)
a
. (33)
Then the SINR in (18) can be rewritten as
γ(φ(i)) =
P (φ(i))HGˆ
(i)
φ(i)
σ2
(
(φ(i))HR(i)a φ
(i) + 1
) , ∀i ∈ I. (34)
Note that R(i)a defined in (33) depends on both the basis training reflection matrix Θs and subgroup
training reflection matrix Ψ(i)a via F (i) (see (31)). A closer observation reveals that the SINRs in different
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blocks have similar forms as shown in (34). The main differences lie on the increasing size of the passive
beamforming vector (φ(i))H ∈ F1×iM with i as well as the block-varying Gˆ(i) and R(i)a , which do not
affect the optimization methods for designing the passive beamforming in different blocks. Thus we omit
the block index (i.e., superscript (i)) in the sequel of this section for notational brevity. Accordingly,
the optimization problem for maximizing the average achievable rate in (17) under the constraints of
unit-modulus and discrete phase shifts is equivalent to that given below for the SINR maximization (by
dropping the constant term P/σ2).
(P2) : max
φ
φHGˆφ
φHRaφ+ 1
s.t. |φ`| = 1, ` = 1, 2, · · · , iM, (35a)
∠φ` ∈ F , ` = 1, 2, · · · , iM. (35b)
B. Proposed Algorithm for Problem (P2)
Problem (P2) is a non-convex optimization problem due to the constrains of unit-modulus and discrete
phase shifts. Since the discrete phase shifts are constrained in a finite set F , the optimal solution can
be obtained by the exhaustive search, for which the complexity is of order O(2biM) since φH ∈ F1×iM ,
which increases exponentially with biM as i increases. To reduce the complexity, we propose in this
subsection an efficient successive refinement algorithm to solve problem (P2) sub-optimally based on
different initialization methods as follows.
1) Initialization Methods: For the progressive passive beamforming design, three initialization meth-
ods are applied first for setting the initial passive beamforming vector in each block, followed by the
proposed successive refinement algorithm for further refining the passive beamforming.
SDR-based initialization: The semidefinite relaxation (SDR)-based initialization optimizes the initial
passive beamforming in each block i by using SDR techniques. Specifically, we first relax the constraint
of discrete phase shifts in (35b) of problem (P2) and denote the resultant problem as problem (P3) given
below.
(P3) : max
φ
φHGˆφ
φHRaφ+ 1
s.t. |φ`| = 1, ` = 1, 2, · · · , iM. (36a)
For this problem, we define Φ , φφH , which satisfies Φ  0 and rank(Φ) = 1. Then we have
φHGˆφ = tr(GˆφφH) = tr(GˆΦ) and φHRaφ = tr(RaΦ). By relaxing the non-convex rank-one
constraint, problem (P3) is transformed to
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(P4) : max
Φ
tr(GˆΦ)
tr(RaΦ) + 1
(37a)
s.t. Φ  0, (37b)
[Φ]`,` = 1, ` = 1, 2, · · · , iM. (37c)
Problem (P4) is still non-convex since the objective function is non-convex over Φ. To address this
issue, we apply the Charnes-Cooper transformation to reformulate problem (P4) [31]. To be specific,
we define
A =
Φ
tr(RaΦ) + 1
, ξ =
1
tr(RaΦ) + 1
. (38)
As such, we have Φ = A
ξ
and tr(RaA) + ξ = 1. Consequently, problem (P4) is equivalent to the
following problem.
(P5) : max
A,ξ
tr(GˆA)
s.t. tr(RaA) + ξ = 1, A  0,
[A]`,` = ξ, ` = 1, 2, · · · , iM.
Problem (P5) is a semidefinite programming (SDP) and hence its optimal solution, denoted by {A∗, ξ∗},
can be obtained by using existing solvers such as CVX [32]. Then the optimal solution to problem (P4)
is given by Φ∗ = A
∗
ξ∗ . Since Φ
∗, in general, may not be of rank-one, i.e., rank(Φ∗) 6= 1, the optimal
objective value of problem (P4) serves as an upper bound of problem (P3) only. In this case, the Gaussian
randomization method can be used to obtain a feasible and high-quality suboptimal solution to problem
(P3) based on the higher-rank solution obtained by solving (P4) [6], which is denoted by φ˜.
Next, based on the obtained near-optimal passive beamforming φ˜ with continuous phase shifts, we
construct an initial IRS passive beamforming with discrete phase shifts by using phase quantization.
Specifically, for each of φ˜`, ` ∈ {1, · · · , iM}, we directly quantize its phase shift to the nearest discrete
value in F , given by
ω` = arg min
ω`∈F
∣∣∣ejω` − φ˜`∣∣∣ . (40)
Although the SDR-based initialization is expected to obtain a high-quality suboptimal solution to
problem (P2), its complexity is in the order of O((iM)3.5) [33], which is practically affordable for
moderate i and/or M but will be prohibitive when iM becomes large.
Replication-based initialization: To reduce the complexity of the SDR-based initialization, we propose
a replication-based initialization which makes use of the passive beamforming computed in the previous
block for reducing the initialization complexity in the current block. To this end, we set the initial passive
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beamforming in different blocks as follows. First, for block i = 1, we compute the passive beamforming
by the SDR-based initialization method followed by the successive refinement algorithm (to be described
later). Then, in the subsequent blocks, we “replicate” the passive beamforming in the previous block
and augment it by adding the phase shifts of the children (created) subgroups, which are set as the
same as those of their corresponding parent subgroup (which is partitioned to create the new children
sub-group, see Section IV-A). For block i > 1, the above replication-based initialization has a negligible
complexity.
Channel-gain-maximization based initialization: Another approach to reduce the complexity for solv-
ing the SDP problem (P5) is to neglect the effects of the correlated channel estimation error (specified
by Ra) and only maximize the channel power gain (i.e. φHGˆφ) instead of the SINR, referred to
as the channel-gain-maximization based initialization. In general, this problem is still NP-hard due
to the constraint of discrete phase shifts (see [11]). To address this issue, we propose a simple yet
efficient algorithm that first selects the strongest subgroup that yields the largest channel power gain
among the subgroup aggregated channels of all groups, and then tunes the discrete phase shifts of other
subgroups to make their effective channels align with the strongest path in phase as close as possible.
This initialization method has a low complexity order of O(iM2b) when b is small.
2) Successive Refinement: Next, we successively refine the passive beamforming based on the ini-
tialization for each block. Specifically, in each iteration, we find the optimal discrete phase shift for
each subgroup to maximize the SINR in (34) via the one-dimensional search over F , with those of
the others being fixed, until the fractional decrease of γ(φ) in (34) is less than a sufficiently small
threshold. The algorithm is guaranteed to converge since the objective value of (P2) is non-decreasing
over the iterations and the optimal objective value of (P2) is upper-bounded by a finite value, i.e.,
φHGˆφ
φHRaφ+ 1
=
φHGˆφ
φH(Ra +
1
M
I)φ
= φHXφ ≤ iMλmax(X), (41)
where X , (Ra + 1M I)−1Gˆ. Note that compared to the exhaustive search, our proposed successive
refinement algorithm greatly reduces the complexity, which is in the order of O(log(1/)iM2b) for any
feasible initialization, given the solution accuracy of  > 0.
VI. NUMERICAL RESULTS
Numerical results are presented in this section to demonstrate the effectiveness of the proposed
progressive channel estimation and passive beamforming designs. Unless specified otherwise, the system
parameters are set as follows. Under the three-dimensional Cartesian coordinate system in meter (m),
a single-antenna user located at (20, 40, 0) transmits data to a single-antenna AP located at (20, 0, 0).
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The IRS is equipped with a uniform rectangular array placed in the y-z plane centered at (18, 30, 0),
which consists of N = 80 reflecting elements with half-wavelength spacing. For the large-scale fading,
the distance-dependent path loss is modeled by β(d) = β0(d/d0)−α, where d denotes the individual link
distance, β0 = −30 dB denotes the reference channel gain at a distance of d0 = 1 m, and α denotes the
path loss exponent of the individual link and is set as αUI = 2.2 and αIA = 2.5 for the user-IRS and
IRS-AP links, respectively, by taking into account the longer distance of the latter than the former in
practice. To account for the small-scale fading, we assume the Rician fading model for the associated
channels with KUI = 3 dB and KIA = −20 dB, respectively, which denote the Rician factors of the
user-IRS and IRS-AP links. Moreover, each block consists of 30 symbols. Other parameters are set as
P = 20 dBm, σ2 = −89 dBm, and Γ = 9 dB.
A. Per-Group Effective Channel Estimation
First, we evaluate the performance of the proposed DFT-Hadamard-based basis training reflection
matrix design for estimating the per-group effective channel (thus, without loss of generality, we assume
I0 = 1 in this subsection) as well as the corresponding passive beamforming based on the estimated
per-group effective channels. We compare in Fig. 5(a) the normalized MSE of the per-group effective
channel estimation by the proposed basis training reflection matrix with that by the naive scheme whose
entries are given in (22). One can observe that the MSE of the naive scheme increases with the number
of training symbols (or number of IRS groups), M , since the corresponding basis training reflection
matrix can be shown to be more ill-conditioned. In contrast, our proposed design has much smaller
MSE, especially for the IRS with high-resolution phase shifters (i.e., with larger value of b), albeit that
its MSE has small fluctuations with M . Specifically, its MSE touches the lower bound with continuous
phase shifts when M ∈ {2, 4, 8, 16}, since the corresponding basis training reflection matrix reduces to
a standard orthogonal Hadamard matrix.
In addition, we compare the rate performance of the proposed basis training reflection matrix design
with two benchmark schemes: 1) naive scheme; 2) random phase shift with selection scheme: in each
block i, the IRS generates M sets of random phase shifts during the channel training and the AP selects
the best set that achieves the largest passive beamforming gain among them. To show the effect of M
on the achievable rate, Fig. 5(b) plots the achievable rates of different schemes versus (vs.) M . First,
it is observed that there exists a tradeoff between the IRS channel estimation and training overhead,
since with too little training (i.e., smaller M ) the CSI is not accurate enough for achieving high passive
beamforming gain, while too much training results in less time for data transmission. Second, our
proposed design greatly outperforms the two benchmark schemes due to the properly designed basis
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Fig. 5: Performance of the proposed per-group effective channel estimation and corresponding passive beamforming design.
training reflection matrix. In addition, one can observe significant rate improvement of the proposed
design by increasing the resolution of discrete phase shifters from 1-bit to 2-bit, whereas the random
phase shift with selection scheme shows marginal rate improvement only. Moreover, it is observed that
without a properly designed basis training reflection matrix, the naive scheme for the IRS with 1-bit
phase shifters even performs worse than the random phase shift with selection scheme.
B. Intra-Group Channel Estimation
Next, we evaluate the performance of the proposed subgroup training reflection matrices and the
associated passive beamforming design. In Fig. 6(a), we compare the normalized MSE of the proposed
intra-group channel estimation with the symmetric or asymmetric subgroup partition scheme vs. the
number of blocks with I0 = 10, assuming the same DFT-Hadamard-based basis training reflection
matrix design and the successive refinement algorithm with the replication-based initialization. First,
it is observed that for both partition schemes, the MSE results according to (32) match well with the
simulation results. Second, the MSEs of both partition schemes are non-decreasing with the increasing
number of blocks due to the error accumulation and propagation. Besides, one interesting observation
is that the asymmetric partition yields smaller MSE than the symmetric counterpart in each block.
In addition, we compare the achievable rate of the proposed passive beamforming design based on
the above progressive channel estimation with two benchmark schemes: 1) progressive random phase
shift with selection scheme: which extends the previous random phase shift with selection scheme for
single block to the case of multiple blocks, i.e., for the second block, use M more sets of random
phase shifts, and select the best over them as well as those in the first block, and so on; 2) all-at-once
channel estimation: the user transmits M = N pilot symbols at one time for estimating all IRS elements’
individual channels, which is equivalent to the proposed per-group effective channel estimation with
M = N groups and L = N/M = 1 element per group; then, the passive beamforming is designed based
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Fig. 6: Performance of the proposed intra-group channel estimation and corresponding passive beamforming design.
on all channels estimated. It is worth noting that the all-at-once channel estimation design provides a
performance upper bound on the achievable rate of the proposed progressive channel estimation design
since it achieves the maximum passive beamforming gain with fully resolved CSI and is free of the
intra-group channel estimation error in the progressive channel estimation.
Figs. 6(b) and 6(c) plot the achievable rate vs. the number of blocks, with b = 1 and M = 4 vs.
M = 16. Several important observations are made as follows. First, one can observe from Fig. 6(b)
that although the proposed two subgroup partition schemes achieve almost the same rate in the first
block, the rate of the symmetric partition grows faster than the asymmetric counterpart in the subsequent
blocks, but was finally overtaken by it after block 14. This can be explained as follows. In the first few
blocks, the symmetric partition tends to generate equal-size subgroups. This helps achieve more balanced
estimation errors over the subgroups which in turn makes the passive beamforming more effective.
However, after sufficiently large number of blocks, the subgroups generated by the asymmetric partition
become similar to those by the symmetric partition and its lower MSE (see Fig. 6(a)) helps achieve
higher passive beamforming gain. Second, the fast rate convergence of the symmetric partition indicates
that, in practice, it is more suitable for the case with smaller I0 as compared to the asymmetric partition.
Third, by comparing Figs. 6(b) and 6(c), we can observe that as M increases, i.e., the number of training
symbols per block increases or the number of IRS elements per group decreases, the achievable rate
of the proposed progressive channel estimation and passive beamforming designs approaches to that
of the all-at-once channel estimation more closely as well as more quickly (in terms of the number of
blocks). However, this may not be practically affordable as increasing M leads to a larger number of
pilot symbols per block as well as longer block length (assuming fixed training overhead), which is
not suitable for short-packet or delay-sensitive data transmissions. Last, our proposed design based on
the two partition schemes greatly outperform the progressive random phase shift with selection scheme,
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Fig. 7: Performance of the proposed passive beamforming design.
which shows that progressive CSI refinement is more effective than random reflection based selection
for improving the passive beamforming performance.
C. Progressive Passive Beamforming
Last, we show the rate performance of the proposed successive refinement algorithm with different
initialization methods for the progressive passive beamforming. For comparison, we also consider the
case of continuous phase shifts by solving a similar but modified problem of (P3) to provide a rate
performance upper bound. The proposed DFT-Hadamard-based basis training reflection matrix is adopted
for the per-group effective channel estimation, and the symmetric subgroup partition is adopted for the
intra-group channel estimation. In Fig. 7(a), we compare the achievable rates of different initialization
methods vs. the number of blocks with M = 4 and b = 2. It is observed that the low-complexity
replication-based and channel-gain-maximization based initialization methods achieve close rates to the
SDR-based initialization method that is of much higher complexity, but their rate performance loss in
general increases with the number of blocks, i.e., when more CSI is resolved for the IRS. In addition,
the impact of the phase-shifter resolution on the achievable rate is evaluated in Fig. 7(b), where the
successive refinement algorithm is initialized by the replication-based method and M = 8. We observe
that the achievable rate of the proposed algorithm increases with higher-resolution phase-shifters, and
achieves very close rate performance when b = 3 as compared to the case with continuous phase shifts.
VII. CONCLUSION
In this paper, for an IRS-aided single-user communication system with discrete phase shifts, we
proposed a novel hierarchical training reflection design for progressively estimating the IRS channels
based on IRS-elements grouping and partition. Specifically, for the per-group effective channel esti-
mation, we proposed a new DFT-Hadamard-based basis training reflection matrix design to minimize
the channel estimation MSE. While for the intra-group channel estimation, we proposed two subgroup
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partition schemes and designed efficient subgroup training reflection matrices to progressively resolve
the subgroup aggregated channels of each group over the blocks. Next, based on the resolved subgroup
aggregated channels, we designed the progressive IRS passive beamforming for improving the achievable
rate for data transmission over the blocks, by taking into account the derived channel estimation error
covariance. A low-complexity successive refinement algorithm with properly-designed initializations
was proposed to obtain high-quality suboptimal solutions. Last, numerical results demonstrated the
effectiveness of our proposed progressive channel estimation and passive beamforming designs.
This work considered a basic and simplified setup to focus on investigating the proposed new
design approach, while its results can be readily extended to more general cases such as multi-antenna
AP/user, multiple users/IRSs, frequency-selective fading channels, imperfect IRS reflection model as
well as correlated time/frequency channels with partial channel statistical knowledge, and so on. In
particular, for IRS-aided multiuser communications, the proposed progressive channel estimation and
passive beamforming designs can be jointly optimized with multiuser scheduling based on estimated
channels, which is an interesting as well as more challenging problem to solve in future work.
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