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Abstract
Extending the concept of multi-selfsimilar random field we study multi-scale invariant
(MSI) fields which have component-wise discrete scale invariant property. Assuming scale
parameters as λi > 1, i = 1, . . . , d and the parameter space as (1,∞)d, the first scale rect-
angle is referred to the rectangle (1, λ1) × . . . × (1, λd). Applying certain component-wise
geometric sampling of MSI field, the harmonic-like representation and spectral density of
the sampled MSI field are characterized. Furthermore, the covariance function and spectral
density of the sampled Markov MSI field are presented by the variances and covariances of
samples inside first scale rectangle. As an example of MSI field, a two-dimensional simple
fractional Brownian sheet (sfBs) is demonstrated. Also real data of the precipitation in
some area of Brisbane in Australia for two days (25 and 26 January 2013) are examined.
We show that precipitation on this area has MSI property and estimate it as a simple MSI
field with stationary increments inside scale intervals. This structure enables us to predict
the precipitation in surface and time. We apply the mean absolute percentage error as a
measure for the accuracy of the predictions.
Mathematics Subject Classification MSC 2010: 60G18; 60G22; 62M15; 62H05.
Keywords: Scale invariant Random fields; Self-similarity; Spectral representation; Mod-
eling Precipitation, Estimation and Forecasting.
1 Introduction
Gaussian self-similar fields have been extensively studied and applied in various area as hydrol-
ogy, biology, economics, finance and image processing [27]. In probability theory, a random
field is a family of random variables indexed in a multi-dimensional space.
As stated by Genton et al. [10], a random field {X(t), t ∈ Rd} is said to be multi-selfsimilar
(MSS) if for some Hurst vector H > 0 and any Λ > 1
X(Λ ◦ t) L= ( d∏
i=1
λHii
)
X(t). (1.1)
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where H = (H1, . . . ,Hd), Λ = (λ1, . . . , λd) and
L
= denotes equality of finite dimensional dis-
tributions, and ◦ is the Hadamard product that operates as Λ ◦ t = (λ1t1, . . . , λdtd). The
random field is said to be multi-scale invariant (MSI) of index H and scale Λ′ = (λ′1, . . . , λ′d),
if (1.1) holds for some case Λ = Λ′. In one-dimensional, the discrete scale invariant (DSI)
process initially studied by Borgnat et al. [6] is a scale invariance or self-similar process only
for specific choice of scale parameter. Balasis et al [2, 3, 4] and Bartolozzi et al [5] have studied
wide range of applications of DSI processes in Dynamic Magnetosphere, DST time series and
stock markets.
Let {X(t), t ∈ [1,∞)d} be some MSI field with prescribed scale vector Λ = (λ1, . . . , λd)
where λi’s are greater than one. Extending the method of Modarresi and Rezakhah [17, 18],
we consider component-wise geometric sampling of the field at points αk = (αk11 , . . . , α
kd
d )
T ,
k1, k2, . . . , kd ∈ N0 = {0, 1, . . .}, to get {X(αk),αk ∈ Rd} as the sampled MSI field, where αi’s
are determined by λi = α
ni
i for i = 1, 2, . . . , d while n1, . . . , nd are arbitrary positive integers.
So we have
∏d
i=1 ni observations in the first scale rectangle [1, λ1) × . . . × [1, λd). In general
we consider d-dimensional (k1, k2, . . . , kd) scale rectangle as
[λk1−11 , λ
k1
1 )× [λk2−12 , λk22 )× . . .× [λkd−1d , λkdd ). (1.2)
The first scale rectangle is considered as the d-dimensional (1, 1, . . . , 1) scale rectangle. Then
applying some quasi-Lamperti transformation and extending the method of Haghbin et al.
[12] and Hurd et al. [14], we characterize the spectral density and spectral representation of
the sampled MSI field. The MSI field with Markov property is called Markov MSI (MMSI).
We show that the covariance function and spectral density of the sampled MMSI field are
presented by the covariance function of corresponding samples inside the first scale rectangles.
We present some proper estimation method based on this component-wise sampling scheme
by extending the method of estimation the parameters for DSI processes in [23, 24].
This paper is motivated by applications in environmental and climate phenomena. Precipita-
tion is one of the key terms for balancing the energy budget, and one of the most challenging
aspects of climate modeling. Basic research performed in the statistical analysis and studied
the variability in the distribution of rainfall to obtain accurate prediction [22], [28]. As an
example of MSI field, real data of the precipitation in some part of Brisbane area of Australia
for some special period of time are considered. The MSI behavior of these precipitation in
three dimension as latitude, longitude and time are verified [8]. Also the corresponding time
dependent scale and Hurst parameter of the MSI field are estimated. By estimating these pa-
rameters, we predict the precipitation in surface and time. All prediction methods have errors
in predicting. So we use mean absolute percentage error (MAPE) as a statistical measure that
calculate the error of the predictions. We show that our predictions are highly accurate.
The rest of the paper is organized as follows. Section 2 is devoted to some preliminaries
and also definitions of MSS and MSI fields. The component-wise geometric sampling scheme
and some proper quasi-Lamperti transformation are defined in this section. The definition of
a two-dimensional simple fractional Brownian sheet (sfBs) as an example of MSI field is given
in section 2 as well. In section 3 we propose harmonic-like representation and spectral density
function of n-dimensional MSS fields. The characterization of covariance and spectral density
functions of the two-dimensional scale invariant wide-sense Markov fields are presented in sec-
2
tion 4. In section 5 we introduce a heuristic method for the estimation of Hurst parameter of
MSI fields. Implying the rainfall data of Brisbane area of Australian bureau of meteorology,
their MSI property of the field is verified and also the scale and Hurst parameters of this field
are estimated. Finally, we study the prediction of the precipitation and employ the mean
absolute percentage error(MAPE) index to determine the accuracy of the prediction.
2 Theoretical Structure
In this section, we present the definitions of the multi-selfsimilar (MSS) and multi-scale in-
variant (MSI) fields to be prescribed by some parameter space. Then we introduce a modified
version of Lamperti transformation which provides a one to one correspondence between sam-
pled MSS and discrete time stationary fields and also between sampled MSI and discrete time
periodic fields respectively.
First we present the definition of periodic field and we use them as the Lamperti counterpart
of self-similar field to obtain the harmonic representation and spectral density of MSI field.
Definition 1. The random field is said to be stationary field if for any τ ∈ Rd
{SτX(t), t ∈ Rd} L= {X(t), t ∈ Rd},
where for any t and τ ∈ Rd, the shift operator Sτ acts as SτX(t) := X(t + τ ). The random
field is called periodic with period τ 0 if the above equality holds just for τ = τ 0.
Definition 2. A second order random field is called periodically correlated (PC) if its mean
and covariance function has a periodic structure for some τ , see [14]
E[X(t + τ )] = E[X(t)], Cov(X(t), X(s)) = Cov(X(t + τ ), X(s + τ )).
Periodic field with finite second moment is also a PC random field.
It should be noted that a second order random field is square integrable over the parameter
space. Extending some definitions in Modarresi et al. [17] for DSI process with some parameter
space, we present the following definitions.
Definition 3. A random field {X(k),k ∈ Tˇ} is called MSS with parameter space Tˇ, where Tˇ
is any subset of [1,∞)d and for any k1 = (k11, k12, . . . , k1d)T , k2 = (k21, k22, . . . , k2d)T ∈ Tˇ
{X(k2)} L=
( d∏
i=1
(k2i
k1i
)Hi){X(k1)}. (2.1)
The random field X(·) is called MSI with parameter space Tˇ and scale Λ = (λ1, . . . , λd) if for
any k1,k2 ∈ Tˇ, (2.1) holds where k2i = λik1i and λi > 1 for i = 1, . . . , d. Furthermore, it is
to mention that the Hurst parameter in these fields are not restricted with one and might be
some other finite values.
Now, we are to consider some geometric sampling of the MSI field at points α = (α1, . . . , αd)
T
where αi > 1 for i = 1, . . . , d.
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Remark 1. By assuming k1, . . . , kd to be fixed integers ki ∈ {1, 2, . . . , ni} and sampling of the
MSI field at points
{
αln+k = (αl1n1+k11 , . . . , α
ldnd+kd
d )
T : li ∈ N0, i = 1, . . . , d
}
we have an MSS
field with parameter space Tˇ = {αln+k, l ∈ Nd0}.
Similar to the concept of the wide-sense self-similar process presented by Nuzman et al. [21],
we have the following definition.
Definition 4. A second order random field {X(t), t ∈ Rd+} is said to be wide-sense MSS, if
the following properties are satisfied for t, t1, t2 ∈ Rd+ and a = (a1, . . . , ad) where ai > 0
(i)E[X2(t)] <∞
(ii)E[X(a ◦ t)] = (∏di=1 aHii )E[X(t)]
(iii)E[X(a ◦ t1)X(a ◦ t2)] =
(∏d
i=1 a
2Hi
i
)
E[X(t1)X(t2)]
This field is called wide-sense MSI of index H and scale a′ = (a′1, . . . , a′d) where a
′
i > 0, if the
above conditions hold for some a = a′.
To find a one-to-one correspondence between the shift and renormalized operators and also
between MSI and periodic fields, we introduce the quasi-Lamperti transformation. In the rest
of the paper we consider MSS and MSI in the wide-sense fields, so for simplicity we omit the
term ”in the wide sense” henceforth.
Definition 5. The quasi-Lamperti transform LH,α with positive Hurst vector H = (H1, . . . ,Hd)
and positive scale vector α = (α1, . . . , αd), operates on a random field {Y (t), t ∈ Rd+} as
LH,αY (t) =
( d∏
i=1
tHii
)
Y (Logαt) (2.2)
where Logαt = (logα1 t1, . . . , logαd td)
T . The corresponding inverse quasi-Lamperti transfor-
mation L−1H,α acts as
L−1H,αX(t) =
d∏
i=1
α−tiHii X(α
t) (2.3)
where αt = (αt11 , . . . , α
td
d )
T .
One can easily verify that LH,αL−1H,αX(t) = X(t) and L−1H,αLH,αY (t) = Y (t). If α =
(e, . . . , e)T , we have the usual Lamperti transformation defined in [10] which we denote it
by LH.
Proposition 1. The quasi-Lamperti transformation guarantees an equivalence between the
shift operator SLogαλ and the renormalized dilation operator DH,λ in the sense that, for any
λ > 0
L−1H,αDH,λLH,α = SLogαλ, (2.4)
where DH,λ is defined by
DH,ΛX(t) :=
( d∏
i=1
λ−Hii
)
X(Λ ◦ t).
Proof. By a similar method as in [17], the validation of (2.4) follows.
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Corollary 1. If {X(t), t ∈ Rd+} is a MSI field with scale αU then L−1H,αX(t) = Y (t) is
periodic field with period U > 0. Conversely if {Y (t), t ∈ Rd} is periodic field with period U
then LH,αY (t) = X(t) is MSI with scale αU.
Remark 2. If X(.) is a MSS with parameter space Tˇ = {(αn1U11 , . . . , αndUdd ), n1, . . . , nd ∈ N0}
and Hurst vector H = (H1, . . . ,Hd)
T , then it is easy to show that its stationary counterpart
Y (.) has parameter space T˜ = {(n1U1, . . . , ndUd), n1, . . . , nd ∈ N0}.
A Brownian sheet is a natural extension of the Brownian motion to a two-dimensional random
field and is one of the most important examples of the Gaussian random fields. Furthermore,
some properties has been studied such as a method to study Brownian sheet by the linear
stochastic partial differential equations [1]. Many data sets have anisotropic nature in the sense
that they have different geometric and probabilistic characteristics along different directions,
hence fractional Brownian motion is not adequate for modeling such phenomena. So several
different classes of anisotropic Gaussian random fields such as fractional Brownian sheets have
been introduced for theoretical and application purposes and some sample-function behavior of
them studied [29], [30]. In the following, we present the definitions of centered Gaussian random
field as the fractional Brownian sheet and the stationary rectangular increments property [16].
Definition 6. The normalized fractional Brownian sheet with Hurst index H = (H1, . . . ,Hn)
is the centered Gaussian random field BH = {BH(t), t ∈ Rn+} with covariance function
E[BH(t)BH(s)] = 2
−n
n∏
i=1
(|ti|2Hi + |si|2Hi − |ti − si|2Hi), t, s ∈ Rn+.
This field is self-similar with index H by the definition in (1.1).
Definition 7. Let X = {X(t), t ∈ R2} be a self-similar field with index H = (H1, H2) ∈ R2+.
For any u = (u1, u2) ∈ R2 and any v = (v1, v2) ∈ R2 such that v1 > u1, v2 > u2 define
∆uX(v) = X(v1, v2)−X(u1, v2)−X(v1, u2) +X(u1, u2).
The field X admits stationary rectangular increments if for any u
{∆uX(u + h),h ∈ R2+} L= {∆0X(h),h ∈ R2+}.
The fractional Brownian sheet has stationary rectangular increments by this definition.
Now we present the definition of simple fractional Brownian sheet (sfBs) as an example of MSI
field. This Gaussian random field can be used to approximate any MSI fields.
Definition 8. A two-dimensional sfBs {X(t), t ∈ [1,∞)2} with Hurst H = (H1, H2)T and
scale λ = (λ1, λ2) is defined by
X(t1, t2) =
∞∑
n1=1
∞∑
n2=1
λ
n1(H1−H′1)
1 λ
n2(H2−H′2)
2 I[λn1−11 ,λ
n1
1 )
(t1)I[λn2−12 ,λ
n2
2 )
(t2)B(t1, t2),
where B(., .), I(.) are the two-dimensional fractional Brownian sheet indexed by H′ = (H ′1, H ′2)T
and indicator function respectively in which Hi > 0, H
′
i > 0, λi > 1 for i = 1, 2.
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Let the fractional Brownian sheet are defined inside the scale rectangles [λi−11 , λ
i
1)× [λj−12 , λj2),
i, j ∈ N with different Hurst parameters H ′1,i and H ′2,j , then the sfBs can be represented as
X(t1, t2) =
∞∑
n1=1
∞∑
n2=1
λ
∑n1
i=1(H1−H′1,i)
1 λ
∑n2
j=1(H2−H′2,j)
2 I[λn1−11 ,λ
n1
1 )
(t1)I[λn2−12 ,λ
n2
2 )
(t2)B(t1, t2).
For the two-dimensional fractional Brownian sheet B(., .), the covariance function equals
Cov
(
B(t1, t2), B(s1, s2)
)
=
1
4
2∏
i=1
(
t
2H′i
i + s
2H′i
i − | ti − si |2H
′
i
)
.
Hence, one can easily verify that
Cov
(
X(λ1t1, λ2t2), X(λ1s1, λ2s2)
)
=
2∏
i=1
λ2Hii Cov
(
X(t1, t2), X(s1, s2)
)
.
Thus X(t1, t2) is MSI field. In the case that H
′ = (12 ,
1
2)
T , B(., .) is the two-dimensional
Brownian sheet and X(., .) is called two-dimensional simple Brownian sheet.
3 Spectral Representation
In this section we characterize the harmonic-like representation and spectral density matrix of
the MSI field. Let {Y (m),m = (m1,m2) ∈ Z2} be a strongly PC random field with period
U = (U1, U2). Then as it is shown in [12] and [14], there exists a collection {Zj1j2(m), j1 =
0, 1, . . . , U1 − 1, j2 = 0, 1, . . . , U2 − 1,m ∈ Z2} of stationary fields that
Y (m) =
∑
j=(j1,j2)∈DU
Zj1j2(m)e
−2pii(m1j1
U1
+
m2j2
U2
)
(3.1)
where DU = {j := (j1, j2), j1 = 0, 1, . . . , U1 − 1, j2 = 0, 1, . . . , U2 − 1}. Such Zj1j2(m) has the
spectral representation
Zj1j2(m) =
∫
[0, 2pi
U1
]×[0, 2pi
U2
]
e−i(m1j1+m2j2)ψω(j1,j2)(dλ). (3.2)
where ψω(j) is a spectral random measure with orthogonal increments and ω(j1, j2) = j2U1 +
j1 + 1. So Y (m) has the spectral representation
Y (m) =
∫
[0,2pi]2
e−i(m1λ1+m2λ2)φ(dλ) (3.3)
where φ(dλ) = ψω(n)(dλ− 2pi nU) for λ ∈ [2pin1U1 ,
2pi(n1+1)
U1
]× [2pin2U2 ,
2pi(n2+1)
U2
], n = (n1, n2).
Furthermore, the spectral distribution F (dλ, dλ′) = E[φ(dλ)φ(dλ′)] is a measure on [0, 2pi]2×
[0, 2pi]2 that is supported by Sn = {(λ,λ′) ∈ [0, 2pi]2 × [0, 2pi]2,λ − λ′ = 2pi nU} for n1 =
−U1 + 1, . . . , U1 − 1 and n2 = −U2 + 1, . . . , U2 − 1. Let Fn be a restriction of F on the set Sn,
then
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E[ψω(m)(dz)ψω(n)(dz)] = Fm−n
(
dz + 2pi
m
U
)
, z ∈
[
0,
2pi
U1
]
×
[
0,
2pi
U2
]
(3.4)
where the corresponding square matrix F(dz) = [Fω(m),ω(n)(dz)]m,n∈DU is defined by
Fω(m),ω(n)(dz) = Fm−n
(
dz + 2pi
m
U
)
. (3.5)
Let Qn(τ ) = Cov(Y (n), Y (n + τ )) be the covariance function of the PC random field Y . By
Lemma 4.1 and Theorem 4.1 in [12] for every τ ∈ Z2, we have
Qn(τ ) =
∑
j=(j1,j2)∈DU
e
−2pii(n1j1
U1
+
n2j2
U2
)Rj(τ ) (3.6)
where the structure of Rj(τ ) acts as an auxiliary function which shows that the covariance
function of Y is periodic and is represented as
Rj(τ ) =
∫
[0,2pi]2
e−i(τ1λ1+τ2λ2)Dj(dλ) (3.7)
and each Dj(λ) is defined by
Dj(λ) =

Fj−U(λ), λ ∈ A1 = [0, 2pij1U1 ]× [0,
2pij2
U2
]
Fj−U1(λ), λ ∈ A2 = [0, 2pij1U1 ]× [
2pij2
U2
, 2pi]
Fj−U2(λ), λ ∈ A3 = [2pij1U2 , 2pi]× [0,
2pij2
U2
]
Fj(λ), λ ∈ A4 = [2pij1U2 , 2pi]× [
2pij2
U2
, 2pi]
(3.8)
where U = (U1, U2),U1 = (U1, 1),U2 = (1, U2). Hence for τ = (τ1, τ2), by (3.6) we have the
Fourier series representation
Rj(τ ) = 1
U1U2
∑
(n1,n2)∈DU
e
2pii(
n1j1
U1
+
n2j2
U2
)
Qn(τ ) (3.9)
and by (3.7) for A ⊂ Ak, k = 1, 2, 3, 4
Dj(A) =
1
4pi2
∫
A
∑
(τ1,τ2)∈DU
ei(τ1δ1+τ2δ2)Rj(τ )dδ. (3.10)
By assuming A as a rectangle with end point (λ1, λ2) in each case, we have an iterated integral
in (3.10) where its derivative with respect to λ1 and λ2 is the corresponding spectral density
denoted by dj(λ), λ = (λ1, λ2).
dj(λ) :=
1
4pi2
∑
(τ1,τ2)∈DU
ei(τ1λ1+τ2λ2)Rj(τ ) (3.11)
Proposition 2. If {X(αn11 , αn22 ), (n1, n2) ∈ N20} be MSI field with index (H1, H2) and scale
(αU11 , α
U2
2 ), then
(i) The harmonic-like representation of the field is
X(αn11 , α
n2
2 ) = α
n1H1
1 α
n2H2
2
∫
[0,2pi]2
e−i(n1λ1+n2λ2)φ(dλ) (3.12)
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where φ is the corresponding spectral random measure.
(ii) The spectral representation of the covariance function is
QHm(τ ) = α
(2m1+τ1)H1
1 α
(2m2+τ2)H2
2
∑
(j1,j2)∈DU
e
−2pii(m1j1
U1
+
m2j2
U2
)Rj(τ ) (3.13)
where Rj(τ ) is defined by (3.9) and QHm(τ ) = Cov[X(αm11 , αm22 ), X(αm1+τ11 , αm2+τ22 )].
(iii) The spectral density of X(αj11 , α
j2
2 ) for λ ∈ Ak, k = 1, 2, 3, 4, is
dHj (λ) =
1
(2pi)2
∑
(τ1,τ2)∈DU
ei(λ1τ1+λ2τ2)RHj (τ ) (3.14)
where
RHj (τ ) =
1
U1U2
∑
(n1,n2)∈DU
e
2pii(
n1j1
U1
+
n2j2
U2
)
α
(2n1+τ1)H1
1 α
(2n2+τ2)H2
2 Qn(τ ), (3.15)
and Qn(τ ) = Cov[Y (n), Y (n + τ )]
Proof. (i) According to Corollary 1, the corresponding quasi-Lamperti transformation ofX(αn11 ,
αn22 ) is periodic field Y (n1, n2) with period U = (U1, U2). By (3.3), the spectral representation
of field X has the following form
X(αn11 , α
n2
2 ) = LH,αY (αn11 , αn22 ) = αn1H11 αn2H22 Y (n1, n2)
= αn1H11 α
n2H2
2
∫
[0,2pi]2
e−i(n1λ1+n2λ2)φ(dλ).
(ii) The covariance function is
QHm(τ ) = Cov[X(α
m1
1 , α
m2
2 ), X(α
m1+τ1
1 , α
m2+τ2
2 )]
= Cov[LH,αY (αm11 , αm22 ),LH,αY (αm1+τ11 , αm2+τ22 )]
= α
(2m1+τ1)H1
1 α
(2m2+τ2)H2
2 Cov[Y (m), Y (m + τ )]
= α
(2m1+τ1)H1
1 α
(2m2+τ2)H2
2 Qm(τ ).
So by (3.6), the proof is completed.
(iii) If RHj (τ ) = 1U1U2
∑
(n1,n2)∈DU e
2pii(
n1j1
U1
+
n2j2
U2
)
α
(2n1+τ1)H1
1 α
(2n2+τ2)H2
2 Qn(τ ), then by the
equality QHn (τ ) = α
(2n1+τ1)H1
1 α
(2n2+τ2)H2
2 Qn(τ ), we have
RHj (τ ) =
1
U1U2
∑
(n1,n2)∈DU
e
2pii(
n1j1
U1
+
n2j2
U2
)
QHn (τ ) (3.16)
therefore
QHn (τ ) =
∑
j=(j1,j2)∈DU
e
−2pii(n1j1
U1
+
n2j2
U2
)RHj (τ ). (3.17)
Hence according to (3.9) and (3.11), spectral density of the MSI field is presented by
dHj (λ) = (
1
2pi
)2
∑
(τ1,τ2)∈DU
ei(τ1λ1+τ2λ2)RHj (τ ).
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4 Two-dimensional Scale Invariant Markov Fields
The covariance function of a Markov random field {X(s, t), (s, t) ∈ R2} is called separable if it
satisfies
Q(s1, s2, t1, t2) = Q1(s1, t1)Q2(s2, t2)
where Q(s1, s2, t1, t2) = Cov(X(s1, s2), X(t1, t2)) and Q1(s1, t1), Q2(s2, t2) have the properties
of the covariance functions of the Markov processes, see [11] and [25]. Also there exists some
statistical methods to test the separability of the covariance function of random fields, see [9].
Let {X(s, t), (s, t) ∈ [1,∞)2} be some MSI field with separable covariance function. If the
covariance function Q(s1, s2, t1, t2) has MSI property, then the covariance functions Q1(s1, t1)
and Q2(s2, t2) can be considered as the covariance functions of DSI Markov processes X1 and
X2. The processes X1 and X2 exist as a result of the assumption that the field has DSI
property in each component in the introduced field. So Q1(s1, t1) = Cov(X1(s1), X1(t1)) and
Q2(s2, t2) = Cov(X2(s2), X2(t2)). In this section we show that the covariance function of the
MMSI field with separable property is characterized by the covariance functions of samples on
the first scale rectangle.
Following Remark 1, we consider sampled two-dimensional MMSI field as {X(αn11 , αn22 ), (n1, n2) ∈
Z2} that has separable covariance function with Hurst H = (H1, H2) and scale Λ = (αT11 , αT22 ).
Let QHn (τ ) := Cov[X(α
n1+τ1
1 , α
n2+τ2
2 ), X(α
n1
1 , α
n2
2 )] for n = (n1, n2), τ = (τ1, τ2) ∈ Z2. Also
assume that {Xi(αki ), k ∈ Z} be a DSI Markov process with parameters (Hi, αTii ) and covari-
ance function QHii,ni(τi) = Cov[Xi(α
ni+τi
i ), Xi(α
ni
i )] for i = 1, 2. So by the separable property
of the field we have that
QHn (τ ) = Q
H1
1,n1
(τ1)Q
H2
2,n2
(τ2).
Thus by Theorem 3.2 in [17],
QHn (kT + ν) = [h(α
T−1)]kh(αν+n−1)[h(αn−1)]−1QHn (0), (4.1)
and
QHn (−kT + ν) = α−2kTHQHn+ν(kT− ν)
where
h(αr) = h1(α
r1
1 )h2(α
r2
2 ), α
−2kTH = α−2k1T1H11 α
−2k2T2H2
2
and for i = 1, 2, ki ∈ {0, 1, 2, . . .}, νi = 0, 1, . . . , Ti − 1 and hi(αrii ) =
∏ri
j=0
Q
Hi
i,j (1)
Q
Hi
i,j (0)
, hi(α
−1
i ) = 1.
Furthermore, for i = 1, 2
QHii,j (1)
QHii,j (0)
=
QHii,j+Ti(1)
QHii,j+Ti(0)
,
so hi(α
lTi+m−1
i ) =
(
hi(α
Ti−1
i )
)l
hi(α
m−1
i ). This cause that the term h(α
ν+n−1)[h(αn−1)]−1
while n1 + ν1 − 1 > T1 or n2 + ν2 − 1 > T2 can be evaluated by the covariance and variance of
the samples in the first scale interval. Thus we have the following result.
Proposition 3. Let {X(αn11 , αn22 ), (n1, n2) ∈ N20} be a MMSI field with separable covariance
function, Hurst parameter H = (H1, H2) and scale Λ = (α
T1
1 , α
T2
2 ). Then the covariance
function of the field is characterized by the variance and covariance function of samples in the
first scale rectangle as shown by (4.1).
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Remark 3. The spectral density of MSI fields and sampled MMSI fields are characterized by
the variance and covariance functions of the samples in the first scale rectangle.
Multivariate self-similar Markov field
One of the main privileges of our method, which reveals by the proposed geometric sampling
scheme is that in each dimension, any vertical and horizontal strips on rectangles have DSI
process that corresponds to multivariate self-similar process. Such correspondence traces its
root back to the work of Rozanov [26] where the correspondence between PC process and
the related multivariate stationary process are introduced. As an example for the latter, the
accumulated precipitation in an area in successive months can be considered as a PC pro-
cess while the corresponding multivariate stationary process can be considered as accumulated
precipitation in successive Januaries and successive Februaries and so on, that are stationary
processes and have stationary cross correlations as well. Now the MSI filed by the proposed
geometric sampling method in two-dimensional case can provide some grid scale rectangles
with q1q2 samples in each rectangle, where λ1 = α
q1
1 , λ2 = α
q2
2 . Each point as X(i, j) in a
scale rectangle has corresponding points as X(i+k1q1, j+k2q2) in other scale rectangles for all
k1, k2 ∈ N that together provide a self-similar field corresponding to X(i, j). For i = 1, . . . , q1
and j = 1, . . . , q2 it provides an MSS field.
In one-dimensional case Modarresi et al. [17] explained the correspondence between DSI
and multi-dimensional self-similar process, so by the same manner, every MSI field corre-
sponds to some multivariate MSS. Moreover, the MMSI field {X(αn11 , αn22 ), (n1, n2) ∈ N20}
with scale Λ = (αT11 , α
T2
2 ), corresponds to the T1T2-variate self-similar Markov field defined as(
Y0,0(n1, n2), . . . , YT1−1,T2−1(n1, n2)
)
where
Yk1,k2(n1, n2) := X(α
n1T1+k1
1 , α
n2T2+k2
2 ), (4.2)
k1 = 0, . . . T1 − 1, k2 = 0, . . . T2 − 1. Hence
RH(k1,k2),(j1,j2)((n1, n2), (m1,m2)) = Cov(Yk1,k2(n1, n2), Yj1,j2(m1,m2))
is the cross covariance function that by (4.1) it can be written as
α2nTHCov[X(ατ1T1+j11 , α
τ2T2+j2
2 ), X(α
k1
1 , α
k2
2 )] = α
2nTHQHk (τT + j− k)
= α2nTH[h(αT−1)]τh(αj−1)[h(αk−1)]−1QHk (0) (4.3)
where α2nTH = α1
2n1T1H1α2
2n2T2H2 . So we have the following proposition.
Proposition 4. Let
(
Y0,0(n1, n2), . . . , YT1−1,T2−1(n1, n2)
)
, (n1, n2) ∈ N20 be the multivariate
self-similar Markov field defined by (4.2). Then its cross covariance function is characterized
by (4.3).
5 Real Data modeling
In this section we study the precipitation data on a region of Brisbane area in Australia for
two days (25 and 26 January 2013). This study follows by the evaluation of such precipitation
on squares with side length 2km of a grids over a 512 km × 512 km in this region. Thus the
precipitation values are considered as a 256× 256 matrix. The precipitation of rainfall in the
area is depicted in Figure 1. The region was affected by extreme rainfall and subsequent flood.
This rainfall data is provided by the Australian bureau of meteorology [8].
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Figure 1: Two-dimensional image of precipitation
data (data unit is mm) over a 512 km × 512 km
region in the Brisbane area for two days (25th and
26th January 2013) and the selected area that spec-
ified by yellow rectangle.
Figure 2: Two-dimensional image of precipitation
data for the selected area from Figure 1.
5.1 Estimation of Scale parameters of MSI field
Here we describe the estimation method for fitting simple MSI filed as a discretized approx-
imation of MSI field which has component-wise scale invariant property for the real data
and component-wise stationary increments inside scale rectangles similar to sfBs but are not
centered. Then the estimation of scale parameters along the horizontal, vertical and time co-
ordinates are followed for the precipitation on certain area in the described region are followed.
This circumscription is specified by yellow rectangle in Figure 1. The selected part, plotted
in Figure 2, is a 120 km × 100 km area which correspondence to a 60× 50 square areas with
sides of length 2km. The MSI property of these precipitation is justified by detecting the scale
invariant behavior for the accumulated precipitation on vertical and horizontal strips, and the
precipitation for the whole are in successive 30 minutes of time on 25th and 26th January
2013.’
Let Xij be the value of precipitation on ij-th square with vertices in (i, j), (i, j−1), (i−1, j), (i−
1, j − 1) in this area, where i = 1, . . . , 60 and j = 1, . . . , 50. Also let Xi. =
∑50
k=1Xik denotes
the accumulated precipitation on i-th vertical strip and X.j =
∑60
l=1Xlj the accumulated pre-
cipitation on j-th horizontal strip, where i = 1, . . . , 60 and j = 1, . . . , 50. Table 1 and Table 2
show such amounts on successive vertical and horizontal strips respectively. By plotting such
accumulated precipitations in Figures 3 and 4, the corresponding scale intervals are detected
by fitting some proper parabolas that their end points are shown with vertical red lines. These
plots high-lights two characteristic features of DSI processes as the ratio of the length of suc-
cessive scale intervals are nearly the same which is called scale parameter and having somehow
similar dilation in successive scale intervals. In Figure 3 this method detects three successive
scale intervals for the accumulated precipitation on vertical strips with end points a1 = 0,
a2 = 14, a3 = 31, a4 = 52, and in Figure 4 it detects three successive scale intervals for the ac-
cumulated precipitation on horizontal strips with end points b1 = 0, b2 = 10, b3 = 23, b4 = 40.
Following the estimation method for scale parameter in [23], we evaluate the corresponding
time varying scale parameters by λ1,n−1 =
an+1−an
an−an−1 and λ2,n−1 =
bn+1−bn
bn−bn−1 for n = 2, 3. This
leads to find Λ1 := (λ1,1, λ1,2) = (1.214, 1.235) as the values of scale parameter for DSI process
of accumulated precipitation on the vertical strips and Λ2 := (λ2,1, λ2,2) = (1.3, 1.307) on the
horizontal strips.
For each scale interval we consider two equal subintervals which are indicated with green
dashed lines in Figures 5, 6. We consider 7 equally spaced samples in each subintervals in
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11169 11448 11812 12174 12454 12620 12673 12673 12663 12636
12590 12545 12516 12499 12511 12567 12692 12855 13013 13201
13406 13561 13646 13694 13750 13802 13813 13754 13613 13460
13382 13409 13532 13696 13896 14138 14377 14560 14672 14730
14765 14788 14820 14876 14956 15051 15152 15235 15299 15365
15433 15496 15572 15687 15850 16044 16276 16536 16787 17009
Table 1: Sum of precipitation data on vertical strips as millimeters
10593 10964 11379 11862 12443 13051 13578 13927 14105 14187
14171 14131 14184 14395 14835 15431 16064 16638 17039 17179
17161 17257 17546 17927 18188 18246 18303 18371 18387 18451
18728 19068 19215 19214 19152 19194 19419 19634 19668 19491
19246 19017 18882 18772 18575 18340 18184 18045 17809 17553
Table 2: Sum of precipitation data on horizontal strips as millimeters
Figure 3: Fitted black curves for precipitation data
on vertical strips and revealing the corresponding scale
intervals by red lines.
Figure 4: Fitted black curves for precipitation data on
horizontal strips and revealing the corresponding scale
intervals by red lines.
Figure 5 and 5 equally spaced samples in subintervals in Figure 6. These samples provide some
partitions for each subinterval. The accumulated precipitation on vertical and horizontal strips
corresponding to these strips are denoted by x(n,m)k which describes the sum of precipitation
on the k-th partition of the m-th subinterval of the n-th scale interval.
5.2 Estimation of Hurst parameters
By our assumption for the precipitation as simple MSI field as described in subsection 5.1
which is considered as discretized approximation of MSI field, the precipitation inside scale
intervals have stationary increments in coordinates. So the increments of the precipitation
on successive partitions inside scale intervals are identically distributed. The increments of
precipitation on successive partitions inside m-th subinterval of the n-th scale interval are
denoted by y(n,m)k = x(n,m)k − x(n,m)k−1 k = 2, ..., lm. So following the estimation method of
Hurst parameter presented in [19, 24], we evaluate the quadratic variations of the increments
in the m-th subinterval of the n-th scale interval as
12
SSn,m =
1
lm
lm∑
k=2
y2(n,m)k (5.1)
where lm is the number of partitions in the m-th subinterval for n = 1, 2, 3 and m = 1, 2. Then
the corresponding Hurst parameters are estimated by
H(n,m)1 =
log(SSn+1,m/SSn,m)
2 log λ1,m
and
H(n,m)2 =
log(SSn+1,m/SSn,m)
2 log λ2,m
for precipitation data in subintervals along vertical and horizontal strips respectively. These
estimators provide different estimations of Hurst parameter for the first subinterval (m = 1)
and second subinterval (m = 2). The y(n,m)k values are presented in Tables 3 and 4 by k
orders.
n y(n,1)k y(n,2)k
1 11169 - 11448 - 11812 - 12174 - 12454 - 12620 - 12673 12673 - 12663 - 12636 - 12590 - 12545 -12516 - 12499
2 15200 - 15310 - 15513 - 15754 - 16014 - 16319 - 16519 16601 - 16676 - 16753 - 16748 - 16617 -16406 - 16289
3 20175 - 20462 - 20965 - 21446 - 21896 - 22066 - 22159 22214 - 22354 - 22529 - 22770 - 22917 - 23082 - 23213
Table 3: precipitation values on partitions in subintervals along vertical strips.
n y(n,1)k y(n,2)k
1 10593 - 10964 - 11379 - 11862 - 12443 13051 - 13578 - 13927 - 14105 - 14187
2 18410 - 18402 - 18629 - 19361 - 20377 21342 - 22085 - 22326 - 22377 - 22723
3 30659 - 31024 - 31192 - 31309 - 31952 32592 - 32608 - 32761 - 33302 - 33259
Table 4: precipitation values on partitions in subintervals along horizontal strips.
Also the ratios of quadratic variations and corresponding Hurst values are shown in Tables
5 and 6.
n
SSn+1,1
SSn,1
H(n,1)1 SSn+1,2SSn,2 H(n,2)1
1 1.718 1.40 1.736 1.42
2 1.819 1.42 1.878 1.49
Table 5: The ratios of quadratic variations and corresponding Hurst values along vertical strips.
Hence,
H1 := (H(1,1)1,H(1,2)1,H(2,1)1,H(2,2)1) = (1.40, 1.42, 1.42, 1.49)
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n
SSn+1,1
SSn,1
H(n,1)2 SSn+1,2SSn,2 H(n,2)2
1 2.76 1.93 2.60 1.81
2 2.69 1.85 2.20 1.47
Table 6: The ratios of quadratic variations and corresponding Hurst values along horizontal strips.
Figure 5: Two subintervals with equally spaced red
points are indicated with green dashed lines in each
scale interval for precipitation data for vertical strips.
Figure 6: Two subintervals with equally spaced red
points are indicated with green dashed lines in each scale
interval for precipitation data for horizontal strips.
and
H2 := (H(1,1)2,H(1,2)2,H(2,1)2,H(2,2)2) = (1.93, 1.81, 1.85, 1.47)
are the Hurst parameters for precipitation in subintervals along vertical and horizontal strips
respectively. So for vertical strips we can evaluate the Hurst parameters of second subinterval
with respect to first subinterval and for the third subinterval with respect to the second one as
H1,1 =
H(1,1)1 +H(1,2)1
2
= 1.41, H1,2 =
H(2,1)1 +H(2,2)1
2
= 1.46,
and similarly for horizontal strips these Hurst parameters are estimated as
H2,1 =
H(1,1)2 +H(1,2)2
2
= 1.87, H2,2 =
H(2,1)2 +H(2,2)2
2
= 1.66.
Now we find the variation of precipitation with respect to time in the selected area shown in
Figure 2. For this, we consider the accumulated precipitation in this area for every 30 minutes
on 25th and 26th January 2013 and depicted in Table 7 by their orders.
In Figure 7, precipitation per 30 minutes at the two days are indicated by blue. We fit some
curves to the successive scale intervals in this figure and highlight the boundary of these scale
intervals with red lines to evaluate the DSI behavior of it. The end points of these scale
intervals are c1 = 38, c2 = 44, c3 = 60, c4 = 79. Thus, the scale parameter can be evaluated by
values λ3,n−1 =
cn+1−cn
cn−cn−1 for n = 2, 3. So, we have Λ3 := (λ3,1, λ3,2) = (2.667, 1.187). According
to prior method and dividing each scale interval to two equal subintervals which are indicated
with green dashed lines in Figure 8 and the equally spaced red points in each subinterval, the
corresponding Hurst parameters are obtained by
H(n,m)3 =
log(SSn+1,m/SSn,m)
2 log λ3,m
14
2311 2568 2702 2802 2351 2248 2496 2552 2061 1780
1453 1823 2415 2596 2885 2947 2936 3113 2877 2974
3511 3954 2339 1525 1527 2071 2907 2545 1965 2310
3064 2455 1515 1516 1527 848 1837 2110 1064 975
1084 2163 4603 6409 6157 5246 4998 5610 3880 2292
4130 5911 8518 8876 9693 11377 10841 12442 14649 16939
15266 15964 15842 16711 17760 17274 15813 14470 13623 13521
14326 14867 16331 16070 15880 18072 21312 22709 24026 22112
21492 21567 16331 22416 23215 23309 21192 17992 17550 15295
13795 11567 9122 7488 6425 4745
Table 7: The precipitation data on the selected region in the Brisbane area for the two days (25 and 26 January
2013) per 30 minutes as millimeters.
Figure 7: The fitted black curve shows the scale in-
tervals corresponding to DSI behavior of precipitation
data on 25th and 26th January 2013 per 30 minutes.
Scale intervals are shown by red lines.
Figure 8: Two equally length subintervals for each scale
interval are indicated with green dashed lines for pre-
cipitation in the area per 30 minutes in 25th and 26th
January 2013.
n y(n,1)k y(n,2)k
1 1064 - 975 - 1084 2163 - 4603 - 6409
2 14702 - 11946 - 11577 23791 - 29619 - 39924
3 49746 - 54290 - 45448 46732 - 52502 - 71119
Table 8: precipitation values on partitions in subintervals.
n
SSn+1,1
SSn,1
H(n,1)3 SSn+1,2SSn,2 H(n,2)3
1 151.28 2.56 45.37 1.94
2 15.19 7.93 3.29 3.48
Table 9: The ratios of quadratic variations and corresponding Hurst values.
The y(n,m)k values are presented in Table 8 by k orders and the ratios of quadratic variations
and corresponding Hurst values are shown in Table 9.
Thus,
H3 := (H(1,1)3,H(1,2)3,H(2,1)3,H(2,2)3) = (2.56, 1.94, 7.93, 3.48)
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and
H3,1 =
H(1,1)3 +H(1,2)3
2
= 2.25, H3,2 =
H(2,1)3 +H(2,2)3
2
= 5.7.
Simple fractional Brownian sheet structure
Here we are to justify the structure of simple fractional Brownian sheet (sfBs), described in
section 2, as a MSI field for the precipitation data in the area of Figure 2. We also assume
that the component-wise self-similarity inside scale rectangles appears with different Hurst
parameters, with stationary rectangular increments described in Definition 7. After detecting
scale rectangles which justifies simple structure as in Definition 8, we follow the assumption
of component-wise self-similarity with stationary rectangular increments that have different
structure inside scale rectangles, so have different Hurst parameters. Thus we need to esti-
mate three set of parameters as (λ1, λ2) , (H1, H2) and (H
′
1,i, H
′
2,j) where (i, j) relates to the
corresponding scale rectangle.
By estimated values of Hurst and scale parameters for DSI processes of accumulated precipi-
tation on the horizontal and vertical strips, we consider
λ1 =
λ1,1 + λ1,2
2
=
1.214 + 1.235
2
= 1.224, λ2 =
λ2,1 + λ2,2
2
=
1.3 + 1.307
2
= 1.303 (5.2)
H1 =
H1,1 +H1,2
2
=
1.41 + 1.46
2
= 1.435, H2 =
H2,1 +H2,2
2
=
1.87 + 1.66
2
= 1.765. (5.3)
The behavior of these processes inside each scale interval have self-similar property with sta-
tionary rectangular increments. So we obtain corresponding Hurst parameters in each scale
interval by followings. According to Figures 3 and 4, we have 3 scale intervals for accumulated
precipitation data on horizontal and vertical strips. The number of strips in each scale interval
for accumulated precipitation data on vertical and horizontal strips are 14, 17, 21 and 10, 13,
17 respectively. The corresponding data are recorded in Tables 1 and 2.
We consider H
′
1 = (H
′
1,1, H
′
1,2, H
′
1,3) and H
′
2 = (H
′
2,1, H
′
2,2, H
′
2,3) as the Hurst parameter of
three scale intervals for accumulated precipitation data on vertical and horizontal strips. As
mentioned before, the end points of the scale intervals are a1 = 0, a2 = 14, a3 = 31, a4 = 52
on vertical strips and b1 = 0, b2 = 10, b3 = 23, b4 = 40 on horizontal strips. Also Xr. is sum of
precipitation data on r-th vertical strip and X.s is sum of precipitation data on s-th horizontal
strip in Figure 2. Hence for i = 1, 2, 3∑[ai+1−ai
2
]−1
k=1 (X(ai+2k+2). −X(ai+2k).)2∑[ai+1−ai
2
]−1
k=1 (X(ai+k+1). −X(ai+k).)2
= 22Hˆ
′
1,i
∑[ bi+1−bi
2
]−1
k=1 (X.(bi+2k+2) −X.(bi+2k))2∑[ bi+1−bi
2
]−1
k=1 (X.(bi+k+1) −X.(bi+k))2
= 22Hˆ
′
2,i .
Then the estimation of the Hurst parameters are obtained by
Hˆ
′
1,i =
log(
∑[ai+1−ai2 ]−1
k=1 (X(ai+2k+2).−X(ai+2k).)2∑[ai+1−ai2 ]−1
k=1 (X(ai+k+1).−X(ai+k).)2
)
2 log 2
Hˆ
′
2,i =
log(
∑[ bi+1−bi2 ]−1
k=1 (X.(bi+2k+2)−X.(bi+2k))2∑[ bi+1−bi2 ]−1
k=1 (X.(bi+k+1)−X.(bi+k))2
2 log 2
and
Hˆ
′
1 := (Hˆ
′
1,1, Hˆ
′
1,2, Hˆ
′
1,3) = (0.36, 0.70, 0.59) Hˆ
′
2 := (Hˆ
′
2,1, Hˆ
′
2,2, Hˆ
′
2,3) = (0.90, 1.14, 0.84).
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Hence we have
X(t1, t2) =
3∑
i=1
3∑
j=1
λ
∑i
k=1(H1−Hˆ
′
1,k)
1 λ
∑j
l=1(H2−Hˆ
′
2,l)
2 I(ai−1,ai](t1)I(bj−1,bj ](t2)Bij(t1, t2), (5.4)
whereBij(., .) is two-dimensional fractional Brownian sheet with Hurst vector (Hˆ
′
1,i, Hˆ
′
2,j), i, j =
1, 2, 3. With the knowledge of the prescribed scale rectangles on the field, one can easily ver-
ify that the sfBs has Markov property and the covariance structure of MMSI fields that is
described by Proposition 4 and relation (4.3) is satisfied for the detected sfBs structure of
precipitation in (5.4).
5.3 Prediction
To demonstrate prediction based on scale invariant property we consider the precipitation in
the prescribed region and specific duration of time in Brisbane are depicted in Figure 2. The
component-wise DSI behaviors of these precipitations in latitude and longitude of surface and
in time are shown in previous section. Corresponding to the component-wise DSI behavior
on the surface, the accumulated precipitation on vertical and horizontal strips are plotted in
Figure 3 and 4 where the end points of the detected scale intervals are shown by the red
lines. Also corresponding to the DSI behavior of the precipitation in time, the accumulated
precipitation in the whole considered area on successive 30 minutes of time are plotted in
Figure 7 where again the end points of the detected scale intervals are shown by red lines. So
we have three dimensional component-wise DSI random field. Using the properties of such
component-wise DSI processes it is possible to predict precipitation in surface and time. So
one could follow to predict the accumulated precipitation in future by having the precipitation
in some corresponding scale interval of time, and in the other scale rectangles on the surface
by having the precipitation in some scale rectangle of the surface. Prediction can be followed
in surface and time simultaneously by applying these predictions successively. Here we study
prediction of the precipitation in surface where the compatibility of the prediction is possible
through Figures 9 and 10. For prediction in time, the same method can be applied which is
more easier as just depends on one dimensional DSI behavior in Time.
For this, first we show the 9 scale rectangles as A11, . . . , A33 in Figure 9, which are in
correspondence to the vertical and horizontal scale intervals presented in Figures 3 and 4. In
order to improve the prediction, we consider some scale subinterval in Figures 5 and 6 where
the subintervals are separated with green dashed lines. The corresponding scale sub-rectangles
are characterized in Figure 10 with black lines along vertical axis at points d1 = 0, d2 = 7,
d3 = 14, d4 = 22.5, d5 = 31, d6 = 41.5, d7 = 52 and along horizontal axis at points e1 = 0,
e2 = 5, e3 = 10, e4 = 16.5, e5 = 23, e6 = 31.5, e7 = 40. Each rectangle in Figure 9 is divided
to four equal sub-rectangles which is shown in Figure 10.
Let Yi,kl’s denotes the accumulated precipitation on the sub-rectangle Ai, kl’s where i =
1, . . . , 4 and k, l = 1, 2, 3 in Figure 10. Table 10 shows these values on the corresponding sub-
rectangular regions. So Ykl =
∑4
i=1 Yi,kl’s is the accumulated precipitation on the rectangular
region Akl’s for k, l = 1, 2, 3 in Figure 9.
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Figure 9: Nine rectangle areas, which are obtained by crossing
lines along end points of scale intervals.
Figure 10: subrectangle areas, which are obtained by crossing lines
along subinterval points of scale intervals.
sub-rectangular area A1,11 A2,11 A3,11 A4,11 A1,12 A2,12 A3,12 A4,12 A1,13
precipitation value 6451 6590 7816 7701 9314 9577 9572 11686 12983
sub-rectangular area A2,13 A3,13 A4,13 A1,21 A2,21 A3,21 A4,21 A1,22 A2,22
precipitation value 14915 18062 17882 8631 7761 10216 10733 13567 14716
sub-rectangular area A3,22 A4,22 A1,23 A2,23 A3,23 A4,23 A1,31 A2,31 A3,31
precipitation value 14370 15161 19372 23591 22272 22617 9300 10910 11715
sub-rectangular area A4,31 A1,32 A2,32 A3,32 A4,32 A1,33 A2,33 A3,33 A4,33
precipitation value 10428 16210 15111 20707 21592 31390 31123 27169 31183
Table 10: The accumulated precipitation value on the sub-rectangular regions.
Considering the modified estimations provided by (5.2) and (5.3) for scale and Hurst parame-
ters, the modified prediction of Yi,l1l2 is
Yˆi,l1l2 = λ
(l1−k1)H1
1 λ
(l2−k2)H2
2 Yi,k1k2 (5.5)
where i = 1, . . . , 4 and k1 ≤ l1 , k2 ≤ l2 for k1, k2, l1, l2 = 1, 2, 3. We remind that Yi,l1l2 is the
accumulated precipitation rainfall on sub-rectangular area Ai, l1l2.
Now, we consider the surface rectangle A11 and assume that the corresponding accumulated
precipitation value Y11 is known, which can be used for prediction of the accumulated pre-
cipitation value on other eight rectangular regions in Figure 9. This region is partitioned
to four equal sub-rectangular areas A1, 11 , A2, 11 , A3, 11 , A4, 11 in Figure 10 with pre-
cipitation values Y1,11 , Y2,11 , Y3,11 , Y4,11 respectively. By equation (5.5) we have that
Yˆi,l1l2 = λ
(l1−1)H1
1 λ
(l2−1)H2
2 Yi,11. The summation of predicted values for corresponding sub-
rectangular areas provides the prediction of precipitation values of rectangular areas in Figure
9. Table 11 shows the accumulated precipitation value and corresponding predicted value
on rectangular regions in Figure 9 when rectangular region A11 is the initial region for the
prediction.
rectangular area A11 A12 A13 A21 A22 A23 A31 A32 A33
precipitation values 28558 40149 63842 37341 57814 87852 42353 73620 120865
predicted values 28558 45562 72691 38168 60894 97151 51011 81384 129842
Table 11: The accumulated precipitation value and corresponding predicted value on rectangular regions.
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The mean absolute percentage error (MAPE) is the most common measure of the prediction
error which is recommended in most textbooks e.g.[7, 13], which is defined by
γ =
1
n
n∑
i=1
|ri − rˆi
ri
| × 100
where ri and rˆi are respectively real value and predicted value for i-th data point and n is
the number of data points. According to interpretation of MAPE values by Lewis[15], highly
accurate forecasting is for γ ≤ 10, good forecasting is for 10 < γ ≤ 20, reasonable forecasting
is for 20 < γ ≤ 50 and inaccurate forecasting for γ > 50, see Moreno et al. [20].
So we consider MAPE as an accuracy index for the predicted values on eight rectangular areas
in Figure 9. The MAPE value for these data is evaluated as
γ∗ =
1
8
3∑
k=1
3∑
l=1
|Ykl − Yˆkl
Ykl
| × 100 (5.6)
where Yˆ11 is equal to Y11 and is ignored in calculations, because the rectangular region A11
is the initial region. Table 12 shows the absolute values in (5.6). These values are absolute
rectangular area A11 A12 A13 A21 A22 A23 A31 A32 A33
absolute value 0 0.135 0.139 0.022 0.053 0.106 0.204 0.105 0.074
Table 12: Absolute of difference between the actual precipitation values and the corresponding predicted values
are divided by the actual precipitation values.
of difference between the actual accumulated precipitation values on nine rectangular regions
and the corresponding predicted values divided by the actual accumulated precipitation values.
The MAPE value is obtained γ∗ = 10.5.
Hence, by Lewis’s classification for mape values, this is a verified certificate for our method in
the prediction of precipitation values with high accuracy and confidence.
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