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Resumo
Neste trabalho, estudamos o problema da Conjectura de Hodge, cujo objetivo e enxergar
certas classes de cohomologia de uma variedade projetiva como combinac~oes lineares de classes
associadas a subvariedades complexas da mesma.
Para que possamos compreender o enunciado da conjectura e sua resoluc~ao no caso conhe-
cido para classes do tipo (1, 1), construmos as ferramentas necessarias da geometria algebrica
complexa.
Abstract
This work is intended as an introduction to the Hodge Conjecture, which attempts to
interpret certain cohomology classes of a projective manifold as those associated to linear
combinations of its complex submanifolds.
In order to do so, the necessary tools within complex algebraic geometry are developed,
thus enabling us to comprehend both the statement of the conjecture and the solution of the
known case for (1,1)-classes.
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Cap´ıtulo 1
Variedades
1.1 S-Variedades
Iniciaremos com uma breve revis~ao de variedades, feita baseando-se em [Wells], de uma
maneira sucinta que nos permite tratar diversos tipos de variedades de uma so vez. A ideia
sera enxergar variedades analticas, diferenciaveis, complexas, etc, como objetos munidos de
uma estrutura que lhes confere tal especicidade. Alem disso, essa abordagem motiva a noc~ao
de feixe estrutural de uma variedade, que sera importante posteriormente.
Notac~ao 1. Nesta sec~ao, X sera sempre uma variedade topologica sobre um corpo K = R ou
C, de dimens~ao dimK X = n.
Queremos munir X de uma estrutura diferenciavel, complexa, etc. Para isso, utilizaremos
as estruturas naturais existentes em Kn, onde se U  X e um aberto em Kn, E(U) e O(U)
representam os conjuntos de func~oes C∞ e holomorfas em U, respectivamente. Basicamente,
muniremos X de um subconjunto das func~oes contnuas C0(X,K) que sera localmente \pull-
back" da estrutura desejada natural em Kn. As estruturas induzidas em X ser~ao denotadas
pelos mesmos nomes.
Mais tarde, veremos que as E e O na verdade s~ao feixes, no sentido de serem functoriais
quando considerados como func~oes dos abertos U de X, alem de obedecer a determinadas
condic~oes de globalizac~ao e localizac~ao que permitem a colagem e restric~ao de func~oes.
Definic¸a˜o 1.1.1. Uma S-estrutura em X e uma famlia de func~oes contnuas {SX(U)}τ(x)
sobre o conjunto τ(X) de abertos em X tal que
(i) para todo p 2 X, existem um aberto U de X contendo p, um aberto U 0  Kn e um
homeomorsmo h : U → U 0  Kn tais que se V e um aberto contido em U, f 2 SX(V)
se e somente se f  h−1 2 S(U 0).
10
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(ii) se U =
∐
iUi, onde Ui  X s~ao abertos e f : U → K e uma func~ao contnua, ent~ao
f 2 SX(U) se e somente se f|Ui = fi 2 SX(Ui) para todo i.
Diremos que f 2 SX se existir um aberto U  X tal que f 2 SX(U). Elementos deste con-
junto ser~ao denominados SX-func~oes sobre X. O mapa h : U→ U 0 que realiza a propriedade
(i) da denic~ao sera chamado de carta local em X, tornando X uma SX-variedade.
No que segue, manteremos em mente sempre os exemplos principais SX(U) = O(U), E(U).
Por simplicac~ao de notac~ao, por vezes nos referiremos a SX apenas por S.
Definic¸a˜o 1.1.2. Uma variedade munida de uma O-estrutura (respectivamente, E-estrutura)
sera denominada variedade complexa (respectivamente, diferenciavel).
Notamos que essa denic~ao coincide com a usual de uma variedade com estrutura, a
saber, de uma variedade topologica munida de cartas locais cujas func~oes de transic~ao s~ao
diferenciaveis ou holomorfas em Kn. Aqui, os homeomorsmos h : U→ U 0 fazem o papel das
cartas que comp~oem o atlas para a variedade, de modo que func~oes sobre a mesma pertencam
a uma certa classe (por exemplo, diferenciavel) se suas composic~oes locais com h pertencerem
a essa classe no espaco modelo Kn.
Observac~ao 1.1.1. Mais geralmente, ao inves de comecarmos com uma variedade topologica,
poderamos considerar um espaco topologico Hausdor segundo contavel X e muni-lo de uma
S-estrutura que corresponderia a estrutura de variedade topologica. Nesse caso, pedimos que
as func~oes de transic~ao no espaco modelo Kn sejam homeomorsmos.
Observac~ao 1.1.2. Vale a pena mencionar que na denic~ao de S-estrutura, a condic~ao (ii)
representa exatamente as condic~oes de localizac~ao e globalizac~ao que ser~ao exigidas de um
feixe. Estas duas ultimas observac~oes elucidam um terceiro ponto de vista, sob o qual uma
variedade podera ser vista como um espaco topologico com um feixe de estrutura, formando
um espaco anelado.
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Definic¸a˜o 1.1.3. Um S-morsmo entre S-variedades (X,SX) e (Y,SY) consiste em um mapa
F : X→ Y tal que se f 2 SY, f  F 2 SX.
Um S-isomorsmo e um S-morsmo F : X → Y que e homeomorsmo entre variedades
topologicas cuja inversa F−1 tambem e um S-morsmo.
Definic¸a˜o 1.1.4. Uma subvariedade de (X,SX) e um subespaco Y  X tal que para todo
x 2 Y, existe uma carta local h : U  X → U 0  Kn em X ao redor de x 2 U, tal que
h(U \ Y)  U 0 \ Kk para algum 0  k  n.
Ou seja, Y  X e localmente equivalente a um subconjunto euclideano de Kk em Kn atraves
das cartas locais.
Observac~ao 1.1.3.
(i) Se h1 : U1 → U 01  Kn, h2 : U2 → U 02  Kn s~ao duas cartas locais em X com U1 \U2 6= ;
e f 2 SX, ent~ao h2  h−11 = (f  h−12 )−1  (f  h−11 ) 2 SKn. Deste modo, as func~oes de
transic~ao gij = hj  h−1i s~ao S-isomorsmos.
(ii) Uma subvariedade Y  (X,SX) e munida naturalmente de uma S-estrutura dada por
SY = SX|Y.
(iii) O conjunto de S-variedades tem estrutura de categoria, com morsmos dados por S-
morsmos.
1.2 Variedades complexas
Ao longo deste trabalho estaremos sempre interessados em variedades complexas. Ocorre
que elas podem ser vistas como uma variedade real diferenciavel munida de uma estrutura
extra, que sera denominada estrutura complexa.
Na tentativa de imitar a noc~ao natural de multiplicac~ao por i existente em um espaco
vetorial complexo V, tomaremos em um espaco vetorial real V0 uma estrutura que vira a ser
chamada de estrutura quase-complexa.
Consideramos primeiramente o caso de espacos vetoriais pois aqui o problema e mais sim-
ples - existira uma corresponde^ncia entre estruturas quase-complexas e estruturas complexas
propriamente ditas.
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1.2.1 A´lgebra Linear
Definic¸a˜o 1.2.1. Seja V0 um espaco vetorial real de dimens~ao 2n. Uma estrutura quase-
complexa em V0 e um R-endomorsmo linear J : V0 → V0 que satisfaz J2 = − Id.
A nomenclatura quase se deve ao fato de que, em variedades, essa estrutura n~ao sera
suciente para que a variedade seja complexa no sentido denido em 1.1.2. Para que haja
a colagem de estruturas pontuais, ser~ao necessarias condic~oes de compatibilidade extras, e
ent~ao sim diremos que a estrutura e complexa. Esse problema n~ao ocorrera aqui, pois um
espaco vetorial real com estrutura quase-complexa pode ser visto de fato como um espaco
vetorial complexo.
Observac~ao 1.2.1. Para que um espaco vetorial real possa ser munido de uma estrutura
quase-complexa, o mesmo deve possuir dimens~ao real par m = 2n para algum inteiro n. De
fato, J2 = − Id implica que (det J)2 = (−1)m, e portanto m deve ser par.
Exemplo 1.2.1. Seja {x1, y1, . . . , xn, yn} uma base para R
2n. Podemos identicar R2n a Cn por
meio do isomorsmo padr~ao R2n ' Cn, que leva a base {xi, yi} na base {zi}, onde zi = xi+ iyi
para todo i = 1, . . . , n.
Ora, mas em Cn visto como espaco vetorial real, temos uma estrutura quase-complexa
natural ~J dada por ~J(z1, . . . , zn) = i(z1, . . . , zn) (multiplicac~ao por i natural existente em C
n
como espaco vetorial complexo).
Portanto, atraves do isomorsmo acima, podemos denir uma estrutura quase-complexa
padr~ao em R2n tomando
J(a1, b1, . . . , an, bn) ' ~J(a1 + ib1, a2 + ib2, . . . , an + ibn)
= i(a1 + ib1, a2 + ib2, . . . , an + ibn)
= (−b1 + ia1,−b2 + ia2, . . . ,−bn + ian)
' (−b1, a1, . . . ,−bn, an)
Ent~ao
J2(a1, b1, . . . , an, bn) = J(−b1, a1, . . . ,−bn, an)
= (−a1,−b1, . . . ,−an,−bn),
ou seja, J2 = − Id.
Uma estrutura quase-complexa J em um espaco vetorial real V0 induz a formac~ao de um
espaco vetorial complexo V, cujo produto complexo e dado por (α+ iβ)v = αv+βJ(v), para
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α,β 2 R, v 2 V, i = p−1. Por outro lado, se V e um espaco vetorial complexo com base
complexa {wi}, para i = 1, . . . , n, o espaco vetorial real subjacente V0, com base {wi, iwi}
sobre R, pode ser munido da estrutura quase-complexa J : V0 → V0 dada por J(v) = iv.
Portanto, estruturas complexas e quase-complexas s~ao equivalentes no contexto de espacos
vetoriais.
Seja V0 um espaco vetorial real de dimens~ao par dimR V0 = 2k, munido de uma estrutura
quase-complexa J. Denotamos por VC = V 
R C a complexicac~ao de V0. Ent~ao VC e um
espaco vetorial real de dimens~ao 4k, e um espaco vetorial complexo de dimens~ao 2k. Seja
JC : VC → VC a extens~ao C-linear de J para VC. Ao considerarmos o espaco complexicado
VC, fazemos com que JC seja diagonalizavel, com autovalores complexos i.
Definic¸a˜o 1.2.2. Denotaremos os autoespacos de JC por
V1,0 = {v 2 VC : JC(v) = iv}
V0,1 = {v 2 VC : JC(v) = −iv}
Assim, VC = V1,0  V0,1, onde v 7→  v−iJ(v)2 +  v+iJ(v)2  e a decomposic~ao correspondente.
V
∼
(V0, J)

C
VC = V1,0  V0,1
v 
∼ // v  // v1,0 + v0,1
dimC V = k dimR V0 = 2k dimC VC = 2k
iv 
∼ // J(v) 

C
// JC(v)
Denimos o mapa de conjugac~ao C : VC → VC tomando v
 α 7→ v
 α e estendendo por
R-linearidade. Este mapa induz um isomorsmo entre espacos vetoriais reais V1,0 ∼=R V0,1.
Sobre C, este espacos s~ao conjugados.
Uma estrutura complexa J em V tambem induz uma estrutura complexa J no dual V,
dada por J(f)(v) = f(J(v)). Seja J
C
a extens~ao C-linear de J para V
C
= V 
R C. Note que
(V)C ∼= (VC).
Definic¸a˜o 1.2.3. Denotaremos os autoespacos de J
C
por
V1,0 = {α 2 V
C
: J
C
(α) = iα}
V0,1 = {α 2 V
C
: J
C
(α) = −iα}
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Denimos o espaco das (p, q)-formas em V por
p,q^
V :=
p^
V1,0 ∧
q^
V0,1.
Ent~ao
Vp,q V ∼=C Vq,p V. Dena Vk VC := L
p+q=k
Vp,q V.
Como V
C
= V1,0  V0,1, temos uma decomposic~ao da algebra exterior dada por
^
V
C
=
2nM
k=0
M
p+q=k
p,q^
V =
2nM
k=0
k^
VC
onde n = dimC V
1,0 = dimC VC = dimR V.
Denotaremos por pip,q :
V VC → Vp,q V, pik : V VC → Vk V as projec~oes naturais.
Seja {xi, yi} base real de V, onde dimR V = 2n. Ent~ao o complexicado VC = V 
R C tem
base complexa {xi 
 1, yi 
 1} ' {xi, yi}, com dimC VC = 2n.
Sejam
zi := xi + iyi, zi := xi − iyi
Ent~ao {zi, zi} forma uma base complexa para VC adaptada a decomposic~ao (p, q), no
seguinte sentido: zi gera V1,0 e zi gera V0,1.
Uma forma de volume positivamente orientada para V e dada por
ω = (−2i)m(z1 ∧ z1)∧ . . .∧ (zm ∧ zm) = (x1 ∧ y1)∧ . . .∧ (xm ∧ ym),
onde m = dimC V
1,0 = dimC V
2
.
Seja ent~ao {xi, yi} base de V dual a {xi, yi}, e dena
zi := xi − iyi zi := xi + iyi
Neste caso,
ω = (i/2)m (z1 ∧ z1)∧ . . .∧ (zm ∧ zm) = (x1 ∧ y1)∧ . . .∧ (xm ∧ ym)
e forma de volume para V.
Aqui, os fatores multiplicativos aparecem de modo a termos ω forma volume padr~ao nas
coordenadas {xi, yi}. Tambem poderamos ter tomado zi =
1
2
(xi + iyi), ou zi =
1p
2
(xi + iyi),
por motivos de normalizac~ao.
Definic¸a˜o 1.2.4. Seja V um espaco vetorial complexo. Uma estrutura hermitiana em V e
uma 2-forma complexa h : V  V → C tal que para quaisquer u, v 2 V, λ 2 C:
1. h(λu, v) = λh(u, v)
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2. h(v, u) = h(u, v)
Segue de i) e ii) que h(u, λv) = λh(u, v), ou seja, uma forma hermitiana e linear sobre
a primeira coordenada e anti-linear sobre a segunda. Alem disso, como f(v, v) = f(v, v), se
∆ = {(v, v) : v 2 V} 2 V  V e a diagonal, vale f(∆)  R.
Decompondo h em partes real e imaginaria, escrevemos h = g−iω onde g, h : V0V0 → R.
Usando que h(v, u) = h(u, v), obtemos
g(v, u) − iω(v, u) = g(u, v) − iω(u, v) = g(u, v) + iω(u, v)
Portanto, g(v, u) = g(u, v)ω(u, v) = −ω(v, u)
Agora enxergue este espaco vetorial complexo V como um espaco vetorial quase complexo
(V0, J). Segundo a corresponde^ncia (V, i) ⇐⇒ (V0, J), e como h(iu, v) = ih(u, v) = −h(u, iv),
temos
h(iu, v) ∼ g(Ju, v) − iω(Ju, v)
= g(u,−Jv) − iω(u,−Jv) ∼ h(u,−iv),
de onde obtemos que g(Ju, v) = g(u,−Jv), e portanto g(u, v) = g(Ju, Jv).
Deste modo, partindo de um espaco vetorial complexo munido de uma forma hermitiana h,
obtemos um espaco vetorial quase-complexo (V0, J) munido de uma estrutura riemanniana g
compatvel com a estrutura complexa. A volta e valida, como veremos na seguinte proposic~ao.
Proposic¸a˜o 1.2.1. Existe uma corresponde^ncia entre um espaco vetorial complexo com
estrutura hermitiana (V, h) e um espaco vetorial quase-complexo com estrutura rieman-
niana compatvel (V0, J, g).
Demonstrac~ao. Basta mostrarmos a volta. Sejam (V0, J, g) como no enunciado, e seja V o
espaco vetorial complexo associado a (V0, J). Ent~ao g(Ju, v) = g(u,−Jv) = −g(u, Jv), ou seja,
J e um operador anti-auto-adjunto.
Note que a existe^ncia da 2-forma ω n~ao e hipotese necessaria para a volta; esta podera
ser denida tanto em func~ao de g e J quanto de h.
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Tomamos h(u, v) = g(u, v) − ig(Ju, v). Ent~ao h e uma estrutura hermitiana em V . De
fato,
h(iu, v) ∼ g(Ju, v) − ig (J(Ju), v) = ig(u, v) + g(Ju, v)
= i (g(u, v) − ig(Ju, v))
∼ ih(u, v);
h(u, iv) ∼ g(u, Jv) − ig(Ju, Jv) = g(u, Jv) − ig(u, v)
= −g(Ju, v) − ig(u, v) = −i(g(u, v) − ig(Ju, v)
∼ −ih(u, v).
Como vimos, independentemente da estrutura pre-existente, podemos sempre considerar
a 2-forma ω denida por ω = Imh ou ω(u, v) = g(Ju, v), u, v 2 V. ω e uma 2-forma pois
satisfaz ω(u, v) = −ω(v, u). Alem disso, como a estrutura riemanniana g e compatvel com
a estrutura quase-complexa J, temos
ω(Ju, Jv) = g(J2u, Jv) = g(Ju, v) = ω(u, v).
Definic¸a˜o 1.2.5. A 2-forma denida por ω(u, v) = g(Ju, v) e chamada forma fundamental
de (V0, J, g). Por abuso de notac~ao, continuaremos a denotar por ω a extens~ao C-linear de
ω para o espaco complexicado VC.
Posteriormente, estudaremos mais propriedades da forma fundamental ω em variedades
complexas. A condic~ao de se a forma fundamental ω e um cociclo ou n~ao determinara o
que chamamos de variedade Kahler, e a forma fundamental sera tambem denominada forma
de Kahler. A condic~ao Kahler determina uma classe de variedade complexa em particular,
que apresenta comportamentos interessantes. Um exemplo e a decomposic~ao de Hodge, que
analisaremos em detalhes no proximo captulo.
Comecaremos na proxima sec~ao generalizando o que zemos ate agora para variedades
complexas.
1.2.2 Variedades Complexas
Seja agora X0 uma variedade diferenciavel real. Queremos construir em X0 uma estru-
tura complexa, e ver quais hipoteses ser~ao necessarias para obter uma variedade complexa.
Comecamos aplicando a teoria feita anteriormente para cada espaco tangente Tx(X0), que tem
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naturalmente estrutura de espaco vetorial real, o munindo de uma estrutura quase-complexa
Jx.
Como estamos em uma variedade, precisamos exigir que essas estruturas pontuais sejam
provenientes de uma estrutura global.
Definic¸a˜o 1.2.6. Uma estrutura quase-complexa em X0 e um isomorsmo de brados ve-
toriais J : TX0 → TX0 tal que Jx : TxX0 → TxX0 seja uma estrutura quase-complexa de TxX0 em
cada ponto x 2 X0.
No caso, TX0 e o brado tangente de X0, e um mapa J : TX0 → TY0 e dito um isomorsmo
de brados vetoriais se for um homeomorsmo entre variedades tal que, para cada ponto
x 2 X0, o mapa entre os espacos tangentes ponto a ponto Jx : TxX0 → TJ(x)Y0 for um isomorsmo
entre espacos vetoriais.
O par (X0, J) constitui uma variedade quase-complexa.
Observac~ao 1.2.2.
1. Segundo o isomorsmo de espacos vetoriais V 
 V ' End(V), podemos enxergar uma
estrutura-quase complexa J 2 End(TX0) como uma sec~ao do produto tensorial de bra-
dos TX0 
 TX0.
Assim, a n~ao-existe^ncia de sec~oes globais n~ao-triviais J 2 Γ(TX0
 TX0) e uma obstruc~ao
para a existe^ncia de estruturas quase-complexas em X0.
2. Como no caso de espacos vetoriais, toda variedade quase-complexa tem dimens~ao real
par. De fato, como Jx Jx = −Id, (det Jx)2 = (−1)m  0 implica que m = 2n para algum
n 2 N.
Por causa da exige^ncia de compatibilidade global das estruturas quase-complexas ponto
a ponto, ou seja, por pedirmos que elas sejam provenientes de um isomorsmo de brados,
nem sempre sera possvel munir uma variedade diferenciavel real, mesmo de dimens~ao par,
de uma estrutura quase-complexa.
Alem disso, nem toda variedade quase-complexa e variedade real subjacente a uma vari-
edade complexa, ou seja, nem toda estrutura quase-complexa dara origem a uma estrutura
complexa genuna na variedade. Esse problema sera abordado na proxima sec~ao, em que
veremos que uma estrutura quase-complexa integravel da origem a uma estrutura complexa.
Exemplo 1.2.2. As unicas esferas que admitem estrutura quase-complexa s~ao S2 e S6. Um
esboco da demonstrac~ao pode ser encontrado em J.P. May, \A Concise Introduction to Al-
gebraic Topology", p.207-209.
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A estrutura quase-complexa de S2 na verdade provem de uma estrutura complexa ver-
dadeira na esfera de Riemann. Ja a estrutura quase-complexa da esfera S6 e proveniente
da multiplicac~ao de octonions, quando S6 e vista como o conjunto de octonions imaginarios
puros unitarios. E um conhecido problema em aberto a quest~ao da existe^ncia de estruturas
complexas em S6.
Por outro lado, como espera-se, toda variedade complexa X induz uma estrutura quase-
complexa J natural na variedade real subjacente X0, da seguinte maneira:
Proposic¸a˜o 1.2.2. Existe um isomorsmo real entre os espacos tangente analtico de X
e real de X0 em um ponto x, ou seja, TxX0 'R TxX.
Ou seja, toda variedade complexa e proveniente de uma variedade quase-complexa.
Demonstrac~ao. Seja h : U → U 0  Cn um sistema de coordenadas holomorfo ao redor de x
em X. Ent~ao h : U→ Cn ∼= R2n. Se em coordenadas h e escrito como (h1, . . . , hn), o mapa ~h
dado por
~h = (Reh1, Imh1, . . . ,Rehn, Imhn)
e um sistema de coordenadas analtico (real) ao redor de x 2 U em X0.
Portanto, basta analisarmos o caso em que x = 0, X0 = R
2n, X = Cn, ou seja, queremos
mostrar que T0(R
2n, J) ' T0Cn, onde J e a estrutura complexa padr~ao de Rn.
Dena
∂
∂zi
' 1
2
 
∂
∂xi
− i
∂
∂yi
!
,
∂
∂zi
' 1
2
 
∂
∂xi
+ i
∂
∂yi
!
Ent~ao { ∂
∂zi
} e uma base complexa para TxX. Construmos um R-isomorsmo α : T0C
n → T0R2n
considerando a extens~ao R-linear do mapa
α : T0C
n → T0R2n
∂
∂zi
7→ 1
2
 
∂
∂x
− J
∂
∂y
!
,
onde J : T0R
2n → T0R2n e a estrutura quase-complexa natural induzida pela estrutura quase-
complexa padr~ao em R2n.
Por m, e possvel mostrar que a estrutura quase-complexa induzida em TxX0 por TxX
independe do sistema de coordenadas escolhido.
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Notac~ao 2. Agora, como zemos para espacos vetoriais, notamos que a estrutura quase-
complexa complexicada (JC)x sobre o espaco tangente complexicado (TxX0)C num ponto
x 2 X0 tem autovalores i, dando origem a decomposic~ao
(TX0)C = T
1,0X T 0,1X,
onde
(TX0)C = TX0 
 C e o brado complexicado de X0, de bra TxX0 
 C;
T 1,0X e o brado holomorfo de X, de bra T 1,0x X; e
T 0,1X e o brado anti-holomorfo de X, de bra T 0,1x X.
Aqui, como no caso de espacos vetoriais, temos isomorsmos sobre R:
T 1,0x X 'R T 0,1x X 'R TxX,
Alem disso, caso (X0, J) seja a variedade quase-complexa subjacente a uma variedade
complexa X, existem isomorsmos sobre C dados por
TxX 'C T 1,0x X 'C T 0,1x X0,
o que justica a nomenclatura brado holomorfo e anti-holomorfo para T 1,0X e T 0,1X.
De acordo com as denic~oes de zi e zi para espacos vetoriais e com a proposic~ao 1.2.2, o
conjunto
{
∂
∂zi
, ∂
∂zi
}
forma uma base real para TxX 'R TxX0.
Tomando
dzi := dxi + idyi, dzi := dxi − idyi,
{dzi, dzi} forma uma base para (TxX)
 dual a { ∂
∂zi
, ∂
∂zi
}.
Sejam agora X e Y variedades complexas. Lembramos que uma func~ao f : X → Y e dita
holomorfa se sua express~ao em cartas locais ~f : Cn → Cm o for.
Lema 1.2.3. Sejam X e Y variedades complexas, com estruturas quase-complexas sub-
jacentes dadas respectivamente por I e J, e seja f : X→ Y um mapa. S~ao equivalentes:
(i) f e holomorfa
(ii) (dfx)C : (TxX)C → (Tf(x)Y)C respeita a decomposic~ao (p, q) (leva (1,0) em (1,0) e
(0,1) em (0,1))
(iii) df comuta com as estruturas quase-complexas, ou seja, df  J = I  df. No caso de
X = Y = Cn, isso signica que df e C-linear.
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TX
df //
I

TY
J

TX
df // TY
Seja X0 uma variedade quase-complexa e Ω
k(X0) = Γ(Λ
kTX0) o conjunto de k-formas
diferenciais sobre X0.
A decomposic~ao em tipo (p, q) do produto exterior de espacos vetoriais
k^
VC :=
M
p+q=k
^
Vp,q,
aplicada ao espaco cotangente ponto a ponto V = T x (X0) de X0 induz uma decomposic~ao
(p, q) em Ωk(X0).
Denotaremos por pip,q : Ωp+q(X0)→ Ωp,q(X0) a projec~ao sobre a componente (p, q).
Definic¸a˜o 1.2.7. Os operadores de Dolbeault ∂ : Ωp,q(X0) → Ωp+1,q(X0) e ∂ : Ωp,q(X0) →
Ωp,q+1(X0) s~ao tais que
∂ = pip+1,q  d, ∂ = pip,q+1  d
Em geral, podemos sempre denir os operadores ∂ e ∂ como as projec~oes de d(Ωp,q) nas
partes (p+ 1, q) e (p, q+ 1), mas so para variedades complexas e que teremos d = ∂+ ∂.
Deste modo, a derivada exterior de uma forma de tipo (1, 0) sera n~ao so uma combinac~ao
linear de uma forma de tipo (1, 1) e uma de tipo (0, 2), mas tambem tera uma parte (0,2).
Essa componente n~ao existira se a variedade for complexa, em que a diferencial \respeita"
de certa forma a decomposic~ao (p, q).
Observac~ao 1.2.3. Em uma variedade complexa X, o operador diferencial d : Ωk(X) →
Ωk+1(X) mapeia Ωp,q(X) em Ωp+1,q(X)Ωp,q+1(X).
Em particular, se f 2 C∞(X), df = ∂f
∂z
dz+ ∂f
∂z
dz, e temos
∂f =
∂f
∂z
dz ∂f =
∂f
∂z
dz
Lema 1.2.4. Em uma variedade complexa X, os operadores de Dolbeault satisfazem
∂2 = ∂
2
= 0, ∂∂ = −∂∂.
Demonstrac~ao. Por denic~ao, temos ∂2 = ∂
2
= 0. De d2 = 0, segue que ∂∂ = −∂∂.
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1.2.3 Integrabilidade
Como vimos acima, em uma variedade complexa temos resultados mais fortes que em
uma variedade quase-complexa, como o fato de que d = ∂+ ∂.
Ao contrario do que ocorre para espacos vetoriais, no contexto de variedades, uma es-
trutura quase-complexa n~ao necessariamente induz uma estrutura complexa. Aqui sera ne-
cessario um criterio de compatibilidade para que possamos fazer a colagem das estruturas
quase-complexas ponto a ponto.
Este criterio sera chamado criterio de Integrabilidade e podera ser formulado de diversas
maneiras. Em nosso enfoque, a principal delas sera determinada como uma condic~ao sobre os
campos vetoriais sobre X0. Para isso, precisamos primeiro de algumas denic~oes pertinentes:
Definic¸a˜o 1.2.8. Sejam M uma variedade diferenciavel e X, Y 2 Γ(TM) campos de vetores.
O colchete de Lie de X e Y e um campo vetorial [X, Y] 2 Γ(TM) denido por
[X, Y](f) := X(Y(f)) − Y(X(f)),
em toda func~ao suave f 2 C∞(M), onde enxergamos X e Y como derivac~oes X : C∞(M) →
C∞(M).
Definic¸a˜o 1.2.9. Seja (X0, J) uma variedade quase-complexa. Segundo a decomposic~ao
(TX0)C = T
1,0X T 0,1X, um campo de vetores X e dito
holomorfo se JX = iX, ou X 2 T 1,0X;
anti-holomorfo se JX = −iX, ou X 2 T 0,1X.
A estrutura quase complexa J em X0 sera dita integravel se o colchete de Lie de campos
holomorfos for holomorfo.
Definic¸a˜o 1.2.10. Sejam X e Y campos vetoriais sobre uma variedade quase complexa (X0, J).
O tensor de Nijenhuis de X e Y e denido por
N(X, Y) := [X, Y] + J[JX, Y] + J[X, JY] − [JX, JY]
Quando considerarmos o tangente complexicado (TX0)C = TX0 
C e a extens~ao C-linear JC
de J, estenderemos tambem o tensor de Nijenhuis.
Essa denic~ao pode parecer esdruxula, mas sua utilidade se tornara clara pelo teorema
seguinte.
Teorema 1.2.5. A estrutura quase complexa J em X0 e integravel se e somente se N for
identicamente nulo, ou seja, N(X, Y) = 0 para quaisquer campos de vetores X, Y 2 Ω(X0).
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Demonstrac~ao. Primeiramente, passaremos para o brado tangente complexicado (TX0)C,
onde temos a decomposic~ao T(X0)C = T
1,0X+ T 0,1X.
(⇐) Se N  0, em particular N(X, Y) = 0 para campos de vetores holomorfos X, Y 2 T 1,0X,
em que JX = iX. Ent~ao
0 = N(X, Y) = [X, Y] + J[JX, Y] + J[X, JY] − [JX, JY]
= [X, Y] + J[iX, Y] + J[X, iY] − [iX, iY]
= 2[X, Y] + 2iJ[X, Y],
de onde J[X, Y] = i[X, Y], e portanto [X, Y] 2 T 1,0X.
(⇒) Se J e integravel, para quaisquer campos de vetores holomorfos X, Y 2 T1,0X, [X, Y]
e holomorfo, ou seja, J[X, Y] = i[X, Y], e N(X, Y) = 2[X, Y] + 2iJ[X, Y]. Se X, Y 2 T0,1X s~ao
campos anti-holomorfos,
N(X, Y) = [X, Y] + J[JX, Y] + J[X, JY] − [JX, JY]
= [X, Y] + J[−iX, Y] + J[X,−iY] − [−iX,−iY]
= 2[X, Y] − 2iJ[X, Y],
Por m, X 2 T1,0X e X 2 T0,1X, vale
N(X, X) = [X, X] + J[JX, X] + J[X, JX] − [JX, JX]
= [X, X] + J[iX, X] + J[X,−iX] − [iX,−iX]
= 0,
De modo similar, N(X,X) = 0.
Se Z,W s~ao campos de vetores quaisquer em X0, decompomos Z = X + X, W = Y + Y e
calculamos
N(Z,W) = N(X+ X, Y + Y) = N(X, Y) +N(X, Y) +N(X, Y) +N(X, Y)
= 2[X, Y] + 2iJ[X, Y] + 0+ 0+ 2[X, Y] − 2iJ[X, Y]
= 0,
onde J[X, Y] = i[X, Y] e J[X, Y] = [X, Y], pois assumimos J integravel.
Vimos que se X for uma variedade complexa vista como variedade quase-complexa sub-
jacente (X0, J), ent~ao J e integravel e o tensor de Nijenhuis e identicamente nulo. A inversa
tambem e valida, como foi provado por Newlander-Niremberg em 1957:
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Teorema 1.2.6. Newlander-Niremberg
Seja (X0, J) uma variedade quase-complexa. Se J for integravel, ent~ao (X0, J) produz
uma variedade complexa honesta X.
Demonstrac~ao. Uma demonstrac~ao pode ser encontrada em [14].
A ttulo de completude, inclumos o seguinte teorema mais geral. No caso, o teorema
1.2.5 consiste na equivale^ncia i) ⇐⇒ ii).
Teorema 1.2.7. Mais geralmente, s~ao equivalentes as seguintes denic~oes de integrabi-
lidade:
(i) [T 1,0, T 1,0]  T 1,0.
(ii) N  0
(iii) d = ∂+ ∂
(iv) Em Ω1,0, d = ∂+ ∂,
(v) ∂
2
= 0
Notamos que os operadores ∂, ∂ foram denidos de maneira a serem adaptados a decom-
posic~ao (p, q) para formas.
Do mesmo modo como a cohomologia de De Rham e uma teoria adaptada a estrutura C∞
de uma variedade, denida a partir de complexos de cadeias de formas diferenciais com setas
dadas pelo operador d, podemos denir uma cohomologia adaptada a estrutura complexa e
a decomposic~ao (p, q) da seguinte maneira:
Definic¸a˜o 1.2.11 (Cohomologia de Dolbeault). Para cada p, q xos, temos complexos de
cadeias:
0
∂ //Ω0,q
∂ //Ω1,q // . . . //Ωn,q
∂ // 0
0
∂ //Ωp,0
∂ //Ωp,1 // . . . //Ωp,n
∂ // 0
Os grupos de cohomologia correspondentes s~ao denotadas por Hp,q∂ (X), H
p,q
∂
(X). Estes
ultimos s~ao conhecidos como grupos de cohomologia de Dolbeault.
Posteriormente, esses grupos ser~ao estudados com mais detalhe, e ter~ao um papel funda-
mental na demonstrac~ao do teorema de Hodge, por exemplo.
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1.3 Variedades Ka¨hler
Seja (M,g) uma variedade riemanniana (n~ao necessariamente complexa). Colocamos
a seguinte quest~ao: Dada uma metrica arbitraria, existe uma mudanca de coordenadas que
leva essa metrica na metrica euclideana?
Globalmente, isso raramente e possvel, pois uma tal isometria teria que preservar a
curvatura. Pontualmente, sempre e possvel encontrar uma transformac~ao que leve a metrica
no ponto na metrica euclideana no ponto. No entanto, um tal conjunto de transformac~oes
geral pode n~ao ter propriedades globais boas. A seguinte proposic~ao garante que e possvel
obter um tal conjunto de transformac~oes com um mnimo de propriedades:
Proposic¸a˜o 1.3.1. Se p 2M, existe um sistema de coordenadas {xi} centradas em p tais
que a matriz gij da metrica nessas coordenadas satisfaz:
(i) gij = δij
(ii) as derivadas de gij em 0 e os smbolos de Christoel da metrica em 0 s~ao todos
nulos.
Demonstrac~ao. i) e sempre factvel pontualmente por uma transformac~ao linear. Local-
mente, se gij = g

∂
∂xi
, ∂
∂xj

, tomando x 0i =
∑
aijxj, teremos g
0
ij = g
0

∂ 0
∂xi
, ∂
0
∂xj

= ∂
0
∂xi
AtgA ∂
0
∂xj
.
ii) Ver [16].
Um tal sistema de coordenadas {xi} sera chamado de sistema normal de coordenadas
para M. No caso complexo, sera que existe um analogo do sistema normal de coordenadas
para metricas compatveis com a estrutura complexa? Em geral, n~ao.
Sejam agora X e Y variedades complexas. Lembramos que uma func~ao f : X → Y e dita
holomorfa se sua express~ao em cartas locais ~f : Cn → Cm o for.
Lema 1.3.2. Sejam X e Y variedades complexas com estruturas quase-complexas subja-
centes dadas respectivamente por I e J, e seja f : X→ Y uma func~ao. S~ao equivalentes:
(i) f e holomorfa
(ii) (dfx)C : (TxX)C → (Tf(x)Y)C respeita a decomposic~ao (p, q) (leva (1,0) em (1,0) e
(0,1) em (0,1))
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(iii) df comuta com as estruturas quase-complexas, ou seja, df  J = I  df. No caso de
X = Y = Cn, isso signica que df e C-linear.
TX
df //
I

TY
J

TX
df // TY
Seja (V0, J) um espaco vetorial quase-complexo munido de uma estrutura riemanniana g
compatvel com a estrutura complexa J e h(u, v) = g(u, v) − ig(Ju, v) a forma hermitiana
associada, segundo a proposic~ao 1.2.1 Ent~ao as matrizes de g e h em coordenadas {zi = xi+iyi}
s~ao dadas por
gij := g
 
∂
∂xi
,
∂
∂xj
!
= h
 
∂
∂xi
,
∂
∂xj
!
=: hij
Definic¸a˜o 1.3.1. Dizemos que a metrica g oscula em ordem 2 a metrica euclideana na
origem se (gij) = Id + O(|z|2) ou, equivalentemente, se (hij) = Id + O(|z|2). Deste modo, a
metrica n~ao tem termos de ordem 1 em zi ou zi, e tem derivadas de primeira ordem nulas,
coincidindo com as da metrica euclideana, ou seja,
∂hij
∂zk
(0) =
∂hij
∂zk
(0) = 0
para quaisquer i, j, k.
Definic¸a˜o 1.3.2. A metrica g sera dita Kahler se dω = 0.
Estes dois conceitos est~ao relacionados, no sentido que metricas osculantes em ordem 2
ser~ao o modelo local para metricas de Kahler, como mostra a seguinte proposic~ao
Proposic¸a˜o 1.3.3. Seja g uma metrica compatvel com a estrutura complexa em U  Cn
e ω a forma fundamental. Ent~ao dω = 0 se e somente se para todo ponto x em U,
existir um aberto U 0 em Cn e um mapa biholomorfo f : U 0 → f(U 0)  U tal que f(0) = x
e fg oscula em ordem 2 a metrica euclideana padr~ao na origem.
Assim, f e uma mudanca de coordenadas que coloca a variedade em coordenadas
normais no ponto x.
Demonstrac~ao. (⇐) Seja f : (U 0, J1)→ (U, J2) a func~ao biholomorfa que realiza a proposic~ao,
g a metrica em U. Temos
fg(J1u, J1v) = g(fJ1u, fJ1v) = g(J2fu, J2fv) = g(fu, fv)
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Portanto, se J2 e compatvel com g, J1 e compatvel com f
g. Alem disso,
fωg(u, v) = ωg(fu, fv) = g(J2fu, fv) = g(fJ1u, fv) = fg(J1u, v) = ωfg
Portanto, a forma fundamental associada a fg e ωfg = fωg. Como d comuta com o
pullback, d(fωg) = f(dω), e dω = 0 se e somente se dfω = 0.
Note que se fg oscula em ordem 2, fh e fω tambem osculam. Escreva fω =
∑
h 0ijdzi∧
dzj. Ent~ao
d(fω)0 =
∑
i,j,k
 
∂h 0ij
∂zk
dzk +
∂h 0ij
∂zk
dzk
!
dzi ∧ dzj = 0,
pois h 0ij e a matriz da forma hermitiana associada a metrica f
g que, por hipotese, oscula
em ordem 2 a metrica euclideana na origem.
Da obtemos que dω = 0 em um aberto ao redor da origem, e, como podemos fazer isso
a menos de uma translac~ao - que e uma biholomora - vem que dω = 0 em um aberto ao
redor de todo ponto p 2 U 0. Como f e bijetora sobre f(U 0), dω = 0 em U 0.
(⇒) Assuma agora que dω = 0. Fixe um ponto x 2 U 0. A menos de uma translac~ao,
podemos assumir que x = 0. A menos de uma transformac~ao linear pontual A, tomamos
hij(0) = 0. Expandindo h em Taylor na origem ate ordem 1, escrevemos
hij = δij +
∑
k
aijkzk +
∑
k
a 0ijkz
0
k +O(|z|2),
onde aijk =
∂hij
∂zk
(0) e a 0ijk =
∂
∂zk
s~ao constantes.
Como ω = i/2
∑
hijdzi ∧ dzj e dω0 = 0, temos
dω0 =
i
2
∑
i,j,k
 
∂hij
∂zk
(dzk)0 +
∂hij
∂zk
(dzk)0
!
(dzi)0 ∧ (dzj)0
=
i
2
∑
i,j,k

aijk(dzk)0 + a
0
ijk(dzk)0

(dzi)0 ∧ (dzj)0
=
i
2
∑
i,j,k
aijk(dzk)0 ∧ (dzi)0 ∧ (dzj)0 +
i
2
∑
i,j,k
a 0ijk(dzk)0 ∧ (dzi)0 ∧ (dzj)0
= 0,
o que implica que aijk = akji, a
0
ijk = a
0
ikj.
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Como ω e uma forma real, ω = ω. Da,
ω =
i
2
∑
i,j
hijdzi ∧ dzj = −
i
2
∑
i,j
hijdzi ∧ dzj
= −
i
2
∑
i,j
hijdzi ∧ dzj =
i
2
∑
i,j
hijdzj ∧ dzi
=
i
2
∑
i,j
hijdzi ∧ dzj = ω,
e portanto hij = hji. Daqui, obtemos que a
0
ijk = ajik.
Denimos um novo conjunto de coordenadas holomorfas em torno da origem tomando
f(zj) = wj := zj +
1
2
∑
i,k
aijkzizk.
Ent~ao
dwj = dzj +
1
2
∑
i,k
aijk(dzi)zk +
1
2
∑
i,k
aijkzi(dzk) = dzj +
∑
i,k
aijkzkdzi,
dwj = dzj +
1
2
∑
i,k
a 0ijk(dzi)zk +
1
2
∑
i,k
a 0ijkzi(dzk) = dzj +
∑
i,k
a 0ijkzkdzi,
pois aijk = akji.
Pelo teorema da func~ao inversa, existe uma vizinhanca de 0 em que o mapa f e um
difeomorsmo, e portanto dene de fato uma mudanca de coordenadas. Considere a inversa
local f−1.
Ent~ao f−1 e tal que f−1(0) = 0 e satisfara exatamente as propriedades desejadas.
1.4 Variedades Alge´bricas
Nesta sec~ao, nosso objetivo e denir variedades algebricas projetivas. Para tal, comecaremos
primeiro com variedades ans.
1.4.1 Variedades Afins
Sejam K um corpo algebricamente fechado, An = AnK um espaco vetorial de dimens~ao n
sobre K e A = An = K[x1, ..., xn] o anel de polino^mios sobre n variaveis.
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Definic¸a˜o 1.4.1. Seja T um subconjunto de A. Denimos o conjunto de zeros de T por
Z(T) := {p 2 An tal que f(p) = 0 para todo f 2 T }
Se a = (T) e o ideal gerado por T , ent~ao Z(a) = Z(T). Como o anel de polino^mios A e
noetheriano, todo ideal em A tem um numero nito de geradores. Sejam f1, ..., fk 2 A tais
que a = (f1, ..., fk). Ent~ao Z(T) = Z(f1, . . . , fk) e o conjunto de zeros comuns de f1, . . . , fk.
Definic¸a˜o 1.4.2. Um subconjunto do espaco am Y 2 An e chamado conjunto algebrico se
Y = Z(a) para algum ideal a de A.
Proposic¸a˜o 1.4.1. Valem as seguintes propriedades:
(i) ; e An s~ao conjuntos algebricos.
(ii) Se Y1 e Y2 s~ao conjuntos algebricos, ent~ao Y1 [ Y2 tambem o e.
(iii) se Yλ e algebrico para todo λ 2 Λ, ent~ao Tλ2Λ Yλ tambem e.
Demonstrac~ao.
(i) Podemos escrever ? = Z(1),An = Z(0).
(ii) Escreva Y1 = Z(a1), Y2 = Z(a2). Se p pertence a Yi, para todo fi 2 ai, fi(p) = 0. Ent~ao
para todo p 2 Y1 [ Y2, fi(p) = 0 para algum i 2 {1, 2} e portanto f1f2(p) = 0 para
quaisquer fi 2 Yi, i = 1, 2.
Deste modo, Y1 [ Y2 = Z(a1a2) = {p 2 An tal que f1f2(p) = 0, f1 2 a1, f2 2 a2}.
(iii) se Yα = Z(aα), \αYα = Z([αaα).
Definic¸a˜o 1.4.3. A topologia em An denida tomando-se por fechados os conjuntos algebricos
e chamada de topologia de Zariski.
Exemplo 1.4.1. No caso n = 1, a topologia de Zariski no espaco dos polino^mios em uma
variavel A1 = K[x] e a topologia do complemento nito.
Proposic¸a˜o 1.4.2. Todo aberto n~ao-vazio nessa topologia e denso; e quaisquer dois
abertos n~ao-vazios se intersectam. Portanto, a topologia de Zariski n~ao e Hausdor.
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Demonstrac~ao. Seja U  An um aberto n~ao-vazio. Queremos mostrar que U = An. Escreva
An \U = Z(f). Ent~ao U = An \ Z(f) = An \Z(f), e queremos mostrar que n~ao existe nenhum
aberto em Z(f).
Suponha V  Z(f) aberto basico contido em U, V = An \ Z(g). Ent~ao U [ V = An =
Z(f) [ Z(g) = Z(fg), de onde fg  0 e portanto f  0 ou g  0. Ora, mas ent~ao ou U = An
ou V = ?.
Como todo aberto em An e denso, e a intersecc~ao de dois abertos e aberta, ent~ao dois
abertos ou s~ao disjuntos ou tem intersecc~ao densa em An. Suponha U,V abertos disjuntos.
Ent~ao U  An \ V e um aberto contido em um fechado e, como vimos anteriormente, segue
que U = An ou V = ?. Portanto, quaisquer abertos n~ao-triviais de An te^m intersecc~ao
n~ao-vazia.
Por m, uma vez que quaisquer dois abertos da topologia de Zariski te^m intersecc~ao
n~ao-vazia, segue que essa topologia n~ao pode ser Hausdor.
Intuitivamente essa e uma topologia com poucos abertos, porem ocupando quase todo o
espaco. De fato, pela denic~ao, os abertos basicos dessa topologia s~ao complementares de
zeros de polino^mios, que s~ao conjuntos de medida nula.
Observac~ao 1.4.1.
1. Apesar de n~ao-Hasdor, a topologia de Zariski e T1. De fato, um ponto p 2 X pode
ser escrito como p = Z(x− p) e portanto e fechado na topologia de Zariski. Da, dados
p, q 2 X, q 2 U = X \ {p} p 2 V = X \ {q} s~ao abertos que separam p e q.
2. Note que, n~ao sendo Hausdor, a topologia de Zariski n~ao e induzida por uma metrica.
Definic¸a˜o 1.4.4. Seja X um espaco topologico e ? 6= Y  X um subconjunto de X. Dizemos
que Y e irredutvel se n~ao puder ser escrito da forma Y = Y1[Y2, onde Y1 e Y2 s~ao subconjuntos
fechados proprios de Y.
Exemplo 1.4.2.
1. A1 e irredutvel, pois todo subconjunto fechado proprio seu e nito, enquanto A1 e
innito.
2. A noc~ao de irredutibilidade se relaciona com, mas n~ao e equivalente a de conexidade.
O conjunto Y = Z(xy)  A2, por exemplo, pode ser escrito como uni~ao de fechados
proprios Y = Z(x)[Z(y) e portanto e redutvel. Ao mesmo tempo, Y e uni~ao de conexos
que se intersectam em um ponto e portanto e conexo.
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Definic¸a˜o 1.4.5. Uma variedade algebrica am e um conjunto algebrico irredutvel. Uma
variedade algebrica quase-am e um aberto em uma variedade am.
Observac~ao 1.4.2.
1. Note que aqui uma dada variedade am vem sempre imersas em algum espaco am
An. Deste modo, Z(x)  A1 e Z(x, y)  A2 s~ao consideradas como variedades distintas,
assim como Z(x)  A1 e Z(x2)  A1.
2. Alguns livros se referem a variedades algebricas por \variedades algebricas irredutveis",
n~ao incluindo essa hipotese na denic~ao.
Definic¸a˜o 1.4.6. Dado Y  An, denimos o conjunto de polino^mios que anula Y por
I(Y) = {f 2 A : f(p) = 0 para todo p 2 Y}.
Deste modo, obtemos uma corresponde^ncia (n~ao necessariamente um-a-um) Conjuntos algebricosem An

I
−→←−
Z
 Ideaisde A

Proposic¸a˜o 1.4.3.
(i) para quaisquer subconjuntos T1, T2 2 A, T1  T2 implica Z(T1)  Z(T2).
(ii) para quaisquer subconjuntos Y1, Y2 2 An, Y1  Y2 implica I(Y1)  I(Y2).
(iii) I(Y1 [ Y2) = I(Y1) \ I(Y2) para quaisquer Y1, Y2 2 An.
(iv) Se Y  An, Z(I(Y)) = Y.
Demonstrac~ao. Ver [10].
(iv) Certamente Y  Z(I(Y)), que e fechado. Logo, Y  Z(I(Y)).
Para ver a volta, queremos mostrar que Z(I(Y)) sera o menor fechado que contem Y. Seja
W = Z(a)  Y um outro fechado. Sabemos que a  I(Z(a)). Da, a  I(Z(a)  I(Y).
Ent~ao W = Z(a)  Z(I(Y)). Ou seja, qualquer outro fechado que contem Y, contem
Z(I(Y)), e Z(I(Y) = Y.
Definic¸a˜o 1.4.7. Um ideal a em A e dito
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(i) radical se
p
a = a, onde
p
a := {f 2 A tal que existe r 2 Z com fr 2 a}
e o radical de a.
(ii) primo se a 6= A e para quaisquer elementos f, g 2 a, fg 2 a implica f 2 a ou g 2 a.
(iii) maximal se n~ao existir um ideal proprio b de A que realiza a ( b ( A.
Teorema 1.4.4. Nullstelensatz ou Teorema dos zeros de Hilbert
Se a  A e um ideal e f 2 I(Z(a)), ent~ao existe n 2 Z tal que fn 2 a. Ou seja,
I(Z(a))  pa.
Proposic¸a˜o 1.4.5. Se a e um ideal em A, I(Z(a)) =
p
a,
Deste modo, obtemos uma corresponde^ncia um-a-um Conjuntos algebricosem An

I→←
Z
 Ideais radicaisde A

Proposic¸a˜o 1.4.6. Um conjunto algebrico e irredutvel se e somente se I(Y) for um ideal
primo.
Demonstrac~ao. (⇐) Seja Y um conjunto algebrico irredutvel, e sejam f, g 2 An tais que
fg 2 I(Y). Ent~ao fg(p) = 0 para todo p 2 X, ou seja, fg  0. Considere os conjuntos
Y1 = Z(f) , Y2 = Z(g). Por denic~ao, Y = Z(fg)  Z(f)[Z(g)  Y. Mas como Y e irredutvel,
devemos ter Z(f) = Y ou Z(g) = Y, ou seja, f 2 I(Y) ou g 2 I(Y).
(⇒) Suponha agora que I(Y) seja um ideal primo, e que Y possa ser escrito como Y =
Y1 [ Y2, onde Y1 e Y2 s~ao subconjuntos fechados proprios de Y. Pela proposic~ao 1.4.3, item
ii), como Yi ( Y, temos I(Yi) ) I(Y) para i = 1, 2. Considere f 2 I(Y1) \ I(Y), g 2 I(Y2) \ I(Y).
Como Y = Y1 [ Y2, fg  0 em Y, portanto fg 2 I(Y). Ora, mas se f, g /2 I(Y) com fg 2 I(Y),
I(Y) n~ao e um ideal primo, e chegamos a uma contradic~ao.
Observac~ao 1.4.3. Se p 2 An e um ponto, ent~ao I(p) e um ideal maximal.
De fato, suponha a ff I(p) ideal com j ( A. Vale Z(I(p)) = p, com a ff I(p). Mas ent~ao
Z(a)  Z(I(p)) = p. Por outro lado, se m for um ideal maximal de A, pelo teorema 1.4.4,
Z(m) = p.
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Deste modo, obtemos mais duas corresponde^ncias: Pontosem An

I→←
Z
 Ideais maximaisde A

 Variedades Ansde An

I→←
Z
 Ideais primosde A

Definic¸a˜o 1.4.8. Seja Y uma variedade am em An com dim Y = r e I(Y) = hf1, ..., fti,
fi 2 A = k[x1, ..., xn]. Seja Jp(Y) a matriz Jacobiana dada por
Jp(Y) =
"
∂fi
∂xj
(p)
#
.
Dizemos que Y e n~ao-singular em p 2 Y se Jp(Y) tiver posto n− r, ou seja, se rank Jp(Y) =
n− r. Diremos que Y e uma variedade am n~ao-singular se for n~ao-singular em todo ponto
de Y.
1.4.2 Variedades Projetivas
Assim como variedades algebricas ans foram denidas como subconjuntos de um espaco
am An, variedades algebricas projetivas ser~ao subconjuntos algebricos do espaco projetivo
PnK, que denimos a seguir.
Definic¸a˜o 1.4.9. (Espaco Projetivo)
Seja K um corpo, e considere a relac~ao de equivale^ncia ∼ em Kn+1 que determina x ∼ y se
existir um escalar λ 2 K = K \ {0} com x = λy.
O espaco projetivo PnK sobre K e denido como o espaco quociente P
n
K = K
n+1/ ∼. Seja
pi : Kn → PnK(K) o mapa quociente correspondente.
Denotaremos a classe correspondente ao elemento (x0, . . . , xn) por
[x0 : . . . : xn]. Deste modo, por denic~ao, para todo λ 2 K, obtemos [λx0 : . . . : λxn] =
λ[x0 : . . . : xn].
Tome Ui = {[x0 : . . . : xn] tal que xi 6= 0}. Ent~ao
PnK \Ui = {[x0 : . . . : xn] : xi = 0} = pi ({0} Kn) .
Alem disso, pi−1(Ui) = K
n+1 \ {x 2 Kn+1 tal que x0 = 0} e aberto para todo i, e portanto {Ui}
e uma cobertura aberta para PnK.
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Em cada Ui, temos
[x0 : . . . : xn] =

x0
xi
: . . . :
xi−1
xi
: 1 :
xi+1
xi
: . . . :
xn
xi

= [z0 : . . . : zi−1 : 1 : zi+1 : . . . : zn].
Deste modo, construmos uma trivializac~ao local (Ui, ϕi), onde ϕi : Ui  PnK → Rn e dada
porϕi([x0 : . . . : xn]) = (z0, . . . , zi−1, zi+1, . . . , zn). Sejaϕj([x0 : . . . : xn]) = (w0, . . . , wj−1, wj+1, . . . , wn)
uma trivializac~ao em Uj, com wl = xl/xj.
Em Ui \Uj, a func~ao de transic~ao ψij = ϕi ϕ−1j : ϕj(Ui \Uj)→ ϕi(Ui \Uj), dada por
ψij(w0, . . . , wj−1, wj+1, . . . , wn) = ϕi ϕ−1j (w0, . . . , wj−1, wj+1, . . . , wn)
= ϕi([x0 : . . . : xn]) = (z0, . . . , zi−1, zi+1, . . . , zn)
=

w0
wi
, . . . ,
wi−1
wi
,
wi+1
wi
, . . . ,
wn
wi

,
tem entradas da forma wk/wi =
xk/xj
xi/xj
= xk/xi, que s~ao func~oes holomorfas em Ui \Uj.
Portanto, {Ui, {z0, . . . , zn}} e um atlas holomorfo para P
n
K, e mostramos que o espaco pro-
jetivo complexo tem estrutura de variedade complexa.
Quando o corpo estiver subentendido, nos referiremos a PnK somente por P
n.
Agora, queremos fazer para o caso projetivo construc~oes analogas as que zemos para o
espaco am. Considere o espaco A de polino^mios sobre Kn+1 como acima.
Queremos que o conjunto de zeros de dado um polino^mio f 2 A passe para o quociente,
de modo a considera-lo como subconjunto do espaco projetivo Pn. No entanto, para um
polino^mio qualquer, esse conjunto de zeros pode n~ao estar bem denido em Pn.
Para consertar este problema, nos restringiremos a polino^mios homoge^neos. Da, se f for
um polino^mio homoge^neo de grau d e x, y 2 Rn+1 elementos que pertencem a mesma classe
em Pn, ent~ao existe um escalar λ 2 K com x = λy, e f(x) = f(λy) = λdf(y) = 0 se e somente
se f(y) = 0.
Deste modo, antes de introduzirmos variedades algebricas projetivas, relembramos algu-
mas denic~oes e propriedades concernindo polino^mios homoge^neos.
Definic¸a˜o 1.4.10. Um anel Z+-graduado e um anel S que admite decomposic~ao S = d0Sd
tal que
(i) Sd e grupo abeliano;
(ii) Sd  Sl  Sd+l.
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Se f 2 Sd, dizemos que o grau de f e deg(f) = d.
Um ideal a  S sera dito homoge^neo se puder ser decomposto por grau como a =
d0a\Sd, ou seja, se todas as componentes homoge^neas de um elemento do ideal estiverem
no ideal
Proposic¸a˜o 1.4.7. Um ideal a e homoge^neo se e somente se puder ser gerado por um
conjunto de elementos homoge^neos.
Demonstrac~ao. (⇐) Se a e um ideal homoge^neo, a = d0a\Sd, e portanto pode ser gerado
por [d0a \ Sd, que e um conjunto que contem apenas elementos homoge^neos.
(⇒) Suponha que a = hHi = h[i0Hii e um ideal gerado por elementos homoge^neos,
onde Hi  Si e o subconjunto de H consistindo nos geradores de grau i de a. Por denic~ao,
para todo elemento a 2 a, existe um conjunto {rh} de elementos de a (dos quais somente um
numero nito e n~ao-nulo) tal que
a =
∑
h2H
rhh =
∑
i0
∑
h2Hi
rhh =
∑
i0
∑
h2Hi
∑
j0
r
j
hh 2
M
k0
a \ Sk,
onde decompomos cada rh 2 a como rh =
∑
j0 r
j
h, com r
j
h 2 Sj, de modo que rhh 2 Sj+i =: Sk.
Por outro lado, como h 2 a, rjhh 2 a e portanto rjhh 2 a \ Si+j = a \ Sk.
Como a 2 a era arbitrario, obtemos
M
k0
a \ Sk  a 
M
k0
a \ Sk,
portanto a e um ideal homoge^neo.
Exemplo 1.4.3.
(i) S = K[x0, ..., xn] e um anel Z
+-graduado, em que Sd e o conjunto de polino^mios ho-
moge^neos de grau d.
(ii) O ideal (x, y) e um ideal homoge^neo de K[x, y], mas (x+ y2) n~ao o e.
Definic¸a˜o 1.4.11. Denote por Ah o conjunto de todos os polino^mios homoge^neos de A =
K[x0, . . . , xn], e seja T  Ah um subconjunto.
Denimos o conjunto de zeros de T por
Z(T) := {p 2 PnK tal que f(p) = 0 para todo f 2 T }.
Como no caso am, se a = (T) e o ideal gerado por T , ent~ao Z(a) = Z(T) e existem
polino^mios homoge^neos f1, ..., fk 2 Ah tais que a = (f1, ..., fk).
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Definic¸a˜o 1.4.12. Um subconjunto Y  PnK e dito um conjunto algebrico projetivo se
Y = Z(T) para algum conjunto T  Ah de polino^mios homoge^neos.
Analogamente ao caso am, denimos a topologia de Zariski em Pn tomando por fechados
os conjuntos algebricos projetivos.
Definic¸a˜o 1.4.13. Uma variedade algebrica projetiva e um subconjunto algebrico projetivo
irredutvel de PnK.
Uma variedade algebrica quase-projetiva e um aberto de uma variedade projetiva.
Proposic¸a˜o 1.4.8. Assim como no caso am, valem as seguintes corresponde^ncias: Conjuntos algebricosprojetivos em Pn

I→←
Z
 Ideais homoge^neosradicais de A
 Variedades algebricasprojetivas em Pn

I→←
Z
 Ideais homoge^neosprimos de A

Definic¸a˜o 1.4.14. Seja Y uma variedade em PnK com dim Y = r e I(Y) = hf1, ..., fti, onde
fi 2 Sh s~ao polino^mios homoge^neos, e seja p = [a0 : . . . : an] um ponto em Y. Ent~ao p e um
ponto n~ao-singular de Y quando o jacobiano
Jp(Y) =
"
∂fi
∂xj
(p)
#
(n+1)t
tiver posto n− r.
Observac~ao 1.4.4.
(i) Nas denic~oes acima, assumimos que Y e uma variedade mergulhada em algum Pn.
Assim como para variedades diferenciaveis, existe uma denic~ao intrnseca para varie-
dades algebricas, que n~ao assume a priori que as mesmas sejam subconjuntos de An ou
Pn. N~ao nos preocuparemos com isso agora, pois as variedades de nosso interesse ser~ao
sempre projetivas, isto e, mergulhadas em PnK.
(ii) De modo analogo, a denic~ao de ponto singular pode ser feita intrinsecamente para Y
utilizando invariantes algebricos locais. Nesse contexto, um ponto e n~ao-singular se o
anel de coordenadas local naquele ponto for um anel regular.
Na verdade, tudo o que zemos nessa sec~ao pode ser generalizado em geometria algebrica,
reformulando as denic~oes geometricas em termos de invariantes algebricos. Aqui, n~ao
elaboraremos esse ponto de vista.
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No contexto complexo, temos uma denic~ao diferente para variedades projetivas, dada
por
Definic¸a˜o 1.4.15. Uma variedade complexa M e dita projetiva se for isomorfa a uma sub-
variedade fechada V de Pn para algum n.
Aqui, o isomorsmo pode ser visto como um O-isomorsmo, de acordo com a denic~ao
de variedade complexa feita na sec~ao 1.1
Estes dois conceitos para variedades projetivas, como se poderia imaginar, n~ao s~ao ex-
cludentes e sim relacionados. O proximo teorema ilustra o qu~ao profunda e a relac~ao entre
objetos algebricos e complexos projetivos.
Teorema de Chow. Todo subespaco analtico do espaco projetivo complexo que e fe-
chado na topologia usual e fechado na topologia de Zariski, ou seja, todo subespaco
analtico fechado do espaco projetivo complexo e uma variedade algebrica projetiva.
Deste modo, toda variedade complexa compacta que esta contida ou pode ser mergulhada
em Pn(C) para algum n e uma variedade algebrica projetiva.
Variedades projetivas s~ao importantes pois s~ao o modelo padr~ao para variedades comple-
xas. No contexto diferenciavel, o teorema de Whitney garante que o estudo de variedades
mergulhadas no espaco am An e um bom modelo, pois essa propriedade e generica.
Para variedades complexas compactas, no entanto, a ideia de que seria possvel mergulha-
las em algum An falha miseravelmente.
De fato, se X e uma variedade complexa compacta e conexa, e i : X ↪→ An um mergulho,
ent~ao as func~oes coordenadas xi = pii : i s~ao func~oes holomorfas sobre um compacto conexo.
Pelo princpio do maximo, segue que elas devem ser constantes.
Portanto, se X e uma variedade compacta que n~ao e um conjunto de pontos, n~ao existe
mergulho de X em nenhum An.
No entanto, existe um teorema analogo, que garante que se X e de um tipo especco de
variedade complexa, e possvel encontrar um mergulho de X em algum espaco projetivo PnK.
Vamos enuncia-lo no proximo captulo, apos termos denido o que s~ao variedades de Hodge.
Cap´ıtulo 2
Decomposic¸a˜o de Hodge
Sejam M uma variedade diferenciavel real, Ωk(M,R) = Γ(∧kT M) o conjunto de formas
diferenciais reais de grau k sobre M e considere o operador derivada exterior d : Ω(M) →
Ω(M) sobre M. O grupo de cohomologia de De Rham de grau k de M e dado por
HkDR(M,R) =
ker d\Ωk(M,R)
Imd\Ωk(M,R) .
Um cociclo e uma forma fechada, ou seja, uma forma α 2 Ωk(M,R) com dα = 0. Nesse
caso, α e um representante da sua classe de cohomologia [α] 2 Hk(M,R).
Se X e uma variedade complexa, e natural considerarmos o conjunto de formas diferenciais
complexas de grau k sobre X, que denotaremos por Ωk(X) = Ωk(X,C) = Ωk(X,R)
 C, bem
como o grupo de cohomologia correspondente
HkDR(X) =
ker d\Ωk(X)
Imd\Ωk(X) = H
k
DR(X,R)
 C.
Como X e variedade complexa, a variedade real subjacente X0 tem uma estrutura quase-
complexa natural J, que induz estruturas quase-complexas nos espacos tangente e cotangente
reais de X0. Em particular, a decomposic~ao T

C
(X) = T 1,0(X)∧ T 0,1(X) do brado cotangente
induz uma decomposic~ao do tipo (p,q) para formas complexas dada por
Ωk(X) =
∑
p+q=k
Ωp,q(X),
onde
Ωp,q(X) = {ϕ 2 Ωk(X) : ϕz 2
p^
T 1,0z (X)∧
q^
T 0,1z (X) para todo z 2 X}.
Denotaremos por pip,q : Ωk(X) → Ωp,q(X) as projec~oes correspondentes, e por ϕp,q =
pip,q(ϕ) as componentes de ϕ.
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Neste ponto, como zemos para o caso de formas diferenciais complexas, e natural consi-
derarmos grupos cohomologia de De Rham restritos a formas de tipo (p, q) para X.
Denimos um subgrupo Kp,q(X) < Hk(X) tomando as classes de cohomologia de De Rham
de X que podem ser representadas por elementos de tipo puro (p, q), onde obviamente p+q =
k.
No contexto de formas, vimos que existe uma decomposic~ao do tipo (p, q), dada por
Ωk(X) =
∑
p+q=kΩ
p,q(X). Sera que esta decomposic~ao induz uma decomposic~ao nos grupos
de cohomologia, algo da forma
Hk(X) =
∑
p+q=k
Hp,q(X)?
E sera que Hp,q(X) ser~ao justamente os grupos Kp,q(X), como gostaramos que ocorresse?
N~ao necessariamente. Se α representa uma classe de cohomologia em Hk(X), dα = 0. Mas ao
escrevermos α =
∑
p+q=k α
p,q, em geral n~ao teremos dαp,q = 0 para todo par (p, q). Ou seja,
as componentes (p, q) de um cociclo em Hk(X) podem n~ao ser cociclos em seus respectivos
Hp,q(X) e portanto n~ao representar classes de cohomologia.
Exemplo 2.0.4. Em um espaco 2-dimensional X, as formas α1 = zdz e α2 = zdz s~ao de
graus puros (0, 1) e (1, 0), respectivamente, e n~ao s~ao ciclos, mas se ω = α1 + α2,
dω = d(zdz) + d(zdz) = dz∧ dz+ dz∧ dz = 0.
Esse resultado sera valido quando a variedade complexa for de tipo Kahler, segundo a
denic~ao 1.3.2. Para isso, pedimos que a variedade complexa seja compacta e munida de
uma estrutura riemanianna compatvel com a estrutura complexa. Deste modo, poderemos
utilizar os operadores g, h e ω vistos anteriormente, assim como o produto interno de formas,
para eventualmente obter uma decomposic~ao da forma desejada.
Com a denic~ao dos operadores laplacianos, em especial o de Dolbeault, obteremos um
representante especial α0 para uma dada classe de cohomologia em H
k(X), que ao ser de-
composto da forma α0 =
∑
p+q=k α
p,q
0 , tera componentes α
p,q que representam classes de
cohomologia em Hp+q(X), ou seja, que pertencem a Kp,q(X). Estes representantes ser~ao as
formas harmo^nicas.
Comecamos relembrando as propriedades basicas que denem a condic~ao \Kahler", agora
em uma variedade.
Se (X0, g, J) e uma variedade quase-complexa riemanniana, com estrutura complexa J e
metrica g, pedimos que a metrica g seja compatvel com J, ou seja, que
gx(Jx(v), Jx(w)) = gx(v,w)
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para quaisquer x 2 X0 e v,w 2 TxX0.
Lembramos tambem que a forma fundamental associada a (X0, J, g) e dada porωx(v,w) =
g(Jx(v), w) = −gx(v, Jx(w)) onde x 2 X0 e v,w 2 TxX0, como zemos para espacos vetoriais
na denic~ao 1.2.5. Essa forma tambem pode ser chamada forma de Kahler.
Note que no caso de variedades, cada uma destas estruturas e denida ponto-a-ponto, e
pedimos que exista uma colagem que torne a estrutura global suave. Deste modo, tanto g
quanto ω s~ao 2-formas suaves sobre X0.
Definic¸a˜o 2.0.16. Dizemos que X0 e uma variedade quase-Kahler se ω satiszer a condic~ao
Kahler, ou seja, se dω = 0.
Se (X0, J) der origem a uma variedade complexa X, dizemos que X e uma variedade Kahler.
Neste caso, consideramos X com uma forma hermitiana h, que e o equivalente complexo de
tomarmos (X0, J, g), e denimos a forma de Kahler pelo equivalente ω = Imh.
Exemplo 2.0.5. Para compreender a extens~ao da condic~ao Kahler, observamos que toda
superfcie de Riemann e Kahler. De fato, como a forma de Kahler ω e uma 2-forma em uma
2-variedade, e claro que dω = 0.
Proposic¸a˜o 2.0.9. ω e uma forma real de tipo (1,1), ou seja, ω 2 ∧2T 
C
X \∧1,1T 
C
X
Deste modo, em coordenadas holomorfas locais, a (1, 1)-forma ω pode ser escrita como
ω =
i
2
∑
hijdzi ∧ dzi
onde hij = h

∂
∂xi
, ∂
∂xj

e a matriz da forma hermitiana h. (ou da forma riemanniana g, de
acordo com a corresponde^ncia dada pela proposic~ao 1.2.1, que continua valida no caso de
variedades).
Quando g e a metrica euclideana,
ω =
i
2
∑
dzi ∧ dzi.
Proposic¸a˜o 2.0.10. O espaco projetivo e uma variedade Kahler, munida com a metrica
de Fubini-Study. Nesse caso, a forma de Kahler e dada por
ω =
i
2pi
dz∧ dz
(1+ zizi)2
onde dz = z1 ∧ . . .∧ zn, dz = z1 ∧ . . .∧ zn.
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Observac~ao 2.0.5. Uma subvariedade complexa Y  X de uma variedade Kahler X e uma
variedade Kahler com respeito a metrica riemanniana induzida em Y. Isso ocorre pois a forma
de Kahler de Y e dada pela restric~ao da forma de Kahler de X. Mais geralmente, se i : Y → X
for uma imers~ao holomorfa entre variedades complexas, e X for Kahler, ent~ao Y sera Kahler
com respeito a estrutura hermitiana induzida ih pelo pullback de i.
Em particular, toda variedade projetiva X  P e Kahler, com a metrica riemanianna
obtida pelo pullback da metrica de Fubini-Study atraves da inclus~ao X ↪→ P.
Observac~ao 2.0.6. Note que integrando ω sobre PnK, temos∫
P
n
K
ω =
∫
P
n
K
i
2pi
d z∧ d z
(1+ zizi)2
=
1
pi
∫ 2pi
0
∫∞
0
rdr∧ d θ
(1+ r2)2
= 1
Variedades cujas formas fundamentais satiszerem alguma propriedade parecida mere-
cer~ao detalhe especial, como deniremos em seguida.
Definic¸a˜o 2.0.17. Uma variedade complexa Kahler X cuja forma de Kahlerω satisfaz
∫
X
ω =
n para algum inteiro n 2 Z e chamada variedade integral de Hodge.
Neste caso, a metrica de X e chamada metrica de Hodge e a classe de cohomologia
representada por ω e dita uma classe de cohomologia integral de X.
Agora estamos em condic~oes de enunciar o Teorema de Kodaira, como mencionamos
anteriormente.
Teorema 2.0.11 (Teorema de Kodaira). Seja X uma variedade de Hodge compacta. Ent~ao
X e projetiva.
Ou seja, toda variedade Kahler cuja forma fundamental representa uma classe de
cohomologia integral pode ser mergulhada em algum espaco projetivo PnK.
Demonstrac~ao. Uma demonstrac~ao pode ser encontrada em [8]
Note que pelo Teorema de Chow, uma vez que a X pode ser mergulhada em P como
variedade complexa, segue que pode tambem ser vista como uma variedade algebrica projetiva
em P.
Mais geralmente, podemos reformular o teorema de Kodaira da seguinte maneira:
Uma variedade complexa compacta X e uma subvariedade algebrica de algum espaco
projetivo PnK se e somente se X tem uma (1,1)-forma fechada e positiva ω cuja classe de
cohomologia associada [ω] e racional.
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Segue que uma variedade complexa compacta e uma variedade de Hodge se e somente se
for isomorfa a uma subvariedade algebrica n~ao-singular de algum espaco projetivo PnK.
Agora revisitamos a noc~ao de cohomologia de Dolbeault. Esta e uma teoria de cohomologia
construda de modo a respeitar a decomposic~ao de formas em tipo (p, q) e, por este motivo,
sera um contexto mais natural para a demonstrac~ao da decomposic~ao que a cohomologia de
De Rham. E claro que, para isso, precisaremos primeiro relacionar estas cohomologias. Seja
ent~ao X uma variedade complexa.
Lembramos que pip,q : Ωk(X)→ Ωp,q(X) s~ao os mapas projec~oes, com ϕp,q = pip,q(ϕ), e os
operadores ∂ : Ωp,q → Ωp+1,q, ∂ : Ωp,q → Ωp,q+1 dados por
∂ = pip+1,q  d, ∂ = pip,q+1  d,
como introduzimos na denic~ao 1.2.7.
Como X e uma variedade complexa, a estrutura quase-complexa J da variedade quase-
complexa subjacente e integravel, e temos d = ∂ + ∂, ou seja, para toda forma α 2 Ωp,q,
dα 2 Ωp+1,q +Ωp,q+1.
Como ∂
2
= 0, podemos considerar os grupos de cohomologia de Dolbeault de X, dados
por
Hp,q
∂
=
ker∂ \Ωp,q(X)
Im∂ \Ωp,q(X)
como na denic~ao 1.2.11.
2.1 Adjuntos e Formas Harmoˆnicas
Definic¸a˜o 2.1.1. Seja X uma variedade Kahler compacta com forma de Kahler ω e forma
hermitiana associada h. Se φ e a forma volume associada a variedade hermitiana (M,h) e
ψ, η 2 Ω(X) s~ao formas diferenciais complexas em X, denimos um produto interno
hψ, ηi =
∫
X
(ψ(z), η(z))φ(z)
onde (, ) e o produto interno pontual padr~ao induzido pelo produto hermitiano.
Definic¸a˜o 2.1.2. Denimos ∂

: Ωp+1,q(X) → Ωp,q(X) como o operador adjunto de ∂ com
relac~ao ao produto interno h, i, ou seja, tal que para quaisquer ψ 2 Ωp+1,q(X), η 2 Ωp,q(X),
h∂ψ, ηi = hψ, ∂ηi.
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De forma analoga, podemos denir adjuntos para os operadores ∂ e d, que denotaremos
respectivamente por ∂ e d.
Definic¸a˜o 2.1.3. O ∂-laplaciano ∆∂ : Ω
p,q(X)→ Ωp,q(X) e denido por
∆∂ = ∂∂

+ ∂

∂.
Uma forma ϕ 2 Ωp,q(X) e dita ∂-harmo^nica se ∆∂φ = 0.
Analogamente, denimos os d e ∂-laplacianos por
∆∂ = ∂∂
 + ∂∂ ∆d = dd + dd.
Denotaremos porH p,q
∂
(X),H p,q∂ (X) eH
k(X) :=H kd (X) os conjuntos de formas harmo^nicas
com relac~ao aos operadores ∆∂, ∆∂ e ∆ := ∆d, respectivamente.
Proposic¸a˜o 2.1.1. ∆α = 0 se e somente se dα = 0 e δα = 0.
Demonstrac~ao. Basta mostrarmos a ida. De fato, se ∆α = 0,
0 = h∆α,αi = hddα+ ddα, αi = hdα, dαi+ hdαdαi = kdαk2 + kdαk2,
de onde obtemos dα = dα = 0.
Portanto, formas harmo^nicas s~ao fechadas e co-fechadas.
Atraves dos conjuntos de formas harmo^nicas, poderemos associar a cohomologia de Dol-
beault a cohomologia de De Rham e ent~ao obter a decomposic~ao de Hodge.
O primeiro passo e o Teorema de Hodge, que mostra que toda classe de cohomologia em
Hp,q
∂
(X) tem um unico representante ∂-harmo^nico. No contexto de formas ∂-harmo^nicas, esse
representante e de uma forma ainda mais especial, pois aqui uma k-forma ∂-harmo^nica se
decomp~oe naturalmente em formas ∂-harmo^nicas de tipo (p, q).
Teorema de Hodge. Seja X uma variedade complexa compacta. Ent~ao
Ωp,q(X) =H p
∂
(X) ∂Ωp,q−1(X) ∂Ωp,q+1(X).
Seguira deste teorema que Hp,q
∂
(X) 'H p,q
∂
(X).
De modo analogo para o operador d, obtemos HkDR(X) 'H kd (X).
Demonstrac~ao. A demonstrac~ao deste teorema pode ser encontrada no ape^ndice a este
captulo.
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Agora mostraremos que se X for uma variedade Kahler, existira uma relac~ao entre os la-
placianos ∆∂, ∆∂ e ∆d, que fara com que seus conjuntos de formas harmo^nicas correspondentes
sejam iguais.
Assim, a decomposic~ao (p,q) para formas ∂-harmo^nicas induzira uma decomposic~ao (p, q)
para as formas d-harmo^nicas, as quais acabamos de ver serem isomorfas aos grupos cohomo-
logia de De Rham HkDR(X).
Seja ent~ao X uma variedade Kahler com forma de Kahler ω, e h, i o produto interno em
Ω(X), como denido anteriormente.
Para cada k, {ei1 ∧ . . .∧ eik , 1  i1  . . .  ik  n} e uma base para o espaco Λk(V) das
k-formas sobre V. Como dimΛn(V) = 1, vem que existe um unico elemento ω 2 Λn−k(V)
tal que
αω(η) = (ω,η)vol,
onde vol = e1 ∧ . . .∧ en e o elemento de volume gerador de Λn(V).
Definic¸a˜o 2.1.4. O operador  : Λk(V)→ Λn−k(V) e o operador estrela de Hodge.
Observac~ao 2.1.1.  ω = (−1)k(n−k)ω para todo ω 2 Λk(V).
Demonstrac~ao. Por denic~ao, ω e tal que ω∧η = (ω,η)vol para todo η 2 Λn−k(V).
Agora,
(−1)k(n−k)ω∧ η = (−1)k(n−k)(ω,η)vol
= ((−1)k(n−k)ω,η)vol
Portanto, pela unicidade de (ω), temos que  ω = (−1)k(n−k)ω para todo ω 2 Λk(V),
como queramos mostrar.
Proposic¸a˜o 2.1.2. α∧ β = (−1)k(n−k)(α,β) para todos α,β 2 Λk(V).
Demonstrac~ao. α∧β = (−1)k(n−k)β∧α = (−1)(n−k)k(β,α)vol = (−1)2k(n−k)(β,α)vol =
(β,α)vol.
Considere agora o problema de encontrar um representante de norma mnima para cada
classe de cohomologia em uma variedade complexa X. Em cada espaco cotangente munido
do produto interno natural para formas pontuais (, ), reduzimos ao caso de espacos vetoriais.
Em geral, com o produto interno para formas h, i como denido anteriormente , o mesmo
problema pode ser posto e analisado globalmente. Denotamos por H k(X) o conjunto das
k-formas d-harmo^nicas em X.
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Definic¸a˜o 2.1.5. O operador de Lefschetz L : Ωp,q(X) → Ωp+1,q+1(X) e denido como a
extens~ao C-linear de L(α) := Lω(α) = ω∧ α.
Denimos Λ = L : Ωp−1,q−1(X)→ Ωp,q(X) como o operador adjunto de L com relac~ao ao
produto interno h, i.
Lema 2.1.3. Λ =   L  .
Demonstrac~ao. Uma demonstrac~ao pode ser encontrada em [24].
2.2 Laplacianos em Variedades Ka¨hler
Agora nos focaremos na demonstrac~ao das Identidades de Kahler, das quais decorrera o
resultado que relaciona os laplacianos.
E possvel demonstrar estas identidades diretamente para o caso Kahler, como e feito em
[12], utilizando-se do teorema da decomposic~ao de Lefschetz. A desvantagem dessa abordagem
e que nesse caso, obtem-se a decomposic~ao de Hodge a partir da decomposic~ao de Lefschetz.
Aqui, apesar de utilizarmos fortemente o caso base euclideano, podemos obter este resultado
diretamente. Comecaremos encontrando express~oes mais simples para ∂ e ∂

sobre o espaco
euclideano.
Se α e uma q-forma sobre Cn, denimos ∂jα como a q-forma obtida aplicando-se o opera-
dor ∂
∂zj
aos coecientes de α nas coordenadas padr~ao {dzi1∧ . . .∧dzik , 1  i1  . . .  ik  n}.
Analogamente, ∂j e denido aplicando-se o operador
∂
∂zj
.
Alem disso, se ξ e uma 1-forma e α uma q-forma, denimos um operador ∨ como um
adjunto formal conjugado do produto ∧, ou seja, ξ ∨ α e a (q − 1)-forma que satisfaz hξ ∨
α,βi = hα, ξ∧βi para toda (q− 1)-forma β. Assim, ∨ e uma especie de contrac~ao, a menos
de uma conjugac~ao.
Lema 2.2.1. Para formas suaves α,β em Cn, valem
∂α =
∑
j
dzj ∧ ∂jα, ∂α =
∑
j
dzj ∧ ∂jα
∂jhα,βi = h∂jα,βi+ hα, ∂jβi
∂j(dz
k ∨ α) = dzk ∨ (∂jα)
Demonstrac~ao. Seguem da denic~ao pelo calculo explcito em coordenadas euclideanas.
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Lema 2.2.2. Com respeito a metrica euclideana g em Cn, o adjunto formal ∂

e dado
por ∂

α = −
∑
j dz
j ∨ ∂jα.
Demonstrac~ao. Se f e um mapa suave de suporte compacto em Cn, vale∫
Cn
∂jfd volg = 0
onde volg e a forma volume com relac~ao a metrica euclideana g em C
n.
Deste modo, se α e uma k−forma e β uma (k − 1)-forma suave em X, ambas de suporte
compacto, ent~ao f = hdzj ∨ α,βi = hα, dzj ∧ βi e uma func~ao suave sobre X. Aplicando o
lema anterior, obtemos
0 =
∫
Cn
∑
j
∂jhdzj ∨ α,βid volg
=
∫
Cn
∑
j
h∂j(dzj ∨ α), βid volg+
∫
Cn
∑
j
hdzj ∨ α, ∂jβid volg
=
∫
Cn
∑
j
hdzj ∨ ∂jα,βid volg+
∫
Cn
∑
j
hα, dzj ∧ ∂jβid volg
= hdzj ∨ ∂jα,βi+ hα, ∂βi.
Portanto, ∂

=
∑
j−dz
j ∨ ∂jα, como queramos mostrar
Proposic¸a˜o 2.2.3. Identidades Kahler
1.
h
∂

, L
i
= i∂, [∂, L] = i∂
2.
h
Λ, ∂
i
= −i∂, [Λ, ∂] = i∂

Demonstrac~ao. Para demonstrar estas identidades nos focaremos primeiramente no caso
euclideano. Em seguida, usando a caracterizac~ao de uma metrica de Kahler como uma
metrica que coincide com a metrica euclideana ate a primeira ordem e o fato de que todos
os operadores envolvidos utilizam a metrica apenas ate a primeira ordem, veremos que a
demonstrac~ao na realidade e valida para o caso Kahler.
Notamos tambem que as duas primeiras equac~oes s~ao equivalentes a menos de uma con-
jugac~ao. Tomando adjuntas em 1 e utilizando o fato de que [P,Q] = [Q, P], obtemos 2.
Demonstraremos portanto somente a primeira delas.
Seja ent~ao gkl =
1
2
δkl a metrica euclideana em C
n, escrita nas coordenadas padr~ao. Usando
as propriedades do produto exterior e o fato de que os coecientes da metrica s~ao constantes,
CAPITULO 2. DECOMPOSIC ~AO DE HODGE 47
temos:
[∂

, L]α = ∂

(ω∧ α) −ω∧ (∂

α)
=
∑
j
−dzj ∨ ∂j
0@i∑
k,l
gkldz
k ∧ dzl ∧ α
1A
+ i
∑
j
∑
k,l
gkldz
k ∧ dzl ∧

dzj ∨ ∂jα

=
∑
j
−dzj ∨
0@i∑
k,l
gkldz
k ∧ dzl ∧ ∂jα
1A
+ i
∑
j
∑
k,l
gkldz
k ∧ dzl ∧

dzj ∨ ∂jα

= 0+
∑
j
∑
k,l
igklgjldz
k ∧ dzl ∧ ∂jα
− i
∑
j
∑
k,l
gkldz
k ∧ dzl ∧

dzj ∨ ∂jα

+ i
∑
j
∑
k,l
gkldz
k ∧ dzl ∧

dzj ∨ ∂jα

= idzj ∧ ∂jα
= i∂α
Neste calculo utilizamos apenas o fato de que a metrica gkl e constante ate a primeira
ordem, ou seja, tem primeira derivada nula. Portanto, ele e valido para qualquer metrica de
Kahler g.
Lema 2.2.4. Em uma variedade Kahler, valem
∂

∂+ ∂∂

= 0
∂∂+ ∂∂ = 0
Demonstrac~ao. Usando as identidades de Kahler e o fato de que ∂2 = 0, temos
∂

∂+ ∂∂

= −i[L, ∂]∂− i∂[L, ∂]
= −iL∂2 + i∂L∂− i∂L∂− i∂L∂+ i∂2L
= 0
Lema 2.2.5. Em uma variedade Kahler, ∆d = ∆∂ + ∆∂.
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Demonstrac~ao.
∆d = (∂+ ∂)(∂
 + ∂

) + (∂ + ∂

)(∂+ ∂)
= ∂∂ + ∂∂

+ ∂∂ + ∂∂

+ ∂∂+ ∂∂+ ∂

∂+ ∂

∂
= (∂∂ + ∂∂) + (∂∂

+ ∂∂

) + (∂∂+ ∂∂) + (∂∂

+ ∂

∂)
= ∆∂ + 0+ 0+ ∆∂
Lema 2.2.6. Em uma variedade Kahler, ∆∂ = ∆∂.
Demonstrac~ao.
∆∂ = ∂∂
 + ∂∂
= ∂i[Λ, ∂] + i[Λ, ∂]∂
= i∂Λ∂− i∂∂Λ+ iΛ∂∂− i∂Λ∂
= i∂Λ∂− i∂∂Λ+ iΛ∂∂− i∂Λ∂
= −i∂(Λ∂− ∂Λ) − i(Λ∂− ∂Λ)∂
= −i∂[Λ, ∂] − i[Λ, ∂]∂
= ∂∂

+ ∂

∂
= ∆∂.
A partir destes lemas, obtemos o resultado que queramos, a saber, que em uma variedade
Kahler, as formas d-harmo^nicas, ∂-harmo^nicas e ∂-harmo^nicas coincidem.
Proposic¸a˜o 2.2.7. Em uma variedade Kahler, ∆d = 2∆∂ = 2∆∂. Ou seja, H
k(X) =
H k∂ (X) =H
k
∂
(X).
Observac~ao 2.2.1. Se α 2 H k
∂
(X) e α =
∑
αp,q e a sua decomposic~ao (p, q) como forma,
ent~ao αp,q 2 H p,q∂ (X) para cada par (p, q). De fato, como ∆∂ = ∂∂

+ ∂

∂ preserva o grau,
∆∂(
∑
αp,q) =
∑
∆∂αp,q.
Se H p,q(X)  H k(X) e o conjunto de formas d-harmo^nicas de tipo (p, q), denotaremos
por Hp,q(X) o subgrupo de Hk(X) correspondente a H p,q(X) segundo o isomorsmo Hk(X) '
H k(X). Note que nesta notac~ao, H p,q(X) =H p,q
∂
(X).
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Corola´rio 2.2.8. Se X e Kahler, o laplaciano ∆ = ∆d preserva a estrutura (p, q) das
formas, ou seja, ∆(Ωp,q(X))  Ωp,q(X).
Demonstrac~ao. ∆∂ claramente preserva a decomposic~ao (p, q) e, pela proposic~ao anterior,
∆∂ e ∆ est~ao relacionados.
Lema 2.2.9. Hp,q(X) e o subgrupo de Hk(X) cujas classes podem ser representadas por
formas do tipo (p,q).
Demonstrac~ao. Seja Kp,q(X)  Hk(X) o espaco de classes de cohomologia de De Rham que
podem ser representadas por formas de tipo (p, q). Queremos mostrar que Hp,q = Kp,q(X).
(⇒) Se [α] 2 Hp,q, por denic~ao α = αp,q+∆β, ou seja, a parte harmo^nica de α e de tipo
puro (p, q). Ent~ao [α] e uma classe de cohomologia que pode ser representada por αp,q, e
Hp,q  Kp,q.
(⇐) Seja ent~ao ω 2 Kp,q. Escrevendo ω = ωh + ∆β, ω = ∑ωp,q, e lembrando que ∆
preserva o tipo (p,q), temos ωp,q = αp,q + ∆βp,q onde α =
∑
αp,q. Como dω = 0, dα = 0,
devemos ter d∆βp,q = 0 para todo par (p, q). Da, [ω] = [αp,q], ou seja, [ω] 2 Hp,q.
Teorema 2.2.10. Hk(X) =
∑
Hp,q(X)
Demonstrac~ao. Segundo tudo o que zemos nessa sec~ao, temos
Hk(X) 'H k(X) =H k
∂
(X) =
∑
H p,q
∂
(X) =
∑
H p,q(X) '
∑
Hp,q(X)
Apeˆndice 2.A Demonstrac¸a˜o do Teorema de Hodge
Nesta sec~ao, nos focaremos na demonstrac~ao do teorema de Hodge para variedades Kahler,
como feita em [9].
Primeiramente, notamos que os elementos harmo^nicos s~ao exatamente os elementos de
norma mnima das suas classes de cohomologia e, que, em uma dada classe, se existir um
tal representante, ele sera unico. A pergunta natural neste contexto e: sera que toda classe
tera um tal representante? A resposta sera armativa, e nos referiremos a este elemento
como o representante harmo^nico. Mais ainda, todo elemento podera ser decomposto entre
um elemento harmo^nico e um restante previsto (escrito como o laplaciano de alguem ou
explicitamente usando o operador de Green).
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Para mostrar isso, queremos usar o teorema espectral para decompor o espaco em uma
soma direta de autoespacos, usando o fato de que as formas harmo^nicas s~ao justamente os
autovetores associados ao autovalor 0 do laplaciano. Mas o laplaciano n~ao e um operador
compacto, e portanto o teorema n~ao vale. A ideia ent~ao e encontrar um outro operador
T que tenha autovalores associados aos do laplaciano de maneira prevista, com \mesmos"
autovetores, para o qual o teorema valha. Assim, poderemos aplicar o teorema espectral e
obter a decomposic~ao desejada.
O problema de encontrar autovetores para o laplaciano nos leva a formulac~ao da equac~ao
de laplace ∆α = β, para a qual encontraremos uma soluc~ao fraca, que no entanto vira a
ser de fato uma soluc~ao. A noc~ao de soluc~ao fraca sera importante pois os autovetores de
T ser~ao somente \autovetores fracos" do laplaciano, e precisaremos mostrar que eles de fato
s~ao autovetores de ∆.
Por m, uma vez feita a decomposic~ao para T , o operador de Green surge justamente para
realizar a convers~ao entre os autovalores do laplaciano e de T.
Enm, passando para a cohomologia, seguira que toda classe tera um representante
harmo^nico.
Como ocorre frequentemente, comecamos analisando o problema em um espaco vetorial.
Considere ent~ao um espaco vetorial V com produto interno (, ) e base ortonormal {e1, . . . , en}.
Fixado um tensor alternado ω 2 Λk(V), denimos uma aplicac~ao αω : Λn−k(V) → Λn(V)
por αω(η) = ω∧ η. Note que aqui o intuito e que αω imite o operador de Lefschetz em uma
variedade Kahler com forma fundamental ω.
Proposic¸a˜o 2.A.1. ω 2 Ωk(X) e harmo^nica se e somente se dω = 0 e kωk for mnima
em sua classe de cohomologia.
Demonstrac~ao. (⇒) Vimos que ∆ω = 0 implica em dω = δω = 0. Seja ω + dα um outro
representante de classe de cohomologia de ω. Ent~ao
kω+ dαk2 = hω+ dα,ω+ dαi = hω,ωi+ 2hdα,ωi+ kdαk2
= kωk2 + 2hα, dωi+ kdαk2 = kωk2 + kdαk2  kωk2.
(⇐) Suponha kωk mnima em sua classe de cohomologia. Considere a func~ao f(t) =
kω+ tdαk2 que percorre formas na classe de ω, onde xamos um α arbitrario. Temos
f(t) = hω + tdα,ω + tdαi = kωk2 + 2thω,dαi + t2kdαk2. Como assumimos ω de norma
mnima, f 0(0) = 2hω,dαi = hdω,αi = 0. Da, como a escolha de α era arbitraria, segue
que dω = 0 e, como dω = 0, pela proposic~ao 2.1.1, vem que ∆ω = 0, como queramos
mostrar.
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Este representante harmo^nico para a classe de cohomologia, quando existir, sera unico.
De fato, se ω1,ω2 = ω1+dβ forem dois representantes distintos, ambos ter~ao norma mnima.
Mas kω1k2 = kω2k2 = hω1+dβ,ω1+dβi = kω1k2+2hω1, dβi+kdβk2 implica que kdβk2 =
−2hω1, dβi = 2hδω1, βi = 0, pois ω1 e harmo^nica. Portanto, dβ = 0 e ω1 = ω2.
A partir deste momento, consideraremos a equac~ao de laplace e o conceito de uma soluc~ao
fraca para a mesma, que sera justamente o que obteremos na demonstrac~ao do teorema de
Hodge. Em seguida, o teorema da regularidade nos garantira que, nesse caso, ao encontrar a
soluc~ao fraca teremos na realidade uma soluc~ao honesta.
Tudo o que zemos anteriormente e valido por demonstrac~oes analogas para o caso de
(p, q)-formas ∆∂-harmo^nicas e elementos mnimos de classes de cohomologia de Dolbeault.
Assim, reduzimos o problema de encontrar um representante de norma mnima para uma
dada classe de cohomologia em Hp,q
∂
(X) ao de analisar a existe^ncia de soluc~oes para a equac~ao
de Laplace ∆∂ω = η, com ϕ 2 Ωk(X).
Diremos que ω e uma soluc~ao fraca para a equac~ao de laplace ∆∂ω = η se hω,∆∂ϕi =
hη,ϕi para todo ϕ 2 Ωp,q(X). Aqui, a soluc~ao ω n~ao precisa ser uma forma diferenciavel
em Ωp,q(X), mas apenas morar no completamento desse espaco de Hilbert. Tornaremos essa
denic~ao mais precisa em seguida.
A motivac~ao por tras dessa denic~ao esta no fato de que, se ω estiver em Ωp,q(X) e for
uma soluc~ao de fato da equac~ao, ent~ao, pela propriedade dos laplacianos de serem auto-
adjuntos sobre formas diferenciaveis, ∆∂ω = η implica que hω,∆∂ϕi = h∆∂ω,ϕi = hη,ϕi. A
esperanca e que se a segunda equac~ao for valida para um dado ω e para todo ϕ 2 Ωp,q(X),
a volta sera valida.
Agora, precisamos de alguns resultados da teoria de espacos de Hilbert e Sobolev. A ideia
e transformar o espaco das formas diferenciaveis Ωk(X) em um espaco de Hilbert munido de
uma metrica adaptada ao operador laplaciano, no caso, a metrica de Dirichlet, cuja norma
sera equivalente a norma 1 de Sobolev.
Seja E um brado diferenciavel sobre uma variedade compacta M - vide denic~ao 3.1.1 e
sec~ao correspondente. Assuma queM e E est~ao munidos de metricas e conex~oes riemannianas.
A derivada covariante exterior r : Γ(E) 
 Λk(M) → Γ(E) 
 Λk+1(M) age naturalmente
sobre o conjunto de sec~oes suaves C∞(M,E) ' C∞(M,E)
Λ0(M) = Γ(E)
Λ0(M).
Notac~ao 3. Denotaremos por rk := r      r a composic~ao de operadores. Deste modo,
rk : Γ(E)
Λ0(M)→ Γ(E)
Λk(M).
Nos referiremos a norma padr~ao para formas diferenciais em Ωk(M) dada pelo produto
interno da integral da denic~ao 2.1.1 por k k.
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Definic¸a˜o 2.A.1. A norma s de Sobolev em Γ (E) e denida por
kfk2s =
∑
ks
∫
M
krkfk
O espaco s de Sobolev Hs(M,E) e denido pelo completamento de C∞(M,E) na norma
s de Sobolev k ks.
Note que a norma zero de Sobolev coincide com a norma padr~ao sobre formas, k k0 = k k.
Precisaremos de dois lemas tecnicos concernindo os espacos de Sobolev
Lema 2.A.2 (Lema de Sobolev). H[n/2]+s+1(M,E)  Cs(M,E) e um subconjunto do con-
junto de sec~oes diferenciaveis de classe s de M em E. Alem disso,
H∞(M,E) := \sHs(M,E) = C∞(M,E) = Γ(E)
Definic¸a˜o 2.A.2. Um operador entre espacos de Hilbert T : X→ Y e dito compacto se para
qualquer subconjunto limitado U de X, T(U)  Y for um subconjunto relativamente compacto
de Y, no sentido de que o fecho T(U)
Y
de T(U) em Y e compacto.
Proposic¸a˜o 2.A.3. Um operador entre espacos de Hilbert T : X → Y e compacto se e
somente se existir uma uma vizinhanca U  X ao redor de 0 e um compacto V  Y tal
que T(U)  V.
Demonstrac~ao. (⇒) Se T : X → Y e um operador compacto e U e uma vizinhanca aberta
de 0, ent~ao V := T(U) e um compacto contendo T(U).
(⇐) Sejam U  X o aberto ao redor de 0 e V  Y o compacto que realizam T(U)  V.
Tome B subconjunto limitado de X. Ent~ao existe r > 0 tal que B esta contido na bola B(0, r).
Alem disso, como U e uma vizinhanca aberta de 0, existe ε > 0 tal que B(0, ε)  U. Seja
f : X → X dada por f(x) = εx
r
. Ent~ao f(B)  B(0, ε)  U, e portanto T(f(B)) e um fechado
dentro do compacto V, e portanto compacto.
Seja g : Y → Y o mapa dado por g(y) = ry
ε
. Ent~ao g e um homeomorsmo, e g(T(f(B))) =
g(T(f(B))) = T(B) e compacto.
Lema 2.A.4 (Lema de Rellich). Se s > r, Hs(M,E) Hr(M,E), e a inclus~ao i : Hs(M,E)→
Hr(M,E) e um operador compacto.
Seja agora M = X uma variedade hermitiana compacta munida de uma conex~ao hermiti-
ana no brado tangente. SejamH p,qs (X) o completamento de Ω
p,q(X) na norma s de Sobolev
k ks, h, i o produto interno da integral para formas e k k = k k0 a norma correspondente.
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Queremos introduzir nos espacos de Sobolev uma norma que seja adaptada ao operador
laplaciano, a norma de Dirichlet. Ao contrario da norma de Sobolev, a norma de Dirichlet sera
proveniente de um produto interno, fazendo com que H1(X) se torne um espaco de Hilbert
e n~ao somente um espaco de Banach. Deste modo, teremos a nossa disposic~ao resultados
extras, como o Lema de Riez.
Definic¸a˜o 2.A.3. O produto interno de Dirichlet D(−,−) = h−,−iD e a norma de Dirichlet
D(−) = k kD s~ao denidos por
D(ϕ,ψ) = hϕ, (I+ ∆)ψi
= hϕ,ψi+ h∂ϕ, ∂ψi+ h∂ϕ, ∂ψi
D(ϕ) = kϕkD = D(ϕ,ϕ) = hϕ, (I+ ∆∂)ϕi
= kϕk2 + k∂ϕk2 + k∂ϕk2
= kϕk2 + k(∂+ ∂)ϕk2.
Lema 2.A.5 (Desigualdade de Garding). Para todo ϕ 2 Ωp,q(X), existe uma constante
c > 0 tal que
kϕk21  ckϕk2D
Por outro lado, notamos que
kϕk2D = kϕk20 + k∂ϕk
2
0 + k∂

ϕk20
= kϕk20 + k(∂+ ∂

)ϕk20
 (1+ c 0)kϕk20
 c 00kϕk20
 c 00kϕk21,
de onde obtemos que kϕk21  ckϕk2D  ckϕk21 e portanto mostramos que a norma de Dirichlet
e a norma 1 de Sobolev s~ao equivalentes. Deste modo, o espaco 1 de Sobolev H p,q1 (X) e um
espaco de Hilbert munido de k kD.
Lema 2.A.6 (Lema da Regularidade). Sejam ϕ 2H p,qs (X) e ψ 2H p,q0 (X) tais que ψ seja
uma soluc~ao fraca de ∆ψ = φ, ou seja, tais que hφ,∆∂ηi = hϕ, ηi para todo η 2 Ωp,q(M).
Ent~ao ψ 2H p,qs+2 (X).
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Ou seja, se ϕ 2 H∞(X) = \sHs(X) = Ωp,q(X) for uma forma suave, ent~ao a soluc~ao ψ
tambem o sera, e pertencera em Ωp,q(X).
Para completar a demonstrac~ao, precisamos de mais alguns resultados concernindo espacos
de Hilbert.
Lema 2.A.7 (Teorema da Representac~ao de Riesz). Sejam H um espaco de Hilbert com
produto interno h, i e L : H→ K um funcional linear contnuo. Ent~ao existe um elemento
η 2 H tal que L(ϕ) = hη,ϕi para todo ϕ 2 H.
Considere o funcional linear Lϕ : Ω
p,q(X) → C dado por Lϕ(η) = hϕ, ηi, onde o produto
interno e o natural para formas diferenciaveis suaves (correspondente a norma 0). Este
funcional se estende para um funcional em (H p,q1 (X), k kD), que e contnuo, pois
|Lϕη|
2 = |hϕ, ηi|2  kϕk20kηk20
 kϕk20

kηk20 + k∂ηk
2
0 + k∂

ηk20

= kϕk20kηk2D  ckηk2D
Da,
kLϕk20 = supkηkD=1
|Lϕη|
2  sup
kηkD=1
ckηk2D  c
Sendo um operador limitado em um espaco de Hilbert, segue que Lϕ e contnuo.
Pelo Teorema de Riesz 2.A.7, segue que existe ψ 2 Ωp,q(X) tal que Lϕ(η) = hψ, ηiD.
Dena um operador T : Ωp,q(X)→ Ωp,q(X) por T(ϕ) = ψ, de modo que Lϕ(η) = hT(ϕ), ηi.
Lema 2.A.8. T : H p,q0 (X)→H p,q0 (X) e um operador compacto.
Demonstrac~ao. Temos
kTϕk21  ckTϕk2D = chTϕ, (I+ ∆)Tϕi = chϕ, Tϕi  ckϕk0kTϕk0
Agora, notamos que dados α,β e ε quaisquer, (αε−β)2  0 implica em 2αβ  εα2+ 1
ε
β2.
Tomando α = kTϕk0, β = kϕk0, e 2c > ε > 0, de modo que

1− εc
2

> 0, temos
kTϕk21  ckϕk0kTϕk0 
c
2
 
εkTϕk20 +
1
ε
kϕk20
!
 c
2
 
εkTϕk21 +
1
ε
kϕk20
!
Da, kTϕk21 

2
2−εc

c
ε
kϕk20 = c 0kϕk20, portanto
kTk2 = sup
kϕk20=1
kTϕk21  sup
kϕk20=1
c 0kϕk20  c 0
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e vemos que T : H p,q0 (X)→H p,q1 (X) e um operador limitado e, consequentemente, contnuo.
Pelo lema de Rellich 2.A.4, a inclus~ao i : H p,q1 (X) → H p,q0 (X) e um operador compacto.
Pela proposic~ao 2.A.3, segue que i  T : H p,q0 (X)→H p,q0 (X) e um operador compacto, como
queramos mostrar.
Lema 2.A.9. T e auto-adjunto e um-a-um.
Demonstrac~ao. Se Tϕ = Tφ, temos hϕ, ηi = hTϕ, (I + ∆)ηi = hTφ, (I + ∆)ηi = hφ, ηi para
todo η, e portanto ϕ = φ.
Para ver que T e auto-adjunto, como I e ∆ o s~ao, temos
hϕ, Tηi = hTϕ, (I+ ∆)Tηi = h(I+ ∆)Tϕ, Tηi
= hTη, (I+ ∆)Tϕi = hη, Tϕi
= hTϕ, ηi.
Teorema 2.A.10 (Teorema Espectral). Seja H um espaco de Hilbert e T um operador
compacto auto-adjunto em H. Ent~ao existe uma base ortonormal de H consistindo de
autovetores de T .
Alem disso, cada autovalor de T e real, independentemente de H ser um espaco
complexo ou n~ao, e cada autoespaco tem dimens~ao nita.
Agora estamos em condic~oes de completar a demonstrac~ao do Teorema de Hodge.
Aplicando o Teorema Espectral 2.A.10 para o operador T : H p,q0 (X)→H p,q0 (X), escreve-
mos
H p,q0 (X) =
M
m
E(ρm)
onde ρm s~ao os autovalores de T e E(ρm) seus autoespacos correspondentes. Como T e injetivo,
ρm 6= 0 para todo m.
Isso e um reexo de termos considerado (I+∆) na denic~ao do produto interno de Dirichlet
em vez de somente ∆. Desta forma, esperamos que o operador seja mais facilmente invertvel,
mas ao mesmo tempo desconsideramos a parte harmo^nica e nos focamos em obter uma
decomposic~ao apenas do complementar H ?
∂
(X).
Se ϕ 2 Ωp,q(X) e um autovetor de T com autovalor ρm, ent~ao para todo η 2 Ωp,q(X),
hϕ, ηi = hTϕ, (I+ ∆)ηi = hρmϕ, (I+ ∆)ηi = hρmϕ, ηi+ hρmϕ,∆ηi.
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Da, h(I− ρm)ϕ, ηi = hρmϕ,∆∂ηi, e como ρm 6= 0,
hϕ,∆∂ηi =
* 
I− ρm
ρm
!
ϕ, η
+
para todo η 2 ωp,q(X),
ou seja, ∆∂ϕ =

I−ρm
ρm

ϕ no sentido fraco. Assim, ∆ e T te^m os mesmos autoespacos, com
autovalores
λm =
1− ρm
ρm
e ρm =
1
1+ λm
O espaco das formas harmo^nicas H p,q(X) corresponde ao autovalor λ0 = 0, ou ρm = 1.
Assim, temos
H p,q0 (X) =
M
m
E
 
1
1+ λm
!
Definic¸a˜o 2.A.4. Denimos o operador de Green porGϕ = 0 se ϕ 2H
p,q(X)
Gϕ = 1
λm
ϕ se ϕ 2 E (ρm) .
Ent~ao G e um operador compacto, auto-adjunto, com decomposic~ao espectral
H p,q0 =H
p,q  (mE(ρm))
Lema 2.A.11. Lema da Regularidade Se ω e uma soluc~ao fraca da equac~ao ∆∂ω = η,
ent~ao ω 2 Ωp,q(X).
Teorema de Hodge.
(i) dimH∂(X) <∞
(ii) A projec~ao ortogonal H∂ : Ω
p,q(X)→H p,q
∂
(X) esta bem denida, e existe um unico
operador G : Ωp,q(X)→ Ωp,q(X), chamado operador de Green, tal que G(H p,q
∂
(X)) =
0, ∂G = G∂, ∂

G = G∂

e
α =H (α) + ∂∂

G(α) + ∂

∂G(α)
=H (α) + ∆∂G(α)
(2.1)
Corola´rio 2.A.12. A equac~ao ∆∂ω = η tem soluc~ao se e somente se H∂(η) = 0 e, nesse
caso, ω = G(η) e a unica soluc~ao com parte harmo^nica H∂(ω) = 0.
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Demonstrac~ao. Para ver isso, usando a equac~ao 2.1 para escrever ω = H (ω) + ∆∂G(ω),
η =H (η) + ∆∂G(η) e o fato de que G∆∂ = ∆∂G, temos
η = ∆∂ω
H (η) + ∆∂G(η) = ∆∂ (H (ω) + ∆∂G(ω))
H (η) + ∆∂G(∆∂ω) = ∆
2
∂
G(ω)
H (η) = ∆∂G∆∂ω− ∆∂∆∂G(ω)
H (η) = 0.
Claramente se ω = G(η), ∆∂ω = 0+ ∆∂G(η), e H (ω) = 0.
Alem disso,
∆∂ω = ∆∂G(η) = G(∆∂η) = ∆∂Gη+ 0 = ∆∂Gη+H∂(η) = η.
Agora queremos mostrar o fato do qual precisaremos na proxima sec~ao que decorre do teo-
rema de Hodge, a saber, que toda classe de cohomologia tem um representante harmo^nico. De-
note por H : Ωk(X)→H k(X) o mapa que associa a uma forma a sua componente harmo^nica
e por pi : Ωk(X)→H k(X)? a outra projec~ao; com H(α) = αh, pi(α) = α?.
Proposic¸a˜o 2.A.13. O mapa ~∆ := ∆|H k(x)? : H
k(X)
? →H k(X)? e uma bijec~ao.
Demonstrac~ao. Vimos que ∆(Ωk(X)) = H k(X)
?
, portanto dado α 2 H k(X)?, existe ω 2
Ωk(X) com ∆ω = α. Escrevendo ω = ωh +ω?, temos α = ∆ω = ∆ω?. Por outro lado, se
ω 2H k(X)? com ∆ω = 0, ent~ao ω 2H k(X)? \H k(X) e portanto ω = 0. Ent~ao ~∆ e uma
bijec~ao.
Corola´rio 2.A.14. Seja X uma variedade compacta orientavel de dimens~ao nita. Ent~ao
toda classe de cohomologia de De Rham possui um unico representante harmo^nico.
Demonstrac~ao. Ja vimos que esse representante, caso exista, sera unico. Seja ent~ao α 2
Ωk(X). Pelo Teorema de Hodge, podemos escrever α = αh + α?, onde αh 2 H k(X) e
α? 2H k(X)? = ∆(Ωk(X)). Ent~ao existe β 2 Ωk(X) com α = αh + ∆(β) = αh + dδβ+ δdβ.
Agora,
kδdβk2 = kα− αh − dδβk2 = hα− αh − dδβ, α− αh − dδβi
= hα− αh − dδβ, δdβi = hα− αh − dδβ, δdβi
= hdα− dαh, dβi = 0
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pois dα = dαh = 0.
Como δdβ = 0, α = αh + dδβ e portanto [α] = [αh] 2 HkdR(X).
Cap´ıtulo 3
Fibrados e Feixes
3.1 Fibrados Vetoriais
Agora falaremos sobre brados vetoriais. Fibrados representam um caso concreto que mo-
tiva a denic~ao mais geral de feixes. Usaremos brados para traduzir grupos de cohomologia
de Cech, que ser~ao grupos de cohomologia sobre um feixe.
Como em geral estamos no mundo complexo e C∞, nos interessaremos em particular por
brados vetoriais suaves e holomorfos.
Definic¸a˜o 3.1.1. SejamM uma variedade diferenciavel, k 2 N e K um corpo. Um K-brado
vetorial suave de posto k sobre a variedade base M e um par (E, pi), onde E e uma variedade
suave e pi : E→M um mapa contnuo, tais que para todo ponto p 2M,
(i) a bra de E em p dada por Ep = pi
−1(p) e um espaco vetorial de dimens~ao k.
(ii) existe uma vizinhanca U de p e um difeomorsmo local ϕU : pi
−1(U)→ UKk chamado
trivializac~ao local que realizam o diagrama comutativo
pi−1(U)
ϕ //
pi

U Rk
pi1
yy
U
.
onde pi1 e a projec~ao sobre a primeira coordenada.
(iii) a restric~ao ϕU|Ep : Ep → {p} Kk e um isomorsmo linear.
Denotaremos frequentemente um tal brado por pi : E→M.
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Note que a exige^ncia de comutatividade do diagrama em ii) implica que a projec~ao pi e
um difeomorsmo local.
Nos moldes das denic~oes para variedade com estrutura que apresentamos na sec~ao 1.1,
podemos denir um brado vetorial com uma S-estrutura. Deste modo, a denic~ao acima
constitui o caso particular em que a variedade sobre a qual construmos o brado e uma
E-variedade, e queremos construir o brado de modo a ser compatvel com a estrutura C∞
da mesma.
Note, por exemplo, que se M = X for uma variedade complexa, podemos construir um
brado diferenciavel sobre X, ignorando a estrutura holomorfa extra, ou podemos exigir que
a mesma seja incorporada no brado, e nesse caso obtemos um brado holomorfo.
Definic¸a˜o 3.1.2. Um S-Fibrado e um K-brado vetorial pi : E→ X de posto r, em que E, X
s~ao S-variedades, pi e um S-morsmo e as trivializac~oes locais φU : pi−1(U) → U  Kr s~ao
S-isomorsmos.
Exemplo 3.1.1. Espaco Tangente como um Fibrado Vetorial
Seja M uma variedade diferenciavel de dimens~ao n. A cada ponto p em M associamos
como bra pi−1(p) = Ep o seu espaco tangente TpM, que e naturalmente um espaco vetorial
de dimens~ao n.
Se {Ui, ϕi} e um atlas paraM, ent~ao E pode ser escrito como o quociente E = (
∐
U Rn) /∼,
onde ∼ e a relac~ao de equivale^ncia que corresponde a colagem de trivializac~oes nas transic~oes.
Ent~ao E = TM =
∐
p2M TpM e o brado tangente sobre M, e e um brado de posto n.
Definic¸a˜o 3.1.3. Uma sec~ao local em M e um mapa contnuo s : M→ E tal que s(p) 2 Ep
para todo p 2M, ou seja, o seguinte diagrama comuta
E
pi

M
s
==
Id //M
Definic¸a˜o 3.1.4. Sejam pi : E→M um S-brado de posto r e U M um aberto.
Uma famlia de sec~oes locais {s1, . . . , sr}, onde si 2 S(U,E), e dita um referencial local
para E em U se {s1(p), . . . , sr(p)} for base de Ep como espaco vetorial em todo p 2 U.
Se existir uma trivializac~ao global ϕ : E→M Kr, diremos que o brado e trivial.
Observac~ao 3.1.1. Seja U uma vizinhanca trivializante do brado pi : E→M e h : pi−1(U)→
U Kr a trivializac~ao local correspondente.
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Considerando a restric~ao pi|pi−1(U) : E|U = pi
−1(U)→ U como uma trivializac~ao global para
o brado restric~ao, obtemos um isomorsmo
h : S(U,E|U)→ S(U,U Kr).
Como {e1, . . . , er} e um referencial para o brado trivialUKr → U, ent~ao {h−1 (e1), . . . , h−1 (er)}
e um referencial para E|U.
Portanto, por E|U ser trivial, ele admite referencial global.
Assim, vemos que e possvel munir cada vizinhanca trivializante de um brado vetorial
de um referencial local. Em particular, todo brado trivial admite um referencial global. A
proposic~ao seguinte mostra que a recproca tambem e verdadeira, ou seja, o brado trivial e
o unico para o qual isso ocorre.
Proposic¸a˜o 3.1.1. pi : E→M tem referencial global se e somente se for brado trivial.
Demonstrac~ao.
(⇐) Segue da observac~ao anterior ao considerarmos que se o brado e trivial, M e uma
vizinhanca trivializante, e E|M = E.
(⇒) Seja {s1, . . . , sr} um referencial para E. Ent~ao para todo p 2 M, Ep e gerado por
{s1(p), . . . , sr(p)}, onde si(p) 2 Ep ' {p}  Kr. Da, todo elemento v 2 Ep pode ser escrito
como v =
∑
visi(p) para algum vi 2 K. Tomando si(p) como base de Ep, escrevemos
v = (v1, . . . , vr).
Denimos h : E→M Kr por
h
∑
visi(p)

= (p, (v1, . . . , vr)) .
Armamos que h e um isomorsmo. De fato, se v 2 Ep, w 2 Eq, ent~ao h(v) = h(w) implica
que p = q e vi = wi para todo i, de onde obtemos que v =
∑
wisi(p) =
∑
visi(p) = w. E
facil ver que h e um mapa sobrejetivo, linear e portanto um isomorsmo. Deste modo, E e
um brado trivial.
Lema 3.1.2. Seja E → M um brado vetorial de posto k. Seja {Uα}α2A uma cobertura
de abertos trivializantes de M, com trivializac~oes locais ϕα : pi
−1(Uα)→ UαKk, e sejam
α,β 2 A tais que Uα \Uβ 6= ?.
Ent~ao existe um mapa suave gαβ : (Uα \Uβ)→ GL(r, K) tal que o mapa de transic~ao
ψαβ = ϕα ϕ−1β : (Uα \Uβ) Kr → (Uα \Uβ) Kr pode ser escrito como
ψαβ(p, v) = (x, gαβ(p)v) .
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Demonstrac~ao. Como ϕα e ϕβ s~ao trivializac~oes locais, elas comutam com a projec~ao pi
do brado e portanto pi  (ϕα  ϕ−1β ) = pi, ou seja, ψ = (id, σ) para alguma func~ao suave
σ : (Uα \ Uβ)  Kr → Kr. Ora, mas σ e um mapa linear inversvel sobre Kr, portanto existe
uma transformac~ao linear n~ao singular gαβ 2 GL(r, K) que o realiza.
Observac~ao 3.1.2. Note que o conjunto de func~oes gαβ satisfaz
(i) gαα = id,
(ii) g−1αβ = gβα e
(iii) se Uα \Uβ \Uγ 6= ?, gαβ  gβγ  gγα = id.
A condic~ao (iii) e chamada condic~ao de cociclo.
Definic¸a˜o 3.1.5. Os mapas gαβ 2 GL(K, r) dados pelo lema acima s~ao chamados de func~oes
de transic~ao do brado E→ X.
Lema 3.1.3. Seja X uma S-variedade, e suponha que sejam dados
1. uma cobertura aberta {Uα}α2A de X
2. para cada par α,β 2 A com Uα \ Uβ 6= ?, uma S-func~ao gαβ : Uα \ Uβ → GL(K, r)
satisfazendo (i), (ii) e (iii).
Ent~ao existe um S-brado pi : E → X com bra tpica isomorfa a Kr cujas func~oes de
transic~ao s~ao dadas por gαβ, de modo que Uα sejam vizinhancas trivializantes de E.
Demonstrac~ao. Seja ~E =
∐
αUα  Kr variedade topologica com a topologia produto e S-
estrutura induzida por aquela de X, e dena a relac~ao de equivale^ncia ∼ em ~E dada por
(xα, vα) ∼ (xβ, vβ)⇔ xα = xβ e vα = gαβvβ
onde (xα, vα) 2 Uα  Kr. Dena E = ~E/ ∼ com a topologia quociente, pi : E → X o mapa
projec~ao dado por pi((x, v))] = x. Ent~ao pi : E → X e o S-brado procurado. Precisamos
mostrar que pi : E → X e um brado, com uma S-estrutura, no qual os S-mapas gαβ s~ao
precisamente as func~oes de transic~ao.
Seja X uma n-variedade sobre K. Queremos encontrar uma cobertura de abertos triviali-
zantes {Vα} de E, e S-mapas ψα : Vα → KrKn. Dena Vα = [UαKr], ψα([(xα, vα)]) = (ϕ(α))
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Como E tem a topologia quociente, Vα e aberto em E para todo α. Temos o seguinte diagrama
comutativo:
Vα \ Vβ
ψβ
vv
ψα
((
(Uα \Uβ) Kr (Uα \Uβ) Krϕβϕ
−1
α
oo
Na intersecc~ao Vα \ Vβ, temos
ψβ([(xα, vα)]) = ψβ([xα, gβα(xα)vα ]) = (xβ, gβα(xα)(vα)).
3.2 Feixes
Agora introduziremos o conceito de feixes, que s~ao uma especie de generalizac~ao do con-
ceito de brados. Em seguida, construiremos uma cohomologia adaptada a estrutura de um
feixe, chamada cohomologia de Cech, e nos focaremos nas relac~oes existentes entre brados,
feixes e grupos de cohomologia de variedades complexas e, em especial, Kahler.
A denic~ao de feixe e categorica, e por isso relembramos alguns conceitos basicos da teoria
de categorias.
Definic¸a˜o 3.2.1. Uma categoria C consiste em
(i) um conjunto Ob(C) de objetos
(ii) para cada par de objetos X, Y 2 Ob(C), um conjunto de morsmos HomC(X, Y)
(iii) uma operac~ao de composic~ao  : HomC(X, Y)HomC(Y, Z)→ HomC(X,Z)
tais que
1.  e associativa
2. para todo objeto X 2 Ob(C), existe um elemento identidade IdX 2 HomC(X,X) que
satisfaz f  IdX = f, IdX g = g para quaisquer f 2 HomC(X, Y), g 2 HomC(Y, Z).
Exemplo 3.2.1. Seja X um espaco topologico. Se tomarmos como objetos os abertos de X
e como morsmos os mapas de inclus~ao entre os mesmos - quando existentes - formamos a
categoria de abertos de X, que denotaremos por O(X).
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Apos denirmos os objetos, e natural construimos os mapas entre os mesmos.
Definic¸a˜o 3.2.2. Um functor covariante entre duas categorias C e C 0 consiste em
(i) um mapa entre objetos F : Ob(C)→ Ob(C 0), e
(ii) um mapa entre morsmos para cada par de objetos X, Y 2 Ob(C)
F : HomC(X, Y)→ HomC 0(F(X), F(Y)),
tais que
1. F(IdX) = IdF(X) para todo X 2 Ob(C);
2. F(g C f) = F(g) C 0 F(f) para todos f 2 HomC(X, Y), g 2 HomC(Y, Z).
X
F

f
// Y
F

g
// Z
F

F(X)
F(f)
// F(Y)
F(g)
// F(Z)
Observac~ao 3.2.1. O mapa entre morsmos tambem pode inverter o sentido da seta, ou
seja, podemos ter F : HomC(X, Y) → HomC 0(F(Y), F(X)). Neste caso, dizemos que F e um
functor contravariante. Essa diferenca pode ser visualizada no seguinte diagrama, em que
F e covariante e G contravariante.
F(X)
F(f)

X
G
//
F
oo
f

G(X)
F(Y) Y
G
//
F
oo G(Y)
G(f)
OO
Definic¸a˜o 3.2.3. Sejam X um espaco topologico e C uma categoria qualquer (geralmente
munida de alguma estrutura algebrica, como as de grupos, modulos, aneis comutativos, etc).
Um pre-feixe sobre X e um functor contravariante F : O(X)→ C.
Notac~ao 4. Sejam X um espaco topologico, C uma categoria e F um pre-feixe sobre X, como
denido acima.
(i) Para cada aberto U de X, a imagem F(U) 2 Ob(C) sera denominada conjunto de
sec~oes de F sobre U.
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(ii) Dados abertos V  U em X, se iUV : V ↪→ U e a inclus~ao de V em U, o mapa rUV =
F(iUV ) : F(U)→ F(V) e chamado homomorsmo de restric~ao de U a V .
Pela denic~ao de functorialidade, os mapas de restric~ao satisfazem
rUU = IdU, r
V
W = r
V
W  rUV
para quaisquer abertos U,V,W em X com W  V  U.
W
iVW
//
F

V
F

iUV
// U
F

F(W) F(V)r
V
Woo F(U)r
U
Voo
rUW
kk
rUU
II
Como sempre, apos denirmos uma estrutura, queremos denir os mapas entre elementos
da mesma.
Definic¸a˜o 3.2.4. Um morsmo de pre-feixes e uma famlia de mapas h : F → G tal que
para cada U  X aberto, hU : F(U)→ G(U) faz comutar o diagrama
F(U) hU //
rUV

G(U)
rUV

F(V)
hV
// G(V)
Um isomorsmo de pre-feixes e um morsmo inversvel cuja inversa tambem e um
morsmo. Se F e G s~ao isomorfos, denotamos F ' G.
Observac~ao 3.2.2. Note que morsmos de pre-feixes so est~ao bem denidos entre pre-feixes
sobre um mesmo espaco topologico X.
Definic¸a˜o 3.2.5. Seja F um pre-feixe em X. Um subpre-feixe de F em X e um pre-feixe G
em X tal que G(U)  F(U) para todo aberto U, e cujos mapas de restric~ao s~ao restric~oes dos
mapas de restric~ao de F . Ou seja, para quaisquer abertos V  U  X, o seguinte diagrama
comuta
G(U)
ρUV

 
hU
// F(U)
ρUV

G(V)   hV // F(V)
Assim, G e um pre-feixe munido de ummorsmo de inclus~ao h : G → F , em que hU : G(U)→
F(U) e um mapa injetivo para todo aberto U  X.
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Definic¸a˜o 3.2.6. Um feixe sobre X e um pre-feixe sobre X tal que para todo U aberto em
X, e toda cobertura aberta {Ui}i2I de U, valem
(i) se s, t 2 F(U) satisfazem rUUi(s) = rUUi(t) para todo i 2 I, ent~ao s = t.
(ii) se si 2 F(Ui) e uma famlia de sec~oes tal que para quaisquer i, j 2 I com Ui \Uj 6= ?,
vale rUiUi\Uj(si) = r
Uj
Ui\Uj(sj), ent~ao existe s 2 F(U) com rUUi(s) = si.
Os exemplos 3.2.2 e 3.2.3 s~ao exemplos importantes de feixes.
Exemplo 3.2.2. Feixe de func~oes contnuas de X em Y.
Sejam X e Y espacos topologicos. O feixe de func~oes contnuas de X em Y e dado por
EX,Y(U) = {f : U→ Y contnua}, com homomorsmos de restric~ao rUV : EX,Y(U)→ EX,Y(V) dados
pela restric~ao de func~oes rUV (f) = f|V , onde V  U. Note que neste contexto, os morsmos de
restric~ao s~ao func~oes contnuas.
Em particular, se K = R ou C, o conjunto de func~oes escalares EX = EX,K e um feixe de
K-algebras.
Exemplo 3.2.3. Feixe estrutural de X.
Seja X uma S-variedade. SX denido por SX(U) = S(U) = fS-func~oes em U g tem
estrutura de feixe. Nos casos em que S = E , A ou O, obtemos que EX, AX e OX s~ao respecti-
vamente os feixes de func~oes diferenciaveis, func~oes reais analticas e func~oes holomorfas em
X. Em cada um destes casos, como no exemplo acima, exigimos compatibilidade dos mapas
de restric~oes e morsmos com a S-estrutura de X, nos restringindo a mapas diferenciaveis,
analticos ou holomorfos.
Merece destaque o caso complexo K = C, que sera utilizado recorrentemente neste traba-
lho. Aqui, OX(U) = {f : U  X→ C} e o feixe de func~oes holomorfas em X.
Definic¸a˜o 3.2.7. Ummorsmo entre feixes e simplesmente um morsmo entre os pre-feixes
subjacentes. Um sub-feixe de um feixe G e um subpre-feixe F de G que tambem e feixe.
Definic¸a˜o 3.2.8. Seja X um espaco topologico.
(i) Se G e um pre-feixe (resp., feixe) sobre um aberto V  X, e j : V ↪→ X o mapa de
inclus~ao, a extens~ao de G a X e denida por jG(U) = G(V \U) para todo U  X.
(ii) Se F e um pre-feixe(resp., feixe) em X, U  X um aberto com mapa de inclus~ao
j : U ↪→ X, a restric~ao de F a U e denida por F |U(V) = jF(V) := F(V) para todo
aberto V  U.
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Na pratica, a maioria das estruturas com as quais nos depararemos ser~ao feixes, e n~ao
somente pre-feixes. As condic~oes extras requeridas de um feixe garantem que seja possvel
determinar uma sec~ao global a partir da colagem de sec~oes locais, e de maneira unica.
Claramente isso n~ao ocorre sempre, ou seja, nem todo pre-feixe e um feixe. Os exemplos
3.2.4 e 3.2.5 ilustram o tipo de patologias que podem ocorrer com pre-feixes que n~ao te^m
estrutura de feixe, as quais gostaramos de evitar.
Exemplo 3.2.4. Considere o espaco topologico X = {0, 1} munido da topologia discreta.
Sejam Y um espaco topologico qualquer e CX,Y o pre-feixe das func~oes contnuas de X para Y,
denido por CX,Y(U) = {f : U→ Y contnua}, com homomorsmos de restric~ao dados por
rUV =
IdU se V = U0 se V ( U
Se U1 = {0}, U2 = {1}, r
X
U1
= rXU2 = 0. Mas X = U1
∐
U2, ent~ao para quaisquer f 6= g 2
CX,Y(U), rXU1(f) = rXU2(g) = 0, o que viola a condic~ao (i) da denic~ao de feixe.
Para ver que CX,Y e de fato um pre-feixe, observamos que X tem abertos ?, U1 = {0}, U2 =
{1} e X, para os quais os homomorsmos de restric~ao rUV : CX,Y(U)→ CX,Y(V) s~ao dados por
rUiUi = idCX,Y(U), r
Ui
?
= 0, e rXUi = 0 para i = 1, 2.
Deste modo, rUV = r
V
W  rUV para quaisquer W  V  U e CX,Y e um pre-feixe.
Exemplo 3.2.5. Seja X = C e B o pre-feixe de func~oes holomorfas limitadas sobre X, dado
por B(U) = {f : U→ C holomorfa e limitada}.
Considere a cobertura {Uj} de C dada por Uj = {z 2 C tal que |z| < j}, e dena mapas
fj : Uj → C por fj(z) = z. Ent~ao fj 2 B(Uj) para todo j. Mas n~ao pode existir f 2 B([jUj) =
B(C) com f|Uj = fj = IdUj pois, pelo teorema de Liouville, n~ao e possvel termos f : C → C
holomorfa, limitada e n~ao-constante.
Deste modo, B e um pre-feixe que viola a propriedade (ii) da denic~ao de feixe.
Se C tiver alguma estrutura algebrica, tambem o tera F(U) e pedimos que os homomor-
smos de restric~ao e morsmos de feixes preservem essa estrutura. Deste modo, isomorsmos
entre feixes ser~ao famlias {hU} de isomorsmos entre as estruturas algebricas correspondentes,
indexadas pelos abertos U de X.
Exemplo 3.2.6. Se F e G s~ao feixes de grupos, ent~ao para todo aberto U  X, F(U) e G(U)
s~ao grupos, e pedimos que um morsmo entre feixes h : F → G seja tal que hU : F(U)→ G(U)
sejam homomorsmos de grupo. Analogamente para os mapas de restric~ao ρUV : F(U)→ F(V).
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Definic¸a˜o 3.2.9. Sejam F um pre-feixe de aneis comutativos e G um pre-feixe de grupos
abelianos em um espaco topologico X, com homomorsmos de restric~ao ρUV : F(U)→ F(V) e
rUV : G(U)→ G(V) respectivamente, onde V  U  X s~ao abertos.
Dizemos que G e um pre-feixe de F-modulos se para todo aberto U de X, G(U) tiver
estrutura de um F(U)-modulo, tal que
rUV (αf) = ρ
U
V (α)r
U
V (f)
para quaisquer α 2 F(U), f 2 G(U) e V  U aberto.
Se G for um feixe, ele e chamado feixe de F-modulos.
Exemplo 3.2.7. Seja pi : E→ X um S-brado. O feixe de sec~oes de E e denido por
S(E)(U) = S(E,U) = {Γ : U→ E tal que Γ(x) 2 Ex para todo x 2 U}
= {Γ : U→ E tal que pi  Γ = Id}.
Observe que S(E) e um sub-feixe de CX,E, onde
hU : S(E)(U) = {Γ : U→ E tal que pi  Γ = Id} ↪→ {Γ : U→ E} = CX,E
e o morsmo de inclus~ao.
Este exemplo e importante pois e generico. Da vem a nomenclatura \sec~ao de U" para o
conjunto F(U) na denic~ao de um pre-feixe.
Exemplo 3.2.8. Denimos um pre-feixe de OC-modulos sobre C por
F(U) =
OC(U), se 0 /2 U{f 2 OC(U) tal que f(0) = 0}, se 0 2 U ,
com homomorsmos de restric~ao rUV : F(U) → F(V) dados pelas restric~oes rUV (f) = f|V , onde
V  U s~ao abertos em C. Ent~ao rUU = Id |U e, se W  V  U s~ao abertos em X, rUW(f) =
rVW  rUV (f) = rVW(f|V) = f|W.
Mais ainda, F e um feixe de OC-modulos. Para ver isso, sejam {Ui} cobertura aberta de
U e {fi 2 F(Ui)} um conjunto de func~oes satisfazendo fi|Ui\Uj = fj|Ui\Uj para todo i, j. Ent~ao
f : U→ C dada por f(x) = fi(x) se x 2 Ui e a colagem dos mapas {fi}.
Note que ∂f
∂z
(x) = ∂fi
∂z
(x) = 0 para todo x 2 U. Portanto, o fato das func~oes fi serem
holomorfas em cada respectivo Ui implica que f 2 F(U). Se 0 2 Ui para algum i, f(0) =
fi(0) = 0.
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Para checar que F e de fato um feixe de OC-modulos, sejam f 2 OC(U), g 2 F(U) e
ρUV : OC(U)→ OC(V) o homomorsmo de restric~ao de OC.
Ent~ao rUC(fg) = (fg)|V = f|Vg|V = ρ
U
V (f)r
U
V (g).
3.3 Feixes localmente livres e Fibrados Vetoriais
Queremos agora mostrar que todo feixe pertencente a uma determinada classe, os cha-
mados \feixes localmente livres", pode ser visto como o feixe de sec~oes de algum brado
vetorial. Mais ainda, ha uma corresponde^ncia um-a-um entre brados e feixes desta classe,
vistos como feixes de sec~oes do brado.
Definic¸a˜o 3.3.1. Sejam piE : E→ X e piF : F→ X S-brados com bra V . Um homomorsmo
entre os brados E e F e um morsmo entre S-variedades f : E→ F tal que
(i) f(Ex)  Ff(x) para todo x 2 X.
(ii) f|Ex : Ex ' {x} V → {y} V ' Ff(x) e um mapa linear entre espacos vetoriais para todo
ponto x 2 X.
O morsmo f : E → F sera um isomorsmo entre S-brados se for um homomorsmo
entre brados bijetivo cuja inversa tambem e um homomorsmo entre brados. Deste modo,
f e um isomorsmo entre brados se f : E → F for um isomorsmo entre S-variedades e
f|Ex : Ex ' V → Ff(x)'V um isomorsmo entre espacos vetoriais.
Neste caso, os brados piE : E→ X e piF : F→ X s~ao ditos equivalentes.
Sejam F : O(X) → C um feixe de aneis comutativos sobre X e p 2 N. Denote por
Fp : O(X) → C o feixe denido como a soma direta Fp(U) = F(U)  . . .  F(U). Ent~ao
Fp e um feixe de F-modulos.
Definic¸a˜o 3.3.2.
(i) Um feixe livre de F-modulos e um feixe G de F-modulos tal que G ' Fp para algum
p > 0.
(ii) Um feixe localmente livre de F-modulos e um feixe G de F-modulos sobre X tal que
para todo x 2 X, existe uma vizinhanca aberta U de x que faz com que G|U seja um
feixe livre de F-modulos.
CAPITULO 3. FIBRADOS E FEIXES 70
(iii) Uma trivializac~ao local para um feixe localmente livre sera um conjunto {Uα, ϕα} em
que {Uα} e uma cobertura aberta de X e ϕα : G|Uα → Fp os mapas que realizam os
isomorsmos locais de G.
Definic¸a˜o 3.3.3. Seja G um feixe localmente livre de F-modulos sobre X, com {(Uα, ϕα)}
trivializac~oes locais. Suponha que Uα \Uβ 6= ?. Como Uα \Uβ  Uα, Uβ, podemos denir
hαβ como o mapa que e recoberto pela identidade no seguinte diagrama:
(G|Uα)|Uβ\Uα
ϕα

id // (G|Uβ)|Uα\Uβ
ϕβ

Fp hαβ // Fp
Ou seja, hαβ = ϕβ ϕ−1α . Note que hαβ e um isomorsmo de feixes pois ϕα e ϕβ o s~ao.
Deste modo, fhαβg induz um mapa gαβ : Uα\Uβ → GL(F(Uα\Uβ), p), onde GL(F(Uα\
Uβ), p) e o conjunto de matrizes inversveis p  p cujas entradas s~ao elementos do feixe de
aneis F(Uα \Uβ), ou seja, sec~oes sobre Uα \Uβ.
Os mapas gαβ s~ao chamados func~oes de transic~ao do feixe G de F-modulos localmente
livre.
Proposic¸a˜o 3.3.1. Sejam F ,G feixes de H-modulos localmente livres sobre X com vi-
zinhancas trivializantes {(ηγ,Wγ)} e {(ψτ, Zτ)}, respectivamente, e seja {Uα} um rena-
mento comum dessas coberturas.
Ent~ao temos trivializac~oes locais {(ϕα, Uα)}, {(φα, Uα)} para F e G.
Sejam gαβ : Uα \ Uβ → GL(H(Uα \ Uβ), q) e hαβ : Uα \ Uβ → GL(H(Uα \ Uβ), p) as
func~oes de transic~ao de F e G, respectivamente.
Se gαβ = hαβ para quaisquer α,β, ent~ao F e G s~ao feixes isomorfos.
Teorema 3.3.2. Seja (X,S) uma variedade conexa. Ent~ao existe uma corresponde^ncia
um-a-um entre (classes de isomorsmos de) S-brados vetoriais sobre X e (classes de
isomorsmos de) feixes localmente livres de S-modulos sobre X.
Demonstrac~ao. A corresponde^ncia e dada por φ(E) = S(E), onde associamos a cada brado
vetorial E seu feixe de sec~oes, que e um feixe de SX-modulos, onde SX e o feixe estrutural de
X.
(⇒) Seja pi : E → x um S-brado. Lembramos que S(E) e o feixe tal que S(E)(U) =
S(U,E) = {Γ : U → E, Γ(x) 2 Ex8x 2 X}. Mostraremos que S(E) e um feixe localmente livre.
Por hipotese, existe uma cobertura trivializante {Uα} de X, onde pi
−1(Uα) ' Uα  Kr, onde K
e o corpo sobre o qual o brado esta denido e r seu posto.
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Em pi−1(Uα), seja {ei} um referencial local, ou seja, ei 2 S(E|Uα)(Uα) tais que {ei(x)} e
base de Ex para todo x 2 Uα.
Ent~ao nessa base, uma sec~ao qualquer g 2 S(E|Uα)(Vα), para (Vα)  Uα, e escrita como
g =
∑r
i=1 giei|Vα =
∑r
i=1 r
Uα
Vα (ei) de modo unico. Da, temos uma corresponde^ncia entre
g 2 S(E|Uα)(Vα) e (g1, . . . , gr) 2 ri=1SVα.
(⇐) As func~oes de transic~ao gαβ : Uα \ Uβ → GL(F , p) construdas acima satisfazem as
condic~oes do teorema para construc~ao de brados, e portanto determinam um unico S-brado
vetorial sobre X.
Cap´ıtulo 4
Cohomologia de Cech
Definic¸a˜o 4.0.4. Seja K um corpo. Um complexo de cocadeias e uma seque^ncia de K-
modulos e homomorsmos dq : Cq → Cq+1
. . . // Cq−1
dq−1 // Cq
dq // Cq+1 // . . .
tais que Imdq  ker dq+1 para todo q. Estes homomorsmos s~ao denominados operadores
de cobordo.
Note que podemos construir um operador global d : C → C. Para simplicar a notac~ao,
por vezes escreveremos d em vez de dq, sempre estando implcito pelo contexto o domnio
correto.
Definic¸a˜o 4.0.5.
(i) Zq(C) = kerd \ Cq e o modulo de cociclos de grau q de C.
(ii) Bq(C) = Imd \ Cq e o modulo de cobordos de grau q de C.
(iii) Hq(C) = Z
q(C)
Bq(C)
e o modulo de cohomologia de grau q de C.
Definic¸a˜o 4.0.6. Ummapa de cocadeias consiste em uma colec~ao de homomorsmos {ψq : C
q →
Dq} que faz o seguinte diagrama comutar para todo q:
Cq−1
dC //
ψq−1

Cq
ψq

Dq−1
dD // Dq
.
Ou seja, tais que ψq  dqC = dqD ψq−1 para todo q.
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Observe que se σ 2 Zq(C), dq(σ) = 0 implica que ψqdq(σ) = dq(ψq−1(σ)) = 0, portanto
ψq−1(σ) 2 Zq(D). De modo analogo, se σ 2 Bq(C), existe τ 2 Cq−1 tal que dq(τ) = σ. Da,
ψq(σ) = ψq  dq−1(τ) = dq(ψq−1(τ)), portanto ψq(σ) 2 Bq−1(D).
Portanto, um mapa de cocadeias ψ : C → D passa para o quociente e induz um homo-
morsmo entre os modulos de cohomologia, que denotaremos por ψ : Hq(C)→ Hq(D).
Exemplo 4.0.1.
1. Um primeiro exemplo e dado pela cohomologia de De Rham, onde se X e uma variedade
complexa (e portanto diferenciavel), consideramos o complexo de cadeias de formas
diferenciaveis Cq = Ωq(X) munidos da derivada exterior dq : Ωq(X)→ Ωq+1(X).
. . . //Ωq−1(X)
dq−1 //Ωq(X)
dq //Ωq+1(X) // . . .
Os grupos de cohomologia correspondentes s~ao exatamente HkDR(X) = H
k(X).
2. Vimos a construc~ao da cohomologia de Dolbeault Hp,q
∂
(X) na sec~ao de variedades com-
plexas, denic~ao 1.2.11.
4.1 Definic¸o˜es Ba´sicas
Para construir a cohomologia singular com coecientes, construiremos primeiro a homo-
logia abstrata, cuja construc~ao e muito similar aquela feita para a cohomologia abstrata no
incio desta sec~ao. Estas denic~oes basicas e a notac~ao utilizada apontam para o carater
dual entre os conceitos de homologia e cohomologia, que e concretizado pela construc~ao da
dualidade de Poincare.
No fundo, todas as teorias de cohomologia aqui apresentadas ser~ao equivalentes; na ver-
dade, podemos denir tanto uma teoria de cohomologia quanto uma de homologia categori-
camente, a partir da lista de propriedades que esperamos que elas satisfacam.
Definic¸a˜o 4.1.1. Um complexo de cadeias e uma seque^ncia de K-modulos
. . . // Cq+1
δq+1 // Cq
δq // Cq−1 // . . .
onde δq : Cq+1 → Cq s~ao homomorsmos tais que Im δq+1  ker δq para todo q, denominados
operadores de bordo. Por brevidade, nos referiremos a um tal complexo tambem por {C, δ}.
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Definic¸a˜o 4.1.2.
Zq(C) = ker δ \ Cq e o modulo de ciclos de grau q de C.
Bq(C) = Im δ \ Cq e o modulo de bordos de grau q de C.
Hq(C) = Zq(C)/Bq(C) e o modulo de homologia de grau q de C.
Seja G um grupo abeliano e {C, δ} um complexo de cadeias. Construmos a seque^ncia
. . . // Hom(Cq−1, G) d
q−1
// Hom(Cq, G) d
q
// Hom(Cq+1, G) // . . .
onde se ϕ 2 Hom(Cq+1, G), o operador d e tal que se α 2 Cq, dϕ(α) = ϕ(δα). Note que ao
aplicarmos o functor contravariante Hom(−, G), a direc~ao das setas se inverte.
Definic¸a˜o 4.1.3. O q-esimo modulo de cohomologia com coecientes em G e denido por
Hq(C,G) =
ker d\Hom(Cq, G)
Imd\Hom(Cq, G)
Como δ2 = 0, dados α 2 Cq e ϕ 2 Hom(Cq+1, G) quaisquer, temos
d2ϕ(α) = d  dϕ(α) = d(ϕ(δα)) = ϕ(δ2α) = 0.
Ent~ao d2 = 0 e a seque^ncia e de fato um complexo de cocadeias.
Agora, ϕ 2 Hom(Cn, G) representa uma classe de cohomologia em Hn(C,G) se dϕ =
ϕ  δ = 0, ou seja, se ϕ|Im δ = 0.
Dena ϕ0 := ϕ|ker δ : ker δ\Cn → G. Ent~ao ϕ0 induz um homomorsmo sobre a homologia
ϕ0 :
ker δ\Cn
Im δ\Cn = Hn → G.
Teorema 4.1.1. Teorema dos Coecientes Universais para a Cohomologia
Seja C um complexo de grupos abelianos livres, G um corpo. Dena h : Hn(C,G)→
Hom(Hn(C), G) por h([ϕ]) = ϕ0
Ent~ao para cada n, temos uma seque^ncia exata curta
0 // Ext(Hn−1(C), G) // H
n(C,G)
h // Hom(Hn(C), G) // 0
Observac~ao 4.1.1. Aqui, Ext e um functor da algebra homologica. Algumas de suas propri-
edades s~ao:
1. Ext(H,G) = 0 se H e um grupo livre
2. Ext(Zn, G) = G/nG
3. Ext(HH 0, G) = Ext(H,G) Ext(H 0, G).
Para mais detalhes, referenciamos o leitor a [11].
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4.2 Cohomologia de Cech
A ideia agora e construir a cohomologia de Cech, uma especie de cohomologia com coe-
cientes sobre feixes, e portanto mais bem adaptada para variedades cuja estrutura e dada
por um feixe.
Definic¸a˜o 4.2.1. Sejam M uma variedade topologica, U = {Uα} uma cobertura aberta de
M, e q 2 Z.
Um q-simplexo e uma uma q-upla σ = (U0, . . . , Uq) de abertos de U tais queU1\. . .\Uq 6=
?.
O suporte de σ e denido por |σ| = U1 \ . . . \Uq, que e n~ao-vazio.
A i-esima face de σ e dada por σi = (U0, . . . , Ui−1, Ui+1, . . . , Uq).
Definic¸a˜o 4.2.2. Sejam M uma variedade topologica sobre um corpo K, U uma cobertura
aberta de M e F um feixe de K-modulos sobre M. Dado um inteiro q  0, o conjunto
de q-cocadeias e denido como o conjunto de func~oes que mapeiam q-simplexos em sec~oes
especcas do feixe F , a saber,
Cq(U ,F) = {f : σ = (U0, . . . , Uq) 7→ X 2 Γ(F , |σ|)} ,
onde Γ(F , |σ|) = F(|σ|) = F(U0, . . . , Uq).
Se q < 0, convencionamos Cq(U ,F) = 0.
Deste modo, se f e uma q-cocadeia, f(U0, . . . , Uq) 2 F(U0 \ . . . \Uq).
Naturalmente, queremos agora construir mapas entre cocadeias.
Definic¸a˜o 4.2.3. O homomorsmo de cobordo entre cocadeias de F e um conjunto de mapas
dq : Cq(U ,F)→ Cq+1(U ,F) tais que, se f 2 Cq(U ,F) e uma cocadeia e σ = (U0, . . . , Uq) um
(q+ 1)-simplexo,
(dqf)(σ) =
q∑
i=0
(−1)iρ
|σi|
|σ|

f(σi)

.
Uma vez que o grau q e determinado por f, frequentemente denotaremos dqf simplesmente
por df.
Definic¸a˜o 4.2.4. O complexo de cocadeias de Cech do feixe F , denotado por C(U ,F),
e dado por
. . .
d // Cq(U ,F) d // Cq+1(U ,F) d // . . .
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Omodulo de cohomologia de Cech de F sobre a cobertura U e o modulo de cohomologia
do complexo de cocadeias C(U ,F), dado por
Hq(U ,F) = kerd \ C
q(U ,F)
Imd \ Cq−1(U ,F) .
Para ver que essa seque^ncia e de fato um complexo de cadeias, temos que ver que Imdq 
kerdq+1 para todo q 2 Z, como mostra a seguinte proposic~ao.
Proposic¸a˜o 4.2.1. d2 = dq+1  dq = 0 para todo q 2 Z.
Demonstrac~ao. Se f 2 Imdq, ent~ao f = dg para g 2 Cq(U ,F).
Portanto, dado um (q+1)-simplexo µ = (U0, . . . , Uq+1), podemos escrever f(µ) = dg(µ) =∑q+1
i=0 (−1)
iρ
|µi|
|µ|

g(µi)

.
Da, se σ = (U0, . . . , Uq+2), temos
df(σ) = (d  dg)(σ) =
q+2∑
i=0
(−1)iρ
|σi|
|σ|

g(σi)

=
q+2∑
i=0
(−1)iρ
|σi|
|σ|
0@∑
j<i
(−1)jρ
|σij|
|σi|

g(σij)

+
∑
i<j
(−1)j+1ρ
|σij|
|σi|

g(σij)
1A
(pois ρ
|σi|
|σ|  ρ|σ
ij|
|σi| = ρ
|σij|
|σ| e σ
ij = σji)
=
q+2∑
i=0
∑
j<i
(−1)i+jρ
|σij|
|σ|

g(σij)

+
q+2∑
j=0
∑
j<i
(−1)i+j+1ρ
|σij|
|σ|

g(σij)

=
q+2∑
i=0
∑
j<i
(−1)i+jρ
|σji|
|σ|

g(σji)

−
q+2∑
i=0
∑
j<i
(−1)i+jρ
|σij|
|σ|

g(σij)

= 0
Observac~ao 4.2.1. Sejam F e F 0 feixes sobreM. Um homomorsmo entre feixes ψ : F → F 0
induz um mapa de cadeias ~ψ : C(U ,F)→ C(U ,F 0) dado por ( ~ψ(f))(σ) = ψ(f(σ)) 2 F 0(U0\
. . . \Uq), onde f 2 Cq(U ,F), e σ = (U0, . . . , Uq) e uma q-cocadeia. O mapa ~ψ, por sua vez,
induz homomorsmos Hq(U ,F)→ Hq(U ,F 0) para todo q 2 N.
Proposic¸a˜o 4.2.2. H0(U ,F) = Γ(F)
Demonstrac~ao. Por denic~ao, f 2 C0(U ,F) se para todo aberto U  M, f(U) 2 F(U).
Neste caso, f representa um cociclo em H0(U ,F) se df = 0. Ou seja, para todo simplexo
σ = (U0, U1), ρ
U1
U0\U1 (f(U1)) − ρ
U0
U0\U1 (f(U0)) = 0.
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Deste modo, se U = {Uα} e uma cobertura aberta de M e f(Uα) = sα sec~oes em F(Uα),
ent~ao sα|Uα\Uβ = sβ|Uα\Uβ . Pela propriedade (ii) da denic~ao de feixes 3.2.6, podemos colar
estas sec~oes locais para obter uma sec~ao global s 2 F(U) com S|Uα = sα. Vem que
H0(U ,F) = kerd0 = {f 2 C0(U ,F) : ρU1U0\U1 (f(U1)) = ρU0U0\U1 (f(U0))}
= {sec~oes globais de F sobre M}
= Γ(F),
como queramos mostrar.
Note que ate este momento, denimos a cohomologia sempre em func~ao de uma cobertura
especca U de M. No entanto, gostaramos de obter um grupo H(M,F), que dependesse
somente da variedade M e n~ao de uma cobertura em particular da mesma.
O proximo passo e considerar o que acontece com os modulos de cohomologia quando
variamos a cobertura. Para isso, comecamos relembrando a denic~ao de renamento de
coberturas, que e a operac~ao natural no conjunto de coberturas de uma variedade.
Definic¸a˜o 4.2.5. Um renamento da cobertura U de M e uma cobertura V de M para a
qual exista um mapa µ : V → U com V  µ(V) para todo aberto V 2 V.
Definic¸a˜o 4.2.6. Seja µ : V → U o mapa que realiza o renamento de V com relac~ao a U .
Dado um q-simplexo σ = (V0, . . . , Vq) de V, considere µ(σ) = (µ(V0), . . . , µ(Vq)) q-simplexo
de U .
O mapa µ induz um mapa de cocadeias ηµ : C(U ,F)→ C(V,F) dado por
(ηµq(f))(σ) = ρ
|µ(σ)|
|σ| (f),
onde f 2 Cq(U ,F) e σ = (v0, . . . , vq) e um q-simplexo de V.
Deste modo, µ induz ummapa φµ : H
(U ,F)→ H(V,F) entre as cohomologias correspon-
dentes. Queremos agora ver que este morsmo sera independente da escolha do renamento
µ.
Definic¸a˜o 4.2.7. Um morsmo de complexos φ : C → D e dito null-homotopico se exis-
tirem mapas K : C → D tais que φ = K  d + d  K. Dois morsmos φ1, φ2 : C → D s~ao
ditos homotopicos se φ1 − φ2 for null-homotopico.
Proposic¸a˜o 4.2.3. Se ψ1 : C
 → D e ψ2 : C → D s~ao morsmos de complexos de
cadeias homotopicos, e φi : H
(X) → H(X) s~ao os mapas correspondentes a nvel de
cohomologia, ent~ao φ1 = φ2.
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Demonstrac~ao. Por hipotese, existe um K com ψ1 − ψ2 = d  K + K  d. Seja f 2 ker(d).
Ent~ao ψ1(f) −ψ2(f) = dK(f) 2 Im(d), e portanto φ1(f) = φ2(f) 2 Hn(D).
Proposic¸a˜o 4.2.4. O mapa induzido φµ : H
(U ,F) → H(V,F) entre as cohomologias
com relac~ao a duas coberturas distintas independe da escolha do mapa de renamento
µ : V → U .
Esboco da demonstrac~ao. Sejam µ1, µ2 : V → U dois mapas de renamento distintos de V
para U. Ent~ao φµ1 e φµ2 ser~ao mapas homotopicos.
Para cada p 2 Z, uma homotopia hp : Cp(U ,F)→ Cp−1(V,F) pode ser denida por
hp(f)(U0, . . . , Uq−2) =
p∑
k=0
(−1)kf(µ1(U1), . . . , µ1(Uk), µ2(Uk), . . . , µ− 2(Up−1)),
Para construir uma cohomologia que independa da escolha de cobertura, consideraremos
a relac~ao fornecida pelo mapa acima entre a cohomologia associada a uma cobertura e a um
renamento seu.
Primeiramente, precisamos de algumas denic~oes da teoria de categorias. Para estas e
outras informac~oes sobre o topico, referenciamos o leitor a dissertac~ao [18].
Definic¸a˜o 4.2.8. Um conjunto parcialmente ordenado de ndices I e dito direcionado se
para quaisquer i, j 2 I, existe k 2 I com i  k, j  k.
Definic¸a˜o 4.2.9. Sejam A uma categoria, I um conjunto de ndices parcialmente ordenado
direcionado e {Ai}i2I uma famlia de objetos em A.
Uma famlia direcionada de morsmos e um conjunto de morsmos {fij : Ai → Aj}ij2I}
que satisfaz as condic~oes de cociclo
(i) fii = Id
(ii) se i  j  k, fjk  fij = fik
Ai
fik

fij
// Aj
f
j
k~~
Ak
Definic¸a˜o 4.2.10. Seja {fij : Ai → Aj} uma famlia direcionada de morsmos. Considere
a categoria C cujos objetos s~ao pares (A, {fi}), onde A 2 Ob(A) e um objeto qualquer e
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{fi}i2I uma segunda famlia direcionada de morsmos fi : Ai → A que faz comutar o seguinte
diagrama:
Ai
fij
//
fi 
Aj
fj
A
O limite direto de {fi} e um objeto inicial de C, ou seja, um par (B, {gi}i2I) tal que para
qualquer (A, {fi}) 2 Ob(C), existe um morsmo ϕ : B → A, ϕ 2 A(B,A) que faz comutar o
diagrama
Ai
fij
//
gi

fi

Aj
gj

fj

B
ϕ

A
Neste caso, escrevemos B = lim
−→
i
Ai.
Na linguagem de modulos de cohomologia, temos como categoria A o conjunto de modulos
de cohomologia, munidos de mapas fU : H(U ,F)→ H(M,F), fUV = µUV : H(V,F)→ H(U ,F).
Ambos est~ao indexados sobre o conjunto dendices direcionado e parcialmente ordenado dado
por I = {U : U e cobertura aberta de X }
Definic¸a˜o 4.2.11. Denimos o grupo de cohomologia de Cech de F como o limite direto
Hp(M,F) = lim
−→U Hp(U ,F).
Diversos outros objetos no contexto de feixes podem ser escritos utilizando esta linguagem
categorica de limites. Seguem alguns exemplos.
Exemplo 4.2.1.
(i) Seja X um espaco topologico, I o conjunto direcionado de ndices cujos elementos s~ao
vizinhancas abertas de um dado ponto x 2 X, ordenadas parcialmente por inclus~ao.
Seja C uma categoria, F um feixe de X sobre C. Ent~ao o conjunto de mapas de restric~ao
{ρUV 2 C(F(U),F(V))} forma uma famlia direcionada de morsmos.
(ii) O stalk de um feixe no ponto x 2 X e denido como o limite direto Fx = lim−→
U
F(U),
onde o conjunto direcionado de ndices I e o conjunto de abertos U de X contendo x e
U  X um aberto contendo x.
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Observac~ao 4.2.2. O stalk Fx pode ser denido de outra maneira. Seja
Fx = {[(U, s)] tais que x 2 U  X e aberto e s 2 F(U)}
Aqui, temos (U, s) ' (V, t) se existir um abertoW  U\V contendo x tal que ρUW(s) = ρVW(t).
Ou seja, elementos de Fx s~ao germes de sec~oes de F sobre abertos contendo x.
Como vimos, infelizmente nem sempre toda estrutura natural obedecera os requisitos de
um feixe (como o pre-feixe do exemplo 3.2.5) No entanto, dado um pre-feixe F , e sempre
possvel associar a ele um feixe Ff de maneira unica, como mostra a seguinte proposic~ao.
Proposic¸a˜o 4.2.5 (Feixicac~ao). Para todo pre-feixe F sobre X, existe um unico feixe
Ff sobre X tal que
1. existe um morsmo de pre-feixes φ : F → Ff e
2. para todo morsmo de pre-feixes ψ : F → G em que G for um feixe, existe um
unico morsmo de feixes η : Ff → G tal que ψ = ηφ, ou seja, o seguinte diagrama
comuta
F ψ //
φ

G
Ff
η
??
Demonstrac~ao. Primeiramente, denimos um pre-feixe F1 em X por
F1(U) = F(U)F0(U) , onde
F0(U) = {σ 2 F(U) tal que existe cobertura V de U com ρUV (σ) = 0 para todo V 2 V}
e um subfeixe de F consistindo das sec~oes que s~ao localmente nulas em alguma cobertura
aberta de U.
Denimos o conjunto
AV(U) ={{σV }V2V , σV 2 F1(V) tais que
ρVW\V(σV) = ρ
W
W\V(σW) para quaisquer abertos V,W 2 V}
de sec~oes de F1 que coincidem nas intersecc~oes de seus respectivos abertos.
Considere ent~ao o conjunto direcionado de coberturas {V} de U, munido de mapas de
renamento. Um renamento η : V 0 → V, com η(V 0)  V para todo V 0 2 V 0, induz um mapa
de restric~ao ρV,V 0,η : AV → AV 0 dado por
ρV,V 0,η

{σV }V2V

=
{
ρVη(V 0)(σV)
}
V2V ,
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onde V 0 2 V 0 e tal que η(V) = V 0. No entanto, note que por denic~ao, se {σV } 2 AV ,
e V 0,W 0 2 V 0 s~ao dois abertos distintos tais que η(V 0) = η(W 0) = V, ent~ao ρVW\V(σV) =
ρWW\V(σW), portanto esse mapa na realidade n~ao depende da escolha de renamento η.
A ideia por tras destas denic~oes e a de eliminar justamente os \defeitos" de F , ou seja,
as sec~oes que n~ao obedecem os requisitos de colagem de feixes.
Tomamos ent~ao o feixe Ff como o limite direto dos conjuntos AV sobre o conjunto {V} de
coberturas de U
Ff(U) = lim−→
{V}
AV
Existe uma outra maneira possvel de construrmos uma cohomologia adaptada a feixes
alem da de Cech. N~ao entraremos em detalhes nesse aspecto aqui, mas apenas construmos
as denic~oes basicas e comentamos que estes dois metodos no fundo s~ao equivalentes.
Definic¸a˜o 4.2.12. Um complexo de feixes e uma seque^ncia de feixes {F i}i2Z e morsmos
di : F i → F i+1 tais que di+1  di = 0.
   di // F i di // F i+1 di+1 // F i+2 di+2 //   
O complexo
F φ // G ψ //H
e dito exato em G se kerψ = Imφ.
Definic¸a˜o 4.2.13 (Resoluc~ao de Feixes). Seja ent~ao {F i} um complexo de feixes e F um
feixe munido de um morsmo j : F → F0. Um par ({Fi}, j) e dito uma resoluc~ao de F se a
seque^ncia
0 // F j // F0 φ0 // F1 φ1 // F2 φ2 //   
for exata em todos os pontos, ou seja, kerφi+1 = Imφi para todo i 2 Z, e j : F → F0 e um
operador injetivo, com j(F) = kerφ0.
Deste modo, como 0 0 // F j // F0 e uma seque^ncia exata em F , e ker j = 0, obtemos
um isomorsmo de feixes Im j ' F .
Exemplo 4.2.2 (Resoluc~ao de Cech). Sejam X um espaco topologico, F um feixe sobre X
e {Ui} uma cobertura aberta enumeravel de X. Para cada subconjunto I  N, considere um
aberto
UI := \i2IUi.
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Denote por jI : UI → X os mapas de inclus~ao para cada I  N, e considere os feixes
FI := jI (F |UI) dados pelas extens~oes a X das restric~oes de F a UI, de acordo com a denic~ao
3.2.8.
Por m, tomamos
Fk = M
|I|=k+1
FI
Se U  X e um aberto, escrevemos uma sec~ao σ 2 Fk(U) como σ = {σI}|I|=k+1, onde σI 2 FI(U)
para todo I, e denimos o operador d : Fk → Fk+1 por
(dσ)J = (dσ)j0,...,jk+1 =
∑
i
(−1)iρUU\UJ

σj0,...,bji,...,jk+1
onde σj0,...,bji,...,jk+1 2 FI\{ji}.
Atraves desta construc~ao, a cohomologia associada a resoluc~ao de Cech de F coincidira
com a cohomologia de Cech como vista acima.
Cap´ıtulo 5
Divisores e Fibrados de Linha
5.1 Divisores
Seja X uma variedade complexa e U  X um aberto. Denotaremos por O(U) e M(U) os
conjuntos de func~oes holomorfas e meromorfas em U, respectivamente.
Definic¸a˜o 5.1.1. Um subconjunto V  U e chamado hipersuperfcie analtica se existir
uma cobertura aberta {Uα}α2A de X e uma famlia de func~oes {fα 2 O(Uα)}α2A, tais que
V \Uα = f−1α (0) para todo α 2 A. Neste caso, dizemos que cada fα e uma func~ao local que
dene V.
V e uma variedades analtica irredutvel se n~ao for possvel escrever V como uni~ao de
hipersuperfcies V = V1 [ V2.
Sejam X uma variedade complexa e V uma hipersuperfcie analtica de X, denida local-
mente por fα em um aberto Uα. A menos de tomarmos um renamento da cobertura {Uα},
podemos assumir que (Uα, ϕα) e uma vizinhanca trivializante da variedade X.
Como O(Cn) e um domnio de fatorac~ao unica, trazendo a fatorac~ao para O(Uα) atraves
da trivializac~ao ϕα, obtemos uma fatorac~ao como produto de irredutveis fα = f1 . . . fk.
Essa decomposic~ao fornece uma decomposic~ao induzida de V \ Uα em func~ao de variedades
analticas irredutveis Vj = f
−1
j (0), e obtemos o seguinte resultado:
Proposic¸a˜o 5.1.1. Toda hipersuperfcie analtica V de uma variedade complexa X pode
ser escrita como uni~ao de hipersuperfcies analticas irredutveis
V = [jf−1j (0) = [iVi.
Definic¸a˜o 5.1.2. Uma superfcie de Riemann e uma variedade complexa 1-dimensional.
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Exemplo 5.1.1. Se X e uma superfcie de Riemann, uma hipersuperfcie de X e um conjunto
V de codimens~ao 1 em C, ou seja, um conjunto de pontos. Em particular, se V for irredutvel,
consiste em apenas um ponto de X.
Definic¸a˜o 5.1.3. Um divisor D em X e uma combinac~ao linear localmente nita da forma
D =
∑
aiVi, onde ai 2 Z e Vi s~ao hipersuperfcies analticas irredutveis de M. O conjunto
dos divisores em X sera denotado por Div(X).
Observac~ao 5.1.1. Div(X) tem estrutura de grupo aditivo dada por
D+D 0 =
∑
i
aiVi +
∑
j
a 0jV
0
j =
∑
i,j
aiVi  a 0jV 0j .
Definic¸a˜o 5.1.4. Dizemos que D e um divisor efetivo se D =
∑
i aiVi com ai > 0 para todo
i.
Se V e uma hipersuperfcie analtica e V = [iVi a decomposic~ao em variedades irredutveis
correspondente, associamos a V o divisor D =
∑
i Vi.
Exemplo 5.1.2. Se X e uma superfcie de Riemann, um divisor D e um conjunto de pontos
de X com multiplicidades associadas. Podemos interpretar este conjunto como um conjunto
de zeros e polos e os escalares como as respectivas ordens associadas. Deste modo, podemos
nos perguntar se seria possvel obter uma unica func~ao meromorfa cujos polos, zeros e suas
respectivas multiplicidades sejam determinados pelo divisor. Esse problema e conhecido como
o problema de Mittag-Leer. O impedimento para que este problema seja resolvvel e de
natureza cohomologica.
Caso um divisor D =
∑
i niPi represente uma func~ao meromorfa, teremos que Pi e um
zero se ni > 0 ou um polo se ni < 0, de ordem ni.
Definic¸a˜o 5.1.5. Sejam V  X uma hipersuperfcie analtica irredutvel e fα 2 O(Uα) a
func~ao local que dene V na vizinhanca local Uα de um ponto x 2 V . Como o anel local OX,x
e um domnio de fatorac~ao unica, para toda func~ao holomorfa g 2 OX,x, existe um inteiro
a 2 Z tal que g = faαh, para algum h 2 O(Uα).
Denimos a ordem de g sobre V por ordV(g) = a.
Note que ordV(g) n~ao depende da escolha de Uα. De fato, se g 2 O(X) e fα forem
elementos relativamente primos de O(Uα), ent~ao fβ e g s~ao elementos relativamente primos
independentemente da escolha do par (fβ, Uβ).
Proposic¸a˜o 5.1.2. Se f, g 2 O(X) s~ao func~oes holomorfas globais, e V  X uma varie-
dade analtica, ent~ao ordV(fg) = ordV(f) + ordV(g).
CAPITULO 5. DIVISORES E FIBRADOS DE LINHA 85
Demonstrac~ao. Seja {fα, Uα} um conjunto de func~oes locais que dene V. Em Uα, podemos
escrever f = fα
ahf, g = fα
bhg, onde a, b 2 Z e hf, hg 2 O(Uα). Deste modo, temos
fg = fα
afα
bhfhg = fα
a+bhfg, onde hfg := hfhg 2 O(Uα).
Definic¸a˜o 5.1.6. Sejam V  X uma hipersuperfcie analtica irredutvel e f 2 M(X) uma
func~ao meromorfa n~ao identicamente nula. Por denic~ao, f pode ser escrita localmente da
forma f = g/h, onde g, h 2 O(M) s~ao func~oes holomorfas relativamente primas.
A ordem de f e dada por ordV(f) := ordV(g) − ordV(h).
Dizemos que f tem um zero de ordem a em V se ordV(f) = a > 0. Se ordV(f) = a < 0,
dizemos que f tem um polo de ordem a em V.
Definic¸a˜o 5.1.7. Seja f uma func~ao meromorfa, escrita localmente da forma f = g/h, onde
g, h 2 O(X), como acima.
(i) O divisor de zeros de f e denido por (f)0 =
∑
i ordV(g)Vi.
(ii) O divisor de polos de f e denido por (f)∞ =∑i ordV(h)Vi.
(iii) O divisor principal de f e dado por (f) = (f)0 − (f)∞.
Proposic¸a˜o 5.1.3. Sejam X uma variedade complexa, M(X) o feixe de func~oes mero-
morfas n~ao identicamente nulas em X e O(X) o feixe de func~oes holomorfas que nunca
se anulam em X. Ent~ao
Div(X) =M/O (X) = H0 (X,M/O) .
Demonstrac~ao. (⇐) Seja f 2 M/O uma func~ao denida localmente por {fα, Uα}, onde
fα 2M(Uα), fα/fβ 2 O(Uα\Uβ). Como fα/fβ e uma func~ao homolorfa que nunca se anula
em Uα \Uβ, temos ordV(fα/fβ) = 0, e pela proposic~ao 5.1.2, ordV(fα) = ordV(fβ).
Portanto, podemos denir sem ambiguidades o divisor
D =
∑
i
ordVi(fα)Vi,
onde para cada Vi escolhemos um α tal que Vi \Uα 6= 0.
(⇒) Dado um divisor D = ∑i aiVi, seja {giα, Uα} conjunto que dene Vi localmente, ou
seja, tal que para todo α, Vi \ Uα = g−1iα (0). Aqui, se necessario, tomamos um renamento
comum sobre i para obtermos uma unica cobertura {Uα} de X.
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Tome fα =
∏
i g
ai
iα 2M(Uα). Ent~ao Uα\Uβ\Vi = giα|−1Uα\Uβ(0) = giβ|−1Uα\Uβ(0). Portanto,
(giα/giβ)|Uα\Uβ 2 O(Uα \Uβ). Temos
fα|Uα\Uβ
fβ|Uα\Uβ
=
∏
i giα|
ai
Uα\Uβ∏
i giβ|
ai
Uα\Uβ
=
∏
i
0@ giα
giβ

Uα\β
1Aai 2 O(Uα \Uβ)
Portanto, fα|Uα\Uβ e fβ|Uα\Uβ diferem por uma constante. Vem que existe uma sec~ao global
f 2M/O(X) com f|Uα = fα 2M/O(Uα).
E possvel mostrar que a corresponde^ncia denida por estes mapas e bijetiva.
5.2 Fibrados de Linha
Definic¸a˜o 5.2.1. Seja X uma variedade complexa. Um brado de linha sobre X e um brado
vetorial complexo sobre X de rank 1, ou seja, um brado vetorial pi : L→ X com trivializac~oes
locais ϕα : pi
−1(Uα) → Uα  C, e func~oes de transic~ao gαβ 2 O(Uα \ Uβ) satisfazendo as
condic~oes de cociclo  gαβgβα = 1gαβgβγgγα = 1 (5.1)
Observac~ao 5.2.1. O conjunto dos brados de linha sobre X munido do produto tensorial
de brados tem estrutura de grupo. De fato, se L e L 0 s~ao brados de linha com func~oes
de transic~ao {gαβ} e {g
0
αβ}, respectivamente, ent~ao o produto L
 L 0 tem func~oes de transic~ao
{gαβg
0
αβ} e o inverso L
 func~oes de transic~ao {g−1αβ}.
Esse grupo e chamado grupo de Picard e denotado por Pic(X).
Observac~ao 5.2.2. Sejam {ϕα, Uα} e {ϕ
0
α, Uα} duas trivializac~oes locais distintas para pi : L→
X. Ent~ao existem fα 2 O(Uα) tais que
ϕ 0α = fαϕα : pi
−1(Uα)→ Uα  C.
onde se ϕα = (Id, φα), com φα 2 O(Uα), denotamos por fαϕα a func~ao (Id, fαφα).
Deste modo, obtemos
g 0αβ = φ
0
α ψ 0β−1 =
fα
fβ
ψα ψβ−1 = fα
fβ
gαβ.
Proposic¸a˜o 5.2.1. Pic(X) = H1(X,O).
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Demonstrac~ao. Dado um brado de linha pi : L→ X com func~oes de transic~ao gαβ 2 O(Uα\
Uβ), tome f 2 C1(X,O) com f(Uα, Uβ) = gαβ. Aqui, temos
δf(Uα, Uβ, Uγ) = f(Uα, Uβ) − f(Uα, Uγ) + f(Uβ, Uγ)
= gαβg
−1
αγgβγ = gαβgγαgβγ
= 1
Deste modo, f e um cociclo, e representa uma classe de cohomologia [f] 2 H(X,O).
Essa classe esta bem denida pois
[f] = [f 0] ⇐⇒ [ff−1] = 0 ⇐⇒ existe h com δh = ff−1
⇐⇒ ff−1(Uα, Uβ) = h(Uα)h(Uβ)−1 = kαk−1β , para kα 2 O(Uα)⇐⇒ gαβg 0αβ−1 = kαβ⇐⇒ gαβ = kα/kβg 0αβ⇐⇒ gαβ e g 0αβ geram o mesmo brado de linha
Por m, notamos que essa corresponde^ncia tambem associa as estruturas de grupo de
Pic(X) e H1(X,O). Em Pic(X), a operac~ao era dada pelo produto tensorial de brados. Ja
em H(X,O), este produto e equivalente ao que associa a [f], [f 0], a classe [f  f 0], onde
f  f 0(Uα, Uβ) = f(Uα, Uβ)f 0(Uα, Uβ).
5.3 Fibrado de Linha associado a um Divisor
Definic¸a˜o 5.3.1. Seja D o divisor denido localmente por {fα, Uα}, onde fα 2 M(X). De-
nimos L = [D] como o brado de linha obtido a partir das func~oes de transic~ao {gαβ = fα/fβ}.
[D] esta bem denido pois se [D] = {f 0α, Uα}, ent~ao hα = fα/f
0
α 2 O(Uα) e
g 0αβ =
f 0α
f 0β
=
fα
fβ
f 0α
f 0β
fβ
fα
= gαβ
hβ
hα
,
que vimos ser exatamente o criterio para que {gαβ} e {g
0
αβ} determinem o mesmo brado.
Proposic¸a˜o 5.3.1. O operador [ ] : Div(X)→ Pic(X) tem como kernel o conjunto de divi-
sores principais de X, que denotaremos por Prin(X). Assim, [ ] induz um homomorsmo
injetivo
[ ] : Cl(X) := Div(X)/Prin(X)→ Pic(X).
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Demonstrac~ao.
(i) [D+D 0] = [D]
 [D 0] 2 Pic(X).
De fato, se D = {fα, Uα}, D
0 = {f 0α, Uα}, ent~ao D + D
0 = {fαf 0α, Uα}. Se {g
+
αβ} s~ao as
func~oes de transic~ao associadas a soma, ent~ao g+αβ = fαf
0
α/fβf
0
β = gαβg
0
αβ, portanto
[ ] : Div(X)→ Pic(X) e um homomorsmo.
(ii) ker[ ] = Prin(X).
(⇒) Seja f 2M(X) e D = (f) um divisor principal de X. Dada uma cobertura qualquer
{Uα} de X, considere fα = f|Uα . Ent~ao gαβ = fα/fβ = 1 para todo α,β, ou seja, [(f)] e
brado de linha trivial.
(⇐) Por outro lado, seja D = {fα, Uα} com [D] trivial. Ent~ao fα/fβ = gαβ = hα/hβ  1,
onde hα 2 O(Uα). Da, fαh−1α = fβh−1β para quaisquer α,β. Portanto, podemos colar as
func~oes do tipo {fαh
−1
α } para obter uma func~ao global f 2M(X) com (f) = {fαh−1α , Uα} =
{fα, Uα} = D.
A seque^ncia exata curta
0 // O   i //M pi //M/O // 0
induz uma seque^ncia exata longa de cohomologias
. . . // H0(X,M) ( ) // H0(X,M/O) [ ] // H1(X,O) // . . .
M(X) Div(X) Pic(X)
onde ( )(f) = (f), [ ](D) = [D]. Aqui, o empecilho para que [ ] : Cl(X) → Pic(X) seja um
isomorsmo e medido por H1(X,M).
Definic¸a˜o 5.3.2. Seja pi : L→ X um brado de linha com func~oes de transic~ao {gαβ} e U  X
um aberto.
Uma sec~ao meromorfa de L em U e denida por um conjunto {sα, Uα}, onde sα 2
M(U \Uα) satisfazem sα = gαβsβ em U \Uα \Uβ.
Definic¸a˜o 5.3.3. Seja V uma hipersuperfcie analtica de X e s uma sec~ao meromorfa global
de L. Ent~ao sα/sβ = gαβ 2 O(Uα \Uβ), portanto ordV(sα) = ordV(sβ) para quaisquer α,β.
Denimos ordV(s) = ordV(sα), para qualquer α tal que Uα \ V 6= ?.
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Definic¸a˜o 5.3.4. Seja s uma sec~ao meromorfa global de L. O divisor associado a s e dado
por (s) =
∑
V ordV(s).V. Note que s e uma sec~ao holomorfa se e somente se ordV(s)  0, ou
seja, se (s) for um divisor efetivo.
Proposic¸a˜o 5.3.2. Dado L 2 Pic(X), existe D 2 Div(X) com [D] = L ⇐⇒ L admite
sec~ao meromorfa global s, com (s) = D.
Cap´ıtulo 6
A Conjectura de Hodge
Definic¸a˜o 6.0.5. Denimos o conjunto de classes de Hodge de grau 2k em X porHdgk(X) =
H2k(X,Q) \Hk,k(X).
Conjectura 6.0.3. Toda classe de Hodge de uma variedade algebrica projetiva n~ao-
singular sobre C e uma combinac~ao racional de classes de cohomologia correspondentes
a subvariedades complexas de X.
Podemos reformular a conjectura com alguma notac~ao a mais:
Definic¸a˜o 6.0.6. Um ciclo algebrico sobre X e uma combinac~ao linear formal de subvarie-
dades de X da forma
∑
i ciZi, onde os coecientes ci s~ao racionais.
A classe de cohomologia de um ciclo algebrico e denida como a soma das classes de
cohomologia de seus componentes.
Uma classe de cohomologia desta forma e chamada classe de cohomologia algebrica.
Com essa nomenclatura, podemos reenunciar a conjectura da seguinte forma:
Conjectura 6.0.4. Seja X uma variedade algebrica projetiva n~ao-singular sobre C.
Ent~ao toda classe de Hodge de X e algebrica.
6.1 Teorema das classes (1, 1) de Lefschetz
O caso particular da conjectura de Hodge para classes de tipo (1, 1) segue do Teorema
das (1, 1)-classes de Lefschetz, cuja demonstrac~ao ja era conhecida quando a conjectura foi
primeiro elaborada. Em seguida, nos focaremos nesse caso, explicando como o mesmo motiva
a formulac~ao geral da conjectura.
90
CAPITULO 6. A CONJECTURA DE HODGE 91
Considere ent~ao a seque^ncia exata de feixes
0 // Z // O exp // O // 0
onde exp e o mapa exponencial.
Ela induz uma seque^ncia exata longa na cohomologia
. . . // H1(X,O) // H1(X,O) δ // H2(X,Z) // H2(X,O) // . . .
Definic¸a˜o 6.1.1. Dado L 2 Pic(X) ' H1(X,O), a primeira classe de Chern de L e denida
por c1(L) = δ(L) 2 H2(X,Z).
Observac~ao 6.1.1. Segundo o teorema dos coecientes universais, temos uma inclus~ao natural
H2(X,Z) ↪→ H2DR(X) ' H2(X,R). Portanto, podemos considerar tambem c1(L) = δ(L) 2
H2DR(X).
Demonstrar o caso (1,1) da conjectura signica mostrar que toda classe em H1,1(X) \
H2(X,Z) pode ser escrita como combinac~ao linear de classes provenientes de subvariedades
analticas de X. Para isso, precisaremos do seguinte resultado:
Proposic¸a˜o 6.1.1. Se X e uma variedade projetiva, a primeira classe de Chern realiza
um isomorsmo Pic(X) 'c1 H2(X,Z).
Segundo esse isomorsmo, uma classe de cohomologia em H1,1(X)\H2(X,Z) correspondera
a um brado de linha em Pic(X). Agora, pela corresponde^ncia entre brados de linha e divi-
sores, obteremos um divisor D =
∑
aiDi, onde Di s~ao hipersuperfcies analticas irredutveis
de X, que e uma variedade projetiva.
Cada Di sera uma subconjunto fechado analtico em X  PnK e, portanto, pelo Teorema
de Chow, uma subvariedade algebrica de PnK. Cada um destes Dis representara uma classe
na homologia de X. Por m, pela dualidade de Poincare, obteremos classes de cohomologia
provenientes de subvariedades analticas de X, cuja combinac~ao linear com coecientes ai
fornecera exatamente a classe de cohomologia original.
Observac~ao 6.1.2. Note que este resultado sera mais forte que o previamente enunciado.
Ou seja, no caso particular (1, 1), podemos considerar combinac~oes inteiras de classes de
cohomologia de X. No caso geral, ha um contra-exemplo que mostra ser necessario pedirmos
que a combinac~ao seja racional, como mostrado em [27].
Seja ent~ao X uma variedade de Kahler compacta. Denotaremos por ik : H
k(X,Z) →
Hk(X,C) os mapas induzidos pela inclus~ao como feixes constantes de Z em C nos grupos
de cohomologia de X.
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Definic¸a˜o 6.1.2. Uma classe c 2 Hk(X,C) e dita integral se c 2 Im(ik).
Lembramos que segundo a decomposic~ao de Hodge temos uma decomposic~ao dos grupos
de cohomologia em classes (p, q):
Hk(X,C) =
∑
p+q=k
Hp,q(X)
Denotaremos o conjunto das classes integrais de tipo (p,q) por
Hp,q(X,Z) := Im(ip+q) \ Hp,q(X).
Assim, classes integrais foram denidas de modo que as de tipo (k, k) sejam um analogo
sobre Z das classes de Hodge, lembrando que no caso (1,1) a conjectura sera valida sobre Z.
Lema 6.1.2. Sejam L 2 Pic(X) ' H1,1(X,OX) um brado de linha e c 2 H2(X,C) a
imagem de c1(L) pela aplicac~ao i2 : H
2(X,Z) → H2(X,C), ou seja, c = i2(c1(L)). Ent~ao
c 2 H1,1(X,Z).
Demonstrac~ao. Considere o diagrama abaixo:
Pic(X)
c1 // H2(X,Z) //
i2
&&
H2(X,OX)
H2(X,C)
88
Escreva c = c2,0+c1,1+c0,2. Atraves do isomorsmo H2(X,OX) ' H0.2(X), o mapa H2(X,C)→
H2(X,OX) se torna a projec~ao pi0,2 : H2(X,C)→ H0,2(X). Como a primeira linha do diagrama
e exata, c0,2 = pi0,2(c) = 0. Por outro lado, como c 2 Im(i2) e a imagem pela inclus~ao de
c1(L) 2 H2(X,Z), temos c = c e portanto c2,0 = 0. Conclumos que c e uma classe inteira de
tipo (1,1), ou seja, c 2 H1,1(X,Z).
Assim, obtemos um mapa
Pic(X)→ H1,1(X,Z)
L 7→ c
E natural perguntarmos quando um elemento de H1,1(X,Z) provem de algum brado de
linha em Pic(X), ou seja, quais elementos de H1,1(X,Z) s~ao a primeira classe de Chern de um
brado de linha holomorfo. A resposta e armativa e fornecida pelo teorema a seguir
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Teorema 6.1.3. Teorema das (1, 1)-classes de Lefschetz
Se X e uma variedade de Kahler compacta, ent~ao c1 : Pic(X)→ H1,1(X,Z) e um mapa
sobrejetivo.
Demonstrac~ao. Como acima, temos o diagrama
Pic(X)
c1 // H2(X,Z) //
i2
&&
H2(X,OX) ' H0,2(X)
H2(X,C)
66
Seja c 2 H1,1(X,Z). Por denic~ao, i2 e sobrejetor sobre H1,1(X,Z), portanto existe α 2
H2(X,Z) com i2(α) = c. Como c e de tipo (1,1), c
0,2 = 0 e a imagem de c em H2(X,OX) '
H0,2(X) sera nula. Da comutatividade do diagrama, α 7→ 0 2 H2(X,OX). Como a primeira
linha do diagrama e exata, existe L 2 Pic(X) com c1(L) = α.
Portanto, mostramos que c = i2(c1(L)) 2 Im(Pic(X)→ H1,1(X,Z)).
Definic¸a˜o 6.1.3. Seja X uma variedade complexa compacta orientada de dimens~ao n e V  X
uma subvariedade fechada de codimens~ao complexa k. O dual de Poincare de V e uma classe
[ηV ] 2 H2k(X,R) tal que ∫
M
α∧ ηV =
∫
V
α|V
para toda forma fechada α 2 Ωn−k(X).
Neste caso, dizemos que [ηV ] e a classe fundamental de V.
E possvel mostrar que a classe fundamental de uma subvariedade fechada V  X e uma
classe integral, ou seja, que [ηV ] 2 Im(Hk(X,Z)→ Hk(X,R)). ([8], cap. 1)
Lema 6.1.4. Seja X uma variedade Kahler compacta de dimens~ao n e V  X uma
subvariedade complexa compacta de codimens~ao k. [V] 2 H2n−2k n~ao e uma classe
trivial.
Demonstrac~ao. Seja ω a forma de Kahler de X. Ent~ao a forma fundamental de V e dada
por ω|V . Pelo Teorema de Wirtinger,
vol(V) =
∫
V
ωn−k
(n− k)!
.
Como X e Kahler, dω = 0. Se V fosse um bordo, V = ∂Ω, teramos∫
ωn−k =
∫
∂Ω
ωn−k =
∫
Ω
d(wn− k)0
o que contradiz o fato de que
∫
V
ωn−k = (n− k)!vol(V) 6= 0.
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Tomando o dual de Poincare como acima, associamos a uma subvariedade complexa V  X
de codimens~ao k uma classe de cohomologia [ηV ] 2 H2k(X,R). Como mencionamos, na
verdade a classe e integral e podemos enxerga-la como [ηV ] 2 H2k(X,Z). Mais ainda, ao ser
vista como uma classe integral em H2k(X,C) ela sera de tipo previsto, a saber:
Lema 6.1.5. [ηV ] 2 Hk,k(X,Z) = Im(H2k(X,Z)→ H2k(X,C)) \Hk,k(X).
Demonstrac~ao. Pela decomposic~ao (p, q) para formas, como dimR V = 2n − 2k, devemos
ter Ω2n−2p(V) = Ωn−k,n−k(V). Note que, de fato, a forma de volume de V e de tipo misto.
Assim, se α 2 Ω2n−2k(X), α|V = αn−k,n−k. Do mesmo modo, temos Ω2n(X) = Ωn,n(X).
Como
∫
X
α ∧ ηX =
∫
V
α|V para toda forma fechada α 2 Ω2n−2k(X) e, pelo lema anterior,
0 6= [V] 2 H2n−2p(X,Z), temos α 2 B2n−2k(X) com α|V 6= 0 se e somente se α 2 Ωn−k,n−k(X).
Ora, mas se α ∧ ηV 2 Ωn,n(X) e α 2 Ωn−k,n−k(X), devemos ter ηV 2 Ωn−k,n−p(X), ou seja,
[ηV ] 2 Hk,k(X,Z).
Neste contexto, e natural nos perguntarmos: se X e uma variedade projetiva, que tipos
de classe de cohomologia em Hk,k(X,Z) provem de classes de subvariedades de X?
A generalizac~ao natural arma que toda classe em Hk,k(X,Z) e combinac~ao linear com
coecientes inteiros de classes fundamentais de subvariedades de X.
No entanto, esse enunciado foi provado falso por Atiyah e Hirzebruch, em seu artigo
\Vector bundles and homogeneous space" [2]. Neste artigo, apresentaram um exemplo de uma
classe de torc~ao em Hk,k(X,Z) que, pelo lema anterior, n~ao pode ser escrita como combinac~ao
linear de classes fundamentais de subvariedades de X.
A conjectura foi ent~ao reformulada, e passou a armar que toda classe de cohomologia
em Hk,k(X,Z) que n~ao e de torc~ao satisfaz a conjectura original. Esse resultado tambem foi
provado falso por Janos Kollar, em um artigo de 1992 [15].
Como vimos, a formulac~ao atual elimina a hipotese de coecientes inteiros por completo
e a substitui por racionais.
Conjectura de Hodge. Se X e uma variedade projetiva, ent~ao toda classe de cohomo-
logia em Hk,k(X,Q) e algebrica.
Observac~ao 6.1.3. Existem generalizac~oes da conjectura para outros contextos. Em particu-
lar, se retirarmos o requerimento de que a variedade seja projetiva e exigirmos apenas Kahler,
obtemos o seguinte enunciado: Seja X uma variedade complexa. Ent~ao toda classe de Hodge
de X e uma combinac~ao linear racional de classes de Chern de feixes coerentes de X. Em [?],
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Claire Voisin demonstrou que essa generalizac~ao n~ao e possvel, pois as classes de Chern de
feixes coerentes s~ao insucientes para gerar todas as classes de Hodge.
Definic¸a˜o 6.1.4. Vimos que divisores produzir~ao as combinac~oes lineares inteiras de classes
fundamentais de subvariedades de X. No caso, se D =
∑
aiVi e um divisor, denimos a
classe fundamental de D por [ηD] =
∑
ai[ηVi ].
Teorema 6.1.6. Seja X uma variedade projetiva. Ent~ao todo elemento de H1,1(X,Z) e a
classe fundamental de algum divisor em X.
Demonstrac~ao. A demonstrac~ao deste resultado depende depende do teorema das (1, 1)-
classes de Lefschetz e de mais dois fatos, a saber:
1. Para variedades projetivas, Div(X) → Pic(X) e um mapa sobrejetor, ou seja, todo
brado de linha holomorfo e da forma [D] para algum divisor D.
2. A primeira classe de Chern do brado [D] coincide com a classe fundamental de D, isto
e, c1([D]) = [ηD] 2 H2(X,R).
Assumindo estes resultados, e facil demonstrar o teorema. Seja [α] 2 H1,1(X,Z). Pelo teorema
das (1, 1)-classes de Lefschetz, existe um brado de linha L 2 Pic(X) com c1(L) = α 2
H1,1(X,Z). Por 1, existe um divisor D 2 Div(X) com [D] = L. Por 2, α = c1([D]) = [ηD].
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