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a b s t r a c t
Let G be a simple graph on n vertices and π(G) = (d1, d2, . . . , dn) be the degree sequence
of G, where n ≥ 3 and d1 ≤ d2 ≤ · · · ≤ dn. The classical Pósa’s theorem states that if
dm ≥ m + 1 for 1 ≤ m < n−12 and dm+1 ≥ m + 1 for n being odd and m = n−12 , then
G is Hamiltonian, which implies that G admits a nowhere-zero 4-flow. In this paper, we
further show that if G satisfies the Pósa-condition that dm ≥ m + 1 for 1 ≤ m < n−12 and
dm+1 ≥ m + 1 for n being odd and m = n−12 , then G has no nowhere-zero 3-flow if and
only if G is one of seven completely described graphs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Graphs in this paper are finite and may have multiple edges. Terms and notation not defined here are from [2]. A graph
is simple if it has no multiple edges and loops. A multigraph is a graph in which multiple edges are allowed.
Let G be a graph with an orientation D. For a vertex v ∈ V (G), we use E+(v) (or E−(v), respectively) to denote the set of
edges with tails (or heads, respectively) at v.
Let Zk be an (additive) abelian group of k elements with identity 0, and let F(G, Zk) denote the set of all functions from
E(G) to Zk. Given a function f ∈ F(G, Zk), let ∂ f : V (G)→ Zk be given by
∂ f (v) =
−
e∈E+(v)
f (e)−
−
e∈E−(v)
f (e),
where ‘‘
∑
’’ refers to the addition in Zk. f is called a Zk-flow in G if ∂ f (v) = 0 for each v ∈ V (G). For an edge e ∈ E(G), we
call f (e) the flow value of e. The support of f is defined by S(f ) = {e ∈ E(G)|f (e) ≠ 0}. f is called a nowhere-zero Zk-flow
if S(f ) = E(G). G is said to be Zk-connected if for every function b : V (G) → Zk satisfying∑v∈V (G) b(v) = 0, there exists
a nowhere-zero Zk-flow f such that ∂ f = b. For an integer k ≥ 2, a nowhere-zero k-flow of G is an integer-valued function
f on E(G) such that 0 < |f (e)| < k for each e ∈ E(G), and ∂ f (v) = 0 for each v ∈ V (G). It is well known that G has a
nowhere-zero Zk-flow if and only if it has a nowhere-zero k-flow. Therefore, a Zk-flow is also called a k-flow. As noted in [8],
the existence of a nowhere-zero k-flow of a graph G is independent of the choice of the orientation D. Tutte has several well
known conjectures on the existence of nowhere-zero k-flows (see [17]).
Conjecture 1.1 (Tutte, See Unsolved Problem 48 in [2]). Every 4-edge-connected graph admits a nowhere-zero 3-flow.
Conjecture 1.2 (Tutte [16]). Every 2-edge-connected graph either admits a nowhere-zero 4-flow, or has a subgraph contractible
to the Petersen graph.
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Fig. 1. The graphs satisfying the Pósa-condition and having no nowhere-zero 3-flow.
Conjecture 1.3 (Tutte [15]). Every 2-edge-connected graph admits a nowhere-zero 5-flow.
Jeager [7] showed that every 2-edge-connected graph has a nowhere-zero 8-flow, and Seymour [14] improved Jeager’s
result by showing that every 2-edge-connected graph has a nowhere-zero 6-flow. In this paper, we focus on nowhere-zero
3-flows.
Let G be a simple graph on n vertices, where n ≥ 3. It is well known that if G satisfies the Ore-condition that
dG(u) + dG(v) ≥ n for each uv ∉ E(G), then G is Hamiltonian, which implies that G admits a nowhere-zero 4-flow. But, it
is not necessary for G to have a nowhere-zero 3-flow. Recently, Fan and Zhou [6] characterized all simple graphs satisfying
the Ore-condition that admit a nowhere-zero 3-flow.
Theorem 1.1 (Fan and Zhou [6]). Let G be a simple graph on n vertices, where n ≥ 3. If dG(u)+ dG(v) ≥ n for each uv ∉ E(G),
then G has no nowhere-zero 3-flow if and only if G ∈ {G1,G2,G3,G4,G5,G6} as described in Fig. 1.
Let K+3,n−3 denote the graph obtained from the complete bipartite graph K3,n−3 by adding an edge between two vertices
of degree n − 3. Recently, Fan and Zhou [5] also characterized all simple graphs satisfying the degree sum condition that
admit a nowhere-zero 3-flow.
Theorem 1.2 (Fan and Zhou [5]). Let G be a 2-edge-connected simple graph on n vertices. If dG(u) + dG(v) ≥ n for each
uv ∈ E(G), then G has no nowhere-zero 3-flow if and only if G is K+3,n−3 or G ∈ {G1,G2,G3,G5,G6} as described in Fig. 1.
Let G be a simple graph on n vertices and π(G) = (d1, d2, . . . , dn) be the degree sequence of G, where n ≥ 3 and
d1 ≤ d2 ≤ · · · ≤ dn. It is well known that if G satisfies the Pósa-condition (see [13] or [1]) that dm ≥ m+1 for 1 ≤ m < n−12
and dm+1 ≥ m+1 for n being odd andm = n−12 , then G is Hamiltonian, which implies that G admits a nowhere-zero 4-flow.
But, it is not necessary for G to have a nowhere-zero 3-flow. The purpose of this paper is to characterize all simple graphs
satisfying the Pósa-condition that admit a nowhere-zero 3-flow as follows.
Theorem 1.3. Let G be a simple graph on n vertices, where n ≥ 3. If π(G) = (d1, d2, . . . , dn) satisfies dm ≥ m + 1 for
1 ≤ m < n−12 and dm+1 ≥ m + 1 for n being odd and m = n−12 , then G has no nowhere-zero 3-flow if and only if
G ∈ {G1,G2,G3,G4,G5,G6,G7} as described in Fig. 1.
Note. The Ore-condition implies the Pósa-condition, but not vice versa. In other words, if G satisfies the Ore-condition, then
G satisfies the Pósa-condition, but the converse is not true.
Proof. Assume that G is a simple graph on at least 3 vertices and G satisfies dG(u) + dG(v) ≥ n for each uv ∉ E(G). We
will show that π(G) = (d1, d2, . . . , dn) satisfies dm ≥ m + 1 for 1 ≤ m < n−12 and dm+1 ≥ m + 1 for n being odd
and m = n−12 . Let V (G) = {v1, v2, . . . , vn} such that dG(vi) = di for i = 1, 2, . . . , n. Assume that dm ≤ m for some
m, 1 ≤ m < n−12 . If vivj ∉ E(G) (1 ≤ i < j ≤ m), then by the Ore-condition, dG(vj) ≥ n − m > n2 > m, a contradiction.
Hence, v1, v2, . . . , vm forms a complete subgraph. If vjvm+1 ∉ E(G) (j ≤ m), then dG(vm+1) ≥ n− m by the Ore-condition,
and hence (n−m)2 ≤ dG(vm+1)+· · ·+ dG(vn) ≤ (n−m)(n−m− 1)+m < (n−m)2, a contradiction. So, we further have
that v1, v2, . . . , vm+1 forms a complete subgraph, which implies that dG(v1) = · · · = dG(vm) = m. Since vmvm+2 ∉ E(G),
dG(vm+2) ≥ n−m, and hence (n−m)(n−m− 1) ≤ dG(vm+2)+ · · · + dG(vn) ≤ (n−m− 1)(n−m− 2)+ (n−m− 1),
a contradiction. Thus, dm ≥ m + 1 for 1 ≤ m < n−12 . Now assume that dm+1 ≤ m for n being odd and m = n−12 . Similarly,
we have that v1, v2, . . . , vm+1 forms a complete subgraph, dG(v1) = · · · = dG(vm+1) = m and dG(vm+2) ≥ n − m. Thus,
(n − m)(n − m − 1) ≤ dG(vm+2) + · · · + dG(vn) ≤ (n − m − 1)(n − m − 2), which is also impossible. In order to
show that the converse is not true, we assume that G is a graph obtained from the complete graph Kn−2 (n ≥ 6) by adding
two new vertices x and y such that x is adjacent to two vertices of Kn−2 and y is adjacent to three vertices of Kn−2. Then,
π(G) = (d1, d2, . . . , dn) satisfies dm ≥ m+ 1 for 1 ≤ m < n−12 and dm+1 ≥ m+ 1 for n being odd andm = n−12 , but G does
not satisfy dG(u)+ dG(v) ≥ n for each uv ∉ E(G). 
2. Preliminaries
If H is a connected subgraph of the graph G, then G contracts H , denoted by G/H , is the graph obtained from G by deleting
all edges in H , identifying V (H) to a single new vertex, and then deleting all the resulting loops. A connected subgraph
H of G is k-flow contractible if G/H having a nowhere-zero k-flow implies that G has a nowhere-zero k-flow. As showed
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Fig. 2. The graphs satisfying the Ore-condition and being not Z3-connected.
in [4,5], the Zk-connectedness, a generalization of nowhere-zero k-flows introduced by Jaeger et al. [9], implies the k-flow
contractibility. In other words, if a connected subgraph H of G is Zk-connected, then it is k-flow contractible and it has a
nowhere-zero k-flow. On the Z3-connectedness, we have the following
Lemma 2.1. (1) [10] the 2-cycle (two parallel edges), K1, K−n (n ≥ 5) and Kn (n ≥ 5) are Z3-connected, where K−n is the graph
obtained from Kn by removing an edge;
(2) [3] Km,n is Z3-connected, where n ≥ m ≥ 4;
(3) [11] if G is a simple graph on n (≥3) vertices and G satisfies dG(u)+dG(v) ≥ n for each uv ∉ E(G), then G is not Z3-connected
if and only if G is one of the 12 graphs as described in Fig. 2.
Lemma 2.2. Let G be a simple graph on n vertices, where 3 ≤ n ≤ 6. If G satisfies the Pósa-condition, then G has no nowhere-
zero 3-flow if and only if G ∈ {G1,G2,G3,G4,G5,G6,G7}.
Proof. If G ∈ {G1,G2,G3,G4,G5,G6}, then by Theorem 1.1, G has no nowhere-zero 3-flow. In order to prove that G7 has
no nowhere-zero 3-flow, we let V (G7) = {v1, v2, v3, v4, v5, v6}, where dG7(v1) = 2, dG7(v6) = 4,NG7(v1) = {v5, v6},
NG7(v5) = {v1, v6, v3} andNG7(v3) = {v2, v4, v5}. Since the existence of a nowhere-zero 3-flow is independent of the choice
of the orientation of G7, we now consider an orientation of G7 so that v2 → v3, v2 → v4, v2 → v6, v3 → v4, v6 → v4. By
way of contradiction, suppose thatG7 admits a nowhere-zero 3-flow f , thenwemust have that f (v2v3) = f (v2v4) = f (v2v6)
and f (v2v4) = f (v3v4) = f (v6v4). Hence, f (v2v3) = f (v3v4) and then f (v3v5) = 0, a contradiction. So G7 has no nowhere-
zero 3-flow.
Conversely, suppose that G has no nowhere-zero 3-flow. If 3 ≤ n ≤ 4, then G satisfies the Ore-condition, Theorem 1.1
implies that G = G1. Assume that n = 5. Then d1 ≥ 2 and d3 ≥ 3. If d2 ≥ 3, then G satisfies the Ore-condition, Theorem 1.1
implies that G = G2. If d1 = d2 = 2, then π(G) = (2, 2, 3, 3, 4), which implies that G is the graph obtained from
P3 = x1x2x3x4 (a path of length 3) by adding a new vertex x that is adjacent to each vertex of P3. It is easy to see that
G \ {x1, x4} ∪ {xx2, xx3} is a triangle with multiple edges which admits a nowhere-zero 3-flow. So, G has a nowhere-zero
3-flow. Now assume that n = 6. Then d1 ≥ 2 and d2 ≥ 3. If d1 ≥ 3, then G satisfies the Ore-condition, Theorem 1.1 implies
that G ∈ {G3,G4,G5,G6}. If d1 = 2, let x ∈ V (G) and NG(x) = {u, v}, and let G′ be the graph obtained from G by removing x
and adding an edge uv. If G′ is a simple graph, then G′ admits a nowhere-zero 3-flow, and hence so is G. If G′ has a 2-cycle
on {u, v}, then contract this 2-cycle and recursively contract any new 2-cycle obtained, eventually, we get a simple graph
G′′. If G′′ ≠ G1, then G′′ has a nowhere-zero 3-flow, and so is G′, then so is G. If G′′ = G1, then G = G7. 
For subgraphs A and B of G, eG(A, B) denotes the number of edges with one end in A and the other end in B.
Lemma 2.3. Let G be a simple graph on 7 vertices, and let π(G) = (d1, d2, . . . , d7). If G satisfies the Pósa-condition, that is
d1 ≥ 2, d2 ≥ 3 and d4 ≥ 4. Then G admits a nowhere-zero 3-flow.
Proof. Let V (G) = {v1, v2, . . . , v7} so that dG(vi) = di for 1 ≤ i ≤ 7. If dG(v1) = d1 = 2, let NG(v1) = {x, y} and G′
be the graph obtained from G by deleting v1 and adding xy. Obviously, G′ satisfies the Pósa-condition. If G′ is simple, by
Lemma 2.2 and G′ ∉ {G3,G4,G5,G6,G7},G′ admits a nowhere-zero 3-flow, then so does G. If G′ is not simple, let G∗ be the
simple graph obtained from G′ by recursively contracting 2-cycles. It is easy to see that G∗ satisfies the Pósa-condition and
G∗ has at most 3 vertices of degree less than 4, which implies that G∗ is not any graph in Fig. 1 and G∗ admits a nowhere-zero
3-flow, then so do G′ and G by Lemma 2.1. We assume that the minimum degree δ(G) ≥ 3. If G contains a K5, by d1 ≥ 2
and d2 ≥ 3, contract K5 and recursively contract all resulting 2-cycles, eventually, we get K1. By Lemma 2.1, G admits a
nowhere-zero 3-flow. We now further assume that G does not contain a K5. Since |G| is odd, there exists a v ∈ V (G) such
that dG(v) = 2k, where 2 ≤ k ≤ 3. Denote NG(v) = {x1, x2, x3, x4, . . . , x2k−1, x2k}. Since the induced subgraph of NG(v) in
G contains no K4, without loss of generality, we may assume that x1x2, . . . , x2k−3x2k−2 ∉ E(G). Let G′ be the graph obtained
from G by deleting v and adding edges x1x2, . . . , x2k−3x2k−2, x2k−1x2k. Clearly, G′ satisfies the Pósa-condition. If G′ is simple,
by Lemma 2.2 and G′ ∉ {G3,G4,G5,G6,G7},G′ admits a nowhere-zero 3-flow, then so does G. If G′ is not simple, let G∗ be
the simple graph obtained from G′ by recursively contracting 2-cycles. Then, G∗ = K1, or G∗ satisfies the Pósa-condition and
there is a u ∈ V (G∗) such that dG∗(u) ≥ 4, which implies thatG∗ ≠ G1,G2. By Lemmas 2.1 and 2.2,G∗ admits a nowhere-zero
3-flow, then so do G′ and G. 
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Let Tt denote the union of t triangles xyz1, . . . , xyzt with edge xy in common so that zi ≠ zj for any i ≠ j.
Lemma 2.4. Let G be a simple graph on n vertices (n ≥ 8) and π(G) = (d1, d2, . . . , dn), where n is even and di is odd for
i = 1, 2, . . . , n.
(1) If n2 is even and π(G) = (3, 3, 5, 5, . . . , n2 − 1, n2 − 1, n2 + 1, n2 + 1, . . . , n2 + 1), then G contains a T2 with dG(z1) = n2 + 1;
(2) If n2 is odd and π(G) = (3, 3, 5, 5, . . . , n2 − 2, n2 − 2, n2 , n2 , . . . , n2 ), then G has a nowhere-zero 3-flow, or G contains a T2
with dG(z1) = n2 , or G contains a T3 with dG(x) = dG(y) = n2 and n2 − 2 ≥ dG(z1) ≥ dG(z2) ≥ dG(z3).
Proof. (1) Let V (G) = {v1, v2, . . . , vn} so that dG(vi) = di for 1 ≤ i ≤ n. Since π(G) = (3, 3, 5, 5, . . . , n2 − 1, n2 − 1, n2 +
1, n2 + 1, . . . , n2 + 1), we have that d n2−1 = n2 + 1, there exists an edge v n2−1vi ∈ E(G) with i > n2 − 1 and di = n2 + 1. Let
A = NG(v n2−1) ∩ NG(vi), B = NG(v n2−1) \ (A ∪ {vi}), C = NG(vi) \ (A ∪ {v n2−1}) and D = V (G) \ (A ∪ B ∪ C ∪ {v n2−1, vi}).
Clearly, |A| ≥ 2. Assume that A = {a1, a2, . . . , at}, where t ≥ 2. Then |D| = t − 2. If dG(ai) = n2 + 1 for some i or A is not an
independent set in G, then G contains a T2 with dG(z1) = n2 + 1. If dG(ai) ≤ n2 − 1 for each i and A is an independent set in
G, by t ≤ n2 − 2 and the Pósa-condition, dG(ai) ≥ t + 1 for some i, and hence there is a v ∈ B ∪ C so that aiv ∈ E(G), then G
contains a T2 with dG(z1) = n2 + 1.
(2) Let V (G) = {v1, v2, . . . , vn} so that dG(vi) = di for 1 ≤ i ≤ n. Clearly, dG(vi) = n2 for i ≥ n2 − 2. Take
v n
2−2vi ∈ E(G) with i > n2 − 2, and let A = NG(v n2−2) ∩ NG(vi), B = NG(v n2−2) \ (A ∪ {vi}), C = NG(vi) \ (A ∪ {v n2−2})
and D = V (G) \ (A ∪ B ∪ C ∪ {v n
2−2, vi}). For |A| ≥ 3, it is easy to see that G contains a T2 with dG(z1) = n2 or G contains a
T3 with dG(x) = dG(y) = n2 and n2 − 2 ≥ dG(z1) ≥ dG(z2) ≥ dG(z3). We assume that |A| ≤ 2. By |D| = |A|, if there is a u ∈ A
with dG(u) ≥ 5, then there is a v ∈ B ∪ C so that uv ∈ E(G), then G contains a T2 with dG(z1) = n2 . Hence we may further
assume that for any x′y′ ∈ E(G)with dG(x′) = dG(y′) = n2 , |NG(x′) ∩ NG(y′)| ≤ 2 and dG(u) = 3 for any u ∈ NG(x′) ∩ NG(y′).
Case 1. |A| = 2.
Take vj ∈ NG(vi) with dG(vj) = n2 and vj ≠ v n2−2, and let a ∈ NG(vi) ∩ NG(vj). By dG(a) = 3, if a ∈ A, then G contains a
T2 with dG(z1) = n2 . If a ∉ A, then G has at least three vertices having degree 3, a contradiction. If NG(vi) ∩ NG(vj) = ∅, let
B′ = NG(vi) \ {vj} and C ′ = NG(vj) \ {vi}, then |B′| = |C ′| = n2 − 1. B′ has at most n2 − 3 vertices having degree n2 and C ′
has at least four vertices having degree n2 . Let ci ∈ C ′ with dG(ci) = n2 for i = 1, 2, 3, 4. If u is one neighbor of some ci in C ′,
then dG(u) = 3, a contradiction. If ci has no neighbor in C ′ for each i, then ci is adjacent to each vertex in B′ for each i, which
implies that dG(a) ≥ 5 for each a ∈ A, a contradiction.
Case 2. |A| = 1.
Let A = {a}. Take vj ∈ NG(vi)with dG(vj) = n2 and vj ≠ v n2−2. If a ∈ NG(vj), then G contains a T2 with dG(z1) = n2 . Assume
that a ∉ NG(vj). Let A′ = NG(vi) ∩ NG(vj), B′ = NG(vi) \ (A′ ∪ {vj}) and C ′ = NG(vj) \ (A′ ∪ {vi}). Then |A′| ≤ 1. If |A′| = 0,
then |B′| = |C ′| = n2 − 1. B′ has at most n2 − 2 vertices having degree n2 and C ′ has at least three vertices having degree n2 .
Let ci ∈ C ′ with dG(ci) = n2 for i = 1, 2, 3. Without loss of generality, we may assume that c1 has only one neighbor in C ′.
Then c1 is adjacent to n2 −2 vertices of B′. Moreover, for i = 2 and 3, ci has no neighbor in C ′, i.e., ci is adjacent to each vertex
in B′, which implies that dG(a) ≥ 4, a contradiction. If |A′| = 1, let A′ = {a′}, then dG(a′) = 3. Since vi is adjacent to at least
three vertices having degree n2 , we may take vk ∈ NG(vi) with dG(vk) = n2 and vk ≠ v n2−2 and vj. If {a, a′} ∩ NG(vk) ≠ ∅,
then G contains a T2 with dG(z1) = n2 . Assume that {a, a′} ∩ NG(vk) = ∅, and let A′′ = NG(vi) ∩ NG(vk). If |A′′| ≥ 1, then
dG(u) = 3 for u ∈ A′′, a contradiction. If |A′′| = 0, then G contains K5, n2 as a subgraph. Contract K5, n2 and recursively contract
all resulting 2-cycles, eventually, we get K1. By Lemma 2.1, G admits a nowhere-zero 3-flow.
Case 3. |A| = 0.
Then |B| = |C | = n2 − 1. Since n ≥ 10 and G has at least 8 vertices having degree n2 , without loss of generality, we may
assume that C has at least three vertices having degree n2 . Let ci ∈ C with dG(ci) = n2 for i = 1, 2, 3. If u is one neighbor of
some ci in C , by the above argument with ci playing the role of v n2−2, then G has a nowhere-zero 3-flow, or G contains a T2
with dG(z1) = n2 , or G contains a T3 with dG(x) = dG(y) = n2 and n2 − 2 ≥ dG(z1) ≥ dG(z2) ≥ dG(z3). If ci has no neighbor in
C for each i, then ci is adjacent to each vertex in B for each i, which implies that G contains K4, n2 as a subgraph. Contract K4, n2
and recursively contract all resulting 2-cycles, eventually, we get K1. By Lemma 2.1, G admits a nowhere-zero 3-flow. 
Lemma 2.5. Let G be a simple graph on n vertices (n ≥ 8), π(G) = (d1, d2, . . . , dn) and G satisfy the Pósa-condition. Assume
that G contains a K5. Contract K5 and recursively contract all resulting 2-cycles, eventually, we get the simple graph G∗. Then G∗
is K1 or G∗ also satisfies the Pósa-condition.
Proof. There exists a connected subgraph H of G containing K5 such that G∗ = G/H and all vertices in G∗, except for u∗,
have the same degree as in G, where u∗ is the new vertex into which H is contracted. Moreover, eG(x,H) ≤ 1 for each
x ∈ V (G) \ V (H). Denote n∗ = |V (G∗)| and R = G− V (H). We consider the following two cases.
Case 1. n is even.
If |V (H)| ≥ n2 + 1, then |V (R)| ≤ n2 − 1, by the Pósa-condition, there is a x ∈ V (R) such that dG(x) ≥ |V (R)| + 1, and
hence eG(x,H) ≥ 2, which is impossible as G∗ is simple. Thus, V (R) = ∅. In other words, G∗ = K1.
If |V (H)| = n2 , then |V (R)| = n2 and n∗ = n2 + 1. By d n2−1 ≥ n2 , there are at least n2 + 2 vertices having degree at least n2 in
G. Hence, dG∗(u∗) ≥
n
2+2
2 = n4 + 1 = n
∗+1
2 . Moreover, dG∗(u) = dG(u) for u ∈ V (G∗) \ {u∗}. It is easy to see that G∗ satisfies
the Pósa-condition.
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Assume that |V (H)| = s ≤ n2−1. Let {dG(x)|x ∈ V (H)} = {dh1 , dh2 , . . . , dhs} and {dG(x)|x ∈ V (R)} = {dr1 , dr2 , . . . , drn−s},
where h1 < h2 < · · · < hs, r1 < r2 < · · · < rn−s and {h1, h2, . . . , hs} ∪ {r1, r2, . . . , rn−s} = {1, 2, . . . , n}. If h1 = 1, by
the Pósa-condition, dhs ≥ s + 1 and dhs−1 ≥ s, and hence dG∗(u∗) = eG(H, R) ≥ (dhs − (s − 1)) + (dhs−1 − (s − 1)) ≥
((s + 1) − (s − 1)) + (s − (s − 1)) = 3, then the degree sequence of G∗ is (dG∗(u∗), dr1 , dr2 , . . . , drn−s) (not necessarily in
non-decreasing order). By r1 ≥ 2,G∗ satisfies the Pósa-condition. Assume that h1 = t > 1. Then r1 = 1, . . . , rt−1 = t − 1.
If t − 1 + s ≤ n2 − 1, by the Pósa-condition, dhs ≥ t + s and dhs−1 ≥ t + s − 1, and hence dG∗(u∗) = eG(H, R) ≥
(dhs − (s− 1))+ (dhs−1 − (s− 1)) ≥ 2t + 1, then the degree sequence of G∗ is (dr1 , . . . , drt−1 , dG∗(u∗), drt , . . . , drn−s) (not
necessarily in non-decreasing order), and G∗ satisfies the Pósa-condition. If t−1+s ≥ n2 , let p = n2−t , then dhp ≥ p+t = n2 .
Since s ≤ n2 − 1, we have that
dG∗(u∗) ≥ (dhp − (s− 1))+ (dhp+1 − (s− 1))+ · · · + (dhs − (s− 1))
= (dhp − (p− 1)− (s− p))+ (dhp+1 − (s− 1))+ · · · + (dhs − (s− 1))
≥ (t + 1− (s− p))+ 2(s− p)
≥ t + 1+ (s− p) ≥ t + 2.
Thus, the degree sequence of G∗ is (dr1 , . . . , drt−1 , dG∗(u
∗), drt , . . . , drn−s), and G∗ also satisfies the Pósa-condition.
Case 2. n is odd.
If |V (H)| ≥ n+12 + 1, then |V (R)| ≤ n−12 − 1, by the Pósa-condition, there is an x ∈ V (R) such that dG(x) ≥ |V (R)| + 1,
and hence eG(x,H) ≥ 2, a contradiction. Thus, V (R) = ∅. In other words, G∗ = K1.
If |V (H)| = n+12 , then |V (R)| = n−12 . On one hand, by eG(x,H) ≤ 1 for each x ∈ V (R), we have that dG(x) ≤
(|V (R)|−1)+1 = n−12 for each x ∈ V (R) and eG(R,H) ≤ |V (R)| = n−12 . On the other hand, by d n+12 ≥
n+1
2 , there are at least
n+1
2 vertices having degree at least
n+1
2 inG, which implies that dG(x) ≥ n+12 for each x ∈ V (H) and eG(H, R) ≥ |V (H)| = n+12 ,
a contradiction.
Assume that |V (H)| = s ≤ n−12 . Let {dG(x)|x ∈ V (H)} = {dh1 , dh2 , . . . , dhs} and {dG(x)|x ∈ V (R)} = {dr1 , dr2 , . . . , drn−s},
where h1 < h2 < · · · < hs, r1 < r2 < · · · < rn−s and {h1, h2, . . . , hs} ∪ {r1, r2, . . . , rn−s} = {1, 2, . . . , n}. If h1 = 1, by
the Pósa-condition, dhs ≥ dhs−1 ≥ s, and hence dG∗(u∗) ≥ 2, then the degree sequence of G∗ is (dG∗(u∗), dr1 , dr2 , . . . , drn−s).
By r1 ≥ 2,G∗ satisfies the Pósa-condition. Assume that h1 = t > 1. Then r1 = 1, . . . , rt−1 = t − 1. If t − 1 + s ≤ n−12 ,
by the Pósa-condition, dhs ≥ dhs−1 ≥ t + s − 1, and hence dG∗(u∗) ≥ 2t ≥ t + 2, then the degree sequence of G∗
is (dr1 , . . . , drt−1 , dG∗(u
∗), drt , . . . , drn−s), and G∗ satisfies the Pósa-condition. If t − 1 + s ≥ n+12 , let p = n−12 − t , then
dhp ≥ p+ t = n−12 . Since s ≤ n−12 , we have that
dG∗(u∗) ≥ (dhp − (s− 1))+ (dhp+1 − (s− 1))+ · · · + (dhs − (s− 1))
= (dhp − (p− 1)− (s− p))+ (dhp+1 − (s− 1))+ · · · + (dhs − (s− 1))
≥ (t + 1− (s− p))+ (s− p)
≥ t + 1.
Thus, the degree sequence of G∗ is (dr1 , . . . , drt−1 , dG∗(u
∗), drt , . . . , drn−s), and G∗ also satisfies the Pósa-condition. 
Lemma 2.6. Let G be a simple graph on n vertices (n ≥ 8), G contains no K5, π(G) = (d1, d2, . . . , dn) and G
satisfy the Pósa-condition. Let v ∈ V (G) such that dG(v) is even and dG(v) is minimum, and denote NG(v) =
{x1, x2, . . . , x2k−1, x2k}, where k ≥ 1. Since the induced subgraph of NG(v) in G contains no K4, without loss of generality,
we may assume that x1x2, x3x4, . . . , x2k−3x2k−2 ∉ E(G). Let G′ be the graph obtained from G by deleting v and adding edges
x1x2, x3x4, . . . , x2k−3x2k−2, x2k−1x2k. Then
(1) if dG(v) = dk for some k ∈ {1, 2, . . . , n}, then π(G′) = (d1, . . . , dk−1, dk+1, . . . , dn);
(2) if G′ contains the 2-cycle on {x2k−1, x2k}, contract this 2-cycle and recursively contract all resulting 2-cycles, eventually, we
get the simple graph G∗, then G∗ is K1 or G∗ also satisfies the Pósa-condition.
Proof. (1) Since each vertex in G′ has the same degree as in G and the vertex v with degree dk is deleted from G, we have
that π(G′) = (d1, . . . , dk−1, dk+1, . . . , dn).
(2) There is a connected subgraphH of G′ containing the 2-cycle on {x2k−1, x2k} such that G∗ = G′/H and all vertices in G∗,
except for u∗, have the same degree as in G, where u∗ is the new vertex into which H is contracted. Moreover, eG′(x,H) ≤ 1
for each x ∈ V (G′) \ V (H). Denote n∗ = |V (G∗)| and R = G′ − V (H).
If |V (H)| > n−12 , then |V (R)| < n−12 , by the Pósa-condition, there is an x ∈ V (R) such that dG(x) ≥ |V (R)| + 1, and
hence eG′(x,H) ≥ 2, which is impossible as G∗ is simple. Thus, V (R) = ∅. In other words, G∗ = K1. For |V (H)| ≤
 n−1
2

, we
consider the following two cases.
Case 1. n is odd.
If |V (H)| = n−12 , then |V (R)| = n−12 . By d n−12 +1 ≥
n+1
2 , there are at least
n+1
2 vertices having degree at least
n+1
2
in G. Since eG′(x,H) ≤ 1 for any x ∈ V (R), we must have that dG(x) ≥ n+12 for any x ∈ V (H), which implies that
eG′(H, R) ≥ 2
 n−1
2 − 2
+ 2 = n− 3 > n−12 , a contradiction.
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Assume that |V (H)| = s ≤ n−12 − 1. Let {dG(x)|x ∈ V (H)} = {dh1 , dh2 , . . . , dhs} and {dG(x)|x ∈ V (R)} ={dr1 , dr2 , . . . , drn−1−s}, where h1 < h2 < · · · < hs, r1 < r2 < · · · < rn−1−s and {h1, h2, . . . , hs} ∪ {r1, r2, . . . , rn−1−s} ={1, 2, . . . , n} \ {k}.
Subcase 1.1. h1 = 1 or k = 1.
If dk > dhs , then dhi is odd for each i = 1, 2, . . . , s. By the Pósa-condition, dhs ≥ dhs−1 ≥ s+ 1 if s is even, and dhs ≥ s+ 2
and dhs−1 ≥ s if s is odd, and hence dG∗(u∗) = eG′(H, R) ≥ (dhs − (s − 1)) + (dhs−1 − (s − 1)) − 2 ≥ 2, then the degree
sequence of G∗ is (dG∗(u∗), dr1 , dr2 , . . . , drn−1−s), and G
∗ satisfies the Pósa-condition. If dhs−1 < dk ≤ dhs , then dhi is odd for
each i = 1, 2, . . . , s− 1. By the Pósa-condition, dhs ≥ dhs−1 ≥ s+ 1 if s is even, and dhs−1 ≥ dhs−2 ≥ s and dhs ≥ s+ 1 if s is
odd (s ≥ 3), and hence dG∗(u∗) = eG′(H, R) ≥ (dhs − (s−1))+ (dhs−1 − (s−1))+ (dhs−2 − (s−1))−2 ≥ 2, then the degree
sequence of G∗ is (dG∗(u∗), dr1 , dr2 , . . . , drn−1−s), and G
∗ satisfies the Pósa-condition. If dk ≤ dhs−1 , then dhs ≥ dhs−1 ≥ s+ 1,
and hence dG∗(u∗) ≥ 2, then the degree sequence of G∗ is (dG∗(u∗), dr1 , dr2 , . . . , drn−1−s), and G∗ satisfies the Pósa-condition.
Subcase 1.2. min{h1, k} = t > 1.
Then r1 = 1, . . . , rt−1 = t−1. If t−1+ s ≤ n−12 −1, by the Pósa-condition, dhs ≥ t+ s and dhs−1 ≥ t+ s−1, and hence
dG∗(u∗) ≥ 2t − 1 = t + t − 1 ≥ t + 1, then the degree sequence of G∗ is (dr1 , . . . , drt−1 , dG∗(u∗), drt , . . . , drn−1−s), and G∗
satisfies the Pósa-condition. If t − 1+ s ≥ n−12 , let p = n−12 − t , then dhp ≥ p+ t = n−12 . Since s ≤ n−12 − 1, we have that
dG∗(u∗) ≥ (dhp − (s− 1))+ (dhp+1 − (s− 1))+ · · · + (dhs − (s− 1))− 2
= (dhp − (p− 1)− (s− p))+ (dhp+1 − (s− 1))+ · · · + (dhs − (s− 1))− 2
≥ (t + 1− (s− p))+ 2(s− p)− 2
≥ t + 1+ (s− p)− 2 ≥ t.
If dG∗(u∗) ≥ t + 1, then the degree sequence of G∗ is (dr1 , . . . , drt−1 , dG∗(u∗), drt , . . . , drn−1−s), and G∗ satisfies the Pósa-
condition. If dG∗(u∗) = t , then we must have that s = n−12 − 1, p = s− 1 = n−12 − 2, dhp = · · · = dhs = n−12 and t = 2. By
dhp−1 ≥ p+t−1 = n−12 −1,we get that dG∗(u∗) ≥ (dhp−1−(s−1))+(dhp−(s−1))+(dhp+1−(s−1))−2 ≥ 1+2+2−2 = 3.
Then the degree sequence of G∗ is (dr1 , dG∗(u
∗), dr2 , . . . , drn−1−s), and G
∗ also satisfies the Pósa-condition.
Case 2. n is even.
If |V (H)| = n2 − 1, then |V (R)| = n2 and n∗ = n2 + 1. By d n2−1 ≥ n2 , there are at least n2 + 2 vertices having degree at least
n
2 in G. Let ℓ (resp. ℓ
′) be the number of vertices in H (resp. R) having degree at least n2 . Clearly, ℓ+ ℓ′ ≥ n2 + 1. If ℓ ≥ n8 + 32 ,
then dG∗(u∗) = eG′(H, R) ≥ 2ℓ− 2 ≥ n4 + 1 = n
∗+1
2 . If ℓ ≤
 n
8 + 32

, then dG∗(u∗) = eG′(R,H) ≥ ℓ′ ≥ n2 + 1−
 n
8 + 32
 ≥
n
4 + 1 = n
∗+1
2 . Clearly, G
∗ satisfies the Pósa-condition.
Assume that |V (H)| = s ≤ n2 − 2. Let {dG(x)|x ∈ V (H)} = {dh1 , dh2 , . . . , dhs} and {dG(x)|x ∈ V (R)} ={dr1 , dr2 , . . . , drn−1−s}, where h1 < h2 < · · · < hs, r1 < r2 < · · · < rn−1−s and {h1, h2, . . . , hs} ∪ {r1, r2, . . . , rn−1−s} ={1, 2, . . . , n} \ {k}.
Subcase 2.1. h1 = 1 or k = 1.
If dk > dhs , then dhi is odd for each i = 1, 2, . . . , s. By the Pósa-condition, dhs ≥ dhs−1 ≥ s + 1, or dhs ≥ s + 2 and
dhs−1 ≥ s, and hence dG∗(u∗) ≥ 2, then the degree sequence of G∗ is (dG∗(u∗), dr1 , dr2 , . . . , drn−1−s) and G∗ satisfies the
Pósa-condition. If dk ≤ dhs , by the Pósa-condition, dhs ≥ s + 2, and hence dG∗(u∗) ≥ 2, then the degree sequence of G∗ is
(dG∗(u∗), dr1 , dr2 , . . . , drn−1−s) and G
∗ satisfies the Pósa-condition.
Subcase 2.2. min{h1, k} = t > 1.
Then r1 = 1, . . . , rt−1 = t − 1. If t − 1+ s ≤ n2 − 1, by the Pósa-condition, dhs ≥ t + s and dhs−1 ≥ t + s− 1, and hence
dG∗(u∗) ≥ 2t − 1 = t + t − 1 ≥ t + 1, then the degree sequence of G∗ is (dr1 , . . . , drt−1 , dG∗(u∗), drt , . . . , drn−1−s) and G∗
satisfies the Pósa-condition. If t − 1+ s ≥ n2 , let p = n2 − t , then dhp ≥ p+ t = n2 . Since s ≤ n2 − 2, we have that
dG∗(u∗) ≥ (dhp − (s− 1))+ (dhp+1 − (s− 1))+ · · · + (dhs − (s− 1))− 2
≥ (t + 1− (s− p))+ 3(s− p)− 2
≥ t + 1+ 2(s− p)− 2 ≥ t + 1.
Thus, the degree sequence of G∗ is (dr1 , . . . , drt−1 , dG∗(u
∗), drt , . . . , drn−1−s) and G
∗ also satisfies the Pósa-condition. 
Lemma 2.7. Let G be a simple graph on n vertices (n ≥ 8) and π(G) = (d1, d2, . . . , dn), where n is even and di is odd for
i = 1, 2, . . . , n. If G is such a graph that satisfies the Pósa-condition and |E(G)| is minimum, then G contains a K5 or
π(G) =


3, 3, 5, 5, . . . ,
n
2
− 1, n
2
− 1, n
2
+ 1, n
2
+ 1, . . . , n
2
+ 1

if
n
2
is even,
3, 3, 5, 5, . . . ,
n
2
− 2, n
2
− 2, n
2
,
n
2
, . . . ,
n
2

if
n
2
is odd.
Proof. We first assume that G contains no K5 and n2 is even. If dn ≥ n2 + 3, let v ∈ V (G) with dG(v) = dn, then the induced
subgraph of NG(v) in G contains no K4 and there are x, y ∈ NG(v) with xy ∉ E(G). Let G′ be the graph obtained from G by
deleting edges vx, vy and adding edge xy. It is easy to see that G′ is a simple graph on n vertices, the degree sequence of G′
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is (d1, d2, . . . , dn−1, dn − 2) (not necessarily in non-decreasing order), G′ satisfies the Pósa-condition and |E(G′)| < |E(G)|,
which contradicts the choice of G. Hence, by d n
2−1 ≥ n2 , we have that d n2−1 = d n2 = · · · = dn = n2 + 1. If d2k ≥ 2k + 3 for
some k ∈ {1, 2, . . . , n4 − 1}, let u ∈ V (G) with dG(u) = d2k and x, y ∈ NG(v) with xy ∉ E(G), let G′ be the graph obtained
from G by deleting edges ux, uy and adding edge xy. It is easy to see that G′ satisfies the Pósa-condition and |E(G′)| < |E(G)|,
which contradicts the choice of G. Hence, d2k = 2k+1 for any k ∈ {1, 2, . . . , n4 −1}, which also implies that d2k−1 = 2k+1
for any k ∈ {1, 2, . . . , n4 − 1}. Thus, π(G) = (3, 3, 5, 5, . . . , n2 − 1, n2 − 1, n2 + 1, n2 + 1, . . . , n2 + 1). The proof of the case
for n2 to be odd is similar. 
Lemma 2.8. Let G be a simple graph on n vertices (n ≥ 8) and
π(G) =


3, 3, 5, 5, . . . ,
n
2
− 1, n
2
− 1, n
2
+ 1, n
2
+ 1, . . . , n
2
+ 1

if
n
2
is even,
3, 3, 5, 5, . . . ,
n
2
− 2, n
2
− 2, n
2
,
n
2
, . . . ,
n
2

if
n
2
is odd.
Assume that G contains a T2 with dG(z1) = n2 + 1 if n2 is even and dG(z1) = n2 if n2 is odd, and G′ is the graph obtained from G by
deleting z1x, z1y and adding xy. Contract the 2-cycle on {x, y} and recursively contract all resulting 2-cycles, eventually, we get
the simple graph G∗. Then G has a nowhere-zero 3-flow or G∗ satisfies the Pósa-condition.
Proof. Clearly, if n2 is even then G has
n
2 + 2 vertices having degree n2 + 1, and if n2 is odd then G has n2 + 3 vertices having
degree n2 , there is a connected subgraph H of G
′ containing the 2-cycle on {x, y} such that G∗ = G′/H and all vertices in
G∗, except for u∗ and z1, have the same degree as in G, where u∗ is the new vertex into which H is contracted. Moreover,
eG′(u,H) ≤ 1 for each u ∈ V (G′) \ V (H). Denote n∗ = |V (G∗)| and R = G′ − V (H).
Case 1. n2 is even and π(G) =

3, 3, 5, 5, . . . , n2 − 1, n2 − 1, n2 + 1, n2 + 1, . . . , n2 + 1

.
If |V (H)| ≥ n2 + 2, then |V (R)| ≤ n2 − 2, by dG′(z1) = n2 − 1 or the Pósa-condition, there is a u ∈ V (R) such that
dG′(u) ≥ |V (R)| + 1, and hence eG′(u,H) ≥ 2, a contradiction. Thus, V (R) = ∅. In other words, G∗ = K1, which implies that
G′ admits a nowhere-zero 3-flow, then so does G.
If |V (H)| = n2 + 1, then |V (R)| = n2 − 1 and n∗ = n2 . In this case, we must have that dG′(u) = n2 + 1 for
any u ∈ V (H) and z1 ∈ V (R), which implies that eG′(H, R) = n2 − 1, i.e., dG∗(u∗) = n2 − 1. Hence, π(G∗) =
3, 3, 5, 5, . . . , n2 − 3, n2 − 3, n2 − 1, n2 − 1, n2 − 1, n2 − 1

and G∗ satisfies the Pósa-condition.
If |V (H)| = |V (R)| = n2 , then there is an u ∈ V (R) such that dG′(u) = n2 + 1, and hence eG′(u,H) ≥ 2, a contradiction.
Assume that |V (H)| = s ≤ n2 − 1. Let {dG′(x)|x ∈ V (H)} = {dh1 , dh2 , . . . , dhs} and {dG′(x)|x ∈ V (R)} ={dr1 , dr2 , . . . , drn−s}, where dh1 ≤ dh2 ≤ · · · ≤ dhs and dr1 ≤ dr2 ≤ · · · ≤ drn−s .
Subcase 1.1. dh1 = 3.
If z1 ∈ V (H), then dG∗(u∗) = dG′(z1) − (s − 3) ≥ 3, and hence G∗ satisfies the Pósa-condition. If z1 ∈ V (R), then
dhs ≥ dhs−1 ≥ s+ 1, or dhs ≥ s+ 2 and dhs−1 ≥ s, and hence dG∗(u∗) ≥ 2, then by n∗ ≤ n− 2 and dG∗(z1) = n2 − 1 ≥ n
∗
2 ,G
∗
satisfies the Pósa-condition.
Subcase 1.2. dh1 > 3.
Let t be the positive integer so that drt−1 ≤ dh1 and drt > dh1 . Clearly, t ≥ 3. If t − 1 + s ≤ n2 − 1 and z1 ∈ V (H),
then dG∗(u∗) = dG′(z1) − (s − 3) = n2 − 1 − (s − 3) ≥ t + 2. If t − 1 + s ≤ n2 − 1 and z1 ∈ V (R), then dhs ≥ t + s and
dhs−1 ≥ t + s − 1, dG∗(u∗) ≥ 2t − 1 = t + t − 1 ≥ t + 2. Therefore, G∗ satisfies the Pósa-condition. If t − 1 + s ≥ n2 and
z1 ∈ V (H), let p = n2 − t , then dG′(z1) = p+ t − 1 = n2 − 1 and dhp+1 = n2 + 1. Since s ≤ n2 − 1, we have that
dG∗(u∗) ≥ (dG′(z1)− (s− 3))+ (dhp+1 − (s− 1))+ · · · + (dhs − (s− 1))− 2
= (dG′(z1)− (p− 3)− (s− p))+ (dhp+1 − (s− 1))+ · · · + (dhs − (s− 1))− 2
≥ (t + 2− (s− p))+ 3(s− p)− 2
≥ t + 2+ 2(s− p)− 2 ≥ t + 2.
If t − 1+ s ≥ n2 and z1 ∈ V (R), let p = n2 − t , then dhp = n2 + 1 = p+ t + 1. Since s ≤ n2 − 1, we have that
dG∗(u∗) ≥ (dhp − (s− 1))+ (dhp+1 − (s− 1))+ · · · + (dhs − (s− 1))− 2
= (dhp − (p− 1)− (s− p))+ (dhp+1 − (s− 1))+ · · · + (dhs − (s− 1))− 2
≥ (t + 2− (s− p))+ 3(s− p)− 2
≥ t + 2+ 2(s− p)− 2 ≥ t + 2.
Thus, G∗ also satisfies the Pósa-condition.
Case 2. n2 is odd and π(G) =

3, 3, 5, 5, . . . , n2 − 2, n2 − 2, n2 , n2 , . . . , n2

.
If |V (H)| ≥ n2 + 3, then |V (R)| ≤ n2 − 3, by dG′(z1) = n2 − 2 or the Pósa-condition, there is a u ∈ V (R) such that
dG′(u) ≥ |V (R)| + 1, and hence eG′(u,H) ≥ 2, a contradiction. Thus, V (R) = ∅. In other words, G∗ = K1.
If |V (H)| = n2 + 2, then |V (R)| = n2 − 2 and n∗ = n2 − 1. In this case, we must have that dG′(z) = n2 for any
z ∈ V (H) and z1 ∈ V (R). Clearly, H ′ = H − xy is a subgraph of G. If dH ′(u) + dH ′(v) ≤ n2 + 1 for some uv ∉ E(H ′),
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then dG∗(u∗) = eG′(H, R) ≥ n2 + n2 − (dH ′(u)+ dH ′(v))− 1 ≥ n2 − 2 ≥ n
∗
2 . By dG∗(z1) = n2 − 2 ≥ n
∗
2 , it is easy to see that G
∗
satisfies the Pósa-condition. If dH ′(u)+ dH ′(v) ≥ n2 + 2 for any uv ∉ E(H ′), then by |V (H ′)| = n2 + 2 ≥ 7 and Lemma 2.1(3),
H ′ is Z3-connected. In G, contract H ′ and recursively contract all resulting 2-cycles, eventually, we get K1, which implies that
G has a nowhere-zero 3-flow.
If |V (H)| = n2 + 1 and |V (R)| = n2 − 1, then there is a u ∈ V (R) such that dG′(u) = n2 , and hence eG′(u,H) ≥ 2, a
contradiction.
If |V (H)| = |V (R)| = n2 and n∗ = n2 + 1, then dG∗(u∗) = eG′(H, R) ≥ ⌈
n
2
2 ⌉ =
n
2+1
2 = n
∗
2 , together with
dG∗(z1) = n2 − 2 ≥ n
∗
2 , we have that G
∗ satisfies the Pósa-condition.
Assume that |V (H)| = s ≤ n2 − 1. Let {dG′(x)|x ∈ V (H)} = {dh1 , dh2 , . . . , dhs} and {dG′(x)|x ∈ V (R)} ={dr1 , dr2 , . . . , drn−s}, where dh1 ≤ dh2 ≤ · · · ≤ dhs and dr1 ≤ dr2 ≤ · · · ≤ drn−s . If s ≥ 5, then n∗ ≤ n − 4 and
dG′(z1) = n2 − 2 ≥ n
∗
2 . In this case, we consider the following two subcases.
Subcase 2.1. dh1 = 3.
If z1 ∈ V (H), then dG∗(u∗) = dG′(z1)− (s− 3) ≥ 2. If z1 ∈ V (R), then dhs ≥ dhs−1 ≥ s+ 1, or dhs ≥ s+ 2 and dhs−1 ≥ s,
and hence dG∗(u∗) ≥ 2. Therefore, G∗ satisfies the Pósa-condition.
Subcase 2.2. dh1 > 3.
Let t be a positive integer so that drt−1 ≤ dh1 and drt > dh1 . Clearly, t ≥ 3. If t − 1 + s ≤ n2 − 1 and z1 ∈ V (H), then
dG∗(u∗) = dG′(z1) − (s − 3) = n2 − 2 − (s − 3) ≥ t + 1. If t − 1 + s ≤ n2 − 1 and z1 ∈ V (R), then dhs ≥ t + s and
dhs−1 ≥ t + s − 1, dG∗(u∗) ≥ 2t − 1 = t + t − 1 ≥ t + 2. Therefore, G∗ satisfies the Pósa-condition. If t − 1 + s ≥ n2
and z1 ∈ V (H), let p = n2 − t , then dG′(z1) = p + t − 2 = n2 − 2, p ≥ 2 (p = 1 implies that drt−1 = dr n2−2 =
n
2 > dh1 , a
contradiction) and dhp = n2 , by s ≤ n2 − 1, we have that
dG∗(u∗) ≥ (dG′(z1)− (s− 3))+ (dhp − (s− 1))+ · · · + (dhs − (s− 1))− 2
= (dG′(z1)− (p− 3)− (s− p))+ (dhp − (s− 1))+ · · · + (dhs − (s− 1))− 2
≥ (t + 1− (s− p))+ 2(s− p+ 1)− 2
≥ t + 1+ (s− p) ≥ t + 2.
If t − 1+ s ≥ n2 and z1 ∈ V (R), let p = n2 − t , then dhp = n2 = p+ t . If s ≤ n2 − 2, then
dG∗(u∗) ≥ (dhp − (s− 1))+ (dhp+1 − (s− 1))+ · · · + (dhs − (s− 1))− 2
≥ (t + 1− (s− p))+ 3(s− p)− 2
≥ t + 1+ 2(s− p)− 2 ≥ t + 1.
If s = n2 − 1 and p ≥ 2, then dhp−1 = n2 and
dG∗(u∗) ≥ (dhp−1 − (s− 1))+ (dhp − (s− 1))+ · · · + (dhs − (s− 1))− 2
≥ (t + 1− (s− p))+ 2(s− p+ 1)− 2
≥ t + 1+ (s− p) ≥ t + 2.
If s = n2 −1 and p = 1, then by s ≥ 5, we have that eG′(H, R) ≥ (dh1 − (s−1))+ (dh2 − (s−1))+· · ·+ (dhs − (s−1))−2 =
2(s− 1) = n− 4 > n2 + 1 = |V (R)|, which is impossible as G∗ is simple. Thus, G∗ also satisfies the Pósa-condition.
Assume that 3 ≤ s ≤ 4. It is easy to see that z1 ∈ V (R). If dG′(u) = n2 for any u ∈ V (H), then eG′(H, R) = 3n2 − 8 for
s = 3 and eG′(H, R) = 2n − 14 for s = 4. By eG′(H, R) ≤ n − 3 for s = 3 and eG′(H, R) ≤ n − 4 for s = 4, we must have
that n = 10, dG∗(u∗) = 7 for s = 3 and dG∗(u∗) = 6 for s = 4. Therefore, π(G∗) = (3, 3, 3, 5, 5, 5, 5, 7) for s = 3 and
π(G∗) = (3, 3, 3, 5, 5, 5, 6) for s = 4. For s = 3 and 4, it is easy to check that G∗ contains a K−5 . Contract K−5 and recursively
contract all resulting 2-cycles, eventually, we get K1. By Lemma 2.1, G∗ admits a nowhere-zero 3-flow, then so do G′ and G.
If dG′(u) ≤ n2 − 2 for some u ∈ V (H) and dG′(v) = n2 for any v ∈ V (H) \ {u}, then dG∗(u∗) ≥ n2 + n2 + 3− 8 = n− 5 ≥
n
2 − 1 = n
∗
2 for s = 3 and dG∗(u∗) ≥ 3n2 + 3 − 14 = 3n2 − 11 ≥ n2 − 1 = n
∗+1
2 for s = 4. By dG∗(z1) = n2 − 2 ≥ dG′(u),G∗
satisfies the Pósa-condition.
If there are u, v ∈ V (H) such that dG′(u) ≤ n2 − 2 and dG′(v) ≤ n2 − 2, let {dG′(x)|x ∈ V (H)} = {dh1 , dh2 , dh3} and{dG′(x)|x ∈ V (R)} = {dr1 , dr2 , . . . , drn−3} for s = 3, where dh1 ≤ dh2 ≤ dh3 and dr1 ≤ dr2 ≤ · · · ≤ drn−3 , and let{dG′(x)|x ∈ V (H)} = {dh1 , dh2 , dh3 , dh4} and {dG′(x)|x ∈ V (R)} = {dr1 , dr2 , . . . , drn−4} for s = 4,where dh1 ≤ dh2 ≤ dh3 ≤ dh4
and dr1 ≤ dr2 ≤ · · · ≤ drn−4 . If dh1 = 3, then by dh3 ≥ 5 and dh2 ≥ 3 for s = 3 and dh4 ≥ dh3 ≥ 5 and dh2 ≥ 3 for s = 4, we
have that dG∗(u∗) ≥ 11 − 8 = 3 for s = 3 and dG∗(u∗) ≥ 16 − 14 = 2 for s = 4, which implies that G∗ satisfies the Pósa-
condition. If dh1 > 3, let t be the positive integer so that drt−1 ≤ dh1 and drt > dh1 . Clearly, t ≥ 3, dh1 ≥ t+1 and dh2 ≥ t+2.
Thus, dG∗(u∗) = dh1 + dh2 + dh3 − 8 ≥ 3t − 3 ≥ t + 3 for s = 3 and dG∗(u∗) ≥ dh1 + dh2 + dh3 + dh4 − 14 ≥ 4t − 7 ≥ t + 2
for s = 4, which implies that G∗ also satisfies the Pósa-condition. 
Lemma 2.9. Let G be a simple graph on n vertices (n ≥ 10) and π(G) = 3, 3, 5, 5, . . . , n2 − 2, n2 − 2, n2 , n2 , . . . , n2 , wheren
2 is odd. Assume that G contains a T3 with dG(x) = dG(y) = n2 and n2 − 2 ≥ dG(z1) ≥ dG(z2) ≥ dG(z3), and G′ is the graph
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obtained from G by deleting z1x, z1y and adding xy. Contract the 2-cycle on {x, y} and recursively contract all resulting 2-cycles,
eventually, we get the simple graph G∗. Then G∗ is K1 or G∗ satisfies the Pósa-condition.
Proof. Clearly,Ghas n2+3 vertices having degree n2 , dG(z1) ≥ dG(z3)+2 and there is a connected subgraphH ofG′ containing
the 2-cycle on {x, y} such that G∗ = G′/H and all vertices in G∗, except for u∗ and z1, have the same degree as in G, where u∗
is the new vertex into which H is contracted. Moreover, eG′(u,H) ≤ 1 for each u ∈ V (G′) \ V (H). Denote n∗ = |V (G∗)| and
R = G′ − V (H).
If |V (H)| ≥ n2 + 1 and z1 ∈ V (H), by the Pósa-condition, there is a u ∈ V (R) such that dG′(u) ≥ |V (R)| + 1, and hence
eG′(u,H) ≥ 2, a contradiction. Thus, V (R) = ∅. In other words, G∗ = K1. If |V (H)| ≥ n2 + 1 and z1 ∈ V (R), by the Pósa-
condition, there is a u ∈ (V (R) \ {z1}) ∪ {z3} such that dG′(u) ≥ |V (R)| + 1. If u ∈ V (R), then eG′(u,H) ≥ 2, a contradiction.
If u = z3, by dG′(z1) = dG(z1)− 2 ≥ dG(z3) ≥ |V (R)| + 1, then eG′(z1,H) ≥ 2, a contradiction.
If |V (H)| = |V (R)| = n2 and n∗ = n2 + 1, then dG∗(u∗) = eG′(H, R) ≥
n
2+1
2 = n
∗
2 , together with dG∗(z1) = dG(z1) − 2 ≥
dG(z3), which implies that G∗ satisfies the Pósa-condition.
Assume that |V (H)| = s ≤ n2 − 1. Let {dG′(x)|x ∈ V (H)} = {dh1 , dh2 , . . . , dhs} and {dG′(x)|x ∈ V (R)} ={dr1 , dr2 , . . . , drn−s}, where dh1 ≤ dh2 ≤ · · · ≤ dhs and dr1 ≤ dr2 ≤ · · · ≤ drn−s .
Case 1. There is a u ∈ V (H) \ {z3, z1}with dG′(u) ≤ dG(z1)− 2.
If dh1 = 3, then dG∗(u∗) ≥ dG′(x) + dG′(y) − 2s = n − 2s ≥ 2, and hence G∗ satisfies the Pósa-condition. If
dh1 > 3, let t be the positive integer so that drt−1 < dh1 and drt ≥ dh1 . Clearly, t ≥ 3. If n ≥ 2s + t + 1, then
dG∗(u∗) ≥ dG′(x) + dG′(y) − 2s = n − 2s ≥ t + 1, which implies that G∗ satisfies the Pósa-condition. If n ≤ 2s + t ,
let p = n2 − t , then s ≥ p+ 2 and dhp = p+ t = n2 , by s ≤ n2 − 1, we have that
dG∗(u∗) ≥ (dhp − (s− 1))+ (dhp+1 − (s− 1))+ · · · + (dhs − (s− 1))− 2
≥ (t + 1− (s− p))+ 2(s− p)− 2
≥ t + 1+ (s− p)− 2 ≥ t + 1.
Therefore, G∗ also satisfies the Pósa-condition.
Case 2. dG′(u) > dG(z1)− 2 for any u ∈ V (H) \ {z3, z1}.
Since the proof for z1 ∈ V (H) is that of Case 1, we may assume that z1 ∈ V (R). In this case, it is easy to see that
dh1 = dG′(z3) and dh2 = dG′(z2) = dG(z1). Let t be a positive integer so that drt−1 < dh2 and drt ≥ dh2 . Clearly, t ≥ 3.
If n ≥ 2s+ t + 2, then dG∗(u∗) ≥ dG′(x)+ dG′(y)− 2s = n− 2s ≥ t + 2, which implies that G∗ satisfies the Pósa-condition.
If n ≤ 2s+ t + 1, let p = n2 − t − 1, then s ≥ p+ 2, p ≥ 2 (p = 1 implies that t = n2 − 2, and then dh2 = n2 , a contradiction)
and dhp = p+ t + 1 = n2 , by s ≤ n2 − 1, we have that
dG∗(u∗) ≥ (dhp − (s− 1))+ (dhp+1 − (s− 1))+ · · · + (dhs − (s− 1))− 2
≥ (t + 2− (s− p))+ 2(s− p)− 2
≥ t + 2+ (s− p)− 2 ≥ t + 2.
Thus, G∗ also satisfies the Pósa-condition. 
3. Proof of Theorem 1.3
Lemmas 2.2 and 2.3 show that Theorem 1.3 holds for n ≤ 7. Let G be a simple graph on n vertices (n ≥ 8), π(G) =
(d1, d2, . . . , dn) and G satisfy the Pósa-condition. We will prove by induction on n that G admits a nowhere-zero 3-flow. To
the contrary, we may assume that G is such a simple graph on n vertices (n ≥ 8) with π(G) = (d1, d2, . . . , dn) so that G
satisfies the Pósa-condition, G has no nowhere-zero 3-flow and |E(G)| = 12
∑n
i=1 di is minimum.
Claim 1. G does not contain K5.
If G contains a K5, contract K5 and recursively contract all resulting 2-cycles, eventually, we get the simple graph G∗,
by Lemma 2.5, G∗ is K1 or G∗ also satisfies the Pósa-condition. If G∗ is K1, then by Lemma 2.1, G admits a nowhere-zero
3-flow, a contradiction. If G∗ satisfies the Pósa-condition, by the induction hypothesis, G∗ has a nowhere-zero 3-flow or
G∗ ∈ {G1,G2,G3,G4,G5,G6,G7}. G∗ has a nowhere-zero 3-flow implies that G has a nowhere-zero 3-flow, a contradiction.
G∗ ∈ {G1,G2,G3,G4,G5,G6,G7} implies that G has at least three vertices having degree 3, a contradiction.
Claim 2. G does not have a vertex with even degree.
Let G contain no K5 and v ∈ V (G) so that dG(v) is even and dG(v) is minimum. Denote NG(v) = {x1, x2, . . . , x2k−1, x2k},
where k ≥ 1. Since the induced subgraph of NG(v) in G contains no K4, without loss of generality, we may
assume that x1x2, . . . , x2k−3x2k−2 ∉ E(G). Let G′ be the graph obtained from G by deleting v and adding edges
x1x2, . . . , x2k−3x2k−2, x2k−1x2k. If G′ is a simple graph, then G′ satisfies the Pósa-condition, by the induction hypothesis, G′
has a nowhere-zero 3-flow, which implies that G has a nowhere-zero 3-flow, a contradiction. If G′ contains a 2-cycle on
{x2k−1, x2k}, contract this 2-cycle and recursively contract all resulting 2-cycles, eventually, we get the simple graph G∗, by
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Lemma 2.6, G∗ is K1 or G∗ also satisfies the Pósa-condition. If G∗ is K1, then G′ admits a nowhere-zero 3-flow, then so does
G, a contradiction. If G∗ satisfies the Pósa-condition, then G∗ ∈ {G1,G2,G3,G4,G5,G6,G7}, which implies that G has at least
three vertices having degree 3, a contradiction.
By Claims 1 and 2 and Lemma 2.7, we have that n is even and
π(G) =


3, 3, 5, 5, . . . ,
n
2
− 1, n
2
− 1, n
2
+ 1, n
2
+ 1, . . . , n
2
+ 1

if
n
2
is even,
3, 3, 5, 5, . . . ,
n
2
− 2, n
2
− 2, n
2
,
n
2
, . . . ,
n
2

if
n
2
is odd.
We consider the following two cases.
Case 1. n2 is even.
Then, π(G) = 3, 3, 5, 5, . . . , n2 − 1, n2 − 1, n2 + 1, n2 + 1, . . . , n2 + 1. By Lemma 2.4, G contains a T2 with dG(z1) =n
2 + 1. Let G′ be the graph obtained from G by deleting z1x, z1y and adding xy, and then contract the 2-cycle on {x, y} and
recursively contract all resulting 2-cycles, eventually, we get the simple graph G∗. By Lemma 2.8, G∗ satisfies the Pósa-
condition. Then G∗ ∈ {G1,G2,G3,G4,G5,G6,G7}, which implies that G′ has at least three vertices coming from V (G′) \ V (H)
and having degree 3. If n ≥ 12, then dG′(z1) ≥ 5, and hence G has at least three vertices having degree 3, a contradiction.
Assume that n = 8. Then dG′(z1) = 3. If there is a u ∈ V (H) with dG′(u) = 3, then G has at least three vertices having
degree 3, a contradiction. If dG′(u) = 5 for any u ∈ V (H) and dG∗(u∗) ≥ 4, then G′ has at least four vertices coming from
V (G′) \ V (H) and having degree 3, and hence G has at least three vertices having degree 3, a contradiction. If dG′(u) = 5 for
any u ∈ V (H) and dG∗(u∗) = 3, then it is easy to see that |V (H)| = 5 and H − xy, a subgraph of G, is K5, which is impossible
as G does not contain K5.
Case 2. n2 is odd.
Then, π(G) = 3, 3, 5, 5, . . . , n2 − 2, n2 − 2, n2 , n2 , . . . , n2 . By Lemma 2.4, G contains a T2 with dG(z1) = n2 or G contains
a T3 with dG(x) = dG(y) = n2 and n2 − 2 ≥ dG(z1) ≥ dG(z2) ≥ dG(z3).
If G contains a T2 with dG(z1) = n2 , let G′ be the graph obtained from G by deleting z1x, z1y and adding xy, and then
contract the 2-cycle on {x, y} and recursively contract all resulting 2-cycles, eventually, we get the simple graph G∗. By
Lemma 2.8, G∗ satisfies the Pósa-condition. Then G∗ ∈ {G1,G2,G3,G4,G5,G6,G7}, which implies that G′ has at least three
vertices coming from V (G′) \ V (H) and having degree 3. If n ≥ 14, then dG′(z1) ≥ 5, and hence G has at least three vertices
having degree 3, a contradiction. Assume that n = 10. Then dG′(z1) = 3. If there is a u ∈ V (H) with dG′(u) = 3, then G
has at least three vertices having degree 3, a contradiction. If dG′(u) = 5 for any u ∈ V (H) and dG∗(u∗) ≥ 4, then G′ has
at least four vertices coming from V (G′) \ V (H) and having degree 3, and hence G has at least three vertices having degree
3, a contradiction. Assume that dG′(u) = 5 for any u ∈ V (H) and dG∗(u∗) = 3. If |V (H)| = 5, then it is easy to see that
H − xy, a subgraph of G, is K5, a contradiction. If |V (H)| = 6, then G∗ has a vertex with degree 5, which is impossible as
G∗ = G2. If |V (H)| = 7 and G∗ = G1, let H ′ = H − xy, then H ′ is a subgraph of G. For u, v ∈ V (H ′) \ {x, y} and uv ∉ E(H ′),
we have that dH ′(u) + dH ′(v) ≥ 5 + 5 − 3 = 7. If for u ∈ {x, y}, v ∈ V (H ′) \ {x, y} and uv ∉ E(H ′), we also have that
dH ′(u) + dH ′(v) ≥ 7, by Lemma 2.1(3), H ′ is Z3-connected. In G, contract H ′ and recursively contract all resulting 2-cycles,
eventually, we get K1, which implies that G has a nowhere-zero 3-flow, a contradiction. If dH ′(u)+ dH ′(v) = 4+ 5− 3 = 6
for u ∈ {x, y}, v ∈ V (H ′) \ {x, y} and uv ∉ E(H ′), then it is easy to see that H ′ \ {u, v}, a subgraph of G, is K−5 . In G, contract
K−5 and recursively contract all resulting 2-cycles, eventually, we get K1, which implies that G has a nowhere-zero 3-flow, a
contradiction.
If G contains a T3 with dG(x) = dG(y) = n2 and n2 − 2 ≥ dG(z1) ≥ dG(z2) ≥ dG(z3), let G′ be the graph
obtained from G by deleting z1x, z1y and adding xy, and then contract the 2-cycle on {x, y} and recursively contract all
resulting 2-cycles, eventually, we get the simple graph G∗. By Lemma 2.9, G∗ is K1 or G∗ satisfies the Pósa-condition. If
G∗ is K1, then G′ admits a nowhere-zero 3-flow, then so does G, a contradiction. If G∗ satisfies the Pósa-condition, then
G∗ ∈ {G1,G2,G3,G4,G5,G6,G7}, which implies that G′ has at least three vertices coming from V (G′) \ V (H) and having
degree 3. If dG(z1) ≥ 7, then dG′(z1) ≥ 5 and G has at least three vertices having degree 3, a contradiction. If dG(z1) = 5,
then dG′(z1) = 3 and dG′(z3) = dG(z3) = 3. Thus, G has at least three vertices having degree 3, a contradiction. 
4. Concluding remarks
Let π = (d1, d2, . . . , dn) be a graphic sequence. If there exists a simple graph G with the degree sequence π so that
G has a nowhere-zero 3-flow, then π is said to be potentially nowhere-zero 3-flows graphic. If every simple graph G with
the degree sequence π has a nowhere-zero 3-flow, then π is said to be forcibly nowhere-zero 3-flows graphic. Similarly, if
there exists a simple graph G with the degree sequence π so that G is Z3-connected, then π is said to be potentially Z3-
connected graphic. If every simple graph G with the degree sequence π is Z3-connected, then π is said to be forcibly Z3-
connected graphic.We now suggest a natural question: characterizeπ = (d1, d2, . . . , dn) such thatπ is potentially nowhere-
zero 3-flows (forcibly nowhere-zero 3-flows, potentially Z3-connected, forcibly Z3-connected) graphic sequence. Recently,
Luo et al. [12] characterized potentially nowhere-zero 3-flows graphic sequences and gave two sufficient conditions of
potentially Z3-connected graphic sequences. The result given in this paper (Theorem 1.3) presents a sufficient condition of
forcibly nowhere-zero 3-flows graphic sequences. Although the Z3-connectedness is a generalization of nowhere-zero 3-
flows, characterizing Z3-connectivity of graphs that satisfy the Pósa-condition is muchmore difficult. First, there are at least
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twenty graphs satisfying the Pósa-condition that are not Z3-connected if n ≤ 7, and if n ≥ 8, there exist so many graphs
satisfying the Pósa-condition which are hard to determine whether they are Z3-connected or not. Then, since G satisfies the
Pósa-condition does not imply that G \ {v} satisfies the Pósa-condition, sufficient techniques have not been developed to
deal with the case that dG(v) = 2 where v ∈ V (G). But, it would still be interesting to find a sufficient condition of forcibly
Z3-connected graphic sequences, which is analogous to the Pósa-condition.
Acknowledgements
The authors are grateful to the referees for their valuable suggestions and their careful reading of this paper.
References
[1] C. Berge, Graphs, North-Holland, Amsterdam, New York, Oxford, 1985.
[2] J.A. Bondy, U.S.R. Murty, Graph Theory with Applications, Macmillan, London, 1976.
[3] J.J. Chen, E. Eschen, H.J. Lai, Group connectivity of certain graphs, Ars Combin. 89 (2008) 141–158.
[4] G.H. Fan, H.J. Lai, R. Xu, C.Q. Zhang, C.X. Zhou, Nowhere-zero 3-flows in triangularly connected graphs, J. Combin. Theory Ser. B 98 (2008) 1325–1336.
[5] G.H. Fan, C.X. Zhou, Degree sum and nowhere-zero 3-flows, Discrete Math. 308 (2008) 6233–6240.
[6] G.H. Fan, C.X. Zhou, Ore condition and nowhere-zero 3-flows, SIAM J. Discrete Math. 22 (2008) 288–294.
[7] F. Jaeger, Flows and generalized coloring theorems in graphs, J. Combin. Theory Ser. B 26 (1979) 205–216.
[8] F. Jaeger, Nowhere-zero flow problems, in: L.W. Beineke, R.J.Wilson (Eds.), in: Topics in Graph Theory, vol. 3, Academic Press, London, 1988, pp. 70–95.
[9] F. Jaeger, N. Linial, C. Payan, N. Tarsi, Group connectivity of graphs—a nonhomogeneous analogue of nowhere zero flow properties, J. Combin. Theory
Ser. B 56 (1992) 165–182.
[10] H.J. Lai, Group connectivity of 3-edge-connected chordal graphs, Graphs Combin. 16 (2000) 165–176.
[11] R. Luo, R. Xu, J.H. Yin, G.X. Yu, Ore-condition and Z3-connectivity, European J. Combin. 29 (2008) 1587–1595.
[12] R. Luo, R. Xu,W.A. Zang, C.Q. Zhang, Realizing degree sequences with graphs having nowhere-zero 3-flows, SIAM J. Discrete Math. 22 (2008) 500–519.
[13] L. Pósa, A theorem concerning Hamilton lines, Magyar Tud. Akad. Mat. Kutató Int. Közl. 7 (1962) 225–226.
[14] P.D. Seymour, Nowhere-zero 6-flows, J. Combin. Theory Ser. B 30 (1981) 130–155.
[15] W.T. Tutte, A contribution to the theory of chromatic polynomials, Canad. J. Math. 6 (1954) 80–91.
[16] W.T. Tutte, On the algebraic theory of graph colourings, J. Combin. Theory Ser. B 1 (1966) 15–50.
[17] C.Q. Zhang, Integer Flows and Cycle Covers of Graphs, Marcel Dekker Inc., New York, 1996.
