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B20 compounds are the playground for various non-trivial magnetic textures such as skyrmions,
which are topologically protected states. Recent measurements on B20-MnGe indicate no clear
consensus on its magnetic behavior, which is characterized by the presence of either spin-spirals or
3-dimensional objects interpreted to be a cubic lattice of hedgehogs and anti-hedgehogs. Utilizing
a massively parallel linear scaling all-electron density functional algorithm, we find from full first-
principles simulations on cells containing thousands of atoms that upon increase of the compound
volume, the state with lowest energy switches across different magnetic phases: ferromagnetic, spin-
spiral, hedgehog and monopole.
I. INTRODUCTION
Most of the current research activity dealing with mag-
netism in B20 compounds is closely connected to the
field of skyrmionics. Skyrmions are two-dimensional non-
trivial magnetization solitons1–3, i.e. two-dimensional
magnetic structures localized in space, of topologi-
cal nature4, which have particle-like properties. Such
magnetic objects are heavily prospected with the aim
of establishing them as possible information-carrying
particles that are small-sized and stable up to room
temperature5–16. This motivated numerous studies on
cubic B20-type compounds with broken lattice inver-
sion symmetry4,17, where skyrmion phases have been ob-
served for the first time experimentally18. MnGe is a
B20 compound that has been the subject of intense ex-
perimental and theoretical investigations, and yet there
is still no consensus on how to explain its magnetic prop-
erties. The seminal work of Kanazawa et al.19 already
showed that MnGe is rather intriguing. The magnetic
structure was found to have a period between 3 and
6 nm, which is rather short in comparison to the other
B20 compounds17, to be stable up to a temperature of
170 K and a magnetic field of 12 T, and to generate a
strong topological Hall effect4. The magnetic structure
of MnGe has been investigated in reciprocal space via
neutron scattering19–30, in real space via Lorentz trans-
mission electron microscopy (LTEM)30–32, and indirectly
via transport experiments19,33–35.
The canonical theory of helimagnetism in B20
compounds4,36,37 is based on a micromagnetic model fea-
turing two main parameters: the exchange stiffness A
and the spin-orbit-driven Dzyaloshinskii-Moriya interac-
tion (or spiralization) D. Several theoretical works have
calculated either D38–41 or both D and A42,43 from den-
sity functional theory calculations, but the reported val-
ues are quite scattered. The main finding from these
works is that D is too small when combined with A to
explain the experimentally observed short period of the
magnetic structure, which is given by λ ≈ 4piA/D.
Experimentally, the magnetic structure has been in-
terpreted as consisting of helical spirals21,25–27,29 as in
other B20 compounds, with the short period ascribed
to competing long-range magnetic interactions26,29.
Transport signatures and LTEM imaging strongly
back a more complex magnetic structure, which
has initially been interpreted as a conventional two-
dimensional skyrmion lattice19,20,31,33, and afterwards as
a three-dimensional skyrmion-antiskyrmion or hedgehog-
antihedgehog lattice28,30,32,35. Yaouanc and co-workers44
analyzed muon spin resonance measurements45 in fa-
vor of a helical spiral, and called for further theoreti-
cal work to clarify the issue of the magnetic structure
of MnGe. Further evidence favoring the helical struc-
ture was provided by recent microwave absorption spec-
troscopy experiments46.
In this article, we present results on B20-MnGe both
from a magnetic model approach and large-scale all-
electron calculations for a supercell whose extent com-
pares to the periodicity of the experimentally observed
helical textures. After discussing the electronic prop-
erties and analyzing the magnetic interactions obtained
from the ferromagnetic unit cell, we explore various
potential magnetic textures obtained from the self-
consistent large-scale ab-initio simulations. The accuracy
of the results are scrutinized in terms of convergence of
the magnetic interactions as function of the interatomic
distances and their sensitivity to various parameters. We
found that the experimentally proposed hedgehog struc-
tures are marginally higher in energy than the ferromag-
netic state around the experimental lattice parameters.
Increasing the volume of the cell can lead to a stabi-
lization of single spirals and of hedgehog lattice states.
While possible disagreement with recent experiments can
be blamed on the accuracy of the calculated electronic
structure, our investigation calls for further studies on
the three-dimensional magnetism in B20-MnGe.
II. METHODS
All of the results presented below are based on Den-
sity Functional Theory (DFT) calculations. We utilize
the DFT codes juKKR47,48 and KKRnano49 which are
ar
X
iv
:1
90
4.
12
17
6v
2 
 [c
on
d-
ma
t.m
trl
-sc
i] 
 21
 Ju
l 2
01
9
2both based on the Korringa-Kohn-Rostoker Green func-
tion formalism47,50. The bilinear magnetic exchange
interactions are obtained by infinitesimal rotations of
the magnetic moments in the ferromagnetic state51–53,
which are implemented in juKKR following Ref. 53.
KKRnano was especially designed to perform large-scale
electronic structure calculations and allows us to per-
form self-consistent all-electron calculations for super-
cells that contain a few thousand atoms49. The finite-
temperature energy integration method of Wildberger et
al. was used54 with T = 800 K.
In section III, we review the basic electronic and
magnetic properties of the primitive cell of B20-MnGe.
To identify the appropriate exchange and correlation
functional to utilize for the large supercells, we de-
termine the theoretical equilibrium lattice parameter
within the scalar-relativistic approximation as imple-
mented in KKRnano. As exchange-correlation function-
als, we choose the local density approximation (LDA)
according to the spin-dependent scheme of Vosko, Wilk
and Nusair55, and the generalized gradient approxima-
tion as given in PBEsol56. A grid of 14×14×14 k-points
is used.
In section IV, we perform first-principles calculations
including spin-orbit coupling48 with the juKKR code to
extract the bilinear magnetic pair interactions between
the Mn atoms in B20-MnGe, namely the isotropic ex-
change interactions (Jij) and the Dzyaloshinskii-Moriya
interactions ( ~Dij). The k-point mesh was increased to
60 × 60 × 60 points. Two kinds of calculations are per-
formed: (i) at the theoretical PBEsol lattice parameter
but displacing the internal positions of the Mn atoms,
and (ii) keeping the internal positions of the Mn atoms
fixed but varying the lattice parameter. Additionally,
we use an in-house Monte-Carlo code that only consid-
ers the isotropic exchange interactions to determine the
Curie temperature of the system using the Metropolis al-
gorithm57,58. We also performed atomistic spin dynam-
ics simulations with the Spirit code59, which are based
on the numerical solution of the Landau-Lifshitz-Gilbert
equation for a spin lattice model that takes into account
all the computed bilinear magnetic interactions, and that
can find the magnetic ground state and also metastable
states.
For the large-scale calculations with KKRnano in sec-
tion V we use supercells built of 6 × 6 × 6 unit cells
so that 1728 atoms are treated including spin-orbit cou-
pling. PBEsol is used as exchange-correlation functional
and only a single k-point, i.e. the Γ-point, is included.
The Green function is truncated beyond a distance of 2a.
The magnetic states are imposed on the system by forc-
ing the atomic exchange-correlation B-fields to point into
specific directions.
FIG. 1. Crystal structure of B20-MnGe. The four Mn atoms
are equivalent, as are the four Ge atoms.
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FIG. 2. Energy-resolved density of states for B20-MnGe. The
contributions of the Mn bands and the Ge bands are plotted
separately with dotted lines while the combined density of
both the Mn and the Ge states is indicated by a solid line.
The majority (minority) spin channel is denoted by positive
(negative) y-values. The spin splitting, which gives rise to the
magnetic moment of the Mn atoms, is clearly recognizable.
III. BASIC PROPERTIES OF
FERROMAGNETIC B20-MnGe
B20-MnGe orders in a cubic structure that is de-
scribed by the P213 space group. This space group is
noncentrosymmetric, which means that there is no lat-
tice inversion symmetry. The eight atoms in the prim-
itive cell are located at the Wyckoff positions (u, u, u),
(1/2 − u, 1 − u, 1/2 + u), (1 − u, 1/2 + u, 1/2 − u) and
(1/2 +u, 1/2−u, 1−u), where u is a constant value that
is determined for each atom type. We choose these pa-
rameters as uMn = 0.135 and uGe = 0.8435 which is in
good agreement with experimental findings21,60,61. The
crystal structure is represented in Fig. 1.
We start by computing the basic electronic proper-
ties of the ferromagnetic 8-atom unit cell with the lat-
tice parameter set to the experimental lattice parameter,
a = 4.79 A˚21,60,61. In Fig. 2 the density of states obtained
with KKRnano is shown. One recognizes the large spin-
splitting characterizing Mn atoms, which gives rise to a
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FIG. 3. Comparison of LDA and PBEsol exchange-correlation
functionals for B20-MnGe. Top: Total energy vs. lattice pa-
rameter with LDA and PBEsol functionals. The equilibrium
lattice constants for each functional are marked by two ver-
tical black lines. The respective minimum energy is taken as
energy zero for the corresponding total energy curve. Bottom:
Magnetic moment per Mn atom vs. lattice parameter, show-
ing a high-spin (large magnetic moment) to low-spin (small
magnetic moment) transition for lattice compression.
magnetic moment of roughly 2µB per Mn atom. The
Ge states do not contribute significantly to the density
of states at and around the Fermi level.
Next we explore how the magnetic moment depends on
the assumed lattice constant. We recover the pressure-
induced magnetic transition from a high-spin state (HS)
to a low-spin (LS) state (see Fig. 3), i.e. a significant and
rather abrupt reduction of the magnetic moment of Mn,
that was predicted by Ro¨ßler62 and confirmed experimen-
tally by Deutsch et al.24. The latter reported additionally
that the helical ordering in the material collapses above
an applied pressure of 10 GPa.
The computed total energies as a function of the lattice
parameter show that the LDA equilibrium lattice con-
stant, a = 4.65 A˚, is substantially lower than the PBEsol
one, a = 4.76 A˚, see Fig. 3, and that the latter is closer
to the experimental value, a = 4.79 A˚21,60,61. The calcu-
lation also sheds light on the behavior of the magnetic
moment under variation of the lattice constant. As can
be seen in the lower part of Fig. 3, the magnetic moment
of each Mn atom becomes larger with increasing lattice
constant. The main difference between LDA and PBEsol
is the location of the crossover region between the LS
and HS state in which the moments increase abruptly
and the system goes into the HS state. For PBEsol it
is found around a = 4.65 A˚ while it is slightly below
a = 4.7 A˚ for LDA. Furthermore, it is remarkable that
the magnetic moments per Mn atom differ a lot for the
equilibrium lattice constant of LDA and PBEsol. Here,
LDA predicts a magnetic moment per Mn atom that is a
bit larger than 1µB, where instead PBEsol yields a value
of almost 2µB. Experimentally, the magnetic moment
was reported in the range 1.6− 2.3µB19,21,24,25. A closer
look reveals that there are actually two parabola-like en-
ergy curves for each functional. One describes the total
energy of the system in the HS state (solid line) while
the other does the same for the LS state (dashed line).
At the transition point the two curves intersect and the
two states are degenerate.
To summarize, a HS/LS transition is predicted with
both LDA and PBEsol, where PBEsol correctly finds the
ground state to be the HS state while LDA does not,
for the respective theoretical lattice parameters. As the
PBEsol equilibrium lattice constant is also much closer to
the experimental value, we restrict ourselves to PBEsol
as exchange-correlation functional in the following.
IV. MAGNETIC EXCHANGE INTERACTIONS
The magnetic pair interactions are associated with the
following extended Heisenberg model
Eatom = −
∑
ij
Jij ~mi · ~mj +
∑
ij
~Dij · (~mi × ~mj) , (1)
where ~mi is the unit vector for the orientation of the Mn
magnetic moment at site i, Jij is the isotropic exchange
interaction and ~Dij is the vector characterizing the DMI,
and both connect the moments on sites i and j. Since
each Ge atom carries a small magnetic moment of 0.1µB,
they are not considered in our magnetic models.
The canonical theory of helical magnetic structures in
the B20 materials is based on the competition between
the isotropic exchange interactions and the DMI4,36,37.
As the helical period in these materials tends to be much
larger than the lattice parameter, this theory is conve-
niently expressed by a micromagnetic model where the
energy reads
Emicro =
∫
dV [A
(
(∇mx)2 + (∇my)2 + (∇mz)2
)
+D ~m · (∇× ~m)], (2)
where ~m(~r ) is the normalized magnetization field, A is
the exchange stiffness, and D is the DM spiralization as
already mentioned in the introduction. The period of the
helical structure λ is then proportional to A/D and given
by the provision
λ =
2pi
q
= −4pi A
D
, (3)
where q is the wave number. Note that this expression
is only valid for the helical 1Q phase. In order to apply
this theory to MnGe, the exchange stiffness A and the
4DM spiralization D are evaluated from their respective
interatomic counterparts, Jij and ~Dij , respectively, by
summation over all pairs of magnetic sites up to a cho-
sen cutoff distance. The relation between the lattice and
micromagnetic models is discussed in appendix A.
In this section, we first compute the magnetic pair in-
teractions from the ferromagnetic state and then con-
struct the micromagnetic parameters A and D.
A. Magnetic pair interactions
We investigate the sensitivity of the computed mag-
netic interactions to the structural parameters defining
the unit cell in two ways. First, we keep the lattice
parameter fixed at the theoretical PBEsol value, but
vary the internal positions of the Mn atoms by setting
uMn = 0.125, 0.135 and 0.145 (the positions of the Ge
atoms are fixed). The computed Jij and | ~Dij | are shown
in the top two plots of Fig. 4. We call each distinct inter-
atomic separation between Mn atoms a shell. The first
Jij shell (nearest-neighbor interaction) is always large
and positive, indicating strong ferromagnetic coupling.
The next Jij shells alternate in sign, which indicates
magnetic frustration, and are more sensitive to the u-
parameter. The values of | ~Dij | are two orders of mag-
nitude smaller than the values of Jij , and shells other
than the first also show sensitivity to the choice of u-
parameter, as was the case for the isotropic interactions.
We rationalize this behavior as follows: When the inter-
nal positions of the Mn atoms are varied, the distance
between pairs of Mn and Ge atoms in the crystal struc-
ture changes. This modifies the hybridization between
both atom types for certain pairs, which might be the
reason for the found changes in the interactions.
Second, we keep the internal positions fixed (uMn =
0.135) and vary the lattice parameter. We consider only
lattice expansion, as we expect that it might weaken the
dominant nearest-neighbor ferromagnetic coupling, and
so open the possibility of a different magnetic ground
state. The values of Jij and | ~Dij | are shown in Fig. 5 for
a = 4.85, 4.90, 5.00 and 5.10 A˚, which are all larger than
the theoretical PBEsol lattice constant (a = 4.76 A˚). As
anticipated, the Jij for the first shell are strongly reduced
with increasing lattice parameter, while the ones for fur-
ther shells are much less affected. The behavior of | ~Dij |
differs between the two smaller and the two larger lattice
parameters. For a = 4.85 and 4.90 A˚, the | ~Dij | for the
first shell is the largest, while for a = 5.00 and 5.10 A˚
it is strongly reduced while the | ~Dij | for the fourth shell
is strongly enhanced and now dominates over the one of
the first shell.
B. Micromagnetic parameters
Now we turn to the micromagnetic spin stiffness A and
DM spiralization D, which are defined in terms of their
interatomic counterparts as explained in appendix A.
The results are shown in the bottom panels of Fig. 4 and
Fig. 5. The first observation is that the micromagnetic
parameters do not converge with increased interatomic
cutoff distance in the summations. This prevents us from
evaluating the helical pitch λ by eq. (3), according to the
canonical theory. Note that estimating the pitch in this
manner is only valid if the magnetic texture is truly cre-
ated by the competition of the spin stiffness and DM
spiralization as given by the micromagnetic model. If
frustration of the magnetic interactions plays a crucial
role63, this theory is no longer applicable. On the other
hand, this poor convergence indicates that the underly-
ing magnetic pair interactions are extremely long-ranged.
This agrees with an alternative scenario for the origin of
the magnetic ground state of MnGe, which is based on
RKKY interactions26,29.
Despite the lack of convergence of the summations,
many conclusions can still be taken from studying the mi-
cromagnetic parameters. First we discuss the role played
by varying the internal positions of the Mn atoms. As
a function of the interatomic cutoff distance in the sum-
mations, the spin stiffness starts from fairly large val-
ues, dips at ≈ 0.9a due to antiferromagnetic Jij (c.f. top
left panel of Fig. 4), before plunging to fairly small ones
when the cutoff exceeds ≈ 1.5a (see bottom left panel
of Fig. 4). This is both an indication that interactions
between far-away atoms are important, sustaining our
claim that they are long-ranged, but also that the inter-
actions have a competing nature, so that when they are
summed up the resulting value is low. While the val-
ues of | ~Dij | for the first shell were quite insensitive to
changes in uMn, the same is not true for the micromag-
netic D computed from those pairwise interactions (see
first three data points on bottom right panel of Fig. 4).
This results from the progressive rotation of the DMI
vectors ~Dij with respect to the bond vector connecting
the two Mn atoms, which is central to the formula in
eq. (A9) that defines D, and explains why the value of
D changes from positive to near-zero to negative as uMn
increases. This decrease of D when uMn increases is ac-
tually a general trend, as seen by the relative ordering of
the three computed curves.
Next we discuss the impact of expanding the lattice on
the micromagnetic parameters. As a function of the cut-
off distance in the summations, the spin stiffness initially
follows the same trend as the first shell of the Jij , weaken-
ing as the lattice parameter is increased (see the bottom
panel of Fig. 5). There is a strong dip at ≈ 0.9a due to
antiferromagnetic Jij (c.f. top left panel of Fig. 5), but
then A increases again to a large positive value. Strik-
ingly, an abrupt change once again takes place when the
cutoff exceeds ≈ 1.5a: A becomes negative, and its trend
is to become more negative the more the lattice is ex-
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FIG. 4. Dependence of the magnetic interactions on the interatomic distance between Mn atoms when the internal Mn positions
are varied. The ab initio calculations were performed with the juKKR code using the PBEsol functional at its theoretical lattice
parameter, a = 4.76 A˚. The internal positions of the Mn atoms were varied by setting uMn = 0.125, 0.135 and 0.145. Top
panels: isotropic magnetic exchange couplings Jij and absolute values of the DMI vectors | ~Dij | as a function of the interatomic
distance between Mn atoms. Bottom panels: micromagnetic spin stiffness A and micromagnetic DM spiralization D computed
from the magnetic pair interactions by summation up to the given interatomic distance. A and D do not converge to a constant
value with the inclusion of further shells in the summations.
panded. The trigger is another shell of strong antiferro-
magnetic Jij , but the remaining long-range part of the
pair interactions does not seem to have a definite sign,
so the overall negative tendency remains for larger cutoff
distances. A negative spin stiffness immediately invali-
dates the assumptions behind the micromagnetic model
of eq. (2), namely that the interactions are dominantly
ferromagnetic, and so A > 0. This could be a hint to the
existence of a helical magnetic texture driven by com-
peting isotropic exchange interactions, instead of DMI.
The spiralization tensor also shows a strong evolution
with increasing lattice parameter. Starting again from
the first shell of ~Dij , we already found that when the lat-
tice parameter increases their magnitude decreases, but
the micromagnetic D has a completely different behavior,
first staying at fairly low values before increasing dras-
tically for the largest lattice parameter considered, due
to a realignment of the ~Dij with the bond vectors con-
necting the atoms. Increasing the cutoff distance in the
summations does not produce any discernible trend in
the behavior of D, though.
We close the discussion of the micromagnetic param-
eters by placing our results in the context of previous
works on MnGe. Informed by the canonical micromag-
netic theory, most attention has focused on the D pa-
rameter. An approach by Koretsune et al. based on tak-
ing the limit of the static non-uniform spin susceptibil-
ity constructed from a Wannier representation resulted
in the value D = 107 meV A˚38, with a revised value
of D ≈ 27 meV A˚ computed by the same method be-
ing reported in a recent review39. Different approaches,
based on the DFT energies of spin spirals or a differ-
ent derivation of the spiralization tensor, resulted in
the values D = 1.2 meV A˚42, D ≈ −1.8 meV A˚43, and
D ≈ 1 meV A˚40,41. We see that the literature consensus
is for a small value of D, of the order of magnitude of
the values we report on the bottom right panel of Fig. 4,
with the results of the susceptibility method unexplained
outliers. There seems to be less interest in the literature
regarding the spin stiffness, with only two reported val-
ues: A = 280 meV A˚42 and A ≈ 800 meV A˚43. The first
value is an upper bound for our computed stiffness at
large cutoff distances, while the second value is similar
to our computed stiffness from the first couple of shells
of Jij interactions, see bottom left panel of Fig. 4.
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FIG. 5. Dependence of the magnetic interactions on the interatomic distance between Mn atoms when the lattice parameter
is varied. The ab initio calculations were performed with the juKKR code using the PBEsol functional at fixed uMn = 0.135.
The lattice parameters were set to a = 4.85, 4.90, 5.00 and 5.10 A˚. Top panels: isotropic magnetic exchange couplings Jij
and absolute values of the DMI vectors | ~Dij | as a function of the interatomic distance between Mn atoms. Bottom panels:
micromagnetic spin stiffness A and micromagnetic DM spiralization D computed from the magnetic pair interactions by
summation up to the given interatomic distance. A and D do not converge to a constant value with the inclusion of further
shells in the summations.
C. Atomistic spin dynamics
The preceding analysis of the trends and properties
of the micromagnetic parameters raised some doubts on
whether the canonical theory based on the micromagnetic
model is the right approach to describe the magnetism of
MnGe. However, we can revert to the lattice spin model
of eq. (1) and explore its output.
We return to the isotropic pair interactions, Jij , and
use a Monte Carlo approach to estimate the Curie tem-
perature as a function of the range of the considered
interactions. In this way we can ascertain if the long-
ranged nature of these interactions impacts this finite-
temperature property. As a test case, we choose the
uMn = 0.135 case at the theoretical PBEsol lattice pa-
rameter. The results of the Monte Carlo simulations
are shown in Fig. 6. We find that, although there is
a dependence on the number of shells included in the
simulations, TC is more or less converged when interac-
tions up to 2a are taken into account, in start contrast to
the micromagnetic parameters A and D. This converged
value of TC ≈ 300 K lies above the experimental value
T expC ≈ 170 K20.
We used the complete set of pair interactions from the
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FIG. 6. Cutoff distance dependence of the Curie tempera-
ture TC of B20-MnGe obtained with a Monte Carlo method.
The isotropic exchange interactions Jij from Fig. 4 for uMn =
0.135 at the theoretical PBEsol lattice parameter were used.
previously mentioned dataset, i.e. Jij and ~Dij , to ex-
plore possible magnetic configurations in the lattice spin
model. The atomistic spin dynamics carried out with the
Spirit code uncovered the ferromagnetic state as the only
7stable magnetic structure in 3D simulations, while we
could also find metastable skyrmion-like textures when
considering thin 2D slabs. Other than possible numeri-
cal difficulties arising from the long-ranged nature of the
interactions, the failure of the simulations in finding a
stable non-ferromagnetic state in 3D could mean that a
model based on bilinear magnetic interactions is insuf-
ficient, and that more complex interactions (see e.g.64)
play an important role, as proposed in a recent work65.
As the first-principles DFT simulations implicitly ac-
count for all possible magnetic interactions based on the
electronic structure, we next settle whether such non-
ferromagnetic structure can be stabilized by performing
the appropriate calculations on large supercells of MnGe.
V. LARGE-SCALE ELECTRONIC STRUCTURE
CALCULATIONS WITH KKRnano
In this section, we present the large-scale DFT re-
sults that we obtained with KKRnano for B20-MnGe.
We set up a supercell consisting of 6 × 6 × 6 conven-
tional unit cells (1728 atoms), which can describe features
on a length scale of 6a ≈ 3 nm, the magnetic periodic-
ity found experimentally19,20,22,23,26,28–32,35. Besides the
previously suggested non-trivial magnetic states, the he-
lical spiral (1Q state) and the hedgehog lattice (3Q state),
we explored the possibility of stabilizing the Bloch point
(BP) state. These magnetic structures are illustrated in
Fig. 7.
In our study, the lattice constant is varied and the to-
tal energies corresponding to the three states are tracked
with respect to the ferromagnetic phase. As mentioned
in the introduction, the main reason that motivates the
usage of KKRnano in conjunction with B20-MnGe is
that Tanigaki et al. reported on the existence of the 3Q
hedgehog lattice state in this material32. Findings by
Kanazawa et al. suggest that this lattice is set up by a
superposition of three orthogonal helical structures also
referred to as 3Q state17. Here, the magnetization is de-
termined by the provision
~M(~r) =
sin qy + cos qzsin qz + cos qx
sin qx+ cos qy
 , (4)
where q = 2piλ is the wavenumber given in terms of the
helical wavelength λ and x, y and z are the spatial co-
ordinates within the unit cell. Note, that ~M(~r) is not
normalized. Equation (4) describes an alternating pat-
tern of hedgehog and anti-hedgehog textures.
An illustration of an anti-hedgehog is given in Fig. 7
b). Following the micromagnetic description, singulari-
ties in the magnetization are expected within the mag-
netic texture66. Our ab initio simulations indicate, how-
ever, that all atomic magnetic moments are finite, al-
though our method does not prevent the occurrence of
a fully quenched magnetization density within or in be-
tween atoms. In contrast to other systems exhibiting a
similar magnetic phase, the rather short helical wave-
length of 3 to 6 nm in B20-MnGe allows one to per-
form density functional theory (DFT) calculations with
KKRnano.
Other works21,25–27,29,44 propose that in B20-MnGe a
helical spin spiral forms along the (001) direction where
the magnetization is described by the relation
~M(~r) =
 cos qz− sin qz
0
 . (5)
In the following, we refer to this as the 1Q state (see
Fig. 7 a)).
Based on our findings in section IV, where we en-
counter a DM spiralization that does not seem to be
larger than 10 meV A˚, we also consider a magnetic config-
uration which can exist without a large DM spiralization
but could yield transmission electron microscopy stripe
contrasts similar to the 3Q state. An obvious candidate
for this is a Bloch point texture which can be conveniently
defined by means of the four spherical parameters φ, θ,
Φ and Θ. The parameters φ and θ designate the position
of an individual atom in the unit cell which is described
by the common polar and azimuthal angle
φ = arctan (y/x) (6)
and
θ = arccos
(
z√
x2 + y2 + z2
)
. (7)
Usually, the atomic positions are given in the Cartesian
coordinates x, y and z. In the definition above, we define
the origin of the coordinate system, i.e. the tuple (x =
0, y = 0, z = 0), to be at the center of the unit cell.
In this frame of reference, all atoms that lay in an x-y-
plane that intersects with the center are described by θ =
pi/2. The orientation of the individual atomic magnetic
moments for a BP texture is then defined by the polar
angle
Φ = φ+ φ1 (8)
and the azimuthal angle
Θ = 2 arctan
(
cot
θ
2
)
, (9)
where the angles designating the atomic position enter as
arguments. The phase factor is set to φ1 = pi, hence all
magnetic moments point at the origin of the coordinate
system. An illustration of this configuration is given in
Fig. 7 c).
Since the lattice parameter of a material can be mod-
ified via strain that originates from the manufacturing
process of the sample, we investigated the dependence
of B20-MnGe’s magnetic properties as function of vol-
ume. Such a dependence is depicted in the upper part
8FIG. 7. Illustrations of magnetic textures that potentially exist in B20-MnGe: (a) Helical spin spiral that propagates in (001)
direction. (b) Magnetic anti-hedgehog texture that is wrapped around a singularity at the center as it would exist in a 3Q
hedgehog-antihedgehog lattice. (c) A Bloch point texture where all spins point into the center, thereby creating a monopole.
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FIG. 8. Comparison of Ferromagnetic (FM), helical spiral
(1Q), hedgehog lattice (3Q) and Bloch Point (BP) state in
B20-MnGe with KKRnano. Top: Difference of total ener-
gies with the FM state as reference state for different lattice
constants. The experimental lattice constant is a = 4.80 A˚.
Bottom: Magnetic moment per Mn atom increases with lat-
tice constant. High-spin/Low-spin transition is clearly visible
between a = 4.60 A˚ and a = 4.70 A˚. Experimentally, the
magnetic moment is measured to be ≈ 2µB .
of Fig. 8, where the total energy is evaluated for FM,
1Q, 3Q and BP states. The FM state constitutes the
ground state, when the experimental lattice constant is
assumed. However, 1Q and 3Q states are energetically
not far from the FM state (within less than 10 meV per
Mn atom). When we further increase the lattice constant
the picture changes. A crucial transition point is found
around a = 5.0 A˚, where by imposing the 1Q or 3Q state
the energy can be made lower than that of the ferromag-
netic state. In general, for a > 5.0 A˚ 1Q and 3Q states
are favored over the ferromagnetic one. The BP state is
energetically not preferred for any lattice constant except
for the rather large a = 5.2 A˚.
In the lower part of Fig. 8 the evolution of the mag-
netic moment with varying lattice constant is tracked.
The resulting magnetic moment for the experimental lat-
tice constant nicely falls on top of the magnetic mo-
ment of approximately 2µB per Mn atom which is re-
ported experimentally21,23,24,44. The HS/LS transition
that is already shown in Fig. 3 is recognizable between
a = 4.60 A˚ and a = 4.70 A˚. Furthermore, the magnetic
moment increases, when the lattice constant is increased.
This is a common behavior which is often observed in
metallic systems. For larger lattice constants the mag-
netic moments of the different magnetic textures differ
more than for the smaller lattice constants.
VI. CONCLUSIONS
We investigated the magnetic properties of B20-MnGe
through ab initio calculations. First we considered the
basic properties of the ferromagnetic unit cell, recover-
ing the already-known pressure-induced transition from
a high-spin to a low-spin state. Then we analyzed the
magnetic interactions derived from the first-principles
calculations with both lattice and micromagnetic mod-
els. Lastly, we performed large-scale electronic structure
calculations with KKRnano to quantify the relative ener-
getic stability of different candidate magnetic structures,
1Q (helical spiral), 3Q (hedgehog-antihedgehog lattice)
and BP (Bloch point) state, in relation to the ferromag-
netic state. Both the magnetic model simulations and the
supercell first-principles calculations found the ferromag-
netic state to be the most stable state at the experimental
lattice parameter, which is quite close to the theoretically
determined one with PBEsol. This is in clear contradic-
tion with all reported experimental results.
The computed magnetic pair interactions showed that
the isotropic exchange interactions Jij are very long-
ranged and alternate between ferro- and antiferromag-
netic as a function of distance, while the Dzyaloshinskii-
Moriya interactions ~Dij are rather weak in relation to
9the former. This is theoretical evidence for the compet-
ing long-range magnetic interactions scenario proposed to
explain the short period of the magnetic structure26,29.
The long-range nature of the magnetic interactions was
evidenced by the difficulties found in converging the mi-
cromagnetic parameters A (exchange stiffness) and D
(spiralization) that can be constructed by performing
real-space summations over the corresponding pair in-
teractions. Nevertheless, the trends in the micromag-
netic parameters are in good correspondence with pre-
vious theoretical works40–43. We envision two scenarios
that could explain the experimental findings considering
only pair interactions, both invoking competing exchange
interactions: (i) A ≈ 0, so that a weak D can stabilize
helical modulations; (ii) A < 0, signaling the instability
of the ferromagnetic state to helical modulations, with D
playing a secondary role of selecting the chirality of the
modulation.
The first-principles calculations performed for the fer-
romagnetic, 1Q, 3Q and Bloch point structures found
that it is possible to stabilize either the 1Q or the 3Q
structures with respect to the ferromagnetic state if the
lattice parameter is increased. This can be interpreted by
the computed magnetic pair interactions, which showed
a change in sign of A due to a weakening of the fer-
romagnetic nearest-neighbor Jij , and a strengthening of
D due to a rotation of the ~Dij towards the bond di-
rections, which more than compensates the reduction
in their magnitudes. Overall, the energy differences be-
tween the 1Q and 3Q structures and the ferromagnetic
state was at most 10 meV per Mn atom, which is a model-
independent verification that the magnetic interactions in
the system are indeed competing, so that quite different
magnetic structures have very similar energies. Regard-
ing the Bloch point structure, the imposition of periodic
boundary conditions in KKRnano means that the mag-
netic spins at the boundaries of each supercell are aligned
in an unfavorable antiferromagnetic way and thus there
is a large energy penalty. Notably, this energy cost de-
creases by increasing the lattice parameter, which can
again be related to the reduction of the nearest-neighbor
Jij .
As all our results are based on first-principles calcula-
tions, a possible explanation for the disagreement with
experiment could be in the computed electronic struc-
ture. First, the small energy differences found for the
supercell calculations might make the results sensitive
to intrinsic deficiencies of the exchange-correlation func-
tional. Second, and perhaps more likely, could be an
excessive delocalization of the Mn d-orbitals. This is a
well-known common failure of the standard functionals,
which could upset the energetic balance between the dif-
ferent magnetic structures by strengthening the nearest-
neighbor Jij . The work reported in Ref.
67 could be in-
terpreted in this way, and the authors do find several
noncollinear magnetic structures by tuning the coupling
between itinerant and more localized electrons.
Experimentally, it is not possible to have the ideal lat-
tice structures considered in our study. Thus various
effects can affect the experimental observations and the
related interpretations. For instance, impurities in the
sample can potentially exert chemical pressure, which
leads to spatial expansion of the lattice structure (see
the example of Co-doped B20-FeGe68). Overall our study
motivates further theoretical and experimental investiga-
tions of three-dimensional magnetism in B20 materials in
general and in B20-MnGe in particular.
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Appendix A: Connection between Atomistic and
Micromagnetic Model in B20 Materials
The atomistic model parameters, which appear in the
well-known Heisenberg model, can be connected to the
micromagnetic model, that has the form of a continuum
theory. The latter is widely used in the skyrmion commu-
nity and we adopt it to complement our toolbox for the
investigation of the magnetic properties of B20-MnGe.
We exemplify the connection between atomistic and con-
tinuum model by considering a helical spin spiral that
points along the z-axis (c.f. 1Q state in eq. (5)) and is
described by the wave vector ~q =
(
0, 0, q
)
, i.e. the mag-
netic moments rotate within the x-y-plane and the wave
vector points along the z-axis. The magnetization of each
atom i is then given by
~mi = cos (qzi)eˆx − sin (qzi)eˆy, (A1)
where zi denotes the z-coordinate of the respective
atomic site. It can be shown that such a magnetic struc-
ture interpolates smoothly between the discrete lattice
and the continuum limit. We define the Heisenberg en-
ergy with isotropic exchange interaction and DM inter-
action as
Eatom = −
∑
ij
Jij ~mi ~mj +
∑
ij
~Dij · (~mi × ~mj) . (A2)
Insertion of eq. (A1) and usage of addition theorems leads
to
Eatom,1Q = −
∑
ij
Jij cos (q(zi − zj))
+
∑
ij
Dzij sin (q(zi − zj))
= N (−J(q) +Dz(q)) , (A3)
where we used the translational invariance of Jij and N
is the number of atoms. For the helical spiral defined in
eq. (A1), only the z-component Dzij of
~Dij needs to be
considered.
The micromagnetic energy reads
Emicro =
∫
dV A
(
(∇mx)2 + (∇my)2 + (∇mz)2
)
+D~m · (∇× ~m) , (A4)
where A is the so-called spin stiffness and D the DM spi-
ralization4. Insertion of the magnetization of the helical
spiral given by eq. (A1) yields
Emicro,1Q =
∫
dV
[
Aq2 +D (cos (qz)eˆx − sin (qz)eˆy) ·
·
(
∂
∂z
sin (qz)eˆx +
∂
∂z
cos (qz)eˆy
)]
= Aq2 +Dq. (A5)
The wave number q will take the value which minimizes
Emicro,1Q and we can thus impose the condition
∂Emicro,1Q
∂q
!
= 0⇔ q = − D
2A
, (A6)
which gives us a provision on how the wave number q
depends on the magnitude of DM spiralization and spin
stiffness.
The atomistic and the micromagnetic model are con-
nected in the limit q → 0, i.e. for a helical spiral that
extends over multiple unit cells. Equation (A3) can then
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be simplified to
Eatom,1Q =−
∑
ij
Jij cos (q(zi − zj)) +
∑
ij
Dzij sin (q(zi − zj))
=−
∑
ij
Jij
(
1− 1
2
(q(zi − zj))2
)
+
∑
ij
Dzijq(zi − zj) +O(q3)
=−
∑
ij
Jij︸ ︷︷ ︸
E0
+
1
2
∑
ij
Jij (zi − zj)2︸ ︷︷ ︸
A
q2
+
∑
ij
Dzij (zi − zj)︸ ︷︷ ︸
D
q +O(q3). (A7)
Thus in this limit, it is possible to derive the micromag-
netic parameters A and D from the atomistic parameters
Jij and ~Dij which can be obtained from a KKR calcu-
lation by following the procedure described in51–53. The
term E0 determines the ferromagnetic reference energy.
The exchange stiffness A describes the increase in energy
if a spin spiral is assumed instead of the ferromagnet.
The micromagnetic DMI D can lower the energy if the
product of D and q is negative and can thus make the
spin spiral configuration the energetically preferred state.
In general, A and D are 3 × 3 tensors that we denote
with A and D. For B20 compounds this simplifies to
diagonal matrices due to symmetry arguments and we
obtain
A = 1
4
∑
s
Js
4~Rs · ~Rs 0 00 4~Rs · ~Rs 0
0 0 ~Rs · ~Rs

=
∑
s
Js
∣∣∣~Rs∣∣∣2 I3 = AI3 (A8)
and
D = 1
2
∑
s
4~Rs · ~Ds 0 00 4~Rs · ~Ds 0
0 0 4~Rs · ~Ds

= 2
∑
s
(
~Rs · ~Ds
)
I3 = DI3. (A9)
Here, the summation is performed over all shells s, so
that symmetrically equivalent parameters are omitted.
It should be noted that from eq. (A9) it follows that D
vanishes for ~Dn ⊥ ~Rn and is largest for ~Dn ‖ ~Rn.
