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Abstract
We consider the quartic analogue of the Kontsevich model, which is defined by a measure
exp(−N Tr(EΦ2 + (λ/4)Φ4))dΦ on Hermitean N ×N -matrices, where E is any positive
matrix and λ a scalar. We prove that the two-point function admits an explicit solution
formula in terms of the roots of a meromorphic function J constructed from the spectrum
of E. Structures which appear in this solution can be assembled into complex curves.
We also solve the large-N limit to unbounded operators E. The renormalised two-point
function is given by an integral formula involving a regularisation of J .
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1 Introduction
This paper establishes a structural relationship between
Z3E =
∫
M∗N
dΦ exp
(
−NTr(EΦ2 + λ
3
Φ3
))
∫
M∗N
dΦ exp
(
−NTr(EΦ2)) and Z4E =
∫
M∗N
dΦ exp
(
−NTr(EΦ2 + λ
4
Φ4
))
∫
M∗N
dΦ exp
(
−NTr(EΦ2)) .
(1.1)
Each integral is over self-adjoint N ×N -matrices, λ is a scalar and E a positive1 N ×N -
matrix. The left ‘cubic’ case Z3E is the partition function of the Kontsevich model [Kon92];
it is of paramount importance in several areas of mathematics and mathematical physics.
We recall the main result, the proof of a conjecture due to Witten [Wit91]:
Theorem 1.1 ([Kon92]). The logarithm logZ3E of the partition function is a formal power
series in {tn}, where tn := −(2n − 1)!! 1NTr(E−2n−1). The coefficients in this series are
the intersection numbers of Chern classes on the moduli spaces Mg,s of complex curves.
1In moments of the measure the denominator drops out. Then in the quartic case and for Re(λ) > 0,
E is chosen self-adjoint but positivity is not necessary.
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On the other hand, the Kontsevich integral can be extended to define moments
〈a1b1, . . . , aNbN〉3 := 1N
∫
M∗N
dΦ Φa1b1 · · ·ΦaN bN exp
(
−NTr(EΦ2 + λ
3
Φ3
))
∫
M∗N
dΦ exp
(
−NTr(EΦ2 + λ
3
Φ3
)) , (1.2)
which can be interpreted as correlation functions in a matricial QFT model. In this set-
ting, the large-N limit of E is allowed to be an unbounded operator of dimension ≤ 6 (see
Definition 2.1); the correlation functions then need renormalisation. By solving Dyson-
Schwinger equations, the genus-g contributions to all renormalised correlation functions
(1.2) have been determined in [GSW17, GSW18] for g = 0 and in [GHW19] for g ≥ 1.
The main tools are a Ward-Takahashi identity similar to [DGMR07], the solution [MS91]
of a non-linear integral equation as well as differential operators in the tn and residue
techniques inspired by topological recursion [EO07, Eyn16].
From a quantum field theoretical point of view, the cubic interaction Tr(Φ3) in (1.2) is
not the first choice. One would rather be interested in the quartic analogue
〈a1b1, . . . , aNbN〉4 := 1N
∫
M∗N
dΦ Φa1b1 · · ·ΦaN bN exp
(
−NTr(EΦ2 + λ
4
Φ4
))
∫
M∗N
dΦ exp
(
−NTr(EΦ2 + λ
4
Φ4
)) (1.3)
of the Kontsevich model. Such correlation functions arose in studies of quantum field
theories on noncommutative geometries [GW05].
This paper proves that both cases in (1.1) share identical structures, at least in their
simplest topological sector. We prove that also the quartic model is exactly solvable in
terms of implicitly defined functions of the same type as in the cubic Kontsevich model:
Theorem 1.2. Consider the quartic matrix model with measure e−N Tr(EΦ
2+(λ/4)Φ4)dΦ, in
which the self-adjoint N × N -matrix E has eigenvalues 0 < E1 < E2 < · · · < Ed of
multiplicities r1, r2, . . . , rd. These data encode a meromorphic function
J(z) := z − λN
d∑
k=1
%k
εk + z
,
where {εk, %k}k=1,...,d are the unique solutions in an open neighbourhood of λ = 0 of
El = εl − λN
d∑
k=1
%k
εk + εl
, 1 =
rl
%l
− λN
d∑
k=1
%k
(εk + εl)2
, for l = 1, . . . , d , (1.4)
with limλ→0 εk = Ek and limλ→0 %k = rk. Then the planar two-point function
G
(0)
ab =
[
1
N
∫
dΦ ΦabΦba e
−N Tr(EΦ2+(λ/4)Φ4)∫
dΦ e−N Tr(EΦ2+(λ/4)Φ4)
]
up to O(N−1)-terms
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has in an open neighbourhood of λ = 0 the explicit solution
G
(0)
ab =
1
εa + εb
·
d∏
k,l=1
(
1 +
σk(Ea) + σl(Eb)
εk + εl
)
d∏
k,l=1
(
1 +
σk(Ea)
εk + εl
) d∏
k,l=1
(
1 +
σl(Eb)
εk + εl
) , (1.5)
where {J−1(w),−ε1−σ1(w), . . . ,−εd−σd(w)} is the list of inverse solutions z of w = J(z),
with J−1(w) the unique solution with limλ→0 J−1(w) = w. (In particular, εa = J−1(Ea).)
Theorem 1.2, combined with previous work [GW14a, dJHW19], shows that all moments
(1.3) of the simplest topology (B = 1, g = 0) can be exactly solved, as convergent functions
of λ, for any operator E (of dimension ≤ 4 to be introduced).
This result confirms a conjecture which crystallised during a decade of work of two of
us (HG, RW). Building on a Ward-Takahashi identity found in [DGMR07], we derived 10
years ago in [GW09] a closed non-linear integral equation for G
(0)
ab in the large-N limit.
Over the years we found so many surprising facts about this equation that the quartic
matrix model being solvable is the only reasonable explanation. A key step was the
reduction to an equation for an angle functions of essentially only one variable [GW14a].
Moreover, a recursive formula to determine all planar N -point functions G
(0)
b0···N−1 from the
planar two-point function G
(0)
ab was found in [GW14a]. This recursion was recently solved
in terms of a combinatorial structure named ‘Catalan table’ [dJHW19]. Last year, one
of us with E. Panzer obtained in [PW18] the exact solution of G
(0)
ab (at large N ) in the
case E = diag(1, 2, 3, 4, . . . ). The solution is expressed in terms of the Lambert function
defined by the implicit equation W (z) exp(W (z)) = z.
The final step achieved in this paper is the understanding that the structure discovered
in [PW18] generalises to any E of dimension ≤ 4. The main obstacle was to identify a
family ρλ of deformed measures defined by an implicit equation in terms of E, λ. In the
case of finite matrices, the deformed measure defines a rational function J with d + 1
inverses, where d is the number of distinct eigenvalues of E.
This paper is organised as follows. In sec. 2 we recall from [GW14a] the non-linear
equation for the planar two-point function and the solution ansatz in terms of an angle
function. We also introduce a dimension D encoded in E. The resulting non-linear
integral equation for the angle function is solved in sec. 3. We construct a sectionally
holomorphic function JD out of the data (E, λ) of the model and its dimension D. We
guess a formula for the angle function in terms of JD and prove that this formula satisfies
the non-linear equation. Then in sec. 4 we compute the two-point function G
(0)
ab from the
angle function. In dimension D ∈ {2, 4} we obtain an explicit integral representation of
G
(0)
ab . In the case of finite matrices (necessarily D = 0) this integral can also be evaluated
and gives the result stated in Theorem 1.2. Here J and J0 are related by a shift. We
show in sec. 5 that the function J has a convenient interpretation as parametrisation of
complex curves. We hope that these curves are related to spectral curves in topological
recursion [EO07]. This can only be decided by solution of the next topological sector(s),
which goes beyond this paper. A few examples are given in sec. 6. We finish by an outlook
(sec. 7) to other topological sectors.
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2 The setup
It was proved in [GW14a] that the second moment ZGab of the quartic model,
ZGab :=
1
N
∫
M∗N
dΦ ΦabΦba exp
(
−NTr(EΦ2 + λ
4
Φ4
))
∫
M∗N
dΦ exp
(
−NTr(EΦ2 + λ
4
Φ4
)) , (2.1)
satisfies in the large-N limit the closed equation
ZGab =
1
Ea + Eb
− λN (Ea + Eb)
N∑
n=1
(
ZGab ZGan − ZGnb − ZGab
En − Ea
)
+O(N−1) . (2.2)
Here, {Ea} are the eigenvalues of E, and the Φab in (2.1) are the matrix elements of Φ in
the eigenbasis of E. Equivalently, dropping O(N−1) amounts to saying that Gab 7→ G(0)ab
is the planar 2-point function. The key observation is that, writing
G
(0)
ab := G(x, y)
∣∣∣
x=Ea−µ2bare/2, y=Eb−µ2bare/2
, (2.3)
then G(x, y) originally defined only on the (shifted) spectrum of E extends to a sectionally
holomorphic function which satisfies the integral equation2
(µ2bare+x+y)ZG(x, y) = 1− λ
∫ Λ2
0
dt ρ0(t)
(
ZG(x, y) ZG(x, t)− ZG(t, y)− ZG(x, y)
t− x
)
.
(2.4)
Here and from now on, the O(N−1)-correction is ignored, and we have defined
ρ0(t) :=
1
N
N∑
n=1
δ
(
t−
(
En−µ
2
bare
2
))
,
µ2bare
2
= min
n
(En) , Λ
2 = max
n
(En)− µ
2
bare
2
.
(2.5)
Following [PW18] one can also derive a symmetric equation equivalent to (2.4):
(µ2bare + x+ y)ZG(x, y)
= 1 + λ
∫ Λ2
0
dt ρ0(t)
ZG(t, y)− ZG(x, y)
t− x + λ
∫ Λ2
0
ds ρ0(s)
ZG(x, s)− ZG(x, y)
s− y
− λ2
∫ Λ2
0
dt ρ0(t)
∫ Λ2
0
ds ρ0(s)
ZG(x, y)ZG(t, s)− ZG(x, s)ZG(t, y)
(t− x)(s− y) . (2.6)
These equations are the analogue of the equation
(W (x))2 + λ2
∫ Λ2
0
dt ρ0(t)
W (t)−W (x)
t− x = x , ρ0(t) =
8
N
N∑
n=1
δ(t− (2En)2) (2.7)
2Strictly speaking, we should write
∫ Λ2+
− for the integrals in (2.4) and (2.6).
4
Solution of all quartic matrix models
in the Kontsevich model (in dimension D = 0; generalised in [GSW17, GSW18] to D ∈
{2, 4, 6}). Its solution found by Makeenko and Semenoff [MS91] was later understood
as the spectral curve of topological recursion [EO07, Eyn16]. The solution is universal
in terms of an implicitly defined parameter c, which depends on E, λ and the dimension
D ∈ {0, 2, 4, 6}:
(−c)
( 2
1 +
√
1 + c
)δD,2+δD,4
= λ2
∫ ∞
√
1+c
ρc(y) dy
y(
√
1 + c+ y)D/2
, (2.8)
ρc(y) =
8
N
N∑
n=1
δ(y −
√
4E2 + c) .
This parameter c effectively deforms the initial matrix E to (E2 + c/4)
1
2 and thereby the
measure ρ0 into an implicitly defined deformed measure ρc.
We will see that exactly the same is true for the quartic model. Employing the same
complex analysis techniques as in [MS91], we prove that equations (2.4) or (2.6) have a
universal solution in terms of a deformation ρλ of the measure (2.5).
In fact we solve the problem in a larger quantum field theoretical perspective. This refers
to a limit N → ∞ in which the matrix E becomes an unbounded operator on Hilbert
space. For the Kontsevich model, the same quantum field theoretical extension was solved
in [GSW17, GSW18, GHW19]. Of course one can study a large-N limit in which E− µ2bare
2
is resized to keep a finite support [0,Λ2] of the measure. We call this the dimension-0 case.
It is only little more effort to solve the problem for two classes of unbounded operators E.
Our strategy follows closely the usual renormalisation procedure in quantum field theory.
This means that µ2bare and possibly Z are carefully chosen functions of Λ
2, i.e. of the
largest eigenvalue of E (see (2.5)). As N → ∞, this largest eigenvalue also tends to ∞
with a certain rate that encodes a dimension according to Weyl’s law for the Laplacian:
Definition 2.1. To the measure ρ we assign a dimension D ∈ {0, 2, 4, > 4} as follows:
D = 0 :
∫∞
0
dt ρ(t)
t+1
converges. One can set Z, µ2bare to any finite value, e.g. Z = 1 = µ
2
bare.
D = 2 :
∫∞
0
dt ρ(t)
t+1
diverges but
∫∞
0
dt ρ(t)
(t+1)2
converges. One can set Z to any finite value (e.g.
Z = 1), but µ2bare(Λ) diverges with Λ
2. The asymptotic behaviour determines itself,
but there remains a freedom parametrised by a finite parameter µ2 > 0.
D = 4 :
∫∞
0
dt ρ(t)
(t+1)2
diverges but
∫∞
0
dt ρ(t)
(t+1)3
converges. The asymptotic behaviour of the di-
vergent µ2bare(Λ) and Z(Λ) for Λ → ∞ determines itself. There remains a freedom
parametrised by a finite parameter µ2 > 0 and a global finite factor multiplying
G(x, y). This irrelevant factor can be chosen to adjust G(0, 0) = 1.
D > 4 :
∫∞
0
dt ρ(t)
(t+1)3
diverges. This case cannot be renormalised anymore.
We will determine a precise dependence µ2(Λ) in D ∈ {2, 4} and Z(Λ) in D = 4 so that
G(x, y) has a well-defined limit N →∞ (or Λ2 →∞).
We temporarily assume that the distributional measure ρ0(t) can be approximated by
a Ho¨lder-continuous function. The final result will make perfect sense for ρ0 being a
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linear combination of Dirac measures; it is only that intermediate steps become more
transparent if ρ0 ∈ C0,α([0,Λ2]) is assumed. Using techniques for boundary values of
sectionally holomorphic functions, explained in detail in [GW14a, GW14b, PW18], one
finds that a solution for G(a, b) at 0 < a, b < Λ2 should be searched in the form
ZG(a, b) =
eH
Λ
a [τb(•)] sin τb(a)
λpiρ0(a)
=
eH
Λ
b [τa(•)] sin τa(b)
λpiρ0(b)
, (2.9)
where the angle function τa : (0,Λ
2)→ [0, pi] for λ > 0 and τa : (0,Λ2)→ [−pi, 0] for λ < 0
remains to be determined. Here,
HΛa [f(•)] :=
1
pi
lim
→0
∫
[0,Λ2]\[a−,a+]
dt f(t)
t− a = lim→0 Re
( 1
pi
∫ Λ2
0
dt f(t)
t− (a+ i)
)
(2.10)
denotes the finite Hilbert transform. We go with the ansatz (2.9) into (2.4) at x = a+ i
and y = b:(
µ2bare + a+ b+ λpiHΛa [ρ0(•)] +
1
pi
∫ Λ2
0
dt eH
Λ
t [τa(•)] sin τa(t)
)
ZG(a, b)
= 1 +HΛa
[
eH
Λ• [τb] sin τb(•)
]
. (2.11)
A Ho¨lder-continuous function τ : (0,Λ2)→ [0, pi] or τ : (0,Λ2)→ [−pi, 0] satisfies
HΛa
[
eH
Λ• [τ ] sin τ(•)] = eHΛa [τ ] cos τ(a)− 1 , ∫ Λ2
0
dt e±H
Λ
t [τ(•)] sin τ(t) =
∫ Λ2
0
dt τ(t) . (2.12)
The first identity appeared in [Tri57], the second one was proved in [PW18]. Inserting
both identities into (2.11) gives with (2.9) a consistency relation for the angle function:
τa(p) = arctan
(
λpiρ0(p)
µ2bare + a+ p+ λpiHΛp [ρ0(•)] + 1pi
∫ Λ2
0
dt τp(t)
)
, (2.13)
where the arctan-branch in [0, pi] is selected for λ > 0 and the branch in [−pi, 0] for λ < 0.
Equation (2.13) was solved in [PW18] for ρ0(t) ≡ 1. The hard part was to guess a
possible solution. This guess was achieved by an ansatz for τa(p) as formal power series
in λ and evaluation of the first coefficients by the HyperInt package [Pan15]. These
first coefficients had a striking pattern so that the whole series could be conjectured and
resummed via Lagrange inversion theorem [Lag70] and Bu¨rmann formula [Bu¨r99]. Since
these are the main tools also in this paper, we recall:
Theorem 2.2. Let φ(w) be analytic at w = 0 with φ(0) 6= 0 and f(w) := w
φ(w)
. Then the
inverse g(z) of f(w) with z = f(g(z)) is analytic at z = 0 and given by
g(z) =
∞∑
n=1
zn
n!
dn−1
dwn−1
∣∣∣
w=0
(φ(w))n . (2.14)
More generally, if H(z) is an arbitrary analytic function with H(0) = 0, then
H(g(z)) =
∞∑
n=1
zn
n!
dn−1
dwn−1
∣∣∣
w=0
(
H ′(w)
(
φ(w)
)n)
. (2.15)
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The solution of (2.13) for ρ0(x) ≡ 1 and in the limit Λ→∞ guessed in [PW18] is
τa(p) = Im log
(
a+ I(p+i)
)
, I(z) := λW0
(1
λ
e
1+z
λ
)
− λ log
(
1−W0
(1
λ
e
1+z
λ
))
, (2.16)
where W0 is the principal branch of the Lambert function [CGH
+96]. It was not so difficult
to verify that (2.16) satisfies (2.13) for µ2bare = 1− 2λ log(1 + Λ2).
3 Solution of the angle function
In this paper we succeed in solving (2.13) for any Ho¨lder-continuous ρ0 of dimension ≤ 4.
Again the difficulty was to guess the solution; verifying it is a straightforward exercise in
complex analysis. The main step is to deform the measure function. We first introduce
structures for a fictitious measure ρc; later ρc will be particularly chosen.
Definition 3.1. Let ρc be a Ho¨lder-continuous function on some interval [νD,Λ
2
D]. For
µ2 = µ2bare in D = 0, and µ
2 > min(0,−νD) a free parameter in D ∈ {2, 4}, define
functions h00 ≡ h0, h02, h04, h2, h4 on C \ [νD,Λ2D] by
h0D(z) :=
∫ Λ2D
νD
dt ρc(t)
t− z , h0(z) := h00(z) , (3.1)
h2(z) := h02(z)− h02(−µ2) = (z + µ2)
∫ Λ22
ν2
dt ρc(t)
(t+ µ2)(t− z) ,
h4(z) := h04(z)− h04(−µ2)− (z+µ2)h′04(−µ2) = (z+µ2)2
∫ Λ24
ν4
dt ρc(t)
(t+ µ2)2(t− z) .
Definition 3.2. For λ ∈ C and hD as given in Definition 3.1, we introduce functions JD
on C \ [−µ2 − Λ2D,−µ2 − νD] by
JD(z) := z − λhD(−µ2 − z) ≡ z − λ(−z)D2
∫ Λ2D
νD
dt ρc(t)
(t+ µ2)
D
2 (t+ µ2 + z)
. (3.2)
The limits limΛ2D→∞ hD(z) and limΛ2D→∞ JD(z) exist for ρc of dimension D according to
Definition 2.1. We have
D ∈ {0, 2} ⇒ J ′D(z) = 1 + λh′0D(−µ2 − z) , (3.3)
which is uniformly positive on R+ for real λ > −(h′0D(−µ2))−1 in D ∈ {0, 2}. In contrast,
J ′4(z) = 1− λh′04(−µ2) + λh′04(−µ2 − z) , (3.4)
which is uniformly positive in the opposite region of real λ < (h′04(−µ2))−1.
Lemma 3.3. Let |λ| < ( ∫ Λ2D
νD
dt ρc(t)
(t+µ2/2)2
+ δD,4
∫ Λ2D
νD
dt ρc(t)
(t+µ2)2
)−1
. Then:
1. JD is a biholomorphic map from a right half plane Rµ := {z ∈ C : Re(z) > −µ22 }
onto a domain UD ⊂ C. For λ real, UD contains [JD(νD),∞).
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2. For λ real, Im(JD(z)) and Im(z) have the same sign for every z ∈ Rµ.
Proof. 1. We show that JD is injective on Rµ. Any two points z0 6= z1 ∈ Rµ can be
connected by a straight line [0, 1] 3 s 7→ c(s) = z0 + (z1− z0)s ∈ Rµ. Then for D ∈ {0, 2}
∣∣JD(z1)− JD(z0)∣∣ = |z1 − z0|∣∣∣1 + λ∫ 1
0
ds
∫ Λ2D
νD
dt ρc(t)
(t+ µ2 + c(s))2
∣∣∣
≥ |z1 − z0|
(
1− sup
s∈[0,1]
|λ|
∫ Λ2D
νD
dt ρc(t)
|t+ µ2 + c(s)|2
)
> 0 . (3.5)
For D = 4 we have∣∣J4(z1)− J4(z0)∣∣
= |z1 − z0||1− λh′04(−µ2)|
∣∣∣1 + λ
1− λh′04(−µ2)
∫ 1
0
ds
∫ Λ24
ν4
dt ρc(t)
(t+ µ2 + c(s))2
∣∣∣ (3.6)
which under the adapted condition leads to the same conclusion
∣∣J4(z1)− J4(z0)∣∣ > 0.
It follows from basic properties of holomorphic functions that JD is, as holomorphic
and injective function, even a biholomorphic map JD : Rµ → UD := JD(Rµ).
2. For λ real we have
Im(JD(x+ iy)) = y
{
(1− λh′04(−µ2))δD,4 + λ
∫ Λ2D
νD
dt ρc(t)
(t+ µ2 + x)2 + y2
}
. (3.7)
The term in { } is strictly positive by the same reasoning as above. 
We can now define the ‘λ-deformed’ measure:
Definition 3.4. Given λ ∈ R, µ2 > 0 and a Ho¨lder-continuous function ρ0 : [0,Λ2]→ R+
of dimension D according to Definition 2.1. Then a function ρλ on [νD,Λ
2
D] is implicitly
defined by the equations
ρ0(t) =: ρλ(J
−1
D (t)) ⇔ ρλ(x) = ρ0(JD(x)) , (3.8)
Λ2D := J
−1
D (Λ
2) , νD := J
−1
D (0) ,
where hD in JD is defined via (3.2) and (3.1) by the same function ρc 7→ ρλ.
Remark 3.5. The deformation from ρ0 to ρλ is the analogue of the deformation from E
to Ec :=
√
E2 + 1
4
c(λ) in the Kontsevich model. There the deformation parameter c(λ) is
implicitly defined via (2.8). Neither that equation nor (3.8) in the quartic model can be
generically solved in terms of ‘known’ functions.
The converse problems are easy: In the Kontsevich model, choose E together with some
parameter c and take λ(c) according to (2.8). In the quartic model, start with ρc(x), read
off ρ(JD(x)) and reconstruct the deformed matrix Ec in the partition function via (2.5).
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Definition 3.6. Given λ ∈ R, µ2 > 0 and a Ho¨lder-continuous function ρ0 : [0,Λ2]→ R+
of dimension D according to Definition 2.1. Let ρλ be its associated deformed measure
according to Definition 3.4, and let λ satisfy the requirements of Lemma 3.3 so that
JD : Rµ → UD is biholomorphic. Then a holomorphic function ID : UD \ [0,Λ2] 3 w 7→
ID(w) ∈ C is defined by
ID(w) := −JD(−µ2 − J−1D (w)) = µ2 + J−1D (w) + λhD(J−1D (w)) , (3.9)
where µ in (3.9) and in Definition 3.2 are the same and JD, hD are defined with the
deformed measure ρc 7→ ρλ.
Theorem 3.7. Let ρ0 : [0,Λ
2] → R+ be a Ho¨lder-continuous measure of dimension
D ∈ {0, 2, 4} and ρλ its deformation according to Definition 3.4 for a real coupling constant
λ with |λ| < ( ∫ Λ2D
νD
dt ρλ(t)
(t+µ2/2)2
+δD,4
∫ Λ2D
νD
dt ρλ(t)
(t+µ2)2
)−1
. Then the consistency equation (2.13)
for the angle function is solved by
τa(p) = lim
→0
Im
(
log(a+ ID(p+ i))
)
, (3.10)
with ID given by Definition 3.6, provided that the following relations between µbare and µ
are arranged: µ2bare = µ
2 for D = 0 and
D = 2 : µ2bare = µ
2 − 2λh02(−µ2) ,
D = 4 : µ2bare = µ
2
(
1− λh′04(−µ2)
)− 2λh04(−µ2) . (3.11)
Proof. Under the assumptions on λ we have for 0 < p < Λ2
τa(p) = lim
→0
arctan
(Im(a+ ID(p+ i))
Re(a+ ID(p+ i))
)
= arctan
( lim→0 λ Im(hD(J−1D (p+ i)))
lim→0 Re(a+ ID(p+ i))
)
= arctan
( λpiρλ(J−1D (p))
lim→0 Re(a+ ID(p+ i))
)
= arctan
( λpiρ0(p)
lim→0 Re(a+ ID(p+ i))
)
, (3.12)
where 2. of Lemma 3.3, the definition of hD and the defining relation (3.8) between ρ0
and ρλ have been used. The arctan ranges in [0, pi] for λ > 0 and in [−pi, 0] for λ < 0.
Comparison with (2.13) shows (after renaming variables) that we have to prove
lim
→0
Re(ID(a+ i)) = µ
2
bare + a+ λpiHΛa [ρ0(•)] +
1
pi
∫ Λ2
0
dp τa(p) . (3.13)
We evaluate the integral over τa. For p > Λ
2 we have J−1D (p) > Λ
2
D and consequently
Im(hD(J
−1
D (p+ i))) = 0. This implies
1
pi
∫ Λ2
0
dp τa(p) = lim
→0
1
pi
∫ ∞
0
dp Im log(a+ ID(p+ i))
= lim
→0
1
2pii
∫
JD(γ)
dw log(a+ ID(w)) = lim
→0
T D(a) ,
where T D(a) :=
1
2pii
∫
JD(γ)
dw log
( a+ ID(w)
a+ κD + (J
−1
D (w) + µ
2)/cD
)
. (3.14)
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In the second line, the contour γ encircles [νD,∞) clockwise at distance , i.e. it goes
straight from +∞ − i to νD − i, in a left half circle to νD + i and straight again to
+∞+i. The denominator included in T D(a) is holomorphic in UD and does not contribute
for → 0. The constants cD and κD are chosen as c2 = c0 = 1, κ0 = 0 and
c4 =
1
1− λh′04(−µ2)
, κD = −λh0D(−µ2) for D ∈ {2, 4} . (3.15)
We insert (3.9) and transform to w = J(z):
T D(a) =
1
2pii
∫
γ
dz J ′D(z) log
( a+ µ2 + z + λhD(z)
a+ κD + (z + µ2)/cD
)
=
1
2piicD
∫
γ
dz
(
1 + λcDh
′
0D(−µ2 − z)
)
log
(
1 +
λcDh0D(z)
cD(a+ κD) + z + µ2
)
. (3.16)
The function hD in (3.16) is defined with the λ-deformed measure ρλ. We will now
• rename ρλ to ρc and the given coupling constant λ to λc ∈ R,
• consider a general complex λ ∈ C (i.e. h0D will be taken as in (3.1) without any
relation between ρc and λ),
• take  a fixed positive number.
In this setting, z in (3.16) keeps distance  from [νD,∞) so that (3.16) becomes a holo-
morphic function of λ in a sufficiently small open ball around the origin. We choose its
radius so small that the logarithm admits a uniformly convergent power series expansion
on γ. Hence, integral and series commute:
T D(a) = −
∞∑
n=1
(−λcD)n
ncD
1
2pii
∫
γ
dz
(
1 + λcDh
′
0D(−µ2 − z)
) (h0D(z))n(
cD(a+ κD) + z + µ2
)n .
(3.17)
Since h0D(z) ∝ z−1 for |z| → ∞, we can close γ by a large circle to a closed contour γ¯
which avoids [νD,∞).
We first evaluate the part without h′0D (and the global factor c
−1
D ) by the residue
theorem. Since h0D(z) is holomorphic in C \ [νD,∞), only the pole of order n at
z = −cD(a+ κD)− µ2 contributes:
KD(a) := −
∞∑
n=1
(−λcD)n
n
1
2pii
∫
γ¯
dz
(
h0D(z)
)n(
cD(a+ κD) + z + µ2
)n
= −
∞∑
n=1
(−λcD)n
n!
dn−1
dwn−1
∣∣∣
w=0
(
h0D(w − cD(a+ κD)− µ2)
)n
. (3.18)
Setting φ(w) = h0D(w − cD(a + κD) − µ2), the Lagrange inversion formula (2.14) shows
that w = −KD(a) is the inverse solution of the equation −λcD = f(−KD(a)), where
f(w) = w
φ(w)
. This means
λcDh0D
(−KD(a)− cD(a+ κD)− µ2) = KD(a) . (3.19)
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Introducing z(a) := KD(a) + cD(a+ κD), equation (3.19) becomes
z(a)− λcDh0D(−µ2 − z(a)) = cD(a+ κD) . (3.20)
Comparing with Definition 3.2, equation (3.20) boils down for any D ∈ {0, 2, 4} to a =
JD(z(a)). But a ∈ [0,Λ2] ⊂ UD so that we can invert to z(a) = J−1D (a). In summary, we
have proved a useful perturbative formula for J−1D :
Lemma 3.8. For any a ∈ [0,Λ2] and λ satisfying the assumptions of Lemma 3.3, the
inverse function of JD defined in (3.2) admits a convergent representation
J−1D (a) = cD(a+ κD)−
∞∑
n=1
(−λcD)n
n!
dn−1
dwn−1
∣∣∣
w=0
(
h0D(w − cD(a+ κD)− µ2)
)n
. (3.21)
We continue with (3.17). We insert (3.1) for h′0D and change the integration order:
T D(a) = −(a+ κD) +
1
cD
J−1D (a) (3.22)
+ λ
∫ Λ2D
νD
dt ρc(t)
d
dt
( 1
2pii
∫
γ¯
dz
t+ µ2 + z
∞∑
n=1
(−λcD)n
n
(
h0D(z)
)n(
cD(a+ κD) + z + µ2
)n) .
We first look at generic points t 6= cD(a+ κD). This is no restriction because for Ho¨lder-
continuous ρc, ordinary and improper integral (the point t = cD(a+ κD) removed) agree.
The residue theorem picks up the simple pole at z = −µ2 − t, for which we resum the
series to the logarithm, and the pole of order n at z = −cD(a+ κD)− µ2:
T D(a) = −a− κD +
J−1D (a)
cD
− λ
∫ Λ2D
νD
dt ρc(t)
d
dt
log
(
1 +
λcDh0D(−t− µ2)
cD(a+ κD)− t
)
(3.23)
+ λ
∫ Λ2D
νD
dt ρc(t)
d
dt
{ ∞∑
n=1
(−λcD)n
n!
dn−1
dwn−1
∣∣∣
w=0
(
H ′t,a(w)
(
h0D(w−µ2−cD(a+κD))
)n)}
,
where Ht,a(w) := log
w+t−cD(a+κD)
t−cD(a+κD) . The original dependence on  dropped out. The
Bu¨rmann formula (2.15) identifies the term in { } of the last line of (3.23) asHt,a(−KD(a)):
T D(a) = −a− κD +
J−1D (a)
cD
+ λ
∫ Λ2D
νD
dt ρc(t)
d
dt
log
( t−KD(a)− cD(a+ κD)
t− cD(a+ κD)− λcDh0D(−t−µ2)
)
= −a− κD + J
−1
D (a)
cD
+ λ
∫ Λ2D
νD
dt ρc(t)
d
dt
log
(t− J−1D (a)
JD(t)− a
)
. (3.24)
We have used KD(a) + cD(a+ κD) = J
−1
D (a) and rearranged the denominator with (3.2)
to JD(t)− a.
We stress that (3.24) is proved for complex λ in a ball about the origin of small radius
determined by . The identity theorem for holomorphic functions allows us to enlarge the
domain of λ on both sides back to the original domain of the Theorem. This includes the
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original real value λ = λc we started with, where ρc = ρλ on the rhs and lim→0 T D(a) =
1
pi
∫ Λ2
0
dp τa(p) on the lhs. Therefore, for the original real λ,
1
pi
∫ Λ2
0
dp τa(p) = −a− κD + J
−1
D (a)
cD
+ λ
∫ Λ2D
νD
dt ρλ(t)
d
dt
log
(t− J−1D (a)
JD(t)− a
)
, (3.25)
where also JD is built from ρλ.
The t-integral in (3.25) does not need any exception point. But for the next step it
is useful to remove an -interval about t = J−1D (a) to take the logarithms apart. These
principal value integrals can equivalently be written as limit of the real part when shifting
a to a+ i:
1
pi
∫ Λ2
0
dp τa(p) = lim
→0
Re
(
− a− κD + J
−1
D (a)
cD
+ λ
∫ Λ2D
νD
dt ρλ(t)
t− J−1D (a+ i)
− λ
∫ Λ2D
νD
dt ρλ(t)
d
dt
log(JD(t)− (a+ i))
)
= lim
→0
Re
(
− a− 2κD + J−1D (a) + µ2(1− c−1D ) + λhD(J−1D (a+ i))
− λ
∫ Λ2
0
dx ρλ(J
−1
D (x))
x− (a+ i)
)
. (3.26)
Here we have completed the first t-integral h0D(J
−1
D (a+ i)) with (3.1) to hD(J
−1
D (a+ i))
and transformed in the second integral to x = JD(t). Taking the relation (3.8) to the
original measure into account and recalling the definition (3.9) of ID(a), we precisely
confirm our aim (3.13) provided that
µ2bare = 2κD + c
−1
D µ
2 . (3.27)
This finishes the proof. 
4 Solution of the 2-point function
4.1 Hilbert transform of the angle function
With τa(p) determined, it remains to evaluate the Hilbert transform in the equation (2.9)
for the two-point function G(a, b). We first establish a general integral representation. In
the next subsection this integral will be evaluated for the case of finite matrices.
Proposition 4.1. The renormalised two-point function of the D-dimensional quartic ma-
trix model is given by
G(a, b) :=
µ2δD,4 exp(ND(a, b))
(µ2 + a+ b)
, (4.1)
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where
ND(a, b) =
1
2pii
∫ ∞
−∞
dt
{
log
(
a− JD(−µ22 − it)
) d
dt
log
(
b− JD(−µ22 + it)
)
− log (a− (−µ2
2
− it)) d
dt
log
(
b− (−µ2
2
+ it)
)
− δD,4 log
(− JD(−µ22 − it)) ddt log (− JD(−µ22 + it))
+ δD,4 log
(− (−µ2
2
− it)) d
dt
log
(− (−µ2
2
+ it)
)}
(4.2)
and JD is built via (3.2) and (3.1) with the deformed measure ρλ defined in (3.8). In
D = 4 dimensions, G(a, b) is only determined up to a multiplicative constant which here
is normalised to G(0, 0) = 1 independently of µ. For D ∈ {0, 2} there is an alternative
representation
G(a, b) :=
(µ2+a+b) exp
{ 1
2pii
∫ ∞
−∞
dt log
(a− JD(−µ22 −it)
a− (−µ2
2
−it)
) d
dt
log
(b− JD(−µ22 +it)
b− (−µ2
2
+it)
)}
(µ2 + b+ J−1D (a))(µ2 + a+ J
−1
D (b))
.
(4.3)
Proof. We rely on structures developed during the proof of Theorem 3.7. The Hilbert
transform of τa given by (3.10) can be written as
HΛb
[
τa(•)] = lim
′→0
lim
→0
Re
( 1
pi
∫ ∞
0
dp
Im log
( a+ID(p+i)
µ2+a+J−1D (p)
)
p− (b+ i′)
)
= lim
′→0
lim
→0
Re
( 1
2pii
∫
JD(γ)
dw
log
(
a+ID(w)
µ2+a+J−1D (w)
)
w − (b+ i′)
)
. (4.4)
In the second line, ′ must be chosen much larger than  so that JD(γ) separates b + i′
from R+. As before, we are allowed to include a holomorphic denominator µ2+a+J−1D (w).
In contrast to the procedure in Theorem 3.7 we choose it such that it has individually a
limit for Λ→∞. This leads to the large-w behaviour
a+ ID(w)
µ2 + a+ J−1D (w)
∝ 1
cD
+O(1/J−1D (w)) .
Thus, in dimension D ∈ {0, 2} where cD = 1, the integrand decays sufficiently fast to
deform γ near ∞. For D = 4, however, cD 6= 1 prevents the deformation. This forces us
to subtract the Hilbert transform HΛr
[
τr(•)] at some reference point a = b = r > 0. We
first move JD(γ) past the pole w = b + i
′ at expense of its residue. In the remaining
integral (which is automatically real) we transform to w = JD(z):
HΛb
[
τa(•)]− δD,4HΛr
[
τr(•)]
= lim
′→0
Re
(
log
( a+ ID(b+ i′)
µ2 + a+ J−1D (b+ i′)
)
− δD,4 log
( r + ID(r + i′)
µ2 + r + J−1D (r + i′)
))
(4.5a)
+ lim
→0
1
2pii
∫
γ
dz J ′D(z)
( log (a+µ2+z+λhD(z)
µ2+a+z
)
JD(z)− b − δD,4
log
( r+µ2+z+λhD(z)
µ2+r+z
)
JD(z)− r
)
. (4.5b)
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The line (4.5a) evaluates to
(4.5a) = log
[ λpiρ0(b)
sin τa(b)
· 1
(µ2 + a+ J−1D (b))
(λpiρ0(r)
sin τr(r)
· 1
(µ2 + r + J−1D (r))
)−δD,4]
, (4.6)
where real and imaginary part of a+ ID(b+ i
′) are rearranged to τa(b) as in (3.12).
In the last line (4.5b) we write
J ′D(z)
JD(z)− b =
d
dz
log(JD(z)− b) = 1
z − b +
d
dz
log
(z − b− λhD(−µ2 − z)
z − b
)
.
Inserted back into (4.5b) we deform in the parts with products of logarithms the con-
tour γ into the straight line −µ22 + iR. No poles or branch cuts are hit during this
deformation because JD(z) and JD(−µ2 − z) are holomorphic on the slit half plane
{Re(z) > −3
5
µ2} \ [νD,∞). In this way we produce integrals which are manifestly sym-
metric in both variables:
N˜D(a, b) =
1
2pii
∫ ∞
−∞
dt
{
log
(
1 + λ
hD(−µ22 + it)
µ2
2
+ a+ it
) d
dt
log
(
1 +
λhD(−µ22 − it)
b+ µ
2
2
− it
)
− δD,4 log
(
1 + λ
hD(−µ22 + it)
µ2
2
+ r + it
) d
dt
log
(
1 +
λhD(−µ22 − it)
r + µ
2
2
− it
)}
. (4.7)
The counterterm for D = 4 is indispensable for convergence. Now the line (4.5b) becomes
(4.5b) = N˜D(a, b) + lim
→0
1
2pii
∫
γ
dz
( log ( 1
cD
+
a−ac−1D +κD+λh0D(z)
µ2+a+z
)
z − b
− δD,4
log
(
1
cD
+
r−rc−1D +κD+λh0D(z)
µ2+r+z
)
z − r
)
. (4.8)
For any D ∈ {0, 2, 4} we can add the convergent integral 1
2pii
∫
γ
dz
(
log cD
z−b − δD,4 log cDz−r
)
= 0
(in D ∈ {0, 2} we have cD = 1 whereas for D = 4 we close γ and use the residue theorem).
We follow the same strategy as in Theorem 3.7: ρλ is renamed to ρc and held fixed, hD
and JD are built with ρc and an independent complex λ in a sufficiently small ball about
the origin. Its radius is determined by  which is also kept fixed. Also Λ2D is still finite,
and a − ac−1D and κD have according to (3.15) a factor λ in front of them. After all, the
logarithm in (4.8) admits a uniformly convergent power series expansion for any z on γ.
Every term of the expansion decays sufficiently fast for z →∞ to admit a closure of γ to
the contour γ¯ that avoids [νD,∞). We proceed by the residue theorem. This is simpler
than in Theorem 3.7 because 1
z−b ,
1
z−r and h0D(z) are holomorphic in the interior of γ¯
and on γ¯ itself:
1
2pii
∫
γ
dz
( log ( 1
cD
+
a−ac−1D +κD+λh0D(z)
µ2+a+z
)
z − b − δD,4
log
(
1
cD
+
r−rc−1D +κD+λh0D(z)
µ2+r+z
)
z − r
= −
∞∑
n=1
(−λcD)n
n!
dn−1
dwn−1
∣∣∣
w=0
(
H ′a,b(w)
(a−ac−1D +κD
λ
+ h0D(w − µ2 − a)
)n
− δD,4H ′r,r(w)
( r−rc−1D +κD
λ
+ h0D(w − µ2 − r)
)n)
, (4.9)
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where Ha,b(w) = log
(
w−µ2−a−b
−µ2−a−b
)
. We apply the Bu¨rmann formula (2.15). For that we
need the auxiliary series
−LD(a) :=
∞∑
n=1
(−λcD)n
n!
dn−1
dwn−1
∣∣∣
w=0
(a− ac−1D + κD
λ
+ h0D(w − µ2 − a)
)n
.
In the same way as in the proof of (3.19), the Lagrange inversion formula (2.14) yields
−LD(a) = −λcD
(a− ac−1D + κD
λ
+ h0D(−L(a)− µ2 − a)
)
,
which by (3.1) and (3.2) rearranges into a = JD(a+LD(a)) in any dimension D ∈ {0, 2, 4}.
We invert it to a+LD(a) = J
−1
D (a), but question this step for D = 4 in Remark 4.2. The
Bu¨rmann formula (2.15) now gives
(4.5b) = N˜D(a, b)−Ha,b(−LD(a)) + δD,4Hr,r(−LD(r))
= N˜D(a, b) + log
( µ2 + a+ b
µ2 + b+ J−1D (a)
)
− δD,4 log
( µ2 + 2r
µ2 + r + J−1D (r)
)
. (4.10)
By the identity theorem for holomorphic functions, this equation holds in the larger
common λ-holomorphicity domain of both sides. It contains the original real coupling
constant so that JD in (4.10) extends to the situation formulated in the Proposition.
It remains to collect the pieces: We want to evaluate (2.9). We set Z = 1 in D ∈ {0, 2}
and Z = Cre
HΛr [τr(•)] in D = 4, where Cr is a finite number. We thus need the exponential
of (4.5), which is the exponential of (4.6) times the exponential of (4.10). This is to be
multiplied by sin τb(a)
λpiρ0(a)
which cancels with the corresponding term in (4.6):
G(a, b) :=
(µ2 + a+ b) exp(N˜D(a, b))
(µ2 + b+ J−1D (a))(µ2 + a+ J
−1
D (b))
(
Cr
λpiρ0(r)
sin τr(r)
· µ
2 + 2r
(µ2 + r + J−1D (r))2
)−δD,4
.
(4.11)
For D ∈ {0, 2} this already gives (4.3) after reconstructing JD from hD.
As discussed in Remark 4.2 after the proof, this equation is not yet appropriate for
D = 4. We can already in (4.5b) deform the contour γ to the straight line −µ22 + iR.
After trading hD in (4.7) for JD via (3.2), equation (4.10) can be written as
log
( µ2 + a+ b
µ2 + b+ J−1D (a)
( µ2 + 2r
µ2 + r + J−1D (r)
)−δD,4)
=
1
2pii
∫ ∞
−∞
dt
{
log
(a− JD(−µ22 − it)
a− (−µ2
2
− it)
) d
dt
log
(
b− (−µ2
2
+ it)
)
− δD,4 log
(r − JD(−µ22 − it)
r − (−µ2
2
− it)
) d
dt
log
(
r − (−µ2
2
+ it)
)}
. (4.12)
Inserting this and its flip a↔ b back into (4.11) gives rise to a representation where J−1D
15
Harald Grosse, Alexander Hock, Raimar Wulkenhaar
is avoided completely:
G(a, b) :=
exp( ˜˜ND(a, b))
(µ2 + a+ b)
( Cr
µ2 + 2r
λpiρ0(r)
sin τr(r)
)−δD,4
˜˜ND(a, b)) =
1
2pii
∫ ∞
−∞
dt
{
log
(
a− JD(−µ22 − it)
) d
dt
log
(
b− JD(−µ22 + it)
)
− log (a− (−µ2
2
− it)) d
dt
log
(
b− (−µ2
2
+ it)
)
− δD,4 log
(
r − JD(−µ22 − it)
) d
dt
log
(
r − JD(−µ22 + it)
)
+ δD,4 log
(
r − (−µ2
2
− it)) d
dt
log
(
r − (−µ2
2
+ it)
)}
. (4.13)
We can absorb the r-dependent factors arising for D = 4 by an appropriate choice of
Cr and then adjust Cr further to have G(0, 0) = 1. This amounts to replace
˜˜N4(a, b) by
N4(a, b) :=
˜˜N4(a, b)− ˜˜N4(0, 0). 
Remark 4.2. The representation (4.3), renormalised to G(a,b)
G(0,0)
, is not suitable for D = 4.
For finite Λ, as seen in the proof above, the representations (4.3) and (4.1)+(4.2) are
equivalent for |λ| small enough. But in the limit Λ → ∞, it follows from (3.2) that the
range J4(R+) has an upper bound for any λ > 0, independently of whether ρc is discrete
or continuous. This means that for any λ > 0, J−14 (a) does not exist for all a ∈ R. Hence,
(4.3) becomes meaningless for Λ→∞, whereas (4.1)+(4.2) do not show any problem.
It is the identification a + L4(a) = J
−1
4 (a) made before (4.10) which is not legitimate
for Λ → ∞. For the same reasons, also τa(p) given in (3.10) with (3.9) does not have a
limit Λ → ∞ for D = 4 and λ > 0. Such problems have been noticed in [GW14b]. They
concern only auxiliary functions; the final result (4.1)+(4.2) is consistent for all λ > 0.
4.2 The deformed measure for finite matrices
For the original problem of (finite) N × N -matrices, the construction of the deformed
measure is particularly transparent. It gives rise to a rational function J for which the
remaining integral of Proposition 4.1 can be evaluated.
In D = 0 the special treatment of the lowest eigenvalue E1 =
µ2bare
2
= µ
2
2
is no longer
necessary. The notation simplifies considerably when redefining J(z) := µ
2
2
+ J0(z − µ22 ).
Let 0 < E1 < E2 < · · · < Ed be the eigenvalues of E and r1, . . . , rd their multiplicities,
with
∑d
k=1 rk = N . We shift the measure (2.5) to ρ(t) := ρ0(t− µ
2
2
):
ρ(t) =
1
N
d∑
k=1
rkδ(t− Ek) . (4.14)
The deformed measure is according to (3.8) given by
ρλ(x− µ22 ) = ρ0(J0(x− µ
2
2
)) = ρ(J(x)) =
1
N
d∑
k=1
rk
J ′(J−1(Ek))
δ(x− J−1(Ek)) , (4.15)
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where J0, and thus J , arises via (3.2) and (3.1) from the same measure ρλ:
J(z) = z − λN
d∑
k=1
%k
εk + z
, %k :=
rk
J ′(J−1(Ek))
, εk := J
−1(Ek) . (4.16)
This equation and its derivative evaluated at zl = J
−1(El) = εl for l = 1, . . . , d provide a
system of 2d equations for the 2d parameters {εk, %k}:
El = εl − λN
d∑
k=1
%k
εk + εl
, 1 =
rl
%l
− λN
d∑
k=1
%k
(εk + εl)2
. (4.17)
The implicit function theorem guarantees a solution in an open λ-interval, and one ex-
plicitly constructs a sequence converging to the solution {εk, %k}. Alternatively, (4.17)
can be interpreted as a system of 2d polynomial equations (d of them of degree d+ 1, the
other d of degree 2d+ 1). Such system have many solutions, and they are indeed needed
in the final formula (1.5) for the two-point function G(a, b) given in Theorem 1.2 (back in
the Introduction). The right solution is the one which for λ→ 0 converges to {Ek, rk}.
4.3 Proof of Theorem 1.2
We use that J(z)− w is according to (4.16) a rational function,
J(z)− w = (z − J−1(w))
d∏
k=1
z + εk + σk(w)
z + εk
, (4.18)
where J−1(w) is the principal solution, with limλ→0 J−1(w) = w, and −εk − σk(w) are
the other (w-dependent) roots of the numerator polynomial. We go back to the final line
(4.5b) of (4.5) in which we shift z 7→ z − µ2
2
and accordingly γ 7→ γ′:
(4.5b) = lim
→0
1
2pii
∫
γ′
dz (log(J(z)− (b+ µ2
2
))′ log
(a+ µ2
2
+ z + λh0(z − µ22 )
a+ µ
2
2
+ z
)
= lim
→0
1
2pii
∫
γ′
dz
( 1
z − J−1(b+ µ2
2
)
+
d∑
k=1
1
z + εk + σk(b+
µ2
2
)
−
d∑
k=1
1
z + εk
)
× log
(
1 +
λh0(z − µ22 )
a+ µ
2
2
+ z
)
. (4.19)
The last two lines result from (4.18). As before, for λ in a small open ball, the logarithm
can be expanded. After closing the integration contour, the residue theorem picks up the
simple poles at z = −εk − σk(b+ µ22 ) and z = −εk (note that z = J−1(b+ µ
2
2
) lies outside
the contour) and the poles of n-th order at z = −a − µ2
2
. The latter combine (up to a
global sign) to the Bu¨rmann formula (2.15) for Ha,b(w) := log
(J(w−a−µ2
2
)−(b+µ2
2
)
J(−a−µ2
2
)−(b+µ2
2
)
)
, where
w 7→ −L(a) :=
∞∑
n=1
(−λ)n
n!
dn−1
dun−1
∣∣∣
u=0
(
h0(u− µ2 − a)
)n
= −λh0(−L(a)− a− µ2)
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by Lagrange inversion formula (2.14). Hence a = J0(a + L(a)), which means a +
µ2
2
=
J(a+ µ
2
2
+ L(a)) and w − a− µ2
2
7→ −J−1(a+ µ2
2
) for the Bu¨rmann formula:
(4.5b) = − log
(J(−J−1(a+ µ2
2
))− (b+ µ2
2
)
J(−a− µ2
2
)− (b+ µ2
2
)
)
+
d∑
k=1
log
((a+ µ2
2
− J(σk(b+ µ22 ) + εk))
(a+ µ
2
2
− εk − σk(b+ µ22 ))
(a+ µ
2
2
− εk)
(a+ µ
2
2
− J(εk))
)
. (4.20)
We insert this and the other term (4.5a) given in (4.6) into formula (2.9) for the 2-point
function, but shift the arguments by −µ2
2
:
G(a−µ2
2
, b−µ2
2
) =
(J(−a)− b)
(a+ J−1(b))(J(−J−1(a))− b)
d∏
k=1
( (a− J(εk+σk(b)))(a− εk)
(a− εk − σk(b))(a− J(εk))
)
.
In the product over k, the last term of the numerator and the first term of the denominator
can be collected with (4.18) for z = −a and w = b:
G(a−µ2
2
, b−µ2
2
) =
1
(b− J(−J−1(a)))
d∏
k=1
(a− J(εk+σk(b)))
(a− J(εk)) . (4.21)
Further decomposition via (4.18) gives
G(a−µ2
2
, b−µ2
2
) =
1
(J−1(a) + J−1(b))
d∏
k=1
(J−1(a)− εk)
(J−1(a)− εk − σk(b))
(a− J(εk+σk(b)))
(a− J(εk))
=
1
(J−1(a) + J−1(b))
d∏
k,l=1
(εk + εl)(εk + εl + σl(a) + σk(b))
(εk + εl + σl(a))(εk + εl + σk(b))
. (4.22)
Now recall G
(0)
ab = G(Ea − µ
2
2
, Eb − µ22 ) from (2.3), i.e. we identify a 7→ Ea and b 7→ Eb.
That is the assertion (1.5) of Theorem 1.2. 
5 First ingredients of a spectral curve
The solution of a large class of matrix models is governed by a universal structure called
topological recursion [EO07]. Its initial data is given by a spectral curve (Σ,Σ0, x, ω0,1, ω0,2)
in which
• x : Σ→ Σ0 is a covering (with branch points) of Riemann surfaces,
• ω0,1 a meromorphic 1-form on Σ which is regular at the branch points of x, and
• ω0,2 is a symmetric meromorphic 2-form on Σ×Σ with a double pole on the diagonal.
From these data a family ωg,B of differential forms on Σ
×B is constructed which in exam-
ples of matrix models are directly related to distinguished correlation functions.
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A main example for this construction is the Kontsevich model. Part of the data is
encoded in an equation E3(x, y) = 0, where3
E3(x, y) = (y2 − x)
d∏
k=1
(x− ε2k + c)− yS1(x)− S2(x) . (5.1)
Here, εk are the eigenvalues of the deformed matrix
√
4E2 + c and S1, S2 are polynomials
of degree at most d− 1, where d is the number of distinct eigenvalues of E. The solutions
x, y of E3(x, y) = 0 are parametrised by
x(z) = z2 − c , y(z) = z − 4N
d∑
k=1
λ2rk
εk(εk − z) , (5.2)
and the shift c obeys the implicit equation c = − 8N
∑d
k=1
λ2rk
k
= − 8N
∑d
k=1
λ2rk√
4e2k+c
, where
ek are the eigenvalues of the original matrix E and rk the multiplicity of ek.
Identifying similar structures in the quartic matrix model could be the key to its com-
plete solution. The apparent similarity between y(z) in (5.2) and J(z) in (4.16) suggests
that a spectral curve of the quartic matrix model could be the same as in the Kontsevich
model:
Proposition 5.1. Given a quartic matrix model parametrised by a self-adjoint N ×N -
matrix E and a coupling constant λ. Let {εk, %k}k=1,...,d, with d the number of distinct
eigenvalues of E, be the principal solution of (4.17). Let
E(x, y) = (y2 − x)
d∏
k=1
(x− ξk)− yS1(x)− S2(x) , (5.3)
where ξk := ε
2
k − 2λN
∑d
n=1 %n and the S1, S2 are polynomials in x of degree d− 1:
S1(x) :=
2λ
N
d∑
k=1
%kεk
d∏
k 6=m=1
(x− ξm) , (5.4)
S2(x) =
λ
N
d∑
k=1
%k
( λ
N %k − 2ε
2
k
) d∏
k 6=m=1
(x− ξm)
+
λ2
N 2
d∑
k=1
d∑
k 6=l=1
%k%l
(
x+
2λ
N
d∑
n=1
%n − εkεl
) d∏
l,k 6=m=1
(x− ξm) .
Then the equation E(x, y) = 0 has two solutions E(x(z), y(z)) = 0 and E(x(z), yˆ(z)) = 0
given by
x(z) := z2 − 2λN
d∑
k=1
%k , y(z) := z − λN
d∑
k=1
%k
εk + z
, yˆ(z) := −z − λN
d∑
k=1
%k
εk − z .
(5.5)
3This is essentially [EO07, eq. (10.71)], but we use the symplectic invariance to exchange x ↔ y into
the standard description.
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Proof. It is enough to establish E(x(z), y(z)) = 0; the other case follows by involution
z 7→ −z and invariance of x(z) = x(−z). Starting point is
y2 − x = 2λN
d∑
k=1
%kεk
εk + z
+
λ2
N 2
d∑
k,l=1
%k%l
(εk + z)(εl + z)
. (5.6)
Repeated multiplication by x− ξk = (z − εk)(εk + z) gives
(y2 − x)
d∏
m=1
(x− ξm)
=
λ
N
d∑
k=1
{
2%kεk
(
− εk + y + λN
d∑
l=1
%l
εl + z
)
+
λ
N
d∑
l=1
%k%l(z − εk)
(εl + z)
} d∏
k 6=m=1
(x− ξm) .
Here we have expanded x − ξk and inserted z = y + λN
∑d
l=1
%l
εl+z
only in the single sum
over k. We combine the double sum in both lines and distinguish l = k from l 6= k. In
the latter we also expand x− ξl:
(y2 − x)
d∏
m=1
(x− ξm) = λN
d∑
k=1
(
2%kεk
(
y − εk
)
+
λ
N %
2
k
) d∏
k 6=m=1
(x− ξm)
+
λ2
N 2
d∑
k=1
d∑
k 6=l=1
%k%l(z + εk)(z − εl)
d∏
l,k 6=m=1
(x− ξm) .
When multiplying out the last line, the difference (εk − εl)z is multiplied by a symmetric
term under k ↔ l so that the double sum gives zero. Taking z2 = x + 2λN
∑d
n=1 %n into
account, we confirm that (y2 − x)∏dm=1(x− ξm) reduces to a polynomial S1(x)y + S2(x)
of degree 1 in y and degree d− 1 in x. It is given in (5.4). 
It remains to confirm that the curve E(x, y) = 0 of Proposition 5.1 has something to
do with the solution of the model. In this paper we only give first indications; a complete
verification or falsification is a programme of its own. We convince ourselves that the
reflection y ↔ yˆ is related to the function I0 which played a major roˆle in the proof of
Theorem 3.7. For given x, the equation E(x, y) = 0 has two solutions y(x) and yˆ(x) which
satisfy
y + yˆ =
S1(x)∏d
m=1(x− ξm)
=
2λ
N
d∑
k=1
%kεk
(x− ξk) , (5.7)
y · yˆ = −x− S2(x)∏d
m=1(x− ξm)
= −x+ λN
d∑
k=1
%k
(
2ε2k − λN %k
)
x− ξk
+
λ2
N 2
d∑
k=1
d∑
k 6=l=1
%k%l
(
εkεl − x− 2λN
∑d
n=1 %n
)
(x− ξk)(x− ξl) .
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The first equation has d solutions xk(y + yˆ). We are interested in the principal solution
x0 for which limλ→0(y + yˆ) = 0. Inserted into the second equation gives an equation
y · yˆ = F (y + yˆ) with several solutions yˆl(y). Again we focus on the principal solution
limλ→0 yˆ0(y) + y = 0. On the other hand, the equation y · yˆ = F (y + yˆ) is identically
satisfied by yˆ(z) = J(−z) = µ2
2
+J0(−z− µ22 ) and y(z) = J(z) = µ
2
2
+J0(z− µ22 ). Inserting
one into the other we have yˆ(z) = µ
2
2
+J0(−µ2−J−10 (y(z)− µ
2
2
)), again with the principal
branch chosen. Comparison gives I0(y− µ22 ) = −(yˆ0(y)− µ
2
2
) or I0(w) =
µ2
2
− yˆ0(w+ µ22 ).
Hence, the main device I0 of the solution of the 2-point function has a direct interpretation
in terms of the (potential) spectral curve E(x, y).
The final formula for G
(0)
ab involved all inverse solutions z, w of a = J(z) and b =
J(w). These can also be formulated in terms of y(z), which we interpret as solution of
P(y(z), z) = 0 for the polynomial
P(y, z) := (z − y)
d∏
n=1
(εn + z)−
d∑
k=1
λ%k
N
d∏
k 6=m=1
(εm + z) , (5.8)
for y, z ∈ C = C ∪ {∞}. The equation P(y, z) = 0 defines a plane affine curve C of
degree d + 1. All its points are regular. Indeed, possible singular points solve P(y, z) =
∂zP(y, z) = ∂yP(y, z) with candidates zk = −εk, consequently yk =∞ with yk ·(εk+zk) =
−λ%kN . For d = 1 this candidate is easily ruled out. For d ≥ 2 we find ∂zP(y, z)
∣∣
yk,zk
=
−∑l 6=k λ%lN ∏j 6=k,l(εj − εk), which generically is different from zero. Hence, C defines a
compact Riemann surface Σ1. It is of genus g =
d(d−1)
2
because there are no double
points.
Therefore, we can interpret y : C 7→ Σ1 as a covering of Riemann surfaces. It has
branch points located at the 2d solutions z ∈ {α1, α1, . . . , αd, αd} of y′(z) = 0,
0 = 1 +
λ
N
d∑
k=1
%k
(εk + αi)2
, i = 1, . . . , 2d , αj ≡ αj+d . (5.9)
The same polynomial (5.8) defines via P(yˆ,−z) another covering yˆ : C → Σˆ1 of Rie-
mann surfaces. Outside of branch cuts between conjugated pairs αi, αi of branch points,
the map y : C→ Σ1 can be inverted in every sheet and allows to define yˆl(y) = yˆ(y−1l (y))
also in this way.
6 Examples
6.1 A Hermitean one-matrix model
The extreme case of a single r1 = N -fold degenerate eigenvalue E = µ22 corresponds to a
standard Hermitean one-matrix model with measure exp(−N Tr(µ2
2
Φ2 + λ
4
Φ4))dΦ. This
purely quartic case was studied in [BIPZ78]. Transforming M 7→ √NµΦ and g = λ
4µ4
brings [BIPZ78, eq. (3)] into our conventions. The equations (1.4) reduce for E1 =
µ2
2
and
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d = 1 to
µ2
2
= ε1 − λ%1N (2ε1) , 1 =
N
%1
− λ%1N (2ε1)2 (6.1)
with solution
ε1 =
1
6
(
2µ2 +
√
µ4 + 12λ
)
, %1 = N · µ
2
√
µ4 + 12λ− µ4 + 12λ
18λ
. (6.2)
The other root −ε1 − σ1(µ22 ) besides ε1 = J−1(µ
2
2
) of µ
2
2
= z − λN %1ε1+z is σ1(
µ2
2
) = ε1 − µ22 .
Therefore, equation (1.5) for the planar 2-point function reduces to
G
(0)
11 =
2ε1 + 2σ1(
µ2
2
)
(2ε1 + σ1(
µ2
2
))2
=
4ε1 − µ2
(3ε1 +
µ2
2
)2
=
4
3
· 2
√
µ4 + 12λ+ µ2
(
√
µ4 + 12λ+ µ2)2
=
(µ4 + 12λ)
3
2 − µ6 − 18µ2λ
54λ2
. (6.3)
The result can be put into G
(0)
11 =
1
3µ2
a2(4− a2) for a2 = 2µ2
µ2+
√
µ4+12λ
and thus agrees with
the literature: This value for a2, which corresponds to a
2λ
µ2
= ε1 − µ22 , solves [BIPZ78,
eq. (17a)] for g := λ
4µ4
so that (6.3) reproduces4 [BIPZ78, eq. (27)] for p = 1 (and the
convention G
(0)
11 =
1
µ2
for λ = 0).
A possible spectral curve is according to Proposition 5.1 given by the pair of functions
x(z) = z2 − 2ε1(2ε1 − µ2) , y(z) = z − ε1(2ε1 − µ
2)
ε1 + z
(6.4)
which solves E(x(z), y(z)) = 0 for
E(x, y) = (y2 − x)(x− ε1(2µ2 − 3ε1))− y(2ε21)(2ε1 − µ2) + ε21µ2(2ε1 − µ2) . (6.5)
Its two solutions y, yˆ are related by (5.7) which specifies to
(yyˆ)(y + yˆ)− µ
2
2
(y + yˆ)2 + ε1(2µ
2 − 3ε1)(y + yˆ) + 2ε21(2ε1 − µ2) = 0 . (6.6)
On the other hand, for scalar E = µ
2
2
the quartic matrix model reduces to a particular
Hermitean one-matrix model with potential V ′(y) = µ2y + λy3. It comes with its own
spectral curve that arises from the ansatz y(z) = γ(z + 1
z
) and the resulting expansion
V ′(y(z)) =
∑3
k=0 uk(z
k + z−k). One then identifies x(z) =
∑3
k=0 ukz
k, which yields
u0 = u2 = 0, u1 = µ
2γ + 3λγ3, u3 = λγ
3 and consequently
E1MM =
(
x− λ
2
y3 − µ
2
2
y
)2
− 1
4
(
λy2 + µ2 + 2γ2λ
)2(
y2 − 4γ2) . (6.7)
The correct identification of γ is essential; here the requirement [Eyn16, Thm. 3.1.1] is
u1 =
1
γ
which is solved by γ2 = 2
µ2+
√
µ4+12λ
. This is the parameter which arises in the
2-point function G
(0)
11 , but it is not directly present in J(z). Although describing the same
case, the spectral curves (6.7) and (6.5) have no apparent relation.
4thanks to a lucky coincidence: In [BIPZ78] expectation values of traces 〈Tr(M2p)〉 are studied, whereas
we consider 〈M11M11〉. For constant E all moments of individual matrix elements are equal and agree
up to global rescaling by N δ with expectation values of traces.
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6.2 A special case in D = 2: constant density
The case ρ0(x) ≡ 1 was solved in [PW18]. For ρ0(x) ≡ 1 (or any other constant), the
deformed measure (3.8) is necessarily the same, ρλ = 1. Only their support at finite Λ is
different, but the relative error vanishes for Λ2 → ∞. The dimensional classification of
Definition 2.1 gives D = 2, and from (3.2) we find in the limit Λ→∞ and for µ ≡ 1
J2(z) = z + λ log(1 + z) . (6.8)
The inverses are provided by the branches of Lambert-W [CGH+96], in particular
J−12 (z) = λW0
(1
λ
e
1+z
λ
)
− 1 . (6.9)
Formulae (3.10) for τa(p) and (4.3) for G(a, b) specify to their counterparts in [PW18].
To approach the remaining integral N2(a, b) one could try to approximate J2 by a ratio-
nal function. As a Stieltjes function, log(1+z)
z
has uniformly convergent Pade´ approximants
obtained by terminating the continued fraction
log(1 + z) = z/(1 + z/(2 + z/(3 + 4z/(4 + 4z/(5 + 9z/(6 + 9z/(7 + 16z . . . )))))))
after 2d− 1 or 2d fractions. This gives rise to a representation G(a, b) = limd→∞Gd(a, b)
with every Gd(a, b) of the form (4.22).
6.3 A particular case in D = 4: linear density ρ0(x) = x
The case ρ0(x) = x corresponds to the self-dual Φ
4-model on four-dimensional Moyal
space [GW14a] and is therefore of particular interest. Coincidently, the equation for
the deformed measure ρλ is of a exceptional type, namely a standard Fredholm integral
equation of second kind:
ρλ(t) = t− λt2
∫ ∞
0
du ρλ(u)
(u+ µ2)2(u+ µ2 + t)
. (6.10)
Such equations are typically solved as geometric series in λ. We are preparing a paper
with a detailed investigation of this important case.
7 Outlook
The solution of the equation for the planar 2-point function G
(0)
ab , now achieved, is by
far the hardest problem in the complete solution of the quartic matrix model. All other
correlation functions satisfy a hierarchy of linear integral equations [GW14a]. Abstract
solution formulae could be written down for all of them. We expect, however, that the
solutions have a much simpler algebraic structure which is not visible in the abstract
formulae. For example, all planar N -point functions with a single boundary component
are linear combinations of products of two-point functions [GW14a]. The arising terms
are in bijection with Catalan tables [dJHW19]. We remark that the same factorisation
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of planar N -point functions into weighted products of two-point functions arises in the
Hermitean two-matrix model [EO05].
The next step in this programme is the solution of the linear integral equations for
planar correlation functions with several boundary components (i.e. multi-traces). We
hope that this can be automated by topological recursion [EO07] of the spectral curve
E(x, y) identified in sec. 5. According to [EO07], every spectral curve E(x, y) defines
interesting invariants. What remains to be seen is that the invariants of the curve of
Proposition 5.1 have something to do with the correlation functions we are interested
in. We find it surprising that the curve (5.3) is essentially the same as in the Kontsevich
model. This would mean that that the partition function Z4E encodes the same intersection
numbers of Chern classes. Since perturbatively both models differ drastically, we have
doubts that (5.3) is really the spectral curve of the quartic matrix model.
From the general structure of topological recursion we conjecture that the planar cylin-
der amplitudes G(0)(a|b) and G(0)(ab|cd) of Euler characteristics χ = 2− 2g − B = 0 are
special (and simpler than G(0)(a, b)). Beyond, for strictly negative Euler characteristics,
we conjecture the correlation functions to become relatively simple Laurent polynomials.
Moreover, one should be able to make precise statements about integrability of the quartic
matrix model.
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