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In order to increase the efficiency and durability of future semiconductor devices, or utilize
entirely new effects, novel hybrid inorganic/organic semiconductors (HIOS) are promising
materials, as they combine the strengths of their constituents while compensating their weak-
nesses. One way to create HIOS is to deposit organic molecules on an inorganic surface. The
molecules diffuse over the surface before they nucleate to form crystals. The optoelectronic
properties of such a hybrid material strongly depend on the molecular crystal structure and
alignment of the molecules relative to the surface. Structure and alignment, in turn, depend
on the surface-molecule and molecule-molecule interactions as well as transport processes
such as diffusion during deposition. However, fundamental questions pertaining to the de-
sign and prediction of HIOS structure are still unanswered.
The aims of this thesis are therefore, first, to theoretically reproduce experimental bulk
crystal structures of the widely used organic para-sexiphenyl molecule (p-6P), and second,
to investigate the self-diffusion of a single p-6P deposited on an inorganic ZnO surface with
an anisotropic electrostatic surface pattern and an optional surface step-edge. We use a
multi-scale strategy combining quantum density functional theory (DFT), all-atom molecular
dynamics and Langevin dynamics simulations, and classical diffusion theory.
In respect to the first aim, we demonstrate that a classical force field model yields sponta-
neously self-assembled bulk crystal structures and reproduces the real solid to liquid crystal
phase behavior over a wide temperature range. The internal geometries and energies of
the p-6P molecule and the structure of the p-6P bulk crystal are reproduced, all consistent
with DFT and experiments with only a few percent deviation. To address the second aim,
we investigate how the surface diffusion of the p-6P relates to the surface structure. The
underlying charge pattern imposes direction-dependent energy barriers to the motion of the
molecule, resulting in strongly anisotropic diffusion, with an Arrhenius-like temperature de-
pendence. The step-edge crossing behavior is investigated by means of an advanced sampling
strategy to calculate temperature- and charge-dependent free energy landscapes and diffusion
coefficients at the step-edge, as well as step-edge crossing rates. We find that the reciprocal
values of the rates depend exponentially on the system temperature, the amplitude of the
surface charges and the step-edge height, as well as linearly on the distance between equally
high steps. We also discover two different crossing pathways for the molecule moving over
the step, which simultaneously depend on the system temperature and the surface charges.
This thesis paves the way for future simulations of nucleation and growth of organic
molecules with few degrees of freedom, in the bulk as well as at interfaces. The simulation
strategies developed here can be transferred to other systems with more detailed represen-




Durch die Kombination von inorganischen und organischen Halbleitern zu Hybridmate-
rialien (HIOS) werden die Stärken der jeweiligen Komponenten herausgehoben und ihre
Schwächen gegenseitig kompensiert. Dies ermöglicht die Herstellung neuartiger Halbleiter
mit verbesserten Wirkungsgraden und grundlegend neuen Anwendungsmöglichkeiten. Die-
se Arbeit legt den Schwerpunkt auf HIOS-Systeme, die durch Deposition von organischen
Moleküle auf einer inorganischen Oberfläche hergestellt werden. Die Moleküle diffundieren
über die Oberfläche, bevor sie nukleieren und Kristalle bilden. Die optoelektronischen Ei-
genschaften solcher HIOS-Materialien sind besonders von der Struktur der Kristalle und von
der Ausrichtung der Moleküle relativ zur Oberfläche abhängig. Struktur und Ausrichtung
hängen ihrerseits beide wieder von den kollektiven Wechselwirkungen der Materialien und
von Transportprozessen wie etwa der Diffusion während der Deposition ab. Durch die hohe
Komplexität solcher System sind jedoch viele Fragen im Bezug auf die gezielte Herstellung
und Vorhersage von HIOS-Strukturen offen. Die Ziele dieser Arbeit sind daher, erstens, die
theoretische Reproduktion der experimentell bekannten Einkristall-Struktur des weit ver-
breiteten organischen Moleküls para-Sexiphenyl (p-6P) und, zweitens, die Untersuchung der
Selbstdiffusion eines einzelnen p-6P auf einer inorganischen Zinkoxid (ZnO) Oberfläche, die
besonders durch eine anisotrope elektrostatische Oberflächenstruktur geprägt ist.
Wir untersuchen die jeweiligen Systeme mittels klassischer atomistischer Molekulardyna-
mik und Langevin-Dynamik Simulationen, die mithilfe von Dichtefunktionaltheorie-Rech-
nungen (DFT) parametrisiert werden und mit Methoden der klassischen Diffusionstheorie
ausgewertet werden. Zunächst demonstrieren wir, dass ein Modell basierend auf einem klas-
sischen Kraftfeld die internen geometrischen und energetischen Eigenschaften eines einzelnen
p-6P Moleküls konsistent mit DFT wiedergibt. Basierend auf diesem Kraftfeld simulieren wir
die spontane Selbstanordnung von Molekülen zu Kristallen mit der experimentell bekannten
Einkristall-Struktur des p-6P und reproduzieren das reale Phasenverhalten des p-6P Kristalls
in einem weiten Temperaturbereich.
Für unser zweites Ziel untersuchen wir den Zusammenhang zwischen der Oberflächendif-





Oberfläche. Die Ladungsverteilung auf der Oberfläche erzeugt ein Muster von parallel ver-
laufenden, richtungsabhängigen Potentialwällen, über die das p-6P nur ansiotrop diffundiert.
Schließlich erweitern wir die Oberfläche um eine Stufenkante, die senkrecht zur Richtung
der schnellsten Diffusion verläuft. Wir entwickeln eine Strategie, mit der wir temperatur-
und ladungsabhängige freie Energie Landschaften, Diffusionskoeffizienten sowie Übergangs-
raten über die Stufenkante besonders effizient berechnen können. So stellen wir fest, dass
die Übergangsraten exponentiell von der Temperatur, der Stärke der Oberflächenladungen
und der Höhe der Stufenkanten abhängen, sowie linear von der Entfernung zwischen zwei
gleich hohen Stufenkanten. Wir entdecken zudem zwei vollkommen unterschiedliche Über-
gangspfade des Moleküls über die Stufenkante, die gleichermaßen von der Temperatur des
Systems und von den Oberflächenladungen abhängen. Diese Arbeit liefert Grundlagen für
zukünftige Simulationen von Selbstanordnung und Wachstum von organischen Molekülen
im Festkörper und auf Oberflächen. Die hier entwickelten Simulationsstrategien können sehr
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1.1 Inorganic and organic semiconductors
The world of semiconductors is divided in two classes of materials, semiconductors made from
inorganic compounds such as silicon and those made of organic molecules. Since the inven-
tion of the transistor in 1947 by John Bardeen, Walter Brattain and William Shockley [1],
inorganic semiconductors are to this day used in most optoelectronic devices, and particu-
larly in devices for high speed applications such as computation. However, after the discovery
of conducting polymers by Hideki Shirakawa et al. [2] in 1977, organic molecules step by step
replace inorganic components of semiconductor devices. Despite the many advances made
in the field, both material classes have their individual limitations when standing alone.
Therefore, a lot of resources are put into the study and development of hybrid materials and
devices composed of inorganic/organic (IO) heterostructures, that combine the specific ma-
terial’s strengths and compensate their deficits. Applications, advantages and shortcomings
of inorganic, organic, and hybrid inorganic/organic semiconductors (HIOS) are introduced
in the following sections.
1.1.1 Inorganic semiconductors
For most applications pertaining to inorganic semiconductors, monocrystalline materials
composed of periodic assemblies of one or more covalently bound atoms are required. They
are manufactured either from nucleation in a melt (as in the Czochralski process for Si crys-
tals) or from evaporation of materials and subsequent deposition of atoms into highly ordered
structures on a substrate [3]. By means of thermal or electronical excitation, excitons (i.e.
electron-hole pairs) can be created, which act as charge carriers diffusing through the crystal.
The high level of crystalline ordering, present for instance in elemental silicon, favors the
mobility of charge carriers, which are easily scattered by crystal defects and impurities. A
high electron mobility is a necessary prerequisite for efficient microelectronic components.
In order to create excitons, the energy of the excitation has to overcome a material specific
1
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inorganic semiconductors organic semiconductors










low opacity high opacity
limited amount of
possible compounds
low quality of structural
and electronic ordering
Disadvantages limited potential forfine-tuning
low resistance against heat,
radiation and chemistry
low charge-carrier mobility
Table 1.1: Advantages and disadvantages of inorganic and organic semiconductors.
energy gap. The width of the energy gap is particularly important for applications associated
with the absorption and emission of light. Both, the mobility and the energy gap can be
facilitated and modified by doping, and by combining two or more different elements to com-
pounds, such as zinc and oxygen to zinc-oxide (ZnO). However, the tuneability of inorganic
semiconductors is limited compared to the possibilities of organic semiconductors, which will
be discussed in the next section. The possible number of compounds is limited by the electron
configuration of the individual elements, while doping can be very challenging to realize in
some compounds (see reference [4] about the problems in p-doping of ZnO). However, doped
metal oxides are a good example of inorganic semiconductors suited for photovoltaic cells
(PVCs). They can be used as transparent electrodes, ideal for removing charges from the
active layer, and are very resistant to heat and radiation. Inorganic semiconductor devices
have changed the world like few inventions before. Decades of theoretical and experimental
advances on all length scales, from quantum density functional theory (DFT) to continuum
theories have converged to a deep understanding of these materials. Still, with time, the pos-












Figure 1.1: Examples of conjugated organic molecules with the number of degrees of freedom increasing from
(a) to (d).
1.1.2 Organic semiconductors
Organic semiconductors exclusively contain the atoms assigned to organic chemistry (carbon,
hydrogen, oxygen, sulfur, nitrogen and halogens). Organic molecules offer a virtually infinite
amount of possible compounds as there exist many ways to modify their structure and with
it their optoelectronic properties and their mutual interactions [6, 7]. Organic molecules
can be tailored through organic synthesis to fulfil specific needs [8]. Organic semiconductors
are manufactured by depositing molecules onto substrates, either from the gas phase (e.g.
organic molecular beam deposition [9]), from solutions, or even by ink-jet printing. The
alignment of the molecules in the crystal phase defines the functionality (e.g. work-function,
charge mobility) of the semiconductors.
However, not all organic molecules are good semiconductors. The overlap of the molecular
orbitals determines whether charge carriers can diffuse from one molecule to another. For a
detailed review of charge transport in organic semiconductors see reference [10]. Conjugated
organic molecules (COMs) play a vital role in that regard, as they possess a relatively high
3
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Figure 1.2: Energy levels at the interface between organic para-sexiphenyl molecules and (a) the ZnO (0001)




surface, measured with uv-photoelectron-spectroscopy. Due to molecule-
induced modifications of the face dependent ZnO surface dipoles, the energy level alignment is a function
of both the ZnO face and the orientation of the molecules. (c) Sexiphenyl islands on the (0001) surface,




surface, nominal thickness: 1nm. (VL:
vacuum level, CBM: conduction band minimum, VBM: valence band maximum, LUMO: lowest unoccupied
molecular orbital, HOMO: highest occupied molecular orbital). Adapted from [5] with permission of the
PCCP Owner Societies.
level of electrical conductivity compared to other organic compounds [11, 2]. In COMs, most
carbon atoms have only three neighbors which is why the four electrons of a carbon atom
form three degenerate sp2 orbitals, lying in the molecular plane, and an additional pz orbital
that is directed perpendicular to the the molecular plane. The term "conjugation" means
that overlapping pz orbitals form delocalized molecular \pi -bands, into which electrons can be
excited through energies of a few hundred kJ/mol, making the molecules semiconducting.
Additionally, if pz orbitals of separate molecules overlap, such as in a molecular crystal, this
allows for good electron transport perpendicular to the molecular planes with electron mobil-
ities of up to a few cm2/Vs. However, even in very ordered COM crystals, the mobilities are
still three orders of magnitude smaller than typical mobilities of inorganic semiconductors,
which is a significant drawback of COMs.
A further disadvantage for the conductivity of COMs is, that strongly anisotropic (in terms
of atomic- and electronic structure) molecules also tend to form bad crystal structures. The
potentially vast number of degrees of freedom of a molecule (compare figure 1.1) amidst the
4
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collective effects of a large number of equal molecules often leads to conformational trapping
during crystallization. If charge carriers have to hop between grain boundaries or between
different parts of neighboring molecules, their mobility is further decreased.
One of the biggest advantages of COM semiconductors is their ability to function on the
single molecule level. If incorporated into devices, the molecules do not have to be in an
ordered crystalline form for applications that do not require high charge mobilities (low
efficiency notwithstanding), such as organic light emitting diodes (OLEDs) [12]. Currently,
thin COM films with glassy structures are used to produce novel flexible OLED displays.
A problem corresponding to the structural complexity of COMs is their low stability.
COMs are very good light absorbers, but as the molecules often contain weak single-bonds,
they quickly dissociate under the influence of light and heat. Additionally, many COMs have
a low redox potential and will therefore be quickly oxidized when exposed to air.
From the viewpoint of theory, however, COMs are still not fully understood. In particular,
the ways they physically interact with each other and with their environment, as well as the
physical properties governing nucleation and structure formation have not been sufficiently
studied yet. In order to explain the different anisotropic effects and interactions acting
on different time- and length scales in the same systems, from the quantum level of the
electronic interactions to the macroscopic structure formation, new strategies are required
that combine all scales together. This provides the fundamental motivation for this thesis.
1.1.3 Hybrid inorganic/organic semiconductors
Organic semiconductors can be deposited on inorganic surfaces. Both materials offer each
their individual range of possibilities, in terms of structure, tuneability and applications.
However, if both materials are combined, the range of possibilities can be greatly enhanced.
A patterned surface of a highly ordered inorganic crystal can induce a high level of order-
ing in the deposited organic structure, thereby enabling the tailoring of device performance
by carefully selecting the substrate [13, 14, 15, 16]. In turn, due to the electronic anisotropy
caused by the sp2 hybridization of carbon atoms, the energy level alignment and optoelec-
tronic properties of molecular crystals are tuned by adjusting the structure and orientation
of the crystals on the surface [17].
5
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Figure 1.3: HIOS functionality depends on the molecular configuration of the organic compound. In OLEDs
(a), the alignment of the molecules enables maximum light emission perpendicular to the surface. In organic
thin film transistors (b), standing molecules enable isotropic charge transport from source (S) to drain (D),
passing the gate (G). Figure adapted from [14].
It was found, for instance, that the prototypical COM para-sexiphenyl (p-6P, see figure 1.4)




surface with the long molecular axis (LMA) perpendicular
to the direction of strong surface dipoles (see figure 1.2) [5]. The attachment of the approx-
imately quadrupolar molecule is aligned by the intrinsic electrostatic surface pattern of the
ZnO crystal, as studies based on a combination of first-principle and classical theoretical
approaches have shown [18]. The just described electrostatic energy landscape defines an
underlying template for the molecules to attach in a predefined fashion and nucleate.
The crystalline alignment of the molecules essentially determines the function of the de-
vice. Drawing on the previous example, since the pz orbitals of p-6P molecules are directed
perpendicular to the molecular plane, they overlap in the crystal state. Thus, charge trans-
port is most efficient in the direction perpendicular to the LMAs. As reference [14] points
out, for use as an OLED, all LMAs should be aligned parallel to the surface, as light emis-
sion is maximized in the direction of the electron diffusion (figure 1.3a). The same molecules
can be used in an organic thin film transistor (OTFT), if they are standing upright on the
surface (figure 1.3b). There are of course many more ways to tune the properties of HIOS.
Charge injection rates between the compounds of a HIOS can be increased by tuning energy
levels between COMs and inorganics, either through the addition of donor materials to the
IO interface [19], or through functionalization of the COMs [20]. Functionalization addi-
tionally allows to modify molecular growth modes. For instance, replacing specific hydrogen
atoms of a p-6P with fluor atoms, by which local dipole moments are introduced, enables
one to fine-tune the inclination angle of the upright LMAs, decrease the structural correla-
6
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tions between neighboring crystal planes, change the binding energy to the surface, and turn
three-dimensional growth (island growth) into purely two dimensional growth (layer-by-layer
growth) [21]. As for island growth, the preferred molecular orientation on a particular sur-
face determines the overall shape of the islands. Horizontally lying p-6P molecules on ZnO\bigl( 
1010
\bigr) 
form needles with the LMAs perpendicular to the needle-orientation, while upright
standing molecules on ZnO (0001) form irregularly circular shapes. Also the occurrence of
steps and step-edges on the surface has an influence on the individual island shapes and
the overall island density, since steps introduce kinetic barriers and diffusion channels on a
surface [22, 23, 14].
Growth of thin films of COMs deposited from the gas phase is an intrinsically nonequi-
librium phenomenon governed by a subtle competition between kinetics and thermodynam-
ics [24]. Precise control of the nucleation and growth and thus of the properties of hy-
brid interfaces becomes possible only after an understanding of the first kinetic steps is
achieved [25]. Therefore, increasing effort is recently devoted to studying the early stages of
epitaxial growth of COMs for a better understanding of the initial nucleation events, which
are characterized by energy barriers for surface diffusion of COMs [22, 26, 27, 28, 21, 29, 30].
1.1.4 The investigated materials
In the focus of the thesis are one material of the inorganic and one of the organic class. Both
materials can be combined to form a prototypical model HIOS system. Each component is
well-understood experimentally and promising for optoelectronic applications. Their investi-
gation reveals general principles of modeling, ordering and diffusion, that can be transferred
to other systems. Here, the materials are briefly introduced. Their physical properties,
especially in terms of their crystal structure, will be discussed in section 2.1.
Organic: para-sexiphenyl
Among the COMs, para-oligophenyls have attracted much attention due to their high ther-
mal stability [31] and quantum yield [32]. Compared to the structurally similar linear acene
molecules, the benzene rings in para-oligophenyls are connected through single-bonds, giving
the molecules a relatively high number of degrees of freedom. In particular, the rod-like para-
7
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(a) (b)
Figure 1.4: The p-6P molecule, made of n = 6 conjugated benzene rings, mutually connected by five single-
bonds. The relatively loose connections allow the rings to rotate independently and enable the molecule to
bend, vibrate and stretch.
sexiphenyl or para-hexaphenyl (p-6P; C36H26) is a well-characterized and well-investigated
representative of p-oligophenyls [33, 34, 16] (see figure 1.4). Due to its blue electrolumi-
nescence emission, it is useful in multi-color organic LEDs or laser applications, and self-
assembles spontaneously into neat crystals [35, 36, 16, 37, 38, 13].
Inorganic: Zinc Oxide
ZnO is an n-type, inorganic, II-VI group semiconductor. Due to its low opacity, high electron
mobility and tolerance towards radiation and heat, it is a preferred material for devices that
require transparent conductive layers, such as PVCs, lasers and transparent electronics [39,
40]. Of highest importance in respect to HIOS are the different possible surface terminations




surface is patterned with rows of polar
Zn-O dimers but with no dipole moment perpendicular to the surface, while the (0001)
surface, for instance, can be either terminated by oxygen or zinc atoms, both of which
introduce a different perpendicular dipole moment. As for applications in hybrid devices, it
demonstrates promising qualities as electrode material in organic PVCs [41, 42]. However,
Figure 1.5: Top views of atomic models for differently terminated ZnO surfaces.
8
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its full potential for HIOS is still under investigation [43, 44, 45, 46]. Notably, ZnO has been
studied experimentally and theoretically in combination with p-6P [5, 21, 18].
1.2 Aims of this thesis
As the world of semiconductors is transforming into a new hybrid state, where inorganic
and organic materials are merged, new discoveries are continuously being made, testifying to
the future potential of HIOS [47]. However, in order to develop functional materials which
exhibit qualities not achievable by applying the material classes individually, it is necessary
to build an understanding of the physical processes involved in HIOS on all length and time
scales from the ground up. The general goal of this thesis is to elucidate the early stages
of HIOS nucleation, i.e. investigate the molecule-molecule and molecule-surface interactions
that are essential for the molecular crystal structure and the alignment on a surface, and
study the first kinetic steps on the surface prior to growth. This will enable us to understand
structure formation at HIOS interfaces.
The great methodological challenge therein is finding adequate multiscale models that
cover all relevant length and time scales in a consistent way. Pure quantum DFT calcula-
tions are too expensive for simulations containing more than \sim 100 atoms or for dynamic
processes at IO interfaces. More appropriate are classical atomistic models with interac-
tion parameters for the IO interfaces, which are provided by DFT ab-initio calculations.
However, this bottom-up approach requires ab-initio methods that simultaneously calculate
molecule-molecule and molecule-surface interactions in a consistent way, which is rarely pos-
sible due to the prohibitive sizes of even the smallest HIOS systems. While, on one hand,
the interactions in the atomistic simulations depend on expensively detailed calculations on
short time and length scales, on the other hand, crystal structure formation and the kinetic
properties of the molecules are macroscale effects, surpassing even the time scales typical
for atomistic models. Therefore, the methodoligical goal of this thesis is to develop HIOS
modeling strategies that cover the relevant physical effects from different scales in the same
model. The following sections introduce the specific aims of this thesis.
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1.2.1 COM-crystal growth and structure prediction
In principle, the appropriate tool to theoretically investigate dynamic nucleation and growth
are atomistically resolved molecular dynamics (MD) and stochastic dynamics (SD) computer
simulations [48, 49, 50, 51, 52]. They are introduced in detail in section 2.2. In the last years,
much progress has been made in the development and application of classical force fields to
study, for instance, the structure of organic solid crystals [53, 54, 55], liquid crystals [56,
57, 58, 59, 60], perylene deposited onto self-assembled monolayers [61], pentacene growth on
various surfaces [62, 63, 64, 65] or oligothiophene structures on fullerenes [66]. The accuracy
of these kind of simulations sensitively depends on the employed force field, which finely
tunes the balance interactions between molecules and atoms. The force fields are typically
benchmarked to ab-initio calculations [48, 49, 51, 52, 55] or optimized empirically.
For growth and nucleation studies it would be highly desirable that the force field is
good enough to provide a spontaneously self-assembled room-temperature solid crystal ’from
scratch’, like in experimental reality, without any additional bias or preassumptions in the
simulated system. Apparently, this constitutes a big challenge for the current simulation
methods due to the above mentioned fine balances between interactions required in the force
fields. Another issue could be the limited simulation time, which may not be long enough
to let the strongly attractive molecules arrange into ordered positions. Only very recent
contributions pushed forward by Zannoni and coworkers [64, 59] indicated that this seems
possibly feasible, at least for pentacene and sexithiophene molecules: Muccioli et al. [64]
demonstrated that in progressive pentacene deposition on a C60 crystal the molecules self-
assembled into crystal nuclei resembling bulk crystal structure, but with deviations which
might have originated from surface distortions or force field imbalances. Pizzirusso et al. [59]
showed for the first time that sexithiophene spontaneously rearranged into an ordered solid
crystal-like structure at room-temperature, consistent with experimental densities and global
orientations. To this end, an initial ordered high temperature structure of sexithiophene
was directly equilibrated at room-temperature, thus imitating instantaneous cooling. The
authors hypothesized that possibly a slower, that is, gradual cooling may likely lead to the
correct room-temperature solid crystal, but evidence for this has yet to be found.
In chapter 3 of this thesis, we demonstrate that a simulated annealing protocol with a
10
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well-balanced force field is indeed capable of providing a spontaneously self-assembled room-
temperature solid p-6P crystal.
1.2.2 Diffusion of COMs on inorganic surfaces
The advantage of atomistic SD simulations is that the thermally governed dynamic processes
can be integrated into the relevant diffusive timescales, as demonstrated, for instance, for
alkanes on metal surfaces [67], single atoms on a model bcc crystal surface [68] or on MgO [69],
benzene on graphite [70], C60 (fullerenes) and pentacene on pentacene crystal substrates [71]
and organic molecules on an insulating ionic (KBr) [23] or (TiO2) surface [72, 73]. Most
of the studies focused on molecular hopping mechanisms and diffusion on terraces, along
steps, and attachment to and detachment from terraces and islands, which are among the
most fundamental atomistic processes in the early stages of thin-film growth [24]. Mattoni et
al. [74] have analyzed the anisotropic diffusion of Zinc-Phthalocyanine (ZnPc) molecules on
ZnO by a combination of force field simulations and transition state theory. In particular, it




surface tends to diffuse and aggregate perpendicular
to the polar [0001] direction. It was also demonstrated that thiophene-based polymers tend
to align along the same direction [75, 76].
In chapter 4, our goal is to study the anisotropic diffusive behavior of a single p-6P molecule




surface using atomistically resolved SD simulations with the
previously-validated force field.
1.2.3 Step-edge barriers
Many important quantities regarding the initial nucleation- and transport processes leading
to growth of organic crystals on inorganic substrates are hardly accessible to experiments.
One very early concept in this context is the energy barrier an atom needs to overcome when
descending or ascending a step on the surface [78]. Due to the coordination numbers at the
edge of a step being different from the coordination numbers on the planes, a characteristic
binding energy profile is formed at the step-edge which determines the rates for transitions
from one side of the edge, or a terrace, to the other. This, in turn, has consequences for the
roughness formation during epitaxy [79, 80]. The energy barrier for downwards diffusion is
11
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Figure 1.6: Schematic of the step-edge barrier for a single atom moving over a lattice step. ED denotes
the diffusion barrier on the plain and EB the Ehrlich-Schwoebel barrier for descending the step. Reprinted
from [77] with permission from Elsevier.
specifically called Ehrlich-Schwoebel (ES) barrier (see figure 1.6) [81].
Significant efforts have been put into calculating ES barriers of atoms using classical
molecular simulation techniques [82, 83, 77, 84, 85, 86] and ab-initio density functional
theory[87, 88]. Various studies add more layers of complexity to the problem by grouping
two or three atoms into diffusing clusters or flexible chains. Due to the dimer’s and trimer’s
increased degrees of freedom entirely new diffusion mechanisms are observed in simulations.
For weakly bound atomic chains, incorporation effects at step-edges result in degeneracy of
the step-edge barriers [89, 90, 91, 92] and new preferred diffusion paths are identified that
otherwise are energetically unfavorable for single atoms or for rigid atomic chains [93].
However, with regards to COM diffusion over step-edges, the concept behind the term
Ehrlich-Schwoebel barrier may be too simplistic to describe the complexity of the physical
mechanisms that contribute to the diffusion barrier at a step-edge [27]. Hence, the term
step-edge barrier will be used in this thesis to refer to the full free energy landscape of the p-
6P molecule directly at and close to a step-edge. Not many studies have tackled the problem
of how to calculate step-edge barriers of COMs yet, so there are many open questions and
controversies surrounding the topic.
For instance, the step-edge barriers of a rigid PTCDA (Perylene-3,4,9,10-tetracarboxylic
dianhydride) and a p-6P were simulated using the so called nudged elastic band method (i.e.
a gradient search algorithm) in order to find the minimum energy path across a PTCDA and
a p-6P step-edge (self-step-edges), respectively [94, 22]. Barriers of 72 kJ/mol for PTCDA
on PTCDA and 59 kJ/mol for p-6P on p-6P were found.
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However, strong restrictions to the COMs’ internal degrees of freedom applied in the above
methods usually result in featureless step-edge barrier profiles, resembling the ones found
for single atoms. A study by Paulette Clancy, who instead minimized certain predefined
configurations of fully flexible molecules at step-edges in short MD simulations, concluded
that a molecular step-edge barrier can not be mapped to a single energy-value but is a
multiplex of barriers depending on the angle of approach, while molecular bending and
twisting also have a small effect on the magnitudes of the barriers [27].
The p-6P self-step-edge barrier, in particular, is controversially discussed, because the
nudged elastic band method used in the calculations of Hlawacek et al. [22] leads to very dif-
ferent crossing paths and energy barriers than a sampling of local energy minima performed
by Goose et al. [26]. It appears that the theoretical description of step-edge barriers strongly
relies on the ability of the method to sample the underlying potential energy landscape, since
a flexible molecule such as p-6P may take a complex route through the local energy minima
on the surface.
A significant challenge within all simulations of molecular diffusion over step-edge barriers
lies in bridging the wide gap between time scales for surface diffusion and those for step-edge
crossing. In most cases, the number of crossing events required to ergodically sample the
entire available conformational space is unattainable, simply for the reason that the barriers
in the free energy landscapes are prohibitively large. As a matter of fact though, a wide
range of advanced sampling methods has been already developed to deal with such rare
events efficiently, [95] but has, to our knowledge, never before been applied to the problem
of step-edge barrier calculation.




with a step-edge and develop an advanced-sampling strategy to study p-6P step-edge crossing
pathways, free energy and potential energy landscapes and step-edge crossing rates.
1.3 Thesis outline
Through novel combinations of established methods, the thesis will demonstrate new strate-
gies for predicting molecular bulk-crystal structures as well as surface-diffusion coefficients
13
1.3. Thesis outline
and step-edge barriers of single COMs on inorganic surfaces. In chapter 2, the reader is
introduced to a number of methods and basic definitions. First, we give a detailed overview
of physical properties of ZnO and p-6P. This is followed by the essentials of MD and SD





surface in our simulations. Afterwards we present definitions for character-
izing structural properties of liquid crystals. The methods used to interpret the simulations
are presented at the finale of chapter 2.
In chapter 3 we demonstrate that atomistic simulations are capable of reproducing single
molecule properties of the p-6P, the room-temperature solid crystal structure, and the high-
temperature liquid crystal phases, all consistent with experiments.
In chapter 4 we quantify the anisotropic diffusion behavior of a p-6P molecule on the ZnO\bigl( 
1010
\bigr) 
surface and investigate the main physical substrate-molecule interaction processes
that are causing the anisotropy.
In chapter 5 we present a strategy to determine step-edge crossing pathways, and to quan-
tify diffusion coefficients over step-edges, step-edge barrier heights and step-edge crossing
rates.
Finally, chapter 6 concludes the thesis with a summary and an outlook.
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This chapter introduces the materials, simulation approaches and evaluation methods re-
quired to study our systems. Specifically, we discuss the materials in section 2.1, our
simulation approach and details of the modelling in sections 2.2 and 2.3, we introduce
orientationally-dependent observables known from liquid crystals in section 2.4 and finally
the free energy landscape and single-particle diffusion in sections 2.5 and 2.7.
2.1 The physical properties of p-6P and ZnO
Parts of this thesis rely on the knowledge of measured structures, either in order to validate
simulation results by means of comparison, or as a source for an underlying energy landscape.
Therefore, this section presents fundamental physical properties of the p-6P molecule, its
crystal structure and the zinc-oxide (ZnO) crystal. Detailed atomistic models of the here
described systems will be introduced in section 2.3.
2.1.1 The p-6P molecule
The internal structure of the p-6P molecule and related polyphenyls has been analyzed in
great detail using X-ray diffraction measurements on purified single crystals [33], as well
as geometry-optimization calculations based on density functional theory [97] and atomistic
molecular dynamics [50] amongst many more studies [98, 99, 100, 101].
The p-6P molecule has both vibrational and rotational degrees of freedom as it is composed
of six benzene rings that are linearly connected via flexible single-bonds (see figure 1.4). Each
Table 2.1: Crystallographic data of p-6P and ZnO. The p-6P room-temperature \beta -phase was measured with
X-ray diffraction [33, 96]. The ZnO unit-cell is known from many different methods [40]. Next to the unit-cell
dimensions (a, b, c) and angles (\alpha , \beta , \gamma ), \Phi denotes the inclination angle, \theta H the herringbone angle, \rho the
mass density and \varphi \mathrm{C} - \mathrm{C} the average intramolecular torsional angle.
a[nm] b[nm] c[nm] \alpha [°] \beta [°] \gamma [°] \Phi [°] \theta H [°] \rho [g/cm3] \varphi \mathrm{C} - \mathrm{C}[°]
p-6P 0.809 0.557 2.624 90 98.2 90 18 66 1.3 20
ZnO 0.329 0.329 0.524 90 90 120 - - 5.6 -
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(a)
(b)
Figure 2.1: The two extremes of the p-6P torsional states in equilibrium: (a) the alternatig twist, (b) the
thread-like (or gradually increasing) twist, including nomenclature.
ring can rotate individually. All rings together amount to a total van-der-Waals length of
the molecule of 2.58 to 2.77 nm, depending on the molecule’s state of torsion and bending,
and a width of 0.49 nm [102]. In an isolated molecule in vacuum, due to steric hindering,
the planes of neighboring benzene rings are always twisted against each other with angles of
30° to 40° between them. The angles between consecutive benzene rings can either alternate
in sign (+ - + - +) or gradually increase like a thread (+ + + ++) (see figure 2.1). The
alternating configuration is energetically slightly more favorable compared to the thread-like
one [26]. When heated to temperatures above 773 K, the bonds between the benzene-rings
break and the molecule decomposes [103].
2.1.2 The p-6P bulk crystal structure
The equilibrium bulk crystal structure of p-6P at room-temperature is known as the \beta -
structure. The \beta -crystal structure is illustrated in figure 2.2. X-ray diffraction measurements
of single crystal thin films at room-temperature (T = 295 K) revealed that it crystallizes in
the monoclinic P21/c space group with a herringbone structure [33, 96]. The collective many
particle interactions in the bulk reduce the torsion angles to less than \varphi C - C = 20\circ , making
the molecules approximately planar. The quadrupole-induced [29] herringbone alignment is
characterized by an angle of \theta H = 66\circ between the average planes of the two molecules of a
primitive cell. The crystallographic parameters are summarized in table 2.1.
Several polymorphs, that is crystal structures different from the \beta -phase, have been ob-
served upon cooling and heating of the p-6P crystal. Above room-temperature, the p-6P
16
Chapter 2. Basic principles and methods
(a) (b)
(c)
Figure 2.2: Schematic illustration of the experimental p-6P room-temperature \beta -crystal structure: (a) view
in the direction of the molecule long axis, (b) perpendicular to the long axis, (c) illustration of the herringbone
angle \theta H . The lattice parameters have been determined [33, 96] and are a = 0.809 nm, b = 0.557 nm,
c = 2.624 nm, \beta = 98.2°, and monoclinic angles \alpha = 90° and \gamma = 90° (not shown). All molecular long
axes are parallel to each other. The molecules possess a herringbone structure with a characteristic tilt
angle of \theta H = 66° between the molecular planes of each two molecules defining the base. The benzene rings
within each molecule are on the average coplanar, though they undergo thermal torsional motion at room-
temperature with respect to the single-bonds between them. The torsional angles between two adjacent
benzene rings in the same \itp -6P molecule amount to approximately 20° in the crystalline phase at room
temperature. The angle between the molecular long axis and the layer normal (inclination angle) is reported
to be \Phi = 18°. Reprinted with permission from [104]. Copyright 2014 American Chemical Society.
crystal undergoes several phase transitions, occurring at (i) 663 K, (ii) 713 K, (iii) 748 K [103].
Under atmospheric pressure conditions the molecules decompose at around 773 K, before
the anticipated transition to an isotropic molecular gas can occur at higher T [33]. Tran-
sition (i) is a realignment of the long molecular axes (LMA) which generates the so called
\gamma -phase [105]. The \gamma -phase still exhibits a herringbone structure with the same herringbone
angle as the \beta -phase, but the LMA are now perpendicular to the layer normal. Transition
(ii) and (iii) lead to characteristic liquid crystal phases, first to a smectic A phase, then a to






ZnO is an inorganic, wide band-gap (328 kJ/mol), n-type semi-conductor with a decompo-
sition-temperature of 2242 K. It is a compound of a group II element (Zn2+) and a group
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Figure 2.3: The zinc-oxide crystal is an inorganic semi-conductor composed of the elements Zn2+ (grey)




surface (50\times 50 nm),
adapted from [106] with permission from Elsevier. The atomic positions of Zn are marked with open circles






















surface, which is spanned by the a- and c-axes. The b-axis is shown in order to highlight the





lattice constants are a = 0.329 nm and c = 0.524 nm. The surface exhibits ZnO dimers running in rows
along the a-axis. The dipoles of the strongly polar dimers are oriented towards the c-axis. (d) The primitive
unit-cell of the ZnO wurtzite lattice. The translation vectors \vec{}a and \vec{}b have the same length and include an
angle of 120°.
VI element (O2 - ). Each Zn-ion has four O neighbors and vice versa. Every ion has four
equivalent tetrahedrally directed \mathrm{s}\mathrm{p}3 orbitals. As a result, ZnO crystallizes in the hexagonal
wurtzite structure (space group P63mc). The lattice constants are summarized in table 2.1.




surface of ZnO. The orientations of the axes
and surfaces are denoted by four-digit Miller indices. Here, the c-axis is referred to as the








surface is the plane




direction. Due to the high
difference in electronegativity of 2.59 between the Zn- an O-ion, all bonds have a high degree




surface, which is terminated by
rows of Zn-O dimers with their dipoles all oriented towards [0001]. However, the surface
is still called non-polar because the surface layer contains the same number of Zn and O
atoms, so it has no dipole moment perpendicular to the surface [107].
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surface (200\times 200 nm) with rectangular terraces, adapted
from [107] with permission from Elsevier. The inset shows the height profile along the indicated line. (b)








step-edge is terminated by O atoms and,
therefore, polar. The [0001] step-edge is terminated by Zn-O pairs, hence it is non-polar. (c) Perpendicular











For a comprehensive overview of experimentally characterized step-edges on ZnO surfaces,





surface. There, a well-defined rectangular terrace structure has been
observed by scanning tunneling microscopy with step-edges running parallel to either the





Of these two, the [0001] edge is non-polar, meaning that the [0001] edge is terminated by





figure 2.4). Step heights are multiples of approximately 0.3 nm, which agrees well with the









surface is the most stable ZnO face due to having the lowest cleavage energy. A detailed
atomistic model of the non-polar step-edge in the context of our simulations is introduced
in section 2.3.4.
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2.2 Molecular dynamics and stochastic dynamics com-
puter simulations
In this thesis, atomistically resolved systems are simulated using the Gromacs molecular
dynamics simulation package, [108] version 4.5.5. In molecular dynamics (MD) and stochastic
dynamics (SD) simulations, classical equations of motion are solved for a finite number of
atoms, which are represented by point-masses and point-charges. Atoms interact with each
other through pair-potentials in a periodic simulation box of finite volume V with a cubic,
monoclinic or triclinic shape. The fundamental simulation results are comprised of time-
dependent atomic trajectories and interaction energies. Typical time scales in MD and SD
simulations range from a few picoseconds up to a microsecond. Up to 105 atoms can be
studied using this approach.
2.2.1 Equations of motion
Each atom i inside the simulation box is represented by a point-mass mi and a partial charge
qi attached to its center. The interactions between any two atoms i and j depend only on
their positions \vec{}ri, \vec{}rj and their distance rij = | \vec{}rj  - \vec{}ri| at any time, and are described by a clas-
sical Hamiltonian. The Hamiltonian employs Lennard-Jones (LJ) and Coulomb potentials
for nonbonded interactions, as well as harmonic potentials for the (bonded) intramolecu-
lar bond-, angular- and dihedral interactions. The non-bonded interactions are pair-additive
and centro-symmetric. Angle- and dihedral interactions necessarily depend on on a third and
a fourth body. Those bodies are identified through pre-determined neighbor-lists. Periodic
boundary conditions (PBC) are employed to mimic the presence of an infinite bulk around
every atom. The Hamiltonian to solve reads
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H (rij) = H\mathrm{b}\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{e}\mathrm{d} (rij) +H\mathrm{n}\mathrm{o}\mathrm{n}\mathrm{b}\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{e}\mathrm{d} (rij) (2.1)



















Kbij (rij  - r\mathrm{e}\mathrm{q})2 +
1
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K\phi ijkl [1 + \mathrm{c}\mathrm{o}\mathrm{s} (n\phi ijkl  - \gamma )] (2.4)
where \sigma ij and \varepsilon ij are the LJ parameters derived by applying the Lorentz-Berthelot combina-
tion rules [109] to the single-particle LJ parameters (van-der-Waals radius \sigma i and potential
well depth \varepsilon i). In the Coulomb potential, qi and qj are the partial charges of atoms i and
j, and \varepsilon 0, \varepsilon r are the dielectric constants. In all our simulations \varepsilon r is set to 1, as we do not
consider any specific implicit solvents. The force constants Kbij and K\theta ijk describe the bond-
and angle-interactions, and r\mathrm{e}\mathrm{q} and \theta \mathrm{e}\mathrm{q} are the equilibrium bond lengths and bond angles
respectively. The angle between the bonds of atoms i-j and j-k, respectively, is provided by
\theta ijk. The dihedral parameter K\phi ijkl corresponds to the dihedral angle \phi ijkl, while \gamma serves as
a phase angle and either takes the value 0\circ or 180\circ . Bond vibrations are constrained using
the LINCS [110] algorithm.
The total force acting on atom i at position ri is given by








Correspondingly, the atomic trajectories can be obtained by integrating Newton’s equation
of motion
mi\"\vec{}ri = \vec{}Fi. (2.6)
To avoid the energy-conservation and energy-partitioning problems typically faced in MD
simulations, auxiliary friction and noise terms are added to equation 2.6, resulting in the




=  - mi\xi \mathrm{d}\vec{}ri
\mathrm{d}t
+ \vec{}Fi + \vec{}Ri (2.7)
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where \xi is the friction constant in the surrounding heat-bath, and \vec{}Ri (t) is a Gaussian
random force mimicking a white noise process [108]. The noise term \vec{}Ri has zero mean
and no correlations with the systematic forces \vec{}Fi nor with the velocities from any earlier
times on time scales t \gg \xi  - 1 [112, 113]. A relation between the random force, the friction
constant and the system temperature T can be obtained from a solution of the Langevin
equation [113]. It is written in terms of the self-correlation of the random force\Bigl\langle 
\vec{}R (t) \vec{}R (t0)
\Bigr\rangle 
= 2\pi mi\xi kBT\delta (t - t0) (2.8)
which expresses the uncorrelated character of inter particle collisions [114].
Due to the random force, the calculation of the long-time dynamics is realized stochasti-
cally. Simulations in which the Langevin equation (2.7) is integrated, are called SD simula-
tions. This approach warrants a constant average temperature, a true canonical ensemble,
and an ergodic sampling of the phase space.
2.2.2 The leapfrog integrator
The time evolution of all atoms is obtained by integrating the equations of motion using a
leapfrog algorithm, which is implemented in Gromacs. The basic leapfrog integration scheme
is given in equations 2.9 and 2.10. They are used to calculate the new positions \vec{}ri of all


























The algorithm uses the forces \vec{}Fi (t) determined by the positions \vec{}ri at time t together with






to calculate velocities at time t+ 1
2
\Delta t and, from
there, to update the positions at time t+\Delta t. Depending on additional thermostats and in-
tramolecular constraints, the algorithm may be modified [115, 116]. In order to integrate the
Langevin equation, the integration scheme must further account for the velocity dependent
friction force and the additional random force, and is modified accordingly [112].
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2.2.3 Advanced simulation techniques
In order to perform MD and SD simulations of large systems or long times, advanced simu-
lation techniques are commonly used. Without them, the computational effort required for
calculating the interactions between all N atoms is proportional to N2 and thus extremely
prohibitive. Instead, due to the r - 6 decay of the van-der-Waals attraction, the computing
time for short-range van-der-Waals interactions can be reduced by applying a cut-off, i.e. a
maximum distance between atoms i and j for which the mutual interactions are calculated.
However, truncating the long-ranged Coulomb interactions in a similar fashion may intro-
duce serious inaccuracies into the simulations. Instead, the CPU time required for charged
particle calculations can be drastically reduced by using the particle mesh Ewald (PME)
technique implemented in Gromacs. The PME approach is discussed in more detail below.
On the physical side, microcanonical (NV E) simulations do not conserve the total energy
at long times, due to numerical errors in the integration scheme and interaction cut-off
artifacts [117, 118, 119]. It is more convenient to simulate a canonical ensemble (NV T ) or
an isobaric-isothermal ensemble (NPT ), which requires to couple the equations of motion
to a barostat and a thermostat. We will discuss these after the PME method.
Particle mesh Ewald
PME is an efficient algorithm for computing long-range Coulomb interactions [120, 121].
The algorithm is approximative, but the accuracy is adjustable and the computation time
scales as N \mathrm{l}\mathrm{o}\mathrm{g}N , which is a vast improvement over the N2 scaling of the direct sum. And,
while the direct sum is only slowly conditionally convergent, the PME algorithm converges
quickly.
In the direct sum approach, Coulomb interactions are summarized over all N particles.
U\mathrm{C}\mathrm{o}\mathrm{u}\mathrm{l} =
1






This calculation is slow and inaccurate in a periodic system. In PME, the electrostatic inter-
actions beyond a relative small real-space cut-off (typically 1 to 2 nm) and between periodic
images are calculated in Fourier-space, instead. The three dimensional charge distribution is
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interpolated onto a real-space grid, which is then Fourier-transformed. In Fourier-space, the
electrostatic potential between pairs of charges is obtained by solving a discretized Poisson
equation, which involves a single sum over the wave vectors of the reciprocal grid. This sum
is not only quickly convergent, but also requires only a small number of wave vectors in order
to be sufficiently accurate. Say, the box length is 10 nm, then 167 wave vectors would suffice
to calculate electrostatic energies with a root mean square (RMS) error in respect to the
RMS of the energies of \epsilon = 5 \cdot 10 - 3. These 167 wave vectors correspond to 83 grid points,
which would translate to a mesh size of 0.12 nm. A further increase of the mesh size would
come with a boost in performance, so one may benefit from finding a good trade-off between
accuracy and speed.
The short-range part, i.e. all Coulomb interactions between atoms within the cut-off
distance from each other, is calculated in real-space and the result is added to the long-
range part previously obtained from Fourier-space.
Constant pressure simulations
In the bulk of the NPT ensemble MD and SD simulations studied in this thesis, the cou-
pling to a constant reference pressure P0 is accomplished by using the Berendsen algorithm,
implemented in Gromacs [122]. The Berendsen barostat rescales the interparticle distances
and the box lengths at every timestep from \vec{}x to \mu \vec{}x with the scaling constant
\mu = 1 - \beta \Delta t
3\tau P
(P0  - P ) (2.12)
until the current pressure P becomes P0. The isothermal compressibility \beta and the relaxation
time \tau P together determine the speed of temperature equilibration. The pressure can be
isotropic as well as completely anisotropic, allowing for conformity of the box-geometry with
the crystal structure, even when the structure changes during a simulation.
The Berendsen algorithm does not generate a correct NPT distribution, so we verify
select results using the Parrinello-Rahman barostat [123, 124]. However, in general we use
the Berendsen barostat because of its stability and its ability to yield an average constant
pressure.
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Constant temperature simulations
As per definition, the Langevin equation 2.7 is already coupled to a heat-bath through
its stochastic- and friction-term. In MD simulations, the temperature is kept constant by
rescaling the velocity of each atom in every timestep such that the kinetic energy of the
entire system is conserved. In order to recreate a canonical ensemble, the target value for
the kinetic energy fluctuates according to a stochastic Wiener process [125]. To avoid strong
discontinuities of the physical parameters that come from sudden changes of atomic velocities,
a timescale \tau T is introduced, which controls the speed of temperature equilibration.
2.3 Model specifics of p-6P and ZnO and force fields
In order to use MD and SD simulations, we need models for p-6P and ZnO on an all-atom
level. As discussed in section 2.2, atoms are represented by point-masses with van-der-
Waals radii and with point-charges (i.e. partial charges) in the center of each atom. All
non electrostatic force field parameters are taken from the generalized Amber force field
(GAFF), which is based on experiments and theoretical calculations of benzene, biphenyl
and many more COMs [86]. The friction constant \xi i is set to 0.5 ps - 1, which ensures both
a constant average temperature and sufficiently large random micro-fluctuations. Particle
Mesh Ewald (PME) is used to calculate long-range electrostatic interactions. The structural




surface, known from experiments
and calculations, were already provided in section 2.1. Here, we discuss how they translate
into atomistic models.
2.3.1 The p-6P molecule model
The torsional angles between the planes of adjacent benzene rings, as well as the lengths of
the bonds between the rings and thus the length of the molecule as a whole, are reproduced
by the internal potential energy U of the molecule. The energy U is the sum of (i) all bond,
(ii) torsional, (iii) angular, (iv) LJ (including van-der-Waals), and (v) all Coulomb potentials
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Table 2.2: The p-6P partial charges.
# q[e] # q[e] # q[e] # q[e] # q[e] # q[e] # q[e] # q[e]
1 -0.12 9 -0.17 17 -0.16 25 0.09 33 -0.13 41 0.11 49 0.12 57 0.11
2 -0.13 10 0.09 18 -0.16 26 -0.17 34 -0.12 42 0.11 50 0.12 58 0.11
3 -0.15 11 -0.17 19 0.08 27 -0.13 35 -0.13 43 0.12 51 0.12 59 0.12
4 0.11 12 -0.13 20 -0.16 28 0.04 36 -0.15 44 0.11 52 0.12 60 0.12
5 -0.15 13 0.08 21 -0.16 29 -0.13 37 0.12 45 0.12 53 0.12 61 0.12
6 -0.13 14 -0.16 22 0.08 30 -0.17 38 0.11 46 0.12 54 0.12 62 0.11
7 0.04 15 -0.16 23 -0.16 31 0.11 39 0.12 47 0.12 55 0.11
8 -0.13 16 0.08 24 -0.16 32 -0.15 40 0.12 48 0.12 56 0.12
(equation 2.4).
U = U\mathrm{b}\mathrm{o}\mathrm{n}\mathrm{d} + U\mathrm{t}\mathrm{o}\mathrm{r} + U\mathrm{a}\mathrm{n}\mathrm{g} + U\mathrm{L}\mathrm{J} + U\mathrm{C}\mathrm{o}\mathrm{u}\mathrm{l} (2.13)
While the force field parameters that determine (i) to (iv) are taken from GAFF [52], the
partial charges are calculated using the Gaussian 09 software [126] which employs the B3LYP
functional [127, 128] with the cc-PVTZ basis set [129]. The charges are then extracted
from the charge densities using the electrostatic potential fitting (ESP) method [130]. The
distribution of the partial charges is shown table 2.2.
The molecular structure is a consequence of a balance between the competing energy con-
tributions, where the configuration of the atoms minimizes U . The intramolecular potentials
(i) to (iii) represent the tendency of the \pi -bonds of \mathrm{s}\mathrm{p}2-hybridized benzene rings to aspire the
highest possible planarity (i.e. conjugation), while the intermolecular potentials (iv) and (v)
reproduce the mutual repulsion of the ortho-hydrogens [98]. If an external potential U\mathrm{e}\mathrm{x}\mathrm{t} is
added to the equation, the bond lengths, angles and twist angles change simultaneously. In
turn, any configurational deformation inevitably changes the internal energy of the molecule.
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2.3.2 Challenges of simulating p-6P bulk phases
The biggest challenge in theoretically reproducing or predicting a COM crystal structure
and its phase transitions lies in the vast number of degrees of freedom nf of a molecule
amidst the collective effects of a large number of equal molecules (see for example, figure 1.1
d). The possible arrangements a molecule and its atoms can reach are determined by the
(3nf  - 6)-dimensional free energy landscape. The topology of this landscape includes local
minima with barriers in between. This topology is hard to sample, drastically changes with
thermodynamic conditions such as pressure or temperature, and depends sensitively on the
force field’s interaction parameters [131]. For growth and nucleation studies, the force field
is expected to be good enough to provide a spontaneously self-assembled room-temperature
solid crystal ’from scratch’, like in experimental reality, without any additional bias or pre-
assumptions in the simulated system.
For the current atom-level simulation methods, overcoming the big challenges mentioned
above requires a fine balance between the precision of the force fields and the high simulation
efficiency. The simulated time scales need to be long enough to let the strongly attractive
molecules arrange into ordered positions. This free energy sampling problem is mitigated by
the particularly advantageous structure of the p-6P molecule, which, in contrast to COMs
with attached side chains e.g., [7] has a manageable number of degrees of freedom and thus







The p-6P atoms interact with the inorganic ZnO surface (see figure 2.3) via the intermolecular
LJ and Coulomb potentials. However, the ZnO slab is treated differently from the p-6P
molecule in our simulations. The intramolecular interactions between the atoms of the ZnO
slab (i.e. all Zn-Zn, O-O and Zn-O interactions) are not calculated at all. Instead, the atoms
are frozen in time and space, effectively resulting in a static surface potential for the p-6P.
This is necessary in order to speed up the simulations and thus ensure an adequate sampling
of the phase space. However, we will test the influence of surface vibrations using a surface
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\theta 




surface is simulated in
slab-geometry with periodic boundary conditions in respect to a and c. The angle \theta is the angle between
the long molecular axis of an overlying p-6P and the a-axis. Adapted with permission from [132]. Copyright
2014 American Chemical Society.
with its atoms constrained by harmonic potentials.
The model surface is comprised of a ZnO slab containing Na \times Nc \times Nz = 15 \times 10 \times 6
ZnO unit-cells, periodically repeated in a and c-directions with box lengths La = 4.935 nm
and Lc = 5.240 nm The atomic positions are based on the experimental unit-cell parameters
(table 2.1). We set the ZnO partial charges based on recent estimates [18] as q\mathrm{Z}\mathrm{n} = 0.95 e and
q\mathrm{O} =  - 0.95 e. These values result from an empirical mapping of the solution of Poisson’s
equation to density functional theory calculations of the global electrostatic field. They
are therefore only approximate. However, similar values as those employed (\pm 25\%) are
consistently found in literature, [133, 134, 135, 136] and thus give a reasonable classical
representation of the charges. Explicit polarization effects of both the COM and the ZnO
surface are neglected in our study, as our focus lies on the leading order static contribution
of electrostatics to the diffusion process.
2.3.4 The ZnO step-edge in [0001] direction




surface. As a special focus, part of our studies
concentrates on the influence of step-edges. Here, we specifically treat the non-polar step-
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is simulated in slab-geometry with periodic boundary conditions in respect to a and c. A step-edge of
0.285 nm height parallel to c is located at | a| = 4.1125 nm. The step-edge separates the elevated part of
the system from the lower part. The origin of the a-axis is at the center of the elevated part thus providing
a c-z-parallel symmetry plane at a = 0. All coordinates on the left hand side of the symmetry plane can
easily be mapped to the right hand side. Making the geometry symmetric simplifies parts of the evaluation
significantly. The ZnO structure was optimized through Bader analysis [137]. The angle \theta is the angle
between the long molecular axis of an overlying p-6P and the a-axis.
edge running along the crystallographic [0001] direction (c-axis) as described in section 2.1.4.
The model system is illustrated in figure 2.6. The ZnO slab contains Na = 50\times Nc = 10
ZnO unit-cells with lattice-constants according to table 2.1, resulting in a simulation box of
side lengths La = 16.45 nm and Lc = 5.24 nm with periodic boundary conditions in respect
to the a and c-axis. The simulation box is not periodic in z-direction. For practical reasons
the origin of the coordinate system in respect to the a-axis is put right at the center of the
surface in such a way that the c-z plane at a = 0 constitutes a symmetry plane.
Protruding from the surface into the z-direction, with its center at the origin, is a terrace
with a thickness of a single monolayer, i.e. \Delta z = 0.285 nm. The terrace ends with two
step-edges at a =  - 4.1125 nm and a = 4.1125 nm, respectively. All atomic coordinates
of the surface, including the terrace and the step-edges, are symmetric to the c-z plane at
a = 0.
The atomic positions at the step-edges were taken from periodic density functional the-
ory calculations performed on 12-layer ZnO slabs (at their thickest) in 9 \times 1 and 10 \times 1
lateral super-cells for 1-layer and 2-layer step-edges, respectively. Consecutive images of
the slab were separated by more than 1.7 nm of vacuum and a dipole correction was ap-
plied to suppress mutual interaction [138]. The bottom 6 ZnO layers were kept frozen to
their bulk positions and the top 6 layers were fully relaxed until residual forces were below
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5 kJ/(mol\cdot nm). The valence Kohn-Sham wave-functions were expanded into a plane-wave
basis up to a cut-off energy of 42450 kJ/mol, and the valence-core interactions were treated
a the projector augmented-wave level [139, 140]. The Perdew-Burke-Ernzerhof exchange-
correlation functional [141] was employed throughout and a 1\times 4\times 1 Monkhorst-Pack grid
of k-points together with room-temperature Fermi-smearing was used for Brillouin-zone in-
tegration. All density functional theory (DFT) calculations were performed with VASP [142,
143]. Atomic partial charges were subsequently obtained through a Bader analysis [137] of
the electron density, which is represented on a discrete real-space grid of 640\times 112\times 768 for
the 9\times 1 and 720\times 112\times 768 for the 10\times 1 lateral super-cells.
The resulting default partial charges used in this model are q\mathrm{Z}\mathrm{n} = 1.2 e for the zinc atoms
and q\mathrm{O} =  - 1.2 e for oxygen, respectively. These values are now higher then those employed
on the planar ZnO surface model before, but they are still within the boundaries found in
literature [18, 133, 134, 135, 136]. More importantly, they are the result from a consistent
simultaneous treatment of the plane and the step-edge. We will examine the sensitivity of
the simulation results to changes of the partial charge value.
Explicit polarization effects of both the COM and the ZnO surface are neglected and all
atoms are frozen in time and space, both in favor of computational efficiency, as discussed
in section 2.3.3.
2.4 Characterization of liquid crystals
If an organic crystal consists of highly geometrically anisotropic molecules (so-called cala-
mitics), such as rod-like p-6P molecules, it may, upon heating, change its structure several
times before transforming into an isotropic liquid. In these intermediate structural states,
the crystal exhibits properties of a liquid, like the ability to flow, while still keeping various
degrees of molecular ordering. Thus the structures maintain some macroscopic properties of
a crystal, such as optical, dielectric or magnetic anisotropy, as well as anisotropic transport
properties, like diffusion, viscosity or elasticity [144]. The structural mesophases represent a
thermodynamic state of matter called a liquid crystal. In an isotropic liquid, molecules are
either not ordered at all or their ordering is short-ranged, whereas in a liquid crystal, the
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Figure 2.7: Illustration of the main liquid crystal mesophase structures with molecules represented by rods.
The interlayer distance d depends on the average length l of the molecules and the inclination angle \Phi , which
is the angle between the nematic director \vec{}n and the layer normal \vec{}d.
molecules can still occupy specific lattice sites (positional order) or the molecular axes can
be constrained to point in specific directions (orientational order). Liquid crystals can be
compared to solid crystals with a very low shear modulus. In liquid crystals, the orientational
order of the LMA is typically long-ranged, while the order of the remaining rotational degrees
of freedom and the positional order may be anisotropic and only short-ranged.
When transitions between mesophases are brought about by changes in temperature, a
liquid crystal is called thermotropic. Upon heating, in thermotropic liquid crystals, the
positional and the orientational order do not disappear all at once but by individual degrees
of freedom. The general types of calamitic, thermotropic liquid crystal mesophases are
discussed in the following subsections.
2.4.1 Smectic mesophases
The mesophases with the highest correlations in position and orientation of the crystal-
compounds are called smectic phases. In thermotropic liquid crystals, smectic mesophases
occur at relatively low temperatures. In the smectic phases, the positional order partially
disappears while most degrees of orientational order are maintained. In particular, the
orientations of the molecule’s long axes are maintained and are, on average, parallel to each
other. The molecules form layers with well-defined interlayer spacing (stratification). Within
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these layers, the lateral mutual attraction of the molecules is stronger than the attraction
between molecules of separate layers. Different classes of smectic mesophases are commonly
distingushed. The classes relevant for the present work are smectic-B (smB), smectic-C
(smC) and smectic-A (smA), where smA is least ordered and smB has the highest level of
ordering. They are described in the following paragraphs and illustrated in figure 2.7. The
most important differences between the smectic phases, the nematic phase and the isotropic
phase are summarized in table 2.3.
Smectic-B
The smB phase is monoclinic and typically characterized by hexagonal molecular packing
within one layer and a zero inclination angle, i.e. the LMAs point in the same direction
as the layer normal and the thickness of the layers is about the same as the length of the
molecules. The in-plane positional ordering is correlated on distances up to a few 100 nm
(i.e. hundreds of molecular widths). The out-of-plane correlations between smectic layers
are typically weak, generally reaching as far as only a few layers.
Smectic-C
The distinctive characteristic of the monoclinic smC phase is a non-zero average inclination
angle \Phi between the LMA and the layer normal. The tilt of the molecules is correlated
in plane and across the layers and the layer-thickness d corresponds to the length l of the
LMA via d = l \mathrm{c}\mathrm{o}\mathrm{s}(\Phi ). Typically, in the smC phase, the positional in-plane and out-of-plane
correlation lengths are reduced to less than 10 nm, but there are cases where the smC phase
Table 2.3: Differences between the structural properties of liquid crystal mesophases. The correlations refer
to the center-of-mass positions of the molecules.
smB smC smA nem isotropic
average parallel alignment of LMA yes yes yes yes no
stratification yes yes yes no no
out-of-plane correlation yes yes yes no no
in-plane correlation yes yes no no no
hexagonal molecular packing yes yes no no no
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displays considerabely longer correlations as well as hexagonal packing [145, 146].
Smectic-A
This is the least ordered smectic phase. The molecular inclination angles are on average
zero as the individual molecules are randomly tilted with a very weak correlation of the tilt
angles. The phase forms layers with very weak out-of-plane positional correlations. Due to
the variety of tilt angles, the layer boundaries are blurred. There is no in-plane positional
correlation as the molecules are isotropically distributed in the plane and can freely rotate
around their LMA. The A phase is thus often described as an orientationally ordered fluid
with a superimposed one-dimensional wave-like density distribution along the layer normal.
2.4.2 The nematic phase
The nematic (NEM) phase of calamitic, thermotropic liquid crystals occurs at relatively high
temperatures just below the actual melting temperature. Here, the molecules have no long-
range positional order and there is no stratification, as the molecules can easily flow past each
other in every direction. The molecules can freely rotate around their LMA, however, the
LMA have a tendency to point in the same direction. The orientational order of the LMA,
albeit even weaker than in the smA phase, is the only remaining structural characteristic of
the nematic phase that distinguishes the nematic liquid crystal from the isotropic liquid.
2.4.3 Structural order parameters
The quality of positional and orientational ordering of the molecules in atomistic simulations
can be systematically expressed in terms of order parameters. These order parameters are
determined from statistical averages of the atomic coordinates at fixed temperatures. The
order parameters introduced here are specifically designed to describing the deviations of the
LMAs’ orientations from the average nematic direction, the deviations of the herringbone
angles from the ideal herringbone and the deviations from different types of smectic phases.
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Nematic order parameter
We determine the degree of nematic alignment of the molecules in a calamitic liquid crystal
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where \vec{}u(i) denotes a unit vector along the LMA of the i’th molecule, \alpha , \beta = (x, y, z). For
some studies we set N as the total number of molecules in the system, in other as a subset of
molecules. The tensor S\alpha \beta is a symmetric, traceless, diagonalizable second-order 3\times 3 tensor
with three real eigenvalues and three corresponding eigenvectors. The eigenvector related
to the highest eigenvalue of S\alpha \beta is the nematic director \vec{}n of S\alpha \beta , a unit axial vector with
head and tail indistinguishable, i.e. \vec{}n =  - \vec{}n. The nematic director gives the direction of the
preferred axis, i.e. the direction of preferred molecular alignment.
For a system with a uni-axial nematic phase, that is, an ideal case with all molecules i
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with the amplitude of the nematic director S = 1 and n\alpha , n\beta being components of the
nematic director. Generally though, the orientations of the molecules are spread around
\vec{}n so that S < 1. Given a totally disordered state, S would be zero. The scalar quantity
S \in [0 : 1] is therefore called the nematic order parameter.
Herringbone order parameter
The two-dimensional herringbone order parameter is defined in accordance with [148] as
the probability for the intermolecular angles to be in a small range close to a reference




d\theta i\rho (\theta i) \mathrm{c}\mathrm{o}\mathrm{s} [4 (\theta i  - \theta H)] , (2.16)
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smectic-B smectic-C smectic-A nematic
\rho j
\vec{}nx \vec{}nx \vec{}nx \vec{}nx
Figure 2.8: Illustration of the qualitative smectic order parameter. Each circle symbolizes a molecule with
its LMA pointing in the arrow’s direction. For simplification, only one atom of each molecule is shown here.
The number density distribution \rho j of atoms j along the nematic director, here \vec{}nx, takes the shape of a
sinusoidal density wave. Mesophases from simulations can be identified by comparing the density distribution
calculated from trajectories to the characteristic curves displayed here.
where \theta i is the average angle of the i’th molecular plane to the b-axis of the unit-cell. The
reference herringbone angle of p-6P is 66°. The probability density function (PDF) \rho (\theta i)
gives the probability of finding a molecule with the rotational state \theta i. This PDF is filtered
by a cosine, which is unity if the molecule i has the ideal herringbone angle and zero, when
the difference between angles is 45°.
Smectic order parameter
The positional ordering of molecules provides an easy way to qualitatively distinguish be-
tween different smectic phases, as discussed in section 2.4.1. One common quality of all
phases is the stratification. The number density distribution \rho j (x) (averaged over y, z) of
all atoms j in our systems along the nematic director, say \vec{}n = (1, 0, 0), takes the shape of
a sinusoidal density wave. The shape of the density wave depends on the positional order
of the molecules inside the layers and their inclination angle \Phi and therefore serves as an
order parameter [149]. In order to identify the mesophases in our simulations, we calculate
density distributions directly from the trajectories and compare them to the characteristic
slopes presented in this section and illustrated in figure 2.8.
• In the smB phase, the layer normal and the nematic director are parallel to each other.
35
2.4. Characterization of liquid crystals
Therefore, the number density \rho j (x) is a one-dimensional sum of harmonics over all
atoms j,
\rho j (x) \propto 
\sum 
j
\mathrm{c}\mathrm{o}\mathrm{s} (2\pi x/d) . (2.17)
Here, l is the length of the molecule and \Phi = 0. The period length d = l \mathrm{c}\mathrm{o}\mathrm{s}(\Phi ) is
constant.
• In the smC phase, the shift of the molecules along \vec{}n is a linear function of a direction
perpendicular to \vec{}n, say the y direction, so the density distribution is a function of x
and y,
\rho j (x, y) \propto 
\sum 
j
\mathrm{c}\mathrm{o}\mathrm{s} (2\pi x/d - \Delta xj) . (2.18)
The translation \Delta xj may be expressed as a function of yj via \Delta xj = yj \mathrm{t}\mathrm{a}\mathrm{n} (\Phi ).
• In the similar but less ordered smA phase, the modulation is relatively weak, because
of the layer overlap: the molecules are randomly shifted by a slight amount along \vec{}n
and the mass density wave converges to a single harmonic
\rho j (x) \propto \mathrm{c}\mathrm{o}\mathrm{s} (2\pi x/d) . (2.19)
• As for the nematic phase, due to the random and unconstrained translations of the
molecules, there is no mass density modulation at all, i.e. the amplitude of the density
wave is irregular and close to zero.
2.4.4 Phase transitions and enthalpy
As the temperature of a liquid crystal increases, molecules vibrate more and more violently
about their equilibrium positions and, as a consequence, the intermolecular separations in-
crease. When a transition temperature is reached, any further absorption of energy leads
to changes of the above mentioned structural properties. During such a transition, two
phases may coexist. The chemical potential \mu , the pressure P and the temperature T of the
coexisting phases are each equal if the phases are in thermodynamic equilibrium.
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The change of Gibbs free energy in the NPT ensemble then reads
\Delta G = \Delta H  - T\Delta S, (2.20)
where \Delta H = \Delta U + P\Delta V is the enthalpy change. In equilibrium the Gibbs free energy is
minimal and \Delta G = 0. Then, for two coexisting phases \alpha and \beta , the following relation must
hold at the transition point:
0 = (H\alpha  - H\beta ) - T (S\alpha  - S\beta ) (2.21)
\Rightarrow H\alpha  - TS\alpha = H\beta  - TS\beta . (2.22)
At the transition from \alpha to \beta the entropy changes discontinuously from S\alpha to S\beta , due to
the change in configurational freedom. Similarly the enthalpy also changes discontinuously.
If a phase transition is a first-order transition, the enthalpy H changes discontinuously by
a finite amount which is called the latent heat. Through the first law of thermodynamics,
\Delta U = Cp\Delta T  - P\Delta V , the heat capacity at constant pressure Cp is related to the enthalpy





As the enthalpy is discontinuous at the transition temperature, the heat capacity Cp is,
formally, infinite, indicating the transition temperature.
2.5 Derivation of free energy landscapes
Unless explicitly stated otherwise, the free energy referred to in this thesis is the Helmholtz
free energy A = U  - TS, which is the thermodynamic potential of the canonical (NV T )
ensemble. Therefore, the difference in free energy represents the work done in a thermody-
namic system (or one of its parts) through a reversible isothermal process. Essential physical
properties of a system can be deduced from the free energy differences of its constituents.
Such properties include elastic and binding properties [150], nucleation rates [151] or folding
and diffusion [152]. Significant efforts have been devoted towards the development of efficient
algorithms for free energy calculations from atomistic simulations [95]. Two of such methods
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are introduced in this section.
2.5.1 Unconstrained simulations
The Helmholtz free energy can be expressed as
A =  - kBT \mathrm{l}\mathrm{n}Q
with the Boltzmann constant kB = 0.008314 kJ/mol and temperature T. Here, Q is the
canonical partition function. Finding A is thus equivalent to calculating Q. Estimating an
absolute Q is not necessary though, since the only interesting quantity is the free energy
difference \Delta A between two states 0 and 1 of a system with Q0 and Q1, respectively.






Assume that state 0 can be transformed to state 1 through a continuous change of some
parameter. Then, Qs can be expressed as the PDF Ps of finding a system in state s. We
obtain the free energy difference between states 0 and 1 from
\Delta A =  - kBT \mathrm{l}\mathrm{n} P1
P0
. (2.25)
In the case of our simulations, the state of the system is defined by the position of the
molecule’s center-of-mass along the x-coordinate, so P (x) is the PDF for finding the molecule
at position x. We define the corresponding free energy difference
\Delta A (x) =  - kBT \mathrm{l}\mathrm{n}P (x) (2.26)
as the difference between the free energy value at position x and the global minimum value
of the free energy.
As a consequence, most basic ways to accurately determine the free energy explore the
configurational space of the system ergodically, i.e. in such a way that all its energy states
are adequately sampled. In the following, these ergodic simulations will be referred to as
unconstrained simulations.
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V (x - xi) = 12kx (x - xi)2
P bi (x)




i (x) \Delta A (x) =  - kBT \mathrm{l}\mathrm{n}P (x)
xi = 2.6 nm












Figure 2.9: Illustration of the WHAM method for the calculation of the free energy landscape in constrained
simulations.
2.5.2 Constrained simulations
Unconstrained simulations are very inefficient when free energy barriers are high and, there-
fore, barrier crossing events are rare. A more efficient way of calculating free energy differ-
ences is umbrella sampling (US) [153]. US biases the motion of the molecule with help of
a harmonic potential with spring constant k applied to the molecule’s center-of-mass. The
resulting probability distribution (PD) P (x) is then itself biased and needs to be unbiased
afterwords. The bias is applied in a way that the aforementioned rare events are sufficiently
sampled, which makes it possible to generate smooth transitions between different states
along the reaction coordinate.
For our case, we first prepare a number of Ni initial configurations with the center-of-
mass of the molecule positioned at different xi along the reaction coordinate. These initial
configurations are generated by pulling the molecule across the surface with the help of a
harmonic potential moving along x [154] and extracting all Ni configurations with x = xi.
The Ni different configurations are referred to as windows. The molecule in each window i is
constrained by the biasing potential V (x - xi) = 12kx (x - xi)2 centered at position xi. The
potential enforces a very efficient sampling in a typically 0.1 nm wide radius around xi.
After each window has been simulated, we compute the actual (unbiased) PD as a function
of the reaction coordinate by applying the weighted histogram analysis method (WHAM)
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to all the independent biased PDs in each window [155]. The WHAM method is illustrated
in figure 2.9. The biasing potential V (x - xi) plus a constant free energy shift Fi have to
be subtracted from the biased free energy Abi (x) =  - kBT \mathrm{l}\mathrm{n}P bi (x) of window i in order to
obtain the unbiased free energy Ai (x) in the same window. To get the free energy A (x)
over the whole range of interest x, it is further necessary to match the PDs of adjacent
windows in their overlap regions: the biased PDs are stitched together after which the full
unbiased PD is calculated. In the matching procedure, the statistical error in the overlap
regions is minimized. Hence, the factor that contributes most to the quality of the resulting
free energy is the overlap of the biased PDs. Provided that all windows are simulated at the















P (x) \mathrm{e} - \beta V (x - xi). (2.28)
This set of coupled equations is solved self-consistently. If the unbiased P (x) is converged,
the free energy can be calculated using the Boltzmann inversion \Delta A (x) =  - kBT \mathrm{l}\mathrm{n}P (x).
With one exception, we divide our molecule-surface system into i = 1, ..., 64 umbrella
windows in the range 1.2 \leq xi \leq 7.5 nm with a neighbor distance xi+1 - xi = 0.1 nm. To set
a benchmark, we devote increased computational effort to one realization of the fully charged
system. There we use i = 1, ..., 512 umbrella windows in the range 1.64 \leq xi \leq 6.75 nm with
a neighbor distance xi+1  - xi = 0.01 nm. Each umbrella-window is simulated for 10 ns with
the center-of-mass of the molecule harmonically constrained in the x-direction with a spring
constant kx/2 = 2500 kJ/(mol\cdot nm2). The y- and z-directions are not constrained, neither is
the rotation around the center-of-mass.
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2.6 Derivation of potential energy landscapes
This section focuses on different aspects of calculating the molecule-surface interaction. For
validating energetic properties of our molecule-surface model with ab-initio calculations [18],
we calculate molecular potential energies consistent with the said ab-initio calculations. The
corresponding method is described in section 2.6.1. Under the influence of temperature, the
average interaction energies are affected by positional fluctuations of the molecule. This is
taken into account by the method given in section 2.6.2. Finally, we present a definition of
the average molecule-surface binding energy in section 2.6.3.
2.6.1 Zero-Kelvin energy landscapes
Due to the computational effort pertaining to solving the Schrödinger equation numerically
for all electronic degrees of freedom, investigating dynamic behavior in quantum DFT cal-
culations is unfeasible for systems as large as ours. Instead, molecule-surface interaction
energies are typically evaluated using ab-initio DFT applied to a number of static configu-
rations analogous to a "real" system at zero Kelvin temperature.
In accordance to that, we calculate the energetic barriers in our simulations from fixed
configurations. We prepare an initial structure with a single p-6P frozen (i.e. all atoms
are excluded from the leapfrog integration) in its minimum configuration on top of the
ZnO surface with its LMA pointing in the direction of the crystallographic a-direction (see
figure 2.5). We appoint the crystallographic a-axis of the surface to be the reaction coordinate
x and the crystallographic c-axis to be the reaction coordinate y. The origin of the coordinate
system is the same as the one depicted in figure 2.3c.
The angle between the LMA and the y-direction is fixed to \theta = 90°. We first scan the
energy along the z direction (perpendicular to the surface) while the respective x and y
positions of the molecule’s center-of-mass are fixed in their minimum potential energy state,
which we define to be the origin of our coordinate system, x = 0 and y = 0. From the scan,
we determine the z-value which constitutes the minimum potential state in z. We then scan
the energy along the x and y directions while fixing z to its minimum energy value. We also
scan the energy resolved in the angle \theta for fixed x = 0, y = 0 and z.
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This way of scanning the energy landscape is the same as in ab-initio work [18] and
constitutes the most reasonable one at T = 0 K, if the molecular pathway in the diffusive
dynamics at non-vanishing temperature is not known. For every coordinate x, y, and \theta , we
produce a set of 500 configurations for one spatial period (that is, within the unit-cell lengths
lx = 0.329 nm, ly = 0.524 nm and 180°, respectively). In each configuration we calculate the
sum of LJ and Coulomb energies between the molecule and the surface.
An exception of this protocol is made, where the center-of-mass positions are neither fixed
in x nor in y (only in z), but sampled within the bounds of a single ZnO unit-cell, averaged
over all unit-cells.
2.6.2 Sampling of potential energies and entropy from free energy
differences
The thermodynamic relation
A (x) = U (x) - TS (x) (2.29)
can be used in order to calculate the potential energy landscape U (x) along a reaction
coordinate x from simulations at elevated temperatures T as well as estimate entropy con-
tributions TS (x) to the free energy landscape A (x). We calculate the probability P (x) of
finding the COM center-of-mass at position x (modulus the wavelength of their period). The
distribution is thus resolved in one direction, while the configurational excursions in other
directions are integrated out. The free energy A (x) is then obtained from the standard
Boltzmann inversion
A (x) =  - kBT \mathrm{l}\mathrm{n}P (x) . (2.30)
Since we calculate the free energy at different temperatures, the entropy S (x) can be obtained
from the derivative of A (x) with respect to T , i.e., S (x) =  - \partial A (x) /\partial T . Numerically, we
calculate the derivative by a simple finite-differences scheme
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The energy follows directly as
U (x) = A (x, T ) + TS (x) . (2.32)
2.6.3 The surface binding energy
The surface binding energy of the p-6P/ZnO system, if the p-6P is aligned toward the
x-direction, is defined as the difference between the sum of all energies involved in the
simulation in the bound state (i.e. bound to the surface) and in the unbound state,
U\mathrm{Z}\mathrm{n}\mathrm{O}+6\mathrm{P}\mathrm{b}\mathrm{i}\mathrm{n}\mathrm{d} = U
\mathrm{Z}\mathrm{n}\mathrm{O}+6\mathrm{P}







including the bending- and torsional energies that have to be spent in order for the molecule
to bind to the surface [156, 157, 22].
2.7 Single-particle diffusion
Diffusion is the process by which matter is transported through random molecular motions
and collisions [158]. In MD simulations, the rate of diffusion is determined by the explicit
collisions between particles of the system. In addition, the random force of SD simulations
inflicts diffusive behavior on the system by mimicking collisions between the system and a
heat-bath. The time evolution of a particle j diffusing along the reaction coordinate x can






where Mj is the mass of the particle and \xi the friction constant in its surrounding heat-bath
with temperature T . The corresponding evolution of the particle’s PDF \rho (xj, t) is given
through the Smoluchowski equation.

















While the Langevin equation 2.7 relies on a random force to generate exact particle positions,
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\bigl\langle 
(xj (t) - xj (t0))2
\bigr\rangle 
= \mathrm{l}\mathrm{i}\mathrm{m}t\rightarrow \infty 2Dt
Figure 2.10: Schematic \mathrm{l}\mathrm{o}\mathrm{g}-\mathrm{l}\mathrm{o}\mathrm{g} illustration of the mean square displacement (MSD) of a particle j along
the reaction coordinate x with diffusion coefficient D = kBT/Mj\xi . The MSD is proportional to t2 for time
scales shorter than the inverse friction constant (t - t0 \ll \xi  - 1) and grows linearly with time for t - t0 \gg \xi  - 1.
for constant friction the Langevin and the Smoluchowski equation are equivalent to each
other. The external force \vec{}F\mathrm{e}\mathrm{x}\mathrm{t} (xj) may be the gradient of an underlying potential energy
surface, for instance.
In this section, we will discuss a few solutions of the Smoluchowski equation and their
potential application in MD and SD simulations, which allow us to determine diffusion
coefficients and mean first passage times.
2.7.1 Mean square displacement and the Einstein relation
We define the MSD
\bigl\langle 
(xj (t) - xj (t0))2
\bigr\rangle 
of a molecule j as the square of the distance along the
x coordinate (in respect to the center-of-mass), which the molecule traveled in the time t from
an initial time t0, averaged over many time intervals. From the solution of the Smoluchowski
equation for a molecule in a heat-bath with constant friction, the MSD of the diffusing
molecule can be derived as a function of the self-diffusion coefficient D = kBT/Mj\xi [113].\bigl\langle 











\mathrm{e}\mathrm{x}\mathrm{p} ( - \xi | t - t0| )
\biggr) 
(2.36)
For very short times, (t - t0 \ll \xi  - 1), the MSD becomes\bigl\langle 
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Physically, this means that the molecule has not yet encountered enough random collisions
with the surrounding heat-bath to decorrelate its velocity \.xj (t) from its initial value \.xj (t0).
Instead, it moves ballistically like a free particle in vacuum.
For very long times, (t - t0 \gg \xi  - 1), the Einstein relation for the long-time limit of the
mean square displacement is restored.\bigl\langle 





t = 2Dt (2.38)
Both cases are illustrated in figure 2.10. The diffusion coefficient D can be obtained by fitting
Equation 2.38 to time-averaged mean square displacements from MD and SD trajectories.
2.7.2 Diffusion profiles from autocorrelation functions
Because of the complexity of the underlying potential energy surface, a molecule can have a
different diffusion coefficient D (x) at every position along x.
In harmonically constrained simulations such as US, the one-dimensional diffusion profile
D (xi) can be estimated [159] from the molecule’s position x (t) relative to the constraint-
center xi in each window i by calculating the variance \mathrm{v}\mathrm{a}\mathrm{r} (x) = \langle x2\rangle  - \langle x\rangle 2 and the position
ACF \langle x (t)x (0)\rangle . The method is illustrated in figure 2.11. From the Smoluchowski equation,
one can derive the following relation between the ACF and a diffusion coefficient which, at
first, formally depends on a time \tau [160, 159].
D (xi, \tau ) =
[\mathrm{v}\mathrm{a}\mathrm{r} (x)]2\int \tau 
0
\langle x (t)x (0)\rangle \mathrm{d}t (2.39)
The decay time \tau is the length of the interval between two positional states of the molecule
that are considered to be uncorrelated. The time dependence of D (xi, \tau ) comes from the fact
that, due to the combination of harmonic constraints and a random force, the ACF is highly
oscillatory and never completely decays to zero [161]. The diffusion coefficient D (xi, \tau ) is
calculated from integrating the ACF within the decay time interval [0, \tau ]. After the ACF
has decayed as far as possible, D (xi, \tau ) reaches a plateau value. Therefore, the actual value
of D (xi) depends on the choice of \tau .
The actual diffusion coefficient D (xi) is then obtained from a histogram P [D (xi, \tau )]

























































ACFxi = 〈x (t)x (0)〉/var (x)
(c)







Figure 2.11: Illustration of the local diffusion coefficient and its calculation from constrained simulations.
First, from the constrained trajectory (a) of a molecule relative to xi in umbrella window i, the normalized
position autocorrelation function (ACF) is calculated in (b). A time dependent diffusion coefficient D (xi, \tau )
is then obtained from integrating the ACF over time intervals of different length \tau (c). Given sufficient
sampling, for long time scales D (xi, \tau ) converges to a plateau value. We define the plateau D (xi) as the
maximum in a histogram of D (xi, \tau ) (d).
maximum, D (xi) = \{ D (xi, \tau ) | P [D (xi, \tau )] = \mathrm{m}\mathrm{a}\mathrm{x}\} , is taken as the result for the given
window.
The approach with the histogram has the advantage over just taking an arithmetic average
in cases, where the ACF fluctuates stronger than in the given example. Due to strong
fluctuations, the individual D (xi) values can have significant errors and must be averaged
over several windows.
2.7.3 Special note on the diffusion coefficients in SD simulations
In our SD simulations of p-6P on the ZnO surface, there are two independent contributions
to the diffusion in the systems. There is a real, physical part contributing to the diffusion
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coming from the existence of surface atoms which induce friction by the atomistic LJ and
electrostatic interactions with the COM atoms. On the other hand we employ an auxiliary
random force in order to maintain a full energy dissipation and equipartition among the
constituents. This contribution can be subtracted from the full friction: the static friction
constant \xi of a molecule is defined as the time integral over the force-force autocorrelation
function [113] (in x-direction)






\langle Fx (0)Fx (t\prime )\rangle \mathrm{d}t\prime . (2.40)
Here, we dropped the molecule index j for brevity. The total force can be divided into a
molecule-surface contribution, F\mathrm{m}\mathrm{s}x , and a molecule-bath part F\mathrm{m}\mathrm{b}x . The latter auxiliary force
is correlated to the molecular physics of the molecule-surface system only on very small time











vanish in the long-time limit, and the friction is simply
the sum \xi x = \xi \mathrm{m}\mathrm{b}x + \xi \mathrm{m}\mathrm{s}x . For our strongly interacting systems we can safely assume that we





defines the molecule-bath diffusion coefficient with the mass M of the molecule. Hence, the
reciprocal diffusion coefficient can also be divided in two parts, 1/D = 1/D\mathrm{m}\mathrm{b} + 1/D\mathrm{m}\mathrm{s}, and







\biggr)  - 1
, (2.42)
where D denotes the diffusion coefficient calculated from the simulation trajectories accord-
ing to sections 2.7.1 and 2.7.2.
2.7.4 The mean first passage time
The mean first passage (MFP) time \tau \mathrm{M}\mathrm{F}\mathrm{P} (xi, x0) is the average time it takes for the molecule
(in respect to its center-of-mass) to move from any specific | xi| > 0 to x0 = 0. Boundary
conditions are absorbing at x0 and reflective at xi = x\mathrm{m}\mathrm{a}\mathrm{x}. In an unconstrained simulation,




However, it follows from solving the Smoluchowski equation that the MFP time can also
be calculated from the free energy A (xi) and the diffusion profile D (xi) with the Kramers-
Smoluchowski approach [163, 164]











dx\prime \prime i \mathrm{e}
 - \beta A(x\prime \prime i )
\Biggr] 
. (2.43)
The inverse of the MFP time \tau \mathrm{M}\mathrm{F}\mathrm{P} (xi, x0)
 - 1 is the jump rate from xi to x0.
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3 Growth and characterization of molecular crys-
tals of p-6P
In this chapter, we will reproduce the real p-6P (liquid-)crystal mesophases in the bulk, using
MD and SD simulations. The success of the simulations hinges on how the classical force field
model reproduces various geometrical and energetic properties of an isolated p-6P molecule.
In section 3.1, intramolecular properties obtained from single-molecule MD simulations are
compared to quantum-mechanical calculations. Section 3.2 focuses on the simulation of the
spontaneous self-assembly of p-6P molecules from the fully isotropic state into the correct
room-temperature crystal structure. In section 3.3, we investigate the p-6P (liquid-)crystal
phase behavior over a wide temperature range and compare the results to experiments.
3.1 The single molecule properties
We first demonstrate that the classical force field model reproduces various geometrical and
energetic properties of an isolated p-6P molecule. To this end, we compare our MD results
with quantum-mechanical approaches from DFT calculations on the B3LYP/cc-pVTZ level
as performed consistently in this work (see section 2.3.1) and previous work [26].
The total internal energy given in equation 2.13 and the spatial length of the LMA are
calculated for different torsional angles by energy minimization at 1 K (ground-state). The
torsional angles \varphi \mathrm{C} - \mathrm{C} are constrained using a strong harmonic dihedral potential. The
length of the molecule is directly taken from the final configuration and defined as the
distance between the terminal carbon atoms on each end of the molecule. The corresponding
internal energy E(\varphi \mathrm{C} - \mathrm{C}) is calculated as in eq. 2.13. For comparison to more accurate DFT
calculations this energy is also calculated using the Gaussian 09 software [126] by employing
the same B3LYP functional with the cc-PVTZ basis set as was used for the partial charge
calculations (section 2.3.1).
In figure 3.1 the change of the total energy \Delta E(\varphi \mathrm{C} - \mathrm{C}) of a single p-6P, resolved by the
torsion angle \varphi \mathrm{C} - \mathrm{C}, is compared to the DFT calculations. The total energy consists of the
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Figure 3.1: Change of the total energy of a single p-6p as a function of the torsion angle \varphi \mathrm{C} - \mathrm{C} between the
neighboring phenylene rings at the ground-state. The plot compares MD using GAFF with DFT calculations
for p-6P on the B3LYP/cc-pVTZ level. All five torsional angles were constrained to the same value with
alternating sign. Reprinted with permission from [104]. Copyright 2014 American Chemical Society.
intramolecular Coulomb and Lennard-Jones energies in addition to the angle- and dihedral
potentials. All five torsional angles in the molecule are set to the same value, though with
alternating sign, using dihedral restraints.
The MD result shows the correct functional behavior, i. e. a roughly parabolic \Delta E(\varphi C - C)
profile with a minimum energy at an intermediate angle of value 29.5° (table 3.1). The
optimal (ground-state) twist angle \varphi \ast \mathrm{C} - \mathrm{C} deviates by roughly 6-7° from the DFT results i.e.
approximately 20%. The energy difference between planar and twisted states, \Delta Ep - t =
E(0)  - E(\varphi \ast \mathrm{C} - \mathrm{C}) is also compared in table 3.1 and shows a deviation of about 8 kJ/mol.
Those numbers are within the typical spread of values between results for biphenyls [165, 99,
166, 101] and polyphenyls [167] from different quantum-mechanical approximations, which
are about 7-8° and \simeq 10kJ/mol for the angles and energies, respectively. Thus, the results
are well within the spread of the more accurate quantum calculations. Given the complex
interplay between the intramolecular interaction which leads to that optimal (minimum
energy) angle,[98] the MD result can be judged as satisfactory.
In table 3.1 we compare the length of the p-6P molecule, in either a fully planar con-
figuration or a twisted configurations, to results from DFT calculations on the B3LYP/cc-
pVTZ [26]. The twisted configuration was chosen to be the one corresponding to the energy
minimum in the MD at a temperature of one Kelvin (i.e. the ground-state). Here, we find
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Table 3.1: Comparison of structural and energetic properties of an isolated p-6P molecule between planar
structure and a twisted conformation with a minimum energy angle. L is the distance between terminal
carbon atoms, \Delta Ep - t is the internal energy difference between a planar and a twisted p-6P, and \varphi \mathrm{C} - \mathrm{C}
is the twist angle at which the internal energy is minimal. Compared are two DFT methods to a MD
minimization at one Kelvin. For the MD and B3LYP/cc-pVTZ calculations all five torsional angles in
the molecule were constrained to the same value, though with alternating sign. The values from previous
work [26] are averaged over slightly differing angles. Figures reprinted with permission from [104]. Copyright
2014 American Chemical Society.
Model L\mathrm{p}\mathrm{l}\mathrm{a}\mathrm{n}\mathrm{a}\mathrm{r}L\mathrm{t}\mathrm{w}\mathrm{i}\mathrm{s}\mathrm{t}\mathrm{e}\mathrm{d} \Delta Ep - t \varphi \mathrm{C} - \mathrm{C}
[nm] [nm] [kJ/mol] [°]
PBEPBE/6-31G(d,p) (DFT) [26] 2.472 2.453 31.9 35.7
B3LYP/cc-pVTZ (DFT) 2.457 2.438 32.7 36.8
GAFF (MD) 2.472 2.455 26.3 29.5
that the lengths calculated in the classical MD are in very good agreement with the quantum
calculations deviating by less than 0.6%.
Thus, the comparison of a few structural features, that is, length and twist angles, and
the energetic behavior versus twisting, demonstrates that the single molecule properties of
p-6P are sufficiently represented by the classical computer model.
The accuracy of the molecule’s structural features is a necessary prerequisite for the de-
scription of the detailed molecular nucleation properties of p-6P crystals. We will see in the
next sections that the p-6P intramolecular properties are well enough suited for reproducing
the room-temperature crystal structure as well as the right high-temperature phases in the
right sequential order.
3.2 Annealing and crystal growth
One of the primary goals of this work is to find a force field that reproduces the natural
self-assembly of p-6P molecules to their experimental crystal structure from scratch. That
particular force field is described in sections 2.2.1 and 2.3. Its ability to lead p-6P molecules
into self-association with help of temperature annealing from the hot, isotropic gas phase
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Figure 3.2: Simulated nucleation of p-6P molecules in the NV T ensemble Nematic order parameter S (T ) and
herringbone order parameter \Theta (T ) as a function of the system temperature T , averaged over 10 annealing
runs. Errors are estimated from a standard deviation over the 10 independent simulation runs at fixed T .
Insets: (a) Snapshot of a crystalline clusters at T = 300 K with N = 200 molecules after annealing. (b)
Snapshot of the starting configuration for the annealing simulations. (c) and (d): In the crystalline clusters
after annealing, adjacent molecules are usually shifted along their long axis in an alternating fashion (c)
or continuously (d). Sometimes both conformations appear in the same molecular cluster. Since structure
(d) has the lower potential energy per molecule, a higher rate of occurrence, and is in accordance with the
\beta -phase from [33], it is used as initial configuration for the NPT simulations. (e) Snapshots of the nucleation
process in respect to T . Reprinted with permission from [104]. Copyright 2014 American Chemical Society.
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to room-temperature is demonstrated in section 3.2.1. Our model of the bulk crystal is
described in section 3.2.2. The results of the bulk crystal simulations are discussed in sec-
tion 3.2.3.
3.2.1 Self-assembly from the isotropic state
The initial isotropic structure consists of a set of N = 200 p-6P molecules randomly dis-
tributed inside a cubic box with a side length of 15 nm using periodic boundary conditions
(see figure 3.2b). Their initial velocities are randomly Maxwell-distributed. The system is
first energy-minimized using a steepest descent algorithm. A time step of 1 fs is used. The
cut-off lengths of van-der-Waals and real-space electrostatic interactions are set to 2.0 nm.
The long-range electrostatic interactions are calculated using PME (see section 2.2.3). To
avoid the so called "flying ice cube" problem, the translational and angular motion of the
system with respect to its center-of-mass is being removed in every step [168]. The crystal-
lization process is explored by using temperature annealing and an equilibrium simulation
for a total period of 6 ns: the run always starts with a temperature of 1500 K and is then -
using the standard Gromacs simulated-annealing protocol - cooled down to a final temper-
ature T = 300 K within a time-span of 5 ns. Finally, one nanosecond serves as additional
simulation time to gather statistical data at 300 K.
The simulation is repeated ten times to gather sufficient statistical data. While the system
temperature decreases, the molecules start to nucleate forming many small clusters. Over
time the clusters assemble into one big cluster very similar to a self-assembled monolayer with
a strong tendency for forming a regular crystal with herringbone structure. We see a snapshot
of a finite crystal cluster at T = 300 K in figure 3.2a. Figure 3.2e demonstrates the nucleation
process through snapshots of the system taken at several temperatures. Nucleation occurs
when density fluctuations in the molecule-gas (T = 850 K) lead to the creation of a few
nuclei of critical size where other molecules attach to due to oversaturation (T = 800 K).
Further cooling results in ordered, crystal-like structures which merge and grow.
In order to investigate the structural order on a more quantitative level we make use of
the nematic order parameter S(T ) to probe for orientational order of the long axes as well
as the herringbone order parameter \Theta (T ), both introduced in section 2.4.3.
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The T -dependent ensemble-averaged order parameters are presented in figure 3.2. During
cooling the nematic order starts a steep ascent at T = 750 K, apparently corresponding
to an isotropic-nematic phase transition, until it saturates below 580 K with an average
value of 0.8. Below approximately 650 K, a herringbone structure slowly emanates from the
lateral molecular interactions and increases continuously up to 0.4. Higher values of this
order parameter do not occur due to thermal fluctuations and surface effects. As we can
seen in the snapshots in figure 3.2, due to those surface effects the crystalline alignment at
the outer rims of the cluster is bent and distorted. The molecules in the centers of the grown
crystallite are least affected by the surface and align themselves in a well-defined herringbone
structure. Thus, remarkably, the classical force field captures the right balance between LJ
and electrostatic interactions, leading to well-equilibrated herringbone structures at room-
temperature, as observed in experiments. Apparently, careful annealing is important to
allow for the necessary rearrangement times to find the lowest free energy configuration, in
contrast to an instantaneous cooling [59].
3.2.2 The periodic crystal
A proper characterization of the p-6P crystal structure from the crystallites grown in the
canonical (NV T ) annealing simulations is hampered by finite size effects. At the interface
between crystal and vacuum the structure is modified, driven by surface energy minimization.
This problem can be solved by cutting a representative nanocrystal-subset composed of
4 \times 6 \times 1 = 24 molecules out of the center of the grown crystallite. The molecules for the
subset can be chosen either by number, i.e. the most often occurring unit-cells (indicating
a lower free energy during annealing), or by the potential energy values of their respective
molecules. At the end of the prior crystallization simulations most neighboring molecules
are shifted by half a benzene ring along their long molecular axes in a continuous fashion
resulting in a non-zero inclination angle between the long axis and the layer normal (see
figure 3.2d). Only in a few cases adjacent molecules are shifted in an alternating fashion
with an average inclination \Phi = 0 (see figure 3.2c). At the same time the potential energy
per molecule is slightly lower in the non-zero inclination structure than in the other one.
Given these circumstances we decide to use the non-zero inclination structure as starting
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point for the NPT simulations.
The molecules in this nanocrystal have an inclination angle \Phi = 30° and distances in
a and b direction of 0.866 nm and 0.563 nm respectively. From the nanocrystal a bigger
periodic crystal can be created by replicating this structure 4 \times 4 \times 4 times in all three
directions. These homogeneous single-crystals are then used in Gibbs ensemble (NPT )
simulations with in total N = 1536 molecules (or na = 12 \times nb = 16 \times nc = 4 unit-cells).
The subset taken from the NV T results consists only of one single layer in the direction of
the long molecular axis. In order to avoid biasing the c parameter of the unit-cells in the
forthcoming NPT runs 0.5 nm space along their LMA is initially left between each of the
replicas thus assuring that the molecules are given the chance to move into their preferred
minimum energy configuration. The total size of the periodic bulk-crystal is determined by
a balance between finite size errors and simulation time.
3.2.3 Crystal structure at room-temperature
An energy minimization of the initial periodic structure followed by an NPT equilibration at
T = 300 K at 1 bar using a Berendsen barostat returns the equilibrated room-temperature
unit-cell structure. A comparison to a Parrinello-Rahman barostat returned the same struc-
ture with very similar values in average, but with higher fluctuations [104]. Due to the
increased molecule number and dense packing, the cut-off lengths of van-der-Waals and real-
space electrostatic interactions are now set to 1.0 nm. The final unit-cell parameters such
as lattice lengths, angles, and the mass density at room-temperature are calculated as an
ensemble-average over the equilibration period at T = 300 K.
The results and their respective standard deviations (coming from the temperature and
pressure fluctuations) are summarized in table 3.2 and are compared to the experimental
values [33]. There we see that the density is very well-described by these calculations. The
angles \alpha and \gamma vary by 6% and 4% from the 90° angles typical for monoclinic cells making the
structure possibly triclinic, the standard deviations of \alpha and \gamma , though, justify a monoclinic
assignment. The monoclinic angle \beta is in average 3.2° higher than in the experiments and
the inclination angle differs by only 0.3°. The a-, b- and c-axis results deviate by 1.9%, 2.4%
and 1.1% respectively. The herringbone angle \Theta H is 4.3° lower than in the experimental
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Table 3.2: Crystallographic data of p-6P calculated in the room-temperature herringbone phase from NPT
equilibration simulations at T = 300 K. The error of these values from block averaging is less than 1%. The
middle row denotes the standard deviation of these values due to thermal fluctuations. The bottom row
shows the experimental results for the \beta -phase [33].
a[nm] b[nm] c[nm] \alpha [°] \beta [°] \gamma [°] \Phi [°] \Theta H [°] \rho [g/cm3] \varphi \mathrm{C} - \mathrm{C}[°]
Simulation 0.827 0.548 2.668 90.1 101.4 89.8 17.7 61.7 1.295 15.7
Standard deviation 0.016 0.013 0.03 5.5 6.0 3.3 6.0 13.7 0.02 7.9
Experiment 0.809 0.557 2.624 90 98.2 90 18 66 1.3 20
crystal and the averaged torsional angle \varphi \mathrm{C} - \mathrm{C} in the crystal is lower by 4.3° than what
is known from literature [33], which in itself is only an approximation. The deviations
are smaller than previous unit-cell predictions by classical force fields of biphenyl [169], p-
terphenyl [170, 171], and comparable to the best results for oligothiophenes [53, 54, 59], even
though the latter calculations started already with the experimental crystal structure and
not with self-assembled crystals. The deviations are also comparable to the best results in
the latest crystal structure prediction blind test [55] of organic molecules. Thus, the results
for the unit-cell structures are indeed satisfying.
The thermal fluctuations of the lattice parameters at room-temperature are relatively
small, typically less than 2%, as indicated by their standard deviation also given in table 3.2.
Only the thermal fluctuations of the herringbone angle \theta H exceed values of about 20% which
originate from the torsional librations of the single molecules as detailed below when we
discuss the T -dependence of the crystal structures.
3.3 High temperature phases
This section reports on simulations at elevated temperatures to characterize structural phase
transitions of the periodic p-6P bulk crystal. The crystal is equilibrated at various discrete
temperatures ranging from 520 K to 860 K roughly in 10 K intervals for 10 to 20 ns each,
depending on the state of equilibration. The pressure is set to 1 bar and is controlled using
a Berendsen barostat.
An appropriate and sensitive measure for phase transitions is the isothermal heat capacity,
which is the change of the enthalpy with temperature (equation 2.23). Corresponding to
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Figure 3.3: Characterization of the p-6P single-crystal in the NPT ensemble simulations. (a) Heat capacity as
a function of temperature. Transitions are: smectic-C\rightarrow smectic-B (smC-smB), smectic-B\rightarrow smectic-A (smB-
smA) where the two-dimensional herringbone vanishes and smectic-A\rightarrow nematic (smA-nem). Transitions
from experiments are indicated using the relative positions of the corresponding peaks [103, 33]. (b) Nematic
order parameter S (T ) and herringbone order parameter \Theta (T ) as function of the system temperature T .
Insets: snapshots showing the herringbone structure at room-temperature (left) and in the smA phase
(right). (c) Density distribution along the nematic direction. The 18° tilt angle is the cause for the low
amplitude in the density wave of the smC phase (solid red line). As the tilt angle decreases, the amplitude
becomes higher and the waveform sinusoidal. When the smectic plane becomes increasingly blurry due
to stronger temperature fluctuations, the amplitude decreases while keeping its sinusoidal waveform. (d)
Average torsional angle \varphi av = \langle \varphi \rangle of an exemplary p-6P molecule from inside the crystal versus temperature.
The light-blue shaded area depicts the corresponding average fluctuations \Delta \varphi 2av =
\Bigl\langle 
\varphi 2  - \varphi 2
\Bigr\rangle 
. (e) Simulation
snapshots of the crystalline phases of p-6P. Reprinted with permission from [104]. Copyright 2014 American
Chemical Society.
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differential scanning calorimetry data of p-6P herringbone systems, [172, 33] various peaks
in the heat capacity indicate transitions where the overall structure undergoes a considerable
change. The results are presented in figure 3.3a: The initial room-temperature phase does
not change much upon heating until T = 587 K is reached. Between T = 587 K and
T = 596 K a significant characteristic change in the density distribution along the nematic
director (figure 3.3c) paired with a very subtle change of the nematic order (figure 3.3b), are
indicative of a phase transition from a smectic-C conformation to a smectic-B (smC-smB)
structure. This is clearly confirmed by the trajectory snapshots in figure 3.3c which primarily
show that the average inclination angle between the layer normal and the long molecular axis
decreases from its \beta -phase value (18°) to an average of 0°. Between T = 665 K and T = 677 K
a quasi first-order structural transition occurs with a clear discontinuity in the herringbone
order (figure 3.3b). Naturally, a slight decrease of the nematic order parameter at this point
coincides with the newly gained rotational freedom of the individual benzene rings. The
smectic planes, even though becoming progressively blurry, still remain distinguishable. To
sum up, the system undergoes a transition from a smectic-B to a smectic-A state (smB-
smA). From T \approx 730 K upwards the system becomes purely nematic (smA-nem). The
smectic planes become indistinguishable as can be seen in the density distribution along the
nematic director as presented in figure 3.3c.
As shown in figure 3.3a, the sequence of the phase transitions is consistent with available
experimental data where, qualitatively, the same mesophases in the same sequential order are
reported [33, 103]. The calculated transition temperatures are within tens of kelvins of the
experimental reality. We should keep in mind, however, that the finite-size simulations are
not properly sampling the thermodynamic limit (N \rightarrow \infty ) and employ cut-offs for the long-
ranged dispersion attraction, so that the optimization of exact phase transition temperatures
is in general system-size and methods dependent. Such a sensitive behavior is known already
for simple Lennard-Jones systems, [173, 174] where those effects can easily lead to deviations
in the tens of kelvins, and has been also observed for the organic molecule sexithiophene [59].
Furthermore, deficiencies in the intramolecular potential of the single molecule and lack of
electronic polarizability also translate in the phase transition temperatures being incorrect.
Hence, given the sensitivity of the exact location of phase transition to the underlying in-
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Figure 3.4: Long-time self-diffusion coefficients calculated using equation 2.38. While D\mathrm{i}\mathrm{s}\mathrm{o} =
(Dx +Dy +Dz) is the usual isotropic diffusion constant, D\bot and D\| are the ones perpendicular and parallel
to the nematic director. Reprinted with permission from [104]. Copyright 2014 American Chemical Society.
teractions and methods, the transition temperatures in the simulation which deviate by less
than 70 K from experiments (less than 12%), are satisfactorily described for the focus of this
study, but still leave some room for improvement. With these results as a reference, further
superfine-tuning of the standard force field employed here may allow optimization also of
the exact transition temperatures. The remarkable fact remains that the crystal structure
and phase order are correctly reproduced by this classical approach.
Due to the structural changes, the average torsion angle of the p-6P molecules in the
crystal and its fluctuations considerably change with varying temperature as shown in fig-
ure 3.3d. At room-temperature the molecules are squeezed together and the angle is about
20\pm 5\circ , in agreement with experimental measurements [33]. For higher T the average value
and its fluctuations increase up to 38\pm 18\circ . In a single-angle trajectory, 180\circ flips of phenyl
groups are observed in the smectic-A and nematic phases (not shown) in accord with ex-
periments [33]. The flips express themselves in increased fluctuations of the angle as shown
by the light-blue shaded area in figure 3.3d. This analysis is an example for the detailed
atomic-level structural insight into the (liquid) crystal structure of COMs provided by SD
computer simulations.
As previously shown, [59] MD and SD simulations also allow the investigation of dy-
namic details, important to study and understand the diffusion-controlled growth kinetics of
crystals. The structural change of the crystal at high temperatures, for instance, has conse-
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quences on the (anisotropic) diffusion behavior of the molecules. Results for the long-time
self-diffusion constants perpendicular and parallel to the nematic director, D\bot = (Dy +Dz)
and D\| = Dx, respectively, calculated from the Einstein relation 2.38 for the cartesian coordi-
nates i = x, y, z are presented in figure 3.4. At temperatures below 670 K the diffusion is very
slow. However, the diffusion coefficients start to rise in the smA regime, due to the increase
in degrees of freedom. Collisions between more freely rotating rings of neighboring molecules
apparently lead to a slight domination of the diffusion coefficient perpendicular to the ne-
matic director D\bot over its parallel counterpart D\| = Dx in the region 670 \lesssim T \lesssim 700 K.
This turns around at T \gtrsim 700 K, where the then faster parallel diffusion D\| is consistent
with the more nematic nature of the system at temperatures above 700 K. The typical time
scale for a p-6P molecule to diffuse over its length (\simeq 2.5 nm) is on the 10 ns scale in the
smectic-A phase and on the 1 ns scale in the nematic phase.
3.4 Summary and concluding remarks
In summary, we have demonstrated that classical atomistic computer simulations using a
well-balanced nonpolarizable force field and a careful simulated cooling protocol can be
employed to grow molecular crystals of p-6P molecules with the experimentally observed
structure and morphology for a wide range of temperatures. The success of this method
relies on amplifying the structural signal of the NV T cooling simulations by performing
NPT simulations for periodic structures built by replicating suitably chosen noncrystalline
seeds. The good performance of the method may come from the fact that in nanocrystals
internal defects anneal out very quickly.
Those simulations provide a detailed microscopic insight into molecular structure and
dynamics of nuclei and crystals of COMs. They also provide the necessary validation of
our p-6P force field for further simulations. Thus, our present work constitutes a necessary
prerequisite for the future study of nucleation and growth by MD and SD simulations of
poly(p-phenylene) oligomers on various surfaces, e.g., metal, organic, or inorganic materials,
which is currently still unfeasible with computationally more expensive quantum-mechanical
methods.
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Our simulations in chapter 3 provided detailed insights into molecular structure and dynam-
ics of nuclei and crystals of conjugated organic molecules and gave us a deeper theoretical
understanding of the p-6P molecule. So far, our systems were composed exclusively of p-6P
molecules, and we did not look at the initial stages of nucleation but focused on structures
long after the first nuclei were formed. However, crystals made of organic molecules are often
grown on inorganic surfaces. Self-assembly on a substrate surface into crystals is driven by
physical surface-molecule interactions processes. One quantity with a decisive influence on
the nucleation rate and the morphology of the initial crystals is the rate of mass transport
on the surface [175].
In this chapter, we study the long-time self-diffusion of a single conjugated organic p-6P




surface. While the details of





approach as well as the resulting ordering are generic to anisotropic COMs on surfaces with
rows of in-plane oriented dipoles. Very similar considerations can be made to describe any
COM on any topologically smooth surface with an electrostatic line structure.
In section 4.1.2 we investigate the potential energy of the molecule using methods in-
troduced in sections 2.5.1, and the free energy landscape of the system as described in
section 2.6. In section 4.1.3, anisotropic surface diffusion coefficients are calculated accord-
ing to section 2.7.1. So far, all simulations in this chapter are subject to simplifications.
To investigate systematic errors in our results due to the uncertainty of various technical
parameters, we perform test simulations in section 4.2.
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The details of the model are specified in section 2.3.3. To study the dynamics of surface
diffusion, the motion of the molecule is simulated in a set of 12 simulations each with a
different temperature, ranging from 440 K to 820 K. All real-space interactions including
electrostatics are cut-off at a radius of 1 nm. We find that this cut-off constitutes a good
compromise between simulation speed and accuracy and is justified since there are no long-
ranged (monopole or dipolar) electrostatic interactions in the investigated system. However,
in favor of statistics, we do not include long-range electrostatic interactions in this study.
This way, we are able to produce 1 \mu \mathrm{s} of real-time dynamics in our simulations. We test the
influence of the long-range electrostatic interactions using PME on the long-time diffusive
behavior in section 4.2.2 for a few selected temperatures.
4.1.1 Reaction coordinates
In section 2.3.3, we have introduced the crystallographic directions a and c on the ZnO\bigl( 
1010
\bigr) 
surface. In the following studies, the reaction coordinate x corresponds to the crys-
tallographic a-axis and the reaction coordinate y to the crystallographic c-axis. The z co-
ordinate is the axis perpendicular to the surface. The angle between the LMA and the
x-coordinate is denoted as \theta . The origin of the coordinate system is depicted in figure 2.3c.
4.1.2 Energy and free energy
Our simulation results of the zero-temperature energetic potential of the center-of-mass coor-
dinate of the p-6P in x, y-direction as well as upon rotation \theta versus direction x are presented
in figure 4.1. They qualitatively agree with the previous ab-initio DFT calculations [18] but
are quantitatively off by maximal 80%. Responsible for these deviations are the approxima-
tions in both methods, the quantum DFT as discussed in the previous work [18] as well as
the MD simulations, for which the assignment of LJ parameters and partial charges to the
ZnO surface is based on empirical mappings. However, all qualitative features rigorously
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Figure 4.1: Zero temperature energy landscape between the p-6P molecule and the ZnO surface in (a) z-
direction at x = 0, y = 0, (b) x-direction at y = 0, z = 0.27 nm, (c) y-direction at x = 0, z = 0.27 nm, and
(d) for the angle \theta between the LMA of the COM and the x-direction at x = 0, y = 0, z = 0.27 nm. Panel
(e) gives an overview of the entire energy landscape in one unit-cell (averaged over all unit-cells) in x and
y direction at z = 0.27 nm for a molecule oriented with its LMA toward x, i.e. perpendicular to the [0001]
axis. Reprinted with permission from [132]. Copyright 2014 American Chemical Society.
agree between the various methods. In particular, the much stronger energetic corruga-
tion in y-direction (\Delta Uy \simeq 125 kJ/mol) than in x (\Delta Ux \simeq 1.3 kJ/mol) suggests that at
non-vanishing temperature, the molecule will diffuse significantly faster in x-direction with
a weaker T -dependence. The angular corrugation suggests that it will do so in a highly
directed fashion, where the LMA favorably points into the x-direction.
Figure 4.2a displays the real-space translational pathways the molecule takes on the surface
over the course of unconstrained simulations at temperatures T = 440 K, T = 670 K, and
T = 800 K. It is indeed visible that at the lower investigated temperatures the motion in
y-direction is significantly hampered in contrast to the motion in x-direction. We find from
the simulation trajectories that the p-6P molecule mostly slides along the rows of oxygen
atoms, jumping, from time to time, across the potential energy barriers in y-direction. At
the highest temperature (800 K), the jumps in y-direction appear much more often while the
preferred motion in x-direction is still clearly visible. As already indicated in the snapshot in
63































60.0 90.0 120.0 150.0
(b)
Figure 4.2: (a) Illustration of the real-space diffusion pathways of the p-6P molecule (center-of-mass motion)
across the charged ZnO surface for three different temperatures as displayed in the legend. (b) Corresponding
probability distribution of the orientation \theta of the LMA towards the x-direction. Reprinted with permission
from [132]. Copyright 2014 American Chemical Society.
figure 2.5 and conjectured from the energy surface, we indeed find that the organic molecule
translates in x in a directed fashion most of the time (> 85\%) with its LMA pointing
perpendicular to the (polar [0001]) y-direction within its variance. This is quantified in
figure 4.2b, where the average orientation distribution P (\theta ) strongly peaks at \theta = 90\circ for all
three temperatures. The square root of the variance of the distribution is small and about\sqrt{} 
\theta 2 = 2.8 \pm 2\circ . Additional peaks in figure 4.2b at higher temperatures are corresponding
to the local minima in the angle-resolved zero temperature energy landscape (due to the
atomic surface roughness) shown in figure 4.1d. These configurations are very unstable but
oftentimes they serve as stepping stones for the molecule on its way to cross the high energy
barrier in y direction.
The x- and y-dependent (Helmholtz) free energy landscapes sampled over the course of
a long (t\mathrm{t}\mathrm{o}\mathrm{t} = 1 \mu \mathrm{s}) unconstrained simulation at temperature T = 723 K are plotted in
figure 4.3. They are calculated according to equation 2.26. We also display in figure 4.3
the entropy contributions to the free energy, the 0-K potential energies and the electrostatic
energy parts, calculated in accordance with the description in section 2.6.2.
For the potential energy barriers, we find \Delta Uy = 130 \pm 5 kJ/mol and \Delta Ux = 19.3 \pm 
1 kJ/mol, which is 4% and 1400% higher, respectively, then the 0-K potential barriers. The
electrostatic energy contributes at least 80% to the total potential energy. The free energy
barriers in both directions are 75% to 85% smaller than the potential energy barriers. The
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Figure 4.3: Free energy A(\alpha ) = U(\alpha ) - TS(\alpha ), energy U(\alpha ), and the entropic contribution TS(\alpha ) resolved
in direction \alpha = x (a) and \alpha = y (b) for a temperature T = 723 K. Also shown is the electrostatic surface-
COM interaction part of the energy UC . Reprinted with permission from [132]. Copyright 2014 American
Chemical Society.
entropy contributions to the free energy are substantial and almost cancel out the potential
energy contributions.
The reason why the potential energy landscapes in the unconstrained simulation differ
from the idealized 0-K energy landscapes must be attributed to the idealized pathways of
the p-6P in the latter case. In reality, under the influence of temperature, the molecular
motion is governed by conformational and positional fluctuations which change the average
interaction energies. Such a behavior was observed before for functionalized organic truxenes
on insulating KBr surfaces [23] and large organic molecules with polar binding groups on
the perfect TiO2 (110) surface [72]. In both studies, detailed investigations by molecular
simulations demonstrated that the diffusional pathway sensitively depends on the details
of the molecular structure, such as flexibility and cooperative motions of intramolecular
groups. Interestingly, we find in our study that these excursions from the idealized pathways
are small: during its motion along the surface in x, for instance, the standard deviation of
the center-of-mass position both in the y- and z-direction is less than 0.05 nm and in \theta only
less than 2.8°. The average torsional angle of the molecule is \varphi \mathrm{a}\mathrm{v} = 29° (at T = 670 K)
with a fluctuation of \Delta \varphi \mathrm{a}\mathrm{v} = 15°, comparable to the values calculated in a liquid crystal
composed of p-6P molecules in a smectic A phase [104].
Finally, we determine the average binding energy, as defined in section 2.6.3. The binding
energy amounts to U\mathrm{Z}\mathrm{n}\mathrm{O}+6\mathrm{P}\mathrm{b}\mathrm{i}\mathrm{n}\mathrm{d} = 29.6\pm 10.3 kJ/mol/monomer and is comparable to calculated
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surface. (a) The MSD in x-direction. (b) The MSD in y-direction, i.e. in the polar [0001] direction, see
figure 2.5. Reprinted with permission from [132]. Copyright 2014 American Chemical Society.
binding energies of polythiophenes on ZnO [156].
4.1.3 Diffusion
The calculated mean square displacements (MSDs) are shown in figure 4.4 for both the x and
y-directions over more than two decades of time in the long-time limit (t > 1 ns). In both
cases the behavior is found to be mostly normally diffusive, that is, the MSD is proportional
to t\beta with \beta = 1. In y-direction, however, the slopes deteriorate for T \lesssim 600 K, indicating
either sub-diffusive behavior (\beta < 1) or simply the lack of statistics because of the extremely
slow dynamics. From a linear fit of all normally behaving MSDs, we deduce the total long-
time self-diffusion constants and calculate the wanted molecule-surface diffusion constants
according to the discussion in section 2.7.3 (note that we drop the index \mathrm{m}\mathrm{s} in this section
as all diffusion coefficients presented here are molecule-surface diffusion coefficients). These
T -dependent molecular-surface diffusion constants are plotted in figure 4.5 in an Arrhenius
type plot, that is, the logarithm of D\alpha , \alpha = (x, y), versus the inverse temperature 1/T .
As can be clearly seen, the diffusion coefficients display an extremely anisotropic dynamic




surface. Only at the highest investigated
temperatures (T > 800 K), the magnitudes of the two diffusion constants are similar, but
already at roughly 600 K the diffusion in y-direction is about three orders of magnitude
slower than in x. As an example, in order to diffuse about one nanometer in space at
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Figure 4.5: Simulation results (symbols) of the temperature dependent diffusion coefficients perpendicular
to (Dx) and parallel to (Dy) the polar y-direction. The curves can be nicely reproduced by a simple random-
jump model (colored dashed lines and see text for description). From the linear fits (solid black lines with grey
shaded error margins) in this Arrhenius plot the effective energy barriers \Delta U\alpha can be deduced. Reprinted
with permission from [132]. Copyright 2014 American Chemical Society.
T = 590 K, the COM needs about a time of 0.1 ns in x, while it takes about 100 ns in the
y-direction.
Before interpreting the T -dependence, we first show that the anisotropic diffusion is readily
described by the mean waiting time \tau between two consecutive jumps of length l in the
metastable states of the energetic potentials. The mean waiting times are calculated from
the simulations by simply averaging the time the molecule sits in a potential well before
a jump event. In this perspective, the diffusion proceeds by uncorrelated jumps over the
activation barriers at certain times between the adsorption potential wells in a well-defined
periodic distance. Hence, the long-time overdamped motion is characterized by the mean
squared jump length \langle l\rangle 2 and the time \tau . They can be related to the one-dimensional
(\alpha = x, y) diffusion coefficient through [78]
D\tau \alpha =
\langle l\alpha \rangle 2
2\tau \alpha 
. (4.1)
The quantities l\alpha are in our case the surface lattice constants lx = 0.329 nm and ly =
0.524 nm.
Figure 4.6 shows the mean waiting times in each of the one dimensions, \tau x and \tau y, in an
Arrhenius plot in the range from T = 440 K to T = 820 K. For both \mathrm{l}\mathrm{o}\mathrm{g} (\tau x) and \mathrm{l}\mathrm{o}\mathrm{g} (\tau y),
we observe an almost linear growth with temperature and values under 40 ps in x-direction,
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Figure 4.6: Mean waiting time for the jump from a potential well to a neighboring one as a function of
temperature for directions perpendicular to (\tau x) and parallel to (\tau y) the polar y-direction. Reprinted with
permission from [132]. Copyright 2014 American Chemical Society.
while \tau y on the other hand becomes extremely high with peak values of 50 ns at T = 510 K.
At even lower temperatures, jumps over the high potential barrier in y-direction occur only
once or twice during the entire 1 \mu \mathrm{s} simulation, which causes a high statistical error with
inconclusive values (not shown). The calculated values for D\tau x and D\tau y using equation 4.1 are
plotted in figure 4.5 together with the diffusion coefficient derived from the MSD methods
and show overall good agreement. We can deduce from these fits that the long-time self
diffusion of a p-6P molecule is strictly governed by uncorrelated random jumps between the
potential wells forming lanes imposed by the atomic surface interaction pattern.
Consequently, the diffusion process can be treated as a thermally activated transport
process, [78] and D\alpha takes the Arrhenius form
D\alpha (T ) \propto \mathrm{e} - \Delta U\alpha /kBT , (4.2)
with \alpha = x, y and \Delta U\alpha denoting the respective activation energy. The latter is directly
given by the slope in figure 4.5 and amounts to a large \Delta Uy = 137\pm 15 kJ/mol in y-direction
and \Delta Ux = 20 \pm 7.5 kJ/mol in x-direction. Let us now compare these values to the zero
temperature and "real" energy landscapes in the system.
Looking back at the ’T = 0’ energy landscape in figure 4.1, we find that the behavior found
from the Arrhenius fitting is very close to the energy barrier in y-direction. In both cases
the barrier is large and the values are comparable, \Delta Uy = 137 kJ/mol for the investigated
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T versus \Delta Uy = 125 kJ/mol for T = 0. In x-direction, the T = 0 values are similarly
different, in absolute terms, where \Delta Uy = 20 kJ/mol for the investigated T versus a small
\Delta Uy = 1.3 kJ/mol for T = 0. The energy barriers differ by about 18.7 kJ/mol, which,
however, in relative terms is substantial. Since the barrier magnitude is situated in the
exponent of the Arrhenius equation, even small changes on the order of a few kBT have
substantial impact on the T -dependence of the diffusion constant. Thus, the agreement in
x-direction is not quantitative, while satisfactory in relative terms (< 10\%) in y.
However, the differences can be reconciled by looking at the energy landscapes calcu-
lated from the free energy differences in figure 4.3, where \Delta Uy = 130 \pm 5 kJ/mol and
\Delta Ux = 19.3\pm 1 kJ/mol. Evidently, the energy barriers are consistent with the ones estimated
from the Arrhenius slopes. As discussed in section 4.1.2, the positional and conformational
fluctuations increase the height of the energy barriers, which has in particular large impli-
cations for the absolute barrier height in x-direction. Another surprising issue is that the
influence of the fluctuations on the average energy has only a weak temperature dependence,
at least in the investigated T range. Otherwise, we would observe clear deviations from the
Arrhenius behavior in figure 4.5.
Hence, to properly interpret and describe transport processes of COMs on inorganic sur-
faces the full knowledge of the free energy landscape has to be available.
4.2 Assessment of systematic errors
We comment on the influence of technical parameters and systematic errors of the calcu-
lated diffusion coefficients. Given that electrostatic interactions are strong and rule the
diffusion process, one has to keep in mind that the underlying partial charges of the ZnO are
of empirical nature and neglect explicit polarization effects. Since the diffusivity depends
exponentially on the magnitude of (free) energy barriers, deviations of up to one order of
magnitude can be anticipated if we assume a change of the energetic barriers induced by
altered partial charges by a few times the thermal energy kBT .
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Figure 4.7: Temperature dependent diffusion coefficients D\alpha as a function of (inverse) temperature 1/T
from simulations with all partial charges of the ZnO surface (not of the COM) switched off (full symbols)
compared to the electrostatically coupled system (open symbols). The crosses indicate diffusion coefficients
calculated from test simulations with long-range electrostatics governed by the particle mesh Ewald method.
Reprinted with permission from [132]. Copyright 2014 American Chemical Society.
4.2.1 Simulations without electrostatic interactions
As a consistency check, we have simulated our p-6P/ZnO system with all the partial charges
in the ZnO atoms set to zero. Due to the weaker molecule-substrate interactions we have
to shift the temperature range down to 100 to 500 K to sample over adsorbed states. The
results are summarized in figure 4.7, compared to the data of the full electrostatically charged
system in figure 4.5. Clearly, the T -dependence, and thus the activation barriers as well, are
much smaller than for the fully coupled system. The activation energies from fitting to the
Arrhenius law for the neutral ZnO system are only about 6 kJ/mol equally for both directions.
Thus, the existence of partial charges on the surface imposes a strong inhomogeneity in the
surface diffusivity and dominates the long-time diffusion process.
4.2.2 Simulations with PME-electrostatics
We also have tested the influence of replacing the simple Coulomb cut-off method by a
full PME scheme (see section 2.2.3). The results are presented in figure 4.7. The diffusion
coefficients in y-direction are found to differ by a factor 4 to 5 from the cut-off simulations.
The diffusion in x-direction is underestimated by a maximum error of nearly one order
of magnitude when long-range interactions are disregarded. The free energy barriers are
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affected by the details of the evaluation of the strong Coulomb interaction by values of
about 2-3 kBT most. However, the strongly anisotropic nature of the diffusion becomes
even more pronounced when using the PME method, and our main conclusions stay valid.
Under the bottom line, technical issues and possibly force field choices may induce errors of
a few times the thermal energy, which, in relative terms may not be large when compared
to the present energy barriers. Transport coefficients, however, depend exponentially on the
barriers, rendering the quantitative prediction of kinetic properties in HIOS a challenging
task.
4.2.3 Simulations with harmonically constrained surface atoms
Furthermore, as opposed to a frozen surface, we have also tested the influence of surface
vibrations at a temperature of T = 750 K. For the frozen surface, we find a diffusion
coefficient of Dy = 1.2 \cdot 10 - 3 nm2/ps in y-direction, whereas the y-diffusion for a vibrating
surface is about one order of magnitude slower (1.0 \cdot 10 - 4 nm2/ps), indicating a 2 kBT larger
free energy barrier due to the vibrations. In x-direction, however, the diffusion coefficients
are quite equal (0.011 versus 0.012 nm2/ps). Hence, for vibrating atoms the diffusion differs
to that of a frozen surface in particular for directions of strong electrostatic coupling and
becomes even more anisotropic. Further studies employing more realistic implementations
of vibrations due to an appropriate Zn-O interaction potential [74, 73] shall be interesting
for a more quantitative analysis.
4.3 Summary and concluding remarks
In summary, we have shown that the heterogeneous electrostatic surface pattern appearing
on inorganic crystal semiconductor surfaces leads to a strongly anisotropic long-time self-
diffusion of physisorbed organic molecules. The diffusive behavior is found to be normal
– within the investigated T -range where reasonable statistics could be gathered – and is
determined by thermally activated hopping between energy barriers. In our case of the p-6P




surface, this anisotropic electrostatic friction leads to a three
orders of magnitude slower diffusion (for temperatures below 600 K) in one surface direction
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than in the perpendicular one. The found Arrhenius-like temperature behavior suggests an
even more drastic difference for room-temperature diffusion.
The detailed analyses of the underlying potential energy landscape demonstrate, however,
that thermal conformational and positional fluctuations of the COM significantly influence
the diffusion process as observed in related computational studies before [23, 72]. In par-
ticular, we find that the potential energy barriers significantly deviate from those derived
by 0-K calculations of idealized pathways. Only the "real" energy landscape at the relevant
temperature for the fluctuating system can quantitatively describe the T -dependence of the
diffusion constants. Also, the free energy barriers at a fixed temperature deviate substan-
tially from the magnitudes of the internal energy barriers. This finding has large implications
for the prediction of absolute rate constants [176] and their temperature behavior.
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5 Characterization of step-edge barrier crossing
of p-6P on ZnO




surface with a one-monolayer high step-edge running perpedicular to the polar rows. The
corresponding model was described in section 2.3.4.
Step-edges of the substrate strongly influence the molecular growth morphology, which
itself determines many physical properties of the deposited films. We study the effects of a
step-edge barrier on the kinetics of a single p-6P molecule physisorbed on the surface. To
this end, in section 5.1 we develop a strategy to determine free energy landscapes, diffusion
coefficients and mean first passage (MFP) times without having to rely on fully ergodic
sampling. Methods based on constrained dynamics, as introduced in sections 2.5.2, 2.7.2,
and 2.7.4, are validated with methods based on unconstrained dynamics, which we used to




surface in the previous chapter. We then apply
our strategy to our model system in sections 5.2 and 5.3.
Note that the associations of the reaction coordinates x and y to the crystallographic
directions a and c made in section 4.1.1 apply here as well.
5.1 Step-edge crossing on a surface with all partial charges
set to zero
In order to compare the unconstrained simulations to the significantly faster constrained
simulation methods, we start with a system which is simple enough to yield reasonable
results from both, unconstrained as well as constrained methods. A system without the
need for calculating long-range electrostatic interactions, i.e. a simulation with all ZnO
partial charges set to zero, is suitable for this comparison. Note that the p-6P charges are
not set to zero. However, the internal Coulomb interactions of the molecule are so weak
compared to the harmonic intramolecular bond-, angle- and dihedral potentials that the
Coulomb interaction cut-off radius can safely be set to 1.5 nm (i.e. more than half the
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molecule length) and any long-range PME-electrostatics can be ignored completely.
The simulation is performed at an average temperature of T = 463 K. If all partial charges
of the ZnO surface are set to zero, the electrostatic friction vanishes [132] and the kinetics at
that temperature are fast enough to directly calculate all quantities of interest (free energy
landscape, diffusion, and, importantly, MFP times) using simple, unconstrained simulations.
It thus enables us to test the applied theories, in particular, the Smoluchowski prediction
(2.43) for the MFP time, so that we can trustfully apply it to the much more complex
charged systems.
5.1.1 Crossing path and free energy
Figure 5.1a illustrates a typical step-edge crossing path. All panels combined offer an in-
depth view of the crossing mechanism. From the unconstrained simulations, we calculate the
free energy A (x) of the p-6P in respect to its center-of-mass from the positional probability
distribution (PD) along the x-axis, P (x), averaged over all y (figure 5.1b, red line). This
landscape provides a direct interpretation of the molecular pathway. A 3D map depicting
the free energy A (x, \theta ) as a function of the angle \theta between the LMA and the x-axis is shown
in figure 5.1c. In figure 5.1d we plot the complete free energy landscape A (x, y) folded onto
one y-unit-cell.
Far from the step-edge (x > 5.3 nm) the p-6P molecule moves along the rows between the
Zn and O atoms with its LMA most of the time aligned in x-direction (i.e. \theta (x) \simeq 0°), as can
be seen in figure 5.1c. Close to the step-edge (figure 5.1a, snapshot [1]), the van-der-Waals
attraction between the ZnO edge and the closest terminal p-6P phenyl-ring creates a free
energy minimum at x = 5.4 nm. The existence of two major free energy peaks in figure 5.1b
indicates that there are two different processes involved in the crossing mechanism.
First, the molecule rotates 90° around the z-axis (between snapshot [1] and [2] of figure
5.1a) so that the LMA is now aligned parallel to the step-edge. The free energy for a change
of the angle \theta when the center-of-mass moves from x = 5.4 nm to x = 4.3 nm (the dark
path in figure 5.1c) clearly shows the rotation of the molecule. The direct way towards and
across the edge, i.e. without turning, seems prohibitively expensive with an energy barrier
of 25 kJ/mol. To compare, the free energy barrier for the reorientation is only 5.1 kJ/mol,
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for T = 463 K. (a) Representative simulation snapshots of the step-edge crossing mechanism. (b) The free
energy of the p-6P in respect to its center-of-mass along x (averaged over all y). We compare results from
an unconstrained simulation (red line) and from constrained simulations (blue line). (c) The free energy as a
function of the LMA angle \theta for the unconstrained system. (d) The free energy landscape in x and y folded
onto a single y-unit-cell. (e) The free energy as a function of the LMA angle \theta for the constrained system.
Results from constrained simulations are obtained using 48 umbrella windows.
which explains why the molecule prefers to rotate.
After the rotation, the molecule slides along the step-edge. This is the starting point for
the second part of the crossing process. Occasionally, one of the terminal phenyl rings climbs
up the step. For a suitable thermal activation, the rest of the molecule follows, overcoming
a free energy barrier of about 10 kJ/mol (snapshot [3]). Immediately after the molecule has
finished its lateral ascent it quickly rotates back to \theta = 0° (snapshot [4]). It may jump one
or two unit cells along x while reorienting.
The step-descent diffusion process follows the same path in (x, \theta ) space in reverse sequence.
The crossing mechanism is independent of the y-position of the molecule’s center-of-mass, as
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surface for T = 463 K.
(a) The molecular center-of-mass MSD as a function of time, calculated from the unconstrained simulation.
(b) The diffusion profile D (x) calculated from constrained simulations. The red line shows a running average
D\mathrm{a}\mathrm{v} (x) of the raw data. The horizontal lines depict the bounds set by the two diffusion coefficients D1 and
D2 derived in panel a. (c)The MFP time extracted from the trajectory (blue line), as well as the MFP times
calculated using the constant diffusion coefficients D1 and D2 from the MSD. The red line is derived using
D\mathrm{a}\mathrm{v} (x) from panel b. Results from constrained simulations are obtained using 48 umbrella windows.
indicated by figure 5.1d, though the molecule slightly prefers to cross the step-edge at y = 0.
From comparing figure 5.1b with c in the range 2.5 < x < 6.0 nm we can deduce that the
right peak in A (x) is solely contributed to by the rotation of the molecule while the left peak
constitutes the actual crossing-barrier. With other words, the molecule almost always rotates
before crossing the barrier but it does not necessarily rotate while or even after crossing the
barrier. We conclude that the reorientation is a prerequisite for crossing the barrier: the
molecule prepares for the step ascent by increasing its energy through rotation.
Next to the free energy A (x) obtained from the unconstrained run in figure 5.1b, we also
study the free energy in constrained simulations (blue curve in figure 5.1b) using umbrella
sampling (see section 2.5.2). The differences to the unconstrained simulations are small and
the fact that the free energy values far left and right from the step are on the same level in
the constrained simulations indicates a higher accuracy. As A (x, \theta ) does not depend on the
free energy in x, but only on the position of the molecule along x, it is also reproducible from
the umbrella sampling runs (figure 5.1e) with an uncanny similarity to the unconstrained
case.
5.1.2 Diffusion
Before we extract the diffusion profile D (x) from the simulation trajectories, we first esti-
mate a long-time self-diffusion coefficient from the mean square displacement (MSD) of the
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molecule’s center-of-mass \langle x2\rangle = \bigl\langle (x (t) - x (t0))2\bigr\rangle . If we try to fit \langle x2\rangle = 2Dt to the MSD,
which is shown as a double-logarithmic plot in figure 5.2a, apparently we can distinguish
between two separate diffusive regimes on different time scales. For times t < 103 ps, we
find a "short-time" diffusion coefficient D1 = 0.013 nm2 /ps (or molecule-surface diffusion,
as discussed in section 2.7.3, D1,\mathrm{m}\mathrm{s} = 0.057 nm2 /ps) and for long time scales t > 103 ps we
find D2 = 0.005 nm2 /ps (D2,\mathrm{m}\mathrm{s} = 0.007 nm2 /ps).
We introduced a method for estimating local diffusion coefficients in umbrella sampling
simulations from position autocorrelation functions (ACFs) in section 2.7.2. Figure 5.2b
shows the resulting diffusion profile D (x, \tau ), where we integrate the ACF up to \tau = 200 ps.
The time \tau = 200 ps is distinct, because D (x) = [\mathrm{v}\mathrm{a}\mathrm{r} (x)]2 /
\int \tau 
0
\langle x (t)x (0)\rangle \mathrm{d}t has a clear
plateau-value. We smoothen the diffusion profile with a running average and linearly extrap-
olate Dav (x) to all x-values that are so far from the step-edge that they were not covered
by the umbrella sampling runs. We conclude that the local diffusion far from the step-edge
is close to D1 and the local diffusion close to the step-edge lies in the range of D2. We also
find that the local minima in the diffusion profile at x = 4.3 nm and x = 5.4 nm correspond
to the local minima in the A (x) profile from figure 5.1b.
5.1.3 Mean first passage time
In combination with the constrained free energy profile from figure 5.1b, according to equa-
tion 2.43, the diffusion values D1, D2 and Dav are used to predict the MFP time \tau \mathrm{M}\mathrm{F}\mathrm{P} (x, x0)
of the molecule to move from any projected position along x to x0 = 0. These MFP times are
plotted in figure 5.2c and compared to the MFP time extracted directly from the trajectory
(blue line).
Neither of the two diffusion coefficients D1 and D2 reproduces the MFP time extracted
from the trajectory. D1 produces a nice match on the left hand side of the step-edge at
x < 4 nm but on the right hand side it leads to a 30% lower MFP time. Evidently, D1
is the average diffusion coefficient on the ZnO plateaus far from the step-edge. Using D2
for the calculation results in an MFP time twice as high as the one from the trajectory.
D2, which dominates at times t > 103 ps, might be connected to the step-edge crossing
events, which, according to the MFP time from the trajectory, also happen at time scales
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t > 103 ps. However, the MFP time calculated with the diffusion profile Dav (x) agrees nicely
with the data from the unconstrained trajectory. We thus conclude that our results for A (x),
A (x, \theta ), D (x) and the MFP time, all derived from umbrella sampling, are consistent with
the unconstrained simulation.
5.2 Step-edge crossing with surface partial charges
The difference that the existence of surface partial charges can make on the molecular dif-




surface has been shown in section 4.2.1. There,
we investigated the anisotropy between the x and y component of the diffusion coefficient.
The difference amounts to several orders of magnitude (where Dy \ll Dx) and is caused by
extremely strong charge corrugations in the y-direction, which also prevent the molecule
from rotating around the z-axis.
We will now examine the influence of surface partial charges on the step-edge crossing
mechanism. The long-range electrostatic interactions are calculated using PME (see sec-
tion 2.2.3). The real-space interactions are cutoff at a radius of 1.5 nm. It soon becomes
apparent that the free energy barriers in the fully charged system are too large to be sampled
in an unconstrained simulation: any step-edge barrier crossing is a rare event happening on
a time scale of \sim 10 \mu \mathrm{s} which is inaccessible in unconstrained simulations. Therefore, we
employ constrained simulations (see section 2.5.2).
In analogy to section 5.1, we investigate, at the same temperature as before (T = 463 K),
the free energy landscape and step-edge crossing behavior in section 5.2.1, the diffusion
profile in section 5.2.2 and the MFP time in section 5.2.3.
5.2.1 Crossing path and free energy
The step-edge crossing mechanism illustrated in figure 5.3a is vastly different from the one on
the uncharged surface shown in figure 5.1a. In snapshot [1] the molecule is in its energetically
most favorable position, just as it was in the uncharged case. However, with surface partial
charges, the molecule is unable to increase its energy through rotation at the step-edge.
Instead, it climbs up the step longitudinally, head first, tail last.
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T = 463 K. (a) Representative simulation snapshots of the step-edge crossing mechanism. (b) The free
energy of a p-6P as a function of its center-of-mass position x (averaged over all y). (c) The free energy as
a function of the LMA angle \theta and x. (d) The torsional (or dihedral) energy and the bending energy of the
molecule as a function of x. (e) Snapshots of the molecule for different torsional states. All panels contain
results from constrained simulations using 519 umbrella windows.
The free energy A (x) across a step-edge, calculated with the WHAM method (equation
2.27 and 2.28), is presented in figure 5.3b. There are two major differences to the free energy
profile on the uncharged surface. First, instead of 12 kJ/mol, the highest free energy barrier
is \Delta A\mathrm{m}\mathrm{a}\mathrm{x} (x) = 49 kJ/mol. Second, instead of two separate barriers there is now only one
single barrier, which has five corrugations. The first four corrugations (from x = 3.4 nm to
x = 4.65 nm) are equidistant with \Delta x = 0.41 nm (corresponding to the average center-of-
mass distance between two benzene rings) and have amplitudes of 5 to 8 kJ/mol. The fifth
corrugation has a bigger separation of 0.48 nm and lies 10 kJ/mol lower than the fourth
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peak. There is a single global minimum at x = 5.4 nm, which coincides perfectly with the
uncharged case. The overall free energy levels far left and right from the step have a 1 kJ/mol
difference due to the still rather short distances to the step.
We calculate the probability of \theta (x) which yields the contribution to the free energy
barrier by molecular reorientation to A (x, \theta ) (figure 5.3c). A severe lack of sampling of
angles \theta > 10° attests to a strong confinement of the molecular kinetics to one dimension.
For that reason, the most probable orientation of the molecule when crossing the step-edge is
parallel to x. There could of course be other local or global minima in ranges of \theta that were
not sampled, similar to the local minimum at x = 3.9 nm and \theta = 0°, where the molecule
hangs slantingly over the step. As the molecule is always oriented toward x while it is still
far from the step-edge, we regard this orientation as initial condition for the crossing process.
We can infer that the \theta = 0° path through (x, \theta ) space is the most important one, since it
requires no additional barrier to be overcome.
During the step-edge crossing process, the molecule twists and bends. Hlawacek et al. [22]
have shown that a flexible p-6P molecule has a lower Ehrlich-Schwoebel barrier than a p-6P
assumed to be completely rigid, because bending energy is spent in order to cross the barrier.
The energy component most sensitive to internal deformations of the p-6P is the torsional
energy as can be seen from the comparison between the bending energy and the torsional
energy in figure 5.3d. Panel d depicts the changes of E\mathrm{t}\mathrm{o}\mathrm{r} during the step-edge crossing
process. Panel e illustrates the deformation in the molecule for select values of E\mathrm{t}\mathrm{o}\mathrm{r}. High
internal energies, i.e. energy stored in deformations, usually correspond to low free energies.
Each time the molecule transverses a corrugation in the free energy landscape, the molecule
looses deformation energy and gains free energy. The p-6P in our model consists of six very
rigid benzene rings and five very flexible single-bonds between them. As it costs less energy
to bend a single-bond than to deform a benzene ring, torsional energy maxima occur when
one of the single-bonds lies right above the step-edge. When that happens, the overhanging
part of the molecule strongly twists so as to establish more contact with the surface, which
increases the torsional energy. The free energy corrugations are formed as a consequence of
the molecule’s flexible nature, so they not only depend on the surface force field alone but
also on the internal molecular energies.
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surface for T = 463 K. (a)
The diffusion profile D (x). The red line shows a running average D\mathrm{a}\mathrm{v} (x) of the raw data. (c) The MFP
time is calculated from equation 2.43 using the diffusion profile from panel a and the free energy profile from
figure 5.3b. All panels contain results from constrained simulations using 519 umbrella windows. The error
bars in panel a are the standard deviations obtained from intervals of 25 windows each.
5.2.2 Diffusion
The diffusion profile obtained from the position ACF of the molecule in every window ac-
cording to section 2.7.2 is plotted in figure 5.4a. The ACF are integrated up to \tau = 200 ps.
A running average (red line) is applied to the raw data (blue line). The local diffusion
coefficients range from D\mathrm{s}\mathrm{e} = 0.007 \pm 0.002 nm2/ps (or the molecule-surface diffusion coef-
ficient D\mathrm{s}\mathrm{e}\mathrm{m}\mathrm{s} = 0.014 \pm 0.005 nm2/ps) around the step-edge to D\mathrm{f}\mathrm{a}\mathrm{r} = 0.011 \pm 0.001 nm2/ps
(D\mathrm{f}\mathrm{a}\mathrm{r}\mathrm{m}\mathrm{s} = 0.028\pm 0.006 nm2/ps) in the highest investigated distance from the step-edge. The
fact that D (x) is more or less halved between approximately x = 3.4 nm and x = 5.4 nm
can be explained by considering the different amplitudes of the free energy corrugations,
which are \Delta A\mathrm{f}\mathrm{a}\mathrm{r} \approx 2 kJ/mol and \Delta A\mathrm{s}\mathrm{e} \approx 5 kJ/mol. Assuming the diffusion is ther-
mally activated, the relation between the two corresponding Arrhenius exponents is also
\mathrm{e}\mathrm{x}\mathrm{p} ( - 5/kBT ) / \mathrm{e}\mathrm{x}\mathrm{p} ( - 2/kBT ) \approx 0.5.
Surprisingly, the diffusion profile is only marginally affected by the introduction of partial
charges. If we compare figure 5.4a to the diffusion profile on the uncharged surface in
figure 5.2b, we see a slight decrease of D (x) with the inclusion of charges far from the
step-edge, but a small increase of D (x) right at the step-edge. The higher free energy
corrugations on the planar surface explain the decrease of the diffusion coefficient far from
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the step if we assume that the diffusion is thermally activated. Close to the step-edge, in
the uncharged case the molecule spends a significant amount of time gliding along the step-
edge in y-direction within a relatively sharp A (x) minimum (see figure 5.1a, snapshot [2]),
which effectively decreases the local diffusion in x. Since the molecule does not rotate in the
charged case, D (x) can have a higher net value there.
We have more to say about the diffusion in section 5.3.1 when we calculate the potential
energy landscape and analyze the temperature dependence of the diffusion on the surface
with partial charges.
5.2.3 Mean first passage time
The MFP time \tau \mathrm{M}\mathrm{F}\mathrm{P} (x, x0) can be predicted by applying equation 2.43 to the running
average of the diffusion profile from figure 5.4a and the free energy profile from figure 5.3b.
The result is shown in figure 5.4b in lin-log style. The MFP time of the molecule to traverse
the step-edge once (i.e. get from x = 5.3 to x = 2.6), under the condition that the reflective
boundary is at x\mathrm{m}\mathrm{a}\mathrm{x} = 6.80 nm, is 13.7 \mu \mathrm{s}. So it takes the molecule approx. 3600 times
as long to get over the step-edge as it does in the uncharged case, where the corresponding
average is 3.8 ns. However, the MFP time that corresponds to the correct molecule-surface
diffusion profile is only 6.1 \mu \mathrm{s}. The difference mainly arises through the ratio D\mathrm{s}\mathrm{e}/D\mathrm{s}\mathrm{e}\mathrm{m}\mathrm{s} \approx 0.5
at the step-edge.
We conclude that the surface charge induced potential energy corrugations prevent the
p-6P from rotating and thus completely change the step-edge crossing behavior compared
to the surface without partial charges. This results in a strong increase of the free energy
barriers across the step-edge. As a consequence, the MFP time for crossing the step-edge
increases by three orders of magnitude. Surprisingly, the introduction of surface partial
charges has only a small impact on the diffusion profile.
5.3 Parameter studies
We now repeat the study from section 5.2 (albeit in a lower resolution) for a range of
temperatures (section 5.3.1) and surface partial charges (section 5.3.2), as well as on surfaces
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The free energy barrier gradually decreases with increasing temperature. (b) The diffusion coefficients D (T )
and the molecule-surface diffusion coefficients D\mathrm{m}\mathrm{s} (T ). Values with index "\mathrm{s}\mathrm{e}" and "\mathrm{f}\mathrm{a}\mathrm{r}" are averages at
the step-edge (2.6\mathrm{n}\mathrm{m} < x < 5.3\mathrm{n}\mathrm{m}) and far from the step-edge (x < 2.6 nm and x > 5.3 nm), respectively.
The depicted errors are standard deviations. (c) The MFP time decreases monotonously with increasing
temperature. (d) The transition-rate over the step-edge follows an Arrhenius-like equation. Inset i depicts
the potential energy barrier derived at 463 K. Inset ii shows the T dependence of the diffusion coefficient far
from the step-edge. All panels contain results from constrained simulations using 48 umbrella windows.
with higher step-edges (section 5.3.3). Finally, we extrapolate the MFP time to systems with
higher step-edge separation distances in section 5.3.4.
5.3.1 Temperature dependence
So far, it is unknown how the MFP time changes with the molecule’s temperature. To study
the impact of temperature, we repeat the previous analysis for five different temperatures.
This study requires a large number of simulations, so we lower the resolution to 64 equidistant
(\Delta x = 0.1 nm) windows. The results are presented in figure 5.5. The free energy decreases
as the temperature increases (panel a). Notably, the free energy corrugations become smaller
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Figure 5.6: The free energy landscape as a function of x and \theta for T = 647 K in the charged case. The
step-edge is located at x = 4.2 nm. The preferred pathway of the molecule over the step-edge changes at this
temperature. For lower temperatures, the barrier for rotation rises above the barrier for a straight-transition.
For higher temperatures, rotation becomes more probable.
with temperature, because the conformational entropy S = dA/dT of the molecule increases,
as demonstrated by the change of entropy between T = 555 K and T = 647 K shown in
the inset of figure 5.5a. The entropy peak right at the step-edge is especially pronounced
in that temperature range, which may indicate an imminent change of the whole step-edge
crossing mechanism. The angular free energy distribution A (x, \theta ) at T = 647 K (figure 5.6)
supports this interpretation. With rising temperature, the free energy profile becomes more
and more similar to the uncharged case.
The diffusion coefficients (figure 5.5b) suffer from a lack of sampling, due to the computa-
tional cost of our simulations. We find that the standard deviations of the molecule-surface
diffusion coefficients are especially strongly influenced since they are calculated from differ-
ences of reciprocal diffusion coefficients. Specifically, the standard deviations are overesti-
mated. However despite the lack of sampling, we can still extract trends from the diffusion
coefficients. Far from the step-edge, i.e. x < x1 and x > x2 with x1 = 2.6 nm and
x2 = 5.3 nm, the general trend of the diffusion increasing with temperature is clearly visible.
Close to the step-edge, i.e. x1 < x < x2, the value of the diffusion coefficient generally
increases with T, however it decreases again at T = 647 K. This decrease may arise as
new diffusion paths are made accessible at high temperatures that, effectively, reduce the
diffusion coefficient along the x coordinate and increase the diffusion with respect to other
reaction coordinates, such as the angle \theta .
By applying the thermodynamic relation equation 2.29, we calculate the one-dimensional
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potential energy landscape U (x) from the T derivative of the free energies between 371 K
and 555 K (inset i of figure 5.5d). This allows us to interpret the temperature dependence
of the diffusion coefficient in terms of
D \star (T ) = D\mathrm{m}\mathrm{b} (T ) \mathrm{e}\mathrm{x}\mathrm{p}
\biggl( 




where \varepsilon is the fluctuation of the potential energy corrugation and can be seen as the roughness
of the potential. We refer to the position dependence of the modeled diffusion coefficient D \star 
again by means of a "far" part and an "se" part, i.e. far and close to the step-edge. The
prefactor relates to the molecule-bath diffusion




with M = 458.568 atomic mass units and the friction of the medium \xi \mathrm{m}\mathrm{b} = 0.5 ps - 1.
With \varepsilon \mathrm{f}\mathrm{a}\mathrm{r} = 2.0 kJ/mol, we calculate a diffusion coefficient of D \star \mathrm{f}\mathrm{a}\mathrm{r} = 0.0128 nm2/ps at
T = 463 K far from the step-edge. This value lies well within the error limits of the value
D\mathrm{f}\mathrm{a}\mathrm{r} previously extracted from the trajectory (figure 5.4a). Analogously, the corrugations
near the step-edge have a roughness of \varepsilon \mathrm{s}\mathrm{e} = 3.5 kJ/mol and we obtain a diffusion coefficient
of D \star \mathrm{s}\mathrm{e} = 0.007 nm2/ps at T = 463 K, which agrees with the value D\mathrm{s}\mathrm{e} from the simulations
(figure 5.4a).
We also compare D \star \mathrm{f}\mathrm{a}\mathrm{r} (T ) for different temperatures to the simulated temperature depen-
dent diffusion coefficient D\mathrm{f}\mathrm{a}\mathrm{r} (T ) far from the step. The result is shown in inset ii of figure
5.5d, which shows that the diffusion coefficient on the planar ZnO far from the step follows
equation 5.1.
Even though the diffusion coefficients in 5.5b are rather inaccurate, the deficiencies do not
have a big impact on the MFP time (equation 2.43), because the diffusion contributes only
linearly to the MFP time while the free energy contributes exponentially. The temperature
dependent MFP times for the molecule coming from the lower terrace, starting at x2 and
ending at x1, are plotted in figure 5.5c. We find that the MFP times decrease with increasing
temperature. We also calculate the MFP times using the molecule-surface diffusion coeffi-
cients (not shown). These MFP times are found to be approximately half as high, because
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the molecule-surface diffusion coefficients D\mathrm{s}\mathrm{e}\mathrm{m}\mathrm{s} (T ) at the step-edge are approximately twice
the height of D\mathrm{s}\mathrm{e} (T ) in the whole temperature range (figure 5.5b).
The inverse of the MFP time, \tau  - 1\mathrm{M}\mathrm{F}\mathrm{P} (x2, x1), is the rate for a transition of the molecule
from x2 to x1 under the condition that x\mathrm{m}\mathrm{a}\mathrm{x} = 6.80 nm is a reflective boundary and x1 an
absorbing boundary. As depicted in figure 5.5d, the rates decrease exponentially with the
inverse temperature and range from one jump per second at 278 K to 106 jumps per second at
647 K. As kinetic processes on surfaces (including step-edge diffusion) are frequently related
to Arrhenius type laws in the literature [177], we use an equation of the following form to
fit the jump rates.
\tau  - 1\mathrm{M}\mathrm{F}\mathrm{P} (x2, x1) = \tau 
 - 1
0 (x2, x1) \mathrm{e}\mathrm{x}\mathrm{p}
\biggl( 





The preexponential factor \tau  - 10 (x2, x1) represents the transition rate from x2 to x1 in case the
effective potential barrier \Delta U \star \rightarrow 0 in the investigated temperature range, i.e. there is no
step-edge, so the (free) energy barrier vanishes. Then, the MFP time equation 2.43 simply
becomes
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or, with D* from equation 5.1,
\tau  - 10 (x2, x1) =
\biggl[ 
x\mathrm{m}\mathrm{a}\mathrm{x} (x2  - x1) + 1
2
\bigl( 
x21  - x22










Inserting into equation 5.3 leads to the rate equation
\tau  - 1\mathrm{M}\mathrm{F}\mathrm{P} (x2, x1) =
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x\mathrm{m}\mathrm{a}\mathrm{x} (x2  - x1) + 1
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leaving us with an interpretation for the effective potential barrier \Delta U \star . We fit equation
5.7 to the transition rates in figure 5.5d. From the fit we obtain \Delta U \star = 42\pm 3 kJ/mol.
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Notably, this value is three times smaller than the (effective) potential energy barrier in y
direction, \Delta Uy = 130\pm 5 kJ/mol, which was from the investigation on the planar surface of
the previous chapter (see figure 4.3b). A molecule residing close to a step-edge is thus much
more probable to cross the step-edge than to jump over a Zn-O dimer row.
5.3.2 Dependence on surface charges
As previously discussed, the electrostatic interactions have the highest influence on the ori-




surface. However, the required partial
charges are not very certain, as the ab-initio methods used to determine them are gener-
ally not well-optimized for applications such as ours. The charges can differ considerably,
depending on the choice of wave functions and basis sets. We already demonstrated in sec-
tion 5.2 what differences a change of the surface partial charges from q\mathrm{Z}\mathrm{n} = q\mathrm{O} = 0 e to
q\mathrm{Z}\mathrm{n} =  - q\mathrm{O} = 1.2 e can make to the dynamic behavior of the p-6P molecule. Now we investi-
gate the MFP times and transition rates for a range of surface partial charges. We analyze
diffusion as before, but this time scale the charges by \zeta = (0\%, 20\%, 40\%, 60\%, 80\%, 100\%),
i.e. in increments of \Delta q = 0.24 e.
As before, we set the resolution to 64 equidistant (\Delta x = 0.1 nm) windows and we simulate
at T = 463 K. The results are presented in figure 5.7.
The average free energy barriers and the relative heights of the free energy corrugations
both increase with the strength of the charges. Most notably, a change in the free energy
profile occurs at x = 4.3 nm. The free energy landscape looks similar for \zeta = 0\%, 20%
and 40%. Then, between \zeta = 40\% and 60%, a turnover of the free energy profile at x =
4.3 nm occurs and the step-edge crossing mechanism changes. For \zeta = 80\% and 100%, the
mechanism is the same as for 60%.
The change in the step-crossing mechanism is a change from a flip-over mechanism (as
depicted in figure 5.1) to a straight-transition (as illustrated in figure 5.3). It occurs because
the free energy barrier for molecular rotation increases with \zeta and, for \zeta = 60\% and up,
becomes larger than the barrier for the straight-transition (as shown in figure 5.8). Notably,
the diffusion coefficients D\mathrm{s}\mathrm{e} and D\mathrm{f}\mathrm{a}\mathrm{r} hardly seem to depend on the choice of partial charges































































































surface for T = 463 K. The studied charges range from 0.0 e (\zeta = 0\%) to 1.2 e (\zeta = 100\%) (a) The free energy
profile changes significantly. Note the turnover from a local minimum to a local maximum at x = 4.3 nm,
which we discuss below. (b) The diffusion coefficients D (T ) and the molecule-surface diffusion coefficients
D\mathrm{m}\mathrm{s} (T ). Values with index "\mathrm{s}\mathrm{e}" and "\mathrm{f}\mathrm{a}\mathrm{r}" are averages at the step-edge (2.6\mathrm{n}\mathrm{m} < x < 5.3\mathrm{n}\mathrm{m}) and far from
the step-edge (x < 2.6 nm and x > 5.3 nm), respectively. The depicted errors are standard deviations. (c)
The MFP time increases monotonously with the charge. (d) The transition-rate over the step-edge can be
approximated by an exponential behavior. All panels contain results from constrained simulations using 48
umbrella windows.
0% and 40%. For higher charges, the diffusion rate increases again. The diffusion rate far
from the step-edge is highest for \zeta = 60\% and gets lower towards 0% and 100%. The lack
of a single trend has several possible explanations. It may be owed to high statistical errors.
However, a physical explanation might be based on the diffusion paths the molecule can
take. For weak charges (\zeta \leq 40\%), the molecule rotates before crossing the step-edge, a
process which effectively slows down D\mathrm{s}\mathrm{e}. This may explain why D\mathrm{s}\mathrm{e} (\zeta = 0\%) is relatively
low despite the lack of electrostatic barriers. At \zeta = 100\%, the diffusion path is parallel to
the x-coordinate, but the diffusion is slowed down by the stronger electrostatic interactions.
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Figure 5.8: Free energy landscapes as a function of x and \theta for (a) \zeta = 0\%, (b) \zeta = 60\% and (c) \zeta = 100\%
of the default Zn and O charges (1.2 e). The step-edge is located at x = 4.2 nm. The preferred pathway of
the molecule over the step-edge changes for \zeta = 60\%. At \zeta = 60\%, the barrier for rotation rises above the
barrier for a straight-transition.
At \zeta = 40\%, the diffusion along x is slowed down by both, the electrostatic barriers and a
high probability of rotation, leading to a non-monotonous dependency of D\mathrm{s}\mathrm{e} on \zeta .
The high errors regarding the molecule-surface diffusion coefficients D\mathrm{s}\mathrm{e}\mathrm{m}\mathrm{s} and D\mathrm{f}\mathrm{a}\mathrm{r}\mathrm{m}\mathrm{s} also arise
through the lack of statistics. While D\mathrm{s}\mathrm{e}\mathrm{m}\mathrm{s} demonstrates the same non-monotonous behavior
as D\mathrm{s}\mathrm{e}, the slope of D\mathrm{f}\mathrm{a}\mathrm{r}\mathrm{m}\mathrm{s} is too irregular and the errors too high for any interpretation (note
that the errors increase, as D\mathrm{f}\mathrm{a}\mathrm{r} approaches the molecule-bath diffusion coefficient D\mathrm{m}\mathrm{b}).
Figure 5.7 shows that increasing the charges results in an increase of the MFP time (panel
c) and a decrease of the transition rate (panel d). As the rate seems to decrease roughly
exponentially with the charge, we try to fit the curve. To this end, we assume that there is
an average amount of energy per charge \Delta E/\Delta q by which the potential energy required to
cross the step-edge increases if the absolute value of the surface partial charges is increased
by one increment. The following approximate equation is used to describe the transition
rate.
\tau  - 1\mathrm{M}\mathrm{F}\mathrm{P} (x, x0) \propto \mathrm{e}\mathrm{x}\mathrm{p}
\biggl[ 






If the total energy of a system changes with a reaction coordinate such as \zeta , this results in









As the kinetic energy of the molecule is determined by the temperature and therefore constant
for a constant temperature, and as the surface is frozen, \Delta E/\Delta q can be seen as the change of
the interaction energy between the molecule and the surface. This energy can be expressed
by means of a spatial average of the free energy change








The value of \Delta E/\Delta q, as determined using equation 5.9, amounts to 24.8 kJ/(mol\cdot e), which
nicely fits the rate in figure 5.7d.
5.3.3 Dependence on step height
While most experimentally observed step-edges have heights of 0.29 nm in average, which
is consistent with the thickness of a single ZnO monolayer, step heights of 0.56 nm and
0.84 nm occasionally occur as well [179, 107]. In figure 5.9a and b these higher step-edges
are illustrated. If the step-edge is running along the [0001] direction, the new surface exposed




facet, again, but shifted by 0.281 nm
towards the [0001] direction.
The free energies depicted in figures 5.9a and b show the energetically most favorable
pathways to cross the step-edge. These suggest that the molecule prefers to change its
orientation when it changes onto the step-edge. Say, the molecule starts at x = 4.4 nm with
an LMA angle of \theta = 12°. In this state half of the molecule still remains attached to the
lower surface, while the other half is already ascending. Next, we see that at x = 4.4 nm
the molecule cannot rotate without moving its center-of-mass. Instead, it gradually changes
its orientation while its center-of-mass moves to the left, up the step. As soon as it reaches
x = 3.9 nm and \theta = 45°, the molecule can take one of four paths. First, it can simply
backtrack to x = 4.4 nm and \theta = 12°. Second and third, if \theta continues to increase, the center-
of-mass moves either further to the left or to the right, within certain bounds constrained by
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T = 463 K. (a) The free energy as a function of the LMA angle \theta and x across a two-monolayer high step-
edge. (b) The free energy as a function of the LMA angle \theta and x across a three-monolayer high step-edge.
(c) The binding energy as a function of x and y across a two-monolayer high step-edge. (d) The binding
energy as a function of x and y across a three-monolayer high step-edge. (e) The free energy of a p-6P
molecule (averaged over all y). (f) The diffusion profile of a p-6P molecule. (g) The MFP time increases
monotonously with the step-edge height. (h) The jump-rate decreases exponentially with the step-edge
height. All panels contain results from constrained simulations using 48 umbrella windows.
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the width of the step-edge. As long as the LMA lies parallel to the step-edge, the molecule
is quite unlikely to just suddenly leave the step-edge. The fourth path then is the best way
for a molecule to leave the step-edge. At x = 3.9 nm and \theta = 45°, \theta has to decrease in order
for the molecule to leave the step-edge. Of course, the molecule can take one path, come
back, take another, and go back again before leaving the step-edge.
The maximum of the free energy A (x) increases with the height of the step-edge (figure
5.9e). Notably, on the left hand side the multi-step free energies do not level with the energies
on the far right side of the step, because of the lower coordination number. In other words,
a molecule placed at the edge of the upper terrace has far fewer atoms to interact with in
his immediate vicinity than a molecule lying on the flat plane. If the molecule moves further
left, the energy on the left side will eventually decrease to the same height as the energy on
the right side.





surface. However, the many-body interactions with all surface atoms
around and beneath the molecule have an elaborate spatial pattern. This leads to a complex
pattern of the relative binding energy between a molecule and a surface (see figures 5.9c,d).
The values plotted in figures 5.9c,d are the average sums of the short-range Lennard-Jones
and Coulomb interactions as function of x and y, folded to a single unit-cell in y. The higher
the value is, the stronger the molecule is bound. If we compare the energies in figures 5.9c,d
to the free energies in figures 5.9a,b we see that the molecule aligns itself along the paths of
the strongest binding energy.
For x < 2.6 nm and x > 5.3 nm, i.e. far from the step-edge, the multi-step diffusion
profiles are similar to the single-step diffusion profile (figure 5.9f). However, for the multi-
level step-edges, the diffusion close to the step-edge is reduced to a tenth of the single-step.
At such low values, the molecule-surface diffusion coefficient at the step-edge D\mathrm{s}\mathrm{e}\mathrm{m}\mathrm{s} is nearly
identical to D\mathrm{s}\mathrm{e}, which means that the molecule-bath friction has little influence on the
step-edge crossing process. Consequently, the MFP times and the transition-rates in figures
5.9g and h are barely affected by the molecule-bath friction. As we see in figure 5.9h, the
transition rates depend exponentially on the step-edge height.
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5.3.4 Dependence on step-edge separation distance
The MFP times are calculated for an adsorbing boundary on the top terrace at x0 and a
reflecting boundary on the bottom terrace at x\mathrm{m}\mathrm{a}\mathrm{x}. The boundaries correspond to symmetry
planes perpendicular to the x-axis. Then, x\mathrm{m}\mathrm{a}\mathrm{x} - x\mathrm{s}\mathrm{e} may be interpreted as half the distance
between two upwards steps, and x\mathrm{s}\mathrm{e}  - x0 is half the distance between two downwards steps.
In other words, x\mathrm{m}\mathrm{a}\mathrm{x} and x0 reflect the widths of the valleys and plateaus of the ZnO surface.
Here, x\mathrm{s}\mathrm{e} = 4.2 nm is the actual atomic coordinate of the step-edge.
We will next calculate the MFP time of the molecule inside a valley as a function of the
valley-width 2L at T = 463 K. We first approximate the free energy of the molecule by
means of a rectangle function with the walls at x1 = 2.6 nm and x2 = 5.3 nm. Then, we
find an analytic expression for the MFP time (equation 2.43) for different values of x\mathrm{m}\mathrm{a}\mathrm{x},
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with \omega = (x2  - x1) and L = (x\mathrm{m}\mathrm{a}\mathrm{x}  - x2). The diffusion coefficient D \star \mathrm{s}\mathrm{e} is known from
equation 5.1. The difference in the free energy \Delta (\Delta A) = \Delta A\mathrm{s}\mathrm{e}  - \Delta A\mathrm{f}\mathrm{a}\mathrm{r} is the amplitude
of the rectangle function. We compare equation 5.12 to the calculated MFP times obtained
from the numerically determined free energy using equation 2.43. It is easy to define an
average of the free energy \Delta A\mathrm{f}\mathrm{a}\mathrm{r} = 5.2 kJ/mol far from the step-edge. However, it is not
easy to determine a suitable average for \Delta A\mathrm{s}\mathrm{e}, due to the irregular corrugations in \Delta A.
Regrettably, \tau x2,x1 (L) is extremely sensitive to the choice of \Delta A\mathrm{s}\mathrm{e}. Altering \Delta A\mathrm{s}\mathrm{e} by just
0.1 kJ/mol changes the value for the slope of \tau x2,x1 (L) by more than 2.5%. By fitting
the slope of the calculated \tau x2,x1 (L) to the simulated curve, we find \Delta A\mathrm{s}\mathrm{e} = 43.2 kJ/mol,
or \Delta \Delta A = 38 kJ/mol. The corresponding rectangle function and \tau x2,x1 (L) are shown in
figure 5.10. The deviation between the simulated and the calculated MFP times is 47.5% at
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Figure 5.10: The MFP time as a function of the step-edge separation distance L = (x\mathrm{m}\mathrm{a}\mathrm{x}  - x2). Note that,
due to the limited x-range in the simulations, the rightmost part of the free energy and of the diffusion
profile are extrapolated to high x\mathrm{m}\mathrm{a}\mathrm{x} values.
L = 0.7 nm and decreases to 3% at L = 9.7 nm. We conclude that our approximation of
\tau x2,x1 (L) is valid for L > 3.3 nm, where the error falls below the 10% mark.
5.4 Summary and concluding remarks
In summary, we have built upon the results of chapter 4 and extended our investigations to
surfaces with step-edges. To this end, we have developed a strategy to efficiently sample the





corrugations of the free energy landscape at the step-edge indicate that the flexibility of the
molecule strongly influences the shape and height of the step-edge energy barriers.
Two entirely different step-edge crossing mechanisms have been identified. In one, the
molecule shifts sideways over the step-edge, while in the other it climbs the step-edge with
the LMA always oriented perpendicular to the step-edge. The dominant mechanism depends
on a combination of the system temperature and the electrostatic field at the step-edge, which
is expressed through the surface partial charges.
From a detailed analysis of the free energy landscapes, position resolved diffusion coef-
ficients and the MFP times of a single p-6P crossing the step-edge, we have derived an
exponential relation between the system temperature and the step-edge crossing rate. The
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same relation revealed that the MFP time (or the inverse of the crossing rate) increases
linearly with the distance between step-edges.
We have further extended our analysis to two- and three-monolayer high step-edges, and
have found a nearly linear increase of the free energy barrier with step height. However,
more complex crossing pathways and an exponential dependence of the step-edge crossing
rate on the step-edge height are also found.
We point out, that the step-edge barrier for the one-monolayer high step is energetically
70% lower than the barrier for diffusion across the surface dipole rows. The crossing pathways
show that small step-edges do not alter the electrostatically induced molecular alignment
on the surface at experimentally relevant temperatures. However, step-edges, especially the
higher ones, may support the formation of crevices in the films growing on the surface and
subsequently induce mound growth as described in experimental literature [22].
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6 Summary of the thesis and outlook
6.1 Summary of the thesis
In this thesis we developed new strategies to theoretically predict bulk crystal structures
of COMs as well as transport properties of COMs on surfaces. We focused on two specific
materials, the anisotropic COM p-6P and the inorganic semiconductor ZnO, which are each a
prototypical representative of their material class. Through a multiscale simulation approach
covering DFT, MD and SD, we determined COM-COM interactions that reproduce the real
p-6P bulk crystal structure and all experimentally known high temperature mesophases.





potential on the diffusion of the p-6P, as well as the principles behind the crossing of surface-
step-edges. Our results included quantitative predictions of unit-cell parameters, critical
temperatures of phase transitions, anisotropic surface diffusion coefficients as well as step-
edge transition rates and pathways. The simulation strategies presented in this thesis can
be adapted to study more complex COMs and HIOS systems with more detailed models of
the IO interface.





surface and the COM p-6P as a prototypical HIOS system. Despite the wealth
of successful applications of HIOS devices, in light of their enormous future potential there
still remain many fundamental questions about their working principles. Since the functional
properties of HIOS devices directly relate to the molecular packing of the COMs at the IO
interface, we put our main focus on understanding the first kinetic processes that lead to
ordered COM structures. We chose classical atomistic MD and SD computer simulations
as our main methods. These methods enabled us to consider entropic contributions from
atomic vibrations or molecular bending and torsion in our models, while giving us access to
time- and length scales adequate for single molecule diffusion and bulk phase crystallization.
The trajectories resulting from the simulations were evaluated using methods from statistical
physics, crystallography and diffusion theory, as presented in chapter 2.
In our first study (see chapter 3) we put the focus on systems containing only p-6P
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molecules. The p-6P is an anisotropic COM with many degrees of freedom with respect to
translation, rotation, torsion, bending and vibrations, which all influence the intermolecular
interactions that determine the molecule’s orientational ordering. Its intrinsic geometry and
its bulk crystal structure are well-known from experimental literature. The p-6P is par-
ticularly interesting for us because preliminary theoretical studies from literature indicated
that, despite its complex dynamic behavior, it may still be well-suited for simulations of
self-assembly. Therefore we drew on those preliminary studies to validate our model rep-
resentation of the single p-6P molecule. After that, the challenge we faced was to find the
right thermodynamic conditions in our simulations that allowed molecules to self-assemble
from an isotropic distribution into a crystal structure.
We devised a strategy that allows SD simulations with standard force field parameters to
lead the COMs into spontaneous self-assembly. Since it was impossible to simulate both the
act of self-assembly as well as the equilibration into the periodic bulk crystal in the same
thermodynamic ensemble, we first simulated a temperature annealing of 200 molecules in the
NV T ensemble. After the molecules assembled into a small crystallite, we extracted the core
of the crystallite, i.e. the part which is least affected by surface energy minimization. We then
equilibrated the former core in NPT ensemble simulations. As a result we obtained unit cell
parameters that are very close to the experimental values. The intramolecular interactions in
our model were actually so well-represented that we were able to study the phase transitions
upon melting of the bulk crystal. We reproduced the experimentally observed transitions
in the right sequential order with an accuracy of approximately 50 K. We also observed
a significant change in the torsional state of the molecules in the bulk upon heating, and
related this change to the anisotropy of the molecular diffusion in the bulk.
Next, we expanded from a purely organic system to a HIOS system. We focused on the









face is a prototypical example of metal-oxide surfaces with anisotropic electrostatic patterns
caused by surface-terminating dipoles. Experimental studies of p-6P growth on ZnO show





To begin with, we studied the impact of the surface energy barriers on the long-time
diffusion of a single p-6P molecule by means of SD simulations in the NV T ensemble (see
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chapter 4). The p-6P force field was taken from our first study, while the ZnO force field
was parameterized from DFT calculations. The surface atoms were fixed to their initial
positions, mainly due to simulation efficiency and lack of a good intra-ZnO force field.
At first, we showed that surface dipoles, which are arranged in parallel rows, introduce very
high potential energy barriers in one direction and very low barriers in the perpendicular di-
rection. These barriers impose a specific orientation of the LMA. Furthermore, by evaluating
MSDs from molecular trajectories, we found Arrhenius-like diffusion behavior. Most notably,
the anisotropic surface charge pattern leads to a strong directional anisotropy of the diffusion
coefficient, which we confirmed by comparing to diffusion coefficients on the same surface but
with all charges set to zero. We also calculated the free energies and entropy contributions
in both relevant directions and found that conformational and positional fluctuations of the
anisotropic p-6P influence the diffusion process. This influence could be accounted for in an
"effective" potential energy barrier that fitted well to the observed Arrhenius diffusion.
As an extension of that study, we investigated the impact of a ZnO step-edge on the
diffusion of the p-6P molecule (see chapter 5). Step-edges are known for influencing the
structure formation of COMs and have implications for roughness formation during epitaxy.
Since the step-edge posed a high kinetic barrier for the p-6P, we used advanced sampling
methods in order to study the diffusion coefficient at the step-edge, the rate with which the
molecule crosses the step-edge, and the pathways it may take.
To start, we validated our advanced sampling strategy against a free (Boltzmann) sampling
approach in fast simulations with turned-off partial charges. Afterwards we applied the same
strategy to the fully charged system. In those simulations, which were both at the same
temperature, we observed two entirely different step-edge crossing pathways. We traced
the pathways back to a competition between the electrostatic surface potential and the
conformational entropy of the molecule. For low charges or very high temperatures, the
molecule flipped over the step sideways, for high charges or low temperatures, the molecule
crossed over the step straightforwardly. Studying the crossing rate at different temperatures,
step heights and step-edge separation distances, we found Arrhenius-like, exponential and
linear dependencies, respectively. The investigation of two- and three-monolayer high step-
edges not only revealed severely more complicated crossing pathways, but also attested to
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the general applicability of our simulation strategy.
6.2 Outlook
The research in this thesis can be extended in several directions. On one hand, due to future
advances in computational efficiency, it will be possible to increase the level of physical detail
in the investigations made so far. On the other hand, new experiments reveal increasingly
complex phenomena that need to be explored theoretically.
For our study of p-6P diffusion on ZnO, we employed particularly heavy model constraints
for the surface. Even though our results are expected to be qualitatively right, our assess-
ment of systematic errors (see section 4.2) showed high quantitative deviations with changes
of model parameters such as the partial charge strength and atomic surface vibrations. Con-
sequently, for future simulations, better ZnO models have to be developed. This involves:
• DFT predictions of parameters for the ZnO/COM interactions, that combine both
systems consistently in a single method,
• a clear representation of the intra-ZnO force field, which includes phonons and phononic
molecule-surface coupling,
• explicit polarizability during simulations,
• and a special consideration of \pi interactions.
DFT methods for calculating the binding energies of COMs on surfaces, which allow for
tuning the force field in a bottom-up coarse-graining approach, do exist, but are yet very
expensive for COMs as big as the p-6P [180, 181]. From experiments, ZnO surface phonons
are well-known [182] and can also be used to parameterize the surface force field. As atomic
vibrations in bulk-ZnO have been already simulated successfully, [183] those studies may
be expanded to predict surface vibrations, too. Polarizability, in principle, can be treated
by using special polarizable force fields [184] or by combining MD with DFT [185]. Both
approaches are still too expensive for studies of long time behavior, but it may be possible
to adjust the DFT parts for a better balance between simulation time and physical detail.
The \pi interactions seem to be less important for pure p-6P systems but will be crucial for
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investigations of stronger conjugated molecules such as Diindenoperylene (DIP) or Coronene
(COR) [186]. The representation of the \pi conjugation relies again on the force field param-
eterization from DFT calculations [27].
In light of the unavoidable model simplifications, experimental follow-up studies seem to
be necessary to confirm the reliability of our results. These can be, for instance, trans-
mission electron microscopy or fluorescence microscopy measurements with the ability to
trace individual COMs during diffusion. Calculating more macroscopic observables could
also help in that regard. Theoretical predictions of particular step-edge barriers, however,
can not be easily validated with experiments, because experimental step-edge barriers result
from ensemble averages of different step-edges. Here, kinetic Monte Carlo simulations of
coarse-grained C60 recently successfully demonstrated the benefits of combining simulations
of growth dynamics with experimental observations [30, 28]. The authors used the self-step-
edge barrier height as a fit parameters in order to reproduce the measured time evolution of
the layer coverage during surface deposition.
As experiments and observations of HIOS advance, the systems to study increase in size
and complexity. This may be compensated by novel efficient sampling methods. In the end,
however, new computational infrastructures must be made available that either provide easy
access to high performance computing centers (e.g. cloud computing) or combine resources
from different institutions.
The methodological and computational obstacles notwithstanding, possible extensions to
our studies involve the crystal structure prediction of functionalized p-6P molecules. A
difluorinated p-6P-2F, for instance, can be created by the exchange of two meta-hydrogens
of one phenyl head group in a p-6P by fluorine. Such a relatively simple mutation creates
a strong dipole moment along the LMA with an anticipated significant impact on self-
assembly [104].
As we investigated both the collective ordering in a bulk system and the single molecule
alignment on a patterned surface, it would be interesting to follow our simulations up with the
collective ordering of molecules on a surface. Recent experiments have raised new questions
about molecular tilt angles in thin films of COMs such as DIP or functionalized p-6P, which
show yet theoretically unexplored collective ordering phenomena [187, 21]. In such systems
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each molecule is influenced by the presence of all other molecules, in addition to the surface
interactions. The molecules may align in ways that the individual molecules could not do
on their own. Detailed analyses could involve the influence of diffusion on
• the shapes, sizes and distributions of molecular islands,
• critical nucleus sizes,
• or surfaces of different terminations.
The last item in particular, as we discussed in section 1.1.3, determines whether p-6P
molecules grow flat lying or upright standing. This phenomenon can be observed in very
time-efficient coarse-grained simulations of quadrupolar rods, [29] but it is hardly repro-
ducible in MD or SD simulations, due to the typical time and system size limitations. The
aforementioned mutual influence of molecules on ordering is also important for the theoret-
ically still sparsely explored bulk hetero-structures [27, 188], i.e., thin films consisting of a
mixture of different COMs. A lot of effort has yet to be put into theoretical investigations
of their growth and mixing behavior.
Our studies are particularly significant in the wider context of multiscale simulations.
Outside of this thesis, by calculating the free energy landscape of a COR molecule in the
presence of another COR, we already contributed to a successful collaborative attempt to
coarse-grain the interactions between COR molecules for more efficient simulations on larger
scales [186, 189]. Step-edge barriers and diffusion coefficients may also be important input
parameters for coarse-grained kinetic Monte-Carlo simulations of structure formation at
interfaces [30], for instance. Our simulation strategies could provide a self-consistent way of
calculating the energy barriers required for reproducing (via kinetic Monte-Carlo) observable
growth quantities such as the time dependent layer coverage.
With the work presented in this thesis we successfully expanded on previous theoreti-
cal studies and demonstrated novel multiscale strategies to calculate dynamic properties of
HIOS in never before seen detail. In the future, extensive research towards improving mul-
tiscale simulation methods will be required to predict structure formation and to obtain a
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