Abstract. Ordinary differential equations are considered which contain a singular perturbation. It is assumed that when the perturbation parameter is zero, the equation has a hyperbolic equilibrium and homoclinic solution. No restriction is placed on the dimension of the phase space or on the dimension of intersection of the stable and unstable manifolds. A bifurcation function is established which determines nonzero values of the perturbation parameter for which the homoclinic solution persists. It is further shown that when the vector field is periodic and a transversality condition is satisfied, the homoclinic solution to the perturbed equation produces a transverse homoclinic orbit in the period map. The techniques used are those of exponential dichotomies, Lyapunov-Schmidt reduction and scales of Banach spaces. A much simplified version of this latter theory is developed suitable for the present case. This work generalizes some recent results of Battelli and Palmer.
Introduction
In this work we shall consider differential equations which take the equivalent forms ẋ = f 0 (x) + f 1 (x, , t), (1a)ẋ = f 0 (x) + f 1 (x, , t) (1b) with x ∈ R n , ∈ R. We make the following assumptions about (1) 
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In (1b) we make the change of variable τ = t − α/ and then change back to t to obtainẋ = f 0 (x) + f 1 (x, , t + α). (2) The advantage in (2) is the presence of the additional parameter α.
The present work was motivated by recent results of Battelli and Palmer [1] . They consider equations similar to (1) but with a coefficient of 2 for f 1 . Our objective is to find conditions on f 1 such that (2) has a transverse homoclinic orbit for = 0. We use the method of Lyapunov-Schmidt to obtain a bifurcation function ( , β, α) → M ( , β, α) where and α are as in (2) . The vector β represents directions, other than that provided byγ, tangent to T P W s ∩T P W u where P = γ(0) and W s , W u denote the stable, unstable manifolds respectively for the equilibrium of the unperturbed equation. M is linear in and quadratic in β with coefficients obtained as Melnikov integrals. The coefficient of is a nonlinear function of α.
If M ( 0 , β 0 , α 0 ) = 0, then (2) has a homoclinic solution when = s 2 0 for sufficiently small s ∈ R. Furthermore if, in addition, D (β,α) M ( 0 , β 0 , α 0 ) is nonsingular, the homoclinic orbit is transversal.
In the literature on homoclinic bifurcations it is usually assumed that the unperturbed equation has a hyperbolic equilibrium with stable, unstable manifolds which meet in dimension one. This is the case in [1] . Some work where the manifolds are allowed to meet in dimension two are [9] , [11] , [12] . For the case of regular perturbations, a general theory for manifolds which meet in arbitrary dimension was developed in [5] , [6] , [7] . Here, we extend this general theory to the singularly perturbed case thus providing a generalization of [1] . A second improvement over that work is a simplification of the use of scales of Banach spaces.
In the present case a certain difficulty is encountered in the usual Banach space techniques. If one starts with a space of functions, Z, with a prescribed rate of exponential decay at t = ±∞ and uses (2) 
then F is not differentiable with respect to due to the term tD 3 f 1 (ϕ(t), , t + α) which appears in the derivative.
Battelli and Palmer deal with this difficulty by introducing a scale of Banach spaces consisting of functions with small exponential growth. A basic reference for this idea is Vanderbauwhede and Van Gils [13] . An integral part of this theory is a sophisticated form of the contraction mapping theorem which uses simultaneously an infinite family of Banach spaces.
We show in our work how it is possible, in the present case, to reduce the problem to a single element in the family of Banach spaces and then use the standard contraction mapping theorem. This results in a simpler proof than in [1] .
Here we thank Michal Fečkan for his many comments, corrections and suggestions as well as his encouragement and motivation. Thanks also to the referee for additional comments and references.
Exponential Dichotomies and Scales of Banach Spaces
We begin with the linear equationu = A(t)u which will serve below as the variational equation along γ. The following result is Theorem 2 in [6] with a slight change of notation. The idea for the proof of the following theorem is illustrated in the case n = 2 on pp. 214-215 of [12] .
Theorem. Let t → A(t) be a matrix-valued function continuous for t ∈ R.
Suppose there exists a constant matrix, A 0 , and a scalar b > 0 such that
Suppose also the eigenvalues of A 0 satisfy | (λ)| ≥ 3a for some a > 0. Then there exists a fundamental solution, U , for the differential equationu = A(t)u along with a constant K 0 > 0 and four projections P ss , P su , P us , P uu such that P ss + P su + P us + P uu = I and such that the following hold:
Furthermore, there exists an integer d ≥ 0 such that rank(P ss ) = rank(P uu ) = d.
In this notation the first subscript denotes exponential decay, "s", or exponential growth, "u", at −∞. The second subscript is the same for +∞. Explicit examples of this theorem can be found in [5] , [6] and [7] as well as below.
In the language of dichotomies, see Coppel [3] , we see that Theorem 1 provides a two-sided exponential dichotomy. For t ≤ 0 an exponential dichotomy is given by the fundamental solution U and the projection P uu + P us while for t ≥ 0 such is given by U and P ss + P us . Note that if d = 0 then P ss = P uu = 0 and there exists a single exponential dichotomy valid for all t.
We shall let u j denote column j of U and assume that these are numbered so that Let U , P uu , a be as in Theorem 1. For each η, 0 < η ≤ a, we define the Banach spaces
with norm the supremum in the definition. We also define Z 0 = η>0 Z η . Next, define the variation of constants map K :
In this definition, the first and second forms are intended for t ≤ 0 and t ≥ 0, respectively. Now consider the nonhomogeneous equatioṅ
Next, let Φ : R → R be a smooth function satisfying sup t |Φ(t)u j (t)| < ∞ for all j and
It is easy to check that (I − Π) =Z η and
so that
For details in a similar case see [6] . Now consider (3) for h ∈ Z η . Using Π we decompose the problem of solving for
We can solve the first of these for z ∈ Z η . The second of these becomes our bifurcation equation.
Our technique for obtaining a transversality condition will be to show that for the homoclinic solution when = 0 the variational equation satisfies d = 0 in the terminology of Theorem 1. Our next result will be used for this purpose.
We consider equations of the formu = (A(t) + S(t))u where t → S(t)
is a bounded matrix-valued function. S defines a functionŜ : Z η → Z η defined by the formula (Ŝz)(t) = S(t)z(t) with Ŝ ≤ sup t |S(t)|. The following result is proved in [7] .
2. Theorem. Letẋ = Ax be as in Theorem 1 along with U , a, d and the four projections P ss , P su , P us , P uu . Let t → S(t) be a bounded matrix-valued function continuous for t ∈ R. Suppose that Ŝ is sufficiently small so that
If F (S) is nonsingular, then the differential equationu = (A(t) + S(t))u has no nonzero solutions which decay at both ±∞ so that d = 0 in the terminology of Theorem 1.

Perturbation Theory
We now turn our attention to (2). Henceforth we shall let U , d, P ss , P su , P us , P uu be the corresponding quantities obtained by applying Theorem 1 to the variational equationu = Df 0 (γ)u. In addition to the conventions mentioned following Theorem 1 we shall assume u 2d =γ. This is always possible since, as a solution to the variational equation which decays at both ±∞,γ can be expressed as a linear combination of columns u d+1 through u 2d of U and a linear change of coordinates among these columns will not affect the projections.
In (2) we make the change of variable x = γ + z. The equation for z iṡ
We wish to convert (6) to an integral equation by solving for z as in (3). The problem is that for z ∈ Z η we have no control over the growth of g(z(t), , α, t). To correct this we introduce the so-called cut-off function [13] . Let χ : R n → R denote a smooth function satisfying
For future reference we note:
α, t).
We now replace (6) with the equatioṅ
Note that if z is a solution to (8) with |z(t)| ≤ ρ for all t, then z is a solution to (6) . This idea plays a role in the proof of Theorem 4.
Lemma. Given
Proof. Differentiating the definition of g we get
By hypothesis (v) for (1), D 1 f 1 is bounded in (x, ) uniformly in t, and, hence, D 1 g is bounded uniformly in (α, t).
given. We can choose 1 and ρ 0 satisfying 1 > 0, 0
Applying Taylor's theorem (see §8.14 of Dieudonné [4] ) to the function φ(
Since, by hypothosis, D 1 f 1 (x, , t) is bounded uniformly in t, we can choose 2 > 0 such that
When |x| ≤ 2ρ 0 and | | ≤ 0 we now have
The same result holds trivially when |x| ≥ 2ρ 0 since then g ρ0 (x, , α, t) = 0.
We now show that it is possible to use a single space, Z η0 , for our present purposes using a proof motivated by the stable manifold theorem. Part of the statement of the standard stable manifold theorem is, roughly speaking, if x = 0 is a hyperbolic equilibrium for a differential equation and if ϕ is a solution with sup t≥t0 |ϕ(t)| sufficiently small, then ϕ(t) → 0 as t → +∞. In fact, the same proof works if one requires only that sup t≥t0 |ϕ(t)|e −ηt be sufficiently small for appropriate η > 0. The following proof is adapted from the proof of Theorem 4.1 in Ch. 13 of Coddington and Levinson [2] .
Theorem.
There exist positive constants η 0 , ρ 0 , 0 , δ such that the following holds: if in (8) we have ρ = ρ 0 , | | ≤ 0 and if ψ ∈ Z η0 is a solution to (8) with ψ η0 < δ, then ψ satisfies sup t |ψ(t)|e η0|t| < ∞ and sup t |ψ(t)| ≤ ρ 0 so that ψ is a homoclinic solution to (6) .
Proof. As the eigenvalues of Df 0 (0) lie off the imaginary axis, we can choose η 0 > 0 such that | (λ)| ≥ 3η 0 for each eigenvalue, λ, of Df 0 (0). Let B denote a closed ball which contains the orbit γ. We can choose C > 0 so that |γ(t)| ≤ Ce −η0t and
Furthermore, the equationv = Df 0 (0)v has a fundamental solution V (t) = e tDf0(0)
along with projections P 1 , P 2 and constants A > 0, η 0 > 0 such that P 1 + P 2 = I and
We now write (8) in the forṁ
where
.
Combining these two results we get
Taking norms we get
In a similar way we obtain
for | | ≤ 0 , t ≥ 0. (12) Finally, choose δ > 0 so that
In (8) fix ρ = ρ 0 and also fix ( , α) with | | ≤ 0 . Let ψ ∈ Z η0 be a solution to (8) 
In this last equation each term grows no faster than e η0t except the last whose behavior is e 2η0t as t → +∞. Consequently, the expression in square brackets is zero and we have
Define a Banach space, X, by
with norm, · X , the supremum in the definition. We shall prove the existence of a solution, ϕ 0 ∈ X, to (13) and then show that, necessarily, ϕ 0 = ψ. Let B ρ0 be the open ball in X with center at the origin, radius ρ 0 and define the
The fixed points of F are solutions in B ρ0 of (13) with a = t 0 . Using (11) we get F (ϕ 1 ) − F (ϕ 2 ) X ≤ 1 2 ϕ 1 − ϕ 2 X and from (12) we have F (0) X ≤ 1 2 ρ 0 . Thus, by the contraction mapping theorem (see e.g. Theorem 10.1.2 of [4] ), there exists a fixed point, and hence a solution to (13) , ϕ 0 ∈ B ρ0 defined for t ≥ t 0 . Now let B = sup t≥t0 |ϕ 0 (t) − ψ(t)|e −η0t . Using the fact that ϕ 0 and ψ both satisfy (13) with a = t 0 along with (11) we get |ϕ 0 (t) − ψ(t)| ≤ In particular, this implies that ψ(t) goes to zero like e −η0t as t → ∞. A similar argument holds as t → −∞. Now consider 0 ≤ t ≤ t 0 . Combining the definition of K 0 , (10) and (12) we have
Substituting this result into (13) with a = 0 we get |ψ(t)| ≤ ρ 0 . A similar argument holds for −t 0 ≤ t ≤ 0. Thus |ψ(t)| ≤ ρ 0 for all t so that ψ is a solution to (6).
The solution of (8) is equivalent to solving the two equationṡ
The proof of our main result proceeds by solving (14a) for z. This is achieved by the following variant of the contraction mapping principle. 
Theorem. Let X, Y , Z be Banach spaces with U ⊂ X, V ⊂ Y open neighborhoods of the respective origins. Let
F : U × V × Z → X, denoted (x, y, z) → F (x, y, z), be a C 1 map satisfying F (0, 0, z) = 0. Suppose,
further, that there exist closed neighborhoods of the respective originsŨ ⊂ U ,Ṽ ⊂ V with nonempty interior such that |D
This formula shows that D 1 ψ(y, z) is bounded.
We now come to the first of our main results. The following theorem gives the existence of homoclinic solutions for (2).
Theorem. There exist
η 0 > 0, a connected open set V ⊂ R × R d−1 with (0, 0) ∈ V and C 2 functions H : V × R → R d , Γ : V ×R → Z η0 denoted H( , β, α), Γ( ,
β, α) with the following properties:
Proof. Let η 0 , ρ 0 , 0 and δ be as in Theorem 4 and fix ρ = ρ 0 in (8) . Now define the
The fixed points of F are solutions in Z η0 to (14a) Differentiating (15) and using (16) and (17) we see that (∂ψ/∂ )( , β, α)(t) has the asymptotic behavior te −η0|t| . Proceeding in a similar way we find that the derivative (∂ 2 ψ/∂ 2 )( , β, α)(t) behaves like t 2 e −η0|t| . Thus ψ is C 2 . Differentiating (15) and using (7b) we get
The conditions for a solution to (8) are that ψ be a solution to (14b). These conditions are Π G ρ0 (ψ( , β, α) , , α) = 0 or, equivalently, H( , β, α) = 0 where Motivated by the preceding theorem we are led to make the following definitions for α ∈ R, ∈ R, β ∈ R d−1 .
The conditions for the existence of a homoclinic solution are
Our next result shows that it is sufficient to solve the equation M ( , β, α) = 0. Geometrically, the function H can be interpreted as representing the distance between the stable and unstable manifolds for the perturbed equations. When these manifolds meet in dimension one (d = 1), the terms of H linear in are sufficient, along with the implicit function theorem. When the manifolds have a mutual tangent space of dimension greater than one (d > 1), the linear terms do not discriminate between the manifolds and one must look at their curvatures. The complications which this produces in the geometric approach are eliminated by the function space approach used here. (2) 
Theorem. Letẋ
In particular, this implies that for s ∈ J the equatioṅ
Proof. Define the function F :
for s = 0.
We have F (0, 0, 0) = 0 and
The result now follows from the implicit function theorem and Theorem 6 setting We need to show that (19) has no nonzero solution which decays at both ±∞. For this we use Theorem 2.
Let
In the notation of Theorem 2 we let Q(s) = F(S(s)) and write Q(s) = [q ij (s)]. We must show that Q(s) is nonsingular for sufficiently small nonzero |s|.
First we have
Next we compute
From this last equation we get
We need a separate calculation for q id . That γ s is a solution to the perturbed equation meanṡ
Differentiating the preceding equation yields
and from (5) 
and, using (22),
Next, using (4),
Combining (20), (21) and (24) we have
From this last equation there exists δ 2 with 0 < δ 2 ≤ δ 1 such that Q(s) is nonsingular when 0 < |s| < δ 2 . Then by Theorem 2, (19) has an exponential dichotomy valid for all t. Following [10] we know that (2) has a transverse homoclinic orbit for = s 2 0 , α = α 0 + φ(s). Then the period map for (1b) has a transverse homoclinic point for ∈ (−δ, 0) when 0 < 0 or ∈ (0, δ) when 0 > 0 where δ = δ 2 | 0 |.
Let us look at some special cases of the preceding theorem. If x ∈ R 2 , we must have d = 1 and u 2 =γ. Denoting γ = (γ 1 , γ 2 ) we have
and knowledge of u 1 is not required. There is no β and the condition for a homoclinic solution is the scalar equation H( , α) = 0.
The bifurcation equation takes the form M ( , α) = a(α) = 0 so we can take 0 = ±1. Theorem 8 now reduces to the following. (1a) we have x ∈ R 2 and f 1 periodic in t. Define
Corollary. Suppose that in
If there exists α 0 such that a(α 0 ) = 0 and a (α 0 ) = 0, then there exists δ > 0 such that (1a) has a transverse homoclinic orbit when 0 < | | < δ.
The preceding result generalizes with little difficulty to higher n as long as we have d = 1. The difference between n = 2 and n > 2 is that it is necessary to use the exponential dichotomy, U , as given in Theorem 1. The following result is similar to the main theorem of [1] . 
Corollary. Suppose that in (1a) we have
(vi) f 1 and its derivatives with respect to (x, ) are bounded in (x, ) uniformly in t.
Since (25) does not have an equilibrium at x = 0 for = 0 there cannot be solutions homoclinic to the origin when = 0. However, because the origin is hyperbolic, we can have solutions homoclinic to a small bounded solution. Our next result proves the existence of this solution. We define the Banach space Proof. Write K (w)(t) = The expressions for ϕ 1 and ϕ 3 can be integrated to yield ϕ 1 ( , t) + ϕ 3 ( , t) = −A −1 w(t). It remains to show that the remaining terms go to zero. Let α > 0 be arbitrary and let C, M be as in (26). By the uniform continuity of w we can choose t 0 such that |w(s) − w(t)| ≤ M α/C for t − t 0 ≤ s ≤ t, then choose δ > 0 such that w e −2Mt0/ ≤ Mα 2C whenever 0 < ≤ δ. We divide the integral for |ϕ 2 ( , t)| into two parts, namely, −∞ < s ≤ t − t 0 and t − t 0 ≤ s ≤ t. Using (26) it is easy to check that each of these is less than or equal to α/2 so sup t |ϕ 2 ( , t)| ≤ α. Since α was arbitrary, lim →0 sup t |ϕ 2 ( , t)| = 0. The same result follows for ϕ 4 in a similar fashion. f 1 (x, , t) . Using the variation of constants map, K , from above we can define the C 1 map
