Abstract. Estimation of the Discrete-Space Fourier Transform (DSFT) at points of a finite domain arises in many two-dimensional signal processing applications. As a new approach to tackling this task, the notion of a Golden Angle Linogram Fourier Domain (GALFD) is presented, together with a computationally fast and accurate tool, named Golden Angle Linogram Evaluation (GALE), for the approximation of the DSFT at points of a GALFD. The sampling pattern in a GALFD resembles those in the linogram approach, which has been demonstrated to be efficient and accurate. The Linogram Fourier Domain (LFD) comprises the intersections of concentric squares with radial lines in an arrangement that facilitates computational efficiency. A limitation of linograms is that embedding of an LFD into a larger one requires many extra points, typically at least doubling the domain's cardinality. This prevents incremental inclusion of new data since, for using an LFD of slightly larger cardinality, the data acquired for the smaller LFD have to be discarded. This is overcome by the use of the GALFD, in which the radial lines are obtained by rotations with golden angle increments. Approximation error bounds and floating point operations counts are presented to show that GALE computes accurately and efficiently the DSFT at the points of a GALFD. The ability to extend the data collection in small increments is beneficial in applications such as Magnetic Resonance Imaging. Experiments for simulated and for real-world data are presented to substantiate the theoretical claims.
1. Introduction. We use R, C and Z to denote the sets of all real numbers, complex numbers and integers, respectively. Let x ∈ C mn denote a two-dimensional complex array and ı := √ −1. We define the Discrete-Space Fourier Transform (DSFT) In this paper we introduce a new family G ⊂ 2 R 2 (for a given set S, 2 S denotes the power set of S, that is, the set of all subsets of S) of domains that is such that a "fine-grained inclusion chain" of the domains of G exists. By this we mean that, for any domain D 1 ∈ G , there exists another domain D 2 ∈ G such that D 1 ⊂ D 2 and D 2 − D 1 has few points compared to the cardinality of D 1 . This latter property is one of the things setting this work apart from other existing techniques; in particular, it creates practical interest in certain MRI applications. 1 In addition to the family G being capable of modeling practical data acquisition modes, it is also desirable from the numerical-analysis point of view: For every domain D ∈ G , there is an efficient computational approach that delivers an accurate approximate evaluation of D D x for arbitrary data x ∈ C mn . A contribution of the present paper is a numerical scheme for the approximate computation of D D x for any domain D ∈ G and also (this is important for reconstruction techniques) for the approximate computation of the adjoint operator. 2 We include a bound for the approximation error, as well as a floating point operations (flops) count in order to give theoretical support to our accuracy and efficiency claims. These claims are also confirmed by simulation experiments and in MRI reconstructions from real-world data.
As will be seen, the key features of the method that we introduce are the following: 3 • It performs fast computation of the DFT for the proposed sampling.
• Increased accuracy can be achieved without considerably increasing computation time.
• The method is very accurate in the low-frequency part of the spectrum, which is the most important part in many imaging applications.
• Adjoint computation is as fast as the forward DFT.
• An upper bound for the approximation error is available.
• It approximates by sum truncation that converges quickly with more terms.
• The computational cost of the method scales linearly with the length of the truncated sum; other known methods scale with the square of this length.
• Parallelization of the method is efficient and its memory access pattern is cache-friendly. In what follows next, we give, as examples, some classical families of domains. Note that, for µ and ν positive integers, C M,N ⊂ C µM,νN . Thus, it is possible to add new points to a CFD, but this demands at least doubling the DFT domain's cardinality, for otherwise the samples of the DSFT computed at the points of C M,N will not be included in the enlarged domain. This prevents incremental inclusion of new data since, for using a CFD of slightly larger cardinality, the data acquired for the smaller CFD have to be discarded.
The Cartesian and Polar Fourier Domains. The Cartesian Fourier Domain (CFD)
Moreover, in some applications a radial sampling scheme of the Fourier Space may be desirable, such as in MRI [4, 22] , or unavoidable, such as in Computerized Tomography (CT) [15, 19] , in which case the efficient computation of the DSFT for such a radial set of points is useful. Therefore, for these applications we may need to consider the evaluation of the DFT over a Polar Fourier Domain (PFD) P M,N , defined by (see Reasonably fast and accurate techniques are available that can evaluate D[x] over a PFD [11, 18] . For a PFD, as was the case with the CFDs, no obvious way is available for including a small number of extra points in the domain. Instead, once more an inclusion of the form P M,N ⊂ P µM,νN holds for positive integers µ and ν, which is again of little practical value in many applications. In the remainder of this introduction, we present the details of the newly proposed domains (the GALFDs), which have the flexibility of the Golden Angle Polar Fourier Domains (GAPFDs) and the benefit of the fast and accurate computation of the DFT over a Linogram Fourier Domain (LFD). Both the GAPFD and the LFD are presented below to motivate our choices, after which we introduce the new GALFD domains. Section 2 provides the mathematical theory required for the development of the technique, named GALE, that we propose for the approximate computation of the DFT over various domains, including the GALFD. Section 3 discusses the details of turning the theory into a computational methodology. Section 4 reports on our numerical experiments using both simulated data and actual MRI data. Section 5 gives our conclusions. 
and
(See [15, (9.27 ), (9.28)]). An LFD is comprised of the intersections of M equally spaced concentric squares and N rays going through the origin, totaling (M − 1)N + 1 different points. Figure 2 , left, shows an example of such a domain. 4 As before, it is not possible to add just a small number of points to an LFD, even though for positive integers µ and ν we have L M,N ⊂ L µM,νN . Because of the Fourier Slice Theorem [15, (9.7) ], the mathematics of CT allows us to think of the sampling obtained by a CT scanner as equivalent to a sampling of the Fourier Space. Unlike in MRI, where direct acquisition of samples of the Fourier space is possible in arbitrary patterns, in CT there exist certain technical limitations and it is not possible to obtain directly the DFT over a CFD from CT data, but it is indeed possible to obtain Fourier samples over a PFD or over an LFD using CT techniques. Inversion of PFD data, however, requires certain approximations to be made or the use of computationally more expensive operations than just numerical Fourier transformations. On the other hand, inversion of LFD data is not only theoretically possible [8] , but is also precise and computationally effective in practice [9] . In [2] LFDs appeared in the literature for the first time in connection with an MRI application. Efficient computation of the forward operator D L M,N x is also discussed in [1] , where the DFT over an LFD is named the Pseudo Polar Fourier Transform. 
where a%b is, for real numbers a and b, the remainder of the division of a by b. The range [ π /4, 5π /4) is conventional; we could have chosen any half-open interval of length π.
We then define the GAPFD G M,N,Θ 0 by
where θ J := (Θ 0 + JΘ) . In principle, there is no reason to choose Θ to be π /φ. For example, the PFD P M,N would be equal to a rotation of the GAPFD G M,N,Θ 0 if Θ was replaced by π /N. However, a GAPFD offers the advantages that the fine inclusion G M,N,Θ 0 ⊂ G M,N +1,Θ 0 holds and that all of the GAPFDs present almost evenly distributed rays in the Fourier Space. Figure 3 . Left: Animation of the sequence of GAPFDs {G20,0, G20,1, . . . , G20,20}, showing successive inclusion of the golden-angle spaced rays (JavaScript capable PDF viewer is required). Right: The GAPFD G20,20.
These two properties together are of practical significance. They mean that new data can be incrementally added to an existing GAPFD sampling, as illustrated in Figure 3 , in order to improve reconstruction while maintaining the overall structure of the dataset, a property that has been taken advantage of in several applications [3, 6, 10 ].
1.4. The Golden Angle Linogram Fourier Domain. We now present our proposed family of domains, of which each member will be named a Golden Angle Linogram Fourier Domain (GALFD). A GALFD is an intermediate between an LFD and a GAPFD. It shares with an LFD the arrangement of the points of each of its rays into concentric squares, but unlike an LFD, the rays are distributed following the same golden angle spacing of a GAPFD. This way we retain the practical advantages of a GAPFD in comparison to a PFD in applications, while computation of the DFT over a GALFD can be performed more efficiently and accurately than computation of the DFT over a GAPFD or a PFD. How to perform the computation of the DFT over a GALFD is the subject of the next two sections.
We first define a Linogram Ray Fourier Subdomain (LRFS) R M,σ (θ) for a positive even integer M , σ ∈ R, and θ ∈ [ π /4, 5π /4). Then a GALFD is defined as a union of such subdomains. The definition of an LRFS is as follows:
M + σ tan θ :
We define the GALFD N M,N,Θ 0 ,σ by (see Figure 2 , right, for an example)
Whenever possible, we simplify the notation by using
In the next sections we describe our method for efficiently computing the DFT over a GALFD. Section 2 presents the required mathematical development, including an upper bound on the incurred approximation error. Section 3 provides a precise algorithmic formulation for the whole procedure and discusses floating point operations count and memory-related issues.
Mathematical Foundations.
In the present section we discuss the mathematical foundations of the method we propose for the computation of the DFT over an LRFS. We give an approximation of D R M,σ (θ) [x] for any fixed θ ∈ [ π /4, 3π /4) and x ∈ C mn . We assume that M ≥ m, and that M is even. The evenness assumption is used only for simplicity of exposition, but M ≥ m is useful for computational efficiency. The reasoning for θ ∈ [ 3π /4, 5π /4) is analogous and consequently we do not present its repetitive details. In the algorithmic description of the next section, however, the computational details are given in a concise but complete way.
Consider an arbitrary θ ∈ [ π /4, 3π /4) and write c = cot θ. We proceed from the definition
where (note that this is a one-dimensional discrete Fourier transform of x i,j with respect to i)
Now we rewrite these computations as
where N L ≥ 2n is an integer divisible by 4, η = cN L/4 and α I = 4I /M − 2σ /π. If η were an integer
. . , N L/4 − 1}, then the right hand side of (2.2) would be a part of the output of a Chirp-Z Transform (CZT) [5] of length N L/2, which can be efficiently computed with the use of one FFT and one Inverse FFT (IFFT). This is what makes the computation of the DFT over an LFD efficient. However, in the LRFS case that we are considering, where c = cot θ is not constrained to specific values in the interval [-1,1], η is not necessarily an integer, and we need an appropriate theoretical tool to help us to deal with this situation.
As a preliminary step, we provide the definition of the Continuous Fourier Transform (CFT). Let f : R n → C be an absolutely integrable function, its CFTf :
where x, ω is the inner product between x ∈ R n and ω ∈ R n . The following is a very useful result due to Fourmont [13] . Since the differences in our statement are due only to the notation and to the normalization of the CFT, we refer the reader to [13, Proposition 1] for a proof.
Theorem 2.1. Let τ ∈ R and δ ∈ R be such that 0 < π /δ < τ < 2π− π /δ. Let also W : R → R be continuous and piecewise continuously differentiable in [−τ, τ ], vanishing outside [−τ, τ ] and nonzero in [− π /δ, π /δ], and letŴ : R → R be its Fourier transform. Then, for ζ ∈ R and |t| ≤ π /δ, we have
As an immediate consequence of the above equality, we have, for |t − | ≤ π/δ, .2)) and
At this point, we must introduce the constraint |σ| < π /(n−1). If this condition is true, taking into consideration that N L ≥ 2n, that j ∈ {0, 1, . . . , n − 1}, and that |I| ≤ M /2, we have
Now, define, for an ε ∈ (0, 1) such that ε ≈ 1 (we use the specific value ε = 1 − 10 −4 ), (2.6)
Note that a computation similar to (2.5) gives | I | < π; therefore, because of the definition of τ I , we have π < τ I < 2π. Thus, if some
and W I (t) = 0 for t / ∈ (−τ I , τ I ), then W I satisfies all conditions for W in the statement of Theorem 2.1 with any δ > max { π /τ I , π /(2π−τ I )}. Hence, in view of (2.5), (2.3) can be used with W = W I , t = t I j , ζ = η, and = I inside of (2.2) in order to yield
This means that the values of the DSFT at the desired points can be approximated by a sum
|J−η|≤SŴ
where the positive integer S, which dictates the number of terms in the truncated sum, is a parameter determining the accuracy of the approximation. Another such parameter is the length of the support of W I . We return to this topic when we derive an upper bound for the approximation error. Now we tackle the issue of determining the "window functions" W I : R → R that satisfy the conditions of Theorem 2.1. Of course, there is some freedom in the selection of these window functions and many have been proposed and used in the literature. Among the most successful and popular is the family of Kaiser-Bessel [17] Window Functions (KBWFs). Members of this family of functions have finite support as required for the theorem to hold, and they also have the desirable property that the infinite series on the right-hand side of (2.3) converges very quickly, thus making the approximation by a finite summation precise even when only a few terms are used. The definition of a KBWF is as follows. For parameters β ∈ R and τ ∈ R,
0,
otherwise, where I 0 : R → R is the (real) modified zero-order cylindrical Bessel function. Note that
In our methods we use specifically the following window functions: For β I := Sτ I , (2.9) Figure 4 shows examples of the Kaiser-Bessel window functions described above for some combination of parameters. We now present our upper bound for the approximation error due to the truncation (2.8).
, where
j=0 |x i,j |. Proof. Let us first consider the difference below (notice that, although omitted from the notation, η is a function of N L and θ, and W I depends on N L through the parameter τ I ):
is well defined since (2.5) and (2.6) imply that t I j − I < τ I , which in turn, following definition (2.9), implies that
since e −ıηt I j = 1. By denoting = η − J and t = t I j − I we get
Now consider the specific window functions we use. Because W I = K β I ,τ I where β I = Sτ I ,
For the specific case where > S, the square roots are imaginary and we can write this aŝ
Thus, using this equality in (2.12) and considering that
Now we can apply [12, Corollar 2.5.12], in order to obtain
Now, notice that because the Bessel function I 0 is monotonically increasing, the denominator is minimized when t 2 = t I j − I 2 is as close as possible to τ 2 I . Equivalently, because (2.5 ) and the definition of τ I in (2.6)), this occurs when t I j − I 2 is maximized over j ∈ {0, 1, . . . , n − 1}, which occurs when j = 0 or when j = (n − 1) because
From the definition of I in (2.4) it follows that
Therefore we obtain the following upper bound for ε
(θ) as below and using (2.7), (2.8), and (2.11) we complete the proof:
In the next section we give details of how to turn the above development into practical algorithms. Here we discuss some aspects of the error bound that we have just obtained. Consider fixed N L and S. We notice that τ 2 I − 2 I is larger for the lower frequency elements of the GALFD (i.e., I close to 0). This observation is important because the error bound in (2.10) is smaller when τ 2 I − 2 I is larger. This means that, for a given computational effort (which, for fixed m, n, and M , depends only on N L and S), we get better accuracy in the region of the spectrum where data are usually more reliable in practical applications. This is also interesting in the scenario where one wishes to vary N L and S for each I, which could be easily considered in our theoretical framework, in order to obtain an overall desired accuracy with the smallest possible computational cost. For example, Figure 5 shows that the Fourier sample length N L becomes less important as I gets close to zero, and could therefore be reduced in these regions, because there is a "natural oversampling" due to the fact that the samples used in the truncated sum get very close to each other in that region. Our approximation makes use of this fact by lengthening the size of the W I window support, thereby improving its decay in the Fourier domain and consequently reducing the precision loss caused by truncation of the infinite summation.
3. Computational Algorithm Formulation. At this point, the core of our strategy has been outlined. The first step consists of the computation of the X I,j for I ∈ {− M /2 + 1, − M /2 + 2, . . . , M /2} and j ∈ {0, 1, . . . , n − 1} using n FFTs of length M , see (2.1), and then multiplying the results by the weights 1 /W I (t X I,j 1
can be computed efficiently using M CZTs, as we discuss below in Subsection 3.
2. An important detail that should not be overlooked is that, because η can be very close to ± N L/4, we may need S + 1 extra points at each end of the output of the CZT for the right-hand side of (2.8)
to be computable, and, thus, each CZT will have length N L/2 + 2(S + 1). Finally, the values of the estimates of the DFT at the desired points are computed by a linear combination of the previously-obtained values of Z I,J , as in (2.8). In the next two subsections we describe two of the key computational elements that are used in our method. We leave the full description of our algorithm to Subsection 3.3 and we discuss its computational complexity in Subsection 3.4.
3.1. The 1D Discrete Fourier Transform. The 1D DFT of a vector x ∈ C m is given by:
This defines a linear operator F m : C m → C m such thatx = F m x is given componentwise as above. It is possible to perform the computation of F m x efficiently with an FFT of length m that uses roughly 5m log 2 m flops. Inversion of the 1D DFT is simple:
Such a computation is performed efficiently by the Inverse FFT (IFFT) algorithm that uses about as many flops as the FFT does. We denote this inverse operator by F −1 m : C m → C m . There are times when we wish to compute, for some M ≥ m, 
It is helpful to use the notation FFT(x, m, M ) := F M Z m,M x, which also implies that such a computation is done using the FFT algorithm of length M after zero-padding the vector x ∈ R m , where m ≤ M . Correspondingly, for
Also useful for us is to notice that the range I ∈ {0, 1, . . . , M − 1} in (3.2) can be changed very easily to, say, I ∈ {−R, −R + 1, . . . , −R + M − 1} by computing We call thex α,M,P,R ∈ C P thus obtained the Chirp-Z Transform of x ∈ C m . There is an efficient equivalent way of performing this computation, for which a key observation is that
(3.4)
We will return to this computation shortly; meanwhile we consider another useful concept. A circular convolution p q ∈ C Q between two vectors p ∈ C Q and q ∈ C Q is defined by
The easily proven Circular Convolution Theorem (CCT) states that
where u v ∈ C Q is obtained by componentwise multiplication of u ∈ C Q and v ∈ C Q . The CCT provides efficient computation of a circular convolution using the FFT and the IFFT. We notice that the summation on the right-hand side of (3.4) can obtained as part of a computation of the form (3.5). To be precise, let Q = 2P and p ∈ C Q , q ∈ C Q be given by Now we give an efficient algorithm for the computation of the CZT. Since CZTs with fixed parameters m, α, M , P , and R are often computed for several inputs, it is convenient to reuse all data-independent computations. This is why we separate initialization, which is performed by Algorithm 3.1, from the data-dependent calculations executed by Algorithm 3.2, which makes use of the parameters initialized by Algorithm 3.1 while computing the CZT itself. 
for I ∈ {0, 1, . . . , P − 1} do 8: y I ← y I s I 9: return (y)
Finally, let us relate Algorithm 3.2 with the desired computation (3.3). We assume that we have computed (q, r, s) ← CZT-I(m, α, M, P, R) and then analyze the output of (y) ← CZT(x, m, P,q, r, s). First we notice that after Steps 1-2 of Algorithm 3.2, because r was computed in Steps 1-2 of Algorithm 3.1, we have p i = x i e −ıi πα M (i−2R) for i ∈ {0, 1, . . . , m − 1}. Then, after Step 3 of Algorithm 3.2,p will hold exactly the 1D DFT of the sequence defined in (3.7). Becauseq was computed in Steps 3-5 of Algorithm 3.1, we know that it holds the 1D DFT of the sequence defined in (3.8). Thus, due to the CCT (3.6), we know that Steps 4-6 of Algorithm 3.2 give y I = (p q) I for I ∈ {0, 1, . . . , P − 1}. Steps 7-8 of Algorithm 3.2 complete the computation of (3.3) through the equivalent formulation (3.9) with the use of (3.6).
GALE:
Approximating the DFT over a GALFD. Now we present GALE, the method that we propose for the computation of the DFT over a GALFD (an open source reference implementation can be downloaded from https://bitbucket.org/eshneto/gale/downloads/). We give an algorithm for the region θ ∈ [ π /4, 3π /4) and explain later how to make use of the same computations in order to obtain the case θ ∈ [ 3π /4, 5π /4). Note that GALE is adaptable to other domains as well.
Before starting the presentation, we discuss some typographical conventions that are 
6:
for j ∈ {0, 1, . . . , n − 1} do 9:
for K ∈ {0, 1, . . . , N − 1} do 12:
13:
16:
17:
i ← i + 1
18:
used in the description of the method. We denote non-scalar entities such as vectors, twodimensional, or three-dimensional arrays of numbers by boldface letters, possibly with a subscript or with a superscript. If x ∈ C mn is a two-dimensional array with m lines and n columns, then x j ∈ C m with j ∈ {0, 1, . . . , n − 1} is the j-th column of x, that is, x j = (x 0,j , x 1,j , . . . , x m−1,j ) T . Likewise, x i ∈ C n with i ∈ {0, 1, . . . , m − 1} is the i-th row of x expressed as a column vector, that is, x i = (x i,0 , x i,1 , . . . , x i,n−1 ) T . Whenever there is a set of scalars indexed with subscripts and/or superscripts, a corresponding boldface letter represents the collection of those scalars. For example, x ∈ C mn is an entity that collects all scalars x i,j . In another example, the algorithm may set values of v
I,K i
for certain ranges of I, K, and i. In this case, v represents the set of all v I,K i that were defined during the algorithm's execution. Now we discuss the specific algorithm GALE that we are introducing in the present paper. Algorithm 3.3 is the initialization phase, which is run only once for a combination of parameters θ ∈ [ π /4, 3π /4) N , m, n, M , N , N L , S, R 1 , R 2 , σ, and ε. Algorithm 3.4 uses the output of Algorithm 3.3 in order to compute an approximation to the DFT over the R M,σ (θ K ) of (1.2) for K ∈ {0, 1, . . . , N − 1}. Parameters N L , S, and ε influence the quality of the approximation. Parameters m, n, M , and N are related to the dimensions of the image and the domain. Parameter R 1 determines the range I ∈ {−R 1 , −R 1 + 1, . . . , M − R 1 − 1} of the domain in order to match the definition (1.2), and parameter R 2 determines the range J ∈ {−R 2 , −R 2 + 1, . . . , N L/2 + 2(S + 1) − R 2 − 1} of elements Z I,J from (3.1) that are going for i ∈ {0, 1, . . . , m − 1} do 3:
V I ← CZT U I , n, N L/2 + 2(S + 1),q I , r I , s I
7:
for K ∈ {0, 1, . . . , N − 1} do 8:
for i ∈ {0, 1, . . . , u I,K − 1} do 10:
11:
to be computed to be used in the truncated sum (2.8).
Assuming that we have run the initialization as 
Finally, Steps 8-11 of Algorithm 3.4 make use of these pre-computed values in order to compute
This shows that we have
That is, each column Y K of Y returned by Algorithm 3.4 contains the approximations for
Now, let us consider the case where we have θ ∈ [ 3π /4, 5π /4)Ñ and we wish to compute
. . ,Ñ −1}, and I ∈ { M /2, − M /2 + 2, . . . , M /2 − 1}. In this case, denoteσ := −σ, letx ∈ C nm be such thatx i,j = x j,i and let θ ∈ [ π /4, 3π /4)Ñ be given componentwise byθ K = Λ (−θ K − π /2). Notice that tan θ K = cotθ K . Then, let us proceed from the definition, denotingñ = m andm = n,
Thus, we can compute the desired values by the call p,q,r,s,ũ,ṽ,w ← GALE-I θ ,m,ñ, M,Ñ , N L , S,R 1 ,R 2 ,σ,
after which we have the approximations for
We end the present subsection discussing the computation of the adjoint operator of the approximate DFT over a GALFD that is computed by Algorithm 3.4. Notice that the algorithm can be expressed as Y = Gx with G = LCFD, where D : C mn → C mn is a diagonal linear operator that represents Steps 2-3 of Algorithm 3.4 for all j ∈ {0, 1, . . . , n − 1}, F : C mn → C M n is a linear operator that represents Step 4 of Algorithm 3.4 for all j ∈ {0, 1, . . . , n − 1}, C : C M n → C M P , where P = N L/2 + 2(S + 1), is a linear operator that represents Step 6 of Algorithm 3.4 for all I ∈ {0, 1, . . . , M − 1} and L : C M P → C M K is a linear operator that represents Steps 7-11 of Algorithm 3.4. Thus we have G * = D * F * C * L * , where all involved adjoint operators can be computed straightforwardly, except for C * , which we discuss soon. It is useful to note that all of the linear operators in the adjoint computation use the same data-independent coefficients computed by the initialization routines of the forward operator, eliminating the need to redo any computation when the adjoint is required, which is the case in most applications.
To compute C * , we notice that C can be written as a block-diagonal operator of the form
where the B I :
In this expression, the D I 1 : C n → C n are diagonal linear operators that correspond to the multiplication in Steps 1-2 of Algorithm 3.2, H 1 : C n → C 2P is a linear operator that corresponds to the zero-padded FFT performed in Step 
Memory Requirements and Floating Point Operations Count.
In the present subsection we discuss memory requirements for the operation of the proposed method and the asymptotic number of flops required for its execution. We do the estimations for Algorithm 3.4 for the case θ ∈ [ π /4, 3π /4) N ; for the full range of rays, the actual memory and flops will be roughly the double.
We start with a discussion about the memory requirements. Algorithm 3.4 requires storage of the precomputed arrays p ∈ C m ,q ∈ C 2P M , where
It is worth pointing out that the sizes of u and v can be reduced to u ∈ N N and v ∈ N (2S+1)N because the indices are the same for every point of a ray R M,σ (θ K ), which can be seen from the geometry of the domain. Therefore, if we assume that the number N of angles in the domain is approximately the same as the number of rows/columns of the working images, and because M ≥ m, then we have to store 2S + 1 arrays of roughly the size of the images input to the algorithm. This implies that increasing the number of summation terms has a large impact on storage requirements, which may be important to consider in memory-constrained computing environments. Other than these stored precomputed data, upon execution, the method requires two arrays U ∈ C M n and V ∈ C M P , but this extra storage can be shared if some consideration is put in the implementation and the amount of memory taken by these arrays is likely to be much smaller than the one used by the linear combination coefficients w. This discussion implies that storage requirement for the method to run is O(SM N ), where S m, M ≥ m, and N ≈ n. Now, we discuss the number of flops necessary for to execute Algorithm 3.4. The initialization of the precomputed coefficients will be ignored, under the assumption that its cost is going to be diluted across many executions of the algorithm itself. We assume that an FFT/IFFT of length n takes less than C FFT n log 2 n flops to complete, where n is the FFT/IFFT length and C FFT is a positive constant. Also, we recall that complex multiplications take 6 flops (4 real products and 2 real additions) each and complex additions use 2 flops each. Then, notice that Steps 1-4 of Algorithm 3.4 perform 6mn + nC FFT M log 2 M flops. Without going into the details, the reader can realize that each call to CZT at Step 6 of Algorithm 3.4 takes 6(n + 3P ) + 4C FFT P (log 2 P + 1) flops, totaling 6M (n + 3P ) + 4M C FFT P (log 2 P + 1) flops for all the calls. It is easy to notice that u I,K ≤ 2S + 1, therefore, the computational effort in Steps 8-11 of Algorithm 3.4 is less than or equal to 8N (2S + 1), and these steps are repeated M times. The total number of flops for Algorithm 3.4 therefore amounts to no more than
Assuming, as is often the case, that n ≈ m, M ≈ m, and N ≈ m, then this simplifies to (3.10) O(m 2 S) + O (mP log 2 P ) .
Numerical Experimentation.
In the present section, we perform numerical experimentation intended to provide evidence of how the algorithm works in practice. We split the experiments in two parts. The first of these parts is dedicated to give a feeling of how accurate and fast the method is when compared with what we believe to be the most competitive existing alternatives for the same abstract mathematical task. Then we use the technique in MRI reconstruction, in order to display its practical capabilities for real-world tasks.
Experimentation with Simulated Data.
We now present experiments comparing the accuracy of GALE with alternatives also capable of tackling the approximate computation of the DFT over a GALFD. The results obtained by the alternative methods and those obtained by GALE will be compared to results obtained by direct computation of the DFT over the GALFD through the definition (1.1), in order to assess the accuracy of the approaches.
The methods we try against GALE are two: the Non-uniform Fast Fourier Transform (NFFT) [18] , which has an available implementation in the C language in the form of a widely distributed library called NFFT3, and the Non-Uniform Fast Fourier Transform (NUFFT) [11] . Computational times are not directly comparable in the NUFFT case, because the implementations of the GALE and the NFFT are in C/C++ while the NUFFT is entirely implemented in MATLAB (R2017b). The NFFT algorithm bears similarity with GALE in that the approximation is based on Theorem 2.1. However, in the NFFT approach, the approximate summation is based on the DFT over a CFD, instead of on the DFT over an LFD, as we propose. The NFFT computes the DSFT samples through the following formula:
|J−ηξ|≤S
where the constants ω ξ,υ,I , γ ξ,υ,I , ω i , γ j , η υ , and η ξ are determined as required by Theorem 2.1 to give an approximation to the actual DSFT values we intend to compute. The exact values of these constants are not important for our discussion; only the impact of the parameters P and S, which control accuracy and determine computational cost, matter in what follows. Both parameters have similar meanings to their counterparts in GALE: P determines the Fourier sampling rate, while S dictates the length of the truncation of the infinite sum in Theorem 2.1. Because it is based on the DFT over a CFD, the NFFT algorithm requires approximations in both the vertical and horizontal directions, a fact that translates to requiring a truncated summation with up to (2S + 1) 2 terms, whereas GALE needs at most 2S + 1 terms to be summed. The NUFFT method is similar to the NFFT, and the important point to observe here is that it too requires O S 2 terms in its truncated sum. On the other hand, GALE requires longer FFTs because of the CZT computations. These longer FFTs may offer better accuracy because of the "natural oversampling" phenomenon, but this is only true within the central regions of the domain. Under the assumptions that n ≈ m, M ≈ m, and N ≈ m, the flops count for the NFFT algorithm is
This formula compares unfavorably to (3.10), but it is a priori unclear which method is advantageous when the accuracy versus computation time trade-off is taken into account. We computed the actual values of
where x † ∈ R 512·512 is the synthetic image shown in Figure 6 , using (1.1) in order to have a reference for the DFT over the GALFD that incurs no errors other than those caused by finite arithmetic precision. After that, we computed approximations for D N 512,400 x using the NFFT, the NUFFT, and the GALE with several different parameters. The truncation parameter took values S ∈ {2, 4, 6, 8} and the Fourier sampling rate parameter took values P ∈ {768, 1024, 1280}. Notice that for GALE we have followed the convention P = N L/2 + 2(S + 1), i.e., once the values for P and S have been fixed, GALE was used with N L = 2P − 4(S + 1). This approach was adopted in order to make the length of the CZTs computed during the execution of GALE equal to P . A parallel version of GALE, called GALEP, was also tested to see how the algorithm scales in multiprocessing environments. All algorithms were executed in a quad core i7 7700HQ processor with 32GB of RAM. GALEP used four threads of processing. GALE and GALEP were implemented in C/C++ with the FFTW3 library [14] used for FFT computations.
For measures of approximation quality, we used the following: Given a y ∈ C M N such that y I,J = 0 for all (I, J) ∈ {0, 1, . . . , M − 1} × {0, 1, . . . , N − 1} and an approximation y to y, The results are shown in Figure 7 , where an advantage of the GALE is seen over the NFFT and the NUFFT. It is clear that if an MRE below 10 −7 desired, then, within a same amount of computation time, it is possible to obtain a better approximation for the DFT over the GALFD with GALE than with the NFFT or of the NUFFT. This is so because the O m 2 S term in the flops count for GALE becomes significantly smaller than the O m 2 S 2 term in the NFFT's (and NUFFT's) flops count. In fact, the O m 2 S 2 term dominates (4.1) because increasing S has a larger impact on NFFT's running time than increasing P , whereas the opposite is true for GALE. We also notice that GALE scales well in multiprocessing environments. No parallel CPU implementation of the NFFT or the NUFFT seems to be publicly available, although recent research indicates that careful domain-specific implementations of the NUFFT can be competitive in GPU environments [21] .
An interesting observation regarding these experiments is that if absolute, rather than relative, errors were used, then increasing the Fourier oversampling parameter P would have little effect on the approximation error for GALE. The explanation is given by the combination of two reasons: (i) the nature of the approximation error bound (2.10), which, as depicted in Figure 7 . MREs (left) and RSEs (right) between the DFT over the GALFD computed using (1.1) and the approximation obtained by various schemes. For a given algorithm and for a given value of the parameter S, the marker for the points representing results with different values of P was kept the same, but these can be differentiated by its computation time: the larger the P ∈ {768, 1024, 1280}, the longer a given algorithm with a given value of S takes to run to completion. Figure 5 , is such that, for GALE, the Fourier oversampling is only important in the higher frequencies components of the Fourier domain and (ii) the fact that medical images in general, and our phantom in particular, have most of their energy concentrated in the low frequency parts of the Fourier domain. Figure 8 illustrates these two points. On the left we, can see that indeed the largest values of the DSFT of the phantom are very concentrated in the region |I| ≈ 0. On the right, we observe that increasing the Fourier sampling parameter does provide significantly better accuracy, but this improvement happens mostly in the region |I| 0. We have also reconstructed images using the model
where, again, y is as given in (4.2) and computed directly from the definition (1.1). In order to approximate a solution of the above model, we have used 20 iterations of the Conjugate Gradient (CG) method. We have performed two different reconstructions, one using GALE and the other using the NUFFT with parameters S = 2 for both methods and P = 768 for the NUFFT and P = 520 for the GALE to approximate D N 512,400 and its adjoint. The parameter values were such that the computation time was approximately the same for both algorithms. Differences between the reconstructed images and the image x † that originated the data are possibly caused by the following:
1. Finite termination of the iterative method; 2. Infinite number of solutions for the problem due to number of equations smaller than the number of variables; 3. Approximation errors of the methods. Notice that only the last item will be different between experiments using GALE and experiments using the NUFFT, so, in order to be able to assess the influence of the last item alone, the CG algorithm was started with the actual desired image x † . The resulting images of the differences between reconstructed and original images can be seen in Figure 9 and show an interesting phenomenon: the image obtained by the NUFFT presents a very structured error, whereas the image obtained using the GALE has a random-like error. In unreported experiments, we have increased the Fourier oversampling and the truncation parameter for the NUFFT, and we were able to rule out circular interference as the sole cause of the observed structure. Although the magnitude of the error can indeed be reduced this way, it always presents some sort of structure that follows the reconstructed image.
Magnetic Resonance Image
Reconstruction. This subsection is dedicated to experiments involving image reconstruction in magnetic resonance. In MRI, the data acquisition process provides a signal that corresponds to the CFT of the object, modulated by the receiver sensitivities. More precisely, the image is assumed to be an absolutely integrable complex-valued function in the plane f : R 2 → C and the data are assumed to take the form
where each bounded function ζ c : R 2 → C is the sensitivity function of receive coil c. In our case, we acquired data with
Moreover, we can assume that
The radial nature of the GALFD allows us to take an interesting analytical approach to image reconstruction from this kind of dataset, using a tool from CT [15, 19, 20] , which is the Filtered Backprojection (FBP) algorithm. Let us assume that f ∈ S (R 2 ), where S (R 2 ) is the Schwartz space [19] , then
where R is the Radon Transform (RT)
B is the Backprojection operator
which turns out to be the adjoint of the Radon Transform B = R * , and W has the form
where E is an operator that computes the one-dimensional Fourier Transform with relation to the second variable of a function of two variables
which in turn means that E −1 = (2π) −1 E * , and C is a diagonal operator of the form
Therefore, denoting G := E • R we have
Notice that operator C can be described as pointwise multiplication by a Density Compensation Function (DCF) h(ω, θ) = |ω| and that, because of the radial nature of the GALFD, we can write (ξ I,j , υ I,J ) = (ω I cos θ J , ω I sin θ J ), where |ω I | = ξ 2 I,J + υ 2 I,J . Now, we consider the Fourier Slice Theorem (FST) [15, 19, 20] , which states that
and then we approximate the above integral model by a discrete one.
Assume that x c ∈ C mn is such that x c i,j = f c (j − n /2, i − m /2), where we denoted f c := ζ c f , then we have, using the FST and then approximating the integrations by a sum, In other words, the composite operator ZD N M,N serves as a discrete approximation for G[f c ] when the latter is computed over (ξ, θ) ∈ N M,N . The validity of the discretization discussed above depends on bandwidth considerations about the functions f c . An in-depth discussion about this subject can be found in [19] , but for us, the practical value of this approach is that it allows us to make use of a discrete version of (4.3) that reads , (i, j) ∈ {0, 1, . . . , m − 1} × {0, 1, . . . , n − 1}.
The above algorithm was applied to the MRI reconstruction of a physical phantom and of a human brain, where image dimensions were m = n = 512 (256 pixels with twofold oversampling) and data dimensions were M = 512, N = 400 and C = 20 for the phantom, and N = 800 and C = 16 for the brain (recall that the data were collected in M samples for each of the N rays and each sample is measured in parallel by C coils). Two-dimensional Fourier data were obtained by applying the IFFT along the z direction of MRI data acquired using a stack-of-stars 3D Gradient-Recalled Echo (GRE) linogram sequence with golden-angle ordering at 3 Tesla. We used two different ways of computing the adjoint operator D * N M,N . Besides GALE, the NUFFT [11] adjoint routine was tested for comparison. We used S = 3 and P = 768 for both the NUFFT and GALE. GALE was used with 8 threads of execution. For these experiments, a MATLAB binding was created for GALE in order to have it running in the same environment as the NUFFT package, which is implemented in MATLAB.
The resulting images from the GALE and from the NUFFT are visually indistinguishable in the two experiments, as can be seen in Figures 10 and 11 , with the existing numerical differences being irrelevant for human visualization. Furthermore, the good image quality indicates that the GALFD is a sound way of sampling the Fourier space in MRI and that the proposed numerical approach is useful in practical scenarios, potentially leading to a significant reduction in computation time without loss of accuracy when compared to other available algorithms for the same task.
Conclusions.
We introduced a new family of subsets, each of which is called a GALFD, of the two-dimensional Fourier space, that has desirable properties for MRI reconstruction applications. The paper was dedicated to the study of GALE, a new approach for the numerical computation of the DFT over finite domains, in particular over a GALFD. GALE was demonstrated to be fast and accurate when compared to existing techniques available for the task. Therefore, among the desirable practical features of GALE is its good accuracy/computation time trade-off. An upper bound on the approximation error incurred by GALE was provided; it can be used to gain insight on how to select the method's parameters in practical settings.
Future work will include studying further the applicability of the GALFD sampling in MRI, specifically comparing it against other possibilities that have certain commonalities with it regarding practical usefulness, such as the GAPFD, in order to verify that the numerical advantage of the GALFD due to not requiring approximation in two directions is not offset by other inherent, still uncovered, drawbacks in practice.
Generalizing the GALFD sampling scheme to a 3D configuration is also planned, again with application to MRI as the main goal [16] . In this case, the computation time reductions of a linogram-based approach is even more significant, because an appropriate selection of the rays in 3D space allows the method to use a summation of O(S) terms, while some current methods use O S 3 terms for this case, which in practice precludes the use of three-dimensional radial sampling of the Fourier space.
