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Abstract Music can stimulate emotions within us; hence is often called the “language of
emotion.” This study explores emotion as an additional feature in generating a playlist with a deep
learning model to improve the current music recommendation system. This study will sample
emotions from certain subjects for each song in a sample of the data. Since the effect of music on
emotion is subjective and is different person to person, this study would need a considerable
number of subjects to reduce subjectivity. Due to the limited resources, a portion of the data will
be labeled with emotion from subjects and the rest of the data will be labeled by using an active
learning model. A content-based recommendation system will be built using a GAN (Generative
Adversarial Network). This research led to creating two recommendation models, one utilizing
emotion while the other did not. The Cosine Similarity and the Euclidean Distance where the two
metrics used to judge validity of the models. The results showed that the model that utilized
emotion performed better than the model that did not but the difference between the two was not
statistically significant. One can conclude that there is promise in using emotion as a feature when
recommending music. Further research would have to be done to mitigate certain obstacles as
well as utilizing better resources to enhance emotional data extraction.

1. Introduction
Advances in technology have given us an information overload, and web-based music
services can employ recommender systems as a powerful tool to harness this information
and create a better experience for the user. The Merriam-Webster online dictionary defines
emotion as “a conscious mental reaction (such as anger or fear) subjectively experienced as
strong feeling usually directed toward a specific object and typically accompanied by
physiological and behavioral changes in the body.” This definition underlines the impact of
emotion on people. Emotions can determine a person’s outlook on life and influence his or
her actions towards the people around them. They can either help maintain or deteriorate a
person’s health, decision-making skills, and productivity. Many benevolent acts as well as
crimes occurred because of strong emotions. For example, in criminal law, there is a term
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called a “crime of passion.” A “crime of passion” is when a person impulsively commits a
crime based on a strong emotional response to some sort of provocation. The legal system
reduces the sentence if proven that a crime is a “crime of passion.” It is widely recognized
how a strong emotional impulse like rage can cause a person to act spontaneously without
thinking of the consequences of his or her own actions. An article stated that a study was
conducted on college students where students played a game that measured their level of
cooperation when listening to music conveying different emotional states. The group that
listened to happier music showed a higher level of cooperation than the group that listened
to angry or sad music which is another clear demonstration of how emotions can affect
actions [20]. Emotions can even affect your health and a direct health issue related to
emotion is clinical depression. Clinical depression is expressed as feeling of sadness for
extended periods of time and is a serious medical illness [18]. There are even physical
symptoms that usually accompany depression are vague aches and pains, including chronic
joint pain, limb pain, back pain, gastrointestinal problems, tiredness, sleep disturbances
[19]. Due to the strong correlation between music, emotion and mental health, the American
Music Therapy Association (AMTA) association was developed in 1998. AMTA uses
music to accomplish personalized goals such as managing stress, enhancing memory,
improving communications, alleviating pain, promoting wellness as well as physical
rehabilitation, and more. AMTA states the treatments are clinical and evidence-based.
Emotions from music also have a significant effect on people in different age ranges from
young to old. In an article by Shahram Heshmet, he explains that young people may derive
a sense of identity from the music they listen to [16]. In a report by Ryan Hill, he states
music has been recognized as one of the most influential elements of society. He
investigates the different genres of rap and their influence on people. The article referred to
a study from Emory University that discovered that teens between 14-18 who listened to
rap music were 2.5 times more likely to get arrested and 1.5 times more likely to partake in
illegal activities [17]. Researchers project that 20% of older adults are estimated to have
some type of mental disorder such as mood disorder or cognitive impairment. They
expressed depression as detrimental to older people due to its direct influence on emotional,
cognitive, and physical health, so they decided to research music-based emotion regulation
[21]. The study mentioned is critical as music is one of the most subtle and potent ways of
altering our emotions. Although this research does not aim to alter the emotional state,
emotion will be included as a feature to help the study select more engaging and pleasurable
music for the listeners.
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There are a variety of recommendation systems currently in use today. Most use a
combination of the features of the specific item and user preference to generate
recommendations. These recommendation systems can be a collaborative filtering system,
content-based system, or a combination of both. Considering the significant effect music
has on emotion, this study intends to investigate the use of a content-based music
recommendation system by incorporating the emotional aspect of the song with the
advantages of using a generative adversarial model.
Recommender Systems (RS) can be classified into three groups Collaborative Filtering
(CF), Content-Based (CB) and a Hybrid method which incorporates both prior named
methods. CF relies on how other users rate the item and compares the similarities between
different users and then recommends items to others based on their rating. There are two
types of CF systems: model-based and memory-based.
Memory-based CF uses the user rating historical data to calculate the similarity between
users or items. There are two varieties of memory-based CF. There are the item-based and
user-based, where item-based looks for users who like comparable items and outputs
recommendations based on items those users liked. While user-based predicts the items a
user might have interest in based on ratings given on that item by other users with a similar
taste. The memory-based approach uses underlying algorithms such as cosine similarity or
Pearson correlation. Model-based CF uses machine learning algorithms to predict users’
ratings of unrated items. Some methods include matrix factorization, clustering, and deep
learning. Content-based systems do not require user ratings and instead make
recommendations using the features of the items from the user's history.
Today music streaming services such as Apple Music, Pandora, Amazon Music, and Spotify
have their own music recommender systems. These systems are usually unique to each
streaming service and are a combination of more than one model. For example, Spotify
applies a combination of three different recommendation systems: collaborative filtering,
natural language processing and audio file models [15]. Their collaborative models
recommend songs by collecting information about what songs other users like. The
recommendations are based on a series of features determined for each song, and user
history. In previous studies there have been recommender systems built with a variety of
deep learning models. Still, there have not been any that utilized emotion as a key feature
in combination with the advantages of an adversarial generative model. There has been a
study that used a Convolutional Neural Network (CNN) for emotion-based
recommendations. However, this differs from this study since GANs has a built-in selfchecking mechanism that attempts to detect whether an item is from the sample data i.e.,
the user’s original tracklist. This unique trait of GAN will better help in identifying which
music a specific user would prefer.
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This study uses the Spotify API, which included over 18,000 songs with a useful set of
features: danceability, energy, key, loudness, mode, speechiness, acousticness,
instrumentalness, liveness, valence, tempo, duration, and language. There is also another
dataset with some of the emotion labels with the music, which will be combined with the
one previously mentioned. To classify the rest of the unlabeled data, this study will have to
have a few subjects label the emotion for a small portion of the songs. Since there are limited
resources and time, the rest will be predicted by using an active learning model. Ideally, the
study would have a substantial number of subjects to label the emotion data for the songs
since emotion can be very subjective, especially regarding how different people perceive
music.
After having all the emotions labeled, a GAN recommender system will be implemented to
generate a playlist for the user. A GAN model is mostly used for image recognition, text
generation, and even video editing. There is now a lot of research going into GAN
recommender systems. Some studies are showing promising results in building effective
GAN recommender systems since there are certain issues with recommender systems that
GAN models can seem to address. “Originally proposed for unsupervised learning, the
GAN approach can be applied in reinforced learning [3], which gives a high potential for
its applications in the generation of recommendations” [7]. This study aims to continue that
research and see how it applies to recommending music with the help of emotion.

2.

Related Works

2.1 Emotions & Music
Authors have studied the music recommendation systems in context to emotions with
different approaches [8]. Previous research has investigated music track selection to change
or maintain emotional and psychophysiological states to support mental wellbeing. The
study emphasizes the use of music's influence on humans by identifying the current mental
state the individual is in by finding emotional and other features in the music in combination
with external factors, personal data, and behaviors to alter their mental state. This study
collects a wide variety of data such as the current state in general personal data, physical,
sensory data, external factors such as social network-based applications, and interactive user
feedback as the individual listens to the track. All this data collection makes it difficult to
narrow down what factors influenced the individual's emotional state. This angle chooses
to alter the emotional state and aims to generate a satisfying experience, but a dynamic state
selected end point. There have also been recent studies that have investigated facial
expressions to determine emotional states which can be used to generate a playlist. The
results were not expressed in mathematical terms of error or otherwise but were just a
comparison of similarly selected features assigned by their feature detection software. But
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they reported the system successfully determined the mood changes during listening to
music [9]. This study assumes that if the facial expression can be properly identified into
one of the following categories happy, sad, fear, anger, surprise, or disgust, this would
generate an engaging playlist, which is another interesting approach [12]. There has been
research on emotion-based music recommendations for films as well. The investigated
soundtracks of films and generated emotions from the music features and film video where
captions, sound effects, visual features, and speech can also be factored in. This study
sought to create certain emotions that could be used for articulating film expression. It used
a modified Mixed Media Graph (MMG) to extract the emotion features and a Music Affinity
Graph (MAG) to discover the relationship between the music features and the emotions.
The result was that the best algorithm used between the two models they compared was 85
percent accurate.
Researchers have also used a music perception model to detect the emotion of audio files
in terms of valence and arousal index. This was done by continuously observing songs aired
on popular radio stations and creating a radio-induced emotion dataset. Back then, radio
music was an effective way of inducing emotions to influence decision-making for
marketing or Selling products [1].
There are also examples of studies where emotion is studied in other mediums related to
music. There has been research on emotion-based music recommendations for films, in this
study they investigated soundtracks of films and generated emotions from the music
features and film video where captions, sound effects, visual features and speech can also
be factored in. This study seeks to create certain emotions that can be used for articulating
film expression [10].
2.2 Analysis of Music
Ashu Abdul et al, [2] proposed an emotion-aware personalized music recommendation
system (EPMRS) to extract the correct song based on the mood. This system combines the
Deep Convolutional Neural Networks (DCNN) approach and the weighted feature
extraction (WFE) approach. The DCNN approach helped to extract the latent features from
music data for classiﬁcation. While in the WFE approach, implicit user ratings for the music
are generated to extract the correlation between the user data and the music data. The system
recommends the songs to the user based on calculated implicit user rating for the music.
In related research, authors used a large dataset and weighted feature extraction from userto-song relationships that are determined from user data. A deep convolution neural network
is deployed to get the song’s latent music features. The user’s listening history and audio
signals from the specific songs help classify and recommend songs to the user. Overall, the
study suggests some positive outcomes from this type of recommender system, but it would
also need to assess what the user is listening to now continuously. This research heavily
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relies on CNN to do this type of classification and it would be interesting to see if this
classification can be done more effectively with another type of deep learning model.
The objective of this following study is to find a way to classify emotions through music
using SVM. Emotional states considered anger, sadness, and happiness. Subjectivity when
it comes to emotion classification with music is a problem, to reduce the issue they build a
classification system applied to different subjects. This is also a project which uses subjects
to determine emotion. Subjects were asked to assign an emotion after hearing a certain song
and then there were a total of 24 emotion cognitive tracks made for each subject. There are
two SVMs that are created, one for arousal and one for valence. This can be an effective
way to classify music within the main emotional states. One of the ways to determine the
strength of their model was to use another music recommendation system approach to see
the validity of their method. It seemed to compete well with the other systems, but the only
issue was that there needed to be a larger collection music to pull from to get a more accurate
model [20].
2.3 GANs
A GAN is a generative model using deep learning techniques such as neural networks.
GANs are frameworks consisting of two sub-models known as the generator, and the
discriminator. The generator creates similar data to the training data while the discriminator
attempts to determine which data is real (from the training data) and which is fake (from
the generator). Prosvetov [7] did a study where he created GAN recommender system where
the system would recommend airline tickets to customers and compared it to a
recommender system that was based on a Deep Neural Network and was able to
successfully compete with it.
Most recommender systems suffer from data sparsity which occurs because users only
interact with a small portion of the objects when being used with matrix operations, this can
be overcome with GAN since the premise of the model is not matrix operation but just
reproducing synthetic samples, another problem that recommender systems face is data
noise this is negative or misleading samples that are uninformative and cause inaccurate
results this particular situation rarely applies for this case since the music selection of an
individual should not be wrong or inaccurate however if someone does have a song in their
playlist they do not like a GAN will help determine this since the main function is to identify
the true distribution of the selection of songs [11].

3. Data
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There are two data sets used in this research and they are combined on the track id column.
These data sets were combined because one has the feature emotion labeled while the other
does not. Along with additional data that will be gathered from subjects this information
would be used to generate the emotion classification for the entire data set using active
learning. The first data set was originally sourced from Spotify through the Spotify API,
downloaded from Kaggle. It consists of 25 features and 18,454 instances of songs. At the
same time, the second data set was also sourced from Kaggle and consisted of 19 features
and 686 instances. Only the eight most key features were used for the model to reduce noise
and for compatibility of the neural network. For the data set without emotion, they were
loudness, key, speechiness, acousticness, danceability, liveness, tempo, and energy. While
for the dataset with emotion the features used were speechiness, acousticness, danceability,
liveness, tempo, energy, valence, and emotion. When identifying emotions in music it is
prone to subjectivity since people experience emotions in different ways. The main
objective of this paper is to find out if we can generate a more effective playlist by utilizing
emotion as a key feature. With that said, this study does not delve into the complexity of
manually generating emotion classification of songs from audio features, environmental
sensors, user interface activities or other methods. Emotions generated through these
methods must be tested and authenticated to prove the accuracy of the predicted emotion.
In the study, some of the songs have emotions classified while others do not so we are
working with partially labelled data. Each unclassified song needs to be assigned either one
or a combination of the two primary emotions. Ideally, for this study, data would be
collected from a larger sample group of people, but this is not feasible due to limited
resources and time. The emotion sampling capability is limited, and it is not possible to
obtain emotions for every song, however a portion of the data will be labeled. An active
learning machine learning model labels the rest of the songs and completes the process.
3.1 Data Exploration
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Fig. 1 The above figure is a correlation plot between the numerical features in the Spotify dataset.

Going through the Spotify dataset that was made available through the Spotify API there is
a special focus on valence. Valence is the measure of positivity in a track where a high
valence means the song is happy, cheerful, or euphoric while a low score would be
considered sad, depressed, or angry. From Fig 1. The plot shows there is not much
correlation with valence and the other numerical variables. The only two other features that
show a correlation around .5 with valence are energy and danceability. So, looking at the
energy and danceability specifically compared to valence one can see a positive linear
regression with both.
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Fig. 2 The above figure is scatterplot of the danceability and valence features of the Spotify data
showing that there is a positive correlation.
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Fig. 3 The above figure is scatterplot of the energy and valence features of the Spotify data showing
that there is a positive correlation.

There were 6 major playlist genres which are rock, r&b, pop, edm, latin and rap, these were
divided into playlist sub-genres to a total of 24. Genre is a significant feature which was
seen in an initial analysis. There seems to be a clear distinction between the playlist genre
and various features in the data set including valence, danceability, energy, acousticness
and loudness. There is a large variation in the median acoustic values between genres, r&b
has the highest median value of acousticness at about 0.18 followed by Latin music at 0.17
while EDM and rock has the lowest values at about 0.12. The acousticness measures how
confident that the song is acoustic. The genres with highly danceable music are rap, latin
and r&b with median values of about 0.71, 0.7 and 0.68 respectively, while rock had an
exceptionally low danceable value of 0.5. The genres have similar valence levels except
latin which has a high median value of 0.62, while edm has a low median value of 0.38.
Investigating individual scatter plots a slightly negative correlation between energy and the
how acoustic the song was as the energy increased the acoustic level slightly decreased, and
slightly positive correlation between the loudness and the energy. Also, it's been shown that
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speechiness, liveliness and acousticness were strongly right skewed, while loudness was
strongly left skewed.

4. Methodology
4.1 Emotion Labeling using Active Learning
The data used for this project is a combination of two data sets. The smaller data set has
emotion identified; however, this data set does not have the genre of the song. While the
larger data set that will be concatenated to the first does not have emotion classified. In this
study there will be several sample emotions that will be obtained by members of the
research group identifying and labeling the emotions they experienced by listening to the
song. Due to limited time and resources this can only be completed for a certain portion of
the songs in dataset. This is a frequent problem within the data science community since
data collection can be costly and time consuming.
Typically, when there is a certain amount of unlabeled data, a good sizeable portion would
need to be labeled and then a model would have to be trained on that dataset to make some
sort of prediction for the rest of the unlabeled data. This method of classifying data is what
is known as passive learning. Now there is a new way to classify unlabeled data known as
active learning. It is still a topic that is being heavily researched, but it is showing promising
results, especially in Natural Language Processing where it must deal with copious amounts
of unlabeled data. Active learning gives researchers the opportunity to classify unlabeled
data by reducing the amount of labeled data that is primarily needed to train the model. The
main idea behind active learning is that if the learning algorithm is given the opportunity to
choose the data it wants to learn from it will be able to perform better than traditional passive
learning methods with less data [22].
When it comes to active learning, there are three different sampling scenarios that are
usually applied. The three scenarios are membership query synthesis, stream-based
sampling, and finally pool-based sampling. In this study, the active learning model is being
used in pool-based sampling. Pool based sampling is used when there is a small set of
labeled data and a large pool of unlabeled data. Instances are drawn from the pool with an
informativeness measure. This informativeness measure is derived from something called
uncertainty sampling. Uncertainty sampling in an active learning framework is when the
active learning model queries the instances which it is least certain how to label [23]. There
are three different ways of doing so. The first is called the least confidence strategy which
selects the instance that has the least confidence it is most likely label. Then there is the
margin sampling strategy which picks an instance and differences probabilities of the first
and second most probable labels. Then finally, the sampling method that is being used in
this study, the entropy formula, where x is the instance and yi is the specific label:
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Even though the purpose of the active learning model is to use a small set of labeled data to
determine the unlabeled data. The approach in this study was to first use the model only
with the labeled data and cross validate the results with the actual label to assess the
accuracy of the model. When the model is effective a certain accuracy then the active
learning model will be implemented to classify the rest of the unlabeled data.
4.2 Generative Adversarial Networks
Generative adversarial networks (GAN) are a framework consisting of two neural networks,
a generative and discriminative network, these two models are trained concurrently. The
generative model uses supervised learning to discover patterns and trends in the data that
can capture the data distribution to generate new instances of the data, while the
discriminative model estimates the probability of the data coming from the actual data set
or the generated one. The overall idea is that these two models are competing, the generator
is creating synthetic music features that it passes to the discriminator with hopes to
maximize the probability of the discriminator not identifying that the data is synthetic. The
goal of this competition is to improve the model until the model generated music is for an
individual is indistinguishable from the music an individual would have listened to, hence
creating an improved recommender system. As related to our project the GAN will produce
a set of synthetic songs. These songs are compared to a list of songs and the most similar
songs to the synthetic songs are selected as recommendations.
The generative model applied in this system is multilayer layer perceptron (MLP). There
are several types of GAN that can generate diverse types of synthetic data. Some types
include Conditional GAN (CGAN) which has conditional parameter incorporated in the
model, the Deep Convolution (DCGAN) which has a network of convolution layers and is
suitable for image generation. In this paper we use a vanilla GAN which consists of two
layers of MLPs. MLP uses supervised learning technique called backpropagation to train
feed forward neural networks which is what a MLP is. The mathematical equation is
optimized using gradient descent, in other words losses generated by the discriminator are
sent to the generator and back to itself to improve the next batch of results. The inputs for
the model are real data and latent space samples. Latent space samples were random
continuous numbers from 0 to 1 that are converted to tensors with the same number of
columns as real data. The real samples were normalized before input and there were no
features with negative values. When results were output, they were inverse transformed
back to be compared with the test data which were not transformed. The formula for the full
is seen below
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where,
G = generator
D = discriminator
pdata(x) = distribution of real data
p(z) = distribution of generated data
x= sample from real data(pdata(x))
z = sample from generated data (p(z))
D(x) = discriminator network
G(z) = generator network
Training the GAN
For the number of epochs in k steps the noise is passed into the generator while the
discriminator is idle in this stage only forward propagation is done. The output from the
generator as well as the input is passed to the discriminator predictions as the data labels
are also passed into the discriminator. The loss function calculates the error and is passed
back to the discriminator, which is updated by ascending its stochastic gradient. The losses
for the generator are passed to it and the update occurs by descending its stochastic gradient.
Discriminator update algorithm:

Generator update algorithm:

5. Results
Table 5.1. Accuracy results
Euclidean Distance

Accuracy

Cosine similarity

Emotion

No Emotion

Emotion

No Emotion

0.61

0.47

0.54

0.41
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Table 3.1 is a summary of accuracy from all test subjects combined. In both metrics the emotion
incorporated model had better accuracy results. The model with emotion was 13% higher in
accuracy for euclidean distance and 12% higher for cosine similarity. The accuracy results do
not correlate to the results in the statistical tests, since we see a higher accuracy in the results
with emotion. This may be because of a variety of reasons such as similarity metric suitability,
a wider range of test subjects, more avenues of capturing emotions conveyed by songs and other
reasons described in discussion section. In this study all other features were held constant except
for the two features that were used to incorporate emotion. Neural networks must have a certain
number of inputs that will affect the number of neurons in hidden layers of the network, for this
reason when the emotion feature is removed it had to be replaced. Since the features were
replaced by other features, the replaced features may have contributed to the results, positively
or negatively.

Table 5.2 Statistical test results
Euclidean Distance

Cosine similarity

0.051

0.080

Paired t-test p value

A Paired t-test was carried out on the recommendations to see if there was any difference
in the recommended songs with or without emotion incorporated in the model. The null
hypothesis states the mean difference between sample distributions is equal to zero. These
statistical tests were performed by collecting the scores from the similarity metrics of both
models and comparing them both distributions. From the results in table 3.2 both values are
above 0.05 significance so there is insufficient evidence from these results we fail to reject
the null hypothesis. This means the recommendations from both models show no difference
in performance.
Table 5.3 Recommendation similarity scores per song for Subject
No-Emotion

Emotion

Subject 1

Subject 1

Euclidean distance

Cosine similarity

Euclidean distance

Cosine similarity

1.5197

0.999984

2.198920108

0.9999841

1.1323

0.999970

3.459064694

0.99997017

1.8956

0.999968

5.802268461

0.99996841

1.4493

0.999988

3.513973914

0.99998848

2.6448

0.999965

3.669265847

0.99996484

1.9315

0.999974

3.169606848

0.99997355
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1.0853

0.999971

1.035656121

0.9999709

2.9141

0.999971

3.280530614

0.99997137

9.8326

0.999970

6.309128958

0.99997004

0.3771

0.999988

2.875532337

0.9999875

Subject 2

Subject 2

1.5083

0.999975

2.881095847

0.99997501

1.6152

0.999982

3.009589017

0.99998153

2.3953

0.999958

4.227493154

0.99995785

1.1170

0.999965

3.273390279

0.99996479

4.0958

0.999969

3.08622661

0.9999686

1.6357

0.999995

2.589977153

0.99999511

1.4562

0.999967

3.792029003

0.99996691

1.4572

0.999986

3.008263865

0.9999855

3.4155

0.999966

6.032963217

0.99996634

1.1862

0.999960

2.469443298

0.99996045

8.1032

0.999989

27.94812987

0.99998871

Subject 3

Subject 3

5.2419

0.999972

4.183723891

0.99997232

2.5075

0.999977

3.660045486

0.99997699

1.0085

0.999990

2.239902906

0.99999009

4.1664

0.999989

2.181314233

0.99998899

1.0148

0.999984

2.242708951

0.99998379

11.9504

0.999980

8.234428238

0.99998042

1.8422

0.999985

3.033822014

0.99998487

1.6167

0.999928

3.273022019

0.99992767

1.7640

0.999990

3.499429732

0.99998999

3.4408

0.999980

5.816164715

0.99998022

1.0957

0.999957

3.318144173

0.99995668

In the table above the similarity scores for the recommended songs for both metrics are
shown. The cosine similarity averaged at 0.99 accuracy while the euclidean distance
averaged at 2.3 for the model with emotion. The model without emotion average scores
were 0.99 for cosine similarity and 3.7 for the euclidean distance. These are much higher
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than the rankings by the test subjects, which implies the similarity metrics were not efficient
in finding personalized recommendations of the subjects. Although not covered in this paper
further studies can be explored for methods to check for overfitting in neural networks and
the effectiveness of similarity metrics in neural networks.

6. Discussion
This study implements a GAN to reproduce features of a song that will closely represent
the type of songs the test subject would like. The GAN would be tested with two datasets.
One dataset incorporates emotion using two features and the other dataset without emotion.
The effectiveness of the recommendations is measured with cosine similarity and euclidean
distance, to determine the accuracy and statistical significance of the recommendations. It
is imperative to point out that the similarity algorithms play a significant role in this
recommender system since the GAN does not recommend songs. The full responsibility of
song selection falls on the similarity measures to identify the most appropriate songs. The
GAN may generate exceptionally superior results but if the similarity measures cannot
properly identify the combination of similar features between songs a less than desirable set
of songs will be selected. The recommendations were generated by comparing the features
of the songs that were most closely related to the synthetic music produced by the generator,
the songs with the closest similarity measures were selected, and compared to the user's
playlist. The average cosine similarity score was above 0.98% for all recommendations for
both models, with and without emotion. The average euclidean distance is 2.16 which is
impressive since it is a small value. Since recommendations and emotions are subjective
the subjects ranked the playlists to verify if these metrics produced the best songs.
The accuracy score suggests that songs recommended from the data incorporating emotion
had a higher likeability rate than the data without emotion. However, the statistical tests did
not have the same conclusion it showed there were no difference between the
recommendations with without emotion incorporated. Accuracy scores show that the
highest score was 61%. This means that the models did not perform well in recommending
personalized songs for the test subjects. One major reason may have been the similarity
metrics chosen. Currently there are a variety of similarity metrics being used in machine
learning, and they can be divided into two separate groups namely similarity based, and
distance based. One metric was chosen from each group, cosine similarity from similarity
based and euclidean distance from distance based. These metrics were chosen because they
are popularly used for recommender systems with satisfactory results and cover the two
categories of similarity metrics. These metrics may not have performed well due to the
inherent nature in which they function. Cosine similarity is usually implemented with
matrix factorization recommendation systems. Matrix factorization normally suffers from
data sparsity which makes data farther apart in length, cosine similarity can overcome this
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since it uses direction and not length to determine similarity. Neural networks do not suffer
from data sparsity and the output of neural networks may not be conducive for this metric
however further analysis should be conducted on the internal structure of the output in
relation to cosine similarity method of measurements. The euclidean distance measured the
direct distance between two points, and it performed slightly better than the cosine similarity
in both models. In prior studies it has been noted that high dimensional data has a negative
effect on the performance of distance metrics and can be argued to lose meaning. Further
studies on the effects of high dimensional data with distance metrics should be conducted
to determine the effectiveness of the euclidean distance.
This study primarily depends on two stages, the quality of the synthetic music generated
and the ability of the similarity algorithms to properly identify similar songs. The loss per
epoch chart gave us an insight into how the GAN was performing. In both the model with
and without emotion the epochs did not smooth out at the end on the runs this may imply
that a higher number of epochs may produce better results. However, the number of epochs
does not guarantee that there will be little or no loss variation at the end and weighing cost
versus returns we could run no more than 600 epochs on the data due to memory and
computing limitations.
The results, however, do not specify the extent to which the emotions played, there has not been
an analysis on the feature importance's in the model. The attempt to magnify the role of emotion
was implemented by holding all other features constant with exception of the replacement
variable, but there are no calculations to further support this method. Another scope of the results
that were not covered is how effective the similarity measured the recommendations. The
similarity scores for the recommendations were remarkably high but these did not translate to
the rates by the subject, more studies into the methodology of how the comparison should be
made would benefit this analysis. An aspect of analysis that investigates how well the emotion
features were assigned to the songs was not in the scope of this study.

One of the uncertainties that this paper faced is having decisive answers to whether the
emotion incorporated data impacted the results, since the euclidean distance metric showed
that emotion feature did have a positive effect on the recommendations from the statistical
tests while the cosine similarity metric implies there was no difference in the
recommendations using both data with and without emotion. A solution to this would be to
create a GAN model that would recreate music by correctly classifying the song to the
correct emotion, this would tell reveal how well the model can learn the emotion of a song.
If the GAN classifies the emotion well, then it would be understood that when these
emotions are in the data as compared to out of the data, if there is no difference in outcome
of recommendations it would be give stronger indication that the emotion did not have an
impact on the recommendations since it was the GAN properly understands the correct
emotion for each song.
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There was a limitation with this study. For one, there was an issue with the number of test
subjects. Since the perceived emotion through music is subjective from person to person,
there was a need for a larger number of test subjects to label the emotions but due to the
limited resources of this study this could not be accomplished. The emotion labels were
created by a small number of test subjects so when the active learning was applied to the
rest of the unlabeled data the emotion labels were based on the experiences of a small
portion of people. In the future, to get better and more accurate results, a study would need
to have a larger sample size of people and make sure each person labels a certain minimum
number of emotions for each song (i.e., 25 songs labeled happy, 25 songs labeled sad, etc.)
this way there will be a better distribution of each emotion.
To get a better understanding of the emotional state as well as the listening preferences of
the user there should be an understanding of the overall listening history of the individual.
Data in other aspects of the user’s life would also aid in achieving optimum analysis.
Relationship status, current occupation, active lifestyle or otherwise, recent concerts,
categories of media consumption, state of health may affect listener's emotional state while
ranking songs. These details are important in not only understanding the user’s emotional
state but also to get a better idea of what type of music the individual prefers. The time-ofday user listens to music and what type of music the user may be open to listening to in the
future can also be helpful.
6.1 Ethics
As mentioned before, emotional labeling was taken from a few subjects in this study, but it
was done with their consent. If this study were to be done with more test subjects, then it
would also have to be done with their consent as well because they would be giving up a
little glimpse into their emotional insight which could be considered a breach of their
privacy if permission were not asked. Previously when it was stated how the study could be
better by developing a better understanding of a person’s emotional state with access to
more data, that could be an ethical concern. Retrieving data from other aspects of a user’s
life could be a breach of consumer privacy laws. If this were applied, whichever company
wanted this data would have to ask for permission to access the rest of the user’s data but
even then, this could still be a bit invasive.

7. Conclusion
Overall, the results of the research do not point to any definitive conclusion on whether
emotion can play a key role in making a better recommendation system. Although there was
no statistical significance between the model with or without emotion, the accuracy was
better for both metrics in the model with emotion. Though both p-values were not
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statistically significant they were near to 0.05 significance level. With additional measures
taken, as specified in the discussion and ethic section emotion may be found to be
statistically significant. Some of the improvements that could have increased statistical
significance are additional subject participants, research into the most effective similarity
metric, additional methods of obtaining emotions including lyrics analysis and test subject
behavioral analysis during listening process. Further research that can be done to improve
results include using better resources to extract emotional data (i.e., machines that can read
heartrates, breathing signals, or facial expressions).
This study shows that there is potential for emotion to be a significant feature when
recommending music. Future research and even implementation of this subject area can
really help users discover music through another avenue outside of features one might see
in the Spotify data set. Research would have to be done to find better and more sophisticated
ways to label the emotion of the songs but also find the real time emotions of the user as
well, with this in conjunction, I can see emotion can be a valuable asset in music
recommendation.
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