This article surveys the important role, in a variety of applied mathematical contexts, played by the socalled Schottky-Klein (S-K) prime function. While it is a classical special function, introduced by 19th century investigators, its theoretical significance for applications has only been realized in the last decade or so, especially with respect to solving problems defined in multiply connected, or 'holey', domains. It is shown here that, in terms of it, many well-known results pertaining only to the simply connected case (no holes) can be generalized, in a natural way, to the multiply connected case, thereby contextualizing those well-known results within a more general framework of much broader applicability. Given the wideranging usefulness of the S-K prime function it is important to be able to compute it efficiently. Here we introduce both a new theoretical formulation for its computation, as well as two distinct numerical methods to implement the construction. The combination of these theoretical and computational developments renders the S-K prime function a powerful new tool in applied mathematics.
Introduction
Special functions have always played a pivotal role in the applied sciences and, while the heyday of their study has arguably passed, they remain a powerful and ubiquitous tool. Indeed the most cited mathematical work of all time is Abramowitz and Stegun's Handbook of Mathematical Functions (Abramowitz & Stegun, 1972) , which in recent years has received around 2,000 citations per year. In a 10-year project, this classic monograph has been entirely revamped as the 'Digital Library of Mathematical Functions' (DLMF) which is both an online resource (http://dlmf.nist.gov) and a textbook reference called the NIST Handbook of Mathematical Functions (Olver et al., 2010) . THE S-K PRIME FUNCTION: A TOOL FOR APPLICATIONS 591 on the solution of standard boundary value problems whose numerical solution by standard methods (e.g. boundary integral methods) is by now well established.
The plan of the article is as follows. In Sections 2-4 we present some background explaining what the S-K prime function is, its defining properties and some of its uses. In Section 5 we outline some aspects of potential theory that will be needed in the development of Section 6 which gives details of the new numerical algorithm we propose for computation of the prime function. In Sections 7 and 8 we implement the numerical method using two distinct computational schemes: the first is a novel approach (an alternative to standard boundary integral methods) that makes use of Fourier representations of unknown data on the domain boundaries and use of so-called 'global relations' to determine that unknown data; the second implementation is closer to a standard boundary integral calculation but is less traditional in that it makes use of the generalized Neumann kernel in formulating the boundary integral equations. Both methods are shown to facilitate fast and accurate calculation of the prime function; cross-checking the results of the two separate methods afford a verification on the formulation and this is done in Section 9. Finally, in Section 10, we showcase just a few of the many possible physical applications of this new computational tool.
To accompany this article, and in the spirit of promoting wider use of the S-K prime function in applications, we have prepared easy-to-use software packages (based on the new formulation of this article) on the MATLAB platform (Crowdy, 2016b; Kropf, 2015; Nasser, 2016) . These packages enable the user to readily compute the S-K prime function.
The simplest prime function
The S-K prime function is a classical mathematical object discussed, e.g. in Baker's 19th century monograph on abelian functions (Baker, 1897), but it is not well known. Every mathematician-and likely every scientist-has, however, come across its simplest instance since it underpins a result as basic as the fundamental theorem of algebra. The latter states that any Nth degree polynomial P N (ζ ), with N ≥ 1, can be uniquely factorized into a product of simpler functions of the form
where {γ k |k = 1, ..., N} are the roots of the polynomial. It is natural to define the simple monomial function of two variables, ω(ζ , γ ) ≡ (ζ − γ ), to be a 'prime function' because, in analogy with the fact that any integer can be factorized into a unique product of prime integers, any polynomial can be uniquely factorized into a product of such prime functions, viz,
By extension, any rational function R(ζ )-a function whose only singularities in the extended complex plane (or Riemann sphere) are poles-can be written in the form
where {α k |k = 1, ..., N} are the zeros and {β k |k = 1, ..., N} are the poles of the function. The S-K prime function is the name given to the function which replaces the simple monomial function (ζ −γ ) when the underlying compact Riemann surface has genus greater than zero. Any meromorphic function R(ζ ) on such a surface then also has a representation very much akin to (2.3) that explicitly reflects the positions of its zeros and poles. The prime function for general compact Riemann surfaces was first considered by Schottky (1887) and Klein (1890) . It is discussed by Burnside (1891) and treated in a special chapter of the classic monograph by Baker (1897) . It has close mathematical connections with the notion of a 'prime form' (Fay, 1973) on the Jacobi variety associated with a compact Riemann surface, and prime forms have over the years found much application in, e.g. algebraic geometry, mathematical physics and integrable systems theory.
The S-K prime function arising naturally within the Schottky model of algebraic curves has, by contrast, been used much less often and, in particular, its relevance to analysis in multiply connected domains has only very recently been formulated and explored, principally by the first author and his group. Hejhal (1972) considers the S-K prime function in his discussion of the classical kernel functions of planar domains, and it is on the particular application of the prime function to planar domains that the present article will focus. It is possible to associate with any multiply connected planar domain a compact symmetric Riemann surface called its 'Schottky double' (Gustafsson, 1983) . The S-K prime function on such symmetric Riemann surfaces has certain special properties which will be reviewed here. Consequently, many results concerning the function theory of a planar domain can be conveniently expressed in terms of the S-K prime function on its Schottky double.
A more complicated prime function
The S-K prime function for the Riemann sphere is simple and familiar. The prime function for a sphere with one handle, or the torus, is more interesting and provides an instructive window on the higher genus case. One mathematical model of a torus is to consider the two neighbouring annuli ρ < |ζ | < 1 and 1 < |ζ | < 1/ρ, where 0 < ρ < 1 is a real parameter; these two annuli will model the two symmetric 'sides' of the Schottky double. They already meet at the circle |ζ | = 1 but we also want them to be associated at the two other boundary circles |ζ | = ρ and |ζ | = 1/ρ (which, we note, are reflections of each other in the circle |ζ | = 1). A holomorphic identification of these two circles is provided by the Möbius mapping ζ → ρ 2 ζ . A meromorphic function F(ζ ) on this torus can be defined as a function satisfying the functional relation
and having only poles in the annulus ρ ≤ |ζ | < ρ −1 . As a function defined in the extended complex plane by the functional relation (3.1) F(ζ ) will have poles in all other so-called 'equivalent annuli' obtained by repeatedly mapping the annulus ρ ≤ |ζ | < ρ −1 under the transformation ζ → ρ 2 ζ or its inverse ζ → ρ −2 ζ (these will produce a tessellation of the plane excluding singular points at ζ = 0 and ∞). Meromorphic functions satisfying (3.1) have been dubbed 'loxodromic functions' (Valiron, 1966) .
But how do we construct functions satisfying (3.1)? Consider P(ζ ) defined by the infinite product 
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(Notice that this function depends on the parameter ρ, but our notation does not include this explicitly as an argument of the function.) Using standard methods for infinite products (Valiron, 1966 ) the function (3.2) can be shown to be absolutely convergent for all ζ = 0, ∞ and 0 < ρ < 1. It is easy to confirm, directly from this definition, that P(ζ ) satisfies the functional relation
3)
The function P(ζ ) does not itself satisfy (3.1), but the ratio of products
does satisfy (3.1) provided the parameters {α k , β k |k = 1, ..., N}, which are all points inside the annulus ρ ≤ |ζ | < ρ −1 , satisfy the single condition
This result can be established by a simple exercise based on repeated use of (3.3). By inspection, R(ζ ) can be seen to have only poles in the annulus ρ ≤ |ζ | < ρ −1 and is therefore meromorphic on the torus. On comparing (3.4) with (2.3) it is natural to identify the function P(ζ ) with the prime function for the torus and, up to normalization by a multiplicative constant, this is indeed the case.
An important observation is that since P(ζ ) is analytic in the annulus ρ < |ζ | < 1 then, in addition to the infinite product expression (3.2), it also has a convergent Laurent series there. By making use of (3.3) this can be shown to be given by the rapidly convergent series
where
The Laurent series (3.6) converges everywhere in the annulus ρ ≤ |ζ | < ρ −1 . These two representations of the same function furnish the identity
which relates an infinite product to an infinite sum. Indeed, as discussed in Crowdy (2008a) , the function P(ζ ) can be related to the first Jacobi theta function and the relation (3.8) is essentially the Jacobi triple product identity (Watson & Whittaker, 1927) .
The S-K prime function for multiply connected circular domains
In Sections 2 and 3 we have described the prime function associated with two of the simplest circular domains: the unit disc and a concentric annulus. But it is possible to associate a S-K prime function to any multiply connected circular domain. We continue to denote such a function simply by ω(ζ , α) even though, now, the reader must remember that it will also depend on the parameters characterizing the circular domain on which it is defined. Let D ζ be a multiply connected circular domain comprising the interior of the unit ζ -circle, which we denote by C 0 , with m ≥ 1 smaller circular discs excised. The boundaries of the m smaller interior circles will be denoted by {C j |j = 1, ..., m}. The concentric annulus considered earlier corresponds to the case m = 1. Figure 1 shows an example with m = 2. The centre and radius of the circle C j will be denoted by δ j and q j , respectively. By extension, for C 0 , we also define δ 0 = 0 and q 0 = 1. The entire boundary of D ζ is denoted by ∂D ζ .
We define m Möbius maps {φ j |j = 1, ..., m} by requiring that
so we can read off the fact that Armed with the set {φ j |j = 1, ..., m} we now introduce the Möbius maps
Now let C j be the circle obtained by reflection of the circle C j in the unit circle C 0 , i.e. C j is the circle obtained by subjecting points on C j to the transformation ζ → 1/ζ . It is easily verified that the image of the circle C j under the Möbius map θ j (ζ ) is the circle C j ; thus θ j (ζ ) identifies circle C j with circle C j . Since the m circles {C j |j = 1, ..., m} are non-overlapping, so are the m circles {C j |j = 1, ..., m}. The (classical) 'Schottky group' Θ is defined to be the infinite free group of Möbius maps generated by compositions of the m basic Möbius maps {θ j |j = 1, ..., m}, their inverses {θ −1 j |j = 1, ..., m} and the identity map. The centres and radii of the reflected circles {C j |j = 1, ..., m} will be denoted by δ j and q j , respectively. The unbounded, open domain exterior to the circles {C 0 , C 1 , . . . , C m } will be denoted D ζ , and its boundary by ∂D ζ .
Consider the (generally unbounded) region of the plane exterior to the 2m circles {C j , C j |j = 1, . . . , m}. Let this region be denoted F; it is a fundamental region of the Schottky group Θ. This is because the entire plane is tessellated with copies of this fundamental region obtained by mapping F by the elements of the Schottky group. The fundamental region F can be understood as having two 'halves'-the half that is inside the unit circle but exterior to the circles C j is the domain D ζ , the other half, D ζ , is the region outside the unit circle and exterior to the circles C j . This other half (or copy of D ζ ) is obtained by an (antiholomorphic) reflection of D ζ in the unit circle C 0 .
For readers familiar with the usual nomenclature associated with the theory of compact Riemann surfaces we point out that these two halves of F, one just a reflection through the unit circle of the other, can be viewed as a model of the front and back sides of the Schottky double (Gustafsson, 1983) . The circles {C j |j = 1, ..., m} can be identified with a set of a-cycles of this compact Riemann surface (by identification, the circles {C j |j = 1, ..., m} also correspond to a-cycles); any line joining identified points on C j and C j can be identified with a b-cycle (Crowdy & Marshall, 2007a; Crowdy, 2010b) . There are m such b-cycles. Any compact Riemann surface of genus m also possesses m holomorphic differentials (Farkas, 1967) which we shall here denote by {dv j (ζ )|j = 1, ..., m}. The functions {v j (ζ )|j = 1, ..., m} are the integrals of the first kind and each is uniquely determined, up to an additive constant, by its periods around the a and b-cycles. The functions {v j (ζ )|j = 1, ..., m} are analytic, but not single valued, in F. Here we normalize the holomorphic differentials so that
The value δ jk is the Kronecker delta, and the matrix of constants τ jk defines the so-called period matrix (Crowdy & Marshall, 2007a; Crowdy, 2010b) . Armed with a normalized basis of a and b-cycles, the m integrals of the first kind and the Schottky group Θ, we have all the necessary machinery to be able to define the S-K prime function. The following theorem is established in Hejhal (1972) :
Theorem 4.1 There is a unique function X(ζ , γ ) defined by the properties:
is analytic everywhere in F (except possibly at the point at infinity when it is included in F).
(ii) For γ ∈ F, X(ζ , γ ) has a second-order zero at each of the points {θ(γ )|θ ∈ Θ}.
Hejhal (1972) then defines the 'Klein prime function' ω(ζ , γ ) (or what we will call, following Baker (1897), the S-K prime function) as the square root of this function, i.e.
where the branch of the square root is chosen so that
The prime function in multiply connected domains satisfies properties similar to (ζ − γ ) relevant in the simply connected setting. First, it satisfies the skew-symmetry relation
(4.10)
Moreover, the prime function ω(ζ , γ ) associated with multiply connected circular domains has an additional symmetry property (first demonstrated in Crowdy & Marshall (2005) using an infinite product representation and then established more generally in Vasconcelos et al. (2014) ), given by
Potential theory
Following Crowdy & Marshall (2007a) , who derived a forebear of the numerical construction to be presented here, we seek to compute the prime function by identifying a boundary value problem satisfied by X(ζ , α). The idea here is to show that X(ζ , α) can be found once some basic potential theoretic functions have been determined, namely the m first kind integrals {v j |j = 1, ..., m} together with a socalled modified Green's function G j (for some choice of j = 0, 1, ..., m). The definition of these basic objects of potential theory are now given in this section. Finding these functions numerically turns out to involve nothing more than the solution of standard boundary value problems for single-valued analytic functions with imaginary parts specified on the boundary components. These are known as modified Schwarz problems (Crowdy, 2008b) . 
., m}
It was shown in Crowdy & Marshall (2007a) that, for Schottky doubles of planar multiply connected domains, the integrals of the first kind have some special properties that facilitate their numerical computation. For j ∈ {1, . . . , m}, we may write
wherev j is single valued in F. These functions satisfy
where the set {γ jk |j, k = 1, ..., m} are real constants which must be found as part of the solution. Using the case |δ j | > q j for purposes of exposition, the modified Schwarz problem for v j is then defined by
The statement for the case 0 ≤ |δ j | ≤ q j follows in an obvious way. Another useful property of the first kind integrals (Crowdy & Marshall, 2007a ) is
Also, the property (Crowdy & Marshall, 2007b )
holds for all points ζ on C j and will be needed in what follows.
The modified Green's functions
Suppose α is a point strictly inside D ζ . Then, as first shown in Crowdy & Marshall (2006 , 2007b , the so-called modified Green's functions of D ζ for j ∈ {0, . . . , m} can be written in terms of the prime function as
In Crowdy & Marshall (2007b) , these functions were shown to satisfy the boundary conditions
such that {Γ jk } is a set of constants determined by requiring the additional constraints
where ∂/∂n is the outward normal derivative and ds is the arclength differential. The functions {G j } are all analytic in D ζ , except for a logarithmic singularity at α, and we may therefore decompose them in the form
The boundary conditions (5.7) for the G j then produce a modified Schwarz problem for the single-valued analytic functionĜ j (ζ , α):
Recall that the circle C 0 is not a boundary of F-rather, it is the circle separating the two sides of the Schottky double-which should be a clue that G 0 (ζ , α) behaves slightly differently to the functions
has two logarithmic singularities in the closure of F, at α and at 1/α, with of course the exception of the case where |α| = 1, and we single it out by writing
It can in fact be shown that any G j , for j > 0, can be written as a combination of the function G 0 and the first kind integral v j . We thus have the following relationship between G 0 and {G j |j = 1, . . . , m}, which will be useful in the proof of one of the main theorems of this article.
Proof. Begin with the definition (5.6) of G j and the transformation property in (4.7). Then by calculation, for any ζ in F, we have
14)
which proves (5.12). Now suppose ζ is restricted to circle C j . From Crowdy & Marshall (2007b) we have Γ 0j = Im v j (α) . This, (5.5) and the fact that θ j (1/ζ ) = ζ when ζ ∈ C j , show that (5.12) then becomes (5.13).
The computation of the prime function
To formulate the boundary value problem for X = ω 2 we write
whereX is analytic in F. We will compute the unknown functionX. It turns out that two separate cases must be considered depending on the location of the point α:
(a) The case where the point α is not on any of the boundary circles {C j |j = 0, 1, ..., m} (Theorem 6.1).
(b) The case where α is located on a boundary circle (Theorem 6.2).
The proofs of these two results are given in Appendices A and B, respectively.
Theorem 6.1 Suppose α is in the fundamental domain and not on the unit circle, specifically α / ∈ {∂D ζ ∪ ∂D ζ }. ThenX(ζ , α) is an analytic function for ζ ∈ F, and
where Remark 6.1 Our preference for stating the boundary value problem forX(ζ , α) in terms of G 0 and {v j |j = 1, . . . , m} is a matter of implementation efficiency. Since the v j do not depend on the location of α, they may be computed once the domain is set and used repeatedly for any α given.
Theorem 6.2 Suppose α is located on one of the boundary circles of D ζ , i.e. α ∈ C k given some k ∈ {0, . . . , m}. ThenX(ζ , α) is an analytic function for all ζ in F, and
where also
and
(6.7)
Remark 6.2 When α is on an outer boundary circle, α ∈ ∂D ζ \ C 0 , we may take advantage of the transformation property (4.7). This is discussed further in Appendix C.2.
Remark 6.3 In all cases above, the solution forX will be determined up to a complex constant that will be set by imposing the normalization condition
stemming from (4.6).
In the next two sections we present two different numerical approaches to findingX(ζ , α). A traditional numerical approach to solving a modified Schwarz problem would be to employ standard boundary integral methods. However, we do not do that here and instead we present two methods each having more novel mathematical features: the method presented in Section 7 is based on a new transform approach to boundary value problems for analytic functions in circular domains recently formulated in Crowdy (2015a,b) ; the second method, described in Section 8, is closer to a more traditional boundary integral formulation but nevertheless is unusual in relying on use of the so-called 'generalized Neumann kernel' (Nasser, 2009 ) rather than the usual Cauchy kernel. In Section 9 we then compare the performance and accuracy of the two schemes.
Implementation 1: a spectral method based on global relations
In recent work (Crowdy, 2015a,b) a new transform approach to the solution of boundary value problems for Laplace's equation in multiply connected circular domains was expounded. At the heart of the method is the analysis of the so-called 'global relations', which can be used to determine unknown data associated with analytic functions defined in multiply connected circular domains (including those with straight line edges or polygons). Since the domains D ζ of interest in this article are all circular it is possible to use the ideas of Crowdy (2015a,b) to find solutions of the modified Schwarz problems needed to compute the S-K prime function. We now show how to do this. Readers may note that we have made available (Kropf, 2015) a downloadable implementation of this approach prepared on the MATLAB platform.
Suppose that on each boundary circle of ∂D ζ , the boundary values of a single-valued function f analytic in D ζ are given by real functions φ j and r j as
where {r j (ζ )} is a set of arbitrary given functions while the constants {γ j }, and the real parts {φ j (ζ )}, must be chosen in order to ensure that f (ζ ) is single valued in D ζ . This is a so-called modified Schwarz problem for f (ζ ). The approach advocated in this section is simple: the so-called global relations described in Crowdy (2015a,b) are used to find the unknown boundary data associated with the functions {v j |j = 1, ..., m} and, say, the modified Green's function G 0 , all of which satisfy modified Schwarz problems of this type. By virtue of Theorems 6.1 and 6.2 the complete set of boundary data for these functions provides the boundary data for the modified Schwarz problem for the required function logX(ζ , α).
Global relations
Given j, p ∈ {0, 1, . . . , m} and integers k, consider the integral functions
where integration is anti-clockwise on each circle and
The following theorem sets out the global relations, which encode the analyticity of f in D ζ :
holds for all 0 ≤ p ≤ m and all integers k < 0.
Proof. The proof follows from the fact that, for z in the complement of the closure of D ζ , Cauchy's theorem states
We first suppose |z| > 1. Then
But this means that the integral on the right-hand side is zero for all k ≥ 0 or equivalently, 
The value of the sum then follows directly from the definition of L p,j .
Remark 7.1 The global relations (7.4) are identical to those given in Crowdy (2015a,b) where they were derived in the context of certain transform pairs associated with finding analytic functions defined over general circular domains.
Forming a linear system
Define the linear function
so that for ζ ∈ C j parameterized by ζ = δ j + q j e iθ , we have η j (ζ ) = e iθ . For each unknown function φ j (ζ ) + iγ j , we may write the decomposition
for ζ ∈ C j , (7.11)
where we take γ j = Im a j,0 . From the boundary value problem it is clear that f will only be determined up to a real additive constant, so without loss of generality we take a 0,0 = 0. Applying the global relations in Theorem 7.1 we use the above form of f on each C j to see that
for p ∈ {0, . . . , m} and all k < 0. Substituting the series expansions into the L integrals along with the parameterized ζ values, we find that (7.14)
The integrals in these equations all fit the pattern
which we will call the 'binomial integral' on the circle. A significant advantage of our approach is that all such integrals can be evaluated in closed form without the need for numerical integration. Our application involves three cases of the binomial integral that are not difficult to establish. We begin by defining the binomial coefficient in the standard way,
If one assumes K ≥ 0, it then follows that
In the second case assume K < 0 and |A| > |B|, and it can be shown that
Finally, take K < 0 and |A| < |B|, which leads us to
For our domains, we never need to consider |A| = |B|. We summarize with the following theorem.
Theorem 7.2 The integrals L p,j (φ j + iγ j ; k), given k < 0, take on the following values. If p = 0 we have 
When p > 0 there are three cases:
3. and j = p:
Proof. Apply the binomial integral values to (7.13) and (7.14).
Discretization
We begin by truncating each series φ j + iγ j so there are 1 + 2N terms for each j. That is, Then x has Q := (m + 1)N − 1 elements. Using the global relations in the form (7.12) we build a system of equations such that 27) where the bar over x represents element-wise complex conjugation, and r represents the integrals on the right-hand side of (7.12) appropriately. The matrix L should have 2Q columns, and to determine the number of rows let k ∈ {−1, . . . , −N} if p = 0, and k ∈ {−1, . . . , −N − 1} for 1 ≤ p ≤ m. Limiting k when p = 0 amounts to dealing with coefficients {a 0,1 ; . . . ; a 0,N }, and otherwise limits the maximum possible coefficient index to N by the equations in Theorem 7.2, which is the desired discretization behaviour. Thus L has Q rows, and r is a column vector with Q elements. Now write L = A 1 A 2 where both sub-matrices are Q-by-Q. Then the system of (7.27) implies
If we consider the total number of unknowns to be 2Q, x and x, then we need Q more complex equations to match the number of unknowns. These are provided by taking conjugates: (7.29) where the bar over the matrix indicates element-wise conjugation. The new (square) system is then given by
The trapezoidal rule is used to compute the vectors r and r. A basic linear solver, the MATLAB backslash operator, is used to solve the system. The method thus has a computational cost of O(m 3 N 3 ). Since each boundary value problem in Section 6 is given in terms of the known imaginary part of an analytic function on ∂D ζ , it should be clear how to apply (7.30) to find the coefficients in the series expansions of the real part of the function, along with the unknown imaginary constants. The general strategy is summarized as follows:
(1) First apply (7.30) to find the m functions {v j |j = 1, ..., m} from the modified Schwarz problem given in (5.3).
(2) Next apply (7.30) to find the functionĜ 0 , and hence G 0 , via the modified Schwarz problem given in (5.10).
(3) Use the results from (1) and (2) above to provide the boundary data needed in Theorems 6.1 and 6.2 to solve the modified Schwarz problem for logX(ζ , α) and, hence, to determine the boundary values of the S-K prime function.
(4) Use a numerical continuation procedure to find values of logX(ζ , α), and hence the S-K prime function, inside the domain D ζ . Some technical details of this procedure are given in Appendix C.
Implementation 2: a boundary integral method using the generalized Neumann kernel
In this section Theorems 6.1 and 6.2 are again used to determine the S-K prime function by first determining solutions of modified Schwarz problems for {v j |j = 1, ..., m} and the modified Green's function G 0 . This time, however, these functions are found by solving integral equations based on use of the generalized Neumann kernel, which is to be described next. A downloadable MATLAB implementation of this approach is available in Nasser (2016) . and the inner circles {C j : j = 1, . . . , m}, are parameterized by .3) i.e. the elements of J are ordered pairs (t, j), where j is an auxiliary index indicating which of the intervals contains the point t. We define a parameterization of the whole boundary ∂D ζ as the complex function ζ defined on the total parameter domain J by
We shall assume for a given t that the auxiliary index j is known so we replace the pair (t, j) in the left-hand side of (8.4) by t. Thus, the function ζ in (8.4) is written as
Here we do not distinguish between the notations χ(t) and χ(ζ(t)) since, in view of the parameterization (8.5) of the boundary ∂D ζ , any real-valued or complex-valued function χ(ζ ) Hölder continuous on the boundary ∂D ζ can be interpreted viaχ(t) := χ(ζ(t)) as a 2π -periodic Hölder continuous function of the parameter t on J and vice versa.
We assume thatα is a given point in D ζ and define a complex-valued function A(ζ ) on ∂D ζ by
The generalized Neumann kernel N(s, t) and the kernel M(s, t) formed with the functions A(t) and ζ(t)
are defined on J × J by (Wegmann & Nasser, 2008) 
are boundary values of an analytic function on D ζ . The function ψ is the unique solution of the integral equation (8.10) and the function h is given by
The function h is a piecewise constant function on the boundary ∂D ζ , i.e. (8.12) with real constants h 0 , h 1 , . . . , h m .
For simplicity, a piecewise constant function on the boundary ∂D ζ of the form given in (8.12) will be denoted by
The boundary integral equation (8.10) is solved using the MATLAB function fbie, presented in Nasser (2015) . In this function, the integral equation (8.10) is solved accurately by the Nyström method with the trapezoidal rule (Atkinson, 1997; Kress, 2014) . Each interval J j for j = 0, 1, . . . , m is discretized by n equidistant nodes
The total number of nodes in the parameter domain J is (m+1)n. Hence, we obtain an (m+1)n×(m+1)n linear system which is solved using the MATLAB function gmres. Each iteration of the GMRES method (Saad & Schultz, 1986 ) requires a matrix-vector product, which is computed using the function zfmm2dpart in the MATLAB toolbox FMMLIB2D developed by Greengard & Gimbutas (2012) . In In the function fbie, we choose iprec = 5 (the tolerance of the FMM is 0.5 × 10 −15 ), restart = 10 (the GMRES method is restarted every 10 inner iterations), gmrestol = 10 −15 (the tolerance of the GMRES method is 10 −15 ) and maxit = 10 (the maximum number of outer iterations of GMRES method is 10). See Nasser (2015) for more details.
The order of the convergence of the Nyström method is based on the order of the convergence of the trapezoidal rule which in turn depends on the smoothness of the integrand. Under suitable regularity assumptions on the integrand, the order of the convergence of the Nyström method is the same as the order of the convergence of the trapezoidal rule (see e.g. Atkinson (1997, p. 109) and Kress (2014, p. 227) ). Since the boundaries of the domains considered in this article are circles they are C ∞ smooth. Thus, in view of the definitions of the functions ϕ 0 , ϕ 1 , . . . , ϕ m andφ 1 , which will be introduced below, the integrand in the integral equation is C ∞ smooth. Hence, the rate of convergence is O(e −cn ) for some positive constant c depending on the integrand.
By obtaining approximations to ψ and h, we obtain approximations to the boundary values of the function f . The values of f (z) at interior points z ∈ D ζ can be computed by the numerical continuation method outlined in Appendix C.
First kind integrals {v
Letv j (α) = a j + ib j and the function f j (ζ ) be defined by
Then the function f j is analytic in the domain D ζ and its boundary values satisfy 16) where based on the definition of v j and (5.3) we define (8.17) and
, then by Theorem 8.1 the function ψ j is the unique solution of the integral equation 8.19) and the piecewise constant function h j is given by (8.20) Then the functionv j is given byv
and the constants γ jk from the statement of the problem (5.3) for the v j are given by
If we assume that γ j0 = 0, then we have b j = −h j0 . The real constants {a j | j = 1, . . . , m} are still undetermined. But, as will be seen below, we do not need these values in our numerical calculation.
The modified Green's function
Assume that α is in the fundamental domain. LetĜ 0 (α, α) = a 0 + ib 0 and the function f 0 (ζ ) be defined by
Then the function f 0 is analytic in the domain D ζ and its boundary values satisfy
where, based on (5.10) and the definition of G 0 , we define 25) and h 0 (ζ ) = (h 00 , h 01 , . . . , h 0m ) is a piecewise constant function with
, then by Theorem 8.1 ψ 0 is the unique solution of the integral equation 8.27) and the piecewise constant function h 0 is given by
Then the analytic part of G 0 is given bŷ
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The prime function
Once again we employ the key results of Theorems 6.1 or 6.2 to provide the relevant boundary value problems to be solved for the prime function. Suppose that α ∈ F \ ∂D ζ -i.e. we take α to be any point in F including the circular boundaries {C j |j = 0, 1, , ..., m} but excluding the outer circular boundaries {C j |j = 1, , ..., m} (the latter will be treated separately). The single-valued analytic function logX(ζ , α) is a solution of the modified Schwarz problem 31) where, based on Theorems 6.1 or 6.2, the functionφ (8.33) and for α ∈ C k , k = 1, 2, . . . , m, bŷ
The functionĥ 1 (ζ ) is an unknown piecewise constant function. Let the functionf 1 (ζ ) be defined bŷ
It is analytic in the domain D ζ and its boundary values satisfy
, then by Theorem 8.1 the functionψ 1 is the unique solution of the integral equation 8.37) and the piecewise constant functionĥ 1 is given bŷ
The function logX(ζ , α) is then given by
By (6.1), X(ζ , α) can be written as (8.40) and
where c is an undetermined constant. Calculating c is easy for α in the closure of D ζ , since by the normalization condition (4.6) and our choice of the square root branch (8.42) and hence we have (8.43) wheref 1 (α) is known. For the parameter α ∈ D ζ , finding the unknown constant c requires extra calculations. On substituting ζ = 1 in (8.41), the constant c is given by (8.44) wheref 1 (1) is known and ω(1, α) still unknown. However, the value of ω(1, α) can be computed from (8.45) where the values on the right-hand side can be computed as explained above since 1/α ∈ D ζ for α = ∞ and 0 ∈ D ζ for α = ∞. It only remains to account for the case where the parameter α is on an outer circle boundary (α ∈ ∂D ζ ). For this we use the transformation property (4.7) and the fact (4.11) that there is a functional relationship involving points in D ζ and points in D ζ . Details are given in Appendix C.
To continue the solution of the boundary value problem outside the unit disc, we simply need to use the conjugate property of the prime function given by (4.11). Since 1/ζ is in the closure of D ζ , the values for ω(1/ζ , 1/α) are computed as above. See again Appendix C.
The computational cost for this method is given by noting the function fbie is called m + 2 times to compute the functions ψ 0 , ψ 1 , . . . , ψ m , andψ 1 . If α ∈ D ζ , then two more applications of the function fbie are required for the value ω(1, α).
Comparison and performance
In this section we study the numerical characteristics of the two implementations just described. For brevity, we will refer to the implementation presented in Section 7 as Method 1 (M1), and the implementation in Section 8 as Method 2 (M2).
Accuracy
To test the accuracy of M1 and M2 we use a formula given in Crowdy (2008b) for solving the modified Schwarz problem in terms of the prime function. Let f s (ζ ) be a single-valued analytic function in D ζ , then
where C is an arbitrary real constant. It should be emphasized that this formula cannot, of course, be used to solve the various modified Schwarz problems arising in this article because it is precisely the function ω(ζ , α) that we seek to find! But with ω(ζ , α) computed using M1 or M2, and by picking test functions f s (ζ ), the integral (9.1) can be used to test the accuracy of the computational methods. Let our test functions be
These were substituted into both sides of (9.1), with the S-K prime function on the right-hand side computed using M1 and M2, and the results compared at various points in the domain to find a maximum relative error value. Graphs of this relative error for the two methods are shown in Fig. 2 . 
Timing
It is instructive to compare the timing of the two methods. To do so we generate random circular domains for each value of connectivity m with a uniform inner radius size q = √ 0.15/m and minimum circle separation q. The parameter α for each domain is also chosen randomly and is at least distance q from any boundary. The solution to the boundary value problem forX is then computed for each domain. Note that M1 implemented with a generic matrix solver (e.g. the MATLAB 'backslash' operator) has a computational complexity of O(m 3 N 3 ), where N is 1/2 the number of terms in the truncated series used to represent the prime function on the boundaries (the spectral truncation level). On the other hand, M2 has a computational complexity of O((m + 1)n log n), where n is the number of collocation points on each boundary. For this check we set N = 32 in M1, which based on the result in the previous section is enough to achieve machine accuracy for the prime function, and we set n = 128 for M2. The result of the timing test is shown in Fig. 3. 
Illustrative calculations
The introduction to this article surveyed the many varied uses of the S-K prime function in applications (see also Crowdy, 2008a Crowdy, , 2012 . To give a flavour of the uses of the new computational tools we have described here, we present a sample of illustrative calculations.
A calculus for ideal flows
One of the authors (Crowdy, 2010a) has described how the S-K prime function can be used to build a complete 'calculus' for the study of two-dimensional ideal irrotational flows in general multiply connected domains. It turns out that the stream function for ideal irrotational flows past airfoils can be written explicitly in terms of the S-K prime function (Crowdy, 2010a) and, given this, the associated streamlines can be readily found by computing its contours. For example, the complex potential associated with uniform flow of speed U and angle of attack χ past any array of airfoils is (Crowdy, 2010a )
where z = z(ζ ) is the conformal map from a preimage circular domain D ζ to the fluid region exterior to the airfoils having local behaviour
as ζ → β, where β is the point mapping to infinity. Figure 4 shows the results for uniform flow past 7 circular airfoils, given by centres {s j |j = 0, 1, . . . , m} and radii {r j |j = 0, 1, . . . , m}, where the circular domain D ζ is defined by the simple Möbius mapping
Figure 4 also shows the flow corresponding to flow past 7 flat-plate airfoils where the conformal mapping from the circular domain just found is taken to be the radial slit map from Crowdy & Marshall (2006) , 
Kirchhoff-Routh path functions
The trajectories of a point vortex around an island cluster can be written (Crowdy & Marshall, 2005) as the contours of the so-called Kirchhoff-Routh path function given explicitly in terms of the prime function as The function z (ζ ) is the derivative of the conformal mapping. Armed with a code to compute the S-K prime function, the contours of (10.7) can be plotted easily. A set of vortex trajectories around seven islands inside the unit disc is given in The conformal mapping is taken to be the identity mapping z(ζ ) = ζ . This calculation can be accelerated by noticing that, for each evaluation point, the domain D ζ is fixed meaning that recalculation of the functions {v j (ζ )|j = 1, ..., m} is unnecessary. 
Discussion
The numerical scheme presented here is a natural development of the earlier work of Crowdy & Marshall (2007a) : those authors were the first to present a constructive numerical technique for the S-K prime function associated to the Schottky doubles of multiply connected circular domains thereby avoiding the need to use poorly convergent infinite product representations (given by the classical authors) to evaluate it. Crowdy & Marshall (2007a) formulated a boundary value problem for X(ζ , α) and used FourierLaurent representations of the requisite functions as the basis for computation of the prime function. Many of the steps of that original construction have been re-used here, but there is a crucial difference: here, as embodied in Theorems 6.1 and 6.2, we have shown, using the basic function theoretic objects of potential theory, that the prime function can be computed by solving a sequence of 'standard' modified Schwarz problems. This is a crucial realization since it turns the computation of the S-K prime function into a sequence of completely standard numerical steps for which convergence proofs of the methods are well established. Moreover, we have presented two novel and competitive numerical schemes for the solution of the relevant sequence of modified Schwarz problems. Readers should consult Crowdy (2016b) for future updates on the associated numerical software based on the methods expounded herein. More generally, there has been a recent resurgence of interest in the advantages of characterizing special functions as the solutions of certain boundary value problems. Fokas & Glasser (2013) have recently shown that hypergeometric functions, and even the Riemann zeta function, can be defined as solutions of certain Neumann boundary value problems defined over domains bounded by the socalled Hankel contour. As a consequence, these authors were able to deduce some surprising new results about apparently well-known special functions. Similarly, Crowdy (2016a) has constructed socalled Ehrenpreis representations of trigonometric functions, the well-known gamma function and the Weierstrass ℘-function borrowing ideas from a constructive transform approach to boundary value problems considered in Fokas & Kapaev (2003) and Crowdy (2015a,b) ; as a result, he was able to derive apparently new representations of the classical elliptic functions. In a similar vein, what we have demonstrated here is that the S-K prime function can also be characterized as the solution of a particular boundary value problem (of Dirichlet, or Schwarz, type) and that this viewpoint affords, as we have shown, significant advantages for its numerical evaluation. Indeed, following in exactly the spirit of the new transform method construction based on the analysis of global relations recently described in Crowdy (2016a) , one of the constructions described herein (Method 1) is the very same transform approach adapted to the circular domain setting relevant herein.
