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We present a multiple antenna system for industrial, scientific, and medical (ISM)-band transmission (MASI). The hardware
demonstrator was developed and realized at our institute. It enables multiple-input multiple-output (MIMO)-communication
applications and is capable of transmiting arbitrary signals using 8 transmit and 8 receive antennas in parallel. It operates in the
2.4GHz ISM-band. The hardware concept is introduced and some design specifications are discussed. Using this transmission sys-
tem, we present some measurement results to show the feasibility of MIMO concepts currently under discussion. The applications
include transmit and receive diversity for single carrier and OFDM as well as blind source separation (BSS) techniques.
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1. INTRODUCTION
One impetus to build a MIMO hardware demonstrator is
that the assumptions made about real channels may be in-
correct, and the behavior of MIMO systems should be inves-
tigated under realistic conditions. Therefore it is suﬃcient to
transmit and receive over a real channel and process the re-
ceived data oﬀ-line at the workstation environment. This ba-
sic idea roots in [1] where a single antenna system was real-
ized at the University of Bremen. Furthermore, oﬀ-line pro-
cessing significantly reduces the complexity of the simulator.
In contrast to a real-time simulator, which is based on sub-
optimal frontend processing (due to strict timing constraints
in connection with limited performance of DSP or FPGA
chips) [2, 3, 4, 5], this concept has enabled us to freely inves-
tigate optimal and suboptimal algorithm implementations.1
On the other hand, we do not claim to substitute a MIMO
channel sounder [6]. A channel sounder is a highly accurate
measurement system to precisely acquire the (MIMO) chan-
nel parameters. This requires extraordinary eﬀort on, for ex-
ample, calibrated and synchronized time bases at the trans-
1Assuming that we have an optimal algorithm in idiosyncratic sense,
we can neglect implementation issues (quantization errors) on a double-
precision machine.


















Figure 1: Principal block diagram.
mitter and receiver, highly linear frontend amplifiers, and
calibrated antenna arrays. In contrast, the objective of our
demonstrator is to evaluate MIMO algorithms under non-
idealized environments deploying common hardware com-
ponents. Moreover, thanks to selectable frontend processing,
we can handle arbitrary radio interface standards, such as
single carrier, multicarrier, and spread spectrumMIMO sys-
tems.
2. HARDWARE CONCEPT
2.1. Top-level system description
The top-level system is diagrammed in Figure 1. At the work-
station environment, in-phase and quadrature (I/Q) data, for
example, Hiperlan/2 or UMTS frames, are generated by the
simulation system of choice. The impulse shaping is done in
the digital domain. The data is scaled and quantized to meet
the hardware demonstrator concerns and finally stored into
a file. Due to its wide distribution, the USB interface is cho-
sen to connect the hardware demonstrator with the work-
station. To transfer the I/Q data via the USB interface, we
use a customized application software which allows us to set
several parameters, like sample rate (from external or inter-
nal clock), local oscillator (LO) frequency tuning value, and
assignment of data files to corresponding antennas. Further-
more, in a Matlab environment, we can directly access the
demonstrator by calling a Matlab function [7]. This is useful
for fully automated measurements. Inside the demonstrator,
the I/Q data is stored into digital buﬀers which are addressed
in a circular manner: the increment pointers for memory
accesses wrap to the beginning of the buﬀer when its end
is reached. The currently addressed I/Q words are fed to a
digital-to-analog converter (DAC), whose analog baseband
output signals drive the radio frequency (RF) stage, which
performs up-conversion to the desired RF band.
At the receiver, the RF passband signal is down-converted
to the complex baseband and undergoes analog-to-digital
conversion. A snapshot is stored into a digital buﬀer. Because
frame synchronization is not implemented in hardware, the
receive buﬀer has doubled length of the transmit buﬀer to en-
sure that at least one complete frame is captured. The sample
rate is adjustable up to 80MHz and may be chosen from a
set of internally predefined frequencies or an external source.
The request for extensibility of the hardware demonstrator
led to a full modular architecture; for each antenna, the con-
nected transmitter or receiver hardware has its own plug-in
Figure 2: The multiple antenna receiver for ISM-band transmis-
sion. Currently, the receiver and transmitter are equipped with 8
modules.
module (see Figure 2). The digital clock and LO signal is pro-
vided to all modules by a central clock base to ensure inter-
module synchronization of sample rate and carrier phase.
Low-cost software radios are the main driver for mod-
ern radio architectures (universal receivers that can accom-
modatemany diﬀerent standards). Consequently, this type of
receiver gains increased attention. An all-digital receiver per-
forms all its operations in the digital domain, except the fron-
tend baseband translation and antialiasing filtering. Its ADC
sampling clock is not synchronized to the transmitter sym-
bol clock. Therefore, many analog components, such as the
voltage-controlled oscillator (VCO), are not required. Thus,
it can be smaller, more robust, and less expensive. However,
as a fixed sampling clock is used which is not synchronized
to the transmitter clock, symbol timing and carrier recovery
have to be accomplished in the digital domain. In order to re-
duce analog component count in the RF stage, the direct con-
version (or homodyne) architecture is implemented, which
performs passband-to-baseband translation and vice versa
directly without intermediate frequency (IF) stages. Tradi-
tionally, the direct conversion architecture was considered
impractical due to severe realization problems. So far, it was
hardly possible to fulfill all requirements like exceptionally
linear low-noise amplifier (LNA) and mixer circuits, as well
as the LO isolation resulting in a lower sensitivity compared
to heterodyne receivers [8]. However, recent advances in chip
technology enabled robust direct conversion frontends. In
the next section, we will discuss the employed components
and some important parameters in a more detailed manner.
































































































Figure 4: Transmitter module.
2.2. Detailed description of components
The direct conversion architecture leads to very simple RF
designs (Figures 3 and 4). Extra IF stages with amplifiers,
passive bandpass filters, and oscillators are omitted, as this
simplifies the board design and reduces power dissipation.
Furthermore, due to zero IF, the image rejection problem
does not exist.2 All subsequent processing can take place at
the lowest possible frequency which makes the direct conver-
sion scheme amenable to integrated circuit (IC) implementa-
tion. Applying this architecture, we are restricted to complex
baseband processing which halves the signal bandwidth but
doubles the component count in comparison to a passband
scheme.
2.2.1. Low-noise amplifier
The first stage of the receiver is an LNA, whose main func-
tion is to provide enough gain to overcome the noise of sub-
2In a heterodyne receiver, the first IF is normally chosen relatively high
to move the image far away from the desired signal in order to relax the
frontend bandpass filter requirements. A direct conversion receiver does not
need a frontend filter, however, it is practically needed to avoid out-of-band
interferers overloading the frontend [8].
sequent stages (such as the mixer). Aside from this providing
gain while adding as little noise as possible, an LNA should
accommodate large signals without distortion. It must also
present an impedance of 50Ω to the input source since the
transfer function of the preceding filter is quite sensitive to
the quality of termination. The employed LNA chip has a
gain of 22 dB and a noise figure (NF) of 1.6 dB at 2.4 GHz.
A relatively high 1 dB compression point (the input power
at which the gain is 1 dB less then expected) of 4.2 dBm and
a high third-order intercept point (IP3) ensures wide range
linear operation.
2.2.2. Mixer
Since, for direct conversion architectures, the LO frequency
lies in the desired frequency band, the LO signal, which nor-
mally hasmuchmore power than the received signal, can leak
into the RF input of the mixer or possibly find its way to the
antenna. The self-mixed LO signal results in a time-invariant
DC baseband component, which can drive subsequent stages
into saturation. In addition, any even-order distortion pro-
duces a DC oﬀset that is signal-dependent, so the second-
order intercept point (IP2) is a very important parameter for
direct conversion schemes. The employed IC quadrature de-
modulator has two integrated Gilbert (or four-quadrant) cell
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mixers. This mixer style provides reasonable conversion gain
(IF power output with respect to the RF power input), as well
as good rejection at the RF and LO input ports and the IF
output port due to the complete diﬀerential design.
External amplifiers are omitted due to integrated RF and
baseband AGC amplifiers, which provide about 70 dB gain
control. A high dynamic range is indispensable for wireless
application. The baseband I/Q output ports allow direct con-
nection to the ADCs.
2.2.3. Analog-to-digital conversion
The analog-to-digital converter (ADC) converts the
continuous-time stimuli signals to discrete-time binary-
code form. For communications applications, the dynamic
measures of an ADC, such as signal-to-noise ratio (SNR),
spurious-free dynamic range (SFDR), and two-tone in-
termodulation distortion (IMD), are figures of merit [9].
The eﬀective number of bits (accuracy) depends strongly
on these dynamic measurements. High-speed ADCs are
extremely sensitive to the quality of the sampling clock. The
internal track-and-hold circuit is essentially a mixer. Any
noise, distortion, or timing jitter on the clock signal will
be combined with the desired signal at the ADC output in
addition to internal timing error sources (aperture jitter).
A phase-locked loop (PLL)-based synthesizer normally
exhibits a higher phase noise value than a fixed frequency
clock generator. However, to provide several customized
sample rates, a set of stable crystal-controlled oscillator
circuits is used. Furthermore, an external clock input up to
80MHz is available. The chosen 12 bit ADC chip delivers
good dynamic measurements, a low-aperture jitter, and was
available at small quantities. The digital outputs (I and Q
branches) are directly connected to the digital buﬀer circuit.
2.2.4. Digital buffer
The digital buﬀer stores the raw data, delivered by the ADC
(receiver) or provided by the USB controller (transmitter).
At the transmitter, the digital buﬀer serves as a circular
buﬀer. Once the data is completely stored, the buﬀer is lin-
early addressed; when the last address is reached, the ad-
dress counter wraps around to the first address and counts
up again, whereas at the receiver, only one frame is captured
when the trigger event occurs. Because large FIFO chips are
very expensive and hardly obtainable at small quantities, the
digital buﬀer circuit is realized by a field-programmable gate
array (FPGA) and static RAM (SRAM). In contrast to dy-
namic RAM, SRAM does not need refresh cycles and of-
fers a considerably simpler interface. The employed zero bus
turnaround (ZBT) RAMs are fast synchronous SRAM chips
which are directly connected to the FPGA. Providing inter-
leaved read/write without wasteful turnaround cycles, the
ZBT RAM is predestined for capturing applications. Once
primed with an address, it can read/write one word of data
per clock cycle. Up to 220 samples can be captured per in-
phase and quadrature branch. The FPGA connects all digital
busses and provides several control signals. Due to the abil-
ity of reconfiguration, it oﬀers a high degree of flexibility. It
also provides enough resources to hold optional customized
frontend processing logic, like frame detection algorithms.3
The logic blocks are described at a high abstraction level us-
ing VHDL.4
3. MEASUREMENTS AND APPLICATIONS
The measurements were performed in an indoor environ-
ment, that is, we transmitted between two adjacent oﬃce
rooms of approximately 20m2 size each. The total transmit
power was 17 dBm (50mW).
3.1. Frame synchronization
Our system works without any wired connection between
the transmitting and receiving ends. Therefore we have to
synchronize both sides. We transmit periodically repeated
frames with Lt samples. In order to get at least one complete
frame, we sample Lr = 2 · Lt values at the receiving side.
The first task is the detection of the starting point of one
complete frame within these Lr samples. Therefore we ap-
ply a simple power detection scheme, which presents a prag-
matic approach to our measurement system, because it is
mostly independent from impairments like frequency oﬀ-
set and frequency-selective channels, and can be used with
any modulation scheme. For the power detection, we nor-
mally consider about LZ = 1000 samples within one frame
of length Lt. The high variation of the envelope of the signal
is unproblematic since we are using a very slow AGC.
Our synchronization approach is a sliding power detec-
tion. We detect the current power of the received signal r(k)
(one channel) by averaging over LZ successive samples of










(∣∣r(κ)∣∣2 + ∣∣r(κ + Lt)∣∣2) (1)
with k = 0 . . . Lt − LZ.
This approach for a coarse frame synchronization is not
necessarily limited to MIMO setups but can also be used for
single input single output (SISO) channels. An example for
this scheme is presented in Figure 5, where you can see time
series of a measurement including the detection of the com-
plete frame.
3.2. Frequency responses
In this section, we will present a setup for measuring the fre-
quency response of the MIMO transmission channel, which
we always consider from the digital domain at the transmit-
ter to the digital domain at the receiver—including all eﬀects
3The physical memory (ZBT RAM) has identical size, but the address
logic of the circular buﬀer is programmed according to user settings. No-
tional frame synchronization could be implemented in hardware. Thus, the
full physical buﬀer size could be used at transmitter, however, with the draw-
back of a fixed preamble or frame structure.
4Very high-speed integrated circuit (VHSIC) hardware description lan-
guage (VHDL).


































Figure 5: Measured signals with frame synchronization. foﬀ =
762.9Hz
of the system components. We have to emphasize that it is
not our intention to do systematic channel measurements.
For measurements, we apply a chirp-like signal, whereas
only one transmitter is sending at a time, in order to measure
the complete matrix of frequency responses (Figure 6).
This signal is designed in the frequency domain as
M(n) = e− j(π/NDFT)n2 for n = 0 . . . NDFT − 1, (2)
because this guarantees an exactly flat magnitude. Processing






which is inherently periodic. We exploit this property and
send m(k) in a periodic way so that only a coarse synchro-
nization is necessary.
The quadratic phase increment leads to a small crest fac-
tor5 of the signal. In our case, with NFFT = 128, the crest
factor for the imaginary part of the signalm(k) is









}2 ≈ 1.47. (4)
We can measure the frequency response, up to a linear
phase uncertainty, by using a fractional part of the received
























Figure 6: Multiplexing for channel measurement.
Figure 5 shows the time series of one measurement. No-
tice the diﬀerent amplitudes of the signal that correspond
to one constellation of the multiplexing scheme (Figure 6).
Since this method is sensitive regarding the frequency oﬀset,
we added a pilot sequence to our measurement frame in or-
der to estimate and correct the oﬀset.
The advantage of this approach is that we only need a
coarse synchronization and not a high-precision time refer-
ence (like in channel sounding setups). Therefore the start-
ing position koﬀset may be slightly inaccurate. This circular6
time shift of the starting position will result in a linear phase









= H(n)e j(2π/NDFT)nkshift .
(6)
Figure 7 depicts three diﬀerent frequency response mea-
surements using 4 transmit and 4 receive antennas. Uniform
linear arrays (ULAs) with λ/2-spaced elements are used. The
sampling frequency was set to fs = 50MHz.
One can directly see the filter influence of our transmis-
sions system, which limits the signal to the 3 dB range of ap-
proximately ±16MHz. In addition, there are some notches
in the spectrum which arise from a frequency-selective chan-
nel. Our measurements already revealed that a small change
of the position may have a strong impact on the frequency
response.
3.3. Diversity techniques
There are two principal approaches to get a performance gain
from an antenna array. One approach uses the known geo-
metric constellation of the antennas for beamforming. The
other approach is independent of the array constellation and
increases the diversity of the system.
In this section, we focus on diversity techniques. Diver-
sity through a multiantenna setup can be attained at the re-
ceiving as well as at the transmitting end.
6Since we are using a periodic repeated signal, we can interpret a time
shift as a periodic time shift.

































































































































































Figure 7: Frequency responses for a 4× 4 setup.
3.3.1. Receive diversity
In order to achieve a diversity gain at the receiving side, we
can expand a SISO setup and use multiple receive antennas.
The diversity combining can be done in a blind way by using
the spatial covariance of the received signal streams. Timing
oﬀset is estimated after combining using the approach pre-
sented in [10].
For combining, we have to take into account that our sys-
tem has independent AGCs in each channel. Therefore we
have to estimate the noise level, which is done by exploiting
the power gap in the frame of the received signal.
In order to show the gain of a combining, we sent one
QPSK signal and received it with multiple antennas. Figure 8
depicts the signal constellations of a measurement. On the
left-hand side, you can see the signal constellations received
from each antenna, while the right-hand side depicts the
combining of the signals received by antenna 1 up to 4. The
rising SNRs for increasing number of signals involved in the
combining process indicate the combining gain.
SNR estimation is done using the approach presented in
[11], because it does not suﬀer from wrong symbol decisions
and is suitable withoutmodification for all PSK schemes. The










In theory, receive diversity and transmit diversity are inter-
changeable. In the following, we will discuss transmit di-
versity schemes, especially the so-called orthogonal space-
time block codes (OSTBC), under more realistic conditions.
Channel estimation and carrier oﬀset estimation are essential
tasks in coherent receivers. However, they are also some kind
of error sources due to the imperfectness of the employed al-
gorithm.













































Figure 8: Combining gain with estimated SNR.
Alamouti [12] discovered a remarkable transmit diver-
sity scheme for transmission with two antennas. This scheme
supports maximum-likelihood detection based only on lin-
ear processing at the receiver and is able to achieve full di-
versity provided by the number of transmit and receive an-
tennas. The input symbols to the ST block encoder are di-
vided into groups of two symbols each, {s1, s2}. At a given
symbol period, s1 and −s∗2 are transmitted from antenna 1
and 2, respectively, and at the consecutive symbol period, s2
and s∗1 are transmitted from antenna 1 and 2, respectively. Let
h1 and h2 be the channel coeﬃcients from the first and sec-
ond transmit antennas, respectively. It is assumed that h1 and
h2 are constant over two consecutive symbol periods. Con-
sider a receiver with one receiver antenna and denote the re-
ceived signals over two consecutive symbol periods as r1 and
r2. Defining the code symbol vector s = [s1s∗2 ]T and the re-
ceived vector r = [r1r∗2 ]T , we get
r = Hs + η, (8)









and the noise vector η = [η1η2]T are used. The AWGN is
represented by η1 and η2 which are modelled as i.i.d com-
plex Gaussian random variables with zero mean and power
spectral density N0/2 per dimension. Hence η is a Gaussian
random vector with zero mean and covariance N0I.
The decoding procedure consists of a simple multiplica-
tion with the Hermitian channel matrix HˆH , hence
r˜ = HˆHHs + HˆHη, (10)
where Hˆ is the estimated channel matrix. Considering imper-
fect channel estimation with an estimation error [13]

















The (soft) decoded symbol-vector r˜ = [r˜1r˜∗2 ]T can be ob-
tained using (10) and (12):
r˜ =















2 ∆h2 −h2∆h∗1 + h∗1 ∆h2
−h1∆h∗2 + h∗2 ∆h1 h2∆h∗2 + h∗1 ∆h1
]
︸ ︷︷ ︸
influence of estimation errors
s




From (13), it is clear that channel estimation errors lead to
spatial intersymbol interference (ISI) if the estimated chan-
nel matrix Hˆ is not unitary (12).
Another major task for coherent receivers is the carrier
frequency oﬀset estimation and correction. Consider two
consecutive received symbols r1 and r2. The frequency oﬀ-
set can be modeled by the time-domain multiplication with
the two phasors e jϕ1 and e jϕ2 , respectively. Using the system













































Figure 9: QPSK signal constellations at the STBC decoder output:
(a) simulated signal, (b) measured signal.
Assuming perfect channel estimation conditions, that is, Hˆ =
















∣∣h1∣∣2e jϕ1 + ∣∣h2∣∣2e− jϕ2 −h∗1 h2e jϕ1 + h2h∗1 e− jϕ2
−h∗2 h1e jϕ1 + h1h∗2 e− jϕ2




In contrast to a single transmit antenna system, the loss of or-
thogonality due to a (residual) frequency oﬀset leads tomag-
nitude variations. A comparison of a simulated and a mea-
sured signal constellation with channel estimation and fre-
quency oﬀset is depicted by Figure 9.
3.4. OFDM transmission
Our simulation tool for OFDM transmission is based on the
IEEE 802.11aWLAN standard [14], except for the carrier fre-
quency of 2.4 GHz (instead of 5.2 GHz).
3.4.1. Synchronization
Timing Synchronization
First of all, a coarse frame synchronization according to
the method for single carrier systems already described
(Section 3.1) is carried out. For OFDM transmission, there
is no need to find the starting point of the burst exactly, be-
cause afterwards the position of the FFT window is adjusted
in a second synchronization step.
Due to the cyclic prefix (CP) in every OFDM symbol,
the exact position of the FFT window can be found by
correlation over the received signal. This results in a well-
defined maximum value for each OFDM symbol; the correct
FFT window start position is Nguard samples later. Averaging
OFDM symbols to suppress noise may be reasonable.
Carrier Frequency Synchronization
The correction of carrier frequency oﬀsets (CFO) in OFDM
systems can be carried out in two steps. A synchronization
in time domain (before processing the FFT at the receiver) is





























Figure 10: Impact of a DC oﬀset (7 dB): signal constellation dia-
gram (uncorrected/corrected).
domain if a CFO is not corrected before. In case of small fre-
quency oﬀsets (compared with the subcarrier spacing), the
main eﬀect after processing the FFT is a rotation of symbols
regarding their signal constellation, so that in time domain a
coarse synchronization is suﬃcient. This coarse estimation is
accomplished by calculating the phase deviation between the
two preamble C symbols [14].
A fine carrier frequency synchronization in frequency
domain is based on the four pilot symbols which are included
in every OFDM symbol and whose carrier positions are sym-
metric to the carrier with frequency f = 0. The pilot carri-
ers are BPSK-modulated. To estimate the CFO from the pilot
symbols, the channel coeﬃcients according to these carriers
have to be known. Because every OFDM symbol carries the
pilot information, a tracking of the CFO estimation can eas-
ily be performed. For further details on our synchronization
methods, see [15].
3.4.2. Impact of a DC offset
A DC oﬀset, for example, resulting from self-mixing of the
oscillators as described in Section 2.2, is a serious problem
when using direct conversion concepts. With regard to a
transmission, we have to take into account diﬀerent aspects.
On the one hand, the coarse burst synchronization fails with
signals having high DC oﬀsets. Therefore, it is necessary to
average the whole received sequence to get an estimate for the
DC oﬀset and to subtract it afterwards. On the other hand,
assuming a correct synchronization, the impact of the DC
oﬀset at the receiver in frequency domain is, due to the rect-
angular windowing of the FFT, the same as an addition of a
sinc function with the maximum at f = 0 and zero cross-
ing at all other subcarrier frequencies. That is why the DC
subcarrier is unassigned in IEEE 802.11a. In fact, this is no
solution, because, in combination with a carrier frequency
oﬀset, the DC oﬀset aﬀects all subcarriers. In this case, the
sinc function’s maximum is shifted by the value of the CFO
and additionally the zero crossings move between the sam-
pling points of the subcarriers.
Figure 10a shows the signal constellation diagram of a
54Mbit/s data burst transmitted with our system at 2.4GHz
after equalization. The received signal contains a DC oﬀset of





























Figure 11: Measured channel transfer functions; (a) without CDD, (b) CDD: 2TX, delay 0.3 microsecond.
approximately 7 dB (ratio of DCmagnitude to rms7 of signal
without DC) and a CFO of approximately 104 kHz.
When correcting the DC oﬀset, an estimation based on
averaging a certain number of preamble B symbols in time
leads to suﬃcient results (see Figure 10b).
3.4.3. Transmit diversity schemes for OFDM
Considering transmit diversity schemes for IEEE 802.11a,
one can distinguish between schemes which are compatible
with the standard and those which are not. STBC belong to
the latter ones. In contrast, delay diversity schemes need no
modification of the receiver at all, thus they are fully standard
conform.
Delay Diversity and Cyclic Delay Diversity
Delay diversity means transmitting the same OFDM symbol
in time domain, including the CP, with a certain delay for
each antenna. Due to synchronization constraints, the max-
imum delay is restricted to the remaining length of the CP,
which is the total length of the CP minus the channel im-
pulse response length. A better solution especially for OFDM
systems is cyclic delay diversity (CDD), for example, known
from [16, 17]. Using CDD, cyclically time-shifted OFDM
symbols are simultaneously transmitted by each antenna. It
is important to note that the signal is shifted before insert-
ing the CP. Compared to noncyclic delay diversity, there is
no strong restriction for the length of the delay. The allowed






The principle of all delay diversity schemes is to increase
the length of the channel impulse response seen at the re-
ceiver, that is, the channel transfer function becomes more
frequency selective. The added diversity is only exploited by
the channel decoder [17]; in contrast to other transmit di-
versity schemes, there is no SNR enhancement. Because the
superposition of the transmitted signals from each antenna
at the receiver using delay diversity or CDD is equivalent to
a single transmit antenna system with extended channel im-
pulse length, no changes are necessary at the receiver.
Figure 11 shows the increased frequency selectivity due to
CDD by means of two measured channel transfer functions
at 2.4 GHz. In Figure 11b, a CDD system with 2 transmit an-
tennas and a delay of 6 samples (≡ 0.3µs) was used. For com-
parison, the single antenna case is presented in Figure 11a.
The magnitudes of the channel coeﬃcients for each subcar-
rier in the OFDM system were obtained by the estimation
based on the IEEE 802.11a preamble.
Although there is no restriction for the delay length us-
ing CDD in theory, problems may occur if a noise reduction
(NR) of the estimated channel transfer function by window-
ing in time domain [15] is carried out. In this case, the in-
creased channel impulse length due to CDD has to be con-
sidered when fixing the NR window length. If the window
length is too short, the channel impulse response will be falsi-
fied, which significantly reduces the performance of the NR.
STBC: Alamouti Scheme
The transmit diversity scheme proposed by Alamouti [12] is
based on non-frequency-selective or flat-fading channel as-
sumptions. Therefore, in case of OFDM, the coding of the





















Figure 12: Signal constellations: (a) receive signal 1, (b) receive sig-
nal 2, (c) MRC of receive signals 1 and 2, (d) MRC of receive signals
1 to 4.
transmit symbols according to Alamouti has to be done in
frequency domain, that is, before processing the IFFT at the
transmitter, and decoding after applying the FFT at the re-
ceiver. So, in contrast to delay diversity schemes, two IFFT
processing units are needed. Because the OFDM demodula-
tion (FFT) is the inverse operation of the modulation (IFFT),
the equations describing the Alamouti coding (8) remain
unchanged for OFDM transmission, except for the trans-
mit symbols si as well as the receive symbols ri becoming
OFDM symbols in frequency domain, that is, they consist of
52 (number of subcarriers) PSK or QAM symbols each.
In contrast to all delay diversity schemes, using the Alam-
outi transmit diversity scheme is not compatible to IEEE
802.11a. In addition to the modifications in the receiver ac-
cording to the Alamouti decoding, a modification of the
channel estimation and synchronization algorithms as well
as a new preamble structure is necessary.
3.4.4. Receive diversity scheme for OFDM
The application of receive diversity to a transmission system
based on IEEE 802.11a can be realized without any changes
to the transmitter, that is, absolutely standard conform. One
possible method is maximum ratio combining (MRC), on
which we will focus in the following.
Maximum Ratio Combining
In order to combine the received symbols according to the

















Figure 13: BSS setup.
values on each subcarrier are multiplied with the corre-
sponding conjugate complex channel coeﬃcient. The result-
ing values of all receive antennas are then added up separately
for each subcarrier and afterwards, in case of QAM symbols,
normalized to the sum of power of the channel coeﬃcients
resulting from the diﬀerent antennas. After a soft-decision
demapping, the weighted bits are multiplied with the inverse
of the normalization factors used before.
Ameasurement example obtained withMASI can be seen
in Figure 12. In that case, the BER for the signal received on
the first and second receive antennas after channel decod-
ing is 0.11 and 0.5, respectively. MRC of the two received
signals (see Figure 12c) results in a reduction of the BER to
7.97·10−3, whereas the combining of four receive signals (see
Figure 12d), obtained with two additional receive antennas,
leads to an error-free reception.
3.5. Blind source separation
BSS algorithms are able to separate diﬀerent signals from a
multisensor setup. The only knowledge used to achieve this
goal is that the signals should be statistically independent.
We choose the BSS setup in favor of classical pilot-based
spatial multiplexing schemes like VBLAST, because this en-
ables us to rely on well-known algorithms for frequency and
timing, estimation. In the BSS setup frequency and timing,
estimation can be done on every separated data stream inde-
pendently and therefore these setups are applicable even in
multiuser scenarios.
To apply source separation techniques in communica-
tions, we are using the setup depicted in Figure 13. First of
all, the DC oﬀset caused by the direct conversion frontend
is removed. After root-raised cosine filtering, a frame syn-
chronization according to Section 3.1 is carried out. To sep-
arate the independent components, we can apply a BSS al-
gorithm directly to the oversampled signal. For this step, we
choose the JADE [18] algorithm8 as a spatial-only separation
approach.
8We also successfully used other approaches like fastICA [19] and SSARS
[20].

















































Figure 14: 2× 2 signal constellations before ((a) and (c)) and after
((b) and (d)) BSS.
The separation leads to data streams which are processed
in the classical way like in single antenna systems. We syn-
chronize to the symbol timing using the method presented
in [10]. In order to determine the carrier frequency oﬀset,
we apply a nonlinearity and a frequency estimation.
Measurements were done with a sampling frequency of
fs = 10MHz in order to get an approximately flat channel.
In order to visualize the successful separation, we simultane-
ously transmit signals with diﬀerent modulation schemes.
Figure 14 depicts the separation of a BPSK and a QPSK
signal sent in parallel and received by two antennas. The sig-
nal constellation before separation is obtained by using the
timing information estimated after separation. As one can
see in Figure 14, the signal streams are properly separated.
Figures 14a and 14c show that in this particular measure-
ment, the signal of the BPSK signal was dominant.
The separation procedure can be easily extended to a sys-
tem with four transmit and receive antennas. The results are
depicted in Figure 15. It can be seen that even in this situa-
tion, a proper blind separation is possible.
Based on our experiences, we can state that it is practi-
cally possible to apply separation algorithms for separation
of communication signals in MIMO setups, even if the prop-
erties of the modulation schemes are not taken into account.
This makes our setup interesting for interference scenarios.
If a knowledge of the symbol alphabet of a signal is addition-
ally exploited, the BSS can be used as a frontend to spatial

























































































Figure 15: 4× 4 signal constellations before (left) and after (right)
BSS.
4. CONCLUSIONS
In this paper, we introduced a very flexible low-cost measure-
ment system which allows the testing of nearly all MIMO
communications setups currently under discussion. Arbi-
trary signals can be generated and transmitted in real time.
However, the oﬄine processing concept significantly reduces
the complexity of the demonstrator. In contrast to a real-time
simulator, this has enabled us to freely investigate optimal
and suboptimal algorithms. Moreover, we are not limited to
a special simulation software. A wide range of applications
was presented. In order to show the nature of the MIMO
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channel, we accomplished some indoormeasurements of fre-
quency responses. Furthermore, receive and transmit diver-
sity schemes to gain performance from the spatial channel
were considered. In theory, receive and transmit diversity
are interchangeable. However, in practice, we observed that
orthogonal STBCs are more sensitive to estimation errors.
As an example for OFDM, we evaluated a system accord-
ing to IEEE 802.11a to which we successfully applied several
transmit and receive diversity schemes. The feasibility of BSS
for communications systems under realistic conditions was
studied. During our indoor measurements, we could hardly
produce scenarios that prevent the BSS from working. Con-
sequently, BSS algorithms, which can be directly applied to
the oversampled received signal without timing and carrier
oﬀset synchronization, are suitable for robust frontend pro-
cessing.
REFERENCES
[1] T. Haase, “Aufbau einer digitalen Funku¨bertragungsstrecke
bei 2.4 GHz fu¨r Anwendungen innerhalb von Geba¨uden,”
Diplomarbeit, University of Bremen, Bremen, Germany,
1999.
[2] R. Gozali, R. Mostafa, R. C. Palat, et al., “Virginia-tech space-
time advanced radio (VT-STAR),” in IEEE Radio and Wireless
Conference, pp. 227–231, Waltham, Mass, USA, 2001.
[3] L. Bru¨hl, C. M.Walke, W. Keusgen, and C. Degen, SABA - Ein
Echtzeit-Demonstrator fu¨r MIMO- und Multi-User-Systeme
mit adaptiven Gruppenantennen, DFG Kolloquium, Kaiser-
slautern, October 2001.
[4] T. Horseman, J. Webber, A. Nix, and M. Beach, “MIMO test
bed design and performance assessment of candidate algo-
rithms,” Tech. Rep. D542 Part 3, IST-1999-10322 SATURN,
2003.
[5] P. Murphy, F. Lou, and P. Frantz, “A hardware testbed for
the implementation and evaluation of MIMO algorithms,” in
IEEE International Conference onMobile andWireless Commu-
nications Networks, Singapore, October 2003.
[6] R. Thoma¨, A. Richter, U. Trautwein, D. Hampicke, and
G. Sommerkorn, “Superresolution measurement and simu-
lation of vector radio channels,” in 2000 International Sym-
posium on Antennas and Propagation, pp. 249–252, Fukuoka,
Japan, August 2000.
[7] K. D. Kammeyer and V. Ku¨hn”, Matlab in der Nachrich-
tentechnik, Informations- und Kommunikationstechnik. J.
Schlembach-Verlag, Weil der Stadt, Germany, 1st edition,
2001.
[8] T. H. Lee, The Design of CMOS Radio-Frequency Integrated
Circuits, Cambridge University Press, Cambridge, 1998.
[9] R. H. Walden, “Analog-to-digital converter survey and anal-
ysis,” IEEE Journal on Selected Areas in Communications, vol.
17, no. 4, pp. 539–550, 1999.
[10] S. J. Lee, “A new non-data-aided feedforward symbol timing
estimator using two samples per symbol,” IEEE Communica-
tions Letters, vol. 6, no. 5, pp. 205–207, 2002.
[11] R. Matzner, “An SNR estimation algorithm for complex base-
band signals using higher order statistics,” Facta Universitatis:
Electronics and Energetics, vol. 6, no. 1, pp. 41–52, 1993.
[12] S. M. Alamouti, “A simple transmit diversity technique for
wireless communications,” IEEE Journal on Selected Areas in
Communications, vol. 16, no. 8, pp. 1451–1458, 1998.
[13] M. Stege, M. Bronzel, and G. Fettweis, “On the performance
of space-time-blockcodes,” in Proc. IEEE 53rd Vehicular Tech-
nology Conference, vol. 3, pp. 2282–2286, Rhodes, Greece, May
2001.
[14] IEEE, High-speed Physical Layer in the 5GHz Band, IEEE Std
802.11a, 1999.
[15] H. Schmidt, OFDM fu¨r die drahtlose Datenu¨bertragung in-
nerhalb von Geba¨uden, Ph.D. thesis, University of Bremen,
Bremen, Germany, 2001.
[16] A. Dammann and S. Kaiser, “Transmit/receive antenna diver-
sity techniques for OFDM systems,” European Transactions on
Telecommunications, vol. 13, no. 5, pp. 531–538, 2002.
[17] M. Bossert, A. Huebner, F. Schuehlein, E. Costa, and H. Haas,
“On cyclic delay diversity in OFDM based transmission
schemes,” in Proc. 7th International OFDM-Workshop, Ham-
burg, Germany, September 2002.
[18] J.-F. Cardoso and A. Souloumiac, “Blind beamforming for
non-Gaussian signals,” IEE Proceedings Part F: Radar and Sig-
nal Processing, vol. 140, no. 6, pp. 362–370, 1993.
[19] E. Bingham and A. Hyva¨rinen, “A fast fixed-point algorithm
for independent component analysis of complex-valued sig-
nals,” International Journal of Neural Systems, vol. 10, no. 1,
pp. 1–8, 2000.
[20] M. Feng and K. D. Kammeyer, “Blind source separation
for communication signals using antenna arrays,” in Proc.
IEEE Int. Conference on Personal Wireless Communications,
Florence, Italy, October 1998.
[21] P. W. Wolniansky, G. J. Foschini, G. D. Golden, and R. A.
Valenzuela, “V-BLAST: an architecture for realizing very high
data rates over the rich-scattering wireless channel,” in Proc.
Int. Symp. Signals, Systems, Electronics, pp. 295–300, Pisa, Italy,
September 1998.
J. Rinas studied electrical engineering at
the University of Bremen, where he fin-
ished his Diplomarbeit (equivalent to M.S.)
on RAKE receiver structures for the UMTS
in 2000. In the same year, he joined the
Department of Telecommunications at the
University of Bremen as a Ph.D. student. His
main research interests are blind source sep-
aration in MIMO communication systems
and their practical realizations.
R. Seeger studied electrical engineering at
the University of Bremen, where he finished
his Diplomarbeit (equivalent to M.S.) on
the design and implementation of paramet-
ric filters on a real-time platform in Febru-
ary 1999. In the same year, he joined the
Department of Telecommunications at the
University of Bremen as a Ph.D. student. His
main research interests are space-time pro-
cessing for the UMTS downlink and practi-
cal realization aspects of communication systems.
L. Bro¨tje was born in Bremen, Germany,
in 1973. He studied communications at
the University of Bremen and finished his
Diplomarbeit (equivalent to M.S.) in 2000.
Currently, he is working on his Ph.D., fo-
cused on WLAN-systems (IEEE 802.11a/g).
His main research topics are nonlinearities,
for example, I/Q imbalances, DC oﬀsets,
and synchronizations aspects.
AMultiple-Antenna System for ISM-Band Transmission 1419
S. Vogeler studied electrical engineering at
the University of Bremen, where he fin-
ished his Diplomarbeit (equivalent to M.S.)
on finite alphabet-based blind channel es-
timation for OFDM systems in June 2001.
In the same year, he joined the Depart-
ment of Telecommunications at the Uni-
versity of Bremen as a Ph.D. student. His
main research interests comprise the coex-
istence problems of diﬀerent wireless LAN
standards as well as the application of OFDM transmission tech-
niques in case of strong Doppler influence.
T. Haase studied electrical engineering at
the University of Bremen, where he finished
his Diplomarbeit (equivalent to M.S.) on
the hardware design of a 2.4GHz wireless
transmission system for indoor applications
in December 1999. From January 2000 to
April 2003, he worked at the Department of
Telecommunications, the University of Bre-
men as a Technician. His main research in-
terest is the design of electronic devices for
communications. Since May 2004, he has been working at the
ZARM Technik GmbH where he develops electronic devices for
space applications.
K.-D. Kammeyer received the Diplom de-
gree in electrical engineering (equivalent to
M.S.) from Berlin University of Technol-
ogy, Germany, in 1972, and the Ph.D. de-
gree from Erlangen University, Germany, in
1977. From 1972 to 1979, he worked in the
field of data transmission, digital signal pro-
cessing, and digital filters at the Universities
of Berlin, Saarbru¨cken, and Erlangen, all in
Germany. From 1979 to 1984, he was with
Paderborn University, Germany, where he was engaged in the de-
velopment of digital broadcasting systems. During the following
decade, he was Professor for digital signal processing in commu-
nications at Hamburg University of Technology, Germany. In 1995,
he was appointed Professor for telecommunications at the Univer-
sity of Bremen, Germany. His research interests are digital (adap-
tive) systems and signal processing in mobile communication sys-
tems (GSM, UMTS, and multicarrier systems). Since 1989, he is
active in the field of higher-order statistics. Professor Kammeyer
holds 14 patent families. He has published three course books as
well as 75 technical papers.
