Introduction.
We consider in this paper the problem of extending the Riemann mapping theorem to equations of the form (1.1) a«, + ßuy = vy, yux + buy = -Vx where the coefficients a, ß, y, 5 are real functions of (x, y) satisfying 0<a, 0 <«5 -iß +y)2/4. The final result obtained is stated in the following theorem. Our methods are based on the work of Morrey [10 ] , and of the authors in [6; 7] . The latter in turn is based on work of Douglas [3] . For convenience we refer to [ó] as GD. We do not consider the uniqueness question.
To treat (1.1) we consider equations of the following two forms: where 0 <a, ao-ß2 = l. In connection with (1.5) and (1.6) it is found convenient to introduce for study equations of the form m m (1.7) X) PjkUx= Vjy, X PíkUy = -Vjx. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
The following lemma is basic for our analysis. The lemma is an extension of one given by the authors in GD. Lemma 1. Let W= U+iVE&(S);
and suppose that corresponding to each t, 0<t<a, there are positive constants A =A(t) and r=r(t) such that, if \z\ fit and 0<h, then (3.1) pjk is real and continuous on S", and has bounded, continuous first partial derivatives on S.
(3.2) pjk=pkj on S°. Í3.
3) The form pjkx'xk is positive definite for each (x, y) on 5". In (3.1) and (3.2), j and k are free indices with values from 1 to m. In Í3.3) they are dummy indices indicating summation from 1 to m. These conventions will be used throughout for j, k. We use the following: Definition 2. If u' is real and of class C on S, and if corresponding to {u'} " there is a second sequence {v¡} ™ of real functions which are of class C on 5 and which with {u>:} ™ satisfy h k (3.4) PjkUX = Vjy, PjkUy=-VjX on S, we shall say that the sequence {u'}T is of class "P (/>,-*) and write [u'\ E'PiPjk), or {»>} £<P. If u'EC0iS') and \u') 6<P, we write [u') E*?"-
The case »i = l is the ¿»-harmonic case considered in GD. Our results in this part are concerned largely with generalizations of the properties of pharmonic functions to sets CP.
We observe that under the conditions imposed on the pjk, the transformation pjkxk = Xj has an inverse *' = q'kxk for each ix, y) on S", the coefficients q'k likewise satisfying (3.1), (3.2), (3.3). We note also that there are positive constants Ai, A2, such that m fit ¿iZ ix'!2 Ú PikX'-x» g A2J^ ix'')2
J=l J=l for ix, y) on Sc and all x' ix' real).
4. Integral formula and first boundary-value problem. In this article we derive the condition (4.2) for sets CP, and consider the first boundary-value problem for such sets. If / is real and continuous on S*, then H¡ denotes the function determined by the following conditions: (4.1) HfEC°iS°). H, is harmonic in S. Hf=f on S*. Theorem 1 (Integral formula). // {u'JE'P", then where hj = HPjkVk, \pjk=HPjk, and g is Green's function for S.
Proof. Let {»y}? correspond to {u'}f in the sense of Definition 2. Then W = -Vj+ipjkukEC'iS), and we have, from (3.4), W* = ipjk*uk, which is bounded on 5. Making use of the continuity of u> on Sc, and applying Lemma 1, we get for zES, since gi = 2ir%[Ki-Ki}, g,= -2ttZ[Ki+Ki\.
Using ££=g" = 0 for zES*, CES, we get (4.2) for zES*. From (4.2) we obtain
where A is independent of Z\, Zi.
[In inequalities such as (4.5) when one or both members fail to be defined for exceptional values of the variables, we agree that the inequality holds for the values of the variables prescribed for which both members are defined.] We infer that u> satisfies a uniform Holder condition on each closed subset of S. This, and the relation for zES, where hj is harmonic in S and continuous on S", then {u^E'P" when u' is defined on S* as u1' = q'khk.
Proof. We can define v¡ by (4. These relations and the corresponding ones for the y-derivatives give (3.4) in S. The conclusion of our theorem then follows on making use of the boundedness of the u> on S, and the relationship of the q'k to the pjk. We use a special case of the following lemma for the proof of the uniqueness part. We accordingly have shown that subject (only) to the condition that h' is real, bounded and continuous on S, the system (4.12) for X = l has a unique solution w1, u2, ■ ■ ■ , um, with u' real, bounded, and continuous on S, this solution being given by (4.18) . Taking the special case h' = q'khk, hj = HPjky, our theorem follows. (5.1) For each n, the pnjk satisfy (3.1), (3.2), and Í3.3).
(5.2) pnjk-*pjk uniformly on Sc.
(5.3) pnjkx-^pjkx, pnjky-^-pjky boundedly on S.
(5.4) {uttEV'iPnik), {u'lE'P'iPjk).
(5.5) us"-ru' boundedly on S*. Then (5.6) usn-^u' boundedly on S;
(5.7) uix-^ui, uiy-^ul boundedly on every closed subset of S.
The symbol -> refers to the limiting process k->°°. Proof. We first observe that, if w'\ T' are real, bounded, and continuous on S, and if
where the L{ are defined by (4.13), then
where A is independent of z, w1, T' and J'(f) = maxy | T'iÇ) \. This result is a consequence of the representation (4.18) of the solution of (4.12) for X = 1. Now define $njk, q^, !/& with reference to pn¡k in the same manner as the corresponding functions have been defined with reference to pjk. Put Ay = HPjkuk, h' = q'khk, and define hnj, hJn similarly. We have for n fixed (5.9) uliz) = A^(z) + ff lUz, t)Unit)dSt (z £ S),
where the bound sup is taken for j, A = l, 2, • • • , m and z£5. As a consequence of the conditions imposed on the p¡k and pn¡k it is found that e"->0. This is the key to the theorem. To show that the u'n are uniformly bounded on S, we write
and put 5" = bound sup2es,y | u¡n(z) \. The sum of the first two terms in (5.11) is then numerically less than A +ô"en where A does not depend on nor z,zES.
Using ( .9) and the boundedness of the u\ we find that for any fixed /, 0<i<a,
where A does not depend on j, n, Z\, z2. This and 5n = 0(l) give
ff.
[Pmit* + Piklgl*][u ]*dS{ s boundedly on \z\ ¿t. We then obtain (5.7) from (5.10) and (5.12).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Proof. We show that the conditions prescribed for u' and w' imply
From (6.1) the conclusion of our theorem follows. Case I. Suppose first that p¡k and u'EC"(S*). Under these conditions, Ay = HVikuk and \pjk have bounded first partial derivatives on 5. We find then that pjkuk satisfies (4.5) on 5. There results that u> satisfies (4.5) on S. It then follows that p¡ku\ and accordingly uja is bounded on S. Making use of On the other hand, J[wi] can be written
We have for \z\ <tna
i A\ which E-JQ, on 5. For each z on 5 we have also
We conclude that (6.1) holds for the general case. We find then that ux, uv satisfy uniform Holder conditions on each closed subset of S. From our Holder conditions on p¡kx, pjky we then get that WyVkx -qxvky] satisfies this condition. Accordingly, u'EC"(S).
Theorem 9 (Weaker conditions for C solutions). Suppose that pjk, u', Vj satisfy the following conditions. Then u'\ VjEC'(S) and satisfy (7.5) everywhere on S.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use [July Proof. We can suppose without loss of generality that u'\ v¡, pjkEC°(Sc), that det \pjk\ 5^0 on Sc, and that there is a t, 0<t, such that
where A is independent of A and z. Under these conditions on the pjk, the transformation p¡kxk = Xj has an inverse x' = q'kxk for (x, y)ESc, with g'* £C°(5e), q'k A.C.T. on S, and q'k satisfying (7.6). Consider the functions To prove the theorem it is enough to show that u'\ VjEC on St. We can suppose that 0<t<1
and that 1/r is not an integer.
We put »o= [1/t] -1. We have
where A is independent of A, z; and
where .4 is independent of z, Zo, the former for w=0, 1, • • • , «o, and the latter for n=n0 + l. Since it'^C0^), we obtain from (7. Applying these results, we then get from (7.10), (7.11), (7.13),
if «o>0, and
if wo = 0. After »04-2 steps of this kind we get (7.14) in all cases. Now consider (7.8) with z0 fixed in |z| <t. If we make use of (7.12) and (7.14), then by the usual device of breaking S into o-(A, z0) and S -o-Qt, zô), we find that fly*(zo) exists and is given by Again, making use of (7.12) and (7.14), we find that vjx is continuous in |z| <t. Similar reasoning holds for vjy, ujx, u{ and the proof is complete.
Part II 8 . Functions (a, /3)-regular. We consider in this part equations of the form (1.5). Except in Theorem II, we shall suppose that a, ß satisfy the following conditions: Substituting in (9.3) we then get (9.1). Next, the first relation in (9.2) is obtained directly from Q = z2Q1Q2 for the C" case. To get the second relation, we proceed as follows: For the general case we can suppose that u'EC°(Sc). We then approximate to the pjk with sequences [pnjk\ satisfying pniipnii-plit = l, Pnjk
As the integrand on the right here is continuous on 5, our result follows for the general case for Q'. Similar reasoning is applicable for Q.
(h) The part relative to G results from GEC'(S), and differentiation. To deal with F' we make use of the fact that u1 -u, u2 = v, Vi = v, Vi= -u is a solution of (8.5) The proof of this theorem follows closely the proof of Theorem 1 [GD] . In the present case we use the Riemann mapping theorem for the analytic case to eliminate the condition that T* is rectifiable, as assumed in GD.
We first prove two lemmas.
Lemma 3. Suppose that u, w are real, of class C on S, and satisfy ff | Vu\2dS < + oo, ft | Vw\2dS < + oo.
Let p, X be of class C on S and have bounded first partial derivatives on S.
For e real, f on S, put Proof of Lemma 4. Denote by 7(f) the integrand in the integral on the left. Then IE-CJ.S), and the lemma will be proved if we can show that (11.3) f f I(C)dS( =-f \Vds, (0 < t < a).
Suppose first that pjkEC"(S). We calculate U, V to obtain
= -Z2 -(pjkrt-JVWVUk\ (0 < I z\ < a), whence From (11.4) we then obtain (11.3) for the C" case. By approximation, (11.3) then follows for the C case. This completes the proof.
Proof of Theorem 16. We can suppose that the z(n) [ZM ] are arranged in positive order on 5*[7*], with z^=aew(n), O^0(1) <0C2) <0(3> <2x. We put 0<4> = 0<1>+27r. By the Riemann mapping theorem for the analytic case there exists a function to=ü}l+iw2 which is analytic in S, continuous on Sc, and which maps Sc onto Tc in a 1:1 manner with S, S*, z(n) corresponding to T, T*, Z(n). For w we have in particular the following three properties:
(11.5) w(aeit(n)) = Z<"> (n = 1, 2, 3), (11.6) f f | V^^dS = f f | Vw2!2^ = meas (7) < + »,
We denote by A the class of functions b(6) having the following properties: 13. Mapping for (1.6). In this part we consider the equations (1.6) and (1.1). Basing our proof on the work of Morrey, we first establish the following theorem for the equations (1.6).
Theorem
III. The conclusions of Theorem I hold for the case T = S, and ß = y,a5-ß2=l onD.
Proof. Under our hypotheses, the functions a, ß, 5 are bounded and measurable on 77. From 0<a and ab-ß2 = l it follows from the work of Morrey [10, We prove on the basis of our assumptions on a, ß, S, and the properties enumerated above for u, v, U, V that u, vEC'(D) and that uxvy -uvvx>0 on D.
These with (13.1) and (13.8) will complete the proof. Taking w = u(x, y) andw = v(x, y),and applying (13.2), (13.4), (13.7), and (13.8), we get and pup22 -p\2 = l on S we see that U', V¡ satisfy the conditions of Theorem 9, except possibly for (7.4). To show that (7.4) holds, let t he fixed, 0<f<a.
Put St = a(t, 0). On the closed subset T-1^) of D, we have |Va|2, \vß\2, |VS|2, a, b^A where A is independent of z. Using (13.7), (13.9), and (13.11), where yl does not depend on A or Z0. In similar manner we find that pu, pu satisfy (13.12). Thus (7.4) is satisfied. It then follows from Theorem 9 that U, VEC on S. But now with U, F£C on S, we have p, qEC'(S). Hence using Theorem 14 and (13.9) we find that UxVy-UyVx>0 on S. We con- give the mapping whose existence was asserted in Theorem I.
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