In this paper, we study a conservative difference scheme for the sine-Gordon equation (SGE) with the Riesz space fractional derivative. We rigorously establish the conservation property and solvability of the difference scheme. We discuss the stability and convergence of the difference scheme in the L ∞ norm. To reduce the computational complexity, we introduce a revised Newton method for implementing the difference scheme. Finally, we provide several numerical experiments to support the theoretical results.
Introduction
The nonlinear SGE ∂ 2 u ∂t 2 -u + sin u = 0, x = (x 1 , . . . , x n ) ∈ R n , (1.1) arises in many different areas, such as stability of fluid motions, differential geometry, Josephson junctions, models of particle physics [1] , the propagation of fluxon [2] , the motion of a rigid pendulum attached to a stretched wire [3] , the phenomenon of supratransmission in nonlinear media [4] , and so on. Therefore the investigation for the SGE has attracted attention of some researchers, and many significant achievements have been made. A remarkable property of (1.1) is the energy conservation:
where P(u) = 1 -cos u; it was studied by many researchers [5] [6] [7] [8] [9] . The conserved quantity is good for the analysis of the nonlinear stability of the numerical schemes proposed, although it is difficult to apply them [10, 11] .
Since the fractional calculus is frequently better than the integer calculus in the description of many physical laws, various classical partial differential equations have been extended to the corresponding fractional-order differential equations [12] [13] [14] [15] [16] [17] [18] [19] . However, there are a few works on fractional-order SGEs. Ray [20] combined the modified decomposition method and Fourier transform to approximate the solution of a fractional SGE. In [21] , a family of breather-like solutions for the fractional SGE is found numerically by using the approach that is called sometimes the rotating wave approximation. Macías-Díaz [4] employed an explicit finite difference scheme to simulate a space-fractional SGE. His result supported the fact that nonlinear supratransmission is present in the Riesz space-fractional model. He also pointed out that numerical simulations for fractional SGE require enormous amount of computer time.
In this paper, we consider the space-fractional SGE where P(u) is consistent with the aforementioned. To the best of our knowledge, there are very few works developing conservative numerical methods for fractional SGEs. The main objective of this paper is to propose a conservative numerical method for space-fractional SGEs and try to reduce the computational complexity.
This paper is arranged as follows. In the next section, we propose a conservative difference scheme for space-fractional SGEs. Subsequently, we prove that the difference scheme preserves the energy conservation law. The boundedness, solvability, and convergence of the difference scheme are rigorously established. In Sect. 4, we introduce a revised Newton method for implementation of the difference scheme. In Sect. 5, we present some numerical results to demonstrate the effectiveness of the difference scheme. Finally, we give a simple conclusion.
A conservative difference scheme for fractional SGEs

Notation
To develop a finite difference scheme for problem (1.2)-(1.4), we assume that its solution is negligibly small outside of the interval = (x R , x L ), that is, u| x∈R\ = 0. we choose the time step τ =
T N
and mesh size h =
with two positive integers N and M. Denote
Let ν h = {w|w = (w 1 , w 2 , . . . , w M-1 ) T } be the space of grid functions. For a given grid func-
we define the finite difference operators
For any two grid functions u n and v n , we define
Let 0 ≤ σ ≤ 1 be given. For any u ∈ l 2 h , the fractional Sobolev norm u H σ and seminorm |u| H σ can be defined as
A conservative implicit difference scheme
2)
If we define
Considering equation (1.2) at points (x i , t n ), we derive
Combining the Taylor expansion and equation (2.3), we get
Substituting (2.5) into (2.4), we get
where
In addition, from conditions (1.3) and (1.4) we have
Omitting the small term r n i in (2.6) and using the numerical solution u n i to replace U n i , we obtain the following difference scheme for solving problem (1.2)-(1.4):
10) 
Proof Equality (3.2) can be found in [8] , so we omit it here. Equality (3.3) can be proved as follows:
The proof ends. 
for all k, then
Ckτ for all k.
Lemma 3.4 (Discrete Sobolev inequality [24]) For every
Lemma 3.5 (Uniform norm equivalence [25] ) For any grid function u = {u j } and every 1 < α ≤ 2, we have 
Then there exists ξ ∈ X with
[ξ ] ≤ k such that (ξ ) = 0.
Conservation
Theorem 3.1 The scheme (2.9)-(2.11) is conservative in the sense that
is the energy in the discrete sense.
Proof Making the discrete inner product of (2.9) with 2u n t , we get that
Directly computing, we have
Notice that other inner products in (3.4) can be calculated by Lemma 3.2. Substituting (3.2), (3.3), and (3.5) into (3.4), we obtain
and hence
The boundedness, solvability, and convergence
Theorem 3.2 Assume that {u
Here and later, C denotes a generic positive constant; in different places, it may represent different constants.
Proof By Theorem 3.1 we get
Notice that
Moreover,
By summing this equality for k = 0, 1, . . . , n -1 (nτ ≤ T), we get
Combining Lemma 3.1 and Lemma 3.5, we derive
According to Lemma (3.4),
Thus we get the desired results.
For the existence and uniqueness of a solution for the difference scheme (2.9)-(2.11), we have the following theorems.
Theorem 3.3
The difference scheme (2.9)-(2.11) has at least one solution.
Proof We carry out the proof by mathematical induction. Assume that u 0 , u 1 , . . . , u n are given solutions. We aim to prove that there exists yet one u n+1 satisfying the difference scheme. Let X = ν h with the scalar product (·, ·) defined in (2.1). We define the mapping :
Obviously, the mapping is continuous. Moreover, we have
Applying Young's inequality and Theorem 3.2, we have
where we used the fact that
Noticing that
Then, for any ω > K , we have ( (ω), ω) > 0. By Lemma 3.6 there exists ω ∈ X such that (ω) = 0. Setting ω = u n+1 -u n-1 , we get the desired result. 
where {p i } are given by (3.8) .
Making the inner product of (3.6) with v * , we obtain that
we have
and therefore
Thus for the right-hand side of (3.7), we get
Then supposing that τ < √ 2 and combining (3.7) and (3.9), we derive
The proof ends.
Denote Proof Subtracting (2.9)-(2.11) from (2.6)-(2.8), respectively, we get the following error equations: 
Similarly to the proof of Theorem 3.1, making the discrete inner product of (3.10) with 2e 
Applying Lemma 3.3 to ρ(k) and H(k), we arrive at
Noticing that if τ and h are sufficiently small, then we have
Applying the Taylor expansion, we get
According to Lemma 2.1, we obtain
Therefore, we have the following equality:
Due to e 0 i = 0, τ 2 h α < S, and (3.24), we derive
On the other hand,
Combining (3.25), (3.26) , and (3.27), we derive
Furthermore, from (3.23) and (3.28) we immediately obtain the following results:
Hence
It follows from Lemma 3.1 and Lemma 3.5 that
According to Lemma 3.4,
The implementation issue and feasibility analysis of the numerical scheme
A revised Newton method for the proposed difference scheme
In this subsection, we mainly introduce how to implement the difference scheme (2.9)-(2.11). First, we rewrite the difference scheme as follows:
Note that, at each time level k = n + 1, u n , u n-1 , and g are constants. If we define
then u n+1 turns out to be a solution of the nonlinear equation
In addition, letting u n+1 = x, any solution of the nonlinear equation (4.2) satisfies the difference equations (2.9). Hence the solution of (4.2) is unique. Applying the Newton method to solve system (4.2), we get
and
Therefore |q n+1 i | ≤ 1 (i = 1, 2, . . . , M -1). Hence, as τ → 0 or h → 0, we have
If we apply the Newton method to solve system (4.2), then we have to renew the Jacobian matrix of F at each stage, which will be very expensive. However, from (4.4) we observe that the contribution of the term Q(x, u n-1 ) to the Jacobian matrix can be omitted when τ and h are sufficiently small. So we revise the Jacobian matrix as
Then the revised Newton method for solving equations (4.2) is given as follows:
Feasibility analysis
Now we consider the feasibility of the revised Newton method for solving equations (4.2). Denote
Then equations (4.3) change into Ay = b. Using the revised Newton method for equations (4.2), we can rewrite the corresponding perturbed equations as
Applying the classic perturbation analysis theory, we get
According to (4.4), as τ , h → 0, we have δA A → 0 and
0 . Hence, if τ , h → 0 and
In summary, when h, τ are sufficiently small, the revised Newton method for solving equations (4.2) is feasible.
Numerical results
In this section, we present a few numerical results to verify the effectiveness of the conservative difference scheme (2.9)-(2.11) and the efficiency of the revised Newton method developed in Sect. 4 for implementation of the difference scheme. All numerical computations were carried out using MATLAB on a DELL OptiPlex 3046 computer Intel(R) Core(TM) I5-6500, 3.2 GHz and 4 GB RAM.
Example 1 We take the following initial conditions:
Firstly, we test the convergence order of the difference scheme (2.9)-(2.11). Denote
where p, q denote the space convergence order and time convergence order, respectively. We apply the difference scheme (2.9)-(2.11) with fixed time step τ = 1/256 and different space steps to solve the problem with different values of fractional order α with -x L = x R = 40 and T = 1. The computation results are presented in Table 1 . Also with a fixed space step h = 1/128, we use different time steps to solve these problems. The computation results are listed in Table 2 . According to Tables 1 and 2 , the convergence orders in space and time are both consistent with theoretical results. Moreover, we depict the numerical solution of the problem with α = 1.75, h = 1/16, and τ = 1/200 in Fig. 1 , which shows that the results we get are qualitatively similar to those obtained in [4, 20] .
Secondly, we pay attention to investigate the relationship between the fractional order α and the shape of the soliton for the problem with different fractional order α. We choose Fig. 2 , from which we derive that the shape of the soliton is changes dramatically when value of the order α is changed from 2.0 to 1.99. When 1 < α < 2, along with α becoming smaller, the period of the soliton turns out to be smaller. Finally, we test the discrete energy conservation law of the difference scheme (2.9)-(2.11). The values of the discrete energy at different moments for α = 1.1, 1.75, 1.99, 2.0 are listed in Table 3 , where the numerical results are derived with h = τ = 1 10 . From Table 3 we obtain that the difference scheme preserves the energy conservation very well and the energy varies with different α.
Example 2 We take the following initial conditions:
Firstly, the convergence order of the difference scheme (2.9)-(2.11) in space and time are tested for the problem with different values of fractional order α with -x L = x R = 40 and T = 1. The computation results are presented in Tables 4 and 5. According to Tables 4  and 5 , the convergence orders in space and time are both consistent with theoretical results.
Secondly, we test the discrete energy conservation law of the difference scheme (2.9)-(2.11) for the problem with different values of fractional order α with -x L = x R = 100 and T = 100. The values of the discrete energy at different moments for α = 1.1, 1.5, 1.95, 2.0 are listed in Table 6 , where the numerical results are derived with h = 1 10 and τ = 1 20 . From Table 6 we can observe that the difference scheme can preserve the energy conservation very well in a long time interval and the energy depends on the order α. Moreover, the numerical results are presented in Fig. 3 . We find that Finally, we test the efficiency of the revised Newton method developed in Sect. 4 . In Table 7 , we display the consumed CPU time to implement the difference scheme by the regular Newton method and the revised Newton method for different space steps for the problem in Example 2 with α = 1.75, -x L = x R = 40, T = 1, and τ = 1/200. We conclude that the revised Newton method significantly reduces the computational cost of the difference scheme. It reduces the CPU time from more than 2 hours 12 minutes consumed by the regular Newton method to less than 8 minutes for the model with space step h = 1 128 .
Conclusions
In this paper, we propose a conservative implicit difference scheme for SGEs with the Riesz space fractional derivative. We give a rigorous theoretical analysis of its conservation property, boundedness, and convergence. We introduce a revised Newton iterative 
