A search for B 0 s oscillations is performed using a sample of semileptonic b-hadron decays collected by the ALEPH experiment during 1991-1995. Compared to previous inclusive lepton analyses, the proper time resolution and b-flavour mistag rate are significantly improved. Additional sensitivity to B 0 s mixing is obtained by identifying subsamples of events having a B 0 s purity which is higher than the average for the whole data sample. Unbinned maximum likelihood amplitude fits are performed to derive a lower limit of ∆m s > 9.5 ps −1 at 95% CL. Combining with the ALEPH D − s based analyses yields ∆m s > 9.6 ps −1 at 95% CL.
Introduction
Flavour non-conservation in charged weak current interactions allows mixing between the B The analysis presented here is also based on an inclusive lepton sample. Compared to the previous ALEPH inclusive lepton analysis [4] , the following improvements are made to increase the sensitivity to B 0 s mixing.
• Decay length resolution: An improved decay length resolution is obtained by applying tight selection cuts to remove events likely to have misassigned tracks between the primary and the B 0 s vertex. In addition an estimate of the decay length uncertainty is used on an event-by-event basis, rather than assuming the same average decay length uncertainty for all events, as used in previous analyses.
• Boost resolution: A nucleated jet algorithm is used for an improved estimate of the momentum of the b-hadrons.
• B 0 s purity classes: Various properties of the events, such as the charge of the reconstructed b-hadron vertex and the presence of kaons are used to enhance the fraction of B 0 s in subsamples of the data.
• Initial and final state tagging: The b-flavour tagging method previously used for the D − s based analyses [1, 2] is applied. In this method discriminating variables are used to construct mistag probabilities and sample composition fractions estimated on an event-by-event basis. As a result, all events are tagged and the effective mistag rate is reduced. This paper details these improvements and is organized as follows. After a brief description of the ALEPH detector, the event selection is described in Section 3 and the B 0 s purity classification procedure in Section 4. The next two sections explain the proper time reconstruction and the procedure for tagging the initial and final state b quark charge. The likelihood function is presented in Section 7 and the ∆m s results in Section 8. In Section 9 the systematic uncertainties are described, and in Section 10 additional checks of the analysis presented. Finally the combination of this analysis with the ALEPH D − s based analyses is described in Section 11.
2 The ALEPH detector
The ALEPH detector and its performance from 1991 to 1995 are described in detail elsewhere [6, 7] , and only a brief overview of the apparatus is given here. Surrounding the beam pipe, a high resolution vertex detector (VDET) consists of two layers of doublesided silicon microstrip detectors, positioned at average radii of 6.5 cm and 11.3 cm, and covering 85% and 69% of the solid angle respectively. The spatial resolution for the rφ and z projections (transverse to and along the beam axis, respectively) is 12 µm at normal incidence. The vertex detector is surrounded by a drift chamber with eight coaxial wire layers with an outer radius of 26 cm and by a time projection chamber (TPC) that measures up to 21 three-dimensional points per track at radii between 30 cm and 180 cm. These detectors are immersed in an axial magnetic field of 1.5 T and together measure the momenta of charged particles with a resolution σ(p)/p = 6 × 10 −4 p T ⊕ 0.005 (p T in GeV/c). The resolution of the three-dimensional impact parameter in the transverse and longitudinal view, for tracks having information from all tracking detectors and two VDET hits (a VDET "hit" being defined as having information from both rφ and z views), can be parametrized as σ = 25 µm + 95 µm/p (p in GeV/c). The TPC also provides up to 338 measurements of the specific ionization of a charged particle. In the following, the dE/dx information is considered as available if more than 50 samples are present. Particle identification is based on the dE/dx estimator χ π (χ K ), defined as the difference between the measured and expected ionization expressed in terms of standard deviations for the π (K) mass hypothesis. The TPC is surrounded by a lead/proportional-chamber electromagnetic calorimeter segmented into 0.9
• × 0.9
• projective towers and read out in three sections in depth, with energy resolution σ(E)/E = 0.18/ √ E + 0.009 (E in GeV). The iron return yoke of the magnet is instrumented with streamer tubes to form a hadron calorimeter, with a thickness of over 7 interaction lengths and is surrounded by two additional double-layers of streamer tubes to aid muon identification. An algorithm combines all these measurements to provide a determination of the energy flow [7] with an uncertainty on the total measurable energy of σ(E) = (0.6 E/GeV + 0.6) GeV.
Event selection
This analysis uses approximately 4 million hadronic Z events recorded by the ALEPH detector from 1991 to 1995 at centre of mass energies close to the Z peak and selected with the charged particle requirements described in Ref. [8] . It relies on Monte Carlo samples of fully simulated Z →events. The Monte Carlo generator is based on JETSET 7.4 [9] with updated branching ratios for heavy flavour decays. Monte Carlo events are reweighted to the physics parameters listed in Table 1 .
Events for which the cosine of the angle between the thrust axis and the beam axis is less than 0.85 are selected. Using the plane perpendicular to the thrust axis, the event is split into two hemispheres. Electrons and muons are identified using the standard ALEPH lepton selection criteria [10] . Events containing at least one such lepton with momentum above 3 GeV/c are kept. The leptons are then associated to their closest jet (constructed using the JADE algorithm [11] with y cut = 0.004) and a transverse momentum p T with respect to the jet is calculated with the lepton momentum removed from the jet. Only leptons with p T > 1.25 GeV/c are selected. In the case that more than one lepton in an event satisfies this requirement, only the lepton with the highest momentum is used as a candidate for a B 0 s decay product. The e + e − interaction point is reconstructed on an event-by-event basis using the constraint of the average beam spot position and envelope [12] .
A charm vertex is then reconstructed in the lepton hemisphere using the algorithm described in Ref. [3] . Charged particles in this hemisphere (other than the selected lepton) are assigned to either the interaction point or a single displaced secondary vertex. A three-dimensional grid search is performed for the secondary vertex position to find the combination of assignments that has the greatest reduction in χ 2 as compared to the case when all tracks are assumed to come from the interaction point. Tracks are required to come within 3σ of their assigned vertex. The position resolution of this "charm vertex" is subsequently improved by removing those tracks having a momentum below 1.5 GeV/c or an impact parameter significance relative to the charm vertex larger than 1.4σ. The remaining tracks are then re-vertexed to form the reconstructed "charm particle". If only one track passes the requirements, it serves as the charm particle. The event is rejected if no track remains, or none of the tracks assigned to the charm vertex have at least one vertex detector hit. The charm particle is then combined with the lepton to form a candidate b-hadron vertex. The lepton is required to have at least one vertex detector hit and the χ 2 per degree of freedom of the reconstructed b-hadron vertex is required to be less than 25.
The energy E c of the charm particle is estimated by clustering a jet, using the JADE algorithm, around the charged tracks at the charm vertex until a mass of 2.7 GeV/c 2 is reached. To reduce the influence of fragmentation particles on the estimate of E c , charged and neutral particles with energies less than 0.5 GeV are excluded from the clustering [16] . The neutrino energy E ν is estimated from the missing energy in the lepton hemisphere taking into account the measured mass in each hemisphere [17] . Assuming the direction of flight of the b-hadron to be that of its associated jet, an estimate of the b-hadron mass can be calculated from the energy of the neutrino and the four-vectors of the charm particle and the lepton.
In order to improve the rejection of non-b background or b events with a badly estimated decay length error, the following additional cuts are applied [18]:
• the momentum of the charm particle must be larger than 4 GeV/c; this cut is increased to 8 GeV/c when the angle between the charm particle and the lepton is less than 10 • ;
• the reconstructed mass of the b-hadron must be less than 8 GeV/c 2 ;
• the missing energy in the lepton hemisphere must be larger than −2 GeV;
• the angle between the charm particle and the lepton must be between 5
• and 30
• ;
• the angle between the charm particle and the jet must be less than 20
• .
Although the total efficiency of these additional requirements is 35%, the average decay length resolution of the remaining events is improved by a factor of 2 and the amount of non-b background in the sample reduced by a factor close to 4. In addition the average 
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0.106 Table 2 shows the composition of the final event sample obtained assuming the physics parameters listed in Table 1 and reconstruction efficiencies determined from Monte Carlo. The average B 0 s purity in the sample is estimated to be 10.35%. The sensitivity of the analysis to B 0 s mixing is increased by splitting the data into subsamples with a B 0 s purity larger or smaller than the average and then making use of this knowledge in the likelihood fit. Classes are constructed based on (i) the track multiplicity at the charm vertex, (ii) the number of identified kaon candidates and (iii) the charge correlation between the tracks at the charm vertex and the lepton. The definition of the eleven classes used in this analysis is given in Table 3 . As the last class contains those events which do not satisfy the criteria of the preceding classes, the classification procedure does not reject events.
For an odd (even) number of charged tracks assigned to the charm vertex, the s purity classes. Column 1 gives the number of charged tracks at the charm vertex. Column 2 shows whether the charge of these tracks are the same (S) or opposite (O) to that of the lepton, the tracks being ranked in order of decreasing momentum. Column 3 indicates the subclasses based on the presence of kaon or φ candidates at the charm vertex. Column 4 shows the fraction of data events in each class. Column 5 gives the B 0 s purity in each class, as estimated from Monte Carlo. Quoted uncertainties are statistical only. 19.4 ± 0.6 3 OSO 3.8 18.0 ± 0.5 SOO 3.9 14.5 ± 0.5 remainder 23.6 5.7 ± 0.1 reconstructed charge of the b-hadron vertex is more likely to be zero (non-zero), and therefore the probability for the hemisphere to contain a neutral b-hadron is enhanced (reduced). For events having two oppositely charged tracks at the charm vertex, the B 0 s purity is 6.7%, which is lower than the average purity. For this large subsample of events, the presence of kaon candidates and consistency with the φ mass are used to recover some sensitivity to the B 0 s . In this procedure, kaon candidates are defined as charged tracks with momentum above 2 GeV/c satisfying χ π + χ K < 0 and |χ K | < 2, and a φ candidate is defined as a pair of oppositely charged tracks with an invariant mass between 1.01 and 1.03 GeV/c 2 (assuming kaon masses for the two tracks). Monte Carlo studies indicate that this classification procedure is effectively equivalent to increasing the statistics of the sample by 28%.
Number

Proper time reconstruction and resolution
An estimate, l, of the decay length of each b-hadron candidate is calculated as the distance from the interaction point to the b-hadron vertex projected onto the direction of the jet associated to the lepton. This decay length includes a global correction of −78 µm, determined using Monte Carlo events. This small offset is due to the vertex reconstruction algorithm, which assumes that all lepton candidates in b events come from direct b → ℓ decays. Figure 1a shows the Monte Carlo distribution of l − l 0 for b events, where l 0 is the true decay length. An event-by-event decay length uncertainty, σ l , is estimated from the covariance matrices of the tracks attached to the vertices. This can be compared with the true error, (l − l 0 ), by constructing the pull distribution, (l − l 0 )/σ l . A fit to this Monte Parametrization of (l − l 0 )/σ l α Fraction f Table 4 . These parameters are used to describe the observed tails when constructing the resolution function.
The true boost term is defined as g 0 = t 0 /l 0 , where t 0 is the true proper time. An estimate of the boost term is formed using g = m B /p B +0.36 ps/cm. The average b-hadron mass, m B , is assumed to be 5.3 GeV/c 2 and the reconstructed momentum is calculated
B where E ℓ is the measured lepton energy. The constant term is an average offset correction determined using Monte Carlo events; this results from the choice of the mass cut-off used in the nucleated jet algorithm described in Section 3, which optimizes the relative boost term resolution. The distribution of (g − g 0 )/g 0 , shown in Fig. 1b , is parametrized with the sum of two Gaussian functions; Table 4 shows the corresponding fractions, f and its proper time resolution function is parametrized with the sum of four Gaussian components,
where f
, and where the event-by-event resolution σ αβ of each component, given by includes the explicit dependence on t 0 . This parametrization implicitly assumes that any correlation between the decay length resolution and the relative boost resolution is small, as confirmed by Monte Carlo studies. The scale factors S dat l and f dat l are introduced to account for a possible discrepancy between data and Monte Carlo, both in the amount of tail in the decay length pull (f dat l ) and in the estimate of σ l itself (S dat l ). In a similar fashion, the inclusion of the parameter S dat g allows possible systematic uncertainties due to the boost resolution to be studied. By definition all these factors are set to unity when describing the resolution of simulated events. Figure 2 shows, for various intervals of true proper time, the proper time resolution of simulated b events together with the parametrization obtained from Eq. (2). The parametrization is satisfactory, especially for small proper times.
In order to measure S dat l and f dat l in the data, a fit is performed to the reconstructed proper time distribution of the selected sample of real events. This is performed using the likelihood function described in Section 7, modified to ignore tagging information. Fixing all physics parameters to their central values given in Table 1 , the likelihood is maximized with respect to S For each B 0 s candidate, one of the tags described below is used to determine the initial state (see also Fig. 4 ).
• Opposite lepton tag: Leptons with momentum larger than 3 GeV/c are searched for in the hemisphere opposite to the B • Fragmentation kaon tag: The fragmentation kaon candidate is defined as the highest momentum charged track within 45
• of the B 0 s direction, identified, using the vertexing algorithm described in Section 2, as being more likely to come from the interaction point than the charm vertex, and satisfying χ K < 0.5 and χ K −χ π > 0.5.
The sign of the fragmentation kaon candidate tags the sign of the b quark in the same hemisphere. It is used if no opposite hemisphere lepton tag is found.
• Opposite hemisphere charge tag: The opposite hemisphere charge is defined as
where the sum is over all charged particles in the opposite hemisphere, p i is the momentum of the i th track projected on the thrust axis, q i its charge and κ = 0.5. The sign of Q o tags the initial state of the b quark in the opposite hemisphere. This tag is always available but has the largest mistag probability of the three tags. It is used only if no other tag is available.
The events are sorted into five exclusive classes based on the availability and results of the three tags. The definition of these tagging classes and the list of the discriminating variables associated with each class are given in Table 5 . The variableQ s is the sum of the charges of all the tracks in the same hemisphere and carries information on the initial state of the B 0 s . As the sum of charges of tracks originating from the decay of a neutral particle is zero, it is independent of whether the B The mistag probability, η, for the B 0 s signal events in each class, as well as the probability distributions of each discriminating variable x i for correctly and incorrectly tagged signal events, r i (x i ) and w i (x i ), are estimated from Monte Carlo. The various discriminating variables chosen in each class, x 1 , x 2 , . . ., are combined into a single effective discriminating variable x eff , according to the prescription developed for the D − s based analyses [1, 2] . This new variable is defined as
and takes values between 0 and 1. A small value indicates that the B 0 s oscillation is likely to have been correctly tagged.
To allow use of the discriminating variables in the likelihood fit, the probability density functions G and S(ℓ o ) are the signs of the opposite hemisphere charge, the fragmentation kaon and the opposite side lepton. Classes 3-5 all use the sign of the opposite hemisphere lepton as the initial state tag. For Class 3 no fragmentation kaon candidate is identified. For Class 4 (Class 5) a fragmentation kaon candidate is found whose charge is the same as (opposite to) the charge of the opposite hemisphere lepton. Purity and mistag rates are estimated from Monte Carlo. Quoted uncertainties are statistical only. 
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Likelihood function
Each b-hadron source has a different probability distribution function for the true proper time, t 0 , and for the discrete variable, µ 0 , defined to take the value −1 for the mixed case or +1 for the unmixed case. Assuming CP conservation and equal decay widths for the two CP eigenstates in each neutral B-meson system, the joint probability distribution of t 0 and µ 0 can be written as
where τ j and ∆m j are the lifetime and oscillation frequency of b-hadron source j (with the convention that ∆m j = 0 for non-oscillating b-hadrons).
The efficiency for reconstructing the b-hadron vertex depends on the true proper time. The stringent selection cuts described in Section 3 are designed to reduce the fraction of fragmentation tracks assigned to the charm vertex, consequently causing a loss of efficiency at small proper times. Similarly at large proper times the efficiency also decreases as one is less likely to include a fragmentation track at the charm vertex and therefore more likely to fail the requirement of the charm vertex being assigned at least one track. The efficiencies ǫ j (t 0 ) are parametrized separately for each b-hadron component j. They are independent of whether the b-hadron candidate is tagged as mixed or unmixed.
The joint probability distribution of the reconstructed proper time t and of µ 0 is obtained as the convolution of p j (µ 0 , t 0 ) with the event-by-event resolution function Res(t, t 0 ) (Section 5) and takes into account the observed dependence of the selection efficiency on true proper time:
For the lighter quark backgrounds, h j (−1, t) = 0 as these sources are unmixed by definition, and h j (+1, t) are the reconstructed proper time distributions. These distributions are determined from Monte Carlo samples and are parametrized as the sum of three Gaussian functions.
The likelihood function used in this analysis is based on the values taken by three different variables in the selected data events. These variables are the reconstructed proper time t, the tagging result µ, taking the value −1 for events tagged as mixed or +1 for those tagged as unmixed, and the effective discriminating variable x eff . The use of the discriminating variable x eff in the likelihood function is reduced to the use of two sets of functions of x eff , X jkl (x eff ) and Y jkl (x eff ) (described below), whose values can be interpreted as event-by-event mistag probabilities and fractions of the different lepton sources respectively. The likelihood of the total sample is written as
where C is a constant independent of b-hadron oscillation frequencies and lifetimes, N kl is the number of selected candidates from B 0 s purity class l falling in tagging class k, and where
sums over the 5 different lepton sources considered to comprise the sample (see Table 2 ). The event-by-event quantities X jkl (x eff ) and Y jkl (x eff ) are computed from the distributions G c jkl (x eff ) and mistag probabilities η jkl introduced in Section 6,
where 
Results for ∆m s
Assuming the values for the physics parameters given in Table 1 , the variation in the data of the log-likelihood, as a function of the free parameter ∆m s , is shown in Fig. 6 . The difference in log-likelihood is plotted relative to its global minimum and remains constant for ∆m s larger than 20 ps −1 . The global minimum occurs at ∆m s = 15.9 ± 1.6(stat.) ps
but is not sufficiently deep to claim a measurement. In order to extract a lower limit on ∆m s and to facilitate combination with other analyses, the results are also presented in terms of the "amplitude" fit. In this method [19] the magnitude of B 0 s oscillations is measured at fixed values of the frequency ∆m s , using a modified likelihood function that depends on a new parameter, the B 0 s oscillation amplitude A. This is achieved by replacing the probability density function of the B 0 s source given in Eq. (6) with
For each value of ∆m s , the new negative log-likelihood is then minimized with respect to A, leaving all other parameters (including ∆m s ) fixed. The minimum is well behaved and very close to parabolic. At each value of ∆m s one can thus obtain a measurement of the amplitude with Gaussian error, A ± σ stat A . If ∆m s is close to the true value, one expects A = 1 within the estimated uncertainty; however, if ∆m s is far from its true value, a measurement consistent with A = 0 is expected.
The amplitude fit results are displayed in Fig. 7 as a function of ∆m s . A peak in the amplitude, corresponding to the minimum observed in the negative log-likelihood, can be seen around ∆m s = 16 ps −1 . At this value, the measured amplitude is 2.2 σ away from zero; as for the likelihood, this is not significant enough to claim a measurement of ∆m s . A value of ∆m s can be excluded at 95% CL if A + 1.645 σ A < 1. Taking into account all systematic uncertainties described in the next section, all values of ∆m s below 9.5 ps −1 are excluded at 95% CL. The sensitivity, estimated from the data as the value of ∆m s at which 1.645 σ A = 1, is 9.6 ps −1 . Ignoring systematic uncertainties would increase the 95% CL lower limit and sensitivity by 0.1 ps −1 and 0.6 ps −1 respectively.
Systematic uncertainties
The systematic uncertainties on the B 0 s oscillation amplitude σ syst A are calculated, using the prescription of Ref. [19] , as
where the superscript "nom" refers to the amplitude values and statistical uncertainties obtained using the nominal values for the various parameters and "new" refers to the new amplitude values obtained when a single parameter is changed and the analysis repeated (including a re-evaluation of the distributions of the discriminating variables used for the b-flavour tagging). The total systematic uncertainty is the quadratic sum of the following contributions.
• Table 2 , by a fraction γ = ±20% of their differences with respect to these averages:
As this is performed coherently in all B 0 s purity classes, the procedure is rather conservative and ensures that the overall average purities remain unchanged. Not using the B 0 s purity classification would decrease the ∆m s statistical sensitivity by 0.7 ps −1 .
For the fraction of charm and uds backgrounds a relative variation of ±25% is propagated, as suggested from a comparison between data and Monte Carlo performed in Ref. [20] .
• Proper time resolution: For the systematic uncertainty on the proper time resolution, the correction factors presented in Tables 4 and 5 are varied by ±1σ.
The scale factors (S dat l = 1.02 ± 0.03 and f dat l = 1.20 ± 0.09) for the decay length resolution, obtained from the lifetime fit to the data, are also varied by their measured uncertainty. In addition, a possible bias of ±0.055 ps/cm is considered on the determination of the boost term; this value corresponds to the observed shift between the measured and simulated boost term distributions and represents approximately 1% of the average boost term. Finally the boost term resolution is given a relative variation of ±10% (S dat g = 1.0 ± 0.1), which is conservative given the close agreement between the measured and simulated boost distributions.
• b-quark fragmentation: The average fraction of energy taken by a b-hadron during the fragmentation process, X E = 0.702 ± 0.008, is varied by its measured uncertainty. The corresponding effects on the sample composition, mistags and resolutions are propagated.
• Mistag: Based on data/Monte Carlo comparisons of the tagging variables, performed for the D − s -based analyses [1, 2], absolute variations of ±0.8% for the first tagging class (opposite hemisphere charge) and ±2% for all other classes (fragmentation kaon and opposite lepton) are applied to the mistag rates. In addition, the ±1σ statistical uncertainty from Monte Carlo is propagated.
The changes in mistag due to variation of the b → c → ℓ fraction are included as part of the sample composition systematic uncertainty.
• Lifetimes, ∆m d , R b and R c : The values assumed for the various b-hadron lifetimes, ∆m d , R b and R c are varied within the uncertainties quoted in Table 1 .
• Difference in decay width: A possible decay width difference ∆Γ s /Γ s between the two mass eigenstates of the B While the former is characterized by a good proper time resolution and mistag, the latter has a degraded decay length resolution and a somewhat biased decay length because of the charm lifetime. In addition, the sign of the lepton is changed, leading to a different total mistag. To study the possible bias arising from the correlation between the poor decay length resolution and degraded tagging performance of the cascade events, two different fast Monte Carlo experiments are generated with a true value of ∆m s equal to 50 ps −1 . In the first the b-hadron decays are generated using the average mistag and resolution; in the second, the primary and cascade components are generated separately, each with their appropriate mistag and resolution. For both experiments, the corresponding amplitude plot is obtained using the likelihood described in Section 7, i.e. with average mistags and resolutions.
The fast Monte Carlo experiment generated using the average b-hadron properties, yields an amplitude spectrum consistent with zero, as expected (since the fitting function is based on the same probability distributions as the fast Monte Carlo generator). In contrast, the experiment in which the direct and cascade decays are generated separately shows a small amplitude bias at low and very large ∆m s . Since the bias is small, especially in the region where the limit is set, and would cause the limit and sensitivity to be slightly underestimated, no attempt is made to correct for this effect; instead the deviations of the amplitude from zero observed are treated as a systematic uncertainty.
The relative importance of the various systematic uncertainties, as a function of ∆m s , is shown in Table 6 . Except at low ∆m s the systematic uncertainties are generally 
Checks
Using a fast Monte Carlo generator which takes into account all details of the sample composition, the resolution functions, the mistag rates and the distributions of x eff , the average amplitude over many fast Monte Carlo experiments is found to be consistent with unity for ∆m s = ∆m and RMS of such a distribution obtained with fast Monte Carlo experiments generated with ∆m true s = ∞ are found to be consistent with 0 and 1. A likelihood fit for ∆m s performed on a Z →Monte Carlo sample having the same statistics as the data and generated with a true value of ∆m s of 3.33 ps −1 yields ∆m s = 3.31 ± 0.12(stat.) ps −1 , in agreement with the input value. Performing an amplitude fit on the same Monte Carlo events yields the results shown in Fig. 8 . As expected, the amplitude is consistent with 1 at the true value of ∆m s . The sensitivity estimated from this Monte Carlo sample (ignoring systematic uncertainties) is 10.6 ps −1 , a little higher than that obtained from the data, 10.2 ps −1 , due to the slightly better decay length resolution in Monte Carlo.
As a further check of the assumed mistags and sample composition, the analysis is used to measure ∆m d in the data. Fixing ∆m s to 50 ps −1 and minimizing the negative log-likelihood with respect to ∆m d gives ∆m d = 0.451 ± 0.024(stat.) ps −1 , consistent with the latest world average of 0.463 ± 0.018 ps −1 [13] . Figure 9 shows that the fitted B 0 d oscillation amplitude is consistent with that observed in the Z →Monte Carlo and has the expected value of 1 at the minimum of the negative log-likelihood. To check that the sample composition and mistags assumed for each B Table 1 before averaging. The combined amplitude plot is displayed in Fig. 10 and the corresponding numerical values are listed in Table 7 . All values of ∆m s below 9.6 ps −1 are excluded at 95% CL. The combined sensitivity is 10.6 ps −1 . As the statistical correlation between this analysis and the previous ALEPH dilepton and lepton-kaon analyses [3, 5] is very large, no significant improvement in sensitivity is expected if these latter analyses were included in the combination.
Conclusion
From a sample of 33023 inclusive lepton events, all values of ∆m s below 9.5 ps −1 are excluded at 95% CL using the amplitude method. This analysis supersedes the previous ALEPH inclusive lepton analysis [4] and provides the highest sensitivity and highest 95% CL lower limit on ∆m s of any B 
ALEPH D
− s based analyses yields ∆m s > 9.6 ps −1 at 95% CL. 
