The paper addresses a structural controllability problem for continuum ensembles of linear time-invariant systems. All the individual linear systems of an ensemble are sparse and they share the same sparsity pattern. Controllability of an ensemble system is, by convention, the capability of using a common control input to simultaneously steer every individual systems in it. A sparsity pattern is structurally controllable if it admits a controllable linear ensemble system. A main contribution of the paper is to provide a graphical condition that is necessary and sufficient for a sparsity pattern to be structurally controllable. Like other structural problems, the property of being structural controllable is monotone. We provide a complete characterization of minimal sparsity patterns as well.
Introduction
In the paper, we introduce and solve a structural controllability problem for continuum ensembles of linear time-invariant systems. A brief description of the problem is given below. Motivations for studying the problem will be given after.
Let Σ be a closed interval of the real line. We consider a linear ensemble system parameterized by a variable σ ∈ Σ as follows:
x(t, σ) := ∂ ∂t x(t, σ) = A(σ)x(t, σ) + B(σ)u(t), ∀σ ∈ Σ,
where A : Σ → R n×n and B : Σ → R n×m are continuous, matrix-valued functions on the interval Σ, x(t, σ) ∈ R n is the state of the individual system indexed by σ at time t, and u(t) ∈ R m is a common control input that applies to all the individual systems. The (A, B) pair considered here is compliant with a certain sparsity pattern, i.e., certain entries of A and B, as scalar functions, are identically zero. The interval Σ is commonly referred to as the parameterization space. Controllability of the linear ensemble system (1) is, roughly speaking, the capability of using the common control input u(t) to simultaneously steer every individual system in it. Instead of investigating controllability of a particular sparse pair (A, B), we characterize sparsity patterns that admit controllable pairs. A precise problem formulation will be given in Section 3.
The above ensemble control problem has connections with the problem of controlling a large population of recurring small networks in a complex system. Recurring patterns with significantly high frequencies of appearances in a large-scale complex system are known as motifs [1] and they are ubiquitous in nature. In many cases, steering of such complex system is often achieved by "broadcasting" control inputs to manipulate the network motifs. Notable examples include social networks where families or companies are influenced by government policies, biological networks where gene regulatory motifs respond to external stimuli, and quantum ensembles where nuclear spins are manipulated by radio-frequency pulses. The importance of the graph structures of motifs is in the belief that these structures are essential for certain functions to be achieved. The function of our interest in the paper is a fundamental one in control theory, namely controllability.
When it comes to engineering, the framework of controlling an ensemble of relatively small-sized networks complements existing methods for controlling large-scale multi-agent systems. These existing methods rely on the use of leader-follower hierarchies [2] [3] [4] [5] . More specifically, the controller steers the network by controlling only a few leading agents and, meanwhile, let the followers obey certain local feedback control laws. However, a long-standing issue is that a larger networked system tends to be more fragile and less scalable. Attacks to the leading agents or failures in critical communication links can prevent the entire system from being controllable. The ensemble control framework (1) provides an alternative: Rather than controlling a large complex network, one can control a large population of small ones. Thus, the framework is by nature robust: Malfunctions of nodes or links affect only the corresponding individual systems without touching the others.
It is also worth noting that having the individual systems to be networks rather than single agents is, in fact, critical for controllability of an ensemble system. It is well known that controllability of a single dynamical system is far from being sufficient for an ensemble of such systems to be controllable. This is true regardless of parameterization. For example, an ensemble of single integratorsẋ(t, σ) = B(σ)u(t), for σ ∈ Σ, can never be controllable regardless of any choice of B. To make an ensemble system controllable, a much more stringent condition has to be met by every individual system (e.g., the A-matrix cannot be nilpotent as we will see later). However, the dynamics of single agents often do not satisfy these conditions as was illustrated in the above example. A solution provided by (1) is to let the agents form relatively small and cooperative networks-cooperative in a sense that the connections between different agents work together to "enrich" the dynamics of the individual systems so that the necessary and/or sufficient conditions are met for ensemble controllability. From this perspective, the structural controllability problem we address can be viewed as a problem for characterizing what types of structures for communication links between agents are essential to ensemble controllability.
We further note that the ensemble framework (1) for controlling multi-agent systems is inherently scalable. The scalability is achieved by the formulation that an infinite number (continuum ensemble) of individual systems are considered. In particular, these individual systems are required to be simultaneously controllable under the same control input. To see why the formulation promotes scalability, we first note a simple but critical fact [6, 7] : If an ensemble system (1) is controllable, then so is any subensemble of it-a subensemble is obtained by collecting individual systems of (1) whose indices σ belong to a certain closed subset Σ of Σ. We will review the fact at the end of Section 2. Different closed subsets of Σ correspond to different subensembles. Now, if we let Σ := {σ 1 , . . . , σ N } be a finite subset of the interval Σ, then the corresponding subensemble is nothing but a finite multi-agent system. Thus, controllability of the original ensemble system (1) guarantees controllability of the finite multi-agent system. We shall note that having Σ to be an infinite set is not only sufficient for finite subensembles of (1) to be controllable, but also necessary. Indeed, if every finite Σ can be embedded, as a subset, into Σ, then Σ is necessarily infinite. In short, addressing the extreme scenario with Σ being infinite covers all practical finite cases. Scalability of the ensemble control framework then follows as a consequence: Because a multi-agent system is treated as a finite sub-ensemble of (1), adding (or removing) any finite number of individual systems into (or out of) the subensemble gives rise to another subensemble. Controllability of any subensemble is guaranteed by the controllability of (1).
The problem of structural controllability problem for linear ensemble systems is new. To the best of author's knowledge, there has not been any work in the area. However, the problem for finite-dimensional linear systems was initiated by Lin almost half a century ago. In his seminal paper [8] , Lin addressed the single-input case and provided a necessary and sufficient condition (using matrix forms) for sparsity patterns to be structurally controllable. The result was soon generalized to a multi-input case by Shields and Pearson [9] and by Glover and Silverman [10] . For variations of the problem, we mention strong structural controllability [11, 12] , minimal controllability [13] [14] [15] , structural controllability over finite fields [16] , and structural controllability for driftless bilinear control systems [17] .
The paper is organized as follows: In Section 2, we introduce common notations, basic notions from graph theory, and preliminaries for linear ensemble systems. In Section 3, we formulate the structural controllability problem precisely and present the main results. Analysis and proofs of the results are provided in Section 4. The paper ends with conclusions.
Preliminaries
In the section, we gather a few common notations and present preliminaries about graph theory and control theory for linear ensemble systems.
Notations. For a vector v ∈ R n , we let v be the standard Euclidean norm. We use diag(v) to denote a diagonal matrix, with v i the iith entry. For a matrix A, we let A F be the Frobenius norm.
For matrices A ∈ R n×n and B ∈ R n×m , we let C(A, B) be the controllability matrix
Let Σ be a closed interval in R and M be a Euclidean space or a subset of it. We denote by C 0 (Σ, M ) the set of continuous functions from Σ to M .
Let GL(n, R) be the general linear group of degree n, i.e., it is the set of n × n invertible matrices. If P ∈ C 0 (Σ, GL(n, R)), then P −1 exists and belongs to C 0 (Σ, GL(n, R)).
Let (A, B) be an element in C 0 (Σ, R n×n × R n×m ), i.e., A and B are continuous, matrixvalued functions. For convenience, but with slight abuse of terminology, we will still call A and B "matrices" if there is no confusion.
Let (A , B ) be another element in C 0 (Σ, R n×n ×R n×m ). We say that (A, B) and (A , B ) are related by a similarity transformation if there exists a P ∈ C 0 (Σ, GL(n, R)) such that A = P AP −1 and B = P B. The similarity transformation will be used if we want to do change of coordinates for a linear ensemble system.
Basic Notions from Graph Theory
Let G = (V, E) be a directed graph (or digraph), with V = {v 1 , . . . , v n } the node set and E the edge set. We allow G to have self-arcs. A digraph without self-arcs will be referred to as a simple digraph.
An edge from v i to v j is denoted by v i v j . We call v j an out-neighbor of v i and v i an in-neighbor of v j . For a given subset V of V , we let N in (V ) be the set of in-neighbors of V within G, i.e., a node v i belongs to N in if there exist a node v j in V and an edge v i v j in G. In case we need to emphasize the role of the digraph G, we will write N in (V ; G).
The length of the walk is the number of edges contained in it. A walk is a path if there is no repetition of nodes in the sequence. A walk is a cycle if there is no repetition of nodes except the repetition of starting-and ending-nodes. Note that a self-arc at a node v i is a cycle of length 1.
A digraph G is strongly connected if for any two different nodes v i and v j , there is a path from v i to v j . In particular, if G is a digraph with only a single node (with or without a self-arc), then G is strongly connected. A digraph G is rooted if there is a node v 0 such that for any other v i in G, there is a path from v 0 to v i . The node v 0 is a root of G.
A subgraph G = (V , E ) of G satisfies V ⊆ V and E ⊆ E. Given a subset V of V , a subgraph G = (V , E ) is said to be induced by V if the edge set E satisfies the following condition: For any two nodes v i and v j in V , v i v j is an edge of G if and only if it is an edge of G.
We say that two subgraphs G and G are disjoint if their node sets are disjoint. For a collection of pair-wise disjoint subgraphs
A digraph G is acyclic if it does not contain any cycle as its subgraph. If G is also rooted, then it has a unique root v 0 . A directed tree (also known as an arborescence) is a special rooted acyclic digraph such that every node, expect the root node v 0 , has only one in-neighbor. It follows that for any given node v i other than v 0 , there is a unique path from v 0 to v i . The depth of the node v i is the length of the path. The depth of the root v 0 is 0 by default. The depth of the tree G is the maximal value of depths of all the nodes.
Note that if G = (V, E) is rooted with v 0 a root, then it contains a tree G = (V, E ), with the same vertex set, as a subgraph such that v 0 is the root of G . The subgraph G is called a directed spanning tree of G.
Control Theory for Linear Ensemble Systems
Let Σ be the unit closed interval Σ := [0, 1] in R. The choice of the closed interval is for ease of presentation. The results established in the paper do not depend on a particular choice of interval as we will see later in Prop. 3.1. For convenience, we reproduce below the linear ensemble system (1):
where A : Σ → R n×n and B : Σ → R n×m are continuous functions. The control input u is said to be admissible if for any given time interval [0, T ], the function u :
Let x Σ (t) : Σ → R n be the map that sends σ to x(t, σ). We call x Σ (t) a profile at time t. In the paper, we consider only continuous profiles, i.e., x Σ (t) ∈ C 0 (Σ, R n ).
Let L p (Σ, R n ), for 1 ≤ p ≤ ∞, be the Banach space of all functions f whose L p -norm is finite:
We now have the following definition:
, any target profilex Σ ∈ C 0 (Σ, R n ), and any error tolerance > 0, there is a time T > 0 and an admissible control input u : [0, T ] → R m such that the solution x Σ (t) generated by (2) satisfies x Σ (T ) −x Σ L p < . Remark 1. It is known [18] that if system (2) is L p -controllable for some T , then it is L p -controllable for all T > 0.
Because system (2) is completely determined by the (A, B) pair, we will some time use the pair to denote the system and simply say that (A, B) is L p -controllable.
Necessary and/or sufficient conditions for L p -controllability of system (2) have widely been investigated in the literature (see, for example, [6, [19] [20] [21] ). We present below a condition that utilizes the notion of controllable subspace. For that, we first have the following definition: Definition 2. Let the (A, B) pair be given in (2) . Let L p (A, B) be the L p -closure of the vector space spanned by the columns of A k B, for all k ≥ 0. We call the subspace L p (A, B) of L p (Σ, F n ) the L p -controllable subspace associated with system (2).
The following necessary and sufficient condition, adapted from [18] , is a straightforward generalization of the Kalman rank condition for finite-dimensional linear systems:
For the remainder of the subsection, we present three preliminary results that will be useful in the analysis. The first result compares L p -controllability of system (2) for different values of p (see [7] for a proof):
The second result establishes an equivalence relation in terms of controllability between pairs that are related by similarity transformations: 
Since P is invertible, the two Banach subspaces are isomorphic.
The third result relates controllability of system (2) to controllability of its subensemble. Specifically, we let Σ be a closed subset of Σ and consider the following ensemble system:
where the (A, B) pair is the same as the one for system (2). We call system (3) the subensemble-Σ of system (2) . The following result is known (see, for example, [6, 7] ):
Note that the arguments used in Section 1 regarding scalability of the ensemble control framework follow from the above lemma. There, we have chosen Σ to be a finite point set. Moreover, if Σ is finite, then L p -controllability of the subensemble can be replaced with exact controllability.
Problem Formulation and Main Results
In the section, we formulate the structural controllability problem for linear ensemble systems and provide a complete solution to the problem. Formulation of the problem is done in Subsection 3.1. We introduce key definitions there and establish a relevant property about structural controllability for linear ensemble systems. Next, in Subsection 3.2, we provide a necessary and sufficient condition for a sparsity pattern to be structurally controllable. We formulate the result in Theorem 3.2. Then, in Subsection 3.3, we focus on a special class of sparsity patterns, namely the patterns with minimal numbers of nonzero entries. A complete characterization of these patterns is given in Theorem 3.3.
Problem Formulation for Structural Controllability
We still let Σ be the unit closed interval [0, 1] and note again that the choice of the interval is irrelevant (see Prop. 3.1 in the subsection). Let (A, B) ∈ C 0 (Σ, R n×n × R n×m ) be a sparse pair. By convention, we use a digraph G to describe the sparsity pattern of (A, B). The construction of the digraph is given in the following definition:
. . , α n and β 1 , . . . , β m . The α-nodes and the β-nodes are referred to as state-nodes and control-nodes, respectively. The edges of G are determined as follows:
1. There is an edge from α j to α i if the ijth entry of A is not identically zero.
2. There is an edge from β j to α i if the ijth entry of B is not identically zero.
Note that the control-nodes of G do not have any incoming neighbor. For given nonnegative integers n and m, we let G n,m be the collection of all matrixinduced digraphs G by pairs (A, B) ∈ C 0 (Σ, R n×n × R n×m ). Equivalently, a digraph G belongs to G n,m if it has (n + m) nodes α 1 , . . . , α n and β 1 , . . . , β m and the β-nodes do not have incoming neighbors. For a later purpose, we allow n or m to be 0. If n = 0 (resp. m = 0), then there is no state-node (resp. control-node) in G. We let
Every graph G ∈ G then corresponds to a sparsity pattern. Conversely, for any given such digraph G, we introduce a class of sparse pairs (A, B) that correspond to it. The correspondence is given in the following definition:
Let (A, B) be a pair compliant with a digraph G ∈ G. An entry a ij of A or an entry b ij of B is said to be a -entry if α j α i or β j β i is an edge of G. The -entries can be arbitrary continuous functions from Σ to R. The other entries of A or B have to be identically zero. See Fig. 1 for an illustration.
For a given digraph G ∈ G, we let V(G) be the collection of (A, B) pairs compliant with the digraph:
We look for pairs (A, B) ∈ V(G) that are L p -controllable. Structural controllability of G relies on the existence of these pairs. Precisely, we have the following definition:
If G has no state-node (i.e., n = 0), then it is structurally L p -controllable by default. 
Remark 2.
We will see in Theorem 3.2, Subsection 3.2 that if G is structurally L p -controllable for some p, with 1 ≤ p ≤ ∞, then it is structurally L p -controllable for all p. Thus, there will be no ambiguity by saying that G is structurally controllable.
Apparently, the definition of structural controllability depends on the underlying parameterization space. We have so far assumed that Σ is the closed unit interval Σ = [0, 1]. The following fact will relax the constraint and establishes equivalence of structural controllability for a class of parameterization spaces:
Proof. We first show that G is structurally L p -controllable for Σ if and only if it is for an arbitrary closed interval Σ := [r 1 , r 2 ], with r 1 < r 2 . For a given (A, B) pair for system (2), we define an (A , B ) pair on Σ as follows
We consider the following ensemble system on Σ :
From (4), if a function f belongs to the L p -controllable subspace L p (A, B) associated with system (2), then the function: We next let Σ be a finite union of closed intervals, i.e., Σ = Σ 1 ∪ . . . ∪ Σ k where the Σ i , for i = 1, . . . , k, are pairwise disjoint closed intervals. We show that if G is structurally controllable for Σ if and only if it is structurally controllable for Σ . First, we assume that G is structurally L p -controllable for Σ . Then, by Lemma 4, it has to be structurally L p -controllable for every single closed interval Σ i . It follows from the previous arguments that G is also structurally L p -controllable for the unit closed interval Σ. We now assume that G is structurally L p -controllable for Σ. Then, again, by the above arguments, G is L p -controllable for any closed interval in R. Let Σ be a closed interval, sufficiently large, such that it contains Σ as a subset. Because G is structurally L p -controllable for Σ , we conclude from Lemma 4 that G is structurally L p -controllable for Σ .
Finally, we note that if Σ is not a finite union of closed intervals, then the class of structurally controllable digraphs can be completely different. A case of our particular interest is that Σ is a circle. Note that every closed interval (or a finite of them) can be embedded into a circle, but not the other way around. Thus, the class of structurally controllable digraphs for a circle is properly contained in the class for a closed interval. Investigation of the case is our future scope. For continuum spaces whose dimensions are greater than one, we believe that there does not exist any structural controllable digraph. The belief is based upon a recent negative result [7] which says that any real-analytic linear ensemble system is not L p -controllable, for 2 ≤ p ≤ ∞, if the dimension of the underlying parameterization space is greater than one.
A Necessary and Sufficient Condition
In the subsection, we provide a necessary and sufficient condition for a digraph G ∈ G to be structurally controllable. The condition comprises two parts: One is about accessibility of G to the control nodes and the other is about existence of Hamiltonian decomposition admitted by the state-nodes of G. We give precise definitions below. The first one is about accessibility of G: With the above definitions, we will now present the necessary and sufficient condition: For illustration, we consider the digraph G in Fig. 1 . First, note that G is accessible: There are edges β 1 α 1 , β 2 α 2 , β 2 α 3 , and a path β 2 α 2 α 4 . Next, note that the subgraph H induced by the state-nodes admits a Hamiltonian decomposition: Nodes α 1 and α 3 form a two-cycle and the remaining two nodes α 2 , α 4 have self-arcs. By Theorem 3.2, G is structurally controllable.
We note here that a necessary condition for an arbitrary linear ensemble system is that almost all individual systems in the ensemble are controllable. This can be seen from Lemma 1. It thus follows that a digraph G is structurally controllable for linear ensemble systems, then it is structurally controllable for finite-dimensional linear systems. We elaborate on the fact in the following remark:
Remark 3. For finite-dimensional linear systems, a necessary and sufficient condition [8, 9, 15] for structural controllability can be formulated as follows: A digraph G ∈ G is structural controllable if and only if it satisfies item (A1) and the following:
We recall that N in (V ) is the set of in-neighbors of V . The above item (A2') is strictly weaker than the item (A2). To see this, we let G satisfy (A2) and H be the subgraph induced by the state-nodes. Let H be a disjoint union of cycles that cover all the state-nodes. Then, within the subgraph H , we have that for any subset V of state-nodes, |N in (V ; H )| = V . It then follows that
On the other hand, there exist digraphs that satisfy items (A1) and (A2'), but not (A2). One can take the class of directed paths as examples.
Finally, we note that if G has several connected components, then each component corresponds to a sparse ensemble system and all of these ensemble systems are completely decoupled from each other. It follows that G is structurally controllable if and only if every connected component of G satisfies condition-A.
Characterization of Minimal Digraphs
In the subsection, we focus on a special class of structurally controllable digraphs G, namely digraphs with minimal numbers of edges. These digraphs corresponds to the sparsity patterns with minimal numbers of -entries. To that end, we have the following definition: Definition 9. A structurally controllable digraph G ∈ G n,m is minimal if removal of any edge out of G will cause the digraph to lose structural controllability.
We will be able to provide a complete characterization of minimally structurally controllable digraphs. For that, we need a few preliminaries about graph theory. To proceed, we start with the following definition: Definition 10. Let G = (V, E) be an arbitrary weakly connected digraph. The strong component decomposition V = N i=0 V i satisfies the following conditions:
1. Let G i be the subgraph of G induced by V i . Every G i is strongly connected.
2. If G is another induced subgraph of G and is strongly connected, then G has to be a subgraph of G i for some i = 0, . . . , N .
We count the number of strong components from 0 because, later, we will use G 0 to denote the singleton formed by the unique control node of a digraph G ∈ G n,1 .
Note that the strong component decomposition always exists and is unique (see, for example, [22] ). By condensing these strong components into single nodes, one obtains a digraph S as follows: There are (N + 1) nodes w 0 , . . . , w N in S, corresponding to the (N + 1) strong components G 0 , . . . , G N . The digraph S does not have self-arcs. For two different nodes w i and w j , there is an edge w i w j if and only if there is an edge v i v j in G with v i a vertex in G i and v j a vertex in G j . Definition 11. The above digraph S is the skeleton digraph of G.
Note that the skeleton digraph S is weakly connected and, moreover, is acyclic. Let V i be the vertex set of the strong component G i . Then, to every edge w i w j of S, we define a subset of edges of G as follows:
i.e., [w i w j ] is the collection of edges from G i to G j . By the construction of skeleton digraph, the set [w i w j ] is nonempty. We now apply condensation to the digraphs G ∈ G and obtain their skeleton digraphs S. Note that each control node β i of G is itself a strongly connected component and, hence, gives rise to a node of the skeleton digraph S. Other strongly connected components G j of G are all contained in the subgraph H induced by the state-nodes.
Also, note that if G has only one control node and if G is structurally controllable, then by Theorem 3.2, the skeleton digraph S is rooted acyclic. The unique root of S corresponds to the control-node of G.
We further recall that an arborescence is a directed rooted tree. With the above preliminaries, we now have the following result: Moreover, for every edge w i w j of S, the set [w i w j ] defined in (6) is a singleton.
(B2) Let G 0 , . . . , G N be the subgraphs of G obtained from the strong component decomposition, with G 0 the singleton {β}. Then, every G i , for i = 1, . . . , N , is a cycle.
Definition 12. The two items (B1) and (B2) combined will be referred to as condition-B.
For illustration, we provide in Fig. 2 all minimally structurally controllable digraphs G with three state-nodes (the number control node is always one). 
Analysis and Proofs of Main Results
The section is devoted to the proofs of the two main results, Theorems 3.2 and 3.3, formulated in previous section. The analysis comprises three parts:
1. In Subsection 4.1, we show that condition-A is necessary for structural controllability.
2. In Subsection 4.2, we show that condition-B is minimal with respect to condition-A, i.e., every digraph satisfying condition-A can be reduced, via edge deletion, to a disjoint union of digraphs satisfying condition-B. In the same subsection, we also recall the fact that the property of being structural controllable is monotone with respect to edges. Thus, to establish sufficiency of condition-A, it suffices to establish sufficiency of condition-B.
3. In Subsection 4.3, we represent minimal sparsity patterns in matrix forms. This prepares for explicit constructions of controllable pairs (A, B) , which is carried out in Subsection 4.4.
Necessity of Condition-A
In the subsection, we establish the following result: We establish below Prop. 4.1. We first show that G has to be accessible for structural controllability. Let V α = {α 1 , . . . , α n } be the set of state-nodes. Suppose, to the contrary, that G is not accessible; then, we can partition the set V α into two nonempty subsets:
The subset V + α is the collection of nodes to which there exist paths from the control-nodes and V − α := V α \V + α is the complement of V + α .
Let k := |V − α | be the cardinality of V − α . Then, 1 ≤ k ≤ n. By relabeling the nodes, if necessary, we can assume that V − α comprises the last k nodes α n−k+1 , . . . , α n . We next let (A, B) ∈ V(G) be a pair compliant with G. We partition matrices A and B into blocks: A = [A 11 , A 12 ; A 21 , A 22 ] and B = [B 1 ; B 2 ], where A 11 is k × k and B 1 is k × m. By the construction of V − α and V + α , we have that the blocks A 21 and B 2 are zeros. Thus, the corresponding ensemble system is in the "Kalman canonical form:"
We have the following result:
Proof. Let f ∈ L p (A, B) and we decompose f = [f 1 ; f 2 ] with f 2 of dimension k. Then, f 2 = 0 and it follows from Lemma 1 that system (7) is not L p -controllable.
We next show that the subgraph H induced by V α has to admit a Hamiltonian decomposition. We first make the following observation (adapted from [23] ): Proof. The proof will be carried out by induction on n. For the base case where n = 1, det(A) ≡ 0 is equivalent to A ≡ 0. In this case, the L p -controllable subspace L p (0, B) is the column space of B. By Lemma 1, the system cannot be L p -controllable.
For the inductive step, we assume that the result holds for (n − 1) and prove for n. Let
Let σ * ∈ Σ be chosen such that k = rank A(σ * ). Because A is continuous in σ and rank A is locally nondecreasing in σ, there is a closed neighborhood Σ :
Since det A ≡ 0, k is strictly less than n. By Doležal's theorem [24] , there exists a continuous function P : Σ → GL(n, R) such that
where A 22 is k ×k. We next let B := P B and partition B = [B 1 ; B 2 ], with B 2 of dimension k × m. We then consider the linear ensemble system given by the (A , B ) pair:
By construction, the above system is obtained by first restricting the (A, B) pair from Σ to Σ and, then, applying the similarity transformation via P . By Lemma 3, similarity transformation preserves controllability. Also, by Lemma 4, if the subensemble-Σ of (2) is not controllable, then neither is (2) . Thus, to show that system (2) is not L p -controllable, it suffices to show that (8) is not. We establish the fact below.
To proceed, we first note that the dynamics of x 2 (t, σ) in (8) are decoupled from the dynamics of x 1 (t, σ):
It should be clear that if system (9) is not L p -controllable, then neither is (8) . By the induction hypothesis, if det A 22 ≡ 0, then system (9) is not L p -controllable and the proof will be done for this case.
We will thus assume that det A 22 is not identically zero. Because A 22 is continuous, there is a closed interval Σ := [σ − , σ + ] in Σ , with σ − < σ + , such that det A 22 (σ) = 0 for all σ ∈ Σ . It follows that A 22 is invertible when restricted to Σ . Let P : Σ → GL(n, R) be defined as follows:
The inverse P −1 is given by
Using the matrix P , we define A := P A P −1 and B := P B . It directly follows from computation that A = [0, 0; 0, A 22 ]. Correspondingly, we partition B = [B 1 ; B 2 ], with B 2 of dimension k × m. We then consider the linear ensemble system given by the (A , B ) pair:
The system is, again, obtained by first restricting (A , B ) from Σ to Σ and, then, applying the similarity transformation via P . By the same arguments, if system (10) is not L p -controllable, then neither is (8) . We show below that system (10) is not L p -controllable. Let f be a function in the L p -controllable subspace L p (A , B ) associated with (10) .
Then, that f 1 belongs to the column space of B 1 , which is finite dimensional. We thus conclude from Lemma 1 that system (10) is not L p -controllable. This completes the proof.
Prop. 4.1 is now established by Lemmas 5, 6 and 7.
Minimality of Condition-B
In the subsection, we show that the digraphs G ∈ G that are weakly connected and minimal with respect to condition-A are the ones satisfying condition-B. To proceed, we introduce, for each n ≥ 0, a set of digraphs as follows:
K n := {G ∈ G n,1 | G satisfies condition-B}.
We then let K := ∪ ∞ n=0 K n . For clarity of presentation, we will now use letter K to denote a digraph in K for the remainder of the section. We establish below the following result:
We illustrate in Fig. 3 edge-reductions of the digraph in Fig. 1 . Fig. 3 : The digraph on the left is from Fig. 1 and satisfies condition-A. We give two different edge-reductions (ERs) of the digraph and obtain disjoin unions of digraphs in K on the right. For ER1, we remove edges β 2 α 3 and α 4 α 1 from the left. After the reduction, the two disjoint digraphs belong to K 2 . For ER2, we remove edges β 1 α 1 and β 2 α 3 . After the reduction, the two disjoint digraphs belong to K 0 and K 4 , respectively.
ER1 ER2
Prop. 4.2 will be established after a sequence of lemmas. We will first show that the digraphs in K satisfy condition-A and, next, show that these digraphs are minimal with respect to condition-A. They are done in Lemmas 8 and 9 After that, we show that every digraph G ∈ G, minimal with respect to condition-A, is a disjoint union of the digraphs in K. This is done in Lemma 10. We start with the following one:
Proof. Let S be the skeleton digraph of K. Then, S is rooted by item (B1) of Theorem 3.3. It follows that K is rooted with the control-node β being the single root of K, so K is accessible to β. Next, we let H be the subgraph of K induced by the state-nodes. We need to show that H admits a Hamiltonian decomposition. But this follows from item (B2) of Theorem 3.3. To see this, let K 0 , K 1 , . . . , K N be the subgraphs of K obtained from the strong component decomposition, with K 0 is the singleton {β}. Note that all the other K i , for i = 1, . . . , N , are cycles. Moreover, they are subgraphs of H and form a Hamiltonian decomposition of H.
We next have the following fact: Lemma 9. Every digraph K ∈ K is minimal with respect to condition-A.
Proof. We show that removal of any edge out of K violates condition-A. We again let K 0 , . . . , K N be the strong components of K obtained from the strong components decomposition, with K 0 being the singleton of control node β. We now remove an edge out of G. There are two cases: (1) The edge belongs to a certain component K i and (2) the edge connects two different components.
We first deal with case (1) . Note that by item 2 of Def 10, each strong component K i cannot be contained in any strongly connected subgraph of G other than itself. Thus, the subgraph H induced by the state-nodes admits a Hamiltonian decomposition if and only if each K i admits a Hamiltonian decomposition. Since every K i , for i = 1, . . . , N , is a cycle by item (B2), the Hamiltonian decomposition of H is unique given by the K i , for i = 1, . . . , N . It follows that removal an edge out of one of these cycles violates item (A2).
We now deal with case (2) . Let S be the skeleton digraph of K and w 0 , . . . , w N be the nodes of S. By item (B1), the skeleton digraph S is an arborescence. Thus, if we remove an edge w i w j out of S, then S is disconnected. Correspondingly, if we remove all the edges in the set [w i w j ] (defined in (6)) out of G, then G will be disconnected and, hence, is not accessible anymore. Finally, note that by the same item (B1), [w i w j ] contains only one single edge, so removing the edge out of K will violate item (A1).
To establish Prop. 4.2, it now remains to establish the following fact:
Proof. We first consider the special case where G has a single control node β. In this case, G is rooted with β the root. We show below that G can be reduced to a digraph K in K.
Let H be the subgraph of G induced by the state-nodes and H 1 , . . . , H N be a Hamiltonian decomposition of H (so every H i is a cycle). For convenience, we let H 0 := {β} be the singleton of the control node. Similar to the strong component decomposition, we build a digraph S by condensing all the H i to single nodes w i , for i = 0, . . . , N , and by adding edges w i w j , for i = j, if there exists at least one edge from H i to H j . With slight abuse of notation, we will still let [w i w i ] be the set of edges v i v j in G with v i belonging to H i and v j belonging to H j .
Since G is rooted, the resulting digraph S is also rooted with w 0 the unique root. Let S be a directed spanning tree of S. Given S , we remove edges out of G as follows: If w i w j is an edge of S and if [w i w j ] has more than one edge, then we keep one edge in the set and remove the others. If w i w j is not an edge of S , then we remove all the edges in [w i w j ]. We let K be the trimmed subgraph of G. Then, it should be clear that S is the skeleton digraph of K. By construction, the digraph K satisfies condition-B.
We now consider the general case where G has m control nodes β 1 , . . . , β m . For each β i , we let V * β i be the union of β i and the set of state-nodes accessible to β i . Since G is accessible, the union of V * β i is the entire node set V of G. We next let
These V β i then form a disjoint union of V . For each i = 1, . . . , m, we let G β i be the subgraph of G induced by the V β i . We show below that every G β i satisfies condition-A. Note that if this is the case, then one can apply the edge-reduction to every G i to obtain a digraph K i ∈ K as was demonstrated above. The proof will be done. We first show that every G β i is rooted (and, hence, satisfies item (A1)). Specifically, we show that for any α j ∈ V β i , there is a path from β i to α j within G β i . By construction, nodes in V * β i are accessible to β i and V β i is a subset of V * β i . Thus, there exists a path from β i to α j in G. It suffices to show that every node along the path does not belong to V * β k for any k = 1, . . . , i − 1. This holds because otherwise, the endpoint α j of the path will be accessible to V * β k for some k = 1, . . . , i − 1, which contradicts the fact that α j ∈ V β i . We next show that every G β i satisfies item (A2). Specifically, we need to show that the subgraph H β i of G β i induced by the state-nodes admits a Hamiltonian decomposition. Since G satisfies item (A2), there are disjoint cycles H 1 , . . . , H N that cover all the state-nodes.
The key observation is that if a node α j of G β i belongs to a cycle H l some l = 1, . . . , N , then all the nodes of the cycle belong to G β i . To see this, we note that if α j is accessible to β i , then so is every node in the cycle H l . Conversely, if α j is not accessible to β k , for k = 1, . . . , i − 1, then neither is any node in H l . The above arguments then imply that all the state-nodes of G β i are covered by a certain selection of disjoint cycles H i 1 , . . . , H i N . These cycles then form a Hamiltonian decomposition of H β i . Lemmas 8, 9 and 10. For the remainder of the subsection, we will focus only on the digraphs in K. In particular, we will establish the sufficiency of condition-A by showing that the digraphs in K are structurally controllable. We can do this because the digraphs in K are minimal with respect to condition-A and, moreover, the property of being structural controllability is monotone with respect to edges: Lemma 11. Let G = (V, E) ∈ G and G = (V, E ) be a subgraph of G, with the same vertex set V and E ⊆ E. If G is structurally controllable, then so is G.
Prop. 4.2 is now established by
Proof. The result directly follows from the fact that if (A, B) is an L p -controllable pair compliant with G , then it is also compliant with G.
Sparsity Patterns in Matrix Forms
Let K ∈ K and (A, b) be a pair in V(K). We use little b to indicate that the fact that b is a column vector (since m = 1). The goal of the subsection is to represent the sparsity pattern of (A, b) in matrix form. The representation prepares for construction of a L p -controllable pair (A, b) in V(K), which will be carried out in the next subsection.
Let β be the control-node and K i = (V i , E i ), for i = 1, . . . , N , be the cycles of K. These cycles form a Hamiltonian decomposition of the subgraph induced by the state-nodes. Let S be the skeleton digraph of K and w 0 be its root. Let w 1 , . . . , w N be the nodes corresponding to the cycles K 1 , . . . , K N .
Recall that S is an arborescence and the depth of a node w i in S is the length of the unique path from the root w 0 to w i . The depth of w 0 is 0 by default. By relabelling the nodes w 1 , . . . , w N (and, hence, the cycles K 1 , . . . , K N ) if necessary, we can assume that
Let n i := |V i | and we have that N i=1 n i = n. Without loss of generality, we assume that the first n 1 nodes of G belong to K 1 , the next n 2 nodes belong to K 2 and, in general,
for all i = 1, . . . , N , where s i := i k=1 n k . Moreover, by relabeling (if necessary) the nodes within each K i , we can assume that the edge set E i of K i is given by
We now return to the sparse pair (A, b). By the way we label the state-nodes of K, we have the following fact: Lemma 12. The pair (A, b) ∈ V(K) satisfies the following conditions:
The matrix A is lower block triangular:
where each block A ij is n i × n j and b i is n i -dimensional.
Every diagonal block
A ii takes the following form:
Partition the vector
. . , N , there is at most one nonzero block or vector among {A i1 , . . . , A i,i−1 , b i } and the nonzero block or vector has only one nonzero entry.
Proof. The lower block triangular structure of A follows from (11) and (12) . Specifically, if w j w i is an edge, then dep(w i ) > dep(w j ). Thus, the increasing sequence (11) implies that j < i and, hence, the corresponding A ij is below the digonal. The second item of the lemma directly follows from the fact that every K i is a cycle. The third item follows from the fact that S is an arborescence and [w i w j ] is a singleton for every edge w i w j of S.
In the sequel, we will assume the structure of A given in Lemma 12. The first two items will be particularly relevant to us.
Sufficiency of Condition-B
In the subsection, we show that the digraphs K ∈ K are structural controllable. The result, combined with Lemma 11, will then imply that condition-A is sufficient for structural controllability. We state the result below: Proposition 4.3. For any K ∈ K, there exists an L p -controllable pair (A, b) ∈ V(K), for any p = 1, . . . , ∞.
The existence of the pair (A, b) will be established by construction. It takes two steps: (1) We will start by finding a pair (A(0), b(0)) such that the corresponding finite-dimensional system is controllable; (2) We will then extend (A(0), b(0)) to a pair (A, b) of functions over the entire interval Σ = [0, 1] so that (A, b) is L p -controllable, for any p = 1, . . . , ∞.
With a slight abuse of terminology, we say that a pair (A(0), b(0)) ∈ R n×n × R n is compliant with the digraph K if all the nonzero entries of A(0) and b(0) correspond to the edges of K. We assume that (A(0), b(0)) takes the form given in Lemma 12. Let A ii (0) be the iith block of A(0). Its dimension is n i × n i . We define N nonnegative numbers r i (0), for i = 1, . . . , N , as follows:
The expression inside the absolute value is simply the product of the -entires of A ii (0). We now have the following fact: 2. The following finite-dimensional system:
is controllable.
Proof. First, note that by Remark 3, condition-A is sufficient for the digraph K to be structural controllable for finite-dimensional systems. Thus, there exist pairs (A(0), b(0)), compliant with K, such that the corresponding systems (16) are controllable. Moreover, these controllable pairs are open and dense in R n×n × R n with respect to the standard Euclidean topology [8] . Now, let (A(0), b(0)) be chosen such that item 1 of the lemma is satisfied. If the resulting system (16) is controllable, then the proof is complete. Otherwise, we can perturb (A(0), b(0)) to obtain a controllable pair (A (0), b (0)). The differences A(0) − A (0) and b(0) − b (0) can be made arbitrarily small. By (15) , each r i (0) is continuous in the -entires of A ii (0), so the pair (A (0), b (0)) after perturbation will still satisfy item 1 as long as the perturbation is sufficiently small.
We will now extend the pair (A(0), b(0)) given in Lemma 13 to a pair (A, B) in V(K).
To that end, we first let κ := 1 2 min { r i+1 (0) /r i (0) − 1 | i = 1, . . . , N − 1} .
By item 1 of Lemma 13, κ is positive. We next let ρ : Σ → R be a linear function in σ defined as follows: ρ(σ) := κσ + 1.
Because κ is positive, ρ is everywhere nonzero and, moreover, strictly monotonically increasing. We then define the (A, B) pair as follows:
A(σ) := ρ(σ)A(0) and b(σ) := b(0),
for all σ ∈ Σ. Since (A(0), b(0)) is compliant with K, so is (A(σ), b(σ)) for all σ ∈ Σ. It follows that (A, b) ∈ V(K). We next extend each r i (0), for i = 1, . . . , N , to a scalar function r i : Σ → R by defining r i (σ) in the same way as was in (15), but with the argument 0 replaced with σ. Because A(σ) = ρ(σ)A(0), it follows that r i (σ) = ρ(σ)r i (0), ∀σ ∈ Σ.
By item 1 of Lemma 13, every r i (0) is postive. Because ρ is everywhere nonzero and strictly monotonically increasing, so is every r i . Furthermore, for any i = 1, . . . , N − 1, we have that r i+1 (0) − r i (1) = ρ(0)r i+1 (0) − ρ(1)r i (0) = r i+1 (0) − (κ + 1)r i (0) = r i (0) ( r i+1 (0) /r i (0) − 1 − κ) .
By the definition (17) of κ, we have that
It then follows that r i+1 (0) − r i (1) ≥ 1 2 (r i+1 (0) − r i (0)) > 0.
The above inequality, combined with the monotonicity of r i , imply that if i = j, then r i (σ) = r j (σ ), ∀σ, σ ∈ Σ,
i.e., the images of r i and r j do not overlap. To establish Prop. 4.3, it now remains to establish the following fact:
Lemma 14. The (A, b) pair given in (18) is L p -controllable, for any p = 1, . . . , ∞.
Proof. By Lemma 2, if (A, b) is L ∞ -controllable, then it is L p -controllable for 1 ≤ p ≤ ∞. It thus suffices to show that (A, b) is L ∞ -controllable. The following condition, adapted from [20] , is a sufficient condition for the (A, b) pair to be L ∞ -controllable:
Conclusions
We introduce and solve the structural controllability problem for linear ensemble systems over (finite unions of) closed intervals. A necessary and sufficient condition is provided in Theorem 3.2 for a sparsity pattern to be structural controllable. The minimal sparsity patterns are further characterized in Theorem 3.3. Note that in the definition of structural controllability (Def. 5), we only need (A, B) to be continuous. The condition can be made stronger by requiring that (A, B) be kth continuously differentiable, for k = 0, . . . , ∞, or even real-analytic, i.e., k = ω. But, changing the condition does not affect the results. This holds because the (A, B) pair constructed in Subsection 4.4 is, in fact, linear in σ.
The class of structurally controllable sparsity patterns will shrink if the parameterization space Σ becomes a circle. Characterization of the sparsity patterns for that case is in the scope of our future work. For the case where the dimension of Σ is greater than one, we conjecture that there does not exist any sparsity pattern that is structural controllable. The conjecture is due to the negative result established in [7] .
Finally, if we go beyond linear ensemble systems and consider nonlinear ones, then the necessary and sufficient condition (condition-A) for structural controllability could be relaxed. In particular, the subgraphs induced by the state-nodes may not need to admit Hamiltonian decompositions anymore. A prototype of sparse bilinear ensemble system is investigated in [25] . There, only strong connectivity of the state-nodes is required. The tradeoff between nonlinearity and sparsity will be investigated on another occasion.
