Abstract. Let K be the kernel of the Johnson homomorphismthe subgroup of the extended mapping class group, Mod(S), generated by Dehn twists about separating curves. Assuming the genus of the surface S is at least 5, we confirm a conjecture of Farb that Comm(K) ∼ = Aut(K) ∼ = Mod(S). More generally, we show that any injection of a finite index subgroup of K into the Torelli group I of S is induced by a homeomorphism. In particular, this proves that K is co-Hopfian and is also characteristic in I. Further, we recover the result of Farb and Ivanov that any injection of a finite index subgroup of I into I is induced by a homeomorphism. Our method is to reformulate these group theoretic statements in terms of maps of curve complexes.
Introduction
The extended mapping class group of a surface S is:
Mod(S) = π 0 (Homeo ± (S))
In this paper we show that certain topologically defined subgroups of Mod(S) have algebraic structures which strongly reflect their topological origins. We assume throughout that S is a closed, oriented surface. Also, unless specifically stated otherwise, the genus of S is assumed to be at least 5.
The Torelli group I = I(S) is the subgroup of Mod(S) consisting of elements which act trivially on H = H 1 (S, Z), and K = K(S) will denote the subgroup of I generated by Dehn twists about separating curves. Johnson first singled out K for study in its own right, showing (among other things) that K arises naturally as the kernel of a map from I to ∧ 3 (H)/H [13] ; hence we call K the Johnson kernel.
The abstract commensurator of a group G, denoted Comm(G), is the group of isomorphisms of finite index subgroups of G (under composition), with two such isomorphisms equivalent if they agree on a finite index subgroup of G.
By "characteristic up to conjugacy", we mean that automorphisms of I preserve the conjugacy class of a finite index subgroup of K. We note that in the case of the Johnson kernel itself, Corollary 1.2 also follows from Theorem 1.2 (below), proven by Farb and Ivanov. In fact, we are able to recover the main results of Farb and Ivanov from our Main Theorem 2: It is important to remark that our ideas are largely inspired by the work of Farb and Ivanov. We also note that McCarthy and Vautaw extended to g ≥ 3 the result that Aut(I) ∼ = Mod(S).
Our basic strategy is to recast algebraic statements about K into terms of combinatorial topology. That is, given an injection of a finite index subgroup of K into I, we construct a map of the complex of separating curves C s (S) (see Section 2), and we then prove:
For S a surface of genus g ≥ 5, we have:
More generally, we understand superinjective maps of the 0-skeleton C 0 s (S). Superinjective maps were defined and used by Irmak in order to show that, for most surfaces, any injection of a finite index subgroup of Mod(S) into Mod(S) is induced by a homeomorphism [7] [8] . See Section 2 for a precise definition. The corresponding results for Torelli groups concern the Torelli complex T (S), which has a vertex for each separating curve and bounding pair on S, and edges between vertices which can be realized disjointly on S (see Section 2). This complex was originally defined by Farb and Ivanov (their Torelli geometry T G(S) is T (S) with a certain marking) [3] . Theorem 1.5. For S a surface of genus g ≥ 5, we have: 
All of the above results concerning maps of "curve complexes" are based on the seminal theorem of Ivanov about the complex of curves C(S) (defined in Section 2) [10] :
we have:
In lower genus, there are exceptional cases to Ivanov's theorem, explored by Korkmaz and Luo [15] [16].
Finally, we mention a theorem of Ivanov and McCarthy [11] , which is important here because we model our basic argument on their paper, and also because we apply this theorem at the end of our proof. Again, there are exceptional cases in low genus. Remarks. Mess proved that for a genus 2 surface S, the group K (which equals I in this case) is an infinitely generated free group [19] . Hence none of our results hold. Other low genus cases remain open.
Mustafa Korkmaz has pointed to us another approach to computing the automorphism group of the complex of separating curves, using his theorem that Aut(C(S)) ∼ = Mod(S) for most punctured spheres. However, since there is currently no analog of Irmak's superinjectivity results for genus zero, we do not see how to recover our main theorems from this method.
Outline. We start with any injection:
where G is any finite index subgroup of K. As per Main Theorem 2, we aim to produce a mapping class f which induces φ.
Step 1 (Section 3). We show that φ induces a map φ ⋆ of C 0 s (S) into T 0 (S). This follows from Ivanov's algebraic characterization of "simple" mapping classes-the center of their centralizers is infinite cyclic.
We then see that φ ⋆ is really a superinjective map of C 0 s (S). In other words, φ ⋆ takes separating curves to separating curves. The idea is that the rank of a maximal abelian subgroup on either side of a separating curve is even, and on either side of a bounding pair is odd.
Step 2 . We next extend φ ⋆ to a map φ ⋆ of C 0 (S), by defining an action on nonseparating curves. The key is that a nonseparating curve is characterized by the separating curves which cut off a genus 1 subsurface containing that curve. To define φ ⋆ on a particular nonseparating curve, it suffices to choose two such separating curves-a sharing pair.
To show that φ ⋆ is well-defined, i.e. that the map is independent of choices of sharing pairs, we apply the chain-connectedness of a certain arc complex defined by Harer.
Step 3 (Section 6). We show that φ ⋆ is superinjective. It is then a theorem then of Irmak that φ ⋆ is induced by f ∈ Mod(S). We further show that both φ ⋆ and φ itself are induced by f . But that means φ is really the restriction of an element of Aut(K) and φ ⋆ is really an automorphism of C s (S). To summarize:
At this point, we have established Main Theorem 2 and Theorem 1.3, and we have:
We then show that this map is a homomorphism. Also, the map is an injection, since the natural inverse η is a left inverse. By the facts that Mod(S) is co-Hopfian (Theorem 1.9) and that η is injective, the inclusion is an isomorphism.
In Section 7, we explain how to get the related results about Torelli groups.
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2. Background 2.1. Curves. When no confusion arises, we will use curve to mean either "simple closed curve" or "isotopy class of simple closed curves".
The genus of a separating curve c on S is the smaller of the genera of the two components of S − c.
Bounding pairs. A bounding pair, denoted {a, b}, is a set of two disjoint, homologous nonseparating curves.
Intersection. We use i(·, ·), to mean geometric intersection number. If either term is a bounding pair, we use the following formula:
2.2. Generators. A Dehn twist about a simple closed curve c, denoted T c , is the isotopy class of homeomorphisms which is the identity outside of a regular neighborhood N of c, and which is described on the annulus N by Figure 1 .
By definition, K is the subgroup of Mod(S) generated by Dehn twists about separating curves. It is not known if K is finitely generated. Bounding pair maps. Johnson proved in that I is generated by finitely many bounding pair maps [12] , which are given by:
for a and b disjoint, homologous nonseparating curves. For any such bounding pair {a, b}, we have BP (a, b) / ∈ K.
Rank.
Both Dehn twists and bounding pair maps can appear in abelian subgroups of maximal rank of I. In general, we denote by rk(Γ) the maximal rank of a free abelian subgroup of the group Γ. In particular, Fact 2.1 tells you the size of a maximal collection of separating curves on S which are mutually disjoint (see Figure 2 ). The parity of these ranks is crucial in Proposition 3.7. Figure 2 . A maximal collection of disjoint separating curves 2.3. Relations. While a complete set of relations for K is not known, the results of this paper only rely on the commuting relation of Fact 2.3 below. We also mention the lantern relation, as this is the only other relation in K known to the authors. The previous fact follows from the identity f T c f
, where ǫ reflects whether or not f is orientation preserving.
As a special case of the previous fact, we have:
and only if the intersection number between the corresponding curves and/or bounding pairs is zero.
Lantern relation.
In the 1930s, Dehn discovered the following relation in Mod(S) [1] :
where the curves are arranged as in Figure 3 . If x and y are separating curves in S, then all 7 curves are separating, and so this is a relation in K. Johnson rediscovered this relation in the 1970s and named it the lantern relation [14] . 2.4. Curve complexes. We will require the use of three different abstract complexes which have vertices corresponding to curves (or bounding pairs) and edges between vertices which can be realized disjointly.
Complex of curves. The complex of curves C(S) for a surface S, defined by Harvey [5] , is the abstract simplicial flag complex with a vertex for each curve on S and edges between vertices which can be realized as disjoint curves on S.
Complex of separating curves. The subcomplex of C(S) spanned by vertices corresponding to separating curves is called complex of separating curves, and is denoted C s (S).
Farb and Ivanov introduced C s (S) and showed that it is connected for all surfaces of genus at least 3, in particular the surfaces we consider (for alternate proofs, see [18] and [17] ).
Theorem 2.4. If S is a surface of genus at least 3, then C s (S) is connected.
Torelli complex. We denote by T (S) the abstract simplicial flag complex with vertices corresponding to separating curves and bounding pairs, and edges between vertices that can be realized disjointly in S. This Torelli complex is the simplicial complex underlying the Torelli geometry of Farb and Ivanov [3] . It follows from Theorem 2.4 that T (S) is connected.
We denote the 0-skeletons of these complexes by C 0 (S), C 0 s (S), and T 0 (S).
Here, we are computing intersection number on the curves corresponding to the vertices of the complex.
It is not hard to prove that superinjectivity implies injectivity for all of the above complexes, but this does not follow immediately from the definition (see [7] ).
Separating curves
Let φ : G → I be an injection, where G is a finite index subgroup of K. The goal of this section is to prove that the image under φ of a power of a Dehn twist in G is a power of a Dehn twist. This will imply two things:
There are two steps in this section. We first show that φ takes a power of a Dehn twist to a power of either a Dehn twist or a bounding pair map. Then we rule out bounding pair maps.
3.1. Centers of centralizers. We now give a completely algebraic description of Dehn twists. This lemma follows from work of Ivanov which in turn rests on Thurston's theory of surface homeomorphisms. [9] .
Proof. Let f = T k c ∈ G be a power of a Dehn twist. First, we know that rk C G (f ) = 2g − 3 by Fact 2.1. It remains to show that Z(C G (f )) ∼ = Z.
Each element of the centralizer of f in G fixes the separating curve c (Fact 2.2), and hence has well-defined restrictions to S − c. Suppose g ∈ C G (f ) has support on a component S ′ of S − c (note that such a component necessarily has genus greater than one). Then there is a separating curve a in S ′ with g(a) = a. By Fact 2.2, g does not commute with T a , and hence g / ∈ Z(C G (f )). It follows that Z(C G (f )) can only consist of powers of f itself.
We will need the following group theory lemma, due to Ivanov and McCarthy [11] :
We now require the following theorem of Farb and Ivanov. 
We now put the results of this section together: Proof. We will show that φ(f ) satisfies the two conditions of Theorem 3.3. We have that rk Z(C I (φ(f ))) ≤ rk Z(C K (f )) = 1, by Lemmas 3.2 and 3.1, respectively. Since the center of the centralizer of an element g in a group always contains g n for all integers n, and since I is torsion free, we have that rk Z(C I (φ(f ))) is precisely 1.
Since φ is an injection, we know that rk C I (φ(f )) ≥ rk C K (f ) = 2g − 3, with the latter equality given by Lemma 3.1. Fact 2.1 now implies that this inequality must in fact be an equality, which proves the proposition.
By Proposition
In the remainder of this section, we will argue that the latter is an impossibility, so φ ⋆ is really a map of C 0 s (S).
Basic topology.
We will now show that φ ⋆ preserves some elementary topological relationships between separating curves on S. In particular, it will follow from Lemma 3.5 and Proposition 3.7 that φ ⋆ is a superinjective map of C 0 s (S). Proof. First, if z is a genus k curve, then any maximal collection of separating curves on S which contains z is of the form:
where g − k ≥ k, the a i are on one side of z, and the b i are on the other side of z (see Fact 2.1).
By Proposition 3.4, Lemma 3.5, Lemma 3.6 and Fact 2.1, the set {φ ⋆ (a i ), φ ⋆ (z), φ ⋆ (b i )} is a maximal collection of mutually disjoint separating curves and bounding pairs with an even number of elements on each side of φ ⋆ (z). This can only happen if φ ⋆ (z) is a separating curve. It also follows that φ ⋆ preserves the genera of both sides of z.
Action on separating curves.
Applying Proposition 3.7 and Lemma 3.5, we now have that φ ⋆ is a superinjective map of C 0 s (S) defined by:
Nonseparating curves
We show in this section that the map φ ⋆ (defined on separating curves in Section 3) can be extended to a map φ ⋆ of C 0 (S); that is, we get a natural map on nonseparating curves as well.
Sharing pairs. Let a and b be genus 1 curves bounding genus 1 subsurfaces S a and S b of S. We say that a and b share a nonseparating curve β if S a ∩ S b is an annulus containing β (see Figure 4 ) and S − (S a ∪ S b ) is connected. We also say that a and b form a sharing pair for β. 
Action on nonseparating curves.
The map φ ⋆ is defined on nonseparating curves as follows. If P(β) = {a, b} is a sharing pair for a nonseparating curve β, then φ ⋆ (β) is the curve shared by φ ⋆ (P(β)), which is defined as {φ ⋆ (a), φ ⋆ (b)}.
To see that φ ⋆ is well-defined on nonseparating curves, we must check that φ ⋆ (P(β)) is a sharing pair, and that φ ⋆ (β) is independent of choice of P(β).
Preserving sharing pairs. We now give characterizations of sharing pairs. By Lemma 3.5 and Proposition 3.7, all the properties used in the characterizations are preserved by φ ⋆ . The ideas here are inspired by related work of Ivanov (see [10] , Lemma 1).
Here is the basic lemma: For the other direction, we restrict our attention to S z . On this subsurface, a and b are genus 1 separating curves, and each of w, x, and y is a collection of arcs which separates S z . Let S az denote the genus 1 surface of S z bounded by a and z.
Step 1: The arcs of w are all parallel and nonseparating.
On S az , we think of b as a collection of disjoint arcs with both endpoints on a and w as a collection of disjoint arcs with both endpoints on z, and further the arcs of b do not intersect the arcs of w. We first note that these arcs of b and w are nontrivial in H 1 (S az , a) and H 1 (S az , z), respectively: if any arcs of w, say, are all parallel to z, then w and z are not in minimal position; if they enclose a disc with one hole (namely, the hole is a), then there is no room for the arcs of b. Now, if w consists of non-parallel arcs, then S az − w is a disk with a hole, so there is no room for the arcs of b.
Step 2: a and b form a sharing pair.
Let S zw be the genus 1 subsurface of S z in the complement of w. Each of the two boundary components of S zw is made up of exactly one arc from z and one arc from w. Since a and b are genus 1 curves, they each split S zw into a torus with a hole and a disk with two holes (the boundary components of S zw ).
As above, at least some arcs of x and y must be nontrivial on the relative homology of S zw , for otherwise the curves are not in minimal position, or they are all parallel to the arcs of w, which contradicts the fact that there are curves (a and b) which intersect x and y, but not w. We can thus ignore the arcs of x and y which are parallel to w.
We will presently use the fact that all genus 1 curves on S zw (in particular, a and b) are obtained by taking the boundary of a regular neighborhood in S zw of the union of z ∪ w with a defining arc connecting the boundary components of S zw .
If the defining arcs for a and b intersect, then there are no choices for collections of arcs x and y which do not intersect each other. Therefore, the defining arcs for a and b do not intersect (there is only one way to achieve this, topologically), and it follows that a and b are a sharing pair.
In the above proof, one can further show that x and y are uniquely determined. Since this has no bearing on the lemma, we omit the argument. We remark that the collection of curves in the lemma requires genus at least 5, hence the hypothesis in our theorems. Proof. Since a and b share a curve, there are characterizing curves w, x, y, and z as in Lemma 4.1. Since each property of this collection of curves (disjointness, sides, genus) is preserved (Lemmas 3.5-3.7), Lemma 4.1 implies that φ ⋆ (a) and φ ⋆ (b) share a curve.
Spines
We now have a map from the set of injections of finite index subgroups of K into I to the set of maps of C 0 (S), given by φ → φ ⋆ . In order to show that this map is well-defined with respect to choice of sharing pairs, it will be more convenient for us to consider sharing pairs indirectly, via their spines.
Spines. Given two nonseparating curves α and β with i(α, β) = 1, we define B(α, β) to be the genus 1 separating curve which is the boundary of a regular neighborhood of α ∪ β. A collection of three distinct curves {α, β, γ} form a spine for a sharing pair {a, b} if:
We denote a spine by α-β-γ. A spine is called twisted if i(α, γ) = 1 and is called straight if i(α, γ) = 0.
We can always choose a spine for a given sharing pair {a, b}, although this choice is not unique. Given a straight spine α-β-γ representing a given sharing pair, other spines for that sharing pair are given by α-β-T β (γ) and α-β-T −1 β (γ). Then, every other spine is obtained by applying powers of T β (curve by curve) to these 3 spines.
Moves. We define a move between spines to be a change of the form:
where i(γ, γ ′ ) ≤ 1 and γ-β-γ ′ is a spine. We remark that only one curve in the corresponding sharing pairs is changed. Proof. Suppose that α-β-γ and α-β-γ ′ differ by a move. It suffices to show that the three curves B(α, β), B(β, γ), and B(β, γ ′ ) all share a common curve. There are 4 distinct topological possibilities corresponding to the number of twisted spines amongst:
The cases of 0, 1, 2, and 3 twisted spines are shown in Figure 6 . Figure 7 shows the 3 separating curves corresponding to a move with a single twisted spine. One can see in this case (and check in the other cases) that these curves satisfy the desired properties. In particular, the last case reduces to the case of 1 twisted spine by applying T β to two of the curves. Figure 6 . Moves on spines.
By Lemma 5.1, well-definedness of φ ⋆ is reduced to the following proposition, which we will now deduce from general work of Harer [4] . Harer's complex. Let F be a surface with boundary, let P be a finite set of points in ∂F , and let P 0 be a subset of P . We define an abstract simplicial complex X = X(F, P, P 0 ) with:
Vertices: Isotopy classes of arcs in F connecting points of P 0 to points of P − P 0 .
Edges: Two vertices are connected with an edge if the corresponding arcs are disjoint (apart from endpoints) and their union does not separate F .
In general, a k-simplex of X is spanned by k + 1 mutually-connected edges with the property that the union of the corresponding arcs does not separate F .
Let r ′ denote the number of boundary components of F which contain a point of P . Harer proves: Theorem 5.3. X is homotopy equivalent to a wedge of spheres of dimension 2g − 2 + r ′ .
By an argument of Hatcher [6] , we also have: The key fact for this proposition is that the link of every simplex of codimension greater than 1 is connected, as each such link is again the complex X (for the positive genus surface obtained by cutting along the arcs represented by the simplex). Thus, given any path between maximal simplices, one can push the path off all simplices of codimension greater than 1. The new path gives the sequence of maximal simplices in the statement of the proposition.
We now apply Harer's ideas to the current situation. For β a nonseparating curve, let F be S β , the closed surface obtained by cutting S along β. Let P = {p, q} be a pair of points, one on each boundary component, and let P 0 = {p}. Vertices of the complex X = X(F, P, P 0 ) correspond to curves which intersect β once. Further edges of X correspond to spines of a sharing pair for β as long as the corresponding arcs do not lie on a sphere with four holes, two of which are the boundary components of F (otherwise they violate the condition that three curves in a spine do not lie on a genus 1 surface). We call such an edge a preferred edge.
Proof. (of Proposition 5.2)
Let α-β-γ and δ-β-ǫ be two spines for the nonseparating curve β. We think of these spines as preferred edges in the complex X = X(F, P, P 0 ) defined above. Let M and N be any maximal simplices which contain these edges. By Proposition 5.4, there is a sequence of maximal simplices of X:
where M i and M i+1 share a codimension 1 face. Using this sequence, we will construct a sequence of preferred edges (this will prove the proposition). Let σ 0 be the preferred edge corresponding to α-β-γ. Now inductively define σ i+1 as follows:
Let σ i be a preferred edge in M i connecting w i to w A vertex w of X corresponds to a curve α on S which intersects β once. If v forms an edge with w that is not preferred, then, the corresponding curve γ lies on the torus with one boundary that is a neighborhood of α ∪ γ. But since at most 3 curves can lie on a genus 1 surface and mutually intersect at most once, we see that there can be at most one edge starting from the given vertex w which is not preferred. Since the dimension of X is greater than 2 (Theorem 5.3), there is a preferred edge containing w.
Proofs of main theorems
In Sections 3 through 5, we showed that given any injection φ : G → K for G a finite index subgroup of K, there is an associated map φ ⋆ of C 0 (S). In this section, we see that φ ⋆ is induced by a homeomorphism f , and we show that f also induces φ and φ ⋆ . Theorems 1.3 and 1.4, as well as Main Theorem 1 and Theorem 1.1, all follow.
6.1. Homeomorphism. In order to show that φ ⋆ is induced by a homeomorphism, we now check that φ ⋆ is a superinjective map of C 0 (S):
(1) If c and d are both separating, then apply the fact that φ ⋆ | C 0 s (S) = φ ⋆ is superinjective (Lemma 3.5). We appeal to the following theorem of Irmak [7] :
Thus, we have that φ ⋆ is induced by f ∈ Mod(S), which simply means that both induce the same action on C 0 (S). We immediately see that φ ⋆ is induced by the same f , and hence we have proven Theorem 1.4.
As for the original map φ, we now have that any power of a twist T k c ∈ G satisfies:
for some k ′ ∈ Z, where f is the element of Mod(S) given by Theorem 6.1.
6.2.
Compatibility. We need to show that this f actually induces the injection φ in the sense that for any g ∈ G, its image is given by:
Let g ∈ G. Since two mapping classes which agree on all separating curves are equal, it suffices to show that for any separating curve c, we have f g(c) = φ(g)f (c). Choose k so that T k c , T k g(c) ∈ G. We have:
But since Dehn twists can only be equal if they are twists about the same curve, we have:
So it is true that f g = φ(g)f , and hence φ(g) = f gf −1 .
We have thus proven the second statement of Main Theorem 1.1, which immediately implies that any injection φ : G → K, with G a finite index subgroup of K, is the restriction to G of an element of Aut(K).
In particular: Comm(K) ∼ = Aut(K) 6.3. Homomorphism. To prove Theorem 1.3 and the rest of Main Theorem 1, it remains to show that the composition of maps given by:
If φ, ψ, and φψ map to f , g, and h, respectively, then we must show f g(c) = h(c) for any curve c; but this is equivalent to (φψ) ⋆ (c) = φ ⋆ ψ ⋆ (c). Note, then, that we are simultaneously proving the composition given by φ ⋆ → φ ⋆ → f is a homomorphism.
If c is separating then we have: If c is nonseparating we need the following notation: P(d) is some choice of sharing pairs for a curve d and C(P ) is the nonseparating curve associated to a sharing pair P . In this language φ ⋆ is defined on nonseparating curves by φ ⋆ (d) = φ ⋆ (C(P(d))) = C(φ ⋆ (P(d))).
We have:
We now have that the injective map Aut(K) → Mod(S) is a homomorphism. It is surjective since the natural backwards map is an injection and Mod(S) is co-Hopfian (Theorem 1.9). This completes the proof of Main Theorem 1. Theorem 1.3 follows similarly.
Torelli group
We will now give a sketch of how our theorems give alternate proofs of Farb and Ivanov's results about Torelli groups.
Let ψ : G → I be an injection, where G is any finite index subgroup of I. As in Farb and Ivanov's paper, ψ induces a superinjective map ψ ⋆ of T 0 (S) (this follows from Theorem 3.3). In particular, ψ ⋆ induces a superinjective map φ ⋆ of C 0 s (S) (by the proof of Lemma 3.7), and, following our paper, this gives rise to a mapping class f which induces φ ⋆ . In summary:
ψ → ψ ⋆ → φ ⋆ → f We now claim that f also induces ψ ⋆ . It suffices to check {f (a), f (b)} = ψ ⋆ ({a, b}) for any bounding pair {a, b}. Given {a, b} choose four separating curves w, x, y, and z as in Figure 8 . 
