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Abstract
Recently two approximate Newton methods were proposed for the optimisation of
Markov Decision Processes. While these methods were shown to have desirable
properties, such as a guarantee that the preconditioner is negative-semidefinite
when the policy is log-concave w.r.t. the policy parameters, and were demon-
strated to have strong empirical performance in challenging domains, such as the
game of Tetris, no convergence analysis was provided. The purpose of this paper is
to provide such an analysis. We start by providing a detailed analysis of the Hes-
sian of a Markov Decision Process, which is formed of a negative-semidefinite
component, a positive-semidefinite component and a remainder term. The first
part of our analysis details how the negative-semidefinite and positive-semidefinite
components relate to each other, and how these two terms contribute to the Hes-
sian. The next part of our analysis shows that under certain conditions, relating
to the richness of the policy class, the remainder term in the Hessian vanishes in
the vicinity of a local optimum. Finally, we bound the behaviour of this remain-
der term in terms of the mixing time of the Markov chain induced by the policy
parameters, where this part of the analysis is applicable over the entire parameter
space. Given this analysis of the Hessian we then provide our local convergence
analysis of the approximate Newton framework.
1 Markov Decision Processes
Markov Decision Processes (MDPs) are the most commonly used model for the description of se-
quential decision making processes in a fully observable environment, see e.g. [2]. An MDP is
described by the tuple {S,A, H, p1, p, pi,R}, where S and A are sets, known respectively as the
state space and action space, H ∈ N is the planning horizon, which can be either finite or infinite,
and {p1, p, pi,R} are functions that are referred as the initial state distribution, transition dynamics,
policy (or controller) and the reward function. In general the state and action spaces can be arbitrary
sets, but we restrict our attention to discrete sets. We use boldface notation to represent a vector
and also use the notation z = (s,a) to denote a state-action pair. Given an MDP, the trajectory of
the agent is determined by the following recursive procedure: given the agent’s state, st, at a given
time-point, t ∈ NH , an action is selected according to the policy, at ∼ pi(·|st); the agent will then
transition to a new state according to the transition dynamics, st+1 ∼ p(·|at, st); this process is iter-
ated sequentially through all of the time-points in the planning horizon, where the state of the initial
time-point is determined by the initial state distribution s1 ∼ p1(·). At each time-point the agent
receives a scalar reward that is determined by the reward function, which is a function of the current
state-action pair. Typically the reward function is assumed to be bounded, but, as the objective is
linear in the reward function, we assume w.l.o.g that it is non-negative.
The most widely used objective in the MDP framework is to maximise the total expected reward of
the agent over the course of the planning horizon. This objective can take various forms, including
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an infinite planning horizon, with either discounted or average rewards, or a finite planning horizon.
The theoretical contributions of this paper are applicable to all three frameworks, but for notational
ease and for reasons of space we concern ourselves with the infinite horizon framework with dis-
counted rewards. In this framework the boundedness of the objective function is ensured by the
introduction of a discount factor, γ ∈ [0, 1), which scales the rewards of the various time-points in a
geometric manner. Writing the objective function and trajectory distribution directly in terms of the
parameter vector, w ∈ W , then we have
U(w) =
∞∑
t=1
Ept(a,s;w)
[
γt−1R(a, s)
]
, (1)
where we have denoted the parameter space byW ⊂ Rnw and have used the notation pt(a, s;w)
to represent the state-action occupancy marginal, p(st = s,at = a;w), of the joint state-action
trajectory distribution, which, for any H ∈ N, is given by
p(a1:H , s1:H ;w) = pi(aH |sH ;w)
{H−1∏
t=1
p(st+1|at, st)pi(at|st;w)
}
p1(s1). (2)
Note that the policy is now written in terms of its parametric representation, pi(a|s;w).
Recently two approximate Newton methods were proposed for the optimisation of Markov Decision
Processes [5]. These methods have various properties that make them attractive in practice, such
as affine (or scale) invariance and a guarantee that the preconditioner will be negative-semidefinite
when the policy is log-concave in the policy parameters. While these methods have been demon-
strated to have strong empirical performance in challenging domains, such as the game of Tetris, no
convergence analysis was provided in [5]. The purpose of this paper is to provide such an analysis,
where we begin in sections(3 & 4) by giving a detailed analysis of the structure of the Hessian of
a Markov Decision Processes. Firstly, in section(3) we analyse the negative-definite and positive-
definite terms of the Hessian, showing how these two terms relate to each other. In section(4) we
demonstrate that under certain conditions the remaining term in the Hessian vanishes in the vicinity
of a local optimum, where these conditions concern the expressive power of the policy class in rela-
tion to the difficulty of the MDP. Finally, in section(5) we use our analysis of the Hessian to provide
a detailed local convergence analysis of the approximate Newton method.
2 Approximate Newton Method
In gradient-based optimisation of Markov Decision Processes the update of the policy parameters
take the form
wnew = w + αM(w)∇wU(w), (3)
where α ∈ R+ is the step-size parameter, andM(w) is some preconditioning matrix that possibly
depends onw. Provided thatM(w) is positive-definite, and the step-size is sufficiently small, such
an update will increase the total expected reward. Iterating this process will lead to a sequence of
iterates that converge to a local optimum of (1), provided the step-size sequence is appropriately
selected.
There are various choices forM(w) in (3), including steepest gradient ascent [14], whereM(w) =
I , and natural gradient ascent [9], whereM(w) = G−1(w), where G(w) is the Fisher information
matrix of the trajectory distribution. All of these choices have their own advantages and disad-
vantages, but in this paper our focus is exclusively on the full and diagonal approximate Newton
methods [5], where, respectively, we haveM(w) = −H−12 (w) andM(w) = −D−12 (w), whereH2(w) is the term from the Hessian given in (6) and D2(w) is the diagonal matrix formed from
the main diagonal of H2(w). It is convenient for later reference to note the form of the gradient,
∇wU(w), and the Hessian, H(w) = ∇w∇>wU(w). Firstly, the gradient can be written in the
following form
∇wU(w) =
∑
z∈Z
pγ(z;w)Q(z;w)∇w log pi(a|s;w). (4)
The term pγ(z;w) is a geometric weighted average of state-action occupancy marginals given by
pγ(z;w) =
∞∑
t=1
γt−1pt(z;w), (5)
2
while the term Q(z;w) is referred to as the state-action value function and is equal to the total
expected future reward from the current time-point onwards, given the current state-action pair, z,
and parameter vector, w, i.e.
Q(z;w) =
∞∑
t=1
Ept(z′;w)
[
γt−1R(z′)
∣∣∣∣z1 = z].
This is a standard result and due to reasons of space we have omitted the details, but see e.g. [14] or
section(7.1) of the supplementary material for more details. Similarly, the Hessian can be shown to
take the form
H(w) = H11(w) +H2(w) +H12(w) +H>12(w), (6)
where
H2(w) =
∑
z∈Z
pγ(z;w)Q(z;w)∇w∇>w log pi(a|s;w),
H11(w) =
∑
z∈Z
pγ(z;w)Q(z;w)∇w log pi(a|s;w)∇>w log pi(a|s;w),
H12(w) =
∑
z∈Z
pγ(z;w)∇w log pi(a|s;w)∇>wQ(z;w).
It will be convenient in sections of the paper to use the notation H1(w) = H11(w) + H12(w) +
H>12(w), so that H1(w) represents the portion of the Hessian not included in H2(w). We have
omitted the details of the derivation, but these can be found in section(7.2) of the supplementary
material. Alternative derivations of the Hessian can be found in [1, 8]. See also equation (6) of [9]
for the Hessian in the average reward framework. Finally, an alternative formulation of the Hessian
is provided in [5].
In approximate Newton methods, such as the Gauss-Newton method, it is of interest to understand
the behaviour of the approximate Hessian and its relation to the Hessian, both in the vicinity of a
local optimum and over the whole parameter space. For instance, it is of interest to understand the
conditions under which the approximate Hessian converges to the true Hessian as the iterates con-
verge to a local optimum. This is a desirable quality as it results in a quadratic rate of convergence,
see e.g. [12] for more details. For instance, the approximate Hessian used in the Gauss-Newton
method converges to the true Hessian in the case where the residuals (of the non-linear least squares
problem) tend to zero. Before we proceed to the local convergence analysis of the approximate New-
ton method we first provide an analysis of the Hessian in sections(3 & 4), where we shall consider
theH11(w) +H2(w) term in section(3) and theH12 +H>12 term in section(4).
3 Analysis of theH11 +H2 term
It can be seen from (6) that H11(w) is positive-semidefinite, while H2(w) is negative-semidefinite
under the condition that the policy is log-concave in the policy parameters. In this section we shall
consider the term H11(w) +H2(w) that appears in the Hessian and how these two matrices relate
to each other.
We start by writingH2(w) andH11(w) in terms of the advantage function, A(z;w) = Q(z;w)−
V (s;w), and the value function, V (s;w) =
∑
a∈A pi(a|s;w)Q(z;w). In particular, given that
Q(z;w) = A(z;w) + V (s;w) we have that
H11(w) = A11(w) + V11(w), H2(w) = A2(w) + V2(w), (7)
where the matrix A11(w) is defined as follows
A11(w) =
∑
z∈Z
pγ(z;w)A(z;w)∇w log pi(a|s;w)∇>w log pi(a|s;w), (8)
and the matrices V11(w), A2(w) and V2(w) are defined in a similar manner. As the value function
doesn’t depend on the action the matrix, V11(w), can be written in the equivalent form
V11(w) =
∑
s∈S
pγ(s;w)V (s;w)
∑
a∈A
pi(a|s;w)∇w log pi(a|s;w)∇>w log pi(a|s;w),
3
where a similar relation holds for V2(w). Furthermore, as the value function is non-negative the
matrix V11(w) is positive-semidefinite, while the matrix V2(w) is negative-semidefinite when the
policy is log-concave in the policy parameters. As the advantage function can take on negative values
the same is not true of eitherA11(w) orA2(w). Finally, when the magnitude of the value function is
large in comparison to that of the advantage function it can be expected that the norm ofA11(w) and
A2(w) will be small in comparison to that of V11(w) and V2(w) respectively. This is quite a natural
condition in practice as the value function is non-negative, while the advantage function (evaluated
at any given state) is zero mean with respect to the policy, i.e.
∑
a∈A pi(a|s;w)A(z;w) = 0, for
all s ∈ S.
It can be seen from (6) that H11(w) and H2(w) are both given by a weighted average of matrices,
where this weighting is w.r.t. the state-action value function. By writing these matrices in the form
(7) we have split this weighting into the contribution from each state, i.e. the value function, and the
contribution from the relative advantage of each action in a given state, i.e. the advantage function.
In terms ofH11(w) +H2(w) we have that
H11(w) +H2(w) = A11(w) + V11(w) +A2(w) + V2(w). (9)
The purpose of writing H11(w) + H2(w) in this form is that the contributions from the value
function in these two terms cancel. In other words V11(w) = −V2(w) and we have
H11(w) +H2(w) = A2(w) +A11(w). (10)
Due to reasons of space we give a proof of the relation V11(w) = −V2(w) in section(7.3) of the
supplementary material.
There is a further simplification that often occurs in practice and should be noted. In particular,
when the Hessian of the log-policy does not depend on the action, i.e. the curvature of the log-
policy is constant for each state when viewed as a function of the parameter vector, then we have
that A2(w) = 0. Again, due to reasons of space we give the proof of this relation in section(7.3) of
the supplementary material. In terms of (10) this condition gives
H11(w) +H2(w) = A11(w). (11)
A commonly used class of policies where this property holds is pi(a|s;w) ∝ exp(w>φ(a, s)),
where φ(a, s) is some vector of features that depends on the state-action pair, (a, s) ∈ A × S.
Under this class of policy we have ∇w∇>w log pi(a|s;w) = −Cova′∼pi(·|s;w)
(
φ(a′, s),φ(a′, s)
)
,
which doesn’t depend on a. To ease the notation we shall assume that H11(w) + H2(w) has the
form (11) for the remainder of the paper, where similar results hold when this property do not hold.
Also note that the relation, A2(w) = 0, shows that it is no longer necessary that the policy is log-
concave in the policy parameters to ensure H2(w) is negative-semidefinite. Indeed, in this case we
haveH2(w) = V2(w) = −V11(w).
4 Analysis of theH12 +H>12 term
Up until now we have focused our attention on the terms H2, H11 and A11. In this section we
shall analyse on the term, H12 +H>12. Since H12 +H>12 is omitted from the approximate Newton
preconditioner, and cannot be guaranteed to be either positive or negative semi-definite, it is useful
to understand the effect of omitting this term. In particular, we show that this term will be negligible
in certain reasonable situations: either in the vicinity of a local optimum, or over the entire parameter
space.
4.1 Analysis in Vicinity of a Local Optimum
In this section we shall consider the conditions under which the termH12 +H>12 vanishes at a local
optimum. We start by noting that
H12(w) =
∑
z∈Z
pγ(z;w)∇w log pi(a|s;w)∇>w
(
R(z) + γ
∑
s′
p(s′|a, s)V (s′;w)
)
= γ
∑
z∈Z
pγ(z;w)∇w log pi(a|s;w)
∑
s′
p(s′|a, s)∇>wV (s′;w)
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so that if ∇>wV (s′;w) = 0 for all s′ ∈ S then H12(w) + H>12(w) = 0. It is sufficient therefore
to require that ∇w|w=w∗V (s;w) = 0, for all s ∈ S, at a local optimum w∗ ∈ W . We therefore
consider the situations in which this occurs. We start by introducing the notion of a non-decreasing
policy class.
Definition 1. A policy parameterisation is said to be non-decreasing w.r.t. a Markov Decision
Process if whenever there exists a search direction, η ∈ W , and step-size, α ∈ R+, such that
V (sˆ;w + αη) > V (sˆ;w), (12)
for some state, sˆ ∈ S , and some parameter vector, w ∈ W , then there exists a projection1 of η,
denoted by ηP = P(η), such that
V (s;w + αηP) ≥ V (s;w), (13)
for all s ∈ S, where the inequality in (13) is strict for at least one state, s¯ ∈ S. Furthermore, for any
state, s ∈ S, such that (13) forms an equality then we have that
pi(a|s;w + αηP) = pi(a|s;w), ∀a ∈ A.
We now show that the property of a non-decreasing policy parameterisation is sufficient to ensure
that ∇w|w=w∗V (s;w) = 0, for all s ∈ S, at a local optimum w∗ ∈ W . This is summarised in the
following lemma.
Lemma 1. Suppose that w∗ ∈ W is a local optimum of the differentiable objective function,
U(w) = Ep1(s)
[
V (s;w)
]
. Suppose that there is an open neighbourhood ofw∗, denoted by U , such
that for all w ∈ U the Markov chain induced by w is ergodic. Suppose that the policy parameteri-
sation is non-decreasing w.r.t. the given Markov Decision Process. Then w∗ is a stationary point of
V (s;w) for all s ∈ S.
Proof. See section(7.4) of the supplementary material
We now show that tabular policies are non-decreasing, regardless of the given Markov Decision Pro-
cess. By tabular policies we mean that for each state, s ∈ S, the conditional distribution, pi(a|s;ws),
is parameterised by a separate parameter vector, ws ∈ Rns .
Lemma 2. Suppose that a given a Markov Decision Process has a tabular policy parameterisation,
then the policy parameterisation is non-decreasing.
Proof. See section(7.4) of the supplementary material
An immediate corollary is that for tabular policies inducing ergodic Markov chains, local optima of
the objective function are also stationary points of the value functions V (s;w) for all states. This is
summarised in the following theorem.
Theorem 1. Let w∗ ∈ W be a local optimum, in a tabular policy parametrization, of the differ-
entiable objective U(w) = Ep1(s)
[
V (s;w)
]
. Suppose that there is an open neighbourhood of w∗,
denoted by U , such that for allw ∈ U the Markov chain induced byw is ergodic, and that V (s;w)
is differentiable for all states s. ThenH12(w∗) = H>12(w∗) = 0.
A final point to note is that when we have the additional condition that the gradient of the value
function is continuous inw (atw = w∗) thenH12(w) +H>12(w)→ 0 asw → w∗. This condition
will be satisfied if, for example, the policy is continuously differentiable w.r.t. the policy parameters.
4.1.1 Examples
We now consider two simple maze navigation MDPs to illustrate this theory, where these MDPs
are displayed in Figure(1). Walls of the maze are solid lines, while the dotted lines indicate state
boundaries and are passable. The agent begins in state marked ‘S’ and receives a reward at the
goal ‘G’, and is then reset to the start state. With four possible actions (up, down, left, right), the
optimal policy is to move, with probability one, in the direction of the arrows. We consider the
1This is meant informally, ηP is not necessarily a projection in a formal sense.
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Figure 1: (a) Under the feature representation states 2, 3 and 4 receive the same feature, but as the
optimal policy is identical on these states the policy class is rich enough for the MDP. In accordance
with with the theory the term H12 + H>12 vanishes at the optimal policy. (b) Under the feature
representation states 4, 5 and 6 receive the same feature, but now the optimal policy differs among
these states. The policy class is not rich enough for this MDP and the term H12 + H>12 does not
vanish at the optimal policy.
policy parametrization, pi(a|s;w) ∝ exp(w>φ(s′)), where s′ denotes the successor state of state-
action pair (s,a) and φ is a feature map. We consider the feature map φ : S → {0, 1}4 which
indicates the presence of a wall on each of the four state boundaries. For the MDP in Figure(1a) this
representation is sufficiently rich for the MDP and in line with theory the termH12 +H>12 vanishes
at the optimal policy, but for the the MDP in Figure(1b) this representation is not sufficiently rich
and the term H12 +H>12 does not vanish. This simple example illustrates the fact that if the feature
representation is well-chosen and sufficiently rich the termH12+H>12, omitted from the approximate
Hessian, vanishes.
4.2 Analysis over the Entire Parameter Space
In this section we perform some further analyses ofH12 +H>12, both in terms of the discount factor
and the mixing time of the Markov chain induced by the policy parameters. Unlike section(4.1), the
results of this section are applicable over the entire parameter space.
To aid the analyses it is helpful to rewriteH12 into the following form
H12(w) = γ
∑
z∈Z
pγ(z;w)∇w log pi(a|s;w)
∑
z′∈Z
pγ,z(z
′;w)∇>w log pi(a′|s′;w)Q(z′;w), (14)
Due to reasons of space we have omitted the details of these derivations, but these can be found in
section(7.2) of the supplementary material. In (14) we have used the following notation
pγ,z(z
′;w) =
∞∑
t=1
γt−1pt,z(z′;w), (15)
where pt,z(z′;w) is the state-action occupancy marginal of the tth time-point, given that the initial
state distribution is now given by p(·|z). In other words, the initial state distribution is given by the
next state distribution of the transition dynamics conditioned on the current state-action pair being
given by z. Note that the difference between (5) & (15) is that the initial state distribution of (5) is
given by the initial state distribution of the original Markov Decision Process, while the initial state
distribution of (15) is given by the next state distribution of the transition dynamics.
The analysis of this section is based on two observations. The first observation is that the magnitude
of the terms inH12(w) is related to how much the term pγ,z(·;w) depends upon z, for each z ∈ Z .
Indeed, consider the extreme case where pγ,z(·;w) is independent of z, for each z ∈ Z . In this
case, using the notation pˆγ(·;w) ≡ pγ,z(·;w), for each z ∈ Z , we have
H12(w) = Epγ(z;w)
[
∇w log pi(a|s;w)
]
Epˆγ(z′;w)
[
∇>w log pi(a′|s′;w)Q(z′;w)
]
.
Due to the relation, Epγ(z;w)
[∇w log pi(a|s;w)] = 0, it follows that in this case we haveH12(w) =
0. This is an extreme example, but one can expect that the magnitude ofH12(w) will be small when
6
the dependence of pγ,z(·;w) upon z is small, for each z ∈ Z . The second observation is that, for
each z ∈ Z , the dependence of pγ,z(·;w) upon z is directly related to both the mixing time of
the Markov chain, induced by w, and the discount factor. We now formalise these observations to
obtain a bound on the terms ofH12(w) in terms of the discount factor and the mixing time.
Lemma 3. Given w ∈ W , suppose that the Markov chain induced by w is ergodic. Denote the
second largest eigenvalue (in terms of absolute value) of the state-action transition matrix by λ2.
Under these conditions and given some matrix norm, ‖ · ‖, the matrixH12(w) satisfies the bound∥∥H12(w)∥∥ ≤ ηγ|λ2|
(1− γ)2(1− γ|λ2|) ,
for some positive constant, η > 0. In particular, we have that
∥∥H12(w)∥∥ → 0 as either γ → 0 or
|λ2| → 0.
5 Convergence Analysis
In this section we perform our local convergence analysis of the approximate Newton framework.
The first contribution of this section is to provide the local convergence analysis of the EM-
algorithm, where we shall also use our analysis of sections(3 & 4) to examine the convergence
properties of this algorithm. We shall then consider the local convergence analysis of the approxi-
mate Newton framework, where we shall relate the convergence behaviour of the EM-algorithm as
a special case of the full approximate Newton method.
We start by presenting the well-known Ostrowski’s Theorem, which is a standard tool in local
convergence analysis. Given a matrix, A ∈ L(Rnw), then the spectral radius of A is given by
ρ(A) = maxn |λn|, where {λn}nwn=1 are the eigenvalues of A. Given an iterative optimisation
method, defined through the mapping, wnew = G(w), then the local convergence of such a method
at a point, w∗, is determined by the spectral radius of ∇G(w∗), where ∇G(w∗) denotes the Jaco-
bian of G(w∗). This is formalised through Ostrowski’s theorem as follows.
Ostrowski’s Theorem. Suppose that we have a mapping G : W ⊂ Rnw → Rnw , such that
w∗ ∈ int(W) is a fixed-point ofG and, furthermore,G is Frechet differentiable atw∗. If the spectral
radius of ∇G(w∗) satisfies ρ(∇G(w∗)) < 1, then w∗ is a point of attraction of G. Furthermore,
if ρ(∇G(w∗)) > 0, then the rate of convergence towards w∗ is linear and the rate is given by
ρ(∇G(w∗)).
A formal proof of Ostrowski’s theorem can be found in [13]. Some additional results that we require
are that root super-linear convergence is obtained when ρ(∇G(w∗)) = 0, while quotient super-
linear convergence is obtained when∇G(w∗) = 0. See section(10.1.6) of [13] for more details.
It was shown in [5] that the EM-algorithm is the same, up to first order, as applying the full ap-
proximate Newton method with a fixed step-size of one. See theorem 1 of [5] for more details.
For this reason we first categorise the convergence behaviour of the EM-algorithm when applied to
Markov Decision Processes. This is, to our knowledge, the first formal derivation of the convergence
properties for this application of the EM-algorithm.
Lemma 4. Suppose that the sequence, {wk}k∈N, is generated by an application of the EM-
algorithm, where the sequence converges tow∗. Denoting the update operation of the EM-algorithm
by GEM, so that wk+1 = GEM(wk), then
∇GEM(w∗) = −H2(w∗)−1H1(w∗). (16)
When the policy parameterisation is non-decreasing w.r.t. the given Markov Decision Process this
simplifies to ∇GEM(w∗) = I − H2(w∗)−1A11(w∗). When the Hessian, H(w∗), is negative-
definite then ρ(∇GEM(w∗)) < 1 and w∗ is a local point of a attraction for the EM-algorithm.
When H(w∗), is negative-semidefinite and H2(w∗) is negative-definite then there is a ridge in the
objective function going through w∗.
Proof. See section(7.5) of the supplementary material.
7
We now consider the rate of convergence of the EM-algorithm, where the rate of convergence of
this algorithm is given by % = ρ(∇GEM(w∗)). As was noted in the proof of lemma 4 the rate of
convergence is given by the maximal value of the relative Rayleigh quotient, i.e.
% = max
x∈Rnw
R(x) = max
x∈Rnw
−x
>H1(w∗)x
x>H2(w∗)x = 1− minx∈Rnw
x>H(w∗)x
x>H2(w∗)x = 1− λem, (17)
where λem is the minimum of the ratio of quadratic forms, x>H(w∗)x/x>H2(w∗)x. In the case
where the policy parameterisation is non-decreasing w.r.t. the given MDP thenH(w∗) = A11(w∗),
so that λem is the minimum of the ratio of quadratic forms, x>A11(w∗)x/x>H2(w∗)x. In either
case λem ∈ (0, 1]. It can be seen through (17) that the rate of convergence of the EM-algorithm
can be related to the quality with which H2(w∗) approximates H(w∗). For instance, if H2(w∗) ≈
H(w∗) then λem will be close to one and % will be close to zero, resulting in fast convergence.
By contrast, if H2(w∗) is a poor approximation to H(w∗), then the contribution from H1(w∗)
will be more significant. In this case λem will be closer to zero, % will be larger and so the rate of
convergence will be slower.
Having considered the local convergence analysis of the EM-algorithm we now consider the local
convergence analysis of the approximate Newton framework. We shall focus on the full approximate
Newton method, where the analysis of the diagonal approximate Newton method follows similarly.
We denote the parameter update function of the full approximate Newton method byGFAN, where we
have GFAN(w) = w − αH−12 (w)∇U(w), where α ∈ R+ is the step-size. The mapping GFAN(w)
depends on the step-size, but for notational reasons we omit this from the notation. We summarise
our local convergence results for the full approximate Newton method in the following lemma.
Lemma 5. Suppose that the sequence, {wk}k∈N, is generated by an application of the full approx-
imate Newton method using a fixed step-size of α ∈ R+, where the sequence converges to w∗,
then
∇GFAN(w∗) = I − αH−12 (w∗)H(w∗) = (1− α)I − αH−12 (w∗)H1(w∗), (18)
When the policy parameterisation is non-decreasing w.r.t. the given Markov Decision Process this
simplifies to ∇GFAN(w∗) = I − αH−12 (w∗)A11(w∗). When a fixed step-size of one is used in the
full approximate Newton method then ∇GFAN(w∗) = ∇GEM(w∗), so that the rate of convergence
is the same as the the rate of convergence of the EM-algorithm. The optimal step-size of the full
approximate Newton method is given by αˆ = 2(2 − (λmin + λmax))−1, where λmin and λmax are
respectively the minimal and maximal eigenvalues of∇GEM(w∗), and the pointw∗ remains a point
of attraction of the full approximate Newton method when using this step-size.
Proof. See section(7.5) of the supplementary material.
The optimal step-size in lemma 5 will not be known in practice and instead some type of line search
[12] or adaptive step-size procedure [6] should be considered.
6 Summary
In this paper we have provided a local convergence analysis of the approximate Newton framework
for Markov Decision Processes, while also providing a detailed analysis of the Hessian. Our analy-
sis suggests that while H2 6→ H as w → w∗, so that in general neither super-linear nor quadratic
convergence will be obtained by the approximate Newton framework, the Hessian can have a partic-
ularly simple form in the vicinity of a local optimum. In particular, when the policy parameterisation
is non-decreasing w.r.t. the given MDP then we have that H → A11 as w → w∗. This is an inter-
esting point because it means that a quotient super-linear, or possibly quadratic, rate of convergence
could be obtained without needing to calculate all the terms in the Hessian. Unfortunately, the ma-
trix A11 is not guaranteed to be negative-definite and so using this matrix as a preconditioner may
not be beneficial when not in the vicinity of a local optimum.
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7 Supplementary Material
7.1 Gradient Derivation
For ease of reference in this section we give a brief outline of the derivation for the derivative of
(1). As in the rest of the paper we focus on the case of an infinite planning horizon with discounted
rewards, where other frameworks follow similarly. To this end it is helpful to introduce the following
notation
pγ(z;w) =
∞∑
t=1
γt−1pt(z;w), (19)
Note that in terms of (19) the objective function takes the form,
U(w) =
∑
z∈Z
pγ(z;w)R(z),
which means that the gradient can be written as follows
∇wU(w) =
∑
z∈Z
(
∇wpγ(z;w)R(z) + pγ(z;w)∇wR(z)
)
.
Due to the fact that the reward function is independent of the policy parameters this simplifies further
to
∇wU(w) =
∑
z∈Z
∇wpγ(z;w)R(z). (20)
Hence, to calculate the gradient of the MDP objective it is sufficient to find the derivative of (19),
which we now detail. The first point to note is that, for each z′ ∈ Z , the term pγ(z′;w) can be
written in the form
pγ(z
′;w) = γ
∑
z∈Z
P (z′|z;w)pγ(z;w) + p1(z′;w).
Taking the derivative of pγ(z′;w) gives
∇wpγ(z′;w) = γ
∑
z∈Z
(
∇wP (z′|z;w)pγ(z;w) + γP (z′|z;w)∇wpγ(z;w)
)
+∇wp1(z′;w).
Assuming that the components of∇w log pi(a|s;w) are uniformly bounded, for each (a, s) ∈ A×
S, then, using the log-trick, we have
∇wP (z′|z;w) = P (z′|z;w)∇w logP (z′|z;w),
it can be shown that
∇wpγ(z′;w) = γ
∑
z∈Z
P (z′|z;w)∇wpγ(z;w) + pγ(z′;w)∇w log pi(a′|s′;w). (21)
Given the current parameter vector,w ∈ W , the reward function can be written through the Bellman
equation in the following manner
R(z) = Q(z;w)− γ
∑
z′∈Z
P (z′|z;w)Q(z′;w). (22)
Using this form of the reward function the gradient can be written in the form
∇wU(w) =
∑
z∈Z
∇wpγ(z;w)
(
Q(z;w)− γ
∑
z′∈Z
P (z′|z;w)Q(z′;w)
)
.
Using (21) we have that
γ
∑
z∈Z
∇wpγ(z;w)
∑
z′∈Z
P (z′|z;w)Q(z′;w) =
∑
z′∈Z
(
∇wpγ(z′;w)
− pγ(z′;w)∇w log pi(a′|s′;w)
)
Q(z′;w),
so that the gradient takes the form
∇wU(w) =
∑
z∈Z
pγ(z;w)∇w log pi(z;w)Q(z;w),
which completes the derivation.
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7.2 Hessian Derivation
For ease of reference in this section we give a brief outline of the derivation for the Hessian of (1).
As in the rest of the paper we focus on the case of an infinite planning horizon with discounted
rewards, where other frameworks follow similarly. Using the same technique as in section(7.1) the
Hessian can be shown to take the form
∇w∇>wU(w) =
∑
z∈Z
∇w∇>wpγ(z;w)R(z).
Hence, to calculate the Hessian of (1) it is necessary to calculate the Hessian of pγ(z′;w), for each
z′ ∈ Z , which we now detail. Using (21) we have
∇w∇>wpγ(z′;w) = γ
∑
z∈Z
P (z′|z;w)∇w∇>wpγ(z;w) + γ
∑
z∈Z
∇wP (z′|z;w)∇>wpγ(z;w)
+ pγ(z
′;w)∇w∇>w log pi(a′|s′;w) +∇wpγ(z′;w)∇>w log pi(a′|s′;w).
Using the relation (21) on the last term in∇w∇>wpγ(z′;w) gives
∇w∇>wpγ(z′;w) = γ
∑
z∈Z
P (z′|z;w)∇w∇>wpγ(z;w)
+ γ
∑
z∈Z
(
∇wP (z′|z;w)∇>wpγ(z;w) +∇wpγ(z;w)∇>wP (z′|z;w)
)
+ pγ(z
′;w)
(
∇w∇>w log pi(a′|s′;w) +∇w log pi(a′|s′;w)∇>w log pi(a′|s′;w)
)
.
Again using the relation (22) we have that the Hessian of (1) takes the form
∇w∇>wU(w) =
∑
z∈Z
∇w∇>wpγ(z;w)
(
Q(z;w)− γ
∑
z′∈Z
P (z′|z;w)Q(z′;w)
)
.
Using the form for the Hessian of pγ(z;w) we have that
γ
∑
z∈Z
∑
z′∈Z
∇w∇>wpγ(z;w)P (z′|z;w)Q(z′;w) =
∑
z′∈Z
∇w∇>wpγ(z′;w)Q(z′;w)
−
∑
z′∈Z
pγ(z
′;w)
(
∇w∇>w log pi(a′|s′;w) +∇w log pi(a′|s′;w)∇>w log pi(a′|s′;w)
)
Q(z′;w)
− γ
∑
z∈Z
∑
z′∈Z
(
∇wP (z′|z;w)∇>wpγ(z;w) +∇wpγ(z;w)∇>wP (z′|z;w)
)
Q(z′;w),
so the Hessian of (1) simplifies to
∇w∇>wU(w) = H11(w) +H2(w) +H12(w) +H>12(w),
where
H11(w) =
∑
z∈Z
pγ(z;w)∇w log pi(a|s;w)∇>w log pi(a|s;w)Q(z;w),
H2(w) =
∑
z∈Z
pγ(z;w)∇w∇>w log pi(a|s;w)Q(z;w),
H12(w) = γ
∑
z∈Z
∑
z′∈Z
∇wpγ(z;w)∇>wP (z′|z;w)Q(z′;w).
The term H12(w) involves terms of the form ∇wpγ(z;w), z ∈ Z . In order to remove these terms
we use the fact that the derivative of the state-action value function can be written in the form
∇wQ(z;w) = γ
∑
z′∈Z
(
∇wP (z′|z;w)Q(z′;w) + P (z′|z;w)∇wQ(z′;w)
)
. (23)
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Using (23) the matrixH12(w) can be written in the equivalent form
H12(w) =
∑
z∈Z
∇wpγ(z;w)
(
∇>wQ(z;w)− γ
∑
z′∈Z
P (z′|z;w)∇>wQ(z′;w)
)
.
Using the fact that
γ
∑
z∈Z
∑
z′∈Z
∇wpγ(z;w)P (z′|z;w)Q(z′;w) =
∑
z∈Z
(
∇wpγ(z;w)− pγ(z;w)∇w log pi(a|s;w)
)
Q(z;w),
gives
H12(w) =
∑
z∈Z
pγ(z;w)∇w log pi(a|s;w)∇>wQ(z;w)
We now derive the form of the termH12(w) given in (14). This is done by rewriting the gradient of
the state-action value function in an equivalent form. In particular, given that the state-action value
function can be written in the two equivalent forms
Q(z;w) = R(z) + γ
∑
z′∈Z
p(s′|z)pi(a′|s′;w)Q(z′;w)
and
Q(z;w) =
∞∑
t=1
Ept(z′;w)
[
γt−1R(z′)
∣∣∣∣z1 = z].
then we have
Q(z;w) = R(z) + γUz(w),
whereUz(w) is the objective function of the Markov Decision Process that is identical to the original
Markov decision process, but where the initial state distribution given by p(·|z). This means that the
gradient of the state-action value function takes the form
∇wQ(z;w) = γ∇wUz(w),
= γ
∑
z′∈Z
pγ,z(z
′;w)∇>w log pi(a′|s′;w)Q(z′;w),
where the second line follow through an application of the policy gradient theorem. The form of
H12(w) given in (14) now follows.
7.3 Analysis of theH11 +H2 term
In this section we prove the two relations that were stated without proof in section(3), namely that
V11(w) = −V2(w) and A2(w) = 0.
We first show the relation, V11(w) = −V2(w). Assuming the policy satisfies the Fisher regularity
conditions, see e.g. [3], we have∑
a∈A
pi(a|s;w)∇w log pi(a|s;w)∇>w log pi(a|s;w) = −
∑
a∈A
pi(a|s;w)∇w∇>w log pi(a|s;w),
for each s ∈ S and w ∈ W . This means that the matrix V11(w) can be written in the form
V11(w) =
∑
s∈S
pγ(s;w)V (s;w)
∑
a∈A
pi(a|s;w)∇w log pi(a|s;w)∇>w log pi(a|s;w),
= −
∑
s∈S
pγ(s;w)V (s;w)
∑
a∈A
pi(a|s;w)∇w∇>w log pi(a|s;w) = −V2(w).
This shows that V11(w) = −V2(w).
To show the second relation, A2(w) = 0, we assume that the Hessian of the log-policy is inde-
pendent of the action. In particular, denoting the Hessian of the log-policy by ∇w∇>w log pi(s;w),
s ∈ S, we have
A2(w) =
∑
z∈Z
pγ(z;w)A(z;w)∇w∇>w log pi(s;w),
=
∑
s∈S
pγ(s;w)∇w∇>w log pi(s;w)
∑
a∈A
pi(a|s;w)A(z;w).
The relation A2(w) = 0 now follows because
∑
a∈A pi(a|s;w)A(z;w) = 0, for all s ∈ S.
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7.4 Analysis in Vicinity of a Local Optimum
Lemma 1. Suppose that w∗ ∈ W is a local optimum of the differentiable objective function,
U(w) = Ep1(s)
[
V (s;w)
]
. Suppose that there is an open neighbourhood ofw∗, denoted by U , such
that for all w ∈ U the Markov chain induced by w is ergodic. Suppose that the policy parameteri-
sation is non-decreasing w.r.t. the given Markov Decision Process. Then w∗ is a stationary point of
V (s;w) for all s ∈ S.
Proof. In order to obtain a contradiction suppose that w∗ is not a stationary point of V (s;w), for
each s ∈ S. This means that there exists a state, sˆ ∈ S, and a vector in the parameter space,
η ∈ W , such that η is a strict ascent direction of V (sˆ;w) at w∗. As the policy parameterisation
is non-decreasing there exists a projection mapping, P , and a sufficiently small step-size, α ∈ R+,
such that w∗ + αηP ∈ U and
V (s;w∗ + αηP) ≥ V (s;w∗), (24)
for all s ∈ S, where there exists s¯ ∈ S such that
V (s¯;w∗ + αηP) > V (s¯;w∗).
In order to obtain a contradiction we will show that there is no s ∈ S such that (24) holds with an
equality. Given this property a contradiction is obtained because it follows that
U(w∗ + αηP) = Ep1(s)
[
V (s;w∗ + αηP)
]
,
> Ep1(s)
[
V (s;w∗)
]
= U(w∗),
contradicting the fact that w∗ is a local optimum. Introducing the notation
S= = {s ∈ S|V (s;w∗ + αηP) = V (s;w∗)},
S> = {s ∈ S|V (s;w∗ + αηP) > V (s;w∗)},
we wish to show that S= = ∅. In particular, for a contradiction, suppose that S= 6= ∅. This means,
given the ergodicity of the Markov chain induced by w∗ and the fact that S> 6= ∅, that there exists
s ∈ S= and s′ ∈ S> such that
p(s′|s;w∗) =
∑
a∈A
p(s′|s,a)pi(a|s;w∗) > 0.
As s ∈ S= we have that
p(s′|s;w∗) = p(s′|s;w∗ + αηP).
We now consider the form V (s;w∗). In particular, we have
V (s;w∗) =
∑
a∈A
pi(a|s;w∗)R(a, s) + γ
∑
snext∈S
p(snext|s;w∗)V (snext;w∗),
=
∑
a∈A
pi(a|s;w∗ + αηP)R(a, s) + γ
∑
snext∈S
p(snext|s;w∗ + αηP)V (snext;w∗),
<
∑
a∈A
pi(a|s;w∗ + αηP)R(a, s) + γ
∑
snext∈S
p(snext|s;w∗ + αηP)V (snext;w∗ + αηP),
= V (s;w∗ + αηP),
where the inequality follows from the fact that p(s′|s;w∗ + αηP) > 0, for some s′ ∈ S>. This is
a contradiction of the fact that s= ∈ S=, so it follows that S= = ∅ and for all s ∈ S we have
V (s;w∗) < V (s;w∗ + αηP),
which completes the proof.
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We now prove a technical lemma about the gradient of the value function in the case of a tabular
policy. As we are considering a tabular policy we have a separate parameter vectorws for each state
s and denote the parameter vector of the entire policy byw, where this is given by the concatenation
of the parameter vectors of the various states. The dimension of w is given by n =
∑
s∈S ns. For
each state, s ∈ S , we also introduce the projection mapping, Ps, that maps the elements corre-
sponding to state s to themselves, while all other elements are set to zero. As before we denote the
resulting projection as wPs = Ps(w). In order to show that tabular policies are non-decreasing we
start by relating the gradient of V (sˆ;w) to the gradient of V (s¯;w), where the gradient is taken w.r.t.
the policy parameters of state s¯, while the policy parameters of the remaining states are held fixed.
Lemma 6. Suppose we are given a Markov Decision Process with a tabular policy such that V (s;w)
is differentiable for each s ∈ S. Given s¯, sˆ ∈ S, such that s¯ 6= sˆ, then we have that
∇ws¯V (sˆ;w) = phit∇ws¯V (s¯;w), (25)
where we have the notation∇ws¯V (sˆ;w) to denote the gradient of the value function w.r.t. the policy
parameter of state s¯, while the policy parameters of all other states are held fixed. The term phit in
(25) is given by
phit =
∞∑
t=2
γt−1p(st = s¯|s1 = sˆ, s1:t−1 6= s¯;w).
Furthermore, when Markov chain induced by the policy parameters is ergodic then phit > 0.
Proof. Given the equality
V (s;w) =
∑
a∈A
pi(a|s;w)Q(s,a;w),
we have that
∇ws¯V (sˆ;w) =
∑
a∈A
(
∇ws¯pi(a|sˆ;w)Q(sˆ,a;w) + pi(a|sˆ;w)∇ws¯Q(sˆ,a;w)
)
.
As the policy is tabular and sˆ 6= s¯ we have that∇ws¯pi(a|sˆ;w) = 0, so that this simplifies to
∇ws¯V (sˆ;w) =
∑
a∈A
pi(a|sˆ;w)∇ws¯Q(sˆ,a;w).
Using the fact that
Q(s,a;w) = R(s,a) + γ
∑
s′∈S
p(s′|s,a)V (s′;w),
means that we have
∇ws¯V (sˆ;w) = γ
∑
s′∈S
p(s′|sˆ;w)∇ws¯V (s′;w). (26)
Splitting the summation in (26) between the state s¯ and all other states gives
∇ws¯V (sˆ;w) = γp(s¯|sˆ;w)∇ws¯V (s¯;w) + γ
∑
s′∈S
s′ 6=s¯
p(s′|sˆ;w)∇ws¯V (s′;w). (27)
Applying equation (27) recursively gives
∇ws¯V (sˆ;w) =
∞∑
t=2
γt−1p(st = s¯|s1 = sˆ, s1:t−1 6= s¯;w)∇ws¯V (s¯;w). (28)
Defining
phit =
∞∑
t=2
γt−1p(st = s¯|s1 = sˆ, s1:t−1 6= s¯;w),
then we have
∇ws¯V (sˆ;w) = phit ∇ws¯V (s¯;w), (29)
which completes the proof. The probability, p(st = s¯|s1 = sˆ, s1:t−1 6= s¯;w), is equivalent to the
probability of the first hitting time (of hitting state s¯ when starting in state sˆ) is equal to t. The strict
inequality, phit > 0, follows from the ergodicity of the Markov chain induced by w.
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Lemma 2. Suppose that a given a Markov Decision Process has a tabular policy parameterisation,
then the policy parameterisation is non-decreasing.
Proof. Suppose we are given parameter vector, w ∈ W , a search direction, η, and a step-size,
α ∈ R+, such that
V (sˆ;w + αη) > V (sˆ;w),
for some sˆ ∈ S. As η is a strict ascent direction we have the following inequality
η>∇wV (sˆ;w) > 0,
which means that, using the equality η =
∑
s∈S ηPs , we have
η>∇wV (sˆ;w) =
∑
s∈S
η>Ps∇wsV (sˆ;w) > 0.
Hence there exists s¯ ∈ S such that
η>Ps¯∇ws¯V (sˆ;w) > 0. (30)
We have that either sˆ = s¯, in which case we have η>Ps¯∇ws¯V (s¯;w) > 0, or that sˆ 6= s¯ in which
case we have, by Lemma(6), that ∇ws¯V (sˆ;w) = phit∇ws¯V (s¯;w). As phit ≥ 0 we again have
that η>Ps¯∇ws¯V (s¯;w) > 0. In either case we have that ηPs¯ is a strict ascent direction for the value
function evaluated at s¯.
We now show that the projection ηPs¯ satisfies the properties of a non-decreasing policy. Firstly, we
have at least one state where the inequality in (13) is strict for a sufficiently small step-size, namely
the state s¯. Additionally, it can be seen from Lemma(6) that for all other states the inequality holds
in (13), again for a sufficiently small step-size, where the inequality will be strict if phit > 0 and an
equality if phit = 0. Furthermore, as the policy is tabular we have that for all s ∈ S, such that s 6= s¯,
and for all a ∈ A the following equality holds
pi(a|s;w + αηPs¯) = pi(a|s;w).
Hence the policy parameterisation is non-decreasing.
7.5 Convergence Analysis
We start this section with a technical lemma that will be useful in this section. In particular, we show
that when H(w∗) is negative-definite then H2(w∗) is also negative-definite. We actually show a
stronger results, where we show that this matrix is negative-definite in an open neighbourhood of
w∗. Note that this result doesn’t require the policy to be log-concave in the policy parameters.
Lemma 7. Suppose that the point w∗ ∈ W is a local optimum of U(w) such that H(w∗) is
negative-definite. Given any sequence, {wk}k∈N, that converges to w∗, then ∃K ∈ N such that
∀k ≥ K the matrixH2(wk) is negative-definite.
Proof. First note that the matrixH2(w) can be written in the form
H2(w) = H(w)−
(H11(w) +H12(w) +H>12(w)).
Furthermore, for any w ∈ W the matrices H11(w) +H12(w) +H>12(w) is positive-semidefinite.
AsH(w∗) is negative-definite we have that
H2(w∗) = H(w∗)−
(H11(w∗) +H12(w∗) +H>12(w∗)),
is negative-definite. The entries of H2(w) depend continuously on w ∈ W , so that, defining the
characteristic polynomials
p(λ) = det
(
λI −H(w∗)),
pk(λ) = det
(
λI −H(wk)
)
, k ∈ N.
we have that limk→∞ pk(λ) = p(λ). As the zeros of a polynomial depend continuously upon
its coefficients and H2(w∗) is negative-definite, so that the zeros of p(λ) are strictly negative and
bounded away from zero, it follows that ∃ K ∈ N such that for all k ≥ K the zeros of pk(λ) are
strictly negative. Hence, for all k ≥ K the matrixH2(wk) is guaranteed to be negative-definite.
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Lemma 4. Suppose that the sequence, {wk}k∈N, is generated by an application of the EM-
algorithm, where the sequence converges tow∗. Denoting the update operation of the EM-algorithm
by GEM, so that wk+1 = GEM(wk), then
∇GEM(w∗) = −H2(w∗)−1H1(w∗). (31)
When the policy parameterisation is non-decreasing w.r.t. the given Markov Decision Process this
simplifies to ∇GEM(w∗) = −H2(w∗)−1H11(w∗). When the Hessian,H(w∗), is negative-definite
then ρ(∇GEM(w∗)) < 1 and w∗ is a local point of a attraction for the EM-algorithm.
Proof. In the EM-algorithm the update of the policy parameters takes the form
GEM(wk) = argmaxw∈W Q(w,wk),
where the function Q(w,w′) is given by
Q(w,w′) = Epγ(z;w′)Q(z;w′)
[
log pi(a|s;w)
]
,
and we have used the notation Epγ(z;w′)Q(z;w′)[f(z)] to denote the summation of f w.r.t. the non-
negative function, pγ(z;w′)Q(z;w′). More details of the EM-algorithm for Markov Decision Pro-
cesses can be found in [4, 15, 10, 5]. Note that Q is a two parameter function, where the first pa-
rameter occurs inside the expectation, while the second parameter parameterises the function w.r.t.
which the expectation is taken. Also note that Q(w,w′) satisfies the following identities
∇10Q(w,w′) = Epγ(z;w′)Q(z;w′)
[
∇w log pi(a|s;w)
]
,
∇20Q(w,w′) = Epγ(z;w′)Q(z;w′)
[
∇w∇>w log pi(a|s;w)
]
,
∇11Q(w,w′) =
∑
z∈Z
∇w′
(
pγ(z;w
′)Q(z;w′)
)
∇>w log pi(a|s;w).
Note that when we set w = w′ in the first two of these terms we have ∇10Q(w,w) = ∇wU(w),
∇20Q(w,w) = H2(w). A key identity that we need for the proof is that ∇11Q(w,w) = H1(w).
This follows from the observation that∇wU(w) = ∇10Q(w,w), so that
∇w∇>wU(w) = ∇w
(
∇10Q(w,w)
)
= ∇20Q(w,w) +∇11Q(w,w),
so that
H1(w) = H(w)−H2(w) = ∇20Q(w,w) +∇11Q(w,w)−∇20Q(w,w),
= ∇11Q(w,w),
as claimed.
Now, to calculate the matrix∇GEM(w∗) we perform a Taylor series expansion of∇10wQ(wk+1,wk)
in both parameters around the point (w∗,w∗), which gives
∇10wQ(wk+1,wk) = ∇10wQ(w∗,w∗) +∇20wQ(w∗,w∗)
(
wk+1 −w∗
)
+∇11wQ(w∗,w∗)
(
wk −w∗
)
+ . . .
As w∗ is a local optimum of U(w) we have that ∇10wQ(w∗,w∗) = 0. Furthermore, as the se-
quence {wk}k∈N was generated by the EM-algorithm, we have, for each k ∈ N, that wk+1 =
argmaxw∈W Q(w,wk), which implies that∇10wQ(wk+1,wk) = 0. Finally, as∇20Q(w∗,w∗) =
H2(w∗) and ∇11Q(w∗,w∗) = H1(w∗) we have
0 = H2(w∗)(wk+1 −w∗) +H1(w∗)(wk −w∗) + . . .
Using the fact that wk+1 = GEM(wk) and w∗ = GEM(w∗), taking the limit k →∞ gives
0 = H2(w∗)∇wGEM(w∗) +H1(w∗),
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so that
∇wGEM(w∗) = −H−12 (w∗)H1(w∗).
In the case where the policy parameterisation is non-decreasing w.r.t. the given MDP then we
have H12(w∗) + H12(w∗)> = 0 so that H1(w∗) = H11(w∗). Hence in this case we have that
∇wGEM(w∗) = I −H−12 (w∗)A11(w∗), where we have used the fact that H2(w∗) +H11(w∗) =A11(w∗).
We now show that when H(w∗) is negative-definite that w∗ is a point of attraction for the EM-
algorithm, in particular that the eigenvalues of ∇GEM(w∗) are all contained in the interval [0, 1).
To do so we use the notion of relative eigenvalues, see e.g. [7]. A scalar, λ ∈ R, is an eigenvalue
of a symmetric matrix, A, relative to a positive-definite matrix, B, if there exists a non-zero vector,
x, such that Ax = λBx. Now suppose that x ∈ Rnw is an eigenvector of ∇GEM(w∗), with
corresponding eigenvalue, λ ∈ R. Given (31) this means that x satisfies the relation, H1(w∗)x =
−λH2(w∗)x, so that x is an eigenvector of H1(w∗), relative to −H2(w∗), where we know that
−H2(w∗) is positive-definite from lemma 7. This means that the eigenvalues of ∇GEM(w∗) are in
one-to-one correspondence with the eigenvalues of H1(w∗), relative to −H2(w∗). An important
property about relative eigenvalues is that the eigenvalues of A, relative to B, are contained in the
image of the relative Rayleigh quotient,
R(x) =
x>Ax
x>Bx
.
Furthermore, the maximal and minimal relative eigenvalues are given by the maximal and minimal
values of the relative Rayleigh quotient. See [7] for more details. This means that the eigenvalues
ofH1(w∗), relative to −H2(w∗), are contained in the image of
R(x) =
x>H1(w∗)x
−x>H2(w∗)x =
x>
(H(w∗)−H2(w∗))x
−x>H2(w∗)x , (32)
where we have used the relation H1(w∗) = H(w∗) −H2(w∗). As −H2(w∗) is positive-definite,
H(w∗) is negative-definite and H1(w∗) is positive-semidefinite it can be seen that R(x) ∈ [0, 1),
for all x ∈ Rnw . Hence, all of the eigenvalues of ∇GEM(w∗) are contained in the interval [0, 1),
so that by Ostrowski’s theorem w∗ is a point of attraction. In the case where H2(w∗) is negative-
definite, butH(w) is only negative-semidefinite, it can be seen from the relation
H(w∗) = H2(w∗)(I −∇GFAN(w∗)),
that∇GEM(w∗) has eigenvalues equal to one, which correspond to ridges in the objective function.
Lemma 5. Suppose that the sequence, {wk}k∈N, is generated by an application of the full ap-
proximate Newton method using a fixed step-size of α ∈ R+, where the sequence converges
to w∗. Denoting the update operation of the full approximate Newton method by GFAN, so that
wk+1 = wk − αH−12 (wk)∇U(wk), then
∇GFAN(w∗) = I − αH−12 (w∗)H(w∗) = (1− α)I − αH−12 (w∗)H1(w∗),
When the policy parameterisation is non-decreasing w.r.t. the given Markov Decision Process this
simplifies to ∇GFAN(w∗) = I − αH−12 (w∗)A11(w∗). When a fixed step-size of one is used in the
full approximate Newton method then ∇GFAN(w∗) = ∇GEM(w∗), so that the rate of convergence
is the same as the the rate of convergence of the EM-algorithm. The optimal step-size of the full
approximate Newton method is given by
αˆ =
2
2− (λmin + λmax) ,
where λmin and λmax are respectively the minimal and maximal eigenvalues of ∇GEM(w∗), and
the point w∗ remains a point of attraction of the full approximate Newton method when using this
step-size.
Proof. In order to apply Ostrowski’s theorem to the approximate Newton framework it is necessary
to show i) that GFAN(w∗) is Frechet differentiable and ii) that the spectral radius of ∇GFAN(w∗) is
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strictly less than one. Assuming, for the moment, that GFAN(w∗) is Frechet differentiable, then we
have
∇GFAN(w∗) = I − α∇H−12 (w∗)∇>U(w∗)− αH−12 (w∗)∇∇>U(w∗).
Using the fact that∇U(w∗) = 0 and∇∇>U(w) = H1(w) +H2(w), ∀w ∈ W , this simplifies to
∇GFAN(w∗) = H−12 (w∗)
(
H2(w∗)− α∇∇>U(w∗)
)
,
= H−12 (w∗)
(
(1− α)H2(w∗)− αH1(w∗)
)
,
= (1− α)I − αH−12 (w∗)H1(w∗). (33)
A more formal proof of (33), requiring no assumptions on the differentiability of H2(w), can be
made using the methods described in section(10.2.1) of [13]. When the policy parameterisation is
non-decreasing w.r.t. the given MDP thenH12(w∗)+H12(w∗)> = 0, so thatH1(w∗) = H11(w∗).
It then follows that ∇GFAN(w∗) = I − αH−12 (w∗)A11(w∗), where we have used the fact thatH(w∗) = H11(w∗) +H2(w∗) = A11(w∗).
We now relate the rate of convergence of the Full approximate Newton method to the rate of conver-
gence of the EM-algorithm, where we use analogous arguments to those presented in [11]. Firstly,
note that ∇GFAN(w∗) = (1 − α)I + α∇GEM(w∗), so that when α = 1 the two methods have
the same rate of convergence. Furthermore, an eigenvector of ∇GEM(w∗) is also an eigenvector of
∇GFAN(w∗), but with an eigenvalue of λα = 1 − α + αλ instead of λ. As all the eigenvalues of
∇GEM(w∗) are contained in the interval [0, 1) then the spectral radius of∇GFAN(w∗) is given as
ρ
(∇GFAN(w∗)) = max{|1− α+ αλmin|, |1− α+ αλmax|}, (34)
where λmin and λmax are respectively the minimal and maximal eigenvalues of ∇GEM(w∗). An
optimal rate of convergence is obtained for the full approximate Newton method by minimising (34)
w.r.t. the step-size. This minimum is obtained when 1− α+ αλmin and 1− α+ αλmax are of equal
magnitude but of opposite sign, where the resulting step-size is given by
αˆ =
2
2− (λmin + λmax) .
The spectral radius of ∇GFAN(w∗) that results from this step-size is (λmax − λmin)/(2 − (λmin +
λmax)), which is less than one so that w∗ is still a point of attraction when using this step-size.
7.6 Analysis over the Entire Parameter Space
Throughout this section we shall assume that the stat-action space of the MDP is finite, where
|S| × |A| = N . Given a parameter vector, w ∈ W , we suppose that the Markov chain induced by
w is ergodic. We denote the state-action transition matrix, induced by w, by P (w), and when the
context is clear we shall use the notation P . Given t ∈ N, we denote the state-action occupancy
marginal at the tth time-point by pt, so that p>t P = p
>
t+1. We shall assume that the P has N
linear independent eigenvectors2. We denote the eigenvalues of P by {λn}Nn=1, where the indices
of the eigenvalues satisfy the ordering |λ1| ≥ |λ2| ≥ ... ≥ |λN |, so that, under the assumption
of ergodicity, λ1 = 1 and |λ2| < 1. As P has N linearly independent eigenvectors it is possible
to decompose P into the form P = SΛS−1, where Λ = diag(λ1, λ2, ..., λN ). The columns of
S are formed from a set of (linearly independent) right eigenvectors of P , where the ordering of
these eigenvectors respects the ordering of the eigenvalues in Λ. Likewise, the rows of S−1 are
left eigenvectors of P , where, again, the ordering of these eigenvectors respects the ordering of the
eigenvalues in Λ. We denote these sets of right and left eigenvectors by X = {x1, ...,xN} and
Y = {y1, ...,yN}, respectively. Under the conditions specified it is possible to set y1 = µ, where
µ is the stationary distribution of the Markov chain induced by the policy parameters, and x1 = e,
where e = (1, ..., 1)>.
2This assumption is not necessary for the results in this section. We make these assumptions as they make
the form of the bounds more readable.
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A final assumption is that the derivative of the log-policy, w.r.t. to the various components of the
parameter vector, is uniformly bounded. In other words, there exists M ∈ R+ such that∣∣∣∣ ddwi log pi(a|s;w)
∣∣∣∣ < M,
for all (a, s) ∈ A× S , w ∈ W .
Lemma 3. Given w ∈ W , suppose that the Markov chain induced by w is ergodic. Denote the
second largest eigenvalue (in terms of absolute value) of the state-action transition matrix by λ2.
Under these conditions and given some matrix norm, ‖ · ‖, the matrixH12(w) satisfies the bound∥∥H12(w)∥∥ ≤ ηγ|λ2|
(1− γ)2(1− γ|λ2|) , (35)
for some positive constant, η > 0.
Proof. It is useful to write certain terms in vector notation. In particular, we use the notation pγ|z
to denote pγ(z′|z;w), z, z′ ∈ Z . We also introduce the notation
pγ,µ =
∞∑
t=1
γt−1µ,
where µ is the stationary distribution of the Markov chain, induced by the policy parameters. Note
that, as µ is independent of time, we have pγ,µ = (1− γ)−1µ.
The matrixH12(w) can be written as follows
H12(w) = ΠJΠ>
where Π is an ∈ nw ×N matrix, where the (i, j)th element of Π is given by
Πij =
d
dwi
log pi(z = j;w),
and J is an N ×N matrix, where the (i, j)th element of J is given by
Jij = pγ(z = i;w)pγ(z = j|z = i;w)Q(z = j;w).
Likewise, if we define I = pγp>γ,µ then, using the same argument as in section(4.2), it can be shown
that 0 = ΠIΠ>. This means thatH12(w) can be written in the equivalent form
H12(w) = Π
(
J − I)Π>.
This is the form of H12(w) that we will use to obtain our bound in (35). Additionally, we use the
fact that for any matrix norm, ‖ · ‖, there exists a positive constant η ∈ R+ such that
‖H12(w)‖ ≤ ηmax
i,j
∣∣Hij12(w)∣∣,
where Hij12(w) denotes the (i, j)th element of H12(w). Hence, to obtain the bound (35) it suffices
to obtain an appropriate bound on maxi,j
∣∣Hij12(w)∣∣.
Denoting the ith row of Π by Πi,·, then the (i, j)th element ofH12(w) can be written as follows
Hij12(w) = Πi,·
(
J − I)Π>j,·.
The Cauchy-Schwarz inequality now gives∣∣Hij12(w)∣∣ ≤ ‖Πi,·‖‖(J − I)Π>j,·‖,
where ‖ · ‖ is some given vector-norm. Considering a vector induced matrix-norm, this gives∣∣Hij12(w)∣∣ ≤ ‖Πi,·‖‖Πj,·‖‖J − I‖.
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By the equivalence of norms, see e.g. section(2.2.1) of [13], and the uniform boundedness of the
derivative of the log-policy, there exists a constant η1 ∈ R+, such that∣∣Hij12(w)∣∣ ≤ η1M2‖J − I‖. (36)
As J − I is a square matrix there exists a constant, η2 ∈ R+, such that
‖J − I‖ ≤ η2 max
i∈NN
‖(J − I)i,·‖,
where (J − I)i,· is the ith row of J − I , see exercise 2.2.2 of [13]. Using this bound in (36) gives∣∣Hij12(w)∣∣ ≤ ηM2 max
i∈NN
‖(J − I)i,·‖, (37)
for the strictly positive constant, η = η1η2.
Note that all of the components of the ith row of J−I contain a multiplicative factor of pγ(z = i;w),
which can be bounded by (1−γ)−1. Furthermore, the state-action value function can be bounded by
Rmax/(1−γ), whereRmax is the maximum value of the reward function. After a simple manipulation
using the supremum-norm, we can use (37) to obtain the bound∣∣Hij12(w)∣∣ ≤ ηRmaxM2(1− γ)2 maxi∈NN ‖pγ,z=i − pγ,µ‖. (38)
To complete the proof we obtain a bound on the term ‖pγ,z=i − pγ,µ‖, for each i ∈ NN . To do so,
we write these two vectors in terms of the eigendecomposition of P . In particular, we have
p>γ,z=i =
∞∑
t=1
γt−1p>t,z=i = p
>
1,z=i
∞∑
t=1
γt−1P t−1
= p>1,z=iS
( ∞∑
t=1
γt−1Λt−1
)
S−1.
As the eigenvalues of P are all contained in the unit circle and γ ∈ [0, 1), we have
p>γ,z=i = p
>
1,z=iS diag
(
1
1− γ ,
1
1− γλ2 , ...,
1
1− γλN
)
S−1,
=
1
1− γp
>
1,z=i
(
x1y
>
1
)
+ p>1,z=iS diag
(
0,
1
1− γλ2 , ...,
1
1− γλN
)
S−1,
As x1 = (1, ..., 1)> and y1 = µ, we have that
p>γ,z=i =
1
1− γµ
> + p>1,z=iS diag
(
0,
1
1− γλ2 , ...,
1
1− γλN
)
S−1,
This means that
(
pγ,z=i − pγ,µ
)>
is given by(
pγ,z=i − pγ,µ
)>
= p>1,z=iS diag
(
0,
1
1− γλ2 , ...,
1
1− γλN
)
S−1.
Now the term p1,z=i is nothing but the next state-action distribution, given that the current state-
action pair is z = i. In other words, p1,z=i is the row of P corresponding to state-action pair z = i.
This means that
(
pγ,z=i − pµγ
)>
takes the form
(
pγ,z=i − pµγ
)>
= Pi,·S diag
(
0,
1
1− γλ2 , ...,
1
1− γλN
)
S−1,
= Si,· diag
(
0,
λ2
(1− γλ2)2 , ...,
λN
(1− γλN )2
)
S−1,
where Pi,· and Si,· denote the ith row of P and S, respectively.
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Using the Cauchy-Schwarz inequality we have∥∥pγ,z=i − pµγ∥∥ ≤ ∥∥∥∥Si,· diag(0, λ21− γλ2 , ..., λN1− γλN
)∥∥∥∥∥∥S−1∥∥,
for any vector-norm, and corresponding induced matrix-norm, ‖ · ‖. A further application of the
inequality, ‖Ax‖ ≤ ‖A‖‖x‖, gives∥∥pγ,z=i − pµγ∥∥ ≤ ∥∥Si,∗∥∥∥∥S−1∥∥∥∥∥∥ diag(0, λ21− γλ2 , ..., λN1− γλN
)∥∥∥∥,
If we now consider the 2-norm, then the induced matrix-norm satisfies the identity ‖A‖ = √λ,
where λ is the largest eigenvalue of A>A. In this case we have∥∥pγ,z=i − pγ,µ∥∥ ≤ |λ2|
1− γ|λ2|
∥∥Si,∗∥∥∥∥S−1∥∥.
Using this bound for
∥∥pγ,z=i − pγ,µ∥∥, i ∈ NN , in (38) gives∣∣Hij12(w)∣∣ ≤ η‖λ2‖(1− γ)2(1− γ|λ2|)
for some positive constant, η ∈ R+. This completes the proof.
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