Abstract
We study two complex invariant manifolds associated with the parabolic xed point of the area-preserving H enon map. A single formal power series correspond to both of them. The Borel transform of the formal series de nes an analytic germ. We explore the Riemann surface and study the singularities of its analytic continuation. In particular we prove that a constant, which describes the splitting of the invariant manifolds, does not vanish.
Area-preserving H enon map
One of the most interesting problems of modern dynamics is related to studying mechanisms of chaotic behavior. In Hamiltonian dynamics the splitting of separatrices is recognized to be its main source. Among the models the H enon map plays a special role. For example the geometry of its separatrix splitting is closely related to creation of elliptic islands near a homoclinic tangency in areapreserving maps Dua98]. The last phenomena can be modeled by the quadratic area-preserving map, F " : (x; y) 7 ! (x 1 ; y 1 ) = (x + "y 1 ; y + "x(1 ? x)) ;
where " > 0 is a small positive parameter. It is well known that any non-trivial quadratic di eomorphism of the plane, which preserves area and orientation and has two xed points, can be put by a linear change of coordinates into this one-parametric family for some " > 0.
The study of the separatrix splitting is especially di cult in the case of small ", due to the exponential smallness of the splitting FS90]. For small positive " the origin is a hyperbolic xed point of F " and the corresponding separatrices are one-dimensional curves in the plane (x; y) (see Fig. 1 ). The separatrices look like the separatrix of the limit ow de ned by the system of two di erential equations _ x = y ; _ y = x(1 ? x) :
Unlike the separatrices of the limit ow the separatrices of the map split. The intersection of separatrices with the horizontal axis is a homoclinic point due to a symmetry of the map. It was established by one of the authors Gel91] that the angle between the stable and unstable separatrix at the rst intersection of the separatrices with the horizontal axis is given asymptotically by = 64 e ?2 2 =" 9" 7 (j j + O("))
for some 2 C . This formula implies the exponentially small transversality of the homoclinic point for all small " > 0 provided the factor j j does not vanish.
In Gel91] this factor was evaluated numerically: j j 2:474 10 6 . The splitting constant is a complex number, which comes from the study of the separatrices of the parabolic xed point of the H enon map, (u; v) 7 ! (u + v ? u 2 ; v ? u 2 ) ;
(2) in the complex phase space C 2 . These separatrices are the main object of the present paper.
The study of the separatrices of the map (2) can be reduced to the study of the single second-order nonlinear nite-di erence equation 
The last asymptotic equality can be considered as the de nition of the splitting constant . We discuss some alternative de nitions of later in Section 2.4.
Theorem 1 In the case of the H enon map the splitting constant j j does not vanish. More precisely, 2 iR and Im < 0.
The proof of Theorem 1 is based on the detailed study of the Borel transform of the formal separatrix of the parabolic xed point. We describe the Riemann surface of the Borel transform and give a complete description of the rst singularity, which contains both a polar part and an in nite order branching.
The knowledge of the singularity leads to a quite e cient and simple method for numerical evaluation of (Sect. 3.2).
Many analytical phenomena described in the present paper are rather usual in Ecalle's theory of resurgent functions Eca81]. A nice introduction to this theory can be found in the book CNP93]. The results of the present paper look quite natural in the general context of this theory. Nevertheless, our approach is mostly elementary and does not require the knowledge of the resurgent functions theory (except for the appendix, but its result is not necessary to prove that does not vanish).
Di erent maps can have di erent values of splitting constants. The methods, developed in the present paper, can be used for their study.
The rst de nition of a splitting constant was proposed by V.F. Lazutkin L84, LST89] for the case of the standard map. Hakim and Mallick HM93] proposed to use the Borel summation for the study of the exponentially small splitting of separatrices. A more rigorous approach was used by Suris Sur94] (for the semistandard and cubic maps), who established the relation between splitting constants and asymptotic behavior of the formal series coe cients. A modi cation of the last approach could lead to a proof that does not vanish, but to complete the proof one still needs the knowledge of the singularity structure.
Establishing an asymptotic formula like (1) is an extremely di cult analytical problem. The rst formula of this type was derived by V.F. Lazutkin L84] for the standard map. Lazutkin's original paper was based on two conjectures, which are not proved in their complete form up to know. A complete proof of the Lazutkin asymptotic formula has been published recently in Gel99].
A formula similar to (1) describes the splitting of a small separatrix loop, created in a saddle-center bifurcation in a general family of area-preserving maps Gel98]. In this case each family has its own splitting constant, which is not determined by any nite jet of the functions. 
The Borel transform converts multiplication into convolution: ifû( ) andv( ) are formal Borel transform of the formal series u(z) and v(z), the transform of the product u(z)v(z) is
The Borel transform maps the di erentiation @ z into the operation of multiplication by ? . Let R be the Riemann surface obtained by adding the origin to the rst sheet of the universal covering of C n 2 iZ. It is the set of all homotopy classes (with xed extremities) of paths issuing from 0 and lying in C n 2 iZ (except their origin).
Theorem 2 The formal Borel transformû is convergent at the origin and denes a holomorphic germ, which extends analytically to R with exponential decay at in nity on each half-sheet of R.
The proof of this theorem is in Sect. 4 and in the appendix. The analyticity on the main sheet of R was proved by V. Chernov Che98] .
In fact,û is of exponential type ?1, i.e. it decreases faster than any exponent e c for any real c along each nonvertical ray.
In particular, Theorem 2 implies thatû( ) is an odd real-analytic function in a neighborhood of the origin in the main sheet.
Theorem 3 The analytic continuation ofû to a neighborhood of its rst singular point 2 i in the main sheet of R can be written in the form, 
where h and r are holomorphic at the origin and have analytical continuation onto the whole Riemann surface R, moreover h(0) = 0.
The proof of this theorem is in Sect. 5.
First singularity as a solution of the variational equation
We need a more detailed description of the singularity. In fact we show that the singular part ofû( ) at the rst singularity = 2 i is described by a linear combination of two basic solutions of the variational equation near u(z),
We give the precise meaning for this statement later in this section. First, we need some preliminary information on formal solutions of the variational equation.
Lemma 2 The homogeneous variation equation (8) Corollary 1 There are complex constants and such that '(z) = ' 2 (z) + ' 1 (z) :
(10) This equality may be considered as an alternative de nition of the splitting constant. In Section 2.4 we prove that it is equivalent to the original de nition from the introduction.
The formal equality (10) The symbol as = indicates that the relation is asymptotic, i.e. ' 1 and ' 2 are formal series; if one retains only a nite number of terms, then the error would be of the order of the rst missing term. To prove this lemma it is su cient to deform the path into the upper halfplane, and compute the contribution of the rst singularity. Note that a part of the path goes to the second sheet of the Riemann surface R (see Fig. 2 ). 2
Since ' 2 (z) = z 4 =84 + O(z 2 ) and ' 1 = O(z ?3 ), the lemma implies the estimate (4). Thus the constant of the previous section is actually the splitting constant.
The rst de nition of the splitting constant was proposed by V.F. Lazutkin L84, LST89] for the case of the standard map. The constant was de ned as a rst-order Fourier coe cient of an \energy" splitting function, E(u + (z)) ? E(u ? (z)). This de nition was used by one of the authors, who obtained the
Figure 2: The integration path is moved into the upper half of the rst sheet of the Riemann surface. Then it is deformed and pushed to the second sheet through the cut between the singularities at 2 i and 4 i numerical value, j j 2:474 10 6 GLT91, Gel91]. The last two papers also contain the values of the splitting constant for the cubic and some other polynomial area-preserving maps.
In GLS94] it was shown that this de nition is equivalent to the following one:
= lim It is well known that an analytic function is completely de ned by its germ in a neighborhood of any point of its domain. In particular, this implies that the Taylor series ofû at the origin contains information about all the singularities.
Here we show how the information about the rst singularities can be extracted from the asymptotic behavior of the Taylor coe cients. In the next section we show that this leads to a highly e cient numerical method for evaluation of the splitting constants and .
The functionû( ) has singularities on the boundary of D 2 = f 2 C : j j < 2 g at 2 i. Let g be the corresponding polar part: where we used the symmetries of the singularities due to the fact thatû is real-analytic and odd. Since It is not too di cult to compute several hundreds of a k . This formula was used by di erent authors to compute A 5 and, consequently, evaluate = 7 iA 5 . The convergence of the method is rather slow. We can substantially improve it using more detailed knowledge of the singularity structure. As a rst improvement we note that A 3 = 17A 5 =120. Then we substitute the rst two terms of (12) into (13) and solve the equation with respect to A 5 :
In this way we constructed a sequence, which converges to A 5 much faster.
If we repeat the same reasoning adding to g the rst N, N 1, terms of the logarithmic part of the singularities at 2 i, i.e. if instead of g we consider Of course, the constant in the O estimates depends on N. In the next section we numerically observe that choosing N = k=2 leads to exponential convergence (relative error is O(e ?ck )). From the theoretical point of view this is quite natural and can be rigorously proved by applying the techniques of the present paper. This is due to the fact that ' 1 and ' 2 are resurgent functions too, which provides Gevrey-1 estimates on the growth of the sequences b k , d k and the constants in the O-terms.
Numerical algorithm
Using the complete knowledge on the singularities structure, we construct a very e cient numerical method for the evaluation of the splitting constants and . The algorithm is extremely simple. It is based on the arguments of the previous section. )). In our experiments we used N = k=2, which seems to minimize the error due to the replacement ofã k by a k . In fact our numerical method is not sensitive to this choice. The method of the present paper can be used to analyze this error analytically.
In the numerical experiments we computed n = 50 terms for each of the sequences (a k , b k , d k , s 1 k;N , s 2 k;N ). Then we found the constants, The result shown on Fig. 3 gives a numerical evidence of k e ?ck . From the analytical viewpoint this error is due to a contribution from the other singularities ofû.
Finally, we repeated the computations for larger values of n. We used the coe cients with k = 90 : : :100 to determine the values of and . This test con rmed that the previously computed decimals are all correct. 4 Proof of the analyticity ofû on the rst sheets Theorem 2 claims thatû extends analytically to R. In this section we only prove thatû extends analytically on the main sheet of R and on the rst half-sheets, i.e. the half-sheets which can be reached from the main sheet by crossing the imaginary axis exactly once. This weaker form of the theorem is su cient for the rest of the paper. Moreover its proof is elementary. The complete proof of Theorem 2 in the whole requires some knowledge of the Resurgence theory and it is sketched together with the explanations of the basic notions in the appendix.
Let us recall some de nitions rst. The Riemann surface R is obtained by adding the origin to the main sheet of the universal covering of C n 2 iZ. It is also the set of all homotopy classes 2 of paths issuing from 0 and lying in C n2 iZ (except for their origin). The natural projection 2 R 7 ! 2 (C n 2 iZ) f0g
( is the extremity of any path representing ) is locally biholomorphic in a neighborhood of every point.
Let us introduce two open subsets R (0) R (1) of the Riemann surface R. We will denote by R (0) the set C n 2 i 1; +1 (the complex plane deprived from the two singular half-lines 2 i 1; +1 and ?2 i 1; +1 ), which can be identi ed with the set of homotopy classes of paths issuing from 0 and lying in C n 2 i 1; +1 . This is the \main sheet" of R. The union of the \nearby half-sheets" will be denoted by R (1) : it is the set of homotopy classes of paths issuing from 0, lying in C n 2 iZ and crossing the imaginary axis at most once.
We arrive to a nearby half-sheet, when we follow a path which crosses the imaginary axis between two singular points. We arrive to di erent sheets of the Riemann surface, when we pass between di erent singularities. Thus there are in nitely many nearby half-sheets.
For a given analytic germ at the origin, saying that it extends to an analytic function on R (resp. R (0) , resp. R (1) ) amounts to saying that any path which represents an element of R (resp. R (0) , resp. R (1) ) is a path of analytic continuation for it.
Theorem 5 The formal Borel transformû is convergent at the origin and denes a holomorphic germ, which extends analytically to R (1) with exponential decay at in nity on each half-sheet of R (1) .
The rest of the section contains the proof of this theorem. This is a necessary step for proving Theorem 2 completely.
Our goal is to prove that the seriesû( ) 2 C ]], de ned by the formula (5) as the formal Borel transform of the unique nonzero even solution of (3), has a nonzero radius of convergence and to follow the analytic continuation of the corresponding holomorphic germ. We claimed that the disk of convergence was D 2 , but the inductive computation of its coe cients a k does not help much in the study of the analytic continuation outside this disk. This is why we use an alternative representation ofû, expressing it as the limit of some iterative scheme at each step of which properties of analyticity can be checked in R (1) . Then the theorem follows from the uniform convergence of the scheme (on a system of subsets, the union of which covers R (1) ).
We rst de ne the new unknown seriesv bŷ u( ) = ?6 +v( ):
In the sequel we only deal withv, which is the unique solution in 3 IfŴ 2 5 C f g and if the germ de ned byŴ extends analytically to R (1) (resp. to R), E:Ŵ 2 3 C f g and the germ de ned by E:Ŵ extends analytically to R (1) too (resp. to R). Proof 
One checks easily that y = Y=12 2 ?3 C f g and z = Z=12 2 4 C f g are independent solutions of the corresponding homogeneous equation f 00 
2
It is a well-known result of Resurgence theory that, if two germs extend analytically to R, their convolution product has the same property. (We will recall the reason why this is so in Section 4.3.) This fact and the last part of Lemma 4 show that each power-seriesv n orŵ n has nonzero radius of convergence and de nes a germ which extends analytically to R, since we start withŵ 0 which converges to an entire function. We won't try to prove the convergence of the series Pv n in the whole Riemann surface R now, but we retain that each term extends analytically to R (1) .
In order to prove Theorem 5, it is thus su cient to study the convergence of Pv n as a series of holomorphic functions in R (1) . We will begin by restricting ourselves to the main sheet R (0) , i.e. to the holomorphic star of these functions.
4.2 Convergence on the main sheet. We now see that any exponential bound 8 2 D ; jû( )j C 0 j j e j j ; with C 0 > 0 and 2 R, implies j(û û)( )j C0 3! j j 3 e j j , and thus 8 2 D ; jû( )j C 0 C 3! j j e ( ? )j j :
This allows to decrease the exponential type inde nitely, and we conclude that for all 2 R, the function j j ?1 e ? j j jû( )j is bounded in D . ;M . We need to recall how one follows the analytic continuation of the convolution product of two holomorphic functions of R, and to exhibit bounds which generalize Part (a) of Lemma 7. To that end we de ne, for each 2 R (1) ;M , a particular path ? which is homotopic to and represents thus the same point .
The path ? is obtained by a deformation of which makes it symmetrically contractile. One can visualize its construction by letting a point 1 move along from the origin to , the point 1 remaining connected to the origin by an extensible thread, and imagining xed nails pointing upwards at the points of 2 iZ, with diameter 2jmj for the nail at 2mi , and moving nails pointing downwards at the points of 1 + 2 iZ (with diameter 2jmj for the nail at 1 ?2mi ) between which the thread is stretched progressively when 1 moves along : at the end of the process 1 has reached and ? is the thread under its nal form. (One can think that the xed nails remain on a xed rule, and the moving nails are fastened to another rule which is parallel to the rst one with reverse orientation and which is trailed by 1 in its motion.) Notice that at each moment of the process the thread between the origin and 1 remains symmetric with respect to its midpoint, thus ? is symmetric and symmetrically contractile.
The previous construction applies to paths which are more general than the paths and which lead to points lying in R but not necessarily in R (1)
;M . In our case, for a given point 2 R (1)
;M , the resulting path ? is easily described according to the three possible shapes of (see 
The conclusion then comes easily: since F and G are increasing, for 2 R (1)
Note that in this approach the inequality (20) is essential, but we know how to check such an inequality only for points in R (1) ;M . One may then wonder whether it is possible to explore farther the Riemann surface R by a similar method or whether we are con ned to the nearby sheets; we show in the appendix how to bypass the di culty in order to explore every sheet of R. In fact, it is a consequence of the resurgent roperties ofû explained in the appendix that it has exponential type ?1 in R (1) ;M too.
Proof of Theorem 3
Let us use the same notations as in the previous section:û( ) = ?6 +v( ) = ?6 + Pv n ( ). We will obtain by induction the shape of the singularity at 2 i for eachv n , and the property of convergence established in the previous section will yield the result.
De nition 5.1
We say that a germF 2 C f g is of type (?1) if it is odd and of valuation 5 at least, and if it extends analytically to R (1) and can be writtenF 
Now we use the rst two terms of expansions (5) and (7) Comparing the last two equations we conclude that (21) implies A 3 = 17A 5 120 : We obtain the third polar coe cients A 1 and the function h from the analysis of the variation (monodromy) ofû.
Let two points, denoted by 1 and 2 , converge to the imaginary axis just above the singularity at 2 i from the right-hand-side and from the left-handside, respectively. Let = 2 i + denote the limit point (see Fig. 6 ). Then the prelogarithmic factor of (7) 
(it can be checked that has no residuum since ' 1 is odd).
The next equations can be considered as linear non-homogeneous nitedi erence equations: for n 2, the seriesũ n is required to satisfy (P + 2ũ 0 ):ũ n =ṽ n (25) with a right-hand sideṽ 
A.2 Resurgent properties of the general formal solution
Now comes the essential result of this appendix, which contains in fact Theorems 5 and 3. The following theorem is formulated in the language of Resurgence theory, but we provide some explanations on its meaning after its statement. Let us suppose that' is a convergent power-series which de nes a germ of analytic function which extends analytically to R. In that situation,' is said to be a resurgent function and' is called its minor.
Thus the rst assertion in Theorem 6 constitutes a generalization of Theorem 5.
If moreover, when following the analytic continuation of the minor', the only encountered singularities are of the form fpolar partg+flogarithmic singularityg, the resurgent function' is said to be simply rami ed (we mean that, if There is a relation ! @ z = (@ z ? !) ! ; but no relation between the ! 's themselves: they generate a free Lie algebra.
These operators encode in fact the whole singular behavior of the minors.
Given a sequence ! 1 ; : : : ; ! n in 2 iZ , the composed operator !n !1
gives information on the singularities over the point ! 1 + + ! n .
The point of view on Resurgence theory that we have indicated is rather restrictive and we refer the interested reader to Eca81, Eca93, CNP93, BSSV98] for further properties and more general de nitions.
c) Bridge equation
The so-called Bridge equation (26) is an example of a general phenomenon which is at the origin of the name Resurgent function: the de nition of a general resurgent function' a priori does not force any relationship between' and its alien derivatives, but for the resurgent functions of natural origin (i.e. solutions of some analytic problem) it is observed that the alien derivatives obey particular relations depending on the problem under consideration.
The equation (26) can be viewed as a bridge between alien calculus and ordinary di erential calculus in the case of the formal solutionũ, hence its name. The families of complex numbers A !jjn and B !jjn which determine the di erential operator in the right-hand side represent all the \transcendental" part of the information that is needed to describe the singular structure in the Borel plane (whereas the seriesũ n themselves represent the \elementary" part).
In our case, the realness of the coe cients of the seriesũ n implies that consider the relation (24): the series ' 1 (z + 1) admits a minor e ? ' 1 ( ) which extends analytically to R (1) , and it can be checked that the series which involves the multiplicative inverses of ' 1 (z) and ' 1 (z + 1) has also a minor^ which is holomorphic in R (1) ; then the operator S ?1 , which simply amounts to division by e ? ? 1 for the minors, and the multiplication of series preserve the property of having a minor which extends analytically to R (1) .
We then obtain by induction that, for each n 0 the minorû n ofũ n converges at the origin and extends analytically to R (1) . Indeed we recall that u n (z) = 1 2 ~ n (z) +~ n (?z) + const ' 2 (z) withṽ n = ? P n?1 k=1ũ kũn?k and~ n = ?' 1 S ?1 (' 2ṽn ) + ' 2 S ?1 (' 1ṽn ), and the same arguments as above apply.
In order to prove the analyticity of theû n 's in every sheet of the Riemann surface R, we will use the alien derivations as a tool to \propagate" analyticity from one sheet to some nearby sheets. We rst de ne an in nite decreasing sequence RES (1) ; RES (2) ; : : : of subalgebras of C z] z ?1 ]], whose intersection is nothing but the algebra RES of simply rami ed resurgent functions. Then we will explain how one can check that theũ n 's belong to each algebra RES (N) and therefore to RES. The main part of the work was done in the case ofũ 0 , and in fact the arguments of Section 4 would allow one to check that the lateral continuations ofû 0 have only rami ed singularities.
Taking the alien derivatives at 2 i of the equations that the seriesũ n satisfy and using the fact that 2 i P = P 2 i , we obtain a system of linear equations for the series 2 iũn , which can be written as a single equation for 2 iũ = P n 0 b n 2 iũn : P( 2 iũ ) = ?2ũ 2 iũ :
We have at our disposal independent solutions of this linear equation: @ bũ and @ zũ , and this allows us to prove the existence of resurgence relations 2 iũn = X n1+n2=n h (n 2 + 1)A 2 ijjn1ũn2+1 + A 2 ijjn1 @ zũn2 i :
With this, and with the help of a veri cation on the shape of the singularities of the minorsû n at 4 i, we deduce that 8n 0;ũ n 2 RES (2) :
We can then proceed by induction and prove that 8N 1; 8n 0;ũ n 2 RES (N) ;
by iterating the previous arguments: at each level N, applying the alien derivations 2 iN (which commute with P) to the equations that the seriesũ n satisfy, we obtain that the series 2 iNũn (which could involve log z) satisfy linear equations from which we deduce that they are linear combinations of theũ n 's and @ zũn 's: which should allow to describe the passage from u + to u ? . We conjecture that they are convergent (at least with respect to z) and mutually inverse, and that u ? (b; z) = u + ( down (b; z)); u + (b; z) = u ? ( up (b; z)):
When expanded with respect to b, these relations provide exact connection formulas between the u + n 's and the u ? n 's. 
