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Referat
Die kontinuierliche Weiterentwicklung und Verbesserung technischer Prozesse erfolgt
heute auf der Basis stochastischer und deterministischer Optimierungsstrategien in
Kombination mit der numerischen Simulation dieser Abla¨ufe. Da die FE-Simulation
von Umformvorga¨ngen in der Regel sehr zeitintensiv ist, bietet sich fu¨r die Optimie-
rung solcher Prozesse der Einsatz deterministischer Methoden an, da hier weniger
Optimierungsschritte und somit auch weniger FE-Simulationen notwendig sind. Ei-
ne wichtige Anforderung an solche Optimierungsverfahren ist globale Konvergenz
zu lokalen Minima, da die optimalen Parametersa¨tze nicht immer na¨herungswei-
se bekannt sind. Die zwei wichtigsten Strategien zum Ausdehnen des beschra¨nk-
ten Konvergenzradius der natu¨rlichen Optimierungsverfahren (newtonschrittbasier-
te Verfahren und Gradientenverfahren) sind die Line-Search-Strategie und die Trust-
Region-Strategie. Die Grundlagen der Line-Search-Strategie werden aufgearbeitet
und die wichtigsten Teilalgorithmen implementiert. Danach wird dieses Verfahren
auf eine effiziente Kombination der Teilalgorithmen und Verfahrensparameter hin
untersucht. Im Anschluss wird die Leistung eines Optimierungsverfahrens mit Line-
Search-Strategie verglichen mit der eines ebenfalls implementierten Optimierungs-
verfahrens mit skalierter Trust-Region-Strategie. Die Tests werden nach Einfu¨gen
der implementierten Verfahren in das Programm SPC-Opt anhand der Lo¨sung eines
Quadratmittelproblems aus der Materialparameteridentifikation sowie der Formop-
timierung eines Umformwerkzeugs vorgenommen.
Schlagworte
unrestringierte Optimierung (unconstrained optimization) - globale Optimierung -
Minimierung nichtlinearer Funktionen - globale Konvergenz - Line-Search-Verfahren
- Trust-Region-Verfahren - newtonschrittbasierte Verfahren (newton’s method) -
Quasi-Newton-Verfahren - Gradientenverfahren
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Kapitel 1
Einleitung
Reale technische Prozesse sind abha¨ngig von einer Vielzahl von Variablen. Um sie
in einzelnen Eigenschaften zu verbessern, werden analytische oder numerische Mo-
delle dieser Prozesse erstellt, welche die wichtigsten realen Variablen in modellinter-
nen Verfahrensparametern abbilden und zudem modellspezifische Parameter enthal-
ten. Sind die Modelle den realen Prozessen angemessen, existieren Modellparameter,
wofu¨r die modelleigenen Verfahrensparameter die wichtigsten Variablen der realen
Prozesse repra¨sentieren. Eine Variation in den Verfahrensparametern des Modells
fu¨hrt dann zu A¨nderungen der Ausgangsgro¨ßen, welche im realen Prozess ebenfalls
beobachtbar sind. Mit einem solchen Modell ist es zum einen mo¨glich, die Verfah-
rensparameter des Modells dahingehend anzupassen, dass eine ausgewa¨hlte Modell-
zielgro¨ße optimal wird. Damit ko¨nnen Ru¨ckschlu¨sse u¨ber reale Verfahrensvariablen
gezogen werden, fu¨r die der reale Prozess ebenfalls in Bezug auf diese Zielgro¨ße op-
timal wird. Dieses Vorgehen ist eine Optimierungsrechnung zum Ermitteln von op-
timalen Verfahrensvariablen. Zum anderen ko¨nnen u¨ber eine Minimierung des Feh-
lers zwischen real beobachteten Verfahrensvariablen eines technischen Prozesses und
den zugeordneten Verfahrensparametern des Modells fu¨r einen a¨quivalenten Modell-
prozess die unbekannten und meist nicht messbaren modellspezifischen Parameter
ermittelt werden. Die zu minimierende Zielgro¨ße entspricht in diesem Fall meist der
Summe u¨ber den Quadraten der Residuen zwischen modellinternen Verfahrenspara-
metern und realen Verfahrensvariablen. Damit erha¨lt man einen auf direktem Weg
nicht ermittelbaren Modellparametersatz, der das verwendete Modell bestmo¨glich
an die realen Beobachtungen anpasst. Diese Optimierungsrechnung, meist als Qua-
dratmittelproblem formuliert, ist eine Parameteridentifikation zum Ermitteln von
nichtmessbaren Modellparametern. Gezielte und effiziente Verfahren fu¨r die oben
genannten Optimierungsrechnungen sind Thema dieser Arbeit.
Die Prozesszusammenha¨nge sind meist nichtlinear und somit ko¨nnen Optimierungs-
verfahren nicht in einem Schritt analytisch das Optimum finden. Sie beno¨tigen
mehrere Optimierungsschritte und es ist demnach mo¨glich, sie ihrer Konvergenzge-
schwindigkeit nach einzustufen. Es werden in der vorliegenden Arbeit unrestingierte
Optimierungsverfahren eingesetzt, da keine Grenzen in den Parametern bekannt
sind.
Die meisten technischen Prozesse sind zu komplex, um ein analytisches Modell von
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8ihnen zu erstellen. Es wird daher oft mit numerischen Modellen der Prozesse gear-
beitet. In den vorliegenden Anwendungsbeispielen sind dies FE-Simulationen. Um
einen Optimierungsprozess zu ermo¨glichen, mu¨ssen die FE-Simulationen mit dem
Optimierungsverfahren in der Art verknu¨pft sein, dass das Optimierungsverfahren
die Modellparameter der Simulation variieren kann und Informationen u¨ber die Ziel-
gro¨ßen aus der Simulation erha¨lt.
Da die numerischen Simulationen sehr zeitaufwendig sind, ist es eine Anforderung an
die Optimierungsverfahren, dass sie mo¨glichst wenige Berechnungen der Zielfunkti-
on beno¨tigen, um die Zielgro¨ße zu optimieren. Stochastische Optimierungsverfahren
scheiden damit aus und die Wahl fa¨llt auf deterministische Verfahren, die schnellere
Konvergenzraten zeigen. Diese gehen mit Hilfe von Informationen u¨ber die Funkti-
onsumgebung aus dem Prozessmodell gezielt vom aktuellen zu einem verbesserten
Parametersatz. Die am ha¨ufigsten verwendeten natu¨rlichen Verfahren zum Verbes-
sern der Parameterscha¨tzungen sind die Gradientenverfahren, die den na¨chsten Pa-
rametersatz in negativer Gradientenrichtung des Prozessmodells suchen, und die
newtonschrittbasierten Verfahren, die das Minimum eines quadratischen Modells
des nichtlinearen Prozessmodells als na¨chsten Parametersatz wa¨hlen. Der Nachteil
dieser Verfahren ist, dass sie nicht global zu lokalen Optima konvergent sind. Das
heißt, es werden stets schon gute Na¨herungen des Lo¨sungsvektors beno¨tigt, wenn
diese natu¨rlichen Verfahren eingesetzt werden sollen. Diese liegen im Allgemeinen
nicht vor. Es existieren jedoch Verfahren zum Globalisieren des Konvergenzradius
der natu¨rlichen Verfahren: die Line-Search- und die Trust-Region-Strategien.
In der vorliegenden Arbeit wird die Line-Search-Strategie na¨her betrachtet und in
verschiedenen Varianten implementiert. Mit dieser werden im Weiteren verschie-
dene natu¨rliche Optimierungsverfahren kombiniert und stabilisiert. Implementiert
sind fu¨r diesen Zweck die Gradientenverfahren, die Quasi-Newton-Verfahren und fu¨r
spezielle Anwendungsfa¨lle die Gauß-Newton-Verfahren. Im Folgenden wird das Line-
Search-Optimierungsverfahren auf eine optimierte, schnell konvergente Algorithmus-
und Parameterkombination hin untersucht. Danach wird die Konvergenzleistung
dieses Line-Search-Verfahrens mit der Leistung eines Algorithmus mit skalierter
Trust-Region-Strategie verglichen. Die Anwendungsfa¨lle fu¨r diese Tests sind die Pa-
rameteridentifikation der HILLschen Fließbedingung und die Formoptimierung eines
Umformwerkzeugs.
Kapitel 2
Verfahren zur unrestringierten
Optimierung
2.1 Vorbemerkungen
Die hier betrachteten Verfahren sind sa¨mtlich monoton fallende Verfahren, das heißt,
es wird in jedem Schritt die Zielfunktion verkleinert. Alle Methoden haben gemein-
sam, dass sie einen Startvektor x0 als Anfangsscha¨tzung des Minimizers x
∗ der zu
optimierenden nichtlinearen Funktion f(x) beno¨tigen. Sie generieren dann eine Fol-
ge {xk}∞k=0, die abgebrochen wird, falls kein Fortschritt mehr erreicht wird oder
ein Lo¨sungsvektor mit ausreichender Genauigkeit gefunden wurde. Wie von xk zu
xk+1 gegangen wird, ha¨ngt von den Informationen u¨ber f am Entwicklungspunkt
xk und von den vorherigen Schritten xk−p ab. Die Bedingung fu¨r einen akzeptablen
na¨chsten Entwicklungspunkt xk+1 ist immer eine nennenswerte Reduktion in f und
ein nennenswerter Unterschied von xk zu xk+1. Das Ziel der monoton fallenden Ver-
fahren zur unrestringierten Optimierung ist das Finden eines lokalen Minimizers x∗
mit den folgenden Eigenschaften:
finde x∗, so dass f(x∗)→ min mit ‖∇f(x∗)‖ < . (2.1)
Die Voraussetzungen an die Funktion f(x) sind eine Lipschitzstetigkeit1 und eine
geschlossene Differenzierbarkeit [6]. Ist die Funktion zweimal stetig differenzierbar,
ergeben sich die Matrizen der zweiten Ableitungen symmetrisch, was eine Voraus-
setzung fu¨r die vorgestellten Verfahren ist. Zudem sollten die Gro¨ßenordungen der
Werte im Vektor xk in physikalisch sinnvollen Schranken xi,min < xi < xi,max gewa¨hlt
werden, da sonst die Leistung der Optimierungsverfahren stark nachla¨sst. Verfahren,
wie die hier vorgestellten, die die Ableitungen auswerten, sind nur dann sinnvoll ein-
zusetzen, wenn die Dimension des Systems klein bleibt (zum Beispiel mit n < 100)
[3].
1Lipschitzstetigkeit bedeutet, dass die zweiten Ableitungen mit der Lipschitzkonstante L be-
grenzt sind und somit die Funktion keine zu scharfen Kru¨mmungen besitzt (fu¨r Details siehe [5]).
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Es werden im weiteren Verlauf der Arbeit folgende vereinfachte Notationen verwen-
det:
Funktionswert f(xk) = fk und dementsprechend fk+1 etc.,
Gradient2 ∇f(xk) = ∇fk und dementsprechend ∇fk+1 etc.
zweite Ableitungen3 G(xk) = Gk und dementsprechend Gk+1 etc.
Im na¨chsten Abschnitt wird na¨her auf den Schritt sk von xk nach xk+1 eingegangen.
2.2 Der Schrittvektor sk
Der Schritt zwischen xk und xk+1 wird nachfolgend der Schrittvektor sk genannt.
xk+1 = xk + sk (2.2)
Die Richtung des Schrittvektors muss fu¨r die hier vorgestellten Verfahren stets eine
Abstiegsrichtung sein. Das bedeutet, der Anstieg der Funktion f an der Entwick-
lungsstelle xk in Richtung sk muss negativ sein. Die Bedingung lautet wie folgt
[6]:
∇fTk sk < 0. (2.3)
Diese Bedingung sollte stets u¨berpru¨ft werden, da die vorgestellten Algorithmen
mit positiven Anstiegen in Schrittrichtung nicht umgehen ko¨nnen. Der Schrittvektor
muss fu¨r alle Verfahren zwei wichtige Bedingungen erfu¨llen, um akzeptabel zu sein:
Erstens: sk muss einen deutlichen Abstieg in f erzeugen, das heißt, fk+1 darf sich
von fk nicht nur um Werte in der Na¨he der Maschinengenauigkeit (10
−12 bis 10−15)
unterscheiden:
fk+1 < fk. (2.4)
Zweitens: sk muss eine nennenswerte Schrittweite besitzen, das heißt, die La¨nge des
Schrittvektors muss deutlich u¨ber der Maschinengenauigkeit liegen:
‖sk‖ > . (2.5)
Nur unter den obigen Voraussetzungen kann ein Optimierungsverfahren den Wert
der Zielfunktion verringern und zu einem lokalen Minimum konvergieren. Es existiert
eine Vielzahl von Algorithmen, die diesen Kriterien genu¨gen (siehe auch [5]). Es gibt
jedoch keine beste Variante oder besten Algorithmus, sondern es muss von Fall zu
Fall getestet und entschieden werden, welches Verfahren fu¨r die vorliegende Aufgabe
das zuverla¨ssigste ist. In dieser Arbeit wird nur auf die Gradientenschrittrichtungen
und newtonschrittbasierten Richtungen eingegangen.
2Der Gradient ∇f ist ein Vektor der partiellen ersten Ableitungen der Funktion f nach den
einzelnen Koordinaten xi in x.
3Die Matrix Gk ist eine quadratische Matrix, die die partiellen zweiten Ableitungen der Funk-
tion f nach den Koordinaten xi entweder exakt (dann ist Gk = ∇2f und somit die Hesse-Matrix)
oder na¨herungsweise entha¨lt. Ist die Funktion zweimal stetig differenzierbar, ist Gk symmetrisch.
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2.3 Natu¨rliche Schrittweite und Konvergenz der
Verfahren
Die im weiteren Verlauf beschriebenen Methoden zur Ermittlung der Schrittvekto-
ren, Gradientenverfahren und newtonschrittbasierte Verfahren besitzen eine natu¨rli-
che Schrittweite. Man erha¨lt sie ohne A¨nderung der Schrittweite ‖sk‖ direkt aus den
Ermittlungsvorschriften. Im Fall des newtonbasierten Schrittes ist dieser auch schon
gut dem lokalen Funktionsumfeld angepasst. Mit diesem natu¨rlichen Schritt besit-
zen die Algorithmen mit Abstand die schnellsten Konvergenzraten. Der Nachteil ist
aber, dass die Verfahren damit nicht global konvergent sind. Verfahren, welche die
Schrittweite nicht variieren ko¨nnen, heißen auch ungeda¨mpft und sind nur unmit-
telbar in der Na¨he eines lokalen Minimums zu diesem konvergent. Weiter weg von
der Lo¨sung sind sie instabil. Wegen ihrer guten Konvergenzraten sollte jedoch stets
gepru¨ft werden, ob eine natu¨rliche Schrittweite akzeptabel ist. Es werden dement-
sprechend Algorithmen beno¨tigt, welche die Schrittweiten vera¨ndern, und damit die
Verfahren stabilisieren ko¨nnen, falls die natu¨rliche Schrittweite instabil ist. Diese
Algorithmen sollten jedoch ihren Eingriff zuru¨ckhalten, wenn die natu¨rliche Schritt-
weite gut funktioniert, um damit ihre schnelle Konvergenz zuzulassen. Zwei dieser
Algorithmen sind das Line-Search-Verfahren und das Trust-Region-Verfahren (siehe
dazu Kapitel 3).
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2.4 Richtung des steilsten Abstiegs
Das Verfahren der Richtung des steilsten Abstiegs zur Ermittlung einer Abstiegs-
richtung ist auch als Gradientenverfahren bekannt. Die Schrittrichtung sk ist dabei
direkt die negative Gradientenrichtung, dementsprechend die Richtung des steilsten
Abstiegs an der Entwicklungsstelle xk (siehe Abb. 2.1).
s˜k = −∇fk (2.6)
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Abb. 2.1: Richtung des steilsten Abstiegs
Dieses Verfahren ist sehr robust und global konvergent zum na¨chsten lokalen Mini-
mum. Jedoch ist die Konvergenzgeschwindigkeit verglichen mit den newtonschritt-
basierten Verfahren sehr langsam. Deshalb sollte es in der Praxis, außer als Ab-
sicherung eines besseren Verfahrens, nicht eingesetzt werden [4]. Die Richtung des
steilsten Abstiegs ist auch in der obigen Form ihrer La¨nge wegen noch nicht ver-
wendbar. Sie sollte noch auf die Einheitsla¨nge eins normiert werden:
sk =
−∇fk
‖∇fk‖ . (2.7)
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Trotz der besseren Einheitsla¨nge ist die Schrittla¨nge nicht dem Funktionsumfeld an-
gepasst und kann katastrophal schlecht sein. Deshalb sollte eine Gradientenrichtung
immer u¨ber eines der spa¨ter besprochenen Schrittweitenverfahren zur Globalisie-
rung von Optimierungsverfahren angepasst werden. Das Gradientenverfahren hat
den großen Vorteil, dass keine zweiten Ableitungen ermittelt oder approximiert wer-
den mu¨ssen.
Besser sind jedoch Verfahren, die auch die Kru¨mmung im Umfeld der Entwick-
lungsstelle, zumindest na¨herungsweise, mit einbeziehen. Deren Vorteil ist, dass die
Schrittla¨nge sich dann an dem Verlauf der Zielfunktion f orientiert. Eine Gruppe sol-
cher Verfahren, die Klasse der newtonschrittbasierten Verfahren, wird im Folgenden
beschrieben.
2.5 Newtonschrittbasierte Verfahren
Newtonschrittbasierte Verfahren arbeiten mit einer quadratischen Anna¨herungmk(s)
von f im Umfeld der Entwicklungsstelle xk : U(xk) = xk + s u¨ber eine Taylorrei-
henentwicklung bis zu den Termen zweiter Ordnung.
f(xk + s) ≈ mk(s) = fk + sT∇fk + 1
2
sTGks (2.8)
mit Gk als Matrix der echten oder angena¨herten zweiten Ableitungen
Damit bildet das Modell die Funktion f(x) an der Entwicklungsstelle xk anna¨hernd
nach. Je sta¨rker nichtlinear f ist, desto schlechter ist diese Approximation. Mit der
Bedingung, dassGk symmetrisch und positiv definit ist, ergibt sich der Schrittvektor
aus dem Minimum der Modellfunktion mk. Denn nur unter diesen Voraussetzungen
besitzt der Hyperparaboloid mk(s) eine positive Kru¨mmung und somit ein eindeu-
tiges Minimum, das als na¨chste Entwicklungsstelle xk+1 stets eine Abstiegsrichtung
sk definiert (siehe Abb. 2.2).
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Abb. 2.2: natu¨rliche newtonbasierte Schrittweite
Das Minimum des Modells und somit der Schrittvektor ergibt sich zu [6]:
sk = −G−1k ∇fk. (2.9)
Nach Einsetzen in (2.3) entsteht die Forderung nach einer Abstiegsrichtung zu:
∇fTk sk = −∇fTk G−1k ∇fk < 0. (2.10)
Durch die Eigenschaft, dass sich das Modell mk besser an die Problemgeometrie
anpasst als bei den Gradientenverfahren, ist bei diesem Verfahren die natu¨rliche
Schrittweite schon gut problemangepasst und kann oft ohne A¨nderungen verwendet
werden.
Im Weiteren werden drei verschiedene newtonschrittbasierte Verfahren vorgestellt,
die sich in der Wahl der Matrix der zweiten Ableitungen Gk unterscheiden.
15
2.5.1 Newton-Verfahren
Dem Newton-Verfahren verdanken die newtonschrittbasierten Verfahren ihren Na-
men. Es nutzt in dem Glied zweiter Ordnung der Taylorreihenentwicklung die echte
Matrix der partiellen Ableitungen: die Hesse-Matrix.
Gk = ∇2fk (2.11)
Eingesetzt in (2.9) ergibt sich der Schrittvektor des Newtonverfahrens mit der natu¨rli-
chen Schrittweite zu:
sk = −∇2f−1k ∇fk. (2.12)
Das quadratische Modell liegt damit genauest mo¨glich an der nichtlinearen Funktion
f und kann somit quadratische Konvergenzraten erreichen. Dies hat jedoch schwer-
wiegende Nachteile. Die zweiten Ableitungen sind meist nicht oder nur unter hohem
Aufwand zu ermitteln. Außerdem kann ∇2f singula¨r werden, wobei dann kompli-
ziertere Regularisierungsverfahren, wie bei den Trust-Region-Verfahren, eingesetzt
werden mu¨ssen (siehe [5]). Des Weiteren ist ∇2f nicht zwingend positiv definit, was
dann zur Folge hat, dass das Modellmk kein eindeutiges Minimum besitzt und damit
kein Schrittvektor sk ermittelbar ist. Im Gegenteil, der Hyperparaboloid u¨bernimmt
jede Kru¨mmung der Funktion f bei xk und ist somit recht ha¨ufig negativ definit
oder indefinit. Dann mu¨ssen zusa¨tzliche Strategien eingesetzt werden, welcheGk po-
sitiv definit absichern und dabei die Eigenschaft der Abstiegsrichtung wahren. Dabei
geht jedoch meist die quadratische Konvergenzrate verloren. Newtonschrittbasierte
Verfahren, die dann trotzdem noch superlineare Konvergenzraten erreichen, werden
im Folgenden beschrieben.
2.5.2 Quasi-Newton-Verfahren der Broyden-Klasse
Zur Ermittlung einer guten Abstiegsrichtung mit dem newtonschrittbasierten Ver-
fahren ist nur eine Na¨herung der echten Hesse-Matrix notwendig. Diese ist im All-
gemeinen deutlich einfacher zu beschaffen. Ein Ansatz ist, die zweiten Ableitungen
u¨ber die A¨nderung der ersten Ableitungen von xk−1 zu xk zu scha¨tzen. Die A¨nde-
rung der ersten Ableitungen entha¨lt implizit Informationen u¨ber die zweiten Ablei-
tungen. Es handelt sich demnach um einen ru¨ckwa¨rtigen Differenzenquotienten mit
der Sto¨rung des Koordinatenvektors in der Gro¨ße der letzten Schrittla¨nge. Mit einer
Na¨herung dieser Art lassen sich trotz fehlender echter Terme zweiter Ordnung noch
superlineare Konvergenzraten erreichen.
Ein Problem kann die Genauigkeit und die Fehlerfortpflanzung sein, denn meist
sind die Ableitungen erster Ordnung auch u¨ber einen Differenzenquotient ermittelt
worden. Des Weiteren wird basierend auf diesen noch ein Differenzenquotient mit
sehr großen Absta¨nden in den Entwicklungspunkten ermittelt, was zu großen Feh-
lern fu¨hren kann. Nichtsdestotrotz ist dies ein ha¨ufig und mit Erfolg verwendetes
Vorgehen. Das Prinzip der Quasi-Newton-Verfahren ist in Abb. 2.3 dargestellt.
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Abb. 2.3: Quasi-Newton-Prinzip
Die einfachste Gleichung zur Approximation der Hesse-Matrix ergibt sich zu [13]:
∇2fk ≈ Gk = ∇fk −∇fk−1
xk − xk−1 . (2.13)
Es existieren viele weitere, bessere Auffrischalgorithmen, auf die im Anschluss noch
na¨her eingegangen wird.
Quasi-Newton Verfahren sind in der hier beschriebenen Form nur fu¨r kleine bis mitt-
lere Systeme geeignet, da sie eine Speicherung der Matrizen beno¨tigen. Sie erreichen,
wie schon erwa¨hnt, superlineare Konvergenzraten und sind in einigen Fa¨llen sogar
effizienter als volle Newton-Verfahren. Die grundlegende Idee der Quasi-Newton-
Approximation Gk von ∇2f ist, dass die Informationen u¨ber die zweiten Ableitun-
gen nicht in jedem Schritt neu berechnet werden, sondern nur soweit aufgefrischt
werden, dass Gk+1 der A¨nderung des Gradienten angemessen, jedoch die A¨nderung
zwischen Gk und Gk+1 so klein wie mo¨glich ist.
Die folgende Eigenschaft der echten Hesse-Matrix ∇2f sollte die Quasi-Newton-
Approximation Gk+1 auch erfu¨llen:
∇2fk+1 · (xk+1 − xk) ≈ ∇fk+1 −∇fk (2.14)
mit sk = xk+1 − xk und yk = ∇fk+1 −∇fk.
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Fu¨r die Quasi-Newton-Approximation lautet die obige Formulierung, auch bekannt
als Sekantengleichung oder Sekantenbedingung, dann wie folgt:
Gk+1sk = yk. (2.15)
Diese Bedingung erfu¨llen unendlich viele Gk+1. Eine eindeutige Approximations-
matrix kann nur erhalten werden, wenn durch weitere Bedingungen an Gk+1 die
Lo¨sungsmenge eingeschra¨nkt wird. Solche zusa¨tzlichen Anforderungen sind u¨blicher-
weise die Symmetrie von Gk+1 und das der Unterschied zwischen Gk+1 und Gk
minimal ist. Zusa¨tzlich kann noch positve Definitheit gefordert werden. Um diese
Forderungen zu erfu¨llen, wurde eine Vielzahl von Auffrisch-Algorithmen entwickelt.
Einige von ihnen werden im Folgenden vorgestellt.
Die Startmatrix G0 muss fu¨r die meisten Verfahren positiv definit sein und wird
vom Benutzer gewa¨hlt. Als einfachste Wahl bietet sich immer die Einheitsmatrix
an [14]. Jedoch fu¨hrt das zu einer schlechten Leistung des gesamten Algorithmus
[6]. Eine Variante, die ha¨ufig eine schnellere Konvergenzrate erzeugt, ist eine an der
Gro¨ßenordnung der Funktion skalierte Einheitsmatrix.
G0 = |f(x0)| I (2.16)
Eine andere Variante des Startvorgangs der Quasi-Newton-Verfahren ist die Wahl
der Startmatrix der zweiten Ableitungen fu¨r die Optimierungsverfahren u¨ber eine
Vorschleife. Falls die Werte der Gradientenrichtungen zu schlecht sind, kann nach
der Wahl der Matrix G0 zu I oder |f(x0)| I der zweite Entwicklungspunkt anstatt
u¨ber die Optimierungsalgorithmen u¨ber eine Variation der Parameter um 1 Prozent
erfolgen. Damit wird eine fehlerhafte Ermittlung der Funktionswerte fu¨r die Gradi-
entenrichtung umgangen und es kann das Optimierungsverfahren nach dieser Para-
metersto¨rungsvorschleife mit einer echten Quasi-Newton-Approximation der Hesse-
Matrix gestartet werden. Wird dieses Verfahren auf Grund von schlechten Funkti-
onswerten fu¨r die Gradientenrichtungen eingesetzt, sollte auch die Absicherung der
positiven Definitheit der Hesse-Matrix-Approximation nicht u¨ber Gradientenrich-
tungen erfolgen (siehe Kapitel 2.6).
Eine weitere Variante des Startvorganges ist die Wahl von G0 zu einer beliebi-
gen, vom Benutzer u¨bergebenen Matrix. Dazu kann zum Beispiel die Gauß-Newton-
Matrix oder die echte Hesse-Matrix verwendet werden, falls eine von beiden vorliegt.
Es existieren noch weitere allgemeine Annahmen fu¨r G0, unter anderem mit einer
Einbeziehung der Skalierung der einzelnen Koordinaten. Dies soll jedoch hier nicht
weiter verfolgt werden. Speziell auf die BFGS-Methode zugeschnittene Startmatrizen
werden im folgenden Abschnitt zu dieser Methode mit vorgestellt.
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Damit sind die Voraussetzungen und Startbedingungen fu¨r die Quasi-Newton-Verfahren
gegeben. Die allgemeine Auffrisch-Formel der Broyden-Klasse lautet wie folgt:
Gk+1 = Gk − Gksks
T
kGk
sTkGksk
+
yky
T
k
yTk sk
+ φk(s
T
kGksk)vkv
T
k . (2.17)
mit φk als Skalar
und vk =
yk
yTk sk
− Gksk
sTkGks
Die Verfahren, bei denen der Skalar φk ∈ [0, 1] ist, heißen Verfahren der restriktier-
ten Broyden-Klasse. Diese Verfahren zeichnen sich durch eine stets positiv definite
Quasi-Newton-Approximation der Hesse-Matrix aus, sofern die Startmatrix positiv
definit war. Alle anderen Verfahren mit φk /∈ [0, 1] erzeugen kein zwingend positiv
definites Gk+1 und mu¨ssen mit den Verfahren in Kapitel 2.6 abgesichert werden.
Vier Quasi-Newton-Verfahren der Broyden-Klasse werden im Folgenden vorgestellt.
2.5.3 Der BFGS-Auffrisch-Algorithmus
Der Skalar φk wird zu Null gewa¨hlt. Dieses Verfahren geho¨rt somit zur restriktierten
Broyden-Klasse.
Diese Methode gilt zur Zeit als der modernste und beste Algorithmus. Er ist be-
nannt nach seinen Entwicklern Broyden, Fletcher, Goldfarb und Shanno. Die BFGS-
Auffrisch-Formel erzeugt mit einigen Absicherungen eine stets symmetrische und
positiv definite neue Approximation der echten Hesse-Matrix, falls G0 positiv defi-
nit ist. Sie ist deshalb speziell auch fu¨r die Line-Search-Verfahren sehr gut geeignet.
Die BFGS-Formel ist folgendermaßen gegeben [11], [13]:
Gk+1 = Gk − Gksks
T
kGk
sTkGksk
+
yky
T
k
yTk sk
. (2.18)
Es muss fu¨r diesen ungeda¨mpften BFGS-Algorithmus eine Anstiegsbedingung ein-
gehalten werden. Der Anstieg an der Stelle xk+1 in Schrittrichtung muss betraglich
kleiner, dementsprechend bei sk als Abstiegsrichtung dem Zahlenwert nach gro¨ßer
sein als dieser an der Stelle xk:
sTk yk > 0. (2.19)
Diese Bedingung wird von akzeptablen Schrittweiten fu¨r die Line-Search-Kriterien
von Wolfe stets erfu¨llt (siehe Kapitel 5.4). Fu¨r alle anderen Schrittvektoren, die
mittels anderer Line-Search-Verfahren oder mit Trust-Region-Verfahren ermittelt
wurden, muss eine Absicherung fu¨r die Fa¨lle sTk yk ≤ 0 implementiert werden. Die
einfachste, jedoch nicht empfehlenswerte Methode ist, die Auffrischung von Gk so
lang auszusetzten, bis die obige Anstiegsbedingung wieder erfu¨llt ist. Dies kann
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jedoch zum Beispiel bei Line-Search-Armijo-Verfahren nie der Fall sein (siehe Kapitel
5.2). Eine bessere Variante der Absicherung im Fall sTk yk ≤ 0 ist mit dem geda¨mpften
BFGS-Algorithmus gegeben [16]:
Es wird folgender Term eingefu¨hrt:
rk = θkyk + (1− θk)Gksk (2.20)
mit
θk =

1 fu¨r sTk yk ≥ 0, 2sTkGksk
0, 8 · sTkGksk
sTkGksk−sTk yk
fu¨r sTk yk < 0, 2s
T
kGksk
(2.21)
Die geda¨mpfte BFGS-Auffrischformel ergibt sich dann zu:
Gk+1 = Gk − Gksks
T
kGk
sTkGksk
+
rkr
T
k
sTk rk
. (2.22)
Diese Gleichung garantiert stets eine positiv definite, aufgefrischte Quasi-Newton-
Approximation der Hesse-Matrix. Bei θ = 0 wird das Auffrischen u¨bergangen und
bei θ = 1 wird die unmodifizierte BFGS-Formel genutzt. Bei Werten dazwischen
(θ ∈ (0, 1)) wird eine positiv definite Approximation der ungeda¨mpften BFGS-
Auffrischung genutzt.
Fu¨r die BFGS-Methode existiert zudem noch eine speziell zugeschnittene, bessere
Wahl der Anfangs-Approximation G0. Nach der Berechnung der Werte fu¨r die erste
neue Entwicklungsstelle x1 von x0 ausgehend, jedoch vor der Berechnung von G1,
wird die Startmatrix wie folgt gewa¨hlt:
G0 =
yTk sk
yTk yk
I. (2.23)
Diese BFGS-Methode wird wegen ihrer guten Eigenschaften als prima¨r verwendete
Quasi-Newton-Methode in die vorliegende Implementation eingehen. Es wird zum
Vergleich noch auf die SR1- und die DFP-Methode eingegangen.
2.5.4 Die SR1-Auffrisch-Formel
Der Skalar φk wird zu φk =
sTk yk
sTk yk − sTkGksk
gewa¨hlt. Dieses Verfahren geho¨rt somit
nicht zu den Verfahren der restriktierten Broyden-Klasse.
Diese Formel (symmetric-rank-one) hat Vorteile gegenu¨ber der BFGS-Methode. Sie
bildet die zweite Ableitung genauer ab als die BFGS-Formel. Dies hat jedoch zur
Folge, dass sie auch negative Kru¨mmungen abbildet und deshalb nicht zwingend
positiv definite Gk+1 erzeugt. Die erzeugten Matrizen sind aber stets symmetrisch.
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Sie ist deshalb speziell fu¨r Trust-Region-Verfahren geeignet, welche mit negativen
Kru¨mmungen umgehen ko¨nnen. Das hier vorliegende, urspru¨nglich als Levenberg-
Marquardt-Verfahren implementierte Trust-Region-Verfahren, kann nicht mit inde-
finiten Matrizen der partiellen zweiten Ableitungen umgehen. Es muss deshalb bei
einer Verwendung der SR1-Methode unbedingt eine Methode zur Absicherung der
positiven Definitheit der Matrix Gk nachgeschaltet werden (siehe Kapitel 2.6). Bei
Verwendung einer Regularisierung als Absicherung der positiven Definitheit von Gk
ist der SR1-Algorithmus dem BFGS-Algorithmus u¨berlegen [11]. Die SR1-Auffrisch-
Formel ist wie folgt gegeben [11], [13]:
Gk+1 = Gk +
(yk −Gksk)(yk −Gksk)T
(yk −Gksk)T sk . (2.24)
Die SR1-Methode muss abgesichert werden [16]. Das Auffrischen wird u¨bergangen
(Gk+1 = Gk), falls mit r = 10
−8 Folgendes gilt:
∣∣∣sTk (yk −Gksk)∣∣∣ < r ‖sk‖ ‖yk −Gksk‖. (2.25)
2.5.5 Die DFP-Auffrisch-Formel
Der Skalar φk wird zu eins gewa¨hlt. Dieses Verfahren geho¨rt somit, ebenso wie die
BFGS-Methoden, zur restriktierten Broyden-Klasse.
Die DFP-Auffrischformel ergibt sich zu [4]:
Gk+1 = (I− γkyksTk )Gk(I− γkskyTk ) + γkykyTk (2.26)
mit γk = (y
T
k sk)
−1
Die Absicherung erfolgt a¨quivalent zur BFGS-Methode. Der Auffrischvorgang wird
u¨bergangen, falls yTk sk < 0 ist.
Diese oben vorgestellten Verfahren sind fu¨r die allgemeinen, unrestringierten Opti-
mierungsverfahren, wie der vorliegenden Formoptimierung, geeignet, falls die Jacobi-
Matrix Jk nicht vorliegt. Ist diese verfu¨gbar, bietet sich das Gauß-Newton-Verfahren
mit seinen sehr guten Eigenschaften an, welches im Folgenden vorgestellt wird.
2.5.6 Gauß-Newton-Verfahren
Bei dieser Approximation der Hesse-Matrix wird von einem lokal schwach nichtlinea-
ren Verhalten der Funktion f ausgegangen. Unter diesen Voraussetzungen ko¨nnen
ohne erheblichen Informationsverlust die Anteile zweiter Ordnung in den zweiten
Ableitungen weggelassen werden und es kann sich auf die Terme erster Ordnung
in den zweiten Ableitungen beschra¨nkt werden. Trotzdem ist das Modell mk dann
noch gut problemangepasst und liefert superlineare Konvergenzraten (siehe [5]). Die
Approximation der Hesse-Matrix ergibt sich zu:
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Gk = J
T
k Jk, (2.27)
mit Jk als der Jacobi-Matrix
4 im Entwicklungspunkt xk.
Durch das Quadrat der Jacobi-Matrix bei der Ermittlung von Gk ergibt sich diese
Approximation stets mindestens positiv semidefinit und in der Praxis so gut wie im-
mer positiv definit. Sie erweist sich damit als sehr vorteilhaft fu¨r die Ermittlung eines
newtonschrittbasierten Schrittvektors. Besonders gut ist sie fu¨r Quadratmittelpro-
bleme geeignet, da die Jacobi-Matrix dort mit wenig Aufwand ermittelt werden kann
(siehe Kapitel 8.2.1). Dies ist ein sehr wichtiges und vorteilhaftes Verfahren, welches
in der Praxis noch nicht in ausreichendem Maße genutzt wird [4]. Auch dieses Ver-
fahren besitzt eine natu¨rliche Schrittweite ‖sk‖, die sehr gut problemangepasst ist
und superlineare Konvergenzraten zum na¨chsten lokalen Minimum erzeugen kann.
Bei den vorher besprochenen newtonschrittbasierten Verfahren kann es, im Gegen-
satz zu den Gauß-Newton-Verfahren, dazu kommen, dass die Approximationen der
Hesse-Matrizen indefinit sind. Dann werden Verfahren beno¨tigt, die die positive
Definitheit von Gk erzwingen, ohne die Eigenschaft der Abstiegsrichtung in sk zu
gefa¨hrden. Einige solcher Verfahren sollen im Folgenden betrachtet werden.
2.6 Erzwingen der Bedingung der positiven Defi-
nitheit von Gk
Wie schon erwa¨hnt, muss die Matrix der partiellen zweiten Ableitungen Gk positiv
definit sein, um mit dem Modell mk der newtonschrittbasierten Verfahren (2.8)
eine Abstiegsrichtung ermitteln zu ko¨nnen. In diesem Fall ist die Kru¨mmung des
Hyperparaboloids positiv. Er ist damit nach oben geo¨ffnet und besitzt ein eindeutiges
reelles Minimum. Es kommt in der Praxis jedoch vor, speziell bei den Newton-
und Quasi-Newton-Verfahren, dass Gk negativ definit oder indefinit ist. Dann muss
die Matrix der zweiten Ableitungen derart gesta¨rkt werden, dass sie positiv definit
wird und trotzdem eine Abstiegsrichtung sk erzeugt. Dazu sind in der Literatur
mehrere Mo¨glichkeiten beschrieben. Die Voraussetzung fu¨r all diese Vorgehensweisen
ist jedoch eine symmetrische MatrixGk, da sich damit Indefinitheit in nicht positiven
Eigenwerten λi von Gk widerspiegelt.
Stets positiv definit istGk = I oderGk = ‖∇fk‖ I. Damit geht das gewa¨hlte Verfah-
ren in jedem Schritt in ein Gradientenverfahren u¨ber. Solche Verfahren sind jedoch
sehr langsam und da mehr Informationen u¨ber die zweiten Ableitungen vorliegen, ist
4Laut Teubner-Taschenbuch der Mathematik [22] ist die Jacobi-Matrix bei Funktionalen, welche
sich aus vielen Komponenten zusammensetzen (wie den Lastschritten bei den Eindringversuchen
der vorliegenden Parameteridentifikation) F(x) =
∑
Fj(x), die Matrix der partiellen Ableitungen
der einzelnen Komponenten nach den einzelnen Koordinaten:
Jij =
[
∂Fj(x)
∂xi
]
j=1..m;i=1..n
(2.28)
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es nicht ratsam diese einzusetzen. Besser ist es, die Gradientenverfahren nur als Ab-
sicherung zu verwenden. Die Absicherung la¨sst sich u¨ber einen Hybrid-Algorithmus
lo¨sen, der bei Eigenwerten λi ≤ 0 in Gk nur voru¨bergehend in ein Gradientenver-
fahren u¨bergeht [1]:
Wenn nicht alle λi > 0, dann ersetze Gk mit der Einheitsmatrix I:
Gk = cI, mit c = 1 oder c = ‖∇fk‖ (2.29)
Damit ergibt sich zum Beispiel der Schrittvektor aus dem Modell mk fu¨r
c = ‖∇fk‖ als normierter Gradientenschrittvektor (2.7).
Ein weiteres Verfahren lehnt sich an das Regularisierungsverfahren der Trust-Region-
Verfahren an [6], [5]. Es wird eine gewichtete Einheitsmatrix zu Gk addiert und ihr
Wichtungsfaktor µk so lange erho¨ht, bis alle Eigenwerte positiv sind.
Wiederhole:
Gk = Gk + µkI; µk = 2µk (2.30)
bis fu¨r µk ∈ R, µk > 0, Gk positiv definit ist.
Dabei geht bei gro¨ßer werdendem Wichtungsfaktor der resultierende Schrittvektor
immer mehr in Gradientenrichtung, da die Einheitsmatrix an Gewicht gewinnt. So-
mit ist die spa¨ter damit ermittelte Schrittrichtung eine nahezu exakte Trust-Region-
Schrittrichtung5 ohne die Trust-Region spezifischen Abbruchbedingungen. Ein Line-
Search-Verfahren, das dieses Absicherung nutzt, ko¨nnte demnach als eine Art Trust-
Region-Line-Search-Hybrid bezeichnet werden. Jedoch besteht der Nachteil dieses
Vorgehens darin, dass sich nicht jede indefinite Matrix u¨ber Regularisierung positiv
definit machen la¨sst. Diese Ausnahmen sind jedoch sehr selten. Absolute Sicher-
heit gegen indefinite Matrizen in Gk bieten allerdings nur die Gradienten-Hybrid-
Algorithmen.
All die oben beschriebenen Verfahren sind fu¨r ein newtonschrittbasiertes Verfahren,
wie dem Line-Search-Verfahren, das die natu¨rliche Schrittweite oder eine Variation
dieser nutzt, existenziell. Wie schon kurz erwa¨hnt, haben die Trust-Region-Verfahren
den Vorteil, dass das oben zuletzt beschriebene Verfahren der Regularisierung schon
Teil ihres Algorithmus ist.
Die bisher besprochenen Schrittvektoren besitzen eine natu¨rliche Schrittweite (siehe
Kapitel 2.3), die weiter weg von einem lokalem Minimum keine zu diesem Mini-
mum konvergente Folge von Entwicklungspunkten xk erzeugen. Es werden Strate-
gien beno¨tigt, die die natu¨rlichen Schrittweiten stabilisieren, sie da¨mpfen, falls sie
zu lang sind und damit eine globale Konvergenz zum na¨chsten lokalen Minimum
5siehe nahezu exakte Methode zur Lo¨sung des Trust-Region-Problems [5]
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ermo¨glichen. Solche Verfahren sind die zwei großen Globalisierung-/Da¨mpfungs-
/Stabilisierungsstrategien der Klasse der Line-Search-Verfahren und der Klasse der
Trust-Region-Verfahren. Die Trust-Region-Verfahren wurden schon in [5] ausfu¨hrlich
behandelt und werden im Folgenden nur noch ihrem zugrunde liegenden Prinzip nach
vorgestellt. Hauptaugenmerk liegt in dieser Arbeit auf den Line-Search-Verfahren.
Bei den Trust-Region-Verfahren ist die Ermittlung des Schrittvektors nicht entkop-
pelt von der Suche nach einer guten Schrittweite. Bei den Line-Search-Verfahren ist
dies jedoch der Fall. Deshalb wird das Thema der Suche nach einer Abstiegsrichtung
sk hier erst einmal als abgeschlossen betrachtet und es wird sich im Weiteren auf
die Ermittlung einer guten Schrittweite konzentriert. Im na¨chsten Abschnitt werden
das Line-Search-Verfahren und als Gegenu¨berstellung das Trust-Region-Verfahren
u¨berblicksma¨ßig vorgestellt.
Kapitel 3
U¨bersicht u¨ber die Verfahren zum
Stabilisieren der natu¨rlichen
Schrittweiten
Die beiden in dieser Arbeit angesprochenen Verfahren zum Stabilisieren der natu¨rli-
chen Schrittweiten und zum Vergro¨ßern des Konvergenzradius (bis hin zu globaler
Konvergenz zum na¨chsten lokalen Minimum) sind die Line-Search-Verfahren und die
Trust-Region-Verfahren. Beide werden nachfolgend kurz vor- und gegenu¨bergestellt.
Die Line-Search-Verfahren werden dann im Weiteren detaillierter ausgearbeitet und
implementiert.
3.1 Das Prinzip der Line-Search-Verfahren
Line-Search-Verfahren trennen strikt zwischen der Ermittlung einer Suchrichtung
sk als Abstiegsrichtung und der Suche entlang dieser nach einer guten Schrittwei-
te. Begrifflich genau genommen ist nur die Suche entlang der Richtung von sk das
Line-Search-Verfahren, wobei natu¨rlich die Ermittlung der Suchrichtung dafu¨r die
Grundvoraussetzung bildet. Die Kriterien fu¨r eine gute Schrittweite sind eine nen-
nenswerte Schrittweite und ein deutlicher Abstieg in f , jeweils erheblich gro¨ßer als
die Maschinengenauigkeit. Es entsteht somit in jedem globalen Optimierungsschritt
eine eindimensionale Minimierungsaufgabe u¨ber die eindimensionale Funktion Φ(α)
als Funktion der Funktionswerte von f entlang sk. Der Faktor α verko¨rpert die
Schrittweite relativ zur natu¨rlichen Schrittweite mit α = 1. Diese Minimierungsauf-
gabe hat immer eine Lo¨sung, falls die Funktion f ins Negative beschra¨nkt ist und
sk eine Abstiegsrichtung (Φ
′(0) < 0) ist.
Φ(α) = f(xk + αsk) (3.1)
Das exakte Line-Search-Problem ist, wie in Abb. 3.1 dargestellt, demnach Folgendes:
min
α>0
Φ(α). (3.2)
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Abb. 3.1: Prinzip des Line-Search-Verfahrens
Jedoch muss dieses Line-Search-Problem nur na¨herungsweise gelo¨st werden, um
einen global konvergenten Algorithmus zu erhalten. Es existieren viele verschiedene
Abbruchbedingungen fu¨r akzeptable Schrittweiten, die im weiteren Verlauf genauer
betrachtet werden (siehe Kapitel 5).
Die Suchrichtung sk bleibt wa¨hrend der Etablierung eines Line-Searchs konstant.
Das heißt, ist der Schrittvektor sk ermittelt, basiert der ganze weitere Erfolg des
Verfahrens auf der Gu¨te dessen Schrittrichtung. Demnach ist das Einhalten der
Abstiegsrichtungsbedingung (2.3) und die Gu¨te des zur sk-Ermittlung benutzten
Modells (2.8) existenziell wichtig fu¨r Line-Search-Verfahren. Sie haben aber neben
diesen Schwierigkeiten den rechentechnischen Vorteil, dass nach erfolgreicher Er-
mittlung einer Suchrichtung diese Suche als abgeschlossen betrachtet werden kann.
Trust-Region-Verfahren beno¨tigen als Anfangsschrittvektor keinen qualitativ so gu-
ten sk wie die Line-Search-Verfahren, da sie im Laufe des Verfahrens die Schrittrich-
tung a¨ndern ko¨nnen. Ihr Prinzip wird im Folgenden kurz vorgestellt.
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3.2 Das Prinzip der Trust-Region-Verfahren
Trust-Region-Verfahren unterscheiden nicht zwischen der Ermittlung des Schritt-
vektors und der Schrittweite. Sie arbeiten sta¨rker mit dem Modell mk von f um
die Entwicklungsstelle xk (2.8). Die U¨bereinstimmung dieses linearen (bei den Gra-
dientenverfahren) oder quadratischen (bei den newtonschrittbasierten Verfahren)
Modells wird ansatzbedingt schlechter, je weiter weg von der Entwicklungsstelle der
Unterschied zwischen mk und f betrachtet wird. Deshalb wird das Minimum des
Modells nur in einer gewissen Umgebung von xk gesucht, in welcher die U¨berein-
stimmung zwischen mk und f akzeptabel ist. Dieser Bereich heißt Vertrauensbe-
reich (trust-region). Das geometrische Prinzip des Trust-Region-Verfahrens ist fu¨r
ein zweidimensionales Problem in Abb. 3.2 dargestellt.
nichtlineare
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Koordinatenebene
Modell m
k
unrestringiertes Minimum des Modells m
k
Vertrauensbereich
Minimum des Modells m
k
 im Vertrauensbereich
natürlicher
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Schrittrichtung v. 
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Abb. 3.2: Das Prinzip des Trust-Region-Verfahrens
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Das Trust-Region-Problem lautet wie folgt:
min
s
mk(s); ‖Ds‖ ≤ ∆. (3.3)
Es handelt sich hierbei um eine Minimierungsaufgabe des Modells mk mit einer
kugel- oder ellipsenfo¨rmigen Randbedingung. Diese Randbedingung wird verko¨rpert
durch die begrenzende Ungleichung mit der euklidischen Norm1 des Schrittvektors s
und dem Trust-Region-Radius ∆. Die Matrix D ist eine Skalierungsmatrix, welche
das Verfahren stark verbessern kann, da Trust-Region-Verfahren, im Gegensatz zu
Line-Search-Verfahren, empfindlich auf unterschiedliche Skalierungen in den Kom-
ponenten von x reagieren.
Das Finden des Minimums im Vertrauensbereich ist das Hauptproblem bei den
Trust-Region-Verfahren. Dieses Minimum ist im Allgemeinen nicht analytisch ermit-
telbar. Es existieren fu¨r diesen Zweck viele verschiedene Approximationsmethoden
(siehe [5]).
Erreicht s (als das Minimum des Modells im Vertrauensbereich) keinen deutlichen
Abstieg in f , ist der Radius des Vertrauensbereichs zu groß gewa¨hlt und wird fu¨r ei-
ne neue Testrechnung verkleinert. Fu¨r einen genu¨gend kleinen Vertrauensbereich er-
reicht jedes Modellmk (an einer Entwicklungsstelle xk ohne Nullanstieg) im na¨chsten
Schritt einen deutlichen Abstieg in f . Die verwendeten Modelle sind die selben wie
jene zur Ermittlung des Schrittvektors weiter oben (siehe Kapitel 2). Wird der Trust-
Region-Radius ∆ verkleinert, a¨ndert sich meist auch die Schrittrichtung. Sie tendiert
fu¨r kleiner werdende ∆ von der natu¨rlichen Schrittrichtung weg hin zur Gradienten-
richtung (siehe Abb. 3.2 in der Koordinatenebene).
Im Folgenden werden kurz die Unterschiede der beiden Verfahren gegenu¨bergestellt.
3.3 Vergleich der Trust-Region- und der Line-
Search-Strategien
Line-Search-Verfahren wa¨hlen erst den Schrittvektor und dann eine Schrittweite,
wohingegen Trust-Region-Verfahren erst die maximale Schrittweite festlegen und
dann die Schrittrichtung mit den besten Ergebnissen wa¨hlen. Alle weiter oben be-
sprochenen Verfahren zur Ermittlung des Schrittvektors sk sind fu¨r die Line-Search-,
sowie die Trust-Region-Verfahren einsetzbar. Die Hauptschwierigkeiten der beiden
Verfahren unterscheiden sich jedoch. Bei den Line-Search-Verfahren ist die Haupt-
schwierigkeit, in jedem Schritt eine gute Abstiegsrichtung mit dem unrestringierten
Minimum von mk zu finden und aufbauend darauf eine gute Schrittweite zu ermit-
teln. Bei den Trust-Region-Verfahren besteht die Schwierigkeit in der na¨herungswei-
sen Ermittlung des restringierten Minimums des Modells im Vertrauensbereich. In
Tabelle 3.1 sind die Haupteigenschaften der Verfahren gegenu¨bergestellt.
1Es ko¨nnen auch andere Normen verwendet werden, dann entstehen anders geformte Vertrau-
ensbereiche.
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Line-Search-Verfahren Trust-Region-Verfahren
Die Schrittrichtung kann schlecht sein, Die Schrittrichtung ist gut, und bei
da sie aus dem unrestringierten praktischen Problemen pendelt sie
Minimum des Modells mk kommt zwischen dem Gradientenschritt und
und sich nicht a¨ndert, wenn das dem Line-Search Schritt, je nach U¨ber-
Modell die Funktion f nicht einstimmung der Funktion mit dem
ada¨quat beschreibt. Modell mk. Ein optimaler TR-Schritt
kann auch negativen Kru¨mmungen
folgen. Die Ermittlung des Minimums
des Modells im Vertrauensbereich
ist jedoch nur na¨herungsweise mo¨glich.
Es existieren bessere und detailliertere Das Abbruchkriterium bei der Suche
Abbruchkriterien bei der Suche nach nach einer vernu¨nftigen Schrittweite
der Schrittweite αk, da es beinhaltet nur ein Abstiegskriterium
Mischungen aus Abstiegs- und mit einem Faktor ρ und einer Schranke
Kru¨mmungskriterien sein ko¨nnen. sCk fu¨r globale Konvergenz. Es existiert
Globale Konvergenz ist erreicht, kein Kru¨mmungskriterium fu¨r
wenn eine Schrittweitensteuerung den Abbruch. Es wird daher schlechter
etabliert wurde und sk eine erkannt, ob eine weitere Verbesserung
Abstiegsrichtung ist. in dem Schritt mo¨glich gewesen wa¨re.
Line-Search-Verfahren sind Trust-Region-Verfahren reagieren
skalierungsunempfindlich. empfindlich auf unterschiedliche
Skalierungen der Komponenten in x.
Die Lo¨sungsverfahren fu¨r die Ermittlung Die Matrizen bei den Trust-Region
des na¨chsten Schrittes mu¨ssen mit allen Verfahren werden verfahrensbedingt
gut oder schlecht konditionierten meist mittels einer
Matrizen umgehen ko¨nnen, da keine Regularisierung so weit gesta¨rkt,
verfahrensinterne Sta¨rkung der Matrizen dass eine Lo¨sung fu¨r den na¨chsten
existiert. Dies ist ein erheblicher Schritt mit den einfachsten
Aufwand und Nachteil der Line-Search- Lo¨sungsverfahren mo¨glich ist.
Verfahren. Solche Verfahren ko¨nnen
jedoch nachtra¨glich eingefu¨gt werden.
Tabelle 3.1: Vergleich der Trust-Region- und der Line-Search-Strategie
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Von großer Bedeutung fu¨r die jeweiligen Verfahren ist das Abbruchkriterium bei
der Suche nach ∆k bei den Trust-Region-Verfahren und αk bei den Line-Search-
Verfahren. Neben dem Vorteil der vera¨nderlichen Schrittrichtung der Trust-Region
Verfahren hat diese Strategie den Vorzug, bei Verwendung der nahezu exakten
Lo¨sungsmethode, dass das Verfahren fu¨r die Suche nach einer guten Schrittwei-
te ∆k = ‖sk‖ und das beno¨tigte Regularisieren der Matrix G ein und das selbe
Vorgehen sind. Line-Search-Verfahren haben den Vorteil, dass die Ermittlung der
Schrittweite differenzierter gesteuert werden kann. Prinzipiell eignet sich jede Ab-
stiegsrichtung fu¨r einen Line-Search-Algorithmus, da dann fu¨r kleine α immer ein
Abstieg in f garantiert ist. Die A¨quivalenz der Verfahren besteht darin, dass die Mo-
dellgleichung (2.8) zum Ermitteln der Richtung und La¨nge des na¨chsten Schrittes
die gleiche ist. Sie wird nur unterschiedlich benutzt.
Die u¨berblicksma¨ßige Betrachtung der Verfahren soll hiermit abgeschlossen wer-
den. Im Weiteren wird nur das Line-Search-Verfahren detailierter betrachtet, da die
Trust-Region-Verfahren schon in [5] eingehend behandelt wurden.
Kapitel 4
Line-Search-Strategien
4.1 Vorbemerkungen
Line-Search-Strategien sind die meistgenutzten Strategien zum Vergro¨ßern des Kon-
vergenzradius und zum Stabilisieren von Optimierungsverfahren neben den Trust-
Region-Verfahren.
In diesem Kapitel wird sich mit der Ermittlung einer akzeptablen Schrittweite in die
Richtung des Schrittvektors sk bescha¨ftigt. Diese Ermittlung der Schrittweite wird
Line-Search-Verfahren genannt. Der Schrittvektor wurde vorher ermittelt und gilt
nun als konstant. Es ist weitaus schwieriger eine richtige Schrittweite zu ermitteln,
als eine gute Schrittrichtung zu finden [4]. Es muss abgesichert sein, dass sk eine
Abstiegsrichtung (2.3) darstellt. Nach Ermittlung einer solchen Abstiegsrichtung
reduziert sich das mehrdimensionale nichtlineare Minimierungsproblem in jedem
Schritt auf ein nichtlineares, jedoch jetzt eindimensionales Minimierungsproblem [3].
Line-Search-Verfahren suchen einen neuen, verbesserten Entwicklungspunkt xk+1
ausgehend von einem aktuellen Entwicklungspunkt xk in der folgenden Weise:
xk+1 = xk + αsk. (4.1)
Der Wert von α stellt dabei einen Faktor dar, der die Schrittweite in Richtung des
Schrittvektors vera¨ndert, bis eine akzeptable Schrittweite erreicht ist. Das Prinzip
des Line-Search-Verfahrens ist in Abb. 3.1 dargestellt. Die Funktion Φ(α) (3.1) stellt
die Abha¨ngigkeit der Funktionswerte von f entlang der Richtung des Schrittvektors
sk, mit α als Schrittweite, dar. Fu¨r α = 1 wird der natu¨rliche Schritt gegangen, der
sich aus der Lo¨sung des Minimierungsproblems der Modellgleichung mk (2.8) oder
aus der normierten Gradientenrichtung (2.7) ergibt. Damit entsteht die Bedingung
der Abstiegsrichtung (2.3), eingesetzt in die Funktion Φ(α) (3.1), zu:
Φ′(α) < 0. (4.2)
Die Ableitung von Φ(α) ist wie folgt gegeben:
Φ′(α) = ∇fk(xk + αsk)T sk. (4.3)
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Es wird nun nach einem α > 0 (α sollte erheblich gro¨ßer sein als die Maschinen-
genauigkeit) gesucht, das einen Abstieg in Φ (und somit in f) erheblich gro¨ßer als
die Maschinengenauigkeit erreicht (Φ(α) < Φ(0)). Dies ist, fu¨r nicht analytisch aus-
wertbare Funktionen Φ, nur u¨ber ein gesteuertes Versuch und Irrtum Verfahren
mo¨glich. Das nach erfolgter, nicht erfolgreicher Testrechnung fu¨r αj zu ermitteln-
de αj+1 fu¨r eine na¨chste Testrechnung wird durch verschiedene Auswahlkritererien
sinnvoll und nicht zufa¨llig gewa¨hlt. Diese Kriterien werden im weiteren Verlauf der
Arbeit vorgestellt (siehe Kapitel 5). Sie charakterisieren die unterschiedlichen Line-
Search-Verfahren.
Ein Line-Search kann mit jeglicher Abstiegsrichtung (steilster Abstieg, newtonba-
sierte Schritte, Trust-Region-Schritte1) kombiniert werden. Damit schafft jeder spe-
zielle Line-Search, als ein Subalgorithmus, welcher in jedem Optimierungsschritt
ausgefu¨hrt wird, eine ganze Klasse von Minimierungsalgorithmen [4].
Ein Line-Search-Algorithmus kann den lokal begrenzten Konvergenzradius von Ver-
fahren mit natu¨rlicher Schrittweite global ausdehnen. Die Eigenschaften eines Line-
Search-Verfahrens sind wie folgt charakterisiert [14]:
Ein Line-Search-Verfahren garantiert die Konvergenz eines Algorithmus. Er be-
schra¨nkt die Schrittweiten eines Optimierungsalgorithmus, wenn dieser Schrittvek-
toren erzeugt, welche zu numerischen Instabilita¨ten fu¨hren und la¨sst die natu¨rlichen
Schrittvektoren unvera¨ndert, wenn diese akzeptabel sind. Er ist wichtiger am Anfang
eines Optimierungsprozesses, da weiter weg vom Minimizer die natu¨rlichen Schritt-
weiten keine guten Approximationen liefern. Und er ist unwichtiger in der Na¨he des
Optimums, da dort die Funktion f konvex und damit die natu¨rliche Schrittweite gut
ist.
Ein Line-Search kann auf zwei Weisen ausgefu¨hrt werden [3]. Ist die Funktion Φ(α)
analytisch zuga¨nglich, kann ein analytischer Line-Search etabliert werden. Das ist je-
doch, wie auch in den vorliegenden Anwendungsfa¨llen, nicht oft der Fall und es muss
ein numerischer Line-Search verwendet werden. Der in dieser Arbeit umgesetzte nu-
merische Line-Search versucht, mit oder ohne Verwendung der Ableitungen, iterativ
eine gute Schrittweite α zu ermitteln.
Line-Search-Verfahren bestehen aus zwei großen Teilen:
Zum einen mu¨ssen die Testrechnungen fu¨r verschiedene αj charakterisiert werden.
Es muss entschieden werden, ob sie akzeptabel, zu groß oder zu klein sind. Fu¨r diese
Charakterisierung gibt es unterschiedliche Kriterien, welche imWeiteren noch detail-
liert vorgestellt werden (siehe Kapitel 5). Diese Kriterien beeinflussen die Leistung
eines Line-Search-Verfahrens in entscheidendem Maße.
Zum anderen entha¨lt ein Line-Search-Verfahren ein gutes Auffrischverfahren, welches
entscheidet, in welcher Weise von einer nicht akzeptablen Testschrittweite αj zu einer
vermutlich besseren Schrittweite αj+1 gegangen wird. Auch auf diesem Gebiet exi-
stieren verschiedene Vorgehensweisen, die ebenfalls einen Line-Search-Algorithmus
charakterisieren. Sie werden im weiteren Verlauf vorgestellt (siehe Kapitel 6).
Zusa¨tzlich gibt es Einschra¨nkungen, die eingehalten werden mu¨ssen, damit ein Line-
Search-Verfahren fehlerfrei arbeiten kann. Diese werden danach betrachtet (siehe
1siehe [6]
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Kapitel 7). Gefolgt werden die Einschra¨nkungen von Vorschla¨gen fu¨r die Parametri-
sierung der einzelnen Verfahren (siehe Kapitel A.1).
Direkt im Anschluss an diesen Abschnitt wird ein allgemeiner Line-Search-Algorithmus
formuliert, in welchem sich im Folgenden alle verschiedenen Verfahren einordnen
lassen. Dieser Grundalgorithmus dient damit als Geru¨st fu¨r eine große Anzahl an
Verfahrenskombinationen.
Bemerkung: Als Start-Testrechnung sollte und wird stets
αj=1 = 1 verwendet, da dies die natu¨rliche Schrittweite darstellt. Damit
ist der Grundsatz gewahrt, dass, falls die natu¨rliche Schrittweite akzeptabel ist,
sich ein Line-Search mit Eingriffen in die Optimierung zuru¨ckhalten sollte.
Dementsprechend wird der Schrittvektor sofort akzeptiert, wenn αj=1 = 1 nach
den benutzten Kriterien akzeptabel ist und die schnelle Konvergenzrate der
ungeda¨mpften Verfahren nicht eingeschra¨nkt.
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4.2 Ein prinzipieller Line-Search-Algorithmus
Ein Line-Search-Verfahren funktioniert nach folgendem Schema [1], [4]:
Es werden Schranken in der α-Koordinate der Funktion Φ(α) (3.1) eingefu¨hrt:
αlo - untere Schranke zur akzeptablen Schrittweite, das heißt, die akzep-
table Schrittweite liegt garantiert u¨ber αlo, αlo ist dementsprechend zu
klein als Scha¨tzung.
αhi - obere Schranke zur akzeptablen Schrittweite, das heißt, die akzep-
table Schrittweite liegt garantiert unter αhi, αhi ist dementsprechend zu
groß als Scha¨tzung.
Es werden weiterhin drei verschiedene Intervalle in α unterschieden, die die gesamte
Menge aller α erfassen:
a) Ia - alle Schrittweiten αj in Ia sind laut den aktuell benutzten Kriterien
akzeptabel fu¨r diesen Line-Search.
b) Ib - alle Schrittweiten αj in Ib sind laut den aktuell benutzten Kriterien
zu groß fu¨r einen akzeptablen Wert.
c) Ic - alle Schrittweiten αj in Ic sind laut den aktuell benutzten Kriterien
zu klein fu¨r einen akzeptablen Wert.
Bei der Ermittlung von αj+1 basierend auf αj werden zwei Fa¨lle unterschieden:
1.) Extrapolation - Eine Extrapolation ist notwendig, wenn noch kei-
ne obere Schranke αhi fu¨r eine akzeptable Schrittweite ermittelt wurde.
Dann werden die Testschrittweiten αj so lang vergro¨ßert, bis eine obere
Schranke gefunden ist. Bei einer nach −∞ begrenzten Funktion und ei-
ner Schrittrichtung mit Abstiegscharakter (2.3) existiert stets eine obere
Schranke. Das heißt, nach einer endlichen Anzahl an Extrapolationen
wird ein αhi gefunden.
2.) Interpolation - Eine Interpolation wird durchgefu¨hrt, wenn eine obere
Schranke αhi fu¨r eine akzeptable Schrittweite bekannt ist. Dann existiert
ein Intervall ]αlo, αhi[ (notfalls ist αlo = 0 immer eine untere Schranke,
falls noch keine andere ermittelt wurde), in dessen Innerem ein Intervall
Ia mit akzeptablen Schrittweiten liegen muss. Die untere Schranke αlo
wird im Folgenden nur noch vergro¨ßert und αhi nur noch verkleinert,
wobei αlo < αhi stets beibehalten wird. Nach endlichen Interpolationen
muss dann eine akzeptable Schrittweite gefunden werden.
Der Algorithmus lautet wie folgt:
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Ein Line-Search-Algorithmus:
(0) - Start
Wa¨hle: αj=1 > 0 (hier: αj=1 = 1)
Wa¨hle: αlo = αhi = 0 (αhi = 0 bedeutet noch kein αhi gefunden)
Wiederhole:
(1) - Test
Wenn αj ∈ Ia: Ende, da Schrittweite akzeptabel ist.
Wenn αj ∈ Ib: αhi ← αj, da αj zu groß ist.
α
j-1
α
lo
α
hi
α
j
Abb. 4.1: A¨nderungen fu¨r Extrapolation
altes Intervall
neu
α
lo
α
lo
α
hi
α
j
α
hi
Abb. 4.2: A¨nderungen fu¨r Interpolation
Wenn αj ∈ Ic: αlo ← αj, da αj zu klein ist.
α
j-1
α
lo
α
lo,neu
α
j
Abb. 4.3: A¨nderungen fu¨r Extrapolation
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altes Intervall
neu
α
lo
α
j
α
lo αhi
α
hi
Abb. 4.4: A¨nderungen fu¨r Interpolation
(2) - Auffrischen von αj via Extrapolation oder Interpolation
Wenn αhi = 0: (noch keine obere Schranke gefunden)
Extrapolation zum Finden von αj+1 > αlo.
Sonst: (αhi > 0 existiert)
Interpolation zum Finden von αj+1 ∈]αlo, αhi[.
(3) j=j+1
Ende der Schleife.
Ende des Algorithmus.
Im folgenden Abschnitt werden die Kriterien fu¨r die Zuordnung der Testschrittweiten
αj in die drei Intervalle Ia, Ib, Ic vorgestellt.
Kapitel 5
Die Akzeptanzkriterien fu¨r die
Line-Search-Strategien
Wie bereits erwa¨hnt, existieren mehrere verschiedene Kriterien, mit denen die Zu-
geho¨rigkeit einer gewa¨hlten Testschrittweite αj in die drei Intervalle Ia,b,c ermittelt
werden kann (siehe Kapitel 4.2). Mit der Einordnung in diese Intervalle kann der
oben vorgestellte allgemeine Line-Search-Algorithmus mit einer Intervallschachte-
lung arbeiten.
Bis Mitte der 1960’er Jahre wurde meist nur die exakte Schrittweite als kleinstes
positives Minimum von Φ(α) benutzt. Es wurde versucht die Aufgabe Φ(α)→ min
zu lo¨sen. Ab Mitte der 1960’er Jahre trat dann eine Kehrtwende ein. Anstatt Φ(α)
genauest mo¨glich zu minimieren, wurde erkannt, dass lockere Kriterien eine deutlich
bessere Leistung in der Praxis zeigen. Fu¨r die Minimierung von f ist der genaue Mi-
nimizer von Φ(α) als unzureichendes eindimiensionales Abbild von f kein ausschlag-
gebendes Kriterium. Fu¨r diese Aufgabe genu¨gen lockere Kriterien, welche sicherstel-
len, dass mit αsk ein deutlicher Abstieg in f mit einer nennenswerten Schrittweite
α ‖sk‖ gemacht wird. Diese lockeren, moderneren Line-Search-Verfahren benutzen
Kriterien, welche den erzeugten Abstieg in f und den aktuellen Anstieg Φ′(αj) mit
dessen Bezug auf den Anstieg Φ′(0) an der Entwicklungsstelle bewerten (imWeiteren
Abstiegs- und Anstiegskriterium genannt). Diese Kriterien treten in unterschiedli-
chen Kombinationen auf, wobei solche Kombinationen, die nur mit Abstiegskriterien
arbeiten, an den Testschrittweiten keine Ableitungsermittlung beno¨tigen. Dies ist bei
den vorliegenden Anwendungsfa¨llen jedoch irrelevant, da die Ableitungen vorliegen.
Vorschla¨ge zu den Verfahrensparametern werden im spa¨teren Verlauf der Arbeit
gegeben (siehe Kapitel A.1).
Im Folgenden wird nun eine Auswahl der in der Literatur am ha¨ufigsten vertretenen
Kriterien vorgestellt. Begonnen wird mit der (veralteten) exakten Schrittweite.
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5.1 Die exakte Schrittweite
Dieses bis Mitte der 1960’er Jahre angewandte Kriterium war bis dahin das meist
verwendete und galt als die beste Variante eines Line-Search-Verfahrens. Heutzu-
tage gilt es jedoch als u¨berholt. Die Idee ist, die Funktion Φ(α) tatsa¨chlich, bis zu
einer Abbruchgenauigkeit  in Φ′(α), numerisch zu minimieren. Die Aufgabe lau-
tet somit Φ(α) → min. Dieses Verfahren findet zwar die Schrittweite mit einer fu¨r
die Schrittrichtung bestmo¨glichen Verbesserung in f , dafu¨r sind jedoch sehr viele
Iterationsschritte notwendig. Die exakte Schrittweite αexakt ist das kleinste positive
lokale Minimum von Φ(α) mit den folgenden Eigenschaften [1] (siehe Abb. 5.1):
Φ′(α) =
{
0 fu¨r α = αexakt
< 0 fu¨r alle α ∈ [0, αexakt[ (5.1)
akzeptable Schrittweiten für die Kriterien der exakten Schrittweite
Φ(α)
α
Φ
Φ'(α)=ε
α
exakt
Φ(0)
I
c
I
a
I
b
I
c
I
b
Φ'(α)=-ε
akzeptable α für die K iterien der exakten Schrittweite
Abb. 5.1: Kriterien fu¨r die exakte Schrittweite
Die Kriterien fu¨r die Zuordnung der Testschrittweiten in die Intervalle Ia,b,c sind die
Folgenden [4]:
αj ∈ Ia, das heißt αj ist akzeptabel, wenn gilt:
a) Φ(α) < Φ(0) und |Φ′(α)| ≤  mit  = −mΦ′(0), m = 10−3(5.2)
αj ∈ Ib, das heißt αj ist zu groß, wenn gilt:
b) Φ(α) ≥ Φ(0) oder Φ′(α) >  (5.3)
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αj ∈ Ic, das heißt αj ist zu klein, wenn gilt:
c) Φ(α) < Φ(0) und Φ′(α) < − (5.4)
Verfahren, welche diese Kriterien nutzen, finden nicht nur die exakte Schrittweite
αexakt, sondern konvergieren zu jedem Minimum in Φ(α), sofern dort der Funktions-
wert f kleiner als Φ(0) ist. Erzeugt eine Testschrittweite α ein lokales Maximum in
Φ(α), wird diese ebenfalls akzeptiert, wenn der Wert der Zielfunktion fu¨r α unter
Φ(0) liegt. Dies geschieht nur in Ausnahmefa¨llen, da der Algorithmus von Maxi-
ma weg konvergiert. Die Mo¨glichkeit besteht jedoch, da nur die ersten Ableitungen
genutzt werden. Bessere Leistungen in einem Line-Search-Verfahren liefern die fol-
genden moderneren Kriterien.
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5.2 Das Armijo-Kriterium, ein Abstiegskriterium
5.2.1 Das klassische Armijo-Kriterium
Eines der ersten Kriterien dieser neueren, lockeren Kategorie, fu¨r welche Line-Search-
Verfahren, die diese nutzen, bewiesen konvergent sind, ist das Armijo-Kriterium
[4]. Dieses Kriterium fordert, dass der Abstieg in f mindestens demjenigen einer
linearen Funktion mit dem Anstieg c1Φ
′(0), c1 ∈]0, 1[ entspricht. Das bedeutet, der
echte Abstieg in f mit einer Testschrittweite α muss gro¨ßer sein als ein von der
Entwicklungstelle aus linear vorhergesagter Abstieg mit der gleichen Schrittweite α.
Die lineare Funktion dieser Vorhersage hat den um c1 verringerten Anstieg c1Φ
′(0)
des Entwicklungspunktes und geht von der Entwicklungsstelle Φ(0) aus. Dies ist in
Abb. 5.2 veranschaulicht.
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Abb. 5.2: Armijo-Kriterium
Dieses Kriterium kann fu¨r ein endlich kleines α stets erfu¨llt werden. Jeder der spa¨ter
vorgestellten Auffrischalgorithmen fu¨r αj+1 bewahrt α vor zu kleinen Werten (siehe
Kapitel 6). Das Abstiegskriterium sichert seinerseits einen deutlichen Abstieg in f
ab. Fu¨r dieses Kriterium existieren keine zu kleinen Schrittweiten, eine Extrapola-
tion ist deshalb nicht mo¨glich. Die untere Schranke fu¨r eine akzeptable Schrittweite
αlo ist stets Null. Aus diesem Grund kann ein Algorithmus fu¨r dieses Kriterium die
Folge der αj, nachdem mittels der Startschrittweite ein αhi gefunden wurde, nur
verkleinern. Dieses stete Verkleinern der Anfangsscha¨tzung fu¨r α mittels der Inter-
polationsalgorithmen wird Backtracking genannt. In solchen stets die Schrittweiten
verkleinernden Verfahren ist die Anfangsscha¨tzung fu¨r α von großer Bedeutung (sie-
he Kapitel 6.1). Der originale, von Armijo als konvergent bewiesene Backtracking-
Algorithmus fu¨r die Armijo-Kriterien, frischt von αj=1 beginnend, die folgenden
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αj+m wie folgt auf [18], [2]:
αj+m = αj=1β
m. (5.5)
Fu¨r β ∈]0, 1[ (empfohlen β = 0, 5) ergibt sich eine Folge von αj fu¨r ganzzahlige
m = 0, 1, 2, ..., welche in einer endlichen Anzahl an Schritten eine akzeptable Schritt-
weite erzielt. Die Voraussetzung dafu¨r ist, dass die Funktion f und der Schrittvektor
sk sa¨mtlichen Anforderungen, die die Line-Search-Verfahren an sie stellen, genu¨gen
(siehe Kapitel 2). Dieser Backtracking-Algorithmus wird vom hier benutzten Algo-
rithmus bei Verwendung der konstanten Interpolation (die Extrapolation wird nie
aufgerufen, da nie ein αlo > 0 entsteht) mit den Armijo-Kriterien abgedeckt. Die
Zuordnung in die Intervalle Ia,b,c ergibt sich folgendermaßen:
αj ∈ Ia, das heißt αj ist akzeptabel, wenn gilt:
a) Φ(α) ≤ Φ(0) + c1Φ′(0)α (5.6)
αj ∈ Ib, das heißt αj ist zu groß, wenn gilt:
b) Φ(α) > Φ(0) + c1Φ
′(0)α (5.7)
αj ∈ Ic existiert nicht, αlo = 0
Es sind jedoch auch Verfahren in der Literatur beschrieben, die fu¨r die Armijo-
Kriterien eine untere Schranke αlo > 0 benutzten.
5.2.2 Armijo-Kriterium mit unterer Schranke αlo > 0
Es ist mo¨glich eine untere Schranke gro¨ßer Null fu¨r die akzeptablen Schrittweiten
der Armijo-Kriterien zu formulieren, unter welcher keine Lo¨sungen liegen [1]. Sie ist
wie folgt definiert und wird in Abb. 5.3 veranschaulicht:
αlo = δ
Φ′(0)
‖sk‖2
. (5.8)
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Abb. 5.3: Armijo-Kriterium mit unterem Grenzwert
Damit la¨sst sich auch fu¨r die Armijo-Kriterien ein Intervall Ic fu¨r zu kleine Schritt-
weiten definieren:
αj ∈ Ic, das heißt αj ist zu klein, wenn gilt:
c) αj < δ
Φ′(0)
‖sk‖2
(5.9)
Zusa¨tzlich muss dementsprechend auch das Akzeptanzkriterium abgea¨ndert werden:
αj ∈ Ia, das heißt αj ist akzeptabel, wenn gilt:
a) Φ(α) ≤ Φ(0) + c1Φ′(0)α und αj ≥ δΦ
′(0)
‖sk‖2
(5.10)
Verschiedene Vorschla¨ge zur Parametrisierung der obigen Armijo-Kriterien werden
spa¨ter gegeben (siehe Kapitel A.1).
Armijo-Kriterien haben nur eine mit den folgenden Kriterien vergleichbare Lei-
stung, wenn eine Extrapolation keinen Vorteil bringt. Das bedeutet, wenn u¨ber
der Anfangsscha¨tzung keine sinnvollen Schrittweiten mehr liegen. In allen anderen
Fa¨llen besitzen Kriterien, die dem Algorithmus erlauben die Schrittweiten zu ver-
gro¨ßern, eine deutlich bessere Leistung. Die ersten Kriterien dieser Kategorie bilden
die Goldstein-Kriterien.
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5.3 Die Goldstein-Kriterien
Sie werden in manchen Literaturstellen auch Goldstein/Price-Kriterien genannt [4].
Die Goldstein-Kriterien bestehen aus einer Kombination von zwei Kriterien. Das
erste ist das bekannte Armijo-Kriterium (siehe Kapitel 5.2). Das zweite ist a¨hn-
lich, mit dem Unterschied, dass der Anstiegsfaktor c3 dort im Gegensatz zum c1
der Armijo-Kriterien betraglich gro¨ßer, dementsprechend zahlenma¨ßig kleiner als
bei diesem ist. Dieses zweite Kriterium ermo¨glicht eine Entscheidung, wann Schritt-
weiten zu klein sind, dass heißt, sie legen nicht den minimal, sondern den maximal
zula¨ssigen Abstieg der Zielfunktion fest. Sie ermo¨glichen damit eine Extrapolation
und eine Vergro¨ßerung der Schrittweiten wa¨hrend der Interpolation. Die Kriterien
lassen sich wieder als lineare Abstiegsvorhersagen betrachten, zwischen deren Ver-
lauf (unter dem Armijo-Kriterium mit c1 und u¨ber dem zweiten Kriterium mit dem
Anstiegsfaktor c3) der echte Abstieg in f liegen muss, um akzeptabel zu sein [16].
Die Parameter mu¨ssen in den Grenzen 0 < c1 < c3 < 1 liegen. Konkrete Parame-
tervorschla¨ge werden spa¨ter gegeben (siehe Kapitel A.1). Die globale geometrische
Interpretation ist in Abb. 5.4 dargestellt.
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Abb. 5.4: Die Goldstein-Kriterien
Gut zu erkennen ist, dass das Abstiegskriterium mit c1 als Anstiegsfaktor, verhin-
dert, dass kein deutlicher Abstieg in f gemacht wird und dass die Schrittweite zu groß
wird. Das zweite Abstiegskriterium mit c3 als Verkleinerungsfaktor des Anfangsan-
stiegs, u¨ber welchem Φ(αj) liegen muss, verhindert hingegen, dass die Schrittweite
zu klein wird. Die Zuordnung in die Intervalle Ia,b,c ist wie folgt:
αj ∈ Ia, das heißt αj ist akzeptabel, wenn gilt:
a) Φ(α) ≤ Φ(0) + c1Φ′(0)α und Φ(α) ≥ Φ(0) + c3Φ′(0)α (5.11)
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αj ∈ Ib, das heißt αj ist zu groß, wenn gilt:
b) Φ(α) > Φ(0) + c1Φ
′(0)α (5.12)
αj ∈ Ic, das heißt αj ist zu klein, wenn gilt:
c) Φ(α) < Φ(0) + c3Φ
′(0)α (5.13)
Mit dem zu dem Armijo-Kriterium zusa¨tzlichen Abstiegskriterium existiert nun eine
Entscheidungshilfe, ob eine Testschrittweite zu klein ist. Damit kann ein Algorithmus
mit Intervallschachtelung und Extrapolation, wie der hier benutzte, die Schrittwei-
ten vergro¨ßern und ein Intervall finden, in welchem eine Interpolation erfolgreich
durchgefu¨hrt werden kann.
Die Goldstein-Kriterien ko¨nnen unter Umsta¨nden lokale Minima von Φ(α) und somit
die exakte Schrittweite ausschließen, sind jedoch trotzdem gut, da lokale Minima von
Φ(α) fu¨r die globale Minimierung von f eine untergeordnete Rolle spielen.
Es kann eine geometrisch lokale Deutung der Goldstein-Kriterien gegeben werden,
welche in Abb. 5.5 dargestellt ist [2].
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Abb. 5.5: Lokale Interpretation der Goldsteinkriterien
Dabei wird, wie im Bild gut erkenntlich ist, mit dem durchschnittlichen Anstieg der
Funktion Φ(α) zwischen der Entwicklungsstelle und der aktuellen Testschrittweite
αj gearbeitet:
Φ¯(αj) =
Φ(αj)− Φ(0)
αj
. (5.14)
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Dieser mittlere Anstieg muss fu¨r eine akzeptable Schrittweite zwischen den beiden
Grenzwerten c3Φ
′(0) und c1Φ′(0) liegen. Diese Betrachtungsweise fu¨hrt jedoch nach
Umstellen auf dieselben Kriterien wie die oben beschriebenen global betrachteten
Goldstein-Kriterien.
Die Goldstein-Kriterien beno¨tigen an den Testschrittweiten keine Ableitungsermitt-
lung. Zwei Kriterien, die diese nutzen, werden nun vorgestellt.
5.4 Die Wolfe-Kriterien
5.4.1 Die einfachen Wolfe-Kriterien
Die einfachen Wolfe-Kriterien werden auch Powel-Kriterien genannt. Wolfe hat je-
doch bewiesen, dass Line-Search-Verfahren, welche diese nutzen, global konvergent
sind [2], [4], [1]. Sie stellen zur Zeit die modernsten Line-Search-Kriterien dar. Sie
benutzen das bekannte Armijo-Abstiegs-Kriterium in Kombination mit einem An-
stiegskriterium (siehe Kapitel 5.2). Das Armijo-Kriterium muss in der bekannten
Weise erfu¨llt sein. Zusa¨tzlich soll der Anstieg von Φ bei einer Testschrittweite noch
ein c2-Vielfaches (0 < c1 < c2 < 1) des Anfangsanstiegs Φ
′(0) sein. Dies verhin-
dert bei dieser Kriterienkombination zu kleine Schrittweiten. Wobei das Armijo-
Kriterium wieder die Aufgaben u¨bernimmt zu große Schrittweiten zu verhindern
und fu¨r einen deutlichen Abstieg in f zu sorgen. Verdeutlicht sind die einfachen
Wolfe-Kriterien in Abb. 5.6.
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Abb. 5.6: Die einfachen Wolfe-Kriterien
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Im Gegensatz zu den Goldstein-Kriterien, welche unter Umsta¨nden lokale Minima in
Φ ausgrenzen ko¨nnen, schließen die Wolfe-Kriterien in ihre akzeptablen Schrittweiten
stets die exakte Schrittweite mit ein.
Die Einordnung in die Intervalle Ia,b,c erfolgt folgendermaßen:
αj ∈ Ia, das heißt αj ist akzeptabel, wenn gilt:
a) Φ(α) ≤ Φ(0) + c1Φ′(0)α und Φ′(α) ≥ c2Φ′(0) (5.15)
αj ∈ Ib, das heißt αj ist zu groß, wenn gilt:
b) Φ(α) > Φ(0) + c1Φ
′(0)α (5.16)
αj ∈ Ic, das heißt αj ist zu klein, wenn gilt:
c) Φ(α) ≤ Φ(0) + c1Φ′(0)α und Φ′(α) < c2Φ′(0) (5.17)
Die einfachen Wolfe-Kriterien ko¨nnen verscha¨rft werden, wobei sie dann in Richtung
der exakten Schrittweite tendieren (siehe folgender Abschnitt).
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5.4.2 Die starken Wolfe-Kriterien
Die akzeptablen Schrittweiten lassen sich noch na¨her an die exakten Schrittwei-
ten bringen, indem das Anstiegskriterium an beiden Seiten eines lokalen Minimums
von Φ(α) angewandt wird [14], [16]. Dies wird u¨ber das Einfu¨hren des Betrags in
dem Anstiegskriterium erreicht. Die Auswirkungen auf den Bereich der akzeptablen
Schrittweiten sind gut in Abb. 5.7 zu erkennen.
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Abb. 5.7: Die starken Wolfe-Kriterien
Der Faktor c2 steuert die Qualita¨t des Schrittes im Sinne der exakten Schrittweite.
Das bedeutet, er legt die Na¨he der akzeptierten Schrittweiten zu lokalen Minima
von Φ(α) fest. Die Einordnung der Schrittweiten ergibt sich wie folgt:
αj ∈ Ia, das heißt αj ist akzeptabel, wenn gilt:
a) Φ(α) ≤ Φ(0) + c1Φ′(0)α und |Φ′(α)| ≤ c2 |Φ′(0)| (5.18)
αj ∈ Ib, das heißt αj ist zu groß, wenn gilt:
b) Φ(α) > Φ(0) + c1Φ
′(0)α oder Φ′(α) > −c2Φ′(0) (5.19)
αj ∈ Ic, das heißt αj ist zu klein, wenn gilt:
c) Φ(α) ≤ Φ(0) + c1Φ′(0)α und Φ′(α) < c2Φ′(0) (5.20)
Die bisher besprochenen Akzeptanzkriterien sind die am ha¨ufigsten in der Literatur
vertretenen. Es existieren jedoch auch Exoten. Stellvertretend soll im Folgenden ein
solcher vorgestellt werden.
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5.5 Na¨herungsweiser Line-Search basierend auf Ar-
mijo, ηα-Methode
Ein Line-Search-Verfahren ist laut Bhatti [3] mit den im Folgenden beschriebenen
Kriterien konvergent. Bildlich ist das Kriterium in Abb. 5.8 dargestellt.
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Abb. 5.8: Die ηα-Methode
Es wird auch hier das bekannte Abstiegskriterium von Armijo verwendet, welchem
die Testschrittweite αj genu¨gen muss. Ein weiteres, scha¨rferes Abstiegskriterium,
mit einem betragsma¨ßig um η > 1 vergro¨ßerten, somit zahlenma¨ßig verkleinerten,
Anstiegsfaktor c1 wird eingefu¨hrt. Diesem soll die ebenfalls um η verla¨ngerte Test-
schrittweite αj → ηαj gehorchen. Falls ηα in der Na¨he der Grenze zum nichtakzep-
tablen Bereich gefunden wird, kann dieses Kriterium sinnvoll sein, da angenommen
werden kann, dass das Minimum von Φ(α) zwischen α = 0 und einem fu¨r das Armijo-
Kriterium gerade noch akzeptablen α liegt. Meist jedoch fu¨hrt dieses Kriterium
vermutlich zu zu kleinen Schrittweiten. Die Intervalleinordnung ist folgendermaßen:
αj ∈ Ia, das heißt αj ist akzeptabel, wenn gilt:
a) Φ(α) ≤ Φ(0) + c1Φ′(0)α und Φ(ηα) ≤ Φ(0) + ηc1Φ′(0)α (5.21)
αj ∈ Ib, das heißt αj ist zu groß, wenn gilt:
b) Φ(ηα) > Φ(0) + ηc1Φ
′(0)α (5.22)
αj ∈ Ic existiert nicht, αlo = 0
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In der Na¨he der Lo¨sung x∗ als lokalem Minimizer von f erfu¨llen fu¨r newtonbasierte
Schrittvektoren sk alle weiter oben vorgestellten Kriterien fu¨r α = 1 die Akzeptanz-
bedingung. Somit wird dort die natu¨rliche Schrittweite nicht vera¨ndert. Sie entspre-
chen damit alle dieser Forderung an ein Line-Search-Verfahren zur Stabilisierung
der natu¨rlichen Schrittweite von Optimierungsverfahren (siehe Kapitel 4.1).
Der zweite große Abschnitt der Line-Search-Verfahren ist die sinnvolle Auffrischung
der Testschrittweiten αj zu αj+1, falls αj /∈ Ia. Diese Auffrischverfahren werden im
folgenden Abschnitt behandelt.
Kapitel 6
Ermittlung der na¨chsten
Testschrittweite αj+1
Einen erheblichen Anteil an der Leistungsfa¨higkeit eines Line-Search-Verfahren hat
die Strategie, wie von einer mittels der benutzten Kriterien (siehe Kapitel 5) als
nicht akzeptabel erkannten Schrittweite αj zu einer besseren Scha¨tzung αj+1 gegan-
gen wird. Es existieren in der Literatur verschiedene Vorgehensweisen, die in diesem
Kapitel beschrieben werden. Sie unterscheiden sich in der Nutzung von Informatio-
nen des Verhaltens der Funktion Φ(α) (3.1) an der aktuellen Testschrittweite αj und
der vorherigen Testschrittweite αj−1 (zum Beispiel αj=0 = 0 und αj=1 = 1). Man-
che Strategien nutzen keinerlei solche Informationen (zum Beispiel Verfahren mit
konstanten Faktoren), andere dagegen nutzen mehrere (zum Beispiel Funktionswer-
te und erste Ableitungen fu¨r quadratische Ansa¨tze und kubische Splines). Bei der
Auffrischung der Testschrittweiten muss in zwei Phasen unterschieden werden.
1. Die Extrapolationsphase
Falls bis zur aktuellen Testschrittweite αj mit Hilfe der benutzten Kriterien weder
eine akzeptable noch eine zu große Schrittweite gefunden wurde, bedeutet dies, es
kann noch kein Intervall spezifiziert werden, in welchem sich eine akzeptable Schritt-
weite befindet. Akzeptable Schrittweiten sind auf jeden Fall gro¨ßer als αj. Dann muss
u¨ber αj hinaus extrapoliert werden, um eine obere Schranke fu¨r akzeptable Schritt-
weiten zu ermitteln. Das heißt, es muss u¨ber αj eine laut den benutzten Kriterien zu
große Schrittweite gefunden werden. Dies kann mit addierten Schrittweiten, welche
konstant gro¨ßer werden, oder auch mit Hilfe von Polynomen, welche den weiteren
Verlauf von Φ(α) u¨ber αj hinaus approximieren, geschehen. Diese Polynome nut-
zen die Stu¨tzstellen αj−1 und αj, mit den am ha¨ufigsten benutzten Startwerten
αj=0 = 0 und αj=1 = 1 (Entwicklungstelle und Standardstartschrittweite). U¨ber das
Minimum dieser Polynome wird versucht, das Minimum von Φ(α) anzuna¨hern. Es
wird damit eine neue Testschrittweite αj+1 festgelegt. Dies wird so lange wiederholt,
bis entweder eine akzeptable oder eine zu große Schrittweite und damit eine obere
Schranke αhi gefunden ist.
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2. Die Interpolationsphase
Falls die aktuelle Testschrittweite αj mittels der benutzten Kriterien als nicht akzep-
tabel und zusa¨tzlich zu groß eingestuft wurde, ist ein Intervall ]αj−1 = αlo, αj = αhi[
eingegrenzt, in welchem akzeptable Schrittweiten liegen mu¨ssen. Es erfolgt dann
eine Suche innerhalb dieses Intervalls, die Interpolation. Diese Interpolation kann,
a¨quivalent zur Extrapolation mit konstanten Faktoren, im einfachsten Fall das Inter-
vall konstant mit einer neuen Testschrittweite teilen. Mittels der benutzten Kriterien
wird dann entschieden, ob die neue Testschrittweite akzeptabel ist oder ob das obere
oder das untere Teilintervall das neue Interpolationsintervall darstellt. Dieses Vorge-
hen der konstanten Intervallschachtelung kommt ohne Nutzung der Funktionsinfor-
mationen an αlo,hi aus. Andere Verfahren nutzen solche Informationen. Sie finden die
neue Testschrittweite im Inneren des Interpolationsintervalls u¨ber Minima von Poly-
nomen. Diese Polynome werden eindeutig definiert u¨ber Funktionsinformationen an
den Stu¨tzstellen αlo,hi und bilden das Verhalten der Zielfunktion, ihrem Polynom-
grad entsprechend, anna¨hernd ab. Die damit ermittelte, verbesserte Testschrittweite
αj+1 liegt na¨her an dem oder in dem Bereich akzeptabler Schrittweiten. Damit ei-
ne effiziente Intervallschachtelung erfolgen kann, sollte diese neue Testschrittweite
signifikant im Inneren des Interpolationsintervalls liegen. Es werden deshalb Puffer-
zonen βlo,hi an den Intervallgrenzen eingefu¨hrt, welche verhindern, dass die na¨chsten
Schritte zu nah an den Intervallgrenzen liegen. Die vorher vorgestellten Verfahren
mit konstanten Faktoren beno¨tigen keine solche Absicherung. Nach der Ermittlung
der neuen Testschrittweite αj+1 wird u¨ber die aktuell gu¨ltigen Kriterien entschieden,
ob αj+1 akzeptabel ist oder eine obere oder untere Schranke darstellt. Damit wird
dieses Verfahren zu einem Einschachtelungsalgorithmus, der die Mo¨glichkeit besitzt,
Schrittweiten zu vergro¨ßern.
Fu¨r einige Kriterien, welche keine Bedingung fu¨r eine zu kleine Schrittweite besitzen
(zum Beispiel das Armijo-Kriterium), ist nur ein Backtracking-Algorithmus zula¨ssig.
Das heißt: ein Algorithmus, der die Schrittweiten ausgehend von einer Startschritt-
weite nur verkleinert. Der hier verwendete Algorithmus deckt auch diese Verfahren
ab, indem αlo stets Null gehalten wird. Somit ist ein Backtracking-Algorithmus mit
allen vorgestellten Interpolationsalgorithmen realisierbar. Wichtig fu¨r die Verfahren
ist die Startschrittweite αj=1.
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6.1 Die Startschrittweite αj=1
In dieser Arbeit wird stets αj=1 = 1 verwendet, da dies die natu¨rliche Schrittweite
der Verfahren darstellt, die benutzt werden sollte, falls diese akzeptabel ist. αj=0 = 0
stellt stets die Entwicklungsstelle xk dar. In dieser Implementation des Line-Search-
Verfahrens ist noch ein weiterer Startalgorithmus integriert. Falls von der konstanten
Startschrittweite αj=1 = 1 ausgehend die folgenden Schrittweiten besta¨ndig zu groß
oder zu klein sind, kann gefordert werden, dass die na¨chste Schrittweite αj=2 gleich
der letzten akzeptierten Schrittweite gesetzt wird: αj=2 = αk−1. Damit kann in
einigen Fa¨llen eine lange Anpassungsphase der Schrittweiten verku¨rzt werden.
Der Vollsta¨ndigkeit halber soll erwa¨hnt werden, dass es fu¨r andere Schrittvektoren
sk auch Startschrittweiten αj=1 6= 1 gibt. Zum Beispiel kann direkt am Anfang eine
quadratische Approximation vorgenommen werden. Bekannt ist dieses Verfahren als
Fletchers Initialisierung [4]:
αj=1 = −2[f(xk−1)− f(xk)]
Φ′(0)
. (6.1)
Ein anderes Verfahren, das die Schrittweite aus dem vorherigen Schritt nutzt und
sich gut fu¨r die Gradientenverfahren eignet, ist Folgendes [16]:
αj=1 = αk−1
∇fTk−1sk−1
∇fTk sk
. (6.2)
Im Weiteren werden verschiedene Verfahren zur Ermittlung von αj+1 vorgestellt, je-
weils die Extrapolation und die Interpolation fu¨r eine spezielle Strategie gemeinsam.
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6.2 Verfahren mit konstanten Faktoren
Es handelt sich hierbei um sehr einfache Verfahren, die zudem keine Absicherung
beno¨tigen. Sie vergro¨ßern und verkleinern die aktuellen Schrittweiten αj mit kon-
stanten Faktoren. Parametervorschla¨ge fu¨r dieses Verfahren werden an spa¨terer Stel-
le gegeben (siehe Kapitel A.1). Geometrisch veranschaulicht stellen sich diese Ver-
fahren wie in Abb. 6.1 dar.
Extrapolation Interpolation
α
Φ
α
j
=α
lo
α
j+1
α
j+2
α
lo
α
j
=α
hi
Φ(α)
α
j+3
α
j+1
=α
hi
α
j+2
=α
lo
Extrapol tion Inter olation
Abb. 6.1: Auffrisch-Strategie mit konstanten Faktoren
Die Vorschriften fu¨r die Extra- und Interpolation ergeben sich zu [4], [1]:
1. Extrapolationsphase:
αj+1 = aαj, a > 1 (6.3)
2. Interpolationsphase:
αj+1 = αlo + β(αhi − αlo), β < 1 (6.4)
Der Standardwert ist β = 0, 5. Damit ergibt sich immer die Ha¨lfte des
aktuellen Intervalls.
Wird αlo = 0 gehalten, ergibt sich in Kombination mit den Armijo-Kriterien der
originale Backtracking-Algorithmus von Armijo.
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6.3 Verfahren mit konstanten Summanden
Dieser ein wenig exotische Algorithmus wird von Bhatti [3] beschrieben. Er geht
im Gegensatz zu den gro¨ßer und kleiner werdenden Schritten der Verfahren mit
konstanten Faktoren stets mit konstanten Schritten vorwa¨rts. Extrapolation und
Interpolation unterscheiden sich nur im Maßstab der Schrittgro¨ßen (siehe Abb. 6.2).
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Abb. 6.2: Auffrisch-Strategie mit konstanten Summanden
Die Gleichungen fu¨r dieses Vorgehen ergeben sich folgendermaßen:
1. Extrapolationsphase:
αj+1 = αj + δ, (δ = z.B. 1 oder 0, 5) (6.5)
2. Interpolationsphase:
Falls u¨ber die Extrapolation eine zu große Schrittweite gefunden wurde, wird der
Schrittweiten-Summand um einen Faktor F (zum Beispiel F = 10) verkleinert und
es wird von αlo ausgehend erneut mit der Prozedur begonnen.
δ =
δ
F
, αj = αlo (6.6)
αj+1 = αj + δ (6.7)
Der Vorteil dieses Verfahren ist seine konsequente Vorwa¨rtsgerichtetheit. Es beno¨tigt
jedoch vermutlich zu viele Testschritte zum Finden einer akzeptablen Schrittweite.
Besser als die obigen Verfahren mit konstanten Schritten sind solche, die fu¨r das Er-
mitteln der na¨chsten Schrittweite Informationen u¨ber Φ(α) an den schon getesteten
Schrittweiten benutzen. Zwei dieser Verfahren werden im Folgenden vorgestellt.
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6.4 Verfahren mit quadratischen Polynomen
Diese Verfahren nutzen die Informationen u¨ber den Funktionswert Φ an einer Test-
schrittweite sowie u¨ber den Funktionswert Φ und der ersten Ableitung Φ′ an einer
anderen Testschrittweite. Damit versuchen diese Verfahren, den Verlauf der Funkti-
on Φ(α) mittels eines quadratischen Polynoms zu approximieren. Das (abgesicher-
te) Minimum dieses Polynoms wird dann als αj+1 verwendet. Die Spezifikation der
Parameter dieses Verfahrens geschieht an spa¨terer Stelle (siehe Kapitel A.1). Das
geometrische Prinzip ist in Abb. 6.3 dargestellt.
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Abb. 6.3: Auffrisch-Strategie mittels quadratischem Polynom
Die Auffrischgleichungen ergeben sich zu [3], [6], [1]:
1. Extrapolationphase:
Stu¨tzstellen: αj−1, αj
Benutzte Informationen an den Stu¨tzstellen: Φ(αj−1), Φ′(αj−1), Φ(αj)
Minimum des Polynoms laut Dennis/Schnabel [6]:
α˜j+1 = − Φ
′(αj−1)
2[Φ(αj)− Φ(αj−1)− Φ′(αj−1)] (6.8)
Minimum des Polynoms laut Alt [1]:
α˜j+1 = −
α2jΦ
′(αj−1)
2[Φ(αj)− Φ(αj−1)− αjΦ′(αj−1)] (6.9)
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Es folgt eine Absicherung von α˜j+1 mit Minimal- und Maximalwerten:
αj+1 = min {αmin,max [αmax, α˜j+1]} (6.10)
2. Interpolationsphase:
Die benutzten Gleichungen sind a¨hnlich wie die fu¨r die Extrapolation und es wird nur
noch einmal diejenige von Dennis/Schnabel mit den neuen Stu¨tzstellen angegeben.
Stu¨tzstellen: αlo, αhi
Benutzte Informationen an den Stu¨tzstellen: Φ(αlo), Φ
′(αlo), Φ(αhi)
α˜j+1 = − Φ
′(αlo)
2[Φ(αhi)− Φ(αlo)− Φ′(αlo)] (6.11)
Bei der Interpolation muss die signifikante innere Lage der neuen Testschrittweite
abgesichert werden:
Mit α˜lo = αlo + βlo(αhi − αlo), α˜hi = αhi − βhi(αhi − αlo) als den abgesicherten
Intervallgrenzen ergibt sich:
αj+1 = min {α˜lo,max [α˜hi, α˜j+1]} . (6.12)
Nach einem Nachpru¨fen der obigen Gleichungen zum Ermitteln des Minimums eines
quadratischen Ansatzpolynoms fu¨r die Funktion Φ stellte sich heraus, dass diese nur
Na¨herungsgleichungen darstellen und deshalb nicht immer optimal geeignet sind.
Dieses Verfahren erreicht vermutlich trotzdem meist einen deutlichen Geschwin-
digkeitsvorteil gegenu¨ber den Verfahren mit konstanten Faktoren, hat jedoch bei
negativen Kru¨mmungen in Φ(α) Schwierigkeiten, diese ada¨quat zu beschreiben. Da-
hingehend sind kubische Polynome zu bevorzugen.
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6.5 Verfahren mit kubischen Polynomen
Das geometrische Prinzip dieses Vorgehens ist in Abb. 6.4 dargestellt.
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Abb. 6.4: Auffrisch-Strategie mittels kubischem Polynom
Die Verfahren mit kubischen Polynomen (hier kubische Splines) sind a¨hnlich den
Verfahren mit quadratischen Polynomen, nur dass sie anstelle eines Ansatzes zwei-
ten Grades zum Approximieren der Eigenschaften von Φ(α) einen Ansatz dritten
Grades verwenden. Ein solches kubisches Polynom kann sich besser an negative
Kru¨mmungen in Φ anpassen und kann dementsprechend beim Auftreten solcher
schnellere Konvergenzraten erzeugen. Es werden wieder zwei Stu¨tzstellen αj−1 und
αj benutzt, an welchen nun jeweils die Informationen u¨ber Funktionswert und erste
Ableitung verwendet werden. Die Ermittlungsvorschriften ergeben sich wie folgt [4],
[14]:
1. Extrapolationsphase:
Stu¨tzstellen: αj−1, αj
Benutzte Informationen an den Stu¨tzstellen: Φ(αj−1), Φ′(αj−1), Φ(αj), Φ′(αj)
Das Minimum eines kubischen Splines wird wie folgt berechnet [4]:
p = Φ′(αj)− Φ′(αj−1)− 3Φ(αj)− Φ(αj−1)
αj − αj−1
D = p2 − Φ′(αj)Φ′(αj−1)
Wenn D < 0, existiert kein lokales Minimum des kubischen Polynoms.
d =
√
D · sign(αj − αj−1)
r =
d+ p− Φ′(αj)
2d+ Φ′(αj−1)− Φ′(αj)
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α˜j+1 = αj + r(αj−1 − αj) (6.13)
Die Absicherung der extrapolierten Schrittweite erfolgt wie bei der Extrapolation
mit quadratischen Polynomen (siehe oben).
2. Interpolationsphase:
Die Interpolation mit einem kubischen Polynom erfolgt mit den selben Gleichungen
wie die Extrapolation mit solchen, nur dass fu¨r αj−1: αlo und fu¨r αj: αhi einge-
setzt wird. Die Absicherung erfolgt a¨quivalent zu den Interpolationsverfahren mit
quadratischen Polynomen (siehe Kapitel 6.4).
Die Verwendung von kubischen Splines (wie den hier verwendeten), die zum Be-
schreiben des Verhaltens der Zielfunktion im Inneren des Stu¨tzstellenintervalls ge-
dacht sind fu¨r eine Extrapolation außerhalb dieses Intervalls kann den Algorithmus
zum Abbruch bringen. Da kubische Polynome Wendestellen besitzen, kann es vor-
kommen, dass bei der Extrapolation ein solches Polynom ein nach −∞ unbeschra¨nk-
tes Verhalten der Zielfunktion abbildet. Dies ist nicht zula¨ssig und fu¨hrt zu einem
Abbruch des Verfahrens, meist mit dem Folgefehler der zu ha¨ufigen Extrapolations-
durchla¨ufe. Fu¨r die Extrapolation sollte deshalb ein Verfahren mit quadratischen
Polynomen vorgezogen werden.
Es existieren auch Verfahren, die Informationen von mehr als zwei Testschrittwei-
ten verwenden. Eines soll folgend exemplarisch vorgestellt werden. Es nutzt an den
Testschrittweiten nur die Funktionswerte.
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6.6 Sektionssuche mit goldenem Schnitt
Dieses Verfahren arbeitet mit einem Faktor τ als goldenem Radius [3]:
τ =
1 +
√
5
2
. (6.14)
Die Extrapolation dieses Verfahrens ist a¨quivalent einem Extrapolationsverfahren
mit speziellem konstantem Vergro¨ßerungsfaktor. Die Interpolation arbeitet hinge-
gen mit zwei Testschrittweiten innerhalb ]αlo, αhi[, nach deren Eigenschaften dann
eine der beiden inneren Testschrittweiten αa oder αb eine neue Schranke αlo oder
αhi wird. Dieses Verfahren ist wegen der zwei inneren Testschrittweiten nicht mit
dem hier benutzten allgemeinen Algorithmus kompatibel, da dieser nur eine innere
Schrittweite nutzt. Das Prinzip dieses Verfahrens ist in Abb. 6.5 dargestellt.
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Abb. 6.5: Auffrisch-Strategie mit Sektionssuche
Die Auffrischverfahren ergeben sich folgendermaßen:
1. Extrapolationsphase:
αj+1 = αj + τ
n−1δ (6.15)
mit Schrittweitenparameter δ, zum Beispiel 1 oder 0,5;
und mit dem Iterationsza¨hler n=1,2,...
Dieser Auffrischalgorithmus kann die Schrittweiten trotz kleiner Anfangsschritte
schnell vergro¨ßern.
2. Interpolationsphase:
Diese Interpolation mittels Sektionssuche sucht nach einem lokalen Minimum der
Funktion Φ(α). Es werden dazu zwei innere Testschrittweiten in ]αlo, αhi[ berechnet:
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αa = αlo +
(
1− 1
τ
)
(αhi − αlo)
αb = αlo +
αhi − αlo
τ
Anhand der Funktionsinformationen an diesen inneren Punkten wird entschieden,
wo das neue Interpolationsintervall liegt:
Wenn Φ(αa) < Φ(αb) - Minimum in ]αlo, αb[, αhi ← αb
Wenn Φ(αa) ≥ Φ(αb) - Minimum in ]αa, αhi[, αlo ← αa
Dieses Intervallverkleinern wird wiederholt, bis eine gewu¨nschte Genauigkeit (αhi−
αlo) <  erreicht ist. Dann wird die Ha¨lfte dieses Intervalls als Lo¨sung fu¨r die exakte
Schrittweite benutzt:
αexakt =
αhi − αlo
2
.
Mit diesem Verfahren wird die Behandlung der Auffrisch-Strategien abgeschlossen.
Line-Search-Verfahren unterliegen einigen Einschra¨nkungen und bedu¨rfen deshalb
Absicherungen, die sicherstellen, dass keine unerlaubten Zusta¨nde eintreten. Diese
sind im folgenden Kapitel aufgefu¨hrt.
Kapitel 7
Absicherung und
Abbruchbedingungen des
Line-Search-Verfahrens
7.1 Die drei Konvergenzpunkte eines Line-Search-
Verfahrens
Genu¨gend abgesicherte Line-Search-Verfahren ko¨nnen gegen drei verschiedene Zusta¨nde
(Konvergenzpunkte) konvergieren [1], [4], [6], [14]. Diese sind in den folgenden drei
Abschnitten na¨her erkla¨rt.
7.1.1 Lokales Minimum in f
Konvergiert der Algorithmus zur gesuchten Lo¨sung, wird unter anderem die einfache
Bedingung fu¨r ein lokales Minimum (die Norm des Gradienten strebt gegen Null)
irgendwann erfu¨llt, das heißt:
‖∇fk‖ → 0. (7.1)
Fu¨r einen Abbruch des gesamten Optimierungsprozesses ist es jedoch sinnvoll, meh-
rere Abbruchkriterien fu¨r das Finden eines lokalen Minimums zu u¨berpru¨fen und
in Kombination einzusetzen. Wird keine Abbruchbedingung definiert, erreicht der
Algorithmus irgendwann die Maschinengenauigkeit. Abbruchbedingungen fu¨r ein lo-
kales Minimum ko¨nnen sein:
‖∇fk‖ < 1
‖sk‖ < 2
|fk−1 − fk| < 3
fk < 4
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7.1.2 Algorithmus konvergiert gegen −∞
Falls der Line-Search-Optimierungsprozess gegen −∞ konvergiert, das heißt:
fk → −∞, (7.2)
dann ist die Funktion f nach−∞ nicht beschra¨nkt, was eine Verletzung der Optimie-
rungsvoraussetzungen darstellt (siehe Kapitel 2). Absicherbar ist dieser Fall, indem
in der Extrapolationsphase nach einer maximalen Anzahl an Iterationen lmaxExtrapol
abgebrochen wird, falls bis dahin nur zu kleine Schrittweiten gefunden wurden.
7.1.3 Der Winkel zwischen sk und −∇fk wird 90°
Es kann unter Umsta¨nden vorkommen, dass der Winkel zwischen der Richtung des
steilsten Abstiegs −∇fk und dem ermittelten Schrittvektor sk gegen 90° konvergiert
(siehe Abb. 7.1).
−∇ f kcos ≈0
s
k
Höhenlinien von f
Abb. 7.1: Gradientenrichtung ist orthogonal zum Schrittvektor
Eine Schrittweitensuche nach dem Line-Search-Prinzip kann keine akzeptable Schritt-
weite ermitteln, wenn gilt:
cosΘ→ 0. (7.3)
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mit [14]:
cosΘ = − ∇f
T
k sk
‖sk‖ ‖∇fk‖
oder, da es nur auf die Richtung der Vektoren und nicht deren La¨nge
ankommt, mit [6]:
cosΘ =
∇fTk sk
‖sk‖2
.
Das geometrische Prinzip ist in Abb. 7.1 dargestellt. Eine Schrittrichtung kann nur
dann fu¨r einen Line-Search-Algorithmus genutzt werden, wenn cosΘ ≥ , das heißt,
der Kosinus des Winkels erheblich positiv ist. Dann kann eine Schrittrichtung sk
eine definite Abstiegsrichtung sein [4].
Die Absicherung gegen diesen Fall kann folgendermaßen aussehen:
Falls cosΘ < , wird Gk = Gk + µI solange regularisiert, bis cosΘ ≥  erreicht ist.
Falls dies nach lmaxRegul Durchla¨ufen noch nicht der Fall ist, wird abgebrochen.
7.2 Weitere Absicherungen
7.2.1 Abstiegsrichtung
Die Schrittrichtung muss fu¨r einen erfolgreichen Line-Search eine Abstiegsrichtung
nach (2.3) sein. Ist dies nach der Ermittlung des Schrittvektors nicht erfu¨llt, wird
Gk = Gk + µI solange regularisiert, bis diese Bedingung erfu¨llt ist oder bis die
maximal zula¨ssige Anzahl an Regularisierungsdurchla¨ufen lmaxRegul erreicht ist.
7.2.2 Der gradientenbezogene Schrittvektor
Die La¨nge des Schrittvektors sollte gradientenbezogen sein [14], das heißt,
‖sk‖ ≥ m ‖∇fk‖ , mit m = 10−3, (7.4)
erreichen, damit ein Fortschritt in den Koordinaten erzielt werden kann. Ist dies nach
der sk-Ermittlung nicht der Fall, kann wie oben mit einer Regularisierung versucht
werden, dies doch zu erreichen.
Diese Absicherung ist mit Vorsicht zu genießen, da sie mo¨glicherweise mit den Ab-
bruchbedingungen fu¨r das Finden eines lokalen Minimums in f kollidieren ko¨nnte!
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7.2.3 Zula¨ssige Schrittweiten in der Extrapolationsphase
Numerische Fehler ko¨nnen zu große oder zu kleine Schrittweiten αj+1 bei der Ex-
trapolation erzeugen [1]. Die Absicherung gegen ein solches Auftreten erfolgt u¨ber
Schranken, in welchen αj+1 liegen muss, und welche in Kraft treten, falls diese u¨ber-
schritten werden. Wird eine dieser Schranken erreicht und gewa¨hlt, wird die Extra-
polationsphase abgebrochen. Dies kann jedoch unter Umsta¨nden zu einem Abbruch
wa¨hrend der Interpolationsphase wegen zu ha¨ufiger Durchla¨ufe oder nicht zula¨ssiger
Intervalle fu¨hren. Die Schranken sind wie folgt definiert:
αj+1,min = max
{
−1
γ
· ∇f
T
k sk
‖sk‖2
, 1.01αj
}
αj+1,max = min
{
−γ · ∇f
T
k sk
‖sk‖2
, 10αj
}
mit γ = 10−4.
7.2.4 Intervalle bei der Interpolation
Es sollte abgebrochen werden, falls die obere Schranke kleiner ist als die untere:
αhi < αlo. (7.5)
Es sollte ebenfalls abgebrochen werden, wenn die Intervallbreite, in welcher eine
akzeptable Schrittweite vermutet wird, gegen Null tendiert [4]:
|αhi − αlo| < . (7.6)
7.2.5 Maximale Durchlaufzahlen
Viele andere unerlaubte Zusta¨nde ko¨nnen abgefangen werden, wenn maximale Durch-
laufzahlen angegeben werden:
-maximale Anzahl an Extrapolationen: lmaxExtrapol
-maximale Anzahl an Interpolationen: lmaxInterpol
-maximale Anzahl an Regularisierungdurchla¨ufen fu¨r Gk: l
max
Regul
Zudem ist der Fall denkbar, dass eine Funktion vorliegt, die die Abstiegsbedingungen
stets erfu¨llt, jedoch nicht nach −∞ beschra¨nkt ist. Dann wu¨rde eine Endlossuche
erfolgen. Dies kann zum Beispiel mit dem Verwenden der starken Wolfe-Kriterien
verhindert werden. Diese werden dann eine U¨berschreitung der maximalen Extra-
polationsanzahl erzeugen. Bei dem Fall einer Funktion, welche nach −∞ beschra¨nkt
ist, jedoch kein Minimum besitzt (zum Beispiel Konvergenz zu einem bestimmten
64
Wert in f), bricht der Algorithmus unter Umsta¨nden mit der Meldung: Lo¨sung
gefunden ab, da die Norm des Gradienten irgendwann unter den Grenzwert fa¨llt.
Ist der Gradient nicht als Lo¨sungskriterium ausgewa¨hlt, kann eine Endlossuche er-
folgen, welche irgendwann mit Fehlern wegen Erreichens der Maschinengenauigkeit
abbricht.
Mit den oben beschriebenen Vorgehensweisen sollte eine gute Basis-Absicherung des
Line-Search-Verfahrens mo¨glich sein. Die meisten Optimierungen ko¨nnen so ohne
unerlaubte Zusta¨nde durchlaufen. Bei gut gestellten Problemen ist der Algorithmus
nicht auf Absicherungen angewiesen.
Kapitel 8
Implementierung
8.1 Grundlegende Struktur der Implementierung
Das vorliegende Programmpaket zur Minimierung von zweimal stetig differenzierba-
ren Funktionen, in welchem das Line-Search-Verfahren implementiert wurde, heißt
Optimization(Version), (siehe Kapitel 4). Alle beno¨tigten Quell-Dateien (.cpp)
und Header-Dateien (.h) stehen in Unterverzeichnissen, welche ihrem Inhalt ent-
sprechend benannt sind. Die Implementierung wurde in C++ objektorientiert vor-
genommen, das heißt, alle Funktionen und Daten stehen in Klassen oder Strukturen,
welche diese ihrem Inhalt nach ordnen. Das Optimierungs-Programmpaket nutzt fu¨r
alle Matrizenoperationen und fu¨r die Erstellung von dynamischen Datenstrukturen
das Freeware-Paket Newmat10. Konvertierungsfunktionen in andere Datenformate
wie Blitz++ sind integriert. Das Programm ist so ausgelegt, dass es ohne A¨nderun-
gen im Quelltext nur u¨ber die Eingabedatei OptInputData.dat gesteuert werden
kann. Das Programm ist weitgehend eigensta¨ndig und beno¨tigt von einer Umge-
bung fu¨r einen vom Optimierungs-Programm gelieferten Parametervektor xk+1 le-
diglich die Berechnung des Funktionswertes fk+1, des Gradienten ∇fk+1 und even-
tuell der Matrix der zweiten Ableitungen Gk+1 der zu minimierenden Zielfunkti-
on. Das Einfu¨gen des Optimization Programm-Pakets erfolgt u¨ber das Einfu¨gen
der Routinen in Main.cpp in das umgebende Programm. Die Unterverzeichnisse
mu¨ssen mit kopiert und in das Makefile der neuen Umgebung eingefu¨gt werden.
Die Datenu¨bergabe erfolgt u¨ber die Struktur ExternData und wird im Folgenden
fu¨r Blitz++-Dateien kurz erla¨utert. Fu¨r andere Datenformate mu¨ssen die Funk-
tionen der Klasse DataConvert.h und der Inhalt der Daten-Struktur ExternData
angepasst werden. Die zu u¨bergebenden Dateien werden in die in ExternData zur
Verfu¨gung gestellten Datenstrukturen fu¨r Blitz++-Daten kopiert1 und vom Opti-
mierungsprogramm in jedem Schritt in die Newmat-Daten konvertiert.
Das Optimierungs-Programmpaket entha¨lt neben dem Line-Search-Verfahren noch
weitere Algorithmen. Es beinhaltet ein steuerbares Trust-Region-Verfahren (siehe
1-vor jeder Funktionswertberechnung: U¨bergabe folgender Daten des Optimization-Programm-
Pakets an ExternData (im Blitz++-Format): Durchlauf, Solution, Fehlercode und xk+1
-nach jeder Funktionswertberechnung: U¨bergabe folgender Daten des umgebenden Programms
an ExternData (im Blitz++ Format): fk+1, ∇fk+1, evtl. Gk+1 und Fehlercode
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[5]) und die den Verfahren u¨bergeordneten Algorithmen der Quasi-Newton-
Approximation der Matrix der zweiten AbleitungenGk+1 (siehe Kapitel 2.5.2) sowie
eine Absicherung der positiven Definitheit dieser (siehe Kapitel 2.6).
Fu¨r das Line-Search-Verfahren sind neben allen beschriebenen Absicherungen noch
folgende Algorithmen implementiert (siehe Kapitel 7):
Fu¨r die Akzeptanzkriterien wurde das einfache Armijo-Kriterium wegen seiner Ein-
fachheit, die einfachen Wolfe-Kriterien wegen ihres Status als zur Zeit modernstes
Verfahren, die starken Wolfe-Kriterien wegen ihrer Mo¨glichkeit die exakte Schritt-
weite zu simulieren und die Goldstein-Kriterien als weitere Kriterien-Kombination
mit einem Kriterium fu¨r zu kleine Schrittweiten implementiert. Alle weiteren vorge-
stellten Akzeptanzkriterien sind entweder zu speziell oder nicht mit dem verwende-
ten Intervallschachtelungsalgorithmus kombinierbar (siehe Kapitel 5). Fu¨r die Ver-
fahren zur Extrapolation und Interpolation wurden die Verfahren mit konstanten
Faktoren ihrer Einfachheit und numerischen Robustheit wegen, die Verfahren mit
quadratischen Polynomen wegen ihrer, trotz relativ einfachen Schemas, schnelleren
Konvergenzraten und die Verfahren mit kubischen Polynomen wegen ihrer Fa¨hig-
keit, negativen Kru¨mmungen zu folgen, implementiert. Auch bei diesem Abschnitt
der Line-Search-Verfahren sind Algorithmen weggelassen worden, welche den Spe-
zifikationen des verwendenten Intervallschachtelungsalgorithmus nicht entsprechen
(siehe Kapitel 6). Die implementierten Optionen des Line-Search-Verfahrens sind an
spa¨terer Stelle beschrieben (siehe Kapitel A.4.3).
Bei den Trust-Region-Verfahren wurden einige u¨berflu¨ssige Optionen weggelassen
(fu¨r Details siehe [5]). Darunter befindet sich die Regularisierungsparameteriterati-
on mittels Φ2 (Newton-Iteration) und mittels Cholesky-Faktorisierung. Die Strategie
nach Hebden, welche in dieser Implementation integriert bleibt, hatte sich als aus-
reichend und stabil erwiesen. Zudem sind die u¨berflu¨ssigen Optionen der numerisch
stabilen ρk-Ermittlung und der Schrittvektorermittlung mittels Cholesky-Zerlegung
weggefallen. Hinzugekommen ist eine funktionstu¨chtige Skalierung. In allen ande-
ren Punkten entspricht die Implementation des Trust-Region-Verfahrens in diesem
Programm-Paket einer u¨berarbeiteten Version des Levenberg-Marquardt-Verfahrens
in [5]. Die zur Verfu¨gung stehenden Optionen des Trust-Region-Verfahrens werden
im weiteren Verlauf noch na¨her beschrieben (siehe Kapitel A.4.2).
Der Verlauf der Optimierung wird in der Datei Results.dat hinterlegt. Falls die Op-
timierung mit einem Fehler abgebrochen wird, kann u¨ber den in Results.dat aus-
gegebenen Fehlercode und u¨ber die Liste der Fehlercodes die Ursache eingegrenzt
werden (siehe Kapitel A.2). Die Lo¨sungsdaten stehen nach einem Abbruch der Opti-
mierung durch Finden einer Lo¨sung in ExternData und werden in die Ausgabedatei
Results.dat geschrieben. Die Lo¨sungsdaten sind zudem die zuletzt u¨bergebenen
Daten des umgebenden Programms. Das Optimization-Programm-Paket darf nicht
direkt mit einer exakten Lo¨sung gestartet werden. Falls dies doch no¨tig ist, mu¨ssen
weitere Tests dieser Option durchgefu¨hrt werden (siehe u.a. LevMarqAlgorithm.cpp:
Zeile 16,17 und LineSearchAlgorithm.cpp Zeile 35,36).
Die große Fu¨lle an Funktionen des Optimization-Programm-Pakets mit ihren ent-
sprechenden Eingaben in der Steuerungsdatei OptInput.dat wird im Kapitel A.4
vorgestellt.
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8.2 Anwendungsgebiete
8.2.1 Identifikation der Materialparameter der isotropen Ver-
festigung und der HILLschen Fließbedingung
Das in diesem Fall vorliegende Optimierungsproblem ist ein nichtlineares Quadrat-
mittelproblem. Dieses kann genutzt werden, nicht messbare Parameter eines mathe-
matischen Modells mittels messbarer Werte zu ermitteln. Um die gesuchten Modell-
parameter bestmo¨glich an Messwerte anzupassen (Data-Fitting) und damit diese
zu ermitteln, muss die Fehlerquadratsumme2 des Problems minimal werden. Das
vorliegende spezielle mathematische Modell ist ein Materialmodell fu¨r anisotropes
(orthotropes) Materialverhalten mit isotroper Verfestigung wa¨hrend des plastischen
Fließens. Das Einsatzgebiet solcher Modelle findet sich zum Beispiel in der Umform-
technik (fu¨r Details siehe u.a. [5] und [9]). Dieses Materialmodell beschreibt den ak-
tuellen Spannungszustand des betreffenden Materials und damit die resultierenden
Verschiebungen und Kra¨fte eines plastischen Eindringversuches unter Beru¨cksichti-
gung einiger zula¨ssiger Vereinfachungen.
Es beinhaltet zum einen die HILLsche Fließbedingung, welche fu¨r orthotropes3 Ma-
terialverhalten bei mehrachsiger Beanspruchung eine Bedingung darstellt, ob sich
das Material im plastischen oder elastischen Bereich befindet. Liegt die Fließspan-
nung σF u¨ber der Fließgrenze, liegt plastisches Materialverhalten vor. Die HILLsche
Fließbedingung besitzt 6 Parameter: die HILLschen Anisotropieparameter. Diese
nichtmessbaren Materialparameter fu¨r ein unbekanntes Material zu identifizieren,
ist ein Ziel dieser Arbeit.
σF =
1√
2
[a1(σ22 − σ33)2 + a2(σ33 − σ11)2 + a3(σ11 − σ22)2
+3a4(σ23)
2 + 3a5(σ13)
2 + 3a6(σ12)
2]
1/2
(8.1)
Die Parameter a1,..,6 sind mit den Eingabewerten F¯ , G¯, H¯, L¯, M¯ , N¯ fu¨r MSC.Marc
auf folgende Weise verknu¨pft:
a1 =
1
G¯2
+
1
H¯2
− 1
F¯ 2
a2 =
1
G¯2
+
1
F¯ 2
− 1
H¯2
a3 =
1
F¯ 2
+
1
G¯2
− 1
H¯2
a4 =
2
L¯2
, a5 =
2
M¯2
, a6 =
2
N¯2
(8.2)
2Eine Fehlerquadratsumme ist eine Quadratsumme der Differenzen (Residuen) zwischen gemes-
senen Werten und mit dem betreffenden Modell ermittelten Werten u¨ber allen Parametern und
Lastschritten.
3Orthotropes Materialverhalten ist ein Spezialfall des anisotropen Materialverhaltens, bei dem
die Eigenschaften in die verschiedenen Koordinatenrichtung jeweils um 180° drehbar sind.
68
Die Eingabewerte fu¨r MSC.Marc sind dementsprechend die Zielparameter der Opti-
mierung fu¨r die Ermittlung der Anisotropieparameter. Sie lassen sich als Verha¨ltnis
der zugeordneten Fließspannungskomponente zur Anfangsfließspannung darstellen.
Sind alle Anisotropieparameter eins, liegt isotropes Materialverhalten vor.
F¯ =
σF11
σF0
, G¯ =
σF22
σF0
, H¯ =
σF33
σF0
N¯ =
√
3σF12
σF0
, M¯ =
√
3σF13
σF0
, L¯ =
√
3σF23
σF0
(8.3)
Die Zusammenha¨nge der MSC.Marc-Eingabewerte der Anisotropieparameter mit
den urspru¨nglichen HILLschen Anisotropieparametern F,G,H,L,M,N sind in [9]
na¨her beschrieben.
Des weiteren beinhaltet das Materialmodell ein Verfestigungsgesetz, welches die
A¨nderung des Verlaufs der Fließspannung im plastischen Bereich (die Verfestigung)
beschreibt. Es wird ein Potenzgesetz fu¨r die isotropen Verfestigung verwendet, wel-
ches in MSC.Marc als Power-Law implementiert ist:
σF = a
(
σF0
E
+ pV
)n
+B(e˙pv)
m. (8.4)
Der Parameter B wird im vorliegenden Fall zu Null angenommen, pV stellt die pla-
stische Vergleichsdehnung dar und E ist der E-Modul. Die drei zu identifizierenden
Parameter der isotropen Verfestigung sind somit der Faktor a, die Anfangsfließspan-
nung σF0 und der Exponent n.
Der Parametervektor fu¨r das Optimierungsverfahren ergibt sich aus den obigen Zu-
sammenha¨ngen folgendermaßen:
x = (σF0, a, n, F¯ , G¯, H¯, L¯, M¯ , N¯)
T . (8.5)
Diese 9 Parameter sollen ermittelt werden. Das Materialmodell ist in der kommerzi-
ellen FEM-Software MSC.Marc implementiert. Es kann somit ein Eindringversuch in
MSC.Marc simuliert werden, welcher ebenfalls als reale Messung durchgefu¨hrt wird.
Damit bestehen die Voraussetzungen fu¨r das Aufstellen einer Quadratmittelaufgabe
zur Identifikation der Materialparameter des realen, im Eindringversuch benutzten
Materials. Es existiert dementsprechend ein mathematisches Modell, in welchem die
Zielparameter beliebig variiert werden ko¨nnen und welches mit dem realen Versuch
vergleichbare Funktionswerte liefert. Diese vergleichbaren Funktionswerte sind die
Kraft-Verschiebungskurven des Eindringversuches aus der FE-Simulation einerseits
und des realen Eindringversuchs andererseits. Somit entstehen aus den Differenzen
der Funktionswerte der FE-Simulationen und der realen Messungen die Residuen
und damit ist das Quadratmittelproblem formulierbar. Der Lo¨sungsvektor des nicht-
linearen Quadratmittelproblems aus der unrestringierten Optimierung stellt damit
die zu identifizierenden, nicht messbaren Materialparameter dar. Das Quadratmittel-
problem und somit die Zielfunktion der Optimierung ergibt sich mit den numerisch
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berechneten Werten F (x) und den experimentell ermittelten Kraft-Verschiebungs-
Kurven als Vergleichsgro¨ßen F¯ folgendermaßen:
f(x) =
nE∑
l=1
kEl
2
nLl∑
i=1
3∑
k=1
[
{Fk(x)}il −
{
F¯k
}
il
]2
, (8.6)
mit den Grenzen:
nE - Anzahl der Vorwa¨rtsrechnungen (Experimente), (1 ≤ nE ≤ 9)
nLl - Anzahl der Lastschritte in der l-ten Vorwa¨rtsrechnung (nLl > 0)
und mit dem Wichtungsfaktor fu¨r die l-te Vorwa¨rtsrechnung:
kEl - Wichtungsfaktor der betrachteten Experimente in der Gesamtziel-
funktion (0 ≤ kEl ≤ 1).
Zum Test der Routinen wird die Parameterreidentifikation verwendet. Es werden
synthetische Eindringkurven eines Materials benutzt, von welchem die Material-
parameter bekannt sind. Danach werden diese gesto¨rt, um einen Startvektor fu¨r
das nichtlineare Quadratmittelproblem zu erhalten. Vorausgesetzt, die benutzten
Routinen zur Lo¨sung der unrestringierten Optimierung arbeiten korrekt, muss der
urspru¨ngliche Parametersatz reidentifiziert werden. Die beno¨tigten Ableitungen wer-
den numerisch u¨ber Differenzenquotienten ermittelt.
Fu¨r diesen Anwendungsfall liegen die Jacobi-Matrizen vor und es kann, neben al-
len anderen Optionen, ein Gauß-Newton-Verfahren etabliert werden (siehe Kapitel
2.5.6).
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8.2.2 Optimierung der Form eines Umformwerkzeugs
Weitere Anwendungsfa¨lle sind die Formoptimierung sowie die Prozessparameter-
optimierung. Die Geometrie eines Umformwerkzeugs kann u¨ber diskrete Parameter,
wie den Stu¨tzstellen kubischer Splines, beschrieben werden. Diese geometrischen
Parameter dienen dann als Parametervektor, u¨ber welchem die unrestringierte Op-
timierung ausgefu¨hrt wird. Die zu minimierende Zielfunktion ist in diesem Fall die
Umformkraft. Diese wird u¨ber eine FE-Simulation des Umformvorgangs ermittelt,
welche als variable Gro¨ßen die vom Optimierungsverfahren gelieferten geometri-
schen Parameter des Werkzeugs beinhaltet. Damit sind alle beno¨tigten Gro¨ßen und
Schnittstellen fu¨r die Optimierung vorhanden. Als Lo¨sungsvektor des Optimierungs-
prozesses erha¨lt man Geometrieparameter, welche dem FE-Ansatz entsprechend eine
Form des Werkzeugs repra¨sentieren, fu¨r welches die Umformkraft minimal wird. In
der selben Weise wie fu¨r die Geometrieparameter kann auch eine Optimierung an-
derer Prozessparameter u¨ber eine Kombination eines Optimierungsverfahrens und
einer FE-Simulation mit vera¨nderlichen Prozessparametern vorgenommen werden.
Der vorliegende spezielle Anwendungsfall ist die Formoptimierung der Werkzeug-
schulter einer Matrize fu¨r das Vorwa¨rtsfließpressen unter Beru¨cksichtigung aus-
gewa¨hlter Optimierungskriterien.
Die Ableitungen werden ebenfalls numerisch u¨ber Differenzenquotienten ermittelt.
Bei diesem Anwendungsfall liegen keine Informationen u¨ber die zweiten Ableitun-
gen, wie die Gauß-Newton-Matrizen, vor. Die Verfahrensauswahl beschra¨nkt sich
demnach auf die Quasi-Newton- und Gradientenverfahren (siehe u.a. Kapitel 2.5.2).
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8.3 Test des Programms anhand der Identifikati-
on der Parameter der isotropen Verfestigung
und der HILLschen Fließbedingung
In diesen Testreihen kommt die Parameterreidentifikation zum Einsatz. Das be-
deutet, anstatt die FE-Simulationen mit reellen Messwerten aus Eindringversuchen
abzugleichen, werden mit vorgegebenen Materialparametern synthetische Mess-
werte mittels einer a¨quivalenten FE-Simulation erstellt. Diese wird dann fu¨r das
Data-Fitting verwendet, wobei die vorgegebenen Parameter reidentifiziert werden
mu¨ssen. Dies hat zwei Vorteile: die schnelle Erstellung von neuen Messwerten und
die Bekanntheit der Zielwerte. Damit ist ein gutes Einscha¨tzen der Leistungsfa¨higkeit
des Optimierungsalgorithmus mo¨glich (fu¨r weitere Details dieses Anwendungsfalls
siehe unter anderem das Kapitel 8.2.1). Alle im Folgenden besprochenen Tests sind
im digitalen Versuchsreihenverzeichnis detailliert dokumentiert. Im Kapitel B.1 sind
einige ausgewa¨hlte Versuchsreihen beschrieben. Dazu geho¨ren jeweils die Standard-
und optimalen Konfigurationen fu¨r die im Folgenden betrachteten verschiedenen
Aspekte. Zudem liegen zu allen Tests die verwendeten Eingabedateien in digitaler
Form vor. Damit ist ein leichtes Nachvollziehen der Tests mo¨glich.
8.3.1 Einfluss der Funktionsumgebung
Um das Verhalten des Optimierungsalgorithmus besser zu verstehen, ist es wichtig,
das Funktionsumfeld zu kennen, in welchem dieser arbeitet. Das vorliegende Funk-
tional ist fu¨r einen auf Newtonschritten basierenden Optimierungsalgorithmus nicht
problemlos zu bewa¨ltigen. Es ist charakterisiert durch starke Koppelung der einzel-
nen Parameter, Bereiche mit sehr kleinen Unterschieden in den Zielfunktionswerten
und Bereiche mit sehr großen Werten in den Gradienten (fu¨r mehr Details und wei-
tere Darstellungen der Abha¨ngigkeiten siehe Kapitel B.2). Als erstes Beispiel wird
der Verlauf der Zielfunktion in Abha¨ngigkeit von σF0 und a betrachtet (siehe Abb.
8.1).
Dieser Verlauf der Zielfunktion ist typisch fu¨r alle Parameter der isotropen Verfesti-
gung. Gut zu erkennen, ist die starke Kopplung der Parameter. Einzeln betrachtet
hat jeder Parameter einen parabela¨hnlichen Verlauf. Das Minimum dieses Verlaufs
wird jedoch von dem Wert des jeweils anderen Parameters verschoben. Dadurch
entsteht das gut zu erkennende flache Tal, in welchem sich die Zielfunktionswerte
nur wenig unterscheiden. Dies ist ein komplizierter Verlauf fu¨r ein Optimierungsver-
fahren. Zum einen muss die Lastschrittzahl der FE-Simulation sehr hoch sein, um
diese Unterschiede aufzulo¨sen. Ist sie zu gering, bleibt das Verfahren in dem flachen
Tal stehen. Im vorliegenden Anwendungsfall ist eine Optimierung mittels Werten ei-
ner FE-Simulation mit 250 Lastschritten noch nicht konvergent (siehe Test 31/33)
und Optimierungen mit 500 Lastschritten und daru¨ber hinaus sind konvergent (siehe
Test 34).
Zum anderen zeigen die Optimierungsverfahren deutlich unterschiedliche Leistun-
gen in Abha¨ngigkeit vom Startwert. Besser fu¨r ein Optimierungsverfahren ist der
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Abb. 8.1: Zielfunktion in Abha¨ngigkeit von σF0 und a fu¨r 500 Lastschritte
steile Verlauf einer Flanke (wie in Abb. 8.1), bei einer Kombination der Startwerte
gro¨ßer dem Zielwert von σF0 und gro¨ßer dem Zielwert von n. Startet ein Verfahren
derart, dass eine Kombination der Startwerte mit mehr Flanken als flachen Berei-
chen entsteht, ist der Optimierungsalgorithmus im Allgemeinen sehr viel schneller
konvergent (siehe dazu die folgende Tabelle a¨quivalenter Testreihen mit unterschied-
lichen Startwerten sowie fu¨r Details der Tests die Liste der durchgefu¨hrten Tests in
digitaler Form).
Testeigenschaften Testnummer Iterationsschritte
Identifikation von σF0, a, n, Startpunkt:
1 flacher Bereich, 2 Flanken
38 15
Identifikation von σF0, a, n, Startpunkt:
2 flache Bereiche, 1 Flanke
53 25
Tabelle 8.1: Variation der Startpunkte
Dieser Effekt ist jedoch auch von Nachteil. Die steile Flanke geht in einen Newton-
schritt sehr viel sta¨rker ein als die Richtung entlang des flachen Anstiegs. Das hat
zur Folge, dass bis zum Erreichen des tiefsten Bereichs der flachen Richtung ein Pa-
rameter in eine falsche Richtung gegangen werden kann (siehe Abb. 8.2). Deutlich
zu erkennen ist, dass der Exponent n erst in eine falsche Richtung gezogen wird,
bevor der Parameter σF0 das Minimum erreicht hat. Danach geht der Algorithmus
langsam durch den flachen Bereich zum gesuchten Minimum.
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Abb. 8.2: Verlauf der Parameter der isotropen Verfestigung fu¨r ein Line-Search-
Verfahren
Startwerte zu wa¨hlen mit vielen steilen und wenigen flachen Bereichen, ist in die-
sem speziellen Funktionsumfeld nicht von Vorteil. Dann wird sehr ha¨ufig einer der
Parameter soweit in die falsche Richtung gezwungen, dass er negativ wird. Dies ist
ein unerlaubter Zustand und fu¨hrt zum Abbruch der FE-Rechnung. Einen Ausweg
aus dieser Situation bieten nur die Trust-Region-Verfahren mit einer stark einge-
schra¨nkten Startschrittweite und einer Skalierung der Parameter. Dies macht einen
solchen Fall zwar lo¨sbar, jedoch auf Kosten einer hohen Iterationsschrittanzahl. Ein
Beispiel dafu¨r ist Test 67, der mit einem Start-Vertrauensbereich von 0,5 erst nach
22 Schritten die Lo¨sung erreicht.
Nahe dem gesuchten Minimum verliert sich der Einfluss dieses Funktionsumfeldes.
Die Tests 65/66 mit einer Parametervariation um lediglich zehn Prozent des Ziel-
wertes, beno¨tigen beide jeweils vier Iterationsschritte zur Lo¨sung, obwohl der eine
mit einem schlechteren und der andere mit einem besseren Parametervektor gestar-
tet wurde.
Die einzige Ausnahme in dem stark gekoppelten Verhalten der Parameter bilden die
HILLschen Anisotropieparameter F¯ , G¯, H¯ und L¯, M¯ , N¯ jeweils untereinander. Deren
Funktionsverlauf ist gepra¨gt von schwacher Kopplung. Das bedeutet, die Werte der
Parameter beinflussen das Minimum des anderen Parameters nicht (siehe Abb. 8.3).
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Abb. 8.3: Verlauf der Zielfunktion fu¨r die Parameter F¯ /F¯Ziel und G¯/G¯Ziel
Die vorliegenden Testreihen fu¨r die drei Parameter der isotropen Verfestigung sind
meist mit einer Parametersto¨rung um 50 Prozent mit Werten unter den Zielwerten
gestartet worden. Dies entspricht einem Startpunkt mit zwei flachen Bereichen und
einer Flanke (siehe Abb. 8.2). Die HILLschen Anisotropieparameter sind mit einer
Variation von 20 Prozent gestartet worden.
8.3.2 Test der Line-Search-Verfahrensparameter
Die folgenden Tests sind mit den drei Parametern der isotropen Verfestigung und
einer Vorwa¨rtsrechnung erstellt worden.
In diesem Abschnitt wird u¨ber Variation der Verfahrensparameter des implementier-
ten Line-Search-Verfahrens versucht, ein fu¨r diesen Anwendungsfall optimal kon-
figuriertes Line-Search-Verfahren zu ermitteln. Dazu wird ausgehend von einem
willku¨rlich gewa¨hlten Standardverfahren die Verfahrensparametervariation vorge-
nommen und die A¨nderung der Iterationsschrittzahl bis zur genu¨gend genauen
Reidentifikation der Zielparameter als Gu¨tekriterium verwendet. Die hier benutz-
te Standard-Parameterkombination ist in Test 38 hinterlegt (siehe Kapitel B.1).
Als erster Parameter wird der Armijo-Parameter c1 betrachtet. Da im vorliegenden
Fall die Newtonschritte sehr gut sind und nie eine nicht erzwungene Extrapolation
beobachtet wurde, ist dies der wichtigste Parameter der Line-Search Akzeptanzkri-
terien. Er steuert, wann eine Interpolation begonnen wird. Wenn die verwendeten
Akzeptanzkriterien nicht sehr restriktiv mit der Ru¨ckweisung von zu kleinen Schrit-
ten sind (wie die exakte Schrittweite), sind die anderen Parameter der Akzeptanz-
kriterien nicht von Einfluss (siehe Tabelle 8.2).
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Testeigenschaften Testnummer Iterationsschritte
c1 = 0, 0001 38 14
c1 = 0, 1 43 15
c1 = 0, 2 46 15
c1 = 0, 5 54 30
Tabelle 8.2: Variation des Armijo-Parameters c1
Gut zu erkennen ist die schlechtere Leistung der Verfahren, je eher der Newtonschritt
durch eine Interpolation gesto¨rt wird. Der beste Wert wir demnach mit c1 = 0, 0001
angenommen.
Als zweiter Test werden die verschiedenen Akzeptanzkriterien betrachtet (siehe Ka-
pitel 5). Da im vorliegenden Fall keine Extrapolation aufgetreten ist, sind die Er-
gebnisse fu¨r die Armijo-Kriterien und die einfachen Wolfe-Kriterien wie in Test 38
identisch und werden nicht noch einmal einzeln aufgefu¨hrt (siehe Tabelle 8.3).
Testeigenschaften Testnummer Iterationsschritte
einfache Wolfe-Kriterien
c1 = 0, 0001, c2 = 0, 9
38 14
Goldstein-Kriterien c1 = 0, 2, c3 = 0, 8 46 15
starke Wolfe-Kriterien
c1 = 0, 0, 0001, c2 = 0, 5
45 16
starke Wolfe-Kriterien
c1 = 0, 0, 0001, c2 = 0, 9
47 17
exakte Schrittweite (starke Wolfe-
Kriterien) c2 = 0, 1
56 38
Tabelle 8.3: Variation des Akzeptanzkriteriums
Die einfachen Wolfe-Kriterien stellen sich als beste Variante heraus, da sie mit der
vorliegenden Parameterkombination den Newtonschritt so wenig wie mo¨glich beein-
flussen.
Mit der dritten Testreihe wurden die Verfahren zum Auffrischen der Schrittweite
α betrachtet (siehe Kapitel 6). Bei Verfahren mit kubischen Polynomen war eine
Extrapolation nicht mo¨glich, da dort numerische Fehler aufgetreten sind. Dort wur-
de nur mit kubischer Interpolation gearbeitet. Die Tests wurden jeweils mit den
starken Wolfe-Kriterien und c2 = 0, 9 durchgefu¨hrt, um den Algorithmus zu einigen
Extrapolationsvorga¨ngen zu zwingen (siehe Tabelle 8.4).
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Testeigenschaften Testnummer Iterationsschritte
konstante Faktoren a = 2, β = 0, 5 47 17
quadratisches Interpolieren nach [6]
βlo = 0, 1, βhi = 0, 1
48 22
quadratisches Interpolieren nach [1]
βlo = 0, 1, βhi = 0, 1
49 22
kubische Interpolation
βlo = 0, 1, βhi = 0, 1
50 33
quadratisches Interpolieren nach [6]
βlo = 0, 1, βhi = 0, 5
51 14
konstante Faktoren und αk+1 = αk−1 52 20
einfache Wolfe-Kriterien, konstante
Faktoren a = 3, β = 0, 25
40 12
Tabelle 8.4: Variation des Verfahrens zum Auffrischen von α mit den starken Wolfe-
Kriterien
Zusa¨tzlich wurde mit den drei besten Varianten noch eine Reihe mit der exakten
Schrittweite gerechnet, da dort die Verfahren zum Auffrischen von α am wichtigsten
sind (siehe Tabelle 8.5).
Testeigenschaften Testnummer Iterationsschritte
konstante Faktoren a = 2, β = 0, 5 56 33
quadratisches Interpolieren nach [6]
βlo = 0, 1, βhi = 0, 5
57 34
konstante Faktoren a = 3, β = 0, 25 55 37
Tabelle 8.5: Variation des Verfahrens zum Auffrischen von αmit exakter Schrittweite
Trotz der Ergebnisse fu¨r die exakte Schrittweite wird als Fazit der obigen Testrei-
hen zu den Line-Search-Verfahren als optimale Konfiguration der Test 40 gewa¨hlt.
Diese nutzt die einfachen Wolfe-Kriterien mit den Faktoren c1 = 0, 0001, c2 = 0, 9
und verwendet zum Auffrischen von α das Verfahren mit konstanten Faktoren und
a = 3, β = 0, 25 (weitere Details siehe Kapitel B.1). Ein Verfahren mit der optimalen
Konfiguration beno¨tigt 12 statt der 14 Iterationsschritte des gewa¨hlten Standardver-
fahrens, um die fu¨nfzigprozentige Sto¨rung der Parameter der isotropen Verfestigung
auszugleichen.
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8.3.3 Einfluss der Startwerte und der Qualita¨t der Ablei-
tungsermittlung
Wie im Kapitel 8.3.1 schon kurz erwa¨hnt, ist die Leistung eines Optimierungsver-
fahrens stark abha¨ngig von den Startwerten und der Qualita¨t der Ableitungsermitt-
lung. Dies soll im Folgenden anhand von Testrechnungen mit den drei Parametern
der isotropen Verfestigung verdeutlicht werden.
Testeigenschaften Testnummer Iterationsschritte
xi/xi,Ziel = 0, 9 29 3
xi/xi,Ziel = 0, 7 32 7
xi/xi,Ziel = 0, 5 39 8
Tabelle 8.6: Leistung von Line-Search-Verfahren mit einer FE-Simulation mit 1000
Lastschritten bei unterschiedlichen Sto¨rungen der Zielparameter
Testeigenschaften Testnummer Iterationsschritte
xi/xi,Ziel = 0, 9 34 4
xi/xi,Ziel = 0, 7 37 8
xi/xi,Ziel = 0, 5 38 15
Tabelle 8.7: Leistung von Line-Search-Verfahren mit einer FE-Simulation mit 500
Lastschritten bei unterschiedlichen Sto¨rungen der Zielparameter
Gut zu erkennen ist die schnellere Konvergenz na¨her der Lo¨sung, sowie die ver-
besserte Leistung bei Verwendung ho¨herer Lastschrittzahlen in der FE-Simulation.
Wird mit einer Lastschrittzahl von 250 gerechnet, sind die Verfahren nicht mehr
konvergent (siehe Test 31/33).
8.3.4 Test der Quasi-Newton-Strategien
Die Tests, auf denen die folgenden Aussagen aufbauen, sind mit den drei Parametern
der isotropen Verfestigung und einer Vorwa¨rtsrechnung erstellt worden.
Im Anwendungsfall der Identifikation der Materialparameter ist mit der Gauß-
Newton-Matrix eine gute Na¨herung der Hesse-Matrix gegeben. Im Fall der For-
moptimierung sind nur die Gradienten vorhanden. Dort mu¨ssen die Quasi-Newton-
Verfahren zum Approximieren der Hesse-Matrix eingesetzt werden (siehe Kapitel
2.5.2). Es wurden vier verschiedene Quasi-Newton-Strategien implementiert, welche
im Folgenden getestet werden sollen. Die Quasi-Newton-Verfahren erwiesen sich als
sehr abha¨ngig vom Startwert. Wird zum Beispiel eine Testreihe unterbrochen und
an der erreichten Zielparameterkonstellation fortgesetzt, ergeben sich Matrizen der
zweiten Ableitungen, welche sich von einem ununterbrochenen Optimierungsvorgang
unterscheiden. Bei den Gauß-Newton-Verfahren ist dies nicht der Fall. Zudem ha¨ngt
die Leistung stark von der verwendeten Startmatrix ab. Die in der Literatur beschrie-
benen Startmatrizen sind fu¨r den vorliegenden Anwendungsfall nicht praktikabel. Da
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sie sehr stark an dem Gradientenschritt orientiert sind, erzeugen sie zu große erste
Schritte, welche den Algorithmus in undefinierte Parameterwerte leiten. Es wurden
deshalb fu¨nf verschiedene Startprozeduren implementiert. Wegen der Schwierigkei-
ten beim Verfahrensstart wurden die Testreihen mit einem Trust-Region-Verfahren
mit optimaler Konfiguration laut [5] und einem kleinen Anfangsvertrauensbereich
durchgefu¨hrt, um eventuelle falsche erste Schritte abzufangen. Dies erkla¨rt auch die
im direkten Vergleich zu den Line-Search-Tests schlechteren Leistungen. Der frei
gewa¨hlte Standardtest ist der Test 71 mit einem BFGS-Verfahren und der Vor-
schleife mit |f0| I als Start (siehe Kapitel B.1). Die Parameter wurden fu¨r diese
Testreihen um zehn Prozent gesto¨rt.
Die Ergebnisse der folgenden Tests sind wegen der starken Abha¨ngigkeit von der
Zielfunktion nur bedingt auf andere Anwendungsgebiete wie der Formoptimierung
u¨bertragbar. Zum Beispiel haben Tests an einer selbst vorgegeben analytischen Po-
lynomfunktion andere Ergebnisse geliefert. Dort war der SR1-Algorithmus deutlich
u¨berlegen, wobei er fu¨r die Materialparameteridentifikation nicht konvergierte. Es
mu¨ssen demnach fu¨r jeden Anwendungsfall aufs neue die besten Quasi-Newton-
Verfahren ausgetestet werden.
Als erster Test werden die verschiedenen Verfahren verglichen. Der Standard ist der
Test 71. Alle weiteren Rechnungen sind nur in dem angegeben Punkt variiert wor-
den. Die nicht konvergenten Tests wurden wegen zu kleinen Schritten abgebrochen,
da die Matrizen der zweiten Ableitungen zu unangepasst waren (siehe Tabelle 8.8).
Testeigenschaften Testnummer Iterationsschritte
BFGS-Verfahren 71 7
SR1-Verfahren 79 nicht konvergent
geda¨mpftes BFGS-Verfahren 80 nicht konvergent
DFP-Verfahren 81 6
Tabelle 8.8: Konvergenzleistung unterschiedlicher Quasi-Newton-Verfahren mit der
Materialparameteridentifikation
Des weiteren wurden die Startprozeduren am Test 71 vera¨ndert. Die abgebrochenen
Testreihen in diesem Fall sind auf einen zu großen ersten Schritt zuru¨ckzufu¨hren,
der mindestens einen Zielparameter in den negativen Bereich bringt und damit die
FE-Rechnung abbricht (siehe Tabelle 8.9).
Testeigenschaften Testnummer Iterationsschritte
|f0| I mit Vorschleife 71 7
I mit Vorschleife 72 18
Gauß-Newton-Matrix als Start 74 25
I, |f0| I 75,76 Abbruch
I, |f0| I + BFGS-Start 77,78 Abbruch
Tabelle 8.9: Konvergenzleistung unterschiedlicher Quasi-Newton-Startprozeduren
mit der Materialparameteridentifikation
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Als beste Variante der Quasi-Newton-Verfahren wird die DFP-Strategie mit der
|f0| I-Vorschleife gewa¨hlt, welche dem Test 81 entspricht (siehe Kapitel B.1).
Die Skalierung des Trust-Region-Verfahrens bietet keinen Ausweg aus den Schwie-
rigkeiten mit den Startwerten. Alle obigen Tests wurden auch mit Skalierung durch-
gefu¨hrt und waren entweder extrem langsam oder nicht konvergent. Das Fazit ist
demnach, dass die dynamische Skalierung der Trust-Region-Verfahren fu¨r die Quasi-
Newton-Verfahren ungeeignet ist. Tests mit einer konstanten Skalierungsmatrix wur-
den nicht durchgefu¨hrt.
Die Verwendung der Quasi-Newton-Verfahren in Kombination mit einem Line-Search-
Verfahren ist bei dem Funktionsumfeld der Materialparameteridentifikation sehr
schwierig, da diese keine Mo¨glichkeit besitzen, den ersten Schritt zu da¨mpfen und
schnell ins Negative geraten (siehe zum Beispiel Test98). Durch diesen Effekt des
schlechten ersten Schrittes ist die Lo¨sbarkeit von Startwerten weiter weg von den
Zielwerten stark eingeschra¨nkt, da dann die Gradienten immer gro¨ßer werden. Die
einzige Mo¨glichkeit bieten dort Trust-Region-Verfahren mit sehr kleinen Startradi-
en des Vertrauensbereichs und der Verwendung der schlecht geeigneten Skalierung.
Damit ergeben sich zum Beispiel bei Test 99 43 Schritte zur Lo¨sung, wobei ein
vergleichbares Gauß-Newton-Verfahren wie Test 40 nur 12 Schritte beno¨tigt. Bei
anderen Anwendungsfa¨llen kann das anders aussehen.
Die Abha¨ngigkeit der Leistung der Quasi-Newton-Verfahren von der Qualita¨t der
Ableitungsermittlung wird verdeckt von der starken Da¨mpfung der Schrittweiten des
beno¨tigten Trust-Region-Verfahrens. Tests mit dem Standard- und dem optimalen
Verfahren Test 71/81, jedoch mit 1000 Lastschritten, brachten keine Unterschie-
de in der Konvergenzgeschwindigkeit (siehe Test 95/97). Es kann aber vermutet
werden, dass sich bessere Ableitungen auch positiv auf die Quasi-Newton-Verfahren
auswirken.
8.3.5 Test der Trust-Region-Skalierung
Die Tests, auf denen folgende Aussagen basieren, sind mit den drei Parametern der
isotropen Verfestigung und einer Vorwa¨rtsrechnung erstellt worden.
Die implementierte dynamische Skalierung der Trust-Region-Verfahren ist nicht da-
zu geeignet, die Konvergenzgeschwindigkeit zu erho¨hen. Sie verkleinert bei gro¨ßeren
Werten in der Hauptdiagonale der Matrix der zweiten Ableitungen die entsprechende
Achse des Vertrauensbereichs und sto¨rt somit sta¨rker den natu¨rlichen Newtonschritt
in diese Koordinatenrichtung. Dies fu¨hrt zu einer langsameren Konvergenzgeschwin-
digkeit. Ein mo¨gliches Einsatzgebiet der dynamischen Skalierung ist der bei der Ma-
terialparameteridentifikation auftretende Fall, dass durch sehr große Gradienten der
erste Schritt in undefiniertes Gebiet gera¨t und der Algorithmus dadurch abbricht.
Dies kann mit einer Kombination aus kleinem Anfangsradius des Vertrauensbereichs
und dynamischer Skalierung verhindert werden, vgl. Test 67 (Abbruch) und Test
100 (langsam konvergent). Die Werte der Verkleinerung der Vertrauensbereichs-
achsen sind speziell auf die Gauß-Newton-Verfahren zugeschnitten. Bei den Quasi-
Newton-Matrizen fu¨r die drei isotropen Verfestigungsparameter haben sie keine gute
80
Leistung gezeigt. Dies kann sich wegen der starken Funktionsumfeldabha¨ngigkeit der
Quasi-Newton-Verfahren jedoch bei anderen Anwendungsfa¨llen a¨ndern. Tests mit
der implementierten, konstant vorzugebenden Skalierungsmatrix sind nicht durch-
gefu¨hrt worden.
8.3.6 Vergleich der Trust-Region- und der Line-Search-
Strategie
Allgemein la¨sst sich aussagen, dass Line-Search-Verfahren deutlich schneller sind als
Trust-Region-Verfahren, falls der natu¨rliche Newtonschritt gut ist. Der Grund dafu¨r
ist das konsequente Zulassen des natu¨rlichen Schritts bei Line-Search-Verfahren, so-
fern lockere Rahmenbedingungen eingehalten werden. Die Trust-Region-Strategien
dagegen greifen verfahrensbedingt schneller in die Schrittweite ein. Im Gegensatz zu
den Line-Search-Verfahren besitzen diese jedoch viel mehr Mo¨glichkeiten schlechte
Newtonschritte abzufangen, bei denen ein Line-Search-Verfahren abgebrochen ha¨tte
(siehe Kapitel 8.3.5). Die Tabelle 8.10 stellt die Geschwindigkeitsunterschiede fu¨r
eine Optimierung mit den Parametern der isotropen Verfestigung gegenu¨ber. Die
folgenden Tests sind sa¨mtlich mittels einer FE-Simulation mit 1000 Lastschritten
gerechnet worden.
Parametersto¨rung Trust-Region-Verfahren: Line-Search-Verfahren:
Testnr.; Schritte Testnr.; Schritte
50% 18; 14 39; 7
10% 20; 5 29; 4
Tabelle 8.10: Konvergenzleistung unterschiedlicher Optimierungsstrategien mit der
Materialparameteridentifikation
Ist wie bei den HILLschen Anisotropieparametern der Newtonschritt dem Funkti-
onsumfeld nicht gut angepasst, na¨hern sich die Konvergenzleistungen beider Ver-
fahren an (siehe Abb. 8.4). Zudem ist in Abb. 8.4 die Fa¨higkeit des Trust-Region
Verfahrens erkennbar, die ersten Newtonschritte derart zu da¨mpfen, dass sie nicht
kopplungsbedingt zu weit in eine falsche Richtung gehen.
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Parameter x4,5,6: F,G,H; Line-Search
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Parameter x4,5,6: F,G,H; skal. Trust-Region
Parameter x7,8,9: L,M,N; skal. Trust-Region
Abb. 8.4: Verlauf der Zielfunktion und der Parameter F¯ , G¯, H¯ und L¯, M¯ , N¯
Ein einfacher Test, ob die Newtonschritte gut dem Funktionsumfeld angepasst sind,
ist die Optimierung mittels einem einzelnen Parameter und einer Sto¨rung um circa
fu¨nfzig Prozent. Beno¨tigt ein Line-Search-Algorithmus mehr als drei Schritte zum
Finden des Optimums, ist der Newtonschritt nicht sehr gut. Dann zeigen beide
Verfahren a¨quivalente Leistungen.
Eine Empfehlung fu¨r das beste Vorgehen ist, erst das implementierte Line-Search-
Verfahren fu¨r einen Anwendungsfall zu testen. Falls der Optimierungsvorgang wegen
falscher Schritte abbricht, sollte ein Trust-Region-Verfahren mit kleinem Anfangs-
radius des Vertrauensbereichs und eventuell einer Skalierung verwendet werden.
8.3.7 Tests mit den HILLschen Anisotropieparametern und
drei Vorwa¨rtsrechnungen
Der deutliche Anstieg der Rechenzeit bei der Nutzung von drei Vorwa¨rtsrechnungen,
um aus drei ebenen Verzerrungszusta¨nden die Parameter fu¨r alle drei Koordinaten-
richtungen zu ermitteln, la¨sst in diesem Kapitel keine so hohe Testanzahl wie in den
vorherigen zu. Eine Rechnung mit sechs Parametern dauert mit der zur Verfu¨gung
stehenden Rechentechnik circa drei Tage.
Fu¨r den Parameter F¯ (x4) sind Versuchsreihen zur Abha¨ngigkeit der Konvergenz-
geschwindigkeit von der Qualita¨t der Ableitungsermittlung gemacht worden. Die
Tests wurden mit dem in Kapitel 8.3.2 ermittelten optimalen Line-Search-Verfahren
durchgefu¨hrt. Der Zielwert von F¯ wurde zu eins gewa¨hlt und um zwanzig Prozent
gesto¨rt (siehe Tabelle 8.11).
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Lastschrittanzahl 100 250 500
Testnummer 102 103 104
Lo¨sungsschritte 15 4 3
Tabelle 8.11: Konvergenzleistung unterschiedlicher Lastschrittanzahlen mit dem
HILLschen Anisotropieparameter F¯
Die HILLschen Anisotropieparameter besitzen ebenso wie die Parameter der isotro-
pen Verfestigung einen parabela¨hnlichen Verlauf (siehe Abb. 8.3). In diesem Bild gut
zu erkennen, ist die schwache Kopplung zwischen den Parametern F¯ , G¯, H¯. Gleiches
gilt vermutlich auch fu¨r die Parameter L¯, M¯ , N¯ . Zwischen diesen beiden Gruppen
und zwischen den Anisotropieparametern und den Parametern der isotropen Verfe-
stigung tritt jedoch eine beobachtbare Kopplung auf (siehe Kapitel B.2). Fu¨r weitere
Tests mit einzelnen HILLschen Anisotropieparametern siehe [9].
Optimierungsrechnungen mit 500 Lastschritten je FE-Simulation, welche fu¨r die drei
Parameter der isotropen Verfestigung konvergent waren, haben sich als nicht konver-
gent fu¨r die sechs Anisotropieparameter oder fu¨r alle neun Parameter herausgestellt
(siehe Test 107/108/109). Optimierungsrechnungen mit 1000 Lastschritten und ei-
ner Parametersto¨rung von zwanzig Prozent (vom Zielwert 1) waren konvergent (siehe
Test 113/114 und Abb. 8.4). Es stellte sich heraus, dass das Zielfunktionsumfeld
der Anisotropieparameter nicht so gut fu¨r die newtonschrittbasierten Verfahren ge-
eignet ist wie das der Parameter der isotropen Verfestigung. Dies hat als Ursache
vermutlich die ho¨here Anzahl an gekoppelten Parametern sowie deren nichtlineare
Verla¨ufe und fu¨hrt zu einer deutlich langsameren Konvergenzgeschwindigkeit. Es
zeigte sich zudem, dass sich die einzelnen Parameter der beiden Gruppen F¯ , G¯, H¯
und L¯, M¯ , N¯ bei der Optimierung identisch verhalten, falls wie im vorliegenden Fall
Start- und Zielwerte identisch sind (Start: 0,8; Ziel: 1).
Die Abbruchbedingung zum Finden eines Minimums |fk − fk−1| <  sollte deak-
tivert werden, da in der Na¨he des Minimums die Optimierung nur sehr langsam
voranschreitet und eventuell vorzeitig abbrechen ko¨nnte.
Bei den sehr zeitaufwendigen Rechnungen mit 1000 Lastschritten trat ein Problem
mit der FE-Simulation auf. Einzelne FE-Berchnungen gerieten scheinbar zufa¨llig (da
nicht wiederholbar) in eine Endlosschleife und brachten damit die Optimierungsrech-
nung zum Abbrechen. Es wurden jedoch keine weiteren Untersuchungen der Ursache
angestellt. Zur weiteren Verfolgung des Problems liegt den Daten des Tests 115 die
MSC.Marc Ausgabedatei file 1.out fu¨r einen solchen Fall bei.
Fu¨r die Quasi-Newton-Verfahren in Kombination mit einer Line-Search-Strategie
konnte keine konvergente Optimierungsrechnung mit den HILLschen Anisotropie-
patametern erzielt werden (siehe Test 115-DFP und Test 116-SR1).
Kapitel 9
Zusammenfassung und Ausblick
9.1 Zusammenfassung
Anschließend an die Betrachtung der Trust-Region-Verfahren in [5] wurden als Ge-
genu¨berstellung die Line-Search-Verfahren zur unrestringierten Optimierung theo-
retisch betrachtet und in mehreren Varianten implementiert. Die Implementierung
wurde auf Funktionstu¨chtigkeit hin u¨berpru¨ft und mit dem Programm Parident
fu¨r das Data-Fittig der Identifikation der HILLschen Materialparameter zusammen-
gefu¨gt. Die Struktur des C++ Codes wurde objektorientiert ausgefu¨hrt, so dass sich
das Programm gut in das Programm SPC-Opt einfu¨gen la¨sst. Anschließend wurden
einige Testreihen mit der Materialparameteridentifikation durchgefu¨hrt.
Die Line-Search-Verfahren haben sich als schnell konvergent erwiesen. Fu¨r manche
Funktionsumfelder und Startwerte sind sie jedoch zu unsicher, da sie stets im ersten
Probeschritt den natu¨rlichen Newton- oder Gradientenschritt gehen. Ist dieser zu
groß, bricht die Optimierung ab. Trust-Region-Verfahren haben sich dementgegen
als etwas langsamer herausgestellt, sie besitzen aber mit der Vorgabe des Startradius
des Vertrauensbereichs und der Skalierung mehrere Mo¨glichkeiten zur Absicherung
gegen schlechte natu¨rliche Optimierungsschritte. Diese Eigenschaft macht sie unter
anderem wichtig fu¨r die Quasi-Newton-Verfahren, welche meist mit einem gradien-
tenorientierten Schritt starten sowie fu¨r schlechte Startwerte.
Fu¨r den Anwendungsfall der Identifikation der Materialparameter der isotropen Ver-
festigung und der HILLschen Materialparameter u¨ber eine Parameterreidentifikation
wurde eine optimale Line-Search-Verfahrensparameterkombination (siehe Test 40)
und eine optimale Quasi-Newton-Verfahrenskombination (siehe Test 81) ermittelt.
Des weiteren wurden fu¨r diesen Anwendungsfall konvergente Kombinationen aus
Optimierungsverfahren und Eigenschaften der FE-Simulation ermittelt. Dafu¨r sind
auch untere Grenzen fu¨r die Genauigkeit der FE-Simulation bezogen auf deren Last-
schrittanzahl ermittelt worden.
Das Funktionsumfeld der Reidentifizierung der Materialparameter wurde genauer
betrachtet und im Hinblick auf die Optimierungsverfahren bewertet. Die Optimie-
rungsverfahren wurden auf dieses Funktionsumfeld hin optimiert.
83
84
9.2 Ausblick
Die Implementierung in das Programm SPC-Opt und dessen Mo¨glichkeit auf massiv
parallelen Rechnern zu arbeiten, wu¨rde eine deutliche Geschwindigkeitszunahme
der Optimierungsprozesse bedeuten, da stets mehrere FE-Simulationen fu¨r einen
Optimierungsschritt no¨tig sind. Diese FE-Simulationen sind der Hauptzeitfaktor der
Optimierungsrechnungen und ko¨nnen fu¨r große Parameteranzahlen großteils parallel
durchgefu¨hrt werden.
Die Implementierung des Optimierungsverfahrens in das Programm zur Formopti-
mierung war in der Bearbeitungzeit dieser Arbeit nicht mo¨glich. Dementsprechend
konnten auch keine Test durchgefu¨hrt werden, um fu¨r diesen Anwendungsfall op-
timale Line-Search-, Trust-Region- und Quasi-Newton-Verfahren zu ermitteln. Ein
großer Unterschied zum bearbeiteten Anwendungsfall ist die deutlich ho¨here Para-
meteranzahl bei der Formoptimierung. Zum Test, ob das Optimierungsverfahren mit
solchen hohen Dimensionen umgehen kann, wurde eine siebzigdimensionale analyti-
sche Funktion zu Probezwecken implementiert. Die Tests haben gezeigt, dass diese
Dimensionsanzahl kein Problem darstellt. Fu¨r fu¨nfzehn Iterationsschritte beno¨tigte
das Programm mit heutiger Rechentechnik drei Sekunden. Fu¨r die schnelle Imple-
mentierung in das Formoptimierungsprogramm wurde eine speziell zugeschnittene
Variante des Optimierungsverfahrens erstellt, in welcher bis hin zur Datenkonver-
tierung aus Blitz++ alles vorbereitet ist.
Des Weiteren sind keine Tests fu¨r die Identifikation der Parameter fu¨r die isotrope
Verfestigung und der HILLschen Anisotropieparameter mit Messwerten aus echten
Eindringversuchen durchgefu¨hrt worden. Wie das Problem der Genauigkeit sich dort
verha¨lt, kann deshalb nicht bewertet werden.
Tests mit Lastschrittzahlen u¨ber 1000 konnten aus Zeitgru¨nden nicht durchgefu¨hrt
werden. Eventuell ergibt sich dort fu¨r die Optimierung von mehr als drei Parametern
ein weiterer Geschwindigkeitsvorteil.
Zudem wurden keine Tests fu¨r die Verwendung einer konstanten Skalierungsma-
trix bei den Trust-Region-Verfahren durchgefu¨hrt. Speziell fu¨r die Quasi-Newton-
Verfahren wa¨re das eventuell ein Stabilita¨tsvorteil, da diese mit der implementierten
dynamischen Skalierung fu¨r die Gauß-Newton-Verfahren nicht gut zusammenarbei-
ten.
Ende.
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Liste ha¨ufig verwendeter Formelzeichen
Skalare
a konstanter Vergro¨ßerungsfaktor fu¨r α, Parameter der isotropen Verfestigung
c1 Anstiegsfaktor fu¨r Armijo-Kriterium
c2 Anstiegsfaktor fu¨r Wolfe-Kriterium
c3 Anstiegsfaktor fu¨r Goldstein-Kriterium
d Ein Faktor bei Ermittlung des Minimums eines kubischen Splines
D Ein weiterer Faktor bei Ermittlung des Minimums eines kubischen Splines
f Zielfunktionswert
F Verkleinerungsfaktor fu¨r Schrittweitensummand
F¯ HILLscher Anisotropieparameter
G¯ HILLscher Anisotropieparameter
H¯ HILLscher Anisotropieparameter
i Za¨hlindex
j Za¨hlindex fu¨r Testschrittweiten
k Za¨hlindex fu¨r akzeptierte Optimierungsschritte
lmaxExtrapol maximal zula¨ssige Anzahl an Extrapolationen
lmaxInterpol maximal zula¨ssige Anzahl an Interpolationen
lmaxRegul maximal zula¨ssige Anzahl an Regularisierungsdurchla¨ufen
L¯ HILLscher Anisotropieparameter
mk Wert der Modellfunktion von f an xk
m Schranke fu¨r exakte Line-Search-Schrittweite
M¯ HILLscher Anisotropieparameter
n Dimension des Problems, Exponent der isotropen Verfestigung
N¯ HILLscher Anisotropieparameter
p Ein Faktor bei Ermittlung des Minimums eines kubischen Splines
r Ein Faktor bei Ermittlung des Minimums eines kubischen Splines
r Schranke fu¨r die SR1-Formel
α Schrittweitenparameter
αlo untere Schranke zur akzeptablen Schrittweite
αhi obere Schranke zur akzeptablen Schrittweite
αexakt exakte Line-Search-Schrittweite
α˜ nicht abgesicherte Testschrittweite
β konstanter Verkleinerungsfaktor fu¨r α
βlo Faktor fu¨r untere Grenze bei abgesicherter Interpolation
βhi Faktor fu¨r obere Grenze bei abgesicherter Interpolation
γ Grenzfaktor fu¨r Extrapolation
βlo Faktor fu¨r untere Grenze bei abgesicherter Interpolation
δ Faktor fu¨r untere Schranke bei Armijo-Kriterium
δ Schrittweitensummand bei Extrapolation
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∆ Radius des Vertrauensbereichs
 kleiner Wert, kleine Schranke
Φ Wert der Funktion der Funktionswerte entlang s
φ Skalar bei den Quasi-Newton-Verfahren
Φ¯ mittlerer Anstieg von Φ (Goldstein-Kriterien)
η Verla¨ngerungsfaktor fu¨r die ηα-Methode
λi i-ter Eigenwert einer Matrix
µ Regularisierungsparameter
σF0 Anfangsfließspannung
θ Da¨mpfungsparameter fu¨r die BFGS-Formel
cosΘ Winkel zwischen Gradient und Schrittvektor
τ goldener Radius
Vektoren
Fj j-te Teilgleichung eines Funktionals F
r Da¨mpfungsterm fu¨r die geda¨mpfte BFGS-Formel
s Schrittvektor
x Parametervektor
y Differenz zweier Gradienten
∇f Gradient von f
Matrizen
D diagonale Skalierungsmatrix
F Funktional aus mehreren Teilgleichungen
G Matrix der zweiten Ableitungen von f
I Einheitsmatrix
J Jacobi-Matrix
∇2f Hessematrix von f
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Operatoren, Funktionen und Intervalle
f(x) Zielfunktion
mk(x) Modell von f(x) im k-ten Iterationsschritt
Φ(.) Funktion der Funktionswerte entlang eines Vektors
(.)−1 Inverse einer Matrix
(.)T Transponierte einer Matrix
∇(.) Nabla Operator
∂(.)/∂(.) partielle Ableitung
(.)′ Ableitung einer eindimensionalen Funktion
|(.)| Betrag
‖(.)‖ Euklidische Norm
Ia Menge aller akzeptablen Schrittweiten
Ib Menge aller zu großen Schrittweiten
Ic Menge aller zu kleinen Schrittweiten
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Anhang A
Zusa¨tzliches zur Implementierung
A.1 Parametervorschla¨ge fu¨r die Line-Search-Verfahren
Viele Autoren geben keine Parameterwerte fu¨r ihre Verfahren an. Diejenigen, die es
doch getan haben, werden hier zusammengetragen. Parameter werden entweder in
ihren zula¨ssigen Bereichen oder als konkreter Vorschlag gegeben.
Vorschla¨ge nach Bonnans [4]:
Parameter fu¨r die Armijo-, und Wolfe-Kriterien:
c1 < 0, 5
c2 > 0, 5
Vorschla¨ge nach Bhatti [3]:
Parameter fu¨r die Armijo-Kriterien:
c1 = 0, 2
Verla¨ngerungsparameter fu¨r die ηα-Methode
η = 2
Vorschla¨ge nach Alt [1]:
Parameter fu¨r die Armijo-, und Wolfe-Kriterien:
c1 = 0, 01
c2 = 0, 8/0, 9
Vorschlag fu¨r die αlo-Konstante fu¨r das Armijo-Kriterium mit unterer
Grenze (siehe auch Absicherung der Extrapolation):
δ = 10−4
Vorschlag fu¨r die abgesicherten Grenzen der Interpolation mit Polyno-
men:
βlo = 0, 1
βhi = 0
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Vorschla¨ge nach Bertsekas [2]:
Parameter fu¨r die Armijo-, Goldstein- und Wolfe-Kriterien:
10−5 < c1 < 10−1
c1 < c2 < 1
c3 = 1− c1
Vorschlag fu¨r die abgesicherten Grenzen der Interpolation mit Polyno-
men:
βlo = 0, 1
βhi = 0, 5
Vorschla¨ge nach Dennis/Schnabel [6]:
Parameter fu¨r die Armijo-, und Wolfe-Kriterien:
c1 = 0, 1 oder auch = 0, 0001
c2 = 0, 5 oder auch = 0, 9
Vorschlag fu¨r die abgesicherten Grenzen der Interpolation mit Polyno-
men:
βlo = 0, 1
βhi = 0, 5
Vorschla¨ge nach Nocedal [16]:
Parameter fu¨r die Armijo-, Goldstein- und Wolfe-Kriterien:
c1 = 0, 0001
c2 = 0, 9
c3 = 1− c1
Vorschla¨ge nach Nash [14]:
Parameter fu¨r die Armijo-Kriterien:
c1 = 0, 1
Vorschlag fu¨r die abgesicherten Grenzen der Interpolation mit Polyno-
men:
0 < βlo = βhi < 0, 5
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A.2 Fehlercode-Liste
Die integrierten Fehlermeldungen haben keinen Anspruch auf Vollsta¨ndigkeit. So-
lange der Fehlercode 0 ist, la¨uft die Iteration ohne Fehler.
1.) Fehlercodes des urspru¨nglichen Levenberg-Marquardt-Verfahrens (in dieser Im-
plementation das allgemeinere Trust-Region-Verfahren):
- Fehlercode 1: ModulDeltaNullWahl, Option 3: Hessematrixansatz nicht positiv definit
- Fehlercode 2: ModulDeltaNullWahlOption nicht korrekt
- Fehlercode 3: ModulLamdaSchranken, Option 1, Gregul ist singula¨r
- Fehlercode 4: ModulLambdaSchranken, Option 1, Abbruch bei Iteration, lmax erreicht
- Fehlercode 5: ModulLambdaSchrankenOption nicht korrekt
- Fehlercode 6: ModulSkalierungOption nicht korrekt
- Fehlercode 7: ModulLambdaStart fu¨r k=1, Abbruch bei Iteration, lmax erreicht
- Fehlercode 8: ModulLambdaStart, Option 4, Abbruch bei Iteration, lmax erreicht
- Fehlercode 9: ModulLambdaStartOption nicht korrekt
- Fehlercode 10: ModulLambdaIteration, Option 1, Abbruch bei Iteration, lmax erreicht
- Fehlercode 11: ModulLambdaIteration, Option 2, Abbruch bei Iteration, lmax erreicht
- Fehlercode 13: ModulLambdaIterationOption nicht korrekt
- Fehlercode 14: ModulRhoOption nicht korrekt
- Fehlercode 15: ModulDeltaOption nicht korrekt
- Fehlercode 16: ModulNextPointXOption nicht korrekt
- Fehlercode 17: ModulAbsicherungen, Erreichen der Maschinengenauigkeit: ∆ < M ‖xk+1‖
- Fehlercode 18: ModulAbsicherungen, Erreichen der Maschinengenauigkeit: |(sk)i| ≤ M |(xk+1)i|)
- Fehlercode 19: ModulSchrittberechnung, Gregul ist nicht positiv definit
- Fehlercode 21: ModulSchrittberechnungOption nicht korrekt
- Fehlercode 22: Fehler bei Berechnung von phi2: einer der Nenner ist Null
- Fehlercode 23: Fehler bei dphi1 Berechnung: Nenner Null oder Gregul singula¨r
- Fehlercode 24: Fehler bei Berechnung von dphi2: Matrix ist singula¨r
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2.) Fehlercodes des neuen Optimization-Programm-Pakets und des Line-Search-
Verfahrens:
- Fehlercode 100: Methoden-Auswahl in CommonConstData.method nicht korrekt
- Fehlercode 101: Auswahl in CommonConstData.AbbruchbedingungenUndOder nicht kor-
rekt
- Fehlercode 102: Methodenauswahl fu¨r Hesse-Matrix-Sta¨rkung nicht korrekt
- Fehlercode 103: Gk+1 ist bei deaktivierter Hesse-Matrix-Sta¨rkung nicht positiv definit
- Fehlercode 104: Zu ha¨ufige Durchla¨ufe in der Gk-Regularisierung
- Fehlercode 105: Gk ist bei Schrittberechnung nicht positiv definit
- Fehlercode 106: Methodenauswahl fu¨r die Akzeptanzkriterien nicht korrekt
- Fehlercode 107: Einordnung der aktuellen Schrittweite in ein Intervall fehlgeschlagen
- Fehlercode 108: Methodenauswahl fu¨r Extrapolation nicht korrekt
- Fehlercode 109: Zu ha¨ufige Extrapolationsdurchla¨ufe
- Fehlercode 110: Fehler bei kubischer Extrapolation, Polynom hat kein Minimum
- Fehlercode 111: Methodenauswahl fu¨r Interpolation nicht korrekt
- Fehlercode 112: Zu ha¨ufige Interpolationsdurchla¨ufe
- Fehlercode 113: Fehler bei kubischer Interpolation, Polynom hat kein Minimum
- Fehlercode 114: Abbruch der Regularisierung bei der Line-Search-Absicherung wegen zu
ha¨ufiger Durchla¨ufe, fu¨r cosΘ = 0
- Fehlercode 115: Interpolationsfehler, obere Schranke kleiner als untere Schranke
- Fehlercode 116: Interpolationsfehler, Intervallbreite zu klein
- Fehlercode 117: Abbruch der Regularisierung bei der Line-Search-Absicherung wegen zu
ha¨ufiger Durchla¨ufe, fu¨r keine Abstiegsrichtung
- Fehlercode 118: Abbruch der Regularisierung bei der Line-Search-Absicherung wegen zu
ha¨ufiger Durchla¨ufe, fu¨r nicht gradientenbezogenen Schritt
- Fehlercode 999: Fehler beim Lesen der Datei OptInputData.dat
- Fehlercode 555: Fehler im Programm Parident
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A.3 Programmablaufpla¨ne
A.3.1 Ablauf in main.cpp
Der folgende Programmablaufplan beinhaltet den prinzipiellen Ablauf in main.cpp.
Wird das Optimierungsprogramm in einen anderen Quelltext eines umgebenden
Programmes eingebettet, so mu¨ssen diese Routinen in den neuen Quelltext eingefu¨gt
werden.
 Erstellen der Datenstrukturen (DataStruct.h)
 Initialisieren der Daten, Einlesen von OptInputData.dat und setzen von xk+1←x0  (DataInits.cpp)
 Erstellen der Klasse für die Optimierung (Optimization.h)
 Kopiere Optimization-Daten in Umgebungsdaten (xk+1, Solution, Durchlauf, Fehlercode)
  Abbruch = 0
do
 
while Abbruch = 0
 Umgebung: Berechne aus xk+1 → Funktionswert, Gradient und Matrix der 2.Ableitungen
 Kopiere Umgebungsdaten in Optimization-Daten (Funktionswert, Gradient und Matrix der 2.Ableitungen)
 Starte OneOptLoop (Optimization.cpp)
 Kopiere Optimization-Daten in Umgebungsdaten (xk+1, Solution, Durchlauf, Fehlercode)
Wenn( (Solution = 1) oder (Fehlercode ≠ 0) )
  Abbruch = 1
 Löschen aller Klassen und Strukturen
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A.3.2 Ablauf in OneOptLoop
Folgender Ablauf wird bei jedem Schleifendurchlauf wa¨hrend der Optimierung ab-
gearbeitet. Der zugeho¨rige Quelltext steht in Optimization.cpp.
 Konvertiere in ExternData übergebene Daten in Newmat-Datenformat (ExternDataConvert.cpp)
 Berechne Quasi-Newton-Matrix Gk+1 (HesseMatrixQuasiNewton.cpp)
 Sichere Gk+1 positiv definit ab (HesseMatrixPosdef.cpp)
 Schreibe Ergebnisdatei (WriteResults.cpp)
switch(method)
 
 
 Erstellen der benötigten Module und Funktionen
method = Trust-Region
 Starte Trust-Region-Algorithmus (LevMarqAlgorithm.cpp)
 
 Erstellen der benötigten Module und Funktionen
method = Line-Search
 Starte Line Search-Algorithmus (LineSearchAlgorithm.cpp)
 Schreibe Ergebnisdatei nach OneOptLoop (WriteResultsAfterOneOptLoop.cpp)
 Konvertiere Newmat-Daten in ExternData in Übergabeformat (ExternDataConvert.cpp)
 Durchlauf++
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A.3.3 Ablauf wa¨hrend des Trust-Region-Verfahrens
Folgender Ablauf wird abgearbeitet, sofern die Trust-Region-Strategie gewa¨hlt wur-
de und die Abbruchbedingungen nicht erfu¨llt sind.
 Berechne  s(λ = 0) (LevMarqSchrittberechnung.cpp)
Wenn (Durchlauf = 0)
 
 Übergabe der Werte ( )k ← ( )k+1 für den ersten Durchlauf
 Wahl von Δ0, (LevMarqDeltaNullWahl.cpp)
Sonst
 
 Schrittgüte ρ berechnen (LevMarqRho.cpp)
Wenn nicht [ (λ = 0) und (||Ds|| < (1+σ2)Δ) und (ρ>η2) ]
 
 Auffrischen von Δ (LevMarqDelta.cpp)
Wenn (Schritt ist mit ρ akzeptabel)
  Übergabe der Werte ( )k ← ( )k+1 (LevMarqNextPointX.cpp)
Wenn [ (Durchlauf = 0) oder (vorheriger Schritt wurde akzeptiert) ]
  Ermitteln der Skalierungsmatrix Dk  (LevMarqSkalierung.cpp)
Wenn ( ||Ds(λ = 0)|| < (1+σ2)Δ )
   λ = 0
Sonst
 
 Berechnen der Schranken für λ (LevMarqLambdaSchranken.cpp)
 Berechnen des Startwertes für λ (LevMarqLambdaStart.cpp)
 Iterative Ermittlung von λ (LevMarqLambdaIteration.cpp)
 Berechne  s(λ) (LevMarqSchrittberechnung.cpp)
 Berechne xk+1 = xk + s(λ) 
 Absicherungsbedingungen prüfen und Verlauf speichern (LevMarqAbbruch.cpp) 
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A.3.4 Ablauf wa¨hrend des Line-Search-Verfahrens
Folgender Quellcode wird in jedem Durchlauf ausgefu¨hrt, wenn die Abbruchbedin-
gungen nicht erfu¨llt sind und die Line-Search-Strategie angewa¨hlt wurde.
Wenn [ ( s(α) ist akzeptabel (liegt in Ia) ) oder ( Durchlauf = 0 ) ]
 
 Schrittakzeptanzvorgänge ( ( )k ← ( )k+1, α = 1, etc. ) (LineSearchSchrittakzeptanz.cpp)
 Absichern der neuen ( )k -Werte (LineSearchAbsicherungen.cpp)
Sonst
 
Wenn ( s(α) ist zu groß (liegt in Ib) ) 
 
 Setze αHi (LineSearchSetzeAlphaHi.cpp)
 Extrapolationsphase = 0
 Berechne  s(α) (LineSearchSchrittberechnung.cpp)
 Einordnen des aktuellen Schritts s(α) in die Intervalle Ia, Ib , Ic (LineSearchIntervallKriterien.cpp)
Wenn ( s(α) ist zu klein (liegt in Ic) ) 
  Setze αLo (LineSearchSetzeAlphaLo.cpp)
Wenn [ (Extrapolationszähler = 1) und (αj=2 = αk-1 ist gewählt) und (Durchlauf > 1) ] 
  Setze αj=2 = αk-1  (LineSearchAlphaStart.cpp)
Sonst
 
Wenn (Extrapolationsphase = 1)
 
 Extrapolation (LineSearchExtrapolation.cpp)
 Setze αj-1  (LineSearchSetzeAlphaMinus1.cpp)
Sonst
  Interpolation (LineSearchInterpolation.cpp)
 Berechne potentielle neue Entwicklungsstelle:  xk+1 = xk + αsk , Verlauf speichern
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A.4 Steuerung der Optimierungsoptionen u¨ber
OptInputData.dat
Die Steuerungsdatei OptInputData.dat ist nummeriert. Die im Folgenden verwen-
deten Nummern in runden Klammern mit einer Erweiterung (zum Beispiel
(17)-HesseAnpassung) entsprechen der Nummer der jeweiligen Option mit dem
Namen des jeweiligen Parameters innerhalb des Optimization-Programm-Pakets.
Die dann im Folgenden genannten Nummern ohne Klammern sind die Werte, die
dieser Optionsparameter annehmen kann mit ihrer jeweiligen Bedeutung. Zu Beginn
der Beschreibung einer Funktion wird meist eine Quellcode-Datei angegeben (.cpp).
Dies ist dementsprechend die Datei, in welcher der besprochene Algorithmus steht.
Die dazugeho¨rige Header-Struktur ist jeweils am Kopf der .cpp Datei einzusehen
und kann von dort aus weiter verfolgt werden.
A.4.1 U¨bergeordnete Algorithmen
A.4.1.1 Quasi-Newton-Verfahren
Der Algorithmus ist in der Datei HesseMatrixQuasiNewton.cpp hinterlegt.
1.) Auswahl des Quasi-Newton-Verfahrens (siehe Kapitel 2.5.2):
(5)-QuasiNewtonApprox:
0 - Die Quasi-Newton-Approximation wird u¨bergangen.
1 - Der SR1-Algorithmus (2.24) wird verwendet, um Gk+1 zu erzeugen.
2 - Der einfache BFGS-Algorithmus (2.18) wird verwendet, um Gk+1 zu
erzeugen.
3 - Der geda¨mpfte BFGS-Algorithmus (2.22) wird verwendet, um Gk+1
zu erzeugen.
4 - Der DFP-Algorithmus (2.26) wird verwendet, um Gk+1 zu erzeugen.
2.) Wahl der Startmatrix G0 (siehe Kapitel 2.5.2):
(6)-WahlGnull:
1 - Die Einheitsmatrix I wird als Startmatrix genutzt.
2 - Eine an der Dimension der Zielfunktion skalierte Einheitsmatrix
(2.16) wird als Startmatrix genutzt.
3 - Eine Vorschleife mit einer Parametervariation um 1 Prozent und der
Startmatrix I wird zur Ermittlung einer Quasi-Newton-Approximation
als Startmatrix verwendet.
4 - Eine Vorschleife mit einer Parametervariation um 1 Prozent und der
Startmatrix (2.16) wird zur Ermittlung einer Quasi-Newton-Approximation
als Startmatrix verwendet.
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5 - Die in ExternData u¨bergebene Matrix wird als Startmatrix der Quasi-
Newton-Verfahren verwendet.
(7)-StartBFGS:
0 - Der spezielle Start fu¨r BFGS-Verfahren ist deaktiviert.
1 - Eine spezielle Startmatrix fu¨r die BFGS-Verfahren (2.23) wird in der
zweiten Optimierungsschleife eingefu¨gt (kann evtl. auch fu¨r die anderen
Verfahren anwendbar sein).
A.4.1.2 Absichern der positiven Definitheit von Gk
Der Algorithmus ist in der Datei HesseMatrixPosDef.cpp hinterlegt.
1.) Auswahl des Verfahrens (siehe Kapitel 2.6):
(17)-HesseAnpassung:
0 - Es wird keine Absicherung etabliert.Gk wird trotzdem u¨berpru¨ft und
es wird ein Fehler gesetzt, falls diese nicht positiv definit ist.
1 - In jedem Schritt wird die Einheitsmatrix I als Gk verwendet und das
Verfahren geht damit u¨ber in ein Gradientenverfahren (siehe Kapitel
2.4).
2 - In jedem Schritt wird die normierte Einheitsmatrix ‖∇fk‖ I als Gk
verwendet und das Verfahren geht damit u¨ber in ein normiertes Gradi-
entenverfahren (siehe Kapitel 2.4).
3 - Zur Absicherung wird ein Gradienten-Hybridverfahren verwendet.
Wenn Gk nicht positiv definit ist, wird voru¨bergehend in ein Gradien-
tenverfahren mit Gk = I gewechselt, bis Gk wieder positiv definit ist.
4 - zur Absicherung wird ein Gradienten-Hybridverfahren verwendet.
Wenn Gk nicht positiv definit ist, wird voru¨bergehend in ein normiertes
Gradientenverfahren mitGk = ‖∇fk‖ I gewechselt, bisGk wieder positiv
definit ist.
7 - Regularisierung (2.30): Zu der Matix Gk wird in einer Schleife so
lang eine gewichtete Einheitsmatrix addiert, bis diese positiv definit ist,
oder bis die gewa¨hlte maximale Anzahl an Regularisierungsdurchla¨ufen
u¨berschritten ist.
2.) Wahl der beno¨tigten Parameter:
(19)-myK: Festlegung des Regularisierungsparameters µk fu¨r die Option der Regu-
larisierung (2.30).
(20)-lMaxRegul: Festlegung der maximalen Anzahl der Durchla¨ufe fu¨r die Option
der Regularisierung (2.30).
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A.4.1.3 Auswahl des Optimierungsverfahrens, Auswahl der Schrittwei-
tensteuerung
Die Algorithmen sind in den Dateien Algorithms.h, LevMarqAlgorithm.cpp und
LineSearchAlgorithm.cpp hinterlegt.
1.) Auswahl der Methode zum Ermitteln der Schrittweite und zum Stabilisieren der
natu¨rlichen Schrittweiten (siehe Kapitel 3):
(4)-method:
1 - Die Trust-Region-Methode wird verwendet (siehe Kapitel 3.2 und
[5]).
2 - Die Line-Search-Methode wird verwendet (siehe Kapitel 3.1).
Bemerkung: Bei einer Kombination mit (17)-HesseAnpassung und des-
sen Option 1 und 2 wird jeweils ein Gradienten-Trust-Region-, oder ein
Gradienten-Line-Search-Verfahren verwendet.
A.4.1.4 Abbruchbedingungen fu¨r die Lo¨sungsfindung
Die Algorithmen sind in den Dateien LevMarqAbbruchSolution.cpp und
LineSearchAbbruchSolution.cpp hinterlegt.
1.) Auswahl der Verknu¨pfungsmethode der einzelnen Abbruchkriterien (siehe Kapi-
tel 7.1.1):
(8)-AbbruchbedingungenUndOder:
1 - Die aktivierten Abbruchbedingungen werden mit der logischen Funk-
tion ODER verknu¨pft, das heißt, mindestens eine muss erfu¨llt sein, damit
die Optimierung abgebrochen wird.
2 - Die aktivierten Abbruchbedingungen werden mit der logischen Funk-
tion UND verknu¨pft, das heißt, alle mu¨ssen erfu¨llt sein, bevor die Opti-
mierung abgebrochen wird.
2.) Die Abbruchbedingungen (siehe Kapitel 7.1.1):
(9)-AbbruchGradient:
0 - Die Abbruchbedingung der Norm des Gradienten: ‖∇fk‖ <  ist
deaktiviert.
1 - Die Abbruchbedingung der Norm des Gradienten: ‖∇fk‖ <  wird
ausgewertet.
(10)-epsilonGradient: beinhaltet die Abbruchschranke  fu¨r das obige Abbruch-
kriterium des Gradienten.
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(11)-AbbruchSchrittweite:
0 - Die Abbruchbedingung der Norm des Schrittvektors: ‖sk‖ <  ist
deaktiviert.
1 - Die Abbruchbedingung der Norm des Schrittvektors: ‖sk‖ <  wird
ausgewertet.
(12)-epsilonSchrittweite: beinhaltet die Abbruchschranke  fu¨r das obige Ab-
bruchkriterium der Schrittweite.
(13)-AbbruchFunktionswert:
0 - Die Abbruchbedingung des Wertes der Zielfunktion: fk <  ist deak-
tiviert.
1 - Die Abbruchbedingung des Wertes der Zielfunktion: fk <  wird
ausgewertet.
(14)-epsilonFunktionswert: beinhaltet die Abbruchschranke  fu¨r das obige Ab-
bruchkriterium des Wertes der Zielfunktion.
(15)-AbbruchDeltaFunktionswert:
0 - Die Abbruchbedingung der A¨nderung des Wertes der Zielfunktion:
|fk−1 − fk| <  ist deaktiviert.
1 - Die Abbruchbedingung der A¨nderung des Wertes der Zielfunktion:
|fk−1 − fk| <  wird ausgewertet.
(16)-epsilonDeltaFunktionswert: beinhaltet die Abbruchschranke  fu¨r das obige
Abbruchkriterium der A¨nderung des Wertes der Zielfunktion.
A.4.1.5 Wahl des Startvektors x0
Die Algorithmen sind in verschiedenen Dateien wie zum Beispiel DataInits.cpp
hinterlegt, da an mehreren Stellen fu¨r diese Option Eingriffe notwendig sind.
1.) Auswahl der Herkunft des Startvektors:
(2)-UseXnull:
0 - Das Programm nutzt einen Startwert des umgebenden Programms.
Dabei muss dieses bei der ersten U¨bergabe der Daten in ExternData
(Indikator: Durchlauf = 0) einen eigenen Startvektor erstellen und mit
diesem die ersten Funktionswerte f0, ∇f0 und evtl. G0 ermitteln.
1 - Das Programm nutzt den in (3)-xNull eingegeben Startvektor. Die-
ser Vektor muss in der Dimension der Eingabe (1)-nDim entsprechen.
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A.4.2 Die Trust-Region-Algorithmen
Siehe zu diesem Abschnitt auch Kapitel 3.2 und [5].
A.4.2.1 Wahl des Anfangsradius ∆0 des Vertrauensbereichs
Die Algorithmen sind in der Datei LevMarqDeltaNullWahl.cpp hinterlegt.
(21)-ModulDeltaNullWahlOption:
1 - Der Anfangsradius wird zu einem konstanten, benutzerdefinierten
Wert gewa¨hlt. Die Eingabe dieses Wertes erfolgt u¨ber (40)-DeltaNull.
2 - Der Anfangsradius wird zu einem Zehntel der Norm des Anfangsgra-
dienten gewa¨hlt: ∆0 = 0, 1 ∗ ‖∇f0‖.
3 - Der Anfangsradius wird als die ungeda¨mpfte Newton-Schrittla¨nge
vom Startvektor x0 aus gewa¨hlt: ∆0 =
∥∥∥−G−10 ∇f0∥∥∥
A.4.2.2 Wahl des Skalierungsverfahrens
Die Algorithmen sind in der Datei LevMarqSkalierung.cpp hinterlegt.
(22)-ModulSkalierungOption:
1 - Die Skalierung wird dynamisch in Abha¨ngigkeit der Matrix der zwei-
ten Ableitungen Gk vorgenommen. Die diagonale Skalierungsmatrix er-
gibt sich zu: (D)ii =
√
(Gk)ii.
2 - Die Optimierung wird ohne Skalierung vorgenommen. Die diagonale
Skalierungsmatrix ergibt sich zu: (D)ii = 1.
3 - Die Skalierung wird mit einer konstanten, benutzervorgegebenen Ska-
lierungsmatrix vorgenommen. Die Hauptdiagonale dieser Skalierungsma-
trix wird u¨ber (45)-KonstantSkalierung eingegeben, welche in der Di-
mension (1)-nDim sein muss. Die eingegebenen Gro¨ßen der Hauptdia-
gonalelemente in D sollten in folgender Weise mit der Hauptdiagonale
einer Matrix S u¨bereinstimmen, welche typische Gro¨ßenordnungen der
einzelnen Parameter entha¨lt: (D)ii =
√
(S)−1ii .
(46)-DiiMin und (47)-DiiMax beinhalten Minimal- und Maximalwerte der Haupt-
diagonalelemente der Skalierungsmatrix. Diese sind fu¨r die numerische Stabilita¨t des
skalierten Trust-Region-Verfahrens wichtig.
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A.4.2.3 Wahl des Startwertes λl=0 fu¨r die Regularisierungsparameteri-
teration
Die Algorithmen sind in der Datei LevMarqLambdaStart.cpp hinterlegt.
(24)-ModulLambdaStartOption:
1 - Der Startwert wird im Hinblick auf das Gro¨ßenverha¨ltnis der letzten
akzeptierten Radien des Vertrauensbereichs gewa¨hlt.
3 - Der Startwert wird im Hinblick auf die gewa¨hlten Schranken fu¨r die
Regularisierungsparameteriteration gewa¨hlt.
A.4.2.4 Regularisierungsparameteriteration
Die Algorithmen sind in den Dateien LevMarqLambdaSchranken.cpp und
LevMarqLambdaIteration.cpp hinterlegt.
(23)-ModulLambdaSchrankenOption: 1 - keine Auswahlmo¨glichkeit mehr (Schran-
ken fu¨r Verfahren nach Hebden werden gewa¨hlt).
(25)-ModulLambdaIterationOption: 1 - keine Auswahlmo¨glichkeit mehr (Verfah-
ren nach Hebden wird gewa¨hlt).
(31)-sigma1: untere Abbruchgenauigkeit bei der Regularisierungsparameteriterati-
on.
(32)-sigma2: obere Abbruchgenauigkeit bei der Regularisierungsparameteriterati-
on.
A.4.2.5 Wahl des Verfahrens zum Auffrischen des Radius des Vertrau-
ensbereichs ∆
Die Algorithmen sind in der Datei LevMarqDelta.cpp hinterlegt.
(27)-ModulDeltaOption:
1 - Der na¨chste Radius des Vertauensbereichs wird im Hinblick auf die
Grenzen in ρ : η1, η2 mit konstanten Vergro¨ßerungs- und Verkleinerungs-
faktoren gewa¨hlt.
2 - Der na¨chste Radius des Vertauensbereichs wird im Hinblick auf die
Grenzen in ρ : η1, η2 mit konstanten Vergro¨ßerungs- und Verkleinerungs-
faktoren gewa¨hlt. Zusa¨tzlich wird fu¨r sehr schlechte Werte in ρ : ρ < 0
ein weiterer Algorithmus zur ∆-Wahl etabliert.
3 - Der na¨chste Radius des Vertauensbereichs wird mittels eines abge-
sicherten Minimums eines quadratischen Interpolationspolynoms ermit-
telt.
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(36)-alphaL: Diese Eingabe stellt den Verkleinerungsfaktor fu¨r ∆ bei den Verfahren
mit konstanten Faktoren dar.
(37)-alphaU: Diese Eingabe stellt den Vergro¨ßerungsfaktor fu¨r ∆ bei den Verfahren
mit konstanten Faktoren dar.
(38)-beta1 und (39)-beta2: Diese Eingaben stellen die Sicherheitsabsta¨nde von
der unteren und der oberen Entwicklungsstelle fu¨r die Verfahren mit quadratischen
Interpolationspolynomen dar.
(34)-eta1: Dieser Eingabewert stellt die untere Grenze in ρ dar, unter der der
Radius des Vertrauensbereichs verkleinert wird.
(35)-eta2: Dieser Eingabewert stellt die obere Grenze in ρ dar, u¨ber der der Radius
des Vertrauensbereichs vergro¨ßert wird.
A.4.2.6 Bedingungen fu¨r einen akzeptablen Schritt
Die Algorithmen sind in der Datei LevMarqNextPointX.cpp hinterlegt.
(28)-ModulNextPointXOption:
1 - Der aktuelle Schritt wird akzeptiert, wenn ρ > η ist.
2 - Der aktuelle Schritt wird akzeptiert, wenn ρ > η und ρ < η2 ist.
(33)-eta: Dieser Eingabewert stellt die Grenze in ρ dar, ab wann ein Schritt ak-
zeptiert wird.
A.4.2.7 Absicherungen des Trust-Region-Verfahrens
(41)-lambdaMax: Dieser Eingabewert stellt die obere Grenze im Regularisierungs-
parameter λ : λmax dar.
(42)-deltaMin: Dieser Eingabewert stellt die untere Grenze im Radius des Ver-
trauensbereichs ∆ : ∆min dar.
(43)-deltaMax: Dieser Eingabewert stellt die obere Grenze im Radius des Vertrau-
ensbereichs ∆ : ∆max dar.
(44)-lMax: Dieser Eingabewert stellt die maximale Anzahl an Durchla¨ufen wa¨hrend
der Regularisierungsparameteriteration dar.
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A.4.3 Die Line-Search-Algorithmen
A.4.3.1 Die Akzeptanzkriterien
Die Algorithmen sind in der Datei LineSearchIntervallKriterien.cpp hinterlegt.
1.) Auswahl des verwendeten Kriteriums zum Einordnen der Eigenschaften der ak-
tuellen Schrittweite s(α) (siehe Kapitel 5):
(61)-Akzeptanzkriterium:
1 - Die Armijo-Kriterien werden verwendet (siehe Kapitel 5.2).
2 - Die einfachen Wolfe-Kriterien werden verwendet (siehe Kapitel 5.4.1).
3 - Die starken Wolfe-Kriterien werden verwendet (siehe Kapitel 5.4.2).
4 - Die Goldstein-Kriterien werden verwendet (siehe Kapitel 5.3).
2.) Die Parameter der Akzeptanzkriterien (siehe auch Kapitel A.1):
(48)-c1: Diese Eingabe legt den Armijo-Parameter c1 fest.
(49)-c2: Diese Eingabe legt den Wolfe-Parameter c2 fest.
(50)-c3: Diese Eingabe legt den Goldstein-Parameter c3 fest.
A.4.3.2 Die Verfahren zur Extrapolation
Die Algorithmen sind in der Datei LineSearchExtrapolation.cpp hinterlegt.
1.) Auswahl des verwendeten Verfahrens zur Extrapolation (siehe Kapitel 6):
(63)-VerfahrenExtrapolation:
1 - Das Verfahren mit konstanten Faktoren wird verwendet (siehe Kapitel
6.2).
2 - Das Verfahren mit quadratischen Polynomen nach [6] wird verwendet
(siehe Kapitel 6.4).
3 - Das Verfahren mit kubischen Polynomen wird verwendet (siehe Ka-
pitel 6.5).
4 - Das Verfahren mit quadratischen Polynomen nach [1] wird verwendet
(siehe Kapitel 6.4).
2.) Die Parameter der Extrapolationsphase (siehe auch Kapitel A.1):
(51)-a: Diese Eingabe legt den Vergro¨ßerungsfaktor fu¨r α bei den Verfahren mit
konstanten Faktoren fest.
(55)-gamma: Diese Eingabe legt den Faktor γ fu¨r die globalen Schranken der Extra-
polation fest (siehe Kapitel 7.2.3).
(57)-lMaxExtrapol: Diese Eingabe legt die maximale Anzahl an Extrapolations-
durchla¨ufen fest.
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A.4.3.3 Die Verfahren zur Interpolation
Die Algorithmen sind in der Datei LineSearchInterpolation.cpp hinterlegt.
1.) Auswahl des verwendeten Verfahrens zur Interpolation (siehe Kapitel 6):
(63)-VerfahrenInterpolation:
1 - Das Verfahren mit konstanten Faktoren wird verwendet (siehe Kapitel
6.2).
2 - Das Verfahren mit quadratischen Polynomen nach [6] wird verwendet
(siehe Kapitel 6.4).
3 - Das Verfahren mit kubischen Polynomen wird verwendet (siehe Ka-
pitel 6.5).
4 - Das Verfahren mit quadratischen Polynomen nach [1] wird verwendet
(siehe Kapitel 6.4).
2.) Die Parameter der Interpolationsphase (siehe auch Kapitel A.1):
(52)-beta: Diese Eingabe legt den Verkleinerungsfaktor β fu¨r α bei den Verfahren
mit konstanten Faktoren fest.
(53)-betaLo, (54)-betaHi: Diese Eingaben legen die Sicherheitsabsta¨nde (fu¨r ak-
zeptable αj+1) von den Entwicklungsstellen αlo, αhi : βlo, βhi fu¨r Verfahren mit qua-
dratischen und mit kubischen Polynomen fest (siehe Kapitel 6.4).
(56)-lMaxInterpol: Diese Eingabe legt die maximale Anzahl an Interpolations-
durchla¨ufen fest.
(58)-epsIntervall: Diese Eingabe legt die minimal zula¨ssige Intervallbreite bei
der Interpolation fest (siehe Kapitel 7.2.4).
A.4.3.4 Verfahren zur Wahl von αj=2
Die Algorithmen sind in der Datei LineSearchAlphaStart.cpp hinterlegt.
(64)-AlphaAuffrischverfahren (siehe Kapitel 6.1):
1 - Nach der obligatorischen Wahl von αj=1 = 1 wird keine A¨nderung
mehr vorgenommen.
2 - Nach der obligatorischen Wahl von αj=1 = 1 wird αj=2 = αk−1
gesetzt.
A.4.3.5 Absicherung des Line-Search-Verfahrens
Die Algorithmen sind in der Datei LineSearchAbsicherung.cpp hinterlegt.
(59)-m: Diese Eingabe legt den Faktor fu¨r das Kriterium der gradientenbezogenen
Schrittweite fest (siehe Kapitel 7.2.2).
(60)-epsCos: Diese Eingabe legt den minimal zula¨ssigen Kosinus des Winkels zwi-
schen Gradient und Schrittvektor fest (siehe Kapitel 7.1.3).
Anhang B
Testrechnungen
B.1 Ausgewa¨hlte Versuchsreihen
In diesem Abschnitt sind ausgewa¨hlte Testrechnungen mit ihren Parameterkom-
binationen angefu¨hrt. Es werden die Standard- und die optimalen Testreihen fu¨r
einen bestimmten Aspekt aufgelistet. Sa¨mtliche Testreihen liegen ebenfalls in digi-
taler Form bei. Fu¨r ein Nachvollziehen der Tests liegen ebenso fu¨r jeden Versuch die
verwendeten Eingabedateien als digitale Anlage vor.
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Test 38 Test 40/40_2 Test 71/71_2 Test 81
Zielparameter
x 1, σF0, (Start:Ziel:Δx
1
) 100:200:0,01 100:200:0,01 180:200:0,01 180:200:0,01
x 2, a, (Start:Ziel:Δx
1
) 500:1000:0,01 500:1000:0,01 900:1000:0,01 900:1000:0,01
x 3, n, (Start:Ziel:Δx
1
) 0,15:0,3:0,01 0,15:0,3:0,01 0,27:0,3:0,01 0,27:0,3:0,01
x 4, F, (Start:Ziel:Δx
1
) 1:1:0,01 1:1:0,01 1:1:0,01 1:1:0,01
x 5, G, (Start:Ziel:Δx
1
) 1:1:0,01 1:1:0,01 1:1:0,01 1:1:0,01
x 6, H, (Start:Ziel:Δx
1
) 1:1:0,01 1:1:0,01 1:1:0,01 1:1:0,01
x 7, L, (Start:Ziel:Δx
1
) 1:1:0,01 1:1:0,01 1:1:0,01 1:1:0,01
x 8, M, (Start:Ziel:Δx
1
) 1:1:0,01 1:1:0,01 1:1:0,01 1:1:0,01
x 9, N, (Start:Ziel:Δx
1
) 1:1:0,01 1:1:0,01 1:1:0,01 1:1:0,01
Allgemeine Verfahrensparameter
Anzahl der Inkrementschritte 500 500 500 500
Anzahl der Vorwärtsrechnungen 1 1 1 1
Methode (TR,LS) Line-Search Line-Search Trust-Region Trust-Region
Matrix der 2. Ableitungen Gauß-Newton Gauß-Newton BFGS DFP
Quasi-Newton-Start - - |f0|I m. Vorschleife |f0|I m. Vorschleife
Abbruchbed. UND/ODER - Verknüpfung ODER ODER ODER ODER
Abbruch - εGradient 1000 1000 100 100
Abbruch - εSchrittweite 0,1 0,1 0,1 0,1
Abbruch - εFunktionswert 0,1 0,1 0,5 0,5
Abbruch - εΔ Funktionswert 1 1 1 1
Absichern der pos. Definitheit von Gk Regularisierung Regularisierung Regularisierung Regularisierung
Regularisierungsparameter μk 2 2 2 2
Trust-Region-Verfahrensparameter
Start-Vertrauensbereich ,Δ0 - Wahl Newtonschritt Newtonschritt konst. konst.
Δ0,konst - - 1 1
Skalierung ohne ohne ohne ohne
min.:max. Größe d. Elemente d. Skal.matrix 1*10
-5
:1*10
5
1*10
-5
:1*10
5
1*10
-5
:1*10
5
1*10
-5
:1*10
5
λ - Iterationsstartwert aus (k-1). Schritt aus (k-1). Schritt aus (k-1). Schritt aus (k-1). Schritt
Δk+1  - Wahl einf. Wahl + ρ<0 einf. Wahl + ρ<0 einf. Wahl einf. Wahl
Schrittakzeptanzbedingungen eine Bedingung eine Bedingung eine Bedingung eine Bedingung
Abbruchgenauigkeit σ1:σ2 0,1:0,1 0,1:0,1 0,1:0,1 0,1:0,1
Schrittgüte für Akzeptanz η 0,0001 0,0001 0,0001 0,0001
Schrittgüten für Δ-Änderung, η1:η2 0,05:0,9 0,05:0,9 0,05:0,9 0,05:0,9
Δ-Änderungsfaktoren, αL :αU 0,25:2 0,25:2 0,25:4 0,25:4
Absicherung der Polynominterpol., β1:β2 0,1:0,5 0,1:0,5 0,1:0,5 0,1:0,5
λmax 1*10
19
1*10
19
1*10
19
1*10
19
Δmin :Δmax 1*10
-14
:1*10
14
1*10
-14
:1*10
14
1*10
-14
:1*10
14
1*10
-14
:1*10
14
Line-Search-Verfahrensparameter
Armijo-Parameter, c1 0,0001 0,0001 0,0001 0,0001
Wolfe-Paramter, c2 0,9 0,9 0,1 0,1
Goldstein-Parameter, c3 0,9 0,9 0,9 0,9
konst. α-Vergröß.:Verklein.-faktor, a:β 2:0,5 3:0,25 2:0,5 2:0,5
Absicherung der Polynominterpol., βlo:βhi 0,1:0,1 0,1:0,1 0,1:0,5 0,1:0,5
Allg. Schranke bei Extrapolation, γ 0,0001 0,0001 0,0001 0,0001
max. Interpol.:Extrapol.-durchläufe 15:15 15:15 15:15 15:15
min. Intervallbreite, εIntervall 1*10
-8
1*10
-8
1*10
-8
1*10
-8
Absicherungsfaktor, m 1*10
-8
1*10
-8
1*10
-8
1*10
-8
min. Winkel zwischen s und Gradient 1*10
-5
1*10
-5
1*10
-5
1*10
-5
Akzeptanzkriterium Wolfe Wolfe starke Wolfe starke Wolfe
Interpolationsverfahren konst. konst. quadr.(Dennis) quadr.(Dennis)
Extrapolationsverfahren konst. konst. quadr.(Dennis) quadr.(Dennis)
α-Auffrisch-Verfahren mit 1 beginnend mit 1 beginnend mit 1 beginnend mit 1 beginnend
Ergebniss 18 Schritte 12 Schritte 9 Schritte 7 Schritte
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B.2 Bilder der Funktionsumgebung der Material-
parameteridentifikation
Im folgenden Abschnitt sind ausgewa¨hlte Funktionsumfelder der Materialparameter
dargestellt. Es sind jeweils zwei Parameter dreidimensional mit ihren Zielfunktions-
werten abgebildet. Aus den Bildern la¨sst sich die Korrelation/Kopplung der zwei
dargestellten Parameter erkennen. Vera¨ndert der Wert des einen Parameters die
Lage des Minimums des anderen Parameters, sind diese beiden Parameter stark ge-
koppelt und Optimierungsverfahren konvergieren langsamer zum Minimum. Ist dies
nicht der Fall, sind sie schwach gekoppelt. Dies hat große Auswirkungen auf die
Leistung von Optimierungsverfahren.
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Abb. B.1: Logarithmischer Verlauf der Zielfunktion fu¨r die Parameter σF0 und a fu¨r
500/1000 Lastschritte
In der logarithmischen Darstellung Abb. B.1 ist gut der Bereich um die Lo¨sung zu
erkennen, in welchem die Optimierungsverfahren deutlich schneller konvergieren und
in welchem Kopplungseffekte zweitrangig werden.
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Abb. B.2: Verlauf der Zielfunktion fu¨r die Parameter σF0 und n fu¨r 100 Lastschritte
Auch im Fall von Abb. B.2 ist die starke Kopplung der Parameter mit der Bildung
eines sehr flachen Bereichs zu erkennen.
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Abb. B.3: Verlauf der Zielfunktion fu¨r die Parameter σF0 und F¯ fu¨r 100 Lastschritte
Ein Kopplung ist ebenfalls in Abb. B.3 zu erkennen, jedoch bildet sich kein so flacher
Bereich wie bei den Parametern der isotropen Verfestigung untereinander.
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Abb. B.4: Verlauf der Zielfunktion fu¨r die Parameter a und n fu¨r 100 Lastschritte
Wie bei den vorherigen Parametern der isotropen Verfestigung ist auch in Abb. B.4
eine starke Kopplung mit Bildung eines flachen Bereichs zu erkennen.
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Abb. B.5: Verlauf der Zielfunktion fu¨r die Parameter H¯ und L¯ fu¨r 100 Lastschritte
Trotz des schwach gekoppelten Verhaltens der beiden Anisotropieparametergruppen
zeigen die Gruppen F¯ , G¯, H¯ und L¯, M¯ , N¯ untereinander eine deutliche Kopplung.
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B.3 Beschreibung der digitalen Anlagen
/CppCodes/:
/FunktionswerteParident1/ - Programm zum Berechnen von Zielfunkti-
onswerten fu¨r die Matarialparameteridentifikation fu¨r einen Parameter.
/FunktionswerteParident2/ - Programm zum Berechnen von Zielfunkti-
onswerten fu¨r die Matarialparameteridentifikation fu¨r zwei Parameter.
/Optimization8/ - Unabha¨ngig lauffa¨higes Optimierungsverfahren fu¨r ei-
ne analytische Polynomfunktion.
/OptimizationParident2/ - Programm zum Optimieren der Materialpa-
rameter.
/OptimizationFormopt/ - vorbereitetes Programm zum Optimieren der
Formparameter.
/ParidentSynData/ - Programm zum Erstellen von synthetischen Messwer-
ten fu¨r die Materialparameteridentifikation.
/ParidentDaten/ - Messwerte und Modelldateien fu¨r die Materialparameteridentifi-
kation fu¨r unterschiedliche Lastschrittzahlen.
/Auswertung/:
/Testrechnungen/ - sa¨mtliche Testreihendaten und Versuchslisten.
/GnuPlot/ - sa¨mtliche mit GnuPlot erstellten Grafiken mit Source-Files.
/ExelTabellen/ - sa¨mtliche erstellte Exeltabellen mit den zugeho¨rigen
Diagrammen.
/Text/:
/Diplomarbeitv1/ - sa¨mtliche Latex-Files und die fertige pdf-Datei der
Diplomarbeit.
/Programmablauf/ - sa¨mtliche in MS-Visio erstellten Programmablauf-
pla¨ne.
/TextBilder/ - sa¨mtliche im Text verwendete Grafiken als Corel/Microgfx-
Designer-Dateien, Open-Office-Dateien und pdf-Dateien.
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Eidesstattliche Erkla¨rung und Aufgabenstellung
