An approach is presented for solving linear systems of equations over the Boolean algebra B 0 = {0, 1} based on implicants of Boolean functions. The approach solves for all implicant terms which represent all solutions of the system. Traditional approach to solving such linear systems is to consider them over the field GF(2) and solve either by Gaussian elimination or Lanczos methods. One of the unfinished problems in Computer Science is that of developing scalable parallel solvers for such systems. The proposed approach based on implicants has inherent parallel structure for computation in terms of independent threads. We show that for sparse systems with a fixed bound on number of variables in any equation and using sufficient parallel resource, this approach requires O(n) time where n is the number of variables. Hence this approach is expected to provide a scalable solution to the problem of solving large Boolean linear systems over large number of processors.
INTRODUCTION AND MOTIVATION
Boolean Satisfiability problems arise in many applications such as cryptology, hardware and software verification, reliability, artificial intelligence, decision under logic constraints, computational studies of Biological networks (Crama and Hammer 2011) , (Bolouri 2008) , (Alan Veliz-Cuba and Laubenbacher 2014) . In Computer Science, the problem of deciding satisfiability of Boolean formulas in Conjunctive Normal Form (CNF) known as CNF-SAT has been of central importance (Schoning and Toran 2013) . These problems (known broadly as Boolean SAT problems) are concerned with deciding consistency (or existence of solutions) of Boolean equations in several variables. XOR-SAT is one special case of Boolean SAT where each equation is an exclusive OR (XOR) combination of variables.
Such linear XOR systems naturally appear in problems such as quadratic sieve method for prime factorization of numbers (Das 2016) . Also in decoding of linear error correction coding, linear XOR systems need to be solved while optimizing the weight of solutions. Problems of finding all solution assignments with minimum Hamming weight, with maximum weight and of fixed weight are of different nature than the traditional problems of deciding satisfiability. All of these problems are addressed if the approach is aimed at finding all satisfying solutions. While solving general non linear polynomial equation systems, the XOR linear systems in terms of monomials can be solved as an intermediate problem (this is known as the XL approach to solving multivariate systems (Bard 2009)) . Solving XOR Boolean systems stands out as a problem on its own and performances of algorithms aimed at solving such problems are relevant for understanding performances of solvers for general problems (Sule 2014) . Although the XOR linear system problem is known to be of class P (as compared 3-CNF SAT of class NP complete), search for algorithms which scale to solving XOR problem of large sizes is as much important as scalability and performance of solvers for NP complete problems arising in practice by parallel algorithms.
The aim of this paper is to develop an approach for solving XOR linear systems over the Boolean algebra B 0 with a view to address following two objectives. This approach is based on implicant computation of Boolean formulas recently announced in (Sule 2016) . In this paper we present the application of the ideas for the XOR linear case.
1. Finding all solutions of the system. This is not addressed by the known SAT approaches which are concerned with deciding satisfiability (or the existence of a solution). This problem of representing all solutions is of higher complexity than the satisfiability problem (Crama and Hammer 2011) ,(Desai and Sule 2014) in case of 2-CNF SAT problems. Moreover in applications such as Cryptography or Biological networks, satisfiability (or consistency) of the system is already known and it is required to find all solutions of the system. We shall follow the approach to represent all solutions in terms of implicants of equations as proposed in (Sule 2016) . 2. Developing an approach which has inherent parallelism and can scaleup for solving large size problems over large number of processors. An important unresolved issue with solving Boolean equations is developing a solver which can scaleup with good efficiency for solving large systems arising in applications by parallel computation. Scalability of parallel solvers also depends on the algorithm and is affected by the number of processors. Our approach gives a method of computation in multiple parallel threads and is expected to have good scalability even over large number of processors. In fact its parallel performance improves with increased parallel resource.
Most systems arising from real life applications are sparse, i.e. each clause has only a small fraction of the complete set (large number) of variables. Such equations may have randomly distributed variables in each equation or in certain situation such as factorization of numbers dominant variables for small prime factors. While only local variables may be present in an equation when the variables have space dependent features. Gaussian elimination based algorithms cause loss of sparsity as computation progresses. On the other hand the implicant based approch increases sparsity due to substitutions.
Performances of other algorithms such as Grobner basis algorithm concerning scalability leave much desired as pointed out in (Bard 2009 , Sule 2013 . A general survey of parallel SAT solvers (Hammadi and Wintersteiger 2012 ) discusses many issues of scalability which are yet to be resolved. A limitation of SAT solvers is also that these are mainly designed for deciding satisfiability of CNF formulas and unless general systems are transformed to this form these methods are not applicable. The problem of solving Boolean equations is of considerable interest to Biological regulatory networks and is being studied from both theoretical and applied angle (Alan Veliz-Cuba and Laubenbacher 2014, Zou 2014) . These references show that this problem is of current interest and hence it is important to continue search of new methods for solving Boolean equations which can scale up over large sizes of systems as well as large number of parallel processing elements. In short it is desirable to develop solvers for Boolean systems which provide inherent parallelism in computation. In this paper we propose such a method for solving such problems associated with XOR systems.
Notations and background
The Boolean algebra referred in this paper is the two element algebra B 0 = {0, 1, +, ., ′ } with binary operations +, . denoting the well known OR (disjunction) and AND (conjunction) while ′ denotes the complement operation. The Boolean ring {0, 1, ⊕, .} with ⊕ denoting the well known XOR shall also be denoted by B 0 . The Boolean ring under ⊕ is equivalent to the binary field GF(2). Two element Boolean algebra or ring are very well known and apart from the change of notation for operations we shall refer (Brown 2003) for their theory. Boolean functions f : B n 0 → B 0 of n variables (denoted X) are equivalence classes of formal conjunctions and disjunctions of n-variables x i , i = 1, . . . n and their complements x ′ i . Such formal expressions when evaluated by assigning values of arguments from B 0 define Boolean functions. Boolean functions themselves form a Boolean algebra denoted B 0 (n). For a Boolean function f the set of all satisfying assignments is the set of points a in B n 0 such that f (a) = 1. This set is denoted by S( f ). A term in X is a function
where for a variable x, x α = x when α = 1 and x α = x ′ when α = 0. The set of indices i in a term t shall be called its support and denoted sup(t). Clearly
where D denotes an arbitrary assignment. Hence we represent the set S(t) by the compact notation (t) which denotes the partial assignments for x i , i ∈ sup(t) in S(t).
Implicants and representation of set of all satisfying assignments
An implicant of a Boolean function f (X) is a term t(X) such that t ≤ f in the Boolean algebra of functions B 0 (n). The substitution of partial assignments (t) in f is denoted as f /t and is known as the ratio or cofactor of f by t. We observe the obvious result,
is a Boolean function and t a term in X then following statements follow the implication 1) ⇒ 2) ⇒ 3) ⇒ 1).
A set of implicants I( f ) of f is said to be complete if f (a) = 1 for some a then there exists a t in I( f ) such that t(a) = 1. Hence when I( f ) is complete for f we have the equivalent expressions as given in the following, Proposition 2. Following statements are equivalent
where the sum in the third expression is an OR sum of implicants t in I.
Proof. 1) ⇔ 2). The inclusion t∈I( f ) (t) ⊂ S( f ) follows from the definition of implicant. Conversely, let a ∈ S( f ), then since I( f ) is complete there exists a t ∈ I( f ) such that t(a) = 1. Hence
from which the equivalence follows.
Above proposition is a basis of our algorithm for computing all solutions of XOR systems.
XOR-SAT and associated problems
The linear XOR-SAT problem without constraints on solutions, in n variables over B 0 is defined by a system of m equations of the form
where a i j , b i are elements of B 0 . The problem is to find all n-tuples a = (a 1 , . . . , a n ) in B n 0 such that each a gives a solution assignment x i = a i . The basic XOR-SAT problem we consider is 1) to find all assignments for X = {x 1 , . . . , x n } in B n 0 which satisfy equations (1). Such assignments when they exist (i.e. when the system is satisfiable) are finite in number. There are important associated problems. If w : B n 0 → W is a non-negative integer valued function (representing weight of an assignment) then we have the associated problems 2) to find all solutions a of the system such that w(a) < q where q is a specified non-negative number and 3) to find all solutions a of the system such that w(a) is minimum. Clearly if we solve the problem 1) then the associated problems are solvable by search over the solution set. Our approach to represent the solutions in terms of implicants makes such a search feasible.
One of the central issues with these problems is that although the number of solutions are always finite, the number grows exponentially in the number of free assignments of variables in each solution. Hence solutions of the above problems need to be compactly represented rather than just enumerated. In fact simply enumerating the finite set of assignments is not practically feasible in large sized problems. Clearly the best way to represent such solution sets are by collecting the terms corresponding to variables which have fixed assignments since variables with free assignments need not be explicitly shown in a solution. This way the exponential number of solutions can be represented compactly by fixed variable assignments. The representation of S( f ) as in Proposition 2 provides such a compact representation for satisfying assignments of a Boolean function f . We extend this representation for the solution set of the systems of XOR linear equations. Next, the problem of scalability can also be addressed by this compact way to represent assignments. For instance the implicants representing any solution of the system must necessarily also be implicants for solving a single equation. Hence an algorithm which at each step restricts search of assignments over small number of variables involved in a single equation and carries out independent search along parallel threads can provide scalability of computation. Our approach to solving the XOR linear problem is based on these ideas.
IMPLICANT BASED APPROACH FOR SOLUTION OF BOOLEAN SYSTEMS
Our approach to the problem of representing all solutions of the system (1) depends on constructing a complete set I(E) of all implicants corresponding to an equation E of the system. Let E denote an equation in the linear system of the form a j1 x j1 + a j2 x j2 + . . . + a jk x jk = b j where 1 ≤ j1 ≤ j2 ≤ . . . ≤ jk ≤ n. Consider a Boolean function f (x ji ) in variables x ji whose set of satisfying assignments is S( f ) = {x ji ∈ B 0 |E is satisfied } Then it follows that a complete set of implicants I( f ) characterizes the set of all satisfying assignments for the equation E. We shall thus denote this set of implicants as I(E) and call it a complete set of implicants of equation E and call this function as the true value function of equation E. Thus the set I(E) represents all solutions of the equation E denoted as S(E). Then for each t in I(E), (t) denotes a set of partial assignments satisfying E, hence
this is then a compact way to represent all solutions (or the satisfying assignments) of an equation E.
Satisfying assignments of simultaneous equations
Now consider the problem of representing satisfying assignments of two simultaneous equations in variables X. So let E 1 and E 2 be these two equations. If we compute a complete set of implicants I(E 1 ) then the two simultaneous equations are consistent iff for all t in I(E 1 ) the substitution E 2 /t equivalently f 2 /t does not result into a contradiction f 2 /t = 0 (or E 2 not satisfied). We can formally write the following.
Proposition 3. Two simultaneous equations E 1 and E 2 are consistent iff f 2 /t ̸ = 0 (i.e. E 2 is satisfied) for some t in a complete set of implicants I(E 1 ). A complete set of implicants I(E 1 , E 2 ) of the simultaneous system of equations is given by either of the sets
Proof. Let I(E 1 ) be a complete set of implicants of equation E 1 . Then each t in I(E 1 ) represents partial assignment (t) in the set of all solutions of E 1 . Hence the simultaneous equations have a solution iff there is a partial assignment (t) whose satisfying set S(t) intersects the solution set of E 2 . This is true iff when (t) is substituted in E 2 does not lead to contradiction. This is the condition f 2 /t ̸ = 0. When there is no contradiction the resulting equation is E 2 /t. If this equation has a satisfying partial assignment s in the remaining variables then ts is a simultaneous implicant of both equations representing a partial assignment (t)(s). Taking union over all implicants t in I(E 1 ) for which E/t is not a contradiction thus gives the formula I(E 1 , E 2 ). Since the order of equations leaves the solutions invariant the formula is symmetric.
This proposition is the basis of our algorithm to compactly represent all satisfying assignments of simultaneous equations. We first consider few examples.
Examples of representing solutions by implicants
Example 1. Consider the two equation system
This gives
Since no contradiction took place the system is consistent and every implicant of E 1 leads to a solution. Hence we have
which gives the set of all solution assignments satisfying the simultaneous equations.
Consider another example of a consistent system.
The first equations is same as above hence has same I(E 1 ). We compute the substitutions in the second equation
Two of these are contradictions. For the other two E 2 /t = 1 hence t is an implicant of E 2 also. Hence we have
Notation for larger examples
We shall now introduce a notation to represent larger systems and implicants. Consider the system of linear equations.
We represent the above system denoted S as the set We also denote an implicant term of the type t = x ′ 3 x 5 x ′ 6 x 7 as well the partial assignment (t) by the notation (−3, 5, −6, 7). Also the partial assignment of a product of two implicants ts is denoted as (t)(s). In the above system S, consider first an equation with minimum number of variables The first system has an inconsistent equation 1 = 0 while the second system has no contradiction. Hence the complete set of satisfying assignments are represented by the implicant set by taking the product of the previous implicant with that of the second system {(3, 7)(5)(1, 4), (3, 7)(5)(−1, −4), (3, 7)(5)(2, 6), (3, 7)(5)(−2, −6)}
PROPOSED ALGORITHM TO FIND ALL SOLUTIONS
We now propose the algorithm for representing all solutions of a system of equations S in terms of an implicant set or return an empty set if the system is inconsistent. The algorithm starts with selecting an equation E called a pivot equation. (A suitable choice of a pivot is an equation with minimum number variables). A complete set of implicants denoted I(E) is then computed. All satisfying assignments of E are represented by all partial assignments satisfying these implicants. The system of equations is then reduced to S/t for a selected implicant t. The processes is repeated until a contradiction is reached when an equation in the reduced system is contradicted when evaluated at an implicant or else an augmented implicant set is returned. The final sets of implicants returned in each thread determine the partial assignments of all satisfying assignments of the system. This is described in the following pseudocode of the algorithm 1.
TIME COMPLEXITY AND RESULTS ON RANDOM CASES
Performance of the above XOR system solver has been evaluated on systems Ax = b where matrices A are over the Boolean ring B 0 and nonsingular of size n. The vector x is an n tuple of variables to be solved and b is a known n tuple. The operation Ax uses the Boolean ring operations of product and XOR sum. Systems of different sizes varying from n = 40 to n = 500 are selelcted in two different sets in which A is chosen non-singular. Such random non-singular matrices are chosen by randomly transforming a matrix in Hessenberg form as described below while b is a random vector. All these systems have a unique solution since A is non singular by design.
Experimental test case results
Experimental cases of computation with this algorithm are documented in the following table.In these random samples of systems, for each n, 10 binary random matrices A of size n × n and 10 n-tuple vectors b of were selected. The systems Ax = b were solved sequentially by the above algorithm and time taken for each thread segment were measured. From these records of thread segment time, the time required for solving the system when all threads could be executed in parallel was calculated. This is the time taken for the sequence of thread segments which takes the longest time, while the time required to solve each system sequentially is the sum of times taken for all thread segments. From these measurements the averages of time taken for the longest threads and total were calculated for the random samples. These are plotted in the following table shown. The graph shows approximately linear O(n) trend as expected. The slight trend visible of the type O(n 1+α ) in the average time for longest threads is due to the fact that the experimental test cases had nonzero terms in any equation equal to half of n. Hence the time taken for computing implicant sets in the thread segments was not constant as assumed but was actually weakly O(n α ) for α < 1 with a small constant. Hence the longest thread time appears to tend towards O(n 1+α ).
As described above our computations are completely sequential. However due to the independence of thread segments through which the algorithm works it is theoretically possible to make estimates of parallel efficiency. If it is assumed that an infinite parallel resource is available for implementing the parallel threads, then the maximum speedup possible is the ratio The table also document this maximum speedup in terms of average time taken for longest thread and the sequential solution. The table also show that speedup is higher if number of threads are larger. Although this means larger requirement of memory and parallel processors, this also gives a positive indication that this algorithm is expected to be scalable for large data and large number of processors. 
