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Abstract
The problem of reconstructing permutations on n elements from their erroneous patterns which are distorted by reversal errors
is considered in this paper. Reversals are the operations reversing the order of a substring of a permutation. To solve this problem,
it is essential to investigate structural and combinatorial properties of a corresponding Cayley graph on the symmetric group Symn
generated by reversals. It is shown that for any n3 an arbitrary permutation  is uniquely reconstructible from four distinct
permutations at reversal distance at most one from  where the reversal distance is deﬁned as the least number of reversals needed
to transform one permutation into the other. It is also proved that an arbitrary permutation is reconstructible from three permutations
with a probability p3 → 1 and from two permutations with a probability p2 ∼ 13 as n → ∞. A reconstruction algorithm is
presented. In the case of at most two reversal errors it is shown that at least 32 (n− 2)(n+ 1) erroneous patterns are required in order
to reconstruct an arbitrary permutation.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Reconstruction of arbitrary sequences was investigated for combinatorial channels with errors of interest in coding
theory such as substitutions, transpositions, deletions and insertions of symbols [5,6]. Sequences are considered as
elements of a vertex set V () of a graph  = (V ,E) where an edge {x, y} ∈ E() is viewed as the single error
transforming x into y ∈ V (). One of the metric problems which arises here is the problem of reconstructing an
arbitrary vertex x ∈ V () from a minimum number of vertices in the metric ball Br(x) of radius r centered at the
vertex x ∈ V (). It is reduced to ﬁnding the value
N(, r) = max
x,y∈V (),x =y
|Br(x) ∩ Br(y)|, (1)
since N(, r) + 1 is the least number of distinct vertices in the ball Br(x) around the arbitrary vertex x which are
sufﬁcient to reconstruct x subject to the condition that at most r single errors have happened. This problem is based
on considering metric balls in a graph but it differs from traditional packing and covering problems in various ways.
It is motivated by a transmission model where information is realized in the presence of noise without encoding or
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redundancy, and where the ability to reconstruct a message uniquely depends on having a sufﬁciently large number of
erroneous patterns of this message.
The value (1) was studied for the Hamming and Johnson graphs [6]. Both graphs are distance-regular and the ﬁrst
is a Cayley graph. The problem of ﬁnding the value (1) is much more complicated for graphs which are not distance-
regular. Such Cayley graphs arise, for instance, on the symmetric group and the signed permutation group when the
reconstruction of permutations or signed permutations is considered for distortions by single transposition errors [3].
The same situation appears for a Cayley graph on the signed permutation group generated by sign-change reversals [4].
In this paper we continue these investigations and consider the reconstruction problem for permutations distorted by
single reversal errors. The corresponding graph is the reversal Cayley graph which is regular but not distance-regular
and hence not distance-transitive. We investigate combinatorial properties of this graph and present the values (1) when
r = 1, 2.
2. Permutations and reversals
We consider the symmetric group Symn whose elements are permutations  written in one-line notation as [1, 2,
. . . , n] where i = (i) for every i ∈ {1, . . . , n}. Let −1 be the inverse of  then −1 = −1 = I , where I is the
identity permutation. A reversal ri,j , 1 i < jn, is the operation of reversing segments [i, j ] of a permutation, i.e.
[. . . , i , i+1, . . . , j−1, j , . . .]ri,j = [. . . , j , j−1, . . . , i+1, i , . . .].
Note that ri,j ri,j =I and r−1i,j =ri,j . The reversal distance d(, ) between two permutations  and  is the least number
d of reversals needed to transform  into , i.e. ri1,j1 . . . rid ,jd = . It is easy to check that the reversal distance satisﬁes
the axioms of a metric. The problem of determining the smallest number of reversals transforming a given permutation
into the identity permutation is considered in molecular biology and called sorting by reversals [1]. In particular, it is
shown that max∈Symnd(, I ) = n − 1.
In the remainder of the paper it is assumed that = [0, 1, . . . , n+1] where 0 = 0 and n+1 = n+ 1. We say that
a permutation  has a breakpoint between positions i − 1 and i for i ∈ {1, . . . , n + 1} if |i ()|2, where
i = i () = i − i−1, i = 1, . . . , n + 1. (2)
Denote by b() the number of breakpoints of . Note that b() = 0 if and only if = I , and b()2 otherwise. Let a
permutation  has b = b()2 breakpoints between positions ih − 1 and ih, h = 1, . . . , b, then the interval [0, n + 1]
is partitioned into b + 1 monotonicity intervals [ih, ih+1 − 1] of successive integers in decreasing or increasing order,
where h = 0, 1, . . . , b, with i0 = 0 and ib+1 = n + 2. Note that some intervals might consist of one integer only and
that the ﬁrst and the last interval consist of integers only in increasing order if they contain at least two integers.
We deﬁne the vector ()= (0, 1, . . . , b−1) (the up- and down-sequence of monotonicity of breakpoints), where
h =
{+ if ih+1 > ih+1−1,− if ih+1 < ih+1−1, h = 0, . . . , b − 1.
Note that 0i1−1 < i1 andib−1 < ibn+1, andhence0=b−1=+.Wealsodeﬁne the vector ()=(1, . . . , b−1)
(the up- and down-sequence of monotonicity of internal intervals), where
h =
{0 if ih+1 − 1 = ih,
+ if ih+1 − 1> ih and ih+1−1 > ih ,− if ih+1 − 1> ih and ih+1−1 < ih ,
h = 1, . . . , b − 1.
The vectors () and () are uniquely deﬁned by the permutation , and two permutations are distinct if at least one
of these vectors differ. As an example, for the permutation  = [0, 1, 6, 5, 4, 7, 2, 3, 8, 9] we have the partition [0, 9]
into intervals [0, 1], [2, 4], [5], [6, 7], [8, 9], b(P ) = 4, () = (+,+,−,+), and () = (−, 0,+).
Now let us estimate the change of the number of breakpoints as a result of applying a reversal ri,j to a permutation
. To formulate the following lemmas we deﬁne one additional function (x, y) of two integer variables x and y such
that (x, y) = 1 if |x − y|2 and (x, y) = 0 if |x − y|1.
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Lemma 1. Let  = [0, 1, . . . , n, n+1] and ri,j is a reversal on the interval [i, j ], 1 i < jn. Then
b(ri,j ) − b() = (i−1, j ) + (i , j+1) − (i−1, i ) − (j , j+1).
Proof. A reversal ri,j can only change the number of breakpoints between positions i −1 and i, and between positions
j and j + 1. 
Lemma 2. Let  = [0, 1, . . . , n, n+1], 1 i < jn, and |i | = |j+1| = 1. Then b(ri,j ) = b() + 1 if and only
if i = −j+1 and either j = i − 2i or j = i + 2i ; otherwise b(ri,j ) = b() + 2.
Proof. By (2) the condition |i | = |j+1| = 1 is equivalent to the condition (i−1, i )= (j , j+1)= 0 and we also
have
i = i−1 + i and j+1 = j + j+1. (3)
Note that i − i , i , i + i and j − j+1, j , j + j+1 are three successive integers in increasing or decreasing
order. Since all i−1, i , j , j+1 are distinct, we have
(1) either (i , j+1) = 1 or j+1 = i + i , since i−1 = i − i ;
(2) either (i−1, j ) = 1 or i−1 = j − j+1, since j+1 = j + j+1.
Therefore, if b(ri,j )= b()+ 1 or b(ri,j )= b(), then i−1 = j − j+1 or j+1 = i + i , by Lemma 1. In each of
these cases we have i = −j+1; otherwise, we would get j = i , by (3). Moreover, for i = −j+1 in the case when
i−1 = j − j+1 by (3) we have
i = i−1 + i = j + 2i = j+1 + 3i (4)
and hence (i−1, j ) = 0, (i , j+1) = 1; and in the case when j+1 = i + i , by (3) we have
j = j+1 + i = i + 2i = i−1 + 3i (5)
and hence (i−1, j ) = 1, (i , j+1) = 0. It follows that i = −j+1 and either j = i − 2i or j = i + 2i , if
b(ri,j ) = b() + 1, and that the case b(ri,j ) = b() is not possible under the conditions of the lemma. On the other
hand, the conditions i = −j+1 and j = i − 2i or j = i + 2i are sufﬁcient for b(ri,j )= b()+ 1, because in
these cases (4) and (5) are, respectively, valid and we have b(ri,j ) = b() + 1 in each of them. 
Note that Lemma 2 presents conditions when a given reversal increases the number of breakpoints of a permutation
. In constructing effective algorithms for sorting by reversals it is signiﬁcant to ﬁnd a reversal which decreases by 2
the number of breakpoints of a permutation  having a decreasing interval. In particular, as it was proved in [2], such
a reversal exists, if every reversal that removes a breakpoint of  gives a permutation with no decreasing intervals.
3. The reversal Cayley graph and its properties
LetR={ri,j ∈ Symn, 1 i < jn} be the set of all reversals which can be considered as the set of generators for the
symmetric group Symn. In the reversal Cayley graph = (V ,E) vertices correspond to the elements of the group, i.e.
V =Symn, and edges correspond to multiplication on the right by generators, i.e.E={{, r} :  ∈ Symn, r ∈ R}. The
reversal Cayley graph is a connected regular graph of degree |R|= (n2 )without loops. Moreover, it is a vertex-transitive
graph since all Cayley graphs are vertex-transitive.
Denote by d(v, u) the path distance between the vertices v, u ∈ V (), and by d = max{d(v, u) : v, u ∈ V ()}
the diameter of . It is clear that the path distance in this graph corresponds to the reversal distance between two
permutations. Hence, the diameter of this graph is (n − 1) as it was shown in [1], and the only permutations needing
this many reversals are the Gollan permutation and its inverse.
Now let Sr(v) = {u ∈ V (), d(v, u) = r} and Br(v) = {u ∈ V (), d(v, u)r} be the sphere and ball of radius r
centered at the vertex v ∈ V (), respectively. Since Cayley graphs are always vertex-transitive, therefore it sufﬁces to
E. Konstantinova /Discrete Applied Mathematics 155 (2007) 2426–2434 2429
consider only the spheres of the identity permutation. So we write Si suppressing the reference to v = I . For u ∈ Si
we set ci(u) = |{x ∈ Si−1 : d(x, u) = 1}|, ai(u) = |{x ∈ Si : d(x, u) = 1}|, bi(u) = |{x ∈ Si+1 : d(x, u) = 1}|. From
this we have that a1(u) is the number of triangles over the edge {I, u} and c2(u) is the number of common neighbors
of I and u ∈ S2. Let







Since |Br(v) ∩ Br(u)|> 0 for v = u if and only if 1d(v, u)d, we have N(, r) = max1 sd Ns(, r) where
Ns(, r) = max{|Br(v) ∩ Br(u)| : v, u ∈ V ; d(v, u) = s}. In particular, N1(, 1) = 	 + 2 and N2(, 1) = 
 so that
N(, 1) = max(	 + 2, 
). (7)
As one can see from the above, to ﬁnd the values (1) when r =1, 2 for the reversal Cayley graph, we have to investigate
its structural and combinatorial properties. In particular, to describe spheres S1 and S2 and connections between them.
This is the main goal of this section.
It is clear that S1 =R and by Lemma 1 any reversal has two breakpoints. The next two technical lemmas give us the
full description of permutation  ∈ S2, having three or four breakpoints. For shortness, we shall write a coordinate of
a vector () as + ∨ 0 or − ∨ 0, if this coordinate might take one of the values + or 0 and − or 0, respectively.
Lemma 3. Let  = rk,lri,j ∈ S2 such that b() = 3 and rk,l = ri,j for ﬁxed k and l, 1k < ln, and any i and j,
1 i < jn. Then  belongs to one of the following disjoint sets Uh(k, l), h = 1, . . . , 8, deﬁned as follows:
1. If  ∈ U1(k, l) then i = k − 11, j = l − 1 and () = (+ ∨ 0,+);
2. If  ∈ U2(k, l) then i = k + 1, j = l + 1n and () = (+,+ ∨ 0);
3. If  ∈ U3(k, l) then i = k, k + 1j l − 1 and () = (+,− ∨ 0);
4. If  ∈ U4(k, l) then i = k, l + 1jn and () = (− ∨ 0,+);
5. If  ∈ U5(k, l) then 1 ik − 1, j = l and () = (+,− ∨ 0);
6. If  ∈ U6(k, l) then k + 1 i l − 1, j = l and () = (− ∨ 0,+);
7. If  ∈ U7(k, l) then i = l + 1, l + 2jn and () = (−,−);
8. If  ∈ U8(k, l) then 1 ik − 2, j = k − 1 and () = (−,−).
Proof. First we consider the case when the conditions of Lemma 2 are satisﬁed. Then b(rk,lri,j ) = 3 if and only if
i = −j+1 = ±1 and either j = i + 2i or j = i − 2i . Since (rk,l) = (−) there are two possibilities:
(1) i = 1, where 1 ik − 1 and j+1 = −1, where kj l − 1;
(2) i = −1, where k + 1 i l and j+1 = 1, where l + 1jn.
In the ﬁrst case we have i = i and j = i + 2 and get the set U1(k, l), since ik − 1 and j k + 1 imply i = k − 1,
j = k + 1, and j = l − 1. In the second case we have j = j and i = j − 2 and get the set U2(k, l), since j l + 1
and i l − 1 imply j = l + 1, i = l − 1, and i = k + 1.
If the conditions of Lemma 2 are not satisﬁed we have i = k or i = l + 1 when |i − i−1|2, and have j = k − 1
or j = l when |j+1 − j |2. Since i < j and k < l (and for i = k and j = l we have = rk,lri,j = I ), these four cases
are incompatible. The case i = k gives rise to the set U3(k, l) when k + 1j l − 1, and gives rise to the set U4(k, l)
when l + 1jn. Analogously, the case j = l gives rise to the set U5(k, l) when 1 ik − 1, and gives rise to the
set U6(k, l) when k + 1 i l − 1. The case i = l + 1 is possible only if l + 2jn and we obtain the set U7(k, l).
Analogously the case j = k − 1 is possible only if 1 ik − 2 and we obtain the set U8(k, l). It is easily seen that
permutations  of the last six sets have also three breakpoints. The sets Uh(k, l), h = 1, . . . , 8, are disjoint since the
reversals ri,j are distinct for all cases. They consist of permutations  with () = (+,−,+) in the ﬁrst six cases and
with () = (+,+,+) in the last two cases. 
Corollary 1. The reversal Cayley graph does not contain triangles.
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Proof. Any permutation  = rk,lri,j where rk,l = ri,j has three or four breakpoints. This follows from Lemma 2 and
the proof of Lemma 3, where it is shown that if the conditions of Lemma 2 are not satisﬁed for rk,l with rk,l = ri,j ,
then = rk,lri,j has three breakpoints. This also implies that there are no edges between vertices of S1 which all have
two breakpoints. 
Lemma 4. Let  = rk,lri,j ∈ S2 such that b() = 4 and rk,l = ri,j for ﬁxed k and l, 1k < ln, and any i and j,
1 i < jn. Then  belongs to one of the following disjoint sets Wh(k, l), h = 1, . . . , 4, deﬁned as follows:
1. If  ∈ W1(k, l) then k + 1< l + 1< i < j or i + 1<j + 1<k< l; () = (+,+,+,+), () = (−,+ ∨ 0,−).
2. If  ∈ W2(k, l) then k < i < j < l or i < k < l < j ; () = (+,−,−,+), () = (− ∨ 0,+,− ∨ 0).
3. If  ∈ W3(k, l) then 1 ik − 1, kj l − 1 and j = l − 1, when i = k − 1; () = (+,−,+,+), () = (+ ∨
0,−,− ∨ 0) or () = (+ ∨ 0, 0,−).
4. If  ∈ W4(k, l) then k + 1 i l, l + 1jn and j = l + 1, when i = k + 1; () = (+,+,−,+), () = (− ∨
0,−,+ ∨ 0) or () = (−, 0,+ ∨ 0).
Proof. Since any permutation = rk,lri,j where rk,l = ri,j has three or four breakpoints, then to prove this statement
we consider all cases to arrange numbers i, j , 1 i < jn, with the ﬁxed numbers k, l, 1k < ln, and exclude the
cases of Lemma 3, when  has three breakpoints. 
Lemmas 3 and 4 determine all disjoint sets of permutations  ∈ S2. Now let us consider connections between S1
and S2, and ﬁnd c2() for any  ∈ S2. To formulate the next result we ﬁx a permutation  ∈ S2 and consider the
lexicographic ordering on permutations rk,l ∈ S1, 1k < ln, assuming that rk,l < rk′,l′ if kk′ and l < l′. Any pair
of edges {rk,l, } and {rk′,l′ , } in the graph  implies the following expression for :
rk,lri,j = rk′,l′ri′,j ′ , (8)
where ri,j = rk,l and ri′,j ′ = rk′,l′. We say that (8) is a representation of  if rk,l < rk′,l′ , and it is the minimal
representation of  if rk,l is minimal in the lexicographic order permutation of the set S2,1()={x ∈ S1 : d(x, )= 1}.
If  has only one representation then this representation is the minimal representation and c2()= 2. In a general case,
if  has h minimal representations with h = 0, 1, . . ., then c2() = h + 1. We deﬁne the permutation
k = [0, 1, . . . , k − 1, k + 1, k + 2, k, k + 3, . . . , n + 1]
for 1kn− 2 and for which b(k)= 3, (k)= (+,−,+), (k)= (+, 0). Its inverse is −1k =[0, 1, . . . , k− 1, k+
2, k, k + 1, k + 3, . . . , n + 1] such that b(−1k ) = 3, (−1k ) = (+,−,+) and (−1k ) = (0,+). It is easily seen that
k = rk,k+1rk+1,k+2 = rk,k+2rk,k+1 = rk+1,k+2rk,k+2 (9)
and
−1k = rk,k+1rk,k+2 = rk,k+2rk+1,k+2 = rk+1,k+2rk,k+1. (10)
We also deﬁne k =[0, 1, . . . , k− 1, k+ 2, k+ 3, k, k+ 1, k+ 4, . . . , n+ 1] for 1kn− 3 and for which b(k)= 3,
(k) = (+,−,+), (k) = (+,+), −1k = k and k = rk,k+2rk+1,k+3 = rk+1,k+3rk,k+2.
Lemma 5. Given a permutation  ∈ S2 let k, 1kn − 1, be the minimal integer such that rk,s ∈ S2,1() for some
s, k < sn. Then
1. c2() = 3, if  = k or  = −1k for kn − 2.
2. c2() = 2, if  has one of the following representations for kn − 3:
rk,k+2rk+1,k+3 = rk+1,k+3rk,k+2 = k , (11)
rk,lrk,j = rk+l−j,lrk,l , k + 1j l − 1, l > k + 2, (12)
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rk,lrk,j = rk,j rk+j−l,j , l + 1jn, j > k + 2, (13)
rk,lri,j = ri,j rk,l, k < l < i < j , (14)
rk,lri,j = rl−j+k,l−i+krk,l, k < i < j < l. (15)
3. c2() = 1, in the remaining cases.
Proof. Let c2()> 1 and s be some integer such that rk,s ∈ S2,1(). Then the permutation  has a representation (8)
with the minimal integer k. To prove this lemma we describe all such representations of , determine which of them are
minimal and then ﬁnd c2(). If  has a representation (8) then by Lemmas 3 and 4, we have  ∈ Uh(k, l)∩Um(k′, l′),
if b() = 3, and  ∈ Wh(k, l) ∩ Wm(k′, l′), if b() = 4, for some h and m.
First we consider representations of permutations with three breakpoints. We have () = (− ∨ 0,+) for  from
U4, U6 and ()=(+,−∨0) for  fromU3, U5. Therefore, since ()=(+∨0,+) for  ∈ U1 and ()=(+,+∨0) for
 ∈ U2, we have (U2(k, l)∪U3(k, l)∪U5(k, l))∩ (U4(k′, l′)∪U6(k′, l′))=∅ and (U3(k, l)∪U5(k, l))∩ (U1(k′, l′)∪
U4(k′, l′)∪U6(k′, l′))=∅. Since ()=(−,−) for  fromU7, U8, we have (U7(k, l)∪U8(k, l))∩(⋃6m=1Um(k′, l′))=∅.
Moreover, Uh(k, l)∩Uh(k′, l′)=∅ for any h= 1, . . . , 8, since k and l are uniquely deﬁned by any element in Uh(k, l).
These arguments show that if  has a representation (8), b()= 3, and  ∈ Uh(k, l)∩Um(k′, l′), then (h,m) or (m, h)
must belong to the set A = {(2, 3), (2, 5), (3, 5), (4, 6), (4, 1), (6, 1), (2, 1), (7, 8)}.
We shall prove that if rk,l ∈ S2,1() then there exists a unique rk′,l′ such that  ∈ Uh(k, l)∩Um(k′, l′)with (h,m) ∈ A
and  has the representation (8) with rk,l < rk′,l′ . It is also shown that for (m, h) ∈ A we have the expression (8) but it
is not a representation of  since in these cases rk,l < rk′,l′ does not hold.
Case 1: (h,m) = (2, 3). For  ∈ U2(k, l) ∩ U3(k′, l′), we have i = k + 1, j = l + 1, i′ = k′, k′ = k, l′ = l + 1,
j ′ = l′ + k′ − l = l′ − k′ − k − 1 = k + 1 = l, and get the representation rk,k+1rk+1,k+2 = rk,k+2rk,k+1 of .
Case 2: (h,m) = (2, 5). For  ∈ U2(k, l) ∩ U5(k′, l′), we have i = k + 1, j = l + 1, i′ = k = l − 1, j ′ = l′ = l + 1,
k′ = l, and rk,k+1rk+1,k+2 = rk+1,k+2rk,k+2 is the representation of .
Case 3: (h,m)= (3, 5). For  ∈ U3(k, l)∩U5(k′, l′), we have i=k, k+1j l−1, i′ =k, j ′ = l= l′, k′ =k+ l− j
and get the representation rk,l rk,j = rk+l−j,l rk,l of . This gives (12) when l > k + 2. For l = k + 2 we have j = k + 1
and get the representation rk,k+2rk,k+1 = rk+1,k+2rk,k+2 of .
Case4: (h,m)=(4, 6). For ∈ U4(k, l)∩U6(k′, l′), we have i=k, l+1jn, j ′=l′=j , k′=k, i′=k′+l′−l=k+j−l
and get the representation rk,l rk,j = rk,j rk+j−l,j of . This gives (13) when j > k + 2. For j = k + 2 we get the
representation rk,k+1rk,k+2 = rk,k+2rk+1,k+2 of .
Case 5: (h,m) = (4, 1). For  ∈ U4(k, l) ∩ U1(k′, l′), we have i = k, i′ = k′ − 1, j ′ = l′ − 1, k′ = k + 1 = j − 1,
k′ = l, l′ = j , and get the representation rk,k+1rk,k+2 = rk+1,k+2rk,k+1 of .
Case 6: (h,m) = (6, 1). For  ∈ U6(k, l) ∩ U1(k′, l′), we have j = l, i′ = k′ − 1, j ′ = l′ − 1, k′ = k + 1 = l − 1,
l′ = l, i = k + 1, and rk,k+2rk+1,k+2 = rk+1,k+2rk,k+1 is the representation of .
Case 7: (h,m) = (2, 1). For  ∈ U2(k, l) ∩ U1(k′, l′), we have i = k + 1, j = l + 1, i′ = k′ − 1, j ′ = l′ − 1,
k′ = k + 1 = l − 1, l′ = l + 1, and get the representation (11) of the permutation  = k .
Case 8: (h,m)= (7, 8). For  ∈ U7(k, l)∩U8(k′, l′), we have i = l + 1, i′ = k, j ′ = k′ − 1= l, l′ = j , l + 2jn,
and get the representation rk,lrl+1,j = rl+1,j rk,l of . This gives (14) for i = l + 1.
Thus, the considered cases give us the representations of all permutations with three breakpoints. The cases 1–3
give the representations of the permutation k , and the cases 4–6 give the representations of the permutation −1k .
Permutations k and −1k differ from remaining permutations with three breakpoints presented by (11)–(14) since their
internal intervals consist of one and two numbers. All remaining permutations  are distinct because () = (+,+)
for  = k (see (11)) and () = (+,−), () = (−,+), () = (−,−) for (12)–(14), respectively. Permutations k
and −1k have two minimal representations (the cases 1,2 and the cases 4,5, respectively), and (11)–(14) are the only
and hence minimal representations of distinct permutations. This implies the statement for permutations  with three
breakpoints.
Now we consider the representations of all permutations  with four breakpoints and use Lemmas 1 and 4. If
 ∈ W1(k, l) or  ∈ W2(k, l), then there exist two reversals, namely ri,j and rk,l , each of which decreases by 2 the
number of breakpoints and transforms  to an element in S1. This gives rise to representations (14), (15) of such
permutations . If  ∈ W3(k, l) or  ∈ W4(k, l) then there exists only one reversal, namely ri,j , which decreases by
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2 the number of breakpoints of . Thus, for a permutation  ∈ S2 with four breakpoints we have c2() = 2, if  is
represented by (14), (15) and c1() = 1, otherwise. 
Denote by Kp,q the complete bipartite graph with p and q vertices in the two parts, 1pq.
Theorem 1. The reversal Cayley graph does not contain a subgraph isomorphic to K2,4; each of its vertex belongs to
(n − 2), n3, subgraphs isomorphic to K3,3 and to 112 (n − 3)(n − 1)(n2 + 2n + 4), n4, subgraphs isomorphic to
K2,2 which are not subgraphs of K3,3.
Proof. Let the reversal Cayley graph contains K2,4. Without loss of generality one can assume that I belongs to the
smaller part of K2,4. Hence there exist four distinct vertices from S1 which are adjacent to I. Another vertex of the
smaller part belongs to S2 and it is also adjacent to the same four vertices. This contradicts Lemma 5 and proves the
ﬁrst statement.
From Lemma 5 it also follows that there exist exactly (n − 2) subgraphs K3,3 having I as one of vertices. Such
subgraphs have parts {I, k, −1k } and {rk,k+1, rk,k+2, rk+1,k+2} for any k, 1kn − 2. Since this graph is vertex-
transitive, hence each of its vertex belongs to (n − 2) subgraphs K3,3.
To prove the last statement we only need to consider the total numberN2 of permutations  ∈ S2 such that c2()=2.







(i − 1) = 1
3
(n − 3)(n2 − 4)
and the number of representations (14)–(15) equals 2 (n4 ). The summation of all these numbers gives the number
N2 = 112 (n − 3)(n − 1)(n2 + 2n + 4). 
Corollary 2. The reversal Cayley graph is not distance-regular.
Proof. It follows immediately from Lemma 5 since in the distance-regular graphs the numbers bi(u) and ci(u) depend
only on i but not on the choice of a vertex u. 
Corollary 3. |S2| = 16 (n4 − 2n3 − n2 − 16n + 42), n3.
Proof. Since there are N3 = 2(n− 2) permutations for which c2()= 3 and N2 permutations for which c2()= 2, and






and this completes the proof. 
4. The reconstruction of permutations distorted by reversals
The exhaustive analysis of structural properties of the reversal Cayley graph give us the following results in the
reconstruction of permutations distorted by at most one or two reversal errors.
Theorem 2. For the reversal Cayley graph  with n3 vertices we have
N(, 1) = 3.
Proof. It follows from Corollary 1 that 	()=0. We also have 
()=3 sincemax∈S2 c2()=3 by Lemma 5. Hence,
we get N(, 1) = 3 by (7). 
We say that a permutation  is reconstructible from h distinct permutations x1, . . . , xh ∈ B1(), if there does not
exist a permutation ,  = , such that x1, . . . , xh ∈ B1(). From this deﬁnition and Theorem 2 follows:
Corollary 4. Any permutation  is reconstructible from any four distinct permutations in B1().
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We denote by ti the number of sets of i distinct permutations in B1() from which  is reconstructible and we denote




)+ 1 the number of permutations being at the reversal distance at most one from the permutation





is the probability of the event that a permutation  is reconstructible from i distinct permutations
in B1() under the condition that these permutations are uniformly distributed. It is evident that p1 = 0 and p4 = 1,
i.e. we never can reconstruct any permutation  from a single permutation in B1() and we can always reconstruct an
arbitrary permutation  from four distinct permutations in B1(), by Corollary 4.
Theorem 3. p2 ∼ 13 and p3 → 1 as n → ∞.





, where t2 is the number of sets of two distinct permutations in B1() from






(I, ) where  ∈ S1, which do not allow to reconstruct I uniquely. Moreover, a pair of permutations from S1 which
are adjacent to one and the same permutation  ∈ S2 does not allow to reconstruct I. By Theorem 1, there are
exactly N2 = 112 (n − 3)(n − 1)(n2 + 2n + 4) such pairs of permutations from S1 which do not belong to S2,1()














∼ 13 as n → ∞.





, where t3 is the number of sets of three distinct permutations in B1(), from
which  is reconstructible. We show that there are exactly (n − 2) sets of permutations {x1, x2, x3} ∈ B1(I ) such that
{x1, x2, x3} ∈ B1() for some  = I . By Corollary 1,  does not contain triangles, hence {x1, x2, x3} ∈ S1(I ) and











∼ n6/48 as n → ∞, we get 1 − p3 ∼ 48/n5 and hence p3 → 1 as n → ∞. 
As the following shows, in the case of at most two reversal errors the reconstruction of  requires in general many
more distinct permutations in B2().
Theorem 4. For the reversal Cayley graph  with n3 vertices we have
N(, 2) 32 (n − 2)(n + 1).
Proof. By (1), we have N(, 2) = max,∈V (), =|B2() ∩ B2()|. Let  = I and  ∈ S2 such that c2() = 3 and
 has the minimal representation (8). By Lemma 5 we have that  = k or  = −1k for k = 1, . . . , n − 2. Now we
show that for rki ,li ∈ S1, i = 1, 2, 3, we have |
⋃3
i=1B1(rki ,li )| 32 (n − 2)(n + 1). Indeed, the metric balls B1(rki ,li ),
i = 1, 2, 3, belong to B2() ∩ B2(I ) and have three joint vertices I, k, −1k , since  does not contain triangles nor




)+1. So the required




)+ 1)− 6 = 32 (n − 2)(n + 1). 
The inequality in Theorem 4 is attained for the permutations k and −1k where reversals can be considered as
transpositions. For example, for =2 =[1342] or =−12 =[1423], and for r2,4 =[1432], r2,3 =[1324], r3,4 =[1243]
one can check that |B2() ∩ B2(I )| = |B1(r2,4) ∪ B1(r2,3) ∪ B1(r3,4)| = 15.
5. A reconstruction algorithm
We present a simple reconstruction algorithm for the cases when 4, 3 or 2 distinct permutations are considered to
reconstruct an arbitrary permutation.
A reconstruction from four permutations. By Corollary 4 any permutation  is reconstructible from any four distinct
permutations in B1(). We describe an algorithm for such a reconstruction which also allows to determine whether
given four permutations can be obtained from one and the same permutation by at most one reversal or not. In other
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words, given permutations x0, x1, x2, x3 we determine whether there exists a permutation  for which xi ∈ B1(),
i = 0, . . . , 3, and ﬁnd this permutation  if it exists.
Let yi =x−10 xi , i=0, . . . , 3, in particular, y0=x−10 x0=I . We deﬁne the numberm=|{i : i ∈ {1, 2, 3}, d(yi, I )=1}|
and consider the following cases.
1. Let m = 0. For the sought permutation  = x−10  we have  ∈ B1(I ) and  ∈ B1(yi), i = 1, 2, 3, if it exists. All
I, y1, y2, y3 are at the distance 2 from each other. If B1(I ) ∩ B1(y1) ∩ B1(y2) ∩ B1(y3) = ∅ then there exists the
sought permutation , and hence  = x0 such that xi ∈ B1() for i = 1, 2, 3. The permutation  is unique since
otherwise there exists  ∈ B1(I ) for which |B1() ∩ B1()|4 that contradicts Theorem 2.
2. Let m=1 and suppose d(y1, I )=1. Then x0 or x1 =x0y1 might be equal . Overwise, x0, x1 and  form a triangle
that contradicts Corollary 1. However,  = x0 since d(y2, I )= d(x2, x0)= 2 and d(y3, I )= d(x3, x0)= 2. Hence,
 = x1 if d(y1, y2) = d(y1, y3) = 1, and  does not exist otherwise.
3. Let m2 and suppose that d(y1, I ) = d(y2, I ) = 1. Then x0, x1 or x2 might be equal . However,  = x1 and
 = x2 since d(y1, y2) = d(x1, x2) = 2. Hence,  = x0 if d(y3, I ) = 1, and  does not exist otherwise.
For example, given permutations x0 = [125436], x1 = [124356], x2 = [123546], x3 = [421536] we ﬁnd y1 = [124536],
y2 = [125346], y3 = [421356] with d(yi, I ) = 2 for all cases, and hence m = 0. So we ﬁnd B1(I ) ∩ B1(y1) =
{[123546], [125436], [124356]}, B1(I )∩B1(y2)={[125436], [124356], [123546]} and B1(I )∩B1(y3)={[124356]}.
Hence,  = [124356] and  = x0 = [124536].
A reconstruction from three permutations. We use the same notations as above and consider three possible cases. Let
m = 0 and  = x−10 . If {y1, y2} coincides with {k, −1k } then , and hence , is not reconstructible. Otherwise, there
exists a unique permutation  ∈ S1 with d(, y1)= 1 and d(, y2)= 1 that means =B1(y1)∩B1(y2), and hence  is
also reconstructible. Now let m= 1 and suppose that d(y1, I )= 1. If d(y1, y2)= 1, then = x1 since otherwise x0, x1
and x2 form a triangle in  that contradicts Corollary 1. If d(y1, y2)2, then , and hence , is not reconstructible. If
m = 2 then  = x0. Otherwise, x0, x1 and x2 form a triangle in  that contradicts Corollary 1.
A reconstruction from two permutations. We have two cases. If m = 0 and suppose d(y1, I ) = 2 then there exists a
permutation  ∈ S1 for which we have y1, I ∈ B1(). Such  is reconstructible if and only if c2(y1) = 1. In this case
 = B1(y1) ∩ B1(I ), and hence  = x0 is reconstructible. If m = 1, i.e. d(y1, I ) = 1, then  is not reconstructible.
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