We propose an extension of answer sets, that we call safe beliefs, that can be used to study several properties and notions of answer sets and logic programming from a more general point of view. Our definition, based on intuitionistic logic and following ideas from D. Pearce [Stable inference as intuitionistic validity, Logic Programming 38 (1999) 79-91], also provides a general approach to define several semantics based on different logics or inference systems.
Introduction
Safe beliefs is an extension of the answer set ("stable model") semantics [6] that allows the use of arbitrary propositional theories as logic programs. The official definition of answer sets for augmented programs, due to Lifschitz et al. [10] , is based in finding minimal models of some reduced logic programs. Studies from several authors in the context answer sets have provided interesting relations of this semantic operator with monotonic propositional logics.
Work that relates answer sets with classical logic can be found in [5, 15] . Erdem and Lifschitz relate answer sets and supported models in [4] . Work that relates answer sets with epistemic and modal logic can be found in [9, 11] . Our work follows an approach, originally proposed by Pearce [22] , that makes use of intuitionistic logic. Further research from Pearce [8, 21] served to develop the equilibrium logic that can also be considered as an extension of answer sets.
Safe beliefs are then defined as extensions of theories satisfying certain consistency and completeness conditions. The use of intuitionistic logic as the underlying inference system seems appropriate since, according to Brouwer, we can identify a formula A with "I know A". Non-monotonic inference can be achieved determining some formulas that we can "safely believe" in order to produce new knowledge. The actual definition of safe beliefs, given later in this paper, formalizes the idea.
As a major advantage of this logic based approach we can study common notions and properties of answer sets from a more general point of view. We do not need, for instance, any particular assumptions about the form or syntax that logic programs should have. The definition of answer sets is automatically extended to deal with arbitrary propositional theories. Moreover, other propositional logics, even modal or temporal logics, can be used as the underlying inference system to produce different semantic operators with additional or extended features.
One of the main theorems of this paper shows that, in particular, any propositional logic, strictly weaker than classical logic and stronger than intuitionistic logic, can be used in the definition of safe beliefs without modifying the resulting semantic operator. Several applications and theoretical consequences of this result are also discussed. This result can be used to show that, in fact, our extension of answer sets is equivalent to the one provided by Pearce's equilibrium logic.
We also devote one section to the study of translations for logic programs under this generalized approach. We explore the notion of conservative transformations and, extending ideas from [8] , we propose a definition of a strong conservative transformation. We show for instance that adding new atoms "by definition" to logic programs is an operation that preserves the semantics in a strong way. We also observe that this is an important property of answer sets that should be considered when studying properties of other semantics.
Another contribution of this paper is to present a translation, with this sort of strong properties, that can be used to reduce any propositional theory into the class of augmented programs. Other translations, like the ones presented in [23] , can be used to provide a polynomial reduction of arbitrary propositional theories into disjunctive logic programs.
The material included in this paper is an extension and revision of earlier work [13, 14, 18] already presented in workshops and conferences.
Our paper is structured as follows: in Section 2 we briefly present the language of propositional logic and several classes of logic programs commonly found in literature. We also review some basic notions and definitions of intermediate logics and present some simple results. In Section 3 we introduce the semantics of answer sets and safe beliefs, we also discuss the relations between the two approaches. In Section 4 we present the first of our main theorems, the invariance of safe beliefs with respect to the underlying logic.
In Section 5 we explore the idea of strong conservative transformations and provide our translation of arbitrary theories into augmented programs.
Background
We review in this section some basic concepts and definitions used throughout this paper. First we introduce the language of propositional logic, and use it to define some classes of programs commonly found in literature. Finally we make some comments on intermediate logics that will be used in later sections to provide a logical framework for logic programming and non-monotonic reasoning.
Propositional logic
We use the complete set of propositional formulas in order to describe rules and information within logic programs. Formally we consider a language built from an alphabet containing: a denumerable set L of elements called atoms or atomic formulas; the 2-place connectives ∧, ∨, →; the 0-place connective ⊥; and auxiliary symbols (, ). Formulas are constructed as usual in logic. The formula is introduced as an abbreviation of ⊥ → ⊥, ¬A as an abbreviation of A → ⊥, and A ↔ B as an abbreviation of (A → B)∧(B → A). The notation A ← B is just another way of writing the formula B → A.
A theory is a set of formulas, we restrict our attention to finite theories. For a given theory T its signature, denoted L T , is the set of atoms that occur in the theory T . Observe that, since we consider finite theories, their signatures are also finite. A literal is either an atom a (a positive literal) or a negated atom ¬a (a negative literal). Given a theory T we also define the negated theory ¬T = {¬A | A ∈ T }.
Logic programs
In our context a logic program is just a propositional theory, and a class of logic programs is a set of logic programs. We can think, in fact, of the words theory and program as synonyms; we use the former when stating general results in mathematical logic, and the latter when dealing with logic programs having a particular syntax and/or semantics.
We use the symbol Prp to denote the class containing all propositional logic programs. A positive theory (or program) is one that does not contain occurrences of the connective ⊥ (except for those in the formula abbreviated by ), we use Pos to denote the set of all positive theories.
The syntax of formulas within logic programs is usually defined in terms of special formulas know as clauses. A clause is, in general, a formula H ← B with implication as the principal connective. The formulas H and B are known as the head and body of the clause respectively. The special case of a clause with the form ⊥ ← B is known as a constraint and the head is said to be empty. Each formula H , whose principal connective is not implication, is know as a fact and is associated with the clause H ← that has an empty body.
We introduce now some of the classes of programs commonly found in literature. An augmented clause is a clause where both H and B can be arbitrary logic formulas built from the connectives ∧, ∨ and ¬ arbitrarily nested. Note, however, that embedded implications are not allowed in augmented clauses. An augmented program is a logic program that contains only augmented clauses, and the class of all augmented programs is denoted Aug.
A disjunctive clause is built from a (non-empty) disjunction of atoms in the head and a conjunction of literals in the body. A disjunctive clause has then the form
where each h i and b j is an atom, n ≥ 1, m ≥ 0 and l ≥ 0. A disjunctive program is then defined as a program containing only disjunctive formulas, and the class of all disjunctive programs is denoted Dis. Observe that, in particular, constraints are not allowed inside disjunctive programs.
Example 1.
The following are examples of the clauses just defined
Also observe that these classes of programs satisfy Dis ⊂ Aug ⊂ Prp.
Basic notions on intermediate logics
This paper follows a line of research aimed to provide foundations of logic programming in terms of mathematical logic. We found that intermediate logics are particularly useful for this approach. Intuitionistic and multivalued logics are briefly described in the following paragraphs. A more complete background on these logics can be found in [26] . Some notation, definitions and simple results are given at the end of this section.
Intermediate logics
Some logics can be defined in terms of truth values and evaluation functions. Gödel defined the multivalued logics G i , with i truth values, where a model of a formula is a truth assignment to the atoms that, when propagated over its connectives, evaluates to some designated true value. A formula is a tautology if it is true for every possible truth assignment. Observe that G 2 corresponds exactly to the definition of classical logic C.
Another important logic, which has been a great area of interest in recent years, is intuitionistic logic. This logic is based on the concept of proof, rather than truth as in classical logic. Intuitionistic logic, denoted I, can be defined in terms of Hilbert type proof systems of axioms and inference rules where the provable formulas are known as theorems. Equivalent definitions can be given in terms of natural deduction systems and Kripke models, see [24, 25] . Surprisingly no definition using a truth table scheme is possible [12] .
Gödel observed that there are infinitely many logics whose set of provable formulas lies between intuitionistic and classical logic [26] . We have, in particular, the following proposition, where ⊂ denotes proper contention of the set of provable formulas (theorems or tautologies) on each logic.
Proposition 2 ([26]). I
Any logic 1 The logic G 3 , in particular, corresponds to the strongest proper intermediate logic [26] . Alternate definitions for the logic G 3 are also available. The Here and There, HT, logic defined using Kripke models with two worlds is equivalent to the logic G 3 . Following an axiomatic approach the logic Sm, which is obtained adding the new axiom scheme
to the set of intuitionistic axioms, is equivalent to the logic G 3 .
Proposition 2 also seems to imply that intuitionistic logic is less powerful than classical logic since, in fact, it proves "less" formulas. Gödel showed, however, that the provable formulas of classical logic are actually embedded inside intuitionistic logic. A slightly more general version of this result is presented later in Proposition 3.
Intuitionistic logic, as well as the proper intermediate logics, are able to distinguish between a and ¬¬a. This property, as we will see later, makes these logics suitable to characterize notions of logic programming.
General definitions
We use the standard notation X F to denote that F is a provable formula (a tautology or a theorem) of logic X. If T is a theory we understand the symbol T X F to mean that X (F 1 ∧ · · · ∧ F n ) → F for some formula F i contained in T . This is not the usual definition given in literature, but can be shown to be equivalent because of results like the Deduction Theorem. Also, for a given theory T , the set Cn X (T ) = {F | T X F} is known as the set of X-consequences of T .
Using this notation the result about classical logic embedded inside intuitionistic logic can be presented as follows.
Proposition 3 ([19]). Let T be a theory and let F be a formula. T C F if and only if T I ¬¬F.
Similarly, if U is a theory, we use the symbol T X U to denote T X F for every F ∈ U . Then we can say that two theories T 1 and T 2 are equivalent, with respect to logic X and denoted T 1 ≡ X T 2 , if it is the case that both T 1 X T 2 and T 2 X T 1 . Observe that
A theory T is said to be X-consistent if it is not the case that T X ⊥. It is easy to show, see for instance [25] , that the definition does not depend on the particular logic chosen, so we can drop the prefix "X-" from the notation.
Lemma 4 ([25]). Let X and Y be two intermediate logics, and let T be a theory. Then T is X-consistent if and only if it is Y-consistent.
For a theory T and a formula F we say that F is X-determined by T if it is the case that either T X F or T X ¬F. A theory is said to be X-complete if every formula F, with L F ⊆ L T is X-determined by the theory. Similarly, a theory is literal X-complete if every atom in L T is X-determined. It is clear that completeness implies literal completeness. The converse is also true.
Lemma 5. Let X be an intermediate logic and let T be a theory. If T is literal X-complete then T is also X-complete.
Proof. Observe, since T is literal X-complete we can define a unique classical two valued interpretation I such that I (a) = 1 if T X a and I (a) = 0 otherwise. Then for any formula F it is easy to verify, using structural induction over the connectives of F, that T X F if I is a model of F and T X ¬F otherwise.
We end this section with a simple lemma that formally presents an important property of intermediate logics that we will freely use in the following sections. A proof in the context of intuitionistic logic is given in [25] , but this same proof holds under any other intermediate logic.
Lemma 6. Let P be a theory and let A, B be a pair of formulas. If P is a theory obtained from P by replacing some occurrences of A with B, and T is a theory such that T
X A ↔ B, for an intermediate logic X, then T ∪ P ≡ X T ∪ P .
Semantics for logic programs
We use semantics to assign a meaning to a given logic program. Given a class of logic programs C, a semantic operator Sem is a function that assigns to each program P ∈ C some sets of atoms M ⊆ L P . These sets of atoms are usually some "preferred" models of the logic program P.
A popular semantic operator for logic programs is the answer set semantics. Some of the main features of answer sets are its non-monotonicity and the integration of negation as failure. 2 These sorts of features are extremely useful to deal with concepts such as default knowledge and modeling inertial rules. The answer set semantics constitutes the formal basement of the A-Prolog programming paradigm and proved to be particularly useful for several real life and research applications.
The actual definition of answer sets is, however, not required for the purposes of this paper, the reader is referred to [10] for more details. It is just important to mention that, from the original formal definition, the relation of the semantics with a particular logic is not entirely clear and seems to be hidden under an ad hoc setting of reductions and minimal models.
A logical approach
Consider the case of a logic agent. The task of such an agent is, when provided with some initial knowledge describing its world or application domain, to do inference and produce new knowledge. We would like our agent, for instance, to be able to answer queries and solve problems in its application domain.
We can use a propositional theory T to represent the initial knowledge of our agent. Under the premise that T is consistent, it makes sense to say that the agent knows F if the formula F is an intuitionistic consequence of the theory T . The use of intuitionistic logic, a logic of knowledge, as the underlying inference system seems a natural choice for this approach.
But we also want our agent to do non-monotonic inference. Informally speaking we will allow our agent to guess or suppose things in order to make more inference. We must be cautious, however, since we don't want our agent to precipitate conclusions or make unnecessary assumptions. The agent should only suppose facts if they are helpful to provide new knowledge. The following definition formalizes this idea.
Definition 7.
Let T be a theory and let E be a theory with L E ⊆ L T . We say that the theory E is an I-explanation of T if the theory T ∪ ¬¬E is both consistent and I-complete.
A very natural reading of this definition, in the context of our logic agent, would be that: "A theory E is an explanation of the agent's world if (i) it is consistent with its initial knowledge and (ii) supposing that E is true is enough to answer any possible question in its domain".
This supposing corresponds to the double negation in the intuitionistic proof system used as the underlying inference system.
The agent is allowed now to believe things in order to obtain a complete explanation of its world. If E is an I-explanation of T , it makes sense to say that the agent believes F (assuming E) if the formula F is an intuitionistic consequence of E. There can also be, of course, several explanations for a given initial knowledge. Brave and cautious beliefs can be defined in the natural way. The agent bravely believes a formula if there is an explanation that makes the formula true, and cautiously believes a formula if that formula is true under all possible explanations of its initial knowledge.
The explanations for a given theory naturally define semantics for logic programs, we call this the (intuitionistic) safe belief semantics.
Definition 8. Let T be a theory. If E is an I-explanation of T then the set of atoms
Observe that this definition does not impose any particular restriction in the form or syntax that the logic programs should have. In our particular case this definition allows the use of embedded implications inside formulas, a feature that is not very common in current logic programming paradigms. The use of the full set of propositional formulas can be useful to describe problems in a more convenient and natural way.
Another important property of safe beliefs is that its definition naturally follows from provability relations in a well known mathematical logic, namely intuitionistic logic, providing solid foundations for our approach. The relation with logic is more clear and direct than, for instance, in the original definition of answer sets.
Logical foundations for A-Prolog
Despite the apparent lack of a logical intuition in the definition of answer sets, it is possible to show that they actually coincide with safe beliefs (in the class of augmented programs). This is not only a significant property of safe beliefs, but also serves to provide solid logical foundations for the A-Prolog programming paradigm and allows natural generalizations.
The use of a logic based approach to study answer sets has been proved to be quite useful in several circumstances. The study of notions such as strong equivalence between logic programs is closely related with equivalence in intermediate logics [8, 13] . Other interesting applications, such as the definition of a debugging scheme for logic programming, is also possible by taking advantage of the 3-valued nature of the logic G 3 [1, 17] .
Definition 8 follows from a line of research, initiated by Pearce [22] , that offered a characterization of answer sets in terms of intuitionistic logic. Pearce proposed an approach based on completions of theories, very similar to our explanations but based on the logic HT, 3 and showed that they are equivalent to the equilibrium logic also developed by himself [21, 22] . The equilibrium models of this logic, which are defined for arbitrary propositional theories, are some distinguished HT models satisfying certain minimality conditions. 4 We can rephrase this result as follows:
Proposition 9 ([22]). Let T be any theory. A theory E is an HT-explanation of the theory T if and only if the set of atoms Cn HT (T ∪ ¬¬E) ∩ L T is an equilibrium model of E.
Pearce also investigated intuitionistic explanations, but restricted to explanations composed exclusively by negated atoms, and he used them to characterize answer sets of disjunctive logic programs [22] . His characterization, however, was not intended to characterize answer sets for other classes of programs. In fact the characterization does not capture correctly the answer sets of programs containing negation in the head [19] . In a more recent paper [8] , together with Lifschitz and Valverde, Pearce was able to show that equilibrium models actually characterize answer sets for augmented programs, the most general class of programs where a definition for answer sets is available.
Proposition 10 ([8]). For any augmented program P and any set M of atoms, the set M is an equilibrium model of P iff M is an answer set of P.
Recall that the definition of safe beliefs is based on the inference system provided by intuitionistic logic, but analogous definitions can be naturally defined for any other propositional logic. Proposition 9 deals, for instance, with the case of HT-explanations. An interesting question left open is whether different logics produce different semantics for logic programs, or if all of them collapse to the same non-monotonic inference system.
If we use classical logic the answer is immediate and quite simple, classical safe beliefs correspond just to regular monotonic classical models. But the situation is not that clear for the rest of the proper intermediate logics. One of the main contributions of this paper is to finally answer this question. In Section 4 we prove that all proper intermediate logics capture exactly the same models as safe beliefs.
The characterization of answer sets in terms of I-explanations, which was originally presented in [19] , is now rediscovered as a simple consequence of this result. Therefore, at the end of Section 4, we can prove that the semantics of answer sets are equivalent to I-safe beliefs for augmented programs, providing logical foundations for the A-Prolog paradigm.
Safe beliefs for intermediate logics
This section is concentrated in the proof of one of the main results of this paper, namely the invariance of safe beliefs with respect to different proper intermediate logics. In order to do so we present first some preliminary lemmas that are used in the main proof. We define then some reductions of theories that, as a theoretical application, are quite useful to complete our proof. At the end of this section we present the formal proof of our statement.
Preliminaries
The following is a particular case of a proposition in [16] . The original proposition presents a class of formulas that are irrelevant in the proof of a positive formula from positive premises. We use this result to remove premises of the form ¬¬M, for a set M of atoms, when we are dealing with proofs of positive formulas. Recall the definition of positive theories from Section 2. The next lemma shows a particular case where provability relations of classical and intuitionistic logics coincide. Namely, if a theory has the property that it can prove trueusing classical logic -all the atoms in its own signature, then the use of intuitionistic logic will preserve this property of the theory.
Lemma 12. Let T be a positive theory. If T
Proof. Let a be an atom in L T . We can replace every atom in the proof of T C a to obtain a valid proof of T a C a where the theory T a is obtained by replacing all atoms occurring in T with the atom a. Obtain now the program T a applying the following replacements on T a until no more replaces can be done:
• ∧ with .
• a ∧ a, a ∧ , ∧ a with a.
• a ∨ a with a.
• a ∨ , ∨ a, ∨ with .
• → a with a.
• a → a, a → , → with .
It is clear that T a ≡ X T a for any intermediate logic X. Also observe that each formula in T a must be reduced either to a or , i.e. T a ⊆ { , a}. Since we must have T a C a then it must be the case that a ∈ T a . It is now an immediate consequence that T a I a and, restoring the equivalent theory T a , T a I a.
The following lemma shows that we can eliminate premises whose language has no relation with the formula that we want to prove. Proof. Since the theory U is consistent it has, at least, one classical model M. In the proof of T ∪ U X F we can replace each atom a ∈ L U with if a ∈ M and with ⊥ if a / ∈ M. Since T and F do not contain any of the atoms a ∈ L U , these formulas are not modified. While all the formulas in U are replaced with theorems or tautologies from the underlying logic. This leaves a proof for T X F.
Reduction of theories
In this section we present some reductions of theories and several of their properties in terms of intermediate logics. The notion of reductions and/or transformations has several applications in logic programming; see for instance [3, 16, 20] . Our set of reductions can be used, in particular, as a theoretical tool in the proof of Theorem 25.
The first of these reductions evaluates the effect of the connectives ⊥ and 5 inside a logic program. After applying this reduction all occurrences of ⊥ will be removed, except for those that appear in the form F → ⊥ as a negation or if the entire theory is reduced to the single connective ⊥. Besides, no occurrence of the connective will remain in the program.
Definition 14.
Given a formula F we define its reduction with respect to ⊥, denoted Reduce ⊥ (F), as the formula obtained applying the following replacements on F until no more replaces can be done. If A is any formula then replace
• A ∧ ⊥ or ⊥ ∧ A with ⊥. • A ∨ or ∨ A with .
• A ∨ ⊥ or ⊥ ∨ A with A.
• A → or ⊥ → A with .
• → A with A.
Then, for a given theory T , we define Reduce ⊥ (T ) = {⊥} if there is any formula F ∈ T such that Reduce ⊥ (F) = ⊥ and, otherwise,
It follows immediately from the definition that the reduction with respect to ⊥ of any theory is equivalent, under any intermediate logic, to the original theory.
Proposition 15. For any theory T and any intermediate logic X, we have that T ≡ X Reduce ⊥ (T ).
Proof. It suffices to observe that each one of the replacements preserve equivalence with respect to intuitionistic logic. They are valid, in particular, in any intermediate logic.
The next reduction works, given a set M of atoms, assuming that the atoms contained in M are false (i.e. assuming ¬M) and reducing a theory using this information. One of the important properties of this reduction is that, after applying it, the reduced theory will not contain any of the atoms in M. The reduction also preserves equivalence under intermediate logics appending the set of premises ¬M.
Definition 16.
Let T be a theory and let M be a set of atoms. Let T be the theory obtained replacing each occurrence of atoms a ∈ M in T with the connective ⊥. Then we define the reduction Reduce1(T, ¬M) = Reduce ⊥ (T ).
Proposition 17. For any theory T , any intermediate logic X and any set M of atoms, we have that T ∪ ¬M ≡ X Reduce1(T, ¬M) ∪ ¬M.
Proof. It follows from Proposition 15 and the fact that, for any atom a, we have that ¬a X a ↔ ⊥.
Our last reduction is similar to the previous one. Given a set M of atoms it evaluates the effect on a theory of adding the premises ¬¬M. Since we are interested in preserving equivalence with respect to intermediate logics, the reduction can only take effect inside negated subformulas. Only atoms occurring in formulas F → ⊥ are replaced by the reduction.
Definition 18.
Let T be a theory and let M be a set of atoms. Let T be the theory obtained by replacing all occurrences of atoms a ∈ M in T with the connective ⊥ if the occurrence of the atom appears within a formula F → ⊥. Then we define the reduction Reduce2(T, ¬¬M) = Reduce ⊥ (T ).
Proposition 19. For any theory T , any intermediate logic X and any set M of atoms, we have that T ∪ ¬¬M ≡ X Reduce2(T, ¬¬M) ∪ ¬¬M.
Proof. It also follows from Proposition 15 and the fact that for any formula F, and if we replace the occurrences of an atom a for to obtain F , then we have that ¬¬a X ¬F ↔ ¬F .
Example 20.
This example illustrates the use of these reductions. Consider the following theory T :
In order to compute Reduce1(T, {¬b}) we have to replace all occurrences of the atom b with the connective ⊥ and successively apply the Reduce ⊥ replacements.
So that, after one more aplication of the reduction Reduce ⊥ , the theory T = Reduce1(T, {¬b}) obtained is:
If we compute now T = Reduce2(T , {¬¬a, ¬¬c}) we start by replacing occurrences of a and c, that appear under the scope of a negation, with the connective and we apply then Reduce ⊥ :
Observe now that, as a result of the application of Reduce2, a new negation has been produced in the last formula. We can therefore apply the reduction again to obtain T = Reduce2(T , {¬¬a, ¬¬c}) = {¬d, e}.
As the previous example shows, in some cases the reduction Reduce2 can be applied several times over a theory to produce further simplifications. We use the symbol Reduce2 * (P, ¬¬M) to denote the theory obtained after successive applications of Reduce2 until no more reductions can be obtained. We can present now a reduction that integrates all previous ones.
Definition 21.
Let T be a theory and let M 1 , M 2 be two disjoint sets of atoms. We define
Proposition 22. For any theory T , any intermediate logic X and any pair of disjoint sets M 1 , M 2 of atoms, we have that
T ∪ ¬M 1 ∪ ¬¬M 2 ≡ X Reduce(T, ¬M 1 , ¬¬M 2 ) ∪ ¬M 1 ∪ ¬¬M 2 .
Proof. It follows from Propositions 17 and 19.
Also observe that, according to the notation of the previous proposition, if the sets satisfy M 1 ∪ M 2 = L T then the theory Reduce(T, ¬M 1 , ¬¬M 2 ) must be a positive theory. This is because the reduction Reduce2 involved could be iteratively applied while negation is still occurring in the reduced theory.
Invariance of safe beliefs
One of the major contributions of this paper is to prove that intuitionistic logic, used to define the semantics of safe beliefs, can be replaced with any other intermediate logic without modifying the models that the semantics would capture as safe beliefs. The formal statement is given in Theorem 25 at the end of this section.
We need first the following simple lemma which is used to obtain, from every Xsafe belief of a given theory, a "canonical" X-explanation of the theory. This canonical explanation has the property of being always X-complete and composed only by literals. These canonical explanations are useful to take advantage of the reductions we presented in the previous section.
Lemma 23. Let T be a theory and let M be, for some intermediate logic X, an X-safe belief of T . The theory E
Proof. If M is an X-safe belief of the theory T then, by definition, there must be a theory E such that E is an X-explanation of T and
First we will show that E X E . Suppose that there is a formula F ∈ E such that E X F, since E is clearly X-complete then E X ¬F. Recall now that, by construction, T ∪ ¬¬E X E and, therefore, T ∪ ¬¬E X ¬F. But this would imply that the theory T ∪ ¬¬E is inconsistent and contradiction arises.
It is clear, since E is consistent, that also T ∪ ¬¬E is consistent. Finally, since E X E , we have that P ∪ ¬¬E X P ∪ ¬¬E . The two theories must have the same X-consequences and, in particular, P ∪ ¬¬E is also X-complete.
The following proposition solves one particular case of our main theorem, it shows that G 3 -safe beliefs are also I-safe beliefs. As we can see in the proof of Theorem 25 this is the most important case since all other equivalences will follow from this one.
Proposition 24. Let T be a theory, let M be a set of atoms with M ⊆ L T and let E = M ∪ ¬(L T \ M). If the theory E is a G 3 -explanation of T , then E is also an Iexplanation of T .
Proof. Since E is clearly consistent, we only need to show that T ∪ ¬¬E is, in particular, literal I-complete. If we take an atom a / ∈ M it is immediate, since we have ¬a ∈ E, that T ∪ ¬¬E I ¬a (recall that I ¬¬¬a → ¬a). We have only left to prove that, in fact, T ∪ ¬¬E I M.
By construction of E we already know that T ∪ ¬¬E G 3 M. Let T be the theory Reduce1(T, ¬(L T \ M)) so that, from Proposition 17, it follows that T ∪ ¬¬E G 3 M. Recall that the theory T satisfies L T ⊆ M and, therefore, we can apply Lemma 13 to obtain T ∪ ¬¬M G 3 M.
We can, equivalently, assume that T ∪ A ∪ ¬¬M I M where A is a set of instances of the axiom scheme
that characterizes logic Sm. Without loss of generality, we may also assume that the theory
. By Proposition 19 we have that T ∪ A ∪ ¬¬M I M where T and A are positive theories. We can now, by Lemma 11, eliminate the set ¬¬M from the premises to obtain T ∪ A I M. In particular we also have that T ∪ A C M. Now observe that, since Reduce2 * completely evaluates the negation ¬G in the axioms of the form (1), the set A can only contain classical tautologies. We may then omit the set A to finally obtain T C M. Observe now that we must have L T = M and, by Lemma 12, T I M. We can just restore ¬¬E as a set of premises and replace T with the original T to obtain T ∪ ¬¬E I M.
We are now ready to prove one of the major results of our paper. As we anticipated, it shows that the definition of safe beliefs does not depend on the particular logic chosen as the underlying inference system.
Theorem 25. Let T be a theory and let X, Y be two proper intermediate logics. A set M of atoms is an X-safe belief of T if and only if it is a Y-safe belief of T .
Proof. If the set M is an X-safe belief of T then, by Lemma 23, the theory
As an immediate consequence of the previous theorem we may drop the prefix "X-" from the notation of safe beliefs. We also have the following corollary that states the equivalence between the semantics of safe beliefs and answer sets.
Corollary 26. Let P be an augmented program. A set of atoms M is a safe belief of P if and only if M is an answer set of P.
Proof. By the previous theorem, we may assume that M is a G 3 -safe belief of P. Now M is a G 3 -safe belief if and only if, by Proposition 9, M is an equilibrium model of P if and only if, by Proposition 10, M is an answer set of P.
Program translations
In this section we study several properties of translations for logic programs. It comprises a revision and extension of the material in [14] . We present first the notion of conservative transformations and, following ideas from [8] , we also present the strong version of this notion. Using this concepts we are able then to show a polynomial time translation from propositional theories into the class of disjunctive logic programs.
Conservative transformations
Suppose that we have a logic program P and we want to compute its safe beliefs. The task could be simplified if we are able to construct another simpler logic program P , such that the safe beliefs of P and P are somehow related. We could then compute the safe beliefs of P and recover those of the original P. It is important, of course, that the "recovery" of the safe beliefs of P, knowing those of P , can be done through a simple and efficient method. A conservative transformation is a relation between logic programs that can be used for this kind of application.
Definition 27. Let Sem be a semantic operator defined for a class of logic programs C and let P, P ∈ C. We say that P is a conservative transformation of the program P, denoted
A conservative extension is a similar notion, introduced in [2] , with the additional condition P ⊆ P on the logic programs. Our definition is more general since it allows the program to be modified or "transformed", not only extended. The definition of a conservative transformation was originally presented in [14] .
A conservative transformation of a logic program P can, possibly, introduce new atoms (those in L P \ L P ) in order to achieve simplifications. But, if we ignore these newly introduced atoms, we obtain exactly the answer sets of P. We refer to these new atoms in L P \ L P as the reserved atoms of the transformation. It is easy to verify that conservative transformations define a transitive relation.
One particular case of a conservative extension, in the context of safe beliefs, is useful to define new atoms as abbreviations of formulas in the current program domain. The extension of programs by adding definitions is an important, and certainly desirable, feature of the semantic of safe beliefs. We use SB to denote the safe belief semantics.
Theorem 28. Let P be a propositional logic program, let F be a formula such that
Proof. Let M be a safe belief of P ∪{x ↔ F} and let M = M ∩ L P = M \{x}. Following Lemma 23, we obtain that P ∪ {x ↔ F} ∪ ¬¬E ∪ ¬¬X is a consistent and I-complete theory, where E = M ∪ ¬(L P \ M ) and the set X is either {x} (if x ∈ M) or {¬x} (otherwise). Observe that the theory E is complete so that E I F (or ¬F) where, because of consistency, the number of negations should match the number of negations of the atom x in X. It follows that {x ↔ F} ∪ ¬¬E I ¬¬X and thus we may remove ¬¬X from the list of premises to obtain the consistent and I-complete theory P ∪{x ↔ F} ∪ ¬¬E. In this statement the atom x now only appears in the premise x ↔ F and therefore, by replacing x with F, we obtain the theorem F ↔ F that we can also drop to finally obtain P ∪ ¬¬E as a consistent and I-complete theory. It follows that E and M correspond, respectively, to an I-explanation and a safe belief of P.
For the converse take a safe belief M of the logic program P and let E be any I-explanation of the program P such that M = Cn I (P ∪ ¬¬E) ∩ L P . Since the theory P ∪ ¬¬E is I-complete it decides, in particular, F. It follows that the theory P ∪ {x ↔ F} ∪ ¬¬E decides the new atom x and, therefore, it constitutes also an Icomplete theory. Then we are able to conclude that the corresponding set M = Cn I (P ∪ {x ↔ F} ∪ ¬¬E) ∩ L P∪{x↔F } is a safe belief of P.
Conservative transformations may seem very effective in the context of logic programming. However, they dot not satisfy an important property for concrete programming applications. We would expect that making a conservative transformation of one piece of a program would also result, "globally", in a conservative transformation for the whole program. This is not true for simple conservative transformations as just defined. Consider the two programs P 1 = {a ← ¬b} and P 2 = {a, b ← b}. According to Definition 27, P 2 is a conservative transformation of P 1 in the safe belief semantics since they both have {a} as their unique safe belief. However, replacing P 1 with P 2 in the larger program P = {a ← ¬b, b}, to obtain the program P = {a, b ← b, b}, will break this relation. Now P has one safe belief {b}, while the program P has only the safe belief {a, b}.
In order to ensure that making local transformations of code inside logic programs will preserve global equivalence, we introduce the notion of a strong conservative transformation.
Definition 29. Let Sem be a semantic operator for a class of programs C. Given two logic programs P and P ∈ C, such that L P ⊆ L P , we say that P is a strong conservative translation of P, denoted P
The condition L Q ∩ (L P \L P ) = ∅ states that the programs Q, used to extend P, should not contain any of the reserved atoms of the transformation. In an actual implementation we could ensure this condition by defining a special set of atoms reserved for internal transformations and not available to the user for writing programs. As we may expect, strong conservative translations also define a transitive relation.
The particular case where there are no reserved atoms, i.e. L P = L P , is known as strong equivalence between programs. This notion was originally introduced in [8] where the authors provide a characterization of strong equivalence for augmented programs, under the answer set semantics, using the HT logic. Their proof, however, is based on the equilibrium logic and thus can be immediately extended, following Proposition 9 and Theorem 25, to safe beliefs for arbitrary propositional theories.
A study of relations between answer sets and the logic G 3 is also presented in [13] where an alternative proof for the characterization of strong equivalence, that does not require the use of equilibrium models, is given.
Theorem 30 ( [8, 13] ). Let P and P be two propositional logic programs such that
An important feature of this result is that the corresponding proof also provides, if two programs P and P are not strongly equivalent, a method to construct a certificate program Q, i.e. a program such that P ∪ Q and P ∪ Q have different safe beliefs.
Example 31. Let P = {a ← ¬b} and let P = {a, b ← b}. Both programs are equivalent, in a weak sense, since they both have only one safe belief {a}. The proof method of Theorem 30, see for instance [13] , can be used to construct the program Q = {¬a, b} such that P ∪ Q has one answer set, namely {b}, while the program P ∪ Q is inconsistent and has no answer sets. Then we are able to conclude that the programs P and P are not strongly equivalent.
Polynomial reduction of theories
A translation is a function Tr : C → C , where C and C are two classes of logic programs. Janhunen [7] discusses important properties of program translations, relevant to logic programming, for arbitrary semantic operators. Particular applications for the answer set semantics are also given in [23] .
Definition 32 ( [7, 23] ). Let Sem be a semantic operator for a class of logic programs D, a translation Tr : C → C , where the classes C, C ⊆ D are closed under unions, 6 is said to be:
polynomial if the time required to compute Tr(P) is polynomial with respect to the number of atomic formulas in P. faithful if, for all programs P ∈ C, P Sem −−→ Tr(P). strongly faithful if, for all programs P ∈ C, P Sem * − −− → Tr(P). modular if, for all programs P 1 , P 2 ∈ C, Tr(P 1 ∪ P 2 ) = Tr(P 1 ) ∪ Tr(P 2 ). reductive if C ⊆ C and Tr(P ) = P for all programs P ∈ C . 7 The property of a translation being polynomial (P) is related with the complexity that an actual computer implementation of the translation should have. A faithful (F) translation can be applied to a program preserving the semantics, while a strongly faithful (S) translation can also be applied locally to some section of the program without altering the semantics.
The last two properties deal with the form of the translation, not with its particular semantics. If a translation is modular (M) we could split a program into several pieces and then perform the translation piece by piece. A reductive (R) translation maps one class of programs into some given subclass and the programs that already are in the "simplified" subclass are not modified by the translation.
As a form of notation we say that a translation is PFM if it is simultaneously polynomial, faithful and modular. Analogously, a PSMR translation is polynomial, strongly faithful, modular and reductive. We can drop any of the letters from the notation if we are just interested in some properties.
Proposition 33 ([23]).
There is a PSM translation, for the the semantics of safe beliefs, AugDis: Aug → Dis.
Using the machinery of logic, based on Definition 8 and results like Theorem 30, it is also possible to provide a translation of logic programs, containing arbitrary propositional formulas, into augmented programs.
Definition 34. If a formula F contains a proper subformula A → B, where neither A nor B contain more implications, we say that A → B is a simple embedded implication of the formula F. We define recursively the translation PrpAug: Prp → Aug for every propositional program P, as follows:
• if P contains no clause with embedded implications then P is already an augmented program and PrpAug(P) = P.
• if P contains some clause F with embedded implications take a simple embedded implication, A → B, from the formula F. Take a new atom x ∈ L\L P not already in P, 6 A class of programs C is closed under unions if P 1 , P 2 ∈ C implies that P 1 ∪ P 2 ∈ C. 7 The definition of a modular translation we introduce here corresponds to the one given in [23] . Janhunen [7] presents a different definition which corresponds to modular + reductive (when C ⊆ C is satisfied).
let F be the formula obtained by replacing the occurrence of A → B in F with the new atom x, and let P be the program obtained by replacing F with F in P. Also let
We finally define PrpAug(P) = PrpAug(P ∪ ∆).
The recursive definition of PrpAug is well-founded since, on each recursion step, the program P ∪ ∆ has one implication less than P. Proof. The number of recursion steps required to complete the translation is exactly the number of embedded implications in the program, therefore the translation is polynomial. It is also clear, since PrpAug acts on one clause at a time and does not modify programs already in the augmented class, that the translation is modular and reductive.
To justify that the recursion step is a strong conservative transformation observe that, from Theorem 28, P SB − − → P ∪ {x ↔ (A → B)}. The key point is that {x ↔ (A → B)} ≡ G 3 ∆ and, therefore, we also have the equivalence P ∪ {x ↔ (A → B)} ≡ G 3 P ∪ ∆. Using Theorem 30, and transitivity, we end up with
Current implementations of the answer set programming paradigm restrict the syntax of formulas to the class of disjunctive programs where, in particular, implication in the body is not allowed. A common work around this limitation was to use the intuitive (classical) equivalence (A → B) ↔ (¬A ∨ B). This practice, however, sometimes has the effect of generating unexpected models (or the miss of expected ones) when computing answer sets.
The first rule x ∧ A → B in our equivalence is used to model the behavior of the implication symbol in the head. The second rule ¬A ∨ B → x comes from the classical intuitive meaning of the implication connective. These two rules, however, are not enough to provide the required equivalence in the logic G 3 . The less intuitive third rule x ∨ A ∨¬B -required for the equivalence to hold -was discovered, in fact, by an examination of the G 3 models of the original formula x ↔ (A → B). This points out the importance of results like Theorem 30 that allows us to better understand the notion of answer sets, proposing the logic G 3 as a more correct guide for our intuition.
The results presented in this section allow us to reduce arbitrary propositional theories to the simple class of disjunctive logic programs. Thus providing a first approach to compute safe beliefs of a logic program.
Theorem 36.
There is a PSM translation PrpDis : Prp → Dis.
Proof. It follows immediately after Propositions 33 and 35.
Conclusions
We provide a general approach, that we call safe beliefs, that can be used to study several properties and concepts of the answer set semantics. This approach is based on extensions of theories obtained by adding double negated formulas to logic programs in order to obtain consistent and complete explanations. An important virtue of this formulation is that it can be easily extended for other logics to produce different (sometimes non-monotonic) inference systems.
One of the main contributions of this paper is to show that, in particular, any proper intermediate logic can be used instead of intuitionistic logic to define safe beliefs and obtain the same semantic operator that extends answer sets for propositional theories. As an important consequence we obtain that the alternate extension of answer sets provided by the equilibrium logic is equivalent to our safe beliefs semantics. We were able then to obtain a lot of feedback between the two different approaches.
We also study properties of translations for logic programs in the context of answer set programming. As another contribution we show that logic programs can be extended, introducing new atoms by definition, without modifying the semantical properties of the program. This seems a desirable property that should be taken into account when studying other semantics.
Finally we provide a translation that can be used to reduce arbitrary propositional formulas to the class of augmented logic programs. Other reductions can be used to complete the reductions and reach the class of disjunctive logic programs. These sorts of translations are important, since they offer a natural approach to solve the problem of computing safe beliefs for arbitrary propositional theories. Reductions, like those presented in Section 4.2, can also be useful to build efficient algorithms to compute answer sets.
An interesting topic for further research is to study possible generalizations and extensions of the safe beliefs idea to incorporate linear or modal logics. This could provide a logic programming paradigm for environments with limited resources, or where several agents can solve problems reasoning about the knowledge and beliefs of each other.
