In order to analyze the emotional content of motions portrayed by different characters, we created real and virtual replicas of an actor exhibiting six basic emotions: sadness, happiness, surprise, fear, anger, and disgust. In addition to the video of the real actor, his actions were applied to five virtual body shapes: a low-and high-resolution virtual counterpart, a cartoon-like character, a wooden mannequin, and a zombie-like character (Figures 1 and 2) . In a point light condition, we also tested whether the absence of a body affected the perceived emotion of the movements. Participants were asked to rate the actions based on a list of 41 more complex emotions. We found that the perception of emotional actions is highly robust and to the most part independent of the character's body, so long as form is present. When motion alone is present, emotions were generally perceived as less intense than in the cases where form was present.
INTRODUCTION
Virtual characters in animated movies and games can be very expressive and have the ability to convey complex emotions. However, it has been suggested that the more anthropomorphic a humanoid robot or virtual character becomes, the more eerie it is perceived to be [Mori 1970] . In this article, we focus on one potential factor that could affect this "uncanny valley" theory, by examining how emotional actions on real and virtual characters are perceived. We ask the following question: Are real and virtual characters moving with the same biological motion perceived to be exhibiting the same emotions?
Evidence from neuroscience studies suggest that different neural networks are activated when viewing real or virtual stimuli [Perani et al. 2001] . Therefore, we chose as our stimuli both real and virtual versions of humanoids acting out six basic emotions: sadness, happiness, surprise, fear, anger, and disgust. Our "real" stimulus is a video of an actor whose motion was captured while acting out the six emotions. We created a highly realistic virtual counterpart along with a lower resolution version (by reducing the number of polygons in the model), which were both animated using the original captured motion, as depicted in the video. In Experiment 1, we tested how emotions are perceived on these real and virtual humans. Furthermore, we explored how emotions were perceived when the same actions were applied to anthropomorphic but nonhuman characters. A cartoon-like figure was chosen in order to determine if his friendly appearance would lead him to be perceived as exhibiting more positive emotions, whereas we felt that a zombie-like character would be perceived in a more negative light. A wooden mannequin model was chosen as a completely neutral character that we felt may be perceived to be exhibiting less intense emotions than the others. In Experiment 2, we tested if emotion perception was the same when motion alone was presented (i.e., for a point-light figure) .
In all cases, we wished to examine the effects of body representation and motion and did not want to confound this with expressive facial or hand movements. Hence, the faces and hands were blurred in all videos where they were present.
In Experiment 1, the six emotions depicted on the human and nonhuman figures were shown to groups of participants who were asked to rate them according to a list of complex emotions. We found that body representation had little or no effect on people's perception of the emotional content of the scene, which leads us to conclude that relative to real footage, captured body motion is as effective at depicting emotional body language and people's perception of emotional motion is very robust and unaffected by a character's physical appearance. In Experiment 2, a further group of participants rated six movies depicting point-light figures. We found that emotions were perceived as less intense when motion alone was present.
BACKGROUND
It has been shown that body movements and static postures are sufficient to convey at least the basic emotions. The responses to experiments, which aim to recognize emotions from body motions, are highly consistent [Wallbott 1998; Coulson 2004; Atkinson et al. 2004; Crane and Gross 2007] .
Much research has been conducted on the perception of human motion and emotions. It is widely accepted that people can recognize human motion from even a very small set of cues [Johansson 1973 ]. Atkinson et al. [2004] showed that a small number of cues are enough to recognize every emotion with an above chance rate for point-light animations. They confirmed that emotions can be recognized from body motion, even when static form is minimized by use of point-lights. Moreover, they found that the rated intensity of the motion depends more on the motion than on the shape, since point-light motions and real footage were equally rated. Roether et al. [2008] found lateral asymmetry of full-body emotion expression, where the left body side was perceived as having higher emotional expressiveness than the right side. Pasch and Poppe [2007] compare the interpretation of static body postures for a realistic virtual character and a mannequin similar to the wooden mannequin in our study. They show that realism has an effect on the perception of body postures representing the basic emotions, with very different results for each emotion. However, there is no consistent result that would show which character is more qualified to convey emotions.
Evidence from the fields of psychology and neuroscience has shown that different neural networks are activated when presented with real and virtual stimuli. For example, Perani et al. [2001] demonstrated this when participants viewed sequences of a real hand and virtual reproduction. They also found a limited effect due to the degree of realism of the reproduction. Han et al. [2005] analyzed the differences in brain activity when participants viewed cartoons or movie clips. Findings from this study suggest that the human brain functions in a different way when interacting with real people in everyday life than with artificial characters or static social stimuli. More recently, Mar et al. [2007] conducted a study using a set of stimuli derived from the film Waking Life. Participants saw identical biological motion for animated and live-action footage. Using BOLD (blood oxygenation level dependent) signals as a measure of neural activation, a higher level of activity was found in visual processing areas when presented with real stimuli. Chaminade et al. [2007] investigated how the appearance of computer animated characters influenced the perception of their actions. They found that the perceived biological nature of a motion decreased with characters' anthropomorphism.
Other studies have shown that people can respond socially to human and nonhuman entities [Reeves and Naas 1996; Slater and Steed 2002] and that they can engage with virtual humans whether or not they look human [Nowak and Biocca 2003] . Computer animation researchers have also analyzed the interactions between motion and the model it is applied to. For example, Hodgins et al. [1998] and McDonnell et al. [2005] performed perceptual experiments, the results of which indicated that a viewer's perception of motion characteristics is affected by the geometric model used for rendering. In McDonnell et al. [2007] , we showed that sex perception of virtual characters was influenced by the body shape and also by the motion that was applied to it. 
VIDEO STIMULI
Following a pilot video capture shoot using nonactors, it was deemed necessary to use an actor due to the lack of expressiveness of the emotions portrayed by the former. Three naïve male actor volunteers participated in a motion capture session, which was conducted on a 10 camera Vicon optical system, using 41 markers placed according to the Vicon human template. The capture environment consisted of a blue backdrop 3m high × 2m wide, and a blue floor area, 4.5m long × 2m wide, placed inside the capture volume of the motion capture system. The actor was centered within this area for the duration of the recordings. He was instructed to act out each of the six Ekman basic emotions [Ekman 1992] in turn: sadness, happiness, disgust, surprise, fear, and anger. We recorded up to 10 examples of each emotion.
The video stimuli were recorded during the motion capture session, to ensure that identical video and virtual stimuli could be achieved. The video camera used was a JVC Digital Mini-DV camera (Model Number GR-DVL-167EK, with 520 lines of resolution, using PAL color encoding system). It was mounted on a tripod stand (at a height of 1.1m) at a consistent distance of 5.5m between the camera and the backdrop, and 3.75m between the camera and the actor. These measurements were recorded in order that virtual replicas of the video stimuli with identical dynamic information could be obtained.
Using a commercial video editor, the background was removed from the video stimuli, and brightness and contrast were optimized. Three examples of each emotion were chosen as candidates for the final set of emotions.
Choosing Suitable Actor and Emotions
A basic categorization task was used in order to determine which of the examples of each emotion performed by each actor were most recognizable. Ten participants (three male, -seven female) took part in the study. A six alternative forced choice paradigm was employed, where participant's viewed the stimuli and indicated which emotion they thought was being expressed; sadness, happiness, anger, fear, surprise, or disgust. Using an ANOVA, we first chose the actor with the best overall performance. We then chose one example from each of his acted emotions with the highest rate of recognition ( Figure 3 ). Rates ranged from 87% to 100% identification accuracy. The emotions selected ranged in duration from 3 to 5 seconds, so we selected the most expressive 3 seconds from each emotion as our final set.
Blurring Faces and Hands
Since we were only concerned with, and therefore only captured, the body motion of the actor, the face and hands of the actor in the videos were blocked out. We chose to blur the pixels of the face and hands, since this did not substantially interfere with the content of the movies. The motion of the face and hand blockers was obtained in 3D Studio Max by scripting an algorithm that automatically followed the motions of the virtual character's face and hands. The blockers obtained in 3D Studio Max were then applied to the real videos in a commercial video editor, which blurred the correct areas of the video sequence.
VIRTUAL STIMULI
Six body representations with form information and one without form information were used to display the motion in the set of experiments. The video clips of the real actor were used, since we wished to test if participants would be more responsive to emotions displayed by a real human. Two different virtual human models were chosen to display the captured emotions. The first model was a high-detailed virtual male model (HiMale), with a similar build and height as the captured actor. The model wore a black suit with sensors attached and a white face mask, similar to the real actor. This model had 10,000 polygons. The second model was identical to the first, but at a much lower resolution of just 1,000 polygons (LoMale). Two different rendering styles were employed in order to increase the difference in realism between the models. The HiMale was rendered using a rendering engine for generating photorealistic images. Soft shadows and motion blur were incorporated to increase the realism. The LoMale was rendered in a style more commonly used in real-time applications such as games, with Gouraud shading and no motion blur or shadows.
In order to examine the effect of nonhuman body representations on our ability to perceive emotion, a further three models were chosen. We first chose a zombie model that we felt might appear eerie when human motion was applied to it. This model had a decomposing humanoid body with bones, flesh, and organs visible (Figure 2) . We then chose a toon model, which could be perceived as cute and nonthreatening. Finally, a neutral wooden mannequin was chosen as we wanted a model that had neither negative nor positive connotations. We hypothesized that the zombie would increase participant's ratings of the negative emotions, such as rage and horror, and that the toon would increase ratings of the positive emotions, such as affection and calmness. Finally, we hypothesized that the neutral character would have no influence on ratings. All three models were rendered to the same quality as HiMale.
To examine the effect of motion alone, we created a point-light figure, which contained no shape information. Thirteen flat shaded spheres were attached to the joints of HiMale's skeleton. The skeleton was then hidden in order that no shape information was present ( Figure 1) . As with the LoMale, no motion blur was used.
Using the measurements taken at the time of capture, we recreated the environment in 3D Studio Max. The six motion-captured emotions corresponding to the 3-second clips chosen in Section 3.1 were applied to all five virtual characters and the point-light figure. The video stimuli were captured using PAL at 25 frames per second, so we ensured that the virtual stimuli were also rendered at this rate. All virtual models also had the face and hands blurred in order to match the real videos and to ensure that their static facial expressions would not influence the perception of their emotion. (See color plate for examples of video and virtual stimuli).
EXPERIMENT 1: EFFECT OF BODY TYPE ON THE PERCEPTION OF EMOTION
Rating scales are commonly used in psychology in order to gather information on subjective conditions such as the attitudes and emotions of participants, which could not be collected using direct measures. We chose this technique, as we wished to collect the subjective judgements of participants with respect to the emotions that were being conveyed by the different bodies. We compiled a list of 41 emotions (Table I) and asked participants to rate the intensity of each of these emotions displayed by the characters. The list included the six basic Ekman emotions along with a varied selection from more complex categories, selected from a review of the relevant literature (e.g., Plutchik [2001] ).
Method and Participants
We used a between-groups design for this experiment, where each group viewed a different body shape. This paradigm was used as we felt that, if allowed to view all of the body shapes, participants would have been more conscious of body shape and altered their ratings accordingly. Sixty-six participants (11 per group) took part in this experiment (44 males, 22 females), ranging in age from 19 to 45 and from different educational backgrounds. All participants were naïve as to the purpose of the experiment and were given book vouchers as a reward for participation. The experiment was displayed on a 24-inch flat screen LCD monitor. Participants first viewed a static image of the body shape that they would be viewing for the experiment and were asked to describe the appearance of the character in as much detail as possible. They then viewed the character displaying one of the six basic emotions and were allowed to repeat that motion on the movie player as often as they liked. Following this, they made judgements about the level of intensity of each of the 41 listed emotions that they felt the character was displaying on a 10-point scale ranging from "not at all" to "extremely". The list of 41 emotions was randomly ordered for each participant to avoid ordering effects and the order in which they viewed the six actions was also random.
Results
Descriptions of the static bodies were first assessed, but minimal insight was gained. The three male characters were simply described as being male, with little reference to the motion capture sensors attached. We found that the zombie was often described as disgusting, rotting, or decomposing. The toon character was often described as cartoon-like, but few people described him as cute. The mannequin was mainly described as a wooden person.
We first analyzed the data separately for each of the six displayed basic emotions. A two factor ANOVA was conducted on the data where conditions were body type (six) and rated emotion (41). As expected, for all displayed emotions, there was a main effect of rated emotion where the list of emotions were rated differently to each other ( p < 0.0001 in all cases). For displayed emotion anger, there was no main effect of body type, which implies that the average ratings for each of the bodies were the same. Also, there was no interaction between body type and rated emotion, which implies that ratings for each of the 41 emotions were not statistically different across body types. Similar effects were found for displayed emotions surprise, disgust, and fear. No main effect of body type was found for displayed emotions happiness or sadness. However, interactions between body type and rated emotion did occur for both happiness (F 200,2240 = 1.235, p < 0.02) and sadness (F 200,2240 = 1.29, p < 0.004). Posthoc analysis using Newman-Keuls pairwise comparisons showed that some of the bodies were rated (Table II) . However, these differences only account for less than 1% of all the one-to-one comparisons possible. Therefore, our main finding is that participants were very robust in their ratings, regardless of the appearance of the character. In order to test whether or not there was a difference between the real and virtual representations, we collapsed all of the ratings for the five virtual characters and compared them to the real data using two-factor ANOVAs for each of the displayed emotions, as before. We found no main effect of body type for any of the displayed basic emotions, nor any interaction between body type and rated emotion for anger, happiness, sadness, or fear. However, we did find an interaction between rated emotion and body for surprise (F 40,760 = 2.22, p < 0.00003). Post-hoc analysis showed that there were differences in 2 out of the 41 rated emotions. First, the average intensity rating for surprise was higher for the real character than for the virtual characters ( p < 0.0009), where the average intensities were 8.7 and 6.8 out of 10, respectively. Also, for rated emotion interest ( p < 0.0025), where the average intensities were 4.9 and 7, respectively. This implied that the real actor conveyed these emotions more intensely than the virtual. A common side-effect of using motion capture data is that limb contacts are difficult to maintain, due to the fact that the original actor may have been a different size to the virtual. For the surprise emotion, the real actor touched his face with both hands to indicate being shocked. In the virtual versions, the hands did not quite reach the face at times, and this may have accounted for the difference in ratings here.
An interaction between body type and rated emotion was also found for disgust, where differences occurred for 2 of the 41 rated emotions. Participants rated the real as having a higher intensity of disgust than the virtual ( p < 0.04), with average ratings of 5.1 and 3.2. There was also a difference for happiness where the virtual was rated as having a higher intensity than the real ( p < 0.01), with average values of 0.45 and 3.2. For this motion, there was some hand-hand contact but these were maintained for each of the virtual characters, so this small difference in ratings for real and virtual may have been due to some other factor such as different neural responses for real and virtual characters (as in Perani et al. [2001] ). It is also interesting to note that the shape of the disgust curve shows the most divergence. Disgust is widely regarded as the most difficult emotion to accurately identify [Atkinson et al. 2004 ].
EXPERIMENT 2: EFFECT OF MOTION INDEPENDENT OF BODY SHAPE
The results of the previous experiment indicate that when realistic human body motion is used, it is the motion and not the body representation that dominates our perception of portrayed emotion. It is therefore possible that the motion alone is adequate to portray the emotions displayed. As previous researchers have shown, motion alone is sufficient to identify the sex of the walker [Mather and Murdoch 1994] or even to identify an individuals walk [Cutting and Kozlowski 1977] . Therefore, we ran a classic "point-light" experiment, where only a small number of points were used to display the motion, with no form information present.
Method and Participants
Eleven new participants volunteered for this experiment (9 male, 2 female), ranging in age from 19 to 35 and from different educational backgrounds. All participants were naïve to the purpose of the experiment and were given book vouchers as a reward. We used a point-light figure to test the effect of motion alone with no form present (NF). As discussed in Section 4, the point-light figure was created by placing 13 flat-shaded spheres on the major joints of the virtual humans skeleton (Figure 2) . Participants viewed the point-light walker under the same experimental conditions as the previous experiment, and were asked to make judgements about the level of intensity of each of the 41 listed emotions that they felt the character was displaying.
Results
We compared the results of the NF figure to the collapsed ratings for the six other body types tested in Experiment 1 (i.e., those with form present F) using two-factor ANOVAs for each of the displayed emotions.
For displayed emotions happiness, disgust, and surprise a main effect of body was found ( p < 0.05 in all cases), where the emotions displayed by NF were rated as having lower intensity than F. There was also an interaction between body and rated emotion for disgust and surprise ( p < 0.00001 in both cases). For disgust, this was due to lower intensity ratings for disgust and annoyance for NF than F, and a higher intensity rating for happiness. The body/rated emotion interaction for surprise was due to surprise, interest, hope, anticipation, and enthusiasm being rated as having lower intensities for NF than F. There was no main effect of body for fear or sadness, however there was an interaction between body and rated emotion ( p < 0.02 in both cases). For fear, this was due to fear and panic having lower intensity ratings for NF than for F. For sadness, the interaction was due to shame having a lower intensity rating for NF. For displayed emotion anger there was no main effect of body, nor an interaction. Figure 4 shows that the ratings for NF were lower than for F, but appear to be following the same trend. These results would indicate that emotions were portrayed with less intensity by the figure with no form than by those where form was present. From examination of the graphs in Figure 4 , an alternative explanation could be that, rather than reducing perceived intensity, there may have been a shift in the ratings of emotions categorically to other emotions.
ACCURACY RATINGS
In order to gain insight into the accuracy of participant ratings for real, virtual, and point body types, we tested the ratings for the displayed emotion and its corresponding rated emotion (i.e., the ratings for anger for displayed emotion anger). We split the 10-point scale in half and encoded participant ratings as "1" if the rating was in the top half of the scale and "0" if it was in the bottom half. A two-factor ANOVA was conducted on this dataset, where the conditions were body type (three) and emotion (six). The three body types tested were: Real, Virtual (which was averaged over the five virtual bodies), and Points (point-light figure). We found a main effect of body type (F 2,30 = 8.05, p < 0.002), which implied that accuracy levels differed for the various bodies. Post-hoc analysis using Newman-Keuls comparison of means showed that this was due to the fact that emotions were recognized correctly more often on the real and virtual bodies than points ( p < 0.003 in all cases). Although recognition accuracy was lower for points, it was still above chance for all displayed emotions.
We also found a main effect of emotion F 5,150 = 24.23, p < 0.00001). Post-hoc analysis showed that, as expected, disgust was recognized with the least accuracy ( p < 0.05 in all cases). Sadness was next ( p < 0.05 in all cases), followed by surprise, fear, and anger, which were recognized equally often. Finally, happiness was recognised significantly more often than surprise ( p < 0.02). Figure 5 illustrates these results. For the Real body type, accuracy ratings for anger, fear, and happiness were as high as in the original categorization task (Figure 3) . However, disgust and sadness were rated lower, and surprise higher, which may have been due to the fact that many more possible emotions were give as options (in the original task only the basic six emotions were given as options). It may be the case that other emotions from our set of 41 may have been more or less appropriate for describing the emotion (e.g., disappointment vs. sadness).
DISCUSSION AND FUTURE WORK
In Experiment 1, we found no difference between the emotion ratings for high-and low-resolution virtual models, which would imply that the movements were categorized in the same way regardless of model resolution. There was no difference between the emotion ratings for the zombie and the real human or the other characters. This would imply that, even though descriptions of the static body suggested that participants found him unappealing, an uncanny eeriness reaction did not occur when realistic motion was applied. This indicates that perhaps it could be the face and hand motions that cause the reactions of eeriness and not the body motions, as tested here. We would be interested to investigate this theory further in future work. Also, the motions tested in the study were all highquality motion-captured. It would be interesting to see if lower quality or desynchronized motion would result in differences between the anthropomorphized bodies.
For perception researchers, our results demonstrate that virtual characters are effective at displaying emotions and, therefore, are ecologically valid substitutes for the purposes of research into the perception of emotional human body motion.
When we compared the real to all of the virtual characters, we did find some differences in intensity ratings for two of the basic emotions. It would be interesting to test if these differences were due to the motions themselves or due to the differences in neural activation for the real and virtual characters. Future eye-tracking and fMRI studies would allow us to further examine the factors involved.
In Experiment 2, we found that when only motion information was displayed, intensity ratings were lower than when both form and motion were present. We also found that emotion recognition accuracy was lower when motion information alone was present. However, accuracy levels were still above chance for the majority of emotions, which implies that dynamic information alone is sufficient to carry emotional information, but not as optimal as spatiotemporal cues.
One limitation of these results is that just one actor was used to create the stimuli. It would be interesting to test if the results were replicated for other actors and nonactors. Also, since our results indicate that it is the motion that drives emotion recognition rather than shape, conducting the experiment using a point-light stimulus could allow us to gain further insight. We would also like to explore other experimental paradigms.
