Computing hardware is constantly evolving and database systems need to adapt to ongoing hardware changes to improve performance. The current hardware trend is heterogeneity, where multiple computing units like CPUs and GPUs are used together in one system. In this paper, we summarize our efforts to use hardware heterogeneity efficiently for query processing. We discuss different approaches of execution and investigate heterogeneous placement in detail by showing, how to automatically determine operator placement decisions according to the given hardware environment and query properties.
Introduction
Database systems adapt to evolving hardware environments to meet the ever growing demand of data storage and analysis. In the past, database systems went from single-threaded systems to different parallel approaches in order to efficiently utilize upcoming multi-core architectures. At the same time, larger main memory capacities became available and affordable, leading to novel inmemory database architectures. With a high amount of data in-memory close to the CPU, computation becomes the new bottleneck. There, further performance scaling of the CPU is becoming incredibly hard, mainly due to power density limitations [16] , the dark silicon effect [5] , but also due to the overall complexity of current CPU architec-tures. The new trend in resolving this computational bottleneck is heterogeneity. Different hardware architectures were developed for different purposes like GPUs, FPGAs, or the Xeon Phi. Coupling different architectures in a single system can accelerate many computations significantly if they are efficiently supported by the different computing units (CUs) .
At the moment, it is not clear how to utilize these heterogeneous environments efficiently in database systems. In the past, many database operators were ported to different architectures like sorting to the GPU [6] or grouping and aggregation to FPGAs [14] . Multiple works combine these ported operators for the GPU with traditional [8] or newly built database systems [4, 7, 18] ; however, a comprehensive and extensible approach is missing.
In this paper, we describe our ongoing research effort to support and optimize heterogeneous computing resources. Based on the assumption that we already have various operator implementations for many available computing units, the question is now: how to efficiently use the complete heterogeneous system? We investigate three different directions, including (1) executing the same operator in parallel on all given CUs, each CU on its own partition of data; (2) making a static decision to always offload an operator to a certain CU for acceleration; and (3) making dynamic placement decisions for each operator in a database query, basically defining the operator's execution location. We argue that the latter approach is the most promising one and go further by defining and proposing the needed steps to make these placement decisions, including runtime estimation, placement optimization, and system integration.
In Section 2, we describe current hardware trends and how they influence the database system architecture. We present different approaches of using these systems in Section 3 and go further into heterogeneous placement in Section 4. We conclude this paper with an overview on related work in Section 5 and a conclusion in Section 6. 
Hardware trends for data processing
Database systems constantly adapt to new hardware trends to improve query processing performance. We briefly describe the major trends of the past and the present, which are the motivation of our work. The general hardware evolution is illustrated in Figure 1 .
For the first generation of database systems, singlecore processors with a limited main memory capacity were generally used. There, the main focus of optimization was on efficient computation and minimizing costly disk accesses. While disk accesses remained a bottleneck, the computation improved without changes to the database architecture through CPU frequency doubling with each new processor manufacturing process [16] .
The power density and the leakage power rises with every new manufacturing process [16] , bringing the frequency scaling gradually to an end. Multiple CPU cores on one die were introduced to reduce power consumption as it is likely that not all cores are used at max power. Therefore, cores can be throttled individually to control the overall power consumption. Figure 1b and d show that multiple cores were introduced, when frequency and overall power reached their limit. For database systems, this means the "Free Lunch is over" [17] , implying that query processing can not improve performance with newer hardware unless we adjust the database architecture towards parallelism and concurrency.
Rising main memory capacities trigger another architecture change (Figure 1a) . Traditionally, the main memory was used as a buffer pool for a data sub-set from the disk drives. The main memory acted as cache for the harddisk, where accesses to the disk were still the main bottleneck. With increasing memory capacity, it is now possible to store vast amounts, if not all data, in main memory. This redefines (1) the systems' bottlenecks, (2) the ideal database architecture, and (3) the actual database usage towards an increasing amount of analytical queries.
Scaling further is the current challenge. Processor frequencies and overall power consumption does not increase anymore (Figure 1b) . At the same time, more transistors are packed into one chip, which is made possible by the shrinking manufacturing process (Figure 1c) . However, this also increases the power consumption per 2 and the theoretical peak consumption of the chip. Since this peak consumption is limited, not all parts (or cores) of the chip can be used at max power (Dark Silicon [5] ). At the same time, data sizes and the demand for instant data analytics is growing exponentially.
One direction to weaken the computational bottleneck is using distributed database systems, where multiple nodes work together on one query. This introduces the overhead of data transfers beyond one node, however, at the same time adding the advantage of being able to add more computing power as needed. To increase the performance of a single node, possible approaches include combining multiple homogeneous computing units (CPU based NUMA systems) or multiple heterogeneous computing units. Especially the latter has the potential to improve performance and energy consumption significantly, if the specialized computing units can accelerate different computations compared to general purpose CPUs. At the moment, multiple architectures are emerging to accelerate certain computations like GPUs for highly parallel SIMD processing; Many Integrated Cores (MIC) for highly parallel processing of individual threads; field programmable gate arrays (FPGA) for operators on reconfigurable logics; or different application-specific integrated circuits (ASIC) to speed up custom-specific algorithms. To support these architectures within the database system, a redesign of the database architecture and the database query optimization is needed. Multiple location choices for the computation significantly increase the complexity of the system and it is yet unknown in which way heterogeneity can be supported efficiently in database systems.
Distinction: We focus our work on heterogeneous computing resources in single node scenarios. At this moment, we do not investigate distributed systems or different memory types such as non-volatile memory vs. volatile memory or SSD vs. HDD. This is left to future work.
Exploring different directions
Given the hardware trend towards heterogeneous computing environments, the main challenge for database systems is to adapt to these new environments. We investigate three different approaches to allow heterogeneous execution for database query processing and choose one approach to follow in the remainder of this paper.
Our investigation is focused on Online Analytical Processing (OLAP) because OLAP queries are long-running and, therefore, can benefit mostly from acceleration. Also, OLAP queries are the base for data analytics and data mining, which increasingly requires short response times of seconds and minutes instead of hours or days to adapt business decisions to current situations. To efficiently support in-memory OLAP queries, we focus our work on column-oriented database systems [1] and block-wise processing like column-at-a-time [3] or vector-at-a-time [2] approaches.
Parallel operator execution
As a first approach, we investigate intra-operatorparallelism using a fork-join model of dividing the input data, executing a database operator in parallel on multiple computing units, and merging the results in the end (Figure 2a ). For multiple CUs within a heterogeneous environment, we can not simply partition the input data evenly on the CUs because each CU requires a different time span to process an operator. Therefore, we need an elaborate cost model for the operator execution on each CU to find the best partitioning of the input data, so that all CUs finish the execution at the same time (load balancing). We provide a formula for the partitioning in the original paper [10] , together with the empirical evaluation using two operators and two different hardware platforms. As a result of our experiments, we found multiple limitations to this approach. The three main limitations are: 1. General overheads. Partitioning, scheduling, and synchronization introduce overhead that needs to be compensated by the actual benefits in processing time, while any sequential part of the processing is limiting the speedup of parallel execution (Amdahl's Law). If sequential execution and other overheads can not be compensated, this approach can not be used beneficially. 2. Result processing. After an operator's execution, the result needs to be merged in order to proceed with the remainder of the query. This overhead can vary depending on the database operator, e.g., merging a selection result can be done without any overhead, while merging two sorted lists may introduce a substantial merging overhead. 3. Heterogeneity of CUs. In heterogeneous environments it is likely that a particular CU is significantly faster for a specific operator than other CUs. Therefore, the partitioning has to provide this CU with almost all input data. At some point, it is impractical to partition and merge if most data is computed on one CU anyway. There, it would be better to execute the operator atomically on a single CU and avoid further overheads like merging or synchronization.
As a result, we come to the conclusion that there are not many cases, where intra-operator-parallelism on heterogeneous CUs can be applied beneficially. When operators are combined in pipelined executions, the problem is even worse, as the partitioning has to trade-off different preferences of different operators. Therefore, we will not follow this approach. Instead, we execute each database operator atomically on one CU. While the execution on the CU can be in parallel, the parallelism does not go beyond one CU to avoid possible overheads.
Static execution decisions
Executing an operator on exactly one CU, we can now add a CU to the system and use it for a specific database operator. Hence, we make a static decision on which operator is executed on which CU (Figure 2b ). We evaluated this approach with a group-by operator and an Nvidia GPU [12] .
As a result, we found that the static execution was not that simple. We have seen various unforeseen hardware and software effects, like atomic contentions or GPU page table problems, making the execution inefficient for certain scenarios. Therefore, a static offloading decision does not seem to be ideal. As a solution, we profiled the operator and the CU in great detail and derived multiple configurations, like adjusting thread numbers, the GPU memory used, or different hash table fill factors. The configurations are adjusted for different scenarios, resulting in optimized execution and high performance. However, these configurations are highly dependent on the CU's hardware architecture and the operator implementation, while there are too many possibilities to allow automatic self-tuning at runtime. Therefore, the high effort of profiling and deriving multiple configurations has to be repeated for each additional operator or hardware platform. As this is too timeconsuming and not easily extensible, we will not follow this approach further.
Dynamic execution decisions
As a third approach, we look at dynamic execution decisions (Figure 2c ). There, we assume a system with multiple CUs and a dynamic decision is made with respect to the location of an operator's execution. We run the operators atomically only on one CU and it is possible to optimize an operator's execution further (as in our 2nd approach). However, this is not mandatory for every operator-CU combination. The idea is that an operator is only placed on a certain CU, if the execution on this CU is beneficial for the query runtime. This decision depends on the CU, the operator implementations, and possibly needed data transfers. Especially the latter point is also dependent on data cardinalities and data locations. For example, it might not be beneficial to transfer 1 GB of data from the CPU to a GPU, only because the execution on the GPU is slightly faster. While the decisions are strongly dependent on hardware and operator, the actual optimizer is oblivious to the hardware and the operator implementation, allowing to support all hardware-operator combinations for which an implementation exists. This makes this approach adaptive and highly extensible, ideal for wildly heterogeneous environments.
Heterogeneous operator placement
In this section, we present our decision-making process for the automatic placement. We do not look at the actual implementation of the operators but at the aspect of query optimization for heterogeneous environments. The actual implementations could be highly optimized or very generic. In the end, this will influence the placement decisions but not the decision-making process. Therefore, for our optimizer, we assume to have an implementation for each operator that is executable on each CU. The main goal of the optimization is to find the ideal execution location for each operator, in order to minimize execution and transfer costs, hence to reduce query runtime. At the moment, we focus on single query execution. An overview of this approach is given in Figure 3 .
Runtime estimation
To make a decision before the actual execution, runtime estimation is needed for each operator occurrence within a query. The runtime depends on the operator, the chosen CU, and used data. As we want to be oblivious of hardware and operators, we treat both as black-boxes, making our approach independent of hardware architectures or specific operator implementations and, therefore, allow our approach to be highly extensible. To allow runtime estimation with the black-box approach, we monitor the execution during query runtime, building a learning-based model for each operator on each CU. (Details on the model are presented in [11] ). In addition to operator runtime estimations, transfer cost estimations from every CU to every other CU are needed. Therefore, we apply a transfer benchmark with varying data sizes at ramp-up time. The transfer times are not dependent on the database query, specific operator, or data distribution, therefore, we do not need to monitor and learn the transfer times at runtime.
When the database system is first started, we only have information on transfer costs but not on the runtime estimation. Therefore, we apply heuristics for the first phase of execution. Having no runtime estimations, the system would choose the CU with the lowest transfer costs, which is the system's CPU in most of the cases. After some query executions, the CPU's operator execution can be reliably estimated. Then, if there is a runtime estimation that is larger than the transfer cost to a different (yet unknown) CU, the system would transfer the needed data and execute the operator on the unknown CU. Thereby, the execution is essentially tested on a different CU and new knowledge is added to the estimation model. At some point, execution information for each CU is stored in the model and the placements can be based on reliable runtime estimations.
Placement optimization
Having the runtime estimations for all query operators on all available CUs is only the first step of optimization. The naive approach would be to now execute each operator on the CU where it runs best. However, this will most likely introduce many transfers between the different CUs, as different operators run better on different CU architectures. The additional transfers could actually increase a query's runtime, even if the actual execution is faster. Therefore, a global optimization is needed to look at all operators and their interactions within a query, in order to find the best trade-off between ideal execution location and to avoid time-consuming transfers. The main challenge of this optimization is the search space of:
For example, there are 2 50 = 1.1 × 10
15 different placements for 2 computing units and 50 operators. Just calculating and estimating the query runtime for all these placements with the speed of 1 M placements per second would take over 35 years. However, the placement has to be determined for every query at execution time. Therefore, instead of evaluating all placements, we implement a greedy algorithm, starting with an initial placement for each operator and trying to improve the overall runtime with local changes for the current placement [9] . Since the outcome of this algorithm heavily depends on the starting placement, we execute this algorithm multiple times, starting with single-CU placements (all operators are initially placed on one CU) and multiple random placements. This approach leads to a local optimum and our experiments have shown that in most cases the placement is close to the global optimum.
System integration
The remaining question is how to integrate the runtime estimation and placement optimization in an existing database system. There are two main directions.
(1) The heterogeneous placement optimization could be integrated deeply into the traditional query optimization allowing the placement decision to influence the logical and physical optimization, e.g., changing the join order or the join algorithm depending on the chosen CU.
(2) It is also possible to separate the optimization steps by allowing hardware-oblivious decisions for logical and physical optimization, while optimizing the placement in a succeeding step. The second approach allows a clear separation of concerns. The traditional optimization of the logical query tree and physical implementation can optimize towards small intermediate cardinalities (e.g., for join order) and given data distributions (e.g., pre-sorted data sets). However, the placement optimization only aims at finding the optimal execution location for the given plan, without actually changing the plan structure or operators. This results in overall less complexity, easier development, and better maintainability, compared to the alternative approach of deeply integrated placement optimization. We are currently building an abstraction layer, that encapsulates the runtime estimation and placement optimization in a way, that it can be easily added to an existing database system, without major changes to the system.
Performance and adaptivity
As shown in previous sections, we base our approach on a self-learning runtime estimation, global optimization using a greedy search, and the implementation as an abstraction layer to be used by multiple database systems. To evaluate our approaches with real database workloads, we use our abstraction layer together with a prototypical database system based on OpenCL [13, 18] . Figure 4 shows the results for one benchmark query with different selectivities, i.e., the same input data size but different intermediate result sizes. The bars symbolize the speedup compared to a pure CPU version, when we add three different GPUs one after another. The GPUs differ in computing power, architecture, and connection to the system. The speedups are not necessarily caused by database operators running in parallel on the different CUs, but more by placing the operator execution on the most suited CU with transfer costs in mind. Adding more CUs allows the optimizer to place more operators ideally according to their properties, while it could also lead to small slowdowns (Case 3), due to overheads and additional transfers. The actual placements are determined automatically and adjust to the given data sizes, which can be seen in the placements in Figure 4 . While the baseline execution uses GPU3 the most, for a 7× larger result size all CUs are used for a significant portion of work. This shows that the ideal placement has to be adjusted depending on the query and operators, the available CUs as well as the data cardinalities.
Related work
There are multiple database systems that support heterogeneous execution through either providing a specialized implementation for each supported CU or by implementing operators in OpenCL [13] , making them able to compile and run on multiple platforms.
Two of these systems are Ocelot and gpuDB. Ocelot [8] is an OpenCL extension of MonetDB [3] , while gpuDB [18] was implemented from scratch using OpenCL to evaluate OLAP queries on different CUs. Both systems allow a query to execute on a manually selected CU. However, they do not support heterogeneous execution within a single query. Our approaches towards heterogeneity-aware query optimization can be used in these systems to allow automatic heterogeneous execution within a single query, while dynamically adapting to any heterogeneous environment.
There are two prototypical database systems which already allow this adaption: CoGaDB [4] and gpuQP [7] . Both systems have two operator implementations, one in C/C++ for the CPU and one in CUDA [15] for NVIDIA GPUs. This allows these systems to run in a heterogeneous environment, however, the CUs are limited to CPUs and GPUs. Both systems allow heterogeneous execution within one query and optimize the execution placement. CoGaDB applies a learning-based algorithm similar to our approach. gpuQP works with primitives, which build larger operators, while profiling these primitives with benchmarks before execution. Both systems were developed from-theground-up to deeply integrate their placement optimization into their database systems, leading to high optimization complexity and limited reuse-ability for other systems. Our approach deliberately abstracts the hardware from the traditional database optimizations, to reduce complexity and to enable high reuse in different systems.
Conclusion
In this paper, we described the current challenge of computing hardware becoming more and more heterogeneous. For the database community, this means rethinking the way to execute query operators and optimizing query execution. To find a promising direction, we evaluated three different approaches, which we described briefly in this paper. As the most promising approach, heterogeneous placement was chosen and further investigated, including appropriate runtime estimation, placement optimization, and system integration. 
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