ABSTRACT Knowledge graphs are a crucial concept in artificial intelligence with a wide spectrum of reallife applications. Nonetheless, they are currently suffering from the incompleteness issue, i.e., relational knowledge in the graphs may not yet meet the practical needs. To address this issue, mainstream solutions propose to predict links by using compositional models or translation models. However, the prediction accuracy is still of particular concern. In this paper, we propose a new method, namely, Bi-Mult, which combines the advantages of compositional models and translation models. Bi-Mult is based on the compositional model, such that an entity (resp. relation) embedding is decomposed into two parts, one is to represent intraentity (resp. relation) state and the other is for inter-entity (resp. relation) state, and we call such embedding as bi-mode embedding. In addition, the bi-mode relation embedding enhances relation's interaction with entities, resulting its improvement on handling antisymmetric relations. Moreover, we incorporate mapping matrices in translation models through bi-mode entity embedding to construct dynamic embeddings for expressing complex relations, such as ''1-to-N'', ''N-to-1,'' and ''N-to-N'' relations. In experiments, we evaluate our method on the benchmark data sets and the task of link prediction, and our method is demonstrated to outperform state-of-the-art methods consistently and significantly.
I. INTRODUCTION
Artificial intelligence is playing a more and more significant part in human being's daily life, in which knowledge graphs serves as one of the core technologies. Currently, knowledge graphs such as Freebase [1] , Wordnet [2] and YAGO [3] are extensively applied in the fields of semantic search, question answering, etc.
Real-world structures, such as logical reasoning, taxonomies and analogies, are all relied on entities and their mutual relationships [4] , [5] . As a consequence, a knowledge graph can be modeled as a multi-relational graph consisting of nodes (entities) and directed edges (relations). Hence, a fact (knowledge) in a knowledge graph is represented by a triplet (head_entity, relation, tail_entity), denoted as (h, r, t). While there is a huge amount of requirement for largescale knowledge graphs, existing ones are often built manually or semi-automatically, resulting in the incompleteness issue. In other words, the relational knowledge in the knowledge graph may not satisfy the needs of real-life applications.
To resolve the issue, traditional approaches propose to complete the knowledge graph based on logic and symbols. However, they are often found to be inefficient and inaccurate when dealing with a large-scale knowledge graph. Lately, a more promising approach has been put forward, which embeds a knowledge graph consisting entities and relations into a low-dimension continuous vector space, while maintaining important properties of the original graph. Compared with the previous approaches, the embedding based models use algebraic operations, serving as a better option for relational knowledge prediction. Therefore, we focus ourselves on embedding based models in this research.
Thus far, there are two major categories of embedding based models. One is compositional or so-called factorization models, which uses the tensor product between head entities and tail entities to capture relation patterns [6] .
Classic and representative methods include RESCAL [7] , [8] and NTN [9] , etc.
The other one is translation models, in which every relation is regarded as a translation in the embedding space. The classic method named TransE [10] achieves the state-of-theart performance, with a number of improving successors such as TransH [11] , TransR [12] and TransD [13] .
Both compositional models and translation models observe certain flaws. There are various types of binary relations in a knowledge graph, namely, complex relations. For example, ''PresidentOf'' is a ''1-to-1'' relation while ''ParentsOf'' is a ''1-to-N'' relation and ''FriendsOf'' is a ''N-to-N'' relation, additionally, a relation could be in the form of antisymmetric relations like ''YoungerThan'', which actually is hierarchal and symmetric like ''SimilarTo''. For compositional models, they are not able to represent complex relations. Specifically, compositional methods using the dot product between embedding matrices scale well and naturally handle the ''1-to-1'' and symmetric relations especially when utilizing a proper loss function. However, as for the antisymmetric, ''1-to-N'', ''N-to-1'' and ''N-to-N'' relations, in order to expressively represent those antisymmetric and complex relations, such compositional models often suffer from an explosion of parameters resulting in low efficiency and even worse accuracy. As to translation models, although the extended model of TransE could handle the complex relations, it is still not expressive enough to adequately leverage the features of entities and relations, resulting in relatively bad experimental performance. Furthermore, both these two types of models only consider one single state of each entity (resp. relation), while we contend that an entity (resp. relation) contains two states -one is the intra-entity (resp. relation) state which represents the attributes an entity (resp. relation) initially owned, and the other is the inter-entity (resp. relation) state which represents the features an entity (resp. relation) affected by other relations and other entities. Based on this model, we try to address the challenge of relational knowledge prediction.
In this paper, we propose a novel method named Bi-Mult via bi-mode and dynamic embedding, in order to complete knowledge graphs. Bi-Mult is based on the compositional model, as it is often more effective and expressive than the translation model. In particular, we decompose the embeddings of entities and relations into two parts, one is to represent the intra-entity (resp. relation) state and the other is for the inter-entity (resp. relation) state. We call such embeddings as bi-mode embeddings which could capture all the necessary information and features of entities or relations. Additionally, the bi-mode relation embedding improves its performance on handling antisymmetric relations as it enhances relation's interaction with entities. Furthermore, We borrow the concept of mapping matrices M h and M t in TransD by bi-mode entity embedding, which makes the head entities and tail entities be embedded more dynamically and flexibly.
A. CONTRIBUTIONS
The major contribution of the paper can be summarized into three ingredients:
• We propose a knowledge representation model Bi-Mult, which describes entities and relations by bi-mode embeddings, and incorporates mapping matrices to dynamically cast the embeddings;
• The proposed model integrates the merits of compositional models and translation models, which strikes a balance between the model expressiveness and complexity, and is able to effectively express both antisymmetric and complex relations; and
• The new model is evaluated and compared with existing models on real-life benchmark datasets and tasks, and experiment results on link prediction verify that Bi-Mult outperforms state-of-the-art alternatives consistently and significantly.
B. ORGANIZATION
The rest of the paper is structured as follows. We introduce the related work in Section II, and then justify the intuitions of our method with its theoretical analysis in Section III. Next, we conduct the experimental studies on relational knowledge prediction in Section IV. Finally, we conclude our findings in Section V.
II. RELATED WORK
We put existing knowledge graph representation models into two categories, i.e. compositional models and translation models. All these models embed entities and relations into a vector space, and make the embeddings compatible through certain score functions. In the following, we brief some typical models, and use them as competing alternatives to compare with our model in Section IV.
A. COMPOSITIONAL MODELS 1) RESCAL MODEL RESCAL [7] , [8] is a relational latent feature model which represents triplets via pairwise interactions of latent features. In particular, the score function is defined as
where M r is a relation matrix which describes how much the head entity and the tail entity interacts with each other. We also call this a bilinear model, since it utilizes multiplicative terms to capture the interactions between two entities.
2) MULTI-LAYER PERCEPTIONS (MLPs)
MLPs [14] are also known as feed forward neural networks, and in the context of multi-dimensional data they can be referred to a multi-way neural networks. This approach allows to consider alternative ways to represent triplets and use nonlinear functions to predict its existence. In particular, the following ER-MLP [15] (E for entity and R for relation) model is defined as where tanh is an activation function and h c i is an additive hidden layer, which is derived by adding together different components of the entity representations.
3) SINGLE LAYER MODEL (SLM)
SLM [9] model is proposed as a baseline of Neural Tensor Network, which is a simple non-linear neural network model. Its score function is defined as follows
where M r 1 and M r 2 are relation matrix parameters, b r is the bias vector, µ r is a relation-specific linear layer and tanh is an activation function. Actually, SLM is a special case of NTN when the tensor in NTN is set to zero.
4) NEURAL TENSOR NETWORK (NTN)
NTN [9] model is an extension of SLM model through considering the second-order relations into nonlinear neural networks. The score function is
where W r ∈ R n×n×m is a 3-way tensor, the other parameters like µ r ,tanh, M r1 , M r2 and b r have the same meaning as those in the SLM model. NTN is the most expressive model while suffers from too many parameters resulting in its incapability to scale up in the large knowledge graphs. Actually, NTN is a generalization of the RESCAL approach.
5) DistMult
DistMult [16] is a special case of NTN without the non-linear layer and the linear operator. The score function is
It uses a 2-d matrix operator W r ∈ R n×n instead of the tensor operator used in NTN. Furthermore, DistMult reduce the number of relation parameters by restricting W r to be a diagonal matrix.
B. TRANSLATION MODELS
TransE [10] uses a translation vector r to incorporate the embedded entities in the triplet (h, r, t) with a low error.
Its score function is
However, TransE has flaws dealing with the complex relations like ''1-to-N'', ''N-to-1'' and ''N-to-N'' relations.
To address this issue, TransH [11] projects the entity vectors (h, t) into a relational hyperspace represented by a norm vector w r and a translation vector d r , entities projected are denoted as h ⊥ and t ⊥ . Its score function is similar to TransE and defined as
Hence TransH is able to represent complex relations and outperforms TransE a lot. Both TransE and TransH assume that entities and relations are in the same vector space, however, entities and relations are two totally different concepts so it seems inappropriate to put them in the same vector space. TransR [12] and TransD [13] are proposed to solve the problem. TransR sets a mapping matrix M r to each relation r so as to project entities into relation space. Then its score function is defined as
Where M r ∈ R m×n , h, t ∈ R n , r ∈ R m . However it is still insufficient to use the same mapping matrix to project the head entities and tail entities as different entities have different attributes, so TransD assigns two mapping matrices M r h and M r t for the head entity h and t respectively. Then the score function is defined as
Table 1 also summarizes the time and space (in memory) complexity of the aforementioned representation models, where k represents the dimension of entity embedding space and relation embedding space, D is an additional latent dimension of the NTN. diag(u) means the matrix u is a diagonal matrix, · means the element-wise multi-linear dot product. VOLUME 6, 2018 FIGURE 1. Illustration of bi-mode embedding [Blue block represents a head entity, green block represents a tail entity, edges represent relations and they all could be decomposed into intra-state and inter-state, embedded in intra-space and inter-space, respectively.] .
III. PROPOSED MODEL
In this section, we propose a novel compositional model for knowledge graph representation so as to combine the expressive ability of the tensor product with translation models' power dealing with complex relations. Firstly, we introduce the common notations here. A triplet is denoted as (h, r, t), where h denotes a head entity, r denotes a relation, t denotes a tail entity. The bold letter h, r, t represent the embeddings of (h, r, t). s is the number of entities and k is the dimension of the embeddings, being the latent features of entities and relations. Entities set and relations set are denoted by E and R respectively and their embeddings as matrices are denoted as E and R. We use a binary-valued function Y ∈ {−1, 1} to represent if a triplet is true or not. Hence, for a triplet (h, r, t), its probability of being a golden triplet could be defined as
where denotes all the parameters in our model, while σ (x) = 1/(1 + exp(−x)) represents the logistic function which is widely used in compositional models. f r (h, t) denotes the score function which is actually a score matrix X . Our objective is to find a suitable structure for X that could effectively and flexibly approximate the relations between entities in knowledge graphs.
A. BI-MODE EMBEDDING
We split the entities and relations into two modes, one describes the intra-entity (resp. relation) state which are the attributes and features that entities (resp. relations) initially owned, the other one represents inter-entity (resp. relation) state where the attributes and features are affected by other relations and entities. So we use six vectors h i , h j , t i , t j , r i , r j ∈ R k to represent a triplet (h, r, t), and the subscripts i and j denotes the intra-state and inter-state respectively. For each triplet (h, r, t), we define three inter-matrices M hr , M tr , M ht ∈ R k×k to represent the interactions between entities and relations. They are defined as follows:
M ht = h j t j T .
These inter-matrices are constructed by mimesis vectors of entities and relations which represent the features affected by other entities and relations, thus able to demonstrate the interactions mentioned above. In addition, for each triplet (h, r, t), h, r, t have unique inter-matrices. As stated above, the true state of entities and relations are constituted by intra-state and inter-state, so we could define the true vectors as follows:
Through the multiplication operation between inter-matrices and intra-vector, we could capture the interaction information of entities and relations, which is a common mechanism in knowledge embedding, thus adequately leverage the attributes and features of an entity (resp. relation) influenced by other relations and entities. The basic idea above is briefly represented in Fig. 1 .
B. COMPARISON WITH TRANSD
We compare our bi-mode embedding with TransD to illustrate its ability to dynamically embed the entities and relations. TransD adds another vector for each entity and relation to construct mapping matrices, that is, for a triplet (h, r, t), h, r, t ∈ R k has a projection vector denoted as h p , r p , t p ∈ R k . Thus, the mapping matrices M rh , M rt ∈ R k×k could be represented by
As TransD initializes these two mapping matrices with an identity matrix, it adds I k×k to M rh , M rt . One can easily see that the mapping matrices are constructed by both entities and relations, which enables them to be efficiently and dynamically adjusted by different relations and entities, thus handling complex relations well. With the mapping matrices, the projected head entities and tail entities could be represented by Compare TransD with bi-mode embedding, we could see that in bi-mode embedding, h j , t j could function exactly like the projection vectors in TransD and M hr , M tr are also homologous to the mapping matrices in TransD. Hence we do not need to add a new projection vector for the true state of an entity to realize dynamic embedding. Mapping matrices in TransD could only capture an entity's features affected by relations as M rh multiplies h and M rt multiplies t. However, in bi-mode embedding, M tr multiplies h i and M hr multiplies t i could capture an entity's features affected by both relations and entities. Furthermore, through using only vectors product operations to construct the mapping matrices, we can save lots of running time compared with matrix-byvector operations. The basic idea of the dynamic model is illustrated in Fig. 2 .
C. COMBINED WITH COMPOSITIONAL MODEL
Here we combine the bi-mode embedding with compositional model and name it as Bi-Mult model. Traditional compositional models simply use the eigenvalue decomposition to calculate the score matrix, which could be represented as
We know that in an eigenvalue decomposition, all the matrices are in the real space and E is orthogonal: E −1 = E T . Actually, in equation (21), E is the head entity embedding and E −1 is the tail entity embedding, so it is obvious that as E is orthogonal, the head entity and the tail entity share the same embeddings, which accounts for the reason why it can only effectively deal with symmetric relations. For antisymmetric relations which more commonly exist in knowledge graphs, different entities as head and tail always contain different features and attributes, thus they should have different embeddings.
To address this issue, we borrow the concept of DistMult which is a special case of NTN without the non-linear layer and the linear operator. Individual relation scores between head entity and tail entity can be predicted in DistMult as:
We could see that in DistMult, head embedding and tail embedding are not necessary to be the same so it could handle the antisymmetric relations. Additionally, To reduce the number of relation parameters, DistMult restricts W r ∈ R k×k to be a diagonal matrix. Actually, diagonal matrix W r here could be replaced by relation vector r ∈ R k through element-wise dot operator. So the score function could be simplified as:
Finally, we replace the h,r,t here in the compositional model with bi-mode embeddings. We denote the bi-mode embeddings as h bi ,r bi ,t bi . So the overall function should be as follows:
Through constructing bi-mode relation embeddings, Bi-Mult enhances the relations' interaction between different entities, so the ability to deal with antisymmetric relations also improved compared to DistMult.
D. TRAINING OBJECTIVE
We assume that there are S triplets in training set and denote the ith triplet as (h i , r i , t i ), i = 1, 2, . . . , N . Each triplet has a label y i to indicate the triplet is true (y i = 1) or negative (y i = −1). denotes the golden triplets and denotes the negative triplets. A golden triplet is denoted as = (h j , r j , t j )|y j = 1 while a negative triplet is denoted as = (h j , r j , t j )|y j = −1. Before training, one important issue to be addressed is that since the original knowledge graphs only have positive graphs, we have to sample negative triplets automatically from the positive triplets. Therefore, we directly obtain positive triplets from knowledge graphs and generate negative triplets by randomly replacing the head entity or the tail entity in a golden triplet. It could be represented as
There are several strategies to sample the negative triplets and we will discuss later, which are named as 'Raw' and 'Filter' settings.
The training objective in Bi-Mult is
where refers to all the parameters in our model like h, r, and t ∈ C k , and · means the L 2 regularization on the parameters to prevent the overfitting. We can see that the function is aimed to minimize the negative log-likelihood of the logistic model. The process of minimizing the objective function is conducted by stochastic gradient descent with mini-batches and AdaGrad for tuning the learning rate [17] .
IV. EXPERIMENTS AND ANALYSIS
We empirically evaluate our model and related models through conducting the experiment link prediction on real data sets. We introduce the data sets in the first place and then analyze the experiment results.
A. EXPERIMENT SETUP
Link prediction is conducted on two commonly-used and benchmark data sets, that is WordNet [2] and Freebase [1] . WordNet provides lexical relationships between words through grouping them into synonyms. Freebase is a much larger knowledge graph containing general facts about the world which means experiment results on this data set are of more research value. We choose the subsets WN18 and FB15K from WordNet and Freebase, respectively. Table 2 illustrates the corresponding statistics of WN18 [18] and FB15K [9] . In addition, we utilize the original training, validation and test set split by [19] . 
B. LINK PREDICTION
Link prediction is to predict the missing entities in a golden triplet (h, r, t). In this task, we randomly replace the missing entities by the existed entities in knowledge graph, and rank these entities in descending order via the score function (h, r, t). Instead of finding one best entity, this task stores the rank of the correct entity. After doing this, we have two evaluation metrics based on the rank we get for the correct entity. One is the Mean Reciprocal Rank (MRR). Different from the classical metric Mean Rank, this metric could exclude the influence of extremely wrong rank, which makes the result more reliable. The other one is the proportion of all correct entities ranked in top m (Hits at m). We choose Hits at 1, 3, and 10 in this metric. Obviously, a lower MRR and a higher Hits at m mean a better performance for a specific model. When dealing with the corrupted triplets, we should notice that though replacing the entities, a triplet may also exist in a knowledge graph as positive, so it is reasonable to remove those corrupted triplets from the negative triplets set. We call the original evaluation setting as 'Raw', and the setting filtering the corrupted triplets that appear in either training, validation or test set before ranking, as 'Filter' [19] . We choose RESCAL, DistMult and ER-MLP as baselines since they are the most classical compositional models and have state-of-the-art performances, as for translation models, we choose TransE, TransR and TransD. We select the dimension k of the entities and relations embeddings among {50, 100, 150, 200}, the regularization parameter λ among {0.1, 0.03, 0.01, 0.003, 0.0001, 0.0003, 0.0}, the initial learning rate α among {1.0, 0.5, 0.2, 0.1, 0.05, 0.02, 0.01}, the number of corrupted triplets generated by each golden triplet in training set η among {1, 2, 5, 10, 50, 75, 100} and the mini-batch size B among {50, 100, 200, 500}. We use AdaGrad to tune the learning rate at run time. For WN18, the best configuration obtained by valid set is: k = 200, λ = 0.03, α = 0.5, η = 1, and B = 100; for FB15K, the best configuration is k = 50, λ = 0.01, α = 0.5, η = 75, and B = 100. We traverse the training for 1500 rounds on WN18 and 4000 rounds on FB15K.
Experiment results on both WN18 and FB15k are shown in Table 3 . On WN18, we can observe that Bi-Mult outperforms other baseline models significantly with MRR being the highest in both Filter and Raw settings. Though some gap may seem small, but if applied on real-world datasets being much larger, such gap will explode. As for hits at m, Bi-Mult also has a good performance while only slightly worse than DistMult on Hits at 10. This is mainly because DistMult's structure is not as complicated as our model's, leading to its slightly higher efficiency in a simpler knowledge graph. Actually, almost all the models perform quite well on WN18 with hits at 10 larger than 90%, which is due to, as mentioned above, WN18 is much simpler than FB15K with only 18 relations while FB15K with 1345 relations (cf. Table 2 ). Since knowledge graphs are becoming larger, FB15K is of more research value. On FB15K, the gap between our model and other models becomes larger as Bi-Mult largely outperforms other models with the filtered MRR of 0.694 and 82.4% of Hits at 10, compared to 0.380 and 64.1% for TransE. We attribute this to the complexity and expressiveness of our model which enables it to represent more complex relations, and scale up to the large knowledge graphs. On both data sets, not like other models which are largely left behind, DistMult has the relatively less gap between our model. This illustrates the power of dot product and matrix factorization, which are only utilized by DistMult and Bi-Mult. Actually, our model is an extended model of DistMult equipped with bimode embedding. Nevertheless, Bi-Mult still outperforms DistMult which further illustrates the advantage of bi-mode embedding.
To better illustrate the strength of Bi-Mult when dealing with the antisymmetric relations, we conduct an experiment on WN18 to output every filtered MRR of each relation. Table 4 lists all the results. WN18 contains lots of antisymmetric relations such as has_part, hypernym, hyponym and so on. We choose a compositional model DistMult and a translation model TransE as they perform relatively good. Obviously, the results confirm Bi-Mult's ability to represent the antisymmetric relations with 14 of 18 relations obtaining the highest MRR and 4 relations only slightly worse. We contribute this to the usage of bi-mode representation to allow our model to be more compatible to antisymmetric relations.
In order to demonstrate Bi-Mult's advantage in representing the complex relations, we evaluate how well that these models could perform for every relation category. Table 5 shows the results hits at 10 of different relation categories and we also choose TransE and DistMult as comparison. For each relation r, we compute average number of tail entities per head entities (tph r ), average number of head entities per tail entities (hpt r ). If tph r < 1.5 and hpt r < 1.5, r is regarded as ''1-to-1''; if tph r ≥ 1.5 and hpt r ≥ 1.5, r is regarded as ''N-to-N'', if tph r < 1.5 and hpt r ≥ 1.5, r is regarded as ''1-to-N'', if tph r ≥ 1.5 and hpt r < 1.5, r is regarded as ''N-to-1''. From Table 5 we can observe that 1) For ''1-to-1'', our model only improve slightly compared to TransE and DistMult and even a bit worse than DistMult on ''1-to-N'' relations (predicting head entities) and ''N-to-1'' relations (predicting tail entities); however, 2) for ''N-to-N'' relations, our model outperforms the other two tremendously and the gap even larger for ''N-to-1'' relations (predicting head entities) and ''1-to-N'' relations (predicting tail entities). Therefore, the dynamic mapping matrix could make a difference when dealing with complex relations.
As for the parameters, we find that on both data sets regularization is important (up to +0.08 on filtered MRR between λ = 0 and the optimal one). We also find that there is almost no impact when changing the batch size so we set it to be 100 batches per epoch. The dimension of the embeddings can also make a real difference on both data sets (up to +0.12 on filtered MRR between the worst and the optimal dimension on WN18 and up to +0.24 on filtered MRR between the worst and the optimal dimension on FB15K). The number of negative triplets per positive triplet has a large influence on the filtered MRR on FB15k (up to +0.22 on filtered MRR between 1 to 100), but not much on WN18. In addition, the initial learning rate is very important on FB15K, while not much on WN18. It seems that in general, AdaGrad is relatively insensitive to the initial learning rate, which may VOLUME 6, 2018 also account for the huge improvement compared to the previous models.
V. CONCLUSION
In this paper, we introduce a model Bi-Mult that embeds knowledge graphs into low-dimension vector space for their completion. We take advantage of both the edges of compositional model and translation model. Bi-Mult is based on the compositional model while an entity (resp. relation) embedding is decomposed into two parts, one is to represent intra-entity (resp. relation) state and the other is for interentity (resp. relation) state. The bi-mode relation embedding enhances relation's interaction with entities, resulting its improvement on handling antisymmetric relations. In addition, bi-mode entity embedding could function exactly like the mapping matrices in translation models so as to construct dynamic embeddings to represent complex relations.
As future work, we plan to further explore at least the following two directions:
• Existing translation and compositional models including Bi-Mult do not consider the semantic information, for example, there are entities like ''Einstein_scientist'' existing in Freebase which have the attribute ''scientist'', but we are not able to analyze such semantic information of entities and relations; and
• The performances of extracting facts from plain texts other than a constructed knowledge graph are always far from expectation in the models introduced in session II, which we will focus to study. 
