The authors present a performance analysis of orthogonal frequency division multiple access (OFDMA) based cellular systems with dynamic packet assignment (DPA). Most approaches in the current literature for analysing wireless data networks do not take into account the interference conditions on the radio channel. An analytical model based on a two-dimensional continuous-time Markov chain (CTMC), that takes into account the interference conditions on the OFDM subcarriers in addition to the traffic conditions, is proposed. The authors derive expressions for the mean delay and the average system throughput on the uplink and the downlink in OFDMA based cellular systems with data traffic.
Introduction
High spectral efficiency and flexible data-rate access are the main focus of future wireless systems. Third generation (3G) wireless systems such as wideband code division multiple access (WCDMA) use interference averaging techniques and provide bit rates of 50-384 kbit/s in macrocellular systems and 2 Mbit/s in microcellular systems [1] . Interference avoidance techniques provide better spectrum efficiency compared with interference averaging techniques [2] . In [3] , Chuang and Sollenberger showed that fourth-generation (4G) wireless systems can provide data transmission rates of 2-5 Mbit/s in macrocellular environments, and up to 10 Mbit/s in microcellular environments by deploying dynamic channel assignment (DCA) based on interference avoidance, combined with orthogonal frequency-division multiplexing (OFDM). In [4] , Erikkson proposed and evaluated dynamic radio resource management schemes for nonreal-time packet-mode communication over an OFDM based downlink in terms of spectrum efficiency, fairness and computational efficiency. In [5] , Cimini et al. proposed the concept of packetised DCA or dynamic packet assignment (DPA), which involves fast measurements on all subcarriers in parallel. In [6] , Chuang and Sollenberger proposed a system with DPA, that makes fast channel measurements using the multicarrier nature of OFDM. A variation of OFDM called orthogonal frequency-division multiple access (OFDMA) has been proposed for the IEEE 802.16a wireless metropolitan area networks (WMAN) in the 2-11 GHz band [7, 8] . It is possible to obtain physical-layer rates of up to 75 Mbit/s in the IEEE 802.16 WMAN for fixed broadband wireless access [9] using OFDM or OFDMA.
Analytical models have been developed in [10] [11] [12] [13] to study the performance of multiple-access systems. In [10] , Rubin and Tsai obtained message-delay distribution, using a discrete-time priority queueing approach in a system with two classes of traffic. In [11] , Khan and Peyravi compared the effects of five bursty distributions on buffer size and end-to-end delay in cellular data networks. In [12] , Prakash and Veeravalli present analytical techniques for cellular wireless packet data systems with incremental redundancy. The authors presented a time-scale separation approach to evaluate the mean delay and per-user throughput. The models in [10] [11] [12] do not take the interference conditions into account. In [13] , Anand et al., presented an analysis to evaluate the blocking probability in channelised cellular systems with DCA; the analysis took into account voiceonly traffic. However, next-generation cellular systems will typically use both voice and data traffic [14] .
In this paper, we present a performance analysis of DPA in OFDMA-based cellular systems with data traffic. In particular, our analysis is applicable for fixed broadband wireless access (FBWA) systems like the IEEE 802.16d [9] , i.e. the analysis can be used to evaluate the capacity of IEEE 802.16 WMAN. We consider a cellular OFDMA system where each user requires a block of OFDM subcarriers for transmission. We derive expressions for the mean data traffic delay and the average system throughput on the uplink (mobile-to-base station link) [15] and the downlink (basestation-to-mobile link). Our analysis takes into account the interference conditions on the OFDM subcarriers. We model each cell as a buffer of infinite size. The state of the buffer as seen by newly arriving data traffic in a cell is modelled by a two tuple of non-negative integers ðm; kÞ, where m represents the sum of the number of data bursts currently being transmitted and the number of buffered data bursts, and k represents the number of subcarriers that cannot be used by newly arriving data traffic due to violation of interference constraints. We model the state space of the two tuples ðm; kÞ as a continuous-time Markov chain (CTMC), and solve the CTMC to obtain the mean delay and the average system throughput. We illustrate the accuracy of our analysis by comparison with simulations.
System model
Consider a cellular system with 61 circular cells as shown in to compute the mean delay and the average system throughput on the uplink and the downlink. We consider data-only traffic in our analysis. Data traffic consists of active data bursts and idle periods as shown in Fig. 2 . In practice a data burst is a data packet of variable length, for example an IP packet with zero idle time between a finite set of consecutive packets. Each active data burst requires a block of OFDM subcarriers for transmission. Allocation of a block of subcarriers (typically five to ten subcarriers) to each data burst enables large data-rates in 802.16 systems [9] and in 4G systems [3] . The blocks and block sizes are chosen such that the physical-layer propagation characteristics of each block are independent and identically distributed (IID). Analysis of a system with varying block sizes and varying requirements of number of blocks per active burst is complex. Therefore to simplify the analysis we assume that all blocks consist of equal number of subcarriers and it is necessary to allocate a block of subcarriers to each active data burst. This is valid because the service stations or the user nodes in the IEEE 802.16d system are usually of the grant per service station (GPSS) type [8] , for which it is reasonable to assume that all users require equal resources on an average [9] .
The analysis we present is valid irrespective of the size of the block. Therefore we present the analysis for a block size of one subcarrier per block. We consider systems like the IEEE 802.16d WMAN in which the traffic on the uplink and on the downlink is expected to be symmetric [8] . Therefore the block sizes are considered to be the same both on the uplink and on the downlink. Our analysis is independent of the block size. Henceforth, throughout the paper, we use the term 'subcarrier' to represent a block of subcarriers.
Subcarriers are allocated to the active data bursts and released during the idle periods. We consider OFDMA because it is suitable for high data-rate transmissions and provides flexibility in multiple-access and channel quality measurements [3] . Also, DPA is specifically designed for an OFDM system since it is possible to measure the interference on all subcarriers in parallel using the multicarrier nature of OFDM [16] . Hence, though the analysis is valid for any FDMA system in general, it is particularly applicable to OFDMA-based cellular systems.
The subcarrier allocation strategy to the data bursts is as follows.
On the uplink, when a data burst arrives at a user in cell i, the base station of cell i measures the interference on all the subcarriers. A subcarrier c is called a 'feasible subcarrier' for the data burst in cell i if the interference measured on subcarrier c by the base station of cell i is below a specified threshold E. The data burst is transmitted on a feasible subcarrier, if available. If there are no feasible subcarriers available, the data burst is buffered. The buffered data bursts are transmitted on a first-come first-serve (FCFS) basis if a subcarrier becomes feasible following the departure of a data burst from the system.
On the downlink, when a data burst arrives for a user in cell i, the user in cell i measures the interference on all the subcarriers. A subcarrier c is called a feasible subcarrier for the data burst if the interference measured on subcarrier c by the user in cell i is below a specified threshold, E. The base station transmits the data burst to the user on a feasible subcarrier, if available. If there are no feasible subcarriers available, the data burst is buffered. The buffered data bursts are transmitted to users on an FCFS basis if a subcarrier becomes feasible following a departure from the system. This subcarrier allocation strategy is a decentralised or distributed mechanism, whereas the system for DPA proposed in [3] considered a partially centralised algorithm for subcarrier allocation where the interference conditions were measured not only for the newly arriving user but also for estimation of the interference caused to the existing users in the system if the newly arriving user is admitted. We consider the distributed system as it results in lower communication complexity. Therefore in the system proposed in [3] data bursts do not undergo retransmission, whereas in the system we consider, both on the uplink as well as on the downlink it is possible that a data burst currently under transmission can be corrupted due to violation of interference constraints during the period of transmission due to admitting a newly arriving data burst in another cell. This is further explained as follows.
On the uplink, consider a data burst being transmitted on subcarrier c in the ith cell. Let there be a newly arriving data burst in cell j ðj 6 ¼ iÞ, which is also transmitted on subcarrier c. If the additional interference caused by the newly arriving data burst in cell j at the base station of cell i is such that it results in the interference measured on subcarrier c by the base station of cell i going above the threshold, E, it results in the data burst on subcarrier c in cell i getting corrupted.
On the downlink, consider a data burst being transmitted on subcarrier c to a user in the ith cell. Let there be a newly arriving data burst in cell j ðj 6 ¼ iÞ, which is also transmitted on subcarrier c. If the additional interference caused by the newly arriving data burst in cell j at the user in cell i is such that it results in the interference measured on subcarrier c by the user in cell i going above the threshold E, it results in the data burst on subcarrier c in cell i getting corrupted.
Both on the uplink and the downlink the corrupted data bursts are retransmitted after a random time. The retransmitted data bursts are treated as newly arriving data bursts. Data bursts that are buffered due to nonavailability of subcarriers suffer a delay. The delay increases due to retransmissions. The mean delay is defined as the mean time spent by a data burst in the buffer, which includes time spent in the buffer by all the transmissions (i.e. first-time transmission and all retransmissions) of the data burst.
The assignment of a subcarrier to a data burst among the feasible subcarriers can be based on strategies like the best subcarrier allocation, i.e. the feasible subcarrier with the least interference, or random subcarrier allocation, i.e. any of the feasible subcarriers at random. Simulation studies in [17] show that the mean data burst delay and the average system throughput performance of cellular systems with DPA are similar for both the best and random subcarrier allocation schemes. We consider the random subcarrier allocation scheme for analytical simplicity. We make the following assumptions to carry out the performance analysis.
There are N ¼ 61 cells. All cells are of equal radius R, with the base stations situated at the centres of each cell.
There are n subcarriers available for allocation in the entire system.
The data burst arrival process in each cell is a Poisson process with mean arrival rate l. The data burst holding times are exponentially distributed with mean 1/m seconds.
The positions of users in any cell are uniformly distributed over the area of the cell. The positions of different users are independent of each other.
No two data bursts in the same cell are allocated the same subcarrier, i.e. in any cell there is atmost one data burst transmitted on every subcarrier.
The signal undergoes Rayleigh fading, log-normal shadowing and attenuation due to the distance between the users and the base stations. The path loss exponent is taken to be four.
The signal propagation characteristics are independent and identically distributed for all the subcarriers.
The users are assumed to have no mobility.
These assumptions are made on both the uplink and the downlink.
Performance analysis
Consider the cellular system shown in Fig. 1 . To obtain the mean data burst delay and the average system throughput for the system it is necessary to model the interference conditions on the uplink and the downlink. It is also necessary to take into account the arrival rates and holding times of the data bursts.
Uplink
Let a user in cell i transmit a data burst on subcarrier c. Let S i be the set of all cells other than cell i that have a data burst transmitted on the same subcarrier c and hence cause interference to cell i. Let D i ¼ S i j j be the number of interferers to cell i on subcarrier c. To simplify the analysis we assume that a base station experiences significant interference only from the users in the immediate neighbouring cells (i.e. the first tier of neighbouring cells). Therefore in Fig. 1 S 1 f2; 3; 4; 5; 6; 7g, i.e. 0 D i 6.
Let x be the probability that a subcarrier c is not feasible for a data burst in cell i. A subcarrier c is not feasible in cell i due to one of the following two reasons. There is no other data burst being transmitted on subcarrier c in cell i but the interference on subcarrier c measured by the base station of cell i is above the threshold E, or the data burst in cell i is transmitted on subcarrier c and gets corrupted and hence retransmitted. Let P th (D i ) be the probability that a subcarrier is not feasible for a data burst in cell i due to D i interferers causing the interference measured at the base station of cell i to go above E, and let P rt (D i ) be the probability of data burst retransmission due to D i interferers. Then x is given by
where p is the probability of there being a data burst in cell i transmitted on subcarrier c, and b D i is the probability mass function of D i which is given by
The value of x obtained from (1) is used in Section 3.4 in (4)- (12) to evaluate the mean delay and the average system throughput.
Downlink
Let a user in cell i receive a data burst on subcarrier c. The user in cell i receives interference from the base stations of cells that have a data burst also being transmitted in subcarrier c. As on the uplink, we make the assumption that a user receives significant interference only from the base stations of the first tier of neighbouring cells. Defining S i and D i as previously (i.e. Section 3.1), the expression for x given in (1) is also valid on the downlink. However, on the downlink, P th (D i ) is redefined as the probability of the interference measured by a user in cell i from D i neighbouring base stations being above the threshold E.
Markov chain model
Both on the uplink as well as on the downlink each cell is modelled as a buffer of infinite size. A newly arriving data burst sees m 1 subcarriers being used by other data bursts in cell i, m 2 data bursts buffered in cell i, and k subcarriers not being feasible due to interference constraints. We model the state seen by a newly arriving data burst in cell i as a twotuple of nonnegative integers ðm; kÞ, where m ¼ m 1 þ m 2 : It is observed that m þ kon for a subcarrier to be available for allocation to a newly arriving data burst. The state space of two-tuples ðm; kÞ is modelled as a two-dimensional continuous-time Markov chain (CTMC), with transition rates as shown in Fig. 3 . Transitions in the CTMC also occur from the states (m, k) to ðm À 1; k þ 1Þ due to retransmissions of data bursts. We neglect these transitions to simplify the analysis. However, we account for data burst retransmissions by modifying the arrival rates to be l 0 ¼ l=ð1 À P R Þ; where P R is the data burst retransmission probability, given by
in which P rt ðD i Þ is as defined in Section 3.1 and b D i is as given in (2). The CTMC in Fig. 3 has transition rates of the form m 0 a and k 0 b, where m 0 ; k 0 2 f1; 2; Á Á Á ; ng: The analysis to obtain the values of a and b is complex. It is shown in (4)-(12) that the mean delay and the system throughput depend on the ratio b/a, and not on the actual values of a and b. Hence to compute b/a we model the state of a subcarrier seen by a newly arriving data burst as a two-state CTMC as shown in Fig. 4 , in which the probability of a subcarrier being feasible is 1 À x; and that of a subcarrier not being feasible is x, where x is obtained from (1) .
The structure of the CTMC shown in Fig. 3 is valid for both the uplink and the downlink and therefore the analysis we present in the following Section is valid for both. However, we point out that the values of the transition rates a and b are different for the uplink and the downlink. Therefore the values of the mean delay and the average system throughput are expected to differ on the uplink and downlink.
Mean delay and average system throughput
It can be shown that the CTMC in Fig. 3 is positive recurrent if and only ifr r9l 0 =mon: When the CTMC is positive recurrent the steady-state probability for the occupancy of state (m, k), pðm; kÞ can be obtained as 
and
The details are given in the Appendix. From the two-state CTMC in Fig. 4 , b/a can be obtained as
The probability of a subcarrier being allocated to a data burst p is given by
minðm; n À kÞ n pðm; kÞ ð 8Þ
The value of p obtained from (8) is used in (1) and (2) to compute b/a, which in turn is used in (4)-(6) to compute pðm; kÞ: From (1), (2), (4), (7) and (8) it is observed that p and pðm; kÞ are to be computed iteratively. The mean number of buffered data bursts N b is given by
The mean delay " D D is obtained using Little's theorem [18] as
The average system throughput Z is given by
where P R is obtained from (3), and P b is the probability of a data burst being buffered, which is given by
To evaluate (4)- (12) it is necessary to evaluate x, and hence P th (D i ) and P rt (D i ). We present the analysis to obtain P th (D i ) and P rt (D i ) in Section 3.5. in cell j (located at P j ), and 10 Àc ij =10 represents the lognormal shadow loss from the user in cell j to the base station of cell i. In (13) respectively. Therefore to evaluate P th (D i ) and P rt (D i ) it is necessary to evaluate the cumulative distribution function of I i (u) (D i ). Conditioned on the positions of the users and the Rayleigh fading loss, each term in the summation of (13) 
Evaluation of P th (D i ) and P rt (D
In (17) and (18), w9ð1n 10Þ=10, and m ij is obtained from (16) . Averaging over the Rayleigh fading loss and the position of the user, P th ðD i Þ is given by
where E dB ¼ 10 log 10 E; and
dy From (19) it is noted that the computation of P th (D i ) involves 2D i +2 integrations, which results in 14 integrations when D i ¼ 6. To simplify the numerical computations we assume that the interferers are IID. This assumption is valid due to the symmetry of the system. The expressions for s
and m D i are then given by
P th (D i ) is then given by
From (22) it is observed that only four integrations have to be performed to evaluate P th (D i ), irrespective of the value of the number of interferers D i . To determine P rt (D i ) in (15) it is necessary to evaluate the joint probability
and the marginal probability
P M in (24) is evaluated using the method similar to the one used to evaluate P th (D i ). In [20] , Anand et al., computed an expression similar to P J in (23) for CDMA systems by using Fenton's approximation and ln ð1 þ xÞ % x for x j jo1: We adopt the approach in [20] to evaluate P J and hence P rt (D i ). The retransmission probability P R is obtained from (3) . The values of P rt (D i ) obtained fro (15) and P th (D i ) obtained from (22) are used to evaluate x in (1), which in turn is used in (4)- (12) to evaluate the mean data burst delay and the average system throughput on the uplink.
Downlink:
where U ji represents the Rayleigh fading loss from the base station of cell j to the user in cell i, D (P i ,B j ) is the distance between the user in cell i located at P i , and the base station of cell j located at B j , and 10 Àc ji =10 represents the lognormal shadow loss from the base station of cell j to the user in cell i. In (13) c ji $ Nð0; s 2 Þ: P th (D i ) and P rt (D i ) are given by
respectively. Equation (26) is evaluated as we evaluated (14) in Section 3.5. 
In (28) and (29) m ji is given by
The expression for P rt ðD i Þ in (27) is evaluated by once again adopting the approach in [20] . The values of P th ðD i Þ and P rt ðD i Þ thus obtained are used to evaluate x in (1), which in turn is used in (4)- (12) to compute the mean data burst delay and the average system throughput on the downlink.
Results and discussion
We use the following values for the computations: N ¼ 61 cells, n ¼ 150 subcarriers, 1/m ¼ 125 ms, E ¼ 13 dB, s ¼ 8 dB, and R ¼ 1. The data burst arrival rate l is varied to obtain a load r9l=m in the range 1 to 40 Erlangs per cell. The IEEE 802.16d standard for WMAN specifies a maximum of 2048-point FFT (i.e. 2048 subcarriers) for the OFDMA-based system [8] . However, typical OFDMA based WMAN systems deploy a 1024-point FFT [7] of which about 768 subcarriers are used for data traffic and the remaining for pilot signals. Hence we consider about 150 blocks with about 5 to 6 subcarriers per block. As mentioned in Section 2, our analysis is independent of block size and hence we perform the analysis for 150 subcarriers.
The performance of dynamic channel allocation (DCA) is also provided for comparison. DCA refers to allocation of subcarriers to data traffic both to the active data bursts as well as during the idle periods. The DCA traffic model is a circuit-switched version of DPA. Although this model is not used in wireless data networks we provide the comparison to emphasise the advantage of DPA and that of OFDMA in cellular systems as DPA is feasible only over systems with OFDM or OFDMA which is deployed only in cellular systems like the IEEE 802.16 or in 4G cellular systems. The arrival rate and holding time for the DCA computations are obtained as follows. Consider the representation of data traffic with active data bursts and idle periods as shown in Fig. 2 . Usually active bursts form 25% of the data traffic i.e. in Fig. 2 (T2ÀT1+T4ÀT3+T6ÀT5)/(T6ÀT1)E0.25. For data traffic comprising of an average of 100 active data bursts, the mean call holding time to perform the DCA computations 1/m dca is given by 1/m dca ¼ 100/(m * 0.25) ¼ 50 s if m ¼ 125 ms. The arrival rate for DCA computations l dca is given by l dca ¼ l=100:
Figures 5 and 6 present the mean delay performance as a function of the data traffic per cell on the uplink and the downlink, respectively. The analytical results match closely with the simulations, thus validating our analytical approach. The Erlang capacity of the system is defined as the maximum carried traffic (in Erlangs) to obtain a specified mean delay performance. From Fig. 5 , the Erlang capacity to obtain a mean delay of 1 ms is about 32.5 Erlangs with DPA and 7 Erlangs with DCA. This results in an improvement of the Erlang capacity on the uplink by about a factor of 4.5 with DPA, as compared with DCA. This improvement in the Erlang capacity with DPA is because in DPA, the subcarrier is released during the idle periods of data traffic, and hence can be allocated to the active data burst corresponding to the data traffic for another user in the cell, thereby reducing the delay, whereas in DCA the subcarrier is held both by the active data bursts as well as during the idle periods. In other words, the resources are better utilised when subcarriers are allocated to the active data bursts alone and released during the idle periods.
This can be quantitatively explained as follows. Consider an arrival rate of 1 call per second in DCA. As mentioned earlier, m À1 dca ¼ 50 s thus leading to a load of r ¼ 50 Erlangs. For the same data traffic, if DPA is used, this corresponds to an arrival rate of 100 bursts per second and for m À1 dpa ¼ 125 ms it results in a load of r ¼ 12.5 Erlangs. Thus for the considered traffic statistics, DPA loads the system less than DCA by a factor of about 1/4. Hence a gain of about four times can be obtained in the system capacity by using DPA as against DCA. However, the actual value of the gain in capacity need not be exactly four since the active bursts are randomly distributed within the data session.
Similarly, from Fig. 6 it is observed that the Erlang capacity to obtain a mean delay of 1 ms is about 34 Erlangs with DPA, and about 12 Erlangs with DCA. This results in an improvement of the Erlang capacity on the downlink by about a factor of three with DPA, as compared with DCA. The absolute value of the mean data burst delay is smaller on the downlink than on the uplink (e.g. a mean delay of 1ms occurs at r ¼ 34 Erlangs with DPA and r ¼ 12 Erlangs with DCA on the downlink, and at r ¼ 32.5 Erlangs with DPA and r ¼ 7 Erlangs with DCA on the uplink). The reason for the reduction in the mean data burst delay on the downlink is as follows. On the downlink, interference is caused to a user from six neighbouring base stations. A user is always nearer to three of the six neighbouring base stations and far away from the other three base stations. Therefore only three of the six neighbouring base stations contribute significantly to the interference measured by a user. However, on the uplink the interference caused to a base station is due to users present in the six neighbouring cells and the average interference caused is equivalent to the interference caused when all the six users are positioned at the centres of their respective cells. Thus significant interference is caused by users present in all the six neighbouring cells. Therefore the average interference at a user on the downlink is lower than the average interference at a base station on the uplink. Hence, the buffering and retransmission probabilities on the downlink are lower than those on the uplink. This leads to lower mean delay on the downlink. Since the absolute values of mean delays on the uplink and the downlink are different with both DPA and DCA, the factor of improvement in the Erlang capacities is also different. Figures 7 and 8 present the average system throughput performance for varying data traffic on the uplink and the downlink, respectively. The throughput remains the same with both DCA as well as DPA. This is because throughput is the effective utilisation of the subcarrier, and DPA represents the effective utilisation periods (i.e. active bursts) of DCA.
Conclusions
We have presented a performance analysis of OFDMAbased cellular systems with DPA. We derived expressions for the mean delay and the average system throughput on the uplink and the downlink. Our analysis took into account the interference conditions on the OFDM subcarriers in addition to the traffic load conditions, and was shown to be accurate. We also compared the performance of DPA with that of DCA and showed that higher Erlang capacities are possible with DPA as compared with DCA. This result is useful because it was already shown in [2] that interference avoidance techniques of DCA could result in capacities higher than that of CDMA, which in turn provided larger capacities compared with circuit-switched systems like GSM and GPRS. Hence the advantage in using DPA makes DPA a very attractive mechanism to provide high data-rates over wireless channels.
An extension of our approach to incorporate varying block sizes and varying requirements per active data burst is a topic for further investigation. Our analytical approach can also be extended to study the performance of OFDMbased wireless adhoc networks. 
