Abstract. In this paper, we prove the functional equations for the zeta functions in two variables associated with prehomogeneous vector spaces acted on by maximal parabolic subgroups of orthogonal groups. Moreover, applying the converse theorem of Weil type, we show that elliptic modular forms of integral or half integral weight can be obtained from the zeta functions.
§1. Introduction
The theory of prehomogeneous vector spaces provides a variety of Dirichlet series satisfying functional equations and it is a natural question to ask whether zeta functions of prehomogeneous vector spaces are related to automorphic forms. However we have only few examples of prehomogeneous zeta functions whose relation to automorphic forms are fully understood. In the present paper, generalizing our previous work [14] , we consider zeta functions in two variables associated to certain prehomogeneous vector spaces (on which a maximal parabolic subgroup of orthogonal group acts) and prove that, if one of the complex variables takes an integer value, the zeta functions coincide essentially with the Mellin transforms of holomorphic modular forms of one variable.
Our prehomogeneous vector space is the following. Put V = C m+2 and let Q(x) be a non-degenerate integral quadratic form on V of the form Q(x) = x 0 x m+1 + 1≤i,j≤m a ij x i x j , Then the triple (P × GL 1 (C), V ) is a prehomogeneous vector space. For positive integers l, n, we put
and define the Dirichlet series Z(n, w) for n ∈ Z (as follows):
The Dirichlet series Z(n, w) converges absolutely in the domain {w ∈ C | Re(w) > m}. The zeta functions associated with the prehomogeneous vector space is given by ζ (w, s) = ∞ n=1 Z( n, w)n −s ( = ±).
We prove that the zeta functions have analytic continuations to meromorphic functions on C 2 and satisfy functional equations. Let p (resp. q) be the number of positive (resp. negative) eigenvalues of A and put c( , k) = 2k + 1 + (p − q)/2 for k ∈ Z. We prove that, if we specialize the variable w to w = c( , k) + m/2 > m, then the zeta function ζ (w, s) is the Mellin transform of a holomorphic modular form of weight c( , k) + 1. Let k and N be positive integers and χ a Dirichlet character modulo N . We denote by G k (N, χ) the space of holomorphic modular forms of weight k and character χ with respect to Γ 0 (N ). When k is odd and N is divisible by 4, we denote by G k/2 (N, χ) the space of holomorphic modular forms of weight k/2 and character χ with respect to Γ 0 (N ). Then our main result is the following. where id 2|D| is the identity character modulo 2|D|.
The proof of the theorem is based on the functional equations satisfied by ζ (w, s) and the converse theorems of Weil type (Weil [15] and Miyake [3] for the case of integral weight and Shimura [10] for the case of half integral weight).
The zeta functions have been studied in some special cases (see Remark 3 in Section 4). We can regard the prehomogeneous vector space studied in [14] as a special case of the prehomogeneous vector spaces (P × GL 1 (C), V ), since the group SL 2 (C) is isomorphic to Spin(1, 3) and is locally isomorphic to SO (1, 3) . That is the case of m = 2 and A (negative) definite.
In the course of our investigation, the work [5] of Peter appeared. He studied essentially the same zeta functions under the assumption that A be positive definite. He proved the functional equation of the zeta functions from a different view point and conjectured that the zeta functions are related to modular forms. Our theorem give an affirmative answer to his conjecture without any restriction on the signature of A. Our approach to the zeta functions is based on the theory of zeta functions in several variables associated with prehomogeneous vector spaces. The use of the general theory of the zeta functions associated with prehomogeneous vector spaces allows us to remove the assumption on the signature and to treat the zeta functions and the twisted zeta functions in a unified manner. We refer to [8] and [9] for a general treatment of L-functions of Dirichlet type associated with prehomogeneous vector space. Now, we give an outline of this paper. In Section 2, we introduce our prehomogeneous vector space and describe the functional equation of local zeta functions associated with the prehomogeneous vector space. In Section 3, we recall the definition of the zeta functions and the zeta integrals associated with the prehomogeneous vector space and give a relation between the zeta functions and the zeta integrals. We also prove the functional equation of zeta integrals and calculate the poles and residues of zeta integrals explicitly. In Section 4, we describe poles and residues of the zeta functions given in Section 3 and prove our main result, Theorem 4.5.
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Notation. For z ∈ C, we use the symbol e(z) as an abbreviation for exp(2π √ −1z) and define
For any finite dimensional real vector space V , S(V ) is the space of rapidly decreasing C ∞ -functions on V . §2. Prehomogeneous vector spaces acted on by maximal parabolic subgroups of orthogonal groups Let Q(x) be a non-degenerate integral quadratic form on V = C m+2 . We assume that Q(x) is of the form with A = (a ij ). We assume that the matrix A has p positive and q negative eigenvalues. Let P be the maximal parabolic subgroup of the special orthogonal group
The group P × GL 1 (C) acts on V by
Then the triples (P × GL 1 (C), ρ, V ) and (P × GL 1 (C), ρ * , V ) are prehomogeneous vector spaces with singular sets
where Q * (y) is the quadratic form defined by
The polynomials x m+1 and Q(x) (resp. y 0 and Q * (y)) are the fundamental relative invariants of (P × GL 1 (C), ρ, V ) (resp. (P × GL 1 (C), ρ * , V )) and they satisfy
where
Hence, we see that χ * 1 (p, t) = χ 1 χ −1 (p, t) and χ * (p, t) = χ −1 (p, t). If we identify the dual vector space V * with V by the bilinear form
for x = t (x 0 , x 1 , . . . , x m+1 ) and y = t (y 0 , y 1 , . . . , y m+1 ), then the representation ρ * coincides with the contragradient representation of ρ.
Put V R = R m+2 and let
Then the P + ×GL + 1 (R)-orbit decomposition of the sets V R −S R and V R −S * R are given as
for = ±, 1 = ±, η = ± and η 1 = ±, where
For later use, we put V =
the local zeta function associated with the prehomogeneous vector space
For f ∈ S(V R ), the Fourier transformf of f is given bŷ
where we denote e( x, y ) by e(x, y). The local zeta functions Φ and Φ * η satisfy the following functional equations, which was proved in [4] with the method of microlocal calculus and later in [8] with an elementary method.
Theorem 2.1. The integrals Φ (f ; w, s) and Φ * η (f ; w, s) have analytic continuations to meromorphic functions of (w, s) in C 2 and satisfy the following functional equation:
where the Γ-matrix γ(w, s) is given by
For f, f * ∈ S(V R ), we set
The integrals Σ(f ; s) and Σ * (f * ; s) converge absolutely for s ∈ C with Re(s) > (m + 2)/2.
Let us recall the following formulas for the Fourier transforms of |x| s and e(A[u]) for a symmetric matrix with sgn A = (p, q) which are necessary for the proof of Proposition 2.2:
Proof of Proposition 2.2. We prove only (1), since the second assertion is proved in the same way. By the principle of analytic continuation, one may assume Re(s) > (m+2)/2. Then, since f ∈ C ∞ 0 (V R −S R ), the integrals that will appear in the calculation below are absolutely convergent. We have
. Using the formula (2.4), we see that
. By the formula (2.3), we have
Therefore we obtain
T. UENO §3. Zeta functions associated with the prehomogeneous vector space
In this section, we define the zeta functions and the zeta integrals associated with the prehomogeneous vector space (P × GL 1 (C), ρ, V ) and describe a relation between the zeta functions and the zeta integrals. Moreover, we prove the functional equation of zeta integrals. For later use, we also consider the zeta functions twisted by Dirichlet characters with prime conductors.
In the following, we consider the group
instead of P × GL 1 . Then the triple (G, ρ, V ) remains a prehomogeneous vector space and the relative invariants are the same as in Section 2. Moreover, it turns out that the zeta functions are essentially the same and it is easier to treat the zeta functions if we regard them as zeta functions associated to (G, ρ, V ). We put
Let r be an odd prime number and ψ a Dirichlet character modulo r. We understand that ψ(n) = 0 if (r, n) = 1. We define the following functions on V Q :
Since the polynomial Q(x) is Γ -invariant, the functions φ 1 and φ ψ are Γ -invariant.
For a function φ = φ 1 (or φ ψ ) and each y ∈ V Q , we take a positive integer M , which may depend on y, such that
Defineφ as follows:
This definition does not depend on the choice of M . We call the function φ the Fourier transform of φ. These functions appear in the functional equation of the zeta functions.
In the following, the "quadratic residue symbol" a b
has the same meaning as in [10] .
For an odd positive integer r, we put r = 1 or √ −1 according as r ≡ 1 or 3 (mod 4). For a Dirichlet character ψ modulo N , we denote by ψ (N ) and ψ (N ) respectively, * N ψ and N * ψ. For a primitive Dirichlet character ψ modulo N , the Gauss sum τ (ψ) is given by
The following proposition gives the Fourier transform of φ.
(2) Let r be a prime number not dividing 2|D|, ψ a primitive Dirichlet character modulo r and put C r,m = r −m/2−1 m+2 r .
(i) If m is even, then we havê
(ii) If m is odd and ψ = * r , then we havê
(iii) If m is odd and ψ = * r , then we havê For the proof of the above proposition, we need the following lemma. The first assertion of the lemma is due to Stark [13, Theorem 1] and the second assertion can be proved easily by using the identity (36) in [13] .
Lemma 3.2. Let q(x) be an n-variable non-degenerate quadratic form with integral coefficients, F the symmetric matrix with
. Let r be an odd prime number not dividing d and ψ a primitive Dirichlet character modulo r.
(1) If n is even or ψ = * r , then we have
(2) If n is odd, then we have
if r |q(y).
Proof of Proposition 3.1. We only prove the second assertion, since the first assertion can be proved in the same way. For y = t (y 0 , y 1 , . . . , y m+1 ) ∈ V Q , we can take a positive integer q such that qy i ∈ Z for 0 ≤ i ≤ m + 1. By the definition of the functionφ ψ , we havê 
we see that the functionφ ψ (y) becomeŝ
Hence our assertion follows from Proposition 3.2.
Now we introduce the zeta integrals and the (twisted) zeta functions associated with the prehomogeneous vector space (G, ρ, V ).
For f, f * ∈ S(V R ) and φ = φ 1 or φ ψ , the zeta integrals Z(f, φ; w, s) and Z * (f * ,φ; w, s) (w, s ∈ C) are given by Z(f, φ; w, s) :=
where d r g is the right-invariant measure on G + normalized by
The zeta functions ζ 1 (φ; w, s) and ζ * ηη 1 (φ; w, s) are defined for , 1 , η, η 1 = ± by
where V 1 and V * ηη 1 are given by (2.1) and (2.2), respectively. It is obvious that ζ + = ζ − and ζ * η+ = ζ * η− , so we put
It is easy to see that our prehomogeneous vector space satisfies the condition of Theorem 1 in [7] and the zeta functions converge absolutely in Re(w) > m, Re(s) > 1. Next we define the Dirichlet series Z(n, w) and Z * (n, w) for n ∈ Z, which are related to the zeta functions above:
if m is even.
Then we see that the Dirichlet series Z(n, w) and Z * (n, w) converge absolutely for Re(w) 0 from simple estimates of r(l, n) and r * (l, n). Moreover, from Lemmas 3.3, 3.4 and the convergence of the zeta functions, we can show that Z(n, w) and Z * (n, w) converge absolutely in the domain {w ∈ C | Re(w) > m}. The Dirichlet series Z(n, w) coincides with the series L(w, n; 1, A) studied in [5] , where the following lemma is proved.
if m is even and
if m is odd. Then F (n, w) can be extended to an entire function. For σ 1 ∈ R there exist constants c 1 , c 2 > 0 such that
(2) ([5, Lemma 3.9]) Define
if m is odd. Then F (0, w) can be extended to an entire function. For −∞ < σ 1 < σ 2 < ∞ there exists a constant c > 0 such that |F (0, w)| ≤ c for σ 1 ≤ Re(w) ≤ σ 2 .
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The functions Z(n, w), Z * (n, w), ζ (φ; w, s) and ζ * η (φ; w, s) satisfy the following relation. 
(2) If m is odd, then we have
Remark 2.
(1) Lemma 3.4 shows that the zeta functions for φ 1 andφ 1 coincide up to an elementary factor with the Dirichlet seriesτ studied in [5] , where A is assumed to be positive definite. 
in the above lemma (1). In the above lemma (2), since sgn(D) = (−1) q+1 , we obtain
T. UENO Proposition 3.5. The integrals Z(f, φ; w, s), Z * (f * ,φ; w, s) and the Dirichlet series ζ (φ; w, s), ζ * η (φ; w, s) are absolutely convergent for Re(w) > m, Re(s) > 1. Moreover, the following equalities hold: Z(f, φ; w, s) = ζ (φ; w, s)Φ (f ; w − m, s − 1),
Proof. For any x 0 ∈ V 1 , G + x 0 is trivial and (3.1)
where ω(x) = |x m+1 | −m |Q(x)| −1 dx, which is a G + -relative invariant measure on V R and the space L 1 (V 1 , ω) is the vector space of absolutely ω-integrable functions. Using the formula (3.1), we can show that Z(f, φ; w, s) = Φ (f ; w − m, s − 1)ζ (φ; w, s).
Since the series ζ (φ; w, s) converges for Re(w) > m, Re(s) > 1, our assertion is proved.
We define the integrals Z + (f, φ; w, s) and Z * + (f * , φ; w, s) by putting
Proposition 3.5 implies that the integrals Z + (f, φ; w, s) and Z * + (f * , φ; w, s) are holomorphic functions in the domain (w, s) ∈ C 2 Re(w) > m . Proposition 3.6. Assume that Re(w) > m, Re(s) > 1 and f ∈ S(V R ).
(1) We have
(2) Let ψ be a Dirichlet character whose conductor r is an odd prime not dividing 2|D|. Then we have
Proof. From the Poisson summation formula, it follows that
Hence we have
Since the functions φ andφ are Γ -invariants, we see that (3.4) where Γ x denotes the stabilizer of x in Γ .
We consider the case φ = φ 1 . We call two points x, y of V Z ρ(Γ )-equivalent (resp. ρ * (Γ )-equivalent) if they lie in the same ρ(Γ )-orbit (resp. ρ * (Γ )-orbit) in V Z . Then it is easy to see that a complete set of representatives of ρ(Γ )-equivalence classes in S Q ∩ V Z is given by the union of the following subsets of V Z : (v 0 , v 1 , . . . , v m+1 ) equals 1. It is easy to see that
Similarly, the union of the following subsets forms a complete set of representatives of ρ * (Γ )-equivalence classes in S * Q ∩ V Z :
We also see that Γ y = {1} for y ∈ L * 1 , Γ y = Γ for y ∈ L * 3 and
that the third term Σ on the right hand side of (3.2) is equal to
and f t (x) = f (tx). We can easily calculate the first integral on the right hand side of (3.5):
Next we consider the second integral involving I * 2 (f )−I 2 (f ). Put Av = α v v , where the vector v is a primitive vector, then we choose a set of vectors {v 1 , . . . , v m−1 } such that U = (v , v 1 , . . . , v m−1 ) ∈ GL(m, Z). We take a basis of V R of the form {f 1 , f 2 , . . . , f m } for t U −1 = (f 1 , f 2 , . . . , f m ). Denote a vector u of V R by u = c 1 f 1 + c 2 f 2 + · · · + c m f m , then t uv = 0 if and only if c 1 = 0. Hence we see that the subspace v ⊥ is spanned by the vectors {f 2 , . . . , f m }. Since du = dc 1 · · · dc m , we see that
We can see easily that
From the Poisson summation formula, we have
Hence we obtain that
Thus we have
This proves the assertion for φ 1 . We note that φ ψ (x) = 0 if Q(x) = 0. Our assertion for φ ψ can be proved in the same way as in the case of φ 1 .
Corollary 3.7. For φ = φ 1 or φ ψ , Z(f, φ; w, s) and Z * (f ,φ; w, s) have analytic continuations to meromorphic functions in the domain (w, s) ∈ C 2 Re(w) > m . Moreover they satisfy the functional equation:
Using Proposition 2.2, we obtain the following corollary.
, then the following identities hold: Proof. Our assertions for the analytic continuations and functional equations follow immediately from Proposition 2.1, Proposition 3.5 and Corollary 3.7. Now we compute the residues. We have the following identity for any f ∈ C ∞ 0 (V ) from Corollary 3.8 (1):
Since there exists an f ∈ C ∞ 0 (V ) such that Φ (f ; w − m, 0) = 0, we see that the function ζ (φ 1 ; w, s) has a pole at s = 1 and the residue is ζ(w − m + 1). In the same manner as above, we obtain the assertion for the residue of ζ (φ 1 ; w, s) at s = m/2 + 1 − w. Our assertion for ζ * η (φ 1 ; w, s) can be proved in the same way as in the case of ζ (φ 1 ; w, s). Using Corollary 3.8 (2), we can prove our assertion for ζ (φ ψ ; w, s) and ζ * η (φ ψ ; w, s) in the same way.
Moreover using Lemma 3.3, we can extend ζ (φ; w, s) in C 2 .
Corollary 4.2. For φ = φ 1 or φ ψ , ζ (φ; w, s) has an analytic continuation to a meromorphic function in C 2 .
Proof. Define
Now we introduce Dirichlet series L (k; s) and L * (k; s), which will turn out to be the Mellin transforms of modular forms, as follows: From Lemma 3.4, we see that
if m is even and |D| ≡ 2 (mod 4),
For a positive integer N , we set
Proposition 4.3. The functions ΛD(s; k, L ) and ΛD(s; k, L * ) are meromorphic in the complex plane and satisfy the functional equation
and the function
is holomorphic on the whole s-plane, where
.
Proof. The identity (4.1) implies the above functional equations. Since Γ(s) has poles at s = 0, −1, . . . , it follows from Theorem 4.1 that the possible poles of ΛD(s; k, L ) are at s = c( , k)+1 and s = 0, −1, . . . . On the other hand, from the expression on the left hand side of (4.3), we see that the possible poles of ΛD(s; k, L ) are at s = 0 and s = c( , k) + 1, c( , k) + 2, . . . . Therefore we deduce that the function ΛD(s; k, L ) has poles only at s = 0 and s = c( , k) + 1 and the residues are
(s = 0),
Let r be a prime number not dividing 2|D|. For a primitive Dirichlet character ψ modulo r, we define Dirichlet series L (k; s, ψ) and L * (k; s, ψ) as follows:
Then, by Lemma 3.4 and the definition of a (k; n) and b (k, n), we have We also have
The proof of the following proposition is similar to the proof of Proposition 4.3.
Proposition 4.4. Let r be a prime number not dividing 2|D| and ψ a primitive Dirichlet character modulo r. Then the functions ΛD r 2 (s; k, L , ψ) and ΛD r 2 (s; k, L * ,ψ) have analytic continuations to meromorphic function of s in C and satisfy the following functional equation:
The function
1 if m is odd and ψ = * r 0 otherwise , is holomorphic on the whole s-plane.
Let H be the upper half complex plane, G k (N, χ) the space of holomorphic modular forms on H of the integral weight k and character χ with respect to Γ 0 (N ) and G k (N, χ) the space of holomorphic modular forms on H of the half integral weight k and character χ with respect to Γ 0 (N ), for the definition, see [3] for integral k and [10] for half integral k. The following is our main theorem. To prove this theorem, we apply the converse theorem to the functions ΛD(s; k, L ) and ΛD r 2 (s; k, L , ψ). The converse theorem is proved in [15] for the case of integral weight (see Theorem 4.3.15 in [3] ). For the case of half integral weight, Shimura [10, pp. 479-481] described the functional equations of the Dirichlet series given by the Mellin transform of half integral weight modular forms and he pointed out that the functional equations characterize modular forms of half integral weight. The proof of the characterization of modular forms is omitted in [10] , since it is almost the same as that in [15] .
Proof of Theorem 4.5. Propositions 4.3 and 4.4 show that the functions Λ and Λ * satisfy the conditions of the converse theorem, except the boundedness of the functions given by (4.2), (4.3). Therefore it suffices to prove the boundedness of the functions (4.2), (4.3) on any vertical strip. To show this, we consider a function q(t) ∈ C ∞ (R), satisfying the following two conditions. The existence of such a function q(t) is known (see Lemma 1.4 in [11] ):
(1) If t < 1, then q(t) = 0, and all the derivatives of q(t) are bounded functions on R. 
