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Abstract—In recent years, fairness has become an important
topic in the machine learning research community. In particular,
counterfactual fairness aims at building prediction models which
ensure fairness at the most individual level. Rather than globally
considering equity over the entire population, the idea is to
imagine what any individual would look like with a variation
of a given attribute of interest, such as a different gender
or race for instance. Existing approaches rely on Variational
Auto-encoding of individuals, using Maximum Mean Discrepancy
(MMD) penalization to limit the statistical dependence of inferred
representations with their corresponding sensitive attributes.
This enables the simulation of counterfactual samples used for
training the target fair model, the goal being to produce similar
outcomes for every alternate version of any individual. In this
work, we propose to rely on an adversarial neural learning
approach, that enables more powerful inference than with MMD
penalties, and is particularly better fitted for the continuous
setting, where values of sensitive attributes cannot be exhaustively
enumerated. Experiments show significant improvements in term
of counterfactual fairness for both the discrete and the continuous
settings.
Index Terms—Counterfactual Fairness, Adversarial Neural
Network, Causal Inference
I. INTRODUCTION
Machine learning models have an increasingly important
role in our daily lives and can have significant implications for
citizens like loan applications, recidivism score, credit rating,
etc. However, the data used for training the models can reflect
sensitive biases that exist in our society and without a careful
design the models can perpetuate or even reinforce these
biases [1]. Many incidents of this kind have been reported
in recent years. An infamous example is the case of a tool
for criminal risk prediction (COMPAS), which showed strong
discrimination against black defendants [2].
A fair predictive model provides outcomes that do not
contain any prejudice or favoritism toward an individual or
a group based on a set of sensitive characteristics. One of the
problems in achieving a non-discriminatory model is that it is
not simply a matter of removing protected attributes from the
training base [3]. This concept, known as fairness through
unawareness, is highly insufficient because any other non-
sensitive attribute might indirectly contain significant sensitive
information. To tackle this problem the recent fair machine
learning research field has emerged.
A link to the online repository will be provided upon acceptance
As of now, a large majority of works in the field focused
on group fairness metrics, that assess a form of conditional
independence between the 3 following features: the sensitive
attribute A, the true outcome feature Y , and the output model
predictions Yˆ . For example, one of the most known objective
Demographic parity ensures that the output prediction is not
dependent of the sensitive feature [4, 5]. However, predictive
models trained to be fair regarding such group metrics may
induce dramatic consequences for some individuals. For ex-
ample in an extreme case, a person may be refused a position
only because of belonging to a privileged group, regardless of
their merit within the group. To tackle such issues, a recent
field called Counterfactual fairness [6] recently proposed to
assess fairness at the individual level, by leveraging causal
inference to ensure that some sensitive attributes are not the
cause of a prediction change. It argues to lead to a more
intuitive, powerful, and less error-prone way of reasoning
about fairness [7]. The idea is to imagine what any individual
would look like with a variation of a given attribute of interest,
such as a different gender or race for instances, in order to
ensure similar outcomes for every alternate version of the
same individual. While plenty of methods have been proposed
recently to tackle this challenge for discrete variables, to the
best of our knowledge no approach address the continuous
case. The existing approches may not hold when, for instance,
the sensitive attribute is the age or the weight of an individual.
The main contributions of this paper are:
• We propose an adversarial approach for confounding vari-
able inference, which allows the generation of accurate
counterfactuals in both discrete and continuous sensitive
settings (while existing approaches are limited to the
discrete case);
• Based on this, we define an approach for counterfactual
fairness tolerant to continuous features, notably via a
dynamic sampling method that focuses on individualized
hard locations of the sensitive space;
• We demonstrate empirically that our algorithm can miti-
gate counterfactual fairness
Section 2 first gives details for counterfactual fairness,
which we believe are essential for a good understanding of
our contributions. Then, in section III, we detail our approach
in two main steps. Section IV evaluates performances for both
the discrete and the continuous settings.
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II. BACKGROUND
Recently, there has been a dramatic rise of interest for
fair machine learning by the academic community. Many
questions have been raised, such as: How to define fairness
[6, 8, 9, 10] ? How to mitigate the sensitive bias [5, 11,
12, 13, 14, 15, 16, 17, 18, 19, 20] ? How to keep a high
prediction accuracy while remaining fair in a complex real-
world scenario [21, 22] ? To answer these questions, three
main families of fairness approaches exist in the literature.
While pre-processing [13, 14, 15] and post-processing [9, 19]
approaches respectively act on the input or the output of
a classically trained predictor, pre-processing [13, 14, 15]
and post-processing [9, 19] approaches respectively act on
the input or the output of a classically trained predictor, in-
processing approaches mitigate the undesired bias directly
during the training phase [5, 11, 16, 17, 18]. In this paper
we focus on in-processing fairness, which reveals as the most
powerful framework for settings where acting on the training
process is an option.
Throughout this document, the aim is to learn a predictive
function hθ from training data that consists of m examples
(xi, ai, yi)
m
i=1, where xi ∈ Rp is the p-sized feature vector X
of the i-th example, ai ∈ ΩA the value of its sensitive attribute
and yi its label to be predicted. According to the setting, the
domain ΩA of the sensitive attribute A can be either a discrete
or a continuous set. The outcome Y is also either binary or
continuous. The objective is to ensure some individual fairness
guarantees on the outcomes of the predictor Yˆ = hθ(X,A),
by the way of Counterfactual Fairness. The remaining of this
section presents classical and Counterfactual Fairness Metrics
and existing methods for Counterfactual Fairness.
A. Fairness definitions and metrics
The vast majority of fairness research works have focused
on two metrics that have become very popular in the fairness
field: Demographic parity [10] and Equalized odds [9]. Both of
them consider fairness globally, by focusing on equity between
groups of people, defined according to one or several high level
sensitive attributes. The Demographic parity metric compares
the average prediction for each demographic sensitive group.
For instance, in the binary discrete case, it comes down to
ensure that: P (Ŷ = 1|A = 0) = P (Ŷ = 1|A = 1). The
underlying idea is that each sensitive demographic group must
own the same chance for a positive outcome. The Equalized
odds metric rather compares rates of True positives and False
positives between sensitive groups: P (Ŷ = 1|A = 0, Y =
y) = P (Ŷ = 1|A = 1, Y = y),∀y ∈ {0, 1}. The notion of
fairness here is that chances for being correctly or incorrectly
classified as positive should be equal for every group. How-
ever, these metrics which correspond to averages over each
sensitive groups are known to lead to arbitrary individual-
level fairness deviations, with a high outcome variance within
groups [20].
In the continuous setting, some recent works proposed
to consider non-linear correlation metrics between the pre-
dicted outcome Yˆ and the sensitive attribute A, such as
the Hirschfeld-Gebelein-Re´nyi maximal correlation (HGR)
defined, for two jointly distributed random variables U ∈ U
and V ∈ V , as:
HGR(U, V ) = sup
f :U→R,g:V→R
E(f(U))=E(g(V ))=0
E(f2(U))=E(g2(V ))=1
ρ(f(U), g(V )) (1)
where ρ is the Pearson linear correlation coefficient with some
measurable functions f and g. The HGR coefficient is equal
to 0 if the two random variables are independent. If they are
strictly dependent the value is 1. Applied to fairness [12, 23], it
can be used to measure objectives similar to those defined for
the discrete setting, such as the Demographic parity, which can
be measured via HGR(Ŷ , A) (this accounts for the violation
level of the constraint P (Ŷ |A) = P (Ŷ )).
However, even such approaches in the continuous setting
only consider fairness globally and can lead to particularly
unfair decisions at the individual level. For example, a fair
algorithm can choose to accept a high MSE error for the
outcome of a given person if this allows the distribution
P (Ŷ |A) to get closer to P (Ŷ ). Penalization can be arbitrarily
high on a given kind of individual profile compared to any
other equivalent one, only depending on where the learning
process converged. Global fairness is unfair.
To tackle this problem, Counterfactual fairness has been
recently introduced for quantifying fairness at the most in-
dividual sense [6]. The idea is to consider that a decision
is fair for an individual if it coincides with the one that
would have been taken in a counterfactual world in which the
values of its sensitive attributes were different. It leverages the
previous work [24], which introduced a causal framework to
learn from biased data by exploring the relationship between
sensitive features and data. With the recent development in
deep learning, some novels approaches [25, 26, 27] argue
to lead to a less error-prone decision-making model, by
improving the approximation of the causal inference in the
presence of unobserved confounders.
Definition 1: Counterfactual demographic parity [6]: A
predictive function hθ is considered counterfactually fair for a
causal world G, if for any x ∈ X and ∀y ∈ Y ,∀(a, a′) ∈ Ω2A
with a 6= a′:
p(YˆA←a = y|X = x,A = a) = p(YˆA←a′ = y|X = x,A = a)
where YˆA←a′ = hθ(XˆA←a′ , a′) is the outcome of the pre-
dictive function hθ for any transformation XˆA←a′ of input
X, resulting from setting a′ as its sensitive attribute value,
according to the causal graph G.
Following definition 1, an algorithm is considered counterfac-
tually fair in term of demographic parity if the predictions are
equal for each individual in the factual causal world where
A = a and in any counterfactual world where A = a′. It
therefore compares the predictions of the same individual with
an alternate version of him/herself. Similar extension can be
done to adapt the Equalized Odds objective for the Counter-
factual framework [26]. Learning transformations XˆA←a′ for
a given causal graph is at the heart of Counterfactual Fairness,
as described in the next subsection.
B. Counterfactual Fairness
X
Y
UA
Figure 1: Graphical causal model. Unobserved confounder U
has effect on both X and Y .
In this paper, we focus on the classical causal graph depicted
in Fig.1, often used in the counterfactual fairness literature
[6, 7, 26], which can apply for most applications. For more
specific tasks, note further that our approach could be easily
adapted for different graphs, such as those explored in [6] for
instances. In this causal graph, both input X and outcome Y
only depend on the sensitive attribute A and a latent variable
U , which represents all the relevant knowledge non dependent
on the sensitive feature A. In that setting, the knowledge of
U can be used during training to simulate various versions
of the same individual, corresponding to different values of
A, in order to obtain a predictive function hθ which respects
the fairness objective from definition 1. For any training
individual, U has to be inferred since only X , A and Y
are observed. This inference must however ensure that no
dependence is created between U and A (no arrow from U to
A in the graph from Fig.1), unless preventing the generation
of proper alternative versions of X and Y for any values A.
A classic way to achieve a counterfactually fair model is to
proceed with two distinct main steps of Causal Inference and
Model Learning [26, 28], that are described below.
1) Step 1: Counterfactual Inference: The goal is to define a
way to generate counterfactual versions of original individuals.
As discussed above, this is usually done via approximate
Bayesian inference, according to a pre-defined causal graph.
The initial idea to perform inference was to suppose with
strong hypothesis a non deterministic structural model with
some specific distribution for all the causal links [6]. In
this setting, the posterior distribution of U was estimated
using the probabilistic programming language Stan [29]. Then,
leveraging recent developments for approximate inference with
deep learning, many works [7, 25, 26, 27] proposed to use
Variational Autoencoding [30] methods (VAE) to generalize
this first model and capture more complex - non linear -
dependencies in the causal graph.
Following the formulation of VAE, it would be possible to
directly optimize the classical lower bound (ELBO) [30] on
the training set D, by minimizing:
LELBO =− E (x,y,a)∼D,
u∼qφ(u|x,y,a)
[log pθ(x, y|u, a)] (2)
+DKL(qφ(u|x, y, a)||p(u))
]
where DKL denotes the Kullback-Leibler divergence of the
posterior qφ(u|x, y, a) from a prior p(u), typically a standard
Gaussian distribution N (0, I). The posterior qφ(u|x, y, a) is
represented by a deep neural network with parameters φ,
which typically outputs the mean µφ and the variance σφ of
a diagonal Gaussian distribution N (µφ, σφI). The likelihood
term factorizes as pθ(x, y|u, a) = pθ(x|u, a)pθ(y|u, a), which
are defined as neural networks with parameters θ. Since at-
tracted by a standard prior, the posterior is supposed to remove
probability mass for any features of the latent representation U
that are not involved in the reconstruction of X and Y . Since
A is given together with U as input of the likelihoods, all
the information from A should be removed from the posterior
distribution of U .
However, many state of the art algorithms [7, 25, 26, 27]
show that the independence level between the latent space U
and the sensitive variable A is insufficient with this classical
ELBO optimization. Some information from A leaks in the
inferred U . In order to ensure a high level of independence,
a specific TARNet [31] architecture can be employed [25] or
a penalisation term can be added in the loss function. For
example, [7, 26] add a Maximum Mean Discrepancy (MMD)
[32] constraint. The MMD term can be used to enforce all
the different aggregated posterior to the prior distribution[26]:
LMMD(qφ(u|A = ak)||p(u)) for all ak ∈ ΩA (referred
to as MMD wrt P (U) in the following). Alternatively, the
constraint can directly enforce the matching between pairs of
posteriors [7]: LMMD(qφ(u|A = ak)||qφ(u|A = a)) for all
ak ∈ ΩA, with a standing for the original sensitive value
of the considered individual (referred to as MMD wrt Ua
in the following). Notice that while this additional term can
improve independence, it can also encourage the model to
ignore the latent confounders U , by being too restrictive. One
possible approach to address this issue is to apply weights
λ (hyperparameters) to control the relative importance of
the different terms. In addition, we employ in this paper a
variant of the ELBO optimization as done in [26], where the
DKL(qφ(u|x, y, a)||p(u)) term is replaced by a MMD term
LMMD(qφ(u)||p(u)) between the aggregated posterior qφ(u)
and the prior. This has been shown more powerful than the
classical DKL for ELBO optimization in [33], as the latter can
reveal as too restrictive (uninformative latent code problem)
[34, 35, 36] and can also tend to overfit the data (Variance
Over-estimation in Feature Space). Finally, the inference for
counterfactual fairness can be optimized by minimizing [26]:
LCE−V AE =− E
(x,y,a)∼D,
u∼qφ(u|x,y,a)
[
λx log(pθ(x|u, a)) +
λy log(pθ(y|u, a))
]
+λMMD LMMD(qφ(u)||p(u)) (3)
+λADV
1
ma
∑
ak∈ΩA
LMMD(qφ(u|a = ak)||p(u))
where λx, λy , λMMD, λADV are scalar hyperparameters
and ma = |ΩA|. The additional MMD objective can be
interpreted as minimizing the distance between all moments
of each aggregated latent code distribution and the prior
distribution, in order to remove most sensitive dependency
from the code generator. It requires however a careful design
of the kernel used for MMD computations (typically a zero
mean isotropic Gaussian). Note that we chose to present all
models with a generic inference scheme q(U |X,Y,A), while
most approaches from the literature only consider q(U |X,A).
The use of Y as input is allowed since U is only used during
training, for generating counterfactual samples used to learn
the predictive model in step 2. Various schemes of inference
are considered in our experiments (section IV).
2) Step 2: Counterfactual predictive model: Once the
causal model is learned, the goal is to use it to learn a fair
predictive function hθ, by leveraging the ability of the model
to generate alternative versions of each training individual.
The global loss function is usually composed of the traditional
predictor loss l(hθ(xi, ai), yi) (e.g. cross-entropy for instance
i) and the counterfactual unfairness estimation term LCF (θ):
L = 1
m
m∑
i
l(hθ(xi), yi) + λLCF (θ) (4)
where λ is an hyperparameter which controls the impact of
the counterfactual loss in the optimization. The counterfactual
loss LCF (θ) considers differences of predictions for alternative
versions of any individual. For example, [28] considers the
following Monte-Carlo estimate from S samples for each
individual i and each value a ∈ ΩA:
LCF (θ) = 1
m
m∑
i=1
1
ma
∑
ak∈ΩA
1
S
S∑
s=1
∆i,sak (5)
where ∆i,sak = ∆(hθ(x
s
i,A←ai , ai), hθ(x
s
i,A←ak , ak)) is a loss
function that compares two predictions, xsi,A←a denotes the
s-th sample from the causal model for the i-th individual of
the training set and the sensitive attribute value a. Following
the causal model learned at step 1, xsi,A←a is obtained by first
inferring a sample u from qφ(u|xi, ai, yi) and then sampling
xsi,A←a using pθ(x|u, a) with the counterfactual (or factual)
attribute value a. According to the task, ∆ can take various
forms. For binary classification, it can correspond to a logit
paring loss as done in [26]: ∆(z, z′) = (σ−1(z)− σ−1(z′))2,
where σ−1 is the logit function. For continuous outcomes, it
can simply correspond to a mean squared difference.
3) Discussion: For now, state-of-the-art approaches have
focused specifically on categorical variables A. Unfortunately,
the classical methodology for CounterFactual Fairness as
described above cannot be directly generalized for continuous
sensitive attributes, because the two steps involve enumera-
tions of the discrete counterfactual modalities ak in the set ΩA.
Particularly in step 1, sampling A from a uniform distribution
for approximating the expectation Ea∼p(A)LMMD(qφ(u|A =
a)||p(u)) is not an option since this requires to own a good
estimation of qφ(u|A = a) for any a ∈ ΩA, which is difficult
in the continuous case. While such a posterior can be obtained
for discrete sensitive attributes (at least when |ΩA| << m)
by aggregating the posteriors qφ(u|xi, ai, yi) over training
samples i such that ai = a, such a simple aggregation
over filtered samples is not possible for continuous attributes.
Moreover, existing approaches based on MMD costs imply
to infer codes U from a distribution that takes A as input, in
order to be able to obtain the required aggregated distributions
via: qφ(u|a) = Epdata(x,y|a)[qφ(u|x, y, a)]. Omitting A from
the conditioning of the generator would correspond to assume
the mutual independence of u and a given x and y, which is
usually wrong. On the other hand, passing A to the generator
of U can encourage their mutual dependency in some settings,
as we observe in our experiments.
III. ADVERSARIAL LEARNING FOR COUNTERFACTUAL
FAIRNESS
In this section we revisit the 2 steps shown above by
using adversarial learning rather than MMD costs for ensuring
Counterfactual Fairness. Our contribution covers a broad range
of scenarios, where the sensitive attribute A and the outcome
value Y can be either discrete or continuous.
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Figure 2: Architecture of our Counterfactual inference process.
Blue arrows represent the retro-propagated gradients for the
minimization of the global objective. The red one corresponds
to the gradients for the adversarial optimization. Circles are
observed variables, squares are samples from the neural dis-
tributions.
1) Step 1: Counterfactual Inference: To avoid the compar-
ison of distributions for each possible sensitive value, which
reveals particularly problematic in the continuous setting, we
propose to employ an adversarial learning framework, which
allows one to avoid the enumeration of possible values in ΩA.
We follow an approach similar to the adversarial auto-encoders
proposed in [37], but where the discriminator real/fake data is
replaced by a sensitive value predictor. The idea is to avoid
any adversarial function to be able to decode A from the
code U inferred from the encoder qφ, which allows one to
ensure mutual independence of A and U . This defines a two-
players adversarial game, such as in GANs [38], where the
goal is to find some parameters φ which minimize the loss
to reconstruct X and Y , while maximizing the reconstruction
loss of A according to the best decoder pψ(A|U):
arg min
θ,φ
max
ψ
LADV (θ, φ, ψ) (6)
with, for the graphical causal model from figure 1:
LADV (θ, φ, ψ) =− E
(x,y,a)∼D,
u∼qφ(u|x,y,a)
[
λx log(pθ(x|u, a)) +
λy log(pθ(y|u, a))
]
+λMMD LMMD(qφ(u)||p(u)) (7)
+λADV E
(x,a)∼D,
u∼qφ(u|x,y,a))
[log(pψ(a|u))]
where λx, λy , λMMD, λADV are scalar hyperparameters.
Compared to existing approaches presented in previous sec-
tion, the difference is the last term which corresponds to the
expectation of the log-likelihood of A given U according
to the decoder with parameters φ. This decoder corresponds
to a neural network which outputs the parameters of the
distribution of A given U (i.e., the logits of a Categorical
distribution for the discrete case, the mean and log-variance
of an diagonal Gaussian in the continuous case).
All parameters are learned conjointly. Figure 2 gives the
full architecture of our variational adversarial inference for
the causal model from figure 1. It depicts the neural network
encoder qφ(U |X,Y,A) which generates a latent code U from
the inputs X , Y and A. A neural network decoder pθ(X,Y |U)
reconstructs the original X and Y from both U and A.
The adversarial network pψ tries to reconstruct the sensitive
attribute A from the confounder U . As classically done in
adversarial learning, we alternate steps for the adversarial
maximization and steps of global loss minimization (one
gradient descent iteration on the same batch of data at each
step). Optimization is done via the re-parametrization trick
[30] to handle stochastic optimization.
2) Step 2: Counterfactual predictive model: As described in
section 2.3, the counterfactual fairness in the predictive model
learned at step 2 is ensured by comparing, for each training
individual, counterfactual predictions YA←a′ for all a′ ∈ ΩA.
For the discrete case (i.e., A is a Categorical variable), we keep
this process for our experiments. However, for the continuous
setting (i.e., A is for instance generated from a Gaussian), such
an approach must be somehow adapted, due to the infinite
set ΩA. In that case, we can consider a sampling distribution
P ′(A) to formulate the following loss, which can be optimized
via Monte-Carlo sampling and stochastic gradient descent
(SGD):
LCF (θ) = 1
m
m∑
i
l(hθ(xi), yi)
+ λ E
u∼P (u|xi,ai,yi),
x˜∼P (x|ui,ai),
a′∼P ′(A),x′∼P (x|u,a′)
[(hθ(x˜)− hθ(x′))2] (8)
This formulation is equivalent to the one from Eq. 5, for
continuous outcomes Yˆ (thus considering a least squared cost
as ∆) and for continuous attributes A (thus using the sampling
distribution P ′(A) rather than considering every possible a ∈
ΩA).
Note that using a non-uniform sampling distribution P ′(A)
would enforce the attention of the penalisation near the mass
of the distribution. This prevents using the prior of A estimated
from the training set, since this would tend to reproduce in-
equity between individuals: counterfactual predictions for rare
A values would be be little taken into account during training.
We therefore consider a uniform P ′(A) in our experiments
for the continuous setting when using the LCF (θ) objective
at step 2.
However, for the specific case of high-dimensional sensitive
attributes A, using a uniform sampling distribution P ′(A)
could reveal as particularly inefficient. The risk is that a
high number of counterfactual samples fall in easy areas for
the learning process, while some difficult areas - where an
important work for fairness has to be performed - remain
insufficiently visited.
To tackle this problem, we propose to allow the learning
process to dynamically focus on the most useful areas of
ΩA for each individual. During learning, we consider an
adversarial process, which is in charge of moving the sampling
distribution P ′(A), so that the counterfactual loss is the
highest. This allows the learning process to select useful
counterfactuals for ensuring fairness. Who can do more can
do less: dynamically focusing on hardest areas allows one
to expect fairness everywhere. Again, we face a two-players
adversarial game, which formulates as follows:
arg min
θ
arg max
φ
LDynCF (θ, φ) (9)
with:
LDynCF (θ, φ) = 1
m
m∑
i
l(hθ(xi), yi) (10)
+ λ E
u∼P (u|xi,ai,yi),
x˜∼P (x|u,ai),
a′∼Pφ(a|u),x′∼P (x|u,a′)
[(hθ(x˜)− hθ(x′))2]
Compared to Eq. 8, this formulation considers an adversarial
sampling distribution Pφ(A|U) rather than a uniform static
distribution P ′(A). It takes the form of a neural network that
outputs the parameters of the sampling distribution for a given
individual representation U . In our experiments we use a diag-
onal logit-Normal distribution sigmoid(N (µφ(u), σ2φ(u)I)),
where µφ(u) and σ2φ(u) stand for the mean and variance
parameters provided by the network for the latent code u.
Samples from this distribution are then projected on the
support ΩA via a linear mapping depending on the shape
of the set. Passing U as input for the network allows the
process to define different distributions for different codes:
according to the individual profiles, the unfair areas are not
always the same. This also limits the risk that the adversarial
process gets stuck in sub-optimums of the sensitive manifold.
As done for adversarial learning in step 1, all parameters
are learned conjointly, by alternating steps for the adversarial
maximization and steps of global loss minimization. The re-
parametrization trick [30] is also used, for the adversarial
optimization of Pφ(A|U).
IV. EXPERIMENTS
We empirically evaluate the performance of our contribution
on 6 real world data sets. For the discrete scenario and
specifically in the binary case (Y ∈ {0, 1}, A ∈ {0, 1}), we
use 3 different popular data sets: the Adult UCI income data
set [39] with a gender sensitive attribute (male or female),
the COMPAS data set [2] with the race sensitive attribute
(Caucasian or not-Caucasian) and the Bank dataset [40] with
the age as sensitive attribute (age is between 30 and 60 years,
or not). For the continuous setting (Y and A are continuous),
we use the 3 following data sets: the US Census dataset
[41] with gender rate as sensitive attribute encoded as the
percentage of women in the census tract, the Motor dataset
[42] with the driver’s age as sensitive attribute and the Crime
dataset [39] with the ratio of an ethnic group per population
as sensitive attribute.
Additionally to the 6 real-world datasets, we consider a
synthetic scenario, that allows us to perform a further analysis
of the relative performances of the approaches. The synthetic
scenario subject is a pricing algorithm for a fictional car
insurance policy, which follows the causal graph from figure 1.
We simulate both a binary and a continuous dataset from this
scenario. The main advantage of these synthetic scenarios is
that it is possible to get ”ground truth” counterfactuals for each
code U , obtained using the true relationships of the generation
model while varying A uniformly in ΩA. This will allow us
to evaluate the counterfactual fairness of the models without
depending on a given inference process for the evaluation
metric, by relying on prediction differences between these true
counterfactuals and the original individual. The objective of
this scenario is to achieve a counterfactual fair predictor which
estimates the average cost history of insurance customers. We
suppose 5 unobserved variables (Aggressiveness, Inattention,
Restlessness, Reckless and Overreaction) which corresponds
to a 5 dimensional confounder U . The input X is composed of
four explicit variables X1, ..., X4 which stand for vehicle age,
speed average, horsepower and average kilometers per year
respectively. We consider the policyholder’s age as sensitive
attribute A. The input X and the average cost variable Y are
sampled from U and A as depicted in figure 1 from the main
paper. We propose both a binary and a continuous version of
this scenario. For both of them, 5000 individuals are sampled.
Details of distributions used for the continuous setting of this
synthetic scenario are given below:
U ∼ N


0
0.5
1
1.5
2
,

1 0 0 0 0
0 4 0 0 0
0 0 2 0 0
0 0 0 3 0
0 0 0 0 2


X1 ∼ N (7 + 0.1 ∗A+ U1 + U2 + U3, 1);
X2 ∼ N (80 +A+ U22 , 10);
X3 ∼ N (200 + 5 ∗A+ 5 ∗ U3, 20);
X4 ∼ N ((104 + 5 ∗A+ U4 + U5, 1000)
X ∼ [X1, X2, X3, X4];
A ∼ N [45, 5];
Y ∼ N (2 ∗ (7 ∗A+ 20 ∗
∑
j
Uj), 0.1)
A. Step 1: Counterfactual Inference
In this section, we report experiments performed for as-
sessing our adversarial approach for Counterfactual Inference
(step 1 of the previous section). We compare our adversarial
approach with two version of the approach in Eq. 3, each
using one of the two MMD constraints MMD wrt P (A) or
MMD wrt Ua as presented in section II-B (step 1). Note that
these approaches are not applicable for continuous datasets
as discussed at the end of section II. For every approach, we
compare three different inference schemes for U : qφ(u|x, y, a),
qφ(u|x, y) and qφ(u|x, a). As a baseline, we also use a classi-
cal Variational Autoencoder inference without counterfactual
independence constraint (i.e., Eq. II-B without the last term).
All hyper-parameters for every approach have been tuned
by 5-fold cross-validation. For the US Census data set for our
approach for instance, the encoder qφ architecture is an MLP
of 3 hidden layers with 128, 64 and 32 units respectively, with
ReLU activations. On this dataset, the decoder pθ is an MLP
of only one hidden layer with 64 units with a ReLu activation
function and the output consists in one single output node with
linear activation to reconstruct Y and 37 units to reconstruct X
(number of features). The adversarial neural network pψ is an
MLP of two hidden layers with 32 and 16 units respectively.
For the binary datasets, a sigmoid is applied on the outputs
of decoders for A and Y . For both MMD constraints we used
a Gaussian radial basis function kernel. For all datasets, the
prior distribution p(U) considered for training the models is
a five-dimensional standard Gaussian.
In order to evaluate the level of dependence between the
latent space U and the sensitive variable A, we compare the
different approaches by using the neural estimation of the
HGR correlation coefficient given in [12]. This coefficient,
as shown above in Eq.1, assesses the level of non-linear
dependency between two jointly distributed random variables.
The estimator is trained for each dataset and each approach
on the train set, comparing observed variables A with the
corresponding inferred codes U .
For all data sets, we repeat five experiments by randomly
sampling two subsets, 80% for the training set and 20% for the
test set. Finally, we report the average reconstruction loss for
X and Y on the test set, as long as the HGR between inferred
test codes and the corresponding sensitive attributes. Results
of our experiments can be found in table I for the discrete
case and table II for the continuous case. For all of them, we
attempted via the different hyperparameters (λx, λy , λMMD,
λADV ) to obtain the lower dependence measure while keeping
the minimum loss as possible to reconstruct X and Y .
As expected, the baseline without the independence con-
straint achieves the best X and Y reconstruction loss, but
this is also the most biased one with the worst dependence
in term of HGR in most datasets. Comparing the different
constraints in the discrete case, the adversarial achieves glob-
ally the best result with the lower HGR while maintaining a
reasonable reconstruction for X and Y . It is unclear which
MMD constraint performs better than the other. We observe
that the best results in terms of independence are obtained
without the sensitive variable given as input of the inference
network (inference only with X and Y ). Note however that
for the MMD constraints, this setting implies to make the
wrong assumption of independence of U w.r.t. A given X
and Y for the estimation of the constraint (as discussed at
the end of section II). This is not the case for our adver-
sarial approach, which obtains particularly good results on
this setting for discrete datasets. On continuous datasets, our
approach succeeds in maintaining reasonable reconstruction
losses for important gains in term of HGR compared to the
classical VAE approach (without constraint). Interestingly, on
these datasets, it appears that our approach obtains slightly
better results when using the full information (X , Y and A)
as input of the inference network. We explain this by the fact
that removing the influence of a binary input is harder than
the one of a smoother continuous one, while this can reveal
as a useful information for generating relevant codes.
B. Step 2: Counterfactual predictive model
This section reports experiments involving the training pro-
cedure from step 2 as described in section III. The goal of these
experiments is threefold: 1. assess the impact of the adversarial
inference on the target task of counterfactual fairness, 2.
compare our two proposals for counterfactual bias mitigation
(i.e., using a uniform distribution or an adversarial dynamic
one for the sampling of counterfactual sensitive values) and 3.
assess the impact of the control parameter from Eq.9.
The predictive model used in our experiments is a MLP
with 3 hidden layers. The adversarial network Pφ from Eq.10
is a MLP with 2 hidden layers and RELU activation. For all
our experiments, a single counterfactual for each individual is
sampled at each iteration during the training of the models.
Optimization is performed using ADAM.
Tables III and IV report results for the discrete and the con-
tinuous case respectively. The inference column refers to the
inference process that was used for sampling counterfactuals
for learning the predictive model. For each setting, we use the
best configuration from tables I and II. The mitigation column
refers to the type of counterfactual mitigation that is used
for the results: No mitigation or LCF (Eq.5) for the discrete
case; No mitigation, LCF (Eq.8) or LDynCF (Eq.10) for the
continuous setting. Results are reported in terms of accuracy
(for the discrete case) or MSE (for the continuous case) and
of Counterfactual Fairness (CF). The CF measure is defined,
for the mtest individuals from the test set, as:
CF =
1
mtest
mtest∑
i
E(x′,a′)∼C(i)[∆(hθ(xi, ai), hθ(x′, a′))]
(11)
where C(i) is the set of counterfactual samples for the i-th
individual of the test set. This corresponds to counterfactuals
sampled with the Adversarial inference process defined at step
1 (with the best configuration reported in tables I and II). As
discussed above, the synthetic datasets allow one to rely on
”true” counterfactuals for the computation of counterfactual
fairness, rather than relying on an inference process which
may include some bias. For these datasets, we thus also report
an additional RealCF metric, which is defined as in Eq. 11,
but using these counterfactuals sampled from the true codes
used to generate the test data. For both CF and RealCF, for
every i from the test set, |C(i)| equals 1 for binary settings
and |C(i)| equals 1000 for the continuous one. ∆ is a cost
function between two predictions, the logit paring cost for the
binary case (more details given in section II-B step 2) and a
simple squared difference for the continuous setting.
Results from both tables first confirm the good behavior
of our inference model from step 1, which allows one to
obtain greatly better results than other inference processes for
both the discrete and the continuous settings. Our adversarial
counterfactual inference framework allows one to get codes
that can be easily used to generate relevant counterfactual
individuals. For this observation, the most important results are
those given for the synthetic scenarios, for which the RealCF
metric shows good results for our method, while strongly
reliable since relying on counterfactuals sampled from true
codes of individuals.
Secondly, results from table II show that, even in the contin-
uous setting where the enumeration of all values from ΩA is
not possible, it is possible to define counterfactual mitigation
methods such as our approaches LCF and LDynCF . These two
methods, used in conjunction with our Adversarial Inference,
give significantly better results than no mitigation on every
dataset. Interestingly, we also observe that LDynCF allows
one to improve results over LCF , which shows the relevance
of the proposed dynamic sampling process.Furthermore, note
that we can reasonably expect even better results compared to
LCF on data with higher-dimensional sensitive attributes.
To illustrate the impact of the hyperparameter λ on the pre-
dictions accuracy (MSE Error) and the counterfactual fairness
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(a) λ = 0.00 ; CF = 72%
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(b) λ = 0.10 ; CF = 44%
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(c) λ = 0.30 ; CF = 04%
Figure 3: Impact of λ (Crime data set) on a specific instance i. Blue points are counterfactual predictions hθ(xi,A←a′) from
1.000 points A← a′ generated randomly. The red cross represents the prediction hθ(xi,A←a) for the real A = a of instance i.
Table I: Inference results in the discrete case
Adult UCI Compas Bank Synthetic Scenario
Loss X Loss Y HGR Loss X Loss Y HGR Loss X Loss Y HGR Loss X Loss Y HGR
({x
,y
,a
}) No Constraint, q(u|x, y, a) 0.0781 0.0006 0.6984 0.0278 0.0041 0.6952 0.0963 0.0001 0.5988 0.2681 0.0085 0.9725
Adv. Constraint, q(u|x, y, a) 0.1091 0.0009 0.5453 0.0254 0.0020 0.2693 0.2038 0.0005 0.3423 0.2669 0.0721 0.4167
MMD wrt P (U), q(u|x, y, a) 0.1286 0.0012 0.7017 0.0252 0.0029 0.6565 0.2002 0.0002 0.4521 0.2535 0.0839 0.6623
MMD wrt Ua, q(u|x, y, a) 0.0938 0.0009 0.7181 0.0259 0.0098 0.8892 0.1263 0.0003 0.5188 0.2762 0.0351 0.5697
({x
,y
}) No Constraint, q(u|x, y) 0.0786 0.0008 0.6077 0.0274 0.0133 0.3817 0.0957 0.0001 0.4989 0.2577 0.0022 0.6418Adv. Constraint, q(u|x, y) 0.1272 0.0329 0.1811 0.0245 0.0013 0.1728 0.1858 0.0073 0.2476 0.2649 0.1015 0.4521
MMD wrt P (U), q(u|x, y) 0.1287 0.0016 0.6092 0.0259 0.0055 0.4470 0.1898 0.0003 0.3716 0.2567 0.0885 0.6868
MMD wrt Ua, q(u|x, y) 0.0872 0.0013 0.6852 0.0266 0.0094 0.3109 0.1415 0.0003 0.3929 0.2674 0.0553 0.4473
({x
,a
}) No Constraint, q(u|x, a) 0.0982 0.3534 0.6689 0.0288 0.8246 0.3726 0.1391 0.2101 0.5572 0.2686 0.0128 0.7040Adv. Constraint, q(u|x, a) 0.0995 0.3462 0.5259 0.0271 0.6889 0.4344 0.1880 0.2110 0.3061 0.2589 0.0980 0.4264
MMD wrt P (U), q(u|x, a) 0.1308 0.3559 0.3586 0.0288 0.7611 0.4365 0.2141 0.2129 0.3386 0.2506 0.1176 0.6298
MMD wrt Ua, q(u|x, a) 0.0940 0.3603 0.5811 0.0278 0.7314 0.3345 0.1485 0.2135 0.5536 0.2584 0.1076 0.4692
Table II: Inference results in the continuous case
US Census Motor Crime Synthetic Scenario
Loss X Loss Y HGR Loss X Loss Y HGR Loss X Loss Y HGR Loss X Loss Y HGR
No Cons. q(u|x, y, a) 0.1685 0.0019 0.5709 0.2526 0.0024 0.9023 0.4558 0.0016 0.9059 0.6788 0.0076 0.9523
No Cons. q(u|x, y) 0.1690 0.0005 0.4163 0.3068 0.0034 0.9479 0.4523 0.0018 0.8998 0.6495 0.0003 0.6227
No Cons. q(u|x, a) 0.1726 0.2886 0.8252 0.3377 0.9381 0.9728 0.4634 0.3999 0.9076 0.6751 0.4554 0.8650
Adv q(u|x, y, a) 0.1617 0.0004 0.3079 0.4702 0.0035 0.2941 0.4865 0.0701 0.5268 0.6804 0.0088 0.2280
Adv q(u|x, y) 0.1663 0.0009 0.2980 0.3694 0.0057 0.3314 0.4835 0.0571 0.6024 0.6633 0.1196 0.3175
Adv q(u|x, a) 0.1828 0.2891 0.3285 0.4706 0.9878 0.2478 0.4904 0.3933 0.5810 0.6862 0.8819 0.5148
estimation (CF), we plot results for 10 different values of λ
(5 runs each) on figure 4 for the Crime data set. It clearly
confirms that higher values of λ produce fairer predictions,
while a value near 0 allows one to only focus on optimizing
the predictor loss. This is also observable from Fig. 3 which
plots counterfactual predictions for a specific instance i from
the test set. Higher values of λ produce clearly more stable
counterfactual predictions.
In figure 5, we consider the distribution of considered
counterfactual samples w.r.t. to the sensitive variable A for
the uniform sampling strategy from P ′(A) and the dynamic
strategy as defined in Eq.9. This is done on the Motor dataset
and for a specific randomly sampled instance i with sensitive
attribute ai = 75, at a given point of the optimization, far
before convergence (the model is clearly unfair at this point).
The blue points are the counterfactual fairness estimation
(hθ(Xi,A←a, a) − hθ(Xi,A←a′ , a′)) for each counterfactual
sampled a’ s (1.000 points) from the uniform distribution
P ′(A). The red points are the counterfactual fairness esti-
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Figure 4: Impact of hyperparameter λ (Crime data set)
mations for counterfactuals corresponding to a’ values (30
points) sampled from our dynamic distribution Pφ(a′|u) =
N (µφ(u), σ2φ(u)I), where φ are the parameters of the adver-
Table III: Counterfactual Fairness Results for the Discrete Case
Inference Mitigation Adult UCI Compas Bank Synthetic ScenarioAccuracy CF Accuracy CF Accuracy CF Accuracy CF Real CF
Without Constraint None 84.22% 0.0096 67.12% 0.0102 90.64% 0.0369 99.49% 0.1087 0.1810
LCF 83.28% 0.0008 66.20% 0.0051 90.46% 0.0024 95.89% 0.0757 0.1327
MMD
None 84.22% 0.0116 67.12% 0.0076 90.64% 0.0469 99.49% 0.1074 0.1775
LCF 83.84% 0.0024 65.91% 0.0041 90.64% 0.0043 99.29% 0.0893 0.1557
Adversarial None 84.22% 0.0114 67.12% 0.0118 90.64% 0.0376 99.49% 0.1426 0.1838
LCF 83.74% 0.0002 66.73% 0.0001 90.60% 0.000 93.19% 0.0001 0.0014
Table IV: Counterfactual Fairness Results for the Continuous Case
Inference Mitigation US Census Motor Crime Synthetic ScenarioAccuracy CF MSE CF MSE CF MSE CF Real CF
Adversarial None 0.274 0.0615 0.938 0.0285 0.412 0.7412 0.454 0.2490 1.1248
LCF 0.289 0.0009 0.941 0.0009 0.452 0.0154 0.572 0.0014 0.2013
LDynCF 0.290 0.0008 0.940 0.0005 0.445 0.0076 0.568 0.0013 0.2000
Without Constraint None 0.274 0.0433 0.938 0.0271 0.381 0.7219 0.454 0.2919 1.1338
LCF 0.307 0.0010 0.939 0.0021 0.407 0.2938 0.531 0.1968 0.3303
LDynCF 0.310 0.0008 0.942 0.0016 0.418 0.2881 0.546 0.1743 0.3188
sarial network which optimizes the best mean and variance
for each latent code u (µφ(u) and σ2φ(u)). Being optimized
to maximize the error at each gradient step, the red points are
sampled on lower values of A where the error is the most
important. More importantly, very few points are sampled in
the easy area, near the true sensitive value of i which is 75.
This demonstrates the good behavior of our dynamic sampling
process.
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Figure 5: Dynamic Sampling Visualization for a randomly
sampled individual whose age A is 75. Red points are sampled
counterfactuals from the dynamic distribution Pφ(a′|u) with
u the inferred confounding for this individual.
V. CONCLUSION
We developed a new adversarial learning approach for
counterfactual fairness. To the best of our knowledge, this
is the first such method that can be applied for continuous
sensitive attributes. The method proved to be very efficient
for different dependence metrics on various artificial and real-
world data sets, for both the discrete and the continuous
settings. Finally, our proposal is applicable for any causal
graph to achieve generic counterfactual fairness. As future
works, it might be interesting to consider a generalization of
our proposal for Path Specific [7] counterfactual fairness in
the continuous case.
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