We present a modification of the BC-method in the inverse hyperbolic problems. The main novelty is the study of the restrictions of the solutions to the characteristic surfaces instead of the fixed time hyperplanes. The main result is that the time-dependent Dirichletto-Neumann operator prescribed on a part of the boundary uniquely determines the coefficients of the self-adjoint hyperbolic operator up to a diffeomorphism and a gauge transformation. In this paper we prove the crucial local step. The global step of the proof will be presented in the forthcoming paper.
1 Introduction.
Consider a hyperbolic equation of the form
in Ω × (0, T 0 ), where Ω is a smooth bounded domain in R n , all coefficients in (1.1) are C ∞ (Ω) functions, g jk (x) −1 is the metric tensor in Ω, g(x) = det g jk −1 . We assume that (1.2) u(x, 0) = u t (x, 0) = 0 in Ω, u ∂Ω×(0,T 0 ) = f (x, t).
We shall study the inverse boundary problem with boundary data given on the part of the boundary. Let Γ 0 be an open subset of ∂Ω ( in particular, Γ 0 = ∂Ω ) and let the D-to-N (Dirichlet-to-Neumann) operator 
F (x)=0,0<t<T 0 .
Let (1.5) y = y(x)
be a C ∞ diffeomorphism of Ω onto Ω 0 such that Γ 0 ⊂ ∂Ω 0 , the Jacobian det Dy Dx = 0 in Ω and (1.6) y = x on Γ 0 .
If we change variables y = y(x) in (1.1) we get an equation in Ω 0 of the same form as (1.1): where v(y(x), t) = u(x, t), where v(y, t) Γ 0 ×(0,T 0 ) = f (y, t) since (1.5) is the identity on Γ 0 . It follows from (1.4) and (1.6) that (1.13)
Denote by G 0 (Ω) the group of C ∞ (Ω) functions such that c(x) = 0 on Ω and c(x) = 1 on Γ 0 . We say that A(x) = (A 1 (x), ..., A n (x)) and A (1) = (A (1) 1 (x), ..., A
(1) n (x)) are gauge equivalent in Ω if there exists c(x) ∈ G 0 (Ω) such that A
(1)
If u (1) (x, t) = c −1 (x)u(x, t) where u(x, t) is the solution of (1.1) then L (1) u (1) = 0 where L (1) is the same as L with A(x) replaced by A (1) (x). We shall write for the brevity that c • L
(1) = L.
where d(x, Γ 0 ) is the distance in Ω with respect to metric tensor g jk −1 from x ∈ Ω to Γ 0 . Theorem 1.1. Suppose T 0 > 2T * and L and L 0 are operators of the form (1.1) and (1.7) in Ω and Ω 0 respectively, where A j (x), V (x) and A (0) j , V (0) are real valued, 1 ≤ j ≤ n. Let Λ be the D-to-N operator corresponding to (1.1). If Λ (0) is the D-to-N corresponding to (1.7) and Λ = Λ (0) on Γ 0 × (0, T 0 ) then there exists a diffeomorphism (1.5) and a gauge transformation c(
The first result in this direction was obtained in [I] . The most general results were obtained by the BC-method (see [B1] , [B2] , [K] , [KK] and [KKL] ).
An important class of inverse problems with the data given on a part of the boundary is the inverse problems in domains with obstacles. In this case Ω is a ball B R with removed subdomains Ω 1 , ..., Ω m , called obstacles. The D-to-N operator Λ is given on ∂B R × (0, T 0 ) and the zero Dirichlet boundary conditions are satisfied on ∂Ω j × (0, T 0 ), j = 1, ..., m. In [E1] such inverse problems were considered in the connection with the Aharonov-Bohm effect assuming that B R contains one or several convex obstacles.
In the present paper we developed a modification of the BC-method. The main novelty is the study of the restrictions of the solutions to the characteristic surface instead of the restrictions to the hyperplane t = const as in BC-method. The proof of Theorem 1.1 consists of two steps. In the first step we prove that knowing Λ in the neighborhood of Γ × (0, T ), where Γ ⊂ Γ 0 , 0 < T < T 0 , one can recover the coefficients of the equation (1.1) in some neighborhood of Γ up to a diffeomorphism and a gauge transformation. This will be done in §2. In §3 we prove some lemmas used in §2. The global step of the proof of Theorem 1.1 will be given in the forthcoming paper. A generalization to the case of Yang-Mills potentials is considered in [E4] .
2 The local step.
Let Γ be an open subset of Γ 0 and let U 0 be a neighborhood of Γ. Let (x ′ , x n ) be a system of coordinates in U 0 such that the equation of Γ 0 is x n = 0 and
We introduce semi-geodesic coordinates for L. Denote by ϕ n (x) the solution of the equation
Also denote by ϕ p (x), 1 ≤ p ≤ n − 1, the solutions of the equations n j,k=1
We have that y = ϕ(x) = (ϕ 1 (x), ..., ϕ n (x)) exists for 0 ≤ x n ≤ δ when δ is small and the Jacobian
Note that ϕ(x ′ , 0) = x ′ . Changing variables y = ϕ(x) in (1.1) we get
and
Then we can rewrite (2.3) in the form
where (2.8)
Denote byΛ the D-to-N operator corresponding toL. We have
where supp f ⊂ Γ × (0, T 0 ). It will be shown in Remark 2.2 that the D-to-N operatorΛ on Γ × (0, T 0 ) determines the restriction of the metric tensor ĝ jk −1 to Γ and, in particular, (2.11)ĝ(y ′ , 0) and ∂ĝ ∂y n (y ′ , 0).
where
We have (2.13)
It follows from (2.11) thatΛ determines
We shall chooseψ(y) such that A
j . Note that the D-to-N operator Λ
(1) corresponding to L 1 has the form:
where Λ ′ is the D-to-N corresponding to L ′ . Denote by L * 1 the formally adjoint operator to L 1 . Then L * 1 has the same form as (2.15) with A (1) 
The main result of this section is the following lemma:
For the most part of the proof of Lemma 2.1 we will not need L 1 to be self-adjoint. We shall use the self-adjointness only in the proof of Lemma 2.4.
Consider the identity
We have:
Sinceû 1 andv 1 have zero Cauchy data for t = 0, y n > 0, we get thatû 1 ,v 1 are equal to zero on Z 20 . Integrating by parts in y n we obtain:
Analogously, integrating by parts in y ′ = (y 1 , ..., y n−1 ) we get
. Note that
and that τ = 0 on Y 20 . Combining (2.20), (2.21), (2.22) we get
(1) * g, where Λ
(1) is the D-to-N operator on ∆ 20 .
For the convenience we shall often use the notation u f , v g where L 1 u f = 0 and L * 1 v g = 0 in X 20 to emphasize the dependence of u f and v g on f and g respectively. Note that Q(û 1 ,v 1 ) is a bounded nonsymmetric bilinear form on
Note that for T small we have for anyû
. We shall postpone the proof of Lemma 2.2 until the section 3. Let the span of u j , j ≥ 1, be dense in
c jN u j and determine c jN from the linear system (2.29)
Multiplying (2.29) by c kN and adding, we get that
1 . Therefore system (2.29) has a unique solution and u
We used that Q is continuous bilinear form in
Note that any subsequence of {u (N ) } has a subsequence that converges to u 0 since (2.27) implies that there is a unique u 0 satisfying (2.32). Therefore the whole sequence u (N ) converges weakly to u 0 . Note that u (N ) converges also strongly in 
We used in (2.33) that u = v = 0 on Z 20 . Integrating by parts we get
Since u(y ′ , 0, T ) = f (y ′ , T ) and v(y ′ , 0, T ) = g(y ′ , T ) we get from (2.33) and (2.34) that A(u, v) is determined by the boundary data. 
We shall show first that ∆ 
follows from the local uniqueness of the Cauchy problem (see [T] ). Since Λ
(1) = Λ (2) we havẽ
2 and therefore ∆ 
2 ) where the quadratic form
We shall show that Lemma 2.4 implies that (2.37)
where A (i) and u
1 , i = 1, 2. It follows from (2.33), (2.34) that A
(1) (u
By Lemma 2.2 there exists a sequence f n ∈ H 1 0 (∆ 2s 0 ) such that u 
2s 0 ), i = 1, 2, we get passing to the limit that (2.38)
Compairing (2.38) and (2.39) we get A (2) (u
0 , v g ). Therefore (2.37) holds, i.e. A(u 0 , v g ) is uniquely determined by the D-to-N operator.
Remark 2.1 In this remark we shall show that in the self-adjoint case A(u 0 , v g ) can be recovered constructively from the boundary data. For any
) is determined by the D-to-N operator. Let g j , j ≥ 1 be a dense set in H 1 0 (∆ 2s 0 ). Denote by H the closure of the span of {v
. It follows from (2.30) with Q replaced by Q ε , u j replacedby v g j and c jN replaced by c jN ε that c jN ε are determined by the D-to-N operator. Repeating the proof of Lemma 2.3 we get that u
0 (Y 10 ). Denote w ε = u ε − u 0 , where u 0 is the same as in (2.36), u 0 ∈ H 1 0 (R s 0 ). We have, using (2.36), that
Therefore w ε 1 ≤ C u f − u 0 1 for all ε. As in the proof of Lemma 2.3 we get that a sequence w ε k converges weakly in H to some w ∈ H and (w s , v
). Since this is true for any sequence ε k we have
) is also determined by the D-to-N operator and
since u f s − u 0s = 0 when s ≥ s 0 , u 0 = 0 when s ≤ s 0 . Now we shall construct a geometric optics solutionû(y) of L 1û = 0 such thatû(y, 0) =û t (y, 0) = 0 for y n > 0 and substitute it in (2.40) to recover v g . We are looking forû in the form: and u (N +1) as the solution of
Note that supp u N is contained in a small neighborhood of the line {s = s 0 , y ′ = y ′ 0 }. Therefore supp (u N + u (N +1) ) ∩ {y n = 0} ⊂ ∆ 10 . Substitute (2.41) into (2.40). Note that the principal term in k has the form ik
Integrating by parts in s and taking the limit when k → ∞ we get that the boundary data determine (2.42)
Taking limit in (2.42) when ε → 0 we can recover
, y n ≤ t ≤ T − y n . In particular we determinev g (y, t) and its time derivatives for t = 
It is known (see [B1] ) thatv g (y,
. We can consider (2.43) as a linear system with unknownsĝ
0 (∆ 10 ) is arbitrary. If the rank of (2.43) is not maximal then there exist constants α jk , α j , α 0 , α jk = α kj , not all equal to zero, such that (2.44)
+ 2. Therefore the system (2.43) has the maximal rank andĝ jk (y 0 ), B j (y 0 ), C(y 0 ) are uniquely determined by (2.43). In particular, we recover ĝ
. Knowing the metric and B j (y 0 )
we recover A
we can recoverV (y 0 ). Lemma 2.1 is proven. Remark 2.2 We shall show that the D-to-N operator on ∆ 20 determines the metric tensor and (2.11) on ∆ 20 . Consider the cotangent space T * 0 of ∆ 20 . Let ξ 0 be the dual variable to the time variable t. Therefore the points of T * 0 have the form (y ′ , t, ξ ′ , ξ 0 ). The region T * E ⊂ T * 0 where |ξ 0 | < ε|ξ ′ |, ε is small, is a part of the "elliptic" region of T * 0 (see, for example, [H] or [E2] ) where microlocally L behaves as an elliptic operator. Therefore in the region T * E we can find the parametrix for the D-to-N operator Λ as in the elliptic case (see, for example, [LU] or [E5] , pp 54-55). Therefore we can recover the full symbol of Λ in T * E , in particular, the principal symbol of Λ in semigeodesic coordinates:
It follows from [LU] , formula (1.8), (see also [E5] ), that one can recover
. 3 The conclusion of the proof of Lemma 2.1.
We shall start with the proof of Lemma 2.2. We shall show first that it is enough to prove that the set {u
we get that (w, u 1 ) = 0. Integrating by parts we get Rs 0 (−∆w + w)u 1 dyds = 0. Since
Again integrating by parts we get
Since u f = f (y ′ , T ) when t = T and f (y ′ , T ) can be chosen arbitrary near y 1 we get that ∂w ∂s = 0 for t = T, |y ′ − y 1 | < ε. Analogously we can prove that
∂w ∂s vdy ′ = 0 and this contradicts the assumption that (w, v) 1 = 1. To complete the proof of Lemma 2.2 we need two more lemmas. Denote by ∆ 1 a domain in R n+1 bounded by three planes:
, with the norm ϕ
We shall consider functions with compact support in y ′ ∈ R n−1 .
Lemma 3.1. For any {v 0 , v 1 } ∈ H 1 there exist {w 0 , w 1 } ∈ H and u ∈
Proof: For any smooth u, v with compact supports in y ′ such that
where Q(u, v) is similar to (2.25), Q 1 (u, v) is a bilinear form on Γ 3 of the form (2.25) with u s , v s replaced by u τ , v τ , and
Integrate by parts as in (3.1). When L 1 is not self-adjoint we get, in addition to Q(u, u), Q 1 (u, u) and E(u, u), an integral E 1 (u, u) over ∆ 1 that satisfies the following estimate:
Denote by ∆ 1,T ′ the domain bounded by Γ 2 , Γ 3 and Γ 4,T ′ where Γ 4,T ′ is the
Here Γ 2,T ′ , Γ 3,T ′ are parts of Γ 2 and Γ 3 where t ≤ T ′ . Since T is small we get from (3.3) that (3.4) max
).
For any w 0 , w 1 ∈ C ∞ 0 (Γ 4 ) there exists a smooth solution of the Cauchy problem L 1 u = 0, u(y, T ) = w 0 , ∂u(y,T ) ∂t = w 1 in the domain t < T (see, for example, [H] ). In particular, {u| Γ 2 , u| Γ 3 } ∈ H 1 .
We shall show that the image of the map {w 0 , w 1 } → {u| Γ 2 , u| Γ 3 } where {w 0 , w 1 } ∈ H are smooth, L 1 u = 0, is dense in H 1 . Suppose there exists {ϕ, ψ} ∈ H 1 such that (v, ϕ) 
As in the Lemma 2.3 (see the remark after the end of the proof of Lemma 2.3) one can find {ϕ 0 , ψ 0 } ∈ H 1 such that . It follows from [E2] , for example, that there exists u 0 ∈ H 1,−1 (R n+1 ) with the weight e −σt such that L
We conclude this section with the following lemma that will be important in the global step (c.f. [KKL1] , Lemma 9):
be the Sobolev space with norm u s where u = 0 for t < 0. The proof of Lemma 3.3 will be based on a variant of the Runge theorem.
where P has the form (
Then there exists a sequence of smooth functions u n in Ω T such that
where u n = 0 for t < 0, f n = 0 on γ T and u n → u when n → ∞ in H + s (Ω T ). Proof: Let Ω ε be a smooth domain in R n such that Ω ε ⊃ Ω, ∂Ω ε = γ∪γ ε , and Γ 0 is inside of Ω ε .
The following existence and uniquenesss lemma is well known (see, for example, [E2] ).
When h = 0 the same result is true for any s ∈ R.
The last statement follows from the fact that when P u = 0 and s < 0 the norm u 1+s is equivalent near ∂Ω T to the norm u 1,s (c.f. [E2] ). Here u p,s is the Sobolev norm of order p in all variables and of order s in (y ′ , t). Denote by E(x, t, y, τ ) the forward Green function for the domain Ω ε .
More precisely E(x, t, y, τ ) satisfies P E = δ(x − y)δ(t − τ ), (x, t) ∈ Ω ε × (−∞, ∞), (y, τ ) ∈ Ω ε × (−∞, +∞), E = 0 for t < τ, E = 0 when (x, t) ∈ ∂Ω ε × (−∞, +∞), (y, τ ) ∈ Ω ε × (−∞, +∞).
The existence of E(x, t, y, τ ) follows from the Hadamard construction (see [H] ) and the Lemma 3.5.
Denote by E the operator with the kernel E(x, t, y, τ ). Let D ε = (Ω ε \ Ω)×(0, T +δ). Denote by K the closure of Eϕ, ∀ϕ ∈ C and for x ∈Ω. Note that (f, g) = (lf, g + ) where lf ∈ H s (R n × (−∞, +∞)) and g + ∈ H −s (R n × (−∞, +∞)) are arbitrary extensions of f and g such that g + = 0 for x ∈Ω, g + = 0 for t > T, lf = 0 for t < 0. Let g ∈ K ⊥ be arbitrary and let w(y, τ ) = E * g + or, formally: w(y, τ ) = ∞ −∞ R n E(x, t, y, τ )g + (x, t)dxdt.
We have (Eϕ, g + ) = (ϕ, E * g + ) = 0 for any ϕ ∈ C ∞ 0 (D ε ). Therefore w(y, τ ) = 0 for (y, τ ) ∈ D ε , w(y, τ ) is the solution of the initial-boundary value problem (3.9) P * w = g + (y, τ ), (y, τ ) ∈ (Ω ε × (0, +∞)), w(y, τ ) = 0 for τ > T, y ∈ Ω ε , w| ∂Ωε×(0,+∞) = 0, and E(x, t, y, τ ) is the Schwartz kernel of the solution operator to (3.9). Here P * is the adjoint to P . It follows from Lemma 3.5 that w ∈ H 1−s (Ω ε × (0, +∞)), w = 0 for t > T, w = 0 on ∂Ω ε × (0, +∞) and ∂w ∂ν ∂Ωε×(0,+∞) ∈ H −s (∂Ω ε × (0, +∞)). Since w(y, τ ) = 0 in D ε and g + = 0 in (Ω ε \Ω) × (0, +∞) we get by the uniqueness of the Cauchy problem (see [T] ) that w = 0 in (Ω ε \Ω) × (δ, +∞). Therefore w and ∂w ∂ν are zero on (∂Ω \ γ) × (δ, +∞). Take any u ∈ H + 1+s (Ω T ) that satisfies (3.7). We have (u, g + ) = (u, P * w). Using the Green's formula inΩ × (−∞, ∞) we get (u, g + ) = (P u, w) = 0, i.e. u ∈ K.
Now we shall prove Lemma 3.3. Let v i , i = 1, 2, be smooth solutions of L 
