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This dissertation is devoted to the study of thermodynamics for quantum gauge the-
ories. The poor convergence of quantum ﬁeld theory at ﬁnite temperature has been
the main obstacle in the practical applications of thermal QCD for decades. In this dis-
sertation I apply hard-thermal-loop perturbation theory, which is a gauge-invariant
reorganization of the conventional perturbative expansion for quantum gauge theo-
ries to the thermodynamics of QED and Yang-Mills theory to three-loop order. For the
Abelian case, I present a calculation of the free energy of a hot gas of electrons and
photons by expanding in a power series in mD/T, mf/T and e2, where mD and mf
are the photon and electron thermal masses, respectively, and e is the coupling con-
stant. I demonstrate that the hard-thermal-loop perturbation reorganization improves
the convergence of the successive approximations to the QED free energy at large cou-
pling, e ∼ 2. For the non-Abelian case, I present a calculation of the free energy of a
hot gas of gluons by expanding in a power series in mD/T and g2, where mD is the
gluon thermal mass and g is the coupling constant. I show that at three-loop order
hard-thermal-loop perturbation theory is compatible with lattice results for the pres-
sure, energy density, and entropy down to temperatures T ∼ 2 − 3 Tc. The results
suggest that HTLpt provides a systematic framework that can be used to calculate
static and dynamic quantities for temperatures relevant at LHC.
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Einleitung
Durch die ersten Experimente am Relativistic Heavy-Ion Collider (RHIC) am Brookhaven
National Laboratory (BNL), welche 1999 durchgef¨ uhrt wurden, wurde eine neue ra im
Bereich der Schwerionenphysik eingeleitet. Ein Hauptziel des RHIC ist die Entdeck-
ung des Quark-Gluon Plasmas (QGP) welches im Rahmen der Quantenchromody-
namik vorausgesagt wurde. Zus¨ atzlich zu diesen Studien, besch¨ aftigt sich der neue
Large Hadron Collider (LHC) am European Organization for Nuclear Research (CERN) in
Genf maßgeblich mit der Erforschung des QGPs. Die LHC Experimente, welche vo-
raussichtlich 2011 starten werden, sollen dabei Daten f¨ ur Schwerpunktsenergien von
bis zu 5.5 TeV pro Nukleonenpaarkollision liefern und damit einen neuen Bereich von
Studien er¨ offnen.
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Damit sowohl RHIC, als auch LHC Experimente einen m¨ oglichst großen Beitrag
zur Wissenschaft leisten, ist es essentiel notwendig, eine Verbindung dieser Experi-
mente zur fundamentalen Theorie der QCD zu ﬁnden. Daher besteht eine sehr akute
Notwendigkeit einer funktionierenden theoretischen Analyse, welche auf der Theo-
rie der QCD beruht und außerdem noch in der Lage ist, die ph¨ anomenologischen
Theorien einzubeziehen. Speziell die Theorien im Bereich der Gleichgewichts- und
Nicht-gleichgewichtsphysik der QCD, mit einem intermediate coupling, g ∼ 2 (was
αs = g2/(4π) ∼ 0.3 entspricht) sind hier von Bedeutung.
Im Bereich der intermediate coupling ist auf gr¨ oßte Genauigkeit zu achten. Naiver
weisek¨ onnteangenommenwerden,dass g ∼ 2denZusammenbruchderSt¨ orungsreihe
(in dieser Region) bedeutet. Dieser Schluss w¨ are in ¨ Ubereinstimmung mit den er-
sten Beobachtungen des RHIC, welche besagen, dass sich der Zustand der Materie
eher wie ein stark gekoppeltes Fluid, anstelle eines schwach gekoppelten Plasmas
verh¨ alt [1]. Dementsprechend m¨ usste der Begriff “Quark-Gluon Plasma” in “Quark-
GluonLiquid”ge¨ andertwerdenunddieAdS/CFTBeschreibungw¨ aretreffender. Trotz
alledem ist g ∼ 2 aber nicht besondersgroß, wenn αs = g2/(4π) ∼ 0.3 klein ist. Daher
besch¨ aftigen sich viele Gruppen mit der St¨ orungstheorie, wobei Observablen wie Jet
Quenching [2] und elliptic ﬂow [3] durch den St¨ orungsreihenformalismus erkl¨ art wer-
den konnten. Es liegt daher nahe, dass sowohl der starke Kopplungsformalismus, als
auch der schwache Kopplungsformalismus weiter zur Beschreibung benutzt werden
m¨ ussen. Ich werde in der folgenden Arbeit den zweiten Formalismus benutzen.
Thermodynamik beschreibt makroskopische Eigenschaften der Materie im oder
in der N¨ ahe des thermodynamischen Gleichgewichts. Die Berechnung der thermo-
dynamischen Funktionen in Feldtheorien mit endlichen Temperaturen hat eine lange
Geschichte. In den 90er Jahren wurde die freie Energie bis zur Ordnung g4, f¨ ur die
masselose skalare φ4 Theorie berechnet [4, 5]. Des Weiteren auch f¨ ur QED [6, 5] und
QCD [5]. Die korrespondierenden Berechnungen bis zur Ordnung g5 wurden kurz
darauf entdeckt [7–12]. Aktuelle Resultate konnten die Berechnung der freien Energie
der QCD erweitern, durch Bestimmung des Beitrages des Koefﬁzienten glog g [13].
Heutzutage ist die st¨ orungstheoretisch berechnete freie Energie bis zur Ordnung g6




in αs keinen praktischen Gebrauch f¨ ur QCD bei den momentan erreichbaren Energien
zu haben.
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Die Hard-thermal-loop St¨ orungsreihe
Diezuvorerw¨ ahnteschlechteKonvergenzderExpansionstermederSt¨ orungsrechnung
bei endlichen Temperaturen r¨ uhrt daher, dass die klassische Berechnung, wie sie im
Hoch-TemperaturBereichverwendetwird, nichtdurchmasseloseGluonenbeschrieben
werden kann. Anstelle dieser masselosen Gluonen m¨ ussen Plasmaeffekte, wie Debye-
Abschirmung derelektrischenFelderund Landau D¨ ampfung durch eineselbst konsis-
tentehard-thermal-loop (HTL)Resummierung[16]einbezogenwerden. Die Einbeziehung
dieserPlasma EffekteindieEichtheoriewird erreichtdurchdiehard-thermal-loop St¨ orungstheorie
(HTLpt) [20], welche eine eichinvariante Version der konventionellen St¨ orungstheorie
f¨ urQuanten-Eichtheoriendarstelltundselektivh¨ ohereOrdungseffektesowieAbschir-
mungseffekte und Quasiteilcheneffekte aufsummiert.
HTLpt wird im Minkowski Raum entwickelt und kann daher direkt auf Ther-
modynamik und Realzeit Dynamik angewendet werden. Im Folgenden Beispiel be-
nutzen wir QCD, um zu zeigen, wie der Formalismus der Theorie funktioniert. Der
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Die Anwendung des HTLpt Formalismus’ beinhaltet das Addieren und Subtrahieren
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wobei hier y  = (1, ˆ y) ein lichtartiger Vierervektor ist und die geschwungenen Klam-
mern eine Mittelung in der Richtung ˆ y andeuten. Es gilt zu beachten, dass die ko-
varianten Ableitungenin denZ¨ ahlern denVerbesserungstermdurch Ver¨ anderung der
n-Punkt Funktionen eich invariant machen. Der freie Term des Lagrangians, welcher
aus den Quadratischen Termen in LQCD + LHTL besteht, beschreibt Quark und Glu-
onen Quasiteilchen mit den Abschirmmassen mq und mD. Der Effekt der Landau
D¨ ampfung in den soften Propagatoren ist genauso in diesen Term eingebettet. Die
Korrekturen, welche durch Wechselwirkungen der Quasiteilchen entstehen, k¨ onnen
systematisch durch h¨ ohere Ordnungen in der HTLpt Reihe berechnet werden.
Eswirdsichzeigen,dassHTLptRechnungenwesentlichschwierigerzu bew¨ altigen
sind als in normaler QCD da die Feynman Regeln komplizierter sind. Trotz alle-
dem sind die Berechnungen machbar. Andersen, Braaten, Petitgirard, und Strickland
haben dies gezeigt, indem sie next-to-leading order (NLO) Berechnungen der freien En-
ergie durchgef¨ uhrthaben [21]. Obwohl die ResultatedieserRechnungenein wichtiger
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Schritt zur Verbesserung des Konvergenzproblems, verglichen mit der naiven Rech-
nung,waren, bliebeneinige Probleme sogaraufzweiterOrdnung inderSt¨ orungsreihe
bestehen. Erstens haben sowohl die LO Energien als auch die aus NLO Rechnungen
eine falsche Kurve unter 2Tc. Dies macht sich dadurch bemerkbar, dass die Resultate
nicht bis Tc hoch gehen, was durch die Tatsache erkl¨ art werden kann, dass die En-
twicklungsordnung der dualen Expansion g5 ist und die der NLO Rechnung nur von
der Ordnung g3. Daher kommen im dritten Loop Term die fehlenden Ergebnisse aus
g3 und g4 hinzu. Zweitens wurden in der NLO Renormalisierung nur Vakuum Terme
und Massenausgleichsterme benutzt, was zur folge hat, dass die selbst konsistente
laufende Kopplung nicht systematisch berechnet werden konnte und in den Ergeb-
nissen per Hand hinzugef¨ ugt wurde. Die Normalisierung der Kopplungskonstante
wird aber bereits auf in drei-Loop Ordnung wichtig. Daher ist bereits jetzt klar, dass,
um eine komplette Berechnung zu pr¨ asentieren, die Loops bis zur dritten Ordnung
entwickelt werden m¨ ussen. Diese Aufgabe ist das Hauptziel meiner Dissertation.
Die Thermodynamik der QED
Obwohl unser Hauptinteresse in der Berechnung der HTLpt Loops bis zur dritten
Ordnung in der QCD besteht, kann der direkte Vergleich zur abelschen Version der
Berechnung unn¨ otige Probleme erzeugen, auf die wir nicht weiter eingehen werden.
Daher wird die QED Berechnung als Test benutzt, um Techniken zu entwickeln, mit
denen die QCD berechnet werden kann.
Die sukzessiven St¨ orungsreihen N¨ aherungen der freien Energie im QED Fall sind
auf der linken Seite in Fig. 1 dargestellt. Von hier kann gesehen werden, dass f¨ ur
Kopplungskonstanten, die gr¨ oßer als e ∼ 1 sind, keine Konvergenz der Schwachen-
Kopplungs-N¨ aherung der QED zu sehen ist. Im rechten Plot der Fig. 1 sieht man
die NLO und NNLO HTLpt Resultate f¨ ur die freie Energie in unserer Rechnung f¨ ur
den QED Fall. Hierbei wurde eine variierbare thermische Masse benutzt, welche
den Vorteil besitzt, bei großer Kopplung e ∼ 2 zu Konvergieren, ganz im Gegenteil
zur Schwachen-Kopplungs-Potenzreihe. Die zwei Massenbeschreibungen, d.h. vari-
ational und st¨ orungstechnisch werden im HTLpt Formalismus verglichen, mit einer
Genauigkeit von 0.6% bei e = 2.4. Der Vergleich des HTLpt Resultates mit einem
dritte Ordnungs Loog Φ-Ableitungs Ansatz [64] zeigt bei starker Kopplung ein weit-
eres ¨ Ubereinstimmen im Prozentbereich.
Die Renormalisierung des thermodynamischen Potentials der Dritten-Ordnungs-
Loops ben¨ otigt zur Berechnung legendlich die Vakuumenergie, die Masse, sowie Kop-
plungsausgleichsterme, und stimmt mit der kanonischen QED Kopplung auf erster
Ordnung ¨ uberein. Dadurch wird ein weiterer Beweis gegeben, dass der HTLpt For-
malismus renormalisierbar ist, obwohl w¨ ahrend der Rechnung Divergenzen auftreten
vZusammenfassung





















Figure 1: (Links) Sukzessive N¨ aherung der St¨ orungsreihe des Druckes eines Elektron-
Photon-Gases. (Rechts) NLO und NNLO HTLpt Resultate der freien Energie der
QED [22]. Die gekennzeichneten Fl¨ achen (links und rechts) korrespondieren mit der vari-
ierenden Renormalisierungs Skala   mit einem Faktor 2 um   = 2πT.
k¨ onnen. Es seian dieserStelle angemerkt, dass, da verschiedeneTerme im Prozess der
Renormalisierung wegfallen, ein komplett analytisches Resultat f¨ ur das resummierte
thermodynamische Potential bei dritter Ordnung in den Loops vorliegt. Nun, da die
Werkzeuge bereit sind, k¨ onnen wir den Fall der nicht abelschen Theorien betrachten.
Die Thermodynamik der Yang-Mills Theorien
Die dritte Ordungs Loop HTLpt Rechnung der Yang-Mills Thermodynamik wird mit
demselbenVorgangwieinQEDFallberechnet. Fig.2zeigtdabeidenst¨ orungstheoretisch
berechnetenDruck unddas ResultatderHTLptRechnung. Wie anhand derlinken Ab-
bildungzu erkennenist, istdie Konvergenzdernaiven St¨ orungsreihesehrschlecht, da
großeOszillationen bei Temperaturenunter T ∼ 5Tc auftreten, welche aber in Beschle-
unigern erreicht werden k¨ onnen. Im Gegensatz dazu sieht man im HTLpt Resultat
eine viel bessere Konvergenz. Wenn man zum Beispiel die naive St¨ orungsrechnung
benutzt und die volle Variation in sukzessiver Berechnung und Skalenvariation der
Renormalisierung betrachtet, ﬁndet man, dass bei T = 3Tc eine Variation des Druckes
von 0.69 ≤ P/Pideal ≤ 1.32 besteht, wohingegen diese im HTLpt Resultat nur 0.74 ≤
P/Pideal ≤ 0.95 betr¨ agt. Zus¨ atzlich sehen wir in der NNLO Rechnung, dass das
  = 2πT HTLpt Resultat des Druckes mit den Ergebnissen der Gitterrechnungen
bis T ∼ 2Tc ¨ ubereinstimmt. Daher zeigen unsere Resultate, dass die Daten der Gitter-
brechungen bei T & 2− 3Tc konsistent mit dem Quasiteilchenbild sind. Dieses Resul-
tat ist hochgradig nicht-trivial, da bei diesen Temperaturen die QCD Kopplungskon-
stante weder sehr schwach, noch sehr stark g ∼ 2 ist, oder, was dem entspr¨ ache
αs = g2/(4π) ∼ 0.3. Daher haben wir einen wichtigen Beweis des Quasiteilchen-
bildes im intermediate-coupling-regime gefunden.
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Figure 2: (Links) Sukzessive St¨ orungsn¨ aherung des Druckes eines Gluonengases zusam-
men mit den vergleichenden Gitterdaten von Boyd et al [54]. (Rechts) Das HTLpt Resultat
der SU(3) Yang-Mills Druckberechnung in NNLO [23, 24]. Die gekenzeichneten Fl¨ achen
(links und rechts) korrespondieren mit der vareierenden Renormalisierungs Skala   mit
einem Faktor 2 um   = 2πT.
Da unsere Daten konsistent mit den Gitterdaten bis 2 ∼ 3Tc sind, zeigt uns dieses
direkt, dass HTLpt ein passendesMittel ist, um Echt-Zeit Gr¨ oßen so wie die Diffusion-
skonstante der schweren Quarks oder Viskosit¨ aten, bei LHC Temperaturen, systema-
tisch zu berechnen.
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National Laboratory (BNL) in 1999 marked the beginning of a new era in ultrarela-
tivistic heavy-ion collisions. One of the primary goals of the RHIC program is to dis-
cover and study the quark-gluon plasma (QGP) whose existence is predicted by quan-
tum chromodynamics (QCD). In addition, looking forward, ultrarelativistic heavy-ion
collision experiments are part of the Large Hadron Collider (LHC) program at Euro-
pean Organization for Nuclear Research (CERN). The LHC experiments, for which
full beam runs are scheduled in 2011, will provide data on heavy ion collisions at cen-
ter of mass energies of 5.5 TeV per nucleon pair collision and will open a new chapter
in the study of partonic matter under extreme conditions.
For the RHIC and LHC experiments to have the greatest possible impact on sci-
ence, it is essential to make as close a connection to the fundamental theory of QCD
as possible. There is an urgent need for theoretical analysis that is based rigorously
on QCD but which can also make contact with more phenomenological approaches,
particularly in the area of equilibrium and non-equilibrium dynamics of QCD at inter-
mediate coupling, g ∼ 2, or equivalently αs = g2/(4π) ∼ 0.3.
We have to be extremely careful when dealing with this intermediately coupled
region. Naively, g ∼ 2 seems to suggest the breakdown of perturbation theory in
this region. This is also in line with the observations from the early RHIC data that
the state of matter created there behaved more like a strongly coupled ﬂuid than a
weakly coupled plasma [1]. As a result, the term “quark-gluon plasma” might need
to be modiﬁed to “quark-gluon liquid”, and a description in terms of hydrodynam-
ics or AdS/CFT correspondence might be more appropriate. However on the other
hand, g ∼ 2 is not huge especially when considering that αs = g2/(4π) ∼ 0.3 is still
a small number. So people have not yet totally lost faith in perturbation theory and
as a payback observables like jet quenching [2] and elliptic ﬂow [3] have been able to
be described using a perturbative formalism. Therefore it seems that a complete un-
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derstanding of QGP would require knowledge from both strong-coupling and weak-
coupling formalisms, and in this dissertation I focus on the latter approach.
Thermodynamics describes the bulk properties of matter in or near equilibrium
which are theoretically clean and well deﬁned. The calculation of thermodynamic
functions for ﬁnite temperature ﬁeld theories has a long history. In the early 1990s the
free energy was calculated to order g4 for massless scalar φ4 theory [4, 5], quantum
electrodynamics (QED) [6, 5] and QCD [5], respectively. The corresponding calcula-
tions to order g5 were obtained soon afterwards [7–12]. Recent results have extended
the calculation of the QCD free energyby determining the coefﬁcient of the glog g con-
tribution [13]. For massless scalar theories the perturbative free energy is now known
to order g6 [14] and g8 log g [15].
Unfortunately, for all the above-mentioned theories the resulting weak-coupling
approximations, truncated order-by-order in the coupling constant, are poorly conver-
gent unless the coupling constant is tiny. Therefore a straightforward perturbative
expansion in powers of αs for QCD does not seem to be of any quantitative use even
at temperatures many orders of magnitude higher than those achievable in heavy-ion
collisions.
The poor convergence of ﬁnite-temperature perturbative expansions of thermo-
dynamic functions stems from the fact that at high temperature the classical solution
is not described by massless gluonic states. Instead one must include plasma effects
such as the screening of electric ﬁelds and Landau damping via a self-consistent hard-
thermal-loop(HTL)resummation[16]. Theinclusionofplasma effectscan be achieved
by reorganizing perturbation theory.
There are several ways of systematically reorganizing the ﬁnite-temperature per-
turbative expansion [17–19]. In this dissertation I will focus on the hard-thermal-loop
perturbation theory (HTLpt) method [20–24]. The HTLpt method is inspired by vari-
ational perturbation theory [25–27]. HTLpt is a gauge-invariant extension of screened
perturbation theory (SPT) [28–32], which is a perturbative reorganization for ﬁnite-
temperature massless scalar ﬁeld theory. In the SPT approach, one introduces a single
variational parameter which has a simple interpretation as a thermal mass. In SPT
a mass term is added to and subtracted from the scalar Lagrangian, with the added
piece kept as part of the free Lagrangian and the subtracted piece associated with the
interactions. The mass parameter is then required to satisfy a variational equation
which is obtained by a principle of minimal sensitivity. This naturally led to the idea
that one could apply a similar technique to gauge theories by adding and subtracting
a mass in the Lagrangian. However, in gauge theories, one cannot simply add and
subtract a local mass term since this would violate gauge invariance. Instead, one
adds and subtracts an HTL improvement term which modiﬁes the propagators and
vertices self-consistently so that the reorganization is manifestly gauge invariant [33].
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This dissertation focuses on the study of thermodynamics for gauge theories. In
the rest of this chapter, a brief introduction to statistical physics and thermal QCD is
provided. In Chapter 2, we show the emergence of infrared divergences in thermal
ﬁeld theory and how the weak-coupling expansion treats them systematically. HTLpt
is introduced in Chapter 3, where we discuss its formalism as well as techniques that
make HTLpt calculations tractable. Chapters 4 and 5 are devoted to the study of ther-
modynamics to three-loop order using HTLpt for QED and Yang-Mills theory, respec-
tively. We summarize in Chapter 6 together with a brief outlook for the real-time
application of HTLpt.
1.1 Statistical physics and quantum partition function
For a relativistic system which can freely exchange energy and particles with its sur-






 Ei|e−H/T|Ei  = Tre−H/T . (1.1.1)
Here Ei is the energy of the state |Ei  and H is the Hamiltonian of the system. The
temperature of the system is denoted by T, and since this dissertation only concerns
with high temperature physics, the chemical potential of the particles in the system
is set to zero for simplicity. All of the thermodynamic properties can be determined









E = −PV + TS , (1.1.4)
where V is the volume of the system. Typically, the width L of a system is much larger
than the inverse temperature, (i.e. L ≫ 2π/T), such that one can use the inﬁnite vol-
ume limit to describe the thermodynamics of a ﬁnite volume to good approximation.
The advantage of the inﬁnite volume limit is that ﬁeld theoretic calculations simplify.
In all calculations performed in this thesis, this inﬁnite volume limit is taken. Then it





The extensionto ﬁeld theory is straightforward. If H is the Hamiltonian of a quan-
tum ﬁeld theory in d-dimensional space and hence (d + 1)-dimensional spacetime,
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then the partition function (1.1.1) is







with L the Lagrangian density of the theory and periodic boundary conditions
ϕ(0,x) = ϕ(1/T,x) . (1.1.7)
for bosonic ﬁelds ϕ. For fermionic ﬁelds, it turns out that to implement Pauli statistics
one must impose anti-periodic boundary conditions
ϕ(0,x) = −ϕ(1/T,x) . (1.1.8)
1.2 QCD at ﬁnite temperature
Quantum chromodynamics is a gauge theory for the strong interaction describing the












iγ D  − mi
￿
ψi + Lgf + Lghost . (1.2.1)
The gluon ﬁeld strength is G ν = ∂ Aν − ∂νA  − ig[A , Aν]. The gluon ﬁeld is A  =
Aa
 ta, with generatorsta of thefundamental representationofSU(3) normalized so that
Trtatb = δab/2. In the quark sector there is an explicit sum over the Nf quark ﬂavors
withmasses mi and D  = ∂  −igA  is the covariant derivative in the fundamental rep-
resentation. The Lagrangian (1.2.1) is mathematically simple and beautiful, however
in order to carry out a physical calculation with it, a gauge ﬁxing is needed to remove
unphysical degrees of freedom. The ghost term Lghost depends on the choice of the
gauge-ﬁxing term Lgf. One popular choice for the gauge-ﬁxing term that depends on









The corresponding ghost term in the general covariant gauge reads
Lghost = −¯ ηa∂2ηa + gf abc ¯ ηa∂ (Ab
 ηc) , (1.2.3)
whereη and ¯ η areanti-commuting ghostsandanti-ghostsrespectivelyand f abc isstruc-
ture constant of SU(3).
The ﬁnite temperature QCD partition function is obtained by a Wick rotation of
thetheoryfrom Minkowskispace toEuclideanspace. It is achieved by thesubstitution
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t = iτ with t being the Minkowski time and τ being the Euclidean one. The resulting
Euclidean partition function is
Z =
Z












QCD the Wick-rotated Lagrangian denity. Feynman rules are exactly the same
as in zero-temperature ﬁeld theory except that the imaginary time τ is now compact
with extent 1/T. To go from τ to frequency space, we should perform a Fourier se-
ries decomposition rather than a Fourier transform. The only difference with zero-







with the sum over discrete imaginary-time frequencies known as Matsubara frequen-
cies
ωn = 2nπT bosons , (1.2.6)
ωn = (2n + 1)πT fermions . (1.2.7)
to implement the periodic or anti-periodic boundary conditions. A detailed explana-
tion of the imaginary-time formalism is given in Appendix A.12.
1.3 Beta function and asymptotic freedom
The beta function β(g) of a quantum ﬁeld theory encodes the dependence of a cou-
pling parameter g on the energy scale   of a given physical process. It is deﬁned by
the relation:




This dependence on the energy scale is known as the running of the coupling param-
eter, and theory of this kind of scale-dependence in quantum ﬁeld theory is described
by the renormalization group which refers to a mathematical apparatus that allows
one to investigate the changes of a physical system as one views it at different dis-
tance scales.
To lowest order in the coupling constant a beta function is either positive indi-
cating the growth of charge at short distance or negative indicating the decrease of
charge at short distance. Until 1973, only examples of the former were known ∗. The
∗’t Hooft reported a similar discovery at the Marseille conference on renormalization of Yang-Mills
ﬁelds and applications to particle physics in 1972 without publishing it [34].
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discovery that only non-Abelian gauge theories allow for a negative beta function is













which clearly shows asymptotic freedom [35, 36], i.e. α → 0 as   → ∞. The parameter
ΛQCD is a scale above which the theory works “chosen” by the world in which we live.
It is well known that QCD exhibits conﬁnement at large distances or low energies
which terminates the validity of perturbation theory due to the infrared growth of the
coupling. However it is precisely the asymptotic freedom that ensures the possibility
of a perturbative treatment for the ultraviolet sector of the theory which sets the stage
to study the high temperature phase of non-Abelian theory in this dissertation.
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The Need for Resummation
In this chapter, and in the rest of the dissertation, we consider thermal ﬁeld theories at
high temperatures,which means temperaturesmuch higherthan all zero-temperature
masses or any mass scales generated at zero temperature.
It has been known for many years that naive perturbation theory, or the loop ex-
pansion breaks down at high temperature due to infrared divergences. Diagrams
which are nominally of higher order in the coupling constant contribute to leading
order in g. A consistent perturbative expansion requires the resummation of an inﬁ-
nite subset of diagrams from all orders of perturbation theory. We discuss these issues
next.
2.1 Scalar ﬁeld theory
We start our discussion by considering the simplest interacting thermal ﬁeld theory,









Perturbative calculations at zero temperatureproceed by dividing the Lagrangian into









Radiative corrections are then calculated in a loop expansion which is equivalent to a
power series in g2. We shall see that the perturbative expansion breaks down at ﬁnite
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temperature and the weak-coupling expansion becomes an expansion in g rather than
g2.
We will ﬁrst calculate the self-energy by evaluating the relevant diagrams. The
Feynman diagrams that contribute to the self-energy up to two loops are shown in
Fig. 2.1.
1-loop : 2-loop :















≡ m2 , (2.1.4)
where the superscript indicates the number of loops. The notation P = (P0,p) repre-
sents the Euclidean four-momentum. The Euclidean energy P0 has discrete values:
P0 = 2nπT for bosons and P0 = (2n + 1)πT for fermions, where n is an integer.
Eq. (2.1.4) represents the leading order thermal mass of our scalar ﬁeld. The sum-
integral Σ
R
P, which is deﬁned in Eq. (B.0.1), represents a summation over Matsubara
frequencies and integration of spatial momenta in d = 3−2ǫ dimensions ∗. The above
sum-integral has ultraviolet power divergences that are set to zero in dimensional reg-
ularization. We are then left with the ﬁnite result (2.1.4), which shows that thermal
ﬂuctuations generate a mass for the scalar ﬁeld of order gT. This thermal mass is anal-
ogous to the Debye mass which is well-known from the nonrelativistic QED plasma.
We next focus on the two-loop diagrams and ﬁrst consider the double-bubble in
Fig. 2.2 (b).
= + + +    
(a) (b) (c)
Figure 2.2: Bubble diagrams contributing to the scalar self-energy.
This diagram is also independent of the external momentum and gives the following
∗For an introduction to thermal ﬁeld theory and the imaginary time formalismsee Refs. [37] and [38].












This integral is infrared divergent. The problem stems from the middle loop with two
propagators. In order to isolate the source of the divergence, we look at the contribu-















q deﬁned in Eq. (C.0.1). The integral
R
q 1/q4 behaves like 1/q, as a result
Eq. (2.1.6) is linearly infrared divergent as q → 0. This infrared divergence indicates
that naive perturbation theory breaks down at ﬁnite temperature. However, in prac-
tice this infrared divergence is screened by a thermally generated mass and we must




P2 + m2 , (2.1.7)
with m ∼ gT ≪ T.
If the momenta of the propagator is of order T or hard, clearly the thermal mass
is a perturbation and can be omitted. However, if the momenta of the propagator is
of order gT or soft, the thermal mass is as large as the bare inverse propagator and
cannot be omitted. The mass term in the propagator (2.1.7) provides an infrared cutoff




























Since m ∼ gT, this shows that the double-bubble contributes at order g3T2 to the self-
energy and not at order g4T2 as one might have expected. Similarly, one can show
that the diagrams with any number of bubbles like Fig. 2.2c are all of order g3. Clearly,
naive perturbation theory breaks down since the order-g3 correction to the thermal
mass receives contributions from all loop orders. On the other hand, the three-loop
diagram shown in Fig. 2.3, is of order g4T2 and thus subleading. Therefore, we only
need to resum a subset of all possible Feynman graphs in order to obtain a consistent
expansion in g.
If we use the effective propagator to recalculate the one-loop self-energy, we ob-
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where here, and in the following, the prime on the sum-integral indicates that we have
excluded the n = 0 mode from the sum over the Matsubara frequencies. The order
g3 corresponds to the summation of the bubble diagrams in Fig. 2.2, which can be
veriﬁed by expanding the effective propagator (2.1.7) around m = 0. Thus by taking
the thermal mass into account, one is resumming an inﬁnite set of diagrams from all
orders of perturbation theory.
The self-energy (2.1.4) is the ﬁrst example of a hard thermal loop (HTL). Hard ther-
mal loops are loop corrections which are g2T2/P2 times the corresponding tree-level
amplitude, where P is a momentumthat characterizes theexternallines. Fromthis def-
inition, we see that, whenever P is hard, the loop correction is suppressed by g2 and
is thus a perturbative correction. However, for soft P, the hard thermal loop is O(1)
and is therefore as important as the tree-level contribution to the amplitude. These
loop corrections are called “hard” because the relevant integrals are dominated by
momenta of order T. Also note that the hard thermal loop in the two-point function is
ﬁnite since it is exclusively due to thermal ﬂuctuations. Quantum ﬂuctuations do not
enter. Both properties are shared by all hard thermal loops.
What about higher-order n-point functions in scalar thermal ﬁeld theory? One
can show that within scalar theory the one-loop correction to the four-point function
for high temperature behaves as [39]
Γ(4) ∝ g4 log(T/p) , (2.1.10)
where p is the externalmomentum. Thus theloop correction to the four-point function
increaseslogarithmically withtemperature. Itisthereforealwaysdownby g2 log(1/g),
and it sufﬁces to use a bare vertex. More generally, it can be shown that the only hard
thermal loop in scalar ﬁeld theory is the tadpole diagram in Fig. 2.1 and resummation
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is taken care of by including the thermal mass in the propagator. In gauge theories,
the situation is much more complicated as we shall see in the next section.
2.2 Gauge theories
In the previous section, we demonstrated the need for resummation in a hot scalar
theory. For scalar theories, resummation simply amounts to including the thermal
massin thepropagatorand since therunning coupling dependslogarithmically onthe
temperature, corrections to the bare vertex are always down by powers of g2 log1/g.
Ingauge theories, the situation is more complicated. The equivalent HTL self-energies
are no longer local, but depend in a nontrivial way on the external momentum. In
addition, it is also necessary to use effective vertices that also depend on the external
momentum. It turns out that all hard thermal loops are gauge-ﬁxing independent [16,
40–44]. This was shown explicitly in covariant gauges, Coulomb gauges, and axial
gauges. They also satisfy tree-level like Ward identities. Furthermore, there exists a
gauge invariant effective Lagrangian, found independently by Braaten and Pisarski
[33] and by Taylor and Wong [43], that generates all of the hard thermal loop n-point
functions. From a renormalization group point of view this is an effective Lagrangian
for the soft scale gT that is obtained by integrating out the hard scale T. We return to
the HTL Lagrangian in Chapter 3.
2.2.1 Polarization tensor
We next discuss in some detail the hard thermal loop for the vacuum polarization
tensor Π ν. For simplicity, we focus on QED here. The Feynman diagram for the one-
loop photon self-energy is shown in Fig. 2.4 and results in the following sum-integral









where Tr denotes the trace over Dirac indices. After taking the trace, the self-energy
becomes













K2(K − P)2 − 4e2∑
Z
{K}
K Pν + KνP 
K2(K − P)2 , (2.2.2)
where we have assumed, for now, that d = 3. Since we are interested in the high-
temperature limit, we may assume that K ≫ P because the leading contribution in T
to the loop integral is given by the region K ∼ T. With this assumption, the self-energy
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Figure 2.4: One-loop photon self-energy diagram.
simpliﬁes to









We ﬁrst considerthe spatial componentsof Π ν(P). Thesum overMatsubara frequen-










1− nF(k) − nF(|p − k|)
￿￿
−1
iP0 − k − |p − k|
+
1




− nF(k) + nF(|p − k|)
￿￿
−1
iP0 − k + |p − k|
+
1
iP0 + k − |p − k|
￿)
, (2.2.4)
which is derived from a contour integral in the complex energy plane. The second













1− nF(k) − nF(|k − p|)
￿￿
−1
iP0 − k − |k − p|
+
1




− nF(k) + nF(|k − p|)
￿￿
−1
iP0 − k + |k − p|
+
1




where nF(x) = 1/(exp(βx) + 1) is the Fermi-Dirac distribution function. The zero-
temperaturepart ofEq. (2.2.5) is logarithmically divergent in the ultraviolet. This term
depends on the external momentum and is cancelled by standard zero-temperature
wavefunction renormalization. We next consider the terms that depend on tempera-
ture. In the case that the loop momentum is soft, the Fermi-Dirac distribution func-
tions can be approximated by a constant. The contribution from the integral over the
magnitude of k is then of order g3 and subleading. When the loop momentum is hard,
one can expand the terms in the integrand in powers of the external momentum. We
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can then make the following approximations
nF(|k − p|) ≈ nF(k) −
dnF(k)
dk
p ˆ k , (2.2.6)
|k − p| ≈ k − p ˆ k , (2.2.7)
where ˆ k = k/k is a unit vector. Thus the angular integration decouples from the











−iP0 + p ˆ k







−iP0 + p ˆ k
ˆ kiˆ kj . (2.2.8)
The other components of the self-energy tensor Π ν(P) are derived in the same
manner or obtained using the transversality of polarization tensor:


















−iP0 + p ˆ k
ˆ kj . (2.2.11)
In d dimensions, we can compactly write the self-energy tensor as
Π ν(P) = m2
D [T  ν(P,−P) − N Nν] , (2.2.12)
where N speciﬁes the thermal rest frame is canonically given by N = (−i,0). We have
deﬁned
m2








and the tensor T  ν(P,Q), which is deﬁned only for momenta that satisfy P + Q = 0,
is







The angular brackets indicate averaging over the spatial directions of the light-like
vector Y = (−i, ˆ y). The tensor T  ν is symmetric in   and ν. Because of transverality
and the rotational symmetry around the ˆ p-axis, one can express the self-energy in
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terms of two independent functions, ΠT(P) and ΠL(P):
Π ν(P) = ΠL(P)










δij − ˆ pi ˆ pj
￿
δjν , (2.2.15)




(δij − ˆ pi ˆ pj)Πij(P) , (2.2.16)
ΠL(P) = −Π00(P) . (2.2.17)




























The hard thermal loop in the photon propagator was ﬁrst calculated by Silin more
than forty years ago [45]. The hard thermal loop in the gluon self-energy was ﬁrst
calculated by Klimov and Weldon [46, 47]. It has the same form as in QED, but where















where CA = Nc is the number of colors and Nf is the number of ﬂavors. When d = 3













The electron self-energy is given by
Σ(P) = m2
fT /(P) , (2.2.22)
where
T  (P) = −
￿
Y 
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2.2.3 Higher n-point functions
In gauge theories, there are also hard thermal loops involving vertices. For instance,
the one-loop correction to the three-point function in QED, can compactly be written
as
Γ (P,Q, R) = γ  − m2
f ˜ T  (P,Q, R) , (2.2.26)
where the tensor in the HTL correction term is only deﬁned for P − Q + R = 0:









The quark-gluon vertex satisﬁes the Ward identity
P Γ (P,Q, R) = S−1(Q) − S−1(R) , (2.2.28)
where S(q) is the resummed effective fermion propagator.
In QED there are, in fact, inﬁnitely many amplitudes with hard thermal loops.
To be precise, there are hard thermal loops in all n-point functions with two fermion
lines and n − 2 photon lines. In non-Abelian gauge theories such as QCD, there are in
addition hard thermal loops in amplitudes with n gluon lines [16].
2.3 Weak-coupling expansion
The Braaten-Pisarski resummation program has been used to calculate the thermody-
namic functions as a weak-coupling expansion in g. They have now been calculated
explicitly throughorder g8 logg for massless φ4 theory[4, 5, 7, 8, 14, 15], throughorder
e5 for QED [5, 6, 9–11], and through order g6 logg for QCD [5, 11–13]. In this section,
we review these calculations in some detail.
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2.3.1 Scalar ﬁeld theory
The simplest way of dealing with the infrared divergences in scalar ﬁeld theory is to
reorganize perturbation theory in such a way that it incorporates the effects of the
thermally generated mass m into the free part of the Lagrangian. One possibility is to















Both terms in Eq. (2.3.2) are treated as interaction terms of the same order, namely g2.
However, the resummation implied by the above is rather cumbersome when it comes
to calculating Green’s function with zero external energy. Static Green’s functions can
always be calculated directly in imaginary time without having to analytically con-
tinue them back to real time. This implies that we can use Euclidean propagators with
discrete energies when analyzing infrared divergences which greatly simpliﬁes the
treatment. In particular, since only propagators with zero Matsubara frequency have
no infrared cutoff of order T, only for these modes is the thermal mass of order gT rel-
evant as an IR cutoff. Thus, anotherpossibility is to add and subtract a mass term only
for the zero-frequency mode. This approach has the advantage that we do not need to
expand the sum-integrals in powers of m2/T2 in order to obtain the contribution from





















p2 + m2 . (2.3.5)
This way of resumming is referred to as static resummation [48]. It is important to point
out that this simpliﬁed resummation scheme can only be used to calculate static quan-
tities such as the pressure or screening masses. Calculation of dynamical quantities
requires the full Braaten-Pisarski resummation program. The problem is that the cal-
culation ofcorrelation functions withzero externalfrequenciescannot unambiguously
be analytically continued to real time [49].
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F0 F1a F1b F2a F2b F2c F2d
Figure 2.5: Diagrams which contribute up to three-loop order in scalar perturbation the-
ory. A boldfaced × indicates an insertion of m2.
Perturbative expansion













































= logZ0 + logZI . (2.3.10)
In this way, the partition function has been divided into two parts. The free part logZ0
describes the classical limit of the theory, i.e. a gas of non-interacting scalar particles,
which can be evaluated analytically due to the fact that it is a quadratic or Gaussian
function in the ﬁeld φ. The interacting part logZI contains quantum corrections to the
classical theory, which is accessed perturbatively as a power series in Sint. Using the
relation logdet A = Trlog A it is easy to show that









log P2 , (2.3.11)
where the single closed loop denotes the corresponding Feynman diagram contribut-
ing to logZ0. As an example of the perturbative expansion of static resummation,
we next consider the calculation of the free energy F, which is the negative pressure
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F = −P, through order g5 in scalar ﬁeld theory. This involves the evaluation of vac-
uum graphs up to three-loop order shown in Fig. 2.5.
One loop
















log P2 . (2.3.12)
Using the integrals and sum-integrals contained in the appendices the result for this









The two-loop contribution to the free-energy is given by

























p2 + m2 . (2.3.16)






















































where we have keptall terms that contribute throughorder ǫ, because they are needed
for the counterterm diagrams in the three-loop free energy.
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Three loops
The three-loop contribution is given by
F2 = F2a + F2b + F2c + F2d +
F1a
g2 ∆1g2 , (2.3.19)






















































































(p2 + m2)2 . (2.3.23)
Note that the basketball diagram F2b is the only diagram through three loops that
cannot be decomposed to solely a set of one loop integrals, which therefore needs
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Free energy through g5
Combining the one-, two-, and three-loop contributions given by Eqs. (2.3.12), (2.3.14),
















































































where F0 = −π2T4/90 is the free energy of an ideal gas of non-interacting scalar
bosons. The pressure through order g5 was ﬁrst calculated using resummation by
Parwani and Singh [7] and later by Braaten and Nieto using effective ﬁeld theory [8].




= 3α2 . (2.3.29)
Using Eq. (2.3.29), one can verify that the free energy (2.3.28) is RG-invariant up to
corrections of order g6 log g.




























Figure2.6: Weak-coupling expansion for the freeenergyof massless φ4 theory normalized
to that of an ideal gas as a function of g(2πT) to orders g2, g3, g4, and g5 are shown as
bands that correspond to varying the renormalization scale   by a factor of 2 around 2πT.
This ﬁgure is adapted from Ref. [19].
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In Fig. 2.6, we show the successive perturbative approximations to the free energy
as a function of g(2πT). The bands are obtained by varying the renormalization scale
  by a factor of 2 around the central value   = 2πT. The lack of convergence of the
weak-coupling expansion is evident from this ﬁgure. The band obtained by varying
  by a factor of 2 is not necessarily a good measure of the error, but it is certainly a
lower bound on the theoretical error. Another indicator of the theoretical error is the
deviation betweensuccessive approximations. We can infer from Fig. 2.6 that the error
grows rapidly when g(2πT) exceeds 1.5.
2.3.2 Gauge theories
In this section, we discuss the application of weak-coupling expansion to gauge theo-







 ν + ¯ ψγ D ψ , (2.3.30)
where Ga
 ν = ∂ Aa
ν − ∂νAa
  + gf abcAb
 Ac
ν is the ﬁeld strength, g is the gauge coupling
and f abc are the structure constants. The covariant derivative is D  = ∂  − igAa
 Ta,
where Ta are the generators in the fundamental representation.
The constants dA and CA are the dimension and quadratic Casimir invariant of
the adjoint representation, with
δaa = dA , f abcf dbc = CAδad . (2.3.31)
dF is the dimension of the total fermion representation, and SF and S2F are deﬁned in








where T2 = TaTa. For SU(Nc) with Nf fermions in the fundamental representation,
the standard normalization of the coupling gives
dA = N2
c − 1, CA = Nc , dF = NcNf , SF =
1
2






For U(1) theory, relabel g as e and let the charges of the Nf fermions be qie. Then
dA = 1, CA = 0, dF = Nf , SF = ∑
i
q2




If we are only interested in static quantities, we can apply the same simpliﬁed re-
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summation scheme also to gauge theories [5, 11]. Thus we are interested in the static
limit of the polarization tensor Π ν. In that limit ΠT vanishes and ΠL = m2
D. In anal-
ogy with the scalar ﬁeld theory, we rewrite the Lagrangian by adding and subtracting




0δP0,0. One of the mass terms is then absorbed into the propa-
gator for the timelike component of the gauge ﬁeld A0, while the other is treated as a
perturbation.
The free energy through g5 requires the evaluation of diagrams up to three loops.
The strategy is the same in the scalar case, where one distinguishes between hard and
















































































































































































written in terms of αs = g2/4π. Using Eq. (2.3.36), one can verify that the free energy
(2.3.35) is RG-invariant up to corrections of order g6 log g.
ThefreeenergyforQCDthroughorder g4 wasﬁrstderivedbyArnoldandZhai[5].
Later it was extended to order g5 by Zhai and Kastening [11] using the above resum-
mation techniques, and by Braaten and Nieto using effective ﬁeld theory [12]. The
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Figure 2.7: Weak-coupling expansion for the freeenergy of SU(3)gauge theory with Nf =
2 normalized to that of an ideal gas as a function of T/Tc to orders g2, g3, g4, and g5 are
shown as bands that correspond to varying the renormalization scale   by a factor of
2 around 2πT [21]. Also shown is the lattice estimate by Karsch et al. [53] for the free
energy. The band indicates the estimated systematic error of their result which is reported
as (15± 5)%. This ﬁgure is adapted from Ref. [21].
order-g5 contribution is the last contribution that can be calculated using perturbation
theory. At order g6, although the electric g6 log g contribution is still perturbatively ac-
cessible [13], however perturbation theory breaks down due to infrared divergences
in the magnetic sector [51, 52].
In Fig. 2.7, the free energy of QCD (Nc = 3) with Nf = 2 is shown as a function
of the temperature T/Tc, where Tc is the critical temperature for the deconﬁnement
transition. In the plot we have scaled the free energy by the free energy of an ideal gas













The weak-coupling expansions through orders g2, g3, g4, and g5 are shown as bands
that correspondto varying the renormalization scale,  , by a factor of 2 around the cen-
tral value   = 2πT. As successive terms in the weak-coupling expansion are added,
the predictions change wildly and the sensitivity to the renormalization scale grows.
It is clear that a reorganization of the perturbation series is essential if perturbative





In this chapter, we introduce the hard-thermal-loop perturbation theory, which is a
gauge-invariant resummation scheme for thermal gauge theories. We discuss its for-
malism and properties, as well as some technicalities which make the evaluation of
loop diagrams tractable analytically. This chapter forms the basis for the discussions
in the rest of the dissertation.
3.1 Introduction
One possible conclusion from the bad convergence of the weak-coupling expansion
of QCD free energy in Section 2.3 is that the quark-gluon plasma is completely non-
perturbative, and that it can only be studied by nonperturbative methods like lattice
gauge theory. This would be a very unfortunate conclusion from the perspective of
the search for the quark-gluon plasma. Real-time processes can serve as the signa-
tures for a quark-gluon plasma at intermediate coupling. While lattice gauge theory
can be used to calculate thermodynamic properties [54, 53], its application to dynami-
cal quantities currently suffers from large systematic errors [55, 56].
There is another possible interpretation of the failure of the conventional pertur-
bation series. It could simply be a signal that we are using the wrong degrees of freedom.
Naive perturbation theory is an expansion around an ideal gas of massless quarks and
gluons. This generates infrared divergences that must be rendered ﬁnite either by re-
summing inﬁnite classes of diagrams or by nonperturbative methods. While such a
procedure gives a well-deﬁned weak-coupling expansion, in practice the coefﬁcients
seem to be too large for the expansion to be of any use. It is possible that another
choice for the degrees of freedom would generate diagrams with better infrared be-
havior and successive approximations with better convergence properties.
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The high-temperature limit of QCD provides a clue as to what those degrees of
freedom might be. In this limit, quarks and gluons are quasiparticles with temperature-
dependent masses [57, 58, 47]. Furthermore, quarks and gluons acquire additional
propagating degrees of freedom: in addition to the two usual transverse polarization
modesof thegluon, there is a collective modewithlongitudinal polarization called the
plasmon; in addition to the two usual spin states of a quark, there is a collective mode
with two spin states called the plasmino. The quasiparticle mass of the gluon is also
intimately tied to the screening properties of the plasma. Chromoelectric ﬁelds are
screened by the Debye mechanism beyond a screening length of ∼ 1/mD where mD
is the gluon quasiparticle mass. Oscillating chromomagnetic ﬁelds are also screened,
with a screening length that scales like (m2
Dω)−1/3, where ω is the frequency. At very
low frequencies (ω of order α2
sT), nonperturbative effects take over, so that static chro-
momagnetic ﬁelds have a screening length of order 1/(αsT).
Quasiparticle masses, collective modes, and screening are all tied together by
gauge invariance. The problem is therefore how to incorporate plasma effects into
the perturbation expansion for QCD while preserving gauge invariance. This prob-
lem was solved at leading order in g by Braaten and Pisarski [16]. They developed
a method called hard-thermal-loop (HTL) resummation for summing all Feynman dia-
grams that are leading order in g for amplitudes involving soft external momenta of
order gT. This methodcan be usedto systematically calculate higherordercorrections
as an expansion in powers of g.
As one step further for resumming graphs, Andersen, Braaten and Strickland in-
troduced hard-thermal-loop perturbation theory (HTLpt) [20], which is essentially a re-
organization of the conventional perturbation expansion for QCD that selectively re-
sums higher order effects related to quasiparticles and screening.
3.2 Formalism
HTLptis formulated in Minkowskispace, thereforeit applies to boththermodynamics
and real-time dynamics straightforwardly. We use pure-glue QCD next as an example
to show the formalism of the theory. Note that all the discussions here apply equally
to the case with quarks. The Minkowskian Lagrangian density that generates the per-







+ Lgf + Lghost + ∆LQCD, (3.2.1)
where G ν = ∂ Aν − ∂νA  − ig[A , Aν] is the gluon ﬁeld strength and A  is the gluon
ﬁeld expressed as a matrix in the SU(Nc) algebra. The ghost term Lghost depends on
the choice of the gauge-ﬁxing term Lgf.
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The perturbative expansion in powers of g generates ultraviolet divergences. The
renormalizability of perturbative QCD guarantees that all divergences in physical
quantities can be removed by renormalization of the coupling constant αs = g2/4π.
There is no need for wavefunction renormalization, because physical quantities are
independent of the normalization of the ﬁeld. There is also no need for renormaliza-
tion of the gauge parameter, because physical quantities are independent of the gauge
parameter.
Hard-thermal-loop perturbation theory is a reorganization of the perturbation se-
ries for thermal gauge theories with the Lagrangian density written as






+ ∆LHTL . (3.2.2)
The HTL-improvement term appearing above is (1− δ) times the isotropic HTL effec-


















where D  is the covariant derivative in the adjoint representation, y  = (1, ˆ y) is a
light-like four-vector, and  ... ˆ y represents the average over the directions of ˆ y. The
term (3.2.3) has the form of the effective Lagrangian that would be induced by a
rotationally-invariant ensemble of charged sources with inﬁnitely high momentum.
Note that the covariant derivatives in the denominators make the HTL-improvement
terms gauge invariant by modifying all n-point functions self-consistently. The param-
eter mD can be identiﬁed with the Debye screening mass.
HTLpt is deﬁned by treating δ as a formal expansion parameter [59] ∗. Physical
observables are calculated in HTLpt by expanding them in powers of δ, truncating
at some speciﬁed order, and then setting δ = 1. This deﬁnes a reorganization of the
perturbation series in which the effects of the m2
D term in (3.2.3) are included to all
orders but then systematically subtracted out at higher orders in perturbation theory
by the δm2
D term in (3.2.3). If we set δ = 1, the Lagrangian (3.2.2) reduces to the QCD
Lagrangian (3.2.1); while the free Lagrangian, which reads LQCD + LHTL, is obtained
by setting δ = 0 and describes gluon quasiparticles with screening masses mD.
We stress here that the δ expansion is equivalent to loop expansion, i.e. leading
order (LO) δ expansion is one loop, next-to-leading order (NLO) is two loops, next-to-
next-to-leading order (NNLO) is three loops, and so on. If the expansion in δ could be
calculated to all orders, the ﬁnal result would not depend on mD when we set δ = 1.
However, any truncation of the expansion in δ produces results that depend on mD.
∗For applications of this so-called linear delta expansion other than HTLpt, please see Ref. [60] for a
broad but far from complete list.
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Some prescription is required to determine mD as a function of T and α. In the next
two chapters we will discuss different mass prescriptions.
The HTL perturbation expansion generates ultraviolet divergences. In QCD per-
turbation theory, renormalizability constrains the ultraviolet divergences to have a
form that can be cancelled by the counterterm Lagrangian ∆LQCD. We will demon-
strate that renormalized perturbation theory can be implemented by including a coun-
terterm Lagrangian ∆LHTL among the interaction terms in (3.2.2). There is no proof
that the HTL perturbation expansion is renormalizable, so the general structure of the
ultraviolet divergences is not known; however, it was shown in previous papers [21]
that it was possible to renormalize the NLO HTLpt prediction for the free energy of
QCD using only a vacuum counterterm, a Debye mass counterterm, and a fermion
mass counterterm. In this dissertation we will show that renormalization is also pos-
sible at NNLO.
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are treated as perturbations. The propagator can be decomposed into transverse and












p = n  − p (n p/p2) with n = (1,0) being the vectorthat speciﬁes the thermal


















with T 00(p,−p) deﬁned in (A.1.15). Note that there are also HTL vertex corrections
which are given by similar but somewhat more complicated expressions which can be
found in Refs. [16, 21, 61].
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Figure 3.1: Longitudinal and transverse dispersion relations. This ﬁgure is adapted from
Ref. [19].
As mentioned above, HTLpt is a systematic framework for performing calcula-
tions in thermal gauge theories which is gauge invariant by construction. It systemat-
ically includes several physical effects of the plasma such as the propagation of mas-
sive particles, screening of interactions, and Landau damping. We brieﬂy comment
on these issues next.
3.2.1 Massive quasiparticles
The HTL self-energies are included in the zeroth order propagators which results in
the resummed HTL propagator for gluons. The dispersion relations for the transverse
and longitudinal gluonic degrees of freedom are determined by locating the zeros of
the inverse propagator which gives the following two equations
ω2
T − k2 − ΠT(ωT,k) = 0 , (3.2.9)
k2 + ΠL(ωL,k) = 0 . (3.2.10)
The dispersion relations for transverse and longitudinal gluons are shown in Fig. 3.1.
As can been seenfrom this Figure bothmodes approach a constant in the limit of small
momentum and approach the light-cone in the limit of large momentum.
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3.2.2 Screening
HTLpt also includes screening of interactions which can be seen by examining the
static limit of the HTL propagators. For instance, the inclusion of the longitudinal self-









This result shows that chromoelectric ﬁelds are screened on a scale r ∼ m−1
D . Like-
wise, the screening of long wavelength chromomagnetic ﬁelds is determined by the







This shows that there is no screening of static magnetic ﬁelds meaning that the mag-
netic mass problem of non-Abelian gauge theories at high temperature is not solved
by HTL resummation. However, HTL resummation does give dynamical screening





3. Note that the divergences associated with the absence of
static magnetic screening do not pose a problem until four-loop order; however, at
four loops the lack of static magnetic screening gives rise to infrared divergences that
cause perturbation theory to break down.
3.2.3 Landau damping
The transverse and longitudinal HTL self-energies also contain the physics of Landau
damping. Landau damping represents a transfer of energy from the soft modes to the
hard modes for spacelike momentum. This can be seen from the analytic structure
of the self-energies given by Eqs. (2.2.18) and (2.2.19). Because of the logarithms ap-
pearing in these functions there is an imaginary contribution to the self-energies for
−k < ω < k which gives the rate of energy transfer from the soft to hard modes. Note
that ignoring this contribution leads to gauge variant and unrenormalizable results.
3.3 Technicalities
Calculations in HTLpt are much more difﬁcult than in ordinary perturbative QCD,
because the Feynman rules are more complicated. In spite of the complexity of the
Feynman rules, calculations do appear to be tractable with the help of the following
techniques. Due to the fact that only thermodynamic quantities are considered in this
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dissertation, from now on we switch the discussions to Euclidean space for conve-
nience.
3.3.1 Mass expansion
The calculation of the free energy in HTLpt involves the evaluation of vacuum dia-
grams. In Refs. [20, 21], the free energy was reduced to scalar sum-integrals. The
one-loop free energy were evaluated exactly by replacing the sums by contour inte-
grals, extracting the poles in ǫ, and then reducing the momentum integrals to inte-
grals that were at most two-dimensional and could therefore be easily evaluated nu-
merically. Evaluating two-loop free energy exactly would involve the evaluation of
ﬁve-dimensional numerical integrals which turned out to be intractable. Therefore
attacking the third loop in this way is hopeless.
The fact that mD ∼ gT suggeststhat mD/T can be treated as an expansionparame-
ter of order g in terms of which the sum-integrals can be further expanded [31]. It was
shown that the ﬁrst few terms in the mD/T expansion of the sum-integrals gave a sur-
prisingly accurate approximation to the exact result [20, 31]. We will adopt this mass
expansion trick in the calculation of three-loop HTL free energy in the next two chap-
ters. We will carry out the mD/T expansion to high enough order to include all terms
through order g5 if mD/T is taken to be of order g. The two-loop approximation will
be perturbatively accurate to order g3 and the three-loop approximation accurate to
order g5. We demonstrate next how the mass expansion works by using the simplest
example of one-loop photon diagram (1a) in Fig. 4.2.
The expression of the one-loop photon diagram (1a) in Fig. 4.2 after taking into







{(d − 1)log[−∆T(P)] + log∆L(P)}. (3.3.1)
After plugging in (3.2.5) and (3.2.6) for ∆T/L with ΠT/L deﬁned in (3.2.7) and (3.2.8)
and expanding to second order in m2




















































Note that the integrands log
￿
p2￿
and 1/p4 have no scale, so the corresponding sum-












































with sum-integrals listed in App. B. All the other diagrams are to be evaluated in the
same spirit.
3.3.2 Simpliﬁed δ expansion
Wehave introducedthe1−δ descriptionin(3.2.3). Thepurposeofdoingsois todistin-
guishinteractions from thefree part in theLagrangian by associating every interaction
term with a label δ. The subtracted m2
D term in (3.2.2) generates self-energy and vertex
insertions that systematically eliminate the effects of the added m2
D term from lower
orders. The number of the diagrams with self-energy and vertex insertions grows
exponentially as we go to higher and higher orders in the δ expansion. Therefore eval-
uating each diagram individually would become hopeless at higher loop order. Since
all the self-energy and vertex insertions originate from the (1 − δ)m2
D term in (3.2.3),
the diagrams with self-energy and vertex insertions can be obtained by substituting
m2
D → (1 − δ)m2
D in the original diagrams and expanding to appropriate order in
δ. The δ expansion for hard contributions is trivial since the mD dependence in hard
modes only enters as multiplicative factors which are of even order in mD. The δ ex-
pansion for soft contributions are much more involved due to the fact that mD also
appears in denominators for the soft contributions. We use again the one-loop photon
diagram (1a) in Fig. 4.2 next to show how to carry out the δ expansion.
















D → (1 − δ)m2
D and expanding to order δ2 to include all terms

















































from which the one-loop photon diagram with one and two self-energy insertions, i.e.
(2c) in Fig. 4.2 and (3h) in Fig. 4.3, are generated systematically. In the following chap-
ters we will show that with the help of δ expansion, the evaluation of the diagrams
with self-energy and vertex insertions becomes incredibly simple and straightforward.
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QED Thermodynamics to Three
Loops
The thermodynamics of QED is studied in this chapter using the hard-thermal-loop
perturbation theory reorganization of ﬁnite-temperature gauge theory. We calculate
the free energy throughthree loops by a dual expansion in mD/T, mf/T and e2, where
mD and mf are thermal masses and e is the coupling constant. The results demonstrate
that the hard-thermal-loop perturbation reorganization improves the convergence of
the successive approximations to the QED free energy at large coupling, e ∼ 2. The
reorganization is gauge invariant by construction, and due to cancellation among var-
ious contributions during renormalization, we obtain a completely analytic result for
theresummedthermodynamicpotentialatthreeloops. Thischapteris basedon: Three-
loop HTL free energy for QED, J. O. Andersen, M. Strickland and N. Su, Phys. Rev. D 80,
085015 (2009).
4.1 Introduction
The weak-coupling expansion of the QED free energy is known to order e5 [5, 6, 9–11].
InFig. 4.1 weshowthe successiveperturbativeapproximations to theQED free energy.
As can be seenfrom this ﬁgure, at couplings larger than e ∼ 1 the QED weak-coupling
approximations also exhibit poor convergence which is as bad as its counterpart in
QCD.
In spite of the complexity of the Feynman rules, calculations with HTLpt do ap-
pear to be tractable. Andersen, Braaten, Petitgirard, and Strickland have demon-
strated this by calculating the next-to-leading order (NLO) free energy for QCD [21].
Although their results showed striking improvement of convergence comparing to
the naive weak-coupling expansion, there were still problems remained at two-loop
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Figure 4.1: Successive perturbative approximations to the QED pressure (negative of the
free energy). Each band corresponds to a truncated weak-coupling expansion accurate to
order e2, e3, e4, and e5, respectively. Shaded bands correspond to variation of the renor-
malization scale   between πT and 4πT.
order. First, both the leading order (LO) and NLO free energies have a wrong cur-
vature below 2Tc. Instead of going down the results rise up towards Tc. This is due
to the fact that the truncation order in the dual expansion was g5 and the NLO ap-
proximation is only perturbatively accurate to order g3. The missing g4 and g5 terms
will enter at three loops. Second, in the NLO renormalization only vacuum and mass
counterterms were needed, therefore the self-consistent running coupling could not
be derived systematically from the calculation and it had to be added by hand in the
results. The coupling constant renormalization also enters at three-loop order. There-
fore it is clear that in order to complete the calculation, we need to attack the third
loop. However, comparing to Abelian case, a direct three-loop non-Abelian calcula-
tion might cause unnecessary complications which should not be the main concern,
we therefore decided to use QED as a test case to develop the necessary techniques for
attacking QCD.
4.2 HTL perturbation theory




F νF ν + i ¯ ψγ D ψ + Lgf + Lgh + ∆LQED . (4.2.1)
Here the ﬁeld strength is F ν = ∂ Aν − ∂νA  and the covariant derivative is D  =
∂  + ieA . The ghost term Lgh depends on the gauge-ﬁxing term Lgf. In this chapter
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∂ A ￿2 , (4.2.2)
with ξ being the gauge-ﬁxing parameter. In this class of gauges, the ghost term decou-
ples from the other ﬁelds.
The HTLpt Lagrangian density for QED is written as






+ ∆LHTL , (4.2.3)













β + (1− δ)im2
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with the parameter mD identiﬁed with the Debye screening mass and the parameter
mf identiﬁed as the induced ﬁnite-temperature electron mass.
Although the renormalizability of the HTL perturbation expansion has not yet
been proven, the renormalization was achieved at NLO for the free energy of QCD
using only a vacuum energy counterterm, a Debye mass counterterm, and a quark
mass counterterm [21]. In this chapter we will show that this is also possible at next-
to-next-to-leading order (NNLO) with the introduction of a new coupling constant
counterterm which coincides with its perturbative value at zero temperature giving































As discussed in Section 3.2 a prescription is required to determine mD and mf
as a function of T and α when truncating at a ﬁnite order in δ. As one possibility
we will treat both as variational parameters that should be determined by minimiz-
ing the free energy. If we denote the free energy truncated at some order in δ by
Ω(T,α,mD,mf, ,δ), our prescription is
∂
∂mD
Ω(T,α,mD,mf, ,δ = 1) = 0 , (4.2.9)
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Figure 4.2: Diagrams contributing through NLO in HTLpt. The undulating lines are pho-
ton propagators and the solid lines are fermion propagators. A circle with a Π indicates a
photon self-energyinsertion and a circle with a Σ indicates afermion self-energyinsertion.
All propagators and vertices shown are HTL-resummed propagators and vertices.
∂
∂mf
Ω(T,α,mD,mf, ,δ = 1) = 0 . (4.2.10)
Since Ω(T,α,mD,mf, ,δ = 1) is a function of the variational parameters mD and mf,
we will refer to it as the thermodynamic potential. We will refer to the variational equa-
tions (4.2.9) and (4.2.10) as the gap equations. The free energy F is obtained by eval-
uating the thermodynamic potential at the solution to the gap equations (4.2.9) and
(4.2.10). Other thermodynamic functions can then be obtained by taking appropriate
derivatives of F with respect to T.
4.3 Diagrams for the thermodynamic potential
In this section, we list the expressions for the diagrams that contribute to the ther-
modynamic potential through order δ2, aka NNLO, in HTL perturbation theory. The
diagrams are shown in Figs. 4.2, 4.3, and 4.4. Because of our dual truncation in mD,
mf, and e the diagrams listed in Fig. 4.4 do not contribute to our ﬁnal expression so
we will not explicitly list their integral representations. The expressions here will be
given in Euclidean space; however, in Appendix A we present the HTLpt Feynman
rules in Minkowski space.
The thermodynamic potential at leading order in HTL perturbation theory for
QED with Nf massless electrons is
ΩLO = F1a + NfF1b + ∆0E0 . (4.3.1)







{(d − 1)log[−∆T(P)] + log∆L(P)}. (4.3.2)
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Figure 4.3: Diagrams contributing to NNLO in HTLpt through order e5. The undulating
lines are photon propagators and the solid lines are fermion propagators. A circle with
a Π indicates a photon self-energy insertion and a circle with a Σ indicates a fermion
self-energy insertion. The propagators are HTL-resummed propagators and the black
dots indicate HTL-resummed vertices. The lettered vertices indicate that only the HTL
correction is included.
Figure 4.4: Diagrams contributing to NNLO in HTLpt beyond order e5. The diagrams
in the ﬁrst line above ﬁrst contribute at order e8 and the second line at order e6. The
undulating lines are photon propagators and the solid lines are fermion propagators. All
propagators and vertices shown are HTL-resummed propagators and vertices.
ThetransverseandlongitudinalHTLpropagators∆T(P) and ∆L(P) are givenin(A.12.2)




logdet[P / − Σ(P)] . (4.3.3)






The thermodynamic potential at NLO in HTL perturbation theory can be written
as
ΩNLO = ΩLO + Nf (F2a + F2b + F2d) + F2c + ∆1E0
















































Tr[Γ ν(P,−P,Q,Q)S(Q)]∆ ν(P) , (4.3.10)
where R = Q − P. The contribution from the HTL photon counterterm diagram with







Π ν(P)∆ ν(P) . (4.3.11)






The role of the counterterm diagrams (2c) and (2d) is to avoid overcounting of dia-
grams when using effective propagators in (1a) and (1b). Similarly, the role of coun-
terterm diagram (3k) is to avoid overcounting when using effective vertices in (2a).
The thermodynamic potential at NNLO in HTL perturbation theory can be writ-
ten as
ΩNNLO = ΩNLO + N2
f(F3c + F3j) + Nf(F3a + F3b + F3d + F3e + F3f + F3g + F3i
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where ∆2E0, ∆2m2
D, ∆2m2
f, and ∆1α are terms of order δ2 in the vacuum energy, mass

























Tr[Γ (−P,Q − P,Q)S(Q)Γα(Q − R,Q, R)S(R)Γν(P, R, R − P)
×S(R − P)Γβ(−Q + R, R − P,Q − P)S(Q − P)
i









Γ (P, P+ Q,Q)S(Q)Γβ(−R + Q,Q, R)S(R)Γα(R − Q, R,Q)









Γ (P, P+ Q,Q)S(Q)Γβ(−P,Q, P+ Q)S(P + Q)
i












×Tr[Γ (P, P + Q,Q)S(Q)Γν(−P,Q, P + Q)S(P + Q)] . (4.3.20)
The contributions from the two-loop diagrams with electron-photon three- and















Tr[Γ ν(P,−P,Q,Q)S(Q)]∆ α(P)Παβ(P)∆βν(P) , (4.3.22)
where R = Q − P.
The contributions from the two-loop diagrams with the electron-photonthree and
















∆ ν(P)Tr[Γ ν(P,−P,Q,Q)S(Q)Σ(Q)S(Q)] , (4.3.24)
where R = Q − P.
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Π ν(P)∆να(P)Παβ(P)∆β (P) . (4.3.25)
















￿ ˜ T  (P,Q, R)S(Q)Γν(P,Q, R)S(R)
￿







Tr[Γ ν(P,−P,Q,Q)S(Q)]∆ ν(P) , (4.3.28)
where ˜ T   is the HTL correction term given in Eq. (A.8.2). Note also that diagram (3l)
is the same as (2b) since there is no tree-level electron-photon four-vertex.
In the remainder of this chapter, we work in Landau gauge (ξ = 0), but we em-
phasize that the HTL perturbation theory method of reorganization is gauge-ﬁxing
independent to all orders in δ (loop expansion) by construction.
4.4 Expansion in the mass parameters
In this section we carry out the mass expansion for all the diagrams listed in the last
section to high enough order to include all terms through order e5 if mD and mf are
taken to be of order e. The NLO approximation will be perturbatively accurate to
order e3 and the NNLO approximation accurate to order e5.
The free energy can be divided into contributions from hard and soft momenta.
In the one-loop diagrams, the contributions are either hard (h) or soft (s), while at
two-loop level, there are hard-hard (hh) and hard-soft (hs) contributions. There are
no soft-soft (ss) contributions since one of the loop momenta is fermionic and always
hard. At three loops there are hard-hard-hard (hhh), hard-hard-soft (hhs), and hard-
soft-soft (hss) contributions. There are no soft-soft-soft (sss) contributions, again due
to the hard fermionic lines.
In the process of the calculation we will see that there are many cancellations be-
tween the lower-order HTL-improved diagrams and the higher-order HTL-improved
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counterterm diagrams. This is by construction and is part of the systematic way in
which HTLpt converges to the known perturbative expansion. For example, one can
see that diagrams (2c) and (3h) subtract out the modiﬁcation of the hard gluon propa-
gator due to the HTL-improvement of the propagator in diagram (1a). Likewise, one
expects cancellations to occur between diagrams (1b), (2d) and (3i); (2a), (3d), (3e) and




For hard momenta, the self-energies are suppressed by mD/T and mf/T relative to
the inverse free propagators, so we can expand in powers of ΠT(P), ΠL(P), and Σ(P).











































































The one-loop graph with a photon self-energy insertion (2c) has an explicit factor of
m2































































The one-loop graph with two photon self-energy insertions (3h) must be expanded to























































This is the free energy of an ideal gas of photons.












































































































The one-loop fermion loop with two self-energy insertions (3i) must be expanded to
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This is the free energy of an ideal gas of a single massless fermion.
Soft contribution
The soft contributions in the diagrams (1a), (2c), and (3h) arise from the P0 = 0 term
in the sum-integral. At soft momentum P = (0,p), the HTL self-energy functions
reduce to ΠT(P) = 0 and ΠL(P) = m2
D. The transverse term vanishes in dimensional
regularization because there is no momentum scale in the integral over p. Thus the



































































Note that we have kept the terms through order ǫ in Eqs. (4.4.9) and (4.4.10) as they
are required in the calculation of the contributions due to counterterms. There is no
soft contribution from the leading-order fermion term (4.3.3) or from the HTL coun-
terterms (4.3.12) and (4.3.26).
4.4.2 Two-loop sum-integrals
For hard momenta, the self-energies are suppressed by mD/T and mf/T relative to
the inverse free propagators, so we can expand in powers of ΠT, ΠL, and Σ.
(hh) contribution
The (hh) contribution from (4.3.9) and (4.3.10) was calculated in Ref. [21] and reads
F
(hh)


































































































































































Consider next the (hh) contribution from (4.3.21) and (4.3.22). The easiest way to cal-
















































































We also needthe (hh) contributions from the diagrams (3e), (3g), (3k), and (3l) The ﬁrst
two diagrams are given by (4.3.23), (4.3.24), while the last remaining ones are given
by (4.3.27) and (4.3.28). The easiest way to calculate these contributions is to expand


























































The sum of the terms in (4.4.12)–(4.4.14) is very simple
F
(hh)


















This is the two-loop contribution from the perturbative expansion of the free energy
in QED.
(hs) contribution
In the (hs) region, the momentum P is soft. The momenta Q and R are always hard.
The function that multiplies the soft propagator ∆T(0,p), ∆L(0,p), or ∆X(0,p) can be
expanded in powers of the soft momentum p. The soft propagators ∆T(0,p), ∆L(0,p),
and ∆X(0,p) are deﬁned in Eqs. (A.2.4), (A.2.5) and (A.2.10), respectively. In the case
of ∆T(0,p), the resulting integrals over p have no scale and they vanish in dimen-
sional regularization. The integration measure
R
p scales like m3
D, the soft propagators
∆L(0,p) and ∆X(0,p) scale like 1/m2












































































































The (hs) contribution from (4.3.21) and (4.3.22) can again be calculated from the dia-
grams (2a) and (2b) by Taylor expanding their contribution to ﬁrst order in m2
D. This




























































































We also need the (hs) contributions from the diagrams (3e), (3g), (3k), and (3l) Again
we calculate their contributions by expanding the two-loop diagrams (2a) and (2b) to






































If all three loop momenta are hard, we can expand the propagators in powers of
Π ν(P) and Σ(P). Through order e5, we can use bare propagators and vertices. The










P2Q2R2(P + Q + R)2




P2Q2R2(P + Q + R)2




















P2Q2R2(P + Q + R)2
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P2Q2R2(P + Q)2(P + R)2














P4Q2R2(P + Q)2(P + R)2 . (4.4.19)












































T4 [35 − 32log2] . (4.4.20)
(hhs) contribution
The diagrams (3a) and (3b) are both infrared ﬁnite in the limit mD → 0. This implies
that the e5 contribution is given by using a dressed longitudinal propagator and bare
vertices. The ring diagram (3c) is infrared divergent in that limit. The contribution
through e5 is obtained by expanding in powers of self-energies and vertices. Finally,
the diagram (3j) also gives a contribution of order e5. Since the electron-photon four-
vertexis already of order e2m2
f, we can use a dressedlongitudinal propagator and bare
fermion propagators as well as bare electron-photonthree-vertices. Note that both (3c)
and (3j) are proportional to N2




































Q2R4(Q + R)2 , (4.4.21)
F
(hhs)




































































































































The (hss) modes ﬁrst start to contribute at order e6, and therefore at our truncation
order the (hss) contributions vanish.
(sss) contribution
There are no contributions from the (sss) sector since fermionic momenta are always
hard.
4.5 Thermodynamic potentials
In this section we present the ﬁnal renormalized thermodynamic potential explicitly
through order δ2, aka NNLO. The ﬁnal NNLO expression is completely analytic; how-
ever, there are some numerically determined constants which remain in the ﬁnal ex-
pressions at NLO.
4.5.1 Leading order
The complete expression for the leading order thermodynamic potential is given by













D − 30Nf ˆ m2
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The renormalization contributions at ﬁrst order in δ are











Using the results listed in Eqs. (4.3.6), (4.3.7), and (4.3.8), the complete contribution
























































Adding the NLO counterterms (4.5.6) to the contributions from the various NLO dia-































































+ γ + 2log2
￿
ˆ m3





The renormalization contributions at second order in δ are


















































Using the results listed in Eqs. (4.3.14), (4.3.15), and (4.3.16), the complete contribution




































































































Adding the NNLO counterterms (4.5.9) to the contributions from the various NNLO
diagrams, we obtain the renormalized NNLO thermodynamic potential. We note that
at NNLO all numerically determined coefﬁcients of order ǫ0 drop out and we are left
































+ γ + 2log2
￿
ˆ m3




























































+ γ + 2log2
￿






We note that the coupling constant counterterm listed in Eq. (4.2.5) coincides with
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Below we will present results as a function of e evaluated at the renormalization scale
2πT. Note that when the free energy is evaluated at a scale different than   = 2πT we
use Eq. (4.5.11) to determine the value of the coupling at   = 2πT.
We have already seen that there are several cancellations that take place alge-
braically, irrespective of the values of mD and mf. For example the (hh) contribution
from thetwo-loopdiagrams (2a) and (2b) cancel against the(hh) contribution from the
diagrams (3d), (3e), (3f), and (3g). As long as only hard momenta are involved, these
cancellations will always take place once the relevant sum-integrals are expanded in
powers of mD/T and mf/T. This is no longer the case when soft momenta are in-
volved. However,furthercancellations dotakeplace ifonechoosestheweak-coupling
















the terms proportional to m2
f in ΩNNLO cancel algebraically and HTLpt reduces to the
weak-coupling result for the free energy through e5. This reduction is by construction
in HTLpt which also provides a consistency check that in the weak-coupling limit,
HTLpt coincidences with weak-coupling expansion.
4.6 Free energy
The mass parameters mD and mf in hard-thermal-loop perturbationtheory are in prin-
ciple completely arbitrary. To complete a calculation, it is necessary to specify mD and
mf as functions of e and T. In this section we will consider two possible mass prescrip-
tions in order to see how much the results vary given the two different assumptions.
First we will consider the variational solution resulting from the thermodynamic po-
tential, Eqs. (4.2.9) and (4.2.10), and second we will consider using the e5 perturbative
expansion of the Debye mass [62, 10] and the e3 perturbative expansion of the fermion
mass [63].
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4.6.1 Variational Debye mass
The NLO and NNLO variational Debye mass is determined by solving Eqs. (4.2.9)
and (4.2.10) using the NLO and NNLO expressions for the thermodynamic potential,
respectively. The free energy is then obtained by evaluating the NLO and NNLO
thermodynamic potentials, (4.5.7) and (4.5.10), at the solution to the gap equations
(4.2.9) and (4.2.10). Note that at NNLO the gap equation for the fermion mass is trivial

























































In Figs. 4.5, 4.6 and 4.7 we plot the NLO and NNLO HTLpt predictions for the
free energy of QED with Nf = 1. As can be seen in Fig. 4.7 the renormalization scale
variation of the resultsdecreasesas one goesfrom NLO to NNLO.This is in contrastto
weak-coupling expansions for which the scale variation can increase as the truncation
order is increased.
Figure 4.5: NLO HTLpt predictions for the free energy of QED with Nf = 1 and the
variational Debye mass. Different curves correspond to varying the renormalization scale
  by a factor of 2 around   = 2πT.
One troublesome issue with the variational Debye mass is that at NNLO the so-
lutions to (4.6.1) have a small imaginary part. The NNLO gap equation (4.6.1) is
quadratic in m2
D, so it has two complex conjugate solutions for m2
D. Although the
solutions are real for large couplings, they become complex when the coupling is
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Figure 4.6: Real (top panel) and imaginary (bottom panel) parts of NNLO HTLpt predic-
tions for the free energy of QED with Nf = 1 and the variational Debye mass. Different
curvescorrespond to varying the renormalization scale   by afactor of 2 around   = 2πT.
smaller than a critical value, e.g. the critical value for Nf = 1 and   = 2πT is
e(2πT) = 3.38946. For small coupling and ﬁnite Nf, the variational Debye masses










e3T2 + O(e4) , (4.6.2)
which reproduces the weak-coupling result (4.6.3) at leading order, however the e3
term becomes imaginary which starts to deviate from the weak-coupling result. It
should be mentioned that as Nf → ∞, the critical value below which mD becomes
complex goes to zero. We plot the imaginary part of the free energy which results
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Figure 4.7: A comparison of the renormalization scale variations between NLO and
NNLO HTLpt predictions for the free energy of QED with Nf = 1 and the variational
Debye mass. The bands correspond to varying the renormalization scale   by a factor of
2 around   = 2πT.
from these imaginary contributions to the variational Debye mass in Fig. 4.6 (bottom
panel). The imaginary contributions to the variational Debye mass come with both a
positiveandnegativesigncorrespondingtothetwopossiblesolutionstothequadratic
variational gap equation. The positive sign would indicate an unstable solution while
the negative sign would indicate a damped solution. These imaginary parts are most
likely an artifact of the dual truncation at order e5; however, without extending the
truncation to higher order, it is difﬁcult to say. They do not occur at NLO in HTLpt
in either QED or QCD. We note that a similar effect has also been observed in NNLO
scalar φ4 theory [30] and Yang-Mills theory [23, 24]. Because of this complication, in
the next subsection we will discuss a different mass prescription in order to assess the
impact of these small imaginary parts.
4.6.2 Perturbative Debye and fermion masses
The perturbative Debye and fermion masses for QED have been calculated through


































Plugging(4.6.3) and (4.6.4) into the NLOand NNLOthermodynamicpotentials, (4.5.7)
and (4.5.10), we obtain the results shown in Fig. 4.8. The renormalization scale varia-
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tion is quite small in the NNLO result.
Figure 4.8: A comparison of the renormalization scale variations between NLO and
NNLO HTLpt predictions for the free energy of QED with Nf = 1 using the perturba-
tive thermal masses given in Eqs. (4.6.3) and (4.6.4). The bands correspond to varying the
renormalization scale   by a factor of 2 around   = 2πT.
4.6.3 Comparison with the Φ-derivable approach
Having obtained the NNLO HTLpt result for the free energy we can now compare
the results obtained using this reorganization with results obtained within the Φ-
derivable approach. In Fig. 4.9 we show a comparison of our NNLO HTLpt results
withathree-loopcalculation obtainedpreviouslyusingatruncatedthree-loopΦ-derivable
approximation [64]. For the NNLO HTLpt prediction we show the results obtained
using both the variational and perturbative mass prescriptions. As can be seen from
this ﬁgure, there is very good agreement between the NNLO Φ-derivable and HTLpt
approaches out to large coupling. The difference between these two predictions at
e = 2.4 is merely 0.6%. In all cases we have chosen the renormalization scale to be
  = 2πT.
As a further consistency check, in Fig. 4.10 we show a comparison between the
untruncated two-loop numerical Φ-derivable approach calculation of Ref. [65] and
our NLO HTLpt result using the variational mass. In both cases we have chosen the
renormalization scale to be   = 2πT. From this ﬁgure we see that there is a rea-
sonable agreement between the NLO numerical Φ-derivable and NLO HTLpt results;
however, the agreement is not as good as the corresponding NNLO results shown in
Fig. 4.9.
We note that the results of [65] were computed in the Landau gauge (ξ = 0). As
detailed in their paper, their result is gauge dependent. Such gauge dependence is
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Figure 4.9: A comparison of the predictions for the free energy of QED with Nf = 1
between three-loop Φ-derivable approximation [64] and NNLO HTLpt at   = 2πT.
Figure 4.10: A comparison of the predictions for the free energy of QED with Nf = 1
between the two-loop 2PI approximation in Landau gauge [65] and NLO HTLpt at   =
2πT.
unavoidable in the 2PI Φ-derivable approach since it only uses dressed propagators.
In Ref. [64] it was explicitly shownthat the two-loop Φ-derivable Debye mass is gauge
independent only up to order e2, resulting in gauge variation of the free energy at
order e4. This is in agreement with general theorems stating that the gauge variance
appears at one order higher than the truncation [66].
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4.6.4 QCD free energy at large Nf
The large Nf limit is achieved by taking Nf to be large while holding e2Nf ﬁxed. The
large Nf coupling for QED is deﬁned by geff ≡ e
p
Nf. By power counting, it is easily
to see that in perturbation theory only ring diagrams survive in the large Nf limit,
which indicates the equivalence of QED and QCD at large Nf. In the large Nf limit, it
is possible to solve for the O(N0
f) contribution to the free energy exactly [67, 68]. In
Fig. 4.11 we plot the NLO and NNLO HTLpt predictions for the free energy at large




eff [69] predictions at   = e−γπT. The NLO HTLpt result seem to
diverge from the exact result around geff = 2, while the NNLO one from geff = 2.8,
however both of their large coupling behaviors qualitatively ﬁt that of the numerical
result.
Figure 4.11: A comparison of the predictions for the large Nf free energy of QED between
the numerical result from [68], NLO and NNLO HTLpt, and perturbative g4
eff through
g6
eff [69] results at   = e−γπT.
4.7 Conclusions
In this chapter we calculated the three-loop HTLpt thermodynamic potential in QED.
Having obtained this we applied two mass prescriptions, variational and perturba-
tive, to ﬁx the a priori undetermined parameters mD and mf that appear in the HTL-
improved Lagrangian. We found that the resulting expressions for the free energy
were the same to an accuracy of 0.6% at e = 2.4 giving us conﬁdence in the prediction.
Wealso comparedtheHTLptthree-loopresultwitha three-loopΦ-derivable approach
[64] and found agreement at the subpercentage level at large coupling. Besides, the
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large Nf HTLpt three-loop result is in reasonable agreement with the exact numerical
one [68].
In addition, we showed that the HTLpt NLO and NNLO approximations have
improved convergence at large coupling compared to the naively truncated weak-
coupling expansion and that the renormalization scale variation at NNLO using both
the variational and perturbative mass prescriptions was quite small. Therefore, the
NNLO HTLpt method result seems to be quite reliable. This is important since, unlike
the Φ-derivable approach, the HTLpt reorganization is gauge invariant by construc-
tion and is formulated directly in Minkowski space allowing it to, in principle, also be
applied to the calculation of dynamical quantities.
Therenormalization ofthethree-loopthermodynamicpotentialrequiredonlyknown
vacuum energy, mass, and coupling constant counterterms, and the resulting running
coupling was found to coincide with the canonical QED one-loop running. This pro-
vides further evidence that the HTLpt framework is renormalizable despite the new
divergences which are introduced during HTL improvement.
Finally, we note that at three loops we could obtain an entirely analytic expression
for the renormalized NNLO thermodynamic potential. There were a number of can-
cellations that took place during renormalization which resulted in an expression that
was independent of any numerically determined subleading coefﬁcients in the sum-





In this chapter, we study the thermodynamics of Yang-Mills theory using the hard-
thermal-loop perturbation theory in the same spirit of Chapter 4. We show that at
three-loop order hard-thermal-loop perturbation theory is compatible with lattice re-
sults for the pressure, energy density, and entropy down to temperatures T ∼ 2−3Tc.
This chapter is based on: Gluon Thermodynamics at Intermediate Coupling, J. O. Ander-
sen, M. Strickland and N. Su, Phys. Rev. Lett. 104, 122003 (2010), and Three-loop HTL
gluon thermodynamics at intermediate coupling, J. O. Andersen, M. Strickland and N. Su,
arXiv:1005.1603 [hep-ph].
5.1 Introduction
The goal of ultrarelativistic heavy-ion collision experiments is to generate energy den-
sities and temperatures high enough to create a quark-gluon plasma. One of the chief
theoretical questions which has emerged in this area is whether it is more appropriate
to describe the state of matter generated during these collisions using weakly-coupled
quantum ﬁeld theory or a strong-coupling approach based on the AdS/CFT corre-
spondence. Early data from the Relativistic Heavy Ion Collider (RHIC) at Brookhaven
National Labs indicated that the state ofmattercreated there behaved more like a ﬂuid
than a plasma and that this “quark-gluon ﬂuid” is strongly coupled [1].
In the intervening years, however, work on the perturbative side has shown that
observables like jet quenching [2] and elliptic ﬂow [3] can also be described using a
perturbative formalism. Since in phenomenological applications predictions are com-
plicated by the modeling required to describe, for example, initial-state effects, the
space-time evolution of the plasma, and hadronization of the plasma, there are sig-
niﬁcant theoretical uncertainties remaining. Therefore, one is hard put to conclude
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Figure 5.1: Weak-coupling expansion for the scaled pressure of pure-glue QCD. Shaded
bands show the result of varying the renormalization scale   by a factor of 2 around   =
2πT.
whether the plasma is strongly or weakly coupled based solely on RHIC data. To
have a cleaner testing ground one can compare theoretical calculations with results
from lattice quantum chromodynamics (QCD).
Looking forward to the upcoming heavy-ion experiments scheduled to take place
at the Large Hadron Collider (LHC) at the European Organization for Nuclear Re-
search (CERN) it is important to know if, at the higher temperatures generated, one
expectsastrongly-coupled(liquid) orweakly-coupled(plasma) descriptiontobemore
appropriate. At RHIC, initial temperatures on the order of one to two times the QCD
critical temperature, Tc ∼ 190 MeV, were obtained. At LHC, initial temperatures on
the order of 4 − 5Tc are expected. The key question is, will the generated matter be-
have more like a plasma of quasiparticles at these higher temperatures.
As is well known, the weak-coupling expansion for the free energy of SU(3) pure-
glue QCD fails to converge at phenomenologically relevant temperatures that are be-
ingcreatedinthecolliders[5, 11–13]. InFig.5.1weshowtheweak-couplingexpansion
results through order α5/2
s from which one sees severe oscillations as higher orders are
included in the expansion. Equipped with the techniques as well as the conﬁdence
from the QED calculation in Chapter 4, we are ready to generalize HTLpt to Yang-
Mills theory.
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5.2 HTL perturbation theory







+ Lgf + Lgh + ∆LYM . (5.2.1)
Here the ﬁeld strength is G ν = ∂ Aν − ∂νA  − ig[A , Aν], with A  an element of the
SU(Nc) gauge group. The ghost term Lgh depends on the gauge-ﬁxing term Lgf. In








with ξ being the gauge-ﬁxing parameter.
The HTLpt Lagrangian density for Yang-Mills theory is written as






+ ∆LHTL . (5.2.3)


















where the covariant derivative reads D  = ∂  − igA .
Similar totheQEDcase, aswewillshowHTLptforYang-Millstheoryisalso renor-
malizable at NNLO with a coupling constant counterterm, a Debye mass counterterm



























In the following we will ﬁrst obtain the thermodynamic potential Ω which is a
function of T, αs and mD. In order to get the free energy F, some prescription is re-
quired to determine mD as a function of T and αs. We will discuss severalprescriptions
in Section 5.6.
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Figure 5.2: Diagrams contributing through NLO in HTLpt. The spiral lines are gluon
propagators and the dotted lines are ghost propagators. A circle with a Π indicates a
gluon self-energyinsertion. Allpropagatorsandverticesshown areHTL-resummedprop-
agators and vertices.
Figure 5.3: Diagrams contributing to NNLO in HTLpt through order g5. The spiral lines
are gluon propagators and the dotted lines are ghost propagators. A circle with a Π in-
dicates a gluon self-energy insertion. The propagators are HTL-resummed propagators
and the black dots indicate HTL-resummed vertices. The lettered vertices indicate that
only the HTL correction is included. The yellow box in (3f) denotes the insertion of the
one-loop self-energy deﬁned in Fig. 5.4.
5.3 Diagrams for the thermodynamic potential
In this section, we list the expressions for the diagrams that contribute to the ther-
modynamic potential through order δ2, aka NNLO, in HTL perturbation theory. The
diagrams are shown in Figs. 5.2, and 5.3. A key to the diagrams is given in Fig. 5.4.
The expressions here will be given in Euclidean space; however, in Appendix A we
present the HTLpt Feynman rules in Minkowski space.
The thermodynamic potential at leading order in HTL perturbation theory for
QCD
ΩLO = (N2
c − 1)F1a+1b + ∆0E0 . (5.3.1)
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Figure 5.4: Key to the diagrams in Figs. 5.2 and 5.3.








{(d − 1)log[−∆T(P)] + log∆L(P)}. (5.3.2)
ThetransverseandlongitudinalHTLpropagators∆T(P) and ∆L(P) are givenin(A.12.2)








The thermodynamic potential at NLO in HTL perturbation theory can be written
as
ΩNLO = ΩLO + (N2
c − 1)[F2a + F2b + F2c + F2d]






where ∆1E0 and ∆1m2





























Γ ν,λσ(P,−P,Q,−Q)∆ ν(P)∆λσ(Q) , (5.3.8)
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R2Q Rν∆ ν(P) . (5.3.9)








Π ν(P)∆ ν(P) . (5.3.10)
The thermodynamic potential at NNLO in HTL perturbation theory can be writ-
ten as
ΩNNLO = ΩNLO + (N2
c − 1)
￿
F3a + F3b + F3c + F3d + F3e + F3f + F3g + F3h + F3i
+ F3j + F3k + F3l + F3m
￿























































Γαβγ(P,Q,−P − Q)∆αθ(P)∆β (Q)∆γσ(P + Q)
×Γ νδ(−Q,−R,Q+ R)∆πν(R)∆δλ(Q + R)








Rα(P + Q + R)β(P + R)γ
R2(P + R)2(P + Q + R)2 Γ λν(−P,−Q, P+ Q)








(Q + R)α(R − P)β(Q + R − P) Rν








Γαβ, ν(P,Q, R,S)Γγδ,σλ(P,Q, R,S)∆αγ(P)∆βδ(Q)∆ σ(R)∆νλ(S) ,
(5.3.18)








Γα ,γσ(P,Q, R,S)∆αβ(P)∆ ν(Q)∆γδ(R)∆σφ(S)∆θλ(P + Q)












Pα(P + Q) Pν(P + R)β
P4(P + Q)2(P + R)2 ∆ ν(Q)∆αβ(R) , (5.3.21)
where S = −(P + Q + R) and ¯ Π ν(P) is the one-loop gluon self-energy with HTL-
resummed propagators and vertices deﬁned by the yellow box in Fig. 5.4:


























Γα ν(P,Q,Q − P)Γβγδ(P,Q,Q − P)















P2(P + Q)2 ∆α (Q)Π ν(Q)∆νβ(Q) . (5.3.25)








T  λρ(P,Q,Q − P)Γνστ(P,Q,Q − P)

















Π ν(P)∆να(P)Παβ(P)∆β (P) . (5.3.28)
5.4 Expansion in the mass parameter
In this section we carry out the mass expansion for all the diagrams listed in the last
section to high enough order to include all terms through order g5 if mD is taken to
be of order g. The NLO approximation will be perturbatively accurate to order g3 and
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the NNLO approximation accurate to order g5.
The free energy can be divided into contributions from hard and soft momenta.
In the one-loop diagrams, the contributions are either hard (h) or soft (s), while at
the two-loop level, there are hard-hard (hh), hard-soft (hs), and soft-soft (ss) contribu-
tions. At three loops there are hard-hard-hard (hhh), hard-hard-soft (hhs), hard-soft-
soft (hss), and soft-soft-soft (sss) contributions.
5.4.1 Leading order
Hard contribution
For hard momenta, the self-energies are suppressed by mD/T relative to the propaga-
tors, so we can expand in powers of ΠT(P) and ΠL(P).












































































The soft contribution in the diagrams (1a) and (1b) arises from the P0 = 0 term in the
sum-integral. At soft momentum P = (0,p), the HTL self-energy functions reduce
to ΠT(P) = 0 and ΠL(P) = m2
D. The transverse term vanishes in dimensional regu-
larization because there is no momentum scale in the integral over p. Thus the soft



























We have keptthe order ǫ terms in the m2
D and m3
D terms, respectively in Eqs.(5.4.1)
and (5.4.2) since they contribute in the counterterms at next-to-leading order.
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5.4.2 Next-to-leading order
Hard contribution
The one-loop graph with a gluon self-energy insertion (2d) has an explicit factor of m2
D
































































The soft contribution from (2d) arises from the P0 = 0 term in the sum-integral. Only





















[1+ 2ǫ] . (5.4.4)
(hh) contribution
For hard momenta, the self-energies are suppressed by mD/T relative to the propa-
gators, so we can expand in powers of ΠT and ΠL. The two-loop contribution was
































q2Q2 + (d + 2)
1
Q2R2r2 − 2d

























































In the (hs) region, the momentum P is soft. The momenta Q and R are always hard.
The function that multiplies the soft propagator ∆T(0,p), ∆L(0,p) or ∆X(0,p) can be
expanded in powers of the soft momentum p. In the case of ∆T(0,p), the resulting
integrals over p have no scale and they vanish in dimensional regularization. The in-
tegration measure
R
p scales like m3
D, the soft propagators ∆L(0,p) and ∆X(0,p) scale
like 1/m2
D, and every power of p in the numerator scales like mD. The two-loop con-















































In order to facilitate the calculations, it proves useful to isolate the terms that are
speﬁcic to HTL perturbation theory. After integrating by parts and using the results





























































































The (ss) contribution was obtained by Braaten and Nieto by a two-loop calculation in
electrostatic QCD (EQCD) in three dimensions [12]. Alternatively, one can isolate the
(ss) contributions from the two-loop diagrams which were calculated by Arnold and
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We have kept the order ǫ in Eqs. (5.4.3), (5.4.4), (5.4.6), and (5.4.9) since they contribute
in the counterterms at NNLO.
5.4.3 Next-to-next-to-leading order
Hard contribution
The one-loop graph with two gluon self-energy insertions (3m) is proportional to m4
D







































The soft contribution from (3m) arises from the P0 = 0 term in the sum-integral. Only



















We also need the (hh) contribution from the diagrams (3h)-(3l). We calculate their
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P2Q2r4TR
￿

















We also need the (hs) contribution from the diagrams (3h)-(3l). Again we calculate
















































































The (ss) contribution from the two-loop diagrams with a single self-energy insertion







































We have veriﬁed this by explicitly calculating the relevant diagrams.
(hhh) contribution
If all the three loop momenta are hard, we can obtain the mD/T expansion simply by
expanding in powers of m2
D. To obtain the expansion through order g5, we can use
bare propagators and vertices. The contributions from the three-loop diagrams were


















P2Q2R2(P + Q + R)2
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−
(P − Q)4

































All the diagrams except (3f) are infrared ﬁnite in the limit mD → 0. This implies
that the g5 contribution is given by using a dressed longitudinal propagator and bare
vertices. The ring diagram (3f) is infrared divergent in that limit. The contribution





















g4(d − 1)2 ￿











































For all the diagrams that are infrared safe, the (hss) contribution is of order g4m2, i.e.















































The (sss) contribution is given by a three-loop calculation of the free energy of EQCD
in three dimensions. This calculation was performed in Ref. [12]. Alternatively, one
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Note that all the poles in ǫ cancel.
5.5 Thermodynamic potentials
In this section we present the ﬁnal renormalized thermodynamic potential explicitly
through order δ2, aka NNLO. The ﬁnal NNLO expression is completely analytic; how-
ever, there are some numerically determined constants which remain in the ﬁnal ex-
pressions at NLO.
5.5.1 Leading order
The leading order thermodynamic potential is given by the contribution from the dia-


























where Fideal is the free energy of a gas of N2
c −1 massless spin-one bosons and ˆ mD and




















The complete expression for the leading order thermodynamic potential is given by



























The renormalization contributions at ﬁrst order in δ are
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Using the results listed in Eqs. (5.3.5) and (5.3.6) the complete contribution from the









































Adding the NLO counterterms (5.5.7) to the contributions from the various NLO dia-
grams, we obtain the renormalized NLO thermodynamic potential [21]
ΩNLO = Fideal
￿
























































The renormalization contributions at second order in δ are








































































































Adding the NNLO counterterms (5.5.10) to the contributions from the various NNLO
diagrams we obtain the renormalized NNLO thermodynamic potential. We note that
at NNLO all numerically determined coefﬁcients of order ǫ0 drop out and we are left


























































































We note that the coupling constant counterterm listed in Eq. (5.2.5) coincides with







Finally, notethatifweusetheweak-couplingvalue fortheDebyemass m2
D = 4πNcαsT2/3,
the NNLO HTLpt result (5.5.11) reduces to the weak-coupling result through order g5
and we have checked that this is the case.
5.6 Thermodynamic functions
5.6.1 Mass prescriptions
The mass parameter mD in HTLpt is completely arbitrary. To complete a calculation,
it is necessary to specify mD as function of g and T. In our case this implies that the
free energy F is obtained by specifying mD as a function of T and αs in the thermody-
namic potential Ω. In this section we will discuss several prescriptions for the mass
parameter.
Variational Debye mass




Ω(T,αs,mD, ,δ = 1) = 0 . (5.6.1)























































At leading order in HTLpt, the only solution is the trivial solution, i.e. mD = 0. In
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that case, it is natural to chose the weak-coupling result for the Debye mass. This was
done in Ref. [20]. At NLO, the resulting gap equation has a nontrivial solution, which
is real for all values of the coupling [21]. At NNLO, the solution to the gap equation is
plagued by imaginary parts for all values of the coupling. The problem with complex
solutions seems to be generic since it has also been observed in screened perturbation
theory [30] and QED [22]. In those cases, however, it was complex only for small
values of the coupling.
Perturbative Debye mass
At leading order in the coupling constant g, the Debye mass is given by the static
longitudinal gluon self-energy at zero three-momentum, m2
D = ΠL(0,0), i.e.
m2









The next-to-leadingordercorrectionto the Debye mass is determinedby resummation
of one-loop diagrams with dressed vertices. Furthermore, since it sufﬁces to take into
account static modes in the loops, the HTL-corrections to the vertices also vanish. The
result, however, turns out to be logarithmically infrared divergent, which reﬂects the
sensitivity to the nonperturbative magnetic mass scale. The result was ﬁrst obtained

















where mmag is the nonperturbative magnetic mass. We will not use this mass prescrip-
tion since it involves the magnetic mass which would require input from e.g. lattice
simulations.
BN mass parameter m2
E
In the previous subsection, we saw that the Debye mass is sensitive to the nonpertur-
bative magnetic mass which is of order g2T. In QED, the situation is much better. The
Debye mass can be calculated orderby orderin e using resummed perturbationtheory.
The Debye mass then receives contributions from the scale T and eT. Effective ﬁeld
theory methods and dimensional reduction can be conveniently used to calculate sep-
arately the contributions to mD from the two scales in the problem. The contributions
∗In Ref. [71], it was shown that the gauge dependent part of the static gluon self-energy ΠL(0,k)
vanishes when it is evaluated on shell, i.e. when k2 = −m2
D. This is in accordance with general gauge-
dependece identities [44].
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to mD and otherphysical quantities from the scale T can be calculated using bare prop-
agators and vertices. The contributions from the soft scale can be calculated using an
effective three-dimensional ﬁeld theory called electrostatic QED. The parameters of
this effective theory are obtained by a matching procedure and encode the physics
from the scale T. The effective ﬁeld theory contains a massive ﬁeld A0 that up to
normalization can be identiﬁed with the zeroth component of the gauge ﬁeld in QED.
The mass parameter mE of A0 gives the contribution to the Debye mass from the hard
scale T and can be written as a power series in e2. For non-Abelian gauge theories,
the corresponding effective three-dimensional theory is called electrostatic QCD. The
mass parameter mE for the ﬁeld Aa
0 (which lives in the adjoint representation) can also
be calculated as a power series in g2. It has been determined to order g4 by Braaten
























We will use the mass parameter mE as another prescription for the Debye mass and
denote it by the Braaten Nieto (BN) mass prescription.
5.6.2 Pressure
In this subsection, we present our results for the pressure using the variational mass
prescription and the BN mass prescription.
Variational mass
In Fig. 5.5, we compare the LO, NLO, and NNLO predictions for the real part of the
pressure normalized to that of an ideal gas using the variational mass and three-loop
running of αs [70]. Shaded bands show the result of varying the renormalization scale
  by a factor of 2 around   = 2πT.
In Fig. 5.6, we show the NNLO result for the imaginary part of the pressure nor-
malized by the ideal gas pressure using the variational mass and three-loop running
of αs [70]. The imaginary part decreases with increasing temperature and is rather
small beyond 3− 4Tc.
Due tothe imaginary parts, we abandonthe variational prescriptioninthe remain-
der of the chapter.
BN mass
In Fig. 5.7, we show the HTLpt predictions for the pressure normalized to that of an
ideal gas using the BN mass prescription and one-loop running of αs in Eq. (5.5.12).
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Figure 5.5: Comparison of LO, NLO, and NNLO predictions for the scaled real part of the
pressure using the variational mass and three-loop running [70]. Shaded bands show the
result of varying the renormalization scale   by a factor of 2 around   = 2πT.
The bands are obtained by varying the renormalization scale by a factor of 2 around
  = 2πT. In Fig. 5.8, we again plot the normalized pressure, but now with three-loop
running of αs [70]. The agreement between the lattice data from Boyd et al. [54] is
very good down to temperatures of around 3Tc. Comparing Figs. 5.7–5.8 we see that
using the three-loop running, the band becomes wider. However, the difference is
signiﬁcant only for low T, where the HTLpt results disagrees with the lattice anyway.
For T > 3Tc, the prescription for the running makes very little difference.
Until recently, lattice data for thermodynamic variables only existed for tempera-
tures up to approximately 5Tc. In the paperby Endrodiet al [72], the authors calculate
the pressure on the lattice for pure-glue QCD at very large temperatures. In Fig. 5.9,
we show the results of Endrodi et al as well as Boyd et al, together with the HTLpt
NLO and NNLO predictions for the pressure using the BN mass prescription and
three-loop running of αs [70]. The two points from Ref. [72] have large error bars, but
data points are consistent with the HTLpt predictions.
It is interesting to make a comparison of convergence between HTLpt and weak-
coupling expansion. Analyzing the weak-coupling result listed in Eq. (2.3.35), we ﬁnd
for the case of SU(3) Yang-Mills theory that in order to make the magnitude of the
coefﬁcients of each order smaller than that of the previous order, one has to require
the temperature be higher than 5.36×106 Tc. However HTLpt meets the same require-
ment at temperatures higher than 25.6Tc, which is an improvement of ﬁve orders of
magnitude.
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Figure 5.6: The NNLO result for the scaled imaginary part of the pressure using the vari-
ational mass and three-loop running [70]. The two curves arises from the two complex
conjugate solutions to the gap equations. Shaded bands show the result of varying the
renormalization scale   by a factor of 2 around   = 2πT.
5.6.3 Pressure at large Nc
The large Nc limit is achieved by taking Nc to be large while holding g2Nc ﬁxed. The
large Nc coupling is deﬁned by λ ≡ g2Nc. As can be seen from Eqs. (5.5.5), (5.5.8) and
(5.5.11) that the ratios of the thermodynamic potentials over Fideal are solely functions
of λ which have no residual dependence on Nc or g after the substitution g2 → λ/Nc,
while the same is true for the BN mass (5.6.5). Therefore the scaled HTLpt thermo-
dynamics, i.e. the thermodynamics obtained by taking ratio over Fideal, is indepen-
dent of the actual number of colors Nc up to three-loop order. This is in line with a
recent lattice study by Panero [73] showing that the thermodynamics of SU(N) Yang-
Mills theories has a very mild dependence on Nc, supporting the idea that the QCD
plasma could be described by models based on the large Nc limit. In Fig. (5.10) we
plot the HTLpt predictions for the pressure at large Nc through NNLO with three-
loop running [70] at   = 2πT together with the SU(3) prue-glue lattice data from
Boyd et al. [54]. The curves in Fig. (5.10) are exactly the same as those in Fig. (5.8)
demonstrating the independence of the scaled SU(Nc) pressure with respect to Nc. It
is unknown at this stage whether higher-order HTLpt contributions would spoil this
independence,however from the comparison of the NNLO result with the lattice data,
the Nc dependence from the higher order corrections for T > 3Tc might be tiny in case
there are any.
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Figure 5.7: Comparison of LO, NLO, and NNLO predictions for the scaled pressure using
the BN mass and one-loop running (5.5.12). The points are lattice data for pure-glue with
Nc = 3fromBoydetal. [54]. Shadedbandsshow the resultof varyingtherenormalization
scale   by a factor of 2 around   = 2πT.
5.6.4 Energy density
The energy density E is deﬁned by




In Fig. 5.11, we show the LO, NLO, and NNLO predictions for energy density normal-
ized to that of an ideal gas using the BN mass prescription and three-loop running of
αs [70]. The bands show the result of varying the renormalization scale   by a factor
of 2 around   = 2πT. Our NNLO predictions are in very good agreement with the
lattice data down to T ≃ 2Tc.
5.6.5 Entropy





In Fig. 5.12, we show the entropy density normalized to that of an ideal gas using the
BN mass prescription and three-loop running of αs [70]. The points are lattice data
from Boyd et al. [54]. Our NNLO predictions are in excellent agreement with the
lattice data down to T ≃ 2Tc.
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Figure 5.8: Comparison of LO, NLO, and NNLO predictions for the scaled pressure using
the BN mass and three-loop running [70] with SU(3) pure-glue lattice data from Boyd et
al. [54]. Shaded bands show the result of varying the renormalization scale   by a factor
of 2 around   = 2πT.
5.6.6 Trace anomaly
In pure-glue QCD or in QCD with massless quarks, there is no mass scale in the La-
grangian and the theory is scale invariant. At the classical level, this implies that
the trace of the energy-momentum tensor vanishes. At the quantum level, scale in-
variance is broken by renormalization effects. It is convenient to introduce the scale
anomaly density E − 3P, which is proportional to the trace of the energy-momentum
tensor. The trace anomaly can be written as







In Fig. 5.13, we show the HTLpt predictions for the trace anomaly divided by T4 using
the BN mass prescription and three-loop running of αs [70]. The points are lattice
data from Boyd et al. [54]. For temperatures below approximately 2Tc, there is a
large discrepancy between the HTLpt predictions and the lattice. At LO and NLO, the
curves are even bending downwards.
At temperatures close to the phase transition it has been suggested that the dis-
crepancy between HTLpt resummed predictions for thermodynamics functions and,
in particular, the trace anomaly is due to inﬂuence of a dimension two condensate [74–
76] which is related to conﬁnement. Phenomenological ﬁts of lattice data which in-
clude sucha condensateshowthat the agreementwith lattice data is improved [77, 78].
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Figure 5.9: Comparison of NLO, and NNLO predictions for the scaled pressure using the
BN mass and three-loop running [70] with SU(3) pure-glue lattice data from Boyd et al.
[54] and Endrodi et al. [72]. Shaded bands show the result of varying the renormalization
scale   by a factor of 2 around   = 2πT.
Figure 5.10: Comparison of LO, NLO, and NNLO predictions for the scaled pressure at
large Nc using the BN mass and three-loop running [70] with SU(3) pure-glue lattice data
from Boyd et al. [54].   = 2πT is taken here.
Alternatively, others have constructed AdS/CFT inspired models which break confor-
mal invariance “by hand” [79–81]. These models are also able to ﬁt the thermodynam-
ical functions of QCD at temperatures close to the phase transition.
InFig. 5.14, we showthe HTLptpredictions forthe trace anomaly scaled by T2/T6
c
using the BN mass prescription and three-loop running of αs [70]. The points are
lattice data from Boyd et al. [54]. The most remarkable feature is that lattice data
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Figure 5.11: Comparison of LO, NLO, and NNLO predictions for the scaled energy den-
sity using the BN mass and three-loop running [70] with SU(3)pure-glue lattice data from
Boyd et al. [54]. Shaded bands show the result of varying the renormalization scale   by
a factor of 2 around   = 2πT.
are essentially constant over a very large temperature range. Clearly, HTLpt does not
reproduce the scaled lattice data precisely; however, the agreement is dramatically
improved when going from NLO to NNLO.
5.7 Conclusions
In this chapter, we have presented results for the LO, NLO, and NNLO thermody-
namic functions for SU(Nc) Yang-Mills theory using HTLpt. We compared our predic-
tions with lattice data for Nc = 3 and found that HTLpt is consistent with available
lattice data down to approximately T ∼ 3Tc in the case of the pressure and T ∼ 2Tc in
the case of the energy density and entropy. These results are in line with expectations
since below T ∼ 2−3Tc a simple “electric” quasiparticle approximation breaks down
due to nonperturbative chromomagnetic effects [51, 52] †. This is a nontrivial result
since, in this temperature regime the QCD coupling constant is neither inﬁnitesimally
weak nor inﬁnitely strong with g ∼ 2, or equivalently αs = g2/(4π) ∼ 0.3. Therefore,
we have a crucial test of the quasiparticle picture in the intermediate coupling regime.
The mass parameter mD in HTLpt is arbitrary and we employed two different pre-
scriptions for ﬁxing it. Unfortunately, the variational gap equation has four complex
†There have been also hints that the Z(N) interface [82], gauge-ﬁxing ambiguities [83], and topologi-
cal objects such as quantum instantons [84] and magnetic monopoles [85] might play important roles on
the thermodynamics at intermediate temperature.
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Figure5.12: Comparison of LO, NLO, and NNLO predictions for the scaled entropy using
the BN mass and three-loop running [70] with SU(3) pure-glue lattice data from Boyd et
al. [54]. Shaded bands show the result of varying the renormalization scale   by a factor
of 2 around   = 2πT.
conjugate solutions, two with positive real parts. This has also been observed in scalar
theoryand QED. Whetherthis is a problem of HTLptas such oris related to our mD/T
expansion is unknown. Since it is not currently possible to evaluate the NNLO HTLpt
diagrams in gauge theories exactly, it is impossible to settle the issue at this stage. On
the other hand, the BN mass prescription is well deﬁned to all orders in perturbation
theory and does a reasonable job reproducing available lattice data for temperatures
above T & 3Tc. With QED and Yang-Mills results at hand, the NNLO full QCD HTLpt
thermodynamics will be a routine extension [86].
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Figure5.13: Comparison of LO, NLO, andNNLO predictions forthe scaledtraceanomaly
using the BN mass and three-loop running [70] with SU(3) pure-glue lattice data from
Boyd et al. [54]. Shaded bands show the result of varying the renormalization scale   by
a factor of 2 around   = 2πT.
Figure5.14: Comparison of LO, NLO, andNNLO predictions forthe scaledtraceanomaly
using the BN mass and three-loop running [70] with SU(3) pure-glue lattice data from
Boyd et al. [54]. Shaded bands show the result of varying the renormalization scale   by
a factor of 2 around   = 2πT.
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Summary and Outlook
This dissertation is devoted to the study of thermodynamics for thermal gauge the-
ories. The poor convergence of conventional perturbation theory has been the main
obstacle in the practical application of thermal QCD for decades. To improve this em-
barrassing situation, a considerable effort has been put into reorganizing the pertur-
bative series at phenomenologically relevant temperatures. The application of hard-
thermal-loop perturbation theory to the problem carried out in this dissertation leads
to laudable results for both Abelian and non-Abelian theories.
The success of HTLpt is not totally unexpected since it is essentially just a reorga-
nization of perturbationtheorywhich shifts the expansionfrom around an ideal gas of
massless particles to that of massive quasiparticles which are the real degrees of free-
dom at high temperature. The HTL Feynman rules listed in Appendix A show clearly
that the propagators and vertices are dressed systematically by the thermal medium,
as a result the interactions get screened in the medium which can be seen, for instance,
from the quark-gluon three-vertex (A.8.1) that the coupling strength gets screened by
the thermal mass term explicitly. Therefore the expansion in terms of the HTL Feyn-
man rules are self-consistently around a gas of thermal quasiparticles. The fact that
the mass parameter is not arbitrary but a function of g and T determined variationally
or perturbatively also indicates that HTLpt doesn’t modify the original gauge theory
but just reorganizes its perturbation series. Gauge invariance which is guaranteed
by construction in HTLpt is useful both as a consistency check in calculations and as
a way to simplify calculations. Although the renormalizability of HTLpt is not yet
proven, the fact that it is renormalizable at NNLO using only known counterterms
shows promising light along the way.
So far, thermodynamics for quantum ﬁelds has been studied intensively in the
community, both perturbatively through higher orders or numerically on the lattice,
however real-time dynamics is still in its very early stage of development. Transport
coefﬁcients are of great interest since they are theoretically clean and well deﬁned
non-equilibrium dynamical quantities. Along the line of perturbative approach to
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transportcoefﬁcients, considerable effortshave beendevotedat leading orderinweak-
coupling expansion [87]. However the only known transport coefﬁcients to next-to-
leading order are shear viscosity in scalar φ4 theory [88], heavy quark diffusion rate
in QCD and N = 4 supersymmetric Yang-Mills theory [89], and transverse diffusion
rate ˆ q in QCD [90], and all of them exhibit poor convergence as bad as the case of
thermodynamic quantities, such as the pressure. Since dynamical quantities are still
not well described by lattice gauge theory, new resummation techniques are urgently
needed in order to achieve a better understanding of transport coefﬁcients.
Although the papers written to date have focussed on using HTLpt to compute
thermodynamic observables, the goal of this work is to create a framework which can
be applied to both equilibrium and non-equilibrium systems. HTLpt is formulated in
Minkowski space, so its application to non-equilibrium dynamics is straightforward.
With the conﬁdence from thermodynamics, HTLpt is ready to enter the domain of
real-time dynamics and this might be of great help in deepening our knowledge in the
properties of the quark-gluon plasma.
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HTL Feynman Rules
In this appendix, we present Feynman rules for HTL perturbation theory in QCD,
from which QED Feynman rules can be obtained by simplifying the relevant color
structures. We give explicit expressions for the propagators and for the quark-gluon
three- and four-vertices. The Feynman rules are given in Minkowski space to facilitate
future applications to real-time processes. A Minkowski momentum is denoted p =
(p0,p), and the inner product is p   q = p0q0 − p   q. The vector that speciﬁes the
thermal rest frame is n = (1,0).
A.1 Gluon self-energy
The HTL gluon self-energy tensor for a gluon of momentum p is
Π ν(p) = m2
D [T  ν(p,−p) − n nν] . (A.1.1)
The tensor T  ν(p,q), which is deﬁned only for momenta that satisfy p + q = 0, is
T  ν(p,−p) =
￿





The angular brackets indicate averaging over the spatial directions of the light-like
vector y = (1, ˆ y). The tensor T  ν is symmetric in   and ν and satisﬁes the “Ward
identity”
p T  ν(p,−p) = p n nν . (A.1.3)
The self-energy tensor Π ν is therefore also symmetric in   and ν and satisﬁes
p Π ν(p) = 0 , (A.1.4)
g νΠ ν(p) = −m2
D . (A.1.5)
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The gluonself-energytensorcan be expressedin termsof two scalar functions, the





δij − ˆ pi ˆ pj
￿
Πij(p) , (A.1.6)
ΠL(p) = −Π00(p) , (A.1.7)
where ˆ p is the unit vector in the direction of p. In terms of these functions, the self-
energy tensor is









where the tensors Tp and Lp are
T
 ν

























p = n  −
n p
p2 p  (A.1.11)
and satisﬁes p np = 0 and n2
p = 1− (n p)2/p2. (A.1.5) reduces to the identity
























In the tensor T  ν(p,−p) deﬁned in (A.1.2), the angular brackets indicate the an-
gular average over the unit vector ˆ y. In almost all previous work, the angular aver-
age in (A.1.2) has been taken in d = 3 dimensions. For consistency of higher order
corrections, it is essential to take the angular average in d = 3 − 2ǫ dimensions and
analytically continue to d = 3 only after all poles in ǫ have been cancelled. Expressing
the angular average as an integral over the cosine of an angle, the expression for the
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dc (1− c2)−ǫ p0
p0 − |p|c
, (A.1.15)










The integral in (A.1.15) must be deﬁned so that it is analytic at p0 = ∞. It then has a









which is the expression that appears in the usual HTL self-energy functions.
A.2 Gluon propagator
The Feynman rule for the gluon propagator is
iδab∆ ν(p) , (A.2.1)
where the gluon propagator tensor ∆ ν dependson the choice of gauge ﬁxing. We con-
sider two possibilities that introduce an arbitrary gauge parameter ξ: general covari-
ant gauge and general Coulomb gauge. In both cases, the inverse propagator reduces
in the limit ξ → ∞ to
∆−1
∞ (p) ν = −p2g ν + p pν − Π ν(p) . (A.2.2)
This can also be written
∆−1
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The inverse propagator for general ξ is
∆−1(p) ν = ∆−1
∞ (p) ν −
1
ξ
p pν covariant , (A.2.6)
= ∆−1
∞ (p) ν −
1
ξ
(p  − p n n )(pν − p n nν) Coulomb . (A.2.7)
The propagators obtained by inverting the tensors in (A.2.7) and (A.2.6) are







(p2)2 covariant , (A.2.8)
= −∆T(p)T
 ν
p + ∆L(p)n nν − ξ
p pν
(n2
pp2)2 Coulomb . (A.2.9)
It is convenient to deﬁne the following combination of propagators:












which shows that it vanishes in the limit mD → 0. In the covariant gauge, the propa-
gator tensor can be written
∆ ν(p) = [−∆T(p)g ν + ∆X(p)n nν] −
n p











This decomposition of the propagator into three terms has proved to be particularly
convenient for explicit calculations. For example, the ﬁrst term satisﬁes the identity
￿
−∆T(p)g ν + ∆X(p)n nν
￿
∆−1












The three-gluon vertex for gluons with outgoing momenta p, q, and r, Lorentz indices
 , ν, and λ, and color indices a, b, and c is
iΓ
 νλ
abc (p,q,r) = −gfabcΓ νλ(p,q,r) , (A.3.1)
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where f abc are the structure constants and the three-gluon vertex tensor is
Γ νλ(p,q,r) = g ν(p − q)λ + gνλ(q − r)  + gλ (r − p)ν − m2
DT  νλ(p,q,r) .
(A.3.2)
The tensor T  νλ in the HTL correction term is deﬁned only for p + q + r = 0:





p y q y
−
r n
r  y q y
￿+
. (A.3.3)
This tensor is totally symmetric in its three indices and traceless in any pair of indices:
g νT  νλ = 0. It is odd (even) under odd (even) permutations of the momenta p, q, and
r. It satisﬁes the “Ward identity”
q T  νλ(p,q,r) = T νλ(p + q,r) − T νλ(p,r + q) . (A.3.4)
The three-gluon vertex tensor therefore satisﬁes the Ward identity
p Γ νλ(p,q,r) = ∆−1
∞ (q)νλ − ∆−1
∞ (r)νλ . (A.3.5)
A.4 Four-gluon vertex
Thefour-gluonvertexforgluons withoutgoingmomenta p, q, r, and s, Lorentzindices
 , ν, λ, and σ, and color indices a, b, c, and d is
iΓ
 νλσ
abcd (p,q,r,s) = −ig2￿
fabx fxcd
￿











+ 2 cyclic permutations , (A.4.1)
where the cyclic permutations are of (q,ν,b), (r,λ,c), and (s,σ,d). The matrices Ta are
in the fundamental representation of the SU(Nc) algebra with the standard normaliza-
tion tr(TaTb) = 1
2δab. The tensor T  νλσ in the HTL correction term is deﬁned only for
p + q + r + s = 0:





p y q y (q + r) y
+
(p + q) n
q y r y (r + s) y
+
(p + q + r) n
r y s y (s + p) y
￿+
. (A.4.2)
This tensor is totally symmetric in its four indices and traceless in any pair of indices:
g νT  νλσ = 0. It is even under cyclic or anti-cyclic permutations of the momenta p, q,
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r, and s. It satisﬁes the “Ward identity”
q T  νλσ(p,q,r,s) = T νλσ(p + q,r,s) − T νλσ(p,r + q,s) (A.4.3)
and the “Bianchi identity”
T  νλσ(p,q,r,s) + T  νλσ(p,r,s,q) + T  νλσ(p,s,q,r) = 0 . (A.4.4)




abcd (p,q,r,s) = −ig2Nc(N2
c − 1)Γ ν,λσ(p,q,r,s) , (A.4.5)
where the color-traced four-gluon vertex tensor is
Γ ν,λσ(p,q,r,s) = 2g νgλσ − g λgνσ − g σgνλ − m2
DT  νλσ(p,s,q,r) . (A.4.6)
Note the ordering of the momenta in the arguments of the tensor T  νλσ, which comes
from the use of the Bianchi identity (A.4.4). The tensor (A.4.6) is symmetric under the
interchange of   and ν, under the interchange of λ and σ, and under the interchange
of ( ,ν) and (λ,σ). It is also symmetric under the interchange of p and q, under the
interchange of r and s, and under the interchange of (p,q) and (r,s). It satisﬁes the
Ward identity
p Γ ν,λσ(p,q,r,s) = Γνλσ(q,r + p,s) − Γνλσ(q,r,s + p) . (A.4.7)
A.5 HTL gluon counterterm
The Feynman rule for the insertion of an HTL counterterm into a gluon propagator is
− iδabΠ ν(p) , (A.5.1)
where Π ν(p) is the HTL gluon self-energy tensor given in (A.1.8).
A.6 Quark self-energy
The HTL self-energy of a quark with momentum p is given by
Σ(P) = m2
q/ T (p) , (A.6.1)
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where
T  (p) =
￿
y 




Expressing the angular average as an integral over the cosine of an angle, it becomes





dc (1 − c2)−ǫ y 
p0 − |p|c
, (A.6.3)
The integral in (A.6.3) must be deﬁned so that it is analytic at p0 = ∞. It then has a























The Feynman rule for the quark propagator is
iδabS(p) . (A.7.1)
The quark propagator can be written as
S(p) =
1
/ p − Σ(p)
, (A.7.2)
where the quark self-energy is given by (A.6.1). The inverse quark propagator can be
written as
S−1(p) = / p − Σ(p) . (A.7.3)
This can be written as
S−1(p) = / A(p) , (A.7.4)
where we have organized A0(p) and AS(p) into:
A (p) = (A0(p), AS(p)ˆ p) . (A.7.5)
The functions A0(p) and AS(p) are deﬁned as
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The quark-gluon three-vertex with outgoing gluon momentum p, incoming fermion





γ  − m2
q ˜ T  (p,q,r)
￿
. (A.8.1)
The tensor in the HTL correction term is only deﬁned for p − q + r = 0:









This tensor is even under the permutation of q and r. It satisﬁes the “Ward identity”
p  ˜ T  (p,q,r) = ˜ T  (q) − ˜ T  (r) . (A.8.3)
The quark-gluon three-vertex therefore satisﬁes the Ward identity
p Γ (p,q,r) = S−1(q) − S−1(r) . (A.8.4)
A.9 Quark-gluon four-vertex
We deﬁne the quark-gluon four-point vertex with outgoing gluon momenta p and q,
incoming fermion momentum r, and outgoing fermion momentum s. Generally this
vertex has both adjoint and fundamental indices, however, for this calculation we will





qcFδij ˜ T  ν(p,q,r,s)
≡ g2cFδijΓ ν , (A.9.1)
where cF = (N2
c −1)/(2Nc). There is no tree-level term. The tensor in the HTL correc-
tion term is only deﬁned for p + q − r + s = 0











[(r − p) y] [(s + p) y]
￿
. (A.9.2)
This tensor is symmetric in   and ν and is traceless. It satisﬁes the Ward identity:
p Γ ν(p,q,r,s) = Γν(q,r − p,s) − Γν(q,r,s + p) . (A.9.3)
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A.10 HTL quark counterterm
The Feynman rule for the insertion of an HTL quark counterterm into a quark propa-
gator is
iδabΣ(p) , (A.10.1)
where Σ(p) is the HTL quark self-energy given in (A.6.1).
A.11 Ghost propagator and vertex
The ghost propagator and the ghost-gluonvertex depend on the gauge. The Feynman
rule for the ghost propagator is
i
p2δab covariant , (A.11.1)
i
n2
pp2δab Coulomb . (A.11.2)
The Feynman rule for the vertex in which a gluon with indices   and a interacts with
an outgoing ghost with outgoing momentum r and color index c is
−gf abcr  covariant , (A.11.3)
−gf abc (r  − r nn ) Coulomb . (A.11.4)
Every closed ghost loop requires a multiplicative factor of −1.
A.12 Imaginary-time formalism
In the imaginary-time formalism, Minkoswski energies have discrete imaginary val-
ues p0 = i2nπT for bosons and p0 = i(2n + 1)πT for fermions, and integrals over
Minkowski space are replaced by sum-integrals over Euclidean vectors (2nπT,p) or
((2n + 1)πT,p), respectively. We will use the notation P = (P0,p) for Euclidean mo-
menta. The magnitude of the spatial momentum will be denoted p = |p|, and should
not be confused with a Minkowski vector. The inner product of two Euclidean vec-
tors is P   Q = P0Q0 + p   q. The vector that speciﬁes the thermal rest frame remains
n = (1,0).
The Feynman rules for Minkowski space given above can be easily adapted to
Euclidean space. The Euclidean tensor in a given Feynman rule is obtained from the
corresponding Minkowski tensor with raised indices by replacing each Minkowski
energy p0 by iP0, where P0 is the corresponding Euclidean energy, and multipying by
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−i for every 0 index. This prescription transforms p = (p0,p) into P = (P0,p), g ν
into −δ ν, and p q into −P Q. The effect on the HTL tensors deﬁned in (A.1.2), (A.8.2),
and (A.9.2) is equivalent to substituting p n → −P N where N = (−i,0), p y → −P Y
where Y = (−i, ˆ y), and y  → Y . For example, the Euclidean tensor corresponding to
(A.1.2) is






The average is taken over the directions of the unit vector ˆ y.
Alternatively,onecancalculate adiagrambyusingtheFeynmanrulesforMinkowski
momenta, reducing the expressions for diagrams to scalars, and then make the appro-
priate substitutions,such as p2 → −P2, p q → −P Q, and n  p → in P. For example,









The expressions for the HTL self-energy functions ΠT(P) and ΠL(P) are given by
(A.1.13) and (A.1.14) with n2
p replaced by n2






dc (1− c2)−ǫ iP0
iP0 − pc
. (A.12.4)
Notethat this function differs by a sign from the 00 component of the Euclidean tensor
corresponding to (A.1.2):




= −TP . (A.12.5)










where the angular brackets represent an average over c deﬁned by
 f(c) c ≡ w(ǫ)
Z 1
0
dc(1 − c2)−ǫf(c) (A.12.7)
and w(ǫ) is given in (A.1.16).
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Four-Dimensional Sum-Integrals
In the imaginary-time formalism for thermal ﬁeld theory, the four-momentum P =
(P0,p) is Euclidean with P2 = P2
0 + p2. The Euclidean energy P0 has discrete values:
P0 = 2nπT for bosons and P0 = (2n + 1)πT for fermions, where n is an integer. Loop
diagrams involve sums over P0 and integrals over p. With dimensional regularization,
the integral is generalized to d = 3− 2ǫ spatial dimensions. We deﬁne the dimension-
























(2π)3−2ǫ fermions , (B.0.2)
where 3 − 2ǫ is the dimension of space and   is an arbitrary momentum scale. The
factor (eγ/4π)ǫ is introduced so that, after minimal subtraction of the poles in ǫ due
to ultraviolet divergences,   coincides with the renormalization scale of the MS renor-
malization scheme.
B.1 One-loop sum-integrals










2 + m − ǫ)Γ(n − 3
2 − m + ǫ)
Γ(n)Γ(2− 2ǫ)
Γ(1− ǫ)eǫγ
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+ 2γ + 2+ O(ǫ)
￿
. (B.1.6)





















































































































+ 2+ 2γ + 4log2+ O(ǫ)
￿
. (B.1.13)
The number γ1 is the ﬁrst Stieltjes gamma constant deﬁned by the equation
ζ(1 + z) =
1
z
+ γ − γ1z +O(z2) . (B.1.14)
B.2 One-loop HTL sum-integrals
We also need some more difﬁcult one-loop sum-integrals that involve the HTL func-
tion deﬁned in (A.12.4).




































































































































































































− 1+ 2γ + 4log2+ O(ǫ)
￿
. (B.2.9)
It is straightforward to calculate the sum-integrals (B.2.1)–(B.2.8) using the rep-



















where the angular brackets denote an average over c as deﬁned in (A.12.7). Using the
factor P2




















The ﬁrst term in the square brackets vanishes with dimensional regularization, while
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Evaluating the average over c, using the expression (B.1.6) for the sum-integral, and
expanding in powers of ǫ, we obtain the result (B.2.2). Following the same strategy,
all the sum-integrals (B.2.1)–(B.2.9) can be reduced to linear combinations of simple
sum-integrals with coefﬁcients that are averages over c. The only difﬁcult integrals



































ǫ + O(ǫ2) .
(B.2.14)
B.3 Two-loop sum-integrals































































































where R = −(P + Q) and r = |p + q|.





















































































































+ 8.14234 + O(ǫ)
￿
, (B.3.12)
where R = −(P + Q) and r = |p + q|.
To motivate the integration formula we will use to evaluate the two-loop sum-
integrals,weﬁrstpresenttheanalogousintegrationformulaforone-loopsum-integrals.











[F(−ip0,p) − F(0,p)]eηp0 nB(p0) , (B.3.13)
where nB(p0) = 1/(eβp0 −1) is the Bose-Einsteinthermal distribution and the contour
runs from −∞ to +∞ above the real axis and from +∞ to −∞ below the real axis.
This formula can be expressed in a more convenient form by collapsing the contour
onto the real axis and separating out those terms with the exponential convergence
factor nB(|p0|). The remaining terms run along contours from −∞ ± iε to 0 and have
the convergence factor eηp0. This allows the contours to be deformed so that they
run from 0 to ±i∞ along the imaginary p0 axis, which corresponds to real values of
P0 = −ip0. Assuming that F(−ip0,p) is a real function of p0, i.e. that it satisﬁes
F(−ip∗










ǫ(p0)nB(|p0|)2ImF(−ip0 + ε,p) , (B.3.14)
where ǫ(p0) is the sign of p0. The ﬁrst integral on the right side is over the (d + 1)-
dimensionalEuclideanvector P = (P0,p) andthesecondis overthe(d+1)-dimensional
Minkowskian vector p = (p0,p).
The two-loop bosonic sum-integrals can be evaluated by using a generalization of


































+ (cyclic permutations of F, G, H) . (B.3.15)
The sum over cyclic permutations multiplies the ﬁrst term on the right side by a factor
of 3, so there are a total of seven terms. This formula can be derived in three steps.
First, express the sum over P0 as the sum of two contour integrals over p0, one that
encloses the real axis Im p0 = 0 and another that encloses the line Im p0 = −Imq0.
Second, express the sum over q0 as a contour integral that encloses the real-q0 axis.
Third, symmetrize the resulting expression under the six permutations of F, G, and H.
The resulting terms can be combined into the expression (B.3.15).











































































where nF(p0) = 1/(eβp0 + 1) is the Fermi-Dirac thermal distribution. The integrals of
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and then making the change of variable p → p/c to put the thermal integral into a
standard form.
As an illustration for calculating the simple two-loop bosonic sum-integrals, we

























The delta functions can be used to evaluate the integrals over p0 and q0. The integral


























The momentum integrals are evaluated in (D.1.2) and (D.2.3). Keeping all terms that
contribute through order ǫ0, we get the result (B.3.2). The sum-integral (B.3.3) can be

























The sum-integral (B.3.5) can be reduced to a linear combination of (B.3.2) and (B.3.3)
by expressing the numerator in the form P Q = P0Q0 + (r2 − p2 − q2)/2 and noting
that the P0Q0 term vanishes upon summing over P0 or Q0. The sum-integral (B.3.4) is
a little more difﬁcult. Afterapplying the formula (B.3.15) and using the deltafunctions
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r2 − p2 − q2
∆(p,q,r)
, (B.3.22)
where ∆(p,q,r) is the triangle function that is negative when p, q, and r are the lengths
of 3 sides of a triangle:
∆(p,q,r) = p4 + q4 + r4 − 2(p2q2 + q2r2 + r2p2) . (B.3.23)
After using (E.0.7)–(E.0.9) to integrate over Q, the ﬁrst term on the right side of (B.3.22)
is evaluated using (D.1.2). The two-loop thermal integrals on the right side of (B.3.22)
are given in (D.2.11)–(D.2.14). Adding together all the terms, we get the ﬁnal result
(B.3.4).
As an illustration for calculating the simple two-loop fermionic sum-integrals, we

























The delta functions can be used to evaluate the integrals over p0 and q0. The integral


























The momentum integrals are evaluated in (D.1.2) and (D.2.3). Keeping all terms that
contribute through order ǫ0, we get the result (B.3.7). The sum-integral (B.3.8) can be


























The sum-integral (B.3.10) can be reduced to a linear combination of (B.3.7) and (B.3.8)
by expressing the numerator in the form P Q = P0Q0 + (r2 − p2 − q2)/2 and noting
that the P0Q0 term vanishes upon summing over P0 or Q0. The sum-integral (B.3.9) is
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a little more difﬁcult. Afterapplying the formula (B.3.16) and using the deltafunctions






















































r2 − p2 − q2
∆(p,q,r)
. (B.3.27)
After using (E.0.7)–(E.0.9) to integrate over Q, the ﬁrst term on the right side of (B.3.27)
is evaluated using (D.1.2). The two-loop thermal integrals on the right side of (B.3.27)
are given in (D.2.11)–(D.2.14). Adding together all the terms, we get the ﬁnal result
(B.3.9).
B.4 Two-loop HTL sum-integrals
We also need some more difﬁcult two-loop sum-integrals that involve the functions
TP deﬁned in (A.12.4).











































































+ 59.66 + O(ǫ)
￿
. (B.4.3)
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+ 46.8757 + O(ǫ)
￿
. (B.4.7)
To calculate the sum-integral (B.4.1), we begin by using the representation(A.12.6)





















The ﬁrst sum-integral on the right side is given by (B.3.2). To evaluate the second
















































where rc = |p + q/c|. In the terms on the right side with a single thermal integral, the


















































The subsequent integral over p is a special case of (D.1.2):
Z
p









where (a)b = Γ(a + b)/Γ(a) is Pochhammer’s symbol. Combining this with (B.4.10),






















































For the two terms in (B.4.24) with a double thermal integral, the averages weighted by
































Inserting this into (B.4.8), we obtain the ﬁnal result (B.4.1).
The sum-integral (B.4.2) is evaluated in a similar way to (B.4.1). Using the repre-





















The ﬁrst sum-integral on the right hand side is given by (B.3.3). To evaluate the second











































r2c2 − p2 − q2
∆(p + iε,q,rc)









In the terms on the right side with a single thermal integral, the weighted averages
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For the two terms in (B.4.29) with a double thermal integral, the averages weighted by






































Inserting this into (B.4.28), we obtain the ﬁnal result (B.4.2).
To evaluate (B.4.3), we use the expression (A.12.6) for TR and the identity P Q =








































The sum-integrals in the ﬁrst three terms on the right side of (B.4.32) are given in
(B.1.4), (B.2.2), (B.3.2), and (B.3.5). The last sum-integral before the average weighted
by c is given in (B.4.8). The average weighted by c2 is given in (B.4.27). The average
weighted by c4 can be computed in the same way. In the integrand of the single ther-
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For the two terms with a double thermal integral, the averages weighted by c4 are

































Inserting this into (B.4.32) along with (B.4.27), we get the ﬁnal result (B.4.3).
To calculate the sum-integral (B.4.4), we begin by using the representation(A.12.6)





















The ﬁrst sum-integral on the right hand side is given by (B.3.7). To evaluate the second






















































where rc = |p + q/c|. In the terms on the right side with a single thermal integral, the
appropriate averages over c of the integrals over Q are given in (E.0.5) and (E.0.12).
The subsequent integrals over p are special cases of (D.1.2) and (D.2.3):
Z
p
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Inserting this into (B.4.23), we obtain the ﬁnal result (B.4.4).
The sum-integral (B.4.5) is evaluated in a similar way to (B.4.4). Using the repre-





















The ﬁrst sum-integral on the right hand side is given by (B.3.8). To evaluate the second





















































c − p2 − q2
∆(p + iε,q,rc)
. (B.4.29)
Inthe termsonthe right sidewitha single thermal integral, the weightedaverages
over c of the integrals over Q are given in (E.0.11), (E.0.15), and (E.0.16). After using

































































by c2 are given in (D.2.25), (D.2.33), and (D.2.34). Adding them to (B.4.30), the ﬁnal





































To evaluate (B.4.6), we use the expression (A.12.6) for TR and the identity P Q =









































(B.2.2), (B.3.7), and (B.3.10). The last sum-integral before the average weighted by c
is given in (B.4.24). The average weighted by c2 is given in (B.4.27). The average
weighted by c4 can be computed in the same way. In the integrand of the single ther-
mal integral, the weighted averages over c of the integrals over Q are given in (E.0.6)


























































For the two terms with a double thermal integral, the averages weighted by c4 are














































































































In the terms on the right side, with a single thermal factor, the weighted average



























The terms with two thermal factors are given in Eqs. (D.2.26), (D.2.35) and (D.2.36).
Adding them to (B.4.36), we ﬁnally obtain (B.4.7).
B.5 Three-loop sum-integrals































































































































































P2Q2R2(P + Q)2(P + R)2


































The three-loop sum-integrals were ﬁrst calculated by Arnold and Zhai and calcula-
tional details can be found in Ref. [5].
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Three-Dimensional Integrals
Dimensional regularization can be used to regularize both the ultraviolet divergences
and infrared divergences in three-dimensional integrals over momenta. The spacial
dimension is generalized to d = 3 − 2ǫ dimensions. Integrals are evaluated at a value










We require one integral that does not involve the thermal distribution function. The
momentum scale in these integrals is set by the mass m = mD.
C.1 One-loop integrals















































[1+ O(ǫ)] . (C.1.4)
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C.2 Two-loop integrals


















[(p + q)2]n . (C.2.2)

























[1+ O(ǫ)] . (C.2.5)
C.3 Three-loop integrals
We also need a number of three-loop integrals. The speciﬁc integrals we need are
listed below and were calculated in Refs. [11, 12]. They are special cases of more
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(p2 + m2)(q2 + m2)(r2 + m2)2
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[1+ 2log2+ O(ǫ)] . (C.3.13)




(p2 + m2)(q2 + m2)(r2 + m2)
(p − q)2



















1/(eβp − 1) and the Fermi-Dirac distribution nF(p) = 1/(eβp + 1).
D.1 One-loop integrals






ζ(2 + 2α − 2ǫ)
4π2
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×
￿
5+ 6γ + 6log2− 6
ζ′(−1)
ζ(−1)


















7− 6γ − 18log2+ 6
ζ′(−1)
ζ(−1)


















1− 6γ − 12log2+ 6
ζ′(−1)
ζ(−1)
+ 31.098ǫ + O(ǫ)
￿
. (D.2.6)
We also need some more complicated two-loop thermal integrals that involve the tri-























































+ 4+ 4γ +
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+ 84.2513 + O(ǫ)
￿
. (D.2.19)
The most difﬁcult thermal integrals to evaluate involve both the triangle function





































+ 6.8343 + O(ǫ)
￿
, (D.2.21)















































































(4π)2 [0.17811 + O(ǫ)] . (D.2.26)





























































































































































































































































+ 52.953 + O(ǫ)
￿
. (D.2.36)
Thesimplestway toevaluate integralslike (D.2.1)–(D.2.6)whoseintegrandsfactor
into separate functions of p, q, and r is to Fourier transform to coordinate space where






˜ f(R) ˜ g(R) ˜ h(R) . (D.2.37)




eip Rf(p) , (D.2.38)









The Fourier transforms we need are
Z
p




































If α is an even integer, the Fourier transform (D.2.41) is particularly simple in the limit



























































where x = πRT. We can use thesesimple expressionsonly if the integral overthe coor-
dinate R in (D.2.37) converges for d = 3. Otherwise, we must ﬁrst make subtractions
inside of the integrand to make the integral convergent.
The integrals (D.2.2)–(D.2.6) can be evaluated directly by applying the Fourier
transform formula (D.2.37) in the limit ǫ → 0. The integral (D.2.1) however requires




























In the second term on the right side, the integral over q is proportional to p−1−2ǫ, so
the integral over p can be evaluated using (D.1.1). This ﬁrst term on the right side is
convergent for d = 3 so it can be evaluated easily using the Fourier transform formula
(D.2.37). The integral over R reducesto a sum of integrals of the form
R ∞
0 dx xm coth
n x.
Although the sum of the integrals converges, each of the individual integrals diverges
either as x → 0 or as x → ∞. A convenient way to evaluate these integrals is to











n x . (D.2.47)
The divergences appear as poles in δ that cancel upon adding a convergent combina-
tion of these integrals.
The integrals (D.2.7)–(D.2.9) and (D.2.11)–(D.2.13) can be evaluated by ﬁrst aver-
aging over angles. The triangle function can be expressed as
∆(p,q,r) = −4p2q2(1− cos2 θ) , (D.2.48)
where θ is the angle between p and q. For example, the angle average for (D.2.7) and












dx(1− x2)−1−ǫ (p2 + q2 + 2pqx)2
p2q2 . (D.2.49)
























The integrals over p and q factor into separate integrals that can be evaluated using
(D.1.1) and (D.1.2). After averaging over angles, the integrals (D.2.8), (D.2.9), (D.2.12)








































which again can be evaluated using (D.1.1) and (D.1.2).



















The identity can be proved by expressing the angular averages in terms of integrals
over the cosine of the angle between p and q as in (D.2.49), and then integrating by

























The integral in the ﬁrst term on the right is given in (D.2.2) and (D.2.4), while the
second term can be evaluated using (D.1.1) and (D.1.2).
The integral (D.2.23) can be evaluated directly in three dimensions by ﬁrst aver-
aging over c and x, and then integrate the resulting functions numerically over p and
q.
To evaluate the weighted averages over c of the thermal integrals in Eqs. (D.2.20)–
(D.2.22) and Eqs. (D.2.24)–(D.2.26), we ﬁrst isolate the divergent parts, which come
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where s = (p + q)/2. In the difference term, the HTL average over c and the angular
average over x = ˆ p   ˆ q can be calculated in three dimensions:
Re
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(3p2 + q2)(p2 + 3q2)
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(D.2.65)
The integrals involving the n2(s) term in (D.2.55) are divergent, so the HTL av-
erage over c and the angular average over x = ˆ p   ˆ q must be calculated in 3 − 2ǫ
dimensions. The ﬁrst step in the calculation of the n2(s) term is to change variables

























where s± = s[1 ±
p
1− β] and r = s[4 − 2β(1 − x)]1/2. The two terms inside the
average over x come from the regions p > q and p < q, respectively. The integral over








F(s) = Γ(2− 4ǫ)
h
−(1− 24ǫ)ζ(1 − 4ǫ)





dss1−4ǫnF(s)nB(s) = 2−2+4ǫΓ(2− 4ǫ)ζ(2 − 4ǫ)T2−4ǫ . (D.2.69)
It remains only to evaluate the averages over c and x and the integral over β.
The ﬁrst step in the calculation of the n2(s) term of (D.2.20), (D.2.21) and (D.2.24)
is to decompose the integrand into two terms:







(p + iε ± q)2 − r2c2 . (D.2.70)
The weighted averages over c gives a hypergeometric function:
￿
c2



























(3− 2ǫ)(5 − 2ǫ)
1














In the +q case of (D.2.71) and (D.2.72), the iε prescription is unnecessary. The
argument of the hypergeometric function can be written 1− βy, where y = (1− x)/2.
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After using a transformation formula to change the argument to βy, we can evaluate
the angular average over x to obtain hypergeometric functions with argument β. The


























































































where (a)b is Pochhammer’s symbol which is deﬁned in (F.0.3). Integrating over β, we





















1− 2ǫ,1 − ǫ, 3
2,1
3














1− 3ǫ,1 − 2ǫ, 3
2 − ǫ
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1− 2ǫ,1 − ǫ, 5
2,1
5















1− 3ǫ,1 − 2ǫ, 5
2 − ǫ
5



































(1+ 10.8408ǫ) . (D.2.78)
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In the −q case of (D.2.71) and (D.2.72), the argument of the hypergeometric func-
tions can be written (1− βy)/(1 − β ± iε), where y = (1 − x)/2 and the prescriptions
+iε and −iε correspond to the regions p > q and p < q, respectively. These regions
correspond to the two terms inside the average over x in (D.2.66). In order to obtain
an analytic result in terms of hypergeometric functions, it is necessary to integrate
over β before averaging over x. The integrals over β can be evaluated by ﬁrst using
a transformation formula to change the argument of the hypergeometric function to
−β(1 − y)/(1 − β) and then using the integration formula (F.0.10) to obtain hyperge-
ometric functions with arguments y or 1− y:
Z 1
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2 − ǫ, 1
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1− ǫ,1− 2ǫ,1, 5
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2 − ǫ

























































































5.53165 × 10−5 ￿
. (D.2.87)
Adding these integrals to the subtracted integrals in (D.2.60), (D.2.61) and (D.2.63), we
obtain the ﬁnal results in (D.2.20), (D.2.21) and (D.2.24).
To evaluate the subtraction in the integrals (D.2.62) and (D.2.64), we use the iden-
tity q2 = (r2 +q2 − p2 −2p q)/2. The integral with q2 − p2 in the numerator is purely












































= O(ǫ) . (D.2.89)
It remains only to evaluate the integral in Eq. (D.2.88) with p   q in the numerator. We
begin by using the identity
￿
c2 p   q
r2






(p2 − q2 + iε)2 c2 c









(p + iε ± q)2
￿
p   qc4





In the ﬁrst term on the right side, the average over c is a simple multiplicative factor:
 c2 c = 1/(3 − 2ǫ). The average over x gives hypergeometric functions of argument
β:
































dβ β−2ǫ(1− β)−1/2 p2 + q2
(p2 − q2)2
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dβ β−2ǫ(1 − β)−1/2 p2 + q2
(p2 − q2)2







[1− 1.02148ǫ] . (D.2.93)
In the second term of (D.2.90), the average over c is given by (D.2.72). In the +q
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(1 − 0.0728428ǫ) .(D.2.96)
In the −q term in the integral of the second term of (D.2.90), we integrate over β
before averaging over x. The integral over β can be expressed in terms of hypergeo-



























































The phase in the last term is e−iπǫ for the f(s+,s−,r) term of (D.2.66), which comes
from the p > q region of the integral, and eiπǫ for the f(s−,s+,r) term, which comes
from the p < q region. The average over x = ˆ p   ˆ q can be expressed in terms of
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dβ β−2ǫ(1− β)−1/2 Re
￿
4p   q
(p − q)2
c4






(1 − 0.796858ǫ) . (D.2.99)
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r2 Re
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Adding this integral to the subtracted integral in (D.2.62) and (D.2.64), we obtain the
ﬁnal result in (D.2.22) and (D.2.25). The subtracted integral appearing in (D.2.65) van-
ishes due to antisymmetry of the integrand. Thus the ﬁnal result (D.2.26) is given
by (D.2.65).
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To evaluate the weighted averages over c of the thermal integrals in (D.2.27)–
(D.2.36), we ﬁrst isolate the divergent parts, which arise from the region q → 0. The in-
tegrals(D.2.31)and (D.2.32)can becomputeddirectlyin threedimensionswithoutany
isolation of divergence, as described above. For the integrals (D.2.27) and (D.2.28), a




























In the integral (D.2.30) and (D.2.34), it is convenient to ﬁrst use the identity r2
c = p2 +
2p   q/c + q2/c2 to expand them into three integrals, two of which are (D.2.27) and
(D.2.29), and (D.2.31) and (D.2.33), respectively. In the third integrals, the subtraction
(D.2.105) is needed to remove the divergences.
For the convergent terms, the HTL average over c and the angular average over
















































(p + q)(4p2 + 2pq + q2)




(p − q)(4p2 − 2pq + q2)
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(p + q)(2p2 − 2pq − q2)




(p − q)(2p2 + 2pq − q2)
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The integrals involving the terms subtracted from nB(q) in (D.2.104) and (D.2.105) are
divergent, so the HTL average over c and the angular average over x = ˆ p   ˆ q must
be calculated in 3 − 2ǫ dimensions. The ﬁrst step in the calculation of the subtracted



































ζ(1 − 4ǫ)(eγ 2)ǫT1−4ǫ , (D.2.119)
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Z
p
nF(p) p−2−2ǫ = (1− 24ǫ)
Z
p
nB(p) p−2−2ǫ . (D.2.120)
It remains only to calculate the averages over c and x. The averages over x give 2F1
hypergeometric functions with argument [(1 ∓ c)/2 − iε]−1:
￿
(x ∓ c − iε)−n−2ǫ￿
x = (1∓ c)−n−2ǫF
 
































[(1 ∓ c)/2 − iε]−1
!#
. (D.2.122)
Using a transformation formula, the arguments can be changed to (1 ∓ c)/2 − iε. If
the expressions (D.2.121) and (D.2.122) are averaged over c with a weight that is an
even function of c, the + and − terms combine to give 3F2 hypergeometric functions





































































































If the expressions (D.2.121) and (D.2.122) are averaged over c with a weight that
is an odd function of c, they reduce to integrals of 2F1 hypergeometric functions with
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dyy1+ǫ(1− y)1+ǫ|1 − 2y|F
 









The expansions of the integrals of the hypergeometricfunctions in powers of ǫ are
given in (F.0.23)-(F.0.24). The resulting expansions for the real parts of the averages






































Multiplying each of these expansions by the appropriate factors from the integral over
















































































































































































































































































































Adding these integrals to the subtracted integrals in (D.2.110)–(D.2.112), we ob-



























The ﬁnal integral (D.2.30) is obtained from (D.2.27), (D.2.29), and (D.2.141) by using
the identity r2
c = p2 + 2p   q/c + q2/c2.
Adding Eqs. (D.2.137) and (D.2.138) to the subtracted integral (D.2.114) we obtain




























The integral (D.2.34) is obtained from (D.2.31), (D.2.33) and (D.2.142). Finally con-
sider (D.2.35) and (D.2.36). In order to evaluate them we need two subtractions for










































































































The subtractions can be evaluated directly in three dimensions and the results are
given in Eqs. (D.2.116)–(D.2.117) The integrals (D.2.35) and (D.2.36) are then given




In the sum-integral formula (B.3.15), the second term on the right side involves an
integral over four-dimensional Euclidean momenta. The integrands are functions of
the integration variable Q and R = −(P + Q). The simplest integrals to evaluate are






























(4π)2 2ǫp−2−2ǫ (−2)[1+ (−2− 2log2)ǫ] . (E.0.3)












where (a)b is Pochhammer’s symbol which is deﬁnedin (F.0.3). We needthe following



















































The remaining integrals are functions of P0 that must be analytically continued to the









= 0 , (E.0.7)







































We also need two weighted average over c of the integral in (E.0.7) evaluated at P =






















c−2+2ǫ(1− c2)−ǫ . (E.0.10)

































The most difﬁcult four-dimensional integrals to evaluate involve an HTL average
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The analytic continuation to P0 = −ip + ε is implied in these integrals and in all the
four-dimensional integrals in the remainder of this subsection.
We proceed to describe the evaluation of the integrals (E.0.12) and (E.0.14). The
integral over Q0 can be evaluated by introducing a Feynman parameter to combine
Q2 and R2















(1− x + xc2)r2 + 2(1 − x)r p + (1− x)2p2 − iε
￿−3/2
, (E.0.18)
where we have carried out the analytic continuation to P0 = −ip + ε. Integrating over

















































2 − 2ǫ,1 − ǫ
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2 − 2ǫ,1 − ǫ
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After expanding in powers of ǫ, the real part is (E.0.14).
The integral (E.0.15) has a factor of 1/r2 in the integrand. After using (E.0.18), it
is convenient to use a second Feynman parameter to combine (1− x + xc2)r2 with the
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After integrating over r and then y, we obtain 2F1 hypergeometric functions with ar-











































































After expanding in powers of ǫ, the real part is (E.0.15).
To evaluate the integral (E.0.16), it is convenient to ﬁrst express it as the sum of



















To evaluate the integral with p r in the numerator, we ﬁrst combine the denominators
using Feynman parameters as in (E.0.22). After integrating over r and then y, we
obtain 2F1 hypergeometric functions with arguments x(1 − c2). The integral over x
gives 2F1 hypergeometric functions with arguments 1− c2:
Z
Q



























After averaging over c, we get a hypergeometric function with argument 1:
Z
Q











































































Combining this with (E.0.12) and (E.0.14), we obtain the integral (E.0.16).
To evaluate the integral (E.0.17), we ﬁrst express the numerator as a sum of two

























































































Averaging over c, yields
￿Z
Q




















Expansion in powers of ǫ, yields Eq. (E.0.17).
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Hypergeometric Functions
Thegeneralizedhypergeometricfunctionoftype pFq isan analytic functionofonevari-
able with p + q parameters. In our case, the parameters are functions of ǫ, so the list
of parameters sometimes gets lengthy and the standard notation for these functions










≡ pFq(α1,α2,...,αp; β1,..., βq;z) . (F.0.1)















(α1)n(α2)n    (αp)n
(β1)n    (βq)nn!
zn , (F.0.2)















The hypergeometric function of type p+1Fq+1 has an integral representation in terms
of the hypergeometric function of type pFq:
Z 1
0
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If a hypergeometric function has an upper and lower parameter that are equal, both




















The simplest hypergeometric function is the one of type 1F0. It can be expressed
in an analytic form:
1F0(α; ;z) = (1− z)−α . (F.0.7)
The next simplest hypergeometric functions are those of type 2F1. They satisfy trans-
formation formulas that allow an 2F1 with argument z to be expressed in terms of an
2F1 with argument z/(z − 1) or as a sum of two 2F1’s with arguments 1 − z or 1/z
or 1/(1 − z). The hypergeometric functions of type 2F1 with argument z = 1 can be











Γ(β1)Γ(β1 − α1 − α2)
Γ(β1 − α1)Γ(β1 − α2)
. (F.0.8)
The hypergeometric function of type 3F2 with argument z = 1 can be expressed as a












Γ(α1 + s)Γ(α2 + s)Γ(α3)
F
 
β1 − α3, β2 − α3,s








where s = β1 + β2 − α1 − α2 − α3. If all the parameters of a 3F2 are integers and half-
odd integers, this identity can be used to obtain equal numbers of half-odd integers
among the upper and lower parameters. If the parameters of a 3F2 reduce to integers
and half-odd integers in the limit ǫ → 0, the use of this identity simpliﬁes the expan-
sion of the hypergeometric functions in powers of ǫ .
The most important integration formulas involving 2F1 hypergeometric functions
is (F.0.5) with p = 2 and q = 1. Another useful integration formula is
Z 1
0
























Γ(α1 +  )Γ(α2 +  )Γ(β1)Γ(− )
Γ(α1)Γ(α2)Γ(β1 +  )
(−z)  F
 
α1 +  ,α2 +  ,ν +  









This is derived by ﬁrst inserting the integral representation for 2F1 in (F.0.5) with inte-
gration variable t′ and then evaluating the integral over t to get a 2F1 with argument
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1 + t′z. After using a transformation formula to change the argument to −t′z, the
remaining integrals over t′ are evaluated using (F.0.5) to get 3F2’s with arguments −z.
For the calculation of two-loop thermal integrals involving HTL averages, we re-
quire the expansion in powers of ǫ for hypergeometric functions of type pFp−1 with
argument 1 and parameters that are linear in ǫ. If the power series representation
(F.0.2) of the hypergeometric function is convergent at z = 1 for ǫ = 0, this can be
accomplished simply by expanding the summand in powers of ǫ and then evaluating
the sums. If the power series is divergent, we must make subtractions on the sum
before expanding in powers of ǫ. The convergence properties of the power series at
z = 1 is determined by the variable s deﬁned in (F.0.4). If s > 0, the power series












Γ(β1)    Γ(βp−1)







(α1)n(α2)n    (αp)n
(β1)n    (βq)nn!
−
Γ(β1)    Γ(βp−1)

















Γ(β1)    Γ(βp−1)
Γ(α1)Γ(α2)    Γ(αp)






(α1)n(α2)n    (αp)n
(β1)n    (βq)nn!
−
Γ(β1)    Γ(βp−1)
Γ(α1)Γ(α2)    Γ(αp)
×
h
(n + 1)−s−1 + t(n + 1)−s−2
i￿
, (F.0.12)











(βi − 1)(βi − 2)
2
. (F.0.13)
The expansion of a pFp−1 hypergeometric function in powers of ǫ is particularly
simple if in the limit ǫ → 0 all its parameters are integers or half-odd-integers, with
equal numbers of half-odd-integers among the upper and lower parameters. If the
powerseriesrepresentationforsucha hypergeometricfunctionis expandedin powers
of ǫ, the terms in the summand will be rational functions of n, possibly multiplied by
factors ofthepolylogarithmfunction ψ(n+a) orits derivatives. Thetermsin the sums
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The sums over n of rational functions of n can be evaluated by applying the partial
















(n + a)2 = ψ′(a) . (F.0.16)
The sums of polygamma functions of n + 1 or n + 1


































(γ + 2log2)2 +
π2
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(γ + 2log2)2 −
π2
4
− γ1 , (F.0.20)
where γ1 is Stieltje’s ﬁrst gamma constant deﬁnedin (B.1.14). The sums ofpolygamma
functions of n + 1 or n + 1



































We also need the expansions in ǫ of some integrals of 2F1 hypergeometric func-
tions of y that have a factor of |1 − 2y|. For example, the following two integrals are
needed to obtain (D.2.129):
Z 1
0

























dyy1+ǫ(1− y)1+ǫ|1 − 2y| F
 




















146APPENDIX F. HYPERGEOMETRIC FUNCTIONS
These integrals can be evaluated by expressing them in the form
Z 1
0




































The evaluation of theﬁrst integral onthe right side gives 3F2 hypergeometricfunctions
with argument 1. The integrals from 0 to 1
2 can be evaluated by expanding the power
series representation (F.0.2) of the hypergeometric function in powers of ǫ. The result-
ing series can be summed analytically and then the integral over y can be evaluated.
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