ABSTRACT. Let R be a polynomial or formal power series ring with coefficients in a DVR V of mixed characteristic with a uniformizer π. We prove that the R-module annihilator of any nonzero D(R, V )-module is either zero or is generated by a power of π. In contrast to the equicharacteristic case, nonzero annihilators can occur; we give an example of a top local cohomology module of the ring Z2 [[x0, . . . , x5]] that is annihilated by 2, thereby answering a question of Hochster in the negative.
INTRODUCTION
In [7] , Huneke discussed 4 basic problems concerning local cohomology; these problems have guided the developments in the study of local cohomology modules for over two decades. As mentioned in the introduction of [7] , "We will find all of these problems are connected with another question: what annihilates the local cohomology?" More concretely, Hochster's [6, Question 6] asks the following: Question 1.1. Is the top local cohomology module of a local Noetherian domain with support in a given ideal faithful? That is, if R is a local Noetherian domain and I ⊆ R is an ideal of cohomological dimension δ, is H δ I (R) a faithful R-module?
Here H δ I (R) being faithful amounts to Ann R (H δ I (R)) = (0). When R is a regular local ring containing a field, Question 1.1 has a positive answer; this was stated in [9, Theorem 1.1] and was attributed to Hochster and Huneke [8, Lemma 2.2] in characteristic p > 0 and to Lyubeznik in characteristic zero. As stated in [9, page 543], when R is a regular local ring of mixed characteristic, Question 1.1 remained open. Question 1.1 also stems from a conjecture made by Lynch in [9] ; Lynch conjectured that Question 1.1 has a positive answer for all Noetherian local rings even without assuming the ring is a domain. In [1, Example 3.2], a counterexample to Lynch's conjecture was found; note that the local ring in [1, Example 3.2] is not equidimensional.
The main purpose of this paper is to investigate Question 1.1 for regular local rings of mixed characteristic. One of our main results classifies annihilators of D-modules as follows. 
Note that local cohomology modules of R are primary examples of D(R, V )-modules (cf. §2).
Investigating local cohomology from the D-module viewpoint originated in [10] . As shown in [10] , in characteristic 0 the fact that local cohomology modules have finite length in the category of D-modules plays a pivotal role. Our next result shows that, for a large class of D(R, V )-modules (including local cohomology modules) in mixed characteristic, having finite D(R, V )-module length is equivalent to having nonzero annihilator in R. The notion of a Lyubeznik filtration will be explained in §4; local cohomology modules of R are primary examples of D(R, V )-modules that admit Lyubeznik filtrations.
We also answer Question 1.1 in the negative in the case of regular local rings of mixed characteristic by considering Reisner's example.
Theorem C (Example 5.2). Let A = Z[x 0 , . . . , x 5 ] and m = (2, x 0 , . . . , x 5 ) ⊆ A. Let R be the m-adic completion of A, and let I be the ideal of R generated by the 10 monomials
Then cd(R, I) = 4 and Ann R (H 4 I (R)) = (2) = (0).
The paper is organized as follows. In §2, we review some basics of the theory of D-modules; in §3, we classify the annihilators of D(R, V )-modules when R is a ring of polynomials or formal power series over a DVR (V, πV ) of mixed characteristic (0, p); §4 is devoted to investigating the link between the length of D(R, V )-modules and their annihilators; finally, in §5, we answer Question 1.1 in the negative.
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PRELIMINARIES ON D-MODULES
We begin by fixing some conventions. All rings are assumed to have a unit element 1. If R is a commutative ring and r ∈ R is an element, we denote by (r) the principal ideal rR ⊆ R. All local commutative rings are assumed to be Noetherian. When we say that (V, πV, k) is a DVR of mixed characteristic (0, p), we mean that V is a rank-one discrete valuation ring of characteristic zero whose maximal ideal is the principal ideal (π) = πV generated by π, and whose residue field k = V /πV has characteristic p > 0. If ω ∈ V , we denote by ν π (ω) the π-adic valuation of ω, that is, ν π (ω) is the exponent in the largest power of π dividing ω (so ν π (ω) = 0 if and only if ω is a unit in V ).
We now provide some necessary background material concerning D-modules. If S is any commutative ring and A ⊆ S is a commutative subring, then the ring D(S, A) of A-linear differential operators on S, a subring of End A (S), is defined recursively as follows [4, §16] . A differential operator S → S of order zero is multiplication by an element of S. Supposing that differential operators of order ≤ j − 1 have been defined, d ∈ End A (S) is said to be a differential operator of order ≤ j if, for all s ∈ S, the commutator
By a D(S, A)-module, we mean a left module over the ring D(S, A). We denote by Mod D(S,A) the Abelian category of (left) D(S, A)-modules. The ring S itself has a D(S, A)-module structure; using the quotient rule, we can give a D(S, A)-module structure to the localization S f for every f ∈ S in such a way that the natural localization map S → S f is a map of D(S, A)-modules. Using theČech complex interpretation of local cohomology, it follows [10, Example 2.1] that the local cohomology modules H i I (S) have D(S, A)-module structures for all finitely generated ideals I ⊆ S and all i ≥ 0.
We will be concerned with the special case in which S = A[[x 1 , . . . , x n ]] (resp. S = A[x 1 , . . . , x n ]) is a formal power series (resp. polynomial) ring with coefficients in A. In this case, we can describe explicitly the structure of the ring D(S, A): we have Our interest in the subcategory C(S, A) is that, if S is Noetherian, this subcategory contains all local cohomology modules of S. We note that Lemma 2.2 is stated in [11] under the assumption that A is a field, but this hypothesis is not used in its proof.
We will need the following two propositions in the sequel. 
Proposition 2.3. [11, Corollaries 3' and 6]
Let S = k[[x 1 , . . . , x n ]] or k[x 1 , . . . , x n ] for some n ≥ 0, where k is a field. Every object of C(S, k) is of finite length in Mod D(S,k) . Proposition 2.4. Let S = k[[x 1 , . . . , x n ]] or k[x 1 , . . . , x n ] for some n ≥ 0, where k is a field. If M is a nonzero D(S, k)-module, then Ann S (M ) = (0).
THE ANNIHILATOR OF A D(R, V )-MODULE
Throughout this section, (V, πV, k) denotes a fixed DVR of mixed characteristic (0, p), and R denotes either the ring
In either case, we denote by R the ring R/(π), which is either a formal power series or polynomial ring over k. Our goal in this section is to classify the possible R-module annihilators of D(R, V )-modules, and our main result is the following:
In order to prove Theorem 3.1, we begin with a classification of D(R, V )-submodules of R.
There exists a natural number ℓ ≥ 0 such that I = π ℓ R.
Proof. We write elements f ∈ R in multi-index notation as follows:
where all ω β ∈ V and if β = (β 1 , . . . , β n ) ∈ (Z ≥0 ) n , then x β denotes the monomial x
(When R is a polynomial ring over V , we of course have ω β = 0 for almost all β ∈ (Z ≥0 ) n .)
We prove the formal power series case first.
n (f ) (which belongs to I by hypothesis) has a unit constant term, it is itself a unit in R. On the other hand, assume that for every f = β∈(Z ≥0 ) n ω β x β ∈ I, we have ν π (ω β ) > 0 for all β ∈ (Z ≥0 ) n . Under this assumption, let ℓ be the minimal value of ν π (ω β ) among all ω β occurring as coefficients in any f ∈ I. This ℓ is a well-defined, nonzero natural number; we claim that I = (π ℓ ). It is clear that I ⊆ (π ℓ ). For the converse inclusion, choose f = β∈(Z ≥0 ) n ω β x β ∈ I such that for some β ∈ (Z ≥0 ) n we have ν π (ω β ) = ℓ. Applying the differential operator ∂
n , we obtain an element g ∈ I whose constant term is of the form π ℓ times a unit in V . But by the minimality ℓ, every other coefficient in g is divisible by π ℓ ; factoring out π ℓ , we can write g as π ℓ times a unit h in R, from which it follows that (π ℓ h)h −1 = π ℓ ∈ I. Thus, I = (π ℓ ) as claimed.
On the other hand, suppose that R = V [x 1 , . . . , x n ]. Again let I ⊆ R be a nonzero D(R, V )-submodule, and let f ∈ I be given. Let γ = (γ 1 , . . . , γ n ) ∈ (Z ≥0 ) n be such that ω γ x γ is the leading term of f with respect to the grlex term order. Then ∂
n (f ) = ω γ ∈ I. Scaling by a unit if needed, we conclude that π νπ(ωγ ) ∈ I. Now let ℓ be the minimal π-adic valuation of any of the (grlex) leading coefficients of elements of I. Since I = (0), ℓ is a natural number. By the preceding argument, π ℓ ∈ I. We claim that, conversely, I ⊆ (π ℓ ) and so the two are equal. Indeed, if f ∈ I is not divisible by π ℓ , then some nonzero term ω β x β has ν π (ω β ) < ℓ. Multiplying by enough powers of the x i , we obtain an element of I whose leading coefficient is not divisible by π ℓ , violating the minimality of ℓ. This completes the proof.
Before we proceed to a proof of Theorem 3.1, we need the following lemma. In this lemma, and the rest of the results in this section, the proofs for the formal power series and polynomial cases are identical. Proof. Let p = π ℓ u, for some u ∈ V × . Then it is easy to see that
and so, it suffices for us to show that J = (I :
i (r) remains in J for every 1 ≤ i ≤ n, t ≥ 1, and r ∈ J.
Since r ∈ J, there is an integer ℓ such that (p ℓ r)M = 0. First we consider the case when t = 1. For each m ∈ M , we have
which shows that ∂ i (r) ∈ J. Now an easy induction on t shows that ∂ t i (r) ∈ J for all t ≥ 1. Since
i , it follows that t!∂
[t]
i (r) ∈ J for all t ≥ 1. Since every integer coprime to p is a unit in R, we have
i (r) ∈ I; again by definition of J, this means ∂
We will also need the following consequence of Proposition 2.4.
Proof. By hypothesis, (π) ⊆ Ann R (M ). For the converse inclusion, observe that since M is annihilated by π, it has a natural structure of D(R, V )/πD(R, V ) = D(R/(π), V /(π)) = D(R, k)-module. Since M = (0) and k is a field, we have Ann R (M ) = (0) by Proposition 2.4, so that Ann R (M ) ⊆ (π).
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. Let I = Ann R (M ) and assume that I = (0). By Lemma 3.3, J = (I : π ∞ ) is a nonzero D(R, V )-submodule of R, so by Theorem 3.2, we have J = (π e ) for some natural number e ≥ 1. In particular, π e ∈ J, so for some ℓ ≥ e, π ℓ ∈ I by definition of J. Assume that ℓ is the minimal integer such that π ℓ ∈ I. Since M = (0), we must have ℓ ≥ 1.
We will use induction on ℓ to show that I = (π ℓ ). The base case, ℓ = 1, is precisely Lemma 3.4. If ℓ ≥ 2, we consider πM . The definition of ℓ implies that πM = (0). Since π ∈ V , the module πM is naturally a D(R, V )-submodule of M . Applying the induction hypotheses to πM (which is annihilated by π ℓ−1 ), by minimality of ℓ we have Ann R (πM ) = (π ℓ−1 ). It follows immediately that Ann R (M ) = (π ℓ ). 
LYUBEZNIK FILTRATIONS AND D-MODULE LENGTH
In this section, our notation is the same as in Section 3: (V, πV, k) denotes a fixed DVR of mixed characteristic (0, p), and R denotes either the ring V [[x 1 , . . . , x n ]] or V [x 1 , . . . , x n ] for some n ≥ 0. In either case, we denote by R the ring R/(π), which is either a formal power series or polynomial ring over k.
Objects of the category C(R, k) are of finite length in Mod D(R,k) , by Proposition 2.3. When we replace the coefficient field k with the coefficient ring V , however, the situation changes entirely. For example, the ring R itself clearly belongs to C(R, V ), but since π ℓ R is a D(R, V )-submodule of R for all ℓ ≥ 0 (as π ∈ V ) and π ℓ R = π ℓ+1 R for all ℓ ≥ 0, we see that R is not of finite length in Mod D(R,V ) . In this section, we study the relationship between the D(R, V )-module length of objects of C(R, V ) and their annihilators when viewed as R-modules. is an isomorphism for almost all (that is, all but finitely many) j ∈ Z.
In such a case we say that {M i , {N i j }} is a Lyubeznik filtration of M . We say that a Lyubeznik filtration {M i , {N i j }} of M is of finite type if, for all i such that 1 ≤ i ≤ t, there exist integers a i < b i such that N i a i = (0) and
The following result, obtained in [12] , is crucial to the study of finiteness properties of local cohomology modules in the unramified case. Proposition 4.2 is stated in [12] only in the formal power series case, but the same proof works in the polynomial case, since V [x 1 , . . . , x n ] is also a UFD.
Example 4.3. Let f ∈ R be given. Since R is a UFD, we can write f = π e g for some e ≥ 0 where g ∈ R is not divisible by π. We can construct a Lyubeznik filtration on M = R f as follows: we take t = 1
The proof of Proposition 4.2 proceeds from Example 4.3 by patching together and modifying the "base case" filtrations of the example for D(R, V )-module subquotients and extensions.
The following is the main result of this section. Combined with Theorem 3.1, it says in particular that if M is a local cohomology module of R, then M is of finite (resp. infinite) length in Mod D(R,V ) if and only if its R-module annihilator is generated by a power of π (resp. is zero). Proof. Fix a Lyubeznik filtration {M i , {N i j }} t i=0 on M . By discarding redundant terms, we may assume that M i = M i−1 for i = 1, . . . , t. We will prove our theorem by proving the following statements:
(i) if the given filtration is of finite type, then M is of finite length in Mod D(R,V ) ; (ii) if the given filtration is of finite type, then π ℓ M = (0) for some ℓ ≥ 0; (iii) if the given filtration is not of finite type, then M is not of finite length in Mod D(R,V ) ; (iv) if the given filtration is not of finite type, then Ann R (M ) = (0).
Suppose first that the given filtration is of finite type, and fix i such that 1 ≤ i ≤ t. By condition (4) of Definition 4.1, the quotients 
. Now suppose that the given filtration is not of finite type. This means that there exists some i with 1 ≤ i ≤ t such that either N i j = (0) for all j ∈ Z or N i j = M i for all j ∈ Z. By condition (2) of Definition 4.1, if the filtration {N i j } stabilizes downward, its stable value must be (0), and if it stabilizes upward, its stable value must be M i . This means that since the filtration is not of finite type, it either fails to stabilize downward or fails to stabilize upward: there exist infinitely many j ∈ Z such that N i j = N i j+1 . It follows that M i , and a fortiori M , cannot be of finite length in Mod D(R,V ) , proving (iii).
To prove statement (iv), since We claim that Ann R (N a /N a−s ) ⊆ π s R for all s ≥ 1. We will prove this claim by induction on s, the case s = 1 having been established above. Let s ≥ 1 be given, suppose that Ann R (N a /N a−s ) ⊆ π s R, and let f ∈ R be an element of
and by the inductive hypothesis we can write f = π s g for some g ∈ R. Now let z ∈ N a−s be given. Since N a /N a−1 ·π s − − → N a−s /N a−s−1 is a composite of s isomorphisms and therefore an isomorphism, there exist x ∈ N a and y ∈ N a−s−1 such that z = y + π s x. But then gz = g(y + π s x) = gy + f x, which belongs to N a−s−1 since y ∈ N a−s−1 and f N a ⊆ N a−s−1 . As z was arbitrary, we conclude that gN a−s ⊆ N a−s−1 , so by the previous paragraph, g ∈ πR and hence f = π s g ∈ (π s+1 ). That is, we have proved that Ann R (N a /N a−s−1 ) ⊆ π s+1 R, completing the induction. We can now prove that Ann R (M ) = (0). Let f ∈ Ann R (M ) be given. Then in particular, f ∈ Ann R (N a ), and so for every s ≥ 1, f ∈ Ann R (N a /N a−s ). By the statement just proved, f ∈ π s R for all s ≥ 1. But ∩ s≥1 π s R = (0) by Krull's intersection theorem, so f = 0 as desired.
On the other hand, suppose that the filtration {N j } of M does not stabilize upward, so N j = M for all j ∈ Z. The argument in this case is in some sense dual to the one just given. By condition (5) of Definition 4.1, there exists an integer b such that for all j ≥ b, we have N j+2 /N j+1 ∼ = N j+1 /N j as D(R, V )-modules. The quotients N j+1 /N j for j ≥ b are all nonzero, for otherwise the filtration would stabilize upward. Moreover, we know that Ann R (N j+1 /N j ) = πR for all j ≥ b, and therefore, by repeating the inductive argument in the previous paragraph we conclude that
again by Krull's intersection theorem, it follows that Ann R (M ) = (0). This proves (iv) and hence the theorem. , and therefore does not belong to C(R, k) (for example, a direct sum of infinitely many copies of R) and view it as a D(R, V )-module by restricting scalars. Then this module also is of infinite length in Mod D(R,V ) , but is annihilated by π.
REISNER'S EXAMPLE
The main purpose of this section is to produce an example of a top local cohomology module of a regular local ring of mixed characteristic that has nonzero annihilator. Such an example provides a negative answer to Question 1.1 even in the special case of regular rings. We will begin with the following observation.
Proposition 5.1. Let A = Z[x 1 , . . . , x n ] for some n ≥ 0 and let I ⊆ A be a monomial ideal.
Remark 5.4. During the preparation of this paper, we learned that Hochster and Jeffries obtained the following result: Let (R, m) be a Noetherian local domain of characteristic p. Assume that the arithmetic rank of an ideal I is the same as its cohomological dimension, which is denoted by δ. Then H δ I (R) is faithful. The combination of Example 5.2 and Remark 5.3 shows that the mixed-characteristic analogue of the aforementioned Hochster-Jeffries result does not hold.
Hernández, Núñez-Betancourt, Pérez, and Witt also studied the module H 4 I ( A m ), concluding [5, Theorem 6.3] that this module has zero-dimensional support while its injective dimension as an A m -module is equal to 1. We finish this section with a finer analysis of the structure of H 4 I ( A m ), that in particular recovers this result of [5] . 
