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Hkratni preizkusi neinferiornosti
Povzetek
Diplomska naloga temelji na preizku²anju domnev glede u£inkovitosti treh med
seboj neodvisnih skupin zdravljenj  eksperimentalno zdravljenje (E), referen£no
zdravljenje (R) in zdravljenje s placebom (P). Pomembni predpostavki hkratnega
preizku²anja domnev sta homoskedasti£nost in normalnost. Opazovanje k-tega bol-
nika v skupini i je ozna£eno z Xik in porazdeljeno Xik ∼ N(µi, σ2), za i = E,P,R;
k = 1, . . . , ni. Oznaka ni predstavlja ²tevilo bolnikov posamezne vrste zdravljenja
i, δij ≥ 0 dopustno odstopanje, za i = E,P,R; i 6= j, zα pa zgornji α-percentil
standardne normalne porazdelitve.
Z zavrnitvijo glavne ni£elne domneve H0 dokaºemo superiornost eksperimental-
nega zdravljenja (E) nad zdravljenjem s placebom (P) in hkrati neinferiornost ekspe-
rimentalnega (E) proti referen£nemu zdravljenju (R). Asimptoti£na mo£ za zavrnitev
H0 je enaka
ΦΣ


















Z zavrnitvijo raz²irjene ni£elne domneve H̃0 dokaºemo ²e superiornost referen£-
nega zdravljenja (R) nad zdravljenju s placebom (P). Asimptoti£na mo£ za zavrnitev
H̃0 pri stopnji zna£ilnosti α je enaka
ΦΣ̃




























This work is based on hypothesis testing regarding ecacy of 3 independent gro-
ups of treatment  experimental treatment (E), active reference (R) and placebo
(P). The important assumptions here are homoscedasticity and normality. The ob-
servation for the kth patient in group i is denoted as Xik and is distributed as
Xik ∼ N(µ, σ2), for i = E,P,R; k = 1, . . . , ni. The symbol ni represents the num-
ber of patients in group i, δij ≥ 0 the inferiority/superiority margin, for i = E,P,R;
i 6= j and zα upper α-percentile of standard normal distribution.
With the rejection of the principal null hypothesis H0 we prove the superiority of
experimental treatment (E) versus placebo (P) and, simultaneously, non-inferiority
of experimental treatment (E) versus active reference (R). The asymptotic power
for the rejection of H0 equals
ΦΣ


















With the rejection of the extended null hypothesis H̃0 we prove, in addition, the
superiority of active reference (R) versus placebo (P). The asymptotic power for the
rejection of H̃0 equals
ΦΣ̃
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1. Uvod
Preizku²anje domnev, s katerimi preu£ujemo u£inkovitost eksperimentalnega zdra-
vljenja (E), referen£nega zdravljenja (R) ter zdravljenja s placebom (P), je v zadnjih
desetletjih zaradi ve£je zmogljivosti ra£unalnikov laºje in s tem vedno bolj popularno.




Splo²no znano je, da obstajajo pomembne razlike med preizkusi superiornosti in
neinferiornosti glede njihove zasnove, analize in razlage. V nasprotju s preizkusi
superiornosti so preizkusi neinferiornosti bolj zapleteni, saj temeljijo na predpo-
stavkah, ki jih ni mogo£e neposredno potrditi. Slednje se odraºa tudi v smernicah
regulatornih agencij, kot je Evropska agencija za zdravila (ang. European Medicines
Agency, EMA) [1].
Namen preizku²anja superiornosti je pokazati, da je eksperimentalno zdravljenje
(E) bolj²e oz. bolj u£inkovito od zdravljenja s placebom (P). Ni£elna domneva pove,
da med prej omenjenima zdravljenjema ni razlik. Preizkus je dolo£en tako, da zavrne
ni£elno domnevo in pokaºe statisti£no pomembno razliko v korist eksperimentalnega
zdravljenja (E) [9].
Po drugi strani preizkusi neinferiornosti pokaºejo, da novo eksperimentalno zdra-
vljenje (E) ni nesprejemljivo slab²e kot trenutno referen£no zdravljenje (R) [9].
Ker u£inkovitosti novega zdravljenja ni mogo£e pri£akovati, velja za sprejemljivo,
da je eksperimentalno zdravljenje (E) neinferiorno referen£nemu (R).
V preteklosti preizkusi neinferiornosti niso vklju£evali skupine bolnikov, ki so pre-
jemali placebo (P), saj so bila na voljo druga zdravila z ºe dokazano u£inkovitostjo.
Tako so ti preizkusi vsebovali le eksperimentalno zdravljenje bolnikov (E) in refe-
ren£no zdravljenje (R).
Velja ²e ve£: najbolj prepri£ljiv na£in za razlikovanje u£inkovitega zdravljenja z
neu£inkovitim, je ugotoviti razlike med referen£nim zdravljenjem (R) in zdravlje-
njem s placebom (P). To je razlog, da v model neinferiornosti vklju£imo ²e bolnike,
ki so prejemali placebo. Ta model imenujemo Zlato pravilo neinferiornosti.
Ve£ina teoreti£nega dela diplomske naloge izhaja iz £lanka A general approach
for sample size calculation for the three-arm gold standard non-inferiority design
[7], v katerem se nahajajo izhodi²£ne in kon£ne ena£be, ki jih uporabimo pri izpeljavi.
V nadaljevanju bomo orisali splo²ni okvir preizku²anja domnev, kjer bomo de-
nirali osnovne pojme, kot so domneva, verjetnost napake 1. vrste in mo£ testa.
V 3. razdelku bomo predstavili osnove preizku²anja domnev za primerjavo ekspe-
rimentalnega (E) in referen£nega zdravljenja (R) ter zdravljenja s placebom (P),
vpeljali najpomembnej²e oznake, ki se bodo tekom celotne diplomske naloge pona-
vljale. Denirali bomo posamezne domneve, glavno H0 in raz²irjeno domnevo H̃0,
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testne statistike in zdruºeno cenilko, slednjo bomo tudi izpeljali. V 4. razdelku bomo
podrobneje preu£ili primerjavo med eksperimentalnim zdravljenjem (E) in zdravlje-
njem s placebom (P). To je preizkus HEP0 proti H
EP
A , kjer bomo ocenili verjetnost
napake 1. vrste in izra£unali asimptoti£no mo£ za zavrnitev HEP0 pri nominalni
stopnji zna£ilnosti α. V 5. in 6. razdelku bomo izpeljali asimptoti£no mo£ za za-
vrnitev glavne in raz²irjene ni£elne domneve H0 in H̃0 ter korelacijski matriki Σ in
Σ̃. Naslednji razdelek govori o velikosti vzorca in razli£nih parametrih, ki vplivajo
nanj. Zanimalo nas bo tudi, kako se z ve£anjem vzorca spreminja funkcija mo£i. V
razdelku 8 bomo teoreti£ni del diplomske naloge prikazali ²e z gra in s tabelami.
Lo£eno bomo pogledali, kak²na je funkcija mo£i pri ksnem in poljubnem σ. V
zadnjem razdelku pa si bomo pogledali konkreten primer z realnimi podatki, kjer
bomo dobljeno znanje uporabili v praksi.
2. Splo²ni okvir preizku²anja domnev
Preizku²anje domnev v Bernoulijevem in normalnem modelu smo ºe obravnavali
tekom ²tudija pri predmetu Verjetnost in statistika. V tem razdelku bomo obnovili in
s tem orisali splo²ni okvir preizku²anja domnev, ki je povzet po [6]. V posameznem
podrazdelku pa bomo denirali verjetnost napake 1. in 2. vrste ter mo£ testa.
Denicija 2.1. Privzemimo model z mnoºico dopustnih porazdelitev F .
Statisti£na domneva v zvezi z modelom F je, da porazdelitev preu£evane slu£ajne
spremenljivke X (ozna£imo z FX) pripada dolo£eni podmnoºici H0 ⊂ F .
Alternativna domneva je, da porazdelitev slu£ajne spremenljivke X ne pripada mno-
ºici H0, torej pripada komplementu HC0 . Ozna£imo jo s HA, torej HA ⊂ HC0 .
Denicija 2.2. Preizkus domneve H0 proti alternativni domnevi HA za vzorec veli-
kosti n je odlo£itveno pravilo, po katerem na podlagi realizacije slu£ajnega vzorca n
podpremo alternativno domnevo HA, in s tem zavrnemo H0, oz. podpremo domnevo
H0.
2.1. Verjetnost napake 1. in 2. vrste. Pri odlo£itvah lahko pride do dveh vrst
napak  to sta napaki 1. in 2. vrste. Verjetnosti obeh tipov napak hkrati ne moremo
zmanj²ati, zato se moramo odlo£iti, katera je pomembnej²a. V konkretnem pro-
blemu po potrebi zamenjamo vlogi H0 in HA tako, da bomo kontrolirali verjetnost
napake, da zavrnemo domnevo H0, £eprav H0 drºi. Tej napaki pravimo napaka 1.
vrste.
Naj bo α ∈ (0, 1) (blizu 0) predpisana vrednost. Pravimo, da je preizkus stopnje
zna£ilnosti α, £e je verjetnost napake 1. vrste navzgor omejena z α.
P (napaka 1. vrste) = P (zavrnemo H0 | H0 drºi) ≤ α.
Napaki, da ne zavrnemo domneve H0, £eprav HA drºi, pravimo napaka 2. vrste.
P (napaka 2. vrste) = P (NE zavrnemo H0 | HA drºi).
Najve£ji napaki 1. vrste pravimo velikost testa oz. velikost preizkusa.
sup
F∈H0
P (napaka 1. vrste) = sup
F∈H0
P (zavrnemo H0 | H0 drºi) ≤ α
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2.2. Mo£ splo²nega preizkusa. Prou£ujemo parametri£ni model s prostorom pa-
rametrov Θ in preizku²amo domnevo H0 ⊂ Θ proti alternativi HA ⊂ HC0 . Naj bo
Z testna statistika  to je vrednost, ki jo izra£unamo na vzorcu, da bi preizku²ali
domnevo Z(X1, X2, . . . , Xn), denirana na Rn.
Domnevo H0 zavrnemo na vzorcu (x1, x2, . . . , xn), £e vrednost Z(x1, x2, . . . , xn) pri-
pada zavrnitvenemu obmo£ju.
Mo£ tega preizkusa je funkcija β : Θ → [0, 1], ki parametru ϑ priredi verjetnost
zavrnitve na vzorcu (X1, X2, . . . , Xn), kjer so Xi ∼NEP ϑ.
Tu parameter ϑ, ki je lahko tudi vektorski, dolo£a porazdelitev Xi.
3. Osnove preizku²anja domnev
V tem razdelku bomo obravnavali slu£ajne preizkuse in jih primerjali z eksperi-
mentalnim zdravljenjem (E), referen£nim zdravljenjem (R) in zdravljenjem s pla-
cebom (P). V ta namen bomo denirali posamezne ni£elne domneve HEP0 , H
ER
0 in
HRP0 ter glavno in raz²irjeno ni£elno domnevo H0 in H̃0. Za testiranje prej na²tetih
domnev bomo denirali ²e testne statistike ZEP , ZER in ZRP , vpeljali zdruºeno ce-
nilko, ki jo bomo v podrazdelku 3.2.1 tudi izpeljali.
tevilo bolnikov posamezne vrste zdravljenja ozna£imo z ni, za i = E,P,R.
Oznaka Xik predstavlja opazovanje k-tega bolnika v skupini i, za i = E,P,R;
k = 1, 2, . . . , ni. Predpostavimo normalno porazdeljene podatke Xik ∼ N(µi, σ2i )
in privzemimo, da so vi²je vrednosti Xik zaºeljene.
3.1. Domneve. Za primerjavo prej omenjenih treh skupin zdravljenj (E), (R) in
(P) glede na u£inkovitost, oblikujemo naslednje domneve:
(1) HEP0 : µE ≤ µP + δEP proti HEPA : µE > µP + δEP
(2) HER0 : µE ≤ µR − δER proti HERA : µE > µR − δER
(3) HRP0 : µR ≤ µP + δRP proti HRPA : µR > µP + δRP .
Tu δij ≥ 0 predstavlja dopustna odstopanja za i, j = E,P,R; i 6= j.
V domnevi (1) primerjamo eksperimentalno zdravljenje (E) z zdravljenjem s pla-
cebom (P). Tako lahko domnevo HEP0 interpretiramo na 2 na£ina:
• nesuperiornost eksperimentalnega zdravljenja (E) proti zdravljenju s place-
bom (P),
• neinferiornost zdravljenja s placebom (P) proti eksperimentalnemu zdravlje-
nju (E).
e velja δEP = 0, z zavrnitvijo HEP0 dokaºemo na£elno superiornost eksperimen-
talnega zdravljenja (E) nad zdravljenjem s placebom (P). e je δEP > 0, z zavr-
nitvijo HEP0 dokaºemo pravo superiornost eksperimentalnega zdravljenja (E) nad
zdravljenjem s placebom (P). Tako z zavrnitvijo ni£elne domneve HEP0 dokaºemo
superiornost eksperimentalnega zdravljenja (E) nad zdravljenjem s placebom (P),
kar je klju£no za prikaz uspe²nosti eksperimentalnega zdravljenja (E).
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V domnevi (2) primerjamo eksperimentalno zdravljenje (E) z referen£nim zdra-
vljenjem (R). Domnevo HER0 lahko interpretiramo na 2 na£ina:
• superiornost referen£nega zdravljenja (R) nad eksperimentalnim zdravlje-
njem (E),
• inferiornost eksperimentalnega zdravljenja (E) proti referen£nemu zdravlje-
nja (R).
Za preizku²anje uspe²nosti referen£nega zdravljenja (R) je bistveno, da je eksperi-
mentalno zdravljenje (E) neinferiorno referen£nemu (R). To dokaºemo z zavrnitvijo
ni£elne domneve HER0 pri dopustnem odstopanju δER > 0.
Torej je pri hkratnem preizku²anju domnev (1) in (2) klju£no, da je eksperimen-
talno zdravljenje (E) superiorno zdravljenju s placebom (P) in hkrati neinferiorno
referen£nemu zdravljenju (R). Pri hkratnem preizku²anju domnev HEP0 in H
ER
0 de-
niramo domnevi H0 in HA kot
(4) H0 := HEP0 ∪HER0 proti HA := HEPA ∩HERA .
Ni£elno domnevo H0 zavrnemo pri stopnji zna£ilnosti α, £e pri α zavrnemo unijo
ni£elnih domnev HEP0 in H
ER
0 . Torej bomo pri α hkrati zavrnili H
EP
0 kot tudi H
ER
0 .
Da to res drºi, se prepri£ajmo z naslednjim dokazom.
Dokaz. Privzemimo, da HEP0 drºi ali H
ER
0 drºi.
e HEP0 drºi, velja
P (HEP0 zavrnemo in H
ER
0 zavrnemo) ≤ P (HEP0 zavrnemo) ≤ α
Simetri£no velja, £e HER0 drºi
P (HEP0 zavrnemo in H
ER
0 zavrnemo) ≤ P (HER0 zavrnemo) ≤ α
e H0 drºi, potem HEP0 drºi ali H
ER
0 drºi. 
V domnevi (3) primerjamo referen£no zdravljenje (R) z zdravljenjem s placebom
(P). Domnevo HRP0 interpretiramo na 2 na£ina:
• nesuperiornost referen£nega zdravljenja (R) proti zdravljenju s placebom (P),
• neinferiornost zdravljenja s placebom (P) proti referen£nemu zdravljenju (R).
Pri domnevi HRP0 obravnavamo na£elno superiornost (za δRP = 0) oz. pravo superi-
ornost (za δRP > 0) referen£nega zdravljenja (R) proti zdravljenju s placebom (P).
Tako oblikujemo domnevi H̃0 in H̃A, kjer poleg hkratnega preizku²anja domnev
HEP0 in H
ER
0 upo²tevamo tudi primerjavo med referen£nim zdravljenjem (R) in
zdravljenjem s placebom (P).
H̃0 := H
EP
0 ∪HER0 ∪HRP0 proti H̃A := HEPA ∩HERA ∩HRPA
Ni£elno domnevo H̃0 zavrnemo pri stopnji zna£ilnosti α, £e pri α zavrnemo unijo





Dokaz je podoben kot prej. Dodatno moramo upo²tevati, da lahko tudi HRP0 drºi.
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3.2. Testne statistike in zdruºena cenilka.

































kjer je X i = 1ni
∑ni







vzor£na varianca skupine i, za i = E,P,R; k = 1, . . . , ni.
Denicija 3.2. Z∗ij ozna£uje standardizacijo razlike X i − Xj, zaradi normalnosti
pa velja Z∗ij ∼ N(0, 1):
Z∗ij =
X i −Xj − E(X i −Xj)
σ(X i −Xj)
=








Eksplicitno za i, j = E,P,R; i 6= j:
(8) Z∗EP =


























Sedaj predpostavimo homoskedasti£ni model.
Denicija 3.3. V statistiki je zaporedje slu£ajnih spremenljivk X1, X2, . . . , Xn
homoskedasti£no, £e imajo vse slu£ajne spremenljivke enako kon£no varianco, tj.
V ar(Xi) = V ar(Xj) < ∞ za ∀i, j = 1, . . . , n. Z drugimi besedami to varianco
imenujemo homoskedasti£na varianca. Komplementarni pojem homoskedasti£nosti
je heteroskedasti£nost.
Denicija (3.3) je povzeta po[2].
Ob predpostavki homoskedasti£nosti je opazovanje k-tega bolnika v skupini i poraz-
deljeno kot Xik ∼ N(µi, σ2), za i = E,P,R; k = 1, . . . , ni.
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3.2.1. Izpeljava zdruºene cenilke. Najprej vpeljimo upanje in varianco razlike vzor£-
nih povpre£ij.
E(X i) = µi in V ar(X i) =
σ2i
ni
⇒ σ(X i) =
σi√
ni








zaradi neodvisnosti posameznih skupin zdravljenj (E), (P) in (R).
Ob privzetku homoskedasti£nega modela velja σi = σj = σ za i, j = E,P,R; i 6= j,
in tako je varianca razlike vzor£nih povre£jih enaka







za i, j = E,P,R; i 6= j.























Trditev 3.4. Za neodvisni slu£ajni spremenljivki X in Y , ki sta porazdeljeni X ∼ χ2n
in Y ∼ χ2m, je njuna vsota X + Y porazdeljena kot χ2n+m.
Trditev (3.4) je povzeta po [4], poleg tega smo jo pri predmetu Statistika1 tudi do-
kazali.
Po trditvi (3.4) je ni+nj−2
σ2
σ̂2ij,zdr porazdeljena kot χ
2


















Torej je zdruºena cenilka σ̂2ij,zdr enaka
σ̂2ij,zdr =
1
ni + nj − 2
( ni∑
k=1








ni + nj − 2
(
(ni − 1)σ̂2i + (nj − 1)σ̂2j
)
.
Zgornjo izpeljavo lahko povzamemo v denicijo (3.5).
Denicija 3.5. Zdruºena cenilka je nepristranska cenilka za σ2ij,zdr = σ
2 (zaradi
homoskedasti£nosti), podana z ena£bo
σ̂2ij,zdr =
(ni − 1)σ̂2i + (nj − 1)σ̂2j
ni + nj − 2
,
kjer je X i = 1ni
∑ni







vzor£na varianca skupine i, za i = E,P,R; k = 1, . . . , ni.
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4. Preizkus HEP0 proti H
EP
A pri stopnji zna£ilnosti α
V tem razdelku bomo obravnavali enostranski preizkus domneve HEP0 proti H
EP
A ,
ki sta bila ºe omenjena v podrazdelku 3.1 z ozna£bo (1). Testna statistika ZEP je
navedena v podrazdelku 3.2 z ozna£bo (5), standardizacija razlike XE − XP pa z
(8). Izpeljali bomo verjetnost napake 1. vrste in funkcijo mo£i.
Preizkus HEP0 : µE ≤ µP + δEP proti HEPA : µE > µP + δEP pri stopnji zna£ilnosti
α: {
H0 zavrnemo, £e ZEP > C,
H0 NE zavrnemo, sicer.
Najprej izpeljimo verjetnost napake 1. vrste.
P (zavrnemo HEP0 | HEP0 drºi) = P (ZEP > C | µE − µP ≤ δEP ) =
= P






































| µE − µP ≤ δEP
)
Opazimo, da je na desni strani neena£aja poleg skalarjev (to so C, σ, δEP , µE, µP , nE,
nP ) tudi funkcija slu£ajnih spremenljivk σ̂EP,zdr. Da bi se izognili slu£ajnim spre-
menljivkam na desni strani neena£aja, vpeljemo pojem asimptoti£na mo£.
Denicija 4.1. Naj bosta dani zaporedji (an)n∈N in (bn)n∈N. Pravimo, da je (an)n∈N





= 1 v (P).
Denicija (4.1) je povzeta po [5].
Pri verjetnosti napake 1. vrste preizkusa (1) sedaj upo²tevamo, da σEP,zdr v verje-






Tako je asimptoti£na verjetnost napake 1. vrste enaka
lim
nE ,nP→∞
P (ZEP > C | µE − µP ≤ δEP ) =
P
(
Z∗EP > C +











Slika 1. Graf verjetnosti napake 1. vrste
Kot je razvidno iz slike (1), je asimptoti£na verjetnost napake 1. vrste nara²£ajo£a
funkcija, ki svoj maksimum doseºe v to£ki (δEP , α). Tako lahko asimptoti£no verje-
tnost napake 1. vrste za preizkus (1) navzgor ocenimo z asimptoti£no verjetnostjo
napake 1. vrste, ki ima pogoj µE − µP = δEP [6]. Tako velja
P (zavrnemo HEP0 | HEP0 drºi) =
= 1− P
(
Z∗EP ≤ C +







| µE − µP ≤ δEP
)
≤
≤ P (zavrnemo HEP0 | µE − µP = δEP ) =
= 1− P (Z∗EP ≤ C | µE − µP = δEP ) =
= 1− Φ(C).
Pri zahtevi 1 − Φ(C) = α, sledi C = zα, kjer zα predstavlja zgornji α-percentil
standardne normalne porazdelitve.
V nadaljevanju diplomske naloge bomo preu£evali preizkuse pri nominalni stopnji
zna£ilnosti α. Pri nas je ta doseºena asimptoti£no.
Funkcija mo£i za zavrnitev HEP0 pri stopnji zna£ilnosti α je enaka
P (ZEP > zα) = P







































Kot pri asimptoti£ni verjetnosti napake 1. vrste, tu upo²tevamo σEP,zdr ∼P σ.
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Z∗EP > zα +



















kjer je Φ porazdelitvena funkcija standardne normalne N1(0, 1) in zα zgornji
α-percentil standardne normalne porazdelitve.
Slika 2. Graf funkcije mo£i
Na sliki (2) vidimo funkcijo mo£i pri dejanskih vrednosti µE − µP . Ta funkcija je
narisana za nE = nP = 25, σ = 20, α = 0, 05, za δEP pa izberimo vrednost 2,5. Ve£
o funkciji mo£i in njeni gra£ni analizi bomo obravnavali v razdelku 7.
5. Preizkus H0 proti HA pri stopnji zna£ilnosti α
V tem razdelku bomo obravnavali enostranski preizkus glavne domneve H0 proti
HA, ki sta bila ºe omenjena v podrazdelku 3.1 z ozna£bo (4). Testni statistiki ZEP
in ZER sta denirani v podrazdelku 3.2 z ozna£bama (5) in (6).
Preizkus H0 proti HA pri stopnji zna£ilnosti α je{
H0 zavrnemo, £e ZEP > zα in ZER > zα,
H0 NE zavrnemo, sicer.
Tako je funkcija mo£i za zavrnitev ni£elne domneve H0 enaka
P (ZEP > zα, ZER > zα) =
= P







































































Po (4.1) iz prej²njega razdelka σ̂Ej v verjetnosti konvergira k σEj = σ (zaradi homo-




P (ZEP > zα, ZER > zα) =
= P
(
Z∗EP > zα +







, Z∗ER > zα −









Lema 5.1. Naj bo (U, V ) ∼ N2(0,Σ) dvorazseºno normalno porazdeljen vektor.
Tedaj velja:
P (U > u, V > v) = ΦΣ(−u,−v),
kjer je ΦΣ(u, v) kumulativna porazdelitvena funkcija vektorja (U, V ).
Dokaz. Na za£etku dokaza uporabimo ekvivalentnost dogodkov {U > u, V > v} in
{−U < −u,−V < −v} in zato velja P (U > u, V > v) = P (−U ≤ −u,−V ≤ −v).
P (U > u, V > v) = P (−U ≤ −u,−V ≤ −v) = F(−U,−V )(−u,−v) =
= F(U,V )(−u,−v) = ΦΣ(−u,−v)
Tu F(−U,−V )(−u,−v) ozna£uje porazdelitveno funkcijo dvorazseºno normalno poraz-
deljenega vektorja (−U,−V ), izvrednotenega v to£ki (−u,−v). Zaradi simetrije je
ta porazdelitvena funkcija enaka F(U,V )(−u,−v).

Tako lahko po lemi (5.1) asimptoti£no mo£ za zavrnitev ni£elne domneve H0 pri
stopnji zna£ilnosti α zapi²emo kot
P
(
Z∗EP > zα +







, Z∗ER > zα −




























kjer je ΦΣ porazdelitvena funkcija dvorazseºne standardne normalne N2(0,Σ), Σ tu
predstavlja korelacijsko matriko in zα zgornji α-percentil standardne normalne po-
razdelitve.
Denicija 5.2. Korelacijska matrika n slu£ajnih spremenljivk X1, X2, . . . , Xn, je
matrika velikosti n× n z elementi ρi,j, kjer je ρi,j = ρ(Xi, Xj) korelacijski koecient
slu£ajnih spremenljivk Xi in Xj.
Korelacijska matrika je simetri£na, ker velja ρ(Xi, Xj) = ρ(Xj, Xi). Na diagonali
pa ima same enice.
Matrika je pozitivno semidenitna.
Denicija (5.2) je povzeta po [10].
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5.1. Izpeljava korelacijske matrike Σ. Naj bo Z dvorazseºno normalno poraz-
deljen vektor s komponentama standardizacij razlike XE −Xj (za j = P,R), torej
























Z = W + k
Tu smo s k ozna£ili dvorazseºni konstantni vektor. Vektor W pa preoblikujemo v
produkt diagonalne matrike A z vektorjem X, ki ima za komponenti razliko vzor£nih
povpre£ij XE −Xj, za j = P,R.
W =








 · [XE −XP
XE −XR
]
W = A ·X
⇒ Z = A ·X + k
Ena od lastnosti varian£no-kovarian£ne matrike Σ = V ar(Z) (glej [11]) je
V ar(A ·X + k) = A · V ar(X) · AT .
Iz te lastnosti sledi, da vektor k ne vpliva na izra£un varian£no-kovarian£ne matrike
V ar(Z).
Varian£no-kovarian£na matrika V ar(Z) ima na diagonali variance posameznih kom-
ponent vektorja W . Izvendiagonalna elementa te matrike pa sta kovarianca kompo-
nent vektorja W .
Za bolj²o preglednost ozna£imo: Vij =
Xi−Xj
σ(Xi−Xj)


















za i, j, k = E,P,R; i 6= j 6= k
Opazimo, da so zaradi porazdelitve komponent vektorja W na diagonali 1, izvendi-
agonalna elementa pa sta korelacijska koecienta.









































(nE + nP )(nE + nR)
zaradi neodvisnosti posameznih skupin zdravljenj (E), (P) in (R)
Izpeljavo korelacijske matrike Σ lahko povzamemo v trditev (5.3).
Naj bo Z = (Z∗EP , Z
∗
ER). Vemo, da je Z dvorazseºno normalno porazdeljen vektor,
natan£neje Z ∼ N2(0,Σ).
Trditev 5.3. Za varian£no-kovarian£no matriko Σ velja











6. Preizkus H̃0 proti H̃A pri stopnji zna£ilnosti α
V tem razdelku bomo podrobneje preu£ili enostranski preizkus raz²irjene domneve




0 . Tu sta prvi
dve ni£elni domnevi enaki kot v razdelku 5. Dodali pa smo ²e primerjavo referen-
£ega zdravljenja (R) z zdravljenjem s placebom (P). Tudi ta domneva je navedena
v razdelku 3.1 z ozna£bo (3). Podobno kot v 5. razdelku imamo tu testne statistike
ZEP , ZER in ZRP . Vse so denirane v razdelku 3.2 z ozna£bami (5), (6) in (7).
Preizkus H̃0 := HEP0 ∪ HER0 ∪ HRP0 proti H̃A := HEPA ∩ HERA ∩ HRPA pri stopnji
zna£ilnosti α je{
H0 zavrnemo, £e ZEP > zα in ZER > zα in ZRP > zα,
H0 NE zavrnemo, sicer.
Podobno je funkcija mo£ v normalnem primeru porazdelitve za zavrnitev ni£elne
domneve H̃0 enaka
P (ZEP > zα, ZER > zα, ZRP > zα) =
= P














































































, Z∗ER > zα
σ̂ER,zdr
σ





























P (ZEP > zα, ZER > zα, ZER > zα) =
= P
(
Z∗EP > zα +







, Z∗ER > zα −








Z∗RP > zα +









Tako lahko po istem premisleku kot v 4. razdelku asimptoti£no mo£ za zavrnitev
ni£elne domneve H̃0 pri stopnji zna£ilnosti α zapi²emo kot
P
(
Z∗EP > zα +







, Z∗ER > zα −








Z∗RP > zα +




































kjer je ΦΣ̃ porazdelitvena funkcija trirazseºne standardne normalne N3(0, Σ̃), Σ̃ tu
predstavlja korelacijsko matriko in zα zgornji α-percentil standardne normalne po-
razdelitve.
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6.1. Izpeljava korelacijske matrike Σ̃. Naj bo Z trirazseºno normalno porazde-




RP , ki jih najdemo v podrazdelku



















































Z = W + k
Tako kot pri preizku²anju unije 2 ni£elnih domnev v prej²njem razdelku tudi tu
zapi²emo vektor Z kot vsoto Z = W + k. Vektor W pa preoblikujemo v podukt






























W = A ·X
⇒ Z = A ·X + k
Varian£no-kovarian£na matrika Σ̃ = V ar(Z) ima za diagonalne elemente variance
posameznih komponent vektorja W , za izvendiagonalne pa kovariance le-teh. Ker
pa so komponente X i−Xj vektorjaW deljene s standardnim odklonom σ(X i−Xj),
je varian£no-kovarian£na matrika enaka korelacijski [3].
Kot prej ozna£imo: Vij =
Xi−Xj
σ(Xi−Xj)














za i, j, k = E,P,R; i 6= j 6= k
Zopet so na diagonali Σ̃ samo 1, izvendiagonalni elementi pa so korelacijski koeci-
enti.
V ar(Z) =




Z ρ̃ij za i, j = 1, 2, 3; i 6= j ozna£imo korelacijski koecient za i-to in j-to kompo-











































































































(nE + nR)(nP + nR)
.
Podobno kot v podrazdelku 5.1 lahko izpeljavo korelacijske matrike Σ̃ povzamemo
v trditev (6.1).




RP ). Vemo, da je Z trirazseºno normalno porazdeljen
vektor, natan£neje Z ∼ N3(0, Σ̃).
Trditev 6.1. Za varian£no-kovarian£no matriko Σ̃ velja
Σ̃ =
 1 ρ̃12 ρ̃13ρ̃12 1 ρ̃23
ρ̃13 ρ̃23 1
 ,














(nE + nR)(nP + nR)
.
7. Velikost vzorca in njen vpliv na funkcijo mo£i
V tem razdelku bomo raziskali, kateri parametri vplivajo na velikost vzorca in s
tem na funkcijo mo£i. Vse ugotovitve bomo podprli z gra in s tabelami.
Velikost vzorca n je skupno ²tevilo udeleºencev, ki so potrebni za kon£no analizo
²tudije. Pred izvedbo raziskave moramo razmisliti, kako velik vzorec potrebujemo.
Za izvedbo raziskave mora biti vzorec dovolj velik, da bo pri£akovano dopustno
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odstopanje znanstvenega pomena in hkrati tudi statisti£no zna£ilno.
Poleg tega je velikost vzorca pomembna iz ekonomskih razlogov  ²tudija s pre-
majhnim vzorcem je lahko zapravljanje virov, saj morda ne bo prinesla koristnih re-
zultatov, medtem ko ²tudija s prevelikim vzorcem porabi ve£ virov, kot je potrebno.
V poskusu, kjer sodelujejo ljudje ali ºivali, velikost vzorca predstavlja kriti£no eti£no
vpra²anje, saj slabo zasnovan poskus udeleºence lahko izpostavi potencialno ²kodlji-
vim vplivom. Posledi£no je izra£unavanje mo£i in velikosti vzorca temeljni korak pri
oblikovanju klini£nih raziskav [8].
Pri vseh grah, ki sledijo v nadaljevanju tega razdelka, izhajamo iz funkcije mo£i,
ki smo jo izpeljali v razdelku 4. Poleg tega predpostavimo mo£ 0,8, ki jo doseºemo
ob µE − µP = 13,75 in velikost vzorca nE = nP ozna£imo kar z n.
V nadaljevanju si bomo podrobneje pogledali, kateri parametri vplivajo na funk-
cijo mo£i. To so:
• Vpliv stopnje zna£ilnosti α na velikost vzorca n
Zgornja meja za verjetnost napake 1. vrste v biomedicini tipi£no zna²a 0,05
ali 0,01. Niºja kot je vrednost α, ve£ja je velikost vzorca. Slednje lahko
razberemo tudi iz slike (3).
Slika 3. Graf velikosti vzorca n v odvisnosti od vrednosti α
Zgornji graf je izrisan pri vrednostih δEP = 2,5, µE − µP = 4 in σ = 20. Za
α izbremo 4 vrednosti, za katere pora£unamo zgornji α-percentil standardne
normalne porazdelitve zα. Te vrednosti zα vstavimo v funkcijo mo£i za zavr-
nitev HEP0 . Za predpisano mo£ z zanko while izra£unamo potrebno velikost
vzorca n.
Prav tako je iz slike (3) razvidno, da za ²tudijo s stopnjo zna£ilnosti α = 0,01
potrebnih ve£ bolnikov v primerjavi s ²tudijo z vrednostjo α = 0,05. Vre-
dnosti α, ki so manj²e od 0,01, se uporabljajo zelo redko. Uporabljajo se
v primerih, kadar so odlo£itve, ki temeljijo na raziskavi kriti£ne in napake
lahko povzro£ijo veliko nan£no ali osebno ²kodo [8].
• Vpliv standardnega odklona σ na velikost vzorca n
Standardni odklon za izra£un velikosti vzorca dobimo bodisi iz predhodnih
²tudij bodisi iz pilotnih ²tudij. Ve£ji kot je standardni odklon, ve£ja je veli-
kost vzorca, ki je potrebna v ²tudiji [8]. To vidimo tudi iz slike (4).
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Slika 4. Graf velikosti vzorca n v odvisnosti od vrednosti σ
Zgornji graf nari²emo pri vrednostih δEP = 2,5, µE − µP = 4, α = 0,05 in
zato je zα = 1,645. Za σ izbremo 7 vrednosti. Podobno kot prej z zanko
while ob predpisani mo£i izra£unamo potrebno velikost vzorca n.
Slika 5. Graf funkcije mo£i pri razli£nih vrednostih σ
Slika (5) prikazuje funkcijo mo£i ob 3 izbranih vrednostih σ. Iz slike je raz-
vidno, da ob ve£jih vrednosti σ funkcija mo£i postane bolj poloºna tj. ob
ve£jih vrednosti µE − µP zavzame asimptoti£no vrednost 1. Izbrani podatki
za to sliko so: δEP = 2,5, α = 0,05 in n = 50.
• Vpliv dopustnega odstopanja δEP na funkcijo mo£i Φ
Dopustno odstopanje je pri£akovana razlika (ali razmerje) med dvema ne-
odvisnima vzorcema, znano tudi kot velikost u£inka. Ob tem se postavlja
vpra²anje, kako poznati razliko v ²tudiji, ki ²e ni bila izvedena. e razliko
poznamo, je koristno uporabiti dopustno odstopanje iz prej²njih ²tudij. e
²e ni nobene ²tudije, se velikost u£inka dolo£i na podlagi pregleda literature,
logi£ne trditve in domneve [8].
Medtem ko preu£ujemo funkcijo mo£i za zavrnitev HEP0 v razdelku 4, nas
zanima ²e, kak²no konstanto moramo pri²teti dopustnemu odstopanju δEP ,
23
da bo od konstante k1 predpisana mo£ zna²ala vsaj 0,8, od k2 pa vsaj 0,9.
Podobno nas zanima tudi pri preu£evanju funkcije mo£i za zavrnitev HER0 ,
kjer dopustnemu odstopanjeu δER pri²tejemo konstanti q1, da bo funkcija
mo£i zna²ala vsaj 0,8 in pri q2 vsaj 0,9.
Slika 6. Graf funkcije mo£i za HEP0 (levo) in H
ER
0 (desno)
n k1 k2 q1 q2
25 16,58 19,07 11,58 14,07
50 12,46 14,22 7,46 9,22
100 9,55 10,78 4,55 5,79
1000 4,74 5,13 0,02 0,13
Tabela 1. Tabela primerjav za mo£ 0,8 in 0,9
Iz tabele (1) lahko razberemo, da se z nara²£anjem velikosti vzorca n raz-
lika med konstantama, ki predstavljata vrednosti za mo£ 0,8 in 0,9, manj²a.
Pri isti velikost vzorca n, sta konstanti k1 in k2 ve£ji od q1 in q2. To je
razvidno ºe iz slike (6), saj je funkcija mo£i za zavrnitev HEP0 postavljena
bolj desno od funkcije mo£i za zavrnitev HER0 . Drugi razlog, zakaj je temu
tako, je ºe v deniciji ni£elnih domnev HEP0 in H
ER
0 v podrazdelku 3.1. Z
zavrnitvijo HEP0 preverjamo superiornost eksperimentalnega zdravljenja (E)
nad zdravljenjem s placebom (P), medtem ko z zavrnitvijo HER0 dokaºemo
neinferiornost eksperimentalnega zdravljenja (E) proti referen£nemu (R), kar
predstavlja negativni predznak δER v (2).
• Vpliv velikosti vzorca n na funkcijo mo£i
Statisti£na mo£ je pozitivno povezana z velikostjo vzorca, kar pomeni, da ob
nespremenjanju ostalih dejavnikov ve£ja velikost vzorca n daje ve£jo mo£.
Vendar bi morali raziskovalci jasno razlikovati med statisti£no in znanstveno
razliko velikosti vzorca n. Ve£ja velikost vzorca n raziskovalcem sicer omo-
go£a manj²o statisti£no pomembno razliko, za katero ni nujno, da je tudi
znanstvena smiselna. Zato je priporo£ljivo, da raziskovalci pred analizo mo£i
postavijo jasna pri£akovanja tako, da bo razlika tudi znanstveno smiselna.
Analiza mo£i je dandanes sestavni del zdravstvenih in vedenjskih ved, njena
uporaba pa se stalno pove£uje, kadar se izvajajo empiri£ne ²tudije [8].
24
Slika 7. Graf funkcije mo£i pri razli£nih vrednostih n
Graf funkcije mo£i za razli£ne vrednosti n na sliki (7) je narisan ob izbranih
vrednostih δEP = 2,5, α = 0,05 in σ = 20. Iz te slike je razvidno, da se z ve£anjem
vzorca n funkcija mo£i, zoºena na HEPA , premika bolj levo. Neodvisno od n je mo£
testa v ∞ vedno 1, vrednost 0 pa zavzame skrajno levo, v −∞. Ko po alternativi















Prav tako iz slike (7) razberemo, da vse funkcije mo£i potekajo £ez isto to£ko
(δEP , α).
Opazimo tudi, da ve£ja kot je velikost vzorca n, bolj je funkcija mo£i strma. To je
razlog, da sta vrednosti konstant, ki predstavljata mo£ vsaj 0,8 in 0,9 v tabeli (1),
pri ve£ji velikosti vzorca n bliºje.
8. Grafi£na analiza preizku²anja domnev H0 proti HA
V tem razdelku si bomo pogledali gra£ne prikaze za preizku²anje domnev H0
proti HA. Obe domnevi sta denirani v podrazdelku 3.2 pod ozna£bo (4). Izpeljavo
funkcije mo£i za zavrnitev H0 pri stopnji zna£ilnosti α smo podrobno obravnavali v
razdelku 5.
8.1. Funkcija mo£i pri ksnem σ. Predpostavimo funkcijo mo£i velikosti 0,8,
σ = 20, nE = nP = nR = 25 in δEP = δER = 2,5. Tako imata konstanti k1 in q1
vrednosti 16,58 in 11,58, kot je navedeno v tabeli (1) razdelka 7.
Spomnimo se, da je asimptoti£na mo£ za zavrnitev domneve H0, ki smo jo posto-
poma izpeljali v razdelku 5 enaka
(12) ΦΣ


















Tu je s ΦΣ ozna£ena porazdelitvena funkcija dvorazseºne standardne normalne
N2(0,Σ), zα predstavlja zgornji α-percentil standardne normalne porazdelitve in
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Ker je funkcija mo£i ΦΣ nepadajo£a v obeh argumentih, jo lahko navzgor omejimo
s konstanto. Na ni£elni domnevi H0 je maksimum doseºen natanko tedaj, ko velja
µE − µP = δEP in µE − µR = −δER. e ti dve omejitvi vstavimo v (12), dobimo
ΦΣ(−zα,−zα). Po dokazu leme (5.1) velja ΦΣ(−zα,−zα) = ΦΣ(zα, zα). Ko vstavimo
konkretne podatke iz za£etka tega podrazdelka, dobimo ΦΣ(zα, zα) = 0,912189.
Tako ob omejitvi na ni£elno domnevo H0 velja
ΦΣ


















Ta vrednost 0,912189 pa je ozna£ena na sliki (8) kot £rna to£ka. Tu kvadratno
obmo£je v 2. kvadrantu predstavlja alternativno domnevoHA, ostalo modro obmo£je
pa ni£elno domnevo H0.
Slika 8. Graf funkcije mo£i za zavrnitev H0
Slika (9) pokaºe samo funkcijo mo£i na HA za izbrani vrednosti mo£i 0,8 in 0,9.
Iz grafa je razvidno, da ve£ja kot je mo£, manj²i je pravokotnik v 2. kvadrantu in
bolj je premaknjen navzven. Posamezni funkciji mo£i za zavrnitev HEP0 in H
ER
0 sta
prikazani v prej²njem razdelku na sliki (6).
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Slika 9. Graf funkcije mo£i za zavrnitev H0, zoºen na HA
8.2. Funkcija mo£i pri poljubnem σ. Podobno kot v prej²njem podrazdelku
predpostavimo funkcijo mo£i 0,8, nE = nP = nR = 50 in δEP = δER = 2,5.
Slika 10. Graf funkcije mo£i za zavrnitev H0 pri razli£nih vrednosti σ
S sliko (10) smo ºeleli prikazati, kako se funkcija mo£i za zavrnitev glavne ni£elne
domneve H0 obna²a pri razli£nih vrednostih σ. e se σ giblje med 10 in 50, je na
2. kvadrantu mo£ kontrolirana. e opazujemo samo funkcijo mo£i, zoºeno na HA,
lahko opazimo, da se z ve£jim σ obmo£je premika bolj levo in navzgor k navpi£ni osi
µE − µR. Trdimo lahko, da je mo£ v 2. kvadrantu, ozna£ena s temno modro barvo,
kontrolirana za vse σ ∈ [10, 50].
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9. Konkreten primer s podatki
Na populaciji Ω (velikosti n) izmerimo vrednost sistoli£nega krvnega tlaka pred
in po opravljeni terapiji. S simboli to zapi²emo kot
Ω = {ljudje s previsokim krvnim tlakom}.
Vseh n ljudi iz populacije naklju£no razporedimo v tri pribliºno enako velike sku-
pine. Vsaki skupini ljudi dolo£imo terapijo, ki zniºuje raven sistoli£nega krvnega
tlaka in jih ozna£imo s £rkami B,C in D. Vsaki od teh treh skupin damo terapijo i
in ji pripi²emo slu£ajno spremenljivko Xi (Xi : Ω→ R) za i = B,C,D.
Sprva izmerimo raven krvnega tlaka za danega ω ∈ Ω, kjer ω ozna£uje enega
bolnika s previsokim krvnim tlakom. Zatem ω opravi terapijo i (za i = B,C,D) in
nato ponovno izvedemo meritev ravni krvnega tlaka.
Xi(ω) predstavlja razliko nivojev krvnega tlaka pred in po opravljeni terapiji i
(za i = B,C,D). E(Xi) pove pri£akovano zmanj²anje krvnega tlaka, £e ω opravi
terapijo i. Tipi£no je po kon£ani terapiji pri£akovana vrednost krvnega tlaka niºja:
E(Xi) = µi > 0 za i = B,C,D.
e bi bili terapiji i in j (za i, j = B,C,D; i 6= j) zelo primerljivi oz. konkuren£ni,
bi bili vrednosti µi in µj skoraj enaki in posledi£no njuna razlika pribliºno 0.
µi − µj ≈ 0
Ker pa izbrane tri terapije razli£no u£inkovito delujejo na zmanj²anje krvnega
tlaka, predpostavimo, da se po dve terapiji razlikujeta za dopustno odstopanje δ ≥ 0.
Domneve za testiranje u£inkovitosti terapij B,C in D izgledajo takole:
HCD0 : µC ≤ µD + δ proti HCDA : µC > µD + δ
HCB0 : µC ≤ µB − δ proti HCBA : µC > µB − δ
HBD0 : µB ≤ µD + δ proti HBDA : µB > µD + δ
Tako z zavrnitvijo HCD0 dokaºemo superiornost terapije C nad terapijo D. Z zavr-
nitvijo HCB0 dokaºemo neinferiornost terapije C proti terapiji B. Z zavrnitvijo H
BD
0
pa dokaºemo superiornost terapije B nad terapijo D.
Za hkratno preizku²anje domnev HCD0 in H
CB
0 deniramo domnevi H0 in HA:
H0 := H
CD
0 ∪HCB0 proti HA := HCD0 ∩HCB0
Tako za preizku²anje domneve H0 proti HA, je terapija C superiorna terapiji D in
hkrati neinferiorna terapiji B.





domnevi H̃0 in H̃A:
H̃0 := H
CD
0 ∪HCB0 ∪HBD0 proti H̃A := HCDA ∩HCBA ∩HBDA
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0 so podane kot
ZCD =
























Vse oznake v tem razdelku so enake tistim iz razdelka 3. Izberimo dopustno odsto-
panje δ = 0,35.
Slika 11. Histogram podatkov (levo) in ²katla z brki (desno)
V tabelah (2) in (3) so zbrani podatki in izra£unane vrednosti za konkreten primer
podatkov.
SKUPINA velikost vzorca povpre£je standardni odklon
B 51 30.6 9.62
C 48 30.68 8.81
D 59 29.85 9.19
Tabela 2. Tabela podatkov za vzorec
Tako pri α = 0,05 zna²a zα = 1,644854, pri α = 0, 25 pa je zα = 0,6744898.
zdruºena cenilka vrednost testne statistike za α = 0.05 za α = 0.25
CD 3.003316 0.8222332 NE zavrnemo zavrnemo
CB 3.037684 0.7039048 NE zavrnemo zavrnemo
BD 3.06416 0.6827526 NE zavrnemo zavrnemo
Tabela 3. Tabela izra£unanih podatkov za vzorec
Preizkus H0 proti HA pri stopnji zna£ilnosti α je{
H0 zavrnemo, £e ZCB > zα in ZCB > zα,
H0 NE zavrnemo, sicer.
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Preizkus H̃0 proti H̃A pri stopnji zna£ilnosti α je{
H̃0 zavrnemo, £e ZCB > zα in ZCB > zα in ZBD > zα,
H̃0 NE zavrnemo, sicer.
Kot je razvidno iz slike (11) in tabele (3), so vzor£na povpre£ja skupin B, C in
D zelo podobna  vsa zna²ajo pribliºno 30. Posledi£no so tudi vrednosti zdruºenih
cenilk skoraj enake, saj vse zna²ajo malo ve£ kot 3. To£ne vrednosti zdruºenih cenilk
so zbrane v tabeli (3).
Pri konkretnem primeru s podatki nas zanima, kak²en α moramo izbrati, da bomo
zavrnili ni£elni domnevi H0 in H̃0. Za preizku²anje teh dveh domnev izberimo dopu-
stno odstopanje δ = 0,35, kar je statisti£no zna£ilno, nima pa znanstvenega pomena.
Slednje smo razloºili v razdelku 7.
Tipi£no je, da za α vzamemo vrednost 0,05, kar sovpada z vrednostjo zα = 1,645.
Ker sta vrednosti testnih statistik ZCD in ZCB manj²i od te zα, ni£elno domnevo
H0 zavrnemo. Za preizku²anje domneve H̃0 potrebujemo preveriti ²e, £e je vrednost
testne statistike ZBD strogo ve£ja od zα. Ker tudi ta vrednost ni ve£ja od zα, ni£elno
domnevo H̃0 zavrnemo pri stopnji zna£ilnosti α = 0,05.
Zatem z zanko while poi²£emo najmanj²i taki dopustni odstopanji α, pri katerima
bomo zavrnili ni£elni domnevi H0 in H̃0. Za H0 je α zna²al 0,2407, za H̃0 pa 0,2473.
Obe vrednosti stopnje zna£ilnost α sta zelo veliki glede na tipi£no vrednost α = 0, 05.
Razlog za tako veliko odstopanje od tipi£ne vrednosti α = 0,05 lahko pojasnimo s
tem, da je preu£evan vzorec premajhen in ekstremne vrednosti v realnih podatkih
premalo vplivajo na kon£ni rezultat.
Slovar strokovnih izrazov
active reference referen£no zdravljenje
asymptotic power asimptoti£na mo£
common but unknown variance skupna, a neznana varianca
continuous data zvezno porazdeljeni podatki
correlation matrix korelacijska matrika
experimental treatment eksperimentalno zdravljenje
gold standard non-inferiority design zlato previlo neinferiornosti
o-diagonal element of matrix izvendiagonalni element matrike
placebo treatment zdravljenje s placebom
power formula funkcija mo£i
relevant superiority prava superiornost
sample size calculation izra£un velikosti vzorca
sample variance vzor£na varianca
superiority na£elna superiornost
test problem domneva
test statistic testna statistika
unbiased pooled estimator nepristranska zdruºena cenilka
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