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Abstract
This paper presents two over-looked post-processing techniques which provide the investigator
with additional tools for data analysis and visualisation. Both techniques exploit the trend for planar
experimental data collection and are implemented in two-dimensions. Critically, both techniques
are suitable for use on computational and experimental datasets, require no a-priori knowledge of
the flow-field and minimal user interaction during processing. Firstly, line integral convolution will
be introduced as an alternative to streamline or in-plane velocity vector visualisation. Secondly,
a feature identification procedure will be outlined that can be used to reduce datasets for clearer
visualisation and provide quantitative information about topological flow features.
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1 Introduction
The study of separated flows relies heavily upon understanding the behaviour of wake vortices. Cap-
turing vortex structures has been the focus of many experimental and computational endeavours. In
the experimental arena the maturation of non-intrusive laser-based measurement techniques has led to
an extended database from which computational models can be verified and validated. The major-
ity of laser-based experimental investigations revolve around gathering selected planes of information
rather than volume mapping. These planes, often perpendicular to the vortices of interest, range from
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flow visualisation to unsteady, three-dimensional velocities. Equivalent planes can be extracted from
the computational domain and directly compared. It was deemed essential, therefore, that any novel
post-processing techniques could be implemented in two-dimensions and should be equally suited to
experimental and computational datasets.
Figure 1 presents some of the commonly used post-processing techniques as applied to the instan-
taneous wake behind a two-dimensional cylinder. All the techniques are intuitive and easily understood
although each have limitations which are visible in the figure.
(a) Velocity vectors. (b) Vorticity.
(c) Streamlines – upstream rake. (d) Streamlines – downstream rake.
Figure 1: Traditional post-processing techniques.
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Velocity vectors struggle to cope with large velocity gradients as the required vector scaling can
lead to overlapping or crossing vectors and/or insufficient resolution in separated regions. Vectors also
have the added disadvantage of providing unintentional information about the underlying grid as they
are conventionally presented at either nodes or cell centres. This can obscure flow features especially in
solution-adapted computational results and may create artifacts or optical illusions in the output.
Figure 1(b) illustrates why contours of vorticity are not particularly useful in identifying vortical
structure in separated flows as vorticity is concentrated in the wake shear layers and at flow boundaries.
This would, therefore, require thresholding to reveal any wake vortices which may be present. Determi-
nation of appropriate thresholds is time-consuming if done interactively and may not reveal features if
attempted automatically.
Streamlines can be independent of the underlying grid and give a continuous representation of the
flow-field. However, as the lines follow the flow it is not easy to control their distribution throughout
the field. Streamlines will tend to accumulate in certain areas and avoid others depending upon their
start points. Figures 1(c) and 1(d) illustrate this by integrating streamlines forward and backward from
a uniformly-spaced rake (shown in the figure). The position of the rake governs the effectiveness of the
visualisation. In general a-priori knowledge of the flow-field is essential to optimise this type of plot,
which may require interactive investigation and/or lead to the omission of features.
The sensitivity of streamlines to their start location makes them unsuitable for representation of
transient datasets. The ‘motion’ of the flow-field relative to a fixed rake results in discontinuous anima-
tion frames. Both vectors and vorticity contours can be used to generate smooth animations but do not
illustrate the convection and generation of vortical structures particularly well.
This paper will present two little-used post-processing techniques which, whilst not replacing the
aforementioned techniques, do present the investigator with additional tools for data analysis and pre-
sentation. Both tools are suitable for use on two-dimensional computational and experimental datasets
and require minimal user interaction during processing.
2 Line integral convolution
Line integral convolution (LIC) is a visualisation method which, when applied to fluid-dynamics vector
fields, generates images reminiscent of long-exposure surface-tracer photographs of water flows. The
basic technique was presented by Cabral and Leedom [1] as a computer graphics effect although they
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realised it had application as a tool in vector field visualisation. The output of the process is essentially
a high density streamline plot which clearly illustrates all the in-plane features of the input vector field.
2.1 Background
Figure 2 illustrates the input and output of the LIC technique as applied to a solid-body-rotation vector
field. The basic process begins by combining a vector field, defined on a rectangular grid (Figure 2(b)),
with an input image of the same resolution as the grid (Figure 2(a)). Each pixel, therefore, corresponds
to one cell of the vector grid. At the first cell a streamline of a given length is integrated forward and
backward using the vector field. The corresponding pixel in the output image is then assigned the mean
intensity of the pixels lying under that streamline and the process is repeated at the next pixel/cell. As
the calculation progresses, pixels on the same streamline are assigned similar intensities, resulting in the
filtering, or smearing, of the input image along the streamlines of the vector field, see Figure 2(c).
(a) Input – white noise. (b) Input – vector field. (c) Output – LIC image.
Figure 2: Line integral convolution i/o.
The technique can be used to deform any input image along any vector field and is therefore a
popular tool in computer graphics. For example, a suitable vector field can be used to add effects such
as motion blur to a photograph. In fluid dynamics a white-noise input image is favoured as it results in
an output image that is dominated by the vector data.
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2.2 Current implementation
The LIC implementation used in this paper takes the basic approach of Cabral and Leedom [1] and
extends it to include some of the useful features reported by subsequent investigators. Within each grid
cell bilinear interpolation was used to evaluate vector values. The integration was performed using a
4th-order Runge-Kutta formula with an embedded 3rd-order formula allowing an adaptive step size to
be used to maintain a given solution tolerance. In addition, the method provided an interpolant which
enabled accurate transition between grid cells. The code was written in Fortran 90 with a Compaq Visual
Fortan compiler. Although the implementation we have used is not particularly quick we have not felt it
slow enough to warrant the implementation of a fast LIC technique such as that of Stalling and Hege [2].
2.2.1 Image enhancement
The LIC image shown in Figure 2(c) is again shown in Figure 3(a) to illustrate a process outlined
by Okada and Kao [3] to improve the clarity of the output image, a process adopted in the current
implementation. Using a constant vector field, the first LIC pass is carried out with a white noise input
image. Subsequent passes use the output of the previous pass as their input. Additionally, the output of
the second pass is sharpened to enhance the edges of the streamlines and then equalised to improve the
overall contrast prior to its use in the final pass.
(a) 1st pass. (b) 2nd pass (with sharpening
and equalisation).
(c) 3rd pass.
Figure 3: Improving clarity of line integral convolution.
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2.2.2 Resolution independence
Stalling and Hege [2] suggested the use of interpolation to de-couple the resolutions of the input vector
field and the output image. This allows the generation of high-resolution images from the sparse vector
fields often encountered in experimental investigation. The current implementation uses natural neigh-
bour interpolation for this over-sampling, the magnitude of which is restricted to integer values. Figure
4 illustrates the sensitivity of the process to over-sampling. The input dataset remained constant whilst
the level of over-sampling was varied from 2 to 20. Although the size of the output image is dependent
on the level of oversampling, to aid comparison, all images are shown at the same physical size. From
the figure it can clearly be seen that over-sampling the grid up to twenty times has minimal effect on
details such as vortex position, but further improves the clarity of the image.
2.2.3 Colouring
The images produced so far clearly convey the structures present in the vector field at the expense of
direction and magnitude information. This can be addressed by colouring the LIC output by a scalar
such as velocity angle [3] or pressure. It is equally possible to colour the LIC output to present features
not represented by the streamlines such as shock waves or shear layers. An example of this is shown
in Figure 5 using a computational simulation of supersonic flow .M D 2/ around a 0.1 m diameter
cylinder. Contours of density are used in the lower half of the image to accentuate the bow-shock whilst
the LIC clearly shows the re-circulation in the near-wake.
3 Feature identification
The LIC technique presented in Section 2 is mainly a visualisation tool as it does not provide quantitative
information about the flow structure (although it can be used to convey quantitative information through
the use of colour and an appropriate legend). This section will present a technique based on the flow
topology which can be used automatically to extract information, such as vortex centre positions, from
the same planar datasets used in LIC.
3.1 Background
The mathematical classification of fluid flow phenomena was comprehensively reported by Perry and
Chong in both two and three-dimensions [4,5]. Subsequently much work has been done in applying the
6
(a) 2 over-sampled. (b) 5 over-sampled.
(c) 10 over-sampled. (d) 20 over-sampled.
Figure 4: Sensitivity of LIC to vector field over-sampling.
7
Figure 5: Coloured line integral convolution.
mathematics of topology to fluid mechanics in an attempt to develop a method to extract automatically
flow features from CFD volumetric datasets. The identification of vortices has been a particular goal
allowing the investigator to reduce a dataset to the vortices present within. The procedure has been com-
plicated by the lack of an accepted mathematical definition of what constitutes a vortex, and accordingly
many competing feature-extraction strategies have been proposed [6–9]. As such the application of crit-
ical point theory to two-dimensional planar datasets has been largely ignored by these investigators and
does not appear to be widely applied. Calculation of vortex centre position does not suffer from the
subjectivity associated with visual inspection of vector maps or LIC images.
3.2 Implementation
The procedure adopted for this paper comprised two stages, the first of which is the identification of
all the critical points in the dataset. In the case of the planar datasets used previously, it is sufficient to
isolate the points at which the two in-plane velocity components are zero. Each cell of the rectangular
grid which contains a sign change in both velocity components is flagged as potentially containing a
critical point. Bi-linear interpolation is then used to find whether a critical point does indeed exist
within the cell. Figure 6 graphically illustrates this, showing a critical point at the intersection of the
zero-contour lines of v (solid line) and w (broken line), with the surrounding flow visualised using
streamlines.
Non-interactive classification of the identified critical points is the second phase of the procedure.
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Figure 6: Critical point identification – focus source.
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This separates vortices (also referred to as foci) from saddle points and the degenerate points (often
found in PIV measurements) for visualisation and further analysis. The classification is based on the
method detailed by Peikert [10] which uses properties of the point’s Jacobian, rp (matrix of first partial
derivatives) where;
rp D
24 px;x px;y
py;x py;y
35 (1)
The properties of this matrix that are of particular interest are the negative trace, q, and the determi-
nate, r , where:
q D    px;x C py;y
r D px;xpy;y   px;ypy;x
Table 1 outlines the evaluations made to determine from these two values the type of critical point
under examination. This procedure has been deliberately limited to identification of foci and saddle
points as they are most often investigated. It can easily be extended, however, to include node points or
line features such as shear lines.
r > q2=4 r < 0
q < 0 focus source saddle source
q D 0 centre divergence free saddle
q > 0 focus sink saddle sink
Table 1: Critical point classification.
It follows that this procedure can be used in three-dimensional datasets such as CFD by first ex-
tracting planes from the domain, a common practice when validating against experimental data. The
procedure would, for example, allow an investigator to track the path of one or more trailing vortices as
they are convected through the domain in a way not easily reproduced using streamlines.
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4 Application
4.1 Circular cylinder in cross-flow
Figure 7 re-presents the streamline images from Figure 1 alongside the equivalent LIC image. The issue
of missing features, caused by the streamline placement is avoided with LIC where both the downstream
vortices, the saddle point and the upstream flow are all clearly visualised.
(a) Upstream rake. (b) Downstream rake. (c) Line integral convolution.
Figure 7: Comparison of streamline and LIC visualisations.
4.2 Animation
Whilst not directly part of the current implementation of LIC it is possible to produce informative an-
imations from a sequence of LIC images. Figure 8 shows four frames from such an animation of a
time-dependent CFD simulation of flow past a circular cylinder.
4.3 Cavity flows
Figure 9 illustrates the combination of the two techniques presented in this paper. In the background
the flow-field in an open cavity is depicted using LIC applied to CFD data. The overlay shows the
foci (circles) and saddle points (diamonds) along with the zero-contours of velocity used to identify
them. The LIC clearly illustrates the small secondary flow present in the lower-left corner, likely to be
missed by streamline visualisation. Application of either technique to consecutive frames of transient
data would produce an informative animation and clearly show any variation in vortex centre position.
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(a) t1. (b) t2.
(c) t3. (d) t4.
Figure 8: Animation sequence.
Figure 9: Open cavity flow (M1 = 0.85, left-to-right freestream, off-centreline plane).
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4.4 Three-dimensional, bluff-body wake
Figure 10 presents the results of a three-dimensional CFD simulation of the flow around a surface-
mounted bluff body. Two contra-rotating vortices roll up from the upper shoulders of the body and are
convected downstream. The downwash immediately behind the body and the relatively high velocity of
the freestream make visualisation of the vortices using streamtubes difficult, see Figure 10(a). Figure
10(b) presents the same dataset reduced to only the vortex cores using the method described in Section
3. Each of the spheres in the image represents a critical point, in this case a focus, calculated from an
extracted plane of data. This type of data reduction is particularly useful in identifying and/or visualising
the interaction of vortices with downstream bodies, for example as found in the wake of racecar front
wings.
(a) Streamtubes. (b) Vortex cores.
Figure 10: Trailing-vortex visualisation.
5 Conclusions
This paper has presented two over-looked post-processing techniques, line integral convolution and
feature identification, which are not widely used in aerodynamic research. The techniques are mature
and have been shown to be particularly useful tools in the visualisation and analysis of vortical flows.
The operation and implementation of both techniques have been outlined along with their benefits, which
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include:
 the two-dimensional, planar implementation renders the techniques equally applicable to experi-
mental or computational datasets;
 no a-priori knowledge of the contents of the plane of interest is required to visualise and detect all
features present;
 minimal user intervention.
The techniques were applied to a selection of diverse aerodynamic flows, with the output used to
illustrate their capabilities.
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