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Abstract
In an independence model, the triplets that represent conditional inde-
pendences between singletons are called elementary. It is known that the
elementary triplets represent the independence model unambiguously un-
der some conditions. In this paper, we show how this representation helps
performing some operations with independence models, such as finding
the dominant triplets or a minimal independence map of an independence
model, or computing the union or intersection of a pair of independence
models, or performing causal reasoning. For the latter, we rephrase in
terms of conditional independences some of Pearl’s results for computing
causal effects.
1 Introduction
In this paper, we explore a non-graphical approach to representing and rea-
soning with independence models. The approach consists in representing an
independence model by its elementary triplets, i.e. the triplets that represent
conditional independences between individual random variables. It is known
that the elementary triplets represent the independence model unambiguously
when the independence model satisfies the semi-graphoid properties [1, 13, 24].
Moreover, every elementary triplet corresponds to an elementary imset, i.e. a
function over the power set of the set of random variables at hand [24]. This
provides an interesting connection between the question addressed in this pa-
per and imset theory. Specifically, structural imsets are an algebraic method to
represent independence models that solve some of the drawbacks of graphical
models. Interestingly, every structural imset can be expressed as a linear com-
bination of elementary imsets. For a detailed account of imset theory, we refer
the reader to [24]. See also [5] for a study about efficient ways of solving the
implication problem between two structural imsets, i.e. deciding whether the
independence model represented by one of the imsets is included in the model
represented by the other. This paper aims to show how to reason efficiently
with independence models when these are represented by elementary triplets,
instead of by structural imsets. Another set of distinguished triplets that has
1
been used in the literature to represent and reason with independence models
are dominant triplets, i.e. any triplet that cannot be derived from any other
triplet [2, 3, 4, 9, 12, 23]. We will later briefly compare the relative merits
of elementary and dominant triplets. We will also show how to produce the
dominant triplets from the elementary triplets.
The rest of the paper is organized as follows. In Section 2, we introduce
some notation and concepts. In Section 3, we study under which conditions
an independence model can unambiguously be represented by its elementary
triplets. In Section 4, we show how this representation helps performing some
operations with independence models, such as finding the dominant triplets or a
minimal independence map of an independence model, or computing the union
or intersection of a pair of independence models, or performing causal reasoning.
Finally, we close the paper with some discussion in Section 5.
2 Preliminaries
In this section, we introduce some notation and concepts. Let V denote a
finite set of random variables. Subsets of V are denoted by upper-case letters,
whereas elements of V are denoted by lower-case letters. We shall not distinguish
between elements of V and singletons. Given two sets I, J ⊆ V , we use IJ to
denote I ∪ J . Union has higher priority than set difference in expressions.
Given three disjoint sets I, J,K ⊆ V , the triplet I ⊥ J ∣K denotes that I is
conditionally independent of J given K. Given a set of triplets M, also known
as an independence model, I ⊥MJ ∣K denotes that I ⊥ J ∣K is in M whereas
I /⊥MJ ∣K denotes that I ⊥MJ ∣K does not hold. A triplet I ⊥ J ∣K is called
elementary if ∣I ∣ = ∣J ∣ = 1. Moreover, a triplet I⊥J ∣K dominates another triplet
I ′⊥J ′∣K ′ if I ′ ⊆ I, J ′ ⊆ J and K ⊆K ′ ⊆ (I∖I ′)(J ∖J ′)K. Given a set of triplets,
a triplet in the set is called dominant if no other triplet in the set dominates it.
Given a probability distribution p(V ) and three disjoint sets I, J,K ⊆ V ,
the triplet I⊥pJ ∣K denotes that I is conditionally independent of J given K in
p(V ), i.e.
p(I ∣JK) = p(I ∣J) whenever p(JK) > 0.
The set of all such triplets is called the independence model induced by p(V ).
Moreover, if I⊥pJ ∣KL does not hold but
p(I ∣JK,L = l) = p(I ∣K,L = l) whenever p(JK,L = l) > 0
where l is a value in the domain of L, then we say that I is conditionally
independent of J given K and the context l in p(V ), and we denote it by
I⊥pJ ∣K,L = l.
Consider the following properties between triplets:
(CI0) I ⊥J ∣K ⇔ J ⊥I ∣K.
(CI1) I ⊥J ∣KL, I⊥K ∣L⇔ I⊥JK ∣L.
(CI2) I⊥J ∣KL, I ⊥K ∣JL⇒ I ⊥J ∣L, I ⊥K ∣L.
(CI3) I⊥J ∣KL, I ⊥K ∣JL⇐ I ⊥J ∣L, I ⊥K ∣L.
A set of triplets with the properties CI0-1/CI0-2/CI0-3 is also called a sem-
igraphoid/graphoid/compositional graphoid. For instance, the independence
model induced by a probability distribution is a semigraphoid, while the in-
dependence model induced by a strictly positive probability distribution is a
graphoid, and the independence model induced by a regular Gaussian distri-
bution is a compositional graphoid. The CI0 property is also called symmetry
property. The⇒ part of the CI1 property is also called contraction property, and
the ⇐ part corresponds to the so-called weak union and decomposition proper-
ties. The CI2 and CI3 properties are also called intersection and composition
properties. Intersection is typically defined as I ⊥J ∣KL, I ⊥K ∣JL ⇒ I ⊥JK ∣L.
Note however that this and our definition are equivalent if CI1 holds. First,
I ⊥ JK ∣L implies I ⊥ J ∣L and I ⊥K ∣L by CI1. Second, I ⊥ J ∣L together with
I ⊥K ∣JL imply I ⊥JK ∣L by CI1. Likewise, composition is typically defined as
I⊥JK ∣L⇐ I⊥J ∣L, I ⊥K ∣L. Again, this and our definition are equivalent if CI1
holds. First, I⊥JK ∣L implies I ⊥J ∣KL and I ⊥K ∣JL by CI1. Second, I⊥K ∣JL
together with I ⊥J ∣L imply I⊥JK ∣L by CI1. In this paper, we will study sets of
triplets that satisfy CI0-1, CI0-2 or CI0-3. So, the standard and our definitions
are equivalent.
Consider also the following properties between elementary triplets:
(ci0) i⊥j∣K ⇔ j⊥i∣K.
(ci1) i⊥j∣kL, i⊥k∣L⇔ i⊥k∣jL, i⊥j∣L.
(ci2) i⊥j∣kL, i⊥k∣jL⇒ i⊥j∣L, i⊥k∣L.
(ci3) i⊥j∣kL, i⊥k∣jL⇐ i⊥j∣L, i⊥k∣L.
Note that CI2 and CI3 only differ in the direction of the implication. The same
holds for ci2 and ci3. Note that ci0-3 are the elementary versions of CI0-3 with
the only exception of ci1 and CI1.
Given a set of triplets M= {I⊥J ∣K}, let
E = e(M) = {i⊥j∣M ∶ I⊥MJ ∣K with i ∈ I, j ∈ J and K ⊆M ⊆ (I ∖ i)(J ∖ j)K}.
Similarly, given a set of elementary triplets E = {i⊥j∣K}, let
M=m(E) = {I⊥J ∣K ∶ i⊥E j∣M for all i ∈ I, j ∈ J and K ⊆M ⊆ (I ∖ i)(J ∖ j)K}.
We say that a set of triplets is closed under CI0-1/CI0-2/CI0-3 if applying
the properties CI0-1/CI0-2/CI0-3 to triplets in the set always returns triplets
that are in the set. Given a set of triplets M, we define its closure under CI0-
1/CI0-2/CI0-3, denoted as M∗, as the minimal superset of M that is closed
under CI0-1/CI0-2/CI0-3. We define similarly the closure of a set of elementary
triplets E under ci0-1/ci0-2/ci0-3, which we denote as E∗.
Graphs can be used to represent independence models as follows. A directed
and acyclic graph (DAG) is a graph that only has directed edges and does not
have any subgraph of the form i1 → . . . → in → i1. Given a DAG G over V ,
a path between a node i1 and a node in on G is a sequence of distinct nodes
i1, . . . , in such that G has an edge between every pair of consecutive nodes in
the sequence. If every edge in the path is of the form ij → ij+1, then i1 is called
an ancestor of in. Let AnG(K) with K ⊆ V denote the union of the ancestors
of each node in K. A node k on a path in G is said to be a collider on the path
if i → k ← j is a subpath. Moreover, the path is said to be connecting given K
when
• every collider on the path is in K ∪AnG(K), and
• every non-collider on the path is outside K.
Let I, J and K denote three disjoint subsets of V . When there is no path
in G connecting a node in I and a node in J given K, we say that I and J
are d-separated given K in G, denoted as I ⊥GJ ∣K. The independence model
induced by G consists of the triplets I⊥J ∣K such that I⊥GJ ∣K.
We say that a DAG G over V is a minimal independence map of a set of
triplets M relative to an ordering σ of the elements in V if (i) I⊥GJ ∣K implies
that I ⊥MJ ∣K, (ii) removing any edge from G makes it cease to satisfy condition
(i), and (iii) the edges of G are of the form σ(s) → σ(t) with s < t. Moreover, if
M is the independence model induced by a probability distribution p(V ), then
the following factorization holds:
p(V ) =
∣V ∣
∏
s=1
p(σ(s)∣PaG(σ(s)))
where PaG(j) = {i∣i → j is in G} are the parents of j in G. Moreover, G is a
perfect map of M if I ⊥GJ ∣K implies I ⊥MJ ∣K and vice versa.
Finally, given three disjoint sets X,Y,W ⊆ V , we define the causal effect on
Y givenW of an intervention on X as the conditional probability distribution of
Y givenW after setting X to some value in its domain through an intervention,
as opposed to an observation. We say that the causal effect is identifiable if it
can be computed from observed quantities, i.e. from the probability distribution
over V .
3 Representation
In this section, we study the use of elementary triplets to represent independence
models. We start by proving in the following lemma that there is a bijection
between certain sets of triplets and certain sets of elementary triplets. The
lemma has previously been proven when the sets of triplets and elementary
triplets satisfy CI0-1 and ci0-1 [13, Proposition 1]. We extend it to the cases
where they satisfy CI0-2/CI0-3 and ci0-2/ci0-3.
Lemma 1. If a set of triplets M satisfies CI0-1/CI0-2/CI0-3 then E satisfies
ci0-1/ci0-2/ci0-3, M = m(E), and E = {i⊥ j∣K ∶ i⊥Mj∣K}. Similarly, if a set
of elementary triplets E satisfies ci0-1/ci0-2/ci0-3 then M satisfies CI0-1/CI0-
2/CI0-3, E = e(M), and E = {i⊥j∣K ∶ i⊥Mj∣K}.
Proof. The lemma has previously been proven whenM and E satisfy CI0-1 and
ci0-1 [13, Proposition 1]. Therefore, we only have to prove that if M satisfies
CI0-3 then E satisfies ci2-3, and that if E satisfies ci0-3 then M satisfies CI2-3.
Proof of CI0-2 ⇒ ci2
Assume that i⊥Ej∣kL and i⊥Ek∣jL. Then, it follows from the definition of E
that i⊥Mj∣kL or I⊥MJ ∣M with i ∈ I, j ∈ J andM ⊆ kL ⊆ (I∖i)(J∖j)M . Note
that the latter case implies that i⊥Mj∣kL by CI1. Similarly, i⊥ Ek∣jL implies
i⊥Mk∣jL. Then, i⊥Mj∣L and i⊥Mk∣L by CI2. Then, i⊥Ej∣L and i⊥Ek∣L by
definition of E .
Proof of CI0-3 ⇒ ci3
Assume that i ⊥ Ej∣L and i ⊥ Ek∣L. Then, i ⊥Mj∣L and i ⊥Mk∣L by the
same reasoning as before, which imply i⊥Mj∣kL and i⊥Mk∣jL by CI3. Then,
i⊥Ej∣kL and i⊥Ek∣jL by definition of E .
Proof of ci0-2 ⇒ CI2
1. Assume that I⊥Mj∣kL and I⊥Mk∣jL.
2. i⊥Ej∣kM and i⊥Ek∣jM for all i ∈ I and L ⊆M ⊆ (I ∖ i)L follows from (1)
by definition of M.
3. i⊥Ej∣M and i⊥Ek∣M for all i ∈ I and L ⊆M ⊆ (I ∖ i)L by ci2 on (2).
4. I⊥Mj∣L and I⊥Mk∣L follows from (3) by definition of M.
Therefore, we have proven the result when ∣J ∣ = ∣K ∣ = 1. Assume as induction
hypothesis that the result also holds when 2 < ∣JK ∣ < s. Assume without loss of
generality that 1 < ∣J ∣. Let J = J1J2 such that J1, J2 ≠ ∅ and J1 ∩ J2 = ∅.
5. I⊥MJ1∣J2KL and I⊥MJ2∣J1KL by CI1 on I⊥MJ ∣KL.
6. I ⊥ MJ1∣J2L and I ⊥ MJ2∣J1L by the induction hypothesis on (5) and
I⊥MK ∣JL.
7. I⊥MJ1∣L by the induction hypothesis on (6).
8. I⊥MJ ∣L by CI1 on (6) and (7).
9. I⊥MK ∣L by CI1 on (8) and I⊥MK ∣JL.
Proof of ci0-3 ⇒ CI3
10. Assume that I⊥Mj∣L and I⊥Mk∣L.
11. i⊥Ej∣M and i⊥Ek∣M for all i ∈ I and L ⊆M ⊆ (I ∖ i)L follows from (10)
by definition of M.
12. i⊥E j∣kM and i⊥Ek∣jM for all i ∈ I and L ⊆M ⊆ (I ∖ i)L by ci3 on (11).
13. I ⊥Mj∣kL and I ⊥Mk∣jL follows from (12) by definition of M.
Therefore, we have proven the result when ∣J ∣ = ∣K ∣ = 1. Assume as induction
hypothesis that the result also holds when 2 < ∣JK ∣ < s. Assume without loss of
generality that 1 < ∣J ∣. Let J = J1J2 such that J1, J2 ≠ ∅ and J1 ∩ J2 = ∅.
14. I ⊥MJ1∣L by CI1 on I⊥MJ ∣L.
15. I ⊥MJ2∣J1L by CI1 on I ⊥MJ ∣L.
16. I ⊥MK ∣J1L by the induction hypothesis on (14) and I⊥MK ∣L.
17. I ⊥MK ∣JL by the induction hypothesis on (15) and (16).
18. I ⊥MJK ∣L by CI1 on (17) and I⊥MJ ∣L.
19. I ⊥MJ ∣KL and I⊥MK ∣JL by CI1 on (18).
The following lemma generalizes Lemma 1 by removing the assumptions
about M and E .
Lemma 2. Let M denote a set of triplets. Then, E
∗
= e(M∗), M∗ = m(E
∗
)
and E
∗
= {i⊥j∣K ∶ i⊥M∗j∣K}. Let E denote a set of elementary triplets. Then,
M
∗
=m(E∗), E∗ = e(M
∗
) and E∗ = {i⊥j∣K ∶ i⊥
M
∗j∣K}.
Proof. Clearly, M ⊆ m(E
∗
) and, thus, M∗ ⊆ m(E
∗
) because m(E
∗
) satisfies
CI0-1/CI0-2/CI0-3 by Lemma 1. Clearly, E ⊆ e(M∗) and, thus, E
∗
⊆ e(M∗)
because e(M∗) satisfies ci0-1/ci0-2/ci0-3 by Lemma 1. Then, M∗ ⊆ m(E
∗
) ⊆
m(e(M∗)) and E
∗
⊆ e(M∗) ⊆ e(m(E
∗
)). Then, M∗ =m(E
∗
) and E
∗
= e(M∗),
because M∗ = m(e(M∗)) and E
∗
= e(m(E
∗
)) by Lemma 1. Finally, that
E
∗
= {i⊥j∣K ∶ i⊥M∗j∣K} is now trivial.
Similarly, E ⊆ e(M
∗
) and, thus, E∗ ⊆ e(M
∗
) because e(M
∗
) satisfies ci0-
1/ci0-2/ci0-3 by Lemma 1. Clearly,M⊆m(E∗) and, thus,M
∗
⊆m(E∗) because
m(E∗) satisfies CI0-1/CI0-2/CI0-3 by Lemma 1. Then, E∗ ⊆ e(M
∗
) ⊆ e(m(E∗))
and M
∗
⊆ m(E∗) ⊆ m(e(M
∗
)). Then, E∗ = e(M
∗
) and M
∗
= m(E∗), because
E∗ = e(m(E∗)) and M
∗
=m(e(M
∗
)) by Lemma 1. Finally, that E∗ = {i⊥j∣K ∶
i⊥
M
∗j∣K} is now trivial.
Lemma 1 implies that every set of triplets M satisfying CI0-1/CI0-2/CI0-3
can be paired to a set of elementary triplets E satisfying ci0-1/ci0-2/ci0-3, and
vice versa. The lemma implies that the pairing is actually a bijection. Thanks
to this bijection, we can use E to represent M. This is in general a much more
economical representation: If ∣V ∣ = n, then there are up to 4n triplets,1 whereas
there are n2 ⋅ 2n−2 elementary triplets at most.
Likewise, Lemma 2 implies that there is a bijection between the CI0-1/CI0-
2/CI0-3 closures of sets of triplets and the ci0-1/ci0-2/ci0-3 closures of sets of
elementary triplets. Thanks to this bijection, we can use E
∗
to represent M∗.
Note that E
∗
is obtained by ci0-1/ci0-2/ci0-3 closing E , which is obtained from
M. So, there is no need to CI0-1/CI0-2/CI0-3 close M and so produce M∗.
Whether closing E can be done faster than closing M on average is an open
question. In the worst-case scenario, both imply applying the corresponding
properties a number of times exponential in ∣V ∣ [14]. The following examples
illustrate the savings in space that can be achieved by using E
∗
to represent
M∗.
Example 1. This example is taken from [12]. Let V = {1,2,3,4,5,6}. Let
M= {5⊥6∣∅,12⊥34∣6,23⊥14∣5,12⊥34∣5,3⊥14∣25}. The CI0-1, CI0-2 and CI0-
3 closures of M have the same 162 triplets. However, they can be represented
in a more concise manner by their 82 elementary triplets.
Example 2. This example will be used again later in this work. Let V =
{1,2,3,4,5,6}. Let M = {12⊥ 456∣∅,123⊥ 4∣∅}. The CI0-1, CI0-2 and CI0-3
closures of M have the same 218 triplets. However, they can be represented in
a more concise manner by their 112 elementary triplets.
One may think that Lemmas 1 and 2 have theoretical interest but little
practical interest, because one may have access to a set of triplets M that is
not closed under CI0-1/CI0-2/CI0-3 and, thus, E
∗
can only be obtained by
first producing the CI0-1/CI0-2/CI0-3 closure of M or as the ci0-1/ci0-2/ci0-3
closure of E . As mentioned above, the worst-case scenario for either alternative
is computationally demanding. The complexity of the average case is unknown.
However, we believe that Lemmas 1 and 2 are of practical interest when all one
has access to is a probability distribution p(V ), e.g. the empirical distribution
derived from a sample. In that case, the independence model induced by p(V )
can be represented by the elementary triplets i⊥ j∣K such that i⊥ pj∣K holds.
To see it, recall from Section 2 that the independence model induced by a
probability distribution always satisfies the CI0-1 properties. Note that the
process of finding the elementary triplets may be sped up by using the ci0-1
properties to derive elementary triplets from previously obtained elementary
triplets, and so avoiding checking some pairwise independences in p(V ). One
can instead use the ci0-2 or ci0-3 properties if it is known that p(V ) is strictly
positive or regular Gaussian. This speeding up is warranted from the fact that
the elementary triplet representation must be closed under ci0-1/ci0-2/ci0-3 by
Lemmas 1 and 2. For instance, having found that i ⊥ pj∣∅ holds implies that
i⊥j∣∅ must in the representation of the independence model induced by p(V ),
which implies that so does j⊥i∣∅ by ci0. So, there is no need to check whether j⊥
1A triplet can be represented as a n-tuple whose entries state if the corresponding element
is in the first, second, third or none set of the triplet.
pi∣∅ holds. This approach (without the speeding up sketched) of representing the
independence model induced by a probability distribution with its elementary
triplets has been instrumental in developing exact and assumption-free learning
algorithms for chain graphs and acyclic directed mixed graphs [20, 22]. One may
argue that there is no need to produce a concise representation of p(V ) such as
the elementary triplet representation, since it takes time and storage space and
it provides no additional information about p(V ). However, some operations
with independence models are not easy to perform without representing the
independence models explicitly, e.g. it is not clear to us how to compute the
intersection of the independence models induced by two probability distributions
without representing the independence models in any way whereas, as we will see
in Section 4, this is a straightforward question to answer from their elementary
triplet representations.
For simplicity, all the results in the sequel assume thatM and E satisfy CI0-
1/CI0-2/CI0-3 and ci0-1/ci0-2/ci0-3. Thanks to Lemma 2, these assumptions
can be dropped by replacingM, E , M and E in the results below with M∗, E∗,
M
∗
and E
∗
.
Let I = i1 . . . im and J = j1 . . . jn. In order to decide whether I ⊥MJ ∣K, the
definition of M implies checking whether m ⋅n ⋅2(m+n−2) elementary triplets are
in E . The following lemma simplifies this when E satisfies ci0-1, as it implies
checking m ⋅ n elementary triplets. When E satisfies ci0-2 or ci0-3, the lemma
simplifies the decision even further as the conditioning sets of the elementary
triplets checked have all the same size or form.
Lemma 3. Let E denote a set of elementary triplets. Let M1 = {I ⊥J ∣K ∶ is⊥
Ejt∣i1 . . . is−1j1 . . . jt−1K for all 1 ≤ s ≤ m and 1 ≤ t ≤ n}, M2 = {I ⊥ J ∣K ∶ i ⊥
Ej∣(I ∖ i)(J ∖ j)K for all i ∈ I and j ∈ J}, and M3 = {I ⊥J ∣K ∶ i⊥Ej∣K for all
i ∈ I and j ∈ J}. If E satisfies ci0-1, then M = M1. If E satisfies ci0-2, then
M=M2. If E satisfies ci0-3, then M=M3.
Proof. Proof for ci0-1
It suffices to prove that M1 ⊆ M because clearly M ⊆ M1. Assume that
I ⊥M1J ∣K. Then, is ⊥ E jt∣i1 . . . is−1j1 . . . jt−1K and is ⊥ Ejt+1∣i1 . . . is−1j1 . . . jtK
by definition of M1. Then, is ⊥ Ejt+1∣i1 . . . is−1j1 . . . jt−1K and is ⊥ Ejt∣i1 . . . is−1
j1 . . . jt−1jt+1K by ci1. Then, is⊥Mjt+1∣i1 . . . is−1j1 . . . jt−1K and is⊥Mjt∣i1 . . . is−1
j1 . . . jt−1jt+1K by definition of M. By repeating this reasoning, we can then
conclude that is⊥Mjσ(t)∣i1 . . . is−1jσ(1) . . . jσ(t−1)K for any permutation σ of the
set {1 . . . n}. By following an analogous reasoning for is instead of jt, we can
then conclude that iς(s)⊥Mjσ(t)∣iς(1) . . . iς(s−1)jσ(1) . . . jσ(t−1)K for any permu-
tations σ and ς of the sets {1 . . . n} and {1 . . .m}. This implies the desired result
by definition of M.
Proof for ci0-2
It suffices to prove that M2 ⊆ M because clearly M ⊆ M2. Note that M
satisfies CI0-2 by Lemma 1. Assume that I⊥M2J ∣K.
1. i1⊥Mj1∣(I ∖ i1)(J ∖ j1)K and i1⊥Mj2∣(I ∖ i1)(J ∖ j2)K follow from i1⊥E
j1∣(I ∖ i1)(J ∖ j1)K and i1⊥E j2∣(I ∖ i1)(J ∖ j2)K by definition of M.
2. i1⊥Mj1∣(I ∖ i1)(J ∖ j1j2)K by CI2 on (1), which together with (1) imply
i1⊥Mj1j2∣(I ∖ i1)(J ∖ j1j2)K by CI1.
3. i1⊥Mj3∣(I∖i1)(J∖j3)K follows from i1⊥Ej3∣(I∖i1)(J∖j3)K by definition
of M.
4. i1⊥Mj1j2∣(I∖i1)(J∖j1j2j3)K by CI2 on (2) and (3), which together with
(3) imply i1⊥Mj1j2j3∣(I ∖ i1)(J ∖ j1j2j3)K by CI1.
By continuing with the reasoning above, we can conclude that i1⊥MJ ∣(I ∖
i1)K. Moreover, i2 ⊥MJ ∣(I ∖ i2)K by a reasoning similar to (1-4) and, thus,
i1i2 ⊥MJ ∣(I ∖ i1i2)K by an argument similar to (2). Moreover, i3 ⊥MJ ∣(I ∖
i3)K by a reasoning similar to (1-4) and, thus, i1i2i3⊥MJ ∣(I ∖ i1i2i3)K by an
argument similar to (4). Continuing with this process gives the desired result.
Proof for ci0-3
It suffices to prove that M3 ⊆ M because clearly M ⊆ M3. Note that M
satisfies CI0-3 by Lemma 1. Assume that I ⊥M3J ∣K.
5. i1 ⊥ Mj1∣K and i1 ⊥ Mj2∣K follow from i1 ⊥ Ej1∣K and i1 ⊥ Ej2∣K by
definition of M.
6. i1 ⊥Mj1∣j2K by CI3 on (5), which together with (5) imply i1 ⊥Mj1j2∣K
by CI1.
7. i1⊥Mj3∣K follows from i1⊥Ej3∣K by definition of M.
8. i1⊥Mj1j2∣j3K by CI3 on (6) and (7), which together with (7) imply i1⊥M
j1j2j3∣K by CI1.
By continuing with the reasoning above, we can conclude that i1 ⊥MJ ∣K.
Moreover, i2⊥MJ ∣K by a reasoning similar to (5-8) and, thus, i1i2⊥MJ ∣K by
an argument similar to (6). Moreover, i3⊥MJ ∣K by a reasoning similar to (5-8)
and, thus, i1i2i3 ⊥MJ ∣K by an argument similar to (8). Continuing with this
process gives the desired result.
As mentioned in the introduction, another set of distinguished triplets in M
that can be used to represent it is the set of dominant triplets [2, 9, 12, 23]. The
following lemma shows how to find these triplets with the help of E .
Lemma 4. Let M denote a set of triplets. If M satisfies CI0-1, then I ⊥J ∣K
is a dominant triplet in M if and only if I = i1 . . . im and J = j1 . . . jn are two
maximal sets such that is⊥Ejt∣i1 . . . is−1j1 . . . jt−1K for all 1 ≤ s ≤m and 1 ≤ t ≤ n
and, for all k ∈ K, is /⊥ Ek∣i1 . . . is−1J(K ∖ k) and k /⊥ Ejt∣Ij1 . . . jt−1(K ∖ k)
for some 1 ≤ s ≤ m and 1 ≤ t ≤ n. If M satisfies CI0-2, then I ⊥ J ∣K is a
dominant triplet in M if and only if I and J are two maximal sets such that
i⊥Ej∣(I∖i)(J∖j)K for all i ∈ I and j ∈ J and, for all k ∈K, i /⊥Ek∣(I∖i)J(K∖k)
and k /⊥Ej∣I(J ∖ j)(K ∖ k) for some i ∈ I and j ∈ J . If M satisfies CI0-3, then
I⊥J ∣K is a dominant triplet in M if and only if I and J are two maximal sets
such that i ⊥ Ej∣K for all i ∈ I and j ∈ J and, for all k ∈ K, i /⊥ Ek∣K ∖ k and
k /⊥Ej∣K ∖ k for some i ∈ I and j ∈ J .
Proof. We prove the lemma when M satisfies CI0-1. The other two cases can
be proven in much the same way. To see the if part, note that I ⊥ MJ ∣K
by Lemmas 1 and 3. Moreover, assume to the contrary that there is a triplet
I ′⊥MJ ′∣K ′ that dominates I⊥MJ ∣K. Consider the following two cases: K ′ =K
and K ′ ⊂ K. In the first case, CI0-1 on I ′⊥MJ ′∣K ′ implies that Iim+1⊥MJ ∣K
or I⊥MJjn+1∣K with im+1 ∈ I ′ ∖ I and jn+1 ∈ J ′ ∖J . Assume the latter without
loss of generality. Then, CI0-1 implies that is ⊥ Ejt∣i1 . . . is−1j1 . . . jt−1K for all
1 ≤ s ≤m and 1 ≤ t ≤ n+ 1. This contradicts the maximality of J . In the second
case, CI0-1 on I ′ ⊥MJ ′∣K ′ implies that Ik ⊥MJ ∣K ∖ k or I ⊥MJk∣K ∖ k with
k ∈ K. Assume the latter without loss of generality. Then, CI0-1 implies that
is⊥Ek∣i1 . . . is−1J(K ∖k) for all 1 ≤ s ≤m, which contradicts the assumptions of
the lemma.
To see the only if part, note that CI0-1 implies that is⊥E jt∣i1 . . . is−1j1 . . . jt−1K
for all 1 ≤ s ≤m and 1 ≤ t ≤ n. Moreover, assume to the contrary that for some
k ∈K, is⊥Ek∣i1 . . . is−1J(K ∖ k) for all 1 ≤ s ≤m or k⊥E jt∣Ij1 . . . jt−1(K ∖ k) for
all 1 ≤ t ≤ n. Assume the latter without loss of generality. Then, Ik⊥MJ ∣K ∖ k
by Lemmas 1 and 3, which implies that I⊥MJ ∣K is not a dominant triplet inM,
which is a contradiction. Finally, note that I and J must be maximal sets sat-
isfying the properties proven in this paragraph because, otherwise, the previous
paragraph implies that there is a triplet in M that dominates I⊥MJ ∣K.
A natural question to ponder is whether it is better to represent an inde-
pendence model by its elementary or dominant triplets. In terms of storage
space, it seems that the dominant triplet representation should be preferred.
For instance, for the independence model in Example 1, there are 82 elemen-
tary triplets but only 12 dominant triplets and nine non-symmetric dominant
triplets [12]. For the independence model in Example 2, there are 112 elemen-
tary triplets but only two non-symmetric dominant triplets, as we will see later.
In terms of running time, the answer is less clear. As mentioned before, find-
ing E
∗
for a given set of triplets M implies producing the CI0-1/CI0-2/CI0-3
closure of M or the ci0-1/ci0-2/ci0-3 closure of E . The average case complex-
ity of either case is unknown. The algorithms in [2, 9, 12, 23] for finding the
dominant triplets in M are conceptually more involved but they could be faster
than finding E
∗
. Performing an empirical comparison of the two alternatives is
definitely an interesting research project. However, it is beyond the scope of this
work. Moreover, the methods for finding dominant triplets take a set of triplets
as input. It is not clear to us how to run them when all we have access to is
a probability distribution p(V ), e.g. the empirical distribution derived from a
sample. As discussed before, finding the elementary triplet representation in
that scenario is conceptually easy. Yet another dimension to compare elemen-
tary and dominant triplet representations is the operations that each alternative
allows to perform efficiently, e.g. there is no method to our knowledge for com-
puting the intersection of the CI0-1 closures of two sets of triplets when all we
have is their dominant triplet representations whereas, as we will see in Section
4, this is a straightforward question to answer from their elementary triplet rep-
resentations. That is why we prefer to see elementary and dominant triplets as
complementary rather than competing alternatives to represent independence
models: Depending on task at hand, one or the other may be preferred.
Inspired by [14], if M satisfies CI0-1 then we can represent E as a DAG.
The nodes of the DAG are the elementary triplets in E and the edges of the
DAG are {i ⊥ Ek∣L → i ⊥ Ej∣kL} ∪ {k ⊥ Ej∣L ⇢ i ⊥ Ej∣kL}. See Figure 1 for an
example. For the sake of readability, the DAG in the figure does not include
symmetric elementary triplets. That is, the complete DAG can be obtained by
adding a second copy of the DAG in the figure, replacing every node i⊥ Ej∣K
in the copy with j ⊥ E i∣K, and replacing every edge → (respectively ⇢) in the
copy with ⇢ (respectively →). We say that a subgraph over m ⋅ n nodes of the
DAG is a grid if there is a bijection between the nodes of the subgraph and
the labels {vs,t ∶ 1 ≤ s ≤ m,1 ≤ t ≤ n} such that the edges of the subgraph are
{vs,t → vs,t+1 ∶ 1 ≤ s ≤ m,1 ≤ t < n} ∪ {vs,t ⇢ vs+1,t ∶ 1 ≤ s < m,1 ≤ t ≤ n}. For
instance, the following subgraph of the DAG in Figure 1 is a grid:
2⊥E5∣4
2⊥E6∣45
1⊥E5∣24
1⊥E6∣245
The following lemma is an immediate consequence of Lemmas 1 and 3.
Lemma 5. Let M denote a set of triplets that satisfies CI0-1, and let I =
i1 . . . im and J = j1 . . . jn. If the subgraph of the DAG representation of E induced
by the set of nodes {is⊥E jt∣i1 . . . is−1j1 . . . jt−1K ∶ 1 ≤ s ≤m,1 ≤ t ≤ n} is a grid,
then I⊥MJ ∣K.
Thanks to Lemmas 4 and 5, finding dominant triplets can now be reformu-
lated as finding maximal grids in the DAG. Note that this is a purely graphical
characterization. For instance, the DAG in Figure 1 has 18 maximal grids: The
subgraphs induced by the set of nodes {σ(s)⊥E ς(t)∣σ(1) . . . σ(s−1)ς(1) . . . ς(t−
1) ∶ 1 ≤ s ≤ 2,1 ≤ t ≤ 3} where σ and ς are permutations of {1,2} and {4,5,6},
and the set of nodes {pi(s)⊥E4∣pi(1) . . . pi(s − 1) ∶ 1 ≤ s ≤ 3} where pi is a permu-
tation of {1,2,3}. These grids correspond to the dominant triplets 12⊥M456∣∅
and 123 ⊥M4∣∅. It should be mentioned that the DAG representation of E
is a theoretical construct that, in its current form, brings little advantage in
practice, since it can get quite large even for small domains.
4 Operations
In this section, we discuss how some operations with independence models can
be performed with the help of E .
4.1 Membership
We want to check whether I⊥MJ ∣K, whereM denotes a set of triplets satisfying
CI0-1/CI0-2/CI0-3. Recall thatM can be obtained from E by Lemma 1. Recall
also that E satisfies ci0-1/ci0-2/ci0-3 by Lemma 1 and, thus, Lemma 3 applies to
1⊥E5∣6 2⊥E5∣16
1⊥E6∣∅
1⊥E4∣6
2⊥E6∣1
2⊥E4∣16
1⊥E5∣46
1⊥E6∣4
2⊥E5∣146
2⊥E6∣14
1⊥E4∣∅
1⊥E5∣4
1⊥E6∣45
1⊥E4∣5
1⊥E5∣∅
1⊥E6∣5
1⊥E4∣56
2⊥E4∣1
2⊥E5∣14
2⊥E6∣145
2⊥E4∣15
2⊥E5∣1
2⊥E6∣15
2⊥E4∣156
3⊥E4∣12
3⊥E4∣12⊥E4∣13
3⊥E4∣21⊥E4∣23
3⊥E4∣∅
1⊥E4∣3
2⊥E4∣3 2⊥E5∣6 1⊥E5∣26
2⊥E6∣∅
2⊥E4∣6
1⊥E6∣2
1⊥E4∣26
2⊥E5∣46
2⊥E6∣4
1⊥E5∣246
1⊥E6∣24
2⊥E4∣∅
2⊥E5∣4
2⊥E6∣45
2⊥E4∣5
2⊥E5∣∅
2⊥E6∣5
2⊥E4∣56
1⊥E4∣2
1⊥E5∣24
1⊥E6∣245
1⊥E4∣25
1⊥E5∣2
1⊥E6∣25
1⊥E4∣256
Figure 1: Example of the DAG representation of E (up to symmetry).
E , which simplifies producing M from E . Specifically if M satisfies CI0-1, then
we can check whether I ⊥MJ ∣K with I = i1 . . . im and J = j1 . . . jn by checking
whether is ⊥ Ejt∣i1 . . . is−1j1 . . . jt−1K for all 1 ≤ s ≤ m and 1 ≤ t ≤ n. Thanks to
Lemma 5, this solution can also be reformulated as checking whether the DAG
representation of E contains a suitable grid. Likewise, if M satisfies CI0-2, then
we can check whether I ⊥MJ ∣K by checking whether i⊥Ej∣(I ∖ i)(J ∖ j)K for
all i ∈ I and j ∈ J . Finally, if M satisfies CI0-3, then we can check whether
I ⊥MJ ∣K by checking whether i⊥Ej∣K for all i ∈ I and j ∈ J . Note that in the
last two cases, we only need to check elementary triplets with conditioning sets
of a specific length or form.
4.2 Minimal Independence Map
Given a set of triplets M that satisfies CI0-1, a minimal independence map
(MIM) of M relative to an ordering σ of the elements in V can be built by
setting PaG(σ(s)) for all 1 ≤ s ≤ ∣V ∣ to a minimal subset of σ(1) . . . σ(s−1) such
that σ(s)⊥Mσ(1) . . . σ(s−1)∖PaG(σ(s))∣PaG(σ(s)) [16, Theorem 9]. A MIM
can be built with the help of the DAG representation of E as follows. First, let
us define the function AllPa(i,X) with i ∈ V and X ⊆ V ∖ i as follows. The
function returns all the sets Y ⊆X that qualify as parents of i, i.e. i⊥MX∖Y ∣Y .
AllPa(i,X)
1 aux = ∅
2 for each longest grid in the DAG representation of E that is of the form
i⊥Ej1∣X ∖ j1 . . . jn → i⊥Ej2∣X ∖ j2 . . . jn → . . . → i⊥E jn∣X ∖ jn or
j1⊥E i∣X ∖ j1 . . . jn ⇢ j2⊥E i∣X ∖ j2 . . . jn ⇢ . . . ⇢ jn⊥E i∣X ∖ jn with
j1 . . . jn ⊆X do
3 aux = aux ∪ {X ∖ j1 . . . jn}
4 if aux ≠ ∅ then
5 return aux
6 else
7 return X
Note that for every set of nodes Y ∈ AllPa(i,X), we have that i ⊥MX ∖
Y ∣Y by Lemma 5. Therefore, building a MIM of M relative to σ can now be
reformulated as setting PaG(σ(s)) = Y with Y ∈ AllPa(σ(s), σ(1) . . . σ(s − 1))
for all 1 ≤ s ≤ ∣V ∣.
Since M satisfies CI0-1, we can check whether the MIM built above is a
perfect map (PM) ofM by checking whetherM coincides with the CI0-1 closure
of {σ(s)⊥σ(1) . . . σ(s − 1) ∖ PaG(σ(s))∣PaG(σ(s)) ∶ 1 ≤ s ≤ ∣V ∣} [16, Corollary
7]. This result suggests the following method for checking whether M has a
PM: M has a PM if and only if the call PM(∅,∅) to the following function
returns true.
PM(V isited,Marked)
1 if V isited = V then
2 if E coincides with the ci0-1 closure of Marked
3 then return true and stop
4 else
5 for each node i ∈ V ∖ V isited do
6 for each Pa ∈ AllPa(i, V isited) do
7 PM(V isited ∪ {i},Marked∪ e({i⊥MV isited∖ Pa∣Pa,
V isited∖Pa⊥Mi∣Pa}))
Note that the function above is recursive. Lines 2-3 conform the trivial
case, whereas lines 5-7 conform the recursive case. Lines 5 makes the function
consider every ordering of the nodes in V before stopping. For a particular
ordering, line 6 considers all the subsets Pa of the predecessors of the node i in
the ordering (i.e. V isited) that qualify as parents of i, i.e. i⊥MV isited∖Pa∣Pa.
Such subsets are exactly the output of the function AllPa(i, V isited). For each
such subset Pa, line 7 marks i as visited (i.e. processed), marks the elementary
triplets used in the derivation of i ⊥MV isited ∖ Pa∣Pa and, then, it launches
the search for the parents of the next node in the ordering by recursively calling
the function. Note that the parameters are passed by value in the recursive call.
Finally, note the need to compute the ci0-1 closure of Marked in line 2. The
elementary triplets in Marked represent the triplets corresponding to the grids
identified by the calls to the function AllPa in line 6. However, it is the ci0-1
closure of the elementary triplets in Marked that represents the CI0-1 closure
of the triplets corresponding to the grids identified by the calls to the function
AllPa, by Lemma 2.
Finally, it is worth mentioning that if M satisfies CI0-2, then there exist
methods to build a MIM and check the existence of a PM that make use of the
dominant triplets of M [3].
4.3 Inclusion
Let M and M′ denote two sets of triplets satisfying CI0-1/CI0-2/CI0-3. We
can check whether M⊆M′ by checking whether E ⊆ E
′
. In the view of Lemma
1, this result is an immediate consequence of Lemma 2.2 by [24]. If the DAG
representations of E and E
′
are available, then we can answer the inclusion
question by checking whether the former is a subgraph of the latter.
4.4 Intersection
Let M and M′ denote two sets of triplets satisfying CI0-1/CI0-2/CI0-3. Note
that M ∩M′ satisfies CI0-1/CI0-2/CI0-3. Likewise, E ∩ E
′
satisfies ci0-1/ci0-
2/ci0-3. We can representM∩M′ by E∩E
′
. To see it, note that I ⊥M∩M′J ∣K if
and only if i⊥Ej∣M and i⊥E ′j∣M for all i ∈ I, j ∈ J , andK ⊆M ⊆ (I∖i)(J∖j)K.
If the DAG representations of E and E
′
are available, then we can represent
M ∩M′ by the subgraph of either of them induced by the nodes that are in
both of them.
Typically, a single expert (or learning algorithm) is consulted to provide an
independence model of the domain at hand. Hence the risk that the indepen-
dence model may not be accurate, e.g. if the expert has some bias or overlooks
some details. One way to minimize this risk consists in obtaining multiple in-
dependence models of the domain from multiple experts and, then, combining
them into a single consensus independence model. In particular, we define the
consensus independence model as the model that contains all and only the con-
ditional independences on which all the given models agree, i.e. the intersection
of the given models. Therefore, the paragraph above provides us with an effi-
cient way to obtain the consensus independence model. When the given models
are represented by their dominant triplets, an operator to obtain the consensus
independence model exists for the case where the given models satisfy CI0-2
[4]. The problem is harder if we only consider independence models induced by
DAGs: There may be several non-equivalent consensus models, and finding one
of them is NP-hard [19, Theorems 1 and 2]. So, one has to resort to heuristics.
4.5 Context-specific Independences
Note that in a context-specific independence the context always appears in the
conditioning set of the triplet. Thus, the results presented so far in this paper
hold for independence models containing context-specific independences. We
just need to rephrase the properties CI0-3 and ci0-3 to accommodate context-
specific independences. We elaborate more on this in Section 4.8.
4.6 Union
Let M and M′ denote two sets of triplets satisfying CI0-1/CI0-2/CI0-3. Note
that M ∪M′ may not satisfy CI0-1/CI0-2/CI0-3. For instance, let M = {x⊥
y∣z, y⊥x∣z} and M′ = {x⊥z∣∅, z⊥x∣∅}. Then, x⊥y∣z and x⊥z∣∅ are in M∪M′
but x ⊥ yz∣∅ is not. A naive solution to this problem is simply introducing
an auxiliary random variable aux with domain {0,1}, and adding the context
aux = 0 (respectively aux = 1) to the conditioning set of every triplet in M
(respectively M′). In the previous example, M= {x⊥y∣z, aux = 0, y⊥x∣z, aux =
0} and M′ = {x ⊥ z∣aux = 1, z ⊥ x∣aux = 1}. Now, we can represent M ∪M′
by first adding the context aux = 0 (respectively aux = 1) to the conditioning
set of every elementary triplet in E (respectively E
′
) and, then, taking E ∪ E
′
.
This solution has advantages and disadvantages. The main advantage is that we
representM∪M′ exactly. One of the disadvantages is that the same elementary
triplet may appear twice in the representation, i.e. with different contexts in
the conditioning set. Another disadvantage is that we need to modify slightly
the procedures described above for building MIMs, and checking membership
and inclusion. We believe that the advantage outweighs the disadvantages.
If the solution above is not satisfactory or it is deemed to lack a deeper
justification, then we have two options: Representing a minimal superset or a
maximal subset ofM∪M′ satisfying CI0-1/CI0-2/CI0-3. Note that the minimal
superset of M∪M′ satisfying CI0-1/CI0-2/CI0-3 is unique because, otherwise,
the intersection of any two such supersets is a superset ofM∪M′ that satisfies
CI0-1/CI0-2/CI0-3, which contradicts the minimality of the original supersets.
On the other hand, the maximal subset ofM∪M′ satisfying CI0-1/CI0-2/CI0-3
is not unique. For instance, let M= {x⊥y∣z, y⊥x∣z} and M′ = {x⊥z∣∅, z⊥x∣∅}.
Then, M ∪M′ does not satisfy CI1, e.g. x⊥y∣z and x⊥z∣∅ are in M ∪M′ but
x ⊥ yz∣∅ is not. Moreover, both M and M′ are maximal subsets of M ∪M′
that satisfy CI0-1/CI0-2/CI0-3, i.e. M and M′ satisfy CI0-1/CI0-2/CI0-3 but,
as shown, adding any triplet in M′ toM or vice versa results in a set of triplets
that does not satisfy CI1.
Coming back to the two options mentioned above, we can represent the
minimal superset of M ∪M′ satisfying CI0-1/CI0-2/CI0-3 by the ci0-1/ci0-
2/ci0-3 closure of E ∪ E
′
. Clearly, this representation represents a superset of
M ∪M′. Moreover, the superset satisfies CI0-1/CI0-2/CI0-3 by Lemma 1.
Minimality follows from the fact that removing any elementary triplet from the
closure of E ∪ E
′
so that the result is still closed under ci0-1/ci0-2/ci0-3 implies
removing some elementary triplet in E ∪E
′
, which implies not representing some
triplet in M ∪M′ by Lemma 1. Note that the DAG representation of M ∪M′
is not the union of the DAG representations of E and E
′
, because we first have
to close E ∪ E
′
under ci0-1/ci0-2/ci0-3. We can represent a maximal subset of
M ∪M′ satisfying CI0-1/CI0-2/CI0-3 by a maximal subset U of E ∪ E
′
that is
closed under ci0-1/ci0-2/ci0-3 and such that every triplet represented by U is in
M ∪M′. Recall that we can check the latter as shown in Section 4.1. In fact,
we do not need to check it for every triplet but only for the dominant triplets.
Recall that these can be obtained from U as shown in Lemma 4. It should
be noted that both options discussed in this paragraph can be computationally
demanding since, as mentioned before, closing a set of elementary triplets under
ci0-1/ci0-2/ci0-3 is demanding in the worst case scenario and the complexity of
the average case is unknown.
Finally, it is worth mentioning that if M and M′ satisfy CI0-2, then there
exist methods to obtain from the dominant triplets of M and M′ both the
minimal superset and a maximal superset of M ∪M′ satisfying CI0-2 [4].
4.7 Causal Reasoning
Causal reasoning comprises the study of cause and effect relationships, and the
conditions under which they can be elucidated from observed quantities. For
instance, we may be interested in quantifying the effect on a patient’s health
(H) of a prescribed treatment (T = t). In general, this effect does not coincide
with the conditional probability distribution p(H ∣t): The former accounts for
the causal paths from T to H , whereas the latter accounts for all the paths,
which may include non-causal ones, e.g. if T and H have a common cause, say
the socioeconomic status of the patient. The causal effect is typically denoted
as p(H ∣do(t)) to indicate that t is not an observation but an intervention, i.e.
T has been set to value t independently of its causes and, thus, the non-causal
paths from T to H should be ignored. As already seen in this toy example, it
is rather natural to think of the causal relationships under study as directed
edges in a graph. The graph may also contain bidirected edges to represent
correlations due to unobserved common causes, also called confounders.
Since predicting the consequences of decisions or actions is necessary in many
disciplines, it is not surprising that research on causal reasoning has a long
tradition. Specifically, causal reasoning can be traced back to the work by
Wright [25], where path analysis was introduced for the first time. Path analysis
relies on the just described graphical representation of the causal model at
hand. Moreover, the common effect of a set of causes is assumed to be a linear
combination of the causes. Wright showed how to use the graph to perform
causal reasoning. Apparently, a large part of the research community did not
see much merit in Wright’s graphical approach and preferred to work with the
underlying system of linear equations. Later, the linearity constraint was lifted
giving rise to a non-parametric structural equation model [11]. Another non-
graphical approach to causal reasoning was developed by Neyman and Rubin,
the so-called potential outcome model [15, 21]. This model has been shown
to be subsumed by the non-parametric structural equation model [17, Section
7.4.4].
Wright’s work was rediscovered in the 1980s by Pearl and other researchers.
Their advances in the field are best reported in [17]. Although Pearl’s work
builds on path analysis, it differs from it in two significant aspects. First, the
linearity assumption is dropped so that the causal models considered are non-
parametric. Second, Pearl and co-workers succeeded in giving a sound and
complete characterization of the conditions for a causal effect to be identifiable,
i.e. computable from observed quantities. The characterization is graphical,
meaning that it is expressed in terms of the graphical representation of the
causal model of the domain under study.
As mentioned, the graphical approach to causal reasoning has produced
very satisfactory results. However, it has two main disadvantages. First, it does
not apply to domains whose causal model cannot be represented by a graph.
Many domains arguably fall in this category. For instance, those domains that
contain correlations that cannot be attributed to confounding, e.g. correlations
due to selection bias, physical laws devoid of causal meaning, or feedback loops.
Second, the graphical approach to causal reasoning makes an implicit modularity
or invariance assumption, which does not always hold: The causes of a random
variable do not change when we intervene on another random variable. See
[6, 7] for further details on these problems. See also [8] for the outline of a
decision theoretic approach to causal reasoning that overcomes the problems
just described. Note that even Pearl acknowledges the need to develop non-
graphical approaches to causal reasoning [10, p. 10].
Despite the many interesting results reported over the years for the non-
graphical approaches to causal reasoning mentioned above, they lag behind the
graphical approach in terms of meaningfulness and insightfulness. Inspired by
the decision theoretic approach to causality in [8], we present in this section our
contribution to solve this problem. Specifically, we present a series of sufficient
conditions for causal effect identification from the independence model of the
domain at hand. We propose to represent the independence model by its ele-
mentary triplets, and so take advantage of the results reported in the previous
sections of this work.
As in [17, Section 3.2.2], we start by adding an exogenous random variable
Fj for each j ∈ V , such that Fj takes values in {interventional, observational}.
These values represent whether an intervention has been performed on j or
not. We use Ij and Oj to denote respectively that Fj = interventional and
Fj = observational. The random variables in FV V are governed by a probability
distribution p(FV V ). We assume to have access to p(V ∣OV ) only, e.g. through
a sample of the observational regime. We aim to identify conditions that allow
computing an expression of the form p(Y ∣IXOV ∖XXW ) from p(V ∣OV ), with
X , Y and W disjoint subsets of V . These conditions will be expressed in terms
of independences over subsets of FV V . For instance, if Y ⊥ pFX ∣OV ∖XXW
then p(Y ∣IXOV ∖XXW ) = p(Y ∣OVXW ). To check whether the conditions hold,
we need therefore to have access to the independence model M induced by
p(FV V ). However, recall that we only have access to p(V ∣OV ). Therefore,
we assume that the user will be able to provide us with M. We believe that
the most convenient (albeit tedious) way of doing so is by providing us with
E . As shown before, E identifies M unambiguously and is considerably more
concise (Lemmas 1 and 2), and it allows checking relatively efficiently whether
an independence is in M (Section 4.1). Moreover, it only requires specifying
pairwise independences, which simplifies the task of the user. Of course, the
user will make use of p(V ∣OV ) to decide on those independences of the form
i⊥j∣OV Z with i, j ∈ V and Z ⊆ V ∖ ij.
It should be mentioned that most of the conditional independences in this
section will be context-specific, as they will include OV or FV in the conditioning
set. Moreover, we assume that p(V ∣OV ) is strictly positive. This prevents an in-
tervention from setting a random variable to a value with zero probability under
the observational regime, which would make our quest impossible. For the sake
of readability, we assume that the random variables in V are in their observa-
tional regimes unless otherwise stated. Thus, hereinafter p˜(Y ∣IXXW ) is a short-
cut for p(Y ∣IXOV ∖XXW ), Y ⊥˜MFX ∣XW is a shortcut for Y ⊥MFX ∣OV ∖XXW ,
and so on. The rest of this section shows how to perform causal reasoning with
independence models by rephrasing some of the main results in [17, Chapter 4]
in terms of conditional independences alone, i.e. no causal graphs are involved.
4.7.1 do-Calculus, and Back-Door and Front-Door Criteria
We start by rephrasing Pearl’s do-calculus [17, Theorem 3.4.1].
Theorem 1. Let X, Y , W and Z denote four disjoint subsets of V . Then
• Rule 1 (insertion/deletion of observations).
If Y ⊥˜MX ∣IZWZ then p˜(Y ∣IZXWZ) = p˜(Y ∣IZWZ).
• Rule 2 (intervention/observation exchange).
If Y ⊥˜MFX ∣IZXWZ then p˜(Y ∣IXIZXWZ) = p˜(Y ∣IZXWZ).
• Rule 3 (insertion/deletion of interventions).
If Y ⊥˜MX ∣IXIZWZ and Y ⊥˜MFX ∣IZWZ, then p˜(Y ∣IXIZXWZ) = p˜(Y ∣IZWZ).
Proof. Rules 1 and 2 are immediate. To prove rule 3, note that
p˜(Y ∣IXIZXWZ) = p˜(Y ∣IXIZWZ) = p˜(Y ∣IZWZ)
by deploying the conditional independences given.
Recall that checking whether the antecedents of the rules above hold can be
done as shown in Section 4.1, since we assume to have access to the elementary
representation of M. The antecedent of rule 1 should be read as, given that Z
operates under its interventional regime and V ∖Z operates under its observa-
tional regime, X is conditionally independent of Y given W . The antecedent of
rule 2 should be read as, given that Z operates under its interventional regime
and V ∖Z operates under its observational regime, the conditional probability
distribution of Y givenXWZ is the same in the observational and interventional
regimes of X and, thus, it can be transferred across regimes. The antecedent of
rule 3 should be read similarly.
Clearly, if repeated application of rules 1-3 reduces a causal effect to an ex-
pression involving only observed quantities, then it is identifiable. The following
theorem shows that finding the sequence of rules 1-3 to apply can be system-
atized in some cases. The theorem likens [17, Theorems 3.3.2, 3.3.4 and 4.3.1,
and Section 4.3.3].2
Theorem 2. Let X, Y and W denote three disjoint subsets of V . Then,
p˜(Y ∣IXXW ) is identifiable if one of the following cases applies:
• Case 1 (back-door criterion). If there exists a set Z ⊆ V ∖XYW such that
the following conditions hold conjunctively:
– Condition 1.1. Y ⊥˜MFX ∣XWZ
– Condition 1.2. Z⊥˜MX ∣IXW and Z⊥˜MFX ∣W
then p˜(Y ∣IXXW ) =∑Z p˜(Y ∣XWZ)p˜(Z ∣W ).
• Case 2 (front-door criterion). If there exists a set Z ⊆ V ∖XYW such
that the following conditions hold conjunctively:
2The best way to appreciate the likeness between our and Pearl’s theorems is by first
adding the edge Fj → j to the causal graphs in Pearl’s theorems for all j ∈ V and, then, using
d-separation to compare the conditions in our theorem and the conditional independences
used in the proofs of Pearl’s theorems. We omit the details because our results do not build
on Pearl’s, i.e. they are self-contained.
– Condition 2.1. Z⊥˜MFX ∣XW
– Condition 2.2. Y ⊥˜MFZ ∣XWZ
– Condition 2.3. X⊥˜MZ ∣IZW and X⊥˜MFZ ∣W
– Condition 2.4. Y ⊥˜MFZ ∣IXXWZ
– Condition 2.5. Y ⊥˜MX ∣IXIZWZ and Y ⊥˜MFX ∣IZWZ
then p˜(Y ∣IXXW ) = ∑Z p˜(Z ∣XW )∑X p˜(Y ∣XWZ)p˜(X ∣W ).
• Case 3. If there exists a set Z ⊆ V ∖XYW such that the following condi-
tions hold conjunctively:
– Condition 3.1. p˜(Z ∣IXXW ) is identifiable
– Condition 3.2. Y ⊥˜MFX ∣XWZ
then p˜(Y ∣IXXW ) = ∑Z p˜(Y ∣XWZ)p˜(Z ∣IXXW ).
• Case 4. If there exists a set Z ⊆ V ∖XYW such that the following condi-
tions hold conjunctively:
– Condition 4.1. p˜(Y ∣IXXWZ) is identifiable
– Condition 4.2. Z⊥˜MX ∣IXW and Z⊥˜MFX ∣W
then p˜(Y ∣IXXW ) = ∑Z p˜(Y ∣IXXWZ)p˜(Z ∣W ).
Proof. To prove case 1, note that
p˜(Y ∣IXXW ) =∑
Z
p˜(Y ∣IXXWZ)p˜(Z ∣IXXW ) =∑
Z
p˜(Y ∣XWZ)p˜(Z ∣IXXW )
=∑
Z
p˜(Y ∣XWZ)p˜(Z ∣W )
where the second equality is due to rule 2 and condition 1.1, and the third due
to rule 3 and condition 1.2.
To prove case 2, note that condition 2.1 enables us to apply case 1 replacing
X , Y , W and Z with X , Z, W and ∅. Then, p˜(Z ∣IXXW ) = p˜(Z ∣XW ). Like-
wise, conditions 2.2 and 2.3 enable us to apply case 1 replacing X , Y , W and Z
with Z, Y , W and X . Then, p˜(Y ∣IZWZ) = ∑X p˜(Y ∣XWZ)p˜(X ∣W ). Finally,
note that
p˜(Y ∣IXXW ) =∑
Z
p˜(Y ∣IXXWZ)p˜(Z ∣IXXW ) =∑
Z
p˜(Y ∣IXIZXWZ)p˜(Z ∣IXXW )
=∑
Z
p˜(Y ∣IZWZ)p˜(Z ∣IXXW )
where the second equality is due to rule 2 and condition 2.4, and the third due
to rule 3 and condition 2.5. Plugging the intermediary results proven before
into the last equation gives the desired result.
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Figure 2: Causal graphs in the examples. All the nodes are observed except u,
u1 and u2.
To prove case 3, note that
p˜(Y ∣IXXW ) =∑
Z
p˜(Y ∣IXXWZ)p˜(Z ∣IXXW ) =∑
Z
p˜(Y ∣XWZ)p˜(Z ∣IXXW )
where the second equality is due to rule 2 and condition 3.2.
To prove case 4, note that
p˜(Y ∣IXXW ) =∑
Z
p˜(Y ∣IXXWZ)p˜(Z ∣IXXW ) =∑
Z
p˜(Y ∣IXXWZ)p˜(Z ∣W )
where the second equality is due to rule 3 and condition 4.2.
For instance, consider the causal graph (a) in Figure 2 [17, Figure 3.4]. Then,
p˜(y∣Ixxz3) can be identified by case 1 with X = x, Y = y, W = z3 and Z = z4
and, thus, p˜(y∣Ixx) can be identified by case 4 with X = x, Y = y, W = ∅ and
Z = z3. To see that each triplet in the conditions in cases 1 and 4 holds, we can
add the edge Fj → j to the graph for all j ∈ V and, then, apply d-separation in
the causal graph after having performed the interventions in the conditioning
set of the triplet, i.e. after having removed any edge with an arrowhead into any
node in the conditioning set. See [17, 3.2.3] for further details. Given the causal
graph (b) in Figure 2 [17, Figure 4.1 (b)], p˜(z2∣Ixx) can be identified by case
2 with X = x, Y = z2, W = ∅ and Z = z1 and, thus, p˜(y∣Ixx) can be identified
by case 3 with X = x, Y = y, W = ∅ and Z = z2. Note that we do not need
to know the causal graphs nor their existence to identify the causal effects. It
suffices to know the conditional independences in the conditions of the cases in
the theorem above. Recall again that checking these can be done as shown in
Section 4.1. The theorem above can be seen as a recursive procedure for causal
effect identification: Cases 1 and 2 are the base cases, and cases 3 and 4 are the
recursive ones. In applying this procedure, efficiency may be an issue, though:
Finding Z seems to require an exhaustive search.
4.7.2 Plan Evaluation
This section covers an additional case where causal effect identification is pos-
sible. It likens [17, Theorem 4.4.1]. See also [17, Section 11.3.7]. Specifically, it
addresses the evaluation of a plan, where a plan is a sequence of interventions.
For instance, we may want to evaluate the effect on the patient’s health of some
treatments administered at different time points. More formally, let X1, . . . ,Xn
denote the random variables on which we intervene. Let Y denote the set of tar-
get random variables. Assume that we intervene on Xk only after having inter-
vened on X1, . . . ,Xk−1 for all 1 ≤ k ≤ n, and that Y is observed only after having
intervened on X1, . . . ,Xn. The goal is to identify p˜(Y ∣IX1 . . . IXnX1 . . .Xn). Let
N1, . . . ,Nn denote some observed random variables besides X1, . . . ,Xn and Y .
Assume that Nk is observed before intervening on Xk for all 1 ≤ k ≤ n. Then, it
seems natural to assume for all 1 ≤ k ≤ n and all Zk ⊆ Nk that Zk does not get
affected by future interventions, i.e.
Zk⊥˜MXk . . . Xn∣IXk . . . IXnX1 . . .Xk−1Z1 . . . Zk−1 (1)
and
Zk⊥˜MFXk . . . FXn ∣X1 . . .Xk−1Z1 . . . Zk−1. (2)
Theorem 3. If there exist disjoint sets Zk ⊆ Nk for all 1 ≤ k ≤ n such that
Y ⊥˜MFXk ∣IXk+1 . . . IXnX1 . . .XnZ1 . . . Zk (3)
then p˜(Y ∣IX1 . . . IXnX1 . . .Xn) =
∑
Z1...Zn
p˜(Y ∣X1 . . .XnZ1 . . . Zn)
n
∏
k=1
p˜(Zk ∣X1 . . .Xk−1Z1 . . . Zk−1).
Proof. Note that
p˜(Y ∣IX1 . . . IXnX1 . . . Xn)
=∑
Z1
p˜(Y ∣IX1 . . . IXnX1 . . .XnZ1)p˜(Z1∣IX1 . . . IXnX1 . . .Xn)
=∑
Z1
p˜(Y ∣IX2 . . . IXnX1 . . .XnZ1)p˜(Z1∣IX1 . . . IXnX1 . . .Xn)
=∑
Z1
p˜(Y ∣IX2 . . . IXnX1 . . .XnZ1)p˜(Z1)
where the second equality is due to rule 2 and Equation (3), and the third due
to rule 3 and Equations (1) and (2). For the same reasons, we have that
p˜(Y ∣IX1 . . . IXnX1 . . . Xn)
= ∑
Z1Z2
p˜(Y ∣IX2 . . . IXnX1 . . . XnZ1Z2)p˜(Z1)p˜(Z2∣IX2 . . . IXnX1 . . .XnZ1)
= ∑
Z1Z2
p˜(Y ∣IX3 . . . IXnX1 . . .XnZ1Z2)p˜(Z1)p˜(Z2∣X1Z1).
Continuing with this process for Z3, . . . , Zn yields the desired result.
For instance, consider the causal graph (c) in Figure 2 [17, Figure 4.4]. We
do not need to know the graph nor its existence to identify the effect on y of
the plan consisting of Ix1x1 followed by Ix2x2. It suffices to know that N1 = ∅,
N2 = z, y⊥˜MFx1 ∣Ix2x1x2, and y⊥˜MFx2 ∣x1x2z. Recall also that z⊥˜Mx2∣Ix2x1
and z⊥˜MFx2 ∣x1 are known by Equations (1) and (2). Then, the desired effect
can be identified thanks to the theorem above by setting Z1 = ∅ and Z2 = z.
In applying the theorem above, efficiency may be an issue again: Finding
Z1, . . . , Zn seems to require an exhaustive search. An effective way to carry
out this search is as follows: Select Zk only after having selected Z1, . . . , Zk−1,
and such that Zk is a minimal subset of Nk that satisfies Equation (3). If no
such subset exists or all the subsets have been tried, then backtrack and set
Zk−1 to a different minimal subset of Nk−1. We now show that this procedure
finds the desired subsets whenever they exist. Assume that there exist some
sets Z∗
1
, . . . , Z∗n that satisfy Equation (3). For k = 1 to n, set Zk to a minimal
subset of Z∗k that satisfies Equation (3). If no such subset exists, then set Zk
to a minimal subset of (⋃ki=1Z
∗
i ) ∖⋃
k−1
i=1 Zi that satisfies Equation (3). Such a
subset exists because setting Zk to (⋃ki=1Z
∗
i ) ∖ ⋃
k−1
i=1 Zi satisfies Equation (3),
since this makes Z1 . . . Zk = Z
∗
1 . . . Z
∗
k . In either case, note that Zk ⊆ Nk. Then,
the procedure outlined will find the desired subsets.
We can extend the previous theorem to evaluate the effect of a plan on the
target random variables Y and on some observed non-control random variables
W ⊆ Nn. For instance, we may want to evaluate the effect that the treatment
has on the patient’s health at intermediate time points, in addition to at the
end of the treatment. This scenario is addressed by the following theorem,
whose proof is similar to that of the previous theorem. The theorem likens [18,
Theorem 4].
Theorem 4. If there exist disjoint sets Zk ⊆Nk ∖W for all 1 ≤ k ≤ n such that
WY ⊥˜MFXk ∣IXk+1 . . . IXnX1 . . .XnZ1 . . . Zk
then p˜(WY ∣IX1 . . . IXnX1 . . .Xn) =
∑
Z1...Zn
p˜(WY ∣X1 . . . XnZ1 . . . Zn)
n
∏
k=1
p˜(Zk∣X1 . . .Xk−1Z1 . . . Zk−1).
Finally, note that in the previous theoremXk may be a function ofX1 . . .Xk−1
W1 . . .Wk−1Z1 . . . Zk−1, where Wk = (W ∖ ⋃k−1i=1 Wi) ∩Nk for all 1 ≤ k ≤ n. For
instance, the treatment prescribed at any point in time may depend on the
treatments prescribed previously and on the patient’s response to them. In
such a case, the plan is called conditional, otherwise is called unconditional. We
can evaluate alternative conditional plans by applying the theorem above for
each of them. See also [17, Section 11.4.1].
4.8 Context-specific Independences Revisited
As mentioned in Section 4.5, we can extend the results in this paper to indepen-
dence models containing context-specific independences of the form I⊥J ∣K,L = l
by just rephrasing the properties CI0-3 and ci0-3 to accommodate them. In the
causal setup described above, for instance, we may want to represent triplets
with interventions in their third element as long as they do not affect the first
two elements of the triplets, i.e. I⊥˜J ∣KMIMIN with I, J , K,M and N disjoint
subsets of V , which should be read as follows: Given that MN operates under
its interventional regime and V ∖MN operates under its observational regime, I
is conditionally independent of J given KM . Note that an intervention is made
on N but the resulting value is not considered in the triplet, e.g. we know that
a treatment has been prescribed but we ignore which. The properties CI0-3 can
be extended to these triplets by simply adding MIMIN to the third member of
the triplets. That is, let C =MIMIN . Then:
(CI0) I⊥˜J ∣KC⇔ J ⊥˜I ∣KC.
(CI1) I⊥˜J ∣KLC, I⊥˜K ∣LC⇔ I⊥˜JK ∣LC.
(CI2) I⊥˜J ∣KLC, I⊥˜K ∣JLC ⇒ I⊥˜J ∣LC, I⊥˜K ∣LC.
(CI3) I⊥˜J ∣KLC, I⊥˜K ∣JLC ⇐ I⊥˜J ∣LC, I⊥˜K ∣LC.
Similarly for ci0-3.
Another case that we may want to consider is when a triplet includes inter-
ventions in its third element that affect its second element, i.e. I⊥˜J ∣KMIJIMIN
with I, J , K, M and N disjoint subsets of V , which should be read as follows:
Given that JMN operates under its interventional regime and V ∖ JMN op-
erates under its observational regime, the causal effect on I is independent of
J given KM . These triplets liken the probabilistic causal irrelevances in [10,
Definition 7]. The properties CI1-3 can be extended to these triplets by sim-
ply adding MIJIKIMIN to the third member of the triplets. Note that CI0
does not make sense now, i.e. I is observed whereas J is intervened on. Let
C =MIJIKIM IN . Then:
(CI1) I⊥˜J ∣KLC, I⊥˜K ∣LC⇔ I⊥˜JK ∣LC.
(CI2) I⊥˜J ∣KLC, I⊥˜K ∣JLC ⇒ I⊥˜J ∣LC, I⊥˜K ∣LC.
(CI3) I⊥˜J ∣KLC, I⊥˜K ∣JLC ⇐ I⊥˜J ∣LC, I⊥˜K ∣LC.
(CI1’) I⊥˜J ∣I ′LC, I ′⊥˜J ∣LC⇔ II ′⊥˜J ∣LC.
(CI2’) I⊥˜J ∣I ′LC, I ′⊥˜J ∣ILC ⇒ I⊥˜J ∣LC, I ′⊥˜J ∣LC.
(CI3’) I⊥˜J ∣I ′LC, I ′⊥˜J ∣ILC ⇐ I⊥˜J ∣LC, I ′⊥˜J ∣LC.
Similarly for ci1-3.
5 Discussion
In this work, we have proposed to represent semigraphoids, graphoids and com-
positional graphoids by their elementary triplets. We have also shown how
this representation helps performing some operations with independence mod-
els, including causal reasoning. For this purpose, we have rephrased in terms of
conditional independences some of Pearl’s results for causal effect identification.
We find interesting to explore non-graphical approaches to causal reasoning in
the vein of [8], because of the risks of relying on causal graphs for causal reason-
ing, e.g. a causal graph of the domain at hand may not exist and/or the effects
of an intervention may not be local. See [6, 7] for a detailed account of these
risks. Pearl also acknowledges the need to develop non-graphical approaches
to causal reasoning [10, p. 10]. As future work, we consider seeking for nec-
essary conditions for non-graphical causal effect identification (recall that the
ones described in this paper are just sufficient). We also consider implementing
and experimentally evaluating the efficiency of some of the operations discussed
in this work, including a comparison with their counterparts in the dominant
triplet representation as reported in [2, 3, 4].
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