Abstract
Introduction
23 t − = t − , t + = t + , where → 0 + , i.e. t − and t + respectively are instants of time just before and after the (forward) time t.
100
We denote by ξ the random number representing the jump amplitude. We assume that ξ follows 101 a log-normal distribution p(ξ) given by [18] 102 where dZ is the increment of a Wiener process, µ is the real world drift rate, and σ is the volatility.
In addition, π t is a Poisson process with positive intensity parameter λ, and ξ i are independent and 106 identically distributed positive random variables having distribution (2.1). When a jump occurs,
107
we have S t + = ξ i S t − . To be precise , we consider the process (2.2) to be right continuous with left 108 limits, so that S t + = S t . However, we will frequently use the notation S t + and S t − in the following.
109
This will be especially convenient when considering impulse controls, which can be considered to 110 be left continuous [19] .
111
We assume that the dynamics of the risk-free asset B follow [20] 112 dB t = R(B t )B t R(B t ) = r + (r b − r )H(B t ) , That is, the investor can be viewed as (i) earning the rate r for the cash deposit, and (ii) being 114 charged at a rate r b > r for borrowing.
115
In this paper, we assume that µ > r , hence, it is never optimal (in a mean-variance setting) to 116 short stock. As a result, the amount invested in the risky asset is always nonnegative, i.e. S t ≥ 0.
117
However, we allow short positions in the risk-free asset, i.e. it is possible that B t < 0. 
Impulse Control

119
We follow along the lines of [15] and give a brief description of an impulse control problem for 120 dynamic portfolio selection. For more rigor and generality, we refer the reader to [15] .
121
We suppose that, at any time t, and any state (S t , B t ) of the system, the investor can give the 122 system an impulse η ∈ Z, where Z is the set of admissible impulses. The set of impulse controls 123 for this problem is then the set 124 C = {{t 0 , η 0 }, {t 1 , η 1 }, . . . , {t j , η j }, . . .} j≤M , (2.5)
where M can be finite or infinite, and t 0 < t 1 < . . .. Here, the time t j , j = 0, . . . , M , is referred to as 125 an intervention time, with η j being the corresponding impulse. Our definitions for the intervention 126 times and impulses for the asset allocation problem are given in Section 2.4. In general, C ∈ A,
127
where A denotes the set of admissible controls.
128
Given the control C, we denote by x = (S C t , B C t ) a controlled state of the system. Between the 129 intervention times t As a result of applying a control η = η j ∈ Z, the state of the system moves instantaneously as In (2.8), we use (S C t + (x, η), B C t + (x, η)) to emphasize the change in the state of the system after the 134 impulse η = η j has been applied.
135
From now on, to avoid notational clutter, we will generally drop the subscript t and superscript
136
C from (S, B), with these sub and superscripts understood. We also denote by x = (s, b) =
137
(S(t − ), B(t − )) the state of the system at time t − , and by (S + (x, η), B + (x, η)) the state of the 138 system after the impulse η has been applied. 
Pareto Optimal Points and Efficient Frontier
140
We denote by W liq (t) ≡ W liq (S(t), B(t)), t ≤ T , the total liquidation value at time t of the investor's where at least one of the inequalities in equation (2.10) is strict. We denote by P the set of Pareto 150 mean-variance optimal points. Note that P ⊆Ȳ.
151
Although the above definitions are intuitive, determining the points in P requires solution of a 152 difficult multi-objective optimization problem, which involves two conflicting criteria. A standard 153 scalarization method can be used to combine the two criteria into an optimization problem with a 154 single objective, from which a point on the efficient frontier can be derived. More specifically, for 155 each point (V, E) ∈Ȳ, and for an arbitrary scaler ρ > 0, we first define the set of points Y P (ρ) to 156 be Remark 2.1 (Relationship between P and Y P .). We emphasize the difference between the set of 161 all Pareto mean-variance optimal points P and the efficient frontier Y P defined in equation (2.12).
162
In general, Y P ⊆ P. However, the converse may not hold, if the achievable mean-variance objective 163 set Y is not convex. In this paper, we restrict our attention to determining Y P .
164
As noted in [1, 2] 
where C 1 is some positive constant. We define
13)
(2.14)
171
Note that, in Theorem 2.1, the mean and variance (V, E) of W liq (T ) are embedded in a scalar-
172
ization optimization problem with the objective being V + E 2 − γE [21] . Define the value function is less than the discounted target, then equation (2.15) can be interpreted as a quadratic utility.
206
In the case of jumps, again for the special case where analytic solutions are known, the optimal 207 strategy also has W liq (t) less than the discounted target, unless a jump occurs (see Appendix A).
208
This situation is similar to the pure diffusion case if reallocation can only occur at discrete times 209 [10] . In this case, [10] advocates taking money off the table to produce a superior efficient frontier.
210
In our tests, we use a jump process where the mean jump size is negative, hence the probability that 211 a jump will exceed the discounted target is extremely small. Alternatively, it is possible to consider 212 an objective function of the form
where g(u) = min(u − L, 0), i.e. a measure of shortfall for u < L. We leave this for future work. 
Intervention Operator
215
We now give a precise definition the optimal impulse control. The intervention times t i correspond
216
to the rebalancing times of the portfolio, and the impulse η i corresponds to readjusting the amounts 217 of the stock and bond in the investor's portfolio at time
state of the system at t − i , and (S + (s, b, η), B + (s, b, η)) denote the state after an impulse η is applied.
219
More specifically, we assume that fixed and proportional transaction costs, respectively denoted by 220 c 1 > 0 and c 2 , where c 2 ∈ [0, 1), may be imposed on each rebalancing of the portfolio. We then
We now define the intervention operator, denoted by M(η)V (s, b, t), as 
The bankruptcy (insolvency) region, denoted by B, is defined as
In the case of a pure diffusion without transaction costs, it is possible to enforce the condition 
The investors net debt then accumulates at the borrowing rate.
238
We will also assume that there is a maximum leverage condition, i.e. the investor must select 239 an asset allocation satisfying Define τ = T − t, V (s, b, τ ) =V (s, b, t), and
Following standard arguments (see [15, 23] ), the value function is the viscosity solution of the 247 HJB equation (
Thus, the optimal impulse control C * for the value function can be represented by the pair 
We also define the region 
In view of the finite range of s, we replace J in equation (2.26) by the localized operator J 
(2.39)
With this assumption, we could replace the term bV b in LV by 2V at b = ±b max . However, we find 277 it conceptually clearer to define the solution as in equation (2.39) for (s, b, τ ) ∈ Ω bmax . Putting this 278 all together gives us the following complete localized problem :
The localized equations in the domains Ω bmax , Ω Given the solution for the value function (2.15), with the optimal control
it is also desirable to determine the quantityŪ (x, t) defined as
since this information is required in order to determine the corresponding point on the efficient 287 frontier.
. Using standard arguments in [15, 23] , the linear
where (φ * , η * ) given from the solution to equation (2.31).
292
Localization
293
From the initial condition (2.45), we make the assumptions that U (s, b, τ ) A (τ )s in Ω s * , and
Following similar reasoning used to derive equation (2.40), we obtain 
Compact Presentation
301
In general, we cannot expect solutions to HJB equations of the form (2.40) to be sufficiently smooth. MV (x) = inf
We then write equations (2.40) as
where the operator F V is defined by
Here,
(3.9)
Definition 3.1 (Value Function Problem). The HJB equation for the value function (2.15) on the 
Viscosity Solution
315
Before defining the viscosity solution of equation (3.10), we first recall the definitions of upper and 316 lower semi-continuous envelopes. Given a function f :Ω → R,Ω ⊆ R n , the upper semi-continuous
whereB(x,r) = {y ∈ R n |x − y| <r}. We also have the obvious definition for a lower 319 semi-continuous envelope f * (x).
320
We also define
with the corresponding definition of lim inf. C ∞ (Ω ∪ Ω bmax ), and all x, such that V − φ has a strict global maximum (resp. minimum) with
V is a viscosity solution if it is both a viscosity sub-solution and a viscosity super-solution.
328
Remark 3.1 (Equivalent definitions: viscosity solutions). There are many equivalent definitions 329 of viscosity solutions. For example, one can replace
. It is also possible to replace φ(x) by V * (x) (resp. V * (x)) in the non-local terms J φ(x) and We discretize our problem on the localized domain Ω. Define a set of nodes in the s-direction by 347 {s 1 , s 2 , . . . , s imax }, and in the b-direction {b 1 , . . . , b jmax }. Denote the n th discrete timestep by τ n .
348
For ease of notation, in the following, we assume constant timestep sizes, i.e. ∆τ = τ n+1 − τ n 349 is constant. However, the actual implementation could make use of variable timestep sizes. The 350 nodes in the s-and b-directions are not necessarily equally spaced.
In 352 addition, we suppose that the control η in equation (2.18) is discretized so that η j = b j , with 353 ∆η max = max j (η j+1 − η j ) = ∆b max . We assume that there is a positive discretization parameter h 354 such that
where C p , p = 1, . . . , 4, are positive and independent of h.
We denote by V (s i , b j , τ n ) the exact solution to the non-linear value equation (3.10) evaluated 357 at the reference node (s i , b j , τ n ), and by V h (s, b, τ ) the approximate solution at the point (s, b, τ ) 358 obtained using the discretization parameter h. We refer to the approximate solution at the reference
In the event that we need to evaluate V h at a point other than
which is the solution to the linear expected value equation (2.47). Let N = i max ×j max 362 be the number of nodes in the computational grid, and let V n be the N length vector at time τ n , 363
i.e.
with a similar definition of U n .
365
We denote by Z h the discrete set of admissible controls
We determine the infimum of the intervention operator by a linear search over the discrete set 
Discretization
373
As example, we give the details of the discretization for F in in Ω in as given in equation (3.4). The 374 derivation of the discretizations of F in the remaining sub-domains of Ω, as well as the discretization 375 of the expected value equation for U defined in (2.47), is similar, and hence, is omitted.
and recall that
We denote by P h the discrete approximation to P. For P h , we use the standard three point ing. Central differencing is used as much as possible, but we require that the scheme be a positive
Define (J ) h to be the discrete form of the localized jump operator (2.38). We use a midpoint rule 383 to approximate this integral, followed by a linear interpolation onto an equally spaced grid. This 384 facilitates use of an FFT to evaluate the integral [24] . This results in a discretization of the form
Equations (4.8) hold since p(ξ) defined in (2.1) is a probability density. For details regarding the 386 discretization of the jump term, we refer the reader to [24] .
387
The term R(b)V b in equation (4.5) is handled by a semi-Lagrangian timestepping scheme, details 388 of which can be found in Appendix B. Using the implicit timestepping method, our discretization
It is important to note that the semi-Lagrangian timestepping decouples the PIDE V τ = LV + J V
391
for each b j value, j = 1, . . . , j max . More specifically, for a fixed j, once the quantity V n i,j , i = 392 1, . . . , i max , is computed, the discretized equations for the PIDE corresponding to b j can then be 393 obtained from (4.9), and can be solved independently from those of other non-controlled PIDEs.
394
Note that, equation (4.9) is the form actually used in the computation, and has a simple intuitive 395
interpretation. An intuitive derivation of (4.9) is presented in Appendix B. In Section 5.1, we prove 396 that discretization (4.9) is a consistent approximation to equation (3.4). form. Let G(·) be the discrete approximation to
We 414 rearrange equation (4.9) so that our formal discretization of F in is
It is easily seen that a solution of equation (5.1) is a solution of equation (4.9). For x ∈ Ω s * , our
Finally, we have 
, and for h, ψ sufficiently small, ψ a constant, we have that
(5.6)
Proof. To be precise, define the following notation.
427
We will also use the notation φ h (s, b, τ n ) and (φ(·) + ψ) h to denote the linearly interpolated value 428 of φ and φ(·) + ψ on the grid with parameter h, at timestep τ n . Note that
and consider the case where
Noting that since η = B + , φ is smooth, and Z is compact, we have that 
Following similar steps, we can easily prove the remaining results in equation (5.6).
435
Definition 5.1 (Consistency: viscosity sense). Suppose the mesh, timestep parameter, and control Proof. This follows in straightforward fashion from Lemma 5.1, using the same steps as in, for 443 example [29] . 
Monotonicity and Stability
445
Monotonicity is defined as follows 
450
• The discretization of J has quadrature weights satisfying (4.8).
451
• Linear interpolation is used, if necessary, to compute V h (·), 452 then the discretization is monotone, according to Definition 5.2.
453
Proof. This is easily done using the same steps as in [30] .
454
Finally, the discretization (5.1-5.4) is ∞ -stable, which is a consequence of the following Lemma. 
since Ω is a bounded domain. 
487
For fixed γ, let
where (·) h refers to a discrete approximation to the expression in the brackets, we have that 
Following from this equation, we have Combining (6.5) and (6.6), we obtain
That is, for any timestep τ n , the exact solution for the value function problem at the special point
524
(s, b) = (0, (γ/2) e −R(γ/2)τ n ) is zero. Since the value function can never be less than zero, no 525 reallocation takes place at this node. Figure 6 .1 (a) illustrates how this special point moves along 526 the b-direction from the time τ 0 to τ n . Below, we discuss how the result (6.7) could be incorporated 527 into the (linear) interpolation scheme.
528
Assume that we want to proceed from timestep τ n to τ n+1 , and that we want to compute 529 V h (0,b, τ n ), whereb is neither a grid point in the b-direction nor the special value (γ/2) e −R(γ/2)τ n .
530
This situation could happen when solving Equation (2.27) or the local optimization problem on 531 the right-side of (4.9). Furthermore, assume that b j <b < b j+1 for some grid points b j and b j+1 provides a pictorial illustration of this interpolation scheme.
535
Algorithm 6.1 Improved linear interpolation scheme along the b-direction at s = 0 for the function value problem (2.15).
if b special ≤b then In this subsection, we discuss the effects on the numerical results of the linear interpolation scheme 548 described in Subsection 6.3, where, at each time τ n , exact boundary conditions are used for the 549 special point (s, b) = (0, (γ/2) e −R(γ/2)τ n ).
As an illustrating example, we consider the no-jump 550 case with data in we have a closed form solution available, which confirms that there are no spurious points on the 555 computed efficient frontier.
556
Figure 7.1 (a) presents the numerical efficient frontiers obtained using standard linear interpo-557 lation. The exact efficient frontier is constructed using the expression in [1, 2] . It is clear that,
558
while the numerical efficient frontiers agree well with the exact efficient frontier for relatively large 559 standard deviations, they are very inaccurate for small standard deviations. More specifically, it 560 appears that, in this case, the numerical methods were not able to construct, to within the accuracy 561 of methods, the special point on the exact efficient frontier
This trivial point corresponds to the case where the investor invests only in the bond, and not in 563 the risky asset (hence, there is no risk). 
Validation Examples
574
In this subsection, we provide select examples to validate our proposed numerical approach. For 575 comparison purposes, we only consider several special cases of the continuous time mean-variance 576 portfolio allocation problem where exact efficient frontiers can be constructed. We consider the example where (i) the underlying asset follows a GBM without jumps, (ii) insol-579 vency is not allowed, (iii) q max = ∞, and (iv) no transaction costs. Input parameters and data 580 for this test is given in Table 7 .3. In this case, exact efficient frontiers can be constructed using 581 algorithms in [4] . That is, given a value for the mean, the exact standard deviation of the point 582 on the efficient frontier having that mean can be found. Alternatively, one could fix the standard 583 deviation and compute the exact mean.
584 Table 7 .4 presents computed means and standard deviations for different refinement levels when 585 γ = 800. To provide an estimate of the convergence rate of the algorithm, we compute the "change" deviations) on a grid finer than the finest grid in Table 7 .1, due to the high computational cost. In order to reconcile these two different forms of the solution, we proceed as follows.
597
1.
Step 1: apply extrapolation to the numerical means in Table 7 .4, assuming first-order con-598 vergence (which is what we observe), to obtain a benchmark mean. 
3.
Step 3: check whether the numerical standard deviations in Table 7 .4 exhibit first-order 602 convergence to the benchmark standard deviation obtained in Step 2.
603
From Table 7 .7: Validation test (data in Table 7 .2). Jumps, insolvency allowed, no maximum leverage, no transaction costs. Exact standard deviation is 13.304860 computed using Appendix A.
Comparison between jump and no-jump cases
624
In this section, we compare the jump and no-jump cases in terms of mean-variance efficiency for the Table 7 .8. For the case trading is allowed even if bankruptcy in (a), the efficient frontier in Appendix A is used..
Localization Error
664
All the previous computations used s max = 20000, s * = 10000, b max = 10000. Increasing these
665
values by an order of magnitude resulted in no change to the points on the efficient frontier to eight 666 digits.
667
8 Conclusion
668
In this paper, we develop an efficient fully numerical PDE approach for the pre-commitment con- from which we can see that S t cannot exceed the discounted target unless a jump occurs.
707
B Intuitive Derivation of the Discretization (4.9)
708
In this Appendix, we provide an intuitive derivation of the discretization (4.9). Below, we first dis-709 cuss the evolution in forward time of the value function (2.15), then provide an intuitive derivation 710 of (4.9).
711
B.1 Evolution of the value function in forward time
712
Consider a set of discrete rebalancing times {t 1 , t 2 , . . .} where t i+1 − t i = ∆t. We also define ], the rebalancing of the portfolio occurs.
722
We now investigate how the value functionV (s = S(t), b = B(t), t) changes over the above- Assume that we want to proceed from the discrete time τ n − to τ n+1 − . This can essentially be split 737 into two steps. In the first step, we proceed from τ n − to τ n + , and this step involves solving an 
which is equivalent to (4.9).
