Abstract. The Boltzmann equation is an integro-differential equation which describes the density function of the distribution of the velocities of the molecules of dilute monoatomic gases under the assumption that the energy is only transferred via collisions between the molecules. In 1956 Kac studied the Boltzmann equation and defined a property of the density function that he called the "Boltzmann property" which describes the behavior of the density function at a given fixed time as the number of particles tends to infinity. The Boltzmann property has been studied extensively since then, and now it is simply called chaos, or Kac's chaos. On the other hand, in ergodic theory, chaos usually refers to the mixing properties of a dynamical system as time tends to infinity. A relationship is derived between Kac's chaos and the notion of mixing.
Several notions of chaos
The notion of "chaos" in ergodic theory, has its origins in the works of Poincare at the end of the 19th century. Its meaning is dynamical randomness of physical quantities that evolve with time. The set up for measure theoretic dynamical systems consists of a probability space (Ω, Σ, µ) which is called the phase space, and either a measurable map S : Ω → Ω (in the case of discrete time dynamical systems), or a family of measurable maps S t : Ω → Ω for t ≥ 0 (in the case of continuous time dynamical systems) satisfying S t • S s = S t+s for all s, t ∈ [0, ∞) (semigroup property). Such tuple (Ω, Σ, µ, S) or (Ω, Σ, µ, (S t ) t≥0 ) is called a measure theoretic dynamical system, or simply a dynamical system. In the case of discrete time dynamical systems, the composition of the map S with itself n many times, (where n is a non-negative integer), is usually denoted as S n , (a notation which resembles powers of S), and plays the role of S n that appears in the above definition of continuous time dynamical systems. For simplicity we only consider discrete time dynamical systems and we keep in mind that the "exponent" n that appears in the compositions S n represents time. The maps S n can be thought to act on Ω, (by the formula Ω ∋ ω → S n ω), or on real valued functions on Ω, (where the action of S n on such function f produces the real valued function Ω ∋ ω → f (S n ω)), or on probability measures on Σ (where the action of S n on such measure ν produces the measure Σ ∋ A → ν(S −n A)). Thus one can study orbits of points of Ω, (i.e. the sequence of points (S n (ω)) n∈N∪{0} ), or orbits of real valued functions on Ω, or orbits of probability measures on Σ. The property of chaos in ergodic theory refers to the randomness of these orbits and it is explicitly quantified and studied in the books of ergodic theory. An excellent book on this subject is the book of Arnold and Avez, [1] , or the short survey of Sinai [21] . Two quantifications of the notions of chaos in the measure theoretic ergodic theory are the notions of the "stationary limit" and "mixing": Definition 1.1.
(i) We say that a dynamical system (Ω, Σ, µ, S) is asymptotically stationary with stationary limit ν if ν(A) = lim k→∞ µ(S −k A) for each A ∈ Σ.
(ii) We say that a dynamical system (Ω, Σ, µ, S) is mixing if Note that if the members of a sequence of probability measures are defined on a common σ-algebra Σ and converge at every fixed element of Σ then the limit is also a probability measure [2, Theorem 4.6.3(i)]. Thus the limit ν that is obtained in Definition 1.1(i) is a probability measure, since obviously, for every k ∈ N, the map Σ ∋ A → µ(S −k A) defines a probability measure on Σ. Obviously, if a dynamical system (Ω, Σ, µ, S) is asymptotically stationary with stationary limit ν then ν is invariant under S, (or equivalently, S is ν-measure preserving), i.e.
(1)
It is also obvious that if the dynamical system (Ω, Σ, µ, S) is asymptotically stationary with stationary limit ν then it is mixing if and only if
In particular, if (Ω, Σ, µ, S) is a dynamical system and the map S is µ-measure preserving, then (Ω, Σ, µ, S) is mixing if and only if
Another notion of chaos was created in 1956 by Kac [13] while he was studying the Boltzmann equation. For a fixed positive integer n, the Boltzmann equation describes the density function of the distribution of the velocities of n many molecules of dilute monoatomic gases where the energy is assumed to be transferred only via elastic collisions between the molecules. While the Boltzmann equation is a non-linear equation, Kac came up with a linear integro-differential equation that he called the "master equation" [13, Equation (2.6)]. Kac's master equation depends on a positive integer n and its solution has n + 1 real variables (x 1 , . . . , x n , t). The n real variables (x 1 , . . . , x n ) belong on the "Kac's sphere" K n which stands for the sphere in R n centered at the origin whose radius is equal to √ n, (i.e.
, while the extra variable t represents time. Kac seeked solutions f (n) to his master equation that are symmetric in the variables (x 1 , . . . , x n ) for every t ≥ 0, i.e.
, . . . , x π(n) , t), for every permutation π of {1, . . . , n}.
Moreover for any set E, a function g :
for all permutations π of {1, . . . , n} and for all (x 1 , x 2 , ..., x n ) ∈ E n , where for each permutation π of {1, . . . , n} we define
We also assume that the solution f (n) to Kac's master equation is a density function on K n i.e. we assume that f (n) dσ n is a probability measure on the Borel subsets of K n where σ n denotes the normalized uniform measure on K n . For each 1 ≤ m ≤ n, we can define a probability measure ( 
m dλ m is a Borel probability measure on R m for every 1 ≤ m ≤ n. Kac observed that if f (n) satisfies the master equation [13, Equation (2.6)] then the first and second marginals f 
This equality is interpreted in the weak sense for density functions, i.e. each side is integrated against smooth functions with compact support having variables (x, t) ∈ R × [0, ∞). In particular, the derivative is interpreted in the sense of distributions.
Kac observed that if the limits f 1 (·, t) := lim
respectively, for all t ≥ 0, (where the dots denote arbitrary real variables, and the L 1 spaces are taken with respect to the Lebesgue measure), and if for almost all x, y ∈ R,
again, in the weak sense, i.e. the function f 1 is a solution to a simplified version of the non-linear Boltzmann equation. Equation (6) motivated Kac to introduce the following definition: For all n ∈ N let f (n) be a symmetric, (as in (2)), probability density function defined on K n (i.e. f (n) dσ n is a Borel probability measure on
) is said to have the "Boltzmann property" if for all k ∈ N the limit lim
1 , then for all k ∈ N and for almost all x 1 , . . . , x k ∈ R:
Kac proved that if the initial value solution (at time t = 0) to the master equation is symmetric (as in (2)) and satisfies the Boltzmann property then the solution to the master equation is symmetric and satisfies the Boltzmann property for all times t > 0. Since Kac's master equation is linear hence the existence of its solution is guaranteed by well known theory, Kac produced a method for constructing a solution to a simplified version of the non-linear Boltzmann equation.
The "Boltzmann property" is commonly referred to as "Kac's chaos" and has attracted the interest of many people such as McKean [17] , Johnson [12] , Tanaka [24] , Ueno [25] , Grünbaum [9] , Murata [20] , Graham and Méléard [8] , Sznitman [22] , [23] , Mischler [18] , Carlen, Carvalho and Loss [4] , Michler and Mouhot [19] . These authors considered a more general situation than a sequence f (n) of density functions defined on K n . They considered a topological space E and a symmetric probability measure µ n on the Borel σ-algebra B(E n ) of the Cartesian product E n for each n ∈ N. Here are the relevant definitions, where for a topological space E, we denote by C b (E) the set of all continuous bounded functions on E: Definition 1.2. Let E be a topological space, n be a positive integer, µ n be a probability measure on the Borel subsets of E n . Then µ n is called symmetric if for any
for any permutation π of {1, . . . , n}.
Note that if f (n) is a symmetric (in the sense of (2)) density function on the Kac's sphere K n , σ n denotes, as above, the uniform Borel probability measure on K n , and σ n denotes the extension of σ n to the Borel subsets of R n such that the support of σ n is equal to K n (this is possible since K n is a Borel subset of R n ), then f (n) d σ n is a symmetric probability measure on R n , (in the sense of Definition 1.2). Thus Definition 1.2 gives a more general notion of symmetry than that of Equation (2) that was considered by Kac. Now we define the Boltzmann property, or Kac's chaos, but following the above mentioned literature, we use a more descriptive terminology: Definition 1.3. Let E be a topological space, ν be a Borel probability measure on E, and for every n ∈ N let µ n be a symmetric (as in Definition 1.2) Borel probability measure on
Now let f (n) be a symmetric (in the sense of (2)) density on K n for all n ∈ N such that the sequence (f (n) ) n has the Boltzmann property (as defined by Kac). In particular, let f 1 be the L 1 (R) limit of the sequence (f (n) 1 ) n . Extend each f (n) to R n (without changing its name) by setting it equal to zero on R n \K n , and let σ n be the Borel probability measure on R n which is supported on K n and it is uniform on K n . Then the sequence of measures (f (n) d σ n ) n defined on the Borel subsets of R n is ν-chaotic where dν = f 1 dx, and dx is the Lebesgue measure on R. Thus Definition 1.3 gives a more general notion of chaoticity than the Boltzmann property defined by Kac. In this article we provide a relationship between the notion of mixing that appears in ergodic theory and Kac's chaos. Our main result is Theorem 2.1 which asserts that given a dynamical system on a separable metric space E which satisfies a property similar to the mixing property and it is asymptotically stationary with stationary limit ν, one can construct a sequence of Borel probability measures (µ n ) n on (E n ) n which is ν-chaotic. Two other related forms of chaoticity that exist in literature are the chaoticity in the sense of Boltzmann entropy and the chaoticity in the sense of Fisher information. These two notions were introduced by Carlen, Carvalho, Le Roux, Loss, and Villani [3] . Hauray and Mischler has shown that chaoticity in the sense of Fisher information implies chaoticity in the sense of Boltzmann entropy, which in turn implies Kac's chaoticity [10, Theorem 1.4].
Carrapatoso [5] has extended the results of [10] to probability measures with support on the Boltzmann spheres.
Finally we would like to mention that there is a vast literature on the notion of "quantum chaos", where notions of ergodic theory are extended to quantum physical models. Without attempting to give detailed references to quantum chaos, we refer the interested reader to the books [6] , [7] , and [11] where some of these notions are presented.
The statement of the main result and some examples
In this section we state the main result of the article and we give several examples of dynamical systems that satisfy its assumptions. Before stating the main result we introduce some notation. If E is a topological space then B(E) will denote the σ-algebra of the Borel subsets of E, and M(E) will denote the set of probability measures on B(E). Also Σ n will denote the set of permutations of {1, . . . , n} for each n ∈ N.
We now present the main result of the article.
Theorem 2.1. Let E be a separable metric space, µ be a probability measure on B(E), and S : E → E be a Borel measurable map. Assume that
and 2. (E, B(E), µ, S) is asymptotically stationary with stationary limit ν.
Note that assumption 1 of the main result is related to the mixing property that was introduced in Definition 1.1(ii). The differences between the two properties are: The limit in Definition 1.1(ii) is taken for any Borel sets A and B while in assumption 1, the sets A and B are equal and they belong to the σ-algebra {S −i A : A ∈ B(E)}. In that sense, assumption 1 is weaker than Definition 1.1(ii). On the other hand, Definition 1.1(ii) lacks the uniformity which is manifested in assumption 1 by the presence of the supremum. In that sense, assumption 1 is stronger than Definition 1.1(ii).
One way to guarantee that a dynamical system satisfies assumption 1 of Theorem 2.1 is by means of the next lemma. Lemma 2.2. Let (Ω, Σ, µ, S) be a dynamical system which is asymptotically stationary. Let Π ⊂ Σ be a π-system such that σ(Π) = Σ and
for all A, B ∈ Π. Then (9) is satisfied for all A, B ∈ Σ (hence assumption 1 of Theorem 2.1 is satisfied as well).
Proof. The proof will be by way of the Dynkin π − λ Theorem. Fix A ∈ Π, and define
Taking limits on both sides as k → ∞, we get that B 2 \ B 1 ∈ Λ A . Lastly, let (B n ) ∞ n=1 ⊂ Λ A be any monotone increasing sequence with limit B ∈ Σ. We need to show that B ∈ Λ A . Let ǫ > 0. Denote by ν the stationary limit of (Ω, Σ, µ, S). We have that
By assumption, there exists a k 0 ∈ N such that |ν(B) − µ(S −k B)| < ǫ for all k ≥ k 0 , and thus, the second term of (10) can be made small. Notice that there exists an n 0 ∈ N such that |ν(B n ) − ν(B)| < ǫ for all n ≥ n 0 . Using this information, we focus on the first term of line (10),
The first term of line (11) can be estimated as
Thus, for all k ≥ max{k 1 , k 2 }, the first term of line (11) is small. The second term of line (11) can be estimated as
which is small for all k ≥ max{k 0 , k 1 }. Hence, we have that
Thus B ∈ Λ A . By the Dynkin π − λ Theorem, for all A ∈ Π and all B ∈ Σ we have lim
The same argument can be turned around to show that for a fixed B ∈ Σ (9) holds for all A ∈ Σ.
Using Lemma 2.2, we obtain the following corollary of Theorem 2.1.
Corollary 2.3. Let E be a separable metric space, µ be a probability measure on B(E), and S : E → E be Borel measurable. Let Π ⊂ Σ be a π-system such that σ(Π) = Σ. Assume that
(E, B(E), µ, S) is asymptotically stationary with stationary limit ν.
For every n ∈ N define µ n :
Then (µ n ) n∈N is ν-chaotic.
The next two remarks give sufficient conditions for the assumptions of Theorem 2.1 to be met.
Remark 2.4. Let (Ω, Σ, µ, S) be a dynamical system which is mixing and S is µ-measure preserving. Then the assumptions 1 and 2 of Theorem 2.1 are satisfied for this dynamical system.
Indeed, for every A ∈ Σ we have
where the second equality is valid because S is µ-measure preserving and the limit is valid because the dynamical system is mixing. Thus assumption 1 of Theorem 2.1 is satisfied. Also, (Ω, Σ, µ, S) is asymptotically stationary with stationary limit µ since S is µ-measure preserving. Thus assumption 2 of Theorem 2.1 is satisfied as well.
Remark 2.5. Let (Ω, Σ, µ, S) be a dynamical system and let Π ⊂ Σ be a π-system such that We now present a construction of an infinite product of probability measures satisfying the assumptions of Remark 2.4. If (Ω n , Σ n , µ n ) n∈N is a sequence of probability spaces then the Cartesian product ∞ n=1 Ω n can be naturally equipped with an infinite product of these measures, as defined by Kakutani [14] . Denote this infinite product probability space by (
Σ n is generated by the π-system <∞ n=1 Σ n consisting of all sets of the form ∞ n=1 A n where A n ∈ Σ n for all n ∈ N and A n = Ω n for all but finitely many n's. If Σ n = Σ for all n ∈ N then let Σ <∞ denote the π-system
A n is such a set then we define (
Assume that for every n ∈ N (Ω, Σ, µ n , S) is a dynamical system (i.e. in general we may allow different measures to be considered on the same σ-algebra Σ). Define
is a dynamical system. Indeed, it is enough and easy to check that (S N ) −1 (A) ∈ Σ N for every set A in the π-system Σ <∞ . Obviously, if (Ω, Σ, µ, S) is a dynamical system and S is µ-measure preserving, then S N is µ N -measure preserving, (it is enough to be verified on sets of the π-system <∞ n=1 Σ n , which is an easy task). Thus, if (Ω, Σ, µ, S) denotes either the baker's dynamical system, or the Anosov dynamical system defined above, then S N is µ N -measure preserving. We claim that for any dynamical system (Ω, Σ, µ, S), (Ω N , Σ N , µ N , S N ) is always mixing. By Remark 2.5(i) this claim is enough and easy to be verified for sets A, B in the π-system Σ <∞ . Indeed if
B n where A n , B n ∈ Σ for all n and A n = B n = Ω for all n > m, then
and
Thus if (Ω, Σ, µ, S) is a dynamical system such that S is µ-measure preserving, then we obtain
is a dynamical system that satisfies the assumptions of Remark 2.4. In all the examples that we have mentioned so far, the map of the dynamical system is measure preserving. Such maps are trivially asymptotically stationary with stationary limits being equal to the original measure. We now describe how infinite product probability measures can be used to give examples of dynamical systems that satisfy the assumptions of Theorem 2.1 without the map of the dynamical system being measure preserving. In this example the stationary limit of the dynamical system is different than the original measure. Let Ω = [0, 1] and Σ = B([0, 1]). For every k ∈ N define a density function
and the probability measure
Consider the probability space (Ω N , Σ N , ∞ k=1 µ k ) and in order to make the notation easier let M = ∞ k=1 µ k and L = λ N where λ is the Lebesgue measure on [0, 1]. Consider a map S : Ω → Ω such that S N is L-measure preserving but not M-measure preserving (this is valid for example when S is the identity map). In order to make the notation easier let S = S N . We claim that the dynamical system (Ω N , Σ N , M, S) satisfies the assumptions of Theorem 2.1. Indeed, in order to verify assumption 2 of Theorem 2.1, we prove that M is asymptotically stationary with stationary limit equal to L.
Fix any A ∈ Σ N . Define for each k ∈ N the set
. Thus for any A ∈ Σ N we have that
where the last inequality is valid because 
M((S
Hence (9) is valid, and the assumptions of Lemma 2.2 are met. This means assumption 1 of Theorem 2.1 is valid.
Proof of the Main Result
Many times when deciding whether a sequence of measures is ν-chaotic, it is easier to show one of the equivalent formulations of chaos. Sznitman proves various equivalences to the definition of chaos which we list below. 1.2), and ν be a probability measure on E. The following are equivalent:
the Dirac measure at x) converges in law with respect to µ n to the constant random variable ν, i.e. for every g ∈ C b (E) we have that
where C b (E) stands for the space of bounded continuous scalar valued functions on E. 3. The sequence (µ n ) ∞ n=1 satisfies Definition 1.3 with k = 2. In order to construct examples of sequences of symmetric probability measures satisfying condition 2 of Theorem 3.1 we will show that it is sufficient to construct a sequence of probability measures (not necessarily symmetric) which satisfy the same condition. Given a measurable space (E, Σ), n ∈ N, and a probability measure µ n on the product space (E n , Σ n ), we define a symmetric probability measure µ sym n on (E n , Σ n ) in the following way: (1) , ..., x σ(n) ), and define the probability measure µ
It is easy to verify that for any bounded and measurable function f : E n → C we have that
where f σ is defined as in (4). The symmetric probability measure µ
For any bounded and measurable function f : E n → C which is symmetric (as in (3)),
For a fixed g ∈ C b (E) and ν ∈ M(E) if we apply (12) for f := |(X n − ν)(g)| 2 : E n → C (which is obviously bounded, measurable, and symmetric), we obtain the following. Remark 3.2. Let E be a separable metric space, µ n be a probability measure on B(E n ), and ν be a probability measure on B(E). For any fixed g ∈ C b (E) we have that
In order to prove Theorem 2.1, we will also need the following.
Proposition 3.3. Let E be a separable metric space, µ be a probability measure on B(E), and S : E → E be a Borel measurable map. Assume that 1. For every A ∈ B(E), 
For every
Then for every g ∈ C b (E),
Notice that for the measure µ n defined in Proposition 3.3, and for each A ∈ B(E n ),
Now the proof of Theorem 2.1 follows immediately from Proposition 3.3, Remark 3.2, the fact that µ sym n is a symmetric probability measure, Theorem 3.1, and (13) . It remains to prove Proposition 3.3.
Proof of Proposition 3.3. First, let g := χ E 1 for some E 1 ∈ B(E). Then, using that for 1 ≤ i < j ≤ n, we have
we can write
We have Since the first double sum has at most K 
