Abstract. In this paper, we prove the existence of H 2 -regular coordinates on Riemannian 3-manifolds with boundary, assuming only L 2 -bounds on the Ricci curvature, L 4 -bounds on the second fundamental form of the boundary, and a positive lower bound on the volume radius.
Introduction
This paper is concerned with the following question.
Consider a compact smooth Riemannian 3-manifold (M, g) with boundary. Under which assumptions does there exist around each point in M a local coordinate system (x 1 , x 2 , x 3 ) of uniform size in which the metric components g ij are uniformly bounded in H 2 ?
The following is a first version of our main theorem, answering the above question. The precise version is stated in Section 3. Theorem 1.1 (Existence of regular coordinates, version 1). Let (M, g) be a compact complete 1 Riemannian 3-manifold with boundary such that
where Θ denotes the second fundamental form of ∂M ⊂ M and r vol (M, 1) is the volume radius at scale 1 of (M, g) 2 Then the following holds.
(1) L 2 -regularity. There is ε 0 > 0 such that for every 0 < ε < ε 0 , there is a radius r = r( Ric L 2 (M ) , Θ L 4 (∂M ) , r vol (M, 1), ε) > 0 1 A smooth Riemannian manifold with boundary is called complete if it is complete as a metric space. , where B g (p, r ) denotes the geodesic ball of radius r centered at p.
such that around every point p ∈ M on a geodesic ball of radius r, there are coordinates (x 1 , x 2 , x 3 ) in which
(1 − ε)e ij ≤ g ij ≤ (1 + ε)e ij , where e ij denotes the Euclidean metric, and further max i,j=1,2,3
(2) Higher regularity. Let m ≥ 1 be an integer. Assuming higher regularity of Ric, we have further the higher regularity estimate i,j=1,2,3
Here, as in the rest of the paper, the notation is that a constant C q 1 ,...,q k > 0 depends on the quantities q 1 , . . . , q k .
The proof of Theorem 1.1 is based on the so-called Cheeger-Gromov theory of manifold convergence. In the literature, the Cheeger-Gromov convergence theory and existence results for regular coordinates are readily available for
• manifolds without boundary in low regularity, see for example [20] ,
• manifolds with boundary in higher regularity, see for example [13] , [4] , [5] and [16] . These results assume pointwise bounds on Ric, while in Theorem 1.1 we only assume L 2 -bounds on Ric.
Our main motivation to prove Theorem 1.1 comes from applications to the Cauchy problem of general relativity, see for example the localised bounded L 2 -curvature theorem in [7] .
The rest of this introduction is organised as follows. In Section 1.1, we introduce the Cheeger-Gromov theory of manifold convergence and give a short historic overview of its development. In Section 1.2, we discuss so-called boundary harmonic coordinates which are essential for our study of the Cheeger-Gromov theory for manifolds with boundary in low regularity.
1.1. The Cheeger-Gromov theory of manifold convergence. The Cheeger-Gromov theory of manifold convergence aims to answer the following questions.
Let ((M i , g i )) i≥1 be a sequence of Riemannian manifolds. What does it mean for this sequence to converge to a metric space? Given uniform quantitative bounds on each (M i , g i ), can one deduce the convergence of a subsequence? What are the weakest necessary uniform bounds to derive a (pre-)compactness result?
Convergence results for sequences ((M i , g i )) i≥1 of Riemannian manifolds are first proved in [6] and [12] , see also [19] and [11] , under the assumption of pointwise bounds on the sectional curvature, and are usually refered to as the Cheeger-Gromov theory of manifold convergence.
An important development in the context of this paper are [2] and [8] which obtain pre-compactness results for sequences of Riemannian n-manifolds under the assumption of pointwise bounds on the Ricci tensor, L n/2 -bounds on the Riemann curvature tensor and that r vol (M i , 1) > 0. Subsequently, pre-compactness results under the assumption of only uniform L p -bounds on the Riemann curvature tensor for p > n/2 and a uniform positive lower bound on the volume radius are derived in [3] and [20] , see also [28] .
While the above results are for manifolds without boundary, convergence results for sequences of Riemannian manifolds with boundary are studied for example in [13] , [4] , [5] , [18] and [16] . Note that these results assume pointwise estimates on the Ricci tensor. We refer the reader to the survey articles [23] and [17] .
Compared to the above literature results, in this paper we prove a pre-compactness result for sequences ((M i , g i )) i≥1 of Riemannian 3-manifolds with boundary under the assumption of uniform L 2 -bounds on the Ricci tensor and L 4 -bounds on the second fundamental form of the boundary, and a uniform positive lower bound on the volume radius, see Theorem 5.1 with Corollary 4.14.
The novely in our result is the application of a geometric trace estimate to control the Gauss curvature of the boundary of the manifold in low regularity (see also the next Section 1.2) and a new rigidity argument based on the manifold double. Our presentation follows [20] and [21] .
1.2. Boundary harmonic coordinates. Our pre-compactness result for the CheegerGromov theory on manifolds with boundary in low regularity is based on so-called boundary harmonic coordinates. These were already studied in [5] in a higher regularity context. They are defined as follows.
On a Riemannian 3-manifold (M, g), let (x 1 , x 2 , x 3 ) be a local coordinate system near the boundary such that {x 3 = 0} ⊂ ∂M . These coordinates are called boundary harmonic if for i = 1, 2, 3 and A = 1, 2
Here g / and / g / denote the induced metric and Laplace-Beltrami operator on ∂M , respectively. Boundary harmonic coordinates are particularly useful for the analysis of regularity of coordinates because the corresponding metric components g ij and g / AB satisfy the elliptic equations
for i, j = 1, 2, 3 and A, B = 1, 2. Here the nonlinearities are schematically given by
where ∂ / ∈ {∂ 1 , ∂ 2 }, and K denotes the Gauss curvature of the boundary ∂M ⊂ M , see Lemma 2.15.
In Section 5, we study a sequence (g i ) i≥1 of Riemannian metrics in boundary harmonic coordinates which weakly converges to a limit metric g in H 2 . We prove its strong convergence g i → g in H 2 by applying the following general sequence of elliptic estimates for a Riemannian metric in boundary harmonic coordinates, see Section 5.2 for details.
(1) By a geometric trace estimate (see Section 2.4), it holds that the Gauss curvature imply H 2 -bounds for all metric components g ij , i, j = 1, 2, 3. This follows from Kramer's rule and standard product estimates for H 2 -functions.
1.3. Overview of the paper. In Section 2, we introduce notations, function spaces and the Riemannian geometry setting. In Section 3, we state a precise version of our main result. In Section 4, we set up the theory of manifold convergence for manifolds with boundary in low regularity. In Sections 5 and 6, we prove parts (1) and (2) of Theorem 3.1, respectively. In the appendix, we collect the standard elliptic regularity theory used in Sections 4, 5 and 6. 
Notations, definitions and prerequisites
In this section, we introduce notations, definitions and preliminary results that are used in this paper.
2.1. Basic notation. In this work, uppercase Latin indices run trough A, B, C, D, E, F = 1, 2 and lowercase Latin indices through a, b, c, d, i, j = 1, 2, 3. Greek indices run through α, β, γ, δ, µ, ν = 0, 1, 2, 3. We tacitly use the Einstein summation convention. We write A B if there exists a universal constant C > 0 such that A ≤ CB.
We denote strong and weak convergence by → and , respectively. We abuse notation by keeping the same index while going to a subsequence of a sequence.
Let the closed upper half-space of R 3 be denoted by
and for points x ∈ H + and real numbers r > 0 let
In given coordinates (
}. An open subset of R n , n ≥ 1, or of H + has smooth boundary if its closure has smooth boundary. A smooth domain is an open subset Ω of R n , n ≥ 1, or H + which is connected and has smooth boundary ∂Ω. Denote by Ω := Ω ∩ {x 3 = 0}.
We note that B + (x, r) and B + (x, r) have Lipschitz-regular and smooth boundary, respectively.
For x ∈ H + and two reals 0 < r < r, let Ω x,r ,r ⊂ H + be a smooth domain such that
2)
and define the corresponding smooth cut-off function χ x,r ,r :
See also the shaded region in Figure 1 . 
2.2.
Function and tensor spaces. In this section, we introduce the function and tensor spaces that are used in this paper. Let n ≥ 1 be an integer.
Continuous and Hölder-continuous functions.
Definition 2.1. Let m ≥ 0 be an integer and α ∈ (0, 1] a real. Let Ω ⊂ R n be an open bounded set and f a scalar function on Ω. Define the Hölder semi-norm by
and let the norm
Here β ∈ N n is a multi-index and
Let C m (Ω) be the space of m-times continuously differentiable functions on Ω equipped with the norm · C m (Ω) . Let the Hölder spaces C m,α (Ω) be defined by
2.2.2.
Fractional Sobolev spaces. In this section we define the fractional Sobolev spaces W s,p (R n ) for reals s ∈ R and 1 < p < ∞, and summarise basic properties. For more details, see for example [24] and [1] .
Definition 2.2 (Fractional Sobolev spaces). Let Ω ⊂ R
n be an open set, and let s ∈ R and 1 < p < ∞ be two reals. The function space W s,p (Ω) is defined as
• If s ∈ (0, 1),
•
For s < 0, let W s,p (Ω) be the dual space to the closure of compactly supported smooth functions with respect to the topology of W −s,
For s > 0 not integer, W s,p is called Sobolev-Slobodeckij space in the literature.
Remark 2.3. For s ∈ R and p = 2, we have the identification
where H s (R n ) is the Sobolev space defined
• for s ≥ 0 by
In the above, the closure is taken with respect to the indicated norm, and the space S(R n ) denotes the space of Schwartz functions on R n and S (R n ) its dual space, also called the space of tempered distributions. Moreover, the Fourier transform · : S(R n ) → S(R n ) and its inverse
We recall that · and ∨ · extend to mappings · : S → S and ∨ · : S → S , see [22] . For an open set Ω ⊂ R n and s ∈ R, we denote on
The following lemma follows from more general Sobolev embeddings for W s,p spaces, see for example [24] and [1] for details and proofs.
Lemma 2.4 (Sobolev embeddings).
Let Ω 2 ⊂ R 2 and Ω 3 ⊂ R 3 be smooth domains. Then, the following are continuous embeddings,
If, furthermore, Ω 2 and Ω 3 are bounded, then the following continuous embeddings are also compact,
The following are standard product estimates, we refer the reader to Section 13.3 in [26] and [15] for more details and proofs.
Lemma 2.5 (Product estimates).
Let Ω 2 ⊂ R 2 be a smooth domain, and let u and v be functions on Ω 2 . Then,
Moreover, for every integer m ≥ 0, there is a constant C m > 0 such that
Let Ω 3 ⊂ R 3 be a smooth domain, and let u and v be functions on Ω 3 . Then for every integer m ≥ 0 there is a constant C m > 0 such that
We define now the trace operator for continuous functions.
Definition 2.6 (Trace operator for continuous functions). Let n ≥ 1 be an integer and let Ω ⊂ R n be a smooth domain. Let f be a continuous scalar function on Ω. Denote the restriction of f to ∂Ω by
The trace operator τ extends to Sobolev spaces as follows.
Lemma 2.7 (Trace operator for W k,p -functions). Let n ≥ 1 and k ≥ 1 be integers and 1 < p < ∞ a real. Let Ω ⊂ R n be a smooth domain. Then the trace operator τ extends to a bounded linear operator between the following function spaces,
Remark 2.8. We cannot apply Lemmas 2.4, 2.5 and 2.7 directly to the sets B + (x, r) because they are not smooth domains. Therefore, whenever these lemmas are invoked in Sections 4, 5 and 6, we tacitly apply the lemmas to the smooth domain Ω x,r ,r between B + (x, r ) and B + (x, r), see its definition in (2.2), so that the estimates hold on B + (x, r ) for a slightly smaller r < r.
In Section 2.4, we work with the space H −1/2 (R 2 ). To ease the presentation, we now introduce a Fourier operator ∂ / −1 and summarise its basic properties in Lemma 2.10.
Definition 2.9. Let f ∈ S(R 3 ) be a scalar function. Define
where the Fourier transform and its inverse are taken with the respect the variables
The proof of the next lemma is left to the reader.
Lemma 2.10 (Properties of ∂ / −1 ). The following holds.
• The operator ∂ / −1 extends to a mapping
• Let f ∈ S(R 3 ) be a scalar function and s ∈ R,
• Let f ∈ S(R 3 ) be a scalar function, then
2.2.3. Tensor spaces.
Definition 2.11 (Tensor spaces). Let n ≥ 1 be an integer. Let Ω ⊂ R n be an open set and let T be a tensor on Ω. For reals s ∈ R and 1 < p < ∞, and integers k ≥ 0, we let
denote the spaces of tensors whose coordinate components are respectively in
equipped with the standard norm, that is, for example, for a (l, m)-tensor T on Ω,
where
..jm denotes the coordinate components. 2.3. Riemannian geometry and boundary harmonic coordinates. Definition 2.12 (Volume radius at scale r). Let (M, g) be a Riemannian 3-manifold with boundary. For a real r > 0 and a point p ∈ M , the volume radius at scale r at p is defined as
where B g (p, r ) denotes the geodesic ball of radius r centered at p. The volume radius of (M, g) at scale r is defined as
Definition 2.13 (Boundary harmonic coordinates). Let (M, g) be a smooth Riemannian 3-manifold with boundary. For a point x ∈ H + and a real r > 0, let ϕ :
Here / g / denotes Laplace-Beltrami operator of the induced metric g / on B + (x, r). In this case, we also call the chart ϕ :
Remark 2.14. In the above definition, as in the rest of this paper, we abuse notation by not explicitly denoting the pullback of g by ϕ. For example, we write g
The proof of the following properties of boundary harmonic coordinates is left to the reader, see also Lemma 11.2.6 in [20] for the case of manifolds without boundary.
Lemma 2.15. Let g be a Riemannian metric in boundary harmonic coordinates (
+ (x, r). Then the following holds for i, j = 1, 2, 3 and A, B = 1, 2.
• The coordinate components g ij satisfy on B + (x, r)
where Q ij (g, ∂g) := −g ∇g ik , ∇g kl g lj + g Hess x k , Hess x l g ik g lj and Ric is the Ricci tensor of g.
• The components g ij of the inverse metric satisfy on B + (x, r)
• The coordinate components of the induced metric g / AB satisfy on B + (x, r)
the induced covariant derivative on B + (x, r), and K denotes the Gauss curvature of B + (x, r).
• The Laplace-Beltrami operators on B + (x, r) and B + (x, r) are respectively given by
The quadratic non-linearities Q / AB ≈ ∂ /g /∂ /g / and Q ij , Q ij ≈ ∂g∂g satisfy the following properties. The proof follows by standard Sobolev embeddings and product estimates (see Lemmas 2.4 and 2.5), and is left to the reader.
and Ω 3 ⊂ R 3 be bounded smooth domains. Then the following holds.
• Let (g / n ) n≥0 and g / be smooth Riemannian metrics on
• Let (g n ) n≥0 and g be smooth Riemannian metrics on Ω 3 . If
• There is ε > 0 small such that if
then for every integer m > 0 there is a constant C m > 0 such that
In boundary harmonic coordinates (
with
• the lapse function a > 0,
• the induced Riemannian metric g / on level sets {x 3 = const.}, • the shift vector β, tangent to {x 3 = const.}.
The outward-pointing 3 unit normal to the level sets {x 3 = const.} is given by
It holds that det g = a 2 det g / and the components g ij of the metric inverse are given by
The second fundamental form 4 on B + (x, r) is given in general coordinates by
where L / denotes the induced Lie derivative on B + (x, r).
Lemma 2.17. Let g be a Riemannian metric in boundary harmonic coordinates on B + (x, r). Let N and Θ denote the outward-pointing unit normal and the second fundamental form of B + (x, r), respectively. Then it holds that on B + (x, r)
Proof. In general, for smooth functions f ,
By assumption we have for j = 1, 2, 3 that x j = 0 and / x j = 0. Hence
By (2.6) and (2.7) it follows for A = 1, 2 that
and moreover
By (2.10), (2.11), (2.9) and using that ∇ / x 3 = 0, we get
This finishes the proof of Lemma 2.17.
The next lemma shows that bounds on the metric components g 33 , g 3A , g AB imply bounds for all metric components g ij .
Lemma 2.18 (Control of all metric components).
Let Ω ⊂ R 3 be a smooth domain and let g be a smooth Riemannian metric on Ω. There is ε > 0 such that if g − e H 2 (Ω) < ε, then for every integer m ≥ 0, there is a constant C m > 0 such that
Proof. It suffices to control the components g 3A and g 33 . By (2.5), (2.7), and the general property g 3k g k3 = 1,
From this, the product estimates of Lemma 2.5 imply (2.12). Details are left to the reader.
2.4. The trace estimate for the Gauss curvature K. Let g be a Riemannian metric in boundary harmonic coordinates on B + (x, r) such that
In this section, we prove that if ε > 0 is sufficiently small, then for all 0 < r < r it holds that
We remark that such a trace estimate was already proved in [14] in Besov spaces, see also [25] . For the convenience of the reader, we give here a proof of (2.13) without Besov spaces. By the twice contracted Gauss equation
and Lemmas 2.4 and 2.7 it follows that for ε > 0 sufficiently small,
Therefore, the proof of (2.13) follows from the next proposition.
Proposition 2.19 (Trace estimate)
. Let g be a Riemannian metric in boundary harmonic coordinates on B + (x, r). There is an ε > 0 small such that if
then it holds that for all 0 < r < r,
In the rest of this section, we prove Proposition 2.19. The proof of this trace estimate is based on the identity
(2.14)
We note that (2.14) follows from the twice contracted Bianchi identity
Let χ := χ x,r ,r be a smooth cut-off function from B + (x, r ) to B + (x, r) as defined in (2.4). By Lemma 2.10 and the fundamental theorem of calculus,
The first term on the right-hand side of (2.15) equals by (2.14),
The first term on the right-hand side of (2.16) is estimated by using that by Lemma 2.10, the definition div / X = g / ij ∂ / i X j for vectorfields X and standard product estimates, see Lemma 2.5, we have for ε > 0 sufficiently small,
and therefore
. The other terms are also estimated by Lemmas 2.10 and 2.5. Indeed, the second term of (2.15) involves only tangential derivatives analogously as the first term in (2.16), and the second term of (2.16) and third term of (2.15) are lower order. Details are left to the reader. We conclude that for ε > 0 sufficiently small,
This finishes the proof of Proposition 2.19, and hence the proof of (2.13).
The precise version of the main result
The following is our main result. Theorem 3.1 (Existence of regular coordinates, version 2). Let (M, g) be a compact, complete Riemannian 3-manifold with boundary such that
Then the following holds.
(1) L 2 regularity. There is ε 0 > 0 such that for every 0 < ε < ε 0 , there is a radius
such that for every point p ∈ M , there is a boundary harmonic chart
where e ij denotes the Euclidean metric. Moreover,
(2) Higher regularity. Let m ≥ 1 be an integer. Assuming higher regularity of Ric, we further have the higher regularity estimate
Remark 3.2. Cheeger-Gromov convergence theory for manifolds with boundary has been studied before, for example in [13] , [4] , [5] and [16] , see Section 1.1. These results assume pointwise bounds on Ric, while in Theorem 3.1 we only assume L 2 -bounds on Ric.
The proof of Theorem 5.1 is split into two. We prove part (1) in Theorem 5.1, and part (2) in Proposition 6.1.
Convergence of Riemannian manifolds with boundary
In this section, we set up the Cheeger-Gromov theory on manifolds with boundary in low regularity. In the case of manifolds without boundary, these results are available for example in [20] and [21] .
4.1. Convergence of functions, tensors and Riemannian manifolds. In this section, we introduce basic definitions of convergence.
Definition 4.1 (C m,α -and H 2 -convergence of functions and tensors). Let m ≥ 0 be an integer and α ∈ (0, 1) a real. Let (M, g) be a Riemannian manifold with boundary. Let A ⊂ M be a pre-compact subset and (U n , ϕ n ) a finite number of fixed charts covering A. A sequence of functions (f i ) i∈N on A is said to converge in C m,α (in H 2 ) as i → ∞, if for each n, the pullbacks (ϕ n )
The convergence of a sequence of tensors on A in C m,α (in H 2 ) is defined similarly.
The so-called pointed convergence of manifolds with boundary in C m,α and H 2 is defined as follows. 
Remark 4.3. In this paper we consider sequences (M i , g i ) of smooth Riemannian manifolds with boundary that have uniform quantitative bounds, see for example the assumptions of Theorem 5.1. These sequences are then shown to convergence to a limit (M, g) in a topology suited to the uniform bounds. The a priori regularity of the limit manifold is determined by the strength of the topology in which the convergence takes place.
4.2.
The C m,α -norm of a Riemannian manifold. In this section, we define the C m,α -norm of a Riemannian manifold with boundary and state a compactness result for this norm. 
where g ij denotes the coordinate components of g in the chart ϕ. We set (M, g, p) C m,α ,r := inf{Q ≥ 0 : (M, g, p) C m,α ,r ≤ Q}, and let (M, g, p) C m,α ,r = +∞ if the infimum does not exist. Define further
Remark 4.5. Let (M, g, p) be a compact pointed smooth Riemannian manifold with boundary. Then, the C m,α -norm is finite for all r > 0, that is,
6 Here we denote
Remark 4.6. The above condition (n1) is equivalent to
where e denotes the Euclidean metric.
We have the following properties of the C m,α -norm.
Proposition 4.7. Let m ≥ 0 be an integer, α ∈ (0, 1) a real and let (M, g, p) be a pointed smooth Riemannian 3-manifold with boundary. Then the following holds.
(
Proof. We omit the proofs of the parts (1) and (2), because they are analogous to the proof of Proposition 4.12 below. Point (3) follows by using that with (4.1), the geodesic length in M and the coordinate length in a chart can be compared. For more details, see Proposition 11.3.1 in [21] for the case of manifolds without boundary.
We have the following compactness result. The set M m,α (Q, r) is compact in the pointed C m,β -topology for all β < α.
As already noted in Section 3.1 in [5] , the well-known proof for manifolds without boundary (see for example Theorem 11.3.6 in [21] ) extends to manifolds with boundary without significant changes. We refer the reader to these literature results for a proof of Theorem 4.8.
The boundary harmonic H
2 -norm of a Riemannian manifold. In this section, we define the H 2 -norm of a Riemannian manifold with boundary and state a precompactness result for this norm. 
where g ij denotes the coordinate components of g in the chart ϕ. (h3) The coordinates ϕ −1 : U → B + (x, r) are boundary harmonic.
We set
H 2 ,r ≤ Q} and let (M, g, p) b.h. . Then the H 2 -norm is finite for all r > 0, that is,
H 2 ,r < ∞. Remark 4.11. The above condition (h1) is equivalent to
We have the following properties of the boundary harmonic H 2 -norm. 
as i → ∞ in the pointed H 2 -topology, then it holds that
. For a real λ > 0, consider the scaled
This pair satisfies the conditions (h1) and (h2) on B + (λx, λr) in Definition 4.9 with the same Q < ∞ as (ϕ, g) on B
+ (x, r). Indeed, this follows because on B
It remains to show that if ϕ −1 is boundary harmonic for g, then (ϕ λ ) −1 is boundary harmonic for g λ . This follows by the invariance of the Laplace-Beltrami operator and is left to the reader. This finishes the proof of point (1).
(2). The monotonicity of the norm in r > 0 follows directly by restriction. The continuity follows from the above scaling invariance by estimating forr > 0
The estimate (4.2) implies that the norm is continuous in r, for more details see Propositions 11.3.2 and 11.3.5 in [21] for the case of manifolds without boundary. It remains to show that as r → 0, 
In the following, we discuss (4.3), the estimate (4.4) is proved by an analogous argument left to the reader. We recall from Definition 4.2 that the assumption
means that for each integer i ≥ 1 and real R > 0 a bounded open set Ω ⊂ M with smooth boundary such that B g (p, R) ⊂ Ω together with an embedding
Using these F i , locally define coordinates on (M i , g i ). Then approximate these coordinates on (M i , g i ) by boundary harmonic coordinates with appropriate Dirichlet and Neumann boundary conditions on the boundary, see Lemmas 2.15 and 2.17. By the standard elliptic estimates in Corollaries A.4 and B.4 in the appendix, and by the fact that due to (4.5) we have, schematically,
it follows that these boundary harmonic coordinates on (M i , g i ) admit the right bounds. For more details, we refer to [20] where the case of manifolds without boundary is treated.
By Lemma 2.4, we have the following result. The proof is left to the reader.
Lemma 4.13. Let r > 0. Let (M, g) be a Riemannian 3-manifold with boundary. Then, forr < r, (M, g) C 0,α ,r for α ∈ (0, 1/2) is bounded in terms of (M, g)
H 2 ,r . As corollary of Theorem 4.8 and Lemma 4.13, we have the following pre-compactness result in the H 2 -topology. The proof is left to the reader.
Corollary 4.14. Let Q > 0 and r > 0 be two reals. Let H 2 (Q, r) denote the class of pointed Riemannian 3-manifolds (M, g, p) with boundary such that (M, g)
is pre-compact in the pointed C 0,α -topology for α ∈ (0, 1/2).
The next proposition shows that local H 2 -convergence in charts implies global pointed H 2 -convergence of manifolds. The proof is based on the proof of Theorem 4.8 and left to the reader, see Lemma 4.5 in [20] for the case of manifolds without boundary. 
such that (1) ϕ in → ϕ n in the H 3 -topology as i → ∞, (2) ϕ n and ϕ in satisfy (h1) and (h3) in Definition 4.9 for a uniform Q > 0, (3) g in → g n in H 2 (B + (x n , r)), where g in := ϕ in * g i and g n := ϕ n * g.
Then, subsequentially,
Existence of boundary harmonic coordinates
The following is the main result of this section.
Theorem 5.1 (Existence of boundary harmonic coordinates). Let (M, h) be a compact smooth Riemannian 3-manifold with boundary satisfying
for constants Λ ≥ 0, Ψ ≥ 0 and v > 0. Then, for every real Q > 0, there exists an
Here Θ denotes the second fundamental form of ∂M ⊂ M , and r vol (M, 1) is the volume radius at scale 1 of (M, h), see Definition 2.12.
Remark 5.2. Part (1) of Theorem 3.1 follows directly from Theorem 5.1 by picking Q < ε, see also point (3) of Proposition 4.7.
Theorem 5.1 is proved by contradiction and consists of four steps.
• Section 5.1. Existence of a converging subsequence in the pointed C 0,α -topology for α ∈ (0, 1/2).
• Section 5.2. Improvement to strong convergence in the H 2 -topology.
• Section 5.3. Rigidity of the limit manifold.
• Section 5.4. The contradiction. The Sections 5.2 and 5.3 are independent of each other and lead to the contradiction in Section 5.4.
5.1.
Existence of a converging subsequence in the pointed C 0,α -topology for α ∈ (0, 1/2). In this section, we use the contradiction assumption to construct a sequence (M i , g i , p i ) of smooth pointed Riemannian manifolds which converge in the pointed C 0,α -topology for α ∈ (0, 1/2) to a limit manifold (M, g, p) . Subsequently, in Section the strength of convergence is improved to H 2 and in Section 5. 
The (M i , h i ) are smooth and compact, so their norm is finite. Therefore, using the continuity of the norm, see (2) of Proposition 4.12, we can decrease r i > 0 such that for all i ≥ 1
By (1) of Proposition 4.12, the conformally rescaled metric g i := r
First, by Definition 4.9, this implies that for each i ≥ 1 there is a point p i ∈ M i such that
Second, by continuity of the norm, see Proposition 4.12 and (4.2), there is a Q ≤Q < ∞ such that for all i ≥ 1
At this point, we continue at scale r = 2 because this gives us the leeway to apply interior elliptic estimates in ∂M to deduce estimates at scale r = 1.
By (5.2) and Corollary 4.14, there is a pointed Riemannian manifold with boundary (M, g, p) such that subsequentially as i → ∞,
for any α ∈ (0, 1/2). This convergence comes together with countable atlases of M and M i , i ≥ 1, consisting of boundary harmonic H 3 -charts
respectively, where each ϕ in satisfies (h1)-(h3) of Definition 4.9 with constantQ, see (5.2), and for α ∈ (0, 1/2),
Denote the coordinate components of g i , i ≥ 1, and g on B + (x n , 2) by
We now show three important properties of the constructed sequence. 
where Θ in denotes the second fundamental forms of B + (x n , 2) with respect to g i . In particular, it follows that for the limit Riemannian manifold (M, g), Ric = 0 on M and Θ = 0, K = 0 on ∂M, (5.5) where K denotes the Gauss curvature of ∂M .
(2) By (5.2), the compactness of bounded closed sets for the weak topology and Lemma 2.4, it holds that for each n, (subsequentially) as i → ∞,
In particular, we have for the limit metric 
where we used that rr i ≤ 1 to apply (5.8).
Using that
as i → ∞ in the pointed C 0,α -topology, we have for each fixed r ≥ 0 (for i ≥ 1 sufficiently large) as i → ∞,
see also the proof of Lemma 11.4.9 in [21] for the case of manifolds without boundary. This proves (5.7).
5.2.
Improvement to strong convergence in the pointed H 2 -topology. In this section, we prove that
To prove (5.9), it suffices by Proposition 4.15 to show that locally, in the charts ϕ in and ϕ n , see (5.3),
Indeed, Proposition 4.15 can be applied because the charts ϕ in have uniform bounds, see (5.2), and it is shown independently in Section 5.3 that (M, g, p) is a smooth pointed Riemannian 3-manifold. For the rest of this section, we prove (5.10) for a fixed n and hence leave away the index n for ease of presentation.
We prove (5.10) in three steps.
• Section 5.2.1. Strong convergence of the Gauss curvature of ∂M .
• Section 5. 
are uniformly bounded in B + (x, 2).
5.2.1. Strong convergence of the Gauss curvature. Let K and K i be the Gauss curvature of ∂M ⊂ (M, g) and
respectively. In this section we show that
By (5.5), K = 0 on ∂M , and therefore it suffices to prove that
However, (5.11) follows from (5.4) with the trace estimate (2.13), that is,
5.2.2.
Strong convergence of g / AB and g AB components.
In this section we show that as i → ∞,
First consider (5.12). By Lemma 2.15 and (5.5), g / i and g / satisfy on B + (x, 2)
(5.14)
By the interior elliptic estimate of Theorem B.1 applied to (5.14),
By (5.6), (5.11) and Lemmas 2.4 and 2.16, as i → ∞, 
which finishes the proof of (5.12).
We turn to the proof of (5.13). By Lemma 2.15 and (5.5), it holds that on B + (x, 2),
By the global elliptic estimates of Theorem A.1 with (5.18), we have
where we used that g / iAB = g iAB on B
+ (x, 2). By (5.17), (5.4), (5.6) and using that by Lemmas 2.4 and 2.16, as i → ∞,
it follows that g iAB − g AB H 2 (B + (x,9/6)) → 0 as i → ∞, which finishes the proof of (5.13).
Strong convergence of g
33 and g 3A components.
In this section, we show that as i → ∞,
On the one hand, by Lemma 2.15 and (5.5), we have on B + (x, 2) for j = 1, 2, 3
On the other hand, by Lemma 2.17, on B + (x, 2) for all i ≥ 1,
(5.22)
First consider (5.19) . By the elliptic estimates of Theorem A.6 with (5.21) we have
The last term on the right-hand side of (5.23) is bounded by (5.22) and Lemmas 2.4 and 2.5 as
where we used that trΘ = 0 and N = −(g 33 ) −1/2 ∇x 3 , see (2.6) and (5.5). By (5.6) and Lemmas 2.4, 2.5 and 2.16, as i → ∞,
Moreover, using that in general, Θ AB = 1 2a
(L / β g /) AB , it follows from (5.13) that
Therefore, plugging (5.24) into (5.23) and using (5.25) and (5.26), we have
which finishes the proof of (5.19). The proof of (5.20) is analogous and left to the reader. To summarise, in the above we proved that, as i → ∞,
By Lemma 2.18, this implies
which finishes the proof of (5.10).
5.3. Rigidity of the limit manifold. In this section we prove that the limit manifold
The proof of (5.27) has three steps.
• Section 5.3.1. Proof of smoothness of g.
• Section 5.3.2. Doubling of (M, g) and construction of a smooth atlas.
• Section 5.3.3. Rigidity of the limit manifold.
5.3.1. Proof of smoothness of g. We recall from Section 5.1 that for all points p ∈ M in the limit manifold (M, g), there exists a boundary harmonic H 3 -chart ϕ : B + (x, 1) → U ⊂ M with ϕ(x) = p such that for the constant 0 <Q < ∞,
• on B + (x, 1),
• for all multi-indices I with 1 ≤ |I| ≤ 2,
By Lemma 2.15, the metric components g ij satisfy 1
These equations can be used to bootstrap regularity to g ∈ C ∞ (B + (x, 1)). We postpone this bootstrapping to Section 6, see Proposition 6.1. It follows in particular that (M, g) is a smooth Ricci-flat (and hence flat) Riemannian 3-manifold with boundary.
Remark 5.3. The modulus of continuity of g in C k , for k ≥ 0, is controlled in terms of Q, independently of the point p ∈ M .
5.3.2.
The manifold double of (M, g). In this section, we define the manifold double M double of (M, g) and show that it is a smooth Riemannian manifold without boundary.
The manifold double M double is topologically defined as
where the boundaries {0} × ∂M and {1} × ∂M are identified. Given that (M, g) is a Riemannian manifold with boundary, the sets {0} × M and {1} × M , equipped with metric g, are also Riemannian manifolds with boundary.
In the following, we construct interior charts of M double centered on points p ∈ {0} × ∂M = {1} × ∂M and show that the metric g on M extends smoothly to a Riemannian metric on M double .
Let p ∈ {0} × ∂M . By Section 5.3.1, there is a boundary harmonic chart 0, 1) ). Using this smoothness, we can construct so-called Gaussian normal coordinates (z 1 , z 2 , z 3 ) in a neighbourhood U ⊂ {0} × M of p, see for example Section 3.3 in [27] . They are such that for a small real δ > 0,
We note that the scale δ > 0 can be bounded from below by the modulus of continuity of the metric g, that is,Q, see also Remark 5.3. In these coordinates, the metric g is given by 28) where g / z denotes the induced metric on level sets of z 3 . These coordinates are also called zero-shift coordinates, because β = 0 in B + (0, 1/2) × [0, δ], see (2.5). These coordinates are a local boundary chart of {0} × M around p. By applying the same construction around p in {1} × M and identifying the coordinates z 1 , z 2 on ∂M , we can extend the above coordinates to coordinates on M double , with chart
Indeed, the geodesic construction of z 3 and the consequent transport of (z 1 , z 2 ) along z 3 yields smooth coordinates around p in M double .
The pullback of g by the chart ϕ : 
where we used that g 3A = 0 in the zero-shift coordinates. Moreover, differentiating (5.32) by
where we used that (M, g) is flat and ∂ z 3 geodesic. On the other hand, because β = 0 and Θ = 0 on z 3 = 0, it follows by (2.8) that on
This shows that ∂ We recall that in the previous sections, we showed that (M double , g) is a complete smooth flat Riemannian 3-manifold without boundary. We further recall that by (5.7) there is a v > 0 such that for all r > 0 and p ∈ M ,
This lower bound on the volume growth continues to hold on the doubled (M double , g).
Proposition 5.5. Let (M, g) be a complete smooth flat Riemannian 3-manifold such that there is a v > 0 so that for all reals r > 0 and points p ∈ M ,
Then,
A proof of this proposition can be found at the end of the proof of Lemma 11.4.9 in [21] , see also Theorem 5.4 in [20] .
By (5.33), the hypersurface ∂M ⊂ (R 3 , e), and further Θ = 0 on ∂M . Therefore ∂M equals a plane in (R 3 , e). This shows that (M, g) (H + , e) and in particular, 
Higher regularity estimates for boundary harmonic coordinates
The main result of this section is the following. Proposition 6.1 (Higher regularity of boundary harmonic coordinates). Let g be a Riemannian metric in boundary harmonic coordinates on B + (x, r) such that for some ε 0 > 0,
Assume in addition that for an integer m ≥ 0,
Then, there exists ε > 0 such that if ε 0 < ε, then for all reals 0 < r < r,
Before proving Proposition 6.1, we first prove the higher regularity estimates of Theorem 3.1. (2) of Theorem 3.1. First, by Theorem 5.1, there is a real
Proof of part
such that for each p ∈ M there exists a boundary harmonic chart ϕ :
Therefore, by restriction, it holds in particular on B + (x, r 0 /2)
and
Second, by Proposition 6.1, , it follows that (6.1), (6.2) and (6.3) prove part (2) of Theorem 3.1.
We turn now to the proof of Proposition 6.1. The higher regularity estimates are derived by applying standard elliptic estimates to the equations (see Lemma 2.15)
For completeness, we outline the proof of Proposition 6.1 in the rest of this section. The proof of Proposition 6.1 is based on induction.
• The induction basis. The case m = 0 is direct.
• The induction step. Let m ≥ 1. It suffices to prove that if ε > 0 is sufficiently small, then for 0 < r < r,
+ C r ,r,m g − e H 2 (B + (x,r)) .
(6.7)
In the following, we prove (6.7) by using standard elliptic estimates. Let χ := χ x,r ,r be the smooth cut-off function defined in (2.4). For ease of notation, the constant in is here allowed to depend on r and r, and we tactily use Lemma 2.7 and standard product estimates as in Lemma 2.5. We assume throughout the proof that ε > 0 is sufficiently small.
Control of g / AB . By Theorem B.4 applied to (6.4), we have
where we estimated
The first term on the right-hand side of (6.8) is estimated by using (6.4) and the twice traced Gauss equation
(6.9)
Plugging (6.9) into (6.8) yields
(6.10)
Control of g AB . By a standard application of Theorem A.1 applied to (6.5), we have
The first term on the right-hand side of (6.11) is estimated as above by using (6.5), x,r) ) .
(6.12)
The second term on the right-hand side of (6.11) is estimated by using that g AB = g / AB on B + (x, r) and (6.10), yielding
(6.13)
Plugging (6.12) and (6.13) into (6.11) yields
(6.14)
In particular, (6.14) implies by Θ AB = 1 2a
Control of g 33 . By a standard application of Theorem A.6 to (6.6), we have
The first term on the right-hand side of (6.16) is estimated by using (6.6),
(6.17)
The second term on the right-hand side of (6.16) is estimated by using that + g H m+1 (B + (x,r)) + C m g − e H 2 (B + (x,r)) .
(6.20)
The first term on the right-hand side of (6.20) is estimated by using (6.6),
+ g H m+1 (B + (x,r)) + C m g − e H 2 (B + (x,r)) .
(6.21)
The second term on the right-hand side of (6.20) is estimated by using that + g H m+1 (B + (x,r)) + C m g − e H 2 (B + (x,r)) . + g H m+1 (B + (x,r)) + C m g − e H 2 (B + (x,r)) .
(6.23)
Conclusion of the proof of (6.7). By Lemma 2.18, the estimates (6.10), (6.14), (6.19) and ( where we used that ε > 0 is sufficiently small to absorb the second term in the left-hand side. This finishes the proof of (6.7) and concludes the induction step. This finishes the proof of Proposition 6.1.
Appendix A. Global elliptic estimates
In this section, we collect global elliptic estimates for Dirichlet and Neumann problems, see Sections A.1 and A.2, respectively. These estimates are applied in Section 4 to construct boundary harmonic coordinates, and in Section 6 to derive higher regularity estimates for given boundary harmonic coordinates.
The estimates are standard, see for example [9] or [20] , but we give some proofs for completeness. In the following, the constant in is allowed to depend on the domain Ω.
A.1. Global estimates for Dirichlet data. We have the following standard elliptic estimates, see for example Theorem 9.13 from [9] and Lemma 2.4.
Theorem A.1 (Standard global elliptic estimate). Let n ∈ {2, 3} and let Ω ⊂ R n be a bounded smooth domain. For a real n < p < ∞, let g ∈ W 1,p (Ω) be a Riemannian metric such that g = g ij ∂ i ∂ j . Then, for all 1 < p < ∞ and u ∈ W 2,p (Ω), we have
From Theorem A.1 we get the following standard higher regularity estimate, see for example Theorem 8.13 in [9] . Corollary A.2 (Standard global higher regularity elliptic estimate). Let Ω ⊂ R 3 be a bounded smooth domain. Let the Riemannian metric g ∈ H 2 (Ω) be such that g = g ij ∂ i ∂ j . Then for all u ∈ H 3 (Ω),
We now turn to the Laplace-Beltrami operator of a general Riemannian metric in three dimensions.
Proposition A.3. Let Ω ⊂ R 3 be bounded smooth domain and g ∈ W 1, 6 (Ω) a Riemannian metric. Let u be the solution to
for f ∈ L 6 . Then u ∈ W 2,6 (Ω) and
Proof. First, we note that by the Lax-Milgram theorem and Lemma 2.4, there exists a solution u ∈ H 1 (Ω) with
and consequently also
By Theorem A.1,
f L 6 (Ω) + g W 1, 6 (Ω) ∂u C 0 (Ω) .
(A.3)
In the following, we control the term ∂u C 0 (Ω) on the right-hand side of (A.3) by a bootstrap argument 7 . Using that g ∈ W 1, 6 (Ω) ⊂ C 0 (Ω) in n = 3, we have by partial integration on Ω,
By using Theorem A.1 with p = 3/2, this implies further for f ∈ H 1 (Ω) and h ∈ H 5/2 (∂Ω). Then we have u ∈ H 3 (Ω) and
Proof. First, we reduce to homogeneous Dirichlet data. By Paragraph 7.41 in [1] , there existsh ∈ H 3 (Ω), such that τ (h) = h on ∂Ω and h H 3 (Ω) h H 5/2 (∂Ω) .
Therefore we can reduce (A.6) to the study of g u =f in Ω, u = 0 on ∂Ω.
(A.7)
wheref := f + gh is bounded by
(A.8)
By the Lax-Milgram theorem there exists a unique solution u to (A.7) satisfying
In particular, by Lemma 2.4,
