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This paper is devoted to detailed investigations of free scalar field theory on κ-Minkowski space.
After reviewing necessary mathematical tools we discuss in depth the Lagrangian and solutions of
field equations. We analyze the spacetime symmetries of the model and construct the conserved
charges associated with translational and Lorentz symmetry. We show that the version of the theory
usually studied breaks Lorentz invariance in a subtle way: There is an additional trans-Planckian
mode present, and an associated conserved charge (the number of such modes) is not a Lorentz
scalar.
I. INTRODUCTION
The κ-Minkowski space [1], [2] is defined by the following Lie-type commutation relation1
[xˆ0, xˆi] = ixˆi. (1.1)
As shown in [1] this space can be constructed naturally from κ-Poincare´ algebra, and therefore is a natural candidate
for space-time in the context of Doubly Special Relativity (see [3],[4], [5], [6] for original formulation of DSR and [7],
[8] for reviews.) It can be also related [9] to other DSR proposals, like the Magueijo-Smolin model [10].
There are strong indications that κ-Minkowski space arises also in the context of quantum gravity coupled to
particles or fields. In the case of gravity in 3 spacetime dimensions some arguments has been presented in [11] and
in [12]. In the papers [13], [14], [15] it was shown that a field theory on non-commutative space arises directly from
spin foam model of 3 dimensional gravity. Admittedly the non-commutative space differs in this case from (1.1) but
it can be argued [12] and [16] that there must exist a 3d spin foam model leading to κ-Minkowski space directly. In
the case of gravity in 4d there also exists a number of arguments indicating that in an appropriate “no gravity limit”
κ-Minkowski space would emerge in effective description of fields, after integrating out topological degrees of freedom
of gravity that remain present even in this limit [17].
This motivates investigations of physics on κ-Minkowski space, which can be analyzed by unraveling the properties
of field theories living on this space. This endeavor was undertaken by many authors [18],[19], [20], [21], [22] (see also
[23]). Unfortunately, our present understanding of this space is quite incomplete. In turn this was a major stumbling
block in improving our understanding of DSR theories and their physical predictions.
In this paper we would like to report some progress that has been achieved by using a mixture of methods employing
both the κ-Minkowski space and a complementary picture of field theory formulated on standard Minkowski spacetime,
with an appropriate star product replacing κ-Minkowski space fields multiplication. It should be stressed that both
these methods, mediated by a picture in which the field is defined on part of de Sitter momentum space [24], [25],
strongly rely on the structure of Borel group, whose Lie algebra provides a defining relation for κ-Minkowski space
(1.1). In [26] we made use of the star product picture to construct a theory on Minkowski spacetime and to analyze
some of its properties. Here we would like present an in depth analysis of field theory on κ-Minkowski space.
Among the main results presented in this paper we give the explicit construction of all (translational and Lorentz)
conserved charges of a κ-Minkowski field theory associated with the Lorentz covariant calculus. It turns out that the
translational charges do satisfy the usual dispersion relation, which is in sharp contrast with the results of [27],[28]
who computed the translational Noether charges for a non Lorentz covariant calculus. We also show that there are
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1 Throughout this paper we choose the Planck units, in which the Planck mass scale κ as well as the Planck length scale 1/κ are equal 1.
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2two versions of the field theory on κ-Minkowski space, one which breaks explicitly Lorentz invariance and one which
does not. Both versions are associated with the same relativistically invariant lagrangian but differ in the range of
integration over momentum space. The first one is the one usually studied in the literature on κ-Minkowski space and
associated to a Hopf algebra construction. The breaking of Lorentz symmetry is non trivial and implies that there
is a conserved number of trans-Planckian (anti)particles. Each individual inertial observer sees a different number of
such modes. The second is the one studied in [26] and shown to be equivalent to a non local field theory on usual
Minkowski spacetime.
The plan of the paper is as follows. In the following section we recall some technical tools necessary for construction
of the field theory on κ-Minkowski space. We present the group structure and geometry underlying κ-Minkowski space
and the structure of he covariant calculus. We also clarify the role of the Lorentz action on κ-Minkowski space and
show how this action usually presented in a non linear form can be linearized by working with the right momentum
variables. We summarize key results concerning the construction of the star product and finally study in great detail
the structure of solutions of a free, massive kappa field theory. Section III is devoted to some remarks concerning
bicovariant differential calculus and its relation to group theory. Section IV, which comprise the core of the paper
contains discussion of lagrangian, field equations and their solutions, symmetries and conserved currents. In the next
section we discuss symplectic structure of the theory and the algebra of charges. Section VI is devoted to discussion
of our results. In the Appendix we collect some formulas that we frequently make use of in the main text.
II. PRELIMINARIES
In this section we would like to collect the facts that will be necessary for construction of field theory on κ-Minkowski
space, and for investigations of its properties. Most of the facts presented below are rather well known, some of them
however are, to our knowledge, quite new. We start our discussion with momentum space.
A. De Sitter space of momenta and group theory
It is well know for quite some time that DSR and κ-Poincare´ algebra are both closely related to the fact that the
space of momenta is curved, and has a form of elliptic de Sitter space which is a Z2 identification of de Sitter space.
Elliptic de Sitter space of momenta can be thought of as a four dimensional hypersurface
− P 20 + P 21 + P 22 + P 23 + P 44 = 1 (2.1)
in five dimensional Minkowski space, modulo the identification PA = −PA. On elliptic de Sitter space one can
introduce coordinates (k0, ki) which cover only a half of de Sitter space (2.1) defined by P+ ≡ P0 + P4 = ek0 > 0. In
a cosmological setting these coordinates correspond to a flat slicing of deSitter space, they are defined as follows
P0(k0,k) = sinh k0 +
k2
2
ek0 ,
Pi(k0,k) = ki ek0 ,
P4(k0,k) = cosh k0 − k
2
2
ek0 . (2.2)
Another important choice of coordinates on elliptic de Sitter space (which do preserve Lorentz symmetry) is the one
where we restrict to P4 > 0, we’ll make use of it in section II F while introducing the star product. While de Sitter
space is a homogeneous space SO(4, 1)/SO(3, 1) the half of it covered by coordinates (k0, ki) is in fact a Lie group,
which we will call Borel group. This Borel group arises in the Iwasawa decomposition of the SO(4, 1) [29]. The
Lie algebra of the Borel group is generated by elements xˆµ ≡ J+µ = J4µ + J0µ where JAB denote the Lie algebra
generators of SO(4, 1). The commutators are having the form
[xˆ0, xˆi] = ixˆi (2.3)
and we use the convention xˆ0 = −xˆ0, xˆi = xˆi. Thus positions of κ-Minkowski space (1.1) are nothing but generators of
translations on de Sitters space of momenta (2.1), as it should be. An explicit, five dimensional matrix representation
of the generators of the algebra (2.3) looks as follows
xˆ0 = −i
 0 0 10 0 0
1 0 0
 xˆ = i
 0  T 0 0 
0 − T 0
 , (2.4)
3where  is a three dimensional vector with a single unit entry.
An “ordered plane wave on κ-Minkowski space” [30]
eˆk ≡ eikixˆieik0xˆ0 (2.5)
has now a clear geometric interpretation of being a Borel group element. The group structure being given by
eˆkl ≡ eˆkeˆl = eixˆi(ki+e−k0 li)eixˆ0(k0+l0) (2.6)
The composition of plane waves can be equivalently described in terms of a non trivial Hopf algebra structure for the
momentum k. Since k can be regarded as a function on Borel group, one can associate with it the non commutative
coproduct dual to the group multiplication, which turns out to be
∆(ki) = ki ⊗ 1l + e−k0 ⊗ ki, ∆(k0) = k0 ⊗ 1l + 1l⊗ k0 (2.7)
Similarly the conjugate of a plane wave
(eˆk)† = e−ik0xˆ
0
e−ikixˆ
i
= e−iˆ(e
k0ki)xˆ
i
e−ik0xˆ
0
= eˆS(k) (2.8)
gives the antipode
S(ki) = −ek0ki, S(k0) = −k0. (2.9)
Knowing the coproduct and antipode for variables k one can readily calculate the corresponding expressions for the
momenta P , which are listed in the Appendix. They will turn out to be useful below.
In will be convenient for us to know the matrix representation of the Borel group element which has the following
form
eˆk = KAB =
 P¯4 −Pe−k0 P0−P 1l −P
P¯0 Pe−k0 P4
 (2.10)
where (P0,P, P4) are given by (2.2), while
P¯4(k0,k) = cosh k0 +
k2
2
ek0
P¯0(k0,k) = sinh k0 − k
2
2
ek0 (2.11)
Note that these additional momenta belong to an hyperbolic space P¯ 24 − P¯ 20 −P2 = 1.
B. Lorentz transformations
It is well known that kappa-Minkowski non commutative space carries an action of a kappa-deformed version of the
Poincare´ algebra [1]. By duality this action becomes an action on the dual space of de Sitter momenta. Importantly
but not surprisingly this action is just the natural linear action of SO(3, 1) on de Sitter space which leaves P4 invariant
as we now show.
Lorentz generators act on κ-Minkowski space coordinates in the standard way
Mi . xˆ0 = 0, Mi . xˆj = iijkxˆk,
Ni . xˆ0 = ixˆi, Ni . xˆj = iδij xˆ0. (2.12)
With the help of co-product this action can be extended to products of noncommutative coordinates as follows
Ni . (xˆyˆ) = (N1i . xˆ)(N
2
i . yˆ) (2.13)
where we have used the Sweedler notation for co-product 4t = ∑ t1i ⊗t2i and the coproducts of the Lorentz generators
are given by
4(Mi) = Mi ⊗ 1l + 1l⊗Mi,
44(Ni) = Ni ⊗ 1l + e−k0 ⊗Ni + ijkkj ⊗Mk. (2.14)
One can check by direct calculation that the action of the Lorentz generators on a plane wave is given by
Ni B eˆk = i
(
1
2
(
1− e−2k0)+ 1
2
k 2
)
: xˆieˆk : −i ki : (kxˆ+ xˆ0) eˆk : (2.15)
Mi B eˆk = iijkkj : xˆkeˆk : (2.16)
where : f(xˆ) : means ordered function with all xˆ0 shifted to the right.
By moving xˆµ out of the normal ordering (2.15) we can simplify the action of Lorentz transformations which then
read
Ni B eˆk = i (xˆiP0(k)− xˆ0Pi(k)) e−k0 eˆk. (2.17)
Mi B eˆk = i
(
ijkPj(k)xˆk
)
e−k0 eˆk (2.18)
Let us introduce the derivative operators on momentum space as follows
∇0 ≡ ∂
∂k0
− ki ∂
∂ki
, ∇0 ≡ ∂
∂ki
. (2.19)
It can be checked that these derivatives implement the right multiplication on the group, that is
∇µeˆk = ixˆµeˆk
and the generators of Lorentz transformation can be written
Ni B eˆk = e−k0 (P0(k)∇i − Pi(k)∇0) eˆk, Mi B eˆk = e−k0
(
ijlPj(k)∇l
)
eˆk (2.20)
One sees that the Lorentz transformations acting on a function of k are deformed and non linear, indeed
[Mi, kj ] = i ijkkk, [Mi, k0] = 0 (2.21)
[Ni, kj ] = i δij
(
1
2
(
1− e−2k0)+ k2
2
)
− i kikj , [Ni, k0] = i ki. (2.22)
which are just the defining relations of κ-Poincare´ algebra in the bicrossproduct basis [1].
It is possible to linearize these transformation however if one writes them in terms of P . In order to do so one
first uses the chain rule ∇µ = ∂PA∂kµ ∂PA and one finds that the right invariant derivatives are indeed related to Lorentz
generators
∇0 = J+0 = −P0∂P4 − P4∂P0 , ∇i = J+i = P+∂Pi − Pi(∂P4 − ∂P0) (2.23)
where P+(k) = P4(k) + P0(k) = ek0 . Therefore the Lorentz transformation (2.20) are simply given by
Ni B eˆk = (P0∂Pi − Pi∂P0) eˆk, Mi B eˆk =
(
ijlPj∂Pl
)
eˆk (2.24)
and the non linear deformed commutation relations are mapped to the usual linear ones with P transforming as a
Lorentz vector
[Ni, Pj ] = iP0, [Ni, P0] = iPi. (2.25)
C. Differential calculus
To define the bicovariant differential calculus, the calculus covariant with respect to the Lorentz action, (see [31],
[32], [33]), one considers the total differential of a plane wave. Given any differential d that satisfies Leibniz rules one
can show that the action of d on a plane wave is necessarily diagonal. Moreover it is well known that a calculus on
κ-Minkowski space, which is covariant with respect to Lorentz transformations must be at least five dimensional, so
that
deˆk = idxˆµ ∂ˆµeˆk + idxˆ4 ∂ˆ4eˆk ≡ idxˆA ∂ˆAeˆk (2.26)
5We will discuss the covariance properties of the calculus in more details in Section III below. The basic one-forms
dxˆA satisfy the following commutation relations
[xˆµ, dxˆA] = (xµ)ABdxˆB , (2.27)
where (xµ)AB denotes the matrix elements of xµ in the 5d representation (2.4). With the help of Leibniz rule, that
the differential d (2.26) satisfies by definition, one can check that2
∂ˆµeˆk = Pµ eˆk, ∂ˆ4eˆk = (1− P4) eˆk (2.28)
where PA are again given by (2.2). Recall that Pµ transform in a standard linear way as components of a Lorentz
vector, while P4 is a Lorentz scalar. This reflects the covariance of the calculus we use. It follows that the differentials
transform in the standard linear way under action of rotations Mi = i2
ijkLjk and boosts Ni = iL0i
[Lµν , dxˆA] = δAµ dxν − δAν dxµ (2.29)
which is the crucial property making the calculus Lorentz-covariant.
The last technical point to be mentioned concerns to properties of differentials vis a vis conjugation introduced
above (2.8). Using the identity
d(eˆkeˆS(k)) = 0 (2.30)
we find the right derivative
dφˆ = −i∂†Aφˆ dxˆA (2.31)
where φˆ is any function which can be expressed as Fourier transform (2.39) and
∂ˆ†µeˆk(xˆ) ≡ (∂ˆµeˆk(xˆ))† = S(P )µeˆk(xˆ), ∂ˆ†4 = ∂ˆ4 (2.32)
With the help of this we find
(dφˆ)† = dφˆ†. (2.33)
D. Fields and Lorentz invariant action
Given a (”time to the right ordered”) field φˆ =: φ(xˆ) : we define the translation invariant integral to be∫
R4
φˆ ≡
∫
d4xφ(x). (2.34)
This integral is the unique integral invariant under translation∫
R4
kˆµ B φˆ = 0. (2.35)
Two remarks concerning this integral are in order. First it is not a cyclic since∫
R4
eˆkeˆp = δ(k0 + p0)δ3(k+ e−k0p) = e3k0δ(p0 + k0)δ3(p+ e−p0k) = e3k0
∫
R4
eˆpeˆk (2.36)
However it satisfy the exchange property ∫
R4
eˆ†keˆp =
∫
R4
eˆ†peˆk (2.37)
2 Note that we have defined ∂ˆµ to be i times the usual derivative for future convenience
6and this property extends to functions, which can be expressed as Fourier integrals.
Second, if one wants to have an integral invariant only under the covariant calculus defined above, the integral is
no longer unique since any function independent of xi and such that f(x0 + i) = f(x0) is constant for this calculus.
To see this let us consider the function fˆ ≡ f(ζ2) where f is arbitrary and ζ = epixˆ0 . Then from the definition of the
differential calculus one can see that ∂ˆAfˆ = 0 and we can define the translation invariant integral
∫
f
φˆ ≡ ∫R4 fˆ(ζ2)φˆ.
In order to get rid of this ambiguity we will now assume that a function constant for the covariant calculus is really
constant that is we will quotient the non commutative algebra of function on κ-Minkowski space by the relation
relation ζ2 = 1. It is possible to define such a quotient since ζ2 commutes with any fˆ . From now on we will assume
that this relation is implemented.
Using this integral we can define the Fourier coefficients and the inverse Fourier transform3 to be
φ˜(k) =
∫
R4
eˆS(k)φˆ, φˆ =
∫
B
dµ(k) eˆkφ˜(k) (2.39)
where B denotes the Borel group dµ(k) = e
3k0
(2pi)4 dk0d
3k is the left invariant measure on it, dµ(pk) = dµ(k).
The conjugation of plane waves extends directly to conjugation of fields, to wit
φˆ†(xˆ) =
∫
dµ(k)φ˜∗(k) eˆS(k) (2.40)
where ∗ denotes the standard complex conjugation.
We will be interested in a free massive scalar theory, given by the Lorentz invariant Lagrangian4
Lˆ = 1
2
[
(∂ˆµφˆ)†∂ˆµφˆ+m2φˆ†φˆ
]
(2.41)
which leads to the equation of motion
∂ˆµ∂ˆ
µφˆ+m2φˆ = 0.
The action can be expressed in terms of Fourier modes as follows
S =
∫
R4
Lˆ =
∫
dµ(k)φ˜∗(k)
(
PµPµ(k) +m2
)
φ˜(k). (2.42)
E. More on plane waves and fields
Using the isomorphism between Borel group and the half of de Sitter defined by P+ > 0 we can label plane waves
by points in half of de Sitter space. We denote the corresponding plane wave by eˆP , with eˆP (k) ≡ eˆk by definition.
We can extend the definition of a non commutative plane wave to all of de Sitter space by defining
eˆ−P (k) ≡ eˆ(k0+ipi,k) = eˆkζ (2.43)
These plane waves are diagonal under the action of the covariant calculus
∂ˆAeˆP = PAeˆP (2.44)
The general product of two non commutative plane wave is given by
eˆP eˆQ = eˆP⊕Q. (2.45)
3 The proof of the inversion formula goes schematically as followsZ
R4
eˆS(k)
„Z
B
dµ(p) eˆpφ˜(p)
«
=
Z
R4
Z
B
dµ(p) eˆS(k)pφ˜(p) =
Z
B
dµ(p)
„Z
R4
eˆp
«
φ˜(kp) = φ˜(k) (2.38)
4 Since P4 is Lorentz scalar some authors take as a Lagrangian Lˆ = φˆ†(∂ˆ4 −M)φˆ where M = 1 +
√
1 +m2. This choice is less natural
from our point of view and can be obtained from the case we study by restricting the solutions to the one satisfying P4 > 0.
7where we have P+ ≡ P4 + P0, P− ≡ P4 − P0 = 1−P2P+ and
(P ⊕Q)0 = P0Q+ + Q0
P+
+
P ·Q
P+
, (P ⊕Q)i = PiQ+ +Qi, (P ⊕Q)+ = P+Q+. (2.46)
we also have eˆ†P = eˆS(P )(x) where
S(P )0 = −P0 + P
2
P+
, S(P )i = − Pi
P+
, S(P+) = P−1+ . (2.47)
Note that the product and antipodes are defined whenever P+ 6= 0 but there is no need to restrict to P+ > 0.
Making the change of variables from k to P a general field on kappa-Minkowski space defined in (2.39) can be
written in terms of an integral on de Sitter space [26]
φˆ =
∫
d5P
(2pi4)
θ(P+)δ(PAPA − 1)φ˜(P )eˆP (2.48)
where abusing the notation slightly we have denoted φ˜(P (k)) = φ˜(k), and the Heaviside function imposes the constraint
P+ > 0. Similarly the action (2.42) can be written
S =
∫
d5P
(2pi4)
θ(P+)φ˜∗(k)
(
PµPµ(k) +m2
)
φ˜(k). (2.49)
Note that we have explicitly included the restriction P+ ≡ P0 + P4 = ek0 > 0 since this is on this sector covering
half of de Sitter space that the theory and the non commutative product and were initially defined. This restriction
explicitly breaks Lorentz invariance (since the condition P+ = P0 + P4 = 0 is is not preserved by boosts).
The only way to cover half de Sitter space while preserving Lorentz invariance is to choose P4 > 0 instead as a
restriction. This suggests that if one wants to produce a relativistic invariant field one just has to insert θ(P4) instead
of θ(P+) in the mode expansion (2.48). Unlike the restriction on P+ however, the condition P4 > 0 is not preserved
by the non commutative multiplication and fields with such condition would not form an algebra. One way around is
to suppose that the field is a field on full de sitter space which is even under the Z2 identification φ˜R(P ) = φ˜R(−P )
so that it describe a function on elliptic de Sitter space, and we use the product of elliptic de Sitter space. This is
detailed in the next sections.
The relativistic invariant field is then given by
φˆR =
1
2
∫
d5P
(2pi)4
θ(P4)δ(PAPA − 1)φ˜R(P )eˆP (2.50)
F. Star product
In order to represent the previous action in the language of effective field theory as a non local action which can
be expanded in terms of higher order derivative operators we need to express the non commutative structure of
kappa-Minkowski space in terms of a star product. A star product is chosen once we give a Weyl mapping W from
plane waves eˆP on the non-commutative space described earlier to a function on ordinary Minkowski space-time, with
coordinates xµ. Here we restrict to the case where eˆP is mapped to a plane wave. The Weyl map should be invertible,
which means that from the knowledge of P one should be able to reconstruct uniquely a point in elliptic de Sitter
hence a real 4-vector (k0, ki) and we want this map to be Lorentz covariant. Thus we postulate
W (eˆk) = eiP˜ (k)µ xµ ≡ EP˜ (x), (2.51)
where P˜µ = kµ +O(P ).
This defines the star product ?, to wit
W (eˆkeˆp) ≡ eiP˜ (k)µ xµ ? eiP˜ (l)µ xµ = eiP˜ (kp)µxµ = W (eˆkp) (2.52)
Obviously there are as many such star products as the are functions P˜ (k). This is a huge ambiguity and it is related,
in the context of DSR, to the ambiguity of the choice of basis of the momentum space. Note however that this
ambiguity does not change the form of the action (2.42) and should not change the physics, Changing the form of the
8Weyl map amounts to a non local field redefinition. Indeed given two Weyl maps W1,W2 the corresponding fields are
related by
W1(φˆ)(x) = ei((P˜1◦P˜
−1
2 (−i∂))µ+i∂µ)xµW2(φˆ)(x)
Among all possible choice one is preferred from the point of view of Lorentz covariance this is the choice for which
the Lorentz covariant derivative ∂ˆµ on κ-Minkowski space introduced above is mapped by W to the the standard
derivative on Minkowski space as follows
W
(
∂ˆν eˆP
)
=
1
i
∂νEP (x) = Pν EP (x) (2.53)
This is the choice made in [26].
Let us pause for a moment to discuss the Weyl map (2.53) in more details. It should be noted that in general the
knowledge of ∂ˆµ does not determine the knowledge of the value of ∂ˆ4. This means in particular that the coordinates
P0, . . . , P3 of the points in region 0 are the same as the coordinates of some points in region + (see Figure 1). One
possible solution of this problem is as follows. In order to have an invertible Weyl map one need to identify elliptic
de Sitter space with the portion of de Sitter covered by P4 =
√
1− P 2 > 0, P 2 = P 20 −P2. The restriction to positive
P4 makes the Weyl map invertible and covariant. This means that
W(eˆk) = E(k)P (k)
where P (k) is given by (2.2) and (k) = −1 if P4(k) < 0 that is if k2 > 1 + e−2k0 and (k) = 1 otherwise. This map
is invertible with inverse given by
W−1(EP ) = eˆP (Pµ,√1+P 20−P2) = eˆPP
where P = −1 if P+ ≡ P0 +
√
1 + P 2 < 0 and P = +1 otherwise. The composition of momenta is the same as
the one described in the previous section as long as all the momenta involved are small, in general the composition
involve signs and cocycles which insures that the composition is well defined.
From the group product one can straightforwardly deduce that
(EP ? EQ) (x) = E((P,Q)(PP )⊕(QQ))(x) (2.54)
where the deformed addition is defined in the previous section and (P (k),Q(p)) = (kp) = ±1 is a cocycle. we also
have E†P (x) = ES(P )(x)
Using the expansion (2.39) in Fourier modes the star product can be defined on all functions on κ-Minkowski
spacetime.
φ(x) ≡ W(φˆ)(x) =
∫
B
dµ(k) W(eˆk)φ˜(k) (2.55)
=
∫
d5P
(2pi)4
δ(PAPA − 1)θ(P+)EP (x)φ˜(P ) (2.56)
Where we have expressed the integral over the Borel Group in terms of an integral over half of de Sitter space [26].
Since P (k) = 0 iff k = 0 when k ∈ R4 and det(∂P∂k )|k=0 = 1 the integral over kappa-Minkowski space is mapped by
the Weyl map to the usual integral on R4 ∫
R4
φˆ =
∫
d4x W (φˆ)(x). (2.57)
and the Fourier transformation can be written [26]
φ˜(P ) =
∫
d4x (E†P ? φ)(x) = |P4|
∫
d4x E∗P (x)φ(x) (2.58)
where ∗ denotes the complex conjugation, E∗P (x) = e−iP ·x.
We can now derive the action of Lorentz symmetry generators on functions defined with the help of W -map on
Minkowski spacetime. From (2.17) we know how boost generator Ni acts on a κ-Minkowski plane wave. By applying
the Weyl map we get
Ni . φ(x) ≡ W(Ni . φˆ(xˆ)) = (xi ? ∂0 − x0 ? ∂i)e−k0φ (2.59)
9With the help of identities obtained by taking derivatives of (2.54)
xi ? φ(x) = (xiek0 − x0∂i)φ(x), x0 ? φ(x) = (x0ek0 − x0∂0)φ(x)
one finds that
Ni . φ(x) = (xi∂0 − x0∂i)φ(x) (2.60)
so as promised the boost generator action on Minkowski spacetime fields is just the standard one. Analogously one
can check that the action of rotations is standard as well.
It is crucial to note that even if the action on the field is the usual one, once we use the Weyl map, the action (2.42)
S =
1
2
∫
d4x
[(
(∂µφ)† ? ∂µφ
)
(x)−m2(φ† ? φ)(x)] (2.61)
is not Lorentz invariant. This is because the measure dµ(k) = d
5P
(2pi)4 δ(PAP
A − 1)θ(P+) contains a restriction P+ > 0
which is not preserved by boost transformations.
One can remedy to this problem if one interpret the Fourier transform φ˜(PA) (defined so far only on the sector
P+ > 0) as a function on elliptic de Sitter space, that is as an even function on de Sitter space φ˜(PA) = φ˜(−PA) for
all value of P+. Given this function we can construct a relativistic invariant field
φR(x) ≡
∫
d5P
(2pi)4
δ(PAPA − 1)θ(P4)EP (x)φ˜(P ) (2.62)
and a Lorentz invariant action
SR =
1
2
∫
d4x
[(
(∂µφR)† ? ∂µφR
)
(x)−m2(φ†R ? φR)(x)
]
(2.63)
As shown in [26] this action is equivalent to a non local action defined on Minkowski spacetime
SR =
1
2
∫
d4x
[
(∂µφR)∗(x)
√
1 + ∂µφR(x)−m2φ∗R(x)
√
1 +φR(x)
]
(2.64)
where  = −∂20 + ∂2i . We are now left with two version of kappa Poincare´ field theory; one non relativistic which is
the version usually referred to as a kappa field theory and one relativistic which was studied in [26]. We now study
both but with more emphasis on the former version.
G. Solutions of equations of motion
We are now interested in the solutions of the equation of motion
∂ˆµ∂ˆ
µφˆ+m2φˆ = 0. (2.65)
A general solution of the equation (2.65) can be written in terms of Fourier modes
φˆ =
∫
d5P
(2pi4)
θ(P+)δ(PAPA − 1)δ(PµPµ +m2)φ˜(P )eˆP
Note that we have explicitly included the restriction P+ ≡ P0 + P4 = ek0 > 0 since this is on this sector covering
half of de Sitter space that the theory and the non commutative product and were initially defined. As stressed above
this restriction explicitly breaks Lorentz invariance, and the relativistically invariant field one may choose to work
with is given by
φˆR =
∫
d5Pθ(P4)δ(PAPA − 1)δ(PµPµ +m2)φ˜R(P )eˆP
it is related to the previous one by the following transformation
φ˜R(PA) = φ˜(−PA), if P0 < 0, P 2 > 1, φ˜R(PA) = φ˜(PA) otherwise. (2.66)
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FIG. 1: The momentum space is the portion of De Sitter space above the plane P+ = 0 where P0 is the vertical axis. The
mass shell is given by the intersection of this portion of de Sitter space with the vertical planes P4 = ±cste. This mass shell
naturally decomposes into three sectors indicated: + with positive energy and P4 > 0, − with negative energy and P4 > 0,
and 0 with positive energy and P4 < 0. Notice that in the limit κ→∞ the second sector becomes unbounded, while the third
sector disappears.
From now on we will work with the field φˆ since in that case the coproduct rule and antipode are the usual ones. The
previous transformation will allow us to map all the results obtained for φˆ in terms of φˆR.
We can solve the delta constraints which a priori give four sectors depending on whether P0 and P4 are positive or
negative. The constraint P+ = P0 + P4 > 0 eliminates one sector P4 < 0, P0 < 0, we are thus left with three types of
solutions (see Figure 1). In sharp difference from the usual case,where there are only two sectors. This three sectors
are denoted +, 0,− and are such that
+ : P0 = +ωP, P4 = +
√
1 +m2 (2.67)
− : P0 = −ωP, P4 = +
√
1 +m2,P2 < 1 (2.68)
0 : P0 = +ωP, P4 = −
√
1 +m2,P2 > 1 (2.69)
with
ωP =
√
P2 +m2.
Thus, decomposing the field φˆ into modes belonging to these three sectors we find
φˆ =
∫
d3P
2ωP|P4|a+(P)eˆ
+
P +
∫
|P|<1
d3P
2ωP|P4|a−(P)eˆ
−
P +
∫
|P|>1
d3P
2ωP|P4|a0(P)eˆ
0
P (2.70)
where
eˆP ≡ eˆ(P0(),P(),P4()),  = +,−, 0
and we have introduced the notation
P0(+) = −P0(−) = P0(0) = ωP, Pi(+) = −Pi(−) = Pi(0) = Pi P4(+) = P4(−) = −P4(0) =
√
1 +m2.
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Note in passing that the relativistic field φˆR is obtained by changing the 5-momenta of the 0 sector PA(0)→ −PA(0)
while living invariant the sectors +,−. φˆR is a scalar if
a+(ΛP) = a+(P), a−(ΛP) = a−(P), |P| ≤ 1, |ΛP| ≤ 1 (2.71)
a0(ΛP) = a0(P) |P| ≥ 1, |ΛP| ≥ 1 a0(ΛP) = a−(P) |P| ≤ 1, |ΛP| ≥ 1. (2.72)
Our conjugation involves the antipode which is given by
S(P )i = − Pi
P4 + P0
, S(P )0 = −P0 + P
2
P0 + P4
= −m
2 + P0P4
P0 + P4
, S(P4) = P4.
It is important to note that the antipode exchanges the sectors + with − and maps 0 onto itself.
In each sector it is a function of P, we define S+P ≡ −S(P ), P ∈ [+], S−P ≡ S(−P ), −P ∈ [−], S0P ≡ S(P ), P ∈ [0],
explicitly
(
S+P
)
0
=
m2 +
√
1 +m2ωP√
1 +m2 + ωP
(
S+P
)
i
=
Pi√
1 +m2 + ωP
(2.73)
(
S−P
)
0
=
√
1 +m2ωP −m2√
1 +m2 − ωP
(
S−P
)
i
=
Pi√
1 +m2 − ωP
(2.74)
(
S0P
)
0
=
√
1 +m2ωP −m2
ωP −
√
1 +m2
(
S0P
)
i
=
−Pi
ωP −
√
1 +m2
(2.75)
from this we can see that
(SP)0 = ωSP ,  = ±, 0. (2.76)
and that we also have
S−
S+P
= P, S+
S−P
= P, P2 < 1, S0S0P = P, P
2 > 1. (2.77)
In order to perform the conjugation we will need to change variables P → SP. Under this change of variable the
measure transform as
d3SP = d
3Pdet(∂Pi(S

P)j)) =
d3P
|P+()|3
ωSP
ωP
(2.78)
with P+() = P0() + P4(). Thus the conjugate field is given by
φˆ† =
∫
d3P
2ωP|P4|a
∗
+(P)eˆ
−
S+P
+
∫
|P |<1
d3P
2ωP|P4|a
∗
−(P)eˆ
+
S−P
+
∫
|P |>1
d3P
2ωP|P4|a
∗
0(P)eˆ
0
S0P
=
∫
d3P
2ωP|P4|a
†
−(P)eˆ
+
P +
∫
|P |<1
d3P
2ωP|P4|a
†
+(P)eˆ
−
P +
∫
|P |>1
d3P
2ωP|P4|a
†
0(P)eˆ
0
P (2.79)
where
a†−(P) ≡
a∗−(S
+
P)
|P+(+)|3 , a
†
+(P) ≡
a∗+(S
−
P)
|P+(−)|3 , a
†
0(P) ≡
a∗0(S
0
P)
|P+(0)|3 . (2.80)
One sees that positively charged particles are conjugate to negatively charge particles of bounded momenta P2 < 1
whereas the trans-Planckian particles of type 0 are self conjugate.
In our calculation of conserved charges associated with symmetries of the theory it will be convenient to use the
field φˆ (2.70) and its conjugate (2.79) written in the following compact notation
φˆ =
∑

∫

d3P
2ωP|P4|a
† ∗
−(P)eˆ
−
SP
, φˆ† =
∑

∫

d3P
2ωP|P4|a
†
−(P)eˆ

P. (2.81)
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III. MORE ON BICOVARIANT DIFFERENTIAL CALCULUS
Let us start this section with somehow different view on the bicovariant differential calculus introduced above.
Usually this calculus is derived by making use of an abstract algebraic theory that obscures somehow it physical
meaning and properties. Here we will utilize the already stressed relation between κ-Minkowski space, κ-Poincare´
algebra and group theory of Borel group and algebra.
Let us start with a slight change of notation. The coordinate forms dxˆµ together with the form dxˆ4 we will denote
collectively by A. A form a basis of the space of forms, right invariant under translation. As it was shown above
(2.27), (2.29) they form a representation of κ-Minkowski space algebra and thus of Borel group. In terms of the plane
waves it reads
eˆk 
Aeˆ−1k = 
BKB
A (3.1)
where KBA is a group element in five dimensional representation, explicitly given by (2.10).
We define the differential to be
d = A ∂ˆA (3.2)
and we demand that it satisfies Leibniz rule, i.e.,
deˆkl = deˆk eˆl + eˆk deˆl
In terms of derivatives this can be written as
A ∂ˆAeˆkl = A ∂ˆAeˆk eˆl + eˆk Aeˆ−1k eˆk∂ˆAeˆl = 
A
(
∂ˆAeˆk eˆl +KAB eˆk ∂ˆB eˆl
)
(3.3)
Using the fact that while acting on product of functions (using Sweedler notation) ∂ˆA(φˆψˆ) =
∑
(∂ˆ(1)A φˆ)(∂ˆ
(2)
A ψˆ) this
last expression can be understood as expressing coproduct rule for derivative
∆(∂ˆA) = ∂ˆA ⊗ 1l +KAB ⊗ ∂ˆB (3.4)
or, by replacing ∂ˆµ with Pµ and ∂ˆ4 with 1−P4, as a corresponding coproduct for momenta. Let us check this explicitly
for Pi (or what is the same for ∂ˆi.) Indeed, multiplying the matrix KAB (2.10) by the derivatives vector, and replacing
derivatives with corresponding momenta we find
∆(Pi) = Pi ⊗ 1l + Pi ⊗ (P0 + (P4 − 1l)) + 1l⊗ Pi = Pi ⊗ (P0 + P4) + 1l⊗ Pi
which is nothing but (A6). Two other coproducts (A7), (A8) can be recovered analogously.
In the construction above we have been considering the differential associated with translations. However transla-
tions are not the only transformations associated with the group action on κ-Minkowski space, Lorentz transformations
play an equally important role in the game. Thus it seems natural to extend the differential so that it includes the
latter as well. Let us therefore instead of (3.2) consider
dF = A ∂ˆA + ωµν xˆµ ∂ˆνe−k0 = A ∂ˆA + ωµν Lµν (3.5)
This differential must again satisfy Leibniz rule dF (φˆψˆ) = dF (φˆ)ψˆ + φˆdF (ψˆ). Since this condition is linear, by the
considerations above we can consider just the Lorentz part of (3.5). As in (3.3) we get
ωµν Lµν eˆkl = ωµν Lµν eˆk eˆl + eˆk ωµν eˆ−1k eˆkLµν eˆl = ω
µν (Lµν eˆk eˆl +Kµνρσ eˆk Lρσ eˆl) (3.6)
As in the derivation for translations above this expression must be consistent with the coproduct structure. Let us
start therefore with the different end and derive the form of the matrix Kµνρσ. The co products for rotations and
boosts read (cf. Appendix)
4(Mi) = Mi ⊗ 1l + δij ⊗Mj
4(Ni) = Ni ⊗ 1l + e−k0δij ⊗Nj + κij ⊗Mj
where κij = ikjkk. These equations can be written together as
∆
(
M
N
)
=
(
M
N
)
⊗ 1l +
(
1 0
κ e−k0
)
⊗
(
M
N
)
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Turning now to the generators Lµν one can easily check that
∆Lµν = Lµν ⊗ 1l + δ[µρ kν]σ ⊗ Lρσ (3.7)
with
kν
σ =
(
2e−k0 − 1 2k
0 1l
)
In this way we find an explicit form of the matrix K in (3.6)
Kµν
ρσ = δ[µρ kν]σ (3.8)
It is natural to assume that the differential dF (3.5) is nilpotent d2F = 0. Denoting collectively 
α = (A, ωµν) and
∂ˆα = (∂ˆA, Lµν) one can easily check that the condition of nilpotency is equivalent to the following requirement
∂ˆα 
β = fβαγ 
γ (3.9)
where fβαγ are structure constant of the algebra of ∂ˆα (which is in our case just the standard Poincare´ algebra with
the additional element ∂ˆ4, which commutes both with translations and Lorentz transformations, see below.) Notice
that it follows from this condition that
∂ˆA 
B = ∂ˆA ωµν = 0 (3.10)
which will be important in our calculation of conserved current and charges below, and that µ = dxµ transform
under Lorentz as components of vectors while 4 is a Lorentz scalar.
The origin of the presence of the additional element ∂4 and the corresponding parameter 4, although proved in
[31], [32] was somehow obscured, but it can be easily understood in our present framework. To see this it is sufficient
to realize that the consistency of our procedure require that
dF (eˆkαeˆ−1k ) = dF (
βKβ
α)
But in the limit of infinitesimal k, (i.e., when the group element is can be approximated by 1 + algebra element) eˆk
becomes just a unit plus a Lie algebra element kxˆ, so that in the parenthesis on the left hand side we have just one
plus commutator, while Kβα on the right hand side becomes a unit matrix plus a constant one kµ γβµα. Thus the
above equation can be equivalently written as
dF ([xµ, α]) = dF β γβµα (3.11)
We will not solve this equation explicitly, because this is exactly the equation that has appeared as a key requirement
in the analysis presented in [31], [32], with the result that the minimal translational sector must be five dimensional.
This justifies the choice made in this paper.
It would be interesting to see explicitly what goes wrong with the four dimensional calculus, for example the one
with the only nontrivial commutator being
[x0, dxi] = idxi (3.12)
with
Ni . dxj = δij dx0, Ni . dx0 = dxi
It is worth stressing in passing that there is no ambiguity in the last equation since the calculus must satisfy N .df ≡
d(N . f). If one now applies Ni to both sides of (3.12), with N action on product defined by coproduct, of course,
everything is consistent, and the formula (3.12) is covariant. This result is not hard to understand because (3.12)
from the point of view of Lorentz action is as covariant as the defining commutator (1.1). However if one applies N
to the commutator [xi, dxj ] = 0 one finds that the result on the left hand side is non-zero [31], which means that this
commutator is not Lorentz-covariant and makes the four dimensional calculus incompatible with Lorentz symmetry.
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IV. CONSERVED CHARGES FOR TRANSLATIONS AND LORENTZ TRANSFORMATION
In this section we will construct the conserved charges associated with translational and Lorentz symmetries of the
free scalar field Lagrangian
Lˆ = 1
2
[
(∂ˆµφˆ)†∂ˆµφˆ−m2φˆ†φˆ
]
(4.1)
Since the steps of this construction are quite delicate, our presentation will be very detailed. The construction of
conserved charge for translational symmetry and for the non lorentz covariant 4-dimensional differential calculus have
been first construct in [27], [28]. Our derivation here is related but more general. First we consider the 5 dimensional
calculus and as a conclusion we find that the conserved charge do satisfy indeed the usual dispersion relation in
contrary to the result of [27]. Also we find that there are not 4 but 5 conserved charges. The fifth conserved charge is
in the relativistic version of kappa-Poincare´ field theory just the U(1) charge however in the standard non relativistic
version it has as we will see the interpretation of the number of trans-Planckian particles.
A. Generalities
To calculate the charges associated with symmetries we must first decompose variation of the Lagrangian (4.1) into
total derivative and the term proportional to field equations. To do that we make use of the formulas
∂ˆ0(φˆψˆ) = (∂ˆ0φˆ)(ekˆ0 ψˆ) + (e−kˆ0 φˆ)(∂ˆ0ψˆ) + (e−kˆ0 ∂ˆiφˆ)(∂ˆiψˆ)
∂ˆi(φˆψˆ) = (∂ˆiφˆ)(ekˆ0 ψˆ) + φˆ(∂ˆiψˆ), ekˆ0(φˆψˆ) = (ek0 φˆ)(ekˆ0 ψˆ)
Using these deformed Leibnitz rules satisfied by the derivatives one gets
(∂ˆiφˆ)†(∂ˆiδφˆ) = ∂ˆi
(
(∂ˆiφˆ)†δφˆ
)
− ∂ˆi(∂ˆiφˆ)†ekˆ0δφˆ
= ∂ˆi
(
(∂ˆiφˆ)†δφˆ
)
− ekˆ0
(
e−kˆ0 ∂ˆi(∂ˆiφˆ)†δφˆ
)
= ∂ˆi
(
(∂ˆiφˆ)†δφˆ
)
+ ekˆ0
(
(∂ˆ2φˆ)†δφˆ
)
(4.2)
Similarly the term involving time derivative gives
(∂ˆ0φˆ)†(∂ˆ0δφˆ) = ∂ˆ0
(
ekˆ0(∂ˆ0φˆ)†δφˆ
)
−
(
ekˆ0 ∂ˆ0(∂ˆ0φˆ)†ekˆ0δφˆ
)
− ∂ˆi(∂ˆ0φˆ)†∂ˆiδφˆ
= ∂ˆ0
(
ekˆ0(∂ˆ0φˆ)†δφˆ
)
− ekˆ0
(
∂ˆ0(∂ˆ0φˆ)†δφˆ
)
− ∂ˆi
(
∂ˆi(∂ˆ0φˆ)†δφˆ
)
+ ∂ˆ2(∂ˆ0φˆ)†ekˆ0δφˆ
= ∂ˆ0
(
ekˆ0(∂ˆ0φˆ)†δφˆ
)
− ∂ˆi
(
∂ˆi(∂ˆ0φˆ)†δφˆ
)
− ekˆ0
(
(∂ˆ0 − e−kˆ0 ∂ˆ2)(∂ˆ0φˆ)†δφˆ
)
= ∂ˆ0
(
(e−kˆ0 ∂ˆ0φˆ)†δφˆ
)
+ ∂ˆi
(
(∂ˆie−kˆ0 ∂ˆ0φˆ)†δφˆ
)
+ ekˆ0
(
(∂ˆ20 φˆ)
†δφˆ
)
(4.3)
Finally the variation of the mass term gives
m2φ†δφ = −(ekˆ0 − 1) (m2φ†δφ)+ ekˆ0 (m2φ†δφ)
= −(∂ˆ0 − ∂ˆ4)
(
m2φ†δφ
)
+ ekˆ0
(
m2φ†δφ
)
= −∂ˆ0
(
m2φ†δφ
)
+ ∂ˆ4
(
m2φ†δφ
)
+ ekˆ0
(
m2φ†δφ
)
(4.4)
With the help of these formulas, for the lagrangian (2.41) we find
δLˆ = ∂ˆA
(
ΠˆAδφˆ
)
+ ekˆ0
(
(∂ˆµ∂ˆµφˆ+m2φˆ)†δφˆ
)
+ h.c (4.5)
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with canonical momenta being defined as follows
− Πˆ0 = Πˆ0 ≡
(
e−kˆ0 ∂ˆ0φˆ+m2φˆ
)†
, (4.6)
Πˆi = Πˆi ≡
(
∂ˆi(1− e−kˆ0 ∂ˆ0)φˆ
)†
, (4.7)
Πˆ4 = Πˆ4 ≡
(
m2φˆ
)†
. (4.8)
It is worth noticing that although the zero component of field momentum (4.6) looks quite strange, by using the
definition of conjugated derivatives
∂ˆ†i = −e−kˆ0 ∂ˆi, ∂ˆ†0 = −∂ˆ0 + ∂ˆ2e−kˆ0 , ∂ˆ†4 = ∂ˆ4,
(
ekˆ0
)†
= e−kˆ0 (4.9)
one can easily check that
Πˆ0 = ∂ˆ4 ∂ˆ0φˆ† (4.10)
which means that on shell it differs from the standard time derivative of the field just by a constant multiplicative
factor
√
1 +m2.
Because of the Leibnitz rule, for δφ = dφ we have:
∂ˆA
(
ΠˆAdφˆ
)
+ ∂ˆ†A
(
(dφˆ)†Πˆ†A
)
− dLˆ = 0
In the first term the differential is placed to the right of the canonical momenta Π, but this can be easily corrected
by noticing that the differential d satisfies Leibniz rule by definition, so that
∂ˆA
(
d(ΠˆAφˆ)− dΠˆAφˆ
)
+ ∂ˆ†A
(
(dφˆ)†Πˆ†A
)
− dLˆ = 0 (4.11)
Notice that in the formula above we could substitute the generalized differential dF for d, defined in Section III since
they both satisfy Leibniz rule. We will make use of this below, when calculating charges associated with Lorentz
symmetry. Before turning to this let us compute explicitly the translational charges.
B. Energy-momentum tensor and conserved momenta
Taking d = a∂ˆA and using the covariance identity ∂ˆAB = 0 proven earlier and discarding  we find
∂ˆA
(
∂ˆB(ΠˆAφˆ)− ∂ˆBΠˆAφˆ
)
+ ∂ˆ†A
(
∂ˆBφˆ
†Πˆ†A
)
− ∂ˆBLˆ = 0
or
− ∂ˆA
(
∂ˆBΠˆAφˆ
)
+ ∂ˆ†A
(
∂ˆBφˆ
†Πˆ†A
)
+ ∂ˆB
(
∂ˆA(ΠˆAφˆ)− Lˆ
)
= 0 (4.12)
Notice that using (4.5) with δφˆ = φˆ, δφˆ† = 0 one finds that for a free field ∂ˆA(ΠˆAφˆ)− Lˆ = 0, so that last term drops
out.
Using this fact, with the help of formulas for the conjugated derivatives (4.9) we can convert them to the usual
ones and write the conservation (4.12) equation as
∂ˆAT
A
B = 0
where the components of the energy momentum tensor have the following form
T 0B = −∂ˆBΠˆ0φˆ− ∂ˆBφˆ†Π0† (4.13)
T iB = −∂ˆBΠˆiφˆ− e−k0(∂ˆBφˆ†Πi†) + e−k0 ∂ˆi(∂ˆBφˆ†Π0†) (4.14)
T 4B = −∂ˆBΠˆ4φˆ+ ∂ˆBφˆ†Π4† = 0 (4.15)
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where in the last equation we use the explicit expression of Π4. Thus we have five 4-dimensional conservation equations.
∂ˆµT
µ
B = 0. (4.16)
Let us note in passing that in the case of an interacting field we would still have
∂ˆA
(
TAB + δ
A
B(∂ˆA(Πˆ
Aφˆ)− Lˆ)
)
= 0.
We could then define a new current in the following way
T˜µB = T
µ
B + δ
µ
A(∂ˆA(Πˆ
Aφˆ)− Lˆ) + ∂ˆµ(2− ∂ˆ4)−1(T 4B + δAµ (∂ˆA(ΠˆAφˆ)− Lˆ)) = 0
and since
∂ˆ4 = ∂ˆµ∂ˆµ(2− ∂ˆ4)−1
the following 4 dimensional conservation equation holds
∂ˆµT˜
µ
B = 0.
Returning to the free case, we just have shown that the conserved charges are
PB =
∫
R3
T 0B = −
∫
R3
(∂ˆBΠˆ0φˆ+ ∂ˆBφˆ†Πˆ†0).
Before we start the calculation we must choose one of the possible field expansions. Since the differential operators
in the formula above hits the first term, it is most convenient to use for φˆ† the formula in the second line of (2.79)
with an appropriate formula for φˆ, so that there is no antipode in the plane waves in expansion of φˆ†. Thus we will
use the field expansion in the compact form (2.81).
The integral over R3 is defined as the using integral on Minkowski space, with the help of W map, with the help of
the following identity
W
(∫
R3
eˆpeˆ
†
k
)
=
∫
d3xeiPµx
µ
? eiS(K)µx
µ
= ei(
P0
K+
−K0P+ )x
0
δ3
(
P−K
K+
)
= ei
“
P0
K+
−K0P+
”
x0 |K+|3δ3 (P−K) (4.17)
Using this formula along with (4.10) we can express the charge W(PA) as a momentum space integral
−
∑
,′
∫
,′
d3P d3K
4ωPωK|P4||K4|PA() (P0()P4() +K0(
′)K4(′)) a
†
−(P)a
†∗
−′(K)e
i
“
P0
K+
−K0P+
”
x0 |K+(′)|3δ3(P−K) (4.18)
where the subscripts , ′ of the integral label the range of integration of the different sectors. Now it is easy to see
that the integral vanishes for  6= ′ and that the nonzero contributions with  = ′ are time independent, as it should
be since by construction the charge is conserved, but it is reassuring to check it directly. Therefore we get
PA =
∑

∫

d3P
2ωP|P4|α()PA()|P+()|
3a†−(P)a
†∗
−(P) (4.19)
=
∑

∫

d3P
2ωP|P4|α()PA()a
†
−(P)a−(S

P) (4.20)
where α() = sgn(P4()P0()), is the U(1) charge
α(+) = +1, α(−) = −1, α(0) = −1.
Explicitly the U(1) conserved charge is
Q = −
∫
(Π0φˆ− φˆ†Π0†) =
∑

∫
d3P
2ωP|P4|α()N(P)
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Here we introduced the particle number N(P) = a
†
−(P)a−(S

P). Now we can write more explicitly the conserved
charges associated with translational symmetry.
P0 =
∫

d3P
2ωP|P4| (N+(P) +N−(P)−N0(P))ωP (4.21)
P4 = −
∫

d3P
2ωP
(N+(P)−N−(P) +N0(P)) (4.22)
Pi =
∫

d3P
2ωP|P4| (N+(P)−N−(P) +N0(P))Pi (4.23)
Equivalently, we can write them in terms of the antipode
PA =
∑

∫

d3P
2ωP|P4|α(−) (S

P)A a
∗
 (P)a(P). (4.24)
Since each mode contributes the energy ωP ≡
√
m2 +P2 and the momentum P to the total conserved energy
and momentum, respectively, we see that indeed (in the quantum field theory language) for a single particle state
the standard dispersion relation P 20 − P2 = m2 holds. The issue of multiparticle states and their properties will be
discussed in a separate paper.
Looking at the above formulas it seems that we are having a problem since the particle of type 0 have negative energy.
However the number of particle of type 0 is also conserved since their number can be expressed as a combination of
conserved charges introduced above −2N0 =
√
1 +m2Q+ P4 and therefore no instability occurs.
So remarkably the theory behave in that respect, and for the sector of type 0, much like a non relativistic theory:
each inertial observer will see a fixed number of particle of type 0 while type +,− particles behave in a relativistic
manner. Moreover different inertial observers will see a different number of type 0 particle. Indeed, under a boost
positive energy particle of type − with P2 < 1 will be converted to particle of type 0 with P2 < 1. For the boosted
observer the number of particle of type 0 will be different from the not boosted one but still be conserved. If one
starts from a state where all particle have momenta below the Planck scale the theory will be Lorentz invariant until
the boost parameter is high enough as to allow for trans-Planckian momenta, in this case type − particle will be
converted to type 0.
The charges for the relativistic theory are then easily deduced from this, PA(0) → −PA(0) essentially amount for
the momentum charge to the change N0(P)→ −N0(P) that is
P0 =
∫

d3P
2ωP|P4| (N+(P) +N−(P) +N0(P))ωP (4.25)
P4 = −
∫

d3P
2ωP
(N+(P)−N−(P)−N0(P)) (4.26)
Pi =
∫

d3P
2ωP|P4| (N+(P)−N−(P)−N0(P))Pi (4.27)
Therefore one sees that we have only positive energy particles in this case, moreover the charge P4 is equal to the
U(1) charge Q. It follows that the number of particles of type 0 is no longer conserved, and they can freely turn to
the particles of type − and vice versa. Now we see that combine particles of type − and 0 into one species, and the
boundary between sub- and trans-Planckian modes disappears.
C. The charges associated with Lorentz transformations
To complete this section let us finally calculate the conserved charges resulting from the invariance with respect
to Lorentz transformations. The starting point will be equation (4.11) applied to the Lorentz part of differential dF
(3.5), so that in this equation we substitute ωµν Lµν = ωµν xˆµ ∂ˆνe−k0 for d.
Using the fact that, as shown in Section III ∂ˆAωµν = 0, (3.10), we can discard it to find
∂ˆA
(
Lµν(ΠˆAφˆ)− LµνΠˆAφˆ
)
+ ∂ˆ†A
(
Lµν φˆ
†Πˆ†A
)
− LµνLˆ = 0
As in the case of translations we would like to get rid of the first term by making use of the field equations. Here
however changing order of derivative and Lorentz generator will produce an additional term, to wit
−∂ˆA
(
LµνΠˆAφˆ
)
+ ∂ˆ†A
(
Lµν φˆ
†Πˆ†A
)
+ [∂ˆA, Lµν ] ΠˆAφˆ+ Lµν
(
∂ˆA(ΠˆAφˆ)− Lˆ
)
= 0
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The term in the parenthesis vanishes on shell, as before and since [∂ˆA, Lµν ] is proportional to derivative we again have
conservation equation for the resulting current LAµν . The commutator contributes to the conserved charge only in the
case of boost, where it contains term ∂ˆ0gAi with g being the Minkowski metric.
Repeating the reasoning of subsection B, and going to the Minkowski space time with the help of Weyl map, one
easily finds that the conserved charge associated with Lorentz transformations looks very similar to the standard case
and reads
Lαβ = −
∫
x[α ? e
−k0 T 0β] + δα0δ
i
β
∫
∂iφ (4.28)
As usual we can omit the second term by taking appropriate boundary conditions for the field φ. The factor e−k0
seems somehow odd at the first sight, but it is exactly the one required to turn from the star product x? to the
standard multiplication, cf. the discussion in Subsection II F and (2.59), (2.60).
In the case of the charge associated with space rotations Mij , going to the momentum space, replacing x with
derivative over P , and repeating the steps that has led to formula (4.20) in the case of translational charge, we find
that the formula analogous to (4.18) takes the form∑
,′
∫
,′
d3P d3K
4ωPωK|P4||K4| (P0()P4() +K0(
′)K4(′)) a
†
−(P)a
†∗
−′(K)e
i(P⊕S(K))0x0 |K+(′)|3K+(′)P[i() ∂
∂P j]
δ3(P−K)
(4.29)
where
(P ⊕ S(K))0 =
P0
K+
− K0
P+
− Ki
P+
Pi −Ki
K+
(4.30)
Now we can integrate by parts and then, noticing that there is no contribution from the boundary terms (since the
both boundaries of sectors − and 0 are defined by |P | = 1 and are rotationally invariant), we can integrate delta out
to obtain
Mij = 1
i
∑

∫

d3P
2ωP|P4|α()|P+()|
3P[j()
(
∂
∂P i]
a†−(P)
)
a†∗−(P) (4.31)
By virtue of the same argument as in the previous subsection we see that there are no “cross-sector” contributions
and that the time dependence in exponent drops out.
Let us now turn to the charge associated with boost, which can be read off from (4.28) and using (2.60) to be
Ni =
∫ (
x0 ? e
−k0 T 0i − xi ? e−k0 T 00
)
=
∫ (
x0
(
T 0i − e−k0 [∂0T 0i − ∂iT 00 ]
)− xiT 00 ) (4.32)
= −tPi −
∫
xi T
0
0 (4.33)
In expressing the second term in (4.32) in the form analogous to that in eq. (4.29) one has to be a bit more careful
not to forget to include all the terms in the time part of the plane wave (the terms that disappeared as a result of
integrating out the momentum delta will contribute now, as we will see). Remembering about that we find
1
i
∑
,′
∫
,′
d3P d3K
4ωPωK|P4||K4|P0() (P0()P4() +K0(
′)K4(′)) a
†
−(P)a
†∗
−′(K)×
exp
[
i
(
P0
K+
− K0
P+
− Ki
P+
Pi −Ki
K+
)
x0
]
|K+(′)|3K+(′) ∂
∂P i
δ3(P−K) (4.34)
Now we can see that apart from the expected bulk term there will be a non-vanishing contribution coming from the
boundary, which after integrating equals to
− 1
i
∫
−
d3P
2ωP|P4|δ(|P|
2−1)ωP|P+()|3Pi a†−(P) a†∗−(P)+
1
i
∫
0
d3P
2ωP|P4|δ(|P|
2−1)ωP|P+()|3Pi a†−(P) a†∗−(P) (4.35)
which can be more compactly written as
1
i
∫
|P|=1
dΩ
2|P4| Pi (N−(P)−N0(P)) (4.36)
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where dΩ is the measure on the (momentum) unit sphere.
Let us now return to the bulk term. Integrating by parts, we see that when the derivative over Pi hits the terms
in the exponent that depend on P . Now we can see, after some algebra, that the only contribution comes from the
term P0/K+ term in the exponent in (4.34) and that the contributions coming from the other terms cancel out.
This contribution provides the term that cancels exactly the first term in (4.32). The next two terms come from the
derivative hitting P0() = ωP and the a
†
−(P). Integrating delta we finally find
N bulki = −
1
i
∑

∫

d3P
2ωP|P4|α()P+()
[
Pi()
P0()
NP() + ωP |P+()|3
(
∂
∂Pi
a†−(P)
)
a†∗−(P)
]
(4.37)
These terms are natural modifications of the ones that arise in the standard scalar field theory. Notice that again
we find explicitly that the charges constructed by a rather abstract reasoning above are indeed time-independent, as
they should.
This concludes our construction of conserved charges, associated with deformed Poincare´ symmetry of our theory.
D. Symplectic structure
Let us conclude this section with a brief discussion of symplectic structure, arising from the free scalar field action
on κ-Minkowski space. The symplectic potential ρ is a 1-form on the space of solutions of the equation of motion and
can be easily deduced from (4.5). One finds
ρ =
∫
R3
(Π0δφ− δφˆ†Π0†) (4.38)
The symplectic form is given by Ω = δρ (δ is treated as a differential on the space of field, hence δ2 = 0)
Since on-shell we have
Π0 = −∂ˆ4∂ˆ0φ†
we can write
Ω = −
∫
R3
((∂ˆ4∂ˆ0δφ†) ∧ δφ+ δφ† ∧ (∂ˆ†4∂ˆ†0δφˆ)) (4.39)
which can be written in terms of momentum modes as follows
Ω =
∑

∫

d3P
2ωP|P4|α(−)|P+(−)|
3δa†(P) ∧ δa†∗ (P) (4.40)
=
∑

∫

d3P
2ωP|P4|α(−)δa
†
(P) ∧ δa(S−P ) (4.41)
=
∑

∫

d3P
2ωP|P4|α(−)δa
∗
 (P) ∧ δa(P) (4.42)
(4.43)
Knowing the symplectic form, one could straightforwardly derive the Poisson bracket in the space of the Fourier field
components
{a†(P), a′(Q)} = δ,′α(−)
δ3(S−P −Q)
|P+(−)|3 = δ,
′α(−)
{
δ3(Q⊕P), if  = 0
δ3(Q⊕ (−P)), if  = ± (4.44)
As usual this bracket will turn to commutator in the quantum theory. The quantization of our theory, and, in
particular, the construction of Fock space and multiparticle states, along with the discussion of their properties will
be a subject of a forthcoming paper.
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V. DISCUSSION AND CONCLUSIONS
Let us now try to summarize the results described the results we have obtained.
The first result of this paper was establishing and analyzing the connection between κ-Minkowski space, de Sitter
space of momenta, and group theory. By interpreting the κ-Minkowski commutative relations as defining relation of
Lie algebra of Borel group, we find that the Borel group is isomorphic to the half of de Sitter (momentum) manifold,
defined by the condition P+ > 0. In section III we saw also that the group theoretical perspective clarifies some old
and well known results on differential calculus on κ-Minkowski space.
The fact that the natural momentum space for field theory is defined by the region in de Sitter space defined by
P+ > 0 has its immediate and far reaching consequences. This condition is clearly not Lorentz invariant, as it is easily
seen from Figure 1, where the Lorentz orbits in Sectors − and 0 hit the surface P+ =0. Thus one could expect that
any theory with such momentum space will suffer Lorentz symmetry breaking. It is also clear from Figure 1 that in
the spectrum of the theory a kind of trans-Planckian particles, called Sector 0 is going to appear.
One can remedy this situation by taking the image of Sector 0 by inversion, effectively gluing it from the bottom
to Sector −, which changes the defining condition to P4 > 0, which is, obviously, Lorentz invariant. (More precisely
this construction amounts to assuming that the field lives on elliptic de Sitter space.) The construction of free scalar
field theory with such momentum space has been presented in our recent paper [26]. In that paper we found that the
field theory that results from using an appropriate star product is a theory on standard Minkowski space-time that
is manifestly Poincare´ invariant and has in its spectrum a massive mode along with the tachyonic one. Fortunately,
in free theory the tachyon has infinite energy, so it cannot appear in the asymptotic states. It is not completely clear
yet how its presence would modify the interacting theory.
If one wants to stick strictly to the guidelines mapped out by mathematics of κ-Minkowski space, one should consider
the field φˆ whose momentum space is Borel group, and thus a submanifold of de Sitter space defined by P+ > 0. In
this case, as it is clear from Figure 1 the breaking of Lorentz symmetry seems inevitable. Consider a set of Lorentz
observers moving with respect to each other with higher and higher speed. If all of them observe a particle which
appears in sector − for those of the observers who find particle energy small, for the sufficiently boosted observer the
particle is going to hit the boundary P+ = 0. What the observer with even larger boost will see? She will observe no
sector − particle, but instead a sector 0 one. If there is an objective way to know which sector is which (for example,
in sector − the particle is green and in sector 0 it is red), this would certainly mean the breaking of Lorentz invariance
(since two observers looking at the same object will not agree about its color).
Another question that we would need to address is whether all the conserved charges presented here do generalize
to the interacting case. We would expect this to be the case but more detailed investigations are clearly needed. In
particular one can wonder what happens when (using interactions) we accelerate one particle such that after some
time it hits the boundary P+ = 0.
The conceptual interpretation of this theory is therefore not completely clear. It presumably requires deeper
understanding of a role of observer and symmetries in the non-commutative setting.
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APPENDIX A: USEFUL FORMULAS
Let us take
P0 = sinh k0 +
k2
2
ek0 (A1)
Pi = ki ek0 (A2)
and define also the variable P4(k0,k)
P4 = cosh k0 − k
2
2
ek0 (A3)
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One can easily check that
− P02 +P2 + P42 =, P0 + P4 = ek0 (A4)
The co-products for Pa can be calculated form co-products for kµ
∆k0 = k0 ⊗ 1l + 1l⊗ k0, ∆ki = ki ⊗ 1l + e−k0 ⊗ ki (A5)
and read
∆(Pi) = Pi ⊗ (P0 + P4) + 1l⊗ Pi (A6)
∆(P4) = P4 ⊗ (P0 + P4)−
∑
Pk(P0 + P4)−1 ⊗ Pk − (P0 + P4)−1 ⊗ P0 (A7)
∆(P0) = P0 ⊗ (P0 + P4) +
∑
Pk(P0 + P4)−1 ⊗ Pk + (P0 + P4)−1 ⊗ P0 (A8)
Analogously one can derive antipodes for Pa from
S(k0) = −k0, S(ki) = −kiek0 (A9)
this reads
S(P0) =
1
P0 + P4
− P4 = −P0 + P
2
P0 + P4
(A10)
S(Pi) =
−Pi
P0 + P4
(A11)
S(P4) = P4 (A12)
The co-products and antipodes for Lorentz generators read
4(Mi) = Mi ⊗ 1l + 1l⊗Mi
4(Ni) = Ni ⊗ 1l + e−k0 ⊗Ni + ijkkj ⊗Mk (A13)
S(Mi) = −Mi
S(Ni) = −ek0 (Ni − ijkkjMk) . (A14)
We should stress here that if we use differential representation (momenta replaced with differentials) we have to use
transposed operator:
Sdif (Ni) = − (Ni − ijkMkkj(∂)) ek0(∂), (A15)
which of course reproduces antipode (A14) while acting on plane wave.
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