Abstract-Many studies have indicated the importance of capturing scaling properties when modeling traffic loads; however, the influence of long-range dependence (LRD) and marginal statistics still remains on unsure footing. In this paper, we study these two issues by introducing a multiscale traffic model and a novel multiscale approach to queuing analysis. The multifractal wavelet model (MWM) is a multiplicative, wavelet-based model that captures the positivity, LRD, and "spikiness" of non-Gaussian traffic. Using a binary tree, the model synthesizes an N-point data set with only 0 (N) computations.
INTRODUCTION
Traffic models play a significant r61e in the analysis and characterization of network traffic and network performance. Accurate models capture important characteristics of traffic and enhance our understanding of these complicated signals and systems by allowing us to study the effect of various model parameters on network performance through both analysis and simulation.
One key property of modern network traffic is the presence of long-range dependence (LRD) which was demonstrated convincingly in the landmark paper of Leland et. al behavior or self-similarity, i.e., to the fact that the data "looked statistically similar" (highly variable) on all time-scales. These features are inadequately described by classical traffic models such as Markov or Poisson models. In particular, the LRD of data traffic can lead to higher packet losses than that predicted by classical queuing analysis [ 1, 2] . These findings were immediately followed by the devel- has an autocorrelation of the form with A a constant. Gaussianity and the strong scaling of fBm enable rigorous analytical studies of queuing behavior [&lo] , thus increasing the popularity of the fBm/fGn models. Though fGn is an appropriate traffic model in some cases [ 1 1, 121 , it can only model real-world traces with the rigid, restrictive correlation structure (1) . Indeed, convincing evidence has been produced establishing the importance of short-term correlations for buffering [13] [14] [15] , and so-called relevant time scales have been discovered [14, 16, 17] .
Generalizations of fBm/fGn with a more flexible correlation structure than (1) can be synthesized almost effortlessly using the powerful decorrelating capability of the wavelet trunsforni [18] [19] [20] [21] . There, independent Gaussian wavelet coefficients with variance decaying appropriately with scale form the building blocks for modeling both the long and short-term correlations of a target data set. Efficient O ( N ) algorithms based on the tree structure of wavelet coefficients are available to synthesize Npoint data sets [22, 23] . We will term all such models waveletdomain independent Gaussian (WIG) models.
As a consequence of their Gaussian nature, the fBm/fGn/WIG models can produce unrealistic synthetic traffic traces in certain situations. In many networking applications, for instance, we are nowhere near the Gaussian limit, in particular on small time scales. Indeed, various authors have observed heavy-tailed marginals in traffic [24, p. 3641, [25] . More practically spealung, when the standard deviation of the data approaches or exceeds the mean, considerable portions of the fI3mlfGnMG synthesis are negative (see Figure 1 (a) and (b) where K, is the total traffic that entered the queue in the past T instants. In other words, the queue size (2) is a supremum function of the traffic arrivals aggregated at multiple time-scales. For the WIG and MWM models, aggregates at dyadic time scales (i.e., K , for T = 2"', m E IN) have simple expressions, and are related to each other by independent innovations. We exploit this fact to derive an approximation to the tail queue probability. The resulting multiscale queuing formula, which we call MSQ(b),
is valid for any given queue length b, closely approximates the tail queue probability as experirequires statistics of traffic at only a few dyadic time-scales, is easy-to-use, and clearly demonstrates the importance of matching muItiscale marginals (especially the tail of the marginal) in addition to the variance at different time-scales (i.e., the correlation structure), for accurate predictions of queuing behavior. As a consequence, the MWM becomes viable for applications requiring models with accurate queuing formulas such as call admission control.
After introducing wavelets and explaining the WIG model in Section 11, we describe the MWM and demonstrate its superiority over the WIG in capturing the marginals of traffic in Section ments verify, III. After experimentally proving the importance of the nonGaussian nature of traffic on queuing, we introduce the novel multiscale queuing analysis, which we apply to the WIG and MWM in Section N. We provide empirical evidence for the accuracy of our theoretical queuing formulas in Section IV, use our queuing formulas to explain why marginals and LRD affect queuing in Section V and conclude in Section VI, 
CLASSICAL WAVELET MODELS FOR LRD PROCESSES

A. Long-range dependence
B. Wavelet transform
The discrete wavelet transform provides a multiscale signal representation of a one-dimensional random signal C ( t ) in terms of shifted and dilated versions of a prototype bandpass wavelet function $(t) and shifted versions of a lowpass scaling function 
In this paper, we restrict our attention to the simplest wavelet system, that of Haar. The Haar scaling and wavelet functions are given by (see Figure 2( The inverse Haar wavelet transform is computed via
and is equivalent to moving down the scaling coefficient tree to finer representations of the signal (Figure 2(b) ). It is easily seen that the forward and inverse Haar wavelet transforms of an Npoint signal can be computed in O ( N ) operations, using (8) and (9) respectively.
We introduce a new process C(n)[k], a discrete-time approximation to C(t) defined by
For notational simplicity, we will assume that C(t) lives on [0, 1 1 and that C(") [k] is a length-2n discrete-time signal. Thus, there is only one scaling coefficient U0,o in (5), that is, a single tree of scaling coefficients. (A more general case with multiple scaling coefficients at the coarsest scale is treated in [27] .) We will focus on modeling the finest-scale scaling coefficients:
C. Wavelet-domain independent Gaussian (WIG) model
Wavelets serve as an approximate Karhuoen-LoBve or decorrelating transform for fSm [18], fGn, and more general LRD signals [23] . Hence, the difficult task of modeling these highly correlated signals in the time domain reduces to a simple one of modeling them approximately by an uncorrelated process in the wavelet domain.
The WIG model synthesizes a Gaussian process capturing both the long and short-term correlations, by generating the parent node UO,O of the scaling coefficient tree as a Gaussian random variable and by generating the wavelet coefficients as independent (uncorrelated), zero-mean Gaussian random variables iden- The WIG model is Gaussian by construction, but network uaffic signals (such as loads and interarrival times) can be highly "spiky" and non-Gaussian (recall from Figure 1 ). We seek a more accurate marginal characterization for these spiky, nonnegative LRD processes, yet wish to retain the deconelating properties of wavelets and the simplicity of the WIG model.
MULTIFRACTAL WAVELET MODEL A. Haar wavelet transform and positive signals
In order to model non-negative signals using the Haar wavelet transform, we must constrain the scaling and wavelet coefficient values to ensure that C ( t ) in (5) is non-negative. While cumbersome for a general wavelet system,' these conditions are simple for the Haar system.
Since the Haar scaling coefficients U j , k represent the local mean values of the signal at different scales and shifts, they are non-negative if and only if the signal itself is non-negative, that is, C(t) 2 0 H U3,k 2 0, V j , k. Combining (9) with the constraint U J , k 2 0, we obtain the condition
B. MWMmodel
The positivity constraint (13) inspires a very simple multiscale, multiplicative signal model for positive processes. In the multijractal wavelet model (MWM) [27] we compute the wavelet coefficients recursively by
where the A3,k's are independent random variables supported on the interval [ --1 , 1 ] .
The M W M synthesizes a data trace in a manner similar to the WIG. After generating the coarsest scale scaling coefficient Uo,o and the multipliers A j , k , the MWM generates scaling Coefficients at finer scales of the scaling coefficient tree recursively using (9) and (14) , that is (see Figure 3 until the finest scale has been reached.
The MWM is a niultiplicative model, because we can express the signal C z [ k ] directly as a product (or cascade) of independent random multipliers 1 f Aj,k. Using the notation introduced in Section II-C, we have which should be compared with (12). As a particular consequence of the multiplicative structure of (16), the process C(n)[k] will be positive, LRD (see Section III-C below), and have a "spiky" appearance. This matter is better explained in the framework of multifractals, which are beyond the scope of this paper (see [27, 28] ). It is easily shown that the total cost for computing N MWM signal samples is O (N) . In fact, synthesis of a trace of length 218 data points takes just seconds of workstation CPU time. See 1351 for a similar model to the MWM used as an intensity prior for wavelet-based image estimation.
We choose the multipliers A j , k to be symmetric about 0 and identically distributed within scale; it is easily shown that these two conditions are necessary for the C k i process to be first- 
(18) Thus, the parameters p i control the wavelet-domain energy of the signal on all scales, hence also the variance on all time scales and in particular the LRD parameter H . Given training data, we set the p3's using estimates of the variance of the trace's Haar wavelet coefficients at different scales using (18). With one parameter per wavelet scale, the M W M has approximately loga N parameters for a trace of length N . These could be reduced to, say, match only the variance decay, i.e., only the L m parameter H . See Table I for a comparison of the WIG and MWM properties.
To complete the modeling, we must choose the parameterspo, Figure I (c) demonstrates that the MWM produces positive "spiky" data akin to the real traffic, contrary to the WIG modeL5 Also, the marginals of the MWM traces match that of the LBL-TCP-3 trace much better than the WIG (see Figure 4) . This seems surprising since we use all the MWM's parameters to match only the correlation structure just like the WIG. The superiority of the MWM indicates that both its multiplicative structure and the choice of /?-distributions for the multipliers, are natural for modeling these data sets. However, the MWM can exactly match higher-order moments of training data by using multipliers with more parameters than the /?-distribution. By design, both the WIG and MWM models match the second-order correlation structure (see Figure 4(d) ).
Iv. MULTISCALE QUEUING ANALYSIS
Queuing analysis is fundamental to network engineering. Buffer dimensioning in routers and call admission control are but two of the many crucial areas in networking research that rely on an accurate characterization of the queuing behavior of data traffic.
The discovery of LRD in traffic has created a challenging new area of research in queuing theory. Analytical studies have proven that an infinite-length buffer with constant service rate fed with traffic loads from fGn-based models has a tail queue distribution that decays asymptotically like a Weibullian law spite of this result, there is still an ongoing discussion on the effect of LRD on queuing, with researchers arguing both for and against its importance [ 14-17,38,39] .
The impact of multiscale marginals on queuing has been demonstrated experimentally in [28] . To better understand how marginals affect queuing, we develop a novel queuing analysis which is particularly adapted to multiscale representations of signals and processes. More precisely, exploiting the inherent binary tree structure of the Haar scaling coefficients of both the WIG and the MWM traffic models, we derive approximate formulas for their tail queue probability. Our queuing formulas:
1. are applicable to tree-basedmultiresolution models such as the additive WIG and multiplicative MWM, 2. are valid for any queue size, unlike (20) which is an asymptotic result, 3. capture more complicated correlation structures than the mere asymptotic LRD exponent H , and 4. incorporate the entire distribution of the data at multiple time resolutions and not only the second-order statistics.
A. Analytic queuing for tree-based multiscale models
In this section, we develop a new multiscale approach to queuing analysis. We derive an approximate formula for the tail queue probability of tree-based multiscale models such as the
WIG and M W M 6
Consider a discrete time random process L,, i E Z, the traf- 
(23)
Denoting by -t the last instant that the queue was empty before time instant 0 (we set -t = 0 if QO = 0), we obtain
PEIN
Thus if the queue was empty at some time in the past, then
In the remainder we will study exclusively Qt at t = 0, and write Q := Qo for ease of notation.
Note that (25) provides a direct link between queue size Q and the aggregate of the traffic arrival process Kr at multiple time scales T . This and the fact that tree based models provide explicit and simple formulas of K, for dyadic time scales (i.e., T = 2m), are key to our analytical queuing formula. To this end, we make the following three assumptions which we will justify later:
Al. Dyadic time scales are representative of all time scales. A2. Large arrivals at dyadic time scales are 'nearly' independent.
A3.
The tail queue probability of tree based models at the last instant 2" -1 are representative of the empirical tail queue probability of the fitted data.
r E N
In short, we claim that the following approximation is valid:
In the sequel, we refer to K, as representing the data at time- This leads US to the following queuing approximation which we call the multiscale queue (MSQ):
Note that multiscale margiilafs enter into (26) and not just the correlation structure (or variance-time plot) of the process. --
e U (uyles) 3 (4 ( 4 Fig. 5 . Queuing performance of real data traces and synthetic WIG and MWM traces: In (a), we observe that the MWM synthesis matches the queuing behavior of the LBL-TCP-3 data cJoseJy. while in (b) the WIG synthesis does not. In (c) and (d), we observe a similar behavior with the BC-pAug89 data. We also observe that the multiscale queue (MSQ) js a close approximation to the empirical queuing behavior for both synthetic traffic loads (both WIG aad M W j and hat it is a closer than the critical dyadic time scale queue (CDTSQ). In all experiments in this paper, confidence intervals plotted correspond to a confidence level of 95%.
Before going into a more detailed argument supporting this approximation we invite the reader to inspect Figures ( 5 ) and (6) CTS is defined as for convincing numerical simulations which indicate that rEIN 
B. Restriction to dyadic scales ( A I )
To justify Al, we study the quantity Q D , which is obtained by restricting the supremum in (25) to time scales which appear naturally in a multiscale representation, i.e., the dyadic tinre scales:
The first approximation of our analysis reads then as Figure 6 ).
2. The CDTS takes only time scales up to 2n into account. However, this is valid if for a given queue size b and a given queue size distribution the bound n is chosen large enough.
We will comment further on the dependence of the MSQ on n in a forthcoming paper [41].
Finally, note that the CDTSQ is a computationally efficient substitute for the CTSQ since it requires statistics at only a few dyadic time-scales.
C. Approximate independence of large arrivals on dyadic time scales (A2)
In our queuing analysis, we set Ei := {K2"-. < b t ~2~~~) . Given the Lemma and using (28) we have
We conclude that the MSQ is a conservative approximation of the dyadic queue tail probability. Moreover,
D. Statioirarity assumption (A3)
Performing an exact queuing analysis of tree-based models such as the WIG and M W M at an arbitrary time instant is very complicated and will produce distributions of the queue size which are non-stationary and vary with time. For an illustration, note that in Figure 2 (b) the neighboring nodes U,+2,4k and Uj+2,4k+l share a parent node Ujtl,2k at scale j + 1 while the nodes Uj+2,4~+1 and Uj+2,4k+2 do not.
The queuing analysis at the last instant 2" -1 of a tree-based model, on the other hand, is simple. Indeed, the Haar scaling coefficients on the branch linking U0.0 and Un,2"-1 (the right edge of the tree of Figure 2 
I.: Multiscale queuing analysis (MSQ) of the MWM
Denoting Aj,2, --1 by Aj, (38) reduces to
The event E, is thus
By setting
and we see that the Lemma applies to the MWM.
the WIG. Recall from Section 111-B that
For the MWM, obtaining P[E;] is not as straightforward as for 
K2n-i M P o , M ( d i , e a ) .
The parameters di and e; are given by
where S = 2-' and 
v. MULTISCALE MARGINALS, LRD AND QUEUING
The impact of the non-Gaussian nature of the real data on queuing is considerable, as we demonstrate in Figure 5 . There, we observe that all traces exhibit Weibullian tail queue probabilities when input to an infinite-length single-server queue (link capacity 800 bytedunit time), which is typical for LRD traffic (compare (20)). However, apart from this asymptotic match, the MWM is much closer to the queuing behavior of the real data traces.
The MSQ uses not just the variance (or LRD) of the data, but its entire distribution at multiple time scales. It is thus a tool fit to assess the influence of marginals and LRD on queuing and hence the difference in queuing behavior of the Gaussian WIG and the approximately log-normal M W M models.
In particular, observe from (26) that the MSQ increases as the distribution of data at different scales becomes more heavytailed. Thus, a Gaussian LRD process will have a higher MSQ than a Gaussian SRD process. However, Gaussian LRD models cannot capture the tail distribution of non-Gaussian processes and hence can lead to optimistic predictions of queuing behavior. In this sense, the MSQ reveals the limitations of Gaussian modeling.
VI. CONCLUSIONS
The importance of capturing scaling properties when modeling traffic loads has now been well recognized [ 1.271 . In our work, we rely on multiscale models such as the Gaussian WIG and non-Gaussian MWM models. Both models are built on binary trees, which allow fast O ( N ) algorithms for synthesis of an N-point data set. By matching the variance of a given traffic trace on all dyadic scales, both models capture the correlation structure with only about log N parameters.
The main contribution of this paper is our multiscale queuing (MSQ) approach, which provides a closed form queuing formula for tree-based models. Unlike earlier work on queuing of LRD traffic [8,9], our formula takes into account the entire cumulative distribution of the traffic at different time scales and not just their variances.
The implications are manifold. First, the MSQ is applicable to multiscale models such as the WIG and the MWM. As a consequence, the versatile MWM model is now viable for numerous networking applications, including call admission control.
0-7803-5880-5/00/$10.00 (c) 2000 IEEE Second and most importantly, the MSQ is to our knowledge the first tool for assessing the impact of multiscale marginals on queuing. Earlier queuing experiments with synthetic traffic produced using the WIG and the MWM have already suggested that marginals have an influence on the queue length distributions of LRD traffic [XI. Confirming these findings with the marginalsensitive MSQ, we are now able to conclude that indeed modeling heavy-tailed spiky data with Gaussian models can lead to over-optimistic predictions of tail queue probability.
Thirdly, since the MSQ captures the queuing behavior of training data while using statistics from just the dyadic time-scales, we conclude that dyadic time-scales though few in number, efficiently capture the queuing behavior of traffic.
Our future research will aim at making the MWM practicable for prediction. The parameters of the MWM could also be used to capture the effect of different protocols on shaping data flow. In short, the use of the MWM in real-time network protocols and control algorithms seems very promising.
