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Let fbe Lipschitz with constant L in a normed space. For k > 0 and given x0, let 
xk+, =xk +f(xk). Suppose x, #x0, but x,=x0 for some n>2. We show that 
L > n/1, where 1, is the largest eigenvalue of a computable (n - 1) x (n - 1) integer 
matrix. An example is given with L = n/A,, so the bound is strict. We also find an 
explicit formula for 1, when n is a prime and compare our results to the best 
bounds for inner product spaces. 0 1989 Academic PESS, IX. 
1. THE QUESTION AND RELATED RESULTS 
This paper answers the question: Supposef is Lipschitz with constant L 
in a normed space and xk is an n-periodic solution of xk + r = xk + f(xk). 
What is the minimum value for L? 
Busenberg and Martelli [3] also addressed this question. They showed 
that 
L> 4h 
1 
n is even 
4n/[n2 - l] n is odd. 
(1) 
However, these bounds are only strict for n = 2 and n = 3. 
Several related results have been found. Busenberg and Martelli [3] 
showed for inner products spaces that L > 2 sin(+). This is strict because 
in 2-dimensional Euclidian space, the difference equation xk + 1 = xk + f(xk) 
with 
f(x) = [ co;;f;;;ny l 
- sin(2+2) 
cos(27c/n) - 1 x 1 
has Lipschitz constant 2 sin(+) and all non-zero solutions have period n. 
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The difference equation x k+ i = xk + hg(x,) is an Euler’s method 
approximation to the differential equation x’(t) = g(x(t)) with step size h. 
So another related question is: Let g be Lipschitz with constant K and let 
x(t) be a solution to x’(t) = g(x(t)) with period P. What is the minimum 
value for KP? 
For any normed space, this question was first addressed by Lasota and 
Yorke [S] who showed that KP B 4. Busenberg and Martelli [3] showed 
that KP > 4 4. Busenberg, Fisher, and Martelli [ 11 showed that KP 3 6. 
Busenberg, Fisher, and Martelli [2] give an example with KP= 6, so 
KP= 6 is strict. 
For R" with the Euclidean norm, Yorke [6] showed that KPB 27~. 
Lasota and Yorke [S] extended this result to all inner product spaces. A 
short proof of this is given in Busenberg, Fisher, and Martelli [I]. This is 
strict because u’(t) = u(t) and u’(t) = -u(t) has period 27~ and Lipschitz 
constant 1. 
In Section 2, we give the discrete dynamical system lower bound for L in 
a normed space and prove the result in Section 3. In Section 4, we obtain 
an explicit formula for the bound when n is prime. In Section 5, we give an 
example that shows that the bound is strict. 
2. THE ANSWER 
Let Ly _I be the largest integer less than or equal to JJ. Let r 4 i Lr/iJ 
and Y D i = r - i(r 4 i). (For non-negative integers, “ 4 ” and “ D ” 
are the same as the “div” and “mod” operators in the programming 
language Pascal.) Let M be the (n - 1) x (n - 1) matrix with 
m,,j = min(i, n - i, ijr> n, n - (ijp n)). Let II,, be the largest eigenvalue of 
M. Then L > n/A,. For 2 d n < 7, these matrices are 
The characteristic equation of M is 
p*(z) = z - 1, p3(z) = z* - 2z, p‘$(z) = z3 - 2z2 - 42, p,(z) = z4 - 423 - 4z2, 
p6(z) = z5 - 9z4 + 12z3 + 24z*, p,(z) = z6 - 10~’ + 8z4 + 16~~. 
Solving for 1, gives the following strict lower bounds on the Lipschitz 
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FIG. 1. Optimal lower bounds for L times n for 2~n<30. The solid circles are for 
normed spaces. The hollow circles are for inner product spaces. As n increases, these bounds 
go to 6 and 2n, respectively. The slight “wiggles” in the normed space bounds (especially near 
n = 6) are real. The bounds tend to be lower for prime numbers than for composite numbers. 
constant, L, of a difference equation in a normed with a periodic solution 
of period n: 
i 
2 if n=2 
3 5 if n=3 
LB 3-1 if n=4 
rtJz- 1) if n=5 
zz .901589 if n=6 
tc$-2) if n=7. 
Figure 1 shows the behavior of these bounds as n increases and compares it 
to the optimal inner product space bounds of Busenberg and Martelli. 
When n is prime, Corollary 9 gives an explicit formula for the lower bound. 
Also, Busenberg, Fisher, and Martelli [2] give a table of these lower 
bounds for 2 <n < 25. 
3. THE LOWER BOUND 
This section formally states and proves the lower bound. The proof of 
Theorem 2 mimics the proof of the analogous differential equation result in 
Busenberg, Fisher, and Martelli [2]. 
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LEMMA 1. Given positive integers i, j, and n, there are m,,, integer 
solutions to (z u i) + (z 4 (n - i)) + 1 = j. Hence, for any sequence { ui}~= 11, 
we have 
(n ~ i)i 1 n-l 
c u rdi+ra(n-r)+ I = c mr.,u,. r=O ;= 1 
Proof. Let s = ija n and h(z) = (z CI i) + (z u (n - i)) + 1. Let 
z,=max(i(j-s), (n-i)(s- 1)) and z,-min(i(j-s+ l), (n-i)s)- 1. It 
can be shown that h(z, - 1) <j< h(z,) and h(z,) <j< h(z, + 1). Since h(z) 
is monotonically increasing, only those z’s with z, G z < z2 satisfy h(z) = j. 
So the number of integer solutions to h(z) =,j is 
z,-z,+l=min(i,n-i,ijr>n,n-(zjr>n)). 1 
THEOREM 2. Let E be a normed space. Let f be Lipschitz in E with 
constant L and let x0 E E with f(xo) # 0. For all k > 0, let xk + , = xk + f(xk). 
If x, = x0, then L > n/A,, where 2, is the largest eigenvalue of the (n - 1) x 
(n - 1) matrix, M, with entries m, , = min( i, n - i, ij D n, n - (ij D n)). 
Proof Let v be the left eigenvector of M associated with 1,. Since M is 
a non-negative matrix, the elements of v are non-negative: 
n-In 1 
a= 1 C villxi+,-x,ll 
r=l j=l 
n--l n-1 
= 1 1 3 Il(xi+j-xj)(n-i)-(x,-xi+,m.)ili 
;=, ,=, 
G C C 1 L IIf(xj+,,(,*-i))-f(xj 1 reilll 
r=l r=O /=l n 
170 
By Lemma 1, 
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The bound (1) in Busenberg and Martelli [3] follows from Theorem 2 
by the following argument: Note that M is dominated by the 
(n - 1) x (n - 1) matrix P with elements pi, j = min(i, n - i). (P dominates A4 
because pi, j 2 m, j for all i and j). So the largest eigenvalue of P is greater 
than or equal to the largest eigenvalue of M. P has only one non-zero 
eigenvalue which is C;:: min(i, n - i) = (n’ -n D 2)/4. 
4. AN EXPLICIT FORMULA FOR I,, WHEN n IS PRIME 
In this section, we show that for all n 
n/A, B 
12n 
n2-1+JXCZZ’ 
(3) 
This inequality is an equality if and only if n is a prime. 
LEMMA 3. Let ri,j=(ij~n)(n-ij~n). Then for l<i<n-1 and 
l<j<n-1: 
mi,j= 
2i(n-i)-r,j+1+2ri,j-ri,j-1 
2n 
Pruo$ Let t = ijr> n. Then i(j+ 1) bn=t+i-kn and i(j-1)-n= 
t-i+ln where either k=O or k= 1 and either I=0 or I= 1. Then 
p,2i(n-i)-r,j+l +2ri,j-ri,j-1 
2n 
2i(n-i)-(t+i-kn)(n-t-i+kn)+2t(n-t)-(t-i+In)(n-t+i-In) 
= 
2n 
=i+n(k2+Z2)+k(n-2t-2i)+I(-n+2t-2i) 
2 
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Since f+i-kkn<n, k=O only if t+i<n. Similarly, since t-i+Zn>O, 
I= 0 only if t - i 2 n. There are four possible combinations for k and 1. 
Separating out the cases gives 
1 
i if k=Oandl=O 
/ 
i if t+i<n and t-i20 
n-t 
F= 
if k=l and I=0 n-t if t+i3n and t-i>0 
t if k=Oandl=l= t if t+i<n and t-i<0 
n-i if k=l and/-l n-i if t+i>n and t-i<0 
1; if idmin(n- t, t) 
= 1 n--t if n - t < min(i, n - i) t if t < min( i, n - i) = min(i, n - i, t, n - t) = m,, j. 1 
[n-i if n-idmin(n-t, t). 
LEMMA 4. Let 1 = (I, 1, . . . . 1)’ and s=(l(n--1),2(n-2),3(n-3),.... 
(n- l)l)? Then Ml=s. 
Proof: Since ri,O = rr,n = 0 and ri,, = ri,*-, = i(n - i), the ith element of 
Ml is 
n-1 + ’ 2i(n - i) - rr,,+, + 2ri,i- rI,, 1 
(MU= 1 mj.i= C 
,=I J=I 2n 
= 2(n- l)i(n- i) -T~,~ + ri,npl + ri,, - ri,O 
2n 
2(n- l)i(n-i)+(n-i)i+(n-i)i 
= 
2n 
=(n-i)i=sj. 1 
LEMMA 5. Zf gcd(i, n) = 1, then z;:d r,., = n(n2 - 1)/6. 
Proof. Since gcd(i, n) = 1, for all s with 0 6s <n - 1, there is a j with 
ijc-n=s. So 
n-1 n-1 n-1 
1 r,,;= C (ijr>n)(n- ij-n)= 1 s(n-s)=n(n2-1)/6. i 
,=O j=O 5=0 
LEMMA 6. For all i with 1 < i < n - 1, x,“=d ri, j = n(n’ - gcd’(i, n))/6. 
Proof: Let g = gcd(i, n). Then m = n/g and h = i/g are integers with 
gcd(h, m) = 1. So 
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n-1 mg-1 
C ri,j= 1 (hti p mg)k - ki - ms) 
j=O j=O 
mg- 1 
=g2 c (hjr>m)(m-hjr>m). 
j=O 
Letj=ms+t with O<t<g. Then 
n-1 g-l m-l 
1 ri,j=g2 1 C (h(ms+t)r>m)(m-h(ms+t)r>m) 
j=O s=o r=o 
g-l m-1 
=g* 1 1 (htc>m)(m-htc-m) 
s=o t=o 
g-1 
= g2 1 m(m’ - 1)/S = g3m(m2 - 1)/6 
s=O 
= n(n2 - g2)/6 = n(n* - gcd*(i, n))/6. 1 
LEMMA 7. Let 1 and s be as in Lemma 4. Then MS d (n’- l)(s + 1)/6 
with equality if and only if n is prime, where “ < ” means that each com- 
ponent of the vector on the left side is less than or equal to the corresponding 
component on the right side. 
Proof The ith element of MS is 
n-1 
(MS)i= 1 mi,j(n-Aj 
j= I 
=~~‘2i(n-i)-ri,,~~+2ri.il;,j-1~~~-~~ 
j=l 
2i(n-i)x,“:,‘j(n-j)-x,“:: riTj+,j(n- j) 
+ 2 CJZ: ri,, j(n - j) - Cy:i ri, j- , j(n - j) 1 = 
2n 
i(n - i)n(n2 - 1)/3 
+x,“Ziri,j[-(j-l)(n-j+1)+2j(n-j)-(j+l)(n-j-l)] 1 Z-Z 
2n 
= 
i(n - i)(n’ - 1) + cj”=i ri, j 
6 n 
i(n - i)(n* - 1) + n2 - gcd2(i, n) zzz 
6 
<i(n-i)(n*-l)+n2-1 
. 
6 
i 
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THEOREM 8. The largest eigenvalue A,, of the matrix M satisfies the 
inequality: 
n,<p,- 
n2-l+JW 
12 
with equality if and only if n is a prime number. 
Proof. Since M is a non-negative matrix, if a non-negative vector v is 
found with Mu 6 p,,v, then the largest eigenvalue of M, A,, is at most p,. 
Further, if a non-negative vector v is found with Mu = flnu, then the largest 
eigenvalue of A4 is A,, = j3, (see Franklin [4]). 
For any c( > 0, s + ctl is a non-negative vector. From Lemmas 4 and 7 
M(s+al)<(n2-1+6a)s+(n2-1)1 
\ 
6 
with equality if and only if n is prime. 
The smallest fin we can choose is the one satisfying both of the equations 
n2-1+6cr 
= 
6 BH 
and +ja. 
Solving the first equation for a, plugging it into the second, and simplifying 
gives 
0=6flz-(n*-1)/I,-(n2- 
Solving for p, gives the theorem (see Fig. 2). 1 
COROLLARY 9. Let E be a normed space. Let _ 
1 1. 
f be Lipschitz in E with 
constant L and let x0 E E with f (x0) # 0. For all k B 0, let xk + , = xk + f(xk). 
If x, = x0, then L 2 12n/(n2 - 1 + n4 + 22n2 - 23) with equality possible if 
and only if n is prime. 
Proof: This follows immediately from Theorems 2 and 8. 1 
5. AN EXAMPLE OF AN n-PERIODIC DIFFERENCE EQUATION 
‘WITH LIPSCHITZ CONSTANT n/An 
We now give an example of a difference equation in a normed space 
which makes the inequality in Theorem 2 an equality. This shows that the 
bound on L given in Theorem 2 is the best possible. 
409/138.1-I? 
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20 a0 40 50 70 
FIG. 2. A Histogram of n vs. /?, - 1, for 2 <n < 70. Since Theorem 8 showed that 1, Q 8. 
for all n, this graph is non-negative. Further since j?. = 1, when n is prime, the graph is zero at 
the prime numbers. The graph also indicates that the difference tends to go to zero as n 
increases. 
EXAMPLE. Let v z (u, , v2, . . . . u, _ 1 ) be the left eigenvector corresponding 
to the largest eigenvalue 1, of M. Let diag(u) be the diagonal matrix with 
the elements of u on the diagonal. Let S be the n x n matrix 
SE 
0 0 ... 0 0 1’ 
1 0 ... 0 0 0 
0 1 ... 0 0 0 
. . . . . . . . . . . . 
0 0 .:. ; Ij b 
0 0 ... 0 1 0, 
Let Y be the (n - 1) x n matrix whose ijth element 
{ 
. . 
yi,j= yy 
l<j<n-i 
(n - i)(n - 3, n-i< j<n. 
Then X, is the (n- 1) xn matrix with X,=diag(o) YS4. Let 
f: {Xi}im,_,~Rn-l~Rn-tRfl-l~Rn withf(X,)=X,+,--X,. 
Clearly, the difference equation W,, 1 = W, + f( W,) with W, = X0 has 
the solution W, = X, for all q>O, which is periodic with period n. 
Theorem 14 below shows that f has Lipschitz constant n/A, under the norm 
IIA )I E Cy! r c;=, la, jJ. So this example shows that Theorem 2 is strict. 
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To prove Theorem 14, we need a sequence of technical lemmas. 
LEMMA 10. Let 0~ k,<p and E = k,- LkOJ. Then C$=o lk- k,l = 
[(p-k,)*+p+2@--)]/2. 
Proof: Let E = k, - Lk, J. Then 
k-fo ,k-k,, =LF (k,-k)+ f: (k-k,) 
k=O k = LkoJ + I 
LkJ LkoJ 
=k;oE+k~o(LkoJ-k)- i E+ i W-LkoJ) 
x=jk,,_l+ 1 x=Lk,,j+ 1 
= P2 - 2pLkoJ + 2Lko J’ + p -t +k,AE - 2p~ + 2E 
2 
=p*-2pko+2k;+p+241-6) 
2 
LEMMA 11. Let qi,i be the ith row of YS’. Then Ilqi,j- qioll = 
(2i(n-i)j(n-j)+r,,j)/n. 
Proof. This is only proved when j< i and j< n - i. The proofs for the 
other possibilities are similar. 
The kth element of qi,j is 
i(j + k) if k<n-i-j 
(qr.j)k= (n-iNn-j-k) 
1 
if n-i-j<k<n-j 
i(j+ k-n) if n - j< k. 
So the kth element of qi,,-q4i,o is 
if k<n-i-j 
-ij+n(i+j+k-n) if n-i-j<k<n-i 
if n-i<k<n-j 
if n-j<k. 
The norm is just the sum of the absolute values of the elements: 
IIqi,j-qi,oll=(n-i-j-l)ij+ ‘f (ij-kn( 
k=O 
+(i-j-l)(n-i)j+ k Iij-knl 
k=O 
=j[2ni-2i2-nj-n]+2n 
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Using Lemma 10 with k, = ij/n and thus E = (ijr> n)/n then gives the 
desired result. 1 
LEMMA 12. Let zi,j be the ith row of Y(S- I) S’. Then IIZ,,j- z~,~II = 
2n min(i, n - i, j, n-j). 
Proof: This is only proved when j < i and j < n - i. The proofs for the 
other possibilities are similar. 
Let 1, and 0, be the p-vectors 1, = (1, 1, 1, . . . . 1) and 0, = (0, 0, 0, . . . . 0). 
We have z~,~=(-& -i ,..., -i,n-i,n-i ,..., n-i)=(-ilnpi;(n-i)li) 
and ~~,~=((n--ii)l~; -Api;(n-i)lipj), SO IJ~~,~-z~,~ll=Ilnl~;O,_~~~; 
-nlj; Oi- jl( = 2jn = c~,~. 1 
LEMMA 13. Let C and G be (n - 1) x (n - 1) matrices with elements 
~,~=2nmin(i,n-i,j,n-j) and gi,j=(2i(n-i)j(n-j)+ri,,)/n. Then 
MC = nG. 
ProoJ Let T be the (n - 1) x (n - 1) tridiagonal matrix: 
T= 
2 -1 0 . . . 0 0 0 
-1 2 -1 . . . 0 0 0 
0 -1 2 . . . 0 0 0 
b 6 (j Y:. ; -i b 
0 0 0 . . . -1 2 -1 
0 0 0 . . . 0 -1 2 
Since it can be easily shown that T is invertible, all we need show is that 
MCT = nGT. 
Multiplying C and T gives an “ x -shaped” matrix which is the sum of a 
matrix with 2n’s on its main diagonal and a matrix with 2n’s on its “other” 
main diagonal: 
CT= 
2n 0 ... 0 0 0 
0 2n ... 0 0 0 
. . . . 
. . . . + 
0 0 ... in 0 . 
I[ 
0 i ; 
0 0 ... 0 2n 2n 0 1.. 0 2n 
0 ... 2n 0 
. . . . 1 . . . !n ... 0 0 0 . . . 0 0 
Since A4 is symmetric about its middle row(s), MCT= 4nM. 
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Define go,, = g, j - 0. Note that this is consistent with the formula for 
gi,j. Then the ijth element of nGT is 
n(GT)i,j=n(-gi+ l,j+&i,j- gj I,,) 
=4i(n-i)-2r,,i+, +4r, j-2r ,,,-, 
= 4nmi.j = (MCT),,,. 1 
THEOREM 14. For all j and k, Ilf(X,) -f(X,)ll = (n/&)1/X,- Xkl(. 
Proof. Because the rows of Xk are a cyclical permutation of the rows of 
X0 and the norm is independent of the ordering of the row, we can, without 
loss of generality, assume that k = 0. 
Since .f( X,) = X, + , - X, and X, = diag(o) YS’, we have 
IIf(f(xo)ll = lldiag(~)(Y(S-4 S’- Y(S-O)II 
Since the elements of u are non-negative, for any (n - 1) x n matrix A, we 
have )Idiag(u) A 1) = Err,’ u,llaJ w  h ere ai is the ith row of A. Also from 
Lemma 13, we have vG = vMC/n = IZ,vC/n. Then by Lemmas 11 and 12 
n-1 
=; W%,=; ;f’ ujllqj,,-qi,oll 
n n r=l 
=F (Idiag(o)( YP- Y)ll =$ IIXj- X,/l. l 
n “” 
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