Parameter design or robust parameter design (RPD) is a statistical methodology used mostly in engineering fields as a cost-effective approach for improving the quality of products and processes. The primary goal of parameter design is to choose the levels of the control variables, which optimizes a defined quality characteristic. Modeling both the mean and variance is commonly referred to as dual modeling. In parametric dual modeling, estimations of the mean and variance parameters are interrelated. When one or both of the models (the mean or variance model) are mis-specified, parametric dual modeling can lead to faulty inferences. An alternative to parametric dual modeling is nonparametric dual modeling. However, nonparametric techniques often result in estimates characterized by high variability, which leads us to ignore important knowledge. We develop a dual modeling approach called dual model robust regression (DMRR), which is robust against user misspecification of the mean and/or variance models. Numerical and asymptotic results illustrate the advantages of DMRR over several other dual model procedures. The proposed method will be illustrated with simulations.
Introduction
During the past three decades, there have been tremendous efforts on proposing new methods to design parameters. Taguchi proposed a cost-efficient method to quality improvement known as robust parameter design (RPD) (Aitkin, 1987; Einsporn & Birch, 1993; Mays et al., 2000) . According to Taguchi method, there are two types of factors namely control factors and noise factors. Control factors are variables whose levels do not change in the process once they are set. However, the levels of the noise factors vary randomly within the process and may cause un-wanted changes in the response, y. The goal of robust parameter design is to find levels of the control factors, which cause the response to be robust against changes in the levels of the noise components.
There are several disadvantages on using Taguchi method, which leads other researchers to propose other sophisticated methods. In response surface modeling (RSM), we first determine some influencing factors and design some experiments to collect the behavior of response variable and using simple linear or quadratic function, a surface model is estimated using different statistical methods such as ordinary least square, etc. There are different regression techniques of parametric, non-parametric and semi-parametric (Rahman et al., 1997; Ruppert et al., 2003) . In most models specially for estimating variance, non-parametric models provides better estimation of curvature but they may not result promising results for the information with unusual skewness. Parametric models, on the other hand, may result unbiased results. The proposed model of this paper presents a hybrid of two models to incorporate the advantages of both methods by introducing a new convex parameter.
The proposed model of this paper first presents the parametric and non-parametric models in section 2 and the semi-parametric model is introduced in section 3. Section 4 compares the performance of the proposed model with parametric and non-parametric models. Finally, concluding remarks are given in the last to summarize the contribution of the paper.
Parametric and non-parametric models for estimating mean and variance

Parametric models
Given the data from a crossed array, there are different techniques to directly modeling the mean and variance as a function of various control factors. A general approach is to consider the underlying functional forms for the mean and variance models, which could be stated, parametrically. 
where 1 2 (1, , ,..., )
are independent variables associated with mean and variances, respectively. 
where i  determines the behavior of error terms. We normally use ordinary least square or expected weighted least square techniques (EWLS) to estimates the parameters with the following steps,
Step 1. Using the ordinary least square technique, all parameters are estimated as follows,
where
y  is the logarithm of variance of sample size.
Step 2. 
Step 3. Using the inverse of V the parameters estimated weighted least square is estimated as follows,
where 1 d y  is the vector of mean of samples with
. Finally, mean and variance parameters are calculated as follows,
Non-parametric models
There are many events where we do not have much information on curvatures of mean and variance model. In this case, using parametric models yields weak results. Anderson-Cook and Prewitt (2005) presented a non-parametric models as follows,
where Eq. (7) and Eq. (8) represent the mean and variance, respectively. h and * g are functions of mean and variance with unknown curvature but known smooth curvatures. There are different nonparametric models and one of the most well known ones is called local polynomial regression.
Local polynomial regression
Pickle et al. (2008) first introduced local polynomial regression (LPR)
, where a Kernel function (Fan et al., 1995) at an arbitrary point 0
is defined as follows, , which is called Gaussian. One important factor is to find a fair value for band wide, b (Starnes, 1993; Mays et al., 2000) . Anderson-Cook & Prewitt (2005) showed that when we choose a large value for b we get a relatively small value for variance but the estimation becomes unbiased. On the other hand, choosing a small value for b yields bigger values for variances but the estimate becomes less unbiased. Mays et al. (2001) presented different methods for estimating band wide and introduced the following as an estimators,
where max SSE is the sum of the square error of band wide for the whole estimation, b SSE is the sum of the square error of a specific band wide, b and k is the number of estimated parameters.
Estimating mean and variance using Local polynomial and Estimated Weighted Local Linear Regression
Lin and Carroll, (2000) presented a method for non-parametric function estimation for clustered data when the predictor is measured without/with error, which is as follows, 
Note that in parameter estimation we look for minimizing the variance by using ordinary least square techniques and in the events the information of the function does not exist explicitly, we may switch to metaheuristics approaches such as genetic algorithm, simulated annealing, etc.
Semi-parametric method
In this section, we present the proposed semi-parametric model of this paper. There are different techniques to combine parametric and non-parametric models and the proposed model of this paper uses dual model robust regression model.
Dual model robust regression
Robinson and Birch (2000) 
2 * * * ln( ) ( ; ) ( )
where ( Step 3. Use 1 V  to estimate the parameters of EWLS which is as follows,
EWLS EWLS EWLS EWLS
Step 4. Calculate Step 5. The robust mean model is calculated as follows, 
Simulation
In this section, we compare three methods of parametric, non-parametric and semi-parametric using simulation technique. We compare the results for four different scenarios. In the scenario, we assume to have the precise shape of mean and variance functions. The second scenario considers to have precise form of mean but form of variance is not available. The third scenario studies the performance of three methods when we have the precise form of variance but the exact form of mean is not available. Finally, the last scenario assumes to have no information for either mean or variance. We use 500 set of data for dual problem using the following benchmark problem Burman & Chaudhuri, 1992 
The mean and variance have specified functions
In this case, we have 0       and expect that parametric method perform better than other nonparametric and semi-parametric methods and it yields 0.742 and 21.272 for mean and variance of SIMSEM, respectively. These values are calculated as 0.849 and 21.012 for non-parametric and 2.376 and 32.016 for semi-parametric methods, respectively. As we expect, the first method outperforms other two methods.
The mean function is specified precisely but the variance function is not
Our experience indicate that parametric and semi-parametric methods performs reasonably better than non-parametric method.
The variance function is specified precisely but the mean function is not
In this case, the semi-parametric performs better than other methods for 0.5    but non-parametric method performs better than other two methods when 0.5    . In this case, parametric method has the weakest performance compared with other methods.
Neither mean nor variance function is specified precisely
In this case, semi-parametric method performs better than other two methods for 0.5 0.5 and 
Conclusion
In this paper, we have presented a dual modeling approach called dual model robust regression (DMRR), which is robust against user misspecification of the mean and/or variance models. The performance of the proposed model of this paper has been compared with two other parametric and non-parametric methods by implementing Monte Carlo simulation technique using a benchmark problem. To compare three approaches more generally, a simulation study was conducted. Variance model misspecification was observed to have little impact on the quality of the estimated mean. If the user correctly specifies the mean and variance models, the parametric approach came as the best strategy followed by semi-parametric method a the second best method. The nonparametric method, on the other hand, is vastly inferior in terms of SIMSEM. The nonparametric method, while best for large degrees of mean misspecification, is only slightly better than the proposed semi-parametric approach. When the mean is mis-specified, the parametric method is clearly worst one. For small to moderate mean misspecification, the semi parametric method is always superior. Since, in practice, one never knows if the forms of the underlying models are correctly specified, we specified a method that performs consistently well based on different degrees of potential misspecification.
