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ABSTRACT 
The densities and viscosities of the following quinary system: Chlorobenzene, p-xylene, octane, 
ethylbenzene, and 1-hexanol and all its quaternary, ternary and binary subsystems were 
experimentally measured over the entire composition range at 293.15, 298.15, 308.15, and 
313.15 K. 
The sets of data obtained were employed, along with other data reported in the literature, to test 
the predictive capabilities of some of the most widely accepted and used models available from 
the literature. 
The predictive capabilities of the following models were tested: the generalized McAllister 
three-body interaction model, the pseudo-binary McAllister model, the GC-UNIMOD model, the 
generalized corresponding states principle (GCSP) model, the Artificial Neural Network (ANN), 
and the Allan and Teja correlation. 
The models testing results show that the generalized McAllister three-body interaction model 
gave the best predictive capability for the regular mixtures under investigation. 
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Different fluids have different physical and chemical properties that determine the proper ways 
to handle, store, use, process, and transport them. One of the important and common processes 
encountered in real life and industrial applications is fluid transport. For these applications it is 
important to know the fluid's ability to flow or in other words the fluid's resistance to flow. 
Fluids in general are qualitatively described as either thin or thick fluids. Thin fluids are those 
less resistant to flow and thick fluids are more resistant to flow. 
A fluid in laminar flow can be viewed as if it is moving in layers. If an external shear stress is 
applied to one layer of a confined fluid it will move at a certain velocity. As a result, the adjacent 
layer will move at a lower velocity. This results in the development of a velocity gradient 
(sometimes referred to as the rate of shear) within the fluid that is related to the shear stress. With 
the help of a simple relation, Newton's law of viscosity, defines a fluid's viscosity as the 
proportionality constant that relates shear stress (xxy) to the developed velocity gradient (dvx/dy). 
The following equation is the mathematical representation of Newton's law of viscosity: 
where [i is a proportionality constant, which is called the absolute viscosity. 
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Fluids that obey Newton's law are designated as Newtonian fluids. Fluids for which the shear 
stress is related to the velocity gradient by a more complicated relationship than Newton's law of 
viscosity are known as non-Newtonian fluids and are classified on the basis of the relationship 
between the shear stress and the velocity gradient. Figure 1.1 shows the different behaviours of 
Newtonian and non-Newtonian fluids in terms of the relation between the shear rate (velocity 
gradient) and the shear stress. 
Rate of shear 
Figure 1.1: Newtonian and non-Newtonian Fluids (Adopted from Wikipedia-Viscosity) 
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Scientists and engineers use the value of the physical property of viscosity to precisely describe a 
fluid's internal resistance to flow under shear stress. It is important to know a fluid's viscosity in 
order to estimate the energy needed to overcome such a resistance in a flow system. Flow 
systems are extensively employed in engineering applications, especially in heat exchangers as 
well as in mass transfer processes. 
A fluid's viscosity is a function of temperature. In the case of liquids, the viscosity decreases as 
the temperature increases, whereas in the case of gases, at low density, the viscosity increases 
with temperature. The difference in the temperature effect on viscosity between gases and liquids 
was explained by Bird et al. 1960 as follows: "in gases (in which the molecules travel long 
distances between collisions) the momentum is transported primarily by the molecules in free 
flight, whereas in liquids (in which the molecules travel only very short distances between 
collisions) the principal mechanism for momentum transfer is the actual colliding of the 
molecules." 
For the case of liquid mixtures, composition is another parameter that significantly affects the 
molecular interaction within the liquid, thus, changing the fluid's resistance to flow. 
In light of the above, it is clear that the impact of the previously mentioned parameters on liquid 
mixtures' viscosity comes from its impact on the intra molecular forces within the fluid. Thus its 
impact on the liquid structure. As a result, it is assumed that the knowledge of the dependence of 
viscosity on temperature, composition, and other parameters may provide a better understanding 
of the liquid's structure and ultimately leads to a viable molecular theory of liquids. A molecular 
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theory will provide a valuable tool to scientists and engineers that enables them to accurately 
predict the physical properties of different liquid mixtures' combinations at different conditions 
without the need to perform costly and time consuming experiments. This has motivated many 
researchers to investigate the dependence of viscosity of liquid mixtures on composition. Those 
efforts have resulted in developing different models which can be classified into two categories; 
viz., correlative and predictive models. 
The correlative models contain adjustable parameters that can be determined using 
experimentally measured values of viscosity. Predictive models can predict the dependence of 
viscosity on composition and would require the knowledge of some molecular parameters and/or 
properties of the pure components constituting the mixture being investigated. 
Amongst the viscosity models available in the literature, five widely used and accepted viscosity 
models have been considered in the present study. The predictive capabilities of those models 
will be tested. The models selected are: the generalized McAllister three-body interaction model, 
the pseudo-binary McAllister, the GC-UNIMOD model, the generalized corresponding states 
principle (GCSP) model, and the Allan and Teja correlation. The first four models are predictive 
whereas the Allan Teja model is correlative. In addition, a model based on the Artificial Neural 
Network (ANN) has been developed and is tested in the present study in terms of its ability to 
predict the viscosity of liquid mixtures of different compositions using the viscosity values of 
pure components used in constituting the mixture. 
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The previously mentioned models predict either the absolute viscosity or the kinematic viscosity. 
The kinematic viscosity is related to the absolute viscosity by the following equation: 
v = ^ (1.2) 
P 
where v = kinematic viscosity, \i = absolute viscosity, and p = density. Therefore, in order to 
investigate the predictive capabilities of the above-mentioned models, the kinematic viscosity-
density or absolute viscosity-density data must be available. 
1.2 Objectives 
Contrary to popular belief, reliable data on viscosities and densities of multi-component liquid 
mixtures are not readily available in the literature. Although sets of data on binary systems have 
been published, ternary, quaternary, and quinary systems' data are scarcely available. The 
present study is part of an ongoing research program that aims at measuring and reporting data of 
multi-component liquid systems at different temperature levels. The objectives of the present 
study can be summarized as follows: 
To measure the densities and kinematic viscosities over the entire composition range and at 
293.15, 298.15, 308.15, and 313.15 K of the quinary system: chlorobenzene, p-xylene, octane, 
ethylbenzene, and 1-hexanol and all its quaternary, ternary and binary sub-systems. The 
investigated systems in the present study are reported in Table 1.1. 
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(i) Binary Systems 
Chlorobenzene - p-Xylene 
Chlorobenzene - Octane 
Chlorobenzene - Ethylbenzene 
Chlorobenzene - 1 -Hexanol 
p-Xylene - Octane 
p-Xylene - Ethylbenzene 
p-Xylene - 1-Hexanol 
Octane - Ethylbenzene 
Octane - 1-Hexanol 
Ethylbenzene - 1 -Hexanol 
(ii) Ternary Systems 
Chlorobenzene - p-Xylene - Octane 
Chlorobenzene - Octane - Ethylbenzene 
Chlorobenzene - p-Xylene - Ethylbenzene 
Chlorobenzene - Octane - 1-Hexanol 
Chlorobenzene - Ethylbenzene - 1-Hexanol 
Chlorobenzene - p-Xylene - 1-Hexanol 
p-Xylene - Octane - Ethylbenzene 
p-Xylene - Ethylbenzene - 1-Hexanol 
p-Xylene - Octane - 1 -Hexanol 
Octane - Ethylbenzene - 1-Hexanol 
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Table 1.2 (Cont'd.): Systems Investigated in the Present Study 
System No. 
(iii) Quaternary Systems 
Chlorobenzene - p-Xylene - Octane - Ethylbenzene 
p-Xylene - Octane - Ethylbenzene - 1 -Hexanol 
Chlorobenzene - Octane - Ethylbenzene - 1-Hexanol 
Chlorobenzene - p-Xylene - Ethylbenzene - 1 -Hexanol 
Chlorobenzene - p-Xylene - Octane - 1-Hexanol 
(iv) Quinary Systems 
Chlorobenzene - p-Xylene - Octane - Ethylbenzene - 1-Hexanol 
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2. To test the predictive capability of the various viscosity models reported in the literature 
using the data reported in this study. 
3. To develop an Artificial Neural Network(s) to predict the kinematic viscosities of the 
different types of multi-components liquid mixtures. 
4. To test the predictive capability of the developed Artificial Neural Network(s) using the 
data reported in this study and data obtained from the literature. 
1.3 Contributions and Significance 
The present study makes a significant contribution to the literature by providing researchers, 
scientists, and design engineers with reliable experimental values of the densities and viscosities 
of pure compounds as well as density and viscosity composition data, over the entire 
composition range, at different temperatures for the quinary system investigated and all its 
quaternary, ternary, and binary sub-systems. Such data are needed for many engineering 
applications that include flow systems and design of equipment. 
In addition, the development of Artificial Neural Network(s) to predict the kinematic viscosities 
of different types of multi-component liquid mixtures and testing their predictive capabilities in 
order to provide scientists and engineers with powerful tools that enable them to predict the 
dependence of viscosity on composition in multi-component liquid systems. Furthermore, the 
predictive capabilities of the already existing viscosity models in the literature were critically 




REVIEW OF THE PERTINENT LITERATURE 
2.1 General 
Modeling of materials' physical properties is of great importance to scientists and engineers. It 
eliminates the need to perform time consuming and costly experimental measurements to 
estimate their values when needed. Predicting flow properties of pure liquids and liquid mixtures 
has been a research focus for engineers from different areas. 
These flow properties are needed in a host of applications that require transportation of liquids 
from their place of existence to the place of need or utilization. These types of applications 
include, but are not limited to, the design of heat exchange systems, mass transfer and separation 
processes, and transportation of raw materials and products from one place to another. Important 
applications also include mass diffusivity and thermal conductivity estimation of liquids where 
flow properties are used as independent parameters. Additionally, a better understanding of 
fluids' flow properties is likely to provide a better insight into the structure of liquids. 
In order to overcome fluids resistance to flow, a pressure difference is typically induced to allow 
the fluids to flow. Consequently, the design of pumping systems is required to induce the 
pressure difference. The flow resistance is quantatively expressed in terms of viscosity. It is 
important for design engineers to have a tool that enables them to accurately estimate viscosities, 
when experimental values are not readily available, for the proper sizing of pumps that provide 
sufficient energy to move the fluids in flow systems. 
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For pure liquids, viscosity is temperature sensitive, whereas in liquid mixtures, in addition to 
temperature dependence, mixture's composition affects the mixture's viscosity. Those 
independent variables influence the inter-molecular interaction forces and as a result causes 
changes to liquid's structure that consequently leads to changes in a mixture's viscosity. 
Several researchers have examined the relationship between viscosity and the aforementioned 
independent variables. Their efforts have resulted in several models that quantify such a 
relationship. The general formula for those viscosity models for liquid mixtures with n 
components has the following form: 
l̂ m =f(T,x],x2,...,xn_],(i1,|^2,...,nn,C1,C2,...) (2.1) 
where \xm: mixture's viscosity, 
x j : the mole fraction of component i, 
u i: the viscosity of pure component i, (i = 1, 2, ...., n). 
Ci, C2, ...,etc. are model constants that depend on the type of investigated system. 
As per the classification of Monnery et al. (1995) liquid mixtures' viscosity models are divided 
into two groups. They are either empirical models or semi-theoretical models. A model is 
classified as empirical if it requires fitting of experimental data to estimate the values of some 
constants (CI, C2 ... etc in equation 2.1) without a theoretical framework. Whereas for semi-
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theoretical models, the relations are based on the principles of popular liquid theories but the 
models' constants are adjustable and evaluated using experimental data. 
The latter type of models is also divided into two subgroups viz., correlative and predictive 
according to the basis on which the values of the model's constants were estimated. The model is 
classified as predictive if the physical properties and/or molecular parameters of the pure 
components constituting the mixture are used to evaluate the model constants. Otherwise, the 
model is classified as correlative if it only uses experimental data to evaluate the model 
constants. 
Unlike gases where theoretical models are reliably based on the kinetic theory of gases, 
theoretical description of liquids (and dense gases) is much more complicated. This is due to the 
nature of the intermolecular forces, which consist of the short range (repulsion and hydrogen 
bonding), wide range (electrostatic), and long range (attraction) effects [Mehrotra et al. 1996]. 
However, there have been several attempts to develop theoretical models for pure liquids' and 
mixtures' viscosity. The main theoretical frameworks used in developing such models are either 
the reaction rate theory, group contribution concept, or the corresponding states principle. 
The present work is a continuation of an experimental research program at our laboratory that 
aims at providing reliable experimental values of viscosity-composition and density-composition 
data of pure liquids and mixtures of different types of liquids. Additionally, the measured values 
are used to test the predictive capabilities of different selected empirical and semi-theoretical 
viscosity models. 
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The experimental viscosity data collected in the present study have been employed in testing the 
predictive capabilities of the following models: 
1. The generalized McAllister three-body interaction model (Nhaesi and Asfour 2000a). 
2. The pseudo-binary McAllister model based on the reaction rate theory (Nhasei and 
Asfour 2000b). 
3. The GC-UNIMOD model, based on group contribution theory (Cao et al. 1993b). 
4. The generalized corresponding states model (GCSP) model, based on corresponding 
states principle (Teja and Rice 1981). 
5. The Allan and Teja correlation (Allan and Teja 1991). 
In addition to these models, the present study investigates the use of the artificial neural network 
(ANN), which has attracted the attention of several researchers, in predicting the mixture 
viscosity. The main difference between the work reported herein and the earlier work reported by 
other investigators is that in the present work, the network was trained by using some of the data 
on binary systems, then the trained network was employed to predict the viscosities of the multi-
component systems. 
Other investigators employed some of their data to train the network then used the train network 
to predict the viscosities of the same type of system; i.e., part of the binary system data were used 
to train the network and the rest of the binary data were used in testing the network for binary 
systems. 
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The first four models and the model based on the artificial neural network are predictive semi-
theoretical models, whereas the Allan Teja model is classified as a correlative model. A detailed 
description of the foregoing models, their respective theoretical framework, and their 
development are now in order. 
2.2 The Generalized McAllister Three-Body Interaction Model 
McAllister (1960) reported a model based on the reaction rate theory. McAllister's model started 
as a correlative model for binary mixtures. Asfour et al. (1991) could successfully transform the 
model from a correlative equation to a predictive model for the case of binary n-alkanes liquid 
systems. Nhaesi and Asfour (2000a) developed and reported a generalized form of the 
McAllister model which could be used for multi-component regular and w-alkane liquid 
solutions. The following section reviews the theoretical basis of the original McAllister model 
and the development of the generalized predictive version of the model. 
2.2.1 Reaction rate theory and Eyring's equation of viscosity 
The reaction rate theory is applied to liquids as suggested by Eyring (1936) and Ewell and 
Eyring (1937) to describe the viscous flow of liquids. It visualizes the liquid as a group of 
adjacent molecules in equilibrium positions with "dissolved" holes or vacant sites between them. 
Each molecule is bonded to other molecules by different types of bonds. The total energy of 
bonding is the resultant of the different bonding forces between the molecule and other 
neighbouring molecules. Molecules that are able to break the bonds can jump into the dissolved 
hole leaving another hole behind. 
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Figure 2.1a shows a schematic representation of the fluid layers as visualized by Eyring and 
coworkers. It is assumed that the fluid layers are separated by a distance A,i and that the average 
area available per molecule is A/2X3. 
When applied to liquids, the reaction rate theory deals with viscous flow in the same fashion as a 
chemical reaction. In their analogy, Eyring assumed that under shear stress, the movement of a 
single molecule in one layer of the liquid requires the availability of a vacant site. The molecule 
must also have sufficient energy to cross a potential energy barrier A*Go (Figure 2.1b) and 
complete the "jump" from one equilibrium position to another neighbouring vacant site, 
"dissolved hole". This move is analogous to an elementary step in chemical reactions. 
Molecular motion can occur in both directions, forward and backward. For static liquids without 
any external force acting on the liquid, molecular movement (or jumping) is caused by thermal 
activation at the same rate in opposite directions and does not result in a net flow. Consider a 
liquid where a shear force, f, is applied to the liquid in the forward direction, the mechanical 
work done by the force is used to provide the molecules with sufficient energy to rise above the 
energy barrier. This mechanical work is equal to fA-2̂ -3 (A/2) and is used to bring the molecule to 
the top of the peak. Then, the gained energy is given off as heat by the traveling molecule as it 
moves from top of the peak to the bottom. 
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Figure 2.1: The Eyring's Model of Liquid Viscosity 
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As a result of the work done by the shear force, the energy barrier decreases for the forward 
jumping by the value of the performed work. On the contrary, it increases by the same magnitude 
for the backward jumping. Consequently, a net flow in the forward direction occurs. 
The final form of the viscosity equation suggested by Eyring is: 
\x = ^ exp( 2.) (2.2) 
A^A/jA k l 
where k is Boltzman constant and h is Plank's constant. 
Two assumptions are made. The first one is that \~%i and the second one is that the term X\ X2 X?, 
represents the average volume per molecule, or the effective volume of the molecule, Vo, which 
is given by the following equation: 
V0= Vm/ N 
(2.3) 
where Vm is the molar volume and N is Avogadro's number. 
Therefore, combining the last two assumptions with the previous equation gives the following 
formula: 
(i = exp( ) (2.4) 
V RT 
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where A*G is the activation energy of viscous flow per mole, and R is the universal gas constant. 
Equation (2.4) is known as Eyring's equation of viscosity. There is another form of the same 
equation that is written in terms of the kinematic viscosity. That form is written as 
v = exp( ) (2.5) 
M RT 
where M is the molecular weight. 
2.2.2 The McAllister model 
McAllister (1960) developed a model for the calculation of the dependence of viscosity on 
composition of liquid binary mixtures. The model is based on Eyring's reaction rate theory. 
McAllister (1960) used Eyring's viscosity equation (equation 2.5) to develop a new viscosity 
model for binary liquid mixtures of two components viz., type 1 and type 2. For such a mixture, 
if a molecule of type 1 jumps to a neighbouring vacant site by crossing an energy barrier, it may 
interact with molecules of type 1 or 2 or both depending on the local concentrations of 
neighbouring components' type. 
According to McAllister, this interaction is assumed to be a three-body interaction. McAllister 
stated that this assumption is valid for the cases where the difference in the molecular sizes of the 
two types of molecules is relatively small. He suggested that the molecular diameter ratio must 
be less than 1.5 for this assumption to be valid. For molecules with a higher diameter ratio, a 
more complicated version of the model based on a four-body interaction needs to be employed. 
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For the three-body interaction assumption, there are six possible types of interactions. These 
types are: 1-1-1, 2-2-2, 1-2-1, 2-1-2, 1-1-2, and 1-2-2. Figure 2.2 depicts the different types of 
interaction. 
McAllister made the following major assumptions when developing his model for binary 
mixtures: 
The activation free energies of viscous flow are assumed to be additive quantities. 
The probability of occurrence of different types of interactions is only proportional to the mole 
fractions of the mixture's components. 
Therefore, the activation free energy of the mixture, A*G, is given by; 
A*G = Z Zi> l X j x k A*G 1 J k (2.6) 
,=i J = i k=i 
where x„ x,, Xk are the mole fractions of the components constituting the mixture. 
In addition, the following assumptions were made to simplify the relationship and reduce the 
number of unknowns in equation (2.6): 
A*G121 =A*G112 =A*G (2.7) 
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Figure 2.2: Possible types of interactions among the molecules of a binary system. 
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A*G 2 I 2 =A*G 1 2 2 =A*G 2 1 (2.8) 
Substituting equations (2.7) and (2.8) into the expanded form of equation (2.6) yields, 





For a binary mixture, equation (2.4) is written in terms of kinematic viscosity, v, as follows: 
v = i^exp(^) ( 2 . 1 0 ) 
M„ RT 
where Mm is the molecular weight of the mixture. For a binary mixture Mm is assumed to be 
equal to (xiMi+x2M2). 
Substituting for A*G from equation (2.9) into equation (2.10); one gets 
hN ,x?A*G,+3x?x,A*G1 2+3x,x2
!A*G2 1+x2
iA*G2 N / 0 1 1 , 
v = exp(—! —- — - - ) (2.11) 
M„ RT m 
For pure components of type 1 
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hN AG v i = exp( 4 (2.12) 
1 M, RT V ' 
and for pure components of type 2 
hN i G 2 , 
v2 = e xP(——) (2.13) 
2 M, RT V ; 
For interaction of type 1-2 
hN ,A*G12, 
' • ' - ^ r " * - ^ (114) 
where Mi2 is given by 
Mn=
 l- 2- (2.15) 
whereas, for interaction of type 21 
v.-|W^> 




 2- L (2.17) 
Taking the natural logarithms of equations (2.10) through (2.16) and rearranging, one obtains 
equation (2.18) which represents the final and common form of the McAllister three-body 
interaction model. 
Inv = x^nv, +3x2lxjnvn +3xjX2^nv21 + x\inv2 
- M x , +x2M2 /M,) + 3x?x2fa(
2 + M
3
2 / M l ) ( 2 > 1 8 ) 
+3xlX^n(
1 + 2 M 2 / M l ) + x3XM2 /M,) 
where vn and V21 are adjustable parameters which can be determined using experimental 
kinematic viscosity-composition data. 
This model is considered one of the best correlative techniques for the viscosity of binary liquid 
mixtures (Reid et al. 1987). 
2.2.3 Extended McAllister's model for ternary liquid mixtures 
As stated earlier, McAllister's three-body model is applicable for binary liquid mixtures. Three 
years after the work of McAllister was published, Chandramouli and Laddha (1963) developed 
and reported a new version of McAllister's three-body model that can be used for ternary liquid 
mixtures. 
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In addition to the binary interaction parameters, ternary interaction parameters were introduced. 
The final form of the extended McAllister's three-body model is given by the following 
equation: 
£nv = xjVnVj +x2£nv2 + x3^nv3 +3xfx2^nv12 +3xfx3^nv13 
+ 3x2x/nv21 +3x2x3^nv23 +3x3x,^nv31 +3x3x2£nv32 
+ 6x1x2x3^nv123 - . f t i ^ M j + x 2 M 2 + x3M3) + xf^nMj 
+ x ^ n M 2 +x3^nM3 + 3 x f x 2 l n (
2 M ' +Ml ) 
„ 2 n 2 M , + M 3 x „ 2 a , 2 M 2 + M . N + 3xf x3£n(
 l- - ) + 3x 2 x /n ( -
 L) 
, n 2M2+1VL „ 2 , 2 M , +M, N 
+ 3 x 2 x A ( 1_ L) + 3 x 2 x / n ( 3_ L ) 
„ 2 . . 2 M 3 + M 2 . . . , M , + M 2 + M 3 . + 3x3x2£n(
 3- -) + 6x1x2x3^n(—
l- 2- 3-) 
(2.19) 
where: V12, V21, V13, V31, V23, and V32 are binary interaction parameters, and V123 is the ternary 
interaction parameter. 
The values of the binary and ternary interaction parameters are determined by fitting 
experimental kinematic viscosity-composition data to equation (2.19). 
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2.2.4 The Asfour et al. (1991) parameter- prediction method 
As indicated earlier herein, Reid et al. (1987) considered the McAllister model to be one of the 
best correlative techniques for the viscosity of binary liquid mixtures. But being correlative is a 
significant disadvantage of this model. Its correlative nature calls for the need to carry out both 
time consuming and costly experiments in order to estimate the values of the adjustable 
parameters. 
This major drawback was overcome by Asfour and co-workers. They were able to develop a 
technique that converts the McAllister model from a correlative model into a predictive model. 
Asfour et al. (1991) introduced a modification to the McAllister model that uses the molecular 
parameters and the viscosities of pure components to predict the values of the interaction 
parameters in McAllister's model for binary n-alkane liquid mixtures. 
For the n-alkane liquid mixtures, Asfour et al. (1991) started with the assumption that the binary 
interaction parameters in the McAllister model, vn and V21, are related to the mixture's pure 
components kinematic viscosities as follows: 
v 1 2 o c ( V l
2 v 2 )
, / 3 (2.20) 
v2i ^ ( v ' v , )
1 (2.21) 
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Dividing equation (2.20) by equation (2.21) results in the following relationship between the two 
adjustable parameters: 
V 2 1 = V 1 2 
( v / 3 
12. (2.22) 
In addition to that, Asfour et al. (1991) plotted the lumped term vn( vi2 V2)"1/3 versus the inverse 
of the absolute temperature using data of several n-alkane binary mixtures. Those mixtures are: 
hexane - heptane, hexane - octane, heptane - octane, heptane - decane, tetradecane -
hexadecane, and octane - decane. The experimental data were taken from Cooper (1988). They 
were selected to satisfy the condition of having the differences in number of carbon numbers to 
be less than or equal to 3. They assumed that this condition justify the use of McAllister three-
body interaction model. 
The resulting plot showed a straight line with a slope of zero as shown in Figure 2.3. This has led 
them to draw the conclusion that the lumped term v^( vi V2)" is not a function of temperature. 
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Figure 2.3: Variation of the Lumped Term vi2( vi2 Vi)" Versus the Absolute 
Temperature Inverse [Asfour et al. (1991)]. 
A Hexane (A) - Heptane (B) 
o Heptane (A) - Octane (B) 
• Tetradecane (A) - Hexadecane (B) 
0 Hexane (A) - Octane (B) 
• Heptane (A) - Decane (B) 
• Octane (A) - Decane (B) 
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Moreover, Asfour et al. (1991) plotted the lumped term V12 ( Vi2 vi)"1/3 that was proven to be 
temperature independent verses another lumped term [(N2-Ni)2/(Ni2N2)1/3], where the Ni and 
N2 are the number of carbon atoms per molecule of components 1 and 2, respectively. 
Components 1 and 2 constitute the liquid mixture. They used experimental data of the same n-
alkane binary mixtures they previously used to make the plot shown in Figure 2.3. 
The plot as shown in Figure 2.4 resulted in a straight line with a slope that suggests a linear 
relationship between the two lumped terms. Using the least-squares technique, Asfour et al. 
(1991) obtained the following equation: 
Vl2 - 1 + 0.044 (^ 2 2 ™
l£ (2.23) 
(v2v2)
, / 3 (N?N2y 
Therefore, with the help of equation (2.22) and (2.23) the values of the adjustable parameters V12, 
and V21 in the McAllister model could be estimated using only the physical properties of the 
pure components constituting the liquid mixture. The significance of this work is in transforming 
the McAllister three-body interaction model from a correlative to a predictive model and 
consequently extending its usefulness and practicality. 
As stated earlier, the Asfour et al. (1991) work was based on McAllister three-body interaction 
model that is assumed to be applicable where the differences in carbon numbers of the 
components composing the mixture are less than or equal 3. For other n-alkane binary liquid 











1/3 Figure 2.4: Variation of the Lumped Term vi2( vi vi)" Versus the Term 
[(N2-Ni)
2(Ni2N2)"
1/3]. Asfour et al. (1991). 
A Hexane (A) - Heptane (B) 
o Heptane (A) - Octane (B) 
• Tetradecane (A) - Hexadecane (B) 
0 Hexane (A) - Octane (B) 
• Heptane (A) - Decane (B) 
• Octane (A) - Decane (B) 
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developed another equation that is based on the McAllister four-body interaction model. They 
suggested the following equation for calculating the quaternary interaction adjustable parameter, 
1122 _ i , n m ^ ' 2 = 1 + 0 0 3 ^ N]>) (2 24) 
Furthermore, Asfour et al. (1991) suggested two equations to calculate the other quaternary 
interaction adjustable parameters, vuu andv1222, in terms of the first parameter, v]122, estimated 
from equation (2.24). The two equations are as follow: 
V1112 — V1122 
V2221 ~~ V1122 
( V/4 
12. 
v v . y 
( V /4 v2 
v v i y 
(2.25) 
(2.26) 
In spite of the good improvement that Asfour et al. (1991) have brought to the McAllister model, 
their technique was only applicable to binary liquid n-alkanes mixtures. In subsequent work, 
Nhaesi and Asfour (1998) used a similar approach to extend the technique to binary regular 
liquid mixtures. They introduced a different definition than that introduced earlier by Allan and 
Teja (1991) for the effective carbon number, which made it much easier and much less 
cumbersome to calculate and apply. This enabled Nahesi and Asfour (1998) to estimate the 
effective carbon number (ECN) for regular liquid components from the value of the kinematic 
viscosity of the component at 308.15 K. They suggested the following relationship: 
*nCva308.15K) = A + B(ECN) (2.27) 
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where A= - 1.943 and B = 0.193, and v@308.15K is the kinematic viscosity, in cSt, of the pure 
regular component at 308.15 K. 
The value of the kinematic viscosity at 308.15 K is substituted into equation (2.27) in order to 
obtain the ECN of the compound of interest. 
2.2.5 Nhaesi and Asfour (1998) extended method 
Nhaesi and Asfour (1998) introduced an equation analogous to that developed for n-alkanes for 
predicting the binary interaction parameters for regular mixtures using the ECN instead of the 
number of carbon atoms in the case of n-alkanes. The new equation is given by, 
2
V'2 ... = 0.8735 + 0.0715 ( E C N z 2




Equation (2.22) is used to predict the value of V21. 
2.2.6 The generalized McAllister three-body model 
The next major improvement to the McAllister three-body interaction model was introduced by 
Nhaesi and Asfour (2000a). They developed a new generalized technique to predict the 
kinematic viscosity for n-alkanes, and regular liquid mixtures of any number of components. 
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In developing their model they started with the assumption that the free activation energies for 
viscous flow are additive. Therefore, the free activation energy of the mixture, AGm, is given by 
AGm = J>?AG, +3± Jx,
2xJAG1J +6XZI>1x JxkAG1 J k (2.29) 
1=1 1=1 j=l 1=1 j=l k=l 
where n is the number of components constituting the mixture. 
In addition, they assumed that the activation energies depend only on the type of components 
involved not their order. They proposed the following equations: 
AGy,= AGUJ= AGy 
AGJIJ=AG1JJ=AGJ1 
The starting point of the model is McAllister's viscosity equation that is written for a liquid 
mixture as, 
hN AG 
v,=—exp( :-) (2.30) 
1 M, RT 
vm = exp( —) (2.31) 
m M„ RT 
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where k is Boltzman constant, h is Plank's constant, R is the universal gas constant, and 
N is Avogadro's number. 
The subscript m in equation (2.31) refers to the mixture and the subscript i refers to pure 
component i. vm is the kinematic viscosity of the mixture, M is the molecular weight. The 
average molecular weight of the mixture, Mm, is calculated using the following mixing rule: 
Mm=2;x1M I (2.32) 
where M, is the molecular weight of pure component i. 
For a binary interaction of type ij 
hN AG,, 
v =—-exp(—-2.) (2.33) • I  C A R 
1J My RT 
where M,j is 
2M,+M, 
M„= '- i- (2.34) 
Similarly, ternary interaction of the type ijk is expressed as: 
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hN A G k 
v„k = e x P( —) (2.35) 
J M1Jk RT
 V ' 
where Myk is 
M , + M . + M , 
M l jk= — f—± (2.36) 
By incorporating equations (2.30) through (2.35) into equation (2.29) one obtains, 
n o n n 2 
! n v m = X xfln(v.M.) + 3 I E xfx/n(v..M..) m • 1 i * i • i • 1 ! j y y" i = i 1=1 j = i J J J 
n n n (2.37) 
i * j * k 
The number of binary interaction parameters, N2, and ternary interaction parameters, N3 in 
equation (2.37) are calculated using the following two equations: 
n! 
N, = (2.38) 
2!(n-2)! 
n! 
N3 = (2.39) 
3 3!(n-3)! 
The concept of effective carbon number (ECN) is employed for the pure regular liquid 
components. Nhaesi and Asfour (1998) suggested the use of equation (2.27) to determine the 
numerical value of the effective carbon number of regular liquid components and equation (2.28) 
for predicting the values of the adjustable parameters of type ij. The values of the other binary 
adjustable parameters of type ji are calculated with the help of equation (2.22). For the ternary 
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interaction parameters, Nhaesi and Asfour (2000a) developed the following equation to predict 
the ternary interaction parameters for n-alkanes: 
v K (N - N "> 
•J K _ n nn/i 1 i nmi / ; '7 v k x , i / 
2 
= 0.994 + 0.03167^-^ ^ - (2.40) 
2.3 The Psg«rfo-Binarv McAllister Model 
The second model that will be tested in this study is the pseudo-binary McAllister model. This 
modification utilizes the pseudo-binary concept that was introduced by Wu and Asfour (1992) 
with the generalized McAllister model reported by Nhaesi and Asfour (2000). 
In the "pseudo-binary" model, a multi-component liquid mixture of n components is treated as a 
binary mixture of component 1 and a "pseudo-component" that represents the remaining 
components of the mixture (2, 3, 4,.., n). The reduction of the number of components in multi-
component liquid mixture to two components significantly reduces the complexity of 
calculations and leads to dramatic reduction in calculation time by requiring fewer calculation 
steps. 
Wu and Asfour (1992) introduced the pseudo-binary concept and utilized it in modifying the 
generalized corresponding states principle (GCSP), which will be discussed later in this chapter. 
Nhaesi and Asfour (2000b) incorporated the pseudo-binary model into the generalized 
McAllister three-body interaction model which led to the development of the pseudo-binary 
McAllister model for predicting the viscosities of n-alkane liquid mixtures. 
In addition, they used the effective carbon number, ECN, concept explained earlier to extend the 
applicability of the pseudo-binary McAllister for predicting the viscosities of multi-component 
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regular liquid mixtures. For the regular pure components, the ECN is calculated using equation 
(2.27). For the "pseudo-component, Nhaesi and Asfour (2000a) suggested the use of the 
following mixing rule to determine its ECN in terms of the those for the pure components 
constituting the "pseudo-component: 
(ECN^^XXECN), (2.41) 
i=2 
The kinematic viscosity of the "pseudo-component is calculated with the help of the following 
equation: 
lnv2. =fjXl(£nv1) (2.42) 
1=2 
The molecular weight of the "pseudo-component is calculated using the following equation: 
^nM2.=5]XI(^nMI) (2.43) 
1=2 
The term Xj in equations (2.41) through (2.43) represents the normalized mole-fraction of 
component i in the "pseudo-component. This quantity is calculated using the following 
equation: 
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X , = V - (2-44) 
i=2 
For regular mixtures, the numerical values of (ECN)i, Mi, and vi for the "pseudo-component 
obtained from equations (2.41) through (2.43) are substituted into equations (2.28) and (2.22) for 
regular mixtures in order to predict the McAllister's binary interaction parameters, V\i and vn. 
The same procedure is followed when using this technique for n-alkanes but the components' 
carbon numbers are used instead of the ECN in the calculations. 
2.4 The Generalized Corresponding States Principle (GCSP) Model 
The third model that will be tested in this study is the Generalized Corresponding States 
Principle (GCSP) viscosity model. The original corresponding states principle (CSP) is based on 
the reduction of variables by using critical properties; e.g., critical pressure, volume and 
temperature to calculate a new dimensionless reduced parameters. The reduced parameters 
represent the ratios of the independent variable to the corresponding critical condition. 
The corresponding states principle is based on the assumption that different fluids at the same 
reduced conditions of temperature, pressure, and/or volume have the same reduced physical 
properties. 
Taj a and Rice (1981) utilized the corresponding states principle and used it to develop a new 
generalized model for predicting the viscosity of pure liquids. Their model is known as the 
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generalized corresponding states principle (GCSP). Their model was based on the liquid's 
critical volume. 
In 1986, Taj a and Thurner suggested another form of the Taj a and Rice model in that it is based 
on the critical pressure to avoid the effect of the relatively high experimental uncertainties 
commonly associated with the measurement of critical volumes and suggested the use of the 
following equation for viscosity prediction: 
Ml^) = Mn£>rl + J 2 _
( ° J r l [ ^ ( ^ )
r 2 - ^ ( ^ ) r l ] (2.45) 
where rl and r2 refer to two non-spherical fluids, \i is the absolute viscosity, co is the acentric 
factor of the non-spherical fluid, and ^ is an adjustable parameter obtained from the critical 
properties of the fluid and is given by the following equation: 
y _ p - 2 / 3 T l / 6 M - l / 2 
S-^c 1c M (2.46) 
where Pc, Tc , and M in equation (2.46) are the critical pressure, temperature, and molecular 
weight, respectively. 
In order to apply equation (2.45) to liquid mixtures, Taja and Thurner (1986) recommended the 
use of a group of mixing rules that were suggested earlier by Wong et al. (1984) to determine the 
pseudo-critical properties and parameters of the liquid mixture. Wong et al. (1984) mixing rules 
are expressed by the following equations: 
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Tcm ' Pcm = £ £ (X'XJT* ^ } (2-47> 
i J 
j 2 / P = Z Z ( x i X j T Cij/Pcij) (2.48) 
cm cm i j 
i*J 
^ m ( T c m P c m )
2 / 3 = Z X . X j ( T i J P i j ) 2 / 3 o(C°'i + ( D JJ ) (2-49) 2 
M m = X




For binary liquid mixtures, the two reference fluids; viz., rl and r2, are the two pure components 
composing the mixture. The situation becomes more complicated for multi-component liquid 
mixtures, where there are several combinations of pairs of reference fluids. Each selection of 
reference fluids, results in significant differences in the predicted mixture's viscosity values. The 
lack of a reliable criterion to select the best combination of reference fluids that leads to the best 
predicted values of viscosity represents the major drawback of using this method for multi-
component liquid mixtures. 
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2.5 The Group Contribution (GO -UNIMOD Model 
The fourth semi-theoretical viscosity model that will be tested in the present study is based on 
the group contribution theoretical framework. This technique has been used in predicting a 
variety of properties based on the molecular structure. In this technique, a molecule is composed 
of different types of building blocks. Those blocks are referred to as functional groups (or groups 
for simplicity) that are composed of atoms and bonds. Figure 2.5 shows the breakdown of the 
groups that compose the pure component 2-methyl-lpropanol. 
According to this principle, each functional group has the same contribution to a component's 
physical properties regardless of the type of other groups in that component. The groups' 
contributions are additive and when combined result in the component's properties. This concept 
was coupled with other statistical thermodynamics models to develop a new viscosity prediction 
model known as the Group Contribution (GC) -UNIMOD model. The different steps that led to 
the development of this model are described in the following subsection. 
2-Methyl~1-Propanol 
Figure 2.5: The Representation of 2-methyl-lpropanol Based on the Group 
Principle. 
41 
2.5.1 Cao et al. (1992) viscosity model 
Cao et al. (1992) proposed a new viscosity model for pure liquids and liquid mixtures at different 
temperature levels and compositions. They based their model on principles of statistical 
thermodynamics, local compositions, and Eyring's absolute rate theory. Cao et al. (1992) 
proposed the following equation for kinematic viscosity prediction: 
^n(vM) = 2 x / n ( v 1 M , ) - E q 1 n 1 x , Z e / n ( t 1 J ) (2.53) 
1 = 1 !=1 j=l 
where v is the kinematic viscosity for the mixture, M is the molecular weight of the mixture that 
is calculated using the simple mixing rule given by equation (2.50), x is the mole-fraction of 
component i in the liquid mixture, i refers to the pure component i in the mixture, q, is the 
external area parameter of molecule i, 6y is the local composition, T,J is interaction parameter, n 
is the number of components constituting the liquid mixture, and n, is a pure component 
parameter that is a function in temperature which is calculated using the following formula: 
Mn,) = 2> ,T J (2.54) 
j=o 
where the value of the adjustable parameters A,'s for each pure component were obtained by 
correlating the experimental viscosities of 314 pure fluid. 
Cao et al. (1992) evaluated the values of the interaction parameters Ty's by correlating the 
experimental results obtained for binary mixtures and the viscosities of the pure components. 
The values obtained for Ty's were used to predict the viscosities of multi-component mixtures 
other than binary mixtures which makes the model correlative for binary mixtures and predictive 
for other multi-component mixtures. 
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2.5.2 "Viscosity-Thermodynamics" Model (UNIMOD) 
Cao et al. (1993a) modified the previous model by incorporating a molecular size parameter into 
the model. In addition to predicting the viscosity of pure liquids and mixtures of liquids, the 
model is used to predict the activity coefficients and is called the "viscosity-thermodynamics" 
model (UNIMOD). The viscosity in the UNIMOD model is predicted using the following 
equation: 
^n(vM) = X c p / n ( v 1 M 1 ) - X 9 ^ n ( ^ ) - 2 ^ ^ 2 0 / n ( x J 1 ) (2.55) 





tt l J1 
6 - = n
 J J1 (2.56) 
Jl n v J 
9 , = - ^ - (2.57) 
J=I 
+ , = ^ L ! L - (2-58) 
S x j r j 
N 
x, = - - - - - - (2.59) 
IN, 
J=I 
where <f>. is the average segment fraction of component i, r is number of segments in a molecule 
i, other notations are the same as those in the previous model expressed in equation (2.53). 
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2.5.3 The Group-contribution (GO -UNIMOD model 
In a subsequent publication, Cao et al. (1993b) coupled the group contribution approach with the 
UNIMOD model which resulted in a new viscosity model, which they called the "group 
contribution (GC) - UNIMOD model". In the new model, the kinematic viscosity equation is 
divided into two parts as shown by the following equation: 
tn(y) = f[g + g~\ (2.60) 
1=1 
where <̂ c is the combinatorial part of the equation that contains the properties of pure 
component i and represents its contribution to the viscosity of the mixture as an ideal component. 
The value of the combinatorial part, <^c, is calculated using the following equation: 
v<t\y 
C?=<Mn v ,— +2<Mn 
1 1 ' M 
(2.61) 
C,f is the residual part that contains the interaction parameter between different components and 
represents the residual contribution of component i to the viscosity of the mixture interaction-
differences. The following equation is used to determine the value of this part of the viscosity 
equation. 
C = X Vk } Pfa ~ Sfa} J (2.62) 
all group k 
Substituting equations (2.61) and (2.62) into equations (2.60) yields 
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+ 24,tn %• + Z ^ K " ^ ] 
l \ri J all group k 
(2.63) 
-**-m o//group k 
where Hfa : is the group residual viscosity of group k for component i in the mixture 
(2.64) 
H^}: is the group residual viscosity of group k for component i in the solution of group of pure 
liquid i. 
v(k
0 is the number of groups k per molecule of component i. 
Qk is the surface area parameter of group k. 
Rk is volume parameter of group k. 
vFkm is the group interaction parameter between groups k and m, and 
N ^ is a group viscosity parameter for group k in component i that is given by 
NV1S = O q . -
r . ! - r . (2.65) 
where: z is the co-ordination number (equal to 10). 
q, are the area parameter of molecule i, and 
r, the number of segments of molecule i. 
The following equations are used to estimate the numerical values of the last two terms: 
q.= Zv«Q k 
all groups k 
(2.66) 
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ri - Z V k ° R k (2.67) 
all groups k 
The local composition of groups, 0mn, is given by 
Qmn- V ft 2.68 
all groups k 
where 
a _ X m V i n 
U~ - ~ ^ ^ (2.69) 2>kQk 
all groups k 
VF. = exp 
a m n 
(2.70) 
V T j 
where amn is the interaction energy parameter between group m and n. The value of this 
adjustable parameters is determined from experimental data. 
2.5.4 The Nhaesi et al. (2005) parameter- prediction method 
The group contribution method was used by Nhaesi et al. (2005) to predict the interaction 
parameters in the generalized version of McAllister model developed by Nhaesi and Asfour 
(2000b). This technique was developed for n-alkane solutions that are composed of two 
functional groups: CH3 and CH2. They assumed each group has an additive contribution to the 
value of the interaction parameters in the generalized McAllister three body interaction model. 
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2.6 The Allan and Teja Correlation 
Allan and Teja (1991) developed a correlative method for viscosity prediction of hydrocarbon 
liquids based on the number of carbon atoms for n-alkanes, and the effective carbon number for 
regular solutions. 
Allan and Teja (1991) proposed a correlative Antoine-type equation to determine the absolute 
viscosity, u, in centipoise, of both defined and undefined (crude oil) hydrocarbon mixtures. They 
suggested the use the following equation for this purpose: 
tn\x = A 
1 1 
+ -B T + C 
(2.71) 
where A, B, and C are constants that are correlated to the carbon numbers in the hydrocarbons 
composing the mixture. They suggested the use of the following polynomial equations to 
determine the numerical values of the constant A, B, and C: 
A = 145.73 + 99.01N + 0.83N2 - 0.125N3 (2.72) 
B = 30.48 + 34.04N - 1.23N2 +0.017N3 (2.73) 
C = - 3 . 0 7 - 1 . 9 9 N (2.74) 
where N is the carbon number per molecule of the component of interest. 
Allan and Teja (1991) extended their technique to predict viscosity of non n-alhane 
hydrocarbons using the effective carbon number concept. The effective carbon number can be 
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estimated using only one experimentally measured viscosity data point at certain temperature for 
that component. This data point is substituted in equation (2.71-74) resulting in a cubic equation. 
The real solution to that equation is the effective carbon number of the component. The value of 
the ECN is used to predict the viscosity of the component of interest at other temperatures. 
For mixtures, a simple mixing rule based on the mole fractions, which was suggested by Allan 
and Teja (1991) is used to calculate N for n-alkanes mixture. The rule takes the following form: 
n 
N m = 2 > >
N . (2.75) 
1=1 
where Nm is the carbon number of the mixture and N, is the carbon number of component i in 
the mixture. 




where ECNm is the carbon number of the mixture and ECN, is the carbon number of component 
i in the mixture. 
The Allan and Teja correlation was tested by Gregory (1992). The study showed that the 
correlation does not give accurate results for carbon numbers greater than 22. 
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2.7 Artificial Neural Network (ANN) 
The rapidly improving computational capabilities of computers contributed to the development 
of systems that can partially simulate the behaviour of human brain. An example of that is the 
area of Artificial Neural Network (ANN). 
An Artificial Neural Network is a mathematical representation of a certain problem that has the 
ability to recognize patterns and learn relationships (experience) and generalize them to different 
cases of new set of data or information that has not seen before through a structure inspired by 
the structure of human's neural system as shown in figure 2-6. Simon Haykin (1998) defines an 
ANN as a massively parallel distributed processor made up of simple processing units, which has 
a natural propensity for storing experimental knowledge and making it available for use, it 
resembles the brain in two respects: 
1. Knowledge is acquired by the network from the environment through a learning process. 
2. Interneuron connection strengths, known as synaptic weights, are used to store the 
acquired knowledge. 
The operation of ANNs requires a powerful computational performance that became available as 
computer technologies advanced in recent decades. ANNs are commonly used in modeling 
highly nonlinear relationships. 
ANN techniques have received a growing acceptance form researchers from different areas and 
disciplines to replace other correlative and statistical modeling methods. This is due to the 
distinguished capabilities of these techniques when compared to other correlative methods. 
Haykin (1998) summarizes the properties and capabilities the ANNs that enabled them to 
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outperform other correlative techniques. The following is a short list of the major points he 
mentioned: 
1. Nonlinearity. An artificial neuron made up of an interconnection of nonlinear neurons 
that make the network nonlinear. 
2. Adaptivity. Neural networks have a built-in capability to adapt their synaptic weights to 
changes in the surrounding environment. 
3. Very-Large-Scale-Integrated (VLSI) Implementability. The massively parallel nature of a 
neural network makes it potentially fast for the computation of certain tasks. 
2.7.1 History of ANN 
The development of the ANN technique has gone through three major and distinguished stages: 
The first one was in the 1940s with the McCulloch and Pitts (1943) development of their model 
of a single neuron. 
The second major development was through the work of Rosenblatt's (1958) who developed a 
simple form of a modeled single layer neural network known as perceptron model that was 













Figure 2.6: (a) Schematic diagram of real neuron (b) Schematic diagram of artificial 
neuron (Reproduced and modified from Cheng and Titterington (1994)). 
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The third major development in the field of ANN was the introduction of the back propagation 
learning algorithm by Rumelhart et al. (1986) that can be used to train a multilayer preceptron 
and overcome the limitation of the Rosenblatt's single layer perceptron. 
2.7.2 Network structure 
The processing units in an ANN are usually referred to as artificial nodes, or neurons for 
simplicity, and are organized in layers. The neurons are interconnected with each other by a set 
of synapses or links in different layers to form a network. A common form of networks consists 
of three layers; namely, input, processing (hidden), and output layers. The synapses or links are 
characterized by their weights. Each neuron calculates the weighted sum of its signals and the 
output of each neuron is determined by the output of its activation function. As shown in Figure 
2.7 that gives a simple representation of an artificial neuron. The ANNs are characterized by the 
number of neurons, number of layers of neurons, the complexity of interconnectivity, type of 
activation function as well as the direction of signal flow. Three main architectures of ANNs are 
mostly used; viz., 
1. Single layer feed forward network: The simplest type of neural network and was the first 
type introduced by McCulloch-Pitts (1943). In this type, information flow occurs in one 
direction from an input layer to an output layer. 
2. Multilayer feed forward network: In this type of networks, there is at least one hidden 
layer of neurons between the input and output layers to perform additional processing of 
the information received from the input layer. But the flow of data is in one direction 
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from the input to the hidden to the output layers. This type is a good choice for 
application that includes prediction. 
3. Recurrent networks: Feedback loops distinguish this type from the second type. At least 
one feedback loop from neurons in one layer to neurons in pervious layer is required to 
classify the network as a recurrent network. 
2.7.3 Types of activation functions 
The activation function transforms the weighted sum of inputs in a neuron into an output or 
response. Several types of activation function can be used in building an ANN. The most 
commonly used activation function are the threshold (or step function) and the sigmoid function. 
The first type is used for applications that involve the need to classify input signal into two 
groups. For more complicated clustering or classification; a combination of multiple units with 
threshold functions is necessary. The latter type uses a continuous and differentiable function 
that is by far the most popular type of activation function. This is due to the need for a 
differentiable function in some learning algorithms that are based on finding the minimum value 
of error that requires the computation of the function gradient. This can only be satisfied by a 
differentiable function. The sigmoid function is typically used to represent nonlinear relations for 





Figure 2.7: A Schematic representation of an Artificial Neuron. 
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Two more types of differentiable activation functions are also used in ANNs viz., piecewise 
linear and gaussian functions. The different types of activation functions are shown below in 
figure 2.8. 
2.7.4 Design and Operation of an ANN 
Designing an ANN involves several selection of the network architecture or structure. This 
includes the selection of the number of input points, number of layers and the type of learning 
algorithm. 
Once the selection has been made, the procedure followed in operating a neural network consists 
of three major steps and is as follows: 
1. Training: the first step in operating a neural network is recognizing the relationships 
between the different inputs into the network that ultimately produce the desired output. 
Supervised learning, from examples, is the most commonly used type of learning in 
ANNs where a set of inputs and corresponding outputs are introduced to enable the 
network to learn and recognizes the relation between the independent and dependent 
variables. 
Unit step (threshold] Pieeewise Linear 
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Figure 2.8: The Different Types of Activation Functions (Reproduced and Modified from: Data Mining in 
Engineering, Business, and Medicine) 
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2. Testing: once the network has learned the relationship, the second step of testing its 
understanding is performed. In this step, the other portion of the data used in the first step 
is introduced to network. Only inputs (of known outputs) are fed to the network. The 
network is run and the predicted outputs are compared with the measured values. This 
step is necessary to ensure that the network has actually learned the relation not just 
memorized the examples. 
3. Generalization: the final step of preparing the network is to ensure that the network is 
able to use the acquired knowledge in predicting outputs for inputs the network has not 
seen before during the previous steps. For example, for networks built to predict physical 
properties, one may use certain compounds in training and testing. Other compounds are 
used to check the network ability to generalize its knowledge to them. 
2.7.5 Applications 
Artificial neural networks are used in a wide range of applications that are mainly related to 
pattern recognition, clustering, and function approximation for prediction and forecasting. In a 
review paper, Cheng and Titterington (1994) gave the following list of application domains 
where artificial neural networks are used: 
1. Speech recognition and speech generation. 
2. Prediction of financial indices such as currency exchange rates. 
3. Location of radar point sources. 
4. Optimization of chemical processes. 
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5. Target recognition and mine detection. 
6. Identification of cancerous cells. 
7. Recognition of chromosomal abnormalities. 
8. Prediction of re-entry traj ectories of spacecraft. 
9. Automatic recognition of handwritten characters. 
10. Sexing of faces. 
11. Recognition of coins of different denominations. 
12. Solution of optimal routing problems such as the Traveling Salesman Problem. 
13. Discrimination of chaos from noise in the prediction of time series. 
The ANN ability to represent nonlinear relationships that are commonly encountered in 
engineering applications has attracted engineers and researchers to utilize this technique in 
solving many engineering problems. David M. Himmelblau (2000), Krasnopolsky and Schiller 
(2003), Meireles et al. (2003), and Ahmad et al. (2009) among several other researchers gave a 
review of broad range of engineering applications where the ANN technique has been 
successfully used. 
Processes control and modeling, optimization, and physical properties' prediction are two other 
areas that engineers have successfully applied this technique. 
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2.7.6 Application in predicting viscosity and other physical properties 
The previously mentioned benefits of using the ANN technique as well as the availability of 
computers with appropriate computational power have attracted the attention of many 
researchers to employ this technique in predicting materials' physical properties. Researchers 
started employing the ANN technique as early as the 1990s. 
This section covers some examples where researchers have used the ANN technique in 
predicting the physical properties of pure materials as well as liquid mixtures with focus on 
viscosity prediction. 
One of the early examples is the work of Lee and Chen (1993), where they incorporated the 
group contribution model into the artificial neural networks technique in order to predict the 
normal boiling point, critical properties, and acentric factor. They used two vectors one for 
group-numbers and the second for boiling point, critical properties, and acentric factor of 421 
data sets obtained from Reid et al. (1987) to train the ANN. Then they used the network to 
predict the properties of 29 pure chemicals (unseen during the training) with an average A AD 
ranging from 6.6% to 13.6% for the different properties. 
The same authors worked with Hwang (1994) and used the same technique to predict the density 
and viscosity of binary and ternary mixtures (mostly aqueous mixtures). They were successful in 
predicting the density within about 1%. Viscosity was predicted with %AAD values ranging 
from 1.13 to 13.71%. 
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Mehlman et al. (1998) used a network trained by a binary mixture data to calculate the density, 
viscosity and refractive index of a number of ternary and quaternary mixtures. The absolute 
average deviation of prediction by the ANNs was generally a maximum of 1.71 % for density, 
and 0.27 % for refractive index, and 14.26 % for the viscosity excluding one system with a value 
of about 21%. 
Nashawi and Elgibaly (1999), Suzuki et al. (2001), and Sozen et al. (2009) are other examples 
where researchers have applied the ANN techniques in predicting the viscosity of a variety of 
pure chemicals of different types of liquids along with other thermodynamic properties. Whereas 
the work of Rai et al. (2005), Baskaran and Kubendran (2008), Obanijesu and Omidiora (2009), 
Balabin et al. (2011), Torabi et al. (2011), and Sencan et al. (2011) represent excellent examples 
where the ANN technique was employed to successfully predict the viscometric properties of 
different types multi-components liquid mixtures. 
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CHAPTER 3 
EXPERIMENTAL EQUIPMENT AND PROCEDURES 
3.1 General 
The materials employed in the present study and their purity verification are reported in the 
present Chapter. Moreover, detailed explanation of the procedures followed in preparing the 
solution mixtures as well as a description of the experimental setups that were used in measuring 
the densities and viscosities and their operation are given. The experimental procedures followed 
in calibrating the density meter and viscometers are also presented. 
3.2 Chemicals and Purity Verification 
Different chemicals were used at different stages in the present study. The first group of 
chemicals used in this study includes: Nitrobenzene, 1-octanol, m-xylene, benzene, cyclohexane, 
cyclooctane, heptane, and decane were used for the density meter calibration. Cannon viscosity 
standard fluids (NO.8, N1.0, N2.0, and N4.0) were used in viscometer calibration. The third 
group of chemicals includes: Chlorobenzene, p-xylene, octane, eythlbenzene, and 1-hexanol that 
were used in preparing samples of the different systems investigated in the present study. 
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The first and third groups of chemicals used in the present study were purchased from Sigma-
Aldrich and from Fluka, respectively, whereas the viscosity standards, represented by the second 
group, were purchased from Cannon Instrument Company. 
The stated purities of the chemicals used in mixture composing and density meter calibration 
were 99.0+%. These purity values were verified using with the help of Hewlett-Packard 5890A 
Gas Chromatograph with a flam ionization detector (FID) and a cross-linked methyl silicone 
gum HP 1 column. The column is 30m (long) x 0.53 mm (diameter) and 2.65 um in film 
thickness. A comparison between the supplier's stated purities and the GC analysis results of 
those chemicals is given in Table 3.1. 
3.3 Preparation of Solutions 
Each sample investigated in the present study was prepared according to the procedure described 
earlier in details by Asfour (1980). The samples were gravimetrically prepared using a Mettler 
HK 160 electronic balance with a precision of ± 0.1 mg. The balance was turned on and left for 
at least thirty minutes to reach equilibrium before use.. 
Each sample was placed in a .03 L glass vials sealed with Tuf-Bond discs and aluminum seals to 
prevent evaporation. The pure components were injected into glass vials using glass syringes. 
The sizes of the syringes employed in the present study were 0.01, 0.02, and 0.03 L fitted with 
G18, G20, or G22 stainless steel needles. The empty vial was first weighed, and then it was 
weighed after each component is injected. This injection was repeated depending on the number 
of components constituting the mixture. 
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The differences in weight readings represent the weight of the injected pure component. These 
values were converted into molar values and used to calculate the composition of the sample. 
The vials containing the liquid samples were kept at low temperature inside a refrigerator until 
used. 
3.4 Experimental Measurements 
The densities and kinematic viscosities of the systems under investigation were measured over 
the entire composition range at 293.15, 298.15, 308.15, and 313.15 K. This section describes the 
experimental setup used to carry out these measurements and its principle of operation. A 
detailed description of the operational procedures and precautions are also given in the following 
subsections. The relevant density meter and viscometer equations employed are also given. 
3.5 Density Measurement 
3.5.1 Equipment and principle of operation 
The densities of the systems under investigation were measured using an Anton-Paar density 
meter. The Anton-Paar density meter consists of a DMA 60 processing unit and a DMA 602 
measuring cell. The DMA 602 measuring cell contains a U-shaped borosilicate glass sample tube 
(oscillator) where the sample is injected. The U-shaped sample tube is electronically excited into 
oscillation. The variation of the natural frequency of vibration (period of oscillation) of the U-
shaped tube when filled with different liquid sample is measured. 
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The oscillation period or the frequency of the oscillator depends only on the mass of that part of 
the liquid between two points on the U-shaped glass oscillator that has a fixed volume and is 
therefore, only related directly to the density of the injected liquid sample. The oscillation period 
is displayed by the DMA 60 processing unit to the eighth decimal place as a density meter 
reading. The density of the fluid injected into the tube is calculated using the density meter 
equation. 
The DMA 60 processing unit and the DMA 602 measuring cell are both kept inside a wooden 
box to minimize the effect of the ambient temperature fluctuations. This wooden box is equipped 
with fans to circulate the air inside. There is also a 200W light bulb inside the chamber that 
works alternatively with a refrigeration unit to precisely control the chamber's internal 
temperature. This is an extra measure suggested by Asfour (1980) to prevent any instability of 
the density meter reading due to the changes in laboratory temperature. The temperature inside 
the chamber is kept within ±0.5 K of the desired temperature. The internal temperature of the 
wooden box is monitored using a mercury-in-glass thermometer. 
The temperature of the injected liquid sample is controlled at the desired level with the help of 
Haake N4 circulator. The circulator is connected to a Lauda RMT-20 refrigerating unit that can 
work at temperatures as low as -15 °C to enable operation below the laboratory temperature. The 
Haake N4 circulator passes a constant-temperature water through a double wall glass cylinder 
where the U-shaped oscillator is fused. The circulator water temperature is monitored by an 
Omega electronic thermometer fitted with a calibrated platinum temperature sensor (ITS 90) 
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with a precision of ± 0.005 K. Figure 3.1 shows a pictorial view of the density measurement 
setup. 
3.5.2 Procedures 
The density meter was turned on and the water bath temperature was set to the desired level. The 
oscillator tube was washed, first using ethanol (solvent) that was passed through the u-shaped 
tube after every use. The solvent is used to dissolve and remove any remaining traces of any 
chemicals from previous runs. After washing, an air pump that is installed within the measuring 
cell unit is used to dry the U-shaped tube by passing dry air through it. This cleaning and drying 
procedure was repeated three times before making a new injection. 
After reaching the desired temperature, the liquid sample is injected slowly into the opening of 
the U-tube of the measuring cell using a 0.002 L glass syringe. It is important at this stage that 
one makes sure that the tube is filled with liquid and there are no air bubbles inside the tube that 
affects the measuring cell reading. The other ends of the U-tube were sealed using Teflon 
stoppers. The system is then left for at least 20-30 minutes to make sure that thermal equilibrium 
is reached. 
The oscillation period readings were taken ten times. The average value of the oscillation period 
is used in the density meter equation to calculate the density of the sample at that temperature. 
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3.5.3 Density meter calibration 
The densitymeter manufacturer suggested the following equation to be used to convert the 
oscillation period reading into a density value 
P = ̂ - T - C (3.1) 
1-BT2 
where p is the density of the sample in kg/L and T is the oscillation period in seconds. 
The values of the calibration constants A, B, and C are determined using the densities of some 
compounds with accurately known density values. The oscillation periods of those compounds 
were determined at each temperature level. The densities of those compounds and their 
corresponding periods of oscillation were fitted using the least-squares technique to find the 
values of the calibration constants. 
3.6 Viscosity Measurement 
3.6.1 Equipment and principle of operation 
Cannon-Ubbelohde glass viscometers were used in the present study to carry out the kinematic 
viscosity measurements. This type of the U-shaped glass viscometer (shown in Figure 3.2) is 
suspended level viscometers which uses a capillary based technique to measure kinematic 
viscosities. It consists of two tubes, the liquid is introduced into one tube which has a reservoir at 
the bottom and sucked through the other tube which has a measuring bulb. The fluid is allowed 
to flow through the measuring bulb. The time required for the test fluid to travel between two 
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etched marks above and below the measuring bulb is known as the efflux time that is related to 
the kinematic viscosity of the fluid. 




The Cannon-Ubbelohde glass viscometers come in different sizes depending on the type of fluid 
and its viscosity that needs to be measured. The kinematic viscosity values of the compounds 
investigated in the present study range between 0.58 and 6.53 x 10"6 m2/s. Therefore, four 
different sizes were selected to conduct the measurements. Theses sizes are: 25, 50, 75, and 100. 
These sizes are used to measure the kinematic viscosities that ranges between 0.5- 2 x 10"6 m2/s 
(size 25), 0.8- 4 x 10"6 m2/s (size 50), and 1.6- 8 x 10"6 m2/s (size 75). 
A Cannon CT-1000 constant temperature water bath was used to control the temperature of the 
viscometers. The system temperature is monitored by the same Omega electronic thermometer 
described in the previous section. The system temperature is controlled using a combination of a 
refrigeration unit and a built in heating system installed in the Camion water bath. 
3.6.2 Procedure 
The first step of conducting viscosity measurements is cleaning the viscometer before any use to 
remove any traces of organic liquids from previous runs. The viscometer is first washed using 
diluted special detergent solution that is passed through the viscometer. Then, it is rinsed with 
deionised water followed by acetone. The viscometer was then placed in an oven at 120 °C for 
10-15 min to dry all remaining traces of the acetone. The viscometer was then allowed to cool 
down to room temperature. At this stage the viscometer is ready for use. 
All pieces of equipment were turned on at the beginning of each round of measurements. The 
viscometer was then placed into a special plastic holder provided by Cannon Instrument 
Company. The viscometer holders fit any of the seven holes of 51 mm in diameter located on the 
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top cover of the Cannon CT-1000 water bath. Up to seven viscometers can be placed in the bath 
simultaneously. The holder ensures that the viscometer remains in a perfect vertical position in 
the water bath. The viscometer was charged with the test fluid by pouring enough volume of it 
through arm L shown in Figure 3.2 to fill the lower reservoir until the liquid level (liquid 
meniscus) is between the marked fill lines on the lower reservoir. 
The water bath temperature was set to the desired value by rotating a switch on the front panel of 
the bath. A fine tuning control allows temperature adjustment reach the target temperature. An 
Omega electronic thermometer is used to monitor the system temperature. After reaching the 
desired temperature, the viscometer and the sample were left in the water bath for approximately 
20 minutes to reach thermal equilibrium. 
The procedure suggested by the manufacturer was followed in operating the viscometer where 
the branching vent tube M was sealed using a finger and suction is applied to tube N until the 
liquid reached the center of bulb D. At this point, the suction and the seal from tube N and vent 
tube M were removed. The efflux time is the time taken by the liquid meniscus to travel between 
the etched marks E and F. 
The efflux time measurement was repeated three times for every sample and the average value 
was used for calculating the viscosity. The average efflux time value of the tested fluid is 
substituted into an equation that converts this reading into a kinematic viscosity value. This 
equation is called the viscometer equation and is given by equation (3.2) in the following section. 
3.6.3 Viscometer calibration 
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The kinematic viscosity value is calculated with the help of equation (3.2).. The following 
equation was suggested by the manufacturer of the Cannon-Ubbelohde viscometer and is given 
by: 
v = C t - 4 (3.2) 
t2 
where v is the kinematic viscosity of the sample in m2/s and t is the efflux time in seconds. In 
order to calculate the viscosities of the test samples, the efflux time was measured three times 
and the average value was substituted into the viscometer equation. The difference in the three 
different efflux time for the same sample must not exceed 1 second, otherwise the measurements 
were repeated. 
In equation (3.2), C, and E are the calibration constants. The values of the calibration constants 
were determined using calibration fluids of known viscosities supplied by Cannon Instrument 
Company. The viscosities of the calibration fluids and their corresponding efflux times were 
fitted using the least-squares technique to equation (3.2) and the values of the constants C and E 








Figure 3.2: The Cannon-Ubbelohde viscometer 





In the present chapter, the experimental values of the kinematic viscosities and densities are 
reported for the quinary system: Chlorobenzene, p-xylene, octane, ethylbenzene, and 1-hexanol 
and its quaternary, ternary, and binary subsystems at 293.15, 298.15, 308.15, and 313.15 K are 
reported in the present chapter. In addition, the experimental values of kinematic viscosities and 
densities of the pure components used to constitute the mixtures are also reported. Each system 
contains between five to nine mixture samples that cover the entire composition range of system 
under investigation. The experimental results related to the kinematic viscosities and density 
measurements including the density meter and viscometers calibration are also reported. The 
systems investigated in the present study are summarized in Table 1.1. The raw data of the efflux 
times and oscillation periods are reported in Appendix A. 
4.1 Density Meter Calibration Results 
The density meter was calibrated using the density values of selected compounds with known 
densities at the desired temperatures. The compounds used in calibrating the density meter were: 
Nitrobenzene, 1-Octanol, m-xylene, benzene, cyclohexane, cyclooctane, heptane, and decane. 
The calibration data of the density meter employed in the present study are given in Tables 4.1. 
This set of data was fitted using the least-square method to equation (3.1) that contains the three 
densitymeter's constants. 
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The values of the density meter's constants are given in Tables 4.2. The constants were evaluated 
at 293.15, 298.15, 308.15, and 313.15 K. 
4.2 Viscometer Calibration 
As indicated earlier in Chapter 3, a total of nine viscometers of four different sizes were 
employed in measuring the kinematic viscosities of pure components and the liquid mixtures. 
These sizes were: 25, 50, 75, and 100. The viscometers were as follows: 25 [B-349], 25 [B-350], 
25 [B-366], 50 [B-830], 50 [B-831], 50 [B-158], 75 [K-95], 75 [K-96], and 100 [C-334]. The 
viscometers were calibrated at: 293.15, 298.15, 308.15, and 3 13.15K by using N0.8, Nl, N2, 
and N4 calibration standards purchased from Cannon Instrument Company. 
The calibration standard fluids have known viscosities and densities at the temperatures indicated 
above. The viscometers were selected to cover the viscosity ranges of the systems under 
investigation. The two calibration constants that appear in equation (3.2), viz. C and E, are 
temperature sensitive and were evaluated for each viscometer at every investigated temperature 
level. The average values of the measured efflux times and the corresponding kinematic 
viscosities values of the calibration fluids were fitted using the least-squares technique to 
equation (3.2). Table 4.3 summarizes the data sets used in the calibration of the viscometers as 
well as the values of the viscometers constants at different temperature levels. 




































































































































































































































































































































































































































































































4.3 The Densities and Viscosities of the Pure Components 
The densities and viscosities of the pure components that were used to constitute the liquid 
mixtures were measured at 293.15, 298.15, 308.15, and 313.15 K. Those components are: 
Chlorobenzene, p-xylene, octane, ethylbenzene, and 1-hexanol. Table 4.4 summarizes the 
measured experimental density and kinematic viscosity values the temperatures indicated. A 
comparison between the measured density and kinematic viscosity values and corresponding 
values reported in the literature is also included in Table 4.4. The experimental efflux times and 
oscillation periods are reported in Appendix A. 
4.4 Binary System Results 
The density and kinematic viscosity experimental data pertaining to ten binary sub-systems of 
the quinary system: Chlorobenzene, p-xylene, octane, ethylbenzene, and 1-hexanol are reported 
in Tables 4.5 through 4.14. Every binary system consists of nine samples that cover the entire 
composition range at the four temperature levels of interest. The absolute viscosity values were 
calculated from the density values and the corresponding kinematic viscosity values and reported 
in the aforementioned tables whereas the raw data of the efflux times and oscillation periods for 
the binary systems investigated are reported in Apendix A. 
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Table 4.4: Pure Components Properties and their Comparison with their Corresponding 
Literature Values at Different Temperatures. 












































































Table 4.4 (Cont'd.): Pure Components Properties and their Comparison with their 
Corresponding Literature Values at Different Temperatures. 



















































(2) Yang et al. (2 




















8) Al-Jimaz (200 
?) Aralaguppi et 






































Table 4.5: Densities and Viscosities of the Binary System: Chlorobenzene (1) 
+ p-Xylene (2). 
Density Kinematic Viscosity Absolute 
Xl 















































Table 4.5 (Cont'd.): Densities and Viscosities of the Binary System: Chlorobenzene (1) 
+ p-Xylene (2). 
Density Kinematic Viscosity Absolute 
xi 















































Table 4.5 (Cont'd.): Densities and Viscosities of the Binary System: Chlorobenzene (1) 
+ p-Xylene (2). 
Density Kinematic Viscosity Absolute 
Xl 















































Table 4.5 (Cont'd.): Densities and Viscosities of the Binary System: Chlorobenzene (1) 
+ p-Xylene (2). 
Density Kinematic Viscosity Absolute 
Xi 















































Table 4.6: Densities and Viscosities of the Binary System: Chlorobenzene (1) + Octane (2). 
Density Kinematic Viscosity Absolute 















































Table 4.6 (Cont'd.): Densities and Viscosities of the Binary System: Chlorobenzene (1) 
+ Octane (2). 
Density Kinematic Viscosity Absolute Viscosity 
X l 















































Table 4.6 (Cont'd.): Densities and Viscosities of the Binary System: Chlorobenzene (1) 
+ Octane (2). 
Density Kinematic Viscosity Absolute 
Xl 















































Table 4.6 (Cont'd.): Densities and Viscosities of the Binary System: Chlorobenzene (1) 
+ Octane (2). 
Density Kinematic Viscosity Absolute Viscosity 
Xl 















































Table 4.7: Densities and Viscosities of the Binary System: Chlorobenzene (1) 
+ Ethylbenzene (2). 
Density Kinematic Viscosity Absolute 
Xl 














































Table 4.7 (Cont'd.): Densities and Viscosities of the Binary System: Chlorobenzene (1) 
+ Ethylbenzene (2). 
Density Kinematic Viscosity Absolute Viscosity 
Xl 















































Table 4.7 (Cont'd.): Densities and Viscosities of the Binary System: Chlorobenzene (1) 
+ Ethylbenzene (2). 
Density Kinematic Viscosity Absolute 
ft 9 















































Table 4.7 (Cont'd.): Densities and Viscosities of the Binary System: Chlorobenzene (1) 
+ Ethylbenzene (2). 
Density Kinematic Viscosity Absolute Viscosity 
Xl 















































Table 4.8: Densities and Viscosities of the Binary Systems Chlorobenzene (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute 
Xl 














































Table 4.8 (Cont'd.): Densities and Viscosities of the Binary Systems Chlorobenzene (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute Viscosity 
Xl 














































Table 4.8 (Cont'd.): Densities and Viscosities of the Binary Systems Chlorobenzene (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute 
Xi 














































Table 4.8 (Cont'd.): Densities and Viscosities of the Binary Systems Chlorobenzene (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute Viscosity 
Xl 















































Table 4.9: Densities and Viscosities of the Binary System: p-Xylene (1) 
+ Octane (2). 
Density Kinematic Viscosity Absolute 
Xl 














































Table 4.9 (Cont'd.): Densities and Viscosities of the Binary System: p-Xylene (1) 
+ Octane (2). 
Density Kinematic Viscosity Absolute Viscosity 
xi 














































Table 4.9 (Cont'd.): Densities and Viscosities of the Binary System: p-Xylene (1) 
+ Octane (2). 
Density Kinematic Viscosity Absolute 
Xl 
ft 9 















































Table 4.9 (Cont'd.): Densities and Viscosities of the Binary System: p-Xylene (1) 
+ Octane (2). 
Density Kinematic Viscosity Absolute Viscosity 
Xl 














































Table 4.10: Densities and Viscosities of the Binary System: p-Xylene (1) 
+ Ethylbenzene (2). 
Density Kinematic Viscosity Absolute 
xi 















































Table 4.10 (Cont'd.): Densities and Viscosities of the Binary System: p-Xylene (1) 
+ Ethylbenzene (2). 
Density Kinematic Viscosity Absolute Viscosity 
Xl 














































Table 4.10 (Cont'd.): Densities and Viscosities of the Binary System: p-Xylene (1) 
+ Ethylbenzene (2). 
Density Kinematic Viscosity Absolute 
Xl 















































Table 4.10 (Cont'd.): Densities and Viscosities of the Binary System: p-Xylene (1) 
+ Ethylbenzene (2). 
Density Kinematic Viscosity Absolute Viscosity 
Xl 
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Table 4.11: Densities and Viscosities of the Binary System: p-Xylene (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute 
Xl 















































Table 4.11 (Cont'd.): Densities and Viscosities of the Binary System: p-Xylene (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute Viscosity 
xi 















































Table 4.11 (Cont'd.): Densities and Viscosities of the Binary System: p-Xylene (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute 
Xl 















































Table 4.11 (Cont'd.): Densities and Viscosities of the Binary System: p-Xylene (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute Viscosity 
xi 















































Table 4.12: Densities and Viscosities of the Binary System: Octane (1) 
+ Ethylbenzene (2). 
Density Kinematic Viscosity Absolute 
Xl 















































Table 4.12 (Cont'd.): Densities and Viscosities of the Binary System: Octane (1) 
+ Ethylbenzene (2). 
Density Kinematic Viscosity Absolute Viscosity 
Xl 















































Table 4.12 (Cont'd.): Densities and Viscosities of the Binary System: Octane (1) 
+ Ethylbenzene (2). 
Density Kinematic Viscosity Absolute 
Xl 















































Table 4.12 (Cont'd.): Densities and Viscosities of the Binary System: Octane (1) 
+ Ethylbenzene (2). 
Density Kinematic Viscosity Absolute Viscosity 
Xl 















































Table 4.13: Densities and Viscosities of the Binary System: Octane (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute 
Xl 















































Table 4.13 (Cont'd.): Densities and Viscosities of the Binary System: Octane (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute Viscosity 
Xl 















































Table 4.13 (Cont'd.): Densities and Viscosities of the Binary System: Octane (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute 
Xl 















































Table 4.13 (Cont'd.): Densities and Viscosities of the Binary System: Octane (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute Viscosity 
xi 















































Table 4.14: Densities and Viscosities of the Binary System: Ethylbenzene (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute 
Xl 














































Table 4.14 (Cont'd.): Densities and Viscosities of the Binary System: Ethylbenzene (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute Viscosity 
Xi 














































Table 4.14 (Cont'd.): Densities and Viscosities of the Binary System: Ethylbenzene (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute 
Xl 














































Table 4.14 (Cont'd.): Densities and Viscosities of the Binary System: Ethylbenzene (1) 
+ 1-Hexanol (2). 
Density Kinematic Viscosity Absolute Viscosity 
Xl 















































4.5 Ternary Systems Results 
The kinematic viscosities and densities of ten ternary sub-systems of the quinary system: 
Chlorobenzene, p-xylene, octane, ethylbenzene, and 1-hexanol are reported in Tables 4.15 
through 4.24. Each system consists of seven samples for which the measurements were 
conducted at 293.15, 298.15, 308.15, and 313 K. The absolute viscosity values were calculated 
from the density values and the corresponding kinematic viscosity values and reported in the 
aforementioned tables. 
4.6 Quaternary Systems Results 
The kinematic viscosities, densities, and calculated absolute viscosity values of five quaternary 
sub-systems of the quinary system: Chlorobenzene, p-xylene, octane, ethylbenzene, and 1-
hexanol mixtures are reported in Tables 4.25 through 4.29. These data were measured over the 
entire composition range and at 293.15, 298.15, 308.15, and 313 K. 
4.7 Quinary Systems Results 
The kinematic viscosities and densities and the calculated absolute viscosity values of the 
quinary system: Chlorobenzene, p-xylene, octane, ethylbenzene, and 1-hexanol at 293.15, 
298.15, 308.15, and 313 K are reported in Table 4.30. 
Table 4.15: Densities and Viscosities of the Ternary System: 






































































































































Table 4.15 (Cont'd.): Densities and Viscosities of the Ternary System: 








































































































































Table 4.16: Densities and Viscosities of the Ternary System: 








































































































































Table 4.16 (Cont'd.): Densities and Viscosities of the Ternary System: 
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Table 4.17: Densities and Viscosities of the Ternary System: 








































































































































Table 4.17 (Cont'd.): Densities and Viscosities of the Ternary System: 









































































































































Table 4.18: Densities and Viscosities of the Ternary System: 
Chlorobenzene (1) + Octane (2) + 1-Hexanol (3). 
T(K) 
to 





































































































































Table 4.18 (Cont'd.): Densities and Viscosities of the Ternary System: 
Chlorobenzene (1) + Octane (2) + 1-Hexanol (3). 
T(K) 
o 



































































































































Table 4.19: Densities and Viscosities of the Ternary System: 






































































































































Table 4.19 (Cont'd.): Densities and Viscosities of the Ternary System: 









































































































































Table 4.20: Densities and Viscosities of the Ternary System: 
Chlorobenzene (1) + p-Xylene (2) + 1-Hexanol (3). 
T(K) 
to 



































































































































Table 4.20 (Cont'd.): Densities and Viscosities of the Ternary System: 








































































































































Table 4.21: Densities and Viscosities of the Ternary System: 







































































































































Table 4.21 (Cont'd.): Densities and Viscosities of the Ternary System: 







































































































































Table 4.22: Densities and Viscosities of the Ternary System: 







































































































































Table 4.22 (Cont'd.): Densities and Viscosities of the Ternary System: 
p-Xylene (1) + Ethylbenzene (2) + 1-Hexanol (3). 
T(K) 
o 



































































































































Table 4.23: Densities and Viscosities of the Ternary System: 






































































































































Table 4.23 (Cont'd.): Densities and Viscosities of the Ternary System: 







































































































































Table 4.24: Densities and Viscosities of the Ternary System: 







































































































































Table 4.24 (Cont'd.): Densities and Viscosities of the Ternary System: 








































































































































Table 4.25: Densities and Viscosities of the Quaternary System: 





























































































































































Table 4.25 (Cont'd.): Densities and Viscosities of the Quaternary System: 
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Table 4.26: Densities and Viscosities of the Quaternary System: 
p-Xylene (1) + Octane (2) + Ethylbenzene (3) + 1-Hexanol (4). 
T(K) 
to 



























































































































































Table 4.26 (Cont'd.): Densities and Viscosities of the Quaternary System: 






























































































































































Table 4.27: Densities and Viscosities of the Quaternary System: 






























































































































































Table 4.27 (Cont'd.): Densities and Viscosities of the Quaternary System: 






























































































































































Table 4.28: Densities and Viscosities of the Quaternary System: 





























































































































































Table 4.28 (Cont'd.): Densities and Viscosities of the Quaternary System: 






























































































































































Table 4.29: Densities and Viscosities of the Quaternary System: 






























































































































































Table 4.29 (Cont'd.): Densities and Viscosities of the Quaternary System: 
Chlorobenzene (1) + p-Xylene (2) + Octane (3) + 1-Hexanol (4). 
T(K) 
o 
1 — » 


























































































































































Table 4.30: Densities and Viscosities of the Quinary System: 
Chlorobenzene (1) + p-Xylene (2) + Octane (3) + Ethylbenzene (4) 
+ 1-Hexanol (5). 
T(K) 
to 


























































































































































*X5 = 1-Xi-X2-X3-X4 
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Table 4.30 (Cont'd.): Densities and Viscosities of the Quinary System: 
Chlorobenzene (1) + p-Xylene (2) + Octane (3) + Ethylbenzene (4) 































































































































































The experimental kinematic viscosity data reported were used to test the predictive capabilities 
of selected viscosity prediction models. As stated earlier, the tested models are: the generalized 
McAllister three-body interaction model, the pseudo-binary McAllister model, the GC-
UNIMOD model, the generalized corresponding states principle (GCSP) model, and the Allan 
and Teja correlation. In addition to the aforementioned models another viscosity prediction 
model based on the artificial neural network has also been investigated using the current 
experimental data as well as other sets of data reported in the literature 
The predictive capabilities of the viscosity models are compared in terms of % average absolute 
deviation (% AAD), and the maximum percentage deviation of the model from experimental 
data (% MAX). The % AAD is calculated with the help of the following equation: 
%AAD = -
n 
r measured _ predicted 
measured xlOO (5.1) 
) 
The % MAX is given by the following equation: 
xlOO (5.2) %MAX = MAX 
f measured _ predicted ^ 
measured 
l 
where n is the number of experimental points and v is the kinematic viscosity. 
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5.1 Testing the Predictive Capabilities of the Generalized McAllister Three-Body 
Interaction Model. 
The experimental data obtained in this study are compared to those predicted by the generalized 
McAllister three-body interaction model. The model's performance is evaluated in terms of the 
AAD% values. In addition to the kinematic viscosity data reported previously, the molecular 
weights as well as values for the parameters N or ECN for the pure components are needed to 
predict a mixture's viscosity using this model. These values are listed in Table 5.1. The ECN 
values were calculated using equation (2.27). 
Equation (2.27) overestimates the ECN of 1-hexanol because of its relatively high viscosity 
value at 308.15 K. The equation gave a value of 17.5 for 1-hexanol's ECN, whereas it only 
contains 6 carbons atoms and one oxygen atom that is slightly bigger than carbon in term of size. 
Therefore, half the predicted ECN value will be used in this model. Tables 5.2 through 5.4 
summarize these results obtained for binary, ternary, quaternary, and quinary systems, 
respectively. 
The use of the McAllister three body interaction model successfully predicted the values of the 
kinematic viscosity of binary mixtures investigated in this study with an average %AAD of 3.94. 
For ternary, quaternary, and quinary mixtures; this model was able to predict the kinematic 
viscosity value with an error of 3.97, 3.89, and 4.02 , respectively in terms of %AAD. 



















(l)Reid etal. (1987) 
Table 5.2: Results of Testing the McAllister Model Using the Experimental Viscosity Data 
on Binary Systems. 
System 
Chlorobenzene (1) + p-Xylene (2) 
Chlorobenzene (1) + Octane (2) 
Chlorobenzene (1) + Ethylbenzene (2) 
Chlorobenzene (1) + 1-Hexanol (2) 
































































Table 5.2 (Cont'd.): Results of Testing the McAllister Model Using the Experimental 
Viscosity Data on Binary Systems. 
System 
p-Xylene (1) + Ethylbenzene (2) 
p-Xylene (1) + 1-Hexanol (2) 
Octane (1) + Ethylbenzene (2) 
Octane (1)+ 1-Hexanol (2) 

































































Table 5.3: Results of Testing the McAllister Model Using the Experimental 
Viscosity Data on Ternary Systems. 
System 
Chlorobenzene (1) + p-Xylene (2) + 
Octane (3) 
Chlorobenzene (1) + Octane (2) + 
Ethylbenzene (3) 
Chlorobenzene (1) + p-Xylene (2) + 
Ethylbenzene (3) 
Chlorobenzene (1) + Octane (2) + 1-
Hexanol (3) 
Chlorobenzene (1)+ Ethylbenzene (2) 
































































Table 5.3 (Cont'd.): Results of Testing the McAllister Model Using the Experimental 
Viscosity Data on Ternary Systems. 
System 
Chlorobenzene (1) + p-Xylene 
(2)+l-Hexanol(3) 
p-Xylene (1) + Octan (2) 
Ethylbenzene (3) 
p-Xylene (1) + Ethylbenzene (2) 
+ 1-Hexanol (3) 
p-Xylene (1) + Octan (2) + 1-
Hexanol (3) 

































































Table 5.4: Results of Testing the McAllister Model Using the Experimental Viscosity Data 
on Quaternary and Quinary Systems. 
System 
Chlorobenzene (1) + p-Xylene (2) 
+ Octane (3) + Ethylbenzene (4) 
p-Xylene (1) + Octane (2) + 
Ethylbenzene (3) + 1-Hexanol (4) 
Chlorobenzene (1) + Octane (2) + 
Ethylbenzene (3) + 1-Hexanol (4) 
Chlorobenzene (1) + p-Xylene (2) 
+ Ethylbenzene (3) + 1-Hexanol 
(4) 
Chlorobenzene (1) + p-Xylene (2) 
































































Table 5.4 (Cont'd.): Results of Testing the McAllister Model Using the Experimental 
Viscosity Data on Quaternary and Quinary Systems. 
System 
Chlorobenzene (1) + p-Xylene (2) + 
Ethylbenzene (3) + 1-Hexanol (4) 
Chlorobenzene (1) + p-Xylene (2) + 






























5.2 Testing the Predictive Capabilities of the Pseudo-Binary McAllister Model 
The pseudo-binary McAllister model discussed in Section 2.3 is tested using the experimental 
kinematic viscosity data of ternary, quaternary and quinary systems investigated in the present 
study. Obviously, the pseudo-binary McAllister model when tested using the binary mixtures 
data would give the same results as the generalized McAllister model. Tables 5.5 through 5.6 
report the results of testing the pseudo-binary McAllister model for the ternary, quaternary and 
quinary systems, respectively. 
Table 5.5: Results of Testing the Pseudo-Binary McAllister Model Using the Experimental 
Viscosity Data on Ternary Systems. 
System 
Chlorobenzene (1) + p-Xylene (2) 
Octane (3) 
Chlorobenzene (1) + Octane (2) + 
Ethylbenzene (3) 
Chlorobenzene (1) + p-Xylene (2) + 
Ethylbenzene (3) 
Chlorobenzene (1) + Octane (2) + 1-
Hexanol (3) 

































































Table 5.5 (Cont'd.): Results of Testing the Pseudo-Binary McAllister Model Using the 
Experimental Viscosity Data on Ternary Systems. 
System 
Chlorobenzene (1) + p-Xylene 
(2)+l-Hexanol(3) 
p-Xylene (1) + Octane (2) 
Ethylbenzene (3) 
p-Xylene (1) + Ethylbenzene (2) 
+ 1-Hexanol (3) 
p-Xylene (1) + Octane (2) + 1-
Hexanol (3) 

































































Table 5.6: Results of Testing the Pseudo-Binary McAllister Model Using the Experimental 
Viscosity Data on Quaternary and Quinary Systems. 
System 
Chlorobenzene (1) + p-Xylene 
(2) + Octane (3) + Ethylbenzene 
(4) 
p-Xylene (1) + Octane (2) + 
Ethylbenzene (3) + 1-Hexanol 
(4) 
Chlorobenzene (1) + Octane (2) 
+ Ethylbenzene (3) + 1-Hexanol 
(4) 
Chlorobenzene (1) + p-Xylene 





















































Table 5.6 (Cont'd.): Results of Testing the Pseudo-Binary McAllister Model Using the 
Experimental Viscosity Data on Quaternary and Quinary Systems. 
System 
Chlorobenzene (1) + p-Xylene 
(2) + Octane (3) + 1-Hexanol 
(4) 
Chlorobenzene (1) + p-Xylene 






























5.3 Testing the Predictive Capabilities of the Generalized Corresponding States Principle 
(GCSP) Model. 
The experimental kinematic viscosity values of the binary, ternary, quaternary, and quinary 
systems investigated in the present study are compared with those predicted by the generalized 
corresponding states principle model, discussed earlier in Section 2.4. The generalized 
corresponding states principle model uses some physical properties of the pure components used 
to constitute the mixtures. For the components used in the present study those values are listed in 
Table 5.7. 
The results of testing the generalized corresponding states principle model are reported in Tables 
5.8 through 5.10. The predicted kinematic viscosity by the GCSP depends heavily on the 
selection of the reference fluids when the number of components exceeds 2. In other words, the 
selection of the reference fluid, as was indicated earlier by Wu and Asfour (1992), significantly 
affects the predicted viscosity values. The results of testing reported in Tables 5.8 through 5.10 
are those showing the smallest error amongst all the results obtained from the different selections 
of the reference fluids. 
Table 5.7: Physical Properties of the Pure Components Used in Kinematic Viscosity 
































Table 5.8: Results of Testing the Generalized Corresponding States Principle (GCSP) 
Model Using the Experimental Viscosity Data on Binary Systems. 
System 
Chlorobenzene (1) + p-
Xylene (2) 
Chlorobenzene (1) + 
Octane (2) 
Chlorobenzene (1) + 
Ethylbenzene (2) 
Chlorobenzene (1) + 1-
Hexanol (2) 

































































Table 5.8 (Cont'd.): Results of Testing the Generalized Corresponding States Principle 
(GCSP) Model Using the Experimental Viscosity Data on Binary 
Systems. 
System 









































































Table 5.9: Results of Testing the Generalized Corresponding States Principle (GCSP) 
Model Using the Experimental Viscosity Data on Ternary Systems. 
System 
Chlorobenzene (1) + p-
Xylene (2) + Octane 
(3) 
Chlorobenzene (1) + 
Octane (2) + 
Ethylbenzene (3) 
Chlorobenzene (1) + p-
Xylene (2) + 
Ethylbenzene (3) 
Chlorobenzene (1) + 
Octane (2 )+1-
Hexanol (3) 
Chlorobenzene (1) + 

































































Table 5.9 (Cont'd.): Results of Testing the Generalized Corresponding States Principle 
(GCSP) Model Using the Experimental Viscosity Data on Ternary 
Systems. 
System 
Chlorobenzene (1) + p-
Xylene(2)+1-
Hexanol (3) 
p-Xylene (1) + Octane 
(2) + Ethylbenzene (3) 
p-Xylene (1) + 
Ethylbenzene (2) + 1 -
Hexanol (3) 
p-Xylene (1) + Octane 
(2)+1-Hexanol (3) 
Octane (1) + 

































































Table 5.10: Results of Testing the Generalized Corresponding States Principle (GCSP) 
Model Using the Experimental Viscosity Data on Quaternary and Quinary 
Systems. 
System 
Chlorobenzene (1) + p-
Xylene (2) + Octane 
(3) + Ethylbenzene (4) 
p-Xylene (1) + Octane 
(2) + Ethylbenzene (3) 
+ 1-Hexanol (4) 
Chlorobenzene (1) + 
Octane (2) + 
Ethylbenzene (3) + 1-
Hexanol (4) 
Chlorobenzene (1) + p-
Xylene (2) + 
Ethylbenzene (3) + 1-
Hexanol (4) 
Chlorobenzene (1) + p-


































































Table 5.10 (Cont'd.): Results of Testing the Generalized Corresponding States Principle 
(GCSP) Model Using the Experimental Viscosity Data on Quaternary 
And Quinary Systems. 
System 
Chlorobenzene (1) + p-
Xylene (2) + Octane 


















5.4 Testing the Predictive Capabilities of the GC-UNIMOD Model 
The GC-UNIMOD discussed in Section 2.5 is tested using the experimental kinematic viscosity 
data of the binary, ternary, quaternary, and quinary systems under investigation. Pure 
components were broken down to different functional groups. Table 5.11 shows the number of 
the different functional groups constituting the pure components used in this study. Tables 5.12 
through 5.14 report the results of testing the GC-UNIMOD model. 
As described in details in Section 2.5, the GC-UNIMOD model is represented by a formula that 
consists of two parts; namely, the combinatorial part and the residual part. Nhaesi (1998) and 
Hussein (2007) have concluded that the residual part of the equation does not significantly affect 
the final outcome of the model, and it is reasonable to set this part equal to zero (R=0). 
5.5 Testing the Predictive Capability of the Allan and Teja Correlation 
The Allan and Teja Correlation discussed in Section 2.6 is tested using the experimental 
kinematic viscosity data on the investigated binary, ternary, quaternary , and quinary systems. 
Tables 5.15 through 5.17 report the results of testing the Allan and Teja Correlation. 
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Table 5.11: The Breakdown of the Pure Components used in the Present Study into 




























Table 5.12: Results of Testing the GC-UNIMOD Model Using the Experimental Viscosity 
Data of the Binary Systems. 
System 
Chlorobenzene (1) + p-Xylene (2) 
Chlorobenzene (1) + Octane (2) 
Chlorobenzene (1) + Ethylbenzene (2) 
Chlorobenzene (1) + 1-Hexanol (2) 
































































Table 5.12 (Cont'd.): Results of Testing the GC-UNIMOD Model using the Experimental 
Viscosity Data of the Binary Systems. 
System 
p-Xylene (1) + Ethylbenzene (2) 
p-Xylene (1) + 1-Hexanol (2) 
Octane (1) + Ethylbenzene (2) 
Octane (1) + 1-Hexanol (2) 
































































Table 5.13: Results of Testing the GC-UNIMOD Model Using the Experimental Viscosity 
Data of the Ternary Systems. 
System 
Chlorobenzene (1) + p-Xylene 
(2) + Octane (3) 
Chlorobenzene (1) + Octane (2) 
+ Ethylbenzene (3) 
Chlorobenzene (1) + p-Xylene 
(2) + Ethylbenzene (3) 
Chlorobenzene (1) + Octane (2) 
+ l-Hexanol(3) 
Chlorobenzene (1) + 

































































Table 5.13 (Cont'd.): Results of Testing the GC-UNIMOD Model Using the Experimental 
Viscosity Data of the Ternary Systems. 
System 
Chlorobenzene (1) + p-Xylene 
(2)+l-Hexanol(3) 
p-Xylene (1) + Octane (2) + 
Ethylbenzene (3) 
p-Xylene (1) + Ethylbenzene (2) 
+ 1-Hexanol (3) 
p-Xylene (1) + Octane (2) + 1-
Hexanol (3) 

































































Table 5.14: Results of Testing the GC-UNIMOD Model Using the Experimental Viscosity 
Data on Quaternary and Quinary Systems. 
System 
Chlorobenzene (1) + p-Xylene 
(2) + Octane (3) + Ethylbenzene 
(4) 
p-Xylene (1) + Octane (2) + 
Ethylbenzene (3) + 1-Hexanol 
(4) 
Chlorobenzene (1) + Octane (2) 
+ Ethylbenzene (3) + 1-Hexanol 
(4) 
Chlorobenzene (1) + p-Xylene 
(2) + Ethylbenzene (3) + 1-
Hexanol (4) 
Chlorobenzene (1) + p-Xylene 

































































Table 5.14 (Cont'd.): Results of Testing the GC-UNIMOD Model Using the Experimental 
Viscosity Data on Quaternary and Quinary Systems. 
System 
Chlorobenzene (1) + p-Xylene (2) + 

















Table 5.15: Results of Testing the Allan and Teja Correlation Using the Experimental 
Viscosity Data of the Binary Systems. 
System 
Chlorobenzene (1) + p-Xylene 
(2) 
Chlorobenzene (1) + Octane (2) 
Chlorobenzene (1) + 
Ethylbenzene (2) 
Chlorobenzene (1) + 1-Hexanol 
(2) 
































































Table 5.15 (Cont'd.): Results of Testing the Allan and Teja Correlation Using the 
Experimental Viscosity Data on Binary Systems. 
System 
p-Xylene (1) + Ethylbenzene (2) 
p-Xylene (1) + 1-Hexanol (2) 
Octane (1) + Ethylbenzene (2) 
Octane (1) + 1-Hexanol (2) 

































































Table 5.16: Results of Testing the Allan and Teja Correlation Using the Experimental 
Viscosity Data of the Ternary Systems. 
System 
Chlorobenzene (1) +p-xylene (2) 
+ Octane (3) 
Chlorobenzene (1) + Octane (2) 
+ Ethylbenzene (3) 
Chlorobenzene (1) + p-Xylene 
(2) + Ethylbenzene (3) 
Chlorobenzene (1) + Octane (2) 
+ 1-Hexanol (3) 
Chlorobenzene (1) + 

































































Table 5.16 (Cont'd.): Results of Testing the Allan and Teja Correlation Using the 
Experimental Viscosity Data of the Ternary Systems. 
System 
Chlorobenzene (1) + p-Xylene (2) 
+ 1-Hexanol (3) 
p-Xylene (1) + Octane (2) + 
Ethylbenzene (3) 
p-Xylene (1) + Ethylbenzene (2) 
+ 1-Hexanol (3) 
p-Xylene (1) + Octane (2) + 1-
Hexanol (3) 

































































Table 5.17: Results of Testing the Allan and Teja Correlation Using the Experimental 
Viscosity Data on Quaternary and Quinary Systems. 
System 
Chlorobenzene (1) + p-Xylene 
(2) + Octane (3) + Ethylbenzene 
(4) 
p-Xylene (1) + Octane (2) + 
Ethylbenzene (3) + l-Hexanol 
(4) 
Chlorobenzene (1) + Octane (2) 
+ Ethylbenzene (3) + l-Hexanol 
(4) 
Chlorobenzene (1) + p-Xylene 
(2) + Ethylbenzene (3) + 1-
Hexanol (4) 
Chlorobenzene (1) + p-Xylene 
































































Table 5.17 (Cont'd.): Results of Testing the Allan and Teja Correlation Using the 
Experimental Viscosity Data of the Quaternary and Quinary 
Systems. 
System 
Chlorobenzene (1) + p-Xylene (2) 
+ Octane (3) + Ethylbenzene (4) 

















5.6 Testing the Predictive Capability of the ANN Technique 
The predictive capability of the ANN technique is tested using data generated in the present 
study as well as a collection of data sets previously reported by other researchers on n-alkanes 
and 1-alkanol liquid mixtures. The following subsections discuss the ANN selection, design, and 
operation. In addition, a detailed discussion of the liquid classification is presented as well as the 
procedure followed to extend the applicability of this technique to multi-components liquid 
mixtures. 
5.6.1 ANN selection and design 
The first step of this analysis was the selection of appropriate networks structure that is suitable 
for this type of analysis. El-Sayed (2009) suggested that a multilayer feedforward neural network 
with one hidden layer is a suitable choice for predicting the viscosity of liquid mixtures. This is 
due to the nonlinear nature of the relationship of viscosity with other independent variables. 
In this type of network, three layers of neurons are interconnected. The first layer is the input 
layer of six neurons each one receives the value of one input parameter. Experimentally, it was 
determined that one hidden layer with four neurons adequately predicts the viscosity. Each 
neuron in the input layer is connected to the four neurons in the hidden layer where the actual 
data processing occurs. The third layer is the output layer that consists of one neuron that gives 
the predicted kinematic viscosity value of the mixture. 
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The six inputs of the input layer correspond to molar fractions, molecular weights, and kinematic 
viscosities values of the two components that compose the binary mixture. The input values must 
be between 0 and 1. Therefore, the original input values must be normalised using highest value 
of molecular weights, and kinematic viscosities of the two components that compose the binary 
mixture. This network's structure is limited to binary mixtures only. The artificial neural 
networks (ANN) were built, trained, tested, and operated using the public domain simple 
software "Joone". The software was downloaded from www.Joone.org. 
5.6.2 ANN and multi-components liquid mixtures 
For multi-components liquid mixtures a combination of separate networks "modular binary 
networks" are used. Each network "module" reduces two components into one pseudo-
component. Which is coupled with another component "or another pseudo-component'" enters a 
new network. This procedure is repeated until the mixture is reduced into a two-component 
mixture. There will be different possibilities of arranging the components and different 
alternatives of arranging modules. As a result of this, several combinations possibilities can be 
used to predict the kinematic viscosities of multi-components liquid mixtures. 
The number of arrangement possibilities increases with the increase of the number of 
components in the mixture. For example, for ternary mixtures of component A, B, and C, two 
modules are needed. The first one will reduce two components into one pseudo component that 
is used with the third component by the second module to predict the mixture's kinematic 
viscosity. Three different combination possibilities exist when dealing with ternary mixture and 
are shown in Table 5.18. 
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For quaternary mixtures, three binary modules are used in two different arrangements to reduce 
the mixture into a pseudo-binary mixture. The two alternatives are shown in the block diagram in 
Figure 5.1. Alternative one uses one binary module to reduce the first two components in the 
mixture to apseudo- component 1. The second module combines the output of first module with 
the third component and results in a second pseudo component which enters a third binary 
module with the fourth component to predict the viscosity of the quaternary mixture. 
The second alternative uses two binary modules separately to reduce the first and last two 
components in the mixture to pseudo- component 1 and 2. These two pseudo components enter 
the third module to predict the viscosity of the quaternary mixture. Each one of the two 
arrangement alternatives uses different component arrangements. This results in 18 combination 
possibilities for the same quaternary mixtures as summarized in Table 5.19 below. 
The building block of the binary module is the neural network that is trained using the binary 
mixtures' data for a certain type of liquids. Liquid classification is the most challenging task in 
developing viscosity prediction artificial neural networks. In the present study, the starting point 
was the use of n-alkanes and 1-alkanols data reported earlier to examine the possibility of 
developing just a single neural network that can be used in predicting their viscosities or if there 
is a need to develop two separate networks for each type of liquids. 
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Table 5.18: The Different Combination Possibilities of the Ternary Mixtures of A, B, and C 



























Table 5.19: The Different Combination Possibilities of the Quaternary Mixtures of A, B, C, 



















































































Table 5.19 (Cont'd.): The Different Combination Possibilities of the Quaternary Mixtures 
of A, B, C, and D when Modular Binary Neural Networks are Used for 
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Figure 5.1: A Block Diagram of Two Arrangements of the Binary Modular Network Used 
for the Quaternary Mixtures. 
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The first trial was done by training the network using n-alkanes data. Then the network is tested 
first using 1-alkans data then using 1-alkanol data. This network is called the n-alkanes network. 
The second trial was done by training the network, named the 1-alkanols network, using 1-
alkanols data. Then the network is tested first using the 1-alkanols data then using the n-alkanes 
data. A third trial was done by training the network using a mix of the n-alkanes and 1 -alkanols 
data. This mixed network is tested using the remaining portions of n-alkanes and 1-alkanols data. 
The rc-alkanes binary data were obtained from Cooper (1998) and Wu (1992) as shown in table 
5.20 at the four temperature levels of 293.15, 298.15, 308.15, and 313.15 K. Half of the data 
from Cooper were used to train the «-alkanes network. The other portion of Cooper's data were 
used to test the predictive capabilities of the trained rc-alkanes network (test one). Then, the n-
alkanes data reported by Wu (1992) that the network had not seen during training were used to 
test the predictive capabilities of the rc-alkanes network (test two). The second test was done to 
ensure that the networks work with new data and it is not memorizing results. Table 5.19 
summarizes the binary mixtures' data used in the development of the ra-alkanes neural network. 
Similarly, the 1-alkanols network was developed using binary data reported by Hussein (2007) 
and Shan (2000) at the four temperature levels of 293.15, 298.15, 308.15, and 313.15 K. Half of 
the data from Hussein (2007) were used to train the network, and the other half was used to test 
the predictive capabilities of the trained 1-alkanols network (test one). Then, the 1-alkanols data 
reported by Shan (2000) were used to perform a second test of the 1-alkanols network (test two). 
Table 5.21 summarizes the binary mixtures' data used in the development of the 1-alkanols 
neural network. 
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Furthermore, the trained n-alkanes binary network was used to predict the kinematic viscosity of 
1-alkanols mixtures (additional test 1) using the same binary data reported by Hussein (2007) 
and Shan (2000). This additional test was performed to examine the possibility of using the 
different networks with other types of liquids other than those that were used to train the 
network. 
The third developed binary network is a mixed network. It was developed using binary data 
reported by the four previous researchers. Half of the data from Hussein (2007) and Cooper 
(1988) were used to train the network, and the other half was used to test the network (mixed 
test 1). Then, experimental data reported by Shan (2000) and Wu (1992) were used to perform a 
second test of the 1-alkanols network (mixed test 2). The same mixed network was then tested 
using the same data in training and testing but they were randomized before using them. 
The predicted kinematic viscosities from the different neural networks were compared with the 
corresponding experimental values. The absolute average deviation (%ADD) was calculated. For 
each trial the overall %AAD value for each test was calculated. Table 5.22 summarizes the result 
obtained for these different tests of the predictive capabilities of the different binary network. 
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Table 5.20: The n-Alkanes Data Used in Training and Testing the n-AIkanes Binary 
Network Used for Kinematic Viscosity Prediction. 
Binary data From Cooper (1988) 
Hexane (1) + Heptane (2) 
Hexane (1) + Octane (2) 
Hexane (1) + Decane (2) 
Heptane (1) + Octane (2) 
Heptane (1) + Decane (2) 
Heptane (1) + Dodecane (2) 
Heptane (1) + Ttetradecane (2) 
Octane (1) + Decane (2) 
Octane (1) + Tetradecane (2) 
Tetradecane (1) + Hexadecane (2) 
Binary data From Wu (1992) 
Octane (1) + Undecane (2) 
Octane (1) + Tridecane (2) 
Octane (1) + Pentadecane (2) 
Decane (1) + Pentadecane (2) 
Undecane (1) + Pentadecane (2) 
Tridecane (1) + Pentadecane (2) 
Decane (1) + Tridecane (2) 
Undecane (1) + Tridecane (2) 
Table 5.21: The 1-Alkanols Data Used in Training and Testing the 1-Alkanols Binary 
Network Used for Kinematic Viscosity Prediction. 
Binary data From Hussein (2007) 
1-Propanol (1) + 1-Pentanol (2) 
1-Propanol (1) + 1-Heptanol (2) 
1-Propanol (1) + 1-Nonanol (2) 
1-Propanol (1) + 1-Undecanol (2) 
1-Pentanol (1) + 1-Heptanol (2) 
1-Pentanol (1) + 1-Nonanol (2) 
1-Pentanol (1) + 1-Undecanol (2) 
1-Heptanol (1) + 1-Nonanol (2) 
1-Heptanol (1) + 1-Undecanol (2) 
1-Nonanol (1) + 1-Undecanol (2) 
Binary data From Shan (2000) 
1-Propanol (1) + 1-Butanol (2) 
1-Propanol (1) + 1-Pentanol (2) 
1-Butanol (1) + 1-Pentanol (2) 
1-Butanol (1) + 1-Nonanol (2) 
1-Butanol (1) + 1-Decanol (2) 
1-Pentanol (1) + 1-Octanol (2) 
1-Heptanol (1) + 1-Octanol (2) 
1-Nonanol (1) + 1-Decanol (2) 
1-Decanol (1) + 1-Undecanol (2) 





Mixed test 1 
Mixed test 2 
Additional test 1 




























As seen from data reported in Table 5.22, the separation of the liquid mixtures into two groups 
gave the best results in terms of the %AAD. Therefore, the two binary networks developed for n-
alkanes and 1-alkanols are used for viscosity prediction for ternary, quaternary, and quinary 
liquid mixtures. The modular binary networks procedure described at the beginning of this 
section is used in this analysis. 
The building blocks of these networks are either the n-alkane or the 1-alkanole networks. All the 
different combination arrangements described above for ternary mixtures and those summarized 
in Table 5.19 for quaternary mixtures are considered for testing, n-alkane ternary data were taken 
from Wu (1992) and 1-alkanols data were taken from Hussein (2007), Shan (2000), and Youssef 
(2007). The 1-alkanol quaternary system data were taken from Hussein (2007). 
5.6.3 ANN and the present multi-components regular liquid mixtures 
The current experimental kinematic viscosity values of the binary, ternary, quaternary, and 
quinary regular liquid systems under investigation, were compared with those predicted by an 
artificial neural network (ANN). The ANNs used for these systems have the same structure and 
were trained in the same way of the previously discussed networks in Subsections 5.6.1 and 
5.6.2. The developed ANNs use some physical properties of the pure components used to 
compose the mixtures. For the components used in the present study those values are listed in 
Table 5.7. 
Table 5.23: Results of Testing the ANN Technique Using the Literature Viscosity Data 
of Ternary Systems (TS) of /i-alkanes. 
System 
Octane (1) + Undecane (2)+ Tridecane (3) 
Octane (1) + Undecane (2)+ Pentadecane (3) 
Octane (1) + Tridecane (2)+ Pentadecane (3) 
Decane (1)+ Tridecane (2)+ Pentadecane (3) 




















Table 5.24: Results of Testing the ANN Technique Using the Literature Viscosity Data 
of the Ternary Systems (TS) of 1-Alkanols. 
System 
1-Propanol (1) +l-Pentanol (2) + 1-Heptanol (3) 
1-Propanol (1) +l-Pentanol (2) + 1-Nonanol (3) 
1-Propanol (1) + 1-Pentanol (2) + 1-Undecanol (3) 
1-Propanol (1) + 1-Pentanol (2) + 1-Nonanol (3) 
1-Propanol (1) + 1-Heptanol (2) + 1-Undecanol (3) 
1-Propanol (1) + 1-Nonanol (2) + 1-Undecanol (3) 
1-Pentanol (1) + 1-Heptanol (2) + 1-Nonanol (3) 
1-Pentanol (1) + 1-Heptanol (2) + 1-Undecanol (3) 

































Table 5.24 (Cont'd.): Results of Testing the ANN Technique Using the Literature Viscosity 
Data of the Ternary Systems (TS) of 1-Alkanols. 
System 
1-Heptanol (1) + 1-Nonanol (2) + 
1-Undecanol (3) 
1-Propanol (1) + 1-Butanol (2) + 1-
Pentanol (3) 
1-Butanol (1) + 1-Nonanol (2) + 1-
Undecanol (3) 
1-Propanol (1) + 1-Butanol (2) + 1-
Heptanol (3) 
1-Propanol (1) + 1-Butanol (2) + 1-
Decanol (3) 
1-Propanol (1) + 1-Butanol (2) + 1-
Undecanol (3) 
1-Propanol (1) + 1-Heptanol (2) + 
1-Decanol (3) 
1-Propanol (1) + 1-Heptanol (2) + 1-
Undecanol (3) 

































Table 5.24 (Cont d.): Results of Testing the ANN Technique Using the Literature Viscosity 
Data of the Ternary Systems (TS) of 1-Alkanols. 
System 
1-Propanol (1) + 1-Heptanol (2) 
+ 1-Decanol (3) 
1-Butanol (1) + 1-Heptanol (2) 
+ l-Undecanol(3) 
1-Butanol (1) + 1-Decanol (2) 
+ 1-Undecanol (3) 



















Table 5.24 (Cont'd.): Results of Testing the ANN Technique Using the Literature Viscosity 

















































































Table 5.24 (Cont'd.): Results of Testing the ANN Technique Using the Literature Viscosity 












































QSl: 1-Propanol (1) + 1-Pentanol (2) + 1-Heptanol (3) + 1-Nonanol (4) 
QS2: 1-Propanol (1) + 1-Pentanol (2) + 1-Heptanol (3) + 1-Undecanol (4) 
QS3: 1-Propanol (1) + 1-Pentanol (2) + 1-Nonanol (3) + 1-Undecanol (4) 
QS4: 1-Propanol (1) + 1-Heptanol (2) + 1-Nonanol (3) + 1-Undecanol (4) 
QS5: 1-Pentanol (1) + 1-Heptanol (2) + 1-Nonanol (3) + 1-Undecanol (4) 
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One third of the binary data of the present study were used to train a new network called the 
regular network. Once the training procedure was completed, the remaining binary mixture data 
were used to test the network. The results of testing the network using the binary systems are 
reported in Tables 5.25. 
Since the overall %AAD value of testing the regular network is relatively high, further 
classification of liquid mixtures was tested by developing two separate networks for two groups 
of liquid mixtures. Since 1-hexanol has a relatively very high viscosity value when compared to 
other pure components used to constitute the mixtures in the present study, which increases the 
sensitivity of the normalized values of viscosities of the other components. The criterion of 
liquid mixtures' further classification is whether a mixture contains 1-hexanol or not. 
Two separate networks were developed. The first one is called the regular 1 -hexanol network is 
for mixtures with 1-hexanol and the other is called the regular non 1-hexanol network and is used 
for non 1-hexanol mixtures. They were designed, built, and trained as the previous networks. The 
only difference between the two networks is the normalization factor for viscosity values which 
represents the highest values of viscosity for the pure liquids used in the study. 
Table 5.25: Results of Testing the Regular ANN using the Collected Experimental Viscosity 
Data of the Binary Systems. 
System 
Chlorobenzene (1) + p-Xylene (2) 
Chlorobenzene (1) + Octane (2) 
Chlorobenzene (1) + Ethylbenzene 
(2) 
Chlorobenzene (1) + 1-Hexanol (2) 
p-Xylene (1) + Octane (2) 
p-Xylene (1) + Ethylbenzene (2) 
p-Xylene (1) + 1-Hexanol (2) 
Octane (1)+ Ethylbenzene (2) 
Octane (1)+ 1-Hexanol (2) 





















































































Table 5.26: Results of Testing the Regular 1-Hexanol ANN Using the Collected 
Experimental Viscosity Data of the Binary Systems. 
System 
Chlorobenzene (1) + 1-Hexanol (2) 
p-Xylene (1) + 1-Hexanol (2) 
Octane (1) + 1-Hexanol (2) 





































Table 5.27: Results of Testing the Regular Non 1-Hexanol ANN Using the Collected 
Experimental Viscosity Data of the Binary Systems. 
System 
Chlorobenzene (1) + p-Xylene (2) 
Chlorobenzene (1) + Octane (2) 
Chlorobenzene (1) + Ethylbenzene (2) 
p-Xylene (1) + Octane (2) 
p-Xylene (1) + Ethylbenzene (2) 






















































Since the further classification of mixtures gave a better performance of the ANNs, this approach 
will be combined with the "modular binary networks" described above for the prediction of the 
viscosity values of the multi-components liquid mixtures. As stated before, for multi-component 
liquid mixtures there are different possibilities of arranging the components and different 
alternatives of arranging modules. Consequently, several combination possibilities are 
considered for the prediction of the kinematic viscosities of multi-component liquid mixtures. 
The number of possibilities depends on the number of components in the mixture as summarized 
in Tables 5.18 and 5.19. The building block of the binary module is either the regular 1-hexanol 
or the regular non 1 -hexanol neural network that is trained using the binary mixtures' data for a 
certain type of liquids. 
Table 5.28: Results of Testing the Regular ANNs Using the Collected Experimental 
Viscosity Data of the Ternary Systems. 
System 
Chlorobenzene (1) + p-Xylene 
(2) + Octane (3) 
Chlorobenzene (1) + Octane 
(2) + Ethylbenzene (3) 
Chlorobenzene (1) + p-Xylene 
(2) + Ethylbenzene (3) 
Chlorobenzene (1) + Octane 
(2) +l-Hexanol(3) 
Chlorobenzene (1) + 







































































































Table 5.28 (Cont'd.): Results of Testing the Regular ANNs Using the Collected 
Experimental Viscosity Data of the Ternary Systems. 
System 




Octane (2) + 
Ethylbenzene (3) 
p-Xylene(l) + 





Octane (1) + 









































































































Table 5.29: Results of Testing the Regular ANNs Using the Collected Experimental 






















































































































Table 5.30: Results of Testing the Regular ANNs Using the Collected Experimental 























































































































Table 5.31: Results of Testing the Regular ANNs Using the Collected Experimental 
Viscosity Data of Quaternary System: Chlorobenzene + Octane 






















































































































Table 5.32: Results of Testing the Regular ANNs Using the Collected Experimental 
Viscosity Data of Quaternary System: Chlorobenzene + pXylene + 






















































































































Table 5.33: Results of Testing the Regular ANNs Using the Present Experimental Viscosity 
Data of Quaternary System: Chlorobenzene + p-Xylene + Octane + 1-Hexanol 






















































































































Table 5.34: Results of Testing the Regular ANNs Using the Present Experimental Viscosity 
Data on Quinary Systems in Terms of % AAD. 
System 
Chlorobenzene (1) 
+ p-Xylene (2) + 
Octane (3) + 















5.7 Analysis of the Results 
Six different viscosity prediction methods were subjected to testing, in the present study, to 
determine their predictive capabilities. The tests showed a variation in their performance and 
accuracy in predicting liquid mixtures viscosities. A few points have to be indicated here before 
proceeding with the analysis of the obtained results. 
When using the GC-UNIMOD model, the residual part was set equal to zero. This assumption is 
based on the outcome of different studies conducted by other researcher indicated earlier. The 
second assumption is when the ANN technique was used to predict the viscosity of quinary 
systems of component A, B, C, D, and E, one combination was used that is AB-C-D-E among 
several other combinations based on the finding from other types of multi-components systems 
that this combination gives the best viscosity prediction. 
The average %AAD values obtained for the systems under investigation are summarized in 
Table 5.35 and in Figures 5.2 through 5.5. These provide a comparison of the predictive 
capabilities of the models tested in terms of the percentage absolute average deviation for binary, 
ternary, quaternary, quinary and an overall comparison, respectively. 
Table 5.35: Overall Comparison of the Predictive Capabilities of the Tested Viscosity 
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Figure 5.4: Predictive Capabilities of the Tested Viscosity Model for Quinary Systems 
Overall Comparison of Predictive Capabil it ies of the 
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ure 5.5: Overall Comparison of Predictive Capabilities of the Tested Viscosity Model 
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In light of the results reported in Table 5.35 and Figures 5.2 through 5.6, the Generalized 
McAllister Model reported by Nhaesi and Asfour (2000a), and the Pseudo-binary McAllister 
model reported by Nhaesi and Asfour (2000b) outperformed the rest of the models. They have 
successfully predicted the kinematic viscosity of the systems under investigation with the lowest 
overall average percentage absolute deviation values of 3.94 % and 4.26 %, respectively. This is 
consistent with earlier findings by other researchers in our group that these models gave the best 
kinematic viscosity predictions for different types of multi-components liquid mixtures. 
Another important result obtained here is that employing the pseudo-binary approach did not 
significantly increase the error but provided a noteworthy simplification and dramatically 
reduces the computational steps needed. 
The only shortcoming of the generalized McAllister three-body interaction model is that it does 
not result in good predictions in the cases where the difference in molecular size is relatively 
high. For such cases a generalized version of four-body interaction model is of great importance 
and therefore it needs to be developed. 
The artificial neural networks (ANNs) technique predicted the kinematic viscosity of the 
mixtures under investigation with an overall average %AAD of 9.3 This makes it the third best 
method and the best correlative method investigated. 
The generalized corresponding states principle (GCSP) model showed the third best performance 
among the selected semi-theoretical models slightly after the ANN technique. This model has 
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predicted the kinematic viscosities of the investigated mixtures with an overall average %AAD 
value of 10.0. 
The GC-UNIMOD (with R=0) was the last best performer among the selected semi-theoretical 
models. The GC-UNIMOD predicted the kinematic viscosities of the investigated mixtures with 
an overall average %AAD of 14.6. 
The Allan and Teja correlation predicted the kinematic viscosity of the investigated mixture with 
relatively high overall percentage average absolute deviation of 32.2. This is a relatively high 
error value that makes this model by far the worst performer compared to other viscosity 
prediction models. 
These results also show that the best three models are those that classify the multi-components 
liquid mixtures into different classes based on structure. The best two performers classify the 
liquid mixture into three different types viz; «-alkanes, regular, and associated solutions. 
The same approach was used when developing a different neural networks each were trained 
using data of different types of liquids, where liquids with similar structure use the same network 
that is trained using data of liquids that belong to the same class of liquids. Moreover, careful 
examination of the data reported in Table 5.35 shows that the models' order in terms of 
performance for binary, ternary, quaternary, and quinary mixtures was almost the same. Based 
on this finding one may criticise the basis of the group contribution approach that assumes that 
237 
the functional group will have the same effect regardless of the class of liquid or the 
component's structure. 
The use of the artificial neural network technique is simple when applied to binary mixtures and 
as the number of components in the mixture increases the complexity of the model increases that 
employs the binary modular approach. This is mainly due to the several combinations of the 
components and the different arrangement possibilities of the binary modules. From previous 
experience, each combination gives different performance without a clear criterion that can 
predict the best combination with the least error. With this in mind, the different components 
were arranged in terms of their kinematic viscosity starting with the one that has the lowest 
kinematic viscosity value and so on. Using this liquids arrangement and arranging the binary 
modules in series gave the best performance of this technique. This rule is still a preliminary one 
that requires additional testing with different types of liquids. Once certain criterion for selecting 
the combination that gives the best prediction is well established, the main obstacle of using 
ANN for multi-components' viscosity prediction calculations disappears. 
The use of artificial neural networks in viscosity prediction is still a new area that has a room for 
improvement. The effect of different parameters on mixture's viscosity can be investigated using 




CONCLUSIONS AND RECOMMENDATIONS 
6.1 Conclusions 
The kinematic viscosities and densities of the pure components and the quinary system: 
Chlorobenzene + p-xylene + Octane + ethylbenzene + 1-hexanol and its ten binary, ten ternary, 
and five quaternary subsystems were experimentally measured over the entire composition range 
at 293.15, 298.15, 308.15, and 313.15 K. 
The densities and viscosities of the pure components employed in the present study were 
compared to their corresponding values reported in the literature. They were found to be in 
excellent agreement with the corresponding literature values. 
The measured kinematic viscosity values of the liquid mixtures reported in the present work 
were used to test the predictive capabilities of a selected group of viscosity models. The models 
tested were: (i) the generalized McAllister three-body interaction model, (ii) the Pseudo-binary 
McAllister model, (iii) the GC-UNIMOD model, (iv) the generalized corresponding states 
principle (GCSP) model, (v) the Allan and Teja correlation, and (iv) the artificial neural network 
technique (ANN). The predictive capability of each of the viscosity models was determined by 
calculating the percent average absolute deviation (%AAD) value between the experimental and 
the predicted values. 
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The two models based on the original McAllister model, viz; the generalized McAllister model 
reported by Nhaesi and Asfour (2000a), and the pseudo-binary McAllister model reported by 
Nhaesi and Asfour (2000b), showed the best overall predictive capability of all models. Their 
overall percentage average absolute deviation values were 3.9 and 4.3 %, respectively. 
The artificial neural networks (ANNs) technique ranked as the third best model with an overall 
average %AAD of 9.3 followed by the generalized corresponding states principle (GCSP) model 
that predicted the kinematic viscosities of the investigated mixtures with an overall average 
%AAD value of 10.0. 
The GC-UNIMOD predicted the kinematic viscosities of the mixtures under investigation with 
an overall average %AAD of 14.6, whereas the Allan and Teja correlation predicted the 
kinematic viscosity of the investigated mixture with the highest overall %AAD value of 32.2. 
It is noted that those models that classify the multi-components liquid mixtures into different 
groups or classes based on their structure performed better than the one-size fits all models. 
Therefore one can conclude that liquids with different structures cannot be treated in the same 
way. 
6.2 Recommendations 
In light of the results obtained in the present study, the following suggestions are made for 
further studies: 
1. A generalized four-body interaction McAllister predictive viscosity model for multi-
component liquid mixtures needs to be developed in a similar way to that reported earlier 
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by Nhaesi and Asfour (2000a) for the case of three-body interaction model. This is 
required to deal with multi-component liquid mixtures containing components that 
significantly differ in size. 
2. The applicability of the ANN and the binary modular approach in the case of the multi-
components liquid mixtures' viscosity predictions must be tested using other data sets of 
additional types of mixtures. 
3. Testing the suggested criterion of arranging pure components composing the mixture 
based on their viscosity values for selecting the combination that gives the best viscosity 
prediction for multi-components' viscosity prediction using data of additional types of 
mixtures. 
4. Testing other possible criteria that can lead to selecting the combination that gives the 
best viscosity prediction for multi-components' viscosity prediction. 
5. Additional experimental data on viscosity and density is always a great addition to the 
literature specially those for quaternary and quinary system. Therefore it is recommended 
to conduct future studies that provide such data sets on systems that have not been studied 
before and use those data to test viscosity models. 
Nomenclature 
a group interaction energy parameter 
B constant generally used as a parameter 
C constant generally used as a parameter 
D constant generally used as a parameter 
E constant generally used as a parameter 
ECN Effective carbon number 
f shear force 
A*G Activation energy of viscous flow per g-mol, J/mol 
A*Go activation energy of viscous flow per molecule 
h Plank's constant 
i index number 
j index number 
K index number 
K Boltzman's constant 
M molecular weight, mol 
Number of components of the mixture; number of interaction 
N parameters, number of experimental points 
N Avogadro 's number, carbon atoms number. 
P Pressure 
Q Area parameter of molecules 
Q Area parameter of a group 
R Universal gas constant 
R Rate of a liquid molecule moving under shear stress 
Rate of liquid molecule moving as a result of thermal fluctuation 
T Efflux time 
T Absolute temperature 
V molar volume of the liquid, 
X Mole fraction 
Z Compressibility factor 
Greek Letters 
u Absolute viscosity 
X,i, A,2 ,A,3 intermolecular dis tance used in Eyring's theory 
N Kinemat ic viscosity, m /s 
Vk number of groups in molecule 
V12 McAllister three-body model binary interaction parameter 
V21 McAllister three-body model binary interaction parameter 
V123 McAll i s te r three-body model interaction parameter 
vi 112 McAll i s te r four-body model interaction parameter 
V2221 McAllister four-body model interaction parameter 
vi 122 McAllister four-body model interaction parameter 
^j binary interaction parameter in the Generalized Corresponding 
Principle 
î° binary interaction parameter in the Generalized Corresponding 
Principle for pure component 
p density 
T oscillation period in seconds of the density meter, shear stress 
O shape factor, volume fraction 
Oj, local volume fraction of component j around cental molecule i 
Q acentric factor 
Ski group property in GC-UNIMOD model 
^ki group residual viscosity in the GC-UNIMOD 
Subscripts 
1,2,3 refer to various components in the mixture 
C critical properties 
i, j refer to ith andj' component in the mixture, respectively 
ij refer to interaction type i-j 
ijk refer to interaction of type i-j -k 
rl refers to the reference fluid 1 
r2 refers to the reference fluid 2 
r3 refers to the reference fluid 3 
r4 refers to the reference fluid 4 
r reduced properties 
Acronyms 
AAD average absolute deviation 
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ECN Effective carbon number 
GC-UNIMOD Group Contribution-Viscosity thermodynamics Model 
GCSP Generalized Corresponding States Principle 
MAX maximum deviation, % 
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APPENDIX A 
RAW DATA OF VISCOSITY AND DENSITY MEASUREMENTS 
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Table A.l: Raw Data of Viscosity and Density Measurements for the Binary System: 






















































































































































Table A.2: Raw Data of Viscosity and Density Measurements for the Binary System: 





















































































































































Table A.3: Raw Data of Viscosity and Density Measurements for the Binary System: 






















































































































































Table A.4: Raw Data of Viscosity and Density Measurements for the Binary System: 





















































































































































Table A.5: Raw Data of Viscosity and Density Measurements for the Binary System: p-




















































































































































Table A.6: Raw Data of Viscosity and Density Measurements for the Binary System: p-






















































































































































Table A.7: Raw Data of Viscosity and Density Measurements for the Binary System: p-




















































































































































Table A.8: Raw Data of Viscosity and Density Measurements for the Binary System: 






















































































































































Table A.9: Raw Data of Viscosity and Density Measurements for the Binary System: 






















































































































































Table A.IO: Raw Data of Viscosity and Density Measurements for the Binary System: 




















































































































































Table A.11: Raw Data of Viscosity and Density Measurements for the Ternary System: 





























































































































































Table A.12: Raw Data of Viscosity and Density Measurements for the Ternary Syst 





























































































































































Table A.13: Raw Data of Viscosity and Density Measurements for the Ternary System: 



























































































































































Table A.14: Raw Data of Viscosity and Density Measurements for the Ternary System: 































































































































































Table A.15: Raw Data of Viscosity and Density Measurements for the Ternary System: 































































































































































Table A.16: Raw Data of Viscosity and Density Measurements for the Ternary System: 





























































































































































Table A.17: Raw Data of Viscosity and Density Measurements for the Ternary System: 




























































































































































Table A.18: Raw Data of Viscosity and Density Measurements for the Ternary System: 





























































































































































Table A.19: Raw Data of Viscosity and Density Measurements for the Ternary System: 




























































































































































Table A.20: Raw Data of Viscosity and Density Measurements for the Ternary System: 





























































































































































Table A.21: Raw Data of Viscosity and Density Measurements for the Quaternary System: 


































































































































































Table A.22: Raw Data of Viscosity and Density Measurements for the Quaternary System: 



































































































































































Table A.23: Raw Data of Viscosity and Density Measurements for the Quaternary System: 
































































































































































Table A.24: Raw Data of Viscosity and Density Measurements for the Quaternary System: 

































































































































































Table A.25: Raw Data of Viscosity and Density Measurements for the Quaternary System: 

































































































































































Table A.26: Raw Data of Viscosity and Density Measurements for the Quinary System: 






































































































































































ESTIMATED EXPERIMENTAL ERROR 
B.l Density Measurements 
287 
As mentioned earlier in chapter 3, the following equation is used to calculate the densities of the 
investigated systems for the used density meter: 
AT2 
p = r - C (B.l) 
1-BT2 
The error in the calculated density value due to an error in T, the oscillation period, is calculated 
by taking the first derivative of equation B.l with respect to T. This gives the following equation: 
*U 2 A \ 2 (B.2) 
dT (1-BT2)2 
Since the fluctuation in the oscillation period reading, dT, is constant, the maximum possible 
error in density measurement, dp, occurs at the maximum value of T. In the presence study the 
maximum value of T is 0.7923941 at 293.15K and a fluctuation in density meter reading is 
dT=lxlO"5. The values of calibration constants at 293.15 K are: A - 3.858834, and B = -
2.92651 lxl0"2. Substituting these values into equation (B.2), then the estimated error in density 
measurement, dp, is: 
2x3.858834x0.7923941 , ... 
dp = 5 — x l x l O 
(1 + 2.926511 x 10"2 xO.79239412)2 
= 5.89673xl0"5 
B.2 Viscosity Measurements 
288 
In similarity to the procedure followed in the previous section, the following viscometer equation 
suggested by the manufacturer: 
v = C t - | - (B.3) 
This equation shows that the predicted error in the kinematic viscosity value is due to an error in 
reading t, the efflux time. The error is calculated by taking the derivative of equation B.3 with 
respect to t that gives: 
dv = [C + 34|dt (B.4) 
As indicated in Chapter 3, for each sample, measurements of efflux time were taken at least 3 
times. The average value of the efflux time readings was used to calculate the viscosity. The 
differences between successive measurements for each sample are within 0.1% of the efflux time 
measured by the viscometer. Therefore, the maximum dt value for every viscometer is assumed 
to be 0.001 x the highest average value of efflux time by the viscometer. The estimated error in 
the measurement of the kinematic viscosity for each viscometer is reported in Table (B.l). 
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EXCESS VOLUME OF INVESTIGATED SYSTEMS 
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Table C.l l : Raw Data of Viscosity and Density Measurements for the Ternary System: 































































































Table C.12: Excess Volume of the Ternary System: 
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Table C.13: Excess Volume of the Ternary System: 
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Table C.14: Excess Volume of the Ternary System: 

































































































Table C.15: Excess Volume of the Ternary System: 


































































































Table C.16: Excess Volume of the Ternary System: 
Chlorobenzene (1) + p-Xylene (2) + 1-Hexanol (3). 
T 
(K) 
1 — k 
to 
00 



























































































Table C.17: Excess Volume of the Ternary System: 

































































































Table C.18: Excess Volume of the Ternary System: 
































































































Table C.19: Excess Volume of the Ternary System: 
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Table C.20: Excess Volume of the Ternary System: 





























































































Table C.21: Excess Volume of the Quaternary System: 














































































































Table C.22: Excess Volume of the Quaternary System: 












































































































Table C.23: Excess Volume of the Quaternary System: 













































































































Table C.24: Excess Volume of the Quaternary System: 















































































































Table C.25: Excess Volume of the Quaternary System: 













































































































Table C.26: Excess Volume of the Quinary System: Chlorobenzene (1) + p-Xylene (2) + 
Octane (3) + Ethylbenzene (4) + 1-Hexanol (5). 
T 
(K) 
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