Abstract. In this paper we shall consider the assymptotic growth of |Pn(z)| 1/kn where Pn(z) is a sequence of entire functions of genus zero. Our results extend a result of J. Muller and A. Yavrian. We shall prove that if the sequence of entire functions has a geometric growth at each point in a set E being non-thin at ∞ then it has a geometric growth in C / also. Moreover, if E has some more properties, a similar result also holds for a more general kind of growth. Even in the case where Pn are polynomials, our results are new in the sense that it does not require kn deg(Pn) as usually required.
Introduction and main results.
The growth at infinity of entire functions is a topic of great concernment. In [3] , the authors gained interested results which combine the growth of a sequence of polynomials on a "small subset" of C / with the growth of itself on the whole plane. The "small subsets" as mentioned are non-thin. We recall that (see [3] ) a domain G, with ∂G having positive capacity, is non-thin at an its boundary point ζ ∈ ∂G (or ζ is a regular point of G) if and only if lim z∈G,z→ζ g(z, w) = 0 for all w ∈ G where g(., .) is the Green function of G. One of the main results in [3] is stated as below (see Lemma 2 in [3] ) Proposition 1. Let (d n ) be a sequence of positive numbers and let (P n ) be a sequence of polynomials satisfying deg(P n ) ≤ d n . If E ⊆ C / is closed and non-thin at ∞ so that where ||P n || R = sup{|P n (z)| : |z| ≤ R}.
Saying roughly, Proposition 1 states that if E is a set being non-thin at infinity and (P n ) is a sequence of polynomials having a geometric growth at each point in E then (P n ) has a geometric growth in C / also.
There are two interesting questions rising from this result 1) Does the conclusion of Proposition 1 still hold if P n are non-polynomial entire functions?
2) If (P n ) has a non-geometric growth in E, i.e., if instead of the condition lim sup
we requires only that lim sup
where h is not necessary a bounded function, does (P n ) remain the same rate of growth in C / ? To answer both these questions, a class of entire functions seeming appropriate is the class of entire functions of genus zero. On a hand, this class is similar to the class of polynomials. A function P of this class can be factorized by monomials whose roots are roots of P . On the other hand, this class is fairly wide. It is very close to entire functions of class Cartwright (see [4] for definition and properties of this class) containing entire functions generated from Fourier's transformations.
For answering Question 1, for an entire function P of genus zero, we define a degree d * (P ) similar to the degree of polynomials, which satisfies d * (P ) ≤ d(P ) if P is a polynomial where d(P ) is the ordinary degree of P . In fact, we obtain a nearly complete answer for the question: what is the necessary and sufficient condition under which a sequence of entire functions of genus zero has a geometric growth?
For Question 2, the answer is confirmation in the case h(z) is a polynomial and E is a closed set satisfying lim sup
where
In proving this result we don't use the property that E is non-thin at infinity. So from this result we immediately get that E must be non-thin at infinity. As known in [3] , the authors showed that such E's sets are non-thin at infinity by using Wiener's criterion. This paper consists of four parts. In Section 2 we shall set some notations and state (and prove) some necessary lemmas. In Section 3 we prove two results in which Theorem 1 can be seen as a direct generalization of Proposition 1. The results in this Section consist of a sufficient and nearly-necessary condition under which a sequence of entire functions of genus zero will have a geometric growth, so answer Question 1. In Section 4 we prove a result answering Question 2.
Notations and Lemmas
For an entire function f we use notations
An entire function is called of genus zero if its order is less than 1. We recall that (see Lecture 1 in [4] ): if
a n z n then its order ρ can be written as
.
If P is of genus zero then P can be expressed as follows (see §4.2 in [4] )
where α ∈ I N and z j 's are non-zero complex numbers satisfying
If P is of genus zero and P is expressed as above, we define
and we shall call it the "degree" of the entire function P . In case of P polynomials, one has d * (P ) ≤ d(P ).
Hereafter we always consider a sequence of positive numbers (k n ) and a sequence of entire functions of genus zero (P n ) having the following form
and such that k n ≥ d * (P n ) for all n ∈ I N . We put
For definition of capacity of a compact set, its properties and its relations to the Green's function and the harmonic measure of the set, one can refer to [2] .
(ii) Assume that C * 0 > 0 and
where h satisfies
Then for all R > 0 we have η(R) ≤ τ.
Proof.
(i) For each n ∈ I N , z ∈ C / , by applying Jensen's identity (see, e.g., Theorem 15.18 in [5] ) gives
(ii) Fix R > 0 and choose s > R. Applying Jensen's formula gives
We get
This completes the proof of Lemma 1.
We end this section with a result relating the maximum and logarithm norms Lemma 2. Assume that C 0 < ∞, and that
and there exists a sequence (R n ) of positive real numbers tending to ∞ such that
then for all R > 0 we have
Proof. Without loss of generality, we may assume that R > 1. In view of Lemma 1 (i) we only consider the case in which C 0 > 0.
To prove the result we need to show that: each subsequence of (P n ) contains a subsequence that satisfies the conclusion of Lemma 2. We choose a subsequence, still denoted by (P n ), such that lim n→∞ C(P n , 1)
1/kn = C 1 .
We note that C 1 ≤ C 0 . If C 1 = 0 then we get the conclusion by Lemma 1 (i). If C 1 > 0 then applying Lemma 1 for this subsequence gives η(R) ≤ τ , for all R > 0. Choosing a β > 1, we have
Noting that for |R/z n,j | ≤ 1/β, we have
with β large enough. Hence
It follows that lim sup
Letting β tend to ∞ we get lim sup
3. The case of geometric growth Theorem 1. Let E be a closed set being non-thin at ∞. Assume that
and there exists a sequence {R n } of positive real numbers tending to ∞ such that
If for each z ∈ E one has lim sup
As will be shown in Theorem 2, from the assumptions of Lemma 1 (ii), we shall obtain conditions (3.1) and (3.2) Theorem 1 generalizes Proposition 1. To show this end, we note that if P n are polynomials and d n ≥ deg(P n ) then
and for all n ∈ I N and R > 0
Proof. For each compact set A in the complex plane we take g(A, z) to be its Green's function having pole at infinity of the unbounded component of C / \A and extend g(A, z) to be zero outside that component. For each R > 0 let E * R be the union of E R with the bounded components of C / \E R . Then E R ⊂ E * R and C / \E * R has no bounded components. For z ∈ E * R we claim that lim sup
In fact, the compare principle gives g(E * R , z) ≤ g(E R , z) for all z ∈ C / . Thus by Lemma 2 in [3] , for all s > 0 we have
Arguing as in Step 1 in proof of Lemma 2 in [3] , we have
For each n ∈ I N we put
for all z ∈ C / . Indeed, putting P n (z) = Q n (z)H n (z), to prove this assertion we need only to prove that
for any fixed z ∈ C / where
Arguing as in the proof of Lemma 2, using (3.1) we get that lim sup
By the Taylor's expansion for the function log(1 + ǫ) for |ǫ| small enough, we see that t ≥ exp{t − 1 − 2(1 − t) 2 } for t near 1. Since z is fixed, for n large enough we have |1 − z/z n,j | is near 1 if z n,j ≥ R n , so using the same argument in the proof of Lemma 2 we have
Thus similarly we have lim inf
Combining above results we get that
By Lebesgue's dominated convergence theorem we get lim sup
Applying Bernstein's inequality (see e.g., [3] ) to polynomials Q ′ n s and arguing as in Step 2 in the proof of Lemma 2 in [3] we get lim sup
Fixing s > 0, intergrating above inequality on the circle |z| = s, applying Fatou's Lemma (see e.g., Lemma 1.28 in [5] ), and letting R → ∞ we get lim sup
for all s > 0, which gives lim sup
for all R > 0, by Lemma 2.
If for all R > 0 lim sup
then there exists a sequence of positive numbers R n → ∞ such that
We recall that the conclusions of Theorem 2 are equivalent to the conditions (3.1) and (3.2).
Proof. By Lemma 1 we get lim sup n→∞ η(R) ≤ τ, for all R > 0.
For each s ∈ I N we choose n s ≥ s such that η(P n , s)/k n ≤ τ + 1/s for all n ≥ n s . Moreover it can be taken such that n 1 < n 2 < . . .. We put R n = s if n s ≤ n < n s+1 . We prove that these R n are the desired sequence.
and
We have
and that the sequence {Q n , k n } satisfies the conditions (3.1) and (3.2) of Theorem 1. It follows that for all t ∈ [0, 2π] and R > 0, there exists s > R such that lim sup
since the sets E t = {z : z = se it , s ≥ R} is closed and non-thin at ∞.
To prove the other conclusion of Theorem we need to show that each subsequence of (P n ) has a subsequence, still denoted by (P n ), to which the conclusion is satisfied. We have
1/|z n,j |, for all n ∈ I N , so we can assume that lim n→∞ |z n,j |>Rn 1/z n,j k n = α.
Let −π < θ ≤ π be such that α = |α|e iθ .
For each R > 0 we choose s > R such that lim sup
Noting that |1 − z/z n,j | ≥ exp{|1 − z/z n,j | − 1 − 2(|1 − z/z n,j | − 1) 2 }, and arguing as in the proof of Lemma 1 (ii) and Theorem 1 we get lim inf
From the properties of h we get the conclusion of Theorem 2.
The case of non-geometric growth
Theorem 3. Let E be a closed set such that
Assume that (3.1) and (3.2) hold. If for all z ∈ E we have lim sup
where lim sup
Then for all R > 0 we have
We can assume that E ∩ {z : |z| = s n } = ∅ for all n ∈ I N . Indeed, we can choose s ′ n s such that lim n→∞ log s n log s n+1 = lim n→∞ log n log s n = 0.
Let E * = E\ ∞ n=1 {z : s n < |z| < 1 + s n }. Then E * is closed, and for all n ∈ I N we have
Replacing E and s n by E * and s n + 1 2 , we see that the conditions of Theorem still hold and E ∩ {z : |z| = s n } = ∅ for all n ∈ I N . It follows that (see e.g., formula (8.3) page 114 in [2] )
g(E sn , s n e it ) = − log cap(E sn ) + g(E * sn , s n e it ) log s n dt = 1 − β.
Put, as in Theorem 1,
Arguing as in the proof of Theorem 1 we get lim sup n→∞ log |Q n (z)| 1/kn ≤ log h(R) + κg(E R , z), for all z ∈ C / and R > 0 such that cap(E R ) > 0. It follows that in view of the definition of C(P, R) that lim sup n→∞ log C(P n , s m ) 1/kn / log s m ≤ log h(s m )/ log s m +κ 1 2π 2π 0 g(E * sm , s m e it ) log s m ,
