The Markov random field model (MRF) has attracted a lot of attention in the field of remote sensing semantic segmentation. But, most MRF-based methods fail to capture the various interactions between different land classes by using the isotropic potential function. In order to solve such a problem, this paper proposed a new generalized probability inference with an anisotropic penalty for the object-based MRF model (OMRF-AP) that can distinguish the differences in the interactions between any two land classes. Specifically, an anisotropic penalty matrix was first developed to describe the relationships between different classes. Then, an expected value of the penalty information (EVPI) was developed in this inference criterion to integrate the anisotropic class-interaction information and the posteriori distribution information of the OMRF model. Finally, by iteratively updating the EVPI terms of different classes, segmentation results could be achieved when the iteration converged. Experiments of texture images and different remote sensing images demonstrated that our method could show a better performance than other state-of-the-art MRF-based methods, and a post-processing scheme of the OMRF-AP model was also discussed in the experiments.
Introduction
Image segmentation is one of the most important tasks in remote sensing image processing. Its purpose is to divide an image into some homogeneous regions. Specifically, semantic segmentation requires that each homogeneous region can represent one specific land object, such as urban, farmland, forest. Many approaches have been proposed for semantic segmentation in the last decades, including clustering methods [1] [2] [3] [4] , level set [5] [6] [7] , deep learning [8] [9] [10] [11] [12] , Markov random field model (MRF) [13] [14] [15] [16] [17] [18] [19] , etc. During them, some early approaches, such as clustering methods, usually assume that pixels belonging to the same object should have similar characteristics, and pixels between different objects would show different appearances. This assumption works well for the low or medium spatial resolution remote sensing images but fails to apply to the high spatial resolution (HSR) remote sensing image. In the HSR images, pixels in the same object would have various appearances, and some pixels of different objects could have similar characteristics. Moreover, more sub-objects can be recognized in the HSR image, and different objects may have the same sub-objects. For instance, as shown in Figure 1a , the sub-object, trees, may belong to the urban or the forest. Hence, the main challenges of semantic segmentation are how to effectively extract the semantic information and how to capture the homogeneity of sub-objects within one object and the heterogeneity of sub-objects between different objects in the HSR images.
To solve this problem, many approaches, such as level set [5] [6] [7] , MRF [13] [14] [15] [16] [17] [18] [19] , deep learning [8] [9] [10] [11] [12] , introduce more constraints or prior information to improve the accuracy of semantic segmentation. These approaches can be roughly into three groups. One treats the semantic segmentation as the deterministic optimization problem, such as the level set. The second group is the deep learning-based methods that use the deep-layer neural network to get the segmentation by employing the convolution and related technical tricks. The last one formulates the semantic segmentation as a stochastic optimization problem. Our work belongs to the last one; especially, a new MRF-based method was proposed in this paper. For the MRF model, it has a very complete probability theoretical foundation based on the probability graph. With the Markov property, the MRF model can effectively integrate semantic features of a given image and its spatial neighborhood interactions and reduce the impact of intraclass variations. Hence, it is one of the most widely used methods for semantic segmentation. MRF is a probability graph model that uses a statistic way to model the spatial neighborhood relationships between pixels. There are two sub-models in the MRF model [13, 19] . One is the feature field that can effectively extract and model different features with a likelihood function, which measures the probability of the occurrence for the features of one pixel. The other sub-model is the label field that uses the potential function and the Markov property to reduce the heterogeneity of pixels within the same object by modeling the spatial neighborhood interactions between the class labels of pixels. Under the framework of Bayesian statistic, both the information of the feature field and the label field are, respectively, treated as the observed information and the prior information, and then the posterior probability can be obtained by integrating them together, and the final segmentation can be provided according to the maximum a posteriori (MAP) criterion.
In the classic MRF model, the likelihood function of the feature field can only consider the pixelbased features, and the potential function of the label field can just model the spatial neighborhood interactions within a small spatial context, such as the 4-pixels or 8-pixels neighborhood. Hence, the classic MRF model has been extended to capture more complex structures within a larger neighborhood. In [20] , Bouman and Liu used the quad tree to represent the original image with the multi-resolution pyramid structure, and a lattice pixel at one resolution would correspond to four points at the next finer resolution. Then, a Gaussian autoregressive model was used to describe the image, and the segmentation result could be achieved by sequentially maximizing the posteriori probability of each resolution. In [21] , due to the nonredundant directional selectivity and discriminative nature of the wavelet representation, the wavelet transform was employed to provide the pyramid image decomposition, and the MRF model was defined over it. These multi-resolution MRF (MRMRF) methods can improve the classic MRF model by capturing image features and modeling the spatial context in a large neighborhood. But these methods are still pixel-based MRF Hence, the main challenges of semantic segmentation are how to effectively extract the semantic information and how to capture the homogeneity of sub-objects within one object and the heterogeneity of sub-objects between different objects in the HSR images.
In the classic MRF model, the likelihood function of the feature field can only consider the pixel-based features, and the potential function of the label field can just model the spatial neighborhood interactions within a small spatial context, such as the 4-pixels or 8-pixels neighborhood. Hence, the classic MRF model has been extended to capture more complex structures within a larger neighborhood. In [20] , Bouman and Liu used the quad tree to represent the original image with the multi-resolution pyramid structure, and a lattice pixel at one resolution would correspond to four points at the next finer resolution. Then, a Gaussian autoregressive model was used to describe the image, and the segmentation result could be achieved by sequentially maximizing the posteriori probability of each resolution. In [21] , due to the nonredundant directional selectivity and discriminative nature of the wavelet representation, the wavelet transform was employed to provide the pyramid image decomposition, and the MRF model was defined over it. These multi-resolution MRF (MRMRF) methods can improve the classic MRF model by capturing image features and modeling the spatial context in a large neighborhood. But these methods are still pixel-based MRF methods, which are difficult to effectively describe the macro spatial interactions of the HSR images. Hence, the object-based MRF (OMRF) methods [17, 19, [22] [23] [24] are studied in recent years. These OMRF methods use the over-segmented regions as the basic units of the MRF model, which can not only utilize the regional image features but also take macro spatial neighborhood interactions into account.
These optimized MRF-based methods, such as the MRMRF and OMRF models, indeed enhance the segmentation accuracy by extending the neighborhood, but their potential functions of the label field are isotropic. For instance, the Ising model, Potts model, multi-level logistic model [13] are commonly employed to define the isotropic potential function. These isotropic potential functions can only determine whether different sites in the probability graph belong to the same class, but cannot measure the relationships between different land classes. However, different objects of the HSR images are usually dependent, and their relationships are useful for semantic segmentation. To evaluate the relationships between different classes, Clausi et al. [25, 26] used a weighted potential function by considering the edge information in the OMRF model. Ladicky et al. [27] proposed an associative hierarchical random field to consider the context between classes of different granularities. Wang et al. [28] proposed an anisotropic spatial energy function to describe the class co-occurrence dependency. These approaches optimize the potential function, but they are still the isotropic potential functions with respect to different weights.
To capture relationships between different classes, a new generalized probability inference with an anisotropic penalty for the OMRF model (OMRF-AP) was proposed in this paper. The OMRF-AP model first established a penalty matrix to reflect the anisotropic relationships of different land classes. Then, according to the anisotropic penalty matrix and the posterior probability of the OMRF model, an expected value of the penalty information (EVPI) of each class was developed for all the sites in the probability graph. Finally, the segmentation result was realized by minimizing the EVPI value. For the OMRF-AP, it not only considered the anisotropic class-information of the neighborhood with the penalty matrix but also integrated this information with the posterior probability in the inference criterion. It could break the limitation of the isotropic potential function. Furthermore, the solution of this model was achieved by minimizing the EVPI value instead of the maximum a posteriori (MAP) criterion. The proposed OMRF-AP has been introduced in Section 2. Section 3 discusses the parameter setting of the OMRF-AP and demonstrates experimental results. Section 4 is the discussion section, and the conclusion is given in Section 5.
The OMRF-AP Model for Image Segmentation
The proposed OMRF-AP model aimed to use the anisotropic penalty matrix to describe the differences between different classes for semantic segmentation. In this section, the MRF model has been briefly reviewed for segmentation, and then the OMRF-AP model has been introduced in detail.
MRF Model for Image Segmentation
Let G = {V, E} denote the probability graph of the MRF model. Here, V = {V s } s S is the set of vertexes, and E = {e st } s,t S is the set of edges, where each s denotes a site in the probability graph, and S is the set of sites. If V s and V t are spatial adjacent, e st = 1; otherwise, e st = 0. Specifically, in the probability graph G, if each s denotes a pixel, this graph is used for the classical pixel-based MRF model; and if each s denotes an over-segmented region, then G is used for the OMRF model. For instance, an example of the OMRF model is shown in Figure 2 , where each circle denotes one over-segmented regional vertex, and the red line between two vertexes means that these two vertexes are adjacent. For the observed image I = {I s |s S}, each I s is the observed data of V s . The label field X = {X s |s S} is also defined on the S. Each random variable X s denotes the label class of V s and takes value from the set Λ = {1, 2, . . . , k}, and k is the number of the classes. If x = {x s |s S} is a realization of X, its posteriori probability P{X = x|I}, under the condition of the observed image I, can be calculated based on the Bayesian formula. That is 
Proposed OMRF-AP Model
In the classic OMRF model, the potential function ( , ) is designed to capture interactions between different classes of neighboring vertexes. But, the value of this isotropic function can only indicate whether two adjacent vertexes belong to the same class by taking − or , as shown in Equation (7) . However, a key issue of semantic segmentation is how to use spatial interactions to effectively describe the differences between different land objects. In order to capture more complex relationships between different classes, an anisotropic penalty matrix (APM) = , , 1 ≤ i, j ≤ k was developed in this section, i.e., 
In this matrix, for any class and (1 ≤ , ≤ k, ≠ j), their specific relationships can be denoted as , and , . Here, we assumed the relationship between two classes is directed, i.e., , ≠ , . Each , denotes the penalty that the true land class is class and the segmented result is class . Hence, if the , takes a small value, that means class are closely related to class . Otherwise, the large value of , would indicate that the relationship between class and class is relatively alienated, and it is difficult to achieve the transformation between them.
According to the APM, if the true land class of one vertex is = and the segmented class is , then the penalty of is = , = = , . Because the true class of each vertex is unknown during the segmentation progress, it is treated as a random variable, and the probability of its occurrence is represented by posteriori probability { = | , , ∈ }. To measure the cost of labeling as class , an expected value of the penalty information (EVPI) was designed in the OMRF-AP model, which was calculated as follows,
In the EVPI term, ( ) can reflect the average penalty that is marked as class , which integrates both the anisotropic class-interaction information and the classic OMRF-based posteriori information. Based on this EVPI term ( ), the appropriate class of , i.e. , should be the one that has the minimum penalty. It can be provided by finding the minimum EVPI values during all In the above equation, the likelihood function P{I|X = x} can measure the probability of the observed image I occurring in terms of the given realization X = x. It usually assumes this function obeys the naive Bayes assumption, that is
The joint distribution P{X = x} can capture the spatial neighborhood interactions between labels of different sites. It is of the Markov property, that is
Here, N s is the set of vertexes neighboring to V s , i.e., vertex V t belongs to N s if e st = 1. According to the Hammersley and Clifford theorem [13] , the P{X = x} is of the Gibbs distribution,
and for each vertex V s ,
Here, U(x s ) = For image segmentation, pair-site cliques are usually used to calculate U(x s ) in the P{X s |X t , t ∈ N s }, i.e.,
where β is the potential parameter. Hence, P{X = x} can be represented as
Hence, the optimal realizationx = {x s } can be sequentially obtained by optimizing eachx s , i.e.,
In the classic OMRF model, the potential function V(x s , x t ) is designed to capture interactions between different classes of neighboring vertexes. But, the value of this isotropic function can only indicate whether two adjacent vertexes belong to the same class by taking −β or β, as shown in Equation (7) . However, a key issue of semantic segmentation is how to use spatial interactions to effectively describe the differences between different land objects. In order to capture more complex relationships between different classes, an anisotropic penalty matrix (APM) A = {A i,j }, 1 ≤ i, j ≤ k was developed in this section, i.e.,
In this matrix, for any class i and j (1 ≤ i, j ≤ k, i j), their specific relationships can be denoted as A i,j and A j,i . Here, we assumed the relationship between two classes is directed, i.e., A i, j A j,i . Each A i,j denotes the penalty that the true land class is class i and the segmented result is class j. Hence, if the A i,j takes a small value, that means class i are closely related to class j. Otherwise, the large value of A i,j would indicate that the relationship between class i and class j is relatively alienated, and it is difficult to achieve the transformation between them. According to the APM, if the true land class of one vertex V s is X s = i and the segmented class X s is j, then the penalty of V s is A X s = i, X s = j = A i,j . Because the true class X s of each vertex V s is unknown during the segmentation progress, it is treated as a random variable, and the probability of its occurrence is represented by posteriori probability P{X s = i|I s , X t , t ∈ N s }. To measure the cost of labeling V s as class j, an expected value of the penalty information (EVPI) was designed in the OMRF-AP model, which was calculated as follows,
In the EVPI term, R s ( j) can reflect the average penalty that V s is marked as class j, which integrates both the anisotropic class-interaction information and the classic OMRF-based posteriori information. Based on this EVPI term R s ( j), the appropriate class of V s , i.e.x AP s , should be the one that has the minimum penalty. It can be provided by finding the minimum EVPI values during all the R s ( j), j=1,2, . . . ,k. That isx
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On comparing this equation with Equation (9) of the MAP criterion, we could see that this inference criterion brought two main advantages. One was that the EVPI term R s ( j) could capture not only the observed information and the spatial context with the posteriori probability but also the anisotropic interactions between various classes. The other was that the EVPI term could involve more posteriori information. In fact, the MAP criterion of the classic MRF only focuses on the class informationx s that maximizes the posteriori probability P{X s = i|I s , X t , t ∈ N s }, but the EVPI term would use all the class information of the posteriori probability P{X s = i|I s , X t , t ∈ N s } for V s and integrate them with the corresponding anisotropic penalty. Hence, the inference criterion minimizing the EVPI provided a new feasible way to obtain the appropriate class of each vertex, and the segmentation result of the OMRF-AP modelx AP could be achieved by iteratively finding the optimal R s ( j * ) until convergence, i.e.,
The flowchart of the OMRF-AP is shown in Figure 3 .
The properties of the anisotropic penalty matrix and the EVPI term were further discussed as follows.
In fact, we could prove that the optimal class obtained by the proposed inference criterion is the same as the class obtained by the MAP criterion if each A X s = i, X s = j in the matrix A takes the default value. Namely, with the values of Equation (13), we havê
This means that the MAP criterion of the MRF model was a special case of the proposed inference criterion of the OMRF-AP method.
(2) If A X s = i, X s = j > 1, i.e., A i, j > 1, it means that the current class of V s repels class j compared with other classes. In general, this applies to the situation that class i is easily misclassified as class j. It is suitable for correcting the misclassifications between two classes i and j if they have the same or similar subclasses. If A X s = i, X s = j < 1, it means that the class of vertex s, except class i, prefers class j compared with other classes.
would use all the class information of the posteriori probability { = | , , ∈ } for and integrate them with the corresponding anisotropic penalty. Hence, the inference criterion minimizing the EVPI provided a new feasible way to obtain the appropriate class of each vertex, and the segmentation result of the OMRF-AP model could be achieved by iteratively finding the optimal ( * ) until convergence, i.e., = { | = argmin ∊{ , ,…, } ( )}. The flowchart of the OMRF-AP is shown in Figure 3 . The properties of the anisotropic penalty matrix and the EVPI term were further discussed as follows.
(1) The default value of = , = , i. e. , , , is
In fact, we could prove that the optimal class obtained by the proposed inference criterion is the same as the class obtained by the MAP criterion if each = , = in the matrix takes the default value. Namely, with the values of Equation (13) The algorithm of the OMRF-AP is given as follows (Algorithm 1). and update P{I s |X s = h} of Equation (14) with these parameters. (5) For each object s, calculate the clique potential V(x s , x t ) in Equation (7) based on x t , and get the joint distribution P{X s = x s |X t , t ∈ N s } based on Equation (8). (6) Calculate each EVPI term R s ( j) according to Equations (11) and (9), j = 1, 2, . . . , k, and update each x t s as x t+1 s by finding the minimum EVPI terms, i.e.,
If x t = x t+1 , stop and output the x t+1 as the segmentation result; else, t = t + 1, and go to step 4.
Experimental Results
The proposed OMRF-AP model provided a new way to introduce the anisotropic interactions between different classes into the classic MRF model for remote sensing image segmentation, which Remote Sens. 2019, 11, 2878 8 of 25 could not only consider the spatial interactions but also the class interactions with the EVPI term. To experimentally evaluate this method, synthetic texture images and various HSR remote sensing images were tested in the following experiments. Two modules were discussed in this section. First, how to set the anisotropic penalty matrix (APM) and other parameters was discussed for the OMRF-AP model. Then, comparisons between the OMRF-AP and other MRF-based methods were demonstrated with different remote sensing images.
Parameter Settings of the OMRF-AP
In the proposed OMRF-AP model, a heuristic setting approach was designed to set the APM. Namely, there were k(k − 1) different A i,j , i j in the APM, and their initial values were set as the default value of Equation (13) . Then, the result was evaluated by the confusion matrix [29] , and the term A i,j would be reset if the misclassification between class i and j had the maximum value during all the misclassifications in the confusion matrix. This process would continue until the accuracy rate of each class is higher than a given threshold. For instance, a SOPT5 image, located in Pingshuo, China, was tested with the threshold as 0.9 in Figure 4a . It included the agriculture field, vegetation, and urban area, which are denoted as class 1, 2, and 3, respectively. In this tested image, there were many vegetations in the urban area. Hence, these urban areas were wrongly recognized as the vegetation in the result with the default APM value, as shown in Figure 4d . According to the confusion matrix in Table 1 , the accuracy rate of detecting an urban area was only 29.71% (<0.9), and the rate that urban areas misclassify as the vegetation was 51.21%, which had the maximum value during all the misclassifications. Hence, according to the heuristic setting approach, A 3,2 in the APM, i.e., the class interaction between urban area and vegetation, was set with a large value to correct these misclassifications.
Remote Sens. 2019, 11, 2878 9 of 25 Namely, we set different A 3,2 values from 1 to 1.1 with step 0.01, their kappa coefficient and overall accuracy (OA) [29] are shown in Figure 5a , and some results with different A 3,2 values are shown in Figure 4e -i. As we could observe, when the A 3,2 value started to increase from 1, some misclassifications of the urban area were corrected, as shown in Figure 4e -g, and the kappa and OA indexes of the OMRF-AP method also had the significant increase during the first interval (1, 1.019), indicating that the introduction of the APM could enhance the tradition OMRF and improve the segmentation accuracy. Then, the OMRF-AP method showed an optimal stationary performance during (1.02, 1.032), as shown in Figure 4g ,h. It means that the appropriate APM value was robust in this interval. Moreover, with a further increase of A 3,2 , the accuracy of the OMRF-AP would gradually reduce. Although misclassifications between vegetation and urban areas were corrected by setting A 3,2 , the accuracy rate of detecting urban area was still less than 0.9, as shown in the confusion matrix of Table 2 . It was due to that some urban areas were misclassified as the agriculture field, as shown in Figure 4h , which also had the maximum value during all the misclassifications in the current confusion matrix. Hence, according to the heuristic setting approach, A 3,1 in the APM, the class interaction between the urban area and agriculture field, was further adjusted under the condition of A 3,2 = 1.03. Similar to A 3,2 , different A 3,1 values from 1 to 1.1 were also tested with step 0.01. From Figure 5b , we could see that two quantitative indicators firstly increased in the interval (1,1.015), then had a robust optimal performance in the interval (1.015,1.036), and finally decreased in the interval (1.036,1.1). It showed the same trend as the curves of kappa and OA of A 3,2 and further improved the accuracy of the OMRF-AP model. Some results with different A 3,1 values are also demonstrated in Figure 6 . With the setting A 3,2 = 1.03 and A 3,1 = 1.02, we could see that the accuracy of each class, i.e., the rate in the diagonal of the confusion matrix, was more than the threshold 0.9, as shown in Table 3 . Hence, the heuristic setting approach could stop further exploring other A i,j , i j in the APM, and the final APM was In addition to the APM value, there were parameters of the likelihood function P{I s |X s = h} and the joint distribution P{X s = x s |X t , t ∈ N s } in the OMRF-AP model that need to be set. Namely, the Gaussian mixture model was employed to define the likelihood function P{I s |X s = h}. Its probability distribution was denoted as
Here, µ h and Σ h are the mean and variance of the Gaussian distribution for the class h, h ∈ {1, 2, . . . , k}, I s denotes the mean value of a pixel in region s, and p is the dimension of the observed feature.
The maximum likelihood estimation [30] could be used to evaluate these parameters. That is
For the joint distribution P{X s = x s |X t , t ∈ N s }, the multilevel logistic model (MLL) [31] , as shown in Equation (7), was used to define the potential function of the energy function. Similar to the discussion in literature [17, 19] , the potential parameter β of the potential function was also quite robust to the OMRF-AP model by testing different values from 0 to 50 with step 0.5, as shown in Figure 7a . The optimal interval of β was (0,20).
Because the OMRF-AP was an object-based method, how to set the minimum region areas (MRA) of each object was another important issue. In the proposed method, the mean shift (MS) algorithm [32, 33] was employed to get the initial over-segmented regions as the objects, and different MRA values were also used to test the robustness of MS by taking values from 1 to 400. As shown in Figure  7b , the OMRF-AP model was very robust to the degree of the MRA. Especially, it showed good performances when the MRA took value from 20 to 400, except for the slight fluctuations around 50. Because the OMRF-AP was an object-based method, how to set the minimum region areas (MRA) of each object was another important issue. In the proposed method, the mean shift (MS) algorithm [32, 33] was employed to get the initial over-segmented regions as the objects, and different MRA values were also used to test the robustness of MS by taking values from 1 to 400. As shown in Figure 7b , the OMRF-AP model was very robust to the degree of the MRA. Especially, it showed good performances when the MRA took value from 20 to 400, except for the slight fluctuations around 50.
In summary, although there were many parameters in the OMRF-AP model, some could be estimated according to the statistical method, such as parameters of Gaussian distribution; some could be set according to the developed heuristic setting approach, such as the APM value; and other parameters that need to be manually set were robust to the proposed method. They worked for the following experiments, as well.
Segmentation Experiments
In the following experiments, apart from the OMRF-AP model, five other state-of-the-art MRF-based methods were employed to compare the segmentation results, i.e., the iterated conditional mode (ICM) [14] , the multiresolution MRF model (MRMRF) [21] , the iterative region growing using semantics (IRGS) [25, 26] , the object-based MRF model (OMRF) [22] , and a normalized Euclidean distance MRF model (NED-MRF) [28] . Here, the ICM was a classic pixel-level MRF model. The MRMRF used the wavelet transform to capture the spatial interactions at different spatial resolutions. The IRGS was an object-based MRF method that provided the result with the region growing scheme. The OMRF used an iterative probabilistic inference to find the segmentation result. The NED-MRF was a supervised method that used the support vector machine (SVM) to get the initial classification and developed an anisotropic spatial energy function to further improve the result. For the above object-based MRF methods, the mean shift algorithm was used to get the initial over-segmented regions. The mixed Gaussian distribution was used as the likelihood function for these methods.
Segmentation of Texture Images
The remote sensing images contain rich texture information, so we first evaluated the effectiveness of the proposed method against texture. Two texture images were tested, in this subsection, that were generated by the Prague texture segmentation data generator [34] . These two images, as shown in Figures 8 and 9 , were both sized 512 × 512 and contained six different texture patterns. For these texture patterns, each texture pattern showed different appearances, and the parts of various texture patterns had similar spectral values. This made segmentation challenging. 
Segmentation of Remote Sensing Images
To test the OMRF-AP model against real remote sensing images, experiments of four remote sensing images are illustrated in this section. The first one was a SPOT5 image, as shown in Figure  10a , which sized 438×438 and was located in the Pingshuo area of China. It consisted of three objects, i.e., urban area, farmland, and vegetation. The results of the different methods are demonstrated in Figure 10 . In this experiment, the APM of the OMRF-AP is given in Equation (17), and different objects with class numbers are illustrated in the visual interpretation result of figure 10 . The results of the six methods are demonstrated in Figures 8 and 9 . For the ICM, the results could not effectively capture the texture patterns as it could only consider a small spatial neighborhood.
Hence, there were many misclassifications, as shown in Figures 8c and 9c , and the OA and kappa values were also the worst, as shown in Table 4 . The MRMRF used the wavelet transform to extend the range of the neighborhood, outperforming the ICM. But it was a pixel-based method and also had many misclassifications, such as the result of Figures 8d and 9d . By using the over-segmented regions as the basic units, the IRGS and the OMRF, two object-based MRF methods, showed better performances than the pixel-based MRF methods. However, some pieces of misclassifications still existed, such as the texture at the left side (numbered 3) of Figure 8a and texture at the upper-right corner of Figure 9g . The NED-MRF further improved the segmentation by using the training data from the ground truth and the anisotropic spatial energy function. But, the definition of the anisotropic spatial energy function depended on the traditional potential function. Hence, it was actually a weighted isotropic function, and some misclassifications also existed, such as texture at the upper-right corner (numbered 3) of Figure 9a . The performance of the proposed OMRF-AP method, a method without training data, could reach or outperform the performance of the supervised NED-MRF, such as the texture at the upper-right corner of Figure 9h . That is to say, the APM and EVPI terms could provide more class-information to the OMRF model that showed a similar role in the information of the training data. APM could describe various interactions between different classes more accurately, and the new probability inference with the EVPI term could involve all the class information of the posteriori probability for each vertex. Thus, the OMRF-AP model could effectively distinguish texture patterns. The quantitative indicators of the OMRF-AP were also similar to the NED-MRF, as shown in Table 4 . Furthermore, according to the heuristic setting approach, the APMs of these two texture experiments are given in the following Equation (16), where different texture patterns with class numbers are illustrated in the ground truth of each image, i.e., Figures 8b and 9b . 
To test the OMRF-AP model against real remote sensing images, experiments of four remote sensing images are illustrated in this section. The first one was a SPOT5 image, as shown in Figure 10a , which sized 438 × 438 and was located in the Pingshuo area of China. It consisted of three objects, i.e., urban area, farmland, and vegetation. The results of the different methods are demonstrated in Figure 10 . In this experiment, the APM of the OMRF-AP is given in Equation (17), and different objects with class numbers are illustrated in the visual interpretation result of Figure 10 . The second tested image, sized 2500 × 2500 with 0.2 m spatial resolution, was an aerial image of the Taizhou area, China, as shown in Figure 11a . This experiment would test the performance of the OMRF-AP model in the very high spatial resolution (VHSR) image. This VHSR image contained water, urban area, and the farmland, whose class numbers are illustrated in Figure 11b . The value of the APM is shown in the following equation for the OMRF-AP, i.e., 0 1.002 1.002 As shown in Figure 10 , the urban area of the SPOT5 image contained various sub-objects, such as roofs, roads, trees, showing different appearances. At the same time, there were trees in both the urban area and the vegetation. These factors led to many misclassifications of the urban area for the result of the ICM. By extending the spatial neighborhood, the MRMRF, IRGS, and OMRF performed much better. But, parts of the urban area were still wrongly labeled in their results. With the training data, the NED-MRF could roughly recognize the whole urban area. But it still failed to recognize some sub-objects with anomalous features, such as the building with the bright roof in the center of the urban area. By using the APM to specifically define the interaction between the urban area and other objects, the OMRF-AP could capture not only the spatial interactions but also the class interactions in the neighborhood. It made the OMRF-AP almost completely distinguish the urban area from the SPOT 5 image and showed a better performance than the performances of other comparison methods. The OMRF-AP also had the best performance of quantitative indicators in this experiment, as demonstrated in Table 4 .
The second tested image, sized 2500 × 2500 with 0.2 m spatial resolution, was an aerial image of the Taizhou area, China, as shown in Figure 11a . This experiment would test the performance of the OMRF-AP model in the very high spatial resolution (VHSR) image. This VHSR image contained water, urban area, and the farmland, whose class numbers are illustrated in Figure 11b . The value of the APM is shown in the following equation for the OMRF-AP, i.e.,
As shown in Figure 11 , the aerial image not only had three different objects but also was large and had a spatial resolution. Hence, there were more detailed information and the long-term interactions between labels in this image. The ICM and the MRMRF had many small pieces of misclassifications as their spatial neighborhood was relatively small. The IRGS and the OMRF could improve the results by considering the larger neighborhood, but still had misclassifications, such as the area within the red ellipse in the lower-left corner. For the NED-MRF, although the training data helped this method to recognize the sub-object in the lower-left corner, its spatial energy function was constructed to regular pixels. Hence, when the tested image had large size and high spatial resolution, there were some small pieces of misclassifications in the result, as demonstrated in Figure 11h . The proposed OMRF-AP model could capture the long-term spatial interactions with object-based units and characterize the differences between various classes with APM, and then the new inference criterion with the EVPI term integrated all the information. Hence, it provided a better result with several large homogeneous regions, as shown in Figure 11i , indicating that the OMRF-AP could have a good performance on the large-size image, as well.
To further test the performance of the OMRF-AP against the VHSR image, another aerial image with 0.1 m spatial resolution was tested, as shown in Figure 12 . It sized 2500 × 2500 and located in Taizhou, as well. There were water, urban areas, and farmland in this image. With the increasement of the spatial resolution, more detailed and diverse characteristics were demonstrated for each land class. Due to this, the results of the ICM and MRMRF had many misclassifications. By considering the over-segmented regions as the basic unit, the IRGS and OMRF extended the spatial neighborhood and provided more consistent results. But some misclassifications still existed, such as the buildings with red roofs in the urban area. With the training data, the NED-MRF could roughly distinguish three land classes. However, its pixel-based spatial energy function could not describe large spatial interactions effectively, which led to the wrong labeling of some shadow areas of the urban areas as the water. The OMRF-AP provided better performance than other methods by considering both the spatial interaction and class interaction in the object-based neighborhood. Namely, the long-term object-based spatial interactions helped the proposed method to get the rough segmentation, and the class interaction with APM A 5 (X s , D s ) could further correct some misclassifications by considering the relationship between specific land classes. The OMRF-AP also had the best quantitative indicators, as shown in Table 4 .
interactions between labels in this image. The ICM and the MRMRF had many small pieces of misclassifications as their spatial neighborhood was relatively small. The IRGS and the OMRF could improve the results by considering the larger neighborhood, but still had misclassifications, such as the area within the red ellipse in the lower-left corner. For the NED-MRF, although the training data helped this method to recognize the sub-object in the lower-left corner, its spatial energy function was constructed to regular pixels. Hence, when the tested image had large size and high spatial resolution, there were some small pieces of misclassifications in the result, as demonstrated in Figure  11h . The proposed OMRF-AP model could capture the long-term spatial interactions with objectbased units and characterize the differences between various classes with APM, and then the new inference criterion with the EVPI term integrated all the information. Hence, it provided a better result with several large homogeneous regions, as shown in Figure 11i , indicating that the OMRF-AP could have a good performance on the large-size image, as well. In order to examine the performance of the proposed OMRF-AP in a remote sensing dataset, a Gaofen-2 remote sensing image was employed from the Gaofen image dataset (GID) [35] . The tested image was sized 1500 × 1500 with 3.2 m spatial resolution, located in Xining city, China, as demonstrated in Figure 13a . According to the ground truth, the tested land classes were urban area and vegetations, and the hills and other areas were untested, as shown in Figure 13b ,c. The value of the APM was 
Post-Processing with Pixel-Based MRF
As mentioned in the literature [28, [36] [37] [38] , the result of the object-based method usually had the rough and blurred boundaries between different objects. The proposed OMRF-AP was an objectbased method, and had a similar phenomenon in the results, as shown in Figure 14a -c,g-i. To correct these boundaries, a feasible way is to introduce the pixel-based method with detailed information as the post-processing [28, 36, 37] . In this section, the classic pixel-based MRF method, ICM, was employed as the post-processing module for the results of the OMRF-AP in the above experiments. Results of OMRF-AP with post-processing (OMRF-APP) are demonstrated in Figure 14 d-f ,j-l. As the differences between urban areas and vegetations are quite vague and difficult to distinguish in some places, it makes the semantic segmentation more challenging. For instance, the results of the ICM, MRMRF, IRGS, and NED-MRF failed to recognize the district of urban areas marked with a blue square as their appearance was similar to the vegetation, as shown in Figure 13d -f,h. The OMRF wrongly labeled some vegetations as urban areas and had an over-recognition about the urban area at the marked region and other regions. By considering the class interaction, the OMRF-AP showed a better performance than other comparison methods. The quantitative indicators in Table 4 also validated the superiority of the proposed method.
As mentioned in the literature [28, [36] [37] [38] , the result of the object-based method usually had the rough and blurred boundaries between different objects. The proposed OMRF-AP was an object-based method, and had a similar phenomenon in the results, as shown in Figure 14a -c,g-i. To correct these boundaries, a feasible way is to introduce the pixel-based method with detailed information as the post-processing [28, 36, 37] . In this section, the classic pixel-based MRF method, ICM, was employed as the post-processing module for the results of the OMRF-AP in the above experiments. Results of OMRF-AP with post-processing (OMRF-APP) are demonstrated in Figure 14 d-f,j-l.
As we could observe, the post-processing would not change the main part of previous results and just focus on the correction of boundaries. In fact, by comparing boundaries circled in red between OMRF-AP and OMRF-APP in Figure 14 , one could see that some rough boundaries were smoothed by the post-processing, especially boundaries in Figure 14a ,i. All the quantitative indicators could be slightly improved, as well, as shown in Table 5 . Hence, the post-processing could indeed optimize the result of the OMRF-AP method. Please note that the post-processing was not a necessary step of the OMRF-AP, and this optional step was used according to the need of the application. Table 5 . Quantitative indicators of three object-based methods and their post-processing results for six previous experiments.
Indicator
Method Figure 8 Because this post-processing module was developed for object-based methods, it was further tested for previous experimental results of the other two object-based comparison methods, i.e., the IRGS and OMRF. Quantitative indicators of their post-processing results are also illustrated in Table 5 , which were denoted as the IRGS-P and OMRF-P, respectively. Similar to the OMRF-APP, the post-processing module could also slightly improve the original segmentation results of these two methods. To evaluate the efficiency of the post-processing module, the computational times of both original object-based methods and their post-processing modules are illustrated in Table 6 , where the computational time of each original object-based method was the value before the plus sign, and the computational time of each post-processing module was the value after the plus sign. For instance, in Table 6 , '12.36 + 0.93' of IRGS for Figure 8 
Computational Time
The computational complexity of the OMRF-AP model was O(knt), where k is the number of the classes, n is a number of the vertexes, and t is the number of iterations. That is to say, the computational complexity of the OMRF-AP was the same as the OMRF model. In fact, for experiments in this paper, the OMRF-AP and the OMRF usually had the same number of the iterations. But, for each iteration, because the OMRF-AP took the anisotropic penalty matrix and the EVPI term into account, its computing time would be slightly higher than the time of the OMRF. The increased time would not exceed 0.15 seconds. The total time difference between the OMRF-AP and the OMRF was less than 3 seconds, as shown in Table 6 .
In this paper, all the experiments were performed on the Windows 10 personal computer with an Intel i5-7300 CPU using 16-GB memory. The computing time of each method is illustrated in Table 6 . As we could observe, the ICM ran faster than others due to it only considering a small spatial neighborhood. The MRMRF and the NED-MRF took a lot of time as one needed to spend time on the wavelet transform and the other to train the SVM with the sampling data. The time of the IRGS depended on the region's growing scheme. Sometimes it would be fast, but sometimes it would not. The OMRF and the OMRF-AP had a similar computing time. Hence, the speed of the proposed method was acceptable.
Discussion
In the above section, experimental results verified the superiority of the OMRF-AP. The OMRF-AP showed the following advantages. First, it was an object-based method that could model the long-term spatial interactions, which was particularly effective when dealing with the HSR image. The pixel-based methods, such as ICM, MRMRF, and NED-MRF, would suffer the inefficient use of spatial information, especially for the HSR remote sensing images. Second, the APM could describe the specific interactions between land classes, helping the proposed method capture information between land classes more accurately. Hence, when other object-based MRF methods, such as IRGS and OMRF, were trapped into the local optimum with the isotropic potential function, the OMRF-AP could break the limitation and obtain a more consistent result. At last, the new generative probability inference could effectively integrate spatial interactions and class interactions by minimizing the EVPI term.
Please note that, in the texture experiments, the NED-MRF showed a similar or even slightly better performance than the OMRF-AP. The patterns of texture images were relatively regular, which could be effectively learned by the training data of the NED-MRF. But, when it was used to the real remote sensing images, the NED-MRF showed poor performance than the proposed OMRF-AP as the texture information of remote sensing images was very irregular, especially for the HSR or VHSR images. Compared with the NED-MRF, the OMRF-AP showed good and stable performances in both texture experiments and remote sensing experiments. This was because the proposed method described the relationship between classes with APM, which worked well under no matter regular or irregular texture patterns.
The main contribution of the OMRF-AP was to verify that the anisotropic class information could improve the segmentation accuracy of current MRF-based methods with isotropic potential function, which was validated by the above experiments. Although the OMRF-AP model could show good performances, its performance depended on the priori information about the number of classes and the APM, as demonstrated in the algorithm. That is to say, the proposed method was a semi-supervised method that needed to appropriately set the number of land classes and the APM. For the number of classes, it was usually the priori information for most MRF-based methods, and it could be properly set according to the purpose of segmentation. The APM needed to be set manually. Namely, one could get the optimal APM value based on the heuristic setting approach if one would have the ground truth, as illustrated in the above experiments. But we usually don't have the ground truth when we deal with the unknown data. Under these circumstances, we could experimentally initialize the APM value as an existed APM value whose image would be similar to the unknown data. For instance, a QuickBird remote sensing image was tested without ground and training data, as shown in Figure 15a . There were urban areas, farmland, and vegetation in this unknown data, which was similar to the land classes of SPOT5 image of Figure 10 . Hence, the same APM value, A 3 (X s , D s ), was employed for this image, and an appropriate result could be achieved with this APM, as demonstrated in Figure 15b . have the ground truth, as illustrated in the above experiments. But we usually don't have the ground truth when we deal with the unknown data. Under these circumstances, we could experimentally initialize the APM value as an existed APM value whose image would be similar to the unknown data. For instance, a QuickBird remote sensing image was tested without ground and training data, as shown in Figure 15a . There were urban areas, farmland, and vegetation in this unknown data, which was similar to the land classes of SPOT5 image of Figure 10 . Hence, the same APM value, ( , ), was employed for this image, and an appropriate result could be achieved with this APM, as demonstrated in Figure 15b . In fact, the APM was used to reflect the relationship between certain land classes, and the geoscience knowledge could guide the setting of APM. When the geoscience relationships were explored, the number of class and the APM could be manually set for the unknown data without ground, especially when it was similar to known tested data. Moreover, as mentioned in Section 3.1, the optimal setting of the APM value was a relatively large interval instead of a single value. Hence, the APM value was quite robust, and it usually took value in the interval [0.98,1.03]. When we would deal with some new unknown data, we could also initialize its APM value in this interval. Furthermore, suitable APMs were also not unique. For instance, many urban areas were wrongly labeled as vegetation in the OMRF result without the APM of Figure 10 ; one could set , in the APM with a large value, 1.03, to prevent the labeling of urban area as the vegetation, and set , in the APM with a small value, 0.98, to encourage the correction of some vegetation to the urban area at the same time. Its APM value ( , ) could be changed to ′ ( , ) = 0 1 1 1 0 0.98 1 1.03 0 .
The OMRF-AP could also get an appropriate result with ′ ( , ), as shown in Figure 16b . For this result, its OA value was 0.9282, and the kappa value was 0.8987, which was close to the quantitative indicators of the result with ( , ). Hence, although the APM had many parameters, in addition to the heuristic setting approach, as mentioned above, one could initialize the APM more flexible. Compared with other semantic segmentation methods, such as deep learning, the OMRF-AP had a complete theoretical foundation, and its APM had a clear and reasonable semantic interpretation. The proposed method was also very efficient as it did not need training processing. In fact, the APM was used to reflect the relationship between certain land classes, and the geoscience knowledge could guide the setting of APM. When the geoscience relationships were explored, the number of class and the APM could be manually set for the unknown data without ground, especially when it was similar to known tested data. Moreover, as mentioned in Section 3.1, the optimal setting of the APM value was a relatively large interval instead of a single value. Hence, the APM value was quite robust, and it usually took value in the interval [0.98,1.03]. When we would deal with some new unknown data, we could also initialize its APM value in this interval. Furthermore, suitable APMs were also not unique. For instance, many urban areas were wrongly labeled as vegetation in the OMRF result without the APM of Figure 10 ; one could set A 3,2 in the APM with a large value, 1.03, to prevent the labeling of urban area as the vegetation, and set A 2,3 in the APM with a small value, 0.98, to encourage the correction of some vegetation to the urban area at the same time. Its APM value (X s , D s ) could be changed to
The OMRF-AP could also get an appropriate result with A 3 (X s , D s ), as shown in Figure 16b . For this result, its OA value was 0.9282, and the kappa value was 0.8987, which was close to the quantitative indicators of the result with A 3 (X s , D s ). Hence, although the APM had many parameters, in addition to the heuristic setting approach, as mentioned above, one could initialize the APM more flexible. Compared with other semantic segmentation methods, such as deep learning, the OMRF-AP had a complete theoretical foundation, and its APM had a clear and reasonable semantic interpretation. The proposed method was also very efficient as it did not need training processing. ′ ( , ) = 0 1 1 1 0 0.98 1 1.03 0 .
The OMRF-AP could also get an appropriate result with ′ ( , ), as shown in Figure 16b . For this result, its OA value was 0.9282, and the kappa value was 0.8987, which was close to the quantitative indicators of the result with ( , ). Hence, although the APM had many parameters, in addition to the heuristic setting approach, as mentioned above, one could initialize the APM more flexible. Compared with other semantic segmentation methods, such as deep learning, the OMRF-AP had a complete theoretical foundation, and its APM had a clear and reasonable semantic interpretation. The proposed method was also very efficient as it did not need training processing. 
Conclusions
In this paper, an object-based Markov random field model with anisotropic penalty matrix was proposed for the semantic segmentation of the remote sensing images. The main contributions of the OMRF-AP model lied in two aspects. First, the APM was introduced into the MRF model to capture the various relationships between different classes. Second, the EVPI term, R s ( j), replaced the posteriori probability to find the solution of the OMRF model. By considering both the spatial interactions and the class interactions in the neighborhood, the OMRF-AP model provided an optimized object-based MRF-based method. The effectiveness of the OMRF-AP was validated by experiments obtained from different texture images and remote sensing images.
Compared with the results of other comparison methods, the results of the proposed method could improve both the OA and Kappa values by considering the anisotropic relationship between classes. Especially, the proposed OMRF-AP model significantly improved segmentation accuracy on the HSR remote sensing images, where the average improvement was about 4%, and the maximum increment of OA and Kappa values could be about 10%.
In this paper, it was verified that APM was very useful for the MRF-based methods. In the OMRF-AP method, a heuristic setting approach was developed to set the APM, yet how to set APM with an unsupervised estimation according to the probability theory is still an important and open question, and we would explore this issue in the future works. Moreover, future experiments would also focus on finding clearer relationships between APM and geoscience knowledge. Author Contributions: All authors made significant contributions to this paper. Specifically, conceptualization, C.Z. and X.C.; methodology, C.Z., X.Y., X.X., and L.S.; software, X.P.; validation, X.X. and L.S.; formal analysis, C.Z. and X.C.; investigation, X.P.; resources, C.Z. and X.C.; data curation, C.Z. and X.P.; writing-original draft preparation, X.C. and C.Z.; writing-review and editing, all the authors; visualization, X.P. and X.Y.; Supervision, C.Z. 
