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Dynamic binary neural networks are recurrent type neural networks characterized by ternary connection 
parameters and signum activate function. Depending on the parameters, the network can generate various binary 
periodic orbits. The ternary connection parameters and signum activation function are suitable for precise 
analysis and hardware implementation. First, we investigate influence of connection sparsity on stability of a 
periodic orbit. As the sparsity increases, stability of a periodic orbit tends to be reinforced. As the sparsity 
increases further, stability tends to be weakened and various transient phenomena exist.  




























) , 𝑖 = 1~𝑁 (1) 
sgn(𝑋𝑖) = {
+1 if 𝑋𝑖 ≥ 0
−1 if 𝑋𝑖 < 0
 





ab.  𝒙𝑡+1 = 𝑭𝐷(𝒙
𝑡), 𝒙𝑡 ≡ (𝑥1
𝑡 , … , 𝑥𝑁




𝑡 ≡ 𝐵 ∈ {−1, +1}はその𝑖番目の要素である．𝑁はセル数
である．結合パラメータは 3 値𝑤𝑖𝑗 ∈ {−1,0, +1}，しきい













, 𝑖 = 1~2𝑁 である．𝐿4 ≡ {𝐶1, … , 𝐶16}は



























ただし0 ≤ 𝛼𝑠 ≤ 1である．𝛼𝑠が増大するとき，TBPOの安定
性が強化されるとみなす． 
 ネットワークのスパース性を SRで定義する． 
 
SR =
𝑤𝑖𝑗 = 0 の数
𝑁 × 𝑁 − 𝑁
(5) 
 




簡素な DC/AC コンバータの制御信号に応用可能な TBPO
を表 1に示す．  
 




表 1 の TBPO を銘記する 64000000 のネットワークにつ
いて𝛼𝑠を計算した．各 SR に対する𝛼𝑠を図 1 に示す． 
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