1. Introduction. In view of the fact that the continued fraction frequently furnishes a method for summing a slowly convergent or even divergent power series, it is desirable to have a simple algorithem for obtaining the continued fraction. We present here such an algorithm based upon the fact that the process for constructing a sequence of orthogonal polynomials can be so arranged that it gives simultaneously a continued fraction expansion for a power series. It has been known at least since Tschebycheff that the problem of constructing a sequence of orthogonal polynomials is related to the problem of expanding a power series into a continued fraction. However, the fact that the two problems are actually identical does not seem to have been emphasized.
The expansion of a power series into a /-fraction.
A continued fraction of the form a 0 a x a 2 (2.1) bi + z -b 2 + z -b3 + z ----is called a J-fraction. The a p and b p are constants, and z is a complex variable. We shall suppose that the a p are different from zero. We denote by A p (z) and B p (z) the pth numerator and denominator, respectively, of the J-fraction, so that A p (z) /B p (z) is its pth approximant. The usual recurrence formulas
2) /> = 2,3,4, ... , 
By means of (2.2) we readily obtain the determinant formula
Consequently we find, with the aid of (2.4), that
It follows that there exists a power series We shall now write down formulas connecting the various constants, a p , q , j3p, ff , c p , a p and b p . These formulas serve as an algorithm for expanding a given power series P(l/z) into a /-fraction, and, conversely, for obtaining the equivalent power series of a given /-fraction. Consequently, the third approximant of the /-fraction is
We remark that for 2 = 1 this gives log 2 = .69312 • • • , which is exact to four decimal places. Only six coefficients of the power series were used in the computation.
By the same method we find that the seventh approximant of the /-fraction expansion of the divergent power series Stieltjes [3, p. 521] 1 proved that this /-fraction converges for i?(2)>0 to the remainder J(z) in Stirling's formula log T(z) = (2-1/2) log 2~2 + (l/2) log (2ir)+/(*). He remarked that the law of formation of the coefficients in the /-fraction seems to be extremely complicated.
3. Proof of the formulas (2.8) and (2.9). We shall first prove that the formulas (2.8) constitute an arrangement of the algorithm for constructing a sequence of polynomials B n (z) *=z n +fi n ,iZ n~1 + • • • +j3n,n which are orthogonal relative to a certain operator S. We define 5 to be the operator which replaces every z p by c p in any polynomial upon which it operates: and, inasmuch as n<m y we see that a n 5^0. Consequently, JB W +I is uniquely determined, and (3.2), (3.3) hold for p = n + l and p=n f respectively. Also, S(B p B q )=0 for p?*q, p^n + l> q^n + 1. Moreover, if n + Ktn, then S(B^+i) =S(z n+1 B n+ i)^0, for otherwise we would have A n+ i = 0. We have proved that the condition A^O, £ = 0,1, • • •, m -1, is sufficient for the polynomials to exist (uniquely) and satisfy the stated conditions.
Conversely, the condition is necessary. For, it is obviously necessary that Ao = c 0 5^0; and if S(s*B»)=0, for p = 0, 1, 2, • • • , n -1, S(z n B n )= z gn9 £ 0 y n<m, then the relation A w = gnA w _i must hold, and hence A p 5^0, £ = 0, 1, 2, • • • , w -1.
One will now readily see that the polynomials B p given by (3.2) and (3.3) are the same as those given by (2.8). 
