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1. Introduction 
The first purpose of this note is to give a new proof of the result [7, Corollary 5.21, that 
partition-complete spaces are preserved by tri-quotient maps I. (Definitions in Sections 2 
and 4.) Our approach will be to establish a characterization of partition-complete spaces 
in terms of open sieves (see Section 3) from which their preservation under tri-quotient 
maps follows as an easy consequence (see Section 5). 
In the second part of this note, we show by a similar approach (see Sections 6 and 7) 
that the above mapping theorem remains valid for the larger class of ‘P-tri-quotient maps 
introduced in Section 7. This class contains all tri-quotient maps and, more generally, the 
transquotient maps of A.V. Ostrovsky [8] (see Section 8). I am grateful to Dr. Ostrovsky 
for bringing an early version of that paper to my attention. 
’ All rrrrq~s in this paper are continuous 
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2. Partition-complete spaces 
Partition-complete spaces were introduced in [5] (see also [6]) as a generalization of 
completely metrizable spaces with the property that a metrizable space is completely 
metrizable if and only if it is partition-complete. 2 Here we define these spaces in terms 
of sieves, permitting an easy comparison with the closely related class of sieve-complete 
spaces. 
A sequence (E,) of subsets of X is complete in X if, whenever 3 is a filter base on 
X such that F n E, # 0 for all F E 3 and all n, then 3 clusters at some z e X. 
A sieve on a space X is a sequence of indexed covers {E,: cy E A,,} (n, > 0) 
of X, together with functions 7r,, : AT?+1 + A,,, such that E, = X for all LY E A0 
and E, = U{Eo: ,b’ E 7r;’ (0)) for all cy E A,, and all n.’ A n-chain for such 
a sieve is a sequence (crTL) such that cy, E A,, and ~,(a,+, ) = an for all n. 
The sieve is complete if, for every r-chain (an), the sequence (EQ,) is complete 
in X. 
A sieve ({E,: cr E An}, 7rn) on X is open if every E, is open in X. A space X is 
sieve-complete [4] (= monotone Tech-complete [ 11) if there is a complete, open sieve on 
X. Every Tech-complete space is sieve-complete, and the converse holds in paracompact 
spaces [1,4]. 
We are now ready to define partition-complete spaces, using a characterization in [5, 
Proposition 4.11. 
Definition 2.1. A space X is partition-complete ;f there is a complete sieve ({E,: (Y E 
A,}, 7riT,,) on X, with well-ordered A,, and order-preserving T,, such that U,,<, E,! is 
open in X for all Q: E A, and all n. 4 
Clearly every sieve-complete space is partition-complete. The converse is false [5, 
Corollary 8.31. 
We now record a game-theoretic characterization of partition-complete spaces which 
will be applied in Sections 3 and 6. 
Consider the following two-person game G(X): Players I and II alternately choose 
nonempty subsets S1 > Ti > Sz > T2 > of X such that T, (chosen by II) is 
relatively open in S, (chosen 
in X. 
Lemma 2.2 [S, Theorem 7.31. 
(a) X is partition-complete. 
by I). Player II wins if the sequence (TTL) is complete 
The following properties of a space X are equivalent. 
(b) Player II has a winning strategy in the game G(X). 
‘ These spaces were studied in [S] without givmg them B name. The term “partition-complete” originated with 
Telgjrsky and Wicke in [9]. They were called “cover-complete” by Hansel1 [2]. 
3 We assume that A, n A, = 0 when VL # n.. 
4 When cy E A,, we write Ua,C-r E,, for U{E,,: a’ < cy in An}. 
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We conclude this section with a simple lemma about complete sequences which was, 
essentially, obtained in [4, Lemma 4.11. 
Lemma 2.3. If f : X + Y is a map, if (A,) 1s a complete sequence in X, and tf 
B, c f (A,) for all n, then (B,) is a complete sequence in Y. 
3. A characterization of partition-complete spaces in terms of open sieves 
The following result will be applied in the proofs of Theorems 5.1 and 7.2. We 
call a sieve ({Wa: (v E An}, TV) on X well-ordered if the sets A,, are well-ordered 
and if the functions 7rTL : A,+, + A,, and the indexings {lVa: cy E A,} are order- 
preserving. ’ 
Proposition 3.1. The following are equivalent for a space X. 
(a) X is partition-complete. 
(b) There is a well-ordered, open sieve ({Wa: CY E A,}, R~) on X such that: If (an) 
is a n-chain, and {f T, c Wcy,,\ Ua,._, IV,! for all n, then (TTL) is complete in X. 
Proof. (a) + (b). Assume (a). Let ({&: cr E ATI}, PT,) be as in Definition 2.1, and let 
wa = u,+ E,J for all cy E A,, and all 72. We will show that ({Wcy: cy E A,}, T,,) 
satisfies (b). 
To verify that ({We: a: E A,}, .ir,) is a well-ordered, open sieve on X, we need only 
check that W, = U{Wp: p E 7r,‘(0)} for all cy E A, and all 7~ 
wQ = Un’<rr \ 
E,) = u{EOf: r,(p’) < cy} 
To verify the last part of (b), note that T, c Etin for all 72. Since (on) is a r-chain 
and ({ECY: Q E An},7rn) is a complete sieve on X, the sequence (EN,,) is complete 
in X, and hence so is the sequence (T,). 
(b) + (a). Assume (b). To prove (a), it will suffice, by Lemma 2.2, to show that 
Player II has a winning strategy in the game G(X). 
Let ({Wcy: Q: E ArL},7rn) be as in (b). In reply to S,,, the nth choice of Player I, 
Player II defines 
cy n = min{a: E A,,: W, n S, # 0): 
and then chooses T, = W,,, n S,. Clearly T, is nonempty and relatively open in S,. 
To verify that this is a winning strategy, we must show that the sequence (T,), chosen 
in this way, is complete in X. It will suffice to verify the two hypotheses in (b). That 
T,, c %\Ua~<a, W,, is clear from the definitions of Q, and T,, so it remains to 
show that rr, (a,+] ) = a, for all n. 
s The indexing {I&‘,: a E An} is order-preservm~ if a’ < N in An implies We, C W, 
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Since IV@, = U{W,: p E 7r,’ (oTL)}, and since 8 # Sri+++ C T, c W,,L, we 
have Wo n S1+r # 8 for some p E 7r,’ (an). Hence c++t < p for this p, so 
TT,(%+1) 6 m(P) = oy,. On the other hand, 
W x,L(an+,) n S, 3 W+ n %+I # 0, 
so ~~(a,,+,) 3 a?, by the definition of LY,,. Hence 7rIT,(cy,+t) = ay,,. 0 
Remark. A more direct proof of (b) + (a) in Proposition 3.1 can be given by defining 
E, = W, \ Un,_ W,J for all (Y E A,,, and then proving that ({EN: cx E A1L},7rT,) 
satisfies Definition 2.1. The given game-theoretic proof has the virtue of preparing the 
way for the more complicated game-theoretic proof of (b) + (a) in Proposition 6.5. 
4. Tri-quotient maps and stable maps 
Definition 4.1 [4, Definition 6.11. A rriap f : X + Y is tri-quotient if one can assign to 
eveq open U c X an open U* c 1’ satisfiirlg thejbllowing conditions: 
(a) x* = Y. 
(b) U* c .f(U). 
(c) U C V implies U’ C V*. 
(d) If y E U*, and if f-‘(y) n U c UW with each W E W open in X, then 
y E (U .F)* for some fbzite _F C W. 
Open maps and perfect maps are tri-quotient, and tri-quotient maps are bi-quotient [4, 
Section 61. An easy proof in [4, Theorem 6.31 shows that tri-quotient maps preserve 
sieve-completeness, and a less easy proof in [7] shows that they also preserve partition- 
completeness. A new proof of the latter result, using Proposition 3.1, will be given 
in Theorem 5.1, and a generalization will be presented in Theorem 7.2. I know of no 
comparable generalization of the former result. 
We now turn to a property of maps which is weaker than being tri-quotient. According 
to Ostrovsky [S], a map ,f : X + Y is called stub/e if one can assign to every open 
U c X an open U* c Y satisfying conditions 4.1(a)-(c) as well as the following 
condition: 
IfU, VareopeninX, ifyEU*,andifV>f-I(y)f thenyEV*. (4.2) 
As observed in [8], open maps and closed maps are stable, and stable maps are 
hereditarily quotient. Moreover, it is easy to check that (4.2) is equivalent to the following 
condition, which will be used in the proofs of Theorems 5.1 and 7.2. 
If U, V are open in X, then U*\V* c ,f(U\V). (4.2’) 
We now have the following characterization of tri-quotient maps. 
Lemma 4.3. A map f : X + Y is tri-quotient ifand only if one can assign to each open 
U c X an open U* c Y such that: 
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(a) f is stable with respect to U + U*. 
(b) If U is open in X, and if W is an open cover of U preserved by finite unions, 
then U* = lJ{W*: W E W}. 
Proof. Only if: Clear. 
If: Assume that U --t U* satisfies (a) and (b), and let us show that f is tri-quotient 
with respect to U + U*. Since stable maps satisfy conditions 4.1(a)-(c), we need only 
check 4.1(d). So suppose that y E U* and that f-‘(y) n U c IJ W with each W E W 
open in X. Then y E (UW)” by (a). S’ mce {U F: F C W, F finite} is an open 
cover of U W preserved by finite unions, (b) implies that y E (U F)* for some finite 
FCW. 0 
If Y is Hausdorff, we have the following sharpening of Lemma 4.3, obtained inde- 
pendently by V.V. Uspenskij, which is analogous to [3, Proposition 2.11. Since this result 
will not be applied in the sequel, the proof will only be outlined. 
Proposition 4.4. Jf Y is HamdoG the following are equivalent for a map f : X + Y. 
(a) f is tri-quotient. 
(b) One can assign to each open U c X an open U* C Y satisfying conditions 4.1(a)- 
(c) and 4.3(b). 
Proof. (a) + (b). Clear. 
(b) t (a). Let U + U* be as in (b). For each open U c X, let U’ c Y be the 
union of all open 0 c Y such that, for some open V c X, we have 0 c V* and 
(.f-i(0) n V) c U. It ‘. IS not hard to show that f is tri-quotient with respect to the 
assignment U + U’. 0 
Remark. The assumption that Y is Hausdorff cannot be omitted in Proposition 4.4. 
Indeed, if X is compact, then any onto map f : X + Y satisfies condition 4.4(b) (define 
U” = Y if U = X and U* = 8 if U # X), but such a map need not be tri-quotient-or 
even quotient-when Y is not Hausdorff. 
5. Partition-complete spaces are preserved by tri-quotient maps 
The following result was proved by a different approach in [7, Corollary 5.21. 
Theorem 5.1. If f : X + Y is tri-quotient, and if X is partition-complete, then so is Y. 
Proof. Let ({Wn: LY E A,,}: TV) be a sieve on X satisfying 3.1(b). To prove that Y 
is partition-complete, we will show that ({IV:: cy E ATL},7rn) satisfies 3.1(b) with X 
replaced by Y and W, by W;t. 
The only property of a well-ordered, open sieve which is not obviously satisfied by 
({Wz: N E A,},TT,,) is that W,* = U{Wi: /3 E T;‘(Q)} for cy E A,,. But that follows 
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from Lemma 4.3, since N’, = l_{Wo: 0 E T;‘(Q)} and since {Wo: /? E 7r,‘(cy)} is 
simply ordered by inclusion and therefore preserved by finite unions. 
It remains to show that, if (on,) is a r-chain and if T, c IWz_\ UCy,,_, W:, for all 72, 
then (T,) is complete in Y. 
Let Van = UQfcol, W,, Since { lV,f: Q’ < a,} is simply ordered and thus preserved 
by finite unions, we have Vcy*, = Ua,_, Wz, by Lemma 4.3, so T, c Wz,L\V&. 
Since f is stable (see Lemma 4.3), we have W:n\V& C f(WLYn\VOLn) by (4.2’), so 
T, c f(Wa,\Va,). Since the sequence (Wa,\Va,) is complete in X by 3.1(b)), it 
follows from Lemma 2.3 that the sequence (Tn) is complete in Y. 0 
Remark. It follows from Example 8.5(a) that Theorem 5.1 becomes false if f is only 
assumed to be stable. See, however, Theorem 7.2. 
6. Another characterization of partition-complete spaces 
For a space X, let P(X) denote the collection of all P C X such that either P = 8 
or Player II has a winning strategy in the game G(X) d escribed in Section 2 whenever 
Player I makes his first choice Si so that Si c P. We note: 
(6.1) If P c X is partition-complete, then P E P(X). (By Lemma 2.2.) 
(6.2) If P E P(X) and P’ c P, then P’ E P(X). (Clear.) 
(6.3) If X is partition-complete, then P E P(X) for every P c X. (By (6.1) and 
(6.2)) 
By (6.1) and (6.2) every subset of a partition-complete subspace of X is in P(X). I 
don’t know whether the converse is true. 
Call ({W,: a~ E A,}, YT~) a P-sieve on X if it has all the properties of a sieve on X, 
with two exceptions: The collection {We: cy E A,,} need not cover X when n > 0, 
and the requirement that W, = U{W,: ,0 E rrT;‘(cr)} is weakened to only requiring 
that I+‘, c IV, when p E rr;‘(o) and that Wcl\lJ{W~: p E 7r;‘(cr)} E P(X). Clearly 
every sieve is a P-sieve, but not conversely. (For example, if X is partition-complete, 
one obtains a P-sieve on X by letting W, = X when cr E A0 and letting W, = 0 when 
cy E A, with n > 0.) 
In the sequel, let S(X) denote the collection of all nonempty S c X having no 
nonempty, relatively open subset P E P(X).” 
Lemma 6.4. Let ({W,: CY E A,}: rr,,) be an open p-sieve on X, and suppose that 
S E S(X). Then: 
(a) IfW,nS#OwithcuEA,, thenWpfIS#0forsome,5Eri;‘(cr). 
(b) For all n there is an (Y E A, such that W, n S # 0. 
‘This definition implies that S(X) = 0 if and only if X is partition-complete 
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Proof. (a) Suppose not. Then 
r/l/, r-l s c W~\U{M$ p E 7$(o)} f P(X). 
so IV, n S E ‘P(X) by (6.2). Since IV, n S # 8, that contradicts our assumption that 
s E S(X). 
(b) This is true for n = 0 because IV, = X for cr E Ao, and hence it is true for all n 
by (a). 0 
The following result, which is needed in the proof of Theorem 7.2, should be compared 
to Proposition 3.1. Note that condition 6.5(b) is weaker-and more complicated-than 
condition 3.1 (b). 
Proposition 6.5. The ,follo~ing are equivalent for a space X. 
(a) X is partition-complete. 
(b) There is a well-ordered, open P-sieve ({We: CE E A,,}, 7rn,) on X such that: lf 
(cqL) is a 7r-chain, and ifTn c Wcy7,\ Ua,<_ W,! and T, E S(X) ,for all n,, then (T7,) 
is complete in X. 
Proof. (a) --t (b). This follows from Proposition 3.1, (a) + (b). 
(b) + (a). Assume (b). To prove (a), it will suffice, by Lemma 2.2, to show that 
Player II has a winning strategy in the game G(X). We now describe such a strategy. 
Whenever Player I chooses S,, with S,, E S(X), Player II replies by choosing T,, as 
in the proof of (b) t (a) in Proposition 3.1. (The definition of cy,, in that proof makes 
sense here because of Lemma 6.4(b).) There are now two possibilities. 
First, suppose that Player I chooses S,, E S(X) f or all R: Then Player II chooses T,, 
as in the previous paragraph for all n, and the proof of (b) + (a) in Proposition 3.1 
shows that this is a winning strategy for Player II. (Note that the assertion in the last 
paragraph of that proof, that Wo n &+I # 0 for some p E rr;‘(a,), remains valid here 
because of Lemma 6.4(a).) 
Second, suppose that Player I chooses S, E S(X) (and Player II chooses T, as above) 
for i, < n, and then chooses S,, $ S(X): In this case, Player II can choose T,, E ‘P(X) 
(by the definition of S(X)), thus forcing Player I to choose S1+i E P(X) (by (6.2)) 
and from then on Player II follows the winnin g strategy guaranteed by the definition 
of P(X). 0 
7. Partition-complete spaces are preserved by P-tri-quotient maps 
We begin with the following definition. (Recall that stable maps were defined in 
Section 4 and the collections ‘P(Y) and S(Y) in Section 6.) 
Definition 7.1. A map f : X + Y is P-tri-quotient if one can assign to evey open 
U c X an open U* c Y such that: 
(a) f is stable with respect to U t U*. 
(b) If U is open in X, and if W is an open cover of U preserved by finite unions, 
then U*\ (_{W*: W E W} E P(Y). 
Comparing Definition 7.1 with Lemma 4.3 shows that every tri-quotient map is ‘P- 
tri-quotient. More generally, every transquotient map in the sense of Ostrovsky [8] is 
?-tri-quotient (see Section 8). Finally, by (6.3) every stable map f : X + Y onto a 
partition-complete space Y is P-tri-quotient. 
The following result generalizes Theorem 5.1. 
Theorem 7.2. If f :X + Y is P-tri-quotient, and if X is partition-complete, then so 
is Y. 
Proof. Since X is partition-complete, we can choose ({Wa: Q E AT%}, n,) as in Proposi- 
tion 3.1 (b). To prove that Y is partition-complete, we will show that ({ WG: LY E A,,}, riT,,) 
satisfies Proposition 6.5(b) with X replaced by Y and with W, replaced by W:. 
To verify that ({ Wz: a E A,}, x7,) is a P-sieve on Y, it will suffice to check that 
w;\ U{W,*: p E 7r’n’ (cr)} E P(Y) for all CY E A, and all n. But that follows from 
the assumption that W, = U{W,: p E x;] (a)}, from Definition 7.1(b), and from the 
observation that {Wp: ,O E OTT,’ (a)} is simply ordered by inclusion and hence preserved 
by finite unions. 
It remains to check that, if (a,) is a rr-chain, and if T, c WGn\ Ua,<,_ W$ and 
T,L E S(Y) for all 72, then (T,) is complete in Y. 
Let V=?, = Uafca,, W,,. Since f is P-tri-quotient and {We<: cy’ < a,} is preserved 
by finite unions, we have Vz,,,\ Un,<a,, W$ E P(Y) by Definition 7.1(b). 
Since T,, c W&\ lJol,,_,, W$, we now have 
Tn n Va:, = Tn n (YC\ Ua,<ir 5) E P(Y) 
n 
by (6.2), so T, n Vcy:, = 8 because T, E S(Y). Hence T, c Wz,\VGn, so, since f is 
stable, T, c f(Wa,\Va,) by (4.2’). Since the sequence (Wan\?&,,) is complete in X 
by Proposition 3.1(b), it follows from Lemma 2.3 that (T,) is complete in Y. q 
Remark. I don’t know whether Theorem 7.2 remains valid if f is only assumed to 
satisfy condition 7.1(b). 
Since a metrizable space is completely metrizable if and only if it is partition- 
complete [.5,6], Theorem 7.2 yields the following corollary. 
Corollary 7.3. If f : X + Y is a P-tri-quotient map from a completely metrizable space 
X onto a metrizable space Y, then Y is also completely metrizable. 
For tri-quotient maps, Corollary 7.3 was proved in [4, Corollary 1.41, and for trans- 
quotient maps (see Section 8) it was proved in [8]. 
Theorem 7.2 and the last sentence of the paragraph following Definition 7.1 yield the 
following equivalence. 
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Theorem 7.4. Let f :X + Y be stable, and let X be partition-complete. Then the 
following are equivalent. 
(a) Y is partition-complete. 
(b) f is P-tri-quotient. 
8. Transquotient maps, FAG-quotient maps and examples 
According to Ostrovsky [8], a map f : X -+ Y is transquotient if one can assign to 
every open U c X an open U* c Y satisfying conditions (a)-(c) of Definition 4.1 as 
well as the following condition: 
If y E u*, andiff-‘(y)1‘1UcUW with each W E W open in X, 
then (UF)* > V\(y) for some finite F c W 
and some neighborhood V of y in Y. 
(8.1) 
The following result, the nontrivial parts of which were proved in [8], shows how 
transquotient maps are related to other maps considered in this paper. 
Proposition 8.2. Let f :X + Y be a map. Then always (a) + (b) + (c) + (d). !f Y 
is first-countable, and if every f-’ (y) is hereditarily Linde@ then (b), (c) and (d) are 
equivalent. 
(a) f is tri-quotient. 
(b) f is transquotient. 
(c) f is P-tri-quotient. 
(d) f is stable. 
Proof. (a) + (b). Clear. 
(b) -+ (c). Suppose f is transquotient. By Ostrovsky [8], one can assign to every open 
U c X an open U* c Y such that f is both transquotient and stable with respect to this 
assignment. Now it is easily checked that, if f is transquotient with respect to U + U*, 
then f satisfies condition (b) of Definition 7.1 (even with P(Y) replaced by the smaller 
collection of discrete subspaces of Y). Hence f is ‘P-tri-quotient. 
(c) + (d). Clear. 
Finally, if Y is first-countable and each f-l (y) hereditarily Lindelof, then (d) + (b) 
by [8, Lemma I]. 0 
Proposition 8.2 and Theorem 7.2 imply that partition-complete spaces are preserved 
by transquotient maps. I don’t know whether sieve-complete spaces (see Section 2) are 
also preserved by these maps. 
Examples 8.5 and 8.6 below show that, in Proposition 8.2, the implications (c) + (b) 
and (d) + (c) are generally false. Example 3 of [8] shows that the implication (b) + (a) 
is also generally false, even when X is a countable, complete, separable metric space 
and Y a compact metric space. 
Recall that a map f : X + Y is hi-quotient [3] if, whenever y E Y and W is a cover 
of f-‘(w) by open subsets of X, then y E Intf(lJ?J for some finite 3 c W. 
Lemma 8.3. Every transquotient map is bi-quotient. 
Proof. Clear from the definitions. 0 
Recall that a map f : X + Y is (countable-)cornpact-covering if every (countable) 
compact K c Y is the image of some compact C c X. The following result was 
essentially established in the proof of [8, Example 21. 
Lemma 8.4. If f : X + Y is countable-compact-covering, and if Y is first-countable 
and Hausdofl then f is stable. 
Example 8.5. Let Y be metrizable, let X be the topological sum of the compact subsets 
of Y, and let f : X + Y be the obvious map. Then: 
(a) If Y is not completely metrizable (e.g., if Y = Q), then f is stable but not 
P-tri-quotient. 
(b) If Y is completely metrizable but not locally compact (e.g., if Y = i?), then ,f is 
p-tri-quotient but not bi-quotient (and hence, by Lemma 8.3, not transquotient). 
Proof. (a) By Lemma 8.4, f is stable. By Corollary 7.3, f is not P-tri-quotient. 
(b) Again, f is stable by Lemma 8.4, and hence, since Y is completely mctrizable, 
f must be P-tri-quotient by Theorem 7.4. Since X is locally compact and Y is not, f 
cannot be bi-quotient by 13, Proposition 3.41. 0 
Example 8.6. A closed map f : X + Y, with X countable and locally compact metric, 
which is P-tri-quotient but not bi-quotient (and hence, by Lemma 8.3, not transquotient). 
Proof. Let X be the topological sum of countably many convergent sequences (including 
their limits), let Y be the quotient space obtained from X by identifying all the limits to 
a point yo, and let f : X + Y be the obvious map. 
For U open in X, define U’ open in Y by 
u* = f(U) if U > f-l (Z/O), 
U* = ~(V\{YO} if u 21 f-‘bo). 
Then f is p-tri-quotient with respect to this U t lJ*. In fact, f is stable because it is 
closed, and if U c X is open and W is an open cover of U, then U*\ U{W*: W E 
WI C {F/o). 
Since X is locally compact and Y is not, f is not bi-quotient. 0 
In conclusion, note that, by Proposition 8.2 and Lemma 8.3, every transquotient map 
is P-tri-quotient and bi-quotient. The following example, a modification of an example 
kindly supplied by A.V. Ostrovsky, shows that the convese is false. 
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Example 8.7. A map f : X + Y, with X completely metrizable and with Y compact 
metrizable, which is ‘P-tri-quotient and bi-quotient but not transquotient. 
Proof (outline). Let Y be the closed interval [0, 11. Let X be the topological sum of all 
the countable compact subsets of Y, the subset Y\(O) of Y, and the subset Y\{ l/n,: 72 = 
1,2: .} of Y. Let f : X + Y be the obvious map. It can be shown that this f has the 
required properties. 0 
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