Abstract: This paper presents a novel framework to use artificial neural network (ANN) for accurate forecasting of river flows at higher lead times. The proposed model, termed as sequential ANN (SANN), is based on the heuristic that a mechanism that provides an accurate representation of physical condition of the basin at the time of forecast, in terms of input information to ANNs at higher lead time, helps improve the forecast accuracy. In SANN, a series of ANNs are connected sequentially to extend the lead time of forecast, each of them taking a forecast value from an immediate preceding network as input. The output of each network is modified by adding an expected value of error so that the residual variance of the forecast series is minimized. The applicability of SANN in hydrological forecasting is illustrated through three case examples: a hypothetical time series, daily river flow forecasting of Kentucky River, USA and hourly river flow forecasting of Kolar River, India. The results demonstrate that SANN is capable of providing accurate forecasts up to 8 steps ahead. A very close fit (>94% efficiency) was obtained between computed and observed flows up to 1 hour in advance for all the cases, and the deterioration in fit was not significant as the forecast lead time increased (92% at 8 steps ahead). The results show that SANN performs much better than traditional ANN models in extending the forecast lead time, suggesting that it can be effectively employed in developing flood management measures.
INTRODUCTION
Flood warning and emergency planning are essential for damage reduction since it is impossible to completely eliminate the flood risk. Conventional engineering design against flood damage is based on developing infrastructure to withstand floods resulting from rainfalls with a specific return period. More and more investments are being made to improve the infrastructure which would bring down the flood damage to acceptable levels. Nonetheless, the investments sometimes could fail to keep the current risk levels from increasing. Rapid urbanization causes increased flood runoff due to increased paved areas. Competing investment demands make it difficult for developing economies to commit funds for mitigation measures. Consequently, flood forecasting is considered as one of the effective methods for non-structural flood management. Therefore, early flood warning is extremely important in reducing the flood damage and avoiding loss of life. A flood warning system should address the technical issues that would make it possible to issue an accurate warning with sufficient lead time. Also, improvement in the accuracy of the higher lead time flood forecasts enables better mitigation of flood damage at control points (potential damage centers) through improved flood control operation of the reservoirs.
A significant amount of literature is available in the area of flood forecasting and flood warning. Traditionally, flood forecasting systems have been developed by combining conceptual hydrological models for the land-phase with a suitable hydraulic routing model to simulate flood propagation throughout the drainage network (Arduino et al., 2005) . These models are driven by the environmental forcing factors such as meteorological variables like precipitation, temperature and evaporation. This information may be supplemented by radar-born measurements and ground based gauging networks. Conceptual models (based on the system physics) represent the real physical processes and their interactions involved in rainfall-runoff transformation. However, such models are highly complex, and calibration of such models is not trivial (Duan et al., 1992) . Generally a lot of simplification and/or assumptions are made while developing such models. This approach hinders the acceptance of traditional conceptual models to represent the real world system dynamics. Owing to the complexities associated with physically based hydrologic and hydrodynamic simulation models, there has been an increasing interest to employ system theoretic techniques to provide flood forecasting (Hsu et al., 1995) . While such models do not provide any insight into the actual hydrologic processes and their interactions, they are found to be good at estimating the flow at a specific location in the drainage network (Sudheer et al., 2003) . Recently, significant progress in the fields of nonlinear pattern recognition has been made possible through advances in the branch of nonlinear system theoretic modeling called artificial neural networks (ANN). The development of ANN technique has resulted in a plethora of applications in hydrology, most of them being to rainfall-runoff modeling applied to flood forecasting (ASCE Task Committee, 2000a) .
The ANNs have a sound scientific background, and have been reported to have good potential to employ for flood forecasting (Dawson et al., 2006) . Comprehensive review of previous applications of ANNs in hydrology can be found in ASCE Abrahart et al., 2010; Dawson and Wilby, 2001; Maier and Dandy, 2000; Maier et al., 2010; Task Committee, 2000a, b. Despite such successful applications, ANNs have not been deployed in operational flood warning systems, except a prototype working example reported by Kneale et al. (2001) . This can probably be attributed to various practical disadvantages that a traditional hydrologist is concerned about: long training times, the potential to overfit the model to a dataset, and a lack of guidance on architecture and parameter settings (Dawson et al., 2006) . While these limitations are mostly related to the model building, the limitations of the ANNs to provide accurate flood forecasts at higher lead times is little discussed in literature. In other words, many of the studies that used ANNs to forecast river flow at higher lead time report that the performance of the model is found to deteriorate as the forecast lead time increases. For instance, Dawson et al. (2006) employed ANN to forecast river flow up to 24 hours in advance, and reported that the efficiency (Nash and Sutcliffe, 1970) of the model is only 58% at 24 hour lead time. In an attempt to provide 4 hours ahead forecasts, Bruen and Yang (2005) found that the performance of the ANN is reduced to 76% at 4 hours from 95% at 1 hour ahead. It is to be noted that the performance of ANN models may be good for smaller lead times, but may become worse as the lead time increases. This is plausibly due to inaccurate representation of basin saturation in terms of input information in ANNs at higher lead time. Campolo et. al. (1999) noted that the capacity of a basin to respond to a perturbation is more accurate when recent input information is used. Hence, an improved forecast at higher lead time is possible only when updated information about the basin saturation is provided to the network. Birkundavyi et al. (2002) employed the ANN technique to develop a one-step-ahead forecast for the Mistassibi River, and used it recursively to obtain forecasts up to a lead time of 7 days. That is, the forecasted value of stream flow at a particular time step is used as an input to forecast the stream flow at the next time step and so on. Nevertheless, the performance of the model was poor at higher lead times. This can be attributed to the forecast errors in the current state of the river basin in terms of inputs to the model (exogenous), errors in the model forcing forecasts and errors related to the models itself. In order to improve the estimate of the initial state of the system and to reduce the simulation errors in the forecast period, a data assimilation procedure (real time data updating) is often implemented in the forecast system (Madsen and Skotner, 2005; WMO, 1992) .
While major attention has been given to the scientific challenge in refining the rainfall-runoff model structure, notable attention has also been focused on procedures for updating the model forecasts, particularly in real time flood forecasting models (WMO, 1992) . The real time river flow updating procedures in operational use differ in details in terms of the variable being updated: the variables can be (i) the model inputs, (ii) the model outputs, and (iii) the model parameters (Moore, 1986) . The proper choice of an updating procedure depends on the user requirements, the amount of and the quality of the data available, and the experience and expertise of the decision maker. Updating of output variables, also known as error correction, is the most widely used procedure (e.g. Madsen, 2000; Khu et al., 2001; Refsgaard, 1997) . Generally, in an error updating scheme, an error correction forecast model is built based on the observed model residuals, and this model is then superimposed on the simulation model. Such corrections are based on the premise of post-blackening the model forecasts with an amount of residual variance; however, this method neither modifies the model parameters nor the model internal storage contents. While such error updating procedures are implemented in ANNs for flood forecasting (e.g. Shamseldin and O'Connor, 2001) , they have not been tested for higher lead time forecasts.
In this paper, we propose a sequential ANN (SANN) architecture which has a built-in-error updating scheme that effectively accounts the parameter updating for improved flood forecasts at higher lead times. SANN comprises of a series of ANNs that are connected sequentially to extend the lead time of forecast, each of them taking a forecast value from an immediate preceding network as input. The output of each network is modified by adding an expected value of error so that residual variance of the forecast series is minimized. The heuristic behind SANN is that the model is able to adapt to the physical conditions prevailing at the time of forecast from one forecast to the next, without any need for calibration or user intervention in general, since it employs a feed-forward mechanism followed by error updating. Details of the proposed SANN model architecture are discussed in later sections. The performance of the proposed model framework is illustrated through various case studies in this paper. The paper also intends to evaluate the relative performance of SANN with that of the traditional ANN models of the form of Eq. (1), Eq. (2) and Eq. (3) (discussed in the following section), for the same case studies. The paper is organized as follows. The following section discusses the background of the formulation of the proposed SANN, followed by the details of its architecture and its training. The details of the case examples are discussed further, and subsequently the details about the SANN model building on these example data sets. The results in terms of the performance of SANN and its comparative evaluation with the traditional ANN models are discussed in the subsequent section. The paper ends with conclusions drawn from the research study.
BACKGROUND
The concept of ANN came approximately 50 years ago (McCulloch and Pitts, 1943) , inspired by a desire to understand the human brain and emulate its functioning. While the ANN applications remained dormant for long due to the complexity in and/or non-availability of a training algorithm, a tremendous growth in the interest of this computational mechanism occurred since Rumelhart et al. (1986) illustrated a mathematically rigorous training algorithm for neural networks. Subsequently, ANNs have found applications in many areas of science and engineering. In hydrology, majority of the ANN applications are in the field of rainfall-runoff modeling and/or flood forecasting (ASCE Task Committee, 2000b) , probably due the inherent nonlinearity and complexity associated with rainfallrunoff process. The basic concepts about the ANN theory and its applications, such as architecture, parallelism, weight parameters, training, learning algorithm, validation, which have been introduced in numerous hydrological papers, are not reproduced in the body of this paper.
Ann for flood forecasting: forms of models
In the context of applications in hydrology, the ANN technique can be considered as a nonlinear regression technique, which can be used typically in four different ways to forecast river flow at larger lead times. For example, consider modeling a river flow time series, where it is required to forecast the value of flow (y t+i ) at time t+i, where i is the lead-time. The inputs to the ANN are typically chosen as the values of the time series up to time t and the output will be the forecast value. It may be noted that if the aim of the model is prediction, the output vector has to be mapped against available input information only. In other words, any model that forecasts a flow y t+i at time t+i can use input information up to time t only. General-ly, the modeler uses a set of n "candidate" examples of the form (x, y), and finds out an optimal set of weights vector by training ANN, where x is the input vector to ANN. Consequently, the functional form of ANN model becomes:
where f is the unknown function mapped by ANN, i is an index representing lead time, and j is the maximum number of time steps in the past considered important in modeling y t+i . The network is normally trained and tested on sufficiently large training and testing sets that are extracted from the historical time series. In a different modeling framework using ANN, one can utilize the values (or forecasts) of other time series (or external variables), in addition to the previous values of the time series as inputs that have a correlated or causal relationship with the series to be forecasted (Sudheer et al., 2002) . For a river flow forecasting problem such exogenous time series could be rainfall, evaporation, and/or temperature over the basin. The functional form of this type of ANN is:
where z refer to the exogenous input variables considered as input. The appropriate values of j and k can be determined by the procedure suggested by Sudheer et al. (2002) . Different models of the form in Eqs. (1) and (2) 
Models of the form given in Eq. (3) make a third way of generating river flow forecasts. A fourth way of deriving forecasts at higher lead times is by using the one step-ahead ANNs recursively (Sudheer, 2009) . As the forecasts provided by the ANN models at one step-ahead are proven to be good by many researchers (Campolo et al., 1999; Sudheer et al., 2003 , among many others), it can be envisaged that the use of an ANN model for the one-step-ahead forecasts may allow an extension of the lead-time up to which a reliable flood forecast may be issued by providing a quick prediction solely based on forecasted values. That is, the forecasted value of stream flow at a particular time step (say, ̂ ) is used as an input to forecast the streamflow at the next time step ( ̂ ) and so on. The functioning of these models is to first develop a model of the form of Eq. 1, and use it recursively to get a forecast of , say ̂ . Use ̂ and the observed values of other variables as inputs to the same model to forecast y t+i+1 . Such a recursive approach could be employed for models of the form of Eq. 2 also. However, models of the form of Eq. 2 to be used in recursive forecasting has a limitation that it requires values of exogenous variables in future, such as z t+i , in order to forecast y t+i+1 . This can be addressed by providing a predicted value for the variable z (Coulibaly, 2003; Sudheer, 2009) .
ANN for flood forecasting: critique and research need
A brief overview of a few selected applications of ANN in flood forecasting is summarized in Table 1 . It can be observed from Table 1 that in most of these applications, the developed models are of the form of Eq. (2). It can be noted from Table 1 that the model forecasts are good only at lower lead times (e.g. one step ahead), and in most of these applications, the accuracy of forecasts (in terms of forecast error) at higher lead time is not really satisfactory (efficiency statistic being less than 80%). This observation is significant and creates skepticism in their practical applications, especially when these forecasts are to be used for flood management. It is noted that many of these studies (Table 1 ) considered independent models for each lead time.
To the best of the authors' knowledge, only one application has been reported that used the recursive way to extend the forecast lead time (Birkundavyi et al., 2002) which resulted in an efficiency of 79% at 7 days ahead forecasts. Recently, Chang et al. (2007) reported a serial-propagated neural network for multistep-ahead flood forecasting, in which the forecasted flow at a lower step-ahead is used as an input to forecast the flow at subsequent steps. This way of extending the lead time of forecast is different from the recursive approach presented by Birkundavyi et al. (2002) in the sense that they (Chang et al., 2007) use independent model for each lead time. However, preventing the prediction errors at lower time steps getting propagated to higher time steps is the major concern in a serialpropagated neural network. This concern would lead to a constraint in extending the lead time of prediction, which is evidently reported by Chang et al. (2007) that the performance of the model is found to be stable only up to 3 steps ahead and gets deteriorated thereafter. While there are a plethora of flood forecasting applications of ANN that have been reported recently, most of them fall in any three of the categories reported in Table 1 (Abrahart et al, 2010; Maier et al., 2010; Sudheer, 2009) .
The data presented in Table 1 suggest the requirement for improving the forecast accuracy at higher lead times, if ANNs are to be deployed in operational flood management systems. Improving the forecast accuracy essentially implies reducing the error between the simulated and the observed hydrographs. This error in general falls into three categories: amplitude error, phase error and shape error. The amplitude error represent the over-estimation (or under-estimation) of the flow hydrograph ordinate and may be due to noise in the input data or due to deficiencies in the model structure (Shamseldin and O'Connor, 2001) . The phase error indicates the shift in timing of the flood hydrograph and this error is critical in flood forecasting applications. The shape error represents the inaccuracy in preserving the shape (indicating the rate of rise and rate of fall in the flow hydrograph) of the hydrograph. The phase and shape errors are generally induced by inaccuracies in the flood routing module of the forecasting models. While an improvement of the structure of the forecasting model is expected to result in increased forecasting accuracy, many researchers have tried implementing an error updating procedure in order to enhance the forecasting accuracy of the model (e.g. Khu et al., 2001; Madsen et al., 2000; Refsgaard, 1997) . The principle behind such updating models is that the simulation model would be coupled with a corresponding error forecasting procedure. Traditionally, the error forecast models are built as a separate add-on module, and are used to partially compensate for the inevitable errors between the flow-forecasts of the simulation model and the corresponding observed discharges. Shamseldin and O'Connor (2001) designed and evaluated a non-linear Auto-Regressive Exogenous-input model (NARXM) for error updating, which employed ANN for flow forecasting. However, this updating procedure, similar to any other model-output updating procedures, does not intervene in the operation of the base model (simulation model) in the sense that it modifies neither the model parameters nor the model internal storage structure. In this paper, a framework that integrates the simulation model (ANN in this case) and an error updating procedure is presented. A series of ANN models are integrated together, each taking input from a previous ANN, for extending the lead time of forecasts. The error forecast model supports a general linear and non-linear model formulation. Since the functioning of ANNs in this framework is sequential, we termed the proposed model as 'sequential ANN (SANN)'. The details about the structure and training of the sequential ANN are discussed in the following section.
SEQUENTIAL ANN
The architecture of the proposed sequential ANN is presented in Fig. 1 . As can be observed from Fig. 1 , SANN considers various ANN structures, each of them integrated with a feedforward mechanism to the next ANN structure in order to increase the lead time. The first structure is similar to a traditional ANN model (for one step-ahead forecast), whose network output is modified with an error model to produce the corrected forecast at one step ahead (
where
Q is the network output and ) t+1 Q is the error corrected forecast from the model at one step ahead; g 1 , f 1 are the transfer functions at the output and the hidden neurons respectively; x is the input vector having l elements; j is the number of hidden neurons; w is the connection weights, h 1 is the error function employed for one step ahead forecasts, and is the residual at time step t.
The structure of the ANN for subsequent lead times is defined by providing an additional input neuron which takes the values from the previous network structure, in addition to the same inputs provided to the previous structure. The output of this structure is also modified by an appropriate procedure to produce the error corrected forecast at second lead time. This computational scheme is continued until the desired lead time forecast is computed. In general, the SANN computations for any lead time t+i can be mathematically represented as:
where the variables are as defined earlier. Note that the number of hidden neurons in each structure may vary (i.e, j need not be a constant for all i, but have to be optimized). Further, one has the option of varying the transfer functions as well as the error function in every structure of SANN.
Error updating model in SANN
The error forecast model can be defined as a general linear or non-linear model with a one step-ahead prediction ( ) that depends on the previous innovations (autoregressive).
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The Eq. (7) can be used to get a reasonable estimate of the associated error for any lead time forecast. However, the parameters of this model also need to be calibrated during the training of SANN. In order to ensure fast and accurate flow forecasts, a fully automatic parameter calibration technique has been implemented in SANN. Note that the error forecast models may have different parameters (or may be different models) for different lead times.
SANN training
The parameters of SANN that are to be calibrated include all the connection weights of all the ANN structures and the parameters of the error updating models. Hence standard algorithms for the ANN training (e.g. back propagation) cannot be easily applied to training SANN. However, the parameter optimization of SANN being a nonlinear optimization problem, any nonlinear optimization algorithm can be employed for SANN model identification. Consequently, application of a proper search mechanism is another decisive factor in the successful implementation of the SANN model, in addition to data quantity and quality, and proper selection of a performance measure (i.e. objective function). If the objective function is not continuously differentiable throughout the domain, techniques such as gradient descent may fail to converge. Hence global search algorithms such as Genetic Algorithm (GA) are preferable for this purpose. Genetic algorithms are globally oriented in searching and thus potentially useful in solving optimization problems in which the objective function responses contain multiple optima and other irregularities. The objective function of the parameter estimation is to minimize the total forecasting error defined in terms of root mean square error (RMSE):
in which N is the total number of flows being forecasted, o t+i Q is the observed value of the flow at time t+i, and all other variables as defined earlier. Genetic Algorithms (GA), introduced and developed by Holland (1975) , are based on Darwinian natural selection and the mechanisms of population genetics. The advantage of using GA in this case is the simultaneous optimization of all the parameters of SANN. Hence, the error updating function parameters also become a part of the GA optimization framework with an objective to reduce the total error from SANN. We employed the Genetic Algorithm Toolbox available with the MATLAB for parameter estimation (Mathworks, 2004) .
This scheme of feed-forward mechanism has the advantages of the regular ANN. In addition, every structure in SANN can adapt to the physical conditions prevailing at the time of forecast from one forecast to the next since feed-forward mechanism is followed by error updating in SANN, which eliminates any need for calibration or user intervention in general. It is to be noted that the error updating procedure in SANN help dampen down the propagation of forecast error (at lower time steps) to higher time steps, unlike the serial-propagated neural network proposed by Chang et al. (2007) . 
CASE EXAMPLES
In order to illustrate the potential of the proposed SANN model, the model has been applied to three different case studies: (i) a synthetic (hypothetical) time series that represents a complex flood hydrograph from a hypothetical watershed, (ii) rainfall and runoff data for a specific watershed for predicting the river flow on a daily time step up to 8 days, and (iii) rainfall-runoff data for a different watershed in order to predict the river flow up to 8 hours in advance. The latter two case studies are real world applications: for the daily forecasting, data pertaining to Kentucky River basin, USA have been employed. In the case of hourly forecasting, the data have been obtained for Kolar River basin, India. The characteristics of these example data sets are presented below.
Hypothetical time series
The synthetic generation of the hypothetical time series data has been performed by giving manual perturbation to a daily hydrograph of an unknown catchment. This is done in order to preserve the properties of a typical hydrograph in the synthetic series. The generated data consisted of a total of 7 events (Fig.  2) , out of which first 4 have been employed for calibration and the rest for validation. 
Kentucky River basin, USA
The Kentucky River basin (Fig. 3) encompasses over 4.4 million acres (17,820 km 2 ) of the state of Kentucky. Forty separate counties lie either completely or partially within the boundaries of the river basin. The Kentucky River is the sole water supply source for several water supply companies of the state. There is a series of fourteen Locks and Dams on the Kentucky River, which are owned and operated by U.S. Army Corps of Engineers. The drainage area of the Kentucky River at Lock and Dam 10 (LD10) near Winchester, Kentucky is approximately 10,240 km 2 . The data used in this study include average daily streamflow (m 3 /s) (US West Optical Company, 1989a), and daily total rainfall (mm) from five rain gauges (Manchester, Hyden, Jackson, Heidelberg, and Lexington Airport) scattered throughout the Kentucky River basin (US West Optical Company, 1989b) . The total length of the rainfallrunoff data used is for 26 years with data in some years missing). The data were divided into two sets: a training data set consisting of daily rainfall and flow data for 13 years (1960) (1961) (1962) (1963) (1964) (1965) (1966) (1967) (1968) (1969) (1970) (1971) (1972) , and a testing data set of 13 years (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) . 
Kolar River basin, India
The Kolar River is a tributary of the river Narmada in India that drains an area of about 1350 km 2 before its confluence with Narmada near Neelkanth. In the present study, the catchment area up to the Satrana gauging site (Fig. 4) . Topographically, the Kolar subbasin can be divided into two zones. The upper four fifth, having elevations ranging from 300 to 600 m, is predominately covered by deciduous forests. Soils are skeletal to shallow except near canals where they are relatively deep. In this area, the rocks are weathered and deep fissures are visible. The channel beds are rocky or graveled. General response of this upper part of the basin to rains is quick. The lower one fifth of the basin consists of a flat-bottomed valley narrowing toward the outlet and having elevations ranging from 300 to 350 m. The area is predominately cultivable and soils are deep and have flat slopes and as such response of this area to rainfall is likely to be quite slow. In this case example, rainfall and runoff data on an hourly interval for Kolar basin during the monsoon season (July, August, and September) for three years (1987) (1988) (1989) are used. The rainfall data available were in the form of areal average values in the basin. The total available data set was divided into two equal sets in terms of number of patterns employed for calibration and validation of the model.
MODEL DEVELOPMENT Identification of input vector
One of the most important steps in the model development process is the determination of significant input variables. All of the potential input variables need not be equally informative, since some may be correlated, noisy or have no significant relationship with the output variable being modeled (Maier and Dandy, 2000) . Although a priori identification using the domain knowledge is widely used in many applications and is necessary to define a candidate set of inputs (e.g. Campolo et al., 1999; Thirumalaiah and Deo, 2000) , it is dependent on an expert's knowledge, and hence, is very subjective and case dependent. Intuitively, the preferred approach for determining appropriate inputs and lags of inputs involves a combination of a priori knowledge and analytical approaches (Maier and Dandy, 1997) . When the relationship to be modeled is not well understood, then an analytical technique, such as crosscorrelation, is often employed. Bowden et al. (2005) , while reviewing the current state of input selection procedures in water resources applications, report that the cross-correlation methods represent the most popular analytical techniques for selecting appropriate inputs. It is felt that there is good scope for addressing this issue in future studies.
The current study employs a statistical approach suggested by Sudheer et al. (2002) to identify the appropriate input vector. The method is based on the heuristic that the potential influencing variables corresponding to different time lags can be identified through statistical analysis of the data series. The procedure uses cross-, auto-, and partial auto-correlations between the variables in question at 95% confidence interval. By analyzing these correlogram plots, the significant lags of independent variables that are potentially influencing the output (dependent variable) can be identified. The correlogram for all the three case examples are presented in Fig. 5 (a-h) . The input vector identified according to Sudheer et al. (2002) for modeling the river flow in the case of hypothetical time series included a total number of 4 variables, and hence the functional form of SANN in this case is given by:
where Q(t) is the river flow at any time t. Note that the current study explores forecasting the time series up to 8 steps ahead mainly for the demonstration of increased lead time forecasts. However, the SANN structure can be extended and exploited for any lead time. Similarly for Kentucky basin from Fig. 5 , it can be seen that the most appropriate input vector, according to Sudheer et al. (2002) , includes stream flows up to a lag of 2 days and precipitation up to a lag of 2 days along with the current day precipitation. In the case of Kolar basin, the input vector included a total of 5 variables: [ ( 7), ( 8), ( 9), ( 1), ( 2)
is the precipitation at any given hour t. 
Model evaluation
One major problem in assessing ANN models is the use of global statistics (RMSE, correlation, efficiency etc.) in calibration. When this approach is employed for modeling studies, the solution will, in most cases, produce a high or near perfect 'goodness of fit' statistic. Such measures give no real indications of distribution of errors; for instance, the period in which the predictions would be poor. Also, these statistics do not reveal where improvements could be made on the model. Since the neural networks are designed to minimize global errors, a more appropriate metric that identifies real problems or between-network differences is long overdue, and generally analysis is made based on various performance indices. As there is no single universal evaluation test, a multi-criteria assessment is carried out with various global evaluation procedures: (i) coefficient of correlation (CC) between the observed and the forecasted flows; (ii) root mean square error (RMSE) of forecasts; (iii) the standard error of estimate (SEE); (iv) coefficient of efficiency (CE), (Nash and Sutcliffe, 1970) . The definition for these statistical evaluation measures are available in many references (e.g. Nayak et al., 2005) , and are not provided here.
The above referred error statistics provide relevant information on overall performance of the models, but do not provide specific information about model performance at high flow which is of critical importance in the flood-forecasting context. Hence two additional storm-specific evaluation measures are also considered: (i) percent error in predicted peak flow and (ii) percent error in total runoff volume. Both these evaluation measures are computed as the ratio of error in predicted flow and the corresponding observed values expressed as a percent. In addition, the predictive uncertainty of the models is evaluated by an appropriate index.
RESULTS AND DISCUSSIONS SANN model development
Besides the fundamental question of choosing the right set of input variables, defining an adequate neural topology for approximating a function by a neural network still remains an unsatisfactorily solved question. The search for a satisfactory compromise between good data fitting on one side and good generalization properties on the other side has oriented the design of several on-line and off-line model building procedures (Karunanithi et al., 1994; Kwok and Yeung, 1997; Le Cun et al., 1990) . But both types of step-by-step evolution do not ensure arriving at the best topology (Chetan and Sudheer, 2006) . In hydrological applications, the number of hidden neurons, which is responsible for capturing the dynamic and complex relationships between various input and output variables, is often arrived at after a long trial and error based identification procedure, and the same is followed in this study also.
In the current study, a single hidden layer with sigmoid function nodes is used in all the ANN structures in SANN. The sigmoid activation function is considered in the output layer also. As the sigmoid transfer function has been used in the model, the input-output data have been scaled appropriately to fall within the function limits. The trial and error procedure for identifying the number of hidden neurons started with two hidden neurons initially in each structure, and the number of hidden neurons was increased up to 10 with a step size of 1 in each trial. For each set of hidden neurons, the network was trained in batch mode to minimize the mean square error at the output layer. Various combinations of hidden neurons in the different ANN structures have been tested during the trial. The training was stopped when there was no significant improvement in the efficiency and the model was then tested for its generalization properties. The parsimonious structure that resulted in minimum error and maximum efficiency during the training as well as the testing was selected as the final form of the SANN model.
Since GA has been employed as the parameter estimation procedure in this study, a sensitivity analysis of GA parameters (the number of populations and number of generations) for all the case examples are performed. Based on this analysis the GA parameters have been fixed to be: populations size = 1000 and generations = 5000. Note that the weight parameters of SANN were constrained within the range -10 to +10 based on the experienced gained from the earlier studies conducted in these basins Chetan and Sudheer, 2006; Nayak et al., 2007) . We implemented GA in MATLAB (Mathworks, 2004 ) using single point cross over with a probability of 0.3 and stochastic universal sampling for selection to be considered in mating pool.
As stated earlier, the function for updating the error has the provision of considering any linear or nonlinear functional
form. An appropriate form of the function has been arrived at by various trials. Assuming the errors to follow Gaussian distribution with zero mean and a variance of 0.5, a function of the following form was tried initially:
in which the network output error at time t. However, it is observed that the forecasted flow series (error corrected) contained a few negative values (6% of total validation data in the hypothetical series; 15% in the case of Kentucky River), which is not practical. It was also observed that these negative values were predicted at the beginning of flood events, though their impact was not visible in subsequent forecasts. This behavior was observed for SANN when the error updating function was changed to a quadratic or a third degree polynomial. However, a simple arithmetic average of the two previous errors, when added back to the network output, the SANN model performance was found to be good and no negative flow forecasts were obtained. The reason for such negative forecasts, specifically at the beginning of a flood event when a nonlinear error model is employed, need further exploration and is beyond the scope of this paper.
Generalization properties of SANN
The performance of the SANN model in forecasting the river flow up to 8 steps ahead in all the three case examples is presented in Table 2 in terms of the performance indices. The efficiency term is an index that evaluates the models' ability to predict values away from the mean and any value above 80% is considered to be 'very good model performance' according to Shamseldin (1997) . It is observed that SANN performs with very good efficiency (>80% during calibration as well as validation) in all the three cases. It is noted that the SANN model forecast the flow 8 steps in advance (for hypothetical series) with an efficiency of 99% (during calibration). In the case of Kentucky River, the efficiency of the model to forecast daily river flow 8 days in advance is 71% which is satisfactory for water resources planning. Forecasts at higher accuracy are desired for flood management and are generally expected a few hours in advance. This is achieved by the SANN model (for Kolar basin) as it is able to forecast the flow with an efficiency of 86% at a forecast lead time of 5 hours which falls down to only 84% in 8 hours advance forecasts.
The correlation coefficient is found to be high (Table 2 ) in all the three cases at all lead times (a value close to 1.0 is ideal) and this clearly illustrates that the SANN model effectively preserves the trend in the river flow series. The RMSE statistic, which is a measure of the residual variance, is ranging from 47.33 m 3 /s at 1 hour lead time to 76.69 m 3 /s at 8 hour lead time in the case of Kolar River, and is acceptable in the premise of an average flow value of 57.99 m 3 /s. In the case of Kentucky River, the RMSE varies between 80.71 m In an analysis to check the SANN model's potential to preserve the statistical properties of the flow series, it is observed that the SANN model preserves mean, standard deviation and skewness effectively. The summary statistics of the observed and the forecasted flow series at various lead times are presented in Table 3 for comparison. It is noted that mean flow is estimated by SANN at all lead times with an error of less than 1% in all the three cases. An original skewness of 3.73 in the Kentucky basin data is reproduced reasonably well by the SANN model. A similar observation can be made in the case of Kolar basin also. In the case of hypothetical series, the summary statistics are preserved satisfactorily despite high magnitude of values.
Prediction of flood hydrograph characteristics of SANN
In order to critically examine the forecasting characteristics of the SANN models, a few typical flood events (during the validation period) were considered, and the models' prediction of these events were evaluated. The prediction characteristics of the flood hydrograph viz. percentage error in predicted peak flow (PE), percentage error in predicted hydrograph volume (VE) along with the time difference to predict the peak flow, are presented in Table 4 for all the three case examples. It is evident from Table 4 that most of the peak flows in the hypothetical series are predicted with reasonable accuracy by SANN. Most of the errors were within ±6%, except one event having a peak flow 25918 m 3 /s which is predicted with 13% error. In the case of Kentucky basin, the SANN model is found to predict all the peak flows within an error of ±15%. The error is minimal in the case of Kolar basin also. It is worth mentioning that the error in peak flow prediction is not biased by the magnitude of the peak flow in any of these case examples. However, the SANN model delays the peak flow prediction in some cases, especially at higher lead times. It is noted from that the volume of hydrograph is well preserved by the SANN model. The maximum error (hydrograph volume) produced by the SANN model is 4.66% in the Kolar flow series when forecasted 7 hours in advance. Note that the volume error is less than 1% in all the cases for 1-hour lead forecast (except for the hydrograph corresponding to peak flow of 32,429 m 3 /s).
Predictive uncertainty of SANN
The predictive uncertainty of the models is evaluated by an index called noise-to-signal ratio (NS). The unbiased SEE is a measure of the unexplained variance (Tokar and Johnson, 1999) . It is usually compared with the standard deviation of the observed values of the dependent variable (STD). The ratio of SEE to STD, called the noise-to-signal ratio, indicates the degree to which noise hides the information (Gupta and Sorooshian, 1985) . If the SEE is significantly smaller than STD, then the model can provide accurate predictions. On the contrary, if the ratio is greater than or equal to unity, then the model predictions will not be accurate (McCuen, 1993) . The noise-tosignal ratio of SANN model in all the three case examples is presented in Fig. 6 , from which it may be noted that the NS value is considerably less than unity for all the lead times in each case example, and this confirms the adequacy of SANN models.
Comparison of SANN with Traditional ANN models
The foregoing discussions clearly illustrate the potential of SANN in forecasting the river flow at higher lead times. However, the confidence in the model can be built only when its performance is compared with that of the traditional ANN models. In order to have a true comparison, the traditional ANN models of the form of Eq. (2) and Eq. (3) are built for the same case examples using same input vector (these two models are referred as ANN1 and ANN2 in this paper). The parameters of ANN1 and ANN2 are optimized using genetic algorithm. The variation of efficiency along the forecast time horizon is presented in Fig. 7 for all the three models (ANN1, ANN2 and SANN). It is evident from Fig. 7 that SANN performs much better compared to the others. As expected, the ANN1 and ANN2 models show a progressive deterioration in efficiency as the lead time increases. It is noted that the performance of the three models are comparable at lower forecast time horizon: up to 2 steps ahead in the case of hypothetical series; up to 2 days in the case of Kentucky except ANN2; up to 4 hours in the case of Kolar for all models. This performance is well in line with the suggestion of Campolo et al. (1999) that the capacity of a basin to respond to a perturbation is more accurate when recent input information is used. Note that for Kentucky basin, a maximum of 2 antecedent information (runoff as well as rainfall) is available in the input vector. In the case of Kolar basin, information about the basin saturation is available in the form of antecedent rainfall information at 7-, 8-and 9-hours lag which essentially leads to the interflow component of the river flow (Chetan and Sudheer, 2006) . This rainfall information, along with values of previous hour flow (up to 2 hours lag) represents the basin moisture status effectively. Hence, the ANN1 and ANN2 models show inferior performance at higher lead time. However, for SANN, the information about the basin saturation level is available in the form of additional input from a previous network structure that feeds the current flow (error corrected forecast); hence perform better at higher lead times.
The performance of these models (SANN, ANN1 and ANN2) in predicting the hydrograph characteristics are compared in Table 5 for a typical flood event (note that all the events are not presented here for brevity). It is observed that the traditional ANN models' performance is not so good as the SANN´s. It is also noted that the ANN1 and ANN2 models fail to preserve the summary statistics of the flow series in all the case examples (Fig. 8) . Specifically, they fail to capture the mean and the standard deviation of the observed flow series.
The superior performance of SANN, compared to the ANN1 and ANN2 models, is evident from Fig. 9 which depicts the distribution of prediction errors during validation. It can be observed from Fig. 9 that 92% of the total hypothetical flow data are forecasted within an error of 20% by the SANN model at all lead times. Whereas for the ANN1 and ANN2 models, the corresponding values (forecasts within 20% error) were 62% and 60% respectively for 1-step ahead forecasts which is further less at higher lead times. Note that only selected lead time errors (1-step ahead, 5-steps ahead, and 8-steps ahead) are presented herein for brevity. It is worth mentioning that the distribution of errors by the SANN model in all the three case examples is almost similar at all lead times which can be attributed to the error correction implemented in the SANN model. It is noted that error distribution by the ANN1 and ANN2 models gets more flattened as the lead time increases. In the case of Kolar basin, it is to be noted that 25% of the predictions are within 1% error even at forecasts in 8 hours advance. In the case of Kentucky basin, even though the accuracy of forecasts by the SANN model is higher compared to the other two models, it is observed that the magnitude of error is high (65% of total data predicted within 20% error). While the performance of SANN is consistent in the case of Kentucky basin at all lead times, unlike the other two models, the higher magnitude of error requires further examination. One plausible reason for this could be that the dynamics of the relationship in daily time steps may be a bit complex compared to the dynamics in hourly time step.
The foregoing discussions clearly illustrate the potential of SANN model in effectively forecasting the river flow at higher lead times. The results indicate that providing information on the saturation level of the basin in terms of the predicted values of river flow effectively helps capture the nonlinear dynamics. An interesting observation is that the model complexity is not significantly increased in the SANN model compared to ANN1 and ANN2. Further, simultaneous optimization of parameters helps reducing the uncertainty in the model predictions, though the training of SANN is a bit complex. 
SUMMARY AND CONCLUSIONS
A novel ANN-based modeling framework is proposed for achieving improved higher lead time flood forecasts. The objective of the paper is twofold: (i) to demonstrate the potential of the proposed computing scheme in extending the lead time of forecast; and (ii) to evaluate the relative merits and demerits of this scheme with reference to the traditional ANN modeling approaches. In the proposed model, termed as SANN, a series of ANNs are connected sequentially to extend the lead time of forecast, each of them taking a forecast value from an immediate preceding network as input. The output of each network is modified by adding an expected value of error so that the residual variance of the forecast series is minimized. The model has been applied to three case examples and the results suggest that SANN is capable of providing accurate forecasts at higher lead times (up to 8 steps ahead). A very close fit (>94% efficiency) was obtained between computed and observed flows up to 1 hour in advance for all the cases and the deterioration in fit was not significant when the lead time of forecast was increased. A comparative analysis of prediction accuracy of the SANN model and the traditional ANN models indicates that the performance of SANN is considerably better than the others. It is observed that the predictive uncertainty in the case of the SANN model is much less (in terms of noise to signal statistic) compared to the other models. The results of the study are highly encouraging and suggest that the proposed SANN approach is viable for developing short-term forecasts of river flow series which can be effectively employed in developing flood management measures.
