Motivation: For any time-course microarray data in which the gene interactions and the associated paired patterns are dependent, the proposed pattern recognition (PARE) approach can infer time-lagged genetic interactions, a challenging task due to the small number of time points and large number of genes. PARE utilizes a non-linear score to identify subclasses of gene pairs with different time lags. In each subclass, PARE extracts non-linear characteristics of paired gene-expression curves and learns weights of the decision score applying an optimization algorithm to microarray gene-expression data (MGED) of some known interactions, from biological experiments or published literature. Namely, PARE integrates both MGED and existing knowledge via machine learning, and subsequently predicts the other genetic interactions in the subclass. Results: PARE, a time-lagged correlation approach and the latest advance in graphical Gaussian models were applied to predict 112 (132) pairs of TC/TD (transcriptional regulatory) interactions. Checked against qRT-PCR results (published literature), their true positive rates are 73% (77%), 46% (51%), and 52% (59%), respectively. The false positive rates of predicting TC and TD (AT and RT) interactions in the yeast genome are bounded by 13 and 10% (10 and 14%), respectively. Several predicted TC/TD interactions are shown to coincide with existing pathways involving Sgs1, Srs2 and Mus81. This reinforces the possibility of applying genetic interactions to predict pathways of protein complexes. Moreover, some experimentally testable gene interactions involving DNA repair are predicted. Availability: Supplementary data and PARE software are available at
INTRODUCTION
The importance of genetic interactions, which often occur among functionally related genes, lies in the fact that they can predict gene functions (Tong et al., 2004) . Understanding genetic interactions in order to unravel the mechanisms of various biological processes in living cells has been a long term endeavor in the field. With the emergence of modern biotechnologies, such as advanced microarray technology, inferring genetic interactions has become feasible.
With the abundant information produced by microarray technology, various approaches have been proposed to infer genetic networks. Most of them may be classified into three classes: graphical models, discrete variable models and continuous variable models. Due to limits of space, we focus on graphical models, which are closest to our approach among the three classes, from the viewpoint of paired similarity and antisimilarity. For the remaining two classes we refer to Shieh et al. (2005) for a detailed review.
Graphical models (Whittaker, 1990 ) depict genetic interactions through directed graphs or digraphs instead of characterizing the interactions quantitatively. Some graphical models simply reveal structural information (Dobra et al., 2004; Kishino and Waddell, 2000; Toh and Horimoto, 2002a; Wu et al., 2003) others annotate the directions and signs of the regulations among genes (Friedman, 2004) . Due to their simplicity, graphical models usually require much less data than models used in the other two categories. However, standard theory of graphical Gaussian models (GGMs) requires that the number of data (time points) be greater than the number of genes. In addition, tests for network (model) selection are based on large sample results. Due to these restrictions, the application of GGMs to gene networks has been restricted to small groups of genes (Bay et al., 2002; Waddell and Kishino, 2000; Wang et al., 2003) or a small number of clustered genes (Toh and Horimoto 2002a and b; Wu et al., 2003) . Under the limit of sparse (or short time course) microarray data, Bayesian network models have been shown to perform poorly (Husmeier, 2003) . On the other hand, the simplicity of GGMs provides opportunities for inferring gene networks. Recently, Wong et al. (2005) , Dobra et al. (2004) , and Scha¨fer and Strimmer (2005) have extended the capacity of GGMs such that largescale inference on gene networks using small sample data is possible. In particular, Scha¨fer and Strimmer (2005) employed an empirical Bayes (EB) approach and GGMs (EB-GGMs), in which three partial correlation statistics, an exact test of edge (interaction) inclusion and false-discovery rate (FDR) multiple testing for pairwise significant interactions were introduced. EB-GGMs addressed an important issue in the area of gene networks, namely inferring the gene networks of 3883 genes under the limit of short microarray data.
Besides GGMs, other related works are based on time-lag analysis or correlation coefficient, and are reviewed as follows. Qian et al. (2001) utilized the local alignment algorithm to search for time-lagged and inverted correlation. Schmitt et al. (2004) employed time-lagged correlation analysis to predict gene-regulatory networks, and the resulting networks allow inference of putative causal relationships among the genes of interest. Zhang and Horvath (2005) proposed robust correlation coefficient to infer co-expression networks. The novelty of Pattern recognition (PARE) lies in two aspects. First, PARE incorporates a non-linear score to identify the time lag of each gene pair, whereas linear correlation coefficients were used in the previous works. Second, PARE integrates existing results from biological experiments or published literature with microarray gene-expression data (MGED) via a machinelearning approach.
Recently, there have been a few studies on transcriptional compensation (TC) interactions (Kafri et al., 2005; Lesage et al., 2004; Wong and Roth, 2005) . Given a synthetic sick or lethal (SSL) or paralog gene pair, following a gene's loss, its compensatory gene's expression increases; this phenomenon is known as TC. Quantitative RT-polymerase chain reaction (qRT-PCR) experiments (in Supplementary Material) showed that besides TC, in some cases following a gene's absence, its SSL partner gene's expression decreased, and we call this phenomenon transcriptional diminishment (TD). While the mechanisms of TC and TD are largely unknown, since genetic interactions provide clues to important biochemical pathways (Shieh et al., 2005) inferring such interactions is of interest. In particular, TC and TD interactions between 51 yeast genes that are SSL to SGS1 or RAD27 (Tong et al., 2001 (Tong et al., , 2004 are of interest. Paralogs or redundant genes are called digenic SSL gene pairs, if the combination of two mutants, neither by itself lethal, causes the organism to die or malfunction (Hartman et al., 2001; Pan et al., 2006; Tong et al., 2001) . SSL interactions contribute to the robustness of biological pathways. As stated in Tong et al. (2004) , elements of the genetic networks derived from model organisms are likely to be conserved. Further, for complex heterogeneous human disease syndromes such as glaucoma, type II diabetes, schizophrenia and Alzheimer's disease, a component of the genetic basis of the disease may be similar to the synthetic effects we see in yeast, where multiple pairs of genes have the potential to combine and compromise cellular fitness through a related mechanism. SGS1 (RAD27) has homolog in human cells, including the WRN, BLM and RECQ4 (FEN1 and ERCC5) genes. Mutations in these genes lead to cancer-predisposition syndromes, symptoms resembling premature aging and Cockayne syndrome (Tong et al., 2001 and NCBI database).
The proposed approach was implemented on gene pairs which have either direct interactions, for example activatortarget (AT), or indirect interactions such as TC. For ease of description, here we utilize AT and repressor-target (RT) to denote TD and TC, respectively. Among qRT-PCR confirmed gene pairs, when the time-course microarray gene expression (Spellman et al., 1998 ) of a target gene T is plotted lag-1 in time behind that of its activator gene (A) or repressor gene (R), in general, AT gene pairs exhibit similar patterns (SP) across time as depicted in Figure 1a . On the other hand, RT gene pairs show complementary gene-expression patterns (one's expression increases while the other's decreases) across time, and we call it complementary pattern (CP) (Figure 1b) . These results motivated us to develop an algorithm to learn the pattern of paired gene-expression curves from those known interactions and then the trained algorithm can be applied to predict interactions of similar nature. We call this approach PARE algorithm (pronounced as pair).
For any dataset in which the genetic interactions of interest and their corresponding paired gene-expression patterns are significantly associated, PARE can be applied. First, PARE incorporates a non-linear decision score with weights from a pilot study to identify the time lags of gene pairs in a given set, namely identify subclasses with distinct time lags. In each subclass, interactions of some gene pairs are predicted by the non-linear decision score with weights trained by MGED of the other known interactions and some non-interactions of housekeeping genes (to approximate true pairs with no genetic interactions). Specifically, the non-linear score extracts some characteristics, the first and second derivatives and the enclosed area, of paired gene-expression curves to approximate the non-linear association and dynamics between the curves, and the training applies the particle swarm optimization (PSO) algorithm. Subsequently, PARE predicts the other genetic interactions in the same subclass. Note that genetic interactions cannot be fully mapped by time course MGED. However, this time-lagged approach can partially capture the effects of the protein translation process and posttranscriptional modifications such as phosphorylation and methylation via the time-delayed expression of mRNA.
The rest of this article is organized as follows. Section 2 introduces smoothing of gene expression curves, the procedures to identify the time lags of a given set of gene pairs, the proposed PARE and the optimization algorithm PSO. In Section 3, PARE is applied to real microarray data (Spellman et al., 1998) to infer TC interactions. The predictions are checked against 112 pairs of qRT-PCR experimentally confirmed genetic interactions in yeast. False positive rates (FPRs) of PARE for inferring TC (TD) interactions in the yeast genome and 5680 SSL pairs are also reported, respectively. Furthermore, PARE is shown to be able to learn patterns of transcriptional interactions (TIs) from published literature and to predict other TIs adequately. The true-positive rates (TPRs) of PARE on both TC and TIs are compared to those of timelagged correlation analysis (Schmitt et al., 2004) and the latest advance in GGMs (Scha¨fer and Strimmer, 2005) . Besides some novel TC/TD interactions predicted, several predicted TC/TD interactions are shown to coincide with existing pathways. We close with some discussion.
SYSTEMS AND METHODS

Applying mean filter to smooth microarray data
To reduce irrelevant details of expression patterns in MGED so that a trend across time can emerge, we applied a mean filter (Gonzalez and Woods, 2002) , in the discrete signal processing area, to smooth microarray data. In general, if the underlying noise follows a Gaussian distribution, a simple mean filter will suffice. A mean filter with kernel size r Â c can be viewed as a window of size r Â c centered at an original datum, and replacing the datum (pixel) with the average of all pixels in the window. Thus the larger the kernel, the smoother the image produced by the filtering. A mean filter with kernel size 1 Â 3 was applied in our study, and its effect is demonstrated in Figure 2 . The expression patterns of TC gene pairs (CSM3 and HST3) before and after the filtering are plotted in Figure 2 , where the thin solid green (thin dotted blue) line depicts the original expression levels of CSM3 (HST3), while the bold solid green (bold dotted blue) line the expression levels of CSM3 (HST3) after the filtering. Before the filtering, it was hard to observe any pattern from these curves, whereas a CP emerged after the filtering.
Two paired gene-expression patterns uncovered
The approach in this article was inspired by observing that geneexpression patterns of TC and TD pairs, which were confirmed by qRT-PCR experiments, were of two distinct types. Excluding those pairs amongst which at least one gene had insignificant expression changes across time, when the gene expression curve of a target gene was plotted lag-1 behind that of its partner gene as depicted in Figure 1a , curves of TD pairs looked similar across time. Whereas gene expression curves of TC pairs, as shown in Figure 1b , exhibited complementary patterns (abbreviated as CPs). A CP is defined as the pattern of paired geneexpression curves where for the majority of time points, a gene's expression increases (decreases) as its associated partner (or target) gene's lag-k expression decreases (increases) across time, for example, the gene expression curves of RAD51-HST3 in Figure 1b . Note that only significant increases or decreases, e.g. larger than half in log 2 scale, were taken into account. On the other hand, if for the majority of time points, a gene's expression increases (decreases) while its partner (or target) gene's lag-1 expression also increases (decreases), we call this a similar pattern (SP); see the gene-expression curves of RNR1-SWE1 in Figure 1a for an example. These observations indicate that these paired gene-expression patterns may be a tool to infer genetic interactions, provided that the dependence between each pattern (e.g. CP) and its corresponding interaction (TC) is significant. Thus the underlying assumption of PARE is that paired interactions of interest and their corresponding gene-expression patterns are dependent. This assumption is formally stated in the next section.
The proposed pattern recognition approach
2.3.1 The condition for applicability of PARE The assumption of PARE corresponds to the null hypothesis that paired interactions (e.g. TC/TD) and paired gene-expression patterns (e.g. CP/SP) are independent, and the alternative hypothesis that paired interactions and the corresponding patterns are not independent. This hypothesis can be tested by Fisher's exact test or 2 test, provided that the number of any pattern associated with each type of interaction is less than five or not, using microarray data of known interactions either confirmed by experiments or from published literature. For simplicity, henceforth we only state Fisher's exact test whenever one of these tests is feasible. Any dataset that passes Fisher's exact test can be used to train the parameters in PARE, and then the trained PARE can be applied to predict unknown genetic interactions of similar nature.
For dataset that does not pass Fisher's exact test, the condition can be relaxed. Since only gene pairs with oscillating expression curves may exhibit patterns, genes with flat expression curves can be filtered out by
where G i (t) denotes gene i's expression after mean filtered in intensity scale at time t. Our pilot study suggested that the constant C falls in the interval (1.2, 2.0) and can be determined by increasing 0. the genes that satisfy Equation (1), and these gene pairs pass Fisher's exact test.
In the following, the 112 pairs of qRT-PCR confirmed TC and TD interactions are utilized to demonstrate this checking. All lag-1 gene pairs did not pass the 2 test (¼ 2.33), and its P-value 0.13 (not significant at 0.05 level). Thus we relaxed the condition to 30% or more gene pairs formed from genes that passed Equation (1) with C ¼ 1.5. Note if we relaxed C to 1.4, then there are 66 (58%) gene pairs with lag-1 formed from genes that passed Equation (1 The P-value of Fisher's exact test is smaller than 0.02; thus PARE is applicable. The details are in Chisquare-TCTD.pdf of the Supplementary Material. Note that PARE in fact utilizes the maximum of the absolute value of a non-linear score to identify the time lag for each gene pair, and hence the identified time lag will be suitable. This dependence supports the idea that patterns of paired gene-expression curves may be used to distinguish TC pairs from TD pairs. Note that there is a time lag in a (target) gene's expression behind its partner (regulating) gene in our approach. The time lag models a (target) gene that expresses lag-1 behind (is influenced by) the protein of its partner (regulating) gene. As a consequence, the proposed approach may infer the causal relationship of a gene and its partner (target) using timecourse microarray data; similar statements can be found in Reis et al. (2000) , Schmitt et al. (2004) and Shieh et al. (2004 Shieh et al. ( , 2005 . Henceforth, the time lag-k for each gene pair is allowed to be different, and the method to identify subclasses of gene pairs with different time lags in a set is explained later in the article.
2.3.2 A score to capture non-linearity in paired gene-expression curves Given any gene pair, their gene-expression curves are likely to show meaningful patterns provided that their time lag is properly identified. In the following, a non-linear score is introduced to capture non-linearity in paired curves, and this score (a function of time lag-k) is used in each subclass with a fixed time lag, say lag-k. For geneexpression curves having SP, their slopes and curvatures tend to share the same signs across most time points. On the other hand, for geneexpression curves with CP, their slopes and curvatures tend to have opposite signs across most time points. To capture characteristics of expression curves with CP and SP, two energy functions based on the products of their first and second derivatives with respect to time are formulated as follows.
and
where Time-course gene-expression data are discrete in time, so the partial derivatives in Equations (2) and (3) are discretized into
where t þ 1 denotes the (t þ 1)th time point and Á(t þ 1) is the time interval between time points t þ 1 and t þ 2. When all time intervals are equal, then The default value of TH implemented by PARE was 0.1 as commonly used in signal processing literature (Monson, 1996 are summed together to form the final decision score
where , and , are weights to reflect the relative importance of E D1 i;j , E D2 i;j and E Area i;j , respectively.
Identifying subclasses of gene pairs with different time lags
The decision score with weights (1, 1, 3.5) was effective at capturing non-linear features of paired gene expression in our pilot study (Chuang et al., 2005) ; thus this weighted score is used to identify the time lags of gene pairs in any set. Let T hcc and T b denote the time point corresponding to half cell cycle and the last time point to biologists that interactions between genes can occur. The maximum number of time lags K 0 ¼ min (T hcc À 1, T b ) since lagging T hcc reverses an SP to a CP, and a CP to an SP. The procedures to identify the time lags of a set of gene pairs are as follows.
(1) If lag-1 gene pairs, formed from (a) all genes or (b) genes that satisfy Equation (1) with C 2 (1.2, 2.0] and pass Fisher's exact test, exceed a certain proportion 1 of the total gene pairs, go to Step 2; otherwise, PARE is not applicable. Note that this proportion can be as low as 30% since this is a preliminary check for the applicability of PARE. However, the 0.05 level of significance for Fisher's exact test in Steps 3-6 is essential, because this test is to justify that there is indeed a significant association between gene interactions and their corresponding paired patterns. If TPR is not required, then the time lag of each gene pair can be predicted by Steps 1-5. These procedures are demonstrated in the two applications in the RESULTS Section, and have been automated and integrated into the PARE algorithm.
(2) Consider subclasses with all possible combinations of time lags.
For example, if K 0 ¼ 3, then three subclasses with one time lag, three subclasses with two distinct time lags, and the subclass with all three time lags are considered.
(3) Check whether all subclasses that pass Fisher's exact test include 50% or more total gene pairs, and all paired patterns (e.g. CP and SP) are present. If yes, go to Step 4; otherwise, all gene pairs assume lag 1, output the results and terminate the procedure.
(4) The subclass with distinct time lags identified is the one that yields the maximal overall TPR among all subclasses resulting from
Step 3, where the overall TPR is computed from gene pairs in all subclasses that pass Fisher's exact test.
(5) The predicted time lag for each gene pair is the one where the absolute value of the decision score is the largest among all scores computed with time lags in the identified subclasses.
(6) If the identified subclass passes Fisher's exact test or only the subclass with one time lag is left, then assign the time lag for each gene pair accordingly; otherwise, go to Step 3, remove any subclass that does not pass Fisher's test, and reclassify all gene pairs therein. Then iterate Steps 3-6 until Step 3 or 6 is satisfied.
2.3.4
Predicting gene interactions using known interactions In each subclasses with time lag-k, PARE with n-(3-)fold CV can be conducted as follows. For any time lag-k gene pair (G i , G i ), their interaction is predicted to be TC or TD if the score E i,j computed with lag k, optimized using other lag k gene pairs as training data, is more extreme than the corresponding cutoff values determined from training data in the same subclass. The details of optimization are in the next subsection. The cutoff value for TD (TC) is the minimum (maximum) of the positive (negative) scores that maximizes TPR and true negative rate (TNR) simultaneously in the training set. For instance, for lag-1 gene pairs, we predict the interaction of G i and G i is TD or TC, if their score E i,j computed with lag 1 is more extreme than the associated cutoff, e.g. larger than 2.12 or smaller than À1.41, and no interaction if E i,j falls in the interval of the two cutoffs. These two cutoffs are the average of cutoffs in 500 repetitions of n-fold CVs.
2.3.5 Optimizing the weights of the decision score Parameters of some existing pattern recognition algorithms are tuned manually for each set of data in the literature. To automate PARE, the parameters (weights) , and , are learned from the data. Specifically, these parameters are optimized in the sense that their associated cutoff results in the maximum of TPR þ (1À) TNR with ¼ 1/2 in the training set which includes some qRT-PCR confirmed gene interactions and noninteractions from housekeeping genes. However, optimizing these parameters is complicated, thus PSO is integrated into PARE. If there are two or more sets of parameter values with cutoffs that yield the maximum TPR in the training set, then the set of parameter values whose cutoff is the most extreme is the potentially best solution of , and according to PSO.
PSO is one of the known efficient optimization methods, and it is a social interactive-based optimization technique proposed by Eberhart and Kennedy (1995) .
Assume that a population containing a number of particles, say s, is randomly initialized in the solution space. Each parameter to be optimized corresponds to an axis in the parameter space, and the total number of dimensions is three in this case. We denote the current solution of the ith particle in the jth dimension of the parameter space by x i,j . Similarly, we denote the current velocity, best solution of an individual particle and best solution of the entire population by v i,j , bp i,j , and bg j , respectively. Each particle searches for the best solution in the unexplored parameter space at time t, and this procedure can be formulated as
where w denotes the inertia weight, which balances the global exploitation and local exploration ability; it is manually chosen from (0,1) according to empirical experience. Often, w is taken to be a constant slightly 51 to reach the global optimum. The acceleration constant c 1 controls how much the particle heads toward its own best solution, and the acceleration constant c 2 controls tendency toward swarm's best ever position; in general, values of c 1 and c 2 are taken to be 1, and c 1 ¼ c 2 ¼ 1 were used in our study. Both r 1,i and r 2,i control the stochastic behavior of the particle movement and they are randomly generated from [0, 1] . After all particles have finished their explorations, solutions obtained by each particle (bp i, j ) and the population (bg j ) are updated by evaluating the new solution x i, j using training data, e.g. gene interactions confirmed by biological experiments or the literature. If the performance of the new solution x i, j is better than its previous solution bp i,j , we update bp i, j to x i, j . Moreover, among all those updated y i, j , the best solution of the population bg j is updated to the one that yields the best TPR. If two or more sets of parameters and their corresponding cutoffs result in the same maximum TPR, the best solution of the population bg j is updated to one that's corresponding cutoff has the largest absolute value. A diagram in PSO.pdf of Supplementary Material illustrates how PSO is incorporated into PARE to optimize parameters.
Let T be the number of time points in a given MGED set, N (N 0 ) the number of gene pairs in the training (test) set, M the number of search agents in PSO, and X be the number of generations to achieve the global optimum for PSO. In general, the computational complexity of PARE is in the order of O(TNMX). However, in our applications to genetic networks, since T, M, and X are fixed, the computational complexity of PARE is bounded by max(O(N), O(N 0 )). For details, see PSO.pdf of the Supplementary Material.
RESULTS
MGED
In this section, PARE is applied to the cDNA microarray data in Spellman et al. (1998) to infer TC/TD and transcriptional regulatory interactions. For the alpha (Elu) dataset, experiment and control groups were mRNAs extracted from synchronized by alpha factor arrest (elutriation) and non-synchronized yeast cultures, respectively. There were 18 and 14 time points with no replicates in the alpha and Elu datasets, respectively. The red (R) and green (G) fluorescence intensities were measured from the mRNA abundance in the experiment group and control group, respectively. Log ratios of R to G were used to reconstruct the genetic interactions. A full description and complete datasets are available at http:// cellcycle-www.stanford.edu.
Predicting TC and TD genetic interactions
We first applied PARE to infer 112 pairs of TC/TD gene interactions that were confirmed by qRT-PCR experiments. The alpha dataset in Spellman et al. (1998) was utilized because 35 gene pairs (31% of this set) passed the 2 test with P-value 50.02, whereas the rest of the datasets did not pass the 2 test at the 0.05 significance level.
The procedure to identify subclasses of time lags was implemented as stated in Chisquare-TCTD.pdf of the Supplementary Material. T hcc ¼ 4 since a cell cycle consists of nine time points in alpha dataset, and T b ¼ 18 as genetic interactions can last throughout the experiments. Therefore, K 0 equals 3, and the result in Chisqaure-TCTD.pdf show that the subclass with time lag-1 is identified.
Among these gene interactions, [1À(1/m)] were randomly chosen to be a training set to tune the parameters of PARE, and the remaining 1/m formed the test set for m-fold cross validation (CV), where m ¼ 3 or 112 (leave-one-out CV). One hundred and twenty pairs of housekeeping genes from the SGD website were used to approximate true negatives ('pairs with no interactions') in the training and test sets. The cutoff value for TC (TD) using PARE with n-fold CV was À1.41 (2.12), which was the average of 112 sets of cutoffs. Note that 3-fold and n-fold CVs were also performed in the training sets to obtain the averaged accuracy, and if the prediction accuracy of the training set is much larger than that of the test set, then this indicates an over-fitting problem.
Checked against qRT-PCR confirmed interactions and the non-interactions from housekeeping genes, the TPRs (TNRs) of PARE with 3-fold and n-fold CVs were 71% (87%) and 73% (90%), and their CPU time were about 6 and 8 minutes per experiment, respectively. Scha¨fer and Strimmer (2005) employed an EB-GGMs based on partial correlation to infer genetic networks. EB-GGMs incorporated singular value decomposition and bagging to obtain precise estimates, and employed FDR to reduce falsely predicted interactions. We further applied lagged Pearson correlation (Schmitt et al., 2004) and EB-GMMs to the alpha dataset for a comparison, and the TPRs were 46% and 52%, respectively; the results are summarized in Table 1 .
Besides TPR, FPR is also essential to evaluate the performance of an algorithm. According to Wong and Roth (2005) , TC and TD interactions are rare. Hence, for simplicity we pretended that there were no TC and TD interactions, and regarded each predicted TC or TD interaction as a false positive to obtain an upper bound of FPR, where FPR is defined as the ratio of the predicted TC (TD) pairs to all gene pairs formed from the yeast genome (6077 genes from http:// cellcycle-www.stanford.edu). Among all gene pairs ($37 million pairs), 6.3 million pairs were classified as TCs (their PARE scores 5 À1.41), hence the FPR for predicting TC (TD) interaction was bounded by 13% (10% with respect to cutoff ¼ 2.12). The FPRs of predicting TC and TD interactions among the 5680 SSL pairs were 18% and 12% with respect to the aforementioned cutoffs.
Predicting transcriptional regulatory interactions
To demonstrate that PARE is applicable to other types of interactions, we applied PARE to infer TIs. One hundred thirty two pairs of TIs, consisting of 76 ATs and 56 RTs, were collected from published literature (Draper et al., 1994; Gancedo, 1998; Mewes et al., 1999) . Among the four datasets in Spellman et al. (1998) , the alpha, cdc28 and Elu datasets passed the 2 test that justified the association between each type of interaction and its corresponding pattern. The P-value of the Elu dataset was the most significant among all, thus this set was used. The procedure to identify the time lags of all gene pairs was implemented, and details are in Chisquare-TI.pdf of the Supplementary Material. T hcc ¼ 6 since one cell cycle in Elu consists of 13 time points, and T b ¼ 4 since transcriptional regulations occur within 2 h for yeast, and the time interval equals 1/2 h in Elu. Thus K 0 equals 4. The overall TPR of two subclasses (with time lag-1 and lag-2) was the largest among all subclasses that passed Steps 1-3 (details in Chisquare-TI.pdf of Supplementary Material). Therefore, PARE with time lag 1 and lag 2 was carried out. Next, each gene pair was classified to a subclass according to its larger absolute value of the decision score. In each subclass with time lag 1 and lag 2, the 2 test ( 2 1 ) with Yates' continuity correction was performed, and their values equal 18.3 and 4.63 (P-value ¼ 0.00002 and 0.031), respectively. PARE, lagged Pearson correlation (Schmitt et al., 2004) and EB-GMMs (Scha¨fer and Strimmer, 2005) were applied to infer these 132 TIs and the 120 pairs of approximate negatives formed from housekeeping genes. The TPRs (TNRs) of PARE with 3-and n-fold CVs were 74% (85%) and 77%(88%), and their CPU time were about 10 and 12 minutes per experiment, respectively. The cutoffs of PARE for predicting AT (RT) were 5.51 and 6.26 (À6.54 and À5.87) in subclasses with time lag-1 and lag-2, respectively, which were the average of 132 repeated experiments. The TPRs of time-lagged correlation and EB-GMMs were 51 and 59%, respectively; the results are summarized in Table 2 . Similar to the TC/TD application, the FPRs for genome-wide AT and RT prediction were computed, and they were bounded by 10 and 14%, respectively. The list of 132 TIs, their PARE scores, molecular functions, and references are summarized in TI.pdf of Supplementary Material. The high TPRs and reasonable FPRs of PARE in inferring both TIs and TC/TD interactions show that a machine-learning approach can be powerful if information from biological experiments or published literature is properly integrated with MGED.
Several predicted TC/TD interactions coinciding
with existing pathways PARE with n-fold CV successfully uncovered TC/TD interactions among genes involved in different biological functions, such as DNA replication (e.g. SRS2, SLX1 and MUS81), maintenance of chromosome complex (SLX1 and MUS81), and DNA repair (e.g. RAD51, RAD52 and MUS81), checkpoint arrest (e.g. RAD9) and chromosome segregation (e.g. CSM3).
Besides some novel predicted TC/TD interactions, the following are consistent with existing pathways confirmed by experiments (via iHOP database, Hoffmann and Valencia, 2004) . Defects in RAD51 and other homologous recombination genes suppressed synthetic lethality/sickness of the double mutant sgs1D srs2D. Slx1-Slx4 was found to be a second structure specific endonuclease functionally redundant with Sgs1-Top3 in Fricke and Brill (2003) . Sgs1/Top3/Rmi1 and Mus81/Mms4 complex are involved in both double-strand break repair and homologous recombination (Fabre et al., 2002) . This indicates that Sgs1/Top3/Rmi1 and Mus81/Mms4 are alternate pathways to resolve recombination intermediates. Onoda et al. (2001) identified that Sgs1 participated in a RAD52-dependent recombinational pathway. Ooi et al. (2003) found that Rad9 and Sgs1 interact genetically and possibly physically. Cells lacking Sgs1 frequently arrest as large-budded cells with a single nucleus in the mother cell, or 'stuck' between mother and daughter cells which resulted in missegregation during mitosis (Lo et al., 2006; McVey et al., 2001) , whereas Csm3 is required for DNA replication checkpoint and accurate chromosome segregation. Srs2 and Cms3 were involved in promoting post-replication repair and replication fork restart (Xu et al., 2004) . Srs2 and Mus81 were identified acting in the same pathway for repair of spontaneous DNA lesion (Schmidt and Kolodner, 2004) and preventing formation of toxic recombination (Fabre et al., 2002) . Slx1 and Mus81 assembled into two structure-specific endonucleases were required in the Brc1-mediated rescue of Smc5/6 deficiency (Lee et al., 2007) . Rad51, Rad9, Rad52 and Mus81 participated in repairing endogenous Apurinic/apyrimidinic (AP) sites that are one of the most frequent endogenous lesions in DNA (Boiteux and Guillet, 2006) . These consistencies reinforce the possibility of applying genetic interaction results to predict pathways of protein complexes (Collins et al., 2007) .
DISCUSSION
The proposed PARE algorithm first identifies time lags for all gene pairs in a given set, namely it determines how many subclasses are there with different time lags. Next, in each subclass, unknown interactions of some gene pairs can be predicted by the non-linear decision score with weights learned from MGED of the other known interactions. TPRs of PARE applied to the datasets in Spellman et al. (1998) range from 71 to 77%, which are significantly higher than a time-lagged correlation approach and the latest advance in GGMs. PARE, being a machine-learning approach, has the advantage of naturally integrating MGED with information from biological experiments or published literature. The results in Section 3 indicate that PARE may be an exploratory tool to infer gene networks with limited microarray data. Furthermore, several predicted TC/TD interactions are shown to coincide with existing pathways, and these consistencies indicate that PARE has potential to predict pathways too. As suggested by a reviewer, we checked both applications, and there were cases in which the time-lagged correlation approach and/or EB-GGMs predicted correctly but PARE failed. In view of this, a promising research direction would be to combine linear and partial correlations with PARE, and also employ FDR to test predicted interactions further. Recently incorporating various types of genomic data, e.g. motif information, ChIP-chip data and microarray data, to predict transcriptional modules have been explored (Lemmens et al., 2006; Tsai et al., 2005 Tsai et al., , 2006 . However, integrating various types of data for reliable prediction of complex genetic networks remains a challenging topic. Given the high TPRs and reasonable FPRs, PARE may be a feasible tool to integrate other types of genomics data with MGED, and we leave this for future research. 
