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1, INTRODUCTION 
The theory of dynamic programming associates a nonlinear functional 
equation with a multistage decision process, or a process which can be 
interpreted in these terms [l]. The optimal policy is determined by the 
solution of the functional equation and, in turn, determines the solution. 
This equivalence between polices and functions is important in many ways. 
In particular, the method of “approximation in policy space” provides a 
straightforward way of obtaining bounds on the solution of the functional 
equation, upper bounds if a minimization process, lower bounds if a maximiza- 
tion process. This is one of the basic properties of quasilinearization [2], [3]. 
More difficult, and of correspondingly more significance, is the task of 
obtaining both upper and lower bounds. In this paper, we will indicate how 
to accomplish this for certain important classes of partial differential equations 
associated with variational problems which may be considered to arise from 
the theory of derterministic control processes. 
To simplify the presentation, we shall restrict ourselves to the nonlinear 
partial differential equation 
fT = %(c) -$ 3 f(c, 0) = w, 
connected with the functional 
J(4 = j-l W2 + Q(u)) dt + h@(T)). (2) 
Analogous results can be obtained for more general scalar functionals and 
for the multidimensional case without the introduction of any new ideas. 
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2. MULTISTAGE DECISION PROCESS OF CONTINUOUS DETERMINISTIC TYPE 
If we regard the minimization of J(U) as a multistage decision process of 
continuous deterministic type, we readily obtain a partial differential equation 
for the function 
where zc is subject to the initial condition u(0) = c. This partial differential 
equation, which is that given in (l.l), can be obtained via the calculus of 
variations by an appeal to Hamilton-Jacobi theory. What is significant about 
the dynamic programming derivation, apart from its immediacy and sim- 
plicity [4], [S], is that the derivation of the equation yields the preliminary 
form 
f~ = m$ [wz + MC) + vfcl, f(c, 0) = NC). (2) 
Here w = D(C, T) is the missing initial condition u’(0) in the Euler equation, 
and also represents the optimal policy in the multistage decision process. 
The question of the domain of validity of (2) is a difficult one under general 
assumptions concerning g and h. We shall assume that g and h are strictly 
convex in c which means that the minimum of J(U) exists for all c and T > 0 
where u is constrained by the conditions 
u(0) = c, u'gL2(0, T). (3) 
The minimizing function is uniquely specified by the Euler equation [SJ. 
This means thatf satisfies (2) for all c and T > 0. 
3. UPPER BOUNDS 
The identification of the solution of (1.1) with the function defined by (2.1) 
yields the first method of obtaining an upper bound. Let U, be an admissible 
function, satisfying (2.3). Then 
f(c, T) < j-1 <up +2&J) dt, + W(T)). 
For example, ur = c is a candidate, yielding 
(1) 
f(c, T) Q 2Tg(c) + 44. (2) 
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This corresponds to an approximation in function space. Alternatively, 
we can approximate in policy space, using (2.2). Let wr(c, T) be any function 
of c and T and let fi(c, T) be determined as the solution of the linear equation 
(fh = VI2 + 2&J + %(fdc P f&Y 0) = w (3) 
Then 
f(c, T) Gff,(c, T)> (4) 
for T >, 0. 
This is a consequence of the monotonicity in the Collatz sense of the linear 
partial differential equation 
uT = a@, T) + 6(C, T) u,, u(c, 0) = h(c). (5) 
Furthermore, if we write fi = fi(q, c, T), we have the representation 
f = mc fi(q , c, T). (6) 
See [2, 3, 61 for further results and references. 
A representation in the form of (2.2) can be applied profitably to the 
equation 
fT = dfch (7) 
which has been extensively investigated in recent years. For a representation 
of the solution in the form shown in (6), due to Bellman-Lax, see [7]. For 
a detailed investigation of equations such as (1.1) using the associated 
variational problem, see [g], [9]. 
In what follows we wish to present some methods for obtaining lower 
bounds. For the scalar and matrix Riccati differential equations, ordinary 
differential equations, direct methods are available; [lo], [ 11 J. 
4. NONLINEAR MONOTONE EQUATIONS 
In passing, let us note that the representation in (2.1) namely, 
f(c, T) = $n [!I (u’~ + 2g(u)) & + h(u( T))] , 
permits us to deduce monotonicity properties for f as operations on g and h. 
If we write 
f(c, T) = f(c, T; g, h), (2) 
then it is clear that 
f(c, T; g, > 4 2 f(c, T; g, 9 h,), (3) 
ifgl 3g2,hl 3h2. 
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5. DUALITY 
A systematic approach for obtaining lower bounds consists of transforming 
the original variational problem requiring a minimum into a new variational 
problem involving a maximum. Thus, we want to construct a new functional 
K(v) with the property that 
m;ln j(u) = m;x K(v). (1) 
One way of doing this is to use a Legendre transformation, as was first 
indicated by Friedrichs; see [12]. We shall pursue a route which permits us 
more flexibility. It will yield the Friedrichs transformation, and many 
additional results as well. 
6. THE CASE h(c) = 0 
Let us begin with the case where h(c) = 0. Our first procedure hinges on 
the simple result 
Then 
d2 = rnfx (2u’er - 9). (1) 
s T (u’~ + 2g(u)) dt = max o [S : (2&J - v2 + 2g(u)) dt] . (2) v 
Hence, for any function v EL~(O, T), we have 
J(u) = j; (u’~ + 2g(u)) dt > [ ,: (211’~ - v2 + 2&)) dt] , (3) 
whence 
min J(z4) > min 
u u 
[-I (22~‘~ - vz + 2g(u)) dt] . 
To carry through the minimization with respect to u, we integrate by 
parts, 
I 
T T 
I s 
T 
2u’v dt = 2uv - 2~0’ dt. (5) 
II 0 0 
Let us restrict v by the condition v(T) = 0, since the maximizing v in (1) 
is equal to u’ and u’(T) = 0 for the minimizing function. The right-hand 
side of (4) then becomes 
min 
21 [ -2m(O) + ,,’ (2g(u) - 2~71’) dt - j: v2 dt] . (6) 
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If we now introduce the Fenchel transform [ 131, 
h(w) = m;ln [g(x) - zzz], (7) 
and perform the u-minimization in (6), we obtain the following result: 
rnjn J(U) 3 [--2~240) + rf [h(v’) - 7?] dt] = K(z). (8) 
Hence, 
m;ln J(U) > rnzx K(z>). (9) 
The constraints on z, are v(T) = 0, h(v’) EL(O, T). It can be shown by direct 
calculation that equality is actually attained in (9). A key observation is that 
h is concave. 
Rayleigh-Ritz techniques can now be employed to provide accurate upper 
and lower bounds. 
7. USE OF THE CONVEXITY OF g 
An alternate procedure employs the convexity of g. We begin with the 
observation that the analogue of (6.1) for a general convex function g is 
go4 = “,“” kdv) + (u - VI e-91, (1) 
a convex curve is the envelope of its tangents. 
From this follows 
J(4 = ,: W2 + 2&)) dt 3 j: [u’” + Q(v) + 2(~ - v>g’(v)] dt (2) 
for all v restricted by the conditions v(0) = c, v’ E L2(0, T). Hence, 
T 
min J(U) >, min I‘ u [I o W2 + 2@(v)) dt + jT o k(v) - 2@(v>l dt] - (3) 
The minimization with respect to u on the right-hand side may be readily 
carried out since the Euler equation has the form 
U” -g’(v) = 0, (4) 
u(0) = c, u’(T) = 0. 
Write 
K,(v) = rn$ [II (zL2 + 2ug’(v)) dt] . (5) 
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Then 
(6) 
Once again a direct calculation shows that equality holds. This method was 
first given in [14]. 
8. PERTURBATION TECHNIQUES 
One advantage of the foregoing technique is that we can if we wish apply 
it to some selected part of the functional. Suppose, for example, that 
g(u) = u2 + u4, (1) 
with 1 c j < 1 so that u4 may be regarded as a perturbation term. We write 
J(u) = jr (u’~ + u2 + u”) dt 3 jr (zi2 + u2 + 4uv3 - 3v4) dt, (2) 
applying (7.1) to the function u4. Thus, 
T 
min J(u) > min u u o (u’~ + u2 + 4m3) dt - 3 j’ v4 dt] . (3) 0 
The minimization of the quadratic functional is readily performed [4], 
yielding 
m;ln J(u) > rnfx [K,(U) - 3 11 w4 dt] . (4) 
Once again, a direct calculation shows that equality is attained. Since 
v = u for the maximizing 8, we suspect that simple approximations for u, 
say that obtained from taking&u) = u2, will yield good initial approximations. 
9. USE OF CONVEXITY OF h 
Let us now turn to the more general case where h f 0, 
fT = 2&) -y, f(c,O) = A@), (1) 
adding the assumption that h is convex. Turning to Section 6, we see that 
we can follow the method outlined there at the expense of minimizing the 
functional 
J&4 = j: CW) - 4 dt + WT)), 
over functions u such that u(0) = c, u’ EP(O, T). 
(2) 
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Alternatively, we can use the convexity of h, 
h(u(T)) = m;x [h(b) + h’(b)(u(T) - 6% 
writing 
(3) 
rn$ J(U) > m;x rn? [h(b) + h’(b)(u(T) - 6) + . ..I. 
and so forth. 
(4) 
10. 2g(c) = c2, h CONVEX 
The foregoing method is particularly attractive when 2g(c) 
partial differential equation is 
fT = c2 -$- , f(c, 0) = h(c), 
and 
J(u) = ,: (d2 + u”) dt + h@(T)). 
Proceeding as above, we obtain the result 
c2. The 
(1) 
(2) 
min J(U) 3 m;x mm 
21 [ ; [[;W’ + u”) dt + u(T) h’(b)] + h(b) - bh’(b)] . (3) 
The minimization with respect to u may be readily carried out, yielding 
mt$ J(u) 3 my [q&, h’(b)) + h(b) - bh’(b)l. (4) 
Here qz is a quadratic in c and h’(b) with coefficients depending on T, and the 
desired value of b is u(T). Again, equality holds. 
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