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Abstract
Volume holograms can be thought of as self-aligned 3D stacks of diffractive elements
that operate coherently on incident fields as they propagate through the structure.
In this thesis, we propose, design and implement imaging systems that incorporate
a volume hologram as one of the elements that operate on the optical field incident
on the imaging system. We show that a volume hologram acts like a "smart" lens
that can perform several useful functions in an imaging system and demonstrate the
same experimentally. To this end, we first develop the theory of volume holographic
imaging and calculate the imaging properties of the field diffracted by a volume holo-
gram for the special cases of coherent and incoherent monochromatic illumination.
We concentrate on two simple imaging system configurations, viz. volume holograms
recorded using a planar signal and either a spherical or a planar reference beam. We
pay particular attention to the depth resolution of each system and discuss how ap-
propriately designed objective optics placed before the volume hologram can enhance
the depth resolution. We also derive the imaging properties of the volume holographic
"smart" lens under conditions of incoherent broadband illumination. We show that
multiple volume holographic sensors can be configured to acquire different perspec-
tives of an object with enhanced resolution. We experimentally verify the developed
theories and implement several volume holographic imaging systems for a wide range
of imaging applications. We compare volume holographic imaging with some com-
monly used 3D imaging systems and discuss the merits of each system. We find
that volume holograms with low diffraction efficiencies result in lower photon counts
and information loss and hence poorer imaging performance. We present an optical
method to solve this problem by resonating the volume hologram inside an optical
cavity. Finally, we conclude with some directions for future work in this emerging
field.
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Chapter 1
Introduction
Imaging [1, 2] remains one of the major applications of optical science. The rapid
proliferation of CCD cameras and the availability of ample digital computing power to
process the images from these cameras has led to the development of "computational"
imaging systems. A computational imaging system (CIS) [3, 4] comprises two kinds
of elements:
1. Analog or Field transforming elements receive emitted or scattered radiation
from an object of interest, and optically transform this radiation. Common
field-transforming elements are lenses, apertures, wave-plates etc.
2. Digital or Intensity transforming elements capture the radiation transformed by
the field-transforming elements as an electronic signal on a photoelectric detec-
tor or detector array. This signal can then be transformed by digital processing
to recover object attributes such as spatial structure, spectral composition, etc.
Thus, computational imaging involves a series of transformations on the information
received by the CIS until the information acquires a form that an end user can com-
prehend. These transformations are effected by both the analog and digital elements
of the CIS. As a result of this, it is no longer necessary for the field-transforming
elements to produce "images" that are physically analogous to the imaged objects.
All that is required is ensure that the detector captures sufficient information to allow
the recovery of the objects after appropriate processing operations.
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Traditional optical imaging systems, such as photographic cameras, microscopes,
telescopes and projection lenses are composed of an "optical train," i.e. several lenses
in succession. The role of the lenses is to transform the optical field such that the
resulting field distribution at the image plane meets the functional requirements of
the system. For example, in traditional photographic imaging the goal is to create
a projection of a three dimensional (3D) field onto a two dimensional (2D) receptor
plane (photosensitive film or digital sampling plane). Within the constraints of pro-
jective geometry, the 2D image is intended to be geometrically similar to the original
3D object.
This thesis describes a new kind of optical field transforming element: a volume
holographic lens [5, 6]. The volume holographic lens is a pre-recorded volume holo-
gram [7] that is incorporated into the optical train in addition to the other traditional
lenses that are already present in the train. The traditional refractive lenses perform
simple 2D processing operations on the optical field [2] as it passes through the optical
train and is incident on the volume holographic lens. The volume holographic lens
processes the optical field in 3D on account of its thickness [8]. The field diffracted
by the volume holographic lens is measured to obtain the specific information that
is sought about the optical field. The unique properties of volume holographic lenses
make it possible to recover 3D spatial data about an object of interest easily with
a little additional processing of the measured data. It is even possible to acquire
spectral information (i.e. absorption or fluorescence) separately from each point in
3D space, thus increasing the total number of image dimensions to four.
We will show that the three dimensional nature of the volume holographic lens
allows sufficient degrees of freedom to customize the volume hologram based imaging
system for a wide range of applications. Thus, the analysis and design of volume
hologram based imaging systems forms the core of this thesis.
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Figure 1-1: Imaging system schematic
1.1 Fundamentals of Imaging Systems
Figure 1-1 depicts the schematic of a generic imaging system. In most cases, the object
space is three dimensional with point sources located throughout the 3D object space.
Radiation from these sources serves the input to the imaging system. However, for
a single-shot imaging system, the detector space is restricted to be planar because
the photographic film/photoelectric detector array that captures the output of the
imaging system can only be two dimensional.
The imaging system is completely described by its impulse response. The impulse
response is a 5D function h(x', y'; x, y, z) that relates the 2D output image V(x', y')
to the 3D input U(x, y, z). The form of h(x', y'; x, y, z) depends on the nature of
the illumination. Spatially coherent illumination involves a linear superposition of
electric fields whereas quasi-monochromatic spatially incoherent illumination results
in a linear superposition of object intensities. The transfer functions in these cases
are related through an autocorrelation function [9]. Partially coherent illumination
involves more complicated relationships in between the coherence properties of the
object and image fields. We will not discuss partial coherence here and will instead
confine our discussion to coherent imaging systems. In this case, the output field is
related to the input field through a Fredholm integral equation [1] of the Ist kind or
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Figure 1-2: (a) A 2D imaging system can not discriminate the distance between two
objects; (b) a 3D imaging system can recover depth information by scanning and (c)
a 21D imaging system maps the height of a reflective surface to an intensity on the
detector.
simply put, the linear superposition integral
V(x', y') = J h(x', y'; x, y, z)U(x, y, z)dxdydz. (1.1)
Equation 1.1 describes the image formation step of the imaging system i.e. if the input
U(x, y, z) and impulse response h(x', y'; x, y, z) are known accurately, it is possible to
calculate the output image V(x', y'). Imaging is the solution to the inverse problem
of (1.1). In other words, imaging tries to answer the question:
Given a known imaging system h(x', y'; x, y, z) and a measured image V(x', y'),
what is the input object U(x, y, z) that created this image?
This problem is ill posed especially since the object is 3D whereas the image is
only 2D. Before we analyze this problem further, we classify various classes of imaging
systems in the next section.
1.1.1 Classification of Imaging Systems
In most cases, we will focus on imaging systems that recover the spatial structure
from objects of interest, so we classify imaging systems of relevance as:
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1. 2D imaging systems typically recover only the 2D brightness or intensity infor-
mation about an object as shown in Fig. 1-2(a). In other words, a 2D image is of
the form I(x, y), an intensity distribution defined over the lateral co-ordinates.
Photographic cameras and traditional microscopes are examples of 2D imaging
systems.
2. 3D imaging systems recover the entire 3D intensity information about the ob-
ject, as shown in Fig. 1-2(b). 3D imaging requires that the object be at least
translucent. Thus, a 3D image is of the form I(X, y, z), i.e. a complete three
dimensional intensity distribution. Fluorescence confocal microscopy'[10] and
optical coherence tomography (OCT) [11] are examples of 3D imaging meth-
ods. Another class of 3D imaging systems are referred to as "tomographic,"
e.g. like X-ray computerized tomography (CT) and magnetic resonance imag-
ing (MRI) [12]. In the latter, the object information is retrieved as a set of
projections through the object, and Radon transform inversion techniques map
the information back to native object coordinates. Typically, 3D imaging sys-
tems require scanning in at least one dimension to obtain the complete 3D
image.
3. 2-D imaging systems, [13] sometimes also referred to as profilometers, are typ-
ically used for reflective objects. The profilometer returns a height map z(x, y)
representing the distance of a particular point on the surface from a fixed base
as shown in Fig. 1-2(c). This location of fixed base depends on the imaging
system being used; for a confocal microscope, it lies at the common focus of
the object and collector lenses. Confocal microscopes [14] and interferometers
such as the Twyman-Green and the Mach-Zehnder are common non-contact
optical profilometers. Heterodyne and white light interferometers can yield ac-
curacy as good as a few nanometers in the axial z direction, but their lateral
resolution is limited to a few microns typically. The recently developed methods
of Atomic Force Microscopy (AFM) [15] and Scanning Tunnelling Microscopy
(STM) [16] extend profilometry to nanoscale accuracies in all three dimensions.
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Figure 1-3: Imaging system schematic
Most profilometers also require scanning to recover a complete height map.
1.1.2 Analysis of 2D Lens-Based Imaging Systems
Figure 1-3 shows a simplified 2D imaging system. As mentioned in section 1.1.1, the
lens only maps light from a 2D object plane U(x, y) to the image plane V(x', y'). The
mapping is done through the impulse response of the monochromatic, aberration-free
lens based imaging system [2] as
V(x', y') = JJh(x' - x, y'- y)U(x, y)dxdy. (1.2)
Note that (1.2) is simply a 2D convolution of the input 2D object U(x, y) with the
lens impulse response
h(u, v) = F {P(x, y)}' s y. (1.3)
In (1.3), Y{-} denotes the 2D Fourier transform of the function P(x, y) which rep-
resents the aperture of the lens-based imaging system, A is the wavelength of the
light used. The shift-invariant impulse response of the lens-based imaging system
ensures that it can form sharp images of objects over a large field of view (FOV) (17].
However, this also implies that the lens-based imaging system has little or no ability
to resolve 3D object features [18] without further processing/filtering of the image to
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recover some depth cues.
In the next section, we discuss the working of some commonly used 3D imaging
systems.
1.1.3 Filtering Methods Used in Lens-Based 3D Imaging
As mentioned earlier, a simple 2D transform based imaging system can not recover
depth information without further processing of the image data. The methods devel-
oped to recover depth information involve physical gating/filtering of the image prior
to detection or digital post-processing of image data or a combination of both.
The confocal microscope [14] operates by obtaining point measurements and con-
structs a 3D image by scanning the volume of the specimen. Thus the emitted
intensity values are recovered one point at a time. The geometry of the optical sys-
tem is such only that light emitted locally from a very small portion of the object
is allowed to reach the detector. The rest of the light is rejected by the detector
pinhole. The proportional light contribution to a single measurement as function of
object coordinates is equivalent to the 3D point-spread function (PSF) of the system;
it can be calculated accurately under various aberration conditions using Fourier op-
tics [19, 20]. Confocal microscopy has been implemented in many different variants
for improved light efficiency or resolution, e.g. differential interference [21], fluores-
cence [22], two-photon [23], etc.; it has been spectacularly successful, primarily in
various applications of biological and biomedical imaging.
Coherence imaging is an example of 3D imaging that relies on global, rather than
local, measurements. It is based on a fundamental result, derived independently by
van Cittert and Zernicke [24, 25], which states that the degree of statistical correlation
of the optical field in the far zone, expressed as a complex function over the exit pupil
of the imaging system, is the Fourier transform of the object intensity distribution.
Therefore, the object can be recovered by measuring the coherence function through
interferometry, and then inverse-Fourier transforming the result. The application of
the van Cittert-Zernicke theorem in the radio frequency spectral region is the basis of
radio astronomy [26], which yields by far the most accurate images of remote cosmic
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objects. The most common formulation of the theorem relates the mutual coherence
in a plane at infinity to a two-dimensional source intensity distribution, but exten-
sions to 3D sources have been derived by various authors [27, 28, 29, 30]. The far-field
version of the extended van Cittert-Zernicke theorem was recently implemented ex-
perimentally [31, 32, 33]. A full generalization of the theorem has also been developed
and experimentally implemented to allow Fresnel zone reconstruction in projective
coordinates [34]. In most coherence imaging systems, the main role of optical mea-
surement is to "fold" the field in order to generate a self-interference pattern which
maps the field auto-correlation onto the intensity detector [34, 35, 36].
Optical coherence tomography [11] is an interesting hybrid between confocal mi-
croscopy and coherence imaging. It uses field decorrelation due to decoherence to
achieve depth slicing (in the confocal microscope, the slicing function is performed by
the pinhole). An extension, spectroscopic optical coherence tomography [37] exploits
the phase information in the recorded fringes to extract in addition the spectral com-
position of the object through a Fourier transform. Both Confocal microscopy and
optical coherence tomography are excellent for imaging thick (with thickness ~ few
pm) specimens such as tissue and other semi-transparent materials.
Extended depth of field imaging with the use of cubic phase masks [38, 39] aims
to completely eliminate the effect of the 3 rd dimension on 2D imaging. Because of
this property, we classify the cubic phase mask method as 3D imaging even though
it produces images that lack depth information. The cubic phase mask "scrambles"
the optical field thereby forming a strongly blurred intensity image in the focal plane.
Application of the inverse de-blurring digital transform leads to recovery of the ob-
ject(s) in the input field with relative insensitivity to their depth. Cubic phase mask
based imaging is appropriate for digital photography applications, where defocus-free
2D projections of 3D objects are sufficient, but it can be combined with scanning to
return 2 + 1/2D data as well. [39]
Laser radar [40] systems use heterodyne detection of a pulsed signal to estimate
the depth of the object, the lateral structure is recovered by 2D scanning. Depth in-
formation can also be recovered from 2D lens images by using digital post-processing
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algorithms like depth -from-defocus [41], depth-from-shading [42, 43] etc. Often mul-
tiple lens-based cameras are used in conjunction with triangulation reconstruction
schemes to recover 3D object information [44]. Similarly, Radon transform tomogra-
phers [45] acquire depth information by reconciling multiple perspectives using the
Fourier slice theorem.
Thus, we see that the underlying feature in recovery of 3D object information
is processing of image data (either prior to or post image acquisition) and scanning
to recover 3D object information. In the next section, we discuss 3D optical infor-
mation processing for imaging and describe optical elements that can perform these
operations.
1.2 Imaging Using 3D Optical Elements
In section 1.1, we saw that the dimensional mismatch between the 3D object space
and 2D image plane led to an ill-posed inverse problem for 3D imaging. Further,
in section 1.1.2, we saw that the stand alone 2D processing of a lens-based imaging
system was insufficient to recover depth information and that some additional pro-
cessing (optical/digital) was always required. As we saw in section 1.1.3, this is often
done by sampling the object several times and capturing multiple 2D images which
are then combined to recover 3D object information.
We propose to use volume (3D) optical elements as optical imaging elements. The
most general 3D optical element is a volume V with a three dimensional modulation
of the dielectric constant e(x, y, z) = n(x, y, z) + ia(x, y, z) [46]. n(x, y, z) represents
the 3D refractive index modulation inside the volume and a(x, y, z) represents the
modulation of the absorption coefficient. We will restrict our attention to 3D optical
elements with a(x, y, z) = 0 i.e. volume elements with only refractive index modu-
lation. We refer to these elements as 3D diffractive optical elements or more simply
volume holograms [7]1 (3D optical elements in which n(r, y, z) = 0 are called 3D ref-
erence structures [47]). Volume holograms can be thought of as self-aligned 3D stacks
'A volume hologram is a 3D modulation of the refractive index that rides on carrier ei"gr
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of diffractive elements operating on the incident field coherently as it propagates
through.
We have chosen to use volume holograms as optical imaging elements for one main
reason: A volume element provides a larger number of degrees of freedom in defining
the optical response, compared to a surface element (e.g., a thin hologram or a thin
lens) of the same aperture. This is intuitively obvious from dimensional arguments,
and was proven formally in [48, 49] using the modal properties of electromagnetic
fields. We will not repeat the formal arguments here, but point out the desirable
and undesirable features of volume holography that should be taken into account
in the design process. The main price to pay for the advanced design flexibility is
that the control problem of defining the hologram response (i. e., "programming" the
volume hologram) becomes considerably more difficult, and is accomplished at the
expense of diffraction efficiency [49]. One interesting consequence of the degrees of
freedom afforded by volume holograms is that the shift invariance of these elements
can be limited in at least one dimension. This is a useful property for 3D imaging
systems, e.g. the optical sectioning ability of confocal microscopes can be thought of
as resulting from the shift variance of the pinhole response [18].
1.2.1 Volume Holographic Imaging (VHI)
Gabor originally proposed the use of holography as an imaging method to recover
both the amplitude and phase of light coming from an object [50] with the intent of
using the phase to store and reconstruct 3D information about the object. A Gabor
or Leith-Upatnieks [51] hologram is recorded in a thin photosensitive material as the
interference pattern between a reference beam and the light scattered by the object.
Both analog [52] and digital [53, 54] holograms have been used extensively for 3D and
21 imaging. Fig. 1-4(a) is a simplified holographic imaging setup; auxiliary optical
elements such as lenses have been omitted. It is possible to recover the amplitude and
perform optical slicing of the object by probing the hologram optically by scanning,
or digitally as shown in Fig. 1-4(b). Analog holography requires recording a fresh
hologram for each object and then optically reconstructing them slice-by-slice. Dig-
38
Object Reference
Signal
Reference
(a) (c)
Cjj ranslation stage Object
Image on CCD Image on CCD
Reference
(b) (d)
Figure 1-4: Simplified schematics of traditional holographic imaging (a) Recording (b)
Readout by scanning. Schematics of volume holographic imaging (VHI) (c) Making
VH lens (d) Readout.
ital holography does not require frame by frame holographic recording, but it does
require a deconvolution operation for each frame recorded by the camera. Holographic
interferometry [55] and two wavelength interferometry [56, 57] are commonly used in
imaging systems where the hologram does not function as a fixed imaging element,
but rather as a sophisticated detector that captures phase properties of the object.
Further, Bertero and collaborators [58, 59, 60, 61, 62, 63, 64] have proposed a method
of superresolving confocal microscopy using diffractive elements calculated based on
singular system theory.
We discuss a different imaging principle which we call volume holographic imag-
ing (VHI). VHI can be used for both 3D and 21D imaging. VHI is different from
traditional holographic imaging because:
1. A VHI system incorporates at least one thick holographic element, a volume
hologram (VH). The volume hologram (which is also referred to as the volume
holographic lens) acts as depth selective imaging element to achieve 3D or 21D
imaging.
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2. A single VH lens can be used to image arbitrary objects on a digital camera.
Thus, there is no need to record a new hologram for each object as in the case
of analog holographic imaging.
The image, i.e. the 3D or 2'D spatial structure of the object, is recovered from
the intensity data recorded on the camera. This computational aspect of the VHI
approach can be particularly simple, basically in the form of a "shuffle" map between
intensity measurements and spatial coordinates. More sophisticated computational
methods employing over-constraining and deconvolutions can also be applied to VHI,
which we discuss later.
Volume holographic gratings were first introduced by van Heerden [7]. Since then,
the properties of these "thick" diffractive elements have been studied extensively [65,
66]. Volume holograms have been used in several sub-areas of optical information
processing, namely data storage [65, 67, 68, 69], optical interconnects [70], artificial
neural networks [71, 72, 73] and communication [74, 75, 76, 77, 78]. Prior to the
spectacular improvement of VLSI technology in the 1990's [79, 80], volume holograms
were considered as a primary contender for the efficient storage and implementation
of the massive interconnections needed for complex pattern recognition tasks.
The use of volume holograms as imaging elements has only been proposed re-
cently [5], and demonstrated in the context of a confocal microscope with a volume
hologram replacing the pinhole [81], a volume hologram long range surface profilome-
ter [82, 83], and a real-time (scan-free) hyperspectral imaging instrument [84], a
volume holographic spectrometer [85 etc.
A volume hologram is created by recording the interference pattern of reference
and signal beams within the entire volume of a "thick" photosensitive material [86].
For example, Figure 1-4(c) depicts a volume hologram recorded by a point source
reference and plane wave signal. Holograms that are sufficiently thick [8] are very
sensitive to the nature of the illumination and diffract only when the input field
matches the recording conditions. For an arbitrary object illumination, as shown
in Figure 1-4(d), the volume hologram diffracts only the so called Bragg matched
portions of the incident field. Thus the observer sees only a part of the entire ob-
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Figure 1-5: Generic volume hologram based imaging system.
ject on the detector. We exploit this property in VHI to resolve depth ambiguities
and thus get 21D and 3D images. The entire object information is recovered by
scanning or multiplexing several holograms to probe different portions of the object
simultaneously [841.
To understand how volume holograms can serve as imaging elements, we first
briefly review diffraction from volume (3D) holograms. A hologram is 3D if it diffracts
in the Bragg regime (as opposed to the Raman-Nath regime of thin holograms [8]).
An important property of the Bragg regime that is useful for VHI application is the
phenomenon of Bragg selectivity. A volume hologram is recorded as usual by use of
two mutually coherent beams, the reference and signal. The holographic material
thickness must exceed a certain threshold, which depends on the fringe spacing and
wavelength of the interference pattern [8].
Figure 1-5 shows the schematic of generic volume hologram based imaging system.
The volume hologram with dielectric modulation Ac(x, y, z) is read out by a probe
field Ep(x, y, z) emitting at wavelength A. The field diffracted by the hologram is
Fourier transformed by a lens of focal length f2 before it is captured on the detector
plane (x', y').
We use the first Born approximation and scalar volume diffraction theory (Refer to
Appendix A) to calculate field Ed(x', y') diffracted by the volume hologram when it is
read out by the probe Ep(x, y, z). The result of the calculation after few simplifications
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Figure 1-6: Volume holographic imaging system using the 4F geometry.
is
Ed(XI' Y') = -. (1.4)
'Af2 'Af2'7A 2f22
In (1.4),
g(u, v, w) F {EP(x, y, z) x AC(x, y, z)} (1.5)
is the 3D Fourier transform of the product of the probe field and the dielectric index
modulation. Note that the field on the detector plane is shift variant, as evident from
(1.4). The shift variance suggests that it is possible for volume holograms to directly
image in 3D [18] without further processing of the image data. We will discuss this
is greater detail in the next section.
1.2.2 Impulse Response of Volume Holographic Lens with
Baseband Modulation
Figure 1-6 is the schematic of simplified volume holographic imaging system. An
objective lens of focal length fi is placed at a distance fi in front of the volume
hologram which only has a low frequency (baseband) modulation Ae(x, y, z). The
volume hologram is parallelepiped with dimensions a x b x L as shown in the figure.
For simplicity, we set fi = f2 = f for the 4F optical system. For a input point located
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at (XP, yP, f), the response at the detector plane can be calculated using (1.4) to be
Ed (', y') = sine a(x'A-xp) sine b(y' - YP)) sine (2 2 (9 + - 2- y2
a(x' - xp) b(y' - yp) Lf(X ± + s2'2 
- /2 (1.6)
In (1.6), E(u, v, w) is the 3D Fourier transform of the dielectric modulation AE(x, y, z)
and 0 represents a convolution operation. From (1.6), we see that the shift variance of
the (u, v, w) term results in a different response for each set of input points (xP, Yp, f).
Thus, it should be possible to perform 3D imaging based on the shift variance.
1.2.3 Impulse Response of Volume Holographic Lens with
Carrier Frequency
Consider Fig. 1-6 again, except this time the volume hologram is modulated on a car-
rier wave grating vector Kg. In other words, the dielectric modulation is AE(x, y, z)eKgr
All other parameters are the same as those described in section 1.2.2. For simplicity
we define a grating vector written by two beams a normally incident plane wave and
another plane wave inclined at an angle Os with respect to the normal. The grating
vector is
Kg = rics -O 2  . (1.7)
Again, for a input point located at (XP, yp, f), the response at the detector plane can
be calculated using (1.4) to be
Ed(X, ')= in (a(x' - xp - Osf)sn b(y' - yp)Ed(x', y') = sinc sine AA f A f
sine (2,2 (x2 + Y + (osf) 2 - X12 - y/2)
(a(x' - x - Osf) b(y' - yp) L (X2 + y2 + (Osf)2 _ X12 _ 12) (1.8)
@~~~~~~~~A 7i A f ' 2A f2(2 +y+(6)2-'2_r).(.8
The sine (-) term on the second line of (1.8) represents the Bragg selectivity of the
volume hologram with a carrier. The Bragg selectivity makes the response of the VHI
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system even more shift variant and helps reject out of focus or Bragg mismatched
light efficiently. This allows carrier volume holograms to perform 3D imaging very
efficiently.
Photosensitive
materi
Reference Signal beam
beam
(a)
Ed Ed4 Ed
(b) (c) (d)
Figure 1-7: Bragg selectivity of volume holograms, (a) Recording; (b) Bragg matched
readout using a replica of the reference beam; (c) Bragg mismatched readout results
in a weak diffracted field; (d) A Bragg degenerate beam yields a strong diffracted
beam. The Bragg degenerate beam is of different wavelength and is incident at a
different reference angle governed by Bragg selectivity.
To better understand Bragg selectivity, suppose that a volume hologram is recorded
with a certain reference beam and a signal beam. After recording is complete, we
probe the hologram with a third beam. Depending on the relationship of the probe
beam to the reference beam, we can obtain three types of diffraction:
1. Bragg matched, where the probe beam is an exact replica of the reference beam,
as shown in Fig. 1-7(b). In this case, the full diffraction efficiency of the recorded
hologram is recovered.
2. Bragg mismatched, where the probe beam differs from the reference beam. For
example, the probe beam could have a different angle of incidence or wave-
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Figure 1-8: Schematic of VHI system. A CCD camera monitors the diffracted beam
to detect the whether the light scattered by the object contains any Bragg matched
and/or Bragg degenerate components.)
length [65] or location (for a spherical reference [87]) etc. For a Bragg mis-
matched probe, which is not degenerate (see below) the hologram does not
diffract at all or at least the diffraction efficiency obtained from the hologram
is much weaker than the Bragg matched case. This is shown in Figure 1-7(c).
3. Bragg degenerate diffraction is obtained for a special class of probe beams that
differ from the reference beam yet still give rise to strong diffraction, of magni-
tude comparable to the Bragg matched case. For volume holograms recorded
with a plane wave reference, degenerate diffraction can be obtained by either
a combined change in wavelength and angle of a plane wave probe, as shown
in Figure 1-7(d) [88, 89] or by tilting the probe beam in a direction along the
orientation of the fringes that constitute the volume hologram [65, 86]. Gen-
erally, degenerate diffraction occurs if the probe beam can be obtained from
the reference beam via a transformation which is invariant with respect to the
orientation of the interference pattern that constitutes the hologram. The de-
generacy property is exploited extensively to reduce the scanning required for
VHI, as we discuss later.
We aim to use the Bragg selectivity of volume holographic gratings for depth-
selective imaging systems with reflective objects. The general geometry of the imag-
ing system is shown in Figure 1-8. When light scattered from an object contains
a component that Bragg matches or is Bragg degenerate for the hologram, some
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diffraction is obtained, and so it is possible to detect the presence of Bragg matched
and Bragg degenerate object illumination by monitoring the diffracted field. On the
other hand, portions of the object which are Bragg mismatched are "invisible" to the
VHI system. Thus, we can perform optical slicing, similar to a confocal microscope
using the Bragg diffraction as the depth--sensitive component in the system.
A major portion of this thesis is devoted to the characterization of image quality
that can be obtained from VHI systems in terms of the point-spread function (PSF)
in different geometries. In the literature, there is some confusion about the definition
of the PSF. When the imaging system can be adequately modelled as a linear trans-
formation from a 2D object (input) space to a 2D image (output) space, the PSF is
interpreted as the impulse response of the imaging system, i.e. the intensity pattern
observed at the output of an imaging system in response to a point source input. This
definition can, in principle, be used for 21D or 3D imaging systems as well, provided
that the output space is defined accordingly. We are more interested in the response
of the VHI system measured on a single-pixel detector or a 2D detector array (cam-
era). Thus, we have to deal with the definition of the PSF when the output space has
a lower dimension than the input space. To resolve this problem, we interpret the
PSF as the intensity response of the VHI system to displacement of the input point
source (the "probe" source) away from a reference location. The reference location
is specified during the recording step of the VH lens. A similar situation occurs in
confocal microscopy, except then the reference location is specified by the focus of
the illumination beam, which is also arranged to be conjugate of the pinhole used in
front of the detector.
For instance, the depth resolution of the system is obtained from the PSF as
follows: we first obtain the intensity measured at the detector plane of the VHI
system as function of axial probe displacement, theoretically or experimentally. Then
we estimate the extent of the PSF which tells us roughly how far two objects can be
placed apart in the longitudinal direction and still be resolved by our imaging system.
This definition ignores the noise present in the imaging system, but still provides an
adequate measure for comparison of alternative systems (a system with more extended
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PSF will perform worse than an alternative with narrower PSF under identical noise
conditions.) We elected to use the full width at half maximum (FWHM) of the PSF,
denoted as AZFWHM, for comparisons of resolution. We will discuss this in greater
detail in the chapters that follow.
1.3 Outline of this Thesis
We start by developing the theoretical framework for volume holographic imaging
systems in Chapter 2 based on the Born approximation (Refer to Appendix A). We
focus on transmission volume holograms and two especially simple imaging geome-
tries: VHI using spherical and planar reference beams (SR--VHI and PR-VHI). We
adopt the following procedure: First, we derive the diffracted field for a Bragg mis-
matched probe, then we calculate the resolution of the setup and discuss how the
design of objective optics to enhance the resolution further. Finally, we present ex-
perimental validation of the theory. In section 2.4 and onwards, we focus only on
PR-VHI and present the theory when VHI is done with broadband illumination and
again verify the theoretical predictions experimentally.
In Chapter 3, we discuss means to enhance the depth resolution for systems with
long working distances under conditions of broadband illumination using N-ocular
VHI, We focus on two particular classes of objects: Surface profilometry of remote
21 objects in section 3.2.1 and 3D imaging of volume scatterers in section 3.2.2.
We have designed and built several VHI systems for a wide variety of applications.
In Chapter 4, we classify and discuss VHI systems that we built. These systems range
from a high resolution long range surface profilometer to a hyperspectral scan-free
microscope with superior imaging performance. This chapter presents a glimpse of the
immense flexibility offered by VHI in designing application-specific imaging systems.
In Chapter 5, we compare VHI with other systems that are currently used for these
applications. Specifically, we focus on comparison between a telescopic-VHI and a
binocular camera in terms of the depth resolution in section 5.1. We also compare
the information carrying capacity of a VHI based microscope and a pinhole based
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confocal microscope in section 5.2. We show that volume holograms that possess
sufficient diffraction efficiency can always outperform a confocal microscope. Thus
low diffraction efficiencies would pose a significant hurdle to widespread acceptance
of VHI.
We present a solution to the limited diffraction efficiency problem in Chapter 6.
We discuss an all optical method that utilizes a resonant optical cavity to enhance the
diffraction efficiency of a volume hologram. We call this method Resonant volume
holography. We demonstrate some resonant volume holographic systems and then
present some preliminary theoretical analysis and experimental results of imaging
using resonant volume holographic system in sections 6.2 and 6.3.
We conclude in Chapter 7 by summarizing the major benefits and drawbacks of
VHI systems. We discuss some promising directions for future work in this field.
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Chapter 2
Volume Holographic Imaging
Fundamentals
In this chapter, we present the theory of volume holographic imaging systems. A vol-
ume holographic lens is manufactured by recording a three-dimensional interference
pattern of two (or more) mutually coherent beams as shown in Fig. 2-1(a) . The
recording is independent of the object to be imaged, although the selection of the
type of hologram to be recorded (e.g. the type of reference beam) can be based prior
information about the type of objects to be imaged (e.g. the average working dis-
tance, reflective vs. fluorescent, etc.). Simple recording schemes include interfering a
spherical reference (SR) or planar reference (PR) beam with a planar signal beam to
record holograms in the transmission, reflection or 90' geometry [5]. After recording
is complete, the hologram is fixed; no further processing is done on the hologram (just
like the fixed lenses in an imaging instrument after they are ground and polished).
Despite the apparent simplicity of recording, these holograms offer unique imaging
capabilities that are not available in traditional lenses.
During imaging, the recorded holograms are probed by the incident illumination
as shown in Fig. 2-1(b). If an SR hologram is used, the imaging system is referred
to as SR-VHI. Similarly, PR-VHI refers to a system that contains a planar reference
volume hologram. The hologram diffracts the Bragg matched [8, 65] components of
the incident illumination. The diffracted field is monitored by a detector or a detector
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Figure 2-1: General schematic of volume holographic imaging. (a) The volume grating
is the recorded 3D interference pattern of two mutually coherent beams (b) The
imaging step consists of reading out the volume hologram by an unknown object
illumination. The volume hologram diffracts only the Bragg matched components of
the object illumination. This effect is used in conjunction with scanning to recover
the object illumination.
array. The diffracted field intensity captured by the detector is the "image" formed
by the VHI system and can be used to determine the required object information
like the 3D spatial and/or spectral characteristics of the object of interest. We will
examine SR-VHI and PR-VHI systems in detail for the rest of this chapter [90].
2.1 Spherical Reference Volume Holographic Imag-
ing (SR-VHI)
2.1.1 Derivation and properties of the diffracted field
Fig. 2-2(a) shows the recording setup for VHI using spherical reference (SR-VHI).
In this analysis, we will use a coordinate system centered on the hologram, as shown
in the Figure. Thus, all wavelengths and angles are measured inside the holographic
medium. The corresponding free space values can be obtained by multiplying with
the average refractive index n of the medium.
The volume hologram is the stored 3D interference pattern of the point source
reference emanating at rf = x + yfy + zfi and the plane wave signal inclined at
an angle Os < 1 with respect to the i-axis. The holographic medium is disk-shaped
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Figure 2-2: Spherical wave reference VHI, (a) Recording and (b) Readout(imaging).
with thickness L and radius R. The origin of the spherical reference is the "reference
depth" at which the holographic imaging system operates during readout. As shown
in Fig. 2-2(b), the field diffracted by the volume hologram is Fourier transformed
by a lens of focal length F, assumed to have infinite lateral extent. The Fourier-
transformed diffracted field is observed on a detector or a detector array (eg. CCD
or CMOS camera). As mentioned in section 1.2.3, we use the FWHM of the PSF in
the longitudinal direction as a metric of the system's axial resolving capability. Thus,
our first task is to calculate and experimentally verify the dependence of the PSF on
system parameters. To this end, we idealize the object as a point source located at
rp = xpx + ypy + zpi and explicitly calculate the diffracted field produced on the
detector by this point source.
In the paraxial approximation, the reference beam can be expressed as
Ef(r) = exp i27r + Zf iir .- + ( } (2.1)
A A(z - zf)
Note that here and in the sequel we neglect a term of the form 1/A(z - zf) because it
varies with z much slower than the exponential term. The signal beam is expressed
in the paraxial approximation as
Es(r) = exp i21r ( 2 + i27r6, . (2.2)
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After recording is complete, the index modulation recorded in the hologram is
Ac(r) oc E*(r)E,(r), (2.3)
where the "*" denotes complex conjugate. The actual interference pattern is given
by JEf + E, 2, but out of the four resulting product terms only the one in (2.3) results
in significant diffraction; the remaining three terms are Bragg-mismatched. Suppose
that the hologram is illuminated by a probe field Ep(r). Since we know the refractive
index modulation of the volume hologram from Eq. 2.3, we can calculate the light
diffracted by the volume hologram in response to Ep(r) approximately by (Refer to
Appendix A)
Ed(r") =/JEp (r) Ac(r) G(r" - r) d3r, (2.4)
where 17 is the diffraction efficiency, G(r) is Green's function for free space
eiklr"-r { z"I/ - z (x" - X ) 2 5 _ 2
G(r"1 - r) =~exp (2r +ir X25
Ir"/ - ri A A(z" - z)
and r" (x", y") is the position vector on the exit face of the hologram. The result
gives the diffracted field as the superposition of fields scattered by individual point
radiators such that the radiation generated at each point is proportional (in amplitude
and phase) to the product of the illuminating field and the local index modulation.
This approximation, known as 1st-order Born scattering, neglects re-diffraction of the
scattered field as it propagates through the volume hologram. The approximation is
valid only if the hologram is relatively weak (in practice, it works well for q up to 50%
or higher, depending on the specific modulation and thickness of the hologram). The
spherical probe beam emanating at rp is expressed in the paraxial approximation as
Ep (r) = exp {i27r + ± i+7r .- X) + ( - (2.6)A A(z - zP)
The diffracted field at the detector plane is obtained by substituting expressions
(2.1), (2.2), (2.3) and (2.6) in (2.4) and performing a Fourier transformation with
52
conjugate coordinates (X", y") = (x'/AF, y'/AF) where (x', y') are the coordinates on
the detector plane. The details of the calculation are given in [86, pp. 38-42]. The
result after omitting some constant phase factors is
L/2
Ed (X, Y') =2wrR2 rj -/2 exp{f i7C (z)} I£ (27rA(z) R 2 27rB(z)R) dz. (2.7)
J-L/2
The coefficients A(z), Bx(z), By(z), C(z) are given by
A(z) = I - 1 (2.8)
A(z - zf) A(z - zP)
XP If If O
B(z) =A(z - zp) + A(z - zf) (2.9)
(Z) = + (2.10)A(z - zp) A(z - zf) AF'
B(z) = Bx(z)2 + By(z) 2 ; (2.11)
X2 + y 2 + y_2 ('2 + '2 o2
C(z) = T + Z. (2.12)
A(z - zp) A(z - zf) + AF 2
The function
L(u,v) j exp up2 Jo(vp)pdp (2.13)
also occurs in the calculation of the 3D light distribution near the focus of a lens [1]. It
is the Hankel transform of the radial quadratic chirp exp(-iup 2 /2) truncated to 0 <
p ; 1. We compute this integral as a series expansion given in Ref. [1], although faster
approximate methods have been suggested in the literature [91]. Eq. 2.7 describes
the action of the volume holographic filter as an imaging element with a spherical
wave reference. The PSF of the volume hologram is obtained by calculating the total
diffracted field intensity
Ed ( ;p, yp, Zp2
which is a function of the location of the probing point source and the observation
location at the detector plane. For simplicity, we consider a hologram recorded and
probed with an on-axis point source i.e., I , y, p YP = 0. Eq. 2.7 is further simplified
by setting zP - zf = 6 and assuming L/zp < 1. Replacing these in (2.8)-(2.11)
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Figure 2-3: Intensity pattern observed on the detector for spherical VHI for (NA)=
0.07, O = 120 (0.21 rad) and 6 = 6 mm. (a) Diffraction pattern caused by axial
defocus, (b) Crescent shaped Bragg filter of SR hologram, (c) Diffracted pattern
observed on the detector.
and (2.12) and carrying out the integration yields an approximate expression for the
normalized diffracted field intensity,
I(W', y'; 6) 27rR 2 6 27rR \O ( +'2 + - (OF)2 )L) 2
Ib(OSF, 0; 6) A 2 ' AF sin2AF2
(2.14)
We chose the normalization constant I - I(' =0F, y' = 0) because the dif-
fracted intensity peaks at detector location (X', y') = (0F, 0), as can be seen from
(2.9) and (2.10). Eq. 2.14 offers an intuitive explanation for the behavior of this
volume holographic optical element. The observed diffracted field contains two con-
tributions, shown in Fig. 2-3:
1. The (., -) term shown in Fig. 2-3(a) is similar to the impulse response of a lens
with defocus 6, {1] but with an important difference: The equivalent numerical
aperture (NA) is R/zf in the longitudinal direction and R/F in the lateral. For
a normal lens, it would have been R/zf fir both the lateral and longitudinal
directions. Since we are primarily interested in the depth selectivity of the VHI
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system, we define
R(NA) -. (2.15)
This definition is also intuitively satisfactory from the geometry of the system.
For large enough defocus 6, the £(., -) term represents an almost uniformly
illuminated disk (see Fig. 2-3a) in agreement with geometrical optics. The disk
is centered at the Gaussian image point (X', y') = (0,F, 0) where the intensity
peaks, as noted earlier.
2. The sinc(-) term shown in Fig. 2-3(b) peaks along the degeneracy circle, which
in this geometry is centered at (0, 0) and has radius FOS. The thickness of the
degeneracy circle is
Ar' = 2AF (2.16)
LOS
This term originates from the Bragg selectivity of the hologram. In the SR
VHI system, it serves to reject out of focus light. It is seen that the filter only
rejects light in mostly one lateral (i) direction near the Gaussian image point;
points along the other (y) direction are mapped along the arc of the degeneracy
circle. This behavior is evidence of the y-degeneracy of the volume hologram.
The circular shape of the locus of the degeneracy is due to the curvature of the
fringes that constitute the SR VH.
The degeneracy circle due to the sinc(.) term acts as a mask superimposed on the
defocused disk image due to the (., -) term. Together, they result in the crescent-like
shape of Figure 2-3(c).
The pinhole in a confocal microscope performs a function similar to the sinc(-) fil-
ter imposed by the hologram. Both reject out of focus light from an object. However,
the rejection mechanism is different in the two cases: The pinhole operates as a hard
limiter, whereas the hologram is a matched filter with respect to the wavefront of a
point source located at the reference depth. An information theoretic comparison of
the two systems [92] shows that the matched filter can provide superior image quality
despite the limited diffraction efficiency r1 < 1 for a line shaped source oriented along
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Figure 2-4: VHI is a shift variant imaging system; the observed diffracted field changes
with a change in the spatial location of the point source: (a) Mutually incoherent
point sources with no defocus, (b) Mutually incoherent point sources with defocus 6.
the i axis, and under the assumption of Gaussian noise statistics.
An alternative point of view of the above observations is that depth selectivity
results from the shift variance of the volume hologram [18]. Indeed, the SR hologram
has shift selectivity; [87] i.e., the diffracted field is Bragg mismatched when the spher-
ical wave probe is displaced in the direction kc, perpendicular to the recorded fringes,
for any value of 6 (both in and out of focus). On the other hand, the response of
the hologram to a probe displaced by Jy in the other lateral direction is qualitatively
different. If the probe is in focus, i.e. r =(0,  O, zf), the point image is simply
displaced to the location y' = FSy/zf. That is, the in-focus system is shift invariant
in the S direction, within a magnification factor F/zf. If the probe is located out of
focus at rp = (0, 6y, zf + 6), the response is
1) 2 2Ib / 232 27rR / Fy
I . =, ') (2 f AF (' - OsF)2 + (y' - - )2 X
( ('2 + y/2 _ F 2(o2 +62/z2) )2
sinc 2AF 2 ± / )L (2.17)
This represents a crescent of radius F 02 + 62/Z2, still centered at (0, 0) as in the
on-axis case.
The above discussion can be easily extended to the case when the input field
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Figure 2-5: VHI methods (a) 3D scanning using an integrating detector and focussed
illumination (b) Exploiting y- degeneracy by using a CCD and 2D scanning with
extended illumination.
consists of a superposition of mutually incoherent point sources arranged on a plane
perpendicular to the i axis. When the source plane coincides with the reference plane,
ZP = zf for all the sources, as shown in Figure 2-4(a), only the sources with xP, 0
are "visible" to the hologram, and they generate a line of point images oriented along
the y' axis of the detector plane. The horizontal coordinate is x' = 0,F for all the
point images. In the case of a plane out of focus, zP = zf + 6, the visible sources
still lie on the x~ 0 line, but each source is creating its own crescent image on the
detector plane, displaced and with different radius as discussed above. The image is
the superposition of intensities corresponding to these crescents, as shown in Figure 2-
4(b) and experimentally validated for three mutually incoherent points as shown in
Fig. 2-12.
2.1.2 Depth resolution
The presence of a masked "defocus" term in (2.14) indicates that SR-VHI can map
depth to the intensity of the diffracted field. We describe two methods for exploiting
this property to obtain 21D or 3D images:
1. Method 1: The reflective object is illuminated by focused illumination as shown
in Fig. 2-5(a). A large area detector is placed at the Fourier plane of the FT lens
and the entire diffracted power is measured. Thus, the object shape is obtained
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one voxel at a time. Complete 3D scanning recovers the object in its entirety.
In this case, the longitudinal PSF is calculated by integrating (2.14) over the
entire detector area
Id( 6 ) J I(x', y')dx'dy'.
Fig. 2-6 shows theoretical and experimental plots of Id
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Figure 2-6: Theoretical and experimental plots of longitudinal PSF for SR-VHI.
6 for the case of a single probe point with an integrating detector. We normalize
the PSF to the Bragg matched diffracted intensity 1= Id(0). In both theory
and experiment, we used NA ~ 0.07, R = 3.5 mm, zf = 50 mm and O, = 12'
inside the hologram. The hologram was recorded in a 2 mm thick 0.03% Fe-
doped LiNbO3 crystal. It is seen that AZFWHM ~ 800p-m for this case.
2. Method 2: The reflective object is illuminated by extended monochromatic
light as shown in Figure 2-5(b). The y-degeneracy allows the VH to image
an entire strip along the degenerate y direction. A CCD camera is placed at
the Fourier plane of the FT lens to capture the strip. As a result, only 2D
scanning is required to recover the entire object. However, from (2.17), it is
obvious that each Bragg degenerate point in the y direction gives rise to an
out of focus crescent. These crescents overlap for adjacent degenerate points,
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thus degrading the lateral resolution. One way to compensate is to adaptively
estimate the size of the crescent and deconvolve in a way similar to depth-
from-defocus techniques [93]. The starting point for this type of estimation is
the percentage of power contained in a spot of given size on the detector plane.
This is given in Figure 2-7, which plots the radii of the circles confining 95%,
99% and 99.9% of the total diffracted energy for various values of defocus. The
complete derivation of the adaptive deconvolution scheme and the derivation of
the sensitivity to noise are beyond the scope of this thesis.
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Figure 2-7: Computed contour lines giving the fraction of the total diffracted power
which falls within small circles centered at the Bragg matched point versus selected
values of the defocus term. Values corresponding to a defocus equal to the FWHM
are indicated by the dashed lines.
Returning to the point-by-point method 1 using an integrating detector, which
appears to be the most practical, we now estimate the depth resolution as the AZFWHM
from the PSF. The most interesting aspect of this calculation is the dependence of
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the AZFWHM on the distance zf between the reference plane and the optical system, in
other words the "working distance" of the imaging system. The scaling factor in the
defocus term of (2.14) and the crescent width term of (2.16) suggest a dependence of
the form
AZFWHM(SR) =CRAf (2.19)
R 2 L
or, in terms of the (NA) of the system,
GSRA
AZFWHM(SR) = .NA (2.20)(NA)2 L
In (2.19) and (2.20) the factor GSR depends on the signal beam angle Os only. Its
value is determined from integration (2.18) and is given in Figure 2-8 as function of
OS. The result matches well the model
GSR~ =18.2 (2.21)GSR
For the value Os = 12 used in the experiment, the theoretical value is GSR 14 in
agreement with our observation.
2.1.3 Design of objective optics
Result (2.19) states that the depth resolution degrades quadratically with working
distance. Such behavior is common in image-forming ranging instruments. To get
good depth resolution at long working distances, i.e. remote objects, we need to use
large apertures or thicker holograms; both methods are impractical and expensive.
One way of accomplishing that is by use of "objective optics." We use this term
to refer to optical elements which are inserted between the object and the hologram
to transform the incoming field and thus improve the working distance or the reso-
lution. For example, the objective optics can simply be a telescope as discussed in
section 4.2.3. Here, we discuss the use of objective optics in more general terms.
Consider the two SR-VHI systems shown in Figure 2-9, both of which have the
same working distance d. In the system of Figure 2-9(a), the field from the object is
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Figure 2-8: Dependence of GSR On Os-
directly incident on the hologram; therefore, the reference distance for this case must
be zf = d, and the depth resolution in the vicinity of d is given, according to (2.19),
by
GSRAd 2
AzFWHM(SR) R 2L (2.22)
The objective optics in Figure 2-9(b) create an intermediate image of the object in
front of the hologram. Let m, denote the lateral magnification of the objective optics,
and z' the new reference distance. We assume that z' is chosen such that the diffracted
power is maximum when the object is located exactly at d. Now suppose that the
object is displaced by 6 in the longitudinal direction. The intermediate image is
displaced by
m 26. (2.23)
Let a denote the size of the entrance pupil of the combination of the objective optics
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Figure 2-9: SR-VHI systems (a) without objective optics (b) with objective optics in
between the hologram and object.
and hologram. The effective numerical aperture of the optical system is then
(NA).bj = a (2.24)
However, since the angular magnification of the objective optics is 1/mi, the numerical
aperture of the field incident on the hologram is
(NA) - (NA)b - R (2.25)
'MI Zf
From (2.23), (2.25) and (2.20) we can see that the apparent gain (or loss) in numerical
aperture due to the magnification of the objective optics is exactly balanced by an
equal loss (or gain) in longitudinal displacement of the intermediate image. Therefore,
the resolution is
GsRA _GSRA
AZFWHM(SR) - .NA A 2  (2.26)(NA)2 L a2L
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It appears that "there is no free lunch" in this case, and the objective optics did
not help improve the image quality. However, we did gain one thing: the hologram
aperture required to achieve performance as in 2.26 is given by
R = |mi| a, (2.27)
according to (2.25). By using demagnifying optics (Imil < 1) we can utilize a smaller
hologram with the system of Figure 2-9(b) than the system of Figure 2-9(a). In
most implementations, this is desirable in practice. This is the case in section 4.2.3,
where the telescope was acting as demagnifier. The theoretical and experimental PSF
dependence on working distance d is given in Figure 2-10.
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Figure 2-10: Depth resolution AZFwHM of SR-VHI system degrades
with working distance.
quadratically
It is worthwhile to mention that a confocal system (CF) with objective optics
would also exhibit a similar dependence,
AZFWHM(CF) = GCFAr 2Z~wH~d2 (2.28)
In (2.28), GCF is a factor that depends on the pinhole radius of the confocal sys-
tem [94].
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2.1.4 Experimental validation
Theory Experiment
6.45 mm 6.45 mm
Figure 2-11: Theoretical and experimental diffracted patterns on CCD for SR-VHI
with a point source displaced 6 = 4 mm from Bragg match.
Figure 2-11 compares the theoretical and experimental diffraction patterns cap-
tured on a camera for defocus 6 = 4 mm. The volume hologram was recorded with
a reference point source located zf = 50 mm away from the center of the hologram
and a plane-wave signal beam inclined at angle Os = 120 inside the hologram. The
hologram radius was R = 3.5mm, which corresponds to (NA)~ 0.07. The Fourier
transforming lens had focal length F = 63.9 mm. A doubled Nd:YAG CW laser
(A 532 nm) was used for both recording and imaging in this and all subsequent
experiments. The typical diffraction efficiency of the hologram was 7 ~ 5%. We
used a Jai CV235 industrial CCD camera to capture the diffraction patterns in all
experiments. The experimental degeneracy pattern matches well with the theoretical
predictions of curvature, spot size and thickness. The experimental strip is slightly
thicker on account of saturation of the pixels on the CCD.
Three experimental diffraction patterns obtained from point sources with different
yp were added incoherently and are shown combined in Figure 2-12. This experiment
was intended to emulate the incoherent imaging case discussed at the end of sec-
tion 2.1.1. The experimental setup was identical to the one described in the previous
paragraph. The in-focus images obtained with 6 = 0 and 6, = -1.5, 0 and 1.5 mm
are shown in Figure 2-12(a) and the out-of-focus images for 6 = 4mm and the same
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lateral displacements are shown in Fig. 2-12(b). The crescent radii increase with 6y,
in agreement with the theoretical prediction.
(a) (b)
E
E
6.45 mm 6.45 mm
Figure 2-12: Observed diffracted fields on CCD for three mutually incoherent points,
(a) Points are at the Bragg matched plane and (b) points are at a defocused plane
6 = 4 mm.
2.2 VHI using plane wave reference beams
2.2.1 Derivation and properties of the diffracted field
Fig. 2-13(a) is the recording setup for VHI using planar reference (PR-VHI). The
collimating objective lens ensures that the reference beam is approximately a plane
wave when it is incident on the hologram. Thus, the front focal length of the objective
lens is the reference depth at which the PR-VHI system operates.
During recording, the reference beam is a normally incident plane wave
Ef(r) = exp {i27r . (2.29)
The hologram and the Fourier transforming lens are assumed to have infinite lateral
extent. L is the thickness of the hologram, f is the focal length of the collimating
objective lens and a is its radius. Thus, the NA of the imaging system equals a/f.
The focal length of the Fourier transforming lens is F. The signal beam is a plane
wave propagating at angle 0, < 1 with respect to the i-axis, just as in the case of
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Figure 2-13: Plane wave reference VHI schematic, (a) Recording; (b) Bragg matched
readout and (c) Bragg mismatched readout.
SR-VHI. In the paraxial approximation, the signal beam is expressed as
E5 (r) = exp i27r (I - + i2 7rOj . (2.30)
The volume hologram is the recorded 3D interference pattern of the reference and
signal beams and it is stored as a weak modulation Ae(r) c< IEf+Es 2 of the dielectric
constant. The Bragg matched term of the modulation is given by
(i27r XO2
Ae(r) = exp y. ( -z ). (2.31)
Fig. 2-13(b) shows the read-out procedure for PR-VHI. A probe point source is
placed in front of the objective lens at coordinates rp = (xe, yp, zp). First consider
the case when the probe is placed at the Bragg matched location (0, 0, f). Then, the
objective lens collimates the probe field. As a result, a replica of the reference beam is
incident on the hologram. Since the probe is exactly Bragg matched in this case, the
volume hologram diffracts a replica of the signal beam, i.e. a plane wave propagating
in direction 6. The Fourier lens placed behind the hologram focuses this diffracted
plane wave onto the detector surface. If instead the probe is axially displaced by 6
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from the Bragg matched location, the objective lens can no longer collimate the probe
field. Instead, the field incident on the hologram is a spherical wave originating at
f -( f (2.32)
for 6 < f. Only the on-axis Fourier component of this spherical probe is Bragg
matched; therefore, the overall intensity diffracted from the hologram is reduced.
We now derive the dependence of the diffracted power on probe displacement
6. According to the observation in the previous paragraph, it is mathematically
convenient to express the defocused spherical probe as well as the diffracted field in
terms of their plane wave components with wave-vectors kP and kd, respectively. The
"transfer function" [86, ch. 1]
A(kP, kd) = S jA(r) x exp {i(kp - kd) - r} d3 r (2.33)
specifies the spatial spectrum of the hologram response to a single spatial frequency
in the input field. In (2.33), S is a constant determined by the polarization and
index modulation; our analysis will normalize the diffracted intensities, and so this
factor can be ignored. A(kp, kd) can be interpreted as the 3D Fourier transform of
the dielectric constant modulation AE evaluated at kP - kd. In the more general case
where the spatial spectrum of the probe field is given by Ep (kp), the spatial spectrum
of the diffracted field is obtained from (2.33) as
Ed (kd) f p (kp) A(kp, kd)dkpXdkpy, (2-34)
where kpx and kPY are the x and y components of the probe wave-vector respec-
tively, while the z component is given by the Bragg constraint IkpI = 27r/A. Since
the detector is located at a Fourier transform plane, the diffracted field as func-
tion of detector plane coordinates (X', y') is obtained from (2.34) by substituting
k = 27rx'/AF, kdy = 27ry'/AF for the i and y components of the wave-vector kd
respectively.
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In the specific case of interest, where the probe is a spherical wave, we express its
spatial spectrum using Weyl's identity
fiz'(kpx + kpy) 2
Ep (kpx, kpy) = exp 2|k. (2.35)
We evaluate the integral (2.33) using (2.31) and then substitute the result of the
integral and (2.35) in (2.34) to obtain the diffracted field on the detector plane
( z') + z' ) L sin Os z
Ed(X', yI) =exp -irr ( - O3)2 + ( )2 sinc (X - Os) (2.36)
This function is almost zero outside a disk of radius FaS/f2 centered at x' = 0sF.
This disk represents the geometrical image of the aperture of the objective lens on
the detector plane. Therefore, the intensity is expressed approximately as
I(X', y') circ /('-OF)2 + Y'2 n 2 /in si37)
I( Fa/f 2  sin) ( ( - 0)) (2.37)
where Ib = I(x' = OsF, y' 0) is the peak intensity produced by the probe. The
approximation neglects diffraction ripples at the disk edges; these ripples have negli-
gible effect in practice. Comparing (2.37) and (2.14) suggests that the origin of depth
selectivity is similar in the PR and SR implementations of VHI. In the PR case, the
diffraction pattern contains two contributions, shown in Figure 2-14:
1. A disk, represented by the circ (.) function, whose radius is proportional to the
defocus 6.
2. A slit oriented along the xt (Bragg-selective) direction, represented by the
sinc 2 (.) function, whose width is inversely proportional to the hologram thick-
ness L. This term rejects out of focus light because of the Bragg mismatch
property.
There are also some significant differences:
1. In the PR case, the disk radius grows linearly with defocus 6, whereas this
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Figure 2-14: Intensity pattern observed on the detector for spherical VHI for (NA)=
0.07, 0, = 12' (0.21 rad) and 6 = 8 mm. (a) Diffraction pattern caused by axial
defocus and the finite aperture of collimating lens, (b) Straight Bragg slit of PR
hologram, (c) Diffracted pattern observed on the detector.
dependence was quadratic in the SR case. We will belabor this point further in
connection with the resolution of the two methods.
2. In the PR case, the shape of the Bragg degenerate illumination on the detector
plane is a straight slit, consistent with the planar fringes recorded in the holo-
gram. On the other hand, the fringes in SR holograms are curved leading to
the crescent-shaped degeneracy.
PR-VHI is also a shift variant imaging system [18 similar to SR-VHI. The PR
hologram has angular selectivity; [65] i.e., the diffracted field is Bragg mismatched
when the probe source is displaced in the direction x, perpendicular to the recorded
fringes, for any value of 6. (both in and out of focus). On the other hand, the
response of the hologram to a probe displaced by 6y in the other lateral direction (y)
is qualitatively different. If the probe is in focus, i.e. rp = (0, 6y, f), the point image
is simply displaced to the location y' = FSy/f. That is, the in-focus system is shift
invariant within a magnification factor F/f. If the probe is located out of focus at
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rp = (0, 6y, f + 5), the response is
I(z', y' 0'z -- sF) 2 + (y /f)2) 2Lsn ,zIj circ (Fa/2 -y F /f) sinc 2 Os(X' -0s) . (2.38)
This represents a disk masked by the Bragg selectivity slit similar to (2.37), centered
at the Gaussian image point (0, F6y/f). The center would be located at (0,0) for
an on axis probe 6y = 0. From Eq. 2.38, we see that PR-VHI is completely shift
invariant in the y direction for both in and out-of-focus probe points. This is because
SR-VHI has a crescent shaped degeneracy curve whose radius changes with lateral
displacement 6Y. On the other hand PR-VHI has a straight line degeneracy, which is
independent of lateral displacement 6Y.
x
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Figure 2-15: PR-VHI using a line source to reduce scanning required (a) Schematic
(b) Intensity pattern observed on CCD.
Since the fringes that constitute the PR volume hologram are invariant in the y
direction of Fig. 2-13, it is possible to image in the PR-VHI geometry using a line
source and scanning the object space one line at a time. This reduces the amount
of scanning required. For a line source illumination as depicted in Fig. 2-15(a), the
diffracted intensity on the CCD can be derived in a manner similar to (2.37). The
result is
I(x' y'_ (W - OF) rect y 2 (L x' - (2.39)
Ix = rect 2Fa6/f 2 ) (2bF/f sic ( F
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where Ib = I(x' = 0,F, y') is the peak intensity produced by the probe. We note that
(2.37) is the response to a defocused point source whereas (2.39) is the response of a
defocused line source.
2.2.2 Depth resolution
We now calculate the longitudinal PSF of the PR system with an integrating detector
and 3D scanning (method 1 of section 2.1.2). The calculation proceeds as follows:
First we integrate the diffracted intensity (2.37) with respect to the detector coordi-
nates (X', y'). Then we normalize to the peak Bragg-matched power 1, received when
the probe is in focus. The result is
Id 1 27r 1 2 aLsno
= -- jd dp p sinc2 ( sinOs p sin #) (2.40)
Io JO Af2
So far, all the derivations were performed using angles, distances and wavelength of
light measured inside the holographic material of refractive index n. The corrected
PSF for quantities measured in air is
Id 1 27r 1 2 aLsi e
- - _ do dp  sinc2 Sinos6 psin ) , (2.41)
I" r J O nA f
(Note that in the SR case there was no residual n entering the free space formula.)
Fig. 2-16 shows theoretical and experimental plots of the PSF as function of
defocus 6 for NAs 0.07, a = 3.5 mm, f = 50.2 mm and 0, = 12' inside the hologram.
In both experiment and simulation, the hologram was recorded in a 2mm thick Fe-
doped LiNbO 3 crystal (n - 2.2). Both the experimental and theoretical curves yield
a AZFWHM '1.7 mm.
The trend of longitudinal resolution AZFWHM vs working distance d is computed
directly from the PSF expression. In this case, we select the focal length of the
objective lens such that f = d, and from the scaling factors in the argument of the
1I would like to thank Wenyang Sun for deriving the PSF in air
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Figure 2-16: Longitudinal PSF for PR-VHI.
integrand in (2.41) we find
GPRf2
AZFWHM - a (2.42)
aL
where GPR is a factor that depends linearly on 9.. Numerical regression on (2.41)
gives
GPR (2.43)
Os
It is possible to exploit the straight line degeneracy of PR-VHI and use a CCD
camera to acquire information one slit at a time in way similar to method 2 of sec-
tion 2.1.2. If a reflective object is illuminated by extended monochromatic light as
shown in Figure 2-18, the y-degeneracy allows the PR VH to image an entire strip
along the degenerate y direction.
The depth and lateral resolutions for the line readout follow a trend similar to
that observed for a point source readout on account of the similar scaling factors
in equations (2.37) and (2.39). However, the depth resolution for the line readout
method is poorer than the same optical system with the point readout method. This
is shown in Fig. 2-17 which compares the longitudinal PSFs when the same PR-VHI
system is probed first with a point and then a line source. A similar degradation is
observed in confocal microscopy when the confocal pinhole is replaced by a narrow
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Figure 2-17: Depth resolution degrades slightly when using a line readout as opposed
to a point readout. The PR-VHI system had an objective lens with f = 50.2 mm and
a = 5 mm; 0, = 250. The volume hologram was 2 mm thick crystal of LiNbO 3 with
diffraction efficiency q = 5% recorded using a doubled Nd:YAG laser with A = 532
nm.
slit.
As mentioned earlier, PR-VHI is completely shift invariant in the y direction
unlike SR- VHI, which results is a different crescent for each degenerate point. We
now examine two situations and examine which method (SR or PR-VHI) would prove
more beneficial.
1. The reflective object shown in Fig. 2-18(a) has surface features of size Az <
AZFWHM. In this case, an SR-VHI system would result in an image with several
weak crescent shaped defocus blurs and a bright Bragg matched slit. This image
can be easily be processed (e.g. by deconvolution or iterative methods) to give
an accurate representation of the surface. On the other hand, the PR-VHI
system finds it difficult to distinguish between the surfaces because the smaller
surface features and the straight degeneracy results in the slit of the out-of-
focus surface appearing almost as bright as the slit of Bragg matched surface.
Hence, a SR-VHI system employing method 2 is preferred in this case.
2. The reflective object shown in Fig. 2-18(b) has surface features Az > AZFWHM-
In this case, the SR-VHI image consists of a thick band of crescents (arising
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Figure 2-18: VHI by exploiting the y-degeneracy by using a camera at the detector
plane (a) Line scanning of object with small surface features (b) Line scanning of
object with large surface features.
from the large defocus blur) and the Bragg matched slit. This band makes
further image processing and deconvolution very susceptible to noise artifacts.
On the other hand, the large surface features ensure that the slit image out-
of-focus surface is much fainter than the Bragg matched slit. As a result, it is
preferable to use PR-VHI with method 2 in this case.
2.2.3 Design of the objective optics
We now revert back to our discussion on the resolution of PR-VHI employing an
integrating detector and discuss whether it is possible to improve depth resolution by
appropriate choice of objective optics. From (2.56) we observe that the AZFWHM Of
the PR-VHI system varies quadratically with f but only inverse linearly with a. This
is a significant difference compared to SR-VHI systems, where the dependence on the
physical aperture R of the hologram was inverse quadratic (see eq. 2.19). Below, we
show how to design objective optics for the PR case to exploit this property.
Consider the objective optical system shown in Figure 2-19. The first and second
principal planes of this system are denoted as PP 1 and PP2 , respectively. The working
distance d is measured between the object and the entrance pupil of the objective
optics. The radius of the entrance pupil is a. The effective numerical aperture of the
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Figure 2-19: Schematic for design of an objective optical system to obtain high depth
resolution at large working distances in VHI systems.
optical system is
(NA)bj - (2.44)
which is of course identical to (2.24).
The purpose of the objective optics is to illuminate the hologram with a collimated
beam when the object is in-focus, i.e. located exactly at d. Therefore, the front focal
length (FFL) must be equal to d. Let (EFL) denote the effective focal length of the
objective optics, and r the radius of the collimated beam. In the simplest case, the
objective optics is a single thin positive lens, as described in sections 2.2.1 and 2.2.2.
Then (EFL) = (FFL) = f = d and r = a.
For an out-of-focus object, eq. 2.42 can be rewritten in terms of (EFL) and r as
AZFWHM(PR) = GPR(EFL) 2  (2.45)
r x L
From Figure 2-19, we see that r = (NA)obi x (EFL) which on substitution in (2.45)
yields
AZFWHM(PR) NA 2 x L (2.46)
obj
In terms of the physical apertures, this expression can be rewritten as
AZFWHM(PR) = GPRrd2  (2.47)
a
2 
x L
This indicates that the quadratic degradation of AZFWHM(PR) with increasing d
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can be offset by reducing the physical size r of the collimated beam illuminating the
hologram. Equivalently, this is accomplished by designing the objective optics so that
PP 1 is as close to the probe as possible. An example of a standard optical system
with this property is a telephoto lens, which is analyzed in detail in the section 2.2.4.
A side-effect of making r arbitrarily small is that the ray bundle exiting the
objective optics would cease to behave like a plane wave. To make sure that this
does not happen, we need to place a lower bound rmin on r. A reasonable method
to calculate the lower bound is to ensure that the spread of the ray bundle due to
diffraction beyond the exit pupil and throughout the length L of the hologram remains
a small fraction of r itself. This leads to a condition of the form [2]
rmin C /A2L, (2.48)
where c is selected depending on the amount of diffraction that we are willing to
tolerate. For example, in the mid-visible range of wavelengths and for L = 2mm,
rmin ~ 100jm ensures less than 5% diffraction.
Replacing (2.48) in (2.47) we find that the best achievable depth resolution
AZFWHM(PR)opt for PR-VHI varies as
AZFWHM(PR)opt GParmxind . (2.49)
a 2 x L
Therefore, the resolution of the optimized PR-VHI system still degrades quadrati-
cally with working distance d, but the objective optics provide a favorable (reduced)
constant of proportionality by a factor rmin/a compared to the value without objective
optics.
It is also possible to design objective optics for PR-VHI such that the resolution
degrades with d at a rate slower than quadratic, e.g. linear or even constant. This
is accomplished by using zoom optics in the objective to vary r as function of d. For
example, if we maintain r oc d- 1 then we obtain AZFWHM~ d. However, because of
the constraint on the minimum allowable r, the sub-quadratic behavior is possible
only if we are willing to tolerate AZFWHM(PR) > AZFWHM(PR)opt.
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Before we conclude this section, it is worthwhile to summarize the different effect
that objective optics have in the SR and PR cases. In the SR case, the objective optics
permit the use of a smaller hologram for a given (NA).bj without any inherent gain in
longitudinal resolution. In the PR case, the objective optics move the effective focal
distance much closer to the object than the actual working distance d. Therefore,
resolution is improved by as much as rmin/a, where a is the physical aperture of
the objective optics and rmin, the minimum allowable collimated beam diameter.
Immediately below we quantify these differences for the specific case of a PR-VHI
system implemented with a telephoto lens.
2.2.4 Design of telephoto objective optics for PR-VHI sys-
tems
ObjectH
VH (FFL)=(EFL)=f
PP Pg
(a)
Object
- VH
(EFE)
d=(FFL)
PPP
(b)
Figure 2-20: Appropriately designed objective optics can improve the AZFWHM Of
a PR VHI system. (a) PR VHI schematic without objective optics (b) PR VHI
schematic with objective optics.
To analyze objective optical systems, we consider a system similar to the one
depicted in Fig. 2-20 and use the generalized ray-tracing matrix representation [17]
M= M1 1 M12l
M 21 M 22
(2.50)
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The key parameters determining resolution and working distance are then given by
1
M (E - (2.51)(EFL)
and
M -(EEL)M EL) (2.52)(EFL)
A telephoto system comprises two lenses of focal lengths fi, f2, with f2 < 0. The
lenses are separated by distance t. For the matrix elements M11 , M12 specified by
(2.51-2.52), the focal lengths are selected as
fi = Milt (2.53)
M11 - 1 -M12t
f2 1 . (2.54)1 - M11
The separation t is selected to locate PP 2 immediately behind the second lens (other-
wise the rmin requirement becomes more stringent.) PP 2 is exactly on the second lens
if t = fi, so in practise we select a slightly higher value for t. It should be noted that
the same improvement in resolution can be accomplished by use of a demagnifying
telescope or other optical systems; yet the telephoto is one of the most compact and
widely available implementations.
Fig. 2-21 shows that a telephoto system can be used to increase the working
distance without any degradation in the AZFWHM for PR-VHI. The stand alone PR-
VHI system had (NA)bj J 0.08 using a collimating objective lens with d = f = 50
mm and radius a = 4 mm to record the hologram and 0, = 12'. The telephoto system
comprised of two lenses with fi = 250 mm and f2= -25 mm separated by a distance
t = 500 mm. The object was placed at a working distance d =(FFL)= 500 mm in
front of the positive lens which had an aperture a = 12.7 mm. Thus, for the telephoto
system, (NA)obj a 0.025. The actual size of the recorded hologram was r = 2 mm
and 0, = 12'. It is seen that both PSFs have the same AZFWHM ~1 mm despite the
fact that the stand alone PR-VHI system has working distance d = 50 mm and the
telephoto PR-VHI system has a working distance d = 500 mm.
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Figure 2-21: An appropriately designed telephoto system can improve working dis-
tance d without any degradation in the resolution. PSFs for stand alone PR VHI
system (dashed line) and telephoto PR-VHI system (solid line) show that both sys-
tems have AZFWHM 1 mm for d = 50 mm and d = 500 mm respectively.
(EFL)
(FOV) a Telephoto
a system
d=(FFL) Chief ray
PP, PP2
Figure 2-22: Calculation of FOV for telephoto PR VHI system, the chief ray makes
an angle a with the optical axis.
For the telephoto system, the hologram must be placed at the the second principal
plane PP 2 of the system. When we image using method 2 (line-scan), an additional
consideration for the size r of the collimated beam is that it acts as a field stop. To see
why, consider Figure 2-22, where the hologram is placed sub-optimally at a distance
b behind PP 2 . The field of view (FOV) of this telephoto system is
(FOV) - 2r(EFL) (2.55)
Thus it is beneficial to select b as small as possible to fully utilize the parallelism of
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method 2.
2.2.5 Experimental validation
*
Aperture size (mm)
(a)
to"O
Object distance (mm)
(b)
Figure 2-23: (a) Theoretical (solid line) and experimental (crosses)
fixed f and L, confirming the inversely proportional relationship to
(b) Theoretical (solid line) and experimental (crosses) AZFWHM VS
L, confirming the quadratic dependence on f.
AZFWHM vs a for
(NA) in this case.
f for fixed a and
We numerically integrated equation (2.41) for different values of a, L and f and
fit the numerical data to the equation
GPRAf 2
aL
(2.56)
where GPR is a factor that depends linearly on 0,. For O= 13.60 (signal beam
angle inside the hologram), a least-squares fit yielded GPR 9.3. We performed
a series of experiments to determine the experimental value of GPR in the identical
geometry, and found experimental GPR = 10.09 as shown in Figure 2-23. The small
disagreement with the theory can be explained due to aberrations in our experimental
system that were not accounted for in our paraxial theory.
Fig. 2-24 compares the theoretical and experimental diffraction patterns captured
on a camera for a displacement of 6 = 8 mm from Bragg match. A collimating
objective lens of focal length f = 50.2 mm and radius a = 3.5 mm was used to record
the hologram. The signal beam was inclined at an angle 6, = 120 inside the hologram
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Figure 2-24: Theoretical and experimental diffracted patterns on CCD for PR VHI
with a point source displaced J = 8 mm from Bragg match.
and the Fourier transforming lens had a focal length F = 63.9 mm. We see that the
experimental and theoretically predicted diffracted patterns match well. Again, pixel
saturation results in the experimental degeneracy line being slightly thicker.
Fig. 2-25 presents line scan (method 2) PR VHI images of the "MIT" artifact
which is shown in Figure 4-2(a). For the imaging experiments, we employed 2D
scanning using two orthogonal Newport CMA-25CCCL actuators and a CCD camera
to acquire images of the object one slit at a time by exploiting the straight line
y-degeneracy of PR VHI. The entire experimental setup for image acquisition was
controlled via MATLAB. The experimental setup was identical to the one described
with reference to Figure 2-24. Fig. 2-25(a) is a PR image of the object with the
surface of the letter M located at the Bragg matched height. As a result, the letter M
appears brightest. The letters I and T are 2 and 4 mm away from the Bragg matched
location and thus appear progressively darker. Fig. 2-25(b) is the PR VH image with
the surface of the letter I located at the Bragg matched height. Note that the letters
M and T appear equally dark. Fig. 2-25(c) is the PR VH image with the surface of
the letter T located at the Bragg matched height, note that the letters I and M now
again appear progressively darker 2 . To quantify the Bragg mismatch, we define Pi,
to be the average intensity of the letter i when the letter j is at the Bragg matched
location. The average values of the intensity are given in Table 2.1.The corresponding
2These experiments were conducted by me and Wenyang Sun and I would like to thank him for
his assistance
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ratios are given in Table 2.2, which are in good agreement with the estimates from
the PSF calculation and experiments (Fig. 2-16).
(a) (b) (C)
Eu.o
8.4 mm
Figure 2-25: PR VH images of the fabricated letters MIT placed 50.2 mm away from
the entrance pupil of the system. (a) is the actual CAD rendering of the object, (b)
is a PR volume holographic image of the object obtained by a ID scan with surface
of the letter M being placed at Bragg matched location, (c) is an image of the object
obtained by a ID scan with surface of the letter I being placed at Bragg matched
location and (d) is an image of the object obtained by a ID scan with surface of the
letter T being placed at Bragg matched location.
Finally, Fig. 2-26 presents PR VHI images of the same object with use of telephoto
objective optics. The telephoto consisted of a thin positive lens of focal length fi
250 mm separated from a thin negative lens of focal length f2 = -25 mm by a
distance t = 500 mm. The object was placed at a working distance d =(FFL)= 500
mm in front of the positive lens which had an aperture a = 12.7 mm. The actual
size of the recorded hologram was r = 2 mm. From the PSF of Fig. 2-21, we see
that the collector optics allow us to achieve a AZFWHM 1 mm for an object located
D = 500 mm away. Fig. 2-26 shows a progression of images referenced at the three
characteristic heights of the artifact similar to Fig. 2-25. The average powers and
power ratios are given in Tables 2.3 and 2.4 respectively. Again, good agreement
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Measured Intensity Measured Intensity Measured Intensity
PM,M 10.6 ± 0.13 PM,= 2.51 + 0.25 PM,T 1.80 t 0.24
P1,M 2.05 + 0.28 P 1,1 = 9.21 + 0.14 PIT 2.05 + 0.31
PT,M 1.89 i 0.27 PTI = 2.18 ± 0.29 PT,T 9.59 + 0.13
Table 2.1: Measured intensity values for stand alone PR VHI (a.u.).
Measured Intensity Measured Intensity Measured Intensity
P =m - 0.19 + 0.05 MI= 0.27 + 0.04 = 0.19 ± 0.05
- F'M I _ PT.T
PT,M -T,I I,T .1±00F'M- 0.17 + 0.03 LL-,= 0.24 ± 0.07 ', 0.1±.4PMM fiI PTT
Table 2.2: Ratios of intensity values calculated from Table 2.1.
Measured Intensity Measured Intensity Measured Intensity
PMM 10.3 ± 0.14 PM,1 2.06 ± 0.28 PM,T 1.50 ± 0.24
Pi,m 1.96 ± 0.35 P 1,1  9.83 + 0.16 P1,= 1.89 t 0.35
PT,M = 1.55 ± 0.3 PTI = 2.00 ± 0.33 PT,T = 9.40 ± 0.15
2.3: Measured intensity values for PR VHI with telephoto system
Measured Intensity Measured Intensity Measured Intensity
=Pm 0.19±0.07 = 0.21 ± 0.04 T 0.16 ± 0.05
M=- 0.15 ± 0.04 FT,= 0.20 + 0.07 T 0.20 ± 0.05
T'M Pi PTT
Table 2.4: Ratios of intensity values calculated from Table 2.3.
(a.u.).
with the PSF data of Figure 2-21 is observed. The corresponding ratios, given in
Table 2.4 are also in good agreement with the estimates from the PSF calculation
and experiments (Fig. 2-21).
2.3 Exploiting a-priori object information to en-
hance depth resolution
We have seen that the optimal depth resolution for PR-VHI is given by (2.49). This
is a worst case result applicable when we do not have any prior information about
the object being imaged. In many cases, such as surface metrology and inspection
applications, prior information is available and can be utilized to yield improved
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Table
(a) (b) (c)
8.4 mm
Figure 2-26: PR VH images using collector optics of the fabricated letters MIT placed
500 mm away from the entrance pupil of the system. (a) is a PR volume holographic
image of the object obtained by a ID scan with surface of the letter M being placed
at Bragg matched location, (b) is an image of the object obtained by a ID scan with
surface of the letter I being placed at Bragg matched location and, (c) is an image of
the object obtained by a ID scan with surface of the letter T being placed at Bragg
matched location.
resolution. For instance, most microchips and MEMS devices have only flat surface
features of various heights since silicon manufacturing technology is predominantly
planar.
Consider the case when the object is known to consist only of flat surfaces, as
shown in Fig. 2-27. A PR-VHI system can obtain a surface profile of the object by
a complete point/line scan as described in section 2.2.2. The direction along which
scanning is done has a significant bearing on the system's longitudinal resolution [83].
In Fig. 2-27(a), the object (or equivalently the PR-VHI sensor) is scanned such
that both the longitudinal scan direction and the angle of incidence of the active
illumination is parallel to the optical axis of the sensor. In this case, the resolution of
the system is indicated by the dashed ellipse. Notice that the quadratic dependence
of depth resolution results in the depth resolution (Az) being poorer than the lateral
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Figure 2-27: (a) PR-VHI metrology system at normal incidence (b) Inclined PR-VHI
system to exploit a-priori object information.
resolution (Ax).
However, we can take advantage of the fact that the object consists only of flat
surfaces by altering the scan direction. This is shown in Fig. 2-27(b). The object
with flat surfaces is scanned in a direction inclined (or equivalently the PR-VHI sensor
and/or the active illumination direction are inclined) at an angle # with respect to
the optical axis. The depth resolution of the PR-VHI system along the optic axis
is still Az, but since the surfaces of the object are inclined at an angle # with the
axis, the PR-VHI can resolve lateral features of size a Ax cos o and surface height
features - Ax sin #. In other words, the superior lateral resolution (the width of the
Bragg slit) manifests itself as an "apparent" depth resolution of the object's surface
features. It is important to note that this benefit is possible only because we know
the nature of the object surface and are using this knowledge. Note that an inclined
(non-flat) surface would reflect the incident active illumination in a different direction
and no light would enter the PR-VHI system.
Figure 2-28 compares the resolution between a PR-VHI system imaging a flat
surface for the case of scanning the object along the optical axis and scanning the
object at an angle # = 300 inclined with respect to the optical axis. Notice that the
inclined sensor has much better resolution on account of the sinc squared envelope
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imposed by the Bragg selectivity of the volume hologram.
0.9 I
0.7-
0.4 -
0.1 -
-
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-2 -1.5 -1 -0. 0 0.d s 1. 2
Axial displacement (mm)
Figure 2-28: Depth resolution improves by taking advantage of a-priori object infor-
mation. The PR-VHI sensor had f = 460 mm, a = 5 mm and F = 50.2 mm for the
same LiNbO3 crystal used in Fig.2-17.
2.4 PR-VHI using broadband illumination
We now derive the properties of a PR-VHI system when it is read out by illumination
of wavelength that is different from the one used to write the volume hologram. In
this case, the setup is still the same as described in section 2.2.1 i.e. the volume
hologram is the 3D interference pattern of two mutually coherent planar beams; a
normally incident reference beam and a signal beam that is inclined at an angle
0, < 1 rad with respect to the i-axis. The recording wavelength is Af. All angles
and wavelengths are measured inside the volume hologram that is assumed to have a
refractive index n and is L units thick.
The reference beam Ef(r) can be written as
Ef(r) = exp i27r-. (2.57)
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The signal beam E,(r) can be expressed in the paraxial approximation as
E,(r) exp {i27r ( - + i27r0s-}. (2.58)
= ep2) Af z f
The volume hologram is the recorded 3D interference pattern of the reference and
signal beams. It is stored as a weak modulation AE(r) cx lEf + ES2 of the dielectric
constant. The Bragg matched term of the modulation is given by
Ae(r) = exp <7 (xOs - z- V. (2.59)
Af 2
For the purpose of this derivation, we will assume that the hologram has infinite
lateral extent.
The readout procedure is also exactly the same as described in section 2.2.1.
An objective lens of focal length f and aperture a is placed in front of the volume
hologram to collimate the field arising from a probe point source located at rp =
(xP, yp, zP) and is emitting at a wavelength AP. If a probe of wavelength AP = A is
placed at the Bragg matched location (0, 0, -f), then the objective lens can perfectly
collimate the probe and a normally incident probe beam is incident on the volume
hologram. The volume hologram would then diffract a continuation of the signal
beam, i.e. a plane wave propagating in direction 0,. A Fourier transform lens (of
focal length F) that is placed behind the hologram focuses the diffracted plane wave
onto the detector. However, if the probe is not exactly Bragg matched, then the
objective lens can no longer ensure that the field input to the hologram is a normally
incident plane wave. In this situation, only the Bragg matched components of the
input field are diffracted by the hologram.
To examine the effect of Bragg mismatch, we still use the "transfer function" [95]
approach. The 3D Fourier transform of the dielectric constant modulation AC evalu-
ated at k, - kd, i.e.
A(kP, kd) = S jA(r) -exp {i(kp - kd) - r} d'r (2.60)
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specifies the spatial response of the hologram to a single spatial frequency in the in-
put field. Hence, it can be thought of as the spatial frequency response, or transfer
function, of the volume hologram. In (2.60), S is a constant determined by the polar-
ization and index modulation; our analysis will normalize the diffracted intensities, so
this factor can be ignored. Under the paraxial approximation, the probe wave vector
is
1A2 (fX2 + 2 )kP = 27r f +fyy+ + ( -+ f2 (2.61)
AP 2
In (2.61), fx = cosOx/AP and fy = cosO y/A are the spatial frequency components of
the input probe field. O, and OY represent the angle that the plane wave component
makes with the i and yi axes respectively.
Similarly, because of the Fourier lens, we can express the diffracted wave vector
in the paraxial approximation as
kd = 2ir (jF+ / S T+ (X 2 F ) ) . (2.62)
In (2.62), the spatial frequency components x'/APF and y'/ApF are defined based on
the detector coordinates (X', y'). For the planar reference hologram of infinite lateral
extent and thickness L described in (2.31), A(x'/ApF, y'/ApF; fx, fy) is given by [90]
(APF' ; 2, f- = + f9 - (f P
(12+ y'2) (f) + 2) 082
sinc (L 2APF 2  2 ) 2Af)) (2.63)
Eqn. (2.63) can be used to calculate the spatial spectrum of the diffracted field
Ed if the spatial spectrum of the input field E, is known according to
E4d (j I ) (fx, fy)A (I/ 1 ; fx, Y dfxdfy. (2.64)
We first examine the response of a probe source emitting at a wavelength Ap
located at the front focal plane of the objective lens. It will be convenient in the later
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part of the analysis to define a normalized wavelength parameter
P = P (2.65)AW
It is possible to Bragg match this probe source [89] on account of the wavelength
selectivity property of volume holographic gratings. To Bragg match the hologram,
a probe beam must be displaced in the x direction by an amount x that depends on
p as can be seen from (2.63) and (2.64). This probe is then called Bragg-degenerate.
The required displacement is
X Os( 
.) (2.66)f 2
Based on (2.63) and (2.66), a Bragg-degenerate probe is mapped on to a specific
location x' on the detector that satisfies the relation
X/ Os(l + p) (2.67)
F 2
The planar reference hologram is also degenerate in the y direction [90]. As a result,
the volume hologram can image a slit in the Bragg plane. From (2.67), we see that
the volume hologram can also simultaneously map different spectral frequencies onto
different locations on the detector plane. As a result, the planar reference volume
hologram can be used to design a real-time spectrum analyzer based on the dispersive
properties of the volume holographic grating. This is discussed further in section 4.3.
We now examine a probe source that is axially displaced by 6 from the Bragg
matched location (2.66). Therefore, the objective lens can no longer collimate the
probe field. Instead, the field incident on the hologram is a spherical wave originating
at the virtual object position
f(f -6) f2Z = ~ (2.68)
for 6 < f. Only the on-axis Fourier component of this spherical probe is Bragg
matched; therefore, the overall intensity diffracted from the hologram is reduced.
89
The analysis of the diffracted field is done in manner similar to [90] by using Weyl's
identity to define the spatial spectrum of a spherical wave and using equations (2.63)
and (2.64). The observed diffracted intensity on the detector is
~ circ sinc 2 LA (/ os(1+ ) (2.69)
Ib Faolf2 AP (F 2'
where Ib - I(x' = 0,F, y' 0, 6) is the peak intensity produced by the probe and
Ii 2 = [x F(s(1 + p) 60s(I -- ') 2 + )2 (.0
2 2f
represents the geometrical image of the aperture of the objective lens (equivalently,
the defocused image of the probe) outside which the diffracted power is approximately
zero. It is interesting to note that when A, = Af, i.e M = 1, the Bragg slit remains
centered inside the geometrical image of the aperture for all 6. However, if p / 1, the
center of the defocused spot changes with 6 according to (2.70), and the Bragg slit
appears to move relative to the disk. This phenomenon has a significant effect on the
depth resolution of a broadband PR-VHI system, which we discuss in section 2.5.
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Figure 2-29: Setup for experimental verification of diffracted field for two color readout
We now present experimental verification of the theoretical analysis discussed
above. Fig. 2-29 shows a schematic of the experimental setup used. The objective
lens had focal length f = 50.2 mm and aperture a = 4 mm, the fourier transforming
lens had F = 75 mm, the volume hologram was recorded in a 2 mm thick crystal of
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LiNbO 3 using a doubled Nd:YAG laser (Af 532nm) with a normal reference beam
and signal beam inclined at 0, = 0.2 rad; the diffraction efficiency of the hologram
was ~ 5% and the camera used a JAI CV 235 industrial CCD with pixel size = 9pm.
The PR-VHI system was read out in turn by two probe sources. The first probe was
emitting at A = 532 nm; it was created by focussing the light from the Nd:YAG
laser and was Bragg matched on-axis. The second probe was emitting at Ap = 632.8
nm; it was created by focussing the light from a 20 mW He-Ne laser and the Bragg
matched location was displaced off-axis as specified by (2.66). When the PR-VHI
system was read out with 6 = 0, both probe sources gave rise to focused images on
the CCD. The location of the images was specified by (2.67) with I, = 1 for the
green probe and p2 = 1.19 for the red probe. This is shown in Fig. 2-30(a). The
focused images are separated by 1.42 mm, consistent with (2.67). When the probes
were defocused by 6 = 4 mm, the diffraction patterns on the CCD were specified by
(2.69). This is seen in Fig. 2-30(b). The diffraction pattern arising from the on-axis
green probe remains symmetric with the Bragg slit centered within the defocus disk.
However, the Bragg slit for the off-axis red probe is no longer centered within the
disk and shifts by 117tm as predicted in (2.70).
2.5 Depth resolution of PR-VHI under broadband
illumination
We still define the depth resolution for a broadband PR-VHI system as the FWHM of
the longitudinal PSF measured by an integrating detector placed behind the volume
hologram. For a monochromatic PR-VHI system, the normalized PSF has been
calculated as (2.41),
ITd 1 27r aL sin 0,6
-= f d# dp p sin2 ( n psin # , (2.71)
I 0 o Af2
where I, represents the peak Bragg matched power at 6 = 0. The depth resolution
AZFWHM for a monochromatic (wavelength = Ap) point source located at the Bragg
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Figure 2-30: Experimentally observed diffracted field for readout using two mutually
incoherent Bragg matched point sources emitting at Ap = 532 nm and Ap = 632.8
nm. (a) Defocus 6 = 0 (b) 6 =- 4 mm. All lateral dimensions are in mm.
matched position specified in (2.66) is [90]
AzFWHM -.42A (2.72)
a~sL
All the variables in (2.72) have been defined in section 2.4. In addition to the
wavelength dependence Of AZFWHM specified in (2.72), the depth resolution for the
monochromatic source with p = 1 is also effected by the fact that the Bragg slit does
not remain centered inside the defocus disk as 6 changes (2.70). This results in the
wavelength-normalized PSF for M : I being slightly narrower than the P = I PSF.
This effect is extremely small as shown in the theoretical curve of Fig. 2-31(a). The
narrowing effect was not observable in our experiments with the red and green probes
(see Fig. 2-31(b)) described in section 2.4.
Now consider a broadband probe source of spectral profile S'(Ap). We can trans-
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Figure 2-31: (a)Percentage change in wavelength-normalized AZFWHM as a function
of normalized wavelength p. We note that the PSF narrowing effect is very small and
can be neglected for most practical purposes as seen in (b) Experimentally observed
longitudinal PSFs for the two point sources described in Fig.2-30.
form S'(Ap) and express it in terms of the parameter y defined in (2.65) to obtain
the new spectral profile S(p). Let us assume that the spectral profile is centered at
pc and has bandwidth 2Ap. Since the probe source is emitting over a broad range of
wavelengths, it can simultaneously illuminate several Bragg slits (each corresponding
to a particular wavelength) of the PR-VHI system. From (2.66), we see that the
broadband probe source can be placed over a range of off-axis locations
Xc ±AX = ft( - li) f ,OAP (2.73)
2 2
and still Bragg match the hologram. In other words, the field of view (FOV) of the
probe source increases with illumination bandwidth. A monochromatic point source
p = constant can be Bragg matched and is visible only at one location on the object
focal plane. However, a broadband source pc ± AM can be Bragg matched and is
visible over the range specified by (2.73). The observed diffracted pattern IBB( , Y/)
for a broadband probe source can be calculated as a superposition of the diffraction
patterns arising from each spectral component of the broadband source, thats is
IBB WY)=fI(, ' )S()d- (2.74)
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Figure 2-32: Experimentally observed diffraction pattern observed for broadband
fluorescent object emitting at AP = 580 ±20 nm. (a) Comparing Bragg matched laser
AP = 532 nm and fluorescent source. (b) Fluorescent source stays visible for a large
lateral translation Ax' = 3 mm. (c) Bragg slit at 6 = 2 mm for the fluorescent source
is wider than the laser Bragg slit.
The diffraction pattern for a fluorescent broadband source is shown in Fig. 2-
32. The probe was emitting at a bandwidth 580 ± 20 nm. the setup was similar
to the schematic shown in Fig. 2-33(a). The volume hologram was a 200[pm thick
photopolymer manufactured by Aprilis Inc. It was pre-recorded using Af = 488
nm and provided by Ondax, Inc. The diffraction efficiency was / ~ 60%. Both the
objective and Fourier lenses had focal length 50.2 mm. Fig. 2-32(a) shows the observed
intensity for 6 = 0 when the hologram is read out using a monochromatic laser source
Ap = 532 nm and the broadband source with p ~ 1.19±0.04. Note that both generate
in-focus images. Fig. 2-32(b) shows the persistence of the diffracted intensity on the
detector as the broadband probe is translated in the lateral direction. Fig. 2-32(c)
shows the diffraction pattern for defocus 6 = 2 mm for both the monochromatic and
broadband probes. The monochromatic probe gives rise to a single Bragg slit specified
by (2.69). On the other hand, the broadband source gives rise to a wider Bragg slit
on account of the superposition of several spectral terms according to (2.74).
It is intuitive to expect that there is a price to be paid for the improved FOV
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offered by broadband illumination. This tradeoff manifests itself in a degradation
of the depth contrast of the broadband PR-VHI system when compared with the
corresponding monochromatic case.3 Consider the schematic of Fig. 2-33(a). We
assume that the on-axis probe simultaneously emits two different wavelengths: a
Bragg matched component M, = 1 and a Bragg mismatched term P2. The PSF of the
pi component follows exactly the same pattern as (2.41). This PSF is shown by the
solid curve in Fig. 2-33(b). The maximum diffracted power is observed at 6 0.
L Volume
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Objective Collector plae xi
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Figure 2-33: Depth resolution under broadband illumination. (a) Simulation setup
used, the object is assumed to emit at two discrete wavelengths Ap,, = 532nm and
Ap,2= 540nm, a 12.7 mm, f = 50.2 mm, L = 2 mm and 0, = 30' (b) Theoretical
PSFs: Solid line p= 1; dashed line p = 1.015; the dotted line is the incoherent sum
of the two PSFs and is broader than the monochromatic PSF.
The p2 component behaves differently. At 6 = 0, this component is Bragg mis-
matched and hence the diffracted power is very low. The defocus disk is centered at
(0,F, 0) on the detector plane. Its radius Ir'I depends on 6 as
|/' = (2.75)
f 2
The Bragg matched slit corresponding to P2 is located at
FOs(p 2 + 1)X = . (2.76)2
3 Our colleague Chris Moser has pointed out that reflection geometry VHI might possibly be better
suited for high depth resolution broadband applications because of its high wavelength selectivity
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Thus, when
r' F00 (pu2 - 1)2r1 > , (2.77)2
the diffracted power on account of the P2 component starts increasing since a larger
portion of the defocus disk is Bragg matched. As a result, the PSF associated with
P2 peaks at 6 = 0.5 mm as shown by the dashed curve in Fig. 2-33.
The net diffracted power is the incoherent sum of both the spectral components
and is the dotted curve in Fig. 2-33. It is seen that the broadband PSF is wider than
the corresponding monochromatic PSF. The expression for the polychromatic axial
PSF is
I(6) JJIBB'(Xy')dx'dy', (2.78)
where IBB(X', y') can be calculated using (2.74). Thus, we see that a tradeoff exists
between the FOV and depth contrast of PR-VHI system. Figure 2-34 compares the
depth resolution of the monochromatic and broadband sources described in Fig. 2-
32. As expected, the wider Bragg window for the fluorescent probe results in poorer
rejection of out-of-focus light and results in a much broader longitudinal PSF for the
fluorescent probe.
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Figure 2-34: Comparing depth resolution for monochromatic and broadband illumi-
nation. The broadband PSF (dashed line) is broader than the monochromatic PSF
(solid line).
The experimental results of Fig. 2-35 depict surface profilometry using broadband
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VHI. Figure 2-35(a) shows a digital picture of the the object, the bottom chassis
of a toy car. When narrow band light is used to image the object, the FOV is
limited as shown in Fig. 2-35(b); however, the contrast between surfaces at different
heights, which is a measure of the depth resolution, is very high as shown in Fig. 2-
35(d). On the other hand, Fig. 2-35(c) shows the same object being imaged using
broadband illumination. The FOV of the system now incorporates the entire object
of interest and it is possible to take a one shot image of the object. However, the
depth resolution i.e. the contrast in between the surfaces at different heights has
deteriorated as a consequence of increasing the FOV. We estimated that the depth
resolution degraded by a factor of 2.8 (see Fig. 2-35(e))as the illumination bandwidth
was increased.
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Figure 2-35: Tradeoff involved in between field of view and depth resolution for
broadband VHI. (a) Object of interest is the bottom screw in the chassis of the toy
car. (b) & (c) The FOV for narrowband (green light with AA ~ 10 nm) illumination
is much lesser than that of broadband illumination (white light with AA ~ 120 nm).
All lateral dimensions are in mm. (d) Depth resolution, or equivalently the contrast
in between surface features at different heights is much better for the narrowband
illumination as also shown in (e) the theoretical PSF curves under narrowband and
broadband illumination.
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Chapter 3
N-ocular Volume Holographic
Imaging
We have shown previously in Chapter 2 that a volume holographic imaging system
utilizes Bragg selectivity to optically "slice" the object space and measure up to
four-dimensional object information with high resolution. In this chapter, we discuss
an imaging system with multiple volume holographic sensors that can significantly
improve the resolution for broadband objects located at long working distances. We
refer to this setup as N-ocular volume holographic imaging.
3.1 Resolution of PR-VHI systems
In this section, we go over the trends observed in the depth resolution for PR-VHI
systems. For resolution studies, we focus on two cases:
1. Imaging is done under conditions of monochromatic illumination with the imag-
ing/readout wavelength A = Af.
2. The illumination used for imaging is broadband with a spectral profile S'(Ap)
defined over a wavelength range A, ± AA.
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For an on-axis point source, we have estimated the FWHM of the longitudinal
PSF in section 2.2.2 to be
5.34Afd 2
AZFWHM OsaL (3.1)
In (3.1), d = f is the working distance of the PR-VHI system. Further, the lateral
resolution of the system corresponds to the width of the Bragg slit which is given by
AXB - 2Afd (3.2)
OsL
From (3.1), we see that the depth resolution of the PR-VHI system degrades quadrat-
ically with increasing object distance [82]. In section 2.2.2, we showed that the res-
olution can be optimized by appropriately designed objective optics for a particular
working distance. However beyond this, one is still subject to the quadratic degrada-
tion of resolution. A similar quadratic degradation is observed in most systems that
resolve longitudinal features [1]. In addition to this quadratic degradation, we have
also seen in section 2.5 that depth resolution also degrades with increased illumination
bandwidth. This results in very poor longitudinal resolution when imaging distant
objects with broadband VHI.
The lateral resolution, however, depends only linearly on the working distance as
shown in (3.2). Consequently, at long working distances, we can improve the depth
resolving ability of the PR-VHI system by exploiting the superior lateral resolution.
This can be done by using a priori object information [83] or by using multiple PR-
VHI systems to simultaneously image a single object in a manner similar to binocular
systems that perform triangulation [44]. We discuss this in section 3.2.
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3.2 Overcoming depth resolution degradation us-
ing multiple PR-VHI sensors and digital post-
processing
In the previous section, we have seen that for a PR-VHI system, a combination of
long working distance and large illumination bandwidth results in a loss of depth
resolution. In this section, we discuss one way to solve this problem by using multiple
PR-VHI sensors that are pre-configured to look at the object of interest from different
perspectives. The images from each PR-VHI sensor are then combined digitally to
obtain a high resolution 3D image of the object. This solution is inspired by stereo
vision [441, found in many animals as well as artificial machine vision systems.
However, there are several important differences between triangulation and the
multiple PR-VHI sensor setup. Triangulating systems need to establish correspon-
dence [96] between the location of a particular object feature on the multiple acquired
images (Many active triangulation schemes [97, 98] do not need correspondence, but
they require structured illumination). The Bragg selectivity and wavelength degener-
acy properties of volume holograms [65, 89] ensure that there is no need to establish
correspondence if the location of the PR-VHI system is known precisely. Moreover,
since multiple (N > 2) sensors might be configured to be looking at the same object,
it is possible to achieve N-ocular imaging. Below, we describe the working princi-
ple involved in improving the depth resolution. If two sensors, with their respective
optical axes forming an angle q3, are observing the same object, their PSFs are also
inclined relatively by the same angle. Provided that the sensors are oriented such
that their optical axes intersect, the location of the source of the diffracted light is
actually constrained to lie at the intersection of the volumes of the two PSFs (assum-
ing that the optical axis orientations are known). This means that the 3D location of
the light source is triangulated without the need for establishing correspondence. A
simple ad-hoc way to characterize the constrained system is to define its PSF as the
product of the individual PSFs. Hence, the resolution of combined system is better
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Figure 3-1: Theoretical performance of imaging with multiple sensors. (i) PSF of
single sensor. (ii) PSF of two sensors at # 900. (iii) PSF of three sensors at 45.
(iv) PSF of four sensors at 30 .
than the resolution of each individual sensor. The use of a product in the definition
is justified if we interpret the PSF as an "ambiguity volume." The point object may
be located anywhere within the ambiguity volume, with probability proportional to
the local value of the PSF.
Fig. 3-1 illustrates the successive improvements in resolution obtained as one
moves from a single sensor system to a system with multiple sensors. The most
significant improvement in resolution is obtained when comparing a single sensor to
two sensors that are mutually perpendicular to each other (i.e., at # = 90'). Be-
yond this, adding sensors improves the resolution only marginally. However, multiple
sensors can allow signal detection even when the depth resolution is very poor and
can allow for better over-constraining of an object location. In Fig. 3-2, we plot the
theoretical depth resolution against the distance of the object for 4 different cases.
The plots represent the expected depth resolution for N-ocular imaging assuming # is
the viewing angle available to look at the object. The AZFWHM is calculated by point
multiplication of individual sensor measurements. We note that for large working
distances, the depth resolution scales linearly with distance anytime N > 2 sensors
are used.
Fig. 3-3 is an experimental demonstration of improvement in PR-VHI resolution
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Figure 3-2: Theoretical depth resolution (FWHM) for different imaging geometries.
0 refers to the viewing angle available to the VHI sensors (except when 0=0, which
refers to a monocular system). The number of sensors is taken to be 4 and we plot the
expected value of the depth resolution for an arrangement of sensors from a uniform
probability distribution.
by use of two sensors at angle # 100 (limited because of lack of room on our optical
table). Despite the relatively small angle, the resolution of the binocular system
is still considerably better than the corresponding resolution for individual sensors.
Optimum 0 = 900 as was pointed out earlier.
We will discuss two N-ocular VHI configurations, namely, improving depth res-
olution for surface profilometry in section 3.2.2 and improving depth resolution for
imaging 3D objects in section 3.2.2.
3.2.1 N-ocular VHI for surface profilometry
We have seen that point multiplying intensity measurements taken from different
perspectives allows us to locate a point source more accurately than a single mea-
surement. However, point multiplication of the PSF for an extended object (many
point sources) would require a very high sampling rate to recover the object surface
from the data. Additionally, point multiplying PSFs tends to perform poorly with
noisy data. To solve this problem, we have devised a method to apply the theory of
inverse problems to the N-ocular VHI system which we describe below.
Let I(r) denote the intensity distribution of the object as function of the spatial
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Figure 3-3: Experimental PSFs for two individual sensors oriented at q$ 100 for
point sources located at different distances in front of the sensor.(a) 29 cm; (b) 45
cm; (c) 72 cm.
coordinate r in object space (r - Vs.) After passing through an arbitrary linear
optical system, the light intensity is transformed according to Hopkins' integral [1]
I(r') = h(r, r')I(r)d3 r, (3.3)
where h(r, r') is the incoherent impulse response of the system. The output intensity
I(r') is observed in an appropriate detector space, typically restricted to lie on a plane.
Equation (3.3) is a Fredholm integral equation of the first kind, which is commonly
encountered in inverse problems. It is generally known that these problems are ill-
posed because the kernel h(r, r') de-localizes the spatial contents of the source at the
detector space. Moreover, in the case of volumetric imaging there is a dimensional
mismatch between the object and detector spaces (3D and 2D, respectively.) The
obvious way around the mismatch is to discretize the problem and make sure that
there are at least as many intensity measurements available as desired samples from
the object intensity distribution. Additionally, we also recognize that all the obtained
object information consists of discrete data points. Thus, we assume that the source
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is also discrete.
To treat the discrete model, we form a vector I of object intensities, and a vector
I of intensity measurements. The intensity measurement vector should contain all
the measurements pertinent to the imaging task at hand. For example, in the case
of VHI, I is formed by all the point-wise measurements. The superposition integral
(3.3) then becomes a simple matrix equation
I = H I. (3.4)
In this description, element _H of system matrix H quantifies the contribution of the
k-th source Ik to the j-th measurement Iy. In the absence of noise, we could invert
the measurements to obtain the signal as
I H- I. (3.5)
However, noise in the measurements makes the inversion of equation (3.5) unstable.
To quantify the effect of noise on our measurements, we write the imaging equation
as
Im = HM Im + noise. (3.6)
In equation (3.6), the subscript m refers to the mth data set obtained from sensor
#m. For an N-ocular system, N such measurements are available to us. In addition,
we also know that since all the measurements correspond to the same signal (in
this case the depth of the object); therefore the solution to the inverse problem for
each of these measurements should yield the same solution. In other words, we
can concatenate the data from each individual sensor and express the result as a
single large vector M = [.. IT and H = [ ... HN IT. Writing the concatenated
equation, we see that
M = H I + noise. (3.7)
We can now solve for I as
I = _HPM. (3.8)
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Figure 3-4: Theoretical performance of 7-ocular iD sensor after post processing using
a pseudo inverse. The SNR of each measurement is 10. The sensors are oriented in
steps of 15~ starting at 00. The red curve indicates the original signal. It is seen that
the pseudo inverse solution (extreme right) returns the correct location of the source
whereas individual inversions do not.
In equation.(3.8), _HP (HTH)lHT is the pseudo inverse of H. The pseudo inverse
is a process that achieves a least squares error minimization to obtain the optimal
solution to the over-constrained system (3.7). Fig. 3-4 shows the behavior of the
inversion process for a iD signal in the presence of extreme noise. We see that the
inversion does not yield meaningful results for individual sensors. However, concate-
nating the measurements and performing a pseudo inverse on this vector yields the
exact location of the signal. Thus, we see that post-processing allows us to recover
object data beyond the nominal resolution limit (AZFWHM) of the system. Thus,
N-ocular VHI yield superior resolution and SNR compared to a single sensor.
3.2.2 N-ocular VHI for 3D Imaging
For a single source, it is sufficient to point-multiply individual measurements to obtain
accurate position information about the point object. A generic 3D object consists of
several such sources distributed over a volume. Our goal is to efficiently recover a 3D
image of the form I(x, y, z), i.e. a complete three dimensional intensity distribution
from the multiple VHI images. For such a 3D object, the point multiplication method
would require extensive scanning to obtain the 3D image. This is time consuming
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and we seek an alternate method that can efficiently recover the image with fewer
measurements.
x
Figure 3-5: Schematic of N-ocular VHI system. For illustration purposes, we have
depicted N = 3.
Figure 3-5 shows the schematic of an N-ocular PR-VHI system. For the purpose
of this paper, we assume that the sensor can image the entire 3D object of interest
without any defocus blur. For a simple camera, this assumption is equivalent to using
an objective optical system whose depth of field [17] is larger than the longitudinal
extent of the 3D object.
The Bragg slit of the PR-VHI system automatically eliminates the defocus blur in
the *c direction and leaves only the degenerate out-of-plane y direction susceptible to
defocus effects. Thus for VHI, the no defocus assumption is equivalent to assuming
that the objective optical system is chosen such that it eliminates the y' defocus.
Consequently, we will ignore the degenerate y direction in our discussion. Although
this assumption may not be strictly true, our experimental results demonstrate that
the effect of y defocus is negligible in practice. Alternatively, one could incorporate
a cubic or logarithmic phase mask [38, 99] into the volume hologram to deliberately
extend the depth of field and eliminate defocus. However, a detailed discussion on
wavefront coding techniques to extend the depth of field of volume holograms is
beyond the scope of this paper.
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In Fig. 2-33, we see that a broadband VHI system has very little Bragg selectivity
in the longitudinal direction i.e. the longitudinal PSF is almost flat with very little
drop of diffracted power observed with defocus. Consequently, it is not possible to
recover the longitudinal position of a broadband object by simply monitoring the
diffraction intensity on a powermeter. Thus the broadband VHI image is somewhat
similar to an image from a lens with large depth of field in the sense that an object
remains in focus with little change in image intensity over a long displacement.
However, the volume hologram and lens differ fundamentally in the way they form
images. A lens is a linear shift-invariant system [2] that can map an object plane
to an image provided certain conditions are satisfied (the lens-law for example). For
an achromatic lens, the imaging operation is independent of the wavelength of the
illumination and no color dispersion is observed in the image plane.
On the other hand, the Bragg selectivity of the volume hologram makes it strongly
shift-variant. Only Bragg matched sources are imaged in a PR-VHI system. Consider
a point emitting at a relative wavelength p. The point source has to satisfy a location
constraint [85
f = S .I (3.9)2
in order to be Bragg matched and visible to the hologram, which follows from equa-
tion 2.69. This Bragg matched source is then imaged by the PR volume hologram to
the detector location
, F~s (I + p)
x A . (3.10)2
Alternatively, one can say that a point sensor located at x' measures contributions
from all point sources along the line
x = fos I .x (3.11)
These contributions are dispersed according to (3.10). This is shown schematically
in Fig. 3-6.
Consider a broadband object emitting over a bandwidth I ± Ap. The broadband
108
fhollgrn
Figure 3-6: All voxels located along a line in the object space are mapped on to the
same lateral location on the detector.
illumination results in a band of lines
xc + Ax = O( li fOA, (3.12)
02 2 '
that are mapped to the detector locations
x'+ Ax' = FO, (1 - i~ . (3.13)
From (3.12) and (3.13), we see that the broadband PR-VHI has a larger lateral field
of view than the corresponding monochromatic PR-VHI sensor. Several lines similar
to (3.11), each corresponding to a different wavelength, are simultaneously mapped to
the detector to form a "Bragg rainbow." As a result of this, the broadband PR-VHI
images show significant color dispersion as different colors are mapped to different
detector locations [841. Further, this unique mapping method restricts the locus of
possible locations that can contribute to a particular measurement point x' to a single
line in the object space according to (3.11). This is shown in Fig. 3-7, where three
different wavelengths are simultaneously imaged by the volume hologram.
However, at least two lines are required to triangulate the location of a point
source. Thus, we need at least two PR-VHI sensors to determine a source location.
We will discuss a general system with N PR-VHI sensors available for imaging.
Fig. 3-8 is a simplified schematic of N-ocular VHI. We depict N 3 for illustrative
purposes. The object is assumed to be 2D with an intensity distribution I(x, z). We
would like to reiterate here that the l direction is degenerate and will be ignored
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Figure 3-8: Inversion scheme to reconstruct 3D object data from 2D VHI images.
throughout this analysis. Several y-slices can be recovered simultaneously by using
a detector array with several rows of pixels.
The point of intersection of the optical axes of the different PR-VHI sensors
is taken to be the origin 0 of the x - z coordinate system shown (Note that the
assumption that the optical axes of all the VHI sensors intersect at 0 simplifies our
analysis, but it is not necessary, as we discuss later). The optical axis of the jth sensor
is inclined at an angle 4O with respect to the x axis and the sensor is located at a
perpendicular distance dj from 0. The 1D detector array is aj units long and the
x'j axis is oriented along the detector array. The detector returns a ID measurement
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Figure 3-9: A broadband PR-VHI system measures the Radon transform of an object
along a direction specified by the inclination of the sensor.
Ij(xj) of the object.
Our goal is to recover the 2D intensity distribution I(x, z) from the multiple VHI
measurements. For this purpose, we choose an arbitrary point v' = (xi, z') in the
object and endeavor to recover the intensity P = I(x', z') of this point from the
ID VHI measurements j(x') for j =1 . . N. We will discuss two inversion schemes
suitable for this task in the following sections.
Inversion using the Fourier slice theorem
In this section, we discuss a scheme that performs 3D reconstruction by combining
multiple PR-VHI images via the Fourier slice theorem. As before, the degenerate yT
direction is neglected for this analysis. As mentioned earlier, the wavelength degen-
eracy of volume holograms ensures that all the voxels that lie at the same transverse
(x) location are mapped to the same pixel (x') location on the CCD. This is shown
in Fig. 3-9. If the longitudinal PSF of the VHI system is approximately flat over the
extent of the object of interest, we can see that the pixel located at (3.10) measures
a line integral in object space of point sources located along (3.9). This is exactly the
Radon transform of the 3D object for the jth sensor inclined at an angle (5j. Multiple
sensors measure the Radon transform in different directions. The actual structure of
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the object can be recovered by inverting the Radon transform data using the Fourier
slice theorem and the filtered backprojection algorithm [100].
We now present some experimental results to demonstrate N-ocular VHI imaging
and the accompanying 3D reconstruction. In the experimental setup used to imple-
ment N-ocular PR-VHI, the object of interest was placed on a computer controlled
rotational stage (A Newport M-URM150 precision motorized stage controlled by a
Newport ESP300 controller via Matlab). A single PR-VHI system similar to Fig. 2-
33(a) with f = 100 mm, F = 100 mm and a = 12.7 mm was used to image the
object. The volume hologram used was the same Aprilis photopolymer described in
section 2.5. We obtained PR-VHI images from different perspectives by rotating the
object and capturing the image on the CCD camera (This allowed us to use just a
single PR-VHI sensor to obtain the N-ocular measurements and also ensured that
the optical axes of the sensors always intersected). The object we imaged is shown in
Fig. 3-10(a). Two fluorescent beads emitting at a bandwidth A = 580 + 20 nm with
diameters 0.66 mm and 0.72 mm were separated by an aluminum spacer of length 2.91
mm. The beads were translucent while fluorescing and hence useful to experimentally
demonstrate 3D VHI. Figures 3-10(b) and (c) are sample VHI image captured by a
CCD camera. The inclinations were #b = 0' and c= 450 for the two images shown.
(a) (b) (c)
Figure 3-10: N-ocular PR-VHI of broadband objects. (a) The object of interest
consisted of two fluorescent beads of diameter 0.66 mm and 0.72 mm separated by an
aluminum spacer of length 2.91 mm. (b) and (c) are VHI PR-images of the object
at inclination angles qb= 0' and #c = 450 respectively.
Figure 3-11 shows the experimentally obtained reconstruction using measurements
from 7 rotation angles # = (0', 300, 600, 90', 120', 1500, 180') and the filtered back-
112
projection algorithm. The choice of 7 perspective views with angular separation 30'
between views was arbitrary. It would be interesting to study the tradeoff between
the quality of the 3D reconstruction and the number of perspectives used for various
SNR levels. However, such a study is beyond the scope of this discussion. Note that
the x - z "slices" of the reconstruction appear noisy because the filtered backpro-
jection algorithm amplifies higher spatial frequencies. A regularized backprojection
scheme can suppress these noise artifacts.
The separation in between the centers of the two beads that constituted the object
was A = 3.60 ± 0.02 mm. The margin of error is on account of the resolution of the
callipers that were used to measure the object. We chose to compare the separation
between the intensity centroids of the reconstructed beads with A as a metric to
evaluate the efficacy of the reconstruction method. We calculated the distance in
between the centroids of the beads in the 3D reconstruction to be 3.60 ± 0.01 mm.
The margin of error here corresponds to the size of a single voxel.
Thus, we see that the N-ocular PR-VHI sensor can accurately recover the 3D in-
tensity distribution. We note that although the metric described above may not neces-
sarily be the best method to describe the resolution of the N-ocular PR-VHI system,
we believe that it does help experimentally validate the ability of N-ocular PR-VHI
to resolve small object features. We are currently looking into other information-
theoretic metrics [92] to characterize the quality of the 3D reconstruction.
Inversion using least-squares optimization
We saw in the last section that the backprojection algorithm can be used to obtain a
3D reconstruction from multiple PR-VHI images. We saw that the reconstructions
were noisy because of the amplification of high spatial frequencies and thus more
perspectives are required for accurate reconstructions. In this section, we discuss a
least-squares optimization method to recover the object intensity. Consider Fig. 3-8
again. We limit our discussion to the PR-VHI sensor inclined at #1 for simplicity.
From the geometry, the lateral location j of point v= (Xi, 9) with respect to the
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Figure 3-11: 3D image of object shown in Fig. 3-10 using the inverse Radon transform
approach. (a) shows 5 slices through the object and (b) - (f) show the same slices
at y = 0, 0.25,0.5,0.75 and 1 mm side by side. All dimensions are in mm. The
separation between the centroids of the two reconstructed beads was calculated to be
3.6 ± 0.01 mm.
optical axis of sensor j = 1 is found to be
= cos 1 - z' sin #1. (3.14)
The wavelength degeneracy of the volume hologram ensures that sources along a
lateral line in the object space are always mapped to the same location on the detector
as specified by (3.11). Substituting, we get
x' = F~s(1 -f). (3.15)
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The intensity measurement corresponding to this particular location is
I , i'). (3.16)
We can calculate the measurement point and corresponding intensity for each of the
other (j # 1) sensors as
f =F s I -xicos #3f- zi sin # (3.17)
Zj =jF) s~f 0  )(3.18)
We take the desired intensity P to be the value that minimizes the mean square
error [100] of the different measurements
arg min [ z - 2Z (3.19)
This operation results in a least-square estimate for I(x', z'). This procedure is
repeated for all points to recover the entire 2D intensity distribution I(x, z).
It is useful to reiterate here that equations (3.17) and (3.18) are only valid because
the volume hologram automatically establishes correspondence by virtue of the wave-
length degeneracy. This approach would not work for a simple lens system without
establishing correspondence between multiple images prior to the inversion.
As we mentioned earlier, the assumption that the optical axes of the multiple
sensors intersect is not necessary. Sensors with non-intersecting axes still yield equa-
tions similar to (3.17), however in this case x7 needs to be modified by taking the
actual location of the optical axis into account. If the optical axis of the VHI sensor
is located at a perpendicular distance x from 0, equation 3.17 is rewritten as
1i= Fs I - x + (Xi cos j- zi sin #j) (3.20)
Figure 3-12 shows the experimentally obtained reconstruction of the object of
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Figure 3-12: The least squares inversion is able to recover the object shown in Fig. 3-
10(a) shows 5 slices through the object and (b) - (f) show the same slices at y
0, 0.25, 0.5, 0.75 and 1 mm side by side. All dimensions are in mm.
Fig. 3-10(a) using 5 rotation angles 0 = (0', 300, 450, 600, 900). The different perspec-
tives were obtained by angular scanning. The separation in between the centers of
the two beads that constituted the object was 3.60 ± 0.02 mm. We calculated the dis-
tance in between the centroids of the beads in the 3D reconstruction to be 3.59 ± 0.01
mm. Thus, we see that the N-ocular PR-VHI sensor can accurately recover the 3D
intensity distribution.
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Chapter 4
Volume Holographic Imaging
Systems
In this chapter, we demonstrate how a VHI system can be configured for diverse
imaging applications ranging from surface profilometry to real time hyperspectral
microscopy. We first describe various classes of imaging systems with particular
emphasis on their VHI implementation and we then present various VHI systems
that we have demonstrated and discuss each in detail.
4.1 Classification of VHI systems
A VHI system can be classified based on:
4.1.1 Type of object/illumination
The material properties of the object and the type of illumination determine the
nature of the image as follows:
1. Reflective surfaces are opaque. A system imaging a reflective surface typically
returns an image of the form {z(x, y), r(x, y)}. The function r specifies the
reflectivity of the surface as a function of the lateral coordinates (x, y). The
function z(x, y) is referred to as the surface "profile" of the object and the
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imaging instrument is called a surface profilometer.
2. 3D point scatterers consist of a several small point sources distributed over a
volume. A system imaging this object returns an image I(x, y, z) where the
function I specifies the scattering strength at object location (X, y, z). Fluo-
rescent particles suspended within a fluid are a good example of this kind of
object.
3. A 3D translucent/absorptive object has some refractive index and absorption
variation within the object volume. A system imaging this object would return
an image n(x, y, z) + ia(x, y, z) where n refers to the refractive index and a the
absorption coefficient at object location (X, y, z). Tomographic imaging systems
like MRI are used to image 3D absorptive objects.
Further, the nature of the illumination used for imaging can be classified as:
1. Active illumination relies on external sources to pump light to the object. The
imaging system collects the reflected/backscattered light for imaging.
2. Passive illumination schemes rely on either self-luminescence or ambient light
to provide the necessary illumination for imaging.
VHI can be implemented for all of these classes of objects and illumination as we
discuss later in section 4.2.
4.1.2 Single hologram / Many multiplexed holograms
The Bragg selectivity property of volume diffraction allows several gratings to be
multiplexed inside the same volume of the photosensitive material [65]. This means
that a VHI system can comprise
1. One single volume holographic grating that acts as a lens for imaging or,
2. Several gratings i.e several lenses multiplexed [101] within the same volume
element. Each of these gratings can independently process the optical informa-
tion; this reduces both the back end digital computation and the scanning time
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required. However, there is a tradeoff involved since the diffraction efficiency
decreases [102] as the number of multiplexed gratings increase.
We discuss both schemes later in section 4.2.
4.1.3 Single / Multiple VHI sensors in the imaging system
The resolution of VHI, like most other imaging systems, degrades [1] with increas-
ing object distance. Often, traditional lens based imaging systems use triangulation
methods to accurately determine depth information about objects even though each
sensor by itself can image only in 2D. In triangulation [44], several sensors image the
same object from different directions. The different images are combined geometri-
cally to yield a high resolution profile the object. A similar approach can be used for
VHI to offset the degradation of depth resolution by using multiple VHI sensors to
acquire different perspectives of the object of interest and improve image resolution
by reconciling these perspectives into one consolidated image. Thus, a VHI system
could comprise
1. A single VHf sensor to acquire the object information on its own or,
2. Multiple VHI sensors to acquire multiple perspectives of the same object. The
perspectives can be reconciled using various numerical techniques such as point-
multiplication of the individual point spread functions (PSFs), least squares
error optimization or an expectation maximization algorithm. We refer to this
setup as N-ocular VHI.
We discuss both single and N-ocular VHI schemes in section 4.2.
4.1.4 Type of objective optical system
A volume hologram is very sensitive to the incident illumination and diffracts only the
Bragg matched components of the illumination. Often, it is possible to manipulate
the illumination to Bragg match the hologram at different object distances by using
specific objective optical systems, for instance,
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1. Microscope objective optics placed in front of the volume hologram can configure
the VHI system to image objects at short working distances with very high
resolutions.
2. Telescope and telephoto objective optics placed in front of the hologram can
configure the VHI system to image objects at long working distances also with
high resolution.
We will discuss both microscope and telescope schemes in section 4.2.
4.2 VHI implementations
Volume holograms possess Bragg selectivity which helps a VHI system to optically
segment [5] the object space and selectively identify special attributes (for instance
spatial locations, spectral signatures etc.) of interest. We have previously [90] derived
the impulse response as a function of axial defocus for both SR and PR-VHI systems.
In chapter 2, we derived the diffracted field intensity as a function of the detector
coordinates for an SR-VHI system. The result was (2.14) and is rewritten here for
clarity
I(c',y';6) = (2-ra 26 27ra (X-'2 + c (X/2 + y'2 - (sf 2 )2 )L 2
= (c' - ___f2)2_+_y'2 sine
Ib(Osf2, 0; 6) Ad 2 ' Af 2  2Af22 (4.1)
Similarly, for a PR-VHI system the diffracted field intensity from (2.37) is
I(Osf, y'; 6) (~'-Of22+y2L6s ('
I(X"Y';=6) circ ( )2+0) sinc2  ( f - 0 . (4.2)
b (Os f2, 0; ) f 2 a/f 12A f2
The corresponding depth resolutions are:
AZFWHM(SR-VHI) =18 2 (4.3)
a 20.5L
and
5.34d 2 A
AZFWHM(PR-VHI) = aOL (4.4)
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VHI systems in several of the sub-categories mentioned in section 4.1 have been
designed based on the simple SR and PR-VHI models. We present a brief overview
and working principle for each implementation.
4.2.1 {Reflective object + Active illumination, Single holo-
gram, Single sensor, No objective optics}
d X f
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Figure 4-1: VHI for {Reflective object + Active illumination, Single hologram, Single
sensor, No objective optics}. An intensity detector monitors the beam by the SR
hologram diffracted while the object is scanned in 3D.
Figure 4-1 is the setup for stand-alone VHI without any objective optics. The
single volume hologram is recorded using a spherical reference and planar reference
beam that is inclined at an angle Os with respect to the optical axis. The origin of
the spherical reference is the Bragg matched location for the SR-VHI system. The
impulse response of the SR-VHI system is known [90] and the resolution has been
verified experimentally [90, 82].
The surface profile is recovered as follows: A laser beam is focused on the object
surface and the SR-VHI system captures the reflected light. If the focused spot
lies exactly on the object surface, the SR-hologram is Bragg matched and a strong
diffracted signal is measured. On the other hand, if the focused spot does not coincide
with the object surface, the volume hologram is Bragg mismatched and the diffracted
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signal is much weaker. The entire object surface is recovered by scanning completely
in 3D by moving the focused spot.
Figure 4-2 [90] presents SR VHI images of an aluminum artifact which we fabri-
cated specifically for this purpose. The artifact consisted of the three letters "MIT"
at different heights as a staircase with 2mm step size. "M" was the tallest letter and
"T" the shortest. A CAD rendering from the model used to machine the artifact is
given in Figure 4-2(a). 3D scanning was performed using three orthogonal Newport
CMA-25CCCL actuators and a Newport 2832C power meter, both controlled through
National Instruments' Labview software.
(a) (b)
E
E
8.4 mm
Figure 4-2: Experimental VH image of a fabricated artifact obtained using 2 mm
thick crystal of LiNbO 3 with diffraction efficiency qr-1~ 5% recorded at A = 532 nm.
The working distance d = 5 cm; a = 3.5 mm; Os = 30' and AZFWHM ~ 1 mm. (a) is
the actual CAD rendering of the object and (b) is a volume holographic image of the
object obtained by a complete lateral scan with surface of the letter M being placed
at Bragg matched location, which consequently appears to be bright.
Figure 4-2(b) shows a point-by-point scan using a pixel size of 100pm 2 of the
artifact at the reference height of the letter M (i. e., the surface of this letter was Bragg
matched during the scan.) The letters I and T are consequently weaker because they
were mismatched. To quantify the Bragg mismatch, we averaged numerically the
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intensities obtained experimentally over the entire bright part of the matched letter
M and compared with the corresponding values for the mismatched letters I and T.
We will denote these values as Pm, P and PT, respectively. From the experiment we
found Pm = (5.82±2.7) x I07, P1 = (1.35+0.67) x 10~ 7 , and PT = (0.79±0.25) x 10- 7.
The ratios
= 0.23 ± 0.22
PM
PT_
PM= 0.13 + 0.07
PM
are slightly higher compared to the estimates from the PSF calculation and experi-
ments of Figure 2-6. This is because point scanning is susceptible to surface irreg-
ularities on the artifact. At local rough spots, most of the scattered light does not
reach the detector. This effect is evident in the high values of standard deviation for
Pm, P and PT.
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Figure 4-3: VHI for {Reflective object + Active illumination, Single hologram, Single
sensor, Microscope optics}. The microscope objective collimates the light reflected
from the surface and an intensity detector monitors the diffracted beam as the active
probe is scanned with respect to the object.
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4.2.2 {Reflective object + Active illumination, Single holo-
gram, Single sensor, Microscope objective optics}
Figure 4-3 shows the schematic for VHI with microscope objective optics. A single
PR-volume hologram is used. The imaging is done by focusing laser light on the
surface of reflective object. The light reflected by the object surface is collected by a
microscope objective lens placed in front of the hologram. If the focused spot on the
surface lies at the front focal point of the microscope lens, the light is collimated and
a Bragg matched plane wave is incident on the hologram.
The detector monitors the diffracted beam from the hologram as the object is
scanned in 3D to recover the entire surface profile. Fig. 4-4 shows experimental
results for PR-VHI with microscope objective optics. The object is an analog tunable
MEMS grating. The grating was located at a working distance of d = 2 cm from the
microscope objective and the depth resolution for the system was AZFWHM 2,um.
(b)iIIIIMHRE20
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(C)
(a)
Figure 4-4: VH image of MEMS grating using microscope objective optics using the
same LiNbO 3 crystal but recorded with a normally incident planar reference beam
instead of the spherical reference. The microscope objective optics had a working
distance of d = 2 cm with a = 0.5 cm. (a) is a picture of MEMS grating being
imaged; the height difference in between the top and bottom of the reflective grating
is 24pam. (b) VH image with laser point focused on the bottom of the grating and (c)
VH image after the focus is raised 24pm to focus on the top of the grating surface.
Note that there is a complete contrast reversal to indicate that the surfaces are indeed
at different heights.
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4.2.3 {Reflective object + Active illumination, Single holo-
gram, Single sensor, Telescope/telephoto objective op-
tics}
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Figure 4-5: VHI for {Reflective object + Active illumination, Single hologram, Single
sensor, Telescope optics}. The telescope creates an real image of the distant object in
front of the SR hologram which then diffracts according to the Bragg condition. An
intensity detector monitors the diffracted beam. The entire object surface is recovered
by scanning.
Figure 4-5 shows the schematic for VHI with objective optics for long range surface
profilometry applications. This scheme can be implemented for both SR and PR
holograms. The depth resolution for most optical systems degrade quadratically with
increasing object distance [1]. One way to offset this is by using optical elements with
large apertures. This is expensive and impractical for volume holograms. A properly
designed demagnifying telescope can have a large entrance pupil while ensuring that
the field incident on the hologram placed behind the telescope is of the correct lateral
extent. This permits us to increase the effective aperture of the imaging system and
offset some of the degradation of depth resolution [82].
A PR-VHI system requires collimating objective optics to Bragg match the PR-
hologram. In this case, a telephoto system can yield the optimal depth resolution [90]
for a particular working distance. This is achieved by designing the objective optical
system such that the first principal plane is as close to the object as possible. This
reduces the effective focal length of the system and enhances the depth resolution to
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the optimal diffraction limited value.
Fig. 4-6 [82] shows the surface profile of a MEMS-fabricated turbine located at
a working distance d = 16 cm away from the aperture of the objective telescope.
The demagnifying telescope allowed us to resolve surface features at a resolution
AZFWHM ~ O 1Pm.
A ZFWHMl 0
0.8
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Figure 4-6: VH image of microturbine. The hologram was the same LiNbO 3 crystal
described in Fig. 4-2. The telescope had angular magnification M" = 1.5 with d =
16 cm and a = 1.2 cm. (a) Image of the microturbine captured with a standard
digital camera; the microturbine was manufactured to have surface height features
of 225pim. (b) Experimental depth response for a point source object at the same
distance AZFWHM ~ 100/m; (c - f) VH telescope scans at progressive increments of
100pm through the object. At any given depth, the Bragg-matched portions of the
object are brightest.
4.2.4 {Reflective object + Active illumination, Single holo-
gram, Single sensor, Inclined telephoto objective op-
tics}
Figure 4-7 is a schematic for active VHI for reflective objects incorporating a priori
object information to enhance depth resolution. It was noted in section 4.2.3 that
telephoto objective optics can achieve the optimal diffraction limited depth resolution
for a particular working distance when nothing is known in advance about the object.
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However, it is possible to incorporate a priori object information and enhance depth
resolution even more. For instance, consider the case when it is known that the
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Figure 4-7: VHI for {Reflective object + Active illumination, Single hologram, Single
sensor, Inclined telephoto optics}. If it is known that the object consists only of
flat surfaces, depth resolution can be improved by inclining the object surface with
respect to the scanning direction at an angle # as indicated. This approach exploits
the superior depth resolution to improve the apparent depth resolution.
(d) (e)
Figure 4-8: Surface scan of nanogate which has surface features ~ 150Pm using an
inclined telephoto PR-VHI sensor with d = 46 cm (a) Image of nanogate captured
using standard CCD, (b) PR-VHI image of device with the top surface in focus, (c)&
(d) PR-VHI images focused 50pm and 100pm below the top surface. (e) PR-VHI
image focused on the base of the turbine 150pm below the top surface. Note that
there again is a complete contrast reversal in between images (b) and (e).
reflective object consists of segments of flat surfaces [83]. In this case, a single PR-
VHI sensor inclined with respect to the object surface can achieve substantially better
depth resolution. This is possible because the a priori knowledge of the object surface
allows us to translate the superior lateral resolution of the telephoto PR-VHI system
into an "apparent" depth resolution by scanning the object in a direction that is
inclined with respect to the object surface. Fig. 4-8 [83] shows the surface profile
127
I X
X
lip
v
of a MEMS device, the nanogate [103] located at a working distance of d = 46 cm
measured using an inclined PR-VHI sensor inclined at angle # = 30' with respect to
the object surface. This sensor can resolve depth features at a resolution AZFWHM
50pm.
4.2.5 {Reflective object + Active illumination, Single holo-
gram, Two sensors, Telescope objective optics}
The 3D resolution of a stand-alone hologram imaging a reflective target is compa-
rable to triangulation based binocular imaging systems with considerable angular
separation between the two cameras [82]. The resolution of VHI systems can be even
further improved using multiple VHI sensors to look at the same object, as shown in
Fig. 4-9. The multiple images are reconciled by point multiplying the PSF of each
image. The resulting image has better resolution [104] because of the measurement
is now overconstrained by the multiple measurements.
There are several ways to combine the multiple measurements by using digital
processing like least squares optimization, expectation maximization etc. The point
multiplication method was implemented in the experiment of Fig. 4-10. Note that
the point multiplied image has better resolution than both the normal VHI and
the inclined VHI sensor. However, the improvement over the inclined sensor is only
marginal because the inclined sensor itself has excellent resolution. This was discussed
in section 4.2.4.
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Figure 4-9: VHI for {Reflective object + Active illumination, Single hologram, Mul-
tiple sensors, Telescope optics}. Multiple VH sensors similar to the one described in
Fig. 4-6 are used to simultaneously image the object. This leads to overconstraining
the solution to the imaging inverse problem and results in better resolution.
Image with telescope at -30 with normal. Image with telescope at normal incidence.
Binocular Image.
Figure 4-10: Surface profiles obtained using two VHI sensors imaging the turbine
described in Fig. 4-6. One sensor was normal to the turbine surface, the other was
inclined at an angle q = 30' with respect to the turbine surface. The resultant
binocular VH image is obtained by point multiplying the individual images. Note
that there is a significant improvement in between the binocular and normal VHI
images. However, the improvement is not as discernible in between the inclined sensor
and the binocular image on account of the phenomenon described in section 4.2.4.
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Figure 4-11: VHI for {3D fluorescent object + Active illumination, Single hologram,
Multiple sensors, Telephoto optics}. Multiple VH sensors similar to that described
in Fig. 4-8 acquire different perspectives of the fluorescent 3D object. The multiple
measurements allow for an over-constrained solution to overcome the degradation of
depth resolution on account of the broadband nature of the fluorescence.
4.2.6 {3D fluorescent object + Active illumination, Single
hologram, Three sensors, Telephoto objective optics}
Figure 4-11 is the schematic for VHI of a 3D point scatterer type object. The in-
dividual sources in this case are small beads that fluoresce on being pumped by
laser illumination. Each of the three VHI sensors contains a single PR-hologram
with telephoto objective optics for collecting the fluorescent light. The bandwidth of
the fluorescent light results in an increased field of view (FOV) with accompanying
degradation of depth resolution [84, 85].
In this case, it is beneficial to use reconcile the three VHI images using a least
squares optimization to obtain the actual 3D intensity distribution of the object.
The experimental results are shown in Fig. 4-11 [105]. The 3D object was a helical
arrangement of fluorescent beads that was recovered by three VHI sensors by over-
constraining the measurements using a matrix pseudo-inverse method.
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Figure 4-12: 3D image of a set of fluorescent particles arranged in a helical pattern.
The object was located at a working distance of d = 10 cm from three broadband
N-ocular PR-VHI sensors. The image inversion was done using pseudo inverse tech-
niques.
4.2.7 {Reflective object + Broadband passive illumination,
Single hologram, Single sensor, Telephoto objective op-
tics}
Figure 4-13 shows the schematic when a reflective object is used with a single hologram
VHI sensor under conditions of broadband illumination at a long working distance.
The volume hologram still has some depth resolution on account of Bragg selectivity.
However, the broader the illumination bandwidth, the worse the depth resolution [85].
As a result, it is not advisable to image reflective objects using broadband VHI on
account of the reduced contrast and depth resolution. This is shown in Fig. 4-14,
which compares the contrast between surfaces for the same object as the illumination
bandwidth is increased. The object is the bottom chassis of a toy car. Notice that
the contrast between object surfaces features at different heights degrades as the
illumination bandwidth is increased.
However, this phenomenon can be exploited to build VHI based spectrum analyz-
ers to measure the spectral profile of the illumination [85]. We shall discuss this is
section 4.3
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Figure 4-13: VHI for {Reflective object + Broadband illumination, Single hologram,
Single sensor, Telephoto optics}. Increased illumination bandwidth improves the field
of view of the VHI system thus reducing the amount of scanning required. However,
this is accompanied by degradation of the depth resolution.
i
(a) (b) (c)
Figure 4-14: From section 2.5, surface profiles obtained using broadband illumina-
tion and PR-VHI. The object is the bottom chassis of a toy car of Fig. 2-35 . The
particular region of interest is a raised screw on the chassis. (a) is the VH image ob-
tained under narrowband illumination whereas in (b) the field of view improves under
broadband illumination. However (c) indicates that the depth resolution degrades as
the illumination bandwidth increases i.e. there is a price to pay for the enhanced
field of view with respect to poorer depth discriminating ability.
132
Ni
I x
f 2
O2
4.2.8 {3D fluorescent object + Active illumination, Multiple
holograms, Single sensor, Microscope objective optics}
:30 object
Figure 4-15: VHI for {3D fluorescent object + Active illumination, Multiple holo-
grams, Single sensor, Microscope optics}. Multiple gratings can be recorded inside
the same hologram volume. This results in reduced scanning as the VHI system can
simultaneously image multiple locations within the object. This is illustrated in the
figure. There are three multiplexed gratings, each observing a different depth slice of
the object and then diffracting to a different location on the detector. Thus, the VHI
system can simultaneously monitor three locations without any scanning.
Figure 4-15 is the schematic of a real time hyperspectral microscope [841. The
object is a 3D distribution of fluorescent beads. Three PR-holograms are multiplexed
inside the holographic material. Each hologram is Bragg matched at a different depth
and diffracts in a direction specified by the corresponding recording signal beam. As
a result, this VHI system can simultaneously image multiple depth layers of the 3D
object. Moreover, since the fluorescent illumination is broadband, it is possible to
image wide slices of each layer. The width of the slice depends on the fluorescence
bandwidth. The experimental results of imaging three slices are shown in Fig. 4-
16. To our knowledge, this is the first experimental demonstration of a real time
hyperspectral microscope in three spatial dimensions.
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Figure 4-16: Experimental demonstration of real time hyperspectral microscope.
Three holograms were multiplexed within the same volume to look at three different
depth layers of a 3D object that consisted of fluorescent microspheres of diameter
15pm. The Bragg selectivity of the hologram allows us to simultaneously image three
depth slices (one slice is much fainter than the other on account of some recording
irregularities); the width of each slice corresponds to the fluorescence bandwidth.
4.3 Volume holographic spectrometer
We now examine the operation of a volume hologram as a spectrometer. Consider the
schematic of Fig. 4-17, where the specimen of unknown spectrum is placed at the front
focus of the objective lens. The PR-VHI system is designed so that the width of the
Bragg slit is smaller than the pixel size on the detector to reduce crosstalk between
two adjacent wavelengths. In other, the detector pixel width Ax' must satisfy
Ax' > FA (4.5)
In (4.5), Ap,max is the longest wavelength that the PR-VHI system can map onto the
detector, and it is limited by the aperture of the objective lens. Additionally, the
wavelength resolution of the PR-VHI spectrum analyzer AAP is
2AfApmaxAAP L0 . (4.6)
The k-sphere formulation[95] can also be used to design a PR-VHI spectrum analyzer
and is a very useful graphical construct to understand the behavior of the system.
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Figure 4-17: Schematic of PR-VHI spectrometer. The illumination whose spectrum
is unknown is placed at the Bragg matched plane of the PR-VHI system; the illumi-
nation spectrum is the measured ID intensity function (appropriately scaled) on the
detector.
We will not go into the details of the k-sphere in this thesis but more information
can be found in [86].
ax'
Figure 4-18: Measured spectrum using two narrow bandpass optical filters 488 ± 10
nm and 532 ± 10 nm (green). The separation in between the green slit and blue slit
corresponds to 43.92 nm and the actual wavelength separation is 44 nm.
We experimentally implemented the simple PR-VHI spectrum analyzer of Fig. 4-
17. The illumination was a broadband incoherent white light source manufactured by
Cuda Inc. Different narrow bandpass spectral filters were alternately placed at the
focal plane of the objective lens of focal length f = 100 mm. The volume hologram
was recorded in a crystal of LiNbO 3 using two mutually coherent beams (Af = 532
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nm): A normally incident reference and a signal beam inclined at an angle 0, = 16'
with respect to the normal. A Jai CV235 industrial CCD camera with was used to
capture the diffraction patterns. Each camera pixel was 9pim wide and 8 pixels were
binned together to form a single spectral measurement pixel of width Ax' = 72im.
We chose F = 75 mm to satisfy Ap,max = 540 nm in (4.5). From, these values,
the spectral resolution was estimated from (4.6) to be AA ~ 3.66 nm. Figure 4-18
shows the Bragg slits observed on the camera using the PR-VHI system. Each slit
corresponds to one bandpass spectral filter. The filter used were 488± 6 nm (blue) and
532 ± 6 nm (green). The centers of the slits are separated by 12 pixels corresponding
to a 43.92 nm difference in between the center wavelengths (the actual separation is
44 nm) and the full width at half maximum (FWHM) of each slit is approximately 3
pixels corresponding to a spectral width of 10.98 nm.
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Chapter 5
Comparison of VHI with Other 3D
Imaging Systems
So far, we have demonstrated that VHI systems can be configured for a wide range of
imaging applications. In this chapter, we compare the performance of a VHI system
with other systems that can image in 3D. We choose two systems to compare with
VHI: a traditional lens-based binocular camera system and a pinhole based confocal
microscope. The lens based binocular camera is the most commonly used system for
computer vision and commercial profilometry applications. The confocal microscope
is widely used in commercial 3D imaging systems. This chapter compares these
systems with VHI in order to bring forth the advantages offered by VHI and also
points out certain drawbacks associated with VHI.
5.1 Comparison of Depth Resolution
In this section, we compare the depth resolution (quantified by the AZFWHM) of a
binocular system and a confocal microscope with a VHI system.
137
Single element
detector
NAI 0.1 Diffracted
(a)
Camera
Object - .--- . Optic axis
(b)
Figure 5-1: Setup for comparison of (a) VHI with objective telescope with (b) binoc-
ular system
5.1.1 Comparison of AZFWHM of a Binocular System and tele-
scopic VHI system
Figure 5-1(a) shows the schematic of a VHI system with telescope objective optics.
The lateral and longitudinal resolution [82] of a stand alone volume hologram (of
thickness L = 2mm corresponding to LiNbO 3 crystal used in the experiments) are
given by
O.5A 1.7A
AXFWHM Os x NA and AZFWHM NA 2  (5.1)
In equation (5.1), 0, is the angle that the off axis signal beam makes with the optical
axis, NA is the numerical aperture of the telescope objective optics and A is the op-
erating wavelength. For NA ~ 3.581', the telescope VHI system has depth resolution
AZFWHM ~ 100m [82].
We have mentioned in chapter 1 that a single camera would not yield depth
information for a similar setup. However, it is possible to obtain depth information
by triangulating two camera pictures of the object at different angles with respect to
the optical axis, as shown in Fig. 5-1(b). To compare the binocular imaging system
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with the VH telescope of Fig. 5-1(a), it is important to ensure that the two systems
operate under the same NA. Thus, we assume that the half-angle subtended by each
camera is equal to the NA of the VH-telescope i.e. sin(2) =NA. The depth resolution
of the binocular system is given by
AZFWHM AXFWHM X (52)
tan(O)(
where AXFWHM is the diffraction-limited lateral resolution of the camera. For the
geometry of Fig. 5-1(b), the lateral resolution is limited by the aperture of the camera
and is given by
O.61A
AXFWHM NAC , (5.3)
where NA, = sin 2 is the numerical aperture of each individual camera. Substituting2
(5.3) in (5.2) yields a value of AZFWHM ~ 250pm. Thus we see that the VH telescope
has better longitudinal resolution as compared to a standard binocular arrangement
of the same numerical aperture.
5.1.2 Comparison of AZFWHM of a Confocal Microscope and
VHI system
Fig. 5-2 compares the optimum depth resolution for a PR-VHI system with a SR-VHI
system and a confocal (CF) system as function of working distance d on a log-log
scale. We substitute the values 0, = 13.6', L = 2 mm, a = 12.7 mm, rmin = 100pm
and pinhole radius 1.22Ad/4a in the expressions for depth resolution for each of these
systems given by (2.47), (2.26) and (2.28) respectively. The resulting equations are
AZFWHM(PR)opt =1.5 x 10- 6 d2 ,
AZFWHM(SR) =20.45 x 10- 6 d2 ,
AZFWHM(CF) =3.50 x 10- 6 d2.
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Figure 5-2: Plots of AZFWHM versus object distance d for PR VHI (solid lines), SR
VHI (dashed line), Confocal systems (dotted line).
Thus, the PR-VHI system has better resolution than the confocal system which in
turn has better resolution than the SR-VHI system. Additionally, it is possible to
design zoom objective optics for a PR-VHI system to operate along the lines (1), (2)
or (3) as shown in Fig. 5-2. Operating along (1) achieves the optimal depth resolution.
However, if we are willing to sacrifice some depth resolution, the PR-VHI system can
operate anywhere between lines (3) and (1). In (2), some depth resolution is sacrificed
in order to ensure that the resolution degrades linearly with increasing d < d* and
in (3), more depth resolution is sacrificed to ensure that the depth resolution stays
constant over the range 0 - d*.
5.2 Information Theoretic Analysis of VHI
The ability to acquire three-dimensional (3D) information about objects non-invasively
has led to significant advances in many scientific areas over the past two or three
decades. Medical imaging and bioimaging have benefited especially from these de-
velopments. Optical, acoustical, magnetic, radiometric, etc. imaging have been em-
ployed widely in laboratories as well as clinically. Each modality has competitive
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advantages in different applications or areas of interest. Optical imaging is neces-
sary to accomplish spatial resolution of the order of a few micrometers, but it can
be employed successfully only on objects with small absorption and scattering coef-
ficients at the optical regime. Assuming that absorption and scatter do not present
problems, the performance of an optical imaging system is still limited by several
factors, such as the capabilities of the optical elements used to construct the system,
the amount of optical power available from the object, and the post-processing of the
image data. In this section we use a well-known image performance metric, Shan-
non's mutual information [106, 107, 108, 1091, to model the performance of volume
holograms [5, 81].
As mentioned earlier, the imaging of 3D objects is fundamentally an ill-posed
problem, since detector arrays are necessarily two-dimensional. Several imaging tech-
niques, e.g. confocal microscopy [14, 94], optical coherence tomography (OCT) [11],
coherence imaging [110, 28, 35, 32, 36], etc. resolve the ill-posedness by limiting the
3D field of view and scanning across the 3D object. For example, a confocal micro-
scope at any given instance in time acquires a point (zero-dimensional) measurement;
volumetric reconstruction is obtained by scanning in three dimensions. The same is
true for an OCT imager. A coherence imager, such as a rotational shear interferom-
eter (RSI) can, in principle, acquire an entire two-dimensional cross-section at once;
therefore, one-dimensional scanning suffices to reconstruct the object in 3D. Typi-
cally, however, additional scans need to be acquired in order to reduce phase noise in
the data [34].
The principle of VHI is shown in Figure 5-3. The hologram is illuminated by the
radiation from the object, and diffracts portion of the radiation towards a detection
plane where one or several intensity measurements are taken. The portion of the ob-
ject radiation which is not diffracted by the hologram but instead propagates straight
through the hologram can be discarded. Better yet, the undiffracted light can used
as input to some other imaging system operating at the same time (see sections 5.2.2-
5.2.3 for an example.) The intensity measurements are then processed to reconstruct
the intensity distribution of the object. It has been shown [5] that the information
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Figure 5-3: Schematic of a general-purpose volume-holographic imaging system.
recovered from the object can span all three spatial dimensions as well as the spectral
dimension. Therefore, the hologram may be used to perform four-dimensional (4D)
imaging. However, we limit the discussion to spatial imaging in 3D only.
The object-*image mapping properties of the volume hologram are also explained
by virtue of the matched filter behavior of volume holograms with respect to their
input illumination, which is well known from the context of holographic storage and
optical pattern recognition. In other words, a volume hologram, unlike thin diffrac-
tive elements, diffracts selectively; among all components of a complex illuminat-
ing beam, significant scattering is produced only by those that yield phase-matched
diffraction along the entire length of the volume hologram. Thus, matched filtering of
the field input to the hologram is achieved by virtue of the Bragg matching process.
Bragg matching along the lateral spatial dimensions (i.e., perpendicular to the optical
axis) forms the basis of image correlators [111, 112] as well as angle and shift mul-
tiplexed [113, 87] holographic memories. Bragg matching in the spectral dimension
forms the basis of wavelength multiplexing [113].
For comparing VHI with other systems, we formulate generic 3D imaging as a
linear inverse problem and express imaging performance in terms of the information-
theoretic metric of Imaging Mutual Information (IMI). The development and asso-
ciated assumptions are given in section 5.2.1. Quantifying the imaging performance
of volume holographic instruments presents a challenge because of the competition
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between matched filtering (which increases resolution) and low diffraction efficiency
(which decreases dynamic range and, hence, resolution.) We use the IMI metric to
attack this problem. The numerical comparison with a simple lens-based microscope
with the same numerical aperture are given in section 5.2.3.
5.2.1 Imaging Mutual Information of Incoherent Imaging Sys-
tems
For ease of comparison, we assume that the object is a primary source of light dis-
tributed within volume Vs. We also assume that the object is spatially incoherent and
monochromatic. Fluorescent objects match these properties quite well in practice.
Let I(r) denote the intensity distribution of the object as function of the spatial
coordinate r in object space (r E Vs.) After passing through an arbitrary linear
optical system, the light intensity is transformed according to Hopkins' integral [I,
pp. 577-578]
I(r') = h(r, r')I(r)d3 r, (5.4)
where h(r, r') is the incoherent impulse response of the system. The output intensity
I(r') is observed in an appropriate detector space, typically restricted to lie on a
plane.
In many optical systems, it is valid to assume that the object is also planar. This is
true, for example, for a microscope observing a thin specimen, for projection systems,
etc. With the additional assumption that the regions of interest are not affected by
vignetting, the intensity response (5.4) may be modeled as shift-invariant, leading to
12D(r) 'VS h(r - r')I2 D(r)d 2 r, (5.5)
which is, of course, a convolution. As mentioned in 1, in 3D optical systems the
shift invariance assumption does not hold. For example, a confocal microscope relies
exactly on vignetting to achieve depth slicing. Volume holograms are also shift-
variant (refer sections 2.1.1 and 2.2.1). Therefore, we will subsequently assume that
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the imaging transformation is given by the general form (5.4) rather than the more
restrictive convolution formula (5.5).
Returning to (5.4), one immediately recognizes a Fredholm integral equation of the
first kind, which is commonly encountered in inverse problems [100]. It is generally
known that these problems are ill-posed because the kernel h(r, r') de-localizes the
spatial contents of the source at the detector space. Moreover, in the case of volumet-
ric imaging there is a dimensional mismatch between the object and detector spaces
(3D and 2D, respectively.) The obvious way around the mismatch is to discretize
the problem and make sure that there are at least as many intensity measurements
available as desired samples from the object intensity distribution.
We will make the additional assumption that the source is also discrete. This
assumption is not necessary, but it simplifies the estimation of imaging quality that
follows, without seriously compromising the qualitative nature of the conclusions.
The truth of the last statement depends, of course, on the sampling scheme. We will
here assume that this has been done correctly. A brief discussion of sampling and
space-bandwidth product issues can be found at the end of this chapter.
To treat the discrete model, we form a vector I of object intensities, and a vector
i of intensity measurements. 1 The intensity measurement vector should contain all
the measurements pertinent to the imaging task at hand. For example, in the case
of a confocal microscope, I is formed by all the point-wise measurements. The super-
position integral (5.4) then becomes a simple matrix equation
I= _H I. (5.6)
In this description, element H k of system matrix H quantifies the contribution of
the k-th source Ik to the j-th measurement Ty.
The resolution limitation of an imaging system is associated with the stability of
its corresponding matrix H to inversion. For example, consider the simple case of
1Note that we use boldface for position vectors in Cartesian space, underscored symbols for vectors
of intensity values, such as collections of object and image samples, and underscored boldface for
matrices.
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imaging two discrete point sources using a system matrix:
H [ 1 ]. (5.7)
The c term (c < 1) in eqn. 5.7 quantifies the "cross-talk" that each point source con-
tributes to the measurement of its counterpart (In a typical optical imaging system,
c would increase to 1 as the distance between the two sources decreases). Suppose
also that the measurement contains noise i.e.
I = I(O) + I(N), (5.8)
where = .H I is the ideal image and i(N) is the perturbation due to noise. Inverting
eqn. 5.7, we obtain the estimate of the object as:
1 Fi -I(est) -I + H- i(N) + (N). (5.9)
- - - - I~ L - Ec -
From eqn 5.9, it is seen that the error due to the noise is amplified by e/(1 - 62)
times the relative value of the noise itself. The amplification factor can grow quite
large as c -+ 1. Thus, we see that if the two object sources are too close together
(whence c -+ 1), the imaging inversion operation becomes unstable with respect to
the noise-induced perturbation in the data. This kind of instability is characteristic
of ill-posed problems. (Note that if actually e = 1, then the matrix becomes singular;
i.e. no image can then be formed.)
The resolution properties of the imaging system described by (5.6) are expressed
sufficiently in terms of the stability of the system matrix. Several metrics exist in
the literature for measuring the inversion stability of a matrix such as the eigenvalue
spectrum [114], Fisher information [115] and the Hotelling trace [116]. We have chosen
to measure inversion stability by use of Shannon's mutual information metric in this
section. The justification for this choice is that typically the inversion operation does
not end with the measurement I. The quality of the image can be much improved
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Figure 5-4: The IMI measures the actual amount of information that is obtained
after transmission through a noisy channel. The IMI is a measure of the relevant
information from a measurement since it disregards contributions from channel noise.
by nonlinear regularization methods or various forms of statistical processing and
use of prior information about the object. All these methods essentially attempt
to separate the noise content of the measurements from the contributions due to
the object itself. Shannon's theory provides good estimates of the upper bound on
post-processed image quality that the system can achieve.
Mutual information may be understood from the illustration of Fig. 5-4. H(I) is
the differential entropy2 of the object to the imaged. In other words, H(I) nats of
information are needed to answer the question "What is the intensity of the object
2 Entropy is a measure of the uncertainty associated with a random variable. Uncertainty also
measures the information content of the answer to a question. This can be understood by comparing
the two following questions:
(a) "Did you win the lottery yesterday?"
(b) "Did the coin toss result in a head?"
Both receive a "yes/no" answer; however, answering the first question with a "no" is fairly certain
to be correct. Whereas, the answer to the second question is completely uncertain for a fair coin.
Information theory shows that the coin question has higher entropy than the lottery question.
Information is measured differently for discrete and continuous random variables. For discrete
random variables, (the coin toss for example) the information is measured in bits. The answer to
the coin toss question is worth exactly one bit for a fair coin. The answer to the lottery question
for the state of Massachusetts is worth approximately 2 x 10-5 bits. The information of continuous
random variables (for example, light intensity at high photon counts) is measured by the differential
entropy in nats (1 nat = log 2 e bits). For example, if the light intensity is a Gaussian with a mean of
1W and a variance 0.25W, the information content of the light intensity distribution is 0.0326 nats.
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as a function of the spatial coordinates?" for the problem at hand. Light emitted by
the object propagates and reaches the detector and forms an image. The differential
entropy of the image is H(i). In the absence of noise, H(I) = H(I). So in the absence
of noise, the object and the image contain exactly the same amount of information.
Hence, the imaging operation is perfect. The image is a deterministic function of the
object and the object can be inferred from the object without any uncertainty.
However, the presence of noise in the channel introduces some uncertainty in the
system's ability to infer the object given complete image information. This uncer-
tainty is quantified by the conditional entropy H(I I ). In other words, the amount of
useful information propagating in the imaging channel is the information contained
in the object minus the uncertainty induced by the channel noise. This is illustrated
in the left-hand part of Fig. 5-4 and is expressed as:
C(1,1) = H(I) - H(I 1 i), (5.10)
Alternatively, one may regard the image information and regard it as the sum of
the useful object information that the channel carries and some entropy added by
the channel noise. This entropy quantifies the conditional uncertainty of the image
given the object H(i 1 I). In this case, the useful information carried by the channel
is quantified by the information content of the image minus the uncertainty added by
noise as:
C(I, 1) = H(1) - H(I 1 I), (5.11)
(This is illustrated by the right-hand part of Fig. 5-4.)
In eqns. 5.10 and 5.11, C(1,I) is the same quantity and is known as the mutual
information of the channel. It is a measure of the information that is common be-
tween the input to and output of the channel. Hence, if the mutual information is
maximized, the channel performs optimally under the constraints imposed by channel
noise. In the context of imaging, C(1, i) is referred to as the Imaging Mutual Infor-
mation (IMI). More rigorously, mutual information is defined as the Kullback-Leibler
distance between the joint probability density function (pdf) of object and image
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vectors and the product of the corresponding marginals [117, pp. 18-211. Intuitively,
equality between the joint pdf and the products of the marginal pdfs means that ob-
ject and image are mutually independent. Therefore, one wants the distance between
the two pdfs to be as large as possible.
Precise calculation of the IMI requires knowledge of the object statistics as well as
the joint statistics of the object and image. Unfortunately, three-dimensional object
models in the literature provide up to second-order correlations, whereas calculation
of the probability density function requires all orders. Moreover, the problem of
determining joint statistics between object and image from the statistics of the object
and the statistics of the noise is intractable for realistic noise models (e.g., Poisson.)
To develop a simple, tractable model we make the following assumptions:
" the object intensity is Gaussian-distributed around a mean intensity J0 with
variance -2bj and we may neglect the negative tail of the object distribution;
* the individual sources composing the discretized object are mutually indepen-
dent (this is a stronger assumption than mutual incoherence;)
" the noise is uncorrelated with the measurement, and it is additive Gaussian
white noise with mean zero and variance u2 (this model is good for electronic
noise added by the detector circuitry, but models Poisson noise very poorly.)
With these assumptions, and for a square system matrix H, the IMI can be
calculated explicitly with help from a result by [117, pp. 230-231] and yields the
result
C(II) = log I + ,2) (5.12)
n=1
where p, are the eigenvalues of the N x N matrix H. The result remains true for
rectangular matrices (i.e., over- or under-determined systems) except then the sin-
gular values must be used instead of the eigenvalues. The proofs are straightforward
and will not be given here.
Intuitively, eqn. 5.12 is saying that the effective rank or number of degrees of
freedom of the system (i.e., how many measurements contribute useful information
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towards determining the object) is limited by the noise present in the system relative
to the power emitted by the objects. In an imaging system with ideal matrix H (such
as the identity matrix for objects with our assumed statistics,) all measurements
contribute equal amounts of information about the object (because all eigenvalues
are equal.) Generally, off-axis matrix elements bias the eigenvalue spectrum towards
lower values, which in turn decreases the IMI.
The question then, becomes: How can one design an imaging system such that the
IMI is maximized under general conditions about object and noise statistics? This
problem presents interesting challenges, both theoretical and practical. From the the-
oretical point of view, there are difficulties associated with the statistical calculations
as pointed out earlier. Assuming that this problem is solved, the next issue is to
implement optical elements in practice such that the desired H is achieved.
5.2.2 Mutual Image Information for fluorescent objects elon-
gated in the direction of the optical axis
Consider an object modelled as N mutually incoherent point sources aligned along the
optical axis, as shown in Figure 5-5(a). These sources may be thought of as fluorescent
beads under illumination by an appropriate pump beam. The source locations and
intensities are Zk and Ik (k = 1, ... , N), respectively. The distance between two
successive samples is a constant Az. In this section, we will compare three alternative
imaging systems that can be used to image the sources (i.e., determine the values of
Ik.)
The first, pinhole-based imaging system is described in Figure 5-5(b). A com-
bination of objective-collector lenses in tandem is used to take N measurements I
(j = 1, ... , N) as follows: at the j-the measurement, the objective focuses the pump
illumination onto the k = j-th source and simultaneously the same source is at the
front focal plane of the collector lens. Note that the illumination along the object
is essentially collimated; therefore, this system is, strictly speaking, non-confocal on
the illumination side. The measurement itself corresponds to the integrated intensity
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Figure 5-5: (a) Source geometry for the simulations of section 5.2.2. (b) Fluorescence
imaging geometry with a lens and a pinhole for depth resolution. (c) Geometry of
fluorescence imaging with a volume holographic element. (d) Imaging with a volume
holographic element exploiting in parallel the undiffracted beam with the pinhole-
based system.
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Figure 5-5: (continued)
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captured by a detector placed behind a pinhole of diameter d. The numerical aperture
of the imaging systems is taken to be (NA) and, for notational simplicity, we assume
that the magnification equals 1 on both sides.
The second system, described in Figure 5-5(c), is similar except the collector lens
has been replaced by a composite collector element made of a volume hologram and
a Fourier lens in tandem, and there is no pinhole. (In practice, of course, care has to
be taken that light going straight through the hologram does not reach the detector.)
The radii of the hologram and the Fourier lens are taken such that the numerical
aperture NA is the same as that of Figure 5-5(b).
The third system, described in Figure 5-5(d), is, in a sense, a combination of
the previous two. The collector lens and pinhole placed after the volume hologram
utilize the light that passes straight through the hologram without being diffracted,
as described by the pin-hole based imaging system. Thus, one obtains redundant
information about the object from both the hologram and collector lens and no power
is wasted on the collector optics side.
In the next three sections we briefly describe how the corresponding system ma-
trices H(cf), H("') are obtained, and then compare the two systems numerically in
terms of IMI, according to the theory of section 5.2.1.
Pinhole-based microscope model
The intensity contributed by the k-th source to the j-th measurement depends on
the relative location of that source to the common focal plane of the collector. Large
displacement relative to the collector reduces the amount of fluorescence that the
pinhole allows to reach the detector.
To simplify the notation later, we define the normalized pinhole diameter
Vd~ =27r(NA) d (5.13)
A
Using this definition, the amount of fluorescent power received by the detector per
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Figure 5-6: Integrated intensity (over infinite detector area) for the volume holo-
graphic imaging system of Fig. 5-5(c). The hologram has u = 0.4, R = 1, 500A
and (a) rf = (0, 0, -104A), (on-axis hologram) (b) rf = (4 x 10 3 A, 0, -104A) (off-axis
hologram). Results for three different thicknesses are shown.
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unit of fluorescence emitted by the bead is given by
H IL(u, v) 2 vdv. (5.14)
This integral is computed in terms of a series expansion, which significantly accelerates
the numerical calculations.
Note that the matrix H("P is Toeplitz. Therefore, its eigenvalues can be computed
more efficiently by a Fourier transformation for large objects.
Volume hologram model
Equation (2.7) gives the amplitude of the diffracted field as a function of the detector
co-ordinates. The intensity contributed by the probe source to the detector plane is
2
Ik(r) Ed (r) . (5.15)
The total intensity is the sum of all the contributing point sources, i.e.
N
I(r') Zlk(r). (5.16)
k=1
Each element of the system matrix of the volume holographic system is given by the
surface integral of the volume-diffracted intensity (5.15) over the entire detector area
(since there is no pinhole.) To emphasize the lack of a pinhole, we write the expression
for the power measured by the detector as
H(vh) = +0 Jj2 exp {i7C(z)} (27rA(z)R 2, 27rB(z)R) dz 2 dx'dy'. (5.17)i k - N I-00 
-L/2
Lacking a series expansion equivalent to the series expansion for (5.17) equivalent to,
we compute these terms by numerical integration. Also note that the system matrix
for the volume hologram is only approximately Toeplitz. Some numerical examples
are shown in Figure 5-6.
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Combined model
The dual imaging system of Figure 5-5(d) acquires information through both the
volume hologram and a lens+pinhole system. To model the IMI we concatenate the
observation vectors and system matrices of the individual systems as follows:
I~ ~~~ Vf t iP
. .h. 
- / ). (5.18)
I (Vh)H (vh)
Matrices _HOP), H(v") are given by (5.14), (5.17), respectively. The IMI is computed
according to (5.12), where the p,'s are the singular values of the concatenated matrix
as mentioned in section 5.2.1. As we show in the next section, the over-determined
system (5.18) may be richer or poorer in information return compared to the indi-
vidual imaging systems composing it, depending on the value of 7. We elaborate this
point in section 5.2.3 below.
5.2.3 Numerical comparison
We simulated the imaging performance of the pinhole-based system, the volume-
holographic system and their combination by computing the IMI for an object as
shown in Figure 5-5(a) with N = 11, Az = 1 Rayleigh unit = 2A/(NA) 2 and
(NA)=0.15. To facilitate the interpretation of the results, we need to point out
the fundamental sources of information loss in the two individual optical systems. In
the pinhole-based system, information is lost because of the mismatch between the
shape of the point-spread function of the lens and the abrupt discontinuity intro-
duced by the pinhole. When the pinhole diameter d is very small, the information
loss evidences itself as loss of optical power, which drives down the IMI. On the other
hand, if the pinhole is opened up too much it begins to approach a wide-field system
with no depth resolution capability whatsoever. Therefore, the IMI as function of
d peaks at an optimum diameter, as seen in the plots of Figures 5-7, 5-8. Notice
that the optimum IMI occurs at a diameter slightly smaller than the lateral Rayleigh
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Figure 5-7: Comparison of IMI for the imaging system using a lens plus pinhole of
varying diameter (Fig. 5-5b) with that of a volume hologram (Fig. 5-5c). The solid line
is the IMI of the confocal and the dashed lines are IMI of various volume holograms.
Here the holograms are assumed to be ideal, i.e. with diffraction efficiency 77 = 1.
The hologram data are labelled such that (i) is an L = 400A-thick hologram recorded
with an on-axis reference rf = (0, 0, -104 A), plane-wave signal with u = 0.4; (ii) is
an L = 1, 600A-thick hologram recorded with an on-axis reference rf = (0,0, -10 4 A),
plane-wave signal with u = 0.4; and (iii) is an L = 400A-thick hologram recorded
with an off-axis reference rf = (4 x 103 A, 0, -10 4A), plane-wave signal with u = 0.4.
Increasing L to 1, 600A in the off-axis geometry leads only to marginal increase in
IMI.
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Figure 5-8: Data and layout same as in Figure 5-7, except for a weaker hologram
with j = 0.5.
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resolution limit, which in this case is 1.21A/(NA) = 8.1A.
On the other hand, the volume hologram is, by construction, a matched filter.
However, the hologram still loses information because it only diffracts fraction 71 of
the incident power. The implication is clear by comparing the data of Figure 5-7,
where the hologram was assumed to have j = 1 and Figure 5-8, where the hologram
had the more realistic (but still overly optimistic) value q = 0.5. We can see that
an ideal hologram (q = 1) of reasonable thickness (more than 1000A, approximately)
outperforms the IMI of the pinhole-based system. This superiority is lost when the
diffraction efficiency is limited.
The trade-off between matched filtering and diffraction efficiency from the point
of view of the hologram, and pinhole diameter from the point of view of the lens is
further elucidated by considering the combined system of Figure 5-5(d). The IMI of
the combined system as function of 77 for various pinhole diameters and holographic
geometries is plotted in Figure 5-9. When the pinhole-based system is operating at
optimum diameter (d ~ 6A), the use of the hologram in parallel makes sense at very
high diffraction efficiencies only. This is evidenced by the dip in the IMI curves at
intermediate q's and is due to the inefficient use of optical power at these regimes.
On the other hand, when the pinhole is operated at high diameters (e.g. because of
geometrical aberrations in the system) the matched-filter operation of the hologram
consistently improves imaging performance, even at low diffraction efficiencies. Note
also that increasing the hologram thickness generally improves the IMI, as evinced in
the curves of Figures 5-7 through5-8.
We have shown previously in chapter 4 that volume holograms can be useful
in numerous imaging contexts, e.g. spectral imaging and imaging through strongly
aberrating media [118]. Compared to other applications of volume holography (e.g.,
optical memories), in imaging it is easier to design and "program" the hologram.
Optimizing the IMI metric (equivalently, optimizing the eigenvalue spectrum of the
system's H-matrix) can serve as a useful design guideline and comparison metric
against competing techniques. Finally, a volume hologram is the most appropriate
digital post-processing [5]. These systems can realize the full range of information
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Figure 5-9: IMI for the combined imaging system of Fig. 5-5(d). The volume holo-
graphic geometries considered are (a) on-axis rf = (0,0, -104A) with L = 400A;
(b) on-axis rf = (0, 0, -10 4 A) with L = 2, 800A; (c) off-axis rf = (4 x 103A, 0, -10 4A)
with L = 2, 800A.
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Figure 5-9: (continued)
extraction predicted by the IMI metric.
The simulations of section 5.2.3 are intended as demonstrations of the potential
of volume holograms for imaging. Despite numerous approximations (ignoring lat-
eral object structure; sampling implemented as isolated, mutually incoherent point
sources; Gaussian noise statistics, etc.), the IMI model provides a very convenient tool
for understanding trade-offs between light efficiency and resolution. This is particu-
larly appropriate for volume-holographic imaging instruments, where the advantage
of matched filtering is offset by the limited diffraction efficiency. We will discuss an
optical method to resolve the problem of limited diffraction efficiency next in chapter 6
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Chapter 6
Resonant Volume Holography
Thus far, we have described the use of either spherical or plane wave reference beams
for VHI. However, both these systems suffer the same disadvantage i.e. they are
photon limited. Only the diffracted light is used for VHI; the undiffracted light is
wasted. The photorefractive crystal LiNbO 3 diffracts only about 10% of the light
and so, a significant amount of information is lost in the undiffracted light. We have
also shown previously in chapter 5 that this loss of photons results in poorer imaging
performance for the VHI system. In this chapter, we discuss an optical method to
enhance the diffraction efficiency of weak holograms.
The new method is based on using the hologram inside a resonant optical cavity.
We have shown experimentally and theoretically that efficiencies approaching 70-80%
can be achieved from weak holograms (3 - 10%) using this method.
6.1 Introduction to Resonant Holography
We have seen that volume holographic optical elements have been used in optical
inter-connects [48], data storage [69, 68] and imaging [5]. For most applications,
the hologram should diffract the highest amount of incident light possible; the un-
diffracted light is wasted. We show that diffraction efficiencies approaching 100% are
obtained by placing the hologram inside an optical cavity and demonstrate the idea
experimentally in the context of two applications: an angle multiplexed holographic
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memory with increased dynamic range and an optical three-port element.
Re-entrant diffraction into ring resonators has been used in the past for image
storage and associative recall [119, 120] and into Fabry-Perot type optical cavities
for optical interconnects [121, 122]. Instead, we tune the cavity to resonate the
diffracted beam by multiple passes of the readout beam through the hologram.
Resonant holograms are recorded conventionally by interfering mutually coherent
reference and object beams inside a photo-sensitive medium [50]. After recording is
complete, the hologram is placed inside an optical cavity and probed with a beam
which replicates as closely as possible the reference beam used during the recording
phase. For brevity, we limit the discussion to the Bragg diffraction regime. However,
our results may also be extended to the Raman-Nath [8] regime by taking multiple
diffracted orders into account.
In the resonator of Figure 6-1(a) [123] with normal incidence of the readout beam,
both the forward and backward propagating on-axis probe beams are Bragg-matched.
Therefore, a forward reconstruction and a phase-conjugate reconstruction are ob-
tained simultaneously. Resonance is obtained when all diffracted beams interfere
constructively. Optical losses (absorption, scatter) place an upper limit on the res-
onant diffraction efficiency. The finesse of the holographic cavity is defined by the
losses in combination with the single-pass efficiency of the hologram.
Let r denote the amplitude reflection coefficient of the partially reflecting mirror,
and 71 the single-pass diffraction efficiency of the hologram (which is obtained from the
stand-alone hologram, without the optical cavity). Also, let A denote the wavelength,
b the one-pass intensity loss coefficient inside the cavity, and L the optical path-
length of the cavity. In terms of these parameters, the forward and phase-conjugate
diffraction efficiencies obtained from the hologram inside the cavity are, respectively,
21 (1 - r 2 )
1 + r2 (i power be rlected bc s inthdin(47roLf/A)
qp~c = qfw (I - ql - b) . (6.2)
By requiring that no optical power be reflected backwards in the direction of the
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Figure 6-1: Geometries for resonant holography: (a) two-port with normal incidence;
(b) two-port with oblique incidence; (c) three-port with normal incidence. VHOE:
volume holographic optical element; PRM: partially reflecting mirror.
163
source, we obtain the resonance conditions
r = I - 7, - b (6.3)
and L = (2m + 1) -, (6.4)
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where m is an arbitrary integer. The quality factor of the holographic resonator is,
approximately, Q = 1//b + I. Therefore, the coherence length of the incident beam
should be larger than QL to ensure that (6.4) can be observed. When these conditions
are satisfied, the resulting overall (forward plus phase conjugate) resonant diffraction
efficiency is
no = .(6.5)
T + b
Since m + b < 1, the resonant gain G = r./. is always larger than 1. However,
the single-pass loss coefficient b sets an upper limit to the attainable resonant gain.
Resonance is most efficient when q > b. Alternatively, losses may be compensated
by including optical gain inside the holographic cavity.
The resonance conditions (6.3-6.4) apply to arbitrary diffracted wave-fronts. Spa-
tial frequency components having equal diffraction efficiencies resonate simultane-
ously if they satisfy (6.3). This is verified in the experiment of Figure 6-2. On the
other hand, spatial frequency components whose diffraction efficiencies deviate from
(6.3) get filtered out because they are non-resonant. The sensitivity of the holo-
graphic resonator to detuning from resonance condition (6.3) is shown in Figure 6-3.
These curves indicate that reconstructions degrade gracefully due to recording non-
uniformities. On the other hand, resonance is extremely sensitive to the path-length
condition (6.4) as in any Fabry-Perot type cavity [124]. As in other resonant con-
figurations, the path sensitivity of resonant holograms has potential applications to
interferometric sensing [125, 126] and wavelength routing [127].
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(a)
(b)
Figure 6-2: Holographic reconstruction (a) non-resonant and (b) resonant. The holo-
gram of the Air Force Resolution Chart was recorded slightly off the Fourier plane to
ensure equal diffraction efficiencies for a wide bandwidth of plane wave components.
The resonant and non-resonant reconstructions have comparable quality. This and
subsequent experiments were implemented on a 1mm thick slab of Fe-doped LiNbO 3
with loss coefficient b ~ 0.05.
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Figure 6-3: Theoretical (solid lines) and experimental sensitivity curves for devia-
tion of the one-pass efficiency rm from its resonant value (6.3) for two cases of PRM
reflectivity. Loss coefficient of b = 0.05 was used for the theoretical curves. The ex-
perimental curves were obtained with a lateral aperture of ~ 1mm 2 , where resonance
was relatively uniform.
6.2 Resonant Holographic Systems
We implemented a simple resonant holographic memory by mounting the holographic
material of Figure 6-1(a) on a rotation stage. We superimposed plane wave holograms
at several angular positions, separated by twice the Bragg selectivity of the mate-
rial. Figure 6-4 shows resonant diffraction efficiency enhancement obtained by Bragg
matching and resonating each hologram individually. The (M/#) [128] for the reso-
nant holographic memory is related to the (M/#) for the stand alone (non-resonant)
holographic memory by
r)(M/ #)1(M/#)_ c .M/#) (6.6)
As expected, the losses in the optical cavity set an upper limit on the maximum
achievable (M/#),. For the resonant volume holographic memory of Figure 6-4, the
increase in the (M/#) was ~~ 3.4. We note that the obtained resonant gain of the
(M/#) is less than the maximum possible gain i.e.~ 4.5. This is on account of the
fact that the PRM of the resonant setup (r2 = 0.9) was not optimized according to
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Figure 6-4: Holographic memory with resonant enhancement of the diffraction effi-
ciency. The blue curve was obtained by angular scanning the memory without the
resonator. Each peak corresponds to one stored hologram. The red curve was ob-
tained by applying (6.1-6.2) and (6.4) to the experimental data of the blue curve.
The black stars are actual values of the corresponding resonant diffraction efficiencies
obtained experimentally.
(6.3).
Two methods can be used to eliminate the phase conjugate reconstruction: oblique
incidence of the readout beam to the Fabry-Perot cavity, and use of a ring resonator.1
The former presents problems in practice because the resonant beam walks off the
resonator in the lateral direction.
The geometry of Figure 6-1 (b) is similar to Figure 6-1 (a) except the back mirror
has been replaced by a partially reflecting mirror with amplitude reflection coefficient
r'. Thus, this device acts as an optical three-port element. The amplitude resonance
condition is
r = r'(1 - r7, - b), (6.7)
'The suggestion of using a ring resonator to eliminate the phase conjugate reconstruction was
made to us by Professor D. A. B. Miller.
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Figure 6-5: Experimental and theoretical response of the three-port element of Fig-
ure 6-1(c) with r 2 = 0.7, r' 2 = 0.9 and b = 0.05.
and the overall (forward plus phase conjugate) resonant diffraction efficiency is
rm1(1 + rr')
1-v 2  .(6.8)
The fraction of the power transmitted straight through the hologram and the two
partially-reflecting mirrors is
r (1 - r'2 )
?7trans = r.(r 2 ) (6.9)
r' (I r2)
The sensitivity of this element to deviation of 171 from the resonance condition (6.7) is
shown in Figure 6-5. One can think of the resonant three-port element as an efficient
"smart beam-splitter," defining both the amplitude and phase of the deflected beam
relative to the readout beam. Such a device could have interesting applications in
fields such as quantum information processing.
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Figure 6-6: Imaging architectures for resonant imaging. (a) point source outside
resonant cavity. (b) collimated point source inside resonant cavity.
6.3 Resonant holographic imaging architectures
In this section, we shall describe applying resonant holographic techniques in VHI
applications. Figure 6-6 shows two possible imaging architectures to implement res-
onant holographic imaging. Both architectures utilize a plane wave reference volume
hologram on account of the flat optical cavity. Spherical wave reference beams would
require a confocal cavity.
Figure 6-7 is the schematic of a resonant holographic imaging setup in which the
point source lies outside the cavity. At Bragg match, the collimated beam incident
on the resonant cavity diffracts strongly. As the point source moves, two factors
contribute to the drop in the diffraction efficiency:
1. The Bragg selectivity of the volume hologram causes the point source to become
Bragg mismatched as it moves out of focus, leading to a drop in the diffracted
power.
2. The defocused beams fail to satisfy the optical path length resonance conditions
across the field, also leading to a drop of the diffracted power.
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Figure 6-7: Imaging architectures for resonant imaging with point source outside
resonant cavity.
These two effects in tandem ensure that the resonant holographic PSF is tighter than
each of the individual resonant and holographic PSFs.
Figure 6-8 is a resonant holographic imaging setup in which the point source
lies inside the cavity. This setup has an even tighter PSF than the arrangement of
Figure 6-7 because the presence of the lens within the cavity ensures that both Bragg
mismatch and resonant defocus occurs more rapidly than the case where the lens is
outside the cavity. The analysis of the PSF of this geometry can be simplified by
realizing that the point source will progressively shift by different amounts along the
axial direction after each round-trip inside the cavity. This amplifies the actual offset
of the point source. We can get the recursion formula for this shift as
Zo,new Zo,od + . (6.10)
2 2L - 2f +
The complete theoretical calculation of the resonant holographic PSFs is currently
in progress. Figure 6-9 shows qualitative agreement between theoretical and experi-
mental images on the camera for progressively increasing longitudinal displacement.
Figure 6-10 shows experimental PSFs of a plane wave reference VHI and a resonant
VHI system with the object inside the cavity.
We believe that resonant holography can significantly enhance the performance of
VHI and other volume holographic systems. Recently our group has demonstrated
that cross-talk effects can be reduced using Hermite-Gauss mode confocal resonant
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Figure 6-9: (a) Calculated and (b) experimental images on detector for readout of
resonant volume hologram with the point source inside the cavity.
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Figure 6-10: Resolution of resonant VHI with the point source within the cavity. The
working distance was 660pm. The NA of the system was 0.1, the one pass diffraction
efficiency 71 = 3.5%, loss= 5%. q..(theory)= 12%, q,,(expt)= 10%. Non resonant
depth resolution AZFWHM ~ 120pm. Resonant depth resolution AZFWHM - 10[-Zm
holographic cavities [129. Efforts are currently underway to build a feedback stabi-
lized resonant cavity for further imaging applications.
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Chapter 7
Conclusion
We have seen that the use of volume holograms for optical imaging presents tremen-
dous potential for the capture of rich visual information. Unlike other optical ele-
ments like lenses/beam-splitters, a volume hologram can perform several functions in
an imaging system. The results presented in this thesis and in earlier work [5, 81,
92, 123, 84, 82, 90, 83, 85, 105, 130] demonstrate the flexibility offered by a volume
hologram based imaging system for application specific imaging. The target applica-
tions are broad, encompassing target acquisition and recognition, bio-imaging, long
range surface profilometry and chemical sensing. In this chapter, we recapitulate the
fundamental aspects of volume holographic imaging and present some directions for
further research.
7.1 Volume Holographic Imaging Summary
The volume holographic lens is manufactured by recording a three-dimensional inter-
ference pattern of two (or more) mutually coherent beams as shown in Fig. 7-1(a) .
The recording is independent of the object to be imaged, although the selection of
the type of hologram to be recorded (e.g. the type of reference beam) can be based
prior information about the type of objects to be imaged (e.g. the average working
distance, reflective vs. fluorescent, etc.). Simple recording schemes include interfering
a spherical reference (SR) or planar reference (PR) beam with a planar signal beam to
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Figure 7-1: General schematic of volume holographic imaging. (a) The volume grating
is the recorded 3D interference pattern of two mutually coherent beams (b) The
imaging step consists of reading out the volume hologram by an unknown object
illumination. The volume hologram diffracts only the Bragg matched components of
the object illumination. This effect is used in conjunction with scanning to recover
the object illumination.
record holograms in the transmission, reflection or 900 geometry [5]. After recording
is complete, the hologram is fixed; no further processing is done on the hologram (just
like the fixed lenses in an imaging instrument after they are ground and polished).
During imaging, the recorded holograms are probed by the incident illumination
as shown in Fig. 7-1(b). We have rigorously discusses two volume holographic imaging
setups in this thesis:
1. SR-VHI systems incorporate transmission geometry volume holograms recorded
with a spherical reference and planar signal. We have demonstrated several
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volumetric scan-based 3D imaging systems in Chapter 4. SR-VHI systems
have a curved degeneracy line and this results in images being skewed on the
detector plane. To overcome this problem, we prefer to use
2. PR-VHI systems with transmission volume holograms recorded with planar
reference and signal beams. The straight fringes in the volume grating results
in a straight degeneracy line. PR-VHI is our method of choice for most imaging
systems both broadband and monochromatic as described in chapter 4.
When probed with a unknown light source, the VHI system diffracts the Bragg
matched [8, 651 components of the incident illumination. The diffracted field is moni-
tored by a detector or a detector array. The diffracted field intensity captured by the
detector is the "image" formed by the VHI system and can be used to determine the
required object information like the 3D spatial and/or spectral characteristics of the
object of interest.
Most of our VHI systems were restricted to use a volume hologram that was
the result of a single exposure. By multiplexing several holograms with a sequence
of exposures on the same holographic material, it is possible to reduce scanning
even more and obtain the 21D or 3D image even in real time, provided there are
enough pixels on the 2D camera to adequately sample the higher dimensional object
information. This method was employed in Ref. [84] to obtain hyperspectral and 3D
spatial information from a fluorescent object in real time, i. e. without scanning.
We have shown that despite its apparent simplicity, VHI offers unique imaging
capabilities that are not available in traditional lenses. A volume hologram based sys-
tem can be designed to outperform a conventional imaging system with respect to the
resolution of the image produced. However, volume holographic systems suffer from
a serious disadvantage as compared to other systems since only the light diffracted by
the volume hologram is used for imaging - the rest of the light goes straight through
and is wasted. There are two ways to solve this problem:
1. Resonant volume holography is an all optical method to enhance the diffraction
efficiency of volume holograms. A resonant volume holographic system can im-
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prove both the depth resolution and diffraction efficiency of simple monochro-
matic VHI systems like the surface profilometer. However, resonance would
not work for broadband VHI systems on account of the extremely stringent
path-length criterion for resonance.
2. VHI can be used in tandem with other 3D imaging systems. The beam diffracted
by the hologram can be monitored as mentioned earlier for VHI whereas the
straight through beam can be the input to another 3D imaging system for
further optical information processing. Thus, no object information is lost in
such a combined VHI-3D imager setup. We have discussed a combined VHI-
confocal system in Chapter 6
7.2 Future work
This thesis represents a preliminary step in the direction of understanding and build-
ing VHI systems for practical use. There are several interesting issues that need to
be addressed in translating the unique potential of VHI to a practical commercially
viable imaging applications. Some of the issues are:
1. We have restricted our analysis to simple SR-VHI and PR-VHI schematics.
However, it is not necessary that these systems should be the optimal config-
uration for every imaging application. Preliminary work has been done [131
on designing an optimum volume holographic microscope. Further work could
including the recording of the volume hologram as a parameter in designing the
optimal VHI for a particular application.
2. In this thesis, the digital processing of the volume holographic image data has
relied on simple least-squares optimization techniques. Research is currently
underway to implement more efficient deconvolution schemes like a modified
Vitterbi algorithm [132] for super-resolution in VHI.
3. The response of the VHI system to randomly varying optical fields must be
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understood and well characterized. Some preliminary studies on 3D optical
coherence [133] are underway to understand this phenomenon better.
4. As mentioned earlier, the limited diffraction efficiency of volume holograms is
one of the most severe issues in VHI. Initial experimental results [134] suggest
that resonant holography may solve this problem and also enhance depth reso-
lution further' . A feedback controlled resonant optical cavity should be built
to verify this.
5. We have shown that a combination VHI-confocal system can sometimes outper-
form each stand-alone system. It would be helpful to generalize this calculation
for different systems like coherence imagers, tomographers, binocular systems
etc.
6. We have presented preliminary comparisons in between VHI and some other
systems. It would be very useful to compare VHI to the most commonly used
imaging system for a particular imaging application to bring out the advantages
and drawbacks of any of using the VHI system for that particular application.
'Our colleagues at Ondax, Inc. are also looking into the problem of limited diffraction efficiency
from volume holograms. They have come up with a novel method of making a volume hologram
with several multiplexed volume gratings in glass. Each grating has diffraction efficiency approaching
100%.
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Appendix A
Volume diffraction in the Born
approximation
In most holographic materials, volume holograms are recorded as a modulation of
the material refractive index, resulting after exposure to the interference pattern
between the signal and reference beams. Consider such a dielectric material, as shown
in Fig. A-1, occupying a volume V in space, with a position-dependent dielectric
constant e(r). We assume that the modulation is weak and narrow-band, i.e.
e(r) = co + (r)eiK , Eo > 6(r)1. (A.1)
Here, EO is the dielectric constant before exposure, Kg is the carrier wave-vector of
the grating and e(r) is a low bandwidth modulation (in the sense that the maximum
spatial frequency contained in j(r) is much less than Kg) representing the intensity
modulation stored in the volume hologram. The hologram is illuminated with an
incident optical field EP at a frequency w. In this appendix, we derive the diffracted
field Ed, under some approximations, as the first-order solution to a wave scattering
problem. The result is the diffraction integral (A.14).
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Figure A-1: Volume diffraction geometry.
The electromagnetic field satisfies Maxwell's equations in charge-free space:
V x E = iwB V D 0
V x H = -iwE V B 0, (A.2)
where E =Ep + Ed is the total electric field, D = cE is the dielectric displacement,
H is the magnetic field, B = pH is the magnetic induction and p is the magnetic
permeability, hereafter assumed to be po, the magnetic permeability of vacuum. From
the two curl equations, we obtain
V x V x E = -p(w 2 E)
= V(V - E) - V 2 E = w2 pcE (A.3)
To calculate V -E, we use Gauss' law:
V - (,EE) = Vc -E + EV -E = 0 V -E = VcE V E (A.4)
The modulation gradient is calculated explicitly as
Vc(r) = V (E(r)e"g"r) - e iKgrV(r) + iW(r)eiK-rKg. (A.5)
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The narrow-band grating assumption essentially means that the first term in the
above expression is negligible, and we thus obtain
VE . E (Kg -E) (r)eiKgor
Co Eo
The wave equation for the electric field in the presence of the volume hologram follows
from (A.3) after substitution of (A.6):
V 2 E + W2 uPOc 0E -iV (Kg. E) ) W 2 (r)eiKsr E (A.7)
Using the narrow-band grating approximation, the first term on the right-hand side
of (A.7) simplifies to [65]
-i [(KgV)E + i(Kg - E)Kg] g(r)eiKg-r/6 (A.8)
We now define the matrix operator
U(r) =(r)eiKgr i(KgV)+Kgg(K +2  c
= KiKgr [-i(KgV) + Kg(Kg-) + k2], (A.9)
where we used k = 27r/A The wave equation then takes the compact form
(V2 + k2 )E = U(r)E; (A.10)
i.e. the volume diffraction problem is formally equivalent to scattering of the vector
field E from the potential U(r). Let G(r) denote the Green's matrix for the homo-
geneous wave vector corresponding to (A.10). The solution to (A.10) is a series of
'We define by KgV the outer product of the two operators, as opposed to Kg * V, which denotes
the inner product as usual.
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diffracted orders [135]
E = E_ ) where (A.11)
E(k)(r) = fv d3r'G(r - r')U(r')E(k--1) (A.12)
= f, d3ri ... f, d3rkG(r - r)U(ri)... G(r - r)U(r)Ep(r). (A.13)
The iteration is initialized by E(0)(r) = Ep(r). It is evident from (A.9) and (A.12) that
the kth order term in the solution is of the same magnitude as ( (r)/Co)k. Therefore,
consistent with the weak modulation assumption, only the first term is non-negligible.
This assumption is called Born's approximation; it is violated for strong gratings,
when the coupled wave formulation [66] must be used. In most cases, we will work
with volume holograms that have low diffraction efficiencies and hence, we are justified
to express the diffracted field as
Ed(r) = jdr'G(r - r')U(r')Ep(r'). (A.14)
The actual computation of the diffracted field, as given by the diffraction integral
(A.14), is not always straightforward. We will now focus on scalar fields only and
develop an approach based on 3D Fourier analysis which simplifies the calculations
significantly. The key result of this analysis is equation (A.22), which follows directly
from (A.14) for a scalar incident field. We assume that the incident field is a plane
wave that is linearly polarized parallel to an arbitrary direction 8, i. e.
EP = e ikp.r,& (kpL8b). (A. 15)
The diffracted field is then simply
Ed = d r'G(r - r') (r')eiKyr' (Kg -)(iV + Kg) + k2 eke.r (A.16)
Iv 60E
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Green's dyadic for homogeneous space [46] is
G~~-eikpIrI nl)G(r) = 4rr l13 (outgoing waves only), (A.17)
where kP = 27r/A = Ikpl, and 13 is the 3 x 3 identity matrix. Substituting into (A.16),
we obtain
eikp r -r'
Ed s(kp) id3r' e(r')ei(Kg+kP)-r', (A.18)
iV 471rr - r'l
where
(Kg * 6)(kp + Kg) + k 26
s (kP) = -f(A. 19)
Co
Note that the diffracted field is also linearly polarized in the direction of s. The angle
a formed between s and the incident polarization 8 is given by
_(Kg - ) 2 + k 2
cos a = - (K9 = 1&) 2 + k 2 (A.20)
o'(Kg -6)2 (lKg| 2 + 2Kg - kp + 3k 2) + k4
For a more general scalar incident field
EP = Ep(r)eikp-r6 (A.21)
where Ep(r) is a low bandwidth modulation, the diffracted field is
3e ikpr-rI(K~p)Ed = s(kp)] d3r'47 r - , (r')Ep(r)ei(Kg+kp)r'. (A.22)
This expression has a simple intuitive interpretation: each infinitesimal region inside
the hologram acts as a point source with amplitude proportional to the local ampli-
tude of the incident field and the local value of the refractive index modulation; the
diffracted field is obtained as a coherent superposition of the field emitted by all these
infinitesimal point sources comprising the volume hologram. Further, the 3D Fourier
space equivalent of (A.22) can also be calculated. We will not go into the details
here (They can be found in [86]) and just present the final result. The 3D diffracted
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spectrum (kd) is
e iklzz
(kd, z) 2 A(kp, kd) (A.23)
A(kp, kdy) s j d 3r'(r')ei(Kg+kp-kd)r' (A.24)
The quantity A(kP, kd) is the three-dimensional Fourier transform of the index modu-
lation E(r')eiKgr', calculated at spatial frequency (kp-kd). It represents the amplitude
of the diffracted field propagating in the direction of kd when the hologram is the
illuminated by a plane wave incident at direction kP.
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