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Abstract. In this paper we study Lagrangian Floer theory on toric man-
ifolds from the point of view of mirror symmetry. We construct a natural
isomorphism between the Frobenius manifold structures of the (big) quantum
cohomology of the toric manifold and of Saito’s theory of singularities of the po-
tential function constructed in [FOOO6] via the Floer cohomology deformed
by ambient cycles. Our proof of the isomorphism involves the open-closed
Gromov-Witten theory of one-loop.
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CHAPTER 1
Introduction
1.1. Introduction
The purpose of this paper is to prove a version of mirror symmetry between
compact toric A-model and Landau-Ginzburg B-model.
Let X be a compact toric manifold and take a toric Ka¨hler structure on it.
In this paper X is not necessarily assumed to be Fano. In [FOOO6] we defined
a potential function with bulk, POb, which is a family of functions of n variables
y1, . . . , yn parameterized by the cohomology class b ∈ H(X ; Λ0). (More precisely,
it is parameterized by T n-invariant cycles. We explain this point later in Sections
1.3 and 2.5.) (Λ0 is defined in Definition 1.2.1.)
POb is an element of an appropriate completion of Λ0[y1, y
−1
1 . . . , yn, y
−1
n ],
the Laurent polynomial ring over (universal) Novikov ring Λ0. We denote this
completion by Λ〈〈y, y−1〉〉
◦
P
0 . (See Definition 1.3.1 for its definition.) We put
Jac(POb) =
Λ〈〈y, y−1〉〉
◦
P
0
Closd◦
P
(
yi
∂POb
∂yi
: i = 1, . . . , n
) .
Differentiation of POb with respect to the ambient cohomology class b gives rise
to a Λ0 module homomorphism
ksb : H(X ; Λ0)→ Jac(POb). (1.1.1)
We define a quantum ring structure ∪b on H(X ; Λ0) by deforming the cup product
by b using Gromov-Witten theory. (See Definition 1.3.28.) The main result of this
paper can be stated as follows:
Theorem 1.1.1. Equip H(X ; Λ0) with the ring structure ∪b. Then
(1) The homomorphism ksb in (1.1.1) is a ring isomorphism.
(2) If POb is a Morse function, i.e., all its critical points are nondegenerate,
the isomorphism ksb above intertwines the Poincare´ duality pairing on
H(X ; Λ) and the residue pairing on Jac(POb)⊗Λ0 Λ.
We refer readers to Section 1.3 for the definition of various notions appearing
in Theorem 1.1.1. Especially the definition of residue pairing which we use in this
paper is given in Definition 1.3.24 and Theorem 1.3.25.
We now explain how Theorem 1.1.1 can be regarded as a mirror symmetry
between toric A-model and Landau-Ginzburg B-model:
(a) First, the surjectivity of (1.1.1) implies that the family POb is a versal
family in the sense of deformation theory of singularities. (See Theorem
2.8.1.)
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(b) Therefore the tangent space TbH(X ; Λ0) carries a ring structure pulled-
back from the Jacobian ring by (1.1.1). Theorem 1.1.1.1 implies that this
pull-back coincides with the quantum ring structure ∪b.
(c) Theorem 1.1.1.2 implies that the residue paring, which is defined when
Jac(POb) is a Morse function, can be extended to arbitrary class b ∈
H(X ; Λ0). In fact, the Poincare´ duality pairing of H(X ; Λ0) is indepen-
dent of b and so obviously extended.
This (extended) residue pairing is nondegenerate and defines a ‘Rie-
mannian metric’ on H(X ; Λ0). (Here we put parenthesis since our metric
is over the field of fractions Λ of Novikov ring and is not over R.) As in the
standard Riemannian geometry, it determines the Levi-Civita connection
∇ on H(X ; Λ0). Theorem 1.1.1.2 then implies that this connection is flat:
In fact, in the A-model side this connection is noting but the canonical
affine connection on the affine space H(X ; Λ0).
Let wi be affine coordinates ofH(X ; Λ0) i.e. the coordinates satisfying
∇∂/∂wi∂/∂wj = 0. Then we have a function Φ on H(X ; Λ0) that satisfies
〈fi ∪b fj , fk〉PDX =
∂3Φ
∂wi∂wj∂wk
. (1.1.2)
Here {fi} is the basis of H(X ; Λ0) corresponding to the affine coordinates
wi and 〈·, ·〉PDX is the Poincare´ duality pairing.
In fact, Φ is constructed from Gromov-Witten invariants and is called
Gromov-Witten potential. (See [Ma], for example.) Using the isomor-
phism given in Theorem 1.1.1.1 we find that the third derivative of Φ also
gives the structure constants of the Jacobian ring.
(d) In [FOOO6, Section 10], we defined an Euler vector field E on H(X ; Λ0).
We also remark that the Jacobian ring carries a unit that is parallel with
respect to the Levi-Civita connection: This is obvious in the A-model side
and hence the same holds in the B-model side.
(e) The discussion above implies that the miniversal family POb determines
the structure of Frobenius manifold on H(X ; Λ0). K. Saito [Sa] and M.
Saito [MSa] defined a Frobenius manifold structure on the parameter
space of miniversal deformation of a holomorphic function germ with iso-
lated singularities. Their proof is based on a very deep notion of primitive
forms. On the other hand, our construction described above uses mirror
symmetry which is different from theirs. Strictly speaking, our situation
is also slightly different from Saito’s in that we work over the Novikov ring
but not over C, and deals with a more global version than that of function
germs. See [Sab] (especially its Section 4) for some discussion of a global
version of Saito theory over C. It is not clear to the authors how difficult
it is to adapt Saito’s argument to our situation and prove existence of a
Frobenius manifold structure using the primitive forms.
(f) Dubrovin [Dub] showed that quantum cohomology also defines a Frobe-
nius manifold structure on H(X ; Λ0). Theorem 1.1.1 can be regarded as
the coincidence of the two Frobenius manifolds, one defined by quantum
cohomology (= toric A-model) and the other defined by Saito’s theory (=
Landau-Ginzburg B-model).
1.1. INTRODUCTION 9
Remark 1.1.2. (1) Saito invented a notion, which he calls flat structure.
It is the same structure as Frobenius manifold structure which Dubrovin
found in Gromov-Witten theory.
(2) For the case of Fano X and with b = 0, a statement similar to Theorem
1.1.1.1 was known to Batyrev [B1] and Givental [Gi2]. ([Gi2] contains
its proof relying on the virtual localization formula which was later estab-
lished in [GrPa].) For the case of CPn, a result closely related to Theorem
1.1.1 was known to Takahashi [Ta] (n = 1) and Baranikov [Bar]. Proofs
of both Takahashi and Baranikov are rather computational. On the other
hand, our proof does not rely on computations but uses a natural con-
struction of the map ksb which we prove is an isomorphism. We prove
this isomorphism property using some geometric argument without carry-
ing out separate calculations on both sides. In addition to this geometric
argument, we use some important partial calculation of POb carried out
by Cho-Oh [CO] in our proof of Theorem 1.1.1.
(3) In the work [HV] of Hori-Vafa a function similar to the potential function
PO0 appears
1 and their discussion is somewhat close to Theorem 1.1.1.
Also there are various conjectures closely related to Theorem 1.1.1 in the
literature such as those stated by Saito-Takahashi [SaTa], Iritani [Iri2]
and others. These conjectures are more wide-ranging than Theorem 1.1.1
in their scope in that they also discuss the Hodge structure, higher residues
and others. Especially in [Iri2] a similar statement as Theorem 1.1.1 is
announced as a theorem, whose proof is deferred to subsequent papers.
On the other hand, in [Iri2] and other references, superpotential in the
B-model side are defined ‘by hand’ and the role of potential function with
bulk POb was not discussed. In that sense, Theorem 1.1.1 does not seem
to have appeared in the previous literature even as a conjecture. See also
[KKP].
(4) We also remark that our potential function POb in Lagrangian Floer the-
ory is slightly different from the superpotential appearing in the literature
we mentioned above: The ‘superpotential’ in the literature coincides with
the leading order potential function PO0 in our terminology. PO0 co-
incides with potential function POb for the case of X Fano and b = 0.
There is an example where PO0 is different from POb, b = 0 in non-Fano
case. (Theorem 2.13.1.) However we can prove that PO0 is the same as
POb for some b up to an appropriate coordinate change (Theorem 2.8.1).
(5) We believe that using Theorem 1.1.1 we can prove a version of homological
mirror symmetry conjecture ([Ko2]) between toric A-model and Landau-
Ginzburg B-model, namely an equivalence between the Fukaya category
of X and the category of matrix factorization of Jac(POb). We plan to
explore this point elsewhere in the near future, with M. Abouzaid.
(6) It seems important to push our approach further and study the mirror
symmetry along the lines of Saito, Givental and Hori-Vafa. For example,
1Hori and Vafa conjectured that the superpotential in their situation coincides with the
potential in Lagrangian Floer theory. A similar conjecture was also made by Givental around the
same time. This conjecture was one of the motivations of the work [CO].
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including higher residues, primitive forms, quantum D-module and hy-
persurfaces of toric manifolds into our story are some interesting projects.
We hope to pursue this line of research in the future.
(7) After the main results of this paper were announced, an interesting result
of Gross [Gro] appears which studies a similar problem in the case of
CP 2. See also [GPS].
We can apply Theorem 1.1.1 to the study of Lagrangian Floer theory of toric
manifolds. Let M(X, b) be the set of pairs (u, b) with
u ∈ IntP, b ∈ H1(L(u); Λ)/H1(L(u); 2π√−1Z)
such that
HF ((L(u), b, b), (L(u), b, b); Λ) 6= 0.
Here HF ((L(u), b, b), (L(u), b, b); Λ) is the Floer cohomology with bulk deforma-
tion. (Λ is defined in Definition 1.2.1 (See [FOOO2], [FOOO6].)
Theorem 1.1.3. If POb is a Morse function, we have
#M(X, b) =
∑
k
rankHk(X ;Q). (1.1.3)
If POb is not a Morse function, we have
0 < #M(X, b) <
∑
k
rankHk(X ;Q). (1.1.4)
Theorem 1.1.3 settles a conjecture in the preprint version of [FOOO5]. It also
removes the rationality hypothesis we put in the statement of [FOOO5, Theorem
1.4]. Theorem 1.1.3 is proved in Section 1.3 right after Theorem 1.3.34, using
Theorem 1.1.1.1.
We have another application of Theorem 1.1.1 which is proved in Section 2.12.
Theorem 1.1.4. Assume b ∈ H2(X ; Λ0). The set of eigenvalues of the map
x 7→ c1(X) ∪b x : H(X ; Λ0)→ H(X ; Λ0) coincides with the set of critical values of
POb, with multiplicities counted.
Here ∪b is the quantum cup product associated with the bulk deformation by
b. (See Definition 1.3.28 for its definition.)
Remark 1.1.5. Theorem 1.1.4 was conjectured by M. Kontsevich. See also
[Aur1]. Theorem 1.1.4 is proved in [FOOO5] in case X is Fano and b = 0.
Outlines of the proof of Theorem 1.1.1 and of the contents of the following
sections are in order. The proof of Theorem 1.1.1.1 goes along the line we indicated
in [FOOO5, Remark 6.15]. However the details of the proof are much more involved
partially because we have much amplified the statement.
In Section 1.3 we define various notions used in the statement of Theorem 1.1.1
and make a precise statement thereof. In Section 1.4, we make explicit computations
for the case of X = CPn, b = 0 to illustrate Theorem 1.1.1. Section 2.1 contains
several (technical) issues related to the completion of Laurent polynomial ring over
Novikov ring.
As we already mentioned, the potential function we defined in [FOOO6] is
parametrized by the group of T n-invariant cycles. The set of T n-invariant cycles,
which we denote by A(Λ0), is mapped surjectively onto the cohomology group
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H(X ; Λ0). However this map is not injective. In Section 2.5, we prove that if b and
b′ give the same cohomology class in H(X ; Λ0), POb and POb′ coincide up to an
appropriate change of coordinates. (See Theorem 2.5.7.) In Section 2.4 we prove
that the map ksb, which is originally defined on A(Λ0), descends to a map defined
on H(X ; Λ0). (See Theorem 2.4.1.)
In Section 2.6, we prove that the map ksb is a ring homomorphism. In Section
4.7 we explain its relation to various results, ideas, and conjectures appearing in
the previous literature. We also explain there how the discussion of Section 2.6 can
be generalized beyond the case of toric manifolds.
In Section 2.7, surjectivity of ksb is proved. We first show that its C-reduction
ksb is surjective and then use it to prove surjectivity of ksb itself.
Sections 2.8 - 2.11 are devoted to the proof of injectivity of ksb. Since this proof
is lengthy and nontrivial, we give some outline of this proof here.
We first remark that POb is not a Laurent polynomial in general but a formal
Laurent power series of y1, . . . , yn with elements of Λ0 as its coefficients, which
converges in an appropriate T -adic topology. We note that even in the Fano case we
need to work with such formal power series as soon as we turn on bulk deformations.
Therefore we first show that POb can be transformed into a Laurent polynomial by
an appropriate change of variables. This is proved in Section 2.9. This is possible
because of the versality of our family which we prove in Section 2.8 using the
surjectivity of ksb.
The second point to take care of is the fact that we actually need to take a
closure of the ideal generated by yi
∂POb
∂yi
. This is especially important when we
work over a Laurent polynomial ring and not over its completion. For example, the
equality (1.1.3) will not hold in the non Fano case, if we do not take the closure of
the ideal. (See [FOOO5, Example 8.2].) This point is discussed in Section 2.11.
After these preparations, we proceed with the proof of injectivity of ksb as
follows. Using the surjectivity of ksb and the fact that H(X ; Λ0) is a free Λ0
module, we observe that the injectivity of ksb will follow from the inequality
rankΛ(Jac(POb)⊗Λ0 Λ) ≥ rankΛH(X ; Λ). (1.1.5)
One possible way of proving the inequality (1.1.5) is to explicitly construct the
inverse homomorphism from Jac(POb) to H(X ; Λ). We have not been able to
directly construct such a map on Jac(POb) itself but will construct a map from a
ring similar to Jac(POb) instead. An outline of this construction is now in order:
In [MT], McDuff-Tolman proved that the Seidel’s [Se1] representation
π1(Ham(X))→ H(X ; Λ0)
provides m elements z′i ∈ H(X ; Λ0) (Recall m is the number of T n-invariant cycles
(or toric divisors) of X of (real) codimension 2.) that satisfy the quantum Stanley-
Reisner relations (see [FOOO5, Definition 6.4] and Section 2.10 of this paper)
and which are congruent modulo Λ+ to the Poincare´ dual of the generators of the
ring of T n-invariant cycles. See Theorem 2.10.2. We use this to show that the
quantum cohomology ring is expressed as the quotient of Λ0[z1, . . . , zm] by an ideal
which is a closure of the ideal generated by quantum Stanley-Reisner relations and
other relations congruent to the relations yi
∂POb
∂yi
= 0. In other words, quantum
cohomology (H(X ; Λ),∪b) is represented as the quotient of polynomial ring of m
variables over Λ by the relations which are congruent to those used for the Jacobian
ring Jac(POb). Using this congruence, we find a family of schemes parameterized
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by one variable s which interpolates Spec(Jac(POb)⊗Λ0Λ) and Spec(H(X ; Λ),∪b).
This is a family of zero dimensional schemes. Therefore if it is proper and flat over
Spec(Λ[s]), the orders (counted with multiplicity) of the fibers, which is nothing
but the rank over Λ of the coordinate ring of the fiber, are independent of s and
hence (1.1.5) follows by the standard fact in algebraic geometry. The proof of the
properness is based on the fact that POb has no critical point whose valuation lies
in a sufficiently small neighborhood of the boundary of the moment polytope. The
proof of Theorem 1.1.1.1 is completed in Section 2.11.
In Section 2.12 we prove Theorem 1.1.4. We use it in Section 2.13 to calcu-
late the potential function of second Hirzebruch surface F2 at b = 0. (The same
result was previously obtained by Auroux [Aur2] by a different method. See also
[FOOO8].) We also calculate residue pairing in that case and verify Theorem
1.1.1.2 by a direct calculation.
Sections 3.1 - 3.5 are devoted to the proof of coincidence of the Poincare´ duality
and the residue pairing. We summarize the main idea of the proof now.
Using the Poincare´ duality applied to both X and L(u), we dualize the map
ksb and obtain the adjoint map ks
∗
b. A description of this map in terms of the
operator p introduced in [FOOO3, Section 3.8] is given in Section 3.1. (We recall
that another operator q was used in [FOOO6] in the definition of the potential
function with bulk.) We then calculate the pairing
〈ks∗b(PD[pt]), ks∗b(PD[pt])〉PDX (1.1.6)
where PD[pt] is the top dimensional cohomology class in H(L(u); Λ0) as a Floer
cohomology class in
HF ((L(u), b, b); (L(u), b, b); Λ0) ∼= H(L(u); Λ0).
By inspecting the definition of ks∗b, we find that the paring (1.1.6) can be
calculated by counting the number of holomorphic maps w with boundary lying on
L(u) from certain bordered semi-stable curve Σ which is obtained by attaching two
disks at their centers. We also require w to satisfy an appropriate constraint related
to the class [pt]. Note that Σ is a degeneration of the annulus, i.e., of a compact
bordered Riemann surface of genus 0 with 2 boundary components. So calculation
of (1.1.6) is turned into a counting problem of appropriate holomorphic annuli. By
deforming complex structures of the annuli, we prove that (1.1.6) is equal to an
appropriate double trace of the operation m2 on HF ((L(u), b, b); (L(u), b, b); Λ0),
which is our definition of residue pairing. (See Theorem 3.4.1.) Section 3.4 contains
several constructions related to open-closed Gromov-Witten theory of one-loop.
These results are new. For example, they did not appear in [FOOO3] [FOOO4].
One important point in carrying out this proof is that we need to reconstruct
a filtered A∞ structure so that it becomes cyclically symmetric. In other words we
need to take the perturbation of the moduli space of pseudo-holomorphic disks so
that it is invariant under the cyclic permutation of the boundary marked points.
This is because fiber products of the moduli spaces of pseudo-holomorphic disks
appear at the boundary of the moduli spaces of pseudo-holomorphic annuli where
we need cyclic symmetry for the consistency of the perturbation.
The perturbation we used to define the operator q in [FOOO6] is not cyclically
symmetric. In [Fu2], the cyclically symmetric perturbations of the moduli space
of pseudo-holomorphic disks are produced. (In [Fu2] it is not assumed that X
is a toric manifold.) For this purpose, continuous family of multisections is used
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therein. In Section 3.2 we adapt this scheme to the present situation where X is
toric and L is a T n-orbit, and construct a cyclically symmetric versions qc, mc of
our operators q, m. We also discuss their relationship with the operators q and m
in [FOOO6].
The proof of Theorem 1.1.1 is completed in Section 3.5.
If a primitive form takes a simple form dy1 ∧ · · · ∧ dyn/(y1 · · · yn), the residue
pairing is the inverse of the determinant of the Hessian matrix of the potential
function. (See Definition 1.3.18.) We will prove that this is the case if either (1)
n = 2 or (2) X is nef and b is of degree 2, as follows. It was proved by Cho [Cho2]
that the Floer cohomology ring (HF ((L(u), b, b), (L(u), b, b); Λ),m2) is isomorphic
to the Clifford algebra associated to the Hessian matrix of POb. This isomorphism
between Clifford algebra and Lagrangian Floer cohomology holds in general if PO
is Morse. However in general we do not know whether this isomorphism respects
Poincare´ duality of L(u). We prove this under the condition that (1) or (2) above
holds. (See Theorem 3.6.2.) In Section 3.7 we use it to prove coincidence of the
residue pairing (in our sense) and the inverse of the Hessian determinant modulo
the higher order term in the general case.
In Section 3.8 we calculate cyclic (co)homology of Clifford algebra using Connes’
periodicity exact sequence. We use this to prove that residue paring in our sense
detects the second of the nontrivial elements of cyclic cohomology. Note the first
nontrivial element of cyclic cohomology is detected by the critical value, which in
turn becomes the first Chern class. (We also review the relation between cyclic
cohomology and deformation of cyclic A∞ algebra.)
In Sections 3.9-3.10 we discuss orientation and sign. Especially we study the
case of moduli space of pseudo-holomorphic annuli, which was not discussed in
[FOOO4].
In Sections 4.2-4.5 we discuss the construction of Kuranishi structure of the
moduli space of pseudo-holomorphic disks which is invariant under T n action and
other symmetries. We also construct Kuranishi structure on the moduli space of
pseudo-holomorphic annulus there. In Section 4.6 we prove a lemma which we
need to apply Stokes’ theorem on the moduli space in the situation where nons-
moothness of the forgetful map requires to use certain exponential decay estimate.
Those sections are rather technical but necessary and important substance for the
constructions of this paper.
Hochschild and cyclic (co)homology of Lagrangian Floer cohomology and of
Fukaya category is known to be related to the quantum cohomology of the ambient
symplectic manifold. We prove and use this relationship in this paper. In Section
4.7 we summarize various known facts and previous works on this relationship.
A part of the results of this paper is announced in [FOOO6, Remark 10.3]
and [FOOO5, Remark 6.15], as well as several lectures by the authors. There is a
survey article [FOOO9] related to the results of this paper.
The authors would like to thank M. Abouzaid for helpful discussions especially
on those related to Theorem 1.1.1.2, Remark 1.1.2.5 and Proposition 3.8.3. The
authors would like to thank Dongning Wang who pointed out an error in Section
4.2 in the previous version. The authors would like to thank the referee for careful
reading and many useful comments and suggestions. The second named author
thanks NIMS in Korea for its financial support and hospitality during his stay in
the fall of 2009 when a large chunk of the current research was carried out. The first
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named-author thanks MSRI for its financial support and hospitality during his stay
in the spring of 2010 when he was working on Section 4.3 of this paper. The third
and fourth named authors thank KIAS for its financial support and hospitality
during their stay in the summer of 2010, when the submitted version of this paper
was prepared.
1.2. Notations and terminologies
Definition 1.2.1. Let R be a commutative ring with unit. We define the
universal Novikov ring Λ0(R) as the set of all formal sums
∞∑
i=0
aiT
λi (1.2.1)
where ai ∈ R and λi ∈ R≥0 such that limi→∞ λi = ∞. Here T is a formal
parameter.
We allow λi ∈ R in (1.2.1) (namely negative λi) to define Λ(R) which we call
universal Novikov field. It is a field of fraction of Λ0(R). If R is an algebraic closed
field of characteristic zero, Λ(R) is also algebraic closed. (See [FOOO5, Lemma
A.1].)
We require λi > 0 in (1.2.1) to define Λ+(R), which is the maximal ideal of
Λ0(R).
In this paper we mainly use the case R = C. In such a case we omit C and
write Λ0, Λ, Λ+.
Definition 1.2.2. A discrete monoid G is a submonoid of additive monoid R≥0
which is discrete. An element (1.2.1) is said to be G-gapped if all the exponents λi
are contained in G.
For β ∈ H2(X,L;Z), we denote by Mmaink+1;ℓ(β) the compactified moduli space
of the genus zero bordered holomorphic maps in class β ∈ H2(X,L(u);Z) with
k+1 boundary marked points and ℓ interior marked points. Namely it is the set of
all isomorphism classes of (Σ, ~z, ~z+, u), where Σ is a genus zero bordered Riemann
surface with one boundary component, u : (Σ, ∂Σ)→ (X,L) is a holomorphic map
of homology class β, ~z = (z0, . . . , zk) is an ordered set of k + 1 distinct boundary
marked points, and ~z+ = (z+1 , . . . , z
+
ℓ ) is an ordered set of ℓ distinct interior marked
points. (Sometimes, we denote the interior marked points by ~zint = (zint1 , . . . , z
int
ℓ ),
instead of ~z+ = (z+1 , . . . , z
+
ℓ ).) We require the order of k + 1 boundary marked
points respects the counter-clockwise cyclic order of the boundary ∂Σ and also
assume appropriate stability conditions.
This space is a compact Hausdorff space and has a Kuranishi structure with
boundary and corners. (See [FOOO4, Section 7.1].)
Definition 1.2.3. A (R valued non-Archimedean) valuation of a commutative
ring R with unit is by definition a map v : R→ R ∪ {∞} such that
(1) v(ab) = v(a) + v(b).
(2) v(a+ b) ≥ min{v(a), v(b)}.
(3) v(0) =∞.
It uniquely induces a valuation on its field of fractions F (R). (See [BGR, p 41
Proposition 4].) We denote the induced valuation on F (R) by the same symbol v.
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A ring R with a valuation v is called a valuation ring if
R = {x ∈ F (R) | v(x) ≥ 0}.
In general, a ring R with a valuation v may not coincide with {x ∈ F (R) |
v(x) ≥ 0}. In fact, we will see in Section 1.3 that the universal Novikov ring Λ0
is a valuation ring, but we also treat several rings with valuations which are not
valuation rings in the sense of above.
When a valuation v is given, it defines a natural non-Archimedean norm on R
given by
|a|v := e−v(a).
In other words it satisfies
|ab|v = |a|v|b|v, |a+ b|v ≤ max{|a|v, |b|v}, |ca|v = |a|v
for a, b ∈ R and c in the ground ring. Therefore it defines a metric topology on R.
We say (R, v) is complete if it is complete with respect to the metric induced by
the norm | · |v.
For a T n orbit L(u) of our toric manifold we denote by ei, i = 1, . . . , n the
standard basis of H1(L(u);Z). Namely ei is the Poincare´ dual to the fundamental
class of codimension one submanifold T i−1×{point}×T n−i. We write an element
b ∈ H1(L(u); Λ0) as
b =
n∑
i=1
xiei.
We put yi = e
xi .
1.3. Statement of the results
In this section we describe the main results of this paper. We also review
various results of [FOOO6] and of several other previous works and introduce
various notations that we use in later sections.
We first discuss potential function and its Jacobian ring. Let (X,ω) be a
compact toric manifold and π : X → P the moment map. Let n = dimCX
and m = the number of irreducible components of D = π−1(∂P ) = the number
of codimension one faces of P . Let B be the number of faces of P of arbitrary
codimension. Let {Pa}a=1,...,B be the set of all faces of P such that Pi = ∂iP
(i = 1, . . . ,m) are the faces of codimension one. Denote Da = π
−1(Pa) which are
T n-invariant cycles. We denote by Ak for k 6= 0 the free Z module generated by
Da’s with codimPa = k. Then P0 = P and D0 = X . Let A0 be the rank one free
abelian group with its basis [D0]. (We note this notation is slightly different from
one in [FOOO6]. Namely for k 6= 0, the group Ak is the same as the one used in
[FOOO6]. But in [FOOO6] we putA0 = {0} instead.) We put A = A(Z) = ⊕kAk
and A(Λ0) = A⊗Z Λ0, A(Λ+) = A⊗Z Λ+.
We put fa = [Da], a = 0, 1, . . . , B. An element b ∈ A(Λ0) is written as
b =
B∑
a=0
wa(b)fa
sowa’s are coordinates of b. Let y1, . . . , yn be formal variables. For u = (u1, . . . , un) ∈
IntP we define n variables yj(u) (j = 1, . . . , n) by
yj(u) = T
−ujyj . (1.3.1)
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We consider the Laurent polynomial ring:
Λ[y1, y
−1
1 , . . . , yn, y
−1
n ],
which is canonically isomorphic to
Λ[y1(u), y1(u)
−1, . . . , yn(u), yn(u)−1],
by (1.3.1). We write this ring Λ[y(u), y(u)−1] or Λ[y, y−1]. If u′ = (u′1, . . . , u
′
n) ∈
IntP is another point, we have a canonical isomorphism
ψu′,u : Λ[y(u), y(u)
−1]→ Λ[y(u′), y(u′)−1]
that is
ψu′,u(yj(u)) = T
u′j−ujyj(u′).
For i = 1, . . . ,m, we denote
wi = expwi =
∞∑
k=0
1
k!
wki .
We consider the Laurent polynomial ring
Λ[w0,w1,w
−1
1 , . . . ,wm,w
−1
m , wm+1, . . . , wB, y, y
−1],
and denote it by
Λ[w,w−1, w, y, y−1].
A non-Archimedean valuation vT on Λ is given by
vT
( ∞∑
i=1
aiT
λi
)
= inf{λi | ai 6= 0}, vT (0) = +∞. (1.3.2)
We define a valuation vuT on Λ[w,w
−1, w, y, y−1] by assigning
vuT (wi) = v
u
T (wi) = v
u
T (yi(u)) = 0, v
u
T (T ) = 1. (1.3.3)
It implies
vuT (yj(u
′)) = uj − u′j, vuT (yj) = uj. (1.3.4)
We also define
vPT = inf
u∈P
vuT .
Let Λ〈〈w,w−1, w, y, y−1〉〉P be the completion of Λ[w,w−1, w, y, y−1] with respect
to the norm vPT . We note that v
P
T is not a valuation but e
−vPT still defines a norm.
We also put
Λ〈〈w,w−1, w, y, y−1〉〉P0 = {x ∈ Λ〈〈w,w−1, w, y, y−1〉〉P | vPT (x) ≥ 0}.
We define Λ〈〈y, y−1〉〉P , Λ〈〈y, y−1〉〉P0 in a similar way.
Let Λ〈〈y, y−1〉〉u0 (resp. Λ〈〈w,w−1, w, y, y−1〉〉u0 ) be the completion of the rings
Λ0[y(u), y(u)
−1] (resp. Λ0[w,w−1, w, y(u), y(u)−1]) with respect to vuT . We denote
by Λ〈〈y, y−1〉〉u+ the ideal of Λ〈〈y, y−1〉〉u0 consisting of all the elements with vuT > 0.
To handle the case of b ∈ A(Λ0) we need to use slightly different completion.
Definition 1.3.1. We put
Λ〈〈y, y−1〉〉
◦
P
0 =
⋂
u∈IntP
Λ〈〈y, y−1〉〉u0 ,
Λ〈〈w,w−1, w, y, y−1〉〉
◦
P
0 =
⋂
u∈IntP
Λ〈〈w,w−1, w, y, y−1〉〉u0 .
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Here we say an element α ∈ Λ〈〈y, y−1〉〉u00 is in the intersection⋂
u∈IntP
Λ〈〈y, y−1〉〉u0
if there exists a sequence αi ∈ Λ[y, y−1] which converges in vuT for any u ∈ IntP
and limi→∞ αi = α in vu0T topology. (Here u0 ∈ IntP . It is easy to see that this
definition is independent of u0.) See Definition 2.1.1.
Remark 1.3.2. In [FOOO6] we used slightly different notations ΛP 〈〈y, y−1〉〉,
ΛP0 〈〈y, y−1〉〉 etc instead of Λ〈〈y, y−1〉〉P , Λ〈〈y, y−1〉〉P0 .
In Section 2.1, we will define a metric on these rings in Definition 2.1.2 and
show that indeed they are the completions of the corresponding Laurent polynomial
rings with respect to the metric.
We extend the vT norm on Λ0 to Λ0[Z1, . . . , Zm] by setting vT (Zi) = 0,
i = 1, . . . ,m. Let Λ0〈〈Z1, . . . , Zm〉〉 be the completion of the polynomial ring
Λ0[Z1, . . . , Zm] with respect to this vT norm thereon.
Here and hereafter we use the convention of [FOOO5, Section 2] on toric man-
ifolds with P being its moment polytope. In [FOOO5] we use the affine functions
ℓj : R
n → R, (j = 1, · · · ,m) defined by ℓj(u) = 〈u,~vj〉 − λj such that
P = {u | ℓj(u) ≥ 0} = {u | 〈u,~vj〉 ≥ λj}. (1.3.5)
Here ~vj = (vj,i)
n
i=1 is the gradient vector. We have vj,i ∈ Z.
Definition 1.3.3. We define zj ∈ Λ0[y(u), y(u)−1] by
zj = T
ℓj(u)
n∏
i=1
yi(u)
vj,i = T−λj
n∏
i=1
y
vj,i
i . (1.3.6)
Here λj = 〈u,~vj〉 − ℓj(u) for j = 1, . . . ,m. If u ∈ P , then ℓj(u) ≥ 0 and hence zj
defines an element of Λ0[y(u), y(u)
−1] from the first expression. Note that we use
(1.3.1) to get the second expression, from which we can also regard zj ∈ Λ[y, y−1]
with vuT (zj) = −λj + 〈u,~vj〉 = ℓj(u) ≥ 0 by (1.3.3) and (1.3.4), if u ∈ P .
Lemma 1.3.4. We have surjective continuous ring homomorphisms
Λ0〈〈Z1, . . . , Zm〉〉 → Λ〈〈y, y−1〉〉P0 , Λ0[[Z1, . . . , Zm]]→ Λ〈〈y, y−1〉〉
◦
P
0 (1.3.7)
which send Zj to zj. We also have surjective continuous ring homomorphisms
Λ0〈〈w,w−1, w, Z1, . . . , Zm〉〉 → Λ〈〈w,w−1, w, y, y−1〉〉P0
Λ0〈〈w,w−1, w〉〉[[Z1, . . . , Zm]]→ Λ〈〈w,w−1, w, y, y−1〉〉
◦
P
0 ,
(1.3.8)
which send Zj to zj and preserve w, w.
The proof will be given in Section 2.1.
Definition 1.3.5. Let G be a discrete submonoid of R≥0.
(1) An element of Λ0[[Z1, . . . , Zm]] is said to be G-gapped if the exponents of
T appearing in all of its coefficients are contained in G.
(2) An element of Λ〈〈y, y−1〉〉P0 or of Λ〈〈y, y−1〉〉
◦
P
0 is said to be G-gapped if it is
an image of a G-gapped element by the surjective homomorphism (1.3.7)
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(3) Λ〈〈y, y−1〉〉
◦
P
+ denotes the image of Λ+[[Z1, . . . , Zm]] under the map (1.3.7)
in Λ〈〈y, y−1〉〉
◦
P
0 .
(4) We put Λ〈〈y, y−1〉〉P+ = Λ〈〈y, y−1〉〉
◦
P
+ ∩ Λ〈〈y, y−1〉〉P .
Remark 1.3.6. Any element of Λ〈〈y, y−1〉〉P0 is G-gapped for some discrete
submonoid G of Z≥0. However this is not true for the elements of Λ〈〈y, y−1〉〉
◦
P
0 in
general.
Let ei, i = 1, . . . , n be the baisis of H
1(L(u);Z) and write an element b ∈
H1(L(u); Λ0) as b =
∑n
i=1 xiei. We put yi = e
xi .
In [FOOO6], we defined the potential function with bulkPO(w1, . . . , wB; y1, . . . , yn),
that is, a ‘generating function of open-closed Gromov-Witten invariant’ given in
[FOOO3, Section 3.8]. We enhanced this function to
PO(w0, w1, . . . , wB ; y1, . . . , yn) = w0 +PO(w1, . . . , wB ; y1, . . . , yn)
by adding additional variable w0 corresponding to the top dimensional cycle P
0 = P
(and D0 = X). Hereafter in this paper, PO will always denote this enhanced
function given in the left hand side. We also denote
POb(y1, . . . , yn) = PO(w0, w1, . . . , wB; y1, . . . , yn)
where b =
∑B
i=0 wifi. The following lemma and the remark thereafter justify our
consideration of Λ〈〈y, y−1〉〉
◦
P
0 .
We recall
POb(y1, . . . , yn) =
∑
ℓ,β
∑
j1,...,jℓ
wj1 . . . wjℓ
ℓ!
T β∩ω/2πy1(u)∂β∩e1 · · · yn(u)∂β∩en
ev0[M1;ℓ(β;Dj1 , . . . , Djℓ)] ∩ [L]
=
∑
ℓ,β
1
ℓ!
T β∩ω/2πy1(u)∂β∩e1 · · · yn(u)∂β∩en
ev0[M1;ℓ(β; b, . . . , b)] ∩ [L].
(1.3.9)
See [FOOO6, (7.2)]. (The moduli space M1;ℓ(β;Dj1 , . . . , Djℓ) is defined at the
beginning of Section 2.3.) Note that yi and yi(u) are related by (1.3.1).
Lemma 1.3.7. (1) If b ∈ A(Λ+), then POb ∈ Λ〈〈y, y−1〉〉P0 .
(2) If b ∈ A(Λ0), then we have POb ∈ Λ〈〈y, y−1〉〉
◦
P
0 .
Proof. Statement 1 is proved in [FOOO6, Theorem 3.11]. Since POb con-
verges in vuT norm for any u ∈ IntP , Statement 2 follows. 
Remark 1.3.8. We do not know whether POb /∈ Λ〈〈y, y−1〉〉P0 or not, in case
of general b ∈ A(Λ0) \ A(Λ+).
Definition 1.3.9. We define the Jacobian ring Jac(PO) by
Jac(PO) =
Λ〈〈w,w−1, w, y, y−1〉〉
◦
P
0
Closd◦
P
({
yi
∂PO
∂yi
| i = 1, . . . , n
}) .
Here Closd◦
P
stands for the closure with respect to the topology induced by the
metric (2.1.1).
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Definition 1.3.10. If b =
∑
wi(b)fi ∈ A(Λ0), we define
Jac(POb) =
Λ〈〈y, y−1〉〉
◦
P
0
Closd◦
P
({yi ∂POb∂yi | i = 1, . . . , n})
.
In other words,
Jac(POb) = Jac(PO)⊗
Λ〈〈w,w−1,w,y,y−1〉〉
◦
P
0
Λ〈〈y, y−1〉〉
◦
P
0 .
Here we regard Λ〈〈y, y−1〉〉
◦
P
0 as a Λ〈〈w,w−1, w, y, y−1〉〉
◦
P
0 -module via the ring homo-
morphism which sends wi to wi(b).
Remark 1.3.11. We can prove that the ideal generated by {yi ∂POb∂yi | i =
1, . . . , n} is closed if b ∈ A(Λ+). (Lemma 2.9.8.2.) So, in that case, Closd◦
P
in the
above definition is superfluous.
Remark 1.3.12. If b ∈ A(Λ+), we have
Jac(POb)
∼= Λ〈〈y, y
−1〉〉P0
ClosvPT ({yi
∂POb
∂yi
| i = 1, . . . , n}) , (1.3.10)
where the closure ClosvPT is taken with respect to the norm e
−vPT . (See Proposition
2.2.6.)
In case b ∈ A(Λ0) \A(Λ+), there is an example where either Pb /∈ Λ〈〈y, y−1〉〉P0
or the equality (1.3.10) does not hold. See Example 2.11.41.
We now recall that
π : A(Λ0)→ H(X ; Λ0); b 7→ [b] (1.3.11)
is a surjective map but not injective. We can choose a subset {fi | i = 0, . . . , B′}
of our basis {fi} so that π(fi) forms a basis of H(X ;Z) and f0 = f0, and deg fi = 2
if and only if i ≤ m′. With respect to such a basis, we identify H(X ; Λ0) with the
subspace of A(Λ0) generated by {fi}. Let wi be the corresponding coordinates and
wi their exponentials. We define
Λ〈〈w,w−1, w, y, y−1〉〉P0 , Λ〈〈w,w−1, w, y, y−1〉〉
◦
P
0
in the same way as we did for Λ〈〈w,w−1, w, y, y−1〉〉P0 , Λ〈〈w,w−1, w, y, y−1〉〉
◦
P
0 . By
restriction, we may regard PO as
PO ∈ Λ〈〈w,w−1, w, y, y−1〉〉
◦
P
0 .
We then define another quotient ring
Jac′(PO) =
Λ〈〈w,w−1, w, y, y−1〉〉
◦
P
0
Closd◦
P
({yi ∂PO∂yi | i = 1, . . . , n})
. (1.3.12)
(The difference between Jac′ and Jac is the number of variables we use.)
We next define a residue pairing on Jac(POb). For further discussion, we need
to restrict ourselves to the case where POb is a Morse function. We first make this
notion precise.
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Define the vector of valuations
~vT : (Λ \ {0})n → Rn
by
~vT (y1, . . . , yn) = (vT (y1), . . . , vT (yn)).
Definition 1.3.13. A point y = (y1, . . . , yn) is said to be a critical point of
POb if the following holds:
yi
∂POb
∂yi
(y) = 0 i = 1, . . . , n (1.3.13)
~vT (y) ∈ IntP. (1.3.14)
We denote Crit(POb) the set of critical points of POb.
The following lemma will be proved in Section 2.1.
Lemma 1.3.14. (A) The following conditions for y = (y1, . . . , yn) ∈ (Λ \
{0})n are equivalent:
1 (1.3.14) holds.
2 The ring homomorphism Λ[y, y−1]→ Λ, yi 7→ yi extends to a con-
tinuous homomorphism: Λ〈〈y, y−1〉〉
◦
P → Λ, yi 7→ yi.
(B) Similarly, the following conditions for y = (y1, . . . , yn) ∈ (Λ \ {0})n are
equivalent:
1 ~vT (y) ∈ P.
2 The ring homomorphism Λ[y, y−1]→ Λ, yi 7→ yi extends to a con-
tinuous homomorphism: Λ〈〈y, y−1〉〉P → Λ, yi 7→ yi.
Definition 1.3.15. (1) A critical point y is said to be nondegenerate if
det
[
∂2POb
∂yi∂yj
]i,j=n
i,j=1
(y) 6= 0.
(2) POb is said to be a Morse function if all of its critical points are nonde-
generate.
Proposition 1.3.16. (1) There is a splitting of Jacobian ring
Jac(POb)⊗Λ0 Λ ∼=
∏
y∈Crit(POb)
Jac(POb; y)
as a direct product of rings. Each of Jac(POb; y) is a local ring.
(2) y is nondegenerate if and only if Jac(POb; y)
∼= Λ.
(3) In particular, if POb is a Morse function, then there exists an isomor-
phism
Jac(POb)⊗Λ0 Λ ∼=
∏
y∈Crit(POb)
Λ. (1.3.15)
When X is Fano and b = 0, this reduces to [FOOO5, Proposition 7.10]. We
will prove Proposition 1.3.16 in Section 2.2.
Definition 1.3.17. We denote by 1y ∈ Jac(POb; y) the unit of the ring
Jac(POb; y).
We are now ready to define the simplified residue pairing:
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Definition 1.3.18. Assume that POb is a Morse function. We then define a
simplified residue pairing
〈·, ·〉0res : (Jac(POb)⊗Λ0 Λ)⊗ (Jac(POb)⊗Λ0 Λ)→ Λ
by
〈1y, 1y′〉0res =

0 if y 6= y′,(
det
[
yui y
u
j
∂2POb
∂yi∂yj
]i,j=n
i,j=1
(b; yu)
)−1
if y = y′.
(1.3.16)
Here u = ~vT (y), T
uiyui = yi and POb is as in (1.3.9).
Remark 1.3.19. (1) We remark exi = yi. Hence yi
∂
∂yi
= ∂∂xi . Thus the
matrix appearing in (1.3.16) is the Hessian matrix of POb with respect
to the variable xi.
(2) In that regard, the value of 〈1y, 1y〉0res is the contribution to the principal
part at the critical point xi = log yi of the oscillatory integral∫
e
√−1POb(x)/~dx
in the stationary phase approximation as ~→ 0.
In the case when one of the following conditions is satisfied, 〈·, ·〉0res defined
above gives the residue pairing in Theorem 1.1.1.
Condition 1.3.20. X is a compact toric manifold and b ∈ H(X ; Λ0). We
assume one of the following two conditions.
(1) dimCX = 2.
(2) X is nef and deg b = 2.
We remark that a compact toric manifold X is nef if and only if for all holo-
morphic map u : S2 → X we have ∫ u∗c1(X) ≥ 0.
To define our residue pairing in the general case, we need to use the relation of
Jacobian ring with A∞ algebra associated to the corresponding Lagrangian fiber.
In other words, the definition of our residue pairing uses both the B-model (Landau-
Ginzburg) side and the A-model side, unfortunately.
Definition 1.3.21. Let C be a Z2 graded finitely generated free Λ module.
A structure of unital Frobenius algebra of dimension n is 〈·, ·〉 : Ck ⊗ Cn−k → Λ,
∪ : Ck ⊗ Cℓ → Ck+ℓ, 1 ∈ C0, such that:
(1) 〈·, ·〉 is a graded symmetric bilinear form which induces an isomorphism
x 7→ (y 7→ 〈x, y〉), Ck → HomΛ(Cn−k,Λ).
(2) ∪ is an associative product on C. 1 is its unit.
(3) 〈x ∪ y, z〉 = 〈x, y ∪ z〉.
We remark that we do not assume that ∪ is (graded) commutative. The coho-
mology group of an oriented closed manifold becomes a unital Frobenius algebra in
an obvious way.
Definition 1.3.22. Let (C, 〈·, ·〉,∪, 1) be a unital Frobenius algebra. We take
a basis eI , I ∈ I of C such that e0 is the unit. Let gIJ = 〈eI , eJ〉 and let gIJ be
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its inverse matrix. We define an invariant of C by
Z(C) =
∑
I1,I2,I3∈I
∑
J1,J2,J3∈I
(−1)∗gI1J1gI2J2gI30gJ30
〈eI1 ∪ eI2 , eI3〉〈eJ1 ∪ eJ2 , eJ3〉
(1.3.17)
where ∗ = deg eI1 deg eJ2 + n(n−1)2 . We call Z(C) the trace of unital Frobenius
algebra C.
It is straightforward to check that Z(C) is independent of the choices of the ba-
sis. This invariant is an example of 1-loop partition functions and can be described
by the following Feynman diagram.
Figure 1.2.1
We will discuss the invariant Z more in Section 3.8.
Remark 1.3.23. In [Fu2], a cyclic unital filtered A∞ algebra is assigned to an
arbitrary relatively spin Lagrangian submanifold L in a symplectic manifold X . So
if we fix an element b of the Maurer-Cartan scheme Mweak(L; Λ0), then we obtain
a unital Frobenius algebra. Therefore Z in Definition 1.3.22 induces a map
Z :Mweak(L; Λ0)→ Λ. (1.3.18)
This map is an invariant of L in that generality.
For the pair (X,L) with c1(X) = 0 and µL = 0, this invariant vanishes by
the degree reason. There is another invariant constructed in [Fu3] for the case of
dimension 3, denoted by Ψ :M(L; Λ0)→ Λ0, which is different from Z given here.
For example, the unit did not enter in the definition of Ψ in [Fu3].
Let b ∈ H(X ; Λ0) and (u, b) ∈M(X ; b). In [FOOO6] we constructed a (unital)
filtered A∞ algebra (H(L(u); Λ0), {mb,bk },PD([L(u)])) such that mb,b1 = 0. In Sec-
tion 3.2 we modify it slightly and obtain another (H(L(u); Λ0), {mc,b,bk },PD([L(u)]))
which has the following cyclic property in addition:
〈mc,b,bk (x1, . . . , xk), x0〉cyc
= (−1)deg′ x0(deg′ x1+···+deg′ xk)〈mc,b,bk (x0, x1 . . . , xk−1), xk〉cyc.
(1.3.19)
Here we put
x ∪c,b,b y = (−1)deg x(deg y+1)mc,b,b2 (x, y), (1.3.20)
〈x, y〉cyc = (−1)deg x(deg y+1)〈x, y〉PDL(u) . (1.3.21)
See Remark 3.10.5 for the precise definition of 〈·, ·〉PDL(u) . Then we can find that
〈·, ·〉cyc satisfies the property (1.3.19), while the Poincare´ pairing 〈·, ·〉PDL(u) itself
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satisfies the property 3 in Definition 1.3.21. Then (H(L(u); Λ), 〈·, ·〉PDL(u) ,∪c,b,b,PD[L(u)])
becomes a unital Frobenius algebra with cyclic symmetric pairing 〈·, ·〉cyc. We put
Z(b, b) = Z((H(L(u); Λ), 〈·, ·〉PDL(u) ,∪c,b,b,PD([L(u)])). (1.3.22)
Definition 1.3.24. Assume that POb is a Morse function. We then define a
residue pairing
〈·, ·〉res : (Jac(POb)⊗Λ0 Λ)⊗ (Jac(POb)⊗Λ0 Λ)→ Λ
by
〈1y, 1y′〉res =
{
0 if y 6= y′,
(Z(b, b))
−1
if y = y′.
(1.3.23)
In Section 3.2, we also define a unital and filtered A∞ isomorphism F between
(H(L(u); Λ0), {mbk},PD([L(u)])) and (H(L(u); Λ0), {mc,bk },PD([L(u)])). For b =
b0 + b+ ∈ H1(L(u); Λ0), b0 ∈ H1(L(u);R), b+ ∈ H1(L(u); Λ+) we define
bc = b0 + b
c
+
by
bc+ = F∗(b+).
We have bc+ ∈ Hodd(L(u); Λ+) in general but bc+ ∈ H1(L(u); Λ+) in Case 1 or 2 of
Condition 1.3.20 holds. We put:
POcb = POb ◦ F−1∗ .
This is related to Definition 1.3.18 as follows.
Theorem 1.3.25. (1) Assume that b =
∑
xiei, xi ≡ xi mod Λ+ is a
nondegenerate critical point of POub . Then
Z(b, b) ≡ det
[
yiyj
∂2POb
∂yi∂yj
]i,j=n
i,j=1
(y) mod T λΛ+. (1.3.24)
Here λ = vT (Z(b, b)) and y = (e
x1 , . . . , exn).
(2) If Condition 1.3.20.1 holds, then we have
Z(b, b) = det
[
yiyj
∂2POcb
∂yi∂yj
]i,j=n
i,j=1
(y). (1.3.25)
(3) If Condition 1.3.20.2 holds, then we have
Z(b, b) = det
[
yiyj
∂2POb
∂yi∂yj
]i,j=n
i,j=1
(y). (1.3.26)
(1.3.26) implies that
〈·, ·〉res = 〈·, ·〉0res (1.3.27)
in case Condition 1.3.20.2 holds.
We prove Theorem 1.3.25 in Sections 3.6 and 3.7.
Remark 1.3.26. The authors do not know a counter example to the equality
(1.3.26) in the non-nef case. But it is unlikely that it holds in the non-nef case.
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Remark 1.3.27. We define
PO0,b =
m∑
j=1
eb∩Djyvj11 · · · yvjnn , (1.3.28)
where ~vj = (vj1, . . . , vjn) = grad ℓj and Dj (j = 1, . . . ,m) is an irreducible com-
ponent of the toric divisor correspondint to ∂jP . The cap product b ∩ Dj is by
definition b2 ∩Dj where b2 is the degree 2 part of b.
This function PO0,b is the leading order potential function (with bulk) that is
defined in [FOOO5] in the case when b = 0. We remark that PO0,b is explicitly
calculable. By definition, (1.3.24) implies
Z(b, b) ≡ det
[
yiyj
∂2PO0,b
∂yi∂yj
]i,j=n
i,j=1
(y) mod T λΛ+. (1.3.29)
We next turn to the Frobenius manifold structure in the big quantum cohomol-
ogy. Since this story is well established (See [Dub], [Ma].), we just briefly recall it
mainly to fix our notation and for readers’ convenience.
To simplify the sign issue, we only consider the case where the cohomology of
X consist only of even degrees. (This is certainly the case for toric manifolds, which
is of our main interest in this paper.)
Let (X,ω) be a symplectic manifold. For α ∈ H2(X ;Z) let Mℓ(α) be the
moduli space of stable maps from genus zero semi-stable curves with ℓ marked
points and of homology class α. There exists an evaluation map
ev :Mℓ(α)→ Xℓ.
The space Mℓ(α) has a virtual fundamental cycle and hence defines a class
ev∗[Mℓ(α)] ∈ H∗(Xℓ;Q).
(See [FO].) Here ∗ = 2n+ 2c1(X)∩α+2ℓ− 6. Let Q1, . . . , Qℓ be cycles such that∑
codimQi = 2n+ 2c1(X) ∩ α+ 2ℓ− 6. (1.3.30)
We define Gromov-Witten invariant by
GWℓ(α;Q1, . . . , Qℓ) = ev∗[Mℓ(α)] ∩ (Q1 × · · · ×Qℓ) ∈ Q.
We put GWℓ(α;Q1, . . . , Qℓ) = 0 when (1.3.30) is not satisfied.
We now define
GWℓ(Q1, . . . , Qℓ) =
∑
α
Tα∩ωGW (α;Q1, . . . , Qℓ). (1.3.31)
(1.3.31) extends to a Λ0 module homomorphism
GWℓ : H(X ; Λ0)
⊗ℓ → Λ0.
Definition 1.3.28. Let b ∈ H(X ; Λ0) be given. For each given pair c, d ∈
H(X ; Λ0), we define a product c ∪b d ∈ H(X ; Λ0) by the following formula
〈c ∪b d, e〉PDX =
∞∑
ℓ=0
1
ℓ!
GWℓ+3(c, d, e, b, . . . , b). (1.3.32)
Here 〈·, ·〉PDX denotes the Poincare´ duality. The right hand side converges and
defines a graded commutative and associative ring structure on H(X ; Λ0). We call
∪b the deformed quantum cup product.
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We now discuss convergence of the above deformed quantum cup product in
more detail in an adic topology. Let fi (i = 0, . . . , B
′) be a basis of H(X ; Λ0). We
assume deg f0 = 0 and deg fi = 2 for i = 1, . . . ,m
′, deg fi ≥ 4 for i = m′+1, . . . , B′.
Then the divisor axiom of Gromov-Witten invariant (See [Ma, MIRROR]. For
its proof see [FO, Theorem 23.1.4] for example.) implies
GWℓ+k(α; fi, . . . , fi︸ ︷︷ ︸
k-times
, Qk+1, . . . , Qk+ℓ)
= Tω∩α/2π(α ∩ fi)kGWℓ(α;Qk+1, . . . , Qk+ℓ)
(1.3.33)
for i = 1, . . . ,m′. Now we consider b =
∑B′
i=1 wifi and put
bhigh =
B′∑
i=m′+1
wifi, wi = expwi i = 1, . . . ,m
′.
Then (1.3.32) can be rewritten as
〈c ∪b d, e〉PDX =
∑
α∈H2(X;Z)
∞∑
ℓ=0
1
ℓ!
wα∩f11 . . .w
α∩fm′
m′
GWℓ+3(α; c, d, e, bhigh, . . . , bhigh︸ ︷︷ ︸
ℓ-times
).
(1.3.34)
Remark 1.3.29. Since f0 is a unit, the deformed quantum product ∪b is inde-
pendent of w0.
And as ℓ→∞ in (1.3.34), we derive c1(X)∩α→∞ from (1.3.30) and α∩ω →
∞ from Gromov’s compactness theorem respectively. Therefore we obtain
Lemma 1.3.30. There exist λi →∞, λi ≥ 0 and
Pi(c, d, e) ∈ Λ0[w1,w−11 , . . . ,wm′ ,w−1m′ , wm′+1, . . . , wB′ ]
such that
〈c ∪b d, e〉 =
∑
i
T λiPi(c, d, e).
We denote by
Λ0〈〈w,w−1, w〉〉
the completion of Λ0[w1,w
−1
1 , . . . ,wm′ ,w
−1
m′ , wm′+1, . . . , wB′ ] with respect to the
non-Archimedean norm on Λ0. Lemma 1.3.30 gives rise to a well-defined map
∪big : H(X ; Λ0)⊗Λ0 H(X ; Λ0)→ H(X ; Λ0)⊗Λ0 Λ0〈〈w,w−1, w〉〉
which induces a ring structure on
H(X ; Λ0〈〈w,w−1, w〉〉) = H(X ; Λ0)⊗Λ0 Λ0〈〈w,w−1, w〉〉. (1.3.35)
This finishes our description of the family of ring structures ∪b parameterized by
the classes b ∈ H(X ; Λ0).
We now specializes the above to the case of toric manifolds. The following
theorem states that (1.3.35) is isomorphic to the Jacobian ring.
Theorem 1.3.31. Let X be a compact toric manifold. Then, we have a ring
isomorphism
H(X ; Λ0〈〈w,w−1, w〉〉) ∼= Jac′(PO).
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See (1.3.12) for Jac′(PO). The isomorphism in Theorem 1.3.31 can be described
more explicitly. For this purpose it will be more convenient to fix b. We identify
the tangent space
TbH(X ; Λ0)
with H(X ; Λ0). The coordinate basis of TbH(X ; Λ0) of the coordinates (w, w) on
H(X ; Λ0) is given by the union{
∂
∂wi
}m′
i=1
∪
{
∂
∂w0
}
∪
{
∂
∂wj
}B′
j=m′+1
.
Definition 1.3.32. The Kodaira-Spencer map
ksb : TbH(X ; Λ0)→ Jac(POb)
is defined by
ksb(
∂
∂wi
) ≡ ∂
∂wi
(POb) mod Closd◦
P
(
yi
∂POb
∂yi
| i = 1, . . . , n
)
,
ksb(
∂
∂wi
) ≡ ∂
∂wi
(POb) mod Closd◦
P
(
yi
∂POb
∂yi
| i = 1, . . . , n
)
.
Remark 1.3.33. The map ks is the singularity theory analogue of the Kodaira-
Spencer map which is used to study deformations of complex structures.
The following is the main theorem of this paper.
Theorem 1.3.34. (1) The Kodaira-Spencer map ksb induces a ring iso-
morphism
ksb : TbH(X ; Λ0)→ Jac(POb).
(2) If POb is a Morse function, then we have
〈c, d〉PDX = 〈ksbc, ksbd〉res
for c, d ∈ TbH(X ; Λ0) = H(X ; Λ0), where the left hand side is the Poincare´
duality.
Proof of Theorem 1.1.3. Theorem 1.1.3 immediately follows from Theo-
rem 1.3.34.1, Proposition 1.3.16 in this present paper and [FOOO6, Theorem 3.16
and Proposition 8.24]. 
The following is immediate from Theorem 1.3.34.1 and Proposition 1.3.16.
Corollary 1.3.35. If POb is a Morse function, then
#Crit(POb) = rankΛJac(POb) = rankQH(X ;Q).
Sections 2.1-3.5 of this paper are devoted to the proof of Theorem 1.3.34.
We note that Theorem 1.3.34 implies the following mysterious identity:
Corollary 1.3.36. If POb is a Morse function, we have∑
(u,b)∈M(X,b)
1
Z(u, b)
= 0. (1.3.36)
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Proof. Let 1X ∈ H0(X ; Λ) be the unit. Then
〈1X , 1X〉PDX = 0.
By Proposition 1.3.16 we have
1X =
∑
y∈M(X,b)
1y
where 1y is the unit of the Jacobian ring Jac(POb; y). (1.3.36) now follows from
(1.3.23) and Theorem 1.3.34.2. 
Example 1.3.37. We take monotone toric blow up of CP 2 at one point. Its
potential function at the (unique) monotone fiber located at u0 is:
T 1/3(y1 + y2 + (y1y2)
−1 + y−11 ). (1.3.37)
See [FOOO5, Example 8.1]. (In (1.3.37) and in this example, we write yi instead
of yi(u0).) The condition for (y1, y2) to be critical is
1− y−21 y−12 − y−21 = 0, 1− y1y22 = 0. (1.3.38)
Therefore y1y2 = 1/y2 and
y42 + y
3
2 − 1 = 0. (1.3.39)
By Theorem 1.3.25.3 we have
Z(0, (y1, y2)) = T
2/3det
[
y1 + (y1y2)
−1 + y−11 (y1y2)
−1
(y1y2)
−1 y2 + (y1y2)−1
]
. (1.3.40)
Using (1.3.38), (1.3.39) we have
T−2/3Z(0, (y1, y2)) = det
[
y2 + y
2
2 + y
−2
2 y2
y2 2y2
]
= 2y32 + y
2
2 + 2y
−1
2 =
4− y32
y2
.
(1.3.41)
Let zi (i = 1, 2, 3, 4) be the 4 solutions of (1.3.39). Then the left hand side of
(1.3.36) is:
T−2/3
4∑
i=1
zi
4− z3i
. (1.3.42)
We have z4 + z3 − 1 = −(z + 1)(4− z3) + 4z + 3. Therefore (1.3.42) is
T−2/3
4∑
i=1
zi(zi + 1)
4zi + 3
=
T−2/3
16
(
4∑
i=1
(4zi + 1)−
4∑
i=1
3
4zi + 3
)
= −3T
−2/3
16
4∑
i=1
1
4zi + 3
.
We use
∑
zi = −1 in the second equality.
We have 4(z4+z3−1) = (z3+z2/4−3z/16+9/64)(4z+3)−283/64. Therefore
4∑
i=1
1
4zi + 3
=
64
283
4∑
i=1
(
z3i +
z2i
4
− 3zi
16
+
9
64
)
.
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By (1.3.39) we have
∑
z3i =
∑
zi = −1,
∑
z2i = 1. Therefore
64
283
4∑
i=1
(
z3i +
z2i
4
− 3zi
16
+
9
64
)
=
64
283
(
−1 + 1
4
+
3
16
+ 4× 9
64
)
= 0.
We have thus checked (1.3.36) directly in the case of monotone toric one point blow
up of CP 2.
1.4. Projective space: an example
Before starting the proof of Theorem 1.3.34, we illustrate the theorem for the
case X = CPn with b = 0 by doing some explicit calculations. In this case the
moment polytope P is {(u1, . . . , un) | 0 ≤ ui,
∑
ui ≤ 1} and the potential function
is
PO0 = POb=0 =
n∑
i=1
yi + T (y1 · · · yn)−1.
The critical points are y(k) = (T
1
n+1 e
2π
√−1k
n+1 , . . . , T
1
n+1 e
2π
√−1k
n+1 ), k = 0, . . . , n which
are all non-degenerate. Therefore we have
Jac(PO0)⊗Λ0 Λ ∼=
n∏
k=0
Λ1y(k) .
The isomorphism is induced by
Λ〈〈y, y−1〉〉P →
n∏
k=0
Λ1y(k) , P 7→
n∑
k=0
P(y(k))1y(k) .
If we put
fk = π
−1({(u1, . . . , un) ∈ P | ui = 0, i = n− k + 1, . . . , n}),
{f0, . . . , fn} forms a basis of H(CPn; Λ).
We derive
POwf1(y) = PO0(y) + (e
w − 1)yn
from [FOOO6, Proposition 4.9] and hence
ks0(f1) = [yn] = T
1
n+1
n∑
k=0
e
2π
√−1k
n+1 1y(k) (1.4.1)
by definition of ks0. Using the fact that ks0 is a ring homomorphism, we have
ks0(fℓ) = T
ℓ
n+1
n∑
k=0
e
2π
√−1kℓ
n+1 1y(k) . (1.4.2)
Note this holds for ℓ = 0 also since f0 is a unit and ks0 is unital. We note that
(ks0(f1))
n+1 = T
n∑
k=0
1y(k) = T (ks0(f0)).
Recall that
(f1)
n+1 = T f0
is the fundamental relation of the small quantum cohomology ring of CPn.
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We now calculate the residue pairing. We remark that Condition 1.3.20.2 holds
in this case. The Hessian of PO0 is given by
Hessy(k)PO0 =
[
T
1
n+1
∂2
∂xi∂xj
(
ex1 + · · ·+ exn + e−(x1+···+xn)
)]i,j=n
i,j=1
(x(k))
with x
(k)
i =
2π
√−1k
n+1 . Therefore
Hessy(k)PO0 = T
1
n+1 e
2π
√−1k
n+1 [δij + 1]
i,j=n
i,j=1 .
It is easy to see that the determinant of the matrix [δij + 1]
i,j=n
i,j=1 is n+1. Therefore
the residue pairing is given by
〈1y(k) , 1y(k′)〉res = T−
n
n+1 e−
2π
√−1kn
n+1
δkk′
1 + n
. (1.4.3)
Combining (1.4.2) and (1.4.3), we obtain
〈ks0(fℓ), ks0(fℓ′)〉res = 1
n+ 1
T−
n
n+1
n∑
k=0
e−
2π
√−1kn
n+1 T
ℓ+ℓ′
n+1 e
2π
√−1(ℓ+ℓ′)k
n+1 . (1.4.4)
It follows that (1.4.4) is 0 unless ℓ+ ℓ′ = n and
〈ks0(fℓ), ks0(fn−ℓ)〉res = 1 = 〈fℓ, fn−ℓ〉PDCPn .
Thus Theorem 1.3.34.2 holds in this case.
We note that in this case a similar calculation can be found in the earlier
literature [Ta], [Bar], [KKP]. The main result of the present paper generalizes this
calculation to any compact toric manifold X also with arbitrary bulk deformation
parameter b ∈ H(X ; Λ0).
Remark 1.4.1. In the above discussion of projective spaces, we derived (1.4.2)
from (1.4.1) and the fact ks0 is a ring homomorphism. We can also prove (1.4.2)
directly: Let βi ∈ π2(X ;L(u)) as in the end of Section 1.1. We consider the moduli
space M1;1(βn−ℓ+1 + · · ·+ βn) and its fiber product
M1(βn−ℓ+1 + · · ·+ βn; fℓ) :=M1;1(βn−ℓ+1 + · · ·+ βn)evint ×X fℓ.
Since the Maslov index of βn−ℓ+1 + · · · + βn is 2ℓ, it follows that the (virtual)
dimension ofM1(βn−ℓ+1+· · ·+βn; fℓ) is n: Actually by inspecting the classification
of holomorphic disks, [CO, Theorem 5.2] (see also [Cho1, Theorem 4.4]) we can
find that M1;1(βn−ℓ+1 + · · ·+ βn) is Fredholm regular and the evaluation map
evint :M1;1(βn−ℓ+1 + · · ·+ βn)→ X
is transverse to the divisor fℓ. Therefore M1(βn−ℓ+1 + · · · + βn; fℓ) is smooth, n
dimensional and
ev :M1(βn−ℓ+1 + · · ·+ βn; fℓ)→ L(u)
is a diffeomorphism. We can also find that M1(β; fℓ) is empty for other β with
Maslov index 2ℓ. Therefore by definition and (1.3.1) we have
PO(wfℓ; y)−PO(0; y) ≡ wT un−ℓ+1+···+unyn−ℓ+1(u) · · · yn(u) mod w2
= wyn−ℓ+1 · · · yn mod w2.
Hence
ks0(fℓ) =
n∑
k=0
∂POwfℓ
∂w
∣∣∣∣
w=0
(y(k))1y(k)
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is given by (1.4.2).
Remark 1.4.2. In [Gro] the case of CP 2 is studied including bulk deformation
by b ∈ H4(CP 2).
CHAPTER 2
Ring isomorphism
2.1. Norms and completions of polynomial ring over Novikov ring
In this section we discuss various points related to the ring Λ〈〈y, y−1〉〉
◦
P
0 which
was defined to be
Λ〈〈y, y−1〉〉
◦
P
0 =
⋂
u∈IntP
Λ〈〈y, y−1〉〉u0
in Section 1.3, and prove Lemma 1.3.4 and Lemma 1.3.14 whose proofs were post-
poned therein. This section is rather technical since we need to deal with completion
of the ring of Laurent polynomials with Novikov ring coefficients. In particular, we
need to make precise the definition of a metric on Λ0[y, y
−1] used taking the com-
pletion which coincides with Λ〈〈y, y−1〉〉
◦
P
0 .
For each sufficiently small ε > 0, we define the subset Pε of P by
Pε = {u ∈ P | ℓj(u) ≥ ε, j = 1, . . . ,m}.
Here ℓj are affine functions appeared in (1.3.5).
Definition 2.1.1. We define Λ〈〈y, y−1〉〉Pε by the completion of Λ[y, y−1] with
respect to the bounded metric
dPε(x, x
′) := min{1, exp(−vPεT (x− x′))}
on Λ0[y, y
−1]. And Λ〈〈y, y−1〉〉Pε0 is the subring of elements x with vPǫT (x) ≥ 0.
Definition 2.1.2. Define a metric d ◦
P
on Λ[y, y−1] by
d ◦
P
(x, x′) =
∞∑
k=1
2−kdP1/k(x, x
′). (2.1.1)
The case of Λ〈〈w,w−1, w, y, y−1〉〉
◦
P
0 is similar.
Proposition 2.1.3. Λ〈〈y, y−1〉〉
◦
P
0 is the completion of a subring
Λ[y, y−1] ∩ Λ〈〈y, y−1〉〉
◦
P
0
of the Laurent polynomial ring with respect to the metric d ◦
P
.
Proof. We note that if ε > 0 is sufficiently small Pε is still convex and so
vPεT = min{v(u(ε,j))T | j = 1, . . . , N} (2.1.2)
where u(ε, 1), . . . , u(ε,N) are the vertices of Pε. Therefore we have⋂
u∈IntP
Λ〈〈y, y−1〉〉u0 =
∞⋂
k=1
Λ〈〈y, y−1〉〉P1/k0
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and hence
Λ〈〈y, y−1〉〉
◦
P
0 =
∞⋂
k=1
Λ〈〈y, y−1〉〉P1/k0 .
But it easily follows from the definition of the metric d ◦
P
that the completion of
Λ[y, y−1] ∩ Λ〈〈y, y−1〉〉
◦
P
0 with respect to d ◦
P
coincides with
∞⋂
k=1
Λ〈〈y, y−1〉〉P1/k0
whose proof is standard and so omitted. 
Note that there exists a continuous homomorphism
Λ〈〈y, y−1〉〉Pε10 → Λ〈〈y, y−1〉〉Pε20
for ε1 < ε2. The following lemma is an immediate consequence of Proposition 2.1.3
and (2.1.2).
Lemma 2.1.4. Λ〈〈y, y−1〉〉
◦
P
0 is isomorphic to the projective limit lim←−Λ〈〈y, y
−1〉〉Pε0 .
The following lemma is a consequence of the proof of [FOOO6, Lemma 3.10]
whose proof we omit but refer thereto.
Lemma 2.1.5. Suppose T µyv lies in Λ〈〈y, y−1〉〉P0 . Then there exists w(v) ∈ Zm≥0
such that
T µyv = T λ(µ,v)zw(v) (2.1.3)
for zw(v) = z
w(v)(1)
1 · · · zw(v)
(m)
m and
vPT (T
µyv) = λ(µ, v). (2.1.4)
Now we are ready to give the proofs of Lemmata 1.3.4 and 1.3.14.
Proof of Lemma 1.3.4. The case of Λ〈〈y, y−1〉〉P0 immediately follows from
[FOOO6, Lemma 3.10] and so we will focus on the case of Λ〈〈y, y−1〉〉
◦
P
0 .
By definition of zj ’s in (1.3.6), we have v
u
T (zj) = ℓj(u). In particular, if u ∈
IntP , we have vuT (zj) > 0. Therefore any formal power series of zj with coefficients
in Λ0 converges in v
u
T for any u ∈ IntP . Hence the map
Λ0[[Z1, . . . , Zm]]→ Λ〈〈y, y−1〉〉
◦
P
0 (2.1.5)
is well defined. It remains to prove its surjectivity.
Now let x be an arbitrary element Λ〈〈y, y−1〉〉
◦
P
0 . Then for any u ∈ IntP we can
write x as
x =
∞∑
i=1
aiT
λ′iy(u)vi
of with 0 ≤ λ′i ≤ λ′i+1, limλ′i → ∞. (Recall vuT (yj(u)) = 0.) We assume that
(λ′i, vi) 6= (λ′j , vj), and ai ∈ C \ {0}. We define
λi = λ(λ
′
i, u, vi) = v
P
T (T
λ′iy(u)vi), wi = w(vi) = (w
(1)
i , . . . , w
(m)
i ).
For each N ∈ N, we define
IN = {i | w(1)i + · · ·+ w(m)i ≤ N},
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and
xN =
∑
i∈IN
aiT
λ′iy(u)vi . (2.1.6)
A priori, (2.1.6) may be an infinite sum but the sum converges in vuT norm for any
u ∈ IntP : It is a sub-series of a convergent series. Therefore the sum converges to
an element of Λ〈〈y, y−1〉〉
◦
P
0 in dPε for any ε > 0, since v
u
T is an non-Archimedean
valuation for any u. Therefore it converges in d ◦
P
by the definition (2.1.1).
Using (2.1.3), we can rewrite∑
i∈IN
aiT
λ′iy(u)vi =
∑
i∈IN
aiT
λizwi
and so the right hand side also converges in dPǫ . On the other hand, if |w(1)i + · · ·+
w
(m)
i | ≤ N , we derive
|vPǫT (aiT λizwi)− vPT (aiT λizwi)| ≤ ǫN
from (2.1.2) and hence the sum also converges in dP and hence xN ∈ Λ〈〈y, y−1〉〉P .
In particular,
{i | λi < C,w(1)i + · · ·+ w(m)i < N}
is a finite set for any C and N . Therefore we have proved that∑
i∈IN
aiT
λizwi
is a polynomial with λi ≥ 0: Recall λi = vPT (T λ
′
iy(u)vi) = vPT (T
λizwi) ≥ 0. By
construction, we have
x = lim
N→∞
xN
with respect to the distance d ◦
P
and so x is the image of the formal power series∑
i∈∪∞N=0IN
aiT
λiZwi .
This implies the surjectivity of (2.1.5).
The proof of the other two cases are similar and is left to the reader. 
Proof of Lemma 1.3.14. (A) 1 ⇒ 2 is immediate from Lemma 1.3.4.
We next prove 2 ⇒ 1. Recall from Definition 1.3.3 that zj = T−λj
∏n
i=1 y
vj,i
i
(j = 1, . . . ,m). By the homomorphism yi → yi, zj is mapped to zj = T−λj
∏n
i=1 y
vj,i
i .
For each j = 1, . . . ,m,
∑∞
k=1 z
k
j converges in Λ〈〈y, y−1〉〉
◦
P
0 . This is because v
u
T (zj) =
ℓi(u) > 0 for any u ∈ Int P . By the continuity hypothesis of the evaluation homo-
morphism substituting y 7→ y, it follows that ∑∞k=0 zkj converges in Λ0. Therefore
vT (zj) > 0.
Since we have zj = T
−λj ∏n
i=1 y
vj,i
i from (1.3.6), we have 0 < vT (zj) = −λj +
〈vj , ~u〉 = ℓj(~u) for all j = 1, . . . ,m with ~u = ~vT (y). By the definition of the moment
polytope P , ~u ∈ Int P which implies (1.3.14).
(B) 1⇒ 2 also follows from Lemma 1.3.4. To prove 2⇒ 1, we consider a series∑∞
k=1 T
ǫkzkj for ǫ > 0. Then it converges in Λ〈〈y, y−1〉〉P0 . Then a similar argument
above yields that ǫ + vT (zj) > 0. Since ǫ > 0 can be taken sufficiently small, we
have vT (zj) ≥ 0. Then the similar argument shows 1. 
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Definition 2.1.6. We define
Λ〈〈y, y−1〉〉
◦
P = Λ〈〈y, y−1〉〉
◦
P
0 ⊗Λ0 Λ.
Remark 2.1.7. We recall that in Section 1.3 we define Λ〈〈y, y−1〉〉P by the
completion of Λ[y, y−1] with respect to vPT . By considering the homomorphism
(1.3.7) over Λ coefficients, we find that Λ〈〈y, y−1〉〉P coincides with the image of
Λ〈〈Z1, . . . , Zm〉〉 → Λ〈〈y, y−1〉〉P . (2.1.7)
We find that
Λ〈〈y, y−1〉〉P = Λ〈〈y, y−1〉〉P0 ⊗Λ0 Λ.
Similarly, we also find that
Λ〈〈y, y−1〉〉Pε = Λ〈〈y, y−1〉〉Pε0 ⊗Λ0 Λ.
However, we note that (2.1.7) does not extend to Λ[[Z1, . . . , Zm]]→ Λ〈〈y, y−1〉〉
◦
P .
2.2. Localization of Jacobian ring at moment polytope
In this section, we give the proof of Proposition 1.3.16. We will use the following
lemma for the proof.
Lemma 2.2.1. Jac(POb)⊗Λ0 Λ is a finite dimensional Λ vector space.
Lemma 2.2.1 is an immediate consequence of Theorem 1.3.34.1. (We will use
Proposition 1.3.16 to define residue pairing on Jacobian ring. The residue pairing
will be used to state Theorem 1.3.34.2. However the proof of Theorem 1.3.34.1 will
be completed, without using Proposition 1.3.16, in Section 2.7 when the surjectivity
of ksb is established. Thus the logic of arguments used in the proofs will not be
circular.)
Proof of Proposition 1.3.16. We first prove Proposition 1.3.16.1. For yi ∈
Λ〈〈y, y−1〉〉
◦
P we define a Λ linear map
ŷi : Jac(POb)⊗Λ0 Λ→ Jac(POb)⊗Λ0 Λ
as the multiplication by yi in the Jacobian ring. Since y
−1
i ∈ Jac(POb) and the
map yi 7→ ŷi is a ring homomorphism from Λ〈〈y, y−1〉〉
◦
P to EndΛ(Jac(POb)⊗Λ0 Λ),
the homomorphism ŷi is invertible.
For y = (y1, . . . , yn) ∈ Λn we put
Jac(POb; y) = {P ∈ Jac(POb)⊗Λ0 Λ |
(ŷi − yi)NP = 0, i = 1, . . . , n for sufficiently large N}.
(2.2.1)
Since ŷi is invertible, Jac(POb; y) 6= 0 holds only when yi 6= 0. We denote
Y = {y | Jac(POb; y) 6= 0}.
Since Λ is an algebraically closed field (See for example [FOOO5, Section A].) and
ŷiŷj = ŷj ŷi, the finite dimensional Λ vector space Jac(POb) ⊗Λ0 Λ is decomposed
to simultaneous (generalized) eigenspaces of ŷj ’s. Thus we have a decomposition
Jac(POb)⊗Λ0 Λ ∼=
∏
y∈Y
Jac(POb; y) (2.2.2)
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as a Λ vector space. Using the fact Jac(POb) is commutative, we can prove that
(2.2.2) is a direct product decomposition as a ring. (See the proof of [FOOO5,
Proposition 6.7].)
Lemma 2.2.2. If Jac(POb; y) 6= 0, then ~vT (y) ∈ IntP .
Proof. Let u = ~vT (y). If u /∈ IntP then there exists j such that ℓj(u) ≤ 0.
There exists nonzero P ∈ Jac(POb) such that yiP = yiP for i = 1, . . . , n. We have
(zj)
kP = T−kλjykvj,11 · · · ykvj,nn P = T−kλjykvj,11 · · · ykvj,nn P (2.2.3)
Since limk→∞ zkj = 0 in Λ〈〈y, y−1〉〉
◦
P
0 and
lim
k→∞
vT ((T
−kλjykvj,11 · · · ykvj,nn )−1) = − lim
k→∞
kℓj(u) ≥ 0,
it follows that
(zj)
k(T−kλjykvj,11 · · · ykvj,nn )−1
converges to 0 in Λ〈〈y, y−1〉〉
◦
P
0 . Therefore (2.2.3) implies P = 0. This is a contra-
diction. 
Lemma 2.2.3. Y = Crit(POb).
Proof. Let y ∈ Y. Then there exists nonzero P ∈ Jac(POb; y) such that
yiP = yiP for i = 1, . . . , n. It follows that yi 7→ yi induces a non-zero homomor-
phism Φy : Jac(POb) → Λ. Therefore (1.3.13) is satisfied. (1.3.14) follows from
Lemma 2.2.2.
We next assume y ∈ Crit(POb). Then, by Lemma 1.3.14 and the defini-
tion, yi 7→ yi induces a homomorphism Φy : Jac(POb) → Λ. For given y′ =
(y′1, . . . , y
′
n) ∈ Y, let 1y′ be the unit of Jac(POb; y′). By definition, we have
(yi − y′i)N1y′ = 0 for sufficiently large N and so we have 0 = Φy((yi − y′i)N1y′) =
(yi−y′i)NΦy(1y′). Therefore if y 6= y′, we obtain Φy(1y′) = 0. Therefore the factor-
ization (2.2.2) implies Crit(POb) ⊂ Y for otherwise we would have Φy ≡ 0. This
contradicts to the fact that Φy([1]) = 1. The proof of Lemma 2.2.3 is complete. 
The proof of Proposition 1.3.16.1 is complete by the next lemma.
Lemma 2.2.4. Jac(POb; y) is a local ring.
Proof. For any homomorphism Jac(POb; y) → Λ, the element yi1y must be
sent to yi. The lemma then follows form the fact that Jac(POb; y) is generated by
yi1y as a Λ algebra. 
Finally we prove Proposition 1.3.16.2 and 3. We use the assumption that
POb is a Morse function. Lemma 2.2.3 and (2.2.2) imply that
∏
y∈Crit(POb) Φy is
surjective. To prove its injectivity it suffices to show the following.
Lemma 2.2.5. y is a non-degenerate critical point of POb if and only if
dimΛ Jac(POb; y) = 1.
Proof. First assume dimΛ Jac(POb; y) > 1. By an elementary linear algebra
we can find P ∈ Jac(POb; y) and i0 with the following properties:
(1) (yi0 − yi0)P 6= 0.
(2) (yj − yj)P = 0 for j 6= i0.
(3) (yi0 − yi0)2P = 0.
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We will show by contradiction that ei0 = (0, . . . , 0,
i0-th
1 , 0, . . . , 0) cannot be con-
tained in the image of the Hessian matrix HessyPOb.
Suppose to the contrary that there exists a vector ~c = (c1, . . . , cn) with ci ∈ Λ
such that
ei0 =
(
∂2POb
∂yj∂yk
(y)
)
~c. (2.2.4)
In other words, we have
dyi0(y) = d
(
n∑
k=1
ck
∂POb
∂yk
)
(y).
Integrating this, we obtain
yi0 − yi0 = Q˜+
n∑
k=1
ck
∂POb
∂yk
(y) (2.2.5)
for Q˜ ∈ Λ〈〈y, y−1〉〉 such that
Q˜(y) = 0, dQ˜(y) = 0. (2.2.6)
This implies Q˜ =∑nj1,j2=1(yj1−yj1 )(yj2−yj2 )R˜j1,j2 for some R˜j1,j2 ∈ Λ〈〈y, y−1〉〉 ◦P .
Therefore Properties 2, 3 of P above imply PQ = 0 in Jac(POb; y). (Here Q is
the equivalence class of Q˜ in Jac(POb; y).) Thanks to (2.2.5), this in turn implies
P(yi0 − yi0 ) = 0. This contradicts to Property 1 above and so the Hessian matrix
HessyPOb cannot be non-degenerate.
We next prove the converse. Suppose dimΛ Jac(POb; y) = 1 for all y ∈
Crit(POb). Using the finite dimensionality of Jac(POb) over Λ and Lemma 2.2.4,
there exists a sufficiently largeN such that whenever Q˜(y′) = 0 for Q˜ ∈ Λ〈〈y, y−1〉〉
◦
P ,
the equality QN = 0 holds in Jacb(PO; y′). (Here Q is the equivalence class of Q˜
in Jacb(PO; y
′).)
Using this fact, we find an element P˜ ∈ Λ〈〈y, y−1〉〉
◦
P
0 such that its equivalence
class P is zero in Jacb(PO; y′) for all y′ 6= y and P˜(y) 6= 0. By the hypoth-
esis dimΛ Jac(POb; y) = 1, we conclude (yi − yi)P(y) = 0 for i = 1, . . . , n in
Jac(POb; y).
Therefore it follows from (2.2.2) that for each i there exists some vector ~Gi =
(Gi,1, . . . ,Gi,n) with Gi,k ∈ Λ〈〈y, y−1〉〉
◦
P such that
(yi − yi)P˜ =
n∑
k=1
Gi,k ∂POb
∂yk
. (2.2.7)
Here P˜ ∈ Λ〈〈y, y−1〉〉Pε0 is an element whose equivalence class in Jac(POb; y) is P
(see (2.2.11)). By substituting y = y into the yi-derivative and yj-derivative of
(2.2.7), we obtain
0 6= P˜(y) =
n∑
k=1
ck
∂2POb
∂yk∂yi
(y),
0 =
n∑
k=1
ck
∂2POb
∂yk∂yj
(y) j 6= i
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for ck = Gi,k(y). This implies that ei is in the image of the Hessian matrix at y.
Since i is arbitrary for 1, . . . , n, the Hessian at y is nondegenerate, which finishes
the proof. 
Now the proof of Proposition 1.3.16 is complete. 
Proposition 2.2.6. We have
Jac(POb)
∼= Λ〈〈y, y
−1〉〉Pε0(
yi
∂POb
∂yi
: i = 1, . . . , n
) , (2.2.8)
for sufficiently small ǫ > 0. If b ∈ A(Λ+) then we have
Jac(POb)
∼= Λ〈〈y, y
−1〉〉P0(
yi
∂POb
∂yi
: i = 1, . . . , n
) . (2.2.9)
Remark 2.2.7. We remark that Λ〈〈y, y−1〉〉P0 is a Λ0 module and is not a Λ vec-
tor space. In particular the right hand side of (2.2.8) does not split as in Proposition
1.3.16.
Proof. There is a continuous homomorphism
Jac(POb)→
Λ〈〈y, y−1〉〉Pε0
ClosdPǫ
(
yi
∂POb
∂yi
: i = 1, . . . , n
) , (2.2.10)
where the closure ClosdPǫ is taken with respect to the metric d
Pǫ . Surjectivity of
(2.2.10) follows from Lemma 2.9.8.1. (We may apply this lemma to P = Pǫ.) To
prove the injectivity of (2.2.10) it suffices to prove that it is injective after taking
⊗Λ0Λ. This is because Jac(POb) is torsion-free by Theorem 1.3.34.1. We use
Proposition 1.3.16.1. Then the factor Jac(POb; y) injects to the right hand side of
(2.2.10) since ~vT (y) ∈ Pǫ. Therefore (2.2.10) is injective.
We can prove
Λ〈〈y, y−1〉〉Pε0(
yi
∂POb
∂yi
: i = 1, . . . , n
) ∼= Λ〈〈y, y−1〉〉Pε0
ClosdPǫ
(
yi
∂POb
∂yi
: i = 1, . . . , n
) (2.2.11)
in the same way as in Lemma 2.9.8.3. This implies (2.2.8). The proof of (2.2.9) is
similar. 
Remark 2.2.8. We used Lemma 2.9.8 in the proof of Proposition 2.2.6. We
do not use Proposition 2.2.6 during the proof of Lemma 2.9.8.
2.3. Operator q: review
We first review the construction of operator q. It is described in [FOOO4,
Section 7.4] for the general case and in [FOOO6, Section 6] for the toric case.
Let Mmaink+1;ℓ(β) be the compactified moduli space of the genus zero bordered
holomorphic maps u : (Σ, ∂Σ) → (X,L), in class β ∈ H2(X,L(u);Z) with k + 1
boundary marked points and ℓ interior marked points. (We require the order of
k + 1 boundary marked points respects the counter-clockwise cyclic order of the
boundary of the Riemann surface.) We have the evaluation maps
ev :Mmaink+1;ℓ(β)→ Xℓ × L(u)k+1
38 2. RING ISOMORPHISM
where we put
ev = (evint, ev) = (evint1 , . . . , ev
int
ℓ ; ev0, . . . , evk).
We denote the ℓ-tuple of T n-invariant cycles by
p = (p(1), . . . ,p(ℓ)).
Here p(i) is a T n-invariant cycle in
⊕
k>0Ak(Z). We note that the elements of
A0(Z) change the potential function only by constant and does not affect the Ja-
cobian ring.
We define the fiber product
Mmaink+1;ℓ(β;p) =Mmaink+1;ℓ(β)evint ×Xℓ (p(1)× · · · × p(ℓ)). (2.3.1)
It has a T n-equivariant Kuranishi structure and the evaluation map
ev0 :Mmaink+1;ℓ(β;p)→ L(u) (2.3.2)
is T n-equivariant. Since the T n action on L(u) is free, it follows from T n-equivariance
of (2.3.2) that the T n action on each of the Kuranishi neighborhood ofMmaink+1;ℓ(β;p)
is free. We use this fact to take an appropriate multisection of Mmaink+1;ℓ(β;p).
To describe the properties of this multisection, we need to review some nota-
tions which we introduced in [FOOO6, Section 6]. We denote the set of shuffles of
ℓ elements by
Shuff(ℓ) = {(L1,L2) | L1 ∪ L2 = {1, . . . , ℓ},L1 ∩ L2 = ∅}. (2.3.3)
Let B = {1, . . . , B} and Map(ℓ, B) the set of all maps {1, . . . , ℓ} → B. We will
define a map
Split : Shuff(ℓ)×Map(ℓ, B) −→
⋃
ℓ1+ℓ2=ℓ
Map(ℓ1, B)×Map(ℓ2, B) (2.3.4)
as follows: Let p ∈ Map(ℓ, B) and (L1,L2) ∈ Shuff(ℓ). We put ℓj = #(Lj) and
let ij : {1, . . . , ℓj} ∼= Lj be the order-preserving bijection. We consider the map
pj : {1, . . . , ℓj} → B defined by pj(i) = p(ij(i)), and set
Split((L1,L2),p) = (Split((L1,L2),p)1, Split((L1,L2),p)2) := (p1,p2).
We now define a corresponding gluing map
Glue
(L1,L2),p
ℓ1,ℓ2;k1,k2;i;β1,β2
:
Mmaink1+1;ℓ1(β1;p1)ev0 ×evi Mmaink2+1;ℓ2(β2;p2)→Mmaink+1;ℓ(β;p)
(2.3.5)
below. Here k = k1 + k2 − 1, ℓ = ℓ1 + ℓ2, β = β1 + β2, and i = 1, . . . , k2. Put
Sj = ((Σ(j), ϕ(j), {z+i,(j)}, {zi,(j)}) ∈Mmainkj+1;ℓj(βj ;pj)
for j = 1, 2.
Remark 2.3.1. Here and hereafter, boundary marked points are denoted by
zi and interior marked points are denoted either by z
+
i or z
int
i .
We glue z0,(1) ∈ ∂Σ1 with zi,(2) ∈ ∂Σ2 to obtain
Σ = Σ1#iΣ2.
Suppose that (S1, S2) is an element of the fiber product in the left hand side of
(2.3.5). Namely we assume
ϕ(1)(z0,(1)) = ϕ(2)(zi,(2)).
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This defines a holomorphic map
ϕ = ϕ(1)#iϕ(2) : Σ→ X
by putting ϕ = ϕ(j) on Σj .
Let m ∈ Lj . We define c by ij(c) = m, where ij : {1, . . . , ℓj} ∼= Lj is the
order-preserving bijection. We put zintm = z
int
c;(j) and call it the m-th interior marked
point. We define the boundary marked points (z0, z1, . . . , zk) on Σ by
(z0, z1, . . . , zk) = (z0,(2), . . . , zi−1,(2), z1,(1), . . . , zk1,(1), zi+1,(2), . . . , zk2,(2)).
Now we put
S = ((Σ, ϕ, {z+i }, {zi})
and
Glue
(L1,L2),p
ℓ1,ℓ2;k1,k2;i;β1,β2
(S1, S2) = S.
The following lemma is proved in [FOOO4, Section 7.1].
Lemma 2.3.2. We have the following identity as the spaces with Kuranishi
structure:
∂Mmaink+1;ℓ(β;p) =
⋃
k1+k2=k+1
β1+β2=β
k2⋃
i=1
⋃
(L1,L2)∈Shuff(ℓ)
Mmaink1+1;|L1|(β1; (Split((L1,L2),p)1)
ev0 ×evi Mmaink2+1;|L2|(β2; (Split((L1,L2),p)2).
Let σ : {1, . . . , ℓ} → {1, . . . , ℓ} be an element of Sℓ, the symmetric group of
order ℓ!. We have the induced map
σ∗ :Mmaink+1;ℓ(β)→Mmaink+1;ℓ(β)
which permutates the interior marked points. We define a new ℓ-tuple pσ by setting
pσ(i) = p(σ(i)). Then σ∗ induces a map
σ∗ :Mmaink+1;ℓ(β;p)→Mmaink+1;ℓ(β;pσ). (2.3.6)
We now consider the following condition for a system of multisections q. (Here
we use the same letter q as the operator q to indicate that this multisection is
used to define the operator q.) We write Mmaink+1;ℓ(β;p)q for the zero set of this
multisection.
Condition 2.3.3. (1) The multisection q is T n-equivariant and transver-
sal to 0.
(2) The evaluation map ev0 : Mmaink+1;ℓ(β;p)q → L(u) is a submersion. Here
the left hand side is the zero set of our multisection q.
(3) It is compatible with other multisections given at the boundary
Mmaink1+1;ℓ1(β1;p1)qev0 ×evi Mmaink2+1;ℓ2(β2;p2)q
where k1 + k2 = k + 1, β1 + β2 = β, i ∈ {1, . . . , k2} and
Split((L1,L2),p) = (Split((L1,L2),p)1, Split((L1,L2),p)2) := (p1,p2).
(4) It is compatible with the forgetful map
forget :Mmaink+1;ℓ(β;p)q →Mmain1;ℓ (β;p)q
which forgets the 1-st . . . k-th boundary marked points.
(5) It is invariant under the action of the symmetric group which exchanges
the interior marked points and the factors of p.
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Remark 2.3.4. Condition 2.3.3.1 implies that evi : Mmaink+1;ℓ(β;p)q → L(u) is
a submersion for each i = 0, . . . , k + 1. (So Condition 2.3.3.2 is a consequence of
Condition 2.3.3.1 actually.) It is in general impossible to take our perturbation q
so that
(evi, evj) :Mmaink+1;ℓ(β;p)q → L(u)2
is a submersion as far as we consider a single multisection.
The following is proved in [FOOO6].
Lemma 2.3.5 ([FOOO6] Lemma 6.5. See also Sections 4.3 - 4.4 of this paper.).
There exists a system of multisections, which satisfies Condition 2.3.3 above.
Remark 2.3.6. Actually we need to fix an energy level E0 and restrict the
construction of the family of multisections for the moduli space of maps of homology
class β with β ∩ ω ≤ E0, by the reason explained in [FOOO4, Subsection 7.2.3].
(After then we can use homological algebra to extend construction of the operators
to all β’s.)
This process is discussed in [FOOO4, Section 7.2]. (See also [FOOO5, Remark
11.3].) In the current T n-equivariant case, we can perform the same construction
in a T n-equivariant way. We will not repeat this kind of remarks in other similar
situations in the rest of this chapter.
Definition 2.3.7. Hereafter we call the multisection on Mmaink+1;ℓ(β;p) chosen
in [FOOO6, Lemma 6.5] the q-multisection. This is the multisection we use to
define the operator q.
Let C be a graded module. We define its degree shift C[1] by C[1]k = Ck+1.
We put
BkC = C ⊗ · · · ⊗ C︸ ︷︷ ︸
k times
. (2.3.7)
Let
B̂C =
∞̂⊕
k=0
BkC
be the completed direct sum of them. We also consider a map ∆k−1 : BC →
(BC)⊗k
∆k−1 = (∆⊗ id⊗ · · · ⊗ id︸ ︷︷ ︸
k−2
) ◦ (∆⊗ id⊗ · · · ⊗ id︸ ︷︷ ︸
k−3
) ◦ · · · ◦∆.
For an indecomposable element x ∈ BC, it can be expressed as
∆k−1(x) =
∑
c
xk;1c ⊗ · · · ⊗ xk;kc (2.3.8)
where c runs over some index set.
Let Sk be the symmetric group of order k!. It acts on BkC by
σ · (x1 ⊗ · · · ⊗ xk) = (−1)∗xσ(1) ⊗ · · · ⊗ xσ(k) (2.3.9)
where ∗ =∑i<j:σ(i)>σ(j) deg xi deg xj .
Definition 2.3.8. EkC is the quotient of BkC by the submodule generated
by σ · x− x, where σ ∈ Sk, x ∈ BkC.
ÊC is a completion of the direct product
⊕∞
k=0 EkC.
For an element x ∈ BkC we denote its equivalence class in EkC by [x].
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Remark 2.3.9. In [FOOO3, FOOO6] the authors defined EkC as the subset
of elements of BkC which are invariant under the Sk action. Here we take the
quotient instead. This difference is not essential since we are working on a ring
containing Q. It is slightly more convenient to use the quotient for the description
of this paper.
There are a few changes which occur accordingly. Especially for an element b
of C we define
eb =
∑ 1
k!
bk ∈ ÊC.
Note in case of B̂C[1], eb =
∑
bk ∈ B̂C[1]. In [FOOO3, FOOO6] we put eb =∑
bk also in case of ÊC because we defined ÊC as the subset of B̂C and the
coalgebra structure is the restriction of ∆ in (2.3.8). However, when we define ÊC
as the quotient, the coalgebra structure on ÊC is given by
∆shuff([x1 ⊗ · · · ⊗ xk])
=
∑
(L1,L2)∈Shuffle(k)
(−1)∗[xℓ1(1) ⊗ · · · ⊗ xℓ1(k1)]⊗ [xℓ2(1) ⊗ · · · ⊗ xℓ2(k2)]
where L1 = {ℓ1(1), . . . , ℓ1(k1)}, L2 = {ℓ2(1), . . . , ℓ2(k2)} and
∗ =
∑
ℓ2(i)<ℓ1(j)
deg xℓ2(i) deg xℓ1(j).
Therefore the equality
∆shuff
(∑
k
1
k!
bk
)
=
(∑
k
1
k!
bk
)
⊗
(∑
k
1
k!
bk
)
(2.3.10)
holds if deg x is even. Note that when B̂C = B̂H(L(u);Q), we use the coalgebra
structure ∆ in (2.3.8) so eb =
∑
bk for b ∈ H(L(u);Q), while we use ∆shuff and
eb =
∑
bk
k! for the case ÊC = ÊA in this paper. See also Remark 2.3.13.2.
We fix a T n-invariant Riemannian metric on L(u). We identify H(L;R) with
the vector space of harmonic forms. The following lemma can be easily checked
and so its proof is omitted. This characterization of harmonic forms for the torus
turns out to be useful for later discussions.
Lemma 2.3.10. Equip T n with an invariant Riemannian metric. Then a differ-
ential form is harmonic with respect to this metric if and only if it is T n-invariant.
We also identify H(L(u); Λ0(R)) with H(L(u);R)⊗RΛ0(R). Hereafter, we write
Λ0 etc. in place of Λ0(R) etc..
We take h1, . . . , hk ∈ H(L(u); Λ0) and identify them with harmonic forms, that
is T n-invariant forms in our case.
Definition 2.3.11. We define
qℓ;k;β([p];h1 ⊗ · · · ⊗ hk) = ev0∗ev∗(h1 × · · · × hk), (2.3.11)
where
(ev0, ev) :Mmaink+1;ℓ(β;p)q → L(u)× L(u)k.
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Remark 2.3.12. We remark that when we need to use a multisection rather
than a single-valued section, the perturbed moduli space Mmaink+1;ℓ(β;p)q is neither
a manifold nor an orbifold. However integration along the fiber and pull-back of
differential forms on such space can be defined in the way similar to the case of
manifold. (See [FOOO6, Section 12].)
The same remark applies to several other places. We do not repeat this remark
in those places.
Condition 2.3.3 (5) implies that the left hand side of (2.3.11) is independent of
the representative p but depends only on [p] ∈ Ê(A[2]). We thus obtain:
qℓ;k;β : Eℓ(A[2])⊗Bk+1(H(L(u);Q)[1])→ H(L(u);Q)[1].
Remark 2.3.13. (1) In our situation, all the forms hi and the (perturbed)
moduli spaces are T n-invariant. Therefore qℓ;k;β([p];h1⊗ · · · ⊗ hk) is also
T n-invariant. So we need not take the procedure to go to the canonical
model by using the Green kernel to define q.
(2) In [FOOO3, Section 3.8 (Definition 3.8.67 (3.8.68))] there is a factor 1/ℓ!
is in the right hand side. There is the same factor in [FOOO6, (6.10)].
We do not put it here, since we take quotient to define EC here. (See
Remark 2.3.9.)
Convention 2.3.14. Hereafter we write
(ev0)∗(ev∗(h1 × · · · × hk);Mmaink+1;ℓ(β;p)q)
for the right hand side of (2.3.11). We will apply the similar notation in the general
context. (See Section 4.2 for the usage of the same notation in the general context.)
We take u ∈ IntP . Let b0 =
∑
xiei xi ∈ C and associate a representation
ρ : H1(L(u);Z)→ C∗ by ρ(ei) = exi .
Definition 2.3.15. Let h1, . . . , hk ∈ H(L(u); Λ0) be T n-invariant forms. We
put:
qρℓ;k([p];h1 ⊗ · · · ⊗ hk)
=
∑
β∈H2(X;L(u);Z)
T β∩ω/2πρ(∂β)qℓ;k;β([p];h1 ⊗ · · · ⊗ hk).
The main property of the operator q above is [FOOO3, Theorem 3.8.32] or
[FOOO6, Theorem 2.1]. Namely we have:
(1) For each β and x ∈ Bk(H(L;R)[1]), y ∈ Ek(H [2]), we have the following:
0 =
∑
β1+β2=β
∑
c1,c2
(−1)∗qβ1(y2;1c1 ;x3;1c2 ⊗ qβ2(y2;2c1 ;x3;2c2 )⊗ x3;3c2 ) (2.3.12a)
where
∗ = deg′ x3;1c2 + deg′ x3;1c2 degy2;2c1 + deg y2;1c1 .
In (2.3.12a) and hereafter, we write qβ(y;x) in place of qβ;ℓ,k(y;x) if
y ∈ Eℓ(H [2]), x ∈ Bk(H(L;R)[1]).
(2) Let e = PD([L]) be the Poincare´ dual to the fundamental class of L. Let
xi ∈ B(H(L;R)[1]) and we put x = x1 ⊗ e⊗ x2 ∈ B(H(L;R)[1]). Then
qβ(y;x) = 0 (2.3.12b)
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except the following case:
qβ0(1; e⊗ x) = (−1)degxqβ0(1;x⊗ e) = x, (2.3.12c)
where β0 = 0 ∈ H2(X,L;Z) and x ∈ H(L;R)[1] = B1(H(L;R)[1]).
We can prove them by using Condition 2.3.3.1-5.
Definition 2.3.16. Let b ∈ Heven(X ; Λ0) and ρ : H1(L(u);Z)→ C∗. We write
b = b0 + b2 + bhigh where b0 ∈ H0(X ; Λ0), b2 ∈ H2(X ; Λ0), bhigh ∈ H2m(X ; Λ0)
(m > 1). We define mρk;β : Bk(H(L;R)[1])→ H(L;R)[1] by
mb,ρk (h1, . . . , hk)
=
∑
β
exp(b2 ∩ β)
∞∑
ℓ=0
T β∩ω/2π
ℓ!
ρ(∂β)qℓ;k;β(b
ℓ
high;h1, . . . , hk).
(2.3.13)
Let b ∈ H1(L(u); Λ0). We define b = b0 + b+ where b0 ∈ H1(L(u);C) and b+ ∈
H1(L(u); Λ+). We define ρ : H1(L(u);Z)→ C∗ by γ 7→ eγ∩b0 . We define
mb,bk (h1, . . . , hk) =
∑
l0,...,lk
mb,ρk+
∑
li;β
(bl0+ , h1, b
1
+, . . . , b
lk−1
+ , hk, b
lk
+ ). (2.3.14)
We can use (2.3.12) to prove that mb,bk defines a unital filtered A∞ structure.
In [FOOO6, Definition 8.2], we defined a chain complex (Ω(L(u))⊗̂Λ0; δ(b,b)1 )
on the de Rham complex of Lagrangian fiber L(u) (tensored with the universal
Novikov ring). We can descend the (strict and gapped) filtered A∞ algebra on
Ω(L(u))⊗̂Λ0 to the de Rham cohomology H(L(u); Λ0). Especially we can define
the boundary operator mb,b1 = ±δb,bcan on H(L(u); Λ0) as above1. This is a general
fact proven in [FOOO3, Section 5.4]. In the rest of this section we will review its
construction and define the chain homotopy equivalence:
Π : (Ω(L(u))⊗̂Λ0, δb,b)→ (H(L(u); Λ0), δb,bcan). (2.3.15)
We first recall the definition of δb,b in [FOOO6, Section 8].
We use the correspondence by this perturbed moduli space to define operators
on the de Rham complex Ω(L(u)) of L(u). Let h ∈ Ωd(L(u)) be a degree d smooth
differential form on L(u). Let
ev∗1(h) ∈ Ωdegh(M2,ℓ(β; b⊗ℓ)) (2.3.16)
be the pull-back of h. We define
δbβ;ℓ(h) = (ev0)∗ev
∗
1(h) = q
b
ℓ;1;β(h) ∈ Ω∗(L(u)) (2.3.17)
where (ev0)∗ is the integration along the fiber. We note that T n equivariance
of ev0 and transitivity of the T
n action on L(u) imply that ev0 is a submersion.
Therefore integration along the fiber is well-defined and defines a smooth form on
L. The degree ∗ is given by
∗ = deg h− µ(β) + 1
where µ is the Maslov index.
1Actually it is zero in case Floer cohomology is isomorphic to the classical cohomology, that
is the case b is a critical point of POub .
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Remark 2.3.17. We remark that b is not in A(Z) but in A(Λ0). So, more
precisely we need to define δbβ;ℓ as follows. We put
b =
B∑
i=1
wi(b)fi.
For each multi-index I = (i1, . . . , iℓ), we define fI = (fi1 , . . . , fiℓ) and consider
evI = (evI0, ev
I
1) :Mmain2;ℓ (β; fI)→ L(u)× L(u).
Now we put
δbβ;ℓ(h) =
∑
I∈{1,...,B}ℓ
wi1(b) · · ·wiℓ(b)(evI0)!(evI1)∗(h). (2.3.18)
Hereafter we write (2.3.17) in place of (2.3.18) whenever no confusion can occur.
We next use δbβ;ℓ to define δ
b,b. Let
b =
n∑
i=1
xiei ∈ H1(L(u); Λ0).
We put yi = e
xi ∈ Λ0 \ Λ+, and define ρb : H1(L(u);Z)→ Λ0 \ Λ+ by
ρb
(∑
kie
∗
i
)
= yk11 · · · yknn . (2.3.19)
Definition 2.3.18. We define δb,b : Ω(L(u))⊗̂Λ0 → Ω(L(u))⊗̂Λ0 by
δb,b = m1,0 +
∑
β,ℓ
1
ℓ!
T β∩ω/2πρb(∂β)δbβ,ℓ,
Here m1,0 is defined from the de Rham differential d by m1,0(h) = (−1)n+degh+1dh.
See [FOOO3, Remark 3.5.8].
By (2.3.17) we easily find that if h ∈ Ω(L(u)) is T n-invariant then δb,bβ,ℓ(h) =
ρb(∂β)δbβ,ℓ(h) is also T
n-invariant . Therefore
δb,b(H(L(u); Λ0)) ⊂ H(L(u); Λ0).
We define
δb,bcan : H(L(u); Λ0)→ H(L(u); Λ0) (2.3.20)
as the restriction of δb,b.
Remark 2.3.19. In fact, we have δb,bcan = m
b,b
1 where the right hand side is in
Definition 2.3.16. We will prove it in Section 4.1.
Let
Π : Ω(L(u))→ H(L(u);R) →֒ Ω(L(u))
be the harmonic projection.
Now we have the following:
Theorem 2.3.20. We have
δb,b ◦ δb,b = 0. (2.3.21)
Moreover Π is a chain homotopy equivalence.
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Proof. The proof is based on the study of boundary of Mmaink+1;ℓ(β;p). Using
Lemma 2.3.2, Condition 2.3.3 and the definition, we can easily show the following
formula.
m1,0 ◦ δbβ;ℓ + δbβ;ℓ ◦m1,0 = −
∑
β1+β2=β
∞∑
ℓ1,ℓ2=0
ℓ!
ℓ1!ℓ2!
δbβ1;ℓ1 ◦ δbβ2;ℓ2 . (2.3.22)
Therefore
(δb,b)2 = m21,0 +
∑
β
∞∑
ℓ=0
ρb(∂β)
ℓ!
(δbβ;ℓ ◦m1,0 +m1,0 ◦ δbβ;ℓ)
+
∑
β1+β2=β
∞∑
ℓ1,ℓ2=0
ρb(∂β1)ρ
b(∂β2)
ℓ1!ℓ2!
δbβ1;ℓ1 ◦ δbβ2;ℓ2 = 0.
We next show that Π is a chain map. We observe that
Π(h) =
∫
g∈Tn
g∗hdg, (2.3.23)
where g : L → L for g ∈ T n is obtained by T n action and dg is the normalized
Haar measure. The formula (2.3.23) and T n invariance of Mmain2;ℓ (β; f2) imply that
Π ◦ δb,b = δb,bcan ◦Π.
Therefore Π is a chain map. It is then easy to show that it is a chain homotopy
equivalence. 
2.4. Well-definedness of Kodaira-Spencer map
In Section 1.3 we used a choice of a section H(X ; Λ0)→ A(Λ0) of π to give the
definition of the Kodaira-Spencer map
ksb : H(X ; Λ0)→ Jac(POb).
In this section, we prove that the definition of ksb does not depend on the choice of
the section.
To make this statement precise, we need to set-up some notations. Let w0, . . . , wB
be a coordinates of b with respect to the basis {fi}Bi=0, i.e., b =
∑
i wifi. We con-
sider the potential function PO(w0, . . . , wB ; y1, . . . , yn) for b ∈ A(Λ0) and define a
map k˜sb : TbA(Λ0)→ Λ〈〈y, y−1〉〉
◦
P
0 by
k˜sb
(
∂
∂wi
)
=
∂POb
∂wi
,
and
wi
∂
∂wi
=
∂
∂wi
when degwi = 2. Let π : A(Λ0) → H(X ; Λ0) be the canonical map given in
(1.3.11).
Theorem 2.4.1. The following diagram commutes:
A(Λ0) k˜sb−−−−→ Λ〈〈y, y−1〉〉
◦
P
0
π
y y
H(X ; Λ0)
ksb−−−−→ Jac(POb).
(2.4.1)
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In particular, the definition of ksb is independent of the section H(X ; Λ0)→ A(Λ0)
used in Section 1.3.
The rest of this section is occupied with the proof of this theorem.
Let Q =
∑
iwi(Q)fi with [Q] = 0 in H(X ; Λ0). We will prove
k˜sb(Q) ∈
(
yi
∂POb
∂yi
: i = 1, . . . , n
)
. (2.4.2)
Remark 2.4.2. Note (2.4.2) is slightly stronger than Theorem 2.4.1 since we
do not take closure in the right hand side.
We may assume w0(Q) = 0. (In fact, A0 → H0(L(u);Z) is an isomorphism.)
We consider the case of β, b and fi for which the moduli spaces
Mmain1;ℓ+1(L(u), β; b⊗ℓ ⊗ fi) (2.4.3)
have dimension n. Then the evaluation map
ev0 :Mmain1;ℓ+1(L(u), β; b⊗ℓ ⊗ fi)→ L(u)
defines a homology class
ev0∗(Mmain1;ℓ+1(L(u), β; b⊗ℓ ⊗ fi)) ∈ Hn(L(u); Λ0) ∼= H0(L(u); Λ0) = Λ0. (2.4.4)
Remark 2.4.3. Actually b =
∑
biT
λi is not a space but contains T . So (2.4.3)
is not a space but a kind of formal power series with space as coefficients. Namely
Mmain1;ℓ+1(L(u), β; b⊗ℓ ⊗ fi)
=
∞∑
i1=1
· · ·
∞∑
iℓ=1
Mmain1;ℓ+1(L(u), β; bi1 ⊗ . . . biℓ ⊗ fi)T λi1+···+λiℓ .
Then the left hand side of (2.4.4) has an obvious sense. By an abuse of notation
we use the expression such as (2.4.3) frequently for the rest of this paper.
Lemma 2.4.4. Let b =
∑n
i=1 xiei and yi = e
xi . Then we have
k˜sb(Q)(y) =
B∑
i=1
∞∑
ℓ=0
∑
β∈H2(X;L(u);Z)
wi(Q)
ℓ!
Tω∩β/2πρb(∂β)
ev0∗(Mmain1;ℓ+1(L(u), β; b⊗ℓ ⊗ fi)),
where Q =
∑
wi(Q)fi. Note the right hand side is an element of Λ0 by the isomor-
phism (2.4.4).
Proof. This follows by differentiating
PO(b; y) =
∞∑
ℓ=0
∑
β∈H2(X;L(u);Z)
1
ℓ!
Tω∩β/2πρb(∂β)ev0∗(Mmain1;ℓ (L(u), β; b⊗ℓ)) (2.4.5)
with respect to wi’s. (2.4.5) follows from (1.3.9). 
For the convergence of our series, we slightly rewrite Lemma 2.4.4. (See the
proof of [FOOO6, Proposition 11.4].) We put b =
∑B
a=1 bafa. (We need not
consider f0 because it does not affect the Jacobian ring.) We put
bhigh =
B∑
a=m+1
bafa, b2 =
m∑
a=1
bafa. (2.4.6)
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Namely they are the degree ≥ 4 part and the degree 2 part, respectively.
Lemma 2.4.5. We have
k˜sb(Q)(y) =
B∑
i=1
∞∑
ℓ=0
∑
β∈H2(X;L(u);Z)
wi(Q)
ℓ!
Tω∩β/2π exp(b2 ∩ β)ρb(∂β)
ev0∗(Mmain1;ℓ+1(L(u), β; b⊗ℓhigh ⊗ fi)).
We are now ready to give the proof of Theorem 2.4.1. We split the proof into
two parts. One is consideration of the case Q ∈⊕k≥4Ak(Λ0) and the other is of
the case Q ∈ A2(Λ0).
We start with the first case. We use our assumption and take a singular chain
R of X such that ∂R = Q. (Here we fix a triangulation of Q and regard it as a
smooth singular chain.) We emphasize it is impossible to choose such an R that is
T n-invariant.
We now consider
Mmaink+1;ℓ+1(L(u), β;p⊗R) =Mmaink+1;ℓ+1(L(u), β)evint × (p(1)× · · · × p(ℓ)×R).
Here p(1), . . . ,p(ℓ) are T n-invariant cycles. We remark that in [FOOO6] we never
considered chains on X which are not T n-invariant. Here we however need to use
the chains that are not T n-invariant. Because of this, there are several points we
need to be careful in the subsequent discussions henceforth.
Lemma 2.4.6. There exists a Kuranishi structure with boundary on the moduli
space Mmaink+1;ℓ+1(L(u), β;p ⊗ R). Its boundary is a disjoint union of the following
three types of fiber product. Here β1 + β2 = β, k1 + k2 = k + 1, i = 1, . . . , k2 and
(p1,p2) = Split((L1,L2),p) for some (L1,L2) ∈ Shuff(ℓ).
Mmaink1+1;|p1|+1(L(u), β1;p1 ⊗R)ev0 ×evi Mmaink2+1;|p2|(L(u), β2;p2), (2.4.7)
Mmaink1+1;|p1|(L(u), β1;p1)ev0 ×evi Mmaink2+1;|p2|+1(L(u), β2;p2 ⊗R), (2.4.8)
Mmaink+1;ℓ+1(L(u), β;p⊗Q). (2.4.9)
Here and hereafter we write |p| = ℓ if p ∈ EℓA(Λ0).
This follows from [FOOO6, Lemmata 6.4 and 6.5].
We next define a multisection (perturbation). We remark that the multisection
q on Mmaink+1;ℓ(L(u), β;p) was already fixed in Lemma 2.3.5 (= [FOOO6, Lemma
6.5]), which we use here. The multisection we have chosen there is T n-equivariant
which we use to prove that ev0 :Mmaink+1;ℓ(L(u), β;p)q → L(u) is a submersion.
Remark 2.4.7. Note Mmaink+1;ℓ(L(u), β;p)q is a zero set of multi-valued pertur-
bation. Although the zero set does not define a smooth manifold, we can define the
notion of submersion from such a space to a manifold as follows.
Let (V,E,Γ, ψ, s) be a chart of a good coordinate system of our Kuranishi
structure. Namley U = V/Γ is an orbifold, E is an orbibundle on it, s is a section
of E and ψ : s−1(0)/Γ → Mmaink+1;ℓ(L(u), β;p)q is a homeomorphism onto an open
set. Our multisection sǫ on this chart in given as follows.
For each [x] ∈ U there exists an orbifold chart Ux = Vx/Γx where Vx is a
smooth manifold on which a finite group Γx acts effectively. The restriction of E
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to Ux is regarded as (Ex × Vx)/Γx. The restriction of our multisection sǫ to Ux is
given by
sǫ = (sǫ,1, . . . , sǫ,m) : Vx → Emx
that induces a Γx equivariant map Vx → Sm(Ex), where Sm denotes the symmetric
power. We call sǫ,i the branch. Each branch is of C
∞ class and is transversal to 0.
Let y ∈ s−1ǫ,i (0). The tangent space Tys−1ǫ,i (0) is defined. The map ev0 induces
a smooth map e˜v0 : Vx → L(u). We say ev0 is a submersion if
dy e˜v0 : Tys
−1
ǫ,i (0)→ Tev0(y)L(u)
is a submersion for all y. (See also [FO], [FOOO2].)
For the case of our moduli space Mmaink+1;ℓ(L(u), β;p⊗ R), we do not have T n-
action on it. So we can no longer use this technique. Therefore the evaluation
map ev0 : Mmaink+1;ℓ(L(u), β;p ⊗ R) → L(u) is not necessarily submersive. (It may
occur for example the case where its dimension is strictly smaller than n.) On
the other hand, we are using de Rham cohomology here. So we need to define
the integration along the fiber of our evaluation map and we need our evaluation
map to be submersive. We can do this by using the notion of continuous family of
multisections. This notion was explained in detail in [FOOO6, Section 12].
Lemma 2.4.8. There exists a continuous family of multisections onMmaink+1 (L(u), β;p⊗
R) with the following properties:
(1) It is compatible with the decomposition into (2.4.7), (2.4.8), (2.4.9) of its
boundary.
(2) The restriction of the evaluation map ev0 to the zero set of the family of
multisections is a submersion to L(u).
(3) It is compatible with the forgetful map
forget :Mmaink+1;ℓ+1(L(u), β;p⊗R)→Mmain1;ℓ+1(L(u), β;p⊗R)
of boundary marked points.
Proof. The proof is by an induction over the symplectic area β ∩ ω and the
number of boundary marked points, using [FOOO6, Lemma 12.19]. 
Lemma 2.4.9. We have an equality
ev0∗
(
Mmain1;|p1|(L(u), β1;p1)ev0 ×ev1 M
main
2;|p2|+1(L(u), β2;p2 ⊗R)
)
= 0 (2.4.10)
as differential forms on L(u).
Proof. By definition, it is easy to see that the differential form (2.4.10) is the
integration along the fiber of the differential form
ev0∗
(
Mmain1;|p1|(L(u), β1;p1)
)
by the correspondence
(ev0, ev1) :Mmain2;|p2|+1(L(u), β2;p2 ⊗R)→ L× L.
On the other hand, it follows from [FOOO6, Corollary 6.6] that the dimension of
Mmain1;|p1|(L(u), β1;p1) is n or higher. Therefore integration along the fiber gives rise
to a function, that is a degree 0 form on L(u). (See (2.4.4). Actually it is a constant
because of T n invariance.)
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By Lemma 2.4.8.3, the evaluation map ev1 factors through
Mmain2;|p2|+1(L(u), β2;p2 ⊗R)
forget−→ Mmain1;|p2|+1(L(u), β2;p2 ⊗R)
ev0−→ L(u)
and hence the fiber of ev1 :Mmain2;|p2|+1(L(u), β2;p2⊗R)→ L has positive dimension
and hence (2.4.10) follows. 
Remark 2.4.10. We may rephrase the argument used in the above proof as
follows: Since b is a weak bounding cochain, mb,b0,β(1) = cPD[L] (c ∈ Λ0) by defini-
tion. On the other hand PD[L] is a strict unit of our filtered A∞ algebra in the de
Rham model. Therefore mb,b1,β(PD[L]) = 0.
We remark that if we had used singular cohomology instead of de Rham co-
homology, then PD[L] would become only a homotopy unit rather than a strict
unit which would require more technical and complicated arguments. This is one
of reasons why we use the de Rham cohomology model here.
Definition 2.4.11. We denote
X˜u(b, b) =
∞∑
ℓ=0
∑
β∈H2(X;L(u);Z)
1
ℓ!
Tω∩β/2πρb(∂β) exp(b2 ∩ β)
ev0∗(Mmain1;ℓ+1(L(u), β; b⊗ℓhigh ⊗R)).
(2.4.11)
This is an element of Ω(L(u))⊗̂Λ0 that is formally obtained by replacing Q by R
in the formula in Lemma 2.4.5. We also define
Xu(b, b) = Π(X˜u(b, b)) ∈ H(L(u); Λ0).
We note that here we fix u. We fix b and u and regard X˜u(b, b), Xu(b, b)
as functions of b. Let 2{1,...,n} be the set of all subsets of {1, . . . , n}. For I =
{i1, . . . , ik} ∈ 2{1,...,n}, ij < ij+1, we put eI = ei1 ∧ · · · ∧ eik . It forms a basis of
H(L(u);Z). We put b =
∑
I∈2{1,...,n} xI(u)eI , yi(u) = e
xi(u) and define
X˜ub(y1(u), . . . , yn(u)) = X˜
u(b, b), Xub(y1(u), . . . , yn(u)) = X
u(b, b).
We fix a diffeomorphism ψu : T
n ∼= L(u) which induces an identification H∗(T n) ∼=
H(L(u)) and Ω(T n) ∼= Ω(L(u)). We also recall that yi, y(u)i are the coordinates
of H1(T n;C), H1(L(u);C) respectively and satisfies
yi(u) = T
−uiyi.
(See [FOOO6, (3.10)] for the precise meaning of this relation.)
We regard each of X˜ub , X
u
b as a formal sum of the form∑
aiT
λiyvi
where ai ∈ Ω(T n) or ai ∈ H(T n;C) respectively. The next proposition claims that
they converge in d ◦
P
topology.
Proposition 2.4.12. (1) We have
X˜ub ∈ Ω(T n)⊗̂Λ〈〈y, y−1〉〉
◦
P
0
and
Xub ∈ H(T n; Λ〈〈y, y−1〉〉
◦
P
0 ).
(2) In case b ∈ A(Λ+) we can take Λ〈〈y, y−1〉〉P0 in place of Λ〈〈y, y−1〉〉
◦
P
0 .
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Proof. We remark that Gromov compactness immediately implies that the
series (2.4.11) converges in vuT -norm. It implies
X˜ub ∈ Λ0〈〈y(u), y(u)−1〉〉.
To prove Proposition 2.4.12.1 (resp. Proposition 2.4.12.2) it suffices to show that
(2.4.11) converges in vu
′
T -norm for any u
′ ∈ IntP (resp. u′ ∈ P ). We remark
that X˜ub depends on u. (In a similar situation in [FOOO6, Section 7] we proved
that the potential function (with bulk) is independent of u. In that situation, our
moduli space is T n-invariant. However in the current situation, the moduli space
Mmain1;ℓ+1(L(u), β; b⊗ℓ ⊗ R) is not T n-invariant. This is because the chain R is not
T n-invariant. Nevertheless, we will still be able to prove Proposition 2.4.12.)
We remark that there exists a biholomorphic action of (C \ {0})n on X that
extends the given T n action. Moreover for each u, u′ ∈ IntP , there exists g ∈
(C \ {0})n such that gL(u) = L(u′). Therefore
Mmain1,ℓ+1(L(u′), β; gb⊗ℓhigh ⊗ gR) ∼=Mmain1,ℓ+1(L(u), β; b⊗ℓhigh ⊗R).
We apply Gromov compactness to the left hand side to show that (2.4.11) converges
in vu
′
T -norm for any u
′ ∈ IntP . The proof of Proposition 2.4.12.1 is complete.
Remark 2.4.13. We thank the referee who pointed out that using this (C\{0})n
we can simplify the proof of Proposition 2.4.12.1.
We next prove Proposition 2.4.12.2.
Suppose ev0∗(Mmain1;ℓ+1(L(u), β; b⊗ℓhigh ⊗ R)) 6= 0. Then by [FOOO5, Theorem
11.1] we can write
β =
m∑
i=1
ki(β)βi + α(β) (2.4.12)
so that ki(β) ≥ 0,
∑
ki(β) > 0, and that α(β) is realized by a sum of holomorphic
spheres.
Since ∂β =
∑
i ki(β)∂βi, it follows from (1.3.6) that
y(u)∂β∩e11 · · · y(u)∂β∩enn = T c(β)zk1(β)1 · · · zkm(β)m
for
c(β) = −
m∑
i=1
ki(β)ℓi(u). (2.4.13)
Combining (2.4.12) and (2.4.13), we obtain
β ∩ ω/2π = α(β) ∩ ω/2π − c(β). (2.4.14)
We write the contribution from (β, ℓ) in (2.4.11) as:
X˜ub,β,ℓ =
1
ℓ!
Tα(β)∩ω/2πzk1(β)1 · · · zkm(β)m a(β, ℓ) (2.4.15)
where
a(β, ℓ) = exp(b0 ∩ β)ev0∗(Mmain1;ℓ+1(L(u), β; b⊗ℓhigh ⊗R)) ∈ Λ0⊗̂Ω(T n). (2.4.16)
Lemma 2.4.14. Suppose that there are infinitely many different (βc, ℓc)’s (c =
1, 2, . . . ) with a(βc, ℓc) 6= 0. If b ∈ A(Λ+), then vPT (X˜ub,β,ℓ) are unbounded.
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Proof. Suppose to the contrary that vPT (X˜
u
b,β,ℓ) are bounded. Then since we
have vPT (X˜
u
b,β,ℓ) ≥ ℓcvT (bhigh), it follows that ℓc are bounded. By the hypothesis
that the numbers of pairs (βc, ℓc) are assumed to be infinite, there must be infinitely
many different βc’s. We have the (virtual) dimension
n+ µ(βc)− (deg bhigh − 2)ℓc − (deg R− 2)− 2 (2.4.17)
for Mmain1;ℓc+1(L(u), βc; b⊗ℓhigh ⊗R). Therefore a(βc, ℓc) 6= 0 only when
0 ≤ n+ µ(βc)− (deg bhigh − 2)ℓc − (deg R− 2)− 2 ≤ n. (2.4.18)
Therefore since ℓc is bounded, the Maslov indices of βc’s must be bounded.
From (2.4.12) and µ(βi) = 2, we have
µ(βc) =
m∑
i=1
2ki(βc) + 2c1(α(βc)).
We split our consideration into two cases:
(1) If
∑
ki(βc) are unbounded, then the Chern numbers of α(βc) are un-
bounded.
(2) If
∑
ki(βc) are bounded, then since there are infinitely many βc’s there
must be infinitely many different α(βc)’s.
We thus find that there are always infinitely many different α(βc)’s. Therefore we
can conclude from Gromov compactness that the values ω ∩ α(βc) are unbounded.
But by taking the vPT -valuation of (2.4.15), we have
vPT (X˜
u
b,β,ℓ) ≥ ω ∩ α(βc)/2π,
which gives rise to a contradiction. This finishes the proof. 
Lemma 2.4.14 implies that (2.4.11) converges in vu
′
T -norm for any u
′ ∈ P if
b ∈ A(Λ+). The proof of Proposition 2.4.12.2 is complete. 
Proposition 2.4.15. We have
k˜sb(Q) · PD[L(u)] = δb,bcan(Xub). (2.4.19)
Proof. By Theorem 2.3.20 we have:
δb,bcan(X
u
b) = δ
b,b
can(Π(X˜
u
b)) = Π(δ
b,b(X˜ub)). (2.4.20)
It follows from Lemmata 2.4.6, 2.4.8 and the definition that the chain m1,β0(X˜
u
b))
is a sum of the terms corresponding to (2.4.7)-(2.4.9). (Here p = b⊗ · · · ⊗ b.)
By Lemma 2.4.9 the term corresponding to (2.4.8) vanishes.
By definition, the term corresponding to (2.4.7) is
∑
β 6=β0 m1,β(X˜
u
b). The term
corresponding to (2.4.9) is k˜sb(Q) by Lemma 2.4.4. Therefore we have
k˜sb(Q) · PD(L(u)) = δb,b(X˜ub).
The proposition now follows from (2.4.20). 
Proposition 2.4.16. The image of the boundary operator δb,bcan is contained in
the Jacobian ideal. More precisely, we have the following:
(1)
Imδb,bcan ⊂
(
yi
∂POb
∂yi
: i = 1, . . . , n
)
H(T n; Λ〈〈y, y−1〉〉
◦
P
0 ).
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(2) If b ∈ A(Λ+), then we have
Imδb,bcan ⊂
(
yi
∂POb
∂yi
: i = 1, . . . , n
)
H(T n; Λ〈〈y, y−1〉〉P0 ).
Definition 2.4.17. We denote by G0 the discrete submonoid generated by
{α ∩ ω/2π | M(α) 6= ∅}.
For b ∈ A(Λ0), we denote by G(b) the smallest discrete monoid containing G0 such
that b is G(b)-gapped in the sense of Definition 1.2.2.
Proof of Proposition 2.4.16. G(b) defined above is a discrete submonoid
such that b is G(b)-gapped and G(b) ⊃ G0. We put G(b) = {λ0, λ1, . . . } so that
0 = λ0 < λ1 < · · · .
We first prove Statement 1. Let Ik be the ideal of Λ〈〈y, y−1〉〉
◦
P
0 generated by
elements
T λlzj11 · · · zjmm
such that
∑m
i=1 ji + l ≥ k. We remark that the topology defined by this filtration
is the same as the topology defined by the metric d ◦
P
. (This is a consequence of
Lemma 1.3.4.)
We recall from Definition 2.3.16 (see Section 4.1) that:
mb,b2 (h1, h2) =
∑
ℓ,β
T β∩ω/2π
ℓ!
exp(β ∩ b2)ρb(∂β)qβ;2,ℓ(b⊗ℓhigh;h1 ⊗ h2).
It defines a ring structure
h1 ∪b,b h2 = (−1)degh1(deg h2+1)mb,b2 (h1, h2) (2.4.21)
on H(T n; Λ〈〈y, y−1〉〉
◦
P
0 ). Then ∪b,b is associative and G(b)-gapped. Consider the
generators ei (i = 1, . . . , n) of H(T
n;Z).
Lemma 2.4.18. The subring of (H(T n; Λ〈〈y, y−1〉〉
◦
P
0 ),∪b,b) generated by {ei |
i = 1, . . . , n} is dense.
Here we use the metric induced by the metric d ◦
P
.
Proof. Let Λ〈〈y, y−1〉〉
◦
P
0 〈n〉 be the free associative algebra which is generated
by n elements over the ring Λ〈〈y, y−1〉〉
◦
P
0 .
We can define the notion of degree of an element of Λ〈〈y, y−1〉〉
◦
P
0 〈n〉 in an obvi-
ous way. Let Λ〈〈y, y−1〉〉
◦
P
0 〈n〉≤n′ be the Λ〈〈y, y−1〉〉
◦
P
0 -submodule of Λ〈〈y, y−1〉〉
◦
P
0 〈n〉
consisting of the elements of degree ≤ n′.
For each P ∈ Λ〈〈y, y−1〉〉
◦
P
0 〈n〉 we can define P(e1, . . . , en) ∈ H(T n; Λ〈〈y, y−1〉〉
◦
P
0 )
using the product ∪b,b in an obvious way.
The lemma will be an immediate consequence of the following:
Sublemma 2.4.19. For each given k and P ∈ H(T n; Λ〈〈y, y−1〉〉
◦
P
0 ) there exists
P ∈ Λ〈〈y, y−1〉〉
◦
P
0 〈n〉≤n such that
P− P(e1, . . . , en) ∈ IkH(T n; Λ〈〈y, y−1〉〉
◦
P
0 ).
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Here and hereafter we write
H(T n; IkΛ〈〈y, y−1〉〉
◦
P
0 ) = IkH(T
n; Λ〈〈y, y−1〉〉
◦
P
0 ).
Proof. We prove this sublemma by an induction over k. Since
h1 ∪b,b h2 − h1 ∧ h2 ∈ I1H(T n; Λ〈〈y, y−1〉〉
◦
P
0 ),
the case k = 1 is a consequence of the fact that the usual cohomology ring H(T n;Z)
is generated by ei. (We also use the fact that any element of H(T
n;Z) is a Z linear
combination of the monomials of ei’s of degree ≤ n.)
Suppose that Sublemma 2.4.19 holds for k − 1 and let
P− P(e1, . . . , en) ≡
∑
l,j1,...,jm
C(l; j1, . . . , jm)T
λlzj11 · · · zjmm
mod IkH(T
n; Λ〈〈y, y−1〉〉
◦
P
0 ),
where the summation is taken over l, j1, . . . , jm, such that
∑m
i=1 ji + l = k − 1
and C(l; j1, . . . , jm) ∈ H(T n; Λ〈〈y, y−1〉〉
◦
P
0 ). Applying the case k = 1, we can find
P(l; j1, . . . , jm) ∈ Λ〈〈y, y−1〉〉
◦
P
0 〈n〉≤n such that
C(l; j1, . . . , jm)− P(l; j1, . . . , jm)(e1, . . . , en) ∈ I1H(T n; Λ〈〈y, y−1〉〉
◦
P
0 ).
If we put
P ′ = P +
∑
l,j1,...,jm
T λlzj11 · · · zjmm P(l; j1, . . . , jm),
we have
P− P ′(e1, . . . , en) ∈ IkH(T n; Λ〈〈y, y−1〉〉
◦
P
0 )
by definition. Sublemma 2.4.19 is proved. 
Hence the proof of Lemma 2.4.18 is completed. 
We next remark the identity
δb,bcan(h1 ∪b,b h2) = ±δb,bcan(h1) ∪b,b h2 ± h1 ∪b,b δb,bcan(h2). (2.4.22)
We note that (2.4.22) is a consequence of the filtered A∞ relation of mb,b and the
fact m0(1) and so m
b,b
0 (1) is proportional to the (exact) unit.
We also remark the equality
δb,bcan(e0) = 0 (2.4.23)
where e0 is the unit, which is the Poincare´ dual to the fundamental cycle. (In fact
(2.4.23) holds for any canonical model of homotopically unital filtered A∞ algebra.
[FOOO4, Theorem 5.4.2′].)
We also have:
δb,bcan(ei) = yi
∂POb
∂yi
e0. (2.4.24)
In fact, by definition, we have:
POb(b)e0 =
∞∑
k=0
mbk(b, . . . , b).
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Therefore using b =
∑n
i=1 xiei, yi = e
xi , (yi
∂
∂yi
= ∂∂xi ) we have
yi
∂POb
∂yi
e0 =
∞∑
k1=0
∞∑
k2=0
mbk1+k2+1(b
⊗k1 , ei, b⊗k1) = δb,bcan(ei).
Lemma 2.4.20. For any P ∈ Λ〈〈y, y−1〉〉
◦
P
0 〈n〉 we have:
δb,bcan(P(e1, . . . , en)) ∈
(
yi
POb
∂yi
: i = 1, . . . , n
)
H(T n; Λ〈〈y, y−1〉〉
◦
P
0 ). (2.4.25)
If we assume
P ∈ IkΛ〈〈y, y−1〉〉
◦
P
0 〈n〉≤n
in addition, then there exists
Ri;P ∈ IkΛ〈〈y, y−1〉〉
◦
P
0 〈n〉≤n
such that
δb,bcan(P(e1, . . . , en)) =
n∑
i=1
yi
POb
∂yi
Ri;P(e1, . . . , en). (2.4.26)
Proof. Using (2.4.22), (2.4.23) and (2.4.24), we can prove the lemma by in-
duction over the degree of P . 
Now we are in the position to complete the proof of Proposition 2.4.16. Let
P ∈ H(T n; Λ〈〈y, y−1〉〉
◦
P
0 ). By Lemma 2.4.18 and Sublemma 2.4.19 we can write it
as a series
P =
∞∑
j=1
Pj(e1, . . . , en)
where
Pj ∈ IkjΛ〈〈y, y−1〉〉
◦
P
0 〈n〉≤n.
By (2.4.26) we have Rj,i ∈ IkjΛ〈〈y, y−1〉〉
◦
P
0 〈n〉≤n such that
δb,bcan(Pj(e1, . . . , en)) =
n∑
i=1
yj
POb
∂yi
Rj,i(e1, . . . , en)
Note Λ〈〈y, y−1〉〉
◦
P
0 〈n〉≤n as a Λ〈〈y, y−1〉〉
◦
P
0 module is a direct sum of finitely many
copies of Λ〈〈y, y−1〉〉
◦
P
0 . We define a topology on Λ〈〈y, y−1〉〉
◦
P
0 〈n〉≤n using this isomor-
phism. Then, since limj→∞ kj =∞ the series
∑∞
j=1Rj,i converges in Λ〈〈y, y−1〉〉
◦
P
0 〈n〉≤n.
We put
Ri =
∞∑
j=1
Rj,i ∈ Λ〈〈y, y−1〉〉
◦
P
0 〈n〉≤n.
Then we have
δb,bcan(P) =
n∑
i=1
yi
POb
∂yi
Ri(e1, . . . , en).
We have thus proved Proposition 2.4.16.1.
We next prove Proposition 2.4.16.2.
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Lemma 2.4.21. If b ∈ A(Λ+) then the subring of (H(T n; Λ〈〈y, y−1〉〉P0 ),∪b,b)
generated by {ei | i = 1, . . . , n} is dense.
We use the metric dP to define the topology on H(T
n; Λ〈〈y, y−1〉〉P0 ).
Proof. Let Jk be the ideal T
λkΛ〈〈y, y−1〉〉P0 of Λ〈〈y, y−1〉〉P0 .
Sublemma 2.4.22. For each given k and P ∈ H(T n; Λ〈〈y, y−1〉〉P0 ) there exists
P ∈ Λ〈〈y, y−1〉〉P0 〈n〉≤n such that
P− P(e1, . . . , en) ∈ JkH(T n; Λ〈〈y, y−1〉〉P0 ).
Proof. We first prove the case k = 1. Let λ be the symplectic area of the non-
constant pseudoholomorphic sphere of the smallest area in X . Note that λ1 ≤ 2πλ.
We consider the operator
mβ,b2 (h1, h2)
=
∞∑
ℓ=0
∞∑
k1,k2,k3=0
T β∩ω/2π
ℓ!
ρb(∂β)qℓ;k1+k2+k3+2;β(b
ℓ; bk1 , h1, b
k2 , h2, b
k3)
(2.4.27)
for β 6= 0. Suppose the term for ℓ = ℓ0 in the right hand side of (2.4.27) is nonzero.
Then the moduli space M1;ℓ0(L(u), β; b⊗ℓ0) is nonempty.
If ℓ0 > 0 in addition, then the corresponding term in the right hand side of
(2.4.27) is zero modulo λ1. (This is because b ≡ 0 mod T λ1 .)
We next consider the case when ℓ0 = 0. If Maslov index of β is strictly smaller
than 2, then [FOOO5, Theorem 11.1] implies that
β ∩ ω ≥ λ.
(In fact an element of M1;0(L(u), β) must have a nontrivial sphere bubble in this
case.)
In case the Maslov index of β is not smaller than 2, we have
mk1+k2+k3+2;β(b
ℓ; bk1 , h1, b
k2 , h2, b
k3) ∈
⊕
d<degh1+deg h2
Hd(L(u);Q)
for h1, h2 ∈ H(L(u);Q). In sum we have
h1 ∪b,b h2 − h1 ∧ h2 ∈J1H(T n; Λ〈〈y, y−1〉〉P0 )
⊕
⊕
d<degh1+deg h2
Hd(L(u); Λ〈〈y, y−1〉〉P0 ).
Using it we can prove the case k = 1, by a downward induction of the cohomology
degree of the element P.
Using the case k = 1, we can prove the case when k is general in the same way
as Sublemma 2.4.19. 
Lemma 2.4.21 follows from Sublemma 2.4.22. 
Once Lemma 2.4.21 and Sublemma 2.4.22 are proved, the rest of the proof of
Proposition 2.4.16.2 is similar to the Proposition 2.4.16.1 and is omitted. 
Therefore Propositions 2.4.16 and 2.4.15 imply Theorem 2.4.1 in the case when
degQ > 2.
We finally consider the case when degree of Q is 2. We put Q =
∑m
i=1Qifi and
Q∗ =
∑m
i=1QiDi ∈ H2n−2(D;R).
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Lemma 2.4.23. We have
k˜sb(Q)(y) =
∞∑
ℓ=0
∑
β∈H2(X;L(u);Z)
1
ℓ!
(Q∗ ∩ β)ρb(∂β) exp(b2 ∩ β)Tω∩β/2π
ev0∗(Mmain1;ℓ (L(u), β; b⊗ℓhigh)).
Here Q∗ ∩ β is defined by the intersection pairing
∩ : H2n−2(D;C)⊗H2(X ;L(u);C)→ C.
This is well defined since D ∩ L(u) = ∅.
Proof. This is a consequence of Lemma 2.4.5. 
Since [Q∗] = 0 in H2n−2(X ;C) by the hypothesis, there exists R such that
∂R = Q∗. We have [R] ∈ H2n−1(X,D;C), using the exactness and compatiblity of
the intersection pairing of
H2(X ;C)→ H2(X,L(u);C)→ H1(L(u);C)
H2n−2(X ;C)← H2n−2(D;C)← H2n−1(X,D;C), (2.4.28)
we can find di such that
Q∗ ∩ β =
n∑
i=1
di(∂β ∩ ei). (2.4.29)
By differentiating (2.4.5), we have
yi
∂POb
∂yi
=
∞∑
ℓ=0
∑
β∈H2(X;L(u);Z)
Tω∩β/2π
ℓ!
(∂β ∩ ei)ρb(∂β) exp(b2 ∩ β)
ev0∗(Mmain1;ℓ (L(u), β; b⊗ℓhigh)).
(2.4.30)
Therefore
k˜sb(Q) =
n∑
i=1
diyi
∂POb
∂yi
.
The proof of Theorem 2.4.1 is now complete. 
2.5. Well-definedness of potential function
Let b, b′ ∈ A(Λ0), which represent the same cohomology class in H(X ; Λ0). In
this section we prove that POb coincides with POb′ after an appropriate coordinate
change of variables. Some kinds of such statement follow from the well-definedness
of potential function up to filtered A∞ homotopy equivalence, which we established
in [FOOO2], for arbitrary symplectic manifold and its relatively spin Lagrangian
submanifold. (See also [Aur1] for some discussion related to it.) On the other
hand, for the purpose of this paper, we need to specify the type of coordinate
change we use. For example, we want them to converge everywhere in the moment
polytope. For this purpose we use the special feature of our situation.
We start with the definition of the class of coordinate changes.
Definition 2.5.1. We consider n elements y′i ∈ Λ〈〈y, y−1〉〉
◦
P (i = 1, . . . , n). See
Definition 2.1.6 for this notation.
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(1) We say that y′ = (y′1, . . . , y
′
n) is a coordinate change converging on IntP
(or a coordinate change on IntP ) if
y′i ≡ ciyi mod yiΛ〈〈y, y−1〉〉
◦
P
+ (2.5.1)
ci ∈ C \ {0}.
(2) We say that the coordinate change is strict if ci = 1 for all i.
(3) We say that the coordinate change converges on P if y′i ∈ Λ〈〈y, y−1〉〉P
(i = 1, . . . , n) in addition. Its strictness is defined in the same way. We
also say that y′ is a coordinate change on P .
(4) Coordinate change y′ on P is said to be G-gapped if (y′i − ciyi)/yi is G-
gapped. (See Definition 1.3.5.)
(5) Coordinate change converging at u (or coordinate change at u) is defined
as an element
y(u)′i ∈ Λ0〈〈y(u), y(u)−1〉〉
such that
y′i(u) ≡ ciyi(u) mod yi(u)Λ〈〈y(u), y(u)−1〉〉u+.
Its strictness is defined in the same way.
Let y′ = (y′1, . . . , y
′
n) be a coordinate change converging on IntP . If a series
P =
∑
i
aiT
λiyvi
converges in Λ〈〈y, y−1〉〉
◦
P
0 , then ∑
i
aiT
λi(y′)vi (2.5.2)
also converges. Here vi = (v
(1)
i , . . . , v
(n)
i ) ∈ Zn and
(y′)vi = (y′1)
v
(1)
i · · · (y′n)v
(n)
i .
We remark that
(y′i)
−1 = c−1i y
−1
i
(
1 +
y′i − ciyi
ciyi
)−1
= c−1i y
−1
i
∞∑
k=0
(−1)k
(
y′i − ciyi
ciyi
)k
converges in v
◦
P
T norm by (2.5.1). Therefore (2.5.2) makes sense.
Definition 2.5.2. We denote (2.5.2) by P(y′) and call it the coordinate change
of P by y′. There are the versions corresponding to Definition 2.5.1.3 or 4, which
are defined in the same way. We can define a composition of coordinate change by
applying (2.5.2) in each factor. We write the composition of y′ and y′′ by y′ ◦ y′′.
The proof of the following lemma is easy and so omitted.
Lemma 2.5.3. Coordinate change induces a continuous endomorphism on Λ〈〈y, y−1〉〉
◦
P
0 ,
Λ〈〈y, y−1〉〉P0 , and Λ〈〈y, y−1〉〉u0 respectively. Therefore composition thereof induces a
coordinate change again. Composition of coordinate change is associative. Compo-
sition of G-gapped coordinate changes are G-gapped.
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Convention 2.5.4. Let Z1, . . . , Zm be formal variables. Let z1, . . . , zm be the
elements in Λ0〈〈y, y−1〉〉 defined by (1.3.6). For each R ∈ Λ0[[Z1, . . . , Zm]], we put
R(z) = R(z1, . . . , zm).
This is well-defined as an element of Λ〈〈y, y−1〉〉
◦
P
0 by Lemma 1.3.4.
Lemma 2.5.5. Coordinate change has an inverse. Namely for y′ there exists
y′′ such that y′ ◦ y′′(y) = y′′ ◦ y′(y) = y.
Proof. It suffices to prove the lemma for the case where y′ is strict. We first
consider the case y′ is a coordinate change on P . We assume that y′ is G-gapped
and put G = {λ0, λ1, . . . }. (λ0 = 0 < λ1 < · · · .) For each k = 1, 2, . . . , we are
going to find a G-gapped coordinate change on P , y′′(k) = (y
′′
(k),1, . . . , y
′′
(k),n) such
that
(1) y′′(k) is G-gapped and strict.
(2) ((y′′(k) ◦ y′)i − yi)/yi ∈ T λkΛ〈〈y, y−1〉〉P0 .
We prove this by induction over k. We assume
((y′′(k) ◦ y′)i − yi)/yi ≡ ai(z)T λk mod T λk+1Λ〈〈y, y−1〉〉P0
where ai ∈ R[Z1, . . . , Zm]. We put
y′′(k+1),i = (1 − T λkai)y′′(k),i.
Since y′i ≡ y′′i ≡ yi mod yiΛ〈〈y, y−1〉〉P+, it is easy to see that y′′(k+1),i satisfies (1),(2).
Now limk→∞ y′′(k+1) converges and gives a left inverse to y
′. Existence of the
right inverse can be proved in the same way. Then the right and the left inverse
coincide by a standard argument of group theory.
The case of coordinate change at u is the same.
For the case of coordinate change on IntP we proceed as follows. We note that
if y′ is a coordinate change on P , it induces an isomorphism on Λ〈〈y, y−1〉〉P0 . Now
let y′ be a coordinate change on IntP . Then for each sufficiently small ε > 0, the
coordinate change y′ induces an isomorphism on Λ〈〈y, y−1〉〉Pε0 . Therefore by taking
the projective limit of these isomorphisms as ε → 0, which obviously exists, the
coordinate change y′ induces an isomorphism on Λ〈〈y, y−1〉〉
◦
P
0 by Lemma 2.1.4. Now
it is easy to find its inverse. 
Remark 2.5.6. The set of all coordinate changes forms a solvable group. It is
related to the group of self homotopy equivalences of filtered A∞ algebra and also
relevant to the nilpotent group discussed in [KS2] and [GPS]. We remark however
in [KS2] and [GPS] the coordinate changes that preserve the volume element
dy1 · · · dyn/(y1 · · · yn) are studied. We do not prove here that the coordinate change
we produce (for example in Theorem 2.5.7 below) has this property. This point is
related to the Poincare´ duality and cyclic symmetry. So if we use the cyclically
symmetric version of the filtered A∞ structure that we produce in Section 3.2, we
may obtain a coordinate change which preserves the volume element.
For P ∈ Λ〈〈y, y−1〉〉
◦
P
0 , we define its Jacobian ring by
Jac(P) = Λ〈〈y, y
−1〉〉
◦
P
0
Closd◦
P
(
yi
∂P
∂yi
: i = 1, . . . , n
) .
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It follows from Lemmata 2.5.3, 2.5.5 that a coordinate change induces an isomor-
phism of Jacobian rings.
The following is the main result of this section.
Theorem 2.5.7. Let b, b′ ∈ A(Λ0). We assume that [b] = [b′] ∈ H(X ; Λ0).
Then there exists a coordinate change y′ on IntP , such that
POb(y
′) = POb′(y). (2.5.3)
If b− b′ ∈ A(Λ+), then y′ can be taken to be strict.
If both b, b′ ∈ A(Λ+), then y′ can be taken to be a strict coordinate change on
P .
Example 2.5.8. Let X = CP 2 with the moment polytope P as in Section 1.4.
Put
Pi = {(u1, u2) ∈ P | ui = 0}, fi = PD(π−1(Pi))
and let c ∈ R \ {0}. We consider b = cf1 and b′ = cf2. Then we have
POb = e
cz1 + z2 + z3, POb′ = z1 + e
cz2 + z3.
We put y′1 = e
−cy1, y′2 = e
cy2. It is easy to see (2.5.3) holds.
Proof. We first consider the case b − b′ ∈ ⊕k≥4Ak(Λ0). Moreover we also
consider b, b′ ∈ ⊕k≥4Ak(Λ+) since the same argument applies to the case with
b, b′ ∈ A(Λ0) with Λ〈〈y, y−1〉〉P0 being replaced by Λ〈〈y, y−1〉〉
◦
P
0 .
We take a new formal variable s and put
b(s) = sb+ (1− s)b′.
Let R be a smooth singular chain ∂R = b− b′. For given u ∈ IntP , we define
X˜uS(s, b) =
∞∑
ℓ=0
∑
β∈H2(X;L(u);Z)
Tω∩β/2π
ℓ!
ρb(∂β) exp(b2 ∩ β)
ev0∗(Mmain1;ℓ+1(L(u), β; b(s)⊗ℓhigh ⊗R)),
(2.5.4)
XuS(s, b) = Π(X˜
u
S(s, b)), (2.5.5)
where Π is as in (2.3.15). Here bhigh is degree ≥ 4 part and b2 is the degree 2 part.
We remark that b2 = b
′
2 = b(s)2 by the hypothesis.
Definition 2.5.9. We denote by Λ〈〈s, y, y−1〉〉P0 the set of all formal power
series
∑∞
k=0 Pks
k where Pk ∈ Λ〈〈y, y−1〉〉P0 with
lim
k→∞
vuT (Pk) = 0
for any u ∈ P .
We say an element
∑∞
k=0 Pks
k ∈ Λ〈〈s, y, y−1〉〉P0 is an element of Λ〈〈s, y, y−1〉〉P+
if Pk ∈ Λ〈〈y, y−1〉〉P+ for all k.
In the same way as the proof of Proposition 2.4.12, we can prove that (2.5.4)
converges in vPT norm. Hence X
u
S(s, b) can be regarded as an element ofH(L(u); Λ〈〈s, y, y−1〉〉P+).
In the same way as the proof of (2.4.2) we have
k˜sb(s)(b− b′) = δb(s),b(XuS(s, b)). (2.5.6)
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We write
XuS(s, b) =
∞∑
k=0
T λkPks
k
where Pk ∈ Λ〈〈y, y−1〉〉P0 , λk → +∞. We then apply Proposition 2.4.16 to each Pk
and find
XuS,i(s, b) ∈ Λ〈〈s, y, y−1〉〉P+
such that
δb,b(XuS(s, b)) =
∑
i
XuS,i(s, b)yi
∂POb(s)
∂yi
.
We note that
k˜sb(s)(b − b′) =
∂POb(s)
∂s
. (2.5.7)
Let
yi(s) ∈ Λ〈〈s, y, y−1〉〉P
satisfy the same properties as the coordinate change on P . Using (2.5.7), we cal-
culate
∂
∂s
(
POb(s)(y(s))
)
= k˜sb(s)(b − b′) ◦ y(s) +
∑
i
(
∂POb(s)
∂yi
∂yi(s)
∂s
)
◦ y(s).
The right hand side is zero if
yi(s)X
u
S,i +
∂yi(s)
∂s
= 0. (2.5.8)
We will assume yi(s) ≡ yi mod yiΛ〈〈s, y, y−1〉〉P+.
Motivated by (2.5.1) and (2.5.8), we set
Yi(s) = log(yi(s)/yi) ∈ Λ〈〈y, y−1〉〉P+.
Then (2.5.8) is equivalent to
d
ds
Yi(s) + X
u
S,i = 0. (2.5.9)
This is an ordinary differential equation and XuS,i ∈ Λ〈〈s, y, y−1〉〉P+. Therefore it has
a unique solution with Yi(0) = 0, which we again denote by Yi. We now define
yi(s) = exp(Yi(s))yi.
Then we have
∂
∂s
(
POb(s)(y(s))
)
= 0.
Therefore
POb′(y(1)) = POb(1)(y(1)) = POb(0)(y(0)) = POb(y).
Hence y′ = y(1) is the coordinate change we are looking for.
We finally consider the case b′ − b ∈ A2(Λ0). We use the notation of the proof
of the corresponding case of Theorem 2.4.1. We put Q = b′ − b and put ∂R = Q∗.
In the same way as (2.4.29) we can find di such that
Q∗ ∩ β =
n∑
i=1
di(∂β ∩ ei). (2.5.10)
We then put
y′i = e
diyi. (2.5.11)
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Now we have (see (1.3.9))
POb(y
′) =
∞∑
ℓ=0
∑
β∈H2(X;L(u);Z)
Tω∩β/2π
ℓ!
exp(b2 ∩ β)y′(u)∂β∩e11 · · · y′(u)∂β∩enn
ev0∗(Mmain1;ℓ (L(u), β; b⊗ℓhigh))
=
∞∑
ℓ=0
∑
β∈H2(X;L(u);Z)
Tω∩β/2π
ℓ!
exp(b′2 ∩ β)y(u)∂β∩e11 · · · y(u)∂β∩enn
ev0∗(Mmain1;ℓ (L(u), β; b⊗ℓhigh))
= POb′(y).
The proof of Theorem 2.5.7 is complete. 
2.6. Kodaira-Spencer map is a ring homomorphism
In this section we prove the following theorem.
Theorem 2.6.1. The map ksb : (H(X ; Λ0),∪b) → Jac(POb) is a ring homo-
morphism.
Remark 2.6.2. Various statements related to this theorem have been discussed
in the previous literature sometimes in a greater generality. We explain some of
them in Section 4.7.
We fix a basis fi, i = 0, . . . , B
′ ofH(X ;C) as in Section 1.3. We define cca(1)a(2) ∈
Λ0 by
fa(1) ∪b fa(2) =
B′∑
c=0
cca(1)a(2)fc. (2.6.1)
We will prove
k˜sb(fa(1))k˜sb(fa(2))−
B′∑
c=0
cca(1)a(2)k˜sb(fc) ≡ 0
mod Closd◦
P
(
yi
∂POb
∂yi
: i = 1, . . . , n
)
.
(2.6.2)
Here k˜sb(fa(1))k˜sb(fa(2)) denotes multiplication as the elements of Λ〈〈y, y−1〉〉
◦
P
0 .
We decompose b = b2+bhigh where b2 is degree 2 and bhigh is degree ≥ 4. (We
do not need to discuss degree 0 component since it does not affect Jacobian ring.)
LetMmain1;ℓ+2(β) be the moduli space of stable maps from genus zero semi-stable
curve with 1 boundary and ℓ + 2 interior marked points and of homology class β.
We denote the fibre product
Mmain1;ℓ+2(β)×Xℓ+2 (fa(1) × fa(2) × bℓhigh)
by Mmain1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh). We recall from [FOOO6, Lemma 6.5] that we
have already made a choice of a multisection thereon that is T n-equivariant and
transversal. We call this Kuranishi structure and multisection the q-multisection.
(They are used to define the operator q.)
We consider Mmain1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh) and focus on its components of
(virtual) dimension n: Recall that bhigh lies in H(X ; Λ0) and is a formal power
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series whose summands may have different degrees. For the simplicity of exposition,
we will just denote union of these components by Mmain1;ℓ+2(β; fa(1)⊗ fa(2)⊗ b⊗ℓhigh) as
long as there is no danger of confusion.
We consider the forgetful map
forget :Mmain1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh)→Mmain1;2 . (2.6.3)
This is a composition of the forgetful mapMmain1;ℓ+2(β; fa(1)⊗ fa(2)⊗b⊗ℓhigh)→Mmain1;ℓ+2
which forgets maps and then shrinks the resulting unstable components if any,
followed by the forgetful mapMmain1;ℓ+2 →Mmain1;2 , forgetting 3rd,. . . ,(ℓ+1)-th marked
points.
We remark that Mmain1;2 is homeomorphic to the disk D2. In fact, Mmain1;1 is a
one point and the fiber of the forgetful map Mmain1;2 → Mmain1;1 is a disk, which is
parameterized by the position of the last interior marked point we forget.
Lemma 2.6.3. Mmain1;2 has a stratification such that the interior of each stratum
is described as follows.
(1) IntD2 \ {0}.
(2) Two copies of (−1, 1). We call them (−1, 1)1, (−1, 1)2.
(3) Three points. [Σ0], [Σ12], [Σ21].
The point 0 ∈ D2 becomes [Σ0] in the closure of the stratum (1). The two boundary
points ±1 in the closure of (−1, 1)i (i = 1, 2) become [Σ12] and [Σ21]. Thus the
union of the four strata (−1, 1)1, (−1, 1)2, [Σ12], [Σ21] is a circle, which becomes
∂D2 in the closure of the stratum (1).
Each of the above strata corresponds to the combinatorial type of the elements
of Mmain1;2
Proof. In addition to the boundary, Mmain1;2 has one singular point. That is
the point where two interior marked points encounter. We denote this point by
[Σ0]. (Here Σ0 is the corresponding stable bordered curve.)
The boundary of Mmain1;2 is identified with two copies of Mmain2;1 . They corre-
spond to the configuration Σ = Σ′ ∪ Σ′′ where [Σ′] ∈ Mmain1;1 and [Σ′′] ∈ Mmain2;1 .
The two components Σ′ and Σ′′ are glued at their boundary marked points. There
are two components depending which interior marked points ofMmain1;2 becomes the
interior marked point of Σ′.
Mmain1;1 is one point. We see that Mmain2;1 is an interval as follows: We can
normalize an element of it (z0, z
int
1 , z
int
2 ) so the boundary marked point is +1 = z0
and the real part of the interior marked points zinti is zero. Moreover we may choose
zint1 + z
int
2 = 0. Thus Mmain2;1 is identified with
{(zint1 , zint2 ) | zint1 =
√−1a, zint2 = −
√−1a, a ∈ [−1, 1]} ∼= [−1, 1].
We write as (−1, 1)i the interior of the component such that i-th interior marked
point becomes the interior marked point of Mmain1;1 .
By the above identification, +1 of ∂[−1, 1]2 corresponds to −1 of ∂[−1, 1]1. We
write this point Σ12. The other point is Σ21. 
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Figure 2.6.1
The domain of (2.6.3) also has a stratification according to the combinatorial
type of the source. The next lemma is obvious from construction.
Lemma 2.6.4. The map (2.6.3) is continuous and is a stratawise smooth sub-
mersion.
Remark 2.6.5. When we use the smooth structure we put onMmain1;ℓ+2(β; fa(1)⊗
fa(2) ⊗ b⊗ℓhigh) in [FOOO4, Section A1.4], then (2.6.3) will not be smooth in the
normal direction to the strata. See [FOOO4, pages 777-778].
We consider the preimages
forget−1([Σ0]) ⊂Mmain1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh),
forget−1([Σ12]) ⊂Mmain1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh).
The proof of Theorem 2.6.1 consists of the following 3 steps.
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Step I: In this step we show that the weighted sum of ev0∗(forget−1([Σ0])) for
various
ev0 :Mmain1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh)→ L(u) (2.6.4)
with appropriate weight coincides with
∑B′
c=0 c
c
a(1)a(2)k˜sb(fc) modulo an
element of the Jacobian ideal Closd◦
P
(
yi
∂POb
∂yi
: i = 1, . . . , n
)
.
Step II: In this step we show that an appropriate weighted sum of ev0∗(forget−1([Σ0]))
for various ev0 as in (2.6.4) coincides with an appropriate weighted sum
of ev0∗(forget−1([Σ12])) for various ev0 as in (2.6.4) modulo an element of
the Jacobian ideal Closd◦
P
(
yi
∂POb
∂yi
: i = 1, . . . , n
)
.
Step III: In this step we show that an appropriate weighted sum of ev0∗(forget−1([Σ12]))
for various ev0 as in (2.6.4) coincides with k˜sb(fa(1))k˜sb(fa(2)) modulo an
element of the Jacobian ideal Closd◦
P
(
yi
∂POb
∂yi
: i = 1, . . . , n
)
.
Figure 2.6.2
Note the geometric intuition behind the proof of Steps I and III is clear from
the Figure 2.6.2 above. The main part of its proof consists of describing the way
how we perturb the moduli spaces involved so that the operators obtained after
perturbation indeed satisfies the equalities expected from the geometric intuition.
Intuitively Step II is a consequence of the standard cobordism argument. Namely
it follows from the fact that forget−1([Σ0]) is cobordant to forget−1([Σ12]). There
are two points we need to take care of to work out this cobordism argument:
One is describing the way how we perturb the moduli spaces so that the per-
turbation is consistent with the cobordism argument.
The other is to go around the problem that the map forget is only stratawise
smooth. In fact the two points [Σ0], [Σ12] consist of single strata each. So the
smoothness of forget breaks down there.
The rest of this section is occupied with a detailed discussion on those points.
Our first task is to provide appropriate multisections on certain neighborhoods
of forget−1([Σ0]) and forget−1([Σ12]) respectively. For this purpose, we now describe
the stratification of our space in these neighborhoods in detail.
For α ∈ H2(X ;Z), let Mℓ(α) be the moduli space of stable maps from genus
zero closed Riemann surface with ℓ marked points and of homology class α. Let
ev = (ev1, . . . , evℓ) :Mℓ(α)→ Xℓ
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be the evaluation map. We define
Mℓ1+3(α; fa(1) ⊗ fa(2) ⊗ b⊗ℓ1high)
=Mℓ1+3(α)(ev1,...,evℓ1+2) ×Xℓ1+2 (fa(1) × fa(2) × b
ℓ1
high).
(2.6.5)
evℓ1+3 defines an evaluation map
evℓ1+3 :Mℓ1+3(α; fa(1) ⊗ fa(2) ⊗ b⊗ℓ1high)→ X.
We next consider Mmaink+1;ℓ2(β), that is the moduli space of bordered genus zero
stable map with k + 1 boundary and ℓ2 interior marked points and of homology
class β ∈ H2(X ;L(u);Z). We consider
Mmaink+1;ℓ2+1(β; b⊗ℓ2high) =Mmaink+1;ℓ2+1(β)(evint1 ,...,evintℓ2 ) ×Xℓ2 b
ℓ2
high
and the evaluation map
ev = (evintℓ2+1, ev0, ev1, . . . , evk) :Mmaink+1;ℓ2+1(β; b⊗ℓ2high)→ X × L(u)k+1.
Definition 2.6.6. Let K be a smooth singular chain of X2. We define
Mk+1(α;β; fa(1), fa(2); ℓ1, ℓ2;K)
to be the fiber product (over X2) of
Mℓ1+3(α; fa(1) ⊗ fa(2) ⊗ b⊗ℓ1high)×Mmaink+1;ℓ2+1(β; b⊗ℓ2high) (2.6.6)
with K by the map (evℓ1+3, ev
int
ℓ2+1
). Using the evaluation maps at the boundary
marked points of the second factor of (2.6.6), we have an evaluation map
ev = (ev0, . . . , evk) :Mk+1(α;β; fa(1); fa(2); ℓ1, ℓ2;K)→ L(u)k+1.
If K is a manifold with corner, thenMk+1(α;β; fa(1), fa(2); ℓ1, ℓ2;K) has a Ku-
ranishi structure. Note the fiber product we take to defineMk+1(α;β; fa(1), fa(2); ℓ1, ℓ2;K)
is a particular case of fiber product between two spaces with Kuranishi structures,
since a manifold with corner can be regarded as a space with Kuranishi structure
(with trivial obstruction bundle). Such fiber product is defined for example in
[FOOO13, Definition 4.9 (2)]. In general, when K has a triangulation K = ∪Ki,
we can equip Mk+1(α;β; fa(1), fa(2); ℓ1, ℓ2;Ki) with Kuranishi structures for each
of the singular simplices Ki so that they coincide on the overlapped parts.
Remark 2.6.7. Kuranishi space with corners are naturally stratified by the
canonical stratification of manifold with corners. In case we take the fiber product
of X with a simplex ∆, and the fiber product with ∆i (its faces), the Kuranishi
space that is a fiber product of X with ∆i is a closure of a stratum of the fiber
product of X with ∆. We can formulate compatibility of the structures by using
this fact.
By an abuse of notation, we simply say that Mk+1(α;β; fa(1), fa(2); ℓ1, ℓ2;K)
has a Kuranishi structure.
Lemma 2.6.8. As a space with Kuranishi structure, the boundary of the mod-
uli space Mk+1(α;β; fa(1), fa(2); ℓ1, ℓ2;K) is the union of the spaces of one of the
following three types:
(1) Mk+1(α;β; fa(1), fa(2); ℓ1, ℓ2; ∂K).
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(2) Mk′+1(α;β′; fa(1), fa(2); ℓ1, ℓ′2;K)ev0 ×evi Mmaink′′+1;ℓ′′2+1(β
′′; b⊗ℓ
′′
2
high),
where k′ + k′′ = k + 1, ℓ′2 + ℓ
′′
2 = ℓ2, β
′#β′′ = β, i ∈ {1, . . . , k′′}. We
put q-Kuranishi structure and multisection on the second factor.
(3) Mmaink′+1;ℓ′2+1(β
′; b⊗ℓ
′
2
high)ev0 ×evi Mk′′+1(α;β′′; fa(1), fa(2); ℓ1, ℓ′′2 ;K),
where k′ + k′′ = k + 1, ℓ′2 + ℓ′′2 = ℓ2, β′#β′′ = β, i ∈ {1, . . . , k′′}. We
put q-Kuranishi structure and multisection on the first factor.
Proof. Our space Mk+1(α;β; ℓ1, ℓ2;K) is defined by taking fiber product.
Therefore its boundary is described by taking the boundary of one of the fac-
tors. The moduli space of stable maps from a closed curve has no boundary.
The boundary ofMmaink+1;ℓ2(β) is union ofMmaink′+1;ℓ′2(β
′)ev0 ×evi Mmaink′′+1;ℓ′′2 (β
′′) where
k′ + k′′ = k + 1, ℓ′2 + ℓ
′′
2 = ℓ2, β
′#β′′ = β, i ∈ {1, . . . , k′′}. Hence the lemma. 
We now consider the case K = ∆ which is the diagonal
∆ = {(x, x) | x ∈ X} ⊂ X2,
and the moduli space Mk+1(α;β; fa(1), fa(2); ℓ1, ℓ2; ∆).
Lemma 2.6.9. There exists a surjective map
Glue :
⋃
α#β′=β
⋃
ℓ1+ℓ2=ℓ
Mk+1(α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆)→ forget−1([Σ0]) (2.6.7)
which defines an isomorphism outside codimension 2 strata as a space with Kuran-
ishi structure. Here we have
forget−1([Σ0]) ⊂Mmaink+1;ℓ1+ℓ2+2(β′#α; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh).
Proof. Let
(w1; Σ
int;~zint) ∈Mℓ1+3(α; fa(1) ⊗ fa(2) ⊗ b⊗ℓ1high),
(w2; Σ
bdy;~z′, ~z′int) ∈Mmaink+1;ℓ2+1(β′; b⊗ℓ2high).
We assume that evℓ1+3(w1; Σ
int;~zint) = evintℓ2+1(w2; Σ
bdy;~z′, ~z′,int). We then glue
Σint and Σbdy at zintℓ1+3 ∈ Σint and z′intℓ2+1 ∈ Σbdy to obtain Σ.
We put w = w1 on Σ
int and w = w2 on Σ
bdy. We then obtain w : Σ → X .
The marked points on Σ are determined from those on Σint and Σbdy in an obvious
way. We have thus defined
Glue :Mk+1(α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆)→ forget−1([Σ0]). (2.6.8)
On such a component, the map Glue is an isomorphism onto its image, as a space
with Kuranishi structure. In fact, the element (w; Σ;~z, ~zint) in forget−1([Σ0]) is in
the image of unique point by the map (2.6.7) if the following two conditions are
satisfied.
Condition 2.6.10. (1) Either the 1st or the 2nd marked point of Σint
lies in the same irreducible component as the (ℓ1 + 3)-th interior marked
point.
(2) The (ℓ2 + 1)-th interior marked point of Σ
bdy is on a disk component,
(that is not on the sphere bubble).
Clearly the set of points which do not satisfy Condition 2.6.10 is of codimension
2 or greater. Hence the lemma. 
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Example 2.6.11. An example for which Condition 2.6.10 is not satisfied can be
described as follows: (See Figure 2.6.3.) Consider Σ which has one disk component
D2 and two sphere components S21 , S
2
2 . We assume D
2 ∩ S21 = {p1} = one point,
D2 ∩ S22 = ∅, S21 ∩ S22 = {p2} = one point. Moreover we assume the first and
2nd interior marked points zint1 , z
int
2 are on S
2
2 . Let w : (Σ, ∂Σ) → (X,L(u)) be
holomorphic. Then we have
(w; Σ; z0, z
int
1 , z
int
2 ) ∈ forget−1([Σ0]) ⊂Mmain1;2 (β).
We put β(0) = w∗([D2]), α1 = w∗[S21 ], α2 = w∗[S22 ]. (β = β(0)#α1#α2.) Then we
have
((w;S21#S
2
2 ; z
int
1 , z
int
2 , p1), (w;D
2; z0, p1)) ∈M1(α1#α2;β(0); fa(1), fa(2); ℓ1, ℓ2; ∆)
On the other hand,
((w;S22 ; z
int
1 , z
int
2 , p2), (w;D
2#S21 ; z0, p2)) ∈ M1(α2;α1#β(0); fa(1), fa(2); ℓ1, ℓ2; ∆).
Both of them go to (w; Σ; z0, z
int
1 , z
int
2 ) ∈ forget−1([Σ0]) by the map Glue.
Figure 2.6.3
Let us describe forget−1([Σ0]) in more detail. We consider a point (w; Σ) on
it. (For simplicity we omit marked points from our notation.) We define the
decomposition
Σ = Σint ∪ Σglue ∪ Σbdy. (2.6.9)
Let Σint,0 be the smallest union of components of Σ that is connected and contains
the first and second interior marked points. Let Σbdy,0 be the smallest union of
components of Σ that is connected and contains all the disk components. Let Σglue,0
be the union of sphere components in Σ \ Σint,0 \ Σbdy,0 such that the following
holds:
All the path joining Σint,0 with Σbdy,0 should intersect this sphere component.
The union Σint,0 ∪ Σglue,0 ∪ Σbdy,0 is connected. The complement of this union
consists of disjoint union of trees of sphere components. We include those trees to
one of Σint,0, Σglue,0, Σbdy,0 according to which it is rooted. We have thus obtained
Σint, Σglue, Σbdy and the decomposition (2.6.9).
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Example 2.6.12. In the case of Σ in Example 2.6.11, we have Σint = S22 ,
Σglue = S21 , Σ
bdy = D2.
Lemma 2.6.13. (w; Σ) satisfies Condition 2.6.10 if and only if Σglue is empty.
Suppose Σglue,0 is non-empty and contains N sphere components. Then the
cardinality of Glue−1(w; Σ) is N + 1.
Moreover the map Glue in the neighborhood of x ∈ forget−1([Σ0]) is described
as follows: There is a Kuranishi neighborhood U of x in Mmaink+1;ℓ1+ℓ2+2(β; fa(1) ⊗
fa(2) ⊗ b⊗ℓhigh) such that
U = U × CN+1
where x = (o, 0).
We remark that x is an element of the intersection
N⋂
i=0
Glue
(Mk+1(αi;βi; fa(1), fa(2); ℓi,1, ℓi,2; ∆))
if x = Glue(xi) with xi ∈ Mk+1(αi;βi; fa(1), fa(2); ℓi,1, ℓi,2; ∆). A Kuranishi neigh-
borhood Ui of xi is identified with
Ui = U × (Ci × {0} × CN−i),
where Ui is embedded in U by the obvious inclusion.
The space forget−1([Σ0]) is described in our Kuranishi neighborhood by((
N⋃
i=0
Ui
)
∩ s−1x (0)
)
/Γx.
Here sx is the Kuranishi map and Γx is the finite group of symmetry of (w; Σ).
Remark 2.6.14. We can summarize Lemma 2.6.13 as follows: Our space
forget−1([Σ0]) is a ‘normal crossing divisor’ andN+1 components intersect transver-
sally at x. (We put the phrase ‘normal crossing divisor’ in quote since it comes
with additional data of a Kuranishi map and an obstruction bundle.)
Proof. Let S2i (i = 1, . . . , N) be the component of Σ
glue,0. We include each
of the tree of components in Σglue \ Σglue,0 to the component S2i where this tree is
rooted. We then have a decomposition
Σglue =
N⋃
i=1
Σgluei .
We may enumerate them so that
Σglue1 ∩ Σbdy = {z0},
Σgluei ∩ Σgluei+1 = {zi}, i = 1, . . . , N − 1
ΣglueN ∩ Σint = {zN}.
For i = 0, . . . , N , we put
β(i) = w∗([Σbdy]) +
i∑
j=1
w∗([Σ
glue
j ]),
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αi =
N∑
j=i+1
w∗([Σ
glue
j ]) + w∗([Σ
int]).
If we cut Σ at zi, then we obtain an element ofMk+1(αi;βi; fa(1), fa(2); ℓi,1, ℓi,2; ∆).
It is clear that those elements are all the elements of Glue−1(w; Σ).
The factor U is the product of the Kuranishi neighborhoods of (w; Σbdy),
(w; Σgluei ), (w; Σ
int) in the moduli spaces in which they are contained. Other than
U , the Kuranishi neighborhood of x in Mmaink+1;ℓ1+ℓ2+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh) has a
parameter. That is the parameter to glue N +2 components at the singular points
z0, . . . , zN . They give the factor CN+1.
If we resolve all the singularities zj (j = 0, . . . , N) other than zi, we still obtain
an element of forget−1([Σ0]). Moreover it is in the image ofMk+1(αi;βi; fa(1), fa(2); ℓi,1, ℓi,2; ∆).
Therefore the lemma follows.
(We remark that our Kuranishi structure is constructed inductively over the
strata in the way we have described above. See [FO],[FOOO2].) 
Remark 2.6.15. It is difficult to find a T n-equivariant multisection that is
compatible with the fiber product description in Lemmata 2.6.8, 2.6.9, and 2.6.13.
See [FOOO5, Remark 11.4] . It seems that it is possible to take the Kuranishi
structure that is T n-equivariant and is compatible with the fiber product descrip-
tion. However we do not prove it in Section 4.3. The proof seems to be slightly
more cumbersome than the one in Section 4.3. So we do not use it.
To go around the problem mentioned in Remark 2.6.15, we use a Kuranishi
structure and multisection on a neighborhood of forget−1([Σ0]) inMmaink+1;ℓ1+ℓ2+2(β′#α; fa(1)⊗
fa(2)⊗b⊗ℓhigh) that is different from the q-multisection and is not T n-equivariant. On
the other hand, since we are working on de Rham theory, we need to take integra-
tion along the fiber by the map ev0. Since our multisection is not T
n equivariant,
we can not use the trick that T n-equivariant map to a T n orbit is automatically a
submersion. So to achieve submersivity of the evaluation map, we use the technique
of continuous family of multisections. (We discussed the technique of continuous
family of multisections and its application to define smooth correspondence in de
Rham theory in detail in [FOOO6, Section 12].) We denote this family of multi-
sections by s. We describe the property of s in the next lemma.
Recall that we use the 1st and 2nd interior marked points to take fiber product
with fa(1), fa(2). We consider the Mmain1;ℓ+2(β) factor (Σ, u) of this fiber product. We
say that a disk component thereof is bubble disk component if it does not contain
neither the first nor the second interior marked point. (The ‘disk component’ above
includes the tree of sphere components rooted on it. See the beginning of Section
4.2.)
Lemma 2.6.16. There exist a Kuranishi structure and a system of continuous
families of multisections s, on a neighborhood of forget−1([Σ0]), with the following
properties:
(1) s is transversal to 0.
(2) s is compatible at the boundaries described in Lemma 2.6.8. (Note ∂∆ = ∅
so Lemma 2.6.8.1 does not occur.)
(3) On fiber product factor corresponding to the bubble disk component, s co-
incides with q-multisection.
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(4) s is compatible with the forgetful map of the 1st, . . . , k-th boundary marked
points.
(5) s is invariant under the arbitrary permutations of the interior marked
points.
(6) s is transversal to the map (2.6.8) in the sense we describe below:
(7) ev0 is a strata-wise submersion on the intersection of forget
−1([Σ0]) and
the zero set of s.
Let us state Item 6 precisely. Let U ′ be a Kuranishi neighborhood of a point x
in Mk+1(αi;βi; fa(1), fa(2); ℓi,1, ℓi,2; ∆). Let Glue(x) = y ∈ Mmaink+1;ℓ1+ℓ2+2(β; fa(1) ⊗
fa(2)⊗b⊗ℓhigh). Let U be a Kuranishi neighborhood of y and E an obstruction bundle.
Let si be a branch of sw that is a member of our family of multisections s = {sw}.
We require that (si)
−1(0) is transversal to the map : U ′ → U , which is induced by
Glue.
Remark 2.6.17. The compatibility with (2.6.8) we claimed in Item 6 above
implies certain compatibility with the sphere bubble there. We do not require any
other compatibility with the sphere bubble. See Section 4.2.
The proof of Lemma 2.6.16 is given in Section 4.2.
Remark 2.6.18. The family of multisections s on a neighborhood of forget−1([Σ0])
which we have just described induces a continuous family of multisections on
Mk+1(α;β; fa(1), fa(2); ℓ1, ℓ2; ∆) by the pull-back under the map Glue. On the
other hand, by definition, Mk+1(α;β; fa(1), fa(2); ℓ1, ℓ2; ∆) is the fiber product of
two spaces
Mℓ1+3(α; fa(1) ⊗ fa(2) ⊗ b⊗ℓ1high), Mmaink+1;ℓ2+1(β; b⊗ℓ2high) (2.6.10)
over the diagonal. We already have multisections that is the q-multisections (see
Definition 2.3.7.) on the second component in (2.6.10). However, the multisection
induced by Glue does not necessarily coincide with the fiber product multisection.
In fact, it seems difficult to construct a system of multisections (q-multisections)
so that the fiber product multisection of (2.6.10) along the diagonal is transversal.
This is related to [FOOO5, Remark 11.4].
We next construct a multisection of a neighborhood of forget−1([Σ12]).
We first define a map:
Glue :
(
Mk1+1;ℓ1+1(β(1); fa(1) ⊗ b⊗ℓ1high)×Mk2+1;ℓ2+1(β(2); fa(2) ⊗ b⊗ℓ2high)
)
(ev0,ev0) ×(evi,evj)Mk3+3;ℓ3(β(0); b⊗ℓ3high)→ forget−1([Σ12]).
(2.6.11)
Let w1 : Σzint1 → X together with marked points on Σzint1 define an element of
Mk1+1;ℓ1+1(β(1); fa(1) ⊗ b⊗ℓ1high) and let w2 : Σzint2 → X together with marked points
on Σzint2 define an element ofMk2+1;ℓ2+1(β(2); fa(1)⊗ b
⊗ℓ2
high). In particular. we have
w1∗([Σzint1 ]) = β(1), w2∗([Σzint2 ]) = β(2). (2.6.12)
Here Σzint1 and Σzint2 come with interior marked points z
int
1 and z
int
2 respecively.
They are regarded as the first and the second interior marked points and we take a
fiber products with fa(1), fa(2), at those marked points, respectively. (We take fiber
product with bhigh at the other interior marked points.)
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Let w0 : Σz0 → X together with marked points on Σz0 define an element of
Mk3+3;ℓ3(β(0); b⊗ℓ3high). We have
w0∗([Σz0 ]) = β(0).
Here Σz0 has ℓ3 interior marked points at which we take fiber product with bhigh.
z0 is the 0-th boundary marked point of Σz0 .
We assume that the evaluation map at the i-th (resp. j-th) boundary marked
point of w0 coincides with the evaluation map at the 0-th boundary marked point
of w1 (resp. w2).
We put Σ = Σz0∪Σzint1 ∪Σzint2 where we glue i-th (resp. j-th) boundary marked
point of Σz0 with the 0-th boundary marked point of Σzint1 (resp. Σzint2 ). The maps
w1, w2, w0 induce w : Σ→ X . We thus obtain
[w; Σ] ∈ forget−1([Σ12]) ⊂Mmaink+1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh).
Remark 2.6.19. The decomposition Σ = Σz0 ∪ Σzint1 ∪Σzint2 is not unique.
Definition 2.6.20. We denote by X(β(1), β(2), β(0)) the union of the images of
(2.6.11) for various i, j. We thus have a decomposition
forget−1([Σ12]) =
⋃
β(1)+β(2)+β(0)=β
X(β(1), β(2), β(0)). (2.6.13)
Since the decomposition Σ = Σz0 ∪ Σzint1 ∪ Σzint2 is not unique, the images of
the maps Glue could overlap. (See Figure 2.6.4.)
Figure 2.6.4
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Example 2.6.21. Let Σ be the union of 4 disks D0, . . . , D3. We assume D1 ∩
D3 = {p13}, D0 ∩D3 = {p03}, D0 ∩D2 = {p02} and other intersections are empty.
We take zint1 ∈ D1, zint2 ∈ D2 and z0 ∈ D0. Let w : Σ→ X be a holomorphic map.
Denote β(i) = w∗([Di]). Then
(((w;D1#D3; z
int
1 ; p03), (w;D2; z
int
2 ; p02)), (w;D0; z0, p03, p02))
∈ (M1;1(β(1) + β(3); fa(1))×M1;1(β(2); fa(2)))(ev0,ev0) ×(ev1,ev2)M3;0(β(0)).
(2.6.14)
On the other hand,
(((w;D1; z
int
1 ; p13)), (w;D2; z
int
2 ; p02)), (w;D3#D0; z0, p13, p02))
∈ (M1;1(β(1); fa(1))×M1;1(β(2); fa(2)))(ev0,ev0) ×(ev1,ev2)M3;0(β(0) + β(3)).
(2.6.15)
They both map to the same element under the map Glue. (See Figure 2.6.5.)
Figure 2.6.5
Here, however, the situation is different from the one for the case of forget−1([Σ0]).
Namely, we can choose our multisection on a neighborhood of forget−1([Σ12]) so
that (2.6.11) preserves the multisection. (Compare Remark 2.6.18.) In fact, the
left hand side of (2.6.14) is contained in
(M1;1(β(1); fa(1))ev0 ×ev1 M2;0(β(3)))×M1;1(β(2); fa(2)))
(ev0,ev0) ×(ev1,ev2)M3;0(β(0)),
(2.6.16)
and the left hand side of (2.6.15) is contained in
(M1;1(β(1); fa(1)))×M1;1(β(2); fa(2)))
(ev0,ev0) ×(ev1,ev2) (M2;0(β(3))ev1 ×ev1 M3;0(β(0))).
(2.6.17)
These two spaces are isomorphic together with their Kuranishi structures. (This is
because of the associativity of the fiber product.) Moreover the q-multisections on
them coincide with each other. We note that q-multisections are constructed induc-
tively over the number of disk components (and of symplectic area). Such induction
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was possible because ev0 (the evaluation map at the boundary marked point) au-
tomatically becomes a submersion by T n equivariance. Since the fiber products
appearing in both (2.6.16) and (2.6.17) correspond to gluing at the boundary sin-
gular point, they are compatible with the q-multisections.
We have the following lemma which corresponds to Lemma 2.6.13.
Lemma 2.6.22. Each X(β(1), β(2), β(0)) has Kuranishi structure with corners.
Let x ∈ forget−1([Σ12]). Then there exist positive integers N1, N2 such that the
following holds.
(1) A Kuranishi neighborhood U of x in Mmaink+1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓ) is
U × [0, 1)N1+1 × [0, 1)N2+1.
(2) The space forget−1([Σ12]) in this Kuranishi neighborhood is((
U × ∂([0, 1)N1)× ∂([0, 1)N2)) ∩ s−1(0)) /Γx.
(3) x is contained in the union of (N1+1)×(N2+1) different strata, that is, in
X(β(m1,m2,1), β(m1,m2,2), β(m1,m2,0)). (m1 = 1, . . . , N1, m2 = 1, . . . , N2.)
(4) x lies on the codimension N1+N2 corner on each stratum in Item 3, that
is X(β(m1,m2,1), β(m1,m2,2), β(m1,m2,0)).
(5) The Kuranishi neighborhood of x in X(β(m1,m2,1), β(m1,m2,2), β(m1,m2,0))
can be identified with
U × ([0, 1)m1 × {0} × [0, 1)N1−m1)× ([0, 1)m2 × {0} × [0, 1)N2−m2).
(6) The obstruction bundle of X(β(m1,m2,1), β(m1,m2,2), β(m1,m2,0)) is obtained
by restricting the obstruction bundle of Mmaink+1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh).
The proof of this lemma is similar to that of Lemma 2.6.13 and omitted.
Lemma 2.6.23. The multisections on X(β(m1,m2,1), β(m1,m2,2), β(m1,m2,0)) in-
duced by (2.6.11) from the q-multisections (for various m1,m2) coincide each other
on the overlapped part. They also coincide with the q-multisection ofMmaink+1;ℓ+2(β; fa(1)⊗
fa(2)⊗ b⊗ℓhigh). Hence it was already extended to the neighborhood of forget−1([Σ12]).
Proof. The q-multisection and the Kuranishi structure (for which q-multisection
is defined) is obtained as the fiber product of those given on each of the disk com-
ponent. (See the paragraph right after Example 2.6.21.) This is a consequence of
our construction of q-multisections. 
Remark 2.6.24. We note that q-multisection is not necessarily a fiber product
of those of S2 and D2 components.
Thus we have defined (family of) multisections on a neighborhood of forget−1([Σ12])
and of forget−1([Σ0]). We can then extend them to the wholeMmaink+1;ℓ1+ℓ2+2(β; fa(1)⊗
fa(2) ⊗ b⊗ℓhigh) so that Items 1,3,4,5,7 of Lemma 2.6.16 are satisfied. We also denote
this system of multisections by s.
From now on we consider the moduli space with k = 0, k1, k2, k3 = 0. Namely
we consider the case when there is only one boundary marked point except the
situation of (2.6.11). In the situation of (2.6.11) we consider the case k3 = 0 in the
factorMk3+3;ℓ3(β(0); b⊗ℓ3high). So we consider the case when we have three boundary
marked points. Studying those cases is enough to prove Theorem 2.6.1.
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We use a family of multisections s to define integration along the fiber of the
map
ev0 :Mmain1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh)→ L(u)
restricted to
s−1(0) ∩ forget−1([Σ0]), s−1(0) ∩ forget−1([Σ12]).
Hereafter we omit s from the notation, in case no confusion can occur. Namely we
will just write as forget−1([Σ0]) etc. in place of s−1(0) ∩ forget−1([Σ0]) etc.
Proposition 2.6.25. We have
(ev0)∗
(
forget−1([Σ0])
)
= (ev0)∗
(
forget−1([Σ12])
)
.
Here we recall that in this section we consider the case where the virtual di-
mension of forget−1([Σ0]) is n and so
(ev0)∗
(
forget−1([Σ0])
) ∈ Hn(L(u); Λ0) ∼= H0(L(u); Λ0) = Λ0.
Similarly (ev0)∗
(
forget−1([Σ12])
) ∈ Λ0.
Proposition 2.6.25 is Step II we mentioned at the beginning of the proof of
Theorem 2.6.1.
Proof. We first take an element [Σ2] ∈ Mmain1;2 which is in the stratum 1 in
Lemma 2.6.3 and is sufficiently close to [Σ12].
Lemma 2.6.26.
(ev0)∗
(
forget−1([Σ2])
)
= (ev0)∗
(
forget−1([Σ12])
)
.
Proof. Let z ∈ L(u) be a generic point. We note that (ev0)∗
(
forget−1([Σ12])
)
may be regarded as a T n-invariant differential 0 form, that is nothing but a con-
stant function. This implies that the order counted with sign of the moduli space
(ev0)
−1(z) ∩ forget−1([Σ12]) is the right hand side of Lemma 2.6.25. Namely:
#
(
(ev0)
−1(z) ∩ forget−1([Σ12])
)
= (ev0)∗
(
forget−1([Σ12])
)
.
In the same way we have
#
(
(ev0)
−1(z) ∩ forget−1([Σ2])
)
= (ev0)∗
(
forget−1([Σ2])
)
.
By choosing z generic, we may assume that any element of (ev0)
−1(z)∩forget−1([Σ12])
satisfies analogous condition as Condition 2.6.10. We may also assume that any
element of (ev0)
−1(z) ∩ forget−1([Σ12]) is a map from a union of three disks. Then,
by a standard gluing and cobordism argument, we have
#
(
(ev0)
−1(z) ∩ forget−1([Σ12])
)
= #
(
(ev0)
−1(z) ∩ forget−1([Σ2])
)
.
Lemma 2.6.26 follows. 
We next take a sequence of elements [Σ3,i] ∈ Mmain1;2 which converges to [Σ0]
and is in the stratum (1) in Lemma 2.6.3.
Lemma 2.6.27.
lim
i→∞
(ev0)∗
(
forget−1([Σ3,i])
)
= (ev0)∗
(
forget−1([Σ0])
)
. (2.6.18)
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The proof is more involved than the proof of Lemma 2.6.26 since our Kuranishi
structure and family of multisections are not T n-equivariant in a neighborhood
of forget−1([Σ0]). We also note that the forgetful map is neither smooth nor a
submersion at the fiber of [Σ0]. The proof will be given in Section 4.6.
Lemma 2.6.28.
(ev0)∗
(
forget−1([Σ3,i])
)
= (ev0)∗
(
forget−1([Σ2])
)
. (2.6.19)
Proof. We take a generic smooth path γ : [0, 1] → Mmain1;2 joining [Σ2] and
[Σ3,i] and contained in the stratum 1 in Lemma 2.6.3. By Lemma 2.6.4
[0, 1]γ ×forgetMmain1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh)
has a Kuranishi structure and we may choose s and γ so that we can use Stokes’
theorem ([FOOO6, Lemma 12.18]) on [0, 1]γ×forget s−1(0). It implies (2.6.19). 
Lemmata 2.6.26, 2.6.27, 2.6.19 immediately imply Proposition 2.6.25. 
Lemma 2.6.29. If a(1), a(2) 6= 0, we have:
(ev0)∗
(
forget−1([Σ12])
)
=
∑
β(1)+β(2)=β
∑
ℓ1+ℓ2=ℓ
ℓ!
ℓ1!ℓ2!
(ev0)∗
(
Mmain1,ℓ1+1(β(1); fa(1) ⊗ b⊗ℓ1high)
)
× (ev0)∗
(
Mmain1,ℓ2+1(β(2); fa(2) ⊗ b⊗ℓ2high)
)
.
Here summation in the right hand side is taken over those Mmain1,ℓ1+1(β(1); f1⊗ b⊗ℓ1high)
which are n-dimensional. (We recall f0 = PD[X ].)
If a(1) = 0 and a(2) 6= 0, then
(ev0)∗
(
forget−1([Σ12])
)
= (ev0)∗
(
Mmain1,ℓ+1(β); fa(2) ⊗ b⊗ℓhigh)
)
.
The case when a(1) 6= 0 and a(2) = 0 is similar.
If a(2) = a(1) = 0, then
(ev0)∗
(
forget−1([Σ12])
)
= 1.
Remark 2.6.30. We note that we do not break T n symmetry in a neighborhood
of forget−1([Σ12]).
Proof. Using the decomposition (2.6.13), we study the contributions of var-
ious components of X(β(1), β(2), β(0)) to the left hand side of Lemma 2.6.29. We
first consider the case β(0) = 0. Using Lemma 2.6.23 it is easy to see that
(ev0)∗(X(β(1), β(2), 0))
=
∑
ℓ1+ℓ2=ℓ
ℓ!
ℓ1!ℓ2!
(ev0)∗
(
Mmain1,ℓ1+1(β(1); fa(1) ⊗ b⊗ℓ1high)
)
× (ev0)∗
(
Mmain1,ℓ2+1(β(2); fa(2) ⊗ b⊗ℓ2high)
)
,
if a(1), a(2) 6= 0. (Note ℓ!ℓ1!ℓ2! counts the way how to divide ℓ interior marked points
to the two factors.)
If a(1) = 0, then only the case β(1) = 0 = ℓ1 can contribute and
(ev0)∗(Mmain1,1 (β(1); f0 ⊗ b⊗0high)) = 1.
In case a(1) = a(2) = 0, only the case β(1) = β(2) = 0 = ℓ1 = ℓ2 contributes and it
gives 1.
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We next study the case β(0) 6= 0. We observe that the differential form
(ev0)∗
(
Mmain1,ℓ1+1(β(1); f1 ⊗ b⊗ℓ1high)
)
(2.6.20)
is degree 0 and constant, (unless it is zero). This is a consequence of the fact that
ev0 :Mmain1,ℓ1+1(β(1); fa(1) ⊗ b⊗ℓ1high)→ L(u)
is a submersion. (We again remark that we did not break the T n symmetry in a
neighborhood of [Σ12].) We write (2.6.20) as c1,ℓ1,β(1)1L(u). We define c2,ℓ2,β(2) in a
similar way. Now by [FOOO6, Lemma 12.20] we have
(ev0)∗(X(β(1), β(2), β(0)))
=
∑
ℓ0+ℓ1+ℓ2=ℓ
c1,ℓ1,β(1)c2,ℓ2,β(2)(ev0)∗(ev1, ev2)
∗(1L(u) × 1L(u)).
Here
(ev1, ev2) :Mmain3,ℓ0 (β(0); b⊗ℓ0high)→ L(u)2. (2.6.21)
Since 1L(u) is the strict unit, this is zero unless β(0) = 0. (In other words, (2.6.21)
factors through Mmain3,ℓ0 (β(0); b⊗ℓ0high) → Mmain1,ℓ0 (β(0); b⊗ℓ0high). So this is zero unless
β(0) = 0.) The proof of Lemma 2.6.29 is complete. 
It is easy to see that an appropriate weighted sum of the right hand side of
Lemma 2.6.29 becomes the first product term in the left hand side of equality
(2.6.2). (See (1.3.9).) Namely we have
k˜sb(fa(1))k˜sb(fa(2))
=
∑
ℓ1,ℓ2
∑
β(1),β(2)
ρb(∂β(1))
exp(b2 ∩ β(1))Tω∩β(1)/2π
ℓ1!
(ev0)∗
(
Mmain1,ℓ1+1(β(1); fa(1) ⊗ b⊗ℓ1high)
)
ρb(∂β(2))
exp(b2 ∩ β(2))Tω∩β(2)/2π
ℓ2!
(ev0)∗
(
Mmain1,ℓ2+1(β(2); fa(2) ⊗ b⊗ℓ2high)
)
.
(2.6.22)
Here we put b =
∑n
i=1 xiei and yi = T
uiexi . Then ρb(∂β(1)), ρb(∂β(2)) are mono-
mials of yi’s and the right hand side of (2.6.22) is a formal power series of yi’s.
In the rest of this section we will check that the weighted sum of the left hand
side of Proposition 2.6.25 becomes the second term of (2.6.2) modulo an element
of the defining ideal of the Jacobian ring. The proof is a combination of the proofs
of associativity of the quantum cup product and of commutativity of the diagram
in Theorem 2.4.1.
We already defined the moduli spaceM1(α;β; fa(1), fa(2); ℓ1, ℓ2;K) for a smooth
singular chain K ⊂ X2. So far we have considered the case K = ∆, which is T n-
invariant. In the next step, we need to use K which is not T n-invariant. It prevents
us from taking a T n-equivariant multisection on M1(α;β; fa(1), fa(2); ℓ1, ℓ2;K) any
more. This is another reason why we need to break the T n symmetry and use the
technique of continuous family of multisections.
Condition 2.6.31. We consider systems of continuous families of multisections
s on variousM1(α;β; fa(1), fa(2); ℓ1, ℓ2;K) andM1(α;β; fa(1), fa(2); ℓ1, ℓ2; ∂K) with
the following properties.
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(1) The evaluation maps
ev0 :M1(α;β; fa(1), fa(2); ℓ1, ℓ2;K)s → L(u)
and
ev0 :M1(α;β; fa(1), fa(2); ℓ1, ℓ2; ∂K)s → L(u)
are submersions. HereM1(α;β; fa(1), fa(2); ℓ1, ℓ2;K)s denotes the zero set
of the multisection s of the Kuranishi structure of the moduli space
M1(α;β; fa(1), fa(2); ℓ1, ℓ2;K).
(2) They are compatible at the boundaries described in Lemma 2.6.8.
(3) They are compatible with the forgetful maps of the boundary marked
points.
(4) They coincide with the q-multisection on the bubble disk components.
Since ∂∂K = 0, we do not have the stratum 1 of Lemma 2.6.8 for the case of
∂K.
Lemma 2.6.32. If we have a system of continuous families of multisections
satisfying Condition 2.6.31 for (∂K, 0), then we can find a system of continuous
families of multisections for (K, ∂K) satisfying Condition 2.6.31 which extends the
given one on ∂K.
Proof. By an induction over β ∩ ω, ℓ1, ℓ2, and k, the lemma follows easily
from [FOOO6, Lemma 12.14]. 
Now we go back to the proof of Theorem 2.6.1. Let ∆ = {(x, x) ∈ X2 | x ∈ X}
be the diagonal. Since fi (i = 0, . . . , B
′) form a basis of H(X ;C), there exists a
smooth singular chain R on X2 such that
∂R = ∆−
B′∑
i,j=0
(−1)degfidegfjgij(fi × fj), (2.6.23)
where gij = 〈fi, fj〉PDX with 0 ≤ i, j ≤ B′, and (gij) is the inverse of the matrix
(gij). (See Lemma 3.10.7 for the sign in (2.6.23).)
Remark 2.6.33. We note that R can not be taken to be T n-invariant.
We consider M1(α;β; fa(1), fa(2); ℓ1, ℓ2; ∂R). We use a family of multisections
on M1(α;β; fa(1), fa(2); ℓ1, ℓ2; ∆) such that ev0 is a submersion. This family of
multisections is induced from s.
By Definition 2.6.6 we have
M1(α;β; fa(1), fa(2); ℓ1, ℓ2; fi × fj)
=Mℓ1+3(α; fa(1) ⊗ fa(2) ⊗ fi ⊗ b⊗ℓ1high)×M1;ℓ2+1(β; fj ⊗ b⊗ℓ2high).
(2.6.24)
Here the product is the direct product. On the second factor of (2.6.24), the (single)
multisection (that is the q-multisection) was already chosen in [FOOO6, Lemma
6.5] so that ev0 is a submersion. We take a (single) multisection on the first factor,
such that it becomes transversal to 0.
Therefore we apply Lemma 2.6.32 to obtain a system of continuous families of
multisections s on M1(α;β; fa(1), fa(2); ℓ1, ℓ2;R) compatible with other choices we
made and such that ev0 is a submersion on its zero set.
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Therefore we can take an integration along the fiber forM1(α;β; fa(1), fa(2); ℓ1, ℓ2;R).
(We omit s from notation here.) (See [FOOO6, Definition 12.11].)
Definition 2.6.34. We put
X˜(fa(1), fa(2);R; b)(b) =
∑
ℓ1,ℓ2
∑
α,β
T (α#β)∩ω/2π
(ℓ1 + ℓ2)!
ρb(∂β) exp(b2 ∩ (α#β))
(ev0)∗(M1(α;β; fa(1), fa(2); ℓ1, ℓ2;R)),
(2.6.25)
and
X(fa(1), fa(2);R; b)(b) = Π(X˜(fa(1), fa(2);R; b)). (2.6.26)
Here Π is the harmonic projection in (2.3.15).
We put b =
∑n
i=1 xiei and yi = T
uiexi . We then regard X˜(fa(1), fa(2);R; b),
X(fa(1), fa(2);R; b) as differential form valued formal functions of yi. More precisely,
we have:
Lemma 2.6.35. The formal power serieses X˜(fa(1), fa(2);R; b) and X(fa(1), fa(2);R; b)
are contained in Λ〈〈y, y−1〉〉
◦
P
0 ⊗̂Ω(L(u)), H(L(u); Λ〈〈y, y−1〉〉
◦
P
0 ), respectively. They
are contained in Λ〈〈y, y−1〉〉P0 ⊗̂Ω(L(u)), H(L(u); Λ〈〈y, y−1〉〉P0 ) if b ∈ A(Λ+).
The proof is the same as the proof of Proposition 2.4.12 and is omitted. We
put
forget−1([Σ0])β,ℓ =Mmain1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh) ∩ s−1(0) ∩ forget−1([Σ0]).
Lemma 2.6.36.∑
β,ℓ
T β∩ω/2π exp(b2 ∩ α)
ℓ!
ρb(∂β)Π(ev0)∗
(
forget−1([Σ0])β,ℓ
)
−
∑
c
cca(1)a(2)k˜sb(fc)
= −δb,bcan(X(fa(1), fa(2);R; b)).
(2.6.27)
Proof. Using Lemma 2.6.8, we study the boundary ofM1(α;β; fa(1), fa(2); ℓ1, ℓ2;R),
when its virtual dimension is n. We then use Stokes’ theorem ([FOOO6, Lemma
12.13]) to show that the sum vanishes. Then we put a weighted sum as in (2.6.25),
which will give rise to the equality (2.6.27). The details are in order.
There are three types of components, 1, 2 and 3 in Lemma 2.6.8. The case
1 that is the space M1(α;β; fa(1), fa(2); ℓ1, ℓ2; ∂R) becomes the left hand side of
Lemma 2.6.36 after taking integration along the fiber and the weighted sum as in
(2.6.25). This follows from (2.6.24), Lemmata 2.6.9, 2.6.25 and the formula
fa(1)∪bfa(2) =
∑
α,ℓ,i,j
gij
Tα∩ω/2π exp(b2 ∩ α)
ℓ!
#
(
Mℓ+3(α; fa(1) ⊗ fa(2) ⊗ fi ⊗ b⊗ℓhigh)
)
fj .
We next study the other cases, 2,3 of Lemma 2.6.8.
For the case K = R, the boundary of type 2 becomes
Y(α, β′, β′′, ℓ1, ℓ′2, ℓ
′′
2)
:=M1(α;β′; fa(1), fa(2); ℓ1, ℓ′2;R)ev0 ×ev1 M2(β′′; b⊗ℓ
′′
2
high).
(2.6.28)
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We put a (single) multisection onM2(β′′; b⊗ℓ
′′
2
high) which is T
n-equivariant. (Namely
the q-multisection.) By definition, Theorem 2.3.20 and Formula (2.3.10), we have∑
α,β′,β′′
∑
ℓ1,ℓ′2,ℓ
′′
2
T (α#β
′#β′′)∩ω/2π
ℓ1!ℓ′2!ℓ
′′
2 !
ρb(∂(β′#β′′)) exp(b2 ∩ (α#β′#β′′))
× (ev0)∗(Y(α, β′, β′′, ℓ1, ℓ′2, ℓ′′2))
= δb,b(X˜(fa(1), fa(2);R; b))
We finally study the boundary of type 3. In the present case this becomes
Mmain1;ℓ′2+1(β
′; b⊗ℓ
′
2
high)ev0 ×evi M2(α;β′′; fa(1), fa(2); ℓ1, ℓ′′2 ;R).
We remark thatMmain1;ℓ′2+1(β
′; b⊗ℓ
′
2
high) is T
n-invariant and we have chosen a T n-equivariant
multisection (q-multisection) on it. Therefore
(ev0)∗(Mmain1;ℓ′2+1(β
′; b⊗ℓ
′
2
high))
is a T n-invariant differential 0-form on L(u), which is nothing but a constant func-
tion. Using Condition 2.6.31.3, this implies that the contribution of the boundary
of type 3 vanishes.
Combining the above argument, we obtain∑
β,ℓ
T β∩ω/2π exp(b2 ∩ α)
ℓ!
ρb(∂β)
(ev0)∗
(
forget−1([Σ0])β,ℓ
)−∑
c
cca(1)a(2)k˜sb(fc)
= −δb,b(X˜(fa(1), fa(2);R; b)).
(2.6.29)
Note that the averaging of differential forms on L(u) under the T n-action coincides
with the harmonic projection Π. In the construction of δb,b, we use q-perturbation,
which is T n-equivariant. Thus δb,b is T n-equivariant. Since the left hand side is
T n-invariant, we obtain (2.6.27) after taking the average of both sides of (2.6.29)
under the T n-action. The proof of Lemma 2.6.36 is now complete. 
The proof of Theorem 2.6.1 is complete. 
2.7. Surjectivity of Kodaira-Spencer map
In this section, we will prove the following theorem.
Theorem 2.7.1. The Kodaira-Spencer map ksb : H(X ; Λ0) → Jac(POb) is
surjective.
We begin with the corresponding result for the C-reduction of ksb, which is
Proposition 2.7.2 below.
We have the isomorphism
H(X ;C) ∼= H(X ; Λ0)/H(X ; Λ+).
We denote
Jac(POb) =
Jac(POb)
Λ+Jac(POb)
.
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Then ksb induces a map
ksb : H(X ;C)→ Jac(POb), (2.7.1)
which is a ring homomorphism by Theorem 2.6.1. (Here H(X ;C) is a ring by the
classical cup product without quantum corrections.)
Proposition 2.7.2. (1) The map ksb is surjective.
(2) If b ∈ A(Λ+), then it is an isomorphism.
Remark 2.7.3. Actually Proposition 2.7.2.2 holds without the assumption b ∈
A(Λ+). The proof of this will be completed in Section 2.11.
We defined G0 and G(b) in Definition 2.4.17. By definition, G0 ⊂ G(b). We
put G(b) = {λ0, λ2, . . . }, 0 = λ0 < λ1 < · · · .
Proof of Proposition 2.7.2. By [FOOO6, Lemma 3.10], the elements zj
(j = 1, . . . ,m) mod Λ+ generate Jac(POb).
Let b =
∑B
a=1 bafa, ba ≡ ba,0 mod Λ+ with ba,0 ∈ C.
Lemma 2.7.4. There exists λ1 > 0 such that
POb ≡
m∑
j=1
ebj,0zj +
∑
j,aj1,...,a
j
lj
1
lj !
baj1,0
· · · bajlj ,0z
βj (ev0)∗(M1;lj (βj ; fj)) mod T λ1 .
Notations appearing in the second term is as follows.
fj = faj1
⊗ · · · ⊗ fajlj ,
and
faji
= faji (1)
∪ · · · ∪ faji (di,j)
with aji (l) ∈ {1, . . . ,m}, 2di,j = deg faji . We put dj = d1,j + · · ·+ dlj ,j and
βj = βcj(1) + · · ·+ βcj(dj) zβj = zcj(1) · · · zcj(dj).
Also
aj1 = · · · = ajlj ∈ {1, . . . ,m}
never occurs. (This case corresponds to the first term.)
Proof. Let λ1 be the smallest nonzero element of G(b). We consider β ∈
H2(X ;L(u);Z), β 6= 0 with M1;ℓ(β) 6= ∅. By [FOOO5, Theorem 11.1], we find
β =
m∑
j=1
kjβj + α
kj ≥ 0,
∑
kj > 0 and α is realized by a sum of holomorphic spheres. The term
induced by M1;ℓ(β) is
cT β∩ω/2πy(u)k
′
1
1 · · · y(u)k
′
n
n = cT
α∩ω/2πzk11 · · · zkmm ,
where c ∈ C. Therefore it suffices to consider the case α = 0. (In fact otherwise
α ∩ ω/2π ≥ λ1.) In this case the Maslov index of β is 2
∑m
i=1 ki. By dimension
counting we have dj =
∑m
i=1 ki, j = 1, · · · ,m. Therefore it suffices to consider the
case β = βa(1) + · · ·+ βa(d). In case β = βj , we have
(ev0)∗(M1;1(βj ; fj)) = 1
by [FOOO5, Theorem 11.1]. The lemma follows from (1.3.9). 
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We now prove Proposition 2.7.2.2. In case b ∈ A(Λ+), Lemma 2.7.4 implies
POb ≡ z1 + · · ·+ zm mod Λ〈〈y, y−1〉〉P+.
Therefore we have
yi
∂POb
∂yi
≡
m∑
j=1
vj,izj mod Λ〈〈y, y−1〉〉P+, (2.7.2)
where vj,i ∈ Z is defined by dℓj = (vj,1, . . . , vj,n). (Here ℓj : P → R is the affine
function as in (1.3.5). Note we use the symbol lj to denote the number of interior
marked points in Lemma 2.7.4. We used the symbol ℓ for the number of interior
marked points in several other places. We changed the notation here to avoid
confusion with the affine function ℓj .)
On the other hand, it is easy to see that zj satisfies the Stanley-Reisner relation
modulo Λ〈〈y, y−1〉〉P+. Furthermore
ksb(fj) ≡ zj mod Λ〈〈y, y−1〉〉P+.
Now it is a consequence of classical result of Stanley that ksb is an isomorphism.
(See [Ful, p106 Proposition], for example.)
Next we prove Proposition 2.7.2.1. Actually, we will prove a slightly sharper
result. We first recall the following:
Convention 2.7.5. For R ∈ Λ0[[Z1, . . . , Zm]], we substitute zj into Zj and
denote
R(z) = R(z1, . . . , zm).
This is well-defined by Lemma 1.3.4.
Proposition 2.7.6. Let R ∈ Λ〈〈y, y−1〉〉
◦
P
0 . Then there exist ρ ∈ H(X ; Λ0) and
U ∈ Λ〈〈y, y−1〉〉
◦
P
0 such that
R− T λ1U = ksb(ρ)
in Jac(POb).
Proof. By Lemma 2.7.4 we have
ksb(fj) ≡ cjzj + Pj(z) mod T λ1Λ〈〈y, y−1〉〉
◦
P
0 (2.7.3)
for j = 1, . . . ,m, cj ∈ C \ {0} and Pj are formal power series of Zj with Λ0
coefficients, such that each term of it has degree ≥ 2. (In fact, the second term of
Lemma 2.7.4 has degree ≥ 2 in zi.)
Using the fact that ksb is a ring homomorphism and that degfj = 2 and
∏
f
rj
j =
0 (where
∏
is the ordinary cup product) whenever
∑
rj ≥ dimX/2 + 1, we can
inductively apply (2.7.3) to find ρ ∈ H(X ; Λ0), R′ ∈ Λ0[[Z1, . . . , Zm]] such that
R(z)− ksb(ρ) = R′(z) + T λ1U1 (2.7.4)
in Jac(POb), U1 ∈ Λ〈〈y, y−1〉〉
◦
P
0 and the degree of each term of R
′ is greater than
dimX/2.
Lemma 2.7.7. If the degree of each monomial in R′ ∈ Λ0[[Z1, . . . , Zm]] is greater
than dimX/2, then there exists U2 ∈ Λ〈〈y, y−1〉〉
◦
P
0 such that the following equality
holds in Jac(POb).
R′(z) = T λ1U2.
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Proof. We put
cN =
[
2N
dimX + 1
]
where [a] is the greatest integer less than equal to a. We note that cN → ∞ as
N →∞.
Sublemma 2.7.8. Let N be a positive integer with N > dimX/2. If the degree
of each term of R(N) ∈ Λ0[[Z1, . . . , Zm]] is greater than N , then there exist R(N +
1) ∈ Λ0[[Z1, . . . , Zm]] and U(N) ∈ Λ〈〈y, y−1〉〉
◦
P
0 such that the degree of each term of
R(N + 1) is greater than N + 1 and that the equality
R(N + 1)(z)−R(N)(z) = T λ1cNU(N)
holds in Jac(POb).
Proof. We may assume that R(N) is a monomial R0 of degree N . We can
then write
R0 = R1R2 · · ·RcN
so that each Ri is a monomial of degree > dimX/2.
Then applying (2.7.3) for each i = 1, . . . , cN , we obtain a polynomial Ri(z)
such that each monomial appearing in Ri(z) is of degree greater than that of Ri(z)
and satisfies
ksb(Ri(f1/c1, . . . , fm/cm))−Ri(z) = Ri(z) + T λ1Vi
in Jac(POb). Since the ordinary cup product of 1 + (dimX/2) elements vanishes
on H(X ;C), there exists a polynomial Qi(z) such that
ksb(Ri(f1/c1, . . . , fm/cm)) = T
λ1Qi(z).
We now set
R(N + 1)(z) = −
cN∏
i=1
(Ri(z) +Ri(z)) +R(N)(z).
Then we find that the degree of each monomial in R(N + 1)(z) is bigger than that
of R(N)(z) and that
R(N + 1)(z)−R(N)(z) = −
cN∏
i=1
(Ri(z) +Ri(z)) = −T cNλ1
cN∏
i=1
(Vi(z) +Qi(z)).
By setting U(N) = −∏cNi=1(Vi(z) +Qi(z)), we have finished the proof. 
We apply Sublemma 2.7.8 inductively by putting R′ = R(N0). (N0 = dimX/2+
1.) We have
R(N)(z) = R(N0)(z)−
N−1∑
k=N0
T λ1ckU(k).
Furthermore
lim
N→∞
N∑
k=N0
T λ1ckU(k)
converges. Moreover R(N)(z) converges to 0 since R(N) converges to zero in the
formal power series ring. Therefore R′(z) = R(N0)(z) can be divided by T λ1 in
Jac(POb). This finishes the proof of Lemma 2.7.7. 
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We have finished the proof of Proposition 2.7.6 by applying Lemma 2.7.7 to
(2.7.4). 
Proposition 2.7.2.1 is an immediate consequence of Proposition 2.7.6. 
Now we are ready to complete the proof of Theorem 2.7.1.
Proof. Let R ∈ Λ〈〈y, y−1〉〉P0 . We use Proposition 2.7.6 to find ρ1 ∈ H(X ; Λ0)
and R1 such that R− ksb(ρ1) = T λ1R1. We find inductively ρk ∈ H(X ; Λ0) and Rk
such that Rk−1 − ksb(ρk) = T λ1Rk. Clearly ρ =
∑∞
k=1 T
λ1(k−1)ρk converges and
R = ksb(ρ). 
2.8. Versality of the potential function with bulk
Let zj (j = 1, . . . ,m) be as in Definition 1.3.3.
Theorem 2.8.1. Let P ∈ Λ〈〈y, y−1〉〉
◦
P
0 . We assume that P is G-gapped for a
discrete monoid G containing G0.
(1) If P ≡ z1 + · · · + zm mod Λ〈〈y, y−1〉〉
◦
P
+, then there exists a G-gapped
element b ∈ A(Λ+) and a G-gapped strict coordinate change y′ on IntP
such that
P(y′) = POb(y).
(2) If P ≡ c1z1 + · · ·+ cmzm mod Λ〈〈y, y−1〉〉
◦
P
+ with ci ∈ C \ {0}, then there
exist a G-gapped element b ∈ A(Λ0) and a G-gapped coordinate change y′
on IntP such that
P(y′) = POb(y).
If P ∈ Λ〈〈y, y−1〉〉P0 , then y′ can be taken to be a strict G-gapped coordinate change
on P .
(Note that Λ〈〈y, y−1〉〉
◦
P
+ is the ideal of Λ〈〈y, y−1〉〉
◦
P
0 which is defined in Definition
1.3.5.3.)
Proof. We first prove Theorem 2.8.1.1. We focus on the case ofP ∈ Λ〈〈y, y−1〉〉
◦
P
0
since the case of P ∈ Λ〈〈y, y−1〉〉P0 is similar. We enumerate the elements of G and
write G = {λ0, λ1, . . . } so that λ0 = 0, λi < λi+1. We note that λi →∞ as i→∞.
We will construct a cycle b(k) ∈ A(Λ+) and a coordinate change y′(k) induc-
tively over k with the following properties:
(1) They are G-gapped.
(2) y′(k) is a G-gapped and strict coordinate change on IntP .
(3) y′(k) satisfies
P(y′(k))−POb(k)(y) ≡ 0 mod T λk+1Λ〈〈y, y−1〉〉
◦
P
0 .
(4) (y′(k + 1)i − y′(k)i)/yi ≡ 0 mod T λk+1Λ〈〈y, y−1〉〉
◦
P
0 .
When k = 0, we set b(0) = 0 and y′(0) = y. Then the hypothesis P ≡
z1 + · · ·+ zm mod Λ〈〈y, y−1〉〉
◦
P
+ implies the above properties for k = 0.
Now suppose we have constructed b(k) and y′(k) so that
P(y′(k))−POb(k)(y) ≡ T λk+1P mod T λk+2Λ〈〈y, y−1〉〉
◦
P
0
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holds. By Proposition 2.7.2 we may take zk+1 ∈ H(X ;C),W (k, i) ∈ C[[Z1, . . . , Zm]]
(i = 1, . . . , n) so that they satisfy
P − ksb(k)(zk+1) ≡
n∑
i=1
W (k, i)(z)yi
∂POb(k)
∂yi
mod T λ1Λ〈〈y, y−1〉〉
◦
P
0 .
(Here we use the fact that everything is G-gapped.) We define
b(k + 1) = b(k) + T λk+1zk+1,
and
y′(k + 1)i = y′(k)i − T λk+1W (k, i)(z)yi, i = 1, . . . , n.
It is easy to check Conditions 1 - 4 above for these choices. By construction, the
limits b = limk→∞ b(k), y′ = limk→∞ y′(k) exist and satisfy the properties required
in the statement of Theorem 2.8.1.1.
We next prove Theorem 2.8.1.2. After applying an explicit coordinate change
b(0) =
∑
(log ci)fi, we have
P(y′(0)) = POb(0)(y) mod T
λ1Λ〈〈y, y−1〉〉
◦
P
0 .
Once we have arranged this, we can adapt the same inductive argument as for the
case Theorem 2.8.1.1. 
Remark 2.8.2. We do not attempt to remove the gapped-ness from the hy-
potheses of Theorem 2.8.1 since non-gapped elements of Λ〈〈y, y−1〉〉
◦
P
0 do not seem
to appear in geometry.
2.9. Algebraization of Jacobian ring
In this section we prove that there exists a coordinate change transforming the
potential function to a Laurent polynomial.
Definition 2.9.1. We denote
Λ[y, y−1]P0 = Λ[y, y
−1] ∩ Λ〈〈y, y−1〉〉P0 = {w ∈ Λ[y, y−1] | vPT (w) ≥ 0}.
We note that Λ[y, y−1]P0 coincides with
Λ[y, y−1] ∩ Λ〈〈y, y−1〉〉
◦
P
0 .
In other words, Λ[y, y−1]P0 is the image of Λ0[Z1, . . . , Zm] under the homomorphism
in Lemma 1.3.4. We also emphasize that Λ[y, y−1]P0 6= Λ0[y, y−1]. For ǫ > 0 we put
Pǫ = {u ∈ Rn | ℓj(u) ≥ ǫ, j = 1, . . . ,m}.
See Section 2.1. (Note P = {u ∈ Rn | ℓj(u) ≥ 0, j = 1, . . . ,m}.)
Theorem 2.9.2. (1) If b ∈ A(Λ0), then for each ǫ > 0, there exists a
strict coordinate change y′ on Pǫ such that
POb(y
′) ∈ Λ[y, y−1]Pǫ0 . (2.9.1)
(2) If b ∈ A(Λ+), then y′ can be taken to be a strict coordinate change on P
and
POb(y
′) ∈ Λ[y, y−1]P0 .
If b is G-gapped, so is y′.
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Proof. We first prove Theorem 2.9.2.2. Let b ∈ A(Λ+) be G-gapped for a
discrete submonoid G ⊇ G0. We put G = {λ0, λ1, . . . } as before. We first consider
a polynomial
P0 = z1 + · · ·+ zm.
This satisfies POb ≡ P0 mod T λ1Λ〈〈y, y−1〉〉P0 for b ∈ A(Λ+). We put
Jac(P0) =
Jac(P0)
Λ+Jac(P0)
.
Since the property POb ≡ P0 mod T λ1Λ〈〈y, y−1〉〉P0 implies the equality of ideals
in Λ〈〈y, y−1〉〉P0
Λ〈〈y, y−1〉〉P+ +
(
yi
∂POb
∂yi
; i = 1, . . . , n
)
= Λ〈〈y, y−1〉〉P+ +
(
yi
∂P0
∂yi
; i = 1, . . . , n
)
,
we find
Jac(POb)
∼= Jac(P0).
(However, there is no canonical map between Jac(POb) and Jac(P0).) Through
this isomorphism, we have a ring isomorphism which we also denote by ks:
ks : H(X ;C)→ Jac(POb) ∼= Jac(P0)
which sends fi to zi. Then we have
Lemma 2.9.3. The polynomials of degree ≤ dimX/2 of z1, . . . , zm generate
Jac(P0).
We now inductively construct a coordinate change y′(k) and a polynomial Bk ∈
Λ0[Z1, . . . , Zm] for k = 0, . . . with the following properties:
(1) Bk is a polynomial of degree ≤ dimX/2. It is G-gapped.
(2) y′(k) is a G-gapped strict coordinate change on P .
(3)
POb(y
′(k))− (P0 +Bk(z)) ≡ 0 mod T λk+1Λ〈〈y, y−1〉〉P0 .
(4)
y′(k + 1)i − y′(k)i
yi
≡ 0 mod T λk+1Λ〈〈y, y−1〉〉P0 .
(5)
Bk+1 −Bk ≡ 0 mod T λk+1Λ0[Z1, . . . , Zm].
Theorem 2.8.1 enables us to choose B0 = 0. Now suppose we have constructed
Bℓ and y
′(ℓ) for ℓ = k. Then
POb(y
′(k))− (P0 +Bk(z)) ≡ T λk+1Pk(z) mod T λk+2Λ〈〈y, y−1〉〉P0
for some Pk ∈ C[Z1, . . . , Zm]. (Here Lemmata 1.3.7 and 1.3.4 show that we can
take Pk as a polynomial.) By Lemma 2.9.3 there exist polynomials ∆Bk+1 ∈
C[Z1, . . . , Zm] of degree ≤ dimX/2 and Wk+1,i ∈ C[Z1, . . . , Zm] such that
Pk ≡ ∆Bk+1(z) +
n∑
i=1
Wk+1,i(z)yi
∂P0
∂yi
mod T λ1Λ〈〈y, y−1〉〉P0 .
We put
y′(k + 1)i = y′(k)i − T λk+1Wk+1,i(z)yi, Bk+1 = Bk + T λk+1∆Bk+1.
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It is easy to see that they have the required properties and hence we finish the
construction of Bk and y
′(k) for k ∈ Z≥0.
Now we consider the limits B = limk→∞Bk(z) and y′∞ = limk→∞ y
′(k) which
converge by construction. We also find that y′∞ ∈ Λ〈〈y, y−1〉〉P .
If we put B = B(z) ∈ Λ[y, y−1]P0 , the equality POb(y′∞) = P0 + B follows.
We have thus proved Thorem 2.9.2.2.
We next prove Thorem 2.9.2.1. By Lemma 2.7.4, we may put
POb ≡ c1z1 + · · ·+ cmzm +R(z1, . . . , zm) mod Λ[y, y−1]P+ (2.9.2)
whereR ∈ Λ0[[Z1, . . . , Zm]] each summand of which has degree≥ 2, and ci ∈ C\{0}.
We put
zǫi = T
−ǫzi.
Note that
vPǫT (z
ǫ
i ) = inf
u∈Pε
vuT (z
ǫ
i ) = 0.
In fact, zǫi plays a role of zi for our polytope Pǫ. There exists a surjective homo-
morphism
Λ0〈〈Z1, . . . , Zm〉〉 → Λ〈〈y, y−1〉〉Pǫ0
which sends Zi to z
ǫ
i . We consider T
−ǫPOb ∈ Λ〈〈y, y−1〉〉Pǫ0 . From (2.9.2) it is easy
to see that
T−ǫPOb ≡ c1zǫ1 + · · ·+ cmzǫm mod Λ〈〈y, y−1〉〉Pǫ+ . (2.9.3)
Then we can repeat the proof of Thorem 2.9.2.2 and obtained the conclusion. 
Remark 2.9.4. Theorem 2.9.2 should be related to the classical results in the
deformation theory of isolated singularity. See [Ar], [El].
We next discuss the relationships between several variations of the Jacobian
rings.
Condition 2.9.5. Let P ∈ Λ[y, y−1]P0 . We assume that P −
∑m
i=1 cizi is
contained in the ideal Λ[y, y−1]P+.
Remark 2.9.6. For b ∈ A(Λ+), POb satisfies this condition. For b ∈ A(Λ0),
Formula (2.9.3) implies that the condition is satisfied for T−ǫPOb if we replace P
and zi by Pǫ and z
ǫ
i respectively.
Definition 2.9.7. Suppose that P satisfies Condition 2.9.5. We put
PJaco(P) =
Λ[y, y−1]P0(
yi
∂P
∂yi
) , PJacvPT (P) = Λ[y, y−1]P0
ClosvPT
(
yi
∂P
∂yi
) ,
JacovPT (P) =
Λ〈〈y, y−1〉〉P0(
yi
∂P
∂yi
) , JacvPT (P) = Λ〈〈y, y−1〉〉P0
ClosvPT
(
yi
∂P
∂yi
) ,
Jaco(P) =
Λ〈〈y, y−1〉〉
◦
P
0(
yi
∂P
∂yi
) , PJac(P) = Λ[y, y−1]P0
Closd◦
P
(
yi
∂P
∂yi
) .
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Here we recall that ClosvPT means the closure with respect to the norm v
P
T and
Closd◦
P
means the closure with respect to the metric d ◦
P
. (See Definition 2.1.2.) We
also note that we already defined
Jac(P) =
Λ〈〈y, y−1〉〉
◦
P
0
Closd◦
P
(
yi
∂P
∂yi
)
before in Definition 1.3.9.
In the above notations of various Jacobian rings, the letter ‘P’ in front of ‘Jac’
stands for ‘polynomial’, the letter ‘o’ after ‘Jac’ stands for ‘taking the quotient not
by the closure’ and the subscript vPT stands for ‘using the topology with respect to
the norm vPT ’.
There are natural homomorphisms described in the following diagram.
PJaco(P)

❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁❁
❁
PJac(P) // Jac(P)
JacovPT (P)

PJacvPT (P)
AA✂✂✂✂✂✂✂✂✂✂✂✂✂✂✂✂✂✂✂
// JacvPT (P)
BB✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆
(2.9.4)
Lemma 2.9.8. Suppose P satisfies Condition 2.9.5. Then we have the following:
(1) The homomorphism PJacvPT (P)→ JacvPT (P) is an isomorphism.
(2) The homomorphism PJac(P)→ Jac(P) is an isomorphism.
(3) The homomorphism JacovPT (P)→ JacvPT (P) is an isomorphism if JacovPT (P)
is torsion free.
(4) The homomorphism JacvPT (P) → Jac(P) is an isomorphism if JacvPT (P)
is torsion free.
Remark 2.9.9. (1) Theorem 1.3.34 implies that Jac(P) is always torsion
free. However, while we are proving Theorem 1.3.34, we need to check the
assumption to use Lemma 2.9.8.4.
(2) Finally (at the end of Section 2.11) we have
PJac(P) = Jac(P) = PJacvPT (P) = JacvPT (P) = JacovPT (P).
On the other hand, PJaco(P) 6= PJac(P) in general. (See Example 8.2
[FOOO5].) We will not further study the relationship between Jaco(P)
and Jac(P), since such a study will not be needed in this paper.
Proof of Lemma 2.9.8. We choose G ⊃ G0 such that P is G-gapped and
set G = {λ0, λ1, . . . }.
We first prove Lemma 2.9.8.2. We remark that Lemma 2.9.3 holds for Jac(P)
also. (We use Theorem 2.8.1 to prove it.) Moreover Sublemma 2.7.8 also holds for
Jac(P).
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Injectivity of the map in Lemma 2.9.8.2 is clear and so we now prove its surjec-
tivity. Let B ∈ Jac(P). By an induction over k, we will find Bk ∈ Λ0[Z1, . . . , Zn]
such that
(1) degBk ≤ dimX/2.
(2) B−Bk(z) ∈ T λkJac(P).
(3) Bk+1 − Bk ∈ T λkΛ0[[Z1, . . . , Zn]].
Suppose we have constructed Bk and put
B−Bk(z) = T λkFk(z)
with Fk ∈ Λ0[[Z1, . . . , Zn]]. Let F ′k be the sum of the terms of Fk of degree ≤
dimX/2. Then
Fk(z)− F ′k(z) ∈ T λ1Jac(P)
by Sublemma 2.7.8. It is easy to see that
Bk+1 = Bk + T
λkF ′k
has the required properties.
Since degBk ≤ dimX/2 is bounded and λk →∞, Bk converges to a polynomial
in Λ0[Z1, . . . , Zm] which we denote by B. Since Bk(z) converges to B in Jac(P) by
Condition 2, we have proved B(z) = B. By varying B in Jac(P), the surjectivity
of PJac(P)→ Jac(P) follows.
The proof of Lemma 2.9.8.1 is easier and left for the reader.
We next prove Lemma 2.9.8.3. This time the surjectivity is obvious and so it
suffices to show the injectivity. Let x ∈ Λ〈〈y, y−1〉〉P0 be an element which projects
down to zero in JacvPT (P), i.e., x ∈ ClosvPT
(
yi
∂P
∂yi
)
. By definition of ClosvPT
(
yi
∂P
∂yi
)
,
there exists a sequence xℓ ∈
(
yi
∂P
∂yi
)
such that x − xℓ converges to zero in vPT
topology. Take a monoid G ⊇ G0 such that P and x are G-gapped and put
G = {λ0, λ1, . . . }.
We will inductively construct Zk,i ∈ Λ〈〈y, y−1〉〉P0 which is G-gapped and satis-
fies
x−
n∑
i=1
Zk,iyi
∂P
∂yi
≡ 0 mod T λkΛ〈〈y, y−1〉〉P0 ,
Zk+1,i − Zk,i ≡ 0 mod T λkΛ〈〈y, y−1〉〉P0 .
Suppose we have Zk,i. We put
x−
n∑
i=1
Zk,iyi
∂P
∂yi
= T λkZ(k)
for some Z(k) ∈ Λ〈〈y, y−1〉〉P0 . We take a sufficiently large ℓ so that
vPT (xℓ − x) > λk+1.
Then there exists Uk+1 ∈ Λ〈〈y, y−1〉〉P0 such that
(xℓ − x) = T λk+1Uk+1.
Then
xℓ −
n∑
i=1
Zk,iyi
∂P
∂yi
= T λk(Z(k) + T λk+1−λkUk+1).
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Since xℓ ∈
(
yi
∂P
∂yi
)
, this implies that T λk(Z(k) + T λk+1−λkUk+1) lies in
(
yi
∂P
∂yi
)
and hence is zero in JacovPT (P). By the hypothesis that JacovPT (P) is torsion free,
we find that Z(k) + T λk+1−λkUk+1 is zero in JacovPT (P). Therefore there exists
Z(k, i) ∈ Λ0〈〈Z1, . . . , Zm〉〉 such that
Z(k) + T λk+1−λkUk+1 ≡
n∑
i=1
Z(k, i)(z)yi
∂P
∂yi
mod T λk+1−λkΛ〈〈y, y−1〉〉P+.
Hence Zk+1,i := Zk,i + T
λkZ(k, i)(z), has the required properties for k + 1.
If we put limk→∞ Zk,i = Zi, then we have
x =
n∑
i=1
Ziyi
∂P
∂yi
∈
(
yi
∂P
∂yi
)
and hence x = 0 in JacovPT (P) as required.
Finally we prove Lemma 2.9.8.4. Surjectivity of the map immediately follows
from Lemma 2.9.8.2 and so the injectivity is the only non-obvious part of the proof.
By the torsion-freeness assumption of JacvPT (P), it suffices to show the injectivity
after taking the tensor product ⊗Λ0Λ. Then by the versality given in Theorem
2.8.1, it is enough to consider the case of the potential function P = POb. For this
case, we use the decomposition given Proposition 1.3.16 for POb: it is easy to see
that JacvPT (POb) has the same kind of decomposition such as the one for Jac(POb).
Recall if y ∈ Crit(POb) and if we set u := vT (y) u lies in IntP . Therefore
JacvPT (POb; y)
∼= Jac(POb; y). (2.9.5)
Once we have this, we can obtain the factorization
Λ〈〈y, y−1〉〉P0
ClosvPT
(
yi
∂POb
∂yi
) ⊗Λ0 Λ ∼= ∏
y∈Crit(POb)
Jac(POb; y)
as for Jac(POb) in Proposition 1.3.16 in the same way. (Note we take the closure
with respect to the norm vPT in the left hand side of the factorization.) Therefore
the injectivity in Lemma 2.9.8.4 follows because the last product is isomorphic to
Jac(POb)⊗Λ0 Λ itself. Now the proof of Lemma 2.9.8 is complete. 
2.10. Seidel homomorphism and a result by McDuff-Tolman
In this section, we use the results by Seidel [Se1] and McDuff-Tolman [MT]
to prove Theorem 2.10.4. To describe the results of [MT], [Se1], we need some
notations.
Let fi (i = 1, . . . ,m) be the divisors which generate A2. We put
Di = PD(fi) ∈ H2(X ;Z).
Let P ⊂ {1, . . . ,m} be a primitive collection. (See for example [FOOO5, Definition
2.4].) We have
⋂
i∈P Di = ∅ and we have P ′ ⊂ {1, . . . ,m}\P and ki′ (i′ ∈ P ′) such
that ∑
i∈P
dℓi =
∑
i′∈P′
ki′dℓi′ ,
⋂
i′∈P′
Di′ 6= ∅.
(ki ∈ Z≥0.) We define
ω(P) =
∑
i∈P
ℓi(u)−
∑
i′∈P′
ki′ℓi′(u).
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Note this is independent of the choice of u by [FOOO5, Lemma 6.2]. We take m
formal variables Zi.
Definition 2.10.1. The quantum Stanley-Reisner relation associated with P
is ∏
i∈P
Zi − Tω(P)
∏
i′∈P′
Z
ki′
i′ = 0. (2.10.1)
We denote the left hand side of (2.10.1) by I(P). The quantum Stanley-Reisner
ideal is the ideal of ΛP0 [Z1, . . . , Zm] generated by I(P) for various P . We denote it
by SRω.
Theorem 2.10.2 (McDuff-Tolman [MT]). There exists an element z′i of H(X ; Λ0)
with the following properties:
(1) z′i −Di ≡ 0 mod H(X ; Λ+).
(2) z′i satisfies the quantum Stanley-Reisner relation in the (small) quantum
cohomology ring.
This theorem is proved in [MT, Section 5.1]. There our z′i is written as yi.
Remark 2.10.3. We take the quantum cup product without bulk deformation
in Theorem 2.10.2.2 above. We can prove a similar result for the quantum cup
product with bulk by using Seidel homomorphism with bulk. We do not prove this
here since we do not use it. See [FOOO10].
Let dℓj = (vj,1, . . . , vj,n) ∈ Zn for j = 1, . . . ,m. We put
P
(0)
i =
m∑
j=1
vj,iZj ∈ Λ0[Z1, . . . , Zm], i = 1, . . . , n. (2.10.2)
Theorem 2.10.4. There exist Pi ∈ Λ0[Z1, . . . , Zm] (i = 1, . . . , n) such that
(1) Pi(z
′
1, . . . , z
′
m) = 0 in H(X ; Λ0). Here we use the quantum cup product
with b = 0 in the left hand side.
(2) The ring homomorphism
ψ1 :
Λ0[Z1, . . . , Zm]
ClosvT (SRω ∪ {Pi | i = 1, . . . , n})
→ QH(X ; Λ0)
which sends Zj to z
′
j is an isomorphism. See Remark 2.10.5 for the defi-
nition of ClosvT .
(3) Pi ≡ P(0)i mod Λ+[Z1, . . . , Zm].
Remark 2.10.5. (1) We recall from Section 1.3 that we extend the vT
norm on Λ0 to Λ0[Z1, . . . , Zm] by setting vT (Zi) = 0 (i = 1, . . . ,m) and
denote by Λ0〈〈Z1, . . . , Zm〉〉 the completion of Λ0[Z1, . . . , Zm] with respect
to this vT norm. In the theorem above, ClosvT stands for the closure with
respect to this vT norm in Λ0〈〈Z1, . . . , Zm〉〉.
(2) There is a similar discussion in [MT, Section 5.1]. We give the detail of
its proof below for completeness’ sake since in [MT] the process of taking
the closure of the ideal is not explicitly discussed.
Proof. We begin with the following proposition.
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Proposition 2.10.6. There exists an isomorphism
ψ2 :
Λ0〈〈Z1, . . . , Zm〉〉
ClosvT (SRω)
→ Λ〈〈y, y−1〉〉P0
such that ψ2(Zj) = zj.
Proof. By Lemma 1.3.4 we have a surjective and continuous homomorphism
ψ˜2 : Λ0〈〈Z1, . . . , Zm〉〉 → Λ〈〈y, y−1〉〉P0
such that ψ˜2(Zj) = zj. Since zj satisfies the quantum Stanley-Reisner relation,
ψ˜2 induces a continuous and surjective homomorphism ψ2. It suffices to show the
injectivity of ψ2. Let Z
w = Zw11 · · ·Zwmm be a monomial with w = (w1, . . . , wm) ∈
Zm≥0. We say Z
w is in minimal expression if vPT (z
w) = 0.
Lemma 2.10.7. For any Zw there exists a minimal expression Zw
′
and λ ∈ R
such that
(1) Zw ≡ T λZw′ mod SRω.
(2) λ ≥ 0 and the equality holds only when w′ = w.
Proof. See the proof of [FOOO5, Proposition 6.9]. 
Now let P ∈ Λ0〈〈Z1, . . . , Zm〉〉. Then by the definition of Λ0〈〈Z1, . . . , Zm〉〉
which is the completion with respect to the norm vT , we can write P as the sum
P =
∑∞
j=1 ajZ
w(j) with w(j) = (w(j),1, . . . , w(j),m) and lim vT (aj) =∞.
Lemma 2.10.8. Suppose P =
∑∞
j=1 ajZ
w(j) is in the kernel of ψ2. Choose w
′
(j)
and λ′j as in Lemma 2.10.7 so that P ≡
∑
j ajT
λ′jZw
′
(j) mod ClosvTSRω and that
Zw
′
(j) are in minimal expression. Then we have∑
j
ajT
λ′jZw
′
(j) = 0.
Proof. Suppose to the contrary that we have
∑
j ajT
λ′jZw
′
(j) 6= 0.
We can rewrite the sum
∑
j ajT
λ′jZw
′
(j) as
∑
j bjT
λ′jZw
′′
(j) so that w′′(j) 6= w′′(j′)
if j 6= j′. We put c = vT
(∑
j bjT
λ′jZw
′′
(j)
)
. (Note that we use the norm vT in
Λ0〈〈Z1, . . . , Zm〉〉 here.) Take J = {j | vT (bj) + λ′j = c}.
We decompose
bj = T
vT (bj)bj,0 + bj,+
where bj,0 ∈ C and bj,+ ≡ 0 mod T vT (bj)Λ+. Then∑
j
bjT
λ′jZw
′′
(j) ≡
∑
j∈J
bj,0T
cZw
′′
(j) mod T cΛ+.
Lemma 2.10.7.2 implies that the right hand side is nonzero. Therefore J is nonempty.
For j ∈ J , we write Zw′′(j) = ∏mi=1 Zki,ji . We put I(j) = {i1,j, . . . , il(j),j} = {i |
ki,j 6= 0}. By definition of the minimal expression, we find that PI(j) =
⋂l(j)
a=1 Pia,j
is nonempty. Let uj be an interior point of PI(j). We recall v
uj
T (z
w′′(j)) = 0 since
uj ∈ PI(j) ⊂ ∂P and vuT (zw
′′
(j)) > 0 for an u /∈ PI(j).
We choose jmin so that PI(jmin) is minimal in that PI(jmin) ⊃ PI(j′) does not
hold for any j′ with I(j′) 6= I(jmin). Then, we have vuj′T (zw
′′
(j′)) > 0 for any j′
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with I(j′) 6= I(jmin). In fact there is i ∈ {i1,j′ , . . . , iℓ(j′),j′} such that ki,j′ > 0 and
ki,jmin = 0. Since v
ujmin
T (zi) > 0 for such i, it follows that v
ujmin
T (z
w′′
(j′)) > 0.
Therefore iujminψ2(
∑
j bjT
λ′jZw
′′
(j)) ≡∑j;I(j)=I(jmin) bjT λ′jzw′′(j) modulo T cΛ〈〈y, y−1〉〉ujmin0 .
Here
iujmin : Λ〈〈y, y−1〉〉P0 → Λ〈〈y, y−1〉〉
ujmin
0
is the obvious inclusion. This contradicts to the hypothesis P ∈ Kerψ2. 
The proof of Proposition 2.10.6 is now complete. 
Construction of Pi required in Theorem 2.10.4 will be finished by the following
lemma.
Lemma 2.10.9. Let G ⊃ G0 such that z′j are G gapped. Then there exist
P
(k)
i ∈ Λ0[Z1, . . . , Zm] with the following properties:
(1) degP
(k)
i ≤ dimX/2 and P(k)i is G-gapped.
(2) P
(k+1)
i ≡ P(k)i mod T λk+1Λ0[Z1, . . . , Zm].
(3) P
(0)
i is as in (2.10.2).
(4) P
(k)
i (z
′
1, . . . , z
′
m) ≡ 0 mod T λk+1H(X ; Λ0).
Proof. Let P
(0)
i be as in (2.10.2). Theorem 2.10.2 implies
P
(0)
i (z
′
1, . . . , z
′
m) =
∑
j
vj,iDj ≡ 0 mod T λ1H(X ; Λ0).
Hence we can start the induction. We define ci ∈ H(X ;C) by the formula
P
(k)
i (z
′
1, . . . , z
′
m) ≡ T λk+1ci mod T λk+2H(X ; Λ0).
Since Di generate H(X ;C) as a ring, we have Pi,k ∈ C[Z1, . . . , Zm] such that
ci = Pi,k(D1, . . . , Dm).
We put P
(k+1)
i = P
(k)
i − T λk+1Pi,k. It is easy to check that this has the required
properties. 
We put Pi = limk→∞P
(k)
i . Properties 1 and 3 are satisfied by Lemma 2.10.9.
The proof that ψ1 is an isomorphism is the same as the proof of Lemma 2.9.8.2 and
3. (We remark that H(X ; Λ0) is a free Λ0 module. Therefore the assumption of
Lemma 2.9.8.3 is satisfied in our case.) Thus the next lemma completes the proof
of Theorem 2.10.4. 
Lemma 2.10.10. We have an isomorphism
Λ0[Z1, . . . , Zm]
ClosvT (SRω ∪ {Pi | i = 1, . . . , n})
∼= Λ0〈〈Z1, . . . , Zm〉〉
ClosvT (SRω ∪ {Pi | i = 1, . . . , n})
.
Proof. We note that ψ1(Zi) = z
′
i. Since z
′
i ≡ PD([Di]) mod T λ1 and quan-
tum cohomology is the same as singular cohomology ring modulo T λ1 , we have
ψ1(Z
k1
1 · · ·Zkmm ) ≡ 0 mod T λ1(k1+···+km−n)/nH(X ; Λ0). (2.10.3)
Using (2.10.3) in place of Sublemma 2.7.8 we can repeat the proof of Lemma 2.9.8.2
to prove Lemma 2.10.10. 
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2.11. Injectivity of Kodaira-Spencer map
2.11.1. The case b ∈ A(Λ+). In this subsection, we prove the injectivity for
the case b ∈ A(Λ+). We discuss the case b ∈ A(Λ0) in the next subsection.
Theorem 2.11.1. If b ∈ A(Λ+), then
ksb : H(X ; Λ0)→ Jac(POb)
is injective.
The main part of the proof is the following proposition. We put
JacvPT (POb)Λ = JacvPT (POb)⊗Λ0 Λ,
Jac(POb)Λ = Jac(POb)⊗Λ0 Λ.
Proposition 2.11.2.
dimCH(X ;C) ≤ dimΛ JacvPT (POb)Λ.
Proposition 2.11.2 ⇒ Theorem 2.11.1. Let fi (i = 1, . . . , B′) be the ba-
sis of H(X ; Λ0). By Theorem 2.7.1, ksb(fi) generates JacvPT (POb). Therefore by
Proposition 2.11.2 they are linearly independent in JacvPT (POb)Λ. Thus
ksPb : H(X ; Λ0)→ JacvPT (POb)
is injective. We can also prove that ksPb is surjective in the same way as Theo-
rem 2.7.1. It follows that JacvPT (POb) is torsion free. Therefore JacvPT (POb)
∼=
Jac(POb) by Lemma 2.9.8.4. Hence Theorem 2.11.1. 
The proof of Proposition 2.11.2 occupies the rest of this subsection. Let y′ be
as in Theorem 2.9.2.2. We put
P = POb(y′) ∈ Λ[y, y−1]P0 .
Since y′ is strict and b ∈ A(Λ+), we have
P ≡ z1 + · · ·+ zm mod Λ[y, y−1]P+.
Let Pi ∈ Λ0[Z1, . . . , Zm] be as in Theorem 2.10.4. We have Pi(z) ∈ Λ[y, y−1]P0 .
Definition 2.11.3.
Bi = sPi(z) + (1 − s)yi ∂P
∂yi
∈ Λ[s, y, y−1]P0 . (2.11.1)
R = Λ[s, y, y
−1]
(Bi : i = 1, . . . , n)
, R = Λ[s, y, y
−1]
ClosvPT (Bi : i = 1, . . . , n)
. (2.11.2)
There are morphisms of schemes over Λ:
Spec(R) −→ Spec(R) π−→ Spec(Λ[s]) = Λ.
We denote I = (B1, . . . ,Bn) and by I the closure of I with respect to v
P
T . We take
irredundant primary decompositions of the ideals I and I:
I =
⋂
i∈I+
qi, I =
⋂
j∈J
Qj . (2.11.3)
Here an irredundant primary decomposition represents the given ideal as the in-
tersection of primary ideals such that any qi (resp. Qj) cannot be eliminated and
the set of associated primes {√qi} (resp. {
√
Qj}) consists of mutually distinct
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prime ideals. Note that, for an irredundant primary decomposition, primary ideals
belonging to minimal associated primes are uniquely determined. We decompose
Spec(R) (resp. Spec(R) ) into irreducible components. Namely
|Spec(R)| =
⋃
i∈I+
∣∣∣∣Spec(Λ[s, y, y−1]qi
)∣∣∣∣ , |Spec(R)| = ⋃
j∈J
∣∣∣∣Spec(Λ[s, y, y−1]Qj
)∣∣∣∣ .
Here and hereafter in this section, we put |SpecA| for the set of Λ-valued points of
the Λ-scheme SpecA. We put
I =
{
i ∈ I+
∣∣∣∣ ∣∣∣∣Spec(Λ[s, y, y−1]qi
)∣∣∣∣ ∩ |Spec(R)| 6= ∅} (2.11.4)
and
Xi = Spec
(
Λ[s, y, y−1]
qi
)
, Yj = Spec
(
Λ[s, y, y−1]
Qj
)
.
Let (Xi)red (resp. (Yj)red) be the associated reduced schemes to Xi (resp. Yj).
Namely
(Xi)red = Spec
(
Λ[s, y, y−1]√
qi
)
, (Yj)red = Spec
(
Λ[s, y, y−1]√
Qj
)
.
We also put
I0 =
⋂
i∈I
qi (2.11.5)
and
X = Spec
(
Λ[s, y, y−1]
I0
)
, Y = Spec
(
Λ[s, y, y−1]⋂
j∈J Qj
)
.
Then we have
|X| =
⋃
i∈I
|Xi| , |Y| =
⋃
j∈J
|Yj | .
Lemma 2.11.4. We have
R ∼= Λ〈〈y, y
−1〉〉P [s]
ClosvPT (Bi : i = 1, . . . , n)
.
Proof. We use the following:
Sublemma 2.11.5. Let zi be as in (1.3.6). Then we have
zk11 · · · zkmm ≡ 0 mod T λ1(k1+···+km−n)/n
Λ〈〈y, y−1〉〉P0 [s]
ClosvPT (Bi : i = 1, . . . , n)
.
Proof. We note that zi satisfies the Stanley-Reisner relation and linear re-
lation (that is
∑m
j=1 vijzj = 0, i = 1, . . . , n, see (2.10.2)) modulo T
λ1H(X ; Λ0).
The cohomology ring H(X ;Q) is a quotient of the polynomial ring over zi by the
Stanley-Reisner relation and linear relation. (See [Ful, p106 Proposition], for ex-
ample.) On H(X ;Q) the product of (n+ 1) of zi’s are zero. Therefore we have
zk11 · · · zkmm ≡ 0 mod T λ1(k1+···+km−n)/nH(X ; Λ0)
if k1 + · · ·+ km > n. The sublemma follows easily. 
Once we have Sublemma 2.11.5, the rest of the proof is the same as the proof
of Lemma 2.10.10. 
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Lemma 2.11.6. If (y1, . . . , yn, s) ∈ |Spec(R)|, then
(vT (y1), . . . , vT (yn)) ∈ P. (2.11.6)
If (y1, . . . , yn, s) ∈ |Spec(R)| and (2.11.6) is satisfied, then (y1, . . . , yn, s) ∈ |Spec(R)|.
Proof. The first half is a consequence of Lemmata 1.3.14 (B) and 2.11.4. The
second half follows from the fact that yi 7→ yi induces a continuous map from
(Λ[y, y−1], vPT ) to Λ if (vT (y1), . . . , vT (yn)) ∈ P . 
Corollary 2.11.7. We have
I0 = I,
where I0 is the closure of I0.
Proof. Let i /∈ I. We will prove qi = Λ[s, y, y−1]. In fact, since i /∈ I, we have∣∣∣∣Spec(Λ[s, y, y−1]qi
)∣∣∣∣ ∩ |Spec(R)| ⊆ ∣∣∣∣Spec(Λ[s, y, y−1]qi
)∣∣∣∣ ∩ |Spec(R)| = ∅.
On the other hand, since qi ⊇ I, it follows from Lemma 2.11.6 that∣∣∣∣Spec(Λ[s, y, y−1]qi
)∣∣∣∣ ⊆ |Spec(R)|.
Therefore ∣∣∣∣Spec(Λ[s, y, y−1]qi
)∣∣∣∣ = ∅.
Namely qi = Λ[s, y, y
−1] as claimed. Therefore 1 ∈ qi for i /∈ I. The corollary
follows easily. 
Proposition 2.11.8. For each i ∈ I there exists j ∈ J such that |Xi| ⊆ |Yj |.
Proof. Let Z be one of the irreducible components of Xi ∩ Spec(R). We
will prove the coincidence of geometric points in Xi and Z, by contradiction. The
proposition then will follow.
Lemma 2.11.9. Let Z, Xi be as above, and |Z| 6= |Xi|. Then, there exists a
commutative diagram of Λ-schemes:
(Xi)red ←−−−− Zredxf xf
Spec(B) ←−−−− Spec(Λ)
(2.11.7)
with the following properties. Let y˜ ∈ |Spec(B)| be the geometric point correspond-
ing to the lower horizontal arrow.
(1) Spec(B) is smooth at y˜.
(2) f is a composition of an embedding and normalization.
(3) |Spec(B)|∩|Spec(R)| is zero dimensional. In particular, f cannot be lifted
to a morphism Spec(B)→ Zred.
Proof. We may take a 1-dimensional irreducible and reduced scheme C =
Spec(A) ⊂ (Xi)red, which is a subscheme of Spec(R) with dim(C ∩ Zred) = 0. Let
y be the intersection point. Then we normalize C at y. We pick a point y˜ in the
inverse image of y under the normalization map. Its appropriate open subscheme
is the required Spec(B). 
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Let my˜ be a maximal ideal of B corresponding to y˜. The localization Bmy˜ is
a one dimensional regular local ring. Let S ∈ B be a generator of the ideal my˜
in Bmy˜ . (Note there is no relation between S and s.) The inclusion Λ[S] → B
can be regarded as a map Spec(B) → Spec(Λ[S]). Its differential at y˜ is nonzero.
We next want to apply ‘inverse mapping theorem’ for this map at y˜. Of course, in
algebraic geometry we do not have one. In other words, the inverse does not exist
on a Zariski open subset. However, if we consider the infinitesimal neighborhood
of S = 0 in Spec(Λ[S]), we have an inverse. The detail will be as follows.
We regard yi, s ∈ B as Λ-valued functions on |Spec(B)|. We write s = y0 and
define yi = yi(y˜) (i = 0, . . . , n). Here yi 6= 0 for i 6= 0.
Now we take generators z1, . . . , zh of B as a Λ-algebra such that zi(y˜) = 0
(i = 1, . . . , h). Since zi ∈ my˜ ⊂ Bmy˜ , we have
zi = S
k Pi(z1, . . . , zh)
Qi(z1, . . . , zh)
(2.11.8)
with Pi(0, . . . , 0) 6= 0, Qi(0, . . . , 0) 6= 0, k ∈ Z>0. We put
Fi(Z1, . . . , Zh, S) = Zi − Sk Pi(Z1, . . . , Zh)
Qi(Z1, . . . , Zh)
= Zi − SkUi(Z1, . . . , Zh).
(2.11.9)
Remark 2.11.10. Note Pi, Qi ∈ Λ[[Z1, . . . , Zh]] are formal power series. The
equality (2.11.9) is one in the ring Λ[[Z1, . . . , Zh, S]]. We substitute Zi by zi to
obtain an element of B. So (2.11.8) is an equality in the ring Bmy˜ .
In the next lemma we use the norm vT on Λ[[Z1, . . . , Zh]] such that vT (Zi) = 0.
Lemma 2.11.11. Under the situation above, we have K,C > 0 such that if
vT (ai) ≥ K (i = 1, . . . , h), ai ∈ Λ0, (2.11.10)
then Qi(a1, . . . , ah) 6= 0 and the following inequalities hold
vT
(
∂Ui
∂Zj
(a1, . . . , ah)
)
> −C, (2.11.11)
vT
(
∂2Ui
∂Zj∂Zk
(a1, . . . , ah)
)
> −C. (2.11.12)
The proof is easy and is left to the reader. We note that if both of (a1, . . . , ah)
and (a′1, . . . , a
′
h) satisfy (2.11.10), then (2.11.12) yields
vT
(
∂Ui
∂Zj
(a1, . . . , ah)− ∂Ui
∂Zj
(a′1, . . . , a
′
h)
)
> inf
i=1,...,h
vT (ai − a′i)− C.
(2.11.13)
We choose K > 2C. Now we consider S with vT (S) ≥ K. Then we have
∂Fi
∂Zj
(0, . . . , 0,S) ≡
{
1 mod TK−C if i = j
0 mod TK−C if i 6= j. (2.11.14)
This is a consequence of (2.11.11). We also have
Fi(0, . . . , 0,S) ≡ 0 mod TK−C .
2.11. INJECTIVITY OF KODAIRA-SPENCER MAP 97
Now we iteratively define aℓi ∈ Λ0 (i = 1, . . . , h) by induction on ℓ = 0, 1, . . . so
that
(∆ℓ+1,i)
h
i=1 = −
([
∂Fi
∂Zj
(aℓ1, . . . , a
ℓ
h,S)
]i=h, j=h
i=1, j=1
)−1
(Fi(a
ℓ
1, . . . , a
ℓ
h,S))
h
i=1
aℓi = ∆1,i + · · ·+∆ℓ,i, a0i = 0.
We can prove by induction on ℓ that
Fi(a
ℓ
1, . . . , a
ℓ
h,S) ≡ 0 mod T (ℓ+1)(K−C)
∆ℓ+1,i ≡ 0 mod T (ℓ+1)(K−C).
We define
ai(S) = lim
ℓ→∞
aℓi . (2.11.15)
Then they satisfy the equations
Fi(a1(S), . . . , ah(S),S) = 0, i = 1, . . . , h.
On the other hand, we can write
yi = Ri(z1, . . . , zh), i = 0, . . . , n (2.11.16)
for some Ri ∈ Λ[Z1, . . . , Zh]. We define
yi(S) = Ri(a1(S), . . . , ah(S)), y(S) = (y1(S), . . . , yn(S)).
Lemma 2.11.12. For any S with sufficiently large vT (S), y(S) is a geometric
point of Spec(B).
We will prove it later.
We considerS with sufficiently large vT (S) as in Lemma 2.11.12. Note vT (yi(S)) =
vT (yi(0)) = vT (yi) holds if vT (S) is sufficiently large.
On the other hand, since y is in |Spec(R)|, Lemma 2.11.6 implies
(vT (y1), . . . , vT (yn)) ∈ P.
Therefore y(S) is also a geometric point of |Spec(R)|. Moreover, from Ui(0, . . . , 0) 6=
0, we have ai(S) 6= 0 for at least one i. Since Spec(B) is a normalization of
C = Spec(A), the ring B is a finite A-module and so the mapping
(a1, . . . ah) 7→ (R0(a1, . . . , ah), . . . , Rn(a1, . . . , ah))
is finite to one. Thus not only a(S) = (a1(S), . . . , ah(S)) but also y(S) are non-
constant.
Hence Spec(B) has infinitely many geometric points in |Spec(R)|. This is a
contradiction. It implies that the assumption |Z| 6= |Xi| in Lemma 2.11.9 is not
correct. Namely |Z| = |Xi|. The proof of Proposition 2.11.8 is completed modulo
Lemma 2.11.12. 
Proof of Lemma 2.11.12. We may identify B with
Λ[Z1, . . . , Zh, S]
p
where Zi corresponds to zi in B. We denote by Bmy˜ the localization of B by
the maximal ideal my˜ corresponding to the point y˜. We next take the completion
B∧my˜ of Bmy˜ by the ideal my˜. It is a complete discrete valuation ring over the
field Λ (with respect to the my˜ topology), hence isomorphic to the formal power
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series ring Λ[[t]]. (See for example, [Ei, Proposition 10.16], [Mat, Theorem 37 in
(17.H)].) (Here we used the fact that Λ is algebraically closed in order to show
Λ ∼= B/my˜ ∼= B∧my˜/my˜B∧my˜ . (See [FOOO5, Lemma A.1].)) Note that we may take
S ∈ Λ[[t]] as the generator of my˜ we took before. Thus we may take t = S.
We have the following diagram.
B ∼= Λ[Z1, . . . , Zh, S]/p Λ[Z1, . . . , Zh, S]/py y
Bmy˜ −−−−→ B/my˜y yf˜
B∧my˜
∼= Λ[[S]] −−−−→ B∧my˜/my˜B∧my˜ ∼= Λ
(2.11.17)
The element zi ∈ B induces [zi] ∈ B∧my˜ ∼= Λ[[S]]. We denote this element by
fi(S). For any W ∈ p ⊂ Λ[Z1, . . . , Zh, S] we have
W (f1(S), . . . , fh(S), S) = 0 ∈ Λ[[S]]. (2.11.18)
We remark that
Qi(Z1, . . . , Zh)Fi(Z1, . . . , Zh, S) ∈ p.
Therefore by (2.11.18) we have
Qi(f1(T
KS), . . . , fh(T
KS))Fi(f1(T
KS), . . . , fh(T
KS), TKS) = 0.
Since Qi(f1(T
KS), . . . , fh(T
KS)) 6= 0 for sufficiently large K, we obtain
Fi(f1(T
KS), . . . , fh(T
KS), TKS) = 0.
In other words, by (2.11.9) we have
fi(T
KS) = T kKSk
Pi(f1(T
KS), . . . , fh(T
KS))
Qi(f1(TKS), . . . , fh(TKS))
= T kKSkUi(f1(T
KS), . . . , fh(T
KS)).
(2.11.19)
We observe that Qi is nonzero at Z1 = · · · = Zh = 0, therefore we may regard
Ui ∈ Λ[[Z1, . . . , Zh]].
Note fi(S) ∈ SΛ[[S]]. Therefore the substitution
Ui(f1(T
KS), . . . , fh(T
KS))
makes sense using S-adic topology. (Namely as a formal power series of S.) Now
we observe that the equation
fi(T
KS) = T kKSkUi(f1(T
KS), . . . , fh(T
KS)) (2.11.20)
with fi(0) = 0, uniquely characterizes fi(S) ∈ Λ[[S]].
In fact, we define Xi,m (i = 1, . . . , h) inductively by Xi,0 = 0 and
Xi,m+1 = T
kKSkUi(X1,m, . . . , Xh,m). (2.11.21)
Then {Xi,m}m=0,1,... converges to fi(TKS) in S-adic topology and is necessarily
the unique solution of (2.11.20).
Now we consider the same inductive construction of the solution of (2.11.20),
but this time with T -adic topology. Namely we use vT with vT (S) = 0. Then
for a sufficiently large K, we have a solution of (2.11.21) in the way we described
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during the iterative argument of the proof of Proposition 2.11.8. It gives ai(T
KS).
Namely, if we substitute S with element c of Λ0, we obtain ai(cT
K) which we
defined before in (2.11.15) with S = cTK satisfying vT (S) ≥ K.
Now by the uniqueness of the solution of the recursive equation (2.11.21) we
have
ai(T
KS) = fi(T
KS).
In particular,
W (a1(T
KS), . . . , ah(T
KS), T kS) = 0
for all W ∈ p. This proves the lemma. 
Remark 2.11.13. Suppose that fi(S) ∈ T−CΛ0[[S]] for some C. (We do not
know whether this is true or not.) In that case we can discuss as follows. We put
gi(S) = Ri(f1(S), . . . , fh(S)), where Ri ∈ Λ[Z1, . . . , Zh] as in (2.11.16). We then
can write
gi(S) =
∞∑
j=0
T λi,jgi,j(S).
Here gi,j(S) ∈ C[[S]] \ {0} and λi,j ∈ R. We may assume λi,j < λi,j+1.
We put
j0i = inf{j | gi,j(0) 6= 0}.
It is easy to see that yi = gi(0). Therefore we have
vT (y) = (λ1,j01 , . . . , λn,j0n) = u ∈ P. (2.11.22)
Now we write
gi,j(S) = di,jS
ρi,j + higher order terms
with di,j ∈ C \ 0 and ρi,j > 0. For κ > 0 we define
λi(κ) = inf{λi,j + ρi,jκ | j = 0, . . . , j0i }.
We take a complex number c ∈ C which satisfies∑
j=0,...,j0
i
;
λi,j+ρi,jκ=λi(κ)
di,jc
ρi,j 6= 0.
We note that we can choose c independent of κ, because it is enough to take c so
that
∑
j∈J di,jc
ρi,j 6= 0 for all J ⊆ {0, . . . , j0i }. Then we have
~vT (g(cT
κ)) = ~vT (g1(cT
κ), . . . , gn(cT
κ))
= (λ1(κ), · · · , λn(κ)),
which we denote by λ(κ). The function λ(κ) is piecewise affine. In particular, it is
continuous. (2.11.22) implies that λ(κ) ∈ P for sufficiently large κ. Indeed, λ(κ) is
constant for sufficiently large κ. It actually implies λ(κ) ∈ P for all κ > 0. In fact
if λ(κ) /∈ P for some κ then there exists κ0 such that λ(cκ0) ∈ ∂P . This implies
that (y′1, . . . , y′n) = g(cT κ0) is a solution of Bi = 0 and its valuation lies on the
boundary of moment polytope. This is impossible since the leading order equation
of Bi is the same as the leading order equation of yi
∂POb
∂yi
.
In a similar situation, [FOOO6, Section 5] provides an example where κ 7→
(λ1(κ), . . . , λn(κ)) is a non-constant affine map. We can also find an example where
it is piecewise affine in a similar way.
The following is a consequence of Proposition 2.11.8.
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Corollary 2.11.14. If i ∈ I, then for any s ∈ Λ we have:
rankΛ
Λ[s, y, y−1]
qi(s− s) <∞. (2.11.23)
We also have
dimX ≤ 1. (2.11.24)
Proof. Sublemma 2.11.5 implies that the fiber π−1(s) ∩Y is 0 dimensional.
Then Proposition 2.11.8 implies that π−1(s) ∩ X is 0 dimensional. This implies
(2.11.23). (2.11.24) is its immediate consequence. 
Proposition 2.11.15. π : X→ Spec(Λ[s]) is projective.
Proof. (The argument below is of flavor similar to the valuative criterion of
properness (See [Ha, Theorem 4.7 Chapter II]).)
We denote by P1yi the projective line Proj(Λ[y0, yi]). We have
∏n
i=1 P
1
yi ×
Spec(Λ[s]) ⊃ X. (Here the product is a fiber product over Spec(Λ).) Let X be the
Zariski closure of X in
∏n
i=1 P
1
yi × Spec(Λ[s]). It suffices to show X = X. We will
prove this by contradiction.
Lemma 2.11.16.
#(|X| \ |X|) <∞. (2.11.25)
Proof. Let Xa be an irreducible component of X. Then (2.11.24) implies
that Xa is a one dimensional irreducible variety and is Zariski closed in the affine
space |Spec(Λ[s, y, y−1])|. We denote by Xa the Zariski closure of Xa in
∏n
i=1 P
1
yi ×
|Spec(Λ[s])|. Clearly Xa is one dimensional irreducible algebraic variety and Xa \
|Spec(Λ[s, y, y−1])| is a proper subvariety. Therefore Xa \ |Spec(Λ[s, y, y−1])| is
0 dimensional and hence the set of its geometric points is of finite order. Note
|Xa| ∩ |Spec(Λ[s, y, y−1])| = |Xa|. The lemma follows. 
Let (y, s) ∈ X \ X. We may replace the coordinate yi by y−1i and may assume
that y ∈ Spec(Λ[y1, . . . , yn]). (The map yi 7→ y−1i is an automorphism of P1yi .)
We put y = (y1, . . . , yn). Since (y, s) /∈ X, there exists i such that yi = 0.
We take one dimensional scheme C ⊂ X such that (y, s) ∈ C and C \ {(y, s)} ⊂ X.
Replacing C by its normalization Spec(B) we may assume that (y, s) is a smooth
point of Spec(B). (In the proof of Proposition 2.11.8 we denote it by y˜.) Let
m(y,s) be the maximal ideal of B corresponding to (y, s) and let S be a generator
of m(y,s)Bm(y,s) .
In the same way as the proof of Proposition 2.11.8 we can find K such that if
κ > K then there exists a geometric point y˜(T κ) = (s(T κ), y1(T
κ), . . . , yn(T
κ)) of
Spec(B) such that y˜ − y˜(T κ) ≡ 0 mod T κ. If yi 6= 0, then vT (yi(T κ)) = vT (yi)
for sufficiently large κ. If yi = 0, then vT (yi(T
κ)) ≥ κ. Since yi = 0 for at least
one i, it implies that ~vT (y(T
κ)) /∈ P for sufficiently large κ. Therefore Spec(B) has
infinitely many geometric points outside X. This contradicts to Spec(B) ⊂ X and
(2.11.25). 
Proposition 2.11.17. We have
(1) dimX = 1.
(2) π : X→ Spec(Λ[s]) is flat.
(3) Let m(y,s) be the maximal ideal corresponding to (y, s) ∈ |X|. Then B1, . . . ,Bn
is a regular sequence in Λ[s, y, y−1]m(y,s) .
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Proof. Proof of 3: Let x = (y, s) ∈ |X| and px or mx the ideals of R or
Λ[s, y, y−1] corresponding to x, respectively. By Corollary 2.11.14, we have
0 = dim
Rpx
(s− s) = dim
Λ[s, y, y−1]mx
(B1, . . . ,Bn, s− s) .
It follows that (B1, . . . ,Bn, s − s) is a system of parameter of a Cohen-Macaulay
ring Λ[y, y−1, s]mx . (See [Mat, 12.J].) Therefore it is a regular sequence. (See [Mat,
Theorem 31].) Statement 3 follows.
Proof of 2: Note that the flatness of π is equivalent to the flatness for all
localizations at all maximal ideals of Spec(Λ[s]). Since the fibers of π : X →
Spec(Λ[s]) are zero dimensional, it suffices to show that s− s is not a zero divisor
in Rpx for any x = (y, s) ∈ |X|. This follows from the fact that B1, . . . ,Bn, s− s is
a regular sequence in Λ[s, y, y−1]mx .
Proof of 1: By Proposition 2.11.17.3,B1, . . . ,Bn is a regular seqence in Λ[s, y, y
−1]mx ,
where mx is any maximal ideal of X. Therefore dimX = dimΛ[s, y, y
−1] − n = 1.
(See [Mat, Theorem 29].) 
Proposition 2.11.18. For any i ∈ I we have the following.
(1) dimXi = 1.
(2) π : Xi → Spec(Λ[s]) is flat.
Proof. Proof of 1: By Proposition 2.11.17.1, dimXi is either 1 or 0. Suppose
dimXi = 0. Let x ∈ |Xi|. By Proposition 2.11.17.3, B1, . . . ,Bn, s − s is a regular
sequence in Λ[y, y−1, s]mx . By Lemma 2.11.19 below, qiΛ[s, y, y−1]mx appears in
the irredundant primaly decomposition of (B1, . . . ,Bn)Λ[s, y, y
−1]mx . Then by
Theorem 2.11.21 below, the height of qi in Λ[s, y, y
−1]mx is n. Namely
dim
Λ[s, y, y−1]mx
qiΛ[s, y, y−1]mx
= 1.
This contradicts to dimXi = 0. Thus we obtain 1.
To prove 2 we prepare some elementary lemmata and a basic fact.
Lemma 2.11.19. Let R be an integral domain and q, Q primaly ideals of R.
Suppose that p is a prime ideal containing both q and Q. If qRp ⊆ QRp, then
q ⊆ Q.
Proof. Let x ∈ q. Then by assumption we have a ∈ R, b ∈ R \ p and c ∈ Q
such that x = ca/b in Rp. It follows that xb = ca in R. (We use the fact that R is
an integral domain here.) Therefore xb ∈ Q. Since b ∈ R \ p and p ⊇ Q is a prime
ideal, it follows that x ∈ Q. We thus prove q ⊆ Q. 
Lemma 2.11.20. Let R be a commutative ring with unit, A a commutative R-
algebra and J0 an ideal in A. Suppose that J0 =
⋂
i∈I qi is an irredundant primary
decomposition without embedded primes. Then the following two conditions are
equivalent:
(1) A/J0 is torsion-free as an R-module.
(2) For any i, A/qi is torsion-free as an R-module.
Proof. Suppose that A/qi has a torsion, i.e., there exist a ∈ R \ {0} and
f ∈ A \ qi such that f · a ∈ qi. Since the decomposition J0 =
⋂
i qi has no
embedded primes, we can pick gj ∈ qj \ √qi for each j 6= i. Set h = f
∏
j 6=i gj.
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Then we find that h /∈ qi, hence h /∈ J0, and ah = (af)
∏
j /∈i gj ∈ J0. Namely, h is
a torsion element in A/J0. The converse implication is clear. 
Theorem 2.11.21 (Macauley’s unmixedness theorem. cf. [Ei] Corollary 18.14).
Let R be a Cohen-Macauley ring and I an ideal generated by an R-regular sequence
(x1, . . . , xk), then I has no embedded primes and the height of I is k.
Proof of Proposition 2.11.18.2: Let x = (y, s) ∈ |Xi|. By definition (2.11.4) we have
Rmx =
Λ[s, y, y−1]mx
(B1, . . . ,Bn)mx
=
Λ[s, y, y−1]mx⋂
i∈I+(qi)mx
=
Λ[s, y, y−1]mx⋂
i∈I(qi)mx
=
Λ[s, y, y−1]mx⋂
qi⊂mx(qi)mx
,
because for i ∈ I+ \ I we have (qi)mx = (1). By Proposition 2.11.17.3, B1, . . . ,Bn
is a regular sequence in Λ[s, y, y−1]mx . Therefore, Proposition 2.11.17.2, Theorem
2.11.21 and Lemma 2.11.20 above imply the flatness of π : Xi → Spec(Λ[s]). 
During the proof of Proposition 2.11.18, we have showed that irredundant pri-
mary decompositions (2.11.5) has no embedded primes.
Lemma 2.11.22. In the situation of Proposition 2.11.8 we have |Xi| = |Yj |.
Proof. By Corollary 2.11.7 we have
|Spec(R)| ⊆ |X|. (2.11.26)
Therefore dimYj ≤ 1. On the other hand, dimXi = 1 by Proposition 2.11.18.
Therefore the lemma follows from Proposition 2.11.8. 
For each i ∈ I we take j(i) such that Xi and Yj(i) are as in Proposition 2.11.8.
Proposition 2.11.23. We have Xi = Yj(i), i.e., qi = Qj(i).
Proof. By Corollary 2.11.7 we have I0 ⊆ I. It follows from Lemma 2.11.22
that
|X| = |Spec(R)|.
Therefore by Lemma 2.11.22 again we have dimYj = 0, i.e.,the associated prime
of Qj is an embedded prime, if j /∈ {j(i) | i ∈ I}.
We put
B1 =
⋃
j /∈{j(i)|i∈I}
π(|Yj |).
B1 ⊂ Λ is a finite set. We put
B2 =
⋃
i1, 6=i2;i1,i2∈I
π(|Xi1 | ∩ |Xij |).
B2 ⊂ Λ is also a finite set. Let B = B1 ∪ B2. We take c ∈ Λ \ π(B). Let p be
the prime ideal
√
qi =
√
Qj(i). Pick a maximal ideal m containing p and s− c. In
other words, the maximal ideal m = mx defines a point
x = (c, y) ∈ |Xi| ∩ π−1(c) = |Yj(i)| ∩ π−1(c).
We denote by my the maximal ideal in Λ[y, y
−1], which defines y ∈ (Λ×)n.
Now we compare the rings {R/(s− c)R}my and {R/(s− c)R}my . By Lemma
2.11.6 and Proposition 2.11.8, we have ~vT (y) ∈ P . In the same way as in [FOOO5,
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Section 7], these rings are characterized as the common generalized eigenspaces of
the multiplication by yi with eigenvalues yi. Then by the same way as in the proof
of [FOOO5, Proposition 8.6] we can show that the natural projection R → R
induces an isomorphism
(R/(s− c)R)my ∼= (R/(s− c)R)my .
We first consider the kernel of the projection Rmx → Rmx which is Imx/Imx . We
have the following:
Lemma 2.11.24. We have
Imx = (qi)mx , Imx = (Qj(i))mx .
In particular,
Imx/Imx
∼= (Qj(i))mx/(qi)mx .
Proof. Recall from (2.11.3) that I =
⋂
i∈I+ qi and I =
⋂
j∈JQj . We note
that qk for k ∈ I+ \ I cannot be contained in mx, because |Xk| ∩ |Spec(R)| = ∅.
Therefore we have
(I0)mx = Imx =
⋂
qj⊂mx
(qj)mx .
We also have
Imx =
⋂
Qk⊂mx
(Qk)mx .
By the choice of c, we find that Xi, resp. Yj(i), is the only irreducible component
of |X|, resp. |Y| containing the Λ-point x, and qi, resp. Qj(i), is the unique primary
ideal in the irredundant primary decompositions (2.11.3) of I, resp. I, which is
contained in mx. Hence we obtain
Imx = (qi)mx ⊂ Imx = (Qj(i))mx .

The rings R/(s−c)R and R/(s−c)R are Λ[s, y, y−1]-algebras. By substituting
c to s, we can also regard them as Λ[y, y−1]-algebras. Then we have
(R/(s− c)R)my ∼= Rmx/(s− c)Rmx
and
(R/(s− c)R)my ∼= Rmx/(s− c)Rmx .
By utilizing Lemma 2.11.24, we have the following commutative diagram such
that the horizontal and vertical lines are exact sequences.
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0 −−−−→ 0 −−−−→ 0y y y
0 −−−−→ Ker q −−−−→ (Qj(i)/qi)mx −−−−→ 0 −−−−→ 0y y y y y
0 −−−−→ (s− c)Rmx −−−−→ Rmx −−−−→ (R/(s− c)R)mx −−−−→ 0y qy y y y
0 −−−−→ (s− c)Rmx −−−−→ Rmx −−−−→ (R/(s− c)R)mx −−−−→ 0y y y
0 −−−−→ 0 −−−−→ 0
Note that
Ker q = (s− c)Rmx ∩
(
Qj(i)/qi
)
mx
∼= (qi + (s− c)Λ[s, y, y−1] ∩Qj(i))mx /(qi)mx .
Since Qj(i) is a primary ideal and s− c /∈
√
Qj(i), we have
(s− c)Λ[s, y, y−1] ∩Qj(i) = (s− c)Qj(i).
Therefore we have
Ker q ∼= (s− c)(Qj(i)/qi)mx .
It follows from the above diagram that
(s− c)(Qj(i)/qi)mx ∼= (Qj(i)/qi)mx .
Now we set M = Qj(i)/qi. What we have showed is
Mmx/(s− c)Mmx = (M/(s− c)M)mx = 0.
Then we obtain
Mmy/(s− c)Mmy = (M/(s− c)M)my ∼= (M/(s− c)M)mx = 0. (2.11.27)
When we localize M/(s − c)M at the maximal ideal mx in Λ[s, y, y−1], we regard
it as a Λ[s, y, y−1]-module such that s acts on it by the multiplication by c. When
we localize M/(s − c)M at the maximal ideal my in Λ[y, y−1], we regard it as a
Λ[y, y−1]-module. Therefore we obtain the isomorphism of the second equality in
(2.11.27).
To apply Nakayama’s lemma, we show the following lemma whose proof is given
at the end of the proof of Porposition 2.11.23.
Lemma 2.11.25. Mmy is a finitiely generated module over Λ[s].
We localize Λ[s] and Mmy at the maximal ideal (s− c) ⊂ Λ[s] to obtain
(Mmy)(s−c) = (s− c)(Mmy)(s−c)
by (2.11.27). Then Nakayama’s lemma implies that (Mmy)(s−c) = 0.
We can regard (Mmy)(s−c) as a Λ[s, y, y−1]-module and localize it at the max-
imal ideal mx in Λ[s, y, y
−1]. Then by noticing the fact that my = mx ∩ Λ[y, y−1]
and (s− c)Λ[s] = mx ∩ Λ[s], we find that
Mmx =
(
(Mmy)(s−c)
)
mx
.
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Therefore we have Mmx = 0, i.e., (qi)mx = (Qj(i))mx . Then Lemma 2.11.19 implies
that qi = Qj(i). Hence we obtain Xi = Yj(i) as schemes. This finishes the proof of
Proposition 2.11.23 modulo Lemma 2.11.25. 
Proof of Lemma 2.11.25. By Corollary 2.11.14, dimΛ
Λ[s,y,y−1]
qi+(s−s) is finite. Thus
it is an Artinian ring. Hence the Krull dimension
(
Λ[s,y,y−1]
qi+(s−s)
)
my
is 0. Since
{B1, . . . ,Bn, s − c} is a regular sequence, the Krull dimension of
(
Λ[s,y,y−1]
qi
)
my
is 1. Since s is transcendental over Λ, we find that
(
Λ[s,y,y−1]
qi
)
my
is a finitely
generated Λ[s]-module. From the exact sequence
0→ (Qj(i)/qi)my →
(
Λ[s, y, y−1]
qi
)
my
→
(
Λ[s, y, y−1]
Qj(i)
)
my
→ 0,
we find that Mmy =
(
Qj(i)/qi
)
my
is a finitely generated Λ[s]-module. 
Corollary 2.11.26. I0 = I0 = I. X = Spec(R).
Proof. By Proposition 2.11.23 I0 =
⋂
j(i):i∈I Qj(i). On the other hand we
have
⋂
j(i):i∈I Qj(i) ⊇ I = I0 ⊇ I0. Hence I =
⋂
j(i):i∈I Qj(i) = I0, as required. 
We are now in the position to complete the proof of Proposition 2.11.2. By
Proposition 2.11.15, the coordinate ring R of X is a finitely generated Λ[s] module.
On the other hand, since Λ[s] is a principal ideal domain, Proposition 2.11.17
implies that R is a finitely generated free module over Λ[s]. In particular, we find
that dimΛR/(s− 0) = dimΛR/(s− 1). Therefore
dimΛH(X ; Λ) = dimΛR/(s− 1) = dimR/(s− 0)
= dimΛ PJacvPT (POb)Λ = dimΛ JacvPT (POb)Λ.
Here we use Lemma 2.9.8 to prove the last equality. 
In geometric terms, we may also put it as follows. We have ([Ha, Theorems
9.9 III and 12.8 III])
dimΛH(X ; Λ) = dimΛH
0(π−1(1);Oπ−1(1)) = dimH0Λ(π
−1(0);Oπ−1(0))
= dimΛ PJacvPT (POb)Λ = dimΛ JacvPT (POb)Λ.
2.11.2. The case b ∈ A(Λ0). In this subsection, we generalize Theorem 2.11.1
to the case b ∈ A(Λ0) and complete the proof of Theorem 1.3.34.1. We choose
any P′ ∈ Λ[y, y−1]P0 such that P′ is transformed to an element POb′ for some
b′ ∈ A(Λ+). (Theorem 2.9.2.2.) We have
dimΛ Jac(P
′)Λ =
∑
k
dimΛH
k(X ; Λ)
by Theorem 2.11.1. Hence the next proposition completes the proof of Theorem
1.3.34.1. 
Proposition 2.11.27.
dimΛ Jac(POb)Λ = dimΛ Jac(P
′)Λ.
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Remark 2.11.28. During the proof of Proposition 2.11.27 we need restrict
the potential function POb from the interior of the polytope
◦
P to the polytope
Pǫ = {u ∈ Rn | ℓj(u) ≥ ǫ, j = 1, . . . ,m} for ǫ > 0. We can do it as follows.
Consider the following diagram:
Λ0[[Z1, . . . , Zm]]
φ−−−−→ Λ〈〈y, y−1〉〉
◦
P
0
j˜
y jy
Λ0〈〈Z(ǫ)1 , . . . , Z(ǫ)m 〉〉
φ(ǫ)−−−−→ Λ〈〈y, y−1〉〉Pǫ0
where φ and φ(ǫ) are the homomorphisms we have used:
φ(Zj) = T
−λjyvj,11 · · · yvj,nn , φ(ǫ)(Z(ǫ)j ) = T−(λj+ǫ)yvj,11 · · · yvj,nn ,
j is the inclusion, i.e., j(yi) = yi, and j˜(Zi) = T
ǫZ
(ǫ)
i . It is straightforward to check
the commutativity of the above diagram. We write zj = φ(Zj) and z
(ǫ)
j = φ
(ǫ)(Z
(ǫ)
j ).
Then if P ∈ Λ〈〈y, y−1〉〉
◦
P
0 has no constant terms, we have
j(P(z1, . . . , zm)) = P(T ǫz(ǫ)1 , . . . , T ǫz(ǫ)m )
which belongs to T ǫΛ〈〈y, y−1〉〉Pǫ0 .
Proof of Proposition 2.11.27. By Lemma 2.7.4, we may put
POb ≡ c1z1 + · · ·+ cmzm +R(z1, . . . , zm) mod Λ[y, y−1]P+ (2.11.28)
where R ∈ Λ0[[Z1, . . . , Zm]] each summand of which has degree ≥ 2, and ci ∈
C \ {0}. We firstly take ε > 0 so that there is no critical point y of POb such
that ~vT (y) ∈ IntP \Pǫ. By Theorem 2.9.2 we have a strict coordinate change y′(y)
which converge on Pǫ such that
POb(y
′) = P(y) ∈ Λ[y, y−1]Pǫ0 .
(Namely it is a Laurent polynomial.) Then by Proposition 1.3.16, we have
Jac(POb)Λ
∼= Λ〈〈y, y
−1〉〉Pǫ
ClosvPǫT
(
yi
∂POb
∂yi
: i = 1, . . . , n
) ∼= Λ〈〈y, y−1〉〉Pǫ
ClosvPǫT
(
yi
∂P
∂yi
: i = 1, . . . , n
) .
(Note we already proved Lemma 2.2.1 when we proved the surjectivity of Kodaira-
Spencer map. Therefore the proof of Proposition 1.3.16 is already completed by
now.) Moreover
Jac(P′)Λ ∼= Λ〈〈y, y
−1〉〉Pǫ
ClosvPǫT
(
yi
∂P′
∂yi
: i = 1, . . . , n
) .
Thus it suffices to show that
dimΛ
Λ〈〈y, y−1〉〉Pǫ
ClosvPǫT
(
yi
∂P
∂yi
: i = 1, . . . , n
) = dimΛ Λ〈〈y, y−1〉〉Pǫ
ClosvPǫT
(
yi
∂P′
∂yi
: i = 1, . . . , n
) .
We define
Ppara = αsP+ (1 − s)P′ ∈ Λ[s, y, y−1]Pǫ0 .
(Here α ∈ C \ {1/c1, . . . , 1/cm, 0} is a constant.) In fact, we have
T−ǫPpara ∈ Λ[s, y, y−1]Pǫ0 .
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From now on we choose and take ǫ > 0 small so that the following holds: For
any s ∈ C and i (i = 1, . . . ,m) with αsci + (1 − s) 6= 0, there is no solution of
leading term equation of Ppara on IntP \ Pǫ. (See [FOOO6, Definitin 4.3] for
the definition of leading term equation.) We also assume that the leading term
equation of αP − P′ also has no solution on IntP \ Pǫ. (We use the assumption
α ∈ C \ {1/c1, . . . , 1/cm, 0} here.)
We put
R =
Λ[s, y, y−1](
yi
∂Ppara
∂yi
: i = 1, . . . , n
) , R = Λ[s, y, y−1]
ClosvPεT
(
yi
∂Ppara
∂yi
: i = 1, . . . , n
) .
We have natural morphisms
Spec(R) −→ Spec(R) π−→ Spec(Λ[s]) = Λ.
If we put
zǫi = T
−ǫzi,
we derive from (2.11.28) that
T−ǫPpara ≡
m∑
i=1
(αsci + (1− s))zǫi mod Λ[y, y−1]Pǫ+ . (2.11.29)
Denote
B = {b1, . . . , bA} = {s | ∃i sαci + (1− s) = 0} ⊂ C,
B+ = {b ∈ Λ | ∃i b ≡ bi, mod Λ+, i = 1, . . . ,m}, Bc+ = Λ \B+.
Let
I =
(
yi
∂Ppara
∂yi
: i = 1, . . . , n
)
and let I be its closure with respect to the vPǫT -norm. We take their irredundant
primary decompositions:
I =
⋂
i∈I+
qi, I =
⋂
j∈J+
Qj. (2.11.30)
We define
I =
{
i ∈ I+
∣∣∣∣ ∣∣∣∣Spec(Λ[s, y, y−1]qi
)∣∣∣∣ ∩ |Spec(R)| ∩ π−1(Bc+) 6= ∅} ,
J =
{
j ∈ J+
∣∣∣∣ ∣∣∣∣Spec(Λ[s, y, y−1]Qj
)∣∣∣∣ ∩ π−1(Bc+) 6= ∅} . (2.11.31)
We also put
Xi = Spec
(
Λ[s, y, y−1]
qi
)
, Yj = Spec
(
Λ[s, y, y−1]
Qj
)
.
I0 =
⋂
i∈I
qi, J0 =
⋂
j∈J
Qj , (2.11.32)
and
X = Spec
(
Λ[s, y, y−1]
I0
)
, Y = Spec
(
Λ[s, y, y−1]
J0
)
.
Xi and Yj are irreducible components of X and Y, respectively.
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Lemma 2.11.29. If (y1, . . . , yn, s) ∈ |Y| and s ∈ Bc+, then
(vT (y1), . . . , vT (yn)) ∈ Pε. (2.11.33)
If (y1, . . . , yn, s) ∈ |X|, s ∈ Bc+ and (2.11.33) is satisfied, then (y1, . . . , yn, s) ∈
|Y|.
Proof. Let s ∈ Bc+. Then we can show
R
(s− s)
∼= Λ〈〈y, y
−1〉〉Pǫ
ClosvPǫT
(
yi
∂(Ppara|s=s)
∂yi
: i = 1, . . . ,
) (2.11.34)
in the same way as the proof of Lemma 2.11.4. In fact, Ppara|s=s ≡
∑
(αsci + (1−
s))zi mod T
ǫΛ[y, y−1]Pǫ+ and αsci + (1− s) /∈ Λ+ if s ∈ Bc+. (In case s ∈ Λ \Λ0 we
have Ppara|s=s ≡ T−ρ
∑
(αci − 1)zi mod T−ρΛ[y, y−1]Pǫ+ and α 6= 1/ci.)
The rest of the proof of the first half is the same as the proof of Lemma 2.11.6
using Lemma 2.9.8.2 in place of Lemma 2.11.4. (See (2.11.29).)
Let (y1, . . . , yn, s) ∈ |X|, s ∈ Bc+. Then yi 7→ yi and s 7→ s define a continuous
homomorphism from (Λ[y, y−1, s], vPǫT ). Therefore (y1, . . . , yn, s) ∈ |Spec(R)|. Let
Spec(Λ[s, y, y−1]/Qj) be an irreducible component containing (y1, . . . , yn, s). Since
s ∈ Bc+, j ∈ J. Therefore (y1, . . . , yn, s) ∈ |Y| as required. 
We define a finite set B1 ⊂ B+ as follows. Let i ∈ I+ \ I. Then,
|Spec(Λ[s, y, y−1]/qi)| ∩ π−1(Bc+) ∩ (~vT )−1(Pǫ) = ∅.
Therefore, by Lemma 2.11.29,
|Spec(Λ[s, y, y−1]/qi)| ⊂ π−1(B+).
Since
π
(|Spec(Λ[s, y, y−1]/qi)|) (2.11.35)
is a constructible set contained in B+ by Chevalley’s theorem (See [Mat, page 42]),
it is easy to see that (2.11.35) is a finite set.
In the same way we find that if j ∈ J+ \ J then π
(|Spec(Λ[s, y, y−1]/Qj)|) is a
finite subset of B+.
We define
B1 =
⋃
i∈I+\I
π
(|Spec(Λ[s, y, y−1]/qi)|) ∪ ⋃
j∈J+\J
π
(|Spec(Λ[s, y, y−1]/Qj)|) .
(2.11.36)
Hereafter we denote by AB1 the localization of A by the multiplicative set generated
by {s− s | s ∈ B1}.
Corollary 2.11.30. We have
(I0)B1 = (I)B1 = (J0)B1 ,
where I0 is the closure of I0.
Proof. The proof is similar to the proof of Corollary 2.11.7. If j ∈ J+\J, then
1 ∈ (Qj)B1 . (This is because |Spec(Λ[s, y, y−1]/Qj)|∩π−1(Λ\B1) = ∅.) This implies
(I)B1 = (J0)B1 . If i ∈ I+ \ I, then 1 ∈ (qi)B1 . This implies (I0)B1 = (I)B1 . 
Proposition 2.11.31. For each i ∈ I there exists j ∈ J such that |Xi| ⊆ |Yj |.
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Proof. Let Z be one of the irreducible components of Xi∩Y. We may assume
|Z| ∩ (~vT )−1(Pǫ) ∩ π−1(Bc+) 6= ∅.
In fact,
|Xi| ∩ (~vT )−1(Pǫ) ∩ π−1(Bc+) 6= ∅, (2.11.37)
by definition. Any point on (2.11.37) is also contained in Y by Lemma 2.11.29.
Thus we take Z which contains it.
We will prove the coincidence of geometric points in Xi and Z. To prove this
we prove an analogue of Lemma 2.11.9 with an additional condition that the point
corresponding to f is contained in π−1(Bc+). We can prove it in the following way.
Assume |Z| 6= |Xi|. We consider the set of points y ∈ |Z| such that there exists a
1-dimensional irreducible and reduced scheme C ⊂ (Xi)red, which is a subscheme of
Spec(R), with dim(C∩ Zred) = 0 and y ∈ |C∩ Zred|. We can easily see that this set
is Zariski open in |Z|. Therefore there exists such y in π−1(Bc+). The rest of the
proof is the same as the proof of Lemma 2.11.9.
Now we observe that for s = π(y) where y corresponds to f we have
T−ǫPs ≡
m∑
j=1
(αsci + (1− s))zǫi mod Λ[y, y−1]Pǫ+
and αsci + (1 − s) /∈ Λ+. We can use this fact and proceed in the same way as in
the proof of Proposition 2.11.8 to prove Proposition 2.11.31. 
Lemma 2.11.32. If i ∈ I0, then for any s ∈ Bc+ we have:
rankΛ
Λ[s, y, y−1]
qi(s− s) <∞.
Proof. By Proposition 2.11.31 it suffices to show that Y ∩ π−1(s) is zero
dimensional. For this purpose it suffices to show that
dimΛ Jac(T
−ǫPs) <∞.
This follows from (2.11.29), Theorem 2.7.1 and Theorem 2.8.1.2. 
Corollary 2.11.33. If i ∈ I0, then dimXi ≤ 1.
This is immediate from Lemma 2.11.32.
Proposition 2.11.34. There exists a finite subset B2 ⊃ B1 of B+ such that
X ∩ π−1(Λ \ B2)→ Λ \ B2
is projective.
Proof. We consider the scheme
∏n
i=1 P
1
yi × Spec(Λ[s]). Let X be the closure
of X in
∏n
i=1 P
1
yi × Spec(Λ[s]). We put
D =
{
(y1, · · · : yn, s) ∈
∣∣∣∣∣
n∏
i=1
P1yi × Spec(Λ[s])
∣∣∣∣∣
∣∣∣∣∣ ∃i yi ∈ {0,∞}
}
.
By Corollary 2.11.33 the intersection |X| ∩D is a finite set. We put
B2 = π(|X| ∩D) ∪ B1 ⊂ Λ.
We can show that B2 ⊂ B+ in the same way as the proof of Proposition 2.11.15. 
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Proposition 2.11.35. There exists a finite subset B3 ⊃ B2 of B+ such that
the following holds. We denote Bc3 = Λ \ B3.
(1) dimX = 1.
(2) π : X ∩ π−1(Bc3)→ Bc3 is flat.
(3) Let m(y,s) be the maximal ideal corresponding to (y, s) ∈ |X| ∩ π−1(Bc3).
Then y1
∂Ppara
∂y1
, . . . , yn
∂Ppara
∂yn
is a regular sequence in Λ[s, y, y−1]m(y,s) .
Proof. We put
|X′| =
⋃
i∈I+\I
∣∣∣∣Spec(Λ[s, y, y−1]qi
)∣∣∣∣ .
Since dimX ≤ 1, the intersection |X′| ∩ |X| is a finite set. We put
B3 = B2 ∪ π(|X′| ∩ |X|).
Then we can prove Proposition 2.11.35.3 in the same way as the proof of Proposition
2.11.17.3 as follows. Let (y, s) ∈ |X| ∩ π−1(Bc3), and m(y,s) the corresponding ideal
of Λ[s, y, y−1]. We find that IΛ[s, y, y−1]mx = I0Λ[s, y, y−1]mx . Therefore Lemma
2.11.32 implies that y1
∂Ppara
∂y1
, . . . , yn
∂Ppara
∂yn
, s − s is a regular sequence of m(y,s).
Proposition 2.11.35.3 follows.
We can then prove Proposition 2.11.35.2 and 1 in the same way as Proposition
2.11.17. 
Proposition 2.11.36. For any i ∈ I we have the following.
(1) dimXi = 1.
(2) π : Xi ∩ π−1(Bc3)→ Bc3 is flat.
Proof. Proposition 2.11.36 follows from Proposition 2.11.35, Lemmata 2.11.19,
2.11.20 and Theorem 2.11.21 in the same way as the proof of Proposition 2.11.18.

Lemma 2.11.37. In the situation of Proposition 2.11.31, we have |Xi| = |Yj |.
The proof is by the same argument as in Lemma 2.11.22. For each i ∈ I we
take j(i) such that Xi and Yj(i) are as in Proposition 2.11.31.
Proposition 2.11.38. We have Xi = Yj(i), i.e., qi = Qj(i).
Proof. The proof is similar to the proof of Proposition 2.11.23.
We put
B1 =
⋃
j∈J+\{j(i)|i∈I}
π(|Yj |)
and
B2 =
⋃
i1, 6=i2;i1,i2∈I
π(|Xi1 | ∩ |Xij |).
They are finite sets. We take c ∈ Λ \ π(B1 ∪B2) \B+.
We take x = (c, y) ∈ |Xi| ∩ π−1(c). Let my be the maximal ideal of Λ[y, y−1]
corresponding to y. By the same argument as in Proposition 2.11.23 we can show
(R/(s− c))my ∼= (R/(s− c))my .
We can now apply the proof of Proposition 2.11.23 to obtain
Rmx = Rmx . (2.11.38)
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Here mx is the maximal ideal of Λ[s, y, y
−1] corresponding to x.
In fact, we note that (2.11.38) is an equality of the ideals which are localized at
x. Also the argument of this equality in the proof of Proposition 2.11.23 works only
on those local rings and their quotients. Therefore the proof goes without change,
using Propositions 2.11.35 and 2.11.36.
Once (2.11.38) is proved, we have qi = Qj(i) by Lemma 2.11.19. Proposition
2.11.38 follows. 
Corollary 2.11.39. X = Y.
The proof is the same as one of Corollary 2.11.26 using Proposition 2.11.38.
Now we obtain
dimΛ PJac(P
′)Λ = dimΛ Jac(P′)Λ = dimΛH0(π−1(1);Oπ−1(1))
= dimH0Λ(π
−1(0);Oπ−1(0)) = dimΛ PJac(P)Λ = dimΛ Jac(P)Λ.
Hence the proof of Proposition 2.11.27. 
Remark 2.11.40. Comparing with the argument for the case of b ∈ A(Λ+), we
replace P by Pǫ in the above argument. In fact, in our situation, there may be a
solution of yk
∂Ppara
∂yk
= 0 whose valuation lies on ∂P . Moreover POb ≡ z1+ · · ·+zm
mod T λ1Λ0〈〈s, y, y(u)−1〉〉 may not be true. (See Example 2.11.41.) By this reason
we prove algebraization of POb by a coordinate transformation converging on Pε
only. We can easily prove that there exists a neighborhood U of ∂P such that there
exists no solution of yk
∂Ppara
∂yk
= 0 whose valuation lies on U ∩ IntP . In fact, if
u ∈ U ∩ IntP , then Ppara ≡ z1 + · · · + zm mod T λ1Λ0[s, y(u), y(u)−1]. We used
this fact to find Pǫ.
Example 2.11.41. Let X = CP 2 and D = {(0, 0)} ⊂ C2 ⊂ CP 2. We put
b = cPD[D], c ∈ C \ {0}. Then we have
POb ≡ y1 + y2 + cy1y2 +
∑
k1,k2≥0
k1+k2≥3
ck1k2y
k1
1 y
k2
2 mod TΛ〈〈y, y−1〉〉
◦
P
0
where ck1,k2 ∈ R and ck1,k2 = ck2,k1 . We prove that one of the following holds:
(1) POb /∈ Λ〈〈y, y−1〉〉P0 .
(2)
rankΛ
Λ〈〈y, y−1〉〉P
ClosvPT
(
y1
∂POb
∂y1
, y2
∂POb
∂y2
) 6= 3 = rankQH(CP 2;Q).
In fact suppose POb ∈ Λ〈〈y, y−1〉〉P0 . Then
∑
k1,k2≥0
k1+k2≥3
ck1k2y
k1
1 y
k2
2 is necessary a
polynomial. The equation
0 = 1 + cy +
∑
k1,k2≥0
k1+k2≥3
k1ck1k2y
k1+k2−1
has a root y ∈ C \ {0}. There exists
y1 = y2 = y(T ) ≡ y mod T
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that is a cricical point of POb. Therefore yi 7→ y(T ) defines a homomorphism
Λ〈〈y, y−1〉〉P
ClosvPT
(
y1
∂POb
∂y1
, y2
∂POb
∂y2
) → Λ.
It follows that
rankΛ
Λ〈〈y, y−1〉〉P
ClosvPT
(
y1
∂POb
∂y1
, y2
∂POb
∂y2
) ≥ 4 > 3 = rankQH(CP 2;Q).
On the other hand,
rankΛ
Λ〈〈y, y−1〉〉
◦
P
Closd◦
P
(
y1
∂POb
∂y1
, y2
∂POb
∂y2
) = 3.
In fact,
∑∞
k=1 y
k
1 converges in d
◦
P -topology. Therefore yi 7→ y(T ) does not define a
homomorphism
Λ〈〈y, y−1〉〉
◦
P
Closd◦
P
(
y1
∂POb
∂y1
, y2
∂POb
∂y2
) → Λ.
Remark 2.11.42. The authors thank H. Iritani, a discussion with him clarifies
an error in a previous version of this paper related to this example.
2.12. The Chern class c1 and critical values of POb
In this section we prove Theorem 1.1.4. We regard POb as an element in
Λ0〈〈y, y−1〉〉.
Proposition 2.12.1. If we assume b ∈ H2(X ; Λ0), then we have
ksb(c1(X)) ≡ POb mod
(
yi
∂POb
∂yi
: i = 1, . . . , n
)
.
Proof. We decompose b = b0 + x ∈ H1(L(u); Λ0) where vT (b0) = 0 and
vT (x) > 0. Then, by definition, we have
POb(y1, . . . , yn)PD[L(u)]
=
∞∑
k=0
∑
β
Tω∩β/2πmb,ρk,β(b, . . . , b)
=
∞∑
k=0
∑
β
exp(b ∩ β)Tω∩β/2πρb0(∂β)mk,β(x, . . . , x). (2.12.1)
Here we use the assumption b ∈ H2(X ; Λ0). It is well known (see [Ful, Lemma in
p. 109]) that the first Chern class c1(X) can be expressed as
c1(X) =
m∑
i=1
PD[Dpi ].
By a dimension counting argument using the choice b ∈ H2(X ; Λ0), we derive that
only the classes β ∈ H2(X,L(u);Z) in (2.12.1) satisfying µ(β) = 2 nontrivially
contribute in the sum of the right hand side. Therefore, by the Maslov index
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formula and the classification theorem of holomorphic disks stated in [CO, p.781],
we obtain c1(X) ∩ β = 1.
Regard c1(X) as a constant vector field on H(X ; Λ0). Then, by the definition
of ksb given in Definition 1.3.32, we have
ksb(c1(X)) = c1(X)[POb] mod
(
yi
∂POb
∂yi
: i = 1, . . . , n
)
(2.12.2)
where c1(X)[POb] denotes the directional derivative of the potential function POb
with respect to the vector field c1(X). Noting that only the term exp(b∩β) depends
on the variable b and
c1(X)[exp(b ∩ β)] =
m∑
i=1
PD[Dpi ][exp(b ∩ β)] =
(
m∑
i=1
PD[Dpi ][b ∩ β]
)
exp(b ∩ β).
A straightforward computation, or the formula
(~v[x1], . . . , ~v[xn]) = (v1, . . . , vn) for ~v = (v1, . . . , vn),
gives rise to
PD[Dpi ][b ∩ β] = [Dpi ] ∩ β
and hence
c1(X)[exp(b ∩ β)] = (c1(X) ∩ β) exp(b ∩ β) = exp(b ∩ β).
Substituting this into (2.12.2) and (2.12.1), the proposition follows. 
Theorem 1.1.4 follows from Proposition 2.12.1 and Theorem 1.1.1.1 by standard
commutative algebra. 
2.13. Hirzebruch surface F2: an example
In this section, we study an example using Theorem 1.1.4. Consider the Hirze-
bruch surface F2(α) whose moment polytope is given by
Pα = {(u1, u2) | 0 < u1, u2, u1 + 2u1 < 2, u2 < 1− α}. (2.13.1)
We put
∂1P = {(u1, u2) ∈ P | u1 = 0}, ∂2P = {(u1, u2) ∈ P | u2 = 0},
∂3P = {(u1, u2) ∈ P | u1 + 2u2 = 2}, ∂4P = {(u1, u2) ∈ P | u2 = 1− α},
and Di = π
−1(∂iP ), i = 1, 2, 3, 4. We put
b =
4∑
i=1
wiPD([Di]) ∈ H2(F2(α); Λ0). (2.13.2)
Theorem 2.13.1. The potential function of F2(α) is given by
POub = T
u1ew1y1 + T
u2ew2y2 + T
2−u1−2u2ew3y−11 y
−2
2
+ T 1−α−u2ew4(1 + T 2α)y−12 .
(2.13.3)
Warning 2.13.2. In this section, we write the variables yi(u) which depend
on u ∈ IntP , as yi to simplify the notations. This is the same as ones used in
[FOOO8]. So yi in this section is yi(u), not yi in (1.3.1).
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Remark 2.13.3. (1) For b = 0, the leading order potential function,
which is defined and denoted by PO0 in [FOOO5, (4.9)] is given by
T u1y1 + T
u2y2 + T
2−u1−2u2y−11 y
−2
2 + T
1−α−u2y−12 .
We note that this is different from the full potential function POub with
b = 0 for the case of F2(α).
(2) Theorem 2.13.1 was previously proved by D. Auroux [Aur2, Proposition
3.1] by a different method. Note [Aur2] only states the case b = 0.
However the case b 6= 0 can also follow from the classification of the
pseudoholomorphic disk given in [Aur2].
Theorem 2.13.1 is [FOOO8, Theorem 3.1]. We reproduce the proof below for
reader’s convenience.
Proof. We first prove the following lemma.
Lemma 2.13.4. There exists c ∈ Λ+ such that
POub = T
u1ew1y1 + T
u2ew2y2 + T
2−u1−2u2ew3y−11 y
−2
2
+ T 1−α−u2ew4(1 + c)y−12 .
(2.13.4)
Proof. Since deg b = 2, only the moduli spaces Mk+1(β) with µ(β) = 2
contribute to POub . (See [FOOO6, (6.9)].) We remark that c1(Di) > 0 for i =
1, 2, 3 and c1(D4) = 0. Suppose Mk+1(β) 6= ∅. Then by [FOOO5, Theorem 11.1]
there exist ki ≥ 0 and ℓj ≥ 0 with
∑
ki > 0 such that
β =
4∑
i=1
kiβi +
4∑
j=1
ℓjDj.
Here βi ∈ H2(X,L(u);Z) with βi ∩Dj = 1 (i = j), βi ∩Dj = 0 (i 6= j). We remark
µ(βi) = 2. Therefore, using µ(β) = 2, we find that
∑
ki = 1 and ℓj = 0 for j 6= 4.
Since β must be represented by a connected genus zero bordered curve, it is easy
to see that k4 = 1 if ℓ4 6= 0. Thus only the classes βi (i = 1, 2, 3, 4) and β4 + ℓD4
contribute. The lemma follows easily. 
Thus it suffices to show c = T 2α. (We remark that 2α = D4 ∩ ω/2π. See [CO,
Theorem 8.1] or rather its proof.)
Let S2(A) be a symplectic 2 sphere with area A. The following lemma is proved
in [FOOO8, Proposition 5.1].
Lemma 2.13.5. F2(α) is symplectomorphic to S
2(1− α) × S2(1 + α).
The moment polytope of S2(1 − α)× S2(1 + α) is
P ′(α) = {(u1, u2) | 0 < u1 < 1− α, 0 < u2 < 1 + α}.
There is a unique balanced fiber u = ((1−α)/2, (1+α)/2), whose potential function
is
T (1−α)/2(y1 + y−11 ) + T
(1+α)/2(y2 + y
−1
2 ). (2.13.5)
It has 4 critical points y1, y2 = ±1 with the corresponding critical values given by
± 2T (1−α)/2(1± Tα) (2.13.6)
respectively.
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On the other hand, the balanced fiber of F2(α) is located at ((1 + α)/2, (1 −
α)/2), which has the potential function
POu = T (1−α)/2(y2 + (1 + c)y−12 ) + T
(1+α)/2(y1 + y
−1
1 y
−2
2 ). (2.13.7)
The critical point equation for POu is
0 = 1− y−21 y−22 . (2.13.8)
0 = 1− 2Tαy−11 y−32 − (1 + c)y−22 . (2.13.9)
The equation (2.13.8) implies y1y2 = ±1. We consider the two cases separately.
Case 1 : y1y2 = −1. Equation (2.13.9) implies y22 = 1 + c − 2Tα. Then the
corresponding critical values are
± 2T (1−α)/2√1 + c− 2Tα. (2.13.10)
Case 2 : y1y2 = 1. (2.13.9) implies y
2
2 = 1 + c+ 2T
α. Then the critical values
are
± 2T (1−α)/2√1 + c+ 2Tα. (2.13.11)
Thus we must have
1± Tα = √1 + c± 2Tα
from which c = T 2α immediately follows. The proof of Theorem 2.13.1 is complete.

We have thus calculated the potential function of F2(α) using Theorem 1.1.4.
(We use Theorem 1.1.1.1 but not 2 in the proof of Theorem 1.1.4.) Below we check
Theorem 1.1.1.2 for the case of F2(α). For simplicity we consider the case b = 0.
We remark that F2(α) and S
2(1−α)×S2(1+α) are both nef. Therefore it follows
from Theorem 1.3.25.3 that the residue pairing is given by the reciprocal of the
determinant of the Hessian matrix.
We first calculate the Hessian determinant of the potential function (2.13.5) of
S2(1−α)×S2(1+α) at the critical points y1 = ±1, y2 = ±1. (We take xi = log yi
as the coordinate.) It is easy to see that the Hessian matrix is diagonal with entries(
y1
∂
∂y1
)2
(PO) = T (1−α)/2(y1 + y−11 ),
(
y2
∂
∂y2
)2
(PO) = T (1+α)/2(y2 + y
−1
2 ).
Therefore its determinant is:
± 4T. (2.13.12)
We next consider the case of F2(α). The Hessian matrix of (2.13.3) is[
T (1+α)/2(y1 + y
−1
1 y
−2
2 ) 2T
(1+α)/2y−11 y
−2
2
2T (1+α)/2y−11 y
−2
2 T
(1−α)/2(y2 + (1 + T 2α)y−12 ) + 4T
(1+α)/2y−11 y
−2
2
]
For the case y1y2 = −1, y2 = ±(1− Tα), the determinant of this matrix is
−2T
(1+α)/2
y2
· 2T
(1−α)/2(1− 3Tα + T 2α)
y2
− 4T
1+α
y22
= ∓4T.
For the case y1y2 = 1, y2 = ±(1 + Tα), the determinant of this matrix is
2T (1+α)/2
y2
· 2T
(1−α)/2(1 + 3Tα + T 2α)
y2
− 4T
1+α
y22
= ±4T.
Thus they coincide with (2.13.12).
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In other words, the Poincare´ duality pairing between the units of the factors
of the decomposition of QH(F2(α); Λ) ∼= Λ4 gives rise to 1/4T, 1/4T,−1/4T and
−1/4T respectively.
We have thus illustrated Theorem 1.1.1.2 in this case.
CHAPTER 3
Coincidence of pairings
3.1. Operator p and Poincare´ duality
Sections 3.1 - 3.5 are devoted to the proof of Theorem 1.3.34.2. In Sections 3.1,
3.3, we construct a homomorphism
i∗,qm,(b,b,u) : HF ((L(u), b, b); (L(u), b, b); Λ0)→ H(X ; Λ0). (3.1.1)
We now explain how the map ksb is related to a homomorphism
i∗qm,(b,b,u) : H(X ; Λ0)→ HF ((L(u), b, b); (L(u), b, b); Λ0). (3.1.2)
In case POb is a Morse function, we have a splitting
Jac(POb)⊗Λ0 Λ ∼=
∏
y∈Crit(POb)
Λ1y.
See Proposition 1.3.16 and Definition 1.3.17. We note that the proof of Proposi-
tion 1.3.16 is completed at this stage since the proof of Theorem 1.3.34.1 is com-
pleted in Section 2.11. Each critical point y corresponds to a pair (u, b) such that
HF ((L(u), b, b); (L(u), b, b); Λ0) ∼= H(T n; Λ0). ([FOOO6, Theorem 3.12].) So we
identify y to such (u, b) and regard Crit(POb) as the set of such (u, b)’s. We write
1(u,b) in place of 1y. We now decompose ksb(Q) ∈ Jac(POb)⊗Λ0 Λ into
ksb(Q) =
∑
(u,b)∈Crit(POb)
ksb;(u,b)(Q)1(u,b). (3.1.3)
Lemma 3.1.1.
i∗qm,(b,b,u)(Q) = ksb;(u,b)(Q) · PD([L(u)]). (3.1.4)
This lemma is a direct consequence of the definition. See [FOOO10, Theorem
20.23] for the detail of the proof. We are going to construct the adjoint operator
i∗,qm,(b,b,u) of i∗qm,(b,b,u), i.e., the operator satisfying
〈i∗qm,(b,b,u)(Q), P 〉PDL(u) = 〈Q, i∗,qm,(b,b,u)(P )〉PDX . (3.1.5)
Here 〈·, ·〉PDL(u) and 〈·, ·〉PDX are Poincare´ duality pairings on L(u) and X respec-
tively, and Q ∈ H(X ; Λ0) and P ∈ H(L(u); Λ0) ∼= HF ((L(u), b, b); (L(u), b, b); Λ0).
For the proof of Theorem 1.3.34.2 we need to realize the operator i∗,qm,(b,b,u)
geometrically. We use the operator p, which was introduced in [FOOO3, Section
3.8], [FOOO4, Section 7.4], for this purpose. We review it in this section. Let C
be a graded free Λ0,nov module. Here Λ0,nov is the universal Novikov ring:
Λ0,nov =
{ ∞∑
i=0
aiT
λieni ∈ Λnov
∣∣∣∣∣ λi ≥ 0, limi→∞ λi =∞, ai ∈ R
}
.
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(deg e = 2.) We define its degree shift C[1] by C[1]k = Ck+1. We define Bk(C[1]),
B̂(C[1]) as in Section 2.3. We also consider a map ∆k−1 : BC → (BC)⊗k as in
Section 2.3 and use the expression:
∆k−1(x) =
∑
c
xk;1c ⊗ · · · ⊗ xk;kc .
We define cyc : Bk(C[1])→ Bk(C[1]) by
cyc(x1 ⊗ · · · ⊗ xk) = (−1)deg′ xk×(
∑k−1
i=1 deg
′ xi)xk ⊗ x1 ⊗ · · · ⊗ xk−1. (3.1.6)
Here and hereafter we put deg′ x = deg x − 1. We also put deg′(x1 ⊗ · · · ⊗ xk) =∑k
i=1 deg
′ xi.
Definition 3.1.2. Bcyck (C[1]) is the quotient of Bk(C[1]) by the submodule
generated by cyc(x)− x for x ∈ Bk(C[1]). We put:
B̂cyc(C[1]) =
∞̂⊕
k=0
Bcyck (C[1])
the completed direct sum of them.
For a filtered A∞ algebra (C, {mk}∞k=0) we define d̂ : B̂(C[1])→ B̂(C[1]) by
d̂(x) =
∑
c
(−1)deg′ x3;1x3;1c ⊗m|x3;2c |(x3;2c )⊗ x3;3c , (3.1.7)
where we define the nonnegative integer |x| to be the integer k such that x ∈
Bk(C[1]).
The equation d̂ ◦ d̂ = 0 holds by definition of filtered A∞ algebra.
We also define1
δcyc(x) =
∑
c
(−1)deg′ x3;1x3;1c ⊗m|x3;2c |(x3;2c )⊗ x3;3c
+
∑
c:x3;1c 6=1,x3;3c 6=1
(−1)(deg′ x3;1c +deg′ x3;2c ) deg′ x3;3c
m|x3;1c |+|x3;3c |(x
3;3
c ⊗ x3;1c )⊗ x3;2c
−m0(1)⊗ x.
(3.1.8a)
In other words
δcyc(x1 ⊗ · · · ⊗ xk)
=
∑
1≤i≤j+1≤k+1
(−1)∗x1 ⊗ · · · ⊗mj−i+1(xi, . . . , xj)⊗ · · · ⊗ xk
+
∑
1≤i<j≤k
(−1)∗∗mi+k−j+1(xj , . . . , xk, x1, . . . , xi)⊗ xi+1 ⊗ · · · ⊗ xj−1
(3.1.8b)
where
∗ = deg′ x1+· · ·+deg′ xi−1, ∗∗ = (deg′ xj+· · ·+deg′ xk)(deg′ x1+· · ·+deg′ xj−1).
Lemma 3.1.3. δcyc ◦ δcyc = 0.
1 The authors thank to Dr.Ganatra who explained that one needs to subtract the term
m0(1)⊗x in the differential δcyc during the conference on Cyclic symmetry in symplectic geometry
at American Institute of Math. 2009 October.
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The proof is a straightforward calculation which we omit.
We can prove easily that δcyc induces an operator on B̂cyc(C[1]), which we
denote by the same symbol. Therefore (B̂cyc(C[1]), δcyc) is a chain complex.
Remark 3.1.4. We do not need any kind of cyclic symmetry of m in order to
prove the well-definedness of δcyc on B̂cyc(C[1]).
Remark 3.1.5. In [FOOO3, Lemma & Definition 3.8.4], the differential on
B̂cyc(C[1]) is defined by restricting d̂. In this article we defined B̂cyc(C[1]) as a
quotient of B̂(C[1]). So we need to define differential in a different way. (See
Remark 2.3.9.) However they are isomorphic as we show in Remark 3.8.8.
We can generalize the construction of d̂ as follows. Let H be a graded free
Λ0,nov module. We define Ek(H [2]), Ê(H [2]) as in Section 2.3.
Using a sequence of operators
qℓ;k : Eℓ(H [2])⊗Bk(H∗(L;R)[1])→ H∗(L;R)[1] (3.1.9)
k, ℓ = 0, 1, 2, . . . introduced in Section 2.3, we obtain q̂ : E(H [2]) ⊗ B̂(C[1]) →
B̂(C[1]) by
q̂ℓ(y;x) =
∑
c
(−1)deg′ x3;1c (deg′ y+1)x3;1c ⊗ qℓ;|x3;2c |(y;x3;2c )⊗ x3;3c . (3.1.10)
We also define ̂̂q bŷ̂qℓ(y;x) =∑
c
(−1)deg′ x3;1c (deg′ y+1)x3;1c ⊗ qℓ;|x3;2c |(y;x3;2c )⊗ x3;3c
+
∑
c:x3;1c 6=1,x3;3c 6=1
(−1)(deg′ x3;1c +deg′ x3;2c ) deg′ x3;3c
q|x3;1c |+|x3;3c |(y;x
3;3
c ⊗ x3;1c )⊗ x3;2c
− q0(y; 1)⊗ x.
(3.1.11)
It induces q̂cyc : E(H [2])⊗ B̂cyc(C[1])→ B̂cyc(C[1]).
Now we consider C = H(L; Λ0,nov), H = H(X ; Λ0,nov). Here L is a relatively
spin Lagrangian submanifold of a symplectic manifold X . (We do not assume that
X is a toric manifold or L is a torus in this section.) In this case, the operator q
is defined in [FOOO3, Sections 3.8], [FOOO4, Section 7.4]. It was explained in
[FOOO6, Section 2]. In fact, we have
POb(b)PD([L]) =
∞∑
ℓ=0
∞∑
k=0
1
ℓ!
qℓ;k(b
⊗ℓ; b⊗k) (3.1.12)
and
i∗qm,(b,b)(Q) = (−1)degQ
∞∑
ℓ=0
∞∑
k=0
1
ℓ!
qℓ+1;k([Q⊗ b⊗ℓ]; b⊗k).
Here b ∈ H(X ; Λnov,0) and b is a weak bounding cochain of b-deformed filtered A∞
algebra associated with L. (The latter is defined by the condition that the right
hand side of (3.1.12) is proportional to the unit.)
We define the operator GW0,ℓ+1 : Eℓ+1(H(X ; Λ0))→ H(X ; Λ0) by
〈a0, GWℓ+1(a1 ⊗ · · · ⊗ aℓ+1)〉PDX = GWℓ+2(a0 ⊗ a1 ⊗ · · · ⊗ aℓ+1)
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where the right hand side is explained in Section 1.3. Let [x1 ⊗ · · · ⊗ xk] be the
equivalence class of x1 ⊗ · · · ⊗ xk ∈ Bk(C[1]) in Bcyck (C[1]). Let (S(X ; Λ0), δ) be
an appropriate cochain complex whose cohomology group is the cohomology group
of X . (In [FOOO3] we used a countably generated subcomplex of singular chain
complex. In the next section we will use de Rham complex.)
Theorem 3.1.6 ([FOOO3], Theorem 3.8.9). There exists a family of the op-
erators
pℓ;k : Eℓ(H(X ; Λ0,nov)[2])⊗Bcyck (H(L; Λ0,nov)[1])→ S(X ; Λ0,nov)
for k, ℓ = 0, 1, . . . with the following properties.
(1) Let k > 0 and y ∈ Ê(H(X ; Λ0,nov)[2]) and x ∈ B̂cyck (H(L; Λ0,nov)[1]).
Then, we have
δ(p(y;x)) +
∑
c
p(y(2;1)c ; (q̂
cyc(y(2;2)c ;x))) = 0.
(2) Let 1 ∈ B̂cyc0 (H(L; Λ0,nov)[1]) and y ∈ Ê(H(X ; Λ0,nov)[2]). Then we have
δ(p(y; 1)) +
∑
c
(−1)degy(2;1)c p(y(2;1)c ; (q(y(2;2)c ; 1)))
+ G˜W 0,ℓ+1(X)(y; PD[L]) = 0.
Here G˜W 0,ℓ+1 is a homomorphism to S(X ; Λ0,nov) which realizes GW 0,ℓ+1
in the cohomology level.
(3) Let eL = PD[L] be the unit, that is the Poincare´ dual to the fundamental
class of L. Then we have
pℓ;k(y; [eL ⊗ x1 ⊗ · · · ⊗ xk−1]) = 0.
(4) Let eX = PD[X ] be the Poincare´ dual to the fundamental class of X.
Then we have the following:
• If k > 2, or ℓ ≥ 1, then
pℓ+1;k([eX ⊗ y1 ⊗ · · · ⊗ yℓ];x) = 0.
• For ℓ = 1, k = 0,
p1;0(eX ; 1) = i!(eL).
• For ℓ = 1, k = 1,
p1;1(eX ;x) = 0.
(5) For ℓ ≥ 1 we have pk;ℓ ≡ 0 mod Λ+0,nov. (Here Λ+0,nov is the set of all
elements of Λ0,nov such that all the exponents of T is positive.)
Remark 3.1.7. (1) [FOOO3, Theorems 3.8.9 and Proposition 3.8.78]
are the chain level versions of Theorem 3.1.6. It is reduced to the co-
homology version in [FOOO4, Theorem 7.4.192], from which Theorem
3.1.6 immediately follows.
(2) In [FOOO3, (3.8.10.6)] it is claimed that, in case ℓ = 0 and k = 2,
p2;0(1; [eL ⊗ x]) = x. This is actually an error as is also mentioned in
[FOOO12, Remark 15.7]. Namely the right hand side should be zero.
Then it will be a special case of Item 3 above. (We thank a referee who
pointed out an error of this formula.)
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(3) In [FOOO3, Theorem 3.8.9], there is a factor 1/ℓ! in front of the term
G˜W 0,ℓ+1(X)(y; PD[L]). We do not have one here since we take the quo-
tient of BC by the action of symmetric group for the definition of EC,
instead of taking the invariant subset of BC. See Remark 2.3.9.
(4) We mention some of the related works in Section 4.7.
Let x ∈ C[1] be an element of an even (shifted) degree. We consider the element
ex =
∑∞
k=0 x
⊗k ∈ B(C[1]). For w ∈ C, we consider
exwex ∈ B(C[1]), [wex] ∈ BcycC.
Let b ∈ H2(X ; Λ+0,nov) and b ∈ H1(L; Λ+0,nov). We recall eb =
∑
b⊗ℓ/ℓ!. We
assume that (b, b) is a weak bounding cochain. Namely we assume q(eb; eb) =
POb(b)eL, where POb(b) ∈ Λ+0,nov. For x ∈ H(L; Λ0,nov) we define an operator
δb,bcan : H(L; Λ0,nov)→ H(L; Λ0,nov) of degree 1 by δb,bcan(w) = q(eb; [web]). The basic
properties of q (see [FOOO3, Theorem 3.8.32] or [FOOO6, Theorem 2.1]) imply
δb,bcan ◦ δb,bcan = 0.
Definition 3.1.8. We define a homomorphism
i#,qm,(b,b) : H(L; Λ0,nov)→ S(X ; Λ0,nov)
of degree 0 by
i#,qm,(b,b)(x) = p(e
b; [xeb]). (3.1.13)
Lemma 3.1.9. i#,qm,(b,b) is a chain map. Namely we have
δ ◦ i#,qm,(b,b) + i#,qm,(b,b) ◦ δb,bcan = 0.
Note that the boundary operator on H(X ; Λ0,nov) is 0.
Proof. We observe that
∆(eb) = eb ⊗ eb.
It follows that
q̂cyc(eb; [xeb])
= [q(eb; ebxeb)eb] + (−1)deg′ x[xebqcyc(eb; eb)eb]
= [δb,bcan(x)e
b] + (−1)deg′ xPO(b, b)[xebeLeb].
Therefore Theorem 3.1.6 (1) and (3) imply
−(δ ◦ p)(eb; [xeb]) = p(eb; [δb,bcan(x)eb]) = (i#,qm,(b,b) ◦ δb,bcan)(x),
as required. 
We recall
HF ((L(u), b, b); (L(u), b, b); Λ0) =
Kerδb,bcan
Imδb,bcan
.
Therefore i#,qm,(b,b) induces a map (3.1.1). We will discuss (3.1.5) in Section 3.3.
Remark 3.1.10. In this section, where we review general story from [FOOO3]
[FOOO4], we use the universal Novikov ring Λ0,nov which contains two formal
parameters T and e. In other sections of this current paper we use Λ0 which
contains only T . The parameter e is used so that all the operators have the well
defined degree (for example mk has degree 1). Stories over Λ0,nov coefficients and
over Λ0 are basically the same if we take enough care of the degree. Since the ring
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Λ0 behaves better than Λ0,nov from the point of view of commutative algebra, we
use Λ0 in our toric case.
3.2. Cyclic symmetry in the toric case
The discussion on the operator p in Section 3.1 shows that it is essential to use
a system of perturbations of the moduli spaces Mmaink+1;ℓ(β) that is invariant under
the cyclic permutation of the boundary marked points. The cyclic symmetry is also
important when we study the moduli spaces of holomorphic annuli in Section 3.4.
Such a perturbation is constructed in [Fu2]. In this section we adapt this
construction to the present situation and explain how we can apply a similar scheme
to construct the cyclically symmetric analog qc to the operator q. We also study
the relationship between the operators q and qc.
A review of the perturbation to construct the operator q is in Section 2.3. We
next discuss the cyclically symmetric perturbation of Mmaink+1;ℓ(β;p). Let
cyc :Mmaink+1;ℓ(β;p)→Mmaink+1;ℓ(β;p) (3.2.1)
be the map induced by a cyclic permutation of marked points that sends (0, 1, . . . , k)
to (1, . . . , k, 0). It generates the action of Zk+1. We can construct a Kuranishi
structure of Mmaink+1;ℓ(β;p) to which the Zk+1 action extends.
Proposition 3.2.1. There exists a system of continuous families of multisec-
tions satisfying the properties 1-5 stated in Condition 2.3.3. In addition, it also
satisfies:
6. It is invariant under the above Zk+1-action.
Remark 3.2.2. The notion of continuous family of multisections and its appli-
cation to the smooth correspondence in de Rham theory is discussed in [FOOO6,
Section 12]. In our case where there is a T n action, we can perform the construction
there so that the family of multisections is T n-equivariant. We need to include the
case where the parameter space of the family of multisections admits a T n action.
We will describe it in Sections 4.4.
Actually we can work out the whole argument without requiring T n- equivari-
ance of the family of multisections in Proposition 3.2.1. If we perform the construc-
tion in a T n-equivariant way, construction of the canonical model becomes much
simpler. This is the reason why we use the T n-equivariance in Proposition 3.2.1.
On the contrary, in the construction of the operator q where we use a single multi-
section, T n equivariance is used to ensure surjectivity of the evaluation map. This
surjectivity is used in [FOOO6, Proposition 6.6] and to construct the embedding
H1(L(u); Λ0) ⊂ Mweak(L(u); Λ0). In this regard, the latter usage is more serious
than that of the case of Proposition 3.2.1.
Except the statement on T n equivariance, Proposition 3.2.1 follows from [Fu2,
Corollary 3.1]. We can perform the construction in a T n-equivariant way. The
proof is given in detail in Sections 4.3 - 4.4.
Remark 3.2.3. Here is an important remark to be made. In [Fu2] one of
the key idea to construct a cyclically symmetric (family of) perturbations is to
include M0;ℓ(β;p) also. In [FOOO5] the construction of the q-perturbation on
Mk+1;ℓ(β;p) uses the fact that the T n action there is free. This does not hold for
the case k+1 = 0. Therefore the argument of [FOOO5] is not enough to construct
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cyclically symmetric perturbation. It seems that it is necessary to use a continuous
family of multisections for the proof of Proposition 3.2.1.
Definition 3.2.4. We call the system of continuous family of multisections
(perturbations) in Proposition 3.2.1 the c-perturbation and write the corresponding
perturbed moduli space as M0;ℓ(β;p)c.
As we show later in this section, we can use the c-perturbation in place of
the q-perturbation to define an operator that is not only cyclically symmetric but
shares most of the properties of q.
However there is one property of the q-perturbation which is not shared by the
c-perturbation. The next lemma is related to this point. Let p = (p(1), . . . ,p(ℓ))
be T n-invariant cycles as in Section 2.3.
Condition 3.2.5. X is nef and degp(i) = 2 for all i. (Note dimp(i) = 2n −
degp(i).)
Lemma 3.2.6. Assume Condition 3.2.5. We may take a c-perturbation so that
the following holds. Mk+1;ℓ(β;p)c is empty for k ≥ 0 if one of the following is
satisfied:
(1) µ(β) −∑i(2n− dimp(i)− 2) < 0.
(2) µ(β) −∑i(2n− dimp(i)− 2) = 0 and β 6= 0.
Proof. Since degp(i) = 2 for all i, the condition 1 (resp. 2) is equivalent to
µ(β) < 0 (resp. µ(β) = 0 for β 6= 0).
We assume that M1;0(β) is nonempty. By [FOOO5, Theorem 11.1] we have
β = ki1βi1 + · · ·+ ki1βil + α, kij ∈ Z≥0,
where i1, . . . , il ∈ {1, . . . ,m} with µ(βij ) = 2, α ∈ H2(X ;Z) and α is realized by
a sum of holomorphic spheres. Since X is nef, we have c1(α) ≥ 0. This leads a
contradiction to the condition 1 or 2. Thus M1;ℓ(β;p) = ∅.
Here we note that we do not need to perturb the moduli space. Hence it is also
empty after perturbation. 
We recall that the virtual dimension of Mk+1;ℓ(β;p)c is given by
dimMk+1;ℓ(β;p)c = n+ µ(β) + k − 2−
∑
i
(2n− dimp(i)− 2).
So in the situation of Lemma 3.2.6 we have
dimM1;ℓ(β;p)c ≤ n− 2.
Remark 3.2.7. Lemma 3.2.6 is similar to [FOOO6, Corollary 6.6]. However
in [FOOO6, Corollary 6.6] we do not assume Condition 3.2.5. In the situation of
[FOOO6] we can use a single multisection. Then the moduli space with negative
(virtual) dimension can be perturbed and becomes an empty set. Hence we do not
need Condition 3.2.5. But if we use a continuous family of multisections to achieve
the cyclic symmetry, we need Condition 3.2.5.
Definition 3.2.8. We use the perturbed moduli spaceMk+1;ℓ(β;p)c to define
qcℓ;k+1;β : Eℓ(A[2])⊗Bk(H(L(u);R)[1])→ H(L(u);R)[1]
by
qcℓ;k;β([p];h1 ⊗ · · · ⊗ hk) = ev0∗(ev∗(h1 × · · · × hk);Mmaink+1;ℓ(β;p)c) (3.2.2)
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where
(ev0, ev) :Mmaink+1;ℓ(β;p)c → L(u)× L(u)k
and hi are T
n-invariant forms. (Here we use Convention 2.3.14.) The right hand
side of (3.2.2) is independent of the choice of the representative p but depends only
on the equivalence class [p]. This is a consequence of Condition 2.3.3.5.
Next we define
qρ,cℓ;k;β([p];h1 ⊗ · · · ⊗ hk) = ρ(∂β)qcℓ;k;β([p];h1 ⊗ · · · ⊗ hk)
and qρ,cℓ;k =
∑
β T
β∩ω/2πqρ,cℓ;k;β.
Theorem 3.2.9. The operators qρ,cℓ;k;β have the following properties:
(1) (2.3.12a) holds. (We replace q by qρ,c.)
(2) (2.3.12b) and (2.3.12c) hold. (We replace q by qρ,c.)
(3) The operator qρ,cℓ;k;β is cyclic, i.e., satisfies
〈qρ,cℓ;k;β(y;h1, . . . , hk), h0〉cyc
= (−1)deg′ h0(deg′ h1+···+deg′ hk)〈qρ,cℓ;k;β(y;h0, h1, . . . , hk−1), hk〉cyc.
(3.2.3)
Here 〈·, ·〉cyc is defined by (1.3.21), see also Subsection 3.10.1.
Proof. The statements 1 and 2 follow from Condition 2.3.3.1-5 in the same
way as the case of q. The statement 3 is a consequence of Proposition 3.2.1.6. 
Remark 3.2.10. (1) As we mentioned in Remark 2.3.6, we need to fix an
energy level E0 and restrict the construction of the family of multisections
for the moduli space of maps of homology class β with β ∩ω ≤ E0, by the
reason explained in [FOOO4, Subsection 7.2.3]. (After that, we can use
homological algebra to extend construction of the operators to all β’s.)
This process is discussed in [Fu2, Section 14], following [FOOO4,
Section 7.2]. In the current T n-equivariant case, we can perform the same
construction in a T n-equivariant way. We will not repeat this kind of
remarks in other similar situations in the rest of this paper.
(2) The sign of (3.2.3) looks different from the one in [FOOO3] at glance but
is mathematically consistent. We here use the sign convention of [Fu2].
See [Fu2, Lemma 6.1] about the relationship between two conventions.
Definition 3.2.11. Let b ∈ Heven(X ; Λ0) and ρ : H1(L(u);Z) → C∗ a local
system. We write
b = b0 + b2 + bhigh
where b0 ∈ H0(X ; Λ0), b2 ∈ H2(X ; Λ0), bhigh ∈ H2m(X ; Λ0) (m > 1). We define
mc,b,ρk;β : Bk(H(L;R)[1])→ H(L;R)[1] by
mc,b,ρk (h1, . . . , hk)
=
∑
β
∞∑
ℓ=0
T β∩ω/2π
ℓ!
ρ(∂β) exp(b2 ∩ β)qcℓ;k;β(bℓhigh;h1, . . . , hk).
(3.2.4)
Let b ∈ Hodd(L(u); Λ0). We define
b = b0 + b+
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where b0 ∈ H1(L(u);C) and b+ ∈ H1(L(u); Λ+) ⊕
⊕
m>0H
2m+1(L(u); Λ0). We
define ρ : H1(L(u);Z)→ C∗ by γ 7→ eγ∩b0 . We define
mc,b,bk (h1, . . . , hk) =
∑
l0,...,lk
mc,b,ρk+
∑
li;β
(bl0+, h1, b
l1
+, . . . , b
lk−1
+ , hk, b
lk
+ ). (3.2.5)
In the rest of this paper we consider T n-invariant differential forms unless
otherwise stated and hence we work with the canonical model.
Remark 3.2.12. Convergence of the series in the right hand side of (3.2.5) is
proved in the same way as in the proof of Lemma 2.4.14.
We handle degree 2 classes b2 in a different way from higher degree classes
bhigh. We do so for the proof of convergence of (3.2.5) and similar other series.
Proposition 3.2.13. (H(L(u); Λ0), {mc,b,ρk }∞k=0) and (H(L(u); Λ0), {mc,b,bk }∞k=0)
are unital and cyclically symmetric filtered A∞ algebras.
Proof. This follows from Theorem 3.2.9. 
Lemma 3.2.14. If X is nef and b ∈ H2(X ; Λ0), then
H1(L(u); Λ+) ⊂ M̂weak((H(L(u); Λ0), {mc,b,ρk }∞k=0); Λ+).
Proof. This follows from Lemma 3.2.6 in the same way as [FOOO6, Propo-
sition 3.1] follows from [FOOO6, Corollary 6.6]. 
We note that without the assumption that X is nef and b ∈ H2(X ; Λ0) it is not
yet clear at this stage whether (H(L(u); Λ0), {mc,b,ρk }∞k=0) is weakly unobstructed.
We will prove this below by comparing qc with q. We use the bifurcation method
for this purpose. (See [FOOO4, Subsection 7.2.14] about the cobordism method
and the bifurcation method.)
Let H = H(L(u); Λ0) and H = H(L(u);R). We consider the set of formal sums
a(t) + dt ∧ b(t) (3.2.6)
where a(t) ∈ C∞([0, 1], Hk), b(t) ∈ C∞([0, 1], Hk−1). We denote the set of such
expressions (3.2.6) by C∞([0, 1] × H)k. We will define a filtered A∞ structure on
C∞([0, 1]×H) (in Definition 3.2.20) as follows:
We assume that, for each t ∈ [0, 1], we have operations:
qtℓ;k,β : Eℓ(A[2])⊗Bk(H [1])→ H [1] (3.2.7)
of degree −µ(β) + 1 and
Qtℓ;k,β : Eℓ(A[2])⊗Bk(H [1])→ H [1] (3.2.8)
of degree −µ(β). We put
qtk,β =
∞∑
ℓ=0
qtℓ,k,β, q
t
β =
∞∑
k=0
qtk,β,
Qtk,β =
∞∑
ℓ=0
Qtℓ,k,β, Q
t
β =
∞∑
k=0
Qtk,β.
126 3. COINCIDENCE OF PAIRINGS
Definition 3.2.15. We say qtℓ;k,β is smooth if for each given y1, . . . , yℓ, x1, . . . , xk
t 7→ qtℓ;k,β(y1, . . . , yℓ;x1, . . . , xk)
is an element of C∞([0, 1], H). The smoothness of Qtℓ;k,β is defined in the same
way.
Definition 3.2.16. We say (H, {qtℓ;k,β}, {Qtℓ;k,β}) is a pseudo-isotopy of unital
G-gapped filtered A∞ algebras with bulk if the following holds:
(1) qtℓ;k,β and Q
t
ℓ;k,β are smooth.
(2) For each (but fixed) t, the pair (H, {qtk,β}) satisfies the conclusion of
Proposition 3.2.9.
(3) Let x ∈ Bk(H [1]), y ∈ Eℓ(A[2]). We put
∆2x =
∑
c1∈C1
xc1;1 ⊗ xc1;2 ⊗ xc1;3, ∆shuffy =
∑
c2∈C2
yc2;1 ⊗ yc2;2.
(Here ∆shuff is the shuffle coproduct on E(A[2]). See Remark 2.3.9.) Then
we have
d
dt
qtβ(y;x)
+
∑
c1∈C1
∑
c2∈C2
∑
β1+β2=β
(−1)∗Qtβ1(yc2;1;xc1;1, qtβ2(yc2;2;xc1;2),xc1;3)
−
∑
c1∈C1
∑
c2∈C2
∑
β1+β2=β
(−1)∗∗qtβ1(yc2;1;xc1;1,Qtβ2(yc2;2;xc1;2),xc1;3)
= 0.
(3.2.9)
Here the sign is given by ∗ = deg′ yc2;1 + deg′ xc1;1 + deg′ xc1;1 deg′ yc2;2
and ∗∗ = deg′ xc1;1 deg′ yc2;2 .
(4) qtℓ;k,β0 is independent of t, and Q
t
k,β0
= 0. (Here β0 = 0 in H2(X ;L(u)).)
(5) q0ℓ;k,β satisfies (2.3.12a).
Proposition 3.2.17. There exists a pseudo-isotopy (H, {qtk,β}, {Qtk,β}) of uni-
tal G-gapped filtered A∞ algebras with bulk such that:
(1) q0ℓ;k,β = q
ρ
ℓ;k,β.
(2) q1ℓ;k,β = q
ρ,c
ℓ;k,β.
Proof. The proof is based on the following lemma.
Lemma 3.2.18. There exists a system of continuous family of multisections par
on [0, 1] ×Mmainℓ;k+1;β(β;p) with the following properties. We use s to parametrize
[0, 1].
(1) The [0, 1] parametrized version of Condition 2.3.3 holds.
(2) At s = 0 our family of multisections par coincides with q perturbation.
(3) At s = 1 our family of multisections par coincides with c perturbation.
Proof. This is a straightforward analogue of the construction of q perturba-
tion. 
We use the perturbed moduli space ([0, 1]×Mk+1;ℓ(β;p))par to define
qQℓ;k;β : Eℓ(A[2])⊗Bk(H(L(u);R)[1])→ C∞([0, 1],Λ∗([0, 1])⊗H(L(u);R))
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(where Λ∗([0, 1]) is the vector bundle of differential forms on [0, 1]) by
qQℓ;k;β([p];h1 ⊗ · · · ⊗ hk)
= (evs, ev0)∗(ev∗(h1 × · · · × hk);Mmaink+1;ℓ(β;p)par).
(3.2.10)
Here
(ev0, ev) : ([0, 1]×Mmaink+1;ℓ(β;p))par → L(u)× L(u)k
are the evaluation maps at boundary marked points and
evs : ([0, 1]×Mmaink+1;ℓ(β;p))par → [0, 1]
is the projection.
We next define
qQρℓ;k([p];h1 ⊗ · · · ⊗ hk)
=
∑
β∈H2(X;L(u);Z)
T β∩ω/2πρ(∂β)qQℓ;k;β([p];h1 ⊗ · · · ⊗ hk).
We restrict it to T n-invariant forms and obtain qQρ,canℓ;k . By decomposing it into
the part which contains ds and into the part which does not contain ds, we obtain
Qt and qt respectively which have the required properties. This finishes the proof
of Proposition 3.2.17. 
Lemma 3.2.19. Suppose that Condition 3.2.5 holds. Then
qtℓ;k;β([p];h1, . . . , hk) = 0, Q
t
ℓ;k;β([p];h1, . . . , hk) = 0
if one of the following conditions is satisfied.
(1) µ(β) −∑i(2n− dimp(i)− 2) < 0.
(2) µ(β) −∑i(2n− dimp(i)− 2) = 0 and β 6= 0.
The proof is similar to that of Lemma 3.2.6 and so omitted.
Definition 3.2.20. Let b ∈ Heven(X ; Λ0) and ρ : H1(L(u);Z)→ C∗. We write
b = b0 + b2 + bhigh where b0 ∈ H0(X ; Λ0), b2 ∈ H2(X ; Λ0), bhigh ∈ H2m(X ; Λ0)
(m > 1). We define
mt,b,ρk (h1, . . . , hk)
=
∑
β
∞∑
ℓ=0
T β∩ω/2π
ℓ!
ρ(∂β) exp(b2 ∩ β)qtℓ;k;β(bℓhigh;h1, . . . , hk),
ct,b,ρk,b (h1, . . . , hk)
=
∑
β
∞∑
ℓ=0
T β∩ω/2π
ℓ!
ρ(∂β) exp(b2 ∩ β)Qtℓ;k;β(bℓhigh;h1, . . . , hk).
(3.2.11)
Let b ∈ Hodd(L(u); Λ0). We define b = b0 + b+ where b0 ∈ H1(L(u);C) and b+ ∈
H1(L(u); Λ+)⊕
⊕
m>0H
2m+1(L(u); Λ0). We define a local system ρ : H1(L(u);Z)→
C∗ by
ρ : γ 7→ eγ∩b0
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and define
mt,b,bk (h1, . . . , hk) =
∑
l0,...,lk
mt,b,ρk+
∑
li;β
(bl0+ , h1, b
l1
+, . . . , b
lk−1
+ , hk, b
lk
+ ),
ct,b,bk (h1, . . . , hk) =
∑
l0,...,lk
Qt,b,ρk+
∑
li;β
(bl0+ , h11, b
l1
+, . . . , b
lk−1
+ , hk, b
lk
+ ).
(3.2.12)
We consider xi(t) + dt ∧ yi(t) = xi ∈ C∞([0, 1], C). We define
m̂t,b,ρk,β (x1, . . . ,xk) = x(t) + dt ∧ y(t),
where
x(t) = mt,b,ρk,β (x1(t), . . . , xk(t)) (3.2.13a)
y(t) =ct,b,ρk,β (x1(t), . . . , xk(t))
−
k∑
i=1
(−1)∗imt,ρk,β(x1(t), . . . , xi−1(t), yi(t), xi+1(t), . . . , xk(t))
(3.2.13b)
if (k, β) 6= (1, β0) (β0 = 0 ∈ H2(X ;L(u))) and
y(t) =
d
dt
x1(t) +m
t,b,ρ
1,β0
(y1(t)) (3.2.13c)
if (k, β) = (1, β0). Here ∗i in (3.2.13b) is ∗i = deg′ x1 + · · ·+ deg′ xi−1. We define
m̂t,b,bk,β in a similar way.
We put
(Evalt=0)1(x(t) + dt ∧ y(t)) = x(0), (Evalt=1)1(x(t) + dt ∧ y(t)) = x(1),
(Evalt=0)k = (Evalt=1)k = 0, for k 6= 1.
Lemma 3.2.21. (C∞([0, 1] × H), {m̂t,b,ρk,β }) is a G gapped unital filtered A∞
algebra.
Evalt=0 is a strict unital filtered A∞ homomorphism from (C∞([0, 1]×H), {m̂t,b,ρk,β })
to (H, {mb,ρk,β}).
Evalt=1 is a strict unital filtered A∞ homomorphism from (C∞([0, 1]×H), {m̂t,b,ρk,β })
to (H, {mc,b,ρk,β }).
The proof is a straightforward calculation from Proposition 3.2.17.
Corollary 3.2.22. (H, {mc,b,ρk,β }) is unital isomorphic to (H, {mb,ρk,β}).
Remark 3.2.23. Here an ‘isomorphism’ between two filtered A∞ algebras
means a fitered A∞ homomorphism which has an inverse. Note such a homo-
morphism is in general nonlinear. By this reason it is called ‘quasi-isomorphism’
sometimes. We use the word ‘isomorphism’ here for the consistency with [FOOO3].
Note it is an isomorphism in the usual sense of category theory in the category
whose object is a filtered A∞ algebra and whose morphism is a filtered A∞ homo-
morphism.
Since Eval induces an isomorphism onm1,0-cohomology, this follows from Lemma
3.2.21 and [FOOO3, Theorem 4.2.45]. (Note in the our case m1,0 = 0 so homo-
topy equivalence has an inverse. See [FOOO3, Proposition 5.4.5].) See also [Fu2,
Proposition 4.1]. The isomorphism constructed there from the pseudo-isotopy in
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Lemma 3.2.21 turns out to be the isomorphism obtained by the cobordism method
as in [FOOO3, Subsection 4.6.1] using the time-ordered-product moduli space.
Hereafter we fix an isomorphism
F : (H, {mb,ρk,β})→ (H, {mc,b,ρk,β }). (3.2.14)
We note that
F ≡ identity mod Λ+. (3.2.15)
Corollary 3.2.22 implies
F∗(H1(L(u); Λ+)) ⊂ M̂weak((H, {mc,b,ρk,β }); Λ+) (3.2.16)
and twisting the boundary map by non-unitary local systems ρ enables us to extend
the domain of F to H1(L(u); Λ0).
Remark 3.2.24. Since the isomorphism F may increase the degree, the image
F∗(H1(L(u); Λ+)) may not necessarily be contained in H1(L(u); Λ+) again. The
authors do not know whether we can take F∗ so that its image is contained in
H1(L(u); Λ+). As a matter of fact, it is in general very hard to calculate the map
mc,b,ρk,β .
However, there are two particular cases for which F∗(H1(L(u); Λ+)) is con-
tained in the degree one cohomology H1(L(u); Λ0). We discuss these two cases in
detail now.
Lemma 3.2.25. If dimension of L(u) is 2, then
H1(L(u); Λ+) ⊂ M̂weak((H, {mc,b,ρk,β }); Λ+).
Proof. We note that F∗ preserves the parity of the degree of the elements.
For the case of dimension 2, the elements of odd degree are necessarily of degree 1.
The lemma then follows from (3.2.16). 
Lemma 3.2.26. If X is nef and b ∈ H2(X ; Λ0), then
C∞([0, 1]×H1(L(u); Λ+)) ⊂ M̂weak((C∞([0, 1]×H), {m̂t,b,ρk,β }); Λ+).
Proof. This follows from Lemma 3.2.19 in the same way as [FOOO6, Propo-
sition 3.1] follows from [FOOO6, Corollary 6.6]. 
Corollary 3.2.27. If X is nef and b ∈ H2(X ; Λ0), then F∗ is an identity map
on H1(L(u); Λ+). In particular,
H1(L(u); Λ+) ⊂ M̂weak((H, {mc,b,ρk,β }); Λ+).
This is immediate from Lemma 3.2.26.
Definition 3.2.28. Let b = b0 + b+ ∈ H1(L(u); Λ0), where b0 ∈ H1(L(u);C)
and b+ ∈ H1(L(u); Λ+). The term b0 induces the representation ρ = ρb0 as before.
We put bc+ = F∗(b+) and bc = b0 + bc+.
We next consider the homomorphism
i∗qm,(b,b,u) : H(X ; Λ0)→ H(L(u); Λ0)
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in (3.1.1). It is defined as:
i∗qm,(b,b,u)(Q)
=
∑
β
∑
ℓ
∑
k
T β∩ω/2π
ℓ!
ρ(∂β)eb2∩βqℓ+1;k;β(Q⊗ bℓhigh; b+, . . . , b+). (3.2.17)
We replace q by qc above and b+ by b
c
+ and obtain:
ic∗qm,(b,bc,u) : H(X ; Λ0)→ H(L(u); Λ0).
Remark 3.2.29. In case deg b+ = 1, we can rewrite (3.2.17) to∑
β
∑
ℓ
T β∩ω/2π
ℓ!
ρb(∂β)eb2∩βqℓ+1;0;β(Q ⊗ bℓhigh; 1). (3.2.18)
See Section 4.1. In the current circumstance, bc+ may not have degree one. Because
of this we can not replace (3.2.17) by (3.2.18) in our definition of ic∗qm,(b,bc,u).
Lemma 3.2.30. If F∗(b+) = bc+, then
F∗ ◦ i∗qm,(b,b,u) = ic∗qm,(b,bc,u). (3.2.19)
Proof. We take b˜+ which goes to b+ and b
c
+ by Evalt=0 and Evalt=1 respec-
tively. We use qQℓ;k;β : Eℓ(A[2])⊗Bk(H(L(u);R)[1])→ C∞([0, 1], H(L(u); Λ0))[1]
to define i∗paraqm,(b,b,u) : H(X ; Λ0)→ C∞([0, 1]×H(L(u); Λ0)) in the same way. Then
we have a commutative diagram:
H(X ; Λ0)
ic∗qm,(b,bc,u)−−−−−−−→ H(L(u); Λ0)
‖
xEvalt=1
H(X ; Λ0)
i∗para
qm,(b,b˜,u)−−−−−−→ C∞([0, 1]×H(L(u); Λ0))
‖
yEvalt=0
H(X ; Λ0)
i∗qm,(b,b,u)−−−−−−→ H(L(u); Λ0)
(3.2.20)
By taking the cohomology of C∞([0, 1]×H(L(u); Λ0)), the right hand side becomes
an isomorphism which is nothing but F∗. The lemma follows. 
Remark 3.2.31. We describe the morphism F for the case in which n = 2 but
X is not nef, and explain how qc could be different from q. Namely we compare
PO and POc = PO ◦ F−1∗ . Note that
POc(0; b) =
∑
β
∑
k≥0
ρ(∂β)eb2∩βqc0;k+1;β(1; b+, . . . , b+)T
β∩ω/2π. (3.2.21)
Here b = b0 + b+ ∈ H1(L(u); Λ0), b0 ∈ H1(L(u);C), b+ ∈ H1(L(u); Λ+), and ρ is
induced by b0 as before.
We consider the moduli space [0, 1]×Mmaink+1;0(β) and its family of multisections
par as in Lemma 3.2.18.
We recall that in (3.2.21) we take the sum over β with µ(β) = 2. On the other
hand,
dim([0, 1]×Mmain1:0 (β)) = n+ µ(β) + 1− 3 + 1 = µ(β) + 1. (3.2.22)
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(Here we use n = 2.) Therefore, in case µ(β) = 0, 2, this moduli space can be
nonempty and
ev0∗
(
([0, 1]×Mmain1:0 (β))par
)
∈ C∞([0, 1], H2−µ(β)(L(u);R))⊕ dt ∧ C∞([0, 1], H1−µ(β)(L(u);R)).
We put the left hand side as
c(β)(t) + dt ∧ e(β)(t).
Now let us consider an element b+ ∈ H1(L(u); Λ+) of form
b+ =
∑
β:µ(β)=2
T β∩ω/2πbβ , bβ ∈ H1(L(u);C).
We solve the ordinary differential equation
dbβ(t)
dt
+
∑
β1,β2
β1+β2=β,µ(β1)=0
exp(bβ2(t) ∩ ∂b1)e(β1)(t) = 0
with initial value bβ(0) = bβ . Then we can prove that
F∗(b+) =
∑
β:µ(β)=2
T β∩ω/2πbβ(1).
(There is a related argument by Auroux [Aur1].)
3.3. Operator p in the toric case
We now start the definition of p. Consider the moduli space Mmaink;ℓ+1(β) and
the evaluation map
ev = (evint, ev, evint0 ) :Mmaink;ℓ+1(β)→ Xℓ × L(u)k ×X.
We note that the 0-th marked point is an interior marked point in this case. So the
target of evint0 is X . Let p = (p(1), . . . ,p(ℓ)) be T
n invariant cycles as in Section
2.3. We put
Mmaink;ℓ+1(β;p) =Mmaink;ℓ+1(β)evint × (p(1)× · · · × p(ℓ)).
Lemma 3.3.1. The moduli spaces Mmaink;ℓ+1(β;p) have T n-equivariant Kuranishi
structures with boundaries and corners, which we call p-Kuranishi structures. There
exists a system of families of multisections, which we call p-multisections, on them
such that:
(1) It is T n-equivariant and disk-component-wise. (We define the notion,
‘disk-component-wise’ in Definition 4.2.2.)
(2) It is invariant under the cyclic permutation of boundary marked points.
(3) It is compatible with the forgetful map of boundary marked points.
(4) It is transversal to zero.
(5) ev+0 :Mmaink;ℓ+1(β;p)p → X is a submersion.
(6) If k > 0, then its boundary is described by the following fiber product:
Mmaink1+1;ℓ1(β1;p1)cev0 ×evi Mmaink2;ℓ2+1(β2;p2)p.
Here β1+ β2 = β, k1+ k2 = k+1, (p1,p2) = Split(p, (L1,L2)), |pi| = ℓi,
i = 1, . . . , k2.
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(7) If k = 0 and ∂β = 0 ∈ H1(L(u);Z), there is another type of boundary
component
M0;ℓ+2(X ; β˜;p)pevℓ+1 ×X L(u).
Here β˜ ∈ H2(X ;Z) with i∗(β˜) = β under the natural map i∗ : H2(X ;Z)→
H2(X,L(u);Z) and M0;ℓ+2(X ; β˜) is the moduli space of genus zero stable
maps (without boundary) to X with ℓ+ 2 marked points representing the
class β˜ and M0;ℓ+2(X ; β˜;p) = M0;ℓ+2(X ; β˜)ev ×Xℓ (p(1) × · · · × p(ℓ)).
(See [FOOO3, Proposition 3.8.27] for the boundary of type 7.)
The lemma can be proved in the same way as [Fu2, Theorem 3.1 and Corollary
3.1] except the statement on T n equivariance. The detail of the proof is given in
Sections 4.3 and 4.4. We note that on the ‘bubble’ components in Item 6 we always
use the c-perturbation.
We note that the boundary of type 7 corresponds to the term G˜W 0,ℓ+1(X)(y; PD[L])
in Theorem 3.1.6.2. In our case of toric fiber, this term is zero in the homology
level since [L(u)] = 0 in H(X ;Z). The term G˜W 0,ℓ+1(X)(y; PD[L]) appears only
in Theorem 3.1.6.2, which is the case k = 0, and not in Theorem 3.1.6.1, where
k > 0. We note that the case k = 0 is never used in this paper. In fact, we use p to
obtain the map i#,qm,(b,b) as in Definition 3.1.8, where the case k = 0 is not used.
To study the Poincare´ duality pairing (3.1.5), it is convenient to use de Rham
complex of X as the target of the operator p. This leads us to use a continuous
family of multisections. We note that we have already chosen multisections on
Mmaink+1;ℓ(β;p)c.
Definition 3.3.2. For k > 0, we define
pℓ;k;β : Eℓ(A(Λ0)[2])⊗Bcyck (H(L(u); Λ0)[1])→ Ω(X)
by
pℓ;k;β([p]; [h1 ⊗ · · · ⊗ hk]) = ev+0∗(ev∗(h1 × · · · × hk);Mmaink;ℓ+1(β;p)p). (3.3.1)
(We use Convention 2.3.14.) The right hand side is independent of the choice of rep-
resentative h1⊗· · ·⊗hk but depends only on its equivalence class in Bcyck (H(L(u); Λ0)[1])
by Lemma 3.3.1.2. (Hereafter we do not repeat similar remark.) We put
p
(u,b)
ℓ;k =
∑
β∈H2(X;L(u);Z)
T β∩ω/2πy(u)∂β∩e11 · · · y(u)∂β∩enn pℓ;k;β.
This defines a map EℓA(Λ0)[2]⊗Bcyck (H(L(u); Λ0)[1])→ Ω(X)⊗̂Λ〈〈y(u), y(u)−1〉〉.
When p contains f0 = PD[X ] = eX , we use Theorem 3.1.6.4 as a part of the
definition of p.
We fix u ∈
◦
P . (In Sections 3.3-3.5 it is unnecessary to move u and regard the
operations as the ones over Λ〈〈y, y−1〉〉
◦
P
0 .)
Theorem 3.3.3. The map p defined above satisfies Theorem 3.1.6.1-5, where
we take qc instead of q.
Proof. Below we prove Theorem 3.1.6 Items 1-5.
Proof of Items 1 & 2: These follow from Lemma 3.3.1 and Definition 3.3.2.
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Proof of Item 3: Note eL = 1 ∈ H0(L(u); Λ0). On the other hand, Lemma
3.3.1.3 implies that the following diagram commutes:
Mmaink;ℓ+1(β;p)p
ev+0−−−−→ Xyforget ‖
Mmaink−1;ℓ+1(β;p)p
ev+0−−−−→ X
(3.3.2)
Item 3 follows easily.
Item 4 is a consequence of the definition.
Item 5 follows from the fact that the moduli space for β = 0 contributes only
to p2,0 which gives the usual wedge product. 
Now we use p(u,b) to define a map
i#,qm,(b,b,u) : H(L(u); Λ0)→ Ω(X).
Write b = b2 + bhigh where b2 has degree 2 and bhigh has degree higher than 2.
Definition 3.3.4. We define
i#,qm,(b,b,u)(h) =
∑
β
∑
ℓ
T β∩ω/2π
ℓ!
exp (β ∩ b2)ρb(∂β)pℓ;1;β(b⊗ℓhigh;h).
Here ρb is the representation of π1(L(u)) obtained from b as before.
Remark 3.3.5. If b = b0 + b+ where b0 is of degree 1 and the degree of b+ is
> 1, then we have
i#,qm,(b,b,u)(h) =
∑
β
∑
ℓ,k
T β∩ω/2π
ℓ!
exp (β ∩ b2) exp(b0∩∂β)pℓ;k+1;β(b⊗ℓhigh; [h⊗b⊗k+ ]).
This expression is closer to (3.1.13) than the above definition. See Section 4.1.
We consider the boundary operator defined from qcℓ;k;β in the same way as
(2.3.20) on H(L(u); Λ0). We consider the usual derivation d on Ω(X).
Lemma 3.3.6. i#,qm,(b,b,u) is a chain map.
The proof is the same as the proof of Lemma 3.1.9. Thus i#,qm,(b,b,u) induces
a map
i∗,qm,(b,b,u) : HF ((L(u); (b, b)), (L(u); (b, b)); Λ0)→ H(X ; Λ0). (3.3.3)
We now consider the pairing 〈·, ·〉PDL(u) by
〈h′, h〉PDL(u) =
∫
L(u)
h′ ∧ h (3.3.4)
and 〈·, ·〉PDX by
〈Q, v〉PDX =
∫
Q
v =
∫
X
PDX(Q) ∧ v. (3.3.5)
We also recall the map
ic∗qm,(b,b,u) : H(X ; Λ0)→ H(L(u); Λ0)
introduced in Section 3.2.
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Lemma 3.3.7. For any Q ∈ A(X), the element ic∗qm,(b,b,u)(Q) is contained in
Λ0 · {eL}.
Proof. By definition, i∗qm,(b,b,u)(Q) is proportional to the unit which is a
degree-zero form. (See Lemma 3.1.1.) Since F is unital filtered A∞ homomor-
phism, F∗ sends the unit to the unit. Then Lemma 3.3.7 follows from Lemma
3.2.30. 
The following theorem describes the relationship between the maps ic∗qm,(b,b,u)
and i∗,qm,(b,b,u).
Theorem 3.3.8. Let Q ∈ A(X) and h ∈ H∗(L(u); Λ0). Then we have
〈ic∗qm,(b,b,u)(Q), h〉PDL(u) = 〈Q, i∗,qm,(b,b,u)(h)〉PDX . (3.3.6)
Corollary 3.3.9. If the degree n component of h is zero, then the right hand
side of (3.3.6) is zero.
Proof. This follows from Theorem 3.3.8 and Lemma 3.3.7. 
Proof of Theorem 3.3.8. Let p ∈ Eℓ(A[2]). We put
∆p =
∑
c
p1;c ⊗ p2;c,
where pi;c ∈ Eℓc;i(A[2]). The following is the key geometric result on which the
proof of (3.3.6) is based.
Lemma 3.3.10. [0, 1]×Mmaink+1;ℓ+1(β;p) has a Kuranishi structure and its bound-
ary is the union of following 4 types of fiber products:
(1) {0} ×Mmaink+1;ℓ+1(β;p).
(2) {1} ×Mmaink+1;ℓ+1(β;p).
(3) Mk1+1;ℓc;1(β1;p1;c)ev0 ×evj
(
[0, 1]×Mmaink2+2;ℓc;2+1(β2;p2;c)
)
. Here k1 +
k2 = k, β1 + β2 = β, j = 1, . . . , k2 + 1.
(4)
(
[0, 1]×Mk1+1;ℓc;1+1(β1;p1;c)
)
ev0 ×evj Mmaink2+2;ℓc;1(β2;p2;c). Here k1 +
k2 = k, β1 + β2 = β, j = 1, . . . , k2 + 1.
And there exists a system parap of a continuous family of multisections on [0, 1]×
Mmaink+1;ℓ(β;p) with the following properties:
(a) It is transversal to zero and T n-equivariant.
(b) It is invariant under the cyclic permutation of the boundary marked points
and under the permutations of the interior marked points.
(c) It is compatible with the forgetful map of the boundary marked points.
(d) On the boundary component of type 1 above it coincides with c perturba-
tion, and on the boundary component of type 2 above it coincides with p
perturbation.
(e) On the boundary component of type 3 above it is compatible. Here we put
the c perturbation for the first factor.
(f) On the boundary component of type 4 above it is compatible. Here we put
the c perturbation for the second factor.
Proof. We recall that the 0-th marked point is the interior marked point
when we define p and parap. So when we consider the codimension one boundary
ofMmaink,ℓ+1(β;p) the p or parap-perturbation is applied to the factor containing the
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0-th marked point. Once this point is understood, the proof is the same as other
similar statements which we discuss in Sections 4.3, 4.5. (We remark that we use
the cyclic symmetry of parap (Lemma 3.3.10 (b)) together with cyclic symmetry of
p, here.) 
Going back to the proof of the theorem, we apply Stokes’ formula and obtain∫
∂([0,1]×Mmaink+1;ℓ+1(β;p))parap
(ev, ev0)
∗((bc+)
⊗k × h)
=
∫
([0,1]×Mmaink+1;ℓ+1(β;p))parap
(ev, ev0)
∗(d((bc+)
⊗k × h)) = 0.
(3.3.7)
Remark 3.3.11. In the proofs of the identity (3.3.7) and of similar others, we
use the integration of a differential form (or integration along the fiber of a map) on
the zero set of a continuous family of multisections. The dimension of this zero set
is given by the sum of the (virtual) dimension of the space with Kuranishi structure
and that of the parameter space W . (Note W is defined only locally.) We choose a
(T n-invariant) smooth form ω with compact support on W that has degree dimW
and total mass 1, and do integration of a differential form after we take a wedge
product with this form. So strictly speaking, the integrand of the left hand side
of (3.3.7) should actually be (ev, ev0)
∗((bc+)
⊗k × h) ∧ ω, for example. By abuse of
notations, however, we write this integration just as (3.3.7) here and henceforth.
See [FOOO6, Section 12] for the precise definition.
We decompose the left hand side of (3.3.7) according to the decomposition of
the boundary to Lemma 3.3.10.1-4. Let us write the term corresponding to Lemma
3.3.10.m as
C(β;p; k; ℓ;m), m = 1, 2, 3, 4.
We put
b⊗ℓhigh =
∑
I∈Iℓ
cIfi1 ⊗ · · · ⊗ fiℓ =
∑
I∈Iℓ
cIfI . (3.3.8)
Here Iℓ is the set of multi-indices I = (i1, . . . , iℓ) and cI ∈ Λ0.
We now calculate∑
ℓ,k,β
∑
I∈Iℓ
cI
ℓ!
ρ(∂β)eb2∩ωC(β; fI ⊗Q; k; ℓ;m) (3.3.9)
for m = 1, 2, 3, 4.
The cases m = 1 and m = 2 give rise to the left and the right hand sides of
Theorem 3.3.8 by Lemma 3.3.10 (d) respectively.
Let us consider the case m = 3. Decompose I = I1 ⊔ I2 for Ij ∈ Iℓj , j = 1, 2
with ℓ1 + ℓ2 = ℓ and k = k1 + k2, β = β1 + β2,p = p1 ⊗ p2. Then, thanks to
∆shuff(e
b) = eb ⊗ eb (see Remark 2.3.9) we have
∆shuff(e
b) =
∑
ℓ1,ℓ2
∑
I1∈Iℓ1
∑
I2∈Iℓ2
cI1 fI1 ⊗ cI2 fI2 . (3.3.10)
We put
E =
∑
β1,ℓ1,k1
∑
I1∈Iℓ1
cI1
ℓ1!
ev0∗
(
(ev)∗((bc+)
⊗k1);Mmaink1+1;ℓ1+1(β; fI1 ×Q)c
)
. (3.3.11)
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This is an element of H(L(u); Λ0). Using (3.3.10), the case m = 3 of (3.3.9)
becomes:∑
β2,ℓ2,k2
k2∑
j=1
∑
I2∈Iℓ2
cI2
ℓ2!
ρ(∂β)eb2∩ω
∫
([0,1]×Mmaink2+1;ℓ2+1(β2;p2))parap
(ev, ev0)
∗((bc+)
j × E × (bc+)k2−j × h).
(3.3.12)
In the same way as the proof of Lemma 3.3.7, we can prove that E is proportional
to the unit. Therefore Lemma 3.3.10 (c) implies that (3.3.12) is 0. Namely (3.3.9)
is zero for the case m = 3.
We finally consider the case m = 4. We define
F =
∑
β1,ℓ1,k1
∑
I1∈Iℓ1
cI1
ℓ1!
ρ(∂β)eb2∩ω
ev0∗
(
ev∗(bc+)
k1 ; [0, 1]×Mmaink1+1;ℓ1+1(β; fI1 ×Q)parap
)
.
(3.3.13)
Then, by using (3.3.10), the case m = 4 of (3.3.9) is∑
β2,ℓ2,k2
∑
I2∈Iℓ2
k2∑
j=1
cI2
ℓ2!
ρ(∂β)eb2∩ω
ev0∗
(
(ev)∗((bc+)
j × F × (bc+)(k2−j) × h);Mmaink2+1;ℓ2+1(β; fI2)c
)
.
(3.3.14)
By definition this is
〈δb,bcc (F ), h〉PDL(u)
and is zero. This is because (u, bc) is a critical point of POcb and so δ
b,bc
c = 0 and
Corollary 3.2.22. The proof of Theorem 3.3.8 is complete. 
Remark 3.3.12. We used the cyclic symmetry in the proof of Theorem 3.3.8
above. In other words the above proof does not work to prove the same conclu-
sion (3.3.6) when we replace the left hand side by 〈i∗qm,(b,b,u)(Q), h〉PDL(u) . The
reason is as follows: To construct the p-perturbation that is compatible with the
q-perturbation, we need to take the q-perturbation for the first factor in Lemma
3.3.1.6. Moreover we have to take the 0-th marked point of this factor to the point
which intersects with the second factor. (Namely the point which becomes the
singular point after gluing.)
On the other hand, for Formula (3.3.6) to hold, we need to take the 0-th marked
point so that we pull back the form h by ev at the 0-th marked point.
We cannot realize both of them at the same time in the situation of Lemma
3.3.10.4.
3.4. Moduli space of holomorphic annuli
Let (u, b) ∈ Crit(POb). We take a basis eI with I ∈ 2{1,...,n} of H(L(u);Q).
Let
gIJ = 〈eI , eJ〉PDL(u) , [gIJ ] = [gIJ ]−1.
Here [gIJ ], [gIJ ] are 2
n × 2n matrices. We recall that the operator
mc,b,b2 : HF ((L(u), b, b), (L(u), b, b); Λ0)
⊗2 → HF ((L(u), b, b), (L(u), b, b); Λ0)
3.4. MODULI SPACE OF HOLOMORPHIC ANNULI 137
is defined by
mc,b,b2 (h1, h2) =
∑
k1,k2,k3
∑
ℓ,β
T β∩ω/2π exp(β ∩ b2)ρ(∂β)
qcℓ;2+k1+k2+k3;β(b
⊗ℓ
high; (b
c
+)
k1 × h1 × (bc+)k2 × h2 × (bc+)k3).
(3.4.1)
(See (3.2.4), (3.2.5).) In the next theorem, we involve the harmonic forms on L(u)
of all degrees beside those of top degree n, although in the end only the top degree
forms turn out to give non-trivial contributions in the formula below.
Theorem 3.4.1. Let v,w ∈ H(L(u); Λ0). Then we have
〈i∗,qm,(b,bc)(v), i∗,qm,(b,bc)(w)〉PDX
=
∑
I,J∈2{1,...,n}
(−1)∗gIJ〈mc,b,bc2 (eI , v),mc,b,b
c
2 (eJ ,w)〉PDL(u) . (3.4.2)
Here ∗ = n(n−1)2 in case the degrees of v,w are n. We prove it in Subsection
3.10.2. (See (3.10.21).) For the sign ∗ in the general case, see Proposition 3.10.17.
Remark 3.4.2. We do not assume nondegeneracy of the critical point (u, b) of
POb in Theorem 3.4.1. Theorem 3.6.2 implies that, in the case of degenerate (u, b)
and of Condition 1.3.20.1 or 2 being satisfied, the right hand side of (3.4.2) is 0 and
so the left hand side is also 0.
The right hand side is closely related to the invariant Z(b, b) in Definition
1.3.24.
The proof of Theorem 3.4.1 is based on the study of the moduli space of holo-
morphic maps from the annuli. We begin with defining the corresponding moduli
space.
Consider a bordered semi-stable curve Σ of genus 0 with two boundary compo-
nents ∂1Σ, ∂2Σ and k1+1, k2+1 boundary marked points ~z1 = (z
1
0 , z1,1, . . . , z1,k1),
~z2 = (z
2
0 , z2,1, . . . , z2,k2) on each of the components ∂1Σ, ∂2Σ of the boundary, and ℓ
interior marked points ~z+ = (z+1 , . . . , z
+
ℓ ). We denote it by (Σ;~z1, ~z2, ~z
+) or some-
times by Σ for short. We say that (Σ;~z1, ~z2, ~z
+) is in the main component if ~zi
respects the cyclic order of the boundary. (When we regard Σ as an annulus in
C, we take the counter clockwise cyclic order for the outer circle and the clockwise
cyclic order for the inner circle.) Let (Σ;~z1, ~z2, ~z
+) be as above and consider a
holomorphic map w : (Σ, ∂Σ)→ (X,L(u)). We say (w; Σ;~z1, ~z2, ~z+) is a stable map
if the group of automorphisms is a finite group.
Definition 3.4.3. We put β ∈ H2(X,L(u); Λ0). We denote by
Mann;main(k1+1,k2+1);ℓ(β)
the set of all isomorphism classes of stable maps (w; Σ;~z1, ~z2, ~z
+) such that w∗[Σ] =
β and (Σ;~z1, ~z2, ~z
+) is in the main component, which we described above.
In the same way as [FOOO1, Section 3] and [FOOO4, Section 7.1] we can
prove that Mann;main(k1+1,k2+1);ℓ has a Kuranishi structure with boundary and corners.
There are obvious evaluation maps
ev =(ev1, ev2, evint, ev10, ev
2
0)
:Mann;main(k1+1,k2+1);ℓ(β)→ L(u)k1 × L(u)k2 ×Xℓ × L(u)× L(u).
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Here ev10, ev
2
0 are the evaluation maps at z
1
0 , z
2
0 , and ev
1, ev2 are evaluation maps
at (z1,1, . . . , z1,k1) and (z2,1, . . . , z2,k2), respectively. We consider the case k1 ≥ 0,
k2 ≥ 0 only, in this paper.
Let Mann;main(1,1);0 be the moduli space Mann;main(0+1,0+1);0(0) which corresponds to the
case X = L(u) =one point. There exists an obvious forgetful map
forget :Mann;main(k1+1,k2+1);ℓ(β)→M
ann;main
(1,1);0 . (3.4.3)
(Here we forget (z1,1, . . . , z1,k1) and (z2,1, . . . , z2,k2) among the boundary marked
points.)
Convention 3.4.4. Hereafter we write
forget−1(K) ∩Mann;main(k1+1,k2+1);ℓ(β)
for the inverse image of K ⊂Mann;main(1,1);0 by (3.4.3).
In a way similar to Lemma 2.6.3 we can describe Mmain(1,1);0 as follows.
Lemma 3.4.5. Mann;main(1,1);0 has a stratification such that the interior of each
stratum are as follows.
(1) IntD2 \ {0}.
(2) An arc (−1, 1).
(3) Two points. [Σ1], [Σ2].
The point 0 ∈ D2 becomes [Σ1] in the closure of the stratum 1. The two
boundary points ±1 in the closure of (−1, 1) become [Σ2]. Thus the union of the
two strata (−1, 1), [Σ2] becomes a circle, which turns out to be ∂D2 in the closure
of the stratum 1.
Each of the above strata corresponds to the combinatorial type of the elements
of Mmain1;2 .
Proof. We first define two points [Σ1], [Σ2] of Mann;main(1,1);0 .
Let D21 and D
2
2 be two copies of disk D
2 = {z ∈ C | |z| ≤ 1}. We identify
0 ∈ D21 and 0 ∈ D22 to obtain Σ1. We put ∂1Σ1 = ∂D21, ∂2Σ1 = ∂D22, z10 = 1 ∈ ∂D21,
z20 = 1 ∈ ∂D22. Thus we have (Σ1; z11 , z12) ∈ Mann;main(1,1);0 .
We next define Σ2. We consider two copies D
2
1, D
2
2 of disk. We put z
i
k =
e2kπ
√−1/3 ∈ ∂D2i for i = 1, 2, k = 0, 1, 2.
We identify z11 with z
2
1 and z
1
2 with z
2
2 respectively and obtain Σ2. We put
zi0 = z
1
i and i = 1, 2. We call ∂iΣ2 the component which contains z
1
i . We have thus
defined (Σ2; z
1
1 , z
1
2) ∈ Mann;main(1,1);0 .
We next describe the stratum 2. We consider the moduli spaceMmain4;0 of disks
with 4 boundary marked points without interior marked points. It is an arc [0, 1].
Let (D2; z1, z2, z3, z4) be a point in the interior ofMmain4;0 . We identify z2 with z4 to
obtain Σ and put z1 = z1, z2 = z4. Then (Σ; z1, z2) ∈ Mann;main(1,1);0 .
It is easy to see that as (D2; z1, z2, z3, z4) approaches to the boundary ofMmain4;0
(Σ; z1, z2) converges to [Σ2] inMann;main(1,1);0 . Thus the union of the strata 2,3 we have
described above becomes a circle. It is easy to see that it gives the stratification as
in Lemma 3.4.5. 
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Lemma 3.4.6. The space Mann;main(k1+1,k2+1);ℓ(β) has a Kuranishi structure with the
following properties.
(1) It is transversal to 0.
(2) It is invariant under the permutation of ℓ interior marked points.
(3) It is compatible with the forgetful map of 1st - k1-th and 1-st - k2-th marked
points on the two boundary components, in the sense of [Fu2, Section 3].
Moreover the boundary of Mann;main(k1+1,k2+1);ℓ(β) is the union of the following 5 types of
fiber products:
(1)
Mmaink′1+1;ℓ′(β
′)cev0 ×ev1i M
ann;main
(k′′1+1,k2+1);ℓ′′
(β′′).
Here k′1 + k
′′
1 = k1 + 1, ℓ
′ + ℓ′′ = ℓ, β′ + β′′ = β, i = 1, . . . , k′′1 .
(2)
Mmaink′2+1;ℓ′(β
′)cev0 ×ev2i M
ann;main
(k1+1,k′′2+1);ℓ′′
(β′′).
Here k′2 + k
′′
2 = k2 + 1, ℓ
′ + ℓ′′ = ℓ, β′ + β′′ = β, i = 1, . . . , k′′2 .
(3)
Mann;main(k′1+1,k2+1);ℓ′(β
′)ev10 ×evi Mmaink′′1+1;ℓ′′(β
′′)c.
Here k′1 + k
′′
1 = k1 + 1, ℓ
′ + ℓ′′ = ℓ, β′ + β′′ = β, i = 1, . . . , k′′1 .
(4)
Mann;main(k1+1,k′2+1);ℓ′(β
′)ev20 ×evi Mmaink′′2+1;ℓ′′(β
′′)c.
Here k′2 + k
′′
2 = k1 + 1, ℓ
′ + ℓ′′ = ℓ, β′ + β′′ = β, i = 1, . . . , k′′2 .
(5) forget−1(∂Mann;main(1,1);0 ) ∩Mann;main(k1+1,k2+1);ℓ(β).
We note that we put c in the first factors of 1, 2 and third factors of 3, 4. This
is to clarify we always use the c-perturbation for such factor. This applies to many
other similar cases. Namely we use the c-perturbation for the component of disk
bubble.
The proof of Lemma 3.4.6 is given in Subsection 4.5.4. See also the end of
Subsection 4.5.6.
Remark 3.4.7. We do not claim our perturbation in Lemma 3.4.6 is cyclically
symmetric.
For p as in Section 2.3, we define
Mann;main(k1+1,k2+1);ℓ(β;p) =M
ann;main
(k1+1,k2+1);ℓ
(β)evint ×Xℓ (p(1)× · · · × p(ℓ)). (3.4.4)
(See Subsection 4.3.6 for the way how we take the fiber product.) We can describe
its boundary by using Lemma 3.4.6, in a way similar to the cases we have already
discussed in several other occasions.
The proof of the next lemma is easy and so omitted.
Lemma 3.4.8. The forgetful map (3.4.3) is continuous and is a smooth submer-
sion on each stratum.
The proof of Theorem 3.4.1 consists of a series of propositions. We write
[v; k] = v⊗ bc+ ⊗ · · · ⊗ bc+︸ ︷︷ ︸
k
∈ Bk+1(H(L(u); Λ0)[1]) (3.4.5)
for the simplicity of notations. Hereafter we apply the following:
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Convention 3.4.9. When we integrate the pull back of [v; k1] or [w; k2] we
always pull back the forms v, w by the evaluation maps at the 0th marked points
and bc+ by the evaluation map at 1st - kth marked points.
Proposition 3.4.10.∑
β
∑
ℓ
∑
k1,k2
T β∩ω/2π
ℓ!
exp(β ∩ b2)ρ(∂β)∫
forget−1([Σ1])∩Mann;main(k1+1,k2+1);ℓ(β;b
⊗ℓ
high)
(ev1, ev2)∗([v; k1]× [w; k2])
=
∑
β1,β2
∑
ℓ1,ℓ2
:ℓ1+ℓ2=ℓ
∑
k1,k2
T (β1+β2)∩ω
ℓ1!ℓ2!
exp((β1 + β2) ∩ b2)ρ(∂(β1 + β2))
〈pℓ1,β1(b⊗ℓ1high; [v; k1]), pℓ2,β2(b⊗ℓ2high; [w; k2])〉PDX .
Proposition 3.4.11.∑
β
∑
ℓ
∑
k1,k2
T β∩ω/2π
ℓ!
exp(β ∩ b2)ρ(∂β)∫
forget−1([Σ1])∩Mann;main(k1+1,k2+1);ℓ(β;b
⊗ℓ
high)
(ev1, ev2)∗([v; k1]× [w; k2])
=
∑
β
∑
ℓ
∑
k1,k2
T β∩ω/2π
ℓ!
exp(β ∩ b2)ρ(∂β)∫
forget−1([Σ2])∩Mann;main(k1+1,k2+1);ℓ(β;b
⊗ℓ
high)
(ev1, ev2)∗([v; k1]× [w; k2]).
Proposition 3.4.12.∑
β
∑
ℓ
∑
k1,k2
T β∩ω/2π
ℓ!
exp(β ∩ b2)ρ(∂β)∫
forget−1([Σ2])∩Mann;main(k1+1,k2+1);ℓ(β;b
⊗ℓ
high)
(ev1, ev2)∗([v; k1]× [w; k2])
=
∑
β1,β2
∑
ℓ1,ℓ2
:ℓ1+ℓ2=ℓ
∑
I,J∈2{1,...,n}
gIJ
T (β1+β2)∩ω
ℓ1!ℓ2!
exp((β1 + β2) ∩ b2)ρ(∂(β1 + β2))
〈qc,ρℓ1;2;β1(b⊗ℓ1high; v⊗ eI), q
c,ρ
ℓ2;2;β2
(b⊗ℓ2high; eJ ⊗w)〉PDL .
Here in the right hand side of Proposition 3.4.12, the operator qc,ρℓ;2;β is defined
by
qc,ρℓ;2;β([p];x1, x2)
=
∑
k1,k2,k3
qc,ρℓ;2+k1+k2+k3;β([p]; (b
c
+)
k1 ⊗ x1 ⊗ (bc+)k2 ⊗ x2 ⊗ (bc+)k3). (3.4.6)
It is straightforward to see that Propositions 3.4.10, 3.4.11 and 3.4.12 imply
Theorem 3.4.1. The rest of this section is occupied with the proofs of Propositions
3.4.10, 3.4.11 and 3.4.12. Actually the geometric idea behind the validity of these
propositions is clear. The main task is to construct appropriate perturbations (a
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family of multisections) of the moduli spaces involved so that they are consistent
with the perturbations we fixed in the earlier stage to define various other operators
considered. We explain the details of this construction in this section. In the course
of doing this, we also determine our choice of perturbations made for forget−1([Σ1])∩
Mann;main(1,1);ℓ (β; b⊗ℓhigh) and for forget−1([Σ2]) ∩Mann;main(1,1);ℓ (β; b⊗ℓhigh).
Proof of Proposition 3.4.10. The arguments used in this proof is simi-
lar to the arguments used around Lemmata 2.6.9, 2.6.36 etc.. We start with the
following:
Definition 3.4.13.
M(k1, k2; ℓ1, ℓ2;β1, β2;p1,p2) =Mmaink1;ℓ1+1(β1;p1)evintℓ1+1 ×evintℓ2+1 M
main
k2;ℓ2+1(β2;p2).
Here the fiber product is taken over X . Since evaluation maps are weakly submer-
sive, this space has a fiber product Kuranishi structure. (See [FOOO4, Section
A.1.2].) The Kuranishi structure we put in the right hand side is p-Kuranishi
structure.
Let Split((L1,L2),p) = (p1,p2). (See Section 2.3 for the notation.) We can
glue elements of M(k1, k2; ℓ1, ℓ2;β1, β2;p1,p2) at ℓ1 + 1-th and ℓ2 + 1-th marked
points. We then get an element of
forget−1([Σ1]) ∩Mann;main(k1,k2);ℓ (β1 + β2;p)
where ℓ = ℓ1 + ℓ2. We have thus obtained a map
Glue : M(k1, k2; ℓ1, ℓ2;β1, β2;p1,p2)
→ forget−1([Σ1]) ∩Mann;main(k1,k2);ℓ (β1 + β2;p).
(3.4.7)
Let β, k1, k2, ℓ be given. We consider the disjoint union of the moduli spaces
M(k1, k2; ℓ1, ℓ2;β1, β2;p1,p2) where (p1,p2) = Split((L1,L2),p) with (L1,L2) ∈
Shuff(ℓ) and β1 + β2 = β.
Lemma 3.4.14. The maps (3.4.7) define a map from the above (disjoint) union
of the moduli spacesM(k1, k2; ℓ1, ℓ2;β1, β2;p1,p2) to forget−1([Σ1])∩Mann;main(k1,k2);ℓ (β;p).
It is surjective and is an isomorphism outside the codimension 2 strata.
The proof is the same as the proof of Lemma 2.6.9 and omitted. The reason
why the map in Lemma 3.4.14 is not an isomorphism is the same as in the case
of Lemma 2.6.4. Namely it should be regarded as a ‘normalization’ of the ‘normal
crossing divisor’ forget−1([Σ1]).
A problem similar to one mentioned in Remark 2.6.15 occurs here. This is the
reason why we do not require our multiseciton to be T n-equivariant in the next
lemma.
Lemma 3.4.15. There exists a Kuranishi structure and a system of continu-
ous families of multisections defined on a neighborhood of forget−1([Σ1]) with the
following properties:
(1) It is transversal to 0.
(2) It is compatible at the boundaries described in Lemma 3.4.6.
(3) It is compatible with the forgetful map of the boundary marked points.
(4) It is invariant under the cyclic permutations of boundary marked points
and arbitrary permutations of the interior marked points.
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(5) It is compatible with the fiber product description of forget−1([Σ1]).
(6) It is transversal to the map (3.4.7) in the sense we describe below.
We now make the statements of Condition 5 precise. Let U be a Kuranishi
neighborhood of a point x in M(k1, k2; ℓ1, ℓ2;β1, β2;p1,p2). Denote
Gluek1,k2;ℓ1,ℓ2;β1,β2;p1,p2(x) = y ∈ Mann;main(k1,k2);ℓ (β1 + β2;p).
Let U ′ be a Kuranishi neighborhood of y and E′ an obstruction bundle. Let si(x,w)
be a branch of a member of our continuous family of multisections. Here w ∈ W
is an element of the parameter space of our continuous family of multisections and
x ∈ U ′ is an element of the Kuranishi neighborhood. We require that s−1i (0) is
transversal to the map : U ×W → U ′ ×W induced by Gluek1,k2;ℓ1,ℓ2;β1,β2;p1,p2 .
Proof. The proof can be done by an induction over β ∩ ω and the number of
boundary marked. See Subsection 4.5.6 and also Section 4.2. 
The choice of a system of Kuranishi structures and continuous families of mul-
tisections satisfying Lemma 3.4.15 induces a system of Kuranishi structures and
continuous families of multisections on M(k1, k2; ℓ1, ℓ2;β1, β2;p1,p2). We call this
a pull-back multisection and denote it by back. We denote its zero set by
M(k1, k2; ℓ1, ℓ2;β1, β2;p1,p2)back.
Lemma 3.4.14 immediately implies the equality∫
forget−1([Σ1])∩Mann;main(k1+1,k2+1);ℓ(β;p)
(ev1, ev2)∗([v; k1]× [w; k2])
=
∑
β1+β2=β
∑
(L1,L2)∈Shuff(ℓ)∫
M(k1+1,k2+1;ℓ1,ℓ2;β1,β2;p1,p2)back
(ev1, ev2)∗([v; k1]× [w; k2]),
(3.4.8)
where (p1,p2) = Split((L1,L2),p).
We next study the right hand side of Proposition 3.4.10. Let pi ∈ Eℓi(A[2]). We
assume that they do not contain the degree zero element f0. We fixed a continuous
family of multisections on Mki;ℓi+1(βi;pi) when we defined an operator p. It is
chosen so that evintℓi+1 becomes a submersion. Therefore it induces a continuous
family of multisections onM(k1, k2; ℓ1, ℓ2;β1, β2;p1,p2). We call this multisection
the p-multisection and denote its zero set byM(k1, k2; ℓ1, ℓ2;β1, β2;p1,p2)p. Then
the next formula is immediate from definition∫
M(k1+1,k2+1;ℓ1,ℓ2;β1,β2;p1,p2)p
(ev1, ev2)∗([v; k1]× [w; k2])
= 〈pℓ1,β1(p1 ⊗ [v; k1]), pℓ2,β2(p2 ⊗ [w; k2])〉PDX .
(3.4.9)
Lemma 3.4.16. There exists a system of continuous families of multisections s
on the space [0, 1]×M(k1, k2; ℓ1, ℓ2;β1, β2;p1,p2) with the following properties.
(1) It is transversal to 0.
(2) It is invariant under the cyclic permutations of k1 (resp. k2) boundary
marked points on each of the boundary components. It is invariant under
arbitrary permutations of the interior marked points.
(3) It is compatible with the forgetful map of the boundary marked points.
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(4) At {1}×M(k1, k2; ℓ1, ℓ2;β1, β2;p1,p2) it becomes the fiber product of the
p-Kuranishi structures as in Definition 3.4.13.
(5) At {0} ×M(k1, k2; ℓ1, ℓ2;β1, β2;p1,p2) it becomes back.
(6) It is compatible at the boundary components
(a)
Mmaink′1+1,ℓ′1(β
′
1;p
′
1)
c
ev0 ×ev1i ([0, 1]×M(k′′1 , k2; ℓ′′1 , ℓ2;β′′1 , β2;p′′1 ,p2))
where ℓ′1 + ℓ
′′
1 = ℓ1, k
′
1 + k
′′
1 = k1 + 1, β
′
1 + β
′′
1 = β1, (p
′
1,p
′′
1 ) =
Split(p1, (L1,L2)), i = 1, . . . , k
′′
1 . We put c perturbation on the first
factor, and
(b)
([0, 1]×M(k′′1 , k2; ℓ′′1 , ℓ2;β′′1 , β2;p′′1 ,p2))ev1i ×ev0 Mmaink′1+1,ℓ′1(β
′
1;p
′
1)
c
where ℓ′1 + ℓ
′′
1 = ℓ1, k
′
1 + k
′′
1 = k1 + 1, β
′
1 + β
′′
1 = β1, (p
′
1,p
′′
1 ) =
Split(p1, (L1,L2)), i = 1, . . . , k
′′
1 . We put c perturbation on the second
factor.
(7) It is compatible at the boundary components
(a)
Mmaink′2+1,ℓ′2(β
′
2;p
′
2)
c
ev0 ×ev2i ([0, 1]×M(k1, k′′2 ; ℓ1, ℓ′′2 ;β1, β′′2 ;p1,p′′2 ))
where ℓ′2 + ℓ
′′
2 = ℓ2, k
′
2 + k
′′
2 = k2 + 1, β
′
2 + β
′′
2 = β2, (p
′
2,p
′′
2 ) =
Split(p2, (L1,L2)), i = 1, . . . , k
′′
2 . We put c perturbation on the first
factor, and
(b)
([0, 1]×M(k1, k′′2 ; ℓ1, ℓ′′2 ;β1, β′′2 ;p1,p′′2))ev2i ×ev0 Mmaink′2+1,ℓ′2(β
′
2;p
′
2)
c
where ℓ′2 + ℓ
′′
2 = ℓ2, k
′
2 + k
′′
2 = k2 + 1, β
′
2 + β
′′
2 = β2, (p
′
2,p
′′
2 ) =
Split(p2, (L1,L2)), i = 1, . . . , k
′′
2 . We put c perturbation on the second
factor.
Proof. The proof can be done in the same way as we discuss in several other
places. See Section 4.2, Subsections 4.5.3–4.5.6. 
We use Lemma 3.4.16 to prove the next lemma.
Lemma 3.4.17.∑
β1,β2
∑
ℓ1+ℓ2=ℓ
∑
k1,k2
T (β1+β2)∩ω/2π
ℓ1!ℓ2!
exp((β1 + β2) ∩ b2)ρ(∂(β1 + β2))∫
(M(k1,k2;ℓ1,ℓ2;β1,β2;b⊗ℓ1high,b
⊗ℓ2
high)
p
(ev1, ev2)∗([v; k1]× [w; k2])
=
∑
β1,β2
∑
ℓ1+ℓ2=ℓ
∑
k1,k2
T (β1+β2)∩ω/2π
ℓ1!ℓ2!
exp((β1 + β2) ∩ b2)ρ(∂(β1 + β2))∫
(M(k1,k2;ℓ1,ℓ2;β1,β2;b⊗ℓ1high,b
⊗ℓ2
high)
back
(ev1, ev2)∗([v; k1]× [w; k2]).
Proof. We put
b⊗ℓhigh =
∑
I∈Iℓ
cIfi1 ⊗ · · · ⊗ fiℓ =
∑
I∈Iℓ
cI,ℓfI,ℓ. (3.4.10)
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We apply Stokes’ theorem ([FOOO6, Lemma 12.18]) on
([0, 1]×M(k1 + 1, k2 + 1; ℓ1, ℓ2;β1, β2; fI1,ℓ1 , fI2,ℓ2))s (3.4.11)
to the pull-back (ev1, ev2)∗([v; k1]× [w; k2]), which is a closed form.
Let us study the integration of (ev1, ev2)∗([v; k1]× [w; k2]) on each component
of the boundary of (3.4.11).
The case of Lemma 3.4.16.4 and 5 give the left and right hand sides of the
formula in Lemma 3.4.17, respectively after taking weighted sum with weight
T β∩ω/2π
ℓ1!ℓ2!
exp(β ∩ b2)ρ(∂β). (3.4.12)
Let us study Lemma 3.4.16.6. We write
[v; k1] = [v⊗ (bc+)k1 ] ∈ Bcyck1+1(H(L(u)); Λ0)[1]).
(Note we did not break cyclic symmetry in Lemmata 3.4.15, 3.4.16.) We integrate
it on the boundary component described by Lemma 3.4.16.6. We divide it into two
cases.
(Case 1) Lemma 3.4.16.6 (a) This is the case when the boundary marked point
corresponding to v is on the second factor.
(Case 2) Lemma 3.4.16.6 (b). This is the case when the boundary marked point
corresponding to v is on the first factor.
We can show that contribution of both cases vanishes in the same way as in
the proof of Theorem 3.3.8. Namely we can study (Case 1) in the same way as
Lemma 3.3.10.3 and (Case 2) in the same way as Lemma 3.3.10.4. We repeat the
detail below for completeness’ sake.
We first study Case 1. We define E by (3.3.11). Then the contribution of Case
1 is∑
k1,k2,
ℓ1,ℓ2
∑
I1∈Iℓ1
I2∈Iℓ2
k1+1∑
i=1
∑
β1,β2
T (β1+β2)∩ω/2π exp((β1 + β2) ∩ b2)cI1cI2
ℓ1!ℓ2!
ρ(∂(β1 + β2))
∫
([0,1]×M(k1,k2;ℓ1;ℓ2;β1;β2;p1,p2))s
(ev1, ev2)
∗([v × (bc+)i−1 × E × (bc+)k1+1−i], [w; k2]).
In the same way as the proof of Lemma 3.3.7, we can prove that E is proportional
to the unit. Therefore this contribution vanishes by Lemma 3.4.16.3.
We next study Case 2. We define R by
R =
∑
k1,k2,
ℓ1,ℓ2
∑
I1∈Iℓ1
I2∈Iℓ2
∑
β1,β2
T β∩ω/2π exp(β ∩ b2)cI
ℓ!
ρ(∂β)
(ev0)∗
(
((ev1, ev2, . . . , evk1), ev2)
∗((bc+)
k1 , [w; k2]);
([0, 1]×M(k1 + 1, k2; ℓ1; ℓ2;β1;β2;p1,p2))s
)
.
(3.4.13)
By the definition of R, the contribution of Case 2 is 〈δb,bc(R), v〉 = 0. By the cyclic
symmetry, we have
〈δb,bc(R), v〉 = ±〈R, δb,bc(v)〉 = 0.
Note that R may not be T n invariant but v is T n invariant. We can show that the
contribution of Lemma 3.4.16.7 vanishes in the same way. The proof of Lemma
3.4.17 is now complete. 
3.4. MODULI SPACE OF HOLOMORPHIC ANNULI 145
Proposition 3.4.10 follows from Formulae (3.4.8), (3.4.9) and Lemma 3.4.17. 
Before proceeding to the proofs of Propositions 3.4.11 and 3.4.12, we fix the
choice of perturbation on forget−1([Σ2]) ∩Mann;main(k1+1,k2+1);ℓ(β; b⊗ℓhigh).
Let (p1,p2) = Split(p, (L1,L2)) and ℓj = |pj |, j = 1, 2.
We consider Mmainkj+2;ℓj(βj ;pj). Let aj ∈ {1, . . . , kj + 1}. We consider
(ev0, eva1) :Mmaink1+2;ℓ1(β1;p1)→ L(u)× L(u) (3.4.14)
and
(eva2 , ev0) :Mmaink2+2;ℓ2(β2;p2)→ L(u)× L(u). (3.4.15)
It is easy to see that forget−1([Σ2])∩Mann;main(k1+1,k2+1);ℓ(β; b⊗ℓhigh) is the fiber product of
the two maps (3.4.14) and (3.4.15). However, these two maps are not transversal.
Example 3.4.18. We consider the case k1 = k2 = 1, ℓ1 = ℓ2 = 0, and β1 =
β2 = 0 = β0. Note Mmain3;0 (β0) = L(u). The obstruction bundle of c-perturbation
is trivial. The maps (3.4.14) and (3.4.15) are embedding x 7→ (x, x). So the fiber
product is not transversal on the Kuranishi neighborhood of c-perturbation.
We note that forget−1([Σ2]) ∩ Mann;main(1,1);0 (β0) = L(u), but this moduli space
is obstructed. The virtual dimension of this moduli space is 0, hence its virtual
fundamental class is a rational number. By an argument similar to the one in the
proof of Theorem 3.4.1 given in this section, this number is equal to the intersection
number of [L(u)] with itself in X and is zero.
Therefore we need to take a different perturbation from c-perturbation. For
k1, k2, k3 ≥ 0 we denote
Mmaink1,k2,k3;ℓ(β;p) :=Mmaink1+k2+k3+3;ℓ(β;p).
We distinguish 0-th, (k1 + 1)-th and (k1 + k2 + 2)-th (boudnary) marked points
from other marked points. We call those three marked points the unforgetable
marked points and the other marked points forgetable marked points. We write the
evaluation map as
ev =(ev00, ev
0
1, ev
0
2; ev1, ev2, ev3) :
Mmaink1,k2,k3;ℓ(β;p)→ L(u)3 × L(u)k1 × L(u)k2 × L(u)k3 ,
(3.4.16)
where ev00, ev
0
1, ev
0
3 are the evaluation maps at unforgetable marked points. We
write evi = (evi,1, . . . , evi,ki).
Using the terminology ‘unforgetable’, we rewrite Convention 3.4.9 as follows:
Convention 3.4.19. When we integrate the pull back of [v; k1] or [w; k2] we
alway pull back the forms v, w by the evaluation maps at the unforgetable marked
points and bc+ by the evaluation map at the forgetable marked points.
Lemma 3.4.20. There exists a system of Kuranishi structures and multisections
on Mmaink1,k2,k3;ℓ(β;p) with the following properties. We call this Kuranishi structure
and multisection the t-Kuranishi structure and t-multisection, respectively.
(1) They are transversal to 0 and are T n equivariant.
(2) They are compatible with the forgetful map of the forgetable boundary
marked points.
(3) They are invariant under the permutation of the interior marked points
together with the permutation of pi.
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(4) The evaluation map
(ev00, ev
0
1, ev
0
2) :Mmaink1,k2,k3;ℓ(β;p)t → L(u)3
at the unforgetable marked points is a submersion on the zero set of t-
multisection.
(5) The boundary of Mmaink1,k2,k3;ℓ(β;p)t is described as the union of the follow-
ing two types of fiber products.
(a)
Mmaink′i+k′i+1+2;ℓ′(β1;p1)
c
ev0 ×ev0i Mmaink′′1 ,k′′2 ,k′′3 ;ℓ′′(β2;p2)
t. (3.4.17)
Here i is one of 1,2,3. (i+1 means 1 if i = 3.) Moreover k′i+k
′′
i = ki,
k′i+1+k
′′
i+1 = ki+1 and k
′′
j = kj if j 6= i, i+1. β = β1+β2, ℓ = ℓ1+ℓ2
and p = (p,p2).
The i-th unforgetable marked point ofMmaink1,k2,k3;ℓ(β;p) becomes k′i+1-
th marked point of the first factor. The j-th unforgetable marked
point of Mmaink1,k2,k3;ℓ(β;p) becomes j-th unforgetable marked point of
the second factor.
We note that we take c-multisection for the first factor and t-multisection
for the second factor. (See Figure 3.4.1.)
(b)
Mmaink′i+1;ℓ′(β1;p1)
c
ev0 ×evi,j Mmaink′′1 ,k′′2 ,k′′3 ;ℓ′′(β2;p2)
t. (3.4.18)
Here i is one of 1,2,3. (i + 1 means 1 if i = 3.) Moreover k′i +
k′′i − 1 = ki, and k′′j = kj if j 6= i. j ∈ {1, . . . , k′′i }, k′′i ≥ 1.
evi = (evi,1, . . . , evi,j , . . . , evi,k′′i ) where evi is as in (3.4.16).
β = β1 + β2, ℓ = ℓ1 + ℓ2 and p = (p,p2).
The i-th unforgetable marked point of Mmaink1,k2,k3;ℓ(β;p) becomes the
i-th unforgetable marked point of the second factor.
We note that we take c-multisection for the first factor and t-multisection
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Figure 3.4.1
The proof is given in Subsection 4.5.2. Hereafter we write ~k = (k1, k2, k3) etc..
We consider
(ev01, ev
0
2) :Mmain~k(1);ℓ1(β1;p1)
t → L(u)× L(u) (3.4.19)
and
(ev01, ev
0
2) :Mmain~k(2);ℓ2(β2;p2)
t → L(u)× L(u) (3.4.20)
Definition 3.4.21. We denote by N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2;p1;p2) the fiber
product of the maps (3.4.19) and (3.4.20).
There is an obvious map (see Figure 3.4.2)
Glue : N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2;p1;p2)
→Mann;main
(k
(1)
2 +k
(2)
1 +k
(2)
3 +1,k
(2)
2 +k
(1)
1 +k
(1)
3 +1);ℓ1+ℓ2
(β1 + β2;p) ∩ forget−1([Σ2]).
(3.4.21)
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Figure 3.4.2
We denote the composition
ev1 ◦Glue : N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2;p1;p2)→ L(u)k1+1
by ev1 also. The notation ev2 is used in the same way.
Lemma 3.4.22. The map Glue defines an isomorphism onto the image. The
moduli space Mann;main(k1+1,k2+1);ℓ(β;p)∩ forget
−1([Σ2]) is decomposed into the images of
Glue’s from difference sources. If x ∈ Mann;main(k1+1,k2+1);ℓ(β;p) ∩ forget
−1([Σ2]) is an
image of a codimension N corner point of N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2;p1;p2), then it
is an image of N points from the union of the sources of Glue.
The t-Kuranishi structures of the sources are compatible at the overlapped part
of the target.
Furthermore, the t-multisections are also compatible.
Proof. In fact, the proof is the same as those of Lemmata 2.6.22, 2.6.23. We
however emphasis that cyclic symmetry of c-perturbation is crucial for this lemma
to hold. To elaborate this point, let us consider the subset consisting of elements
((D2, u1), (D
2, u2), (D
2, u3)) of Mmain3 (β1)×Mmain2 (β2)×Mmain3 (β3) such that
ev1(u1) = ev1(u2), ev2(u1) = ev2(u3), ev0(u2) = ev1(u3). (3.4.22)
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Figure 3.4.3
See Figure 3.4.3. This set is a subset ofMann;main(1,1);0 (β1+β2+β3)∩ forget−1(Σ2)
and lies in its codimension 2 strata.
We consider two (among three) ways to resolve singularities. Namely at ev1(u1) =
ev1(u2) or at ev0(u2) = ev1(u3).
We note that for ((D2, u1), (D
2, u3)) the choice of the 0-th marked point (among
the three unforgetable boundary marked points) is canonical. Namely there is a
marked point which does not meet other irreducible component. We take it as the
0-th one.
On the other hand, there is no good way to decide which (among two) boundary
marked point is the 0-th one for (D2, u2). In fact, if we insist on the consistency
with the process to resolve ev1(u1) = ev1(u2), the marked point of (D
2, u2) that
intersects with (D2, u1) must be the 0-th one. If we insist on the consistency
with the process to resolve ev0(u2) = ev1(u3), the marked point of (D
2, u2) that
intersects with (D2, u3) must be the 0-th one.
Thus for the consistency of both, we need to take our perturbation ofMmain2 (β2)
to be invariant under cyclic symmetry. Actually this is one of the reasons we take
the c-perturbation on Mmain2 (β2). Note we use the t-perturbation on Mmain3 (β1)
and Mmain3 (β3). (See however [Ab], where M. Abouzaid uses less symmetry than
ours. We use cyclic symmetry also in Sections 3.3 and 3.6. See Remarks 3.3.12 and
3.6.5.)
Once this point is understood, the proof is the same as those of Lemmata 2.6.22,
2.6.23. 
By Lemma 3.4.22 we can define a system of continuous families of multisections
s onMann;main(k1,k2);ℓ (β;p) ∩ forget
−1([Σ2]) so that it coincides with the fiber product of
t-multisection on each factor of N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2;p1;p2).
We have thus fixed our family of multisections forMann;main(k1,k2);ℓ (β;p)∩forget
−1([Σ2]).
It has the following properties.
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Condition 3.4.23. (1) It is transversal to 0 and is T n-equivariant.
(2) It is invariant under arbitrary permutations of the interior marked points.
(3) It is compatible with the forgetful map of the boundary marked points.
(4) It is transversal to the map (3.4.21) in a sense similar to Lemma 2.6.16.5.
(5) It is compatible at the boundary components. When there is a disk bub-
ble(s), the multisection is a fiber product. Here we take c-perturbation on
the disk bubble.
(6) OnMann;main(k1+1,k2+1);ℓ(β;p)∩forget
−1([Σ2]) it coincides with the fiber product
of t-multisections.
The boundary components of various irreducible components ofMann;main(k1,k2);ℓ (β;p)∩
forget−1([Σ2]) are divided into 6 cases as in Figure 3.4.4 below.
Remark 3.4.24. We take c-perturbation on the disk bubble in Condition 3.4.23.
So because of the cyclic symmetry of c-perturbation it does not matter which
marked points we regard as the 0-th one. The same remark applies to the disk
components appearing in Condition 3.4.23.6.
Remark 3.4.25. Note that we break cyclic symmetry of the boundary marked
points of the annulus. In fact, among k1+1 and k2+1 boundary marked points of the
two boundary components, k1 and k2 are forgetable and 1 and 1 are unforgetable.
Those two kinds of the boundary marked points are not symmetric.
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Figure 3.4.4
Proof of Proposition 3.4.11. We extend the above multisection to a neigh-
borhood of Mann;main(k1,k2);ℓ (β;p) ∩ forget
−1([Σ2]) in Mann;main(k1,k2);ℓ (β;p). Then for each
[Σ′] ∈Mann;main(1,1);0 sufficiently close to [Σ2] we obtain a multisection onMann;main(k1,k2);ℓ (β;p)∩
forget−1([Σ′]) which satisfies the same conditions as Condition 3.4.23 above. We
choose a sequence [Σ′i] ∈Mann;main(1,1);0 which is in stratum 1 of Lemma 3.4.5 and
lim
i→∞
[Σ′i] = [Σ2].
Lemma 3.4.26.
lim
i→∞
∫
Mann;main
(k1+1,k2+1);ℓ
(β;p)∩forget−1([Σ′i])
(ev1, ev2)∗([v; k1], [w; k2])
=
∫
Mann;main
(k1+1,k2+1);ℓ
(β;p)∩forget−1([Σ2])
(ev1, ev2)∗([v; k1], [w; k2]).
Note we apply Convention 3.4.9 here.
Proof. This lemma is slightly nontrivial since forget is not smooth at the fiber
of [Σ2]. Let us decompose Mann;main(k1+1,k2+1);ℓ(β;p) ∩ forget
−1([Σ2])) to the union of
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N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2;p1;p2) by Lemma 3.4.22. We take an increasing sequence
of compact subsets
NK(~k(1), ~k(2); ℓ1, ℓ2;β1, β2;p1;p2), K = 1, 2, . . . ,→∞
of the union Int N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2;p1;p2) of the interior of its irreducible
components such that⋃
K
NK(~k(1), ~k(2); ℓ1, ℓ2;β1, β2;p1;p2) = Int N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2;p1;p2).
We consider the irreducible components of dimension deg[v; k1] + deg[w; k2] only.
For each K we can construct a map
ΦK,i : N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2;p1;p2)→Mann;main(k1+1,k2+1);ℓ(β;p) ∩ forget
−1([Σ′i]),
where k1 = k
(1)
2 + k
(2)
1 + k
(2)
3 ,k2 = k
(2)
2 + k
(1)
1 + k
(1)
3 , such that
lim
i→∞
Φ∗K,i(ev
1, ev2)∗([v; k1], [w; k2]) = (ev1, ev2)∗([v; k1], [w; k2]).
By transversality and definition, the contribution to the integration of the right
hand side of Lemma 3.4.26 of the codimension one stratum is 0. Therefore the
integration of (ev1, ev2)∗([v; k1], [w; k2]) on the union of the images of ΦK,i can be
chosen arbitrary close to the right hand side if we take K, i large.
On the other hand, the complement of the union of the images of ΦK,i are
obtained by gluing at least three pieces of disks. (Those configurations are described
as in Figure 3.4.5.) So there are at least 3 parameters T1, T2, T3 for gluing. When
we restrict these 3 parameters by requiring that the resulting source becomes the
given Σ′i, we still have one more parameter T . We can estimate the differential of
(ev1, ev2) with respect to T in the same way as in [FOOO2, Lemma A1.58] and
find that it is of order e−cT . Therefore the integration of (ev1, ev2)∗([v; k1], [w; k2])
on the complement of the union of images of ΦK,i goes to zero as K, i→∞. Hence
the lemma. The argument here is similar to the proof of Lemma 2.6.27, which we
discuss in detail in Section 4.6.
Figure 3.4.5
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
We next choose a sequence [Σ′′i ] ∈ Mann;main(1,1);0 which is in stratum 1 in Lemma
3.4.5 and
lim
i→∞
[Σ′′i ] = [Σ1].
We take a perturbation of Mann;main(1,1);ℓ (β;p) ∩ forget−1([Σ′′i ]) by restricting the per-
turbation given in Lemma 3.4.15.
Lemma 3.4.27.
lim
i→∞
∫
Mann;main
(k1+1,k2+1);ℓ
(β;p)∩forget−1([Σ′′i ])
(ev1, ev2)∗([v; k1], [w; k2])
=
∫
Mann;main
(k1+1,k2+1);ℓ
(β;p)∩forget−1([Σ1])
(ev1, ev2)∗([v; k1], [w; k2]).
The proof is the same as the proof of Lemma 3.4.26.
Lemma 3.4.28. For any i we have∑
β
∑
ℓ
∑
k1,k2
T β∩ω/2π
ℓ!
exp(β ∩ b2)ρ(∂β)∫
forget−1([Σ′i])∩Mann;main(k1+1,k2+1);ℓ(β;b
⊗ℓ
high)
(ev1, ev2)∗([v; k1], [w; k2])
=
∑
β
∑
ℓ
∑
k1,k2
T β∩ω/2π
ℓ!
exp(β ∩ b2)ρ(∂β)∫
forget−1([Σ′′i ])∩Mann;main(k1+1,k2+1);ℓ(β;b
⊗ℓ
high)
(ev1, ev2)∗([v; k1], [w; k2]).
Proof. We take a path γ : [0, 1] → Mann;main(1,1);0 joining [Σ′i] with [Σ′′i ] in the
stratum 1 in Lemma 3.4.5. We take the fiber product
[0, 1]γ ×forgetMann;main(k1,k2);ℓ (β;p)
and denote it by Mann;main(k1,k2);ℓ (β;p; γ). This space has a Kuranishi structure and its
boundary is described as follows:
(1) forget−1([Σ′i]) ∩Mann;main(k1,k2);ℓ (β;p).
(2) forget−1([Σ′′i ]) ∩Mann;main(k1,k2);ℓ (β;p).
(3)
Mmaink′1+1;ℓ′(β
′;p1)
c
ev0 ×ev1i M
ann;main
(k′′1+1,k2+1);ℓ′′
(β′′;p2; γ).
Here k′1 + k
′′
1 = k1 + 1, ℓ
′ + ℓ′′ = ℓ, β′ + β′′ = β, i = 1, . . . , k′′1 .
(4)
Mmaink′2+1;ℓ′(β
′;p1)
c
ev0 ×ev2i M
ann;main
(k1+1,k′′2+1);ℓ′′
(β′′;p2; γ).
Here k′2 + k
′′
2 = k2 + 1, ℓ
′ + ℓ′′ = ℓ, β′ + β′′ = β, i = 1, . . . , k′′2 .
(5)
Mann;main(k′1+1,k2+1);ℓ′(β
′;p1)ev10 ×evi Mmaink′′1+1;ℓ′′(β
′;p2; γ
′)c.
Here k′1 + k
′′
1 = k1 + 1, ℓ
′ + ℓ′′ = ℓ, β′ + β′′ = β, i = 1, . . . , k′′1 .
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(6)
Mann;main(k1+1,k′2+1);ℓ′(β
′;p1)ev20 ×evi Mmaink′′2+1;ℓ′′(β
′′;p2; γ)
c.
Here k′2 + k′′2 = k1 + 1, ℓ′ + ℓ′′ = ℓ, β′ + β′′ = β, i = 1, . . . , k′′2 .
We define a multisection s on Mann;main(k1,k2);ℓ (β;p; γ) so that it is compatible at the
above boundaries. We also assume s is transversal to 0. Moreover it is symmetric
with respect to the permutation of interior marked points.
Remark 3.4.29. We do not claim our Kuranishi structure and multisection s
is T n equivariant. We do not claim s is invariant uder the cyclic permutation of
the boundary marked points. Actually in most of the part of our moduli space, we
can keep both of the symmetries. However in a neighborhood of forget−1([Σ1]) it
is hard to keep T n-equivariance, and in a neighborhood of forget−1([Σ2]) it is hard
to keep cyclic symmetry.
Now we put
b⊗ℓhigh =
∑
I∈Iℓ
cIfi1 ⊗ · · · ⊗ fiℓ =
∑
I∈Iℓ
cI,ℓfI,ℓ
and apply Stokes’s theorem for (ev1, ev2)∗([v; k1], [w; k2]) on Mann;main(k1,k2);ℓ (β; fI,ℓ; γ)s.
The rest of the proof is the same as the proof of Lemma 3.4.17. 
Proposition 3.4.11 follows from Lemmata 3.4.26, 3.4.27, and 3.4.28. 
Proof of Proposition 3.4.12. We begin with the following lemma. Let
g ∈ T n. We let it act on L(u) × L(u) by g(x, y) = (gx, y). Let dg be the Haar
measure of T n and let T∆ be an distributional n form on L(u) × L(u) which is
Poincare´ dual to the diagonal. We regard eI (the generator of H(L(u);C)) as a
harmonic form on L(u). Let gIJ be as in Theorem 3.4.1.
Lemma 3.4.30. ∫
g∈Tn
g∗T∆dg =
∑
I,J
(−1)|I||J|gIJeI × eJ .
See Lemma 3.10.7 for the sign. (Precisely speaking, in Lemma 3.10.7 we work
on chains instead of cochains.) Here the equality is as distributional n forms on
L(u)× L(u).
Proof. The left hand side is a T n×T n invariant n form. Therefore it is smooth
and harmonic. It is also cohomologous to the Poincare´ dual to the diagonal. The
lemma follows. 
Let g1, g2 ∈ T n. We define
(g1ev
0
1, g2ev
0
2) :Mmain~k(1);ℓ1(β1;p1)
t → L(u)× L(u) (3.4.23)
by
(g1ev
0
1, g2ev
0
2)(x) = (g1ev
0
1(x), g2ev
0
2(x)).
Lemma 3.4.31. The two maps (3.4.23) and (3.4.20) are transversal.
This is a consequence of Lemma 3.4.20. We denote the fiber product of (3.4.23)
and (3.4.20) by N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2;p1;p2; g1, g2). Note that we use t pertur-
bation in Lemmas 3.4.32, 3.4.33, 3.4.34 below.
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Lemma 3.4.32.
1
ℓ!
∫
Mann;main
(k1,k2);ℓ
(β;b⊗ℓhigh)∩forget−1([Σ2])
(ev1, ev2)∗([v; k1], [w; k2])
=
∑
β1+β2=β
ℓ1+ℓ2=ℓ
∑
k1=k
(1)
2
+k
(2)
1
+k
(2)
3
k2=k
(2)
2
+k
(1)
1
+k
(1)
3
1
ℓ1!ℓ2!
∫
N (~k(1) ,~k(2);ℓ1,ℓ2;β1,β2;b⊗ℓ1high;b
⊗ℓ2
high;e,e)
(ev1, ev2)∗([v; k1], [w; k2]).
Here e denotes the unit of the group T n.
Proof. This is immediate from Lemma 3.4.22 and the definition. 
Lemma 3.4.33.∑
β1+β2=β
ℓ1+ℓ2=ℓ
∑
k1=k
(1)
2
+k
(2)
1
+k
(2)
3
k2=k
(2)
2
+k
(1)
1
+k
(1)
3
T (β1+β2)∩ω
ℓ1!ℓ2!
exp((β1 + β2) ∩ b2)ρ(∂β)
∫
(g1,g2)∈(Tn)2
dg1dg2
∫
N (~k(1),~k(2);ℓ1,ℓ2;β1,β2;b⊗ℓ1high;b
⊗ℓ2
high;g1,g2)
(ev1, ev2)∗([v; k1], [w; k2])
=
∑
β1,β2
∑
ℓ1+ℓ2
∑
I,J∈2{1,...,n}
gIJ
T (β1+β2)∩ω
ℓ1!ℓ2!
exp((β1 + β2) ∩ b2)ρ(∂(β1 + β2))
〈qc,b
c
+
2,ℓ1;β1
(b⊗ℓ1high; (v⊗ eI)), q
c,bc+
2,ℓ2;β2
(b⊗ℓ2high; (eJ ⊗w))〉PDL .
We will prove Lemma 3.4.33 at the end of this section.
Lemma 3.4.34.∑
β1+β2=β
ℓ1+ℓ2=ℓ
∑
k1=k
(1)
2 +k
(2)
1 +k
(2)
3
k2=k
(2)
2
+k
(1)
1
+k
(1)
3
T (β1+β2)∩ω
ℓ1!ℓ2!
exp((β1 + β2) ∩ b2)ρ(∂β)
∫
N (~k(1),~k(2);ℓ1,ℓ2;β1,β2;b⊗ℓ1high;b
⊗ℓ2
high;g1,g2)
(ev1, ev2)∗([v; k1], [w; k2])
is independent of g1, g2 ∈ T n.
Proof. We consider the case (g1, g2) = (g, e) for simplicity. Let g, g
′ ∈ T n
and γ : [0, 1]→ T n be a path joining them. We put
N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2; b⊗ℓ1high; b⊗ℓ2high; γ, e)
=
⋃
t∈[0,1]
{t} × N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2; b⊗ℓ1high; b⊗ℓ2high; γ(t), e).
Note by Lemma 3.4.31 the t-perturbation is transversal for any
N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2; b⊗ℓ1high; b⊗ℓ2high; γ(t), e).
So we have already chosen the perturbation of the moduli space
N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2; b⊗ℓ1high; b⊗ℓ2high; γ, e).
The boundary of N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2; b⊗ℓ1high; b⊗ℓ2high; γ, e) is
N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2; b⊗ℓ1high; b⊗ℓ2high; g, e)
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and
N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2; b⊗ℓ1high; b⊗ℓ2high; g′, e),
and those described by the following Figure 3.4.6.
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Figure 3.4.6
We apply Stokes’ theorem to (ev1, ev2)∗([v; k1], [w; k2]). It suffices to show that
the contribution from the boundaries of Figure 3.4.6 becomes zero after taking the
weighted sum.
The boundary Case 1 cancels with those of Case 5, after taking sum over β1, β2.
Similarly the boundary Case 2 cancels with those of Case 6, after taking sum
over β1, β2. (We use the T
n-equivariance of the moduli space and c-perturbation
here.)
The boundaries of Cases 4 and 8 are zero. This is by the same reason as
Lemma 3.3.10.3. (Namely unitality of the element E there and compatibility with
the forgetful map of our perturbations.) (Note that there are some other cases
where bubbles with no boundary marked points occur at the different positions.
They all can be handled in the same way.)
Finally the contribution from the boundary components of Cases 3 and 7 be-
comes zero after taking weighted sum. This is by the same reason as Case 4
of Lemma 3.3.10. (The vanishing of the boundary operator.) Lemma 3.4.34 is
proved. 
Lemmata 3.4.32, 3.4.33, 3.4.34 imply Proposition 3.4.12. 
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We finally prove Lemma 3.4.33.
Proof of Lemma 3.4.33. The idea of the proof is to interpolate c and t per-
turbation and use Stokes’ theorem. We first consider the map
E : (T n)2 ×Mmain~k(1);ℓ1(β1;p1)→ L(u)× L(u) (3.4.24)
defined by
E((g1, g2),x) = (g1ev
0
1, g2ev
0
2).
Since the map E in (3.4.24) is a submersion, we have the following
Lemma 3.4.35. The map (3.4.24) is transversal to (3.4.20) for both c-perturbation
and t-perturbation.
We note that the fiber product of (3.4.24) and (3.4.20) is identified with the
union ⋃
(g1,g2)∈(Tn)2
{(g1, g2)} × N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2; b⊗ℓ1high; b⊗ℓ2high; g1, g2) (3.4.25)
We denote the space (3.4.25) by N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2; b⊗ℓ1high; b⊗ℓ2high;T n, T n). By
Lemma 3.4.31 the t (resp. c) perturbation induces a perturbation of this space. We
denote the corresponding space by N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2; b⊗ℓ1high; b⊗ℓ2high;T n, T n)t
(resp. N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2; b⊗ℓ1high; b⊗ℓ2high;T n, T n)c), when we specify the pertur-
bation. We denote the projection fromN (~k(1), ~k(2); ℓ1, ℓ2;β1, β2; b⊗ℓ1high; b⊗ℓ2high;T n, T n)
to T 2n by πT 2n .
Lemma 3.4.36. The left hand side of Lemma 3.4.33 is∑
β1+β2=β
ℓ1+ℓ2=ℓ
∑
k1=k
(1)
2
+k
(2)
1
+k
(2)
3
k2=k
(2)
2
+k
(1)
1
+k
(1)
3
T (β1+β2)∩ω
ℓ1!ℓ2!
exp((β1 + β2) ∩ b2)ρ(∂β)
∫
N (~k(1),~k(2);ℓ1,ℓ2;β1,β2;b⊗ℓ1high;b
⊗ℓ2
high;T
n,Tn)t
π∗T 2n(dg1dg2) ∧ (ev1, ev2)∗([v; k1], [w; k2]).
(3.4.26)
Here dgi is the normalized volume form of T
n.
This lemma is obvious from definition. (Note we use t-perturbation here.)
Lemma 3.4.37. The right hand side of Lemma 3.4.33 is∑
β1+β2=β
ℓ1+ℓ2=ℓ
∑
k1=k
(1)
2
+k
(2)
1
+k
(2)
3
k2=k
(2)
2 +k
(1)
1 +k
(1)
3
T (β1+β2)∩ω
ℓ1!ℓ2!
exp((β1 + β2) ∩ b2)ρ(∂β)
∫
N (~k(1),~k(2);ℓ1,ℓ2;β1,β2;b⊗ℓ1high;b
⊗ℓ2
high;T
n,Tn)c
π∗T 2n(dg1dg2) ∧ (ev1, ev2)∗([v; k1], [w; k2]).
(3.4.27)
Proof. Note we use c-perturbation in (3.4.27). The lemma then follows from
Lemma 3.4.30. 
So to complete the proof of Lemma 3.4.33 it suffices to show that (3.4.26) is
equal to (3.4.27).
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Lemma 3.4.38. There exist systems of Kuranishi structures and multisections
on [0, 1]×Mmaink1,k2,k3;ℓ(β;p) with the following properties. We call this multisection
para-multisection.
(1) They are transversal to 0 and are T n equivariant.
(2) They are compatible with the forgetful map of the forgetable boundary
marked points.
(3) They are invariant under the permutation of the interior marked points
together with the permutation of pi.
(4) The evaluation map (with [0, 1] component)
(π[0,1] × ev0i ) : ([0, 1]×Mmaink1,k2,k3;ℓ(β;p))para → [0, 1]× L(u)
(i = 0, 1, 2) at one of the unforgetable marked points is a submersion on
the zero set of this multisection.
(5) The boundary of ([0, 1] ×Mmaink1,k2,k3;ℓ(β;p))para is described as the union
of the following three types of fiber products.
(a)
Mmaink′i+k′i+1+2;ℓ′(β1;p1)
c
ev0 ×ev0i ([0, 1]×Mmaink′′1 ,k′′2 ,k′′3 ;ℓ′′(β2;p2))
para. (3.4.28)
Here i is one of 1,2,3. (i+1 means 1 if i = 3.) Moreover k′i+k
′′
i = ki,
k′i+1 + k
′′
i+1 = ki+1 and k
′′
j = kj if j 6= i, i+ 1.
β = β1 + β2, ℓ = ℓ1 + ℓ2 and p = (p,p2).
The i-th unforgetable marked point of [0, 1]×Mmaink1,k2,k3;ℓ(β;p) becomes
k′i+1-th marked point of the first factor Mmaink′i+k′i+1+2;ℓ′(β1;p1)
c. The
j-th unforgetable marked point of [0, 1] × Mmaink1,k2,k3;ℓ(β;p) becomes
j-th unforgetable marked point of the second factor.
We remark that we take c-multisection for the first factor and para-
multisection for the second factor.
(b)
Mmaink′i+1;ℓ′(β1;p1)
c
ev0 ×evi,j ([0, 1]×Mmaink′′1 ,k′′2 ,k′′3 ;ℓ′′(β2;p2))
para. (3.4.29)
Here i is one of 1,2,3. (i + 1 means 1 if i = 3.) Moreover k′i +
k′′i − 1 = ki, and k′′j = kj if j 6= i. j ∈ {1, . . . , k′′i }, k′′i ≥ 1.
evi = (evi,1, . . . , evi,j , . . . , evi,k′′i ) where evi is as in (3.4.16).
β = β1 + β2, ℓ = ℓ1 + ℓ2 and p = (p,p2).
The i-th unforgetable marked point of Mmaink1,k2,k3;ℓ(β;p) becomes the
i-th unforgetable marked point of the second factor.
We remark that we take c-multisection for the first factor and t-
multisection for the second factor.
(c)
({0, 1} ×Mmaink1,k2,k3;ℓ(β;p))para.
We put c-perturbation for ({0}×Mmaink1,k2,k3;ℓ(β;p))para and t-perturbation
for ({1} ×Mmaink1,k2,k3;ℓ(β;p))para.
The proof is similar to the proof of Lemma 3.4.6 which is given in Subsection
4.5.2. 
Now we use para-perturbation in a similar way as Lemma 3.4.35 to obtain a Ku-
ranishi structure on [0, 1]×N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2; b⊗ℓ1high; b⊗ℓ2high;T n, T n) such that it
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becomes c (resp. t) perturbation on {0}×N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2; b⊗ℓ1high; b⊗ℓ2high;T n, T n)c
(resp. {1} × N (~k(1), ~k(2); ℓ1, ℓ2;β1, β2; b⊗ℓ1high; b⊗ℓ2high;T n, T n)t.) Using it we apply
Stokes’ theorem in the same way as the proof of Lemma 3.4.17, to show that
(3.4.26) is equal to (3.4.27). It implies Lemma 3.4.33. 
The proof of Theorem 3.4.1 is now complete. 
Remark 3.4.39. We actually did not use T n-equivariance of t-perturbation.
But we did use T n-equivariance of c-perturbation.
Remark 3.4.40. Theorem 3.4.1 is stated and proved only for the case of fibers
of toric manifolds. However various parts of the proof (especially the idea to use the
moduli space of pseudo-holomorphic annuli and cyclic symmetry) can be applied
to more general situation.
We choose to prove this statement only for the toric case in this paper since in
toric case we can take short cut in several places, while the proof for the general
case is rather involved. For example, in various places we use T n-equivariant per-
turbations in the present paper and so do not need to use general differential forms
on L(u) = T n other than the T n-invariant ones. In the general situation we need to
use a canonical model and so the moduli spaces involved become more complicated
to define. Also we use the technique of averaging differential forms over the T n
action in our proof of Proposition 3.4.12. Since this technique is not available for
other cases, we need to use more sophisticated homological algebra instead in the
non-toric cases.
Another reason why we restrict ourselves to the toric case here is that at the
time of writing this article we do not have any other particular examples to which
we may apply the ideas used in this paper. However we have little doubt that
many non-toric examples, to which many ideas presented here can be applied, will
be found in the near future.
3.5. Poincare´ duality is residue pairing
We take
volL(u) ∈ Hn(L(u); Λ0) ∼= HF ((L(u), b, bc), (L(u), b, bc); Λ0),
which is the volume form of L(u). We normalize it so that
∫
L(u)
volL(u) = 1. Note
we identify L(u) with a standard torus T n by using the fact that L(u) is a T n orbit.
So using the standard orientation of T n we orient L(u). (See [FOOO5, p127].)
Remark 3.5.1. It may be confusing that volL(u) 6= 1 (= eL). We note that 1 is
the Poincare´ dual to the fundamental homology class [L(u)]. The degree of volL(u)
is n and the degree of 1 is 0.
The results of Sections 3.3, 3.4 imply:
Proposition 3.5.2. Let (u, b) ∈ Crit(POb). Then we have
〈i∗,qm,(b,b,u)(volL(u)), i∗,qm,(b,b,u)(volL(u))〉PDX = Z(b, b).
Remark 3.5.3. We still do not assume that (u, b) is nondegenerate. When
(u, b) is a degenerate critical point, Proposition 3.5.2 implies that the left hand side
is 0.
Proof. This is immediate from Theorem 3.4.1 and Corollary 3.3.9. See Sub-
section 3.10.2 for the proof of the sign in the above formula. 
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Now we are ready to complete the proof of Theorem 1.3.34.2. We assume
that POb is a Morse function. We first consider two elements (u, b), (u
′, b′) ∈
Crit(POb), (u, b) 6= (u′, b′) corresponding to the unit elements of some factors
Jac(POb; η) in the factorization of Jac(POb) given in Proposition 1.3.16. We
denote the corresponding unit elements of Jac(POb) by 1(u,b), 1(u′,b′) respectively.
Then
〈1(u,b), 1(u′,b′)〉PDX = 〈1(u,b), 1(u′,b′) ∪b 1〉PDX = 〈1(u,b) ∪b 1(u′,b′), 1〉PDX = 0.
Here ∪b is the quantum cup product deformed by b. (See Section 1.3.) (The
second equality is nothing but the well known identity for the Frobenius pairing
in Gromov-Witten theory. See for example [Ma].) So it suffices to study the case
(u, b) = (u′, b′). We identify 1(u,b) ∈ Jac(POb)⊗Λ0 Λ with an element of H(X ; Λ)
by the isomorphism given in Theorem 1.3.34.1. Since 1(u,b) is idempotent and ksb
is a ring isomorphism it follows from Lemma 3.1.1 that
i∗qm,(u,b)(1(u,b)) = 1 ∈ H0(L(u); Λ).
Therefore Theorem 3.3.8 and the equality 〈1, volL(u)〉PDL(u) = 1 imply
〈1(u,b), i∗,qm,(b,b,u)(volL(u))〉PDX = 1. (3.5.1)
Since
i∗qm,(u,b)(1(u′,b′)) = 0
for (u′, b′) 6= (u, b), it follows from (3.5.1) that
i∗,qm,(b,b,u)(volL(u)) =
1
〈1(u,b), 1(u,b)〉PDX
1(u,b). (3.5.2)
Therefore Proposition 3.5.2 implies
〈1(u,b), 1(u,b)〉PDXZ(b, b) = 1.
The proof of Theorem 1.3.34.2 is now complete. 
3.6. Clifford algebra and Hessian matrix
In Sections 3.6 and 3.7, we will prove Theorem 1.3.25. In [Cho2], Cho proved
that Floer cohomology of the toric fiber is isomorphic to the Clifford algebra as a
ring in the toric Fano case (with b = 0, b = 0). In this section, we follow Cho’s
argument to prove the following Theorem 3.6.2, from which Theorem 1.3.25.2 and
3 follow.
Let X1, . . . , Xn be formal variables and di ∈ Λ (i = 1, . . . , n). We consider
relations {
XiXj +XjXi = 0, i 6= j
XiXi = di1.
(3.6.1)
We take a free (noncommutative) Λ algebra generated by X1, . . . , Xn and divide it
by the two-sided ideal generated by (3.6.1). We denote it by CliffΛ(n; ~d), where we
set ~d = (d1, . . . , dn).
Let I = (i1, . . . , ik), 1 ≤ i1 < · · · < ik ≤ n. We write the set of such I’s by
2{1,...,n}. We put
XI = Xi1Xi2 · · ·Xik−1Xik ∈ CliffΛ(n; ~d).
It is well known and can be easily checked that {XI | I ∈ 2{1,...,n}} forms a basis of
CliffΛ(n; ~d) as a Λ vector space. For I ∈ 2{1,...,n}, we denote its complement by Ic.
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Now we consider (u, b) ∈ Crit(POb). We take (u, bc) which is the weak bound-
ing cochain of the cyclic filtered A∞ algebra (H(L(u); Λ0), {mc,bk }) corresponding
to b. When Condition 1.3.20.2 is satisfied, we have b = bc. If Condition 1.3.20.1 or
2 is satisfied, we have bc ∈ H1(L(u); Λ0).
We put y(u)i = e
xi and regardPOb as a function of xi. Denote b =
∑n
i=1 xi(b)ei.
Definition 3.6.1. If Condition 1.3.20.2 is satisfied, we put POcb = POb. If
Condition 1.3.20.1 is satisfied, we put
POcb = POb ◦ F−1∗ : H1(L(u); Λ0)→ Λ0. (3.6.2)
We recall that Corollary 3.2.27 shows F∗ = identity on H1(L(u); Λ0) when
Condition 1.3.20.2 is satisfied.
We now take an n× n matrix A = [aij ]i,j=ni,j=1 (aij ∈ Λ) such that
(1)
tA
[
∂2POb
∂xi∂xj
(x(b))
]i,j=n
i,j=1
A = 2

d1 0 . . . 0
0 d2 . . . 0
...
...
. . .
...
0 0 . . . dn
 . (3.6.3)
(2) detA = 1.
We put ~d = (d1, . . . , dn). We note that ~d depends on the choice of A. (If the
potential function is a real valued function, we can take A as an orthogonal matrix.
But in general, A is not an orthogonal matrix.) But the product 2nd1 · · · dn, the
determinant of the Hessian matrix, is independent of the choice of A.
In Sections 3.5 and 3.6, we identify
H(L(u),Λ) ∼= HF ((L(u); (b, b)); (L(u); (b, b)); Λ).
Then by definition, the product ∪c,Q is given by
h1 ∪c,Q h2 = (−1)degh1(deg h2+1)mc,b,b
c
2 (h1, h2)
where mc,b,b
c
2 is as defined in (3.2.5). Then the (filtered) A∞ relation implies that
(H(L(u); Λ),∪c,Q) defines a ring.
Theorem 3.6.2. Suppose that one of the two conditions in Condition 1.3.20 is
satisfied. Then there exist a basis {e′i | i = 1, . . . , n} ⊂ H1(L(u); Λ) and a map
Φ : CliffΛ(n; ~d)→ (H(L(u); Λ),∪c,Q)
with the following properties:
(1) Φ is a Λ algebra isomorphism.
(2) Φ(Xi) = e
′
i.
(3) We put Φ(XI) = e
′
I . Then
〈e′I , e′J〉PDL(u) =
{
(−1)∗(I) J = Ic,
0 otherwise.
Here
∗ (I) = #{(i, j) ∈ I × Ic | j < i}. (3.6.4)
(4) If I 6= {1, . . . , n}, then
e′I ∈
⊕
d<n
Hd(L(u); Λ).
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(5)
e′{1,...,n} − volL(u) ∈
⊕
d<n
Hd(L(u); Λ).
Proof. We first consider the case dimL(u) = 2. (That is the case where
Condition 1.3.20.1 holds.) By Lemma 3.2.25, we have bc ∈ H1(L(u); Λ0).
Let x ∈ H1(L(u); Λ0). We have
〈x ∪c,Q x, 1〉PDL(u) = 〈x, x ∪c,Q 1〉PDL(u) = 〈x, x〉PDL(u) = 0.
Therefore using dimL(u) = 2 again there exists Q : H1(L(u); Λ0)→ Λ0 such that
x ∪c,Q x = Q(x)1.
It is easy to see that Q is a quadratic form. In fact, we have
Q(x) =
1
2
d2
dt2
POcb(b
c + tx). (3.6.5)
Therefore there exists a basis e′1, e′2 of H1(L(u); Λ0) such that
Q(x1e
′
1 + x2e
′
2) = d1x
2
1 + d2x
2
2,
where d1, d2 ∈ Λ0 are as in (3.6.3) for the Hessian of POcb at bc. By replacing e′1
by ce′1 for some c ∈ Λ0 \ Λ+ we may assume e′1e′2 − volL(u) ∈
⊕
d<nH
d(L(u); Λ).
It is easy to see that e′1, e
′
2 have required properties.
We next consider the case Condition 1.3.20.2 is satisfied. We start with proving
two lemmata. Consider the classical cup product h1 ∧ h2.
Lemma 3.6.3. Assume Condition 1.3.20.2. If hi ∈ Hdi(L(u); Λ), then
h1 ∪c,Q h2 − h1 ∧ h2 ∈
⊕
d<d1+d2
Hd(L(u); Λ).
Proof. By Lemma 3.2.19, we have dimMmain;p3;ℓ (β;p) ≥ n + 2 if degree of
p(i) = 2. Therefore
deg qℓ;2;β(b
⊗ℓ, h1, h2) = deg ev0∗((ev1, ev2)∗(h1 × h2);Mmain3;ℓ (β; b⊗ℓ))
= deg h1 + deg h2 + n− dimMmain;3;ℓ (β; b⊗ℓ) ≤ d1 + d2 − 2.
The lemma follows. 
Lemma 3.6.4. Assume Condition 1.3.20.2. Then we have
ei ∪c,Q ej + ej ∪c,Q ei =
(
∂2POb
∂xi∂xj
(x(b))
)
1.
Proof. By definition
POub(x) =
∑
β,p
cpT
β∩ω/2πc(β;p)
n∏
i=1
exp((ei ∩ ∂β)xi).
Here we put
∞∑
ℓ=0
1
ℓ!
b⊗ℓ =
∑
p
cpp
and
c(β;p) = ev0∗(M1;|p|(β;p)).
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The summation is taken for all β, p with dimM1;|p|(β;p) = n. (See [FOOO6,
(6.9), (7.2)].) It is then easy to see that
∂2POb
∂xi∂xj
=
∑
β,p
cpT
β∩ω/2πc(β;p)(ei ∩ ∂β)(ej ∩ ∂β)
n∏
a=1
exp((ea ∩ ∂β)xa). (3.6.6)
Let hi be the harmonic one form whose cohomology class is ei. We can easily prove
that
ev0∗((ev1, ev2)∗(hi × hj) + (ev1, ev2)∗(hj × hi);Mmain;p3;|p| (β;p))
= c(β;p)(ei ∩ ∂β)(ej ∩ ∂β).
(3.6.7)
(See the proof of [FOOO5, Lemma 10.8] and Section 4.1 of the present paper for
the relevant argument.) We observe
qcℓ;2([p];hi ⊗ hj)
=
(∑
β,p
cpT
β∩ω/2π
(
n∏
a=1
exp((ea ∩ ∂β)xi)
)
× ev0∗((ev1, ev2)∗(hi × hj);Mmain;p3;|p| (β;p))c
)
1.
(3.6.8)
By taking Lemma 3.2.6 into account, Lemma 3.6.4 follows immediately from (3.6.6),
(3.6.7), (3.6.8). 
By the cyclicity of the c-perturbation we have cyclic property
〈h1 ∪c,Q h2, h3〉PDL(u) = 〈h1, h2 ∪c,Q h3〉PDL(u) (3.6.9)
for h1, h2, h3 ∈ H(L(u); Λ0).
We recall that we take an n × n matrix A = [aij ]i,j=ni,j=1 (aij ∈ Λ) satisfying
(3.6.3) and detA = 1. Using the matrix A, we put
x′i =
∑
j
ajixi, e
′
i =
∑
ij
aijei. (3.6.10)
Lemma 3.6.4 implies that
e′i ∪c,Q e′j + e′j ∪c,Q e′i = 2diδij .
Therefore there exists a ring homomorphism Φ : CliffΛ(n; ~d) → (H(L(u); Λ),∪Q)
satisfying Theorem 3.6.2.2.
We define a filtration on CliffΛ(n; ~d) by
F lCliffΛ(n; ~d) =
⊕
#I≤l
ΛXI .
The associated graded algebra gr(CliffΛ(n; ~d)) is the exterior algebra. We define a
filtration on H(L(u); Λ) by
F lH(L(u); Λ) =
⊕
k≤l
Hk(L(u); Λ).
Lemma 3.6.3 implies that the quantum product ∪Q respects this filtration and
gr(H(L(u); Λ)) is isomorphic to the exterior algebra as a ring.
Therefore Φ induces an isomorphism gr(CliffΛ(n; ~d)) → gr(H(L(u); Λ)). It
implies that Φ itself is an isomorphism. Hence follows Statement 1.
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Statement 4 follows immediately from Lemma 3.6.3 and the definition. By
Lemma 3.6.3 we have
e′{1,...,n} = e
′
1 ∪c,Q · · · ∪c,Q e′n ≡ e′1 ∧ · · · ∧ e′n
≡ detAe1 ∧ · · · ∧ en = volL(u) mod
⊕
d<n
Hd(L(u); Λ).
Statement 5 follows.
For I = {i1, . . . , ik} ∈ 2{1,...,n} we put dI = di1 · · · dik . By the Clifford relation
(3.6.1), we have
e′I ∪c,Q e′J = (−1)∗dI∩Je′I⊖J (3.6.11)
where I ⊖ J = (I ∪ J) \ (I ∩ J). (We do not calculate the sign ∗ in (3.6.11) since
we do not need it.) (3.6.11) and Statement 4 imply that e′I ∪c,Q e′J has no degree
n component if J 6= Ic. Therefore using (3.6.9), we have:
〈e′I , e′J 〉PDL(u) = 〈e′I , e′J ∪c,Q 1〉PDL(u) = 〈e′I ∪c,Q e′J , 1〉PDL(u) =
∫
L(u)
e′I ∪c,Q e′J = 0.
Remark 3.6.5. This is another point for which we use the cyclic symmetry in
an essential way.
(3.6.11) implies
e′I ∧ e′Ic ≡ e′I ∪c,Q e′Ic ≡ (−1)∗(I)e′{1,...,n}
≡ (−1)∗(I)volL(u) mod
⊕
d<n
Hd(L(u); Λ).
Therefore we have
〈e′I , e′Ic〉PDL(u) =
∫
L(u)
e′I ∧ e′Ic = (−1)∗(I).
Here ∗(I) is as in (3.6.4). We have thus proved Statement 2. The proof of Theorem
3.6.2 is now complete. 
3.7. Residue pairing and Hessian determinant
In this section we complete the proof of Theorem 1.3.25. We first prove Theo-
rem 1.3.25.2 and 3. Using Theorem 3.6.2.3 and (3.6.11) we calculate
Z((H(L(u); Λ), 〈·, ·〉PDL(u) ,∪c,b,b, PD[L(u)]))
defined as (1.3.17). We consider the nonzero terms in (1.3.17). Since gI3∅gJ3∅ 6= 0, it
follows from Theorem 3.6.2.3 that I3 = J3 = {1, . . . , n}. Then 〈eI1∪c,QeI2 , eI3〉 6= 0
implies I1 = I2, which we put I.
Similarly we have J1 = J2. g
I1J1 6= 0 implies J1 = J2 = Ic. Thus we have
Z((H(L(u); Λ), 〈·, ·〉PDL(u) ,∪c,b,b, PD[L(u)]))
=
∑
I∈2{1,...,n}
(−1)∗I,1〈eI ∪c,Q eI , e1,...,n〉PDL(u)〈eIc ∪c,Q eIc , e1,...,n〉PDL(u)
=
∑
I∈2{1,...,n}
(−1)∗I,2d1 . . . dn.
(3.7.1)
If #I = p, then
∗I,1 = p(n− p) + n(n− 1)/2.
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(This sign comes from the sign ∗ in (1.3.17).) We then have
∗I,2 = p(p− 1)/2 + (n− p)(n− p− 1)/2 + ∗I,1 ≡ 0 mod 2.
Therefore (3.7.1) is equal to
2nd1 · · · dn = det
[
∂2POcb
∂xi∂xj
(x(b))
]i,j=n
i,j=1
. (3.7.2)
Thus Theorem 1.3.25.3 holds. Theorem 1.3.25.2 also follows using equality POcb =
POb ((3.6.2) and Corollary 3.2.27).
We next prove Theorem 1.3.25.1. Let X be a compact toric manifold and
b ∈ H(X ; Λ0). Let (u, b) ∈M(X, b).
Here we use q-perturbation (and not c-perturbation) to define M(X, b). We
study the operation mb,b2 (and not m
c,b,b
2 ) which is defined by q-perturbation at
the first step of the proof. So, at the first step of the proof, we consider b ∈
H1(L(u); Λ0).
We assume that b is a nondegenerate critical point of POb. We define ∪Q by
h1 ∪Q h2 = (−1)degh1(degh2+1)mb,b2 (h1, h2).
We first prove the following variant of Theorem 3.6.2.
Proposition 3.7.1. Let X be a compact toric manifold. (It does not necessarily
satisfy Condition 1.3.20.) There exist a basis {e′i | i = 1, . . . , n} ⊂ H1(L(u); Λ) and
a map
Φ : CliffΛ(n; ~d)→ (H(L(u); Λ),∪Q)
with the following properties:
(1) Φ is a Λ algebra isomorphism.
(2) Φ(Xi) = e
′
i.
(3) {e′i | i = 1, . . . , n} ⊂ H1(L(u); Λ0). Moreover {e′i mod H1(L(u); Λ+) |
i = 1, . . . , n} forms a basis of H1(L(u);C).
(4)
e′{1,...,n} − volL(u) ∈
⊕
d<n
Hd(L(u); Λ+).
Proof. We start with the following lemma.
Lemma 3.7.2. Let H be a symmetric n×n matrix with Λ0 entries. Then there
exist e′i ∈ Λn0 , i = 1, . . . , n, with the following properties:
(1) {e′i | i = 1, . . . , n} forms a basis of Λn.
(2) {e′i mod Λ+ | i = 1, . . . , n} forms a basis of Cn.
(3) (e′i, He
′
j) = 0 for i 6= j. Here (·, ·) : Λn×Λn → Λ is the standard quadratic
form.
Proof. We take λ ≥ 0 the largest number such that all the entries of T−λH
are in Λ0. We may assume λ = 0 without loss of generality.
LetH ≡ H mod Λ+ be the complex n×nmatrix. It is nonzero and symmetric.
We can take a basis fi of Cn such that (fi, Hfj) = 0 for i 6= j. We may assume
furthermore that (fi, Hfi) = 1 for i = 1, . . . , k and (fi, Hfi) = 0 for i = k+1, . . . , n.
(k > 0.) It is easy to lift fi to fi ∈ Λn0 such that (fi, Hfj) = 0 holds for any
i = 1, . . . , k and j 6= i. Then, with respect to the splitting Λn0 ∼= Λk0 ⊕Λn−k0 , H also
splits so that its restriction to the first factor has the required basis fi, i = 1, . . . , k.
Thus the lemma is proved by induction on n. 
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We apply Lemma 3.7.2 to the Hessian matrix Hessb(POb) and obtain e
′
i. We
may replace e′1 by ce′1 for some c ∈ Λ0\Λ+ so that we have the following in addition:
det[e′1 . . .e
′
n] = 1. (3.7.3)
(Here we regard each of e′i as 1× n matrix.) Now Statement 3 is satisfied.
We next observe that the operatormb,b2 , that is constructed by the q-perturbation,
satisfies the conclusion of Lemma 3.6.3, even when Condition 1.3.20.1 or 2 is not
assumed. In fact, we can use [FOOO6, Corollary 6.6] in place of Lemma 3.2.6. It
implies
e′I − e′i1 ∧ · · · ∧ e′ik ∈
⊕
ℓ<k
Hℓ(L(u); Λ+) (3.7.4)
for I = (i1, . . . , ik). Here we put e
′
I = e
′
i1
∪Q · · · ∪Q e′ik . We use the fact that the
contribution of pseudo-holomorphic disks to m2 is of positive energy to show that
the difference in (3.7.4) is 0 modulo Λ+.
Lemma 3.7.2.3 and (3.7.4) imply
e′i ∪Q e′j + e′j ∪Q e′i =
{
2di if i = j
0 if i 6= j,
for some di ∈ Λ+. Then if we define the map Φ by Φ(Xi) = e′i, Statement 1 follows.
Statement 4 follows from (3.7.3) and (3.7.4). The proof of Proposition 3.7.1 is
complete. 
We recall that di are defined by (3.6.3) and the coordinate e
′
i defined by (3.6.10).
Namely if we write b ∈ H1(L(u); Λ0) as b =
∑
x′ie
′
i, then
det
[
∂2POb
∂x′i∂x
′
j
(b)
]i,j=n
i,j=1
= 2nd1 · · · dn.
In fact, the matrix in the left hand side is the diagonal matrix with diagonal entries
di. Then using (3.7.3) we have
det
[
∂2POb
∂xi∂xj
(b)
]i,j=n
i,j=1
= 2nd1 · · · dn. (3.7.5)
Here xi is a coordinate of H
1(L(u); Λ) with respect to the basis ei.
Remark 3.7.3. Since we do not have cyclic symmetry, Proposition 3.7.1 does
not imply 〈e′I , e′J〉PDL(u) = 0 for J 6= Ic. We only have
〈e′I , e′J 〉PDL(u) ≡
{
(−1)∗(I) mod Λ+ for J = Ic,
0 mod Λ+ otherwise.
Here we denote
∗ (I) = #{(i, j) ∈ I × Ic | j < i}. (3.7.6)
Now we move from mb,b2 to m
c,b,bc
2 , where b
c is obtained from b as in Definition
3.2.28. Then by Corollary 3.2.22 we have a ring isomorphism
F1 : (H(L(u); Λ0),∪Q)→ (H(L(u); Λ0),∪c,Q).
Here we remark that ∪Q is induced from mb,b2 and ∪c,Q is induced from mc,b,b
c
2 .
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We now define
e′′i = F1(e
′
i) (3.7.7)
and
e′′I = e
′′
i1 ∪c,Q · · · ∪c,Q e′′ik . (3.7.8)
Now we have
Proposition 3.7.4. There exists a map
Ψ : CliffΛ(n; ~d)→ (H(L(u); Λ),∪c,Q)
with the following properties:
(1) Ψ is a Λ algebra isomorphism.
(2) Ψ(Xi) = e
′′
i .
(3)
e′′{1,...,n} − volL(u) ∈
⊕
d≤n
Hd(L(u); Λ+).
This is immediate from Proposition 3.7.1 and F1 − id ≡ 0 mod Λ+.
Now we are in the position to complete the proof of Theorem 1.3.25.1. We have
o ∈ Λ+ such that
(1 + o)volL(u) − e′′{1,...,n} ∈
⊕
k<n
Hk(L(u); Λ).
Using Corollary 3.3.9 we find that the formula (3.4.2) for v = w = (1 + o)volL(u) is
equal to (3.4.2) for v = w = e′′{1,...,n}. Namely
(1 + o)2〈i∗,qm,(b,bc)(volL(u)), i∗,qm,(b,bc)(volL(u))〉PDX
=
∑
I,J∈2{1,...,n}
(−1)∗1,I,J gIJ〈mc,b,bc2 (e′′I , e′′{1,...,n}),mc,b,b
c
2 (e
′′
J , e
′′
{1,...,n})〉PDL(u) .
(3.7.9)
By the cyclic symmetry and Proposition 3.7.4, Formula (3.7.9) is equal to∑
I,J∈2{1,...,n}
(−1)∗2,I,J gIJ〈mc,b,bc2 (e′′{1,...,n},mc,b,b
c
2 (e
′′
J , e
′′
{1,...,n})), e
′′
I 〉PDL(u)
=
∑
I,J∈2{1,...,n}
(−1)∗3,I,J gIJdJ 〈mc,b,b
c
2 (e
′′
{1,...,n}, e
′′
Jc), e
′′
I 〉PDL(u)
=
∑
I,J∈2{1,...,n}
(−1)∗4,I,J gIJd1 · · · dn〈e′′J , e′′I 〉PDL(u) = 2nd1 · · · dn.
Here dI = di1 . . . dik for I = (i1, . . . , ik).
The calculation of the sign is as follows. We put |I| = k, |J | = ℓ. Note we only
need to calculate the sign in case ℓ ≡ n− k mod 2. Now
∗1,I,J = n(n− 1)
2
∗2,I,J = ∗1,I,J + ℓ(k + 1).
Here we get the sign (n + k)(ℓ + n + 1) to go from 〈·, ·〉PDL(u) to 〈·, ·〉cyc and
(k+1)(n+1+n+ ℓ+1) for the cyclic symmetry and ℓ(k+1) to back from 〈·, ·〉cyc
to 〈·, ·〉PDL(u) . The sum of these three is ℓ(k + 1).
3.8. CYCLIC HOMOLOGY AND VARIATION OF THE INVARIANT Z 169
We next have
∗3,I,J = ∗2,I,J + ℓ(n+ 1) + ℓ(ℓ− 1)
2
+ ∗(J).
Here ∗(J) is as in (3.7.6). In fact, we get ℓ(n + 1) to go from m2 to the product,
and
e′′J ∪c,Q e′′{1,...,n} = (−1)
ℓ(ℓ−1)
2 +∗(J)e′′Jc
by Clifford relation. Similarly we have
∗4,I,J = ∗3,I,J + n(k + 1) + (n− ℓ)(n− ℓ− 1)
2
+ ∗(J).
We can easily find that ∗4,I,J ≡ 0 mod 2 by using k + ℓ ≡ n mod 2.
The above calculation and (3.7.5) imply Theorem 1.3.25.1. 
Remark 3.7.5. We remark that e′′i ∈ H1(L(u); Λ) may not hold. e′′i , (i =
1, . . . , n) form a basis of the tangent space Tbc(F∗(H1(L(u); Λ0)).
3.8. Cyclic homology and variation of the invariant Z
The purpose of this section is to put the invariant Z(H, {mk}, 〈·〉, e) (Definition
1.3.22) of cyclic filtered A∞ algebra (H, {mk}, 〈·〉, e) in the perspective of several
other stories such as cyclic cohomology.
We begin with a brief review of cyclic (co)homology of A∞ algebra which is
a minor modification of the story of cyclic (co)homology of associative algebra.
([Con], [Lo].)
Let K be a field of characteristic 0 and (C, {mk}∞k=0, e) an A∞ algebra with
unit e. Throughout this section we assume the following condition.
Condition 3.8.1. (1) C is a finite dimensional K vector space.
(2) m0(1) = ce for some c ∈ K.
(3) m1 = 0.
Hereafter in this section, we replace m0 by 0. Namely we put m0(1) = 0.
Thanks to Item 2 above, we still have a filtered A∞ algebra, after this replacement
.
We recall the map cyc on Bk(C[1]) = C[1]
⊗k defined by (3.1.6) and Bcyck (C[1])
which is the quotient space of Bk(C[1]) defined by Definition 3.1.2. We put
Bcyc(C[1]) =
∞⊕
k=0
Bcyck (C[1]). (3.8.1)
The A∞ operation mk defines a differential δcyc on it by (3.1.8).
Definition 3.8.2. The cyclic homology HC∗(C) is the homology group of the
chain complex (Bcyc(C[1]), δcyc).
The cyclic cohomology HC∗(C) is the cohomology group of the cochain complex
(Hom(Bcyc(C[1]),K), (δcyc)∗).
We put
FkB
cyc(C[1]) =
k⊕
ℓ=0
Bcycℓ (C[1]) (3.8.2)
170 3. COINCIDENCE OF PAIRINGS
and
F kHom(Bcyc(C[1]),K) =
∞∏
ℓ=k
Hom(Bcycℓ (C[1]),K). (3.8.3)
By Condition 3.8.1, that is m0 = 0 and m1 = 0, we have
δcyc (FkB
cyc(C[1])) ⊂ Fk−1Bcyc(C[1]),
(δcyc)∗
(
F kHom(Bcyc(C[1]),K)
) ⊂ F k+1Hom(Bcyc(C[1]),K).
Therefore we have homomorphisms
H(FkB
cyc(C[1]), δcyc)→ HC∗(C), H(F kHom(Bcyc(C[1]),K), (δcyc)∗)→ HC∗(C).
We denote their images by FkHC∗(C), F kHC∗(C), respectively.
For a unital A∞ algebra (C, {mk}∞k=0, e) satisfying Condition 3.8.1, (C,±m2, e)
becomes an (associative) algebra with unit. (Here ± is as in (1.3.20).) We call it
the underlying algebra.
Proposition 3.8.3 (Compare [Ka] Section 6). If the underlying algebra of
(C, {mk}∞k=0, e) is isomorphic to the Clifford algebra associated to a non-degenerate
quadratic form, then
FkHC∗(C)
Fk−1HC∗(C)
∼=
{
0 k is even,
K k is odd.
(3.8.4)
Moreover all the nonzero elements in the cyclic homology HC∗(C) have degree
∗ ≡ n− 1 mod 2. (Here we use the shifted degree.)
Proof. Following [Ka], we first consider Hochschild homology. We consider
BC =
⊕∞
k=0 Bk(C[1]) and define δ
cyc : B(C[1])→ B(C[1]) by (3.1.8).
Definition 3.8.4. We call the homology groupH(B(C[1]), δcyc), the Hochschild
homology and denote it by HH∗(C,C).
The boundary operator δcyc respects the number filtration FkB(C[1]) =
⊕k
ℓ=0Bℓ(C[1]).
Therefore we have a homomorphism
H(FkB(C[1]), δ
cyc)→ HH∗(C,C).
We denote its image by FkHH∗(C,C) which defines a filtration on HH∗(C,C).
Lemma 3.8.5. If the underlying algebra of C is isomorphic to the Clifford al-
gebra associated to a non-degenerate quadratic form, then HH∗(C,C) ∼= K. It is
generated by the element
e{1,...,n} ∈ C = B1(C[1]). (3.8.5)
In particular, HH∗(C,C) = F1HH∗(C,C).
Proof. Let C′ be the underlying Clifford algebra regarded as an A∞ algebra.
(Namely the operator m2 of C
′ is the same as that of C and all the higher operators
mk of C
′ are zero.) We consider the spectral sequence Ek(C) induced by the number
filtration FkB(C[1]). It is easy to see that E2(C) ∼= E2(C′). On the other hand,
as in [Ka, page 696], E2(C
′) ∼= E∞(C′) ∼= K and it is generated by the element
(3.8.5). Therefore by degree reason, the spectral sequence for C also degenerates
at E2 term. The lemma follows. 
Now we use the following variant of Connes’ exact sequence [Con]. This A∞
version is given, for example, in [CL], [HL].
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Theorem 3.8.6. There exists a long exact sequence
−→HC∗(C) S−→ HC∗(C) B−→ HH∗(C,C) I−→ HC∗(C) S−→ (3.8.6)
such that
S(FkHC∗(C)) ⊂ Fk−2HC∗(C), (3.8.7a)
B(FkHC∗(C)) ⊂ Fk+1HH∗(C,C), (3.8.7b)
I(FkHH∗(C,C)) ⊂ FkHC∗(C). (3.8.7c)
Proof. We consider diagram of the bar complexes:
B(C[1])
1−cyc←−−−− B(C[1]) N←−−−− B(C[1]) 1−cyc←−−−− . . .yδcyc yd̂ yδcyc
B(C[1])
1−cyc←−−−− B(C[1]) N←−−−− B(C[1]) 1−cyc←−−−− . . .
(3.8.8)
See [Lo, page 54]. Here N =
∑k−1
i=0 cyc
i on Bk(C[1]). Note δ
cyc is defined in (3.1.8).
We denote by B(C[1])ℓ, ℓ = 1, 2, . . . the ℓ-th column in the diagram. We define a
map
B(C[1])2ℓ −→ B(C[1])2ℓ−1
as 1− cyc and
B(C[1])2ℓ+1 −→ B(C[1])2ℓ
as N . Moreover we define a map
B(C[1])2ℓ −→ B(C[1])2ℓ
as d̂ (see (3.1.7)) and
B(C[1])2ℓ−1 −→ B(C[1])2ℓ−1
as δcyc. The four assignments combined define
̂̂
d :
∞⊕
ℓ=1
B(C[1])ℓ →
∞⊕
ℓ=1
B(C[1])ℓ. (3.8.9)
Let us first check the commutativity of the diagram (3.8.8) for completeness sake.
Lemma 3.8.7.
δcyc ◦ (1− cyc) = (1 − cyc) ◦ d̂, (3.8.10a)
d̂ ◦N = N ◦ δcyc. (3.8.10b)
Remark 3.8.8. The commutativity of the Diagram (3.8.8) shows the equiv-
alence of the two ways to define cyclic bar complex. In this paper we take the
quotient of (B(C[1]), δcyc) with respect to the cyclic symmetry. In [FOOO3] we
take the subset of (B(C[1]), d̂) that is invariant of the cyclic symmetry. The choice
of this paper corresponds to the cokernel of 1 − cyc and the choice of [FOOO3]
corresponds to the kernel of N . They are isomorphic together with their bound-
ary operators (that are d̂ and δcyc, respectively) by the commutativity of Diagram
(3.8.8).
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Proof of Lemma 3.8.7. We prove (3.8.10a). We apply the left hand side to
x0 ⊗ · · · ⊗ xk and obtain
δcyc(x0 ⊗ · · · ⊗ xk + (−1)∗1xk ⊗ x0 ⊗ · · · ⊗ xk−1)
that is equal to∑
0≤i≤j≤k
(−1)∗2×x0 ⊗ · · ·mj−i+1(xi, . . . , xj) · · · ⊗ ×xk (3.8.11)
+
∑
0≤i<j≤k
(−1)∗3mi+k−j+2(xj , . . . , xk, x0, . . . , xi)⊗ · · · ⊗ ×xj−1 (3.8.12)
+
∑
0≤i≤j≤k−1
(−1)∗4xk ⊗ · · ·mj−i+1(xi, . . . , xj) · · · ⊗ ×xk−1 (3.8.13)
+
∑
0≤i≤k−1
(−1)∗5mi+2(xk, x0, . . . , xi)⊗ · · · ⊗ ×xk−1 (3.8.14)
+
∑
0≤i≤j≤k−1
(−1)∗6mk−j+i+1(xj , . . . , xk,×x0, . . . , xi−1)⊗ · · · ⊗ ×xj−1. (3.8.15)
Here the symbol × which we put to ×xk in (3.8.11) indicates the fact that xk is
absent there in case j = k. The meaning of the symbol
×
x0 etc. are similar.
Applying the right hand side of (3.8.10a) to x0 ⊗ · · · ⊗ xk we obtain∑
0≤i≤j≤k
(1− cyc)((−1)∗7×x0 ⊗ · · ·mj−i+1(xi, . . . , xj) · · · ⊗ ×xk)
that is equal to∑
0≤i≤j≤k
(−1)∗8×x0 ⊗ · · ·mj−i+1(xi, . . . , xj) · · · ⊗ ×xk (3.8.16)
+
∑
0≤i≤j≤k−1
(−1)∗9xk ⊗ x0 ⊗ · · ·mj−i+1(xi, . . . , xj) · · · ⊗ ×xk−1 (3.8.17)
+
∑
0≤j≤k
(−1)∗10mk−j+1(xj , . . . , xk)⊗ ×x0 ⊗ · · · ⊗ xj−1. (3.8.18)
We first observe that (3.8.11) = (3.8.16). In fact, the sign is
∗2 = deg′ x0 + · · ·+ deg′ xi−1 = ∗8.
We next observe that (3.8.13) = (3.8.17). In fact, the sign is
∗4 = 1+(deg′ xk)(deg′ x0+ · · ·+deg′ xk−1)+deg′ xk+deg′ x0+ · · ·+deg′ xi−1 = ∗9.
We next observe that the case j = k of (3.8.12) cancels with (3.8.14). In fact, the
sign is
∗3 = (deg′ xk)(deg′ x0 + · · ·+ deg′ xk−1) = 1 + ∗5.
Note the extra minus sign (that is +1) in the right hand side comes from the minus
sign we put to 1− cyc.
We also observe that the case j 6= k of (3.8.12) cancels with the i 6= 0 case of
(3.8.15). In fact, the sign is ∗3 = (deg′ xj + · · ·+deg′ xk)(deg′ x0 + · · ·+deg′ xj−1)
that becomes 1 + ∗6 after replacing i by i− 1.
Finally we observe that i = 0 case of (3.8.15) is equal to (3.8.18). The sign is
∗6 = 1 + (deg′ xj + · · ·+ deg′ xk)(deg′ x0 + · · · deg′ xj−1) = ∗10.
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Thus we have checked (3.8.10a).
Next we prove (3.8.10b). We apply the left hand side of (3.8.10b) to x0⊗· · ·⊗xk
and obtain
∑k
i=0(−1)∗1 d̂(xi ⊗ · · · ⊗ xi−1) that is equal to∑
0≤i≤j≤ℓ≤k
(−1)∗2×xi ⊗ · · ·mℓ−j+1(xj , . . . , xℓ) · · ·×x0 · · · ⊗ xi−1 (3.8.19)
+
∑
0≤ℓ<i≤j≤k
(−1)∗3×xi ⊗ · · ·mℓ+k−j+2(xj , . . . , x0, . . . , xℓ) · · · ⊗ ×xi−1 (3.8.20)
+
∑
0≤j≤ℓ<i≤k
(−1)∗4×xi ⊗ · · ·×x0 · · ·mk+ℓ−j+2(xj , . . . , xℓ) · · · ⊗ ×xi−1. (3.8.21)
We apply the right hand side of (3.8.10b) to x0 ⊗ · · · ⊗ xk and obtain∑
0≤i≤j≤k
(−1)∗5N(×x0 ⊗ · · ·mj−i+1(xi, . . . , xj) · · · ⊗ ×xk)
+
∑
0≤i≤j≤k
(−1)∗6N(mi+k−j+2(xj , . . . , x0, . . . , xi)⊗ · · · ⊗ ×xj−1).
It is equal to∑
0≤i≤j<ℓ≤k
(−1)∗7xℓ ⊗ · · ·×x0 · · ·mj−i+1(xi, . . . , xj) · · · ⊗ ×xℓ−1 (3.8.22)
+
∑
0≤i≤j≤k
(−1)∗8mj−i+1(xi, . . . , xj)⊗ · · · ⊗ ×xj−1 (3.8.23)
+
∑
0≤ℓ<i≤j≤k
(−1)∗9xℓ ⊗ · · ·mj−i+1(xi, . . . , xj) · · · ⊗ ×xℓ−1 (3.8.24)
+
∑
0≤i≤j≤k
(−1)∗10mi+k−j+2(xj , . . . , x0, . . . , xi)⊗ · · · ⊗ ×xj−1 (3.8.25)
+
∑
0≤i<ℓ<j≤k
(−1)∗11xℓ ⊗ · · ·mi+k−j+2(xj , . . . , x0, . . . , xi) · · · ⊗ ×xℓ−1. (3.8.26)
It is easy to see that the (3.8.19) = (3.8.23) + (3.8.24), (3.8.20) = (3.8.25) +
(3.8.26), (3.8.21) = (3.8.22). We note that coincidence of the sign is obvious since
we always apply the Koszul rule here.
Therefore the proof of Lemma 3.8.7 is complete. 
The commutativity of the diagram (3.8.8) implies that the operator in (3.8.9)
satisfies
̂̂
d ◦ ̂̂d = 0. Using the exactness of the horizontal lines of (3.8.8) (see [Lo,
Theorem 2.1.5]), we can prove that
HC(C) ∼= H
( ∞⊕
ℓ=1
B(C[1])ℓ,
̂̂
d
)
.
We also note that the d̂ cohomology always vanishes.
On the other hand, we have an exact sequence of chain complecies
0→
2⊕
ℓ=1
B(C[1])ℓ →
∞⊕
ℓ=1
B(C[1])ℓ →
∞⊕
ℓ=3
B(C[1])ℓ → 0.
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The homology of the second complex is the cyclic homology. The homology of the
third complex is the cyclic homology with the degree shifted by 2. The homology of
the first complex is the homology of δcyc complex, that is the Hochschild homology.
We thus obtain the exact sequence (3.8.6).
We finally check the filtration properties (3.8.7a), (3.8.7b), (3.8.7c). We note
the following diagram concerning filtrations defined as in (3.8.2).y y y
F3B(C[1])
1−cyc←−−−− F3B(C[1]) N←−−−− F3B(C[1]) 1−cyc←−−−− . . .yδcyc yd̂ yδcyc
F2B(C[1])
1−cyc←−−−− F2B(C[1]) N←−−−− F2B(C[1]) 1−cyc←−−−− . . .yδcyc yd̂ yδcyc
C[1]
1−cyc←−−−− C[1] N←−−−− C[1] 1−cyc←−−−− . . .
(3.8.27)
We put
Fn(B∗(C[1])∗) =
⊕
k+ℓ≤n+1
Bk(C[1])ℓ.
Here Bk(C[1])ℓ is Bk(C[1]) = C[1]
⊗k in the ℓ-th column of the diagram (3.8.8). It
defines a filtration on the total complex B∗(C[1])∗ =
⊕
k,ℓBk(C[1])ℓ. We define a
filtration on homology H(B∗(C[1]∗)) by
Fn(H(B∗(C[1])∗)) = Image(H(Fn(B∗(C[1])∗))→ H(B∗(C[1])∗)).
We recall that we have a filtration on Bcyc(C[1]) defined by
Fn(B
cyc(C[1])) =
⊕
k≤n
Bcyck (C[1])
and a filtration on the cyclic homology defined by
FnHC(C) = Image(H(Fn(B
cyc(C[1])), δcyc)→ HC(C)).
The chain map
π : B∗(C[1])∗ → Bcyc(C[1])
given by π((xk,ℓ)) = [xk,1] induces an isomorphism on the homology, since the
horizontal lines of (3.8.27) is exact and the cokernel of the first homomorphism is
Bcyc(C[1]). Therefore, to prove (3.8.7a), (3.8.7b), (3.8.7c) it suffices to show the
following.
Lemma 3.8.9.
π∗(Fn(H(B∗(C[1])∗))) = FnHC(C).
Proof. Since π preserves the filtrations, we have
π∗(Fn(H(B∗(C[1])∗))) ⊆ FnHC(C).
We prove the inclusion of the opposite direction. Let (xk)k=1,...,n ∈ Bcyc(C[1]) be
a cycle. We take (xk)k=1,...,n ∈ B(C[1]) whose equivalence class is (xk). We put
xk,1 = xk. Since (xk)k=1,...,n is a cycle, we have
δcyc(xk,1)k=1,...,n ∈ Image(1 − cyc).
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We take (xk,2)k=1,...,n−1 such that
(1 − cyc)((xk,2)k=1,...,n−1) = δcyc(xk,1)k=1,...,n.
By commutativity of (3.8.27) and the exactness of its horizontal lines we have an
element (xk,3)k=1,...,n−2 such that
N((xk,3)k=1,...,n−2) = d̂(xk,2)k=1,...,n−1.
So we find by induction an element (xk,ℓ)k+ℓ≤n+1 such that it is a cycle of B∗(C[1])∗
and π((xk,ℓ)k+ℓ≤n+1) = (xk)k=1,...,n. This proves the lemma. 
Therefore the proof of Theorem 3.8.6 is complete. 
Now we are ready to complete the proof of Proposition 3.8.3. By Lemma 3.8.5
we have F1HH∗(C,C) ∼= K. By (3.8.6) and (3.8.7b), I : HH∗(C,C) → HC∗(C)
is injective on F1HH∗(C,C). Therefore the generator of F1HH∗(C,C) induces a
nontrivial element of HH∗(C,C). Then using HH∗(C,C) ∼= F1HH∗(C,C) ∼= K
and (3.8.6) we can prove that S induces an isomorphism
FkHC∗(C)/Fk−1HC∗(C) ∼= Fk−2HC∗(C)/Fk−3HC∗(C)
for k ≥ 3. (3.8.4) follows easily.
We note that
deg′ e{1,...,n} = deg e{1,...,n} − 1 = n− 1.
Moreover S does not change the parity of the degree. The statement on degree
follows. 
It is well known among the experts that cyclic cohomology controls deforma-
tions of cyclic A∞ algebras. Explanation of this is now in order. (In a similar
way, deformations of A∞ algebras are controlled by Hochschild cohomology. See
[FOOO4, Subsection 7.4.6], for example.)
Let (C, {mk}, e) be a unital A∞ algebra satisfying Condition 3.8.1. Let 〈 · 〉 :
Ck ⊗ Cn−k → K be a nondegenerate bilinear form such that
〈mk(x1, . . . , xk), x0〉
= (−1)deg′ x0(deg′ x1+···+deg′ xk)〈mk(x0, x1, . . . , xk−1), xk〉.
(3.8.28)
In other words, (C, {mk}, 〈 · 〉, e) is a cyclic unital A∞ algebra.
If mk is defined only for k ≤ N and if the A∞ relation∑
k1,k2
k1+k2=k+1
∑
i
(−1)deg′ x1+···+deg′ xi−1mk1(x1, . . . ,mk2(xi, . . . ), . . . , xk) = 0 (3.8.29)
is satisfied only for k ≤ N , we call it a cyclic unital AN algebra.
We next consider the ring
Km =

K[θ]
(θm+1)
if m <∞,
K[[θ]] if m =∞.
(3.8.30)
Definition 3.8.10. An AN deformation of order m of (C, {mk}, 〈·〉) is oper-
ations mθk on C ⊗ Km such that (3.8.28) and (3.8.29) hold for k ≤ N and that
mθk ≡ mk mod θ.
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Remark 3.8.11. (1) We do not deform 〈·〉 or e but only the operations
mk.
(2) The associative law in algebras is the A3 relation for the product m2.
Hence an A3 deformation gives a deformation of algebras.
A pseudo-isotopy of cyclic A∞ algebras is defined by a family of operators
mtk : Bk(C[1])→ C[1], ctk : Bk(C[1])→ C[1]
parametrized by t ∈ [0, 1] such that:
(1) They are smooth with respect to t in the sense of Definition 3.2.15.
(2) For each t, (C, {mtk}, 〈·〉) is a cyclic A∞ algebra.
(3) For each xi ∈ C[1] (where C[1] is the C ∼= Λ0/Λ+ reduction of C[1])
〈ctk,β(x1, . . . , xk), x0〉 = (−1)∗〈ctk,β(x0, x1, . . . , xk−1), xk〉. (3.8.31)
Here ∗ = deg′ x0(deg′ x1 + · · ·+ deg′ xk).
(4) For each xi ∈ C[1]
d
dt
mtk,β(x1, . . . , xk)
+
∑
k1+k2=k+1
∑
β1+β2=β
k−k2+1∑
i=1
(−1)∗ctk1,β1(x1, . . . ,mtk2,β2(xi, . . .), . . . , xk)
−
∑
k1+k2=k+1
∑
β1+β2=β
k−k2+1∑
i=1
mtk1,β1(x1, . . . , c
t
k2,β2(xi, . . .), . . . , xk)
= 0.
(3.8.32)
Here ∗ = deg′ x1 + · · ·+ deg′ xi−1.
We can define a pseudo-isotopy of cyclic AN structures and also of an algebra over
Km in the same way.
Definition 3.8.12. Two AN deformations of order m are said to be pseudo-
isotopic if there exists a pseudo-isotopy of cyclic AN structures over Km such that
its operators mtk and c
t
k satisfy:
dmtk
dt
≡ 0 mod θ, ctk ≡ 0 mod θ.
We can prove that a pseudo-isotopy is an equivalence relation in the same way
as in [Fu2, Lemma 8.2].
Proposition 3.8.13. The set of pseudo-isotopy classes of AN deformations of
order 1 of (C, {mk}, 〈·〉) corresponds one to one to the set
HC∗(C)/FN+2HC∗(C) (if N <∞),
proj lim
m
HC∗(C)/Fm+2HC∗(C) (if N =∞),
with ∗ ≡ n+ 1 mod 2.
Proof. Let mθk = mk + θ∆mk be an AN deformation of order one. We put
∆+mk(x1, . . . , xk, x0) = 〈∆mk(x1, . . . , xk), x0〉. (3.8.33)
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Then
(∆+m0, . . . ,∆
+mN) ∈
∏∞
k=0Hom(B
cyc
k (C[1]),K)∏∞
k=N+2Hom(B
cyc
k (C[1]),K)
. (3.8.34)
The AN relation among them implies that the left hand side of (3.8.34) is a (δ
cyc)∗
cocycle.
Suppose mk + θ∆mk is pseudo-isotopic to mk + θ∆
′mk. Take a pseudo-isotopy
mtk, c
t
k among them. Since c
t
k ≡ 0 mod θ we have ctk = ctkθ. We put
ek =
∫ 1
0
ctkdt,
and define e+k in the same way as in (3.8.33). It follows easily from (3.8.32) that
(∆+m0, . . . ,∆
+mN )− (∆′+m0, . . . ,∆′+mN ) = (δcyc)∗(e+0 , . . . , e+N ).
We have thus defined a homomorphism to HC∗(C)/FN+2HC∗(C) from the
set of pseudo-isotopy classes of AN deformations of (C, {mk}, 〈·〉) of order 1. It is
straightforward to check that this map gives the required isomorphism. The proof
in the case N =∞ is similar.
We note that if ∆+mk(x1, . . . , xk, x0) 6= 0 then
k∑
i=1
deg′ xi + 1 + deg′ x0 ≡ n+ 2 mod 2.
Therefore deg∆+mk ≡ n+ 1 mod 2. 
Proposition 3.8.14. Let (C, {mk}, 〈·〉, e) be a unital and cyclic A∞ algebra
satisfying Condition 3.8.1. Suppose that the underling algebra is isomorphic to the
Clifford algebra associated to a non-degenerate quadratic form. Let α ∈ HC∗(C).
If [α] ∈ HC∗(C)/F 4HC∗(C) lifts to an A3 deformation of order 1, then α lifts to
an A∞ deformation of order ∞.
Proof. The proof is by the obstruction theory, similar to, for example, [FOOO4,
Lemma 7.2.74]. We put α+ = (α+k )
∞
k=1, α
+
k =
∑∞
j=1 θ
jα+k,j , α
+
k,j ∈ Hom(Bcyck C,K).
We are given α+3,1 and will find other α
+
k,j . The degree of α
+
k,ℓ is n− 1 modulo 2.
We put
Bcyc∗k C = Hom(B
cyc
k C[1],K), B
cyc∗C =
∞∏
k=0
Hom(Bcyck C[1],K).
On Bcyc∗C we have an IBL (involutive bi-Lie) algebra structure (see [CFL]). As a
part of the structure, we have an operation
[·, ·] : Bcyc∗k1 C ⊗B
cyc∗
k2
C → Bcyc∗k1+k2−2C
defined by
[α+k1 , α
+
k2
](x1, . . . , xk1+k2−2)
=
∑
a,b
k1+k2−2∑
c=1
±gabα+k1(ea, xc, . . . , xc+k1−2)α+k2(eb, xc+k1−1, . . . , xc−1)
for α+i ∈ Bcyc∗ki C. Here {ea} is a K-basis of C and (gab) is the transpose of the
inverse matrix of (gab) = (〈ea, eb〉) and we use the convention xc = xc′ if c ≡ c′
mod k1 + k2 − 2. The operation [·, ·] does not depend on the choice of the basis of
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C. If α+k = m
+
k−1, the A∞ formula together with the cyclic symmetry of 〈·, ·〉 in the
sense of (3.8.28) yields the following equation
(δcyc)∗α+k ±
1
2
∑
k1+k2=k+2
[α+k1 , α
+
k2
] = 0. (3.8.35)
See [CFL, Proposition 11.2].
Under the general facts as above understood, we go back to the proof of Propo-
sition 3.8.14. For each step we consider Hom(Bcyck C,K) part of∑
k1+k2=k+2
∑
j1+j2=j
[α+k1,j1 , α
+
k2,j2
].
By (3.8.35) this is a (δcyc)∗ cocycle of degree ≡ n mod 2. Namely the obstruction
to find them inductively lies in the group F kHC∗(C)/F k+1HC∗(C) with ∗ ≡ n
mod 2. This group vanishes by Proposition 3.8.3. Hence we finish the proof. 
Remark 3.8.15. Two cyclic A∞ algebras which are pseudo-isotopic are homo-
topy equivalent as cyclic A∞ algebras. (This is proved in [Fu2, Theorem 8.2].)
However the homotopy equivalence may not be strict in the sense of [FOOO3,
Definition 3.2.29 (2)]. In fact, we have the following example.
Let us consider C = Λe0 ⊕ Λe1 with deg ei = i. Here e0 is a strict unit and
m2(e1, e1) = e0. We put 〈e0, e1〉 = 1 and mk = 0 for k ≥ 3.
Let ei1,...,ik ∈ Hom(BkC,K) (i1, . . . , ik ∈ {0, 1}) be the elements such that
ei1,...,ik(ei1 ⊗ · · · ⊗ eik) = 1 and that ei1,...,ik are zero on other basis. We put
e(i1,...,ik) =
k∑
j=1
±eij ,...,ik,i1,...,ij−1 .
Here ± is chosen so that this element is cyclically symmetric. It is easy to see that
(δcyc)∗e(11) = 0. However e(11) is zero in cyclic cohomology. Namely (δcyc)∗e(0) =
2e(11).
This element e(11) corresponds to the deformation of the boundary operator
m1 to m
θ
1 where m
θ
1(e1) = θ/2 · e1. Proposition 3.8.13 implies that (C,m) is pseudo-
isotopic to (C,mθ). (Here pseudo-isotopy includes nonzero ct0.)
The (nonstrict) isomorphism between (C,m) and (C,mθ) is given by ϕ such that
ϕ0(1) = θe0. Note (C,m) is not strictly homotopic to (C,m
θ), since H(C,m1) 6=
H(C,mθ1). The pair (C,m), (C,m
θ) is an example of pseudo-isopotic but not strictly
homotopic pair of cyclic filtered A∞ algebras.
We also note that in the above example we have (δcyc)∗e(01) = −e(001)+3e(111),
and e(111) gives a nonzero element in cyclic cohomology. This corresponds to the
deformation to m′θ2 where
m′θ2 (e1, e1) = e0 + θe0.
We can show the nontriviality of this deformation by using, for example, the trace
Z.
On the other hand, the element e(1111) is a (δcyc)∗ coboundary and is so zero
in cyclic cohomology. (This follows from Proposition 3.8.3. We can also check it
directly.)
We remark that the first nontrivial element of the cyclic cohomology lies in
F 1HC∗(C)/F 2HC∗(C). It deforms the operator m0(1), that is the critical value.
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(This comes from Hochschild cohomology and so is an invariant of A∞ algebra,
whether or not it carries a compatible inner product.)
We next discuss the relationship between the trace Z(C, {mk}, 〈 · 〉, e) and cyclic
homology of (C, {mk}, 〈 · 〉, e). This relationship becomes most transparent in case
the following condition is satisfied.
Definition 3.8.16. Let (C, {mk}, 〈 · 〉, e) be a unital and cyclic A∞ algebra
satisfying Condition 3.8.1. We say that e1, . . . , en is a cyclic Clifford basis if the
following conditions are satisfied.
(1)
ei ∪Q ej + ej ∪Q ei =
{
2di1 i = j
0 i 6= j,
where di ∈ K \ 0.
(2) eI , I ∈ 2{1,...,n} is a basis of C. Moreover
〈eI , eJ〉 =
{
(−1)∗ J = Ic
0 otherwise.
Here eI = ei1∪Q · · ·∪Qeik if I = {i1, . . . , ik}. ∗ = #{(i, j) ∈ I×J | j < i}.
The basis {e′i} in Theorem 3.6.2 is a cyclic Clifford basis.
Lemma 3.8.17. If {e1, . . . , en} is a cyclic Clifford basis of (C, {mk}, 〈 · 〉, e),
then we have
Z(C, {mk}, 〈 · 〉, e) = 2nd1 · · · dn.
The proof is the same as (3.7.1), (3.7.2).
Let {mθk} be an A3 deformation of (C, {mk}, 〈 · 〉, e) of order 1 and consider
Z(C, {mθk}, 〈 · 〉, e) ∈ K1.
We put
Z(C, {mθk}, 〈 · 〉, e) = Z(C, {mk}, 〈 · 〉, e) + θ∆Z
where ∆Z ∈ K. We have thus defined
∆Z ∈ Hom
(
HC∗(C)
F 5HC∗(C)
,K
)
∼= Hom
(
HC∗(C)
F 4HC∗(C)
,K
)
. (3.8.36)
Here we note that F 4HC∗(C)/F 5HC∗(C) = 0. Actually, the cohomological version
of Proposition 3.8.3 shows that
F kHC∗(C)
F k+1HC∗(C)
∼=
{
0 k is even,
K k is odd.
(3.8.37)
Remark 3.8.18. Here we use the fact that any isomorphism between unital
algebras preserves unit, automatically.
Theorem 3.8.19. Let (C, {mθk}, 〈·〉, e) be a unital cyclic A∞ algebra that admits
a cyclic Clifford basis. Then the homomorphism
∆Z :
F 3HC∗(C)
F 5HC∗(C)
∼= F
3HC∗(C)
F 4HC∗(C)
→ K
is an isomorphism.
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Proof. We consider the following deformation: We define mθ2 such that the
induced product structure ∪Q,θ is
ei ∪Q,θ ej + ej ∪Q,θ ei =

(2d1 + θ)1 i = j = 1
2di1 i = j 6= 1
0 i 6= j.
This is an A3 deformation. So it lifts to a deformation of A∞ structure by Proposi-
tion 3.8.14. Since we do not deform m0 and m1, this deformation gives an element
of
X ∈ F
3HC∗(C)
F 4HC∗(C)
.
By Lemma 3.8.17
Z(C, {mθk}, 〈·〉, e) = 2n(d1 + θ)d2 · · · dn.
Therefore
∆Z(X) = 2nd2 · · · dn 6= 0.
Namely ∆Z 6= 0. Since F 3HC∗(C)F 4HC∗(C) ∼= K in our case, we have proved Theorem
3.8.19. 
Going back to our geometric situation, we have the following:
Theorem 3.8.20. If b is a nondegenerate critical point of POb which corre-
sponds to bc by Definition 3.2.28, then (H(L(u); Λ), {mc,b,bck }, 〈·〉, e) has a cyclic
Clifford basis.
Proof. We will prove that the basis e′′i in Proposition 3.7.4 is a cyclic Clifford
basis up to scalar multiplication. The next proposition is the main part of its proof.
Proposition 3.8.21. If J 6= Ic, then 〈e′′I , e′′J〉PDL(u) = 0.
Proof. We prove the following lemma.
Lemma 3.8.22. If K ⊂ 2{1,...,n}, K 6= {1, . . . , n}, then∑
I,J∈2{1,...,n}
(−1)∗gIJ〈mc,b,bc2 (e′′I , e′′K),mc,b,b
c
2 (e
′′
J , e
′′
{1,...,n})〉PDL(u) = 0. (3.8.38)
Here ∗ = n(n− 1)/2.
Proof. We calculate the left hand side of (3.8.38) using cyclic symmetry to
obtain ∑
I,J∈2{1,...,n}
(−1)∗gIJ〈mc,b,bc2 (e′′K ,mc,b,b
c
2 (e
′′
J , e
′′
{1,...,n})), e
′′
I 〉PDL(u) . (3.8.39)
We do not calculate the sign here but only remark that, for given J,K, n, it depends
only on the parity of |I|.
We put
mc,b,b
c
2 (e
′′
K ,m
c,b,bc
2 (e
′′
J , e
′′
{1,...,n})) =
∑
S∈2{1,...,n}
(−1)∗hS(J,K)e′′S .
Then (3.8.39) is equal to∑
I,J
(−1)∗hS(J,K)gIJgSI =
∑
J
(−1)∗hJ(J,K).
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Here we use the fact that the sum is taken for I such that the parity of |I| is the
same as n− |J |
On the other hand,
mc,b,b
c
2 (e
′′
K ,m
c,b,bc
2 (e
′′
J , e
′′
{1,...,n})) = ±cmc,b,b
c
2 (e
′′
K , e
′′
Jc) = ±c′e′′K⊖Jc
for c, c′ ∈ Λ. So hJ(J,K) = 0 for J 6= K ⊖ Jc. J = K ⊖ Jc does not hold for
K 6= {1, . . . , n}. The proof of Lemma 3.8.22 is complete. 
Corollary 3.8.23. e′′K ∈
⊕
k<nH
k(L(u); Λ).
Proof. We put
e′′K − c1volL(u) ∈
⊕
k<n
Hk(L(u); Λ), e′′{1,...,n} − c2volL(u) ∈
⊕
k<n
Hk(L(u); Λ).
Here c2 ≡ 1 mod Λ+ so c2 6= 0. By Corollary 3.3.9 the left hand side of (3.8.38) is
c1c2
∑
I,J∈2{1,...,n}
(−1)∗gIJ〈mc,b,bc2 (e′′I , volL(u)),mc,b,b
c
2 (e
′′
J , volL(u))〉PDL(u) .
By Theorem 3.4.2 this is nonzero unless c1 = 0. Therefore the corollary follows
from Lemma 3.8.22. 
Now we have
〈e′′I , e′′J 〉PDL(u) = 〈e′′I , e′′J ∪c,Q e〉PDL(u) = 〈e′′I ∪c,Q e′′J , e〉PDL(u)
= c〈e′′I⊖J , e〉PDL(u) = 0.
Proposition 3.8.21 follows. 
Propositions 3.7.4 and 3.8.21 imply that an appropriate scalar multiplication
of e′′I gives cyclic Clifford basis. 
It is likely that the components of a cyclic cohomology in
F 2k+1HC∗(C)/F 2k+2HC∗(C)
for k > 1 can also be realized as a higher loop analogue of the trace Z attached to
the unital and cyclic filtered A∞ algebra. Namely we expect that a k-loop analogue
of Z for a unital and cyclic filtered A∞ algebra can be constructed by taking a sum
of appropriate products of the structure constants of mk′ (k
′ ≤ k) over certain
Feynman diagrams into each of whose exterior vertices the unit is inserted. Thus
the current situation looks very similar to those appearing in the contexts of
(1) higher residue pairing and primitive form. [Sa].
(2) S1 equivariant cohomology and gravitational descendent. [Gi2]
(3) asymptotic expansion and perturbative Chern-Simons gauge theory.
We hope to explore the relationship of our story with these in a sequel of this paper.
Remark 3.8.24. We however note that our invariant Z and its higher-loop
cousins are slightly different from the invariant of cyclic A∞ algebra described in
[Ko1]. In fact, in our work the unit plays a significant role as well as the A∞
operations. The 0-loop (or genus 0) case of the invariant of [Ko1] looks closer to
the invariant defined in [Fu3], where the Maslov class is assumed to vanish.
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3.9. Orientation
The aim of this section is to compare the orientations of the moduli spaces
M1,1(βa) ev+ ×ev+ M1,1(βb) and M3,0(βa′) (ev0,ev1) ×(ev0,ev1) M3,0(βb′) , which
appear as codimension two strata of the moduli space of Mann;main(1,1);0 (β).
We recall from Lemma 3.4.5 that we have two points [Σ1] and [Σ2] in the moduli
space of annuli Mann; main(1,1);0 . Let γ be a path in Mann;main(1,1),0 joining [Σ1] and [Σ2].
Taking the inverse image of γ under the forgetful map Mann;main(1,1),0 (β)→Mann;main(1,1),0
in (3.4.3), we obtain a compact space with oriented Kuranishi structure, which
bounds the inverse images of [Σ1] and [Σ2]. Note that the inverse images of [Σ1]
and [Σ2] correspond toM1,1(βa) ev+×ev+M1,1(βb) andM3,0(βa′) (ev0,ev1)×(ev0,ev1)
M3,0(βb′), respectively. Then our main result of this section is as follows.
Proposition 3.9.1. Let γ be a path in Mann; main(1,1);0 joining [Σ1] and [Σ2]. Then
γ intertwines the orientations between
(−1)n(n−1)2
⋃
βa+βb=β
M1,1(βa) ev+ ×ev+ M1,1(βb)
and ⋃
βa′+βb′=β
M3,0(βa′) (ev0,ev1) ×(ev0,ev1)M3,0(βb′).
The orientation of the moduli spaces appearing in Proposition 3.9.1 will be
defined in the subsections below. To compare the orientations of these moduli
spaces, we follow the argument in [FOOO4] and reduce the problem to the one for
linearized operators. As in the proof of [FOOO4, Proposition 8.1.4], we further
reduce the problem to the case of product bundle pairs. We discuss this point in
detail below.
3.9.1. Operators D1 and D2. Firstly, we explain the orientation ofMann;main(1,1);0 (β).
Since L is a principal homogeneous space under the action of T n, its tangent
bundle TL is trivialized by the fundamental vector fields of the T n-action. We fix
this trivialization in this section. We reduce the problem of determining orientation
to the one in the linearized problem.
Let ρ > 1, A = Aρ = [1, ρ]×S1 and u : A→ X a smooth map with u(∂iA) ⊂ L
for i = 1, 2. Here we denote ∂1A = {ρ} × S1 and ∂2A = {1} × S1. Pick p > 2 and
consider the linearization of the Cauchy-Riemann equation at u:
Du∂ :W
1,p((A; ∂1A, ∂2A), u
∗(TX ;TL, TL))→ Lp(A; Λ0,1A⊗ u∗TX).
We adopt the argument in [FOOO4, Subsection 8.1.1] as follows. We pick
a boundary parallel circles C1 = {ρ − ǫ} × S1 ⊂ A,C2 = {1 + ǫ} × S1 with a
sufficiently small ǫ > 0. Denote by Z ∼= D2(1) ∪ CP 1 ∪ D2(2) the quotient space
of A by collapsing C1 and C2 to points. Here we identify the origin O(1) of the
disk D2(1) with the “south pole” S ∈ S2 ∼= CP 1 and the origin O(2) of the disk
D2(2) with the “north pole” N ∈ S2 ∼= CP 1. We identify ∂D2(i) = ∂iA. Using the
trivialization of TL, we can descend the vector bundle u∗TX → A to E → Z. Note
that (u|∂iA)∗TL ⊂ E|∂iA, i = 1, 2, as totally real subbundles. Then the orientation
of the index Du∂ is described as the fiber product orientation of the index problems
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on D2(1),CP
1 and D2(2) as follows. We identify E|D2(i) with a trivial bundle D2(i)×Cn
such that the totally real subbundle (u|∂iA)∗TL is identified with ∂iA× Rn.
By deforming the operators in the space of Fredholm operators keeping the
boundary condition, we can assume our the operators on D2(1),CP
1 and D2(2) are
Dolbeault operators:
∂(i) = ∂ : Wi =W
1,p(D2(i), ∂D
2
(i);C
n,Rn)→ Lp(D2(i),Λ0,1D2(i) ⊗ Cn), i = 1, 2
∂CP 1 = ∂ : WCP 1 =W
1,p(CP 1, E|CP 1)→ Lp(CP 1,Λ0,1CP 1 ⊗ E).
Here and hereafter we denote by Cn or Rn, the trivial n dimensional, complex or real
vector bundles, respectively. Denote byDom the triple (ξ1, ζ, ξ2) ∈W1×WCP 1×W2
such that
ξ1(O(1)) = ζ(S) ∈ EO(1)=S , ξ2(O(2)) = ζ(N) ∈ EO(2)=N .
Then we find that the index of Du∂ is identified with the index of the restriction
of ∂(1) ⊕ ∂CP 1 ⊕ ∂(2) to Dom.
We now study the orientation ofM1,1(βa) ev+×ev+M1,1(βb) as a fiber product.
We first give orientations onM1,1(βa) andM1,1(βb) by following the argument in
[FOOO4, Subsection 8.1.1] again. That is, we collapse boundary parallel circles
Ci of disks in each factor and reduce the orientation problem to the one for the
Dolbeault operator on CP 1(i) with holomorphic vector bundle E(i) and the one on
(D2, ∂D2) with (Cn,Rn). By homotopy, we may assume that the origin O(i) ∈
D2(i) is located between Ci and ∂D
2
(i). Since the Dolbeault operators on CP
1
(i) are
complex Fredholm operators and the fiber products with their indices are taken
over complex vector spaces, the orientation problem is reduced to the case that
E(i) ∼= D2(i)×Cn and the totally real subbundle over ∂D2(i) are ∂D2(i)×Rn. Namely,
it is enough to study the orientation of the index of the operator D1, which is the
restriction of ∂(1) ⊕ ∂(2) to
Dom1 = {(ξ1, ξ2) ∈W1 ⊕W2 | ξ1(O(1)) = ξ2(O(2))}.
Next, we explain the orientation of M3,0(βa) (ev0,ev1) ×(ev0,ev1)M3,0(βb). De-
note by z
(i)
0 , z
(i)
1 , z
(i)
2 are boundary marked points on ∂D
2
(i) respecting the counter
clockwise orientation of the boundary circles. As in the previous case, the orienta-
tion problem is reduced to the orientation of the index of the operator D2, which
is the restriction of the Dolbeault operator ∂(1) ⊕ ∂(2) to
Dom2 = {(ξ1, ξ2) ∈W1 ⊕W2 | ξ1(z(1)i ) = ξ2(z(2)i ) for i = 1, 2}.
To prove Proposition 3.9.1 it suffices to compare the orientations of the indices
of these operators D1 and D2.
Notation 3.9.2. (1) In the rest of this section, 〈v1, . . . , vn〉 stands for
the n dimensional real vector space spanned by vi equipped with the
orientation given by the ordering v1, . . . , vn.
(2) We fix an orientation on Rn. (In geometric setting, we fix an orientation
of the Lagrangian submanifold L.) Pick an oriented basis e1, . . . , en of Rn
so that Rn = 〈e1, . . . , en〉. Then 〈e1,
√−1e1, . . . , en,
√−1en〉 gives the
orientation on Cn, which will be identified with the tangent space of the
ambient toric manifold X .
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3.9.2. Orientation of Index D1. For the bundle pair (C
n,Rn), the Dol-
beault operators ∂(i) (i = 1, 2) are surjective. To study orientation of IndexD1, we
need to pick finite dimensional reductions of ∂(i) such that the coincidence condition
for values at O(1) and O(2) is transversal.
Let A′i = {z ∈ C | 1/4 ≤ |z| ≤ 3/4} ⊂ D2(i). Pick and fix a decreasing smooth
function σ : [0, 1] → R such that σ(r) ≡ 1 for r ≤ 1/4 and σ(r) ≡ 0 for r ≥ 3/4.
We put
f
(i)
j =
√−1σ(|z|)ej , g(i)j = ej , i = 1, 2, j = 1, . . . , n
and define 2n-dimensional oriented real vector spaces Ui by
Ui = 〈f (i)1 , . . . , f (i)n , g(i)1 , . . . , g(i)n 〉.
We define Ei by
Ei = 〈ν(i)1 , . . . , ν(i)n 〉
where
ν
(i)
j =
√−1σ′(|z|)(dr −√−1rdθ) ⊗ ej, j = 1, . . . , n.
Here σ′ is the first derivative of σ and (r, θ) is the polar coordinate so that z =
re
√−1θ. The restriction of the Dolbeault operator ∂(i) is the following mapping
si : Ui → Ei = Ui × Ei where
si(f
(i)
j ) = (f
(i)
j , ν
(i)
j ), si(g
(i)
j ) = (g
(i)
j , 0).
We denote by Xi = (si;Ei → Ui) the Kuranishi neighborhood defined by
si : Ui → Ei. (See [FOOO4, Definition A1.1] for the definition of the Kuranishi
neighborhood.) The orientation on Xi is defined by the orientation on detEi ⊗
detTUi. (In general, in case when s : U → E is transverse to zero, the orientation
on s−1(0) is given by
E∗ × T∗s−1(0) = T∗U.
See [FOOO4, Convention 8.2.1 (1)].) The Kuranishi neighborhood of the fiber
product X1 ×Rn X2 of the Kuranishi neighborhoods Xi with respect to the evalu-
ation maps ev+(i) at the points O(i) ∈ D2(i) is given by
s = s1 ⊕ s2 : U1 ev+
(1)
×ev+
(2)
U2 → E1 ⊕ E2.
Then by [FOOO4, Convention 8.2.1 (4)], the orientation on the Kuranishi neigh-
borhood of the fiber product is twisted from the orientation defined by s = s1⊕s2 :
U1 ev+
(1)
×ev+
(2)
U2 → E1 ⊕ E2 as follows:
X1 ×Rn X2 = (−1)n(s = s1 ⊕ s2;E1 ⊕ E2 → U1 ev+
(1)
×ev+
(2)
U2). (3.9.1)
Since the evaluation maps are given by ev+(i)(f
(i)
j ) =
√−1ej and ev+(i)(g(i)j ) = ej
in this model, we find that
U1 ev+
(1)
×ev+
(2)
U2 = 〈f1, . . . , fn, g1, . . . ,gn〉
as an oriented vector space. Here
fj = (f
(1)
j , f
(2)
j ), gj = (g
(1)
j , g
(2)
j ), j = 1, . . . , n.
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We note that for each i = 1, 2 the orientation given by
〈ev+(i)(f (i)1 ), . . . , ev+(i)(f (i)n ), ev+(i)(g(i)1 ), . . . , ev+(i)(g(i)n )〉
= 〈√−1e1, . . . ,
√−1en, e1, . . . , en〉
differs from the complex orientation of Cn by (−1)n(n+1)/2. (See Notation 3.9.2.2.)
Here we regard Cn as the tangent space of the ambient toric manifold X which is
the target space of the evaluation maps.
Therefore, by combining this with (3.9.1) and canceling s(fj) = (ν
(1)
j , ν
(2)
j ) out
from the front of the basis, we obtain a finite dimensional reduction of the operator
D1:
(−1)n(n−1)/2(0;E2 → U). (3.9.2)
Here we define U by
U = 〈g1, . . . ,gn〉.
We identify E2 × U with E2 = E2 × U2 in an obvious way. This is the obstruction
bundle of the above Kuranishi structure.
3.9.3. Orientation of Index D2. For convenience of description, we use R×
[0, 1] ⊂ C instead of D2 ⊂ C. Let x, y be coordinates such that z = x +√−1y on
C. We identify z0 (resp. z1) with the limit x → +∞ (resp. x → −∞). Pick and
fix an increasing smooth function ρ : R → R such that ρ(x) ≡ 0 for x ≤ −1 and
ρ(x) ≡ 1 for x ≥ 1. We put
h
(i)
j = ρ(x)ej , k
(i)
j = ej , i = 1, 2, j = 1, . . . , n
and define the oriented vector spaces
Vi = 〈h(i)1 , . . . , h(i)n , k(i)1 , . . . , k(i)n 〉
Fi = 〈χ(i)1 , . . . , χ(i)n 〉,
where
χ
(i)
j = ρ
′(x)(dx −√−1dy), j = 1, . . . , n.
Then the Dolbeault operator ∂(i) restricts to a mapping ti : Vi → F i = Vi × Fi
which is defined by
ti(h
(i)
j ) = (h
(i)
j , χ
(i)
j ), ti(k
(i)
j ) = (k
(i)
j , 0).
Namely ti : Vi → F i is a finite dimensional reduction of ∂(i).
By [FOOO4, Convention 8.2.1 (4)] again, the fiber product of the linearized
Kuranishi models (ti;F i → Vi) with respect to the evaluation maps (ev0, ev1) at z0
and z1 is given by
(−1)n(t = t1 ⊕ t2;F 1 ⊕ F 2 → V1 (ev0,ev1) ×(ev0,ev1) V2). (3.9.3)
Since the evaluation maps are given by ev0(h
(i)
j ) = ev0(k
(i)
j ) = ej , ev1(h
(i)
j ) = 0
and ev1(k
(i)
j ) = ej, we find that
V1 (ev0,ev1) ×(ev0,ev1) V2 = 〈h1, . . . ,hn, k1, . . . ,kn〉
where
hj = (h
(1)
j , h
(2)
j ), kj = (k
(1)
j , k
(2)
j ), j = 1, . . . , n.
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By canceling t(hj) = (χ
(0)
j , χ
(1)
j ) out from the front of the basis, we obtain a finite
dimensional reduction of the operator D2:
(−1)n(0;F 2 → V := 〈k1, . . . ,kn〉). (3.9.4)
Here the obstruction bundle is F 2, which we identify with F2 × V .
3.9.4. Continuation of linear Kuranishi models. In order to compare the
orientations of the index bundles of D1 and D2, we will find a continuous family of
linear Kuranishi models joining them.
Firstly, we use of gluing to reduce the problems to the ones on the annulus.
For ρ > 1 we denote the annulus by Aρ = {z ∈ C | 1 ≤ |z| ≤ ρ}. We use the polar
coordinates (r, θ).
3.9.4.1. Linear Kuranishi model for D̂1. Gluing the two disks D
2
(1) and D
2
(2)
by O(1) = O(2) and smoothening the double point, we obtain the annulus A = Aρ1 .
(ρ1 > 1). Here we identify
∂D2(1) = {z ∈ C | |z| = ρ1}, ∂D2(2) = {z ∈ C | |z| = 1}.
(This makes the function ϕ introduced below increasing.) Let D̂1 be the operator
obtained from D1 after this gluing. Below we describe a finite dimensional model
of D̂1.
Note that the elements of the obstruction bundle E2 are supported in the
annular region in D2(2) away from O(2). Therefore after we glue two disks the
support of E2 becomes to a subannulus A
′ = {z ∈ C | r1 ≤ |z| ≤ r2} in A. The
elements of E2 are also identified with C
n-valued (0, 1)-forms with support on A′.
In other words, there exist 1 < r1 < r2 < ρ1 and a increasing smooth function ϕ(r)
with the property that ϕ(r) ≡ 0 for 1 ≤ r ≤ r1 and ϕ(r) ≡ 1 for r2 ≤ r ≤ ρ1 such
that after we glue two disks, the vector space E2 becomes:
E =
〈
ϕ′(r)
(√−1
r
dr + dθ
)
⊗ e1, . . . , ϕ′(r)
(√−1
r
dr + dθ
)
⊗ en
〉
.
Denote by gj : A = Aρ1 → Cn the constant map with the value ej and define an n
dimensional oriented real vector space
V := 〈g1, . . . , gn〉.
Then the linear Kuranishi model (−1)n(n−1)/2(0;E2 → U) in (3.9.2) becomes the
following
(−1)n(n−1)/2(0;E → V ), (3.9.5)
after gluing. Here E = E × V . This is a linear Kuranishi model for D̂1.
3.9.4.2. Linear Kuranishi model for D̂2. Recall that we identified D
2 with R×
[0, 1] with z0 (resp. z1). Here z0 (resp. z1) corresponds to the limit x→ +∞ (resp.
x→ −∞). We pick z2 = 0 ∈ R× [0, 1] ⊂ C. For a sufficiently large R > 0, we glue
two copies of ([−R,R]× [0, 1])(i) by identifying ({R} × [0, 1])(1) = ({R} × [0, 1])(2)
and ({−R} × [0, 1])(1) = ({−R} × [0, 1])(2) to obtain an annulus A.
We pick an identification of A with Aρ2 (ρ2 > 1) such that z
(1)
2 corresponds to
a point on ∂1Aρ2 and z
(2)
2 corresponds to a point on the unit circle ∂2Aρ2 .
Let D̂2 be the operator obtained from D2 after this gluing. Below we describe
a finite dimensional model of D̂2.
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Recall that elements of the obstruction bundle F 2 are C
n-valued (0, 1)-form
supported in the region {−1 ≤ x ≤ 1} ⊂ R × [0, 1]. Hence, after the gluing, these
elements correspond to Cn-valued (0, 1)-forms on the annulus Aρ2 with support
in {c1 ≤ θ ≤ c2} ⊂ A, where π/2 < c1 < c2 < 3π/2. Moreover, there exists a
decreasing smooth function ψ : [0, 2π) → R with the property that ψ(θ) ≡ 1 for
θ ≤ c1 and ψ(θ) ≡ 0 for θ ≥ c2 such that F2 becomes the space
F =
〈
ψ′(θ)
(√−1
r
dr + dθ
)
⊗ e1, . . . , ψ′(θ)
(√−1
r
dr + dθ
)
⊗ en
〉
after gluing. (The function ψ is decreasing because of the way we identify A with
Aρ2 .)
Then the linear Kuranishi model (−1)n(0;F 2 → V ) described in Subsection
3.9.3 becomes
(−1)n(0;F → V = 〈g1, . . . , gn〉), (3.9.6)
after gluing. Here gj : A = Aρ2 → Cn is the constant map with the value ej and
F = F × V . This is our linear Kuranishi model for D̂2.
3.9.4.3. Continuation of the linear Kuranishi models. Let A = Aρ1 = Aρ2 . We
take functions ϕ(r) (resp. ψ(θ)) as in Subsection 3.9.4.1 (resp. Subsection 3.9.4.2).
We consider the following families of oriented vector spaces:
E(τ) =
〈
(τ + (1 − τ)ϕ′(r))
(√−1
r
dr + dθ
)
⊗ e1,
. . . , (τ + (1− τ)ϕ′(r))
(√−1
r
dr + dθ
)
⊗ en
〉
F (τ) =
〈
(−τ + (1− τ)ψ′(θ))
(√−1
r
dr + dθ
)
⊗ e1,
. . . , (−τ + (1 − τ)ψ′(θ))
(√−1
r
dr + dθ
)
⊗ en
〉
,
which are subspaces of C∞(A; Λ0,1 ⊗ Cn). We note
F (0) = F, E(0) = E, F (1) = (−1)nE(1). (3.9.7)
Recall that ϕ(r) (resp. ψ(θ)) is an increasing (resp. decreasing) function.
Therefore for any τ ∈ [0, 1] we have
τ + (1− τ)ϕ′(r) ≥ 0
−τ + (1− τ)ψ′(r) ≤ 0, (3.9.8)
both of which are not identically zero.
We show the following:
Lemma 3.9.3. Let P = ∂ : W 1,p(A, ∂A;Cn,Rn) → Lp(A; Λ0,1A ⊗ Cn) be
the Dolbeault operator on the annuls A with coefficients in the trivial bundle pair
(Cn,Rn). Here p > 2. For any τ ∈ [0, 1], we have the following:
(1) Im ∂ ⊕ E(τ) = Lp(A; Λ0,1A⊗ Cn).
(2) Im ∂ ⊕ F (τ) = Lp(A; Λ0,1A⊗ Cn).
Proof. For the Dolbeault operator P on the annulus (A, ∂A) with coeffi-
cients in the trivial bundle pair (Cn,Rn), we have index P = 0. We also find that
Ker P ∼= Rn consisting of constant sections with values in Rn. Thus Coker P is
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n-dimensional. In order to prove the lemma, it is enough to show Im ∂ ∩E(τ) = 0
and Im ∂ ∩ F (τ) = 0, respectively. Since the bundle pair (Cn,Rn) is the direct
product of n-copies of (C,R), we consider the case that n = 1 from now on.
Proof of 1: Suppose that there exists f : (A, ∂A)→ (C,R) such that
∂f = (τ + (1− τ)ϕ′(r))
(√−1
r
dr + dθ
)
.
Pick a function g(r) : [1, ρ1]→ R such that g(1) = 0 and
rg′(r) = τ + (1− τ)ϕ′(r).
Then we have
∂(
√−1g(r)) = (τ + (1− τ)ϕ′(r))
(√−1
r
dr + dθ
)
.
Then f −√−1g is a holomorphic function on A such that
Im (f −√−1g) =
{
0 on ∂1A
g(ρ1) on ∂2A.
Here ∂1A = {z ∈ C | |z| = ρ1}, ∂2A = {z ∈ C | |z| = 1}.
By the Schwarz reflection principle, we extend f − √−1g to a holomorphic
function on C \ {0}, the real part of which is bounded. Since the region {z ∈
C | Re z < R} for a constant R > 0 is conformally equivalent to the unit disk, the
removable singularity theorem implies that f −√−1g extends across the origin in
C and it is a constant function. On the other hand, by (3.9.8), τ + (1 − τ)ϕ′(r)
is non-negative and positive somewhere for τ ∈ [0, 1]. Thus g(ρ1) > 0. This is a
contradiction. Hence we have Im ∂ ∩E(τ) = 0.
Proof of 2: Let pr : A˜ = [1, ρ2]× R → A be the universal cover of A. By abuse of
notation, we denote by (r, θ) the coordinates on [1, ρ2]×R. We define f˜(r, θ) = f˜(θ)
by
f˜(θ) =
∫ θ
0
(−τ + (1− τ)ψ′(θ))dθ,
which satisfies
∂f˜ = (−τ + (1− τ)ψ′(θ))
(√−1
r
dr + dθ
)
.
Suppose that there exists h : (A, ∂A)→ (C,R) such that
∂h = (−τ + (1− τ)ψ′(θ))
(√−1
r
dr + dθ
)
.
Then k˜ = f˜ − h ◦ pr : (A˜, ∂A˜)→ (C,R) is a holomorphic function such that
k˜(r, 2π)− k˜(r, 0) = f˜(2π)− f˜(0).
By the Schwarz reflection principle, we extend k˜ to an entire holomorphic function
on C, the imaginary part of which is bounded. Hence k˜ is a constant function.
On the other hand, by (3.9.8), −τ + (1 − τ)ψ′(θ) is non-positive and negative
somewhere for τ ∈ [0, 1]. Hence f˜(2π) − f˜(0) 6= 0. This is a contradiction and we
have Im ∂ ∩ F (τ) = 0. 
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Lemma 3.9.3 and (3.9.7) imply that the linear Kuranishi models (0;E → V )
and (−1)n(0;F → V ) are joined by a one parameter family of linear Kuranishi
models {(0;E(τ) → V )}0≤τ≤1 and {(0;F (τ) → V )}0≤τ≤1 and the deformation of
the complex structure on the annuli as ρ varies from ρ1 to ρ2. Therefore by (3.9.5)
and (3.9.6) the orientations of the linear Kuranishi models of the indices of D1 and
D2 differ by the multiplication by (−1)n(n−1)/2. This implies Proposition 3.9.1. 
3.10. Sign in Theorem 3.4.1 and Proposition 3.5.2
Using Proposition 3.9.1, we check the signs in the formulas in Theorem 3.4.1
and Proposition 3.5.2. Throughout this section, space means one with oriented
Kuranishi structure. (See [FOOO4, Definition A1.17]). The dimension of a space
with Kuranishi structure means the virtual dimension. We use the same notation
as in [FOOO4] and follow the convention. Especially see [FOOO4, Section 8.2].
Other than the convention of the pairing we use the same convention as [FOOO4]
on orientation and sign. See Remark 3.10.5.
3.10.1. Some lemmata. In this subsection we prepare some general lemmata
on orientation of fiber product and Poincae´ duality which will be used later. Let
Z be a smooth closed oriented manifold. For the later argument we consider the
case either Z is a toric manifold X of dimension 2n, or a Lagrangian submanifold
L of X . Let S and T be spaces with oriented Kuranishi structures. Let f : S → Z
and g : T → Z be weakly submersive maps. (See [FOOO4, Definition A1.13] for
the definition of weakly submersive maps.) Then we can define the fiber product
S ×Z T := Sf ×g T over Z in the sense of Kuranishi structure. We put
degS = dimZ − dimS, deg T = dimZ − dimT.
By [FOOO4, Convention 8.2.1 (4)], we define the orientation on S ×Z T . On the
other hand, we denote by ∆ the diagonal set in Z × Z. Let i : ∆ → Z × Z be an
obvious inclusion map. By [FOOO4, Remark A1.44], we can also define the fiber
product ∆ ×Z×Z (S × T ). Clearly S ×Z T = ∆ ×Z×Z (S × T ) as a set, but as for
the orientations we have
Lemma 3.10.1. S ×Z T = (−1)dimZ degS∆×Z×Z (S × T ).
Proof. First we assume that S, T are smooth manifolds and fS , fT are sub-
mersion. Put S = S◦×Z and T = Z×◦T . See [FOOO4, Convention 8.2.1] for this
notation. Then [FOOO4, Convention 8.2.1 (3)] gives the orientation on S×Z T by
S×Z T = S◦ ×Z × ◦T = (−1)dimZ degSZ × S◦× ◦T . On the other hand, if we put
S×T = (Z ×Z)× ◦(S×T ), we find S◦× ◦T = ◦(S ×T ). By identifying ∆ = Z as
oriented spaces, we obtain S ×Z T = (−1)dimZ degS∆ ×Z×Z (S × T ). For general
cases we can prove the lemma by using [FOOO4, Convention 8.2.1 (4)]. 
Next, let fi : S → Z and gi : T → Z (i = 1, 2) be weakly submersive maps. We
can define the fiber product S ×Z×Z T := S(f1,f2) ×(g1,g2) T over Z × Z. Then we
can show the following.
Lemma 3.10.2.
S ×Z×Z T = (−1)dimZ(degS+dimT )
(
∆i ×f1×g1 (S × T )
)
f2×g2 ×i ∆.
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Remark 3.10.3. By the associative property of the fiber product ([FOOO4,
Lemma 8.2.3]), this is equivalent to
S ×Z×Z T = (−1)dimZ(degS+dimT )∆i ×f1×g1
(
(S × T )f2×g2 ×i ∆
)
.
If no confusion can occur, we simply denote the right hand side by
(−1)dimZ(degS+dimT )∆×Z×Z (S × T )×Z×Z ∆.
Proof. We put ZSi = Z
T
i = Z (i = 1, 2) and
S = ZS1 × ◦S◦ × ZS2 = (−1)dimZ dimS◦S◦ × ZS1 × ZS2
T = ZT1 × ◦T ◦ × ZT2 = (−1)dimZ dimTZT1 × ZT2 × ◦T ◦.
Then by the definition of fiber product we have
S ×Z×Z T = (−1)dimZ(dimS+dimT )◦S◦ × Z × Z × ◦T ◦.
On the other hand, we find that
∆×Z×Z (S × T )×Z×Z ∆
= ∆×Z×Z (ZS1 × ◦S◦ × ZS2 × ZT1 × ◦T ◦ × ZT2 )×Z×Z ∆
= (−1)dimZ(degS+dimT )∆×Z×Z (ZS1 × ZT1 × ◦S◦ × ◦T ◦ × ZS2 × ZT2 )×Z×Z ∆
= (−1)dimZ(degS+dimT )∆× ◦S◦ × ◦T ◦ ×∆
= (−1)dimZ(degS+dimT )S ×Z×Z T.

Definition 3.10.4. We define a pairing on the set of differential forms Ω(Z)
by
〈η1, η2〉PDZ =
∫
Z
η1 ∧ η2.
Let f : ∆p → P ⊂ Z and g : ∆q → Q ⊂ Z be smooth singular simplicies in
Z. For simplicity of notation, we sometimes denote them by P and Q, respectively.
We denote by degP = dimZ − dimP and degQ = dimZ − dimQ. Denote by
PD(P ), PD(Q) the Poincare´ dual forms of P,Q respectively satisfying∫
P
v =
∫
Z
PD(P ) ∧ v,
∫
Q
v =
∫
Z
PD(Q) ∧ v (3.10.1)
for any differential form v. See [FOOO3, Remark 3.5.8 (1)]. Then for a transversal
pair P,Q of complementary dimension we have
〈PD(P ), PD(Q)〉PDZ = #P ∩Q.
We can regard P and Q as spaces with Kuranishi structures such that f and g are
weakly submersive. Then we can take their fiber product P ×Z Q. If P and Q are
transversal, we have
P ∩Q = (−1)degP degQP ×Z Q.
Hence, by [FOOO4, Remark 8.4.7], we find that
〈PD(P ), PD(Q)〉PDZ = (−1)degP degQP ×Z Q
in such cases. In this sense when we calculate signs below, it suffices to check
them for smooth singular simplicies and we use the fiber product description of the
pairing.
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Remark 3.10.5. We note that we used a different pairing, which is denoted by
〈·, ·〉book here in [FOOO4]. The relation between 〈·, ·〉PDZ and 〈·, ·〉book is given by
〈PD(P ), PD(Q)〉PDZ = (−1)degP degQ〈P,Q〉book.
This is the only point where the sign convention of this paper is different from the
one in [FOOO3], [FOOO4]. Hereafter we simply write
〈P,Q〉PDZ = 〈PD(P ), PD(Q)〉PDZ
for smooth singular chains P,Q.
The following lemma is an immediate consequence of Lemma 3.10.1.
Lemma 3.10.6. We have
〈P,Q〉PDZ = (−1)degP dimQ∆×Z×Z (P ×Q).
Next, we decompose the diagonal set ∆ into sum of eI × eJ . (Here we note
that in this section we use homological notation. That is, eI denotes a chain which
is the Poincare´ dual via (3.10.1) to eI used in Section 1.3, Section 3.4 – Section 3.7
and Section 3.8.) Namely we show the following.
Lemma 3.10.7. ∆ =
∑
I,J(−1)|I||J|gIJeI×eJ , where |I| = deg eI , |J | = deg eJ ,
gIJ = 〈eI , eJ〉PDL and gIJ is its inverse matrix.
Remark 3.10.8. This is a standard fact. See [BT, Lemma 11.22], for example.
Note that the formula in [BT] is written in terms of differential forms, while ours
above is written as the equality of homology classes. To translate the equality of
homology classes into one of differential forms, we need to use the Poincare´ duality.
There are different sigh conventions of the Poincare´ duality. In fact, our convention
(3.10.1) is different form [BT, (6.21)]. We denote by PDBT (P ) the Poincare´ dual
to P in the sense of Bott-Tu’s book. Then we can easily see that
PDBT (P ) = (−1)degP dimPPD(P ). (3.10.2)
By noticing this difference, we can see that Lemma 3.10.7 is the same as [BT,
Lemma 11.22]. (Anyway, our equality itself is an equality of homology classes. So
the sign here does not depend on the choice of conventions.)
Now when Z = L, the Poincare´ pairing 〈·, ·〉PDL itself does not satisfy the cyclic
symmetry like (1.3.19). However, if we use m2(P,Q) for the pairing, it satisfies this
cyclic property. Using the cohomological notation, we define
〈P,Q〉cyc :=
∫
L
m2(P,Q). (3.10.3)
We also extend it over Λ coefficients naturally and denote it by the same symbol.
The difference between 〈P,Q〉PDL and 〈P,Q〉cyc is described by the following lemma
which is nothing but [FOOO4, Corollary 8.6.4].
Lemma 3.10.9. 〈P,Q〉PDL = (−1)degP (degQ+1)〈P,Q〉cyc.
We define
hIJ := 〈eI , eJ 〉cyc = (−1)|I|(|J|+1)〈eI , eJ 〉PDL = (−1)|I|(|J|+1)gIJ , (3.10.4)
with |I| = deg eI , |J | = deg eJ
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hIJ = (−1)(|I|+1)|J|gIJ . (3.10.5)
Lemma 3.10.10.
gIJ〈m2(eI , pt), m2(eJ , pt)〉PDL
=
∑
I,J,A,B,C,D
(−1)|A||J|hIJhABhC0hD0 〈eA ∪b,b eI , eC〉cyc 〈eB ∪b,b eJ , eD〉cyc.
Proof. We first note the following general formula.
Sublemma 3.10.11.
〈P,Q〉PDL =
∑
A,B
(−1)|A||B|gAB〈P, eA〉PDL〈Q, eB〉PDL .
Proof. Put P =
∑
PCeC and Q =
∑
QDeD. Then we have
〈P, eA〉PDL =
∑
PC〈eC , eA〉PDL =
∑
PCgCA
〈Q, eB〉PDL =
∑
QD〈eD, eB〉PDL =
∑
QDgDB
〈P,Q〉PDL =
∑
PCQD〈eC , eD〉PDL =
∑
PCQDgCD.
Therefore we have
gAB〈P, eA〉PDL〈Q, eB〉PDL =
∑
gABPCgCAQ
DgDB
=
∑
PCQDgABgCAgDB.
Here we note that gDB = (−1)|D||B|gBD. Thus we get
gABgCAgDB = (−1)|D||B|gCAgABgBD = (−1)|A||B|gCD,
because |A| = |D|. Hence we obtain Sublemma 3.10.11. 
By this sublemma, we have∑
I,J
gIJ〈m2(eI , pt), m2(eJ , pt)〉PDL
=
∑
I,J,A,B
(−1)|A||B|gIJgAB〈m2(eI , pt), eA〉PDL〈m2(eJ , pt), eB〉PDL .
Now in order to use the cyclic symmetry, we replace the pairing 〈·, ·〉PDL by 〈·, ·〉cyc
defined by (3.10.3). Then by using Lemma 3.10.9 and (3.10.5), we find that the
above is equal to∑
I,J,A,B
(−1)|A||B|+γ1hIJhAB 〈m2(eI , pt), eA〉cyc 〈m2(eJ , pt), eB〉cyc.
Here
γ1 = degm2(eI , pt)(|A|+ 1) + degm2(eJ , pt)(|B|+ 1) + (|I|+ 1)|J |+ (|A| + 1)|B|
= (|I|+ n)(|A|+ 1) + (|J |+ n)(|B| + 1) + (|I|+ 1)|J |+ (|A|+ 1)|B|,
where n = dimL. We note that
|A|+ |B| = |I|+ |J | = n
|I|+ |A| = |J |+ |B| = 0. (3.10.6)
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In particular, we have |A| ≡ |I| and |B| ≡ |J |. Therefore it follows that
γ1 ≡ n mod 2. (3.10.7)
Then by using the cyclic symmetry (1.3.19), we have∑
I,J,A,B
(−1)|A||B|+γ1+γ2hIJhAB 〈m2(eA, eI), pt〉cyc 〈m2(eB, eJ), pt〉cyc
with
γ2 = (|A|+ 1)(|I|+ n) + (|B|+ 1)(|J |+ n). (3.10.8)
Furthermore from (1.3.20), we obtain∑
I,J,A,B,C,D
(−1)|A||B|+γ1+γ2+γ3hIJhABhC0hD0 〈eA∪b,beI , eC〉cyc 〈eB∪b,beJ , eD〉cyc,
where
γ3 = |A|(|I|+ 1) + |B|(|J |+ 1). (3.10.9)
By taking (3.10.6) into account, (3.10.7), (3.10.8) and (3.10.9) yield
|A||B|+ γ1 + γ2 + γ3 ≡ |A||B| ≡ |A||J |.
This finishes the proof of Lemma 3.10.10. 
3.10.2. Proofs of signs in Theorem 3.4.1 and Proposition 3.5.2. Let
P and Q be smooth singular simplicies of L. At the final stage, we will consider
the case P = Q = pt, a point class of L which corresponds to volL.
Step 1: Firstly we explore orientations on various spaces of fiber products using
the evaluation maps at the boundary marked points.
We apply Lemma 3.10.2 to the situation that
evβ1i :Mmain3,0 (β1)→ L, evβ2i :Mmain3,0 (β2)→ L, (i = 0, 1).
Note that since the Maslov index µ(β) is even, we have dimMmain3,0 (β) = n+µ(β) ≡
n and degMmain3,0 (β) ≡ 0 mod 2 for any β. Thus we have(
Mmain3,0 (β1)(evβ10 ,evβ11 ) ×(evβ20 ,evβ21 )M
main
3,0 (β2)
)
(ev
β1
2 ,ev
β2
2 )
× (P ×Q)
= (−1)ǫ1
(
∆×L×L
(
Mmain3,0 (β1)×Mmain3,0 (β2)
)
L×L ×∆
)
(ev
β1
2 ,ev
β2
2 )
× (P ×Q),
where
ǫ1 ≡ n(degMmain3,0 (β1) + dimMmain3,0 (β2)) ≡ n mod 2.
By the associativity ([FOOO4, Lemma 8.2.3]) and Lemma 3.10.7, we have(
Mmain3,0 (β1)(evβ10 ,evβ11 ) ×(evβ20 ,evβ21 )M
main
3,0 (β2)
)
(ev
β1
2 ,ev
β2
2 )
× (P ×Q)
=
∑
I,J
(−1)ǫ1+|I||J|gIJ
∆×L×L
((
Mmain3,0 (β1)×Mmain3,0 (β2)
)
×L×L
(
eI × eJ
)
(ev
β1
2 ,ev
β2
2 )
× (P ×Q)) .
(3.10.10)
We show the following lemma.
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Lemma 3.10.12.
∆×L×L
((
Mmain3,0 (β1)×Mmain3,0 (β2)
)
×L×L
(
eI × eJ
)
(ev
β1
2 ,ev
β2
2 )
× (P ×Q))
= (−1)n+|J|degP∆×L×L
(
Mmain3,0 (β1; eI , P )×Mmain3,0 (β2; eJ , Q)
)
.
Proof. We write the LHS in Lemma 3.10.12 as
∆×L×L
((
Mmain3,0 (β1)×Mmain3,0 (β2)
)
×L1×L2
(
eI × eJ
)×L3×L4 (P ×Q))
and put
eI = L1 × ◦eI , eJ = L2 × ◦eJ ,
P = L3 × ◦P, Q = L4 × ◦Q,
X = ∆×L×L
(
Mmain3,0 (β1)×Mmain3,0 (β2)
)
= X ◦ × L1 × L2 × L3 × L4 = X ◦ × L3 × L4 × L1 × L2.
(3.10.11)
By the associativity again, it is equal to(
∆×L×L
(
Mmain3,0 (β1)×Mmain3,0 (β2)
))
×L1×L2
(
eI × eJ
)×L3×L4 (P ×Q).
Using the notation introduced in (3.10.11), we can rewrite it as(X ◦ × L3 × L4 × L1 × L2)×L1×L2 (L1 × ◦eI × L2 × ◦eJ)
×L3×L4
(
L3 × ◦P × L4 × ◦Q
)
= (−1)ǫ2(X ◦ × L3 × L4 × L1 × L2)×L1×L2 (L1 × L2 × ◦eI × ◦eJ)
×L3×L4
(
L3 × L4 × ◦P × ◦Q
)
,
(3.10.12)
where ǫ2 is given by
ǫ2 = n(|I|+ degP ). (3.10.13)
If we put eI × eJ = L1×L2× ◦(eI × eJ) and P ×Q = L3×L4× ◦(P ×Q), we can
easily see
◦(eI × eJ ) = (−1)n|I|◦eI × ◦eJ ,
◦(P ×Q) = (−1)ndegP ◦P × ◦Q. (3.10.14)
Therefore (3.10.12) is equal to
(−1)ǫ2+ǫ3+ǫ4
(
X ◦ × L3 × L4 × L1 × L2 × ◦(eI × eJ )
)
×L3×L4
(
L3 × L4 × ◦(P ×Q)
)
= (−1)ǫ2+ǫ3+ǫ4
(
X ◦ × L1 × L2 × ◦(eI × eJ)× L3 × L4
)
×L3×L4
(
L3 × L4 × ◦(P ×Q)
)
= (−1)ǫ2+ǫ3+ǫ4X ◦ × L1 × L2 × ◦(eI × eJ)× L3 × L4 × ◦(P ×Q),
(3.10.15)
where
ǫ3 = n|I|, ǫ4 = n degP.
Next we study X ◦. We put
Mmain3,0 (β1) =Mmain3,0 (β1)◦ × L1 × L3,
Mmain3,0 (β2) =Mmain3,0 (β2)◦ × L2 × L4.
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Then we find that
X = ∆×L×L
(
Mmain3,0 (β1)◦ × L1 × L3 ×Mmain3,0 (β2)◦ × L2 × L4
)
= (−1)n∆×L×L
(
Mmain3,0 (β1)◦ ×Mmain3,0 (β2)◦ × L1 × L2 × L3 × L4
)
= (−1)n∆×L×L
(
Mmain3,0 (β1)◦ ×Mmain3,0 (β2)◦
)
× L1 × L2 × L3 × L4.
Hence we have
X ◦ = (−1)n∆×L×L
(
Mmain3,0 (β1)◦ ×Mmain3,0 (β2)◦
)
. (3.10.16)
We substitute (3.10.16) into (3.10.15). Then the LHS in Lemma 3.10.12 is equal to
(−1)ǫ2+ǫ3+ǫ4+n∆×L×L
(
Mmain3,0 (β1)◦×
Mmain3,0 (β2)◦ × L1 × L2 × ◦(eI × eJ )× L3 × L4 × ◦(P ×Q)
)
= (−1)ǫ2+n+ǫ5∆×L×L
(
Mmain3,0 (β1)◦×
L1 × ◦eI × L3 × ◦P ×Mmain3,0 (β2)◦ × L2 × ◦eJ × L4 × ◦Q
)
.
Here an elementary calculation shows that
ǫ5 = (n+ degP ) dim eJ . (3.10.17)
By [FOOO4, Remark 8.2.6] it is equal to the following fiber product
(−1)ǫ2+n+ǫ5∆×L×L((
Mmain3,0 (β1)×L1×L3 (eI × P )
)
×
(
Mmain3,0 (β2)×L2×L4 (eJ ×Q)
))
.
Then by [FOOO4, Definition 8.4.1] we get
(−1)ǫ2+n+ǫ5+ǫ6∆×L×L
(
Mmain3,0 (β1; eI , P )×Mmain3,0 (β2; eJ , Q)
)
,
where
ǫ6 = (n+ 1)(|I|+ |J |) = (n+ 1)n ≡ 0 mod 2. (3.10.18)
Therefore, from (3.10.13), (3.10.17) and (3.10.18) we obtain Lemma 3.10.12. Here
we also used (3.10.6) again. 
Next task is to rewrite the RHS in Lemma 3.10.12 by using the Poincare´ pairing
which is introduced in Definition 3.10.4.
Lemma 3.10.13.
∆×L×L
(
Mmain3,0 (β1; eI , P )×Mmain3,0 (β2; eJ , Q)
)
= (−1)ǫ7〈m2,β1(eI , P ), m2,β2(eJ , Q)〉PDL ,
where
ǫ7 = (|I|+ degP )(n+ |J |+ degQ).
Proof. By Lemma 3.10.6, ǫ7 = degMmain3,0 (β1; eI , P ) dimMmain3,0 (β2; eJ , Q) ≡
(|I|+ degP )(n+ |J |+ degQ) mod 2. 
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An easy calculation shows that
ǫ := ǫ1 + |I||J |+ n+ |J | degP + ǫ7
≡ (degP + |I|)(degQ+ n) mod 2.
Hence combing it with (3.10.10), Lemmas 3.10.12 and 3.10.13, we obtain the fol-
lowing.
Proposition 3.10.14.(
Mmain3,0 (β1)(evβ10 ,evβ11 ) ×(evβ20 ,evβ21 )M
main
3,0 (β2)
)
(ev
β1
2 ,ev
β2
2 )
× (P ×Q)
=
∑
I,J
(−1)ǫgIJ〈m2,β1(eI , P ), m2,β2(eJ , Q)〉PDL ,
where
ǫ = (degP + |I|)(degQ+ n).
Step 2: Next, we explore orientations on various spaces of fiber products using the
evaluation maps at the interior marked points. In this case we first apply Lemma
3.10.1 to the situation that
ev+β′ :M1,1(β′)→ X, ev+β′′ :M1,1(β′′)→ X.
Then we have(
M1,1(β′)ev+
β′
×ev+
β′′
M1,1(β′′)
)
×L1×L2 (P ×Q)
= (−1)δ1∆X ×X×X
(
M1,1(β′)×M1,1(β′′)
)
×L1×L2 (P ×Q)
(3.10.19)
with
δ1 = dimX degM1,1(β′) ≡ 0 mod 2.
Now we show the following.
Lemma 3.10.15.
∆X ×X×X
(
M1,1(β′)×M1,1(β′′)
)
×L1×L2 (P ×Q)
= ∆X ×X×X
(
M1,1(β′;P )×M1,1(β′′;Q)
)
.
Proof. Put
M1,1(β′) = X × ◦M1,1(β′)◦ × L1,
M1,1(β′′) = X × ◦M1,1(β′′)◦ × L2,
P = L1 × ◦P,
Q = L2 × ◦Q.
We note that dim ◦M1,1(β′)◦ ≡ dim ◦M1,1(β′′)◦ ≡ 0 mod 2. Then the LHS in
Lemma 3.10.15 can be written as
∆X ×X×X
(
M1,1(β′)×M1,1(β′′)
)
×L1×L2 (P ×Q)
= ∆X ×X×X
(
X × ◦M1,1(β′)◦ × L1 ×X × ◦M1,1(β′′)◦ × L2
)
×L1×L2
(
L1 × ◦P × L2 × ◦Q
)
= (−1)δ2∆X ×X×X
(
X × ◦M1,1(β′)◦ ×X × ◦M1,1(β′′)◦ × L1 × L2
)
×L1×L2
(
L1 × L2 × ◦P × ◦Q
)
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where
δ2 = n degP.
It is equal to
= (−1)δ2∆X ×X×X
(
X × ◦M1,1(β′)◦ ×X × ◦M1,1(β′′)◦
× L1 × L2 × ◦P × ◦Q)
)
= (−1)δ2∆X ×X×X
(
X × ◦M1,1(β′)◦ × L1 ×X × ◦M1,1(β′′)◦
× L2 × ◦P × ◦Q)
)
= (−1)δ2+δ3∆X ×X×X
(
X × ◦M1,1(β′)◦ × L1 × ◦P ×X × ◦M1,1(β′′)◦
× L2 × ◦Q)
)
,
where δ3 = n degP . Since δ2 + δ3 ≡ 0 mod 2 and(
X × ◦M1,1(β′)◦ × L1 × ◦P ×X × ◦M1,1(β′′)◦ × L2 × ◦Q)
)
=
(
M1,1(β′)×L1 P
)
×
(
M1,1(β′′)×L2 Q
)
,
we find that the LHS in Lemma 3.10.15 is equal to
∆X ×X×X
((
M1,1(β′)×L1 P
)
×
(
M1,1(β′′)×L2 Q
))
.
Moreover, [FOOO4, Definition 8.10.2] shows(
M1,1(β′)×L1 P
)
×
(
M1,1(β′′)×L2 Q
)
=M1,1(β′;P )×M1,1(β′′;Q).
Thus this finishes the proof of Lemma 3.10.15. 
By using the Poincare´ pairing on X (which is defined in Definition 3.10.4 gen-
erally), we find from Lemma 3.10.6 that
∆X ×X×X
(
M1,1(β′;P )×M1,1(β′′;Q)
)
=(−1)δ4〈M1,1(β′;P ), M1,1(β′′;Q)〉PDX ,
(3.10.20)
where
δ4 = degM1,1(β′;P ) dimM1,1(β′′;Q) ≡ dimP dimQ.
Note that degM1,1(β′;P ) ≡ dimM1,1(β′;P ) because dimX is even. Therefore,
by (3.10.19), Lemma 3.10.15 and (3.10.20), we obtain
Proposition 3.10.16.(
M1,1(β′)
ev
+
β′
×
ev
+
β′′
M1,1(β′′)
)
×L1×L2 (P ×Q)
= (−1)δ〈M1,1(β′;P ), M1,1(β′′;Q)〉PDX ,
where
δ = dimP dimQ.
Step 3: We suppose that β1 + β2 = β
′ + β′′. We use Proposition 3.9.1 together
with Proposition 3.10.14 and Proposition 3.10.16 to get the following.
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Proposition 3.10.17.
〈p1,β′(P ), p1,β′′(Q)〉PDX
=
∑
I,J
(−1)ǫ+δ+n(n−1)2 gIJ〈m2,β1(eI , P ), m2,β2(eJ , Q)〉PDL .
Here
ǫ = (degP + |I|)(degQ+ n), δ = dimP dimQ,
which are given in Proposition 3.10.14 and Proposition 3.10.16 respectively.
Now, we consider the case
P = Q = pt,
which corresponds to volL. Then since dimP = dimQ = 0, we have
〈p1,β′(pt), p1,β′′(pt)〉PDX
=
∑
I,J
(−1)n(n−1)2 gIJ〈m2,β1(eI , pt), m2,β2(eJ , pt)〉PDL . (3.10.21)
This finishes verification of sign in Theorem 3.4.1.
Combining (3.10.21) and Lemma 3.10.10, we obtain
〈p1,β′(pt), p1,β′′(pt)〉PDX
=
∑
I,J,A,B,C,D
(−1)|A||J|+n(n−1)2 hIJhABhC0hD0
〈eA ∪b,b eI , eC〉cyc〈eB ∪b,b eJ , eD〉cyc
=
∑
I1,I2,I3,J1,J2,J3
(−1)|I1||J2|+n(n−1)2 hI1J1hI2J2hI30hJ30
〈eI1 ∪b,b eI2 , eI3〉cyc〈eJ1 ∪b,b eJ2 , eJ3〉cyc.
(3.10.22)
Here A = I1, B = J1, C = I3, D = J3, I = I2 and J = J2. By Definition 1.3.22,
the right hand side of (3.10.22) is nothing but Z(b, b) and hence we have verified
Proposition 3.5.2 with sign.
Remark 3.10.18. If we rewrite the RHS in (3.10.22) in terms of the Poincare´
pairing 〈·, ·〉PDL , we use Lemma 3.10.9 and (3.10.5) to obtain
〈p1,β′(pt), p1,β′′(pt)〉PDX
=
∑
I1,I2,I3,J1,J2,J3
(−1)ζgI1J1gI2J2gI30gJ30
〈eI1 ∪b,b eI2 , eI3〉PDL〈eJ1 ∪b,b eJ2 , eJ3〉PDL
(3.10.23)
where
ζ = |I1||J2|+ n(n− 1)
2
+ (|I1|+ 1)|J1|+ (|I2|+ 1)|J2|
+ |I3|+ 1 + |J3|+ 1 + (|I1|+ |I2|)|I3|+ (|J1|+ |J2|)|J3|
≡ |I1||J2|+ n(n− 1)
2
mod 2
(3.10.24)
by taking (3.10.6) into account.
CHAPTER 4
Appendix
4.1. Coincidence of the two definitions of δb,b
Let
b =
n∑
i=1
xiei ∈ H1(L(u); Λ0).
Decompose b = b0 + b+ with b0 ∈ H1(L(u);C) and b+ ∈ H1(L(u); Λ+). We start
with comparing the two representations
ρb0 : H1(L(u);Z) → C∗; γ 7→ eγ∩b0
ρb : H1(L(u);Z) → Λ0 \ Λ+; γ 7→ eγ∩b.
If we put yi = e
xi ∈ Λ0 \ Λ+ and γ =
∑
kie
∗
i ∈ H1(L(u);Z), then we can write
ρb : H1(L(u);Z)→ Λ0 \ Λ+ as
ρb(γ) = eγ∩b = yk11 . . . y
kn
n
as in Section 2.3. With these notations, we also have
ρb = ρb0ρb+ .
Now we unravel the definitions of mb,b1 given in Definition 2.3.16 and δ
b,b in
Definition 2.3.18. By definition, we have
mb,b1 (h) =
∑
l0,l1∈Z≥0
mb,ρ1+l0+l1;β(b
l0
+, h, b
l1
+)
=
∑
l0,l1∈Z≥0
∑
β
∞∑
ℓ=0
T β∩ω/2π
ℓ!
ρb0(∂β)qℓ;1+l0+l1;β(b
ℓ; bl0+, h, b
l1
+)
=
∑
β
∞∑
ℓ=0
T β∩ω/2π
ℓ!
ρb0(∂β)
∑
l0,l1∈Z≥0
qℓ;1+l0+l1;β(b
ℓ; bl0+, h, b
l1
+)
=
∑
β
∞∑
ℓ=0
T β∩ω/2π
ℓ!
ρb0(∂β)
∞∑
k=0
∑
l0+l1=k
qℓ;1+l0+l1;β(b
ℓ; bl0+, h, b
l1
+).
(4.1.1)
Here we used the definition of mρk given in (2.3.13). On the other hand, δ
b,b is
defined as
δb,b = m1,0 +
∑
β 6=0
∞∑
ℓ=0
T β∩ω/2π
ℓ!
ρb(∂β)δbβ,ℓ
= m1,0 +
∑
β 6=0
∞∑
ℓ=0
T β∩ω/2π
ℓ!
ρb0(∂β)
(
ρb+(∂β)δbβ,ℓ
) (4.1.2)
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in Definition 2.3.18. And by the definition (2.3.17) of δbβ,ℓ, we have
δbβ,ℓ(h) = qℓ;1;β(b
ℓ;h). (4.1.3)
By comparing (4.1.1)-(4.1.3), the proof boils down to proving the following identity∑
l0+l1=k
qℓ;1+l0+l1;β(b
ℓ; bl0+ , h, b
l1
+) =
〈∂β, b+〉k
k!
qℓ;1;β(b
ℓ;h). (4.1.4)
Then this can be proved in the same way as that of [FOOO6, Lemma 7.1]. (Note
that because the convention of the space EℓC in the present paper is different from
one in [FOOO6], 1/ℓ! does not appear in the formula above. See Remark 2.3.9
and Remark 2.3.13.) This proves the coincidence of the two definitions. 
Remark 4.1.1. In the proof of [FOOO5, Lemma 11.8] which corresponds to
(4.1.4) with b = 0, we wrote down the evaluation maps as in [FOOO5, (11.13) and
(11.14)]. Even in the case b = 0, the explicit formulae (11.13) and (11.14) do not
hold for general class β, but hold only for maps given in [CO, Proposition 7.3] with
the classes β = β1, . . . , βm. However, we do not need such an explicit description of
the evaluation maps to prove [FOOO5, Lemma 11.8] or (4.1.4) above. It is enough
to calculate some iterated integral of ev∗1b+ ∧ · · · ∧ ev∗kb+ over a configuration space
Ĉk as follows: See the first half of the proof of [FOOO5, Lemma 11.8]. Let S = ∂D
be the boundary of the unit disk D = D2 ⊂ C and βD ∈ H2(C, S) be the homology
class of the unit disk. We consider the moduli space Mk+1(C, S;βD) and the
evaluation map ev = (ev0, . . . , evk) : Mk+1(C, S;βD) → (S1)k+1. We fix a point
p0 ∈ S ⊂ C and define
Ĉk := ev
−1
0 (p0) ⊂Mk+1(C, S;βD).
We choose the q-multisections on Mmaink+1,ℓ(β;p) that satisfies Condition 2.3.3. For
given p, consider the perturbed moduli spaces Mmaink+1,ℓ(β;p)q. Then we have
Mmaink+1,ℓ(β;p)q ∼=Mmain1,ℓ (β;p)q × Ĉk. (4.1.5)
In fact, Mmain1,ℓ (β;p)q consists of finitely many free T n orbits (with multiplicity
∈ Q) and Mmain1 (β;p)q = Mmain,reg1 (β;p)q. Hence (4.1.5) holds after taking
the q-multisections. By Condition 2.3.3.4 we have a map Mmain,regk+1;ℓ (β;p)q →
Mmain,reg1;ℓ (β;p)q. It is easy to see that the fiber can be identified with Ĉk.
Now we find that the iterated integral along a loop only depends on the coho-
mology class [ev∗1b+] = · · · = [ev∗kb+] using in [Ch, Proposition 4.1.1 and (4.1.3),
(4.1.4)]. Then we find that for any general class β ∈ H2(X,L(u);Z), the iterated
integral on Ĉk is calculated as∫
Ĉk
ev∗1b+ ∧ · · · ∧ ev∗kb+ =
1
k!
〈∂β, b+〉k. (4.1.6)
See also [FOOO6, Lemma 7.2]. This equality is sufficient for the proof of [FOOO5,
Lemma 11.8] or (4.1.4) above.
4.2. Interpolation between Kuranishi structures
In this section we clarify the point mentioned in Remark 2.6.15 and complete the
proof of Lemma 2.6.16. Namely we will construct the system of continuous families
of multisections s. We first explain the problem in more detail. We review the
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notion ‘component-wise Kuranishi structure’ and ‘disk component-wise Kuranishi
structure’ introduced in [Fu2] for this purpose.
We consider the moduli space Mmaink+1;ℓ(β;p) introduced in Section 2.3. Here
p = (P1, . . . , Pℓ) and Pi ∈ A(X) are T n invariant cycles. (We allow the case Pi = Pj
for some i 6= j.) Let pi = (P i1 , . . . , P iℓi) with P ij ∈ A(X), i = 1, . . . ,m. We say that a
decomposition p1 ∪ · · · ∪pm = p is a disjoint union if {P 11 , . . . , P 1ℓ1 , P 21 , . . . , Pmℓm} =
p (with multiplicity) as an unordered set and
∑m
i=1 ℓi = |p|. (It may happen
that P ij = P
i′
j′ in A(X).) We consider the following two kinds of stratifications of
Mmaink+1;ℓ(β;p).
(1) The stratum of this stratification is a fiber product whose factors are
Mmainki+1;ℓi(β(i);pi), i = 1, . . . ,m
where
∑
ki = k +m,
∑
β(i) = β,
∑
ℓi = ℓ, p1 ∪ · · · ∪ pm = p (disjoint
union). Elements of the interior of this stratum have m disk components.
We include the tree of sphere components to the disk component on which
it is rooted.
(2) The stratum of this stratification is a fiber product whose factors are
Mmainki+1;ℓi(β(i);pi), i = 1, . . . ,m
or
Mℓ′j (αj ;p′j), j = 1, . . . ,m′
where
∑
ki = k+m,
∑
β(i)+
∑
αj = β,
∑
ℓi+
∑
ℓ′j = ℓ+m
′, p1 ∪ · · · ∪
pm ∪ p′1 ∪ · · · ∪ p′m′ = p (disjoint union).
We call the stratification 1 disk stratification and 2 disk-sphere stratification. See
[FOOO4, Subsection 7.1.1] for the stratification 1.
Definition 4.2.1. We call the union of one disk component and all the trees
of sphere components rooted on that disk component an extended disk component.
Definition 4.2.2. (1) We say a system of Kuranishi structures ofMmaink+1;ℓ(β;p)
is disk component-wise if it is compatible with the fiber product descrip-
tion of each of the strata of disk stratification.
(2) The definition of disk component-wise-ness of multisection on disk component-
wise Kuranishi structure is similar.
(3) We say a system of Kuranishi structures ofMmaink+1;ℓ(β;p) and ofMℓ(α;p)
is component-wise if it is compatible with the fiber product description of
each of the strata of disk-sphere stratification.
(4) The definition of component-wise-ness of multisection on component-wise
Kuranishi structure is similar.
We observe that the multisections of Mmaink+1;ℓ(β;p) which we use in this paper
and in [FOOO5, FOOO6] are disk component-wise and T n equivariant. In fact,
Condition 2.3.3.3 implies that it is disk component-wise. The detail of the con-
struction of T n equivariant Kuranishi structure is given in [FOOO5, Section B].
(See also Remark 4.5.7.1.)
On the other hand, the multisections ofMmaink+1;ℓ(β;p), that are the multisection
q and the continuous family of multisections s, that we use in this paper and in
[FOOO5, FOOO6] are not necessarily component-wise. The reason is discussed
in [FOOO5, Remark 11.4]. The difficulty to make our Kuranishi structure both
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component-wise and T n equivariant lies in the fact that the T n action for the moduli
space of pseudo-holomorphic spheres is not necessarily free though T n action for
the moduli space of pseudo-holomorphic disks with at least one boundary marked
point is free.
Remark 4.2.3. In [FOOO5] we find T n equivariant multisection as follows.
We first consider the quotient by this T n action, then find a multisection on the
quotient and finally lift it. If the T n action has isotropy group of positive dimension,
the quotient space is neither a manifold nor an orbifold. So this method does not
work.
In the rest of this section, we discuss how we go around this trouble and com-
plete the proof of Lemma 2.6.16.
Let p = (P1, . . . , Pℓ) be as above. We consider the fiber product
Mmaink+1;ℓ+2(β;p) =Mmaink+1;ℓ+2(β)evint3 ,...,evintℓ+2 ×Xℓ (P1 × · · · × Pℓ). (4.2.1)
The evaluation maps at the boundary marked points give a map
ev = (ev0, . . . , evk) :Mmaink+1;ℓ+2(β;p)→ Lk+1 (4.2.2)
and the evaluation maps at the 1st and 2nd interior marked points give:
evint = (ev
int
1 , ev
int
2 ) :Mmaink+1;ℓ+2(β;p)→ X2. (4.2.3)
We also consider the forgetful map
forget :Mmaink+1;ℓ+2(β;p)→Mmain1;2 (4.2.4)
as in (2.6.3). We consider the point [Σ0] ∈ Mmain1;2 as in Lemma 2.6.3 and take its
small neighborhood U0 in Mmain1;2 . We consider
Mmaink+1;ℓ+2(β;p) ∩ forget−1(U0),
which we write
Mmaink+1;ℓ+2(β;p;U0)
for simplicity. We can define the notion of disk component-wise (resp. component-
wise) system of Kuranishi structures and multisections on it by modifying Definition
4.2.2 in an obvious way.
Its codimension one stratum is a union of fiber product (4.2.5) or (4.2.6)
Mmaink1+1;ℓ1(β1;p1)ev0 ×evi Mmaink2+1;ℓ2+2(β;p2;U0) (4.2.5)
where k1 + k2 = k + 1, ℓ1 + ℓ2 = ℓ, p1 ∪ p2 = p (disjoint union).
Mmaink1+1;ℓ1+2(β1;p1;U0)ev0 ×evi Mmaink2+1;ℓ2(β;p2) (4.2.6)
where k1 + k2 = k + 1, ℓ1 + ℓ2 = ℓ, p1 ∪ p2 = p (disjoint union).
We recall that during the construction of the operator q, we use a T n equivari-
ant, disk component-wise Kuranishi structure and multisection onMmaink+1;ℓ+2(β;p).
(However, it is not component-wise). We call it q-Kuranishi structure and q-
multisection.
The next step is to construct a continuous family of multisections onMmaink+1;ℓ+2(β;p;U0)
that is compatible with the fiber product description (4.2.5), (4.2.6) of the codi-
mension one stratum. Here we use q-multisection on the first factor of (4.2.5) and
the second factor of (4.2.6). Moreover our Kuranishi structure and multisection are
partially component-wise. We now define this notion precisely.
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Let (Σ, ~z, ~z+, u, (x1, . . . , xℓ)) be an element of Mmaink+1;ℓ+2(β;p;U0). (Namely
(Σ, ~z, ~z+, u) ∈Mmaink+1;ℓ+2(β) and xi ∈ Pi.) We consider a tree of sphere components
Σa of Σ, which is rooted at a point w
a contained in a disk component. We denote
the corresponding disk by Di(a). We define z
a ∈ ∂Di(a) as follows.
(1) If the 0-th boundary marked point z0 is on Di(a), then z
a = z0.
(2) Otherwise there exists a unique singular point of Di(a) such that every
path joining Di(a) with z0 contains it. We put this singular point to be
za.
We next define points wi, i = 1, 2 as follows:
(1) If the i-interior marked point z+i is on a disk component, then we put
wi = z
+
i .
(2) Otherwise, there is a tree of sphere components containing z+i and is
rooted on a disk component. We set wi to be the point on the disk
component where this tree of sphere components is rooted.
Definition 4.2.4. Let ǫ be a sufficiently small positive number, which we
determine later and Σa a maximal tree of sphere components.
We say Σa is of Type I if one of the following two conditions holds:
(1) w1 /∈ Di(a).
(2) Suppose w1 ∈ Di(a). We require w1 6= wa. Then (Di(a), za, (w1, wa))
defines an element of Mmain1;2 ∼= D2. We then require
dist([Di(a), za, (w1, w
a)], ∂Mmain1;2 ) < ǫ. (4.2.7)
We say that Σa is of Type II if both of the following two conditions hold:
(1) w1 ∈ Di(a).
(2) Either w1 = w
a or
dist([Di(a), z
a, (w1, w
a)], [Σ0]) < ǫ. (4.2.8)
If Σa is neither of Type I nor of Type II, we say it is of Type III.
We say a sphere component is of Type I (resp. Type II, Type III) if it is
contained in a maximal tree of sphere components of Type I (resp. Type II, Type
III). See Figures 4.2.1 and 4.2.2.
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Figure 4.2.1 (Type I)
Figure 4.2.2 (Type II)
Lemma 4.2.5. Let a sufficiently small constant ǫ > 0 be given. Then we
may choose U0 sufficiently small so that whenever (Σ, ~z, ~z
+, u, (x1, . . . , xℓ)) lies in
Mmaink+1;ℓ+2(β;p;U0) and Σa contains one of the first two interior marked points
z+1 , z
+
2 , then Σa is of Type II.
Proof. If Σa contains z
+
1 , then w1 ∈ Di(a) and wa = w1. The lemma follows
in this case.
In case Σa contains z
+
2 , then w2 ∈ Di(a) also. Moreover by the assumption
(Σ, ~z, ~z+, u, (x1, . . . , xℓ)) ∈ Mmaink+1;ℓ+2(β;p;U0), we have either [Di(a), za, w1, wa] =
[Di(a), z
a, w1, w2] ∈ U0 or w1 = w2. Hence we may take U0 small so that Σa is of
Type II. 
Definition 4.2.6. A system of Kuranishi structures on Mmaink+1;ℓ+2(β;p;U0) is
said to be partially component-wise if the following holds:
We consider the stratification of Mmaink+1;ℓ+2(β;p;U0) such that each of its stra-
tum is a fiber product of
Mmainki+1;ℓi(β(i);pi), i = 1, . . . ,m, (4.2.9)
or
Mℓ′j (αj ;p′j), j = 1, . . . ,m′ (4.2.10)
or
Mmaink0+1;ℓ0+2(β(0);p0;U0) (4.2.11)
where we have
∑
ki = k +m,
∑
β(i) +
∑
αj = β,
∑
ℓi +
∑
ℓ′j = ℓ+m
′, and
p0 ∪ · · · ∪ pm ∪ p′1 ∪ · · · ∪ p′m′ = p,
a disjoint union. (Note that β(0) does not stand for β0 = 0.) For the factor (4.2.10),
we require the corresponding sphere components are of type II. (In other words,
we include a tree of sphere components of Type I or III to the disk component on
which it is rooted.)
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Then the Kuranishi structure is compatible with this fiber product description
of the stratum of this stratification. Here we use the q-Kuranishi structure for the
factor (4.2.9), and the Kuranishi structure in this definition for the factor (4.2.11).
The definition of partially component-wise multisection is similar.
Lemma 4.2.7. There exist a system of Kuranishi structures and a continuous
family of multisections on Mmaink+1;ℓ+2(β;p;U0) with the following properties:
(1) They are compatible with the forgetful map
Mmaink+1;ℓ+2(β;p;U0)→Mmain1;ℓ+2(β;p;U0). (4.2.12)
(2) They are invariant under the action of symmetric group of order ℓ! which
exchanges the 3rd - (ℓ+2)nd interior marked points and exchanges P1, . . . , Pℓ
at the same time.
(3) They are compatible with the fiber product description (4.2.5), (4.2.6) of
the codimension one stratum of Mmaink+1;ℓ+2(β;p;U0). Here we use the q-
Kuranishi structure for the first factor of (4.2.5) and the second factor of
(4.2.6).
(4) They are partially component-wise in the sense of Definition 4.2.6.
(5) The continuous family of multisections is transversal to zero. The restric-
tion of the evaluation map ev0 to zero set of multisection is a submersion.
We remark that if a sphere component of an element of a codimension one
stratum is on the first factor of (4.2.5) or the second factor of (4.2.6) then this
sphere component is of type I. So we do not require the component-wise-ness for
this sphere component. Once this point is understood, we can use the induction on
β ∩ ω and k, ℓ. The proof of Lemma 4.2.7 is in Subsection 4.5.3.
Proof of Lemma 2.6.16. We check that the Kuranishi structure and the
family of multisections in Lemma 4.2.7 have the properties required in Lemma
2.6.16.
Lemma 2.6.16.1 and 7 are consequences of Lemma 4.2.7.5.
Lemma 2.6.16.2 and 6 follow from Lemma 4.2.7.4. In fact, if [Σ, ~z, u] lies in
forget−1([Σ0]) then there is a unique disk component that contains the tree of
sphere components containing 1st and 2nd interior marked points. And that disk
component is of Type II. So Lemma 4.2.7.4 implies the required properties.
Lemma 2.6.16.3 is a consequence of Lemma 4.2.7.3.
Lemma 2.6.16.4 is a consequence of Lemma 4.2.7.1.
Lemma 2.6.16.5 is a consequence of Lemma 4.2.7.2.
The proof of Lemma 2.6.16 is complete, assuming Lemma 4.2.7. 
4.3. T n equivariant and cyclically symmetric Kuranishi structures
In [FOOO5] we gave a construction of a system of T n-equivariant multisections
of moduli space of pseudo-holomorphic disks. In [FOOO6] we gave a construction
of a continuous family of multisections of moduli space of pseudo-holomorphic disks.
In [Fu2] a construction of a continuous family of multisections with cyclic symme-
try is explained. In this paper we use a continuous family of T n-equivariant and
cyclically symmetric multisections that are disk-component-wise. We describe the
construction in this and the next sections. In this section, we construct a sys-
tem of T n-equivariant and cyclically symmetric Kuranishi structures (c-Kuranishi
structures). Namely we prove the following:
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Proposition 4.3.1. There exists a system of Kuranishi structures onMmaink+1;ℓ(β)
(k ≥ 0, ℓ ≥ 0) with the following properties.
(1) It is compatible with the map
forget :Mmaink+1;ℓ(β)→Mmain1;ℓ (β)
forgetting the 1-st . . .k-th boundary marked points. (Namely only the 0-th
boundary marked point remains.) (See [Fu2, Section 3] for the precise
meaning of this compatibility.)
(2) It is invariant under the cyclic permutation of the boundary marked points.
(3) It is invariant under the permutation of the interior marked points.
(4)
ev0 :Mmaink+1;ℓ(β)→ L
is weakly submersive.
(5) The Kuranishi structures are disk-component-wise.
(6) The Kuranishi structures are T n-equivariant.
Proof. The proof occupies the rest of this section.
Let (Σ, ~z, ~z+) be a genus 0 bordered marked semi-stable curve with ∂Σ = S1
and u : (Σ, ∂Σ) → (X,L) a pseudo-holomorphic map that is stable. Here ~z =
(z1, . . . , zk), ~z
+ = (z+1 , . . . , z
+
ℓ ) are boundary and interior marked points, respec-
tively. Hereafter we put
x = (Σ, ~z, ~z+, u).
Definition 4.3.2. We define by G(x) the group consisting of the pairs (g, ϕ)
of g ∈ T n and a biholomorphic map ϕ : Σ→ Σ such that:
(1) u ◦ ϕ = gu.
(2) ϕ preserves ~z+ as a set.
(3) ϕ fixes all the points of ~z.
We define a group structure on G(x) by
(g1, ϕ1) · (g2, ϕ2) = (g1g2, ϕ1 ◦ ϕ2). (4.3.1)
Here we allow ϕ to permute the interior marked points ~z+ because we want our
Kuranishi structure to be invariant under the permutation of the interior marked
points. By definition, we have the projections:
G(x)
πTn
}}③③
③③
③③
③③ πAut
$$❍
❍❍
❍❍
❍❍
❍❍
T n Aut(Σ)
Lemma 4.3.3. The natural projection G(x)→ Aut(Σ) is injective.
Proof. Let (g, ϕ) ∈ G(x) with ϕ = id. By Definition 4.3.2.1, we have gu ≡ u.
Since u has its boundary lying on a Lagrangian torus orbit L on which T n acts
freely, it follows that g = id. 
Lemma 4.3.4. G(x) is compact.
Proof. We decompose Σ into the union of irreducible components Σa, a ∈ A.
There exists an index finite subgroup G(x)0 of G(x) such that elements of G(x)0
preserve each of Σa. It suffices to prove that G(x)0 → T n is proper.
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We prove it by contradiction. Suppose that there exists (gi, ϕi) ∈ G(x)0 such
that gi converges to g∞ ∈ T n but ϕi diverges in Aut(Σ).
Since ϕi diverges, by taking a subsequence if necessary, we may assume that
there exists Σa such that
lim
i→∞
ϕi(z) = z∞
holds for z ∈ Σa \ a finite set. Here z∞ is independent of z.
Since uϕi(z) = giu(z), we have
u(z) = lim
i→∞
g−1i uϕi(z) = g
−1
∞ u(z∞).
Namely, u is constant on Σa. Since Aut(Σa) is of infinite order, this contradicts
the stability. 
We note that each element of G(x) induces a permutation of the elements of
~z+, if we regard ~z+ = (z+i )i=1,...,ℓ as an ordered set.
We use it to define a G(x)-action on the set of x′ = (Σ′, ~z′, ~z′+, u′) by
(g, ϕ) · (Σ′, ~z′, ~z′+, u′) = (Σ′, ~z′, ρ~z′+, gu′) (4.3.2)
where ρ is defined by ϕ(z+a ) = z
+
ρ(a) and ρ~z
′+ is defined by (ρ~z′+)a = z′+ρ−1(a).
This is a left action. Namely
((g1, ϕ1) · (g2, ϕ2)) · (Σ′, ~z′, ~z′+, u′) = (g1, ϕ1) · ((g2, ϕ2) · (Σ′, ~z′, ~z′+, u′)).
We also note that
(g, ϕ) · x = x
by definition.
We also define an action of T n ×Sℓ on the set of x′ = (Σ′, ~z′, ~z′+, u′) by
(g, ρ)x′ = (Σ′, ~z′, ρ~z′+, gu′).
The isotropy group of x of this action can be identified with G(x).
We begin with the following lemma. We fix a T n invariant metric on X .
Lemma 4.3.5. Let x = (Σ, ~z, ~z+, u) and G(x) as above. We consider a relatively
compact G(x) invariant open subset K ⊂ Σ \ ~z+ whose closure does not contain
singular points and does not intersect with ∂Σ. Then there exists a subspace
E ⊂ C∞(Σ;u∗TX ⊗ Λ0,1)
such that
(1) E is G(x)-invariant.
(2) Elements of E have compact support in K.
(3) E is finite dimensional.
(4) Du∂
({ξ ∈W 1,p(Σ, u∗TX) | ξ = 0 at ~z ∪ ~z+})+E = Lp(Σ;u∗TX⊗Λ0,1).
Proof. The existence of E0 that satisfies properties 2,3,4 above can be proved
by the unique continuation theorem in a standard way. (We also use compactness
of the group G(x) (Lemma 4.3.4) to prove the existence of K.) We will modify the
construction of such E0 so that it also satisfies property 1. We define an action of
G(x) on L2(K;u∗TX ⊗ Λ0,1) which extends the action
η 7→ (g, ϕ)∗(η) = (dg ⊗ (dϕ−1)∗)(η).
More specifically as a one-form on Σ, (g, ϕ)∗(η) is defined by
(g, ϕ)∗(η)(vx) = dg(η(dϕ−1(vx)), vx ∈ TxΣ
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for a smooth u∗TX-valued one-form η ∈ C∞(u∗TX ⊗ Λ0,1). We recall that by
definition of G(x) we have the commutative diagram
u∗TX ⊗ Λ0,1

(g,ϕ)∗ // u∗TX ⊗ Λ0,1

Σ ϕ
// Σ
(Here we recall gu ◦ ϕ−1 = u from the definition of G(x).) Using the compactness
of G(x), we can equip the space L2(K;u∗TX ⊗ Λ0,1) with a G(x)-invariant inner
product. Then we have a decomposition
L2(K;u∗TX ⊗ Λ0,1) =
⊕̂
λ∈L
Vλ
where Vλ is a finite dimensional representation of G(x) and L is a certain index
set, which is countable. (Here we use compactness of G(x). (Lemma 4.3.4.)) We
denote by
⊕̂
the L2 completion of the direct sum. Moreover we may choose Vλ so
that each element of Vλ is smooth. In fact, we take G(x) invariant metrics of Σ
and u∗TX and use them to define Laplace operator on L2(K;u∗TX ⊗Λ0,1). Then
each of its eigenspaces (satisfying Dirichlet boundary condition, for example) is a
finite dimenisonal vector space consisting of smooth sections. Moreover it is G(x)
invariant. (Recall that K is G(x) invariant.) Therefore we may take Vλ as the
eigenspaces of this Laplace operator.
Let ei, i = 1, . . . , N be an orthonormal basis of E0. We put
ei =
∞∑
λ=1
ei,λ (4.3.3)
where ei,λ ∈ Vλ. Here we can choose ei’s so that the series (4.3.3) converges
uniformly and so does in Lp. (This is well known for the eigenspaces of Laplace
operator.) We put
ei,k =
k∑
λ=1
ei,λ
and let Ek be the vector space generated by e1,k, . . . , eN,k. If k is large, Ek satisfies
properties 3 and 4. (Property 4 can be proved by, for example, open mapping
theorem.) We put
E′ =
k⊕
λ=1
Vλ,
which satisfies properties 1, 3, 4.
To promote E′ to be a subspace that also satisfies property 2, we proceed as
follows. Let χi : Σ→ [0, 1] be a sequence of G(x) invariant smooth functions with
compact support in K such that χi converges to 1 pointwise everywhere in K. We
put
E(i) = {χis | s ∈ E′}.
We put E = E(i) for sufficiently large i. Then property 4 holds. Properties 1,2,3
are immediate. 
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The main part of the inductive construction of T n-equivariant and cyclically
symmetric Kuranishi structure onMk+1;ℓ(β) is the proof of the following proposi-
tion. During the proof we will use Lemma 4.3.5.
Proposition 4.3.6. There exist systems of Kuranishi structures on M0;ℓ(β)
and M1;ℓ(β) with the following properties:
(1) They are compatible with forgetful maps in the sense of [Fu2, Definition
3.1].
(2) The evaluation map ev0 : M1;ℓ(β) → L(u) at the (unique) boundary
marked point is weakly submersive.
(3) The codimension one stratum of M0;ℓ(β) is a union of
M1;ℓ1(β1)ev0 ×ev0 M1;ℓ2(β2)
with ℓ1 + ℓ2 = ℓ and β1 + β2 = β, (ℓ1, β1) 6= (ℓ2, β2),
(M1;ℓ′(β′)ev0 ×ev0 M1;ℓ′(β′))/Z2
with 2ℓ′ = ℓ, 2β′ = β, (Here Z2 acts by exchanging the factors.) and of
Mℓ+1(β˜) ev0 ×X L. (4.3.4)
(We explain this boundary component in Remark 4.3.7 below.)
Our systems of Kuranishi structures are compatible with this fiber
product description.
(4) Our Kuranishi structures are T n equivariant in the sense of [FOOO6,
Definition B.4].
(5) Our Kuranishi structures are invariant under the permutation of interior
marked points.
Remark 4.3.7. Here is the description of the boundary component (4.3.4).
We denote by β˜ an element of H2(X ;Z) such that its image in H2(X,L;Z) is
β. The space Mℓ+1(β˜) is a moduli space of pseudo-holomorphic sphere with ℓ+ 1
marked points and ev0 is the evaluation map at the 0-th marked point. We take the
fiber product with L by this map. Such a boundary corresponds to the following
configuration: We take a constant map u0 : D
2 → L. Let (Σsph, z+0 ∪ ~z+, u1)
be an element of Mℓ+1(β˜). We assume u1(z+0 ) is the point u0(D2). We glue
D2 = {x ∈ C | |x| ≤ 1} and Σsph at 0 ∈ D2 and z+0 to obtain Σ. We define
u : Σ → X so that it is u0 on D2 and is u1 on Σsph. Such an object (Σ, ~z+, u)
appears as an element of the compactificationM0;ℓ(β). (See [FOOO3, Subsection
3.8.3], [FOOO4, Subsection 7.4.1], [Li].)
Including (Σ, ~z+, u) in the compactified moduli space M0;ℓ(β) is slight abuse
of notation, since the automorphism of (Σ, ~z+, u) contains S1 so it is not a stable
map. (This group S1 is the automorphism of (D2, 0, u0) which rotates D
2 around
the center.) We include such an object (Σ, ~z+, u) into the compactified moduli space
M0;ℓ(β) and point out the appearance of such an object whenever it appears, and
will explain the point we need to modify the necessary arguments.
The proof of Proposition 4.3.6 occupies most of the rest of this section. The
strategy of the proof of Proposition 4.3.6 is similar to the proof of [Fu2, Theorem
3.1]. However we need to be careful for the local construction of the Kuranishi
neighborhood since we need to perform the whole construction in a T n equivariant
way. We will discuss this point in detail below.
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Let x be as in the proof of Proposition 4.3.1 and G = G(x) as in Lemma 4.3.5.
The following is a T n equivariant version of [Fu2, Lemma 3.1].
Lemma 4.3.8. There exists a finite dimensional vector space E = Ex as in
Lemma 4.3.5 with the following properties:
(1) Lemma 4.3.5.1-4 hold.
(2) We put
Ker(x) = (Du∂)
−1(Ex). (4.3.5)
Then for any z0 ∈ ∂Σ, the map Evz0 : Ker(x)→ Tu(z0)L defined by
Evz0(v) = v(z0) (4.3.6)
is surjective.
Proof. We apply Lemma 4.3.5 to obtain Ex satisfying Item 1. Then Item 2
is an immediate consequence of the fact that Ker(x) contains the Lie algebra of
T n. 
Remark 4.3.9. Thus the proof of Lemma 4.3.8 is easier than that of [Fu2,
Lemma 3.1]. Namely in our case 2 is automatic due to the presence of the free
action of T n in the current circumstance.
For g ∈ T n we put
E(gx) := g∗Ex. (4.3.7)
Here gx = (Σ, ~z, ~z+, gu) and
g∗ : C∞(Σ, u∗TX ⊗ Λ0,1) ∼= C∞(Σ, (gu)∗TX ⊗ Λ0,1)
is an obvious map. When g is the identity, we have E(x) = Ex. We consider the
T n ×Sℓ orbit (T n ×Sℓ)x of x. For each element (g, ρ)x of it we put
E((g, ρ)x) = g∗E(x) ⊂ C∞(Σ, (gu)∗TX ⊗ Λ0,1).
Lemma 4.3.10. Suppose that (g, ρ)x and x define the same element inMmaink;ℓ (β),
that is, there exists a biholomorphic map ϕ : (Σ, ~z) → (Σ, ~z) such that ϕ(z+i ) =
z+ρ−1(i) and gu = u ◦ ϕ. Then we have
E((g, ρ)x) = ϕ∗E(x). (4.3.8)
Proof. This is an immediate consequence of Lemma 4.3.5. 
We will use this choice E(gx) to define a T n equivariant Kuranishi neighbor-
hood of the T n orbit of x. (This is the main part of the proof of Proposition 4.3.6
and occupies the most of this section.)
4.3.1. The case of one disk component I. We first note that it suffices
to consider the case when β 6= 0. Indeed, in the case of Mmaink;0 (0) where β = 0
and no interior marked points, the moduli space Mmaink;0 (0) is transversal and the
evaluation map at one boundary marked point is a submersion. So we can put our
obstruction bundle E to be trivial, i.e., E =Mmaink;0 (0)× {0}. (This is not the case
when we are studying the p-perturbation. We will discuss it in Subsection 4.5.1.)
In Subsections 4.3.1, 4.3.2, 4.3.3, we study the case when Σ has only one
disk component. We will construct a Kuranishi neighborhood of T n × Sℓ orbit
of x = (Σ, ~z, ~z+, u) which is T n equivariant and invariant under the permutation
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of the interior marked points. In particular, we will describe the construction of
obstruction bundles in detail.
In this subsection we start with the case when the following assumption is
satisfied.
Assumption 4.3.11. For each t ∈ Lie(T n) there exists a (disk or sphere)
component Σa of Σ and p ∈ Σa such that u is an immersion at p but t(u(p)) is not
tangent to u(Σ) at p. Here we also denote by t the Killing vector field generated
by t.
We observe that Assumption 4.3.11 implies that the group G(x) is finite.
We emphasize that (Σ, ~z+) may not be stable and so we stabilize it by adding
a finite number of additional interior marked points
~w+ = (w+a )a∈A, m = #A,
on Σ so that the following conditions are satisfied: such a choice, especially the one
satisfying Items 3 and 4, is possible by Assumption 4.3.11.
Condition 4.3.12 (Stabilization). (1) w+a is disjoint from ~z
+, the singu-
lar point set and the boundary of Σ.
(2) (Σ, ~w+) is stable. Moreover it has no nontrivial automorphism. Exception:
In the situation appearing in Remark 4.3.7 we do not put any of ~w+ on
the disk component where u is constant.
(3) u is an immersion at w+a .
(4) For any t ∈ Lie(T n) there exists w+a such that t(u(w+a )) is not contained
in u∗Tw+a Σ.
(5) The subset ~w+ ⊂ Σ is G(x) invariant, i.e., ϕ(w+a ) ∈ ~w+ for all a ∈ A,
(g, ϕ) ∈ G(x).
We denote by v = (Σ, ~z+, ~w+) the resulting stable curve contained inM0;ℓ+m.
Let Sℓ, Sm be permutation groups of order ℓ!, m!, respectively. The group Sℓ acts
onM0;ℓ+m as permutation of 1-st,. . . ,ℓ-th marked points ~z+ and Sm acts on it as
permutation of (ℓ + 1)-st,. . . ,(ℓ+m)-th marked points ~w+.
Definition 4.3.13. We define Aut+(v) as the set of all ϕ : Σ→ Σ such that:
(1) ϕ is biholomorphic.
(2) There exists ρ = (ρ1, ρ2) ∈ Sℓ ×Sm such that
ϕ(z+i ) = z
+
ρ1(i)
, ϕ(w+a ) = w
+
ρ2(a)
.
(3) In the situation appearing in Remark 4.3.7 we assume ϕ is identity on
the disk component where u is constant and which has only one singular
point and has no marked point.
By Condition 4.3.12.2, the assignment ϕ 7→ ρ2 gives an injective homomorphism
Ψ2 : Aut+(v)→ Sm.
We also write the homomorphism ϕ 7→ ρ1 as
Ψ1 : Aut+(v)→ Sℓ.
We put Ψ = (Ψ1,Ψ2).
Let ρ = (ρ1, ρ2) ∈ Sℓ×Sm. Then ρv = v if and only if ρ is in the image of Ψ.
Condition 4.3.12.2 implies that Ψ : Aut+(v) → Sℓ × Sm is injective. Using
this fact, we can define an action of Aut+(v) on a neighborhood of v in M0;ℓ+m
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as follows: Let v′ = (Σ, ~z′+, ~w′+) be in a neighborhood of v in M0;ℓ+m and ϕ ∈
Aut+(v). We put Ψ(ϕ) = (ρ1, ρ2). We then define
ϕ · v′ = (Σ, ρ1~z′+, ρ2 ~w′+), (4.3.9)
where
(ρ1~z
′+)i = z′+ρ−11 (i)
, (ρ2 ~w
′+)a = w′+ρ−12 (a)
.
In other words, the action is by changing the enumeration of the interior marked
points in the same way as ϕ does on v. This action induces an action of G(x) on
a neighborhood of v in M0;ℓ+m. Namely
(g, ϕ) · v′ = ϕ · v′.
(See (4.3.2).)
We take neighborhoods U(v) of v in M0;ℓ+m with the following properties.
There exists a neighborhood U(S(Σ)) of the singular point set of Σ such that for
any v′ = (Σ′, ~z′+, ~w′+) ∈ U(v) we have a smooth embedding
iv′ : Σ \ U(S(Σ))→ Σ′ (4.3.10)
such that
iv′(z
+
i ) = z
′+
i , iv′(w
+
a ) = w
′+
a . (4.3.11)
We may assume that iv′ is holomorphic on the support of E(x). (See [FO, §12].
The map in [FO, (12.10)] is a version of our map iv′ for the case ∂Σ = ∅.)
Furthermore we assume the following condition (4.3.12). Let v′ = (Σ′, ~z′+, ~w′+) ∈
U(v) and ϕ ∈ Aut+(v). We put
ρ = (ρ1, ρ2) = Ψ(ϕ)
and require
iρv′ = iv′ ◦ ϕ−1 : Σ \ U(S(Σ))→ Σ′. (4.3.12)
Remark 4.3.14. We note
(iv′ ◦ ϕ−1)(z+i ) = iv′(z+ρ−11 (i)) = iρv′(z
+
i ).
We also choose iv′ with the following properties. Let (ρ1, ρ2) ∈ Sℓ ×Sm. Let
v = (Σ, ~z+, ~w+) and v′ = (Σ, ~z′+, ~w′+). We put
v(2) = (Σ, ρ1~z
+, ρ2 ~w
+), v′(2) = (Σ, ρ1~z
′+, ρ2 ~w′+).
We then require the identity
iv′
(2)
;v(2) = iv′;v.
(Here we write iv′;v etc. in place of iv′ to specify v.)
We also require that iv′ depends continuously on v
′ in C∞ sense. The existence
of iv′ follows from the trivialization of the core part of the universal family with
coordinate at infinity in the sense of [FOOO11, Definition 16.2] (in particular, (3),
(5)).
We fix x = (Σ, ~z+, u) and v = (Σ, ~z+, ~w+). For each w+a we choose a normal
slice Nw+a of u such that:
Condition 4.3.15 (Normal slices). (1) Nw+a is a codimension 2 smooth
submanifold of X .
(2) Nw+a is perpendicular to u(Σ) at u(w
+
a ).
(3) If (g, ϕ) ∈ G(x), then gNw+a = Nϕ(w+a ).
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We note that the choices of the above slices Nw+a depend only on x = (Σ, ~z
+, u)
and ~w+ = {w+a }a∈A which will be fixed once and for all when the latter is given.
They also carry the metrics induced from one given in the ambient space X .
We next consider x′ = (Σ′, ~z′+, u′) and the following condition on it. Let ǫ1, ǫ2
be positive real numbers.
Definition 4.3.16. Let h ∈ T n. We say that x′ is (ǫ1, ǫ2)-close to hx if there
exist ~w′+ and a neighborhood U(S(Σ)) of the singular point set of Σ satisfying
(4.3.10) and (4.3.11) with the following properties.
(1) ~w′+ is disjoint from ~z′+, the singular point set and the boundary of Σ′.
(2) v′ = (Σ′, ~z′+, ~w′+) ∈ U(v) and dist(v′,v) < ǫ1. Here we use an appropri-
ate metric on M0;ℓ+m to define the distance between v′ and v.
(3) The C1 distance between the two maps u′ ◦ iv′ and hu is smaller than ǫ1
on Σ \ U(S(Σ)).
(4) diam(u′(S)) < ǫ1 if S is any connected component of Σ′\iv′(Σ\U(S(Σ))).
(5) u′(w′+a ) ∈ hNw+a for each a and
dist(u′(w′+a ), hu(w
+
a )) < ǫ2.
Here ~w′+a = (w
′+
a )a∈A.
When ~w+, ~w′+, h are specified in the above condition, we say that x′ = (Σ′, ~z′+, u′)
is (ǫ1, ǫ2)-close to (hx, ~w
+) with respect to ~w′+.
Definition 4.3.16 means that (Σ′, ~z′+, u′) is sufficiently close to hx.
Later on we will take ǫ1, ǫ2 so that ǫ2 is small and ǫ1 is smaller than a number
depending on ǫ2 (and x). (See the proof of Lemma 4.3.25.)
Lemma 4.3.17. Consider u′, v′ = (Σ′, ~z′+, ~w′+), h, ~w+ given as above and put
x′ = (Σ′, ~z′+, u′). Let g = (g, ϕ) ∈ G(x) and σ = (σ1, σ2) = Ψ(ϕ). Suppose x′ is
(ǫ1, ǫ2)-close to (hx, ~w
+) with respect to ~w′+. We consider σv′ = (Σ′, σ~z′+, σ ~w′+),
where (σz′+)i = z′+σ−11 (i)
, (σw′+)a = w′+σ−12 (a)
. We put σx′ = (Σ′, σ~z′+, u′).
Then σx′ is (ǫ1, ǫ2)-close to (g−1hx, ~w+) with respect to σ ~w′+.
Proof. Definitions 4.3.16.1, 2 and 4 are easy to check. Let us check Definition
4.3.16.3. We observe
u′ ◦ iσv′ = u′ ◦ iv′ ◦ ϕ−1
by (4.3.12). On the other hand,
h ◦ u ◦ ϕ−1 = hg−1 ◦ u,
since (g, ϕ) ∈ G(x). By assumption u′ ◦ iv′ is C1 close to h ◦ u. We thus obtain
Definition 4.3.16.3. (Note hg−1 = g−1h.) Definition 4.3.16.5 can be checked by
u′(w′+
σ−12 (a)
) ∈ hNw+
σ
−1
2 (a)
= hNϕ−1(w+a ) = hg
−1Nw+a .

In the next lemma and thereafter we denote by o(ǫ) positive numbers depending
on ǫ such that limǫ→0 o(ǫ) = 0.
Lemma 4.3.18. Let µ1 ∈ Sℓ and let ǫ1, ǫ2 be sufficiently small. Suppose x′ is
(ǫ1, ǫ2)-close to (hx, ~w
+) with respect to ~w′+(1) and µ1x
′ is (ǫ1, ǫ2)-close to (h′x, ~w+)
with respect to ~w′+(2).
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Then there exists (g, ψ) ∈ G(x) such that
d(~w′+(2), µ2 ~w
′+
(1)) < o(ǫ1) (4.3.13)
with µ = (µ1, µ2) = Ψ(ψ) and
dist(h′, gh) < o(ǫ1). (4.3.14)
If h = h′ in adition then g = 1 and ~w′+(2) = µ2 ~w
′+
(1).
Remark 4.3.19. In (4.3.13) above and several times later, we use a metric d on
the source curve. When we use it we are always considering certain compact family
of source curves and we consider the distance among two points which are not
singular point and lie on the same irreducible component. Therefore, such metric
can be chosen so that the expression such as appearing in (4.3.13) is independent
of its choice.
Proof. We put v′(k) = (Σ
′, ~z′+, ~w′+(k)), k = 1, 2. For each a ∈ {1, . . . ,m}, we
have (2)w
+
a ∈ Σ such that
iv′
(1)
((2)w
+
a ) = w
′+
(2),a.
(We note that iv′
(2)
(w+a ) = w
′+
(2),a but iv′(1)(w
+
a ) may not be close to w
′+
(2),a. So (2)w
+
a
may be far away from w+a .) Then (Σ, µ1~z
+, (2) ~w
+) is close to v′(2) in M0;ℓ+m. On
the other hand, by assumption, (Σ, ~z+, ~w+) is close to v′(2) inM0;ℓ+m. (See Figure
4.3.1.)
Sublemma 4.3.20. There exists a biholomorphic map ψ : Σ→ Σ such that
ψ(z+a ) = z
+
µ1(a)
and
dist(ψ(w+a ), (2)w
+
a ) < o(ǫ1).
Proof. Using the fact that (Σ, ~z+, ~w+) is ǫ1-close to (Σ, µ1~z
+, (2) ~w
+), we can
prove that (Σ, ~z+) = (Σ, µ1~z
+) in M0;ℓ. This is because µ1 is in a finite set Sℓ.
Note that (Σ, ~z+) is the underlying data of x, which we fix in the argument. For
each µ′1 ∈ Sℓ, we have either that (Σ, ~z+) = µ′1(Σ, ~z+) or that there exists a positive
constant δ = δ((Σ.~z+), µ′1) such that the distance between (Σ, ~z
+) and µ′1(Σ, ~z
+)
is at least δ. Hence, if ǫ1 > 0 is chosen sufficiently small compared with δ, we find
that (Σ, ~z+) = (Σ, µ1~z
+) in M0;ℓ. Then the sublemma follows easily. 
We next prove the following.
Sublemma 4.3.21. dC0(hu ◦ ψ, h′u) < o(ǫ1).
Proof. The proof is by contradiction. Suppose we have ǫn1 which converge to
zero and un, ψn, hn, h
′
n, nv = (nΣ, n~z
+, n ~w
+), nv
′
(k) = (nΣ
′, n~z′+, n ~w′+) (k = 1, 2),
n
(2)w
+
a ,
nw+a , with the following properties: we write inv′(k) = inv
′
(k)
,nv.
(1) i
nv
′
(1)
(n(2)w
+
a ) =
nw′+(2),a.
(2) i
nv
′
(2)
(nw+a ) =
nw′+(2),a.
(3) d(ψn(
nw+a ),
n
(2)w
+
a ) < o(ǫ
n
1 )→ 0.
(4) ψn(nz
+
a ) = nz
+
µ1(a)
.
(5) dC0(hnun ◦ ψn, h′nun) > δ > 0.
Here i
nv
′
(k)
: Σ \ Un(S(Σ))→ nΣ′ is a map such that:
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6. dC0(u
′
n ◦ inv′(1) , hnu) < ǫn1 → 0.
7. dC0(u
′
n ◦ inv′(2) , h′nu) < ǫn1 → 0.
8. The diameter of the u image of each connected component of Un(S(Σ)) is
smaller than ǫn1 that converges to 0.
Item 8 implies that the intersection
⋂
n Un(S(Σ)) is S(Σ) the set of singular
points of Σ.
By taking a subsequence, we may assume that i
nv
′
(k)
converges to i∞v′(k) : Σ→
Σ and ψn converges to ψ∞ : Σ → Σ. Moreover we may assume nw+a converges to∞w+a .
Then Items 1,2,3,4 imply
(i∞v′(1) ◦ ψ∞)(∞w+a ) = limn→∞
nw′+(2),a = i∞v′(2)(
∞w+a ).
Note i∞v′(k) is a biholomorphic map. Therefore Condition 4.3.12.2 implies
i∞v′(1) ◦ ψ∞ = i∞v′(2) .
Then Items 6 and 7 imply
hu ◦ ψ∞ = h′u.
This contradicts to Item 5. The proof of the sublemma is complete. 
Sublemma 4.3.21 and the finiteness of G(x) imply that there exists g ∈ T n such
that (g, ψ) ∈ G(x) and dist(h′, gh) < o(ǫ1), if we choose ǫ1 small.
We put (3) ~w
+ = ψ(~w+). By Condition 4.3.12.5 it implies that there exists µ2
such that (3) ~w
+ = µ2 ~w
+. For this µ2 we can prove µ = (µ1, µ2) = Ψ(ψ) easily.
(4.3.13) follows from Sublemma 4.3.20.
Suppose h = h′ in addition. Then (4.3.14) and the finiteness of G(x) implies
g = 1. Moreover since
w′+(2),a, w
′+
(1),µ−12 (a)
∈ hNw+
µ
−1
2 (a)
we have w′+(2),a = w
′+
(1),µ−12 (a)
. 
Lemma 4.3.18 and its proof is an equivariant version of [FOOO11, Lemma
20.15].
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Suppose x′ is (ǫ1, ǫ2)-close to (hx, ~w+) with respect to ~w′+. We define
f(h;x′, ~w′+) =
∑
a
dist(u′(w′+a ), hu(w
+
a ))
2. (4.3.15)
Here dist = disthN
w
+
a
is the distance function of the submanifold hNw+a induced
from the given ambient Ka¨hler metric. Recall the square of the distance function
is strictly convex and smooth in a neighborhood of the diagonal.
Corollary 4.3.22. Assume that h = h′. Let (x′, h, ~w′+(1)) and (µ1x
′, h, ~w′+(2))
be as in Lemma 4.3.18. Then
f(h;x′, ~w′+(1)) = f(h;µ1x
′, ~w′+(2)).
This is immediate from Lemma 4.3.18 and the definition of f .
Once we fix (x, ~w+), Corollary 4.3.22, in the case of µ1 = id, implies that
f(h;x′, ~w′+) depends only on h,x′ and is independent of ~w′+ in Definition 4.3.16
(It certainly depends on ~w+.) Hereafter we write f(h;x′) instead of f(h;x′, ~w′+).
For given x′, ~w+, our function f is a function of h. More precisely speaking,
we define the subset H(x′) ⊂ T n by
H(x′) = {h ∈ T n | ∃µ1 ∈ Sℓ, µ1x′ is (ǫ1, ǫ2)-close to (hx, ~w+)}.
This is an open subset of T n for each given x′. Then for each given x′ and sufficiently
small ǫ1, ǫ2 > 0, the assignment h 7→ f(h;µ1x′) defines a function on H(x′). (Here
µ1 is as in the definition of H(x
′).) We write this function as f(h; [x′]). (We remark
that H(x′) is a disjoint union of small open subsets of T n.)
Since H(x′) is an open subset of T n, it carries a natural affine structure. We
use this to define convexity used in the statement of the following lemma.
Lemma 4.3.23. If ǫ1, ǫ2 are sufficiently small, then f(·; [x′]) : H(x′) → R≥0 is
strictly convex on each connected component.
Proof. This is a consequence of strictly convexity of the square of the Rie-
mannian distance function and Condition 4.3.12.4. 
Lemma 4.3.24. Let g = (g, ϕ) ∈ G(x). Then we have
f(h; [x′]) = f(h; [gx′]).
Here x′ = (Σ′, ~z′+, u′) and gx′ = (Σ′,Ψ1(ϕ)~z′+, gu′).
Proof. Lemma 4.3.17 imlies
f(h; [x′]) = f(g−1h; [Ψ1(ϕ)x′]).
On the other hand, it is easy to see that
f(h; [gx′]) = f(g−1h; [x′]).
The lemma follows easily. 
We recall that
πTn(G(x)) = {g ∈ T n | ∃ϕ, (g, ϕ) ∈ G(x)}.
Let c = #πTn(G(x)) be its order and write as πTn(G(x)) = {g1 = 1, . . . , gc}. We
put
G(x) = {gi,j = (gi, ϕi,j) | i = 1, . . . , c, j = 1, . . . , d}.
Here d = #{ϕ | (1, ϕ) ∈ G(x)} and ϕ1,1 = id.
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Lemma 4.3.25. For each sufficiently small ǫ2 we may choose ǫ1 small enough
so that the following holds: Whenever H(x′) is nonempty, f(·; [x′]) : H(x′) → R≥0
assumes local minima at exactly c points h1, . . . , hc.
Furthermore the following also holds: For each i there exist d choices ~w′+(i,j) and
ρ(i,j),1 ∈ Sℓ such that ρ(i,j),1x′ is (ǫ1, ǫ2)-close to (hix, ~w+) with respect to ~w′+(i,j).
If we put σ(i,j) = (σ(i,j),1, σ(i,j),2) = Ψ(ϕi,j) for each gi,j = (gi, ϕi,j), we have
hi = h1g
−1
i (4.3.16)
and
ρ(i,j),1 = σ(i,j),1ρ(1,1),1, w
′+
(i,j) = σ(i,j),2w
′+
(1,1). (4.3.17)
Proof. We first consider the case x′ = x. By Lemma 4.3.24 we have
f(h;σ(i,j),1x
′) = f(g−1i h;x
′). (4.3.18)
Therefore, (Σ, σ(i,j),1~z
+, u) is (ǫ1, ǫ2)-close to (g
−1
i x, ~w
+) with respect to σ(i,j),2 ~w
+.
Moreover, g−1i is a critical point of f(·;σ(i,j),1x). Namely hi defined by (4.3.16) is
a critical point and (4.3.17) is satisfied for h1 = 1, ρ(1,1),1 = id, w
′+
(1,1) = ~w
+.
We next show that they are all the local minima. Let h ∈ H(x′). Lemma 4.3.18
implies that there exists gi such that g
−1
i is close to h. Since f(·; [x]) is convex and
since it is minimal at h, we have h = g−1i .
Let us consider the general x′ = (Σ′, ~z′+, u′). Let h0 ∈ H(x′). Replacing u′ by
h−10 u
′ we may and will assume 1 ∈ H(x′). Let h ∈ H(x′). By Lemma 4.3.18 again
there exists g = (gi, ϕi,j) ∈ G(x) such that g−1i is close to h. Replacing x by gx
we may and will assume that h is close to 1. Then we can find a short path x(t)
joining x to x′. By the strict convexity of f , the number of local minima is constant
on this (short) path. We may choose ǫ1 small enough so that the distance between
u′(w′+(i,j),t;a) and hi,tu(w
+
a ) does not go beyond ǫ2 while t moves from 0 to 1. (Here
hi,t and w
′+
a,t are such that ρ(i,j),1x(t) is (ǫ1, ǫ2)-close to (hi,tx, ~w
+) with respect to
~w′+(i,j),t.)
We observe that if (4.3.16), (4.3.17) hold and ρ(1,1),1x
′ is (ǫ1, ǫ2)-close to (h1x, ~w+)
with respect to ~w′+(1,1), then
u′(~w′(i,j),a) = u
′(~w′
(1,1),σ−1
(i,j),2
(a)
) ∈ h1Nw+
σ
−1
(i,j),2
(a)
= h1g
−1
i Nw+a .
Namely ρ(i,j),1x
′ is (ǫ1, ǫ2)-close to (hix, ~w+) with respect to ~w′+(i,j).
Using Lemma 4.3.24, we can show that f(·; [x′]) assumes local minima at hi.
The proof of (4.3.16) of Lemma 4.3.25 is complete.
We can prove (4.3.17) using the fact that it holds for t = 0 and the continuity
argument. 
Now we use Lemma 4.3.25 to send our obstruction vector space E(x) = Ex to
x′ as follows. Here we assume the following.
Condition 4.3.26. On the support of each element of E(x) the map u is an
immersion.
Since β 6= 0 we can choose such E(x) by the unique continuation theorem as in
Lemma 4.3.5. (We remark that we do not need to put obstruction bundle on the
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irreducible component where u is constant, since such an irreducible component is
stable and genus 0.)
Let hi = h1g
−1
i , σ(i,j),1, σ(i,j),2, w
′+
(i,j) = σ(i,j),2 ~w
′+
(1,1) be as in Lemma 4.3.25. In
particular σ(i,j),1x
′ is (ǫ1, ǫ2) close to (hix, ~w+). Therefore there exists ii,j : Σ→ Σ′
which sends ~z+ to σ(i,j),1~z
′+ and ~w+ to σ(i,j),2 ~w′+. We modify ii,j slightly to define
Ii,j : Supp(E(x))→ Σ′ (4.3.19)
as follows. (Here Supp(E(x)) is the union of the supports of the elements of E(x).)
Let x ∈ Supp(E(x)) we require :
Condition 4.3.27. (1) dist(ii,j(x), Ii,j(x)) < ǫ3.
(2) The minimal geodesic ℓx;i,j joining hiu(x) to u
′(Ii,j(x)) is perpendicular
to hiu(Σ) at hiu(x).
We can choose ǫ3 sufficiently small depending on u and ~w
+ and then choose
ǫ1, ǫ2 depending on ǫ3 etc. so that there exists unique Ii,j(x) satisfying Condition
4.3.27. This is a consequence of Condition 4.3.26.
Now we define
Px′,i,j : E(x)→ C∞(Σ′, u′∗TX ⊗ Λ0,1). (4.3.20)
For x ∈ Σ in the support of E(x), we consider the minimal geodesic ℓx;i,j
joining hu(x) to u′(Ii,j(x)). We also take the complex linear part
Palcx;i,j
of the parallel transport map
Palℓx;i,j : Thiu(x)X → Tu′(Ii,j(x))X.
along the geodesic ℓx;i,j . (Here we use an appropriate connection as in [FOOO4,
Section 7.1] for which our Lagrangian submanifold is totally geodesic and which is
T n invariant.) Using also the facts that Ii,j is C
1 close to a biholomorphic map
and that hi is holomorphic, we obtain (4.3.20) as follows: We take the successive
compositions of the following target maps
(u∗TX)x = Tu(x)X
(hi)∗−→ Thiu(x)X
Palcx;i,j−→ Tu′(Ii,j(x)))X, (4.3.21)
and then take the tensor product with the map
Λ0,1x (Σ)
(I−1i,j )
∗
−→ Λ1Ii,j(x)(Σ′)→ Λ0,1Ii,j(x)(Σ′). (4.3.22)
Here the second map in (4.3.22) is the projection.
Lemma 4.3.28. Px′,i,j ◦ g−1i,j∗ is independent of i = 1, . . . , c and j = 1, . . . , d.
Proof. By (4.3.12), we have ii,j = i1,1 ◦ ϕ−1i,j . Moreover h1g−1i u = h1uϕ−1i,j .
Here recall gi,j = (gi, ϕj) ∈ G(x). They imply Ii,j = I1,1 ◦ ϕ−1i,j . In fact, together
with Lemma 4.3.25 they imply
hiu(x) = h1u(ϕ
−1
i,j (x)). (4.3.23)
Therefore
ℓx;i,j = ℓϕ−1i,j (x);1,1
since they join (4.3.23) to a point of u′(Σ′) that is close to u′(ii,j(x)) = u′(i1,1(ϕ−1i,j (x))
and they are perpendicular to hiu(Σ) = h1u(Σ).
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Since Ii,j(x) and I1,1 ◦ϕ−1i,j (x) are the end points of ℓx;i,j and ℓϕ−1i,j (x);1,1 respec-
tively, we have Ii,j = I1,1 ◦ ϕ−1i,j . We also recall that hi = h1g−1i . Then the lemma
now follows from the definition. 
We now define Px′ : E(x)→ C∞(Σ′, u′∗TX ⊗ Λ0,1) by
Px′ = Px′,i,j ◦ g−1i,j∗.
(When G(x) is a trivial group, we have c = d = 1.)
Remark 4.3.29. In the above definition we replace ii,j by Ii,j using the as-
sumption that u is an immersion on the domain of Ii,j . In the case we are studying
here, this process is not necessary. However it becomes useful later. (See Remark
4.3.65.)
Lemma 4.3.30. For any h ∈ T n, we have
Phx′ = h∗Px′ . (4.3.24)
Proof. This is immediate from the construction. 
We now put E(x′) = ImPx′ .
We consider the assignment x′ 7→ E(x′) and will prove its G(x) equivariance,
by which we mean the following: Let ϕ ∈ Aut+(Σ, ~z+) and Ψ1(ϕ) = ρ1. We define
ϕ · x′ = (Σ′, ρ1~z′+, u′)
where x′ = (Σ′, ~z′+, u′), (ρ1~z′+)a = z′+ρ−11 (a)
. Clearly E(x′) and E(ϕ · x′) are both
subspaces of C∞(Σ′, u′∗TX⊗Λ0,1). If (g, ϕ) ∈ G(x), then E((g, ϕ)·x′) is a subspace
of C∞(Σ′, (gu′)∗TX⊗Λ0,1) where (g, ϕ)·x′ = (Σ′, ρ1~z′+, gu′). Furthermore we have
g∗ : C∞(Σ′, u′∗TX ⊗ Λ0,1)→ C∞(Σ′, (gu′)∗TX ⊗ Λ0,1).
Lemma 4.3.31.
g∗(E(x′)) = E((g, ϕ) · x′).
Proof. This is a consequence of the definition and Lemma 4.3.28. 
So far we have defined E(x′) for x′ which is close to the T n × G(x) orbit of
x in the sense of Definition 4.3.16. Since we want our Kuranishi structure to be
invariant under the permutations of the interior marked points ~z′+, we extend the
assignment x′ 7→ E(x′) and associate E(x′) to x′ which is close to the T n×Sℓ-orbit
of x, as follows.
Let us consider the homomorphism Ψ1 : G(x)→ Sℓ. We take a complete set of
the representatives ρ(1) = 1, . . . , ρ(k) ∈ Sℓ of the right coset space Sℓ/Ψ1(G(x)).
For each ρ(k) we consider ρ(k)x = (Σ, ρ(k)~z+, u) and use the marked points ~w
(which is the same as one used for x). Then if x is close to the T nG(ρ(k)x) that is
a T n orbit of ρ(k)x, we obtain the obstruction space E(x′). Since⋃
k
(T nG(ρ(k)x))ρ(k)x
is the T n×Sℓ-orbit of x and the above union is a disjoint union, we have associated
E(x′) to each x′ that is close to the T n × Sℓ-orbit of x. By construction and
Lemmata 4.3.24, 4.3.31, x′ 7→ E(x′) is T n ×Sℓ equivariant.
We consider the set of the triples x′ = (Σ′, ~z′+, u) satisfying
∂u′ ∈ E(x′).
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Together with E and
s(x′) = ∂u′,
this defines a Kuranishi neighborhood of the T n ×Sℓ orbit of x. (4.3.24) implies
that it is T n invariant. By construction, it is invariant under the permutation of
the interior marked points ~z+.
We have thus constructed a Kuranishi neighborhood of the T n×Sℓ orbit of x in
case the source Σ has only one disk component and Assumption 4.3.11 is satisfied.
Remark 4.3.32. In [FO, Appendix], we took the minimum choice of extra
marked points which breaks the symmetry with respect to the automorphism. The
symmetry is recovered in [FO, Appendix] later on. In this section we take a slightly
different way and take more additional marked points so that they are preserved
by the automorphisms. This approach may be more suitable than the one in [FO]
in the situation where a continuous group of symmetry exists. (It occurs in the
situation we handle next.)
4.3.2. The case of one disk component II. We next remove Assumption
4.3.11.
Lemma 4.3.33. Suppose x = (Σ, ~z+, u) does not satisfy Assumption 4.3.11.
Then there exists a splitting T n = S1 × T n−1 with the following properties.
(1) If t ∈ Lie(T n−1), then there exists a (disk or sphere) component Σa of Σ
and p ∈ Σa such that u is an immersion at p and t(u(p)) is not contained
in u∗TpΣ. p is not a singular, boundary, or marked point. Here we regard
t as a vector field on X.
(2) If t ∈ Lie(S1) and w ∈ Σ is not a singular point and u is an immersion
at w, then t(u(w)) ∈ u∗(TwΣ).
Proof. Let Σ0 be the disk component of Σ.
We first assume that u is nonconstant on Σ0. Since T
n orbits are totally real
and the T n action on L is free, there exists a at most one dimensional subspace
T ⊂ Lie(T n) such that the following holds: If t /∈ T and p ∈ Σ0 is a generic point,
then t(u(p)) is not contained in u∗TpΣ0. Moreover t ∈ T satisfies Item 2 above on
Σ0.
Since Assumption 4.3.11 is not satisfied, this subspace T is nonempty. Moreover
t ∈ T satisfies Item 2 above on sphere components also.
We note that the Lie group associated to T must be compact since otherwise its
closure in T n would have dimension 2 or more and its Lie algebra would generate
the set of Killing vector fields which spans the tangent space of the image of u.
This would give rise to a contradiction since u is pseudo-holomorphic.
Since all S1 in T n are direct summands, we obtain the required splitting.
Suppose u is constant on Σ0. Since β 6= 0, there exists a sphere component
Σa with the following properties: Σa can be joined with Σ0 by a path γ which is
contained in a union of components where u is constant: u is not constant on Σa.
Note u(Σa) interests L at u(x) where x is a singular point of Σ contained in
Σa. The intersection of T
n orbit of u(x) with u(Σa) has positive dimension since
Assumption 4.3.11 is not satisfied. So we can find a subgroup S1 ⊂ T n such that
the S1 orbit of u(x) is contained in u(Σa). Since T
n orbit is totally real, such S1
is unique. The rest of the proof is similar to the case when u is nonconstant on
Σ0. 
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Hereafter we write
T n = S10 × T n−10
for the splitting in Lemma 4.3.33. (The factor T n−10 is not unique. But the con-
struction below does not depend on its choice.) A point of (bordered) curve which
is singular or marked is called special.
Lemma 4.3.34. Suppose x = (Σ, ~z+, u) does not satisfy Assumption 4.3.11.
Then one of the following two alternatives holds.
(1) There exists a special point z0 on (Σ, ~z
+) such that u(z0) is not a fixed
point of S10 . The group G(x) is finite. Exception: In the situation of
Remark 4.3.7, if u on the disk is constant and disk has only one special
point (the interior singular point) then the identity component of G(x) is
S1. Its projection to T n is {1} and its action on the sphere bubbles is
trivial.
(2) There exists a subset C ⊂ Σ, that is the image of an embedding of a one-
dimensional CW complex such that the embedding is smooth on each open
one-dimensional cell, and a subgroup G+(x) ⊂ T n × Diff(Σ \ C) with the
following properties.
(a) The group G+(x) consists of (g, ϕ) where ϕ : Σ \ C → Σ \ C is a
biholomorphic map and g ∈ T n such that
u(ϕ(x)) = gu(x).
(b) G+(x) contains G(x).
(c) The projection G+(x)→ T n, (g, ϕ) 7→ g induces a finite to one group
homomorphism onto S10 .
Proof. Suppose there exists a special point z0 such that u(z0) is not a fixed
point of S10 . Then clearly the Lie algebra of S
1
0 does not vanish at u(z0). It follows
easily that G(x) is finite, unless the situation is as in the exception. (See Example
4.3.36.)
We next assume that, for any special point z0 of (Σ, ~z
+), the point u(z0) is a
fixed point of S10 . Let Σtri be the union of all irreducible components of Σ on which
u is a constant map. We put
C0 = {z ∈ Σ \ Σtri | dzu = 0, u(z) is not a fixed point of S10}.
This is a finite set. It is easy to see that the vector field generated by t ∈ Lie(S10)
lifts to a holomorphic vector field on Σ \ C0 that vanishes on the special points and
on Σtri. We denote the lift by t˜. We put
C = {z ∈ Σ \ Σtri | u(z) ∈ S10u(C0)}.
It consists of the union of finitely many orbits of t˜ and C0. By definition C is
compact and is one dimensional. The lift t˜ generates an S1 action on Σ \ C. It
is clear that the action by G(x) preserves C0 and C, respectively. We denote the
group generated by this S1 action and G(x) by G+(x) ⊂ T n ×Diff(Σ \ C).
Note that the restriction u|∂Σ gives a map S1 → L whose image is a 1 dimen-
sional subset of an S10 orbit in L . Therefore for any (g, ϕ) ∈ G(x) we have g ∈ S10 .
In other words, the image of the homomorphism G(x) → T n is contained in S10 .
Using this fact, it is easy to see that G+(x) has the properties claimed in Item 2
above.
The proof of Lemma 4.3.34 is complete. 
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Example 4.3.35. Let X = S2 and let L be the equator. The group S1 acts
on X by rotations that fixes the north and south poles. We pick up u1 : D
2 → X
that is a biholomorphic map to the northern hemisphere and a holomorphic map
u2 : S
2 → S2. We glue them in two different ways.
(1) We glue D2 and S2 at p1 ∈ D2, p2 ∈ S2. Here u1(p1) = u2(p2) is neither
on the equator nor the north pole. We thus obtain u : Σ→ X . This is an
example where Lemma 4.3.34.1 is satisfied.
(2) We glue D2 and S2 at p1 ∈ D2, p2 ∈ S2. Here we assume u1(p1) = u2(p2)
is the north pole. We thus obtain u : Σ→ X . Lemma 4.3.34.2 is satisfied.
In fact, if u2 is biholomorphic, then G(Σ, u) = S
1 and C is an empty set. If
u2 is not biholomorphic and has a branched locus B, then C is an inverse
image of the S1 orbit of u(B).
Example 4.3.36. Let X = S2 and L the equator. We glue D2 and S2 at the
center 0 ∈ D2 and z0 ∈ S2 to obtain Σ. Let u0 : D2 → X be a constant map to
p ∈ L and u1 : S2 → X a biholomorphic map with u1(z0) = p. We can glue u0 and
u1 to obtain u : Σ→ X . In this case Lemma 4.3.34.1 exception is satisfied.
Example 4.3.37. Let us identify S2 = C∪ {∞}, L = R∪ {∞} and D2 = {z ∈
C | Imz ≥ 0} ∪ {∞}. We consider the map u : D2 → S2 defined by u(z) = z2. In
this case we find C = {z ∈ D2 | Rez = 0}∪∂D2 and G(x) is trivial and G+(x) ∼= S1.
This example is called a lantern. We can compose a branched covering D2 →
D2 with this map and can construct an example where C is more complicated
and/or G(x) is a nontrivial finite cyclic group.
We discuss the two cases in Lemma 4.3.34 separately. In this subsection we
consider Case 1. We will discuss Case 2 in the next subsection. Now recall our
situation: Let (Σ, ~z+) be our marked bordered curve of genus zero with ∂Σ = S1
and let u : (Σ, ∂Σ) → (X,L) be pseudo-holomorphic. We choose finitely many
points ~w+ = (w+a )a∈A so that the following is satisfied.
Condition 4.3.38. (1) w+a is disjoint from ~z
+, the singular point set and
the boundary of Σ.
(2) (Σ, ~w+) is stable. Moreover the group of its automorphisms is trivial.
Exception: In the situation appearing in Remark 4.3.7 we do not put any
of ~w+ on the disk component.
(3) u is an immersion at w+a .
(4) For any t ∈ Lie(T n−10 ) there exists w+a such that t(u(w+a )) is not contained
in u∗Tw+a Σ.
(5) The set ~w+ is G(x) invariant, i.e., ϕ(w+a ) ∈ ~w+ for all a ∈ A, (g, ϕ) ∈
G(x).
(6) Each disk or sphere component remains stable after removing 2 points
of ~w+. Exception: In the situation appearing Remark 4.3.7 we do not
assume it for the disk component.
This is almost the same as Condition 4.3.12. The difference is that we take
T n−10 in place of T
n in Item 4. (We also add Item 6 by certain technical reason.
See the proof of Lemma 4.3.41.) The existence of such ~w+ follows from Lemma
4.3.33.
Let ~w+ satisfy Condition 4.3.38. We put v = (Σ, ~z+ ∪ ~w+). We consider its
neighborhood U(v) as before.
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We next consider x′ = (Σ′, ~z′+, u′) which satisfies the conditions in Definition
4.3.16. We define the set H(x′) and a function f(·;x′) or f(·; [x′]) on it in the same
way. We note, however, that f may not be strictly convex in the S10 direction.
(This is because we replace T n by T n−10 in Condition 4.3.38.4.) So to generalize
Lemma 4.3.25 to our situation we need to modify f appropriately. We use the
special points on (Σ, ~z+) for this purpose as follows.
Let x′ = (Σ′, ~z′+, u′). Let zc be a special point of (Σ, ~z+). Below, we will
associate a real number fc(h;x
′) to (h;x′).
If zc is an (interior) marked point, then there exists a corresponding marked
point z′c on Σ
′. We put
fc(h;x
′) = dist(u′(z′c), hu(zc))
2. (4.3.25)
Here dist is a Riemannian metric on X which is invariant under the T n action.
Next, we consider the case when zc is a singular point. If this point remains
singular in v′, there exists a corresponding singular point z′c on Σ
′. In that case we
define fc(h;x
′) by (4.3.25).
To study the case when zc will not remain a singular point in Σ
′, we need a
digression.
We divide the bordered curve Σ equipped with the interior marked points
~z+ ∪ ~w+ to disk and sphere components and obtain v0 ∈ M0;ℓ(0)+m(0)+n(0), ve ∈
Mℓ(e)+m(e)+n(e), e = 1, . . . , e. (We regard all the special points as marked points.)
Here ℓ(0) = #~z+∩Σ0, m(0) = #~w+ ∩Σ0 and n(0) is the number of singular points
on Σ0. We define ℓ(e), m(e), n(e) in the same way.
We take the universal families of the moduli spaceM0;ℓ(0)+m(0)+n(0) of marked
disks (with possibly sphere bubbles) and of the moduli spaces Mℓ(e)+m(e)+n(e) of
genus 0 marked curves without boundary, in neighborhoods V(0) of v′0 and V(e)
of v′e, respectively. (We note that automorphism groups of v′0, v′e are trivial since
they are of genus 0. So V(0) and V(e) are not only orbifolds but also manifolds.)
We also fix (families of) coordinates around each marked point. Using those data,
we obtain a map
Ψ : D2(ǫ)S × V(0)×
e∏
e=1
V(e)→M0,ℓ+m (4.3.26)
where S is the set of singular points. The map Ψ is an isomorphism onto an
neighborhood of (Σ, ~z+ ∪ ~w+). Note D2(ǫ)S is the gluing parameter.
The definition of the map Ψ is as follows. (See [FOOO11, Section 16] for
detail. In [FOOO11] the coordinates Tc, θc are used in place of ξc ∈ D2. We need
to use these coordinates, when we establish smoothness of coordinate changes of
Kuranishi neighborhoods. )
Let v′0 ∈ V(0) and v′e ∈ V(e). We will define:
Ψ((ξc)c,v
′
0, (v
′
e)e=1,...,e) = v
′,
where c ∈ S. Let us consider the component ξc of D2(ǫ)S which corresponds to a
singular point {yc} = v′b(1)∩v′b(2). We use it to glue v′b(1) and v′b(2), as follows. (Here
b(1), b(2) ∈ {0, 1, . . . , e}.) We take the coordinates z1 and z2 of a neighborhood of
yc in v
′
b(1), v
′
b(2), respectively, which we fixed as a part of the data. Then to glue
v′b(1) and v
′
b(2) we put the relation z1z2 = ξc. We thus obtain v
′. In case ξc = 0
the point yc remains singular in v
′. This is the definition of Ψ.
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When v is equipped with the marked points ~w+, we denote it by v(~w+). We
may take Ψ so that it is invariant under Aut+(v(~w
+)) action.
We may suppose that our coordinate neighborhoods of yc is given by {z1 |
|z1| < 1} ⊂ v′b(1) and {z2 | |z2| < 1} ⊂ v′b(2), respectively.
We put ξc = exp(−2π(10Tc +
√−1θc)).
Now for each singular point yc we define a closed loop γc ⊂ v′ by
γc = {z1 | |z1| = exp(−10πTc)} = {z2 | |z2| = exp(−10πTc)}.
It comes with a parametrization
t 7→ γc(t) = exp(−2π(5Tc +
√−1t)) (4.3.27)
using the coordinate z1.
Remark 4.3.39. Let us consider the situation appearing Remark 4.3.7, where
u is constant on the disk component and the disk component has only one singular
point and no marked point on it. In this case V(0) is one point. Its element has
a nontrivial automorphism group S1. This S1 kills a part of the component D2(ǫ)
as follows. Let zc be the (interior) singular point which is on the disk component.
We consider the factor D2(ǫ) corresponding to this singular point in the left hand
side of (4.3.26). Then the automorphism group of the disk component acts on it
and the quotient of the gluing parameter D2(ǫ) by this S1 action becomes [0, ǫ).
Namely in this case the left hand side of (4.3.26) should be replaced by [0, ǫ) ×
D2(ǫ)#S−1 ×∏ee=1 V(e). The map Ψ still exists after we replace the domain as
above. (See [FOOO3, Proposition 3.8.27].) We can define γc in the same way.
We finish the digression. Let us consider x′ and h ∈ H(x′). We define w′+(h)a ∈
Σ′ such that the following holds. We put ~w′+(h) = (w′+(h)a)a∈A.
Condition 4.3.40. (1) (Σ′, ~z′+ ∪ ~w′+(h)) is ǫ1-close to (Σ, ~z+ ∪ ~w+).
(2) u′(w′+(h)a) ∈ hNw+a .
It is easy to see that such ~w′+(h) exists uniquely.
By Condition 4.3.40.1, there exists ((ξc)c(h),v
′
0(h), (v
′
e(h))e=1,...,e) such that
Ψ((ξc)c(h),v
′
0(h), (v
′
e(h))e=1,...,e) = (Σ
′;~z′+ ∪ ~w′+(h)).
Thus to each singular point of Σ which is no longer singular in Σ′, we can associate
a loop γc defined by (4.3.27). We write it as γ
h
c to clarify the fact that it depends
on h.
We now put
fc(h;x
′) =
∫
t∈[0,1]
dist(u′(γhc (t)), hu(zc))
2dt. (4.3.28)
Lemma 4.3.41. If ǫ1 is sufficiently small, then (4.3.28) is convex. Moreover
it is strictly convex on each connected component of intersection of S10 orbits and
H(x′).
Proof. The element h ∈ T n appears in the right hand side of (4.3.28) twice,
once in hu(zc) and once in γ
h
c . If we fix h = h0 in γ
h
c and consider
h 7→
∫
t∈[0,1]
dist(u′(γh0c (t)), hu(zc))
2dt,
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its convexity and strictly convexity on S10 orbit follows from Lemma 4.3.34.1 and
the strict convexity of the square of Riemannian distance function. Therefore it
suffices to show the estimate
|u′(γhc (t))|C2 ≤ Ce−δTc (4.3.29)
where δ > 0 and exp(−10Tcπ) = |ξc|. Here we regard h 7→ u′(γhc (t)) as a function
of h and takes its C2 norm.
Let us prove (4.3.29).
When h moves on a connected component of H(x′), the family (Σ′;~z′+∪ ~w′+(h))
becomes a compact family in the disk moduli space and is contained in a single
stratum of it. Moreover the map h 7→ (Σ′, ~z′+ ∪ ~w′+(h)) has bounded C2 norm.
Let ~w′+ be in a neighborhood of the given ~w′+(h). Then using ~w′+ in place of
~w′+(h) we obtain a loop γ ~w
′+
c . Thus the map
~w′+ 7→ Fc(~w′+) =
∫
t∈[0,1]
dist(u′(γ ~w
′+
c (t)), hu(zc))
2dt (4.3.30)
is defined. The inequality (4.3.29) will follow from the estimate
|Fc|C2 < Ce−δTc . (4.3.31)
Note the domain of this map Fc is contained in a compact set and is a manifold.
So the C2 norm above is well defined up to bounded ratio.
We finally prove (4.3.31). We first observe that it suffices to prove the same
estimate while we move two of the points w′+a(1), w
′+
a(2) but do not move other points
in ~w′+. We fix a(1), a(2) and prove the inequality (4.3.31) when we move w′+a(1), w
′+
a(2)
only.
We next recall that the loop γ ~w
′+
c depends on the choice of the coordinates
at the singular points of Σ. Therefore the map F depends on it. However we
can estimate the difference of F between two different choices of those coordinates
by using exponential decay of u′ and [FOOO11, Lemma 16.18]. Therefore we
can prove that if exponential decay estimate (4.3.31) for F holds for one choice of
coordinates at singular points, then it also holds for any other choices of coordinates
at singular points.
We now use Condition 4.3.38.6. It implies that each irreducible component of
(Σ′, ~z′+∪ ~w′+) is still stable when we forget two marked points w′+a(1), w′+a(2). We use
this fact to find a family of coordinates at singular points of Σ, so that Fc(~w
′+) does
not change when we move w′+a(1), w
′+
a(2). The proof of Lemma 4.3.41 is complete. 
Then we define
f+(h;x
′) = f(h;x′) +
∑
c
fc(h;x
′). (4.3.32)
Now by Lemma 4.3.41, f+(·;x′) is strictly convex. We can perform the rest of the
construction in the same way using f+ instead of f , and obtain Px′ and E(x′). We
have thus obtained a Kuranishi neighborhood of a neighborhood of the T n × Sℓ
orbit of x in case Lemma 4.3.34.1 holds.
4.3.3. The case of one disk component III. We next consider the case
when Lemma 4.3.34.2 holds. Let G+0 (x)
∼= S1 be the identity component of G+(x).
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(It is obtained by integrating the vector field t˜. See the proof of Lemma 4.3.34.)
The map G+(x)→ S10 ⊂ T n is a finite covering. We define
Aut++(x) = Ker(G
+(x)→ S10),
which is a finite group. The group G+(x) is generated by G+0 (x) and Aut
+
+(x) since
the image of G+(x)→ T n is S10 .
Lemma 4.3.42. Elements of G+0 (x) commute with elements of Aut
+
+(x).
Proof. Aut++(x) is a normal subgroup and has discrete topology. On the other
hand G+0 (x) is connected. The lemma follows. 
We take a (single) G+(x) orbit S ⊂ Σ, (S is a finite disjoint union of circles)
so that the following holds.
Condition 4.3.43. (1) S is on the disk component.
(2) If x ∈ S then {g ∈ T n | gu(x) = u(x)} = {1}.
(3) The map u is an immersion at each point in S.
(4) S does not intersect with the union of ~z+, the set of singular points of Σ,
the one dimensional complex C as in Lemma 4.3.34.2 and ∂Σ.
We note that u is not constant on the disk component. In fact, if u is constant
on the disk component, then there should be a sphere bubble, because β 6= 0. This
implies that there exists a special point which is sent to a point of L by the map
u. Then Lemma 4.3.34.1 holds. A contradiction. We can prove the existence of S
by using this fact.
We next choose a finite number of additional interior marked points
~w+ = (w+a )a∈A, m = #A
on Σ so that the following conditions are satisfied.
Condition 4.3.44. (1) w+a is disjoint from ~z
+, the singular point set and
the boundary of Σ.
(2) (Σ, ~w+) is stable. Moreover it has no nontrivial automorphism.
(3) u is an immersion at w+a .
(4) For any t ∈ Lie(T n−10 ) there exists w+a such that t(u(w+a )) is not contained
in u∗Tw+a Σ.
(5) The subset ~w+ ⊂ Σ is Aut++(x) invariant, i.e., ϕ(w+a ) ∈ ~w+ for all a ∈ A,
ϕ ∈ Aut++(x).
(6) In case G(x) is of finite order, ~w+ is G(x) invariant.
Condition 4.3.44 is almost the same as Condition 4.3.12. In Item 4 we replace
T n by T n−10 . In Item 5 we replace G(x) by Aut
+
+(x).
Here we note the following
Lemma 4.3.45. Suppose Lemma 4.3.34.2 holds. Then the following three con-
ditions are equivalent.
(1) #G(x) =∞.
(2) G(x) = G+(x).
(3) C is empty.
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Proof. We use the notation in the proof of Lemma 4.3.34. We note that for
each (g, ϕ) ∈ G(x) we have ϕ(C0) = C0. Therefore using the fact that C0 is a finite
set, it is easy to see that if #G(x) =∞ then C0 = ∅. Thus we proved 1 ⇒ 3. 3 ⇒
2 ⇒ 1 is obvious. 
For each w+a we choose a normal slice Nw+a of u such that:
Condition 4.3.46. (1) Nw+a is a codimension 2 smooth submanifold of
X .
(2) Nw+a is perpendicular to u(Σ) at u(w
+
a ).
(3) If ϕ ∈ Aut++(x), then Nw+a = Nϕ(w+a ).
(4) In case G(x) is of finite order, we have gNw+a = Nϕ(w+a ) for (g, ϕ) ∈ G(x).
This is mostly the same as Condition 4.3.15.
We next consider x′ = (Σ′, ~z′+, u′) and the following condition on it. Let ǫ1, ǫ2
be positive real numbers.
Definition 4.3.47. Let h ∈ T n. We say that x′ is (ǫ1, ǫ2)-close to hx if there
exist ~w′+ and a neighborhood U(S(Σ)) of the singular point set of Σ satisfying
(4.3.10) and (4.3.11) with the following properties.
(1) ~w′+ is disjoint from ~z′+, the singular point set and the boundary of Σ′.
(2) v′ = (Σ′, ~z′+, ~w′+) ∈ U(v) and dist(v′,v) < ǫ1. Here we use an appropri-
ate metric on M0;ℓ+m to define the distance between v′ and v.
(3) The C1 distance between the two maps u′ ◦ iv′ and hu is smaller than ǫ1
on Σ \ U(S(Σ)).
(4) diam(u′(S)) < ǫ1 if S is any connected component of Σ′\iv′(Σ\U(S(Σ))).
(5) u′(w′+a ) ∈ hNw+a for each a and
dist(u′(w′+a ), hu(w
+
a )) < ǫ2.
Here ~w′+ = (w′+a )a∈A.
When ~w+, ~w′+, h are specified in the above condition, we say that x′ = (Σ′, ~z′+, u′)
is (ǫ1, ǫ2)-close to (hx, ~w
+) with respect to ~w′+.
This is the same as Definition 4.3.16. We put
Aut+(x) = Aut
+
+(x) ∩G(x).
Namely, Aut+(x) consists of ψ : Σ→ Σ such that u ◦ψ = u and ψ preserves ~z as a
set.
Lemma 4.3.48. Consider u′, v′ = (Σ′, ~z′+, ~w′+), h, ~w+ given as above and
put x′ = (Σ′, ~z′+, u′). Let ϕ ∈ Aut+(x) and σ = (σ1, σ2) = Ψ(ϕ). Suppose x′ is
(ǫ1, ǫ2)-close to (hx, ~w
+) with respect to ~w′+. We consider σv′ = (Σ′, σ~z′+, σ ~w′+),
where (σz′+)i = z′+σ−11 (i)
, (σw′+)a = w′+σ−12 (a)
. We put σx′ = (Σ′, σ~z′+, u′).
Then σx′ is (ǫ1, ǫ2)-close to (hx, ~w+) with respect to σ ~w′+.
This is mostly the same as Lemma 4.3.17 and can be proved in the same way.
Lemma 4.3.49. If #G(x) <∞, Lemma 4.3.18 also holds in our situation.
The proof is the same as Lemma 4.3.18. We next consider the case #G(x) =∞.
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Lemma 4.3.50. Let µ1 ∈ Sℓ and let ǫ1, ǫ2 be sufficiently small. Suppose x′ is
(ǫ1, ǫ2)-close to (hx, ~w
+) with respect to ~w′+(1) and µ1x
′ is (ǫ1, ǫ2)-close to (hx, ~w+)
with respect to ~w′+(2).
Then there exists ψ ∈ Aut+(x) such that ~w′+(2) = µ2 ~w′+(1) with µ = (µ1, µ2) =
Ψ(ψ).
Proof. The proof is mostly the same as the proof of Lemma 4.3.18. We can
prove Sublemma 4.3.21 with h = h′ in the same way. Namely dC0(u◦ψ, u) < o(ǫ1).
Using the finiteness of Aut+(x) we can prove there exists ψ
′ ∈ Aut+(x) such that
dC0(ψ, ψ
′) < o(ǫ1). We have u ◦ ψ′ = u and ψ′(~z+) = µ1(~z+). Then by Condition
4.3.12.5 there exists µ2 such that ψ
′(~w+) = µ2 ~w+. In the same way as the last step
of the proof of Lemma 4.3.18 we can show that ψ′ has the required properties. 
We define H(x′; ~w) ⊂ T n by
H(x′; ~w) = {h ∈ T n | ∃µ1 ∈ Sℓ, µ1x′ is (ǫ1, ǫ2)-close to (hx, ~w+)}
and will define f : H(x′; ~w)→ R≥0 below.
Suppose µ1x
′ is (ǫ1, ǫ2)-close to (hx, ~w+) with respect to ~w′+. Let i~w′+, ~w+ : Σ\
U(S(Σ))→ Σ′ be the map iv′,v where v = (Σ, ~z+∪ ~w+) and v′ = (Σ′, µ1~z′+∪ ~w′+).
We use it to define a map
Ih~w′+, ~w+ : S→ Σ′ (4.3.33)
so that the following conditions are satisfied.
Condition 4.3.51. Let x ∈ S.
(1) dist(i~w′+, ~w+(x), I
h
~w′+, ~w+(x)) < ǫ3.
(2) The shortest geodesic joining hu(x) to u′(Ih~w′+, ~w+(x)) is perpendicular to
hu(Σ) at hu(x).
Lemma 4.3.52. For each sufficiently small ǫ3 there exist ǫ1, ǫ2 such that the
map Ih~w′+, ~w+ satisfying Condition 4.3.51 exists uniquely.
Proof. Note that u′ ◦ i~w′+, ~w+ is close to hu. Moreover u is an immersion at
S. The lemma follows easily. 
We now put
f(h;x′, ~w′+, ~w+) =
∫
S
dist(hu(x), u′(Ih~w′+, ~w+(x)))
2dx. (4.3.34)
(Since S is a finite union of S1 orbits, its has unique invariant measure, which we
use to integrate.)
Lemma 4.3.53. If ~w′+(1), ~w
′+
(2) are as in Lemma 4.3.50 then
f(h;x′, ~w′+(1), ~w
+) = f(h;x′, ~w′+(2), ~w
+).
The proof is the same as the proof of Corollary 4.3.22. We will write f(h;x′, ~w+)
hereafter.
Lemma 4.3.54. If ǫ1, ǫ2 are sufficiently small, then f(·;x′, ~w+) is a convex
function. Moreover it is strictly convex on each of the T n−10 orbit.
Proof. The convexity of f is a consequence of the convexity of the Riemannian
distance function. Strict convexity on the T n−10 orbits follows from the fact that
t(u(x)) /∈ Tu(x)u(Σ) for x ∈ S. (This follows from Condition 4.3.43.2.) 
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We next prove that f(·;x′, ~w+) is independent of ~w+. For this purpose we first
prove:
Lemma 4.3.55. Let ~w+(1), ~w
+
(2) both satisfy Condition 4.3.44. Then for each ǫ1,
ǫ2 there exist ǫ
′
1, ǫ
′
2 such that the following holds.
If x′ is (ǫ′1, ǫ
′
2) close to (hx, ~w
+
(1)) with respect to ~w
′+
(1), then there exists ~w
′+
(2)
such that x′ is (ǫ1, ǫ2) close to (hx, ~w+(2)) with respect to ~w
′+
(2). Moreover, we have
dist(iv′
(1)
,v(1)(w
+
(2),a), w
′+
(2),a) < o(ǫ1). (4.3.35)
Here v′(1) = (Σ
′, ~z′+ ∪ ~w′+(1)) and v(1) = (Σ, ~z+ ∪ ~w+(1)).
Proof. We first assume that ~w+(1) ∩ ~w+(2) = ∅. We put
~w′+(3) = iv′(1),v(1)(~w
+
(2)).
Then (Σ, ~z+∪ ~w+(1)∪ ~w+(2)) is o(ǫ′1) close to (Σ′, ~z′+∪ ~w′+(1)∪ ~w′+(3)). Therefore (Σ, ~z+∪
~w+(2)) is o(ǫ
′
1) close to (Σ
′, ~z′+ ∪ ~w′+(3)).
On the other hand, we can find ~w′+(2) such that
dist(w′+(2),a, w
′+
(3),a) < o(ǫ
′
1), u
′(w′+(2),a) ∈ hNw+
(2),a
.
In particular, (Σ, ~z+ ∪ ~w+(2)) is o(ǫ′1) close to (Σ′, ~z′+ ∪ ~w′+(2)). It is easy to see that
this ~w′+(2) has the required properties.
In the case when ~w+(1) ∩ ~w+(2) 6= ∅ we take ~w+(0) satisfying Condition 4.3.44 and
such that
~w+(1) ∩ ~w+(0) = ~w+(2) ∩ ~w+(0) = ∅.
We apply the first half of the proof twice. Once to ~w+(1), ~w
+
(0) and once to ~w
+
(2),
~w+(0). The lemma follows. 
Lemma 4.3.56. In the situation of Lemma 4.3.55, we have
f(h;x′, ~w+(1)) = f(h;x
′, ~w+(2)),
provided ǫ1, ǫ2 are small.
Proof. An argument similar to the proof of Sublemma 4.3.21 shows that
(4.3.35) implies
dist(iv′
(1)
,v(1)(x), iv′(2),v(2)(x)) < o(ǫ1)
for x ∈ S. Therefore
Ih
~w′+
(1)
, ~w+
(1)
(x) = Ih
~w′+
(2)
, ~w+
(2)
(x)
by Condition 4.3.51. The lemma follows. 
Lemma 4.3.57. If s ∈ S10 then
f(sh;x′, ~w+) = f(h;x′, ~w+).
Proof. We consider the following two cases separately.
Case 1: #G+(x) = ∞: In this case G+(x) = G(x) by Lemma 4.3.45. We take
ŝ = (s, ϕ) ∈ G+0 (x) ⊂ G(x). Then clearly
f(sh;x′, ~w+) = f(h;x′, ϕ−1(~w+)).
Therefore Lemma 4.3.56 implies Lemma 4.3.57.
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Case 2: #G+(x) <∞: Let H ⊂ S10 be the image of the projection G(x)→ T n. We
can show that f(sh;x′, ~w+) = f(h;x′, ϕ−1(~w+)) = f(h;x′, ~w+) for (s, ϕ) ∈ G(x),
by using Condition 4.3.44.6 and Condition 4.3.46.4 and Lemma 4.3.56.
Lemma 4.3.49 implies the following: if h, hs ∈ H(x′, ~w+) and s ∈ S10 , then s is
in a small neighborhood of H .
Since S is invariant underG+0 (x) action and the image of the projectionG
+
0 (x)→
T n is S10 , the equality f(sh;x
′, ~w+) = f(h;x′, ~w+) holds if s ∈ S10 is in a small
neighborhood of the identity Lemma 4.3.57 is proved. 
We denote by H(x′, ~w+)/S10 the image of the following map
H(x′, ~w+) →֒ T n → T n/S10 .
(Since H(x′, ~w+) ⊂ T n is not invariant under the S10 -action, H(x′, ~w+)/S10 is not
the quotient space by the S10 -action.) By Lemma 4.3.57, the function f(h;x
′, ~w+)
induces
f(·, ~w+) : H(x′, ~w+)/S10 → R≥0. (4.3.36)
Remark 4.3.58. Lemma 4.3.56 implies that f does not depend on ~w+, when
it is defined. The domain H(x′, ~w+)/S10 is also independent of ~w
+ in the sense of
Lemma 4.3.55.
Lemma 4.3.59. If (ǫ1, ǫ2) is small then f attains a minimum at a unique ele-
ment.
Proof. We note that u(∂Σ) consists of a single orbit of S10 . Therefore if
h, h′ ∈ H(x′, ~w+) then
dist([h], [h′]) ≤ o(ǫ1)
where [h], [h′] ∈ H(x′, ~w+)/S10 . (This is a consequence of the definition of H(x′, ~w+).)
On the other hand, by Lemma 4.3.54, f is strictly convex. The lemma follows. 
Let [h0] be the unique element of H(x
′, ~w+)/S10 where f attains its minimum.
We take its lift h0 ∈ H(x′, ~w+). We will use [h0] to move E(x) to a space of sections
E(x′) ⊂ C∞(Σ′, (u′)∗TX ⊗ Λ0,1). We assume the following:
Condition 4.3.60. (1) The support of each element of E(x) is disjoint
from C, where C is as in Lemma 4.3.34.2.
(2) E(x) is invariant under the G+(x) action.
Note that Item 2 makes sense because of Item 1. Condition 4.3.26 follows from
Item 1 above. We can find such E(x) in the same way as the proof of Lemma 4.3.5.
We consider the set
{~w′+ | µ1x′ is (ǫ1, ǫ2)-close to (h0x, ~w+) with respect to ~w′+ for some µ1}.
(4.3.37)
By Lemma 4.3.50 this set has order d = #Aut+(x). We put Aut+(x) = {ψj | j =
1, . . . , d}, ψ1 = 1. Then we find
(4.3.37) = {µ2,j ~w′+1 | µ2,j = Ψ2(ψ), j = 1, . . . , d}.
Moreover, µ1,jx
′ is (ǫ1, ǫ2)-close to (h0x, ~w+) with respect to µ2,j ~w′+1 with µ1,j =
Ψ1(ψ). We put ~w
′+
j = µ2,j ~w
′+
1 .
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Then the construction described below is similar to (4.3.20): For each j there
exists ij : Σ→ Σ′ which sends ~z+ to µ1,j~z′+ and ~w+ to ~w′+j . We modify ij slightly
to define
Ij : Supp(E(x))→ Σ′ (4.3.38)
as follows. Let x ∈ Supp(E(x)). We require:
Condition 4.3.61. (1) dist(ij(x), Ij(x)) < ǫ3.
(2) The minimal geodesic ℓx;j joining h0u(x) to u
′(Ij(x)) is perpendicular to
h0u(Σ) at h0u(x).
We may assume that there exists unique Ij(x) satisfying Condition 4.3.61. Now
we define
P ~w+x′,j : E(x)→ C∞(Σ′, u′∗TX ⊗ Λ0,1) (4.3.39)
in the same way as (4.3.20).
Lemma 4.3.62. P ~w+x′,j ◦ (ψ−1j )∗ is independent of j = 1, . . . , d.
The proof is the same as that of Lemma 4.3.28. We define
P ~w+x′ = P ~w
+
x′,j ◦ (ψ−1j )∗.
Lemma 4.3.63. P ~w+x′ is independent of ~w+.
The proof is similar to the proof of Lemma 4.3.56.
Lemma 4.3.64. P ~w+x′ is independent of the representative h0 of [h0] ∈ T n/S10 .
Proof. The proof is similar to the proof of Lemma 4.3.57. Let s ∈ S10 . We
take (s, ϕ) ∈ G0(x). Using Condition 4.3.60.2 it is easy to see that P ~w
+,sh0
x′ =
Pϕ(~w+),h0x′ . (Here we include h0 or sh0 in the above notation to clarify the choice of
the representative of [h0] we use to define the embedding.) The lemma then follows
from Lemma 4.3.63, in Case 1 in the proof of Lemma 4.3.57.
In Case 2 in the proof of Lemma 4.3.57, invariance under H the image of
G(x) → T n follows as above. Then we only need to consider the case when s ∈
S10 is close to the unit. We can use Condition 4.3.60.2 to prove the required s
invariance. 
Remark 4.3.65. During the construction of the map (4.3.39) (that is similar
to (4.3.20)) we first take the map ij (which is ii,j in the situation of (4.3.20)) and
replace it by Ij (which is Ii,j in the situation of (4.3.20)) that is close to ij , by
using Condition 4.3.61. For the purpose of defining (4.3.20) this step is actually
unnecessary and we can use ii,j instead of Ii,j .
On the other hand, here in the definition of (4.3.39) we need to replace ij by
Ij . In fact, Lemmata 4.3.63, 4.3.64 would not hold, if we use ij in place of Ij .
Hereafter we write Px′ in place of P ~w+x′ . Now in the same way as Lemma 4.3.30
we can prove
h∗Px′ = Phx′
where h ∈ T n. Let E(x′) be the image of Px′ . Then in the same way as Lemma
4.3.31 we can prove
g∗(E(x′)) = E((g, ϕ) · x′)
for (g, ϕ) ∈ G(x). The rest of the argument is the same as the last part of Subsection
4.3.1.
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We have thus completed the construction of our Kuranishi neighborhood of the
T n ×Sℓ orbit of x, in the case when x has only one disk component.
4.3.4. The case of more than one disk components. We finally consider
the case when the domain may have 2 or more disk components.
Let x = (Σ, ~z+, u) ∈ M0;ℓ(β). We decompose Σ into extended disk compo-
nents:
Σ =
⋃
α∈A
Σα. (4.3.40)
Each extended disk component Σα together with the restriction of u and ~z
+ defines
an element
xα = (Σα, ~z
+
α , uα) ∈M0;ℓα(βα). (4.3.41)
We may regard boundary singular points on Σ(α) as marked points. Then we
obtain
x+α = (Σα, ~zα.~z
+
α , uα) ∈Mmainkα;ℓα(βα)/Zkα , (4.3.42)
where Zkα action is defined by the cyclic permutation of the boundary singular
points. Each of xα satisfies one of the following 4 conditions.
O. βα = 0.
A. βα 6= 0, xα satisfies Assumption 4.3.11.
B. βα 6= 0, xα satisfies the conclusion of Lemma 4.3.34.1.
C. βα 6= 0, xα satisfies the conclusion of Lemma 4.3.34.2.
Remark 4.3.66. In case βα = 0 and ℓα ≤ 2 the right hand side of (4.3.42) is
not defined. This does not matter because, in case O, we do not put obstruction
bundle on the component Σα, and hence we do not need to study such a component.
We say that xα is of Type A, B, C if it satisfies A,B,C above, respectively. Some-
times we say α is of Type A,B,C also.
In case α is of Type C, we take and fix a splitting of T n as in Lemma 4.3.33.
We write this splitting as S1α×T n−1α . (This splitting depends on α so we include α
in the notation.) We also choose Sα satisfying Condtion 4.3.43.
For each xα = (Σα, ~z
+
α , uα) of Type A,B,C, we take additional marked points
w+α so that Condition 4.3.12, 4.3.38, or 4.3.44 is satisfied, respectively. We also
choose Nw as in Condition 4.3.15 or 4.3.46. We put
xα(~w
+) = (Σα, ~z
+
α ∪ ~w+α , uα), vα(~w+) = (Σα, ~z+α ∪ ~w+α ).
Let ~w+ =
⋃
α ~w
+
α and
x(~w+) = (Σ, ~z+ ∪ ~w+, u), v(~w+) = (Σ, ~z+ ∪ ~w+).
We defined the group G(x) as in Definition 4.3.2. We note that in our situation
where the domain Σ has at least two disk components, G(x) is necessarily a finite
group. This is because the isotropy group of a boundary singular point is trivial.
(See the proof of Lemma 4.3.34.)
Remark 4.3.67. (1) An element g ∈ G(x) may exchange components
xα. We choose ~w
+
α (the case of Type A or B component), Sα (the case
of Type C component) so that it is preserved under this action. In fact,
we are proving Proposition 4.3.6 inductively. (Namely by induction on
E(β).) In other words, we are making the choice of ~w+α or Sα inductively
on E(βα). In our situation for which β is decomposed into β =
∑
βα, the
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choice for each βα had already been made. Of course, it depends only on
the isomorphism classes. So the action of g automatically preserves it.
(2) The situation is different in the case of the additional marked points ~w+α on
Type C components. Actually the group G+(xα) is 1 dimensional in that
case and we can not find ~w+α which is G
+(xα) invariant. In Subsection
4.3.3, we only assume that it is invariant under Aut++(xα) action, in the
case of Type C component. Actually we used ~w+α during the construction
but finally proved that it is independent of ~w+α . (See Lemmata 4.3.56,
4.3.63.) Here we choose ~w+α so that its union ~z
+ ∪ ~w+ is invariant under
the G(x) action.
We consider a neighborhood U(v(~w+)) of v(~w+). Let v′ ∈ U(v(w+)) and
v′ = (Σ′, ~z′+, ~w′+). Then we have a neighborhood U(S(Σ)) of the singular point
set of Σ and
iv′ : Σ \ U(S(Σ))→ Σ′
such that the following holds:
Condition 4.3.68. (1) iv′(z
+
i ) = z
′+
i , iv′(w
+
a ) = w
′+
a .
(2) iv′ is a diffeomorphism to its image.
(3) iv′ is biholomorphic on the support of E(xα) for any α.
(4) If σ = (σ1, σ2) ∈ Ψ(ψ), ψ ∈ Aut+(v(~w+)), then
iσv′ = iv′ ◦ ψ−1 : Σ \ U(S(Σ))→ Σ′.
(5) When Σ has 2 or more disk components, iv′ is compatible with the maps
inductively defined in each of the disk components.
(6) iv′ depends continuously on v
′ in C∞ topology.
Remark 4.3.69. Our construction of the Kuranishi neighborhoods given below
is designed so that it does not depend on the choice of iv′ much. Namely if i
′
v′ is
another choice such that d(iv′(x), i
′
v′(x)) is small, then the Kuranishi neighborhoods
obtained by using iv′ and by using i
′
v′ coincide.
Let ǫ1, ǫ2 be small positive numbers. We take (Σ
′, ~z′+) and u′ : (Σ′, ∂Σ′) →
(X,L).
Definition 4.3.70. For x′ = (Σ′, ~z′+, u′) and ~w+, we say that x′ = (Σ′, ~z′+, u′)
is (ǫ1, ǫ2)-close to (hx, ~w
+) with respect to ~w′+ if the following holds.
(1) v′ = (Σ′, ~z′+, ~w′+) ∈ U(v(~w+)) and dist(v′,v(~w+)) < ǫ1. Here we use
an appropriate metric on M0;ℓ+m to define the distance between v′ and
v(~w+).
(2) The C1 distance between two maps u′ ◦ iv′ and hu is smaller than ǫ1 on
Σ \ U(S(Σ)).
(3) diam(u′(S)) < ǫ1 if S is any connected component of Σ′\iv′(Σ\U(S(Σ))).
(4) u′(w′+a ) ∈ hNw+a for each a and
dist(u′(w′+a ), hu(w
+
a )) < ǫ2.
Here ~w′+a = (w
′+
a )a∈A.
We note that this definition is exactly the same as Definition 4.3.16.
4.3. Tn EQUIVARIANT AND CYCLICALLY SYMMETRIC KURANISHI STRUCTURES 235
Lemma 4.3.71. Let µ1 ∈ Sℓ and let ǫ1, ǫ2 be sufficiently small. Suppose x′ is
(ǫ1, ǫ2)-close to (hx, ~w
+) with respect to ~w′+(1) and µ1x
′ is (ǫ1, ǫ2)-close to (h′x, ~w+)
with respect to ~w′+(2).
Then there exists (g, ψ) ∈ G(x) such that ~w′+(2) is close to µ2 ~w′+(1) with µ =
(µ1, µ2) = Ψ(ψ) and
dist(h′, gh) < o(ǫ1).
If h = h′ in addition, then g = 1 and ~w′+(2) = µ2 ~w
′+
(1).
This is the same as Lemma 4.3.18. The proof is also the same.
We can proceed in the same way as in Subsection 4.3.1, replacing Definition
4.3.16 by Definition 4.3.70. However, the resulting Kuranishi neighborhood will
not be disk component-wise. (See Definition 4.2.2.) (See however Remark 4.3.89.)
To obtain a disk component-wise Kuranishi neighborhood we need to consider the
case where the element h ∈ T n above may vary depending on the disk component
to which h is applied. We will describe this point in this subsection.
We take the decomposition
Σ′ =
⋃
α̂∈A′
Σ′α̂ (4.3.43)
into the extended disk components. We consider the situation of Definition 4.3.70.
So we fix h and ~w′+ for a while.
We put
A(α̂) = {α ∈ A | iv′(Σα \ U(S(Σ))) ⊂ Σ′α̂.} (4.3.44)
We note that
A =
⋃
α̂∈A′
A(α̂),
and the right hand side is the disjoint union. Let α ∈ A(α̂).
Definition 4.3.72.
~z′+α = iv′(~z
+
α ) ⊂ Σ′α̂ ∩ ~z′+, ~w′+α = iv′(~w+α ) ⊂ Σ′α̂ ∩ ~w′+.
We denote by Σ′α̂;α the set Σ
′
α̂ minus all the sphere bubbles which are not on
iv′(Σα). We put
x′α̂,α(~w
′+) = (Σ′α̂,α, ~z
′+
α ∪ ~w′+α , u′), v′α̂,α(~w′+) = (Σ′α̂,α, ~z′+α ∪ ~w′+α ).
Remark 4.3.73. Here we consider only the marked points on Σ′α̂ which cor-
respond to the marked points on Σα. There may be other elements α
′ of A(α̂).
However we do not put the marked points corresponding to those marked points
on Σα′ .
Lemma 4.3.74. dist(v′α̂,α(~w
′+),vα(~w+)) < o(ǫ1).
Proof. Σα̂,α is Σα with disk components glued. We do not put marked points
to those disk components. Hence the lemma. (See the proof of Lemma 4.3.75
below.) 
We next compare two maps iv′
α̂,α
(~w′+
α̂
) and iv′(~w′+) on Σα. (See Lemma 4.3.75.)
For this purpose, we make certain digression: We decompose
Σα = Σα,0 ∪
⋃
a∈Aα
Σα,a.
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Here Σα,0 is a disk and Σα,a, a ∈ Aα, are spheres in the trees that are rooted on Σα,0.
The component Σα,0 (resp. Σα,a) together with special points on them defines an el-
ement v+α,0(~w
+) ∈ Mkα;ℓα(0)+mα(0)+nα(0) (resp. vα,a(~w+) ∈ Mℓα(a)+mα(a)+nα(a)).
(Here kα is the number of boundary singular points on Σ(α). ℓα(0) = #~z
+ ∩Σα,0,
mα(0) = #~w
+ ∩Σα,0 and nα(0) is the number of interior singular points on Σα,0.)
Let V(α, 0) (resp. V(α, a)) be a neighborhood of vα,0(~w+) (resp. vα,a(~w+)) in
Mkα;ℓα(0)+mα(0)+nα(0) (resp. Mℓα(a)+mα(a)+nα(a).) We fix coordinates at each
singular point.
Let Sc (resp. Sd) be the set of the interior (resp. boundary) singular points of
Σ.
We will define a map
Ψ : [0, ǫ)Sd ×D2(ǫ)Sc ×
∏
α
V(α, 0)×
∏
α,a
Mℓα(a)+mα(a)+nα(a) →M0,ℓ+m. (4.3.45)
The construction of (4.3.45) is similar to the construction of the map (4.3.26). So
we describe the way how we glue the boundary singular points only. Let {yc} ∈
Σα1 ∩ Σα2 be a boundary singular point. We consider the coordinates zi (i = 1, 2)
of Σαi in a neighborhood of yc. Here a coordinate neighborhood can be identified
with {zi | |zi| < 1, Im zi ≥ 0}. Let ζc ∈ [0, ǫ) be the corresponding component of
the factor [0, ǫ)Sd . We glue Σα1 and Σα2 by identifying z1 and z2 if z1z2 = −ζc.
The other part of the construction of (4.3.45) is the same as (4.3.26). We finish
digression.
Now we go back to the situation of Lemma 4.3.74. Among the factors of the
left hand side of (4.3.45), we only take those for α ∈ A(α̂). Among the factors of
[0, ǫ)Sd , where each [0, ǫ) corresponds to the boundary singular point, we only take
those corresponding to the boundary singular points yc’s such that both of the disk
components containing yc are in A(α̂). We then obtain
Ψα̂ :[0, ǫ)
Sd(α̂) ×D2(ǫ)Sc(α̂)
×
∏
α∈A(α̂)
V(α, 0)×
∏
α∈A(α̂)
a∈Aα
Mℓα(a)+mα(a)+nα(a) →M0,ℓ(α̂)+m(α̂). (4.3.46)
Suppose
v′α̂(~w
′+) = Ψα̂((ζc)c∈Sd(α̂), (ξc)c∈Sc(α̂), (v
′
α,0(~w
′+))α∈A(α̂), (v′α,a(~w
′+))α∈A(α̂),a).
Here, to simplify the notation we denote just by c the boundary singular point yc.
Note that by forgetting the marked points of v′α̂(~w
′+) other than those coming from
Σα, we obtain v
′
α̂,α(~w
′+).
Lemma 4.3.75. If |ζc| < ǫ4 for all c ∈ Sd(α̂) and |ξc| < ǫ4 for all c ∈ Sc(α̂),
then we have the following. There exists a neighborhood Uα of the set of boundary
singular points in Σα such that
dist(iv′(~w′+)(x), iv′
α̂,α
(~w′+)(x)) < o(ǫ4) (4.3.47)
holds for x ∈ Σα \ U(S(Σα)) \ Uα.
Note iv′(~w′+) = iv′
α̂
(~w′+) on Σα \ U(S(Σα)) \ Uα.
Proof. The map Ψα̂ depends on the choice of coordinates around the singular
points. However, we can estimate the difference between the two choices by using
[FOOO11, Lemma 16.18]. Therefore we can prove that if (4.3.47) holds for some
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choice of coordinates around the singular points then it holds also for other choices
of coordinates around the singular points. Therefore to prove the lemma it suffices
to find a choice of the coordinates around the singular points so that iv′(~w′+)(x) =
iv′
α̂,α
(~w′+)(x).
We give such a choice below. Let yc ∈ Σα,a be a singular point contained in a
sphere component Σα,a. We identify Σα,a = C ∪∞ and yc = 0. Then we take the
standard coordinate of C.
Let yc ∈ Σα,0 be an interior singular point contained in the disk component
Σα,0. We identify Σα,0 with D
2(2) = {z ∈ C | |z| < 2} and yc = 0. Then we take
the restriction of the standard coordinate of C to D2(2).
Let yc ∈ Σα,0 be a boundary singular point. We identify Σα,0 with the union
of upper half plane h = {z ∈ C | Im z ≥ 0} and ∞ and yc = 0. Then we take the
restriction of the standard coordinate of C to the upper half plane.
We claim that if we take these choices of coordinates at the singular points,
then iv′(~w′+)(x) = iv′
α̂,α
(~w′+)(x). We prove it in the following case for simplicity.
Suppose A(α̂) = {α, α′}. vα(~w+) = (h∪ {∞}, z1, z2), vα′(~w+) = (h ∪ {∞}, w1, w2)
(disks without sphere component and with two marked points). Suppose they are
glued at 0. The coordinate we took is z on Σ(α) and w on Σ(α′). We identify them
by zw = ζ and obtain Σ(α̂). It comes with four marked points z1, z2, w1, w2. This
is v′α̂(~w
′+). We forget w1, w2 and obtain v′α̂,α(~w
′+).
We take Uα = {z ∈ h | |z| < ǫ3}. Then the equality iv′α(~w′+)(x) = iv′α̂,α(~w′+)(x)
is obvious in this case. The general case is similar. The proof of Lemma 4.3.75 is
complete. 
Now, for any α ∈ A(α̂) we will define a map
Pα : E(xα)→ C∞(Σ′(α̂), (u′)∗TX ⊗ Λ0,1), (4.3.48)
according to the type of α as follows: We note that we still fix h and ~w′+.
Case A: α is of Type A.
Let hα ∈ T n be an element which is ǫ4 close to h. For each a ∈ Aα, we take
additional interior marked points ~w′+α (hα) := (w
′+
α (hα)b)b ⊂ Σ′(α̂), which depend
on hα and satisfy the following conditions.
Condition 4.3.76. (1) dist(w′+α (hα)b, w
′+
α,b) < ǫ3.
(2) u′(w′+α,b) ∈ hαNhαu(w+α,b).
We may take ǫ3 smaller than a number depending only on X,L, and Nhαu(w+α,b)
such that if ǫ1, ǫ2, ǫ4 is smaller than a number depending ǫ3 then there exists a
unique ~w′+α (hα) satisfying Condition 4.3.76.
Remark 4.3.77. Since iv′(w′+)(x) 6= iv′
α̂,α
(w′+)(x) in general, w
′+
α (hα)b = w
′+
α,b
may not hold.
We define
fα(hα) =
∑
b∈Aα
dist(u′(w′+α,b), hαu(w
+
α,b))
2. (4.3.49)
The definition is very much similar to the definition of f in (4.3.15). Indeed, this
coincides with one in case Σ′(α) has only one disk component.
Lemma 4.3.78. fα does not change if we change u
′ on Σ′(α̂′) for α̂′ 6= α̂.
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This is obvious from the definition.
Lemma 4.3.79. fα attains its minimum at a unique point, denoted by h
0
α, in a
neighborhood of h.
This is a consequence of strict convexity of fα.
We next define a map
Iα̂,α : Supp(E(xα))→ Σ′(α̂) (4.3.50)
as follows. Let x ∈ Supp(E(xα)) we require:
Condition 4.3.80. (1) dist(iv′
α̂
(~w′+)(x), Iα̂,α(x)) < ǫ3.
(2) The minimal geodesic ℓx;α̂,α joining h
0
αu(x) to u
′(Iα̂,α(x)) is perpendicular
to h0αu(Σ(α)) at h
0
αu(x).
We may choose ǫ4 small so that Uα∩Supp(E(xα)) = ∅. (Here Uα is as in Lemma
4.3.75.) Then Lemma 4.3.75 and Definition 4.3.70 imply the unique existence of
such Iα̂,α.
Using Iα̂,α and the parallel transport along the geodesic ℓx;α̂,α, we can define
(4.3.48) in the same way as (4.3.20).
Case B: α is of Type B.
We define fα in the same way as (4.3.49). This function is convex in the T
n−1
α
orbit. We again use special point of Σ(α) to obtain a convex function in the same
way as in Subsection 4.3.2, as follows.
Let zc be a special point of Σ(α). Then as in Subsection 4.3.2 we can find
either a special point z′c on Σ
′(α̂) or a loop γc : S1 → Σ′(α̂). We then put
fc,α(hα) =
dist(hαu(zc), u
′(z′c))2 if z′c exists,∫
S1
dist(hαu(zc), u
′(γc(t)))2dt if γc exists.
(4.3.51)
Remark 4.3.81. We note that we can take γc in a way depending on the coor-
dinates around the interior singular points on the component Σα but is independent
of the coordinates around the boundary singular points of Σ on Σα, as follows. We
consider the map
Ψ : D2(ǫ)Sα × V(α, 0)×
∏
a∈Aα
V(α, a)→M0,ℓα+mα (4.3.52)
which is defined in a similar way as (4.3.26). Here Sα is the set of interior singular
points of Σ(α) and other notations are the same as (4.3.46).
By Lemma 4.3.74, v′α̂,α(~w
+) is in the image of this map. We use this fact
to define γc in the same way as in Subsection 4.3.2. Note that (4.3.52) uses the
coordinate around the interior singular points of Σα but does not use the coordinates
around the boundary singular points of Σ on Σα.
On the other hand, the map (4.3.46) uses the coordinates around the boundary
singular points of Σ on Σα. We however use (4.3.46) only to prove Lemma 4.3.74.
We now put
f+,α = fα +
∑
c
fc,α,
where fα is given by (4.3.49). The rest of the argument is the same as Case A.
Case C: α is of Type C.
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Let hα be close to h. By Lemma 4.3.75 we may choose ǫ1, ǫ2 small so that
Uα ∩ Sα = ∅. We use it to define a map
Ihαα̂,α : S→ Σ′(α̂) (4.3.53)
so that the following conditions are satisfied.
Condition 4.3.82. Let x ∈ Sα.
(1) dist(iv′
α̂,α
(~w)(x), I
hα
α̂,α(x)) < ǫ3.
(2) The shortest geodesic joining hαu(x) to u
′(Ihαα̂,α(x)) is perpendicular to
hαu(Σ(α)) at hαu(x).
Using Lemma 4.3.75, we can prove the unique existence of such Ihαα̂,α. We then
define
fα(hα) =
∫
S
dist(hαu(x), u
′(Ihαα̂,α(x)))
2dx. (4.3.54)
In the same way as Lemma 4.3.57, we can prove fα(shα) = fα(hα) for s ∈ S1α when
both sides are defined. We thus obtain a function fα on an open set of T
n/S1α. We
can prove that it is strictly convex and attains its minimum at a unique point [h0α],
in the same way as Lemma 4.3.59.
We take its lift h0α and use it to define
Pα : E(xα)→ C∞(Σ′(α̂), (u′)∗TX ⊗ Λ0,1). (4.3.55)
We can prove that it is independent of the choice of the representative h0α but
depends only on [h0α] ∈ T n/S1α. Since we have chosen [h0α] using fα already, the
map (4.3.55) is defined. Moreover, in the same way as Lemma 4.3.63, we can prove
that the image of Pα is independent of the choice of ~w+α .
Remark 4.3.83. In case of Type A or Type B components, we have chosen ~w+α
inductively, at each stage of the construction. However we do not fix a particular
choice of ~w+α for Type C component. Actually in case of Type A or Type B, our
marked points ~w+α play two different roles simultaneously. In case of Type C, one
of the roles of ~w+α in Type A or B cases is played by the circles Sα. So the function
fα depends on the choice of ~w
+
α in either Type A or B case but is independent of
it in Type C case. (fα depends on Sα in Type C case.)
We have thus defined Pα for each α. We put
E(x′) =
⊕
α∈A
ImPα. (4.3.56)
Note that so far we fixed ~w′+ and h as in Definition 4.3.70. But we can show:
Lemma 4.3.84. E(x′) is independent of the choice of ~w′+ and h as in Definition
4.3.70. Moreover it is independent of ~w+α if α is of Type C.
Proof. By construction, E(x′) does not change if we move h to h′ that is in
a sufficiently small neighborhood of h. By Lemma 4.3.71, if (h, ~w′+(1)), (h
′, ~w′+(2)) are
two choices, then h is transformed to a neighborhood of h′ by the T n component of
an element of G(x). The first half of the lemma then follows from the construction.
The second half can be proved in the same way as Lemma 4.3.63 (whose proof is
similar to the proof of Lemma 4.3.56.) 
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We can prove that the assignment x′ 7→ E(x′) is T n ×G(x)-equivariant in the
same way as in Subsections 4.3.1 - 4.3.3. We can then extend x′ 7→ E(x′) to the
case when x′ is close to a T n ×Sℓ orbit of x′, in the same way as in the last part
of Subsection 4.3.1.
Lemma 4.3.85. The Kuranishi neighborhood we defined above is disk component-
wise.
Proof. The choice of our map Pα is made so that it depends only on xα and
x′. Especially it is independent of xα′ for α′ 6= α. The lemma is immediate from
this fact. 
4.3.5. Taking the sum of obstruction spaces so that coordinate change
exists. We have thus constructed a Kuranishi neighborhood of each point ofM0;ℓ(β).
To obtain a Kuranishi structure ofM0;ℓ(β), we need to define Kuranishi neighbor-
hoods such that coordinate changes among them are defined. For this purpose,
we take a finite subset Pℓ(β) ⊂ M0;ℓ(β)/(T n × Sℓ) and associate data to deter-
mine obstruction bundle to each point of Pℓ(β), and then for each x ∈ M0;ℓ(β)
we take sum of the obstruction bundles obtained from all the nearby elements of
Pℓ(β). (See [FO, p.1003], [FOOO4, pp.423-424] and [FOOO11, Section 18] for
detail.) In this subsection, we explain the way how we perform this process in a
way compatible with T n action and disk-component-wise-ness.
The construction is by induction on β∩ω. In the case β∩ω = 0, the obstruction
bundle is trivial and there is nothing to show. Suppose β ∩ ω is minimal among
the nonzero β’s for whichM0;ℓ(β) is nonempty. We take a sufficiently dense subset
Pℓ(β) ⊂M0;ℓ(β)/(T n×Sℓ). (More precisely, we require that (4.3.57) is satisfied.)
Let c ∈ Pℓ(β). We take its representative (Σc, ~z+c , uc) ∈ M0;ℓ(β). By the
minimality of β we may assume that Σc contains only one disk component.
We take a T n×Sℓ invariant closed neighborhood U(c) of c inM0;ℓ(β). We fix
~w+c if c is of type A or B as in Subsections 4.3.1 - 4.3.2, and Sc if c is of Type C as in
Subsection 4.3.3. We also fix Nw+
c,b
as in Condition 4.3.15 and a finite dimensional
subspace Ec ⊂ C∞(Σc;u∗cTX ⊗ Λ0,1). We assume that U(c) is in the Kuranishi
neighborhood constructed in Subsections 4.3.1 - 4.3.3. We take Pℓ(β) so that⋃
c∈Pℓ(β)
U(c) =M0;ℓ(β). (4.3.57)
For x = (Σx, ~z
+
x , ux) ∈M0;ℓ(β), we put
C(x) = {c ∈ Pℓ(β) | x ∈ U(c)}. (4.3.58)
We choose (ǫ′1, ǫ
′
2), such that if y = (Σy, ~z
+
y , uy) is (ǫ
′
1, ǫ
′
2)-close to hx for some
h ∈ T n in the sense of Definition 4.3.16 and c ∈ C(x), then y is (ǫ1, ǫ2)-close to h′c
for some h′ ∈ T n in the sense of Definition 4.3.16.
Remark 4.3.86. More precisely, we specify ~wx,c as follows. We assume the
condition that x is (ǫ1/2, ǫ2/2)-close to an T
n orbit of c means that there exist ~wx,c
(additional marked points on Σx and h ∈ T n, µ1 ∈ Sℓ such that µ1x is (ǫ1, ǫ2)-close
to (hc, ~wc) with respect to ~wx,c.
Then we take (ǫ′1, ǫ
′
2) such that if y is (ǫ
′
1, ǫ
′
2)-close to (x, ~wx,c) then y is (ǫ1, ǫ2)-
close to (c, ~wc).
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Then we can send Ec to
Ec(y) = C
∞(Σy, u∗yTX ⊗ Λ0,1)
in the way described in Subsections 4.3.1 - 4.3.3. We now define
Ex(y) =
⊕
c∈C(x)
Ec(y). (4.3.59)
We can choose Ec so that the right hand side of (4.3.59) is a direct sum. (See
[FOOO11, Section 27].) Now we put
Vx = {y | ∂uy ∈ Ex(y)}.
Then y 7→ Ex(y) defines a smooth vector bundle on it and sx(x) = ∂uy gives its
smooth section. We thus obtain a Kuranishi neighborhood of x inM0;ℓ(β). We can
define a coordinate change among this Kuranishi neighborhoods. (See [FOOO11,
Section 22] for detail.) This completes the case when β ∩ ω is smallest positive.
Remark 4.3.87. An important point of the construction above is that the space
Ec(y) depends only on y and c and is independent of x as long as c ∈ C(x). This
is important for the coordinate change to be well-defined.
Now we assume as the induction hypothesis that we have chosen Pℓ(β
′) and
U(c) for c ∈ Pℓ(β′) when β′ ∩ ω < β ∩ ω. Moreover, we assume that we defined a
Kuranishi structure on M0;ℓ(β′) for β′ ∩ ω < β ∩ ω using the data on Pℓ(β′) etc..
We will construct Pℓ(β) and a Kuranishi structure on M0;ℓ(β).
For d = 2, 3, . . . we denote by SdM0;ℓ(β) the subset ofM0;ℓ(β) whose element
has d or more disk components. It is a closed subset. We will construct a Kuranishi
structure of a neighborhood of SdM0;ℓ(β) by a downward induction on d.
We consider d0 that is the maximum among those with Sd0M0;ℓ(β) 6= ∅. Let
x = (Σx, ~z
+
x , ux) ∈ Sd0M0;ℓ(β). We will construct a Kuranishi neighborhood of a
T n ×Sℓ neighborhood of x. We decompose Σx into disk components and obtain
xα = (Σxα , ~z
+
xα
, uxα) ∈ M0;ℓα(βα) for α ∈ A. (#A = d0.) Note Σxα has only one
disk component. We may assume βαω < β ∩ ω. Therefore we have Pℓα(βα) and
U(cα) for cα ∈ Pℓα(βα) by induction hypothesis. Note
C(xα) = {cα | xα ∈ U(cα)}.
We fix one α ∈ A and cα ∈ C(xα). Then there exist h0 and µ1 such that µ1xα is
(ǫ1/2, ǫ2/2) close to h
0cα. For simplicity of notation we assume µ1 = 1, h
0 = 1.
Now we glue cα with xα′ (α
′ 6= α) to obtain x(α) that is close to x. Denote by
v(cα), (resp. vα′) the domains of stable maps cα, (resp. xα′). Note that cα and
xα′ may not satisfy the incidence condition. We use cut-off functions for gluing
them. Since we only use the maps away from the gluing part, i.e., the supports of
elements in E(cα), E(xα′ ), additional interior marked points added on cα and xα′ ,
the gluing using cut-off function is enough for our purpose.
Suppose y is (ǫ′1, ǫ
′
2) close to x. Then it is (ǫ1, ǫ2) close to x(α). Thus we can
repeat the argument of Subsection 4.3.4 to obtain hα and
Pcα : Ecα → hα∗Ecα → C∞(Σy, u∗yTX ⊗ Λ0,1).
Denote by Ecα(y) the image of Pcα . We then define
E(y) =
⊕
α∈A
⊕
cα∈C(xα)
Ecα(y). (4.3.60)
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Remark 4.3.88. We note that the point ∈ ∂Σcα where we glue cα0 with xα′
is not well-defined. In fact, it is well-defined only up to small perturbations. How-
ever, the construction of Subsection 4.3.4 is carefully designed so that this small
ambiguity does not affect the element hα and the map Pα at all.
Using E(y), we can define a Kuranishi neighborhood of x in the same way as
the case of β with the smallest β ∩ ω.
We note that the space Ecα(y) is independent of x as far as cα ∈ C(xα), by
construction. Therefore we can define coordinate change among those Kuranishi
neighborhoods to obtain a Kuranishi structure on a neighborhood of Sd0M0;ℓ(β).
We next consider Sd0−1M0;ℓ(β). Let V(Sd0M0;ℓ(β)) be the intersection of
M0;ℓ(β) and the Kuranishi neighborhood of Sd0M0;ℓ(β) we constructed above.
We consider
Kd0−1M0;ℓ(β) = Sd0−1M0;ℓ(β) \V(Sd0M0;ℓ(β)).
We can repeat the same construction as the case of Sd0M0;ℓ(β) to obtain a Ku-
ranishi structure on a neighborhood of Kd0−1M0;ℓ(β). Let V(Kd0−1M0;ℓ(β)) be
the intersection of this neighborhood and M0;ℓ(β). We glue these two Kuranishi
structures as follows.
(1) If x ∈ Kd0−1M0;ℓ(β), we use the Kuranishi neighborhood ofKd0−1M0;ℓ(β)
constructed above to be the Kuranishi neighborhood of x.
(2) For x ∈ V(Sd0M0;ℓ(β)) \ V(Kd0−1M0;ℓ(β)), we use the Kuranishi neigh-
borhood of x that is induced by the Kuranishi structure of Sd0M0;ℓ(β).
(3) Let x ∈ V(Sd0M0;ℓ(β))∩V(Kd0−1M0;ℓ(β)). For any y which is sufficiently
close to x, we take sum of the two obstruction spaces to obtain E(y). Here
one of the obstruction spaces is defined from Kd0−1M0;ℓ(β) and the other
is defined from Sd0M0;ℓ(β). If necessary, we can perturb the obstruction
spaces to define our Kuranishi structure on Kd0−1M0;ℓ(β) and can assume
that this sum is a direct sum. We use this E(y) (that is the sum) to define
a Kuranishi neighborhood of E(x).
By this choice of Kuranishi neighborhoods, we have the coordinate changes. Thus
we obtain a Kuranishi structure on a neighborhood of Sd0−1M0;ℓ(β).
Now we repeat the same construction inductively by the downward induction
on d. We then obtain a Kuranishi structure on a neighborhood of ∂M0;ℓ(β) =
S2M0;ℓ(β). LetV(S2M0;ℓ(β)) be the intersection of this neighborhood andM0;ℓ(β).
We then take a sufficiently dense subsetPℓ(β) ofK1M0;ℓ(β) =M0;ℓ(β)\V(S2M0;ℓ(β))
to obtain a Kuranishi structure of an neighborhood of K1M0;ℓ(β). We then glue
two Kuranishi structures in the same way to obtain the required Kuranishi structure
on M0;ℓ(β). The proof of Proposition 4.3.6 is now complete. 
Remark 4.3.89. So far, in this section, we have described the construction of
a system of Kuranishi structures on M0;ℓ(β) which is T n equivariant and is disk
component-wise.
In this remark we sketch another method, in which we first construct a T n equi-
variant Kuranishi structure for each M0;ℓ(β) and modify it later near the bound-
ary and corner so that compatibility with fiber product (something similar to disk
component-wise-ness) will be achieved. Note as we mentioned right after Lemma
4.3.71, the construction of T n equivariant Kuranishi neighborhood centered at x
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with 2 or more disk components is easier than the argument of the second half of
this subsection when we do not require disk-component-wise-ness.
Suppose that we have T n equivariant (but not necessary disk-component-wise)
Kuranishi structures on M0;ℓ(β). We first describe the way how to deform them
in a neighborhood of
M1;ℓ1(β1)×LM1;ℓ2(β2) ⊂ ∂M0;ℓ(β),
where β1 + β2 = β, ℓ1 + ℓ2 = ℓ.
We pull back Kuranishi structures of M0;ℓ(β) to Mk;ℓ(β) via the forgetting
map of the boundary marked points.
We have two Kuranishi structures onM1;ℓ1(β1)×LM1;ℓ2(β2), one is the fiber
product Kuranishi structure and the other is the restriction of the Kuranishi struc-
ture onM0;ℓ(β). It is easy to construct a cobordism between them. The cobordism
is a (T n-equivariant) Kuranishi structure on (M1;ℓ1(β1)×LM1;ℓ2(β2))× [0, 1]. Let
t be the coordinate of [0, 1]. Then at t = 0 it coincides the restriction and at t = 1
it coincides with the fiber product. Therefore we glue it with M0;ℓ(β) at t = 0 to
obtain a Kuranishi structure on M0;ℓ(β) ∪ ((M1;ℓ1(β1) ×L M1;ℓ2(β2)) × [0, 1]) so
that its boundary M1;ℓ1(β1)×LM1;ℓ2(β2) has fiber product Kuranishi structure.
We next consider the corner point of M0;ℓ(β). Typically it is described as
(M1;ℓ1(β1)×M1;ℓ2(β2)) ×L2 M2;ℓ3(β3), (4.3.61)
where β1 + β2 + β3 = β, ℓ1 + ℓ2 + ℓ3 = ℓ. The fiber product Kuranishi structure
does not coincide with the restriction of the Kuranishi structure on M0;ℓ(β). We
attach an appropriate collar to compensate this disagreement as follows (see Figure
4.3.2).
We put β′ = β1 + β3, β′′ = β2 + β3, ℓ′ = ℓ1 + ℓ3, ℓ′′ = ℓ2+ ℓ3. By applying the
first part of the argument, we obtain Kuranishi structures on
M0;ℓ′(β′) ∪ (∂M0;ℓ′(β′)× [0, 1]t),
M0;ℓ′′(β′′) ∪ (∂M0;ℓ′′(β′′)× [0, 1]s),
(4.3.62)
so that the boundaries are given by the fiber product Kuranishi structures
M1;ℓ1(β1)×LM1;ℓ3(β3), M1;ℓ2(β2)×LM1;ℓ3(β3).
(Here t, s in the indices show that the parameters we use for [0, 1].)
We add one boundary marked point to (4.3.62), pull back the Kuranishi struc-
ture and then take a fiber product withM1;ℓ2(β2) andM1;ℓ1(β1) respectively. We
then obtain Kuranishi structures on
(M1;ℓ′(β′)×LM1;ℓ2(β2)) ∪ (∂M1;ℓ′(β′)×LM1;ℓ2(β2)× [0, 1]t × {1}s),
(M1;ℓ′′(β′′)×LM1;ℓ1(β1)) ∪ (∂M1;ℓ′′(β′′)×LM1;ℓ1(β1)× {1}t × [0, 1]s).
(4.3.63)
The boundary of them (that is the part where t = 1 or s = 1 respectively) is the
fiber product Kuranishi structure (4.3.61).
We next take the cobordism betweenM1;ℓ′(β′)×LM1;ℓ2(β2) (resp. M1;ℓ′′(β′′)×L
M1;ℓ1(β1)) with fiber product Kuranishi structures and their Kuranishi structures
which are restrictions of the Kuranishi structure of M0;ℓ(β). We note that
∂M0;ℓ(β) ⊃ (M1;ℓ′(β′)×LM1;ℓ2(β2)) ∪ (M1;ℓ′′(β′′)×LM1;ℓ1(β1)).
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These cobordisms are Kuranishi structures on
(M1;ℓ′(β′)×LM1;ℓ2(β2))× {0}t × [0, 1]s,
(M1;ℓ′′(β′′)×LM1;ℓ1(β1))× [0, 1]t × {0}s,
(4.3.64)
respectively. We can glue Kuranishi structures of (4.3.63), (4.3.64) and ofM0;ℓ(β)
at s = 0 or t = 0. We finally extend the Kuranishi structures we gave on
(M1;ℓ1(β1)×M1;ℓ2(β2))×L2 M2;ℓ3(β3)× ∂([0, 1]t × [0, 1]s)
(that are restriction of those on (4.3.63), (4.3.64)) to a Kuranishi structure on
(M1;ℓ1(β1)×M1;ℓ2(β2))×L2 M2;ℓ3(β3)× ([0, 1]t × [0, 1]s).
They altogether give the desired Kuranishi structure on M0;ℓ(β) plus collar. (See
Figure 4.3.2.)
We can continue in the same way in the case of higher codimensional corners
to obtain a desired system of Kuranishi structures.
We remark that this method can be used in the other situations such as those
appearing in Section 4.5.
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Figure 4.3.2
4.3.6. Taking fiber product with T n invariant cycles. We can use Propo-
sition 4.3.6 to prove Proposition 4.3.1 in a similar way as in [Fu2, Corollary 3.1].
We however need to modify the argument slightly by the following reason: The
evaluation map
evint :Mmaink+1;ℓ(β)→ Xℓ
at the interior marked points is not weakly submersive with respect to the Kuranishi
structure we constructed in Proposition 4.3.6. This is because we do not put any
obstruction space on the disk or sphere component where the map is constant. So
the definition of the fiber product given in [FOOO4, Section A1.2] does not apply
here.
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One way to go around this trouble is to use de Rham representative of the
cohomology group of X rather than taking submanifolds (that are T n invariant
submanifolds in the toric divisor).
In this subsection we take a different way and use an alternative definition of
the fiber product to produce a required Kuranishi structure on Mmaink+1;ℓ(β;p). It
then implies Proposition 3.2.1 by using Lemma 4.4.1 and the argument of [Fu2,
Corollary 3.1].
Let p = (p(1), . . . ,p(ℓ)). We take a T n equivariant tubular neighborhood
U(p(i)) of p(i). We consider the normal bundle Np(i)X and its ǫ ball bundle
N ǫ
p(i)X . We have a T
n equivariant diffeomorphism
Ip(i) : N
ǫ
p(i)X
∼= U(p(i)). (4.3.65)
Let x ∈ Mmaink+1;ℓ(β;p). Namely x ∈ Mmaink+1;ℓ(β) such that evinti (x) ⊂ p(i). (Since
p(i) are submanifolds of X , the fiber product
Mmaink+1;ℓ(β;p) =Mmaink+1;ℓ(β) evint ×
ℓ∏
i=1
p(i)
is a subspace of Mmaink+1;ℓ(β).) Let (Vx, Ex,Γx, sx, ψx) be a Kuranishi neighborhood
of x in Mmaink+1;ℓ(β). We will define a Kuranishi neighborhood (V px , Epx ,Γpx, spx, ψpx)
of x in Mmaink+1;ℓ(β;p).
We put
V px = {y ∈ Vx | evinti (y) ∈ U(p(i)), for i = 1, . . . , ℓ}.
This is a T n and Γx invariant open subset of Vx. We put Γ
p
x = Γx. We next define
Epx = Ex|V px ⊕
ℓ⊕
i=1
(π ◦ I−1
p(i) ◦ evinti )∗Np(i)X.
Here we use π : N ǫ
p(i)X → p(i). We next put
spx(y) = sx(y) ⊕ (I−1p(i) ◦ evinti (y))i=1,...,ℓ.
Note I−1
p(i) ◦evinti (y) is an element of the (total space of) the normal bundle Np(i)X .
We can regard it as an element of the bundle (π ◦I−1
p(i) ◦evinti )∗Np(i)X in an obvious
way. It is easy to see from the definition that spx(y) = 0 holds if and only if
sx(y) = 0 and ev
int
i (y) ∈ p(i) for i = 1, . . . , ℓ. Therefore the restriction of ψx gives
ψpx .
Using the coordinate change between Kuranishi neighborhoods (Vx, Ex,Γx, sx, ψx),
we can easily construct the coordinate change between Kuranishi neighborhoods
(V px , E
p
x ,Γ
p
x, s
p
x, ψ
p
x). We have thus constructed the required Kuranishi structure
on Mmaink+1;ℓ(β;p). 
4.4. Continuous family of T n equivariant and cyclic symmetric
multisections
In this section we construct a continuous family of multisections with cyclic
symmetry for the Kuranishi structure produced in the last section. Most of the con-
struction is a straightforward combination of those employed in [FOOO5, FOOO6,
Fu2]. We only need to prove the following Lemma 4.4.1.
We consider (U,E,Γ, s) and f , N with the following properties:
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(1) U is a smooth manifold with a T n action.
(2) E is a T n equivariant vector bundle on U .
(3) Γ is a finite group which has right action on U and E. Moreover E is a Γ
equivariant vector bundle. The action of Γ on U is effective.
(4) The Γ action and T n action commute and so defines a T n × Γ action on
E.
(5) N is a smooth manifold and f : U → N is a smooth submersion.
(6) s is a T n × Γ equivariant section of E.
Lemma 4.4.1. There exist a manifold W with a T n action, and a multisection
s of E/Γ×W → U0/Γ×W that satisfy the following properties:
(1) U0 is a T
n × Γ invariant neighborhood of s−1(0).
(2) s is smooth and is transversal to 0.
(3) The restriction of f to s−1(0) is a submersion to N .
(4) Each branch of s can be chosen to be as close to s as we want in C0 sense.
(5) s is T n equivariant.
Proof. Let p ∈ U . We put Ip = {g ∈ T n | gp = p}, Γp = {γ ∈ Γ | p = pγ},
Gp,+ = {(g, γ) ∈ T n × Γ | gp = pγ}, which contains Ip × Γp.
We define a left action of Γ by γp = pγ−1. Hereafter we only use this left
action. The group Gp,+ acts on X and E as a subgroup of T
n×Γ. By this action,
p is a fixed point of Gp,+. So Gp,+ acts on the fiber Ep.
We choose a submanifold Xp containing p which is a local transversal to the
T n orbit of p. We may choose Xp so that it is Gp,+ invariant. We take a T
n × Γ
invariant metric of U and a T n and Γ invariant connection of E.
We put Wp = Ep and define a section s
(1)
p of E on Xp ×Wp by
s(1)p (x,w) = s(x) + Π
x
p(w). (4.4.1)
This is an Ip-invariant section. Here Π
x
p is the parallel transport along the minimal
geodesic joining p and x. The section s
(1)
p is transversal to 0.
Let Ip,0 be the connected component of Ip. (In the situation we apply Lemma
4.4.1, the group Ip,0 is S
1.) We take a closed subgroup Jp ⊂ T n such that Ip,0×Jp ∼=
T n. We note that Ip acts on Wp and Xp, and the section s
(1)
p is Ip equivariant. We
put Up = T
nXp = JpXp.
For any x there exists g ∈ Jp unique up to Ip ∩ Jp such that g−1x ∈ Xp. We
extend s
(1)
p to Up by
s(2)p (gx, w) = g∗s
(1)
p (x,w)
for x ∈ Xp and g ∈ Jp.
We define T n action onWp by using Ip,0 onWp and the splitting Ip,0×Jp ∼= T n,
where Jp action on Wp is trivial. (We remark that for g ∈ Ip \ Ip,0 the g action on
Ep =Wp may be different from the above g ∈ T n action on Wp. But this does not
matter.) Then the section s
(2)
p on Up ×Wp is obviously T n equivariant.
We next take a Wp parametrized family of multisections on Up such that it is
also Γp,+ invariant, where
Γp,+ = {γ ∈ Γ | γUp ∩ Up 6= ∅}.
We may choose Xp so small that γ ∈ Γp,+ holds only when γp ∈ T np. Then we
have
γUp = Up (4.4.2)
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for each γ ∈ Γp,+. Let ℓ be the order of Γp,+. We define ℓ-multisection s(3)p on
Up ×Wp by by
s(3)p (x,w) = {γs(2)p (γ−1x,w) | γ ∈ Γp,+}. (4.4.3)
Since Γ action commutes with T n action and s
(2)
p is T n equivariant, it follows that
s
(3)
p is T n equivariant. Moreover s
(3)
p is Γp,+ invariant.
We now extend s
(3)
p to U+p = ΓUp as follows. Let (y, w) ∈ U+p ×Wp. We have
y = γx with γ ∈ Γ, x ∈ Up. We put
s(4)p (y, w) = γ∗s
(3)
p (x,w). (4.4.4)
The multisection s
(4)
p is well-defined since s
(3)
p is Γp,+ invariant.
It is easy to see that s
(4)
p is Γ×T n-equivariant. (4.4.1) implies that s(1)p satisfies
Lemma 4.4.1.2. Therefore s
(4)
p satisfies Lemma 4.4.1.2 also.
The multisection s
(4)
p also satisfies Lemma 4.4.1.3. In fact, by (4.4.1) the map
(s
(1)
p )−1(0) ∩ (Xp × Wp) → Xp is a submersion. Since s(2)p is T n equivariant it
implies that (s
(2)
p )−1(0)→ U is a submersion. By construction each branch of s(4)p
has the same property. Lemma 4.4.1.3 follows.
Thus s
(4)
p gives a required Wp parametrized family of multisections on U
+
p .
Then by gluing s
(4)
pi for various pi by an appropriate partitions of unity, we
obtain the required family of multisections. 
Using Lemma 4.4.1, the rest of the construction is the same as in [FOOO5],
[FOOO6] and [Fu2] and so is omitted.
4.5. Construction of various other Kuranishi structures.
4.5.1. Construction of p-Kuranishi structure. In this subsection we prove
Lemma 3.3.1. The proof is mostly the same as the proof of Proposition 4.3.1,
which is the construction of c-Kuranishi structure. The difference is Lemma 3.3.1.5.
Namely we need to construct a Kuranishi structure so that the evaluation map
evint0 :Mmaink;ℓ+1(β)→ X (4.5.1)
at the 0-th interior marked point is weakly submersive. On the other hand, the
Kuranishi structure constructed in Lemma 3.3.1 may not be invariant under the
permutaiton between 0-th interior marked point and 1-st, . . . , ℓ-th interior marked
points.
We first observe that when β 6= 0, we can choose our obstruction space E as in
Lemma 4.3.5 so that the map
(Du∂)
−1(E)→ Tu(z+0 )X
is a submersion. Here u ∈ Mmain0;ℓ+1(β) and z+0 is the 0-th (interior) marked point
and the map is evaluation at z+0 .
Then most part of the proof of Proposition 4.3.1 goes without change. (Note
we use the c-Kuranishi structure, which is one obtained in Proposition 4.3.6, on the
extended disk component if z+0 is not on it.)
The main difference between the construction of p-Kuranishi structure and of
c-Kuranishi structure, comes from the fact that we need to study also the case
when β = β0 = 0 to construct p-Kuranishi structure. In fact, we need to put
some obstruction space on the component where u is constant. This is because the
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image of evint0 : Mmaink;ℓ+1(β0) → X is in L so it is not a submersion if we do not
put obstruction bundle on it. We can certainly obtain an obstruction space on this
component so that evint0 becomes a submersion on the Kuranishi neighborhood.
The new point we need to discuss is the way how we send this obstruction space to
Σ′ that is the source of the nearby object. We will discuss this point below.
Let
x = (Σ, z+0 ∪ ~z+, u) ∈Mmain0;ℓ+1(β).
We assume that there exists only one disk component in Σ. Let Σ0 ⊂ Σ be the disk
component. Then Σ0 and u|Σ0 together with special points on Σ0 define an object
which we denote x0. We define z
++
0 ∈ Σ0 as follows. If z+0 ∈ Σ0, then z++0 = z+0 .
If z+0 /∈ Σ0, then there exists a (maximal) tree of sphere components containing z+0 .
The point z++0 is the root of this tree of sphere components. We assume that u|Σ0
is a constant map to a point of L. We take an obstruction space
E(x) ⊂ C∞(Σ;u∗TX ⊗ Λ0,1)
so that the following holds. E(x) is a direct sum of E(x0) and E(xa)
′s. (The
latter’s are supported on the sphere bubbles.) We require that they satisfy the
following Conditions 4.5.1 and 4.5.2.
Condition 4.5.1. (1) The evaluation map
evint0 : (Du∂)
−1(E(x0))→ Tu(z++0 )X
at z++0 is a submersion.
(2) We do not put obstruction spaces on the sphere bubbles where the map u
is constant.
(3) If Σ0 contains more than one special points, then x0 is stable. We choose
E(x0) so that it is invariant under Aut+(x0) action.
(4) If Σ0 contains only one special point (which is z
++
0 ) and u is constant on
Σ0, then the group of automorphisms of x0 is S
1 and so is compact. We
take E(x0) so that it is invariant under the S
1 action.
(5) E(x) is invariant under Aut+(x) action.
To find a Kuranishi structure that satisfies the required property in the case
when z+0 is on the sphere bubble also, we need some additional properties of the
obstruction bundle on the sphere bubble. Let Σa be any sphere component on
which u is nonconstant. Let ~z+,singa be the set of interior singular points contained
in Σa. Let
E(Σa) ⊂ C∞(Σa;u∗TX ⊗ Λ0,1).
We assume:
Condition 4.5.2. If u is nonconstant on Σa, the evaluation map
evsing : (Du∂)
−1(E(Σa))→
∏
z+a,i∈~z+,singa
Tu(z+a,i)
X
at the points of ~z+,singa is surjective.
We can show that evint0 : Mk;ℓ+1(β) → X is weakly subversive if Condi-
tions 4.5.1 and 4.5.2 are satisfied by the induction over the number of irreducible
components and the energy of β. We consider the weak submersivity at x =
(Σ, z+0 ∪ ~z +, u) ∈Mmain0;ℓ+1(β).
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We argue by the induction over the number of irreducible components of the
domain of u. If z++0 = z
+
0 then it is a consequence of Condition 4.5.1 (1). If u is
nonconstant on the sphere component which contains z+0 , then it is a consequence
of Condition 4.5.2.
Otherwise we take minimal union of sphere components
⋃
a∈A S
2
a which is con-
nected and contains z++0 and z
+
0 . Suppose that the claim holds for u with N irre-
ducible components and consider the case that the domain of u consists of N + 1
irreducible components. Let a(z+0 ) ∈ A be the component such that z+0 ∈ S2a(z+0 ).
Suppose that there are no sphere components other than those in A. Then we
remove S2
a(z+0 )
from the domain of the stable map u and leave the unique nodal
point of S2
a(z+0 )
as a marked point marked point denoted by z+++0 of the other
component to obtain a stable map u′. Since the number of irreducible components
of u′ is N , the evaluation map at z+++0 is weakly submersive. Then the claim
follows from Condition 4.5.1 (2), resp. Condition 4.5.2 if u is constant on S2
a(z+0 )
,
resp. nonconstant on S2
a(z+0 )
.
If there are sphere components other than in A, then we pick a sphere compo-
nent S2a1 (a1 /∈ A) which contains exactly one nodal point. Then the claim again
follows from Condition 4.5.1 (2), resp. Condition 4.5.2 if u is constant on S2a1 , resp.
non-constant on S2a1 .
Now we describe the way how we send the obstruction spaces to nearby objects.
For the obstruction bundle which is supported on the component where u is non-
constant, the construction is the same as given in Section 4.3. So we only discuss
the case of the disk component on which u is constant. Let x = (Σ, z+0 ∪ ~z+, u) ∈
Mmain0;ℓ+1(β). We decompose it into extended disk components
Σ = Σα0 ∪
⋃
α∈A
Σα
as in (4.3.40), where Σα0 contains the 0-th marked point. Σα0 together with re-
striction of u and special points on it define an object which we write xα0 . The
object xα is obtained from Σα in the same way. We decompose Σα0 furthermore
as
Σα0 = Σα0,0 ∪
⋃
a∈Aα
Σα0,a
where Σα0,0 is a disk and Σα0,a are spheres. Then Σα0,0 together with restriction
of u and special points on it define an object, which we write xα0,0. The object
xα0,a is obtained from Σα0,a in the same way.
Let x′ = (Σ′, z′+0 ∪~z′+, u′). We consider x together with ~w+ which are additional
marked points, and x′ together with ~w′+, such that x′ is (ǫ1, ǫ2)-close to (hx, ~w+)
with respect to ~w′+, in the sense of Definition 4.3.70. We will explain the way
how we send E(xα0 ) to Σ
′. Let Σ′α̂0 be the extended disk component of Σ
′ that
contains z′+0 . We assume that the restriction of u to Σα0,0 is a constant map. The
construction is divided into two steps.
Step 1: We find hα0 in a neighborhood h such that hα0 is determined disk compo-
nent wise. (Namely it is independent of the disk components of Σ other than Σα0
and of the disk components of Σ′ other than Σ′α̂0 .)
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Step 2: We use hα0 to move E(xα0 ) to a subspace of C
∞(Σα0 ; (hα0u)∗TX⊗Λ0,1).
We then move it to C∞(Σα̂0 ; (u
′)∗TX ⊗ Λ0,1).
We first discuss Step 1. We consider the two cases separately.
Case 1: We assume that the restriction of u to Σα0 is nonconstant. (It means that
u is nonconstant on certain sphere component Σα0,a.) In this case we can fix hα0
in the same way as in Section 4.3. (Note we are either in Case A or Case B.)
Case 2: We assume that u is constant on Σα0 . Then u(z
+
0 ) ∈ L. We consider
f(h′) = dist(h′u(z+0 ), u
′(z′+0 ))
2. (4.5.2)
It attains a unique minimum in a neighborhood of h. This is because u(z+0 ) ∈ L
and T n action is free on L. Let hα0 be the point where this minimum is attained.
For Step 2, we consider the following two subcases of Case 2 separately.
Case 2-1: There are at least two special points on Σα0,0.
Case 2-2: There is only one special point on Σα0,0.
We next discuss Step 2. First we consider Case 1 and Case 2-1. In these cases,
we find that G(xα0) is finite. In a similar way as in Subsection 4.3.4, we will define
ivα̂,α(~w+) : Σα0 \ U(S(Σα0))→ Σ′α̂0 (4.5.3)
as follows. We consider z+0 , ~z
+
α0 , ~w
+
α0 that are interior marked points on Σα0 . Note
at each point w+α0,b of ~w
+
α0 we assume u to be an immersion and we fix codimension
two submanifolds Nw+α0,b
perpendicular to u(Σα0) at u(w
+
α0,b
). We moreover assume
that those data are invariant under G(xα0) action. We use it to define w
′+
α0,b
∈ Σ′α̂0 .
(Namely we require u′(w′+α0,b) ∈ hα0Nw+α0,b .)
We also note that we have z′+0 , ~z
′+
α0 as a part of the object x
′ = (Σ′, z′+0 ∪~z′+, u′).
We then put
vα̂0,α0(~w
′+) = (Σ′α̂0 , z
′+
0 ∪ ~z′+α0 ∪ ~w′+α0 , u′).
Let vα0(~w
+) be Σα0 together with the marked points z
+
0 , ~z
+
α0 , ~w
+
α0 on it. In the
same way as Lemma 4.3.74 we can prove
dist(vα̂0,α0(~w
′+),vα0(~w
+)) < o(ǫ1). (4.5.4)
Thanks to (4.5.4) we can use a trivialization of the universal family of a neigh-
borhood of vα0(~w
+) in the moduli space of marked disks (possibly with sphere
bubbles) to obtain a map (4.5.3). (See [FOOO11, Section 16] for detail.)
We can prove a similar lemma as Lemma 4.3.75. Namely
dist(iv′(~w′+)(x), iv′
α̂0,α0
(~w′+)(x)) < o(ǫ4). (4.5.5)
Here v′(~w′+) is Σ′ together with the marked points z′+0 , ~z
′+, ~w′+ on it. And iv′(~w′+)
is obtained from v′(~w′+) and v(~w+), where v(~w+) is Σ together with ~z+ and ~w+.
(4.5.5) holds on Σα0 \U(S(Σα0))\Uα0 where Uα0 is a neighborhood of the boundary
singular points.
(4.5.5) implies that we have
dist(u′(iv′
α̂0,α0
(x)), hα0u(x)) < o(ǫ4)
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if x is in the support of E(xα0,0). Let ℓx be the shortest geodesic joining hα0u(x)
to u′(iv′
α̂0,α0
(x)). Now using parallel transport along this geodesic and the diffeo-
morphism iv′
α̂0,α0
defined in a neighborhood of x we define
Pα0,0 : (hα0)∗E(xα0,0)→ C∞(Σ′α̂0 ; (u′)∗TX × Λ0,1). (4.5.6)
Remark 4.5.3. We note that the construction here is different from (4.3.20) in
the following important point: To define (4.3.20) we modify ii,j (that corresponds to
iv′
α̂0,α0
) to another map Ii,j by requiring Condition 4.3.27. But here we use iv′
α̂0,α0
directly. Note that we can not require a condition similar to Condition 4.3.27 in
the current situation, since the map u is constant on the support of E(xα0,0).
In spite of Remark 4.5.3, the map Pα0,0 has all the required properties. In fact,
as we mentioned in Remark 4.3.83, we need to take I’s in place of i’s only when the
component in question is of Type C. In our case where u is constant on the disk
component, the object xα0 is never of Type C.
Now we consider Case 2-2. Note because of S1 symmetry of Σα0,0, the map
iv′
α̂0,α0
and hence the linear embedding Pα0,0 is well defined only up to this S1
action of the source. However we assumed that E(xα0,0) is invariant under this S
1
action. Thus we obtain the obstruction space as the image of Pα0,0.
The other part of the proof of Lemma 3.3.1 is the same as the proof of Propo-
sition 4.3.1 and so is omitted. The proof of Lemma 3.3.1 is completed. 
4.5.2. Construction of t-Kuranishi structure. In this subsection we prove
Lemma 3.4.20. The proof is mostly the same as the proof of Proposition 4.3.1 (con-
struction of the c-Kuranishi structure) and the proof of Lemma 3.3.1 (construction
of the p-Kuranishi structure).
We will construct a Kuranishi structure on Mmain0,0,0;ℓ(β) by induction on β ∩ ω.
Note in the description of the boundary ofMmain0,0,0;ℓ(β) the moduli spaceMmaink1,k2,k3;ℓ′(β′)
with (k1, k2, k3) = (1, 0, 0), (0, 1, 0), (0, 0, 1) appears. The t-Kuranishi structure
on it is obtained from the case (k1, k2, k3) = (0, 0, 0) by pull back. The case
(k1, k2, k3) = (0, 0, 0) is given by induction hypothesis.
Let x = (Σ, (z00 , z
0
1 , z
0
2), ~z
+, u) be an element of Mmain0,0,0;ℓ(β). Here z00 , z01 , z02 are
unforgetable marked points, and ~z+ are interior marked points. We decompose Σ
into extended disk components:
Σ =
⋃
α∈A
Σα. (4.5.7)
We first describe the way how we determine the component Σα0 to which we apply
t-perturbation. (To the other components we apply c-perturbation.)
For each α and i = 0, 1, 2 we define a special point z0α,i ∈ Σα as follows. If
z0i ∈ Σα, then z0α,i = z0i . If not, there is a maximal tree of disk components ⊂ Σ\Σα
such that z0i is contained in it. Then z
0
α,i is the root of this tree that is a singular
point contained in Σα.
Lemma 4.5.4. There exists a unique α0 such that z
0
α0,i
, i = 0, 1, 2 are different
to each other.
The proof is easy and is left to the reader. We call the component Σα0 (or α0)
the t-component and all the other components c-component.
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Let α be a c-component. We denote by vα the component Σα together with
the following marked points:
(1) {z0α,i | i = 0, 1, 2}. Note this set has order 1 or 2. We do not double count
the elements of this set when two of them coincide.
(2) ~z+ ∩ Σα.
We denote vα together with u by xα.
When we defined c-multisection, we defined a finite dimensional subspaceE(xα; c)
of C∞(Σα;u∗TX ⊗Λ0,1). (They are independent of the boundary marked points.)
Let α0 be the t-component. We decompose Σα0 as
Σα0 = Σα0,0 ∪
⋃
a∈A(α0)
Σα0,a,
where Σα0,0 is a disk and Σα0,a are spheres. Note in our situation Σα0,0 is given
three boundary singular points z0α0,i (i = 0, 1, 2) and so is always stable. Its au-
tomorphism group is trivial. We take E(xα0,0; t) ⊂ C∞(Σα0,0;u∗TX ⊗ Λ0,1) such
that the evaluation map
(ev0α0,0, ev
0
α0,1, ev
0
α0,2), : (Du∂)
−1(E(xα0,0; t))→
2⊕
i=0
Tu(z0α0,i)
L(u)
at the unforgetable marked points is surjective. We remark that we need to put
nontrivial E(xα0,0; t) in case when u is constant on Σα0,0, also.
On the sphere component Σα0,a we put nontrivial obstruction bundle only in
case u is nonconstant there. We put some additional marked points ~w+ on the
sphere components which are unstable. Let v(~w+) and vα0(~w
+) be v (resp. vα0)
plus additional marked points ~w+ (resp. ~w+ ∩Σα0).
We have thus described the obstruction space we put on x.
Let x′ = (Σ′, (z′00 , z′01 , z′02 ), ~z′+, u) such that µ1x′ is sufficiently close to hx with
respect to ~w′+ in the sense of Definition 4.3.70. (Here µ1 ∈ Sℓ.) For simplicity of
notation we assume without loss of generality that µ1 = 1. We will describe the
way how we send E(xα0,0; t) to Σ
′.
We decompose Σ′ as
Σ′ =
⋃
α̂∈A′
Σα̂.
We can define α̂0 in the same way as α0 using (z
′0
0 , z
′0
1 , z
′0
2 ). We define v
′(~w′+) and
v′α̂0(~w
′+) in an obvious way. Then we have
iv′(~w′+),v(~w+)(Σα0 \ U(S(Σα0)) \ Uα0) ⊂ Σ′α̂0 ,
where Uα0 is an appropriate neighborhood of the boundary singular point sets.
Let Σ′α̂0,0 be the disk component of Σ
′
α̂0
which is defined in a similar way for
the case of Σα0 . There exists a unique biholomorphic map
iα̂0,α0;0 : Σα0,0 → Σ′α̂0,0
which sends (z00 , z
0
1 , z
0
2) to (z
′0
0 , z
′0
1 , z
′0
2 ). The map iα̂,α;0 is close to iv′(~w′+),v(~w+) on
Σα0,0 \ Uα0 . (We can prove it in the same way as Lemma 4.3.75.)
We first define hα0 which is close to h. In the case when u is nonconstant on
Σα0 , we can define hα0 in the same way as in Subsection 4.3.4. (Namely, according
to whether Σα0 is of Type A, B, or C, we use additional marked points, additional
marked points and loops γhc , or a circle Sα0 , respectively.)
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We assume that u is constant on Σα0 . We take an additional interior marked
pointw0 on Σα0,0. For example, we identify Σα0,0 = D
2 such that z0α,i = exp(2πi
√−1/3)
for i = 0, 1, 2, and we put w0 = 0. (In case this w0 happens to be a singular point,
then we move it to a nearby point. The important point here is w0 depends only on
xα0 and not on any other components. It should be independent of the boundary
singular point also. It can depend on the interior singular point since the position
of the interior singular point is a part of the data consisting x0.)
Then since u(w0) ∈ L(u) the function
f(h′) = dist(h′u(w0), u′(iα̂0,α0;0(w0))
2
is strictly convex and attains its minimum at a unique point in a neighborhood of
h. We define hα0 to be the point where f(h
′) attains the minimum.
Remark 4.5.5. Note dist(hu(w0), u
′(iα̂0,α0;0(w0)) is small since w0 ∈ Σα0\Uα0 .
We cannot use z0α0,i in place ofw0, since z
0
α0,i
∈ Uα0 and so dist(hu(w0), u′(iα̂0,α0;0(w0))
may not be small.
We define hα for α 6= α0 in the same way as Subsection 4.3.4.
Now we use hα0 (resp. hα) to send the obstruction bundle on the components
of Σα0 (resp. Σα), in case where u is nonconstant on Σα0 (resp. Σα).
Namely we first use iv′(~w′+),v(~w+) and modify a bit by using a condition similar
to Condition 4.3.82 on the support of the obstruction bundle. (We assume that u
is an immersion there.) We then use it to send the obstruction bundle.
The situation is different from Subsection 4.3.4 in the case of the component
Σα0,0 on which u is constant. In this case, we use iα̂0,α0;0 as follows. Let x be in
the support of E(xα0,0; t). We take the minimum geodesic ℓx joining hα0u(x) to
u′(iα̂0,α0;0(x)). Then using parallel transport along ℓx and the biholomorphic map
iα̂0,α0;0 we can send E(xα0,0; t) to C
∞(Σ′α̂0,0, (u
′)∗TX ⊗ Λ0,1).
The rest of the proof of Lemma 3.4.20 is the same as the proof of Proposition
4.3.1. The proof of Lemma 3.4.20 is completed. 
Remark 4.5.6. We do not claim cyclic symmetry of boundary marked points in
Lemma 3.4.16. Actually the cyclic symmetry in the naive sense does not hold since
we distinguish forgetable marked points and unforgetable marked points. However
we can prove a cyclic symmetry among the unforgetable marked points in the
following sense. We consider the map
cyc :Mmaink0,k1,k2;ℓ(β)→Mmaink1,k2,k0;ℓ(β)
such that cyc ◦ ev0i = ev0i+1. Then cyc induces an isomorphism of t-Kuranishi
structure. We do not use this fact in this paper.
4.5.3. Proof of Lemma 4.2.7. In this subsection, we prove Lemma 4.2.7.
We first remark that we use q-Kuranishi structure on the disk bubbles.
Remark 4.5.7. (1) We use the Kuranishi structure produced in Propo-
sition 4.3.1 to construct q-multisection. The Kuranishi structure con-
structed in [FOOO5, Section B, Proposition B.7] has most of the prop-
erties claimed there. However it is not disk-component-wise.
(2) Note we need to break cyclic symmetry to construct q-multisection. How-
ever the Kuranishi structure in Proposition 4.3.1 has all the properties
we need to define q-multisection. (The Kuranishi structure in Proposi-
tion 4.3.1 is cyclically symmetric moreover. However we do not use this
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extra property to construct q-multisection.) Therefore we can use the
c-Kuranishi structure as q-Kuranishi structure also.
Alternatively we can use q-Kuranishi structure produced in [FOOO5,
Section B, Proposition B.7] and then use the method of Remark 4.3.89 to
recover the compatibility with fiber product.
Proof of Lemma 4.2.7. We construct the Kuranishi structure in Lemma
4.2.7. Our construction is by induction on β ∩ ω. We use the notation and termi-
nology of Section 4.2. Let
x = (Σ, ~z+, u) ∈Mmain0;ℓ+2(β;U0).
We assume:
Assumption 4.5.8. All the Type I sphere components are in disk bubbles.
We decompose
Σ =
⋃
a∈A
Σa (4.5.8)
such that Σa satisfies one of the following conditions 1,2,3:
Condition 4.5.9. (1) Σa is a disk component together with tree of sphere
components of Type I on it. The first and the second interior marked
points z+1 , z
+
2 are neither on Σa nor on sphere components rooted on Σa.
(2) Σa is a sphere component of Type II.
(3) Σa together with all trees of sphere components of Type II is an element
of Mmain1;ℓ′+2(β′;p;U0) for some β′, ℓ′. (Note we do not include sphere
components of Type II in Σa. There may be certain sphere components
of Type III included in Σa.)
We note that Conditions 4.5.9.1, 2, 3 correspond to (4.2.9), (4.2.10), (4.2.11),
respectively. Observe that the sphere bubble on (4.2.9) is necessary of Type I by
the definition of Type I. By Assumption 4.5.8 there is no component of Type I if
Σa does not satisfy Conditions 4.5.9.1, 2. Therefore we have such a decomposition.
We now describe the way how we put the obstruction spaces in Case 1,2,3
below. We put xa = (Σa,Σa ∩ ~z+, u|Σa) = (Σa, ~z+a , ua), va = (Σa, ~z+a ).
Case 1: Σa satisfies Condition 4.5.9.1.
During the construction of c-Kuranishi structure in Section 4.3, we defined
Ea(xa) ⊂ C∞(Σa;u∗TX ⊗ Λ0,1).
We also fixed additional marked points ~w+a together with codimension two sub-
manifolds Nw+a,b
(in case xa is of Type A or B), circles Sa (in case xa is of Type
C).
Case 2: Σa satisfies Condition 4.5.9.2.
If u is constant on Σa, then we put Ea(xa) = 0.
Suppose u is nonconstant on Σa. We fix ~w
+
a ⊂ Σa such that va together with
~w+a , (which we denote by va(~w
+
a )) is stable.
We also take codimension two submanifold Nw+a,b
for each w+a,b ∈ ~w+a .
We will take them so that they are invariant under the action of the automor-
phism group in an obvious sense. Note we do not need to choose it so that it is
invariant under T n action, since we do not claim the Kuranishi structure we are
constructing in this subsection to be invariant under the T n action.
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Let v+a (~w
+
a ) (resp. v
+
a ) be va(~w
+
a ) (resp. va) together with singular points on
Σa regarded as marked points. We denote the set of the singular points on Σa by
{zc | c ∈ Singa}.
We now take
Ea(xa) ⊂ C∞(Σa;u∗TX ⊗ Λ0,1),
such that the evaluation map
Evalsing : (Dua∂)
−1(Ea(xa))→
⊕
c∈Singa
Tu(zc)X (4.5.9)
at the singular points on Σa is surjective.
We choose Ea(xa) so that it is invariant under the action of the automorphism
group. We also assume that u is an immersion on a neighborhood of the support
of Ea(xa).
Case 3: Σa satisfies Condition 4.5.9.3.
We decompose Σa into irreducible components:
Σa = Σa,0 ∪
⋃
a
Σa,a.
Here Σa,0 is a disk and Σa,a are spheres. We define xa,0, xa,a, va,0, va,a in an
obvious way.
We will define Ea,0(xa,0) and Ea,a(xa,a).
If u is constant on Σa,0 (resp. Σa,a), we put Ea,0(xa,0) = 0 (resp. Ea,a(xa,a) =
0).
If u is non-constant on Σa,0 (resp. Σa,a), we take additional marked points
~w+a,0 (resp. ~w
+
a,a) so that the source becomes stable. We also fix codimension 2
submanifolds Na,a,b (resp. Na,0,b).
We then takeEa,0(xa,0) so that the the image ofDu|a,0∂ and Ea,0(xa,0) generate
C∞(Σa,0;u∗TX ⊗ Λ0,1).
When u is non-constant on the component xa,0, Ea,0(xa,0) is chosen such that
the evaluation map at interior singular points is submersive.
In the case of sphere component we assume that the evaluation map
Evalsing : (Du|a,a∂)
−1(Ea,a(xa,a))→
⊕
c∈Singa,a
Tu(zc)X (4.5.10)
at the singular points on Σa,a is surjective.
We observe that the evaluation map at the interior singular points of non-
constant sphere bubbles is surjective as we require in Case 3. We also observe that
the evaluation map at each boundary singular point of any disk bubbles is surjective
by the T n equivariance. Therefore we can show the surjectivity of the linearized
operator after taking the fiber products of moduli spaces associated to irreducible
components.
Let x′ = (Σ′, ~z′+, u′) be an object. We assume that it is close to (x, ~w+) with
respect to ~w′+ in the following sense.
We took ~w+a for various components of Σ in (4.5.8). In case Σa is of Type I
and is of Type C, we add ~w+a also. (Later on it turns out that the construction is
independent of the choice of ~w+a in case Σa is of Type I and is of Type C. But we
temporally fix this choice. See Remark 4.3.83.) The additional marked point ~w+
is the union of all of them.
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Note each member w+a of ~w
+ comes with a codimension 2 submanifold Nw+a of
X .
For each member w+a of ~w
+ we are supposed to have a corresponding member
w′+a of ~w
′+. We require:
Condition 4.5.10. (1) u′(w′+a ) ∈ Nw+a .
(2) Let v′(w′+) (resp. v(w+)) be (Σ′, ~z′+) together with additional marked
points w′+ (resp. v together with ~w+). We require v′(w′+) to be close to
v(w+) in the moduli space of marked bordered curves.
(3) By Item 2 above, there exists a map
iv′(w′+);v(w+) : Σ \ U(S(Σ))→ Σ′,
where U(S(Σ)) is a neighborhood of the singular point set of Σ. This map
is obtained by a local trivialization of the universal family of the moduli
space of marked (bordered) curves and a choice of the coordinates around
the singular points of Σ. (See (4.3.10).)
We require that the composition u′ ◦ iv′(w′+);v(w+) is C1 close to u on
Σ \ U(S(Σ)).
(4) The diameter of the image by u′ of each connected component of U(S(Σ))
is small.
Remark 4.5.11. The above definition is similar to Definition 4.3.70. We how-
ever do not move x by h ∈ T n. Note that we do not claim the Kuranishi structure
we are constructing on Mmain0;ℓ′+2(β′;U0) has T n action.
On the other hand, we do claim that the Kuranishi structure we are construct-
ing on Mmain0;ℓ′+2(β′;U0) is invariant under the permutation of the interior marked
points. In the situation of Section 4.3, the Sℓ action is mixed up with the T
n
action, which makes it harder to study. Since in our case we only has Sℓ action, it
is easier to handle. So we omit the argument about Sℓ invariance.
We now describe the way how we send the obstruction space we fixed on x to
Σ′. We do so for each component Σa as in Condition 4.5.9.
Case 1: Σa satisfies Condition 4.5.9.1.
Note, for the consistency with the c-Kuranishi structure, we first need to find
ha ∈ T n in a neighborhood of the unit. Using the data ~w+a or Sa we are given, we
can find such ha in the same way as in Subsection 4.3.4.
Then we can send Ea(xa) to C
∞(Σ′; (u′)∗TX ⊗ Λ0,1) in the same way as
(4.3.20). Namely we first modify iv′(w′+);v(w+) to Ia on the support of Ea(xa)
by requiring a condition similar to Condition 4.3.27 then use parallel transport
along the minimal geodesic to send Ea(xa).
Case 2: Σa satisfies Condition 4.5.9.2.
In this case we do not need to find ha. We replace iv′(w′+);v(w+) by Ia on the
support of Ea(xa) and use it to send Ea(xa) in the same way as (4.3.20).
Case 3: Σa satisfies Condition 4.5.9.3.
This is the same as Case 2.
We have thus constructed the required Kuranishi neighborhood of x.
Remark 4.5.12. We remark that the evaluation map
(ev+1 , ev
+
2 ) : Vx → X2
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at the two distinguished interior marked points is not a submersion on our Kuranishi
neighborhood Vx. (Note Vx is the set of x
′ such that ∂u′ ≡ 0 mod E(x′). Here
E(x′) is the sum of the images of various E(xa).)
We however can define a fiber product of it with the T n equivariant cycles p(i)
in the same way as in Subsection 4.3.6.
To construct a Kuranishi structure (which is a system of Kuranishi neighbor-
hoods and coordinate changes) we proceed in the same way as [FO, end of 1003-
begining 1004] (See [FOOO11, Section 18] for detail.) as follows. Our argument
is also similar to Subsection 4.3.5. So our discussion below is rather sketchy.
We first note that while we construct the c-Kuranishi structure we take a finite
subset Pℓ(β) ⊂ Mmain0;ℓ (β)/(T n ×Sℓ) and, for each c ∈ Pℓ(β), a data we need to
put obstruction bundle on it, (that is, ~w+c , Nwc,a , Sc, Ec etc.) and a representative
xc.
We also take a finite subset Psphℓ (α) of the moduli space of pseudo-holomorphic
sphere Mℓ(α)/Sℓ and data to define obstruction bundle for each c ∈ Psphℓ (α). We
require that Ec is 0 if α = 0. We also require (4.5.10) to be surjective. We use it
to define a system of component-wise Kuranishi structures on Psphℓ (α) in the same
way as in Subsection 4.3.5.
Now we will take a finite subset Pℓ(β, U0) of Mmain0;ℓ+2(β;U0) by induction on
β∩ω and take various data on it to define a Kuranishi structure onMmain0;ℓ+2(β;U0),
below.
Remark 4.5.13. Those finite sets Psphℓ (α), Pℓ(β, U0) are the subsets of the
moduli space itself (divided by the symmetric groupSℓ only) and not of its quotient
by T n action. (The Kuranishi structures on those moduli spaces are not required
to carry T n action.)
We consider x = (Σ, ~z+, u) ∈ Mmain0;ℓ+2(β;U0), for which in the decomposition
(4.5.8) there exists at least one component satisfying Condition 4.5.9.1. (Namely we
assume that there exists at least one disk bubble.) Suppose also that Assumption
4.5.8 is satisfied. Let x′ = (Σ′, ~z′+, u′) be an object which is close to x in the sense
of Condition 4.5.10.
Let xa be an object which we obtain by restricting the data on x to Σa.
Case 1: Σa satisfies Condition 4.5.9.1.
Let ca ∈ C(xa). This means that the element xa ∈ Mmain0;ℓa (βa) is in a small
neighborhood U(ca) of T
n ×Sℓa orbit of ca ∈ Pℓa(βa). So there exists hca ∈ T n,
µca ∈ Sℓa such that µcaxa is close to hcaca. We can then send Eca to Σ′ in the
same way as above, by using x(ca) where we replace xa by hcaca in x. We thus
obtain
Eca(x
′) ⊂ C∞(Σ′, (u′)∗TX ⊗ Λ0,1).
Case 2: Σa satisfies Condition 4.5.9.2.
Let us consider ca ∈ Psphℓa (αa) such that xa ∈ U(ca). In other words ca ∈ C(xa).
We can then send Eca in the same way as above to obtain
Eca(x
′) ⊂ C∞(Σ′, (u′)∗TX ⊗ Λ0,1).
Case 3: Σa satisfies Condition 4.5.9.3.
We consider Σa together Type II sphere bubbles on it. We thus obtain an
element x̂a ∈Mmain0;ℓa+2(βa;U0).
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Since there exists at least one disk bubble, we have
βa ∩ ω < β ∩ ω.
Therefore by induction hypothesis, we have Pℓa(βa, U0) and data to define obstruc-
tion bundles on each element of it. (On the Type II sphere components, those data
are the same as we described in Case 2. This is a part of induction hypothesis.)
Let ca ∈ Pℓa(βa, U0) such that x̂a ∈ U(ca). In other words, ca ∈ C(x̂a). We
have defined Ea,a0 or Ea,a for each irreducible component of xa and various data
to fix obstruction bundle. We send them to x′ in the same way as before. We thus
obtain
Eca(x
′) ⊂ C∞(Σ′, (u′)∗TX ⊗ Λ0,1).
Summing up these three cases, we define Ex(x
′) by
Ex(x
′) =
⊕
a:Case 1
⊕
ca∈C(xa)
Eca(x
′)⊕
⊕
a:Case 2
⊕
ca∈C(xa)
Eca(x
′)⊕
⊕
a:Case 3
⊕
ca∈C(xa)
Eca(x
′).
We use it to define a Kuranishi neighborhood of x. We have a coordinate change
among these Kuranishi neighborhoods.
By choosing ǫ in Definition 4.2.4 sufficiently small, we may assume that the
union of them consists a Kuranishi neighborhood of ∂Mmain0;ℓ+2(β;U0). In fact,
∂Mmain0;ℓ+2(β;U0) consists of elements x which have at least one disk bubble. We
may choose ǫ in Definition 4.2.4 small so that all the Type I sphere bubbles are
obtained by gluing from the sphere bubbles which are in the tree of sphere bubbles
rooted on a disk bubbles. This implies that we can cover ∂Mmain0;ℓ+2(β;U0) by taking
the Kuranishi neighborhoods of x which satisfies Assumption 4.5.8.
We have thus constructed a Kuranish structure on a neighborhood of ∂Mmain0;ℓ+2(β;U0).
We can then take Pℓ(β, U0) and various data defining obstruction bundles, to
obtain a Kuranishi structure of Mmain0;ℓ+2(β;U0) outside a small neighborhood of
∂Mmain0;ℓ+2(β;U0). We glue these two in the same way as in Subsection 4.3.5 to
obtain a Kuranishi structure on Mmain0;ℓ+2(β;U0).
Therefore we have constructed a system of Kuranishi structures onMmain0;ℓ+2(β;U0)
that satisfies the required properties. The proof of Lemma 4.2.7 is now com-
plete. 
4.5.4. Kuranishi structure on the moduli space of pseudo-holomorphic
annuli I. In this and the next two subsections, we construct a Kuranishi structure
on the moduli space of pseudo-holomorphic annuli. In this subsection we prove
Lemma 3.4.6.
Let x = (Σ, (z1, z2), ~z
+, u) ∈Mannu;main(1,1);ℓ (β). We will define a Kuranishi neigh-
borhood of x. In this subsection, we study the case forget(x) ∈ Mannu;main(1,1);0 is in
the stratum 1 in Lemma 3.4.5. (This is the case when Σ is a (nonsingular) annulus
together with sphere bubbles.)
We decompose Σ as
Σ = Σ0 ∪
⋃
a
Σa, (4.5.11)
where Σ0 is an annulus together with sphere bubbles rooted on it, and Σa are
extended disk components. Then Σa together with marked points on it and the
restriction of u define an element xa ∈ M0;ℓa(βa).
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We define z01 , z
0
2 ∈ ∂Σ0 as follows. If zi ∈ Σ0, then z0i = zi. If not, z0i is the
root of the tree of disk components containing zi. We define x0 ∈Mannu;main(1,1);ℓ0 (β(0))
to be (Σ0, (z
0
1 , z
0
2), ~z
+ ∩Σ0, u|Σ0). We also put v0 = (Σ0, (z01 , z02), ~z+ ∩ Σ0).
We take c(a) = (Σc(a), ~z
+
c(a), uc(a)) ∈ Pℓa(βa) ⊂ M0;ℓa(βa)/(T n × Sℓa) such
that xa ∈ U(c(a)).
While we constructed c-Kuranishi structure, we chose additional marked points
~w+c(a), and Nwc(a),b (in case c(a) is of Type A or B), Sc(a) (in case c(a) is of Type
C). We chose ~w+
c(a) and Nwc(a),b in Type C case also temporary. (The resulting
Kuranishi neighborhood we will construct will be independent of the choice of
them in Type C case.)
By assumption, µc(a)xa is close to (hc(a)c(a), ~w
+
c(a)) with respect to ~w
x,+
c(a), where
µc(a) ∈ Sℓa , hc(a) ∈ T n. We also fixed
Ec(a) ⊂ C∞(Σc(a), u∗c(a)TX ⊗ Λ0,1).
We next describe the data we need to define an obstruction bundle on Σ0. We will
define a finite set Pannuℓ (β) ⊂Mannu;main(1,1);ℓ (β)/Sℓ by an induction on β ∩ ω.
Let c(0) = (Σc(0), (z
c(0)
1 , z
c(0)
2 ), ~z
+
c(0), uc(0)) ∈ Pannuℓ0 (β(0)) which is close to x0.
By assumption the decomposition (4.5.11) is trivial, i.e., only one component, for
c(0).
Let
Σc(0) = Σc(0),0 ∪
⋃
a
Σc(0),a
be the decomposition into the irreducible components. (Here Σc(0),0 is an annulus
and Σc(0),a are spheres.) Then Σc(0),0 (resp. Σc(0),a) together with data induced
from c(0) gives an object which we denote by c(0)0 (resp. c(0)a).
We take additional interior marked points
~w+c(0) = ~w
+
c(0),0 ∪
⋃
a
~w+c(0),a,
where ~w+c(0),0 ⊂ Σc(0),0, ~w+c(0),a ⊂ Σc(0),a. We assume that they have the following
properties:
(1) The source becomes stable after we add ~w+c(0). Exception: If uc(0) is
constant on the annulus component Σc(0),0, then ~w
+
c(0) ∩ Σc(0),0 = ∅.
(2) ~w+c(0),a is an empty set if uc(0) is constant on Σc(0),a.
(3) uc(0) is an immersion in a neighborhood of ~w
+
c(0).
We also choose a codimention 2 submanifold Nw+
c(0),0,b
(resp. Nw+
c(0),a,b
) of X which
intersects transversally to uc(0)(Σc(0),0) (resp. uc(0)(Σc(0),a)) at uc(0)(w
+
c(0),0,b) (resp.
uc(0)(w
+
c(0),a,b)).
We define a finite dimensional subspace
Ec(0) = Ec(0),0 ⊕
⊕
a
Ec(0),a ⊂ C∞(Σc(0), u∗c(0)TX ⊗ Λ0,1) (4.5.12)
as follows:
(1) We assume Ec(0) and the image of Duc(0)∂ generate C
∞(Σc(0), u∗c(0)TX ⊗
Λ0,1).
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(2) If uc(0)|Σc(0),0 (resp. uc(0)|Σc(0),a ) is nonconstant, we assume that uc(0) is
an immersion on the support of Ec(0),0 (resp. Ec(0),a).
(3) If uc(0)|Σc(0),a is constant, we assume that Ec(0),a = 0.
(4) Ec(0) is invariant under the action of Aut+(c(0)). Here Aut+(c(0)) is the
set of biholomorphic maps ϕ : Σc(0) → Σc(0) such that uc(0) ◦ ϕ = uc(0)
and that ϕ preserves ~z+c(0) as a set.
(5) Ec(0),0 (resp. Ec(0),a) is invariant under the action of Aut+(c(0)0) (resp.
Aut+(c(0)a)).
By Conditions 1 and 5, we find that Ec(0) is S
1-invariant, when u is constant
on the annulus component Σc(0),0. We assume that µc(0)x0 is close to (c(0), ~wc(0))
with respect to wx+c(0) in the same sense as Definition 4.3.16.
We consider y = (Σ′, (z′1, z
′
2), ~z
′+, u′) which is close to (x, ~wx+) with respect to
~w′+. Here ~wx+ = ~wx+c(0) ∪
⋃
a ~w
x+
c(a). Note the choice of ~w
x+ depends on c. So this
definition of closed-ness of y to x depends on c. However we have the following
lemma. Here ~wx+(i) , ~w
′+
(i) are ~w
x+, ~w′+ when we consider c(i)(a), c(i)(0) in place of
c(a), c(0).
Lemma 4.5.14. For each ǫ > 0, c(1)(a), c(1)(0), c(2)(a), c(2)(0), there exists
ǫ′ > 0 with the following properties. If y is ǫ′ close to (x, ~wx+(1) ) with respect to ~w
′+
(1),
then there exists ~w′+(2) such that y is ǫ close to (x, ~w
x+
(2) ) with respect to ~w
′+
(2).
The proof of the lemma is easy and is omitted. We will not mention a similar
lemma in later subsections.
We fix c(a) and c(0) for a while. As in the previous sections, we denote by
x(~wx+) the object obtained by adding ~wx+ to x as data of interior marked points.
We define y(~w′+) similarly.
We glue hc(a)c(a) and c(0) and obtain xc = (Σc, (z
c
1, z
c
2), ~z
+
c , uc) such that µcy
is close to (xc, ~w
+
c ) with respect to ~w
′+. (Here µc ∈ Sℓ.)
Remark 4.5.15. We note that the way how we glue c(a) and c(0) to obtain xc
is not canonical. Namely we glue two of the components at their boundaries at the
point which is close to the point where the corresponding components are glued
in x. We use cut-off functions in this process. But there is no canonical way to
determine the precise position where we glue c(a) with c(a′) or c(0).
By this reason there is an ambiguity of the definition of xc. However the
difference between the two choices of xc is small and the argument below is carefully
designed so that this ambiguity will be removed during the construction.
We have a map
iy(~w′+) : Σc \ U(S(Σc))→ Σ′. (4.5.13)
Remark 4.5.16. By the reason explained in Remark 4.5.15, iy(~w′+) is well-
defined only up to small ambiguity.
We now describe the way how we send Ec to y.
Case 1: Suppose uc(0) is nonconstant on Σc(0),0. We replace iy(~w′+) by a map I on
the support of Ec(0),0 in the same way as Condition 4.3.80 and send Ec(0),0 to y in
the same way as (4.3.20).
The construction is the same for Ec(0),a. (Note we assume that Ec(0),a is zero
if u is constant there.)
4.5. CONSTRUCTION OF VARIOUS OTHER KURANISHI STRUCTURES. 261
We note that the ambiguity we mentioned in Remarks 4.5.15, 4.5.16 is removed
during the process to go from i to I. We also note that the map I depends only on
xc(0) and y and is independent of x.
Case 2: Suppose uc(0) is constant on Σc(0),0. We consider the universal family
Mann(1,1),0 →Mann(1,1),0 (4.5.14)
of annuli with one marked point on each boundary component. In a neighborhood
of (Σc(0),0, (z
c(0)
1 , z
c(0)
2 )) we take a trivialization of (4.5.14) as a smooth fiber bundle.
It induces a diffeomorphism
iΣ′0 : Σc(0),0 → Σ′0. (4.5.15)
Here Σ′0 is a component of Σ
′ which is diffeomorphic to an annulus.
We use iΣ′0 together with the parallel transport along the geodesic joining u(x)
to u′(iΣ′0(x)) to send Ec(0),0 to y.
We note that the local trivialization of (4.5.14) is a part of the data which we
fix for each c(0). Therefore the map (4.5.15) depends only on c(0) and y.
Case 3: Suppose c(a) is of Type A. Note we assumed that µc(a)xa is close to
hc(a)c(a). For the simplicity of notation we assume without loss of generality that
µc(a) = 1.
Note the choice of this hc(a) is not canonical. We need to replace hc(a) by ha
that is determined uniquely by c(a) and y.
If h is close to hc(a), then we find w
h+
a,b for each b by requiring u
′(wh+a,b ) ∈ hNa,b.
We also assume that wh+a,b is close to iy(~w′+)(w
+
a,b). Note the choice of w
h+
a,b is
independent of the ambiguity mentioned in Remarks 4.5.15, 4.5.16.
We define the function f(h) by (4.3.15). Then we define ha so that f attains
the unique minimum at ha.
We next replace iy(~w′+) by I in the same way as Condition 4.3.80 and send
Ec(a) to y in the same way as (4.3.20).
Case 4: Suppose c(a) is of Type C. We first find ha. We fixed Sa ⊂ Σc(a),0 as a
part of the data we took for c(a). Then, on Sa, we replace iy(~w′+) by I
h by requiring
Condition 4.3.51. We then use it to define f(h) by (4.3.34). Thus we obtain ha by
requiring that f attains its unique minimum there. The rest of the construction is
the same as Case 3.
Case 5: Suppose c(a) is of Type B. Let Σ′â be the component of Σ
′ containing
iy(~w′+)(Σc(a) \ U(S(Σc(a)))).
Case 5-1: Suppose Σ′â is an extended disk component. We define f+ in the same
way as Case 4 and Subsection 4.3.2. We use it to define ha. The rest is the same
as Case 3.
Case 5-2: Suppose Σ′â is an annulus plus sphere bubbles. Most of the proof is the
same as Case 5-1. However, we need to modify the way how we associate a loop
γhc ∈ Σ′â to each interior singular point zc ∈ Σa (which does not have corresponding
singular point in Σ′). In fact, the construction of γhc in Subsections 4.3.2 and 4.3.4
uses the fact that Σ′â is a disk. The target of the map (4.3.45) is the moduli space
of marked disks. In our situation Σ′â is an annulus.
Remark 4.5.17. The choice of γhc which we provide below looks a bit cumber-
some. There is a simpler choice as follows. We take a metric of constant negative
curvature −1 on Σ′â \ (~z′+ ∪ ~w′+(h)) that is complete and has finite volume. On
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the neck region corresponding to the singular point zc, there is a unique geodesic
of minimal length, by Margulis’ lemma. We may take it as our γhc .
In order to use this choice for our purpose we need to prove a similar estimate as
(4.3.29) for this choice of γhc . The authors have no doubt that it is correct. However,
they do not find a reference which they can directly quote to prove (4.3.29) for this
choice.
For the choice of γhc we made in Subsection 4.3.2 and we take below, we can
use [FOOO11, Lemma 16.18], from which we can prove (4.3.29) easily as we did
in Subsection 4.3.2. This is the reason why we take the current choice of γhc .
To explain this proof in detail, we begin with a digression.
Let c(a)0 be the disk Σa,0 together with data induced from c(a). Note
c(a)0 ∈M0;ℓa,0(βa,0).
Let va,0(~w
+) be Σa,0 together with ~z
+ ∩Σa,0, ~w+ ∩Σa,0, and the interior singular
points of Σ on Σa,0. Note
va,0(~w
+) ∈M0;ℓa,0+ma,0+na,0 .
We define
va,a(~w
+) ∈ Mℓa,a+ma,a+na,a
in the same way by including marked points to Σa,a. Here the right hand side is a
moduli space of spheres with ℓa,a +ma,a + na,a marked points.
We consider the universal family
π : M0,l →M0,l (4.5.16)
of disks with l interior marked points. We take and fix a trivialization of this
fiber bundle in a neighborhood Vva,0(~w+) of va,0(~w
+). The trivialization of (4.5.16)
induces a choice of the coordinate at each point of the boundary of the member of
our family as follows. We take and fix a section s of (4.5.16) so that its image is
not on the boundary of the disk. For each x ∈ M0,l and z0 ∈ ∂(π−1(x)) we take a
biholomorphic map
φ : π−1(x) ∼= h ∪ {∞}
where h = {z ∈ C | Im z ≥ 0}, such that
φ(s(x)) =
√−1, φ(z0) = 0.
We define our coordinate
ϕxz0 : D
2 ∩ h→ π−1(x) (4.5.17)
as the restriction of the inverse of φ. Note this coordinate is determined only by
the data we took for c(a).
We next consider a family of annuli. We put
Σr = ([0, 2]× R)/Z
where Z action is defined by 1 · [x, y] = [x, y + r]. (We put the complex structure
such that x+
√−1y is a complex coordinate.)
For each r and z0 = [0, 0] we take a coordinate of its neighborhood by
ϕrz0(x+
√−1y) = [y,−x], (4.5.18)
where ϕrz0 : D
2 ∩ h → Σr. Let v = (Σv, zsing1 ) ∈ Mann(1;0). (Here zsing1 will become
the point of ∂Σc(0),0 where the root of the tree of disk components containing c(a)
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will be attached.) We identify Σv ∼= Σr by biholomorphic map which sends zsing1
to z0 ∈ Σr. Such r and the biholomorphic map exist uniquely. Then (4.5.18)
determines a coordinate at zsing1 .
Now we go back to our situation. Note that c(a) is attached to one of the two
boundary components ∂1Σc(0) or ∂2Σc(0). We may assume without loss of generality
that it is attached to ∂1Σc(0).
LetV+a,0 (resp. Va,a) be a neighborhood of c(a)
+
0 (resp. c(a)a) inM1,ℓa,0+ma,0+na,0
(resp. Mℓa,a+ma,a+na,a). Here to obtain c(a)+0 from c(a)0 we add one boundary
marked point as follows. There exists a unique connected component of Σc \ Σc(a)
which contains an annulus. The boundary marked point we add is the singular
point on Σc(a) which is contained in the closure of this connected component.
Let Vmain(1;0) be a neighborhood of (Σc(0),0, z
sing
1 ) in Mann(1,0);0.
As a part of the data consisting c(a), the coordinate of the interior marked
points of Σc(a) is included. We glue an element of V
+
a,0 with an element of V
main
(1;0)
at the unique boundary marked point of the former and the boundary marked
point zsing1 of the latter. Note we fixed the coordinates around these two boundary
marked points.
Thus we obtain the following map:
Ψ : D2(ǫ)S × [0, ǫ)×V+a,0 ×
∏
a
Va,a ×Vmain(1,0) →Mann(0,0);ℓa+ma , (4.5.19)
which is injective and is a diffeomorphism to an open set. Here S is the set of
interior singular points in c(a) and ℓa = #~z
+
a , ma = #~w
+
a . The definition of Ψ is
similar to (4.3.26).
Remark 4.5.18. In the situation of Remark 4.3.7, where uc(a) is constant on
Σc(a),0 and Σc(a),0 contains only one special point (an interior singular point), we
replace D2(ǫ)S by D2(ǫ)S−1 × [0, ǫ).
For each h which is close to hc(a), we obtain ~w
′+
a (h) ⊂ Σ′â by requiring w′+a,b(h) ∈
hNwa,b . By definition (Σ
′
0, z
0
2 , ~z
′+
a ∪ ~w′+a (h)) is contained in the image of (4.5.19).
Using this fact, we can define a loop γhc in the same way as in Subsection 4.3.2.
We use it to define f+ by (4.3.28). Then ha is the point where f+ attains its
minimum. The rest of the construction is the same as the other cases.
Thus we have defined linear embeddings Ec(0) → C∞(Σ′, (u′)∗TX ⊗ Λ0,1) and
Ec(a) → C∞(Σ′, (u′)∗TX ⊗ Λ0,1). We denote by Ec(0)(y), Ec(a)(y) their images.
We put
E(y) =
⊕
c(0)∈C(x0)
Ec(0)(y) ⊕
⊕
a
⊕
c(a)∈C(xa)
Ec(a)(y). (4.5.20)
Using this choice of E(y), we define a Kuranishi neighborhood of x. Our con-
struction is designed so that there is a coordinate change among those Kuranishi
neighborhoods such that the Kuranishi structure obtained has required properties.
4.5.5. Kuranishi structure on the moduli space of pseudo-holomorphic
annuli II. We next construct a Kuranishi structure on a neighborhood of forget−1([Σ2]).
Let x = (Σ, (z1, z2), ~z
+, u) ∈ forget−1([Σ2])∩M(1,1);ℓ(β). We decompose Σ into ex-
tended disk components as
Σ = Σt1 ∪ Σt2 ∪
⋃
a
Σa. (4.5.21)
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Here Σt1 and Σ
t
2 are the extended disk components to which we apply t-perturbation
and Σa are extended disk components to which we apply c-perturbation. We de-
termine Σt1, Σ
t
2 as follows. (We will define z
0
i ∈ Σti at the same time.)
We take Σmain ⊂ Σ that is a union of extended disk components such that Σmain
is not simply connected but if we remove any one of the extended disk components
from Σmain then it becomes simply connected. The unique existence of such Σmain
is obvious.
If zi ∈ Σmain, then Σti is the unique extended disk component in Σmain which
contains zi, by definition. We also put zi = z
0
i .
Suppose zi /∈ Σmain. Then there exists a maximal tree of disk components of
Σ \ Σmain that contains zi. The extended disk component Σti is by definition the
unique extended disk component of Σmain where this tree of disk components is
rooted. The point z0i is by definition the root of this tree of disk components.
For each extended disk component Σα in Σmain there are two boundary singular
points z1α, z
2
α where Σα are attached to other extended disk components of Σmain.
We use orientation of Σmain so that the enumeration z
1
α, z
2
α respects the cyclic order.
(See Figure 4.5.1.)
Σα
z
α
2
z
α
1
z2
0
z1
0
Figure 4.5.1
We put
(Σt1, (z
0
1 , z
1
t,1, z
2
t,1), ~z
+ ∩ Σt1, u) = xt1 ∈Mmain3,ℓ1 (β1) =M(0,0,0),ℓ1(β1),
(Σt2, (z
0
2 , z
1
t,2, z
2
t,2), ~z
+ ∩ Σt2, u) = xt2 ∈Mmain3,ℓ2 (β2) =M(0,0,0),ℓ2(β2),
(Σa, ~z
+ ∩ Σa, u) = xa ∈ Mℓa(βa).
(4.5.22)
Here z1t,1 is the point z
1
α where Σα = Σ
t
1. The boundary marked points z
2
t,1, z
1
t,2,
z2t,2 are defined in the same way.
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Let cti ∈ P3,ℓi(βi) be an element such that [xti] ∈ U(cti). Here P3,ℓ(β) is a finite
subset ofMmain3,ℓ (β)/(T n×Sℓ), which we defined while we constructed t-Kuranishi
structure on Mmain3,ℓ (β).
Let ca ∈ Pℓa(βa) be an element such that xa ∈ U(ca). Here Pℓ(β) is a finite
subset ofMℓ(β)/(T n×Sℓ), which we defined while we constructed the c-Kuranishi
structure on Mℓ(β).
We took additional marked points ~wt+i of c
t
i, codimension 2 submanifolds N
t
i,b
of X and obstruction spaces Ecti . We also took additional marked points ~w
+
a of ca
and codimension 2 submanifolds Na,b if ca is either of Type A or B. In case ca is of
Type C we temporary take them. In case ca is of Type C we took circles Sa. We
also took the obstruction space Eca for each a.
By assumption, µx
t
ixti is close to (h
0t
i c
t
i, ~w
t+
i ) with respect to ~w
xt+
i and µ
xaxa is
close to (h0aca, ~w
+
a ) with respect to ~w
x+
a . (Here µ
xti ∈ Sℓi , µxa ∈ Sℓa , h0ti , h0a ∈ T n.)
We fix cti and ca for a while.
By gluing cti, ca, we obtain c = (Σc, (z
c
1, z
c
2), ~z
+
c , uc). (There is a similar ambi-
guity as mentioned in Remark 4.5.15. We will remove it during the construction
below.) On Σc, we have the set of additional marked points ~w
+
c that is a union of
~wt+i and ~w
+
a . Let ~w
x+ be the union of ~wxt+i and ~w
x+
a .
Let y = (Σ′, (z′1, z
′
2), ~z
′+, u′) be an object. Suppose µ1y is close to (hx, ~wx+)
with respect to ~w′+. We have a map
iy(~w′+) : Σc \ U(S(Σc))→ Σ′. (4.5.23)
Below we define the way how we send Ecti , Eca to Σ
′. For simplicity of notation we
assume µ1 = 1.
We first describe the way how we send Ect1 . The case of Ect2 is entirely similar.
Note xt1 is close to (h
0t
1 c
t
1, ~w
t+
1 ) with respect to ~w
xt+
1 . However, the choice of
h0t1 is not canonical. We first replace it by h
t
1 which is determined by y and c
t
1 only
without ambiguity.
We start with a digression. Since (Σt1,0, (z
0
1 , z
1
t,1, z
2
t,1)) is a disk with three
boundary marked points, there exists uniquely a biholomorphic map
ϕ : Σt1,0 → {z ∈ C | Re z ∈ [0, 1]} ∪ {±
√−1∞}, (4.5.24)
such that ϕ(z01) = 1, ϕ(z
1
t,1) = +
√−1∞, ϕ(z1t,2) = −
√−1∞. Let Σ′0 be the
irreducible component of Σ′ that is an annulus. There exists a unique T > 0 such
that Σ′ is biholomorphic to
{z ∈ C | Re z ∈ [0, 1], Im z ∈ [−T, T ]}/ ∼
where −T√−1 ∼ T√−1. We define a biholomorphic map
Φ : Σ′ → {z ∈ C | Re z ∈ [0, 1], Im z ∈ [−T, T ]}/ ∼
by requiring Φ(z01) = 1. Here z
0
1 ∈ ∂Σ′0 is defined as follows. If z1 ∈ Σ′0, then
z1 = z
0
1 . If not, there exists a tree of disk components of Σ
′ which contains z1
and which is rooted on Σ′0. Then z
0
1 is by definition the root of this tree of disk
components.
We now describe the way how to define ht1.
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In the case when uct1 is nonconstant, we can find such h
t
1 in the same way as
in Subsection 4.3.4. Note that in case when ct1 is of Type B, we consider the map
Ψ : D2(ǫ)S × (T0,∞]×Vct1,0 ×
∏
a
Vct1,a →Mann(0,1);ℓ1+m1 . (4.5.25)
Here ct1,0 (resp. c
t
1,a) is obtained by restricting the data of c
t
1 to the disk component
(resp. a sphere component) and regarding interior singular points as marked points.
Vct1,0 (resp. Vct1,a) is an neighborhood of c
t
1,0 (resp. c
t
1,a) in the moduli space of
marked disks (resp. spheres). m1 = #~w
t+
1 . The factor D
2(ǫ)S parametrizes the
way how to smoothen the interior singular points. The factor (T0,∞] parametrizes
the way how to obtain {z ∈ C | Re z ∈ [0, 1], Im z ∈ [−T, T ]}/ ∼ from {z ∈ C |
Re z ∈ [0, 1]} ∪ {±√−1∞}. The map Ψ is defined in the same way as (4.3.26).
Using Ψ we define γhc in the same way as in Subsection 4.3.2. We use it to define a
function f+ and then an element htt. Using h
t
t we send Ect1 to Σ
′ in the same way
as (4.3.20).
Suppose ucti is constant. While we defined t-Kuranishi structure, we chose
w0 ∈ Int Σti,0 where Σti,0 is the disk component. We use ϕ in (4.5.24) to obtain
ϕ(w0). Assuming y is sufficiently close to x, we may assume T large so that
|Imϕ(w0)| < T . Then we may regard Φ−1(ϕ(w0)) ∈ Σ′. We put
f(h′) = dist(u′(Φ−1(ϕ(w0))), h′u(w0))2.
This is a strictly convex function. We define ht1 so that f attains its minimum at
ht1.
We may also assume that
sup{|Imϕ(z)| | z ∈ SupportEct1,0} < T.
Therefore Φ−1 ◦ ϕ defines an embedding : SupportEct1,0 → Σ′. We use it and the
parallel transport along the minimal geodesic in X to send Ect1,0 to Σ
′.
We next describe the way how we send Eca to Σ
′. Let Σ′â be a component of
Σ′ such that
iy(w˜′+)(Σca \ U(S(Σc))) ⊂ Σ′â
where iy(w˜′+) is as in (4.5.23).
In case Σ′â is an extended disk component we can send Eca to Σ
′ in the same
way as in Subsection 4.3.4.
In case ca is of Type A or C, the way how we send Eca to Σ
′ is again the same
as in Subsection 4.3.4.
We finally study the case when ca is of Type B. We consider (Σc, ~z
+
a ∪ ~w+a ).
(Namely we consider only the marked points on Σca and forget all the other marked
points.) We shrink the disk or sphere components of Σc which becomes unstable,
inductively, and denote by Σ the curve we obtain in this way.
Lemma 4.5.19. Σ satisfies one of the following two alternatives.
(1) Σ has only one extended disk component which intersects with itself at one
point.
(2) Σ has two extended disk components. The first component intersects with
itself. The second component intersects with the first component at one
point.
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Proof. If Σa ⊂ Σ is contained in Σmain, then 1 occurs. Otherwise 2 occurs.
(See Figure 4.5.2.) 
Σ
ca
Σ
ca
1 2
Figure 4.5.2
We note that all the marked points are on the second component in case of
Lemma 4.5.19.2.
Case 1: Suppose Σ satisfies Lemma 4.5.19.1. We decompose Σca into irreducible
components. Its disk component (resp. sphere components) gives ca,0 (resp. ca,a).
Let ℓa,0,ma,0, na,0 (resp. ℓa,a,ma,a, na,a) be the number of elements of ~z
+
a , ~w
+
a and
the singular points on Σca,0 (resp. on Σca,a). We consider the universal family
π : M0;ℓa,0+ma,0+na,0 →M0;ℓa,0+ma,0+na,0 (4.5.26)
of marked disks. Let Vca,0 be a neighborhood of ca,0 (with the map uca,0 being
forgotten) in M0;ℓa,0+ma,0+na,0 . As a part of the data we fix for ca we took a
trivialization (as a smooth manifold) of (4.5.26) on Vca,0 . We use it to define a
coordinate at each point of ∂π−1(Vca,0) as in (4.5.17).
We use this coordinate (and the coordinate at the interior marked points) to
define a map
Ψ : D2(ǫ)S × [0, ǫ)× C1 × C2 ×Vca,0 ×
∏
a
Vca,a →Mann(0,1);ℓa+ma . (4.5.27)
Here Vca,a is a neighborhood of c
t
a,a (with map being forgotten) in the moduli
space of marked spheres, and ma = #~wa. The factor D
2(ǫ)S parametrizes the way
how to smoothen the interior singular points. The factor [0, ǫ) parametrizes the
way how to smoothen the self intersection of the disk component. The parameter
spaces C1, C2 are diffeomorphic to the arcs and parametrize the position of the
self intersection of the disk component. The map Ψ is defined in the same way as
(4.3.26) and (4.5.25).
Remark 4.5.20. In the situation of Remark 4.3.7, where uc(a) is contant on
Σc(a),0 and Σc(a),0 contains only one special point (an interior singular point), we
replace D2(ǫ)S by D2(ǫ)S−1 × [0, ǫ).
It is easy to see that (Σ′0, ~z′+a ∪ ~w′+a ) is in the image of (4.5.27). We can then
define γhc in the same way as in Subsection 4.3.2. We use it to define a function f+
and then an element ha. We use ha to send Eca to Σ
′ in the same way as (4.3.20).
Case 2: The case when Σ satisfies Lemma 4.5.19.2. We identify the first comonent
there with
{z ∈ C | Re z ∈ [0, 2]} ∪ {∞}. (4.5.28)
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Here ∞ is the boundary point (regarded as a point in the Riemann sphere) where
the disk intersects with itself at the boundary. We define its coordinate at z0 = (0, 0)
by (4.5.18). We then obtain a map
Ψ : D2(ǫ)S × [0, ǫ)× (T0,∞]× C ×Vca,0 ×
∏
a
Vca,a →Mann(0,1);ℓa+ma . (4.5.29)
Here we use the factor T ∈ (T0,∞] to deform the singularity of (4.5.28) to
{z ∈ C | Re z ∈ [0, 2], Im z ∈ [−T, T ]}/ ∼, (4.5.30)
where z ∼ 2T√−1+z. [0, ǫ) is the parameter to deform the singularity which is the
intersection point of the first and the second components. C is an open set of an
arc which parameterizes the position of the boundary singular point of the second
component.
We use (4.5.29) to define the loop γhc in the same way as Case 1. The rest of
the proof is the same as Case 1.
We have thus described the way how we send obstruction spaces to Σ′. We can
then define E(y) by
E(y) =
⊕
i=1,2
⊕
cti∈C(xti)
Ecti (y) ⊕
⊕
a
⊕
ca∈C(xa)
Eca(y). (4.5.31)
We can use it to define a required Kuranishi structure on a neighborhood of
forget−1([Σ2]).
4.5.6. Kuranishi structure on the moduli space of pseudo-holomorphic
annuli III. We next construct a Kuranishi structure on a neighborhood of forget−1([Σ1]).
Namely we prove Lemma 3.4.15. The construction is similar to one given in Sub-
section 4.5.3. Let x = (Σ, (z1, z2), ~z
+.u) ∈ forget−1([Σ1]) ∩M(1,1);ℓ(β).
Since forget(x) = [Σ1], there exists a canonical map π : Σ → Σ1. Recall that
Σ1 is a union of two disks glued at interior points. So we have exactly two disk
components Σm1 , Σ
m
2 of Σ on which π is nonconstant. We enumerate them so that
∂Σmi ⊂ ∂iΣ.
We take the (unique) minimal union of sphere components Σ(II, a), a = 1, . . . , N ,
such that
Σmain = Σ
m
1 ∪ Σm2 ∪
⋃
a=1,...,N
Σ(II, a) (4.5.32)
is connected. We take z0i ∈ IntΣmi such that
{z0i } = (Σmain \ Σmi ) ∩Σmi .
The disk components which are not Σm1 , Σ
m
2 are denoted by Σ
c
i,a, i = 1, 2, a =
1, . . . , Ni, where ∂Σ
c
i,a ⊂ ∂iΣ.
A sphere component other than Σ(II, a) is contained in a tree of sphere com-
ponents which satisfy one of the following:
Condition 4.5.21. (1) The tree of sphere components is rooted on Σm1 .
(2) The tree of sphere components is rooted on Σm2 .
(3) The tree of sphere components is rooted on Σ(II, a).
(4) The tree of sphere components is rooted on Σc1,a.
(5) The tree of sphere components is rooted on Σc2,a.
We identify (Σmi , z
0
i )
∼= (D2, 0) by a biholomorphic map and choose ǫ > 0
sufficiently small.
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Definition 4.5.22. (1) A sphere component is of Type I if it is contained
in the tree of sphere components satisfying Condition 4.5.21.4 or 5.
(2) A sphere component is of Type I if it is contained in the tree of sphere
components satisfying Condition 4.5.21.1 or 2 and dist(w, ∂Σmi ) < ǫ, where
w is the root of this tree of sphere components.
(3) Σ(II, a) is a sphere component of Type II.
(4) A sphere component is of Type II if it is contained in the tree of sphere
components satisfying Condition 4.5.21.3.
(5) A sphere component is of Type II if it is contained in the tree of sphere
components satisfying Condition 4.5.21.1 or 2 and dist(w, z0i ) < ǫ, where
w is the root of this tree of sphere components.
(6) All the other sphere components are of Type III.
Definition 4.5.23. A system of Kuranishi structures of Mann;main(k1+1,k2+1);ℓ(β)
in a neighborhood of its intersection with forget−1([Σ1]) is said to be partially
component-wise on forget−1([Σ1]) if the following holds:
We consider the stratification of Mann;main(k1+1,k2+1);ℓ(β) ∩ forget
−1([Σ1]) such that
each stratum is a fiber product of
Mmainki,j+1;ℓi,j (β(i,j)), i = 1, 2, j = 1, . . . ,mi, (4.5.33)
or
Mℓ′j (αj), j = 1, . . . ,m′ (4.5.34)
or
Mmaink′1+1;ℓ′′1 (β
′
1), (4.5.35)
or
Mmaink′2+1;ℓ′′2 (β
′
2), (4.5.36)
where we have
∑
j ki,j = ki + mi,
∑
i,j β(i,j) +
∑
j αj + β
′
1 + β
′
2 = β,
∑
i,j ℓi,j +∑
j ℓ
′
j + ℓ
′′
1 + ℓ
′′
2 = ℓ+m
′ + 1.
We require that there is exactly one component each as in (4.5.35), (4.5.36).
They play the role of Σm1 and Σ
m
2 in (4.5.32), respectively.
For the factor (4.5.34), we require the corresponding sphere components are of
type II. (In other words, we include a tree of sphere components of Type I or III to
the disk component on which it is rooted.)
Then the Kuranishi structure on forget−1([Σ1]) is compatible with this fiber
product description of the stratum of this stratification. Here we use the c-Kuranishi
structure for the factor (4.5.33). For the factor (4.5.34), we use the Kuranishi
structure which was used in Subsection 4.5.3 for the factor (4.2.10). For the factors
(4.5.35), (4.5.36), we use a Kuranishi structure similar to one we used in Subsection
4.5.3 for the factor (4.2.11). (Namely the case of Condition 4.5.9.3). We however
require the following in this case: The exponential map at z0i ∈ IntΣmi gives a
surjective map:
Eval : (Du
ct
i
∂)−1(Ecti )→ Tuct
i
(z0i )
X. (4.5.37)
Remark 4.5.24. (1) Since we assume (4.5.37) to be surjective, we need
to put nontrivial obstruction space on the disk component in case ucti is
constant on the disk component, also.
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(2) We use surjectivity of (4.5.37) to show that the fiber product which cor-
responds to the gluing at Dm1 ∩Dm2 (and a similar gluing in case there is
a line of Type II sphere bubbles between Dm1 and D
m
2 ) is transversal.
In the rest of this subsection, we will construct such partially component-wise
Kuranishi structure which also has the properties formulated in Lemma 3.4.6. Since
our Kuranishi strucrture is compatible with forgetful map
Mann;main(k1+1,k2+1);ℓ(β)→M
ann;main
(1,1);ℓ (β)
it suffices to consider the case k1 = k2 = 0. The obstruction spaces we put to each
of the factors are specified in Definition 4.5.23. So it suffices to describe the way
how we send them to nearby objects. We assume:
Assumption 4.5.25. All the Type I sphere components are on the disk bubble.
This is the same as Assumption 4.5.8. By the same reason as in Subsection 4.5.3
we only need to consider the case when the center of our Kuranishi neighborhood
x satisfies Assumption 4.5.25.
Let x = (Σ, (z1, z2), ~z
+.u) ∈ forget−1([Σ1]) ∩M(1,1);ℓ(β). We decompose
Σ =
⋃
α∈A
Σa
such that each Σa satisfies one of the following:
Condition 4.5.26. (1) Σa is one of Σ
c
a together with trees of sphere com-
ponents of type I.
(2) Σa is a sphere component of Type II.
(3) Σa is one of Σ
w
i together with trees of sphere components of type III. (In
other words it is one of (4.5.35) or (4.5.36) where k′i = 0.)
Thanks to Assumption 4.5.25, such a decomposition exists and is unique.
We denote by xa the component Σa together with data induced from x. We
take c(a) = (Σc(a), ~z
+
c(a), uc(a)) such that:
(1) The case of Condition 4.5.26.1. Here c(a) ∈ Pℓa(βa), xa ∈ U(c(a)) and
xa ∈M0;ℓa(βa).
(2) The case of Condition 4.5.26.2. Here c(a) ∈ Psphℓa (αa), xa ∈ U(c(a)) and
xa ∈Mℓa(αa).
(3) The case of Condition 4.5.26.3. Here c(a) ∈ Pℓa(βa), xa ∈ U(c(a)) and
xa ∈M0;ℓa(βa).
Let y = (Σ′, ~z′+, u′) be close to x. We will describe the way how we send
Ec(a) (which is the obstruction space that we defined already as is mentioned in
Definition 4.5.23) to Σ′.
We note that in Case (1) we need to determine ha also. In the other two cases,
we do not need to determine ha. (Note that we do not claim our Kuranishi structure
to be T n equivariant.)
In Case (2) the way how we send Ec(a) to Σ
′ is the same as (4.3.20). (Note in
this case we assumed that uc(a) is an immersion on the support of Ec(a).)
Case (3): We decompose
Σc(a) = Σc(a),0 ∪
⋃
a
Σc(a),a
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where Σc(a),0 is a disk and Σc(a),a are spheres. (Note Σc(a),0 is either Σ
m
1 or Σ
m
2 .)
The obstruction spaces are decomposed as
Ec(a) = Ec(a),0 ⊕
⊕
a
Ec(a),a.
Note we assumed that uc(a) is an immersion on the support of Ec(a),a. So the way
how we send Ec(a),a to Σ
′ is the same as (4.3.20).
In case uc(a) is nonconstant on Σc(a),0, we can send Ec(a),0 to Σ
′ in the same
way as (4.3.20).
Let us discuss the case when uc(a) is constant on Σc(a),0. We consider marked
points z+c(a) on each component Σc(a),0, Σc(a),a. We also took additional marked
points ~w+c(a). (When u|Σc(a),a is constant, we do not take additional marked points
on Σc(a),a.) Then Σc(a),0 and Σc(a),a together with them and singular points on
them define elements v(c(a), 0)(~w+) ∈ M0;ℓc(a),0+mc(a),0+nc(a),0 , v(c(a), a)(~w+) ∈
Mℓc(a),a+mc(a),a+nc(a),a , respectively. Let Vc(a),0, Vc(a),a be their neighborhoods.
We define a map
Ψ : D2(ǫ)S × [0, ǫ)×Vc(a),0 ×
∏
a
Vc(a),a →Mann(0,0);ℓa+ma . (4.5.38)
Here S is the set of interior singular points on c(a) and D2(ǫ)S is used as the
gluing parameter of the interior singular points. The parameter [0, ǫ) is used as
follows. Suppose Σa = Σ
w
1 . Then [0, ǫ) is the gluing parameter to glue Σ
w
1 with
Σw2 . Namely, for δ ∈ [0, ǫ) we identify x ∈ Σw1 with y ∈ Σw2 if xy = δ. (Note we
identify (Σmi , z
0
i )
∼= (D2, 0).) (This gluing parameter is [0, ǫ) and is not D2(ǫ), since
we forget all the marked points on Σm2 .) The other parts of the construction of
(4.5.38) is the same as (4.3.26) and (4.5.25).
When we took ~w+c(a), we took codimension 2 submanifolds Nwc(a),b at the same
time. We require u′(w′+c(a),b) ∈ Nwc(a),b to define ~w′+c(a) ⊂ Σ′.
Among the interior marked points ~z′+ we take those corresponding to ~z+
c(a) and
denote them as ~z′+c(a).
Let Σ′0 be the irreducible component of Σ
′ that is an annulus. (Here we consider
the case when forget(y) 6= [Σ1]. The case forget(y) = [Σ1] is similar and simpler and
so is omitted.) Note ~w′+c(a), ~z
′+
c(a) ⊂ Σ′0. Moreover, by construction, (Σ′0, ~w′+c(a)∪~z′+c(a))
is in the image of (4.5.38).
Using this fact and a trivialization of the universal family on Vc(a),0, we obtain
a smooth open embedding from the support of Ec(a),0 to Σ
′
0. We use this map
together with the parallel transport along the minimal geodesic onX to send Ec(a),0
to Σ′ as (4.5.6).
We finally discuss Case (1). If c(a) is either of Type A or C, the construction
is the same as in Subsection 4.3.4. (Namely we first define ha by using a function
similar to f (that is defined by using additional marked points (Type A) or circles
(Type C)). Then we use it to send Ec(a) to Σ
′
0.
Suppose c(a) is of Type B. We may assume without loss of generality that c(a)
is contained in a tree of extended disk components which is attached to Σm1 . We
identify
Σm1 = {z ∈ C | Re z ∈ [0, 2], Im z ≥ 0}/ ∼
Σm2 = {z ∈ C | Re z ∈ [0, 2], Im z ≤ 0}/ ∼,
(4.5.39)
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where z ∼ 2 + z. For T large, we glue them by identifying z ∈ Σm1 and z′ ∈ Σm2
if z − 2T√−1 = z′ + 2T√−1. (We then obtain an annulus ∼= {z ∈ C | Re z ∈
[0, 2], Im z ∈ [−T, T ]}/ ∼ where z ∼ 2 + z.
We take z0 = a ∈ ∂Σm1 and define a coordinate z 7→ z + 1, D1(1) ∩ h → Σm1 .
We use this coordinate to define a map
Ψ : D2(ǫ)S × (T0,∞]× C ×Vc(a),0 ×
∏
a
Vc(a),a →Mann(0,0);ℓa+ma (4.5.40)
in a similar way as (4.5.38). Here T ∈ (T0,∞] is the parameter as above and C is a
an open set of an arc which parametrizes the point of the boundary of c(a) where
we attach it to Σm1 at z0. We use (4.5.40) to obtain a loop γ
h
c . We use γ
h
c to define
a function similar to f+ and use it to take ha. Then we use ha to send Ec(a) to Σ
′
0.
Therefore we have constructed a Kuranishi structure of a neighborhood of
Mann;main(k1+1,k2+1);ℓ(β) ∩ forget
−1([Σ1]).
Now, we glue three Kuranishi structures obtained in Subsections 4.5.4, 4.5.5,
4.5.6 by taking the sum of the obstruction bundles on the ‘annulus part’. Here ‘an-
nulus part’ means the components contained in Σmain in the situation of Subsection
4.5.5 and the cases (4.5.34), (4.5.35), (4.5.36) in the situation of Subsection 4.5.6.
We can take the obstruction spaces of the ‘annulus part’ so that the above sum
is a direct sum, as follows. Our construction is done by induction of the stratum and
on the dimension of the stratum. So the actual order to perform the construction
is: we first construct Kuranishi neighborhoods in the situation of Subsections 4.5.5,
4.5.6 and then in the situation of Subsection 4.5.4. Therefore while we define the
obstruction space (4.5.12) we may choose it so that it is linearly independent to
those we have chosen in the situation of Subsections 4.5.5, 4.5.6.
We also note that the way how we send the obstruction bundles supported
on the extended disk components on the disk bubble (that is the part other than
‘annulus part’ in the above sense), coincides for the constructions in Subsections
4.5.4, 4.5.5, 4.5.6. This fact is mostly obvious. The only point to check is that the
coordinates we use on the boundary marked points on the annuli coincide (up to
constant multiplication) for the three constructions. This is immediate from the
explicit choice of such coordinates we gave.
Therefore the proofs of Lemmata 3.4.6 and 3.4.15 are now complete. 
4.6. Proof of Lemma 2.6.27
.
In this section we prove Lemma 2.6.27. Let us restate it below. We continue
to use the notation of Section 2.6.
Proposition 4.6.1.
lim
i→∞
(ev0)∗
(
forget−1([Σ3,i])
)
= (ev0)∗
(
forget−1([Σ0])
)
. (4.6.1)
Proof. Let
◦
M1(α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆)
be the subset of M1(α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆) consisting of elements that do not
satisfy any of Condition 2.6.10. (Here β′ + α = β. We note that α is determined
by β, β′ under this condition.)
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We take an increasing sequence of compact subsets
NK1 (α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆)
of
◦
M1(α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆) indexed by positive integers K such that⋃
K
NK1 (α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆) =
◦
M1(α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆).
We first prove the following:
Lemma 4.6.2.∑
α#β′=β
∑
ℓ1+ℓ2=ℓ
lim
K→∞
∫
NK1 (α;β′;fa(1),fa(2);ℓ1,ℓ2;∆)
ev∗0(volL(u))
= (ev0)∗
(
forget−1([Σ0])
)
.
(4.6.2)
Here volL(u) is a smooth differential n-form on L(u) such that
∫
L(u) volL(u) = 1
and forget in the right hand side is the map given by (2.6.3):
forget :Mmain1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh)→Mmain1;2 .
We will define the left hand side of (4.6.2) precisely below during the proof.
Proof. Note that we use a family of multisections parametrized by a certain
space with a smooth probability measure to define the integration along the fiber
(ev0)∗ in [FOOO6, Section 12]. We first review this definition. We cover the moduli
space Mmain1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh) ∩ forget−1([Σ0]) by finitely many Kuranishi
neighborhoods (Vp, Ep,Γp, sp, ψp), p ∈ P of Mmain1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh) so that
they consist a part of the good coordinate system (see [FOOO4, Lemma A1.11])
ofMmain1;ℓ+2(β; fa(1)⊗ fa(2)⊗ b⊗ℓhigh). (Here Ep is the obstruction bundle, Γp is a finite
group acting on Vp, sp is the Kuranishi map, and ψp is a homeomorphism from
s−1p (0)/Γp to an open set of our moduli space M1(α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆).)
By Lemma 2.6.16.6 and Lemma 2.6.13, the Kuranishi neighborhood of elements
of M1(α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆) is obtained from (Vp, Ep,Γp, sp, ψp) as follows.
Let x ∈ M1(α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆) and Glue(x) = ψp([y]) with y ∈ s−1p (0) ⊂
Vp. Then a Kuranishi neighborhood of x is (V
−
p (β
′), (Γp)y, sp,Glue−1 ◦ ψp), where
V −p (β′) is a codimension 2 submanifold of Vp, (Γp)y = {γ ∈ Γp | γy = y} and we
denote the restrictions of sp, ψp by the same symbol. Note the forgetful map
forget :M1(α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆)→Mmain1;2
is extended to the Kuranishi neighborhoods and we may take
V −p (β
′) ⊆ Vp ∩ forget−1([Σ0]).
Moreover, V −p (β′) contains an open neighborhood of y in Vp ∩ forget−1([Σ0]) if
x ∈
◦
M1(α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆). (Otherwise there are finitely many codimension
two submanifolds which contain x and intersect transversally so that their union
contains a neighborhood of x in Vp ∩ forget−1([Σ0]).)
We can choose a good coordinate system of M1(α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆) and
a good coordinate system of Mmain1;ℓ+2(β; fa(1) ⊗ fa(2) ⊗ b⊗ℓhigh) on a neighborhood of
forget−1([Σ0]) so that the index sets are both P and the members of the good coor-
dinate system ofM1(α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆) are (V −p (β′), (Γp)y, sp,Glue−1 ◦ψp).
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(This is a consequence of Lemma 2.6.16.6 and the construction of good coordinate
system.) Moreover, we may assume (Γp)y = Γp.
To define (ev0)∗ we take a finite dimensional manifold Wp for each p together
with ωp a top degree form with compact support on Wp. We also take a partition
of unity χp associated to our good coordinate system. (See [FOOO6, Definition
12.10].)
Our family of multisections, s, gives a multisection sp on Vp/Γp ×Wp for each
p. They satisfy appropriate compatibility conditions, as formulated in [FOOO6,
Definition 12.8]. (We may also regard sp as a Γp equivariant map Vp × Wp →
Slp(Ep), where S
lp(Ep) is the lp-th symmetric power of the fiber of our vector
bundle. We use the same symbol sp by abuse of notation.)
The zero set s−1p (0)∩ (Vp×Wp) is a finite union of smooth submanifolds. (Note
s−1p (0) is the union of the zero sets of the branches. The zero set of each branch
is a smooth submanifold by transversality.) Moreover, its zero set is transversal to
Glue in the sense of Lemma 2.6.16.6. Namely s−1p (0) ∩ Vp is transversal to V −p (β).
Now by definition we have
(ev0)∗
(
forget−1([Σ0])
)
=
∑
p∈P
1
#Γplp
∫
s−1p (0)∩Vp∩forget−1([Σ0])
χp(ev0)
∗(volL(u)) ∧ ωp. (4.6.3)
Here lp is the number of branches.
Remark 4.6.3. In [FOOO6, Section 12] we cover each Kuranishi neighborhood
by finitely many open sets so that on each open set the number of branches does not
change. (See [FOOO6, Definition 12.5].) We omit this process here for simplicity.
Actually we can subdivide the Kuranishi neighborhood Vp furthermore so that the
number of branches does not change on each Vp already without taking finer cover.
We note that the intersection (Vp∩forget−1([Σ0]))×Wp is not a smooth subman-
ifold in general. However, it is a finite union of smooth submanifolds V −p (β′)×Wp
for various β′. Moreover, the zero set of each branch of sp is transversal to these
submanifolds by Lemma 2.6.16.6. Therefore the integration in the right hand side
of (4.6.3) is well defined.
We next discuss the left hand side of (4.6.2). We note that an element of Vp is
regarded as ((Σ, ~z, w), (y1, y2)), where (Σ, ~z, w) is a pair of marked bordered semi-
stable curve (Σ, ~z) and a map w : Σ → X , and (y1, y2) ∈ fa(1) × fa(2). (The map
w may not be pseudo-holomorphic.) So if (Σ, ~z, w) ∈ forget−1([Σ0]), we may say
whether it satisfies Condition 2.6.10 or not. We define
◦
V
−
p (β
′) as the set of the
elements of V −p (β′) such that none of Condition 2.6.10 is satisfied. They consist a
Kuranishi neighborhood of
◦
M1(α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆). We choose Vp,K for each
K = 1, 2, . . . with the following properties.
Condition 4.6.4. (1) Vp,K ⊂ Vp,K+1.
(2) Vp,K ∩ V −p (β′) ⊂
◦
V
−
p (β
′).
(3) If
◦
V
−
p (β
′) = V −p (β′), then Vp,K ⊇ V −p (β′).
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(4)
∞⋃
K=1
(Vp,K ∩ V −p (β′)) =
◦
V
−
p (β
′).
(5)
Glue ◦ ψp((s−1p (0) ∩ Vp,K ∩ V −p (β′))/Γp)
= Glue ◦ ψp((s−1p (0) ∩ V −p (β′))/Γp) ∩NK1 (α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆).
Here we recall that sp is the Kuranishi map of the Kuranishi structure of
M1(α;β′; fa(1), fa(2); ℓ1, ℓ2; ∆), which is not necessarily transversal to 0.
We remark that sp 6= sp.
Now we define∫
NK1 (α;β′;fa(1),fa(2);ℓ1,ℓ2;∆)
ev∗0(volL(u))
=
∑
p∈P
1
lp#Γp
∫
s−1p (0)∩((Vp,K∩V −p (β′))×Wp)
χp(ev0)
∗(volL(u)) ∧ ωp.
(4.6.4)
Condition 4.6.4.5 above justifies the notation in the left hand side. Now Lemma
4.6.2 follows from (4.6.3), (4.6.4) and Condition 4.6.4.4 above. 
We next prove:
Lemma 4.6.5.
lim
i→∞
∫
s−1p (0)∩((Vp,K∩forget−1([Σi,3])×Wp)
χp(ev0)
∗(volL(u)) ∧ ωp
=
∑
β′+α=β
∫
s−1p (0)∩((Vp,K∩V −p (β′))×Wp)
χp(ev0)
∗(volL(u)) ∧ ωp.
Proof. Note the union of s−1p (0)∩ ((Vp,K ∩V −p (β′))×Wp) over β′ is a disjoint
union. Moreover, s−1p (0) ∩ ((Vp,K ∩ forget−1([Σi,3]))×Wp) converges to⋃
β′+α=β
s−1p (0) ∩ ((Vp,K ∩ V −p (β′))×Wp)
as i goes to infinity, in C1 topology of submanifolds. (The proof of this C1 con-
vergence uses the fiber product description of the Kuranishi neighborhood that is
similar to and easier than the discussion appearing in the proof of Lemma 4.6.6
below. So we omit the detail.) The lemma follows. 
The next lemma is the most important part in the proof of Proposition 4.6.1.
Lemma 4.6.6. For any positive number ǫ there exists K0 and for any K there
exists I0(ǫ,K) such that, if K > K0, i > I0(ǫ,K), β
′, p ∈ P, then we have an
inequality:∣∣∣∣∣
∫
s−1p (0)∩(((Vp\Vp,K)∩forget−1([Σi,3]))×Wp)
χp(ev0)
∗(volL(u)) ∧ ωp
∣∣∣∣∣ < ǫ. (4.6.5)
276 4. APPENDIX
Proof. For simplicity of notation, we prove the case when ℓ1 = ℓ2 = 0.
(Namely we consider the case when we do not take bulk deformation.) The general
case is similar.
We consider the Kuranishi neighborhood (Vp, Ep,Γp, sp, ψp). We have V̂p to-
gether with evaluation maps V̂p → X2 such that
Vp = V̂p ×X2 (fa(1) × fa(2)).
We have a corresponding Kuranishi neighborhood, which we write (V̂p, Ep,Γp, sp, ψp).
This Kuranishi neighborhood is centered at a certain element (Σp, ~zp, wp). Here
(Σp, ~zp) is a bordered semi-stable curve with two interior and one exterior marked
points and of genus 0 with 1 boundary component and wp : (Σp, ∂Σp)→ (X,L(u))
is pseudo-holomorphic with homology class β. Moreover forget([Σp, ~zp]) = [Σ0].
If (Σp, ~zp, wp) satisfies one of the Condition 2.6.10, then we have Vp = Vp,K for
sufficiently large K. Therefore there is nothing to prove in this case.
We assume that (Σp, ~zp, wp) does not satisfy Condition 2.6.10. For simplicity
of notation we discuss the case when this element is of the form of Example 2.6.11.
The general case is similar. We also consider the case of Γp = {1} for simplicity.
We use the notation of Example 2.6.11. We have
Σp = D
2 ∪ S21 ∪ S22
and ~zp = (z0; z
int
1 , z
int
2 ) where z0 is a boundary marked point and z
int
1 , z
int
2 are
interior marked points so that z0 ∈ D2, zint1 , zint2 ∈ S22 . We put D2 ∩ S21 = {p1},
S21 ∩ S22 = {p2}. We also put
x0 = (D
2, (z0; p1), w|D2 ) ∈ M1;1(β(0)),
x1 = (S
2
1 , (p1, p2), w|S21 ) ∈M2(α1),
x2 = (S
2
2 , (p2, z
int
1 , z
int
2 ), w|S22 ) ∈M3(α2).
(4.6.6)
Here M2(α1) (resp. M3(α2)) is the moduli space of marked stable maps of genus
0 in X with 2 (resp. 3) marked points and of homology class α1 (resp. α2). Note
β(0) + α1 + α2 = β.
We describe Kuranishi neighborhoods of xi of the Kuranishi structures of the
moduli spaces in the right hand side of (4.6.6).
We start with x0. We take
E0(w) ⊂ C∞(D2, w∗TX ⊗ Λ0,1).
This is a finite dimensional linear space of smooth sections. ([FO, (12.7.4)].) We
assume that the support of its elements are away from the marked points and does
not intersect with boundary ∂D2.
Let w′0 : (D
2, ∂D2)→ (X,L(u)) be a smooth map that is C1 close to w|D2 . We
use parallel transport along the minimal geodesic joining w(z) and w′0(z) to send
E0(w) to
E0(w
′
0) ⊂ C∞(D2, (w′0)∗TX ⊗ Λ0,1).
Now let V̂0 be the moduli space of maps w
′
0 that satisfy
∂w′0 ≡ 0 mod E0(w′0) (4.6.7)
and are C1 close to w|D2 . The family of vector spaces E0(w′0) parametrized by
w′0 defines a smooth vector bundle on V̂0, which we denote by E0. Then the map
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w′0 7→ ∂w′0 defines a section of this bundle E0, which is the Kuranishi map. We
have evaluation maps
(ev0, ev
p
1) : V̂0 → L(u)×X,
at z0 and p1. We may choose E0(w) so that V̂0 is a smooth manifold and (ev0, ev
p
1)
is a submersion.
We next study x1. Since the source is S
2 with two marked points and is not
stable, we use the method of [FO, appendix] to stabilize the source by adding a
marked point as follows. We take and fix a point p3 ∈ S21 such that p3 is different
from p1, p2 and that w is an immersion at p3. We also fix a codimension 2 smooth
submanifold D of X with the following property. Let U be a sufficiently small
neighborhood of p3 in S
2
1 . Then D intersects with w(U) transversally at one point
w(p3).
We take
E1(w) ⊂ C∞(S21 , w∗TX ⊗ Λ0,1).
This is a finite dimensional linear space of smooth sections. We assume that the
support of its elements are away from the marked points p1, p2, p3.
Let w′1 : S
2
1 → X be a smooth map that is C1 close to w|S21 . We use parallel
transport along the minimal geodesic joining w(z) and w′1(z) to send E1(w) to
E1(w
′
1) ⊂ C∞(S21 , (w′1)∗TX ⊗ Λ0,1).
Now let V̂ +1 be the moduli space of maps w
′
1 that satisfy
∂w′1 ≡ 0 mod E1(w′1). (4.6.8)
We have evaluation maps
(evp1, ev
p
2, ev
p
3) : V̂
+
1 → X3,
at p1, p2, p3. We require an extra condition that
evp3(w
′
1) = w
′
1(p3) ∈ D. (4.6.9)
We denote by V̂1 the subset of V̂
+
1 consisting the elements w
′
1 satisfying (4.6.9).
We may choose E1(w) so that V̂
+
1 is a smooth manifold and V̂1 is a codimension
2 smooth submanifold. Moreover we may choose E1(w) so that
(ev2, ev3) : V̂1 → X2
is a submersion.
We next consider x3. Since the source has three marked points and so is stable,
we do not need to add marked points in this case. We take
E2(w) ⊂ C∞(S22 , w∗TX ⊗ Λ0,1).
This is a finite dimensional linear space of smooth sections whose supports are away
from p2, z
int
1 , z
int
2 .
If w′2 is C
1 close to w|S22 , we use parallel transport along minimal geodesic to
obtain
E2(w
′
2) ⊂ C∞(S22 , (w′2)∗TX ⊗ Λ0,1).
Now let V̂2 be the moduli space of maps w
′
2 that satisfy
∂w′2 ≡ 0 mod E2(w′2). (4.6.10)
We have evaluation maps
(evp2, ev1, ev2) : V̂2 → X3,
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at p2, z
int
1 , z
int
2 . We may chooseE2(w) so that V̂2 is a smooth manifold and (ev
p
2, ev1, ev2)
is a submersion.
By the submersivity of the evaluation maps, the following fiber product is
transversal.
V̂ +∞ = V̂0 evp1 ×evp1 V̂ +1 evp2 ×evp2 V̂2.
Moreover, the evaluation map
(ev0, ev1, ev2) : V̂
+
∞ → L(u)×X2
at z0, z
int
1 , z
int
2 is a submersion.
The space V̂ +∞ parametrizes a family of marked stable maps (Σ, ∂Σ)→ (X,L(u))
such that the source Σ has two singular points. We next perform the gluing con-
struction at these two singular points. (Below we follow the argument given in
[FOOO4, Section A1.4]. See also [FOOO11, Section 21] for detail.)
We consider the space ((T0,∞] × S1)/ ∼ where (T, θ) ∼ (T ′, θ′) if and only if
either (T, θ) = (T ′, θ′) or T = T ′ =∞. (Here θ, θ′ ∈ S1 = R/Z.) We note that the
quotient space ((T0,∞] × S1)/ ∼ is homeomorphic to D2(1/T0) = {z ∈ C | |z| <
1/T0} by the map which sends (T, θ) to exp(2π
√−1θ)/T and [(∞, θ)] to 0. (This
defines the smooth coordinate of our Kuranishi structure that was introduced in
[FOOO4, Section A1.4]. See [FOOO11, Section 21] for detail.)
We identify
D2 \ {p1} = [0,∞)× S1,
S21 \ {p1, p2} = R× S1,
S22 \ {p2, zint1 } = R× S1,
(4.6.11)
where (τ0, t0), (τ1, t1), and (τ2, t2) are the coordinates of the first, second, and third
lines of the right hand side, respectively. We take the identification (4.6.11) so that
p1 corresponds to either τ0 = +∞ or τ1 = −∞, p2 corresponds to either τ1 = +∞
or τ2 = −∞, and zint1 corresponds to τ2 = +∞. Moreover, z0 is (τ0, t0) = (0, 0),
zint2 is (τ2, t2) = (0, 0), and p3 is (τ1, t1) = (0, 0). (These conditions determine the
conformal and orientation preserving diffeomorphism (4.6.11) uniquely.)
Let T1, T2 > T0 and θ1, θ2 ∈ S1 = R/Z. We put
τ0 = τ1 + 10T1, τ1 = τ2 + 10T2,
t0 = t1 − θ1, t1 = t2 − θ2. (4.6.12)
We glue D2, S21 , S
2
2 by this identification and obtain
Σ(T1, T2; θ1, θ2) = ([0,∞)× S1) ∪ {zint1 } ∼= D2.
More precisely, Σ(T1, T2; θ1, θ2) is a union of three subsets
[0, 5T1)× S1 ⊂ D2, [−5T1, 5T2]× S1 ⊂ S21 , ([−5T2,∞)× S1) ∪ {zint1 } ⊂ S22 .
In case either T1 =∞, T2 6=∞ or T1 6=∞, T2 =∞, the space Σ(T1, T2; θ1, θ2) has
one nodal singularity. We put ρ = (T1, T2; θ1, θ2) and write Σρ = Σ(T1, T2; θ1, θ2).
Let Ci (i = 0, 1, 2) be sufficiently large positive numbers. We denote
K0 = [0, C0]×S1 ⊂ D2, K1 = [−C0, C1]×S1 ⊂ S21 , K2 = [−C1, C2]×S1 ⊂ S22 .
We may also regard Ki as a subset of Σρ. We put K = K1∪K2∪K3 ⊂ Σρ and call
it the core. We define Riemannian metics on Ki by restricting the standard metric
of D2 or S2i . We note that Ki and K are independent of ρ.
We call the complement Σρ \K the neck region.
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Let w = (w′0, w
′
1, w
′
2) be an element of V̂
+
∞ = V̂0 evp1 ×evp1 V̂ +1 evp2 ×evp2 V̂2. We
define a map
w1w,ρ : (Σρ, ∂Σρ)→ (X,L(u))
so that w1w,ρ = w
′
i on Ki for i = 0, 1, 2. We use an appropriate bump function to
define it. (See [FOOO4, Subsection 7.1.3] and [FOOO11, Section 19].)
We take Ci large so that the supports of the elements of Ei are contained in
the core Ki. Let w
′ : (Σρ, ∂Σρ) → (X,L(u)) be a smooth map that is C1 close to
w1w,ρ for some w. Using parallel transport along the minimal geodesic, we send Ei
to
Ei(w
′) ⊂ C∞(Σρ, (w′)∗TX ⊗ Λ0,1).
We put
E(w′) = E1(w′)⊕ E2(w′)⊕ E3(w′).
Now by construction we have ξ such that
∂w1w,ρ ≡ ξ mod E(w′)
and
‖ξ‖L2m ≤ Ce−cmin{T1,T2}.
Here C, c are positive numbers independent of T1, T2.
Then if T0 is sufficiently large, we can use Newton’s iteration together with
alternating method to obtain
w2w,ρ : (Σρ, ∂Σρ)→ (X,L(u))
such that
∂w2w,ρ ≡ 0 mod E(w2w,ρ). (4.6.13)
It also enjoys the following decay estimate of exponential order:∥∥∥∥∥∂w2w,ρ∂Ti
∥∥∥∥∥
Cm(K)
≤ Ce−cTi . (4.6.14)
The construction of w2w,ρ satisfying (4.6.13) and (4.6.14) is written in detail in
[FOOO4, Subsection A1.4] and [FOOO11, Section 19]. Note when ρ = ρ∞ =
(∞,∞) (in other words when T1 = T2 =∞) the maps w2w,ρ∞ = w1w,ρ∞ are w′0, w′1,
w′2 on D
2, S21 , S
2
2 , respectively.
We have thus defined a family of maps w2w,ρ : (Σρ, ∂Σρ)→ (X,L(u)) parametrized
by
(w, ρ) ∈ V̂ +∞ × ((T0,∞]× S1)/ ∼)2.
Let V̂ be the subset of V̂ + × ((T0,∞]× S1)/ ∼)2 defined by the equations
w2w,ρ(p3) ∈ D. (4.6.15)
We put
V̂∞ = V̂0 evp1 ×evp1 V̂1evp2 ×evp2 V̂2.
Here V̂∞ is a codimension 2 submanifold of V̂ +∞ and is the intersection of V̂ with
T1 = T2 =∞. We then define
V = V̂ (ev1,ev2) ×X2 (fa(1) × fa(2))
and
V∞ = V̂∞ (ev1,ev2) ×X2 (fa(1) × fa(2)).
The intersection of V with T1 = T2 =∞ is V∞.
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Using the inequality (4.6.14), we can find a map
Φ : V∞ × ((T0,∞]× S1)/ ∼)2 → V̂ +∞ × (fa(1) × fa(2))
with the following properties:
(A) V is the graph of Φ. Namely
V = {(Φ(w, ρ), ρ) | (w, ρ) ∈ V∞ × ((T0,∞]× S1)/ ∼)2}.
(We note that both the right hand side and the left hand side are subsets
of V̂ +∞ × ((T0,∞]× S1)/ ∼)2 × (fa(1) × fa(2)).)
(B) If ρ = ρ∞ = (∞,∞), then Φ(w, ρ∞) = w.
(C) ∥∥∥∥ ∂Φ∂Ti
∥∥∥∥
Cm
≤ Ce−cTi .
The existence of such Φ is immediate from implicit function theorem and (4.6.14).
(It is a special case of [FOOO11, Proposition 21.1].)
We put
ww,ρ = w
2
Φ1(w,ρ),ρ
. (4.6.16)
Here w ∈ V∞ and Φ1(w, ρ) is the V̂ +∞ factor of Φ(w, ρ) ∈ V̂ +∞ × (fa(1) × fa(2)). We
have
∂ww,ρ ≡ 0 mod E(ww,ρ) (4.6.17)
and ∥∥∥∥∂ww,ρ∂Ti
∥∥∥∥
Cm(K)
≤ Ce−cTi . (4.6.18)
We now put
Vp = V∞ × ((T0,∞]× S1)/ ∼)2. (4.6.19)
We define a vector bundle Ep on it so that its fiber at (w, ρ) is E(ww,ρ). We define
a section sp of Ep by
sp(w, ρ) = ∂ww,ρ. (4.6.20)
(4.6.18) implies ∥∥∥∥∂sp∂Ti
∥∥∥∥
Cm
≤ Ce−cTi . (4.6.21)
We next define ψp : s
−1
p (0)→Mmain1;2 (β; fa(1) ⊗ fa(2)) by
ψp(w, ρ) = ((Σρ, z0, z
int
1 , z
int
2 , ww,ρ),Φ2(w, ρ)). (4.6.22)
Here Φ2(w, ρ) is the (fa(1) × fa(2)) factor of Φ(w, ρ) ∈ V̂ +∞ × (fa(1) × fa(2)).
We put Γp = {1}. (When we discuss case (S21 , (p1, p2), w|S21 ) has an automor-
phism, that is, Γp 6= {1}, we need to take more marked points than p3 so that the
construction is symmetric with respect to this automorphisms. (See [FOOO11,
Definition 17.5].) For simplicity we assumed that (S21 , (p1, p2), w|S21 ) has no auto-
morphism.)
Now it is easy to see that (Vp, Ep,Γp, sp, ψp) is a Kuranishi neighborhood of
((Σp, ~zp, wp), (y1, y2)).
The evaluation map ev0 extends to Vp. Again by (4.6.18) we have:∥∥∥∥∂ev0∂Ti
∥∥∥∥
Cm
≤ Ce−cTi . (4.6.23)
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We next construct a family of multisections perturbing sp. (Actually we con-
struct a family of single valued sections. This is because in our case Γp is trivial.)
We first study the part where T1 = T2 =∞. We defined the manifold V̂i (i = 0, 1, 2)
and the vector bundle Ei on it. The section si of Ei is defined as follows. An ele-
ment of V̂i is represented by either a map w
′
0 : D
2 → X or w′i : S2 → X (i = 1, 2).
By assumption ∂w′i ∈ E(w′i). We put
si(w
′
i) = ∂w
′
i.
This is the Kuranishi map. They are not necessarily transversal to 0. We take a
finite dimensional manifoldWi. (We may take it so that it is an open neighborhood
of the origin in an Euclidean space of sufficiently large dimension.) Then for any
positive number δ there exist a section si of the bundle Ei ×Wi → V̂i ×Wi so that
it satisfies the following conditions.
Condition 4.6.7. (1) For each w ∈Wi we regard si(·, w) as a section of
Ei on V̂i. Then
|si(·, w) − si| < δ.
Here the norm is C0 norm.
(2) The section si is transversal to 0. (In particular, the zero set
s−1i (0) = {(x, w) ∈ V̂i ×Wi | si(x, w) = 0}
is a smooth submanifold.)
(3) We consider the composition of the evaluation map and the projection to
the first factor : V̂i ×Wi → V̂i. Then the following maps, which are their
restrictions to s−1i (0), are submersions:
(ev0, ev
p
1) : s
−1
0 (0)→ L(u)×X,
(evp1, ev
p
2, ev
p
3) : s
−1
1 (0)→ X3,
(evp2, ev1, ev2) : s
−1
2 (0)→ X3.
We note that we can always take a perturbation si satisfying Items 1, 2 above
without introducing Wi. (In other words we may take Wi = point.) However, in
general, it is impossible to find si such that Item 3 is satisfied as well, if Wi is one
point.
We put Wp = W1 ×W2 ×W3. Note V̂∞ = V̂0 evp1 ×evp1 V̂1evp2 ×evp2 V̂2. We pull
back Ei to V̂∞ and take Whitney sum for i = 0, 1, 2. We thus obtain a vector
bundle E∞ on V̂∞. The sections s0, s1, s2 induce a section of E∞ ×W → V̂∞ ×W
in an obvious way. We denote it by s∞. Then for any w ∈W , we have
|s∞(·, w) − s∞| < δ, (4.6.24)
where s∞ is the Kuranish map. The section s∞ is transversal to 0. Moreover the
map
(ev0, ev1, ev2) : s
−1
∞ (0)→ L(u)×X2 (4.6.25)
is a submersion. Note V∞ = V̂∞ (ev1,ev2) ×X2 (fa(1) × fa(2)). We pull back E∞ to it
and denote it by the same symbol. The section s∞ induces a section of this bundle
on V∞ ×W which we denote by the same symbol.
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The inequality (4.6.24) holds for this section s∞ on V∞ ×W . Using the sub-
mersivity to the second and the third factors of (4.6.25), the section s∞ on V∞×W
is transversal to 0. Moreover the evaluation map
ev0 : s
−1
∞ (0) ∩ (V∞ ×W )→ L(u)
is a submersion.
We have thus described our family of multisections on the part T1 = T2 =∞.
We next extend it. We put ρ∞ = (∞,∞). By construction, the fiber of the
obstruction bundle E(ww,ρ) is induced by the parallel transport from E(ww,ρ∞).
Therefore the obstruction bundle on Vp = V∞ × ((T0,∞]× S1)/ ∼)2 is canonically
isomorphic to E∞ × ((T0,∞] × S1)/ ∼)2. We use this isomorphism to extend s∞
to Vp ×W so that it is constant in ρ direction. This is our family of multisections
sp.
By taking T0 sufficiently large, (4.6.24) implies that
|sp(·, w)− sp| < 2δ.
Moreover sp is transversal to zero. Furthermore we have a canonical diffeomorphism
s−1p (0) ∼= (s−1∞ (0) ∩ (V∞ ×W ))× ((T0,∞]× S1)/ ∼)2. (4.6.26)
Sublemma 4.6.8. On s−1p (0) we have the following inequality:∣∣∣∣∂ev0∂Ti
∣∣∣∣ ≤ Ce−cTi . (4.6.27)
Note the partial derivative ∂∂Ti in (4.6.27) is defined by using the diffeomorphism
(4.6.26).
Proof. This is a consequence of (4.6.18). 
We have now described our family of multisections. We also have the next two
sublemmata.
Sublemma 4.6.9. There exists a sequence of positive numbers Ti converg-
ing to ∞ and a sequence θ(i) ∈ R/Z such that Σρ = Σ3,i if and only if ρ =
((T1, θ1), (T2, θ2)) with T1 + T2 = Ti, θ1 + θ2 = θ(i).
Proof. We recall that Σ3,i ∈ Mmain1;2 is a sequence converging to Σ0. Sub-
lemma 4.6.9 then follows from the definition of Σρ. 
Sublemma 4.6.10. There exists a sequence of positive numbers TK converging
to∞ and a sequence of positive numbers IK such that the following holds for i > IK .
If (Φ(w, ρ), ρ) is an element of the complement of Vp,K then ρ = ((T1, θ1), (T2, θ2))
with T1 > TK , T2 > TK .
Proof. This is an immediate consequence of Condition 4.6.4. 
Now using Sublemmata 4.6.8, 4.6.9, 4.6.10, the left hand side of (4.6.5) is
estimated by
C
∫ Ti−TK
TK
exp(−cmin{T,Ti − T })dT < 2C
∫ ∞
TK
e−cTdT < C′e−cTK
for i > IK . The proof of Lemma 4.6.6 is complete. 
Proposition 4.6.1 is a consequence of Lemmata 4.6.2, 4.6.5 and 4.6.6. 
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4.7. Hochschild and quantum cohomologies
In this paper we study the operators p, q and the cyclically symmetric version
qc of q, in the case of toric manifold and its Lagrangian submanifold that is an
orbit of the T n action. We use it to prove our main result, Theorem 1.1.1. We use
various properties of these operators for this purpose. We have proved them only
in our toric case.
However, those operators are defined in greater generality and most of the prop-
erties we use here indeed hold in greater generality. There are various literatures
which conjecture/claim/prove/use them in various level of generality and of rigor.
The purpose of this section is to briefly summarize the properties of operators
p, q etc. which are expected to hold, in order to put the discussion of this paper
in proper perspective. We also mention various earlier results. We might overlook
some other existing literature because our knowledge are certainly incomplete.
We note that the operators p, q etc. are defined in [FOOO2, Chapter 3] and
[FOOO3, Section 3.8] for any pair (X,L) where X is a symplectic manifold and L
is its relatively spin closed Lagrangian submanifold. We first review its relation to
Hochschild cohomology here.
Let C be a filtered Λ0,nov module. We assume it is free. We consider the
Hochschild complex:
CH(C[1], C[1]) =
∞∏
k=0
HomΛ0,nov (Bk(C[1]), C[1]). (4.7.1)
More precisely, for ϕ0 ∈ HomΛ0,nov(B0(C[1]), C[1]) = C[1], we assume ϕ0(1) ≡ 0
mod Λ+0,nov, in addition. Its boundary operator is defined by
(δϕ)(x1, . . . , xk) =
∑
k1+k2=k+1
k1∑
j=1
(−1)∗1mk1(x1, . . . , ϕk2(xj , . . .), . . . , xk)
+
∑
k1+k2=k+1
k1∑
j=1
(−1)∗2ϕk1 (x1, . . . ,mk2(xj , . . .), . . . , xk).
(4.7.2)
Here ϕ = (ϕk)
∞
k=0 and
∗1 = degϕk2 (deg′ x1 + . . .+ deg′ xj−1), ∗2 = deg′ x1 + . . .+ deg′ xj−1.
(See [FOOO3, Subsection 4.4.5].) Let us consider the case when C = H(L; Λ0,nov)
as in [FOOO3, Theorem A]. The operators qℓ;k defines a map
q̂ : E(H(X ; Λ0,nov)[2])→ CH(H(L; Λ0,nov)[1], H(L; Λ0,nov)[1])
by
q̂(p1, . . . ,pℓ)(x1, . . . , xk) = qℓ;k(p1, . . . ,pℓ;x1, . . . , xk). (4.7.3)
It is easy to see that the image of this map consists of cycles. See [FOOO4, Section
7.4].
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We next define product structure on CH(C[1], C[1]). Let ϕ = (ϕk)
∞
k=0, ψ =
(ψk)
∞
k=0. We put
m2(ϕ, ψ)(x1, . . . , xk)
=
∑
k1+k2+ℓ0+ℓ1+ℓ2=k
(−1)∗mℓ0+ℓ1+ℓ2+2(x1, . . . , xℓ0 , ϕk1(xℓ0+1, . . . , xℓ0+k1),
xℓ0+k1+1, . . . , xℓ0+k1+ℓ1 , ψk2(xℓ0+k1+ℓ1+1,
. . . , xℓ0+k1+ℓ1+k2), xℓ0+k1+ℓ1+k2+1, . . . , xk)
(4.7.4)
where
∗ = degψk2(deg′ x1 + · · ·+ deg′ xk1).
Then
ϕ ∪ ψ = (−1)degϕ(degψ+1)m2(ϕ, ψ)
defines an associative product.
Remark 4.7.1. (1) We can define mk(ϕ1, . . . , ϕk) in a similar way. It
defines a structure of A∞ algebra on CH(C[1], C[1]).
(2) This A∞ structure is a particular case of one defined in [Fu1, Theorem-
Definition 7.55]. Namely we consider the filtered A∞ category with one ob-
ject whose endomorphism algebra is the A∞ algebraC. Then CH(C[1], C[1])
is identified with the set of all prenatural transformations from identity
functor to identity functor. In [Fu1, Theorem-Definition 7.55], the filtered
A∞ structure is constructed on it. If we apply it to our particular case,
it coincides with the above A∞ structure on CH(C[1], C[1]).
Claim 4.7.2. The map q̂ defines a ring homomorphism
QH(X ; Λ0,nov)→ HH(H(L; Λ0,nov)[1], H(L; Λ0,nov)[1]). (4.7.5)
Here we put quantum cohomology ring structure on the left hand side. The right
hand side is δ-cohomology of CH(H(L; Λ0,nov)[1], H(L; Λ0,nov)[1]), that is the Hochschild
cohomology.
Remark 4.7.3. (1) When we consider several Lagrangian submanifolds
instead of one Lagrangian submanifold, it forms a filtered A∞ category
called Fukaya category. Then we can modify the statement so that the
right hand side is a Hochschild cohomology of Fukaya category.
(2) We can include bulk deformation by an element b ∈ Hev(L; Λ+0,nov) then
Claim 4.7.2 still holds. Namely we put QH(X ; Λ0,nov) the b-deformed
quantum cup product. (See (1.3.34).) We use also the b-deformed A∞
structure on Floer cohomology of the right hand side of (4.7.2). Then
(4.7.2) becomes a ring homomorphism in this generality. See [AFOOO1].
Conjecture 4.7.4. We use quantum (higher) Massey product on QH(X ; Λ0,nov)
to obtain a filtered A∞ structure on it. (See [FOOO7, Corollary 1.10].) Then
(4.7.5) is extended to a filtered A∞ homomorphism.
Remark 4.7.3.1 and 2 also apply to Conjecture 4.7.4.
Theorem 2.6.1 is closely related to Claim 4.7.2, but it looks slightly different.
We will explain its relation now. (For the simplicity of notation we consider the case
when b = 0, namely the case without bulk deformation. Including bulk deformation
is fairly straightforward.)
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We first consider the case when the potential function PO is a Morse function.
In that case there are finitely many (L(ui), bi) (i = 1, . . . , rankH(X)), such that
HF ((L(ui), bi), (L(ui), bi)) ∼= H(T n).
(See Lemma 3.8.5.) Moreover HF ((L(ui), bi), (L(ui), bi)) is a (nondegenerate) Clif-
ford algebra as a ring. So we have
HH(H(L(ui)), H(L(ui)); Λ) ∼= Λ.
(Here we use the A∞ structure mbik to define the Hochschild cohomology in the left
hand side.) Thus Claim 4.7.2 implies that there exists a ring homomorphism
QH(X ; Λ)→
∏
i
Λ. (4.7.6)
Using the identification (1.3.15), it is easy to identify
∏
i Λ with Jac(PO) ⊗Λ0 Λ.
Then the ring homomorphism (4.7.5) induces a ring homomorphism to Jac(PO)⊗Λ0
Λ. It coincides with the Kodaira-Spencer map appearing in Theorem 2.6.1.
We next consider the case when PO is not necessary a Morse function. We
consider the basis e, ei (i = 1, . . . , n), eI (I ⊆ {1, . . . , n}) of H∗(T n;Q). Here
dege = 0, degei = 1, degeI ≥ 2.
Let ϕ = (ϕk)
∞
k=0 be an element of CH(H(L; Λ0)[1], H(L; Λ0)[1]) ⊗Λ0 Λ. We
put
fj1,...,jk = the coefficient of e in ϕk(ej1 , . . . , ejk) ∈ Λ.
We define
k(ϕ) =
∞∑
k=0
n∑
j1,...,jk=1
1
k!
fj1,...,jkxj1 · · ·xjk ∈ Λ0[[x1, . . . , xn]]⊗Λ0 Λ. (4.7.7)
Lemma 4.7.5. (4.7.7) induces a Λ linear map
HH(H(L; Λ0)[1], H(L; Λ0)[1])⊗Λ0 Λ→
∏
j
Λ0[[x1, . . . , xn]]⊗Λ0 Λ(∂POuj (x+bj)
∂xi
; i = 1, . . . , n
) .
Here we use mbk to define Hochschild boundary operator in the left hand side.
We will write the boundary operator δ in (4.7.2) as δb in case we use m
b∗.
Proof. First of all, we note that Hochschild cohomology is isomorphic to
the cohomology of its normalized complex consisting of Hochschild cochains which
vanish on elements (a1, . . . , an) such that one of a
′
is is the unit e. So we consider
the normalized complex.
It suffices to show that the image of the Hochschild boundary operator maps
to the Jacobian ideal in the right hand side by the map (4.7.7). Let ψ = (ψk)
∞
k=0
be a Hochschild cochain. Then we find that k!k(δb(ψ)) is the coefficient of e
in δb(b, . . . , b), where b =
∑n
i=1 xiei. Since b ∈ H1(L(uj); Λ0), we find that
mb,k(b, . . . , b) is a multiple of e. Hence the second term of the right hand side
in (4.7.2) with δφ = δbψ vanishes, since ψ is a normalized cochain. The first term
of the right hand side of (4.7.2) with δφ = δbψ is equal to m
b,b
1 (ψ(b, . . . , b)). By
Proposition 2.4.16, we find that it belong to the Jacobian ideal multiplied to the
module H(L(uj); Λ0). Hence the lemma. 
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We can prove
Jac(PO)⊗Λ0 Λ ∼=
∏
j
Λ0[[x1, . . . , xn]]⊗Λ0 Λ(∂POuj (x+bj)
∂xi
; i = 1, . . . , n
) .
We remark that the left hand side is a quotient of the strictly convergent power
series ring, while the right hand side is a quotient of the formal power series ring.
We can however prove that they are isomorphic in the present situation in a way
similar to Lemma 2.9.8. See [AFOOO2].
Therefore, by Lemma 4.7.5, we obtain a Λ-linear map
HH(H(L; Λ0)[1], H(L; Λ0)[1])⊗Λ0 Λ→ Jac(PO)⊗Λ0 Λ. (4.7.8)
Composition of (4.7.8) and (4.7.5) is the Kodaira-Spencer map appearing in The-
orem 2.6.1.
We can prove Claim 4.7.2 in a way similar to Theorem 2.6.1. We do not try to
prove this here since we do not use it in this paper.
The homomorphism q̂ in (4.7.5) is related to the homomorphism i∗qm,(b,u) given
in (3.1.2) as follows. Let ϕ = (ϕk)
∞
k=0 be a Hochschild cochain. We put
ϕ = ϕ0(1) ∈ C.
It is easy to see that ϕ is an m1-cocycle if ϕ is a Hochschild cocycle. Thus we have
HH(H(L; Λ0)[1], H(L; Λ0)[1])⊗Λ0 Λ→ HF ((L(u), b), (L(u), b); Λ). (4.7.9)
i∗qm,(b,u) is a composition of (4.7.9) and q̂. Since (4.7.9) and q̂ are both ring homo-
morphisms
i∗qm,(b,u) : QH(X ; Λ)→ HF ((L(u), b), (L(u), b); Λ) (4.7.10)
is also a ring homomorphism.
Remark 4.7.6. (1) We note that i∗qm,(b,u) is constructed in [FOOO2]
and [FOOO3, Theorem 3.8.62]. However the fact that it is a ring homo-
morphism is neither stated nor proved there.
(2) For the case of monotone L, the fact that i∗qm,(b,u) is a ring homomorphism
is closely related to a statement proved in [BC2, Theorem A].
Here are some more precise statements on their relationship.
(a) The algebra which is denoted by QH∗(L;R) in [BC2] is isomorphic
to the Floer homology. Namely
QH∗(L;R)⊗R Λ0,nov ∼= HF ((L, 0), (L, 0); Λ0,nov),
as rings. (Here it is assumed that L is monotone.) This fact had been
proved in the year 2000 version [FOOO1, pages 287–291], without the
monotonicity assumption, except the compatibility with ring struc-
ture. Note we may take R = Q[T, T−1] as the coefficient ring in the
monotone case as explained in [FOOO3, Chapter 2].
(b) The map
QH(X ;R)⊗QH(L;R)→ QH(L;R) (4.7.11)
appears in [BC2, Theorem A (ii)]. Via the isomorphism mentioned
above, this map coincides with the map
(p, x) 7→ q1;1(p, x). (4.7.12)
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It is proved in [BC2] that (4.7.11) determines a module structure on
QH(L;R) over the quantum cohomology ring QH(X ;R). In view
of the fact that m0 = 0 in monotone case, this statement is a special
case of the Claim 4.7.2. (See also [Se2].)
We note that (4.7.12) is slightly different from (4.7.10). The latter
map corresponds to p 7→ q1;0(p).
(3) The homomorphism (4.7.5) had been known much earlier. It seems that
the first reference where it is mentioned is [Ko2]. (In [Ko2], the right hand
is replaced by Hochschild homology of Fukaya category which is a more
general statement than the present context. There may also be several
physics literature containing statements related to this homomorphism.)
The category version of the map (4.7.5) is believed to be an isomorphism
under suitable assumptions. This is stated explicitly as a conjecture by
P. Seidel in [Se5, Conjecture 1] for the exact case. (In noncompact case
such as the exact case, one needs to replace quantum cohomology by
symplectic homology.) There are also earlier references such as [Se4] but
[Se5] contains the statement in the most transparent way. Seidel also
constructed the map (4.7.5) and proved that it is a ring homomorphism
in the exact case in [Se4, Section 6 (6B)]. (‘The technicalities’ mentioned
in the 4-th line of [Se4, Section 6 (6B)] can be easily taken care of by
now, that is 10 years after [Se4] was written.)
Recently this ring homomorphism (4.7.5) is familiar to many experts
and becomes a kind of ‘folklore’ in the field. However, as far as the
authors know at the stage of September 2010, rigorous proof of the ring
homomorphism property is written in detail only for the cases where L
is either exact (Seidel), monotone (Biran-Cornea). See [AFOOO1] for
general cases.
We also remark that this kinds of application of ‘open-closed Gromov-Witten
invariant’ in Floer homology first appeared in the literature in [Fl2].
There is a cyclic analogue of the map (4.7.5). Namely we can use the cyclically
symmetric version qc of q to define a map
q̂c : QH(X ; Λ0,nov)→ HC(H(L; Λ0,nov)[1]; Λnov) (4.7.13)
by
q̂c(p1, . . . ,pℓ)(x1, . . . , xk, x0) =
〈
qcℓ;k(p1, . . . ,pℓ;x1, . . . , xk), x0
〉
.
Here the right hand side of (4.7.13) is the cyclic cohomology. This homomorphism
is expected to play an important role to pursue the line of ideas explained in Section
3.8.
The operator p is constructed in [FOOO3, Section 3.8] for any pair (X,L). It
induces a map
p̂ : HC(H(L; Λ0,nov))→ H(X ; Λ0,nov) (4.7.14)
by
[x1 ⊗ . . .⊗ xk] 7→ pk(x1, . . . , xk).
Here the left hand side of (4.7.14) is cyclic homology.
Remark 4.7.7. We can use pℓ;k of [FOOO3, Section 3.8.9] to extend (4.7.14)
to a map
EH(X ; Λ0,nov)⊗HC(H(L; Λ0,nov))→ H(X ; Λ0,nov)
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in a similar way.
If b is a bounding cochain (namely if mb0 = 0), then we have
HF ((L, b); Λ0,nov)→ HC(H(L; Λ0,nov))
by
[x] 7→ [x] ∈ Bcyc1 H(L; Λ0,nov)[1].
(We use the A∞ structure mb to define the above cyclic homology.) Combined with
(4.7.14), we obtain
iL,b : HF ((L, b); Λ0,nov)→ H(X ; Λ0,nov). (4.7.15)
It coincides with the map i∗,qm,(b,u) in (3.1.1).
Theorem 3.4.1 is expected to hold in that generality. Namely we expect
〈iL,b(v), iL,b(w)〉PDX
=
∑
I,J
±gIJ〈mc,b2 (eI , v),mc,b2 (eJ ,w)〉PDL . (4.7.16)
Here eI is a basis of the cohomology H(X ; Λnov). See Proposition 3.10.17 for sign
±. Other notations are the same as in Section 3.4.
Many parts of the proof in Section 3.4 can be generalized to the non-toric case.
However we take short cut in several places in Section 3.4. So several parts of the
proof should be rewritten in the general case.
Remark 4.7.8. (1) In the monotone case the map iL,0 coincides with
the map iL appearing in [BC2, Theorem A (iii)]. The authors of [BC2]
attributes those maps to the paper [Al]. Indeed, the map ξk and τk which
appear in [Al, Theorem 1.5] (defined in the monotone case) coincide with
(4.7.10) and (4.7.15), respectively.
One of the main applications of [Al, Theorem 1.5] is to prove non-
triviality of Lagrangian Floer cohomology under certain conditions. The
fundamental chain of L is used for this purpose there. In the proof of
[FOOO1, Theorem 6.13 (6.14.3)] a similar argument had been used for
the same purpose. The operators p was introduced in [FOOO2] in order
to make this argument more systematic.
(2) We used the moduli space of pseudo-holomorphic annuli to prove (4.7.16)
in the toric case. The moduli space of pseudo-holomorphic annuli is also
used in [BC1] and in [Ab].
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