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Capítulo 1
Resumen
Esta tesis doctoral propone un procedimiento de caracterización formal de algoritmos
evolutivos y espacios de calidad en problemas de optimización con codiﬁcación real. La prin-
cipal motivación para el desarrollo de este tema ha sido la constatación de que el gran auge
experimentado en la aplicación de los algoritmos evolutivos en problemas reales cada vez
más complejos ha implicado el desarrollo de nuevas técnicas más avanzadas y con mejo-
res resultados pero, sin embargo, este gran nivel de actividad no ha venido acompañado de
un análisis formal de dichas técnicas. En consecuencia, actualmente los usuarios de algorit-
mos evolutivos no expertos en el campo poseen gran cantidad de opciones y variantes de las
mismas, pero carecen de información objetiva sobre el ámbito de aplicación de cada una de
ellas. En esta tesis doctoral se ha llevado a cabo una primera aproximación al desarrollo de
un procedimiento de caracterización formal destinado a los diseñadores de algoritmos evo-
lutivos para que, a la hora de presentar sus trabajos a la comunidad cientíﬁca, utilicen una
metodología común que posibilite la caracterización práctica del algoritmo desde un punto
de vista totalmente objetivo y con conclusiones que sean fácilmente utilizables por parte de
los usuarios.
El procedimiento de caracterización que se describe a lo largo de la tesis va, por tanto, di-
rigido a usuarios expertos en computación evolutiva, es decir, desarrolladores de algoritmos.
Pero los pasos concretos a seguir se presentan desde una perspectiva muy básica, partiendo
de una actitud crítica a los principios establecidos hasta el momento y tratando de asumir
métodos claramente validados. Finalmente, el procedimiento de caracterización se compone
de tres etapas claramente diferenciadas e igualmente relevantes para obtener un análisis que
aporte información objetiva. Primeramente, se debe obtener un conjunto de funciones de
prueba representativo y este debe ser convenientemente caracterizado. Además, se deben es-
tablecer unas medidas de error y rendimiento que permitan extraer conclusiones válidas y
comparar algoritmos. Por último, es necesario formalizar las condiciones de ejecución del
algoritmo evolutivo y proponer una metodología de análisis formal de los resultados obteni-
dos. A lo largo de esta memoria se explica cómo se ha llegado a establecer estas tres etapas
y se propone una posible implementación de cada una de ellas.
El campo de la Computación Evolutiva y, más concretamente, el campo de los Algorit-
mos Evolutivos es relativamente joven si lo comparamos con otras áreas de investigación
dedicadas a la optimización de funciones. Su origen se remonta a la década de los 60 y
principios de los 70, donde aparecieron como técnicas avanzadas de búsqueda para espacios
n-dimensionales que hacían uso de cálculos intensivos favorecidos por el avance en las capa-
cidades de cómputo. Su utilización se popularizó durante la década de los 80 debido a su gran
2éxito a la hora de resolver tanto problemas matemáticos abstractos (problema del viajante,
problema de la mochila, etc.) como problemas más concretos como, por ejemplo, control
de ﬂujo, análisis de patrones, etc. En estas tres décadas se establecieron cuatro paradigmas
básicos: los Algoritmos Genéticos [Holland, 1975], las Estrategias Evolutivas [Rechenberg,
1973], la Programación Evolutiva [Fogel et al., 1966] y la Programación Genética [Koza,
1992b]. A lo largo de la década de los 90, su utilización fue en aumento con gran éxito en la
optimización de funciones complejas y, sobre todo, en las distintas ramas de la Inteligencia
Artiﬁcial, que utilizaban los algoritmos evolutivos como técnicas de aprendizaje automático.
En la última década, estos algoritmos han experimentado un auge todavía mayor debido al
aumento en las capacidades de cómputo, logrando así reducir los tiempos de cálculo que
implican y abriendo un amplio abanico de campos de aplicación en los que dichos tiempos
son cruciales, fundamentalmente, en las distintas ramas de la ingeniería. Son numerosas las
aplicaciones reales en las que hoy en día se utilizan algoritmos evolutivos para el diseño auto-
mático, para la optimización en problemas de muy alta dimensionalidad, para la optimización
en funciones multiobjetivo, para sistemas de control con gran cantidad de parámetros, etc.
Debido a esto, a nivel cientíﬁco la productividad ha sido también muy elevada. Así, es
común encontrar en las revistas especializadas trabajos dedicados a la presentación de re-
sultados de aplicación de algoritmos evolutivos en diferentes campos, así como el desarrollo
de nuevas técnicas para problemas concretos. Las competiciones de comparación de algorit-
mos evolutivos son también cada vez más numerosas en los congresos y conferencias del área
(por ejemplo, en el congreso internacional de la IEEECongress of Evolutionary Computation
(CEC) y en la Genetic and Evolutionary Computation Conference (GECCO)).
Una de las consecuencias de esta gran actividad ha sido que usuarios no expertos en
computación evolutiva han comenzado a ver en estas técnicas una opción realista y simple
de utilizar. De hecho, una de las principales ventajas de este tipo de algoritmos y, a la vez,
una de las principales claves de su éxito, es que trabajan como una ''caja negra'', es decir, el
algoritmo no requiere ningún conocimiento explícito del problema a resolver. Son métodos
de optimización de orden cero cuyo único requisito es la posibilidad de evaluar la función
objetivo que deﬁne el problema. Es en este punto donde hemos detectado un vacío y un
problema a nivel formal que se debe afrontar, y es que estos usuarios no expertos tienen que
seleccionar el algoritmo evolutivo prácticamente ``a ciegas''. Es decir, de entre la multitud de
opciones existentes, se suele realizar un proceso de prueba y error con distintos algoritmos
evolutivos hasta que uno resuelve el problema.
Como se mostrará a lo largo del capítulo de revisión de trabajos previos, los desarrollado-
res de algoritmos no comparan objetivamente sus técnicas, sino que realizan pruebas tratando
de enfatizar los puntos fuertes de las mismas. Por tanto, existe información sobre los dominios
de aplicación concretos en los que un cierto algoritmo ha resultado exitoso, pero no sobre los
que presentan problemas. En este sentido, en las competiciones comentadas anteriormente,
el resultado suele ser un algoritmo ``campeón'' en un cierto tipo de funciones objetivo, pero
sin proporcionar más detalles acerca del mismo. Si bien no deja de crecer el interés por obte-
ner el ``mejor'' algoritmo en estas competiciones y usar dicho algoritmo, el desarrollo de una
metodología adecuada para el análisis y comparación de los mismos sigue siendo una asig-
natura pendiente. Además, en los últimos años han surgido trabajos en los cuales se deﬁende
la idea de que, si inicialmente se dispone de dicho conocimiento, por qué no utilizarlo en
beneﬁcio de la evolución del sistema. Esto provoca que se implementen cada vez más algo-
ritmos ''ad-hoc'' para problemas muy especíﬁcos, incrementando la falta de estandarización y
alejando a usuarios no expertos del campo de la evolución. En este sentido, el procedimiento
de caracterización que se describe en esta tesis se presenta como apoyo a aquellos trabajos
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que deﬁenden que no es necesario incluir conocimiento del dominio, sino que una caracteri-
zación formal y adecuada de los algoritmos permitiría la elección y conﬁguración de uno u
otro dependiendo del tipo del problema a resolver sin necesidad de implementar algoritmos
especíﬁcos.
Una vez detallada la motivación inicial y la aportación cientíﬁca que se pretende con esta
tesis doctoral, a continuación se realizará un breve resumen del contenido de esta memoria:
El objetivo principal de esta tesis y los sub-objetivos necesarios para alcanzarlo se detallan
en el capítulo 2.
A continuación se enmarcará este trabajo dentro del estado actual del campo de la compu-
tación evolutiva. Para ello, en una primera sección del capítulo 3, se explicarán brevemente
los conceptos teóricos básicos que se manejarán a lo largo de la memoria, introduciendo el
paradigma de los algoritmos evolutivos, de dónde surgen y el por qué de su éxito, cuáles son
los mecanismos que gobiernan su comportamiento y en qué campos han sido utilizados. En
la segunda sección de dicho capítulo, se realizará una revisión de otros trabajos relacionados
con el análisis y la comparación formal de algoritmos evolutivos para, de esta forma, incidir
en la falta de estandarización del campo y en la necesidad de realizar avances en esta línea.
El procedimiento de caracterización que constituye el tema central de la tesis se explicará
en detalle en el capítulo 4. En él se justiﬁcará la necesidad y se desarrollarán en profundidad
las tres etapas que conforman el procedimiento. La primera de las etapas está centrada en la
selección y caracterización de un conjunto de funciones de prueba, y se describe en la primera
sección del capítulo. Se comienza por el estudio de las superﬁcies de calidad y su relevancia
en el funcionamiento de los algoritmos evolutivos, explicando la problemática que supone
no tener en cuenta las características detalladas de estas superﬁcies. Se lleva a cabo, a conti-
nuación, una revisión bibliográﬁca de los trabajos relacionados con el concepto de superﬁcie
de calidad para determinar cuáles son las características topológicas que, desde el punto de
vista de los algoritmos evolutivos, condicionan en mayor medida su funcionamiento. Tras
este proceso se concluye, en una primera aproximación, que estas son la separabilidad y la
modalidad. Finalmente, en esta sección se detalla el conjunto de funciones prueba que serán
utilizadas en la sección de aplicación del procedimiento de caracterización y que también
se propone como base para que otros investigadores analicen sus algoritmos. En la última
parte de la primera sección de este capítulo 4, se presentarán los algoritmos de caracteriza-
ción de superﬁcies de calidad en términos de separabilidad y modalidad desarrollados. Estos
algoritmos serán aplicados a las funciones de prueba establecidas anteriormente con el ﬁn de
estimar sus características topológicas en base a las cuales se caracterizarán los algoritmos
evolutivos.
La segunda etapa del procedimiento de caracterización desarrollado se centra en estudiar
la problemática de la selección de las medidas de error y rendimiento utilizadas en el análisis
el comportamiento de los algoritmos, y se encuentra en la segunda sección del capítulo 4. A
lo largo de la misma se realizará una breve revisión de las medidas más comunes, explicando
sus ventajas y desventajas y se presentará la medida CPEM (Combined Performance and
Error Measure), desarrollada en el marco de esta tesis y utilizada como base en el análisis de
los resultados.
Las dos primeras etapas del procedimiento de caracterización se pueden realizar de forma
concurrente, ya que abordan dos problemas independientes, por un lado el establecimiento
de un ''benchmark'' relevante y formalmente caracterizado, y por otro la selección de medi-
das de error y rendimiento adecuadas. Estas dos etapas no tienen por qué ser llevadas a cabo
por el desarrollador de algoritmos evolutivos de cara a caracterizar su implementación, pu-
4diendo hacer uso de conjuntos de funciones o medidas de error ya existentes, como las que
se proporcionan en esta tesis doctoral, u otras. La tercera etapa del procedimiento de caracte-
rización, el estudio experimental, sí es responsabilidad del desarrollador en todos los casos y
consiste en la ejecución del algoritmo sobre el conjunto de funciones de prueba seleccionado
y en el análisis formal de los resultados. Para ello, en esta etapa se deben establecer una se-
rie de condiciones de ejecución que permitan obtener resultados objetivamente comparables
entre algoritmos y se debe plantear una metodología de análisis de resultados en base a las
características establecidas en la primera etapa sobre el conjunto de funciones de prueba.
En la tercera sección del capítulo se proponen soluciones a ambos aspectos. En cuanto
a las condiciones de ejecución, se establece que todos los parámetros propios del algoritmo
evolutivo los ﬁja el desarrollador para un rendimiento óptimo, a excepción del tamaño de la
población que, dada su gran inﬂuencia en el comportamiento de los algoritmos evolutivos,
debe ser seleccionado tras un barrido controlado. También se establecen valores concretos
sobre el criterio de parada, número de ejecuciones a realizar, medidas a realizar, etc. En
cuanto al análisis de los resultados obtenidos de la ejecución sobre el conjunto de funciones de
prueba, en esta sección se describe lametodología propuesta, que se ha dividido en tres etapas:
análisis de los resultados con la conﬁguración básica del algoritmo, análisis modiﬁcando los
parámetros iniciales y análisis comparativo. En estas tres etapas, el análisis de los resultados
se lleva a cabo en función de la respuesta del algoritmo a la separabilidad y modalidad de
las funciones. Una vez establecidas conclusiones en este sentido, estas se relacionan con las
cuatro propiedades básicas que condicionan el comportamiento los algoritmos evolutivos:
el balance exploración / explotación, la presión selectiva, las direcciones de búsqueda y el
tamaño del paso de mutación. En esta tercera sección del capítulo se explican cada una de
estas propiedades dejando claro cómo inﬂuyen en el rendimiento de los algoritmos y en qué
medida afectan a cada uno de los tipos de funciones que componen el conjunto de prueba.
Para terminar, el capítulo 4 ﬁnaliza con el planteamiento resumido de las etapas que cons-
tituyen el procedimiento de caracterización.
En el capítulo 5 se aplicará el procedimiento de caracterización presentado en el capítulo
anterior sobre cuatro algoritmos evolutivos. Estos algoritmos son: un Algoritmo Genético con
operadores de codiﬁcación real, el algoritmo Covariance Matrix Adaptation, el algoritmo
Diﬀerential Evolution y los algoritmos Macroevolutivos. Los tres primeros se han seleccio-
nado por ser una referencia en el contexto actual de la computación evolutiva y el cuarto por
ser un algoritmo más desconocido, y por tanto, un buen ejemplo de cómo caracterizar un
nuevo desarrollo. De cada uno de ellos se explicarán sus características básicas incidiendo en
detalle en su estrategia de búsqueda, ya que nos ayudará a comprender su comportamiento
ante las funciones objetivo utilizadas. A continuación se aplicará el procedimiento de carac-
terización tal y como lo debería hacer un desarrollador. Las dos primeras etapas implican se-
leccionar el conjunto de funciones de prueba y establecer las medidas de error y rendimiento.
En este caso, se utilizarán las explicadas en el capítulo 4 que serán comunes a los cuatro al-
goritmos a caracterizar. La tercera etapa se repetirá para cada algoritmo, comenzando por
la realización de un análisis poblacional de cada uno de ellos con objeto de ﬁjar el número
de individuos óptimo en cada función y dimensión. Como se verá, cada algoritmo evolutivo
tiene unos requisitos poblacionales diferentes que dependen de su estrategia de búsqueda y
de las propiedades de las funciones a resolver. La parte central de cada sección del capítulo
5 consiste en el análisis de los resultados obtenidos para el tamaño de población óptimo,
clasiﬁcándolos en base a la separabilidad y modalidad de las funciones. Una vez detectadas
aquellas funciones que los algoritmos no son capaces de resolver con la conﬁguración utili-
zada, se analizará el comportamiento de los algoritmos para tratar de ajustar los parámetros
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y mejorar los resultados obtenidos. La última parte de este capítulo se centrará en el análisis
comparativo de los resultados de cada algoritmo.
Para terminar, en el capítulo 6 se exponen las principales conclusiones del trabajo desa-
rrollado en esta tesis doctoral, incidiendo en las aportaciones llevadas a cabo en cuanto a la
caracterización formal de los algoritmos evolutivos. En el capítulo 7 se presentan las líneas
de trabajo que se abren en el futuro y los principales temas que han quedado por resolver.
Cabe destacar que la realización de esta tesis se enmarca en una serie de proyectos del
Grupo Integrado de Ingeniería de la Universidade da Coruña relacionados con la utilización
de algoritmos evolutivos en problemas de optimización en ingeniería y ﬁnanciados por el
MEC, el MICINN y la Xunta de Galicia, cuya contribución ha resultado fundamental para
la realización de esta tesis. El trabajo se ha llevado a cabo en los laboratorios del Grupo
Integrado de Ingeniería en Ferrol y en el laboratorio ASAP de la Universidad de Nottingham
(UK).

Capítulo 2
Objetivos
El objetivo principal de esta tesis doctoral es el siguiente:
El desarrollo de un procedimiento de caracterización que permita analizar formalmente el
comportamiento de los algoritmos evolutivos en problemas de optimización con codiﬁcación
real. Se pretende establecer una metodología de caracterización que pueda ser utilizada por
los desarrolladores de estos algoritmos de tal forma que los usuarios no expertos en compu-
tación evolutiva tengan criterios objetivos para seleccionar el algoritmo más adecuado en
función de las características de un problema concreto.
De cara a cumplir este objetivo global, se deberán alcanzar los siguientes sub-objetivos:
1. Determinar los problemas que deben ser abordados de cara a realizar una caracteriza-
ción formal de un algoritmo evolutivo que aporte información práctica a los usuarios
ﬁnales.
2. Organizar estos problemas en etapas claramente diferenciadas que puedan ser realiza-
das de forma práctica.
3. Estudiar con detalle cada etapa en el marco actual del campo de la Computación Evo-
lutiva.
4. Proponer soluciones concretas a los problemas planteados en cada una de las etapas,
bien utilizando propuestas ya existentes y validadas, o bien proponiendo nuevos méto-
dos.
5. Demostrar que el procedimiento de caracterización, con las soluciones concretas que
se proponen, aporta resultados formales relevantes e información útil para los usuarios
de algoritmos evolutivos.
Como consecuencia del cumplimiento de estos objetivos y subobjetivos, se pretende re-
saltar la gran importancia de llevar a cabo una caracterización formal de los algoritmos evo-
lutivos como requisito indispensable para que los desarrollos en este campo sean utilizables
en otras ramas de la Ciencia.
El conjunto concreto de algoritmos, técnicas y métodos que se proponen en esta tesis no
constituyen el objetivo central de la misma, siendo una primera aproximación a la metodolo-
gía de desarrollo y análisis que se debería seguir, y un requisito necesario para poder validar
el procedimiento propuesto.

Capítulo 3
Marco teórico
En este capítulo se enmarca el presente trabajo dentro del campo de la computación evo-
lutiva con el objetivo fundamental de mostrar qué aporta a nivel cientíﬁco en este ámbito y
de justiﬁcar la idoneidad de las aproximaciones en las que se inspira. El capítulo se ha divi-
dido en tres secciones principales: una primera centrada en los fundamentos teóricos de los
algoritmos evolutivos y su expansión a nivel de aplicación en los últimos años, una segunda
donde se revisarán los principales trabajos dedicados al análisis y comparación de algoritmos
evolutivos en problemas de codiﬁcación real y su escasa repercusión práctica y, ﬁnalmente,
una tercera centrada en las conclusiones del estudio del campo que servirá como punto de
arranque para el desarrollo del procedimiento de caracterización.
3.1 Algoritmos evolutivos
El objetivo de esta sección es realizar una revisión actualizada del campo de la compu-
tación evolutiva y, más concretamente, de los algoritmos evolutivos en su aplicación práctica
durante las dos últimas décadas. Para ello, en primer lugar se realizará una breve introducción
a los elementos básicos de estos algoritmos, incidiendo en la inﬂuencia práctica que tienen
sobre el funcionamiento de los mismos. A continuación, se realizará un breve resumen de
los trabajos originales que llevaron al desarrollo de esta técnica de optimización y de como
surgieron cuatro paradigmas con un comportamiento general común pero con característi-
cas diferenciadoras importantes. La tercera subsección es clave dentro del enfoque de este
trabajo, y estará dedicada a mostrar el enorme incremento en el número y tipología de pro-
blemas reales a los que los algoritmos evolutivos han sido aplicados en los últimos años. Para
terminar, se revisarán los desarrollos más actuales y las tendencias futuras de estos algorit-
mos.
3.1.1 Conceptos básicos
El término algoritmo evolutivo (AE) engloba una serie de técnicas o paradigmas que se
basan en la evolución natural para resolver problemas de optimización y búsqueda. Para im-
plementar un AE son necesarios una serie de componentes básicos. En primer lugar, una
población de individuos donde cada uno de ellos representa una solución candidata al pro-
blema a resolver. Cada individuo está formado por uno o varios cromosomas que son una
colección o lista de genes. Los genes representan incógnitas del problema y se pueden utilizar
10 3.1. Algoritmos evolutivos
distintos tipos de codiﬁcaciones para representarlas como, por ejemplo, codiﬁcación binaria,
codiﬁcación utilizando números reales o mediante caracteres. Además, cada individuo tiene
asociado un valor de calidad o aptitud que es utilizado para establecer lo bien o mal que se
comporta, comparativamente, ante un problema dado (ver ﬁgura 3.1).
En una primera fase se genera una población de individuos de forma aleatoria, tratando
de cubrir la mayor área posible del espacio de búsqueda. A partir de esta población inicial, se
generan nuevas soluciones utilizando operadores evolutivos de selección, reproducción y re-
emplazo. Los operadores de selección son los encargados de escoger, dentro de la población
de padres, los individuos que pasarán a la fase de reproducción. Los operadores de reproduc-
ción, que se dividen en operadores de cruce y mutación, son los encargados de buscar nuevas
soluciones generando una población de descendientes a partir de la sub-población de padres
seleccionada por los operadores de selección. El comportamiento típico de los operadores de
cruce consiste en generar dos descendientes a partir de dos padres combinando el material
genético de los padres. Estos operadores combinan el material genético existente en la pobla-
ción y, por lo tanto, no se introduce, en principio, nuevo material genético. Los operadores
de cruce más típicos son los cruces por puntos: cruce por un punto, cruce por dos puntos
o cruce por n puntos. Los operadores de mutación más comunes generan un descendiente a
partir de un padre cambiando aleatoriamente el valor de algunos de sus genes, es decir, in-
troducen nueva información en la población. Por último, los operadores de reemplazo son
los encargados de seleccionar los individuos que sobrevivirán y formarán la población de
padres de la siguiente generación, como se explicará más adelante. El tipo de reemplazo de-
pende del paradigma utilizado. En algunos casos sobreviven los mejores, ya sean padres o
descendientes, en lo que se conoce como modelo de reemplazo con superposición. En otros
casos sólo sobreviven los mejores descendientes, constituyendo los modelos de reemplazo
sin superposición. [Sarma and De Jong, 1997].
En resumen, el ciclo básico de un algoritmo evolutivo incluye las siguientes fases (ver
ﬁgura 3.2):
• Una fase inicial en la que se genera una población, normalmente aleatoria, de𝑁 indivi-
duos, que representarán las posibles soluciones iniciales a un problema dado, también
llamada población inicial de padres.
• Una segunda fase de evaluación de la población inicial de padres.
• El ciclo o proceso evolutivo, que es el encargado de realizar el proceso de optimización
en sí. Incluye las siguientes subfases:
– A partir de la población de padres se seleccionarán los candidatos para su repro-
ducción utilizando un operador de selección.
– En la fase de reproducción se genera la población de descendientes a partir de la
subpoblación de padres seleccionada.
– Se evalúa la población de descendientes.
– En la fase de reemplazo se genera la población de padres de la siguiente genera-
ción.
El problema de la representación: directa vs. indirecta
La representación de los cromosomas de los individuos es un aspecto clave de los AEs.
Para explicar este problema es necesario, en primer lugar, explicar la diferencia entre genotipo
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Gen 
Cromosoma 
Individuo 
Población 
Calidad 
Figura 3.1: Un gen es la unidad mínima de información en un AE, la unión de varios genes
forma un cromosoma. Un individuo está formado por uno o varios cromosomas y un valor
de calidad. La población del AE está formado por un conjunto de individuos.
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Inicio
Generar población 
inicial
Evaluar población
¿criterio de 
parada?
Fin
SubgráficoReprodu ción
Cruce
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descendientes
Figura 3.2: Esquema general de funcionamiento de un algoritmo evolutivo.
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y fenotipo. Como ya se ha explicado anteriormente, los algoritmos evolutivos están inspirados
en la evolución biológica. En este campo se deﬁne genotipo como la descripción genética
de un individuo, es decir, el conjunto de genes y los valores de los mismos. Por otro lado,
se denomina fenotipo a la expresión del genotipo. Dicho de otra forma, el genotipo es un
conjunto de valores que contiene información sobre el individuo. Esta información ''sufre''
una transformación por la cual se obtiene el fenotipo en el que la información de los genes
puede manifestarse o no.
A partir de estos conceptos, en Computación Evolutiva (CE) se deﬁnieron dos tipos de
representaciones de cromosomas: directa e indirecta. En la representación directa, el feno-
tipo de un individuo es igual al genotipo, es decir, los individuos representan soluciones que
internamente son exactas a su representación ''externa''. Por ejemplo, si se trata de un pro-
blema de optimización de parámetros, los genes de los cromosomas representan los valores
de dichos parámetros en el espacio correspondiente ya sean números reales, enteros, etc. Si
el problema a resolver consiste en la evolución de un árbol o un grafo, cada gen representará
un nodo. Por otro lado, en la representación indirecta, el genotipo y el fenotipo son diferen-
tes, existe una función de transformación que decodiﬁca el genotipo. En CE es muy común
utilizar la codiﬁcación binaria (cromosomas donde los genes toman valores 0 o 1) como codi-
ﬁcación universal y a la hora de evaluar los individuos utilizar una función de transformación
que decodiﬁque los genes binarios en, por ejemplo, parámetros reales. Este no es el único
ejemplo de codiﬁcación indirecta. Cuando se evolucionan redes de neuronas artiﬁciales es
posible codiﬁcar su estructura y sus parámetros en el cromosoma. En aquellos casos en los
cuales se codiﬁca la estructura, por ejemplo utilizando reglas a partir de las cuales se genera
la red, se necesita una función de transformación que interprete esa información y genere la
red a partir de dicho cromosoma.
La representación directa no es siempre mejor que la indirecta, ni viceversa. Existen nu-
merosos trabajos en la bibliografía donde se realizan comparaciones de ambos tipos de re-
presentación destacando que la elección de una u otra es altamente dependiente del problema
a resolver [Bentley and Kumar, 1999,Harding and Miller, 2006]. Esta decisión tiene efectos
en el proceso de búsqueda que seguirá la población sobre el espacio de soluciones y en la
implementación del algoritmo, concretamente en la implementación de los operadores. Exis-
ten una serie de aspectos que debemos tener en cuenta a la hora de elegir entre una u otra
representación:
• La codiﬁcación directa tiene la ventaja de realizar una mayor explotación de la propie-
dades del problema. Los operadores pueden aprovechar las características propias del
mismo para generar las nuevas soluciones. Un ejemplo es el concepto de continuidad
en el caso de espacios de codiﬁcación real.
• En el caso de la codiﬁcación directa, el genotipo crece con el fenotipo pudiendo llegar
a tener cromosomas de longitud muy alta que implican grandes tamaños de población
y, por lo tanto, mayor tiempo de cómputo.
• Cuando existen y se conocen interacciones entre variables es más recomendable la co-
diﬁcación indirecta. Es decir, si, por ejemplo, tres genes poseen una relación conocida
y esta puede ser formulada, es preferible codiﬁcar estos genes como uno solo y no como
tres. De otra forma, el algoritmo deberá aprender las relaciones entre ellos y dicho pro-
ceso no siempre es sencillo. Además, codiﬁcando los genes como combinaciones, se
reducen las dimensiones del problema y, por lo tanto, se reduce el coste computacional
al realizar búsquedas en espacios de altas dimensiones.
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• En el caso de la codiﬁcación indirecta es necesaria una función de transformación. Esta
función puede provocar que distintas codiﬁcaciones genotípicas den lugar al mismo
fenotipo provocando redundancia en el espacio de búsqueda.
3.1.2 Reseña histórica
El concepto de Computación Evolutiva (CE) no es algo nuevo. Las ideas relacionadas
con este campo fueron sugeridas desde los inicios de la era de la computación. Las primeras
investigaciones sobre evolución artiﬁcial surgieron entre los años 1948 y 1960, cuando Alan
Turing comenzó sus estudios sobre las relaciones entre la evolución natural y el aprendi-
zaje [Turing, 1950]. También John von Neumann dedicó sus investigaciones a los autómatas
celulares evolutivos que poseían unos mecanismos que les otorgaban un poder computacional
equivalente a una máquina de Turing.
En la década de los cincuenta surgen las primeras ideas sobre aplicación de estas téc-
nicas en problemas reales. En 1956, George Friedman formuló una propuesta de aplicación
de técnicas evolutivas a la robótica; en 1957, George Box propone su utilización en produc-
ción industrial (EVOP - Evolutionary Operation) y en 1958 Friedberg combinó técnicas de
aprendizaje por refuerzo y de computación evolutiva para desarrollar instrucciones de un
programa.
Los precursores de lo que actualmente conocemos por algoritmo evolutivo fueron Woo-
drow Bledsoe y Hans Bremermann. En 1960 interpretaron la evolución como un proceso de
optimización, sugirieron la codiﬁcación binaria, el uso de un valor de aptitud y las estruc-
turas de poblaciones. En 1963, Newell y Simon propusieron el General Problem Solver que
era capaz de resolver problemas sencillos utilizando evolución, siendo la primera idea de un
algoritmo genérico que funcionaba independientemente del problema y dominio de aplica-
ción.
En estos primeros años, destacaron tres grupos de investigación cuya actividad ayudó a
deﬁnir lo que ahora conocemos como computación evolutiva. En la Universidad de California
- Los Ángeles (UCLA) a ﬁnales de los sesenta, el grupo formado por Fogel, Owel y Walsh,
comenzó a utilizar procesos de evolución simulada para desarrollar máquinas de estados ﬁ-
nitos, dando lugar a la programación evolutiva [Fogel et al., 1966]. Un segundo grupo en la
Universidad Técnica de Berlin (TUB) en el año 1973, formado por Rechenberg y Schwefel,
comenzaron a estudiar cómo los procesos evolutivos podrían utilizarse para resolver proble-
mas complejos con parámetros reales. De estas investigaciones surgieron las estrategias evo-
lutivas [Rechenberg, 1973,Schwefel, 1981]. Por último en el año 1975, en la Universidad de
Michigan (UM), John Holland formalizó sus ideas sobre planes reproductivos y adaptativos
en lo que actualmente conocemos por algoritmos genéticos [Holland, 1975]. Estos algoritmos
eran sistemas adaptativos y robustos capaces de trabajar ante entornos inciertos y dinámicos,
y donde dicha característica de auto-adaptación surgía a partir de la realimentación de inter-
actuar con el entorno.
Durante la década de los setenta, la mayor parte de la investigación en este campo se centró
en desarrollos teóricos con dos objetivos. En primer lugar, caracterizar el comportamiento de
los sistemas evolutivos. En segundo lugar, tratar de comprender cómo estos sistemas pueden
ser utilizados para resolver problemas. De esta etapa de estudios teóricos surgen una serie de
algoritmos canónicos que han servido de base para el desarrollo de nuevos algoritmos.
La etapa de maduración de las técnicas de CE tuvo lugar durante la década de los ochenta
donde se desarrollaron las primeras conferencias sobre este tema y creció enormemente el
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número de aplicaciones a problemas reales. Los algoritmos evolutivos desarrollados hasta
este momento comenzaron a aplicarse en la optimización de funciones. A partir de los re-
sultados obtenidos de estas aplicaciones y del uso que se comenzó a dar a los mismos sur-
gieron numerosas modiﬁcaciones a los algoritmos canónicos que habían sido desarrollados
en etapas anteriores. Por ejemplo, se generalizó el uso de las técnicas multi-parentales, en
las cuales a partir de 𝜇 padres se generaban 𝜆 descendientes. También se estudiaron técnicas
para mantener la presión selectiva como, por ejemplo, el escalado dinámico de la calidad o
las técnicas de reemplazo elitistas. Aunque la mayor parte de las aplicaciones se centraron
en el campo de la optimización, los algoritmos evolutivos fueron aplicados en otras áreas y
se combinaron con otras técnicas. Así, surgieron los Learning Classiﬁer Systems [Holland,
1976], sistemas de aprendizaje máquina que utilizaban algoritmos genéticos como un com-
ponente para la generación de las reglas que utilizaban en su ejecución. También comenzaron
a aparecer aplicaciones donde se evolucionaban sistemas complejos como redes de neuronas
artiﬁciales, colecciones de reglas para la ejecución de tareas y programas desarrollados en
código LISP.
En la década de los noventa se produjo la uniﬁcación de los tres paradigmas principales
que habían surgido como proyectos independientes: los Algoritmos Genéticos, las Estrategias
Evolutivas y la Programación Evolutiva. Gracias a esta uniﬁcación surge el término Compu-
tación Evolutiva como nombre del área que los engloba. Como resultado de las interacciones
se obtuvo una mejor comprensión de las similitudes y diferencias de los tres paradigmas y un
cruce de ideas que permitió mejoras en cada uno de los tres campos. También a principios
de los noventa aparece una nueva e importante línea de investigación basada en la CE: la Ro-
bótica Evolutiva. Algunos investigadores, como Irman Harvey, Phil Husbands, Dave Cliﬀ,
Randall Beer o John Gallagher, propusieron el uso de algoritmos evolutivos para automatizar
el proceso de diseño de los sistemas robóticos.
Debido a la gran cantidad de trabajos desarrollados en el campo de la CE, a principios
del siglo veintiuno se consideraba ya una disciplina madura. Este gran número de trabajos
se vio reﬂejado en la aparición de tres revistas cientíﬁcas dedicadas exclusivamente a este
campo: Evolutionary Computation (disponible desde 1993), IEEE Transactions on Evolutio-
nary Computation (disponible desde 1997) yGenetic Programming and Evolvable Machines
(disponible desde el año 2000). También creció el número de congresos y conferencias cuya
temática se centraba en estudios teóricos y aplicaciones en el campo de la CE. Destacan:
Genetic and Evolutionary Computation Conference (GECCO, se celebra desde el año 2001),
Congress of Evolutionary Computation (CEC, se celebra desde el año 1994), Parallel Pro-
blem Solving from Nature (PPSN, se celebra desde el año 1990), Frontiers in Evolutionary
Algorithms (FEA, se celebra desde mediados de los noventa) y Foundations of Genetic Al-
gorithms (FOGA, desde el año 1990). El campo de la CE se encuentra en pleno desarrollo
en la actualidad y constantemente aparecen nuevas aplicaciones donde comprobar la utili-
dad de los algoritmos evolutivos. Además, surgen nuevas necesidades que requieren la me-
jora y la extensión de las capacidades de estos algoritmos, como pueden ser la optimización
multi-objetivo, los problemas de optimización con o sin restricciones, sistemas co-evolutivos,
sistemas auto-adaptativos, etc.
3.1.3 Paradigmas principales
Tradicionalmente se han considerado cuatro paradigmas principales de algoritmos evo-
lutivos. La ﬁlosofía base de estos cuatro paradigmas es la misma y las diferencias entre ellos
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radican, generalmente, en el tipo de codiﬁcación y en los operadores utilizados en las fases
de selección, reproducción y reemplazo. A continuación se explican brevemente estos cuatro
paradigmas haciendo hincapié en dichas diferencias.
Algoritmos Genéticos
Como ya se ha mencionado anteriormente, las bases de los algoritmos genéticos (AG)
fueron presentadas por John Holland a principios de la década de los sesenta y, más tarde,
en 1975, él mismo propuso la idea de los algoritmos genéticos tal y como los conocemos
actualmente [Holland, 1975]. El ciclo evolutivo de un algoritmo genético es el mismo que
ya ha sido explicado en la sección 3.1.1 y que se describe en el diagrama de la ﬁgura 3.2.
Cuando John Holland presentó las bases de los AGs hizo especial énfasis en la importancia
del desarrollo de un método de propósito general independiente del problema a resolver. Por
este motivo, en las primeras versiones de este paradigma se propuso la idea de utilizar un tipo
de representación universal para los genes de los cromosomas, la codiﬁcación binaria. En
versiones posteriores se han utilizado otros tipos de codiﬁcaciones, desde números enteros
hasta números reales, incluso utilizando combinaciones de distintos tipos de codiﬁcaciones.
Una de las principales diferencias de los AGs con respecto a otros paradigmas de AEs es
la forma en la que se eligen los individuos que pasarán a la fase de reproducción. En el caso de
los AGs, la responsabilidad de decidir qué individuos se reproducen y cuáles no, recae sobre
el método de selección y, dependiendo del operador utilizado y de la calidad del individuo, la
probabilidad de reproducirse es mayor o menor. Los operadores de selección más utilizados
en la bibliografía son: la selección por ruleta, la selección por ruleta con escalado [Hancock,
1994], la selección por posición [Walter, 1953] o la selección por torneo [Goldberg and Deb,
1991].
Otra diferencia importante es el método de reproducción mediante el cual, a partir de los
individuos seleccionados de la población de padres, se genera la población de descendientes.
En los AGs se le da mayor importancia a la reproducción sexual, en forma de operador de
cruce, que a la reproducción asexual, operador de mutación. En el caso de los operadores
de cruce se genera la descendencia a partir de la información que proporcionan varios pa-
dres, generalmente dos aunque hay casos en los que se utiliza un número mayor de padres.
El operador de cruce más utilizado en el caso de los AGs es el cruce por un punto. Existen
otras variantes de cruce usando, por ejemplo, dos o tres puntos de cruce en lugar de uno, o
también creando descendientes alternando los genes de los padres, llamado cruce uniforme.
Los operadores anteriores se desarrollaron para ser utilizados con cualquier tipo de codiﬁ-
cación, aunque principalmente con la codiﬁcación binaria. Desde el momento en el que los
algoritmos genéticos con codiﬁcación real (RCGA) cobraron importancia, se desarrollaron
operadores de cruce especíﬁcos para este tipo de codiﬁcación [Herrera et al., 1998,Herrera
et al., 2003]. Algunos de ellos, como por ejemplo el operador de cruce SBX-𝛼, simulan el
comportamiento de un operador de cruce por puntos.
Aunque el operador de mutación, en el caso de los AGs, no tenga la misma importan-
cia que el operador de cruce y la probabilidad de ejecutarse sea baja, este es un mecanismo
que sirve para introducir nueva información genética en la población. Este operador es depen-
diente de la codiﬁcación concreta que se utilice en los cromosomas. Si, por ejemplo, se utiliza
codiﬁcación binaria la mutación consiste en cambiar el valor de un gen con una determinada
probabilidad o elegir dos genes e intercambiar sus posiciones. Si la codiﬁcación es distinta
se amplia la deﬁnición de forma que cada gen se cambia, con una determinada probabilidad,
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por otro gen válido siguiendo una distribución de probabilidad como, por ejemplo, una dis-
tribución uniforme o una distribución normal. Habitualmente la probabilidad de mutación se
escoge de tal manera que por término medio se produzca una mutación en cada cromosoma.
El último operador que se aplica en el proceso evolutivo de un AG es el operador de
reemplazo. Este operador es el encargado de decidir qué individuos de la población de padres
son sustituidos por individuos de la población de hijos y, por lo tanto, no sobreviven en la
siguiente generación.
Estrategias Evolutivas
Las estrategias evolutivass (EEs) fueron ideadas por Rechenberg [Rechenberg, 1973] y
Schwefel [Schwefel, 1981] basándose en la idea de evolución de la evolución. Al igual que en
los AGs, cada individuo está representado por un cromosoma pero, además, tiene asociado
los parámetros que modelan su evolución (parámetros estratégicos), los cuales también se
evolucionan. Esta es la principal característica diferenciadora de este paradigma con respecto
a los AGs. Como se explicará más adelante, la programación evolutiva heredó esta caracterís-
tica de las EEs. Otra de las características que diferencian las EEs de los primeros AGs es el
tipo de representación. Desde un principio, las EEs fueron desarrolladas para resolver proble-
mas de optimización. Por lo tanto, los genes de los cromosomas se representaban mediante
números reales, ya que es la forma natural de representar los parámetros de un problema de
optimización.
El ciclo evolutivo de una EE sigue los mismos pasos que el descrito para los AGs, sin
embargo, y a diferencia estos, en este caso se le da mayor importancia a la mutación frente al
cruce. De hecho, en las primeras propuestas no existía operador de cruce y los descendientes
se generaban únicamente a partir de mutaciones de los padres.
En la actualidad, se puede considerar que existen dos tipos de EEs, las cuales se dife-
rencian por los mecanismos de selección de padres y de reemplazo. Estos dos tipos de EEs
son las estrategias (𝜇 + 𝜆) o estrategias plus y las estrategias (𝜇, 𝜆) o estrategias comma.
En el caso de las estrategias (𝜇 + 𝜆), se seleccionan 𝜇 padres para generar 𝜆 descendientes
(1 ≤ 𝜇 ≤ 𝜆 < ∞). A la hora del reemplazo se unen los 𝜇 padres y los 𝜆 descendientes y se
eligen los 𝜇 mejores individuos que pasarán a la siguiente generación. Esta estrategia es una
forma de implementar elitismo, ya que los mejores individuos siempre sobrevivirán genera-
ción tras generación. En la segunda estrategia, (𝜇, 𝜆) donde 1 < 𝜇 < 𝜆 < ∞, se seleccionan 𝜇
padres para generar 𝜆 descendientes y se seleccionan los 𝜇 mejores individuos de entre los 𝜆
descendientes. En esta estrategia no existe elitismo, por lo tanto presenta poca presión selec-
tiva y mayor diversidad comparada con la estrategia plus. La elección de una u otra estrategia
depende de las características concretas del problema que se desee resolver.
Como ya se ha mencionado anteriormente, en el caso de las EEs el operador de mutación
prima sobre el operador de cruce y aunque el operador de cruce no esmuy utilizado en este pa-
radigma, algunos autores recomiendan su uso ya que, en algunas ocasiones, utilizar solamente
mutación provoca una rápida convergencia hacia óptimos locales. Rechenberg [Rechenberg,
1973] propuso dos aproximaciones para el operador de cruce que se diferencian principal-
mente en el número de padres que se utilizan, estas dos aproximaciones son: el cruce local
y el cruce. Una vez que se han generado descendientes cruzados se les aplica el operador de
mutación con una probabilidad de 1, es decir, todos los genes de todos los individuos serán
mutados. Para ejecutar el operador de mutación se ejecutan dos pasos: en primer lugar se
auto-adaptan los parámetros estratégicos, como se explicará más adelante, y en segundo lu-
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gar se genera el descendiente mutado. El individuo mutado se genera sumándole a cada gen
del individuo padre un valor que sigue una distribución de probabilidad determinada por los
parámetros estratégicos.
Una de las principales características de las EEs, que ya ha sido mencionada pero merece
ser destacada, es el concepto de evolución de la evolución, es decir, que los mismos pará-
metros que gobiernan la evolución también son evolucionados con el objetivo de ajustar la
distribución de mutación de forma que el proceso de búsqueda se adapte a la superﬁcie del
problema y determine la mejor dirección de búsqueda en la misma. Este proceso de auto-
adaptación de parámetros estratégicos se realiza en el primer paso del operador de mutación,
previo a la generación de nuevos individuos utilizando dichos parámetros adaptados. Los pa-
rámetros estratégicos utilizados en las EEs son la desviación estándar del tamaño del paso
de mutación (𝜎) y los ángulos rotacionales de dichos pasos (𝜔), estos parámetros pertene-
cen a una distribución normal. Existen diversas técnicas de auto-adaptación dependiendo del
número de parámetros de cada tipo que se utilicen [Bäck, 1996, Hildebrand et al., 1999].
Considerando 𝑛𝜎 el número de desviaciones estándar y 𝑛𝜔 el número de ángulos rotacionales
utilizados, las técnicas de auto-adaptación más utilizadas son las que se muestran en la ﬁgura
3.3.
Programación Evolutiva
El paradigma de programación evolutiva (PE) fue desarrollado por Fogel [Fogel et al.,
1966, Fogel, 1995, Fogel, 1999] y surge a principios de la década de los sesenta. Este para-
digma se centra en el desarrollo de modelos de comportamiento (fenotípicos) y no modelos
genotípicos. Fogel se basó en sus ideas de que la inteligencia es una propiedad que permite a
un sistema adaptar su comportamiento para alcanzar sus metas [Fogel, 2000] con el objetivo
de desarrollar un sistema que permitiese la adaptación del comportamiento de los individuos
ante un entorno dado.
Los primeros ejemplos fueron desarrollados para la evolución de máquinas de estados
ﬁnitos (FSM). Estos ejemplos consistían en encontrar un conjunto de comportamientos ópti-
mos para dichas máquinas dentro de un espacio de comportamientos observables. La función
de calidad consistía en medir el error de comportamiento de un individuo con respecto al
entorno donde se ejecutaba.
Al ser utilizado para evolucionar FSMs, una de las principales diferencias con respecto
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(c) 𝑛𝜎 = 𝑛𝑥, 𝑛𝜔 = 𝑛𝑥(𝑛𝑥 − 1)/2
Figura 3.3: Distribuciones de mutación para EEs
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a otros paradigmas de AEs es la representación de los individuos. Estos se codiﬁcan como
secuencias ordenadas de acciones que deﬁnen un comportamiento. Posteriormente, el uso de
la PEse ha ampliado a otro tipo de problemas y ha sido utilizada en optimización en dominios
continuos [Fogel et al., 1991,Fogel et al., 1990] donde los individuos se representaban como
cadenas de números reales.
El ciclo evolutivo sigue los mismos pasos que otros paradigmas de CE. Durante la fase de
inicialización, la población se genera de forma aleatoria utilizando una distribución uniforme
tratando de cubrir la mayor área posible del dominio.
Una de las diferencias principales de la PE con respecto a otros paradigmas es la ausencia
de operador de cruce durante la fase de reproducción. Por lo tanto, el operador de mutación
es el principal operador del paradigma y sobre él recae la responsabilidad de conseguir un
balance adecuado entre exploración y explotación. El objetivo principal del mismo es el de
introducir variabilidad en la población, generando uno o más descendientes a partir de las
modiﬁcaciones de un padre. De forma general, el operador de mutación en PE se deﬁne
según la ecuación:
𝑥𝑖𝑗(𝑡) = 𝑥𝑖𝑗(𝑡) + Δ𝑥𝑖𝑗(𝑡) (3.1)
Donde Δ𝑥𝑖𝑗(𝑡), representa el paso de la mutación y sigue una determinada distribución de
probabilidad cuya desviación está determinada por el parámetro estratégico 𝜎𝑖𝑗 escalado por
una funciónΦ ∶ ℝ → ℝ. Dependiendo de la funciónΦ se distinguen tres tipos de estrategias
en PE:
• PE No adaptativa: donde Φ(𝜎) = 𝜎 en cualquier momento de la evolución, es decir,
la desviación de la distribución de probabilidad del paso de mutación es estática.
• PEDinámica: donde 𝜎 cambia con el tiempo utilizando una funciónΦ determinística,
normalmente en función de la calidad de los individuos.
• PE Auto-adaptativa: donde el valor de 𝜎 varía dinámicamente y se adapta al proceso
de búsqueda. Al igual que ocurre en las EEs, cada variable tiene asociado un parámetro
𝜎 cuyo valor se adapta durante el proceso evolutivo a la superﬁcie de búsqueda del
problema con las mismas estrategias explicadas en caso de las EEs.
La fase de evaluación también es diferente en el paradigma de PE. Mientras que en otros
paradigmas la calidad de los individuos se mide de forma absoluta, es decir, cómo de bien
se comporta un individuo con respecto al problema que trata de resolverse, en el caso de la
PE la calidad de un individuo se mide de forma relativa al resto de la población. Como ya se
ha mencionado anteriormente, la calidad de un individuo en PE mide el error de comporta-
miento. Esta medida sirve para asignar una puntuación a cada individuo cuyo valor depende
de la comparación de su comportamiento con respecto al comportamiento de un grupo de
individuos de la población seleccionados de forma aleatoria. Al utilizar una medida de error
relativa y no absoluta, el proceso de selección de supervivientes se transforma en un proceso
competitivo donde padres y descendientes luchan por sobrevivir basándose en su rendimiento
frente a un grupo de competidores. Una vez que se calcula la calidad relativa en la fase de
evaluación, cada individuo recibe una puntuación basada en dicha calidad relativa. En el pro-
ceso de selección se puede utilizar cualquiera de los métodos de evaluación vistos en otros
paradigmas: selección por torneo, selección por posición, ruleta, etc., utilizando como valor
de calidad la puntuación de cada individuo.
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Programación Genética
La programación genética (PG) [Koza, 1992b,Koza, 1994,Koza et al., 1999,Koza et al.,
2003] surge a principio de la década de los noventa como una especialización de los AGs.
La principal diferencia con respecto a los AGs es la representación de los individuos, ya que
en la PG los cromosomas de los individuos representan programas en forma de árboles. En
sus orígenes fueron desarrollados para la evolución automática de programas. En cada gene-
ración, cada individuo o programa se ejecutaba para medir su rendimiento, cuyo resultado se
utiliza como valor de calidad.
La codiﬁcación de los individuos en forma de árboles es una de las principales caracte-
rísticas de este paradigma. Además de ser diferente en cuanto a estructura, el usuario deberá
tener en cuenta dos implicaciones importantes de este tipo de representación. La primera,
el tamaño de los individuos (medido como profundidad del árbol), estructura (longitud de
las ramas y posición de las mismas) y complejidad cambian debido a los operadores de re-
producción, y es diferente en cada individuo. La segunda implicación es que es necesaria
la deﬁnición de una gramática que permita la representación de cualquier posible solución
del problema. La gramática de un problema está formada por dos conjuntos: el conjunto de
operadores o nodos no hoja y el conjunto de literales o nodos hoja.
En la fase de evaluación, lomás común es presentar al programa generado por el individuo
diferentes casos de prueba para medir su rendimiento. Si, por ejemplo, se está desarrollando
una expresión binaria, conociendo la salida correspondiente a cada combinación de entradas,
la calidad o rendimiento de un individuo se calcula según el número de salidas correctas
que prediga la expresión correspondiente. Cuando se desarrollan expresiones matemáticas,
la expresión se evalúa calculando el error obtenido por el individuo con respecto al valor
objetivo, generalmente los valores objetivo se dan en forma de patrones. La PG también se
ha utilizado para evolucionar árboles de decisión, en este caso la calidad de un individuo se
corresponde con su precisión a la hora de tomar la decisión correcta. Otra posible aplicación
son los juegos de estrategia [Koza, 1990,Koza, 1992a], donde la calidad estaría representada
por el número de victorias que obtiene el individuo.
Los operadores de selección utilizados en PG son los mismos que se utilizan en el caso de
los AGs, con las mismas ventajas e inconvenientes. Sin embargo, debido a la representación
en forma de árbol, ninguno de los operadores de reproducción utilizados en AGs o en EEs
sirve para el caso de la PG aunque la ﬁlosofía de dichos operadores se mantenga, es decir,
mantener el equilibrio entre la exploración y la explotación del espacio de búsqueda. En el
caso de los operadores de cruce, las distintas aproximaciones utilizadas se distinguen princi-
palmente en el número de descendientes que se generan a partir, siempre, de dos padres: un
descendiente o dos descendientes. Cuando se genera un descendiente, se eligen dos padres
(uno actuará como origen y el otro como destino), de cada padre se escoge una rama y la rama
del padre destino se sustituye por la rama del padre origen. Si en vez de un descendiente se
generan dos, en vez de sustituir ramas lo que se realiza es un intercambio de ramas entre
los dos padres. En el caso del operador de mutación, es común implementarlo de forma que
se adapte al problema particular que resolverá. Aunque muchos de los operadores utilizados
en PG son independientes del problema concreto. En el caso de la PG, no existe operador
de reemplazo como tal, es decir, no existe ninguna estrategia que decida qué descendientes
sustituyen a los padres, si no que todos los padres serán sustituidos, ya sean mejores o peores
que los descendientes.
Los cuatros paradigmas anteriores han servido para sentar las bases de cuatro técnicas am-
pliamente utilizadas en el campo de la CE. Sin embargo, estos paradigmas solamente indican
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aspectos generales de los algoritmos que pertenecen a cada uno de ellos. Dentro de cada uno
de estos paradigmas se han implementado algoritmos concretos utilizando diferentes técnicas
y operadores.
3.1.4 Áreas de aplicación de los AEs
En esta sección se hará una revisión actualizada de las numerosas áreas en las que se
han aplicado los AEs como técnicas para resolver problemas complejos durante los últimos
años. La generalidad de este tipo de algoritmos permite que sean aplicados a un gran rango de
problemas. En la bibliografía podemos encontrar revisiones de sus principales aplicaciones a
problemas reales: minería de datos [Freitas, 2001], aplicaciones de ingeniería [Michalewicz,
1997], problemas de clasiﬁcación [Espejo et al., 2010a], tecnologías de la comunicación [Tsu-
jimura et al., 2008], sistemas de logística [Gen and Lin, 2008] o visión artiﬁcial [Paulinas and
Usinskas, 2007]. Los problemas considerados en estas y otras revisiones pueden agruparse
en seis grandes áreas de investigación [De Jong, 2006]: problemas de búsqueda, aprendizaje
máquina, programación automática, adaptación, diseño y, sobre todo, optimización.
• Los problemas de búsqueda están muy relacionados con los problemas de optimiza-
ción, pero las diferencias que existen entre ellos hacen que las técnicas que se siguen
para resolverlos sean diferentes. Un problema de optimización trata de maximizar o
minimizar un valor objetivo, mientras que un problema de búsqueda trata de encontrar
un conjunto de valores del espacio de búsqueda que satisfagan una serie de criterios
especiﬁcados. Es decir, la función de calidad está formada por un conjunto de sub-
funciones que deben satisfacerse y que, por lo tanto, pueden tomar dos valores: 0 o
1, indicando que la sub-función no se soluciona o se soluciona, respectivamente. En
este tipo de problemas, generalmente, existe más de una solución que proporciona un
valor positivo para el conjunto de sub-funciones consideradas. Elegir una u otra solu-
ción depende del usuario y, normalmente, no existe una mejor que otra. También puede
darse el caso que no haya ninguna solución que satisfaga el conjunto de sub-funciones.
Un ejemplo típico de problemas de búsqueda son los problemas SAT (Satisfability pro-
blems) donde, dada una función booleana de N variables sin restricciones en el número
de cláusulas, el algoritmo deberá encontrar el conjunto de valores (verdadero o falso)
para las N variables que satisfagan todas las clausulas. Este problema ha sido tratado en
numerosas ocasiones con distintos tipos de algoritmos evolutivos. En [Gottlieb et al.,
2002] los autores hacen una revisión de las soluciones sugeridas en la literatura.
• En el área del Aprendizaje Máquina, los AEs también han sido utilizados frecuen-
temente. El concepto de aprendizaje se centra en el desarrollo de modelos capaces de
generalizar comportamientos a partir de información no estructurada en forma de ejem-
plos. Una vez que el modelo aprende una serie de ejemplos, su calidad se mide en base
al éxito que obtiene ante ejemplos no vistos con anterioridad. Los modelos más utiliza-
dos y sobre los que se aplican AEs son, por ejemplo, las redes de neuronas artiﬁciales,
en las que se ajustan parámetros como pesos o bias por medio de AEs; o árboles y con-
juntos de reglas de decisión generados mediante AEs. Generalmente, los AEs aplicados
a Aprendizaje Máquina convergen de manera más lenta que las técnicas propias de los
modelos (como puede ser un algoritmo de retropropagación en una red de neuronas),
sin embargo, los AEs se han demostrado más efectivos en problemas de Aprendizaje
Máquina que impliquen decisiones secuenciales, como pueden ser problemas de na-
vegación o juegos que requieran acciones coordinadas a lo largo del tiempo [Smith,
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1983, Grefenstette et al., 1990]. Otro de los problemas de las aplicaciones de Apren-
dizaje Máquina es el alto coste computacional, por tanto, son deseables técnicas que
permitan paralelización como lo son los AEs.
• Cuando Fogel y su equipo de investigación presentaron la programación evolutiva, el
objetivo que tenían en mente era el desarrollo de una técnica que les permitiese la ge-
neración automática de programas para la obtención de agentes inteligentes. De esta
forma se libraban de la tarea tediosa de codiﬁcar a mano los posibles comportamientos
del agente. Así nacía la idea de programación automática [Fogel et al., 1966]. Desde
ese momento, el interés en la evolución de programas ha crecido enormemente y se ha
aplicado a gran variedad de lenguajes como por ejemplo LISP [Fujiko and Dickinson,
1987,Koza, 1992b] o código ensamblador [Cramer, 1985,Ray, 1994], llegando incluso
a utilizarse redes de neuronas artiﬁciales [Harp et al., 1989,de Garis, 1991] o sistemas
de reglas [Smith, 1983,De Jong, 1987]. La programación automática es una de las áreas
que mayores diﬁcultades presenta y más retos supone en el campo de la CE. Varios as-
pectos críticos juegan un papel importante. En primer, lugar la representación de los
programas, ya sea como reglas, árboles, parámetros, etc.; además de que generalmente
se utilizan individuos de longitud variable. La existencia de restricciones, tanto sin-
tácticas como semánticas, también juega un papel crucial, ya que los operadores y la
función de calidad deberán estar preparados para trabajar con soluciones que no son
factibles en uno o en ambos aspectos. Por último, las funciones de calidad deben con-
siderar aspectos como el consumo de memoria o el consumo de tiempo, además de la
ejecución correcta de la tarea.
• Los problemas más típicos tratados con AEs utilizan funciones de calidad que son
estáticas. Sin embargo, las funciones de calidad que se tratan de resolver en el caso de
los problemas de adaptación son funciones dinámicas que cambian a lo largo del tiempo
como las que aparecen en [Branke, 2001,Morrison, 2004]. Los trabajos desarrollados
en este campo se han centrado en analizar principalmente los siguientes aspectos:
– Algoritmos que permitan una continua y eﬁciente adaptación de las soluciones a
un entorno cambiante.
– Encontrar un balance adecuado entre la calidad de la solución y el coste de adap-
tación a los cambios.
– Desarrollar métodos que permitan encontrar soluciones robustas cuya calidad no
se vea afectada por cambios en el entorno.
Además, los desarrolladores o usuarios deberán de prestar atención al concepto de es-
cala de tiempo o cómo de rápido cambia el entorno con respecto al tiempo que tarda
en ejecutar una generación un evolutivo. Si el entorno cambia de forma tan rápida que
no es posible evaluar la calidad de una generación, entonces se deberá considerar otra
alternativa que no sea un AE. En caso contrario, si las transiciones se producen des-
pués de largos periodos estáticos, el problema se puede tratar con un AE estándar que
en cada transición ejecuta una fase de ajuste de parámetros. Los casos intermedios son
los de mayor interés para los AEs, que deberán de mantener una alta diversidad en la
población para ser capaces de ajustarse dinámicamente a los cambios en el entorno.
• Otra de las áreas de interés clásicas para los AEs es el campo del diseño automático.
Este campo puede dividirse en cuatro categorías principales: la optimización evolu-
tiva de diseños, el diseño evolutivo creativo, arte evolutivo y evolución de formas de
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vida artiﬁcial [Bentley, 1999]. La optimización evolutiva de diseños es, de las cuatro,
la categoría más conocida y, generalmente, es considerada como una clase particular
de problemas de optimización. En esta sub-clase de problemas se parametriza el di-
seño creado y se evolucionan los valores de esos parámetros para obtener un diseño
que cumpla con una serie de criterios deﬁnidos como, por ejemplo, la maximización
de la resistencia del producto o la minimización de costes de fabricación. Al contrario
que la optimización evolutiva de diseños, en el caso del diseño evolutivo creativo el
objetivo principal es el de generar nuevos diseños a partir de poca o de ninguna in-
formación: la evolución se guía por un criterio puramente funcional. Cuando, por el
contrario, la evolución se guía por un criterio subjetivo y no funcional es cuando se
está hablando de arte evolutivo. Esta categoría explota el proceso de la evolución para
crear arte que cambia continuamente de acuerdo con un algoritmo evolutivo. En [Ro-
mero and Machado, 2007] se hace una revisión de arte y música evolutiva. Por último,
la cuarta categoría se centra en la investigación de la evolución de formas de vida arti-
ﬁcial como, por ejemplo, autómatas celulares, formas y disposiciones de neuronas o la
evolución de morfologías similares a plantas o animales que realizaron Dawkins [Daw-
kins, 1986,Dawkins, 1990] y Sims [Sims, 1994b, Sims, 1994a]. El objetivo principal
de esta categoría del diseño evolutivo consiste en investigar acerca de los mecanismos
de evolución natural para encontrar explicaciones sobre la generación de formas que
aparecen en la naturaleza.
• El área de la optimización es, sin lugar a dudas, el área de aplicación que mayor interés
suscita. El motivo de este alto interés es la gran cantidad de problemas que existen en
el campo de la optimización, tanto en optimización discreta como continua, y para los
cuales no existen métodos de resolución analíticos. Dentro de los problemas de op-
timización el sub-tipo más estudiado es la de optimización de parámetros [Bäck and
Schwefel, 1993], es decir, encontrar la combinación de valores para una serie de pará-
metros que optimizan una función dada. Formalmente, dada una función 𝑓 de 𝑛 pará-
metros 𝑥1,… , 𝑥𝑛, la optimización consiste en encontrar los valores de 𝑥1,… , 𝑥𝑛 que
maximicen (o minimicen) 𝑓 . Los beneﬁcios de la aplicación de los AEs a problemas
de optimización pueden resumirse en los siguientes puntos:
– Los AEs pueden aplicarse tanto a problemas de parámetros discretos como con-
tinuos, e incluso a problemas que combinen parámetros de ambos tipos.
– En el caso de optimización continua, no es necesario que la función a optimizar
sea derivable.
– En principio, no es necesario ningún conocimiento a priori de la superﬁcie a op-
timizar, aunque como demostraremos en capítulos posteriores este conocimiento
aumenta las probabilidades de éxito.
– Los problemas con ruido no afectan en gran medida a los mecanismos de resolu-
ción de los AEs.
– Son algoritmos fácilmente paralelizables.
En las primeras etapas de la optimización evolutiva los problemas considerados eran
problemas con un solo objetivo y que tenían únicamente restricciones en los límites
de los valores de los parámetros. A medida que los AEs fueron utilizados para resolver
problemas de aplicaciones reales, los autores comenzaron a incluir mayor conocimiento
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del dominio del problema en forma de funciones de restricción o problemas multiob-
jetivo. La funciones de restricción representan relaciones complejas y no lineales entre
los parámetros a optimizar, provocando que existan, dentro del espacio de búsqueda,
soluciones no factibles. En [Coello Coello, 2002,Mezura-Montes, 2009] se revisan las
técnicas para el manejo de estas funciones de restricción, entre las que se incluyen el
uso de funciones de calidad que penalizan a las soluciones no factibles u operadores que
no permiten generar soluciones que se encuentren dentro de dichas áreas restringidas.
Los problemas multiobjetivo son aquellos en los que existe más de una función a opti-
mizar y en los que, generalmente, no se obtiene una única solución, sino una colección
de soluciones que representan compromisos entre los 𝑀 objetivos que se optimizan.
Una forma estándar de tratar estos problemas es generar una única función de calidad
ponderando cada uno de los sub-objetivos con un peso. De esta forma se obtiene una
de las múltiples soluciones pudiendo aplicar cualquier AE estándar. Sin embargo, si no
es posible conocer a priori los pesos de cada uno de los sub-objetivos es más recomen-
dable utilizar algoritmos desarrollados especíﬁcamente para este tipo de problemas.
Desde ﬁnales de los noventa existen multitud de alternativas. En [Coello Coello, 1999]
podemos encontrar una revisión de las mismas con sus ventajas y desventajas.
La principal conclusión que se debe extraer de esta sección es que el número y variedad
de campos de aplicación de los AEs ha aumentado mucho en las dos últimas décadas. Ade-
más son cada vez más complejos, dando lugar a mejoras y modiﬁcaciones en los algoritmos
existentes e incluso a la aparición de otros nuevos como veremos en la siguiente subsección.
3.1.5 Nuevos modelos de AEs
Debido a que este trabajo se centra en el campo de la optimización, la programación ge-
nética y la programación evolutiva están fuera del alcance del mismo. Se recomienda [Espejo
et al., 2010b] para conocer el estado del arte de dichos campos y su evolución hasta el día
de hoy. A partir de este punto nos centraremos en los algoritmos genéticos y las estrategias
evolutivas. Concretamente, en esta subsección revisaremos las principales variantes que han
surgido en los últimos años y que hemos resumido en cuatro principales: la evolución dife-
rencial, los modelos probabilísticos, los algoritmos culturales y los algoritmos meméticos.
Evolución Diferencial
El concepto de Evolución Diferencial, o Diﬀerential Evolution (DE) fue presentado en
1995 por Storn y Price [Storn and Price, 1995]. Comparte muchas características con otros
paradigmas y modelos de AEs, sin embargo, se diferencia signiﬁcativamente de todos ellos
en el sentido de que la información sobre distancia y dirección de la población se utiliza para
guiar el proceso de búsqueda. Esta es la mayor aportación del concepto de los algoritmos de
DE a los AEs estándar.
El DE se considera un tipo de EEs, sin embargo, a diferencia de estas, la longitud del
paso de mutación no se obtiene a partir de una distribución de probabilidad parametrizada
por el usuario, si no que esta depende de la distribución de la población sobre el espacio de
calidad. La posición de los individuos de la población en el espacio de calidad proporciona
información sobre dicho espacio. Si la inicialización de la población se realiza de manera
uniforme, esta proporcionará una buena representación del espacio de búsqueda, con gran-
des distancias entre individuos. A medida que progresa el proceso de búsqueda, las distancias
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entre individuos se hacen cada vez más pequeñas, haciendo que la población converja hacia
una solución. Las distancias entre los individuos son una buena indicación del grado de di-
versidad de la población y del orden de magnitud de la longitud del paso de mutación que
debería aplicarse para que la población converja hacía un punto:
• Si la distancia entre los individuos es grande, estos harán saltos grandes durante la
evolución y explorarán el mayor espacio posible.
• Si las distancias son cortas, los pasos serán pequeños y la tendencia será explotar áreas
pequeñas.
El comportamiento del DE se basa en estas dos premisas. En las primeras generaciones las
distancias son grandes y el algoritmo tiende a explorar el espacio de búsqueda, a medida
que pasan las generaciones la población converge hacia zonas prometedoras, las distancias
se acortan y el algoritmo tiende a explotar dichas zonas prometedoras. Este comportamiento
se obtiene calculando los pasos de mutación como una diferencia ponderada de varios in-
dividuos. Se utilizan los llamados vectores diferenciales para determinar la magnitud y la
dirección en los pasos de la mutación.
La principales ventajas de este modelo con respecto a otros modelos de AEs son:
1. La información sobre la superﬁcie de búsqueda, representada en la población actual,
se utiliza para dirigir la búsqueda.
2. De acuerdo con el teorema central del límite [Davidson and Davidson, 1994], cuando la
población es lo suﬁcientemente grande como para permitir un buen número de vectores
diferenciales, la distribución que gobierna la longitud de los pasos de lamutación tiende
hacia una distribución normal demedia cero [Storn, 1996b]. Esto, unido al hecho de que
los individuos que generan la descendencia se seleccionan siguiendo una distribución
de probabilidad uniforme, evita que se produzca el efecto de deriva genética y, como
consecuencia, una falta de variabilidad en la población.
El DE ha sido ampliamente utilizado no solo en el campo de la optimización de funciones
de codiﬁcación real [Price, 1997,Storn, 1996b,Storn and Price, 1997], sino también, debido
sobre todo a su sencillez y buenos resultados, a otros problemas entre los que se incluyen el
entrenamiento de redes neuronales [Abbass, 2002, Chen et al., 2002,Magoulas et al., 2001,
Magoulas et al., 2004], problemas de clasiﬁcación [Omran et al., 2005, Paterlini and Krink,
2004], evolución de controladores [Lopez Cruz et al., 2003a, Lopez Cruz et al., 2003b,Wu
and Handroos, 2000,Joshi and Sanderson, 1997], diversos problemas de diseño como diseño
de ﬁltros [Chang and Chang, 1998, Storn, 1996a] o diseño de sistemas [Babu and Sastry,
1999, Kurup et al., 2003, Kyprianou et al., 2001], aplicaciones para el análisis de imágenes
[Li et al., 2003, Omran et al., 2005] o problemas de planiﬁcación [Rae and Parameswaran,
1998,Rzadca and Franciszek, 2005].
Modelos probabilísticos
Los modelos probabilísticos también llamados algoritmos de estimación de distribucio-
nes (EDA) son un tipo de algoritmos evolutivos en los que durante la fase de reproducción
su comportamiento no se basa en los modelos genéticos de cruce y mutación tal y como los
conocemos, sino que simulan el comportamiento evolutivomediante la estimación de una dis-
tribución de probabilidad para generar nuevos individuos. Esta estimación de la distribución
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Figura 3.4: Diagrama de ﬂujo de un algoritmo EDA estándar.
de probabilidad puede verse como una generalización del operador de cruce multiparental
ya que se utiliza información de más de dos padres, el operador de selección en este caso
consiste en seleccionar qué individuos aportarán su información a dicha distribución de pro-
babilidad. El uso de unmodelo de probabilidad sustituyendo a los operadores de reproducción
proporciona a los EDAs dos ventajas importantes frente a los AEs clásicos. En primer lugar,
la ausencia de parámetros de conﬁguración como, por ejemplo, las probabilidades de muta-
ción y cruce. En segundo lugar, el uso de un modelo probabilístico que guía el proceso de
búsqueda proporciona mayor claridad al algoritmo.
En la ﬁgura 3.4 se muestra un diagrama de ﬂujo que representa el proceso que siguen los
EDAs a la hora de resolver un problema. Los pasos que sigue la ejecución de un algoritmo
de este tipo son los siguientes:
1. Generar la población inicial de N individuos de forma aleatoria.
2. Mientras que no se cumpla el criterio de parada:
2.1. Evaluar los individuos frente a la función de calidad utilizada.
2.2. Seleccionar M individuos de la población (𝑀 ≤ 𝑁) de acuerdo con el operador
de selección utilizados.
2.3. Estimar la distribución de probabilidad de los individuos seleccionados.
2.4. Generar N individuos utilizando la distribución de probabilidad estimada.
El comportamiento de los EDAs se basa en que es posible realizar un modelo probabilís-
tico de las áreas más prometedoras de un espacio de búsqueda y utilizar dicho modelo para
guiar la búsqueda hacia el óptimo. Este modelo se consigue construyendo una distribución
probabilística que permite realizar una estimación de las características que comparten los
puntos seleccionados. De esta forma es posible capturar diferentes patrones de interacción
entre subconjuntos de variables del problema y utilizar este conocimiento para generar nuevas
soluciones. De esta forma los EDAs son capaces de resolver problemas donde existen fuertes
interacciones entre componentes del problema, mientras que otros AEs, como los AGs o las
EEs, no son capaces de extraer información de estas interacciones.
En la bibliografía se pueden encontrar multitud de implementaciones de EDAs. La elec-
ción de una u otra para la resolución de un problema determinado no es una tarea sencilla.
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Los modelos más simples generalmente tienen poco coste computacional pero son bastante
limitados a la hora de representar interacciones de orden alto entre variables. Por otro lado,
los modelos más complejos, que sí son capaces de representar relaciones de mayor comple-
jidad, requieren, para su implementación, estructuras de datos más soﬁsticadas y su coste
computacional es mayor.
Una posible clasiﬁcación de algoritmos EDAs puede realizarse teniendo en cuenta dos
características [Armananzas et al., 2008]: su capacidad para aprender las dependencias entre
variables y cómo se aprende el modelo probabilístico. De acuerdo con su capacidad para
aprender dependencias entre variables se distinguen tres tipos de EDAs:
• Modelos uni-variables: este tipo de modelos asume que todas las variables del pro-
blema son independientes, por lo tanto, son los algoritmos más simples dentro de los
EDAs. Ejemplos de este tipo de algoritmo son el algoritmoPopulation-based incremen-
tal learning (PBIL) [Baluja, 1994], Compact Genetic Algorithm (cGA) [Harik et al.,
1999] yUnivariateMarginal Distribution Algorithm (UMDA) [Mühlenbein and Paasz,
1996].
• Modelos bi-variables: permiten representar dependencias de orden bajo entre va-
riables. Los algoritmos Mutual-Information-Maximizing Input Clustering (MIMIC)
[De Bonet et al., 1997], Bivariate Marginal Distribution Algorithm (BMDA) [Peli-
kan and Muhlenbein, 1999], Dependency Tree-Based EDA [Baluja and Davies, 1997]
y Tree-EDA [Santana et al., 1999] son algunos ejemplos.
• Modelos multi-variables: este tipo de EDA utiliza modelos probabilísticos de orden
mayor que dos, por lo tanto permiten representar relaciones complejas entre variables
del problema. Algunos ejemplos de este tipo de algorimos son: Factorized Distribution
Algorithm (FDA) [Mühlenbein et al., 1999],Estimation of Bayesian Network Algorithm
(EBNA) [Etxeberria, R. and Larrañaga, P., 1999], Bayesian Optimization Algorithm
(BOA) [Pelikan et al., 2000] o su extensión Hierarchical BOA (hBOA) [Pelikan and
Goldberg, 2006] y, por último, Extended Compact Genetic Algorithm (EcGA) [Harik
et al., 1999].
Teniendo en cuenta el método de aprendizaje que se utiliza para aprender el modelo pro-
babilístico se distingue entre:
• Aprendizaje de parámetros: en este tipo de algoritmos EDA se utiliza un modelo
probabilístico especiﬁcado al inicio de la evolución y del cual únicamente se ajustan
los parámetros que deﬁnen tal modelo. Los algoritmos PBIL, cGA, UMDA y FDA se
incluyen dentro de este tipo de algoritmos.
• Aprendizaje de estructura y parámetros: en este segundo tipo además de los pará-
metros del modelo el algoritmo deberá estimar también su estructura. De los algoritmos
vistos en la clasiﬁcación anterior MIMIC, EcGA y los EDAs que utilizan modelos Ba-
yesianos o Gaussianos pertenecen a este tipo.
Como otros modelos de AEs, la principal aplicación de los EDAs se centra en el campo de
la optimización. Esta técnica probabilística ha demostrado ser robusta y eﬁcaz tanto en pro-
blemas de optimización en dominios discretos [Blanco and Lozano, 2001, Larrañaga et al.,
2003] como continuos [Sun et al., 2005] e incluso ha sido aplicado a dominios mixtos com-
binando variables discretas y continuas [Ocenasek and Schwarz, 2002]. También se han uti-
lizado EDAs para abordar la resolución de problemas típicos de optimización como son el
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problema de la mochila [Wu et al., 2010], el problema del viajante [Tsutsui, 2002], la plani-
ﬁcación de tareas [Li and Yong, 2009] o problemas de grafos [Bengoetxea et al., 2001]. Los
resultados de la aplicación de EDAs a problemas de aprendizaje máquina también han sido
satisfactorios. Entre esas aplicaciones se encuentran problemas de selección y ponderación
de características [Cantú-Paz, 2002,Inza and Sierra, 2000], inducción de reglas [Sierra et al.,
2001], problemas de clasiﬁcación [Roure et al., 2001] o ajuste de pesos en redes de neuronas
artiﬁciales [Cotta et al., 2001].
Algoritmos culturales
Los AEs estándar ejecutan un proceso de búsqueda denominado imparcial (del inglés,
unbiased), es decir, no utilizan la información que puede obtenerse del entorno en el que se
realiza dicha búsqueda. El conocimiento que se obtiene de este entorno puede servir para
guiar el proceso evolutivo hacia zonas prometedores y desviarse de zonas donde el evolutivo
no haya proporcionado buenos resultados. Los algoritmos culturales [Reynolds, 1999] tienen
en cuenta esta premisa y durante el proceso de búsqueda realizan un tipo de evolución que
les permite adaptarse al entorno en el que se trabaja.
Estos algoritmos parten de la deﬁnición del concepto de cultura. En el campo de la CE,
el concepto de cultura se deﬁne como una fuente de información que tiene inﬂuencia sobre
el comportamiento de los individuos de la población. Esta información cultural se encuentra
accesible para todos los individuos a lo largo de todas las generaciones [Engelbrecht, 2007].
En cambio, en los AEs estándar, el conocimiento que se posee sobre el entorno no se conserva
generación tras generación.
Para la implementación de un algoritmo cultural son necesarios dos espacios de búsqueda:
un espacio de búsqueda poblacional, el mismo espacio de poblaciones que utilizan los AEs
estándar; y un espacio de creencias, el cual representa el conocimiento o cultura adquirida a
lo largo de las generaciones. Ambos espacios evolucionan en paralelo y ambos inﬂuyen uno
sobre el otro. El espacio de creencias es un elemento clave para los algoritmos culturales,
representa un repositorio de conocimiento donde se almacena el comportamiento colectivo
de los individuos de la población. En este espacio se almacena información sobre generaliza-
ciones en las experiencias de los individuos, considerando experiencia como la información
que obtienen durante el proceso de evolución en forma de calidad de diferentes zonas del
espacio de búsqueda. Las experiencias se almacenan y se modelan a lo largo de las genera-
ciones, no únicamente durante una generación. Estas generalizaciones pretenden representar
las creencias sobre cuál es el comportamiento óptimo de los individuos.
Además de los dos espacios de búsqueda para la implementación de un algoritmo cultural
es necesario un protocolo de comunicaciones entre ambos espacios. Este protocolo de comu-
nicaciones tiene dos canales y cada uno de ellos implementa un comportamiento diferente: un
canal cuyo comportamiento es el de seleccionar qué individuos del espacio de búsqueda ser-
virán para adaptar el conjunto de creencias y un canal cuyo comportamiento es el de decidir
cómo las creencias adquiridas inﬂuyen en los individuos de la población.
La función de aceptación es otro de los componentes importantes de un algoritmo cultural
y determina qué individuos de la población actual serán utilizados para modelar las creencias.
Para implementar este tipo de selección se puede utilizar cualquier mecanismo de selección
de los AEs estándar, tanto operadores de selección estáticos como dinámicos.
El esquema general de un algoritmo cultural está representado en la ﬁgura 3.5. El funcio-
namiento básico de un algoritmo cultural sigue los pasos que se describen a continuación:
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Figura 3.5: Esquema básico de un algoritmo cultural estándar
1. Los individuos del espacio de búsqueda se evalúan con la función objetivo del problema
a resolver.
2. La función de aceptación determina qué individuos de la generación actual tendrán
inﬂuencia sobre la información almacenada en el espacio de creencias.
3. Las experiencia representada en las soluciones aceptadas adaptan el espacio de creen-
cias de la generación actual.
4. Las creencias adaptadas se utilizan para adaptar el proceso de evolución. Esta adapta-
ción se realiza modiﬁcando los parámetros de los operadores del evolutivo base.
5. La población del espacio de soluciones se evoluciona con un AE estándar adaptado por
la información del espacio de creencias.
Los algoritmos culturales han sido aplicados para la resolución de numerosos problemas
de diferentes campos como por ejemplo: el modelado de la evolución de la agricultura en
el valle de Oaxaca (México) [Reynolds, 1979, Reynolds and Peng, 2004], aplicaciones de
aprendizaje conceptual [Sverdlik et al., 1992], inducción de arboles de decisión [Reynolds
and Al-Shehri, 1998], optimización de funciones de parámetros reales [Reynolds and Chung,
1997], optimización de redes semánticas [Rychtychyj and Reynolds, 1999], validación de
software [Ostrowski and Reynolds, 1999], minería de datos [Jin and Reynolds, 2000], seg-
mentación de imágenes [Reynolds and Rolnick, 1995] o robótica [Franklin and Bergerman,
2000].
Algoritmos meméticos
Los algoritmos meméticos [Moscato, 1989] engloban una serie de metaheurísticas cuyo
desarrollo comenzó a principio de los 80 y cuya principal característica es la hibridación de
diferentes algoritmos. En el campo de los algoritmos meméticos se ha hecho especial hinca-
pié en la hibridación utilizando como base algoritmos poblacionales, como son los AEs [Hart
et al., 2004]. También son relevantes los algoritmos meméticos basados en técnicas de reco-
cido simulado [Fidanova et al., 2009] o búsqueda tabú [Glover and Taillard, 1993]. Otra de
las características importantes de este tipo de metaheurísticas es que, con el objetivo de ace-
lerar el proceso de optimización, utilizan para dicho proceso conocimiento dependiente del
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problema. El término memético proviene del concepto meme presentado por Dawkins [Daw-
kins, 1990] y se utiliza también en los algoritmos culturales. Un meme representa una unidad
de conocimiento o de información que proporciona ideas, conceptos, modas y tradiciones
de una sociedad. Los algoritmos meméticos, además de hibridar diferentes técnicas de bús-
queda, tratan de incorporar conocimiento del problema al proceso de búsqueda a través de
memes que pueden ser útiles para hallar de forma eﬁciente soluciones mejores. En el área
de la CE, los algoritmos meméticos suelen recibir otros nombres como AEs híbridos o AEs
Lamarckianos.
Al contrario que los AEs tradicionales, los algoritmos meméticos han sido desarrollados
para explotar la mayor cantidad posible de conocimiento sobre el problema a resolver. En el
campo de losAEs, las ventajas de este tipo de técnicas fueron rechazadas durantemuchos años
a pesar de los trabajos que defendían las técnicas de hibrización para mejorar los resultados
de los AEs [Davis, 1991]. Fue con la aparición del No-Free-Lunch Theorem (NFL) [Wolpert
and Macready, 1997], del cual es posible concluir que el rendimiento de los algoritmos de
búsqueda depende de la cantidad y la calidad del conocimiento del dominio que se incorpore,
cuando comenzaron a cobrar mayor importancia [Moscato and Cotta, 2003]. Para explotar
el conocimiento del dominio los algoritmos meméticos incorporan heurísticas previamente
desarrolladas como por ejemplo: pre-procesado de la información, técnicas de búsqueda lo-
cal, operadores de reproducción especializados, etc.
Combinando diferentes técnicas de búsqueda en un solo algoritmo se potencia el meca-
nismo cooperativo de los AEs tradicionales incorporando mecanismos guiados de competi-
ción. Los individuos, que en la terminología de los algoritmos meméticos reciben el nombre
de agentes, poseen capacidades para intentar mejorar sus soluciones y compiten entre sí para
propagar sus memes. El funcionamiento típico de un algoritmo memético es el de un AE
tradicional al que se le incorpora un mecanismo de búsqueda local basado en los memes del
individuo. Para realizar este proceso existen dos alternativas:
• Incorporar un nuevo operador de búsqueda que utilice la información de los memes.
En este caso se utilizan meta-operadores que iteran sobre los resultados de aplicar los
operadores de cruce y mutación tradicionales. Estos meta-operadores pueden ser, por
ejemplo, un operador de búsqueda local que itere un cierto número de pasos sobre una
solución potencial al problema.
• Incluir la información memética en los operadores típicos de cruce y mutación. En
este caso hay que modiﬁcar los operadores incluyendo mecanismos que exploten la
información del problema.
Además de en los operadores, en los algoritmos meméticos el conocimiento que se extrae del
problema se aplica en la fase de generación de la población. En este paso se puede generar la
población inicial aleatoriamente, como en los AEs tradicionales, o incorporar conocimiento.
Si se opta por incorporar conocimiento en esta fase, la población inicial puede generarse
empleando soluciones proporcionadas por una heurística existente o generar una población
aleatoria a la que se le aplican optimizadores locales durante una serie de pasos antes de
comenzar el proceso evolutivo. Además, puede incorporarse un mecanismo de reinicio de la
población, este mecanismo se aplica generalmente cuando la población de agentes converge
y no es posible obtener mejoras en la población.
Los buenos resultados de los algoritmos meméticos en problemas NP-completos, ha he-
cho que se conviertan en algoritmosmuy populares a la hora de resolver problemas del ámbito
de la optimización combinatoria. Podemos encontrar aplicaciones de algoritmos meméticos
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en problemas de particionado de grafos [Merz and Freisleben, 2000,Yeh, 2000], empaque-
tado [Reeves, 1993], coloreado de grafos [Coll et al., 1999,Costa et al., 1995], planiﬁcación
de tareas y fechas de entrega [Franca et al., 1999], problemas de asignación [Chu and Beas-
ley, 1997] o problemas del viajante (TSP) [Moscato and Norman, 1992]. Además de estos
problemas muy conocidos en el mundo de la optimización, los algoritmos meméticos han
sido utilizados con el mismo éxito en otros problemas de optimización combinatoria me-
nos conocidos, como el diseño de trayectorias óptimas para naves espaciales [Crain et al.,
1999] o el emparejamiento parcial de formas geométricas [Ozcan and Mohan, 1998]. Desta-
can también aplicaciones en el campo del aprendizaje máquina y la robótica donde han sido
utilizados para el entrenamiento de redes neuronales [Ichimura and Kuriyama, 1998], reco-
nocimiento y clasiﬁcación de características [Aguilar and Colmenares, 1998], aprendizaje de
comportamientos reactivos en agentes móviles [Cotta and Troya, 2000] o el análisis de series
temporales [Östermark, 1999].
Como conclusión de esta sección centrada en una revisión actualizada del campo de los
AEs, diremos que se han descrito los cuatro paradigmas clásicos de la computación evolutiva
y se han enfatizado las numerosas áreas de aplicación de los mismos, incluyendo problemas
de búsqueda, aprendizaje máquina, programación evolutiva, problemas adaptativos, diseño
automático y optimización. Como consecuencia, esto ha dado lugar a la aparición de nuevas
mejoras y nuevos algoritmos para afrontar de forma eﬁciente dichas aplicaciones. Centrán-
donos en los problemas de optimización, para el caso de los algoritmos genéticos y las es-
trategias evolutivas, se han presentado las cuatro principales líneas de desarrollo que se han
seguido en los últimos años y que continuarán en el futuro.
La siguiente sección estará dedicada a mostrar el principal problema derivado de este
auge en la aplicación práctica y el desarrollo de los AEs en un periodo tan corto de tiempo:
la falta de estandarización y de formalización en los algoritmos que se presentan.
3.2 Ausencia de caracterización formal: evidencias y con-
secuencias
Debido al elevado número de AEs que han ido surgiendo en la última década y a las
numerosas modiﬁcaciones sobre dichos algoritmos, es común encontrar en las revistas es-
pecializadas trabajos dedicados al análisis y comparación de los mismos. A pesar de esto,
el campo de la computación evolutiva sigue careciendo de una metodología estándar que si-
gan todos los desarrolladores y que permita caracterizar formalmente los algoritmos a partir
de los resultados presentados en dichos trabajos. A lo largo de esta sección se presentarán
evidencias sobre los principales problemas detectados a nivel de análisis formal de algorit-
mos y se realizará una revisión bibliográﬁca de los trabajos centrados en dicho análisis con
el objetivo de mostrar qué esfuerzos se han llevado a cabo tratando de solucionar la falta de
estandarización del campo y qué falta por hacer. Concretando, en una primera subsección se
mostrará la metodología seguida por los usuarios de AEs a la hora de seleccionar y aplicar
dichos algoritmos, y en una segunda se analizará la metodología seguida por los diseñadores
a la hora de publicar sus desarrollos.
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3.2.1 Metodología seguida por los usuarios
Una de las principales consecuencias de la ausencia de una caracterización formal y es-
tándar a la hora de presentar AEs es también la ausencia de formalización en los trabajos
en los cuales se utilizan estas técnicas aplicados en casos reales tales como problemas de
ingeniería, de diseño automático, de planiﬁcación, etc. Por ejemplo, podemos encontrar las
siguientes evidencias:
• Enmuchos de los trabajos presentados se utilizan algoritmosmodiﬁcados ''ad-hoc'' para
el problema concreto, sin tener en cuenta su generalización a otras clases de problemas
similares. Por ejemplo, en [Salcedo-Sanz et al., 2010] los autores utilizan un AGmodi-
ﬁcado para permitir el uso de la codiﬁcación Dandelion [Thompson et al., 2007] común
para codiﬁcar árboles. Los operadores desarrollados para el algoritmo son totalmente
dependientes del problema y de la codiﬁcación. Los resultados obtenidos se compa-
ran con otro algoritmo utilizado para el mismo problema y la aproximación presentada
mejora estos resultados, pero no alcanza los valores considerados como soluciones óp-
timas. También en [Tarzjan and Moghaddam, 2007] se utiliza una variación de un AG,
en este caso para solucionar un problema de indexado de imágenes. Los autores hacen
una revisión de otras técnicas utilizadas para resolver este problema, todas ellas basa-
das en AGs. El mayor problema de esta aplicación está en el gran coste computacional
que implica el indexado de gran número de ﬁcheros. A pesar de que los AGs no son
los AEs con una mayor velocidad de convergencia, los autores no se plantean anali-
zar otro tipo de AE e insisten en modiﬁcar un AG. Lo mismo ocurre en [Juang et al.,
2008], donde se trata de aplicar un AG a un Proporcional Integral Derivativo (PID). En
la introducción de dicho trabajo se revisan otras aproximaciones donde también se han
aplicado variaciones de un AG. Los autores implementan una nuevamodiﬁcación de un
AGmejorando los resultados anteriores pero, de nuevo, no se plantea la generalización
del algoritmo a problemas del mismo tipo.
• Los resultados que se obtienen son sólo para instancias concretas de un problema. Nor-
malmente, si se modiﬁca algún parámetro de esa instancia la conﬁguración del algo-
ritmo utilizado no es válida y, por lo tanto, tampoco lo son los resultados obtenidos.
Por ejemplo, justiﬁcar que un DE es bueno para solucionar problemas de planiﬁcación
basándose en trabajos anteriores puede no ser correcto, ya que las instancias que se re-
suelven solamente comparten la característica de ser problemas de planiﬁcación [Qian
et al., 2008]. La dimensión del problema, el tipo concreto de problema de planiﬁca-
ción, etc. son características de la aplicación que pueden afectar al funcionamiento de
un AE. Existen AEs que funcionan mejor en problemas de pocas dimensiones pero
cuyo comportamiento se degrada a medida que estas crecen. Sin embargo, otros son
más escalables en cuanto a dimensiones y su comportamiento se degrada en menor
medida. Además, la tónica general de los trabajos de aplicación presentados es la de no
justiﬁcar la elección de los parámetros de conﬁguración utilizados más allá del hecho
de que han sido los que mejores resultados han proporcionado.
• Son numerosos los trabajos donde no se analizan los problemas a priori para tomar la
decisión sobre qué algoritmo utilizar. Es decir, en ningún momento se realiza un análi-
sis previo para descartar de antemano alguno de los algoritmos y de esta forma ahorrar
tiempo en los experimentos. Existen casos en los cuales se analizan los problemas pero
las conclusiones que se obtienen no se utilizan para la elección de un algoritmo. Por
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ejemplo, en [Schneider et al., 2005] los autores utilizan una EE para entrenar los pará-
metros de una red de neuronas artiﬁciales en un problema de clasiﬁcación de imágenes.
En este trabajo se comparan dos posibles codiﬁcaciones para los cromosomas: una co-
diﬁcación directa y una indirecta. Los parámetros que se evolucionan se han dividido
en dos tipos. Por un lado, los parámetros propios de la red y, por otro lado, unos pe-
sos que determinan cómo se combinan las características de las imágenes. Se conocen
las relaciones no lineales que existen entre los parámetros de la red, sin embargo, los
autores no plantean otra posible solución además de utilizar una EE con dos pasos de
mutación diferentes: uno para los parámetros de la red y otro para los pesos de com-
binación. Conociendo a priori que existen relaciones entre los parámetros, quizás la
mejor opción no es utilizar una EE simple ya que existen otras aproximaciones [Au-
ger and Hansen, 2005, Goldberg et al., 1989] que permiten al algoritmo estimar esas
relaciones y aprovecharlas durante el proceso evolutivo para facilitar la búsqueda.
• Cada vez se presentan más algoritmos híbridos intentando sacar el mejor partido de
cada uno de los algoritmos particulares utilizados en la hibridación. Esto se demuestra
en el crecimiento del uso de algoritmos meméticos. Por ejemplo, en [Yang et al., 2011]
los autores integran un AG, un algoritmo potential path search y un algoritmo de simu-
lación del problema concreto para tratar de resolver el problema de planiﬁcación del
trasporte de carga en ferrocarril. Los resultados obtenidos mediante esta técnica híbrida
no se comparan con ninguna otra aproximación. Los autores indican que será trabajo
futuro y no se ha considerado otro AE como base del algoritmo híbrido desarrollado.
Los ejemplos anteriores son ilustrativos del problema derivado de la falta de una cara-
terización formal de los AEs. Este problema también existe dentro del Grupo Integrado de
Ingeniería (GII), en el cual se ha desarrollado este trabajo, además de en muchos otros gru-
pos de investigación en la actualidad. Este hecho ha constituido el origen motivacional para
el desarrollo de este trabajo.
Los trabajos comentados son unamuestra del procedimiento utilizado actualmente por los
investigadores. Realmente no existe una metodología estándar que facilite la presentación y
el posterior análisis de los resultados obtenidos en problemas de aplicaciones reales. Los au-
tores de cada uno de los trabajos conocen los puntos clave de su desarrollo y, en ocasiones,
también conocen las características concretas de su problema, pero estas no son utilizadas
para justiﬁcar la elección de un algoritmo porque en los trabajos en los cuales se presen-
tan algoritmos no se especiﬁca claramente para qué tipo de problemas son más adecuados.
No se aprovechan desarrollos previos para mejorarlos basándose en los resultados obtenidos.
Simplemente se citan para comparar los nuevos algoritmos y los nuevos resultados, siempre
mejores, con los anteriores. En el apartado siguiente se comentarán las críticas que investi-
gadores como Hooker o Eiben han realizado sobre este procedimiento y que, a día de hoy,
todavía no han servido para mejorar los trabajos presentados.
Una vez constatado el problema que origina a nivel de usuario la falta de estandarización
en los AEs, en la siguiente subsección se analizará el problema desde el punto de vista del
diseñador de algoritmos.
3.2.2 Metodología seguida por los diseñadores
El campo de la CE es relativamente joven si lo comparamos con otros también dedicados
al desarrollo de algoritmos y técnicas de resolución de problemas de optimización. Sin em-
34 3.2. Ausencia de caracterización formal
bargo, a pesar de su juventud y gracias sobre todo al rápido crecimiento de las capacidades
computacionales, el desarrollo de nuevos algoritmos es cada vez más frecuente. Como ya se
ha comentado, constantemente aparecen nuevos paradigmas, técnicas revisadas y modiﬁca-
ciones sobre algoritmos anteriores que justiﬁcan sus buenos resultados comparándose con
antiguas versiones. Las competiciones de algoritmos evolutivos son cada vez más numerosas
en los congresos y conferencias del área. Véase, por ejemplo, el caso del congreso de la IEEE
Congress of Evolutionary Computation (CEC) donde, desde el año 2005, se realizan compe-
ticiones de AEs incluyendo todo tipo de problemas de optimización. Si bien no deja de crecer
el interés por obtener el ''mejor'' AE, el desarrollo de una metodología adecuada para el aná-
lisis y comparación de los mismos sigue siendo una asignatura pendiente [Bartz-Beielstein
and Preuss, 2010].
En el campo de la optimización es conocido el No-Free-Lunch Theorem (NFL) [Wolpert
et al., 1995,Wolpert and Macready, 1997], que puede aplicarse al campo de la optimización
con AEs. Este teorema postula que todos los algoritmos de optimización tienen un rendi-
miento equivalente a la media en el conjunto ℱ de funciones de optimización de 𝒳 en 𝒴,
siendo 𝒳 e 𝒴 conjuntos ﬁnitos. Como consecuencia, si existe un algoritmo 𝐴 cuyo rendi-
miento supera a otro algoritmo 𝐵 en un subconjunto de funciones de ℱ, entonces hay otro
subconjunto de funciones de ℱ donde el rendimiento del algoritmo 𝐴 es peor que el rendi-
miento del algoritmo𝐵. Además de ser utilizado como fundamento en contra de la utilización
de algoritmos de optimización continua cuando son aplicados con muy poco conocimiento
del dominio del problema, el NFL refuerza la idea de que el desarrollo de un algoritmo de op-
timización adecuado requiere conocer la clase de problema que se está optimizando. Resulta
curioso como, a pesar de la gran aceptación del teorema, los investigadores siguen tratando
de obtener el ''mejor'' AE en todo tipo de funciones, de forma que sea lo más general posible
y que pueda aplicarse a un amplio rango de problemas.
Si se analizan los trabajos en los cuales se presentan o comparan AEs [Storn and Price,
1995,Hansen and Ostermeier, 2001], a pesar de la falta de estandarización a la hora de pre-
sentar los resultados, estos tienden a seguir una estructura similar que puede resumirse en los
siguientes apartados:
1. Si se trata de un trabajo en el cual se presenta un nuevo AE o una variación de uno AE
existente, en primer lugar se presenta la nueva versión y sus modiﬁcaciones.
2. A continuación, se describen los algoritmos que se van a comparar. Si se trata del
análisis de una nueva versión, lo más común es compararlo frente a la versión anterior.
Si se presenta un nuevo algoritmo se eligen los que hasta ese momento hayan obtenido
los mejores resultados o aquellos que sean más representativos.
3. Una vez que se conocen los algoritmos, se presenta el conjunto de funciones de prueba
que se van a utilizar.
4. También es necesario elegir y describir el conjunto de medidas de rendimiento para
comparar los AEs.
5. Antes de presentar los resultados obtenidos, se describen las condiciones en las que se
han ejecutado las pruebas: número de ejecuciones, criterio de parada para los algorit-
mos, parámetros de los mismos, etc. Estos resultados se muestran en forma de tablas o
gráﬁcas.
Capítulo 3. Marco teórico 35
6. Para terminar, se lleva a cabo la comparación y la explicación de las conclusiones que se
extraen de los experimentos realizados. Generalmente, en este apartado se hace especial
énfasis en los buenos resultados de la nueva propuesta.
Ya en 1995, Hooker [Hooker, 1995] criticaba la forma en la que se realizaban las compa-
raciones entre algoritmos metaheurísticos. El mecanismo ''competitivo'' que solía emplearse
no resultaba útil desde el punto de vista de la investigación, ya que los resultados que se pre-
sentaban hacían énfasis en qué algoritmos obtenían los mejores resultados pero no en en el
porqué de los mismos. Los más común era publicar únicamente los resultados de la competi-
ción y no los detalles que realmente contenían información importante. Este tipo de compe-
ticiones entre algoritmos provocaba, y continúa provocando, que se desviasen esfuerzos de
investigación hacia el desarrollo de algoritmos cada vez más rápidos, desde el punto de vista
únicamente computacional, o hacia encontrar el conjunto de parámetros que obtuviesen los
mejores resultados, provocando que no se realizase un trabajo real de análisis e investigación
de algoritmos.
Además de los problemas que Hooker mostró en su trabajo, el método habitualmente uti-
lizado para analizar y comparar algoritmos presenta otros puntos críticos [Eiben and Jelasity,
2002]:
• En cuanto al conjunto de funciones de prueba que se utilizan generalmente se seleccio-
nan ''ad-hoc'' para destacar los buenos resultados del algoritmo que se quiere presentar
o analizar.
• Además, la categorización o caracterización de los conjuntos de funciones de prueba no
siempre es correcta y normalmente se utilizan categorias binarias, por ejemplo funcio-
nes unimodales frente a multimodales, sin entrar en más detalle sobre las características
de las funciones.
• Al igual que ocurre con la selección de funciones de prueba, la forma en la que se
realizan las ejecuciones no siempre es justo y tiende a favorecer a unos algoritmos más
que a otros.
• Aunque no ocurre siempre, es común que una vez realizadas las pruebas simplemente
se muestren los resultados obtenidos sin relacionarlos con el funcionamiento de los
algoritmos.
• A la hora de presentar conclusiones, estas se hacen de forma general, sin relacionar
los resultados con el tipo de problema concreto o con el funcionamiento del algoritmo.
Además, las conclusiones que se presentan suelen demostrar los buenos resultados de
los algoritmos sin profundizar en los malos y las posibles soluciones para estos.
Con el objetivo de solventar estos problemas y de desarrollar una metodología estan-
darizada que permita obtener resultados de mayor utilidad cuando se analizan y comparan
algoritmos evolutivos, en los últimos años se han presentado numerosos trabajos. El princi-
pal problema detectado tras la realización de una revisión exhaustiva de dichos trabajos es
que los investigadores se han centrado en solucionar aspectos independientes del problema
global de la caracterización formal. Estos aspectos se pueden agrupar en tres grandes temas:
el diseño y estudio de funciones o problemas de prueba, el análisis estadístico de resultados y
el diseño de experimentos [García et al., 2009]. En las siguientes secciones se analizará cada
una de ellos, comenzando por el diseño y estudio de funciones de prueba.
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Diseño y estudio de problemas de prueba (Benchmarking)
Los resultados y, ante todo, las conclusiones que se obtienen a partir de las pruebas que
se realizan son muy dependientes del conjunto de funciones que se utilizan en los trabajos.
Además, si se desea mejorar el rendimiento de los AEs existentes, es necesario desarrollar un
conjunto de funciones de prueba que contenga funciones de la diﬁcultad y las características
deseadas.
Como ya se ha mencionado en secciones anteriores, el campo de aplicación de este tra-
bajo es el de la optimización de funciones de codiﬁcación real. Dentro de este campo, en los
primeros trabajos sobre análisis de AEs se utilizaba el conjunto de funciones de prueba que
De Jong presentó en su tesis [De Jong, 1975], el cual incluía cinco funciones: una función uni-
modal, una función no lineal de dos variables, una función discontinua, una función continua
y una función con óptimos locales (multimodal). A pesar de que a lo largo de los años se han
añadido otras funciones [Ackley, 1987, Schaﬀer et al., 1989,Mühlenbein and Schlierkamp-
Voosen, 1993], estos conjuntos no resultan útiles a la hora de realizar una comparación justa
y útil entre algoritmos, debido, sobre todo, a que la mayoría de estas funciones son de tipo
separable (este concepto será analizado en detalle más adelante). Es decir, no existen inter-
acciones entre las variables de los problemas. Por lo tanto, el valor óptimo de cada variable
se puede obtener de forma independiente al resto de las variables haciendo que el proceso de
resolución de las mismas sea muy sencillo. Además, estos primeros conjuntos de funciones
incluían funciones de baja dimensionalidad que también resultan sencillas para los AEs.
Por los motivos comentados anteriormente comenzaron a desarrollarse trabajos centra-
dos en el diseño de nuevas funciones de prueba. Los primeros trabajos desarrollados en este
sentido fueron presentados por Whitley [Whitley et al., 1996,Whitley et al., 1995]. El obje-
tivo no consistía en desarrollar nuevos conjuntos de prueba, sino en proponer unos principios
básicos para su desarrollo. En sus trabajos sugería que las funciones de prueba debían de
ser representativas de problemas reales. También debían de ser funciones que presentasen
diﬁcultades para así conocer los límites de los algoritmos que se analizaban. Debían de ser
conjuntos abiertos con distintos tipos de funciones, en el sentido de que permitiesen el plan-
teamiento de hipótesis en cuanto al rendimiento de los AEs frente a estos grupos de funciones
y la veriﬁcación de las mismas. Propusieron una guía para el desarrollo conjuntos de funcio-
nes, donde establecieron que un buen conjunto de funciones de prueba debía contener:
• Funciones que sean difíciles de resolver mediante métodos de búsqueda local.
• Funciones no lineales, no separables y no simétricas, es decir, con interacciones entre
los parámetros que las deﬁnen.
• Funciones escalables en términos de dimensionalidad, es decir, en número de paráme-
tros.
• Funciones escalables en cuanto a tiempo de evaluación.
• Funciones que sean conﬁgurables, pero donde el número de parámetros necesarios para
deﬁnirlas sea bajo.
• Funciones que sea posible generarlas de forma aleatoria y que además la ingeniería
inversa de las mismas sea difícil.
• Funciones cuya superﬁcie de calidad posea características topológicas medibles.
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Existen intentos por solucionar los problemas expuestos por Withley y Hooker y conse-
guir que las comparaciones y los análisis de AEs sean útiles para continuar con el desarrollo
y la mejora de AEs existentes. El profesor P.N. Suganthan y otros investigadores del campo
de la CE son los encargados de organizar cada año competiciones de AEs para la IEEE en las
que las capacidades de los algoritmos se evalúan frente a diferentes tipos de funciones: fun-
ciones mono-objetivo de codiﬁcación real [Suganthan et al., 2005], funciones mono-objetivo
de codiﬁcación real con restricciones [Liang et al., 2006,Mallipeddi and Suganthan, 2010],
functiones multiobjetivo [Huang et al., 2007,Zhang et al., 2008], funciones de altas dimensio-
nes (más de 100 variables) [Tang et al., 2007,Tang et al., 2009] o problemas de optimización
con funciones dinámicas [Li et al., 2008]. En estas competiciones los conjuntos de proble-
mas están limitados a cierto tipo de funciones tratando de analizar el comportamiento de los
algoritmos y de sus estrategias de búsqueda en un tipo concreto de problemas, sin embargo,
las clasiﬁcaciones que se realizan siguen siendo ''grosso'' modo y solamente en el caso de las
funciones con restricciones se utiliza un valor numérico, el ratio entre la región factible y el
espacio de búsqueda, que da una idea sobre el grado de diﬁcultad de la función.
Otro de los objetivos del desarrollo de conjuntos de funciones de prueba es permitir el
análisis de los algoritmos frente a funciones con características conocidas y medibles con el
ﬁn de entender cómo afectan dichas características concretas a las estrategias de búsqueda
de los algoritmos. En [Eiben and Jelasity, 2002] se propone el uso de clases de problemas,
que son conjuntos de funciones que comparten características que las diferencian de otros.
Las clases de problemas deberán de mantener un equilibrio entre la generalidad y la con-
creción de las funciones que incluyan. Deberán de ser lo suﬁcientemente generales como
para sacar conclusiones razonables acerca del comportamiento de los algoritmos, pero tam-
bién lo suﬁcientemente concretas como para que sea posible distinguir el comportamiento
de los algoritmos en cada clase de problema. Las instancias de las funciones de cada clase
de problemas serán diferentes pero tendrán al menos alguna característica común. Por ejem-
plo, clasiﬁcar las funciones en problemas NP-completos o no NP-completos es irrelevante,
es demasiado general como para poder obtener conclusiones útiles de la ejecución de un al-
goritmo. Lo mismo ocurriría si clasiﬁcásemos las funciones por su ámbito de aplicación, por
ejemplo, problemas de clasiﬁcación. Los autores también critican que la clasiﬁcación típica
que a día de hoy continua utilizándose y que organiza las funciones en unimodales / multi-
modales o separables / no separables por ser, de nuevo, demasiado general. Las conclusiones
que se obtienen a partir de este trabajo es que todavía, a día de hoy, las funciones de prueba
no están clasiﬁcadas correctamente.
Además de los intentos por clasiﬁcar las funciones de prueba en clases de problemas,
en los últimos años han surgido numerosos trabajos que, en lugar de clasiﬁcar las funciones
existentes, desarrollan herramientas que permiten la generación de problemas con ciertas
características estructurales, las cuales es posible conﬁgurar con el ﬁn de generar funciones
con mayor o menor grado de diﬁcultad y así estudiar el comportamiento de los algoritmos.
En este campo es bien conocido el trabajo de Kauﬀamn y los NK-landscapes (superﬁcies
de calidad NK) [Kauﬀman, 1993, Altenberg, 1997b]. Los NK-landscapes se deﬁnen como
espacios de calidad generados aleatoriamente donde N es la dimensión del problema y K
mide el grado de correlación entre los parámetros del mismo. Variando los valores de N y
K se controla el grado de diﬁcultad de los problemas. Inicialmente, los modelos NK fueron
propuestos para generar superﬁcies de calidad en problemas con codiﬁcación binaria, sin em-
bargo ya existen trabajos donde se generan espacios de calidad con codiﬁcación real [Wang
and Li, 2008]. También se han desarrollado extensiones del modelo original como [Alten-
berg, 1994,Altenberg, 1997b,Heckendorn andWhitley, 1997,Smith and Smith, 1995] donde,
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además de utilizar los parámetros N y K, se añade un parámetro P que indica el número de
particiones del espacio de búsqueda que contribuye a la calidad total.
En [Stuckman, 1988], Stuckman presentó un generador de problemas de optimización
continua basado en combinaciones de funciones sinc cuadráticas que generaban superﬁcies
de calidad con muchos óptimos locales donde existían amplias zonas no derivables. Whitley
et al. [Whitley et al., 1996,Whitley et al., 1995] desarrollaron un método basado en la com-
posición de funciones conocidas que permitía obtener problemas no separables, no simétri-
cos y escalables. En [Kennedy and Spears, 1998], los autores presentaron un generador de
funciones multimodales para codiﬁcación binaria. Para generar la función se seleccionan P
individuos del espacio de búsqueda que serán óptimos locales de la función y se les asignará
el valor de calidad máximo o mínimo dependiendo de si el problema es de maximización o
de minimización. Al resto de los individuos del espacio de búsqueda se le asigna un valor de
calidad que depende de la distancia Hamming al óptimo local más cercano. Este modelo se
extendió para generar funciones multimodales en espacios continuos [Kennedy, 1997]. Tam-
bién destaca el trabajo presentado en [Gallagher and Yuan, 2006], donde los autores desa-
rrollaron un generador de funciones basado en funciones de tipo gaussiano que, utilizando
pocos parámetros de conﬁguración, permite obtener funciones con diferentes características
topológicas.
También se han desarrollado generadores de funciones para problemas más especíﬁcos,
como generadores para problemas dinámicos [Morrison and De Jong, 1999], problemas de
optimización con restricciones [Michalewicz et al., 2000], donde se permite la parametriza-
ción del ratio entre la región factible y el espacio de búsqueda total, la conexión de las regio-
nes factibles y el número de restricciones; o un generador de problemas multiobjetivo [Weise
et al., 2008] donde, además de modiﬁcar el número de objetivos, también se permite variar
el grado de interacción entre los parámetros de las funciones (igual que en los modelos NK),
el nivel de neutralidad de la función (zonas donde no existe variación en el valor de calidad)
y la rugosidad (número de óptimos locales de la función).
A partir de esta revisión sobre los trabajos realizados en cuanto a diseño y estudio de
problemas de pruebas se obtienen dos conclusiones principales:
• En primer lugar, existen grandes esfuerzos a la hora de tratar de clasiﬁcar las funciones
de prueba existentes en términos que resulten realmente útiles para analizar el compor-
tamiento de los algoritmos.
• En segundo lugar, el intento de desarrollar generadores de funciones de prueba conﬁ-
gurables es también un campo de interés para los investigadores.
Análisis estadístico de resultados
Como dicen los autores en [Moreno-Pérez et al., 2007] el análisis y comparación de algo-
ritmos metaheurísticos (en los que se incluyen los AEs) deberá realizarse teniendo en cuenta
qué propiedades se buscan para esos algoritmos. No es posible mejorar todas las propiedades
al mismo tiempo, ya que muchas están relacionadas. Puede ocurrir que la mejora de una pro-
voque que otra se vea perjudicada. En cuanto a las propiedades que los investigadores pueden
desear para sus algoritmos, en el mismo trabajo se clasiﬁcan en los siguientes términos:
• En términos de facilidad de comprensión y aplicación, se tienen las características de
simplicidad, precisión y coherencia.
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• Si nos basamos en su aplicabilidad, las características deseadas serían generalidad,
adaptabilidad y robustez.
• Si buscamos un algoritmo que pueda ser utilizado de forma favorable en un sistema de
ayuda a la toma de decisiones, buscaríamos un algoritmo que cumpliese las propiedades
de interactividad, multiplicidad y autonomía.
• Si basamos nuestras decisiones en el rendimiento práctico, analizaríamos la eﬁciencia,
la efectividad y la eﬁcacia.
De todas estas características, las que son fácilmente cuantiﬁcables y son objeto de análisis
en la mayor parte de los trabajos presentados son: eﬁciencia, efectividad, eﬁcacia y robus-
tez. La eﬁciencia se mide en términos de la cantidad de recursos empleados, tanto de espacio
como, sobre todo, de tiempo de cómputo. La eﬁcacia se deﬁne como la probabilidad de alcan-
zar una solución óptima. La efectividad se mide como la calidad de las soluciones propuestas
por el algoritmo. Por último, la robustez se mide como la variabilidad del comportamiento
de un algoritmo dado, es decir, cómo de estable es a la hora de resolver un problema.
Debido a la naturaleza estocástica de los AEs, para el análisis de los resultados que ob-
tienen tras las ejecuciones son necesarias medidas estadísticas. Qué medidas utilizar para
cuantiﬁcar el rendimiento y analizar estos resultados depende, en menor o mayor medida,
del objetivo para el cual se va a utilizar el algoritmo evolutivo y con esta premisa los investi-
gadores deberían escoger las medidas más adecuadas. Algunas de las más utilizadas son las
siguientes [Eiben and Jelasity, 2002]:
• Tasa de éxito o Success Rate (SR): se utiliza cuando se conoce la solución óptima
del problema y se deﬁne como el porcentaje de ejecuciones que terminan con éxito.
Sirve para analizar los algoritmos en términos de robustez y eﬁcacia.
• Mejor calidadmedia oMeanBest Fitness (MBF): en la ejecución de unAE, el mejor
valor de calidad se deﬁne como el valor de calidad del mejor individuo cuando ﬁnaliza
la ejecución. Este valor representa la media de la calidad de los mejores individuos en
cada una de las ejecuciones que se realicen. Esta medida se utiliza para analizar los
algoritmos en función de su efectividad.
• Número medio de evaluaciones o Average number of Evaluations to a Solution
(AES): se utiliza para comparar y analizar los algoritmos en términos de eﬁciencia:
mide el número de evaluaciones que son necesarias hasta obtener un determinado ni-
vel de calidad. De esta forma, podemos estimar qué algoritmo tiene una estrategia de
búsqueda más rápida sin tener el cuenta el tiempo que cuesta la evaluación de las solu-
ciones, haciendo que el análisis de la eﬁciencia de un algoritmo sea independiente de
implementaciones hardware y de recursos software, centrándonos únicamente en sus
capacidades.
Si nos ﬁjamos en la mayor parte de los trabajos presentados, los análisis se realizan ba-
sándose en resultados medios sobre un número preﬁjado de ejecuciones. Por ejemplo, en el
trabajo donde se presenta el DE [Storn and Price, 1997] en el apartado de resultados, los
autores escogen tres técnicas y tres conjuntos diferentes de funciones de prueba para demos-
trar los buenos resultados de su algoritmo, pero en ningún caso se obtienen conclusiones
más allá de las comparaciones numéricas ni se justiﬁca la elección de las tres técnicas ni de
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los conjuntos de prueba. No existen muchos trabajos que utilicen procedimientos estadísti-
cos para comparar resultados, aunque en los últimos años su uso está creciendo debido a las
recomendaciones de algunos revisores y expertos. De entre aquellos trabajos que sí realizan
procedimientos estadísticos para analizar sus resultados los hay que utilizan test paramétricos
y otros que utilizan test no paramétricos.
Destacan tres trabajos que utilizan test paramétricos en sus análisis [Czarn et al., 2004,Oz-
celik and Erzurumlu, 2006,Rojas et al., 2002]. En el primero de ellos, los autores proponen
una metodología estadística para el estudio de AGs y analizan como afectan los parámetros
a los resultados, para ello utilizan un análisis de varianza (ANOVA). Además, utilizan re-
gresión polinómica para obtener la curva de respuesta de los parámetros, si hay interacción
entre los parámetros una curva total y si no existe interacción una curva individual. En [Rojas
et al., 2002] también analizan el comportamiento de AGs y la importancia de sus paráme-
tros en cuanto a su inﬂuencia en el balance exploración / explotación. Estudian también las
interacciones y las interrelaciones entre los parámetros. A pesar de este análisis profundo,
determinar los parámetros para un problema concreto es todavía una línea de investigación
abierta. Por último, los autores de [Ozcelik and Erzurumlu, 2006] aplican una solución ba-
sada en redes de neuronas artiﬁciales y algoritmos genéticos al problema de la minimización
de deformaciones en piezas de plástico. Para analizar los resultados obtenidos y obtener con-
clusiones estadísticamente signiﬁcativas utilizan, de nuevo, ANOVA.
Los test no paramétricos se utilizan cuando los experimentos con AEs no veriﬁcan las
hipótesis de partida necesarias para el uso de test paramétricos. En [García et al., 2007] se
utilizaron los test de Friedman, Iman-Davenport, Bonferroni-Dunn y Wilcoxon para analizar
los resultados de un AG. Los autores de [Moreno-Pérez et al., 2007] compararon los resulta-
dos de varias metaheurísticas utilizando el test de rangos con signos de Wilcoxon y el test de
Friedman. Para después utilizar Namenyo y Bonferroni-Dunn y obtener conclusiones sobre
dichas comparaciones con los procedimientos de Holm y Hochberg. Los resultados presen-
tados en la competición del CEC'2005 [Suganthan et al., 2005], fueron analizados en [García
et al., 2009] utilizando test no paramétricos para comparar los resultados de la resolución de
un solo problema o de varios problemas. Los test que se utilizaron fueron, de nuevo, el test
de Friedman, Iman-Davenport, Bonferroni-Dunn, Holm, Holchbert y Wilcoxon.
De los trabajos presentados en este área se obtienen las siguientes conclusiones:
• Antes de llevar a cabo el análisis de un AE es necesario establecer los objetivos de
dicho análisis para elegir de forma adecuada las medidas que se van a utilizar.
• Los análisis de resultados medios no son suﬁcientes para obtener conclusiones correc-
tas acerca de las pruebas realizadas. Debe de generalizarse el uso de análisis estadísticos
basados en contrastes de hipótesis.
Diseño de experimentos
Los AEs no sólo son técnicas de optimización conﬁgurables, sino que además los valores
óptimos de los parámetros de conﬁguración son altamente dependientes de la clase de proble-
mas que se vayan a resolver. Existen numerosos trabajos que tratan de reducir el número de
parámetros en los AEs e incluso desarrollos sobre AEs auto-conﬁgurables. En [Eiben et al.,
2007] se hace una revisión sobre posibles maneras de conﬁgurar los algoritmos. Hasta que
llegue el momento en el que no sea necesario ningún parámetro de conﬁguración, los inves-
tigadores tienen que tratar con el problema de conﬁgurar sus algoritmos de la mejor manera
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posible para obtener los mejores resultados. En este sentido, elDiseño de experimentos (DoE)
es una técnica de estadística que permite analizar la inﬂuencia de los parámetros en los algo-
ritmos para realizar un ajuste óptimo de los mismos de acuerdo con el problema para el cual
será aplicado. El diseño de experimentos surgió a principios del siglo XX y fue aplicado por
Ronald Fisher [Fisher, 1966] en sus estudios de agronomía. Muchas de las aplicaciones en
las que se ha utilizado son en el campo de la biología pero, debido a su éxito, y, sobre todo,
a su formalismo su uso ha ido creciendo en otros campos.
En el campo de la CE su uso es reciente y no existen muchos trabajos en los cuales se
aplique el diseño de experimentos para analizar los algoritmos presentados y la inﬂuencia
de los parámetros de conﬁguración. Sin embargo, en los últimos años han surgido varias
metodologías basadas en los principios de DoE con el objetivo de proporcionar marcos de
análisis y comparación de estándares de forma que las conclusiones que se extraigan de los
trabajos sean útiles y, ante todo, sean de provecho para desarrollos futuros.
Los primeros trabajos que trataron de utilizar una metodología estándar, además de ba-
sarse en las ideas de DoE, utilizaban también las metodologías que se aplicaban en Aprendi-
zaje Máquina. En esta disciplina, para analizar el comportamiento de un algoritmo frente a
una clase de problemas y encontrar los parámetros que permitían obtener los mejores resul-
tados, se seguían los pasos que se describen a continuación:
1. Se generaba el conjunto de entrenamiento a partir de instancias de la clase de problema
elegida.
2. Se generaba el conjunto de prueba con instancias de la clase de problema que no estaban
en el conjunto de entrenamiento.
3. De forma iterativa, se ejecuta el algoritmo frente al conjunto de entrenamiento y se
obtienen los parámetros que proporcionan los mejores resultados.
4. Para validar estos parámetros, se ejecuta el algoritmo frente al conjunto de test y se
comprueba si de verdad obtiene los mejores resultados.
El punto clave de esta técnica es que la validación de los resultados se realiza sobre instancias
de la clase de problema que no están en el conjunto de entrenamiento y que no han sido vistas
anteriormente por el algoritmo.
Entre las metodologías más recientes destaca F-RACE [Birattari et al., 2002] que pro-
porciona un procedimiento con el cual se puede obtener la conﬁguración óptima de una me-
taheurística dependiendo de la clase de problemas que se quiera resolver. El procedimiento
presentado es un mecanismo experimental que se guía por medidas estadísticas. Su imple-
mentación se basa en eliminar, en las primeras etapas del análisis, las conﬁguraciones que no
proporcionen buenos resultados, reduciendo drásticamente el número de candidatos para, de
esta forma, acelerar el proceso de búsqueda. Las principales aportaciones de este método son,
en primer lugar, una deﬁnición formal del problema de conﬁguración de una metaheurística
y, en segundo lugar, la veriﬁcación de que es posible la conﬁguración de forma eﬁciente y
efectiva en un proceso rápido.
REVAC [Nannen and Eiben, 2007] es otra de las metodologías basada en diseño de ex-
perimentos que se ha desarrollado en los últimos años. En la mayor parte de los trabajos, el
ajuste de los parámetros de un AE se basa en convenciones que no están correctamente jus-
tiﬁcadas y en métodos ''ad-hoc''. Los investigadores suelen hacer un barrido en los rangos de
los parámetros del algoritmo, tan amplio como sus capacidades computacionales les permita.
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REVAC se basa en la teoría de la información para medir la relevancia de los parámetros es-
timando el rendimiento esperado para un conjunto de parámetros tratando de maximizar la
entropía de Shannon. La maximización de esta entropía se utiliza como medida de la rele-
vancia de los parámetros. El método se basa en medir cuánta información es necesaria para
alcanzar un cierto nivel de rendimiento y cómo la cantidad de información depende de cada
uno de los parámetros del algoritmo. Desde un punto de vista más técnico, la metodología
REVAC utiliza un algoritmo de tipo EDA diseñado para maximizar la entropía en dominios
continuos. De forma iterativa se ajusta la distribución de probabilidad de cada uno de los pa-
rámetros a conﬁgurar y de esta forma estimar la relevancia de cada uno de ellos. Uno de los
últimos trabajos desarrollados con la metodología REVAC [Smit and Eiben, 2010] consigue
mejorar los resultados obtenidos por el algoritmo G-CMA [Auger and Hansen, 2005] en la
competición celebrada en el congreso CEC'2005 [Suganthan et al., 2005].
SPO [Bartz-Beielstein and Preuss, 2007] es una metodología que permite, mediante ex-
perimentación, conﬁgurar algoritmos y obtener conclusiones acerca de dicha conﬁguración.
Utiliza técnicas estadísticas para obtener resultados y conclusiones ﬁables. El ciclo de trabajo
de SPO sigue los pasos que se describen a continuación:
1. La investigación inicial parte de hipótesis acerca de la inﬂuencia que pueden tener
ciertos parámetros en el comportamiento de los algoritmos.
2. Esas suposiciones se formulan como hipótesis estadísticas.
3. Para cada hipótesis se realizan los experimentos necesarios. Se elige el modelo y el
diseño experimental que se van a utilizar. Se generan los datos y se ajusta el modelo
hasta que las hipótesis puedan ser rechazadas o aceptadas.
4. Se obtienen las conclusiones a partir de los resultados de los experimentos y de las
hipótesis aceptadas o rechazadas.
Para el tercer paso de esta metodología, la ejecución de los experimentos, se ha implemen-
tado una herramienta software SPOT (Sequential Parameter Optimization Toolbox) [Bartz-
Beielstein and Preuss, 2010,Bartz-Beielstein, 2010]. Esta herramienta ha sido aplicada con
éxito en campos como la bioinformática [Fober et al., 2009], la industria aeroespacial [Nau-
joks et al., 2006], el análisis estadístico de algoritmos [Trautmann and Mehnen, 2009] o la
optimización multimodal [Preuss et al., 2007].
Esta tercera técnica es, a día de hoy, la menos aplicada en el campo de los AEs. Sin em-
bargo, es obvia su necesidad, debido a que el funcionamiento de los AEs es muy dependiente
de su conﬁguración.
Como conclusión a este apartado dedicado a mostrar la falta de procedimientos estándar
de caracterización formal de AEs y sus consecuencias a nivel práctico, debemos decir que,
si bien existen investigadores que están centrado sus esfuerzos en atacar este problema, real-
mente se ha avanzado poco en el desarrollo de un procedimiento general. Así, los trabajos se
pueden englobar en tres grandes temáticas que han sido estudiadas y probadas pero de forma
independiente, sin que hayamos encontrado intentos destacables de solventar el problema de
la caracterización formal en su totalidad.
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3.3 Conclusiones
A lo largo de este apartado se ha desarrollado el marco teórico en el que se engloba la
presente tesis doctoral. Se ha tratado de dejar patente cómo en los últimos 20 años han aumen-
tado de forma muy signiﬁcativa los campos de aplicación de los AEs tratando de solucionar
problemas cada vez más reales y, por tanto, más complejos. Esto ha motivado el desarro-
llo constante de mejoras en los algoritmos existentes y la aparición de otros nuevos. Pero
todos estos años de innovación no han venido acompañados de estudios teóricos sobre las
características de los problemas y las soluciones aportadas en los algoritmos de una forma
estandarizada y formal que permita a los usuarios de otros campos tales como la Ingeniería,
la Física o la Biología conocer a priori si un cierto algoritmo evolutivo es adecuado para sus
problemas o no. Esto conlleva un proceso de prueba y error que sería evitable si los desa-
rrolladores de nuevos algoritmos los caracterizasen formalmente antes de presentarlos a la
comunidad cientíﬁca.
En los siguientes apartados de esta tesis se afronta este problema, en una primera aproxi-
mación, proponiendo un procedimiento de caracterización que permita que los desarrollado-
res presenten sus AEs en función de ciertas propiedades de los espacios de calidad, que serán
seleccionadas por su relevancia, para problemas de optimización con parámetros reales. El
procedimiento de caracterización que se presenta se basa en las conclusiones extraídas del
análisis de la bibliografía relativa a la caracterización formal de los algoritmos evolutivos y
comentada en la sección anterior. Así, el procedimiento propuesto consta de tres etapas coin-
cidentes con los tres grandes tipos de problemas detectados: selección y caracterización de
las funciones de prueba, establecimiento de medidas de análisis representativas y creación de
una metodología de análisis de resultados que sea general y proporcione conclusiones útiles
a nivel práctico.

Capítulo 4
Procedimiento de caracterización
El principal objetivo de este trabajo es el planteamiento de un procedimiento de caracteri-
zación de algoritmos evolutivos que permita que los diseñadores de los mismos analicen sus
desarrollos y presenten los resultados de forma homogénea y formal. En el capítulo anterior,
tras la revisión bibliográﬁca de los trabajos con un objetivo similar en este campo, se detec-
taron los tres problemas clave en un proceso de caracterización de algoritmos: la correcta
elección del conjunto de funciones prueba, la determinación de las medidas de análisis repre-
sentativas y el establecimiento de una metodología ejecución de las pruebas y de análisis de
los resultados. El procedimiento de caracterización que aquí se plantea se basa en tres etapas
que deben afrontar y solucionar estos tres problemas, pero no de forma independiente, sino
creando un ﬂujo de trabajo con dependencias entre unas y otras. La ﬁgura 4.1 muestra un
esquema de las etapas que constituyen el procedimiento y su interrelación:
1. Caracterización de espacios de calidad: en esta etapa se debe seleccionar el conjunto de
funciones de prueba (benchmark) de forma que sea representativo del tipo de problema
a resolver, en el marco de este trabajo, optimización de funciones con codiﬁcación real.
Para ello, es necesario establecer las características de los espacios de calidad más
relevantes y analizar en base a ellas las funciones seleccionadas.
2. Medidas de error y rendimiento: se deben seleccionar las medidas sobre las que se ana-
lizarán los resultados de los algoritmos evolutivos al ser ejecutados en las funciones
seleccionadas en la etapa anterior. Este problema puede ser tratado de forma concu-
rrente con el primero.
3. Estudio experimental: los resultados de las ejecuciones de los algoritmos sobre las
funciones de prueba deben ser analizados en base a las características establecidas en
la primera etapa y utilizando las medidas seleccionadas en la segunda. Por ello, esta
etapa debe ser llevada a cabo tras la ﬁnalización de las dos anteriores. En este trabajo
se planteará una metodología de ejecución de las pruebas y análisis de los resultados
que componen la parte experimental del procedimiento.
A lo largo de este capítulo se propondrán soluciones concretas en cada una de estas tres
etapas. Dichas soluciones son una primera aproximación a la resolución global del problema
de caracterización formal de algoritmos evolutivos, y deberán ser extendidas en el futuro. De
cualquier forma, suponen un primer intento de solución general de este problema y, como se
demostrará en la sección de Aplicación, proporcionan resultados muy satisfactorios.
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En la primera sección de este capítulo, dedicada a la caracterización de espacios de ca-
lidad, se describirá dicho concepto y sus principales características para concluir que, en el
marco de este trabajo, las características a estudiar de los espacios de calidad son la separa-
bilidad y la modalidad. A continuación se presentará con detalle el conjunto de funciones de
prueba que se utilizará en la sección de aplicación. Finalmente, se explicarán los algoritmos
desarrollados en este trabajo a la hora de caracterizar los espacios de calidad en términos de
separabilidad y modalidad. Para continuar, en la segunda sección del capítulo, se proponen
las medidas de error y rendimiento a utilizar para analizar los resultados de las ejecuciones
de forma homogénea. En la tercera sección de este capítulo se describirán los elementos que
constituyen el estudio experimental. Primeramente, se deben establecer unos parámetros de
ejecución objetivos y, a continuación, se debe plantear una metodología de análisis formal de
resultados. En este sentido, se proponen tres pasos consecutivos: análisis con la conﬁguración
básica, análisis con modiﬁcaciones de parámetros y análisis comparativo.
Antes de comenzar con el desarrollo de cada una de las etapas, debemos enfatizar que
en estas se utilizarán algunas de las aportaciones de otros investigadores comentadas en la
sección anterior a nivel de diseño y estudio de funciones de prueba y de análisis estadístico de
resultados. En cuanto al diseño de experimentos, este está centrado en la etapa de desarrollo
de un algoritmo evolutivo, durante la cual el diseñador debe estudiar el comportamiento del
mismo en función de sus parámetros de conﬁguración. Por tanto, queda fuera del alcance de
este procedimiento de caracterización, que ha sido desarrollado para una etapa posterior a la
experimentación, la que se debe realizar una vez comprobado el funcionamiento del algoritmo
de cara a proporcionar resultados formales y objetivos. En consecuencia, en la tercera etapa
del procedimiento de caracterización, no se utilizarán técnicas de diseño de experimentos,
sino que se propondrá una metodología totalmente nueva.
Caracterización	  
de	  espacios	  de	  
calidad	  
Medidas	  de	  
error	  y	  
rendimiento	  
Ejecución	  
Análisis	  de	  
resultados	  
Estudio	  experimental	  
Figura 4.1: Elementos del procedimiento de caracterización formal presentado en este trabajo.
4.1 Caracterización de espacios de calidad
La primera de las etapas se centra en la correcta elección del conjunto de funciones prueba
y su caracterización. Tras la revisión realizada en el capítulo 3 se llegó a la conclusión de que,
para una correcta caracterización de un AE, además de utilizar un conjunto de funciones de
prueba completo que incluya funciones con diferentes características y que, además, supon-
gan un reto para los algoritmos, las propiedades de dichas funciones deberán ser analizadas
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en profundidad. Por este motivo, la solución propuesta en este trabajo para esta primera etapa
implica la caracterización formal de los espacios de calidad que generan dichas funciones de
prueba. La elección y el ajuste de parámetros de los operadores de los AEs son clave para el
éxito de los procesos de optimización y esta correcta conﬁguración es altamente dependiente
del espacio de calidad sobre el que el AE actuará. Por este motivo, proponemos una serie
de algoritmos que permiten la caracterización de los espacios de calidad como paso previo
a la aplicación de un AE. Para la explicación de los mismos es necesario, en primer lugar,
deﬁnir el concepto de espacio de calidad y las características topológicas que tienen mayor
inﬂuencia en el comportamiento de los AEs. Previo a la explicación de los algoritmos de ca-
racterización desarrollados, se realizará una breve revisión de las medidas de caracterización
de espacios de calidad utilizadas en la bibliografía para el análisis de los mismos.
4.1.1 Espacio de calidad (Fitness Landscape)
El concepto de espacio de calidad (del inglés, ﬁtness landscape) fue introducido origi-
nalmente por S. Wright [Wright, 1932] como medio para visualizar las relaciones entre el
genotipo de un individuo y su éxito o calidad reproductiva. Relacionado con esta idea de es-
pacio está, por una parte, la función de calidad, que asigna a cada genotipo o individuo de
una población un valor de calidad o bondad; y, por otro lado, el espacio de búsqueda o la dis-
posición de los genotipos en un espacio abstracto, que proporciona una relación de vecindad
entre dichos genotipos y, por consiguiente, permite estimar la facilidad o frecuencia con la
que es posible trasladarse de un punto a otro de este espacio. Este concepto ha sido utilizado
en otros campos, no relacionados con la CE como en la física de sistemas complejos, para
estudiar las conﬁguraciones de los vidrios de spin [Binder and Young, 1986,Mezard et al.,
1987], en biofísica para estudiar los espacios de energía que gobiernan el plegado de biopo-
límeros [Chan and Dill, 1991,Dill et al., 1995] o los llamados espacios electorales (Electoral
landscapes) que se utilizan para estudiar el comportamiento de los modelos espaciales de
voto. [Kollman et al., 1997,Stadler, 1998]. En el dominio de la optimización, el interés prin-
cipal de esta ''metáfora'' es el de relacionar la descripción topológica del espacio de calidad
con la dinámica de los algoritmos de búsqueda y, de esta forma, extraer información sobre la
diﬁcultad de optimizar un problema dado.
Formalmente, un espacio de calidad [Radcliﬀe and Surry, 1995, Stadler, 2002, Stadler,
1995] se representa por una terna o tripleta (𝒮,𝒱, 𝑓), tal que:
• 𝒮, es el espacio de búsqueda o conjunto de soluciones potenciales a un problema dado.
• 𝒱 ∶ 𝒮 → 2𝒮, es una función de vecindad que a cada solución 𝑠 ∈ 𝒮 le asigna un
conjunto de vecinos𝒱(𝑠) ⊂ 𝒮.
• 𝑓 ∶ 𝒮 → ℝ, es una función de aptitud o calidad que a cada solución le asigna un valor
real que representa su grado de aptitud para resolver un problema dado.
Los espacios de calidad permiten representar el conjunto de soluciones a un problema,
es decir, el espacio de búsqueda, y la bondad o calidad de cada una de dichas soluciones a la
hora de resolver un problema concreto. En este caso, los ''organismos potenciales'' queWright
utilizaba en su deﬁnición para representar a los elementos del sistema, se corresponden con
las posibles soluciones a un problema dado. El concepto de vecindad se relaciona con los
operadores de búsqueda que utilice el algoritmo: dos organismos o soluciones serán vecinas
si, aplicando dichos operadores a la primera solución, somos capaces de alcanzar la segunda.
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Finalmente, el valor de calidad se corresponde con el valor objetivo que deseemos minimizar
omaximizar. En la ﬁgura 4.2 muestra la relación entre un espacio de búsqueda y un espacio de
calidad a través de una función de aptitud. El mismo espacio de búsqueda genera diferentes
superﬁcies de calidad, con distintas topologías, dependiendo de la función de aptitud del
problema.
En el caso de las metaheurísticas, en las cuales se incluyen los AEs, el concepto de vecin-
dario está relacionado con uno o varios operadores de búsqueda. Un vecindario es el conjunto
de soluciones alcanzables después de aplicar los operadores del algoritmo.Matemáticamente:
𝒱(𝑠) = {𝑦 ∈ 𝒮|𝑦 = 𝑜𝑝(𝑠)}. De una forma abstracta, las metaheurísticas tratan las superﬁcies
de calidad como un sustrato por el cual se desplazan las soluciones. El concepto de espacio
de calidad permite estudiar la dinámica de la evolución de soluciones, la convergencia de las
metaheurísticas y la capacidad de los algoritmos a la hora de resolver un problema.
El concepto de los espacios de calidad sirve como medio para caracterizar la topología
de un problema y, a continuación, identiﬁcar el algoritmo que saca el máximo partido de
las características propias de las superﬁcies que deﬁnen. Una descripción estadística de ta-
les superﬁcies sería capaz de discriminar decisiones equivocadas, donde pocos algoritmos
pueden optimizar el problema correctamente o seleccionar los mejores parámetros posibles
(operadores, codiﬁcación, etc.) que sean favorables para una optimización eﬁciente. Algunas
herramientas matemáticas que permiten esta caracterización son el estudio de grafos que se
obtienen a partir de este espacio de calidad [Reidys and Stadler, 2001] o la descomposición
en series de Walsh [Kallel et al., 2001], ambas aplicadas a la caracterización de superﬁcies
de calidad con espacios de búsqueda discretos donde, además, es necesario conocer la ex-
presión analítica de la función de calidad. Por lo tanto, estas herramientas no serían útiles
para analizar problemas de aplicaciones reales donde, en muchas ocasiones, no se cuenta
con dicha expresión analítica. En consecuencia, es necesario el desarrollo de herramientas
que permitan realizar esta estimación estadística de propiedades sin la necesidad de conocer
dicha expresión.
Para realizar una estimación correcta de la topología de un espacio de calidad, en primer
lugar, es necesario seleccionar qué propiedades de dicho espacio son las que los deﬁnen o
describen. Para tomar esta decisión, en el siguiente apartado se realizará una revisión de las
características de las superﬁcies de calidad más utilizadas cuando se trabaja con AEs. Una
vez analizadas estas características, concluirá cuáles utilizar y cuáles no y en una sección
posterior se presentarán los algoritmos de caracterización desarrollados para dicho ﬁn.
Características topológicas de los espacios de calidad
Dentro de las características topológicas de los espacios de calidad, y tras revisar los prin-
cipales trabajos del campo, se puede concluir que las más inﬂuyentes en el comportamiento
de los AEs son: la modalidad, la rugosidad, la epístasis y la deceptividad. Algunas de estas
características no aparecen de forma aislada y sus relaciones pueden aumentar la diﬁcultad
de un problema. En esta sección se hará una descripción de cada una de ellas centrándonos
en su relevancia para el caso concreto de los AEs.
Modalidad La mayor o menor diﬁcultad de un espacio de calidad está ligada, entre otros
factores, a la existencia o no de óptimos locales y a la distribución de los mismos. Basán-
donos en la modalidad, las funciones que deﬁnen el espacio de calidad pueden dividirse en
unimodales y multimodales. Una función o espacio de calidad es unimodal cuando no existe
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Figura 4.2: Representación de un espacio de búsqueda y de los posibles espacios de calidad
asociados dependiendo de la función de calidad utilizada. Aunque en la imagen el espacio
de búsqueda se muestre discretizado, este se corresponde con el espacio ℝ2. Los espacios de
calidad representados se corresponden con la función Ackley's, a la izquierda, y la función
Becker, a la derecha.
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(a) Espacio de calidad unimodal.
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(b) Espacio de calidad multimodal.
Figura 4.3: Representación de dos espacios de calidad, uno unimodal y otro multimodal. La
modalidad es una de las pocas características de los espacios de calidad que puede estudiarse
gráﬁcamente en funciones de hasta dos dimensiones de forma aproximada.
más que un óptimo global. Si por el contrario existe más de un óptimo global o, además del
óptimo global, existen óptimos locales entonces la función se deﬁne como multimodal. En la
ﬁgura 4.3 se muestran dos superﬁcies de calidad: una unimodal y otra multimodal.
En el campo de la optimización se deﬁnen los conceptos de óptimo local y óptimo global
de la siguiente forma:
• Una solución 𝑠∗ del espacio de búsqueda es un óptimo local, también llamado óptimo
relativo, si es una solución óptima en una zona contigua del espacio de calidad pero no
es necesariamente la mejor solución del espacio de calidad completo. Es decir, en un
problema de minimización, dado un entorno reducido y contiguo del espacio de calidad
al cual pertenece 𝑠∗, 𝐸(𝑠∗), se deﬁne óptimo local como:
𝑠∗ ∈ ℝ𝑛es un óptimo local ⇔ ∀𝑠𝑖 ∈ 𝐸(𝑠∗), 𝑓(𝑠∗) ⩽ 𝑓(𝑠𝑖) (4.1)
• Una solución 𝑠∗ del espacio de búsqueda es un óptimo global si, además de ser un
óptimo local, es la que mejor valor de calidad presenta de entre todas las posibles so-
luciones. En un problema de minimización, matemáticamente se deﬁne de la siguiente
forma:
𝑠∗ ∈ ℝ𝑛es un óptimo global⇔ ∀𝑠𝑖 ∈ ℝ𝑛, 𝑓(𝑠∗) ⩽ 𝑓(𝑠𝑖) (4.2)
Aunque los espacios de calidad que presentan varios óptimos locales suelen ser de ma-
yor interés debido a su diﬁcultad, en el caso de las funciones unimodales (aquellas que sólo
presentan un óptimo) también existen casos con un alto grado de complejidad. Por ejemplo,
cuando el óptimo está aislado y no hay información en el espacio de calidad, es difícil rea-
lizar una exploración satisfactoria de la misma que permita encontrarlo. En estos casos, no
Capítulo 4. Procedimiento de caracterización 51
existe ningún algoritmo de búsqueda que tenga un rendimiento mejor al de una búsqueda
aleatoria [Horn and Goldberg, 1994]. Estos problemas también reciben el nombre de needle-
in-a-haystack (NIaH), es decir, aguja en un pajar [Goldberg, 1989b]. En [Jones, 1995] los
autores describen matemáticamente los problemas NIaH para codiﬁcación binaria como una
función cuyo valor es siempre 0 excepto en un punto del espacio de búsqueda donde el valor
que toma la función es 1. Este concepto se puede generalizar considerando que un problema
NIaH es un problema cuya función de calidad toma siempre el mismo valor 𝑥±𝜀 ∈ ℝ (siendo
𝜀 un margen de error ya que se trabaja con números reales) en todos los puntos del espacio
de búsqueda excepto en el punto óptimo donde toma otro valor 𝑦 < 𝑥, en el supuesto de que
estemos minimizando.
Como ya hemos mencionado antes, un espacio de calidad es multimodal si presenta más
de un óptimo (𝑀 será el número de óptimos del espacio). En [Garnier and Kallel, 2000],
Garnier y Kallel introducen el concepto de centro de atracción como elemento clave en la
caracterización de la multimodalidad de los espacios de calidad. Los autores establecen que la
complejidad de un espacio de calidad para un AE u otra metaheurística no reside únicamente
en la existencia de más o menos óptimos locales, sino en su distribución y en la topología de
las áreas entre ellos. Así, deﬁnen el concepto de centro de atracción como la zona del espacio
que ``rodea'' a un óptimo, de tal forma que una vez en dicho centro, cualquier descenso de
gradiente lleva siempre al óptimo asociado. La relevancia de este trabajo se encuentra en el
planteamiento del espacio de calidad como una zona particionada con transiciones más o
menos abruptas entre óptimos, y no como una simple colección de óptimos aislados. Resulta
evidente que la estimación de los centros de atracción será siempre aproximada, más cuanto
mayor sea la dimensionalidad del espacio, pero los autores demuestran que es un concepto
muy importante para analizar la complejidad de un espacio multimodal. Por este motivo, será
utilizado como elemento clave en este trabajo
Rugosidad La rugosidad de un espacio de calidad está directamente relacionada con su
estructura más o menos ''accidentada'' y es un factor que también inﬂuye en la menor o mayor
diﬁcultad para solucionar un problema. Si un espacio es irregular, entonces se dice rugoso;
en el caso contrario, se dice que el espacio es continuo o liso. En la ﬁgura 4.4 se muestran
dos ejemplos de espacios de calidad con diferentes grados de rugosidad: en la ﬁgura de la
izquierda se muestra un espacio de calidad con poca rugosidad, casi liso, y en la ﬁgura de la
derecha se muestra un espacio de calidad con un alto nivel de rugosidad.
La cuantiﬁcación de la rugosidad de un espacio se realizamidiendo la correlación entre los
valores de calidad de las soluciones vecinas. Las funciones de autocorrelación y la longitud
de correlación [Weinberger, 1990,Weinberger, 1991] son los indicadores de rugosidad más
accesibles para cálculo numérico. La función de autocorrelación 𝜌(𝑛) de la ''serie temporal'' de
valores de calidad (𝑓(𝑥𝑡), 𝑓(𝑥𝑡+𝑛),… ) de una serie de puntos aleatorios 𝑥𝑡, 𝑥𝑡+𝑛,… se deﬁne
como:
𝜌(𝑛) =
𝐸[𝑓(𝑠𝑡)𝑓(𝑠𝑡+𝑛)] − 𝐸[𝑓(𝑠𝑡)]𝐸[𝑓(𝑠𝑡+𝑛)]
var(𝑓(𝑠𝑡))
(4.3)
donde 𝐸𝑓(𝑠𝑡) y var(𝑓(𝑠𝑡)) son respectivamente la esperanza y la varianza de 𝑓(𝑠𝑡). El
valor de 𝜌(𝑛) mide la relación entre las soluciones de la serie aleatoria y la calidad de dichas
soluciones.
Es posible calcular un estimador de 𝜌(𝑛), 𝑟(𝑛), a partir de una serie de puntos de longitud
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(a) Espacio de calidad continuo o liso.
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(b) Espacio de calidad rugoso.
Figura 4.4: Representación de dos espacios de calidad uno liso o continuo y otro rugoso.
𝐿, (𝑥0, 𝑥1,… , 𝑥𝐿) como:
𝑟(𝑛) =
∑𝐿−𝑛𝑡=1 (𝑓(𝑠𝑡) − 𝑓)(𝑓(𝑠𝑡+𝑛) − 𝑓)
∑𝐿𝑡=1 (𝑓(𝑠𝑡) − 𝑓)2
(4.4)
donde 𝑓 = 1𝑇 ∑
𝐿
𝑡=1 𝑓(𝑠𝑡) y𝐿 ≫ 0. La estimación del valor que proporciona esta medida es
útil ya que una serie aleatoria de puntos o soluciones de tamaño adecuado se puede considerar
representativa del espacio de calidad completo debido a que dicho espacio es estadísticamente
isotrópico, es decir, en promedio, el espacio de calidad presenta las mismas características
topológicas en todas las direcciones.
La longitud de correlación 𝜏 = 1𝜌(1) [Schuster and Stadler, 1993,Fontana et al., 1993] mide
el decrecimiento de la función de autocorrelación y la rugosidad de un espacio de calidad. A
mayor longitud de correlación, más suave es la superﬁcie sobre la que se busca.
El método de utilizar la correlación como medida de rugosidad no es nuevo y otros auto-
res han utilizado conceptos similares con el mismo ﬁn. Manderick [Manderick et al., 1991]
y Greﬀenstette [Grefenstette, 1995] utilizaron la función de distribución de la calidad de un
operador con el objetivo de predecir la eﬁcacia de un algoritmo genético. La función de distri-
bución de la calidad de un operador es una función que describe la distribución de los valores
de calidad de los individuos que resultan de aplicar el operador a un individuo en función
de la calidad del individuo original. En [Fogel et al., 1996], Fogel utiliza el mismo concepto
anterior para determinar, durante el proceso de búsqueda, el mejor operador en términos de
eﬁcacia. En [Bornholdt, 1997], Borholdt propone un algoritmo dinámico que utiliza mode-
los estadísticos basados en la ampliación de los descriptores de la distribución de la calidad.
Estos descriptores son, por ejemplo, la media, la varianza o los coeﬁcientes de asimetría o
curtosis. En este trabajo se realiza un estudio de distintas medidas de correlación padres-hijos
que son utilizadas para determinar el modelo dinámico de búsqueda.
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Los trabajos anteriores han sido desarrollados centrando sus análisis en los algoritmos
genéticos. Aunque estos algoritmos comparten características de funcionamiento con otros
paradigmas de algoritmos evolutivos, también tienen características diferenciadoras que mo-
diﬁcan su comportamiento frente a las superﬁcies de calidad. Es por este motivo que las
conclusiones obtenidas en estos trabajos no pueden generalizarse a todos los tipos de AEs y
sería necesario un análisis particular para cada uno de ellos.
La rugosidad de un espacio de calidad está ligada a la diﬁcultad del mismo. Cuánto más
rugoso es un espacio de calidad, el nivel de correlación entre soluciones vecinas es menor,
y por lo tanto, la información que se puede extraer durante el proceso de búsqueda también
es menor. Por el contrario, cuando el espacio de calidad es suave y el nivel de correlación es
alto, la información que se obtiene del vecindario de las soluciones facilita la optimización
de los problemas.
Los conceptos demodalidad y rugosidad están fuertemente ligados. Cuando la longitud de
correlación es pequeña hay poca correlación entre soluciones vecinas y, por lo tanto, existen
muchos óptimos locales. En este caso, los AEs que basan su comportamiento en vecindades
son poco eﬁcaces. En el caso contrario, cuando la longitud de correlación tiene un valor alto,
indica la existencia de pocos óptimos locales. Los casos de longitud de correlación intermedia
son los más frecuentes. En el trabajo desarrollado en [Stadler and Happel, 1999] se demuestra
que la longitud de correlación 𝜏, la longitud de las series aleatorias 𝐿 y el número de óptimos
locales están fuertemente relacionados. Si suponemos 𝑋(𝑥0, 𝜏) como el conjunto de solucio-
nes que se pueden alcanzar después de 𝜏 ejecuciones de los operadores desde 𝑥0, la conjetura
de correlación [Stadler and Schnabl, 1992] dice que existirán aproximadamente𝑀 ≈ |𝑋||𝑋(𝑥0,𝜏)|
óptimos locales. Esta conjetura se basa en la idea de que la longitud de correlación determina
el diámetro de la montaña o valle más amplio de el espacio de calidad [Krakhofer and Stadler,
1996,García-Pelayo and Stadler, 1997].
Epístasis En genética, un gen se dice epistático a otro gen si la expresión fenotípica del
primero depende del valor del segundo [Stickberger, 1968]. La epístasis es, por tanto, una
medida de las relaciones entre los genes de un cromosoma. En el campo de la computación
evolutiva, dicha medida fue introducida por Rawlins [Rawlins, 1991a]. Rawlins deﬁnió las
situaciones de máxima y mínima epístasis: la situación de máxima epístasis se corresponde
con situaciones en las que todos los genes son dependientes y, por el contrario, situaciones de
mínima epístasis se dan cuando todos los genes son independientes. En el campo de la CE,
el concepto de epístasis se relaciona con el concepto matemático de separabilidad. De aquí
en adelante ambos términos se utilizarán de manera indistinta.
Matemáticamente, se deﬁne una función separable como aquella en la que no existen
relaciones entre variables y cada una puede optimizarse en un proceso separado, es decir,
cuando no existe epístasis. En caso contrario, la función se deﬁne como no separable y puede
presentar diferentes grados de separabilidad o epístasis.
La primera deﬁnición formal de epístasis aparece en el trabajo de Davidor [Davidor,
1990a], donde se deﬁne el valor de epístasis como:
𝜖(𝑠) = 𝑓(𝑠) −
𝑙−1
𝑖=0
1
2𝑙−1 
𝑡∈Ω
𝑡𝑖=𝑠𝑖
𝑓(𝑡) + 𝑙 − 1
2𝑙 𝑡∈Ω
𝑓(𝑡) (4.5)
dondeΩ = {0, 1}𝑙, esta medida solamente está descrita formalmente para espacios de co-
diﬁcación binaria. En el trabajo presentado en [Davidor, 1990a], se demuestra que existe una
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fuerte correlación entre una epístasis alta y tiempos largos de cómputo a la hora de resolver
problemas.
Relacionado con la epístasis y las dependencias entre genes de un cromosoma está el
concepto de correlación falsa o espuria [Schaﬀer et al., 1990]. La correlación espuria es la
falsa creencia de que dos genes están relacionados cuando en realidad no es así. Este hecho
se debe, normalmente, a un tercer factor o variable denominada variable de confusión. La
correlación espuria puede llevar al algoritmo a una pérdida de diversidad en la población y,
como consecuencia, a una convergencia prematura.
Todos los trabajos citados anteriormente estudiaban la epístasis en problemas de codi-
ﬁcación binaria. En el primer trabajo que presentó una extensión del concepto de epístasis
para problemas de codiﬁcación real, los autores utilizan la distancia euclídea entre la función
y su mejor aproximación polinómica para estudiar el efecto de la epístasis sobre los AGs [Ro-
chet et al., 1996]. Posteriormente, en [Chan et al., 2003] los autores presentaron un trabajo
en el cual utilizan un análisis ANOVA sobre las variables del cromosoma para estudiar la
interacción entre variables y, de esta forma, estimar el nivel de epístasis. Además, utilizan
la información que proporciona este análisis para modiﬁcar el operador de mutación del AG
con el ﬁn de mejorar los resultados obtenidos.
El concepto de epístasis también está relacionado con el concepto de acoplamiento (del
inglés linkage), cuyo estudio ha cobrado gran importancia en los últimos años. Además de la
publicación de libros sobre trabajos dedicados al estudio de dicho concepto en el campo de la
CE [Ying-ping Chen andMeng-Hiot Lim, 2008,Ying-ping Chen, 2010], cada dos años se ce-
lebra una sesión especial dentro del congresoCEC dedicada exclusivamente a la presentación
de trabajos sobre este tema [ssL, 2007, ssL, 2009]. La mayoría de los trabajos presentados
estudian la epístasis o linkage de modo on-line, es decir, analizan las dependencias entre va-
riables mientras resuelven el problema para adaptar los operadores de los algoritmos. Por
ejemplo, en [Li et al., 2007] utilizan la información mutua entre variables para estimar las
interacciones o dependencias entre variables y modiﬁcar el comportamiento de un AG de-
pendiendo del problema que se trate de resolver. A pesar de los buenos resultados de estos
trabajos, tiene mayor interés una estimación oﬀ-line del nivel de epístasis para utilizar esta
información a la hora de seleccionar uno u otro AE.
La epístasis o separabilidad afecta a los AEs de diferente manera dependiendo del tipo de
búsqueda que estos realicen. Generalmente, en las funciones con un alto grado de epístasis
los algoritmos deben aprender o tratar de aprender las dependencias entre los parámetros para
que la optimización se realice con éxito. Por este motivo, dichas funciones tienden a clasiﬁ-
carse como más complejas. Aunque, como se verá más adelante, hay algoritmos que explotan
estas dependencias y, sin embargo, no son capaces de resolver funciones sin dependencias
consideradas típicamente más sencillas.
Deceptividad La característica de deceptividad fue propuesta por Goldberg y se basa en
la hipótesis de bloques constructivos y en el teorema de esquemas [Goldberg, 1987]. Ini-
cialmente, este concepto estaba íntimamente relacionado con la codiﬁcación binaria, sin em-
bargo, su idea principal puede generalizarse para cualquier codiﬁcación del espacio de cali-
dad. Si consideramos que un esquema o hiperplano describe un área del espacio de calidad,
una función se considera deceptiva cuando la calidad media del área que incluye al óptimo
global es menor que la calidad media del área de algún óptimo local. En general, el concepto
de deceptividad se reﬁere al hecho de que la función de calidad proporcione al proceso de
búsqueda ''pistas'' erróneas, haciendo que la búsqueda se dirija hacia zonas de poca calidad
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en lugar de alejarse de ellas [De Jong, 2006].
Una función es totalmente deceptiva si todos los esquemas de la función son decepti-
vos [Kalyanmoy, 1997]. En [Goldberg, 1989b] se clasiﬁcan las funciones en dos grupos: las
funciones deceptivas de tipo I y las funciones deceptivas de tipo II. Las funciones deceptivas
de tipo I son aquellas que, aunque en las primeras etapas de evolución guían al AE hacia
posiciones alejadas del óptimo global, después de un número suﬁciente de generaciones, el
AE es capaz de encontrar el verdadero óptimo de la función, mientras que esto no se cumple
en el caso de las funciones deceptivas de tipo II.
En [Naudts and Verschoren, 1999], además de explicar los conceptos de epístasis y decep-
tividad, los autores estudiaron la relación que existe entre ellos. De dicho trabajo obtuvieron
las siguientes conclusiones:
• Si la función 𝑓 tiene un grado bajo de epístasis, entonces 𝑓 no es deceptiva. Por lo
tanto establecieron que si 𝑓 es deceptiva, necesariamente tiene que tener algún grado
de epístasis.
• Si 𝑓 es deceptiva con un grado medio de epístasis, entonces 𝑓 es deceptiva de tipo I.
• Si 𝑓 es deceptiva con un grado alto de epístasis, entonces 𝑓 es deceptiva de tipo II.
Por lo tanto, a la vista de estas conclusiones, los autores probaron que:
1. Si existe baja epístasis, entonces la función considerada no puede ser deceptiva.
2. Si la función es deceptiva, la epístasis permitirá diferencias entre funciones deceptivas
de tipo I (epístasis media) y funciones deceptivas de tipo II (epístasis alta).
De las conclusiones obtenidas en el trabajo anterior, queda claro que la epístasis y la
deceptividad de las funciones son dos características que están fuertemente ligadas.
En este apartado se han descrito las cuatro principales características que describen los
espacios de calidad. Estas cuatro características son modalidad, rugosidad, epístasis y decep-
tividad. En la ﬁgura 4.5 se muestran las relaciones entre ellas. Tras la revisión de trabajos
realizada, se ha podido concluir que los conceptos de modalidad y rugosidad están relacio-
nados y que, de hecho, una de las principales causas de la multimodalidad de los espacios
de calidad es la rugosidad. Por lo tanto, las características de modalidad y rugosidad serán
analizadas de forma conjunta en el desarrollo de este trabajo. Otra de las conclusiones que
se puede extraer es que la deceptividad y la epístasis está relacionadas, por lo tanto estos dos
conceptos también se estudiarán de forma conjunta. Resumiendo, en una primera aproxima-
ción al problema de la caracterización topológica de los espacios de calidad, este trabajo se
centrará en el análisis de dos características básicas: la modalidad y la epístasis o separabi-
lidad. Una vez que se han establecido qué características son más relevantes, se debe tratar
de describir los espacios de calidad en términos de dichas características. Previamente a la
caracterización práctica, se pasa a describir las medidas de diﬁcultad que se han tratado de
establecer en el campo durante los últimos años y el porqué de su fracaso.
Medidas de caracterización topológica para espacios de calidad
Este trabajo no es el primero que trata de caracterizar el comportamiento de los AEs
basándose en la topología de los espacios de calidad que trata de resolver y en la bibliografía se
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Figura 4.5: Relaciones entre las cuatro características principales de los espacios de calidad.
pueden encontrar diversos trabajos dedicados a esta tarea. Estos trabajos pretenden, también,
estimar a priori cómo de adecuado es un AE para resolver un espacio de calidad con unas
determinadas características. La mayor parte ellos se centran en AGs de codiﬁcación binaria.
A pesar de que estos han quedado parcialmente obsoletos debido a que el interés actual se
centra en problemas con codiﬁcación real, resulta interesante realizar una revisión de los
mismos, sobre todo para enfatizar el problema principal de estos primeros intentos.
La Fitness Distance Correlation (FDC) es una medida de correlación entre el valor de
calidad de una solución y su distancia a la solución óptima del problema. Está relacionada
con los conceptos de deceptividad y rugosidad. Fue presentada en [Jones and Forrest, 1995]
para estudiar el rendimiento de los AGs clásicos frente a distintas funciones de calidad. Esta
medida se basa en la idea de que existe una estrecha relación entre el proceso de búsqueda
de los AGs y de las heurísticas. Para realizar esta suposición, los autores se basan en que
los espacios de búsqueda pueden ser vistos como grafos etiquetados y dirigidos. En el caso
de los algoritmos genéticos, los nodos de los grafos estarían etiquetados según la función de
calidad. En el caso de las heurísticas, las etiquetas de los nodos serían los valores de la función
heurística. Un principio general de las funciones heurísticas dice que estas deberán estar bien
correlacionadas con la distancia al objetivo [Doran and Michie, 1966]. Según los autores, el
grado en el que la función de calidad de un AG está en concordancia con este principio da
una estimación de la diﬁcultad del espacio de búsqueda. Para el cómputo de esta medida es
necesario conocer el punto óptimo de un espacio de búsqueda. Si estamos trabajando con
un problema de maximización, el resultado que deseamos obtener es que el valor de calidad
crezca a medida que la distancia al óptimo decrece. Por lo tanto, si tenemos una función de
calidad ideal, el valor del índice de correlación será -1. Si estamos minimizando, la función
de calidad ideal tendrá un índice de correlación de 1.
Al ser desarrollada para estudiar la diﬁcultad en AGs clásicos, los ejemplos presentados
en el trabajo original utilizan cromosomas de codiﬁcación binaria y distancia Hamming, ya
que es la que está más relacionada con los operadores utilizados por los algoritmos genéticos.
A partir de los resultados obtenidos dividieron los problemas en tres clases:
1. Problemas misleading o engañosos: si estamos maximizando, el índice de correlación
𝑟 tiene un valor mayor o igual a 0.15. En estos problemas, la población de un AG tiene
tendencia a alejarse del óptimo.
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2. Problemas difíciles: cuando el valor de 𝑟 está entre 0.15 y −0.15. En estos problemas
hay poca correlación entre la calidad y la distancia al óptimo.
3. Problemas directos: cuando el valor de 𝑟 es menor o igual que −0.15, es decir, proble-
mas en los que la calidad tiende a crecer a medida que nos acercamos al óptimo.
En [Wang and Li, 2008], el concepto de FDC se generalizó para problemas de parámetros de
codiﬁcación real. En estos casos es muy difícil o prácticamente inviable caracterizar com-
pletamente el espacio de búsqueda y obtener un valor exacto de correlación. A pesar de los
buenos resultados iniciales, trabajos posteriores han demostrado que la FDC no es unamedida
ﬁable [Altenberg, 1997a, Quick et al., 1998, Kallel et al., 1999]. Concretamente, en [Alten-
berg, 1997a] el autor presenta un problema que un AG resuelve fácilmente pero cuyo valor
de FDC indica que es un problema difícil.
Relacionadas con el concepto de epístasis han surgido numerosas medidas de diﬁcultad.
Uno de los primeros métodos presentados para analizar las relaciones entre los genes de un
cromosoma son las sumas deWalsh [Heckendorn et al., 1997]. En una primera versión fueron
presentadas para analizar funciones en codiﬁcación binaria y más tarde fueron extendidas
para analizar funciones con otro tipo de codiﬁcación [Heckendorn and Whitley, 1999]. El
método se basa en generar 2𝑛 coeﬁcientes, donde 𝑛 es la dimensión del problema, a partir de
2𝑛 valores de calidad. Cada coeﬁciente representa el valor de epístasis de cada combinación de
variables. La epístasis también ha sido considerada desde el punto de vista estadístico [Reeves
andWright, 1995a,Reeves andWright, 1995b]. En este trabajo se analizan las relaciones entre
variables utilizando un análisis de varianza ANOVA. La contribución de las variables al valor
de calidad se descomponen en una serie de valores denominados efectos. Estos pueden ser
divididos en dos tipos: los efectos lineales y los efectos de interacción, los cuales representan
el grado de epístasis de cada combinación de genes. Los autores de este trabajo concluyeron
que no es posible determinar si una función es epistática o no basándose en una muestra del
espacio de calidad aunque esta muestra se obtenga de forma controlada y no aleatoria.
La medida de varianza de epístasis presentada por Davidor [Davidor, 1990a], es la pri-
mera medida general de epístasis. Es un método ﬂexible que permite determinar el grado de
no linealidad existente en un determinado espacio de calidad. Davidor defendía que la elec-
ción de una u otra representación para los genes de los cromosomas era la causante de un
mayor o menor grado de relaciones no lineales entre genes [Davidor, 1990b]. Propuso la va-
rianza de epístasis como medida del grado de adecuación de una determinada representación
a un AG para un problema determinado. Una de las desventajas de la varianza de epístasis es
que ha de calcularse para el espacio de búsqueda completo, lo cual en muchas ocasiones es
computacionalmente prohibitivo debido a las altas dimensiones de los problemas, sobre todo
aquellos que se corresponden con aplicaciones del mundo real. Para solucionar este problema
puede considerarse solamente una partición del espacio de búsqueda y realizar una estima-
ción suponiendo que el resultado es escalable al espacio completo. Sin embargo, el propio
Davidor demostró que esto no es posible [Davidor, 1990b] y que utilizar particiones del es-
pacio de búsqueda no permite estimar la varianza de epístasis total. Al igual que ocurrió con
la FDC, trabajos posteriores a la presentación de la varianza de epístasis demostraron que
esta medida no es del todo ﬁable [Rochet et al., 1998, Reeves and Wright, 1995b]. En [Ro-
chet et al., 1998] se presenta otra medida de epístasis, la correlación de epístasis. Esta mide
de forma estadística la correlación que existe entre la función de calidad y su aproximación
de primer orden sobre una muestra de puntos 𝑃 del espacio de búsqueda. Si la correlación
de epístasis es máxima, es decir, toma un valor de 1, entonces no existen relaciones entre los
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parámetros de la función que se está analizando y, por lo tanto, dicha función no presenta nin-
gún grado de epístasis. Tanto la varianza de epístasis como la correlación de epístasis fueron
desarrolladas para detectar la presencia de epístasis en las funciones de calidad, sin embargo,
ambas tienen problemas a la hora de detectar la ausencia de epístasis [Naudts, 1998]. Por
ejemplo, ambas medidas proporcionan un valor cercano a 0 para funciones separables y para
funciones de tipo NIaH. Sin embargo, el comportamiento de un AG en estas funciones es
totalmente diferente: mientras que es capaz de resolver sin problemas las funciones separa-
bles, las funciones NIaH hacen que el rendimiento de dicho algoritmo empeore. Además de
los contraejemplos presentados en el caso de la varianza de epístasis, en [Naudts, 1998] el
autor demostró que las medidas de epístasis existentes no pueden estimar la diﬁcultad de las
funciones para un AG.
Otra manera de estimar la diﬁcultad de un determinado problema es utilizando los espa-
cios de información (Information Landscapes) [Borenstein and Poli, 2005]. En dicho trabajo
los autores presentan una redeﬁnición del concepto de espacio de calidad con el objetivo de
utilizar la cantidad y la calidad de información disponible para predecir o estimar la diﬁcul-
tad de dicho espacio. Un espacio de información se deﬁne como una tripleta (𝒮,𝒱, 𝑡), donde
los dos primeros elementos se corresponden con los utilizados en la deﬁnición de espacio
de calidad y son, respectivamente, el espacio de búsqueda y la función vecindario. El tercer
elemento de la tripleta, 𝑡, se denomina función de información y para cada par de soluciones
de 𝒮, (𝑥𝑖, 𝑥𝑗), calcula la probabilidad de que 𝑥𝑖 sea mejor que 𝑥𝑗 . Para medir la diﬁcultad de
un problema hay que establecer un espacio de calidad óptimo y medir la distancia entre este
y el espacio de información del problema que se resuelve. Esta distancia es una estimación
de la diﬁcultad del problema. Esta medida tiene la desventaja de que es necesario conocer el
óptimo de la función para realizar una estimación correcta.
La conclusión general de esta revisión de trabajos dedicados al establecimiento de medi-
das de diﬁcultad de un espacio de calidad, es que estas no son aplicables a otros AEs. Es decir,
que la diﬁcultad para un AG no tiene por qué serlo para una EE. Esto quedará conﬁrmado a
lo largo del capítulo de aplicación de este trabajo, donde, exceptuando casos muy particula-
res, las características que para unos algoritmos resultan complejas para otros no lo son. En
consecuencia, el presente procedimiento de caracterización no se basa en ninguna medida
concreta de diﬁcultad, sino que el análisis de los resultados se llevará a cabo en función de
las características topológicas en sí, es decir, de la separabilidad y la modalidad del espacio.
En la siguiente sección se describirá el conjunto de funciones de prueba que será utilizado
en este trabajo.
4.1.2 Conjunto de funciones de prueba
El componente principal de un espacio de calidad es la función de aptitud o calidad que
lo deﬁne. Para realizar la caracterización de un algoritmo, en el campo de la optimización, se
utilizan conjuntos de funciones de prueba. Estos conjuntos incluyen funciones que presen-
tan diferentes características intentando cubrir un amplio rango de las mismas para probar
las capacidades de los algoritmos a la hora de resolverlas y, de esta forma, caracterizar su
comportamiento.
En este trabajo se utiliza un conjunto de funciones formado por aquellas que han sido más
utilizadas en trabajos de optimización con AEs [Yao et al., 1999,Dixon and Szegö, 1978,Ali
et al., 2005] en la última década. Su expresión matemática y sus características principales,
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como límites de los parámetros, posición y valor del óptimo, se especiﬁcan en el apéndice
B. Este conjunto incluye funciones escalabes y no escalables en dimensión. En cuanto a las
características topológicas, se han incluido funciones que representan espacios de calidad
suaves y otros con distintos niveles de rugosidad. También se han incluido espacios de calidad
con amplias superﬁcies planas sin información de gradiente que pueda guiar a los algoritmos
hacia la solución.
Las características básicas de estas funciones se muestran en la tabla 4.1. Estas son las
propiedades que generalmente se encuentran en la bibliografía sobre estas funciones. Sin em-
bargo, como veremos en secciones posteriores, no son suﬁcientes para estimar la topología
del espacio de calidad. Ya que, por ejemplo, dentro de las funciones multimodales existen
diferentes tipos de modalidad y lo mismo ocurre con las funciones unimodales y con la ca-
racterística de separabilidad.
Dimensionalidad
En la tabla 4.1, además de las características de modalidad y separabilidad, aparece una
tercera columna que indica la dimensión del problema, en otras palabras, el número de pará-
metros de cada función. Como se dijo al comienzo de este apartado, algunas de las funciones
utilizadas tienen dimensión ﬁja. Estas funciones se corresponden con el llamado conjunto de
prueba de Dixon-Szegö [Dixon and Szegö, 1978]. Son interesantes desde el punto de vista
de los AEs debido a sus características topológicas y a que, en la mayor parte de los casos,
no son simétricas. Sin embargo, desde el punto de vista de la dimensionalidad no son espe-
cialmente complejas ya que el número de parámetros de estas funciones es bajo, entre 2 y 6
parámetros.
El resto de funciones son escalables en cuánto a dimensionalidad y serán utilizadas para
comparar el rendimiento de los AEs al variar el número de parámetros de las funciones. La
dimensionalidad de los problemas afecta a los algoritmos en distinta medida empeorando
el rendimiento de los mismos, en algunos casos de manera exponencial. Este problema se
conoce en la bibliografía como la maldición de la dimensionalidad [Tang et al., 2007] (del
inglés, curse of dimensionality).
Al aumentar la dimensión del problema, la complejidad del problema también crece, de-
bido a que existen más variables a optimizar. El aumento de la dimensionalidad afecta tanto
a la modalidad como a la separabilidad. En las funciones multimodales el número de óptimos
locales generalmente crece de forma exponencial con la dimensión como se indica en [Yao
et al., 1999]. Además, el espacio de soluciones de un problema crece a medida que aumentan
las dimensiones y es necesaria una estrategia de búsqueda eﬁciente para explorar el espacio
de calidad que deﬁne dicha función. En cuanto a la separabilidad, en el caso de las funcio-
nes no separables, a mayor número de parámetros más dependencias entre los mismos y,
por lo tanto, los algoritmos deberán aprender más relaciones con las complicaciones que ello
conlleva.
En este trabajo se utilizan tres dimensiones diferentes para las funciones escalables: baja,
media y alta, que se corresponden con 10, 30 y 50 respectivamente. Estos valores son los que
se utilizan normalmente en las competiciones de AEs (véase [Suganthan et al., 2005, Liang
et al., 2006,Huang et al., 2007,Li et al., 2008,Zhang et al., 2008,Mallipeddi and Suganthan,
2010]).
Una vez presentado el conjunto de funciones prueba que se utilizará en este trabajo y
sus características básicas, a continuación se explicará como han sido desarrollados los al-
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Función Dimensión Separabilidad Modalidad
Axis Parallel Hyperellipsoid 10, 30, 50 L-Separable Unimodal
Schwefel 2.22 10, 30, 50 L-Separable Unimodal
Sphere Model 10, 30, 50 L-Separable Unimodal
Step 10, 30, 50 L-Separable Unimodal
Sum of Diﬀerent Power 10, 30, 50 L-Separable Unimodal
Colville 4 No-Separable Unimodal
Easom 2 No-Separable Unimodal
Kowalik's 4 No-Separable Unimodal
Matyas 2 No-Separable Unimodal
Perm 10, 30, 50 No-Separable Unimodal
Schwefel 1.2 10, 30, 50 No-Separable Unimodal
Schwefel 2.21 10, 30, 50 No-Separable Unimodal
Zakharov 10, 30, 50 No-Separable Unimodal
Ackley 10, 30, 50 L-Separable Multimodal
Aluﬃ-Pentini's 2 L-Separable Multimodal
Becker and Lago 2 L-Separable Multimodal
Bohachevsky 1 2 L-Separable Multimodal
Cosine Mixture 10, 30, 50 L-Separable Multimodal
Rastrigin 10, 30, 50 L-Separable Multimodal
Schwefel 10, 30, 50 L-Separable Multimodal
Beale 2 No-Separable Multimodal
Bohachevsky 2 2 No-Separable Multimodal
Dekkers and Aarts 2 No-Separable Multimodal
Goldstein Price 2 No-Separable Multimodal
Griewank 10, 30, 50 No-Separable Multimodal
Hartman 3 3 No-Separable Multimodal
Hartman 6 6 No-Separable Multimodal
Levy 10, 30, 50 No-Separable Multimodal
Penalized 1 10, 30, 50 No-Separable Multimodal
Penalized 2 10, 30, 50 No-Separable Multimodal
Rosenbrock 10, 30, 50 No-Separable Multimodal
Shekel Family 5 4 No-Separable Multimodal
Shekel Family 7 4 No-Separable Multimodal
Shekel Family 10 4 No-Separable Multimodal
Shekel's Foxholes 2 No-Separable Multimodal
SixHump Camel Back 2 No-Separable Multimodal
Tabla 4.1: Listado de funciones utilizadas en esta tesis y sus características básicas.
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goritmos de caracterización que serán utilizados para extraer más información en cuanto a la
topología de estas funciones.
4.1.3 Algoritmos de caracterización
En la sección 4.1.1 han sido deﬁnidas las características de los espacios de calidad más
estudiadas en el campo de la CE para llegar a la conclusión de que, en una primera aproxima-
ción, existen dos de especial relevancia a la hora de determinar la topología de un espacio de
calidad: la separabilidad y la modalidad. Los conceptos de separabilidad y modalidad no son
nuevos y, de hecho, en las competiciones sobre AEs las funciones de los conjuntos de prueba
se clasiﬁcan según estas características. Sin embargo, dicha clasiﬁcación se realiza grosso
modo y de forma binaria, es decir, se distingue entre funciones separables o no separables y
funciones unimodales o multimodales, sin tener en cuenta que pueden existir diferentes tipos
y grados de separabilidad y modalidad. En el apartado anterior también se ha realizado una
revisión de trabajos en los cuales se proponen medidas de estimación de la topología de los
espacios de calidad en términos de estas dos características. Entre las desventajas de las me-
didas utilizadas destaca el hecho de que, en la mayor parte de ellas, es necesario conocer la
expresión analítica de la función de calidad para realizar el análisis. Además, estas medidas
han sido desarrolladas para analizar el comportamiento de los AGs sin tener en cuenta otros
paradigmas o modelos con procesos de búsqueda muy diferentes a los de un AG. Por último,
en la mayoría de los casos se centran en estudiar espacios de calidad binarios, lo cual no
permite una generalización de estas medidas al análisis de espacios de calidad de problemas
reales.
Por lo tanto, surge la necesidad de desarrollar nuevos algoritmos que permitan analizar
en mayor profundidad la topología de los espacios de calidad en términos de separabilidad
y modalidad. En esta sección se presentan tres algoritmos de análisis: uno de ellos para el
análisis de separabilidad y dos para analizar la modalidad de los espacios de calidad.
Separabilidad
Notación que será utilizada en esta sección:
• 𝑓 ∶ ℝ𝑛 ⟶ℝ, es una función de codiﬁcación real.
• 𝑥 ∈ ℝ𝑛, es un vector de parámetros reales.
• 𝑥𝑖, es el elemento de índice 𝑖 del vector 𝑥, donde 0 ≤ 𝑖 < 𝑛
• 𝑓(𝑥 ∶ 𝑖 ∶ 𝑟), es el resultado de aplicar la función 𝑓 sobre el vector 𝑥 que en la posición
𝑖 toma el valor de 𝑟 ∈ ℝ.
• 𝛿(𝑓, 𝑥1, 𝑥2, 𝑟, 𝑖), es el aporte a la calidad de la variable con índice 𝑖 en la función 𝑓 ,
dados dos puntos del espacio de búsqueda de 𝑓 , 𝑥1 y 𝑥2 ∈ ℝ𝑛 y un valor 𝑟 ∈ ℝ.
Deﬁnición matemática de separabilidad El concepto de separabilidad está relacionado
con los conceptos de deceptividad y epístasis y hace referencia a las dependencias que pre-
sentan los parámetros de las funciones y cómo afectan estas dependencias a la calidad de los
individuos. Las funciones separables son aquellas en las que no existen relaciones o interde-
pendencias entre las variables. Por lo tanto, una función separable 𝑓 ∶ ℝ𝑛 ⟶ ℝ puede ser
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optimizada mediante 𝑛 procesos independientes, sobre cada una de las variables 𝑥𝑖 ignorando
los valores del resto de variables. Suponiendo que el proceso de optimización consista en la
minimización de una función, el concepto de separabilidad puede expresarse de la siguiente
forma [Hansen, 2007]:
𝑎𝑟𝑔𝑚𝑖𝑛𝑥1𝑓(𝑥1,… ),… , 𝑎𝑟𝑔𝑚𝑖𝑛𝑥𝑛𝑓(… , 𝑥𝑛) = 𝑎𝑟𝑔𝑚𝑖𝑛𝑥1,…,𝑥𝑛𝑓(𝑥1,… , 𝑥𝑛) (4.6)
es decir, el resultado de minimizar cada variable por separado (𝑎𝑟𝑔𝑚𝑖𝑛𝑥𝑖𝑓(𝑥𝑖,… ) es el re-
sultado de minimizar la variable 𝑥𝑖) es igual al resultado de minimizar todas las variables de
forma conjunta (𝑎𝑟𝑔𝑚𝑖𝑛𝑥1,…,𝑥𝑛𝑓(𝑥1,… , 𝑥𝑛)).
Típicamente, las funciones separables son funciones lineales, sin embargo, existen fun-
ciones separables que pueden presentar no linealidades a la hora de evaluar la contribución
de cada variable a la calidad total [Whitley et al., 1995]. A pesar de estas no linealidades, en
este tipo de funciones, el valor óptimo de cada parámetro también se puede determinar de
forma independiente al resto de variables. En este trabajo se distinguirán ambos tipos de fun-
ciones. Las primeras, aquellas que no presentan ningún tipo de no linealidad, se denominarán
funciones linealmente separables o L-separables [Mosk-Aoyama and Shah, 2006]. Aquellas
que sí presentan no linealidades aunque pueden optimizarse en procesos separados recibirán
el nombre de funciones no linealmente separables o NL-separables [Bäck et al., 1997].
Generalmente, las funciones de optimización que representan problemas de la vida real
son no separables, es decir, los parámetros están relacionados y la bondad del valor de un pa-
rámetro depende de los valores de otros parámetros. En las últimas décadas, muchos autores
han hecho esfuerzos para desarrollar AEs capaces de lidiar con funciones no separables [Han-
sen and Ostermeier, 1996, Auger and Hansen, 2005], básicamente tratando de aprender las
dependencias entre parámetros durante el proceso de optimización. Sin embargo, aunque este
procedimiento ha proporcionado resultados satisfactorios, los AEs desarrollados tienen ten-
dencia a presentar resultados comparativamente peores en funciones separables. Este pro-
blema hace que se tienda a clasiﬁcar las funciones utilizadas en los conjuntos de prueba en
términos de separabilidad.
Resumiendo, en el marco de este trabajo se consideran tres tipos de separabilidad:
• Funciones linealmente separables (L-Separables): son funciones entre cuyas varia-
bles no existe ningún tipo de dependencia. Debido a esto, dichas funciones pueden
separarse en n funciones de 1 variable independientes y optimizar cada una de estas
funciones por separado.
• Funciones no linealmente separables (NL-Separables): son funciones entre cuyas
variables existen dependencias de tipo no lineal. A pesar de estas dependencias, cada
variable puede optimizarse en un proceso independiente.
• Funciones no separables (No-Separables): en este tipo de funciones existen depen-
dencias de diferentes grados entre variables.
Algoritmo de caracterización de espacios de calidad en términos de separabilidad Como
se explicó en la sección anterior, en una función separable no existen dependencias entre va-
riables mientras que en una función no separable o epistática estas dependencias existen en
diferentes grados de magnitud. A primera vista, parece obvio que una función separable será
más sencilla de resolver que una función no separable ya que las funciones separables pue-
den dividirse en n funciones de una variable que pueden ser optimizadas en n procesos de
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optimización diferentes de una única variable. En el caso de las funciones no separables, al
menos dos parámetros de la función interaccionan entre sí, por lo tanto, durante el proceso
de optimización esos dos parámetros deben ser modiﬁcados de forma simultánea [Salomon,
1997].
En una primera aproximación, el análisis de la separabilidad de las funciones de calidad
se realiza derivando las funciones con respecto a cada una de las variables del problema y
comprobar si las derivadas dependen de otras variables que no sea la variable de derivación.
Formalmente, una función será linealmente separable si cumple:
∀𝑖 ∶ 0 ⩽ 𝑖 < 𝑛, 𝜕𝑓𝜕𝑥𝑖
= 𝑐𝑡𝑒. (4.7)
donde 𝑛 es la dimensión del problema.
A pesar de la sencillez de este método, no aporta más información que la división binaria
entre funciones linealmente separables y funciones que no lo son. Aunque esta información
inicialmente es útil, no proporciona datos suﬁcientes para determinar el grado de separa-
bilidad de una función. Además para determinar la separabilidad de la función se utiliza la
expresión analítica de la misma, que, como ya se ha mencionado anteriormente, en problemas
de aplicaciones reales muchas veces no es posible conocer.
Con el objetivo de clasiﬁcar claramente las funciones que se desean resolver, en este
trabajo se presenta un algoritmo de caracterización de funciones en términos de separabilidad.
Este algoritmo de caracterización se basa en la idea de dependencia e independencia entre
variables y cómo afectan las variables del problema al aporte a la calidad de otra de las
variables sin necesidad de conocer en ningún momento la expresión analítica de la función
objetivo. El grado separabilidad de una función puede determinarse si conocemos en qué
medida el aporte de calidad de una variable se ve afectado por el resto de las variables. Por
lo tanto, se debe analizar el aporte a la calidad de una variable en función de los valores que
tomen el resto de las variables. Si este aporte es el mismo cualesquiera que sean los valores
del resto de las variables, estas son independientes y por lo tanto la función será separable, en
caso contrario la función será no separable y deberemos determinar el grado de separabilidad
como una medida de cómo afectan el resto de las variables a la variable analizada.
Análisis preliminar: Aporte a la calidad. A continuación se explicará el concepto de
aporte de calidad de una variable y como este inﬂuye o no en el resto de variables, este
concepto es necesario para analizar problemas en términos de separabilidad.
Dada una función 𝑓 ∶ ℝ𝑛 → ℝ, dos puntos 𝑥1, 𝑥2 ∈ ℝ𝑛 del espacio de búsqueda de la
función 𝑓 , un valor aleatorio 𝑟 y un índice de variable 𝑖, 0 ≤ 𝑖 < 𝑛; en este trabajo se deﬁne
el aporte a la calidad 𝛿 como el valor con el cual contribuye la variable de índice 𝑖 al valor de
calidad 𝑓(𝑥), calculado según:
𝛿(𝑓, 𝑥1, 𝑥2, 𝑟, 𝑖) = 𝑓(𝑥1 ∶ 𝑖 ∶ 𝑟) − 𝑓(𝑥2 ∶ 𝑖 ∶ 𝑟) (4.8)
donde 𝑓(𝑥 ∶ 𝑖 ∶ 𝑟) es el valor de la función 𝑓 cuando se aplica al punto 𝑥 cuando la variable
de índice 𝑖 toma el valor de 𝑟.
Con el objetivo de analizar si el aporte a la calidad de la variable 𝑖 es dependiente del
resto de las variables de la función, un usuario deberá seguir los siguientes pasos:
• Entrada:
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– Dos puntos del espacio de búsqueda generados de forma aleatoria, 𝑥1, 𝑥2 ∈ ℝ𝑛.
– El índice 𝑖 de la variable a analizar.
– Dos valores aleatorios 𝑟1 y 𝑟2 ∈ ℝ.
1. En los puntos 𝑥1, 𝑥2 ∈ ℝ𝑛 se ﬁjan los valores de las 𝑛 − 1 variables cuyo índice no sea
𝑖.
2. La variable de índice 𝑖 toma los valores 𝑟1 y 𝑟2.
3. Se calculan los valores 𝛿1(𝑓, 𝑥1, 𝑥2, 𝑟1, 𝑖) y 𝛿2(𝑓, 𝑥1, 𝑥2, 𝑟2, 𝑖).
4. Se comparan dichos valores, si son iguales la variable con índice 𝑖 es independiente del
resto de variables, si los valores son diferentes, entonces la variable es dependiente.
Para analizar el grado de separabilidad a partir de los valores calculados según la deﬁni-
ción del concepto de aporte a la calidad se parte de las siguientes premisas:
• Si no existen dependencias entre las variables de un problema, el aporte a la calidad de
la variable i es independiente del valor que tomen el resto de las variables del problema.
Por lo tanto, variando el valor de la variable i y ﬁjando el valor de las n-1 variables
restantes, el aporte a la calidad de i será el mismo.
• Si existen dependencias entre las variables de un problema, el aporte a la calidad de la
variable i depende del valor que tomen el resto de las variables del problema. Entonces,
si se modiﬁca el valor de la variable i y no se cambia el valor de las n-1 variables
restantes, el aporte a la calidad de i será diferente.
Con el objetivo de explicar de manera práctica el concepto de aporte a la calidad y su
posterior aplicación en el análisis de separabilidad de las funciones, el algoritmo anterior ha
sido aplicado a tres funciones conocidas en el campo de la optimización. Estas tres funcio-
nes son la función Rastrigin (ecuación 4.9), la función Ackley's (ecuación 4.10) y la función
Hartman6 (ecuación 4.11). Su deﬁnición matemática es la siguiente:
𝑓𝑅𝑎𝑠𝑡(𝑥) =
𝑛

𝑖=1
(𝑥2𝑖 − 10.0𝑐𝑜𝑠(2.0𝜋𝑥𝑖 + 10.0)) (4.9)
𝑓𝐴𝑐𝑘(𝑥) = −20.0 exp
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⎷
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1.0
𝑛
𝑛

𝑖=1
𝑐𝑜𝑠(2.0𝜋𝑥𝑖)
+ 20.0 − 𝑒
(4.10)
𝑓(𝑥)𝐻𝑎𝑟𝑡 = −
6

𝑖=1
𝑐𝑖 exp
6

𝑖=1
𝑎𝑖𝑗(𝑥𝑖 − 𝑝𝑖𝑗)2
(4.11)
Supongamos que trabajamos con las tres funciones anteriores en problemas de dimensión
6, es decir, 6 variables por cromosoma (este valor ha sido escogido debido a que la función
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Hartman6 no es escalable y está deﬁnida para dimensión 6. De esta forma utilizamos los
mismos puntos para todas las funciones) y se quiere analizar si el aporte a la calidad de la
variable con índice 0 es dependiente del resto de las variables.
Para ello se siguen los siguientes pasos:
1. Se generan dos puntos ﬁjos del espacio de búsqueda (𝑥1 y 𝑥2), en los cuales se ﬁjan los
valores de las 5 variables, en este caso dichos puntos son:
𝑥1 = {−0.92, −0.17, 0.48, 𝑟, 0.15, 0.43}
𝑥2 = {−0.23, 0.75, 0.44, 𝑟, −0.44, 0.28}
2. Calculamos el aporte a la calidad de la variable 0 utilizando los puntos 𝑥1 y 𝑥2 y como
valores de la variable de índice 3: 𝑟1 = 0.40 y 𝑟2 = 0.64.
Los resultados de estos cálculos se presentan en la tabla 4.2. A la vista de los resultados
obtenidos en este análisis simple, podemos concluir que el aporte a la calidad de la variable 3
en la función Rastrigin es independiente del valor que tomen el resto de las variables del pro-
blema, por lo tanto es una función separable. Sin embargo, en el caso de las función Ackley's
yHartman6 el aporte a la calidad de la variable 3 es diferente según tomen valores el resto de
las variables del problema, por lo tanto existen algún tipo de no separabilidad o dependencia
entre las variables del problema.
Función 𝜹𝟏 𝜹𝟐
Rastrigin 1.132 1.132
Ackley's 0.828 0.714
Hartman6 -0.087 -0.051
Tabla 4.2: Resultados del análisis de aporte a la calidad
Aunque este análisis es sencillo, no es posible determinar el grado de separabilidad de
una función analizando únicamente dos puntos y una variable, sino que es necesario realizar
un análisis más exhaustivo considerando más puntos ﬁjos y todas las variables del problema.
Dependiendo de la precisión de dicha estimación que se desee obtener en la clasiﬁcación será
necesario analizar más o menos variables y un mayor o menor número de puntos. Debido a
esta complejidad computacional, el algoritmo que se presenta en este trabajo pretende realizar
una estimación del grado de separabilidad y no un análisis exhaustivo. La precisión de la
estimación dependerá de los recursos disponibles.
En una primera aproximación, se ha desarrollado un método gráﬁco para analizar la se-
parabilidad de la funciones. Dicho método se explica a continuación.
Método gráﬁco Para generar las gráﬁcas bi-dimensionales que permiten analizar el tipo y
grado de separabilidad de una función se deben seguir los siguientes pasos:
• Entrada:
– Número de muestras por variable𝑁 . Se generan de manera aleatoria en el rango
[𝑥𝑙𝑜𝑤, 𝑥𝑢𝑝], donde 𝑥𝑙𝑜𝑤 y 𝑥𝑢𝑝 representan, respectivamente, los límites inferior y
superior de cada variable del problema.
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– Número de puntos ﬁjos 𝑃 para los cuales se generaran las gráﬁcas. Cada punto
𝑝 ∈ 𝑃 es de 𝑛 dimensiones, donde 𝑛 es la dimensión del problema, y se genera
aleatoriamente.
1. Para cada dimensión 𝑖 del problema se generan 𝑃 gráﬁcas bi-dimensionales de la
siguiente forma:
1.1. Para cada punto 𝑝 del conjunto de puntos aleatorios 𝑃 se ﬁjan las 𝑛 − 1 va-
riables (todas excepto 𝑖).
1.2. La variable 𝑖 toma los valores generados en conjunto𝑁 y se calcula el valor
de calidad para cada punto y el valor de calidad del punto ﬁjo.
1.3. Se calcula el aporte a la calidad de cada punto del conjunto.
1.4. Con los𝑁 puntos se ''pinta'' una gráﬁca de aporte a la calidad.
2. Se comparan las 𝑃 gráﬁcas por punto ﬁjo y variable para determinar su grado de
separabilidad.
Ejemplos de aplicación del método gráﬁco. A continuación se ilustra el funcionamiento
de este método sobre las tres funciones que fueron utilizadas en el cálculo del aporte a la
calidad, es decir, la función Rastrigin, la función Ackley's y la función Hartman 6.
Para cada una de las funciones se ha aplicado el algoritmo anterior muestreando cada
variable con 1000 puntos aleatorios del espacio de búsqueda. El número de puntos ﬁjos utili-
zados es 10 y, al igual que en el análisis previo de aporte a la calidad, el número de variables
utilizada en los problemas es 6.
En las ﬁguras 4.6, 4.7, 4.8, 4.9, 4.10 y 4.11 se muestran las gráﬁcas obtenidas tras la
aplicación de este algoritmo sobre cada una de las funciones. En dichas gráﬁcas, el eje de
abscisas representa el valor que toma la variable analizada normalizado en el rango [-1:1].
En las gráﬁcas de las ﬁguras 4.6, 4.8 y 4.10 el eje de ordenadas se corresponde con el valor de
calidad de la función y se representan las 10 gráﬁcas que se obtienen para cada punto ﬁjo. En
las gráﬁcas de las ﬁguras 4.7, 4.9 y 4.11 se representa el aporte a la calidad de cada uno de los
1000 puntos 𝑟 estudiados (eje de abscisas) tomando como referencia uno de los puntos ﬁjos,
siempre el mismo. Es decir, representa los valores 𝛿(𝑓, 𝑥0, 𝑥𝑖, 𝑟) donde 𝑥𝑖 es cada uno de los
puntos ﬁjos utilizados para el análisis y 𝑟 son 1000 puntos aleatorios en el rango [−1.0, 1.0].
Para el análisis de las gráﬁcas nos basamos en el concepto de aporte de calidad explicado en
esta misma sección.
En el caso de la función Rastrigin (ver ﬁguras 4.6 y 4.7), las gráﬁcas para cada punto
ﬁjo son paralelas, esto se debe a que el aporte a la calidad de cada punto 𝑟 analizado (eje de
abscisas) es el mismo para cualquiera de ellos. Esto se demuestra en las gráﬁca de la ﬁgura
4.7, donde puede verse que el aporte a la calidad de cada punto es constante en todos ellos.
Es decir, este aporte es independiente del valor que tomen el resto de las variables y, debido
a esta independencia, puede aﬁrmarse que esta función es separable.
En el caso de las funciones Ackley's y Hartman6 el resultado es diferente, como puede
observarse en sus gráﬁcas correspondientes (ﬁguras 4.8, 4.9, 4.10 y 4.11). El aporte a la
calidad de las variables analizadas varía dependiendo del valor que tomen el resto de las
variables y, además, la inﬂuencia es distinta dependiendo de cada variable, lo cual se deduce
de las diferentes ''formas'' de cada gráﬁca en cada una de las variables. Por lo tanto, se puede
aﬁrmar que estas funciones tienen algún tipo de no separabilidad.
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Figura 4.6: Análisis gráﬁco de separabilidad para la función Rastrigin. De izquierda a de-
recha y de arriba a abajo se representan las 6 variables analizadas. Cada línea de color se
corresponde con el análisis de un punto ﬁjo y un barrido aleatorio en la variable indicada en
el título. El eje de abscisas representa el valor de las variables normalizado al rango [-1:1] y
el eje de ordenadas representa la calidad de cada variable según el punto ﬁjo analizado.
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Figura 4.7: Análisis gráﬁco de separabilidad para la función Rastrigin. De izquierda a de-
recha y de arriba a abajo se representan las 6 variables analizadas. Cada línea de color se
corresponde con el análisis de un punto ﬁjo y un barrido aleatorio en la variable indicada en
el título. El eje de abscisas representa el valor de las variables normalizado al rango [-1:1]
y el eje de ordenadas representa el aporte a la calidad de cada variable según el punto ﬁjo
analizado.
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Si nos ﬁjamos con más detalle en las gráﬁcas de ambas funciones, podemos observar otra
característica que también debe ser analizada. Esta característica es la posición (coordenada
x) del punto óptimo, es decir, el punto con menor valor de calidad, de cada variable estudiada.
Esta característica debe analizarse variable a variable. En el caso de la función Ackley's (ver
las ﬁguras 4.8 y 4.9) en cada una de las gráﬁcas representadas en la ﬁgura podemos ver que el
punto óptimo de cada línea (punto ﬁjo) está en la misma posición x. De esta característica po-
demos deducir que optimizando cada variable en un proceso independiente llegaríamos a la
misma solución óptima. Por lo tanto, esta función tiene cierto grado de separabilidad. Sin em-
bargo, cuando el proceso de optimización se hace a la vez con todas las variables, la ``forma''
o topología de la superﬁcie de calidad es diferente dependiendo de los valores que tome cada
variable y, por lo tanto, existe también cierto grado de dependencia o no separabilidad entre
las variables.
Este grado de dependencia modiﬁca la topología de la superﬁcie de calidad pero no la
posición del óptimo. Esta característica permitiría optimizar cada variable mediante procesos
independientes. Sin embargo, si utilizamos AEs, los cuales no permiten separar los procesos
de optimización, cambios en una variable provocan cambios en la superﬁcie de búsqueda
que, como consecuencia, afectarían al proceso de búsqueda de los algoritmos, por lo tanto la
función Ackley's es de tipo NL-Separable [Whitley et al., 1995].
En el caso de la función Hartman 6 (ver ﬁgura 4.10 y 4.11), el punto óptimo de cada
variable por cada punto ﬁjo está situado en una coordenada x diferente. Debido a esto no
se puede realizar un proceso de optimización separando variables, ya que dependiendo del
valor que tomen algunas de ellas la posición del óptimo para cada una de las estudiadas será
diferente. Por lo tanto, la función Hartman 6 es No-Separable ya que no presenta ningún tipo
de separabilidad y no es posible realizar un proceso de optimización para cada variable de
forma independiente.
Por lo tanto, el algoritmo propuesto es una aproximación que permite obtener más infor-
mación acerca de las funciones de calidad aparte de la clasiﬁcación típica entre funciones
separables y funciones no separables. En primer lugar, permite clasiﬁcar las funciones en
tres tipos dependiendo de su grado de separabilidad: L-Separables, NL-Separables y No-
Separables. Además, al analizar las funciones variable a variable permite estimar qué varia-
bles son dependientes y cuáles no y el grado de dependencia entre ellas. Como se verá en la
sección de aplicación, la información adicional que proporciona este algoritmo no solo es útil
para clasiﬁcar las funciones, sino que es de gran relevancia a la hora de caracterizar los AEs.
Resultados del análisis de separabilidad Este método ha sido aplicado a las funciones
de prueba seleccionadas en este trabajo (ver apéndice B) con el objetivo de clasiﬁcarlas en
cuanto a términos de separabilidad. Para realizar la estimación del grado de separabilidad
se utilizó el algoritmo explicado en la sección 4.1.3. Los parámetros utilizados fueron los
siguientes:
• N = 1000, es decir, se analizan 1000 muestras por cada par variable-punto ﬁjo.
• P = 10, se utilizaron 10 puntos ﬁjos del espacio de búsqueda.
Con este nivel de precisión se obtuvieron los resultados que se presentan en la tabla 4.3 donde
se clasiﬁcan las funciones en Separables, NL-Separables y No-Separables. Como se puede
observar en esta tabla, el número de funciones No-Separables es mayor que el número de
funciones Separables siguiendo con las indicaciones dadas en [Whitley et al., 1996,Whitley
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Figura 4.8: Análisis gráﬁco de separabilidad para la funciónAckley's. De izquierda a derecha y
de arriba a abajo se representan las 6 variables analizadas. Cada línea de color se corresponde
con el análisis de un punto ﬁjo y un barrido aleatorio en la variable indicada en el título. El
eje de abscisas representa el valor de las variables normalizado al rango [-1:1] y el eje de
ordenadas representa la calidad de cada variable según el punto ﬁjo analizado.
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Figura 4.9: Análisis gráﬁco de separabilidad para la funciónAckley's. De izquierda a derecha y
de arriba a abajo se representan las 6 variables analizadas. Cada línea de color se corresponde
con el análisis de un punto ﬁjo y un barrido aleatorio en la variable indicada en el título. El
eje de abscisas representa el valor de las variables normalizado al rango [-1:1] y el eje de
ordenadas representa el aporte a la calidad de cada variable según el punto ﬁjo analizado.
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Figura 4.10: Análisis gráﬁco de separabilidad para la función Hartman 6. De izquierda a
derecha y de arriba a abajo se representan las 6 variables analizadas. Cada línea de color se
corresponde con el análisis de un punto ﬁjo y un barrido aleatorio en la variable indicada en
el título. El eje de abscisas representa el valor de las variables normalizado al rango [-1:1] y
el eje de ordenadas representa la calidad de cada variable según el punto ﬁjo analizado.
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Figura 4.11: Análisis gráﬁco de separabilidad para la función Hartman 6. De izquierda a
derecha y de arriba a abajo se representan las 6 variables analizadas. Cada línea de color se
corresponde con el análisis de un punto ﬁjo y un barrido aleatorio en la variable indicada en
el título. El eje de abscisas representa el valor de las variables normalizado al rango [-1:1]
y el eje de ordenadas representa el aporte a la calidad de cada variable según el punto ﬁjo
analizado.
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Figura 4.12: Análisis gráﬁco de separabilidad: FunciónGriewank. Se presentan los resultados
del análisis de separabilidad para una variable en dimensiones 10, 30 y 50. Como se observa
el grado de separabilidad es diferente dependiendo de la dimensión del problema.
et al., 1995], donde los autores aconsejaban utilizar más funciones No-Separables en los
conjuntos de prueba ya que estas presentaban mayor diﬁcultad para los algoritmos evolutivos.
El método aplicado es sencillo y proporciona resultados claros, sin embargo, hay funcio-
nes que requieren un análisis más profundo o una vista más detallada de las gráﬁcas gene-
radas. El primero de los casos que requiere un análisis en mayor detalle es la función Grie-
wank. Como se ve en la tabla 4.3, dependiendo de la dimensión del problema, la función es
No-separable (en el caso de dimensión 10) o NL-Separable (para dimensiones 30 y 50). En
la ﬁgura 4.12 se muestran las gráﬁcas obtenidas para una variable (se han analizado todas las
variables, pero por cuestión de espacio solamente se muestra una, considerada representa-
tiva) tras la aplicación del método explicado en la sección 4.1.3 sobre esta función. Como se
puede observar en la gráﬁca 4.12a, la función es No-Separable ya que, además de presentar
diferentes ``formas'' gráﬁcas para cada punto ﬁjo utilizado, el punto óptimo de cada punto
ﬁjo se encuentra en un punto x diferente. Sin embargo, para la misma función utilizando 30
y 50 parámetros (ﬁguras 4.12b y 4.12c) las ``formas'' gráﬁcas son diferentes, pero el óptimo
se sitúa en el mismo punto ﬁjo para todos los puntos ﬁjos analizados. Por tanto, en estas di-
mensiones la función es de tipo NL-Separable. En [Locatelli, 2003], los autores demuestran
como la topología de esta función se suaviza a medida que crecen las dimensiones, afectando
a la separabilidad de la función como hemos visto en el análisis de separabilidad realizado.
También es necesario un análisis detallado de las funciones Penalized 1 y Penalized 2.
En las ﬁguras 4.13a, 4.13c, 4.13e, 4.14a, 4.14c y 4.14e se muestra el resultado gráﬁco de la
ejecución del algoritmo de análisis sobre estas dos funciones con los parámetros utilizados
por defecto. Con el objetivo de resumir este análisis se muestra solamente una variable de
las estudiadas. A la vista de estas gráﬁcas, la conclusión del análisis sería determinar que
estas dos funciones son del tipo L-Separables, ya que todas las gráﬁcas son paralelas entre
sí. Sin embargo, realizando un análisis más detallado, como el que se muestra en las ﬁguras
4.13b, 4.13d, 4.13f, 4.14b, 4.14d y 4.14f, la conclusión es diferente. Estas ﬁguras muestran
como, dependiendo del punto ﬁjo analizado, la ``forma'' de las gráﬁcas es diferente siendo
las funciones de tipo NL-Separables, ya que el óptimo de todos los puntos ﬁjos se encuentra
en la misma coordenada x.
Las funciones Bohachevsky 1 y Bohachevsky 2 requieren el mismo análisis que las funcio-
nes anteriores. En un primer estudio, ambas funciones parecen iguales y además L-Separables
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Función Dimensión Separabilidad
Aluﬃ-Pentini's 2 L-Separable
Axis Parallel Hyperellipsoid 10, 30, 50 L-Separable
Becker and Lago 2 L-Separable
Bohachevsky 1 2 L-Separable
Cosine Mixture 10, 30, 50 L-Separable
Rastrigin 10, 30, 50 L-Separable
Schwefel 10, 30, 50 L-Separable
Schwefel 2.22 10, 30, 50 L-Separable
Sphere Model 10, 30, 50 L-Separable
Step 10, 30, 50 L-Separable
Sum of Diﬀerent Power 10, 30, 50 L-Separable
Ackley 10, 30, 50 NL-Separable
Easom 2 NL-Separable
Griewank 30, 50 NL-Separable
Levy 10, 30, 50 NL-Separable
Penalized 1 10, 30, 50 NL-Separable
Penalized 2 10, 30, 50 NL-Separable
Schwefel 2.21 10, 30, 50 NL-Separable
Beale 2 No-Separable
Bohachevsky 2 2 No-Separable
Colville 4 No-Separable
Dekkers and Aarts 2 No-Separable
Goldstein Price 2 No-Separable
Griewank 10 No-Separable
Hartman 3 3 No-Separable
Hartman 6 6 No-Separable
Kowalik's 4 No-Separable
Matyas 2 No-Separable
Perm 10, 30, 50 No-Separable
Rosenbrock 10, 30, 50 No-Separable
Schwefel 1.2 10, 30, 50 No-Separable
Shekel Family 5 4 No-Separable
Shekel Family 7 4 No-Separable
Shekel Family 10 4 No-Separable
Shekel's Foxholes 2 No-Separable
SixHump Camel Back 2 No-Separable
Zakharov 10, 30, 50 No-Separable
Tabla 4.3: Clasiﬁcación de las funciones de prueba en términos de separabilidad.
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Figura 4.13: Análisis gráﬁco de separabilidad: Función Penalized 1. La gráﬁca de la izquierda
muestra el análisis general de la función, analizando en detalle los resultados (gráﬁca de la
derecha) se observa que la función es de tipo NL-Separable.
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Figura 4.14: Análisis gráﬁco de separabilidad: Función Penalized 2. La gráﬁca de la izquierda
muestra el análisis general de la función, analizando en detalle los resultados (gráﬁca de la
derecha) se observa que la función es de tipo NL-Separable.
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Figura 4.15: Análisis gráﬁco de separabilidad: FuncionesBohachevsky 1 yBohachevsky 2. En
cada función, la gráﬁca de la izquierda muestra el análisis general de la función, analizando
en detalle los resultados (gráﬁca de la derecha).
(ver ﬁguras 4.15a y 4.15c). Sin embargo, los resultados de un análisis más detallado, como
el que se muestra en las ﬁguras 4.15b y 4.15d muestran que la función Bohachevsky 1 es
L-Separable y la función Bohachevsky 2 es No-Separable.
Como se ha visto en este apartado, la aplicación del algoritmo de separabilidad es senci-
lla, aunque en ciertas ocasiones sea necesario un análisis más detallado que permita obtener
las conclusiones correctas. A partir de los resultados proporcionados por este algoritmo de
análisis, es posible clasiﬁcar las funciones de forma más detallada y obtener más informa-
ción acerca de las dependencias entre sus variables que la que conocíamos inicialmente (ver
tabla 4.1). Como veremos en la sección de aplicación, esta información nos ayudará a esco-
ger el algoritmo más adecuado para resolverlas. A continuación, se profundizará más en la
estimación de la topología de las funciones analizándolas en términos de modalidad.
Modalidad
Notación que será utilizada en esta sección:
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• 𝑓 ∶ ℝ𝑛 ⟶ℝ, es una función de codiﬁcación real.
• 𝑥 ∈ ℝ𝑛, es un vector de parámetros reales.
• 𝑥∗, es un óptimo local de la función 𝑓 .
• ℬ(𝑥∗), es un centro de atracción del espacio de calidad cuyo óptimo local es 𝑥∗.
Deﬁnición matemática de modalidad En el campo de la optimización al hablar de moda-
lidad se hace referencia a la existencia o no de óptimos locales y globales en una función. Se
distinguen dos tipos de funciones en cuanto a su modalidad: funciones unimodales y funcio-
nes multimodales. Las funciones unimodales son aquellas que no presentan óptimos locales
y poseen, únicamente, un óptimo global. Por el contrario, las funciones multimodales pueden
tener varios óptimos globales y locales.
Como ya se deﬁnió en el apartado 4.1.3 de la sección 4.1 de este capítulo, un óptimo
local es un punto del espacio de búsqueda que presenta el mejor valor de calidad dentro
de una región reducida de dicho espacio. Formalmente, si estamos minimizando la función
𝑓 ∶ ℝ𝑛 ⟶ ℝ, dada 𝑆 ∈ ℝ𝑛 una partición del espacio de búsqueda, se dice que 𝑥0 ∈ 𝑆 es
un óptimo local si, y sólo si, ∀𝑥 ∈ 𝑆 ∶ 𝑓(𝑥0) ≤ 𝑓(𝑥). Por otro lado, un óptimo global es un
punto del espacio de búsqueda que cumple ∀𝑥 ∈ ℝ𝑛 ∶ 𝑓(𝑥0) ≤ 𝑓(𝑥). Es decir, es un punto
que presenta el mejor valor de calidad de entre todos los puntos pertenecientes al espacio de
búsqueda.
Ambos tipos de funciones, tanto unimodales como multimodales, son de interés para el
análisis del comportamiento de los AEs. Aunque las funciones unimodales normalmente se
resuelven fácilmente mediante algoritmos de búsqueda local, como un descenso de gradiente,
desde el punto de vista computacional, es interesante comparar el rendimiento de un AE
frente a estos algoritmos de búsqueda local. En el caso de las funciones multimodales, no es
recomendable utilizar este tipo de algoritmos, ya que tienen tendencia a quedar atrapados en
óptimos locales. Esto también ocurre en el caso de los AEs, y generalmente en cualquier tipo
de metaheurística, pero su comportamiento basado en poblaciones hace que la probabilidad
de caer en una de las soluciones no óptimas sea menor.
La clasiﬁcación de una función como unimodal o multimodal no proporciona informa-
ción útil a un usuario cuando tiene que elegir qué AE utilizar o cómo conﬁgurar un AE para
resolver un problema. Dentro de ambos tipos de funciones podemos encontrar diferentes to-
pologías que son más o menos favorables para determinadas estrategias de búsqueda. Por
ejemplo, dentro de las funciones unimodales existen las llamadas aguja en un pajar, que ya
han sido descritas en la sección 4.1.3, y cuya diﬁcultad radica en que el óptimo global de
la función está situado en una región del espacio de búsqueda con poca información de gra-
diente, en muchas ocasiones plana. En el caso de las funciones multimodales el número de
óptimos locales y la distribución de los mismos en el espacio de búsqueda son dos caracte-
rísticas que afectan a las estrategias de búsqueda y que sería deseable poder estimar a priori
para poder decidir entre uno u otro AE.
Con el objetivo de estimar con mayor detalle la topología de los espacios de calidad, en
este trabajo se presentarán dos algoritmos de caracterización de los mismos en términos de
modalidad. Antes de explicar el funcionamiento concreto de estos algoritmos se realizará una
revisión de la teoría de centros de atracción en la cual se fundamentan.
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Teoría de centros de atracción El algoritmo de análisis de espacios de calidad que se pre-
sentará en esta sección está basado en la teoría de centros de atracción. Un centro de atracción
de un óptimo localℬ(𝑥∗) se deﬁne como un subconjunto de puntos del espacio de búsqueda
tales que, comenzando una búsqueda local en cada uno de esos puntos, en un número de paso
ﬁnitos, el proceso de búsqueda termina en dicho óptimo local. Esto permite dividir el espacios
de calidad en particiones, cada una de ellas representa un centro de atracción [Garnier and
Kallel, 2000]. Gráﬁcamente, suponiendo un espacio de búsqueda bi-dimensional con cuatro
mínimos locales 𝑠1,…, 𝑠4 (como se ve en la Figura 4.16) cada óptimo local tiene asociado su
cuenca de atracciónℬ1,…,ℬ4.
B1
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B4
s1
s2
s3
s4
x1
x2
x3
x4
x5
x6
x7
Figura 4.16: Representación gráﬁca de un espacio de calidad con cuatro mínimos. Este es-
pacio de búsqueda puede ser dividido en 4 particiones, cada una de ellas se corresponde con
una cuenca de atracción de un óptimo local (𝑠1,…, 𝑠4).
La distribución de los óptimos locales y el tamaño de las cuencas de atracción de dichos
óptimos es un factor importante para el rendimiento de las metaheurísticas y, por lo tanto,
para los AEs. La diﬁcultad de optimización de un problema está ligada a la existencia o no
de óptimos locales, el número de ellos, la densidad espacial, el tamaño de sus cuencas de
atracción, etc.
En [Garnier and Kallel, 1999,Garnier and Kallel, 2002] los autores proponen una meto-
dología para estimar el número de óptimos locales de un problema y el tamaño de los centros
de atracción de cada uno de esos óptimos. El método que proponen consiste en realizar un
proceso de búsqueda local a partir de 𝑁 puntos aleatorios del espacio de búsqueda, supo-
niendo que cada búsqueda local converge en un único óptimo. Basándose en los resultados
obtenidos tras las 𝑁 búsquedas, el método propuesto permite obtener 𝛽𝑗 (0 ≤ 𝑗 < 𝑁), que
se corresponde con el número de óptimos locales detectados a partir de 𝑗 puntos. Con esta
información, los autores obtienen una familia de funciones de densidad de probabilidad 𝐻𝛾
(𝛾 ∈ ℝ) que representan la probabilidad de obtener centros de atracción de tamaño 𝛾 . A par-
tir de esas funciones de probabilidad es posible estimar el número medio de óptimos locales
encontrados a partir de 𝑗 soluciones aleatorias (𝛽𝑗,𝛾). Para estimar la distribución más pro-
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bable de 𝐻𝛾 utilizan un test 𝜒2 y de esta forma deducen el número de óptimos locales y la
distribución del tamaño de los centros de atracción de un problema determinado.
Además del estudio teórico del problema, los autores validaron la metodología propuesta
en problemas de codiﬁcación binaria obteniendo resultados satisfactorios que veriﬁcaron la
bondad de la metodología. Para ampliar los resultados obtenidos en estos trabajos, otros au-
tores utilizaron esta metodología para analizar los espacios de calidad de otros problemas
conocidos. En [Ochoa et al., 2008] los autores analizan versiones combinatorias de espacios
de calidad NK generando redes de óptimos locales que ayudan a estimar la diﬁcultad de los
problemas. En [Albrecht et al., 2010,Albrecht et al., 2008] se analizan problemas k-SAT, pro-
blemas de satisfabilidad, y se obtienen las distribuciones de probabilidad de óptimos locales
en instancias con pocas variables.
A pesar de los buenos resultados de estos trabajos, su ámbito de aplicabilidad se reduce
a problemas de codiﬁcación binaria o a problemas de optimización combinatoria y, por lo
tanto, sus resultados no son generalizables a problemas de codiﬁcación real. Por este motivo,
tomando como base dichos trabajos, en este trabajo se ha desarrollado un nuevo algoritmo de
caracterización de espacios de calidad de codiﬁcación real. Este algoritmo permitirá analizar
los espacios de calidad estimando sus topología teniendo en cuenta sus óptimos locales, los
tamaños de sus centros de atracción y la distribución de los mismos.
Algoritmos de caracterización de espacios de calidad en términos de modalidad El al-
goritmo que se presenta en esta sección permite estudiar la topología del espacio de calidad
en términos de distribución y tamaño de los centros de atracción. En consecuencia, la pri-
mera información que proporciona es la clasiﬁcación de las funciones en unimodales frente a
multimodales. El algoritmo es una variación del método presentado en [Garnier and Kallel,
1999, Garnier and Kallel, 2002] para problemas de codiﬁcación real. Como en el caso del
algoritmo original, la entrada es una muestra de puntos del espacio de búsqueda de tamaño
𝑁 , Ω = 𝑥1,… , 𝑥𝑁 , 𝑥𝑖 ∈ ℝ𝑛. Para cada punto de dicho conjunto se aplica un algoritmo
de búsqueda local. En la implementación utilizada en este trabajo, este algoritmo consiste en
generar 𝑝 vecinos aleatorios aplicando un operador de modiﬁcación 𝜇. Todos los 𝜇-vecinos
son evaluados, se elige el mejor de ellos y la búsqueda continua desde ese punto, es decir,
desde el vecino con mejor valor de calidad. El punto 𝑥𝑖 se modiﬁca aplicando 𝜇 hasta que no
se encuentre un vecino mejor en el vecindario de 𝑥𝑖. Llegados a este punto se considera que
𝑥𝑖 es un óptimo local.
La salida que proporciona el algoritmo es una lista de óptimos locales y su frecuencia de
aparición, es decir, cuántos de esos𝑁 puntos aleatorios ﬁnalizaron su búsqueda local en ese
óptimo local. Con esta información, el cálculo del tamaño del centro de atracción se realiza
como 𝛼𝑗 = 𝑘/𝑁 , donde 𝑘 es el número de puntos en Ω que han alcanzado ese óptimo local.
En el algoritmo 1 se muestra el pseudocódigo que implementa el procedimiento de aná-
lisis de espacios de calidad. Este procedimiento se aplica a 𝑁 = |Ω| puntos aleatorios del
espacio de búsqueda. El operador 𝜇 genera |𝑅| puntos aleatorios dentro de un área de radio
𝑟 a partir del punto 𝑥∗. Tras la ejecución del proceso de búsqueda cada uno de los puntos
iniciales 𝑥𝑖 habrá alcanzado un óptimo local 𝑚𝑗 ∈ 𝐸. Para cada uno de esos óptimos locales,
se deben contar el número de puntos aleatorios que los ha alcanzado, es decir cuántos puntos
de Ω pertenecen a su centro de atracciónℬ(𝑚𝑗). Como se trabaja con parámetros de codiﬁ-
cación real, se establece un valor umbral 𝛿. Así, supondremos que una solución del espacio
de búsqueda pertenece a un centro de atracción si la distancia euclídea entre la solución en-
contrada y el óptimo local del centro de atracción es menor que 𝛿. Resumiendo, el algoritmo
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Algoritmo 1 Algoritmo de análisis de modalidad
Entrada: Una función de calidad 𝑓 ∶ ℝ𝑛 → ℝ, una lista de puntos Ω = {𝑥1,… , 𝑥𝑛} y un
operador de búsqueda local 𝜇.
Salida: Una estimación del número de óptimos locales de la funció y el tamaño de cada uno
de ellos.
for all 𝑥𝑖 ∈ Ω do
𝑥∗ = 𝑥𝑖
while 𝑓(𝑥∗) ≤ 𝑓(𝑥𝑖) do
Generar R como 𝑅 = {𝑥𝑗 |𝑥𝑗 = 𝜇(𝑥∗)}
Seleccionar el mejor elemento de R.
end while
// E es el conjunto de óptimos locales encontrado por el algortimo, inicialmente está
vacio.
for all 𝑚𝑗 ∈ 𝐸 do
if 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑖𝑎(𝑥∗, 𝑚𝑗) ≤ 𝛿 then
Asignar 𝑥∗ aℬ(𝑚𝑗)
else
Crear un nuevo centro de atracciónℬ(𝑥∗)
end if
end for
end for
presentado permite:
• Obtener el número de óptimos locales de un espacio de calidad y, como consecuencia,
detectar si la función es unimodal o multimodal.
• Estimar la topología de un espacio de calidad, la cual está directamente relacionada
con su diﬁcultad. En particular, la información con mayor relevancia es la siguiente:
– El tamaño de los centros de atracción y, más concretamente, el tamaño del centro
de atracción óptimo y el más amplio.
– La distribución de los centros de atracción, distancia entre los mismos, etc.
En el caso de que la función sea unimodal, para estimar su particularidades, es necesaria
más información además de conocer que posee únicamente un óptimo global. En las funcio-
nes unimodales existe siempre un camino hacia el óptimo. Las principales diﬁcultades para
determinar y seguir dicho camino están relacionadas con su longitud y con la monotonía de
la superﬁcie. Estas dos caracteríticas están relacionadas y las funciones que las presentan se
conocen típicamente como problemas longpath [Horn et al., 1994] y problemas needle-in-
a-haystack [Goldberg, 1989b], respectivamente. Los problemas con caminos cortos hasta el
óptimo son más fáciles de resolver que aquellos que presentan caminos de mayor longitud,
los cuales son un reto para los algoritmos de optimización.
Para obtener más información acerca de las funciones unimodales, se ha desarrollado un
método de búsqueda local que mide la longitud del camino más largo hasta el óptimo. Los
puntos iniciales de la búsqueda local son las esquinas del espacio de búsqueda, es decir, los
2𝑛 puntos 𝑥𝑖 = (𝑥1𝑖 ,… , 𝑥𝑛𝑖 ), con 𝑥
𝑗
𝑖 ∈ {−1.0, 1.0}. 𝑥∗ es el óptimo global de la función 𝑓 y 𝜇
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Algoritmo 2 Algoritmo para calcular la longitud del camino al óptimo.
Entrada: Una función de calidad 𝑓 ∶ ℝ𝑛 → ℝ, una lista de puntos 𝑋 = {𝑥1,… , 𝑥𝑛} y un
operador de búsqueda local 𝜇.
Salida: La longitud del camino más largo hasta el óptimo.
for all 𝑥𝑖 ∈ 𝑋 do
for 𝑗 = 1…𝑛 do
while 𝑓(𝑥𝑖) > 𝑓(𝑥∗) do
Modiﬁcar 𝑥𝑖 aplicando el operador 𝜇.
if 𝑓(𝜇(𝑥𝑖)) ≤ 𝑓(𝑥𝑖) then
𝑥𝑖 = 𝜇(𝑥𝑖)
𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖𝑗 = 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖𝑗 + 1
end if
end while
𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖 = 𝑚𝑎𝑥(𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖, 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖𝑗)
end for
end for
Devolver 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑 = 𝑚𝑎𝑥𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖; 𝑖 ∈ [0, |𝑋|]
es un operador de modiﬁcación que opera de la siguiente forma:
𝜇(𝑥𝑖𝑡) = 𝑥𝑡−1𝑖 + (𝑥𝑡−2𝑖 − 𝑥𝑡−1𝑖 )/𝑟𝑎𝑛𝑑(0, 100) (4.12)
De esta forma, la longitud del camino puede ser medida aplicando un método de descenso de
gradiente. El algoritmo 2 muestra el pseudocódigo del procedimiento aplicado.
Ejemplos de aplicación del algoritmo de análisis demodalidad A continuación se mues-
tra el funcionamiento de los algoritmos de modalidad presentados tras su aplicación a tres
funciones: Axis Parallel Hyper Ellipsoid, Cosine Mixture y Schwefel. Las expresiones analí-
ticas de estas funciones son las siguientes:
𝑓𝐴𝑥𝑖𝑠(𝑥) =
𝑛

𝑖=1
𝑖𝑥2 (4.13)
𝑓𝐶𝑜𝑠𝑖𝑛𝑒(𝑥) = 0.1
𝑛

𝑖=1
𝑐𝑜𝑠(5.0𝜋𝑥𝑖) −
𝑛

𝑖=1
𝑥2𝑖 (4.14)
𝑓𝑆𝑐ℎ𝑤𝑒𝑓𝑒𝑙(𝑥) = −
𝑛

𝑖=1
𝑥𝑖𝑠𝑖𝑛(√|𝑥𝑖|) (4.15)
Estas funciones son escalables en cuanto a dimensionalidad. Para demostrar la corrección
del método presentado se muestran ejemplos utilizando dos dimensiones. El primer paso del
análisis de modalidad consiste en ejecutar el algoritmo 1 sobre las funciones escogidas para
tratar de localizar los centros de atracción de las mismas. En esta primera prueba, el tamaño
de lamuestra de puntos aleatorios se estableció en un valor ﬁjo de 1000 puntos. Los resultados
obtenidos para las tres funciones utilizadas se muestran en la ﬁgura 4.17. En dichas ﬁguras se
representan las curvas de nivel de las funciones, indicando el valor de calidad de cada zona,
y los centros de atracción detectados por el algoritmo, indicados por un punto rojo.
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(c) Función Schwefel
Figura 4.17: Resultados de aplicación del algoritmo de modalidad en funciones de dos di-
mensiones: funciones Axis Parallel, Cosine y Schwefel.
Analizando los resultados obtenidos se distinguen dos tipos de funciones: una función en
la que sólo se ha detectado un centro de atracción (ﬁgura 4.17a) y dos funciones en las que
se han detectado varios centros de atracción (ﬁguras 4.17b y 4.17c). La función Axis Parallel
Hyper Ellipsoid es una función unimodal, ya que solamente se ha detectado un centro de
atracción. Por ser una función unimodal cumple la propiedad de que desde cualquier punto
del espacio de búsqueda existe un camino que en un número ﬁnito de pasos encuentra el óp-
timo de dicha función. Como ya se ha mencionado en apartados anteriores, en este trabajo
la diﬁcultad de una función unimodal se medirá con respecto a la longitud del camino más
largo hasta el óptimo. Para obtener esta longitud, sobre esta función se ha aplicado el algo-
ritmo 2 obteniendo como resultado una longitud de camino de 147 pasos. En la ﬁgura 4.18
se muestran gráﬁcamente los caminos hacia el óptimo analizados en esta función.
Las funciones Cosine Mixture y Schwefel, al contrario que la función Axis Parallel Hyper
Ellipsoid, presentan más de un centro de atracción. Por lo tanto, son funciones multimodales.
Para analizar este tipo de funciones se debe estudiar la distribución de los centros de atracción
en cuanto a tamaño y distancia al óptimo. En la ﬁgura 4.19 se muestran dos gráﬁcas en las
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Figura 4.18: Caminos hacia el óptimo de la función Axis Parallel Hyper Ellipsoid
que se presenta la distribución de centros de atracción de estas dos funciones. En el eje de
ordenadas se representa la distancia al óptimo de la función y en el eje de abscisas, utilizando
una escala logarítmica, el tamaño de centro de atracción medido como el porcentaje de puntos
iniciales que terminan su búsqueda en ese óptimo local.
Como se puede observar en las gráﬁcas de distribución, la topología de las funciones
CosineMixture y Schwefel es diferente. Si nos ﬁjamos en la distancia a los centros de atracción
(eje de ordenadas), en la primera función (ver ﬁgura 4.19a), la distancia entre centros de
atracción es corta. Sin embargo, en el caso de la función Schwefel, los centros de atracción
están separados por grandes distancias, siendo la distancia máxima entre los mismos de 0.92
unidades, cuando la distancia máxima posible es de 1.0 unidades. Teniendo en cuenta la otra
característica, el tamaño de los centros de atracción (eje de abcisas), en la primera función
dicho tamaño decrece a medida que nos alejamos del óptimo. En la función Schwefel ocurre
el caso contrario, el tamaño de los centros de atracción crece con la distancia al óptimo.
Como se ha demostrado en esta sección, con la información que proporcionan los dos
algoritmos de análisis de modalidad el usuario puede, en primer lugar, identiﬁcar si una fun-
ción es unimodal o multimodal. Una vez determinado el tipo de función con la que trata y en
el caso de ser multimodal, el algoritmo le permite estimar la distribución de los centros de
atracción y, con esta información, obtener propiedades de la topología del espacio de calidad.
En caso contrario, si la función fuese unimodal, tras la aplicación del algoritmo 2, el usuario
puede estimar la diﬁcultad de la función a partir de la información de longitud del camino al
óptimo.
Resultados del análisis demodalidad El conjunto de funciones de prueba utilizado en este
trabajo incluye diferentes tipos de funciones en cuanto a su modalidad (veáse apéndice B).
En este conjunto existen algunas funciones de dos dimensiones que pueden ser analizadas
utilizando su representación gráﬁca. Sin embargo, la gran mayoría son funciones de más
de dos dimensiones e incluso funciones escalables, en las cuales no es posible utilizar una
representación gráﬁca de su superﬁcie para analizarlas. Los algoritmos presentados en esta
sección permiten realizar una estimación de la topología de espacios de calidad de más de
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Figura 4.19: Distribución de centros de atracción en las funciones Cosine Mixture y Schwefel
de dos dimensiones. El eje de abscisas representa la distancia al centro de atracción óptimo.
El eje de ordenadas representa el tamaño del centro de atracción.
dos dimensiones.
En primer lugar, se aplicó el algoritmo 1 sobre el conjunto de funciones para determinar
si eran unimodales o multimodales. En el caso de las funciones multimodales se analizó su
topología teniendo en cuenta los centros de atracción encontrados. La información obtenida
se muestra en la tabla 4.4, la cual incluye el número de centros de atracción, el tamaño del
centro de atracción más amplio, el tamaño del centro de atracción que contiene a la solución
óptima, la distancia entre ambos centros de atracción y la distancia máxima entre centros de
atracción.
Para analizar las funciones multimodales en mayor detalle, en las ﬁguras 4.20 y 4.21 se
muestran las gráﬁcas de distribución de centros de atracción. Como en el apartado anterior,
estas gráﬁcas muestran en el eje de ordenadas la distancia al centro de atracción óptimo y en
el eje de abscisas el tamaño del centro de atracción. A partir de estas gráﬁcas y los datos de
la tabla 4.4 se puede estimar la topología de un espacio de calidad multimodal.
Si tras la aplicación del primer algoritmo no se detecta más de un centro de atracción, la
función se clasiﬁca como unimodal. Para estimar su diﬁcultad se aplicó el algoritmo 2 sobre
el conjunto de funciones unimodales obteniendo los resultados que se muestran en la tabla
4.5. En esta tabla el dato que se muestra se corresponde con la longitud media del camino al
óptimo. A mayor longitud, mayor diﬁcultad para los algoritmos.
El contenido de este apartado se ha centrado en la primera etapa del procedimiento de
caracterización. Para ello se ha explicado qué es un espacio de calidad y por qué motivo es
importante para los AEs. A partir de una revisión bibliográﬁca se han determinado qué pro-
piedades de estos espacios son más relevantes para el comportamiento y rendimiento de un
AE. Para el análisis de estas características topológicas se han desarrollado tres algoritmos
que permiten estimar dichas propiedades de los espacios de calidad. Estos algoritmos han
sido ejecutados sobre un conjunto de funciones de prueba muy representativo, que incluye
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Tamaño del c.a.a DistanciadFunción m Mayorb Óptimoc May.-Opt.e Máximaf
Aluﬃ 10 8.60𝐸−1 8.60𝐸−1 0.00𝐸+0 7.00𝐸−2
Becker 4 1.00𝐸+0 1.00𝐸+0 0.00𝐸+0 0.00𝐸+0
Bohac1 13 7.54𝐸−1 7.54𝐸−1 0.00𝐸+0 9.00𝐸−3
Cosine ≈ 5𝑛 2.60𝐸−2 2.60𝐸−2 0.00𝐸+0 2.15𝐸−1
Rastrigin ≈ 11𝑛 8.00𝐸−3 8.00𝐸−3 0.00𝐸+0 4.86𝐸−1
Schwefel ≈ 8𝑛 2.36𝐸−1 2.96𝐸−5 9.20𝐸−1 9.20𝐸−1
Ackley's ≈ 65𝑛 1.00𝐸−3 1.00𝐸−3 0.00𝐸+0 5.00𝐸−1
Griewank ≈ 4𝑛 1.00𝐸−3 2.00𝐸−4 3.97𝐸−1 4.55𝐸−1
Levy ≈ 5𝑛 5.77𝐸−1 5.77𝐸−1 0.00𝐸+0 2.61𝐸−1
Penalized1 ≈ 5𝑛 1.28𝐸−1 1.28𝐸−1 0.00𝐸+0 1.13𝐸−1
Penalized2 ≈ 5𝑛 1.74𝐸−1 1.74𝐸−1 0.00𝐸+0 5.00𝐸−2
Beale 4 4.69𝐸−1 4.69𝐸−1 0.00𝐸+0 5.91𝐸−1
Bohac2 10 5.35𝐸−1 5.35𝐸−1 0.00𝐸+0 9.00𝐸−3
Deckers 3 8.79𝐸−1 8.79𝐸−1 0.00𝐸+0 2.91𝐸−1
Goldstein 6 5.03𝐸−1 5.03𝐸−1 0.00𝐸+0 4.24𝐸−1
Hartman3 3 6.22𝐸−1 6.22𝐸−1 0.00𝐸+0 4.66𝐸−1
Hartman6 2 6.25𝐸−1 2.74𝐸−1 4.50𝐸−1 4.50𝐸−1
Rosenbrock 9 3.76𝐸−1 3.76𝐸−1 0.00𝐸+0 2.20𝐸−1
Kowaliks 65 1.28𝐸−1 2.87𝐸−4 3.16𝐸−1 4.27𝐸−1
Shekel5 5 3.12𝐸−1 2.61𝐸−1 2.02𝐸−1 3.89𝐸−1
Shekel7 7 2.95𝐸−1 2.95𝐸−1 0.00𝐸+0 3.77𝐸−1
Shekel10 10 2.40𝐸−1 2.40𝐸−1 0.00𝐸+0 3.81𝐸−1
SixHump 6 2.65𝐸−1 2.32𝐸−1 1.14𝐸−1 1.40𝐸−1
Foxholes 25 6.70𝐸−2 6.70𝐸−2 0.00𝐸+0 4.87𝐸−1
a Tamaño del centro de atracción medido como el tanto por uno de pun-
tos del espacio de calidad que pertenecen a dicho centro.
b Tamaño del centro de atracción más amplio del espacio de calidad.
c Tamaño del centro de atracción óptimo del espacio de calidad.
d Distancia entre centros de atracción.
e Distancia entre el centro de atracción más amplio y el óptimo. Este
valor es representativo cuando estos centros de atracción son diferen-
tes.
f Distancia máxima entre centros de atracción. Es relevante como me-
dida para conocer como de separados se encuentran los centros de
atracción del espacio de calidad.
Tabla 4.4: Análisis de modalidad: centros de atracción en funciones multimodales
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Figura 4.20: Gráﬁcas de distribución de los centros de atracción en el conjunto de funciones
escalables. El eje x representa la distancia normalizada hasta el centro de atracción óptimo.
El eje y representa el tamaño de los centro de atracción.
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Figura 4.21: Gráﬁcas de distribución de los centros de atracción en el conjunto de funciones
Dixon-Szegö. El eje x representa la distancia normalizada hasta el centro de atracción óptimo.
El eje y representa el tamaño de los centro de atracción.
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Longitud mediaFunción del camino
Perm 1060.46
Schwefel 2.21 573.48
Colville 508.30
Schwefel 1.2 453.02
Schwefel 2.22 265.15
Axis 224.97
Zakharov 220.41
Sphere 204.12
Matyas 188.31
SumOf 142.14
Step 126.60
Easom 24.40
Tabla 4.5: Análisis de modalidad: longitud del camino al óptimo en funciones unimodales.
funciones con muy diferentes topologías que servirán para caracterizar el comportamiento de
los AEs en términos de separabilidad y modalidad. Es importante destacar que esta primera
etapa del procedimiento de caracterización debe ﬁnalizar siempre con un conjunto de funcio-
nes de prueba representativo y caracterizado en base a las propiedades del espacio de calidad
que se deseen estudiar. Los diseñadores de AEs pueden proponer sus propios conjuntos de
funciones de prueba caracterizados o utilizar los desarrollados en este trabajo.
4.2 Medidas de error y rendimiento para Algoritmos Evo-
lutivos
La segunda de las etapas del procedimiento de caracterización se centra en el estableci-
miento de las medidas que se utilizarán para analizar los resultados. Siguiendo los criterios
aconsejados por [Moreno-Pérez et al., 2007], cada algoritmo debe estudiarse teniendo en
cuenta qué propiedades se buscan para la estrategia de búsqueda del mismo. En esta sección
se explican diferentes medidas de error y rendimiento utilizadas en otros trabajos del campo
de la optimización, detallando sus ventajas e inconvenientes.
Cuando se trabaja con algoritmos de optimización, típicamente, el error de una ejecución
se calcula comparándolo con la mejor solución conocida para dicho problema. En cuanto
a rendimiento, en el caso de este tipo de algoritmos, esta medida está relacionada con la
velocidad de convergencia que, generalmente, se mide con respecto al número de llamadas
realizadas a la función de evaluación. Las medidas más utilizadas son el error absoluto, la tasa
de éxito y la tasa de rendimiento [Suganthan et al., 2005]. Estas medidas únicamente propor-
cionan información parcial y, para entender mejor el comportamiento de los algoritmos, es
necesario utilizarlas de forma conjunta y, en algunas ocasiones, utilizar medidas complemen-
tarias. Como consecuencia, para analizar el comportamiento de un solo algoritmo se generan
gran cantidad de datos cuya información está relacionada y es necesario realizar un análisis
cruzado de cada una de las medidas para obtener las conclusiones ﬁnales.
Para simpliﬁcar el proceso de análisis, en este trabajo se propone una nueva medida que
combina, en un único valor, resultados a nivel de error y a nivel de rendimiento de los al-
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goritmos. Esta medida ha recibido el nombre de medida combinada de error y rendimiento
(CPEM) y será utilizada como base para analizar los resultados de los experimentos reali-
zados con los diferentes algoritmos. Se proponen también otras medidas para complementar
las capacidades de análisis del CPEM y para comprender mejor el comportamiento de los
algoritmos en algunos casos particulares, por ejemplo, el error genotípico. A continuación se
detallan las medidas de error y rendimiento propuestas en este procedimiento de caracteriza-
ción.
Error absoluto
El error absoluto es una de las medidas de error típicas a la hora de comparar algoritmos
de optimización. Esta medida proporciona una indicación de la diferencia entre la solución
objetivo, 𝑥∗, y la solución obtenida por el algoritmo, 𝑥. En el caso de los problemas de mini-
mización que se tratarán es este trabajo, cuánto menor sea el valor de esta medida, mejor será
el comportamiento del algoritmo en cuestión. El error absoluto se calcula según la siguiente
ecuación:
𝑒𝑟𝑟𝑜𝑟_𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑜 = |𝑓(𝑥) − 𝑓(𝑥∗)| (4.16)
Es una medida simple y proporciona información útil acerca del algoritmo, pero una de
sus desventajas es que no proporciona información acerca del rendimiento de los algoritmos
a la hora de obtener las soluciones, es decir, cuántas generaciones o llamadas a la función de
calidad necesita un algoritmo para alcanzar ese error absoluto.
Tasa de éxito (SR)
A partir de la medida de error absoluto se obtiene la SR de un algoritmo. Cuando ejecu-
tamos un algoritmo frente a un problema un número n de ejecuciones, la SR representa el
tanto por ciento de ejecuciones que se resuelve. Por lo tanto, a mayor tasa de éxito, mejor
es un algoritmo. Esta medida proporciona información muy útil sobre la estabilidad de un
algoritmo, es decir, lo ﬁable que es a la hora de resolver una función. Para calcularla es nece-
sario establecer un nivel de precisión 𝜖, es decir, se considera que un algoritmo resuelve una
ejecución cuando la solución obtenida alcanza un valor absoluto que es mejor que 𝜖. La SR
se calcula según la siguiente ecuación:
𝑆𝑅 = número ejecuciones resueltasnúmero ejecuciones (4.17)
Aunque la SR es una medida intuitiva y simple, no proporciona información sobre la tasa
de convergencia de los algoritmos en función del número de llamadas a la función de evalua-
ción que necesita un algoritmo para resolver un problema, es decir, de nuevo, no conocemos
lo rápido o lento que es un algoritmo. Además, no tiene en cuenta el error absoluto obtenido,
es decir, si por ejemplo consideramos que el nivel de precisión 𝜖 toma el valor de 10−6 y el
algoritmo obtiene un error absoluto del orden de 10−5, para determinar la tasa de éxito se
considera que dicha ejecución es un fallo cuando, en realidad, esa ejecución puede conside-
rarse casi un éxito. De cualquier forma, es una medida útil para estimar de manera simple el
número de ejecuciones en las que se ha alcanzado el óptimo en un experimento.
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Tasa de rendimiento (SP)
Para resolver el primer problema de la SR, es decir, con el objetivo de considerar la tasa
de convergencia para comparar algoritmos, generalmente se utiliza la tasa de rendiemiento
(SP). Esta medida tiene en cuenta el número de llamadas a la función de calidad (FEs) que el
algoritmo utiliza en cada ejecución hasta alcanzar el nivel de error establecido por el usuario,
que generalmente toma el mismo valor que el nivel de precisión para calcular la tasa de
éxito, 𝜖. Cuando se comparan dos algoritmos en términos de la tasa de rendimiento, el mejor
algoritmo es el que obtiene la tasa más baja, ya que es el que menos llamadas a la función
de calidad ha necesitado para resolver el problema y, como consecuencia, el que mejor ha
explorado el espacio de búsqueda. Esta medida se calcula según la ecuación siguiente:
𝑆𝑃 = 𝐹𝐸𝑠 ∗ número ejecucionesnúmero ejecuciones resueltas =
𝐹𝐸𝑠
𝑆𝑅 (4.18)
donde 𝐹𝐸𝑠 = 𝐹𝐸𝑠𝑚𝑎𝑥 cuando el nivel de error absoluto alcanzado por el algoritmo no
alcanza el nivel de precisión, 𝜖, establecido por el usuario.
Aunque esta medida soluciona algunos de los problemas de las dos medidas anteriores,
al utilizar un valor de precisión establecido por el usuario para determinar el valor de FEs,
sigue sin tener en cuenta el error absoluto obtenido por los algoritmos.
Medida combinada de error y rendimiento (CPEM)
Con el objetivo de resolver los problemas de las medidas de tasa de éxito y tasa de ren-
dimiento, es decir, que ambas medidas ignoran el error absoluto obtenido por el algoritmo
cuando una ejecución se considera que ha fallado (cuando no alcanza el nivel de precisión
establecido), se propone una nueva medida que tiene en cuanta ambas características, la tasa
de convergencia y el error absoluto obtenido por un algoritmo, ya sea la ejecución un éxito
o un fallo. Esta es la CPEM (Combined error and performance measure) que se deﬁne de la
siguiente manera:
𝐶𝑃𝐸𝑀 =
⎧⎪
⎨
⎪⎩
𝜖 ⋅ 𝐹𝐸𝑠𝐹𝐸𝑠𝑚𝑎𝑥
si 𝐹𝐸𝑠 ≤ 𝐹𝐸𝑠𝑚𝑎𝑥
error absoluto en otro caso
(4.19)
Con esta medida, las ejecuciones que alcanzan el nivel de error establecido son recom-
pensadas. La recompensa es inversamente proporcional el número de llamadas a la función de
evaluación que ha utilizado el algoritmo para resolver el problema. Si la ejecución no alcanza
el nivel de error, el valor de esta nueva medida es el error absoluto obtenido. Como conse-
cuencia, el resultado de esta medida no es un valor binario éxito o fallo, si no que proporciona
valores intermedios que nos permiten utilizar información adicional. En el procedimiento de
caracterización propuesto se utiliza esta medida como base para analizar y comparar el com-
portamiento de los algoritmos seleccionados.
Error genotípico (𝐺𝑁𝐸)
Todas las medidas presentadas anteriormente analizan el comportamiento de los algo-
ritmos desde un punto de vista fenotípico. Sin embargo, cuando se trabaja con algoritmos
evolutivos, es interesante analizar también el comportamiento de los mismos desde el punto
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de vista genotípico, especialmente cuando se trabaja con funciones multimodales. En las fun-
ciones multimodales, un algoritmo puede alcanzar un óptimo local con un valor de error ab-
soluto alto pero que se encuentra situado cerca del óptimo global en el espacio de soluciones
o un óptimo local con un valor de error absoluto bajo pero que se encuentra lejos del óptimo
global. Estas dos situaciones deberían ser detectadas y analizadas. Con este propósito, en este
trabajo se utilizará el error genotípico (𝐺𝑁𝐸) para analizar los algoritmos. El 𝐺𝑁𝐸 se calcula
utilizando la siguiente fórmula:
𝐺𝑁𝐸 =
∑
𝑛
𝑖=0(𝑥𝑖 − 𝑥∗𝑖 )2
𝑛 (4.20)
Esta medida calcula la distancia genotípica entre la solución obtenida por el algoritmo y
la mejor solución conocida para el problema.
Resumiendo, las principales características de las medidas de error y rendimiento presen-
tadas son las siguientes:
• El error absoluto es una medida simple y fácil de calcular pero no proporciona infor-
mación sobre la velocidad de convergencia de los algoritmos.
• La SR es también simple pero, de nuevo, no proporciona información sobre la velocidad
de convergencia. Es una medida binaria que solamente considera éxitos o fracasos
y no proporciona información de resultados intermedios, siendo su mayor utilidad la
simplicidad a la hora de estimar el número de ejecuciones que alcanzan el óptimo.
• La SP proporciona información sobre la velocidad de convergencia, pero al establecer
un nivel de precisión no tiene en cuenta los casi éxitos y no considera el error absoluto
obtenido en las ejecuciones.
• La medida CPEM tiene en cuenta toda la posible información que puede obtenerse de
una ejecución de un algoritmo desde el punto de vista fenotípico: el error absoluto y
la velocidad de convergencia. De todas formas, en caso de realizar varias ejecuciones
sobre una cierta función, no indicaría el número de ejecuciones acertadas y falladas,
ya que es una medida continua.
• El 𝐺𝑁𝐸 analiza los algoritmos desde el punto de vista del cromosoma y proporciona
información sobre lo cerca o lejos que está la solución obtenida de la solución óptima.
El procedimiento de análisis y comparación de algoritmos que será llevado a cabo en el
capítulo de resultados de este trabajo será realizado, principalmente, en términos de la me-
dida de error CPEM, de esta forma, reduciendo la cantidad de información que se muestra,
se simpliﬁca el proceso de análisis. De todas formas, para establecer una estimación inicial
de resultados se utilizará también el SR que proporciona información simple sobre cuántas
ejecuciones alcanzan el óptimo y cuántas no. Debemos destacar que el SR no debe ser uti-
lizado nunca como medida principal de análisis de resultados. Para este objetivo se usará el
CPEM￿or último, para un análisis más detallado sobre la precisión real de un resultado se
utilizará el 𝐺𝑁𝐸 .
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Como conclusión a esta segunda etapa del procedimiento de caracterización se debe des-
tacar la gran importancia que tiene realizar una elección adecuada de las medidas de error y
rendimiento que se utilizarán para el análisis de los AEs. Los desarrolladores pueden hacer
uso de las medidas establecidas en el marco de este trabajo, o bien proponer otras nuevas,
pero siempre incidiendo en que resulten objetivas y en reducir el número de ellas. No se debe
olvidar que se deberán analizar gran cantidad de datos, por lo que utilizar una única medida
ﬁable será de gran ayuda.
4.3 Estudio experimental
4.3.1 Ejecución
El primer paso del estudio experimental de un AE consiste en ejecutar dicho algoritmo
sobre el conjunto de funciones de prueba. Para realizar este paso, es necesario establecer una
serie de condiciones de ejecución de forma que los resultados obtenidos sean generalizables.
Estas condiciones de ejecución se dividen en dos tipos: aquellas relacionadas con los pará-
metros de los AEs y las que hacen referencia explícitamente a las condiciones de ejecución
de la implementación concreta del algoritmo.
1. Parámetros de los AEs: antes de la ejecución del algoritmo, el diseñador deberá
establecer los parámetros del mismo. Dentro de estos parámetros se distingue entre los
parámetros propios del AE por un lado y el número de individuos de la población por
otro.
• Operadores y conﬁguración: en cuanto a los operadores propios de cada al-
goritmo y su conﬁguración, este procedimiento de caracterización ha sido desa-
rrollado con el propósito de formalizar la tarea de caracterización y presentación
de resultados por parte del diseñador del algoritmo. Por este motivo, previo a la
aplicación de este procedimiento, el diseñador habrá determinado qué valores de
los parámetros de conﬁguración utilizará en su algoritmo. Se recomienda que es-
tos valores sean aquellos que proporcionen, en promedio, los mejores resultados
en problemas de optimización con codiﬁcación real. Por lo tanto, no es objeto de
este procedimiento la realización de un barrido de los valores de los parámetros
de conﬁguración.
• Tamaño de la población: como parte de este procedimiento de caracterización,
se recomienda realizar un análisis previo de los requisitos poblacionales del al-
goritmo presentado. El tamaño de la población es un parámetro que comparten
todos los AEs y, además, es altamente dependiente de la dimensionalidad de la
función objetivo. Este análisis se recomienda para comparar los resultados obteni-
dos por diferentes algoritmos en condiciones igualitarias. Para obtener el tamaño
de población óptimo en cada función los algoritmos se ejecutarán utilizando un
rango de tamaños de poblaciones. Se realizarán tantas ejecuciones del algoritmo
como combinaciones existan de funciones de prueba, dimensión del problema y
tamaño de población analizado. Tras dicha ejecución se analizarán los resulta-
dos proporcionados y se seleccionará aquel que mejores resultados proporcione
en términos de CPEM utilizando un criterio de parada que será explicado más
adelante. Este tamaño de población óptimo es el que será utilizado en un paso
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posterior para analizar el comportamiento de los algoritmos. Es importante dejar
claro que el algoritmo no volverá a ejecutarse de nuevo, sino que se utilizará el
mejor resultado obtenido en este análisis poblacional. Para realizar el barrido se
comenzará con un tamaño de población de 10 individuos y se incrementará este
valor hasta que el valor de CPEM obtenido empeore con respecto a los anteriores
tamaños de población.
2. Condiciones de ejecución: para realizar un análisis homogéneo y, sobre todo, equi-
tativo de los AEs es necesario establecer una serie de condiciones de ejecución que los
diseñadores deben cumplir para conseguir este objetivo y para que, además, los resul-
tados obtenidos sean comparables con los que obtengan otros algoritmos. Las condi-
ciones de ejecución utilizadas en este trabajo, y que se describen a continuación, son
las mismas que se utilizan en la mayor parte de las competiciones de AEs.
• Conﬁguración de las ejecuciones: para cada algoritmo, dimensión y tamaño de
población se realizarán 25 ejecuciones independientes (como en [Suganthan et al.,
2005]). Como se puede suponer, tal número de ejecuciones implica un alto coste
computacional pero hay que tener en cuenta que este estudio se realizará una única
vez y que este análisis forma parte del proceso de validación del algoritmo. En
cada ejecución deberán ser almacenados los datos de error absoluto, número de
evaluaciones necesarias para alcanzar el óptimo y la distancia genotípica entre el
óptimo y la solución obtenida. Con esta información se calcularán los valores de
CPEM, tasa de éxito y error genotípico como la media de los resultados obtenidos
en cada una de las 25 ejecuciones y se calculará también la desviación estándar de
las 25 pruebas. En este trabajo, para el cálculo deCPEM y de la tasa de éxito se ha
considerado que una ejecución está resuelta cuando el error absoluto obtenido es
menor que 10−6, este valor de precisión es el más utilizado en las competiciones
del campo de los AE.
• Criterio de parada: en este trabajo se ha tomado la decisión de utilizar el mismo
criterio de parada que se utiliza en la mayoría de las competiciones sobre AEs, es
decir, ﬁjar el número máximo de llamadas a la función de evaluación que puede
realizar cada algoritmo. En este caso, este número máximo se ha ﬁjado al valor
de 10000 ⋅ 𝑛, donde 𝑛 es la dimensión del problema (el mismo criterio que en
[Suganthan et al., 2005]). Si el algoritmo analizado alcanza el valor óptimo antes
de ejecutar dicho número de evaluaciones, la ejecución ﬁnalizará.
Una vez ejecutado el algoritmo sobre el conjunto de funciones de prueba se dispone de
una gran cantidad de datos. El primer paso consiste en seleccionar el tamaño de población óp-
timo para cada función. A continuación, con el tamaño escogido se analizarán los resultados
en base a la caracterización del espacio de calidad realizada en la primera etapa del pro-
cedimiento. Este análisis de los resultados deberá ser lo más general posible, de modo que
se extraigan conclusiones sobre el comportamiento del AE en función de sus características
básicas y no de la implementación particular del mismo.
4.3.2 Análisis de resultados
La segunda parte del estudio experimental consiste en analizar los resultados obtenidos
tras la ejecución del AE para realizar la caracterización del algoritmo en sí. Este análisis
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se debe llevar a cabo para el tamaño de población óptimo en cada función del conjunto de
prueba.
En este trabajo se propone una metodología de análisis de resultados que consta de tres
pasos consecutivos:
1. Análisis con la conﬁguración básica: como se ha establecido en la sección anterior,
el diseñador del AE debe seleccionar los parámetros del mismo (excepto el tamaño
de población) que proporcionan una respuesta óptima, en este caso, en problemas de
optimización con codiﬁcación real.
2. Análisis con modiﬁcaciones en los parámetros: aquellas funciones en las que el AE
claramente falle con la conﬁguración básica deberán ser tratadas en profundidad. Se
deberá estudiar cada caso o grupos de casos por separado estableciendo una posible
razón para el fallo, y modiﬁcando los parámetros del AE con objeto de solucionar el
problema.
3. Comparación con otros algoritmos: una vez que el AE ha sido caracterizado de forma
aislada, sus resultados deben ser comparados con los de otros algoritmos caracterizados
en los mismos términos de cara a proporcionar un análisis relativo.
La clave para que este análisis resulte general consiste en realizarlo en base a las caracte-
rísticas intrínsecas que condicionan el funcionamiento de unAE, y que en todas las implemen-
taciones particulares deben estar presentes, aunque se encuentren gobernadas por operadores
especíﬁcos. Tras un estudio detallado de este tipo de algoritmos, podemos concluir que estas
características básicas de todos los AE son cuatro: el balance exploración / explotación, la
presión selectiva, las direcciones de búsqueda y el tamaño del paso de mutación.
Exploración vs. Explotación
Los AEs basan su estrategia de búsqueda en dos procesos: la exploración del espacio y
la explotación de soluciones prometedoras. Mediante la exploración, los algoritmos evoluti-
vos intentan cubrir el mayor área posible dentro del espacio de búsqueda con el objetivo de
encontrar soluciones prometedoras. Consiste, pues, en generar soluciones a partir de grandes
''saltos'' por el espacio de búsqueda. Es un mecanismo muy útil para evitar que la población
converja hacia óptimos locales manteniendo un alto grado de diversidad. Por el contrario,
la explotación tiende a generar soluciones próximas a otras ya existentes haciendo pequeñas
modiﬁcaciones sobre ellas.
El principal problema de los algoritmos evolutivos es encontrar un conjunto de parámetros
que consigan un balance adecuado de exploración y explotación que evite el estancamiento
de la población y la convergencia prematura. El estancamiento de la población se produce
cuando no existe unamejora de la calidadmedia o del mejor individuo de la población durante
un número de generaciones dado. La convergencia prematura ocurre cuando la población
tiende hacia un óptimo local debido, entre otras causas, a la falta de diversidad en la población.
El proceso de búsqueda de un algoritmo con demasiada exploración es parecido al de una
búsqueda aleatoria. La población tendrá tendencia a caer en un proceso cíclico en el cual
nunca converja hacia ningún óptimo y se generen siempre nuevas soluciones que no son
explotadas. Si, por el contrario, el algoritmo evolutivo presenta demasiada explotación, la
población tenderá a converger hacia óptimos locales.
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En numerosos trabajos se han realizado análisis sobre la inﬂuencia de los operadores
concretos en el balance exploración / explotación. Los operadores de mutación son los encar-
gados de introducir nueva información en la búsqueda, los de cruce se encargan de combinar
la información ya conocida y, por último, los operadores de selección y reemplazo se en-
cargar de dirigir el proceso de búsqueda a zonas prometedoras y de conservar la diversidad
en la población para evitar la convergencia prematura de la población. La caracterización de
los operadores se realiza en base a su contribución en el balance exploración / explotación.
En [Eiben and Schippers, 1998] los autores realizaron una revisión sobre este tema, conclu-
yendo que no hay un consenso generalizado. La mayoría de los autores están de acuerdo en
que los operadores de cruce exploran y el operador de mutación tiene tendencia a la explota-
ción. Pero si se analiza más en profundidad se obtienen las siguientes conclusiones:
• La mutación puede verse como un operador de exploración ya que introduce nuevo
material, generalmente aleatorio, a las soluciones de la población. Pero también puede
verse como un operador de explotación debido a que es un operador muy conservador
al realizar pequeños cambios y la mayor parte de la información del padre se conserva.
• El cruce puede considerarse un operador de exploración porque combina información
de dos padres, es decir, dos conﬁguraciones distintas y se generarán soluciones como
combinación de diferentes hiperplanos del espacio de búsqueda, es decir, de zonas que
no han sido ''visitadas'' anteriormente. Aunque, desde otro punto de vista, puede ser
considerado un operador de explotación porque utiliza información ''antigua'' propor-
cionada por los padres para generar la descendencia.
• Si el algoritmo utiliza operadores multi-parentales las propiedades de exploración y de
explotación se intensiﬁcan porque hay más información (en forma de ''padres'') para
generar las nuevas soluciones.
• Los operadores de selección y reemplazo son una fuente de explotación ya que no in-
troducen nueva información en la búsqueda, únicamente utilizan información conocida
para dirigir el proceso de optimización.
Por norma general, los AEs tienden a comenzar el proceso evolutivo con una fase alta-
mente exploradora. De esta forma, durante las primeras fases se realiza una especie de reco-
nocimiento global del espacio de búsqueda. A medida que se avanza en el proceso evolutivo
se tiende a una estrategia explotadora, en la cual se generan pequeñas modiﬁcaciones sobre
las mejores soluciones encontradas durante la fase exploradora. Pero lo bueno o malo que es
este balance tiene una gran dependencia del problema a resolver como veremos en capítulos
posteriores.
Por tanto, a la hora de analizar el comportamiento de un AE, se debe estudiar el balance
exploración / explotación de sus operadores concretos y, además, cómo afecta la conﬁgura-
ción de sus parámetros a este balance.
Presión selectiva
El concepto de presión selectiva está relacionado con los operadores de selección y su
inﬂuencia en el balance exploración / explotación. Hace referencia a las probabilidades de
seleccionar a los mejores individuos de la población. Es decir, un operador con alta presión
selectiva hace que los mejores individuos sean elegidos con mucha mayor probabilidad re-
duciendo rápidamente la diversidad en la población. Por el contrario, un operador con baja
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Figura 4.22: Representación de cómo afecta la presión selectiva a la evolución en un AG con
diferentes conﬁguraciones.
presión selectiva hace que todos los individuos de la población tengan las mismas posibi-
lidades de ser elegidos. Por tanto, individuos con baja calidad también podrán sobrevivir
generación tras generación. Para medir el grado de presión selectiva de un operador se uti-
liza típicamente el takeover time [Bäck, 1994]. Mide el tiempo que tardaría una población en
converger hacia una única solución si solamente se utilizase el operador de selección.
En la ﬁgura 4.22 se muestra como afecta la presión selectiva al proceso de evolución. En
dichas imágenes se presenta la evolución de la calidad de un algoritmo de tipo AG en el cual
se utiliza un operador de selección por torneo. Utilizando este operador es posible balancear
la presión selectiva modiﬁcando el tamaño de la ventana de selección. A medida que crece el
tamaño de la ventana aumenta la presión selectiva, en este caso se han utilizado tamaños de
ventana 1, 2 , 4 y 10. En las ﬁguras se muestra la evolución de la calidad del mejor individuo
(ﬁgura 4.22a y la evolución de la calidad media de la población 4.22b. Cuando el tamaño de
la ventana de selección es bajo (k = 1) la velocidad de convergencia en el algoritmo es menor.
El algoritmo necesita más generaciones para alcanzar la solución óptima y la calidad media
de la población nunca converge a la calidad del mejor, es decir, existe mucha diversidad en
la población. A medida que se aumenta el tamaño de la ventana crece la presión selectiva y,
por lo tanto, la velocidad de convergencia. En estos casos (k = 2 y k = 4), la calidad media se
aproxima más a la calidad del mejor individuo, lo cual provoca una falta de diversidad. Si el
tamaño de la ventana se incrementa hasta 10 individuos nos encontramos con un caso de muy
alta presión selectiva donde las probabilidades de ser seleccionado cuando el individuo tiene
baja calidad son muy bajas. En casos como este, el algoritmo tiene muchas probabilidades de
converger rápidamente hacia un óptimo local, como ocurre aquí.
En la tabla 4.6 se muestran los resultados numéricos de los experimentos de la ﬁgura
4.22. Estos resultados ratiﬁcan lo que ha sido comentado anteriormente. Para realizar estas
pruebas se ha utilizado como criterio de parada el número máximo de llamadas a la función
de evaluación, que en este caso se estableció a 100000. Cuando la presión selectiva es baja
(k = 1), la velocidad de convergencia es muy baja y la población no converge al óptimo
como se puede ver en la diferencia que existe entre la calidad media de la población y la
Capítulo 4. Procedimiento de caracterización 99
Tamaño ventana (k) Mejor Media FEs
1 0.487 31.185 -
2 0.000 0.000 5200
4 0.000 0.000 2300
10 0.099 0.099 -
Tabla 4.6: Cómo afecta la presión selectiva a la evolución en un AG con diferentes conﬁgu-
raciones.
calidad del mejor individuo. Por lo tanto, el grado de diversidad es elevado. El algoritmo no
es capaz de encontrar la solución óptima al problema (establecida en 10−6) debido a esa gran
diversidad, el nivel de exploración es elevado y el algoritmo se comporta como una búsqueda
aleatoria sin dirigir su búsqueda hacia las soluciones consideradas buenas. Al aumentar el
tamaño de la ventana (k = 2 y k = 4) aumenta también el nivel de explotación y el algoritmo
tiende a dirigir su búsqueda hacia las zonas de mejor calidad. En estos dos casos el algoritmo
resuelve el problema siendo más rápido (2300 llamadas a la función de evaluación frente a
5200) cuando la ventana es de mayor tamaño debido a que la presión selectiva es mayor. En
el caso extremo, k = 10, la presión selectiva es tan elevada que el algoritmo tiene tendencia
a converger hacia óptimos locales, como ocurre en este caso en el cual toda la población ha
convergido hacia el mismo óptimo local como se puede observar comprobando que el valor
de calidad del mejor individuo es el mismo que el valor de calidad medio.
Por tanto, otra propiedad básica de los AEs es la presión selectiva. El nivel de la misma
se ajusta a partir de los operadores de selección y reemplazo. Un buen ajuste de dicha presión
es importante tanto en las funciones multimodales como en las unimodales. En las primeras
porque afecta a la tendencia a caer en óptimos locales. En las segundas debido a la velocidad
de convergencia de los algoritmos.
Direcciones de búsqueda
Los AEs son algoritmos de optimización que en una misma generación modiﬁcan varios
parámetros de los cromosomas de los individuos. De esta forma, el algoritmo es capaz de
realizar la búsqueda en más de una dimensión en un solo paso, reduciendo el número de ge-
neraciones necesarias. Cuando un algoritmo modiﬁca un solo parámetro en una generación
se dice que realiza la búsqueda en direcciones ortogonales a los ejes de coordenadas. En caso
contrario, la búsqueda se realiza en direcciones diagonales. Existen problemas en los que la
búsqueda óptima se realiza en direcciones ortogonales y funciones en las que el proceso de
optimización es más rápido en diagonales. Por ejemplo, en la ﬁgura 4.23 se muestran dos
espacios de calidad en los cuales las direcciones de búsqueda óptimas son diferentes. En el
caso de la ﬁgura 4.23a, las direcciones de búsqueda óptimas (ﬂechas de color verde) se co-
rresponden con las direcciones perpendiculares a los ejes de coordenadas. Si el algoritmo
de búsqueda modiﬁca dos parámetros al mismo tiempo, buscando en direcciones diagonales
(ﬂecha de color rojo), su rendimiento será menor ya que el camino hacia el óptimo es más
accidentado. La ﬁgura 4.23b muestra el caso contrario, cuando la dirección óptima de bús-
queda es diagonalmente (ﬂecha de color verde) y las búsquedas en direcciones ortogonales
diﬁcultan el proceso de optimización (ﬂechas en color rojo).
En primer lugar, es interesante conocer qué tipo de búsqueda es la que más favorece a
las funciones con las que tratamos. Generalmente, una función separable se beneﬁcia de una
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(b) Búsqueda en direcciones diagonales.
Figura 4.23: Representación de dos espacios de calidad con direcciones de búsqueda óptimas
diferentes.
búsqueda en direcciones ortogonales, debido a que este tipo de búsqueda realiza procesos
de optimización independientes para cada variable, modiﬁcando pocos parámetros en cada
generación. Si crece el nivel de interacción entre los parámetros de las funciones es más
adecuada una búsqueda en direcciones diagonales donde se modiﬁque más de un parámetro
en cada generación. Por lo tanto, es interesante conocer si el algoritmo que vamos a utilizar
permite balancear y ajustar las direcciones de búsqueda.
Tamaño del paso de mutación
Determinar cuánto se modiﬁca una variable en cada generación del algoritmo es también
un aspecto importante dentro del funcionamiento de los AEs. Esta modiﬁcación se denomina
paso de mutación. El ajuste del mismo afecta tanto a funciones unimodales como multimo-
dales. En el caso de las funciones unimodales afecta a la velocidad de convergencia. Durante
los primeros pasos de la optimización un paso de mutación alto ayuda a recorrer más espacio
de calidad en menos pasos. Una vez que se alcanza la zona del óptimo es más adecuado un
paso de mutación bajo para hacer un ajuste ﬁno hasta alcanzar el punto óptimo. Cuando existe
más de un óptimo local, el paso de mutación sirve para salir de óptimos locales hacia los que
haya convergido el algoritmo ya que, un paso de mutación alto provocaría un ''salto'' en el
espacio de calidad que permitiría a la solución salir de ese óptimo local.
Existen algoritmos que permiten ajustar el paso de mutación durante el proceso evolutivo.
Este ajuste está relacionado con el balance exploración / explotación. Generalmente, durante
las primeras etapas el paso de mutación es alto para permitir que se explore el espacio de
calidad. A medida que pasan las generaciones, el paso de mutación decrece para permitir el
ajuste ﬁno, es decir, una explotación de las soluciones que se han considerado prometedoras.
En la ﬁgura 4.24 se muestra el comportamiento de dos algoritmos en dos tipos de espacios
de calidad diferentes y cómo son los pasos de mutación en cada uno de los escenarios. Las
ﬁguras 4.24a y 4.24b representan el comportamiento de dos AEs en un espacio de calidad
unimodal. En las primeras generaciones el paso de mutación es largo para explorar mejor
el espacio de calidad, a medida que pasan las generaciones el tamaño del paso decrece para
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realizar ajustes ﬁnos en las soluciones que permitan alcanzar la solución óptima. En las fun-
ciones unimodales el ajuste del paso de mutación afecta, principalmente, a la velocidad de
convergencia. El algoritmo de la izquierda (ﬁgura 4.24a) realiza un mejor ajuste del paso de
mutación ya que ejecuta menos pasos para alcanzar el óptimo. En las ﬁgura 4.24c y 4.24d el
espacio de calidad es multimodal. En este caso el ajuste del paso de mutación ayuda a salir
de óptimos locales en caso de que el AE converja hacia uno de ellos. Como se ve en estas
ﬁguras los algoritmos ''saltan'' de óptimo local a óptimo local hasta alcanzar el óptimo de la
función.
Las cuatro características explicadas en esta sección son intrínsecas a todos los AEs y,
por tanto, el análisis del comportamiento de los mismos deberá realizarse relacionando las
propiedades de los espacios de calidad seleccionadas comomás relevantes (aquí separabilidad
y modalidad) con estas cuatro características. En este sentido, a continuación se resumen
algunas relaciones conocidas entre estas propiedades y características, y que serán utilizadas
en el segundo paso de la metodología de análisis propuesta a la hora de decidir qué parámetro
modiﬁcar para solucionar un problema del AE:
• Los algoritmos con un mayor nivel de exploración se recomiendan para resolver es-
pacios de calidad multimodales con muchos óptimos locales y con amplias distancias
entre ellos.
• Por el contrario, un algoritmo con un alto nivel de explotación es más aconsejable
cuando la función es unimodal, ya que estas funciones se beneﬁcian de una mayor
velocidad de convergencia.
• Para resolver una función separable es aconsejable un algoritmo que busque en direc-
ciones ortogonales. Por el contrario si la función es no separable se recomienda un
algoritmo que busque en diagonales.
• El concepto de presión selectiva y el balance exploración / explotación están relaciona-
dos: amayor presión selectivamayor nivel de explotación ymenor nivel de exploración.
• El ajuste del paso de mutación también depende del tipo de función con la cual se
quiera tratar y es aconsejable que se adapte automáticamente a la superﬁcie del espacio
de calidad.
4.4 Resumen del procedimiento de caracterización
En este capítulo se ha propuesto un procedimiento de caracterización de algoritmos evo-
lutivos que consta de tres etapas interrelacionadas. Estas tres etapas corresponden a los tres
tipos de problemas que más han sido tratados en la bibliografía del campo a la hora de aportar
soluciones a la falta de estandarización y formalización en el análisis de los algoritmos: la
correcta elección del conjunto de funciones prueba, la determinación de las medidas de aná-
lisis representativas y el establecimiento de una metodología de ejecución de las pruebas y de
análisis de los resultados. Los desarrolladores de algoritmos deben proponer soluciones con-
cretas a cada uno de estos problemas si quieren llevar a cabo una caracterización formal. A lo
largo de este capítulo se han desarrollado posibles soluciones que dan aplicabilidad práctica
al procedimiento (ver ﬁgura 4.25), y que pasamos a resumir a continuación:
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(d) Función multimodal, algoritmo GA
Figura 4.24: Representación de diferentes modelos de modiﬁcación del paso de mutación. En
estos ejemplos se utiliza un AG y un algoritmo DE en dos tipos de funciones: una función
unimodal y otra función multimodal.
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1. Caracterización de espacios de calidad. En este paso los desarrolladores tienen dos
alternativas:
1.1. Obtener el conjunto de funciones prueba que se describe en el apéndice B y que ha
sido previamente caracterizado en términos de separabilidad y modalidad como
puede verse en la sección 4.1.3 utilizando los tres algoritmos presentados en dicha
sección. Este conjunto de funciones de prueba está accesible en la web de Java
Evolutionary Algorithm Framework (JEAF) (http://www.gii.udc.es/jeaf).
1.2. Utilizar otro conjunto de funciones de prueba diferente. En este caso, el desa-
rrollador deberá estimar las propiedades de estas funciones utilizando los tres
algoritmos presentados en este capítulo.
2. Medidas de error y rendimiento. Se propone utilizar, principalmente, lamedidaCPEM
que combina información sobre error y rendimiento en un solo dato. Además, se debe-
rán computar también las medidas de SR y 𝐺𝑁𝐸 para apoyar las conclusiones que se
obtengan. La primera de ellas sirve para estudiar los algoritmos en cuanto a estabilidad,
en términos de cuántas ejecuciones resuelven. La segunda permite analizar la precisión
del algoritmo en una cierta función. Por tanto, los desarrolladores deberán añadir a su
algoritmo el cálculo estas tres medidas de error para su posterior análisis.
3. Estudio experimental. Tras seleccionar y caracterizar el conjunto de funciones de
prueba, y tras establecer las medidas que se utilizarán para analizar los resultados, el
desarrollador deberá realizar el proceso experimental consistente en ejecutar el algo-
ritmo y estudiar los resultados obtenidos.
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Figura 4.25: Elementos del procedimiento de caracterización propuesto en este trabajo.
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3.1. Ejecución. El desarrollador deberá ejecutar el AE sobre el conjunto de funcio-
nes prueba seleccionado en el paso 1 siguiendo las condiciones de ejecución que
fueron explicadas en la sección 4.3.1 y que son:
3.1.1. Selección por parte del diseñador de los parámetros propios de su AE que
proporcionan un funcionamiento óptimo, a excepción del tamaño de pobla-
ción que lo ﬁja el procedimiento.
3.1.2. El tamaño de población se debe seleccionar tras la realización de un estudio
exhaustivo consistente en la ejecución del algoritmo sobre todas las funcio-
nes de prueba realizando un barrido en poblaciones que comienza con 10
individuos y se incrementa en 10 mientras el valor de CPEM mejore.
3.1.3. Para cada algoritmo y tamaño de población se realizarán 25 ejecuciones in-
dependientes por función (y dimensión en caso de ser una función escalable).
En cada caso se calcularán los valores de CPEM, tasa de éxito y error geno-
típico como la media de los resultados obtenidos en las 25 ejecuciones. Se
calculará también la desviación estándar de las 25 pruebas.
3.1.4. Se ﬁjará como criterio de parada el número máximo de llamadas a la función
de evaluación en 10000⋅𝑛, donde n es la dimensión de la función. Si el óptimo
se alcanza antes de llegar al límite, la ejecución ﬁnalizará.
3.2. Análisis de resultados. El desarrollador deberá analizar los resultados de todas
las pruebas realizadas. Para ello, deberá tener en cuenta que se considera que se ha
alcanzado el óptimo si el error absoluto es inferior a 10−6. Una primera etapa del
análisis consiste en seleccionar el tamaño de población óptimo para cada función.
Tras esta etapa, deberá analizar el comportamiento de su AE en tres fases:
3.2.1. Conﬁguración básica de parámetros: tratará de extraer conclusiones genera-
les sobre los tipos de funciones que resuelve y los que no con la conﬁguración
óptima de parámetros seleccionada. Para ello, se recomienda comenzar por
analizar la respuesta en funciones L-separables o NL-separables frente a las
no-separables. A continuación se puede analizar la respuesta en unimodales
y multimodales para, ﬁnalmente, realizar un análisis cruzado en cuanto a las
características básicas. Una vez establecidas unas pautas de comportamiento,
se deberán relacionar con las propiedades particulares del AE en cuanto a su
balance exploración/explotación, presión selectiva, direcciones de búsqueda
y tamaño del paso de mutación.
3.2.2. Modiﬁcaciones a la conﬁguración básica: una vez analizado el comporta-
miento del algoritmo con la conﬁguración básica, se deberán analizar con
detalle aquellos tipos de funciones en los que falla con mayor claridad y so-
bre estos casos se realizarán modiﬁcaciones en los parámetros del AE para
tratar de determinar si es un problema solucionable o es un fallo intrínseco
al algoritmo.
3.2.3. Comparación con otros algoritmos: los resultados obtenidos por el algoritmo
deberán ser comparados con los de otros caracterizados previamente utili-
zando este mismo procedimiento de caracterización de cara a relativizar las
conclusiones iniciales.
El siguiente capítulo está dedicado a la aplicación de este procedimiento de caracteriza-
ción. Para ello se utilizarán cuatro AEs sobre los que serán aplicados los pasos anteriores
realizando una caracterización formal de los mismos en términos de separabilidad y modali-
dad.
Capítulo 5
Aplicación del procedimiento de
caracterización
Este capítulo se centra en la aplicación del procedimiento de caracterización descrito en
el capítulo anterior. Se trata, fundamentalmente, de demostrar que la utilización de un proce-
dimiento formal como el propuesto proporciona una información sobre los AEs que resulta
de gran relevancia para su utilización por parte de los usuarios. Para ello, se han seleccionado
cuatro algoritmos. En primer lugar se estudiará un algoritmo genético con codiﬁcación real
(RCGA), fundamentalmente por ser el algoritmo más utilizado en el campo, el más cono-
cido por parte de los usuarios y una referencia de gran importancia a la hora de comparar
AEs. En los apartados siguientes se analizarán los algoritmos Covariance Matrix Adapta-
tion (CMA-ES) y Diﬀerential Evolution (DE) por ser los más referenciados en la actualidad,
ya que tanto en competiciones como en estudios comparativos han demostrado ser los más
potentes y rápidos. Finalmente, el cuarto apartado estará centrado en la caracterización del
algoritmo algoritmo macroevolutivo (MA), un algoritmo menos utilizado que los tres ante-
riores y que precisamente por eso ha sido seleccionado. Este algoritmo permitirá comprobar
las consecuencias de una caracterización formal como la que se propone sobre un algoritmo
nuevo y poco estudiado.
Para poder llevar a cabo la caracterización de estos cuatro algoritmos se aplicarán las
soluciones concretas propuestas en el capítulo anterior en cada una de las tres etapas del pro-
cedimiento. En consecuencia, las dos primeras etapas son comunes a los cuatro algoritmos:
1. Selección y caracterización del conjunto de funciones de prueba: se utilizará, como
conjunto de funciones prueba, el conjunto de funciones caracterizado en la sección
4.1.2 cuyas propiedades se resumen en las tablas 4.3, 4.4 y 4.5. Por tanto, los cuatro
algoritmos serán caracterizados en terminos de separabilidad y modalidad.
2. Selección de las medidas de error y rendimiento: en este apartado los resultados se-
rán analizados utilizando como medidas de error y rendimiento el CPEM, el SR y el
𝐺𝑁𝐸 . Estas medidas servirán para caracterizar el algoritmo en términos de rendimiento,
estabilidad y precisión.
La tercera etapa de estudio experimental consta de la ejecución y el análisis de resulta-
dos, es particular para cada algoritmo, y se describe con detalle en cada apartado del capítulo.
Estos apartados comienzan con una descripción del algoritmo a caracterizar incidiendo en la
inﬂuencia de sus parámetros sobre la estrategia de búsqueda. El análisis de los algoritmos se
realiza, en primer lugar, sobre su conﬁguración básica y, a continuación, modiﬁcando dicha
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conﬁguración básica para las funciones en las que se comporta erróneamente. Finalmente, se
analizarán los cuatro algoritmos propuestos comparativamente, de tal forma que los resulta-
dos obtenidos sean relativos y no absolutos, proporcionando así una caracterización práctica
para los usuarios.
5.1 Algoritmo genético para problemas de codiﬁcación real
(RCGA)
5.1.1 Descripción del algoritmo
Los algoritmos genéticos (AG) son la base de los algoritmos evolutivos y fueron presen-
tados inicialmente por John Holland y David Goldberg [Holland, 1975, Goldberg, 1989a].
La idea básica de estos algoritmos es mantener una población de cromosomas, los cuales
representan soluciones candidatas a un problema, que se evolucionan durante un proceso de
competición y variación controlada. Los AGs presentan una tasa de éxito muy alta en pro-
blemas de búsqueda y optimización.
Desde su aparición, los cromosomas de longitud ﬁja y de codiﬁcación binaria han domi-
nado los desarrollos en el campo de los AGs, ya que diversos estudios teóricos han demos-
trado su eﬁciencia y, además, la implementación es muy simple. Sin embargo, para muchos
problemas es necesario, y también natural, representar los genes de manera directa como nú-
meros reales. Estos problemas utilizan parámetros en dominios continuos y en ellos cada gen
representa una variable del problema. Utilizando parámetros de codiﬁcación real en vez de
binaria se dispone de dominios más amplios para las variables. Otra ventaja, cuando se utiliza
representación real, es su capacidad para explotar los cambios graduales de las funciones, es
decir que para pequeños cambios en las variables produzcan pequeños cambios en la función
de calidad.
En el ámbito de la codiﬁcación real, los operadores más importantes son los de mutación
y los de cruce, ya que el operador de selección no depende de la codiﬁcación del cromosoma.
Existen multitud de operadores de cruce y mutación para parámetros reales en AGs. En [He-
rrera et al., 1998,Herrera et al., 2003] los autores realizan una revisión formal de los mismos.
A la vista de las conclusiones aportadas por estos autores, en este trabajo se ha implementado
un AG con un cruce de tipo BLX-𝛼 [Eshelman and Schaﬀer, 1992] y la mutación no uniforme
de Michalewicz [Michalewicz, 1994]. A continuación se explican ambos operadores.
Cruce BLX-𝛼 Sean C1=(c11,…,c1𝑛) y C2=(c21,…,c2𝑛) dos cromosomas que han sido seleccio-
nados para aplicar sobre ellos el operador de cruce. Aplicando el operador BLX-𝛼 se genera
un nuevo individuo H=(h1,…,h𝑛), donde h𝑖 es un número seleccionado de forma aleatoria
utilizando una distribución uniforme dentro del intervalo [c𝑚𝑖𝑛-I⋅𝛼, c𝑚𝑎𝑥+I⋅𝛼], siendo c𝑚𝑖𝑛 =
min(c1𝑖 ,c2𝑖 ), c𝑚𝑎𝑥 = max(c1𝑖 ,c2𝑖 ) e I=c𝑚𝑎𝑥 - c𝑚𝑖𝑛.
En la ﬁgura 5.1 se muestra de forma esquemática el comportamiento de este operador. El
valor de 𝛼 se utiliza para determinar los límites de este intervalo. Puede tomar tanto valores
negativos como positivos. Cuando 𝛼 ≤ 0 el nivel de explotación es máximo, los individuos se
generan entre los dos padres haciendo que la población pierda diversidad y tendiendo hacia
la convergencia prematura. En caso contrario, cuando 𝛼 > 0, aumenta el nivel de exploración
y aumenta la diversidad en la población. Para conseguir un balance ideal entre exploración
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𝑐𝑚𝑖𝑛 𝑐𝑚𝑎𝑥
𝑐𝑚𝑖𝑛 − 𝛼 ⋅ 𝐼 𝑐𝑚𝑎𝑥 + 𝛼 ⋅ 𝐼
 -I
Figura 5.1: Representación del funcionamiento del cruce BLX-𝛼, todos los puntos en el in-
tervalo [c𝑚𝑖𝑛-I⋅𝛼, c𝑚𝑎𝑥+I⋅𝛼] tienen la misma probabilidad de ser escogidos.
y explotación, en [Herrera et al., 1998] los autores recomiendan un valor para 𝛼 de 0.5. De
esta forma, la probabilidad de generar un individuo entre los dos padres es la misma que la
de generarlo fuera de ellos.
Mutación no uniforme deMichalewicz Si C=(c1,…,c𝑛) es un cromosoma y c𝑖 ∈[a𝑖,b𝑖] un
gen que va a ser mutado, entonces:
𝑐 ′𝑖 = 
𝑐𝑖 + 𝛿(𝑡, 𝑏𝑖 − 𝑐𝑖) si 𝜏 = 0
𝑐𝑖 − 𝛿(𝑡, 𝑐𝑖 − 𝑎𝑖) si 𝜏 = 1
(5.1)
siendo t la generación actual del algoritmo, 𝜏 un número aleatorio cuyo valor puede ser 0 o
1, y 𝛿:
𝛿(𝑡, 𝑦) = 𝑦 ⋅ 1 − 𝑟
1−
𝑡
𝑡𝑚𝑎𝑥 
𝑏
 (5.2)
donde 𝑡𝑚𝑎𝑥 es el número máximo de generaciones del algoritmos genéticos de codiﬁcación
real (RCGA), r es un número aleatorio que pertenece al intervalo [0,1] y b es un parámetro
establecido por el usuario que determina el grado de dependencia del operador con el nú-
mero de generaciones transcurridas. La función 𝛿 devuelve un valor del intervalo [0,y]. La
probabilidad de que el valor devuelto sea cero crece a medida que avanzan las generaciones
del algoritmo. El operador hace una búsqueda uniforme en el espacio en las primeras gene-
raciones. A medida que estas avanzan se favorece la búsqueda local. Este comportamiento se
reﬂeja en las imágenes de la ﬁgura 5.2. En ellas se muestran los posibles valores devueltos
por la función 𝛿 dependiendo del valor de r, del parámetro b y del instante de la evolución
en el que nos encontremos. Con respecto la generación t en la cual se encuentre el algoritmo,
como se puede observar en las cuatro gráﬁcas, la probabilidad de obtener un valor cercano
a 0 crece a medida que pasan las generaciones. En cuanto al valor del parámetro 𝑏, cuando
este es bajo (véase las ﬁguras 5.2a y 5.2b) la probabilidad de generar valores cercanos a 0
decrece más lentamente que cuando el valor de b es alto (véase las ﬁguras 5.2c y 5.2d). Esto
se traduce en una mayor tendencia hacia la exploración de zonas no conocidas cuando los
valores de b son bajos y, por el contrario, una mayor tendencia hacia la explotación de solu-
ciones conocidas cuando los valores de b son altos. El valor de b también afecta al tamaño
del paso de mutación, valores bajos de b permiten pasos de mutación más largos que cuando
se trabaja con valores altos de este parámetro.
Por tanto, en este trabajo se caracterizará el comportamiento de un AG para problemas de
codiﬁcación real (RCGA). El pseudocódigo del mismo se presenta en el algoritmo 3. Además
de los operadores de cruce y mutación explicados anteriormente, este algoritmo utiliza un
operador de selección de tipo torneo con tamaño de ventana 2 y un operador de reemplazo
con elitismo. Los cromosomas se codiﬁcan en el rango [-1.0:1.0]. La implementación de este
algoritmo está diponible en la librería JEAF (www.gii.udc.es/jeaf).
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(d) Parámetro b = 10
Figura 5.2: Distintas situaciones para distintos valores del parámetro b en determinados ins-
tantes de la evolución. El eje x representa los valores que puede tomar la variable r. El eje y
representa el valor de la función 𝛿.
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Algoritmo 3 Esquema básico de un Algoritmo Genético
Entrada:
𝑁𝑃 , número de individuos de la población.
𝐷, número de genes de cada cromosoma.
𝑡𝑚𝑎𝑥, número máximo de generaciones.
𝑝𝑐 , probabilidad de cruce.
𝑝𝑚, probabilidad de mutación.
1: 𝑡 ← 0
2: Generar la población inicial de forma aleatoria: P(t) = {𝐱𝑖𝑡, ∀𝑖, 𝑖 = 1,… ,𝑁𝑃}
3: Evaluar: P(t) = {𝐱𝑖𝑡, ∀𝑖, 𝑖 = 1,… ,𝑁𝑃}
4: while 𝑡 < 𝑡𝑚𝑎𝑥 do
5: 𝑡 ← 𝑡 + 1
6: Seleccionar 𝑃(𝑡) a partir de 𝑃(𝑡 − 1)
7: for 𝑖 = 0 hasta𝑁𝑃/2 do
8: if 𝑝𝑐 ≤ 𝑟𝑎𝑛𝑑[0, 1) then
9: 𝐱2⋅𝑖𝑡 , 𝐱2⋅𝑖+1𝑡 = cruce(𝐱2⋅𝑖𝑡−1, 𝐱2⋅𝑖+1𝑡−1 )
10: else
11: 𝐱2⋅𝑖𝑡 , 𝐱2⋅𝑖+1𝑡 = 𝐱2⋅𝑖𝑡−1, 𝐱2⋅𝑖+1𝑡−1
12: end if
13: end for
14: for 𝑖 = 0 hasta𝑁𝑃 do
15: for 𝑗 = 0 hasta 𝐷 do
16: if 𝑝𝑚 ≤ 𝑟𝑎𝑛𝑑[0, 1) then
17: 𝑥𝑖𝑗,𝑡+1 = mutacion(𝑥𝑖𝑗,𝑡)
18: else
19: 𝑥𝑖𝑗,𝑡+1 = 𝑥𝑖𝑗,𝑡
20: end if
21: end for
22: end for
23: Evaluar P(t)
24: end while
5.1.2 Caracterización del RCGA
Como se comentó en la introducción del capítulo, partimos de que las dos primeras etapas
del procedimiento de caracterización ya han sido llevadas a cabo y se ha seleccionado el
conjunto de funciones prueba caracterizado en la sección 4.1.2 cuyas propiedades se resumen
en las tablas 4.3, 4.4 y 4.5. En cuanto a las medidas de error y rendimiento, se utilizarán
el CPEM, el SR y el 𝐺𝑁𝐸 . Describimos a continuación la tercera etapa del procedimiento
propuesto, el estudio experimental, que consta de ejecución y análisis de resultados.
Ejecución de las pruebas
Lo primero que se debe hacer es ejecutar el algoritmo sobre el conjunto de prueba si-
guiendo las indicaciones explicadas en 4.3.1. En la tabla 5.1 se muestran los parámetros es-
cogidos para la conﬁguración del RCGA siguiendo las indicaciones de [Herrera et al., 1998].
De esta forma, el algoritmo se conﬁgura para proporcionar un rendimiento contrastado en
problemas de optimización con parámetros reales.
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Operador Tipo Parámetro Valor
Selección Torneo Tamaño de ventana 2
Cruce BLX-𝛼 Probabilidad 60%Valor de 𝛼 0.5
Mutación No uniforme de Michalewicz Probabilidad 0.5%Valor de b 5
Tabla 5.1: Parámetros de conﬁguración utilizados para la caracterización del RCGA.
El único parámetro que no preﬁja el desarrollador es el tamaño de población, que se
debe realizar como parte de esta tercera etapa en todos los casos. En el siguiente apartado se
analizan los resultados obtenidos para el RCGA.
Análisis poblacional El objetivo de este análisis es el de obtener el tamaño óptimo de po-
blación con el cual el algoritmo obtiene los mejores resultados para cada función. Para llevar
a cabo este análisis se ejecutó el RCGA realizando un barrido en el tamaño de población
utilizando valores entre 10 y 300 con un salto de 10 individuos. En este caso, se realiza-
ron 54000 ejecuciones del algoritmo. Debido a la gran cantidad de datos generados, en este
trabajo únicamente se incluyen los resultados para el tamaño de población óptimo en cada
caso.
Como tamaño óptimo poblacional se ha escogido aquel que menor valor de CPEM ob-
tenga en cada función. A la vista de los resultados (véase la tercera columna de la tabla 5.2)
no es posible extraer una regla para determinar a priori el tamaño de población óptimo para
resolver una determinada función o tipo de función. Los tamaños de población obtenidos to-
man, en general, valores altos por encima de 50 individuos salvo en alguna excepción, como
son las funciones Penalized 1, Rastrigin, Rosenbrock, Schwefel y Step. Para analizar estas
excepciones con mayor detenimiento, en la ﬁgura 5.3 se muestra el valor de CPEM de es-
tas funciones en los casos en los que el tamaño de la población óptimo es menor que 50
individuos y, por lo tanto, no se corresponde con la tendencia que sigue el algoritmo. Como
se ve en esta ﬁgura, en las funciones Penalized 1, Rosenbrock, y Step todos los tamaños de
población obtienen el mismo nivel de error, como consecuencia de esto, es indiferente cuál
de ellos escoger para las ejecuciones. En el caso de las funciones Rastrigin y Schwefel hasta
tamaño de población 90 los resultados de CPEM tienen el mismo nivel de error que en los
casos de dimensión 10 y 30, por tanto, se podrían utilizar hasta 90 individuos sin empeo-
rar el rendimiento del algoritmo. De este análisis se extrae la conclusión general de que el
RCGA necesita tamaños de población altos para resolver las funciones que se le presentan.
Este resultado será contrastado en una sección posterior de comparación de algoritmos.
Análisis de resultados
Utilizando los tamaños de población óptimos obtenidos en el apartado anterior pasamos
a analizar el comportamiento del algoritmo RCGA siguiendo la metodología descrita en el
apartado 4.3.2.
En la tabla 5.2 se muestran los resultados obtenidos por este algoritmo para el conjunto
de funciones de prueba. Estos se organizan siguiendo el mismo orden que la tabla 4.1. Las
columnas de la tabla 5.2 muestran, de izquierda a derecha, el nombre de cada función, su
dimensión, el tamaño de la población que obtuvo el mejor resultado, la tasa de éxito, el valor
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Figura 5.3: Análisis de los casos excepcionales en el análisis poblacional del AG
de CPEM y el error genotípico. Como se mencionó en la sección 4.3.1, estos valores se
obtuvieron considerando que una ejecución está resuelta cuando el valor de CPEM es menor
que 10−6 y que cuanto menor es el valor de CPEM, mayor es la velocidad de convergencia
del algoritmo.
Tabla 5.2: Resultados obtenidos por el AG en las funciones del conjunto de prueba
Función D N SR CPEM 𝐺𝑁𝐸
Axis Parallel
10 110 1.00 1.55𝑒−7 ± 1.73𝑒−8 1.72𝑒−6 ± 4.05𝑒−7
30 130 1.00 2.21𝑒−7 ± 2.45𝑒−8 6.97𝑒−7 ± 1.33𝑒−7
50 130 1.00 4.27𝑒−7 ± 4.63𝑒−8 3.51𝑒−7 ± 5.68𝑒−8
Schwefel 2.22
10 100 1.00 1.66𝑒−7 ± 6.73𝑒−9 1.38𝑒−8 ± 3.02𝑒−9
30 140 1.00 2.36𝑒−7 ± 4.91𝑒−9 4.67𝑒−9 ± 6.18𝑒−10
50 150 1.00 6.10𝑒−7 ± 7.38𝑒−8 3.72𝑒−9 ± 1.30𝑒−9
Sphere
10 120 1.00 1.53𝑒−7 ± 9.18𝑒−9 3.20𝑒−6 ± 5.81𝑒−7
30 120 1.00 1.85𝑒−7 ± 1.41𝑒−8 1.83𝑒−6 ± 7.48𝑒−8
50 120 1.00 3.45𝑒−7 ± 2.79𝑒−8 1.42𝑒−6 ± 1.49𝑒−7
Step
10 90 1.00 6.29𝑒−8 ± 5.08𝑒−8 3.83𝑒−3 ± 9.03𝑒−4
30 120 1.00 9.02𝑒−8 ± 2.36𝑒−8 2.86𝑒−3 ± 4.97𝑒−4
50 10 1.00 1.01𝑒−7 ± 2.46𝑒−8 2.90𝑒−3 ± 2.11𝑒−4
SumOf
10 60 1.00 4.60𝑒−8 ± 1.73𝑒−8 7.22𝑒−2 ± 1.58𝑒−2
30 190 1.00 3.10𝑒−8 ± 5.00𝑒−9 1.78𝑒−1 ± 2.26𝑒−2
50 70 1.00 2.62𝑒−8 ± 6.72𝑒−9 2.74𝑒−1 ± 2.67𝑒−2
Easom 2 70 1.00 1.52𝑒−7 ± 3.12𝑒−8 8.46𝑒−4 ± 5.52𝑒−4
Schwefel 2.21
10 200 0.00 2.16𝑒−2 ± 4.64𝑒−2 1.39𝑒−4 ± 3.10𝑒−4
30 300 0.00 6.29𝑒−3 ± 4.29𝑒−3 3.72𝑒−5 ± 2.61𝑒−5
50 150 0.00 1.08𝑒−1 ± 2.88𝑒−2 6.42𝑒−4 ± 1.78𝑒−4
Colville 4 200 0.24 4.36𝑒−1 ± 8.28𝑒−1 3.31𝑒−2 ± 2.83𝑒−2
Matyas 2 140 1.00 1.60𝑒−7 ± 4.65𝑒−8 4.24𝑒−4 ± 3.32𝑒−4
Perm
10 90 0.00 7.80𝑒−2 ± 1.93𝑒−1 2.72𝑒−2 ± 9.87𝑒−3
30 220 0.00 1.38𝑒+0 ± 2.31𝑒+0 4.90𝑒−3 ± 2.62𝑒−3
50 160 0.00 2.75𝑒+0 ± 5.08𝑒+0 2.47𝑒−3 ± 7.65𝑒−4
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Tabla 5.2 -- continua desde la página anterior
Función D N SR CPEM 𝐺𝑁𝐸
Schwefel 1.2
10 200 0.00 2.71𝑒−1 ± 3.41𝑒−1 2.49𝑒−3 ± 1.82𝑒−3
30 170 0.00 3.99𝑒+1 ± 1.92𝑒+1 2.08𝑒−2 ± 5.23𝑒−3
50 100 0.00 3.98𝑒+2 ± 1.55𝑒+2 5.04𝑒−2 ± 1.05𝑒−2
Zakharov
10 200 0.32 7.66𝑒−5 ± 1.85𝑒−4 2.18𝑒−4 ± 3.00𝑒−4
30 120 0.00 5.63𝑒−1 ± 4.87𝑒−1 1.66𝑒−2 ± 7.61𝑒−3
50 70 0.00 1.56𝑒+1 ± 7.94𝑒+0 7.25𝑒−2 ± 1.74𝑒−2
Aluﬃ-Pentini's 2 60 1.00 6.64𝑒−8 ± 1.07𝑒−8 1.35𝑒−2 ± 8.23𝑒−3
Becker and Lago 2 60 1.00 7.51𝑒−8 ± 1.10𝑒−8 6.64𝑒−1 ± 3.21𝑒−1
Bohachevsky 1 2 60 1.00 9.62𝑒−8 ± 1.41𝑒−8 3.43𝑒−4 ± 1.79𝑒−4
Cosine Mixture
10 90 1.00 9.28𝑒−8 ± 1.56𝑒−8 8.70𝑒−5 ± 9.91𝑒−6
30 110 1.00 1.28𝑒−7 ± 1.42𝑒−8 4.93𝑒−5 ± 2.94𝑒−6
50 110 1.00 2.04𝑒−7 ± 1.48𝑒−8 3.83𝑒−5 ± 4.14𝑒−6
Rastrigin
10 110 1.00 6.15𝑒−7 ± 1.86𝑒−7 1.62𝑒−5 ± 2.71𝑒−5
30 100 0.72 6.29𝑒−6 ± 1.61𝑒−5 6.57𝑒−6 ± 8.80𝑒−6
50 30 1.00 5.38𝑒−7 ± 6.42𝑒−8 1.98𝑒−6 ± 2.73𝑒−7
Schwefel
10 120 0.96 5.40𝑒−2 ± 2.65𝑒−1 8.55𝑒−5 ± 4.13𝑒−4
30 100 0.92 7.06𝑒−5 ± 3.29𝑒−4 3.83𝑒−6 ± 8.11𝑒−6
50 30 1.00 4.39𝑒−7 ± 6.57𝑒−8 1.81𝑒−6 ± 3.48𝑒−7
Ackleys
10 110 1.00 2.21𝑒−7 ± 1.36𝑒−8 8.00𝑒−9 ± 1.19𝑒−9
30 130 1.00 2.93𝑒−7 ± 5.50𝑒−8 7.83𝑒−9 ± 5.41𝑒−10
50 140 0.96 7.67𝑒−7 ± 1.44𝑒−7 7.89𝑒−9 ± 5.21𝑒−10
Griewank 30 300 1.00 4.05𝑒−7 ± 9.47𝑒−9 1.71𝑒−6 ± 1.93𝑒−750 120 0.88 4.50𝑒−3 ± 1.35𝑒−2 3.39𝑒−4 ± 9.56𝑒−4
Levy
10 90 1.00 9.54𝑒−8 ± 2.34𝑒−8 1.21𝑒−4 ± 1.95𝑒−5
30 120 1.00 1.41𝑒−7 ± 1.15𝑒−8 7.21𝑒−5 ± 3.96𝑒−6
50 110 1.00 2.18𝑒−7 ± 1.46𝑒−8 5.53𝑒−5 ± 3.89𝑒−6
Penalized 1
10 100 1.00 1.34𝑒−7 ± 3.82𝑒−8 4.23𝑒−5 ± 9.02𝑒−6
30 130 1.00 1.87𝑒−7 ± 2.14𝑒−8 4.37𝑒−5 ± 3.53𝑒−6
50 20 1.00 2.58𝑒−7 ± 6.56𝑒−8 4.37𝑒−5 ± 8.22𝑒−6
Penalized 2
10 170 1.00 2.18𝑒−7 ± 9.73𝑒−8 1.88𝑒−5 ± 3.87𝑒−6
30 140 1.00 2.42𝑒−7 ± 7.67𝑒−8 1.03𝑒−5 ± 2.88𝑒−6
50 100 1.00 3.39𝑒−7 ± 2.67𝑒−8 9.36𝑒−6 ± 4.27𝑒−6
Beale 2 150 1.00 2.30𝑒−7 ± 7.47𝑒−8 3.15𝑒−2 ± 1.54𝑒−2
Bohachevsky 2 2 60 1.00 9.85𝑒−8 ± 2.06𝑒−8 7.69𝑒−4 ± 1.42𝑒−3
Dekkers and Aarts 2 50 1.00 4.38𝑒−8 ± 1.00𝑒−8 7.01𝑒−1 ± 4.88𝑒−1
Goldstein Price 2 80 1.00 1.13𝑒−7 ± 1.72𝑒−8 2.18𝑒−3 ± 1.37𝑒−3
Griewank 10 180 0.48 1.03𝑒−2 ± 1.25𝑒−2 2.36𝑒−3 ± 2.48𝑒−3
Hartman 3 3 50 1.00 3.77𝑒−8 ± 6.63𝑒−9 8.48𝑒−2 ± 4.02𝑒−2
Hartman 6 6 120 0.92 1.01𝑒−2 ± 3.43𝑒−2 3.38𝑒−1 ± 4.31𝑒−1
Rosenbrock
10 190 0.00 5.28𝑒+0 ± 2.51𝑒+0 3.25𝑒−2 ± 2.25𝑒−2
30 20 0.00 2.38𝑒+1 ± 1.84𝑒+1 9.52𝑒−2 ± 6.81𝑒−2
50 10 0.00 3.03𝑒+1 ± 3.47𝑒+1 6.71𝑒−2 ± 5.43𝑒−2
Kowalik's 4 180 0.00 5.13𝑒−4 ± 1.44𝑒−4 3.98𝑒−1 ± 1.59𝑒−1
Shekel Family 5 4 110 0.72 2.09𝑒+0 ± 3.35𝑒+0 2.40𝑒−1 ± 2.30𝑒−1
Shekel Family 7 4 180 0.84 9.66𝑒−1 ± 2.29𝑒+0 1.90𝑒−2 ± 5.53𝑒−2
Shekel Family 10 4 150 0.96 2.68𝑒−1 ± 1.31𝑒+0 8.10𝑒−3 ± 3.97𝑒−2
Shekel's Foxholes 2 60 0.88 1.19𝑒−1 ± 4.28𝑒−1 7.46𝑒−2 ± 1.00𝑒−1
SixHump Camel Back 2 50 1.00 5.57𝑒−8 ± 8.02𝑒−9 1.10𝑒−1 ± 9.73𝑒−2
Conﬁguración básica En primer lugar, se analiza el RCGA utilizando la conﬁguración
propuesta por [Herrera et al., 1998]. Teniendo en cuenta los resultados de la tabla 5.2 y las
características de separabilidad y modalidad de las funciones, queda claro que la separabi-
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lidad es la característica que afecta en mayor medida al comportamiento del RCGA. Por un
lado, el algoritmo resuelve todas las funciones L-Separables y NL-Separables, excepto la
función Schwefel 2.21. Por el contrario, presenta problemas para resolver las funciones No-
Separables. El RCGA obtiene una tasa de éxito del 100% en 7 funciones de 8 de muy baja
dimensionalidad 𝐷 = 2 y 𝐷 = 3, siendo 𝐷 la dimensión del problema. Los resultados em-
peoran a medida que crecen las dimensiones. Estos resultados generales serán analizados con
mayor detalle en los siguientes párrafos.
En las funciones Rastrigin y Schwefel, ambas de tipo L-Separables, la tasa de éxito es
menor que el 100%, lo cual indica que hay algunas ejecuciones que no se resuelven. Concre-
tamente, la función Rastrigin para dimensión 30 tiene un SR del 72% y la función Schwefel
para dimensiones 10 y 30 obtiene un SR del 96% y el 92%, respectivamente. Para analizar
el caso de la función Rastrigin se debe considerar el valor del error genotípico. Como se
comentó en la sección 4.2, no se pueden obtener conclusiones acerca del comportamiento
del algoritmo analizando únicamente el error genotípico, pero en este caso se puede utilizar
comparándolo con el resultado obtenido para dicha función con otras dimensiones. El RCGA
obtiene un error genotípico de 1.62𝑒−5 para dimensión 10 y 1.98𝑒 − 6 para dimensión 50,
mientras que en el caso problemático (dimensión 30) el valor obtenido es 6.57𝑒 − 6. Este
valor indica que la solución está cerca del óptimo. De hecho, la razón principal de los fallos
del RCGA en esta función es que el algoritmo necesita más generaciones para resolverla. En
la ﬁgura 5.4a se muestra como permitiendo más evaluaciones el algoritmo alcanza el valor de
calidad considerado óptimo. En esta ﬁgura la línea negra marca el límite de evaluaciones per-
mitido en este procedimiento experimental para que la posterior comparación de algoritmos
sea justa. Lo mismo ocurre en la función Schwefel para dimensiones 10 y 30. Comparando el
error genotípico obtenido en estas dimensiones (8.55𝑒−5 y 3.83𝑒−6) con el error genotípico
para dimensión 50 (1.81𝑒−6), donde el SR es de un 100%, los valores obtenidos indican que
las soluciones están cerca del óptimo. En las ﬁguras 5.4b y 5.4c se muestra el comportamiento
del RCGA ante la función Schwefel permitiendo al algoritmo un número mayor de genera-
ciones, donde de nuevo se conﬁrma que el criterio de parada utilizado perjudica al RCGA,
aunque con un mayor número de generaciones, la respuesta del algoritmo en funciones de
tipo L-Separables sería totalmente satisfactoria.
A partir de la información obtenida utilizando el algoritmo de multimodalidad presentado
en la sección 4.1.3 que se muestra en la tabla 4.4, se puede observar que el centro de atracción
más amplio de la función Schwefel no es el óptimo, lo cual explica por qué esta función es
más difícil que otras funciones L-Separables. Esta característica provoca que esta función sea
más difícil de resolver, no solamente para un RCGA(comprobaremos en análisis posteriores
que esta característica afecta a otros AEs). Existen más funciones en el conjunto de prueba
con esta característica que serán comentadas más adelante. Para comprender claramente el
comportamiento de un algoritmo en funciones L-Separables, es necesario analizar profun-
damente sus operadores, cómo funcionan y la inﬂuencia de los parámetros. Está demostrado
que la optimización de cada parámetro en procesos independientes es la mejor estrategia para
resolver las funciones L-Separables [Sutton et al., 2007]. Para seguir esta estrategia, los al-
goritmos deben modiﬁcar únicamente un parámetro del genotipo en cada generación. A este
tipo de movimiento sobre el espacio de calidad se le denomina búsqueda ortogonal debido a
que la trayectoria que sigue el genotipo en el espacio de calidad es siempre ortogonal a uno de
los ejes de coordenadas. Obviamente, si se modiﬁca más de un gen o parámetro del genotipo
en cada generación se pierde esta ortogonalidad. Se puede establecer un nivel de ortogonali-
dad en la búsqueda dependiendo del número de genes que se modiﬁcan en cada generación.
El RCGA es capaz de controlar este nivel de ortogonalidad utilizando los operadores de cruce
114 5.1. RCGA
10−6
10−3
100
103
0 15 30
Ca
lid
ad
(s.
u.,
lo
g.)
Número de FEs (⋅10−4)
(a) Función Rastrigin 𝑛 = 10
10−6
10−3
100
103
0 5 10 15
Número de FEs (⋅10−4)
(b) Función Schwefel 𝑛 = 10
10−6
10−3
100
103
0 15 30
Número de FEs (⋅10−4)
(c) Función Schwefel 𝑛 = 30
Figura 5.4: Evoluciones del AG sin límite de evaluaciones para las funciones Rastrigin y
Schwefel. La línea roja representa la evolución de la calidad del mejor individuo y la línea
verde la evolución de la calidad media de la población. La línea vertical negra representa el
límite de evaluaciones permitidas en las pruebas de este trabajo.
y mutación. Una probabilidad de mutación de un 5% y una probabilidad de cruce del 60%,
utilizadas en las pruebas de este trabajo, provocan que la probabilidad de no alterar el valor
de un gen sea de un 39.8% ((1 − 0.60) × (1 − 0.005)), y esto favorece al RCGA a la hora de
resolver funciones L-Separables como muestra los datos de la tabla de resultados.
En el caso de las funciones NL-Separables, el RCGA no es capaz de resolver algunas
ejecuciones de las funciones Ackleys y Griewank para dimensión 50, con una SR del 96% y
el 88% respectivamente. La función Ackleys no representa ningún problema, ya que su error
genotípico en dimensión 50 (7.89𝑒−9), es similar al error genotípico de dimensión 10 y 30
(7.93𝑒−9 y 8.00𝑒−9) donde el SR es del 100%. De hecho, la ejecución de la función Ackleys
que se considera no resuelta obtiene un CPEM de 1.31𝑒−6, lo cual es casi un éxito. Teniendo
en cuenta la modalidad y la información de la tabla 4.4, la función Ackleys es la que mayor
número de centros de atracción presenta (65𝑛). Este resultado puede hacer pensar que dicha
función es la de mayor diﬁcultad, sin embargo, tras los resultados obtenidos se puede concluir
que el número de centros de atracción no es la propiedad que deﬁne la diﬁcultad de una fun-
ción. En esta función, a pesar del elevado número de centros de atracción, la distribución de
los mismos (véase ﬁgura 4.20) facilita el proceso de búsqueda. La función Griewank tiene el
mismo problema que ya fue comentado anteriormente la función Schwefel: el centro de atrac-
ción más amplio no es el óptimo. Esto provoca que el RCGA converja con mayor facilidad
en óptimos locales que otras funciones que no presentan esta característica.
Donde realmente falla el RCGA, centrándonos en las funciones NL-Separables, es en
las funciones Schwefel 2.21 y Griewank. Para analizar estos casos tendremos en cuenta la
modalidad de la funciones y la información extraída de la aplicación de los algoritmos de
modalidad de la sección 4.1.3 que se presenta en las tablas 4.4 y 4.5. La función Schwefel
2.21 es unimodal y como puede verse en la tabla 4.5 la longitud del camino hasta el óptimo
es muy larga. Esta característica degrada el rendimiento del RCGA debido al modo en que
este algoritmo ajusta el paso de mutación. Como veremos más adelante, esta característica
no afecta solamente al RCGA sino que también afecta a otros AEs, aunque no siempre en
la misma medida ya que cada AE tiene su modo de ajustar el paso de mutación. La función
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Griewank es multimodal y, observando la información obtenida tras el análisis de multimo-
dalidad, el centro de atracción del óptimo global no es el que tiene el mayor tamaño. Esto
representa un problema para el RCGA ya que el proceso de búsqueda tiende hacia el centro
de atracción de mayor tamaño y no hacia el óptimo. Como resultado, un 12% de las ejecu-
ciones en el caso de dimensión 50 convergen hacia óptimos locales. A pesar de estos dos
casos, el comportamiento general del RCGA en las funciones NL-Separables es exitoso, lo
cual es lógico considerando que el proceso de búsqueda en este tipo de funciones es muy si-
milar al que debe seguirse en las funciones L-Separables. Las dependencias entre parámetros
determinan solamente la forma del espacio de calidad, pero no el valor del punto óptimo. En
consecuencia, durante el proceso de optimización, el algoritmo debe buscar el mismo valor
para una determinada variable, independientemente del valor de otros genes. De nuevo, este
proceso se realiza mejor buscando en direcciones ortogonales, es decir, modiﬁcando solo
algunos parámetros del cromosoma en cada generación.
Las funciones No-Separables son las que mayores diﬁcultades presentan para el RCGA
debido a las fuertes dependencias entre sus parámetros. Como se muestra en la tabla 5.2,
el RCGA obtiene resultados pobres en estas funciones, resolviendo con una tasa de éxito
del 100% solamente 7 de 19 funciones (6 de 2 dimensiones y 1 función de 3 dimensiones).
Los resultados se degradan a medida que crece el número de parámetros de las funciones.
Concretamente, resuelve 1 función de 2 dimensiones con un SR del 88% (Shekel's Foxholes),
3 funciones de dimensión 4 (Shekel Family 5 con un 72%, Shekel Family 7 con un 84%, Shekel
Family 10 con un 96%) y 1 función de dimensión 6 (Hartman 6 con un 92%). En el resto de los
casos las tasas de éxito se encuentran entre el 0% (no resuelve ninguna ejecución) y un 48%
(resuelve la mitad de las pruebas ejecutadas). Estas funciones son: 1 función de dimensión
4 (Colville) y todas las funciones de dimensión mayor que 10 (Perm, Schwefel, Zakharov,
Griewank y Ronsenbrock). Además de la no separabilidad, para analizar las razones de estos
resultados es necesario tener en cuenta la modalidad del espacio de calidad. En el caso de las
funciones unimodales debemos ﬁjarnos en la longitud del camino hasta el óptimo (tabla 4.5),
como se hizo anteriormente con la función Schwefel 2.21. Según los datos de esta tabla las
funciones Perm, Schwefel 1.2 y Zakharov (de alta dimensionalidad) y la función Colville (de
dimensión cuatro) tienen los caminos hasta el óptimo más largos. Como ya se comentó en el
caso de la función Schwefel 2.21, el ajuste del paso de mutación hace que el RCGA sea lento
a la hora de resolver estas funciones y que en muchos casos no llegue a resolverlas.
Siguiendo con el análisis de modalidad, teniendo en cuenta las funciones multimodales
de baja dimensionalidad y los resultado la tabla 4.4, las funciones No-Separables se pueden
dividir en dos grupos: aquellas donde el centro de atracción óptimo no es el de mayor tamaño
y aquellas en las que sí. En el primer grupo se incluyen las funcionesGriewank de dimensión
10, Hartman 6 de dimensión 6, Shekel Family 5 y Kowaliks de dimensión 4. Las tasas de
éxito de estas funciones son 48%, 92%, 72% y 0%, respectivamente. En el segundo grupo
de funciones, aquellas en las que el centro de atracción óptimo sí es el de mayor tamaño, se
incluyen las funciones Shekel Family 7 (dimensión 4, SR 84%), Shekel Family 10 (dimen-
sión 4, SR 96%) y Shekel's Foxholes (dimensión 2, SR 88%). En ambos casos, teniendo en
cuenta los valores obtenidos de CPEM y error genotípico además de la tasa de éxito, las eje-
cuciones no resueltas convergen hacia los óptimos locales. El rendimiento empeora en menor
medida en el segundo grupo de funciones, debido a que éstas no son deceptivas, es decir el
centro de atracción de mayor tamaño es el centro de atracción del óptimo y el proceso de
búsqueda tiende hacia él. Por lo tanto, en general, estos valores en cuanto al SR indican que
este algoritmo no debería ser recomendado cuando se trabaje con funciones No-Separables,
especialmente cuando estas son multimodales.
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Resumiendo, en general, los malos resultados indican que este algoritmo no debe ser re-
comendado en el caso de tratar de resolver una función no separable. Más concretamente, el
algoritmo tampoco es aconsejable si además de tratarse de una función no separable esta es
unimodal con un camino largo hasta el óptimo o multimodal con el centro de atracción más
amplio diferente al del óptimo 1. La principal razón detrás de estos resultados es que, para
resolver funciones no separables, un algoritmo debe aprender las dependencias entre paráme-
tros, lo que no ocurre en el caso de los operadores del RCGA ya que no utiliza información
de otros genes del cromosoma para generar nuevos valores.
Resumiendo, los resultado obtenidos por el RCGA utilizando su conﬁguración básica
permiten realizar la siguiente caracterización del mismo:
• Su rendimiento es satisfactorio en las funciones L-Separables y NL-Separables debido
a su capacidad para buscar en direcciones ortogonales.
• Presenta problemas en las funciones No-Separables porque no tiene en cuenta las de-
pendencias entre genes durante el proceso de optimización. El rendimiento empeora
a medida que crecen las dimensiones: cuando las dimensiones del problema son 10 o
más el RCGA nunca resuelve las funciones del conjunto de prueba.
• En funciones multimodales, la presencia de centros de atracción más amplios que el
óptimo o un número elevado de centros de atracción reducen las probabilidades de en-
contrar el óptimo. Esto ocurre tanto en funciones L/NL-Separables como en funciones
No-Separables. En las primeras, ocurre solamente en algunas ejecuciones y cuando
la dimensionalidad es baja. En las segundas, el RCGA presenta un mayor número de
fallos y además también se dan en funciones de baja dimensionalidad.
• En funciones unimodales, un camino hasta el óptimo de longitud elevada provoca que
el rendimiento del RCGA empeore sin importar la separabilidad. Esto es debido a que
la estrategia de búsqueda del RCGA no permite un buen ajuste dinámico del paso de
mutación durante la optimización.
Variaciones sobre la conﬁguración básica En la sección anterior se han explicado los re-
sultados obtenidos por el RCGA utilizando los parámetros recomendados en [Herrera et al.,
1998] cuyo resultado está contrastado en este tipo de problemas. Sin embargo, como aca-
bamos de observar, existen funciones dentro del conjunto de prueba utilizado que con dicha
conﬁguración no se resuelven. En esta sección se analizaran estas funciones y, utilizando las
conclusiones obtenidas en la sección anterior sobre el comportamiento de este algoritmo, se
intentará ajustar los parámetros del algoritmo para tratar de mejorar los resultados obtenidos.
En primer lugar se identiﬁcarán las funciones no resueltas y se analizarán sus caracterís-
ticas. Concretamente, el RCGA utilizado en este trabajo no resuelve las siguientes funciones:
• En cuanto a funciones unimodales, no resuelve las funciones Perm, Schwefel 2.21, Col-
ville, Schwefel 1.2 y Zakharov. Todas son No-Separables excepto la función Schwefel
2.21. En la clasiﬁcación de longitud de camino al óptimo, las cuatro primeras funciones
ocupan los primeros puestos de la misma. La función Zakharov ocupa el séptimo lugar
de trece funciones analizadas y su longitud de camino, 220.41, está por debajo de la
media de las funciones analizadas (siendo la media 315.37).
1Esta recomendación es válida. al menos, utilizando los operadores y la conﬁguración indicada en [Herrera
et al., 1998].
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Función D N FEs SR CPEM 𝐆𝐍𝐄
Schwefel 2.21
10 200 10000 ⋅ 𝑛 0.20 2.16𝑒−2 ± 4.64𝑒−2 1.39𝑒−4 ± 3.10𝑒−4100000 ⋅ 𝑛 0.48 3.07𝑒−3 ± 5.51𝑒−3 1.70𝑒−5 ± 3.10𝑒−5
30 300 10000 ⋅ 𝑛 0.00 6.29𝑒−3 ± 4.29𝑒−3 3.72𝑒−5 ± 2.61𝑒−5100000 ⋅ 𝑛 1.00 1.10𝑒−7 ± 1.87𝑒−8 5.69𝑒−9 ± 5.89𝑒−10
50 150 10000 ⋅ 𝑛 0.00 1.08𝑒−1 ± 2.88𝑒−2 6.42𝑒−4 ± 1.78𝑒−4100000 ⋅ 𝑛 0.80 9.43𝑒−7 ± 3.08𝑒−7 6.35𝑒−9 ± 1.40𝑒−9
10000 ⋅ 𝑛 0.00 2.71𝑒−1 ± 3.41𝑒−1 2.49𝑒−3 ± 1.82𝑒−310 200 100000 ⋅ 𝑛 1.00 3.16𝑒−7 ± 5.17𝑒−8 5.77𝑒−6 ± 3.03𝑒−7
10000 ⋅ 𝑛 0.00 3.99𝑒+1 ± 1.92𝑒+1 2.08𝑒−2 ± 5.23𝑒−330 170 100000 ⋅ 𝑛 1.00 4.19𝑒−8 ± 3.59𝑒−8 3.46𝑒−6 ± 8.24𝑒−8
10000 ⋅ 𝑛 0.00 3.98𝑒+2 ± 1.55𝑒+2 5.04𝑒−2 ± 1.05𝑒−2
Schwefel 1.2
50 100 100000 ⋅ 𝑛 0.00 1.43𝑒−4 ± 7.31𝑒−5 3.09𝑒−5 ± 8.98𝑒−6
Zakharov
10 200 10000 ⋅ 𝑛 0.32 7.66𝑒−5 ± 1.85𝑒−4 2.18𝑒−4 ± 3.00𝑒−4100000 ⋅ 𝑛 1.00 1.21𝑒−7 ± 5.12𝑒−8 4.06𝑒−5 ± 2.03𝑒−6
30 120 10000 ⋅ 𝑛 0.00 5.63𝑒−1 ± 4.87𝑒−1 1.66𝑒−2 ± 7.61𝑒−3100000 ⋅ 𝑛 1.00 3.83𝑒−7 ± 5.45𝑒−8 2.42𝑒−5 ± 1.42𝑒−7
50 70 10000 ⋅ 𝑛 0.00 1.56𝑒+1 ± 7.94𝑒+0 7.25𝑒−2 ± 1.74𝑒−2100000 ⋅ 𝑛 0.00 1.08𝑒−3 ± 1.34𝑒−3 5.47𝑒−4 ± 2.89𝑒−4
Tabla 5.3: Comparación de los resultados del GA en las funciones Schwefel 2.21, Schwefel
1.2 y Zakharov incrementando el número de FEs permitidas de 10000 ⋅ 𝑛 a 100000 ⋅ 𝑛.
• Por otro lado, las funciones Kowaliks, Griewank, Shekel Family 5 y Rosenbrock son
funciones multimodales, todas ellas No-Separables. En las tres primeras, el centro de
atracción óptimo no es el de mayor tamaño. No ocurre lo mismo en la función Rosen-
brock, esta función presenta nueve centros de atracción, dos de ellos son los principales
y ambos presentan tamaños similares, aunque el óptimo es de mayor tamaño.
Como ya ha sido mencionado en el desarrollo de este trabajo, las funciones unimodales
presenta un único óptimo global, y por tanto, es posible alcanzarlo desde cualquier punto del
espacio de calidad. Dado el caso de que un AE no resuelva una función unimodal, esto puede
deberse a dos motivos: la velocidad de convergencia del algoritmo es lenta o la población
converge hacia una solución no óptima por falta de información de gradiente en el espacio
de calidad. Para detectar cuál de los dos problemas anteriores ocurre durante las ejecuciones
realizadas en necesario examinar las gráﬁcas de evolución. Las gráﬁcas que se presentan en
las ﬁguras 5.5 y 5.6 representan las evoluciones ejecutadas para las funciones unimodales que
presentan problemas al ser resueltas mediante el RCGA utilizado. Como ya se ha visto en la
sección anterior, el RCGA utilizado en este trabajo presenta una velocidad de convergencia
lenta. Lo cual representa un inconveniente al trabajar con un test de parada que limita el nú-
mero de evaluaciones, y como consecuencia, el número de generaciones ejecutadas. Uno de
los motivos de esta lentitud es su requisito poblacional, ya que, generalmente este algoritmo
necesita más individuos que otros AEs. Ya ha sido demostrado como ciertas ejecuciones de
las funciones Rastrigin o Schwefel no se resuelven en el número de FEs establecidas, pero
que pueden ser resueltas si se permiten algunas iteraciones más del algoritmo. Estudiando
las gráﬁcas de evolución de las funciones unimodales (ver ﬁguras 5.5 y 5.6) que el RCGA no
resuelve, se puede concluir que esto mismo ocurre en las funciones Schwefel 2.21, Schwefel
1.2 y Zakharov. La velocidad de convergencia de estas funciones es lenta y, una vez alcan-
zado el límite de FEs permitido, la población no ha convergido en una solución no óptima.
Aumentando el límite de FEs permitidos hasta 100000⋅𝑛 evaluaciones, siendo 𝑛 la dimensión
del problema, obtenemos los resultados que se presentan en la tabla 5.3.
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Figura 5.5: Ejecuciones realizadas para las funciones unimodales Schwefel 2.21, Schwefel 1.2
y Zakharov. El eje x representa el número de FEs ejecutadas. El eje y representa el valor de
calidad del mejor individuo de la población en escala logarítmica.
Capítulo 5. Aplicación del procedimiento de caracterización 119
10−6
10−4
10−2
100
102
0 5 10
Ca
lid
ad
(s.
u.,
lo
g)
FEs (⋅104)
(a) Perm D10
10−6
10−4
10−2
100
102
0 15 30
FEs (⋅104)
(b) Perm D30
10−6
10−4
10−2
100
102
0 25 50
FEs (⋅104)
(c) Perm D50
10−6
10−4
10−2
100
102
0 2 4
Ca
lid
ad
(s.
u.
,l
og
)
FEs (⋅104)
(d) Colville D4
Figura 5.6: Ejecuciones realizadas para las funciones unimodales Perm y Colville. El eje x
representa el número de FEs ejecutadas. El eje y representa el valor de calidad del mejor
individuo de la población en escala logarítmica.
Como muestran los resultados de dichas tablas, la hipótesis planteada a partir de la ob-
servación de las gráﬁcas de evolución de la calidad era cierta y, suavizando el test de parada,
permitiendo un númeromayor de FEs, los resultados de todas las ejecucionesmejoran. Única-
mente destacar cuatro casos, la función Schwefel 2.21 para dimensión 10 y todas las funciones
para dimensión 50. En el primero de ellos (Schwefel 2.21 D10), a pesar de la mejora, en las
ejecuciones realizadas para dimensión 10 continúan existiendo algunas que no se resuelven.
Este comportamiento será analizado más adelante con el resto de funciones unimodales. En
dimensión 50, las tres funciones analizadas mejoran su valor de CPEM aunque ninguna ob-
tiene un SR del 100%. Si se analizan los valores de 𝐺𝑁𝐸 y se comparan con los obtenidos
para dimensión 30, donde sí se resuelven todas las ejecuciones, se observa que los valores
obtenidos son muy cercanos. Por lo tanto, es posible concluir que aumentando el valor de
FEs el algoritmo resolvería todas las ejecuciones realizadas.
Resumiendo, en el caso de las funciones Schwefel 2.21, Schwefel 1.2 y Zakharov, la ve-
locidad de convergencia lenta del RCGA no permite que estas funciones sean resueltas en el
tiempo establecido.
De las funciones unimodales presentadas inicialmente, la función Colville y la función
Perm no presentaban este problema. Además, en el caso de la función Schwefel 2.21 hay
ejecuciones que no se resuelven aunque se incremente el número de FEs. El problema en
estos casos es que la población converge demasiado rápido debido a la falta de información
de gradiente en el espacio de calidad. Son funciones que presentan amplias planicies y esta
característica es muy perjudicial para el rendimiento del RCGA. De estas tres funciones, la
función Schwefel 2.21 es NL-Separable y las funciones Colville y Perm son No-Separables.
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Figura 5.7: Análisis de separabilidad: Función Schwefel 2.21
D N 𝐩𝐜𝐫 SR CPEM 𝐆𝐍𝐄
10 200 60% 0.48 3.07𝑒−3 ± 5.51𝑒−3 1.70𝑒−5 ± 3.10𝑒−580% 1.00 6.24𝑒−7 ± 5.62𝑒−8 5.61𝑒−9 ± 8.11𝑒−10
Tabla 5.4: Comparación de los resultados del GA para la función Schwefel 2.21 cuando se
incrementa la probabilidad de cruce de un 60% a un 80%.
Como se demostró en el apartado anterior, el RCGA no presenta problemas destacables a
la hora de resolver las funciones NL-Separables, por esto, en principio, la función Schwefel
2.21 no debería representar ningún problema. Sin embargo, las dependencias entre variables
de esta función hacen que, dependiendo de los valores que tomen las variables, aparezcan su-
perﬁcies planas sin información de gradiente, como se observa en la gráﬁca de separabilidad
de la ﬁgura 5.7. En este caso particular, la búsqueda en direcciones ortogonales que favorece
a las funciones NL-Separables es contraproducente. Por este motivo, para evitar este tipo de
búsqueda y favorecer la búsqueda en direcciones diagonales se debería aumentar la proba-
bilidad de cruce del RCGA. Los resultados que se muestran en la tabla 5.4 se han obtenido
tras aumentar dicha probabilidad del 60% al 80%. Se observa en dicha tabla que ahora el SR
obtenido para la función Schwefel 2.21 es del 100%.
Teóricamente, un aumento en la probabilidad de cruce debería favorecer también a las
funciones Colville y Perm que presentan las misma topología con planicies que la función
Schwefel 2.21. Sin embargo, esto no ocurre. Ambas funciones sonNo-Separables y además de
un proceso de búsqueda en direcciones diagonales sería necesario un mecanismo que fuese
capaz de aprender las dependencias entre variables para obtener resultados mejores a los
obtenidos con la conﬁguración original. El RCGA utilizado en este trabajo no tiene este tipo
de mecanismo y los operadores modiﬁcan cada gen con independencia de las modiﬁcaciones
realizadas a otros genes del cromosoma.
Las funciones Kowaliks, Griewank, Rosenbrock y Shekel Familiy 5 son multimodales y
No-Separables. Al ser no separables, la primera hipótesis que se plantea es que aumentando
la probabilidad de cruce y mutación los resultados de estas funciones mejorarán ya que, du-
rante el proceso de búsqueda, se tenderá hacia direcciones diagonales y no ortogonales, lo
cual favorece a los algoritmos en funciones No-Separables. Además, aumentando estas pro-
babilidades, el nivel de exploración también aumenta, lo cual favorece a los algoritmos en
funciones multimodales. Sin embargo, debido a los distintos tipos de multimodalidad que
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D N 𝐩𝐜𝐫 SR CPEM 𝐆𝐍𝐄
10 180 60% 0.48 1.02𝑒−2 ± 1.25𝑒−2 2.36𝑒−3 ± 2.48𝑒−380% 1.00 1.97𝑒−7 ± 3.68𝑒−8 9.17𝑒−5 ± 1.35𝑒−5
Tabla 5.5: Comparación de los resultados del GA para la función Griewank cuando se incre-
menta la probabilidad de cruce de un 60% a un 80%.
presentan estas funciones, estos cambios de conﬁguración solamente favorecen a la función
Griewank. Los resultados obtenidos por dicha función tras aumentar la probabilidad de cruce
de un 60% a un 80% se muestran en la tabla 5.5. Como se muestra en la tabla, aumentando la
probabilidad de cruce y, como consecuencia, el nivel de exploración, el algoritmo resuelve
ahora todas las ejecuciones de la función.
No ocurre lo mismo en las tres funciones restantes (funciónKowaliks, Rosenbrock, Shekel
Family 5), donde el nivel de no separabilidad es mayor que en la función Griewank. Además,
son funciones no simétricas en cuanto a modalidad, al contrario que la función Griewank
donde los centros de atracción se distribuyen simétricamente en el espacio de calidad. En
estos tres casos, la población converge muy rápidamente hacia un óptimo local ya que sus
centros de atracción son de mayor tamaño que el óptimo o, como ocurre en la función Ro-
senbrock, no siendo el mayor, es de tamaño considerable comparativamente. Al aumentar la
probabilidad de cruce, aumentando así el nivel de exploración, mejora la variabilidad me-
dia de la población pero el algoritmo continua convergiendo hacia óptimos locales. En estos
casos también se ejecutó el algoritmo aumentando el paso de mutación, disminuyendo el pa-
rámetro 𝑏 del valor por defecto 5 a un valor de 1. Ejecutando el RCGA con esta conﬁguración
sobre las tres funciones anteriores, la población no converge pero continua sin resolverlas.
Lo mismo ocurre si se disminuye el paso de mutación incrementando el valor del parámetro
𝑏 de un valor de 5 a un valor de 7. Con este análisis se llega a la conclusión de que la no se-
parabilidad de estas funciones provoca que el RCGA utilizado no las resuelva ya que, como
se ha repetido en este trabajo, no aprende dependencias entre variables, clave para el éxito de
los algoritmos en este tipo de funciones.
En esta sección, el procedimiento de caracterización desarrollado en este trabajo ha sido
aplicado a un algoritmo genético con operadores de codiﬁcación real. En un primer análisis,
se utilizaron los parámetros de conﬁguración recomendados en [Herrera et al., 1998]. Tras
este análisis se establecieron qué características concretas de las funciones afectan en mayor
medida al rendimiento del algoritmo. Concretamente, los tipos de funciones no recomen-
dadas son: las funciones unimodales de camino largo, las funciones multimodales donde el
centro de atracción óptimo no es el de mayor tamaño y las funciones no separables. Teniendo
en cuenta la estrategia de búsqueda del algoritmo y los tipos de funciones no resueltas, se
realizó un segundo análisis. Los parámetros del algoritmo y las condiciones de ejecución del
procedimiento de caracterización se ajustaron para tratar de resolver estas funciones. Para
ajustar estos parámetros se tuvieron en cuenta las características de balance de exploración /
explotación, la presión selectiva, el paso de mutación y las direcciones de búsqueda. Se resol-
vieron todas las funciones analizadas excepto aquellas que son No-Separables. Además de la
búsqueda en direcciones diagonales, este tipo de funciones requiere que los operadores de los
algoritmos tengan algún tipo de mecanismo que ajuste los genes de los cromosomas teniendo
en cuenta las dependencias entre los mismos. Los operadores utilizados en este RCGA no
presentan esta característica, por lo tanto su rendimiento en funciones de tipo No-Separable
será pobre.
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5.2 Covariance Matrix Adaptation - Evolutionary Strategy
(CMA-ES)
5.2.1 Descripción del algoritmo
El algoritmo CMA-ES es un algoritmo evolutivo propuesto originalmente para la opti-
mización de funciones no lineales y no convexas en dominios continuos. La primera versión
fue presentada por Nikolaus Hansen y Andreas Ostermeier [Hansen and Ostermeier, 2001].
Este algoritmo utiliza una distribución normal multivariada para generar la nueva población
generación tras generación. El CMA-ES es una aproximación de segundo orden, es decir,
mediante la adaptación de los parámetro de la matriz de covarianzas es capaz de extraer las
dependencias de las variables del poblema y adaptarlas de acuerdo con ellas durante el pro-
ceso de optimización. Su comportamiento se basa en estimar, mediante un proceso iterativo,
la matriz de covarianzas de una distribución normal multivariada que aproxima los paráme-
tros del problema. Esta matriz está muy relacionada con la inversa de la matriz Hessiana. En
optimización, esta matriz se utiliza para determinar los puntos críticos de una función utili-
zando las segundas derivadas. Sin embargo, en muchos problemas no es posible realizar su
cálculo, bien porque la función no es derivable o bien porque el número de parámetros es ele-
vado y, por lo tanto, el cálculo de dicha matriz requiere tiempos de cómputo muy elevados. La
matriz de covarianzas permite ajustar la distribución utilizada durante el proceso de búsqueda
al contorno de la función a optimizar. Al utilizar la matriz de covarianzas y no la matriz Hes-
siana, el algoritmo no utiliza o aproxima gradientes y, además, no requiere que estos existan.
El CMA-ES obtiene resultados satisfactorios en problemas discontinuos, multimodales, con
ruido y cuya superﬁcie de búsqueda es rugosa. Además, es invariante a transformaciones de
la superﬁcie de calidad en cuanto a rotaciones, reﬂexiones o traslaciones.
Como ya se ha mencionado anteriormente, en cada iteración el algoritmo genera una
nueva población a partir de la información de una distribución normal multivariada. Esta
distribución se deﬁne como:
𝑥𝑘 ∼ 𝑁(𝑚, 𝜎2𝐶), 𝑘 = 1,… , 𝑛 (5.3)
donde:
• 𝑥𝑘, es el individuo k-ésimo de la población.
• 𝑚, es la media de la distribución de búsqueda.
• 𝜎2, es la desviación total o la longitud del paso de búsqueda.
• 𝐶 , es la matriz de covarianza.
• 𝑛, es el tamaño de la población.
Después de la generación de una nueva población, los parámetros 𝑚, 𝜎 y 𝐶 se actualizan
utilizando la población actual. Esta actualización es clave en el funcionamiento del algoritmo
y a continuación se describe de manera detallada:
Capítulo 5. Aplicación del procedimiento de caracterización 123
Cálculo de m: selección y reproducción
Los procesos de selección y reproducción deﬁnidos para los AEs en el capítulo 3 se co-
rresponden, en el caso del algoritmo CMA-ES, con el proceso de actualización de la media
𝑚 de la distribución. La nueva media se obtiene como una media ponderada de los 𝜇 mejores
individuos de la población. Es un mecanismo de selección no elitista, ya que estos 𝜇 puntos
no se conservan para la generación siguiente. El cálculo de𝐦(𝑔+1) se realiza según la siguiente
ecuación:
𝐦(𝑔+1) =
𝜇

𝑖=1
𝑤𝑖𝐱(𝑔+1)𝑖∶𝜆 ,
𝜇

𝑖=1
𝑤𝑖 = 1, 𝑤𝑖 > 0, for 𝑖 = 1,… , 𝜇 (5.4)
donde:
• 𝜇 ≤ 𝜆 es el número de puntos seleccionados para calcular la nueva media, es decir, el
conjunto de padres a partir del cual se obtiene la información para generar la población
de hijos.
• 𝑤𝑖=1,…,𝜇 ∈ ℛ+, son los pesos utilizados para la media ponderada.
• 𝐱(𝑔+1)𝑖∶𝜆 , es el mejor 𝑖-ésimo individuo de la población.
Control del paso de búsqueda
El siguiente paso del algoritmo consiste en el control de la longitud del paso de bús-
queda. Este control es necesario por diversas razones. En primer lugar, porque no es posible
aproximar de manera correcta la longitud óptima del paso de búsqueda para cada función a
optimizar. En segundo lugar, debido a que la tasa de aprendizaje más ﬁable utilizada para
actualizar la matriz de covarianzas provoca que los cambios en el paso de búsqueda sean
demasiado lentos. De esta forma, el algoritmo pierde desde el punto de vista competitivo, es
decir, cuando se compara su velocidad de convergencia con otros algoritmos. Por último, el
control del paso de búsqueda es necesario ya que la actualización de la matriz de covarianzas
puede provocar que la varianza se incremente simultáneamente en todas las direcciones.
Para controlar la longitud del paso, el algoritmo utiliza el camino de evolución, es de-
cir, la suma de los pasos que han sido realizados hasta dicho instante de la evolución. Este
método puede aplicarse independientemente de la actualización de la matriz de covarianza y
se denomina ''control acumulativo de la longitud del camino''. La longitud de un camino de
evolución se explota basándose en el siguiente razonamiento:
• Si el camino de evolución es largo, todos los pasos individuales están apuntando en la
misma dirección de búsqueda, es decir, están correlacionados. En este caso, la longitud
del paso de búsqueda debe ser incrementada, ya que el algoritmo podría cubrir la misma
distancia en un menor número de pasos.
• En el caso contrario, si el camino de evolución es corto, los pasos individuales se están
cancelando entre sí, es decir, están anti-correlados. Por lo tanto, la longitud del paso
deberá ser decrementada.
Para deﬁnir camino largo y corto, los autores comparan la longitud del camino de evolu-
ción con la longitud esperada si se realizase una selección aleatoria.
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Actualización de la matriz de covarianzas: C
El último paso del algoritmo es la actualización de la matriz de covarianza basándose
en [Hansen and Ostermeier, 1996]. Esta matriz representa una estimación de la distribución
de los pasos seleccionados. De esta forma, generando la nueva población a partir de la in-
formación de esta matriz podemos suponer que el algoritmo realizará pasos de búsqueda en
direcciones satisfactorias. Para actualizar esta matriz, el algoritmo aprende las dependencias
entre variables. Estas dependencias se reﬂejan en los elementos no diagonales de la matriz.
Este algoritmo ha sido aplicado con éxito a la resolución de multitud de problemas de
optimización [Hansen and Kern, 2004, Hansen et al., 2003] y a problemas reales [Hansen
et al., 2009,Abudhahir and Baskar, 2008]2.
Este algoritmo no es el único en el campo de la CE que utiliza distribuciones de probabi-
lidad para adaptar las variables de los problemas a soluciones, los EDAs también utilizan un
mecanismo de búsqueda similar a éste para la optimización de funciones. Aunque, los EDAs
comparten características con el CMA-ES, y éste podría considerarse un tipo de EDA, tam-
bién existen diferencias signiﬁcativas en sus implemenaciones [Hansen, 2006]. Por ejemplo:
• En cuanto a la forma que ambos algoritmos estiman la distribución de probabilidad,
los EDAs lo hacen a partir de ciertos individuos seleccionados. El CMA-ES estima
la ditribución basándose en los pasos realizados por los individuos, de esta forma la
probabilidad de convergencia prematura es menor.
• En los algoritmos de tipo EDA generalmente no se realiza un control de la longitud del
paso de mutación, en el CMA-ES este control sí que se lleva a cabo. Para ello se utiliza
la longitud del camino recorrido, este mecanismo mejora la velocidad de convergencia
y las capacidades de búsqueda del algoritmo.
• La estimación de la distribución en el CMA-ES es independiente del tamaño de la
población, en los EDAs no.
• La propiedad de invarianza ante rotaciones, escalado o traslación que presenta el al-
goritmo CMA-ES no se cumple en los EDAs debido a que estos algoritmos utilizan el
sistema de coordenadas para estimar la distribución de probabilidad.
También existen EEs que utilizan distribuciones normales para ajustar los parámetros del
problema, sin embargo, este tipo de estrategias utilizan procesos estocásticos para modiﬁcar
las distribuciones de estos parámetros, mientras que en el CMA-ES estos cambios son deter-
minísticos y están relacionadas con las variaciones de los propios parámetros del problema.
Para resumir el comportamiento del CMA-ES, estas son sus características principales:
• Se utiliza una distribución normal multivariada para generar a nueva población utili-
zando el principio de máxima entropía.
• En este algoritmo el proceso de selección, entendido como la elección de los individuos
que se utilizarán para estimar la matriz de covarianzas, se basa en la clasiﬁcación de
los individuos en términos de calidad y se utiliza una media ponderada para la repro-
ducción.
2En www.lri.fr/ hansen/cmaapplications.pdf se encuentra una lista actualizada de aplicaciones reales del
CMA-ES.
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• La adaptación de la matriz de covarianzas incrementa la probabilidad de repetir pasos
exitosos.
• El control de la longitud del camino de evolución controla la longitud del paso de
búsqueda utilizando el camino de evolución.
En este trabajo se utilizará una versión del CMA-ES que incluye mecanismos de reinicio
y de incremento de la población [Auger and Hansen, 2005]. En esta versión del algoritmo se
establecen una serie de criterios y, cuando alguno de estos criterios se cumple, se realiza un
reinicio del algoritmo incrementando el tamaño de la población. Se han aplicado los mismos
criterios de reinicio que en el artículo original, estos son:
• Si el cambio total en la función objetivo durante 10 + ⌊30𝑛/𝜆⌋ generaciones es menor
que 𝛾 . En las ejecuciones de este trabajo el valor de 𝛾 es 1.0𝑒−12.
• Si la desviación estándar de la distribución normal es menor que 𝜏 en todas las coor-
denadas y si 𝜎 ⃗𝑝𝑐 (el camino de evolución) es menor que 𝜏 en todos sus componentes.
Para este trabajo el valor de 𝜏 es de 1.0𝑒−6.
• Si el número de condición de la matriz de covarianza supera el valor de 1014.
El cumplimiento de una de estas condiciones es suﬁciente para que se produzca el reinicio
del algoritmo. En resumen, el algoritmo 4 muestra el pseudocódigo de la versión concreta
del CMA-ES que será analizada en el siguiente apartado. La implementación del mismo está
disponible en la librería JEAF (www.gii.udc.es/jeaf).
5.2.2 Caracterización del algoritmo CMA-ES
En las dos primeras etapas del procedimiento de caracterización se ha seleccionado el
conjunto de funciones prueba caracterizado en la sección 4.1.2 cuyas propiedades se resumen
en las tablas 4.3, 4.4 y 4.5 y, en cuanto a las medidas de error y rendimiento, se utilizarán
el CPEM, el SR y el 𝐺𝑁𝐸 . Describimos a continuación la tercera etapa del procedimiento
propuesto, centrada en el estudio experimental y compuesta por la ejecución del algoritmo y
el análisis de resultados.
Ejecución de las pruebas
El primer paso para la caracterización del algoritmo consiste en ejecutar el algoritmo
sobre el conjunto de prueba siguiendo las indicaciones explicadas en 4.3.1. Los parámetros
utilizados para ejecutar el CMA-ES se muestran en la tabla 5.6 y han sido seleccionados
siguiendo las indicaciones de los autores en [Auger and Hansen, 2005]. Como parte de este
tercer paso se llevó a cabo un análisis poblacional con el objetivo de determinar el tamaño
de población óptimo para cada función. En el siguiente apartado se analizan los resultados
obtenidos en este sentido.
Análisis poblacional El tamaño de población óptimo para cada función del conjunto de
prueba se muestra en la tercera columna de la tabla 5.8. Analizando los resultados obtenidos
podemos observar que para las funciones unimodales el número de individuos requeridos
es, en general, menor que para las funciones multimodales. Así, la mayoría de las funciones
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Algoritmo 4 Esquema básico la estrategia CMA-ES.
Entrada:
𝑁𝑃 , número de individuos de la población.
𝐷, número de genes de cada cromosoma.
𝑡𝑚𝑎𝑥, número máximo de generaciones.
𝑚, 𝜎 ∈ ℜ, se generan aleatoriamente
1: 𝑡 ← 0
2: 𝐶 ← 𝐼
3: 𝑝𝑐 ← 0, 𝑝𝜎 ← 0
4: 𝑐𝑐, 𝑐𝜎 ≈ 4𝑁𝑃 , 𝑐𝑐𝑜𝑣 ≈
2
𝑁𝑃 2
5: 𝜇𝑒𝑓𝑓 ≈ 0.3𝜆, 𝜇𝑐𝑜𝑣 = 𝜇𝑒𝑓𝑓
6: 𝑑𝜎 ≈ 1 +
𝜇𝑒𝑓𝑓
𝑁𝑃
7: Generar la población inicial de forma aleatoria: 𝐱𝑖𝑡 ∼ 𝑁𝑖(𝑚𝑡, 𝜎2𝑡 𝐶𝑡), ∀𝑖, 𝑖 = 1,… ,𝑁𝑃
8: Evaluar 𝑓(𝐱𝑖𝑡), ∀𝑖, 𝑖 = 1,… ,𝑁𝑃
9: for 𝑡 = 1 hasta 𝑡𝑚𝑎𝑥 do
10: 𝑡 ← 𝑡 + 1
11: // Actualización de los parámetros de la distribución normal
12: ⟨𝑧⟩𝑠𝑒𝑙 = ∑
𝜇
𝑖=1𝑤𝑖𝑥𝑖, 𝑤1,… ,𝑤𝜇 ≥ 0,∑
𝜇
𝑖=1𝑤𝑖 = 1
13: 𝑚𝑡 ← 𝑚𝑡−1 + 𝜎⟨𝑧⟩𝑠𝑒𝑙
14: 𝑝𝑐 ← (1 − 𝑐𝑐)𝑝𝑐 +1 − (1𝑐𝑐)2√𝜇𝑒𝑓𝑓 ⟨𝑧⟩𝑠𝑒𝑙
15: 𝐶𝑡 ← (1 − 𝑐𝑐𝑜𝑣)𝐶𝑡−1 + 𝑐𝑐𝑜𝑣𝑝𝑐𝑝𝑇𝑐
16: 𝑝𝜎 ← (1 − 𝑐𝜎)𝑝𝜎 +1 − (1𝑐𝜎)2√𝜇𝑒𝑓𝑓𝐶−1/2⟨𝑧⟩𝑠𝑒𝑙
17: 𝜎𝑡 ← 𝜎𝑡−1 × 𝑒𝑥𝑝
𝑐𝜎
𝑑𝜎
‖𝑝𝜎‖
𝐸‖𝑁(0,𝐼)‖ − 1
18: // Se genera la población de la siguiente generación
19: 𝐱𝑖𝑡 ∼ 𝑁𝑖(𝑚𝑡, 𝜎2𝑡 𝐶𝑡), ∀𝑖, 𝑖 = 1,… ,𝑁𝑃
20: end for
unimodales requieren un tamaño de población de 10 o 20 individuos, excepto la función
Schwefel 2.21 para dimesión 10 y 30, la función Kowaliks de dimensión 4 y la función Perm
para dimensión 30 y 50. En la ﬁgura 5.8, se muestra el valor medio de CPEM obtenido para
estas funciones en los tamaños de población analizados (de 10 a 100 individuos). Como se
puede observar en las gráﬁcas, el valor de CPEM en estas excepciones es indepediente del
número de individuos utilizado.
En el caso de las funciones multimodales, en un primer análisis no se puede extraer una
tendencia general. Todas las funciones de baja dimensionalidad mantienen la tendencia de las
funciones unimodales requiriendo únicamente 10 o 20 individuos para obtener los mejores
resultados en cada función con tres excepciones: las funciones Shekel 5, Shekel 7 y Shekel
Parámetro Valor
X inicial 0.0
Desviación estándar inicial 1.0
Factor incr. población 2.0
Tabla 5.6: Parámetros de conﬁguración utilizados para la caracterización del CMA-ES.
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Figura 5.8: Análisis poblacional del algoritmo CMA-ES para funciones unimodales
10. Como se explicará más adelante, la topología de estas funciones provoca que el CMA-
ES tienda a converger hacia óptimos locales. Teniendo en cuenta los resultados de la tabla
5.7, donde se presentan los datos del análisis poblacional de la familia de funciones Shekel,
analizando cada una de las tres funciones se obtiene la conclusión de que cualquier tamaño
de población proporciona los mismos resultados. En la función Shekel 5, el nivel de error en
todas las poblaciones es similar. En el caso de las funciones Shekel 7 y Shekel 10, hay que tener
en cuenta los valores de CPEM y SR conjuntamente para realizar el análisis del tamaño de
la población. A la vista de estos resultados, todas los tamaños de población obtienen valores
similares. Por lo tanto, en este tipo de funciones, a igualdad de evaluaciones, el CMA-ES se
beneﬁcia más de un mayor número de generaciones, para lo cual es necesario un tamaño de
población bajo, que de un tamaño de población mayor.
Las funciones multimodales de alta dimensionalidad, como son las funciones Cosine,
Rastrigin, Schwefel, Griewank, Levy, Penalized 1, Penalized 2 y Rosenbrock, requieren un
mayor nivel de exploración. Por este motivo, el número de individuos requeridos para resolver
este tipo de funciones es mayor que en las funciones unimodales. En este grupo, las funciones
Cosine Mixture y Levy de dimensiones 30 y 50, Griewank de dimensión 10, Rastrigin y
Schwefel, nunca se resuelven, por lo tanto el tamaño de población requerido no es un dato
a tener en cuenta. En los casos en los que sí se resuelven con más de un 75% de SR, como
son la función Cosine y Levy de dimensión 10, Griewank de dimensión 30 y 50, Penalized
1, Penalized 2 y Rosenbrock; el número de individuos requerido es mayor que en el resto de
funciones debido a la multimodalidad de las funciones.
Resumiendo, en el caso del CMA-ES implementado, cuando la función a resolver es uni-
modal o multimodal de baja dimensionalidad el número de individuos requerido es inferior
a 20 individuos. En caso contrario, cuando las funciones que se trata de resolver son multi-
modales y de alta dimensionalidad, al necesitar un mayor nivel de exploración, el número de
individuos que utiliza es mayor.
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Shekel 5 Shekel 7 Shekel 10Población CPEM SR CPEM SR CPEM SR
10 1.19𝑒+0 0.72 2.13𝑒−1 0.96 2.14𝑒−1 0.96
20 2.32𝑒−1 0.60 2.31𝑒−1 0.88 2.35𝑒−1 0.84
30 1.42𝑒+0 0.72 4.11𝑒−1 0.92 1.34𝑒−7 1.00
40 1.41𝑒+0 0.76 2.67𝑒−1 0.96 1.89𝑒−7 1.00
50 1.82𝑒+0 0.64 1.33𝑒−7 1.00 3.07𝑒−1 0.96
60 1.42𝑒+0 0.72 4.50𝑒−6 0.96 3.09𝑒−1 0.96
70 7.03𝑒−1 0.88 2.13𝑒−1 0.96 1.79𝑒−7 1.00
80 7.05𝑒−1 0.52 2.13𝑒−1 0.96 2.68𝑒−1 0.92
90 1.19𝑒+0 0.56 8.99𝑒−3 0.88 2.15𝑒−1 0.84
100 4.20𝑒−1 0.72 7.32𝑒−1 0.76 3.80𝑒−3 0.92
Tabla 5.7: Análisis poblacional de las funciones pertenecientes a la familia Shekel
Análisis de resultados
Al igual que en la sección anterior, después de ejecutar el CMA-ES sobre el conjunto
de funciones prueba utilizando las condiciones detalladas la sección anterior, se obtuvieron
los resultados que se presentan en la tabla 5.8. De nuevo, las columnas de la tabla muestran,
de izquierda a derecha, el nombre de cada función, su dimensión, el tamaño de la población
que obtuvo los mejores resultados, la tasa de éxito, el valor de CPEM obtenido y el error
genotípico.
Tabla 5.8: Resultados obtenidos por el algoritmo CMA-ES en el conjunto de funciones utili-
zadas en este trabajo.
Function D N SR CPEM GNE
Axis Parallel
10 10 1.00 2.11𝑒−8 ± 8.54𝑒−10 2.28𝑒−6 ± 4.17𝑒−7
30 10 1.00 2.58𝑒−8 ± 8.37𝑒−10 8.02𝑒−7 ± 1.19𝑒−7
50 10 1.00 3.03𝑒−8 ± 1.09𝑒−9 5.83𝑒−7 ± 1.58𝑒−7
Schwefel 2.22
10 10 1.00 3.27𝑒−8 ± 1.90𝑒−9 1.64𝑒−8 ± 2.67𝑒−9
30 20 1.00 5.83𝑒−8 ± 7.36𝑒−9 6.31𝑒−9 ± 3.05𝑒−9
50 40 1.00 1.09𝑒−7 ± 2.88𝑒−8 3.64𝑒−9 ± 1.89𝑒−9
Sphere
10 10 1.00 1.82𝑒−8 ± 7.44𝑒−10 4.23𝑒−6 ± 9.76𝑒−7
30 10 1.00 1.76𝑒−8 ± 5.05𝑒−10 1.96𝑒−6 ± 9.11𝑒−8
50 10 1.00 1.74𝑒−8 ± 3.09𝑒−10 1.49𝑒−6 ± 2.66𝑒−8
Step
10 10 1.00 9.92𝑒−9 ± 1.77𝑒−9 3.86𝑒−3 ± 7.02𝑒−4
30 10 1.00 2.44𝑒−8 ± 1.03𝑒−8 2.89𝑒−3 ± 1.83𝑒−4
50 20 1.00 4.99𝑒−8 ± 2.49𝑒−8 2.80𝑒−2 ± 1.24𝑒−1
SumOf
10 10 1.00 1.24𝑒−7 ± 1.77𝑒−8 8.96𝑒−2 ± 1.38𝑒−2
30 10 1.00 2.89𝑒−7 ± 2.76𝑒−8 2.70𝑒−1 ± 2.06𝑒−2
50 10 1.00 4.46𝑒−7 ± 2.76𝑒−8 3.45𝑒−1 ± 2.05𝑒−2
Easom 2 10 0.80 1.95𝑒−1 ± 3.91𝑒−1 1.21𝑒−1 ± 3.31𝑒−1
Schwefel 2.21
10 70 1.00 1.99𝑒−7 ± 5.80𝑒−8 8.61𝑒−9 ± 3.28𝑒−9
30 90 0.00 9.88𝑒+1 ± 3.96𝑒+0 9.60𝑒−1 ± 2.64𝑒−2
50 10 0.00 1.00𝑒+2 ± 0.00𝑒+0 9.74𝑒−1 ± 1.50𝑒−2
Colville 4 10 1.00 4.81𝑒−8 ± 1.16𝑒−8 7.09𝑒−5 ± 3.40𝑒−5
Matyas 2 10 1.00 1.40𝑒−8 ± 1.67𝑒−9 8.22𝑒−4 ± 3.80𝑒−4
Perm
10 10 0.32 8.40𝑒−2 ± 2.16𝑒−1 4.29𝑒−2 ± 7.20𝑒−2
30 50 0.12 1.61𝑒+1 ± 1.95𝑒+1 6.54𝑒−3 ± 1.97𝑒−3
50 60 0.08 2.26𝑒+1 ± 2.99𝑒+1 3.20𝑒−3 ± 9.60𝑒−4
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Tabla 5.8 -- continua desde la página anterior
Function D N SR CPEM GNE
Schwefel 1.2
10 10 1.00 2.74𝑒−8 ± 1.36𝑒−9 6.09𝑒−6 ± 1.82𝑒−6
30 10 1.00 5.08𝑒−8 ± 1.55𝑒−9 2.87𝑒−6 ± 2.00𝑒−7
50 10 1.00 7.19𝑒−8 ± 1.81𝑒−9 2.34𝑒−6 ± 9.37𝑒−8
Zakharov
10 10 1.00 2.46𝑒−8 ± 1.78𝑒−9 5.10𝑒−5 ± 9.68𝑒−6
30 10 1.00 5.52𝑒−8 ± 2.20𝑒−9 2.54𝑒−5 ± 9.07𝑒−7
50 10 1.00 8.99𝑒−8 ± 2.99𝑒−9 1.92𝑒−5 ± 1.87𝑒−7
Aluﬃ-Pentinis 2 20 1.00 2.57𝑒−8 ± 1.97𝑒−9 2.20𝑒−4 ± 1.24𝑒−4
Becker and Lago 2 10 1.00 1.61𝑒−8 ± 1.68𝑒−9 5.91𝑒−1 ± 3.96𝑒−1
Bohachevsky 1 2 20 1.00 3.56𝑒−8 ± 3.33𝑒−9 1.61𝑒−5 ± 4.06𝑒−5
Cosine Mixture
10 80 0.92 1.18𝑒−2 ± 4.01𝑒−2 9.43𝑒−3 ± 3.23𝑒−2
30 80 0.04 5.20𝑒−1 ± 2.78𝑒−1 1.31𝑒−1 ± 4.16𝑒−2
50 100 0.00 1.41𝑒+0 ± 5.45𝑒−1 1.82𝑒−1 ± 9.01𝑒−2
Rastrigin
10 80 0.00 1.09𝑒+1 ± 3.58𝑒+0 2.13𝑒−1 ± 5.63𝑒−2
30 80 0.00 5.86𝑒+1 ± 1.45𝑒+1 2.80𝑒−1 ± 4.07𝑒−2
50 100 0.00 1.50𝑒+2 ± 1.72𝑒+1 3.52𝑒−1 ± 3.41𝑒−2
Schwefel
10 10 0.00 8.98𝑒+2 ± 2.26𝑒+2 1.03𝑒+0 ± 1.85𝑒−1
30 60 0.00 3.69𝑒+3 ± 5.91𝑒+2 1.01𝑒+0 ± 1.17𝑒−1
50 100 0.00 6.63𝑒+3 ± 7.60𝑒+2 1.01𝑒+0 ± 7.26𝑒−2
Ackleys
10 20 1.00 5.31𝑒−8 ± 3.67𝑒−8 1.05𝑒−8 ± 1.74𝑒−9
30 40 1.00 1.01𝑒−7 ± 6.26𝑒−8 8.78𝑒−9 ± 6.06𝑒−10
50 50 1.00 1.49𝑒−7 ± 8.97𝑒−8 8.35𝑒−9 ± 2.84𝑒−10
Griewank 30 50 0.88 9.86𝑒−4 ± 2.70𝑒−3 5.85𝑒−2 ± 1.62𝑒−150 50 1.00 1.91𝑒−7 ± 2.12𝑒−7 1.74𝑒−6 ± 6.70𝑒−8
Levy
10 40 0.96 7.92𝑒−2 ± 3.88𝑒−1 7.24𝑒−3 ± 3.54𝑒−2
30 70 0.04 3.33𝑒+0 ± 1.87𝑒+0 1.40𝑒−1 ± 6.91𝑒−2
50 50 0.00 1.50𝑒+1 ± 6.90𝑒+0 2.22𝑒−1 ± 5.24𝑒−2
Penalized 1
10 40 1.00 6.81𝑒−8 ± 5.19𝑒−8 5.61𝑒−5 ± 9.92𝑒−6
30 50 1.00 1.40𝑒−7 ± 1.65𝑒−7 4.86𝑒−5 ± 2.63𝑒−6
50 100 0.92 4.52𝑒−3 ± 1.54𝑒−2 7.67𝑒−4 ± 2.50𝑒−3
Penalized 2
10 30 1.00 7.81𝑒−8 ± 1.79𝑒−7 2.38𝑒−5 ± 4.64𝑒−6
30 90 0.80 2.20𝑒−3 ± 4.39𝑒−3 2.51𝑒−4 ± 4.86𝑒−4
50 90 0.76 2.64𝑒−3 ± 4.69𝑒−3 2.35𝑒−4 ± 4.00𝑒−4
Beale 2 10 1.00 3.77𝑒−8 ± 3.74𝑒−8 1.34𝑒−1 ± 3.69𝑒−1
Bohachevsky 2 2 20 1.00 3.52𝑒−8 ± 1.93𝑒−9 8.66𝑒−6 ± 5.11𝑒−6
Dekkers and Aarts 2 10 1.00 1.41𝑒−8 ± 2.95𝑒−9 2.92𝑒−1 ± 4.69𝑒−1
Goldstein Price 2 10 1.00 3.01𝑒−8 ± 5.97𝑒−8 7.50𝑒−5 ± 1.02𝑒−4
Griewank 10 10 0.04 3.20𝑒−2 ± 1.89𝑒−2 1.24𝑒−2 ± 3.03𝑒−2
Hartman 3 3 10 1.00 1.71𝑒−8 ± 1.93𝑒−8 8.82𝑒−3 ± 5.99𝑒−3
Hartman 6 6 10 0.96 5.06𝑒−3 ± 2.48𝑒−2 4.50𝑒−2 ± 1.78𝑒−1
Rosenbrock
10 40 1.00 2.45𝑒−7 ± 1.58𝑒−7 7.47𝑒−6 ± 5.00𝑒−6
30 100 1.00 7.60𝑒−7 ± 1.07𝑒−7 2.82𝑒−6 ± 1.85𝑒−6
50 40 0.88 4.78𝑒−1 ± 1.30𝑒+0 3.45𝑒−3 ± 8.12𝑒−3
Kowaliks 4 80 0.80 1.32𝑒−4 ± 2.64𝑒−4 4.89𝑒+0 ± 1.21𝑒+1
Shekel Family 5 4 70 0.88 7.03𝑒−1 ± 1.94𝑒+0 8.00𝑒−2 ± 2.31𝑒−1
Shekel Family 7 4 50 1.00 1.33𝑒−7 ± 1.61𝑒−7 2.08𝑒−4 ± 6.01𝑒−5
Shekel Family 10 4 30 1.00 1.34𝑒−7 ± 1.44𝑒−7 2.71𝑒−4 ± 1.22𝑒−4
Shekels Foxholes 2 10 1.00 5.31𝑒−7 ± 2.71𝑒−7 1.71𝑒−2 ± 4.67𝑒−2
SixHump Camel Back 2 10 1.00 1.59𝑒−8 ± 1.40𝑒−9 8.14𝑒−2 ± 1.01𝑒−1
Conﬁguración básica Como se hizo en la sección anterior dedicada al RCGA, en primer
lugar se analizarán los resultados del algoritmo CMA-ES utilizando la conﬁguración básica
propuesta en [Auger and Hansen, 2005]. Observando los resultados de la tabla 5.8 de forma
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general, se concluye que el CMA-ES presenta problemas con funciones multimodales de alta
dimensionalidad de tipo L-Separables. El algoritmo falla en las tres funciones que presentan
estas propiedades de forma conjunta (Cosine, Rastrigin y Schwefel). Aunque su rendimiento
mejora en comparación con los casos anteriores, el CMA-ES también presenta problemas
en funciones de tipo NL-Separables de alta dimensionalidad, con independencia del tipo de
modalidad. Concretamente, las funciones en las cuales su rendimiento es realmente pobre son
la Schwefel 2.21 de tipo unimodal y las Levy, Penalized 2 y Griewank de tipo multimodal.
La no separabilidad de las funciones no parece ser un problema para este algoritmo, ya que,
como se observa en la tabla de resultados, solamente falla en dos de estas funciones: la función
Perm y la funciónGriewank. En el resto de funciones No-Separables el SR es siempre mayor
del 88%. A continuación se profundizará en el comportamiento del CMA-ES centrándonos
en la modalidad de las funciones.
Tras un primer análisis es posible concluir que, de forma general, el algoritmo CMA-
ES presenta problemas en las funciones multimodales de alta dimensionalidad de tipo L-
Separable yNL-Separable, resolviendo sin problemas casi todos los ejemplos restantes. Exis-
ten nueve funciones multimodales de alta dimensionalidad en el conjunto de funciones de
prueba y el CMA-ES resuelve todas las ejecuciones de la función Ackleys, falla en algunas
ejecuciones de tres (las funciones Penalized 1, Penalized 2 y Rosenbrock) y falla siempre
en cinco de ellas (las funciones Rastrigin, Schwefel, Cosine Mixture, Levy y Griewank). De
las veintisiete funciones restantes, sólo falla en 2 (las funciones Schwefel 2.21 y Perm) y no
resuelve algunas ejecuciones de cuatro (las funciones Kowaliks, Easom, Hartman 6 y Shekel
Familiy 5) debido a las características topológicas del espacio de búsqueda que serán expli-
cadas a continuación.
En primer lugar, se explicará el comportamiento del algoritmo CMA-ES en las nueve
funciones multimodales de alta dimensionalidad. La función Griewank es una función con
muchos centros de atracción, donde el más amplio no es el óptimo (ver tabla 4.4). De hecho,
la diferencia entre el tamaño del centro de atracción más amplio y el óptimo es de un orden
de magnitud. El problema es peor en dimensión 10 (SR 4% frente al 88% con 30 dimensiones
y 100% con 50 dimensiones) porque, a medida que crece el número de dimensiones, la no se-
parabilidad desaparece y la distancia entre centros de atracción decrece. Estas son las razones
por las cuales el CMA-ES presentan problemas con dimensiones bajas en esta función. Otra
función con el mismo problema es la función Schwefel (SR 0%), donde la diferencia entre el
tamaño del centro de atracción más amplio y el óptimo es de cuatro ordenes de magnitud y
además se encuentran muy alejados uno de otro.
Las funciones Rastrigin (0%), Levy (SR 96%, 4%, 0%),Cosine (SR 92%, 4%, 0%), Penali-
zed 1 (SR 100%, 100%, 92%) y Penalized 2 (SR 100%, 80%, 76%) son funciones L-Separable
y NL-Separables, hecho que no ayuda al algoritmo. El procedimiento que sigue el CMA-ES
en cada generación consiste en generar una nueva población a partir de una distribución de
probabilidad generada a partir de la información de covarianzas de cada parámetro, es decir, a
partir de la información de las variables que existen entre ellos. El inconveniente con las fun-
ciones separables es el coste computacional, es decir, el número de llamadas a la función de
calidad que necesitan para alcanzar el objetivo cuando no existen dependencias que aprender
(en la matriz de covarianzas existen (𝑛2 + 𝑛)/2 que tienen que ser ajustados). Para resolver
este problema, los autores del algoritmo CMA-ES publicaron recientemente una nueva va-
riante llamada sep-CMA-ES [Ros and Hansen, 2008] que mejora los resultados en funciones
separables en cuanto a velocidad de convergencia, transformando la matriz de covarianzas en
una matriz diagonal en la cual solamente se ajusta la información de cada gen y no se apren-
den dependencias entre ellos. Con esta nueva aproximación, los autores reducen los grados
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de libertad en la matriz de covarianzas haciendo que el proceso de búsqueda sea menos com-
plejo. Obviamente, como se explica en [Ros and Hansen, 2008], esta variante empeora el
rendimiento del algoritmo en las funciones no separables. El bajo rendimiento del CMA-ES
en funciones L-Separables o NL-Separables solamente se da en funciones de alta dimensio-
nalidad. Resulta obvio que debido a que el tamaño de la matriz de covarianzas depende de
las dimensiones del problema, en estos casos el coste computacional de adaptar esta matriz
sea menor.
Para terminar el análisis en funciones multimodales de alta dimensionalidad, el algoritmo
también tiene problemas para resolver la función Rosenbrock de dimensión 50 (SR 88%)
que es No-Separable. La función Rosenbrock tiene nueve centros de atracción, dos de ellos
ocupan casi la totalidad del espacio de calidad y cuando la dimensionalidad crece, aumenta
también la diﬁcultad del problema para el CMA-ES. La única función multimodal de alta
dimensionalidad donde el CMA-ES no tiene problemas es la función Ackleys. Esta función
tiene un gran número de centros de atracción. De la misma manera que ocurre con el AG, la
distribución de los centros de atracción facilita la búsqueda del óptimo. Este hecho refuerza
la hipótesis de que no es solamente el número de centros de atracción la característica que
hay que tener en cuenta a la hora de estimar la diﬁcultad de los espacios de calidad.
Resumiendo, el rendimiento del CMA-ES ante problemasmultimodales de alta dimensio-
nalidad no es bueno cuando los centros de atracción de los óptimos locales están espaciados o
cuando el centro de atracción más amplio no es el óptimo. Este mal comportamiento se debe
al hecho de utilizar una distribución normal multivariada para modelar el espacio de calidad.
Teniendo en cuenta el resto de funciones, es decir unimodales o multimodales de baja di-
mensionalidad, el CMA-ES sólo falla claramente en 2 de ellas (las funciones Perm y Schwefel
2.21) no resolviendo ninguna ejecución, resuelve algunas ejecuciones de 4 (las funciones Ko-
waliks, Easom, Hartman 6 y Shekel Familiy 5) y no presenta ningún problema con las otras
21 funciones. Falla en la función Perm, una función unimodal pero de gran diﬁcultad debido
a la longitud del camino hasta el óptimo (tabla 4.5). También falla en la función Schwefel 2.21
(excepto en dimensión 10) por la misma razón que la función Perm. Las funciones Hartman
6 (SR 96%), Shekel Family 5 (SR 88%) y Kowaliks (SR 80%) tienen el mismo problema que
la funcionesGriewank y Schwefel (el centro de atracción más amplio no es el centro de atrac-
ción óptimo), pero no son de alta dimensionalidad y no hay mucha diferencia en los tamaños
de los centros de atracción, por lo tanto, el rendimiento del CMA-ES se ve menos afectado
en estas dos funciones. La función Easom (SR 80%) es una función de dos dimensiones con
un espacio de calidad muy peculiar: presenta una amplia superﬁcie plana (casi el 90% del
espacio total) con un pico en el medio y, por esta razón, el comportamiento del CMA-ES
no es totalmente satisfactorio y falla en algunas de las ejecuciones. Esto se debe a que en
el área plana el algoritmo no tiene información para crear de manera adecuada la matriz de
covarianzas.
Para terminar con la caracterización básica de este algoritmo, del análisis de los resultados
se pueden extraer las siguientes conclusiones:
• En general, su rendimiento no es muy bueno en funciones de tipo L-Separables y NL-
Separables de alta dimensionalidad.
• Su rendimiento es muy bueno en funciones no separables. Para resolver este tipo de
funciones, un algoritmo debe aprender las dependencias que existen entre los paráme-
tros. El éxito del CMA-ES en este tipo de funciones es una consecuencia del uso de
la matriz de covarianzas para generar la nueva población. Esta matriz implícitamente
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aprende las dependencias entre parámetros y explota esta información.
• En las funciones unimodales, un camino hasta el óptimo largo puede hacer que el CMA-
ES falle. Esto solamente ocurre en la función Perm (no separable) y Schwefel 2.21
(NL-Separable) y es una consecuencia del ajuste del paso de mutación que realiza el
CMA-ES durante el proceso de búsqueda, como se describe en [Hansen, 2007].
• El principal problema del CMA-ES aparece cuando se unen las propiedades de multi-
modalidad y alta dimensionalidad. El algoritmo tiene problemas en casi todas las fun-
ciones del conjunto de prueba que presentan estas dos características (hay solamente
una excepción). Si una función tiene varios centros de atracción distribuidos por el
espacio de calidad y el número de dimensiones es mayor que 10, el CMA-ES proba-
blemente no obtenga buenos resultados. Cuanto mayor es la distancia entre los centros
de atracción, más difícil es el problema. Si hay un centro de atracción cuyo tamaño es
mayor que el del centro de atracción óptimo, el problema es todavía más complejo para
el algoritmo. Este último problema aparece incluso en funciones de baja dimensiona-
lidad.
Variaciones sobre la conﬁguración básica De la misma forma que en la sección anterior
donde, tras el análisis de los resultados obtenidos por el RCGA con la conﬁguración reco-
mendada por los autores, se realizó un post-análisis tratando de mejorar el rendimiento, en
esta sección se llevará a cabo el mismo post-análisis con el algoritmo CMA-ES. Para ello, en
primer lugar, se identiﬁcaran las funciones donde el comportamiento del algoritmo es desta-
cable por sus malos resultados, con SR menores al 50%. En este caso las funciones a analizar
son las siguientes, divididas según su modalidad:
• Las funciones unimodales Perm y Schwefel 2.21, ambas con un camino al óptimo muy
largo. La primera de ellas No-Separable y la segunda NL-Separable.
• Las funciones multimodales Cosine, Rastrigin, Schwefel y Levy, todas ellas de alta
dimensionalidad. Las tres primeras son L-Separables y la última NL-Separable.
El problema del CMA-ES con las funciones separables es conocido, como ya hemos men-
cionado en el análisis de los resultados presentado en el apartado anterior, existe una versión
de este algoritmo para funciones separables [Ros and Hansen, 2008]. Esta versión consiste en
utilizar unamatriz diagonal, esto implica unmenor coste computacional y acelera la velocidad
de convergencia del algoritmo en funciones de tipo L-Separables. Al ser una implementación
diferente del algoritmo presentado en este trabajo y no una simple variación de un paráme-
tro, no entra dentro del alcance de este apartado implementarlo y analizar el comportamiento
del nuevo algoritmo. Por tanto, podemos concluir que esta versión del CMA-ES no es la óp-
tima para trabajar con espacios de calidad de tipo L-Separables como los de las funciones
Rastrigin, Schwefel o Cosine.
Las tres funciones restantes son de tipo NL-Separable (las funciones Levy y Schwefel
2.21) y No-Separable (la función Perm). Esta última función es unimodal, y como ya se ha
mencionado anteriormente, es de camino muy largo. Este tipo de funciones suele requerir un
nivel de explotación alto. El CMA-ES tiene un nivel de explotación alto, sin embargo, en este
caso, con dicho nivel de explotación la población converge rápidamente y pierde variabilidad
para generar la matriz de covarianzas. Para incrementar el nivel de exploración y aumentar
dicha variabilidad se debe incrementar el valor de 𝜇. Los resultados obtenidos al ejecutar el
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D N 𝝁 SR CPEM 𝐆𝐍𝐄
10 10 1 0.32 8.40𝑒−2 ± 2.16𝑒−1 4.29𝑒−2 ± 7.20𝑒−22 0.32 9.07𝑒−5 ± 1.72𝑒−4 1.62𝑒−2 ± 9.32𝑒−3
1 0.12 1.61𝑒+1 ± 1.95𝑒+1 6.54𝑒−3 ± 1.97𝑒−330 50 2 0.00 2.12𝑒+0 ± 6.22𝑒+0 7.19𝑒−2 ± 1.45𝑒−1
50 60 1 0.08 2.26𝑒+1 ± 2.99𝑒+1 3.20𝑒−3 ± 9.60𝑒−42 0.04 1.20𝑒+1 ± 1.66𝑒+1 3.23𝑒−2 ± 1.28𝑒−1
Tabla 5.9: Comparación de los resultados del CMA-ES para la función Perm incrementando
el valor de 𝜇 de 1 a 20 individuos.
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Figura 5.9: Análisis de separabilidad: Función Schwefel 2.21.
CMA-ES sobre la función Perm con esta nueva conﬁguración se muestran en la tabla 5.9,
donde se observa como los resultados obtenidos mejoran en términos de SR, sobre todo, en
dimensión 10 y 30.
El problema de la función Schwefel 2.21 es parecido al anterior, ya que es una función
unimodal y de camino largo. En la ﬁgura 5.9 se muestra el análisis de separabilidad de esta
función. Como muestra dicha ﬁgura dependiendo del valor de los genes se generan super-
ﬁcies planas. Dichas superﬁcies planas carecen de información de gradiente que permitan
generar de forma adecuada la matriz de covarianzas. De nuevo, aumentar el valor de 𝜇 haría
que aumente el nivel de exploración mejorando la conﬁguración original del algoritmo. Los
resultados obtenidos tras ejecutar el CMA-ES con la nueva conﬁguración se muestran en la
tabla 5.10. Como se observa, el valor de 𝜇 es elevado, concretamente de 20 individuos para
dimensión 30 y 45 para dimensión 50. Utilizando este valor el nivel de exploración de esta
nueva conﬁguración, se mejoran los resultados obtenidos, tanto en términos de SR como de
CPEM en dimensión 30. No ocurre lo mismo para dimensión 50, donde la mejora de los
resultados es mínima.
Para ﬁnalizar, analizando los resultados de las ejecuciones originales de la función Levy,
es posible concluir que el nivel de explotación es elevado para esta función. Esta conclusión
se obtiene a partir de las gráﬁcas de evolución, donde la población converge muy rápidamente
perdiendo variabilidad, como se muestra en la ﬁgura 5.10 donde se muestran dos gráﬁcas de
evolución de la función Levy, con dimensión 30 (ﬁgura 5.10a) y con dimensión 50 (ﬁgura
5.10b). Para solucionar este problema es necesario incrementar el nivel de exploración au-
mentando el valor de 𝜇 como en las funciones anteriores. Los nuevos resultados, comparados
con los obtenidos con la conﬁguración original, se muestran en la tabla 5.11. Incrementando
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D N 𝝁 SR CPEM 𝐆𝐍𝐄
1 0.00 9.88𝑒+1 ± 3.96𝑒+0 9.60𝑒−1 ± 2.64𝑒−230 90 20 0.56 2.49𝑒−1 ± 2.83𝑒−1 1.37𝑒−3 ± 1.56𝑒−3
1 0.00 1.00𝑒+2 ± 0.00𝑒+0 9.74𝑒−1 ± 1.50𝑒−250 10 45 0.00 8.80𝑒+1 ± 3.24𝑒+1 8.53𝑒−1 ± 3.15𝑒−1
Tabla 5.10: Comparación de los resultados del CMA-ES para la función Schwefel 2.21 in-
crementando el valor de 𝜇 de 1 a 20 individuos en dimensión 30 y de 1 a 45 individuos en
dimensión 50.
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Figura 5.10: Gráﬁcas de evolución de la función Levy para dimensión 30 y 50 donde se mues-
tra como la calidad converge en muy pocas generaciones tras cada reinicio.
el nivel de exploración, con un valor de 𝜇 de 10 individuos, se consigue que el algoritmo
resuelva todas las ejecuciones realizadas.
De la misma forma que en la sección anterior con el RCGA, en esta sección se ha carac-
terizado el comportamiento del CMA-ES. En un primer análisis se estudiaron los resultados
obtenidos por el algoritmo ejecutado con la conﬁguración recomendada por [Auger and Han-
sen, 2005]. Las conclusiones de este análisis permitieron identiﬁcar los problemas de este
algoritmo con las funciones multimodales de alta dimensionalidad o unimodales de camino
muy largo, en especial aquellas de tipo L-Separable y NL-Separable. El siguiente paso de la
metodología de análisis propuesta en este trabajo consiste en, una vez identiﬁcados los pro-
blemas del algoritmo original, estudiar su estrategia de búsqueda en mayor detalle y tratar
de identiﬁcar qué parámetros de esta estrategia pueden modiﬁcarse para tratar de solucionar
estas funciones problemáticas. En el caso del CMA-ES aumentando el nivel de exploración
D N 𝝁 SR CPEM 𝐆𝐍𝐄
30 70 1 0.04 3.33𝑒+0 ± 1.87𝑒+0 1.40𝑒−1 ± 6.91𝑒−210 1.00 3.39𝑒−8 ± 9.84𝑒−10 6.62𝑒−5 ± 4.35𝑒−6
1 0.00 1.50𝑒+1 ± 6.90𝑒+0 2.22𝑒−1 ± 5.24𝑒−250 10 10 1.00 2.24𝑒−8 ± 5.39𝑒−10 5.18𝑒−5 ± 2.96𝑒−6
Tabla 5.11: Comparación de los resultados del CMA-ES para la función Levy incrementando
el valor original de 𝜇 de 1 a 10 individuos en ambos casos.
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Figura 5.11: Esquema básico de funcionamiento del algoritmo DE
fue posible resolver todas las funciones, excepto aquellas de tipo L-Separable. La estrate-
gia de modiﬁcación de la matriz de covarianzas utilizada por el algoritmo provoca que el
rendimiento en este tipo de funciones sea muy pobre.
5.3 Diﬀerential Evolution (DE)
5.3.1 Descripción del algoritmo
Rainer Storn y Kenneth Price presentaron el algoritmo Diﬀerential Evolution en 1995
como un algoritmo simple basado en poblaciones para minimización de funciones [Storn and
Price, 1995, Storn and Price, 1997]. En cada generación del algoritmo se aplica el operador
de mutación para cada uno de los individuos de la población. Para cada vector padre, también
llamado vector objetivo o vector target, se genera una nueva solución a partir de tres vectores:
un vector llamado vector base y dos vectores escogidos de forma aleatoria. En este algoritmo
la fase de reemplazo sigue una técnica voraz o greedy: si el vector mutado o resultante tiene
mejor valor en la función de calidad que el vector objetivo, el vector mutado reemplaza a
aquel con el que está siendo comparado, el vector objetivo. En la ﬁgura 5.11 se muestra un
esquema de esta estrategía de búsqueda.
La característica principal de este algoritmo es que utiliza una mutación basada en la dis-
tribución de la solución dentro de la población actual. La dirección de búsqueda y la longitud
del paso de búsqueda dependen de la localización de los individuos elegidos para calcular los
valores de mutación. Es decir, extrayendo información sobre la distancia y la dirección en-
tre los individuos para generar variaciones aleatorias, se obtiene como resultado un esquema
adaptativo con excelentes propiedades de convergencia. Para conseguir un incremento en la
diversidad de la población se aplica un operador de cruce al vector mutado [Storn and Price,
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Figura 5.12: Esquemas de los operadores del algoritmo DE.
1997]. Este operador de cruce consiste en elegir algunos genes del vector objetivo y otros del
nuevo vector. La ejecución o no del operador de cruce está determinada por un parámetro
escogido por el usuario denominado CR. Este parámetro controla la inﬂuencia del padre en
la descendencia generada. Valores altos para el parámetro CR signiﬁca menor inﬂuencia del
padre. El parámetro F es el encargado de ponderar la inﬂuencia de las soluciones escogidas
para generar el valor de mutación. El comportamiento de los operadores del algoritmo DE se
representa de manera esquemática en las ﬁguras 5.12a y 5.12b.
Actualmente existen muchas variantes de este algoritmo. Para nombrar a las distintas
variantes de DE se utiliza la siguiente nomenclatura DE/x/y/z, donde DE son las siglas de
Diﬀerential Evolution, x indica la técnica utilizada para escoger el vector base, y indica el
número de pares de soluciones que se utilizan para generar el vector diferencia y, por último,
z indica el tipo de cruce que se utiliza.
Las estrategias para seleccionar el vector base más utilizadas son las siguientes:
• rand: el vector base se escoge de forma aleatoria entre todos los individuos de la po-
blación, excepto el vector objetivo [Storn and Price, 1997,Price et al., 2005].
• best: el vector base es el mejor individuo de la población.
• current-to-random: el vector base se sustituye por 𝜆𝑥𝑟1 + (1 − 𝜆)𝑥𝑖.
• current-to-best: el vector base se sustituye por 𝜆𝑥𝑏𝑒𝑠𝑡 + (1 − 𝜆)𝑥𝑖.
En los dos casos anteriores, se combina información del padre para generar el vec-
tor mutado. El parámetro 𝜆 controla la inﬂuencia del mejor individuo o del individuo
aleatorio sobre el vector padre.
• current-to-pbest: en la expresión anterior, el vector 𝑥𝑏𝑒𝑠𝑡 se elige entre los 𝑝 mejores
individuos de la población [Zhang and Sanderson, 2009].
En cuanto al número de vectores diferencia, lo más usual es utilizar un sólo vector, aunque en
algunas ocasiones utilizar dos vectores diferencia ha proporcionado resultados satisfactorios.
El último parámetro a ajustar en el algoritmoDE es el tipo de cruce utilizado. Actualmente
existen dos esquemas de cruce [Storn and Price, 1995, Storn and Price, 1997, Price et al.,
2005]:
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• Binomial (bin): el cruce binomial es muy parecido al cruce uniforme utilizado en los
algoritmos evolutivos. Para seleccionar aquellos genes que se cruzan se utiliza una
distribución binomial, cada gen tiene una probabilidad CR de ser cruzado. El vector
trial tendrá al menos un elemento del vector mutado.
• Exponencial (exp): este tipo de cruce es similar a las variantes de cruce por uno o dos
puntos utilizados en los algoritmos genéticos. Comenzando por una posición aleatoria
del vector target, el vector trial contendrá una secuencia consecutiva de componentes
del vector mutado. Aunque este esquema de cruce fue utilizado en la primera versión
del DE [Storn and Price, 1995], actualmente la mayor parte de las implementaciones
utilizan el cruce binomial.
El principal problema de los esquemas de cruce del DE es que no son invariantes ante
rotaciones, lo cual hace que el rendimiento del algoritmo ante funciones rotadas sea bajo. Sin
embargo, si eliminamos el operador de cruce para solucionar ese problema el rendimiento
del algoritmo frente a funciones multimodales decrece [Zaharie, 2009]. En este trabajo se
utilizará la versión clásica del DE, es decir, el esquema DE/rand/1/bin descrito en [Storn
and Price, 1997]. El algoritmo 5 muestra el pseudocódigo de esta versión que además está
disponible en la librería JEAF (www.gii.udc.es/jeaf).
5.3.2 Caracterización del algoritmo DE
Como se comentó en la introducción del capítulo, partimos de que las dos primeras etapas
del procedimiento de caracterización ya han sido llevadas a cabo y se ha seleccionado el
conjunto de funciones prueba caracterizado en la sección 4.1.2 cuyas propiedades se resumen
en las tablas 4.3, 4.4 y 4.5. En cuanto a las medidas de error y rendimiento, se utilizarán
el CPEM, el SR y el 𝐺𝑁𝐸 . Describimos a continuación la tercera etapa del procedimiento
propuesto, centrada en la ejecución y el análisis de resultados.
Ejecución de las pruebas
El primer paso consiste en ejecutar el algoritmo sobre este conjunto de prueba siguiendo
las indicaciones explicadas en 4.3.1. Los parámetros propios del algoritmo DE utilizados en
este trabajo se muestran en la tabla 5.12. Como parte de este tercer paso se llevó a cabo un
análisis poblacional con el objetivo de determinar el tamaño poblacional óptimo para cada
función del conjunto de prueba. En el siguiente apartado se analizan los resultados obtenidos
en este sentido.
Análisis poblacional En la tercera columna de la tabla 5.13 se muestran los tamaños de
población óptimos obtenidos por el DE. Como ya se comentó anteriormente, no se presentan
en este trabajo todos los datos existentes por cuestiones de espacio, sino únicamente los que
obtienen el mejor resultado ﬁnal.
Analizando los tamaños de población obtenidos comenzando por las funciones de baja
dimensionalidad, vemos que la mayor parte de ellas no requieren más de 20 individuos para
resolver el problema. Los casos excepcionales son las funciones Easom, Shekel 5, Shekel 7,
Shekel 10 y Shekel's Foxholes en los cuales es necesaria una población de 40 o 50 individuos
según los casos. La topología de estas funciones, tanto la Easom que es unimodal como en
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Algoritmo 5 Esquema básico del algoritmo Evolución Diferencial.
Entrada:
𝑁𝑃 , número de individuos de la población.
𝐷, número de genes de cada cromosoma.
𝑡𝑚𝑎𝑥, número máximo de generaciones.
𝐶𝑅, inﬂuencia del padre en el hijo generado.
𝐹 , peso de la suma ponderada, inﬂuencia de las soluciones en la nueva solución.
1: 𝑡 ← 0
2: Generar la población inicial de forma aleatoria: 𝐱𝑖𝑡, ∀𝑖, 𝑖 = 1,… ,𝑁𝑃
3: Evaluar 𝑓(𝐱𝑖𝑡), ∀𝑖, 𝑖 = 1,… ,𝑁𝑃
4: for 𝑡 = 1 hasta 𝑡𝑚𝑎𝑥 do
5: for 𝑖 = 1 hasta𝑁𝑃 do
6: Seleccionar de forma aleatoria: 𝑟1 ≠ 𝑟2 ≠ 𝑟𝑏
7: 𝑗𝑟𝑎𝑛𝑑 = 𝑟𝑎𝑛𝑑(1,𝐷)
8: for 𝑗 = 1 hasta 𝐷 do
9: if 𝑟𝑎𝑛𝑑𝑗(0, 1] < 𝐶𝑅 or 𝑗 = 𝑗𝑟𝑎𝑛𝑑 then
10: 𝑢𝑖𝑗,𝑡+1 = 𝑥
𝑟𝑏
𝑗,𝑡 + 𝐹(𝑥
𝑟1
𝑗,𝑡 − 𝑥
𝑟2
𝑗,𝑡)
11: else
12: 𝑢𝑖𝑗,𝑡+1 = 𝑥𝑖𝑗,𝑡
13: end if
14: end for
15: if 𝑓(𝐮𝑖𝑡+1) ≤ 𝐱𝑖𝑡 then
16: 𝐱𝑖𝑡+1 = 𝐮𝑖𝑡+1
17: else
18: 𝐱𝑖𝑡+1 = 𝐱𝑖𝑡
19: end if
20: end for
21: 𝑡 ← 𝑡 + 1
22: end for
los otros cuatro casos que son multimodales, provoca la necesidad de un mayor nivel de
exploración por parte del algoritmo. Esto se consigue aumentando el tamaño de la población.
En las funciones de alta dimensionalidad, igual que se hizo en el caso del CMA-ES,
se distingue entre funciones unimodales y multimodales. En el primer caso, las funciones
unimodales, no es necesario un tamaño de población elevado para resolverlas excepto en el
caso de la función Perm, que debido a su diﬁcultad requiere un mayor número de individuos
aunque en ninguno de los casos analizados (tamaños de población de 10 a 100 individuos) se
resuelve.
En el caso de las funciones multimodales, el tamaño poblacional óptimo es de 20 indivi-
duos excepto en las funciones Rastrigin, Schwefel, Griewank de dimensión 10 y Rosenbrock.
Las tres primeras funciones comparten la característica de presentar un elevado número de
óptimos, en concreto 11𝑛, 8𝑛 y 4𝑛 respectivamente. Además son las funciones con mayor
distancia entre centros de atracción 4.86𝑒−1, 9.20𝑒−1 y 4.55𝑒−1. Por este motivo son las
funciones que mayor nivel de exploración requieren. Una de las estrategias para aumentar el
nivel de exploración es utilizar un tamaño de población alto. En el caso de la función Ro-
senbrock, a pesar de tener solamente dos óptimos locales como se indica en la tabla 4.4 de
la sección 4.1.3, su topología provoca que el algoritmo tenga tendencia a caer en el óptimo
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Operador Parámetro Valor
Mutación
Estrategia base rand
Núm. de vectores 1
F 0.9
Cruce Tipo binCR 0.1 o 0.9, dependiendo del tipo de función.
Tabla 5.12: Parámetros de conﬁguración utilizados para la caracterización del DE
local y que requiera, al igual que las funciones anteriores, un mayor tamaño de población
para aumentar el nivel de exploración y resolver la función.
Resumiendo, generalmente el número de individuos requeridos por el DE para resolver
una función del conjunto no es mayor de 30. Si la topología de la función requiere un mayor
nivel de exploración, como es el caso de las funciones multimodales con un número elevado
de centros de atracción o con amplia distancia entre ellos, entonces es necesario aumentar el
tamaño de la población para resolverla.
Análisis de resultados
Como en las secciones anteriores, la caracterización del DE se ha realizado ejecutando
el algoritmo sobre las funciones del conjunto de prueba utilizando el procedimiento que se
explica en la sección 4.3.1. Los resultados obtenidos se muestran en la tabla 5.13.
Tabla 5.13: Resultados obtenidos por el algoritmo DE en el conjunto de funciones utilizadas
en este trabajo.
Función D N SR CPEM GNE
Axis Parallel
10 20 1.00 7.34𝑒−8 ± 2.55𝑒−9 1.78𝑒−6 ± 3.34𝑒−7
30 20 1.00 8.98𝑒−8 ± 1.58𝑒−9 5.83𝑒−7 ± 1.11𝑒−7
50 20 1.00 9.88𝑒−8 ± 1.61𝑒−9 2.90𝑒−7 ± 1.05𝑒−7
Schwefel 2.22
10 20 1.00 9.19𝑒−8 ± 2.38𝑒−9 1.41𝑒−8 ± 2.42𝑒−9
30 20 1.00 1.01𝑒−7 ± 1.44𝑒−9 4.49𝑒−9 ± 3.92𝑒−10
50 20 1.00 1.08𝑒−7 ± 1.50𝑒−9 2.75𝑒−9 ± 1.57𝑒−10
Sphere Model
10 20 1.00 6.90𝑒−8 ± 1.73𝑒−9 3.24𝑒−6 ± 2.00𝑒−7
30 20 1.00 8.08𝑒−8 ± 1.60𝑒−9 1.83𝑒−6 ± 4.38𝑒−8
50 20 1.00 8.92𝑒−8 ± 1.42𝑒−9 1.41𝑒−6 ± 3.23𝑒−8
Step
10 10 1.00 1.47𝑒−8 ± 1.28𝑒−9 3.18𝑒−3 ± 5.73𝑒−4
30 20 1.00 3.51𝑒−8 ± 1.40𝑒−9 2.76𝑒−3 ± 2.59𝑒−4
50 20 1.00 3.88𝑒−8 ± 9.96𝑒−10 2.75𝑒−3 ± 2.34𝑒−4
SumOf
10 10 1.00 1.69𝑒−8 ± 2.33𝑒−9 6.57𝑒−2 ± 1.63𝑒−2
30 20 1.00 2.13𝑒−8 ± 1.34𝑒−9 2.19𝑒−1 ± 2.61𝑒−2
50 20 1.00 1.97𝑒−8 ± 1.92𝑒−9 2.69𝑒−1 ± 2.36𝑒−2
Easom 2 40 1.00 2.72𝑒−7 ± 7.50𝑒−8 7.67𝑒−4 ± 3.80𝑒−3
Schwefel 2.21
10 10 1.00 3.14𝑒−7 ± 8.01𝑒−9 7.07𝑒−8 ± 3.23𝑒−7
30 20 1.00 5.82𝑒−7 ± 1.19𝑒−8 5.91𝑒−9 ± 4.89𝑒−10
50 20 1.00 7.57𝑒−7 ± 1.28𝑒−8 5.59𝑒−9 ± 3.35𝑒−10
Colville 4 20 1.00 1.13𝑒−7 ± 2.88𝑒−8 3.63𝑒−3 ± 1.21𝑒−2
Matyas 2 20 1.00 3.86𝑒−8 ± 5.16𝑒−9 5.37𝑒−4 ± 8.61𝑒−4
Perm
10 60 0.72 1.56𝑒−6 ± 2.94𝑒−6 1.12𝑒−2 ± 3.25𝑒−3
30 70 0.00 3.74𝑒+0 ± 8.87𝑒+0 4.65𝑒−3 ± 2.60𝑒−3
50 100 0.00 5.29𝑒+99 ± 2.59+100 6.23𝑒−2 ± 1.75𝑒−2
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Tabla 5.13 -- continua desde la página anterior
Función D N SR CPEM GNE
Schwefel 1.2
10 20 1.00 1.44𝑒−7 ± 1.78𝑒−8 4.75𝑒−6 ± 6.72𝑒−7
30 20 1.00 4.73𝑒−7 ± 2.85𝑒−8 3.09𝑒−6 ± 1.09𝑒−7
50 20 0.96 2.26𝑒−6 ± 7.02𝑒−6 3.00𝑒−6 ± 2.68𝑒−6
Zakharov
10 20 1.00 1.12𝑒−7 ± 1.52𝑒−8 4.13𝑒−5 ± 3.40𝑒−6
30 30 1.00 5.47𝑒−7 ± 4.02𝑒−8 2.39𝑒−5 ± 4.98𝑒−7
50 30 0.00 1.06𝑒+0 ± 5.19𝑒+0 3.97𝑒−3 ± 1.94𝑒−2
Aluﬃ-Pentini's 2 20 1.00 3.94𝑒−8 ± 4.44𝑒−9 1.16𝑒−4 ± 5.85𝑒−5
Becker and Lago 2 20 1.00 5.06𝑒−8 ± 7.27𝑒−9 7.39𝑒−1 ± 3.12𝑒−1
Bohachevsky 1 2 20 1.00 5.66𝑒−8 ± 5.63𝑒−9 6.26𝑒−6 ± 7.61𝑒−6
Cosine Mixture
10 20 1.00 4.98𝑒−8 ± 1.91𝑒−9 8.55𝑒−5 ± 1.11𝑒−5
30 20 1.00 5.90𝑒−8 ± 1.24𝑒−9 5.11𝑒−5 ± 1.83𝑒−6
50 20 1.00 6.47𝑒−8 ± 1.07𝑒−9 3.87𝑒−5 ± 1.00𝑒−6
Rastrigin
10 30 1.00 1.18𝑒−7 ± 3.49𝑒−9 4.61𝑒−6 ± 5.83𝑒−7
30 30 1.00 1.59𝑒−7 ± 2.79𝑒−9 2.56𝑒−6 ± 5.81𝑒−8
50 50 1.00 3.78𝑒−7 ± 4.44𝑒−9 1.98𝑒−6 ± 6.42𝑒−8
Schwefel
10 40 1.00 1.66𝑒−7 ± 5.19𝑒−9 2.38𝑒−6 ± 3.38𝑒−7
30 60 1.00 3.27𝑒−7 ± 5.99𝑒−9 1.82𝑒−6 ± 7.96𝑒−8
50 80 1.00 5.70𝑒−7 ± 7.53𝑒−9 1.72𝑒−6 ± 2.99𝑒−8
Ackleys
10 20 1.00 1.10𝑒−7 ± 3.43𝑒−9 7.78𝑒−9 ± 7.81𝑒−10
30 20 1.00 1.01𝑒−7 ± 6.26𝑒−8 7.93𝑒−9 ± 5.09𝑒−10
50 20 1.00 1.49𝑒−7 ± 8.97𝑒−8 7.76𝑒−9 ± 1.20𝑒−10
Griewank 30 20 1.00 6.18𝑒−8 ± 1.36𝑒−9 1.67𝑒−6 ± 1.31𝑒−750 20 1.00 9.29𝑒−8 ± 3.40𝑒−9 1.70𝑒−6 ± 7.03𝑒−8
Levy
10 20 1.00 5.03𝑒−8 ± 2.38𝑒−9 1.30𝑒−4 ± 2.01𝑒−5
30 20 1.00 6.18𝑒−8 ± 1.36𝑒−9 7.08𝑒−5 ± 2.85𝑒−6
50 20 1.00 6.95𝑒−8 ± 1.16𝑒−9 5.65𝑒−5 ± 1.96𝑒−6
Penalized 1
10 20 1.00 6.00𝑒−8 ± 2.73𝑒−9 4.42𝑒−5 ± 3.56𝑒−6
30 20 1.00 6.98𝑒−8 ± 1.56𝑒−9 4.45𝑒−5 ± 1.37𝑒−6
50 20 1.00 7.76𝑒−8 ± 1.68𝑒−9 4.46𝑒−5 ± 1.46𝑒−6
Penalized 2
10 20 1.00 6.27𝑒−8 ± 2.80𝑒−9 1.89𝑒−5 ± 2.81𝑒−6
30 30 1.00 1.21𝑒−7 ± 2.51𝑒−9 1.14𝑒−5 ± 6.83𝑒−7
50 20 1.00 8.51𝑒−8 ± 1.73𝑒−9 8.83𝑒−6 ± 3.17𝑒−7
Beale 2 20 1.00 4.70𝑒−8 ± 5.48𝑒−9 3.85𝑒−4 ± 3.553−4
Bohachevsky 2 2 20 1.00 6.26𝑒−8 ± 6.35𝑒−9 5.83𝑒−6 ± 7.94𝑒−6
Dekkers and Aarts 2 10 1.00 1.85𝑒−8 ± 5.29𝑒−9 5.77𝑒−1 ± 5.20𝑒−1
Goldstein Price 2 20 1.00 5.25𝑒−8 ± 2.15𝑒−4 6.25𝑒−5 ± 1.05𝑒−4
Griewank 10 50 1.00 3.93𝑒−7 ± 3.26𝑒−8 1.40𝑒−6 ± 2.38𝑒−7
Hartman 3 3 20 1.00 2.94𝑒−8 ± 4.17𝑒−9 5.47𝑒−3 ± 2.62𝑒−3
Hartman 6 6 20 0.28 1.06𝑒−1 ± 1.99𝑒−1 7.58𝑒−1 ± 3.34𝑒−1
Rosenbrock
10 50 1.00 6.47𝑒−7 ± 3.32𝑒−8 5.37𝑒−6 ± 3.60𝑒−6
30 40 0.24 8.48𝑒−1 ± 1.44𝑒+0 3.78𝑒−3 ± 4.94𝑒−3
50 30 0.00 3.67𝑒+1 ± 3.35𝑒+1 4.29𝑒−2 ± 2.79𝑒−2
Kowalik's 4 60 0.68 3.14𝑒−4 ± 4.61𝑒−4 2.50𝑒−1 ± 3.61𝑒−1
Shekel Family 5 4 50 1.00 2.07𝑒−7 ± 1.78𝑒−8 3.02𝑒−5 ± 8.62𝑒−6
Shekel Family 7 4 40 1.00 1.35𝑒−7 ± 1.28𝑒−8 1.44𝑒−4 ± 4.30𝑒−5
Shekel Family 10 4 50 1.00 1.72𝑒−7 ± 1.22𝑒−8 1.49𝑒−5 ± 4.92𝑒−5
Shekel's Foxholes 2 40 1.00 1.17𝑒−7 ± 2.36𝑒−8 1.01𝑒−2 ± 3.89𝑒−2
SixHump Camel Back 2 20 1.00 5.02𝑒−8 ± 1.74𝑒−9 1.00𝑒−1 ± 9.82𝑒 − 2
Conﬁguración básica En primer lugar se analizarán los resultados obtenidos por el algo-
ritmo DE utilizando la conﬁguración propuesta por los autores en [Storn and Price, 1997].
Observando los resultados obtenidos tras la ejecución del algoritmo, se concluye que el DE
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tiene problemas con las funciones no separables de alta dimensionalidad (dimensiones 30 y
50). El algoritmo falla en cuatro funciones en las cuales aparecen de manera conjunta estas
dos características: las funciones Perm, Zakharov y Rosenbrock. El algoritmo también pre-
senta problemas con la función Hartman 6 (no separable de dimensión 6). Este resultado
llama la atención porque la función no es de alta dimensionalidad y el DE resuelve todas
las funciones no separables de baja dimensionalidad excepto esta. Este comportamiento será
discutido y explicado más adelante.
El DE resuelve todas las funciones L-Separables y NL-Separables. Este comportamiento
es consecuencia de su operador de cruce, el cual está controlado por el parámetro CR que
determina cuántos genes mutados pasan de una generación a la siguiente controlando la di-
rección de búsqueda del algoritmo. La probabilidad de que un gen cambie puede calcularse
a partir del tipo de cruce utilizado, la dimensión del problema y el valor de CR (ver [Zaharie,
2009] para una explicación detallada). Una probabilidad de cambio baja puede conseguirse
utilizando un valor bajo de CR. En este caso se utilizó un valor de 0.1 como se recomienda
en [Rönkkönen et al., 2005], permitiendo que el proceso de optimización busque en direc-
ciones ortogonales y, como consecuencia, se optimice de forma independiente cada uno de
los parámetros del genotipo. Por lo tanto, el DE es una buena opción para resolver funciones
separables con esta conﬁguración de sus operadores.
En las funciones No-Separables, el comportamiento del DE es exitoso en funciones de
baja dimensionalidad (excepto en la función Hartman 6) y su rendimiento empeora en todas
las funciones de alta dimensionalidad con más de 10 dimensiones. Normalmente, los pro-
blemas aparecen con dimensiones 30 y 50, aunque hay algunos fallos en la función Perm de
10 dimensiones (con una SR del 72%). Esta función tiene un camino hasta el óptimo muy
largo como ya se ha comentado al analizar otros algoritmos. De entre las restantes funciones
no separables de alta dimensionalidad, la función Schwefel 1.2 no representa un problema
para el DEy simplemente tiene algunos fallos en dimensión 50 (SR 96%). El algoritmo no es
capaz de resolver la función Zakharov de dimensión 50 (SR 0%). En la función Rosenbrock,
que es multimodal en vez de unimodal como los tres casos anteriores, el DE falla tanto en
dimensión 30 (SR 24%) como en dimensión 50 (SR 0%). Como ya ha sido comentado, la
mejor estrategia para resolver funciones no separables es aprender las dependencias entre los
parámetros. En el caso del algoritmo DE, el parámetro CR, que controla el número de nuevos
genes que pasan a la siguiente generación, debe ser incrementado para obtener el comporta-
miento contrario al que se mostró para funciones separables [Zaharie, 2009]. De hecho, en
los resultados mostrados en la tabla 5.13, el valor de CR se incrementó a 0.9 para las ejecu-
ciones correspondientes a funciones no separables, lo cual mejoró los resultados obtenidos
inicialmente. Sin embargo, esto no es suﬁciente para resolver los casos mencionados.
Existen dos funciones de tipo No-Separables de baja dimensionalidad que se deben co-
mentar: las fuciones Kowaliks y Hartman 6. El DE falla algunas ejecuciones de la función
Kowaliks obteniendo un SR del 60%, esta función tiene 4 dimensiones. Es una función que
presenta muchas diﬁcultades debido a su topología, el centro de atracción óptimos no es el de
mayor tamaño (esta no es la única función donde esta característica representa un problema
para el DE). Como se muestra en la tabla 4.4, esta función tiene 65 centros de atracción y el
tamaño de los mismos crece a medida que los individuos se alejan del óptimo global. Por lo
tanto, la función es deceptiva y el DE tenderá a converger hacia los centros de atracción de
mayor tamaño. Finalmente, en la función Hartman 6 de 6 dimensiones el DE obtiene un SR
del 28%. En el conjunto de funciones de prueba hay tres funciones No-Separables multimo-
dales de 6 o más dimensiones: la función Griewank (10D), la función Rosenbrock (10D, 30D
and 50D) y la funciónHartman 6 (6D). El DE no tiene problemas con la funciónGriewank, el
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rendimiento del algoritmo en la función Rosenbrock comienza a empeorar a partir de dimen-
sión 30 y la función Hartman 6 raramente se resuelve. La clave es el tipo de multimodalidad:
la función Hartaman 6 presenta dos centros de atracción aislados y la función Rosenbrock
presenta nueve, dos de ellos ocupan casi la totalidad del espacio de calidad considerándose
los centros de atracción principales de dicha función. Por otro lado, la funciónGriewank tiene
varios centros de atracción repartidos por el espacio de calidad, esta distribución facilita el
proceso de exploración del DE. La función Hartman 6 es más difícil que la función Rosen-
brock debido a que en la primera el centro de atracción del óptimo es más pequeño que el
otro.
Para terminar con el análisis del algoritmo DE, a partir de los resultados obtenidos se
pueden concluir las siguientes características:
• Su rendimiento es satisfactorio en funciones separables debido a su capacidad de buscar
en direcciones ortogonales utilizando un valor bajo de CR.
• Presenta problemas con funcionesNo-Separables de alta dimensionalidad, básicamente
porque no tiene en cuenta las dependencias entre parámetros, aunque su rendimiento
mejora con valores altos de CR. Este comportamiento es independiente de la modalidad
del espacio de calidad.
• En funciones unimodales, un caminomuy largo hacia el óptimo empeora el rendimiento
del DE, pero en menor medida que otros algoritmos ya que solamente ocurre en la fun-
ción Perm que también es No-Separable de alta dimensionalidad. Por tanto, el camino
largo es un problema añadido (el DE tiene menos diﬁcultades con las otras funciones
de alta dimensionalidad, No-Separables y unimodales) pero, probablemente, no sea el
problema principal de la función Perm. El comportamiento del DE en las funciones
unimodales es satisfactorio debido a que su estrategia de búsqueda permite un ajuste
automático del paso de mutación basado en la distribución de la población sobre el es-
pacio de calidad durante el proceso. En las generaciones iniciales del DE, la población
está repartida sobre el espacio de búsqueda y, como el paso de mutación depende de
la distancia entre individuos, su valor es alto. A medida que la población converge, la
distancia decrece y, en consecuencia, también lo hace el paso de mutación.
• En funciones No-Separables multimodales, un número bajo de centros de atracción
parece suﬁciente para que el número de dimensiones necesarias para observar un mal
comportamiento en funciones No-Separables sea menor. En este caso concreto el ren-
dimiento del algoritmo empeora en funciones con seis o más dimensiones.
Variaciones sobre la conﬁguración básica Los resultados y las conclusiones que han sido
explicados en la sección anterior fueron obtenidos utilizando la conﬁguración recomendada
en [Rönkkönen et al., 2005]. Esta conﬁguración básica ha resultado ser muy adecuada para
resolver funciones que generan espacios de calidad con diferentes características topológicas.
Sin embargo, dentro del conjunto de funciones de prueba utilizado en este trabajo, existen
varias funciones que no se resuelven utilizando esta conﬁguración. Debemos pues analizar
por qué motivo no se resuelven y modiﬁcar la conﬁguración del algoritmo para tratar de
arreglarlo.
En este caso las funciones no resueltas son las siguientes:
• Dos funciones de tipo unimodal y No-Separables: las funciones Perm y Zakharov. La
función Perm es la que presenta el camino hasta el óptimo más largo dentro de todas las
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funciones analizadas en este trabajo. En el caso de la función Zakharov el camino al óp-
timo no es excesivamente largo, situandose en la media de longitudes de las funciones
consideradas en este trabajo.
• Tres funciones de tipo multimodal y, también, No-Separables: la función Kowaliks, la
funciónHartman 6 y la función Rosenbrock. En las dos primeras, el centro de atracción
óptimo no es el de mayor tamaño. No ocurre lo mismo en la función Rosenbrock.
Analizando las características de estas cinco funciones, todas ellas comparten el hecho de
ser no separables. Como ya ha sido mencionado en esta sección, la estrategia que se debe uti-
lizar con el DE en el caso de tratar de resolver una función no separable es establecer un valor
de CR elevado (generalmente, 0.9) para que la búsqueda se realice en direcciones diagonales.
Sin embargo, como se ha visto, esto no es suﬁciente para tratar con este tipo de funciones.
En las funciones no separables existen dependencias entre parámetros e, idealmente, para
resolver este tipo de funciones, un algoritmo debería tratar de aprender dichas dependencias
durante el proceso de optimización. En el caso del DE, su estrategia de búsqueda adapta las
variables del problema teniendo en cuenta dichas dependencias. Por lo tanto, para mejorar
los resultados obtenidos en las cuatro funciones mencionadas, es necesario seguir otro tipo
de estrategia que no involucre el operador de cruce, ya que la conﬁguración utilizada para
este operador es la óptima.
En cuanto a la modalidad de las funciones, dos de ellas son unimodales (la función Perm
y la función Zakharov). En el caso de la función Perm de dimensión 10, el valor de CPEM
que se obtiene (1.56𝑒 − 6) indica que las ejecuciones no resueltas casi alcanzan el valor con-
siderado como óptimo (en este trabajo 10−6). En las ejecuciones con 30 y 50 parámetros,
los resultados que obtiene el algoritmo están alejados del valor óptimo (un valor medio de
CPEM de 3.74𝑒+0 para dimensión 30 y 5.29𝑒+99 para dimensión 50). El algoritmo, en estos
dos casos, presenta una velocidad de convergencia lenta. El único caso problemático de la
función Zakharov es en dimensión 50. De las 25 ejecuciones realizadas, 24 obtienen un valor
casi óptimo con valores de CPEM entre 10−4 y 10−6 y en una de ellas la población del algo-
ritmo converge hacia un valor de CPEM de 26.48. Con estos resultados podemos concluir que
el problema del DE en este tipo de funciones es que la velocidad de convergencia es lenta
y que aumentando esta velocidad podríamos obtener mejores resultados. Para aumentar la
velocidad de convergencia, es necesario aumentar la presión selectiva. De hecho, la presión
selectiva del DE es muy baja. Utilizando la estrategia de mutación rand la probabilidad de
escoger el mejor de los individuos de la población cada vez que se genera una nueva solución
es muy baja, concretamente, 1/(𝑁 ⋅ (𝑁 − 1) ⋅ (𝑁 − 2)) siendo𝑁 el número de individuos de
la población. Por lo tanto, existen pocas probabilidades de que la información del mejor indi-
viduo pase a la siguiente generación disminuyendo notablemente la presión selectiva. Cabe
destacar que, a pesar de esta baja presión selectiva, el alto nivel de ''voracidad'' que presenta
el algoritmo compensa en parte este problema. Para aumentar esta probabilidad y, en con-
secuencia, aumentar la presión selectiva se debe utilizar otra estrategia de mutación. En la
bibliografía encontramos diferentes opciones. Entre las más conocidas están las estrategias
best [Pahner and Hameyer, 2002] y current-to-best [Mezura-Montes et al., 2006]. Estas es-
trategias provocan que el comportamiento del DE sea más voraz, aumentando la velocidad
de convergencia, pero pueden provocar convergencia prematura. Otra estrategia interesante
es la current-to-pbest [Zhang and Sanderson, 2009], que permite controlar el nivel de presión
selectiva deseado ajustando el parámetro p. Utilizando esta estrategia los descendientes se
generan utilizando la siguiente ecuación:
𝐯𝑖,𝑔 = 𝐱𝑖,𝑔 + 𝐹 ⋅ (𝐱𝑝𝑏𝑒𝑠𝑡,𝑔 − 𝐱𝑖,𝑔) + 𝐹 ⋅ (𝐱𝑟1,𝑔 − 𝐱𝑟2,𝑔) (5.5)
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Figura 5.13: Evolución de la probabilidad de seleccionar el mejor individuo según la estra-
tegia de mutación utilizada utilizando una población de 50 individuos. Los valores extremos
se corresponden con la estrategia best y rand. Los valores intermedios se corresponden con
diferentes valores del parámetro p de la estrategia current-to-pbest
.
donde 𝐱𝑝𝑏𝑒𝑠𝑡,𝑔 es un individuo seleccionado aleatoriamente entre los 100 ⋅ 𝑝% mejores indivi-
duos de la población (p puede tomar valores en el intervalo (0, 1]). Utilizando valores cercanos
a 0 se obtiene una estrategia más voraz con un comportamiento similar a la estrategia best. Por
el contrario, valores cercanos a 1 provocan que el comportamiento de la búsqueda sea más ex-
plorador, parecido a la estrategia rand. En la ﬁgura 5.13 se representa la probabilidad de que
se utilice al mejor individuo de la población para generar la descendencia. En los extremos se
encuentran la estrategia best, con probabilidad 1, ya que el mejor individuo siempre se utiliza
para generar la nueva descendencia, y la estrategia rand, donde todos los individuos tienen
la misma probabilidad de ser seleccionados y, por lo tanto, la probabilidad de seleccionar el
mejor es baja. Los valores intermedios se corresponden con la probabilidad de seleccionar al
mejor individuo utilizando la estrategia current-to-pbest con diferentes valores del paráme-
tro p, la probabilidad disminuye a medida que crece el valor de p. Para tratar de mejorar los
resultados obtenidos por la estrategia rand en las funciones Perm y Zakharov se tratará de
aumentar la presión selectiva del algoritmo utilizando la estrategia current-to-pbest.
En la tabla 5.14 se muestran los resultados obtenidos por la función Perm en dimensio-
nes 30 y 50 utilizando la estrategia rand de la conﬁguración original y las estrategias best y
current-to-pbest con el objetivo de tratar de aumentar la presión selectiva y, de esta forma,
acelerar la velocidad de convergencia. Como se puede observar en la tabla, los mejores re-
sultados se obtienen utilizando la estrategia current-to-pbest. En ninguno de los dos casos se
consigue aumentar la SR, sin embargo, tanto el CPEM como el 𝐺𝑁𝐸 mejoran sus resultados.
Los resultados que se obtienen utilizando la estrategia de mutación best demuestran que esta
es una estrategia demasiado voraz y que utilizándola el DE pierde casi por completo su ca-
pacidad de exploración. Esta gran capacidad de exploración es una de las claves de su éxito.
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Función D N Estrategia SR CPEM 𝐆𝐍𝐄
Perm
30 70
rand 0.00 3.74𝑒+0 ± 8.87𝑒+0 4.65𝑒−3 ± 2.60𝑒−3
best 0.00 3.29𝑒+0 ± 5.78𝑒+0 5.36𝑒−3 ± 2.81𝑒−3
current-to-pbest 0.00 5.92𝑒−1 ± 1.18𝑒+0 3.98𝑒−3 ± 2.44𝑒−3(p = 0.20)
50 100
rand 0.00 5.29𝑒+99 ± 2.59𝑒+100 6.23𝑒−2 ± 1.75𝑒−2
best 0.00 1.58𝑒+168 ± Inf. 1.10𝑒−1 ± 1.23𝑒−1
current-to-pbest 0.00 7.65𝑒+0 ± 1.66𝑒+1 2.43𝑒−3 ± 1.08𝑒−3(p = 0.10)
Zakharov 50 30
rand 0.00 1.06𝑒+0 ± 5.19𝑒+0 3.97𝑒−3 ± 1.94𝑒−2
best 0.00 1.74𝑒+2 ± 1.09𝑒+2 2.33𝑒−1 ± 8.73𝑒−2
current-to-pbest 1.00 7.26𝑒−7 ± 4.38𝑒−8 1.85𝑒−5 ± 2.17𝑒−7(p = 0.10)
Tabla 5.14: Comparación de los resultados del DE en las funciones unimodales utilizando
diferentes estrategias de mutación.
Para la función Zakharov se han realizado las mismas pruebas que las presentadas para la
función Perm tratando de mejorar los resultados obtenidos, en este caso únicamente para di-
mensión 50. Los resultados obtenidos se muestran en la misma tabla. De nuevo, la estrategia
de mutación best resulta ser demasiado voraz provocando que la población converja rápida-
mente y se estanque en valores lejanos al óptimo. Utilizando la estrategia current-to-pbest
con un valor de p de 0.10, lo cual provoca un aumento de la presión selectiva, se consigue
una SR del 100%, aunque el algoritmo sigue siendo más lento que el CMA-ES.
Las funciones restantes, la función Kowaliks, la función Hartman 6 y la función Rosen-
brock, son todasmultimodales. En dos de los casos, la funciónKowaliks y la funciónHartman
6, el centro de atracción óptimo no es el de mayor tamaño y, analizando los resultados ob-
tenidos en las ejecuciones no resueltas, el algoritmo tiene tendencia a caer en aquel que no
es el óptimo. En el tercer caso, la función Rosenbrock, la amplitud del centro de atracción
no óptimo provoca el mismo comportamiento que en los dos casos anteriores. El problema
que presenta el DE en este tipo de funciones surge de su poca capacidad de explotación. En
los tres casos, la estrategia exploradora del algoritmo provoca que la población se distribuya
sobre el espacio de búsqueda y que la mayor parte de los individuos se sitúen en los centros de
atracción no óptimos. De forma que, cuando comienza la fase explotadora del algoritmo, este
concentre la búsqueda en esos centros de atracción convergiendo en óptimos locales. Para tra-
tar de mejorar los resultados proporcionados por la conﬁguración tradicional del algoritmo se
han utilizado, de nuevo, las estrategias best y current-to-pbest que ayudan a aumentar la ca-
pacidad de explotación del algoritmo. Los resultados obtenidos tras ejecutar estas versiones
del DE sobre cada una de las funciones analizadas se presentan en la tabla 5.15
Como demuestran los resultados obtenidos para la función Kowaliks, si se aumenta la
capacidad de explotación utilizando la estrategia current-to-pbest con un valor de p de 0.50,
se obtiene una SR del 96%, es decir, únicamente una ejecución de las 25 realizadas no es capaz
de resolver la función. Los resultados obtenidos por la función Hartman 6, demuestran que
aumentando la presión selectiva se consigue mejorar los resultados obtenidos por la estrategia
rand, incrementando en un 20% la SR. Para ﬁnalizar, analizando los resultados obtenidos por
la función Rosenbrock con las diferentes estrategias de mutación, es posible concluir que
de nuevo, la estrategia best es demasiado voraz, provocando la convergencia prematura de la
población hacia el óptimo local. En cambio, la estrategia current-to-pbest obtiene los mejores
resultados, mejorando tanto los valores de SR como lo valores de CPEM y 𝐺𝑁𝐸 .
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Función D N Estrategia SR CPEM 𝐆𝐍𝐄
Kowaliks 4 60
rand 0.68 3.14𝑒−4 ± 4.61𝑒−4 2.50𝑒−1 ± 3.61𝑒−1
best 0.44 4.36𝑒−3 ± 7.86𝑒−3 3.93𝑒−1 ± 3.54𝑒−1
current-to-pbest 0.96 3.67𝑒−5 ± 1.79𝑒−4 3.28𝑒−2 ± 1.50𝑒−1(p = 0.50)
Hartman 6 6 20
rand 0.28 1.06𝑒−1 ± 1.99𝑒−1 7.58𝑒−1 ± 3.34𝑒−1
best 0.48 8.72𝑒−2 ± 1.13𝑒−1 4.48𝑒−1 ± 4.59𝑒−1
current-to-pbest 0.48 6.58𝑒−2 ± 6.32𝑒−2 4.72𝑒−1 ± 4.46𝑒−1(p = 0.10)
Rosenbrock
30 40
rand 0.24 8.48𝑒−1 ± 1.44𝑒+0 3.78𝑒−3 ± 4.94𝑒−3
best 0.12 1.22𝑒+2 ± 5.91𝑒+2 1.25𝑒−2 ± 3.48𝑒−2
current-to-pbest 0.92 3.19𝑒−1 ± 1.08𝑒+0 9.74𝑒−4 ± 3.29𝑒−3(p = 0.05)
50 30
rand 0.00 3.67𝑒+1 ± 3.35𝑒+1 4.29𝑒−2 ± 2.79𝑒−2
best 0.00 5.03𝑒+1 ± 1.08𝑒+2 2.23𝑒−2 ± 2.70𝑒−2
current-to-pbest 0.04 2.88𝑒+0 ± 4.26𝑒+0 5.58𝑒−3 ± 6.15𝑒−3(p = 0.10)
Tabla 5.15: Comparación de los resultados del DE para las funciones multimodales utilizando
diferentes estrategias de mutación.
Resumiendo, la estrategia de búsqueda del algoritmo DE utilizado en este trabajo y cuya
conﬁguración es la más recomendada, tiende a seguir una estrategia exploradora basándose
en la distribución de la población en el espacio de calidad. Esta estrategia es la clave de
su éxito, sin embargo, como se ha visto, existen funciones en las que esta estrategia no es
adecuada. Estos casos se corresponden con funciones unimodales de camino muy largo en
las cuales es necesaria una velocidad de convergencia mayor que la que tiene la estrategia
DE/rand/1/bin y con funciones multimodales con pocos centros de atracción en las que el
algoritmo tiende a converger hacia el centro de atracción no óptimo, donde es necesaria un
mayor nivel de explotación. En el algoritmo DE estas propiedades están relacionadas y de-
penden de la estrategia de mutación utilizada. En estos casos es necesaria una estrategia de
mutación más voraz que la estrategia rand pero con una menor presión selectiva que la es-
trategia best. En este trabajo se ha optado por utilizar una estrategia current-to-pbest que, a
través del parámetro p, permite ajustar la presión selectiva y, como consecuencia, el balance
entre exploración y explotación, mejorando los resultados de las cuatro funciones problemá-
ticas para la estrategia básica. En el caso de las funciones unimodales, utilizando un valor de
p de 0.10, se obtiene el balance exploración / explotación óptimo para resolver este tipo de
funciones. En el caso de las funciones multimodales, la elección del valor de p depende de la
topología de la función y, como se ha visto en este apartado, concretamente del número de
óptimos locales. A mayor número de óptimos locales (véase función Kowaliks), es necesaria
una estrategia con un nivel de exploración más alto que de explotación y, por lo tanto, con
un valor de p mayor.
El procedimiento de caracterización desarrollado en este trabajo ha sido aplicado sobre el
algoritmo DE con el objetivo de caracterizar su comportamiento ante un conjunto de funcio-
nes prueba con diversas características. El primer análisis se realizó utilizando los paráme-
tros de conﬁguración recomendados en [Storn and Price, 1997]. Tras este primer análisis es
posible concluir las características de las funciones que provocan un rendimiento pobre en
el algoritmo. Estas funciones son, principalmente, las funciones de tipo No-Separable que,
además, sean unimodales de camino largo o multimodales cuyo centro de atracción óptimo
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no sea el de mayor tamaño. El segundo análisis sobre el algoritmo se realizó teniendo en
cuenta estos tipos de funciones y los parámetros que afectan a la estrategia de búsqueda del
mismo. En este segundo análisis se hizo especial hincapié en la poca presión selectiva y el
alto nivel de exploración que presenta la conﬁguración original. Modiﬁcando la estrategia
de búsqueda para tratar de modiﬁcar los niveles originales se mejoraron los resultados de
todas las funciones analizadas. Sin embargo, algunas de ellas continúan sin alcanzar el valor
de CPEM considerado como óptimo. Todas ellas comparten la característica de ser de tipo
No-Separable y de alta dimensionalidad. Por lo tanto, es posible concluir que este algoritmo
puede presentar problemas cuando tratan de resolverse funciones de este tipo.
5.4 Algoritmos macroevolutivos (MA)
5.4.1 Descripción del algoritmo
Los Algoritmos Macroevolutivos (MA) son un nuevo modelo de AE propuesto por Marín
y Solé [Marin and Sole, 1998]. En este modelo, los individuos de la población se conocen
como especies y el funcionamiento del mismo sigue la dinámica de un ecosistema basándose
en las relaciones entre dichas especies. El modelo biológico de la macroevolución simula la
extinción y diversiﬁcación a gran escala. Las relaciones entre especies son esenciales para
determinar el nuevo estado de cada especie en cada generación. El estado de una especie 𝑖 se
deﬁne como:
𝑆𝑖(𝑡 + 1) = 
1 si el estado es vivo
0 si el estado es extinto
(5.6)
Este estado depende de las relaciones entre las especies. Estas relaciones se representan en
la matriz de conectividad𝑊 , donde cada termino𝑊𝑖,𝑗(𝑡), 𝑖, 𝑗 = 1,… ,𝑁𝑃 mide la inﬂuencia
de la especie 𝑖 en la especie 𝑗 en cada generación 𝑡. Al ﬁnal de cada generación, todas las
especies extinguidas son reemplazadas, o bien por nuevas soluciones, o bien por atraidas
hacia especies supervivientes.
Más detalladamente, los pasos que sigue el algoritmo macroevolutivo en cada generación
son los siguientes:
1. Operador de extinción: permite calcular los individuos supervivientes a través de sus
relaciones como una suma de premios y castigos. El estado 𝑆𝑖 de una especie viene
dado por la fórmula:
𝑆𝑖(𝑡 + 1) = 
1 si∑𝑝𝑗=1𝑊𝑖,𝑗(𝑡) ≥ 0
0 en otro caso
(5.7)
donde 𝑡 es la generación actual y𝑊𝑖.𝑗 = 𝑊(𝑝𝑖, 𝑝𝑗) se calcula según la fórmula:
𝑊𝑖,𝑗 =
𝑓(𝑝𝑖) − 𝑓(𝑝𝑗)
|𝑝𝑖 − 𝑝𝑗 |
(5.8)
2. Operador de colonización: una vez determinadas las especies que se extinguen y las
que sobreviven, este operador se aplica sobre las extintas para generar nuevas solucio-
nes. Con probabilidad 𝜏, establecida por el usuario, se genera una nueva solución o se
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Operador Parámetro Valor
Colonización 𝜏 Lineal𝜌 0.5
Tabla 5.16: Parámetros de conﬁguración utilizados para la caracterización del MA
explotan las soluciones supervivientes, de modo que se elige uno de los supervivientes
para que la especie extinta sea atraída hacia ella. El parámetro 𝜏 actúa como ''tempe-
ratura'', puede decrecer a medida que pasan las generaciones imitando un proceso de
recocido simulado. Es decir, cuando la temperatura 𝜏 es baja, la aleatoriedad es baja
y, como consecuencia, hay una tendencia a aumentar la explotación alrededor de los
supervivientes y reducir la exploración de nuevas especies. De forma matemática el
operador de colonización es el siguiente:
𝑝𝑖(𝑡 + 1) = 
𝑝𝑟(𝑡) + 𝜌𝜆(𝑝𝑟(𝑡) − 𝑝𝑖(𝑡)) si 𝜉 > 𝜏
𝑝𝑛(𝑡) si 𝜉 ≤ 𝜏
(5.9)
donde 𝜉 ∈ [0, 1] es un número aleatorio y 𝜆 ∈ [−1, 1] es también un número aleatorio,
ambos con distribución uniforme. 𝜌 y 𝜏 son parámetros del algoritmo establecidos por
el usuario. 𝜏 se explicó con anterioridad y 𝜌 describe el máximo radio de atracción
entre especies.
El MA ha sido utilizado para la resolución de problemas de aplicaciones reales, funda-
mentalmente en la evolución de redes de neuronas artiﬁciales para controladores de robots
autónomos [Becerra et al., 2003,Becerra and Reyes, 2005,Becerra et al., 2005a,Becerra et al.,
2005b]. El pseudocodigo del MA que se ha sido caracterizado en este trabajo se presenta en el
algoritmo 6. Los operadores serán conﬁgurados utilizando los valores de los parámetros pro-
puestos por los autores [Marin and Sole, 1998] y que se muestran en la tabla 5.16. De nuevo,
los cromosomas se codiﬁcan en el rango [-1.0:1.0] y la implementación de este algoritmo
está disponible en la librería JEAF (www.gii.udc.es/jeaf).
5.4.2 Caracterización del algoritmo MA
Como se comentó en la introducción del capítulo y de la misma forma que se ha realizado
para los algoritmos caracterizados anteriormente, partimos de que las dos primeras etapas del
procedimiento de caracterización ya han sido llevadas a cabo y se ha seleccionado el conjunto
de funciones prueba caracterizado en la sección 4.1.2 cuyas propiedades se resumen en las
tablas 4.3, 4.4 y 4.5. En cuanto a las medidas de error y rendimiento, se utilizarán el CPEM,
el SR y el 𝐺𝑁𝐸 . Describimos a continuación la tercera etapa del procedimiento propuesto,
ejecución y análisis de resultados.
Ejecución de las pruebas
Para la ejecución de las pruebas se han seguido las indicaciones descritas en 4.3.1. En
la tabla 5.16 se muestran los parámetros escogidos para el MA siguiendo las indicaciones
de [Marin and Sole, 1998], de tal forma que el algoritmo se conﬁgura para proporcionar el
mejor rendimiento promedio en problemas de optimización con parámetros reales. El único
parámetro que no preﬁja el desarrollador es el tamaño de población, que se obtiene tras un
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Algoritmo 6 Esquema básico de los algoritmos macroevolutivos.
Entrada:
𝑁𝑃 , número de individuos de la población.
𝐷, número de genes de cada cromosoma.
𝑡𝑚𝑎𝑥, número máximo de generaciones.
𝜌, máximo radio de atracción entre especies.
𝜏, acta como temperatura, determina cuando se explota o se explora.
1: 𝑡 ← 0
2: Generar la población inicial de forma aleatoria: 𝐱𝑖𝑡, ∀𝑖, 𝑖 = 1,… ,𝑁𝑃
3: Evaluar 𝑓(𝐱𝑖𝑡), ∀𝑖, 𝑖 = 1,… ,𝑁𝑃
4: for 𝑡 = 1 hasta 𝑡𝑚𝑎𝑥 do
5: // Cálculo del estado de cada especie
6: for 𝑖 = 1 hasta𝑁𝑃 do
7: for 𝑗 = 𝑖 hasta𝑁𝑃 do
8: 𝑊𝑖,𝑗(𝑡) =
𝑓(𝑝𝑖)−𝑓(𝑝𝑗 )
|𝑝𝑖−𝑝𝑗 |
9: 𝑊𝑗.𝑖(𝑡) = −𝑊𝑖,𝑗(𝑡)
10: end for
11: 𝑆𝑖(𝑡 + 1) = 
1 si∑𝑝𝑗=1𝑊𝑖,𝑗(𝑡) ≥ 0
0 en otro caso
12: end for
13: // Operador de colonización
14: for 𝑖 = 1 hasta𝑁𝑃 do
15: if 𝑆𝑖(𝑡 + 1) = 0 then
16: 𝑝𝑖(𝑡 + 1) = 
𝑝𝑏(𝑡) + 𝜌𝜆(𝑝𝑏(𝑡) − 𝑝𝑖(𝑡)) si𝜉 > 𝜏
𝑝𝑛(𝑡) si𝜉 ≤ 𝜏
17: end if
18: end for
19: 𝑡 ← 𝑡 + 1
20: end for
análisis exhaustivo para obtener el óptimo en cada función del conjunto de prueba. En el
siguiente apartado se analizan los resultados obtenidos en este caso:
Análisis poblacional La tercera columna de la tabla 5.17 muestra el tamaño de pobla-
ción que obtuvo los mejores resultados para cada dimensión de cada función del conjunto
de prueba. Analizaremos estos resultados centrándonos en la modalidad de las funciones. En
general, una función multimodal necesita un mayor balance de exploración que una función
unimodal, y uno de los parámetros que afecta al nivel de exploración de un algoritmo es el
tamaño de población utilizado.
Teniendo en cuenta las funciones unimodales, desde la función Axis Parallel hasta la fun-
ción Zakharov, el número de individuos utilizado es, en general, bajo. La mayor parte de las
funciones requieren poblaciones de tamaño 10, aparecen algunos casos donde la población
es de tamaño 30 o 50 y el resto de los casos, con tamaños de población mayor que 50, pueden
ser considerados como excepciones y deben ser analizados en detalle. Estos casos excepcio-
nales incluyen: las funciones SumOf, Colville y Perm en todas las dimensiones analizadas.
El nivel medio de CPEM para los casos excepcionales en cada uno de los tamaños poblacio-
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Figura 5.14: Análisis de los casos excepcionales en las funciones unimodales en el análisis
poblacional del MA
nales estudiados se muestra en la ﬁgura 5.14. Como se puede observar en dicha ﬁgura, en el
caso de la función SumOf para poblaciones de tamaño 10, 20 y 30 el algoritmo no alcanza
el valor establecido como óptimo, y sí lo hace a partir de tamaño de población 40. En la fun-
ción Colville, todos los tamaños de población analizados, hasta población 100, obtienen un
valor similar de CPEM. Para terminar, en la función Perm en dimensiones 10 y 30 el valor
de CPEM es similar en todos los tamaños de población analizados y en dimensión 50, hasta
160 se mantiene el mismo valor de CPEM. Los tamaños de población grandes de estas 3 fun-
ciones son debidos al criterio utilizado de seleccionar aquel con menor CPEM absoluto, pero
en los tres casos se podrían utilizar tamaños por debajo de 50 individuos sin un decremento
notable en el valor de CPEM. Por tanto, se puede concluir que en las funciones unimodales,
el tamaño de población que utiliza el MA se sitúa entre 10 y 50.
En las funciones multimodales no se observa una tendencia clara. En baja dimensiona-
lidad, el tamaño de población no es determinante a la hora de resolver las funciones. Estas
fueron analizadas con tamaños de población entre 10 y 100 individuos y en todas las ejecu-
ciones realizadas el valor de CPEM obtenido no presenta diferencias signiﬁcativas. Por otro
lado, en las funciones de alta dimensionalidad es necesario un análisis más detallado para ob-
tener alguna conclusión con respecto al tamaño de la población. En dimensión 10, todas las
funciones analizadas presentan el mismo valor de CPEM con independencia del tamaño de
población utilizado. En dimensión 30, los valores de CPEM en las funciones Rastrigin, Sch-
wefel, Griewank, Penalized 2 y Rosenbrock para todos los tamaños de población analizados
son similares. En el resto de las funciones, un tamaño de población mayor de 40 individuos es
suﬁciente, excepto en las funciones Levy y Cosine donde son necesarios más de 100 indivi-
duos. En dimensión 50, el número mínimo de individuos se incrementa hasta 50, excepto en
los mismo casos que en dimensión 30 (funciones Levy y Cosine) donde son necesarios más
de 200 individuos. A modo de conclusión, se observa que un tamaño de población similar a
la dimensión del problema es suﬁciente en todos los casos, excepto en dos.
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Análisis de resultados
Como en los algoritmos anteriores, la caracterización del MA se ha realizado ejecutando
el algoritmo sobre las funciones del conjunto de prueba seleccionadas para este trabajo. Para
la ejecución de las pruebas se utilizaron las condiciones establecidas en el procedimiento que
se explica en la sección 4.3.1. Los resultados obtenidos se muestran en la tabla 5.17.
Tabla 5.17: Resultados obtenidos por el MA en las funciones del conjunto de prueba
Function D N SR CPEM GNE
Axis Parallel
10 10 1.00 7.47𝑒−7 ± 1.34𝑒−8 2.05𝑒−6 ± 5.46𝑒−7
30 10 1.00 8.28𝑒−7 ± 1.38𝑒−8 9.22𝑒−7 ± 2.71𝑒−7
50 10 1.00 8.72𝑒−7 ± 1.97𝑒−8 4.48𝑒−7 ± 7.89𝑒−8
Schwefel 2.22
10 10 1.00 8.35𝑒−7 ± 8.85𝑒−9 1.70𝑒−8 ± 6.22𝑒−9
30 10 1.00 8.79𝑒−7 ± 7.02𝑒−9 6.52𝑒−9 ± 2.36𝑒−9
50 20 1.00 9.17𝑒−7 ± 6.31𝑒−9 4.23𝑒−9 ± 1.37𝑒−9
Sphere
10 10 1.00 7.26𝑒−7 ± 1.29𝑒−8 3.32𝑒−6 ± 2.46𝑒−7
30 10 1.00 7.73𝑒−7 ± 6.43𝑒−9 1.86𝑒−6 ± 4.53𝑒−8
50 10 1.00 7.92𝑒−7 ± 5.37𝑒−9 1.42𝑒−6 ± 1.53𝑒−8
Step
10 10 1.00 4.18𝑒−7 ± 4.06𝑒−8 3.84𝑒−3 ± 8.93𝑒−4
30 30 1.00 6.02𝑒−7 ± 4.84𝑒−8 3.13𝑒−3 ± 2.82𝑒−4
50 30 1.00 7.00𝑒−7 ± 7.40𝑒−8 3.09𝑒−3 ± 2.16𝑒−4
SumOf
10 50 1.00 6.23𝑒−7 ± 3.83𝑒−8 6.44𝑒−2 ± 1.71𝑒−2
30 90 1.00 6.42𝑒−7 ± 4.04𝑒−8 1.96𝑒−1 ± 2.54𝑒−2
50 70 1.00 6.58𝑒−7 ± 3.54𝑒−8 2.91𝑒−1 ± 1.82𝑒−2
Easom 2 10 1.00 5.52𝑒−7 ± 4.19𝑒−8 8.33𝑒−6 ± 3.78𝑒−6
Schwefel 2.21
10 10 0.04 1.17𝑒−6 ± 7.18𝑒−7 6.16𝑒−6 ± 1.45𝑒−6
30 10 0.00 1.67𝑒−3 ± 1.11𝑒−3 1.13𝑒−5 ± 7.62𝑒−6
50 10 0.00 4.50𝑒−1 ± 5.87𝑒−1 3.67𝑒−3 ± 5.17𝑒−3
Colville 4 1 0.00 6.41𝑒−2 ± 7.21𝑒−2 1.99𝑒−2 ± 1.68𝑒−2
Matyas 2 10 1.00 4.29𝑒−7 ± 4.32𝑒−8 5.59𝑒−4 ± 2.42𝑒−4
Perm
10 170 0.00 6.74𝑒−2 ± 9.08𝑒−2 1.96𝑒−2 ± 8.41𝑒−3
30 150 0.00 2.10𝑒+0 ± 3.36𝑒+0 5.59𝑒−3 ± 1.82𝑒−3
50 140 0.00 1.79𝑒+1 ± 2.91𝑒+1 1.75𝑒−2 ± 4.71𝑒−3
Schwefel 1.2
10 10 0.84 1.17𝑒−6 ± 7.18𝑒−7 6.16𝑒−6 ± 1.45𝑒−6
30 10 0.00 6.74𝑒−2 ± 5.05𝑒−2 8.62𝑒−4 ± 2.91𝑒−4
50 10 0.00 4.35𝑒+0 ± 1.50𝑒+0 5.52𝑒−3 ± 1.07𝑒−3
Zakharov
10 10 1.00 7.59𝑒−7 ± 2.04𝑒−8 4.25𝑒−5 ± 1.47𝑒−6
30 10 0.36 1.72𝑒−6 ± 1.28𝑒−6 3.07𝑒−5 ± 9.55𝑒−6
50 10 0.00 1.50𝑒−4 ± 6.46𝑒−5 2.25𝑒−4 ± 5.18𝑒−5
Aluﬃ-Pentini's 2 10 1.00 4.42𝑒−7 ± 4.10𝑒−8 1.48𝑒−4 ± 1.27𝑒−4
Becker and Lago 2 20 1.00 5.80𝑒−7 ± 4.57𝑒−8 6.13𝑒−1 ± 3.30𝑒−1
Bohachevsky 1 2 10 1.00 5.86𝑒−7 ± 4.53𝑒−8 5.34𝑒−6 ± 3.87𝑒−6
Cosine Mixture
10 10 1.00 6.15𝑒−7 ± 4.86𝑒−8 9.55𝑒−5 ± 1.21𝑒−5
30 160 1.00 8.97𝑒−7 ± 4.53𝑒−9 5.12𝑒−5 ± 2.09𝑒−6
50 160 0.92 1.78𝑒−2 ± 6.38𝑒−2 2.64𝑒−2 ± 3.12𝑒−2
Rastrigin
10 180 0.04 2.24𝑒+0 ± 1.23𝑒+0 8.46𝑒−2 ± 3.68𝑒−2
30 150 0.00 2.60𝑒+1 ± 7.37𝑒+0 1.80𝑒−1 ± 2.64𝑒−2
50 220 0.00 5.63𝑒+1 ± 1.17𝑒+1 3.10𝑒−1 ± 2.93𝑒−2
Schwefel
10 190 0.00 2.64𝑒+2 ± 1.33𝑒+2 6.18𝑒−1 ± 2.29𝑒−1
30 170 0.00 2.60𝑒+3 ± 4.25𝑒+2 9.07𝑒−1 ± 1.13𝑒−1
50 270 0.00 4.92𝑒+3 ± 6.26𝑒+2 9.23𝑒−1 ± 7.51𝑒−2
Ackleys
10 10 1.00 8.51𝑒−7 ± 9.22𝑒−9 8.81𝑒−9 ± 2.42𝑒−9
30 30 1.00 9.32𝑒−7 ± 3.79𝑒−9 7.90𝑒−9 ± 1.07𝑒−10
50 70 0.88 9.99𝑒−7 ± 2.34𝑒−8 7.89𝑒−9 ± 1.72𝑒−10
Griewank 30 90 0.76 3.45𝑒−3 ± 6.64𝑒−3 7.69𝑒−4 ± 1.08𝑒−3
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Tabla 5.17 -- continua desde la página anterior
Function D N SR CPEM GNE
50 120 0.80 2.17𝑒−3 ± 4.74𝑒−3 3.06𝑒−4 ± 6.35𝑒−4
Levy
10 10 1.00 5.90𝑒−7 ± 1.85𝑒−8 1.30𝑒−4 ± 1.05𝑒−5
30 140 1.00 8.38𝑒−7 ± 1.71𝑒−7 2.96𝑒−3 ± 1.44𝑒−2
50 290 0.96 3.96𝑒−2 ± 1.94𝑒−1 6.77𝑒−3 ± 1.86𝑒−2
Penalized 1
10 10 1.00 6.59𝑒−7 ± 2.95𝑒−8 4.59𝑒−5 ± 4.11𝑒−6
30 40 1.00 8.05𝑒−7 ± 2.98𝑒−8 4.54𝑒−5 ± 8.46𝑒−7
50 80 0.84 2.73𝑒−2 ± 7.88𝑒−2 3.74𝑒−3 ± 7.30𝑒−3
Penalized 2
10 10 1.00 6.83𝑒−7 ± 1.50𝑒−8 2.08𝑒−5 ± 4.16𝑒−6
30 10 1.00 7.52𝑒−7 ± 4.27𝑒−8 1.17𝑒−5 ± 3.26𝑒−7
50 10 1.00 7.69𝑒−7 ± 1.97𝑒−8 4.60𝑒−5 ± 1.85𝑒−4
Beale 2 10 1.00 5.00𝑒−7 ± 6.30𝑒−8 5.24𝑒−4 ± 4.23𝑒−4
Bohachevsky 2 2 10 1.00 5.92𝑒−7 ± 4.09𝑒−8 5.08𝑒−6 ± 3.65𝑒−6
Dekkers and Aarts 2 10 1.00 3.62𝑒−7 ± 5.20𝑒−8 5.77𝑒−1 ± 5.20𝑒−1
Goldstein Price 2 10 1.00 5.24𝑒−7 ± 4.16𝑒−8 2.73𝑒−5 ± 1.04𝑒−5
Griewank 10 90 0.20 2.50𝑒−2 ± 1.76𝑒−2 4.59𝑒−3 ± 2.63𝑒−3
Hartman 3 3 10 1.00 2.39𝑒−7 ± 3.00𝑒−8 6.32𝑒−3 ± 2.97𝑒−3
Hartman 6 6 40 0.84 2.03𝑒−2 ± 4.66𝑒−2 1.51𝑒−1 ± 3.34𝑒−1
Rosenbrock
10 50 0.00 6.15𝑒+0 ± 1.07𝑒+0 2.87𝑒−2 ± 1.39𝑒−3
30 140 0.00 3.12𝑒+1 ± 1.64𝑒+1 3.47𝑒−2 ± 1.57𝑒−2
50 10 0.00 5.55𝑒+1 ± 2.15𝑒+1 3.35𝑒−2 ± 7.14𝑒−3
Kowaliks 4 90 0.00 3.68𝑒−4 ± 1.11𝑒−4 3.08𝑒−1 ± 1.39𝑒−1
Shekel Family 5 4 30 1.00 3.87𝑒−7 ± 2.89𝑒−8 2.96𝑒−5 ± 9.20𝑒−6
Shekel Family 7 4 10 1.00 5.00𝑒−7 ± 3.07𝑒−8 2.12𝑒−4 ± 1.35𝑒−4
Shekel Family 10 4 20 1.00 5.56𝑒−7 ± 3.18𝑒−8 1.99𝑒−4 ± 7.72𝑒−5
Shekels Foxholes 2 10 1.00 3.16𝑒−7 ± 5.68𝑒−8 1.98𝑒−3 ± 8.47𝑒−4
SixHump Camel Back 2 10 1.00 4.69𝑒−7 ± 4.81𝑒−8 1.14𝑒−1 ± 1.03𝑒−1
Conﬁguración básica Los resultados obtenidos por el MA sobre el conjunto de funciones
de prueba utilizado en este trabajo se muestran en la tabla 5.17. Analizando estos resultados
en términos de separabilidad no es posible obtener una conclusión clara acerca de su com-
portamiento. En el conjunto de funciones prueba existen once funciones de tipo L-Separable
y el MA resuelve ocho de ellas con un SR del 100% en todas las dimensiones analizadas. En
la función Cosine falla dos ejecuciones (SR 92%) cuando se ejecuta con dimensión 50 y en
las funciones Rastrigin y Schwefel no resuelve ninguna de las ejecuciones con independen-
cia de la dimensión. Analizando con mayor detalle este tipo de funciones L-separables, se
observa que las que resuelve siempre son de tipo unimodal o multimodal de baja dimensio-
nalidad, mientras que en las presenta problemas son todas multimodales de alta dimensio-
nalidad. Más adelante analizaremos estas funciones desde el punto de vista de la modalidad
para determinar cual es el problema concreto del MA.
El siguiente tipo de funciones a analizar en términos de separabilidad son lasNL-Separables.
Existen siete funciones de este tipo en el conjunto de prueba. De ellas, el MA resuelve todas
las ejecuciones de dos, la función Easom y la función Penalized 2 y falla en algunas eje-
cuciones de cuatro, la función Ackleys en dimensión 50 (SR 88%), la función Griewank en
dimensión 30 (SR 76%) y dimensión 50 (SR 80%), la función Levy en dimensión 50 (SR
96%) y la función Penalized 1 en dimensión 50 (SR 84%). Por último, no resuelve ninguna
ejecución de la función Schwefel 2.21 en ninguna de las dimensiones analizadas.
El resto de funciones, concretamente diecinueve, son de tipo No-Separable. El MA re-
suelve once de ellas con un SR del 100%, siendo todas de baja dimensionalidad, tanto unimo-
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dales comomultimodales. Resuelve algunas ejecuciones de cuatro de ellas, concretamente las
funciones Schwefel 1.2 (SR 84%, 0% y 0%, en 10, 30, y 50 dimensiones, respectivamente),
Zakharov (SR 100%, 36% y 0%, en 10, 30, y 50 dimensiones, respectivamente), Griewank
(SR 20% en 10 dimensiones) y Hartman 6 (SR 84%). Por último, no resuelve ninguna ejecu-
ción de las funciones Colville, Perm, Rosenbrock y Kowaliks.
Como se mencionó al inicio de este análisis, tratando la propiedad de separabilidad de
forma independiente, no existe una tendencia clara en la respuesta del algoritmo MA. La
estrategia de búsqueda que utiliza este algoritmo no explota las direcciones ortogonales ni
tampoco modiﬁca los genes de los cromosomas teniendo en cuenta las dependencias entre
ellos. En concreto, si una especie no sobrevive se genera una nueva. Esto puede realizarse de
dos maneras, o bien de forma totalmente aleatoria o bien a partir de un superviviente. Como
consecuencia, el movimiento en el espacio de calidad se realiza en todas las dimensiones al
mismo tiempo y, por tanto, el número de genes que sobrevive entre generaciones no puede
ser controlado. Para obtener análisis más preciso del comportamiento del MA, es necesario
analizar en detalle las funciones en términos de modalidad.
El MA no resuelve nunca únicamente dos funciones de tipo L-Separables, la función Ras-
trigin y la función Schwefel, ambas multimodales. En ambos casos, tanto el valor de CPEM
como el valor de 𝐺𝑁𝐸 son elevados. De hecho, si se comparan los valores de 𝐺𝑁𝐸 con la dis-
tancia máxima entre centros de atracción obtenida tras analizar las funciones con el algoritmo
presentado en el capítulo 4 (ver tabla 4.4), las soluciones obtenidas por el algoritmo distan
mucho del óptimo global y se acercan a los centros de atracción más alejados. Las diferencias
entre estas funciones y la función Cosine, que sí resuelve el MAcon un SR del 92%, son dos.
Por un lado, el número de centros de atracción. La función Cosine presenta menos centros
de atracción que las funciones Rastrigin y Schwefel. Por otro lado, el tamaño del centro de
atracción óptimo, que en el caso de las funciones no resueltas es considerablemente pequeño.
En las funciones de tipo NL-Separables, el MA presenta mayores problemas en las uni-
modales que en las multimodales. En este último tipo de funciones resuelve casi todas las
ejecuciones realizadas, siempre con un SR mayor que el 75%. Cabe destacar el caso de la
función Griewank, donde se obtienen los peores resultados de este tipo de funciones. En esta
función multimodal, al igual que ocurría con las funciones Rastrigin y Schwefel, el centro
de atracción óptimo tiene un tamaño considerablemente pequeño, concretamente de 2.00𝑒−4
unidades. Por el contrario, y comparando de nuevo con estas dos funciones, el número de cen-
tros de atracción no es elevado y, de hecho, esta función, junto con la función Rosenbrock,
es la que presenta un menor número de centros de atracción. Como consecuencia, es posi-
ble concluir que, dentro de las funciones multimodales, la característica que afecta en mayor
medida al MA es el tamaño del centro de atracción óptimo. Para terminar con el análisis en
modalidad de las funciones NL-Separables, la función Schwefel 2.21 es unimodal con un ca-
mino al óptimo muy largo, concretamente es la segunda función con el camino más largo de
las funciones unimodales analizadas (ver 4.5). Este algoritmo no resuelve ninguna ejecución
en ninguna de las dimensiones analizadas. En dimensión 10, el valor de CPEM obtenido,
1.17𝑒−6, se sitúa muy cerca del valor establecido para considerar una función resuelta, 10−6,
lo cual permite anticipar que suavizando el criterio de parada este algoritmo mejoraría sus
resultados en cuanto a SR. Cuando se utilizan 30 dimensiones, el valor de CPEM es mayor,
1.67𝑒−3, sin embargo, el valor de 𝐺𝑁𝐸 es solamente un orden de magnitud mayor que para
dimensión 30. Los valores obtenidos para dimensión 50 en cuanto a 𝐺𝑁𝐸 son algo mayores.
Esta función será analizada detalladamente en el siguiente apartado de esta sección para, al
igual que se hizo con el RCGAen las funciones unimodales, determinar si el problema que
tiene este algoritmo para no resolver la función es el criterio de parada utilizado.
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Como se comentó anteriormente, en las funciones No-Separables es donde el algoritmo
tiene mayores problemas. El MA es capaz de resolver funciones No-Separables de baja di-
mensionalidad cuyas características en cuanto a modalidad no presenten diﬁcultades, como
ocurre con la funciónMatyas, que es unimodal con un camino al óptimo corto. Así, del con-
junto de funciones de baja dimensionalidad, el MA no resuelve tres: la función Colville, la
función Kowaliks (ambas de dimensión 4) y la función Hartman 6, de dimensión 6. La fun-
ción Colville es unimodal y presenta el tercer camino al óptimo de mayor longitud y, como
se ha visto anteriormente, una longitud al óptimo elevada degrada el rendimiento del MA.
Las dos funciones restantes son multimodales. En ambos casos, el centro de atracción óp-
timo no es el de mayor tamaño. De las cinco funciones No-Separables escalables, la función
Perm, la función Schwefel 1.2, la función Zakharov, la función Griewank D10 y la función
Rosenbrock, el MA resuelve algunas ejecuciones de las funciones Schwefel 1.2, Zakharov y
Griewank, siempre en dimensión 10. Si se incrementa el número de dimensiones el algoritmo
no resuelve ninguna ejecución de las realizadas. Las tres primeras funciones son unimodales.
De ellas, la que mejores resultados obtiene es la función Zakharov, que es la que tiene el
camino al óptimo de menor longitud. Estas tres funciones serán analizadas posteriormente
para comprobar si suavizando el criterio de parada podrían resolverse.
Para terminar, las funciones Griewank y Rosenbrock son multimodales. La modalidad de
la funciónGriewank ya ha sido analizada. En este caso, el tamaño del centro de atracción óp-
timo unido a la no separabilidad son las características que provocan el rendimiento pobre del
MA. La función Rosenbrock no presenta ninguna característica en cuanto a modalidad que
afecte al rendimiento del MA. Tras un análisis detallado, únicamente se encontraron nueve
centros de atracción. De estos nueve centros de atrcción, dos de ellos ocupan casi la totalidad
del espacio de calidad, el tamaño del centro de atracción óptimo es considerablemente alto
(3.76𝑒−1 unidades) y la distancia entre los dos centros de atracción principales no es desta-
cablemente alta. Por tanto, es posible concluir que la no separabilidad es la característica que
provoca el mal comportamiento del MA en esta función.
Resumiendo, tras el análisis de los resultados obtenidos por el MA en el conjunto de
funciones de prueba utilizado en este trabajo es posible realizar la siguiente caracterización
del algoritmo:
• Su rendimiento se degrada a medida que aumenta la dimensionalidad del problema sin
importar el tipo de separabilidad. Esto ocurre en mayor medida en las funciones de tipo
No-Separables.
• En términos demodalidad, este algoritmo no es recomendable en funciones unimodales
cuando la longitud del camino al óptimo es mayor de 200 pasos.
• En funciones multimodales se comporta de manera satisfactoria si no existe mucha
distancia entre los centros de atracción de la función o si el centro de atracción óptimo
es amplio comparando con el resto de centros de atracción. Cuando estos centros de
atracción se encuentran espaciados sobre el espacio de calidad o el centro de atracción
óptimo no es el de mayor tamaño, el MA no es recomendable.
Variaciones sobre la conﬁguración básica Una vez que el algoritmo ha sido analizado
utilizando su conﬁguración básica y han sido detectados los tipos de funciones en los cuales
presenta mayores problemas, en esta sección trataremos de modiﬁcar el comportamiento del
algoritmo ajustando sus parámetros tratando de resolver estos casos problemáticos. Como en
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los tres algoritmos previamente analizados, este ajuste de parámetros se realizará teniendo
en cuenta las cuatro propiedades principales que deﬁnen la estrategia de búsqueda de un
AE: balance exploración / explotación, presión selectiva, tamaño del paso de mutación y
direcciones de búsqueda.
Las funciones no resueltas por este algoritmo son las siguientes:
• Unimodales: el MA no resuelve las funciones Schwefel 2.21, Colville, Perm, Schwe-
fel 1.2 yZakharov, todas ellas de camino largo. En cuanto a separabilidad, la función
Schwefel 2.21 es de tipo NL-Separable y el resto No-Separables.
• Multimodales: las funciones Rastrigin y Schwefel, ambas L-Separables, y las funciones
Griewank, Rosenbrock y Kowaliks todas ellas de tipo No-Separables.
Para comprobar qué ocurre en las ejecuciones no resueltas se analizarán, en primer lugar,
las gráﬁcas de evolución que se muestran en las ﬁguras 5.15 y 5.16. La primera corresponde a
las funciones Schwefel 2.21, Schwefel 1.2 y Zakharov. Como se puede ver en dichas gráﬁcas,
las ejecuciones realizadas no alcanzan el valor establecido como óptimo (10−6) en el número
de FEs establecido y en ningún caso presenta convergencia prematura. Por tanto, se puede
suponer que aumentando la velocidad de convergencia el MA sería capaz de resolverlas.
En la ﬁgura 5.16 se muestran las gráﬁcas de evolución de las funciones Perm y Colville.
Como se observa en dichas gráﬁcas, el comportamiento del algoritmo es diferente. Al igual
que ocurría con las tres funciones anteriores, existen ejecuciones en las cuales la calidad del
mejor individuo no ha convergido hacia un valor en el número de FEs establecido como límite.
Sin embargo, existen algunas ejecuciones en las que el valor de calidad del mejor individuo
deja de mejorar antes de alcanzar el límite de FEs.
Este algoritmo presenta una velocidad de convergencia lenta. Para tratar de incrementarla
existen diferentes modiﬁcaciones que pueden realizarse sobre la conﬁguración original. Estas
modiﬁcaciones son:
• Aumentar la presión selectiva modiﬁcando el operador de colonización, utilizando
como especie hacia la que atraer las soluciones extintas la mejor especie de la pobla-
ción y no una aleatoria [Marín, 2005]. A partir de aquí esta modiﬁcación se denominará
estrategia best.
• Aumentar el nivel de explotación del algoritmo. Esto puede llevarse a cabo de dos
formas:
– Modiﬁcando la función que genera el valor de 𝜏.
𝜏 = 1.0 − 𝑡0.7 ⋅ 𝑡𝑚𝑎𝑥
(5.10)
– Disminuyendo el valor de 𝜌, de esta forma los cambios se concentran alrededor
de las especies supervivientes.
Todas las propuestas anteriores han sido ejecutadas sobre las funciones unimodales no
resueltas. Por cuestión de espacio sólo se comentarán aquellos casos que hayan supuesto una
mejora en los resultados originales. Concretamente, para las funciones con un camino al óp-
timo largo (la función Perm y la función Schwefel 2.21) aumentar el nivel de explotación,
modiﬁcando la función que genera 𝜏 acelera la velocidad de convergencia del algoritmo ob-
teniendo una mejora sobre los resultados originales, aunque únicamente cuando la dimensión
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Figura 5.15: Ejecuciones realizadas para las funciones unimodales Schwefel 2.21, Schwefel
1.2 y Zakharov. El eje x representa el número de FEs ejecutadas. El eje y representa el valor
de calidad del mejor individuo de la población en escala logarítmica.
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Figura 5.16: Ejecuciones realizadas para las funciones unimodales Perm y Colville. El eje
x representa el número de FEs ejecutadas. El eje y representa el valor de calidad del mejor
individuo de la población en escala logarítmica.
Función D N Colonización SR CPEM 𝐆𝐍𝐄
Perm 10 170 random 0.00 6.74𝑒−2 ± 9.08𝑒−2 1.96𝑒−2 ± 8.41𝑒−3𝜏 = 0.7 0.08 3.08𝑒−2 ± 7.00𝑒−2 1.68𝑒−2 ± 6.91𝑒−3
Schwefel 2.21 10 10 random 0.76 1.24𝑒−6 ± 8.08𝑒−7 8.47𝑒−9 ± 5.99𝑒−9𝜏 = 0.7 0.92 9.60𝑒−7 ± 1.16𝑒−7 6.76𝑒−9 ± 1.14𝑒−9
Tabla 5.18: Comparación de los resultados del MA en las funciones Perm y Schwefel 2.21
cuando se utiliza la función de 𝜏 modiﬁcada según la ecuación 5.10.
del problema es 10. En la tabla 5.18 se comparan los resultados obtenidos por el algoritmo
MA utilizando la conﬁguración original y aquellos obtenidos con la función 𝜏 modiﬁcada.
En las funciones que presentan un camino al óptimo de longitud menor (la función Sch-
wefel 1.2, la función Zakharov y la función Colville), la aproximación que mejores resultados
proporciona es aquella que disminuye el valor de 𝜌, de nuevo para aumentar el nivel de ex-
plotación de las especies supervivientes. Los resultados de estas tres funciones se muestran
en la tabla 5.19, donde se comparan los obtenidos por la conﬁguración original con los que
se obtienen utilizando un valor de 𝜌 de 0.25 en lugar del 0.5 original.
A pesar de las modiﬁcaciones realizadas el algoritmo MA continua sin resolver todas
las funciones unimodales. Del mismo modo que se llevó a cabo con el algoritmo RCGA,
este algoritmo se ejecutó incrementando el número de FEs ejecutadas. Realizando esta mo-
diﬁcación sobre las condiciones de ejecución el algoritmo es capaz de resolver la función
NL-Separable Schwefel 2.21 y las dos funciones No-Separables con camino al óptimo más
corto. Los resultados de las funciones Perm y Colville mejoran, pero el SR continua siendo
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Función D N Colonización SR CPEM 𝐆𝐍𝐄
Schwefel 1.2
10 10 random 0.84 1.17𝑒−6 ± 7.18𝑒−7 6.16𝑒−6 ± 1.45𝑒−6𝜌 = 0.25 1.00 8.67𝑒−7 ± 2.36𝑒−8 5.60𝑒−6 ± 5.46𝑒−7
30 10 random 0.00 6.42𝑒−2 ± 5.05𝑒−2 8.62𝑒−4 ± 2.91𝑒−4𝜌 = 0.25 0.00 1.05𝑒−2 ± 7.88𝑒−3 3.33𝑒−4 ± 1.25𝑒−4
50 10 random 0.00 4.35𝑒+0 ± 1.50𝑒+0 5.52𝑒−3 ± 1.07𝑒−3𝜌 = 0.25 0.00 1.20𝑒+0 ± 2.87𝑒−1 2.96𝑒−3 ± 3.51𝑒−4
Zakharov
10 10 random 1.00 7.59𝑒−7 ± 2.04𝑒−8 4.25𝑒−5 ± 1.74𝑒−7𝜌 = 0.25 1.00 6.53𝑒−7 ± 3.05𝑒−8 3.85𝑒−5 ± 3.54𝑒−6
30 10 random 0.36 1.72𝑒−6 ± 1.28𝑒−6 3.05𝑒−5 ± 6.55𝑒−7𝜌 = 0.25 1.00 8.68𝑒−7 ± 1.71𝑒−8 2.40𝑒−5 ± 6.22𝑒−5
50 10 random 0.00 1.50𝑒−4 ± 6.46𝑒−5 2.24𝑒−5 ± 5.18𝑒−5𝜌 = 0.25 0.00 1.11𝑒−5 ± 6.23𝑒−6 6.07𝑒−5 ± 1.67𝑒−5
Colville 4 90 random 0.00 6.41𝑒−2 ± 7.21𝑒−2 1.99𝑒−2 ± 1.68𝑒−2𝜌 = 0.25 0.12 6.05𝑒−2 ± 9.28𝑒−2 1.36𝑒−2 ± 1.49𝑒−2
Tabla 5.19: Comparación de los resultados del MA en las funciones Schwefel 1.2, Zakharov
y Colville cuando se modiﬁca el valor original de 𝜌 de 0.5 a 0.25
Función D N FEs SR CPEM 𝐆𝐍𝐄
Schwefel 2.21
10 10 100000 ⋅ 𝑛 1.00 7.55𝑒−7 ± 1.04𝑒−8 6.16𝑒−9 ± 7.30𝑒−10
30 10 100000 ⋅ 𝑛 1.00 8.39𝑒−7 ± 7.94𝑒−9 6.34𝑒−9 ± 4.54𝑒−10
50 10 100000 ⋅ 𝑛 1.00 8.79𝑒−7 ± 4.06𝑒−9 6.34𝑒−9 ± 3.90𝑒−10
Schwefel 1.2
10 10 100000 ⋅ 𝑛 1.00 6.72𝑒−7 ± 1.68𝑒−8 5.33𝑒−6 ± 5.58𝑒−7
30 10 100000 ⋅ 𝑛 1.00 8.39𝑒−7 ± 8.34𝑒−9 3.42𝑒−6 ± 8.77𝑒−8
50 10 100000 ⋅ 𝑛 1.00 9.27𝑒−7 ± 7.54𝑒−9 2.73𝑒−6 ± 3.93𝑒−8
Zakharov
10 10 100000 ⋅ 𝑛 1.00 5.37𝑒−7 ± 1.35𝑒−8 3.93𝑒−5 ± 3.16𝑒−6
30 10 100000 ⋅ 𝑛 1.00 6.78𝑒−7 ± 8.22𝑒−9 2.37𝑒−5 ± 5.16𝑒−7
50 10 100000 ⋅ 𝑛 1.00 7.39𝑒−7 ± 5.87𝑒−9 1.87𝑒−5 ± 2.11𝑒−7
Perm
10 170 100000 ⋅ 𝑛 0.12 4.60𝑒−2 ± 8.15𝑒−2 1.76𝑒−2 ± 7.89𝑒−3
30 150 100000 ⋅ 𝑛 0.00 2.74𝑒+0 ± 3.63𝑒+0 5.88𝑒−3 ± 2.43𝑒−3
50 140 100000 ⋅ 𝑛 0.00 9.25𝑒+0 ± 1.28𝑒+1 2.98𝑒−3 ± 1.11𝑒−3
Colville 4 90 100000 ⋅ 𝑛 0.04 6.79𝑒−4 ± 9.72𝑒−4 1.63𝑒−3 ± 1.45𝑒−3
Tabla 5.20: Resultados obtenidos por el algoritmo MA en las funciones unimodales consi-
deradas en este apartado cuando el número de FEs permitidas se incrementa de 10000 ⋅ 𝑛 a
100000 ⋅ 𝑛.
inferior al 100%. En la tabla 5.20 se muestran los resultados de estas ejecuciones.
En el caso de las funciones multimodales, el algoritmo ha convergido hacia óptimos loca-
les. Todas las funciones multimodales no resueltas presentan centros de atracción óptimos de
tamaño pequeño comparándolos con los demás centros de atracción de su espacio de calidad.
Siguiendo la ﬁlosofía del procedimiento de caracterización desarrollado en este trabajo, las
posibles modiﬁcaciones a realizar en este tipo de funciones son las siguientes:
• Aumentar el nivel de exploración, tratando que el algoritmo no converja a un óptimo
local. Esto se consigue modiﬁcando la función que genera el valor de 𝜏 según la ecua-
ción:
𝜏 = 1.0 − 0.8 ⋅ 𝑡𝑡𝑚𝑎𝑥
(5.11)
• Aumentar la presión selectiva para que el algoritmo tienda hacia la mejor solución
utilizando la estrategia best.
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• Disminuir el paso de mutación para aumentar con ello el nivel de exploración. Esto se
consigue aumentando el valor de 𝜌.
Todas las variaciones anteriores fueron probadas en el subconjunto de funciones multi-
modales no resueltas por el MA. En ninguno de los casos se obtuvo una mejoría clara en los
valores de CPEM o SR.
En esta sección, el procedimiento de caracterización desarrollado se ha aplicado a un al-
goritmo menos conocido y utilizado que los tres anteriores, el MA. En un primer análisis, se
utilizaron los parámetros de conﬁguración recomendados en [Marin and Sole, 1998]. A partir
de los resultados obtenidos tras este primer análisis fue posible concluir que el algoritmo no
se recomienda para funciones de tipo L-Separables multimodales de alta dimensionalidad
o No-Separables, ya sean unimodales o multimodales, de alta dimensionalidad. Analizando
estas funciones se procedió a un segundo análisis tratando de mejorar los resultados obte-
nidos modiﬁcando la conﬁguración original del algoritmo. En las funciones unimodales se
observó que el problema del algoritmo es la lenta velocidad de convergencia que presenta.
Aumentando el nivel de explotación se consiguió incrementar esta velocidad. Sin embargo,
el algoritmo continua sin resolver completamente este tipo de funciones. Modiﬁcando los cri-
terios de ejecución, permitiendo más evaluaciones de la función de calidad en el criterio de
parada el algoritmo resuelve todas las funciones unimodales excepto aquellas que presentan el
camino al óptimo más largo. En el caso de las funciones multimodales, ya sean L-Separables
o No-Separables, tras este segundo análisis no se obtuvo ninguna mejora. Por lo tanto, es po-
sible concluir que su velocidad de convergencia es lenta en funciones unimodales y presenta
problemas en funciones multimodales de alta dimensionalidad cuando el centro de atracción
óptimo tiene un tamaño pequeño.
5.5 Comparación de algoritmos
El último paso de la metodología de análisis de resultados se centra en la comparación
del algoritmo estudiado con otros que hayan sido caracterizados previamente. En este caso,
la comparación de los cuatro AEs se realizará de manera conjunta al carecer de resultados
previos.
La comparación de los AEs se realizará utilizando las tablas de resultados presentadas
en cada apartado de análisis correspondiente: la tabla 5.2 para el RCGA, la tabla 5.8 para el
CMA-ES la tabla 5.13 para el DE y la tabla 5.17 para el MA. En primer lugar, los resultados
del análisis poblacional muestran que el tamaño de la población que cada algoritmo necesita
para obtener los mejores valores de CPEM es diferente. En particular, el RCGA necesita
más individuos que los otros tres algoritmos, lo cual representa un inconveniente. Debido
al test de parada utilizado, basado en el número de llamadas a la función de evaluación, los
algoritmos que utilizan menos individuos para sus evoluciones se beneﬁcian de una mayor
número de generaciones en los procesos de optimización. Como ya se mencionó en la sección
5.1, algunos de los casos considerados como no resueltos por este algoritmo se deben a que
el criterio de parada establecido en este procedimiento no permite terminar la evolución. En
otras palabras, la población del algoritmo no converge hacia una solución en el tiempo de
ejecución permitido. Esto implica que, en un caso práctico, si un usuario quiere utilizar el
RCGA deberá permitir al algoritmo ejecutar más evaluaciones que en el caso de utilizar uno
de los otros algoritmos.
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Teniendo en cuenta el rendimiento de los cuatro algoritmos y los grupos de funciones de
prueba utilizados en esta tesis, se puede concluir que la mejor elección es el DE, a menos que
la función sea de tipo no separable de alta dimensionalidad o no separable y, al mismo tiempo,
multimodal con pocos centros de atracción. En estos casos, especialmente en el primero de
ellos, el CMA-ES se comporta mejor. Por supuesto, esto es una generalización. Es posible
obtener más conclusiones si se realiza un análisis más profundo.
Comparando el rendimiento de los cuatro algoritmos en funciones de tipo L-Separables
y unimodales, todos ellos resuelven todos los casos presentados en este procedimiento de
caracterización. En este tipo de funciones, las direcciones en las que se realice la búsqueda
no son relevantes, ya que a partir de cualquier punto del espacio de búsqueda es posible trazar
un camino al óptimo ya que no existen óptimos locales. Si se analiza el CPEM en detalle, el
algoritmo CMA-ES es el quemejor resultados en cuanto a velocidad de convergencia obtiene,
seguido del DE y el RCGA. Finalmente, el MA es el algoritmo más lento en este tipo de
funciones (un valor bajo de CPEM indica que el óptimo se ha alcanzado en un número menor
de FEs, es decir, que el algoritmo es más rápido).
Lo resultados obtenidos por los cuatro algoritmos en las funciones NL-Separable y uni-
modales, muestran que el DE es el algoritmo que, en general, mejor se comporta, resolviendo
todos los casos presentados. De hecho, es el único algoritmo que resuelve la función Schwefel
2.21 con 30 y 50 dimensiones. Como se comentó en secciones anteriores, esta función tiene
un camino al óptimo muy largo, lo cual provoca que el espacio de calidad sea muy complejo.
En el caso particular de la función Easom, todos los algoritmos se comportan, más o menos,
de manera satisfactoria, aunque el CMA-ES es el que obtiene los peores resultados. Esta es
una función de dos dimensiones con un espacio de calidad particular, ya que presenta un área
plana muy amplia (aproximadamente el 90% del espacio de calidad) con un óptimo local
situado aproximadamente en el centro del mismo, así que, durante la búsqueda, cuando la
población se sitúa sobre la superﬁcie plana, el CMA-ES no tiene suﬁciente información para
crear la matriz de covarianzas de manera adecuada.
Las últimas funciones unimodales consideradas en este conjunto de funciones prueba son
No-Separables. Como muestran las tablas de resultados, el DE es la apuesta más segura en
funciones de baja dimensionalidad (el CMA-ES falla en algunas ejecuciones de la función
Kowaliks) debido a que es el más robusto cuando se enfrenta a espacios de calidad con ca-
racterísticas topológicas complejas como largos caminos hacia el óptimo, mientras que el
CMA-ES es mejor con funciones de altas dimensiones. De hecho, uno de los puntos débiles
del DE son las funciones no separables de alta dimensionalidad. Es interesante destacar que
ninguno de los algoritmos resuelve todas las ejecuciones de la función Perm. Esta función,
como ya fue comentado anteriormente, presenta el camino más largo hasta el óptimo (ver
tabla 4.5).
Comparando el rendimiento de los tres algoritmos sobre funciones multimodales, y te-
niendo en cuenta las funciones separables (tanto las linealmente separables como las no li-
nealmente separables), el DE es claramente el mejor algoritmo sin tener en cuenta el tamaño
de los centros de atracción y la distancia entre ellos. El RCGA proporciona, en general, re-
sultados satisfactorios, mientras que el CMA-ES y el MA fallan cuando la función es de alta
dimensionalidad. En este sentido, la respuesta del CMA-ES ante este tipo de funciones es la
más inestable y, por lo tanto, es el algoritmo menos recomendable. El MAmejora los resulta-
dos del CMA-ES cuando el tamaño del centro de atracción óptimo no es muy pequeño (veáse
la función Cosine).
Finalmente, para las funcionesmultimodales yNo-Separables, tanto el DE como el CMA-
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ES pueden ser recomendados (el RCGA obtiene los peores resultados). El algoritmo MA se
recomienda cuando se trata de funciones de baja dimensionalidad, aunque sus resultados en
cuanto a rendimiento son peores que los obtenidos tanto por el DE como por el CMA-ES. Si
se tienen en cuenta las funciones resueltas, el MA resuelve las mismas funciones que el DE.
Los tres fallan en funciones No-Separables de alta modalidad como la función Rosenbrock o
la función Griewank. Funciones como la Rosenbrock que presentan de manera conjunta alta
dimensionalidad, no separabilidad ymultimodalidad, son las funcionesmás complicadas para
todos los algoritmos, aunque parece que la no separabilidad es un problema mayor para el
DE que la multimodalidad para el CMA-ES, al menos en este caso. Además, por un lado, el
DE también tiene problemas con funciones no separables de baja dimensionalidad cuando
hay pocos centros de atracción (como en la función Hartman 6). Esta característica parece
no afectar al CMA-ES, al menos si la distancia entre estos centros de atracción es corta. Por
otro lado, el CMA-ES también tiene problemas con ciertas características topológicas de los
espacios de calidad de funciones multimodales, incluso cuando la dimensionalidad no es alta,
como largas distancias entre centros de atracción o cuando el centro de atracción óptimo no
es el más amplio, como en la función Shekel 5.
En este capítulo se ha aplicado el procedimiento de caracterización presentado en este
trabajo sobre tres algoritmos muy utilizados en el campo de la CE, tanto en problemas de
optimización matemáticos como en problemas de aplicaciones del ''mundo real'', y sobre un
cuarto algoritmo más reciente. Ha quedado demostrada la gran importancia que tiene realizar
una caracterización formal como la propuesta, ya que se han extraído conclusiones sobre el
rendimiento de los algoritmos en función de la separabilidad y modalidad del espacio de
calidad.
Estas conclusiones han permitido conocer qué propiedades de los algoritmos son intrín-
secas a sus estrategias de búsqueda y cuáles pueden ser modiﬁcadas parcialmente variando
sus parámetros.

Capítulo 6
Conclusiones y principales aportaciones
El principal objetivo de esta tesis doctoral ha sido el desarrollo de un procedimiento de
caracterización de algoritmos evolutivos. Este procedimiento permite la realización de un
análisis formal de la respuesta de los algoritmos en función de las características de los es-
pacios de calidad que se seleccionen como más representativas en el tipo de problemas a
tratar.
Para lograr este objetivo global, en primer lugar, se ha realizado una revisión bibliográ-
ﬁca de los trabajos existentes en el campo de la Computación Evolutiva dedicados al plan-
teamiento y comparación de algoritmos evolutivos, tal y como se muestra en la sección 3.2
del capítulo 3. Esta revisión fue dividida en dos sub-secciones con el ﬁn de presentar la pro-
blemática desde dos puntos de vista diferentes: el punto de vista del usuario de AEs (sección
3.2.1) y el punto de vista del desarrollador o diseñador de AEs (sección 3.2.2). Las conclusio-
nes obtenidas después de esta revisión sugieren que, a pesar del uso extendido de los AEs, los
trabajos que tratan sobre la presentación y análisis de este tipo de técnicas de optimización
carecen de una metodología formal y estándar. Este hecho diﬁculta el uso de los AEs por
parte de usuarios de otros campos diferentes al de la CE. Por tanto, se detecta la necesidad de
realizar esfuerzos en esta línea de estandarización que ayuden a los desarrolladores de algorit-
mos a presentar sus resultados de una forma objetiva que permita a usuarios de otros campos
conocer a priori si un determinado AE es adecuado para sus problemas o no. En la sección
3.2.2, también se presentó el resultado de una profunda revisión de la bibliografía dedicada
a solventar este aspecto de falta de formalización en la caracterización de los algoritmos. La
conclusión obtenida ha sido que los autores han tratado tres grandes tipos de problemas, que
parten de las siguientes evidencias:
• Los conjuntos de funciones de prueba utilizados para caracterizar el comportamiento
de los AEs no son adecuados debido a que no se caracterizan de forma realmente útil.
La clasiﬁcación utilizada sigue siendo binaria, indicando si una función tiene o no una
determinada característica pero sin analizarla detalladamente. No existe un análisis más
profundo de las funciones de prueba que se pueda utilizar a la hora de estudiar los AEs,
de forma que las conclusiones obtenidas sean útiles desde un punto de vista práctico.
• No existe un consenso en cuánto a qué medidas de error o rendimiento utilizar para
analizar el comportamiento de los algoritmos y como utilizar los datos obtenidos para
obtener conclusiones que contengan información práctica.
• En cuanto al análisis y caracterización de los algoritmos, se concluye que, antes de
analizar el comportamiento de un algoritmo, es necesario establecer los objetivos del
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propio análisis para elegir de manera adecuada las medidas que se van a utilizar.
Por lo tanto, partiendo de esta división de tareas básicas, el procedimiento de caracteri-
zación que se ha planteado consta de tres etapas que afrontan cada una de ellas y propone
soluciones particulares para el caso de los problemas de optimización con parámetros reales.
Estas tres etapas se desarrollaron en el capítulo 4. En una primera sección se abordó el
problema de la correcta elección y caracterización de los conjuntos de funciones prueba. Para
abordar dicho problema, en la sección 4.1 se ha descrito detalladamente el concepto de es-
pacio de calidad, estableciendo con claridad la relación entre las funciones de prueba y los
espacios de calidad que generan. De la revisión realizada en la sección 3.2 se concluyó que
la caracterización que se realiza actualmente de las funciones objetivo es insuﬁciente y no
proporciona información realmente útil sobre las mismas. Con el ﬁn de mejorar esta caracte-
rización, se realizó un análisis de las propiedades principales de estos espacios para concluir
que las más signiﬁcativas son, en una primera aproximación, la modalidad y la separabilidad.
Además, se ha realizado una breve revisión de trabajos anteriores donde los autores tratan de
estimar la diﬁcultad de un espacio de calidad teniendo en cuenta estas dos propiedades. A
la vista de los trabajos encontrados y analizados se llegó a la conclusión de la necesidad del
desarrollo de nuevos algoritmos de estimación de dichas características, debido a que las me-
didas que se han utilizado hasta este momento se centraron en el análisis de la diﬁcultad para
un algoritmo concreto, generalmente el AG clásico, por lo que no pueden generalizarse a otros
paradigmas de computación evolutiva. En la sección 4.1.3 se desarrollaron estos algoritmos.
El primero de los algoritmos desarrollados sirve para analizar los espacios de calidad
en términos de separabilidad. Como hemos dicho, del análisis del concepto de espacio de
calidad se concluyó que la separabilidad es una de las características que más afectan a los
AEs. El término separabilidad está relacionado con el concepto biológico de epístasis, que
mide las relaciones que existen entre los genes de los cromosomas. Si el nivel de epístasis es
alto, los genes de un cromosoma están muy relacionados y cambios en uno de ellos afectan
a otros genes del cromosoma. Estimar el nivel de separabilidad o epístasis de un espacio
de calidad es útil a la hora de decidir qué estrategia de búsqueda es más adecuada. Este
algoritmo se ha validado sobre el conjunto de funciones de prueba seleccionado para esta
tesis obteniendo los resultados que se muestran en la sección 4.1.3. Tras la aplicación de este
algoritmo, las funciones consideradas han sido clasiﬁcadas en tres subconjuntos dependiendo
de su separabilidad, así se obtienen:
• Funciones L-Separales: son funciones entre cuyas variables no existe ningún tipo de
dependencia. Debido a esto, dichas funciones pueden separarse en n funciones de una
variable independientes y optimizar cada una de estas funciones por separado.
• Funciones NL-Separables: son funciones entre cuyas variables existen dependencias
de tipo no lineal. Estas dependencias provocan que varíe la ''forma'' del espacio de
calidad dependiendo del valor que tomen las variables. A pesar de que en este tipo
de funciones el óptimo siempre se sitúa en la misma posición sin importar el valor que
tomen las variables, cuando se abordan con AEs que paralelizan el proceso de búsqueda
modiﬁcando varias variables en cada generación, al presentar el espacio de calidad una
topología variable, estos presentan problemas en el proceso de búsqueda.
• Funciones No-Separables: en este tipo de funciones existen dependencias entre va-
riables que provocan tanto modiﬁcaciones en cuanto a la topología del espacio como a
la posición en la que se sitúa el óptimo de la función.
Capítulo 6. Conclusiones y principales aportaciones 165
Como se demuestra en dicha sección 4.1.3, el algoritmo ha resultado útil para analizar espa-
cios de calidad en términos de separabilidad y clasiﬁcar las funciones utilizando más infor-
mación de la que se disponía inicialmente y a la que actualmente tienen acceso los usuarios.
En segundo lugar, se desarrolló el algoritmo de análisis de modalidad. A partir de la revi-
sión realizada de trabajos que estudian la modalidad de los espacios de calidad, se concluyó
que la información realmente relevante no es tanto el número de óptimos locales o globales
que estos tienen como los centros de atracción de dichos óptimos locales, su tamaño y su
distribución sobre el espacio de calidad. El algoritmo desarrollado en la sección 4.1.3 analiza
los espacios de calidad en función de estos centros de atracción. Tras la validación del algo-
ritmo sobre el conjunto de funciones prueba, surgió la necesidad del desarrollo de un tercer
algoritmo que permitiese estimar la diﬁcultad de las funciones unimodales en función de la
longitud del camino hasta el óptimo. El desarrollo y validación de este algoritmo se presenta
también en esta sección. Los resultados aportados por este algoritmo permiten estimar la to-
pología de un espacio de calidad n-dimensional desconocido. De las posibles propiedades
que se pueden estimar, como una primera aproximación se han propuesto las siguientes:
• Si la función es multimodal, para estimar la topología del espacio de calidad se consi-
deran:
– El número de centros de atracción que encuentra el algoritmo de caracterización
y que representa una estimación del número de óptimos locales.
– La distribución de los tamaños de los centros de atracción. La tendencia que si-
guen los tamaños de los centros de atracción dependiendo de la distancia de dichos
centros al óptimo es una medida que ha permitido estudiar qué tipo de estrategia
de búsqueda es más adecuada para cada distribución.
– La distancia entre centros de atracción. En esta tesis se han considerado dos dis-
tancias:
* La distancia máxima entre centros de atracción, como estimación de la con-
centración de los centros de atracción sobre el espacio de calidad.
* La distancia entre el centro de atracción óptimo y el centro de atracción de
mayor tamaño. Si estos centros de atracción no son el mismo, es decir, cuando
esta distancia es mayor que cero, los espacios de calidad son más difíciles de
resolver que en el caso contrario, ya que los AEs suele tender hacia los centros
de atracción de mayor tamaño.
• Si la función es unimodal, la mayor o menor diﬁcultad de una función de este tipo
depende de la longitud máxima del camino hasta el óptimo desde los extremos del
espacio de calidad.
La información acerca de los espacios de calidad que se obtiene después de la aplicación
de estos tres algoritmos en términos de separabilidad y modalidad será básica a la hora de
caracterizar formalmente los AEs, ya que el análisis de su comportamiento se hará en base a
su respuesta en dichos espacios de calidad. Como quedó demostrado en el capítulo de apli-
cación, la información detallada que proporcionan es realmente útil para conocer el ámbito
de aplicación de un cierto algoritmo en un problema. Es cierto que el coste computacional
de estos algoritmos, sobre todo el de análisis de modalidad, es elevado; pero dicho análisis
solamente se realiza una vez sobre el conjunto de funciones de prueba y las conclusiones que
permite obtener acerca de los algoritmos estudiados lo justiﬁcan.
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La segunda etapa del procedimiento de caracterización está relacionada con las medidas
de error y rendimiento consideradas para el análisis de AEs. En la sección 4.2 se ha reali-
zado una revisión de las más utilizadas en los trabajos del campo concluyendo que no existe
consenso entre los autores y, al existir varias, su uso complica la realización de un análisis
adecuado. En esta sección se propone el uso de una nueva medida, CPEM, que combina in-
formación sobre error y rendimiento en un solo dato, favoreciendo así el análisis de la gran
cantidad de datos generados. Esta medida es complementada en la sección de aplicación con
el SR que da información cuantitativa sobre el número de ejecuciones falladas o acertadas.
Dado que en este trabajo se propone el promedio de la ejecución de 25 pruebas como resul-
tado base, esta medida resulta útil a la hora de realizar un análisis inicial de las funciones que
presentan problemas a los AEs. Además, se propone también el uso del 𝐺𝑁𝐸 , una medida
exclusiva de este tipo de algoritmos y que proporciona información muy relevante desde el
punto de vista de la precisión del resultado obtenido. Como conclusión a esta etapa se puede
decir que el procedimiento de caracterización propone el uso de tres medidas de error para
analizar los datos, una básica, el CPEM, y otras dos para obtener información adicional, el
SR y el 𝐺𝑁𝐸 .
Por último, en la revisión realizada al inicio de esta tesis se observó que no existe un con-
senso generalizado ni en la forma en la que se realizan las pruebas para presentar algoritmos
ni en la forma en la que se analizan los resultados obtenidos. Es decir, cada autor caracteriza
su algoritmo de manera diferente a otros haciendo diﬁcil la comparación de resultados con
otros algoritmos diferentes. Los intentos más serios en este sentido se basan en el diseño de
experimentos, pero estos trabajos se centran en la problemática de estudiar un algoritmo en la
fase de diseño, realizando un barrido paramétrico estipulado y estudiando la respuesta. Este
procedimiento está fuera del alcance de esta tesis, que parte del hecho de que el algoritmo a
caracterizar ya ha sido desarrollado y se conoce su funcionamiento básico.
La tercera etapa del procedimento de caracterización afronta este problema estableciendo
una serie de condiciones de ejecución objetivas de forma que los resultados de los algoritmos
analizados sean comparables y planteando una metodología de análisis de los resultados. En
cuanto a las condiciones de ejecución, éstas se presentan en la sección 4.3.1 y se basan en las
utilizadas en la mayor parte de las competiciones sobre AEs que se celebran en la actualidad
en los congresos del área:
• El desarrollador deberá indicar todos los parámetros de conﬁguración excepto el ta-
maño de población. Éste se obtendrá tras un análisis exhaustivo en cada una de las
funciones analizadas.
• Para cada algoritmo, función y dimensión se ejecutarán 25 pruebas independientes.
• El criterio de parada utilizado se basa en el número de llamadas a la función de calidad y
depende de la dimensión del problema. Concretamente, el númeromáximo de llamadas
permitidas es 10000 ⋅ 𝑛, siendo 𝑛 la dimensión del problema.
• Se utilizarán como medidas de error y rendimiento el CPEM, el SR y el 𝐺𝑁𝐸 .
• Se considera que una prueba está resuelta cuando su valor de error absoluto es menor
que 10−6.
A la hora de analizar los resultados obtenidos en las pruebas, se propone una metodo-
logía basada en tres pasos consecutivos: análisis de resultados con la conﬁguración básica,
variando los parámetros iniciales y comparativamente. En todos los casos, el análisis se debe
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llevar a cabo en función de las características de los espacios de calidad seleccionadas, en
este caso, separabilidad y modalidad. Las conclusiones deben ser extraídas en función de las
propiedades básicas de los AEs, que como se muestra en la sección 4.3.2 son: balance ex-
ploración / explotación, presión selectiva, direcciones de búsqueda y paso de mutación. Cada
una de ellas ha sido descrita en detalle y se ha explicado como inﬂuyen en las estrategias de
búsqueda de los AEs. La conﬁguración de los operadores de los AEs es la que determina el
peso de cada una de estas propiedades.
Resumiendo, en el desarrollo del capítulo 4 de esta tesis se ha propuesto un procedimiento
de caracterización formal de AEs que debe afrontar tres grandes problemas, para cada uno de
los cuales se proponen posibles soluciones prácticas que han sido validadas en el capítulo 5.
Así, con el objetivo de demostrar que el procedimiento de caracterización desarrollado
utilizando las soluciones propuestas permitirá analizar AEs de forma que se aporten conclu-
siones formales relevantes que contengan información útil para los usuarios, en el capítulo
5 se han analizado cuatro AEs que utilizan estrategias de búsqueda muy diferentes. Estos
cuatro algoritmos son: un algoritmos genéticos de codiﬁcación real (RCGA), el algoritmo
Covariance Matrix Adaptation (CMA-ES), el algoritmo Diﬀerential Evolution (DE) y los
Algoritmos Macroevolutivos (MA). Los tres primeros algoritmos han sido seleccionados por
ser altamente representativos en el campo actual de la CE. El último es un algoritmo menos
conocido y, por lo tanto, menos utilizado. Sin embargo, su caracterización es de gran interés
debido a lo diferente de su ﬁlosofía con los tres algoritmos restantes. Para llevar a cabo la
caracterización se ha utilizado el conjunto de funciones de prueba que fue estudiado en la
sección 4.1. Con esta información, y con los resultados obtenidos tras la ejecución de los
algoritmos en las condiciones establecidas en la sección 4.3.1, se ha analizado en detalle el
comportamiento de cada uno de ellos, relacionando dicho comportamiento con las caracte-
rísticas observadas en las funciones utilizadas en el conjunto de funciones de prueba, en este
caso, separabilidad y modalidad. Como resultado de este análisis se han obtenido conclu-
siones con información acerca de cuales son los espacios de calidad más idóneos para cada
algoritmo. Además, a partir de las conclusiones obtenidas tras un primer análisis, ha sido
posible realizar un ajuste de los algoritmos de cara a comprobar si se mejoran sus resultados
o si el fallo es intrínseco a su diseño. Este ajuste no se ha basado en un procedimiento de
prueba y error, sino que, utilizando la información obtenida mediante el procedimiento de
caracterización, ha sido posible guiarlo en la dirección adecuada. Si bien es cierto que, como
postula el teorema No-Free Lunch, no existe ningún algoritmo que sea el mejor en todo tipo
de funciones, sí que es posible mejorar los resultados de un cierto AE si se conoce el porqué
de su comportamiento y cómo afectan sus parámetros a su modo de búsqueda.
Por tanto, la conclusión ﬁnal al trabajo desarrollado en esta tesis doctoral es que aporta un
primer intento en la caracterización de algoritmos evolutivos que proporcione unmayor grado
de formalización al campo, lo que repercutirá en una mayor aplicabilidad en otros ámbitos.
Los usuarios de algoritmos evolutivos que no pertenecen directamente al campo de la compu-
tación evolutiva dispondrán de algoritmos caracterizados en términos de para qué problemas
son más adecuados. De esta forma, si un usuario conoce o puede estimar las características
topológicas de su problema concreto y dispone de varios algoritmos evolutivos caracteriza-
dos siguiendo este procedimiento, dispondrá de información suﬁciente para descartar entre
uno u otro algoritmo.

Capítulo 7
Trabajo futuro
El trabajo realizado en esta tesis ha permitido abrir una línea de investigación que conti-
nuará su desarrollo en los próximos años con diversas sub-líneas que parten de la principal.
A partir del trabajo desarrollado en cuanto a análisis y caracterización de espacios de ca-
lidad se tratará, en primer lugar, de añadir más funciones al conjunto de funciones de prueba.
Si bien es cierto que el conjunto utilizado incluye un amplio rango de funciones con diferen-
tes topologías, resultado de aglutinar las utilizadas en los trabajos presentes en la bibliografía
del campo, no estaría de más incorporar funciones adicionales al conjunto de prueba, aumen-
tando el número de funciones con determinadas características y, por tanto, aumentando la
representatividad de dicho conjunto de prueba. Esto parece particularmente necesario para
las funciones multimodales, no separables y de alta dimensionalidad. En segundo lugar, se
pretende extender el dominio de aplicación de este trabajo a problemas con restricciones o
problemas multiobjetivo, por lo que se deberán analizar de nuevo los espacios de calidad
relacionados y desarrollar nuevos algoritmos para conocer de forma aproximada sus carac-
terísticas. Otro ámbito de aplicación que se desea abordar, dada su relevancia dentro de la
investigación que se lleva a cabo en el Grupo Integrado de Ingeniería, es el de la evolución
de redes de neuronas artiﬁciales. Esto requerirá también la creación de otro conjunto de fun-
ciones de prueba que incluya problemas dinámicos.
En esta tesis las propiedades de separabilidad y modalidad han sido seleccionadas como
las principales para el desarrollo del método de caracterización de espacios de calidad. En
este sentido, se profundizará en el estudio de las propiedades de estos espacios relevantes para
el análisis del comportamiento de los algoritmos evolutivos, ya sea incorporando nuevas pro-
piedades al análisis o profundizando en las dos ya utilizadas, especialmente en la modalidad,
explorando conceptos tales como densidad de centros de atracción, poder de atracción, etc.
Relacionado con los dos puntos anteriores (necesidad de aumentar el número de funcio-
nes de prueba y de profundizar en el análisis de la modalidad), se desarrollará un generador
de funciones de prueba conﬁgurable que permita modiﬁcar la topología de una función en
términos de la distribución de sus óptimos (locales y globales). El alcance de esta tesis ha
incluido una primera versión de su desarrollo, pero no se ha terminado completamente, por
lo que queda propuesto como trabajo futuro. Este generador de funciones de prueba permiti-
ría analizar el impacto de la topología de los espacios de calidad sobre los algoritmos de una
forma más exhaustiva al poder generar cualquier combinación topológica y no depender de
las funciones del conjunto de prueba. Además de estudiar el efecto del tamaño y la distribu-
ción de los centros de atracción, este generador debería permitir el análisis en términos de
poder de atracción de una cuenca, entendiendo el poder de atracción como el diámetro y la
170
altura de cada centro de atracción.
Adicionalmente, el algoritmo de análisis de separabilidad deberá ser mejorado para pro-
porcionar algún tipo de medida cuantitativa, y no sólo cualitativa, en cuanto a la presencia de
separabilidad en una función dada.
Se tratará también de crear versiones especíﬁcas de los algoritmos de análisis de moda-
lidad y separabilidad para ser usados por usuarios de algoritmos evolutivos, de forma que
su coste computacional sea menor y puedan ser aplicados no ya para determinar las carac-
terísticas topológicas de las funciones de prueba, si no para estimar dichas características en
problemas reales.
En cuanto al análisis del comportamiento de los algoritmos, se pretende ampliar el nú-
mero de ellos analizados generando, de esta forma, una fuente de conocimiento acerca de los
mismos que sea accesible y útil para todos los usuarios. Como parte de la línea de investiga-
ción abierta, y a partir de los análisis realizados a los algoritmos considerados en esta tesis, se
pretenden realizar modiﬁcaciones a dichos algoritmos con el objetivo de mejorar sus puntos
débiles guiándonos por las conclusiones obtenidas en cuanto a sus estrategias de búsqueda,
especialmente en el caso del MA, algoritmo original en cuanto a concepción y todavía poco
explotado.
Además de todos estos puntos extraídos del desarrollo propio de la tesis, continuando
con el desarrollo de la librería JEAF, que surgió como parte de esta tesis, se desarrollarán
herramientas de análisis de espacios de calidad que sean ''amigables'' para los usuarios tanto
en su aplicación como en la forma de presentar los resultados obtenidos.
Apéndice A
JEAF : A Java Evolutionary Algorithm
Framework
En el campo de la computación evolutiva no existe muchas herramientas software que
permitan a los investigadores implementar, modiﬁcar o comparar diferentes algoritmos de
forma sencilla. Las pocas que existen normalmente carecen de ﬂexibilidad, de mantenimiento
u otras características básicas, así que los investigadores acaban programando sus propias
soluciones, muchas veces reimplementando algoritmos que han sido implementados cientos
de veces.
En este apéndice se presenta una nueva librería para computación evolutiva llamada Java
Evolutionary Algorithm Framework (JEAF) que trata de ofrecer una plataforma que facilite
las tareas de comparar, analizar, modiﬁcar e implementar algoritmos evolutivos reutilizando
componentes y realizando el mínimo esfuerzo en cuanto a codiﬁcación. Además JEAF trata
de ser una herramienta para los usuarios de algoritmos evolutivos en áreas diferentes a las
ciencias de la computación, tales como Ingeniería, Biología, Física aplicada, etc. En este
sentido, JEAF proporciona métodos para la distribución del proceso evolutivo, reduciendo así
su coste computacional, y para el uso de herramientas externas en el proceso de evaluación,
lo cual permite aprovechar las ventajas de otras aplicaciones del campo de aplicación del
problema concreto a resolver tales como simuladores hidrodinámicos u otras herramientas
de cálculo utilizadas en campos como la Ingeniería. Esta librería ha sido desarrollada durante
la realización de esta tesis doctoral y ha dado soporte al procedimiento de caracterización
propuesto.
A.1 Introducción
Cuando un investigador quiere implementar un nuevo AE o trata de resolver un problema
particular con diferentes AEs, generalmente se encuentra con el mismo problema: la falta de
una herramienta software actualizada, ﬂexible y completa que permita realizar dicha tarea
con un mínimo esfuerzo. Existen herramientas que implementan AEs, pero suelen presentar
problemas como, por ejemplo:
• Pocos algoritmos implementados.
• Herramientas desactualizadas o poco mantenidas que, por lo tanto, no implementan
algoritmos recientes o tienen problemas con compiladores actuales.
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• Las implementaciones de AEs que ofrecen generalmente no están validadas frente a
los conjuntos de funciones de prueba de referencia.
• Poca ﬂexibilidad, requiriendo un gran conocimiento de la herramienta para modiﬁcar
las implementaciones, llegando incluso a requerir el mismo esfuerzo que si la imple-
mentación se hiciese desde cero.
• Falta de documentación.
Por lo tanto, la situación más común es que los investigadores terminen implementando
los algoritmos desde cero, contribuyendo a que este problema de falta de estandarización sea
mayor. Es decir, haciendo que esta nueva implementación sea difícil de comparar, mejorar,
adaptar y utilizar por otras personas. El objetivo de JEAF es el de proporcionar una herra-
mienta con una amplia y probada colección de AEs, un conjunto de funciones de prueba
típicos y un diseño que facilite la implementación de nuevos algoritmos, haciendo que el
tiempo necesario para implementarlos sea lo menor posible.
Se ha escogido JAVA como lenguaje de programación debido a que uno de los requisitos
principales era el de ofrecer la posibilidad de ejecutar la herramienta en cualquier plataforma
sin necesidad de recompilado (sobre todo teniendo en cuenta su ejecución en un cluster).
Sin embargo, también ha sido desarrollada con el objetivo de hacerla lo más rápida posible
desde el punto de vista computacional. Los AEs son utilizados normalmente para resolver
problemas complejos, así que esta herramienta proporciona posibilidades de distribución para
acelerar las evoluciones y ha sido desarrollada para que el uso de herramientas externas en
la fase de evaluación sea sencillo.
En la bibliografía existen algunas herramientas representativas en el área de los AEs, al-
gunas de ellas, aunque son conocidas carecen de algunos elementos esenciales o actualmente
no continúan su desarrollo. Estas herramientas son:
• PGAPack [PGA, 2009] es probablemente la primera herramienta pública para compu-
tación evolutiva. Se encuentra accesible desde Febrero de 1996, pero no se actualiza
desde Junio del 2009 y actualmente su página web no se encuentra accesible. Fue es-
crita en C y contiene solamente algoritmos genéticos.
• GAUL [GAU, 2009] está escrita en C y centrada en algoritmos genéticos, aunque in-
cluye una implementación del Diﬀerential Evolution ymodelos distribuidos / paralelos.
La última versión es de Octubre del 2006, aunque existen aportaciones en su versión
CVS hasta Marzo del 2009.
• TEA [TEA, 2003] implementa algoritmos genéticos, estrategias evolutivas y algunos
algoritmos multiobjetivo, está programada en C++ y soporta algunos modelos de dis-
tribución para evaluación. La última versión es de Mayo del 2003.
• Open BEAGLE [BEA, 2009] es otra buena herramienta de computación evolutiva
desarrollada en C++, comparte algunos de los objetivos de este trabajo, sin embargo
está implementada en un lenguaje de programación diferente con sus ventajas e incon-
venientes. Su desarrollo esmuy intermitente y la última versión estable es de Diciembre
del 2007, aunque la ultima versión desarrollada (alpha, CVS) es de Febrero del 2009.
• JDEAL [JDE, 1999] está escrita en JAVA, pero su desarrollo terminó en Diciembre de
1999. Implementa algoritmos genéticos y estrategias evolutivas y soporta el modelo de
distribución maestro - esclavo.
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• OpenOpal [Ope, 2010] es otra herramienta JAVA desarrollada para aplicaciones de
optimización automática y aprendizaje máquina. Esta herramienta soporta problemas
mono-objetivo y multi-objetivo, pero solamente implementa una estrategia evolutiva y
el algoritmo CMA-ES.
• JMetal [jMe, 2006, Durillo et al., 2006] es una herramienta muy completa centrada
en metaheurísticas multiobjetivo. Permite el desarrollo de nuevas metaheurísticas uti-
lizando clases que funcionan como bloques constructivos. Proporciona una serie de
implementaciones de algoritmos multiobjetivo muy conocidos.
• La herramienta más parecida a JEAF es ECJ [ECJ, 2010], un entorno excelente para
computación evolutiva también programada en JAVA. Sin embargo ECJ es menos ﬂe-
xible que JEAF y además es más lenta cuando se trabaja con cromosomas largos en
cuanto a número de genes. Hay que hacer énfasis en que JEAF, además de tener imple-
mentados un gran número de algoritmos, proporciona también un conjunto amplio de
funciones de prueba y herramientas de análisis con el objetivo de proporcionar una so-
lución completa que minimice los esfuerzos por parte de los investigadores de compu-
tación evolutiva y los investigadores de otros campos.
Para el desarrollo de JEAF se han tenido en cuenta las ventajas y desventajas de cada unas
de las librerías que han sido comentadas. El principal objetivo de JEAF es el desarrollo de
una herramienta software que facilite la estandarización tanto en el desarrollo de nuevos AE
como en la comparación de estos. JEAF se ha desarrollado teniendo en cuenta dos puntos
de vista diferentes: el punto de vista del investigador en CE o desarrollador de algoritmos
y el punto de vista del investigador de otras áreas o usuario de AE. Desde el punto de vista
del desarrollador, el objetivo de JEAF ha sido implementar una herramienta que permita de
manera sencilla desarrollar nuevos algoritmos o versiones de algoritmos existentes. Desde
el punto de vista del usuario, teniendo en cuenta que en la mayoría de las ocasiones su co-
nocimiento acerca de los AE es reducido, JEAF le permitirá trabajar con AEs sin conocer
exactamente el funcionamiento de los mismos.
A.2 Principales características
Esta sección contiene un resumen de las principales características de JEAF, las cuales
están directamente relacionadas con los objetivos de diseño establecidos para su desarrollo:
• Multiplataforma: JEAF está implementada en JAVA, así que puede utilizarse en cual-
quier plataforma hardware donde esté instalada una máquina virtual JAVA. La versión
requerida es la 1.5 o superior ya que se utilizan algunas características recientes como
los tipos genéricos.
• Modular: el diseño se ha realizado profundamente orientado a objetos, tratando de
mantener la mayor independencia posible entre componentes.
• Flexible: esta característica está relacionada con la anterior y está presente en cada
pieza de la librería. JEAF fue diseñada no sólo para dar soporte a los AEs actuales,
sino también para permitir el uso de cualquier combinación de operadores que el usua-
rio necesite para su problema. De esta forma, se pueden implementar futuros AEs sin
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necesidad de que estos deban encajar en la estructura clásica de un AE y sin reimple-
mentar componentes que ya existan. De hecho, la librería facilita la reutilización de
componentes, dividiendo el comportamiento general de un AE en cuatro etapas (se-
lección, reproducción, evaluación y reemplazo) e implementando cada etapa con una
cadena de operadores de longitud arbitraria. Lo más común son longitudes de uno o dos
operadores, pero cualquier valor entero positivo e incluso cero está permitido, siempre
y cuando se respeten las interfaces. Además, muchas de las características comunes
de los operadores están implementadas en torno a plug-ins y son fácilmente intercam-
biables. Esto permite la implementación de un mecanismo más potente que una lista
preﬁjada de valores.
• Eﬁciencia: desde el comienzo del desarrollo de JEAF, la eﬁciencia ha sido uno de los
mayores retos. Los AEs consumen mucho tiempo de cómputo, especialmente cuando
son aplicados a problemas reales, y la elección del lenguaje JAVA tiene un impacto ne-
gativo si lo comparamos con lenguajes como C o C++. Así que algunas decisiones han
sido tomadas con mucho cuidado para maximizar la eﬁciencia de la implementación.
• Fácil de usar: teniendo en mente que JEAF va a ser utilizada por investigadores que
no pertenecen al área de la computación evolutiva, fue diseñada para que los usuarios
no necesitasen conocer el comportamiento exacto de un AE, simplemente conociendo
el comportamiento global y los elementos de la librería que tienen que personalizar
para resolver un problema particular.
• Herramientas de análisis: además de diferentes AEs y funciones de prueba, esta
librería proporciona herramientas de análisis, además de permitir la implementación
de otras nuevas. Estas herramientas han sido desarrolladas con el objetivo de facilitar
la comparación de resultados obtenidos aplicando distintos AEs o diferentes versiones
de un mismo algoritmo. Se incluyen herramientas de análisis de AEs y herramientas
de análisis de funciones.
• Soporte para procesado distribuido: JEAF soporta un modelo muy ﬂexible de dis-
tribución para el proceso evolutivo. Utiliza MPI como protocolo de comunicación (la
decisión fue tomada, de nuevo, por temas de eﬁciencia). Se soportan varios modelos
(maestro-esclavo, islas, etc.) con distintas topologías (rejilla, anillo, etc.) y formas de
intercambiar el material genético. Los modelos soportados permiten también la com-
binación de los mismos para crear esquemas híbridos que se adapten a un problema
particular o a la disponibilidad de hardware.
A.3 Diseño e implementación
Esta librería se ha dividido en tres módulos: el primero de ellos es el módulo de Algorit-
mos Evolutivos, implementa los elementos necesarios para crear y utilizar un AE. El segundo
módulo es el de funciones de prueba, donde el usuario puede encontrar un conjunto amplio
de las funciones más utilizadas. Por último, existe un módulo de análisis que implementa dos
tipos de herramientas: para el análisis de algoritmos y para el análisis de funciones objetivo.
Todos estos módulos se describen con detalle en las siguientes secciones.
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A.3.1 Módulo de Algoritmos Evolutivos
Este es el componente principal de la librería. Es el encargado de implementar la es-
tructura que da soporte al desarrollo de los algoritmos evolutivos, además de incluir algunas
implementaciones de AEs concretos. El núcleo del módulo principal de esta librería se puede
ver en la ﬁgura A.1. El elemento principal es la clase EvolutionaryAlgorithm, la cual cons-
tituye el centro de todas las operaciones y es la encargada de dirigir el comportamiento del
algoritmo.
OperatorChain
T > Operator
EvolutionaryAlgorithm
ReproductionOperator
EvaluationStrategy
InequalityConstraint
ConstraintMethod
EvaluationOperator
EqualityConstraint
ObjectiveFunction
SelectionOperator
ReplaceOperator
StopTest
Operator
Population
Constraint
Individual
Problem
<<use>>
replaceChain
selectionChain
<<use>>
reproductionChain
evaluationChain
<<use>>
<<use>>
-population
-problem-constraints
0..*
<<use>>
-stopTest 1..*
-individuals
0..*
-objectiveFunctions
1..*
Figura A.1: Diagrama de clases del núcleo del módulo de algoritmos evolutivos.
Los AEs implementados con esta librería necesitan los siguientes elementos:
• Una población, formada por una lista de individuos.
• Cuatro cadenas de operadores para las fases de selección, reproducción, evaluación y
reemplazo. Cada una de estas cadenas está formada por una lista de operadores que se
ejecutan de forma sucesiva.
• Un problema para resolver que está deﬁnido por, al menos, un objetivo y una lista de
funciones de restricción si fuera necesario.
• Una estrategia de evaluación encargada de evaluar a cada individuo con las funciones
objetivo y las funciones de restricción, si existen. También es la encargada de dirigir el
comportamiento del método de manejo de restricciones si es necesario.
• Un criterio de parada que determina cuándo ﬁnaliza el proceso de evolución de un
algoritmo.
Todos estos componentes serán explicados en detalle en los siguientes apartados.
Población
En JEAF, una población se representa mediante una lista de individuos. El paquete po-
pulation es el encargado de implementar la estructura de las poblaciones de los AEs en esta
librería. La estructura de clases de este paquete se puede ver en la ﬁgura A.2.
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population
-fitness : double
-violatedConstraints : int
-serializeEvalResults : boolean
-serializeGenotype : boolean
Individual
EvolutionaryAlgorithm
NSGA2Individual
JADEIndividual
MaIndividual
Externalizable Cloneable
DoubleArray
Population
Double
-individuals
0..*
-objectives
0..*
-constraints 0..*-population
-dominatedIndividuals
0..*
-chromosomes 0..*
Figura A.2: Diagrama de clases del paquete population de la librería JEAF.
Además de la clase Population, el elemento clave de este paquete es la clase Individual,
encargada de implementar a un individuo de la población. En las implementaciones básicas,
un individuo representa una solución al problema y tiene los siguientes atributos:
• Una lista de cromosomas, chromosomes, uno o varios, que codiﬁcan la solución que
representa el individuo. Los cromosomas se implementan como arrays de números de
tipo double que pertenecen al rango [-1:1]. Las funciones objetivo son las encargadas
de normalizar estos valores al rango correspondiente según el problema a resolver.
• Una lista de valores objetivos, objective, que representan los valores obtenidos al eva-
luar al individuo con cada una de las funciones objetivo del problema.
• Una lista de valores de restricciones, constraints, que representan los valores obtenidos
al evaluar al individuo con cada una de las funciones de restricción del problema, si
estas existen.
• El valor de calidad del individuo, representado por la variable ﬁtness.
• El número de restricciones violadas, representado por la variable entera violatedCons-
traints.
• Un atributo booleano serializeEvalResults que toma el valor verdadero o falso según
se serialicen los objetos objectives y constraints o no.
• Un atributo booleano serializeGenotype que, al igual que el atributo anterior, toma el
valor verdadero o falso según se serialice o no, en este caso, la lista de cromosomas.
El individuo básico puede ser extendido con el ﬁn de añadir más funcionalidades ade-
más de las que tiene implementadas por defecto. Actualmente, JEAF tiene implementados
tres individuos para tres algoritmos concretos: el individuo MAIndividual para el algoritmo
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macroevolutivo, el individuo NSGA2Individual para el algoritmo multiobjetivo NSGA2 y el
individuo JADEIndividual para el algoritmo JADE. El diagrama de clases de la ﬁgura A.3 re-
presenta estas subclases de individuos especíﬁcos y en ella aparecen los atributos especíﬁcos
de cada una de esas subclases.
-fitness : double
-violatedConstraints : int
-serializeEvalResults : boolean
-serializeGenotype : boolean
Individual
-dominationCount : int
-rank : int
-crowdingDistance : double
NSGA2Individual
-serialVersionUID : long
-bestFitness : double
-survivor : boolean
MaIndividual
-CR : double
-F : double
JADEIndividual
Figura A.3: Diagrama de clases de las subclases de la clase Individual implementadas actual-
mente en la librería JEAF.
La representación de los individuos como listas de cromosomas de valores double tiene
dos ventajas principales:
1. Esta representación permite que los individuos sean independientes del problema a
resolver y que, en principio, solamente las funciones objetivo sean dependientes del
problema, ya que estas, como veremos en la sección A.3.1, son las encargadas de nor-
malizar los valores de los cromosomas y realizar la transformación genotipo-fenotipo
si fuese necesario.
2. La implementación del AE, y más concretamente de los operadores utilizados, es tam-
bién independiente del problema a resolver. De esta forma podemos optimizar la im-
plementación de los algoritmos sin preocuparnos de la representación de los individuos
ya que siempre será la misma, aprovechando así implementaciones de operadores ya
probadas.
Cadenas de operadores
La ejecución de un AE en JEAF está dividida en cuatro fases y en cada una de ellas se
ejecutan diferentes operadores. Estas fases son: selección, reproducción, evaluación y reem-
plazo. Las cadenas de operadores que representan cada una de estas fases pueden contener
uno o más operadores. Lo general son cadenas de uno o dos operadores, pero no se limita el
número de estos. Las características de cada operador dependen de la fase en la que se está
ejecutando:
• En la fase de selección se ejecutan operadores de tipo SelectionOperator. El comporta-
miento básico de estos operadores es el de seleccionar individuos que participarán en
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la siguiente fase. Los operadores de esta cadena reciben una población de individuos
y tras su ejecución devuelve una lista de copias de individuos seleccionados según el
criterio implementado en el operador concreto.
• En la fase de reproducción, se generan nuevos individuos a partir de individuos de la
población de padres. Los operadores que se ejecutan son del tipo ReproductionOpe-
rator. Actualmente existen dos subclases principales: los operadores de cruce, Cros-
soverOperator, y los operadores de mutación, MutationOperator. Los operadores de
cruce implementan la reproducción sexual, es decir, partiendo de dos o más padres se
genera uno o más hijos. La reproducción asexual se implementa en los operadores de
mutación, en los cuales a partir de un padre se genera un hijo que es una copia del padre
con algunas modiﬁcaciones.
• La siguiente fase es la de evaluación cuya cadena de operadores contiene operadores
de tipo EvaluationOperator, esta cadena no es muy utilizada. En la fase de evaluación
existen dos alternativas: utilizar una cadena de operadores o utilizar una estrategia de
evaluación, las estrategias de evaluación se explicarán en detalle en la sección A.3.1.
• La última fase de un AE es la fase de reemplazo. En esta fase se ejecuta una cadena de
operadores de tipo ReplaceOperator. El comportamiento típico de los operadores de
este tipo es el de generar una población de tamaño𝑁 a partir de una población de padres
(que proviene de la generación anterior) y la población de descendientes generada en
la fase de reproducción.
En la ﬁgura A.4 se muestra el diagrama de clases del paquete operator. En este diagrama
aparecen las cuatro clases principales de operadores: SelectionOperator, ReproductionOpe-
rator con sus subclases CrossoverOperator yMutationOperator, EvaluateOperator y Repla-
ceOperator. Estas clases implementan el patrón de diseño plantilla, en el cual se deﬁne una
estructura de herencia donde la superclase sirve de plantilla de los métodos de la subclases.
Las superclases implementan el método operate heredado de la interfaz Operator. Este es el
método plantilla común para todas las subclases que hereden de cada superclase particular.
Cada implementación concreta de la interfaz Operator implementa en el método operate el
esqueleto general de comportamiento. Uno de los pasos de dicho esqueleto será implemen-
tado en los métodos select, crossover, mutation, evaluate y replace, según corresponda.
En el diagrama de clases de la ﬁgura A.5 se muestran los operadores que se encuentran
implementados en la versión actual de la librería JEAF.
Todas las cadenas de operadores, sin importar el tipo concreto, poseen la misma estruc-
tura. Para todos los operadores de la cadena, la entrada al método principal execute es una
lista de individuos que proviene o bien del algoritmo, cuando es el primer operador de la
cadena, o bien es el resultado de la ejecución del operador anterior. Una vez ejecutados todos
los operadores de la cadena, el algoritmo recibe una lista de individuos del último operador
de la cadena. Este comportamiento se describe como diagrama de secuencia en la ﬁgura A.6.
Debido a la ﬂexibilidad de este mecanismo, para la implementación de un algoritmo en
JEAF no es necesario implementar una clase especíﬁca. La implementación de un nuevo algo-
ritmo puede hacerse deﬁniendo simplemente las cadenas de operadores precisas. De acuerdo
con los AEs más típicos, JEAF incluye operadores y conﬁguraciones para algoritmos ge-
néticos, estrategias evolutivas, Diﬀerential Evolution, CMA-ES, algoritmos microgenéticos,
algoritmos macroevoluctivos y el algoritmo NSGA2.
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operator
<<constructor>>+MutationOperator()
<<template>>+operate( algorithm : EvolutionaryAlgorithm, individuals : List<Individual> ) : List<Individual>
#mutation( algorithm : EvolutionaryAlgorithm, individual : Individual ) : List<Individual>
MutationOperator
<<constructor>>+SelectionOperator()
<<template>>+operate( algorithm : EvolutionaryAlgorithm, individuals : List<Individual> ) : List<Individual>
#select( algorithm : EvolutionaryAlgorithm, individuals : List<Individual> ) : Individual
SelectionOperator
<<constructor>>+ReplaceOperator()
<<template>>+operate( algorithm : EvolutionaryAlgorithm, individuals : List<Individual> ) : List<Individual>
#replace( algorithm : EvolutionaryAlgorithm, toPopulation : List<Individual> ) : List<Individual>
ReplaceOperator
<<constructor>>+CrossOverOperator()
<<template>>+operate( algorithm : EvolutionaryAlgorithm, individuals : List<Individual> ) : List<Individual>
#crossOver( ea : EvolutionaryAlgorithm, individuals : List<Individual> ) : List<Individual>
CrossOverOperator
+EvaluationOperator()
+configure( conf : Configuration ) : void
EvaluationOperator
+ReproductionOperator()
#checkBounds( ea : EvolutionaryAlgorithm, value : double ) : double
ReproductionOperator
+operate( algorithm : EvolutionaryAlgorithm, individuals : List<Individual> ) : List<Individual>
Operator
Figura A.4: Diagrama de clases del paquete operator.
Sistema de plug-ins Como ya fue explicado en la sección A.2, con el objetivo de conse-
guir un alto nivel de ﬂexibilidad, se implementó un sistema de plug-ins. Principalmente se
utilizan para modiﬁcar los operadores de los algoritmos, aunque se pueden utilizar en cual-
quier punto de la librería. Este sistema permite al usuario un alto grado de personalización
sin realizar grandes esfuerzos de codiﬁcación. Por ejemplo, los parámetros de los operado-
res se implementan como instancias de la clase Parameter, esto nos permite utilizar tanto
parámetros constantes como adaptativos sin necesidad de implementar un nuevo operador,
simplemente conﬁgurando el operador con el tipo de parámetro deseado. En la versión actual
se implementan los plug-ins que aparecen en el diagrama de clases de la ﬁgura A.7 y que se
describen a continuación:
• Selección de individuo (IndividualChooser): el comportamiento de este plug-in es el
de elegir un individuo en la población siguiendo un criterio dado, por ejemplo, el mejor
individuo, el más cercano o un individuo aleatorio. Actualmente este plug-in se utiliza
en la implementación del algoritmo macroevolutivo y del Diﬀerential Evolution.
• Clasiﬁcación del NSGA2 (NSGA2Ranking): este plug-in implementa una clase en-
cargada de calcular la posición de un individuo en una población. Es necesario para la
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reproduction
mutation
EvolutionaryStrategyMutation
DEMutationOperator
GaussianMutation
DoubleRandomMutation
SwapMutation
MichalewiczNonUniformMutation
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CrossOverOperator
RandomCrossOver
BLXCrossOver
Order1CrossOver
SBXCrossOver
FlatCrossOver
ReproductionOperator
ColonizationOperator
replace
PopulationMemoryReplaceOperator
ElitismOperator
EvolutionaryStrategyReplaceOperator
NSGA2ReplaceOperator
ElitismReevaluateOperator
MigrationOperator
JADEEvolutionaryStrategyReplaceOperator
ParetoFrontReplaceOperator
ReplaceOperator
selection
DeterministicTournamentSelection
LinearRankingSelection
TournamentSelection
ExtintionOperator
UniformSelection
SelectionOperator
evaluate
LocalSearchOperator
MasterSlaveEvaluationOperator
EvaluationOperator
-operator
Figura A.5: Operadores implementados en la versión actual de la librería JEAF.
implementación del algoritmo NSGA2. Se ha implementado como plug-in para facili-
tar la comparación de diferentes criterios de ordenación de la población y para permitir
su reutilización en otros algoritmos que puedan necesitarlo para su funcionamiento.
• Agrupamiento (Crowding): también es necesario es la implementación del algoritmo
NSGA2. Calcula la distancia entre individuos de la población sirviendo como índice
de agrupamiento. Existen dos implementaciones concretas que calculan la distancia
basándose en distintos parámetros. Uno de ellos considera los valores de las funciones
objetivo y el otro considera los valores de los parámetros del individuo.
• Parámetros (Parameter): este tipo de plug-in implementa diferentes formas de cal-
cular valores de parámetros. Actualmente están implementadas cuatro sub-clases: pa-
rámetros constantes, con valores aleatorios, parámetros que decrecen de manera lineal
y parámetros que decrecen de manera logarítmica. Es una herramienta muy útil que
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a : EvolutionaryAlgorithm c : OperatorChain o : Operator p : Population
[for each operator]
loop
execute(algorithm=a, population=p)1: 
return i7: 
i = executeNext(algorithm=a, individuals=i)4: 
getIndividuals()2: 
operate(algorithm=a, individuals=i)5: 
return i6: 
return i3: 
Figura A.6: En este diagrama de secuencia se describe el comportamiento de las cadenas de
operadores.
permite analizar el rendimiento de los AEs dependiendo del comportamiento de los
parámetros que gobiernan el funcionamiento de sus operadores.
• Criterio de parada (StopTestPlugin): los plug-ins que extienden esta clase son res-
ponsables de devolver el número de generaciones o de llamadas a la función de calidad
que han sido ejecutadas por el algoritmo. Este plug-in es utilizado por los operadores
cuyo comportamiento depende del número de generaciones o llamadas a la función de
calidad ejecutadas, como por ejemplo el operador de mutación no uniforme de Micha-
lewicz (clase MichalewiczNonUniformMutation).
Problema
Los diversos problemas susceptibles de ser resueltos por un algoritmo de optimización
pueden ser clasiﬁcados, por ejemplo, según el número de funciones objetivo o el tipo de las
restricciones. En la librería JEAF es posible deﬁnir cualquier combinación de las caracterís-
ticas anteriores. Según el tipo de funciones objetivo podemos distinguir:
• Problemas mono-objetivo: son problemas en los que solamente existe una función a
optimizar, ya sea maximizar o minimizar.
• Problemas multi-objetivo: en este tipo de problemas existe una lista de objetivos a
optimizar, generalmente no existe una solución única a todos los objetivos y el usuario
deberá decidir cual es la solución que más le conviene en cada caso y que suele ser una
solución compromiso entre todos los objetivos.
182 A.3. Diseño e implementación
plugin
ParameterSpaceCrowding
ObjectiveSpaceCrowding
GenerationsPlugin
IndividualChooser
RandomIndividual
ClosestIndividual
LinearAnnealing
StopTestPlugin
NSGA2Ranking
BestIndividual
LogAnnealing
RandomValue
FesPlugin
Parameter
Crowding
Plugin
Constant
Figura A.7: Diagrama de clases del paquete plugin, se representan los plug-ins implementa-
dos en la versión actual de la librería.
Las restricciones representan limitaciones de los problemas y según el tipo de estas podemos
clasiﬁcarlos como:
• Problemas sin restricciones: son problemas en los que solamente existen restriccio-
nes de límite en las variables, es decir, cada variable está deﬁnida dentro de un rango
especíﬁco. Las funciones objetivo son las encargadas de decodiﬁcar los genes en el
rango que le corresponde a cada uno.
• Problemas con restricciones: los problemas de este tipo, además de tener restriccio-
nes de límite en las variables, se deﬁnen mediante funciones de restricción. Este tipo
de funciones representan relaciones complejas y no lineales entre las variables del pro-
blema y generan áreas no factibles dentro del espacio de búsqueda. Existen dos tipos
de funciones de restricción: funciones de igualdad y funciones de desigualdad.
En el diagrama de clases de la ﬁgura A.8 se representa la estructura de este paquete. En
JEAF es posible implementar cualquier problema combinando las características que han sido
comentadas en este apartado.
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problem
InequalityConstraint EqualityConstraint
ObjectiveFunctionConstraint
ProblemEvolutionaryAlgorithm -objectiveFunctions
1..*
-problem
-constraints
0..*
Figura A.8: Este diagrama de clases representa el paquete problem.
Estrategia de evaluación
Como se ha comentado en el apartado anterior, en JEAF es posible deﬁnir cualquier tipo
de problema de optimización combinando una serie de características (número de funciones
objetivo y tipo de restricciones). Una vez deﬁnidos, para poder resolverlos es necesario un
mecanismo que adapte su comportamiento a cada tipo particular. En JEAF esto se consigue
mediante las estrategias de evaluación y la elección correcta de los operadores. Durante la
fase de evaluación, la lista de individuos se evalúa utilizando las funciones objetivo y las
funciones de restricción, si éstas existen. El comportamiento de la estrategia de evaluación
se explica en el diagrama de secuencia de la ﬁgura A.9.
En el caso de los problemas mono-objetivo y multi-objetivo, la estrategia de evaluación se
encarga de evaluar a los individuos con todas las funciones objetivo deﬁnidas por el usuario
y asignar a cada individuo el valor obtenido en la lista de valores objetivo. Es responsa-
bilidad del usuario decidir que operadores utiliza en cada caso (problemas mono-objetivo o
multi-objetivo). En la versión actual de JEAF existen implementaciones de los operadores ne-
cesarios para utilizar dos algoritmos multi-objetivo ampliamente conocidos: el NSGA2 [Deb
et al., 2002] y el microgenético [Coello and Pulido, 2001].
En el caso de los problemas sin restricciones es responsabilidad del usuario deﬁnir los
rangos límite de cada variable en las funciones objetivo, si estos límites existieran. Para lidiar
con problemas con restricciones, el usuario deberá indicar qué método de manejo de restric-
ciones (clase ConstraintMethod) se utilizará. La estrategia de evaluación es la encargada de
dirigir el comportamiento de esta clase.
Como ya se ha mencionado en numerosas ocasiones, la fase de evaluación es la más
costosa desde el punto de vista computacional. Para acelerar esta fase, se han implementado
herramientas para la paralelización de la evaluación de individuos. El comportamiento de
estas herramientas de paralelización está dirigido por un tipo de estrategía de evaluación
distribuido. Los modelos concretos de herramientas de paralelización implementados serán
explicadas en detalle en la sección A.3.4.
Además de las dos implementaciones de estrategias de evaluación que existen actual-
mente en la librería (SerialEvaluationStrategy y DistributedEvaluationStrategy), el usuario
puede implementar cualquier tipo de estrategia de evaluación siempre y cuando siga la ﬁrma
establecida en la interfaz EvaluationStrategy.
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m : ConstraintMethods : EvaluationStrategy o : ObjectiveFunction c : Constraint i : Individual
[for each individual]
[m != null]
opt
[for each constraint]
loop
[for each objective]
loop
loop getChromosomes()1: 
evaluate(values=values)3: 
evaluate(values=values)5: 
evaluate(individual=i)7: 
return o_v4: 
return c_v6: 
return values2: 
Figura A.9: Diagrama de secuencia que representa el comportamiento de las estrategias de
evaluación en serie.
Criterios de parada
Para la resolución de problemas, los algoritmos de optimización iterativos, como los AEs,
siguen un proceso cíclico en el cual en cada iteración (llamada generación en los AEs) se ge-
nera un nuevo conjunto de soluciones. En este tipo de algoritmo el usuario debe de indicar
cuándo ﬁnaliza el proceso iterativo. En JEAF esto se realiza mediante los criterios de parada
(clase StopTest), los cuales representan la condición para ﬁnalizar la ejecución. Como cri-
terios de parada podemos encontrar: máximo número de generaciones, máximo número de
llamadas a la función de evaluación, alcanzar un cierto valor objetivo, etc.
En esta librería, los criterios de parada pueden implementarse como criterios de parada
simples o como composición de criterios. La composición de criterios ha sido implementada
como una operación or, es decir, cuando uno de los criterios se cumple el algoritmo termina
su ejecución. El diagrama de clases de este paquete puede verse en la ﬁgura A.10.
En la versión actual de JEAF existen implementaciones para los siguientes criterios de
parada:
• En los criterios de parada BitwiseConvergence y BestMeanConvergence, el ﬁnal del
ciclo evolutivo depende del nivel de convergencia de la población. En el primero, la
convergencia se mide a nivel de cromosoma como la media de bits que comparten los
individuos de la población. En el segundo de los casos, la convergencia se mide a nivel
fenotípico, es decir, a nivel de calidad de individuos.
• Los criterios de parada DimensionFEsStopTest yMaxFEsStopTest implementan crite-
rios que dependen del número de llamadas a la función de evaluación. En estos dos
casos, el número de iteraciones ejecutadas depende de las llamadas que se realicen a la
función de evaluación. En el primero de los casos, este número de llamadas depende
de la dimensión del problema, es decir, del número de genes de los cromosomas. En el
segundo caso, el usuario indica un número máximo de evaluaciones.
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• En el criterio PerformanceFitnessStopTest el usuario debe de indicar el valor de calidad
que desea alcanzar en la ejecución del algoritmo. Cuando el mejor individuo obtiene
ese valor de calidad, entonces ﬁnaliza la ejecución.
• Por último, en los criterios de parada EvolveGenerationsStopTest yMicroGenerations-
Convergence el ﬁnal del ciclo ejecutivo depende del número de generaciones o itera-
ciones que se hayan ejecutado.
stoptest
MaxFEsStopTest
MicroGenerationsConvergence
DimensionFEsStopTest
PerformanceFitnessStopTest
BitwiseConvergence
EvolveGenerationsStopTest
BestMeanConvergence
FEsStopTest
SimpleStopTest CompositeStopTest
StopTest -stopTests
0..*
Figura A.10: Diagrama de clases del paquete StopTest donde aparecen los criterios de para
implementados en la versión actual.
A.3.2 Módulo de funciones de prueba
El módulo de funciones de prueba ha sido implementado con el objetivo de proporcionar
un conjunto de la funciones de pruebamás comunes. Actualmente, los conjuntos de funciones
de prueba implementados son los siguientes:
• Las funciones de prueba de la sesión especial del CEC 2005 sobre optimización de
problemas de codiﬁcación real [Suganthan et al., 2005].
• Las funciones de prueba de la sesión especial del CEC 2006 sobre optimización de
problemas de codiﬁcación real con restricciones [Liang et al., 2006].
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• Las funciones de prueba de la sesión especial del CEC 2007 sobre problemas multi-
objetivo [Huang et al., 2007].
• El conjunto de funciones de Dixon-Szegö [Dixon and Szegö, 1978].
• Otras funciones conocidas y muy utilizadas que pueden encontrarse en [Yao et al.,
1999,Yao et al., 2003].
Estos conjuntos de funciones de prueba incluyen funciones con diferentes e interesan-
tes características, como distintos tipos de modalidad, funciones separables y no separables,
problemas mono-objetivo y multi-objetivo y problemas con y sin restricciones.
A.3.3 Módulo de herramientas de análisis
Además de servir como herramienta para la resolución de problemas de optimización
utilizando algoritmos evolutivos, esta librería proporciona herramientas de análisis con el
objetivo de facilitar el análisis de algoritmos evolutivos o de comparar el rendimiento de
diferentes versiones del mismo algoritmo evolutivo.
Herramientas de análisis de algoritmos evolutivos
Con el ﬁn de facilitar el análisis de algoritmo evolutivos han sido desarrolladas las si-
guientes herramientas:
• Herramienta de análisis poblacional: permite al usuario realizar una comparación
de rendimiento del algoritmo evolutivo variando el tamaño de la población del mismo.
Se ejecuta el mismo algoritmo frente al mismo problema variando el tamaño de la
población.
• Herramienta de análisis dimensional: es muy similar a la herramienta anterior; la
diferencia es que en esta herramienta el parámetro que varia y del cual se analiza la
inﬂuencia sobre el rendimiento del algoritmo es la dimensionalidad del problema.
• Herramienta de análisis de múltiples funciones: permite deﬁnir una lista de funcio-
nes objetivo y analizar un algoritmo frente a dichas funciones.
• Herramientas de análisis compuestos: permite concatenar herramientas de análisis
y ejecutarlas como una cadena.
Herramientas de análisis para funciones objetivo
El objetivo principal de estas herramientas es el de realizar la caracterización de algorit-
mos evolutivos en términos de qué tipo de funciones son más adecuadas para ser resueltas
por cada algoritmo. Con este objetivo en mente, se han desarrollado dos herramientas de
caracterización de funciones objetivo.
• Herramienta de análisis de separabilidad: esta herramienta analiza las funciones
objetivo en términos de separabilidad o, en otras palabras, en términos de dependen-
cias entre variables. La separabilidad es una característica ampliamente utilizada en
el campo de los algoritmos evolutivos ya que está relacionada con la epístasis. Esta
herramienta permite medir el grado de separabilidad de una función.
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• Herramienta de análisis de modalidad: la modalidad (cuántos óptimos locales y
globales existen y dónde) es otra característica importante cuando se analizan funciones
para ser resueltas por algoritmos evolutivos. Con este objetivo, se ha desarrollado una
herramienta que permite estimar la distribución de los óptimos en una función.
A.3.4 Paralelización
Los algoritmos evolutivos son procesos estocásticos con un alto grado de paralelización.
Esta característica puede ser explotada con el ﬁn de reducir el coste temporal de encontrar
una solución a un problema o para tratar de generar mayor diversidad durante el proceso de
búsqueda. Con estos dos objetivos en mente se han añadido varios componentes de parale-
lización a la librería que hacen que el uso de sistemas distribuidos para la ejecución de los
algoritmos sea una tarea sencilla.
Estos componentes posibilitan que la ejecución de algoritmos evolutivos distribuidos se
realice de manera rápida, concisa y sencilla. En la librería están implementados tres de los
cuatro tipos tradicionalmente identiﬁcados [Cantú-Paz, 1995]. Estos tres métodos son: la eva-
luación distribuida de la población (modelo global), el modelo de islas, un modelo de grano
grueso y la combinación de los modelos anteriores (modelo híbrido). Estos modelos son
apropiados para arquitecturas con memoria distribuida como los clusters. Los modelos de
grano ﬁno, es decir, los modelos que requiere poblaciones superpuestas y para los cuales se
recomienda el uso de una arquitectura memoria distribuida, no están implementaos en esta
librería.
La clase que dirige el proceso de paralelización implementa el patrón decorador donde
el objeto decorado es cualquier algoritmo evolutivo con evaluación en serie. Por lo tanto,
todo algoritmo evolutivo implementado en la librería y los nuevos algoritmos desarrollados
por los usuarios puede ser ejecutado de forma distribuida sin realizar ninguna codiﬁcación
adicional. En la ﬁgura A.11 semuestra el diagrama de clases de las herramientas que permiten
la paralelización de algoritmos evolutivos en esta librería.
OperatorChain
T > Operator
EvolutionaryAlgorithm EvaluationStrategy
DistributedEvaluation
EvaluationTopologyMigrationTopologyMigrationOperator
EvaluationObjectReplaceOperator MigrationObject
Operator
Topology
<<use>>
<<use>>
-pendingSendRequest
0..*
<<use>>
<<use>>
Figura A.11: Herramientas de paralelización de la librería JEAF
Las clases que permiten la paralelización de algoritmos están distribuidas en tres capas.
La capa inferior es la responsable del paso de mensajes, actualmente se utiliza la librería MPJ
express [Baker et al., 2006] para la implementación de esta capa. Esta librería está desarro-
llada completamente en JAVA e implementa la especiﬁcación deMPI versión 1.2. Por encima
de esta capa, la capa intermedia permite la abstracción de las comunicaciones y hace que la
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capa superior sea independiente de la librería concreta de paso de mensajes minimizando
el impacto que pudiera producir el reemplazo de esta librería. La capa intermedia deﬁne va-
rias topologías que pueden ser utilizadas directamente o extendidas para implementar nuevos
modelos de conexión.
Para terminar, la capa superior tiene las clases que implementan los modelos de parale-
lización que se mencionaron anteriormente. Además permite que cada uno de los nodos que
se utilicen pueda almacenar en disco la información de la evolución durante el proceso de
búsqueda.
Actualmente existen predeﬁnidas topologías para el modelo de islas (totalmente conec-
tado y conexiones en anillo, en rejilla e hipercupo) y para el modelo de evaluación distribuida
(topología maestro-esclavo). El modelo de islas permite tener una serie de poblaciones aisla-
das que se comunican mediante la migración de individuos con el ﬁn de mejorar la diversidad
global. Para dar soporte a este modelo es necesario implementar un operador de migración
(que es una subclase del operador de reemplazo) que permite al usuario escoger la topología
de interconexión, si la migración es síncrona o asíncrona y qué individuos son aceptados y
cuales son enviados a otros nodos. Implementando la migración como un operador de reem-
plazo permite diseñar un algoritmo evolutivo con diferentes modelos de migración, cada uno
de ellos representado por un operador.
En el modelo global, aquel que utiliza la topología maestro-esclavo como modelo de eva-
luación distribuido, los recursos computacionales son explotados utilizando tanto el maestro
como los nodos esclavos para evaluar la población. El nodo maestro comparte la población
con el resto de los nodos bajo demanda, enviando sub-conjuntos (de un tamaño preﬁjado) de
individuos de la población. Este método permite un uso más racional del sistema distribuido
en el caso de ejecutar el algoritmo evolutivo en un sistema hardware heterogéneo porque mi-
nimiza el tiempo de espera producido por nodos lentos. En la ﬁgura A.12 se muestran algunas
de las posibles conﬁguraciones para la distribución de la población durante la ejecución de
un algoritmo evolutivo.
FiguraA.12: Algunos de losmodelos de paralelización implementados en JEAF.De izquierda
a derecha: maestro-esclavo, islas con topología en rejilla e islas con una topología en islas
combinado con un modelo maestro-esclavo.
En este apéndice ha sido explicado el diseño de la librería JEAF utilizada para el desarrollo
de esta tesis y que se encuentra disponible en www.gii.udc.es/jeaf.
Apéndice B
Funciones objetivo utilizadas en esta tesis
1. Función Ackley's
𝑓(𝑥) = −20.0 exp
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⎜
⎝
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
⎷
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𝑐𝑜𝑠(2.0𝜋𝑥𝑖)
+ 20.0 − 𝑒
(B.1)
donde los límites de las variables son −30.0 ≤ 𝑥𝑖 ≤ 30.0. El óptimo global de la fun-
ción está situado en el punto 𝑥∗ = (0,… , 0) y su valor de calidad es 𝑓(𝑥∗) = 0.
2. Función Aluﬃ-Pentini's
𝑓(𝑥) = 0.25𝑥41 − 0.5𝑥21 + 0.1𝑥1 + 0.5𝑥22 (B.2)
donde los límites de las variables son−10.0 ≤ 𝑥𝑖 ≤ 10.0. El óptimo global de la función
está situado en el punto 𝑥∗ = (−1.0465, 0) y su valor de calidad es 𝑓(𝑥∗) ≈ −0.3523.
3. Función Axis Parallel Hyperellipsoid
𝑓(𝑥) =
𝑛

𝑖=1
𝑖𝑥2 (B.3)
donde los límites de las variables son −100.0 ≤ 𝑥𝑖 ≤ 100.0. El óptimo global de la
función está situado en el punto 𝑥∗ = (0,… , 0) y su valor de calidad es 𝑓(𝑥∗) = 0.
4. Función Beale
𝑓(𝑥) = (1.5 − 𝑥1(1.0 − 𝑥2))2
+ (2.25 − 𝑥1(1 − 𝑥22))2
+ (2.625 − 𝑥1(1.0 − 𝑥32))2 (B.4)
donde los límites de las variables son −4.5 ≤ 𝑥𝑖 ≤ 4.5. El óptimo global de la función
está situado en el punto 𝑥∗ = (3.0, 0.5) y su valor de calidad es 𝑓(𝑥∗) = 0.
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5. Función Becker and Lago
𝑓(𝑥) = (𝑥1 − 5.0)2 + (𝑥2 − 5.0)2 (B.5)
donde los límites de las variables son −10.0 ≤ 𝑥𝑖 ≤ 10.0. El óptimo global de la fun-
ción está situado en el punto 𝑥∗ = (±5, ±5) y su valor de calidad es 𝑓(𝑥∗) = 0.
6. Función Bohachevsky 1
𝑓(𝑥) = 𝑥21 + 2𝑥22 − 0.3𝑐𝑜𝑠(3𝜋𝑥1) − 0.4𝑐𝑜𝑠(4𝜋𝑥2) + 0.7 (B.6)
donde los límites de las variables son −50.0 ≤ 𝑥𝑖 ≤ 50.0. El óptimo global de la fun-
ción está situado en el punto 𝑥∗ = (0, 0) y su valor de calidad es 𝑓(𝑥∗) = 0.
7. Función Bohachevsky 2
𝑓(𝑥) = 𝑥21 + 2𝑥22 − 0.3𝑐𝑜𝑠(3𝜋𝑥1)𝑐𝑜𝑠(4𝜋𝑥2) + 0.3 (B.7)
donde los límites de las variables son −50.0 ≤ 𝑥𝑖 ≤ 50.0. El óptimo global de la fun-
ción está situado en el punto 𝑥∗ = (0, 0) y su valor de calidad es 𝑓(𝑥∗) = 0.
8. Función Colville
𝑓(𝑥) = 100(𝑥21 − 𝑥2))2 + (𝑥1 − 1.0)2
+ (𝑥3 − 1.0)2 + 90.0 ∗ (𝑥23 − 𝑥4)2
+ 10.1 ∗ ((𝑥2 − 1.0)2 + (𝑥4 − 1.0)2)
+ 19.8 ∗ (𝑥−2 1.0) ∗ (𝑥4 − 1.0) (B.8)
donde los límites de las variables son −10.0 ≤ 𝑥𝑖 ≤ 10.0. El óptimo global de la fun-
ción está situado en el punto 𝑥∗ = (1.0,… , 1.0) y su valor de calidad es 𝑓(𝑥∗) = 0.
9. Función Cosine Mixture
𝑓(𝑥) = 0.1
𝑛

𝑖=1
𝑐𝑜𝑠(5.0𝜋𝑥𝑖) −
𝑛

𝑖=1
𝑥2𝑖 (B.9)
donde los límites de las variables son −1.0 ≤ 𝑥𝑖 ≤ 1.0. El óptimo global de la función
está situado en el punto 𝑥∗ = (0,… , 0) y su valor de calidad es 𝑓(𝑥∗) = 1/𝑛.
10. Función Dekkers and Aarts
𝑓(𝑥) = 104𝑥21 + 𝑥22 − (𝑥21 + 𝑥22)2 +
(𝑥21 + 𝑥22)4
104
(B.10)
donde los límites de las variables son −20.0 ≤ 𝑥𝑖 ≤ 20.0. El óptimo global de la
función está situado en el punto 𝑥∗ = (0, 15) and (0, −15) y su valor de calidad es
𝑓(𝑥∗) ≈ −24777.
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i 𝑐𝑖 𝑎𝑖𝑗 𝑝𝑖𝑗
j = 0 1 2 j = 0 1 2
0 1.0 3.0 10.0 30.0 0.36890 0.11700 0.26730
1 1.2 0.1 10.0 35.0 0.46990 0.43870 0.74700
2 3.0 3.0 10.0 30.0 0.10910 0.87320 0.55470
3 3.2 0.1 10.0 30.0 0.03815 0.57743 0.88280
Tabla B.1: Parámetros de la función Hartman 3
11. Función Easom
𝑓(𝑥) =𝑐𝑜𝑠(𝑥1)𝑐𝑜𝑠(𝑥2)
exp(−(𝑥1 − 𝜋)2 − (𝑥2 − 𝜋)2) (B.11)
donde los límites de las variables son −100.0 ≤ 𝑥𝑖 ≤ 100.0. El óptimo global de la
función está situado en el punto 𝑥∗ = (𝜋, 𝜋) y su valor de calidad es 𝑓(𝑥∗) = −1.0.
12. Función Griewank
𝑓(𝑥) = 1.0 + 1.04000.0
𝑛

𝑖=1
𝑥2𝑖 −
𝑛

𝑖=1
𝑐𝑜𝑠 𝑥𝑖
√𝑖
(B.12)
donde los límites de las variables son −600.0 ≤ 𝑥𝑖 ≤ 600.0. El óptimo global de la
función está situado en el punto 𝑥∗ = (0,… , 0) y su valor de calidad es 𝑓(𝑥∗) = 0.
13. Función Goldstein Price
𝑓(𝑥) =(1.0 + (𝑥1 + 𝑥2 + 1.0)2(19.0 − 14.0𝑥1+
3.0𝑥1 − 14.0𝑥2 + 6.0𝑥1𝑥2 + 3.0𝑥22))
(30.0 + (2.0𝑥1 − 3.0𝑥2)2(18.0 − 32.0𝑥1+
12.0𝑥21 + 48.0𝑥2 − 36.0𝑥1𝑥2 + 27.0𝑥22)) (B.13)
donde los límites de las variables son −2.0 ≤ 𝑥𝑖 ≤ 2.0. El óptimo global de la función
está situado en el punto 𝑥∗ = (0, −1) y su valor de calidad es 𝑓(𝑥∗) = 3.
14. Función Hartman 3
𝑓(𝑥) = −
3

𝑖=1
𝑐𝑖 exp
3

𝑖=1
𝑎𝑖𝑗(𝑥𝑖 − 𝑝𝑖𝑗)2
(B.14)
donde los límites de las variables son 0 ≤ 𝑥𝑖 ≤ 1. Esta función presenta cuatro mí-
nimos locales, 𝑥𝑙𝑜𝑐𝑎𝑙 ≈ (𝑝𝑖0, 𝑝𝑖1, 𝑝𝑖2) con 𝑓(𝑥𝑙𝑜𝑐𝑎𝑙) ≈ −𝑐𝑖. El óptimo global es 𝑥∗ ≈
(0.114614, 0.555649, 0.852547) y su valor de calidad es 𝑓(𝑥∗) ≈ −3.862782.
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15. Función Hartman 6
𝑓(𝑥) = −
6

𝑖=1
𝑐𝑖 exp
6

𝑖=1
𝑎𝑖𝑗(𝑥𝑖 − 𝑝𝑖𝑗)2
(B.15)
donde los límites de las variables son 0 ≤ 𝑥𝑖 ≤ 1 B.2. Esta función presenta cuatro
mínimos locales, 𝑥𝑙𝑜𝑐𝑎𝑙 ≈ (𝑝𝑖0,… , 𝑝𝑖5) con 𝑓(𝑥𝑙𝑜𝑐𝑎𝑙) ≈ −𝑐𝑖. El óptimo global es 𝑥∗ ≈
(0.201690, 0.150011, 0.476874, 0.275332, 0.311652, 0.657301) y su valor de calidad
es 𝑓(𝑥∗) ≈ −3.322368.
i 𝑐𝑖 𝑎𝑖𝑗
j = 0 1 2 3 4 5
0 1.0 10.00 3.00 17.00 3.50 17.00 8.00
1 1.2 0.05 10.00 17.00 0.10 8.00 14.00
2 3.0 3.00 3.50 1.70 10.00 17.00 8.00
3 3.2 17.00 8.00 0.05 10.00 0.10 14.00
Tabla B.2: Parámetros de la función Hartman 6
i 𝑐𝑖 𝑝𝑖𝑗 .
j = 0 1 2 3 4 5
0 1.0 0.1312 0.1696 0.5569 0.0124 0.8283 0.5886
1 1.2 0.2329 0.4135 0.8307 0.3736 0.1004 0.9991
2 3.0 0.2348 0.1451 0.3522 0.2883 0.3047 0.6650
3 3.2 0.4047 0.8828 0.8732 0.5743 0.1091 0.0381
Tabla B.3: Parámetros de la función Hartman 6
16. Función Kowalik's
𝑚𝑖𝑛𝑥𝑓(𝑥) =
10

𝑖=0
𝑎𝑖 −
𝑥1(𝑏2𝑖 + 𝑏𝑖𝑥2)
𝑏2𝑖 + 𝑏𝑖𝑥3 + 𝑥4
2
(B.16)
donde los límites de las variables son −5.0 ≤ 𝑥𝑖 ≤ 5.0. El óptimo global de la fun-
ción está situado en el punto 𝑥∗ ≈ (0.192, 0.190, 0.123, 0.135) y su valor de calidad es
𝑓(𝑥∗) ≈ 3.0748 × 10−4.
17. Función Levy
𝑓(𝑥) = 𝑠𝑖𝑛2(𝜋𝑦1) + (𝑦𝑛 − 1.0)2+
𝑛−1

𝑖=1
(𝑦𝑖 − 1.0)2(1.0 + 10.0𝑠𝑖𝑛2(𝜋𝑦𝑖+1)) (B.17)
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i 0 1 2 3 4 5
𝑎𝑖 0.1957 0.1947 0.1735 0.1600 0.0844 0.0627
𝑏𝑖 0.2500 0.5000 1.0000 2.0000 4.0000 6.0000
i 6 7 8 9 10
𝑎𝑖 0.0456 0.0342 0.0323 0.0235 0.0246 .
𝑏𝑖 8.0000 10.0000 12.0000 14.0000 16.0000 .
Tabla B.4: Parámetros de la función Kowalik's
donde 𝑦𝑖 = 1.0 +
𝑥𝑖 − 1.0
4.0 . Los límites de las variables son −10.0 ≤ 𝑥𝑖 ≤ 10.0 El
óptimo global es 𝑥∗ = (1,… , 1) y su valor de calidad es 𝑓(𝑥∗) = 0.
18. Función Matyas
𝑓(𝑥) = 0.26(𝑥21 + 𝑥22) − 0.48𝑥1𝑥2 (B.18)
donde los límites de las variables son −10.0 ≤ 𝑥𝑖 ≤ 10.0. El óptimo global de la fun-
ción está situado en el punto 𝑥∗ = (0,… , 0) y su valor de calidad es 𝑓(𝑥∗) = 0.
19. Función Penalized 1
𝑓(𝑥) = 𝜋𝑛 {10𝑠𝑖𝑛
2(𝜋𝑦1) +
𝑛−1

𝑖=2
(𝑦𝑖 − 1)2
⋅ 1 + 10𝑠𝑖𝑛2(𝜋𝑦𝑖) + (𝑦𝑛 − 1)2}
+
𝑛

𝑖=1
𝑢(𝑥𝑖, 10, 100, 4) (B.19)
donde los límites de las variables son −50.0 ≤ 𝑥𝑖 ≤ 50.0. El óptimo global de la fun-
ción está situado en el punto 𝑥∗ = (−1,… ,−1) y su valor de calidad es 𝑓(𝑥∗) = 0.
20. Función Penalized 2
𝑓(𝑥) = 0.1{𝑠𝑖𝑛2(𝜋3𝑥1) +
𝑛−1

𝑖=2
(𝑥𝑖 − 1)2
⋅ 1 + 𝑠𝑖𝑛2(𝜋3𝑥𝑖) + (𝑥𝑛 − 1)21 + 2𝑠𝑖𝑛2(2𝜋𝑥𝑛)}
+
𝑛

𝑖=1
𝑢(𝑥𝑖, 5, 100, 4) (B.20)
donde los límites de las variables son −50.0 ≤ 𝑥𝑖 ≤ 50.0. El óptimo global de la fun-
ción está situado en el punto 𝑥∗ = (1,… , 1) y su valor de calidad es 𝑓(𝑥∗) = 0.
En las funciones Penalized 1 y Penalized 2 functions, los valores de la función 𝑢 y la
variable 𝑦 se calculan según las siguientes funciones:
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𝑢(𝑥𝑖, 𝑎, 𝑘, 𝑚) =
⎧⎪
⎨
⎪⎩
𝑘(𝑥𝑖 − 𝑎)𝑚 𝑥𝑖 > 𝑎
0 −𝑎 ≤ 𝑥𝑖 ≤ 𝑎
𝑘(−𝑥𝑖 − 𝑎)𝑚 𝑥𝑖 < 𝑎
𝑦𝑖 = 1 +
1
4(𝑥𝑖 + 1)
21. Función Perm
𝑓(𝑥) =
𝑛

𝑘=1
𝑛

𝑖=1
(𝑖 + 𝛽)(𝑥𝑘𝑖 − (1/𝑖)𝑘)
(B.21)
donde 𝛽 = 0.5. Los límites de las variables son −𝑛 ≤ 𝑥𝑖 ≤ 𝑛. El óptimo global de la
función está situado en el punto 𝑥∗ = (1, 1/2,⋯ , 1/𝑛) y su valor de calidad es 𝑓(𝑥∗) = 0.
22. Función Rastrigin
𝑓(𝑥) =
𝑛

𝑖=1
(𝑥2𝑖 − 10.0𝑐𝑜𝑠(2.0𝜋𝑥𝑖 + 10.0)) (B.22)
donde los límites de las variables son −5.12 ≤ 𝑥𝑖 ≤ 5.12. El óptimo global de la fun-
ción está situado en el punto 𝑥∗ = (0,… , 0) y su valor de calidad es 𝑓(𝑥∗) = 0.
23. Función Rosenbrock
𝑓(𝑥) =
𝑛−1

𝑖=1
100.0(𝑥𝑖+1 − 𝑥2𝑖 )2 + (𝑥𝑖 − 1.0)2 (B.23)
donde los límites de las variables son −30.0 ≤ 𝑥𝑖 ≤ 30.0. El óptimo global de la fun-
ción está situado en el punto 𝑥∗ = (0,… , 0) y su valor de calidad es 𝑓(𝑥∗) = 0.
24. Función Schwefel 1.2
𝑓(𝑥) =
𝑛

𝑖=1
𝑛

𝑗=1
𝑥𝑗
2
(B.24)
donde los límites de las variables son −100.0 ≤ 𝑥𝑖 ≤ 100.0. El óptimo global de la
función está situado en el punto 𝑥∗ = (0,… , 0) y su valor de calidad es 𝑓(𝑥∗) = 0.
25. Función Schwefel 2.21
𝑓(𝑥) =
𝑛
max
𝑖=1
(𝑥𝑖) (B.25)
donde los límites de las variables son −100.0 ≤ 𝑥𝑖 ≤ 100.0. El óptimo global de la
función está situado en el punto 𝑥∗ = (0,… , 0) y su valor de calidad es 𝑓(𝑥∗) = 0.
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26. Función Schwefel 2.22
𝑓(𝑥) =
𝑛

𝑖=1
|𝑥𝑖| +
𝑛

𝑖=1
|𝑥𝑖| (B.26)
donde los límites de las variables son −10.0 ≤ 𝑥𝑖 ≤ 10.0. El óptimo global de la fun-
ción está situado en el punto 𝑥∗ = (0,… , 0) y su valor de calidad es 𝑓(𝑥∗) = 0.
27. Función Schwefel
𝑓(𝑥) = −
𝑛

𝑖=1
𝑥𝑖𝑠𝑖𝑛(√|𝑥𝑖|) (B.27)
donde los límites de las variables son −500.0 ≤ 𝑥𝑖 ≤ 500.0. El óptimo global de la
función está situado en el punto 𝑥∗ = (420.97,… , 420.97) y su valor de calidad es
𝑓(𝑥∗) ≈ −418.9829𝑛.
28. Función Shekel Family
𝑓(𝑥) = −
𝑖=1
𝑚[(𝑥𝑖 − 𝑎𝑖)(𝑥𝑖 − 𝑎𝑖)𝑇 + 𝑐𝑖]−1 (B.28)
with 𝑚 = 5, 7, 10, donde los límites de las variables son 0 ≤ 𝑥𝑖 ≤ 10. Esta función
presenta cinco, siete y diez óptimos locales, 𝑥(𝑙𝑜𝑐𝑎𝑙_𝑚𝑖𝑛𝑖𝑚𝑎) ≈ 𝑎𝑖, y su valor de calidad es
𝑓(𝑥𝑙𝑜𝑐𝑎𝑙_𝑚𝑖𝑛𝑖𝑚𝑎) ≈ 1/𝑐𝑖, para 0 ≤ 𝑖 < 𝑚.
29. Función Shekel's Foxholes
𝑓(𝑥) =

1
500 +
25

𝑗=1
1
𝑗 + ∑2𝑖=1(𝑥𝑖 − 𝑎𝑖𝑗)6
−1
(B.29)
donde los límites de las variables son −65.536 ≤ 𝑥𝑖 ≤ 65.536. El óptimo global de la
función está situado en el punto 𝑥∗ = (−32, −32) y su valor de calidad es 𝑓(𝑥∗) ≈ 1.
30. Función Six Hump Camel Back
𝑓(𝑥) =4.0𝑥21 − 2.1𝑥41 +
1
3𝑥
6
1
+ 𝑥1𝑥2 − 4.0𝑥22 + 4.0𝑥42 (B.30)
donde los límites de las variables son −5.0 ≤ 𝑥𝑖 ≤ 5.0. El óptimo global de la función
está situado en el punto 𝑥∗ = (0.08983, −0.7126), (−0.08983, 0.7126) y su valor de
calidad es 𝑓(𝑥∗) ≈ −1.0316.
31. Función Sphere Model
𝑓(𝑥) =
𝑛

𝑖=1
𝑥2𝑖 (B.31)
donde los límites de las variables son −100.0 ≤ 𝑥𝑖 ≤ 100.0. El óptimo global de la
función está situado en el punto 𝑥∗ = (0,… , 0) y su valor de calidad es 𝑓(𝑥∗) = 0.
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32. Función Step
𝑓(𝑥) =
𝑛

𝑖=1
(∣ 𝑥𝑖 + 0.5 ∣)2 (B.32)
donde los límites de las variables son −100.0 ≤ 𝑥𝑖 ≤ 100.0. El óptimo global de la
función está situado en el punto 𝑥∗ = (0,… , 0) y su valor de calidad es 𝑓(𝑥∗) = 0.
33. Función Sum of Diﬀerent Power
𝑓(𝑥) =
𝑛

𝑖=1
𝑥𝑖𝑖 (B.33)
donde los límites de las variables son −1.0 ≤ 𝑥𝑖 ≤ 1.0. El óptimo global de la función
está situado en el punto 𝑥∗ = (0.0,… , 0.0) y su valor de calidad es 𝑓(𝑥∗) = 0.
34. Función Zakharov
𝑓(𝑥) =
𝑛

𝑖=1
𝑥2𝑖 +
𝑛

𝑖=1
0.5𝑖𝑥𝑖
2
+

𝑛

𝑖=1
0.5𝑖𝑥𝑖
4
(B.34)
donde los límites de las variables son −5.0 ≤ 𝑥𝑖 ≤ 10.0. El óptimo global de la función
está situado en el punto 𝑥∗ = (0.0,… , 0.0) y su valor de calidad es 𝑓(𝑥∗) = 0.
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