Goodness of fit test procedures for the zeta parametric family based on quadratic distances and the Box--Cox transform are developed. Test statistics based on quadratic distances are shown to follow a chi-square distribution asymptotically. Test procedures based on the Box-Cox transform make use of the estimator of the parameter introduced by the Box-Cox transform, and numerical computations are based on the nonlinear weighted least squares algorithms.
Introduction
The probability mass function (p.m.f) of the zeta parametric family is given by i-(p+l) Pi = P{x = i} = --i = 1, 2, ..-
~(p + l)'
where ~'(p + 1) = E i(p+l) ' P > 0 i=1 (see Olkin et al. (1980) ).
In actuarial studies, the zeta distribution has been used to model the number of policies per person insured in an insurance portfolio, see Seal (1947 Seal ( , 1952 .
The maximum likelihood estimator (MLE) is efficient. However, it is not hard to see that the ]VILE is nonrobust, sensitive to outliers. Its score function depends on the sample mean, consequently its influence function is unbounded, Huber (1981) . The zeta family is discrete and asymmetric, robustifying the MLE is not easy. (1996) [45] [46] [47] [48] [49] [50] [51] [52] [53] An alternative procedure of estimating the parameter based on quadratic distance has been developed by Doray and Luong (1995) . The quadratic distance estimator (QDE) is shown in this paper to have some desirable properties, in particular the flexibility of being able to trade efficiency for robustness, see Section 2. Among the desirable properties, we can mention: (1) The QDE can be made very efficient by choosing the value for k to be large, fk denotes the observed frequency which takes on value k in the sample, making maximum use of informations in the sample. ( 2) The QDE can be made robust at the cost of being less efficient by discarding sensitive observed frequencies at the tail by choosing k at some fixed value k0. Observed frequencies classes fk with k > k0 are treated as outliers and rejected, the QDE is still consistent but less efficient. (3) The QDE can be used for testing goodness of fit for the zeta parametric family and the test statistics follow a unique chi-square distribution across the composite null hypothesis similar to the minimum chi-square methods, see Moore (1978) . Consequently, the QDE methods offer a unified treatment of estimation and model testing. In this paper, test statistics will be developed for testing goodness of fit of the zeta parametric family against various alternatives. More precisely, omnibus tests and tests for the zeta parametric family against more restricted alternatives such as against the left truncated at zero Poisson family are studied. For the sake of completeness, we review some of the results of the QDE in Section 2. We develop test statistics for the omnibus tests based on quadratic distance in Section 3. They are shown to follow an asymptotic chi-square distribution under the null hypotheses.Test statistics for more restricted alternatives are given in Section 4. The procedure involves estimating a parameter introduced by the Box-Cox transform by nonlinear weighted least squares methods and testing for a specific value of the parameter against another one. Our estimator can easily be seen to be consistent, while the Box-Cox classical maximum likelihood type estimator might not be consistent. The power of the test at a specific alternative can also be computed. Section 5 gives some discussion on the numerical implementation of the procedure introduced in Section 4.
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The zeta parametric family and the QDE
In this section, the main properties of the QDE will be given. It allows the paper to be more self-contained. For more details concerning the QDE, we refer to Doray and Luong (1995) .
From the p.m.f, of the zeta family, using the log transform, we have
which suggests the following representation: Y=XO+e.
Asymptotically, E(e) = 0 and the variance-covariance matrix of e is the tridiagonal matrix
or equivalently, E = (1/n)Z*, £7" differs from Z only by the constant factor term l/n as shown above. The QDE 0 is defined to be the value minimizing
z~*-1 can be replaced by a consistent estimate. The variance of 0 is given by V (0) = (XrZ-1X)-I. The QDE has been shown to have very high efficiency for values of p >_ l, see Doray and Luong (1995) . Admittedly, there is some arbitrariness in choosing a value for k for the QDE. The QDE remains consistent for all choice of values for k. For efficiency sake, we should make maximum use of the observed frequencies permissible in the sample, by letting k ---> oo as n ~ o~ or fixing k at a large value. For robustness sake, we might decide to fix k at a certain value k0, thus rejecting sensitive observed frequencies fk at the tail with k > k0. Small sensitive observed frequencies often appear at the tail where Pi --~ 0 as i --> ~x~. If there is no evidence that all fk'S are from the same polulation and some fk's with large k are quite high, one has to go to check the validity of the zeta distribution assumption.
These facts should be taken into account in constructing chi-square goodness of fit test statistic in Section 3. 
Chi-square omnibus tests for the zeta parametric family
and asymptotically
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we can see that a measure of distance between Fn and Fo,
is defined. Naturally, we can make use of this expression to construct goodness of fit test statistics for testing the simple null hypothesis H0 : 0 = 00 against all alternatives and for testing the composite null hypothesis H0 : 0 6 ~9, 69 is the full parameter space against all alternatives (omnibus tests). Our test statistic makes use of Fn just as others goodness of fit test statistics such as the Cram6r-Von Mises statistics, see Boos (1981) .
We are aiming to construct test statistics which follow a chi-square distribution under the null hypotheses. The following theorem also used in Luong and Thompson (1987) is needed; its proof can be found in Moore (1977 Moore ( , 1978 . For conciseness, we adopt the notation 27 = 27(00), 27* = 27*(0o), 271 -~-271 (00), 271 is given in (3.1). To test the simple hypothesis/4o : 0 = 0o, the test statistic
can be used. Since vCn[Y -XOo] ~ N(0, ~7") under conditions given by Moore (1978) , Billingsley (1968) and 27,27,-1 = lk is clearly idempotent, using the theorem above, X 2 _~L x2(k).
To test the composite hypothesis H0 : 0 E 69, 69 is the full parameter space, the following test statistic Also, ,U*-I(0) P E *-1 = ~7"-1(00); consequently X 2 L x2(k _ 1).
These chi-square test statistics can be calculated easily and they do not depend explicitly on the expansion of the zeta function. Their null asymptotic distribution is chi-square across the composite HO which makes it easy to use. This characteristic is not shared by test statistics such as the Cram6r-von Mises type statistics, see Boos (1981) . They are expected to have good power as well since they are based on the quadratic distance which generates an estimator which has high efficiency. The question of power of the tests under alternatives often requires extensive numerical and simulation studies and is not addressed in this paper.
Goodness of fit tests based on the Box-Cox transform and nonlinear least squares estimators
The Box--Cox transform is often used for normalizing the error term and for testing goodness of fit of the model in the continuous linear regression model context, see Box and Cox (1964), Amemiya (1985) , Caroll and Ruppert (1988) . The idea is to introduce an extra parameter t~ in the model, which allows testing the distributional assumption, once an estimate for ot is obtained and its asymptotic distribution is derived.
In the same spirit, but in a discrete model context, we shall make use of the Box-Cox transform. Note that, for the zeta parametric family, we have the following relationship: and the nonlinear least squares estimator b is consistent. This follows from the asymptotic theory of nonlinear least squares estimator as given by Jennrich (1969) and Amemiya (1985) , for example. Our procedure yields consistent estimators essentially due to the fact that our model is based on proportions and consequently the skewness introduced in the model is mitigated asymptotically, while the classical Box-Cox maximum likelihood type estimator which is based directly on raw data does not have this feature, see Amemiya (1985) .
Under mild conditions of differentiability on 4, we shall show that b is asymptotically multivariate normal, --1In. -1
The above results can be obtained using nonlinear least squares theory as given by Jennrich (1969) , Amemiya (1985) , Seber and Wild (1989) , and Bates and Watt 0988). A simple version of the proof is given below for the sake of completeness.
Note that if/~ is consistent, ~7 -1 (/~) p 27 -1. Also, an estimator/~ asymptotically equivalent to/~ is obtained by minimizing
where ~ is a consistent estimate of ~7. For numerical procedures concerning how to obtain/~, see Section 5.
We shall prove asymptotic normality using expression (4.2). It is not difficult to see from the proof that expressions (4.2) and (4.3) yield asymptotically equivalent estimators. Since 27 is not known, expression (4.2) is not used to generate estimators in practice, however the proof based on this expression is less cumbersome. In practice 
Discussion
For computation of the nonlinear least squares estimator, one can use the algorithm of Gauss-Newton which utilizes of a series of iterated reweighted least squares procedures, see Seber and Wild (1984) , for example. Statistical packages such as SAS, SYSTAT or S-plus provide subroutines for finding nonlinear least squares estimators.
A nonlinear least squares unweighted estimator/~ which is consistent but less efficient than/~ can be obtained by Using a Taylor's expansion as in the previous proof, we can see that the asymptotic variance of/~ is Since/~ is consistent, we can use it as a starting point. We can estimate E -1 by 1? -1 (/~) and obtain the nonlinear weighted least squares estimator/~ by minimizing and the procedure can be repeated by re-estimating ,U -I at each step until some criterion of convergence is met.
