Abstract-Advancement in wireless technologies allows mobile devices to access Internet from anywhere at any time.
I. INTRODUCTION
Due to the rapid development in the electronics industry, mobile devices such as wearable devices, mobile phones, tablets, laptops, and PDA etc. are introduced. To offer ubiquitous high-speed Internet services, the IETF has introduced Mobile IP with two standards: version 4 and version 6 for the HBMM. These versions are known as Mobile IPv4 (MIPv4) [1] and Mobile IPv6 (MIPv6) [2] respectively.
In MIPv6, the Mobile Node (MN) is accountable for the identification of its present point of attachment and maintaining connectivity to the Internet while switching between access routers. MIPv6 suffers from the unnecessary signaling overhead and duplicate address detection. This results higher handover latency and substantial packet loss. The subsequent version of the HBMM protocols, e.g. Fast Mobile IPv6 (FMIPv6) [3] and Hieratical Mobile IPv6 (HMIPv6) [4] etc. are proposed to overcome from problems associated with standard MIPv6. Above protocols reduce the handover latency, but not up-to mark. Although MIPv6 and its subsequent protocols allow the MN to maintain ongoing communications while moving from one subnet to another. Still, these protocols are not implemented in real life till yet because of two basic reasons: (i) it requires installation of mobility stack on each mobile node and (ii) the MN has limited battery power and most of the power may get consumed in signaling overhead.
In 2008, to overcome from problems associated with the HBMM protocols, the IETF has proposed the Network-based Localized Mobility Management (NETLMM) protocol. The first known NETLMM protocol is the PMIPv6 [5] [6] . It reduces signaling overhead considerably. However, it is still suffering from security issues. In PMIPv6 the network entities are
II. RELATED WORKS
In this section, basic existing host-based mobility protocol, i.e. standard MIPv6 and network-based mobility protocol i.e. PMIPv6 are discussed.
A. Standard Mobile IPv6 (MIPv6)
In the HBMM protocols [2] [7] the mobile entities are responsible for all mobility related signal. To achieve this the MN must be capable of managing mobility by itself. In MIPv6, the MN is uniquely identified by an address, irrespective of its point-of-attachment to the Internet. Within Home Network (HN), this unique address is known as Home Network Address (HoA). On the other hand, when MN is crosses the boundary of home network and visits to another network, it is still addressable by one or more unique addresses known as Care-of-Address (CoA). A router with special capabilities in home link is known as Home Agent (HA) and while in foreign link this router is known as Foreign Access Router (AR). The HA maintains Binding Cache Entry (BCE) for all MN's participating in mobility. Packets from the Correspondent Node (CN) to the MN are intercepted by the HA. The HA searches for an entry of the MN in the BCE. If entry found in the BCE, all packets are forwarded to the HoA or the CoA based on MN's location. Fig. 1 shows packet delivery procedure from the CN to the MN, when the MN is in the HN. In MIPv6, when the MN is attached to a foreign link after leaving the HN or to a new foreign link after leaving the previous foreign link, it suffers from handover latency and wastage of bandwidth because IP packets from the CN to the MN are firstly delivered to the HA. The HA encapsulates the packets and forwards the packets to the CoA associated with the MN via tunnel. This packet forwarding mechanism is known as triangular routing. To overcome this problem, the MIPv6 uses Return Routability Procedure (RRP). The RRP is responsible for secured route optimization. Fig. 3 shows direct delivery of IP packets between the MN and the CN without involving the HA in communication. In RRP, four messages Home-Test-Init (HoTI), Home-of-Test (HoT), Care-of-Test-Init (CoTI) and Care-of-Test (CoT) are exchanged between CN and MN. Once the route optimization is verified cryptographically, the CN can directly communicate to the MN. Due to route optimization, bottleneck problem at HA reduces significantly along with better bandwidth utilization. 

Singling flow in MIPv6: Fig. 4 shows the message or signaling flow in MIPv6. Each step is described as follows:
Step Step 4: One of the 64-bit suffix is appended to the 64-bit prefix, to generate 128-bit unique global address. This generated address is known as Tentative Care of Address (TCoA).
To verify the uniqueness of TCoA, Duplicate Address Detection (DAD) process is performed. 
B. Proxy Mobile IPv6 (PMIPv6) Protocol
The network-based mobility management approach has numerous advantages over the host-based mobility management approach. In network-based mobility management protocols, the MN neither requires special security configurations nor special software update for providing IP-based mobility support. PMIPv6 [8] , [9] The MAG requests to the AAA server for necessary security checks in order to verify the MN's identity. After successful authentication from the AAA server and the MAG sends Proxy Binding Update (PBU) message to the LMA. The LMA responses to the MAG with Proxy Binding Acknowledgement (PBA) and then MAG setups a bidirectional tunnel for communication between the MAG and the LMA. All traffic from the LMA to the MN and from the MN to the LMA passes through the established tunnel. The MAG is also responsible for maintaining the Binding Update List (BUL). The BUL contains the information about all MNs to that are attached to individual MAG. Moreover, the LMA in a LMD is similar to the HA in standard MIPv6 with some supplementary capabilities required to support PMIPv6.
LMA works as a topological anchor point for LMD. LMA allocates Home Network prefix (HNP) to the MN and maintains the BCE. The BCE binds the IP address of the MN with the Proxy-Care-of Address (P-CoA). The PCoA is the unique address, which is configured on the interface of the MAG at the bidirectional tunnel endpoint. The MN can communicate with the CN with the help of assigned P-CoA.
 Signaling flow in PMIPv6: Fig. 6 shows message or signaling flow in PMIPv6. Each step is described as follows:
Step 1: When a MN arrives into new LMD after leaving previous one or switch the power on in the existing LMD. The MAG immediately detects the presence of the MN.
Step 2: After detecting attachment, the MAG is responsible for verification of the MN's identity. For verification of MN's identity, the MAG requests to the AAA server by sending the MN-Identifier (MN-ID). The AAA server verifies the MN-ID from an existing database. If the MN is authenticated successfully, the AAA server responses to the MAG by sending MN's profile, the LMA Address (LMAA) and other information stored in the AAA server.
Step 3: At this step, the MAG requests to the LMA for registration of the MN by sending the PBU message. The PBU includes the MN-ID, the P-CoA, the MAG-ID, and the binding lifetime of MN's etc.
Step 4: After receiving the PBU the LMA sends AAA query message to the AAA server for verification of the authenticity of the PBU sender.
Fig.6. Signaling Diagram in PMIPv6
Step 5: The AAA server searches for MAG-ID in its database for verification and if MAG is successfully verified then it immediately responses to the LMA by the AAA response message.
Step 6: After successful verification from the AAA server, the LMA searches for MN's entry in the BCE, if MNs record is found in BCE, it immediately updates it by new MAG-ID or else the LMA immediately creates new record for the MN in the BCE. The LMA also informs back to the MAG about successful registration by sending the PBA message. The PBA message contains Home Network Prefix (HNP) of MN.
Step 7: After receiving PBA, the MAG establishes a bidirectional tunnel between the MAG and the LMA. This tunnel is responsible for transporting all the data traffic between the MAG and the LMA.
Step 8: The MAG informs about successful registration at LMA to MN by sending the Router Advertisement (RA) message.
PMIPv6 offers an efficient handover mechanism as compared to the MIPv6 for localized mobility. PMIPv6 reduces signaling overhead exponentially with respect to MIPv6. But still suffers from handover latency for real time applications due to signaling overhead.
III. SECURE AND OPTIMIZED AUTHENTICATION SCHEME FOR PROXY MOBILE IPV6 (SOAS-PMIPV6) SCHEME
The handover latency mainly depends on various factors such as layer-2 switching delay, Layer-3 movement delay, authentication delay, and registration delay etc. In this paper, we have proposed a novel scheme that reduces the authentication delay significantly with respect to the PMIPv6 proposed in [8] . In this scheme, we have optimized the authentication process by removing redundant signaling messages. In the existing PMIPv6 [8] the redundant authentication signal increases the singling overhead. As a result, the PMIPv6 has a higher handover latency and as a result higher packet loss. The authentication is a twostep process. In the first step, the MAG requests for verification of the MN to the AAA server by sending AAA query message containing the MN-ID and after successful verification, the AAA server response back by sending the MN profile to the MAG. In second step, the LMA request for verification of the MAG to the AAA server by sending AAA query message containing the MAG-ID and after successful verification, the AAA server response back by sending the MAG profile to LMA.
In case of SOAS-PMIPv6 scheme, the redundant signaling is reduced by multicast addressing and removes the dual authentication. This process decreases the authentication delay considerably.
 Signaling flow in SOAS-PMIPv6: Fig. 7 shows message or signaling flow in SOAS-PMIPv6. Each step is described as follows:
Step 1: As the MN migrates to new LMD from old LMD or boots up in same LMD. The MAG immediately detects the presence of the MN and establishes a point-to-point connection between the MN and the MAG.
Step 2: To verify the genuineness of the MN, the MAG sends MN-ID along with MAG-ID to the AAA server.
Step 3: In the meantime, the MN sends Router Solicitation (RS) message to a particular the MAG by selecting it for communication. The MN can send RS at any moment of time after entering in LMD.
Step 4: Once the AAA server verifies the MN's identity, it sends a multicast message to the MAG and the LMA. The message contains the MN's profile with the MN-ID, the MAG profile with MAG-ID, and reinforced address configuration mode etc. The LMA receives complete information required for MN's and MAG's registration at the LMA. Hence, the MAG has no need to send the PBU message to the LMA explicitly. The multicast message from the AAA server behaves same as the PBU message from the MAG.
Step 5: After receiving the response from the AAA server, the LMA immediately allocates the Home-Network-Prefix (MN-HNP) and create an entry with the address of the MAG in the BCE of the LMA. The BCE, encompasses information such as the MN-ID, the P-CoA and the prefix assigned to the MN by LMA.
The LMA informs about successful creation of MN's entry in the BCE by sending the PBA message to the MAG. Step 6: The MAG construct a virtual bidirectional tunnel between the LMA and the MAG after receiving PBA for communication as well update or create an entry for the MN in the BUL.
Step 7: The MAG also informs to the MN about successful registration by sending the RA message. All the packets from the CN are redirected to the MN through established bidirectional tunnel.
IV. QUANTITATIVE ANALYSIS OF HANDOVER LATENCY COST, PACKET DELAY COST AND TOTAL COST IN MIPV6, PMIPV6 AND SOAS-PMIPV6 SCHEMES
The root cause of handover latency in next-generation mobile-IP networks is the signaling overhead. The handover process is depends on the Layer-2 and the Layer-3 handover. The Layer-2 handover latency is the time between when the MN disconnects from Current Access Router (CAR) and get connected to the New Access Router (NAR) within same subnet. On the other hand, the Layer-3 handover includes agent discovery, authentication and registration process.
The MN experience layer-3 handover as it crosses the boundaries of residing network. For analysis following assumptions are taken into considerations:
a. For analysis of MIPv6, PMIPv6 and SOAS-PMIPv6 protocols under the same network structure, the administrative domain can be applied as follows. In MIPv6, the administrative domain is considered as foreign network and for PMIPv6, it is considered as the home network domain because the MN is free to move in the LMD. b. It is considered that the MNs can access a visiting network after successful completion of AAA procedure and access delays are same for MIPv6, PMIPv6, and SOAS-PMIPv6 protocols. This section deals with numerical analysis based on simple numerical scheme among MIPv6 [1] , PMIPv6 [8] and SOAS-PMIPv6. Fig. 8 shows network model considered for analysis. The proposed scheme incorporates basic assumptions taken into account in [8] , [10] , [11] , [12] , [13] , [14] . In PMIPv6, the LMD is the localized mobility domain in which the LMA provides seamless mobility to the MN. There is no special sequence for sending the RS message by the MN to the MAG. After detecting the attachment by the MAG, the MN may send the RS message any instant of time. Therefore, its effect the RA message is not taken into consideration for the analysis. The minimum amount of time before sending unsolicited multicast advertisements is Min_Rtr_Adv_Interval (MinInt) and the maximum amount of time before sending unsolicited multicast advertisements is Max_Rtr_Adv_Interval (MaxInt). Therefore, the mean time between two successive router advertisement messages can be calculated as (MinInt + MaxInt) / 2.
Movement Detection (MD) plays an important role and also very costlier. After establishing layer-2 connection, the layer-3 handover is identified by the MD. The MD is the time spent for the discovery of a new AR performed through the RS and the RA message exchanges between the MN. The mean value of MD delay is half of the mean time between unsolicited router advertisement messages and calculated as (MinInt + MaxInt) / 4.
A. Analysis of handover latency cost incurred in MIPv6, PMIPv6 and SOAS-PMIPv6
The basic objective of movement detection is to check that whether the MN has reached to a new network after crossing the previous network boundary or not. If movement detection is identified, then the previous CoA should be invalidated and a new CoA should be assigned to establish or maintain an upper layer connection. This process encompasses singling overhead.
 Handover Latency Cost in MIPv6:
Handover latency in the MIPv6 depends on various factors such as movement detection delay, duplicate address detection delay, authentication delay and registration delay. The DAD process is very critical and has highest delay in MIPv6. The handover latency cost in MIPv6 is described as follows:
Where, T MDD is the movement detection delay, T DADD is the duplicate address detection delay, T AD is the authentication delay / access delay and T RD is the registration delay. These terms are described as follows:
The movement detection is described as follows:
The authentication delay between the AR and AAA server is same as delay between the HA and AAA server. The authentication delay is described as follows:
The registration delay includes registration delay at the HA, route optimization delay and registration delay at CN.
Where, HA RD is the home agent registration delay, CN RD is the correspondent node registration delay and CN_MN ROD is route optimization delay between MN and CN. Each of these delays are explored as follows:
We have considered that the delay between the AR to the CN through the HA rather than direct delay between MN and CN. Because, delay through the HA is always greater than delay in direct communication between the MN and CN. Therefore, the equation (1)  Handover Latency Cost in PMIPv6: In PMIPv6, the authentication process is required only once for the MN either when the MN enters first time in the LMD boundary or boots-up first time in the boundary of LMD. The handover latency in PMIPv6 affected by the wireless signaling delay between the MAG to the MN, authentication process delay from the AAA server and, the registration process delay. In PMIPv6, for registration process two packets are transmitted one for the PBU and another one for the PBA. To authenticate the MN the MAG exchanges two messages with the AAA server and to authenticate the MAG the LMA exchanges two messages with the AAA server. Thus, total four messages are exchanged. Hence, the handover latency cost in PMIPv6 is described as follows: The registration delay is described as follows:
The authentication delay is described as follows:
Now the equation (9) 
The registration delay is described as follows:
Therefore, the equation (13) 
B. Analysis of packet delivery cost incurred in MIPv6, PMIPv6 and SOAS-PMIPv6
The packet delivery cost depends on various factors such as transmission delay, propagation delay, processing delay and queuing delay. Therefore the packet delay can be expressed as:
The T TD , T ProcD , T PropD and T QD are transmission delay, processing delay, propagation delay and queueing delay respectively. These delays are defined as follows: 
Here, the bandwidth of wired link is represented by B wd , the 'L' represents the length of the packet, T QD represents the average queuing delay of each intermediate router on the Internet. Since, a wired link may have number of hops from sources to destination. Hence, Total delay on wired link can be expressed as:
b. Packet delivery cost on wireless link: Wireless links are less reliable than wired. Let n f defines the number of wireless link failure [15] and P nf describes probability that before successful transmission the message fails nf times. The mean number of nf is expressed as follows:
Where, P wlf defines the probability of wireless link failure. Thus, total wireless link delay to deliver packet PDC wireless is expressed as follows: Where, B wl represents the bandwidth of wireless link, T wl represents propagation delay, T p is the processing time of message and T wait is waiting time to ensure that the message has been lost. The waiting time directly depends on Round Trip Time (RTT) and can be calculated as follows:
Where, ρ is the weight factor for waiting time. Hence, delay for single hop wireless link is expressed as: 
C. Analysis of total cost incurred in MIPv6, PMIPv6 and SOAS-PMIPv6
Total cost incurred in Mobile IP includes handover latency cost and packet delivery cost. 
D. Analysis of packet loss incurred in MIPv6, PMIPv6 and SOAS-PMIPv6
Packet loss [16] , [17] is one of critical issue in mobile-IP. During handover process the MN is unable to send or receive data packets and results packet loss. To overcome from packet loss an efficient buffering policy should be implemented at the HA in MIPv6, at MAP in HMIPv6 and at LMA in PMIPv6. Packet loss rate is expressed as product of Handover Latency (HL) and packet arrival rate (λ P ).
Thus, we can say packet loss is directly proportional to handover latency and packet arrival rate. To reduce packet loss handover latency should less. 
V. RESULSIS This section deals with mathematical analysis of the handover latency cost, packet delivery cost, total cost and packet loss among MIPv6, PMIPv6 and SOASPMIPv6 schemes based on considerations in section III and Table- 1 [8] , [10] , [12] , [13] . 
A. Impact of wireless link delay on handover latency
The handover latency is a critical factor and depends on the signaling overhead. The communication signals are carried out by both wired as well as wireless links. The bandwidth of wireless is much lesser than the wired link and directly impacts on signaling delay. The chances of packet loss are more on wireless link than wired links. The retransmission of lost packets is a burden on network and network devices.
In MIPv6, the binding update process, the DAD process, and the route optimization process use wireless link to transmit the signals. The DAD process is extensively larger than any other delay and main cause of handover latency in MIPv6. The PMIPv6 and SOASPMIPv6 are least affected by wireless link delay because these protocols don't involves the MN in mobility related signaling. Fig. 9 shows the impact of wireless link delay on handover latency in MIPv6, PMIPv6 and SOASPMIPv6. The results shows that on increasing wireless link delay the handover latency also increases. The MIPv6 is most affected by wireless delay and SOASPMIPv6 is least affected. 
B. Impact of delay on handover latency between MN and CN:
The wired and wireless mediums are responsible for overall delay between the MN and the CN. The delay depends on (T MN-AP + T AP-AR + T AR-CN ) factors. Fig. 10 shows the impact of delay MN and CN on handover latency. The result shows that the proposed SOASPMIPv6 scheme has least handover latency among existing MIPv6 and secure PMIPv6 protocol. In MIPv6, when a MN changes its subnet, it has to register itself with new CoA, to the HA and the CN. The PMIPv6 and the SOAS-PMIPv6 are based on localized mobility therefore no need to assign new IP address while the MN is roaming with in the LMD.
C. Impact of Movement Detection on handover latency
The PMPv6 and SOAS-PMIPv6 are localized mobility management protocols and these protocols don't required movement detection until the MN remains in the same LMD. On the other hand, the MIPv6 the handover latency is directly proportional to time taken in movement detection and care-of addresses assignment process. Fig.  11 shows the effect of movement detection on handover latency. The result shows that in MIPv6 the handover latency increases as the movement detection delay increases. On the other hand the PMIPv6 and SOASPMIPv6 protocols are not affected by movement detection. 
D. Impact of increase in number of hops on wired link
On increasing the number hops on wired links, the packet delivery cost and total cost also increase. This is because, as the number of intermediate increases the processing time at each router and tunneling time between routers also increases. The packet are investigated at each intermediate router before forwarding to next router. This process increases the queueing time at router. Fig. 12 shows the impact of the number of hops on packet delivery cost. The MIPv6 has highest packet delivery cost, while PMIPv6 and SOAS-PMIPv6 have same packet delivery cost. Fig. 13 shows the impact on total cost due to change in number of hops on wired links. The result shows MIPv6 is highly affected by change in number of hops on wired link. On the other hand, PMIPv6 and SOAS-PMIPv6 have no effect on total cost due to change in number of hops. Because all MAGs are at only one hop distance from the LMA. 
E. Impact of handover latency on packet loss
Packet loss depends on various factors such as link bandwidth, movement detection, authentication, registration, etc. The packet loss depends on handover delay and packet arrival rate. Here, we have considered that sufficient amount of bandwidth available and it does not affect packet loss. 
VI. CONCLUSIONS
The extensive growth of mobile users increases the data traffic on Internet. The mobile users are permitted to move from one location to another by crossing network boundaries. Handover management is a critical issue in All-IP mobile networks. Researchers have proposed numerous IPv6-based mobility management protocols for secure communication. The incorporation of security module in mobility management protocols increases the signaling overhead and as a result number of packet loss also increases. This paper we have done the comprehensive analytical evaluation of existing mobility management protocols such as MIPv6 and PMIPv6. Later on, we have proposed a secure and optimized scheme for secure mobility management in PMIPv6. The performance of the proposed protocol is compared with existing protocols on various metrics such as handover latency, packet delivery cost, total cost, and packet loss. The result shows that the proposed protocol is completely secure has a less signaling overhead than existing protocols. Due to less signaling overhead, the handover latency decreases significantly and as a result total cost also decreases. The packet loss is a critical issue in mobile IP. The prosed protocol decreases packet loss considerably. This results improvement in the performance of SOAS-PMIPv6 than other existing protocols. We can improve the performance of the protocol by associating buffer at network entities.
