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1. Introduction
A gluing algorithm for topological amplitudes on toric Calabi-Yau threefolds has been
recently constructed in [2]. This algorithm is based on gluing topological vertices derived
from large N duality and Chern-Simons theory. Previous work on the subject can be
found in [1,4,5,6,11,12]. In this paper we develop a parallel enumerative algorithm relying
on localization and gluing of graphs. The main building block of this construction is a
generating functional of cubic Hodge integrals, which is related to the topological vertex
of [2].
The paper is structured as follows. Section two is a review of local Gromov-Witten
invariants associated to noncompact toric threefolds, localization and graphs. In section
three we develop an algorithm for cutting and pasting of graphs from a pure combinatoric
point of view. A concrete geometric implementation of this algorithm is presented in
section four. The unit block can be formally written as a topological open string partition
function for three lagrangian cycles in C3. Applying open string localization [10,13,19], we
obtain a generating function for cubic Hodge integrals. Section five is devoted to a detailed
comparison of this function with the topological vertex of [2]. We conjecture that the two
expressions agree provided that the topological vertex is evaluated at fractional framing. A
special case of this conjecture corresponding to a vertex with two trivial representations has
been recently proved in [21,22,25]. We present strong numerical evidence for the general
case by direct computations, but the proof is an open problem. Some technical details are
included in two appendixes.
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2. Localization and Graphs
Let X be a smooth projective Calabi-Yau threefold. The Gromov-Witten invariants of
X are defined in terms of intersection theory on the moduli space of stable mapsMg,0(X, β)
with fixed homology class β ∈ H2(X). More specifically, the moduli spaceMg,0(X, β) has a
special structure – perfect obstruction theory – which produces a virtual fundamental cycle
of expected dimension [Mg,0(X, β)]
vir ∈ A0(Mg,0(X, β)). One defines the Gromov-Witten
potential FX(gs, q) as a formal series
FX(gs, q) =
∞∑
g=0
∑
β∈H2(X)
Cg,βq
β (2.1)
where
Cg,β =
∫
[Mg,0(X,β)]vir
1. (2.2)
Here qβ is a formal multisymbol satisfying qβ+β
′
= qβqβ
′
.
2.1. Local Gromov-Witten Invariants
In this paper we are mainly interested in noncompact toric Calabi-Yau threefolds X .
The previous definition has to be refined since the moduli space Mg,0(X, β) is in principle
ill-defined. Let X be a projective completion of X so that the divisor at infinity D = X \X
is reduced with normal crossings. Then there is a well-defined moduli space Mg,0(X,D, β)
of relative stable maps to the pair (X,D) with multiplicity zero along D. Moreover, this
moduli space has a well-defined perfect obstruction theory and a virtual fundamental cycle
[Mg,0(X,D, β)]
vir [17,18]. For a class β ∈ H2(X), this moduli space may contain closed
connected components parameterizing maps supported away form D. We will denote the
union of all these components by Mg,0(X, β). The virtual cycle [Mg,0(X,D, β)]
vir induces
a virtual cycle of expected dimension on Mg,0(X, β) by functoriality. Therefore we can
define local Gromov-Witten invariants as in the compact case, taking into account the new
meaning of Mg,0(X, β). Note that Mg,0(X, β) may be empty, in which case Cg,β = 0.
To clarify this definition, let us consider some examples. First take X to be the total
space of the canonical bundle KS over a toric Fano surface S, and let β be a curve class in
the zero section. The completion can be taken to be X ≃ IP(OS ⊕ OS(KS)). In this case
Mg,0(X, β) ≃ Mg,0(S, β), and we could have adopted this as a definition of the moduli
space. However, there are more general cases when such a direct approach is not possible.
Consider for example the threefold defined by the toric diagram below.
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Fig. 1: A section in the toric fan of a local Calabi-Yau threefold X.
There are two compact divisors on X , S1, S2, both isomorphic to the Hirzebruch
surface IF1, which intersect along a (−1,−1) curve. Any curve C lying on S1 ∪ S2 cannot
be deformed in the normal directions, since both S1, S2 are Fano. Therefore any map
f : Σ−→X with f∗[Σ] = [C] is supported away from the divisor at infinity. One could
try to define local invariants in terms of maps to the singular divisor S1 ∪ S2, but this
approach would be quite involved. It is more convenient to use the construction explained
in the previous paragraph, in which case the target space X is smooth.
2.2. Localization
Since X is toric, it admits a torus action T ×X−→X which induces an action on the
moduli space Mg,0(X, β). Then the local Gromov-Witten invariants can be computed by
localization [9]. To recall the essential aspects, the virtual cycle [Mg,0(X, β)]
vir induces a
virtual cycle [Ξ]vir on each component Ξ of the fixed locus. Moreover, one can construct
a virtual normal bundle NvirΞ to each fixed locus. The localization formula reads
Cg,β =
∑
Ξ⊂Mg,0(X,β)
∫
[Ξ]vir
1
eT (N
vir
Ξ )
(2.3)
where eT denotes the equivariant Euler class.
The fixed loci in the moduli space of stable maps can be indexed by graphs according
to [14]. Since this construction will play an important role in the paper, let us recall the
basic elements. Let {Pr}, r = 1, . . . , N denote the fixed points of the torus action on X .
Any two fixed points are joined by a T -invariant rational curve Crs. The configuration of
3
invariant curves forms a graph Γ whose vertices are in 1− 1 correspondence with the fixed
points Pr and edges in 1 − 1 correspondence with curves Crs. Note that at most three
edges can meet at any vertex. Some examples are represented below.
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Fig. 2: The graph Γ for a) O(−3)−→IP2 and b) the toric Calabi-Yau threefold
represented in fig. 1.
The fixed maps f : Σ−→X have a special structure. The image of f is contained
in the configuration of invariant curves ∪r,sCrs. f
−1(Crs) consists of finitely many irre-
ducible components of Σ which are smooth rational curves. The restriction of f to such a
component must be a Galois cover. f−1(Ps) consists of finitely many prestable curves on
Σ possibly of higher genus. Note that higher genus components mapping onto some Crs
are not allowed; all higher genus components must be collapsed to fixed points.
To any irreducible component Ξ of the fixed locus we can associate a connected graph
Υ as follows. Let f : Σ−→X denote a map in Ξ.
i) The vertices v ∈ V (Υ) represent prestable curves Σv ⊂ Σ mapping to some fixed
point Pi. Each vertex is marked by two numbers (kv, gv), where kv ∈ {1, 2, . . . , N} is
defined by f(Σv) = Pkv , and gv is the arithmetic genus of Σv. Note that Σv may be a
point.
ii) The edges e ∈ E(Υ) correspond to irreducible rational components of Σ mapped
onto Crs for some (r, s). Each edge is marked by an integer de representing the degree of
the Galois cover f |Σe : Σe−→Crs.
Let us define a flag [14] to be a pair (v, e) ∈ V (Υ)× E(Υ) so that v ∈ e. For a given
v ∈ V (Υ) we define the valence of v, val(v) to be the number of flags (v, e). We will
also denote by F (Υ) the set of flags of Υ and by Fv(Υ) the set flags with given vertex v.
Geometrically, val(v) counts the number of rational components Σe which intersect a given
prestable curve Σv. Each flag determines a marked point p(v,e) ∈ Σv, so that (Σv, p(v,e))
is a prestable curve of genus gv with val(v) marked points.
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According to [14], the set of all fixed loci Ξ is in one to one correspondence with
(equivalence classes of) graphs Υ subject to the following conditions
1) If e ∈ E(Υ) is an edge connecting two vertices u, v, then ku 6= kv.
2) 1−χ(Υ)+
∑
v∈V (Υ) gv = g, where gv is the arithmetic genus of the component Σv,
and χ(Υ) is the Euler characteristic of Υ, χ(Υ) = |V (Υ)| − |E(Υ)|.
3)
∑
e∈E(Υ) def∗[Σe] = β.
4) For all v ∈ V (Υ), (Σv, p(v,e)) is a stable marked curve.
Note that the last condition gives rise to some special cases, namely (gv, val(v)) =
(0, 1), (0, 2). If (gv, val(v)) = (0, 1), Σv = pv is a smooth point of Σ. If (gv, val(v)) = (0, 2),
Σv = pv is a node of Σ lying at the intersection of two components Σe1(v),Σe2(v).
Next, let us outline the computation of the local contribution
∫
[Ξ]vir
1
eT (NvirΞ )
for a
fixed component Ξ with associated graph Υ. Given the structure of an arbitrary fixed
map, the fixed locus Ξ is isomorphic to a quotient of
∏
v∈V (Υ)Mgv,val(v) by a finite group
G(Υ). The finite group admits a presentation
1−→
∏
e∈E(Υ)
ZZ/de−→G(Υ)−→Aut(Υ)−→1 (2.4)
where Aut(Υ) is the automorphism group of the graph.
The main tool is the tangent obstruction complex of a map f : Σ−→X , which encodes
the local structure of the moduli space near the point (Σ, f). We have
0−→Aut(Σ)−→H0(Σ, f∗TX)−→T
1−→Def(Σ)−→H1(Σ, f∗TX)−→T
2−→0 (2.5)
where T1,T2 are the infinitesimal deformation and respectively obstruction space of a map
(Σ, f). Aut(Σ),Def(Σ) denote the infinitesimal automorphism and respectively deforma-
tion groups of the domain Σ. Note that if (f,Σ) represents a point in Ξ, there is an induced
T -action on the complex (2.5).
According to [9], the fixed part of (2.5) under the torus action determines the virtual
cycle [Ξ]vir while the moving part determines the normal bundle NvirΞ . Moreover the
induced virtual class coincides with the ordinary fundamental class of Ξ regarded as an
orbispace. The integrand 1
eT (NvirΞ )
can be computed in terms of the graph Υ using the
normalization exact sequence
0−→f∗TX−→
⊕
e∈E(Γ)
f∗e TX ⊕
⊕
v∈V (Γ)
f∗vTX−→
⊕
v∈V (Γ)
(TPkvX)
val(v)−→0. (2.6)
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Note that the terms of this sequence form sheaves over the fixed locus Ξ which may not
be in general locally free. For localization computations we only need the equivariant
K-theory classes of these sheaves which will be denoted by [ ].
The associated long exact sequence of (2.6) reads
0−→H0(Σ, f∗TX)−→
⊕
e∈E(Γ)
H0(Σe, f
∗
e TX)⊕
⊕
v∈V (Γ)
TPkvX−→
⊕
v∈V (Γ)
(TPkvX)
val(v)
−→H1(Σ, f∗TX)−→
⊕
e∈E(Γ)
H1(Σe, f
∗
e TX)⊕
⊕
v∈V (Γ)
H1(Σv,OΣv)⊗ TPkvX−→0.
(2.7)
This yields
[NvirΞ ] =
∑
e∈E(Υ)
(
[H0(Σe, f
∗
eTX)
m]− [H1(Σe, f
∗
eTX)
m]
)
−
∑
v∈V (Υ)
(
[H1(Σv,OΣv)⊗ TPkvX ] + (val(v)− 1)[TPkvX ]
)
+ [Def(Σ)m]− [Aut(Σ)m].
(2.8)
The moving part of the automorphism group consists of holomorphic vector fields on the
horizontal components Σe which vanish at the nodes of Σ lying on Σe. We can write
[Aut(Σ)m] =
∑
e∈E(Υ)
[H0(Σe, TΣe)
m]−
∑
(v,e)∈F (Υ),val(v)≥2
[Tp(v,e)Σe]. (2.9)
The moving infinitesimal deformations of Σ are deformations of the nodes lying at least
on one edge component
[Def(Σ)m] =
∑
(v,e)∈F (Υ),(gv,val(v))6=(0,1),(0,2)
[Tp(v,e)Σe ⊗ Tp(v,e)Σv]
+
∑
(v,e)∈F (Υ),(gv,val(v))=(0,2)
[TpvΣe1(v) ⊗ TpvΣe2(v)].
(2.10)
Collecting the facts, it follows that the local contribution of the fixed locus Ξ can be written
as ∫
[Ξ]vir
1
eT (N
vir
Ξ )
=
1
|Aut(Υ)|
∏
e∈E(Υ) de
∏
e∈E(Υ)
F (e)
∏
v∈V (Υ),(gv,val(v))=(0,2)
G(v)
×
∏
v∈V (Υ),(gv,val(v))6=(0,1),(0,2)
∫
(Mgv,val(v))T
H(v)
(2.11)
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where
F (e) =
eT (H
1(Σe, f
∗
e TX)
m)eT (H
0(Σe, TΣe)
m)
eT (H0(Σe, f∗e TX)
m)
G(v) =
eT (TPkvX)
eT (TpvΣe1(v))eT (TpvΣe2(v))
(
eT (TpvΣe1(v)) + eT (TpvΣe2(v))
)
H(v) =
eT (H
1(Σv,OΣv)⊗ TPkvX)∏
(v,e)∈Fv(Υ)
[
eT (Tp(v,e)Σe)(eT (Tp(v,e)Σe) + eT (Tp(v,e)Σv))
]
=
eT (IE
∨
v ⊗ TPkvX)∏
(v,e)∈Fv(Υ)
[
eT (Tp(v,e)Σe)(eT (Tp(v,e)Σe)− ψp(v,e))
] .
(2.12)
In the last equation IEv is the Hodge bundle on the Deligne-Mumford moduli space
Mgv,val(v) and ψp(v,e) are Mumford classes associated to the marked points {p(v,e)}.
To conclude this section, note that the Gromov-Witten potential (2.1) can be written
as a sum over marked graphs Υ satisfying condition (1) above equation (2.4). For each
such graph we define the genus g(Υ) = 2 − χ(Υ) +
∑
v∈V (Υ) gv and the homology class
β(Υ) =
∑
e∈Υ defe∗[Σe]. Then we have
FX(gs, q) =
∑
Υ
1
|Aut(Υ)|
∏
e∈E(Υ) de
C(Υ)g2g(Υ)−2s q
β(Υ). (2.13)
Note that FX(gs, q) depends only on the marked graph Γ, hence we can alternatively
denote it by FΓ(gs, q).
We can further reformulate (2.13) by noting that the data kv, v ∈ V (Υ) is equivalent
to a map of graphs φ : Υ−→Γ. Therefore a marked graph Υ can be alternatively thought
as a pair (Υ˜, φ) where (Υ˜) obtained from Υ by deleting the markings kv, and φ : Υ˜−→Γ
is a map of graphs. Condition (1) above (2.4) is replaced by
(1’) φ(u) 6= φ(v) for any two distinct vertices u, v ∈ V (Υ˜).
In the following we will use the notation (Υ, φ) for such a pair.
3. Gluing Algorithm – Combinatorics
Our goal is to find a gluing formula for the Gromov-Witten invariants of X based on
a decomposition of the graph Γ into smaller units. The main idea is to construct suitable
generating functional for each such unit so that the full Gromov-Witten potential can be
obtained by gluing these local data. In this section we will discuss purely combinatoric
aspects of this algorithm. A geometric realization will be presented in the next section.
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To review our setup, we are given a graph Γ satisfying the following conditions
i) There are no edges starting and ending at the same vertex.
ii) Any two distinct vertices are joined by at most one edge.
iii) At most three edges can meet at any given vertex.
We will denote the vertices of Γ by P ∈ V (Γ) and the edges by C ∈ E(Γ). To any such
graph we attach a formal series of the form
FΓ(gs, q) =
∑
(Υ,φ)
1
|Aut(Υ, φ)|
∏
e∈E(Υ) de
C(Υ, φ)g2g(Υ)−2s q
β(Υ,φ) (3.1)
with coefficients C(Υ, φ) ∈ KT where we sum over (equivalence classes of) pairs (Υ, φ) as
above satisfying (1’). Here we define β(Υ, φ) to be a formal linear combination of edges
of Γ, β(Υ, φ) =
∑
e∈E(Υ) deφ(e). q = (q1, . . . , q|E(Γ)|) is a multisymbol associated to the
edges of Γ, and qβ(Υ,φ) =
∏
e∈E(Υ) q
de
φ(e).
We decompose Γ into subgraphs, by specifying a collection of points Qα, α = 1, . . . ,M
lying on distinct edges C1 . . . , CM of Γ. No two points should lie on the same edge. Suppose
we choose these points so that Γ is divided into several disconnected components ΓI . The
resulting graphs have more structure than the original graph Γ. A typical graph ΓI has
two types of vertices: old vertices inherited from Γ, and new univalent vertices resulting
from the decomposition. We will also refer to old and new vertices as inner Vi(Γ) and
respectively outer Vo(Γ) vertices. The edges of ΓI can also be classified in inner edges
Ei(Γ) – which do not contain outer vertices – and outer edges Eo(Γ) – which contain an
outer vertex. Note that there is a unique outer edge CQ passing through each outer vertex
Q. These graphs will be referred to as relative graphs.
The decomposition of Γ induces a similar decomposition of pairs (Υ, φ). The points
in the inverse image φ−1({Qα}) divide Υ into disconnected graphs ΥI which map to ΓI
for each I. As before, a typical graph ΥI has more structure than the original graph Υ.
The decomposition gives rise to a collection of new univalent vertices in addition to the
ordinary vertices inherited from Υ. Moreover, the edges and ordinary vertices of ΥI inherit
marking data from Υ. The new vertices are unmarked. The new univalent vertices will
be called outer vertices. The ordinary vertices will be referred to as inner vertices. An
edge containing an outer vertex will be called outer edge. We denote by Vi,o(ΥI), Ei,o(ΥI)
the set of inner/outer vertices and respectively edges. We also obtain a map of graphs
φI : ΥI−→ΓI which maps the distinguished vertices of ΥI to univalent vertices of ΓI . To
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introduce some more terminology, we call the graphs Υ closed graphs while ΥI will be
called truncated graphs.
Now, it is clear that all disconnected truncated graphs can be obtained by cutting
closed graphs, and conversely, any closed graph can be obtained by gluing truncated graphs.
We would like to use this idea in order to reconstruct the formal series (3.1) from data
associated to the graphs ΓI . For each ΓI we need construct a formal series with coefficients
in KT by summing over equivalence classes of pairs (ΥI , φI). In order to write down such
an expression we need to introduce some more notation. Given a pair (ΥI , φI) we define
the genus
g(ΥI) = 1− |Vi(ΥI)|+ |Ei(ΥI)|+
∑
v∈Vi(ΥI)
gv. (3.2)
and we denote by h(ΥI) = |Vo(ΥI)| the number of outer vertices. For each univalent
vertex of ΓI , Q ∈ Vo(ΓI) we define a degree vector kIQ(ΥI , φI) = (k
I
Q,1, k
I
Q,2, . . .) so that
kIQ,m is the number of outer edges of ΥI projecting onto the outer ray CQ with degree
m. kIQ(ΥI , φI) is an infinite vector with finitely many nonzero entries. Next, we have to
introduce some formal variables keeping track of all this data. Let qI = (q
I
1 , . . . , q
I
|Ei(ΓI)|
)
and q˜I = (q˜
I
1 , . . . , q˜
I
|Eo(Γ)|
) associated to the inner and respectively outer edges of Γ. We
define
β(ΥI , φI) =
∑
e∈Ei(ΥI )
dIeφI(e), β˜(ΥI , φI) =
∑
e∈Eo(ΥI)
dJe φI(e) (3.3)
and
q
β(ΥI ,φI)
I =
∏
e∈Ei(ΥI)
(qIφI(e))
dIe , q˜
β˜(ΥI ,φI)
I =
∏
e∈Eo(ΥI )
(q˜IφI (e))
dIe . (3.4)
We also introduce formal variables yI = (y
I
Q,m)m=1,...,∞,Q∈Vo(ΓI) and set
y
k
I(ΥI ,φI)
I =
∏
Q∈Vi(ΓI)
∏
m=1
(yIQ,m)
kIQ,m . (3.5)
Then the formal series associated to ΓI takes the form
ZΓI (gs, qI , q˜I , yI)
=
∑
(ΥI ,φI)
C(ΥI , φI)
|Aut(ΥI , φI)|
∏
e∈E(ΥI)
dIe
g2g(ΥI)−2+h(ΥI)s q
β(ΥI ,φI)
I q˜
w¯(ΥI ,φI)
I y
k
I(ΥI ,φI)
I
(3.6)
where the coefficients C(ΥI , φI) ∈ KT . Note that here we sum over all disconnected
marked graphs ΥI , as opposed to (3.1) where we sum over connected graphs.
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Now suppose we are given two relative graphs ΓI ,ΓJ . Choose a subset of outer
vertices of ΓI , SI ⊂ Vo(ΓI), and a subset SJ ⊂ Vo(ΓJ ) so that SI ≃ SJ . We glue ΓI
and ΓJ by choosing a bijection ψ : SI−→SJ , obtaining a relative graph ΓIJ with outer
vertices Vo(ΓIJ ) = (Vo(ΓI) \ SI)∪(Vo(ΓJ ) \ SJ ) and outer edges Eo(ΓIJ ) = (Eo(ΓI) \ EI)∪
(Eo(ΓJ) \ SJ ) (SI , SJ can be equally well regarded as subsets of Eo(ΓI), Eo(ΓJ).) The
inner vertices of ΓIJ are the union Vi(ΓIJ ) = Vi(ΓI) ∪ Vi(ΓJ ). The inner edges of ΓIJ are
given by Ei(ΓIJ ) = Ei(ΓI) ∪ Ei(ΓJ ) ∪ S, where S denotes the set of inner edges of ΓIJ
obtained by gluing outer edges of ΓI ,ΓJ ; S ≃ SI ≃ SJ . To ΓIJ we associate a series
ZΓIJ (gs, qIJ , q˜IJ , yIJ )
=
∑
(ΥIJ ,φIJ )
C(ΥIJ , φIJ )
|Aut(ΥIJ , φIJ )|
∏
e∈E(ΥIJ )
dIJe
g2g(ΥIJ)−2+h(ΥIJ )s q
β(ΥIJ ,φIJ )
IJ q˜
w¯(ΥIJ ,φIJ )
IJ y
k
IJ(ΥIJ ,φIJ)
IJ
(3.7)
defined as above. The formal variables qIJ , q˜IJ , yIJ are defined in terms of qI , q˜I , yI and
qJ , q˜J , yJ as follows
qIJe =

qIe , if e ∈ Ei(ΓI)
qJe , if e ∈ Ei(ΓJ )
q˜Ie q˜
J
e , if e ∈ S
q˜IJe =

q˜Ie , if e ∈ Eo(ΓI) \ SI
q˜Je , if e ∈ Eo(ΓJ ) \ SJ
yIJQ =

yIQ, if Q ∈ Vo(ΓI) \ SI
yJQ, if Q ∈ Vo(ΓJ ) \ SJ
. (3.8)
We would like to represent (3.7) as a pairing of the form
ZΓIJ (gs, qIJ , q˜IJ , yIJ ) = 〈ZΓI (gs, qI , q˜I , yI), ZΓJ (gs, qJ , q˜J , yJ)〉 . (3.9)
based on gluing of pairs (ΥI , φI), (ΥJ , φJ). Suppose (Q,ψ(Q)) ∈ SI × SJ are two outer
vertices of ΓI ,ΓJ identified in the gluing process. We denote by C
I
Q, C
J
ψ(Q) the correspond-
ing outer edges of ΓI ,ΓJ . A pair of truncated graphs (ΥI , φI) (ΥJ , φJ) can be glued if and
only if the degrees of all outer edges of ΥI projecting onto C
I
Q match the degrees of all
outer edges of ΥJ projecting onto C
J
ψ(Q). Therefore two pairs (ΥI , φI) and (ΥJ , φJ) can
be glued to form a pair (ΥIJ , φIJ ) if and only if
kIQ = k
J
ψ(Q) ∀ Q ∈ SI . (3.10)
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Note that if this conditions is satisfied, one can identify any outer edge of ΥI projecting
to CIQ to an outer edge of ΥJ projecting to C
J
ψ(Q) as long as the degrees are equal. This
gives rise to (finitely) many different gluing combinations which may result in principle
in different graphs ΥIJ . In fact, is not hard to work out the degeneracy of each pair
(ΥIJ , φIJ ) obtained by gluing a fixed pair (ΥI , φI),(ΥJ , φJ). By construction, we have a
canonical embedding of groups
Aut(ΥIJ , φIJ ) →֒ Aut(ΥI , φI)×Aut(ΥJ , φJ). (3.11)
Given a particular gluing of the pairs (ΥI , φI),(ΥJ , φJ) one can obtain another gluing
compatible with (ΥIJ , φIJ ) by separately acting with elements of Aut(ΥI , φI),Aut(ΥJ , φJ)
on each pair. Apparently this gives rise to |Aut(ΥI , φI)||Aut(ΥJ , φJ)| gluing patterns
resulting in the same pair (ΥIJ , φIJ ). However, two of these patterns are equivalent if
they are related by an element of Aut(ΥIJ , φIJ ) which acts simultaneously on the pairs
(ΥI , φI),(ΥJ , φJ) through the embedding (3.11). Therefore the degeneracy of (ΥIJ , φIJ )
is
|Aut(ΥI , φI)||Aut(ΥJ , φJ )|
|Aut(ΥIJ , φIJ )|
(3.12)
Moreover, since the number of all possible gluing patterns of two fixed pairs (ΥI , φI),(ΥJ , φJ)
is
∏
Q∈SI
∏∞
m=1(k
I
Q,m)! we have the following formula∏
Q∈SI
∞∏
m=1
(kIQ,m)! =
∑
(ΥIJ ,φIJ )
|Aut(ΥI , φI)||Aut(ΥJ , φJ )|
|Aut(ΥIJ , φIJ )|
(3.13)
where the sum is over all pairs (ΥIJ , φIJ ) obtained by gluing (ΥI , φI),(ΥJ , φJ). Since this
argument is perhaps too abstract, some concrete examples may be clarifying at this point.
It suffices to consider a very simple situation in which Γ is a graph with two vertices, which
is the case for example if X is the total space of O(−1)⊕O(−1)−→IP1. We divide Γ into
two relative graphs by cutting the edge joining the two vertices as shown below.
P P PQ ψ1 2 1 2Q
γ γ γ1 2
(Q)P
x
Fig. 3: Decomposition of the graph Γ associated to O(−1)⊕O(−1)−→IP1.
We consider two examples of gluing graphs represented in fig. 4 and fig. 5 below. In both
cases, we draw the pair (ΥI , φI),(ΥJ , φJ ) on the top row and all possible gluing patterns
resulting in graphs (ΥIJ , φIJ ) on the second row.
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Fig. 4: First gluing example.
In fig. 4 we have k1Q(Υ1, φ1) = (0, 1, 2, 0, 2, 1, 0, 0, . . .), hence
∏∞
m=1(k
1
Q,m)! = 2! × 2! = 4.
Aut(Υ1, φ1) = {1}, Aut(Υ2, φ2) = {1}. There are four distinct gluing patterns, each
resulting in a connected closed string graph with trivial automorphism group. Therefore
formula (3.13) holds. For the pair in fig. 5 we have k1Q,m = (0, 0, 2, 0, 0, 0, 3, 0, . . .), hence∏∞
m=1(k
1
Q,m)! = 2! × 3! = 12. Aut(Υ1, φ1) ≃ Aut(Υ2, φ2) ≃ S2 × S2. There are two
distinct gluing patterns resulting in disconnected graphs with automorphism groups S2
and respectively S2 × S2. Again the formula (3.13) holds. If the condition (3.10) is
satisfied, one can easily show that
2g(ΥIJ)− 2 + h(ΥIJ ) = 2g(ΥI)− 2 + h(ΥI) + 2g(ΥJ)− 2 + h(ΥJ )
βIJ (ΥIJ , φIJ ) = βI(ΥI , φI) + βJ (ΥJ , φJ) +
∑
e∈S
deφIJ (e)
β˜IJ (ΥIJ , φIJ ) = β˜I(ΥI , φI) + β˜J (ΥJ , φJ)−
∑
e∈SI
deφI(e)−
∑
e∈SJ
deφJ (e)
kIJQ (ΥIJ , φIJ ) =
{
kIQ(ΥI , φI), if Q ∈ Vo(ΓI) \ SI
kJQ(ΥJ , φJ ), if Q ∈ Vo(ΓJ ) \ SJ .
(3.14)
Using (3.8) and (3.9) we find that the relation (3.14) imply
g2g(ΥIJ)−2+h(ΥIJ )s = g
2g(ΥI)−2+h(ΥI)
s g
2g(ΥJ)−2+h(ΥJ )
s
q
β(ΥIJ ,φIJ)
IJ q˜
β˜(ΥIJ ,φIJ )
IJ = q
β(ΥI ,φI)
I q˜
β(ΥI ,φI)
I q
β(ΥJ ,φJ)
J q˜
β(ΥJ ,φJ )
J
(3.15)
12
77
3
7
7
7
3
3
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Fig. 5: Second gluing example.
We define a formal pairing on y-variables by
〈
y
k
I(ΥI ,φI)
I , y
k
J(ΥJ ,φJ )
J
〉
= N(kISI (ΥI , φI))
∏
Q∈Vo(ΓI)\SI
∞∏
m=1
(yIQ,m)
kIQ,m
∏
Q∈Vo(ΓJ )\SJ
×
∞∏
m=1
(yJQ,m)
kJQ,m
∏
Q∈SI
(
∞∏
m=1
mk
I
Q,m(kIQ,m)!
)
δ(kIQ,m, k
J
ψ(Q),m)
= N(kISI (ΥI , φI))y
kIJ(ΥIJ ,φIJ )
IJ
∏
Q∈SI
(
∞∏
m=1
mk
I
Q,m(kIQ,m)!
)
δ(kIQ(ΥI , φI),k
J
ψ(Q)(ΥJ , φJ)).
(3.16)
where N(kISI (ΥI , φI)) is a phase factor depending only on the winding vectors of the
outer edges which take part in the gluing process kISI (ΥI , φI) =
(
kIQ(ΥI , φi)
)
Q∈SI
. The
pairing is linear with respect to the other variables. The phase factor does not have a
combinatoric explanation. It has to be included for geometric reasons explained in the
next section. Using (3.15) and (3.16) we can compute the right hand side of (3.9)
〈ZΓI (gs, qI , q˜I , yI), ZΓJ (gs, qJ , q˜J , yJ)〉
=
∑
(ΥI ,φI)
∑
(ΥJ ,φJ)
C(ΥI , φI)C(ΥJ , φJ)g
2g(ΥIJ)−2+h(ΥIJ )
s q
β(ΥIJ ,φIJ )
IJ q˜
β˜(ΥIJ ,φIJ )
IJ y
kIJ(ΥIJ ,φIJ)
IJ
×
∏
Q∈SI
(∏∞
m=1m
kIQ,m(kIQ,m)!
)
|Aut(ΥI , φI)|
(∏
e∈E(ΥI)
dIe
)
|Aut(ΥJ , φJ)|
(∏
e∈E(ΥJ )
dJe
)δ(kIQ(ΥI , φI),kJψ(Q)(ΥJ , φJ )).
(3.17)
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The δ-symbol in the right hand side projects the sum onto pairs of graphs (ΥI , φI),
(ΥJ , φJ) satisfying the gluing condition (3.10). In order for the right hand side of (3.17) to
agree with (3.7), the coefficients C(ΥI , φI), C(ΥJ , φJ ) must satisfy the gluing condition
C(ΥI , φI)C(ΥJ , φJ) = N(k
I
SI
(ΥI , φI))
∗C(ΥIJ , φIJ ) (3.18)
for any pair (ΥI , φI), (ΥJ , φJ) satisfying (3.10), and for any pair (ΥIJ , φIJ ) obtained by
gluing (ΥI , φI), (ΥJ , φJ). Obviously, this condition is not of combinatoric nature. The
coefficients in question must be specified by a particular geometric implementation of the
gluing algorithm, which will be discussed in the next section. Here we will assume (3.18)
to be satisfied, and show that the pairing (3.17) produces the expected result (3.7). Note
that ∏
Q∈SI
(∏∞
m=1m
kIQ,m
)
(∏
e∈E(ΥI)
dIe
)(∏
e∈E(ΥJ )
dJe
) = 1∏
e∈E(ΥIJ )
dIJe
. (3.19)
This follows from the definition of kIQ(ΥI , φI), using the gluing condition (3.10).
Using (3.13), (3.18) and (3.19), in the right hand side of (3.17) we find
〈ZΓI (gs, qI , q˜I , yI), ZΓJ (gs, qJ , q˜J , yJ)〉
=
∑
(ΥIJ ,φIJ )
C(ΥIJ , φIJ )
|Aut(ΥIJ , φIJ )|
∏
e∈E(ΥIJ )
dIJe
g2g(ΥIJ)−2+h(ΥIJ )s q
β(ΥIJ ,φIJ )
IJ q˜
w¯(ΥIJ ,φIJ )
IJ y
k
IJ(ΥIJ ,φIJ)
IJ
(3.20)
which is the expected result (3.7). This is our main gluing formula.
We would like to apply this gluing algorithm to the Gromov-Witten potential (3.1)
which is a sum over connected graphs (Υ, φ). One can construct a generating functional
for disconnected graphs by taking the exponential of (2.13). It is a standard fact that
ZΓ(gs, q) = exp(FΓ(gs, q)) can be written as a sum over disconnected graphs
ZΓ(gs, q) =
∑
(Υ,φ)
1
|Aut(Υ, φ)|
∏
e∈E(Υ) de
C(Υ, φ)g2g(Υ)−2s q
β(Υ,φ). (3.21)
One could use any decomposition of Γ into relative graphs ΓI . In particular we can cut
Γ along each edge, obtaining a collection of graphs ΓP labeled by vertices P of Γ. Each
ΓP has a inner vertex P and three outer vertices. These graphs will be simply called
vertices. The main problem is finding a natural geometric construction for the coefficients
C(ΥP , φP ) associated to ΓP satisfying the gluing conditions (3.18). This is the subject of
the next section.
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4. Gluing Algorithm – Geometry
This section consists of a geometric realization of the gluing algorithm. We consider
a decomposition of Γ induced by intersecting the invariant curves Crs with (noncompact)
lagrangian cycles Lrs along circles Srs; Srs divides Crs into two discs with common bound-
ary. To each circle Srs we can associate a point Qrs on the corresponding edge of Γ. The
points Qrs divide Γ into vertices as discussed in the last paragraph of the previous sec-
tion. Each vertex represents a collection of (at most) three discs Di, i = 1, 2, 3 in C
3 with
common origin. The boundaries of the discs are contained in three lagrangian cycles Li,
i = 1, 2, 3. Some vertices correspond to configurations of two or one discs, depending of
the geometry. Those are special cases of the trivalent vertex.
The main problem is finding a geometric construction for the generating functional
(3.6) so that the coefficients C(ΥI , φI) satisfy the gluing condition (3.18). A natural so-
lution to this problem is suggested by string theory. One can wrap topological D-branes
on the above lagrangian cycles, obtaining an open-closed topological string theory. Using
the properties of this theory, one should be able to glue open string amplitudes obtaining
closed string amplitudes. Therefore our generating functional should be the open string
free energy associated to a collection of three lagrangian cycles in C3 as above. The main
problem at this point is that there is no complete mathematical formalism for open string
Gromov-Witten invariants. We can approach the problem from the point of view of large
N duality and Chern-Simons theory as in [15,26], or from an enumerative point of view as
in [10,13,19,20,24]. The first approach has been implemented in [2], resulting in a gluing
algorithm based on topological vertices. A topological vertex is the open string partition
function of three lagrangian cycles in C3 as predicted by large N duality. Vertices can be
naturally glued using a pairing very similar to (3.16).
In this section we will take the second approach, constructing an open string generating
functional based on heuristic localization computations as in [10,13,19,24]. The resulting
expression can be written as a sum over open string graphs, as explained below, therefore
it is tailor made for our construction. We will compare it in detail to the topological vertex
in the next section.
Let us start with some basic facts. The open string Gromov-Witten invariants count
virtual numbers of maps f : Σ−→ C3, f(∂Σ) ⊂ L of fixed topological type, where Σ is
a genus g Riemann surface with h boundary components. The h boundary components
are naturally divided into three groups, which are mapped to L1, L2 and respectively L3.
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We will denote by h1, h2, h3, h1 + h2 + h3 = h the number of components in each group.
We will also introduce three different sets of indices 1 ≤ ai ≤ hi, i = 1, 2, 3 in order to
label the components in each group. The topological type of the map f is determined
by three positive integers (d1, d2, d3) representing the degrees with respect to the three
discs and three sets of winding numbers niai ≥ 0, ai = 1, . . . , hi, i = 1, 2, 3. In order to
construct the generating functional, we introduce formal symbols q˜1, q˜2, q˜3 keeping track
of the degrees and the formal variables zi = (zi,ai)ai=1,...,∞, i = 1, 2, 3 keeping track of the
winding numbers.
FΛ(gs, qi, zi) =
∞∑
g=0
∞∑
h=1
∑
di,niai
g2g−2+hs Cg,hi(di|n
i
ai
)
3∏
i=1
q˜dii
hi∏
ai=1
z
niai
i,ai
. (4.1)
Note that Cg,hi(di|n
i
ai) = 0 unless di =
∑hi
ai=1
niai . This expression can be written in a
more concise form if we introduce the winding vectors ki = (ki,m)m=1,...,∞. Each vector has
finitely many nonzero entry which count the number of boundary components of Σ mapping
to each lagrangian cycle with given winding number. More precisely ki,m represents the
number of boundary components mapping to Li with winding number m. Note that we
have hi =
∑∞
m=1 ki,m ≡ |ki|, di =
∑∞
m=1mki,m ≡ l(ki). The coefficients Cg,hi(di|n
i
ai)
are invariant under permutations of boundary components mapping to the same cycle Li,
hence they depend only on the ki. We can rewrite (4.1) as
FΛ(gs, qi, yi) =
∞∑
g=0
g2g−2s
∑
ki
Cg(ki)
3∏
i=1
g|ki|s q
l(ki)
i
3∏
i=1
ykii (4.2)
where ykii =
∏∞
m=1 y
ki,m
i,m . We have replaced the formal variables zi by new formal variables
yi = (yi,m)m=1,...,∞ which keep track of the winding vectors ki.
So far open string Gromov-Witten invariants have been rigorously constructed for a
single disc in C3 [20] equipped with a torus action. There is an alternative computational
definition [13] based on a heuristic application of the localization theorem of [9] to open
string maps. Although not entirely rigorous, the second approach has been tested in many
physical situations with very good results [4,5,6,10,13,19,24]. We will apply the same
technique in order to construct the generating functional (4.2).
Given a circle action T ×C3−→ C3 preserving L, one can compute Cg,hi(di|n
i
ai
) by
localization. The fixed open string maps can be labeled by graphs [10] by analogy with
the closed string analysis of the previous section. The domain of a typical open string map
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is a union Σg,h = Σ
0
g ∪ ∪
3
i=1 ∪
hi
ai=1
∆iai where Σ0 is a closed prestable curve and ∆
i
ai discs
attached to Σ0g at the marked points p
i
ai
. The data (Σ0g, p
i
ai
) must form a stable marked
curve. The map f : Σ−→C3 collapses Σ0g to the origin P = {x1 = x2 = x3 = 0} and maps
each ∆iai to Di with degree n
i
ai . There are some special cases when Σ
0
g is a point, which
have to be treated separately (see appendix A.)
Each fixed map is labeled by an open string graph with h rays attached to a single
vertex v. The vertex represents Σ0, hence it is marked by the arithmetic genus gv. The
rays represent the discs ∆iai , therefore they are marked by pairs (i, n
i
ai
). We will denote
such marked graphs by Λ. The generating functional (4.2) can be written as a sum over
open string graphs
FΛ(gs, qi, yi) =
∑
Λ
g2g(Λ)−2+h(Λ)s
1
|Aut(Λ)|
∏3
i=1
∏hi
ai=1
niai
C(Λ)
3∏
i=1
q
li(Λ)
i
3∏
i=1
ykii (4.3)
where the notation is self-explanatory. For any graph Λ we define g(Λ), h(Λ),ki(Λ) to
be the genus, number of rays and respectively i-th winding vector of the corresponding
fixed map; li(Λ) = l(k
i(Λ)). The open string graphs are truncated graphs associated to
the decomposition of Γ in vertices, according to the terminology of the previous section.
The data of the map φ is encoded in the markings of the rays. The sum over graphs
(4.3) is the local potential (3.6) associated to a trivalent vertex. The coefficients C(Λ),
or, equivalently, Cg,hi(di|n
i
ai
) are evaluated in appendix A. In the remaining part of this
section we will show that they satisfy the gluing conditions (3.18).
4.1. Gluing Conditions
Let us consider a pair of trivalent vertices Γr,Γs in the decomposition of Γ which
are glued to form a relative graph Γrs as in fig. 6. The edge joining the two vertices
corresponds to an invariant curve Crs on X . Let (−a,−2 + a), a ∈ ZZ denote the type of
Crs.
Consider two arbitrary open string graphs Λr,Λs projecting to Γr,Γs which satisfy
the gluing condition κr1 = κ
s
1. Let Λrs be a new open string graph projecting to Γrs
corresponding to an arbitrary gluing pattern of Λr,Λs. Here we want to prove the relation
C(Λrs) = N(k
r
Qr1
(Λr))C(Λr)C(Λs), where N(k
r
Qr1
(Λr)) is a phase factor. This is an
essential condition for the gluing algorithm.
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Open string graphs can be evaluated using localization by analogy with closed string
graphs. The open string coefficients have the following form
C(ΛI) =
∏
eI∈E(ΛI)
FI(eI)
∏
vI∈Vi(ΛI),(gvI ,val(vI))=(0,2)
GI(vI)
×
∏
vI∈Vi(ΛI),(gvI ,val(vI))6=(0,1),(0,2)
∫
(MgvI ,val(vI)
)T
Hr(vr)
(4.4)
where the index I takes values I = r, s, rs, and FI(eI), GI(vI), HI(vI) are edge and
respectively vertex factors. The explicit expressions are computed in appendix A.
.
.
..
.
.
.
.
.
Λ Λ
γr γs
r s
.
.
.
.
.
.
.
.
.
Λ rs
.
.
.
Q
r3
x
Q
γ
rs
rs
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
s2
PsPr
ψ
Q s3
Q
s2
Q r2Q
Q r1 Qs1
Q r2
Q
r3 Q s3
.
.
.
.
.
.
PsPr
Fig. 6: Gluing open string graphs.
In order to simplify the notation, let us write C(Λr,s,rs) = Ce(Λr,s,rs)Cv(Λr,s,rs)
separating the edge and the vertex factors. Note that the set of inner vertices of Λrs is
Vi(Λrs) = Vi(Λr) ∪ Vi(Λs). Moreover, the vertex factors Gr,s,rs(vr,s,rs), Hr,s,rs(vr,s,rs) are
combinations of Hodge and Mumford classes determined by the marking data and the
valence attached to a particular vertex. Since any inner vertex of Λrs comes from an inner
vertex in either Λr or Λs, it follows that
Cv(Λr)Cv(λs) = Cv(Λrs). (4.5)
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This leaves the edge factors. We have two types of edges. The outer edges associated
to the univalent vertices Qr2, Qr3, Qs2, Qs3 are preserved by the gluing together with
their markings. Therefore the corresponding edge factors remain trivially unchanged. The
interesting edges are those associated to the univalent vertices Qr1, Qs1 which are identified
in the gluing process. Geometrically, this corresponds to gluing two discs Dr1, Ds1 along
their boundaries, obtaining the smooth rational curve Crs. Before the gluing we have two
products Ce1(Λr), Ce1(Λs) of open string edge factors. After the gluing we have a product
Ce1(Λrs) of closed string edge factors. All three products have the same number of factors,
one for each edge of Λrs projecting to Crs. Therefore the proof of the gluing conditions
reduces to proving that
Fer(Λr)Fes(Λs) = Fers(Λrs) (4.6)
for any pair of edges er, es glued in the process. The edges er, es correspond to two T -fixed
open string maps fr,s : ∆r,s−→D1r,1s with the same degree dr = ds = d. The edge ers
represents a T -fixed closed string map frs : Σrs ≃ IP
1−→Crs of degree d. Recall that we
denote by Lrs the lagrangian cycle which intersects Crs along the common boundary of
D1r, D1s. A routine computation (see appendix B) shows that
Frs(ers) = (−1)
1+d(a−2)Fr(er)Fs(es). (4.7)
Therefore we conclude that
C(Λr)C(Λs) =
∞∏
m=1
(−1)1+m(a−2)k
r
Qr1,mC(Λrs) (4.8)
This is the required gluing condition (3.18), in which the phase factor is a sign depending
only on the winding vector krQr1(Λr) = k
s
Qs1
(Λs).
5. Topological Vertex: Localization versus Chern-Simons
In this section we compare the open string free energy (4.1) with the topological
vertex of [2]. The topological vertex is a generating functional for topological open string
amplitudes derived from large N duality. Each lagrangian cycle Li carries a flat unitary
gauge field Ai We denote by Vi its holonomy around the boundary of the disc Di. Then
the topological vertex is given by the following expression [2]
Z =
∑
k1,k2,k3
Cn1n2n3
k1k2k3
3∏
i=1
1
zki
TrkiVi, (5.1)
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where ki are winding vectors, zk =
∏
j kj !j
kj and TrkV =
∏∞
j=1(TrV
j)kj and n1, n2, n3
are the framing of the three legs of the vertex. The free energy derived from (5.1) is to
be compared with the results from localization (see Appendix A.) For the computation
of the necessary Hodge integrals we have used Faber’s Maple code [7]. Below we list the
coefficients of several terms with h = 3, g ≤ 2 in the expansion of the free energy.
i)(TrV1)
3
Vertex result:
ig
6
n21(n1 + 1)
2 −
ig3
144
n21(n1 + 1)
2(8n21 + 8n1 − 9) +
ig5
11520
n21(n1 + 1)
2
[
8n1(n1 + 1)(13n
2
1
+ 13n1 − 34) + 189
]
.
(5.2)
Localization result:
ig
ρ22ρ
2
3
6ρ41
− ig3
ρ22ρ
2
3
144ρ61
[
9ρ1(ρ2 + ρ3)− 8ρ2ρ3
]
+ ig5
ρ22ρ
2
3
11520ρ81
[
− 26ρ31(ρ2 + ρ3) + 163ρ
2
1(ρ2 + ρ3)
2
− 272ρ1ρ2ρ3(ρ2 + ρ3) + 104ρ
2
2ρ
2
3
]
.
(5.3)
ii)(TrV1)
2TrV2
Vertex result:
ig
2
(n1 + 1)
2 −
ig3
48
(n1 + 1)
2(2n21 + 4n1 + 1) +
ig5
11520
(n1 + 1)
2
[
4n1(n1 + 2)(2n1 + 1)
× (2n1 + 3) + 3
]
.
(5.4)
Localization result:
ig
ρ23
2ρ21
− ig3
ρ23
48ρ41ρ2
[
ρ31 + ρ
2
1(4ρ2 + ρ3) + 2ρ1(2ρ
2
2 + ρ2ρ3)− 2ρ
2
2ρ3
]
+
ig5
11520
·
ρ23
ρ61ρ
2
2
[
ρ61 + 2ρ
5
1
× (19ρ2 + 5ρ3) + ρ
4
1(112ρ
2
2 + 58ρ2ρ3 + 5ρ
4
3) + 4ρ
3
1ρ2(41ρ
2
2 + 24ρ2ρ3 + 5ρ
2
3) + 4ρ
2
1ρ
2
2(23ρ2
+ 2ρ3) + 8ρ1ρ
3
2ρ3(11ρ2 + 7ρ3) + 16ρ
4
2ρ
2
3
]
.
(5.5)
iii)(TrV1)
2TrV 22
Vertex result:
ig
2
[
n21n2 + n1(2n2 − 1) + 2n2 − 1)
]
−
ig3
24
[
n41n2 + 2n
3
1(2n2 − 1) + n
2
1(2n
3
2 + 11n2 − 6)
+ 2n1(2n
3
2 − 3n
2
2 + 7n2 − 3) + 4n
3
2 − 6n
2
2 + 6n2 − 2
]
+
ig5
1440
[
2n61n2 + 6n
5
1(2n2 − 1) + 5n
4
1
× (2n32 + 11n2 − 6) + 20n
3
1(2n
3
2 − 3n
2
2 + 7n2 − 3) + n
2
1(6n
5
2 + 110n
3
2 − 180n
2
2 + 183n2
(5.6)
20
−60)+2n1(6n
5
2−15n
4
2+70n
3
2−90n
2
2+59n2−15)+6(2n
5
2−5n
4
2+10n
3
2−10n
2
2+5n2−1)
]
.
Localization result:
ig
ρ23(2ρ3 + ρ2)
2ρ21ρ2
− ig3
ρ23(2ρ3 + ρ2)
24ρ41ρ
3
2
[
2ρ31(ρ2 − ρ3) + 2ρ
2
1ρ2(2ρ2 − ρ3) + 2ρ1ρ
3
2 − ρ
3
2ρ3
]
+ ig5
×
ρ23(2ρ3 + ρ2)
2880ρ61ρ
5
2
[
4ρ61(2ρ2 − 3ρ3)(3ρ2 − ρ3) + 4ρ
5
1ρ2(23ρ
2
2 − 32ρ2ρ3 + ρ
2
3) + 4ρ
4
1ρ
2
2(33ρ
2
2
− 32ρ2ρ3 − 6ρ
2
3) + ρ
3
1ρ
3
2(87ρ
2
2 − 73ρ2ρ3 + 16ρ
2
3) + ρ
2
1ρ
4
2(23ρ2 − 19ρ3)(ρ2 − ρ3)− 2ρ1ρ
5
2ρ3
× (11ρ2 + 3ρ3) + 4ρ
6
2ρ
2
3
]
.
(5.7)
iv)TrV1TrV2TrV3
Vertex result:
ig −
ig3
24
+
ig5
1920
. (5.8)
Localization result:
ig −
ig3
24ρ1ρ2ρ3
[
ρ21(ρ2 + ρ3) + ρ1(ρ
2
2 + 4ρ2ρ3 + ρ
2
3) + ρ2ρ3(ρ2 + ρ3)
]
+
ig5
5760ρ21ρ
2
2ρ
2
3
×
[
5ρ41(ρ2 + ρ3)
2 + 2ρ31(5ρ
3
2 + 24ρ
2
2ρ3 + 24ρ2ρ
2
3 + 5ρ
3
3) + ρ
2
1(5ρ
4
2 + 48ρ
3
2ρ3 + 102ρ
2
2ρ
2
3
+ 48ρ2ρ
3
3 + 5ρ
4
3) + 2ρ1ρ2ρ3(5ρ
3
2 + 24ρ
2
2ρ3 + 24ρ2ρ
2
3 + 5ρ
3
3) + 5ρ
2
2ρ
2
3(ρ2 + ρ3)
2
]
.
(5.9)
v)TrV 21 TrV2TrV3
Vertex result:
ig(2n1 + 1)−
ig
6
(2n1 + 1)(n
2
1 + n1 + 1) +
ig5
120
(2n1 + 1)
[
n1(n1 + 1)(n
2
1 + n1 + 3) + 1
]
.
(5.10)
Localization result:
ig
ρ1 + 2ρ2
ρ1
− ig3
ρ1 + 2ρ2
24ρ31ρ2ρ3
[
ρ31(ρ2 + ρ3) + ρ
2
1(ρ
2
2 + 6ρ2ρ3 + ρ
2
3)− 4ρ
2
2ρ
2
3
]
+ ig5
ρ1 + 2ρ2
5760ρ51ρ
2
2ρ
2
3
×
[
ρ61(ρ2 + ρ3)
2 + 2ρ51(ρ2 + ρ3)(5ρ
2
2 + 29ρ2ρ3 + 5ρ
2
3) + ρ
4
1(5ρ
4
2 + 58ρ
3
2ρ3 + 186ρ
2
2ρ
2
3 + 58ρ2ρ
3
3
+ 5ρ43)− 40ρ
3
1ρ
2
2ρ
2
3(ρ2 + ρ3)− 8ρ
2
1ρ
2
2ρ
2
3(9ρ
2
2 + 46ρ2ρ3 + 9ρ
2
3)− 80ρ1ρ
3
2ρ
3
3(ρ2 + ρ3) + 48ρ
4
2ρ
4
3
]
.
(5.11)
vi)TrV 21 TrV
2
2 TrV3
21
Vertex result:
ig(n1 + 2n2 + 3n1n2)−
ig3
24
[
4n31(3n2 + 1) + 24n
2
1n2 + 3n1(4n
3
2 + 4n
2
2 + 19n2 + 1) + 2n2
× (4n22 + 15)
]
+
ig5
1920
[
16n51(3n2 + 1) + 160n
4
1n2 + 40n
3
1(4n
3
2 + 4n
2
2 + 19n2 + 1) + 80n
2
1n2
× (4n22 + 15) + n1(48n
5
2 + 80n
4
2 + 760n
3
2 + 120n
2
2 + 1167n2 + 5) + 32n
5
2 + 400n
3
2 + 410n2)
]
.
(5.12)
Localization result:
ig
(2ρ2 + ρ1)(2ρ3 + ρ2)
ρ1ρ2
− ig3
(2ρ2 + ρ1)(2ρ3 + ρ2)
24ρ31ρ
3
2ρ3
[
ρ31(ρ
2
2 − 4ρ
2
3) + ρ
2
1ρ2(ρ
2
2 + 8ρ2ρ3 − 4ρ
2
3)
− 4ρ1ρ
2
2ρ
2
3 − 4ρ
3
2ρ
2
3
]
+ ig5
(2ρ2 + ρ1)(2ρ3 + ρ2)
24ρ51ρ
5
2ρ
2
3
[
ρ61(5ρ
4
2 − 72ρ
2
2ρ
2
3 − 80ρ2ρ
3
3 + 48ρ
4
3) + ρ
5
1ρ2
× (10ρ42 + 78ρ
3
2ρ3 − 80ρ
2
2ρ
2
3 − 576ρ2ρ
3
3 + 16ρ
4
3) + ρ
4
1ρ
2
2(5ρ
4
2 + 78ρ
3
2ρ3 + 240ρ
2
2ρ
2
3 − 400ρ2ρ
3
3
+ 168ρ43)− 80ρ
3
1ρ
3
2ρ
2
3(ρ
2
2 + 5ρ2ρ3 − 4ρ
2
3)− 8ρ
2
1ρ
4
2ρ
2
3(9ρ
2
2 + 72ρ2ρ3 − 16ρ
2
3)− 16ρ1ρ
5
2ρ
3
3(5ρ2
− r3) + 48ρ
6
2ρ
4
3
]
.
(5.13)
vii)TrV 21 TrV
2
2 TrV
2
3
Vertex result:
ig
[
2n1(2n2n3 + n2 + n3) + 2n2n3 − 1
]
−
ig3
6
[
2n31(2n2n3 + n2 + n3) + 3n
2
1(2n2n3 − 1)
+ n1(4n
3
2n3 + 2n
3
2 + 6n
2
2n3 + 4n2n
3
3 + 6n2n
2
3 + 40n2n3 + 13n2 + 2n
3
3 + 13n3) + 2n
3
2n3
− 3n22 + 2n2n
3
3 + 13n2n3 − 3n
2
3 − 4
]
+
ig5
360
[
6n51(2n2n3 + n2 + n3) + 15n
4
1(2n2n3 − 1)
+ 10n31(4n
3
2n3 + 2n
3
2 + 6n
2
2n3 + 4n2n
3
3 + 6n2n
2
3 + 40n2n3 + 13n2 + 2n
3
3 + 13n3) + 30n
2
1
× (2n32n3 − 3n
2
2 + 2n2n
3
3 + 13n2n3 − 3n
2
3 − 4) + n1(12n
5
2n3 + 6n
5
2 + 30n
4
2n3 + 40n
3
2n
3
3
+ 60n32n
2
3 + 400n
3
2n3 + 130n
3
2 + 60n
2
2n
3
3 + 390n
2
2n3 + 12n2n
5
3 + 30n2n
4
3 + 400n2n
3
3
+ 390n2n
2
3 + 1266n2n3 + 299n2 + 6n
5
3 + 130n
3
3 + 299n3) + 6n
5
2n3 − 15n
4
2 + 20n
3
2n
3
3
+ 130n32n3 − 90n
2
2n
2
3 − 120n
2
2 + 6n2n
5
3 + 130n2n
3
3 + 299n2n3 − 15n
4
3 − 120n
2
3 − 48
]
.
(5.14)
Localization result:
ig
(2ρ1 + ρ3)(2ρ2 + ρ1)(2ρ3 + ρ2)
ρ1ρ2ρ3
+ ig3
(2ρ1 + ρ3)(2ρ2 + ρ1)(2ρ3 + ρ2)
6ρ31ρ
3
2ρ
3
3
[
ρ31(ρ
3
2 + ρ
2
2ρ3
+ ρ2ρ
2
3 + ρ
3
3) + ρ
2
1(ρ
3
2ρ3 − 2ρ
2
2ρ
2
3 + ρ2ρ
3
3) + ρ1(ρ
3
2ρ
2
3 + ρ
2
2ρ
3
3) + ρ
3
2ρ
3
3
]
+ ig5
2ρ1 + ρ3
360ρ51ρ
5
2ρ
5
3
× (2ρ2 + ρ1)(2ρ3 + ρ2)
[
ρ61(ρ2 + ρ3)
2(3ρ42 − 5ρ
3
2ρ3 + 15ρ
2
2ρ
2
3 − 5ρ2ρ
3
3 + 3ρ
4
3) + ρ
5
1ρ2ρ3
22
× (ρ2 + ρ3)(ρ
4
2 − 41ρ
3
2ρ3 + 36ρ
2
2ρ
2
3 − 41ρ2ρ
3
3 + ρ
4
3) + ρ
4
1ρ
2
2ρ
2
3(8ρ
4
2 − 5ρ
3
2ρ3 + 54ρ
2
2ρ
2
3
− 5ρ2ρ
3
3 + 8ρ
4
3) + 5ρ
3
1ρ
3
2ρ
3
3(ρ2 + ρ3)(4ρ
2
2 − 5ρ2ρ3 + 4ρ
2
3) + 8ρ
2
1ρ
4
2ρ
4
3(ρ
2
2 − 5ρ2ρ3 + ρ
2
3)
+ ρ1ρ
5
2ρ
5
3(ρ2 + ρ3) + 3ρ
6
2ρ
6
3
]
.
(5.15)
Using the condition ρ1 + ρ2 + ρ3 = 0 derived in appendix A below, we find a complete
agreement between the two expansions provided that the framing variables ni are related
to the torus weights by
n1 =
ρ2
ρ1
, n2 =
ρ3
ρ2
, n3 =
ρ1
ρ3
. (5.16)
It is easy to check that there is not choice of the torus weights rendering all ni integral.
This may seem puzzling at first since the framing variables are traditionally integral in
Chern-Simons theory. A first deviation from this rule was noticed in [6] in the context of
large N duality. Given the large N duality origin of the topological vertex, the present
result is not surprising. As pointed out in [6], in order to obtain a consistent coupling of
Chern-Simons theory and open string instanton corrections, the framing should be thought
of as a formal variable. Then all Chern-Simons expressions must be formally expanded
as power series of these variables. The same strategy has been applied in this section,
with very good results. We have also checked several terms with h = 4, g ≤ 2 and found
agreement between the Chern-Simons and localization computations. In the light of this
numerical evidence, we conjecture that the two generating functionals must agree to all
orders. This result has been proved in [21,22,25] for a univalent vertex. The trivalent
vertex is an open problem.
Appendix A. Open String Localization
Here we compute the generating functional (4.1) using open string localization. Let
(x1, x2, x3) be coordinates on C
3, and let
x1−→e
−iρ1φx1, x2−→e
−iρ2φx2, x3−→e
−iρ3φx3 (A.1)
be an S1 action. The lagrangian cycles Li are defined by the following equations
L1 : |x1| = 1, x2 = x3x1
L2 : |x2| = 1, x3 = x1x2
L3 : |x3| = 1, x1 = x2x3.
(A.2)
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The S1 action (A.1) preserves L = L1 ∪ L2 ∪ L3 if the weights (ρ1, ρ2, ρ3) satisfy
ρ1 + ρ2 + ρ3 = 0. (A.3)
The three S1-invariant discs ending on L are given by
D1 : 0 ≤ |x1| ≤ 1, x2 = x3 = 0
D2 : 0 ≤ |x2| ≤ 1, x3 = x1 = 0
D3 : 0 ≤ |x3| ≤ 1, x1 = x2 = 0.
(A.4)
Let us describe the structure of an S1 invariant map f : Σg,h−→X with lagrangian
boundary conditions on L. The map f : Σg,h−→X is constrained by stability and S
1
invariance. We give a complete classification of all maps satisfying these two conditions,
proceeding on a case by case basis.
By S1 invariance, f must map Σg,h onto the union of three discs D1 ∪D2 ∪D3. In
the generic case, the domain must be a nodal bordered Riemann surface, consisting of a
closed surface Σ0g and three sets of discs ∆
i
ai
, i = 1, 2, 3 which are mapped to D1, D2 and
respectively D3. For future reference we will denote by tiai a coordinate on ∆
i
ai
centered
at the origin. The discs are attached to Σ0g by identifying the origins tiai = 0 to the marked
points piai ∈ Σ
0
g, so that we obtain a connected surface. The closed curve Σ
0
g is mapped
to the common origin P of D1, D2, D3. Stability further requires (Σ
0
g, p
i
ai
) to be a stable
marked curve. We obtain several cases which should be spelled out in detail.
i) (g, h) = (0, 1) In this case, the domain is a single disc, which can be mapped to
D1, D2 or D3. We have to distinguish accordingly three subcases
a) (g, hi) = (0, 1, 0, 0), (di|n
i
ai
) = (d1, 0, 0|d1, 0, 0) f : ∆
1
1−→D1, x1 = t
d1
11
b) (g, hi) = (0, 0, 1, 0), (di|n
i
ai
) = (0, d2, 0|0, d2, 0) f : ∆
2
1−→D2, x2 = t
d2
21
c) (g, hi) = (0, 0, 0, 1), (di|n
i
ai) = (0, 0, d3|0, 0, d3) f : ∆
3
1−→D3, x3 = t
d3
31.
(A.5)
The automorphism group is Aut(f) ≃ ZZ/di where i = 1, 2, 3.
ii) (g, h) = (0, 2) The domain is a nodal (or pinched) annulus consisting of two discs
with common origin. The two discs can be mapped either to the same disc Di in X or to
24
two different discs Di, Dj , i 6= j. This yields again several subcases
a) (g, hi) = (0, 2, 0, 0), (di|niai) = (d1, 0, 0|n
1
1, n
1
2, 0, 0) f : ∆
1
1 ∪∆
1
2−→D1,
x1 = t
n11
11 = t
n12
12
b) (g, hi) = (0, 0, 2, 0), (di|niai) = (0, d2, 0|0, n
2
1, n
2
2, 0) f : ∆
2
1 ∪∆
2
2−→D2,
x2 = t
n21
21 = t
n22
22
c) (g, hi) = (0, 0, 0, 2), (di|niai) = (d1, 0, 0|0, 0, n
3
1, n
3
2) f : ∆
3
1 ∪∆
3
2−→D3,
x3 = t
n31
31 = t
n32
32
d) (g, hi) = (0, 1, 1, 0), (di|niai) = (d1, d2, 0|d1, d2, 0) f : ∆
1
1 ∪∆
2
1−→D1 ∪D2,
x1 = t
d1
11, x2 = t
d2
21
e) (g, hi) = (0, 1, 0, 1), (di|niai) = (d1, 0, d3|d1, 0, d3) f : ∆
1
1 ∪∆
3
1−→D1 ∪D3,
x1 = t
d1
11, x3 = t
d3
31
f) (g, hi) = (0, 0, 1, 1), (di|niai) = (0, d2, d3|0, d2, d3) f : ∆
2
1 ∪∆
3
1−→D2 ∪D3,
x2 = t
d2
21, x3 = t
d3
31.
(A.6)
In the subcases (a), (b) and (c) the automorphism group is
Aut(f) =
{
ZZni1
× ZZni2 , i = 1, 2, 3 for n
i
1 6= n
i
2
ZZni1
× ZZni2 × ZZ/2, i = 1, 2, 3 for n
i
1 = n
i
2
(A.7)
where the ZZ/2 factor in the second line is generated by a permutation of the two compo-
nents of the domain. This is an automorphism if and only if ni1 = n
i
2. For the remaining
three cases, the automorphism group is
Aut(f) = ZZ/di × ZZ/di+1 (A.8)
with the convention that 3 + 1 is identified with 1. Note that in this case, permuting the
two components of the domain does not give rise to an automorphism even if di = di+1 for
some i = 1, 2, 3. To conclude the classification of all possible fixed loci, we have one more
case which has been briefly mentioned earlier, namely the generic case
iii) (g, h) 6= (0, 1), (0, 2). The fixed map has the following form
f : Σ0g ∪
(
∪h1a1=1∆
1
a1
)
∪
(
∪h2a2=1∆
2
a2
)
∪
(
∪h3a3=1∆
1
a3
)
−→D1 ∪D2 ∪D3 (A.9)
where f(Σ0g) = P is a point, and
x1 = t
n11
11 = . . . = t
n1h1
1h1
x2 = t
n21
21 = . . . = t
n2h2
2h2
x2 = t
n31
31 = . . . = t
n3h3
3h3
.
(A.10)
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The marked Riemann surface (Σ0g, p
i
ai) must be a stable Deligne-Mumford curve. In this
case the automorphism group is a product between
G =
3∏
i=1
hi∏
ai=1
ZZ/niai (A.11)
and a subgroup
P1 × P2 ×P2 ⊂ Sh1 × Sh2 × Sh3 (A.12)
where Pi permutes the marked points {piai} preserving the winding numbers n
i
ai , i = 1, 2, 3.
In terms of the winding vectors ki, we have
Pi ≃
∞∏
m=1
Ski,m . (A.13)
Note that in all cases, the maps are fixed under the T action provided that T acts on the
disc ∆iai as follows
tiai−→e
−iφρi/n
i
ai tiai . (A.14)
The coefficients Cg,h1,h2,h3(di|n
i
ai) are computed by evaluating the contributions of
the fixed points (i) − (iii) to the virtual fundamental class. As usual with open string
localization computations, the result is a homogeneous rational function of (ρ1, ρ2, ρ3) of
degree zero. In the cases (i) − (ii) above, the fixed locus in question is a point, therefore
we have
Cg,h1,h2,h3(di|n
i
ai) =
1
|Aut(f)|
∫
pt
S1
e(T2)
e(T1)
. (A.15)
Here e(T1,2) denote the equivariant Euler classes of the terms in the tangent obstruction
complex restricted to the fixed locus, and the integral represents equivariant integration
along the fibers the map ptS1−→BS
1. For the third case, we have similarly
Cg,h1,h2,h3(di|n
i
ai) =
1
|Aut(f)|
∫
[Mg,h]S1
e(T2)
e(T1)
. (A.16)
Next, we evaluate the contributions of the fixed points listed above starting with the
generic case. Let f∂ : Σg,h−→L denote the restriction of f : Σg,h−→X to the boundary of
Σg,h. The pair (f
∗TX , f
∗
∂TL) forms a Riemann-Hilbert bundle on (Σg,h, ∂Σg,h) and we will
denote by TX the associated sheaf of germs of holomorphic sections. For future reference,
we will denote by T iXai the restriction of TX to the disc ∆
i
ai
. For simplicity, we will also
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denote the domain of f by Σ, dropping the indices (g, h). The closed surface Σ0g will be
similarly denoted by Σ0, and the restriction f |Σ0 ≡ f
0.
The tangent-obstruction complex reads
0−→Aut(Σ)−→H0(Σ, TX)−→T
1−→Def(Σ)−→H1(Σ, TX)−→T
2−→0. (A.17)
We denote the terms in this complex by B1, . . . , B6 and the moving parts under the S
1
action by Bm1 , . . . , B
m
6 . Then (A.16) becomes
Cg,h1,h2,h3(di|n
i
ai
) =
1
|Aut(f)|
∫
[Mg,h]S1
e(Bm1 )e(B
m
5 )
e(Bm2 )e(B
m
4 )
. (A.18)
We have
e(Bm1 )
e(Bm4 )
=
1
e(Def(Σ)m)
(A.19)
since Aut(Σ) is generated in this case by tiai∂tiai which are fixed by the S
1 action. The
moving part of Def(Σ)m is generated by deformations of the nodes, that is
Def(Σ)m ≃ ⊕3i=1 ⊕
hi
ai=1
Tpiai
Σ0 ⊗ T0∆
i
ai . (A.20)
This yields
e(Def(Σ)m) =
3∏
i=1
hi∏
ai=1
(
ρi
niai
H − ψiai
)
(A.21)
where H is the generator of H∗(BS1) and ψiai ∈ H
∗(Mg,h) are the Mumford classes
associated to the marked points piai for ai = 1, . . . , hi, i = 1, 2, 3. The other Euler classes
in (A.16) can be evaluated using a (partial) normalization exact sequence
0−→TX−→f
∗
0TX ⊕⊕
3
i=1 ⊕
hi
ai=1
T iXai−→⊕
3
i=1 ⊕
hi
ai=1
(TX)P−→0. (A.22)
The associated long exact sequence reads
0−→H0(Σ, TX)−→H
0(Σ0, f∗0TX)⊕⊕
3
i=1 ⊕
hi
ai=1
H0(∆iai , T
i
Xai)−→⊕
3
i=1 ⊕
hi
ai=1
(TX)P
−→H1(Σ, TX)−→H
1(Σ0, f∗0TX)⊕⊕
3
i=1 ⊕
hi
ai=1
H1(∆iai , T
i
Xai)−→0.
(A.23)
We denote the terms in the complex (A.23) by F1, . . . , F5. Then we have
e(Bm5 )
e(Bm2 )
=
e(Fm5 )e(F
m
3 )
e(Fm2 )
. (A.24)
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In principle we have all the elements needed for the evaluation of the r.h.s. of (A.24) except
the cohomology groups H0,1(∆iai , T
i
Xai
). These groups can be computed as in [13,19] or
[5] obtaining the following expressions
H0(∆iai , T
i
Xai
) ≃ (ρi)⊕
(
niai − 1
niai
ρi
)
⊕ . . .⊕
(
1
niai
ρi
)
⊕ (0)IR
H1(∆iai , T
i
Xai
) ≃
(
ρi+1 +
1
niai
ρi
)
⊕
(
ρi+1 +
2
niai
ρi
)
⊕ . . .⊕
(
ρi+1 +
niai − 1
niai
ρi
)
,
(A.25)
where ρ3+1 should be identified with ρ1. Now we can finish our Euler class computation
e(Fm2 ) = H
d+3
3∏
i=1
(ρi)
di+1
hi∏
ai=1
(
niai − 1
)
!(
niai
)niai−1 (A.26)
e(Fm5 ) = H
d−h
3∏
i=1
cg (IE
∗(ρiH))
hi∏
ai=1
niai
−1∏
l=1
(
ρi+1 +
l
niai
)
(A.27)
e(Fm3 ) = H
3h
3∏
i=1
ρhi . (A.28)
Collecting all intermediate results, we are left with
Cg,h1,h2,h3(di|n
i
ai
) =
1
|Aut(f)|
∫
[Mg,h]S1
e(Bm1 )e(B
m
5 )
e(Bm2 )e(B
m
4 )
=
1
|P|
(ρ1ρ2ρ3)
h−1
ρd11 ρ
d2
2 ρ
d3
3
3∏
i=1
hi∏
ai=1
∏niai−1
l=1
(
niaiρi+1 + lρi
)
(niai − 1)!
×
∫
[Mg,h]S1
H2h−3
∏3
i=1 cg(IE
∗(ρiH))∏3
i=1
∏hi
ai=1
(
ρiH − niaiψiai
) .
(A.29)
This represents the contribution of a generic fixed locus with (g, h) 6= (0, 1), (0, 2) to the
virtual fundamental class. Next we evaluate the contributions of the fixed loci for the
special cases (i)− (ii).
In cases (ia)− (ic), the domain is a single disc ∆i1 and f : ∆
i
1−→Di is a Galois cover
of degree di. Using the same conventions and notations as above, we have
e(Bm5 )
e(Bm2 )
=
H−1
ρdii
di−1∏
l=1
(diρi+1 + lρi)
(di − 1)!
(A.30)
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e(Bm1 )
e(Bm4 )
= H
ρi
di
. (A.31)
The last equation follows from the fact that for a disc Def(∆i1)
m is trivial, while Aut(∆i1)
m
is generated by ∂ti1 , which has weight
ρi
di
. Taking into account the automorphism group,
we obtain
C0,1(d1, 0, 0|d1, 0, 0) =
1
d21
1
ρd1−11
∏d1−1
l=1 (d1ρ2 + lρ1)
(d1 − 1)!
C0,1(0, d2, 0|0, d2, 0) =
1
d22
1
ρd2−12
∏d2−1
l=1 (d2ρ3 + lρ2)
(d2 − 1)!
C0,1(0, 0, d3|0, 0, d3) =
1
d23
1
ρd3−13
∏d3−1
l=1 (d3ρ1 + lρ3)
(d3 − 1)!
.
(A.32)
Next we consider case (ii). In the first three subcases (iia)− (iic) the domain of f is a
nodal cylinder Σ whose components are mapped in an invariant manner to the same disc
in the target space X . It suffices to do the computations for (iia), since the remaining two
cases are entirely analogous. We have to use a normalization sequence similar to (A.22),
except that the closed curve Σ0g is absent. Therefore we have
0−→TX−→T
1
X1 ⊕ T
2
X1−→(TX)P−→0 (A.33)
which yields the following long exact sequence
0−→H0(Σ, TX)−→H
0(∆11, T
1
X1)⊕H
0(∆21, T
2
X1)−→(TX)P−→H
1(Σ, TX)
−→H1(∆11, T
1
X1)⊕H
1(∆21, T
2
X1)−→0
(A.34)
whose terms will be denoted by F1, . . . F5 as before. Then we can compute
e(Bm5 )
e(Bm2 )
=
e(Fm5 )e(F
m
3 )
e(Fm2 )
= ρ1ρ2ρ3H
∏n11−1
l=1
(
n11ρ2 + lρ1
)∏n12−1
l=1
(
n12ρ2 + lρ1
)
ρd11 (n
1
1 − 1)!(n
1
2 − 1)!
.
(A.35)
The remaining factors are
e(Bm1 )
e(Bm4 )
=
1
e(Def(Σ)m)
=
n11n
1
2
n11 + n
1
2
(ρ1H)
−1 (A.36)
since Aut(Σ)m is trivial, and Def(Σ)m is generated by deformations of the node
Def(Σ)m ≃ T0∆
1
1 ⊗ T0∆
1
2. (A.37)
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Substituting these expressions in (A.15), we obtain the following result
C0,2(d1, 0, 0|n
1
1, n
1
2, 0, 0) =
1
|Aut(f)|
∫
pt
S1
e(Bm1 )e(B
m
5 )
e(Bm2 )e(B
m
4 )
=
1
|P|
ρ1ρ2ρ3
ρd1+11
∏n11−1
l=1
(
n11ρ2 + lρ1
)∏n12−1
l=1
(
n12ρ2 + lρ1
)
(n11 − 1)!(n
1
2 − 1)!(n
1
1 + n
1
2)
.
(A.38)
The results for (iib) and (iic) can be obtained by permuting the weights and the winding
numbers
C0,2(0, d2, 0|0, n
2
1, n
2
2, 0) =
1
|P|
ρ1ρ2ρ3
ρd2+12
∏n21−1
l=1
(
n21ρ3 + lρ2
)∏n22−1
l=1
(
n22ρ3 + lρ2
)
(n21 − 1)!(n
2
2 − 1)!(n
2
1 + n
2
2)
C0,2(0, 0, d3|0, 0, n
3
1, n
3
2) =
1
|P|
ρ1ρ2ρ3
ρd3+13
∏n31−1
l=1
(
n31ρ1 + lρ3
)∏n32−1
l=1
(
n32ρ1 + lρ3
)
(n31 − 1)!(n
3
2 − 1)!(n
3
1 + n
3
2)
.
(A.39)
This leaves us with subcases (iie) − (iif). Again, it suffices to do the computations only
for (iie). We have a map f : ∆11 ∪ ∆
2
1−→D1 ∪ D2 which is a Galois cover of D1 and
respectively D2 when restricted to the components ∆
1
1,∆
2
1. In this case the normalization
exact sequence is
0−→TX−→T
1
X1 ⊕ T
2
X1−→(TX)P−→0. (A.40)
The associated long exact sequence reads
0−→H0(Σ, TX)−→H
0(∆11, T
1
X1)⊕H
0(∆21, T
2
X1)−→(TX)P−→H
1(Σ, TX)
−→H1(∆11, T
1
X1)⊕H
1(∆21, T
2
X1)−→0.
(A.41)
Repeating the previous steps, this yields
e(Bm5 )
e(Bm2 )
= H
ρ1ρ2ρ3
ρd11 ρ
d2
2
∏d1−1
l=1 (d1ρ2 + lρ1)
∏d2−1
l=1 (d2ρ3 + lρ2)
(d1 − 1)!(d2 − 1)!
. (A.42)
Moreover, the moving part of Def(Σ) is generated again by deformations of the node
Def(Σ)m ≃ T0(∆
1
1)⊗ T0(∆
2
1), (A.43)
which yields
e(Bm1 )
e(Bm4 )
=
d1d2
d2ρ1 + d1ρ2
H−1. (A.44)
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Collecting all results we obtain the following expression
C0,2(d1, d2, 0|d1, d2, 0) =
ρ1ρ2ρ3
(d2ρ1 + d1ρ2)ρ
d1
1 ρ
d2
2
∏d1−1
l=1 (d1ρ2 + lρ1)
∏d2−1
l=1 (d2ρ3 + lρ2)
(d1 − 1)!(d2 − 1)!
.
(A.45)
For the remaining two cases, we can obtain the result by permuting the weights in (A.45)
C0,2(0, d2, d3|0, d2, d3) =
ρ1ρ2ρ3
(d3ρ2 + d2ρ3)ρ
d2
2 ρ
d3
3
∏d2−1
l=1 (d2ρ3 + lρ2)
∏d3−1
l=1 (d3ρ1 + lρ3)
(d2 − 1)!(d3 − 1)!
C0,2(d1, 0, d3|d1, 0, d3) =
ρ1ρ2ρ3
(d1ρ3 + d3ρ1)ρ
d3
3 ρ
d1
1
∏d3−1
l=1 (d3ρ1 + lρ3)
∏d1−1
l=1 (d1ρ2 + lρ1)
(d3 − 1)!(d1 − 1)!
.
(A.46)
To summarize this subsection, let us collect the results for Cg,hi(di|n
i
ai
)
C0,1(d1, 0, 0|d1, 0, 0) =
1
d21
1
ρd1−11
∏d1−1
l=1 (d1ρ2 + lρ1)
(d1 − 1)!
C0,1(0, d2, 0|0, d2, 0) =
1
d22
1
ρd2−12
∏d2−1
l=1 (d2ρ3 + lρ2)
(d2 − 1)!
C0,1(0, 0, d3|0, 0, d3) =
1
d23
1
ρd3−13
∏d3−1
l=1 (d3ρ1 + lρ3)
(d3 − 1)!
C0,2(d1, 0, 0|n
1
1, n
1
2, 0, 0) =
1
|P|
ρ1ρ2ρ3
ρd1+11
∏n11−1
l=1
(
n11ρ2 + lρ1
)∏n12−1
l=1
(
n12ρ2 + lρ1
)
(n11 − 1)!(n
1
2 − 1)!(n
1
1 + n
1
2)
C0,2(0, d2, 0|0, n
2
1, n
2
2, 0) =
1
|P|
ρ1ρ2ρ3
ρd2+12
∏n21−1
l=1
(
n21ρ3 + lρ2
)∏n22−1
l=1
(
n22ρ3 + lρ2
)
(n21 − 1)!(n
2
2 − 1)!(n
2
1 + n
2
2)
C0,2(0, 0, d3|0, 0, n
3
1, n
3
2) =
1
|P|
ρ1ρ2ρ3
ρd3+13
∏n31−1
l=1
(
n31ρ1 + lρ3
)∏n32−1
l=1
(
n32ρ1 + lρ3
)
(n31 − 1)!(n
3
2 − 1)!(n
3
1 + n
3
2)
C0,2(d1, d2, 0|d1, d2, 0) =
ρ1ρ2ρ3
(d2ρ1 + d1ρ2)ρ
d1
1 ρ
d2
2
∏d1−1
l=1 (d1ρ2 + lρ1)
∏d2−1
l=1 (d2ρ3 + lρ2)
(d1 − 1)!(d2 − 1)!
C0,2(0, d2, d3|0, d2, d3) =
ρ1ρ2ρ3
(d3λ2 + d2ρ3)ρ
d2
2 ρ
d3
3
∏d2−1
l=1 (d2ρ3 + lρ2)
∏d3−1
l=1 (d3ρ1 + lρ3)
(d2 − 1)!(d3 − 1)!
C0,2(d1, 0, d3|d1, 0, d3) =
ρ1ρ2ρ3
(d1ρ3 + d3ρ1)ρ
d3
3 ρ
d1
1
∏d3−1
l=1 (d3ρ1 + lρ3)
∏d1−1
l=1 (d1ρ2 + lρ1)
(d3 − 1)!(d1 − 1)!
Cg,h1,h2,h3(di|n
i
ai
) =
1
|P|
(ρ1ρ2ρ3)
h−1
ρd11 ρ
d2
2 ρ
d3
3
3∏
i=1
hi∏
ai=1
∏niai−1
l=1
(
niaiρi+1 + lρi
)
(niai − 1)!
×
∫
[Mg,h]S1
H2h−3
∏3
i=1 cg(IE
∗(ρiH))∏3
i=1
∏hi
ai=1
(
ρiH − niaiψiai
) .
(A.47)
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Appendix B. The Gluing Condition for Open String Graphs
In this appendix we prove the gluing formula (4.6) for an arbitrary invariant curve Crs
of type (−a,−2+a). Let U be an open neighborhood of Crs in X which can be covered by
two smooth coordinate patches Ur,Us with coordinates (x1, x2, x3) and (y1, y2, y3). The
local coordinates are chosen so that (x1, y1) are affine coordinates on IP
1, while (x2, x3) and
respectively (y2, y3) are normal coordinates in the two patches. Therefore the transition
functions are
y1 =
1
x1
, y2 = x
a
1x2, y3 = x
−2+a
1 x3. (B.1)
In terms of local coordinates, the torus action reads
x1−→e−iρ1φx1, x2−→e−iρ2φx2, x3−→e−iρ3φx3,
y1−→eiρ1φy1, y2−→e−i(aρ1+ρ2)φy2, y3−→e−i((−2+a)ρ1+ρ3)φy3. (B.2)
Note that the local form of the action in the patch U2 is determined by the local action in
U1 and the transitions functions (B.1). We denote by
Pr : x1 = x2 = x3 = 0, Ps : y1 = y2 = y3 = 0 (B.3)
the fixed points of the torus action.
There are five lagrangian cycles in Urs = Ur ∪ Us given by
Lr1 : |x1| = 1, x2 = x3x1, Ls1 : |y1| = 1, y2 = y3y1
Lr2 : |x2| = 1, x3 = x1x2, Ls2 : |y2| = 1, y3 = y1y2
Lr3 : |x3| = 1, x1 = x2x3, Ls3 : |y3| = 1, y1 = y2y3.
(B.4)
Note however that Lr1 = Ls1 are identical cycles. This can be seen using the transition
functions (B.1). We also have six discs ending on the lagrangian cycles. For the present
purposes we will consider only two of them
Dr1 : 0 ≤ |x1| ≤ 1, x2 = x3 = 0
Ds1 : 0 ≤ |y1| ≤ 1, y2 = y3 = 0.
(B.5)
We consider open string fixed maps
fr : ∆r−→Dr1, fs : ∆s−→Ds1 (B.6)
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of the same degree n which yield a degree n closed string map
frs : Σrs−→Crs (B.7)
by gluing. We denote by TXr, TXs the corresponding Riemann-Hilbert bundles on ∆r,∆s
as in appendix A. The edge factors are
Fr(er) =
e(H1(∆r, TXr)m)e(Aut(∆r)m)
e(H0(∆r, TXr)m)
Fs(es) =
e(H1(∆s, TXs)m)e(Aut(∆s)m)
e(H0(∆s, TXs)m)
Frs(ers) =
e(H1(Σrs, f
∗
rsTX)
m)e(Aut(Σrs)
m)
e(H0(Σrs, f∗TX)m)
.
(B.8)
Let us compute the equivariant Euler classes in (B.8). For discs we can copy the results of
the previous section (eqn.(A.25)) taking into account the local form of the S1 action (B.2)
e(H1(∆r, TXr)m)
e(H0(∆r, TXr)m)
= H−1
∏n−1
k=1 (nρ2 + kρ1)
ρn1 (n− 1)!
e(H1(∆s, TXs)
m)
e(H0(∆s, TXs)m)
= H−1
∏n−1
k=1 (n(aρ1 + ρ2)− kρ1)
(−ρ1)n(n− 1)!
.
(B.9)
In order to compute the edge factor for frs : Σrs−→X we have to use the short exact
sequence of the image
0−→TCrs−→TX |Crs−→NCrs/X−→0. (B.10)
This induces a short exact sequence on the domain1
0−→f∗rsTCrs−→f
∗
rsTX−→f
∗
rsNCrs/X−→0. (B.11)
The associated long exact sequence reads
0−→H0(Σrs, f
∗
rsTCrs)−→H
0(Σrs, f
∗
rsTX)−→H
0(Σrs, f
∗
rsNCrs/X)−→
−→H1(Σrs, f
∗
rsTCrs)−→H
1(Σrs, f
∗
rsTX)−→H
1(Σrs, f
∗
rsNCrs/X)−→0
(B.12)
which shows that
e(H1(Σrs, f
∗
rsTX)
m)
e(H0(Σrs, f∗rsTX)
m)
=
e(H1(Σrs, f
∗
rsTCrs)
m)e(H1(Σrs, f
∗
rsNCrs/X)
m)
e(H0(Σrs, f∗rsTCrs)
m)e(H0(Σrs, f∗rsNCrs/X)
m)
. (B.13)
1 In order for the first and last term to make sense, we have to think of frs as a map to Crs
instead of X. This is a slight abuse of notation.
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Now let us compute the cohomology groups. Recall that TCrs ≃ O(2) and NCrs/X ≃
O(−a)⊕O(a− 2). Without loss of generality, we can assume a ≥ 1. Then we have
H0(Σrs, f
∗
rsTCrs) ≃ H
0(IP1,O(2n))
H0(Σ, f∗rsNCrs/X) ≃ H
0(IP1,O(−an)⊕O((a− 2)n)).
(B.14)
Moreover, using Kodaira-Serre duality
H1(Σrs, f
∗
rsTCrs) ≃ H
0(Σrs, f
∗
rs(T
∗
Crs
)⊗ ωΣrs)
∗ ≃ H0(IP1,O(−2− 2n))∗ = 0
H1(Σrs, f
∗
rsNCrs/X) ≃ H
0(Σrs, f
∗
rs(N
∗
Crs/X
)⊗ ωΣrs)
∗ ≃ H0(IP1,O(an− 2)⊕O((2− a)n− 2))∗.
(B.15)
We can write down explicit generators as follows
H0(Σrs, f
∗
rsTCrs) : ∂x1 , t∂x1 , . . . , t
2n∂x1
H0(Σrs, f
∗NCrs/X) :
{
0, if a = 1
∂x3 , t∂x3 , . . . t
(a−2)n∂x3 if a ≥ 2
H1(Σrs, f
∗NCrs/X)
∗ :

dx2dt, tdx2dt, . . . , t
n−2dx2dt, if a = 1
dx3dt, tdx3dt, . . . , t
n−2dx3dt
dx2dt, tdx2dt, . . . , t
an−2dx2dt if a ≥ 2.
(B.16)
where t is an affine coordinate of Σ so that f : Σ−→C is locally given by x1 = tn. In terms
of representations of S1, we have
H0(Σrs, f
∗TCrs) ≃ ⊕
n
k=−n
(
k
n
ρ1
)
H0(Σrs, f
∗NCrs/X) ≃
{
0, if a = 1
⊕n(a−2)k=0
(
ρ3 −
k
n
ρ1
)
, if a ≥ 2
H1(Σrs, f
∗NCrs/X) ≃
{
⊕n−1k=1
(
ρ2 +
k
n
ρ1
)
⊕⊕n−1k=1
(
ρ3 +
k
n
ρ1
)
, if a = 1
⊕an−2k=1
(
ρ2 +
k
nρ1
)
, if a ≥ 2.
(B.17)
Now we can finish the computation of the edge factors (B.13). We will consider the cases
a = 1 and a ≥ 2 separately
a = 1 :
e(H1(Σrs, f
∗
rsTX)
m)
e(H0(Σ, f∗rsTX)
m)
= H−2
∏n−1
k=1(nρ2 + kρ1)
∏n−1
k=1(nρ3 + kρ1)
ρn1 (−ρ1)
n((n− 1)!)2
a ≥ 2 :
e(H1(Σrs, f
∗
rsTX)
m)
e(H0(Σrs, f∗rsTX)
m)
= H−2
∏an−2
k=1 (nρ2 + kρ1)
ρn1 (−ρ1)
n((n− 1)!)2
∏n(a−2)
n=0 (nρ3 − kρ1)
.
(B.18)
Before comparing (B.9) and (B.18) one has to remember that the weights ρi, i = 1, 2, 3
are supposed to satisfy the condition ρ1 + ρ2 + ρ3 = 0 in order to preserve the lagrangian
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cycles. Using this condition, we can rewrite the expressions in (B.18) as functions of ρ1, ρ2
only
a = 1 :
e(H1(Σrs, f
∗
rsTX)
m)
e(H0(Σrs, f∗rsTX)
m)
= (−1)n−1H−2
∏n−1
k=1(nρ2 + kρ1)
∏n−1
k=1(nρ2 + (n− k)ρ1)
ρn1 (−ρ1)
n((n− 1)!)2
a ≥ 2 :
e(H1(Σrs, f
∗
rsTX)
m)
e(H0(Σrs, f∗rsTX)
m)
= (−1)1+n(a−2)H−2
∏n−1
k=1(nρ2 + kρ1)
∏n−1
k=1(nρ2 + (na− k)ρ1)
ρn1 (−ρ1)
n((n− 1)!)2
.
(B.19)
Therefore we can conclude that
e(H1(Σrs, f
∗
rsTX)
m)
e(H0(Σrs, f∗rsTX)
m)
= (−1)1+n(a−2)
e(H1(∆r, TXr)m)
e(H0(∆r, TXr)m)
e(H1(∆s, TXs)m)
e(H0(∆s, TXs)m)
(B.20)
for all a. The last element we need is a similar formula for the contributions of the
automorphism groups. One can easily check that
e(Aut(Σrs)
m) = e(Aut(∆r)
m)e(Aut(∆s)
m). (B.21)
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