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This d i s s e r t a t i o n e n t i t l e d , " APPIilCillON OP INPORMATION 
THEORY TO STiTISCIGAL INPiilRJiMJE PROBLEM " i s being submitted 
to the Department of S t a t i s t i c s , Aligarh Mislim Univers i ty , 
Aligarh, in p a r t i a l fulfilment for the award of the degree 
of Master of Philosophy i n S t a t i s t i c s , 
The concept of information f i r s t arose in attempting to 
create a theoret i t fal model for t ransmission of information 
of var ious kind, P i s h e r ' s de f in i t ion of information i s well 
known t o s t a t i s t i c i a n . Information theory i s a branch of 
mathematical theory of probabi l i ty and i s applied i n a wide 
va r ie ty of f i e l d s namely communication theory, thermodynamics, 
Econometrics and Cybernatics., 
This manuscript i s intended to present a survey of available 
l i t e r a t u r e on " APPLICATION'OP INFORMATION THEORY TO STArisriCAL 
INPEREI,CE PROBi^ M " The d i s s e r t a t i o n cons i s t s of four chapters 
with a comprehensive l i s t of references at the end, arranged 
authorwise in a lphabet ical order. 
( I I ) 
Ghapter-I deals with che basic concept of p robab i l i ty 
needed for the understanding of subsequent chap te rs . Shannon's 
entropy and some of i t s important p rope r t i e s have a lso been 
discussed in t h i s chapter . 
In Chapter-II the amount of missing information i s discussed 
and the Bayesian var iant of the fundamental lemma due t o Neyman 
and Pearson i s proved. It has been seen that the e r r o r of the 
standard decis ion can not be la rger thsui twice of the amount 
of missing information [ HCe) - I^ 1 . 
The Maximum entropy p r inc ip le i s introduced in Chapter - I l l 
and some of the importeint d i s t r i b u t i o n are character ized through 
maximum entropy p r i n c i p l e . The problem of density es t imat ion i s 
also discussed in t h i s chapter in both parametric and non-
parametric cases , 
Chapter-IV dea ls with the measure of information based on 
Mat u s i t a-Distance introduced by Zaheeruddin £ 2 3 3 . ^ optimal 
stopping rule of achieving a pre-assigned leve l of information 
which i s s imilar to the sequential p robab i l i ty r a t i o t e s t 
procedure i s a lso discusFed and consequences of adopting such 
( I I I ) 
a procedure has also been examined, 
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CHA±T!£R-I 
|ASIC_PROBABILrrY_CONi£iS_AliJ? 
We a re l i s t i n g here a number of d e f i n i t i o n s which are 
used i n subsequent c h a p t e r s of t h i s d i s s e r t a t i o n , 
1.1 Mea8ure_aad_Probabi l i t^ 
1 ,1 ,1 | l«ld_and__2r-fiel .d : Let X be a space of e l emen t s x . 
A c l a s s ' ^ ^ of subset A of x i s sa id to be a f i e l d i f i t 
s a t i s f y the follo».ing p r o p e r t i e s ! 
( i ) " ^ i s a non-empty, 
( i i ) If A € ^ then A 6 ^ , where A i s t h e complement of A 
w . r . t . K: , 
( i i i ) If Aj ,^ A 2 ' . . - » ^n ^ ^ ^^®^ 
n 
u A, e :^  
i = i ^ 
If c o n d i t i o n ( i i i ) i s r e p l a c e d by 
( i i i ) ' I f Aj ,^ A ^ , . . . , e ^ then 
oo 
u A e ^ 
i = i ^ 
then ^ i s c a l l e d a c r - f i e l d . 
Remark 1 . C lea r ly every " ^ - f i e l d i s a f i e l d , 
2 . I t can be e a s i l y v e r i f i e d t h a t the n u l l se t p, the 
( 2 ) 
space )t and the countable I n t e r s e c t i o n of se t s of O^-field 
•^  a lso belong to "# , 
1,1,2 Itoasurab1e^set_and_lfe asurable_Bgace 
The subset A belonging to ^ - f l e l d "^ are ca l led measurab] 
set or "^ -measurable s e t . Ihe double^ ( )< , ? ) i s called 
mea surab le space. 
1-. 1-. 3 ifea8ure__and ^Measure ^s^ace 
The measurable space {")(., '^ ) i s the s t ruc ture upon which 
a measure can be def ined. 
Measure ! A r e a l valued function ^ defined on ( K , ^ ) i s 
cal led a measure if i t s a t i s f i e s the follovdng axioms I 
(1) ^iiP) = 0, where ^ i s an empty se t 
( i i ) li{A) I o, for a l l A e ^ 
( i i i ) If Aj ,^ A , . , , , are d i s jo in t measurable s e t s , then 
oo oo 
MC U A. ) = I fi(A. ) 
1=1 i 1=1 i 
axiom ( i i i ) i s cal led ^ _ r a d d i t i v i t £ , 
Remark 1, A set of /i-measure zero, i s said to be a / i-null set 
and r e l a t i o n s valid outside a ^ -nul l s e t , are said to be v a l i d 
almost^everywhe^re^^ ( a . e , ii), 
2. If /i( 3f ) i s f i n i t e then fi i s said to be a f i n i t e 
measure. 
( 3 ) 
3 , The t r i p l e t ( )^  , ^ , ^) i s ca l led a meawure space, 
4. If /X( "K ) = 1 then the measure H i s said to be 
£robabilit^_meaBure. Usually probabi l i ty measure i s denoted 
by P. 
1.1.4 teaBurab le __function_aM_random_variab 1^ 
A r e a l valued function f (* ) defined on ^ i e said to be 
an ^ 5e§S££able_funcfel£a or simply a measurable function if for 
every r ea l number r , 
[x : fix) < r } Zt 
If ("K f ^ » P^ I s a p robab i l i ty space, then an ^ Hoeaeurable 
funct ion f (« ) are ca l led a random v a r i a b l e , 
1.1.5 CondUional_Probabilitj^ t Loeve [ 1 2 ] 
Let A be an event with P(A) > o, the r a t i o P(AB) |P(A) 
I s cal led the condi t ional p robabi l i ty of B given A and i s 
denoted by ^A^)r *« nay write 
P(AB) = P(A) . P^(B), 
By induction we obtain the mul t ip l i ca t ive ru le 
( 4 ) 
1.1.6 Ab 80 lut e ljr_co nt inuou B^ me asure ^and^Radon^^i k o ^ 
<T-finite measures on {)^ ^^ ) then H I s said to be a b s o l u t e ! 
continuous with respect to X, i f for every set A e ^ tX(A) =o 
==«=> ji(A) = o and write as ji < < X, Moreover i f ^ « A and 
X < ^ , then we say that jx and X are equivalent and write 
fi = X. 
5Sl£3l54:*E£^^?^10£l° • l^eve [• 12], If ^ and X are 
cr - f ln i te neaaures on (")f , "^  ) then a necessary and suff ic ient 
condit ion that /i < < X i s tha t there ex i s t a "} -measurable 
function f (x) , o < f (x ) < " such tha t 
HiA) = / f (x ) dX, for every A e ^ 
A 
fur ther f (x) i s unique. 
Remark 1. The function f(x) i s cal led Radon-ilikodym derivat ive 
of li with respect to X, i . e . 
d^ = f(x) dX 
or 
d/x 
= fix) 
dX 
and i f dMj^  = fj^ dX ; d ^ = f^  dX 
then i t can be eas i ly ve r i f i ed that 
( 5 ) 
1.1.7 Cauc^Schwarz^(C-Sj_Ineaual i tx : Rao [ 17] 
Por any two column vectors X, Y of r e a l elements, 
the following Inequal i ty holds : 
2 
or 
2 
( z x^ y^ ) < Ci^  x^) c L y^ ) 
in terms of the elements of L and Y , the qua l i ty being 
a t ta ined when and only when 
a X -^  b Y = 0 
for r e a l sca la re a and b . 
The i n t e g r a l version of the C-S inequa l i ty i s 
2 
( / fg dv ) < / f^  dv / g^ dv 
A ' A A 
where f and g are r e a l functions defined in some domain A 
2 2 
and f , g are integrable with respect t o a measure v, 
1,2 Convex_and_Concave function 
1.2,1 Convex ^ n o t i o n t A r e a l valued function f U) defined on 
( 6 ) 
(a ,b) i s Bald to be convex function. If for every a such 
that o < a < 1 and for any two po in t s x . and Xp s, t . 
a < X, < Xp < b , we have 
f [axj^ + ( l -a)x2 ] < a f(Xj^) + ( ! -«) f U g ) . . . ( 1 . 2 . 1 ) 
If we put a = 1/p , then equation (1 ,2 ,1) reduces to 
X-+ X„ f ( x , ) + f ( X p ) 
fC >i 1) < i ^ - , . . ( 1 . 2 . 2 ) 
2 " 2 
which i s some time taken as the d e f i n i t i o n of convexity :Loeve [ 12, 
Remark 1. ^ function which i s convex accordirg to equation (1 ,2 ,1) 
i s also convex according t o equation (1,2,2) we w i l l adopt 
equation (1 ,2 ,1) as the de f in i t ion for a convex funct ion, 
2, If f " ( x ) > 0 then f (x) i s convex funct ion. 
3 , If s t r i c t inequal i ty holds in (1 .2 ,1 ) then the function 
f(x) i s cal led s t r i c t l y convex function, 
1.2.2 Concave_Fanction ! A function f(x) i s said to be a concave 
i f - f (x ) i s convex or inequal i ty (1.2,1) reversed . 
Remark 1, If f " ( x ) < o, then f(x) i s concave, 
1.2.3 Jensen^l^s^Ine^ualit^ : Rao [ 1 7 ] . 
If X i s a random var iab le such that E(x) = ^ e x i s t 
and f («) i s a convex function, then 
( 7 ) 
E [ f(x) ] > f [E(x) ] . 
with equa l i ty i f and only i f the random var iable x h«iB a 
degenerate d i s t r i b u t i o n at M. 
1.3 Shannon^B_fintro£^_and_i^_Pro£ertiee 
1,3.1 Shannon^B_Entrogj[i I Consider a random experiment with 
poeslble outcomes Aj^ , A , . . , , A having p r o b a b i l i t i e s p , , 
P g , . . . * P^ respect ive ly with 
p > o , Z P 4 = l . i = 1 , 2 , . . . , n 1 - 1=1 1 
then we say that we have a f i n i t e scheoje 
A 
Shannon [ 2 o ] proposed 
n 
H^( P l . P 2 » . . . . P n ) = - f Pi log p^ . . . ( 1 . 3 . 1 ) 
a s a measure of information or uncer ta in i ty associated with 
the f i n i t e scheme, 
when Shannon discovered t h i s measure*he does not want to 
c a l l i t ' information' because t h i s word has already overworked. 
( 8 ) 
So he approaclied to th.e great John Von Neumen and he advised him 
c a l l I t entropy, and gave two reaBone for h ie suggestion, f i r s t 
the function i s already i s used in thermodynsunica under t h a t 
name, second i f the word entropy i s used in an eirgument then 
you wi l l always win, as people don' t know what entropy rea ly i s , 
n 
Remark 1, The entropy ^Q^PI* • • . tP^) = - ^ P^ lo s P^ may be 
in te rpre ted a s the expected value of the en t rop ies (-log p. ) of 
the single event w , r , t , » t h e p robab i l i ty d i s t r i b u t i o n vp. > o, 
i^  Pi = 1} . 
2, Shannon entropy (1,3.1) reduces to log n when p. = 1/ 
for every i = 1,2,.,,, n , which is the entropy introduced by 
Hartley [ 6 ]. 
i.e. i^ ( 1/^, l/n».-.» V^) = log ". 
Actually Hartley was in te res ted to Jus t i fy that entropy depends 
only upon number of even ts , not upon t h e i r p r o b a b i l i t i e s , 
3 . Shannon entropy (1 ,3 ,1) reduces to Aieoer 's entropy [I' 
H(p) = - log2 P, 0 < p < 1, for one event, 
4, If we choose p^ ^ = P2 ~ • • • Pn " P • ^^^°' Shannon 
entropy reduces to I'liener's entropy 
i . e . ^ n ^ ^ l ' P 2 " - - ' P n ^ "" "^®S P' o < P < i / ^ . 
i = i » 2 , , , , , a , 
( 9 ) 
5 , ( i ) If logarithm i s taken with base 2 , the uni t of the 
entropy (1 ,3 .1) i s c a l l e d a ' b i t ' . 
( i i ) If the na tura l logarithm i s takBn r e s u l t i n g unit 
of the entropy i s ca l led a ' n i t ' . 
( i l i ) If the logarithm i s taken with base 10 then the unit 
of entropy i s cal led ' H a r t l e y ' , 
1,3,2 ^o|»erjtie8_of_Shannon^_Ent_ro^£y 
Shannon entropy H^( P^iP2*" '^^n. ^ s a t i s f i e s the 
following p r o p e r t i e s . 
l?2£z^®S5iiliil • \ ^ ^ l ' * * * ' ^ n ^ i s non-negative 
i . e . ^^P i» i?2»'*' » Pn^ - ® • 
Sjjametrj; I ^n^^ l ' P2***" ^n^ ^^ Bymmetric function of i t s 
argument i . e . 
where k i s the a r b i t r a r y permutation on ( 1 , 2 , , , , , n ) , we 
can a lso say that the amount of information i s invar ian t under 
the change in the order of event , 
Normalit,^ • ^n^^l* • * " ^ n ^ become unity for two equal probable 
events . 
( 10 ) 
i . e . H( - , - ) = 1 . 
2 2 
Hj(Pl»P2»...»Pn) " \ + l ^ ° ' Pl .P2». . .»Pn^ ^ ••• 
"^  " n + l ^ ^ l ' ^ 2 " - " P i , o ' J P i + l " * ' » P n ^ " 
= ^ + i ^ P l ' P 2 " * * ' P n , o ^' i = l | 2 , . . . , n - l 
Decieivity : If one of the event i s sure to occur then there 
i s no uncertani ty in the echeme, 
H^( 1 , 0 , . . . , 0 ) = 0 . 
Addi t iv i t^ t Ifit us now consider alongwith f i n i t e scheme ^ , 
another f i n i t e scheme "S) , with the elementry events B. and 
the d i s t r i b u t i o n q. = P(B ) , 
m 
(1 < J < m, q > 0, £ q. = 1 ) . 
The elements K^^ can be regarded as elementry events of a 
new f i n i t e product scheme A X"© the entropy of the scheme 
i s given by 
n °* 
H(S432) ) = - L L p(A B.) log p(A, B.) 
1=1 J= l ^ J ^ J 
( 1 1 ) 
Case I \ l ^ t t he two scheme ^ and 1$) he (mutua l ly ) 
Independent then 
P(A^Bj) = P(A) P(B^) = p^q^ , 1 < i < n 
1 < d < m 
Thus H(A12> ) r educes t o 
n m 
H(^]2) ) = - I ^ P. q. log p , q . 
i = l j = l ^ J ^ J 
= - I £ p^ q^ log p ^ - I L pj^q^ log q. 
= H( S^  ) + HCB ) . 
Cage I I : Now we t u r n t o the caee when t h e scheme 4 and7& ar< 
(mu tua l l y ) dependant , we denote P. (B ) , t h e p r o b a b i l i t y t h a t 
i . J 
t h e event B. of scheme ^ o c c u r s , g i \ e n t h a t the event A. 
of the scheme ;^ has occured , so t h a t 
P(A^ B^) 
' ^ P(A,) 
t h u s , 
H(<A12)) = - Z £ P(A.B.) log P(A,B.) 
= - E i. [ P ( A ^ ; . P (B )log ( P ( A . ) . i . KB.) ] 
where 
( 12 ) 
= - L L P(A. ) . P. (B.) log P. (B ) 
= H ( A ) -^  H ^ ( i e > ) 
H . ( B ) = - I P U . ) £ p . (B . ) log P. (B ) 
A i ^ 3 ^i J ^i J 
= - £ P(A. ) H. OB.) 
1 ^ * i J 
i t i s ca l led the condi t ional entropy of the scheme "^ averaged 
over the scheme ^ 
Inegualitj^ J Por any f i n i t e scheme A and 12> » 
H ^ ( « ) < H(lg, ) 
i . e . on the average amount of uncer ta in i ty i n the scheme^ 
can e i t h e r decrease or remain the same, i f i t i s known which 
event in the same other space jd. , 
CHAPfLR-II 
AMOUOT^ OF MISSIN&_IljFORIIAIION_AND_THE 
NEYMill-PEAR SON_LE»MA 
2 .1 I n t r o d u c t i o n : Let Xj^, X ^ , , . . , ^n* * * * ^® * eequence of 
random v a r i a b l e s whose d i s t r i b u t i o n depends on a parameter 9 , 
suppose tha t 9 has only two p o s s i b l e v a l u e s 9 and 9, , Suppose 
random v a r i a b l e s X , n = 1 , 2 , , . , a re independent and I d e n t i -
c a l l y d i s t r i b u t e d under the c o n d i t i o n 9 = 9 ^ as we l l a s 9 = 9, 
^ 0 1 
And suppose the common densi ty function of the va r i ab l e s X ; 
n = 1 , 2 , . . . i s denoted by f-(x) under the condi t ion 9 = 9 
^ , - . , V * « ^ V , S . ^ an 
f, (i) under the condition 9 = 9 , . We further assume that f (x) 
i 1 0 
f. (x) on a set of pos i t i ve l i nea r measures. Let us consider 
we have observed the sample ")f = (X., X , , . . , X ) , 
In t h i s chq) te r , our task i s to i nves t iga t e the question 
how much information i s contained in the sample ^ about the 
unknown parameter 9, In information theory t h i s i s only possibl 
i f we take 9 as a random v a r i a b l e . That i s we a t t r i b u t e to the 
events 9 = 9 - and 9 = 9 , p r io r p r o b a b i l i t i e s . Thus in t h i s 
order our question should admit a de f i n i t e answer, we have to 
take the Bayesian approach. 
( U ) 
The amount of Information In a random var iable concerning 
another random var iab le i s a well-known quantity in information 
theory (see for example Geifand and Yaglom 1958), while the 
amount of information in a random var iable about a constant 
whether known or not i s always zero. 
If we take 9 as a random va r i ab le with the p r i o r d i s t r i -
bution a^ = p(e = e^) , *^ = p(e = e^ ; , (w^ + w^ .^ = i , w^  > o, 
Wj^  > o ) . 
The amount of information I = I ( }{n»0) in the sample 
)(^ about 9 i s defined : Idndley [ 1^] by 
I ^ = HC9; - E [ H ( 9 | ) f ^ ) ] . . . ( 2 . 1 . 1 ) 
where H(0; i s the entropy of 9, that i s 
1 1 
H(e) = JV^  log . - - ^ W^  log . - - . . . ( 2 . 1 . 2 ) 
*o *1 
and H(0| \ ) is the conditional entropy of 9, given "V , 
which is given by 
1 
H(0| ^ „) = P(0 = 9o' )^ n^ °^S 
P(^0ol^n^ 
*PCe=9j X )log - - — ^ ...(2.1.3) 
P^e=eil)fn> 
( 15 ) 
while E C H(e I ^ )] icnotes the expectat ion of random var iab le 
H(e | ^ ) , that 18 the mean entropy of 9 given the eample )(. ^ . 
2.2 imount^of Wi Being ^ Information : 
H(e) ae s ta ted in equation (2.1.2) measure the t o t a l 
uncer ta in i ty about 9, tha t i s amount of information concerning 9 
mteeing before making any observat ion. While E [ H ( e t ^ n ^ 1 
measure the average uncer ta in i ty about e a f t e r observing the 
sample ^ , tha t i s the amount of information about 9 s t i l l 
missing a f te r having observed the sample ik Q-
2.3 §|[ll5^11?B_5|_*^§.Amount_of_Ml88in§_^Informa^ ; 
We will prove for n -» «> , In tends of H(9) in such a way 
taat there exist a constant A > o and X(o < X < l) so that 
0 < H(9) ^ I^  < AX'' ...(2.3.1) 
2?5S-i_i§i:J?2£i^t-.2^S? ) • •'f^rBt we wi l l r e s t r i c t ourselves to 
the case when random var iab le ^ have f i n i t e d i sc re t e 
d i s t i i b u t i o n . 
We shal l need the following lemraa * 
Lemma 1 ; There ex i s t a universal constant c > o such tha t for 
for any sequence P J L » . . . , p« of pos i t ive numbers forming a 
( 16 ) 
probabi l i ty d i s t r i b u t i o n ( i . e . for which Pj^ + Pg"^..."^ Pu = ^^ 
we have 
N I N 
I p log < C I V" pk . . . ( . 2 . 5 . 2 ; 
kFl ^ Pk " ^ ^ 
X log £ (1 -x ) log ^r£ 'J -
Proof : Clearly both and -— 
yx fx 
are c 
ontinuous i n the c losed i n t e r v a l [o , lJ put t ing 
X log I 
C = itex . . . ( 2 . 3 . 3 ) 
and ^ 
(1-x) log 
( 1 - x ) 
Cp = Max — . . . ( 2 . 3 . 4 ) 
«i ^ <^  yx 
We have 
N 1 H (2 3 5) 
L p log — < Ci ^ iP^ . . . U . 5 , 5 ; 
k=2 ^ P^ ^kF2 ^ 
and 
1 r i N 
p, log < C j £ p < C L ^[ p, . . . ( 2 . 3 . 6 ) 
^ P i " *^2 ^ " *^  k=2 
N 1 1 N H 
£ p. log - r - + p, log < C, £ yPi,+C £ VP 
k=2 *^  Pk *• Pi ^k=2 ^ '^  k=2 ^ 
N 1 N 
or, £ p. log < C £ f p 
k=l *^  Pj^  kF2 ^ 
( 17 ) 
where C = C. "*• Cj,, now we are In pos i t i on to prove the 
following theorem. 
Theorem 2 , 3 , 1 . Let 9 be a d iscre te random var iab le taking on r 
d i f ferent values 9^, Q^f.t ©^ with pos i t ive p r o b a b i l i t i e s 
w. = P(e = e ) (j = 1 , 2 , . . . , r ) . Let us suppose tha t the d i sc re te 
random va r i ab le s X, , X » . . . , X^j-are Independent and i d e n t i c a l l y 
d i s t r ibu ted under the condit ion that 9 = 9 . (for J = 1 » . . . , r ) 
and l e t us suppose tha t the condi t ional d i s t r i b u t i o n of the va r i ab l e s 
X under condit ion 9 * 9, i s d i f fe ren t for eadi-j then, 
n J V J 
r 1 
lim I = H(9) = I w log . . . ( 2 , 5 . 7 ) 
n - «» ° 3=1 J w 
where I„ denotes the amount of information on 9 obtained from n 
observing the values of X,, X - , . . . , X Moreover the r a t e of 
convergence in (2 ,5 .7) i s exponent ia l , i , e , there ex ie t pos i t ive 
constant A and X < 1 such that 
0 < H(9) - I^ < A X'^  ( n = 1 , 2 , . . . ) 
Proof: H(9) - I^ » E [ H(9) / X^ ] 
= J w^  E [H(9)/ X^,....X^) ) ^ j ^ ] . .(2,5.8) 
( 18 ) 
where - ^ . denotes the aibeet of the fu l l p robab i l i t y space 
a 
on which e = ej^ ( h = l , 2 , . . . , r ) and E(r[ | B) denotes 
condit ional expectat ion with respect to B, i . e . 
1 
E( n |B) = / ^ d P . . . ( 2 . 3 . 9 ) 
P (B) B 
on the other hand by supposit ion, pu t t i ng 
P(X|jj = x)9 = e^) « p^(x) , (x = 1 , 2 , . . . , s ) . . . ( 2 . 3 . 1 0 ) 
we hav9 by Bayes theorem Q 
P(e = e^  |x,,i2,...,i^) = ~ ~ 
^ h- IT ^t(^) 
= 1 k = l 
w^  n i'j(^jj.) 
< TT . . . (2 .3 .11) 
*h ^'^ ^h^^k> 
i t follows by our leouna 1 . 
r |W. " P.(Xj^) 
H(e|X,,JC , . . . , X ) < C I ( - i - I T --^--'^-' . . . (2 .3 .12) 
if/J% ^=1 V^k> 
and thus in view of the conditional independence of the variable 
X, on -O-^ 
( 19 ) 
E [H(e| X ,^ ^2"-'^i? '"^h 1 
P. U^ ) 
< c I U E ( - i — i-n ) I . . . ( 2 . 3 . 1 3 ) 
dj^ h 
now c l e a r l y 
J I -0. = L / P.Ci) P. ( i ) = X . h . . . ( 2 , 3 . 1 4 ) 1=1 J Q J 
By Cauchy'e Inequal i ty and i n view of the supposit ion that the 
d i s t r i b u t i o n [^A^ ) j and [Pj^( i ) j are d i f f e r e n t f o r J JF' h we 
obtain 0 < \^ < 1, 
Thus putt ing 
Max 
1<J< h < r ^ih 
. . . C 2 . 3 . 1 5 ) 
We have X < 1 and i t s f o l l o w s from ( 2 . 3 . 8 ) , ( 2 . 3 . 1 3 ) , ( 2 . 3 . 1 4 ) , 
( 2 . 3 . 1 5 ) and further from (2 .3 .12 ) that 
= J ^ f i [m9|Xj^,X2,...,X^)|-^J 
h^ I -^ 
r r 
< C Z L W. 
" b = l j = l *^ ,j 
P. (X, ) *i r 4 u , ; -1 
- i E( - i ~ l - 1^ 
( 20 ) 
^ ^ n 
Therefore, 
H(e) - I^ = E [ Hte I X^ .X^ , . . . , X^) ] 
1 A X** . . .C2 .3 .16) 
with 
r r 
A = C I I W.W < C ( r - l ) (2 .3 .17) 
Caee I I : ContinuouB Case : Wow we w i l l prove the inequal i ty 
(2 ,3 .1) when the r . v . e, X^, n = 1 , 2 , . . , , are continuoue. The 
proof given here leads in general t oabe t t e r ( tha t i s , smal ler) 
value of X. 
Fbr the proof of t h i s aase we shal l need the following 
lemma. 
lemma 2 , For any a with o < a < 1 there ex is t a constant 
C_ > 0 such that for o < p < 1 , we have 
p log i + (1-p) log < C p" 
P (1-P) " "^ 
where log denotes logarithm witti base 2 . 
C 21 ) 
Proof : The proof of t h l e lemma l e ev iden t , because 
p log p + (1-p) log (1-p) 
a 
P 
i e continuous in the close i n t e rva l o < p < 1, 
Theorem 2 . 3 . 2 . There ex is t constant A and X with A > o and 
o < X < 1, depending of course on f^^Cx), fj^(x) and W , such that 
0 < H(e) - I^ < AX'' ( n = 1 , 2 , . . . ) • 
where X, may take the value 
+0O d 
X= inf ( / f , (x ) f^-^'Cx) dx ) ) . . . ( 2 . 3 . 1 8 ) 
o< a < 1 _« ^ ° 
Proof : We have c lea r ly 
H ( e ) - I ^ = E [ H ( 9 | ^ ^ ) ] 
= Wo ECH(eir„) |e=e^] + W^E[H(9 |)f ^) l ^ e J 
...(2.3.19) 
where E(,.. | B ) denotes the conditional expectation 
under condition B. 
( 22 ) 
Now by (2.1.3) and Lemma 2, we have for any a with 
0 < a < 1 , 
1 
H(e|^ ) = P(e = e^l^^) log 
PCe^eJ-^^) 
I 
+ P(9 = 0^1 )( J log 
— w + i -ne=9 j ^ ^ ) ] log ~ 
[i-p(e=ej ^^)] 
+ p^e=ej^| X ^ ) log 
a 
< C PC e = e, I ^ J.) (using Lemma 2) 
H(e| ^ J < c^ p(9= 9 J >^) 
By the theorem of Bayes, we have 
k = l ^ ^ 
P(e = 9 J 1(^) = 
< ~ U - ^ ' ~ ...C2.3.20) 
[ •.• *j^  TT i i ( \ ) > o ] 
( 25 ) 
and thus we obtain, making use of the independence of the random 
variable X. under the condition 9 = 9 
^ ^ a n f^Uk) a 
E[f'e=eii \ „) 19=9,)] < ( , 1 ) c-rr^ - - - - - - ) ( ^ > 
W n ^ -a 
*1 " r +« a 1-a V 
< ( - ) / r , U ) f, (x) dx 
Wj a 
W 0 
we obtain i n the same way, only replac ing a lay 1-a 
B( H(e| )t„)|&=9i ] < 0^^ B[ne=9j 5f ^/•°|e=ej, ) 
and 
1 - a -, W ^ " ^ +00 
Thus we obtain f i n a l l y , 
a 1-a +«» a l -a n 
«^e)- ^n 1 <^l-a-^°a^ *1 *o ^ ^ h^^^ ^o ^^^^^ 
. . . ( 2 . 5 , 2 1 ) 
i t follows t h a t , 
0 < H(9) - I^ < A X^ 
( 2\ ) 
with X being defined by (2.3.18) and 
^ = ( ^1^* ^  \' ^ h"" J^" 
where a i s the value of a for which the infimum i n (2,3 .18) 
i s taken on c l ea r ly 
+00 a l-<x 
/ fj^(x) r^ U ) dx = X(a) 
i s a convex function of a with X(o) = X(l) = 1. Thus min X(a) = 
X < 1 and 0 < a* < 1 provided that the densi ty function foC^c) 
and f | ( x ) are not equal almost everywhere ; fur ther X > o except 
in the t r i v a l case when ^^(x) ^i (*) = o almost everywhere when 
of course X = o; that i s a single observation i s suf f ic ien t to 
decide with probabi l i ty 1 whether 9 = 9 ^ or 9 = 9^, 
2,4- ^ J [^1^5 l_of _t he _te^man-Pear3)^_Fundamental_Lemma_f0 in§ 
Simple I^pothesls^Against the Simple Alternat ive 
The fundamental lemma of Neyman-and Pearson s t a t e s that the 
most powerful t e s t for t e s t ing the simple hypothesis Ho! 9=9 
against the a l t e r n a t i v e simple hypothesis H,: 9=9j^  i s the 
l ikel ihood r a t i o t e s t . In the usual formulation there i s a de f in i t e 
( 25 ) 
d i s t i n c t i o n between the two hypothesis , but i n t h i s chapter 
there Is no such d i s t i n c t i o n , here the problem i s completely 
Eiymmetric. 
The Bay si an form of the Neyman-Pe arson fundamental lemma 
s t a t e s that the decision .procedure for which the p robab i l i ty of 
an e r ror i s minimal. When we accept 
H^  : e= e^  if p (e j le^) > p (e j )e^) 
and to accept 
H^  : e = e^  i f P ( e j ^ ^) < p O j }(^) 
while in case p(e I ^ j^^ ' ^ (^ i I )^  Q ) *O accept 9^ with 
probabi l i ty *^ and Q^ with p robab i l i t y Wj^ . 
A var ian t of the ffeyman-l'earson lemma i s obtained a s follows. 
Let us introduce the following d e f i n i t i o n s : 
A decis ion i s a Borel measurable funct ion ^ = ^ ( )f ) 
of the sample X n» taking on only the va lues 9 and 9, *, i f 
^ ~ 6n» *® decide in favour of the hypothes is 9 = 9 while o o 
in case A = 9j^  we decide in favour of the hypothesis 9 = 9 . , 
the e r ro r e of a dec is ion i s the p robab i l i ty of our dec i s ion 
being f a l s e , that i s 
C 26 ) 
e = p C ^ ? ' e ) . . . ( 2 . 1 . 1 ) 
or c lea r ly 
e = p(e=0^). p(^= e |^9=9^)+ p(9=9^).p(A=9Q|9=e^) 
« w^  p(A = ej |^9=e^) + Wj^ p(^  = e^|e=ei) . . . (2 .4.2) 
2 .4 ,1 Standard^Decisioa : We decide alw^iye i n favour of the 
hypothesis having the la rger condi t ional p robab i l i ty given the sample 
while in case these condi t ional p r o b a b i l i t i e s are equal we decide 
a t random according to the p r io r p r o b a b i l i t i e s W and W.. 
We now prove the following var ian t of the Neyman-Pearson 
lemma. 
Theorem 2,4-, l , ^^ o decis ion can have a m a i l e r e r ro r than the 
standard dec is ion . 
Proof : i e t us divide the sample space in to the d i s j o i n t se t s 
S.» S , and S defined as follows 
^„e s If f ( e j ^„)= ne^l )f„) 
( 27 ) 
l e t U8 put X » (Xj^, . . . , x^) and 
r ( x ) = TT ^i ( x^ ) 
Let us put further 
for X e S, 
6 ( X ) = 0 for X e Sj 
Wj^  for X e S 
. . . ( 2 . 4 . 4 ) 
According to equations ( .2 .5 .2) , ( 2 . 4 . 3 ) and ( 2 . 4 . 4 ) , an equivalent 
d e f i n i t i o n of 6 i s a s f o l l o w s 
1 i f f - ( x ) W > f (x) W ") 
1 1 0 0 
6 ( X ) = 0 i f f^ (x ) W^  > f^(£) Wj^  
Wj^  i f f^ (£ ) W^  = t^ix) H^ 
Clearly the error of the standard d e c i s i o n i s 
...(2.4.5) 
J 
e = W^ / 6(£) f^(£) di + Wj^  / (l-6(x))fj^(x) dx ...(2.4.6) 
where dx means dx., dx-,,.., dx and the integral are over the 
A * 
whole sample space. Let us denote by /i\ any d e c i s i o n d i f f e r e n t 
it 
from the standard d e c i s i o n and 6 (x ) the funct ion which i s equal 
to 1 for A = 9i and equal to 0 for /\ = 9 , 
( 28 ) 
Then e the er ror of the dec is ion A 
e* = W^  / 6*(x) f^(x) dJ + W^  / C l - 6 * ( x ) J f ^ ( ^ d x 
. . . ( 2 . i . 7 ) 
I t follows that 
e*- e = / [ 6 » ( x j - 6 (x) ] [W^  ^^(^)'^i :fj.(^)] dT 
. . . ( 2 . 4 . 8 ) 
As c l ea r l y the i n t e g r a l i s everywhere non-negative, i t follows 
tha t C* > 6 , which proves our theorem. 
It should be added that equation {2A,5) shows tha t the 
standard decis ion means the app l i ca t ion of the l ikel ihood r a t i o 
t e s t , namely that we accept the hypptheais 9 = 6^ i f 
ty U) 
f„ (?) 
> 
W 
0 
*1 
and the hypothesis 9 = 9^ ^^ 
f, ( X ) W 
1 0 
f^ ( X ) 
< — 
W, 
while in case 
^ 29 ) 
a random choice i e made between 9 = 9 , and 9 = 9 with probabi-
i 0 
l l t i e e W, and W^  r e spec t ive ly . 
Amount^of MlB8ing_Informatt.on 
In t h i s sec t ion , we w i l l prove the following theorem. 
Theorem 2 , 5 , 1 , let £ denote the e r ror of the standard decision, 
then we have 
e < [ H(9) - i^ ] 
Proof : We s t a r t again from 
^^Q^ - ^ n = *o ^ ["^^l ^ n ^ ' ^ ^ o ? V K e l ^n> ' '^=^lJ 
as both the terms of p log (1 /^) ^ ( l -p ) log l / / i _ \ are non-
negat ive, we obtain 
r f (x) W 
+ / f AT) w, log 1-^  dx 
V ^ ' L f,(x-) w, J 
As i n Sj^  -2 2— < 1 . 
fj^ (r;WjL 
( 30 ) 
I t f o l l o w s t h a t 
1 
f , ( x ) W 
1+ 
f (X) W -i 
dx > w^p(^=ej^|e=e^) 
S i m i l a r l y we ol)tain 
/ tAx) w, log 
+ S ^ ^ V^ 
f^ (x ) W 
fj^(x) Wj^  J dx 
> w^  p(^= e^le = Q^) 
t hus we f ind 
o r , 
H(e) - i^ > w^  p(A- e^|e=e^) +w^  p(A =e^|9=9^) 
H(e) - i„ > € 
which p r o v e s the theorem. 
Comhlniiif, theorem 2 . 5 , 1 w i th theorem 2 . 3 . 2 , we o b t a i n 
denot ing by e t h e e r r o r of t h e s t andard d e c i s i o n a f t e r t ak ing 
t h e sample ) f ^ ( n = l , 2 , . . . ) , t h a t 
n. -
oo 
This i m p l i e s t h a t the s e r i e s I e„ i s convergen t . 
n=l ° 
CHIPIER-III 
E ^ I MAE ION 
3 .1 B^e8ian_Ent^ro£^ : Shannon [" 2 0 J meaeure of uncer ta in i ty 
i s maximum wiien a l l the outcomee are equal ly l i k e l y . This l e 
consiatiint with Laplace's pr inc ip l e of I n s u f f i c i e n t reason 
that unless there I s Information to the contrary, a l l outcome 
should be considered equal ly l i k e l y . However, on the b a s i s of 
experience one may have reasons to b e l i e v e that the a pr ior 
probabi l i ty d i s t r i b u t i o n i s given by A= ia]_»»».»an J o . > o, 
L a. = 1 r , We define a measure of entropy 
n Pi 
^ ( P ) = - Z p log . . . ( 3 . 1 . 1 ) 
^ 1=1 a j a ^ ^ j 
and c a l l e d i t Bayesian entropy, where 
O(j^) = mln ( o^, O g , . . . , a^) . . . ( 3 . 1 . 2 ) 
now 
1 
and 
n p. 
•&(ir') = - [ i: p. log - i 3 .. log a... 
1=1 ^ a, ^^' 
1 1 — 
Z p. =. I a = 1 , p . > o , a . > o 
1=1 ^ 1=1 ^ ^ ^ 
C 32 ) 
. . . ( 3 . 1 . 3 ) 
By EtLannon's Inequa l i ty , I . e . 
n p. 
£ p. log - i - > o P . , q. > o 
1=1 ^ Qi • ^ ^ 
Pt 
the expresBlon - L p. log - - < o , and vanleiieB i f and ' 
«1 
only i f ^t^ - o^, \t ^, 
Thus Bayesian entropy i s maximum when p^ = o. f o r a l l 1 and 
i s minimum when the outcome , with the minimum a pr ior probabi l i ty 
a/ , X i s cer ta in t o occur i . e . « / ! \ = 1. 
Kullback (1951) def ine 
n P-
I^ ( P : A ) = Z p^ log - i . . . ( 3 . 1 . 4 ) 
1=1 a. 
As the directed divergence of the probability distribution 
P = (P]L» P2»»««t P^^ from a prior distribution 
A = ( a^, a2»,,., o^ ) 
thus 
1 
mF) = - In U : A ) + log ...^3.1.5) 
^ 1 ) 
( 33 ) 
Thus majcimlzlng (minimizing) the Bayesian entropy i e equivalent 
to minimizing (meuclmizing) the d i rec ted divergence from P to A, 
3.2 Maximum-Entro£^_Ptinci£le : If the p r i o r p robab i l i ty 
d i s t r i b u t i o n i s known, we should choose p to be the same as 
the p r io r p tobab i l i ty d i s t r i b u t i o n A i . e . we should minimize 
the d i rec ted divergence of p from A, If however some other 
information i s ava i l ab l e , fo r example i f the mean of the d i s t r i -
bution i s prescribed i . e . if 
n 
I i P. = m . . .C3 .2 .1 ) 
1=1 ^ 
then we can not choose p . = a . . Since t h i s may not sa t i s fy 
( 3 . 2 . 1 ) . S t i l l out of a l l the p robab i l i ty d i s t r i b u t i o n which 
sat isfy (3 .2 ,1) we shal l choose only tha t which minimize the 
d i rec ted divergence of p from A i . e . we sha l l choose only 
tha t p which maximize the Bayesian ent ropy. Subject to 
equation (3 .2 .1) being satif^fied. If there are many cons t ra in t 
l ike equation ( 3 . 2 . 1 ) , we shal l maximize the Bayesian entropy 
subject to a l l these cons t r a in t s being s a t i s f i e d . 
If the p r io r probabi l i ty d i s t r i b u t i o n i s not known. We 
^ a l l maximize the Shannon entropy subject to a l l the cons t r a in t s 
( 54 ) 
being ea t l e f i ed . This i s the yaximum entropy p r i n c i p l e which 
requires us to maximize the Bayesian (or Shannon) entropy (or 
some other appropriate measure of en t ropy) , subject t o all the 
n 
given cons t r a in t s (including Z p . = 1) being s a t i s f i e d . 
1=1 ^ 
We may a l so c a l l t h i s as the Blinimum Directed divergence p r inc ip le . 
Since we minimize d i rec ted divergence of p from A subject 
Vo a l l c o n s t r a i n t s being s a t i s f i e d . Since d i rec ted divergence 
i s a lso KuHback-Libler, d iscr iminat ion information measure. The 
p r inc ip le i s a lso ca l led the Minimum discr iminat ion information 
(MDI) p r i n c i p l e . 
5*3 i!l^i51i5z§G^E2£Z«?2£5§ii™ ' ^^^ problem i s to maximize 
n p(x ) 
10(P) = - E p(x ) log i - . . , ( 3 . 3 . 1 ) 
1=1 ^ o(x^) 
Subject to the c o n s t r a i n t s 
n n 
E p(x ) = 1, E p(x ) g„(x ) = g \ 
1=1 ^ 1=1 ^ ^ ^ ^ 
r = 1, 2 , , m . . . ( 3 . 3 . 2 ) 
Using Lagrange's mu l t i p l i e r method, we have 
( 35 ) 
0 j ^ j , r r i 
P(x^) 
1=1 i a(x^) ° i=l ^ 
m n 
- E X^  I p(x.) g^(x.) ...(3.3.3) 
r=l ^ 1=1 1 r 1 
"^*1^ 
^.^P(x,) Clog - . . - . - X o - ^ ^ , \ M - l ) J 
= L p(x ) log 
1=1 ^ 
^^ 1^> m 
n a {xi) m 
i E p(x ) I exp ( -XQ - £ X g _ U . ) J -1 
1=3 ^ p(x^) r - 1 ^ ^ "• 
Since log X < x-1 with equali ty I f and only I f x = 1, 
= L a(x ) LExp ( -X - E X g^(x. ) 1 -1 1=1 ^ o r= i r r 1 
The equal i ty holds I f and only If 
«(*1> m 
P(x , ) ^ ^ 
( 36 ) 
or 
m 
pUj^) •= a(x^) exp C-X^- i^  \ ° r^^ i^J . . . ( 5 . 5 . 4 ) 
r=l 
1 = 1 , 2 , . . . , n ; r= 1 , 2 , , . . , m 
where constant X , X , , , . . , X are to be determine by using 
the c o n s t r a i n t s (3 .3 .2) 
I p(x^) = 1 gives 
1 
^ £ a(Xj^) exp C-X^ K i ^ ^ l ) - . . . - \ , Sm^^l^^^ 
lexp A^; 
i.e. 
n 
£xp A^ , = i aUj^).^C- AjL «i^*i^-.- .- \ iSin '^ '^l^ 3 
. . . ( 3 . 3 . 5 ) 
equation (3 .3 .5) determine X^ as a function of H ' ^ 2 » * * * * \ i ' 
Dif ferent ia t ing both side of equation (3 .3 .5 ) w.r . to X »^ we 
get 
aX^ n -V3«3^^i^ 
Exp X„ - - 5 - = I o ( x . ) eJ ^ (~g.(x. )) 
° dX. 1=1 ^ J ^ 
. . . ( 3 . 3 . 6 ) 
Also equation (3 .3 .4) g ives 
m 
-X " I 
p(x^) = o(x^) Le ° e^~^ X^ ^ j ^^ i^ J 
( 57 ) 
m 
- E X g (x ) 
===> i— = a(x. ) e 
I . e . 
m 
X^ - E X . g . U . ) 
p(x^) e = a(x^) eJ . . . ( 3 . 3 . 7 ) 
Thus equation (3 .3 .5 ) and equation (3 .3 .7) gives 
o n 
exp X- = - C ^ g . (x . ) . p ( x . ) ] exp X 
° dX. i=I J ^ ^ ° 
or 
= " *j ' ^ ° •'•'^  " . . . ( 5 . 5 . 8 ) 
Also d i f f e r e n t i a t i n g (3 .3 .6) w.r, t o X. and using equation 
( 3 . 3 . 7 ) , we get 
0 o n 2 
-^ o exp Xjj 2 - + exp ( ) = £L g j (x^) p(x^)]cx^ 
a X. ^^3 i = l *• 
'' . . . ( 3 . 3 . 9 ) 
®^  2 
« \ -2 
ax2 
( 3B ) 
or 2> = cr- 2 (g . ) . . . ( 3 . 3 . 1 0 ) 
where 
d i f f e r en t i a t i ng equation (3 .3 .6) w . r . t o X^ and using 
equation (3 .3 .7) 
0 0 0 
e x p X ^ — — •*• exp K^ 
3Xj d\ ^^i ^ \ 
' CJl'j^^o>«k^^^^^^>3«^^\ 
or, 
BX.ax,^  
~ •*" ^j *k "" ^fy 
or o 
= « j8^ - 8. I|j "= Cov (g j g^) . . . (3 .5.1.1) 
8 ^ 
axj ex^ 
exp X i s usually denoted by Z and i s ca l led the p a r t i t i o n 
function, 80 that 
( 39 ) 
n 
Z= exp X * E a(x^) exp L'-^ j^ gj^ U^ ) -...-
\, g„Ui) J ...(3.3.12) 
differentiating equation (3.3.9) w.r.to X^  we get 
«\ ax„ ^\ ex^ 3 
exp X^ + 3 exp — 2 - >^  +exp (—e) 
" ax] ^^3 ax^ 9Xj 
^ .3 
E- ^ gi (*i) P W ^ ] ^'^P ^ o 
i=I •' 
or 
i>'x 2. =.J3.,(^^) (i^ a . g^2, . g^ 5 
,X^ 
r 3 , - r 2 , o - 3 
= [g/-3g^ V - 2 i j - J = - ^ ( g j ) 
...(3.3.13) 
ThuB for a maximum entropy distribution X (i.e. log z.) 
is a function of X,f X«,,.., X_ and all the moments 
1 c m 
£ (g^) = g j , E(gj - g j ) = ^ ( g j - 8 j ) (gk-gjc) D 
can be expressed in terms of the p a r t i a l de r iva t ives of var ious 
orders of X with respect t o X^ ,^ X , , . . , , X . 
( 40 ) 
The expression for maximum entropy can be found by subs t i tu t ing 
for pU^) from (3.3 .1) into (3 .3 .4 ) t h i s gives 
S^ax = - J , (^^ i> ' - V Vl^^> V.(^2> ' 
« X^ + XjL«l " h «2^ ' • • "- K «m . . . ( 5 . 3 . 1 4 ) 
ax^ dx^ 9X^ 
SS X - X Xr, - . . . _ \ . . , ( 3 ,3 .15 ) 
dX| dXp 9Xj^ 
Thus S ^^ can be regarded as a function of X, , X „ , , . . , X 
max L d m 
again since g^ ,^ g2».. .f«j^ are the funct ions of Xj^Ag*.. . » \ , 
we can in pr inc ip le regard Xj^jX^,... ,X^ as gj, ,g2»., .» ^ . Thus 
we write both X and S^ ^^ ^ as a function of e i the r Xj^fXp*.. .,X^ 
or gj^, g2». . . ,gm. Then i f X^ = >^Q^\t^f»f\) then 
^max° S ^ ^ 1 ' ^ 2 - - - ^m ^ 
or i f Xjj = X^ ( g^ , ggf. . .* i ^ ) then 
^max " ^' ^^V « 2 " - - ' «m ^ 
( 41 ) 
3.4 ^£l£l:Sf 
£xam£le I. The random distribution 
a 
p > 0, Z p = 1, r= 1,2,..., n ...(3.4.1) 
^ ' r=l ^ 
and p r i o r d i e t r i bu t i on q = - , which maximizeB the 
*^  r n 
corresponding entropy, 
n r n 
H = - Z p log — = - Z P_ log (n p ) . . . ( 3 . 4 . 2 ) 
r=l '^  qj, r=l '^  ^ 
i s give by 
Pr = . . . ( 3 . 4 . 3 ) 
^ n 
i . e . j u s t uniform d i s t r i b u t i o n s . 
Solution : Using Lagrange's mu l t ip l i e r method, we get 
n n 
H - X = - £ p^ log (n p ) - X L p 
° r= l '^  '^  ° r=l ^ 
= I p C-log ( n p ; - X ^ l 
r= l 
r - l np^ 
r 
( 42 ) 
n 1 '^n 
E P- log ( e ° ) 
r=l ^ " Pr 
n 1 ^o 
< L P C e - 1 } 
r=l npj. 
Since log x < x-1 with equality if and only if x = 1 
the equality holds if and only if 
p = ?: e 0 
*^ r n 
introducing this value in condition (3.4.1), we have 
n n 1 ^o \ n , ^o 
l = Z p = 1 - 6 = 6 L i = e 
r=l ^ r=l n r=l " 
===> e *> = 1 
introducing t h i s value in equation ( 3 . 4 . 4 ) , we get 
1 
p = i . e . uniform d i s t r i b u t i o n 
n 
Example 2 . The random d i s t r i b u t i o n 
Pj. > o, I P = 1, r = 0 , 1 , 2 , . . . . . . ( 3 . 4 . 5 ) 
r=o 
and prior distribution q = (r)~ , which maximize the 
( 43 ) 
corresponding entropy 
oo p oo 
H = - £ p log -£ = - £ p log C n p ) 
r=o ^r r=o 
subject to the constraint 
a = I r p^ . . . 0 . 4 . 7 ) 
r«o ^ 
i s g iven by 
-a 
e 
Py = a^ . . . ( 5 . 4 . 8 ) 
r i 
i . e . Just Poieson d i s t r i b u t i o n . 
Solut ion : Using lagrange 's m u l t i p l i e r method, we get 
H - Xo - X L r p «= - L P log Cr f p ) 
r=o r=o 
A^ £ p^ - X £ r p 
o r '^ r 
r=o r<=o 
2 P^ L - log ( r , p ) - X - X T 
r=o . r o r 
1 "^o"^r 
= I Pj, logg ( e 
r=o r I Pj, 
( 44 ) 
1 -X^ -X^ 
< Z p ( e ° "^  - 1 ) 
' 1=0 r I Pj, 
the equa l i ty holds if and only if 
1 -X.-X. 
r 
p^ = e° ^ ( r = 0 , 1 , 2 , . . . ) . . . ( 3 . 4 . 9 ) 
r ( 
Introducing t h i s value in the condit ion ( 5 . 4 . 5 ) , we have 
i .e. X 
-e 
- \ 
p = e . . . ( 3 . 4 . 1 0 ) 
r I introducing these .value in ( 3 . 4 , 7 ) , we have 
oo r -e -A 
a = Z e ^ 
r=o r/ 
-e '^-X « 1 -X(n- l ) 
= e I e 
r=l U - 1 ) ! 
- e - ^ -X 3-X 
= e e 
i . e . X = -logg a 
incroducing t h i s value in equation O . 4 . 1 0 ) , we have 
( 45 ) 
l o n 
p = e a 
^ ri 
n ' e-« 
= a 
r l 
Example 3 . The probabi l i ty density function 
f (x) > 0 , / f (x) dx = 1, ( X e R ) . . . ( 3 , 4 , 1 1 ) 
which maximize the corresponding entropy 
H = - / f(x) logg (r(x)) dx ...(3,4.12) 
subject to the cons t ra in t 
oo 
E(x^) = cr^ = / x^ f(x) dx . . . ( 3 . 4 . 1 3 ; 
i s Just the normal d i s t r i b u t i o n 
1 -xV2 - 2 
f(x) = e . . . (3 .4 .14) 
p-y 2n 
Solution : Using Lagrange's m u l t i p l i e r method, we get 
oo oo 
H-X -A(r2= / f (x)log^ f(x)dx-X / f(x)dx 
" ® 0 »oo 
( *6 ) 
- X / x^ fix) dx 
oo 
= / f (x) C-loSe ^^""^ - \ -^^J ^"^ 
= / f (x) Clog — - - - - X - Xx2 J dx 
1 -X„-Xx^ 
= / f (x) log^ ( e ° ) dx 
® f(xj 
1 -X„-Xx2 
< / lu ; r — e ° - o dx 
f (x) 
equal i ty holds If and only If 
-X -Xx^ 
f(x) = e 0 
Introducing t h i s value in equation (3 ,4 .11 ) , we have 
2 
OO oo "vX. ^ \ y 
1 = / f(x) dx = / e ** e dx 
i^**> ••/TO 
_X oo _Xx2 
= e ° / e dx 
X ~ -Xx^ 
or, e ° = f e dx 
~ -Xx^ % 
or, \^ = log ( / e dx) = log^ ( - ) 
( 47 ) 
Therelore, we have 
f(x) = e . . . ( 3 . 4 , 1 5 ) 
subs t i t u t ing t h i s value in equation (3 .4 .12) , we have 
(/- f ^^ e dx 
L « p -Xx^ 
= S x"" e dx . . . ( 3 . 4 . 1 6 ) 
fnX ^ 
bu t , 
oo «.XX^ 1 
/ x^ e dx « If 5 . . . ( 3 . 4 . 1 7 ) 
2X '^  
Prom equation (3.4.16) and (3 .4 .17) , we find 
1 
X = 
2 q-^ 
subs t i t u t ing the value of X i n e q u a t i o n (3 .4 .15 ) , we have 
1 -*V2cr^ 2 
f (x) = e , N(o, ^ ' ' ) 
0-y2n 
2 
which i s a normal d i s t r i b u t i o n with mean zero and variance g-
I 48 ) 
Example \ *. The probabi l i ty denelty function 
f (x ) > 0, / f(x) dx = 1, ( X e R ) . . .C3 .4 .18) 
which maximize the correeponding entropy 
H= - / f (x ) log ( f (x ) ) dx . . . ( 3 . 4 . 1 9 ) 
subject CO constraint 
oo 2 
E(x-^)^ « 0 - ^ = / U-H) f(x) dx . . . ( 3 . 4 . 2 0 ) 
I s Just the normal d i s t r i b u t i o n 
1 -(x-fi)2/2 u-^ 
f (x) = e . . . ( 3 . 4 . 2 1 ) 
^^2n 
Solution : Using Lagrange's mul t ip l i e r method, we get 
H-X„-X ^ 2 ^ _ J- ^(^) ^j,g^ f (^ j ^ ' \ / ' f ( x ) d x 
2 
- X / (x-M) f (x) dx 
oo 9 
= / fix) [ - l o g fix) - Xo -X U-/i) ] dx 
- 1 2 
= / f ( x ) [ l o g ^ -X„ - X (x-M) 3 dx 
® f ( x ) ® 
1 -X^-X(x-fi)^ 
= / f (x) log^ ( e ** ) dx 
® fix) 
^ 1 -X^-X(x-M) 
^ / f (x) [ e *> ^ - 1 ] dx 
f (x) -^  
the equal i ty holds i f and only if 
2 
-X - X(x-/i) 
f U ) = e ^ 
Introduciiig t h i s value in (3 .4 .18) , we have 
CO - X „ - X ( x - ^ ; 2 
1 = / e 0 e dx 
-X^ « -X(X-M) 
= e ° / e dx 
o r r, 
\ oo - x ( x - ^ r 
e ° = / e dx 
oo 
or 
^ 0 = l<"«e ^"f I ^ 
I +9 ) 
( 50 ) 
Therefore, we have 
1 -X(x-/i)^ 
f(x) = e . . . ( 3 . 4 . 2 2 ) 
Subst i tut ing t h i s value in equation (5 .4 .20) , we have 
T ^ = / {x-n/ e dx 
1 -X(x-M)' 
-1 
—  
2 1 ^ . o -X(x-M)^ 
« / U-H) e dx 
f TiX-^ - " 
1 oo -X(x-M)2 
= / (x-^) e dx . . . ( 3 . 4 . 2 5 ) 
V 7tX~ 
But 
/ (x-fi)'^ e dx = y . . . ( 3 . 4 . 2 4 ) 
2X X 
From equations (3 .4 .23 ; and (3 .4 .24J , we get 
I 
X = 
2 gr 
Subst i tut ing t h i s value in equation (5 .4 .22) , we have 
9 2 
1 -ix-iir/ 2 ^ 
f (x) = e 
( 5 1 ) 
2 
which i s the normeil d i e t r i b u t i o n i n the mean ^ and variance g- . 
Examgle 5 J The random d i s t r i b u t i o n 
n 
p > o, Z P^ = 1, r = 0 , 1 , 2 , . . . . . . ( 5 . 4 . 2 5 ) 
r=o 
, j j 1. 4v i.j -. D/, f which maximize the 
and prior d i s t r i b u t i o n q = C * <»^*-'A. 
r r 
corresponding entropy 
oo p oo 
H= - L p log -S = - I p (p / n ) . . . 0 . 4 . 2 6 ) 
r=o q_ r=o ^ ^ ^r 
sub;)ect to the constraint 
n 
a = i r p . . . ^ 5 . 4 . 2 7 ) 
r=o 
i s g iven by 
„r n-r 
n = "c P ^ . . . ( 3 . 4 . 2 9 ) 
r r 
i . e . Binomial d i s t r i b u t i o n . 
Solut.ion : Using Lagrange's m u l t i p l i e r method, we ge t 
n P n n 
"-^o-^a = - ^ Pj, l o s ( —) - X^ I P^ - X Z r p^ 
r=o <3r ^ ° ^ ° 
( 52 ) 
= I P^ ( log 2i: - X - X ) 
r=o "• p^ 
n ^r -X - X 
= £ P^ log ( . - e *» '^  ) 
r=o "" p_ 
n ^r -X^ - X^ 
< Z p^ i - e ° ^ ) _ | 
~ r=o ^ Pj. 
equal i ty holds i f and only i f 
^r -X^ -X, 
P 
e ° '^  = 1 
or 
-X„-X „ -X„-X^ 
P r = q^ e o = «c^ e ° ^ . . . ( 3 . 4 . 2 9 ) 
n 
introducing t h i s -value i n L p = 1, we get 
r=o 
n n -X -X „ 
1 = Z P = 5 : e ® ^ " c r r r=o r=o 
= e ° E e ^ \ 
r=o ^ 
-X -X n 
= e ° ( 1 + e ) 
K '>< ° 
or e '^  = ( 1 + e ) 
( 53 ) 
therefore, 
n n „ -A - X 
a ^ I r p ^ L a - ^ J e ° ^ 
r=o r=o ' 
n „ i -X 
I r \ - ^ - e r 
r=o ^ 0 
e 
E r "c 
n n-1 , r 
(1 + e"^) ^ ^ ^~1 
or a -w n-1 
- = ( 1 + e"^) 
" (1+ e"^ ) " 
(L+e"^) 
or e~^ = 1 
Bubetituting these values in equation (3 ,4 .29) , we get 
Cl+e • ' ' ) ' ' 
( 54 ) 
0, n n r 
"C^ ( - ) ( r - 1 ) 
" a^ 
n-r a n-a r 
"c ( — ) 
r 
^ n-r n 
n 
a n - r a r 
^C^ ( - ) ( 1 - - ) 
r n n 
~ 'Cj. P q ~ t where p = 1-a/n 
q = a/ 
^ ' n 
i . e . Binomial diEitribution. 
5•5 l^e_Ptoblem_of_5en8it^_E8timation 
Let X,, X , , , , , JC are random sample, our problem i s to 
estimate the p robab i l i ty density function g(x ,0) of the 
population from which the sample i s drawn. There are two cases 
( i ) Parametric est imation 
(ii)Non-parametric es t imat ion . 
( 55 ) 
5.5.1 farametrlc^Eetlmatlon : 
If the functional form of the p robab i l i ty denFity function 
g i s specified and 9 i s unknown, our problem reduces to tha t 
of est imation of 6. This i s the problem of peurametric est imation, 
and i t i s known that Minimum Discrimination Information pr inc ip le 
leads us to the method of mcuclmum l ikel ihood for the parajnetrlc 
es t imat ion . The lAinimum discr iminat ion Information method i s as 
follows. 
If the sample values are arranged in ascending order 
•^(l) - ^ ( 2 ) - * ' ' - ^ ( n ) * then a sample cumutatlve d i s t r i -
bution function, F (x) i s defined ae 
0 i f X < X ^ j 
1 i ^ ^ ^ ^ ( n ) 
. . . ( 3 . 5 . 1 ) 
We want to determine 9 so tha t g and f (probabi l i ty 
density function corresponding to Fix)) are as closed to each 
other as poss ib l e , thus we maximize 
( 56 ) 
f (x ) 
I ( f , g ) = / f U ) log dx 
g(x) 
oo 
= / f (x ) ) log f ( x ) - l o g g(x)^ dx 
= / f (x) log f (x ) dx- / log g ( i ) d n x ; 
w i n 
/ f (x) log f(x;dx - - £ log g ( x , e ) 
-oo n i = i 
a 
/ fU)iog i:(x)dx - i logTl" g(x,e) 
n i = i 
1 
= / t{x) log f(x)dx - - log L(xj^ ,X2, . . . ,x^,e) 
. . . ( 3 . 5 . 2 ) 
where L l a the l ikel ihood funotion. Minimizing d i rec ted 
divergence i s therefore equivalent to minimizing the. l ikel ihood 
funct ion. Thus F i s h e r ' s p r inc ip l e of maximum likel ihood can be 
deduced from the minimum Directed divergence p r i n c i p l e , 
3,5,2 Non;Par^metric_£!stimation ; 
In most p r a c t i c a l cases the funct ional form of probeb i l i t y 
density function g i s not known. Thus our aim i s to est imate 
( 57 ) 
not only parameters but a l so the functional form of p robab i l i ty 
densi ty fu net I or . This problem i s known as that of non-parametric 
density es t imat ion . 
Several method for i t s so lu t ion , such as Parzen window 
funct ional approach and the K^-nearest neighbour approach have 
been proposed. We d iscuss here the method of maximum entropy 
p r i n c i p l e . 
3.5,3 ?!ji_i5^^1E?_^l?!H££_Pi5i£t^*itiSI? 
If the sample values are arranged in ascending order to get 
the order s t a t i s t i c s 
^(1) - ^(2) r ••• - ^(n) 
Let ^ ( i ) » ^ (2 ) » • • • ' " ^ n-1 ®^ ^^^ intermediate values 
to be determine l a t e r , such that 
< ^ n - l < ^n < " , . . ( 3 . 5 . 3 ) 
*e define the n open i n t e r v a l s Ij^, I 2 , . . . , I as follows : 
K 58 ) 
( " ^ n - l ' ~ ^ . . . ( 3 . 5 . 4 ) 
here I , and I are unbounded and the remaining n-2 are 
bounded i n t e rva l s the probabi l i ty masp i n each i n t e r v a l i s 
asBumed t o be 1 /^ . Thus i f f ( i ) i s the probabi l i ty density 
function then on put t ing 
^ = - ~, ~^ = ~ , we have 
/ f(x) dx = 1/^ , -1 = 1 , 2 , . . . , n . . . ( 3 . 5 . 5 ) 
^ i 
f 
^ i - 1 
If we assume that the condit ional mean of A given X e I . 
to be ^ . , then 
^ i ^ i 
/ x f ( x ) d x | / f (x ) dx « fi i = l , 2 , . . . , n 
Vl ^^ -^  
or 
1 
/ X f (x ) dx = M^/n, i = 1 , 2 , . . . , n . . . ( 3 . 5 . 6 ) 
^1-1 
equations (3 .5 .5) and (3 .5 .6) give some knowledge about f U ) , 
but t h i s i s noc enough to determine f (x ; . Appealing to the 
( 59 ) 
principle of maximum entropy. We want to maximize 
oo n ^ i 
- / f (x) log f(x) dx = - E / f(x) log fCx)dx 
. . . 0 . 5 . 7 ) 
subject to constraints 0 .5 ,5) and (3,5,6), this gives 
f(x) " A^  exp (a^x) , ~^^_i < x < ^ ^ . . , (3.5,8) 
meiking use of (3.5.6) and (3,5.7), this gives on taking 
aj^  > 0, a^ < 0 
/ A^  exp (a^x) dx = 1/^ 
^i-1 
or A. .^  [ ] 
^ ^i-l ^ ° 
A ^ " ^ 1 ^ ^ i - l 
we get 
~ i [ e . e 3 = V„ 
^i 
exp (aj^  ~ j^^ ) 
1^ = H / r... ^ 0 = --' V - J 
1^ I 
expCa^^^) 1 I . . . ( 3 . 5 . 9 ) 
A S—5- = - Since a < o 
n n . J n 
"^n 
( 60 ) 
and 
exp (a^ %j^) - exp (a^ j^ ^^ +j^ ) ^ 
A = - ,i=2,3,...,n-l 
n 
...O.b.lO) 
from (3.4.6) 
^ 1 ^ f 
/ X A exp (a.x) dx = —= 
3^X ^1 ^ /l-
A [( X ) . / ^ dx ] 
= A, [ ( X ) - ->2. ( e ) ] 
' a, ,^_, af ^i.i 
^ i 1-1 
= i^  [ 
. _ L ( e^i ^ i - e^^^h] 
2 
^ 1 /ij. 
n 
Thus we get a, "^ , „ -c 
A^ C j-]= I 
n n 
( 61 ) 
and 
=1^ 1 X .^"^i-i A ^ i . ^ ^ 1 -
^le^ ^ - V l « ^ e ^ •'-e 
1 
M. 
i=2,3,..., n-1, ...(3.5.12) 
equation (3.5.9)f (3.5.12) give 2n equa ions to determine 2a 
constants Aj^ » J^t»,,t ^^ J Si^t ag***** ^n ^ terms of 
~^1» '^2*'"* ^ n - 1 * Jt j^ » ^ o * • • • » ^ n ' 
Also from equation (3 .5 .9) and (3 .5 ,11) , we get 
\ ' Va^ - Mj, ~^n . i - Va^ = M^  . . . ( 3 . 5 . 1 3 ) 
subs t i tu t ing i t in equation (3.4-.9), we get 
( ) 
c - - - - - - 1 
1 1 "^l-^l 
Similarly _, 
^n-1 
r ] 
1 1 ^n- ^n-1 
A = . ~ . e . . . ( 3 . 5 . 1 4 ) 
^n ^n-1 
( 62 ) 
th is gives the two t a l l distr ibution as 
1 I X - ^ ^ 
. . . 0 . 5 . 1 5 ) 
1 1 ^ n - 1 ~ X 
f(x) * - . — exp [ ] , 
'^  ^n' ^n -1 V ^n-1 
n-l ^ * ^ " . . , (3 .5 .16) 
Also from (3.5.10) and (3.5.12), we get 
exp (a^  \ ) "^ -^exp (a^^^.i) ^i^i 
1 
1^ exp (a^^ ^ ^)-exp (a^  i-i^ 
,1=2,3,..., n-1 ...(3.5.17) 
equation (3.5,17) determine a^, a , , , , . , a j^  and 
substituting these values In (3.5.10), we get the values of 
With the nelp of &2* ^»«»»» ^^.x ^ ^ ^ » ^y»"t ^n~l 
we can also estimate f(x) In the Interval I _ , I _ , , , . , I . . 
c. 3 n—i 
C 63 ) 
3,4.4- Determination of "^  j^t "^  2'• • •' ^  n-L 
(a) The requirement that f(x) should be continuous at all 
points give (n-1) equation to determine ^i* ^n*'"* ^n-l 
viz A^ exp (a^^ \j^) = A^ ^^ j^  exp (a^ .^j^ , "^^) ...(3.5.18) 
, i = l , 2 , , . , , n - l 
equation ( 3 . 5 . 9 ) - ( 3 . 5 . 1 2 ) and ( 3 . 5 . 1 7 ) w i l l have to be solved 
by i r r i t a t i v e methods. Yet the process w i l l lead to a continuous 
maximum entropy p r i n c i p l e d e n s i t y . We c a l l t h i s a s maximum 
entropy dens i ty I(I4SI)I) and the d t s t r i b u t i o n e x i s t only i f the 
"^ ' s determined by equation ( 3 . 5 . 1 8 ) and s a t i s f y ( 3 . 5 , 3 ) . 
(b) Another method of choosing ^ i » ^ 2 ' ' * * ' ^ n - i ^^ "°* 
to i n s i s t on cont inuity of f ( x ) , but to i n s i s t on maximum 
entropy. The entropy i s g iven by 
n "^i 
S = - I / -^ A exp ( a x ) log A. exp ( a . x ) dx 
i = l ^ i -1 i i i i 
= - - [ Z log A. -^ l a x ] 
n i = l •*• 1 = 1 ^ 
. . . ( 3 . t . l 9 ) 
( 64 ) 
Recognizing Aj^ , A ^ , . . . , A^ and a^, &^t,,,t a^ as a function 
of ^ ' B , we choose * ^ ' e so as t o maximize S subject to (3 ,5 .3) 
being s a t i s f i e d . This wi l l lead t o a discontinuous densi ty 
function, but a continuous comBlulative density funct ion. 
However t h i s will ensure maximum possible entropy and we ca l l i t 
maximum entropy densi ty I I , (MEDII). 
(c ) A th i rd method i s Just to choose 
^1-Vi 
^^ = , 1 = 1 , 2 , , . . , n-1 . . . ( 3 . 5 . 2 0 ) 
Prom t h i s we find a d i sc re te maximum entropy p robab i l i ty density 
function and r e l a t i v e l y i t i s easy to c a l c u l a t e . However, i t 
may very well be sub optimal. 
Recently Theil {] 21 ] and h i s coworkers have given a method 
for density est imation based on maximum entropy p r i n c i p l e , 
3,6 Go^arisonjwit^hJU^heiP B_ifcximm-Entrog^ 
The maximum entropy pr inc ip le has also used by The i l f2l ] 
but the basic s t ructure of h i s model i s d i f fe ren t ,he a l so uses 
an order sample and takes the probabi l i ty mass in each of the 
( 65 ) 
i n t e r v a l of equation (3 .5 .5) to be 1/^ . He does not assume aiy 
knowledge of the means of the (n-2j bounded i n t e r v a l s and as 
such he g e t s a uniform d i s t r i bu t i on for each of these in te rva l 
with mean ( '^ j^ + ^z^^Z' ^^ *^ ® ^^^ i n t e rva l I i = 2 , 3 , . . . , n - l ) , 
He fur ther assume tha t the over a l l mean i s prescribed 
and equal t o (x, + x + . . .+ x ^ ) / , BO tha t i f x i s the 
mean of the i i n t e rva l then 
1 ^ 1 
'1 * X, ^- ( V \)^.. .^ :^ '^n^' Vi^ 2 
1 
= - (Xj^  + Xg +...-^ x^; . . . ( 3 . 6 . 1 ) 
He fur ther assume that 
( i ) X, and X are the weighted mean of x. , x_ and 
X j ^ , X respec t ive ly , 
( i i ) X. i s a weighted mean of x^^j^. x. » ^^^\ i = 2 , 3 , . . . , n - l 
( i i i ) ^ . i s a symmetrical different lable function of 
^1—1* ^ • 
Using a l l these assumptions he obta ins a d i s c r e t e density 
( 66 ) 
function with n components. The density function components 
in the unbounded i n t e r v a l s aire exponential and are uniform in 
the bounded i n t e r v a l e , there are Jumps at '%^t ^ 2 ' « " » ^n-1 
and a t ^ i . "^ h^ie density function i s reduces to lerp than half 
and a t "^ i ^* increases to more than dohble. 
Now we ca l l Theil maximum entropy d i s t r i b u t i o n as MEDIV, 
The po in t s of comparison with our d i s t r i b u t i o n s are 
(a) The maximum entropy pr inc ip le i s used in every case but 
s t ruc ture of our model are d i f fe ren t and as such the maximum 
entropy d i s t r i b u t i o n s obtained are na tura l ly d i f f e r en t , 
(b) Though the cumulative density function i s continuous in 
each case. The maximum entropy d i s t r i b u t i o n 1 i . e . MEDI 
i s continuous, while ifcJJiI, AED I I I and UED IV are 
d i s c r e t e , 
(c) Theil makes these assumptions ( i ) - ( i i i ) , above, while we 
assume that the mean of the i i n t e r v a l i s x^ ,^ 
(d) In the special case ic\= 2. The i l ' s d i s t r i bu t i on i s i n d e t e r -
minate and an extrapole. t ion argument i s used to determine 
i t uniquely but our d i s t r i b u t i o n s are uniquely determine in 
t h i s case . 
CHAPIiA-IY 
JWIU SrE A^DI SC AUGE 
Suppose a random experiment *o whose poss ib le outcomes 
X e )f are the values of a random var iable x , whose d i s t r i -
but ion depends on an unknown parameter 9, the only Information 
i s that i t belongs to a set @ of admissible values of 9, 
The experiment 6 i s conducted to produce information about 9 
through X . 
We wi l l s t a r t with some value of 9, may be more probable 
then o the r s . So i t seems quite na tura l to assume that the element 
of 9 of (H) are themselves the values of a random variable 9 
having a p r i o r d i s t r i b u t i o n defined on ( H ) , 
In t h i s chapter a measure of information, Zaheeruddin [ 2 3 ] 
i s discussed, provided by an experiment € by cOTiparing the 
pr ior and pos ter ior d i s t r i b u t i o n s of 9, through Jfettusi-a's 
measure of distance [ 14 ] between two d i s t r i b u t i o n s . 
( 68 ) 
4,2 M9asure_of_Informatioa : 
l e t the set of a l l poseible values of x , i . e . the set 
of a l l outcomes x of e i s denoted by li , and the possible 
dls t r ibut : ions of x w i l l be character ized by a family of 
p robabi l i ty dens i t i e s [ p U ) |e), 6 6 HJ with respect to a 
common dominating measure, in t eg ra t ion with respect to which 
w i l l be denoted by dx : Lindley [ 1 5 ] , Further suppose that 
the elements of set ( ^ i s themselves regarded as possible 
values of a random var iable 9 having a pr ior d i s t r i b u t i o n 
defined over (H) and l e t p(9) denote the general ized densi ty 
of 9 with respect to a dominating measure, denoted by d9 : 
Lindley [ i s ] . Then p(9) and |^p(x | 9 ) , 9 e (H)j together y ie ld 
a j o in t density function p(x) j9) of x and 9 and the marginal 
density function of x i s gi \«n by 
|)(x) = / p(9) p U | 9 ) de 
and the pos te r io r density p (x |9 ) i s (by Baye's Theorem) 
p(9 |x) = p ( 9 ) . p (x |9 ) / p(x) 
= p ( x ) . p ( x ) 9 ) | / p ( 9 ) . p l x | 9 ) d9. ® 
( 69 ) 
now we shal l compare the p r i o r and pos te r io r d i s t r i b u t i o n s 
to obtain a sui table measure of information provided by a 
single observation x on x . The measure i s obtained by 
ca lcu la t ing by ca lcula t ing half of the square of Matusita' s 
measure of distance [ i*^  1 between the p r i o r and p o s t e r i o r s , I . e . 
1 2 
M(x) - I / ( / p ( e | x ) - f p(x) ) dx . . . ( 4 . 2 . 1 ) 
This i s taken as a neasure of information provided by a single 
value x of x . I t s averaged value r e l a t i v e to the marginal 
d i s t r i b u t i o n of x denoted by M( 6 ) wi l l be taken as the 
information provided by the experiment ^ . 
Now we obtain a new measure of information, Zaheeruddin 
[ 2 3 ] as 
Ml, £ ) = fix IMU)) = / pU) i / ap(e|x;-
2 
- fp(9)) de dx 
1 2 
^^ ' J J frCx.e) - /CpujpCe) ] dxde ...(4.2 
(D 2 H 
1 
= - / / (ip(*,e)+p(x)p(e)-2yp(x,e)p(x)p(9)]dxde 
2 3t (g) 
( 70 ) 
= i [ 1 + 1-2 / / y p(x,e) p(x) p(e)] dx de 
2 •• 5< (g) 
= [ 1 - 4 JT V pU,9) pU)p(e j dx de . . . U . 2 . 3 ) 
Remark ', I t i s qui te na tura l tha t i f we go on talcing more and 
more observation on x , we should be g e t t i n g more and more 
information i . e . r e p e t i t i o n of experiment €. should add to our 
knowledge about 9 , So any reasonable meaaire of information 
provided by £ should increaee as ^ i s repeated. 
Thus we w i l l show that M( t ) has t h i s proper ty . 
In more general c a s e , suppose ^x , n = 1 , 2 , , , . , | i s a 
s tochas t ic process and suppose that ^^ consis t of observing 
( x , , . , . , *-)» then we wi l l show tha t M( t _ ) i s a non-decreasing 
function of n . 
Theorem 4,2 .1 : Zaheeruddin [ 2 5 j 
M( ^ n ) > M ( <^^_^) 
^ o o f : Let x^ = (Xj^, x ^ , . . . , x^) i s the f i r s t n elements 
, n 
of the s tochas t ic process | x . , i = 1 ,2 , , . , 7 and X i s 
the t o t a l i t y of x^. Also P^5.ji|9) "^^ 1 p(x ) denote the 
( 71 ) 
c o n d i t i o n a l and marginal d i s t r i b u t i o n s on x^, then 
1 
MC e )^ = - / /^ ^ ^ [ y p(x^,e - ^pU^.pO)] dx^ de 
" (H) ' " 2 Cu\ ^ ( n ) 
1 ^ 2 
= - / P ( e ) / (n) C V P ( X |9) - y p U „ ) ] dx de 
2 (H) ^ -n -n 
1 , P^^nlQ> 2 
= - / p(e) / [i 1 ] p(x„)dxde 
2 (g) ^in) p(x^) 
' - f l -
; ^ e f ^ , < 'V^' P<in) <^ n 3 . . . (4 .2 .4) 
2 ^ ( n ) 
where 
p(£„ I e) 
^ " ^ " " p ( x ' ) 
Now cons ide r the p r o c e s s V Y , n = 1 , 2 , . . . 2 employing a r e s u l t 
due to 1 Doob C "^  1 • example 3 , P,93 j , we f ind t ha t t h e 
p r o c e s s ^ Y 1 i s a AJartangale r e l a t i v e to the d i s t r i b u t i o n s 
det;ermliied by f p U ^ ) . n = l , 2 , , . . j , z ^ = ( i f ^ _ - l ) ^ i s a 
con t inuous convex func t ion of Y , i t f o l lows from a convergence 
theorem Meortiangle, Doob C "^  ] ^^^^ l ^ n ' " ~ ^ » 2 , . . , ' y I s 
semi-mar t ingale implying t h a t 
( 72 ) 
^(n) P^in^ ^n ^in ^ -^.^(n-l) ^ ^ ^ - 1 ^ V l ^ n - 1 
and I t follows from (4 .2 ,4) that 
In p a r t i c u l a r , i f x , , x ^ , , . , , ^n»• • . denotes outcomes of 
independent r e p e t i t i o n s of the experiment S » then M( ^ ^ ) i s 
a non-detreasing function of n . 
We wi l l now study the consequences for f ixing a ta rget for 
the amount of information desired and continue experimentation, 
( i . e . r e p e t i t i o n of experiment E ) t i l l the ta rge t i s a t t a ined . 
Consider a s tochast ic process \^i* ^ ~ l » 2 , . , . l and 
le t ^n^^l* ^ 2 ' " * * ^n^ denote a r e a l i z a t i o n of f i r s t n 
elements of t h i s p rocess . Let p(9 |x ) i s the pos t e r io r 
density function of 9 af te r r e a l i z a t i o n of x Then from 
equation (4- ,2 , l ) , we have 
M(x^) = - / [ \fp(e|x ) - /p (9) ] 6B 
^ (B) 
( 73 ) 
= - / rp(e|x^) + p(e) -2 f p(9k ) p(e) ] de 
2(H) 
^ 1 - / f pCe|x ) .p(9) de 
® 
where M(x^) i s the laformation provided by x^ about 9 
-n ' n 
and i t seems reasonable to adopt the following optimal stopping 
r u l e . 
" Continue experimentation t i l l ^^^^^ ^ ^ ^^^ ^°P ^s soon as 
t h i s inequal i ty i s v io la ted " where k i s the pre-assigned 
ta rge t for desired information, 
4 .3 .1 Con8ec[uence8__of _^timal_Sto££in§_Rule 
We Bhall f i r s t consider the consequences of adopting such 
a ru le when 0^  takes only two va lues . 
Theorem 4 , 3 , 1 . In case when 9 takes two values 9, and 92 
with p r io r p r o b a b i l i t i e s a and ( l - a ) , the optimal stoping ru le 
leads to procedure equivalent to the sequent ia l p robabi l i ty 
r a t i o t e s t , provided the constant k appearing in optimal 
stopping ru l e . s a t i s fy ing the condit ion 
0 < k < I - max [ fa, f 1-a ) . . . ( 4 . 3 . 1 ) 
( 74 ) 
Proof ; The optimal etopplug ru le a s s e r t that we continue 
experimentation so long as 
2 
1 - £ f p( 0 = e^ |x^) p( 1§ = e^) < k 
«= 1- ^ a p(e = e^^lx^) + V Ci-a) pC^eglx^) < k 
or 
I . e . 
i . e . 
f a p ( e = e^|x^) + / (1-a) p ( 9 = 62 |x^) > (1-k) 
V^  ay + y (1-a) (1-y) > (1-k; 
h(y) > (1-k) . . . ( 4 . 3 . 2 ) 
where 
y = p ( e j x ^ ) , p(82l^n^ = ^^-^^ 
and 
h(y) = f ay + V (1-a) (1-y) 
note that • < 7 >^ and i t can be eas i ly ver i f i ed that h(y) 
i s a concave function of y taking i t s iLaximum value h(a) 
a t y = a. Therefore for any choice of (1-k) s a t i t f j i n g 
max {Va , V 1-a] < 1- k < 1 . . . U . 3 . 3 ) 
( 75 ) 
the equation h(y) = l-k wi l l have t?/o r o o t s r^ ^ ®^ "^  ^2 ^^^ 
h(y) wi l l remain above the l ine y = l-k for rj^ < y < r^. 
Therefore condit ion (4 .3 .2 ) i s equivalent to 
rjL < y < ^2 . . . ( 4 . 3 . 4 ) 
i . e . we consider experiment so long as 
rj^ < P ^ e = e i l £ n ) < ^2 . . . ( 4 , 3 . 5 ; 
How reca l l i ng that 
p(e = G j x ^ ) = • 
We find t h a t (4 .3 .5) reduces to 
pCxjG^) 
A< < 6 . . . ( 4 . 3 . 6 ) 
pUje,) 
where A and B are constants depending on r , , r^ and a. 
Therefore the optimum stopping procedure leads t o the 
continuation of experimentation so long as equation (4 .3 .6 ) 
holds , and i t i s equivalent to sequential ^probability r a t i o 
t e s t procedure. 
( 76 ) 
The condition (4.3,1) of the theorem follovvs from equation 
( 4 . 3 . 3 ) . 
Now we wi l l eJtamine the consequences of adopting the 
optimal stopping rule when 9 takes three values 92 f^92» ^^'^ 
9 , , with p r o b a b i l i t i e s a, p and ( 1-a-p) r e spec t ive ly . 
In previous case we can eas i ly ver i f ied that h(x ,y) i s 
concave function of x and y, where 
X = p( 9 = 9^ I x ^ ) , y = p(9 = 9^ )x^) 
and 
h U . y ) = y ax + fpy + f (1-a-p) (1-x-y) 
Thus {^-ft(x,y)j iB convex function of x and y the. optimal 
stopping rule leads to continue experimentation BO long as 
1- f ox + f py + y (1-a-p) (1-x-y) < k 
1- h(x,y) < k 
i.e. {-h (x,y)] < k - 1 
here the posterior distribution p{Q = Q^li^)* (i=l»2,3) may 
( 77 ) 
be repreeented by a point in an e q u i l a t e r a l t r i a n g l e of uni t 
height £uad the die tances of t h i s point from each side wi l l be 
p(e = 0* l ^ ) » ( i - l-»2,3 ) . As ^-hix.y)} iB a convex function 
of i t s argumente, i t follows that for suf f ic ien t ly large values 
of (k-1) the regioujB of values of p(§ = 9. |x ) for which 
experimentation wi l l terminate wil l be three conguent convex 
regions at the corners of the t r i a n g l e , Llndley f 4 3 j , 
IhiB r e su l t may be extended to the case where 6 takes m 
values , when m i s a f i n i t e i n t ege r . 
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