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ABSTRACT
THE SOURCES OF BEHAVIORAL REINFORCEMENT: AN EXAMINATION OF
NONSOCIAL REINFORCEMENT THEORY
Heather Tolle
April 27, 2017

This dissertation attempts to gain a better understanding of the means by which
deviant behavior is perpetuated. Nonsocial reinforcement theory proposes that behavior
is reinforced by psychological, physiological, and social rewards of the behavior. This
reinforcement of the behavior causes the frequency of the behavior to increase.
Specifically, when an individual uses marijuana, the psychological and physiological
rewards gained from the behavior can lead the individual to continue using marijuana
over time. This dissertation will test this reciprocal impact of increased psychological
and physiological responses leading to an increase in the behavior. Data from the
National Longitudinal Study of Youth Children and Young Adults Survey (NLSY79
Child) was utilized from years 1996 and 1999. The sample was filtered to only those
individuals between the ages of 14 and 20 during the 1996 year. Measurements of
marijuana use, risk taking as a means of physiological rewards, and self-esteem as a
measure of psychological rewards were examined during both years along with
demographic factors of sex, age, race, and socioeconomic status. Structural equation
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modeling was used to test the longitudinal model of nonsocial reinforcement theory.
Findings from the first wave of data collection suggest that individuals with a higher
preference for risk taking are more likely to use marijuana. Findings from the second
wave show a relationship between low self-esteem and high risk taking. The longitudinal
reciprocal effects were not supported in the current analysis. The two-year time frame
utilized in the study may be too long to examine the reciprocal effects. Regardless, the
impact of self-esteem and risk taking propensity in influencing behavior can be utilized in
interventions to help reduce deviant behavior. The additional information learned about
how behavior is reinforced can be used to create new and innovative interventions to
break the cycle of reinforcement and reduce marijuana use.

vi

TABLE OF CONTENTS

DEDICATION ................................................................................................................... iii
ACKNOWLEDGEMENTS ............................................................................................... iv
ABSTRACT........................................................................................................................ v
LIST OF TABLES ............................................................................................................. ix
LIST OF FIGURES ............................................................................................................ x
CHAPTER I INTRODUCTION ........................................................................................ 1
CHAPTER II LITERATURE REIVEW ............................................................................ 6
Overview ......................................................................................................................... 6
Marijuana Use ................................................................................................................. 7
History of Marijuana Legality .................................................................................... 7
Prevalence of Marijuana Use ...................................................................................... 9
Consequences of Marijuana Use............................................................................... 10
Etiological Factors of Marijuana Use ....................................................................... 13
Nonsocial Reinforcement.............................................................................................. 15
Historical Origins ...................................................................................................... 16
Theoretical Constructs .............................................................................................. 16
Direct Effects of Theory Constructs ......................................................................... 18
Empirical Evidence for Nonsocial Reinforcement Theory ....................................... 20
Summary of Literature .................................................................................................. 24
Current Study ................................................................................................................ 25
CHAPTER III METHODS ............................................................................................... 29
Overview ....................................................................................................................... 29
Design ........................................................................................................................... 30
Missing Data ............................................................................................................. 31
Measures ....................................................................................................................... 32
Analysis Plan ................................................................................................................ 36
vii

CHAPTER IV RESULTS ................................................................................................ 44
Overview ....................................................................................................................... 44
Step 1 ............................................................................................................................ 45
Step 2 ............................................................................................................................ 47
Step 3 ............................................................................................................................ 54
Step 4 ............................................................................................................................ 56
Step 5 ............................................................................................................................ 60
Summary ....................................................................................................................... 68
CHAPTER V DISCUSSION ........................................................................................... 70
Overview ....................................................................................................................... 70
Implications for Nonsocial Reinforcement Theory ...................................................... 71
Implications for Criminal Justice .................................................................................. 74
Future Research ............................................................................................................ 78
Limitations .................................................................................................................... 82
Conclusions ................................................................................................................... 84
REFERENCES ................................................................................................................. 86
CURRICULUM VITA ................................................................................................... 101

viii

LIST OF TABLES

TABLE

PAGE

1. Fit Indices………………………………………………………………………….40
2. Descriptive Statistics……………………………………………………………....45
3. Correlation Coefficients…………………………………………………………...48
4. Confirmatory Factor Analysis Factor Loadings…………………………………...54
5. Cross-sectional Structural Model Analysis………………………………………..56
6. Indirect relationships in Cross-sectional Models………………………………….58
7. Modified Longitudinal Structural Model Analysis………………………………..61
8. Indirect Relationships of Nonsocial Reinforcement………………………………63

ix

LIST OF FIGURES

FIGURE

PAGE

1. Reciprocal Effects Model…………………………………………………………..26
2. Confirmatory Factory Analysis…………………………………………………….38
3. Single time series path analysis…………………………………………………….40
1. Longitudinal reciprocal effects……………………………………………………..42
5. Modified Reciprocal Relationship Model………………………………………….60
6. Modified Reciprocal Relationship Model with standardized coefficients…………65

x

CHAPTER I
INTRODUCTION

Marijuana has been the most frequently abused illegal substance in the United
States, particularly among adolescents and young adults. Use and abuse of the substance
has remained high over the years (Center for Behavioral Health Statistics and Quality,
2015). Nearly 81% of those using an illegal drug were using marijuana, and most (65%)
were using marijuana exclusively (Substance Abuse and Mental Health Services
Administration, 2014). Marijuana arrests accounted for 42.6% of all drug-related arrests
in the US in 2005 (Common Sense for Drug Policy, 2007). The federal cost of attempts
at disrupting the marijuana drug trade has been estimated at $2.6 billion per year. Police,
judicial and corrections expenses related to marijuana prohibition account for nearly $5.1
billion of federal and state funds (Miron, 2005). The large expense of enforcing federal
prohibition laws and the continually increasing use of marijuana necessitates novel
approaches to interventions for cessation and abstinence from marijuana use.
In 1970, the Controlled Substance Act was passed by congress which divided
controlled substances into five different categories, or schedules based on the drug’s
potential for abuse, addictive qualities, and medical utility (Drug Enforcement
Administration, n.d.). Marijuana has been classified as a Schedule I controlled substance
indicating it has no medicinal value and a large potential for abuse. Other drugs in this
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category are heroin, ecstasy, and LSD (See Khatapoush and Hallfors, 2004 for a review
of marijuana legislation in the US).
Use of marijuana has been connected to many negative outcomes. Immediate
physiological impacts from marijuana use include impaired driving while under the
influence (Rogeberg & Elvik, 2016) and impairments in learning and memory (Grant,
Gonzalez, Carey, Natarajan, & Wolfson, 2003). Long term use can lead to increased risk
of lung cancer and other health risks (Imtiaz et al., 2016). Marijuana use has also been
associated with negative social outcomes such as lower educational levels, less
participation in social activities that don’t include drug use, and fewer non-drug using
relationships (Meshesha, Dennhardt, & Murphy, 2015; Patton et al., 2007). A connection
has been found between marijuana use and higher rates of deviant behavior (Derzon &
Lipsey, 1999; Moore, Stuart, & Meehan, 2008; Patton et al., 2007). Despite our
knowledge of the consequences of marijuana use, increasing prevalence statistics indicate
that interventions to reduce or prevent marijuana use may not have been effective
(Azofeifa et al., 2016). More research is needed to determine the factors influencing
decisions to use marijuana, which can then be translated into better formulated
interventions to reduce use and prevent the negative consequences of use.
Various criminological theories have been utilized in an effort to increase our
understanding of the motivating factors that lead to marijuana use. Learning theories
have provided strong evidence of the causal mechanisms in which behavior is learned
(Akers & Jensen, 2006; Akers, Krohn, Lanza-Kaduce, & Radosevich, 1979; Pratt et al.,
2010). Differential association theory as proposed by Sutherland (1947) argued that
individuals learn deviant behavior in the same way any other behavior is learned.
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Burgess and Akers (1966) reformulated differential association theory to improve the
testability of the theory and proposed that we learn behavior through others, who then
reinforce this behavior. Akers (1985) further expanded on the theory and proposed social
learning theory. Social learning theory suggests that all behavior is learned, including
criminal behavior, through reinforcement. Akers focused mostly on the social
reinforcement of behavior stating that nonsocial reinforcement would be limited to the
physiological realm rather than behavioral (Akers, 1994). Despite Akers’ (1994) view,
Wood, Gove, Wilson, and Cochran (1997) have made a convincing case for the
reinforcing nature of nonsocial rewards in their Nonsocial Reinforcement Theory.
Wood et al. (1997) proposed that habitual behavior is reinforced not just by social
rewards proposed by Akers (1985), but also by nonsocial means of internal psychological
and physiological rewards. Physiological reinforcement of behavior is derived from an
individual’s preferences for sensation seeking and risk taking drives that are unique to
each individual. Some individuals derive more enjoyment from risky situations than
others. This enjoyment is an internal reward for the performance of behavior, leading to
an increase in risky behavior (Wood et al., 1997). Wood and colleagues (1997) nonsocial
reinforcement theory based psychological reinforcement of behavior on the internal
meaning and positive psychological connections the individual feels after the behavior.
Some individuals may have their sense of identity connected to their commission of
crimes, hence commission of crimes will give a boost to the individual’s psychological
well-being, or self-esteem, rewarding the behavior and increasing the likelihood of the
behavior in the individual (Wood et al., 1997).
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While Nonsocial Reinforcement Theory has yet to be fully tested, the literature on
the theory has been growing, and supporting the idea that nonsocial reinforcement has a
great influence on behavior (Brezina & Topalli, 2012; Cooper, May, Soderstrom, &
Jarjoura, 2009; Higgins, Jennings, Marcum, Ricketts, & Mahoney, 2011; Higgins,
Mahoney, & Ricketts, 2009; Jarjoura & May, 2000; May, 2003; Schaefer, 2016; Stevens,
May, Rice, & Jarjoura, 2011; Wood et al., 1997). Additionally, there have been
numerous studies examining the connection between deviant behavior and risk-taking or
sensation seeking (Brezina & Aragones, 2004; Romer & Hennessy, 2007; Ruedy, Moore,
Gino, & Schweitzer, 2013; Wood, Cochran, Pfefferbaum, & Arneklev, 1995; Wood,
Pfefferbaum, & Arneklev, 1993), supporting the influence of physiological rewards on
behavior proposed by nonsocial reinforcement theory.
The inclusion of nonsocial reinforcement elements as an explanation for how
behavior is learned and perpetuated gives a more complete picture of the influences on
behavior. The reciprocal loop proposed by Wood and colleagues (1997) whereby the
psychological and physiological rewards of the behavior contribute to its continuation has
not yet been empirically tested. This dissertation tests the reciprocal loop suggested by
nonsocial reinforcement theory. A confirmation of the influence of reinforcement from
psychological and physiological rewards of a behavior would lead to a better
understanding of behavioral choices. The increased understand can provide a new
avenue for interventions for deviance avoidance and cessation. In order to test this
theory, data will be analyzed from the National Longitudinal Survey of Youth 1979 Child
and Young Adult Survey. The longitudinal survey followed the children of the women
surveyed in the National Longitudinal Survey of Youth 1979. The use of this
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longitudinal data set will allow for the examination of physiological rewards,
psychological rewards, and marijuana use at multiple time points. This analysis will
provide an examination of the reciprocal effects of the nonsocial reinforcement of
marijuana use as proposed by Wood and colleagues (1997).
This dissertation is organized in several chapters in order to test the above
hypothesis. Chapter two will give a detailed account of the extant literature on marijuana
use and nonsocial reinforcement. The chapter will discuss how nonsocial reinforcement
can be used generate a better predictor of continual marijuana use. Chapter three will
discuss the methodology used to test the hypotheses proposed in chapter two. Chapter
four will give detailed results of the hypotheses tested using the methodology detailed in
chapter three. Chapter five discusses the implications of the findings from chapter four,
how it relates to the extant literature in chapter two, and how this new information can be
used in interventions to reduce marijuana use.
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CHAPTER II
LITERATURE REIVEW

Overview
Previous research has been conducted on factors associated with marijuana use
and nonsocial reinforcement, yet no study has examined the reinforcement over time as
suggested to exist based on the theory. A thorough exploration of the extant literature is
provided below. First, the marijuana literature is examined to understand the dangers of
marijuana use and the factors contributing to individual use. Next, the literate on
nonsocial reinforcement is reviewed examining how the theory was derived, verifying the
empirical evidence supporting the theory’s ability to explain behavior. Additionally, the
individual elements of nonsocial reinforcement, risk taking and self-esteem, are examined
for their direct influence on behavior. An examination of previous findings is necessary
in order to establish the current state of understanding on these topics and support the
logic behind the proposed hypothesis. An understanding of previous literature will
support the premise of the current study, and can lead to better interventions to reduce
marijuana use and other deviant behavior.
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Marijuana Use
A more complete understanding of marijuana use is achieved through a thorough
examination of the literature. First, an examination of the prevalence of use of marijuana
establishes how widespread and common marijuana use is in the country. Second, the
physiological and social consequences of marijuana use are examined. Next, literature
examining the risk factors associated with marijuana use are discussed, specifically
centered around the influence of peers, parents, the immediate situation, and internal
factors in the individual that motivate marijuana use. The literature available on
marijuana use will give a depth of understanding to the issues surrounding marijuana use.

History of Marijuana Legality
In the U.S., marijuana was first made illegal in 1937 with the passing the
Marijuana Tax Act, which restricted and heavily taxed the sale and possession of
marijuana (Millhorn, 2009). The Act was written by Harry J. Anslinger, the
commissioner of the Bureau of Narcotics, as a result of a call from the newspaper
industry, citizens, and legislators over inflated concerns about the drug (Inciardi, 2002).
Job shortages during the Great Depression of the 1920’s fueled racism and accusations
that minorities, especially Mexicans, were taking American jobs (Moran, 2010). This led
to the rejection of Mexican culture, which included the use of marijuana. Bogus claims
such as Mexicans offering marijuana to children (Moran, 2010), African Americans on
marijuana seducing white girls (Bender, 2016) and marijuana fueled homicidal rage
(Inciardi, 2002). National fearmongering about marijuana use began when the
government cut Anslinger’s Bureau of Narcotics funding. Anslinger attributed much of
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the crime in the country to minorities under the influence of marijuana, linking
minorities, crime, and marijuana in the public eye, paving the way for the passage of the
Marijuana Tax Act (Moran, 2010).
There is evidence that the subsequent scheduling of marijuana in the Controlled
Substances Act of 1970 was motivated by fears of cultural change. During this time the
stereotypical marijuana user was conceptualized as a white college student rebelling
against traditions. In an effort to maintain the status quo, politicians ran on platforms
criticizing the ideology of the younger generation, which included a tough on marijuana
stance. This allowed for the social acceptance of Schedule I status of marijuana, despite
marijuana not meeting the criteria of being highly addictive or not having a medicinal use
(Inciardi, 2002; Moran, 2010).
While marijuana remains a Schedule I drug based on the federal Control
Substances Act, in recent years there has been a trend of decriminalization and
legalization of marijuana at the state level. The legalization efforts can be a reflection of
the growing social perception that marijuana is not as harmful as previously suggested.
While the political rhetoric surrounding the dangers of marijuana may have changed,
there are still some risks associated with marijuana use. Due to its classification as a
federal crime, marijuana use is still a valid measure of deviant behavior. The current
dissertation examines marijuana as it is illegal at the federal level and an indication of
deviant behavior with a high enough frequency of occurrence to examine statistically
with realistic sample sizes of the population.
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Prevalence of Marijuana Use
Marijuana is the most used illicit substance in the United States, and its use has
been on the rise for more than a decade (Center for Behavioral Health Statistics and
Quality, 2015). Marijuana is a plant that has psychoactive properties when smoked or
ingested. THC, the psychoactive substance in marijuana, enters the brain and reacts with
cannabinoid receptors in the brain which can cause feelings of euphoria, relaxation,
disinhibition, increased sociability, and also nausea, dry mouth, dizziness, and impaired
judgment (Drug Enforcement Administration, 2015).
Young adults between and 18 and 25 years old consistently have the highest rates
of self-reported marijuana use, operationalized as use at least once in the last month
(Center for Behavioral Health Statistics and Quality, 2015). The young adult age group
also has the highest incidents of marijuana use disorder of any age group (Center for
Behavioral Health Statistics and Quality, 2015). The number of individuals ever using
marijuana at least once has continued to increase. Estimates show that of an average of
7,000 people per day over the age of 12 tried marijuana for the first time in 2014
(Azofeifa et al., 2016). Additionally, the perceived risks of smoking marijuana among
those 12 years old or older has decreased, suggesting that individuals feel that there are
fewer risks and consequences associated with marijuana use (Center for Behavioral
Health Statistics and Quality, 2015). Longitudinal survey data shows that respondents
report that the ability to obtain marijuana is getting easier over time (Azofeifa et al.,
2016).
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Consequences of Marijuana Use
Numerous negative consequences have been linked to the use of marijuana.
Immediate effects of marijuana use on the body leads to impaired driving ability. A
positive correlation has been found between marijuana use and risk of driving while
under the influence, indicating that individuals who use marijuana more often are more
likely to also drive while under the influence (Rogeberg & Elvik, 2016). Impairments in
learning and issues with forgetting information have been identified in chronic marijuana
smokers (Grant et al., 2003). Excessive use of marijuana in current users has been
associated with lower IQ scores (Fried, Watkinson, James, & Gray, 2002). Heavy
marijuana users (those who use nearly every day) performed worse on tasks involving
attention and planning than light marijuana users (using an average of once a month),
which could be the result of marijuana remaining in the system, or the influence of
withdraw from the drug (Pope & Yurgelun-Todd, 1996).
Use of marijuana in early adolescence has been associated with impairments in
attention and reaction times in later adolescence (Ehrenreich et al., 1999). The study
examined the differences between marijuana users and non-users and found that those
who started using marijuana at an early age had a more difficult time maintaining
attention and had slower reaction times. The findings suggest that early adolescent
marijuana use impairs brain development which was manifested in impairments in
reaction time and attention span (Ehrenreich et al., 1999). Long term use of marijuana
has been associated with negative physiological conditions such as lung cancer and
schizophrenia triggered by extensive marijuana use (Imtiaz et al., 2016). Utilizing life
expectancy estimates, calculations were performed based on the age and number of
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adverse life-altering events attributed to marijuana use. Factoring in issues of traffic
fatalities, lung cancer, cannabis use disorder, and schizophrenia associated with
marijuana use have resulted in 55,800 years lost to disability in 2012, and a total of 287
deaths in Canada (Imtiaz et al., 2016).
Marijuana use has also been connected to numerous negative social outcomes.
Patton et al. (2007) found that heavy marijuana use during adolescence was associated
with lower education levels, lack of being in a relationship, and parenthood at younger
ages. Meshesha et al. (2015) found that students who used marijuana more frequently
were less likely to participate in social activities that did not involve substance use, and
were less likely to spend time studying or doing homework. Brook, Balka and Whiteman
(1999) found that those using marijuana in early adolescence were at a higher risk in later
adolescence for negative life consequences such as not graduating from high school,
having multiple sexual partners, being less likely to use a condom, having more friends
engaged in deviant behavior, and not perceiving drugs as being harmful. Similarly,
Fergusson and Horwood (1997) found that in a New Zealand sample, those using
marijuana before the age of 16 had higher rates of substance use, higher rates of juvenile
offending, higher rates of unemployment, higher rates of mental health problems, and
higher rates of school dropout at age 18.
A review of the literature examining the relationship between marijuana use and
academic achievement found that while many studies found an association between the
two, the causality or spurious nature of the relationship is unclear (Lynskey & Hall,
2000). Marijuana may lead to low academic achievement due to deficits in cognitive
function, or due to a lack of motivation often associated with marijuana use. Low
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academic ability may drive an individual to use marijuana as a means of coping with the
stress of poor academic performance. Additionally, the relationship may also be spurious
as environmental factors could influence both marijuana use and academic achievement
(Lynskey & Hall, 2000).
Use of marijuana, while a deviant behavior itself, has been found to be connected
to other forms of deviance. A meta-analysis examining how marijuana use can lead to
other forms of delinquent behavior found evidence for a connection between marijuana
use and concurrent deviance, yet a trajectory from early marijuana use to later deviant
behavior was not supported. The study did find a connection between previous deviance
and future use of marijuana, indicating that those youths who were more inclined to
behave deviantly were also more inclined to use marijuana in the future (Derzon &
Lipsey, 1999). A longitudinal study of marijuana use in adolescence found that youths
using marijuana at least weekly on more than two occasions were at a higher risk for
using other drugs such as amphetamines, ecstasy, cocaine, or cigarette smoking, and not
being in a relationship (Patton et al., 2007). Moore and colleagues (2008) found a
connection between marijuana use and intimate partner aggression. While marijuana has
traditionally not been associated with aggression, the study found that the withdraw
effects from marijuana may influence intimate partner aggression associated with
marijuana use (Moore et al., 2008).
Thus far, this dissertation has demonstrated that marijuana use is prevalent,
especially among adolescents and early adults. Negative physiological and social
consequences associated with marijuana use warrant interventions to reduce use. In order
to reduce marijuana use, it is important to understand the factors that contribute to
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marijuana use. Existing literature exploring the possible paths leading to marijuana use
are detailed below.

Etiological Factors of Marijuana Use
Beyond the outcomes associated with marijuana use, there has been a vast amount
of research assessing the etiological factors of marijuana use. Empirical evidence for the
role of peers in marijuana use has been well established. The friends an individual
chooses to associate with influences individual drug use through their own use (Dishion,
Capaldi, Spracklen, & Li, 1995; Schaefer, Haas, & Bishop, 2012), and pressuring the
individual into using (Hays & Ellickson, 1990). Peers substance use also has been found
to inadvertently influence an individual by making the individual think that the likelihood
of being caught is reduced as peers have not experienced consequences of being caught
(Burkett & Jensen, 1975).
Peer relations have been found to mediate the relationship between drug use and
several factors commonly believed to influence drug use. For example, Burkett and
Warren (1987) found that peer associations mediated the relationship between marijuana
use and religiosity. Several studies have also found evidence of peer influences
mediating the buffering effect of parental influence on drug use (Dishion et al., 1995).
Even if an individual’s parents were drug users or had pro-drug perspectives, peer
influences were still able to mediate the parent and drug use relationship (Johnson,
Marcos, & Bahr, 1987). Peers acceptance of marijuana use was found to create a social
environment in which marijuana use is an acceptable behavior and allowed for its use to
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be normalized (Malmberg et al., 2012; Walker, Neighbors, Rodriguez, Stephens, &
Roffman, 2011)1.
Parental influences have also been found to play a role in adolescent substance
use. Li, Pentz, and Chou (2002) found that parental substance use moderated the
connection between peer and adolescent use. Galliher, Evans, and Weiser (2007) found
that parental influence was able to predict the ability of an adolescent to resist substance
use. Hence it is clear that both parental and peer influence have a great impact on
adolescent substance use.
Structural factors present in the college environment have been found to be
related to substance use. Schools with lower socioeconomic status and with less racial
heterogeneity were associated with higher use of marijuana and other substances
(Whaley, Smith, & Hayes-Smith, 2011). These structural factors may create a social
environment which influences more students to use marijuana. Factors present in the
immediate environment the first time an individual is offered or has the opportunity to try
an illicit substance may influence the decision to use. A study examining the use of
prescription drugs for non-medical use found that the immediate circumstances play a
large role in the decision-making processes. The amount of exposure, the motivation to
use, and the access an individual has to the substance were major influences on the
decision to use (Mui, Sales, & Murphy, 2013). These findings could be generalized to
marijuana use, yet more research is needed to determine the factors influencing marijuana
use.

1

While peer associations may be an important factor in marijuana use, in order to test the less-examined
influences of psychological and social rewards, this dissertation will not test social rewards.
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Beyond the social and situational influences to use, there are many internal factors
that have been associated with marijuana and other substance use in previous research.
Self-devaluation has been found to lead an individual to find new ways to improve his or
her self-perspective, which can include substance use (Kaplan, Martin, & Robbins, 1984).
Additionally, a bottom-up approach to determine the motivating factors for marijuana use
by Blevins, Banes, Stephens, Walker, and Roffman (2016) found that one motivating
factor for use is to relieve stress. The use of marijuana to relieve the internal negative
emotions caused by stress is also in line with literature on alcohol use (Blevins et al.,
2016). Another internal factor that has been found to be associated with substance use is
a drive to stimulate the senses with novel and more extreme sensations. This sensation
seeking drive has been found to associate with drug use (Byrnes, Miller, & Schafer,
1999; Romer & Hennessy, 2007; Wood, et al., 1995).
More research is needed on the etiology and habitual use of marijuana to better
understand the factors influencing marijuana use. This increased understanding can lead
to improved interventions to help resist marijuana use and to desist after dangerous
patterns have been established. A better understanding of the behavior of marijuana use
could be gained through a better understanding of how behavior in general is perpetuated
or subsided by nonsocial reinforcement.

Nonsocial Reinforcement
Nonsocial reinforcement, as proposed by Wood and colleagues (1997) has been
advanced as a means of explaining behavior. Before applying this theory as an
explanation for marijuana use, a better understanding of the theory is necessary. First the
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historical origins of the theory are explored, followed by a detailed explanation of the
theoretical constructs. Next, studies examining the direct effects of psychological and
physiological rewards on behavior are explored. Finally, empirical evidence supporting
the theory as an explanation of behavior is provided. This literature will support the use
of nonsocial reinforcement as an explanation for behavior in general, and marijuana use
specifically. Wood et al.’s (1997) theory of the reciprocal reinforcing relationships
between behavior and physiological and psychological rewards has not been tested.

Historical Origins
Akers (1985, 1998) social learning theory proposed that operant conditioning and
reinforcement were the means in which we learn behavior. Akers acknowledged that
reinforcement can be both social and physiological, yet Akers asserted that the social
influences had a stronger impact on behavior. Tests of Social Learning Theory in the
literature have been almost exclusively done with an emphasis on social perpetuators of
behavior, ignoring any other influence on behavioral learning. Recently, there has been
some evidence suggesting that social reinforcement is not the only form of reinforcement
that can be used to explain behavior. Wood et al. (1995) and Wood et al. (1997)
proposed that reinforcement of behavior was based not only on social rewards, but also
nonsocial rewards relating to psychological and physiological reinforcement of behavior.

Theoretical Constructs
In Wood and colleagues’ (1997) nonsocial reinforcement theory, habitual
involvement in crime and deviance are the result of rewards obtained from the behavior.
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Etiological factors that contribute to crime such as the personality of the individual and
structural factors of the individual’s environment are mediated through the influences of
psychological, physiological, and social rewards. Deviant behavior is perpetuated in a
loop of reinforcement between three sources of rewards. Rewards from behavior have
been classified by Wood and colleagues (1997) as material and social rewards (termed
exogenous rewards), psychological rewards (such as an increase in self-esteem), and
physiological rewards (such as the enjoyment of risk taking).
Wood et al. (1997) based the theory of nonsocial reinforcement on the ideas of
edgework and arousal theory. Edgework refers to any thrill-seeking behavior that poses a
risk to the individual’s wellbeing, such a skydiving or drug use. This risky behavior is
often described by individuals performing the behavior as a calculated risk that poses a
reduced risk to them due to their experience with the activity. Edgework involves
walking the line between life and death at the extreme, flirting with disaster (Lyng,
1990). This thrill-seeking is a drive in all of us to varying degrees and can be a
reinforcing reward on its own. Several studies have found a connection between crime or
immoral behavior and positive feelings (Brezina & Aragones, 2004; Romer & Hennessy,
2007; Ruedy et al., 2013; Schaefer, 2016).
Nonsocial reinforcement was developed based on arousal theory (Wood et al.,
1997). Arousal theory states that individuals will continually seek out stimulation due to
neurological drives for the sensation (Ellis, 1987). Individuals will vary in the amount of
arousal that he or she feels is ideal. Some individuals find sufficient levels of arousal in
their everyday lives and do not seek additional stimulation. Others feel the need to seek
out arousal beyond the mundane in order to achieve optimal levels of arousal. Those who

17

require higher levels of arousal tend to be more prone to deviant behavior. Behaving
deviantly is a means of increasing arousal levels for some individuals that seek out higher
levels of sensation stimulation (Ellis, 1987). The connection between sensation seeking
and deviant behavior is strong and yet is overlooked in social learning theory. Its
inclusion in nonsocial reinforcement theory can allow for better predictions about deviant
behavior, including marijuana use.

Direct Effects of Theory Constructs
Several lines of research have examined the individual influences of self-esteem
and sensation seeking behavior on delinquency. Empirical evidence for the connection
between self-esteem and drug use has been inconsistent. While several studies have
found support for the connection between low self-esteem and high rates of drug use
(Dielman, Campanelli, Shope, & Butchart, 1987; Trzesniewski et al., 2006), several other
studies have found no such connection (Moore & Laflin, 1996). Studies that have found
a connection between low self-esteem and drug use find that only a very small portion of
the variance can be explained by self-esteem levels (Moore & Laflin, 1996; Schroeder,
Laflin, & Weis, 1993). Perhaps the lack of ability for self-esteem alone to predict deviant
behavior is an indicator that self-esteem is only one portion of the equation.
Wood and colleagues (1997) stated that the positive emotional response
associated with deviant behavior would be a psychological reward that reinforced the
behavior. In a series of six studies, Ruedy et al. (2013) found that contrary to many
predictions, rather than feeling negative emotions such as remorse after amoral behavior,
individuals tended to report feelings of positive emotions more frequently. Ruedy and
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colleagues (2013) termed these positive emotions a cheater’s high. The cheaters high
was reported by individuals who predicted they or someone like them would feel guilty
after cheating on a problem-solving task. This effect persisted even in randomized
experiments to remove self-selection bias from the group of individuals who cheated,
when cheating did not result in a financial gain, and when cheating on the task was
spelled out as immoral and wrong to reduce the individual’s ability to neutralize or
rationalize cheating behavior. The psychological reinforcement suggested in nonsocial
reinforcement theory is supported by the positive feelings reported after amoral behavior.
Literature on the connection between sensation seeking and deviant behavior has
been consistent. Neurological changes in the developing brain of adolescents has been
associated with changing levels of sensation seeking throughout adolescence. The
changes in levels of sensation seeking have been linked to changes in levels of deviance
(Harden, Quinn, & Tucker-Drob, 2012; Harden & Tucker-Drob, 2011; Mann et al.,
2016). Adolescents that were particularly high in sensation seeking were found to also
select friends with similarly high sensation seeking and were more susceptible to peer
influences compared to adolescents who were lower in sensation seeking (Mann et al.,
2016). Wood et al. (1993) found that the risk-taking dimension of self-control theory was
the most influential factor across various types of delinquency and the individual
propensities for risk-taking may be influential in the decision-making process between
seeking sensation through deviant means verses socially approved stimulation such as
through organized sports. Cultural and social limitations may prevent some individuals
from finding socially acceptable sources of stimulation for sensation seeking, which
could lead those individuals to delinquency (Wood et al., 1993). This strong connection
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between sensation seeking and deviance adds support to the role of physiological rewards
such as the thrill associated with crime as a reinforcement of the behavior.

Empirical Evidence for Nonsocial Reinforcement Theory
Evidence for nonsocial reinforcement was found by Wood et al. (1997) in an
examination of incarcerated frequent offenders who highly reported the thrill of the
crime. Compared to college students who were not personally familiar with the
commission of the types of crimes being asked about, convicted criminals were much
more likely to report positive feelings associated with the act of committing the crime.
College students who were more familiar with the crime also reported more favorable
feelings associated with the perpetration of the crime. While those who have presumably
not committed the crime expect negative emotions to accompany crime commission,
those who have presumably committed the crime, be they habitual convicted offenders,
or college students, were found to associate more positive emotions with the crimes. The
positive feelings associated with the crime increase the likelihood of continuation of the
behavior and an increase of similar behavior, causing the reinforcing link proposed by
Wood and colleagues (1997).
A survey of high school students found that substance use was related to their
propensity for thrill-seeking and the physiological sensations associated with use of the
substance (Wood et al., 1995). This idea of the inherent rewards reinforcing deviant
behavior runs counter to many criminological theories that focus on constraints to
behavior, and the individual differences in effects of substance use are not incorporated
into traditional learning theory (Wood et al., 1995).
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The influence of nonsocial reinforcement was found to predict serious
delinquency in incarcerated juveniles even beyond the influences of social reinforcement
(Stevens et al., 2011). This study, however, suggested that nonsocial reinforcement was a
larger factor in initiation of delinquent behavior than the continuation of the behavior.
Social reinforcement was found to play a larger role in delinquent behavior and heavy
drug use just prior to incarceration (Stevens et al., 2011). Measures of nonsocial
reinforcement in this study were limited to the assessment of physiological rewards from
sensation seeking. Self-esteem was not tested, nor did they utilize longitudinal data.
Conclusions about the role of reinforcement from social and nonsocial sources were
determined by examining the influences of risk-taking over a juvenile’s lifetime and over
the 12 months prior to incarceration. The relationship between risk-taking and recent
deviance was not significant, however there was a significant relationship between the
individual’s favorable definitions of deviance and actual deviance levels in the 12 months
prior to incarceration. An individual having favorable definitions of deviance is a part of
social learning theory as proposed by Akers (1985), yet the methodology utilized in this
study is insufficient for testing the reciprocal influence of nonsocial reinforcement on
behavior. The current dissertation seeks to provide evidence of the reciprocal loop of
nonsocial reinforcement on behavior.
Higgins et al. (2011) utilized longitudinal data to examine the relationships in
group trends of offending and nonsocial reinforcement. The findings support the
influence of nonsocial reinforcement on behavior as the grouped measures were
associated with deviance over time. These grouped associations provide an indirect test
of nonsocial reinforcement. Nonsocial reinforcement in this study was measured using
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only an assessment of risk-taking. Additionally, Higgins and colleagues (2011) did not
account for the structural and demographic factors contributing to criminal behavior as
proposed by Wood and colleagues (1997). A direct test of the reinforcing nature of
nonsocial reinforcement theory is necessary to establish the reciprocal nature of nonsocial
reinforcement.
Literature about the stability of nonsocial reinforcement over time has not been
consistent. Higgins and colleagues (2011) found nonsocial reinforcement to be stable
over time as examined in group-based longitudinal trajectories. However, Schaefer
(2016) found that nonsocial reinforcement changed over time, but was able to predict
juvenile violent offending and drug use. In original conceptualizations of the theory,
Wood and colleagues (1997) do not speculate on the lifetime trajectory of nonsocial
reinforcement theory. As previous studies have measured nonsocial reinforcement as
simply a propensity for risk-taking, which has been shown in other studies to change
across the life course (Harden, Quinn, & Tucker-Drob, 2012; Harden & Tucker-Drob,
2011), it would not be surprising to see changes in this measure over time. Changes in
which behaviors are percieved as rewarding and hence reinforced and displayed more
often could change over time with the individual’s preferences. The cycle of
reinforcement based on these rewarding preferences continues. These conflicting studies
show that more research is needed on nonsocial reinforcement to fully explore the
construct and its relationship to offending and drug use.
Empirical evidence for the predictive ability of nonsocial reinforcement over
other criminological theories has just begun to be explored, yet these early studies are
highly favorable for nonsocial reinforcement theory. In a study of juvenile male
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offenders, Jarjoura and May (2000) found that while controlling for other theoretical
factors of differential association and strain, nonsocial reinforcement was still associated
with robbery and firing a gun at another individual. An examination of the interaction
between nonsocial reinforcement and differential association found that with reduced
social rewards, reinforcement of behavior comes mostly from internal rewards inherent in
nonsocial reinforcement. With increased amounts of social reinforcement, internal
rewards from nonsocial reinforcement remained significant (Jarjoura & May, 2000).
May (2003) tested nonsocial reinforcement against differential association and
social control theory to determine which best predicted violent delinquency in
adolescents. Findings showed that nonsocial reinforcement was the strongest predictor of
behavior. This study is a key finding for nonsocial reinforcement theory as it shows the
theory can predict violent behavior and do so better than several traditional theories.
Another study surveyed incarcerated youth and found that nonsocial reinforcement theory
was the best predictor of drug and alcohol use among the youth, outperforming social
learning theory, social control theory, and strain theory. The predictive ability of
nonsocial reinforcement remained strong regardless of the type of substance being
examining, supporting the idea that the theory is applicable to general behavior (Cooper
et al., 2009).
Higgins et al. (2009) found support for nonsocial reinforcement theory for the
recreational use of tranquilizers and amphetamines, yet failed to find support in the
examination of sedative use. In the study, nonsocial reinforcement was the best predictor
of amphetamine use in the past 30 days among young adults in the United States, and did
have a significant effect on tranquilizer use. However, support was not found for
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nonsocial reinforcement theory in the use of sedatives. It was speculated that sedatives
would not satisfy the sensation seeking drive of nonsocial reinforcement, however the act
of simply violating socially acceptable behavior by drug use appears to be sufficient to
stimulate sensation seekers in other studies of drug using and nonsocial reinforcement
theory (Cooper et al., 2009; Romer & Hennessy, 2007). This study used a two-item
assessment of risk-taking as a measure of nonsocial reinforcement, which could explain
the lack of ability for nonsocial reinforcement to predict sedative use. A more complete
test of the model is expected to produce more favorable results in the current dissertation.
While the evidence for the importance of nonsocial reinforcement is growing,
there are still some gaps and disagreement in the literature. In order to further examine
nonsocial reinforcement theory, the presumed reinforcement loop of behavior will be
tested. Furthering the empirical support of the theory will lead to a better understanding
of behavior and provide new avenues for interventions.

Summary of Literature
Marijuana is the most frequently used drug by Americans in every age group over
12 years old. Use of marijuana has continued to grow over the years as well as marijuana
abuse disorders (Center for Behavioral Health Statistics and Quality, 2015). This
growing problem requires a better understanding of the motivating factors influences the
decision to use marijuana. In order to avoid the negative consequences associated with
marijuana use, several different theoretical models have been utilized in the literature.
Learning theories have shown great promise in the ability to predict and explain
marijuana use (Akers & Cochran, 1985; Johnson et al., 1987; Meneses & Akers, 2011).
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One recent development in social learning is the examination of the influence of
nonsocial reinforcement on the learning of behavior. Wood and colleagues’ (1997)
nonsocial reinforcement theory states that behavior is learned not just through
reinforcement from social and tangible benefits from the behavior, but also from the
nonsocial reinforcement of the physiological and psychological rewards of the behavior.
Nonsocial reinforcement theory has yet to be directly tested for the reciprocal relationship
of the psychological and physiological rewards reinforcing behavior and increasing the
frequency of that behavior.

Current Study
The aim of the current dissertation is to evaluate the reinforcement loop proposed
by nonsocial reinforcement theory. Nonsocial reinforcement theory states that behavior
is reinforced by physiological and psychological rewards gained from behavior (Wood et
al., 1997). This reinforcement, along with social reinforcement perpetuates habitual
criminal behavior. The current dissertation isolates the nonsocial aspects of behavioral
reinforcement by only examining the influences of psychological and physiological
reinforcement on marijuana use. Nonsocial reinforcement theory encompasses more of
the various factors influencing behavior than social learning theory, however, the
theory’s main premise of reinforcement of behavior has not yet been tested. The major
contribution of this dissertation will be to examine the reciprocal influence of behavior
and nonsocial reinforcement. This dissertation tests the longitudinal relationship of
nonsocial reinforcement proposed by Wood et al. (1997). Wood and colleagues (1997)
formulation of nonsocial reinforcement theory suggests that if the individual finds a
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behavior rewarding physiologically or psychologically, the behavior will be reinforced
and will increase in frequency. Figure one depicts the hypothesized reciprocal effects
model. As suggested by Wood and colleagues (1997) structural and situational
characteristics such as race, sex, age, and socioeconomic status are expected to have a
direct influence on an individual’s propensity for risk-taking, the physiological
stimulation found to be rewarding, self-esteem, the psychological rewards of increased
positive feelings about oneself, and marijuana use. Individuals with low self-esteem and
a high preference for risk-taking are expected to find the use of marijuana to be
rewarding, both psychologically and physiologically. The use of marijuana is expected to
increase due to the psychological and physiological rewards of the behavior. This creates
a reciprocal effect over time with behavior influencing risk-taking and self-esteem which
then influences the behaviors displayed.
In order to empirically verify this reciprocal effect suggested by Wood and
colleagues (1997), data from two time points measuring an individual’s self-esteem, risk-
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Figure 1 Reciprocal Effects Model

taking, and marijuana usage will be analyzed. The model suggests fourteen separate
hypotheses for testing the reciprocal effects of the theory.
Wood and colleagues (1997) nonsocial Reinforcement theory predicts that
demographic factors such as race, sex, age, and socioeconomic status are expected to
directly influence self-esteem, risk-taking drives, and marijuana use. This provides the
first three hypotheses of the current dissertation study.
H1- Demographic factors will directly relate to risk taking behavior
H2- Demographic factors will directly relate to self-esteem
H3- Demographic factors will directly relate to marijuana use
The self-esteem and risk-taking levels of individuals are then theorized to have
direct effects on marijuana use. The direct relationship between both self-esteem and
risk-taking on marijuana use also provides an indirect relationship between demographic
factors and marijuana use as well as an indirect relationship between self-esteem and risk
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taking, and vice versa. This provides the basis for the next six hypotheses of the current
dissertation.
H4- Risk taking will directly relate to marijuana use
H5- Demographic factors will indirectly relate to marijuana use through risk taking
behavior
H6- Demographic factors will indirectly relate to marijuana use through self-esteem
H7- Self-esteem will directly relate to marijuana use
H8- Self-esteem will indirectly relate to risk-taking through marijuana use
H9- Risk taking will indirectly relate to self-esteem through marijuana use
Testing the longitudinal reciprocal effects of the reinforcement of psychological
and physiological rewards on behavior allows for additional hypotheses. The reciprocal
effect predicted by Wood and colleagues (1997) suggests that marijuana use at wave 1
will have a direct effect on self-esteem and risk-taking at wave 2. The wave 2 measures
of self-esteem and risk taking are also expected to predict marijuana use at time 2. This
leads to the final five hypotheses of the dissertation.
H10- marijuana use at wave one will directly relate to self-esteem at wave two
H11- marijuana use at wave one will directly relate to risk-taking at wave two
H12- marijuana use at wave one will directly relate to marijuana use at wave two
H13- risk taking at wave 2 will directly relate to marijuana use at wave two
H14- Self-esteem at wave 2 will directly relate to marijuana use at wave two

28

CHAPTER III
METHODS
The main focus of this chapter is to detail the methodology employed to test the
reinforcement of behavior over time with longitudinal data. First, an overview of the
goals of the dissertation are given. Second, the design of the study including the setting,
sample and materials used are described. Next, the specific measures used to assess the
concepts are detailed supporting their use to achieve the goals of the dissertation. Finally,
the analysis plan is given which describes the means in which the data collected will be
analyzed in order to test the hypotheses.

Overview
This dissertation aims at exploring the reinforcement loop of nonsocial
reinforcement theory as proposed by Wood et al. (1997). Wood and colleagues (1997)
state that offending is rewarded by the individual’s propensity for risk taking and selfesteem along with social and material rewards. Traditional learning theories have placed
more emphasis on the social rewards than the psychological and emotional rewards. This
dissertation will isolate the under-studied impact of psychological and physiological
rewards of behavior on the frequency of that behavior. The ability for nonsocial
reinforcement to explain and predict behavior may lead to novel and more effective
interventions for the prevention and cessation of deviant behavior. This dissertation will
test the theory using the methods described below.
29

Design
Data for this dissertation were derived from the Bureau of Labor Statistics
National Longitudinal Study of Youth 1979 Young Adult cohort (NLSY79-YA). This
cohort follows the children of the women surveyed in the original National Longitudinal
Study of Youth 1979 (NLSY79). The original cohort for the NLSY79 study was a
nationally representative sample of adolescents and young adults between the ages of 14
and 21 in 1979. The children of the women surveyed in the NLSY79 were approached
for inclusion in the NLSY79-YA cohort. Over 95% of the children possible for inclusion
in the study consented to participate in the NLSY79-YA. Participants are interviewed
every two years. Administration of the survey was conducted by thoroughly trained staff
via telephone interviews (Bureau of Labor Statistics, n.d.). The full sample size for this
cohort is 11,512. The current analysis used data collected during the 1996 and 1998
years. The years selected for the current dissertation are the result of changes to the data
collected over time as the year 2000 began a pared down approach that did not collect all
the perinate data for the analysis at each two-year time point. The age of participants in
the study are a result of a high proportion of individuals in the sample in adolescence or
young adulthood, which is a common time frame for marijuana use (Center for
Behavioral Health Statistics and Quality, 2015). The sample has a large age range, and in
order to focus in on the most common stages of marijuana use, the sample for the current
analysis was limited to individuals between the age of 13 and 21 during the 1996 data
collection. A two-year time frame between measures in the current study is sufficient to
examine changes over time, yet close enough in time to presume an influence from
previous measures. The use of longitudinal data will allow for the examination of
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changes over time expected with the reciprocal reinforcing effects proposed by nonsocial
reinforcement theory (Wood et al., 1997).

Missing Data
Large longitudinal datasets are likely to have missing data. Appropriate ways of
handling missing data are based on the expected correlations between the missing data
and other variables (Enders & Bandalos, 2001). Variables that are suspected to be
missing completely at random means that strategies can be utilized knowing that the
missing variables are not connected to other missing variables. However, this is a large
assumption to make, especially with longitudinal data. It is possible that responses given
during one wave of data collection influence missing data at another time point. For
example, an individual who may not want to admit to the perceived authority figure
administering the survey about recent deviant behavior may refuse to answer several
questions or to be interviewed at all after knowing what questions to expect after the
previous interview. A lesser assumption to make is that the missing data is missing at
random (not completely at random). This reduced assumption allows for missing data
that could be correlated to other data. A means of handling missing data that is robust
enough to handle data that is missing is random is preferred.
When using structural equation modeling, full information maximum likelihood
(FIML) strategies for handling missing data found to produce results that were unbiased
in cases of variables missing at random (Enders, & Bandalos, 2001). FIML is a means of
handling missing data within the model analysis using an algorithm that finds the most
likely estimates of model parameters based on the available data. This approach makes it
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possible to utilize all of the available data, even if portions are missing. Other common
approaches such as listwise deletion which removes all values from a case missing data,
and pairwise deletion, which remove data correlated to missing values from a case, can
introduce bias into the analysis when there is an association between the missing
variables (Enders, & Bandalos, 2001).

Measures
Marijuana Use. The dependent variable of marijuana use was assessed with
three questions inquiring about frequency and recency of marijuana use similar to those
used in several previous studies (Krohn, Skinner, Massey, & Akers, 1985; Lee, Akers, &
Borg, 2004). The first question asked “In your lifetime, on how many occasions have
you used marijuana?” Higher scores indicate more marijuana use over the respondent’s
lifetime. Responses are coded on a seven-point scale where 0=never used marijuana,
1=one or two times, 3=three to five times, 4=six to ten times, 5=eleven to forty-nine
times, 6= fifty to ninety-nine times, and 7= 100 times or more. The second assessment of
marijuana use asked respondent “During the last 30 days, how often, if ever, have you
used marijuana?” Higher scores on the six-point scale indicate more drug use. Scores
consisted of 0 representing no marijuana use, one indicting less than once a week, two
indicating one or two times per week, three indicating three or four times per week, four
indicating five or six times per week, and a score of five indicting marijuana use every
day. The third question assessing marijuana use in respondents asked “When was the
most recent time you used marijuana?” Responses are given on a seven-point scale and
recoded for the current study to have higher scores indicate more recent marijuana use. A
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score of zero indicates the respondent never used marijuana; 1=three or more years ago,
2=one to three years ago, 3=six months to a year ago, 4=four to six months ago, 5=one to
three months ago, and 6=within the past month. Using self-report as a means of
collecting information about a socially deviant behavior as marijuana use has been found
to be a sufficiently valid and reliable means of assessing use (Aguinis, Pierce, & Quigley,
1995).
Psychological Rewards. Nonsocial reinforcement as conceived by Wood and
colleagues (1997) is comprised of both physiological and psychological reinforcement.
Wood and colleagues (1997) conceptualize psychological rewards as things that increase
an individual’s self-worth. According to the theory, behavior can impact one’s self-worth
or self-esteem with feelings of accomplishment or failure, reinforcing or punishing the
behavior. As self-esteem is a measure of overall self-worth, psychological rewards in
this dissertation are examined using the Rosenberg (1965) self-esteem scale. The scale
has been widely used in the self-esteem literature (Donnellan, Ackerman, & Brecheen,
2016). The scale consists of ten items assessing the individual’s overall feelings of selfworth on a four-point scale with 1=strongly disagree and 4=strongly agree. Questions on
the scale are both positively worded such as “I feel that I have a number of good
qualities” and “I take a positive attitude toward myself” as well as several negatively
worded items such as “I feel I do not have much to be proud of” and “I wish I could have
more respect for myself.” Items from the scale are summed to create a measure of an
individual’s self-esteem. Higher scores indicate higher self-esteem.
The literature shows some disagreement about the factor structure of the scale,
whether it is a unidimensional scale where all ten items are used to measure self-esteem
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on a scale from low to high self-esteem (Gray-Little, Williams, & Hancock, 1997;
Shevlin, Bunting, & Lewis, 1995) or a bipolar scale with items either measuring negative
self-esteem or positive self-esteem (Boduszek, Hyland, Dhingra, & Mallett, 2013).
Shevlin and colleagues (1995) found in a confirmatory factor analysis that a
unidimensional model fit well with data from college psychology undergraduate students.
Gray-Little and colleagues (1997) also found a single dimension of self-esteem using
item response theory in a sample of college undergraduates. Boduszek and colleagues
(2013) found support for a two-dimensional confirmatory factor analysis model using a
sample of ex-prisoners. McKay, Boduszek and Harvey (2014) found support for the idea
that any evidence of multidimensionality in the scale is likely due to overlap in item
content rather than actual multidimensionality. Tests of competing confirmatory factor
analyses found that a bifactor model that assumed a unidimensional scale and accounted
for item overlap was the best fit to data obtained from high school students.
Additionally, another study found that models accounting for a correlation between the
positive and negative self-esteem items best fit a sample of college students, indicating
that a strict unidimensional model was not appropriate (Donnellan et al., 2016). Despite
finding support for various models of the Rosenberg self-esteem scale, Donnellan and
colleagues (2016) found little differences in measures of assocition between the various
factor models tested. The current disserataion will test a unidimensional model of selfesteem that allows for the correlation between items as suggestedby Donnellann and
colleages (2016).
The fit indices found using structural modeling demonstrate validity for the
measure, when using the scale to create a composite score, the Rosenberg self-esteem
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scale has been shown to be a valid measure of self-esteem (Donnellan et al., 2016; GrayLittle, Williams, & Hancock, 1997). Construct validity of the scale has been established
with college students in a comparison against behavioral traits (Bagley, Bolitho, &
Bertrand, 2007). Internal consistency of the items has been demonstrated with Cronbach
alpha measurements ranging from .72 to .88 (Gray-Little et al., 1997). Additionally, a
composite reliability analysis was calculated to be 0.838, where values above 0.60 are
accepted in the literature (McKay et al., 2014). The scale has shown reliability across
numerous cultures and languages (Schmitt & Allik, 2005).
Physiological Rewards. Wood and colleagues (1997) conceptualized the
physiological rewards influencing behavior as pleasurable sensations derived from
activities of edgework, which is risk-taking, thrill-seeking behavior. Hence the current
dissertation measures physiological rewards using a measure of six risk-taking variables
similar to the risk-taking items used by Higgins and colleagues (2011) in their assessment
of nonsocial reinforcement theory. The six questions are assessed on a four point Likert
scale where one indicates a strong disagreement with the statement and four indicating a
strong agreement with the statement. Questions asked in assessing risk-taking include “I
think that planning takes the fun out of things,” “I enjoy taking risks,” “Life with no
danger in it would be too dull for me,” “I often get in a jam because I do things without
thinking,” “I have to use a lot of self-control to keep out of trouble,” and “I enjoy new
and exciting experiences, even if they are a little frightening or unusual.” The
measurement of physiological rewards using a risk taking scale is in line with Wood and
colleagues (1997) conceptualization of physiological rewards based on edgework
activities. Risk taking scales have been used in previous evaluations of nonsocial

35

reinforcement (May, 2003). The BSSS has been used to examine the connection between
risk taking in adolescence with various substance use (Romer & Hennessy, 2007).
Higher scores on the scale indicate a greater preference for risk-taking.
Demographics. Demographic data of age, sex, race, and socioeconomic status
are also included in the analysis. Socioeconomic status was assessed based on
employment of the respondent’s father and highest grade of school completed by the
father. Father’s employment was based on whether the respondent’s father was
employed the entire year prior to the current survey administration, coded as 3, employed
part of the year, coded 2, or not employed at all over the past year, coded 1. Higher
scores indicating longer employment. Father’s highest grade of school completed was
assessed on a nine-point scale where one indicates did not finish high school, two
indicates a high school education, three indicates some college, four indicates an
associate’s degree, five indicates a bachelor’s degree, six indicates a master’s degree,
seven indicates a doctorate, eight indicates a law doctorate, and nine indicates a medical
doctorate. Socioeconomic status was created by summing the scores of these two items.

Analysis Plan
Analysis of data for the current dissertation consists of five steps and will be
carried out using Mplus (6.12). In the first step, descriptive statistics for the pertinent
variables is examined. Descriptive statistics include the mean, standard deviation,
minimum and maximum values, skewness and kurtosis of the data (Moore & McCabe,
2003). The mean is the average of the scores of the variable and indicates the center of
the spread of the data (Moore & McCabe, 2003). Standard deviation refers to the square
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room of the variability of the data, giving a standardized measure of how much the data
deviates from the mean (Moore & McCabe, 2003). Minimum and maximum values in
the dataset indicate the highest value measured, and the lowest value measured for that
variable, giving an indication of the full range or spread of the data (Moore & McCabe,
2003). Skewness is a measure of the shape of the distribution of the data indicating if a
large amount of data falls to one side or the other of the middle of the data (Moore &
McCabe, 2003). Similarly, kurtosis is an indicator of a large amount of scores falling at
the peak or middle of the data (Moore & McCabe, 2003). Skewness and kurtosis are key
measures to determine if the data is normally distributed in an approximate bell curve.
This information helps determine which statistical analyses are appropriate for the given
data (Moore & McCabe, 2003).
The second step of the analysis is an examination of bivariate correlations
between the key variables of the dissertation. Polyserial correlations are used to examine
the extent to which paired scores from two different variables occupy the same or
opposite positions within the distribution of their own variable. Polyserial correlations
are utilized when data includes both a continuous and an ordinal variable. The use of
typical Pearson product moment correlations with such ordinal variables can introduce a
large amount of bias to the study (Olsson, Drasgow, & Dorans, 1982). Polyserial
correlations do not introduce this bias (Olsson et al., 1982). As with other correlations,
Polyserial correlations give an indication of the magnitude and direction of the
relationship between the two variables. Scores closer to ± 1 indicate more congruence
between the two variables. Negative scores indicate that while one variable increases, the
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other variable decreases in scores, and positive coefficients indicate that as one increases,
the other also increases (Moore & McCabe, 2003).
The third step of the analysis is a confirmatory factor analysis. Confirmatory
factor analysis is used to examine the factor structure of a theoretical model and
determine how well the observed variables measures a latent variable construct and
provides validity for the measurements of latent variables (Kim & Mueller, 1978). Latent
variables representing constructs that cannot be measured directly are operationalized and
measured using multiple survey items. Specifically, this model will test the latent
variables of risk taking, self-esteem, and marijuana use at both the first measurement and
second chronological measurement. Figure 2 shows the model being tested in this step.
The latent variable of risk taking is measured using the six responses from the risk taking
questions. The latent construct of self-esteem at both time points is measured using the
ten responses from the Rosenberg self-esteem scale. The latent variable of marijuana use
is measured using the three questions of marijuana use.
In the use of structural equation modeling it is important to measure latent
variables with a minimum number of observed variables. Latent variables are complex
traits that cannot be measured directly. The more estimates available to approximate the
latent variable, the better the measurement of the variable. Degrees of freedom, which is
determined by the number of observed variables and the number of parameters trying to
be estimated in the model, must be positive for model identification (Raykov &
Marcoulies, 2006). The general rule of thumb for assuring model identification without
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Figure 2 Confirmatory Factor Analysis
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using a calculation is to assure that each latent variable is measured by at least three
observed variables (Rigdon, 1995). The current dissertation specifies at least three
observed variables for every latent variable, following this rule of thumb.
The measurement of latent variables in structural equation modeling is estimated
by the maximum likelihood approach, which assumes that the data are normally
distributed (Yuan, Bentler, & Zhang, 2005). However, as the current data set may not be
entirely normally distributed, a technique of estimation known as maximum likelihood
robust (MLR) will be utilized. MLR is based on the approach taken by Yuan and Bentler
(2000) to account for non-normal data in maximum likelihood estimations. MLR
considers the kurtosis of the variable as it calculates parameter estimates. MLR adjusts
fit indices to remove any bias that may be introduced by the use of maximum likelihood
estimates on non-normal data (Yuan & Bentler, 2000).
The measurement of model fit will be determined using factor loadings and
indices of model fit of χ2, the comparative fit index (CFI), standardized root mean of the
residual (SRMR), and the root mean standard error of approximation (RMSEA). Factor
loadings above .50 are considered large in the literature and indicate importance in the
model (Kline, 1998). Table 1 describes the fit indices and established thresholds for
model fit. CFI examines the given model against a baseline model to determine which
presents the best fit. Scores of 0.95 and above typically indicate better fit for the tested
model (Hu & Bentler, 1999). The SRMR examines the correlation between the sample
and predicted population covariance as a means of examining model fit. The SRMR is
best used in categorical models (Yu, 2002). An index of 0.08 and below indicates a good
model fit for the SRMR (Yu, 2002). The RMSEA takes into account model complexity
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and sample size. A RMSEA statistic of 0.08 and below is considered a good fit (Hu &
Bentler, 1999).
Table1 Fit Indices
Fit index

Description

Standard

χ2 ,Chi Squared

Examines overall model fit based on the
difference between the data and its
covariance matrix
Comparative Fit Index Compares sample covariances against a
(CFI)
null model
Standardized Root
Estimates the differences between the
Mean of the Residual
sample and the estimated population
(SRMR),
covariance
Root Mean Standard
Examines the parameter estimates as a
Error of Approximation means of determining model fit and
(RMSEA)
favors models with the minimum number
of parameters possible

Significance test

≥ 0.95
≤ 0.08

≤ 0.08

Step four utilizes structural equation modeling to examine the relationship with
self-esteem and risk-taking and marijuana use at both wave I and wave II separately.
These two models are tested in this step in order to confirm independently of the
reciprocal relationship, that a relationship exists between the risk-taking and self-esteem
constructions and marijuana use. Figure 3 illustrates the relationships hypothesized to
Figure 2 Single time series path analysis
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exist with a direct connection between both self-esteem and risk-taking and marijuana
use. Structural equation modeling is a means of running multiple regression analyses at
the same time (Kim & Mueller, 1978). The direct relationship between self-esteem and
marijuana use and risk-taking and marijuana use will be evaluated using beta weights and
fit indices using χ2, the comparative fit index (CFI), standardized root mean of the
residual (SRMR), and the root mean standard error of approximation (RMSEA).
Significant beta weights are used as an indication of a direct effect between the latent
variables.
Step five examines the reciprocal relationship of behavioral reinforcement
suggested by Wood and colleagues (1997). The structural equation model utilized to test
this relationship is given in figure 4. The longitudinal model is tested by examining the
relationships between latent variables in wave I and wave II. The full model tested in this
dissertation predicts direct and indirect effects of demographic variables on risk-taking,
self-esteem, and marijuana use at time one. It is expected that those who use marijuana at
wave I and are high in risk-seeking and low in self-esteem will have an increase in
marijuana use at wave II as the result of reinforcement from increased self-esteem and
risk-taking at wave II. Standardized coefficients and fit indices as described above will
be used to confirm a direct relationship between the variables. Beta weights and fit
indices will be examined using χ2, CFI, SRMR, and RMSEA. Significant coefficients
indicate a reinforcement of behavior based on physiological and psychological rewards of
the behavior.

42

Figure 3 Longitudinal reciprocal effects
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CHAPTER IV
RESULTS

Overview
This dissertation seeks to evaluate the reinforcement suggested by Wood and
colleagues (1997) in nonsocial reinforcement theory. The theory suggests that behavior
is reinforced by physiological and psychological rewards gained from the behavior,
increasing the frequency of the behavior. In order to test this cycle of reinforcement,
secondary data was used assessing the risk taking, self-esteem, and marijuana use of
adolescents and young adults over a two-year period. This chapter details the results
obtained from the analysis as described in the previous chapter. The first step of the
analysis is an examination of descriptive statistics for the pertinent variables to
understand the shape of the variable distributions. Step two is to conduct polyserial
correlations between the variables to understand how the variables are associated with
each other. Step three is a confirmatory factor analysis examining the fit of the observed
variables used as measures of the latent variables of marijuana use, risk-taking, and selfesteem. Step four examines the direct effects of both risk-taking and self-esteem on
marijuana use at both time frames examined in the analysis. Step five examines the
reciprocal loop of behavioral reinforcement looking at how results from wave I influence
scores during wave II.
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Step 1
The first step of the analysis in this dissertation is an examination of the
descriptive statistics for key variables. Descriptive statistics examined here include the
mean, standard error, skewness, kurtosis, minimum and maximum values for key
variables. The examination of these descriptive statistics gives an indication of the shape
of the distribution of each variable to determine if the variable is normally distributed.
Table 2 lists the variables used in the analysis with descriptive statistics for each variable.
Standard error, Skewness and kurtosis cannot be interpreted for dichotomous variables,
therefore these measures are not given for the variables of Males, Hispanic, and African
American. The analysis included a sample of 1,579 participants after removing those
outside the targeted age range of 13 to 21 years old. The mean age of the sample was 16
years old. Information about the race of the participant available in the dataset was
limited to categories of African American, Hispanic, and all other races. The sample
consisted of 22% Hispanic and 44% African American. Means for marijuana use are
near zero in both years examined, indicating that marijuana use was relatively low among
the sample.
Standard error is a measure of the mean of the sampling distribution, or an
indication of the stability or precision of the measurement of the variable. Small standard
errors indicate precise measurements of the variable (George & Mallery, 2006). The
current analysis shows very small standard errors, indicating a good measurement of the
variables.
Skewness, a measurement of the symmetry of the data, is one means of examining
if the variables are normally distributed. The current analysis shows that many variables

45

are very near zero which indicates perfect symmetry. Several variables assessing
marijuana use have higher skewness, yet are still within the generally accepted range of
±2 for use in statistical tests that assume normal distributions (George & Mallery, 2006).
Kurtosis, examining the shape of the distribution around the peak of the data, in this
analysis is also close to zero, which indicates a normal distribution. Scores in the current
analysis do not exceed the threshold of ±2 indicating the variables are sufficiently
normally distributed to continue with the subsequent analysis (George & Mallery, 2006).

Table 2 Descriptive statistics for key variables
Variable
Name
Males
African Amer.
Hispanic
Age_96
SES_1996
MJuse96
MJ30dy96
MJrcnt96
RT1_96
RT2_96
RT3_96
RT4_96
RT5_96
RT6_96
SE1_96
SE2_96
SE3_96
SE4_96
SE5_96
SE6_96
SE7_96
SE8_96
SE9_96
SE10_96
Age_98
SES_1998

Mean
0.51
0.43
0.22
16.43
1.34
0.93
0.34
1.22
2.13
1.94
2.19
2.17
2.58
2.15
3.25
3.34
3.43
3.29
3.30
3.25
3.21
2.94
2.97
3.21
17.84
1.05

Standard
Error
0.29
0.03
0.03
0.04
0.03
0.04
0.04
0.04
0.04
0.04
0.04
0.12
0.15
0.16
0.15
0.14
0.13
0.16
0.15
0.15
0.15
0.04
0.04

Skewness

Kurtosis

Min

Max

0.56
0.58
1.53
1.58
-0.24
-0.10
0.38
0.04
-0.05
-0.59
0.08
-0.55
-0.08
-0.75
-0.28
-0.93
-0.42
-0.39
-0.44
-0.24
-0.51
0.28
0.27

-0.58
1.24
0.95
1.54
-1.49
-0.73
-0.10
-0.98
-0.65
0.37
-0.80
1.25
-0.13
0.81
1.10
1.15
0.64
0.86
-0.32
-0.49
-0.06
-0.90
0.99

0
0
0
13
2
0
0
0
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
15
2

1
1
1
21
12
6
5
6
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
21
9

46

Variable
Name
MJuse98
MJ30dy98
MJrcnt98
RT1_98
RT2_98
RT3_98
RT4_98
RT5_98
RT6_98
SE1_98
SE2_98
SE3_98
SE4_98
SE5_98
SE6_98
SE7_98
SE8_98
SE9_98
SE10_98

Mean
0.98
0.32
1.11
1.61
1.48
1.68
1.69
2.00
1.61
2.58
2.62
2.68
2.60
2.62
2.54
2.49
2.33
2.37
2.53

Standard
Error
0.03
0.04
0.03
0.03
0.03
0.03
0.03
0.03
0.03
0.04
0.04
0.04
0.04
0.04
0.04
0.04
0.04
0.04
0.04

Skewness

Kurtosis

Min

Max

0.03
1.47
-0.28
0.09
0.47
0.09
-0.08
-0.57
0.20
-0.47
-0.36
-0.66
-0.18
-0.70
-0.49
-0.27
-0.48
-0.32
-0.57

-1.34
1.04
-1.35
-0.64
0.07
-1.06
-0.58
0.31
-0.65
0.74
0.85
0.49
0.33
0.43
0.80
0.59
-0.10
-0.29
0.16

0
0
0
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

6
5
6
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4

Step 2
The second step of the analysis is an examination of bivariate correlations. The
correlation coefficients give an indication of how each pair of variables associate with
each other. Values for correlation coefficients range from 0 to ±1 with values closer to
±1 indicating a stronger association between the two variables. As expected, the analysis
found that many pertinent variables are correlated. Table 3 lists correlations coefficients
for all variables used in the analysis. Positive correlations are found between
measurements of marijuana use and risk taking within each of the two waves of data
collection. Negative, mostly nonsignificant correlations are found between marijuana use
and self-esteem in 1996, however correlations turned positive and significant during the
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1998 timeframe. It is possible that age influences the relationship between self-esteem
and marijuana use, which could be an interesting avenue for future study.
Correlations between risk taking measures at both time points were highly
positively significant. Self-esteem measures, however, show much weaker associations
across the two time points, indicating that self-esteem is a less stable trait. In 1996 there
is a weak, yet sometimes significant correlation between measures of self-esteem and risk
taking, indicating that those with lower self-esteem are more likely to seek out risky
situations. In 1998 the relationship between self-esteem and risk taking turns positive as
those with higher self-esteem are more likely to seek out risky situations. Correlations
between measures of risk taking in 1996 and self-esteem in 1998 and between measures
of self-esteem in 1996 and risk taking in 1998 are largely nonsignificant. Strong
significant correlations within the measures of self-esteem, risk taking, and marijuana use
individually within the same time frame indicate the variables are measuring the same
concept as intended.
Overall the correlations indicate that the shared variance between the variables is
strong enough to suggest a relationship, yet not too strong to suggest issues of
multicollinearity. Multicollinearity is when variables intended to measure separate
constructs are too highly correlated suggesting that the variables are actually measuring
the same construct (Berry & Feldman, 1985). Only variables with the measurement of a
single latent construct exhibit high correlation coefficients, indicating that
multicollinearity is not an issue with these data. This second step of the analysis
examining bivariate correlations among the variables indicates that is appropriate to
continue with the analysis using structural equation modeling.
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Table 3 Correlation Coefficients
B.

C.

D.

E.

F.

G.

H.

I.

J.

K.

L.

M.

N.

1.00
-0.93
0.12
0.22
-0.18
-0.05
-0.17
-0.08
-0.11
0.13
-0.18
-0.17
-0.25
-0.01
0.15
0.04
0.11
-0.04
0.19
0.09
-0.01
0.06

1.00
-0.05
-0.18
0.21
0.16
0.22
0.07
0.14
0.02
0.03
0.05
0.08
-0.05
-0.10
-0.02
-0.09
-0.05
-0.11
-0.04
-0.03
-0.03

1.00
0.07
0.26
0.19
0.21
-0.04
0.04
-0.03
-0.01
-0.04
-0.05
0.15
0.12
0.08
0.08
0.04
0.11
0.00
0.11
0.05

1.00
0.05
0.08
0.05
-0.08
-0.02
0.00
0.00
0.00
-0.06
0.09
0.11
0.08
0.10
0.07
0.06
0.05
0.03
0.02

1.00
0.90
0.95
0.20
0.21
0.21
0.29
0.29
0.28
0.05
0.06
0.02
0.06
-0.02
0.01
-0.01
0.03
-0.06

1.00
0.94
0.20
0.17
0.19
0.23
0.19
0.23
-0.02
0.04
-0.05
0.07
-0.02
-0.03
-0.05
-0.02
-0.08

1.00
0.21
0.20
0.20
0.29
0.28
0.29
0.05
0.07
0.03
0.08
0.00
0.02
0.00
0.02
-0.05

1.00
0.55
0.53
0.50
0.48
0.50
-0.08
-0.14
-0.18
-0.13
-0.12
-0.15
-0.14
-0.14
-0.23

1.00
0.51
0.55
0.51
0.57
-0.03
-0.05
-0.11
-0.11
-0.07
-0.06
-0.07
-0.10
-0.10

1.00
0.46
0.47
0.48
-0.04
-0.02
-0.06
-0.01
-0.04
-0.01
-0.03
-0.09
-0.10

1.00
0.69
0.76
0.07
0.05
-0.02
0.03
0.03
0.02
-0.03
0.00
-0.06

1.00
0.66
0.11
0.12
0.08
0.10
0.11
0.09
0.07
0.05
-0.01

1.00
0.02
-0.01
-0.04
-0.01
0.02
-0.03
-0.06
-0.02
-0.06
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A. MALES
B. AFAMER
C. HISPANIC
D. AGE_96
E. SES_1996
F. MJUSE96
G. MJ30DY96
H. MJRCNT96
I. RT1_96
J. RT2_96
K. RT3_96
L. RT4_96
M. RT5_96
N. RT6_96
O. SE1_96
P. SE2_96
Q. SE3_96
R. SE4_96
S. SE5_96
T. SE6_96
U. SE7_96
V. SE8_96
W. SE9_96

A.
1.00
-0.02
0.02
-0.01
0.02
0.08
0.07
0.06
-0.03
0.02
0.01
0.06
-0.01
0.12
-0.03
-0.04
-0.03
-0.02
-0.04
0.04
-0.01
-0.01
0.06

B.
0.10
0.03
0.07
-0.19
-0.07
-0.19
-0.06
-0.11
0.07
-0.19
-0.17
-0.22
-0.02
0.02
-0.01
0.01
-0.02
0.08
0.02
0.02
0.00
0.03

C.
-0.06
0.05
-0.05
0.11
0.06
0.10
0.07
0.11
0.01
0.08
0.08
0.09
-0.01
0.01
0.03
0.02
0.01
-0.01
0.02
0.02
0.04
0.02

D.
0.06
0.06
-0.17
-0.18
-0.16
-0.21
-0.45
-0.43
-0.44
-0.45
-0.49
-0.45
-0.44
-0.42
-0.45
-0.45
-0.44
-0.43
-0.47
-0.41
-0.44
-0.43

E.
0.03
-0.02
0.54
0.01
-0.08
-0.02
-0.07
-0.04
0.00
-0.04
-0.04
-0.07
-0.05
-0.04
-0.04
-0.01
-0.05
-0.04
-0.06
-0.03
-0.02
-0.05

F.
-0.09
0.01
0.02
0.47
0.40
0.42
-0.07
-0.06
-0.05
-0.06
-0.07
-0.06
-0.06
-0.07
-0.11
-0.10
-0.12
-0.12
-0.12
-0.10
-0.11
-0.12

G.
-0.12
0.03
0.06
0.41
0.42
0.38
-0.01
0.01
0.02
-0.03
-0.03
0.00
-0.06
-0.07
-0.10
-0.07
-0.11
-0.07
-0.08
-0.09
-0.11
-0.11

H.
-0.09
0.02
0.04
0.50
0.43
0.47
-0.03
-0.03
-0.03
-0.03
-0.04
-0.03
-0.04
-0.05
-0.07
-0.06
-0.10
-0.08
-0.09
-0.08
-0.09
-0.10

I.
-0.20
0.02
-0.01
0.15
0.11
0.13
0.21
0.11
0.15
0.13
0.11
0.12
-0.01
0.01
0.01
-0.01
0.02
-0.02
-0.01
-0.02
-0.03
-0.03

J.
-0.09
0.06
-0.05
0.12
0.10
0.12
0.13
0.20
0.14
0.15
0.11
0.14
0.01
0.02
0.00
-0.01
0.02
0.00
0.00
-0.03
0.00
0.00

K.
-0.08
0.09
0.02
0.12
0.12
0.13
0.18
0.16
0.25
0.15
0.14
0.13
0.06
0.08
0.08
0.09
0.10
0.09
0.08
0.07
0.07
0.06

L.
-0.06
0.03
0.03
0.19
0.15
0.19
0.08
0.12
0.07
0.22
0.15
0.18
0.10
0.08
0.07
0.06
0.06
0.06
0.04
0.05
0.04
0.05

M.
-0.01
0.07
0.05
0.17
0.09
0.17
0.08
0.07
0.06
0.18
0.19
0.16
0.13
0.12
0.11
0.11
0.11
0.11
0.10
0.10
0.10
0.11

N.
-0.05
0.06
0.01
0.20
0.12
0.19
0.13
0.17
0.13
0.21
0.19
0.25
0.11
0.11
0.10
0.08
0.09
0.08
0.08
0.09
0.09
0.09
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X. SE10_96
Y. AGE_98
Z. SES_1998
AA. MJUSE98
AB. MJ30DY98
AC. MJRCNT98
AD. RT1_98
AE. RT2_98
AF. RT3_98
AG. RT4_98
AH. RT5_98
AI. RT6_98
AJ. SE1_98
AK. SE2_98
AL. SE3_98
AM. SE4_98
AN. SE5_98
AO. SE6_98
AP. SE7_98
AQ. SE8_98
AR. SE9_98
AS. SE10_98

A.
0.05
-0.07
-0.08
0.05
0.14
0.03
-0.06
-0.03
0.01
0.02
-0.01
0.05
-0.04
-0.06
-0.04
-0.05
-0.07
-0.02
-0.03
-0.07
-0.01
-0.02

P.

Q.

R.

S.

T.

U.

V.

W.

X.

Y.

Z.

AA.

AB.

1.00
0.65
0.65
0.54
0.64
0.55
0.40
0.42
0.48
0.04
0.09
-0.09
-0.09
-0.07
-0.11
-0.11
-0.12
-0.05
-0.02
-0.10
0.15
0.17
0.14
0.12

1.00
0.56
0.65
0.55
0.52
0.46
0.52
0.54
0.06
0.14
-0.05
-0.08
-0.04
-0.11
-0.10
-0.08
-0.03
0.03
-0.06
0.18
0.18
0.19
0.13

1.00
0.52
0.56
0.51
0.36
0.42
0.42
0.00
0.08
-0.08
-0.09
-0.08
-0.12
-0.10
-0.10
-0.04
0.01
-0.08
0.10
0.14
0.09
0.15

1.00
0.53
0.52
0.46
0.53
0.55
0.01
0.10
-0.10
-0.10
-0.09
-0.14
-0.12
-0.11
-0.03
0.02
-0.05
0.16
0.17
0.15
0.16

1.00
0.64
0.41
0.45
0.49
0.06
0.05
-0.08
-0.06
-0.08
-0.10
-0.10
-0.05
-0.04
0.01
-0.05
0.12
0.15
0.12
0.13

1.00
0.41
0.48
0.52
0.09
0.10
-0.06
-0.03
-0.04
-0.08
-0.03
-0.02
0.01
0.05
-0.01
0.19
0.21
0.19
0.22

1.00
0.45
0.46
-0.01
-0.01
-0.09
-0.06
-0.06
-0.15
-0.13
-0.11
-0.08
-0.02
-0.10
0.08
0.10
0.08
0.07

1.00
0.73
0.03
0.00
-0.09
-0.11
-0.10
-0.14
-0.09
-0.08
-0.06
-0.02
-0.07
0.10
0.11
0.10
0.13

1.00
0.03
0.05
-0.11
-0.07
-0.10
-0.15
-0.09
-0.09
-0.06
-0.02
-0.07
0.13
0.14
0.12
0.13

1.00
0.33
0.34
0.25
0.32
0.48
0.50
0.48
0.47
0.47
0.46
0.67
0.70
0.67
0.68

1.00
0.23
0.07
0.21
0.24
0.23
0.25
0.25
0.27
0.24
0.39
0.38
0.36
0.36

1.00
0.88
0.94
0.50
0.46
0.47
0.53
0.52
0.52
0.37
0.36
0.32
0.35

1.00
0.93
0.43
0.41
0.41
0.43
0.39
0.42
0.26
0.28
0.22
0.24
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O. SE1_96
P. SE2_96
Q. SE3_96
R. SE4_96
S. SE5_96
T. SE6_96
U. SE7_96
V. SE8_96
W. SE9_96
X. SE10_96
Y. AGE_98
Z. SES_1998
AA. MJUSE98
AB. MJ30DY98
AC. MJRCNT98
AD. RT1_98
AE. RT2_98
AF. RT3_98
AG. RT4_98
AH. RT5_98
AI. RT6_98
AJ. SE1_98
AK. SE2_98
AL. SE3_98
AM. SE4_98

O.
1.00
0.68
0.52
0.53
0.47
0.48
0.45
0.35
0.37
0.39
0.01
0.08
-0.05
-0.12
-0.04
-0.13
-0.10
-0.13
-0.06
-0.03
-0.08
0.09
0.08
0.06
0.06

P.
0.12
0.13
0.08
0.11
0.14
0.12

Q.
0.15
0.17
0.12
0.15
0.15
0.15

R.
0.10
0.12
0.09
0.10
0.12
0.12

S.
0.17
0.16
0.13
0.16
0.17
0.15

T.
0.13
0.19
0.12
0.14
0.14
0.15

U.
0.19
0.23
0.21
0.21
0.21
0.22

V.
0.06
0.11
0.06
0.15
0.14
0.12

W.
0.11
0.15
0.12
0.13
0.23
0.17

X.
0.12
0.16
0.13
0.14
0.24
0.21

Y.
0.66
0.67
0.64
0.64
0.63
0.66

Z.
0.34
0.37
0.38
0.35
0.35
0.35

AA.
0.31
0.31
0.30
0.29
0.25
0.30

AC.

AD.

AE.

AF.

AG.

AH.

AI.

AJ.

AK.

AL.

AM.

AN.

AB. MJ30DY98
AC. MJRCNT98
AD. RT1_98
AE. RT2_98
AF. RT3_98
AG. RT4_98
AH. RT5_98
AI. RT6_98
AJ. SE1_98
AK. SE2_98
AL. SE3_98
AM. SE4_98
AN. SE5_98

AB.
1.00
0.93
0.43
0.41
0.41
0.43
0.39
0.42
0.26
0.28
0.22
0.24
0.19

1.00
0.51
0.47
0.47
0.52
0.54
0.53
0.37
0.36
0.34
0.34
0.32

1.00
0.74
0.77
0.71
0.70
0.69
0.54
0.55
0.54
0.54
0.54

1.00
0.73
0.74
0.72
0.75
0.56
0.58
0.58
0.57
0.56

1.00
0.70
0.72
0.70
0.56
0.58
0.56
0.59
0.55

1.00
0.85
0.84
0.62
0.60
0.61
0.62
0.60

1.00
0.83
0.67
0.67
0.67
0.67
0.65

1.00
0.62
0.60
0.60
0.60
0.59

1.00
0.94
0.91
0.90
0.89

1.00
0.92
0.93
0.90

1.00
0.91
0.92

1.00
0.89

1.00

AB.
0.19
0.22
0.24
0.22
0.14
0.20
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AN. SE5_98
AO. SE6_98
AP. SE7_98
AQ. SE8_98
AR. SE9_98
AS. SE10_98

O.
0.07
0.06
0.01
0.07
0.07
0.06

AC.
0.30
0.30
0.29
0.25
0.28

AD.
0.51
0.52
0.48
0.47
0.47

AE.
0.56
0.57
0.51
0.52
0.54

AF.
0.57
0.57
0.48
0.49
0.51

AP.

AQ.

AR.

AS.

AO. SE6_98
AP. SE7_98
AQ. SE8_98
AR. SE9_98
AS. SE10_98

AO.
1.00
0.89
0.85
0.87
0.90

1.00
0.82
0.86
0.87

1.00
0.84
0.86

1.00
0.93

1.00

AG.
0.59
0.60
0.54
0.55
0.57

AH.
0.64
0.67
0.60
0.59
0.62

AI.
0.57
0.59
0.55
0.53
0.56

AJ.
0.89
0.86
0.82
0.83
0.87

AK.
0.91
0.88
0.84
0.84
0.88

AL.
0.92
0.87
0.86
0.87
0.90

AM.
0.91
0.88
0.81
0.85
0.88

AN.
0.90
0.88
0.83
0.86
0.88
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AO. SE6_98
AP. SE7_98
AQ. SE8_98
AR. SE9_98
AS. SE10_98

AB.
0.22
0.24
0.22
0.14
0.20

Step 3
The third step of the analysis is a confirmatory factor analysis. The confirmatory
factor analysis is a means of confirming that the latent variables are appropriately
measured with the observed variables. This analysis provides convergent and
discriminate validity to the model. Convergent validity is a means of showing that
theorized associations between measures are in fact connected (Hagan, 1997).
Discriminant validity is an indication that measures that should not be associated, are not
associated (Hagan, 1997). In the current model, if questions relating to risk taking were
found to have a stronger association with the latent variable of self-esteem, the
measurement of the model would fail to meet discriminant validity standards.
The confirmatory factor analysis found the model fit the data. Table 4 gives the
factor loadings and fit indices from the analysis. The χ2 index is significant (χ2 =
2835.462, p<0.001), which indicates that the model differs significantly from the data.
This significance is the result of the large sample size utilized in the analysis as χ2 is
sensitive to large samples and increases the possibility of a type I error, incorrectly
rejecting the true model (Bentler & Bonnett, 1980). The sample size in the current
analysis is 1,579, indicating that the significance of χ2 is likely the result of bias from a
large sample size. Other measures of model fit are examined to assure the model does fit
the data. The CFI is 0.993, which is above the cutoff of 0.95 which considered a good fit
(Hu & Bentler, 1999). SRMR and RMSEA of 0.035 and 0.046 are well within the
standards for good model fit (Hu & Bentler, 1999).
The factor loadings for the model, as seen in table 4, are all over 0.5 which is
considered large (Kline, 1998). The factor loadings give an indication of the strength of
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the relationship between the observed variable and the latent variable (Kline, 1998).
Strong factor loadings in the current analysis indicate that the observed measures used are
a good approximation of the latent variable. This analysis supports the measures used for
the latent variables of self-esteem, risk taking, and marijuana use at waves 1 and 2.

Table 4 Confirmatory Factor Analysis Factor Loadings
Variable relationship Standardized
coefficient 1996
Risk taking and
0.672**
RT1
0.702**
RT2
0.646**
RT3
0.846**
RT4
0.769**
RT5
0.846**
RT6
Self Esteem and
0.661**
SE1
0.803**
SE2
0.780**
SE3
0.707**
SE4
0.738**
SE5
0.746**
SE6
0.728**
SE7
0.568**
SE8
0.728**
SE9
0.758**
SE10
Marijuana use and
0.951**
MJUSE1
0.941**
MJ30DAY
1.001**
MJCRNT
Correlations
Self-esteem 1996 and
risk taking 1996
Self-esteem 1996 and
marijuana use 1996
Self-esteem 1996 and
self-esteem 1998
Self-esteem 1996 and
risk taking 1998
Self-esteem 1996 and

Standardized
coefficient 1998
0.811**
0.841**
0.829**
0.905**
0.930**
0.891**
0.947**
0.965**
0.958**
0.950**
0.944**
0.950**
0.927**
0.884**
0.924**
0.948**
0.956**
0.921**
0.993**
‐0.032**
‐0.004
0.127**
‐0.059**
‐0.07**
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marijuana use 1998
Risk taking 1996 and
marijuana use 1996
Risk taking 1996 and
self-esteem 1998
Risk taking 1996 and
risk taking 1998
Risk taking 1996 and
marijuana use 1998
Marijuana use 1996 and
self-esteem 1998
Marijuana use 1996 and
risk taking 1998
Marijuana use 1996 and
marijuana use 1998
Self-esteem 1998 and
risk taking 1998
Self-esteem 1998 and
marijuana use 1998
Risk taking 1998 and
Marijuana use 1998
Fit Indices
χ2
CFI
SRMR
RMSEA
**p< .01

0.208**
0.052**
0.126**
0.131**
‐0.087**
‐0.032
0.432**
0.541**
0.297**
0.45**

2835.462**
0.993
0.035
0.046

Step 4
Structural equation modeling is a means of running multiple regression analyses
at the same time. In step four structural equation modeling was used to evaluate the
relationship between demographic factors of race, sex, age, and socioeconomic status,
risk-taking, self-esteem, and marijuana use. Two separate models were utilized to
examine the relationship between the variables at both wave 1 and wave 2 of data
collection. Confirmation of these relationships will support the use of self-esteem and
risk-taking as reinforcing marijuana use. Wood and colleagues (1997) hypothesized that
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behavior will be perpetuated based on reinforcement not just from social rewards, but
also psychological and physiological rewards. This step in the analysis confirms the
hypothesized cross-sectional association between the psychological and physiological
rewards of self-esteem and risk taking and their relationship with marijuana use.
The current analysis found that the model fit the data well. Measurements of
model fit for both models are given in table 5. As expected, χ2 is significant in both
models (χ2= 1401.836, p<0.01; χ2= 1107.514, p<0.01) which is likely due to the large sample
size. Other measurements of model fit exceeded expected thresholds indicating good
model fit for both models examined in this step. A good model fit indicates that the
structure of the model accurately fits the data.

Table 5 Cross-sectional Structural Model Analysis

Variable relationship
SES → Risk taking
Males → Risk taking
Hispanic → Risk taking
African American → Risk Taking
Age → Risk taking
SES → Self-esteem
Males → Self-esteem
Hispanic → Self-esteem
African American → Self-esteem
Age → Self-esteem
SES → Marijuana use
Males → Marijuana use
Hispanic → Marijuana use
African American → Marijuana use
Age → Marijuana use
Risk taking →Marijuana use
Self-esteem →Marijuana use
Fit indices
χ2

Standardized
coefficient 1996
-0.007
0.032
-0.001
-0.125**
-0.029
0.063*
0.000
-0.025
0.047
0.097**
0.067*
0.049
0.115**
-0.056
0.241**
0.382**
-0.018

Standardized
coefficient 1998
-0.007
0.028
-0.027
-0.099**
0.861**
0.009
0.013
-0.023
0.000
0.925**
0.043
0.047
0.009
-0.056
0.258
0.602**
-0.150*

1401.836**

1107.514**
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Variable relationship

Standardized
coefficient 1996

Standardized
coefficient 1998

0.979
0.043
0.057

0.977
0.023
0.049

CFI
SRMR
RMSEA
**p< .01

An examination of standardized coefficients between the latent variables and
between the observed demographic variables and latent variables gives an indication of
the strength of the relationship on a standardized scale for the comparison across different
relationships. Standardized coefficients are given in table 5 for both models run in this
step. Hypotheses 1-3 in the current dissertation predicted direct effects of demographics
on self-esteem, risk taking and marijuana use. The analysis found that not being an
African American was significantly related to an individual’s propensity for risk taking.
Age was only associated with risk taking during the 1998 wave. Age was positively
associated with self-esteem at both time points. Socioeconomic status only played a role
in self-esteem during the 1996 wave of data collection. Marijuana use was related to age,
being Hispanic, and an individual’s socioeconomic status during the 1996 wave of data
collection, but were not significant during the 1998 wave of data collection. These weak
and inconsistent connections between demographics and risk taking, self-esteem, and
marijuana use could be the result of widespread marijuana use amongst the population,
regardless of socioeconomic status, race and gender (Inciardi, 2002).
Hypothesis 4 predicts that there will be a direct relationship between risk-taking
and marijuana use, which is supported by significant standardized coefficients in both
waves of data collection. The effects of risk taking on marijuana use at both waves of
data collection are highly significant. As expected, an individual’s propensity for risk
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taking is significantly related to marijuana use in a cross-sectional design. This supports
Wood and colleagues’ (1997) formulation of nonsocial reinforcement theory.
Hypotheses 5 and 6 predict that demographic factors will have an indirect effect
on marijuana use through risk taking behavior and self-esteem. Table 6 shows the
indirect relationships found in the cross-sectional models. No significant indirect
relationships were found in the 1996 model. Age was found to indirectly relate to
marijuana use through both risk taking and self-esteem. Not being an African American
was related to marijuana use through risk taking only. Again, relationships between
demographic characteristics and latent variables, including marijuana use, may be
nonsignificant as a result of the widespread use of marijuana across all demographic
characteristics (Inciardi, 2002).
Hypothesis 7 proposes that there will be a direct relationship between self-esteem
and marijuana use. Self-esteem is significantly related to marijuana use during the 1998
data collection, yet is not related to marijuana use in the 1996 wave. The inconsistent
results of the relationship between self-esteem and marijuana use may be related to the
inconsistent results found in the literature connecting self-esteem and drug use (Moore &
Laflin, 1996). The relationship between low self-esteem and marijuana use found in the
1998 model warrants further examination of this relationship in the longitudinal model in
the next step of this analysis.
Table 6 Indirect relationships in Cross-sectional Models
Variable relationship
SES → Risk taking→ Marijuana use
Males → Risk taking → Marijuana use
Hispanic → Risk taking→ Marijuana use
African American → Risk Taking→ Marijuana use
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Standardized
coefficient 1996
‐0.002
0.010
0.000
‐0.041

Standardized
coefficient 1998
‐0.004
0.017
‐0.016
‐0.060*

Variable relationship
Age → Risk taking→ Marijuana use
SES → Self-esteem→ Marijuana use
Males → Self-esteem→ Marijuana use
Hispanic → Self-esteem→ Marijuana use
African American → Self-esteem→ Marijuana use
Age → Self-esteem→ Marijuana use

Standardized
coefficient 1996
‐0.010
‐0.001
0.000
0.000
‐0.001
‐0.002

Standardized
coefficient 1998
0.518**
‐0.001
‐0.002
0.003
0.000
‐0.139**

*p< .05 **p< .01
Step 5
Step five tests the reciprocal loop of behavioral reinforcement in nonsocial
learning theory utilizing longitudinal data. The model tested in this step examines the
relationship between demographic factors and wave one measurements of self-esteem,
risk taking, and marijuana use, and the wave one measurements relationships to wave two
measurements of self-esteem, risk taking, and marijuana use.
The model tested in step five is given above in figure 1. Upon examination of the
fit indices, the model did not sufficiently fit the data. An examination of the modification
indices and the significance of demographic variables in the 1998 cross-sectional model
suggested that the inclusion of relationships between demographics and 1998 wave latent
variables of self-esteem and risk taking could better fit the data without violating the
premise of the theory. Figure 5 shows the modified model tested, which did fit the data.
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Fit indices for the modified model were examined using χ2, CFI, SRMR, and RMSEA as
with previous models examined in the dissertation.

Figure 5 Modified Reciprocal Relationship Model

The fit indices of CFI, SRMR, and RMSEA all exceeded the standards required
indicating a good fit of the model (CFI = 0.975; SRMR = 0.041; RMSEA = 0.039). The
χ2 measurement of model fit was significant (χ2= 2991.659, p<0.01), which again is
expectedly due to the large sample size used in the analysis. The examination of the
other three fit indices indicate that the model is a good fit to the data.
Standardized coefficients between the latent variables and the observed
demographics are examined as an indication of the strength of the relationships between
these variables. Table 6 gives the standardized coefficients for each of the relationships.
Hypotheses 1-3 predict a direct effect between demographic variables and wave 1 latent
constructs of risk taking, self-esteem, and marijuana use. Not being an African American
was significantly related to risk taking in 1996 and 1998, but not related to self-esteem at
either time point. Age was related to self-esteem at both time points, but only
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significantly related to risk-taking in 1998. Marijuana use in 1996 was significantly
related to being a male, being Hispanic, and being older. The lack of significance in
relations between demographic factors and latent variables across the two time points
could be an indication of the widespread use of marijuana use across different
socioeconomic status, genders, and race.
Table 7 Modified Longitudinal Structural Model Analysis

Variable relationship
SES → Risk taking 1996
Males → Risk taking 1996
Hispanic → Risk taking 1996
African American → Risk Taking 1996
Age → Risk taking 1996
SES → Self-esteem 1996
Males → Self-esteem 1996
Hispanic → Self-esteem 1996
African American → Self-esteem 1996
Age → Self-esteem 1996
SES → Marijuana use 1996
Males → Marijuana use 1996
Hispanic → Marijuana use 1996
African American → Marijuana use 1996
Age → Marijuana use 1996
SES → Risk taking 1998
Males → Risk taking 1998
Hispanic → Risk taking 1998
African American → Risk taking 1998
Age → Risk taking 1998
SES → Self-esteem 1998
Males → Self-esteem 1998
Hispanic → Self-esteem 1998
African American → Self-esteem 1998
Age → Self-esteem 1998
Risk taking 1996 →Marijuana use 1996
Self-esteem 1996 →Marijuana use 1996
Risk taking 1996 →Risk taking 1998
Risk taking 1998 →Marijuana use 1998
Marijuana use 1996 →Risk taking 1998
Marijuana use 1996 →Self-esteem 1998
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Standardized coefficient
0.001
0.038
-0.006
-0.134**
0.017
0.024
0.003
-0.027
0.046
0.098**
0.039
0.063**
0.096**
-0.066
0.243**
-0.005
0.018
-0.025
-0.065**
0.919**
0.009
0.010
-0.012
-0.001
0.958**
0.296**
-0.029
0.091**
0.764**
0.018
-0.011

Variable relationship
Marijuana use 1996 →Marijuana use 1998
Self-esteem 1996 → Self-esteem 1998
Self-esteem 1996 →Marijuana use 1998
Fit indices
χ2
CFI
SRMR
RMSEA

Standardized coefficient
0.509**
0.170**
-0.302**
2991.659**
0.975
0.041
0.039

Hypothesis 4, which predicts a significant relationship between risk taking and
marijuana use, is supported in this analysis. Risk taking was significantly related to
marijuana use at both the 1996 and the 1998 time frames. Hypothesis 7 predicts that
there will be a strong relationship between self-esteem and marijuana use. Similar to the
analysis in step 4, a significant relationship was found between self-esteem and marijuana
use in 1998, but not in 1996. The influence of low self-esteem leading to marijuana use
seen in 1998 but not in 1996 could be the result of changes in self-esteem over time or a
relationship to the age of the sample. The change of self-esteem over time and its
relationship to marijuana use is an unexplored topic in the criminal justice literature that
could shed more light on the longitudinal trajectory of this relationship, but is outside the
scope of this dissertation.
Hypotheses 5 and 6 predict an indirect relationship between demographic factors
and marijuana use through self-esteem and risk taking. Table 7 shows the indirect effects
of demographics on marijuana use through self-esteem and risk taking. Only the
relationship between age and marijuana use through self-esteem and risk taking in the
1998 year was significant. This indirect relationship was not proposed in the original
conceptualization of the nonsocial reinforcement theory by Wood and colleagues (1997).
Wood and colleagues (1997) proposed that demographic factors would directly impact
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the deviant behavior which would then be reinforced by physiological and psychological
rewards. The proposed extension of the theory in this dissertation by hypothesizing
these relationships was not founded.
Hypotheses 8 and 9 in the current dissertation speculate that there will be an
indirect relationship between self-esteem and risk taking through marijuana use. Table 8
shows the indirect relationships between risk taking and self-esteem in 1996 on their
opposite reinforcer in 1998 through marijuana use in 1996. These nonsignificant
coefficients indicate that self-esteem in 1996 does not impact propensity for risk taking in
1998 through marijuana use in 1996. Those who have low self-esteem and use
marijuana, do not see an increase in their propensity to take risks in the future. Similarly,
those with a high propensity for risk taking and use marijuana do not see a change in selfesteem in the future according to this data. Nonsignificant findings related to these two
hypotheses do not support the reciprocal influences of nonsocial reinforcement proposed
by Wood and colleagues (1997).
Table 8 Indirect Relationships of Nonsocial Reinforcement

Demographic Variable relationships
SES → Risk taking→ Marijuana use
Males → Risk taking → Marijuana use
Hispanic → Risk taking→ Marijuana use
African American → Risk Taking→ Marijuana use
Age → Risk taking→ Marijuana use
SES → Self-esteem→ Marijuana use
Males → Self-esteem→ Marijuana use
Hispanic → Self-esteem→ Marijuana use
African American → Self-esteem→ Marijuana
use
Age → Self-esteem→ Marijuana use

Longitudinal Variable relationships
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Standardized
coefficient 1996
0.000
0.011
‐0.002
‐0.040
0.005
‐0.001
0.000
0.001
‐0.001
‐0.003

Standardized
coefficient 1998
0.004
‐0.014
0.019
0.050
‐0.702**
‐0.003
‐0.003
0.004
0.000
‐0.289**

Standardized coefficient

Demographic Variable relationships

Standardized
coefficient 1996

Self-esteem 1996→ Marijuana use 1996→ Risk
taking 1998
Risk taking 1996→ Marijuana use 1996 → Selfesteem 1998

Standardized
coefficient 1998

‐0.001
‐0.003

**p< .01
Hypotheses 10-12 suggest a connection between marijuana use at wave 1 and
wave 2 measurements of risk-taking, risk taking, and self-esteem. Marijuana use in 1996
was not able to predict risk taking or self-esteem in 1998, but was significantly related to
marijuana use in 1998. The main contribution of the current dissertation is this
examination of reciprocal effects between behavior and nonsocial reinforces of
psychological and physiological rewards. This reciprocal relationship is also present in
hypotheses 13 and 14. As predicted, risk taking in 1998 and self-esteem in 1998 both
have strong significant relationships with marijuana use in 1998. Individuals with low
self-esteem who are high in risk taking are more likely to use marijuana, as predicted by
Wood and colleagues (1997) nonsocial reinforcement theory.
The results from this analysis give some support to nonsocial reinforcement
theory as proposed by Wood and colleagues (1997). The lack of significant relationships
between marijuana use in 1996 and risk taking or self-esteem in 1998 does not allow for
the confirmation of the reciprocal nature of nonsocial reinforcement. One possibility for
this lack of support is the large time frame between the two measures. Two years may be
too long that other rival causal factors influencing risk taking, self-esteem, and marijuana
use are making the effects in the current study. Figure 6 gives the standardized
coefficients and significance for the modified model allowing for an easier visual
inspection of the relationships. Significant relationships between risk taking and selfesteem between the two time points examined, with insignificant relationships between
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Figure 6 Modified Reciprocal Relationship Model with standardized coefficients
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marijuana use at time one and risk taking and self-esteem at time two refute the
reciprocal nature of nonsocial reinforcement.
This step can also serve as a multiple indicator multiple cause (MIMIC) model,
which is used to examine the differences between groups (Muthen, 1989). While Wood
and colleagues (1997) do not speculate that there would be a difference in the way in
which nonsocial reinforcement influences different sexes, it is nevertheless important to
examine this aspect in the current study to assure that results obtain are not simply an
indication of differences in the sexes. Commonly CFA-based measurement models are
utilized to examine measurement invariance (Meade & Lautenschlager, 2004), however
as Vandenberg (2002) points out, little is known about the psychometric properties of the
series of tests suggested by Vandenberg and Lance (2000). Examination of some of the
factors influencing the ability of CFA-based tests of measurement invariance has begun.
Findings suggest that sample size and amount of variance explained in each variable can
bias the results (Meade & Lautenschlager, 2004). A metric determining the appropriate
sample sizes and explained variance parameters in which this technique is most
appropriate has not yet been determined (Meade & Bauer, 2007). In fact, the same
sample size performed differently in the various steps of measurement invariance
advocated by Vandenberg and Lance (2000), indicating that conflicting results on these
tests could be more of reflection of the psychometric properties of these tests than the
actual invariance of the measurement (Meade & Bauer, 2007). Due to these
uncertainties, a MIMIC model was utilized to examine sex differences in nonsocial
reinforcement.
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MIMIC models allows for the examination of covariance within a group as
compared to another group in order to make a determination of the differences in
measurement between the two groups (Muthen, 1989).

Examining the paths between

sex and the latent variables of nonsocial reinforcement examined in this dissertation, as
given in table 7, show that measurements of risk taking and self-esteem do not differ in
either time point, indicating that measurement invariance does exist for those
measurements and the sample can be considered homogenous. However, there is a
significant relationship between marijuana use and sex. This indicates that there may be
a difference in marijuana use between the sexes as predicted by nonsocial reinforcement.
More research is needed to fully explore the differences between the sexes in predictions
of nonsocial reinforcement.
Despite the lack of support for reciprocal findings, the significant influence of
self-esteem and risk taking during the 1998 timeframe indicate that these factors do play
a role in marijuana use, partially supporting the theory. This dissertation adds to the body
of knowledge of the influence of nonsocial reinforcement on behavior. While the current
analysis cannot support a longitudinal relationship, a cross-sectional relationship was
found in the analysis. The evidence found for the connection between self-esteem and
risk taking can be utilized in the design of interventions to prevent the use of marijuana
and other deviant behavior.

Summary
The current dissertation used a five-step analysis in order to examine the
reciprocal relationship between marijuana use and psychological and physiological
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rewards proposed by Wood and colleagues (1997). A confirmatory factor analysis
supported the use of the observed variables as a measure of the latent variables of risk
taking, self-esteem, and marijuana use at both waves of data collection. While fit indices
showed that a modified version of the reciprocal model did fit the data, standardized
coefficients showed that a reciprocal relationship between marijuana use and future selfesteem and risk taking were not supported. A single timeframe relationship between selfesteem, risk taking, and marijuana use supports that there is some influence of nonsocial
reinforcement on behavior as proposed by Wood and colleagues (1997). Applications of
nonsocial reinforcement in criminal justice along with implications of this dissertation’s
findings on the theory and limitations of the dissertation are discussed in the next chapter.
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CHAPTER V
DISCUSSION
Overview
The current dissertation sought to empirically test the hypothesized influence of
nonsocial reinforcement on behavior. Wood and colleagues (1997) proposed that
reinforcement from sources other than social rewards have an impact on behavior.
Specifically, physiological and psychological rewards will reinforce behavior, causing
the behavior to increase in frequency in the individual (Wood et al., 1997). Despite the
growing empirical support for the theory, the theory is often tested using only a measure
of risk taking (Higgins et al., 2011; Stevens et al., 2011), and the reciprocal nature of the
theory has never been tested. The current dissertation tested that reciprocal relationship
using two waves of the National Longitudinal Study of Youth 1979 Young Adult cohort
(NLSY79-YA). Risk-taking was utilized as a measure of physiological rewards and selfesteem was utilized as a measure of psychological rewards in an examination of
marijuana use. Results provide evidence for a cross-sectional, but not a longitudinal
relationship of risk taking and self-esteem on marijuana use. The current findings lead to
a better understanding of the limitations of the possible reciprocal effects from which
behavior is reinforced. This knowledge can be utilized to create more effective programs
to dissuade antisocial behavior and reinforce prosocial behavior, reducing crime and
deviance. This chapter of the dissertation will discuss the implications of the findings,
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both for the theory and for the application of the theory to criminal justice practices and
policies. Additionally, this chapter will suggest future research, discuss the limitations of
the study, and provide concluding remarks of the overall importance of the current
dissertation.

Implications for Nonsocial Reinforcement Theory
Findings from the current analysis provide support for the immediate impacts of
Wood and colleagues (1997) nonsocial reinforcement theory, yet not a longitudinal
influence. The theory suggests that behavior is reinforced through psychological and
physiological rewards along with the commonly examined social reinforcement of
behavior. In order to isolate the effects of nonsocial reinforcement, the influence of
social reinforcement suggested in the theory was not tested in the current dissertation.
The isolation of the influence of nonsocial rewards on behaviors tests a critical
component of the theory which has not yet been explored. The hypotheses drawn from
Wood and colleagues’ (1997) specification of the model were partially confirmed in the
current analysis. This empirical evidence for nonsocial reinforcement, while not
reciprocal, still supports the use of nonsocial reinforcement as a means of predicting
behavior. It is hypothesized that adding the influence of social reinforcement to the
model will provide an even stronger predictor of behavior. This test of Wood and
colleagues (1997) nonsocial reinforcement theory adds to our understanding of the means
by which behavior is learned. With this additional knowledge, novel interventions can be
created to break the forces influencing behavior.
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Previous studies examining the influence of nonsocial reinforcement have
generally measured nonsocial reinforcement using a measure of risk taking (Harden,
Quinn, & Tucker-Drob, 2012; Harden & Tucker-Drob, 2011). The results from the
current dissertation are in line with previous results as a strong connection was seen
between risk taking and marijuana use in a single timeframe. Wood and colleagues
(1997) found that individuals more familiar with crime commission reported more
positive feelings about the crime, indicating an increase in self-esteem resulting from the
risky behavior of the crime. The current study is in line with these results as a connection
was found between low levels of self-esteem and marijuana use during the second wave
of data collection.
May (2003) found that adolescents engage in violent behavior for the thrill
associated with the activity. The strong association between risk-taking and marijuana
use at both time points examined in the current study agree with May’s (2003) finding as
taking the risks involved in marijuana use was seen as a rewarding behavior that helped
to fuel subsequent use. Stevens and colleagues (2011) found that nonsocial
reinforcement, as measured by a preference for risky activities, was associated with hard
drug use in adolescents. The study suggested that juveniles may start using hard drugs
due to nonsocial rewards, yet continual use may be the result of social reinforcement.
Findings from the current dissertation show that nonsocial reinforcement of marijuana
use continues to be associated with nonsocial rewards from self-esteem and risk-taking.
Influences of social reinforcement were not tested in the current dissertation, but the
evidence of the continued influence of nonsocial rewards two years after marijuana use
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suggest that the influences on nonsocial reinforcement, particularly risk taking, still have
an influence on perpetual drug use.
In an exploration of nonsocial reinforcement theory in the abuse of prescription
drugs, Higgins and colleagues (2009) found that their nonsocial reinforcement measure of
risk-taking was not a significant predictor of sedative use. While nonsocial
reinforcement was able to predict use of amphetamines and tranquilizers, the authors
suspected that the lack of ability for their risk-taking measure to predict sedative use was
the result of a lack of connection between the risk-seeking drives of individuals and the
relaxing states created from sedatives (Higgins et al., 2009). Use of marijuana can
produce feelings of relaxation similar to a sedative, and could be related to the methods
of use of the drug (Block, Erwin, Farinpour, & Braverman, 1998). Despite this sedation
effect, the current study did find a connection between risk taking and marijuana use at
both timeframes. One possible explanation for the differing results between the current
study and the findings of Higgins and colleagues (2009) could be the age differences in
the samples. The current dissertation examined the habits of individuals between the
ages of 14 and 20 at the first wave of data collection, while Higgins and colleagues
(2009) sample was composed mostly of young adults over the age of 18. In the current
dissertation the participants may have derived excitement from the act of deviance that
comes from the illegal act of using marijuana, regardless of the lack of stimulation that
could be derived from the drug. Had Higgins and colleagues (2009) used a younger
sample, it is possible that the nonsocial reinforcement element of risk-taking may become
a significant predictor of sedative use. It is also possible that the study lacked a sufficient
means of measuring nonsocial reinforcement. The model tested of nonsocial
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reinforcement predicting sedative use did find that peer influences were able to predict
sedative use (Higgins et al., 2009). Should the study have included a measure of selfesteem, it is possible that the two elements of nonsocial reinforcement of social status and
self-esteem could have predicted sedative use in the sample, supporting nonsocial
reinforcement theory.
The current dissertation partially supports Wood and colleagues (1997) nonsocial
reinforcement theory. Findings show that psychological rewards of increases in selfesteem and physiological rewards of increased risk-taking are associated with marijuana
use. The analysis failed to find support for a longitudinal relationship over a two-year
time frame. The influences of reinforcement are strongest at shorter timeframes, and the
two-year interval here may be too long to detect these influences.
The isolation of psychological and physiological reinforcement in the current
study provide important evidence supporting the model of nonsocial reinforcement. The
theory helps to understand how behavior is learned and what factors influence behavior.
With this improved understanding of behavior, better, more effective interventions can be
created in order to help maintain prosocial behavior. More effective interventions will
lead to a reduction in criminal behavior, a major goal for the field of criminal justice.

Implications for Criminal Justice
The current dissertation has added to the knowledge of nonsocial reinforcement
theory as proposed by Wood and colleagues (1997). The influence of nonsocial
reinforcement over behavior can be utilized as a key element in interventions geared at
changing behavior. Interventions based on these finds supporting nonsocial
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reinforcement can help reduce deviant behaviors, reducing crime. School-based
interventions are a major attempt at dissuading adolescents from drug use. Media
campaigns are also utilized to reach a wide audience of youth and communicate the
dangers of drug use. The evidence supporting nonsocial reinforcement theory obtained
from this dissertation provides new information about behavior. The influence of
psychological and physiological rewards on behavior can be utilized in these efforts to
dissuade drug use.
Two main strategies utilized in order to deter youth from drug use are schoolbased intervention programs and large scale media campaigns. Much research has gone
into understanding what program features of school-based interventions show better
results than others. It is acknowledged that the generalizability of these programs is
problematic as different features of a program may show promise in one study, a different
study with a different program but same program feature may not be effective (Cuijpers,
2002). Despite this limitation of analyses, studies examining features of effective
programs find that interactive programs that allow for a sharing of ideas rather than
lecture-style courses are more effective (Cuijpers, 2002; Soole, Mazerolle, & Rombouts,
2008; Tobler et al., 2000). Several studies have found that a social influence model is
conducive of effective programs. Widespread evidence has also been found for the
utilization of social influence techniques which teach resistance skills, life skills, and
blocking the normalization of drug use by dispelling the myth that many of the youth’s
peers are using drugs (Cuijpers, 2002; Hansen 1993; Tobler et al., 2000).
May studies have found conflicting evidence for different elements of programs.
For example, the use of booster sessions to reinforce the lessons of the program and
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prolong the effects the program were found to be effecting in some meta-analyses
(McBride, 2003) and ineffective in other analyses (Cuijpers, 2002; Soole et al., 2008).
The effect of program intensity on effectiveness of the program has been conflicted in the
literature, with some studies showing that longer programs are more effective (Soole et
al., 2008; Toblar et al., 2000) and others showing that program length is not significantly
related to achievement of program goals (Cuijpers, 2002). Literature also conflicts on the
use of programs targeted to the specific needs of the individuals in the program
(McBride, 2003) or universal programs being the most effective (Soole et al., 2008).
This conflicting evidence of the mechanisms that produce the most favorable
results in prevention programs suggest that we still are not sure of the logic model
through which behavior is learned. One effective model of handling substance abuse has
been found in Iceland. The Icelandic Model of Adolescent Substance Use Prevention
utilized the efforts of local communities to support parents, enforce curfews, and create a
network of schools and after-school activities. Schools helped to link students with
prosocial activities such as sports (Sigfúsdóttir, Thorlindsson, Kristjánsson, Roe, &
Allegrante, 2009). Sports activities could serve as a means to satisfy the adolescent’s
thirst for physiological rewards. Sports activities have also been found to improve an
individual’s self-esteem, satisfying the psychological rewards that this dissertation and
other research has shown can help drive substance use. More models similar to this
approach that address the adolescent’s need for psychological rewards and physiological
stimulation are expected to be more efficient in reducing substance use.
A new field of research examining prosocial risk taking has emerged. This field
looks at how risky decisions are made by individuals with the goal of helping others (Do,
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Moreira, & Telzer, 2016). In adolescence, the risky behavior can often be associated
with social interactions. For example, standing up for a peer that is being bullied is a
prosocial behavior, yet is socially risky as it exposes the individual to possible social
ramifications such as alienation from the group (Do, Moreira, & Telser, 2016). More
research into the factors associated with prosocial risk taking could help translate
adolescent risk taking propensity away from deviant behaviors in favor of altruistic goals.
A propensity for risk taking can be satisfied with interventions that simulate risky
situations. A competition among students in a mock stock trading scenario may be able
to satisfy risk-seekers drives (Holton, 2004). Activities like amusement park roller
coasters, skydiving, and bungee jumping could also help satisfy risk seekers while
avoiding deviant behavior.
Previous studies have found that participation in endurance sports during
adolescence was associated with lower levels of alcohol, tobacco and marijuana use later
in life (Wichstrom & Wichstrom 2009). Additionally, participation in sports has been
found to increase self-esteem (Bowker, Gadbois, & Cornock, 2003). An increase in selfesteem and satisfaction of risk-taking gained from participation in sports is theorized by
Wood and colleagues (1997) nonsocial reinforcement theory to reduce deviant behavior.
Encouragement of sports participation for adolescents and young adults and a means of
connecting these individuals to sporting activities that interest them could lead to reduced
deviance.
Media campaigns are another major means of dissuading individuals from drug
use. One study examining specific reactions by individuals to a variety of public service
announcements (PSA) in a laboratory setting found that framing of the message and an
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evaluation of threat were the main factors contributing to the effectiveness of the
message. Overall results of the study found that PSA messages were generally successful
in increasing reported awareness of consequences of marijuana use and in reducing
favorable attitudes towards marijuana use over a control message (Zimmerman et al.,
2014). The effect of PSAs found in this study may be short-lived, or may not translate
into the real world. A nationally representative sample of youth was used to examine the
connection between exposure to PSAs and marijuana use across four time periods. While
there was generally no relationship between PSA exposure and marijuana use, some
evidence was found to indicate a negative effect of PSAs on drug use. One round of
analysis found that increased exposure to PSAs lead to higher reports of intent to use
marijuana (Hornik, Jacobsohn, Orwin, Piesse, & Kalton, 2008). Zimmerman and
colleagues (2014) found that PSAs focused more on losses resulting from drug use rather
than gains of being drug-free and higher levels of threats in the message resulted in more
unfavorable views towards marijuana. It is expected that PSAs that focus on the
prosocial risk-taking activities that can be performed when not under the influence of
drugs would have a stronger effect on perceptions of drug use. The connection this
dissertation shows between risk-taking, self-esteem, and marijuana use demonstrates the
need for these drives of substance use to be included in efforts to dissuade use.

Future Research

Findings from this dissertation provide support for the use of nonsocial
reinforcement theory in understanding human behavior and designing interventions to
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reduce marijuana use. This dissertation is merely the start of a long line of possible
research examining the empirical evidence supporting nonsocial reinforcement theory.
Future studies should include all aspects of nonsocial reinforcement theory, examine
behaviors beyond marijuana use, with other data sources, other age groups and samples,
and using various measurements over time.
The current dissertation isolated the effects of psychological and physiological
rewards on behavior in order to examine their influence in behavior. Future studies
should expand on the evidence supporting nonsocial reinforcement by examining the full
nonsocial reinforcement model. The model as originally conceptualized by Wood and
colleagues (1997) includes the influence of exogenous rewards of behavior that include
material gains and social benefits. An examination of these additional influences on the
nonsocial reinforcement model would further strengthen the evidence for the theory.
While social influences and material gains from deviant behavior have been previously
studied, the incorporation of all aspects of nonsocial reinforcement theory will give a
better understanding of how each of the variables work together to influence behavior.
The current dissertation only examined the influences of nonsocial reinforcement
on marijuana use. In order to confirm the theory can predict a wide range of deviant
behavior, more research is needed examining various behaviors. Different deviant
behaviors have differing influences that drive the behavior. In order for nonsocial
reinforcement theory to be the general theory of deviant behavior proposed by Wood and
colleagues (1997) there must be empirical support of its broad range of predictive
abilities. Previous studies of nonsocial reinforcement theory have utilized a measure of
risk taking as a means of testing the theory (Harden, Quinn, & Tucker-Drob, 2012;
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Harden & Tucker-Drob, 2011). Tests of the theory that include more elements of the
theory examined over broad ranges of behavior will provide necessary evidence for the
theory’s broad application.
Replication of results is a necessity in all research. The current dissertation tested
the hypotheses of nonsocial reinforcement theory on one dataset across two years of data
collection. Future tests of the theory should attempt to replicate the results obtained in
the current analysis using other datasets, other means of sampling, and other age groups.
These replications can help identify weaknesses in the theory and provide evidence for
any misspecification of the model that may need to be addressed. This replication will
also serve to reinforce the results obtained in this dissertation. Through this continued
research we will be able to understand more about how behavior is learned and
perpetuated. This knowledge will help to dissuade individuals from antisocial behavior
and break the cycle of rewards that reinforce negative behaviors.
In order to test the reciprocal effects of nonsocial reinforcement theory it was
necessary to use longitudinal data for the current analysis. A two-year time frame was
utilized in order to examine the reciprocal effects. Results of the current dissertation
show that two years cannot provide sufficient evidence for the reciprocal influence of
nonsocial reinforcement. Future studies should use longer and shorter time frames
between measurements to examine the impact of time in the reinforcement of behavior.
Multiple time points, beyond just two, should be utilized to examine changes in behavior
over time. This additional research will provide more evidence of the predictive scope of
nonsocial reinforcement.
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Risk denial theory, as proposed by Pretti-Watel (2003), suggests that individuals
who engage in risky behavior, such as marijuana use, must find a way to neutralize the
negative social stigma associated with the risk behavior. Strategies found for neutralizing
the risk of marijuana use include users claiming they can control their use, equating
marijuana with other legal drugs like alcohol, and blaming incorrect generalizations of
hard drug use for misconceptions about marijuana (Pretti-Watel, 2003). This
dissertation’s evidence of the influence of risk-taking as a physiological reward
reinforcing behavior indicates that risk is a motivating factor that influences the use of
marijuana. While some cognitive dissonance may occur in the risk-taking individual
using marijuana, the drive to take risks and the physiological rewards of risky behaviors
like marijuana use may actually be driving use. More research is needed to further
understand the influences of risk denial theory in light of nonsocial reinforcement theory
to determine which has a more substantial influence on behavior and the limits of these
influences.
The research suggested above would provide necessary information about the
limits and specifications of nonsocial reinforcement theory. This research could lead to
new and unexpected hypotheses to be tested in an effort to better understand behavior.
With a thorough knowledge of the factors influencing behavior, better interventions can
be created to dissuade deviant behavior. The use of empirical evidence in testing
criminological theories to understand behavior allows for more effective strategies at
reducing offending.
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Limitations
There are several limitations of this dissertation that must be acknowledged.
Limitations in the current study include limitations of the data utilized, limits with
isolating the influences of nonsocial reinforcers, and limits with our knowledge of
marijuana use. While these limitations are minor, it is important to acknowledge these
limitations which can impact the certainty of the results of the current analysis.
The current study utilized a secondary dataset obtained through self-report
measures. The population from which the sample was derived was the children of those
who participated in the National Longitudinal Study of Youth 1979. While this original
sample was considered a representative sample of the US at the time, the children of this
sample cannot be considered a completely representative sample. Any changes to the
population between when the sample was derived in 1979 and the start of the first
observation in the current study in 1996 may not be reflected. This may limit the
generalizability of the results obtained in this dissertation. While the sample may not be
truly representative, it should still be a general approximation of the population of the
United states. Another limitation of the dataset utilized for the analysis is the reliance on
self-report. Self-report of behaviors that are not socially favorable, such as marijuana
use, may not be accurately reported. There is some empirical evidence that self-report is a
valid means of collecting information about marijuana use (Aguinis, Pierce, & Quigley,
1995). The measurement of race available in the current dataset is limited to an
examination of African Americans and Hispanics in comparison to all other races.
Ideally, in order to isolate the impacts of minority status, variables that allow for the
comparison between minorities and whites would give a more accurate indication of the
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imapct of race. Despite the limitations of the race information available in the dataset,
race was still utilized in the study as Wood and colleagues (1997) proposed it would have
an impact in nonsocial reinforcement theory.
Another limitation of the data is the timeframes in which data is collected. Ideally
a more recent time frame for data collection would have been utilized to get a better
understanding of the influence of nonsocial reinforcement in the current social climate of
marijuana use. Limitations of funding resulted in data for this cohort to be collected only
every four years, which was thought to be too far of a time frame for the examination of
reinforcement of behavior. Funding also limited the questions asked of participants
during more recent data collections. Questions regarding marijuana use were reduced in
number, which resulted in only two categorical variables assessing the measure. The use
of strucutral equation modeling with latent variables requires the latent variable to be
identified with at least three observed variables (Rigdon, 1995). A dichotomous variable
of marijuana use collected during the 2002, 2004, and 2008 years was attempted in the
analysis in place of the no longer collected variable regarding lifetime marijuana use.
The analysis would not produce stable results due to the lack of variance in the available
data.
The current dissertation isolated the effects of nonsocial rewards of risk-taking
and self-esteem. This limits the conclusions that can be drawn about nonsocial
reinforcement theory in general. Wood and colleagues (1997) originally conceptualized
the theory to include exogenous rewards of social status and instrumental rewards. As
these elements of the theory were not tested in the current analysis, this dissertation
serves as a partial test of nonsocial reinforcement theory. Evidence suggests that the
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differing influences from social and nonsocial reinforcement on behavior may be
intricately intertwined and inseparable. In a longitudinal study of public high school
students, Brezina and Piquero (2003) found that peer norms and individual definitions
favorable to use, both considered social reinforcement, influenced the amount of pleasure
an individual reported experiencing from the use of marijuana or alcohol. This
connection of social and nonsocial reinforcement makes it difficult to isolate and control
for these streams of influence. It is possible that the results of the current analysis are
still influenced by the social rewards of the behavior as they impact the perceived
nonsocial rewards.
Limits on conducting research on marijuana due to its Schedule I status means
that we have not explored all the possible consequences of marijuana use. Temple,
Brown and Hine (2011) identified four gaps in our knowledge about marijuana use. First,
the connection between use and negative outcomes needs to be further explored. Second,
the likelihood of users experiencing these negative outcomes is not well understood. The
impact (thirdly) and the severity (fourthly) that these negative outcomes could have on
the user’s ability to function in everyday life has been largely unexplored (Temple,
Brown, & Hine, 2011). Despite these limitations, the current study provides evidence
supporting the continued examination of Wood and colleagues (1997) nonsocial
reinforcement theory in order to better understand behavior.

Conclusions
In conclusion, the current dissertation adds to our body of knowable about human
behavior by testing the nonsocial reinforcement of behavior proposed by Wood and
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colleagues (1997) in nonsocial reinforcement theory. Results indicate that psychological
and physiological rewards can influence behavior. While the results from the current
analysis do not support the reciprocal nature of nonsocial reinforcement across a two-year
time frame, the connection between risk taking and self-esteem on marijuana use is
sufficient to warrant further examination. The knowledge gained from this understanding
of the influences reinforcing behavior allows for a deeper understanding of antisocial
behavior. With this increased knowledge, interventions can be created to help break this
cycle of reinforcement to help individuals desist from antisocial behavior. While more
research is needed to fully understand the influences of nonsocial reinforcement on
behavior, the current dissertation is an important step in our understanding of behavior.
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