Abstract. A novel approach for constructing goodness-of-t techniques in arbitrary ( nite) dimensions is presented. Testing problems are considered as well as the construction of diagnostic plots. The approach is based on some new notion of mass concentration, and in fact, our basic testing problems are fomulated as problems for \goodness-of-concentration". It is this connection to concentration of measure that makes the approach conceptually simple. The presented test statistics are continuous functionals of certain processes which behave like the standard onedimensional uniform empirical process. Hence, the test statistics behave like classical test statistics for goodness-of-t. In particular, for single hypotheses they are asymptotically distribution free with well known asymptotic distribution. The simple technical idea behind the approach may be called a generalized quantile transformation, where the role of one-dimensional quantiles in classical situations is taken over by so-called minimum volume sets.
Introduction
Many goodness-of-t techniques in one-dimensional situations are based on distances between the empirical and the hypothetical distribution functions. To this category belong well known tests like Kolmogoro -Smirnov test and Cramer-von Mises test and several modi cations thereof as well as graphical techniques like P-P-plots and Q-Q-plots. These techniques, however, lack easy extensions to higher dimensions. As is well known, one reason for this is that the probability integral or quantile transformation does not work in higher dimensions, so that the corresponding straightforward extensions of the above mentioned tests to higher dimensions are no longer distribution free.
Obviously, quantiles are MV-sets in C = f(?1; x]; x 2 Rg with respect to ((?1; x]) = x; if x 2 R is identi ed with the interval (?1; x]: Below we mainly think of as a dominating measure for F, like Lebesgue measure on R d , which is denoted by Leb:
The prototype of our test statistic for the hypothesis H 0 : F = G; where G is a xed known probability measure, is of the form T n;C = sup 2 0;1] j(F n ? G)(C G;C ( ))j + j(F n ? G)(C n;C ( ))j]:
(1)
The crucial role of the choice of C will of course be discussed in detail below. If the sup would be taken over the rst summand only, then T n;C would be a direct generalization of the KolmogoroSmirnov test statistic. Such types of statistics will also be considered below. However, the second summand in general is necessary (and su cient) in order to get a test for goodness-of-t, consistent against all (or at least a large class) of alternatives. Lemma 1.2 motivates the construction of T n;C using level sets as special MV-sets. A more general version of this lemma is given in Section 2 below.
For a (non-negative) real-valued function f let ? f ( ) = fx : f(x) g denote the level set of f at level 0. Note that if = Leb and f has no at parts, this is, fx : f(x) = g = 0; 8 > 0; then the class of level sets, appropriately reparametrized, satis es the conditions (i) and (ii) of above.
Lemma 1.2. Let be a measure on (X ; A): Suppose that F and G are probability measures on (X ; A) with -densities f and g, respectively. The following two statements are equivalent.
(a) F = G (b) F(? g ( )) = G(? g ( )) and G(? f ( )) = F(? f ( )) for almost all > 0:
That level sets of probability densities are MV-sets with respect to the underlying dominating measure is a basic fact, and can be seen easily by observing that F(C)? (C) = R C f(x)? d (x) is maximized over all measurable sets by ? f ( ): In particular, if ? f ( ) 2 C then it is a MV-set in C at the level = F(? f ( )): Hence, the above test statistic T n;C can be understood as an estimator for the quantity sup >0 jF(? g ( )) ? G(? g ( ))j + jG(? f ( )) ? F(? f 
which under the conditions of Lemma 1.2 equals zero i H 0 holds. Using only one of the summands in (2) is not enough to get such an equivalence, as the example F = N(0; 1); G = p 2 ;
shows, where G(? f ( )) = F(? f ( )); 8 0. We want to stress here, that using T n;C , or its modi cations introduced below, makes sense in more general situations than the one given in Lemma 1.2. For instance, the existence of a density is not necessary at all for de ning MV-sets and hence for de ning T n;C ; and MV-sets have a clear interpretation as regions carrying a high mass concentration even if they are not level sets. The crucial point of course is the choice of the class C. Here again level sets will be used as a guideline.
Note that like in classical one-dimensional situations our test statistic is a continuous functional of processes indexed by a one-dimensional parameter in 0; 1]: As indicated above, these processes behave asymptotically as the classical uniform empirical process under appropriate assumptions. It follows, that for single hypotheses these test statistics are in every ( nite) dimension asymptotically distribution free, and that they have the same well known limiting distribution as the corresponding classical one-dimensional test statistics for goodness-of-t. Moreover, this structure allows the construction of P-P-type plots in higher dimensions. Such plots, which we call C-Cplots, contain information about if and where the two distributions under consideration di er.
In order to formalize the connection to concentration functions we introduce the notion of Cconcentration in Section 2. The formulation of our basic testing problems using C-concentration can also be found there, as well as some discussion on the choice of the class C: Section 3 deals with asymptotic properties of the test statistics. We state consistency results, and formulate conditions under which the test statistics have the above mentioned distribution free limit. In Section 4 some modi cations of the above test statistic are studied which have an improved computational performance. The construction of diagnostic plots (C-C-plots) is considered in Section 5. Section 6 contains some discussion, and the proofs can be found in Section 7.
Comparing concentrations
In all of what follows we denote by F; G; H probability measures on (X ; A): For a measure on A and C; D; 2 A we let
where denotes set theoretic symmetric di erence. We say that the MV-sets for a distribution F in C are uniquely determined up to -nullsets if any two MV-sets in C at the same level have d -distance 0:
First we are going to present our basic Lemma 2.1. This lemma also underlies the central notion of C-concentration de ned below. For a distribution F with density f we let L f = f? f ( ); 0g denote the family of all level sets of f:
Consider the following two properties: 
If we think of MV-sets as (one-dimensional) quantiles, then (3) can be read as F = Of course we need uniqueness of MV-sets for (FG ?1 ) C to be well-de ned.
Basic assumptions:
is a -nite measure on (X ; A); and F and G have -densities f; g, respectively.
MV-sets in C for F and G are uniquely determined up to -null sets,
The basic assumptions can be relaxed at several places, but for clarity of presentation we assume them to hold in all of what follows.
De nition 2.2. (C-concentration):
Given we say that F 2 CONC C (G) i G 2 CONC C (F) and F 2 CONC C (G).
We rst list some properties of C-concentration: (A) Using Lemma 2.1 (a) it is easy to see that \ = C " de nes an equivalence relation on the class of probability distributions with uniquely determined MV-sets in C: (B) This testing problem in general is a problem for testing for concentration rather than for goodnessof-t. Our second problem is:
As a test statistic for the problem H (1) , we propose S n;C = sup
and for the problem H (2) we propose to use T n;C : Comparing S n;C and T n;C one can roughly say that S n;C only \looks in one direction" (from F to G), whereas T n;C looks in both (from F to G and from G to F).
For the rest of this section we discuss some aspects concerning the choice of C:
C-concentration and order restrictions: As for the interpretation of C-concentration we often used the assumption L f C: This assumption de nes a shape restriction on f: If, in addition, C is a -lattice (closed under countable unions and intersections), then we know that the assumption L f C is equivalent to an order restriction on f; which means, that f is monotone with respect to some (pseudo) order determined through C; where C is the class of so-called upper sets for the order restriction (e.g. Robertson, Wright and Dykstra 1988) . Suppose we know that f satis es an order restriction and we choose C as the correponding class of upper sets. Then Lemma 1.2 says that there is no distribution G di erent from F with -density g satisfying this order restriction and having the same C-concentration as F:
Sparse classes C and the curse of dimensionality: The above indicates that it is reasonable to choose C such that the level sets of the density of the hypothetical distribution lie in C. This means, in order to have a rich model, we should choose C as a rich class. In contrast, from a mathematical point of view spare classes are better, because they lead to better asymptotic properties (see Section 3). An example for a (very) sparse class C is the class C 0 of balls in R d
with xed midpoint 0; say. If the density of g is strictly positive, then MV-sets in C 0 for G are uniquely determined, and every set in C 0 is a MV-set for G, such that, in particular (i) and (ii) from the introduction are ful lled. It follows from Theorem 3.5 below, that under H (1) 0 the statistic S n;C is distribution free with the same distribution for every dimension! Almost trivially, our two basic testing problems conincide in such simple situations. In the above situation we are just testing whether F and G put the same probability mass on each of the balls with midpoint 0: Of course, this has nothing to do with MV-sets directly. However, in practice such types of testing problems might be helpful especially in higher dimensions. It should be possible to extract more useful information out of the data by choosing several such sparse testing classes than by using, lets say, the halfspace distance. Deviations from the hypothetical distribution can be interpreted more easily, especially because one also has available corresponding diagnostic plots (see Section 5).
Asymptotics of the test statistics
In the following we assume that all considered random quantities are measurable. Otherwise, we would have to work with \outer" and \inner" probabilities and integrals, respectively (cf. van der Vaart and Wellner (1996) ). Let us recall here, that the basic assumptions formulated in Section 2 are assumed to hold everywhere.
Consistency:
Some terminology from empirical process theory is used in the sequel. A class C is called Glivenko- (5) d G (C F;C ( ); C n;C ( )) ! 0 a.s. as n ! 1;
then we have as n ! 1 that T n;C jF(C G;C ( )) ? G(C G;C ( ))j + jG(C F;C ( )) ? F(C F;C ( ))j + o(1) a:s: Hence, if (5) and (6) hold for every 2 0; 1], then F 6 = C G ) 9 c > 0 s.th. T n;C c + o(1) a:s: as n ! 1: (c) If (5) and (6) hold uniformly in 2 0; 1]; then F = C G , T n;C ! 0 a:s: as n ! 1:
Assumption (5) is satis ed in many situations, as for instance if = Leb and C is the class of closed balls, ellipsoids or convex sets. Consistency of C n;C ( ) needs to be controlled in view of (6). Suppose the X is a nite set, is counting measure, and C consists of subsets of X: Then it is easy to see that for every xed we have C n;C ( ) = C F;C ( ) for n large enough, such that in this simple case (6) is satis ed trivially. Under some regularity assumptions, consistency of MV-sets has been studied in Polonik (1997) . Besides consistency results also rates of convergence can be found there in the special case where L f C. We state two uniform consistency result which can be proven by using ideas from that paper.
Lemma 3.3. Let C be a GC(F)-class and suppose that (5) We would like to stress here, that in part (a) we do not use assumptions on level sets at all.
In part (b) we only assume that L f C; but not that L g C: Of course, the assumptions could be weakened if we would look at pointwise consistency of MV-sets only. The condition (5) holds, f has no at parts, and g is bounded then we have F = G , T n;C ! 0 a:s: as n ! 1:
In particular, this theorem says that if there is a priori information available indicating that the underlying distribution on R d is spherically symmetric and unimodal, and hence we choose C as the class of balls, then T n;C is a consistent test against all other spherically symmetric, unimodal, distributions. If we choose C as the class of convex sets in R d as another, more general, \model" for unimodality then T n;C is consistent against all distributions with convex level sets, provided the underlying density is bounded (to ensure the GC(F)-property of the convex sets). However, the assumption that both F and G have densities with level sets in C is not necessary. The class of alternatives that can be detected by means of T n;C actually is much larger than the one given in Theorem 3.4, as follows from Theorem 3.2, (b), together with property (E) from Section 2.
Asymptotic distribution under the null-hypotheses:
The next result about the asymptotic distribution of S n;C follows directly from the de nition of F 2 CONC C (G) together with the generalized quantile transformation discussed in the introduction: The assumptions on MV-sets for G used in Theorem 3.5 are satis ed, if, for instance, G has a -density g without at parts and L g C: If the underlying distribution has at parts, then, obviously, the corresponding level sets do not satisfy this \continuity assumption". But of course, a class C can in general be chosen such that the corresponding MV-sets have this property. This is an advantage of using MV-sets instead of level sets in our basic approach.
For the next theorem we need the notion of asymptotic equicontinuity. Let f n;C (C) = p n (F n Again, the asymptotic distribution of T n;C is independent of the underlying distribution F, and the same well-known asymptotic distribution appears. Hence, the above results can easily be used to construct tests for H (1) and H (2) ; respectively.
4. Modifications of T n;C For calculating T n;C it is necessary to calculate all the empirical MV-sets. This is in general not an easy task. Let for example C be the class of convex sets in R 3 . The calculation of a convex hull of n data points in three dimensions already is a formidable task. And this is just one empirical MV-set in the class of convex sets. Even in the class of ellipsoids, calculation of all MV-sets still takes too much time to really use the corresponding test statistic in practice.
From an asymptotical point of view, however, there is no need to use empirical MV-sets. Other consistent estimators for the theoretical MV-sets can be used as well. Statistics of the form T n;C = sup 2 0;1] h j(F n ? G)(C G;C ( ))j + j(F n ? G)( e C n ( ))j i can be used, where e C n ( ) denotes some estimator of C F;C ( ). If e C n ( ) has the same consistency properties as C n;C ( ) as an estimator of C F;C ( ), then T n;C andT n;C essentially give equivalent tests. In particular,T n;C will also be asymptotically distribution free under mild assumptions. We do not formulate explicit results here, since the modi cations of the results of Section 3 are more or less obvious.
4.1. Estimating the shape of MV-sets. First we discuss the possibility of estimating the shape of MV-sets rst, and then calculate the MV-sets in a much smaller, estimated class of sets. 
Using density estimators. If the underlying distribution has a density with level sets lying
in the class C under consideration, then these level sets are MV-sets. Hence, one can try to use a density estimator and use level sets of this estimator as estimators for MV-sets. In contrast to the theory above we have to give up the idea of including shape restrictions (by pre-specifying a class C). Moreover, densities with at parts have to be excluded to get the desired asymptotic distribution (see also discussion after Theorem 3.5). In principle, there is no need for pre-specifying a class C. However, for deriving asymptotic results, a class C containing all the estimated level sets comes in again. First we formulate a general consistency result for b ? n ( ) which says that pointwise consistent density estimators give uniformly consistent estimators for level sets: Proposition 4.1. Let b f n be any density estimator converging to f in probability a.e. If f is bounded and has no at parts, then O(n= log n) then the -algebra generated by this cells has the GC(F)-property for any distribution F. This can be proven by using well known results from empirical process theory (e.g. Alexander (1984) , Pollard (1984) ). However, as for the distributional result, it turns out, that the class of possible level sets of histograms based on regular grids is growing too fast in order to get the same asymptotic distribution as for T n;C (condition (ii) of Theorem 3.6 cannot be veri ed).
Kernel estimators.
In contrast to the histograms considered above, level sets of a kernel estimator b f n can be forced to lie (asymptotically) in a certain class C of sets with smooth boundaries. To that end, smoothness assumptions on the kernel and the underlying density f are necessary, and conditions to ensure that derivates of b f n converge to the one of f: Asymptotic properties of the empirical process indexed by such a class of smooth sets depend on the richness of the indexing class, measured, for instance, in terms of so-called metric entropy with inclusion. There exist several results ensuring, for instance, the asymptotic equicontinuity of the empirical process indexed by such classes of smooth sets (e.g. Dudley 1974 ). In general, however, the higher the dimension, the stronger are the smoothness assumptions needed. To make all this mathematically precise, lots of technicalities are necessary. We do not formulate such a result here. Everything seems to work under appropriate assumptions. 4.3. Granulometric smoothing. Another way of estimating level sets of densities has recently been proposed in Walther (1998) . His approach also depends on density estimation. However, in contrast to the above, no assumptions to ensure the convergence of the derivatives of the estimators are necessary. By construction the estimators lie in a class of sets with smooth boundaries. The idea is the following. First, pick out subsets of the observations by means of a density estimator b f n ; namely, look at the sets X + n ( ) = fX 2 fX 1 ; : : : ; X n g : b f n (X) g: Then these sets of points are \smoothed" by means of a smoothing operation called \granulometry" (Matheron (1975) The smoothing parameter r has to tend to zero not too fast as the sample size tends to in nity, in order to ensure a good rate of convergence. Such results can be found in Walther (1998).
However, these results are for xed : In our context, however, we need uniform consistency. For achieving this, some additional technical assumptions seem to be necessary.
C-C-plots
As already discussed in Section 2, the functions (FG ?1 ) C and (GF ?1 ) C contain information about the concentration of F relative to G and vice versa. We use these functions to construct generalized P-P-plots. This is in analogy to the one-dimensional case where F(G ?1 ) and G(F ?1 ) are used to construct P-P-plots. Note, however, F(G ?1 ) and G(F ?1 ) are inverse functions if F and G are continuous. But for the functions (FG ?1 ) C and (GF ?1 ) C this is only true in very special cases (see below). And in general, it is essential to consider both functions.
Motivated by Lemma 2.1 we de ne a C-C-plot (\C" here stands for concentration) as a plot consisting of the graphs of the two curves ! (F n G ?1 ) C ( ) and ! (GF ?1 n ) C ( ) (8) together with the diagonal. Note that in order to calculate the second function in (8) we have to calculate all the empirical MV-sets in C. This can be quite time consuming. Therefore, analogously to the idea underlying the construction of the modi ed test statisticT n;C considered in Section 4, one can use the two curves ! F n (? g ( )) and ! G(? n ( )) and rescale them. This leads to modi ed C-C-plots based on the functions ! F n (? g ( g ( ))) and ! G(? n ( f n ( ))) (9) wheref n denotes a density estimator, and where f ( ) is de ned through the equation F(? f ( f ( )) = : Similarly, we de ne f n ( ): Calculation of G(? n ( f n ( ))) is feasable by means of Monte Carlo Figures 5.1 -5.3 show such (modi ed) empirical C-C-plots using a kernel density estimator with a normal kernel. The graphs of the two curves are linearized there. They are simulated with both F and G a standard normal distribution in di erent dimensions, respectively. The sample size is n = 25; and the bandwidth is chosen by hand. (Our simulation studies indicate that the plots are not very sensitive to the choice of the bandwidth if undersmoothing is avoided.) The computer programs for all the gures in this section are written in Oberon and make use of Voyager (G. Sawitzki et al, 1994) . Properties and interpretations of C-C-plots: In order to get some feeling about the interpretation of C-C-plots, some properties of the functions (FG ?1 ) C and (GF ?1 ) C are discussed now. Plots of these two functions (together with the diagonal) are called theoretical C-C-plots. The essential property of a theoretical C-C-plot is the following: Provided F and G both have densities with level sets in C without at parts, then both graphs in the theoretical C-C-plot are straight lines through the origin with slope one if and only if F = G.
Of course, if we consider modi ed theoretical C-C-plots (using level sets of densities instead of MV-sets) then no assumption on a class C is necessary.
Deviations from the diagonal near zero, near one, or in the middle, indicate deviations of F and G near the mode(s), in the tails, or in the main body of the distribution, respectively.
For the rest of this section, we only consider modi ed C-C-plots using level sets of densities in R d with = Leb: In the modi ed theoretical C-C-plots shown in this section for di erent F and G, the graph of (FG ?1 ) C ( ) = F(? g ( g ( ))) is plotted as a solid line, and the graph of (GF ?1 ) C ( ) = G(? f ( f ( )) as a dashed line. The probability measures F and G are given below each gure. There is some close connection between C-C-plots and P-P-plots in the following special situation. f and g have di erent modes i both (FG ?1 ) C and (GF ?1 ) C are smaller than for near zero. Note that (iv) is a generalization of the case of a shift given in (ii). Here the continuity assumption can be relaxed.
Discussion
Other geometric structurs: The presented approach has mainly discussed in the d-dimensional Euclidean space. However, the method is formulated in general terms and can be applied to many other problems with di erent geometric structures, too. For instance, it can be applied to directional data, or to data coming from a simplex, as is the case in some economic applications. The key is to choose an appropriate class C:
Composite hypothesis: If we consider a composite hypothesis consisting of a parametric family, then of course estimating the underlying parameter is a possibility. However, unfortunately, the analogous behaviour of our test statistics to classical one-dimensional test statistics carries over to to this situation. Hence, for composite hypothesis our test statistics with estimated parameters will no longer be distribution free. The two sample case: In this paper only the one sample problem is considered. The generalization to the two sample problem seems to be straightforward by replacing the (known) hypothetical distribution G of the previous sections by the sample distribution of the second sample. Here the computational aspect is even more critical than in the one-sample case, because one has to calculate estimates for MV-sets in both samples. Hence, the modi ed test statistics discussed in Section 4 become even more important. Proof of Lemma 1.2: The key observation is the following geometric \extremal property" of the level sets which has aleady been used (implicitely) in Polonik (1998) Proof of Theorem 3.6: Under F = G we have T n;C = sup 2 0;1] j(F n ? F)(C F;C ( ))j + j(F n ? F)(C n;C ( ))j (11) Using (i) and (ii) it follows that T n;C = 2 sup 2 0;1] j(F n ? F)(C F;C ( ))j + o P ( 1 p n ):
The assertion now follows from Theorem 3.5.
Proof of Proposition 4.1: Let b F n denote the distribution corresponding to b f n . Let M = sup x f(x). We have the following key inequality which holds for every > 0: 
This inequality is essentially the same as inequality (3.2a) in Polonik (1995a) . There one just has to replace F n by b F n and the so-called empirical generalized -clusters ? n;C ( ) by b ? n ( ). (The same holds for the proof of (13).
It remains to show that the assumptions assure that for each > 0 the right-hand side in (13) converges to zero stochastically uniformly in . The uniform convergence to zero of the rst term on the right-hand side follows from the fact that f has no at parts. As for the stochastic term one uses the fact that pointwise stochastic convergence of density estimators imply their L 1 -convergence, and hence one has convergence in total variation, so that the non deterministic term converges to zero stochastically, uniformly in .
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