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DIVERSITY
PETER FRANKL AND ANDREY KUPAVSKII
Abstract. Given a family F ⊂ 2[n], its diversity is the number of sets not containing an
element with the highest degree. The concept of diversity has proven to be very useful in
the context of k-uniform intersecting families. In this paper, we study (different notions of)
diversity in the context of other extremal set theory problems. One of the main results of
the paper is a sharp stability result for cross-intersecting families in terms of diversity and,
slightly more generally, sharp stability for the Kruskal–Katona theorem.
1. Introduction and main results
Given a family F ⊂ 2[n], we define its diversity γ(F) to be γ(F) := mini∈[n] |{F ∈ F :
i /∈ F}|. The maximum degree ∆(F) of F is ∆(F) := maxi∈[n] |{F ∈ F : i ∈ F}|. That is,
γ(F)+∆(F) = |F|. We say that a family F is intersecting if F1∩F2 6= ∅ for any F1, F2 ∈ F .
To the best of our knowledge, the problem of maximizing diversity first appeared explicitly in
the following question of Katona: what is the maximum possible diversity of an intersecting
family F ⊂
(
[n]
k
)
? Lemons and Palmer [35] showed that γ(F) ≤
(
n−3
k−2
)
for n ≥ 6k3 (they used
the term “unbalance” instead of diversity). Later, this bound on n was improved to n ≥ 6k2
by the first author [15] and to n ≥ Ck with some absolute constant C by the second author
[33].
Diversity is also closely related to the concept of influence of a Boolean function, which
we discuss later in the paper. Katona’s question was motivated by the work of Dinur and
Friedgut [5], who studied approximations of intersecting families by juntas using the tools
coming from the Analysis of Boolean functions. In particular, using these tools, they showed
that γ(F) = O(
(
n−2
k−2
)
) for n > Ck. We note that this result in itself was not new: the
first author showed γ(F) ≤ 3
(
n−2
k−2
)
for any n > 2k > 0 in [12]. However, the more general
approximation by juntas result of [5] was an important tool in the proof in [33].
Diversity proved to be a very useful concept in the study of intersecting families. It was
recently applied to different problems in [9, 17, 24, 34]. One of the tools that was particularly
fruitful is a recent theorem that allows us to bound the size of k-uniform intersecting families
based on their diversity, proven by the second author and Zakharov in [32]. This theorem is
a stronger version of an old result due the first author [12]. Both results provide strong and
in many cases sharp stability versions of the Erdo˝s-Ko-Rado [6] theorem, which states that
any intersecting family F ⊂
(
[n]
k
)
has size at most
(
n−1
k−1
)
, provided n ≥ 2k. An even stronger
version of these theorems, which is sharp in all cases, was proven in [34].
For a real x ≥ k, let us put
(
x
k
)
:= x(x−1)...(x−k+1)
k!
, and put
(
x
k
)
:= 0 for x < k.
Theorem 1 ([32]). Let n > 2k > 0 and F ⊂
(
[n]
k
)
be an intersecting family. Then, if
γ(F) ≥
(
n−u−1
n−k−1
)
for some real 3 ≤ u ≤ k, then
(1) |F| ≤
(
n− 1
k − 1
)
+
(
n− u− 1
n− k − 1
)
−
(
n− u− 1
k − 1
)
.
The bound from Theorem 1 is sharp for integer u, as witnessed by the family Lu,u(n, k),
defined after Theorem 3.
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In this paper, we conduct a more systematic study of diversity in the context of some classic
extremal set theory problems. For an integer t ≥ 1, we say that the families F1, . . . ,Fl ⊂ 2
[n]
are cross t-intersecting if |F1∩ . . .∩Fl| ≥ t for any F1 ∈ F1, . . . , Fl ∈ Fl. If t = 1 then we use
the term cross-intersecting. The following theorem is a generalization of the Erdo˝s–Ko–Rado
theorem.
Theorem 2 ([2]). Let a, b be positive integers and n ≥ a + b. Suppose that A ⊂
(
[n]
a
)
and
B ⊂
(
[n]
b
)
are cross-intersecting and |A| ≥
(
n−1
a−1
)
. Then |B| ≤
(
n−1
b−1
)
.
If one puts a = b = k and A = B, then one retrieves the EKR theorem. Again, the bound
in Theorem 2 is sharp: take A and B to be the families of all sets containing 1 of sizes a and
b, respectively.
The key result of this paper is the following stability for Theorem 2 in terms of diversity.
Theorem 3. Let a, b be positive integers and n ≥ a+b. Suppose that A ⊂
(
[n]
a
)
and B ⊂
(
[n]
b
)
are cross-intersecting. Suppose that
|A| ≥
(
n− 1
a− 1
)
−
(
n− v − 1
a− 1
)
+
(
n− u− 1
n− a− 1
)
and
|B| ≥
(
n− 1
b− 1
)
−
(
n− u− 1
b− 1
)
+
(
n− v − 1
n− b− 1
)
for some real 3 ≤ u ≤ a, 3 ≤ v ≤ b and, moreover, that at least one of the displayed
inequalities is strict. Then
γ(A) <
(
n− u− 1
n− a− 1
)
and γ(B) <
(
n− v − 1
n− b− 1
)
,
moreover, both families have the same (unique) element of the largest degree.
The theorem above is sharp for each integer u ∈ [3, a], v ∈ [3, b] for A = Lu,v(n, a),
B = Lv,u(n, b), where
Lu,v(n, k) :=
{
L ∈
(
[n]
k
)
: 1 ∈ L, L ∩ [2, v + 1] 6= ∅
}
∪
{
L ∈
(
[n]
k
)
: [2, u+ 1] ⊂ L
}
.
Putting a = b, u = v,A = B, one retrieves Theorem 1. The proof of Theorem 3 is given
in Section 4. Note also that the statement does not hold for u = v = 3 with non-strict
inequality on both sizes of A and B: the families A = L2,2(n, a), B = L2,2(n, b), satisfy the
inequality on the size (note that |L2,2(n, k)| = |L3,3(n, k)|), but have much larger diversity.
Let us deduce the following numerical corollary of the theorem above. For simplicity, we
only deal with u = v = x case and with n ≥ 2max{a, b}.
Corollary 4. Fix a, b > 0 and n ≥ 2max{a, b}. If A ⊂
(
[n]
a
)
and B ⊂
(
[n]
b
)
are cross-
intersecting and, for some n − min{a, b} − 1 ≤ x ≤ n − 4, |A| >
(
n−1
a−1
)
− (1 − a
2
(n−a)2
)
(
x
a−1
)
,
|B| >
(
n−1
b−1
)
− (1− b
2
(n−b)2
)
(
x
b−1
)
, then γ(A) <
(
x
n−a−1
)
and γ(B) <
(
x
n−b−1
)
.
Proof. For n ≥ 2k and n − k − 1 ≤ x ≤ n − 4, the polynomial p(x) :=
(
x
n−k−1
)
/
(
x
k−1
)
is increasing (and for smaller x ≥ k − 1, the ratio is 0), and thus p(x) ≤ p(n − 4) =(
n−4
k−3
)
/
(
n−4
k−1
)
= (k−1)(k−2)
(n−k−1)(n−k−2)
≤ k
2
(n−k)2
. Thus, because of our assumption on |A|, |B|, we have
|A| ≥
(
n−1
a−1
)
−
(
x
a−1
)
+
(
x
n−a−1
)
and similar inequality for B. Theorem 3 then implies that the
diversities satisfy the desired inequalities. 
Statements concerning sizes of cross-intersecting families are often directly related to the
famous Kruskal–Katona theorem [31, 28], which is one of the cornerstones of extremal set
theory. Let us give the following definition.
Definition 1. For a family F , denote by ∂lF the collection of l-element sets that are con-
tained in at least one set from F . We call ∂lF the l-shadow of F . If F ⊂
(
[n]
k
)
then we
denote by ∂F the immediate shadow ∂k−1F .
We state the Kruskal-Katona Theorem in the form proposed by Lova´sz.
Theorem 5. If F is a family of k-element sets, such that for some real x ≥ k we have
|F| =
(
x
k
)
, then |∂F| ≥
(
x
k−1
)
.
The other main result of this paper is a strengthening of Theorem 3 in the Kruskal–Katona-
type form. For a family F and integer n, define the Kruskal-Katona diversity γKK(F , n) :=
minX,|X|=n
∣∣F \ (X
k
)∣∣. In Section 5, we will prove the following theorem.
Theorem 6. Let n > k > 0 and assume that F is a family of k-element sets, such that
|F| ≥
(
n
k
)
−
(
y
n−k
)
+
(
x
k−1
)
and γKK(F , n) ≥
(
x
k−1
)
for some real numbers k − 1 ≤ x ≤ n− 3,
n− k ≤ y ≤ n− 3. Then ∂(F) ≥
(
n
k−1
)
−
(
y
n−k+1
)
+
(
x
k−2
)
.
Again, the theorem is sharp for integer y, x, as is witnessed by the example
KKx,y :=
(
[n]
k
)
\
{
S ⊂ [n] : [y + 1, n] ⊂ S
}
∪
{
S ∪ {n+ 1} : S ∈
(
[x]
k − 1
)}
.
Moreover, one sees that |KK3,3| = |KK2,2|, and KK2,2 has the same “distance” from three
different subsets of [n+ 1] : [n+ 1] \ {i}, where i ∈ [n− 1, n+ 1]. This means that the range
of x, y in the theorem is in some sense best possible. From this theorem, we can derive the
following numerical corollary.
Corollary 7. If |F| =
(
n
k
)
and γKK(F , n) ≥ t :=
(
x
k−1
)
for some t ≤ {
(
n−3
k−3
)
,
(
n−3
k−1
)
}, then
|∂F| ≥
(
n
k−1
)
+max{ 1
n−k+1
, 1
k−1
}
(
x
k−2
)
.
Proof. Find y ≤ n − 3 such that |F| =
(
n
k
)
−
(
y
n−k
)
+
(
x
k−1
)
. It is easy to see that n − k ≤
y ≤ n − 2 and k − 1 ≤ x ≤ n− 2. Then, by Theorem 6, |∂F| ≥
(
n
k−1
)
−
(
y
n−k+1
)
+
(
x
k−2
)
≥
min{ 1
n−k+1
, 1
k−1
}
(
x
k−2
)
since
(
y
n−k+1
)
= y−n+k
n−k+1
(
y
n−k
)
= y−n+k
n−k+1
(
x
k−1
)
= (y−n+k)(x−(k−2))
(n−k+1)(k−1)
(
x
k−2
)
≤
(k−2)(n−k)
(n−k+1)(k−1)
(
x
k−2
)
. 
For two sets A,B, let A ⊕ B stand for the symmetric difference of A and B. While we
were preparing this paper, Keevash and Long [30] published the following theorem.
Theorem 8 ([30]). If δ0 ∈ (0, 1) and A ⊂
(
[n]
k
)
with |A| =
(
x
k
)
and ∂A ≤ (1 + c
x
)
(
x
k−1
)
, with
c := 10−9δ0, then |A ⊕
(
S
k
)
| ≤ δ0
(
|S|−1
k−1
)
for some S ⊂ [n].
Theorems 6 and Theorem 8 deal with stability in similar scenarios, as one sees in Corol-
lary 7, however, none implies the other. Where applicable, Theorem 6 gives better (sharp)
bounds, and its range is at least big for k comparable to n and especially for k that are close
to n. However, for n large w.r.t. k, it works for the families that are closer to
(
S
k
)
for some
set S than Theorem 8.
One advantage of Theorem 6 is that it has a much less technical proof (especially in terms
of computations) than that of Theorem 8. We could have made our conclusions work in a
wider range, but then it would have made the statements and the proofs uglier, which, in
view of Theorem 8, we decided to avoid. The two proofs share one important ingredient: to
deal with families with very large diversity, we continuously transform the family into one
that has smaller, but not too small, diversity, using combinatorial operations, in particular,
the so-called Daykin shifts (cf. Section 3). A similar approach appeared earlier in the paper
by Zakharov and the second author [32] to obtain Theorem 1, and our analysis resembles
that of [32]. However, in [32], (normal) shifts were used, together with some other exchange
operation. For other stability results on Kruskal–Katona theorem, cf. [29, 37].
Let r ≥ 2, t ≥ 1 be integers. We say that a family F ⊂ 2[n] is r-wise t-intersecting if
|F1 ∩ . . . Fr| ≥ t for any F1, . . . , Fr ∈ F . If r = 2, then we sometimes omit “2-wise” for
brevity. Similarly, we shorten “r-wise 1-intersecting” to “r-wise intersecting”.
Theorem 9. Fix integers r ≥ 3 and t ≥ 1. Then for n > max{15, 2(r + t)}k and an r-wise
t-intersecting family F ⊂
(
[n]
k
)
we have
(2) γ(F) ≤
(
n− r − t
k − r − t+ 1
)
.
The theorem is tight, as witnessed by the example {F ∈
(
[n]
k
)
: F ∩ [r + t] ≥ r + t − 1}.
We give the proof of Theorem 9 in Section 6. We note the case r = 2 seems to be the
hardest. For r = 2, t = 1, this corresponds to the “diversity of intersecting families” question
of Katona, discussed in the beginning of the introduction, and thus the same statement is
true for n > Ck with some absolute constant C. For r = 2 and t ≥ 2, it seems that it is
possible to resolve by generalizing techniques of the second author from [33]. The case of
shifted families is easy, see Corollary 14.
For a family F ⊂ 2[n], let the matching number ν(F) stand for the largest s, such that
there are F1, . . . , Fs ∈ F , satisfying Fi ∩ Fj = ∅ for 1 ≤ i < j ≤ s. In particular, ν(F) = 1 if
and only if F is intersecting. The s-diversity γs(F) of F ⊂ 2
[n] is defined as
γs(F) := min
{∣∣{F ∈ F : F ∩ R = ∅∣∣ : R ∈ ([n]
s
)}
.
This notion seems to be the correct generalization of the notion of diversity to families F with
ν(F) = s. For s = 1, we get back the usual notion of diversity. In Section 7, we determine
the maximum value of γs(F) for F ⊂
(
[n]
k
)
for all n > n0(s, k) (and completely resolve the
k = 2 case).
In the next section, we recall the definition of shifting and discuss some of its properties.
Lemma 16 (“shifted families are positively correlated”), although simple, appears to be a new
and useful tool in the study of shifted families. In Section 3, we discuss the Kruskal–Katona
theorem and some other, more advanced, tools.
Most of the results that we present are for uniform families. However, we prove some
results in the non-uniform case as well. For diversity of r-wise t-intersecting families in 2[n],
see Corollary 15 (shifted case) and Section 8 (general case).
2. Shifting and initial families
For a set F ⊂ [n], a family F ⊂ 2[n] and 1 ≤ i < j ≤ n, one defines the i← j shift Sij by
Sij(F ) :=
{
(F − {j}) ∪ {i} if F ∩ {i, j} = j,
F otherwise;
Sij(F) :=
{
Sij(F ) : F ∈ F
}
∪
{
F : F, Sij(F ) ∈ F
}
.
It is easy to see that |Sij(F)| = |F|. Since |Sij(F )| = |F |, should F be k-uniform, then so is
Sij(F).
Proposition 10 ([6, 13]). (i) If F is r-wise t-intersecting then so is Sij(F);
(ii) ν
(
Sij(F)
)
≤ ν(F).
Given F ⊂ 2[n] and two disjoint sets X, Y ⊂ [n], we define
F(XY¯ ) :=
{
F \X : F ∈ F , F ∩ (X ∪ Y ) = X
}
.
ForX = {i}, Y = {j} we write F(ij¯) instead of F
(
{i}{j}
)
. We define F(X), F(Y¯ ) similarly.
The following proposition is obvious from the definitions of the i← j shift and diversity.
Proposition 11. The following properties hold.
(i) For x ∈ [n] \ {i, j}, dSij(F)(x) = dF(x);
(ii) dSij(F)(j) ≤ dSij(F)(i) = dF(i) +
∣∣F (¯ij) \ F(ij¯)∣∣ = dF(j) + ∣∣F(ij¯) \ F (¯ij)∣∣;
(iii) γ(Sij(F)) ≥ γ(F)−min
{∣∣F (¯ij)\F(ij¯)∣∣, ∣∣F(ij¯)\F (¯ij)∣∣} ≥ γ(F)−∣∣F(ij¯)⊕F (¯ij)∣∣/2.
If {x1, . . . , xk} ⊂ [n] and x1 < . . . < xk then we also denote it by (x1, . . . , xk). One defines
the shifting partial order ≺s by
(x1, . . . , xk) ≺s (y1, . . . , yk) iff xi ≤ yi for all 1 ≤ i ≤ k.
This can be naturally extended to F,G ∈
(
[n]
k
)
by arranging the elements of F and G in
increasing order.
Definition 2. A family F ⊂ 2[n] is called shifted if G ≺s F ∈ F implies G ∈ F .
Note that repeated applications of the i ← j shifts, 1 ≤ i < j ≤ n eventually produces a
shifted family. The following statement should be obvious.
Proposition 12. Suppose that F ⊂ 2[n] is shifted. Then (i) and (ii) hold.
(i) dF(1) ≥ . . . ≥ dF(n),
(ii) γ(F) = |F(1¯)| = |F| − dF(1).
In many cases, the following easy result reduces the maximum diversity problem for shifted
families to well-known extremal results.
Lemma 13 ([13]). Suppose that F ⊂ 2[n] is r-wise t-intersecting and shifted. Then F(1¯) is
r-wise (t + r − 1)-intersecting.
Proof. Assume for contradiction that there exist G1, . . . , Gr ∈ F(1¯) satisfying G1∩ . . .∩Gr =
{x1, . . . , xr+t−2}. Set Fi := (Gi \ {xi}) ∪ {1} for i = 1, . . . , r − 1 and Fr := Gr. Then Fi ∈ F
by shiftedness and
F1 ∩ . . . ∩ Fr = {xr, . . . , xr+t−2},
contradicting the r-wise t-intersecting property. 
Corollary 14. Suppose that n ≥ 1+ (k− t)(t+2) and F ⊂
(
[n]
k
)
is 2-wise t-intersecting and
shifted. Then
(3) γ(F) ≤
(
n− t− 2
k − t− 1
)
.
Proof. Since γ(F) = |F(1¯)| by Proposition 12 (ii), we need to show |F(1¯)| ≤
(
n−t−2
k−t−1
)
. By
Lemma 13, the family F(1¯) ⊂
(
[2,n]
k
)
is 2-wise (t + 1)-intersecting. Now (3) follows from the
Complete Erdo˝s-Ko-Rado Theorem [11, 38]. 
Corollary 15. Suppose that r ≥ 3, t ≤ 2r − 2r and F ⊂ 2[n] is r-wise t-intersecting and
shifted. Then
(4) γ(F) ≤ 2n−r−t.
The family
A :=
{
A ⊂ [n] : |A ∩ [r + t]| ≥ r + t− 1
}
shows that (4) is best possible for n ≥ r + t.
Proof. Note that F(1¯) is r-wise (r + t − 1)-intersecting and r + t − 1 ≤ 2r − r − 1 by our
assumption. Thus (4) follows from the bound on the size of r-wise (r + t − 1)-intersecting
families, proved in [14]. 
Let us also remark that for n < r+ t one has γ(F) = 0 whenever F is r-wise t-intersecting.
For the results on diversity of r-wise t-intersecting families F ⊂ 2[n] that are not necessarily
shifted, see Section 8.
In the next lemma we show that any two shifted families are positively correlated. (And
thus behave similarly to up-sets in this respect.) It proved to be very useful in our proof. We
believe that it will have more applications to other problems involving shifted families.
Lemma 16 (“Shifted families are positively correlated”). Let F1,F2 ⊂
(
[n]
k
)
be shifted. Then
(5) |F1 ∩ F2| ≥ |F1||F2|/
(
n
k
)
.
Proof. Let us apply induction on k, and for fixed k induction on n. The case n = k is trivial,
as well as the case k = 1. Suppose that n > k > 1 and that (5) holds for n − 1, k − 1 and
n− 1, k.
Note that Fi(1) ⊂
(
[2,n]
k−1
)
and Fi(1¯) ⊂
(
[2,n]
k
)
, i = 1, 2. These families are shifted. Therefore,
by induction we have
(6) |F1(1) ∩ F2(1)| ≥
|F1(1)||F2(1)|(
n−1
k−1
) , |F1(1¯) ∩ F2(1¯)| ≥ |F1(1¯)||F2(1¯)|(n−1
k
) .
Due to shiftedness, ∆(Fi) = |Fi(1)| for i = 1, 2, and so
(7)
|Fi(1)|(
n−1
k−1
) ≥ |Fi(1¯)|(n−1
k
) .
We have
|F1 ∩ F2| =|F1(1) ∩ F2(1)|+ |F1(1¯) ∩ F2(1¯)|
(6)
≥
|F1(1)||F2(1)|(
n−1
k−1
) + |F1(1¯)||F2(1¯)|(n−1
k
)
=
|F1||F2|(
n
k
) +
((
n−1
k
)
|F1(1)| −
(
n−1
k−1
)
|F1(1¯)|
)
·
((
n−1
k
)
|F2(1)| −
(
n−1
k−1
)
|F2(1¯)|
)
(
n
k
)(
n−1
k
)(
n−1
k−1
)
(7)
≥
|F1||F2|(
n
k
) ,
where the equality between the first and second lines is easy to verify by direct computation
(multiplying out the brackets in the latter expression). 
3. Advanced tools
It was first observed by Daykin [2] that Theorem 5 implies Theorem 2. Let us show this
relationship and restate Theorem 5 in terms of cross-intersecting families.
Corollary 17. Let n ≥ a + b. If A ⊂
(
[n]
a
)
and B ⊂
(
[n]
b
)
are cross-intersecting and |A| ≥(
x
n−a
)
for some n− a ≤ x ≤ n, then |B| ≤
(
n
b
)
−
(
x
b
)
.
Although it is rather standard, we give the proof for completeness.
Proof. Consider the family Ac := {[n] \A : A ∈ A}. We have |Ac| = |A| ≥
(
x
n−a
)
, and, using
Theorem 5, we get |∂bAc| ≥
(
x
b
)
(note that, in case n = a+ b, ∂bAc = Ac and thus we do not
even need Theorem 5). It should be clear that B and ∂bAc are disjoint, which implies the
bound in the corollary. 
Recall that “⊕” stands for symmetric difference. Let us next state the Kruskal–Katona
theorem in terms of (co)lexicographic order. For two sets A,B ⊂
(
[n]
k
)
we say that A ≺lex B
or that A precedes B in the lexicographic order, if the smallest element in A⊕B belongs to A.
Similarly, A ≺colex B if the largest element in A⊕ B belongs to B. We note that if A ≺s B,
then both A ≺lex B and A ≺colex B. If for some t F ⊂
(
[n]
k
)
consists of the t first sets in
the lexicographic order, then we call F an initial segment (in the lexicographic order), and
similarly for the colexicographic order. For a set X and integers t, k, let us denote L(X, t, k)
the family of the first t k-element subsets of X in the lexicographic order (the initial segment
of size t in
(
X
k
)
), and define C(X, t, k) similarly for colexicographic order.
The following is the classic form of the Kruskal-Katona theorem.
Theorem 18 ([31, 28]). If F ⊂
(
[n]
k
)
, then |∂F| ≥ ∂C([n], |F|, k).
Similarly, one can derive a slightly weaker version of Theorem 18 in terms of cross-
intersecting families. This was observed by Hilton [22].
Corollary 19. Let n ≥ a + b and assume that A ⊂
(
[n]
a
)
, B ⊂
(
[n]
b
)
are cross-intersecting.
Then L([n], |A|, a) and L([n], |B|, b) are cross-intersecting.
Fix any two disjoint sets U, V of the same size. The following operation, which generalizes
shifting, was introduced by Daykin [1]. For a set F , the U ← V shift SU,V (F ) is SU,V (F ) :=
(F \ V ) ∪ U if F ∩ (V ∪ U) = V , and SU,V (F ) := F otherwise. For a family F ⊂ 2
[n], define
SU,V (F) :=
{
SU,V (F ) : F ∈ F
}
∪
{
F : F, SU,V (F ) ∈ F
}
.
Daykin used it in the following setting. Take integers n > k > 0 and consider a family
F ⊂
(
[n]
k
)
. If F is not an initial segment in the colex order, then there exists a pair (U, V ) of
disjoint sets, such that |U | = |V |, U ≺colex V and a set F ∈ F satisfying F ∩ (U ∪ V ) = V ,
such that (F \V )∪U is not in F . Take such pair (U, V ) that is inclusion-minimal and apply
SU,V to F . To underline the choice of U and V , we denote any such SU,V -shift by S
colex
U,V .
The next lemma is the essence of Daykin’s short and elegant proof of the Kruskal–Katona
Theorem.
Lemma 20. We have
∣∣∂ScolexU,V (F)∣∣ ≤ |∂F|.
We can define a similar operation in the cross-intersecting setting. Take integers a, b, n,
where n ≥ a + b, and cross-intersecting families A ⊂
(
[n]
a
)
, B ⊂
(
[n]
b
)
. Assume that A and B
are not initial segments in the lexicographic order. Then we can find members A ∈ A, B ∈ B
and pairwise disjoint sets (U, V ) and (U ′, V ′) such that |U | = |V |, |U ′| = |V ′|, U ≺lex V ,
U ′ ≺lex V
′, A∩ (U ∪ V ) = V , B ∩ (U ′ ∪ V ′) = V ′ and the sets (A \ V )∪U , (B \ V ′) ∪U ′ are
not in A and B, respectively. Let us choose the sets that are inclusion-minimal and assume
by symmetry that |U | ≤ |U ′|. Then the operation SU,V for any such pair U, V is denoted by
SlexU,V .
The next lemma is essentially Lemma 20 restated in cross-intersecting terms.
Lemma 21. If A and B are cross-intersecting and U, V are as above, then the families
SlexU,V (A) and S
lex
U,V (B) are cross-intersecting as well.
Since Daykin did not state this statement in the above form, we provide the proof. Note the
role of U, V being inclusion-minimal. We also note that in the symmetric cross-intersecting
setting, the proof becomes slightly easier.
Proof. Arguing for contradiction, we may assume by symmetry that there is A ∈ SlexU,V (A)\A
and B ∈ SlexU,V (B) that are disjoint. Now A ∩ (U ∪ V ) = U implies B ∩ U = ∅, in particular
B ∈ B. Note also that A ∈ SlexU,V (A) \ A implies that A˜ := (A \ U) ∪ V is in A \ S
lex
U,V (A).
We distinguish two cases.
(i) V ⊂ B. By definition, SU,V (B) = (B \ V ) ∪ U ∈ B follows. However, S
lex
U,V (B) ∩ A˜ = ∅,
contradicting the cross-intersection property of A and B.
(ii) V 6⊂ B. Define V˜ := B ∩ V , a proper subset of V . Let U˜ ⊂ U be the subset of U that
consists of |V˜ | smallest elements of U . Then U˜ ≺lex V˜ .
1
1Note that this would not necessarily hold for colex.
By the choice of U being inclusion-minimal, B˜ := (B \ V˜ ) ∪ U˜ ∈ B. However, B˜ ∩ V = ∅,
A˜ ∩ U = ∅ and on [n] \ (U ∪ V ) A˜ and B˜ coincide with A and B. Consequently, A˜ ∩ B˜ = ∅,
the final contradiction. 
In the proof of Theorem 3, we shall need the following lemma, resemblant of [20, Lemma 2].
Lemma 22. Fix integers s ≥ 2, t ≥ 2 and m ≥ s+ t− 1.
(i) The function f(x,m, t, s) :=
(
x
t−1
)
·
(m−3s−2 )
(m−3t−2 )
−
(
x
m−s
)
is monotone increasing for m− s ≤
x ≤ m− 3, and is strictly monotone increasing if additionally m ≥ s+ t.
(ii) Moreover, if s ≥ 3 and f(x,m, t, s) ≥ f(m − 3, m, t, s) for some x > m − 3, then
f(y,m, t, s) ≥ f(m− 3, m, t, s) for any m− 3 ≤ y ≤ x.
(iii) In particular, f(y,m, t, s) ≥ f(m− 3, m, t, s) for any m− 3 ≤ y ≤ m− 2 and s ≥ 2.
Proof. For m = s + t− 1 f is constant as a function of x. Thus, (i)–(iii) are obvious in this
case. In what follows, we assume that m ≥ s + t.
(i) For s = 2 there is nothing to prove. Assume that x ≥ m− s and s ≥ 3. We have
f ′(x,m, t, s) =
(
x
t− 1
)
·
(
m−3
s−2
)
(
m−3
t−2
) · t−2∑
i=0
1
x− i
−
(
x
m− s
)
·
m−s−1∑
i=0
1
x− i
.
Thus, proving f ′(x,m, t, s) > 0 is equivalent to proving
(8)
(
x
t−1
)(
m−3
s−2
)
(
x
m−s
)(
m−3
t−2
) > 1 +
∑m−s−1
i=t−1
1
x−i∑t−2
i=0
1
x−i
.
The right hand side of (8) is strictly smaller than
g(x,m, t, s) := 1 +
(m− s− t+ 1)/(x− (m− s− 1))
(t− 1)/x
= 1 +
(m− s− t+ 1)x
(x−m+ s+ 1)(t− 1)
.
It is clear that g(x,m, t, s) · (x −m + s + 1) is monotone increasing as x increases. On the
other hand,(
x
t−1
)(
m−3
s−2
)
(
x
m−s
)(
m−3
t−2
) · (x−m+ s+ 1) =
(
m−3
s−2
)
(
m−3
t−2
) · (m− s)(m− s− 1) . . . t
(x− t+ 2)(x− t+ 1) . . . (x−m+ s + 2)
,
and thus the right hand side of (8) times (x−m+ s+1) is monotone decreasing as x grows.
Thus, in order to verify (8) for any m− s ≤ x ≤ m− 3, it is sufficient to show that(
x
t−1
)(
m−3
s−2
)
(
x
m−s
)(
m−3
t−2
) ≥ 1 + (m− s− t + 1)x
(x−m+ s+ 1)(t− 1)
for x = m− 3. Substituting the value of x and rewriting, we obtain the inequality(
m−3
t−1
)(
m−3
s−2
)
(
m−3
s−3
)(
m−3
t−2
) − (m− s− t+ 1)(m− 3)
(s− 2)(t− 1)
≥ 1
⇔
(m− t− 1)(m− s)
(s− 2)(t− 1)
−
((m− s)− (t− 1))((m− t− 1) + (t− 2))
(s− 2)(t− 1)
≥ 1
⇔
(t− 1)((m− t− 1) + (t− 2))− (m− s)(t− 2)
(s− 2)(t− 1)
≥ 1
⇔
(t− 1)(s− 3) + (m− s)
(s− 2)(t− 1)
≥ 1.
The last inequality clearly holds, since m− s ≥ t− 1.
(ii) Assume that this is not the case. Then there are p, q such that m − 3 < p < q ≤ y,
f(q,m, t, s) < f(m−3, m, t, s) < f(p,m, t, s) and f ′(q,m, t, s) = f ′(p,m, t, s) = 0. Whenever
f ′(z,m, t, s) = 0, we have(
z
t− 1
)
·
(
m−3
s−2
)
(
m−3
t−2
) = ( z
m− s
)
·
∑m−s−1
i=0
1
z−i∑t−2
i=0
1
z−i
,
and thus f(z,m, t, s) = h(z,m, t, s), where
h(z,m, t, s) =
(
z
m− s
)
·
∑m−s−1
i=t−1
1
z−i∑t−2
i=0
1
z−i
.
It is easy to see that h(z,m, t, s) is a monotone increasing function of z,2 and thus f(m −
3, m, t, s) < f(p,m, t, s) = h(p,m, t, s) ≤ h(q,m, t, s) = f(q,m, t, s), contradicting our as-
sumption.
(iii) In view of (ii), for s ≥ 3 it is sufficient to verify that f(m−3, m, t, s) ≤ f(m−2, m, t, s).
We have
f(m− 2, m, t, s)− f(m− 3, m, t, s) =
(
m− 3
t− 2
)
·
(
m−3
s−2
)
(
m−3
t−2
) −( m− 3
m− s− 1
)
= 0.
For s = 2 and y < m − 2 this is obvious. The case s = 2, y = m − 2 is a straightforward
computation. 
The following theorem was proven by Frankl, Lee, Siggers and Tokushige [18].
Theorem 23 ([18]). For every k ≥ t ≥ 14 and n ≥ (t + 1)k we have the following. If
A,B ⊂
(
[n]
k
)
are cross t-intersecting, then |A||B| ≤
(
n−t
k−t
)2
.
We can derive the following corollary for t < 14.
Corollary 24. Fix some k ≥ t > 0 and an integer α. If the statement of Theorem 23 is valid
for k + α, t + α and n + α ≥ n0 + α playing the roles of k, t, n, then it is valid for k, t and
n ≥ n0. In particular, Theorem 23 is valid for any k ≥ t ≥ 1 and n ≥ max{15k, (t+ 1)k}.
Proof. Given cross t-intersecting families A,B ⊂
(
[n]
k
)
, we obtain families A′,B′ ⊂
(
[n+α]
k+α
)
,
where A′ := {A∪ [n+1, n+α] : A ∈ A} and B′ is defined similarly. Then, clearly, A′,B′ are
cross (t + α)-intersecting, and thus |A′||B′| ≤
(
(n+α)−(t+α)
(k+α)−(t+α)
)2
=
(
n−t
k−t
)2
since the conditions of
Theorem 23 hold for A′,B′. Since |A| = |A′| and |B| = |B′|, the conclusion of the theorem
is valid for A,B as well. The second part of the statement follows directly from the first one
and Theorem 23. 
4. Cross-intersecting families. Proof of Theorem 3
Take u, v and A, B as in the statement. The proof of the theorem consists of the following
two lemmas. The first one handles the case when the diversities of the families A,B are not
too large.
Lemma 25. Theorem 3 is valid, provided that additionally γ(A) =
(
n−u′−1
n−a−1
)
and γ(B) =(
n−v′−1
n−b−1
)
for some u′, v′ ≥ 2.
Proof. Recall that we put
(
x
k
)
:= 0 for x < k. Arguing indirectly, assume that u′ ≤ u.
W.l.o.g., suppose that element 1 has the largest degree in A. Clearly, A(1) and B(1¯), as well
as B(1) and A(1¯), are cross-intersecting.
2in fact, even h(z,m, t, s) ·
∑t−2
i=0
1
z−i
is monotone increasing
By Corollary 17 we conclude that |B(1)| ≤
(
n−1
b−1
)
−
(
n−u′−1
b−1
)
. Since |B| ≥
(
n−1
b−1
)
−
(
n−u−1
b−1
)
+(
n−v−1
n−b−1
)
, we have v′ ≤ v. Thus, diversity of B is non-zero and we similarly have |A(1)| ≤(
n−1
a−1
)
−
(
n−v′−1
a−1
)
.
Let us consider the following expression:
E :=
((n− 1
a− 1
)
− |A|
)
+
(
n−4
a−2
)
(
n−4
b−2
)((n− 1
b− 1
)
− |B|
)
.
On the one hand, by our assumptions on |A| and |B|,
(9) E <
((n− v − 1
a− 1
)
−
(
n− u− 1
n− a− 1
))
+
(
n−4
a−2
)
(
n−4
b−2
)((n− u− 1
b− 1
)
−
(
n− v − 1
n− b− 1
))
.
On the other hand, due to the bounds on |A(1)| and |B(1)| above, we have
E ≥
((n− v′ − 1
a− 1
)
−
(n−4
a−2
)
(n−4
b−2
)(n− v′ − 1
n− b− 1
))
+
((n−4
a−2
)
(n−4
b−2
)(n− u′ − 1
b− 1
)
−
(
n− u′ − 1
n− a− 1
))
=
(n−4
a−2
)
(
n−4
b−2
)f(n− v′ − 1, n − 1, a, b) + f(n− u′ − 1, n− 1, b, a),
where the function f is as in Lemma 22. We have shown in Lemma 22 that f(x,m, t, s)
increases as x increases, as long asm−s ≤ x ≤ m−3, and that f(x,m, t, s) ≥ f(m−3, m, t, s)
for m − 3 ≤ x ≤ m − 2. This, combined with the assumption 2 ≤ v′ ≤ v, and 2 ≤ u′ ≤ u,
allows us to conclude
E ≥
(
n−4
a−2
)
(
n−4
b−2
)f(n− v − 1, n− 1, a, b) + f(n− u− 1, n− 1, b, a)
=
((n− v − 1
a− 1
)
−
(
n− u− 1
n− a− 1
))
+
(
n−4
a−2
)
(
n−4
b−2
)((n− u− 1
b− 1
)
−
(
n− v − 1
n− b− 1
))
.(10)
Inequalities (9) and (10) contradict each other, which implies that our assumption on u′ was
wrong, and thus γ(A) <
(
n−u−1
n−a−1
)
. The same holds for B. Finally, note that we have actually
shown that |A(1¯)| <
(
n−u−1
a−1
)
, and thus |B(1¯)| <
(
n−v−1
b−1
)
, which implies that 1 has the largest
degree in both families. 
The second lemma allows us to reduce the case of (at least) one of the families having large
diversity to the case handled in Lemma 25.
Lemma 26. Given A, B satisfying the conditions of Theorem 3, there exist cross-intersecting
families A′, B′ with γ(A′) ≤
(
n−3
a−2
)
, γ(B) ≤
(
n−3
b−2
)
and such that |A′| ≥ |A|, |B′| ≥ |B|.
Moreover, either γ(A′) ≥ min{
(
n−u−1
n−a−1
)
, γ(A)} or γ(B′) ≥ min{
(
n−v−1
n−b−1
)
, γ(B)}.
It should be clear that Lemmas 26 and 25 imply Theorem 3. We prove Lemma 26 using
a series of transformations that would maintain the necessary properties of A, B. The
transformations would include shifts and Daykin’s shifts, as well as some others. The main
difficulty here would be to show that the diversities of A,B are not decreasing by too much
after each transformation (i.e., to maintain the moreover condition from Lemma 26). Another
aspect that we will have to keep track of is that the transformation process will eventually
converge to the desired situation. This is done by, roughly speaking, showing that each
transformation makes our families closer to initial segments in lex order. Since the proof
of Lemma 26 is rather involved and consists of several reduction steps, we present it in a
separate subsection.
4.1. Proof of Lemma 26. Arguing indirectly, among all the pairs A,B that do not satisfy
the statement of Lemma 26, let us take the pair that is minimal in the following sense: there
is no pair A1,B1 other than A,B violating the statement of Lemma 26 and such that A1 ≺
′ A,
B1 ≺
′ B, where F ′ ≺′ F if the sum of order numbers of sets in F ′ in lex order is smaller than
that of F .
Case 1. Assume that ∆(A) ≤
(
n−2
a−2
)
+
(
n−u−1
n−a−1
)
, ∆(B) ≤
(
n−2
b−2
)
+
(
n−v−1
n−b−1
)
. In particular,
this implies that
γ(A) ≥
(
n− 3
a− 2
)
+
(
n− 4
a− 2
)
, γ(B) ≥
(
n− 3
b− 2
)
+
(
n− 4
b− 2
)
.
Indeed,
γ(A) = |A| −∆(A) ≥
(
n− 1
a− 1
)
−
(
n− 4
a− 1
)
+
(
n− u− 1
n− a− 1
)
−
(
n− 2
a− 2
)
−
(
n− u− 1
n− a− 1
)
=
(
n− 3
a− 2
)
+
(
n− 4
a− 2
)
.
In what follows, we obtain a contradiction with the minimality of A,B, given that the
inequalities defining Case 1 hold. Then we proceed to the next case. We first “test” the
families A,B using shifting.
W.l.o.g., assume that a ≤ b (and thus n ≥ 2a).
For any i < j, if γ(Sij(A)) ≥
(
n−4
a−3
)
or γ(Sij(B)) ≥
(
n−4
b−3
)
then we call a shift successful.
After a successful shift, we obtain cross-intersecting families Sij(A), Sij(B). Moreover, if
Lemma 26 fails for A,B, then it fails for Sij(A), Sij(B). Indeed, if not, then the families
A′,B′ that we found will also fit for A and B. (The only nontrivial condition to check is
the “moreover” condition. If, say, γ(Sij(A)) ≥
(
n−4
k−3
)
, then γ(A′) ≥ min{
(
n−u−1
n−a−1
)
,
(
n−4
k−3
)
} ≥(
n−u−1
n−a−1
)
, where the last inequality is due to u > 3.)
If all the shifts are successful (and we always stay in Case 1), then, by minimality, A,B
are shifted.
Now, assume that an i← j shift is unsuccessful. If this is the case then γ(A)−γ(Sij(A)) >
2
(
n−4
a−2
)
and the same for B. Then, using Proposition 11 (iii), we get that the following
properties hold for both (F , k) ∈ {(A, a), (B, b)}.
(i) |F (¯ij¯)| <
(
n−4
k−3
)
;
(ii) |F(ij¯)|, |F(ji¯)| > 2
(
n−4
k−2
)
.
(iii) |F(ij¯)⊕F (¯ij)| > 4
(
n−4
k−2
)
;
(iv) |F(ij¯) ∩ F (¯ij)| <
(
n−4
k−3
)
.
Here (iv) follows from the fact that the sets in F(ij¯)⊕ F (¯ij) stay intact after the shift and
thus provide a lower bound on the diversity for Sij(F). The following lemma is crucial for
the understanding of the structure of the family of all unsuccessful shifts.
Lemma 27. If i ← j shift is unsuccessful, then any k ← l shift must be successful for
{i, j} ∩ {k, l} = ∅.
Proof. Using (iii), we have
|A(ij¯)⊕A(¯ij)| > 4
(
n− 4
k − 2
)
.
Recall that n ≥ 2a. Then∣∣A(ijk)⊕A(jik)∣∣ ≥ ∣∣∣(A(ij¯)⊕A(ji¯)) \ ([n] \ {i, j, k}
a− 2
)∣∣∣ > 4(n− 4
a− 2
)
−
(
n− 3
a− 2
)
≥ 2
(
n− 4
a− 2
)
,
since
(
n−4
a−2
)
≥
(
n−4
a−3
)
for n ≥ 2a. Similarly,
∣∣A(ijkl)⊕A(jikl)∣∣ ≥ ∣∣(A(ijk)⊕A(jik))∣∣− (n− 4
k − 2
)
>
(
n− 4
a− 3
)
,
and so (i) is not satisfied for the k ← l shift. Thus, it must be successful. 
Lemma 27 implies that either the families A,B are shifted or there is an unsuccessful shift,
say 1← 2, and in that case both A(12¯) and A(1¯2) are shifted. Let us show that the second
situation is not possible. Indeed, apply (5) to A(12¯), A(1¯2). We get that
∣∣A(12¯) ∩ A(1¯2)∣∣ · (n− 2
a− 1
)
(5)
≥ |A(12¯)| · |A(21¯)|
(ii)
> 4
(
n− 4
a− 2
)2
≥
(
n− 3
a− 2
)2
.
Note that for the last inequality we used 2a ≤ n. But
(
n−4
a−3
)(
n−2
a−1
)
= (a−2)(n−2)
(n−3)(a−1)
·
(
n−3
a−2
)2
≤
(
n−3
a−2
)
,3
and thus |A(12¯)∩A(1¯2)| >
(
n−4
k−3
)
, a contradiction with property (iii) of an unsuccessful shift.
Recall the definition of a SlexU,V -shift from Section 3. Find U, V ⊂ [n] as in the definition
and consider SlexU,V (A), S
lex
U,V (B). Put m := |U |. Clearly, m > 0 since A,B do not form initial
segments in the lexicographical order due to small maximal degree. Moreover, m 6= 1 since
the families A,B are shifted. Therefore, m ≥ 2. First, |A| = |SlexU,V (A)|, |B| = |S
lex
U,V (B)|.
Next, we move at most
(
n−|U |−|V |
a−|U |
)
≤
(
n−4
k−2
)
sets to obtain SlexU,V (A) from A. Therefore, we
have γ(SlexU,V (A)) ≥
(
n−4
k−3
)
. Finally, Lemma 21 implies that SlexU,V (A) and S
lex
U,V (B) are cross-
intersecting. Thus, we get a contradiction with the minimality of A,B.
Case 2. Either ∆(A) >
(
n−2
a−2
)
+
(
n−u−1
n−a−1
)
or ∆(B) >
(
n−2
b−2
)
+
(
n−v−1
n−b−1
)
. Without loss of
generality, let the first inequality hold and assume that ∆(A) = |A(1)|. Define A1,B1 such
that A1(1) = L([2, n], |A(1)|, k − 1), A1(1¯) = L([2, n], |A(1¯)|, k), and similarly for B1. (That
is, A1(1),A(1¯),B(1),B(1¯) all form lex segments on [2, n].)
We may assume that A = A1,B = B1. Indeed, |A| = |A1|, |B| = |B1| and, due to Corol-
lary 19, the pairs (A1(1),B1(1¯)), (A1(1¯),B1(1)) and (A1(1¯),B1(1¯)) are cross-intersecting,
implying that A1,B1 are cross-intersecting. Moreover, γ(A1) ≥ min{|A(1¯)|, |A(12¯)|} =
min{γ(A), ⌊
(
n−u−1
n−a−1
)
⌋+1
}
. Therefore, either A1,B1 may be taken as A
′,B′ from the statement
of Lemma 26, or we get a contradiction with the minimality of A,B unless A1 = A, B1 = B.
Finally, assume that A,B have the structure as above, but still, say, γ(A) >
(
n−3
a−2
)
. This
implies that A ⊃
{
A ∈
(
[n]
k
)
: |A ∩ [3]| ≥ 2
}
, in particular, 1 ← j shift is successful for any
j ≥ 2 and thus, by minimality, A is shifted.4 Since, clearly, A does not form an initial segment
in the lex order, there is a Daykin shift that is possible to apply to A,B, getting “smaller”
(in the lex sense) families. Arguing as before, the diversity of A will be at least
(
n−4
a−3
)
after
the application of this shift, and thus either we get a contradiction with the minimality of
A,B, or obtain families A′, B′ satisfying the requirements of Lemma 26 for A,B.
5. Stability for Kruskal–Katona: proof of Theorem 6
Let us first show that the statement is true, provided F ⊂
(
Y
k
)
for some Y , |Y | = n + 1.
W.l.o.g., assume that Y = [n+ 1]. Consider the families
A :=
{
[n+ 1] \ F : F ∈ F
}
,
B :=
{
F ∈
(
[n + 1]
k − 1
)
: F /∈ ∂(F)
}
.
It is easy to see that |A| = |F| and |B| =
(
n+1
k−1
)
−|∂(F)|. Moreover, the families A and B are
cross-intersecting (cf. the proof of Corollary 17). Puttingm := n+1, a := n+1−k, b := k−1,
we get that A ⊂
(
[m]
a
)
and |A| ≥
(
m−1
a−1
)
−
(
y
a−1
)
+
(
x
m−a−1
)
. Next, γ(A) = γKK(F , n) ≥
(
x
k−1
)
=(
x
m−a−1
)
. Therefore, applying Theorem 3 (with m := n, u := m − x − 1, v := m − y − 1),
we conclude that |B| ≤
(
m−1
b−1
)
−
(
x
b−1
)
+
(
y
m−b−1
)
(indeed, having “>” here would contradict
3We have a−2
a−1 ≤
n−3
n−2 since a ≤ n− 1.
4Note that Sij(A) = A for any 2 ≤ i < j ≤ n, because A(1) and A(1¯) are lex segments.
Theorem 3). Consequently,
|∂F| =
(
m
b
)
− |B| ≥
(
m− 1
b
)
−
(
y
m− b− 1
)
+
(
x
b− 1
)
=
(
n
k − 1
)
−
(
y
n− k + 1
)
+
(
x
k − 2
)
.
Therefore, it is sufficient to show that we can actually assume that F ⊂
(
Y
k
)
for some Y ,
|Y | = n+ 1.
The proof here resembles the proof of Lemma 26, however, a direct reduction seems to be
impossible. Arguing indirectly, assume that the theorem does not hold for some F satisfying
the conditions. Among such F , take the one that is minimal w.r.t. colex order.5
Case 1 Assume that γKK(F) >
(
n−2
k−1
)
+
(
n−3
k−2
)
. Our first step is to show that F is
shifted. Borrowing terminology from the proof of Theorem 3, we say that the (U, V )-shift is
unsuccessful if γKK(SU,V (F)) <
(
x
k−1
)
.
Assume that the i ← j shift is unsuccessful. This implies that there is a subset X ,
X = n− 1, i, j /∈ X , such that
(11)
∣∣∣Sij(F) ∩
(
X ∪ {i}
k
)∣∣∣ > (n
k
)
−
(
y
n− k − 1
)
≥
(
n
k
)
−
(
n− 3
k − 3
)
,
where the first inequality comes from the assumption on the size of F and the second is due
to y ≤ n − 3. We may then assume that the family is shifted on X . Indeed, assume that
one of the i′ ← j′ shifts is unsuccessful for i′, j′ ∈ X . Then
∣∣Si′j′(F)(j′)∣∣ < (n−3k−1) and thus∣∣Sij(Si′j′(F))(j′)∣∣ < (n−3k−1) < (n−1k−1)− (n−3k−3). This implies that
(12)
∣∣∣Sij(Si′j′(F)) ∩
(
X ∪ {i}
k
)∣∣∣ < (n
k
)
−
(
n− 3
k − 3
)
.
However,
(13)
∣∣∣Sij(Si′j′(F)) ∩
(
X ∪ {i}
k
)∣∣∣ = ∣∣∣Sij(F) ∩
(
X ∪ {i}
k
)∣∣∣
due to the fact that i′, j′ ∈ X , and shifts inside X ∪ {i} do not alter the size of the family
inside X ∪ {i}. Then (12) and (13) contradict (11).
Next, if i← j shift was unsuccessful then γKK(F)−γKK(Sij(F)) >
(
n−2
k−1
)
+
(
n−3
k−2
)
−
(
x
k−1
)
≥
2
(
n−3
k−2
)
. An obvious analogue of Proposition 11 (iii) in our situation states that
(14) min
{
|Fi \ Fj|, |Fj \ Fi|
}
> 2
(
n− 3
k − 2
)
>
(
n− 3
k − 2
)
,
where Fl := {F ⊂
(
X
k−1
)
: F ∪ {l} ∈ F} for l ∈ {i, j}. At the same time, due to (11),
we have |Fi ∪ Fj| >
(
n−1
k−1
)
−
(
n−3
k−3
)
=
(
n−2
k−1
)
+
(
n−3
k−2
)
. Thus, putting t := |Fi ∩ Fj| we get
|Fi| + |Fj| ≥
(
n−2
k−1
)
+
(
n−3
k−2
)
+ t. The combination of the last inequality and (14) gives
|Fi||Fj| ≥
(
n−2
k−1
)
(
(
n−3
k−2
)
+ t). At the same time, as we have seen above, the families Fi,Fj are
shifted. Using (5), we get
(15) t
(
n− 1
k − 1
)
≥ |Fi||Fj| ≥
(
n− 2
k − 1
)((n− 3
k − 2
)
+ t
)
.
Clearly, g(t) := t
(
n−1
k−1
)
−
(
n−2
k−1
)
(
(
n−3
k−2
)
+t) is a monotone increasing function of t. We claim that
for t ≤
(
n−3
k−1
)
we have g(t) < 0. It is sufficient to show for t =
(
n−3
k−1
)
. In that case, we have
g(t) =
(
n−3
k−1
)(
n−1
k−1
)
−
(
n−2
k−1
)2
=
( (n−1)(n−k−2)
(n−3)(n−k)
− 1
)(
n−2
k−1
)2
< 0. Therefore, if there is t satisfying
the displayed inequality, it must satisfy t >
(
n−3
k−1
)
, and thus we have γKK(Sij(F)) ≥ t >
(
n−3
k−1
)
,
a contradiction with the fact that i← j shift is unsuccessful.
5More precisely, the sum of order numbers of sets from F in colex is the smallest.
From now we suppose that F is shifted. Since F clearly does not form an initial segment
in the colex order, there is a Daykin U ← V -shift ScolexU,V that will alter F . Moreover, we have
s := |U | = |V | ≥ 2 due to shiftedness of F . Therefore, by minimality of F , the U ← V shift
must be unsuccessful, and thus there exists X , |X| = n− s and X ∩ (U ∪ V ) = ∅, such that
(16) min
{
|FU \ FV |, |FV \ FU |
}
> 2
(
n− 3
k − 2
)
,
where FW := {F ⊂
(
X
k−s
)
: F ∪{W} ∈ F} for W ∈ {U, V }. Putting t := |FU ∩FV | and using
shiftedness, we get the following analogue of (15).
(17) t
(
n− 2
k − 2
)
≥ t
(
n− s
k − s
)
= |FU ∩ FV |
(
X
k − s
)
≥ |FU ||FV | ≥
(
2
(
n− 3
k − 2
)
+ t
)2
.
On the one hand, if 2k ≥ n, then we have
(
n−3
k−1
)(
n−2
k−2
)
= (n−k−2)(n−2)
(k−1)(n−k)
(
n−3
k−2
)2
< 2
(
n−3
k−2
)2
,
and thus (17) can be only satisfied for t >
(
n−3
k−1
)
. On the other hand, if 2k < n then(
n−2
k−2
)
=
(
n−3
k−2
)
+
(
n−3
k−3
)
< 2
(
n−3
k−2
)
, and thus (17) (or even (16)) is never satisfied. Therefore,
either (17) cannot be true, or γKK(SU,V (F)) > t ≥
(
n−3
k−1
)
, which contradicts the assumption
that (U, V )-shift was unsuccessful. We conclude that the assumption of Case 1 contradicts
minimality of F .
Case 2. Assume that
(
x
k−1
)
≤ γKK(F) ≤
(
n−2
k−1
)
+
(
n−3
k−2
)
. Therefore, there existsX , |X| = n,
such that
∣∣F ∩ (X
k
)∣∣ ≥ (n
k
)
−
(
y
k−1
)
+
(
x
k−1
)
−
(
n−2
k−1
)
−
(
n−3
k−2
)
=
(
n−1
k
)
+
(
n−3
k−3
)
−
(
y
k−1
)
+
(
x
k−1
)
≥(
n−1
k
)
+
(
x
k−1
)
. W.l.o.g., assume that X = [n]. In this case, we may assume that F is
(U, V )-shifted for all U ≺colex V ⊂ [n]: indeed, for any of these shifts we have
γKK(SU,V (F)) ≥ min
{
γKK(F),min
i∈[n]
di(SU,V (F))
}
≥ min
{
γKK(F),
(
x
k − 1
)}
since mini∈[n] di(SU,V (F)) ≥ |F ∩
(
[n]
k
)
| −
(
n−1
k
)
≥
(
x
k−1
)
. In particular,
(
[n−1]
k
)
⊂ F . Replace
Fγ := F \
(
[n]
k
)
with {F ∪{n+1} : F ∈ C([n], |Fγ|, k−1)}, obtaining a new family F
′. Again,
one easily sees that γKK(F
′) ≥
(
x
k−1
)
. Next, |∂F ′| ≤ |∂F|. Indeed, the new shadows F ′ add
to the shadows of F ∩
(
[n]
k
)
have form
{
F : n + 1 ∈ F, F ∈ ∂C([n], |Fγ |, k − 1)
}
. However,
|∂C([n], |Fγ|, k−1)| is smaller than
∑
i≥n+1 |∂{F \{i} : F ∈ F , i ∈ F}| due to subadditivity of
the shadow of C([n], t, k − 1) as a function of t. It follows from the Kruskal–Katona theorem
(Theorem 18) itself: we may realize families {F \{i} : F ∈ F , i ∈ F} on disjoint ground sets,
and then their union has shadow larger than that of C([n], |F ′|, k − 1).
Thus, due to minimality, F = F ′, so F ⊂
(
[n+1]
k
)
and we arrive at a contradiction.
Remark. What we used here in essentially [30, Lemma 3.2], and the elegant way of
seeing subadditivity is borrowed from [30, Lemma 3.1(iii)].
6. Uniform r-wise t-intersecting families. Proof of Theorem 9
Recall that the families F1, . . . ,Fr are cross t-intersecting if for any F1 ∈ F1, . . . , Fr ∈ Fr
we have |F1 ∩ . . . ∩ Fr| ≥ t.
Take any family F satisfying the conditions of the theorem.
Suppose that γ(F) > 0. This implies that F is 2-wise (r + t − 2)-intersecting. Indeed, if
F1 ∩F2 = {i1, . . . , il} for l ≤ r+ t− 3, then, given that γ(F) > 0, for each j ∈ [min{r− 2, l}]
we can find Fij ∈ F such that ij /∈ Fij , and thus |F1 ∩ F2 ∩ Fi1 ∩ . . . ∩ Fil| ≤ t− 1.
Assume that F is 2-wise (r+t−1)-intersecting. Then F(x¯) is 2-wise (r+t−1)-intersecting
for any x ∈ [n], and, by a theorem of Frankl [11], γ(F) ≤ |F(x¯)| ≤
(
n−r−t
k−r−t+1
)
for n > 2(r+t)k.
Assume now that there exist F1, F2 ∈ F that intersect in r + t − 2 elements. W.l.o.g.,
suppose that F1 ∩ F2 = [r + t− 2]. The r-wise t-intersecting property implies
(18) |F ∩ [r + t− 2]| ≥ r + t− 3 for all F ∈ F .
For each i ∈ [r + t− 2], define
Fi :=
{
F ∈ F : F ∩ [r + t− 2] = [r + t− 2] \ {i}
}
.
The families F1 . . . ,Fr+t−2 are cross 2-intersecting subfamilies of
(
[r+t−1,n]
k−r−t+3
)
. By (18),
(19) γ(F) ≤ min
i
|Fi|.
Applying Corollary 24 to F1,F2, we get that one of them has size at most
(
n−r−t
k−r−t+1
)
, since
n ≥ 15k > r + t− 2 + 15(k − r − t+ 3).
7. Families with ν(F) ≤ s
For X ⊂ [n], we use the standard notations F(X) := {F −X : F ∈ F} and F(X¯) := {F :
F ∩X = ∅, F ∈ F}. Let n > k(s + 1) and let F ⊂
(
[n]
k
)
, ν(F) = s. The s-diversity γs(F) of
F is defined as
γs(F) := min
{
|F(R¯) : R ∈
(
[n]
s
)}
.
For s = 1 we get back to the usual notion of diversity. Recall also the construction
A2 := A2(n, k, s) :=
{
A ∈
(
[n]
k
)
: |A ∩ [2s+ 1]| ≥ 2
}
.
Theorem 28. If F ⊂
(
[n]
k
)
, ν(F) = s and n > n0(k, s), then
(20) γs(F) ≤ γs(A2) = |A2
( ¯[s])|.
Note that |A2
( ¯[s])| = (1 + o(1))(s+1
2
)(
n−s−2
k−2
)
.
We also note that the motivation for this theorem is the famous Erdo˝s Matching Conjecture.
If one would have an analogous result in the range of the parameters where the EMC is still
open, it would most likely lead to some major progress in the conjecture.
Proof. For a family F satisfying the requirements of the theorem, let F˜ ⊇ F be an extended
family satisfying the following conditions:
(i) For any F˜ ∈ F˜ there exists F ∈ F , such that F˜ ⊆ F ;
(ii) ν(F˜) = s;
(iii) F˜ is maximal with respect to (i), (ii).
We prove (20) by induction on s. The case s = 1 is implied by the result of [33] on the
diversity of intersecting k-uniform families.
Case 0. ∃x ∈ [n] : {x} ∈ F˜ . Then ν(F˜(x¯)) = s− 1 and by induction
γs(F) ≤ γs−1(F(x¯)) ≤ γs−1(A2(n− 1, k, s− 1)) < γs(A2(n, k, s)).
Case 1. For every F˜ ∈ F˜ we have |F˜ | ≥ 2.
Define the (edge set of the) graph G by G := {F˜ ∈ F˜ : |F˜ | = 2}. Then
(21) |F| ≤
(
|G|+ o(1)
)(n− 2
k − 2
)
.
by the argumentation from [10].6 Combined with the following lemma, this concludes the
proof of the theorem (which we check below).
6 Namely, the minimal sets with respect to containment cannot form any sunflowers of size more than ks.
Therefore, their number is less than (ks)k · k! by a classic result of Erdo˝s and Rado [8].
Lemma 29. Let G be (the edge set of) a graph on n vertices with ν(G) = s, s ≥ 1 and with
no isolated vertices. Then there exists an s-element set R, such that
(22) |G(R¯)| ≤
(
s + 1
2
)
,
with equality if and only if G forms a complete graph on 2s + 1 vertices. Moreover, if G is
not a subgraph of a complete graph on 2s+ 1 vertices, then
(23) |G(R¯)| ≤
(
s
2
)
+ 1
We remark that Lemma 29 completely solves the question of maximizing the s-diversity
for graphs, and even provides us with a Hilton-Milner-type result.
Proof. Let (xi, yi), i ∈ [s], be a maximal matching in G. Let Z := [n] \ ∪
s
i=1{xi, yi} be the
remaining vertices. Note that Z is an independent set. Note also that ν(G) = s implies that
there are no z, z′ ∈ Z and i ∈ [s] such that (z, xi), (z
′, yi) ∈ G. That is, for i ∈ [s], either:
(a) there is a unique zi ∈ Z with (zi, xi), (zi, yi) ∈ G and none of (z, xi), (z, yi) are in G
for z ∈ Z \ {zi}, or
(b) we can suppose by symmetry that (z, yi) /∈ G holds for all z ∈ Z.
Let us delete the set X := {x1, . . . , xs}. The only possible edges that remain in G(X¯)
are edges (yi, yj), which account for at most
(
t
2
)
edges, and for each 1 ≤ i ≤ t at most one
edge of the form (yi, zi) (note that zi = zi′ is possible for i 6= i
′!). Thus, there are at most(
s
2
)
+ s =
(
s+1
2
)
edges.
If zi is the same for all i for which it is defined, then G is a subgraph of a complete graph on
2s+1 vertices. If for some i 6= j ∈ [s] zi, zj are different then there is no edge between yi and
yj. Indeed, otherwise we can replace xiyi and xjyj with zixi, yiyj and xjzj, thus obtaining a
matching of size s+ 1. Moreover, if not all zi are the same, and zi’s are defined for t indices
i ∈ [s], then there are at least t − 1 pairs {i, j} for which zi 6= zj . In this case, the total
number of edges is at most
(
s
2
)
+ t− (t− 1) =
(
s
2
)
+ 1. 
Lemma 29 and (21) imply that γs(F) ≤
((
s+1
2
)
+ o(1)
)(
n−2
k−2
)
, moreover,
(
s+1
2
)
can be
replaced by
(
s+1
2
)
−1 provided G is not a complete graph on 2s+1 vertices. Since |A2(¯[s])| =
(1 + o(1))
(
s+1
2
)(
n−2
k−2
)
, we conclude that the family G(R¯) from 21 must have size
(
s+1
2
)
, and
thus G must be a complete graph on 2s + 1 vertices, say [2s + 1]. This clearly forces all
the sets from F to intersect [2s + 1] in at least 2 elements. This concludes the proof of
Theorem 28. 
8. Non-uniform families
We say that F ⊂ 2[n] is r-wise t-union if for any F1, . . . , Fr ∈ F we have |F1∪. . .∪Fr| ≤ n−t.
Daykin [3] proposed the following problem: given an r-wise t-union family F ⊂ 2[n], what is
the maximum possible minimum degree of F?
Observation 30. F ⊂ 2[n] is an r-wise t-intersecting family with diversity γ(F) = d if and
only if the family of the complements F c := {[n] \ F : F ∈ F} is an r-wise t-union family of
minimum degree d.
Daykin [3] proposed the following conjecture.
Conjecture 1 ([3]). If r ≥ 3 and F ⊂ 2[n] is r-wise union then its minimum degree is at
most 2n−r−1.
This was proved in [4] for r ≥ 25 and in [14] for r ≥ 5. For the corresponding values, we
have
(24) γ(F) ≤ 2n−r−1 for all r-wise intersecting families F ⊂ 2[n], where r ≥ 5.
In [14], it was even shown that
(25) γ(F) ≤ 2n−r−t for all r-wise t-intersecting families F ⊂ 2[n], where r ≥ 5 and t ≤ 2r−2r.
The construction showing that (24) and (25) are optimal is{
A ⊂ [n] : |A ∩ [r + t]| ≥ r + t− 1
}
.
Note that removing from the family above some or all of the members containing [r+ t] will
not alter the diversity. Therefore, the optimal families are not unique.
Next, let us consider the case of (2-wise) t-intersecting families for t ≥ 2. The following
classic result was proved by Katona [27].
Theorem 31 ([27]). If F ⊂ 2[n] is t-intersecting then
|F| ≤
{∑n
i=(n+t)/2
(
n
i
)
if n + t is even,
2
∑n−1
i=(n+t−1)/2
(
n−1
i
)
if n + t is odd.
Both functions on the right hand side are asymptotically
(
1 − Θ(n−0.5)
)
2n−1 for fixed t.
The theorem is sharp due to the following examples:
n+ t is even:
{
X ⊂ [n] : |X| ≥ (n + t)/2
}
,
n+ t is odd:
{
X ⊂ [n] : |X ∩ [2, n]| ≥ (n+ t− 1)/2
}
.
These two families have diversity (1 − Ot(n
−0.5))2n−2. On the other hand, for any t-
intersecting F ⊂ 2[n] and x ∈ [n], F(x¯) is t-intersecting on [n] \ {x}. Thus, we may apply
Theorem 31 and conclude that γ(F) ≤
(
1 − Ωt(n
−0.5)
)
2n−2 for any t-intersecting family
F ⊂ 2[n]. We formulate these findings in a proposition.
Proposition 32. For integer t ≥ 2, the largest diversity γ of a t-intersecting family F ⊂ 2[n]
satisfies
γ =
(
1−Θ
(
n−0.5
))
2n−2.
The case k = 2, t = 1 is special. In [5], the authors managed to prove γ(F) ≤
(
1−n−1
)
2n−2
for any intersecting family F ⊂ 2[n] and constructed an example with of an intersecting family
γ(F) ≥
(
1−n−0.651)
)
2n−2. The authors of [5] conjectured that the construction attaining the
lower bound is in fact optimal. Unaware of [5], Huang [23] asked, what is the largest diversity
of an intersecting family in 2[n]. He conjectured that it is at most
(
1 − Ω(n−0.5))
)
2n−2. In
what follows, we solve the problem asymptotically using the tools coming from the Analysis
of Boolean Functions. Both conjectures have negative answer.
Proposition 33. The largest diversity γ of an intersecting family F ⊂ 2[n] satisfies
γ =
(
1−Θ
( log n
n
))
2n−2.
Proof. Consider the uniform measure µ on all subsets of 2[n]. The influence Ii(F) of coordi-
nate i in F is
Ii(F) := 2µ
(
{F ⊂ [n] : i /∈ F, |{F, F ∪ {i}| ∩ F = 1}
)
,
where here and below µ stands for the uniform measure on 2[n]. The total influence is
I(F) :=
∑
i Ii(F). In case if F is closed upwards, we have
(26) Ii(F) = 2µ
(
{F ∈ F : i ∈ F}
)
− 2µ
(
{F ∈ F : i /∈ F}
)
.
By the definition of diversity, it is easy to see that
(27)
1
2
max
i∈[n]
Ii(F) + 2γ(F) = µ(F).
Since increasing the size of the family cannot reduce the diversity, we may restrict ourselves
to the families having measure 1/2. Therefore, to maximize diversity, one has to minimize
maximal influence of one coordinate in a family. By the famous KKL theorem [25], we have
maxi∈[n] Ii(F) = Ω(
logn
n
), and thus γ(F) =
(
1
4
− Ω( logn
n
)
)
2n.
For the lower bound, consider the following example. Arrange the elements of [n] on the
circle, and for each set S ⊂ 2[n] form a sequence u := (u1, u2, . . .), where ui is the length of
the i-th longest run of consecutive 1’s; similarly, z := (z1, z2, . . .) is the sequence, in which zi
is the i-th longest run of consecutive 0’s. Form an intersecting family by including all sets,
for which its sequence u is lexicographically bigger than z. If n is even, then there may be
sets which have u = z, and we take a half of them, one out of each pair of two opposite sets,
arbitrarily (note that such sets must have exactly n/2 ones). This example was proposed by
Gil Kalai [26], where the properties of this family were briefly described. In [33], the first
author gave a detailed proof of the fact that each coordinate has influence O(logn/n) in such
a family for odd n. We note that the analysis for the even case can be done along the same
lines, just taking into account that there are very few sets for which the sequences u and
z coincide. Therefore, we conclude that the minimum of the largest individual influence in
an intersecting monotone family is Θ(logn/n), and, substituting into (27), we get that the
diversity of this family is
(
1
4
− O( logn
n
)
)
2n. 
9. Open problems
There are many interesting open problems that involve diversity-related quantities. We
have already mentioned some of them, in particular, Conjecture 1.
The next problem was discussed in Section 7.
Problem 1. Extend Theorem 28 to the range n ≥ Cks for some absolute C > 0.
In Theorem 6 we defined the diversity of families in terms of their distance from the
family of all subsets of an n-element set. One may generalize this notion and, for a family
F ⊂
(
[n]
k
)
, define its diversity with respect to a initial segment in the colex order: γcolex(F , t) :=
min |F \C(n, k, t)|, where the minimum is taken over all possible orderings of the ground set.
It seems plausible that the following extension of our stability result for the Kruskal–Katona is
possible. We note that it generalizes the results of Fu¨redi and Griggs [21], who characterized
the cases in which equality holds in the Kruskal–Katona theorem.
Problem 2. Let s > 0 and ns > ns−1 > . . . > n1 > n > k > 0 be integers, and assume that
F is a family of k+s-element sets, such that |F| ≥ t :=
(
ns
k+s
)
+. . .+
(
n1
k+1
)
+
(
n
k
)
−
(
y
n−k
)
+
(
x
k−1
)
and γcolex(F , t) ≥
(
x
k−1
)
for some real numbers k − 1 ≤ x ≤ n− 3, n− k ≤ y ≤ n− 3. Then
∂(F) ≥
(
ns
k+s−1
)
+ . . .+
(
n1
k
)
+
(
n
k−1
)
−
(
y
n−k+1
)
+
(
x
k−2
)
.
Fix integers 0 ≤ a < b ≤ k. Find maxmin |F(B¯)|, where the maximum is over all F ⊂
(
[n]
k
)
,
such that F is intersecting, τ(F) = b and the minimum is over all B ∈
(
[n]
a
)
.
Probably, the most interesting case is b = k, that is, of intersecting k-graphs F that cannot
be covered by k − 1 vertices. A classical result of Erdo˝s and Lova´sz [7] shows that |F| ≤ kk,
independent of n (cf. [16] for the current best bound).
In [19] constructions with |F| >
(
k
2
)k
were given. However, almost all edges contain one
specific vertex. Slightly more precisely, the number of edges not containing that vertex is
polynomial in k.
Let m(k, a) be the maximum above over all n for b = k. That is, the value of m(k, 0) is
the answer to the Erdo˝s–Lova´sz problem.
Conjecture 2. m(k, 1)/m(k, 0)→ 0 as k →∞.
Conjecture 3. There is an absolute constant c > 1 such that m(k, k− 1) > ck for all k ≥ 3.
It is easy to show that m(3, 2) = 2. Using product-type constructions, we managed to
show that there is no such ǫ > 0 such that m(k, k − 1) < 2k
1−ǫ
holds for all k.
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