International banks greatly reduced their direct cross-border and local affiliates' lending as the global financial crisis strained balance sheets, lowered borrower demand, and changed government policies. Using bilateral, lender-borrower countrydata and controlling for credit demand, we show that reductions largely varied in line with markets' prior assessments of banks' vulnerabilities, with banks' financial statement variables and lender-borrower country characteristics playing minor roles. We find evidence that moving resources within banking groups became more restricted as drivers of reductions in direct cross-border loans differ from those for local affiliates' lending, especially for impaired banking systems. Home bias induced by government interventions, however, affected both equally. JEL Classification Numbers: E44, F23, F36, G21
I. INTRODUCTION
The global financial crisis (GFC) has seen a large retrenchment in cross-border banking, with aggregate gross foreign banking claims as of end-2013 some 20 percent below their pre-crisis peak in June 2008 of USD 30 trillion. While this retrenchment, which has affected both direct cross-border and local affiliates' lending (but to different degrees), reflects many factors, three are notable. One, the deterioration in balance sheets of international banks, with many facing capital shortfalls and liquidity strains, especially so in 2008-09 and notably for banks in advanced countries, and pressures from markets to improve their financial positions. Two, a weakening of loan demand, given worse economic prospects, and increased default and other risks facing borrowers. Three, increased regulatory constraints and greater uncertainty about the future shape and rules governing the international banking system, including regarding the ability to freely move resources within banking groups and across borders. All these factors may have led banks to not only rebalance their operations away from cross-border banking activities, but also to do so in specific ways, e.g., to reduce direct cross-border bank lending relatively more and affiliate lending less.
The first objective of this paper is to analyze the role of supply and lender-borrower factors in driving changes in international banking lending. Were the reductions indeed largely due to the balance sheet impairments of many banks in advanced countries? And if so, what indicators best capture the pressures banks faced? Teasing out the relative importance of these various supply factors in determining changes in cross-border banking is challenging, as it requires controlling for demand, but here the bilateral data we use help. The second objective is to identify the motivations and constraints driving banks' specific forms of crossborder rebalancing: either direct cross-border lending (i.e., lending by headquarters directly to borrowers in a different country) or local foreign affiliates' (subsidiaries and branches) lending (or a combination of both). The changes in the two forms differed greatly: in aggregate, local affiliate lending declined by only 5 percent during the GFC compared to 23 percent for direct cross-border lending. Did banks chose to change one form more than the other on the basis of their own, internal choices, or did regulatory and other changes at the lender and borrower country levels affect choices? While the exact reasons leading to differences are difficult to identify, indirect evidence can be obtained from comparing the respective drivers.
Given these two objectives, the first set of questions that we seek to answer is: What ex ante factors affect banks' decisions to deleverage during periods of financial stress, i.e., how do lender banking systems and other lender country characteristics prior to a shock affect subsequent changes in cross-border bank lending? To what extent do banks deleverage in response to market pressures? Or are they more affected by banks' financial statement indicators, and possibly related regulatory actions? What role do lender-borrower characteristicsdistance, trade links, and common institutionsplay? Which of these factors are most important? We study the role of these characteristics while controlling for changes in economic activity and prospects in the borrower country. This issue is of interest given the large changes in international banking and what they may imply for the future.
The second set of questions relates to whether in times of financial turmoil, banks can move capital and liquidity globally relatively freely within the banking group, making direct crossborder lending and local affiliates' lending to the same borrowers respond similarly to shocks. Or are there (more) frictions and limitations on intra-banking-group lending during an event like the GFC? These frictions can involve heightened intra-group constraints and formal and informal regulatory actions limiting the transfers of funds during periods of financial turmoil. Questions on intra-group transfers are of great relevance given that foreign bank presence increased over the past two decades in many parts of the world, with affiliate lending taking on greater absolute and relative importance (e.g., it increased from 40 percent of BIS foreign claims before the crisis to more than 50 percent in 2012). While we cannot directly test for the presence of frictions and limitations, since there is no data available on intra-group lending at the international level, studying differences in how direct cross-border lending and local affiliates' lending to a given borrower respond to various factors provides valuable insights. With no frictions, cross-border and local affiliate claims can be expected to react similarly to shocks to the home banking system. With frictions, the two forms of lending could respond differently as when capital and liquidity are "trapped" and/or "ringfenced" within affiliates, leading to sharp(-er) declines in direct cross-border lending as affiliates cannot support their parent banks. Evidence of barriers is of current policy interest given concerns about increased fragmentation in international financial markets.
For both objectives, we need to control for demand and other borrower-related factors, as well as for general time-varying factors, such as changes in global financial markets and economic prospects. We do this using an event methodology and exploiting the rich, bilateral cross-border banking dataset from the Bank of International Settlements (BIS), enhanced in several ways. We focus on the deleveraging episode related to the peak of the GFC when we can expect to see a large impact of supply factors. We exploit the bilateral nature of our data to control for changes in economic activities and prospects in the borrower country. Specifically, since banking systems from various lender countries all face the same demand conditions in a borrower country, relative differences in changes in bilateral claims represent differences arising from the supply side or specific lender-borrower relationships.
Besides addressing these two set of questions, we innovate relative to the existing literature, reviewed next, in three ways. First, we analyze how banking systems adjust their international operations in response to ex ante, that is, before a crisis period, vulnerabilities, including both market-based and accounting balance sheet indicators. Second, we are the first to directly exploit differences between the behavior of direct cross-border banking and local affiliates' lending, so as to analyze potential frictions in the intra-group lending during the GFC. Third, we use adjusted BIS data that take into account effects of breaks-in-coverage in time series and exchange rate variations, allowing a more meaningful representation of the evolution of banks' foreign claims.
We find that reductions in cross-border and affiliates' lending largely vary with ex ante, market-based measures of creditor banks' vulnerabilities, while financial statement indicators and creditor-borrower characteristics (e.g., geographical proximity, trade relationships, and historical relationships) played minor roles. And we do find evidence of barriers to the movement of intra-group resources across borders in that those supply factors explaining the patterns in reductions in banks' cross-border lending do not similarly explain movements in local affiliates' lending. Results suggest that substitution between cross-border and affiliates' lending was more likely for those banking systems with lower vulnerabilities, suggesting that some affiliates may have been prevented from moving resources back to headquarters to compensate for cuts to direct cross-border lending. Where creditor banks' government intervened during the systemic crisis, however, banks reduced both direct cross-border and affiliates lending equally, possibly reflecting the larger induced home bias. 2 In terms of outline, the paper proceeds as follows. It first reviews the literature that tries to identify the factors behind cross-border banking flows, develops the hypotheses we test, and relates the contribution of this paper to the existing literature. The next two sections describe the data and methodology, and the regression results respectively. The last section concludes and highlights possible further research steps.
II. LITERATURE REVIEW, CONTRIBUTIONS, AND HYPOTHESES

A. Literature review
This paper relates to three main strands of research. The closest strand includes those papers that investigate changes in international bank activities using BIS data around periods of financial stress. A key contribution is Cetorelli and Goldberg (2011) which reports that banks reduced their international activities in the fall of 2008 and the first part of 2009, in part in response to a shortage of dollar funding. McGuire and von Peter (2009) show how dollar funding shortages help explain the behavior of cross-border banking flows during this period. Other studies note that bank behavior can vary considerably, in part related to the importance and funding conditions of local subsidiaries, and the distance between creditor and borrower 2 As part of government support banks were often asked to focus on domestic lending during the GFC. For example, French banks that tap government assistance have pledged to increase lending by 3-4 percent annually, and ING announced that it was going to extend €25 billion to Dutch businesses and consumers when it received another round of government assistance (World Bank, 2009). country. Cull and Martinez Peria (2012) show that in Eastern Europe foreign banks cut loans back more than domestic private banks, but not so in Latin America with the difference driven by the fact that foreign banks in Latin America were mostly funded through domestic deposits, in part due to regulatory requirements (see also Kamil and Rai, 2010) . Claessens and van Horen (2013) show that foreign banks reduced credit more compared to domestic banks in countries where they had a small role, but not so when dominant or funded locally. And Claessens and van Horen (2014b) document the large changes in foreign bank presence and review the differences in the behavior of cross-border and local foreign bank lending since the GFC.
A second set of papers uses detailed, micro data, on large syndicated loans, to study the variation therein across creditor and borrower countries. This data allows controlling for many individual borrower and bank characteristics, including changes in demand at the borrower level (e.g., using borrower fixed effects). Using this data, Giannetti and Laeven (2012) and De Haas and Van Horen (2013) report evidence of a "flight home" or "flight to core markets" effect, i.e., after the crisis banks engaged less in cross-border lending, and rather lent to borrowers at home. Ongena, Peydro and Van Horen (2013) find that foreign banks in Eastern European countries reduce the supply of credit more compared to locallyfunded domestic banks, but not compared to domestic banks that funded themselves more from international capital markets before the crisis.
In a related study, De Haas and Van Horen (2012) find that banks facing balance sheet constraints (such as losses on toxic assets or dependence on wholesale funding) reduced the supply of cross-border syndicated loans, but were more likely to stay committed to countries in which they had a subsidiary, especially in countries with weak institutions. This suggests that having local affiliates provides for specific information about borrowers, allowing them to continue to extend loans profitably. It also suggests that there are limits to moving funds intra-bank, perhaps because of frictions within the bank, regulation, and other barriers erected by the host country, or pressures from home country authorities. Hale, Kapan and Minoiu (2014) show that there have been transformations in the global banking network due to the crisis.
A third strand of literature investigates how internationally-active banks altered their operations due to financial turmoil or in response to regulatory changes. Cetorelli and Goldberg (2012a, b) show how US banks adjusted their interoffice liquidity and claims in response to variations in domestic liquidity. Using a broad set of international banks, De Haas and Van Lelyveld (2014) and Ivashina and Scharfstein (2010) show that banks reduce their cross-border and syndicated lending as a function of their pre-crisis exposure to wholesale funding shocks. Kapan and Minoiu (2013) find that this effect was smaller for well-capitalized banks. Aiyar, Calomiris, Hooley, Korniyenko and Wieladek (2014) show that UK banks and UK-based subsidiaries curtailed foreign lending during the 2000s in response to higher capital requirements. Aiyar, Calomiris, and Wieladek (2014) find that in response to these same measures, UK-based branches of foreign banks increased their share of local lending, a sign of regulatory arbitrage. As such, the net effects of capital shocks or regulatory changes on overall cross-border and local lending can be ambiguous.
Related work on the internal capital markets of global banks has found that they can to some extent reallocate funds and liquidity across locations in response to host country crises. This has been shown indirectly by investigating the performance of foreign affiliates and domestic banks (De Haas and Lelyveld, 2010) and directly for US banks (Cetorelli and Goldberg, 2012a) . Evidence is not consistent, however, for the GFC. De Haas and Lelyveld (2014) do not find evidence of an active internal capital market. Furthermore, the evidence is not as strong using US data after the Lehman bankruptcy, possibly due to the expansion of dollar swaps by central banks (Cetorelli and Goldberg, 2012a, b) . This may be due to "ringfencing" episodes during the GFC, for which Cerutti and Schmieder (2014) present anecdotal evidence and D'Hulster (2014) analyzes potential avenues of how it is done.
B. Contributions
Our paper expands on and complements these three strands of papers in several ways. First, we explore how banking systems adjust their international operations, both cross-border and affiliate lending, in response to ex ante (that is, before the crisis) balance sheet vulnerabilities. These are captured using both market-based and accounting indicators. Using pre-crisis data allows us to avoid endogeneity caused by the possibility that banks' actual actions are reflected in market assessments or financial statements. This way we obtain behavioral responses and more forward-looking insights into how banks adjust their operations in response to market and balance sheet pressures.
Second, we analyze changes in both cross-border banking and local affiliates' lending, using the fact that the sample contains lender banking systems with both direct cross-border and affiliates' lending to many borrower countries. 3 With international banks today having local presence in many countriesthe market share of foreign banks increased from an average of 20 percent in the 1990s to more than 35 percent just before the financial crisis, with shares in some countries of more than 90 percent (Claessens and Van Horen, 2014a)many can choose how to lend to a given borrower.
Third, we are very careful in correcting data for changes in coverage and exchange raterelated valuation effects when using BIS data. As noted by Cerutti (2014) , such corrections are necessary for a proper interpretation and analysis since they can make for large differences with the original series. One notable example is the change in coverage of BIS banking statistics as investment banks in the US became commercial banks in 2009 Q1, which boosted US banking system foreign assets by USD 1.3 trillion. Another notable example is the large effect of the sharp movement in the dollar/euro exchange rate over 2008-09. BIS banking claims are reported in US dollars, so an important source of variation in claims during the period under study originates from exchange rate movements, and not from changes in underlying positions. Altogether, the aggregated amount of adjustments was some USD 1 trillion in each quarter during the period 2008-09.
Another advantage of using BIS data is that we fully capture on balance-sheet international banking activities. While data on individual syndicated loans provides more details than BIS data in many dimensions (e.g., bank and borrower information that allows better to control for demand conditions), it have several limitations. Cerutti, Hale and Minoiu (2014) analyze the composition of cross-border loan claims and emphasize the following characteristics of syndicated loans: (i) partial coverage of cross-border lending activity (specifically, syndicated loans represent only up to one-third of total cross-border lending); (ii) much of syndicated loan data refers to credit lines rather than actual disbursements (and information on whether credit lines are drawn is not available); and (iii) it is difficult to exactly identify individual participation shares for each syndicate member (individual loan shares are available for less than half of the loans).
Our BIS data represents the universe of cross-border banking claims (coverage is complete from the lender source points of view). We also cover most (borrower) countries (about 120), allowing us to explore differences by both lender and borrowing country and their combinations.
C. Hypotheses
Our hypotheses related to the roles of ex ante supply and lender-borrower factors in driving changes in international banking lending are relatively straightforward. They cover the following questions: To what extent, controlling for credit demand, do banks deleverage in response to ex ante market pressures and/or to financial statement indicators? Do lenderborrower characteristics, such as distance, trade links, and common institutions, play a large role in determining deleveraging? Which of these factors are most important?
Our hypotheses related to the motivations and constraints driving particular forms of deleveraging (i.e., direct cross-border vs. affiliates' lending) are more challenging, especially given the lack of intra-banking group lending data at the international level. Analyzing how direct cross-border and affiliates' lending respond to shocks, however, can provide insights on the presence of barriers (or the lack thereof) to intra-group transfers. Three scenarios can be envisioned:
Potential Evolution of Direct Cross-Border Claims and Affiliates' Claims
Notes: Red upward arrows denote increases and red downward arrows decreases.
In the first scenario, the internal capital markets of banking groups are unconstrained and equally transmit shocks across all parts of the groups. In this case, as shown in panel A, a negative shock to lender banking system i can be expected to lead not only to a reduction in direct cross-border lending to borrower j, but also for funds to flow from banks' affiliates in country j to headquarters i (through the internal capital market) with an associated reduction of affiliates' lending to borrower j. Note that while both direct cross-border and affiliates' lending are affected, responses do not need to be proportional. For example, if affiliates have special information on and relationships with local borrowers, they may adjust their lending less than what happens to direct cross-border lending in response to the same shock.
A second, "ring fencing" scenario is possible. Here international banking groups might face limitations on how much liquidity and capital, especially from subsidiaries, can be moved through their internal capital markets to other parts of the group. In this scenario, depicted in panel B, a supply shock to the parent bank can trigger a much larger response in terms of reduction in direct cross-border lending than the reduction in affiliates' lending as headquarter banks are not able to tap into the liquidity and capital of the affiliates. Another possibility is that banks are told during the crisis by their lender country authorities that, in exchange for support, banks need to "lend at home," and thus cut back more on their crossborder lending.
In a third scenario, depicted in panel C, there are also limits on moving capital and funds internally, but banks try to overcome these limits through their lending operations. Here the reduction in direct cross-border lending to borrowers j is even larger, but in this case part of Panel A this reduction is "compensated" for by an increase in affiliates' lending to the same borrowers, as an indirect way of bypassing host countries' ring-fencing of affiliates (again, given informational and relationships, the two forms may respond differently). This is a way of explicitly mitigating the impact of internal market barriers in the presence of shocks to lender country banking systems.
In reality, any three of the scenarios or combinations thereof may prevail. Situations may differ, however, by characteristics of the lender or borrower country banking systems in such a way that they suggest some specific scenario to be more likely. 4 Studying therefore how direct cross-border and local affiliates' lending respond to various shocks and identifying differences by lender and borrower country characteristics can provide insights as to the presence (or lack) of barriers in internal financial markets and across regulatory regimes.
III. DATA USED, EVENT STUDIED, AND METHODOLOGY
This section presents the data used and variables included as explanatory factors in the empirical analysis and their expected sign, the event studied, and our approach for exploring these two set of questions, which is based on a difference-in-difference approach.
A. Data Used
Our main data source is BIS consolidated banking statistics (BIS CBS) on ultimate risk basis (i.e., this allocates claims to the country where the ultimate risk resides in a manner consistent with banks' own systems of risk management). This dataset provides a breakdown of foreign claims into: (i) direct cross-border claims, capturing direct lending from banks to a foreign borrower without relying on any presence in the borrower country; and (ii) affiliates' claims, which includes lending by either branches or subsidiaries operating in the borrower countries. Both publically available data (available through BIS website) and restricted data (available through data requests to BIS) are used in the calculations.
Following Cerutti (2014) , the analysis is performed taking into account coverage break-inseries and exchange rate variations. 5 These corrections are important for a meaningful representation of the evolution of banks' claims, as the differences between adjusted and unadjusted series in Figure 2 shows. Total (adjusted) foreign claims were about USD 25 trillion in mid-2012, down from above USD 30 trillion in mid-2008, for the reporting banking systems included in our sample. Local affiliate lending has become relatively more important, with greater foreign bank presence, and even more so following the financial crises. They represent about 50 percent of total foreign lending as of 2012, compared to a 40 percent share before the crisis. This growth in the local affiliates' lending is shown in Figure  1 by the widening gap between the total, that is, foreign claims, and cross-border lending. See further Table 1 for data definitions.
B. Episode Analyzed
We choose the GFC as the event to study since it represents the clearest shock to the international banking system in the last decades (see Figure 1 ). This largely unanticipated event started in mid 2008 and worsened after the take-over of the investment bank Bear Stearns and the bankruptcy of Lehman Brothers. We date this intense period to end as of June 2009, as at that time the amount of lending stabilizes again. There were other deleveraging periods afterwards (e.g., the deleveraging episode in the second half of 2011 during the height of the European debt crisis), but they were not as severe as the first period, and their slower dynamics also complicates identification (agents and markets had time to anticipate and react to the shock).
There was much heterogeneity in the deleveraging process, with great variation among creditor, borrower, and bilateral patterns. This heterogeneity is clear from Figure 2 , which depicts the bilateral percentage changes in direct cross-border (Panel A) and affiliates' claims (Panel B), with lenders in the columns and borrowers in the rows. Each cell of the panel displays the change in lending of the 20 analyzed lender banking systems to each of the 120 borrower countries included in the analysis. The columns are sorted from left to right by the overall degree of deleveraging of the lender country, and the rows are sorted from top to bottom by the overall degree of deleveraging experienced by the borrowing country.
The panels show that there is some general relationshipin that deleveraging increases more along the diagonal than off the diagonal, and notably so for cross-border claims. Lenders, however, clearly did not uniformly adjust their claims across borrowers. Even lenders that greatly reduced their overall positions show increases in cross-border claims or affiliate lending with respect to some borrowers. Conversely, even borrower countries experiencing very large aggregate declines, saw some heterogeneity at the bilateral level as not all home countries pulled back equally from them, with some even increasing lending.
proxy, the currency breakdown currency (US Dollar, Euro, British Pound, Japanese Yen, and Swiss Francs) available from the BIS locational banking statistics. See Cerutti (2014) for more details.
While these patterns exist in both direct cross-border and affiliates' lending, there are differences. 6 Overall one sees relatively sharper reductions in direct cross-border lending than in affiliates' lending, which could suggest some barriers, but there is much heterogeneity in how the two forms change. This is clear from Figure 3 , which plots the two against each other for the same lender-borrower pairs (Panel A is in log differences and Panel B in percentage differences). Identifying what drives this heterogeneity and to what extent that may indicate the presence of barriers is a focus of our interest.
C. Methodology
Observing and analyzing actual credit is not informative on the role of demand or supply conditions since any changes in lending patterns can just reflect changes in economic prospects or borrowers' risks rather than supply factors. Controlling for demand is difficult, however, as borrowers' economic and financial prospects can as much be driven by the availability of credit as that credit adjusts to these prospects. During a recession, for example, credit may be tight, but economic prospects may be poor as well. And during boom times, both supply of credit from banks and demand from borrowers are likely to be higher. Panel regressions using aggregate credit provided are therefore unlikely to provide meaningful insights. Controlling for demand can be done using a cross-sectional approach during a specific deleveraging period, when banks, albeit to different degrees, are known to suffer shortages in funding and capital, at the same time that they face increases in risks which vary by borrower.
Specifically, to control first credit demand at the borrower country level, we use the identification strategy proposed by Khwaja and Mian (2008) and used by other recent papers (Cetorelli and Goldberg 2011 , Kapan and Minoiu, 2013 , De Haas and Van Horen 2012 . The approach is based on the notion that any difference in lending by different lenders to the same borrower must reflect variations in supply conditions among lenders or specific creditor-borrower relationships, rather than demand conditions. We implement this approach by estimating the following cross-sectional specification:
where the dependent variable ∆L it is the log-difference between 2009:Q2 and 2008:Q1in bilateral cross-border lending (or local affiliates' lending) of lender banking system i on borrower country j between the beginning and the end of the specific deleveraging episode (adjusted for both coverage break-in-series and exchange rate variations). We use logdifferences to account for the skewed distribution in the changes in both direct cross-border and affiliate lending (see Figure 3 ). To control for borrower characteristics, including borrower-specific demand, we exploit the bilateral nature of our data and include fixed effects for borrower countries γ j .
The two sets of explanatory variables used in the analysis refer to the state of the lender country banking system and the bilateral relationships between individual lender and borrower countries. All these explanatory variables are measured at the end of 2007, half a year before the start of the period for which we measure changes in lending, so as to avoid the crisis and the deleveraging process itself from influencing them.
The first set of creditor country variables, BankSystem i , captures the state of the home banking system fundamentals, both as perceived by financial markets and as captured in accounting variables. As such, the regressions analyze how banking systems respond in their lending to a shock, such as the GFC, depending on their ex ante vulnerabilities. Our main variable captures how financial markets perceived the riskiness of the creditor banking system prior to the deleveraging period. It is based on the Systemic Risk Contribution (SRISK) measure developed by Acharya et al (2010) . This method uses an option-pricing model, with as inputs the behavior of bank's stock prices and some key balance sheets variables, to derive the perceived riskiness of each bank at each point in time. 7 It is a forward-looking measure of the vulnerability of the system, i.e., it is exogenous to the deleveraging process itself. As it provides for a dollar amount of potential capital losses under some adverse scenario, we sum the positive amounts for all domestically-owned banks in each creditor country to derive an overall measure of banking system capital at risk, which we then scale using the creditor country's GDP to capture the overall ability of the country to support its banking system as of end-2007 In addition to this market-based systemic risk measure, we explore a number of standard accounting, financial statement-based performance, portfolio quality, and solvency variables. Specifically, we include the banking system's 2007 return on assets, and end-of-2007 ratio of non-performing loans to total gross loans and ratio of risk-weighted assets to total assets. These measures also provide an indication of banking systems' vulnerabilities, but at the same time can suffer from reporting problems and biases. To cover the (subsequent occurrence of) a systemic banking crisis in the creditor country, we include a dummy based on the Laeven and Valencia (2013) dataset whether the country had a systemic crisis as of mid-2009. Since this measure is based in large part on the de facto amount of government support, the estimated effects for this dummy is best interpreted as how lender banking systems deleverage internationally depending on whether they received state support ex post.
A negative coefficient can then be interpreted as a sign of home bias induced by the support.
In terms of bilateral characteristics, that is, the matrix Lender-Borrower ij , we use variables that capture the nature of trade, financial, and other linkages between creditor banking system i and borrower country j. Here, we include traditional "distance" variables: (i) the log distance between the capital cities of the lender and borrower country; (ii) a dummy of geographical adjacency; (iii) a dummy for common language; (iv) a dummy for type of legal origin; (v) a dummy for colonial past; (vi) bilateral trade as proportion of the lender country overall trade; and (vii) the direct cross-border exposure of lender banks to a particular country, measured as the share of the cross-border claims to a particular borrower as percentage of the lender overall cross-border claims. These variables are proxies for both the severity of informational, financial, and other frictions between lender country banks and the borrower country as well as for the presence of (historical) ties. The last variable (vii) provides an indication whether, once faced with a shock, banks cut back more or less loans depending on the relative economic size of the borrower.
We use the same specification to analyze changes in both direct cross-border and affiliate lending. To explore the relationship between the two forms of lending, however, we include in either regression the changes in the other form of lending. Coefficients on the other form will indicate to what extent, controlling for all our other factors, there was some substitution between the two forms. To explicitly explore the presence of barriers, we include an interaction between the change in affiliate lending (or direct cross-border) and our proxy for the state of the home country banking system. This will allow us to tell whether the substitution effects (or lack thereof) between the two forms may be less when the lender banking system is more vulnerable. Evidence of this effect could suggest that imperfect substitution arises because host country regulators were more likely to impose some restrictions on intra-group flows to protect the affiliates from troubles in the parent banks.
IV. EMPIRICAL RESULTS
A. Basic Statistics
Key statistics for the dependent and independent variables are provided in Table 1 and some of the patterns in dependent variables are shown in Figures 3 and 4 . As noted, on aggregate and for most lender-borrower pairs, direct cross-border lending dropped much more than affiliate lending did. The median change in direct cross-border across lender-borrowercountry pairs was large, -16 percent, while affiliates' lending saw a median 2 percent increase for the period 2008Q2-2009Q2. These median percentage changes for the bilateral figures are very close to the mean of the log differences, as Table 1 shows. At a more disaggregated level, however, there was also a large variation in bilateral patterns as was shown in Figures 2 and 3 , something that the regressions are trying to capture. Figure 4 . None of these accounting measures offer the same relative ranking across countries as SRISK does, confirming that backward-looking accounting measures can differ from forward-looking market-based assessments. shows the importance of supply factors in driving the reduction in cross-border banking lending. Specifically, the SRISK variable is statistically significant and negative in the base regression (column 1) and highly so in most other specifications (row 1). The estimated economic effects are important. For example, the coefficient in column 1 indicates that a one unit increase in SRISK would approximately translate into a 0.05 percent decline in direct cross-border lending; or given that SRISK standard deviation is about 97, a one standard deviation increase in SRISK would translate into a 5 percent decline in direct cross-border lending (as noted, the median bilateral decline was 16 percent).
B. Regression Results: Supply Side Determinants
Differentiating by regions (column 2), we find for the 2008-09 deleveraging episode that lender banking system in North America (US and Canada) and Asia (Japan and Australia) adjusted their cross-border lending relatively more in response to perceived capital shortfalls before the crisis (and European banks, the base case, in contrast, less). This could be because the shock originated in the US and other banking systems were less cognizant at the time of the (forthcoming) balance sheets constraints. It could also be that these other banking systems were less inclined to adjust their balance sheets in response, maybe as market discipline was less effective in these countries (e.g., because of weaker corporate governance or a more extensive public safety net with associated moral hazard).
We next explore a number of accounting measures of banking systems' vulnerabilities. We find ratios of non-performing loans, return on assets, and risk weighted assets to total assets generally not to be statistically significant as predictors of subsequent deleveraging actions (column 3). 8 When we combine market-based measures of banking systems vulnerabilities with accounting measures (column 4), we find that market-based measures remain statistically significant and accounting measures insignificant, consistent with other work (e.g., Kapan and Miniou, 2013) . This suggests that banks' international deleveraging was largely driven by market pressures, i.e., it appears that shareholders, creditors and other stakeholders pressured banks to deleverage internationally more when banks were very exposed before the crisis.
When we add a dummy for countries that ran into subsequent systemic crises, we find that these did cut back their cross-border lending even more so (column 6), but the coefficient is not statistically significant. When winsorizing observations using percentiles 5 and 95 percent (column 5 and 7), we find the regression results to be confirmed. When combining all variables, without and with winsorized observations (columns 8 and 9), we find that SRISK remains highly statistically significant, and important again especially for banking systems in North America. Whether the banking system has higher return on assets, more non-performing loans, riskier assets or a systemic crisis are again not significant factors in explaining deleveraging.
We show the behavior of affiliates' lending over this period in Panel B. As not all banking systems have local operations, and not necessarily in the same countries as those in which they engage in cross-border lending, the sample is smaller, only about 45% of that used for analyzing changes in cross-border lending. The regression results (columns 1-9) show that supply factors are in general not as important in driving the reduction in local affiliate lending as the systemic capital at risk variable is not always statistically significant, and sometimes even positive. Differentiating by regions (column 2) shows that for lender banking systems from North America and Asia, local affiliate lending did adjust somewhat upwards in a response to perceived capital shortfalls. For these systems, it seems cross-border and local operations behaved as if segmented, since facing capital constraints, local affiliate lending increased while cross-border lending declined. This suggests that for these banking systems, local affiliate lending was somewhat of a substitute for lending to borrowers in the host country when hit by a capital shock at home. Regression results for other, that is, European, banking systems contrasts since direct lending actually decreased in response to shortfalls in the home country banking systems. This differential pattern could be because European banks operated at that time in more integrated banking markets, where shocks originating at home affected both cross-border and affiliated lending similarly.
The accounting measures of banking system vulnerabilities, non-performing loans, return on assets, and risk weighted assets over assets, are again not statistically significant (column 3). When combining all variables, without and with winsorized observations (column 4 and 5), we find SRISK again not to be statistically significant in general, but with positive signs for banking systems from the Americas and Asia, and accounting variables to remain insignificant. Lender banking systems that ran into subsequent systemic crises cut back more on affiliated lending (without and with winsorized observations, columns 6-7). Including all variables (without and with winsorized observations, columns 8-9) confirms the regression results. Overall, local affiliate lending seems to have acted largely independently of what was happening to home banking systems. The presence of a systemic crisis in the home bank country, however, seems to have triggered a decline in affiliates' lending, with the net effect, a 17 percent decline in affiliate claims, similar as that for direct cross-border lending.
The results of Table 2 show that the supply side drivers of direct cross-border loans differed somewhat from those for lending by local affiliates. While the evolution of cross-border lending was affected by prior market perceptions of risks (as captured by SRISK), the changes in affiliate lending were not driven by these factors. Yet, the home bias motive related to a systemic crisis seems to have affected mainly affiliate lending. We next run similar regressions using a sample where creditor banking systems have both cross-border lending on and local affiliates in each borrower country. 9 This way we can check that these results are not driven by differences between the cross-border and affiliates' samples. More importantly, we can formally analyze the interactions between the two forms and investigate whether there were barriers to moving resources across borders within banking groups.
When using a sample where both cross-border and affiliates lending occurs, we find most regression results to be qualitatively confirmed and quantitatively of similar magnitudes (compare columns 1 to 9 in Tables 2 and 3 ). Both market-based and accounting measures of vulnerabilities have the same signs and similar significance levels. Affiliate lending, however, is less sensitive with respect to SRISK than direct cross-border lending is, with coefficients less often statistically significant and at times of opposite sign. These differences suggest the presence of some forms of ring fencing: since affiliates are more insulated from shocks at home than direct cross-border lending is, banks do not appear able to freely allocate resources within the group. Interestingly, the role of the systemic crisis dummy becomes more important for direct cross-border lending and is now of the same magnitude as for affiliate lending. It suggests that the home bias induced by government interventions in systemic crises affects both direct and affiliates' lending equally when both forms are present, even though the two forms behave differentially with respect to SRISK, maybe because authorities in creditor countries call for comparable reductions in both as a quid pro quo for government support extended. 10
Using the matching sample, we can also formally further test different conjectures regarding the interactions between the forms of cross-border lending and our hypothesis of barriers preventing movements of capital. More specifically, we first investigate how changes in cross-border (affiliate) lending relate to the evolution of affiliate (cross-border) lending for the same creditor-borrower pair. The negative but not statistically significant signs for the changes in affiliate and cross-border lending in columns 10 of Table 3 panels A and B respectively suggest that there were some substitution effects. When next inter acting the changes with SRISK, the coefficients for both the change in affiliate and in cross-border lending become actually negative and statistically significant (column 11). Most importantly, we find that the interaction term of SRISK with the change in affiliate lending is now positive and statistically significant in the regression for cross-border lending (column 11 in Table 3A ). This suggests that, while there was a substitution effect, it was smaller for banking systems with greater vulnerabilities, i.e., with a high SRISK. 11 The size of the coefficients indicate that for a banking system with SRISK at the high 75 th percentile, a one standard deviation increase in affiliates' lending would reduce direct cross-border lending by 1¼ percent, whereas for banking systems with SRISK at the low 25 th percentile, it would reduce them by 4¾ percent. This suggests that financial frictions increased if the shock in the lender banking systems was more severe, perhaps as restrictions (whether regulatory or supervisory) in lender and/or borrower countries affected the ability to move funds.
C. Regression Results: Creditor-Borrower Determinants
We next explore the role of bilateral factors in explaining the deleveraging patterns, while controlling for lender banking systems' vulnerabilities. Specifically, we investigate the role of the exposure of the banking system to the specific country, cultural similarity (common language, legal and colonial origin), bilateral distance, geographical contiguity, and institutional environment. The first variable is of risk management relevance; the other variables are commonly used to explain bilateral patterns in cross-border capital flows (and trade). We explore these factors using the base regression.
To investigate the role of exposures, we include the share of direct cross-border lending to a particular borrower out of the total banking system's direct cross-border claims, all prior to the episode. Unlike De Haas and Van Horen (2013) , we find some evidence that banks decreased more their direct cross-border lending to countries where they had high preepisode exposures (Table 4A , column 1). This "rebalancing" could reflect that banks had previously overextended themselves lending to these markets and they set tighter risks limits during the crisis. It could also be that it was relatively easier to deleverage in markets where they had larger exposures, either as these may have been less affected by the financial turmoil or because other banks, including local banks, were more willing to take up the slack. The effect is, however, not present for affiliate lending, suggesting again that risk management concerns did not apply equally to both forms of lending (Table 4B , column 1). 12
In terms of bilateral relationships, we find less reduction in cross-border claims to borrower countries where a recent (after 1945) colonial relationship exists (Table 4A , column 5), or when a common language is present in the case of affiliates' lending (Table 4B , column 2).
Although not consistent across all specifications, the statistically negative sign for common language in the evolution of cross-border lending suggests that with cultural ties, lending had actually grown too large before the financial crisis. The positive sign for affiliate lending is consistent with the notion that transaction costs with local presence are less as (relationshipbased) lending was maintained more. Although less so than the presence of a post 1945 colonial relationship, contiguous borders lower the reduction in direct cross-border lending. These results are confirmed when including all variables (column 6).
Distance is usually considered in the literature as a proxy for the degree of transaction costs and information asymmetries. While never statistically significant, the greater the distance between the lender and borrower countries, the larger indeed the reduction in direct and affiliate lending (Table 4A and 4B, column 7). We also include bilateral trade, measured as a share of lender banking system's GDP calculated before the crisis episodes for two reasons. The reduction in cross-border lending could be due to the drop in trade around the crisis periods as banks did cut back in general on trade finance (Chor and Manova, 2012) . At the same time, bilateral trade could reflect the familiarity of the lender banking system with the specific borrower country and the absence of information asymmetries. As such, higher trade intensity could be associated with fewer cutbacks in cross-border lending. Including the bilateral trade variable first alone and then also with the distance variable, we find (Table 4A and 4B, columns [8] [9] ) that trade has a negative effect on direct cross-border lending and affiliates' lending, but it is only significant when also distance is included in the case of affiliate lending. This suggests that offsetting impacts make for an overall ambiguous effect, but that the trade finance channel is more important as adding the distance variable, a direct proxy for the absence of information asymmetries, makes trade statistically significant.
Regression results in the matched sample (see Table 5 ), where banking systems' lending occurs through both direct cross-border and affiliates activities, show similar results with respect to most variables. The main differences is that a colonial relationship after 1945 is no longer highly statistically significant in the evolution of cross-border lendingreflecting the fact that several French colonies are no longer in the sampleand now having contiguous borders is more consistently statistically significant, in the sense that its presence lowered the reduction in direct cross-border lending.
In general, the results in Table 4 and 5 show that lender-borrower characteristics (e.g., proximity, trade relationships, and historical relationships) help explain banking systems' deleveraging, but much less than supply side characteristics do. The contribution of lenderborrower characteristics to the total R 2 s is especially substantially less than the contribution of supply side factors in the case of direct cross-border loans.
D. Robustness Tests
We conduct some further regressions as robust tests. We already included regressions with winsorized data (in Tables 2 to 5 ) and these results are similar. We also use single clustering, instead of the double clustering shown, and results do not change. Furthermore, we checked whether some other supply variables made a difference. Besides being confronted with capital shocks, banking systems also suffered from unanticipated liquidity and funding shocks. Especially being unable to fund easily assets in dollars, banks had to adjust their lending dramatically during the crisis. To measure dollar liquidity, we use the McGuire and Goetz (2009) creditor country banking system gross short-term dollar funding need measure (as also used by Cetorelli and Goldberg, 2011) .
While the data reduce our sample considerablyby about one-half, the regression results remain similar in terms of coefficient signs. Interesting, dollar shortfall variables themselves are not statistically significant (especially if double clustering is implemented). Similar results, also with a considerable drop in the sample size, are obtained if as a proxy of funding conditions the change in the market-to-book ratio of equity of banks of country i (similar to Giannetti and Laeven, 2012 and Van Horen, 2012) , or the average spread in the overnight swap rate in banking system i during the deleveraging episode (similar to Giannetti and Laeven, 2012) is used. We also test for the importance of local funding conditions for affiliate lending, but found this not statistically significant either.
As a further robustness test, we split the sample following the geographical location of the borrowers into four regional groups (Asian borrowers, European borrowers, Western Hemisphere (WHD) borrowers, and other borrowers). Table 6 replicates columns 2 and 9 of Table 2 for each of these regional breakdowns. The results continue to highlight the role of market perceptions of vulnerabilities as captured by SRISK across regions in the case of the evolution of direct cross-border lending. The main difference compared to the total sample is that for the "other" borrowers groupcountries in Middle East and Africabalance sheet characteristics of lenders before the deleveraging episode played a role. Specifically, higher pre-crisis NPLs, ROA, and relative riskiness of the portfolio further reduce direct crossborder lending. The main insight with respect to the evolution of affiliates' claim lending s is the fact that the overall importance of systemic crisis seems to be driven by the deleveraging of European borrowers. A similar split is performed in Table 7 with respect to columns 1 and 9 of Table 4 . In general, the results are not different, but an interesting insight is that banks decreased their direct cross-border lending much more to European countries where they had high pre-episode exposures. 13
Finally, we tested for the robustness of the creditor-borrower determinants by including credit bank country fixed effects instead of the systemic capital risk variables. The results are very similar with only minor changes in the level of significance of other variables and slightly larger coefficients for some variables (see Table 8 , compared to Table 4 ). Notably, the recent colony dummy remains statistically significant for the entire sample of direct cross-border lending, and common language, distance and bilateral trade for affiliate lending.
V. CONCLUSIONS
We analyze the role of supply, borrower, and lender-borrower factors in driving changes in international banking claims during the deleveraging episode triggered by the GFC, considering both direct cross-border loans and local affiliates' lending. Relative to the existing literature, we innovate in three ways. First, we explore the role of ex ante supply conditions and lender-borrower factors in driving the degree of deleveraging in international claims. Second, we exploit differences between direct cross-border banking and affiliated lending, and we are able to confirm the potential presence of frictions in banks' ability to move resources within the banking group during the GFC. Third, we use data that take into account exchange rate variations and coverage-related break-in-series in cross-border bank claims, allowing a meaningful representation of international banking activities.
Our findings confirm the importance of supply factors in driving international capital flows, in particular those intermediated by global banks. Controlling for demand and other borrower-related factors, we find that deleveraging largely varied with ex ante, market-based measures of vulnerabilities of banking systems to shocks, with traditional accounting variables not consistently displaying significant results. Creditor-borrower characteristics (e.g., concentration of loans, cultural and geographical proximity, trade relationships) play some roles as well, but not as large as the role of supply factors. Importantly, we find suggestive evidence of barriers to the cross-border movement of resources within banking groups, as supply side factors explaining the reduction in direct cross-border loans are different from those explaining the reduction in lending by local affiliates.
The relevance and importance of our findings, notably those related to supply factors, but also including those relating to the bilateral relationships between the lender and borrower country, matter for policy. First, they highlight that financial statement measures that are backward-looking can be very poor guides to the risk of deleveraging and suggest that market-based that are forward-looking can be more informative. As such, our findings suggest that financial stability and other assessments should incorporate more such measures. Second, the findings have implications for borrower countries as they should also consider the type and origin of cross-border lending. After controlling for demand and lenderborrower characteristics, direct cross-border lending seems to be much more sensitive to market supply factors than lending by foreign affiliates. Third, the results broadly suggest the presence of frictions to the movement of resources within banking groups across borders during times of financial turmoil, also associated with large reductions in direct cross-border lending. More ex ante coordination among bank regulators could avoid ring-fencing and other unilateral regulatory measures, and thereby perhaps limit the sharp contraction in direct cross-border lending during periods of financial turmoil. Cross-sectional regression are estimated. The dependent variable changes were calculated as log differences between the end of the deleveraging episode and its start (coefficients are already reported in percentage). Columns 5, 7 and 9 show regressions with winsorised dependent variable (using percentiles 5 and 95%). All standard errors are double clustered by creditor bank and borrower country. Robust standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1
Table 2. Deleveraging during 2008Q2-09Q2: Supply Side Determinants
Panel A -Dependent Variable: Log Changes in Direct Cross-Border Claims (in %)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) Notes: Cross-sectional regression are estimated. The dependent variable changes were calculated as log differences between the end of the deleveraging episode and its start (coefficients are already reported in percentage). Columns 5, 7, 9, 10 and 11 show regressions with winsorised dependent variable (using percentiles 5 and 95%). All standard errors are double clustered by creditor bank and borrower country. Robust standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1 Cross-sectional regression are estimated. The dependent variable changes were calculated as log differences between the end of the deleveraging episode and its start (coefficients are already reported in percentage). All standard errors are double clustered by creditor bank and borrower country. Robust standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1 Notes: Cross-sectional regression are estimated. The dependent variable changes were calculated as log differences between the end of the deleveraging episode and its start (coefficients are already reported in percentage). Columns 2 and 9 correspond to the similar columns presented in Table 2 . All standard errors are double clustered by creditor bank and borrower country. Robust standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1 Notes: Cross-sectional regression are estimated. The dependent variable changes were calculated as log differences between the end of the deleveraging episode and its start (coefficients are already reported in percentage). All standard errors are double clustered by creditor bank and borrower country. Robust standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1 5472 -5.345775 54.49775 -11.98292 -18.76428 -12.69459 -38.68863 -3.494189 -12.7983 -13.31592 -26.84481 -28.05669 -41.65578 -58.06929 -15.9984 -30.85831 5.130008 28.61405 -31.97898 -4.4536 -28.09832 -5.97148 -40.345 -20.6619 -53.91781 -69.30108 -17.7301 -18.15384 -7.923066 48.96019 -27.5088 13.51563 -18.3589 -93. 
