The focus in this article is on point processes on a product space R L that satisfy stochastic di erential equations with a Poisson process as one of the driving processes. The questions we address are that of existence and uniqueness of both stationary and non stationary solutions, and convergence (either weakly or in variation) of the law of non stationary solutions to the stationary distribution. Theorems 1 and 3 (respectively, 2 and 4) provide su cient conditions for these properties to hold and extend previous results of Kerstan 17] (respectively, Br emaud and Massouli e 4]) to a more general framework. Theorem 5 provides yet another set of su cient conditions which, although they apply only to a very speci c instance of the general model, enable to drop the Lipschitz continuity condition made in Theorems 1-4. These results are then used to derive su cient ergodicity conditions for models of (i) loss networks, (ii) spontaneously excitable random media, and (iii) stochastic neuron networks.
1 Framework of the study Let a probability space ( d ; F d ; P d ) endowed with a right-continuous ltration fF d t g be given. In the sequel, we place ourselves on the probability space ( ; F; P) = ( N is F t -adapted, and N(dt dz) = N (dt dz 0; (S t N ? ; z; X t )])
for some measurable functional .
Remark 1 . In this setup any point process N which solves (1) is such that the map (t; !; z) ! (S t N ? ; z; X t ) is P(F t ) L-measurable. Indeed, it can be shown that (t; !) ! S t N ? is P(F t )-measurable when N is F t -adapted; measurability of and F d t -predictability of the process X then su ce to conclude.
The probability space ( ; F; P) being explicitly given, a point process N solving equation (1) is thus a pathwise, or strong solution. In order to describe associated concepts of a distributionwise, or weak solution, let us recall the de nition of a point process's stochastic intensity kernel (for more details see e.g. 6]).
De nition 1 . Let (t; !; dz) be a non-negative measure on (L; L), indexed by (t; !) 2 R . f (t; !; :)g is an F t -(stochastic) intensity kernel of N if for all B 2 L, f (t; !; B)g is an F t -intensity of the point process N B . For any non negative function x(t; !; z), P(F t ) L-measurable, where P(F t ) is the F tpredictable -eld on R , the following integration formula then holds. E Z R L x(t; !; z)N(dt dz) = E Z R L x(t; !; z)dt (t; !; dz) (2) Assume now the existence of a primary probability space ( ) i.e. the space supporting the driving processes is an extension of this primary space. Assume also that the driving process fX t g is in fact given on the primary space ( 
This distributional requirement extends the framework of Br emaud and Massouli e 4] and Kerstan 17] by the introduction of the driving process fX t g.
In order to relate the notions of weak and strong solutions as de ned in (3) and (1) respectively, the following lemma is required, which is an easy extension of the method proposed by Lewis and Shedler 18] for the simulation of non-homogeneous Poisson processes. Lemma The next Lemma is in some sense a converse to Lemma 1; it appears for instance in Grigelionis 11 ] (see also Jacod 14] , pp. 469-478), and provides a representation of point processes with predictable intensity kernels in terms of stochastic integrals with respect to some Poisson process. Lemma 2 . Let N be a point process on R L, with F t -intensity kernel ff(t; z)Q(dz)g for some ltration fF t g such that fS t N ? g is F t -adapted. Assume that f is P(F t ) L-measurable, and that for some strictly positive g on R L, one has a.s. R g(t; z)N(dt dz) < 1. Enlarge the probability space on which N lives, to de ne a Poisson processN on R L R + , independent of F 1 (and thus of N), and with intensity measure dt Q(dz) ds. In the same way, assume that to each point T n of N is attached a r.v. U n uniform on 0; 1], such that the sequence fU n g is i.i. 
Then N is distributed asN, i.e. it is Poisson with intensity measure dt Q(dz) ds, and such that S t N + is independent of F t _ F U t _ FN t , where F U t keeps track of the r.v. U n attached to the points of N that participate to S t N ? . In short, N is an F t _ F U t _ FN t -Poisson process. For any weak solution to (3), this Lemma enables to construct a probability space ( ; F; P), and a strong solution N to (1) on it, the distribution of which is the corresponding weak solution. Based on similar arguments, one can show that if on any probability space ( ; F; P) as above, there exists only one strong solution (i.e., strong uniqueness holds), then there exists only one weak solution i.e., weak uniqueness holds. This fact is classical in stochastic di erential equations; see e.g. 14].
Examples
Example 1 below is the classical loss network model, studied for instance in Kelly 16] Example 1 (loss network). A set R of resources r receives customers of di erent types i 2 I, for a countable set I. Type i customers, during their sojourn in the system, make use of the resources r in some nite subset P i of R. The resource r can be used by at most n(r) customers at the same time. The acception rule is thus the following: an arriving type i customer will enter the system if for all r 2 P i , there are less than n(r) customers using r at that time; otherwise, the customer is rejected. Let the driving process fX t g be given on ( Example 2 (spontaneously excitable random media). A countable family of sites i 2 I is given, together with a neighboring structure fN i g i2I . The point process N on I R keeps track of the times at which sites become excited: a site i becomes excited at time t i N(dt di) = 1. Excitation periods last for a xed duration a, and are followed by a period of length b during which the considered site cannot be excited. Excitation at a site appears at rate 1 if there are at least k excited neighbours, and at rate 0 otherwise. N thus admits as an F N t -intensity kernel The remainder of the article is organised as follows. Section 2 contains Theorems 1 and 2, which both provide su cient conditions for the existence and uniqueness of non-stationary solutions to (1), given some initial condition. Theorems 3 and 4, which are concerned with the existence and uniqueness of stationary solutions, and the domain of attraction of these stationary regimes in terms of initial conditions, are given in Section 3. Their relative merits are discussed by applying them to the above examples. In section 4, we present Theorem 5, an ergodicity result which applies to Example 3 for functions i of the threshold type, while the previous theorems do not. The proofs of Theorems 3, 4 and 5 are given in Section 5.
2 Existence and uniqueness of non stationary solutions 
Proof of existence: Construct recursively the mappings f n (t; z)g, and the point processes N n by letting every N n coincide with N on R ? L, and N n (dt dz) = N(dt dz 0; n (t; z)]); t > 0; z 2 L n+1 (t; z) = (S t N n ? ; z; X t ); t > 0; z 2 L the procedure being initialized by taking 0 (t; z) 0. This is the classical Picard method to construct solutions of di erential equations. It is easily shown by induction that the N n are F d t -adapted, and that (t; !; z) ! n (t; z) is P(F t ) L-measurable. Assume now that this iterative scheme converges. More precisely, suppose that for all bounded C R + , and all D 2 L such that Q(D) < 1, the processes N n remain eventually constant on C D as n ! 1, and denote by N the limiting point process (such convergence holds indeed, as is shown below). This process is, as a limit of the N n , F t -adapted. 
while the equality follows from Lemma 1. The Lipschitz property (6) of yields
Because N and N n coincide on R ? L, and by boundedness of , the right-hand side of this inequality is less than
the mean of which is nite, by assumption (7), and tends to 0 a.s., according to the assumed convergence of the N n . One deduces then from Lebesgue's dominated convergence theorem that the rst term in (9) is zero, so that N solves (1) The expectation of the latter does not depend on t and, by assumption (7), is integrable against Q in z. This expectation is thus nite for Q-almost all z. This shows in particular thatN is not explosive, by boundedness of and assumption (7). As above, Lemma 3 enables to conclude from this inequality that N and N 0 coincide on R + L. 2
Before stating Theorem 2, let us introduce some regularity notions adapted to the present context.
De nition 2 . Let fZ t g t 0 be some real valued non negative, non decreasing process. De ne the explosion time T 1 of fZ t g as T 1 = infft > 0 : Z t = +1g The process fZ t g is termed regular if almost surely, T 1 > 0 and fZ t g is continuous at T 1 , i.e. If we take the usual de nition (see e.g. 13]) of a simple point process on R + as the random measure N associated to a a collection of positive random variables T n such that T n T n+1 , and T n < T n+1 on fT n < 1g through
One main di erence with Theorem 1 is that boundedness of is not required. This is the reason why, in order to claim uniqueness of the solution, we need to restrict our attention to strongly regular solutions (we could not prove that uniqueness of weakly regular solutions holds, although this seems plausible). In order to see that at least some regularity assumption is needed for uniqueness to hold, consider the case where L reduces to a single point, so that the solutions N to (1) can be seen as point processes on R, and the driving process fX t g is a.s. constant. We may thus drop the last two arguments in . Assume Thus uniqueness does not hold in this case if we allow non-regular solutions.
Proof of existence: As in the proof of Theorem 1, use Picard's method to construct recursively point processes N n and functions n (t; z) on R + L. By (6) and Lemma 1, one obtains for all n > 0 and z 2 L, sup t 0;z2L E n+1 (t; z) ? n (t; z) sup t 0;z2L E R (0;t) L h(t ? s; z 0 ; z) n (s; z 0 ) ? n?1 (s; z 0 ) dsQ(dz 0 ) sup s 0;z 0 2L E n (s; z 0 ) ? n?1 (s; z 0 ) where the second inequality follows from (10) . Using Borel-Cantelli's lemma, this guarantees that n (t; z) converges a.s. in L 1 to some limit (t; z); moreover we have the estimate sup t 0;z2L E (t; z) ( Let us check that (t; z) coincides with (S t N ? ; z; X t ), which will enable to conclude that N is a solution. (6) ensures that E j (t; z) ? (S t N; z; X t )j E j (t; z) ? n (t; z)j + E R (0;t) L h(t ? s; z 0 ; z) N ? N n?1 (ds dz 0 ) = E j (t; z) ? n (t; z)j + R (0;t) L h(s; z 0 ; z)dsQ(dz)E (s; z 0 ) ? n?1 (s; z 0 ) The right-hand side of this inequality goes to 0 uniformly in t > 0, z 2 L, hence N is a solution indeed.
It satis es (14) as a consequence of (15), and is therefore strongly regular.
2
Proof of uniqueness: The following Lemma is needed, which is a straightforward adaptation of Lemma 1.6, p. 423 in Liggett 19] .
Lemma 4 (Liggett 19] ). Assume that the function h satis es (10) h(t; z 0 ; z)dtQ(dz 0 ) < 1 (17) and sup n jjG k fjj 1 : jjfjj 1 = 1 o < 1 for some k 1
(for details, see 22]). Assumption (17) requires continuity of the operator G, while assumption (18) requires G k to be a contraction for some k 1.
3 Proof: For simplicity, we assume that N d is a p.p. on R, i.e. L reduces to a single point. First consider the addition of marks. Ergodicity of the shift t under the probability P is equivalent to ergodicity of the discrete shift T 1 for the Palm probability P N 1 if N 1 = fT n g (see 2]). We are thus led to establish ergodicity of a product shift on a product probability space, the rst factor being ( 
Also, if N is the strongly regular non stationary solution to (1) corresponding to an initial condition satisfying (12) , then the law of S t N converges weakly to the stationary law.
Remark 4 . In fact, the result of Theorem 4 is still true when one replaces assumption (10) is stationary and ergodic. Since the arguments of the functions 1 0;n(r)) in the expression (5) of are integer-valued (they represent a number of customers), one can replace these indicator functions by Lipschitz-continuous functions, with Lipschitz coe cient 1, that take the same values on the integers. The map therefore satis es condition (6), with h(t; (j; 0 ); (i; )) = 1 (0; 0 ] (t)1 N i (j) jjg i jj 1 where the set N i consists of those j 2 I such that P i \ P j is not empty. Assume that the functions g i satisfy i := jjg i jj 1 < 1
Consider rst the application of Theorem 3. Boundedness of is required, which here amounts to sup i2I i < 1 (21) Next, the expression in the left-hand side of (7) 
Then conditions (21), (22) and (23) ensure the existence and uniqueness of a stationary law for N. In the case of a nite number of customer classes (jIj < 1) these conditions hold when every distribution q i has nite variance.
Consider now the application of Theorem 4. The veri cation of (11) again gives (21), whereas (10) reads
Thus, under (21) which is not trivial. Kelly 16] showed that when q has mean equal to 1, n(r) 1, resources correspond to the edges of an in nite tree graph such that each node has exactly d neighbours, for some integer d 2, customer classes correspond to the nodes of the tree, class i-customers requiring the resources on the edges starting from node i, then (1) and thus goes to 0 at the same speed as 0 c .
Example 2 (continued)
. By the same trick as in the previous example, (6) Example 3 (continued). Assume rst that the functions i are Lipschitz with coe cient 1. Then (6) holds, and we may impose further conditions on , h in order to apply Theorems 3 or 4. However when the i are of the threshold type, and h(t; j; i) = c ji exp ? t, we cannot use the trick of the previous examples to replace i by some Lipschitz-continuous function, because the arguments of i are no longer integer-valued. In order to obtain su cient ergodicity conditions in this situation, we have to resort to the results of the next section.
A Markovian special case
In this section we assume that the space L is nite, and thus consider multivariate point processes N = (N 1 ; : : :; N K ) on R. We also no longer consider the driving process X t , and focus on functions of Since this result will be required to derive stability results for the dynamics under consideration, we now give su cient conditions for (30) to hold. The other conditions in 7] are much easier to check: it is required (i) that the vector eld corresponding to the deterministic evolution of fX(t)g be locally Lipschitz-continuous, and does not lead to explosive trajectories; since here the value of this eld at a point x 2 (R + ) K is ? x, this trivially holds. Also, (ii) for all starting point x 2 (R + ) K , the overall jump rate P i i (x t ) must be integrable in some interval 0; (x)), where x t is the deterministic evolution trajectory: here, x t = e ? t x. This integrability property thus holds when (31) is in force. Finally, (iii) jumps are not allowed to let the process unchanged, which also holds here, because at a jump, one coordinate of fX(t)g is increased by 1.
2
The main result of this section is the and the mean of the right-hand-side is nite, by (7) and boundedness of . This ensures that the point processÑ L on R de ned byÑ L (C) =Ñ(C L); C 2 B(R) which admits f~ L (t)g as an F t -stochastic intensity, is non-explosive.Ñ is a.s. equal to the null measure i P(Ñ L (?1; +1) = 0) = 1, which holds i for all t 2 R, P(Ñ L (t; +1) = 0) = 1. By t -compatibility (and thus, stationarity) ofÑ, this is equivalent to P(Ñ L (0; +1) = 0) = 1. Since for all t 0, fÑ L (t; +1) = 0g fÑ L (0; +1) = 0g ergodicity of P ensures that this will hold if P(Ñ L (0; +1) = 0) > 0, which in turn will follow if P Ñ L ((0; +1)) = 0 j FÑ L Lemma 7 . Let ( ; F; P) be a probability space endowed with a ltration fF t g t2R and let X, Y be two processes such that the event The fact that N 0 and N respectively satisfy (14) and (20) Proof of uniqueness: As has just been shown, any strongly regular non stationary N 0 solving (1) on R + is such that S t N 0 converges in distribution to the stationary law of N, provided N 0 satis es (12) .
Uniqueness of the stationary distribtution for N such that sup z2L E (S 0 N ? ; z) < 1 follows, since for any such solution (12) holds: indeed, let N 0 be a stationary solution satisfying (20 assumption (33) ). There exists a probability density f which is continuous, and strictly positive on Q 1 A Also, before a point of the N i , no jump occured during at least ? time units; using the two conditions that we imposed on , one can show by induction on i that, at T 1 (i)?, each X j is less than , and hence i (T 1 (i)) ; also, at T 1 (i)+, each X j is less than + 1, which is then used to go to step i + 1.
Summarizing, we obtain P x (X t 2 C) 2
