We "nd conditions for the existence of an elliptic periodic solution of a singular equation that governs the motion of a magnetically focused axially symmetric electron beam with Brillouin #ow by using a monotone iterative scheme starting from a couple of upper and lower solutions on the reversed order. Also, a uniqueness result is proved by using Brouwer degree and index of solutions. This note concerns the existence of positive 2 -periodic solutions of the equation
This note concerns the existence of positive 2 -periodic solutions of the equation
x(t)#a(1#cos(t))x(t)" b x(t)
( 1) where a, b are positive constants. The physical meaning of this equation arises in the context of Electronics, since it governs the motion of a magnetically focused axially symmetric electron beam under the in#uence of a Brillouin #ow, as shown in [1] . From the mathematical point of view, equation (1) is a singular perturbation of a Mathieu equation.
Several papers have studied the existence of periodic solutions of (1) . It seems that the "rst reference in this line is [3] , where the existence of periodic solutions is proved when a)
by using an analysis of the phase plane. Afterwards, this result was improved in [8] and more recently in [9] by using coincidence degree. However, to the best of my knowledge, nothing has been published concerning the uniqueness or stability of such a solution. In this direction, two results are presented here, the "rst of them is the following.
Theorem 1. If a)
, equation (1) has a 2 -periodic solution, which is elliptic.
As is known, a periodic solution is said to be elliptic if the linearized equation is elliptic, that is, if the Floquet multipliers have modulus 1 and are di!erent from $1.
This implies that the linearized equation is stable, although Lyapunov stability of the solution is not assured since it may depend on the non-linear terms. Therefore, the stability of such a solution remains an interesting open problem that should be tackled by other techniques like the theory of Birkho! normal forms. In this sense, results of this paper can be seen as a "rst step in this direction.
Note that we obtain the same estimate of Ding with additional information about the characteristic multipliers. The proof of existence is based on a monotone iterative scheme starting from upper and lower solutions on the reversed order. Meanwhile, the elliptic character is proved from the basic properties of Floquet multipliers. At the end of this paper a uniqueness result is proved by using topological degree and index.
We begin by recalling the classical de"nition of upper and lower solutions. Let us consider the periodic problem
with f being continuous.
is said to be a lower solution of problem (2) if and only if
In the same way, an upper solution (t) is de"ned by reversing the respective inequalities in the previous de"nition. A lower solution (resp. upper solution) is called strict if the inequality in (i) is strict.
The next result provides a classical monotone iterative scheme. The proof relies basically on the Antimaximum Principle and can be found for instance in [2] 
which converge uniformly to extremal solutions of problem (2) in [ , ] . Also, if and are strict lower and upper solutions, the previous inequalities are strict.
Now, we prove a result along the lines of Lemma 1.4 in [5] .
Lemma 1.¸et w(t) be a non-constant continuous 2 -periodic function such that w(t)) for all t. ¹hen, Hill1s equation y#w(t)y"0 does not admit negative Floquet multipliers. If moreover w(t)'0 for all t, then Hill1s equation does not admit real Floquet multipliers.
Proof. An elementary application of Sturm comparison theory shows that if t (t are consecutive zeros of a solution of Hill's equation, then t !t '2 . Now, if (0 is a negative Floquet multiplier, there exists a non-trivial solution such that y(t#2 )" y(t) for all t, but this implies that y(t )"y(t #2 )"0 for some t 3[0, 2 ], a contradiction. Now assume that w(t)'0 for all t. It is known that if , are the Floquet multipliers, then "1. First suppose that "1. This implies that Hill's equation has a non-trivial 2 -periodic solution. Then, such a solution must have a constant sign since the distance between two consecutive zeros is greater than 2 , and a contradiction is obtained by integrating the equation over a period. The remaining case is that 0(
(1( . Then, there exists a solution y(t) such that y(t#2 )" y(t) for all t, and it must have a constant sign by the same consideration as before. If we suppose for instance that y(t) is positive, y(t)"!w(t)y(t)(0 for all t, so y(t) is concave. On the other hand, y(t#2n )" L y(t) for all t, in consequence lim R y(t)"0, contradicting the fact that y is concave and positive. )
Proof of ¹heorem 1. It is easy to verify that (t) : "((b/2a) is a constant upper solution of equation (1) . Also, it is not hard to prove that there exists K*'0 such that (t) :
"K#cos(t) is a lower solution for every K'K*. If moreover K'1#((b/2a), then we have a couple of lower and upper solutions such that
for all x* (t), whence x!f (t, x) is strictly increasing. In a consequence, there exists a 2 -periodic solution x(t) between and . Also, the linearized equation for x(t) is y#f V (t, x(t))y"0
, so x(t) is elliptic as a direct consequence of Lemma 1. )
Finally, we conclude with a result about uniqueness by using the relationship between the index of a periodic solution and the Floquet multipliers of the linearized equation. The index of a periodic solution is de"ned as the Brouwer degree of the identity minus the PoincareH map P in a small ball (see for instance [7] for details).
Theorem 3. If a)
, equation (1) has a unique 2 -periodic solution which satis,es
Proof. As existence is shown by Theorem 1, we only have to prove uniqueness. The proof is divided into three steps.
E Every periodic solution such that x(t)'((b/2a) for all t is elliptic. It is a direct
consequence of Lemma 1.
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E Conclusion: From basic properties of the degree it is known that if the number of solutions on a set is "nite, then the Brouwer degree on a set is the sum of the respective indexes of the solutions on this set. But it is known that the index of an elliptic solution is 1. Therefore, the degree is 1 and the index of every solution with lower bound ((b/2a) is also 1, so there is at most one solution between ((b/2a) and ) . As K can be chosen as large as we wish, the proof is "nished. )
As a "nal remark, we emphasize that the problem of uniqueness not involving lower bounds remains open.
