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Abstract. We introduce a diversified top-k partial MaxSAT problem,
a combination of partial MaxSAT problem and enumeration problem.
Given a partial MaxSAT formula F and a positive integer k, the diver-
sified top-k partial MaxSAT is to find k maximal solutions for F such
that the k maximal solutions satisfy the maximum number of soft clauses
of F . This problem can be widely used in many applications including
community detection, sensor place, motif discovery, and combinatorial
testing. We propose an approach for solving the problem. The concrete
idea of the approach is to design an encoding EE which reduces diversi-
fied top-k partial MaxSAT problem into partial MaxSAT problem, and
then solve the resulting problem with state-of-art solvers. In addition, we
present an algorithm MEMKC exactly solving the diversified top-k par-
tial MaxSAT. Through several experiments we show that our approach
can be successfully applied to the interesting problem.
1 Introduction
Given a partial MaxSAT formula F and a positive integer k, the diversified top-
k partial MaxSAT is a problem of finding k maximal solutions for F such that
the k maximal solutions satisfy the maximum number of soft clauses of F . As a
matter of fact, it is a combination of partial MaxSAT problem and enumeration
problem, which covers the traits of the two problems [1,2,3,4]. For example, both
the diversified top-k partial MaxSAT and partial MaxSAT problems require to
seek the solution(s) to satisfy the maximum number of soft clauses. Both the
diversified top-k partial MaxSAT and enumeration problems ask for enumerat-
ing some or all solutions. On the other hand, the proposed problem has its own
characteristics and merits. It enumerates only k solutions instead of all because
in some applications listing k solutions that are large and informative are pre-
ferred for a user [5]. Hence, diversified top-k partial MaxSAT can open up a wide
range of applications. For instance, the social network community detection can
be solved using diversified top-k partial MaxSAT based algorithm, by finding
top-k diversified communities covering most number of nodes in the social net-
work [6]. The sensor place problem for water pollution monitoring, which is to
ar
X
iv
:1
70
6.
00
12
3v
1 
 [c
s.A
I] 
 31
 M
ay
 20
17
2 Diversified Top-k Partial MaxSAT Solving
select limited number of sensors guaranteeing the detection is maximized, can
be expressed as the diversified top-k partial MaxSAT problem [7]. The diversi-
fied top-k clique problem, used in motif discovery in molecular biology, can be
also translated into diversified top-k partial MaxSAT problem [8]. Additionally,
the diversified top-k partial MaxSAT problem can serve to detect the faults in
complex software systems [9]. In this sense, the diversified top-k partial MaxSAT
problem is versatile and valuable.
In this paper, we focus on exploring the diversified top-k partial MaxSAT
problem solving. The concrete proposal is to devise an efficient encoding from
diversified top-k partial MaxSAT problem into a target problem, and then solve
the resulting problem with state-of-art solvers. Since the diversified top-k par-
tial MaxSAT problem is a generalization of the partial MaxSAT problem in
some sense, we propose an encoding EE which reduces diversified top-k par-
tial MaxSAT into partial MaxSAT. Moreover, we present another algorithm
MEMKC to exactly solve the diversified top-k partial MaxSAT.The fundamental
principle of the algorithm is to decompose the diversified top-k partial MaxSAT
into two stages, each of which corresponds to one problem: the first stage cor-
responds to the model enumeration problem, and the second corresponds to the
Max-k-Cover problem. In the first stage, the algorithm enumerates each truth
assignment that satisfies all hard clauses of a given partial MaxSAT instance F .
In the second stage, it selects k truth assignments from the results of the first
stage to satisfy the maximum number of soft clauses of F . After that, we con-
duct experiments on diversified top-k partial MaxSAT instances, which reveal
that EE encoding is correct, effect, and efficient. The empirical investigation also
shows that some application problems solved by converting them to diversified
top-k partial MaxSAT problem can obtain a better solution. For example, when
we handle the diversified top-k clique problem in dense graphs or hard graphs, it
is more efficient to solve by reducing them to diversified top-k partial MaxSAT
problems than state-of-art diversified top-k clique solvers.
The outline of the paper is as follows. We first present some related defi-
nitions in Section 2. In Section 3, we address the reduction of diversified top-k
partial MaxSAT into partial MaxSAT. We then propose another exact algorithm
MEMKC to solve diversified top-k partial MaxSAT in Section 4. In Section 5, two
applications of the diversified top-k partial MaxSAT are introduced. In Section
6, we show the experimental results. Finally, we conclude this paper.
2 Preliminaries
In this section, we will first present some definitions related this paper. A literal
is either a Boolean variable (variable for short) x or its negation ¬x. A positive
literal is just a variable x, and the negative literal is the negation of a variable,
i.e., ¬x. A clause is a disjunction of literals. The length of a clause is the number
of literals that the clause contains. A clause is a unit clause if the length of the
clause is 1. A formula F in Conjunctive Normal Form (CNF) is a conjunction
of clauses. The length of a formula F expressed by |F | is the number of clauses
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included in the formula. Any variable in F can take a value true or false. A
truth assignment for F is a map that assigns each variable a value. Given a
truth assignment, a clause is satisfied iff at least one literal in it take the value
true and a formula F is satisfied iff each clause in F is satisfied.
A partial MaxSAT formula in CNF is also a conjunction of clauses and the
clauses can be distinguished into hard clauses and soft clauses. The hard clauses
are un-relaxed constraints, all of which must be satisfied; while soft clauses are
relaxed constrains, some of which can be unsatisfied. Thus, the partial MaxSAT
formula can be expressed in a set of hard clauses and a set of soft clauses. Given a
partial MaxSAT formula F with a set of hard clauses Sh and a set of soft clauses
Ss, Sh ∪S′s (S
′
s ⊆ Ss) is a maximal satisfiable subset of F iff Sh ∪S
′
s is satisfied,
but addition of any clause in Ss − S′s results in unsatisfied. We define the truth
assignment satisfying any a maximal satisfiable subset is a maximal solution for
a partial MaxSAT formula F . Given a partial MaxSAT formula F , the partial
MaxSAT problem is to find a truth assignment for F which satisfies not only
all hard clauses but also the maximum number of soft clauses, and we call
this truth assignment solution. Apparently, the truth assignment satisfying the
largest maximal satisfiable subset is a solution of the partial MaxSAT problem.
Definition 1. Given a partial MaxSAT formula F and a positive integer k,
the diversified top-k partial MaxSAT problem is to compute a set R, such that
each ri ∈ R is a maximal solution of F , |R| ≤ k, and the set R can satisfy the
maximum number of distinct soft clauses of F .
We define the set R the solution of the diversified top-k partial MaxSAT
problem.
3 Encoding
In this section, we propose an encoding, named Expanding Encoding (EE), from
diversified top-k partial MaxSAT problem into partial MaxSAT problem. The
central idea of EE is derived from the following observation. First of all, given a
partial MaxSAT formula F and a positive integer k, the diversified top-k partial
MaxSAT problem requires to find k maximal solutions—that is, each variable
in F is set k values though many of the values are repeated. So, we expand
each variable into k variables, i.e., xi is developed into xi1, xi2, ..., xik. Secondly,
diversified top-k partial MaxSAT problem and partial MaxSAT problem have
something in common. They are both to compute a solution to satisfy the max-
imum number of soft clauses of F . Thus, we encode diversified top-k partial
MaxSAT problem into partial MaxSAT problem. The specific encoding process
is addressed as the follows.
Given a positive integer k and a partial MaxSAT formula F with variables
x1, x2, ..., xn, we create the partial MaxSAT formula as follows.
1. For each variable xi in F , we extend xi to xi1, xi2, ..., xik.
2. For each hard clause xa∨ xb∨ ... ∨ xp in F , we develop the clause into
k hard clauses. They are (1) xa1∨ xb1∨...∨ xp1, (2) xa2∨ xb2 ∨ ...∨
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xp2,... , (k) xak∨ xbk ∨ ...∨ xpk, where "" is either null or "¬", and
the corresponding symbol "" in developed clauses is equal to the original
hard clause.
3. For each soft clause xq∨ xt ∨ ...∨ xz in F , we expand the clause into
a clause with k times length as the original one. That is (xq1∨ xt1 ∨ ...∨
xz1)∨(xq2∨ xt2∨ ...∨ xz2)∨ ...∨ (xqk∨ xtk ∨ ...∨ xzk), where ""
is either null or "¬", and the corresponding symbol "" in developed clauses
is also equal to the original soft clause.
Since hard clauses are un-relaxed constraints and the values which are set to
variables in F must satisfy each original hard clause, the auxiliary hard clauses
are added into the converted partial MaxSAT formula. In addition, because
soft clauses are relaxed constrains and can be satisfied if just one literal set
to true, the original soft clause grows longer in the converted partial MaxSAT
formula. Generally speaking, if the original diversified top-k partial MaxSAT has
n variables, m hard clauses, and m′ soft clauses, the partial MaxSAT contains
k × n variables, k ×m hard clauses, and m′ soft clauses.
Example 1. Let F = Sh ∪ Ss be a partial MaxSAT formula, where Sh =
{x1 ∨ x2,¬x1 ∨ ¬x2} is the set of hard clauses, and Ss = {x1, x2} is the set of
soft clauses. When k = 2, the partial MaxSAT encoding of the diversified top-k
partial MaxSAT instance F is formed by the hard clauses c1 = x11 ∨ x21, c2 =
x12∨x22, c3 = ¬x11∨¬x21, c4 = ¬x12∨¬x22, and the soft clauses c5 = x11∨x12,
c6 = x21 ∨ x22.
4 Reducing Diversified top-k Partial MaxSAT Problem
In this section, we define a method, named MEMKC, to exactly solve the di-
versified top-k partial MaxSAT problem. The method split the original problem
into model enumeration [10] and Max-k-Cover [11]. This method MEMKC firstly
enumerates every truth assignment satisfying all hard clauses of a given partial
MaxSAT formula F , and such truth assignment is called model. Let the soft
clauses of the given partial MaxSAT formula F be a universe set U , where each
soft clause is an element of U , and let the soft clauses satisfied by a model be a
subset of U. Obviously, to solve a top-k Partial MaxSAT problem can be reduced
to a Max-k-cover problem, i.e. seeking out k subset from the subsets returned by
previous model enumeration process to cover the maximum number of elements
in the universe set.
In the following, we will describe the framework of MEMKC algorithm in
Fig.1. This algorithm includes the ME (Model Enumeration) and MKC (Max-
k-Cover) functions, and takes the partial MaxSAT formula F and a positive
integer k as the inputs. In the algorithm, Sh (resp. Ss) denotes the formula only
containing hard clauses (resp. soft clauses), which is obtained by deleting all
the soft clauses (resp. hard clauses) from F . SM is a set storing the selected
models. At first, the algorithm invokes the ME to enumerate all models stored in
the set S. Then, the MKC is called to select k models satisfying the maximum
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number of soft clauses. Fig.2 and Fig.3 propose the ME and MKC functions
respectively. In the two functions, s, s1, and s2 is the current models expressed
in xi = value, xj = value, ..., where xi, xj , ... are the variables, and value is
either true or false. The symbol "" is either null or "¬". When the symbol
"" in x = true is null, the value of the variable x is true; otherwise false.
F |x=true (resp. F |x=false) is the result of applying a simplified rule, i.e., removing
all clauses containing the literal x (resp.¬x) from F , and deleting all occurrences
of ¬x (resp.x) from the other clauses in F . S/s is a set of models obtained by
deleting the model s from S. F |s=true is a formula received by dropping the
satisfied clauses by the model s from F. SNi (i=1 or 2) is a variable recoding
the number of soft clauses satisfied by the models in SM .
Algorithm MEMKC(F,k)
S = ∅, SM = ∅; //∅ is an empty set.
S=ME(Sh, ∅);
return MKC(Ss, S, k, SM).
Fig. 1: The MEMKC algorithm
Function ME (F ,s)
while F contains a unit clause x
F =F |x=true;
add x = true to s ;
if F has an empty clause
then return ∅;
if F is empty
then return {s};
s1 = s; s2 = s;
pick a variable x from F ;
F1 =F |x=true;
add x = true to s1 ;
F2 =F |x=false;
add x = false to s2 ;
return ME(F1,s1) ∪ ME(F2,s2).
Fig. 2: The ME function
Function MKC (F ,S,k,SM)
if k=0 or S = ∅
then return 0;
pick a model s from S;
S = S/s ;
F1 = F ;
F2 = F |s=true;
SN1=MKC(F1, S, k, SM);
SN2=MKC(F2,S, k-1,SM ∪ {s})+
(|F | − |F2|);
return max(SN1, SN2).
Fig. 3: The MKC function
5 Applications
In this section, we will discuss the applications of the diversified top-k partial
Max-SAT problem.
6 Diversified Top-k Partial MaxSAT Solving
5.1 Diversified Top-k Clique
The problem of diversified top-k clique is to pick up k maximal cliques which
cover the maximum number of vertices [12]. This problem has wide real-world
applications including social networks, complex networks, and molecular bi-
ology [13,14,15]. In addition, diversified top-k clique problem can be solved
by converting into diversified top-k partial MaxSAT. Suppose G=<V,E> is
an undirected and simple graph, where V={v1, v2, ..., vn} is a set of vertices,
E={e1, e2, ..., em} is a set of edges, and each ei is expressed as a 2-tuple <vt,
vj> (1 ≤ t, j ≤ n, t 6= j). Given a positive integer k, the encoding from diversi-
fied top-k clique into diversified top-k partial MaxSAT is as follows. The integer
k remains the same. The hard clauses are composed of all the non-adjacent ver-
tices in G, i.e., ¬vi ∨ ¬vj , where < vi , vj > /∈ E, and the soft part is the unit
clauses formed by every vertex in G, i.e., vi, where vi ∈ V .
Example 2. Given a positive integer k, an undirected and simple graph G=<V,
E>, where V={v1, v2, v3, v4} and E={<v1, v2>, <v2, v3>, <v3, v4>, <v1, v4>},
the diversified top-k partial MaxSAT encoding of the diversified top-k clique in
G consists of the integer k, hard clauses ¬v1 ∨ ¬v3, ¬v2 ∨ ¬v4, and soft clauses
v1, v2, v3, v4.
5.2 Diversified Top-k Covering Arrays
Covering Arrays (CAs) are interesting objects of study in combinatorics. It plays
an important role in factorial designs in which each treatment is a combination
of factors at different levels. A CA of run size N , factor number M , strength t
can be denoted by CA(N, s1, s2, . . . , sM , t). It is an N ×M matrix satisfying the
following constraints:
1. There are exactly si symbols appearing in each column i (1 ≤ i ≤M).
2. In every N × t sub-array, each ordered combination of symbols from the t
columns appears at least once in rows.
si is refered to as the level of factor i. By combining equal entries in si, a
CA(N, s1, s2, . . . , sM , t) is represented in the shortened form CA(N, si1a1 , si2a2 ,
. . . , t), where a1, a2, . . . indicate the number of factors at level si1 , si2 , . . . .
For many complex software systems, there are usually different components/
parameters, each of which can take a number of values. System faults usually
arise from the interaction of several parameters/components. Combinatorial test-
ing [20,16,17,18,19] is an important black-box testing technique to reveal such
faults. CAs have been used as test suites in Combinatorial testing for more than
two decades. Each row of the CA represents a test case, and the i-th column
corresponds to the value of parameter pi in each test case. For any t columns of
the array, the N× t sub-array covers all value combinations of the corresponding
t parameters. Therefore, a CA of strength t can be used as a test suite to detect
the faults caused by the interactions of t parameters.
Ideally, one would like to examine the system’s behavior under all t-way com-
binations of the parameter values. But this kind of exhaustive testing may be
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very costly for a non-trivial software system. In some occasions, resource or time
only permits to execute a certain number of test cases. It is highly desirable to
maximize the coverage of these test cases. Given parameters, coverage criteria,
and a positive integer k, a diversified top-k CA is a k×M sub-matrix of a CA in
which the number of ordered combination of t values from different columns is
maximized. The diversified top-k CA problem can be also solved by transform-
ing it to diversified top-k partial MaxSAT. Suppose there is a positive integer
k and a CA(N, s1, s2, . . . , sM , t).Then each value combination can be modeled
as a variable. If two value combinations contradict each other, then we add a
hard clause, i.e., ¬vari ∨ ¬varj , where the value combination modeled as vari
contradicts with varj . In addition, the soft part is formed by each variable, i.e.,
vari. The integer k is unchanged.
Example 3. Given a positive integer k and a CA(N, si1a1 , si2a2 , si3a3 , t), where
N = 2, M = 3, t = 2, si1 = 1, si2 = 1, si3 = 2, the diversified top-k
partial MaxSAT encoding of the diversified top-k CA consists of the integer
k, the hard clauses (1)¬var2 ∨ ¬var3, (2)¬var4 ∨ ¬var5, and the soft clauses
(1)var1, (2)var2, ..., (5)var5.
Note that, in general, sij>1. This example set that way is only to illustrate
how the transformation works.
6 Experimental Results
In this section, we perform experiments to evaluate the effectiveness and effi-
ciency of EE encoding from the comparison of our algorithm MEMKC, diversi-
fied top-k clique solver EnumKOpt [12], diversified top-k CA solver k-CA [20],
and the state-of-the-art partial MaxSAT solvers Openwbo [21], Dist [22], and
CCLS [23].
6.1 Experimental Preliminaries
We implement MEMKC algorithm in C++ programming language. Since enu-
merating all models is computationally intractable, MEMKC is only used in
Part 1 to evaluate the small-scale instances. EnumKOpt is the best current ap-
proximate solver for diversified top-k clique. Diversified top-k CA solver k-CA
implemented in C++ is an approximate solver by greedily calling the state-of-
the-art CA solver TCA [20]. Dist and CCLS are excellent approximate solvers
for partial MaxSAT. The time limits of EnumKOpt, k-CA, Dist, and CCLS are
set to 1800, 300, 300, 300 seconds respectively when they execute once on each
instance. Openwbo, an exact solver, wins the first prize in unweighted partial
MaxSAT track in MaxSAT Evaluation 2016. The cut off time of Openwbo is set
to 30000 seconds. In the experimental results, if a solver fails to find a feasible
solution in the cut off time, the corresponding results are marked with "-". The
execution time retured is in seconds. #uncov represents the number of unsat-
isfied soft clauses (uncovered nodes or value combinations) solved by solvers.
And the results obtained by Dist and CCLS are the average values by executing
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ten times on each instance. All experiments are running on a workstation under
Linux with 8 cores of Inter(R) Xeon(R) E7-4820 v2 @2.00GHz CPU and 8GB
RAM.
Fig. 4: Experiment results on random instances varying k from 1 to 6
6.2 Experimental Results
Part 1: This experiment is to demonstrate the effectiveness of MEMKC. It
should be noted that since MEMKC need to enumerate all the Fig.4 illustrates
the number of unsatisfied soft clauses returned by MEMKC solver and partial
MaxSAT solvers, including exact solver Openwbo and approximate solvers Dist,
CCLS, on random diversified top-k partial MaxSAT instances. These random
instances solved by the partial MaxSAT solvers are encoded with EE encoding.
In the experiment, vicj represents the instance with i variables, j−i hard clauses,
and i soft clauses. The results reported in Fig.4 suggest that MEMKC is effective
because each solver can obtain the same results on the identical instances.
Part 2: The purpose of the experiment is to verify the effectiveness of the
EE encoding. Table 1 presents the performance of three partial MaxSAT solvers
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on instances encoded from random diversified top-k partial MaxSAT instances
with EE encoding. In this experiment, we vary k from 1 to 6. The scale of these
instances (expressed by vari) ranges from 40 to 100 variables and 200 to 1200
clauses, where the number of soft clauses is from 40 to 100. Table 1 records the
mean number of unsatisfied soft clauses for each solver in a set of 30 instances.
By analyzing the results in Table 1, we can see that the instances with a few
variables can be exact solved, and all instances can be successfully settled by
approximate solvers, Dist and CCLS, which reveals that the EE encoding is
effect.
Table 1: The comparison results of three partial MaxSAT solvers on random
instances
Instance k Openwbo Dist CCLS
var40
1 26.77(30) 26.77(30) 26.77(30)
2 16.10(30) 16.10(30) 16.10(30)
3 7.47(30) 7.47(30) 7.47(30)
4 1.37(30) 1.37(30) 1.37(30)
5 0.00(30) 0.00(30) 0.00(30)
6 0.00(30) 0.00(30) 0.00(30)
var50
1 35.57(30) 35.57(30) 35.57(30)
2 23.13(30) 23.13(30) 23.13(30)
3 12.73(30) 12.73(30) 12.73(30)
4 4.43(30) 4.43(30) 4.43(30)
5 0.07(30) 0.07(30) 0.07(30)
6 0.00(30) 0.00(30) 0.00(30)
var60
1 44.57(30) 44.57(30) 44.57(30)
2 30.63(30) 30.63(30) 30.63(30)
3 18.67(30) 18.67(30) 18.67(30)
4 8.80(30) 8.80(30) 8.80(30)
5 1.53(30) 1.53(30) 1.53(30)
6 0.00(30) 0.00(30) 0.00(30)
var70
1 - 53.30(30) 53.30(30)
2 - 38.33(30) 38.33(30)
3 - 24.83(30) 24.83(30)
4 - 13.50(30) 13.50(30)
5 - 4.60(30) 4.60(30)
6 - 0.00(30) 0.00(30)
var80
1 - 62.47(30) 62.47(30)
2 - 46.33(30) 46.33(30)
3 - 31.90(30) 31.90(30)
4 - 19.33(30) 19.33(30)
5 - 8.80(30) 8.80(30)
6 - 1.10(30) 1.10(30)
var90
1 - 71.60(30) 71.60(30)
2 - 54.57(30) 54.57(30)
3 - 39.20(30) 39.20(30)
4 - 25.43(30) 25.43(30)
5 - 13.33(30) 13.33(30)
6 - 3.90(30) 3.90(30)
var100
1 - 80.73(30) 80.73(30)
2 - 62.97(30) 62.97(30)
3 - 46.73(30) 46.73(30)
4 - 31.80(30) 31.80(30)
5 - 16.67(30) 16.67(30)
6 - 7.90(30) 7.90(30)
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Part 3: We carry out three experiments comparing with the diversified top-
k clique solver EnumKOpt and three partial MaxSAT solvers on graphs to il-
lustrate the efficiency of EE encoding. These instances solved by the partial
MaxSAT solvers are first encoded from graphs into diversified top-k partial
MaxSAT problem and then converted into partial MaxSAT problem with EE
encoding. In the first experiment, we randomly generate graphs with 40 to 100
vertices and 10% probability that two vertices have an edge. In the second ex-
periment, the generated random graphs vary probabilities of an edge existing
between two vertices from 10% to 70%, and the number of vertices in all graphs
is 60. In the results of the experiment, each graph is represented by Pj, where j
is the probability. In the last experiment, we choose the well-known BHOSLIB
benchmark, which is famous for its hardness [24].
Table 2 presents the results of the first experiment, which compares the diver-
sified top-k clique solver with partial MaxSAT solvers on random sparse graphs
by varying the number of vertices. We use Vi to express each instance, where i
is the number of vertices. As can be seen from Table 2, exact solver Openwbo
can deal with the instances with small scale and all instances can be rapidly
solved by the approximate solvers. In addition, comparing with all known opti-
mal solutions found by Openwbo, almost all approximate solvers can obtain the
optimal solutions. This indicates that EE encoding and EnumKOpt have the
equal effectiveness when solving the diversified top-k clique problem in sparse
graphs. The results of the second experiment are showed in Table 3. This exper-
iment compares the diversified top-k clique solver with three partial MaxSAT
solvers on random graphs with varying probabilities that two vertices have an
edge. Among these results, we observe the performance of EnumKOpt becomes
worse with the increasing probability, while the performance of approximate
solvers for partial MaxSAT is stable. Moreover, the exact solver Openwbo for
partial MaxSAT can find solutions on random graphs with high probabilities.
This illustrates that it is more appropriate for diversified top-k clique problem
to be solved by converting to diversified top-k partial MaxSAT problem when
they handle the dense graphs. Table 4 summarizes the experimental results of
EnumKOpt and three partial MaxSAT solvers on instances from BHOSLIB. We
can find that these graphs cannot be solved by EnumKOpt and Openwho, but
can be efficiently obtained the solutions by translating these graphs into diver-
sified top-k partial MaxSAT and further encoding to partial MaxSAT with EE
encoding. This illustrates that EE encoding is efficient on hard instances and it
will be also efficient when we solve the diversified top-k cliques on hard instances
by conventing it to diversified top-k partial MaxSAT.
Part 4: We perform one experiment in Table 5 to compare the diversified
top-k CA solver with three partial MaxSAT solvers on CAs. In Table 5, each
instance is denoted by CA(N, s1, s2, . . . , sM , t), which is defined in Section 5.2.
These instances solved by the partial MaxSAT solvers are also first encoded
from CAs into diversified top-k partial MaxSAT problem and then converted
into partial MaxSAT problem with EE encoding. From Table 5, we can find
that the performance of k-CA is roughly worse than the three partial MaxSAT
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Table 2: The comparison between EnumKOpt and three partial MaxSAT solvers
on random graphs with varying the number of vertices
Instance k
EnumKOpt Openwbo Dist CCLS
#uncov Time #uncov Time #uncov Time #uncov Time
V40
1 37 0 37 0.01 37 0.02 37 0
2 34 0 34 0.22 34 0.03 34 0
3 31 0 31 3.61 31 0.02 31 0
4 28 0 28 84.8 28 0.03 28 0
5 26 0 25 2069.67 25 0.01 25 0
6 24 0 - 23 0.01 23 0
V50
1 47 0 47 0.02 47 0.01 47 0
2 44 0 44 0.97 44 0.01 44 0
3 41 0 41 23.64 41 0.01 41 0
4 38 0 38 1021.6 38 0.01 38 0
5 35 0 - - 35 0.01 35 0
6 33 0 - - 33 0.01 33 0
V60
1 57 0 57 0.04 57 0.01 57 0
2 54 0 54 2.83 54 0.01 54 0
3 51 0 51 334.47 51 0.01 51 0
4 48 0 48 29152.67 48 0.01 48 0
5 45 0 - - 45 0.01 45 0
6 42 0 - - 42 0.01 42 0
V70
1 67 0 67 0.06 67 0.01 67 0
2 64 0 64 5.28 64 0.01 64 0
3 61 0 61 811.58 61 0.01 61 0
4 58 0 - - 58 0.01 58 0
5 55 0 - - 55 0.01 55 0
6 52 0 - - 52 0.02 52 0
V80
1 77 0 77 0.16 77 0.01 77 0
2 74 0 74 14.79 74 0.01 74 0
3 71 0 71 4672.18 71 0.01 71 0
4 68 0 - - 68 0.01 68 0
5 65 0 - - 65 0.02 65 0.01
6 62 0 - - 62 0.02 62 0.01
V90
1 86 0 86 0.37 86 0.01 86 0
2 83 0 83 26.97 83 0.01 83 0
3 80 0 - - 80 0.01 80 0
4 77 0 - - 77 0.02 77 0.01
5 74 0 - - 74 0.02 74 0.01
6 71 0 - - 71 0.02 71 0.01
V100
1 96 0 96 0.29 96 0.01 96 0
2 93 0 93 53.55 93 0.01 93 0
3 90 0 - - 90 0.02 90 0
4 87 0 - - 87 0.02 87 0.01
5 84 0 - - 84 0.02 84 0.01
6 81 0 - - 81 0.03 81 0.01
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Table 3: The comparison between EnumKOpt and three partial MaxSAT solvers
on random graphs by varying probabilities that two vertices have an edge
Instance k
EnumKOpt Openwbo Dist CCLS
#uncov Time #uncov Time #uncov Time #uncov Time
P10
1 57 0 57 0.04 57 0.01 57 0
2 54 0 54 2.83 54 0.01 54 0
3 51 0 51 334.47 51 0.01 51 0
4 48 0 48 29152.67 48 0.01 48 0
5 45 0 - - 45 0.01 45 0
6 42 0 - - 42 0.01 42 0
P20
1 56 0 56 0.06 56 0.01 56 0
2 52 0 52 6.03 52 0.01 52 0
3 49 0 48 255.7 48 0.01 48 0
4 46 0 - - 44 0.01 44 0
5 43 0 - - 40 0.02 40 0
6 40 0 – – 37 0.01 37 0
P30
1 55 0 55 0.1 55 0 55 0
2 50 0 50 10.71 50 0.01 50 0
3 46 0 45 2153.82 45 0.01 45 0
4 42 0 - - 40 0.01 40 0
5 - - - - 35 0.01 35 0
6 - - - - 31 0.03 31 0
P40
1 54 0 54 0.08 54 0.01 54 0
2 49 0 48 15.43 48 0.01 48 0
3 44 0 42 6116.46 42 0.01 42 0
4 - - - - 36 0.01 36 0
5 - - - - 31 0.02 31 0
6 - - - - 26 0.01 26 0
P50
1 52 0 52 0.11 52 0.01 52 0
2 46 0 44 11.67 44 0.01 44 0
3 - - 38 6630.16 38 0.01 38 0
4 - - - - 32 0.02 32 0
5 - - - - 26 0.03 26 0.01
6 - - - - 20 0.42 20 0.01
P60
1 45 0 45 0.36 45 0.04 45 0
2 - - 30 12.56 30 0.06 30 0
3 - - 18 1178.02 18 0.06 18 0
4 - - 8 4947.78 8 0.05 8 0
5 - - 1 1.81 1 0.01 1 0
6 - - 0 0 0 0.01 0 0
P70
1 39 0 37 0.08 37 0.03 37 0
2 - - 19 1.48 19 0.03 19 0
3 - - 5 0.68 5 0.03 5 0
4 - - 0 0.01 0 0.03 0 0
5 - - 0 0 0 0.02 0 0
6 - - 0 0 0 0.01 0 0
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Table 4: The comparison between EnumKOpt and three partial MaxSAT solvers
on instances from BHOSLIB
Instance k
EnumKOpt Openwho Dist CCLS
#uncovTime #uncov Time #uncov Time #uncov Time
frb30-15-1
1 - - - - 420 1.26 420 0.06
2 - - - - 395 56.31 399 283.88
3 - - - - 370 159.99 362 15.51
4 - - - - 346 272.95 335 34.22
5 - - - - 324 102.57 307 28.75
6 - - - - 300 26.85 281 48.02
frb30-15-2
1 - - - - 420 8.04 420 0.64
2 - - - - 395 47.74 399 44.59
3 - - - - 370 199.81 362 241.87
4 - - - - 346 156.88 335 104.28
5 - - - - 322 286.75 308 273.68
6 - - - - 300 21.35 283 4.25
frb30-15-3
1 - - - - 420 113.78 420 2.2
2 - - - - 394 192.71 399 211.42
3 - - - - 371 8.03 362 195.98
4 - - - - 347 19.71 335 119.84
5 - - - - 324 139.98 309 74.73
6 - - - - 300 110.5 283 35.21
frb30-15-4
1 - - - - 420 3.69 420 0.29
2 - - - - 394 280.38 398 168.84
3 - - - - 370 2.81 362 260.13
4 - - - - 346 80.65 335 45.19
5 - - - - 324 56.13 308 79.48
6 - - - - 398 279.9 282 32.38
frb30-15-5
1 - - - - 420 39.6 420 0.74
2 - - - - 395 68.11 398 28.87
3 - - - - 370 204.62 363 16.19
4 - - - - 347 64.8 335 65.67
5 - - - - 323 92.48 308 39.54
6 - - - - 299 77.83 281 194.56
frb40-19-1
2 - - - - 721 148.58 720 10.92
3 - - - - 689 13.94 695 126.36
4 - - - - 655 262.24 646 33.77
5 - - - - 626 0.26 608 219.64
6 - - - - 594 79.72 575 46.84
6 - - - - 564 56.26 539 112.75
frb40-19-2
1 - - - - 722 1.32 720 171.06
2 - - - - 687 270.9 696 15.23
3 - - - - 656 169.92 646 57.02
4 - - - - 624 138.17 609 182.65
5 - - - - 591 169.88 573 35.85
6 - - - - 563 23.17 539 41.68
frb40-19-3
1 - - - - 721 283.33 720 8.72
2 - - - - 689 39.92 695 128.3
3 - - - - 656 174.28 643 22.33
4 - - - - 626 62.05 608 258.65
5 - - - - 594 109.17 570 203.09
6 - - - - 564 62.48 537 144.3
frb40-19-4
1 - - - - 721 263.21 720 116.17
2 - - - - 688 280.11 695 279.9
3 - - - - 656 41.92 644 131.68
4 - - - - 624 75.82 606 63.13
5 - - - - 594 156.85 572 286.44
6 - - - - 565 5.33 538 57.72
frb40-19-5
1 - - - - 722 6.05 721 0.93
2 - - - - 688 19.26 693 238.16
3 - - - - 656 118.38 645 10.66
4 - - - - 624 20.03 608 3.6
5 - - - - 592 287.11 571 106.25
6 - - - - 563 20.04 536 52.28
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solvers when k ≥ 3. Thus, it is worth solving diversified top-k CA with converting
the problem to diversified top-k partial MaxSAT problem.
7 Conclusion
In this paper, we define the diversified top-k partial MaxSAT problem, which
generalizes partial MaxSAT problem and enumeration problem. We provide an
encoding EE from diversified top-k partial MaxSAT into partial MaxSAT. In
order to verify the correctness of EE encoding, we propose an exact algorithm
MEMKC. In the experiments, we demonstrate that our approach can be suc-
cessfully solved the diversified top-k partial MaxSAT problem and this problem
can be effectively applied to diversified top-k clique and diversified top-k CA
problems.
Table 5: The comparison between k-CA solver and three partial MaxSAT solvers
Instance k
k-CA Openwbo Dist CCLS
#uncov Time #uncov Time #uncov Time #uncov Time
CA(8,2,2,2,2)
1 9 0 9 0 9 0 9 0
2 6 0 6 0 6 0.04 6 0
3 4 0 3 0 3 0.04 3 0
4 2 0 0 0 0 0.04 0 0
5 2 0 0 0 0 0.01 0 0
6 0 0 0 0 0 0.01 0 0
CA(16,2,2,2,2,2)
1 18 0 18 0.01 18 0.01 18 0
2 12 0 12 0.01 12 0.01 12 0
3 8 0 7 0.01 7 0.01 7 0
4 5 0 2 0.03 2 0.01 2 0
5 2 0 0 0 0 0.01 0 0
6 0 0 0 0 0 0.01 0 0
CA(16,2,2,2,2,3)
1 28 0 28 0.01 28 0.01 28 0
2 24 0 24 0.05 24 0.01 24 0
3 24 0 20 0.84 20 0.01 20 0
4 24 0 16 4.82 16 0.02 16 0
5 20 0 12 45.93 12 0.01 12 0
6 16 0 8 122.59 8 0.01 8 0
CA(32,2,2,2,2,2,2)
1 30 0 30 0 30 0.01 30 0
2 20 0 20 0.02 20 0.01 20 0
3 14 0 12 0.14 12 0.01 12 0
4 8 0 4 3.14 4 0.01 4 0
5 4 0 2 1046.84 2 0.01 2 0
6 4 0 0 0 0 0.01 0 0
CA(32,2,2,2,2,2,3)
1 70 0 70 0.10 70 0.02 70 0
2 60 0 60 1.78 60 0.02 60 0
3 51 0 50 86.91 50 23.96 50 0
4 51 0 40 226.6 40 53.84 40 0
5 42 0 - - 32 0.4 32 0
6 36 0 - - 24 0.02 24 0
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