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On the Optimum Polarizations of Incoherently 
Reflected Waves 
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Abstract-In radar imaging, the scattered waves are usually partially 
polarized. Accordingly, the concept of optimum polarization must be 
extended to the case of incoherent scattering where the scattered waves 
are partially polarized. Here, it will be shown that the Stokes scattering 
operator is the most suitable characterization of incoherent scattering. 
The problem of finding the polarization that ·wonld yield an optimum 
amount of power received from the scatterer is solved by assuming a 
knowledge of the Stokes scattering operator instead of the 2 x 2 
scattering matrix with complex elements. The advantage of this method is 
that it may be used to find the optimum polarizations for the case wherein 
the scatterers can only be fully characterized by their Stokes scattering 
operator (incoherent scattering) and the case wherein the scatterer can be 
fully characterized by the complex 2 x 2 scattering matrix (coherent 
scattering). In this report, it will be shown that the optimum polarizations 
reported thus far in the literature, i.e., when the problem is solved by 
using a knowledge of the 2 x 2 scattering matrix, form the solutions for a 
subset of a more general class of problems. When the solution of the 
problem is based on a knowledge of the Stokes scattering operator, it is 
found that for incoherent scattering six optimum polarizations can exist, 
whereas when the solution is based on the 2 x 2 scattering matrix, the 
number of optimnm polarizations is necessarily limited to four. 
I. INTRODUCTION 
. ALL HIGH-RESOLUTION radar images which have been 
obtained by a coherent measurement suffer from a 
phenomenon known as speckle noise [1]. One commonly used 
technique to reduce speckle noise in radar images is to add the 
powers received from a number of adjacent pixels for a given 
combination of transmit and receive polarizations. If N pixels 
are used when the scattered powers are added, the result is a 
so-called N-look image. Since powers (rather than fields) are 
added, the data from the N pixels are added as if the total 
scattering is due to N scattering centers, each of which scatters 
incoherently. As will be shown in the next section, a 
combination of such scatterers cannot be fully characterized 
mathematically by a complex 2 x 2 scattering matrix. To 
characterize such scatterers fully, a real 4 x 4 matrix, the 
Stokes scattering operator, must be used. Generally, the 
resultant wave received from N incoherently scattering centers 
is partially polarized. Moreover, the degree of polarization of 
the resultant wave is different for different polarizations of the 
wave with which the N scattering centers are illuminated. 
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The concept of optimum polarizations in scattering prob-
lems has been discussed extensively in the literature [2]-[10]. 
McCormick and Hendry [10] reported results for partially 
polarized backscatter using the coherency matrix to character-
ize scatterers. Boemer et al. [5], [6], [7] mention the 
incoherent case and the Stokes reflection matrix (which is 
similar to the Stokes scattering operator). To determine the 
optimum polarizations in the incoherent case, they first find 
the elements of the scattering matrix from a knowledge of the 
elements of the Stokes reflection matrix and then express their 
result in terms of the elements of the scattering matrix. Since it 
is not always possible to find the elements of the scattering 
matrix when the elements of the Stokes scattering operator are 
known, this method is applicable to a very restricted class of 
problems. 
With the increasing availability of multipolarization imag-
ing radar data, the concept of optimum polarizations is of more 
than theoretical importance. Polarization has been shown to be 
an important tool in understanding multipolarization imaging 
radar results [11], [12]. For the sake of brevity only the case 
wherein identical antennas are used for transmission and 
reception will be treated here. The morf? general case wherein 
orthogonally polarized antennas or two independent antennas 
are used for transmission and reception may be found in [11]. 
II. CHARACTERIZATION OF SCATTERERS 
Consider the case of an antenna located at the origin of a 
spherical coordinate system. Also, suppose that the electric 
field vector of the far-zone field radiated by the antenna is 
Erad. Now, suppose that the antenna is operated as a receiving 
antenna with a conjugate-matched load connected to its 
terminals. If a plane, monochromatic wave with an electric 
field vector E inc is incident on the antenna from a direction (J, 
¢, then, in compliance with the reciprocity theorem [14], the 
power absorbed by the load may be written as [15], [11] 
(1) 
where 
g(O, </>) is the antenna gain function, (A2/47r)g(O, </>) is the 
effective area of the antenna, and Eo and µ0 are the permittivity 
and permeability of free space, respectively. 
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Next, let an arbitrary scatterer of finite size be illuminated 
by a plane electromagnetic wave of infinite extent. This 
·incident wave sets up currents in the scatterer, which in tum 
radiate an electromagnetic wave, the scattered wave. In the far 
zone of the scatterer the scattered wave is an outgoing, 
spherical wave. 
To completely describe this scattering process mathemati-
cally, three local coordinate systems will be used. First, a 
Cartesian coordinate system (x, y, z) is set up with its origin 
somewhere inside the scatterer. The transverse components of 
the electric field of tile wave illuminating the scatterer is 
expressed in terms of a Cartesian coordinate system (h, v, n) 
with its origin on the transmitting antenna. The coordinate 
system is set up such that the basis vector n points in the 
direction of propagation of the illuminating wave. The plane of 
incidence is defined as the plane containing n and the z-axis of 
the coordinate system with its origin inside the scatterer. The 
basis vector v is orthogonal to fl and lies in the plane of 
incidence. This coordinate system is completed by requiring 
that the basis vector ii satisfies 
Ii vxn. (2) 
The transverse components of the electric field of the 
scattered wave is expressed in terms of a third Cartesian 
coordinate system (h', v', n') with its origin at the receiving 
antenna. This coordinate system is set up so that the scattered 
wave propagates in the negative ii' direction. The basis vector 
v ' is orthogonal to fi ' and lies in the plane containing both fi ' 
and the z-axis of the coordinate system with its origin inside 
the scatterer. Finally, ii' is defined by 
ii' v'xn'. (3) 
These three coordinate systems completely and unambigu-
ously describes the scattering process mathematically. Note 
that this choice of the local coordinate systems ensures that the 
--------------------·-·---
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Here, kn - wt and - kn' - wt are the instantaneous 
phases of the illuminating and the scattered waves, respec-
tively. Also, n' is the distance between the scatterer and the 
receiving antenna, n is the distance between the scatterer and 
the transmitting antenna and the wavenumber k is added in the 
denominator of (5) to ensure that the expression is dimension-
ally correct. Realiiing that the electric field of the illuminating 
wave is the far-zone electric field radiated by the transmitting 
antenna Etr, and using (4) and (5), it follows that one may 
characterize the single scatterer by a complex 2 x 2 scattering 
matrix 
(6) 
In the far zone of the scatterer, the scattered wave is 
approximately a plane wave over the area occupied by the 
receiving antenna. Using this result and (6) in (1), and 
identifying the electric field of the wave incident on the 
receiving antenna Einc, as the electric field of the scattered 
wave E 8c, and the electric field Erad in (1) as the far-zone 
elecµic field radiated by the receiving antenna, Erec, respec-
tively, one sees that the power absorbed by the load connected 
to the receiving antenna is 
(7) 
After some algebra it can be shown [3], [10], [11], using the 
right side of (6), that one can write 
(8) 
where 
Sh,v · St,u 
Suiu ' s:,u 
Sh,u · s:,u 
Sviv · St,u 
Sh,h · St,. 
Sv,h · s:,u 
Sh,h · s:,u 
Sv1h ' S'J:,v 
(9) 
primed and unprimed coordinate systems coincide when the 
receiving an<!. transmitting antennas are located at the same 
point, i.e., in the backscatter case. The general bistatic 
scattering geometry described above is shown schematically in 
Fig. 1. 
Using local coordinate systems as shown in Fig. 1, the 
transverse components of the electric fields of the illuminating 
and scattered waves may be written as 
and 
e- i{kn I +WI) 
Esc= [E~,ii' +E!0,v'] ----
kn' 
(4) 
(5) 
If the Stokes parameters of an electric field of the form 
(10) 
are defined to be 
(11) 
it follows that one can alternatively write (11) as 
S(E}= [R]G(E), (12) 
-' 
- - ~, 
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where 
[R]~(~ 1 0 ~) -1 0 0 0 -i (13) 
and 
G(E)=[Eh · E*· E · E*· Eh· E*· E · E*] (14) h' v v' v' v h • 
Here, G means G transposed. It then follows from (12) that 
G(E) = [R]- 1 S(E). (15) 
Using this notation, one may write (8) as 
(16) 
Now, define 
P~=(Erec. _E 80 ) • (Erec. Esc)*. (17) 
Expanding the right side of (17), and using (6), one finds 
= G(Erec) · G(Esc) 
= G{Erec)[W] G{Etr) 
=S(E'ec) · [R]- 1[W][R]- 1S(Etr). 
If it is now defined that 
and 
it is clear that 
(18a) 
(18b) 
(19) 
(20) 
This 4 x 4 real matrix [M] will be called the Stokes 
scattering operator. The scattering matrix as defined in (4)-(6) 
describes how the scatterer transforms the illuminating elec-
tric field upon scattering. The Stokes scattering operator, on 
the other hand, describes how the scatterer transforms the 
incident Stokes parameters upon scattering. As will be shown 
shortly, each of these two characterizations is useful, but each 
can be associated with a different type of measurement. 
Using the third term in (20), it is thus possible to write 
(21) 
Note that (7) and (21) are identical insofar as power 
absorbed by the receiving antenna from a wave scattered by a 
single scatterer is considered. 
To better understand the use of the Stokes scattering 
operator, consider for the moment the problem of one antenna 
transmitting to another and suppose that one wants to find the 
polarization of the transmitting antenna which would ensure 
that a maximum amount of power is absorbed by the load 
connected to the receiving antenna. From (1) it is clear that 
this maximum condition is 
Etr=cE'ec*, c = constant. 
This expression means that the receiving antenna and the wave 
incident on it are polarization matched if the incident wave 
polarization ellipse and the receiving antenna (when used as a 
transmitter) polarization ellipse have identical orientations in 
space, but the two polarization ellipses have opposite senses of 
rotation when both are viewed from the origin of the primed 
coordinate system in Fig. 1. 
Now consider this same situation when the Stokes vectors 
are used. It is obvious that (1) may be written in the form of (7) 
by using a 2 x 2 identity matrix for [S]. If this identity matrix 
is used in (19), it becomes clear that (21) becomes 
(
1 0 0 
0 1 0 
0 0 1 
0 0 0 
From this expression it is clear that the received power will be 
maximized if s1r is identical to srec except for a sign change in 
S3. This is exactly the same as the result found above when the 
electric fields were used. 
In the general case, there are seven independent parameters 
in the scattering matrix. From (7) it follows that if all the 
phases in [S] are referenced to the phase of one of the elements 
of [S], the reference phase is lost when the power absorbed is 
calculated. Consequently [S] contains four independent ampli-
tudes and three independent relative phases in the general 
case. If no assumptions are made, this means that there must 
be nine relations among the 16 elements of [M]. Performing 
the matrix multiplications indicated in (19), it is possible to 
show after some tedious but straightforward algebra that these 
relations are [ 11]: 
(M11 -M22)2- (M12 -M21 )2 = (M33 + M44) 2 + (M34 -M43)2 
(22a) 
M13M23+M14M24=M11M21-M12M22 (22b) 
M31 M31 + M41 M42 = M11 M12 - M21 M22 (22c) 
M13M14-M23M24=M33M34+M43M44 (22d) 
M31M41-M32M42=M33M43+M34M44 (22e) 
Mf3 + M~3 + Mf4 + M~4 =Mf1 - Mf2 + M~1 - Mb (22f) 
M~1 +M~2 +M~1 +M~2 =Mi1 +Mf2 -M~1 -M~2 (22g) 
M 2 -M2 -M2 +M2 -M2 -M2 +M2 -M2 13 23 14 24 - 33 34 43 44 
M 2 -M2 -M2 +M2 -M2 +M2 -M2 -M2 31 32 41 42 - 33 34 43 44. 
(22h) 
(22i) 
These nine relations are necessary and sufficient conditions 
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Fig. 1. Bistatic scattering geometry. 
for [M] to be associated with a single scatterer. This means 
that if all these relations are true, one can always find an 
equivalent 2 x 2 (complex) scattering matrix to characterize 
the scatterer completely mathematically. 
Now consider the case of a scatterer made up of a number of 
independent, incoherent scattering centers. In the case where 
an electromagnetic wave is a superposition of a number of 
electromagnetic waves with no permanent phase relationships 
amongst them, the Stokes parameters of the resultant wave is 
the sum of the Stokes parameters of the individual waves [15)-
[18], i.e., 
N 
Si=~ (S1 );, j=O, 1, 2, 3, (23) 
i=l 
where the index i denotes each of the N electromagnetic waves 
with independent phases. Thus, if a scatterer consists of N 
independent, incoherent scattering centers, the Stokes vector 
of the total scattered wave is 
N ( N ) ssc= ~Sf= ~ [R][R][M;] S1', (24) 
and [M;] is the Stokes scattering operator of the ith scattering 
center. 
However, the averaging process described in (24) will not 
always preserve the relationships given in (22) and hence the 
unique connection between the scattering matrix and the 
Stokes scattering operator representations is lost. In such a 
case, no equivalent scattering matrix exists for the average 
Stokes scattering operator. Therefore, a scattering matrix 
representation will be an incomplete characterization and the 
Stokes scattering operator for an ensemble of incoherently 
scattering centers must be represented by 16 independent 
parameters in the bistatic case [18) and nine independent 
parameters in the monostatic case [4]. 
If a coherent measurement is ma~e, electric fields, rather 
than Stokes vectors, are additive. An argument similar to the 
one above shows that, for a coherent measurement, the total 
scattering matrix is the sum of the individual scattering 
matrices. From (19) it follows that this total scattering matrix 
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always has an equivalent Stokes scattering operator, even if 
the resultant Stokes scattering operator is not simply related to 
the individual Stokes scattering operators. Thus, while all 
scatterers can be fully characterized by a Stokes scattering 
operator, only coherent scattering cases can be fully character-
ized by a single 2 x 2 complex scattering matrix. 
It is now evident that scatterers that can be completely 
characterized by a scattering matrix form a small subset of a 
more general class of scatterers that can be characterized fully 
by their Stokes scattering operator. If the problem of finding 
the optimum polarizations can be solved using a knowledge of 
the Stokes scattering operator, the solution will be applicable 
to a much larger class of problems than when the solution is 
based on a knowledge of the scattering matrix. 
ill. OPTIMUM POLARIZATIONS FOR POWER RECEPTION 
In the rest of this paper, it will be assumed that IEtrl is 
constant for all polarizations. Also, it will be assumed that 
identical antennas are used for transmission and reception. 
Note that this assumption does not necessarily mean that the 
two antennas must be located at the same position in space. 
From (21) it then follows that one has to optimize the function 
P=Str · [M)S1' (25) 
if the power received from the scatterer is to be optimized. 
Assuming a normalized radiated electric field amplitude and 
dropping the superscript tr, one may write (25) as 
P(x) = (1) . (M11 v ) (1) (26) 
x u [Q] x ' 
where x, u, and v are vectors with three coefficients and [Q] is 
a real 3 x 3 matrix. Since x contains the Stokes parameters of 
a completely polarized wave, it must satisfy the relation [15)-
[18] 
X • X= 1. (27) 
Thus, the problem is to optimize (26) subject to the 
constraint condition expressed in (27). This suggests the use of 
Lagrange multipliers. To use the Lagrange multiplier method, 
the auxilliary function 
G(x)=M11 +v · x+u · x+x · [Q]x+P(l-x · x) (28) 
is formed. Then, at the optimum values of P(x), it can be 
shown [19) that 
V'G(x)=O. (29) 
Performing the indicated differentiations, one finds that the 
optimum polarizations have Stokes parameters which are the 
solutions to 
(30) 
where [I] is the 3 x 3 identity matrix. Equation (30) 
represents three equations in four unknowns (xi. x2, x3, and 
v). However, the solution to (30) must also satisfy (27) [19]. 
Thus, the optimum polarizations are the simultaneous solu-
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tions to (27) and (30). in the next two sections, correspondmg 
to two different cases, some ways of finding the solutions to 
(27) and (30) will be examined. 
A. u = -v 
In this case, the optimum vectors x are the normalized 
eigenvectors of l/2[Q + Q]. Since 1/2[Q + Q] is a 
symmetric matrix, these solutions are mutually orthogonal. 
The maximum (niinimum) value of P(x) is obtained by 
transmitting the eigenvector corresponding to the maximum 
(minimum) eigenvalue of 1/2[Q + Q]. 
B. u * -v 
One possible way to find the solutions to (27) and (30) is to 
realize that if 11 is not an eigenvalue of l/2[Q + Q], (30) has a 
unique solution given by 
1[1 1_ J-1 x= - - Q+- Q-111 (u+v). 
2 2 2 
(31) 
To find the values of 11 to use in (31), one replaces x in (27) 
with the expression given in (31). The result is that the desired 
values of v are found to be the real roots of 
where 
[ 1 - - 1 i\ ] · 2 (Q+Q)(Q+Q)-2 c1(Q+'l)-c2I (u+v) 
ds=2c2C3-~ [Q+Q c1I]{u+v) · [~ (Q+Q)(Q+Q) 
(u+v) 
and 
Here, det ( ·) means determinant of. 
In general, p(v) has at least two real roots. This can be 
shown by rewriting (31) irt the basis formed by the eigenvec-
tors of l/2[Q + Q]. For simplicity we shall assume that 1/2[Q 
+ Q] has three distinct eigenvalues Ai, A.2 , and A.3• Since this 
matrix is real and symmetrical, its three eigenvectors are 
mutually orthogonal and (31) can be written as 
(
b1/(v- ;\i)) 
X= b2/(v-f..2) 
b3/(11-A.3) 
(33) 
in the basis formed by the eigenvectors of 1/2[Q + Q]. Here, 
we have used 
(34) 
and ei, e2, and e3 are the normalized eigenvectors of l/2[Q + Q]. The magnitude of x can then be written as 
!xi (35) 
From (35), and the assumption that at least one of the bis are 
not zero, i.e., u * -v, it follows that Ix I tends to zero as 11 
tends to ± oo. As 11 approaches an eigenvalue, however, \xi 
approaches oo. Thus, there is one value of 11 between - oo and 
the smallest eigenvalue for which the corresponding b is 
nonzero for which !xi = 1. Similarly, there is one value of 11 
between the largest eigenvalue for which the corresponding b 
is nonzero and+ oo for which !xi = 1. Since the roots ofp(v) 
are just the values of 11 for which Ix I 1, this proves that 
when 1/2[Q + Q] has three distinct eigenvalues, p(v) has at 
least two real roots. Similar arguments may be used when 
1/2[Q + QJ has less than three eigenvalues to show thatp(v) 
has at least two real roots. 
Thus if, in general, the magnitude of xis plotted versus 11, 
the result will be one of the nine possibilities shown in Fig. 2. 
These nine cases are possible when 1/2[Q + Q] has three 
distinct eigenvalues. Fig. 2(a) and (31) and (32) show that 
there may be a total of six optimum poiarizations. Also, Fig. 2 
shows thatp(11) always lias at least two real roots as discussed 
above. Note that (27) and (30) and, equivalently, (31) and (32) 
represent the complete analytical solution to the problem at 
hand. Unfortunately, it is not possible to fihd the roots of a 
sixth-order polynomial analytically [20]. However, one orily 
needs to find two real roots of p(11) (which always exists as 
mentioned above). Once these two roots are known, the sixth-
order polynomial can be reduced to a quartic. Many methods 
to find the roots of a quartic analytically are known [20]. 
It is not easy to show which of the six roots correspond to 
the maximum value of P(x) and which correspond to the 
minimum value. However, once all the real roots are known, 
it is easy to find the corresponding Stokes vectors using (31). 
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Fig. 2. General behavior of the magnitude of x as a function of v. 
With all the optimum Stokes vectors known, it is little extra 
work to find which one corresponds to the maximum 
(minimum) value of P(x). 
In the case of incoherent backscatter, [M] is a symmetrical 
matrix [11]. Even in this case, there is no guarantee that any 
two solutions will be antipodal on the Poincare sphere. If (22) 
is true, however, and [M] is a symmetrical matrix, i.e., u = 
v, it can be shown [11] that two solutions are 
v=M11 ±Iv!. (33) 
These two solutions are antipodal on the Poincare sphere. 
This agrees with the results found when the problem is solved 
assuming a knowledge of the scattering matrix. 
In the case of incoherent scattering there is also no 
guarantee that any polarization would yield zero power 
absorbed by the load connected to the antenna. This, of 
course, is true because, in general, the scattered wave is 
partially polarized. The degree of polarization of the scattered 
wave is a function of the polarization of the incident wave: 
iu+[Q]xl 
m= ' Mu +v · x 
(34) 
where m is the degree of polarization of the scattered wave and 
x is the Stokes vector of the incident wave. 
>< 1.5 
-0 
Q) 
1:J 
.2 1.0 
·c 
~ 
~ 0.5 
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Fig. 3. lxl as a function of v for the Stokes scattering operator of an urban 
area in San Francisco. 
IV. NUMERICAL EXAMPLE 
In this section, we illustrate the optimization procedure with 
a numerical example. The normalized Stokes scattering 
operator on an urban area in San Francisco, calculated from 
data collected with an imaging radar polarimeter operated by 
the Jet Propulsion Laboratory (JPL) during the summer of 
1985 [21], is 
(
1.0000 
0.0762 
[M]= 0.1399 
0.0264 
0.0762 
0.7682 
0.3832 
-0.0615 
0.1399 
0.3832 
-0.2302 
0.0596 
0.0264) 
-0.0615 
0.0596 . 
0.4619 
Fig. 3 shows Ix I plotted as a function of P for this Stokes 
scattering operator. The eigenvalues of 1/2[Q + Q] are 
The sixth-order polynomial for this Stokes scattering operator 
is found to be 
p(v) = v6 - 2v5 + 0.80901v4 +0.50805 v3 
-0.32619v2 -0.01404v + 0.02123. 
Using Newton's method of successive approximations [22], 
the roots of this polynomial were found to be 
P= 1.0163; 0.7864; 0.5145; 0.4171; -0.2619; -0.4725. 
The optimum polarizations, with the corresponding values of 
the received power for this Stokes scattering operator are 
summarized in Table I. 
Notice (Table I) that there are no optimum polarizations 
which are antipodal on the Poincare sphere. Also, the 
minimum value of Pree is not zero. The polarizations corres-
ponding to the roots v = 1.0163 and v = 0.7864 represent 
local maxima, while those corresponding to the roots v = -
0.2619 and v = -0.4725 represent local minima of the 
received power. The remaining two optimum polarizations 
represent saddle points of the curve P(x). 
We also show in Table II, for comparison, the values of the 
received power when some commonly used polarizations are 
used to transmit and receive the radar waves. 
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TABLE I 
OPTIMUM POLARJZATIONS 
Root Pree Si 82 83 
1.0163 2.1412 0.9190 0.3941 -0.0120 
0.7864 1.6907 -0.9522 -0.2082 0.2237 
0.5145 1.5377 -0.2632 0.1289 0.9561 
0.4171 1.3596 -0.3181 -0.0594 -0.9462 
-.2619 0.8281 -0.4165 0.8974 -0.1458 
-.4725 0.4115 0.2404 -0.9694 0.0495 
TABLE Il 
RESULTS FOR SOME COMMONLY USED POLARIZATIONS 
Type of Polarization Pree 
Horizontal 1.9206 
Vertical 1.6158 
LH Ciroular 1.5147 
RH Circular 1.4091 
45 Deg. Linear 1.0496 
135 Deg. Linear 0.4000 
The results in Table I show that the maximum polarization 
corresponds to the largest root of p(v) and the minimum 
polarization corresponds to the smallest root ofp(v). Although 
we have observed this in all cases encountered so far, we have 
not been able to prove that this is always the case. This 
remains a topic for further study. 
V. CONCLUSION 
In this paper it is shown that a preferable way to solve for 
the optimum polarizations of a scatterer, is to use, as a point of 
departure, the Stokes scattering operator which characterizes 
the scatterer. The advantage of such a procedure is that it 
provides a solution that is applicable to both coherent and 
incoherent scattering problems. 
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