We calculate the first correction beyond proximity force approximation for a cylindrical graphene sheet in interaction with a flat graphene sheet or a dielectric half space.
Introduction
The interaction of material bodies at distances in the micrometer and nanometer scale is of significant actual interest in view of applications in nanotechnology and for precision measurements of the Casimir force. The basic method for the calculation of the interaction forces is the Lifshitz formula [1] . It holds for planar or stratified material bodies having permittivity. Permeability as well as frequency dispersion and finite temperature may be included too. The generalization to non planar geometry is more complicated in case the variables in the underlying wave equation do not separate and for the interaction of two material bodies one is bound to the case of plane parallel geometry. However, most force measurements are done with a sphere or lens in front of a plane and there is a demand for generalizations to non planar geometry.
The most frequently used method for non planar geometry is the proximity force approximation (PFA). Here the Casimir or van der Waals force known from planar geometry is taken at the local distance and then averaged over the surfaces. In this method the curvature of the surfaces in included in the sense of a first correction. The method holds obviously for small deviation from the plane parallel geometry.
Its precision cannot be estimated since it is impossible to calculate higher order corrections by this method.
The method of PFA dates back to Derjaguin [2] and only recently it became possible to go beyond analytically. In [3] the first correction beyond PFA was calculated for a cylinder in front of a plane with conductor boundary conditions. For the part containing Dirichlet boundary conditions this was confirmed numerically by the world line method [4] . The opposite case of large and medium separations is easier and more detailed results are available, see [5] and [6] .
Another line of generalizations of the Lifshitz formula is to consider the interaction between two graphene sheets [7] having in mind applications to carbon nanotubes. The graphene sheets are described by the two dimensional plasma shell model used in [8, 9] . For thin shells this model is more appropriate because the Casimir or van der Waals forces vanish if the thickness of a dielectric layer goes to zero. In [7] the interaction between two such sheets was studied and in [10] this was generalized to the interaction of a material body with a flat graphene sheet and, further, to a cylindrical graphene sheet in front of a plane in PFA.
In the present paper we derive the generalized Lifshitz formula in the first approximation beyond PFA for a cylindrical graphene sheet in front of a flat graphene sheet or a plane material body with permittivity ǫ(ω). In both cases we consider two scalar problems corresponding to the TE and TM modes. Regrettably, in this configuration the polarizations of the electromagnetic field do not separate (in opposite to the case of a conducting wave guide). However for small separations the TM mode dominates and for large separations the ideal conductor case is recovered.
The paper is organized as follows. In the next section we collect the basic formulas of the method of [3] and generalize them to semitransparent boundaries. In section 3 we calculate the interaction energies in first approximation beyond PFA. After the conclusions some appendixes follow with details of the calculations.
Functional integration and semitransparent boundaries
In this section we start from the method of introducing boundary conditions into a functional integral by functional delta functions. The method was used in [11] for the calculation of radiative corrections to the Casimir effect. Later it was rediscovered [12] . In [6] and [3] it was used to obtain a finite expression for the Casimir interaction energy of a sphere or a cylinder with a plane for Dirichlet and conductor boundary conditions. In [5] similar results were achieved in a multiscattering approach.
Here we follow the representation given in [3] and generalize it to semitransparent boundaries. Before entering the formalism of functional integration we formulate the boundary conditions which are considered in this paper. There are two types, that on the surface of a dielectric body and that on an infinitely thin plasma shell. We mention that both are in fact rather matching conditions relating the fields on both sides of the surface. These boundaries are semitransparent in the sense that the corresponding reflection and transmission coefficients take values somewhere in the interval from zero to unity. Both turn into Dirichlet resp. Neumann boundary conditions in the limiting case of the frequency parameter going to infinity.
Plasma shell
Here we consider an infinitely thin sheet filled with a charged fluid in an oppositely charged immobile neutralizing background. This is the two dimensionale limiting case of three dimensional plasma used for example in the theory of metals. It is aimed to describe the π-electrons of a graphene sheet or a carbon nano tube. For details see [9] and papers cited therein. The interaction of such a sheet with the electromagnetic field can be reduced to matching conditions across the sheet. For a flat sheet the polarizations separate into TE and TM modes and the matching conditions read
where
is a parameter in parallel to the plasma frequency ω p in the second model. It depends on the parameters of the plasma, the density n of the electrons, their charge e and mass m. The inverse, 1/Ω, is a length which is to be compared with the geometric sizes of the interacting bodies. For a carbon nano tube we note 1/Ω = 1.5µm (see [10] , Eq.(11)), which is by two orders of magnitude lager that the corresponding value, say 1/ω p = 0.02µm for gold, in the second model. The matching conditions for the TE polarization is just the same as for a delta function potential of strength Ω for a scalar field and up to some subtleties the conditions for the TM mode correspond to a potential with the derivative of a delta function. As shortcut we will use the subscripts δ TE and δ TM .
In addition to a flat sheet we consider also a cylindrical one. In that case the polarizations do not separate (in opposite to a conducting wave guide). We define the analogous scalar problems by the same matching conditions (1) as in the case of a flat boundary on the radial functions,
with polar coordinates (r, ϕ) in the plane perpendicular the the axis of the cylinder, x 1 = r cos ϕ, x 2 = r sin ϕ. The prime denotes then the radial derivative.
Dielectric body
We consider a dielectric body with permittivity ǫ filling the half space x 1 > 0,
In order to consider later the short separation limit we need to include frequency dispersion. We take the plasma model,
where ω p is the plasma frequency. Usually, this model is used for metals.
Since the surface is flat the polarizations of the electromagnetic field separate into transverse electric (TE) and transverse magnetic (TM) modes. The well known matching conditions for the corresponding scalar functions (amplitudes) Φ(z) are
where Φ ± are the limiting values from the right and from the left of the plane and the prime denotes the derivative with respect to x 1 . Here the Fourier transform in the translational invariant directions x || = (x 2 , x 3 ), i.e., in the directions parallel to the plane, is assumed,
The amplitudes satisfy the wave equation
In the following we use the shortcuts ǫ TE and ǫ TM to identify these models.
The method of implementing boundary or matching conditions in the functional integration rests on the restriction of the integration space in a functional integral
representing the generating functional Z (or the partition function) of a field theory with a field Φ and some action S. Initially, the theory is completely arbitrary and it may contain interaction, background fields and boundaries. The functional delta function provides then the necessary restriction of the integration space to fields fulfilling additional boundary or matching conditions on a surface S. We assume that these conditions can be formulated in terms of a linear functional,
where H(z, x) is some integral kernel. For example, Dirichlet boundary conditions are given by
where the function f (z) describes the surface S = {x| x = f (z)} and z provides a parameterization of the surface S. Assuming the surface S is a plane parallel to the
For that a parameterization is z = x 2 x 3 and
In fact, below we need the corresponding quantities for a cylinder of radius R whose axis coincides with the z-axis: z = (ϕ,
The function H(z, x) for the upper line of the matching conditions (1) reads
where ∂ n + is the normal derivative on the right side of the surface (x 1 > a) and ∂ n − is that on the left side. The function H(z, x) for the lower line of the matching conditions (1) reads
Here f (z) + assumes to take the limiting value if x approaches the surface from the right side. The normal derivative can be taken on either side. Using these functions in Eq. (10) one obtains just the matching conditions (1) for a plane or, with the appropriate choice of z and f (z), for a cylinder. It should be mentioned that this method is completely general and that it holds for any boundary or matching conditions which can be written in form of a linear functional like (10) . Also, it is not restricted to a scalar field. Originally it was used in [11] for the electromagnetic field.
However, there is also a limitation of this method. It cannot been used for the matching conditions (6) on the surface of a dielectric body since there are different speeds of light on both sides and the condition cannot be expressed in form of a delta function in the functional integral. Whether this limitation can be overcome is not known at the moment. There exists an attempt to incorporate a dielectric body into the functional integral [13] but it looks too complicated and no nontrivial The configuration of a cylinder in front of the plane S example was given so far. Also the recent approach of [14] cannot solve this problem since it cannot handle the TM mode.
With the formulation (10) of the boundary conditions the method follows exactly the steps given in section 2 of [3] . One arrives at a representation of the Casimir energy in the form
where K has an integral kernel,
in the space of functions defined on S and the trace is over such functions. D(x, y) is the propagator of the initial theory defined by the action S in (9) and the transposition in H ⊤ (y, z ′ ) means that the derivatives in H act to the left. A difference of this formula as compared to Eq. (15) in [3] is that we already passed from time dependency to frequency dependent quantities by means of the corresponding Fourier transform. Also, starting from here we work in the Euclidean version.
The configuration we are interested in is shown in Fig. 1 and we proceed as follows. We consider a free scalar field in the presence of a dielectric halfspace at x 1 > a or a flat plasma shell at x 1 = a given by the action S and the functional integral (9) without the functional delta function as the initial theory. Further we consider this initial theory to interact with a cylindrical plasma shell S with radius R. This interaction is incorporated in (9) as matching conditions (1) using the functional delta function. In this way we formulated two problems, the interaction between a cylindrical plasma sheet S and In the following, to a large extend the formulas are the same for all considered problems. The shortcuts will be used for the quantities specific for the considered problem.
In general, other combinations, for example the interaction of a cylindrical shell obeying TE conditions with a plane carrying a TM condition, can be considered too but we restrict ourselves here to the cases which appear in the physical applications.
To continue we have to specify the propagator D(x, x ′ ) of the initial theory, i.e., for a flat plasma shell and for a dielectric halfspace. These are well known expressions but we need them is a somewhat specific representation, namely as a difference
where the subscript ω indicates that the Fourier transform in the time variable was done. The first term in the r.h.s.,
, is the free space propagator for a massless scalar field,
In the following we need the representations
with
which emerges from (17) after integration over k 1 and
which is the representation of the propagator in cylindrical coordinates in terms of modified Bessel functions. In Eq.(16) the addendumD ω (x, x ′ ) describes the boundary dependence of the propagator. For the flat plasma sheet we make use of the translational invariance in the directions parallel to the sheet and write down a representation in parallel to
and similar for D ω (x, x ′ ). Then the difference
is subject to the same boundary or matching conditions as before. For simplicity we start from Dirichlet boundary conditions. In that case the representationd
holds which can be checked by applying the boundary conditions, i.e., (23) with (24) inserted vanishes if either x 1 = a or x ′ 1 = a holds. Note that this representation holds for the arguments x 1 and x ′ 1 on any side of the plane at x 1 = a. For both arguments to the left of the plane the expression simplifies,
Inserted together with (19) into (23) and, further, into (18), just the well known propagator with one reflection on the mirror at x 1 = a appears. Now we write down a similar expression for the the plasma shell. For the TE matching conditions (first line in (1)) we obtaiñ
which can be checked again by applying the matching condition. For both arguments to the left of the plane the expression simplifies,
Similar expressions can be found in [15] where the propagator for a delta function potential was considered. For the TM matching condition (second line in (1)) we proceed in the same way and obtaiñ
which can also be checked by applying the matching condition (note that we are here in the Euclidean version and ω 2 enters with the apposite sign as compared to Eq. (1)). We note thatd
) has a jump if x 1 passes through a whereas the derivative is continuous. To the left of the plane the representation simplifies too,
Now we need the corresponding formulas for the dielectric half space. These are standard and can be found in many places. For the TE mode it holds
|| which is the momentum perpendicular to the plane in the medium after rotation to the imaginary axis. For the TM mode we notẽ
Obviously, the formulas (27), (29), (30) and (31) have the same dependence on x 1 and x ′ 1 and they can be joined intõ
withd ω,γ to be substituted by one of
Up to a common factor these are just the reflection coefficients of the related scattering problems. Now with the explizite expressions for the propagator D(x, x ′ ) of the initial theory at hand we return to Eq. (14) . The next step is to calculate the trace over K(z, z ′ ). We chose a convenient basis for that, namely
with respect to which all functions defined on the cylinder S can be expanded. For details see [6, 3] . Then Eq. (14) can be written in the form
We mention that K m,m ′ is an infinite dimensional matrix labeled by m and m ′ and that ln K m,m ′ is another matrix and that the trace is over the latter matrix. In Eq.(35) the translational invariance along the axis of the cylinder was taken into account and E Cas ,(35), is in fact the energy density per unit length of the cylinder.
We proceed with dividing K m,m ′ into two parts according to the subdivision in Eq. (16) and (15),
Now we remark that the functions H(z, x) appearing in the formulation (10) of the matching conditions commute with the averaging in the basis (34) and we obtain
With the same subdivision as in Eq.(16) into free space part and addendum depending on the boundary conditions on the plane in x 1 = a we define
is the free space part introduced in Eq.(20). Obviously its contribution is diagonal in m and m ′ . Next we need the functions H(z, x), Eqs.(12) and (13) for the cylindrical surface S. They read
Now we calculate K
m,m ′ . For the TE case we have
First we remark that in applying H δ TE ⊤ (r ′ ) we have to keep r = R so that d
ω,k 3 ,m (r, r ′ ) is continuous at r = R including its derivatives and we come to
Now we apply H δ TE (r) and we have to take care of the jump of the derivative with respect to r of d
Proceeding in the same way with the TM mode first we define
Application of
and finally we obtain
In this way we calculated the projection of the free space part of the propagator onto the cylinder with the matching conditions of the plamsa sheet. These expressions alone, i.e., K
, inserted into Eq.(35) would give the Casimir energy of a cylindrical plasma shell (more extactly, since the polarizations of the electromagnetic field do not separate, the Casimir energies of the two scalar problems defined by the matching conditions (1)). This Casimir energy contains ultraviolet divergences which, b.t.w., are not investigated yet. Now we calculate the second part in (37) which contains the information on the plane in x 1 = a. Here, of course, we do not have the cylindrical symmetry. For the propagatorD(x, x ′ ) inK m,m ′ , Eqs. (38), (15), we use the representations (22) with (32). We note thatD(x, x ′ ) and its derivatives are continuous at the cylinder (the jumps are on the plane at x 1 = a). Therefore, in each function H(r), Eq.(42), only the last term contributes. In this way we come to
and
with the already mentioned cylindrical coordinates x 1 = r cos ϕ, x 2 = r sin ϕ, x
We have to take these expression in the basis (34) and obtain with (22) and (32)
Introducing new variables
the transforming the integration over ϕ into an integral representation of the modified Bessel function, the f m become
With this the final representation ofK
We note that in the limiting case of Ω → ∞ where the matching conditions (1) turn into Dirichlet boundary conditions, 2ρ cosh θd ω,γ → 1 holds and K m+m ′ (58) becomes an integral representation of the modified Bessel function,
which coincides with the corresponding formulas in [6] and [3] . However, for finite Ω we are left with the integral representation (58).
For the TM case we proceed in the same way. After applying the functions H(r) (52) and projecting on the basis | k 3 , m we get
The matrix elements can be calculated in parallel to the TE case. The radial derivatives apply only to the Bessel functions I m (ρr) since K m+m ′ does not carry any dependence on r and we end up with
Again, in the limiting case Ω → ∞ we reobtain the corresponding expression for hard boundary conditions, Neumann ones in this case. By means of formulas (46), (50) and (57), (61) 
In (62) the first term gives the Casimir energy of the plasma shell cylinder alone. The decisive point of the method is now that this part carries all ultraviolet divergences which are in E Cas , Eq. (14), and that it does not depend on the distance between the plane and the cylinder. Therefore the distance dependence is solely contained in the second term in the r.h.s. of (62). It gives rise to the distance dependent part of the Casimir energy,
which does not contain any ultraviolet divergence. It serves as the basic representation for the further elaboration. Inserting (46), (50) and (57),(61) we simplify the expressions to some extend,
In this representation the information on the cylindrical plasma shell is in the first factors on the r.h.s., i.e., in R δ TE and in R δ TM , whereas the K m+m ′ by means of Eqs.(58) and (32) carry the information on the plane at x 1 = a, whose different cases will be indicated in the following by a corresponding superscript, K
3 Small separation and first correction beyond PFA
In this section we generalize the small separation expansion of section IV in [3] to the semitransparent boundaries of a plasma sheet and a dielectric half space interacting with a cylindrical plasma sheet. For the dielectric halfspace with dispersion ǫ(ω) we restrict ourselves now to the plasma model, i.e., to a permittivity given by Eq. (65) and (67). The idea of the small separation expansion is is that only high momenta, i.e., large all, ω, k 3 , m and m ′ , contribute and that one can use the asymptotic expansions of the matrix elements. Further, it is useful to expand the logarithm although at the end it needs to be summed up again. We note that this asymptotic expansion is the same as done for hard boundary conditions in [3] , however the expressions depend in addition on the parameters Ω and ω p and they are more involved.
We start by expanding the logarithm in Eq.(64),
The next step is to make the rescaling ω → ω/R and k 3 → k 3 /R which makes R disappear everywhere except for a factor 1/R 2 in front of the whole expression and for the exponential in A m+m ′ , Eq.(58), where it combines with a into
where we introduced the distance L between the cylinder and the plane and ǫ = L R , which is the small parameter at short separation. The other two length parameters in the considered problem are 1/Ω and 1/ω p . Of interest are values in the nanometer and micrometer region. The short separation expansion implies 1/Ω << R and 1/ω p << R. However, with respect to the separation L we assume them to be of the same order, i.,e., 1/Ω ∼ L and 1/ω p ∼ L. As a consequence we have to consider the combinations ΩRǫ = ΩL ≡ Ω L and ω p Rǫ = ω p L ≡ ω L which will appear in the following as being of order of one. The latter notations will be used in the intermediate steps. In order to shorten the notations, in the following we will put R = 1. The correct dimension of the energy can be restored by E Cas → E Cas /R 2 . In the final expressions, only the parameters Ω L and ω L will appear and their dimensions are restored by Ω L → ΩL and ω L → ω p L.
We proceed with the following substitutions of variables in (69). Taking into account that the integrand is an even function of ω, k 3 and m we first substitute ω = ρ sin α and k 3 = ρ cos α and then
after which the Casimir energy can be written in the form
where M is still given by Eq.(70). We note that in the TE case M does not depend on α and τ and these integrations give a factor of unity. However, in the TM case M depends on both these variables. In Eq. (73) we already made the first step in the asymptotic expansion by substituting the summations by integrations. The next step is to expand in M the A m,m ′ , which are given by Eqs. (65) and (67). We start from the factors R δ TE and R δ TM . Here we have simply to insert the uniform asymptotic expansions of the modified Bessel functions. We note that the exponential factors are the same as for hard boundaries since they cancel in the Ω-dependent denominators. We obtain
and R
where we introduced the notation
Details on the calculation and explicit expressions for P (δ T * ) and Q (δ T * ) are given in the Appendix A, Eqs.(A.3). The factor η 0 in the exponential will be considered below together with the corresponding one from K m+m ′ .
We continue with the expansion of K m+m ′ . In the case of hard boundary conditions this was due to (59) simply the asymptotic expansion of the Bessel function. Here we have to consider the integral representation (58). However, since it is very close to a known integral representation of the Bessel function we can use standard methods, namely a saddle point expansion. This done in Appendix B where also the result is stated. It consists of a factor φ, Eqs.(B.9)-(B.11), which is different for the models considered and factors which are the same as for hard boundary conditions in [3] . These factors are collected in ψ, Eq.(B.13). With all these factors at hand we obtain for the functions A m+n,m+n ′ entering M, (70),
where the factor in the exponential is the same as in [3] , Eq.(57),
Formula (78) has the same structure as Eq. (56) in [3] with the only differences that the functions a
n,n ′ and a
n,n ′ are different (they are displayed in Appendix C) and that the additional factors r (cyl) and r (plane) are present. These are in the given variables just the reflection coefficients for the corresponding boundary conditions on planes whereby r (cyl) originates from R δ TE in (65) and R δ TM in (67), i.e., from the cylinder, and r (plane) originates fromd ω,k 3 in A m+m ′ , (58), i.e., from the plane. There are four expressions,
whereby r (cyl) can be equal to the first two and r (plane) to any of them. In (80) we used the notation y, Eq.(77). The variables τ and α enter the reflection coefficients just in this combination. In the leading order for small ǫ this is the only dependence on τ and α and one of these integrations can be carried out even in the TM case. In higher orders in ǫ, from the expressions a (1/2) n,n ′ and a (1) n,n ′ , a dependence on both variables comes in. However, the dependence on τ is polynomial and can be cared for by means of the simple formula
Next we insert (78) into M, (70), and after a reexpansion we obtain
where, in order to include all contributions into the sum signs, we have to put n 0 = n s+1 = 0 formally. With these formulas the Casimir energy E Cas , (73), becomes
This expression for the Casimir energy is to some extend the final formula for the short separation expansion because the remaining integrations cannot be carried out in an explicit form (except for that over the n i ). It represents the generalized Lifshitz formula beyond PFA. In the following we discuss its basic features. First of all, the dimensions are restored by multiplying the whole expression
the dimensional factor known from the PFA is restored. The dimensions inside the above expressions are restored by means of Ω L → ΩL and ω L → ω p L. Further, it is obvious that the limes of hard boundary conditions is recovered for Ω → ∞ and ω p → ∞ since we arrive just to the same expressions as in [3] .
The first nontrivial result which follows from (84) is a confirmation of the PFA for semitransparent boundaries derived in [10] . It comes about from the leading order in ǫ, i.e., with M as → 1 in (84). With this, there is no dependence on the n i besides in η 1 and the integrations over the n i can be carried out using Eq.(66) in [3] delivering a factor of (s + 1) −1/2 . Next we observe that there is no dependence on τ so that formula (81) can be used with n = 0. Finally, the summation over s is expressed in terms of a polylogarithm, Li s (z) = ∞ n=1 z n /n s , and we arrive at
for one of the scalar problems with r (cyl) and r (plane) given by Eqs.(80). Up to differences in notations this coincides with Eq.(33) in [10] .
In order to represent the result in a more instructive manner we rewrite (84) in the form
where the factor in front is the Casimir energy for hard boundary conditions (Dirichlet for TE and and Neumann for TM, both give the same) in PFA. The function f 0 represents the relative decrease of the Casimir energy in the considered model in PFA. The function f 1 is the first contribution beyond PFA. It is also written relative to the hard boundary case for which we have [3] 
for TE,
Let us consider the PFA, i.e., the function f 0 , in more detail. It follows from Eq. (85) with r (cyl) and r (plane) for the models formulated in section 2,
The limiting value for hard boundary conditions which appears for
and L << R holds.
The opposite limiting case is << L << R. It corresponds to small separation as compared with the plasma wave length. This is the nonretarded regime or the case when the Casimir forces turn into the van der Waals forces. It was already mentioned in [10] .
To obtain that limiting case, for the TE cases one simply expands the polylogarithm formally for small L and the remaining integration then gives In this limit the TE mode is subleading. The leading contribution comes from the TM mode. Here it is impossible to simply expand the arguments of the polylogarithm because then the remaining integrations become singular. Instead on has to make the substitution either y → yω p L or y → y √ ΩL after which the limit L → 0 can be taken,
andf
.
The functionf
is shown in Fig.2 . Its limiting values aref
The functions f 0 for the (δδ)-case, i.e., for the interaction of the cylindrical plasma sheet with a flat plasma sheet, are shown in Fig.2 . For large argument they go to unity which is the hard boundary limit. For smaller argument when the sheets become more transparent they decrease whereby the function for the TE case decreases faster. The behavior at the origin is given by the upper lines in Eqs. (89) (ΩL, ω p L) for several values of the ratio of its arguments. Also for these function the limiting value for large arguments, i.e., for hard boundaries is unity and the limit for small arguments is given by the lower lines in Eqs. (89) and (90).
The first contribution beyond PFA is given by the functions f 1 in Eq.(86). These appear from the contributions proportional to √ e and to ǫ in the representation (84) of the energy with a
(1/2) n,n ′ and a (1) n,n ′ , Eqs.(C.1) till (C.8), inserted into M as , (82). The next step is then to carry out the integrations over the n i . These integrations are Gaussian since the exponential η 1 is quadratic in the n i and M as is polynomial. As seen from the explicit formulas, a (1/2) n,n ′ is odd in the n i hence the contribution proportional to √ ǫ vanishes. So we are left with the integrations of the terms proportional to ǫ. These integrations can be carried out in the same manner as in [3] . However, the results are too big as to be displayed here. After that formula It is interesting to note that the functions f 0 and f 1 are numerically quite close to each other. For the TE-mode in the (δδ)-model both functions are shown in Fig.(5) . Only for small values of the argument ΩL there is a significant difference. It comes about because in this case it is impossible to expand the integrand for the function for f 1 simply in powers of ΩL. Instead one has to make a rescaling of the integration variable and the behavior comes out to be
This behavior is different from the corresponding one in PFA (upper line in Eq. (89)).
For the TM-mode in the (δδ)-model both functions are shown in Fig.(6) . Here the behavior for small argument is the same as in PFA and can be calculated by the same substitution. The result is
As a consequence, and as seen from the upper curve in Fig.(6) , the ratio
of the two curves takes finite values for all ΩL. We mention that like in PFA the TM mode dominates at small separation. Finally we discuss the results for the (ǫδ)-model. Again, the functions f 1 are very close to the functions f 0 in PFA. So we restrict us to show in Fig.7 the function (ΩL, ω p L) with ω p = Ωλ/L for λ from λ = 0.01 (lower curve) till λ = 100 (upper curve). 
for several values of the ratio of their arguments. It is more instructive to consider the ratio of the functions, f Fig.8 . Again, the function f 1 is always a bit larger than the function f 0 keeping a finite ratio.
Conclusions
In the forgoing sections we have derived the generalization of the Lifshitz formula for the interaction of a cylindrical plasma sheet with a flat plasma sheet ((δδ)-model) and with a dielectric half space ((ǫδ)-model) in PFA and in the first approximation beyond. The limiting values for hard boundary conditions and for a separation small as compared with the plasma wave lengths of the model (which corresponds to the nonretarded regime) are considered in detail. The previously known results were reproduced. The results in PFA and beyond are represented in form of functions f 0 and f 1 describing the deviation from the hard boundary limes, numerically computed and represented in a number of figures. In general words the outcome is that these functions are very close to each other, i.e., the functions describing the ratios of the two functions f 1 and f 0 are close to unity. This allows a simpler representation of the result for the needs of practical calculations, namely as a pure superposition of PFA and the first correction beyond (as calculated so far in [3] and [4] ) and the reduction function taking care of the frequency dispersion (or transparency) of the boundaries which can be calculated for flat boundaries. In terms of formulas that would imply in a representation like (86) simply to take the function f 0 in place of the function f 1 . It can be expected that this property holds also if one considers for example a dielectric medium with a dispersion given by optical data.
Open questions are still an extension of the method to a sphere in front of a plane and for accounting for the non separation of the modes of the electromagnetic field. However, for small separations the TM mode will prevail anyway and for large separations which is equivalent to the hard boundary limes both modes are additive (for the wave guide geometry). So it can be expected that for practical calculations the above results will be sufficient at present time.
where u 1 (z) = (3(1+z 2 )−5)/(24(1+z 2 ) 3/2 ) results from the first Debye polynomial. In the same way we obtain for the TM case
. Now by make the substitution (72) and expansion with respect to ǫ delivers the expressions stated in Eq. (74) and (75) with
We took into account that Ωǫ ≡ Ω L and ω p ǫ ≡ ω L must not be considered as small.
Appendix B
In this appendix we calculate the asymptotic expansion of the expressions K m+m ′ in (65) and (67). For this we use a saddle point expansion. Let
be the integral to be considered and λ a big parameter. Assuming the function h(θ) has a minimum for some θ 0 ∈ (0, ∞), the expansion for λ → ∞ is
where g i = g (i) (θ 0 ) and h i = h (i) (θ 0 ) are the derivatives in the minimum, h ′ (θ 0 ) = 0 and η(z) is known from the uniform asymptotic expansion of the modified Bessel functions.
For applying this expansion to K m+m ′ , we have first to rewrite Eq.(58) in the form
and then to identify
With the intermediate notations
the expansion reads
We remark that the function h(θ) has just the same structure as in the known integral representation of the modified Bessel function and that the whole difference is in the function g(θ).
Next we insert the substitution (72) and reexpand taking into account that K m+m ′ enters M in (70) in fact with m → m + n and m ′ → m + n ′ . Using (32) ford ω,γ in g(θ) we obtain
where for φ in dependence on the case considered one has to insert one of the following,
These expansions were done machined, of course. Finally we collect the contributions resulting from the prefactor in (B.2) together with the expansion of the exponentials in K m+m ′ and in R δ TE and R δ TM (which was denoted by η 0 in (A.1) and (A.2)). Up to a common factor these collect into
and are used in formula (78).
Appendix C
Here we collect the expressions for a (1/2) and a (1) in Eq.(78). These are the generalizations of Eqs. (B13) in [3] and for Ω L → ∞ and ω L → ∞ the old expressions reappear. The explicit formulas are quite lengthy, (Ω L + t) 2 
2)
The corresponding function for the (ǫδ)-model have a similar structure but they are too lengthy as to be displayed here.
