We constrain the scalar field dark energy model with an inverse power-law potential, i.e., V (φ) ∝ φ −α (α > 0), from the recent cosmological observations by compiling an updated sample of Hubble parameter measurements including 30 independent data points. Our results show that the constraining power of the updated sample of H(z) data with the HST prior on H 0 is stronger than those of the SCP Union2 and Union2.1 compilations. The recent sample of the strong gravitational lensing is also adopted to confine the model even though the results are not significant. A joint analysis of the strong gravitational lensing data with the more restrictive updated Hubble parameter measurements and the Type Ia supernovae data from SCP Union2 indicates that the recent observations still can not distinguish whether dark energy is a time-independent cosmological constant or a time-varying dynamical component.
fraction, the gamma-ray burst, the angular diameter distance data of galaxy clusters, and the radio galaxy angular size data. In this paper, we will mainly investigate the constraints on the inverse power-law φCDM model from an updated sample of the Hubble parameter measurements as well as the recent strong gravitational lensing (SGL) data.
The paper is organized as follows. In Sec. 2, we review quintessence models of dark energy, mainly with an inverse power-law potential, i.e., V (φ) ∝ φ −α (α > 0). In Sec. 3, we examine constraints on the model from different observational samples, particularly updated H(z) and recent SGL data sets. Finally, we discuss our results and present our main conclusions in Sec. 4. 2 φCDM model with the inverse power-law potential Scalar fields which naturally arise in particle physics can act as candidates for dark energy to explain the late-time cosmic acceleration. So far, there have been many scalar field dark energy models, such as quintessence [19, 20] , phantom [21] , k-essence [22, 23] , and tachyon [24] . Among them, quintessence, which is canonical, is probably the most popular one.
We consider the self-interacting quintessence minimally coupled to gravity. Since quintessence is described by the scalar field φ, the corresponding dark energy models can also be called as φCDM models. In what follows, we will use the terms "quintessence" and "φCDM" essentially interchangeably. The action of the models is given by
where g is the determinant of the metric g µν , R is the Ricci scalar, m p = 1/ √ G is the Planck mass with G being the Newtonian constant of gravitation, L is the Lagrangian density for matter and radiation, and L φ is the Lagrangian density for the field φ, given by
In this work, we take a flat Friedmann-Lemaître-Robertson-Walker (FLRW) universe. In the framework, by the variation of the action in Eq. (2.1) with respect to φ, one can derive the equation of motion for φ, given bÿ
which is just the Klein-Gordon equation. In theories beyond the standard model of particle physics, such as string theory, minimal supersymmetric theory, etc., scalar fields arise naturally. However, since the underlying physics is not known at present, it is impossible to set a specific functional form for V (φ) yet. Additionally, for quintessence models, there are many kinds of V (φ) which can satisfy the requirement of the late-time accelerating expansion of the universe [16] . In 1988, Peebles and Ratra [17] proposed a scalar field that is slowly rolling down with a potential V (φ) = 1 2 κm 2 p φ −α at a large φ, where κ and α are non-negative parameters. This kind of the inverse power-law potential can not only lead to the late-time acceleration of the universe but also partially solve the two cosmological constant problems mentioned in Sec. 1. When α = 0, this φCDM model is reduced to the ΛCDM case. In this paper, we concentrate on this type of quintessence model.
The Friedmann equation of the φCDM model can be written as
where H(z) ≡ȧ/a is the Hubble parameter. The energy densities are given by
and
Based on Eqs. (2.3) and (2.4), along with the initial conditions described in Ref. [17] , one can numerically compute the Hubble parameter H(z). The parameter κ depends on α through the following equality [25] ,
According to the definition of the dimensionless density parameter, one has
In this case, the model-parameter set is p = (Ω m0 , α), where Ω m0 = Ω m (z = 0).
3 Constraints from different observational data sets
The updated Hubble parameter measurements
An independent approach was proposed by Jimenez and Loeb (2002) in Ref. [26] , which presents that the passively evolving galaxies can be used as standard cosmic chronometers whose differential age evolution as a function of the redshift can directly probe H(z). The expansion rate, i.e. the Hubble parameter, is defined as:
where the redshift z of the chronometers is known with a high accuracy based on the spectra of galaxies and the differential measurement of time (dt) at a given redshift interval (dz) automatically provides a direct measurement on H(z). Hereafter, this differential age approach will be quoted as "DA" for short.
Jimenez et al. [27] obtained one H(z) data point at z = 0.09 as the first to use the "DA" method, while Simon et al. [28] got 8 more H(z) data up to z = 1.75. Then, Stern et al. [29] improved over the H(z) measurements in Refs. [27, 28] by including two new determinations at z = 0.48 and 0.88, and listed the total 11 measurements. After that, Moresco et al. [30] provided 8 new measurements of H(z) by using both BC03 [31] and MaStro [32] stellar population synthesis models. Recently, in Ref. [33] four more H(z) data were obtained with the "DA" approach. The total 23 "DA" measurements of H(z) from Refs. [29, 30, 33] are list in Table 1 . The H(z) data within the same reference are statistically independent. However, some of them from different references may have correlations since the redshift intervals of the data to derive them have overlaps. As there is no canonical technique to estimate this kind of correlations, we choose to ignore the effect and treat the 23 "DA" data as independent measurements.
The process of the "DA" method basically contains three steps. The first step is to select an appropriate sample of passively evolving early-type galaxies (ETGs hereafter) with high-quality optical spectra. Note that the compilation of the data based on the "DA" method is in itself heterogeneous since each reference uses a different sample selection for its study. For example, Ref. [29] complemented the Keck spectra of red-envelope galaxies in 24 rich galaxy clusters with archival spectra from SDSS luminous red galaxies (LRGs) in DR6, as well as from SPICES and VVDS galaxies, while Ref. [33] utilized the selected LRGs from SDSS DR7 based on 'Carson & Nichol sample' [34] .
The second step is to gain the age information from the spectra of galaxies. The stellar-population synthesis models fit the observed spectra and then determine the age of the oldest stars in the selected galaxies (marginalizing over the metallicity). In order to investigate the systematic error arising in the age determination in the stellar population models, Ref. [29] took the mock spectra with the Charlot & Bruzual (2008) (CB08) stellarpopulation models and then recovered the age (marginalizing over the metallicity) with the BC03 models, which rely on the stellar interior and atmosphere models. The results show that the good age recovery can be obtained with a random dispersion ∼ 10% for two different stellar-population models, CB08 and BC03, especially at higher metallicities which correspond to the typical metallicity of the old and massive galaxies. Note that those with both BC03 and MaStro stellar population synthesis models in Ref. [30] are also in good accordance.
The third step is to compute differential ages at different redshifts and then to compute the H(z) measurements with Eq. (3.1). The sample should be sub-divided into several redshift intervals, and the number of the intervals is the number of H(z) measurements from the sample. The range of the redshift intervals should be not only small to reduce the statistical error, but also large enough to ensure that the age evolution in the redshift interval is larger than the error in the age determination. Subsequently, one can further fit each sub-sample by dividing it into suitably large redshift bins and acquire the H(z) measurement in the given redshift interval at an effective redshift. While the redshift bins should be small to avoid incorporating galaxies that have already evolved in ages, but large enough for the sparse sample to have more than one galaxy in most of the bins. For more details on the selections of the redshift interval and binning, see Ref. [28] .
The systematic error of the "DA" method is related to the metallicity range spanned by the data, and the star formation history (SFH), as well as the adopted stellar population synthesis models, etc. From the Table 4 of Ref. [30] , one can find out that the systematic error is about 1-10%, while the total error is about 5-14% in the redshift range 0.15 < z < 1.1. More details on the systematic error are available from Refs. [29, 30] .
Another independent way is to measure H(z) from the clustering of galaxies or quasars. Hereafter, this approach will be quoted as "Clustering" for short. It was first put forward by Gaztañaga et al. [35] to get a direct measurement of H(z) by using the BAO peak position as a standard ruler in the radial direction. Most detections of the BAO have used spherically averaged clustering statistics, yielding a measurement of
which is a combination of the Hubble parameter H(z) and the angular diameter distance D A (z). However, by separating the clustering of the LRG sample in the SDSS DR6 and DR7 into the line-of-sight (LOS) and transverse information, Ref. [35] directly inferred H(z) from the LOS data. Two independent measurements of H(z) are found: H(z = 0.24) = 79.69 ± 2.32(±1.29) km/s/Mpc for z = 0.15 − 0.30 and H(z = 0.43) = 86.45 ± 3.27(±1.69) km/s/Mpc for z = 0.40 − 0.47, where the first and second errors are the statistical and systematical errors, σ stat and σ sys , respectively. We also report the total error, estimated by summing in quadrature the statistical and systematic errors shown in Table 1 . The systematic error mainly arises from the fitting methodology of determining the sound horizon from the galaxy correlation function, the magnification bias, and the choices of the radial selection function and the angular mask as well as the model used in the Monte Carlo simulations to estimate the statistical error.
Blake et al. in Ref. [36] took a more indirect route with the WiggleZ Dark Energy survey. They first used the angle-averaged galaxy correlation function to determine the acoustic parameter
, and then fitted the 2D power spectrum to extract the Alcock-Paczynski distortion parameter F (z) ∝ D A (z)H(z). At last, by using the joint measurements of A(z) and F (z), they broke the degeneracy between D A (z) and H(z) and got the measurements of D A (z) and H(z) at three effective redshifts. The corresponding measurements of H(z) are H(z = 0.44) = 82.6 ± 7.8 km/s/Mpc for z = 0.2−0.6, H(z = 0.6) = 87.9±6.1 km/s/Mpc for z = 0.4−0.8, and H(z = 0.73) = 97.3±7.0 km/s/Mpc for z = 0.6 − 1.0. Since the covariance matrix of the three H(z) measurements is not available from Ref. [36] , we just employ the two independent measurements, i.e., H(z = 0.44) and H(z = 0.73).
Chuang and Wang in Ref.
[37] adopted a phenomenological model for the effective multipoles of the correlation function and decomposed the BAO peak into radio and angular components to extract directly H(z) and D A (z) from the SDSS DR7 LRG sample, resulting in H(z = 0.35) = 79 ± 12 km/s/Mpc and H(z = 0.35) = 82.7 ± 8.4 km/s/Mpc with 40 < s < 120h −1 Mpc and 25 < s < 120h −1 Mpc, respectively. As the constraints become tighter by including the smaller scales, in Ref. [37] they used those of 25 < s < 120h −1 Mpc as the fiducial results. In this work, we also take H(z = 0.35) = 82.7 ± 8.4 km/s/Mpc with 25 < s < 120h −1 Mpc.
Anderson et al. in Ref [38] measured H(z) and D A (z) at the effective redshift z = 0.57 from SDSS III Baryon Oscillation Spectroscopic Survey (SDSS-III/BOSS) DR9 by applying the density-field reconstruction to an anisotropic analysis of the BAO peak. The measurement of H(z) is H(z = 0.57) = 92.9 ± 7.8 km/s/Mpc, where the systematic error is below 1%, which is negligible compared to the statistical one. Busca et al. in Ref. [39] presented the first observation of the BAO peak by using the Lyα forest of BOSS quasars, which also gives the first BAO detection deep in the matter dominated epoch at z = 2.3. Combined with the CMB constraints, they found
The total 7 "Clustering" measurements of H(z) from Refs. [35] [36] [37] [38] [39] are list in Table 1 . In general, there are redshift interval overlaps for the 7 H(z) data derived from clustering. As these H(z) measurements are generally derived from different surveys (SDSS, Wigglez) and objects/observables (LRGs, main galaxies, Lyα forest of quasars), these data are assumed to be independent.
We constrain cosmological parameters by minimizing χ 2 H , 2) where N is the number of data points, z i is the redshift at which H(z i ) has been measured, H th is the predicted value of H(z) in the cosmological model and H obs is the measured value. From χ 2 H (H 0 , p), we can compute the likelihood function L H (H 0 , p). We then treat H 0 as a nuisance parameter and marginalize over it by using a gaussian prior with the meanH 0 and one standard deviation width σ H 0 by doing the integral
to get a likelihood function L H (p) that is a function of only the cosmological parameters of interest (see, e.g., Ref. [40] ). The best-fit parameter values p * are those that maximize the likelihood function L H (p), or equivalently minimize χ 2 H (p) = −2L H (p). The contours of 1, 2 and 3 σ constraints correspond to the sets of cosmological parameters (centered on p * ) bounded by χ 2
H (p*) + 6.17, and χ 2 H (p) = χ 2 H (p*) + 11.8, respectively. It is worth to point out that the prior value of the Hubble constant H 0 significantly affects the cosmological parameter estimation [40] [41] [42] . In this work, we use the Gaussian prior on H 0 directly from the Hubble Space Telescope (HST) observations of Cepheid variables with H 0 = 73.8 ± 2.4 km/s/Mpc [43] .
Due to the differences between the "DA" and "Clustering" data, we first study them separately as shown in the left panel of Fig. 1 . We see that the constraints from these two sub-samples are consistent in 1σ, implying that the systematical errors are subdominant in comparison to the statistical ones. Furthermore, the constraints from "Clustering" data are tighter than those from the "DA" data, which can be understood from Table 1 as the uncertainties of the "DA" data are generally larger than those of the "Clustering" ones. Then, by combining both the "DA" and "Clustering" data-sets, the results are presented as the gray shaded regions in the left panel of Fig. 1 . Studies on the model from previous samples of the H(z) data are also available from the literature [40, 42, 44, 45] . The results from the updated sample listed in the present work are significantly better than those from the much earlier samples with fewer data points [44, 45] . We remark that, in Refs. [40, 42] with the recent H(z) data, two different prior values of H 0 , namely, H 0 = 68 ± 2.8 kms −1 Mpc −1 and H 0 = 73.8 ± 2.4 kms −1 Mpc −1 , are adopted. To eliminate the effect of the prior value of H 0 , we can compare the constraints from our combined H(z) sample with those shown in Fig. 3 of Ref. [40] and Fig. 3 of Ref. [42] for the same prior H 0 = 73.8 ± 2.4 km/s/Mpc. We note that the three correlated H(z) measurements taken from Ref. [36] were simultaneously used in Ref. [42] without considering the covariance matrix. In addition, the H(z = 0.35) measurement from Ref. [37] was mistakenly quoted as H(z = 0.35) = 76.3 ± 5.6 km/s/Mpc.
In order to make a comparison, we display the constraints from the two recent SNe Ia samples, i.e., SCP Union2 [46] and Union2.1 [47] compilations in the right panel of Fig. 1 . One finds that the constraints from the "DA" data are comparable to those from the SNe Ia samples. However, those from the "Clustering" data and the combined H(z) sample are more restrictive than the SNe Ia ones. In Refs. [46] and [47] , SALT2 [48] were used to fit the supernova light curves. Note that in the SALT2 method there are three parameters:
x 0 , x 1 , and c, corresponding to the overall normalization to the time dependent spectral energy distribution (SED) of a SN Ia, the deviation from the average light curve shape, and the deviation from the mean SN Ia B − V color, respectively. We then combine x 1 , c and the integrated B-band flux of SALT2 SED at the maximum light m max B to form the distance modulus, given by
where M B is the absolute B-band magnitude, and α, β and M B are nuisance parameters which are estimated simultaneously with the cosmological parameters and are marginalized over when obtaining the parameters of interest. The theoretical (predicted) distance modulus is µ th (z; p,
where µ 0 = 42.38 − 5 log 10 h, which is also treated as a nuisance parameter, and the Hubble-free luminosity distance is given by
The best-fit cosmological parameters from SNe Ia data are determined by minimizing
where N is the number of the data points, and a detailed discussion of this equation can be found in Refs. [46, 47] . One can refer to Ref. [49] for the methodology and process of marginalizing over the nuisance parameters.
The recent strong gravitational lensing data
In the framework of general relativity, the presence of matter can curve spacetime, so that the path of a light ray will be deflected. This process is called gravitational lensing. The strong gravitational lensing (SGL) occurs whenever the source, lens and observer are so well aligned that the observer-source direction lies inside the so-called Einstein ring of the lens. In the cosmological context, the source can be a quasar or galaxy with a galaxy or galaxy cluster acting as the lens. We will be concerned with both the lensing galaxy and cluster systems. In the SGL systems, there are easily visible distortions such as the formations of multiple images, arcs or even Einstein rings. In terms of the significant phenomena, sufficient observational data and advanced techniques of the data analysis, the SGL has been developed as an important astrophysical tool for probing cosmology. It is known that in an axisymmetric lens, multiple images can only form in the vicinity of the so-called Einstein ring at an angle θ E from the center of the lens [50] . Most of the lensing analyses have the Einstein radius (θ E ) as a basic quantity. In this work, we assume that the lens galaxies can be represented by the singular isothermal sphere (SIS) or singular isothermal ellipsoid (SIE) models. Moreover, the ellipticity in the lens galaxy mainly affects the relative numbers of two-and four-image lenses but not their overall 
measurements. The critical radius (Einstein radius) in the SIS lens or its SIE equivalent is given by
which depends on the specific cosmological model, where D ls is the distances between the lens and source and D s the observer and source. Note that in the SIS model, the separation between lensed images is always 2θ E [51] . The velocity dispersion σ SIS of the mass distribution and the observed stellar velocity dispersion σ 0 does not have to be the same. By following Refs. [52] [53] [54] , we adopt a parameter f E to relate σ SIS and σ 0 :
where f E is kept as a free parameter to mimic the effects of several systematic errors (see Refs. [53, 54] for detailed discussions) from (i) those in the root-mean-square (rms) difference between σ 0 and σ SIS , (ii) the rms error caused by assuming the SIS model in order to translate the observed image separation into θ E as the observed image separation does not directly correspond to θ E , and (iii) soften isothermal sphere potentials which tend to decrease the typical image separations [55] . The parameter f E is expected to be (0.8) 1/2 < f E < (1.2) 1/2 [53] . In the method used in this paper, the cosmological model enters not through a distance measure directly, but rather a distance ratio 10) where in the framework of the flat FLRW metric the theoretical values of D s and D ls can be obtained by
and 12) respectively, where c is the velocity of light and z l(s) is the redshift of the lens (source). With Eq. (3.8), one can obtain the corresponding observable counterpart
with its uncertainty calculated through the propagation equation concerning the errors on σ 0 and θ E , where the Einstein radius θ E is obtained from image astrometry, the stellar velocity dispersion σ 0 from spectroscopy, and "LG" is short for "Lensing Galaxy". This method is independent of the Hubble constant (which gets canceled in the distance ratio) and not affected by dust absorption or source evolutionary effects. However, it depends on the measurements of σ 0 and θ E . In practice, the estimation of the Einstein radius θ E from observed image positions depends on the lens modeling (e.g. the SIS or SIE assumption). Moreover, the image separation could be affected by nearby masses (satellites, neighbor galaxies) and the structure along the line of sight, etc. These effects can lead to a ∼ 5% systematic uncertainty in θ E [56] . Additionally, from various sources of the lens system, we can roughly say that the error of the velocity dispersion is about 5% (∆σ 0 /σ 0 ∼ 5%) [57] . Briefly speaking, in Eq. (3.13) the introduction of f E accounts for systematic errors associated with both σ 0 and θ E . Cosmological model parameters constrained from the distance ratio D ls /D s data of the lensing galaxy systems can be estimated by minimizing the chi-square: 14) which depends on the model parameter p as well as the nuisance parameter f E . We assume that the distribution of f E is a uniform function, P (f E ), with the prior (0.8) 1/2 < f E < (1.2) 1/2 [53] , and marginalize over f E by doing the integral
In practice, we maximize the likelihood L LG (p), or equivalently minimize χ 2
LG (p) = −2 ln L LG (p), with respect to the parameter p to find the best-fit parameters. We consider a combined sample of 70 galaxy-lens systems with quasars or galaxies as sources from Sloan Lens ACS (SLACS) and Lens Structure and Dynamics (LSD) surveys [56, [58] [59] [60] [61] [62] [63] [64] [65] . These 70 data points were listed in Table 1 of Ref. [54] . It is worth to point out that the values of D obs listed in Ref. [54] are obtained with f E = 1. In other words, they are in fact the values of
. We pick out 63 data points from the 70 ones with the selection criterion of D ls /D s < 1, which means that the distance between the lens and source should be always smaller than that between the source and observer [66] . In practice, these 63 data are employed in our analyses.
In addition, galaxy clusters, as the largest dynamic systems known in the universe, have their unique advantages for cosmology. Strong lensing by galaxy clusters with galaxies acting as sources can produce giant arcs around the clusters, which are perfect indicators of their surface mass densities, while the mass distributions of the cluster mass halos can be modeled from the X-ray luminosity and temperature. As a result, one can derive an observational value to constrain cosmological parameters [67, 68] . When a galaxy cluster is relaxed enough, the pressure of its hot gas can balance its self-gravity. In this case, the hydrostatic isothermal spherical symmetric β-model [69] can be used to describe the intracluster medium (ICM) density profile: n e (r) = n e0 (1 + r 2 /r 2 c ) −3β X /2 , where n e0 is the central electron density, β X describes the slope, and r c stands for the core radius. Assuming the whole gas is isothermal with the temperature T X , the gravity of the relaxed cluster and its gas pressure should balance each other according to the hydrostatic condition. With the approximation of the spherical symmetry, the cluster mass profile can be given by M (r) = (3k B T X β X /Gµm p )(r 3 /r 2 c + r 2 ), where k B is the Boltzmann constant, m p is the proton mass, and µ is the mean molecular weight, which is usually equal to 0.6 [70] . Subsequently, one can get the theoretical projected surface density:
According to the strong lensing equation of the isothermal sphere, the lensing mass [50] should be 17) where T X , β X and θ c all come from the X-ray data fittings. The position of the tangential critical curve θ t is usually deemed equal to the observed arc position θ arc . Considering the deviation of the extended lensing source position, the deflecting angle has a slight difference from the arc radius angle with θ t = ǫθ arc , where the correction factor is ǫ = (1/ √ 1.2) ± 0.04 [71] . Mass values from the above two equations should be consistent with each other for a spherical relaxed cluster, so that a Hubble constant independent ratio can be expressed as 18) where "LC" is short for "Lensing Cluster". The corresponding theoretical value is obtained from Eq. (3.10). Recently, Yu & Zhu [72] collected a sample of 10 lensing galaxy clusters carefully selected from strong gravitational lensing systems which have both X-ray satellite observations and optical giant luminous arcs with known redshifts. The sample satisfies the following selection criteria. Firstly, the distance between the lens and source should be always smaller than that the arc source and observer, i.e., D ls /D s < 1. Secondly, the arcs whose positions are too far from the characteristic radius (θ arc > 3θ c ) should be discarded. The priors of all the necessary parameters included in Eq. (3.18) can be found in Table 1 Sample Ω m0 α χ 2 min /d.o.f H(z) data 0.15 < Ω m0 < 0.31 0 < α < 1.74 27.4/30 H(z) data + SGL 0.15 < Ω m0 < 0.31 0 < α < 1.80 113.7/103 H(z) data + SCP Uinon2 0.16 < Ω m0 < 0.31 0 < α < 1.47 559.1/587 H(z) data + SGL + SCP Uinon2 0.15 < Ω m0 < 0.31 0 < α < 1.54 645.4/660 of Ref. [72] . One can confine the model with the sample of lensing clusters by minimizing the χ 2 LC function
The top panel of Fig. 2 illustrates constraints on the model parameters from the sample of 63 lensing galaxy systems. The best-fit pair is (Ω m0 , α) = (0.01, 5.0) with the minimum χ 2
LG = 69.7. The results from the 10 lensing cluster systems are displayed in the middle panel of Fig. 2 . The best-fit pair is (Ω m0 , α) = (0.17, 0.0) with the minimum χ 2 LC = 13.5. The combination of the lensing galaxy and lensing cluster systems is presented in the bottom panel of Fig. 2 . The relevant chi-square statistics is χ 2 SGL = χ 2
LG + χ 2 LC , where the best fit is (Ω m0 , α) = (0.02, 4.47) with the minimum χ 2 SGL = 84.2. It shows that the recent lensing galaxy and lensing cluster data sets cannot supply significant constraints on the cosmological parameters. Fig. 3 illustrates our model parameters from different joint samples, including a combination of the updated H(z) (both "DA" and "Clustering") and SGL (both lensing galaxy and lensing cluster) data, along with a joint of the H(z) and SGL data and the SCP "Union2" compilation of SNe Ia. The intervals of the parameters constrained from different samples at 3 σ confidence level are presented in Table 2 .
Joint samples

Discussions and conclusions
We have concentrated on a quintessence model of dark energy with an inverse powerlaw potential V (φ) ∝ φ −α (α > 0), in which the scalar field is taken as a candidate of dark energy to drive the late-time acceleration of the universe. This model is also proven to alleviate the cosmological constant problems. When α = 0, it is reduced to the corresponding ΛCDM model.
We have compiled and used a new sample of Hubble parameter measurements with 30 data points to constrain the parameters of the φCDM model. It turns out that the constraining power of the new H(z) sample with the HST prior on H 0 is stronger than that of the recent SNe Ia sample. The recent SGL sample has also been employed to constrain the model parameters. However, the results indicate that constraints on the cosmological parameters from the recent SGL sample are loose. The observational data that we have studied here still can not distinguish whether dark energy is a time-independent cosmological constant or a time-varying dynamical component. The complementary cosmological probes, such as the strong gravitational lensing and angular diameter distance measurements of galaxy clusters [73] , do not yet carry as much statistical weight as the SNe Ia, CMB, BAO and Hubble parameter data, but they are clearly necessary and important. 
