Abstract. Cyberbullying is a phenomenon which negatively affects the individuals, the victims suffer from various mental issues, ranging from depression, loneliness, anxiety to low self-esteem. In parallel with the pervasive use of social media, cyberbullying is becoming more and more prevalent. Traditional mechanisms to fight against cyberbullying include the use of standards and guidelines, human moderators, and blacklists based on the profane words. However, these mechanisms fall short in social media and cannot scale well. Therefore, it is necessary to develop a principled learning framework to automatically detect cyberbullying behaviors. However, it is a challenging task due to short, noisy and unstructured content information and intentional obfuscation of the abusive words or phrases by social media users. Motivated by sociological and psychological findings on bullying behaviors and the correlation with emotions, we propose to leverage sentiment information to detect cyberbullying behaviors in social media by proposing a sentiment informed cyberbullying detection framework. Experimental results on two realworld, publicly available social media datasets show the superiority of the proposed framework. Further studies validate the effectiveness of leveraging sentiment information for cyberbullying detection.
Introduction
Cyberbullying is an increasingly important and serious social problem, which can negatively affect the individuals. It is defined as the phenomena of using the internet, cell phones and other electronic devices to willfully hurt or harass others. Due to the recent popularity and growth of social media platforms such as Facebook and Twitter, cyberbullying is becoming more and more prevalent.
It has been identified as a serious national health concern by the American Psychological Association and the White House. In addition to that, according to the recent report by National Crime Prevention Council, more than 40% of teens in the US have been bullied on social media platforms [1] . The victims of cyberbullying often suffer from depression, loneliness, anxiety and low selfesteem [2] . In more tragic scenarios, the victims might attempt suicide or suffer from interpersonal problems. Since cyberbullying is not restricted by time and place, it has more insidious effects than traditional forms of bullying [3] .
Traditional mechanisms to combat cyberbullying behaviors include the development of standards and guidelines that all users must adhere to, employment of human editors to manually check the bullying behavior, the use of profane word lists, and the use of regular expressions, etc. However, these mechanisms fall short in social media since social media data is naturally dynamic [4] . As a result, the maintenance of these mechanisms is time and labor consuming. Also, they cannot scale well. Therefore, it demands the use of a principled learning framework to accurately detect new cyberbullying behaviors automatically.
The detection of cyberbullying in social media is a far more challenging task than one can expect due to the following two reasons: First, the content information in social media is short, noisy and unstructured [5] . The short and unstructured texts make traditional text representation techniques, i.e., bag-of-words very sparse and high-dimensional. As a result, traditional machine learning classifiers often cannot work well due to the curse of dimensionality [6] . Second, the users in social media intentionally obfuscate the words or phrases in the sentence to evade the manual and automatic checking. Obfuscation such as "n00b" makes it impossible for traditional mechanisms to accurately detect abusive words or phrases, leading to more false positives.
Previous psychological and sociological studies on the bullying behaviors and emotional intelligence suggest that emotional information can be used to better understand the bullying behaviors [7] . Emotional intelligence refers to the ability of an individual to accurately perceive emotion, use emotions to facilitate thought, understand and manage the emotion [8] . The lower the emotional intelligence of the user, the more likely an individual will be involved in the bullying behaviors [9] . Motivated from this insight, we investigate if the use of sentiment information of the post content could help better understand and accurately detect cyberbullying behaviors in social media.
In this paper, we attempt to perform cyberbullying detection in a supervised way by proposing a principled learning framework. More specifically, we first investigate whether sentiment information is particularly correlated with cyberbullying behaviors. Then, we discuss how to deal with short, noisy, unstructured content and how to properly leverage sentiment information for cyberbullying detection. Methodologically, we present a novel learning framework called Sentiment Informed Cyberbullying Detection (SICD). Experiments on two real-world social media datasets validate the effectiveness of the proposed framework. To summarize, we make the following contributions:
-We formally define the problem of sentiment informed cyberbullying detection in social media; -We verify the sentiment difference between normal posts and bullying posts by comparing their sentiment score distributions; -We present a principled learning framework which leverages sentiment information of user posts to detect cyberbullying in social media; and -We perform empirical experimental studies on two real-world, publicly available social media datasets to verify the efficacy of the proposed framework. 
Problem Definition
We first introduce the notations used in this paper. We use boldface uppercase letters (e.g., A) to denote matrices, boldface lowercase letters to denote vectors (e.g., a) and lowercase letters (e.g., ) to denote scalars. We denote the transpose of matrix A as A and the transpose of vector a as a . Tr(A) denotes the trace of matrix A if it is square. The entry of matrix A at the row and column is denoted as A . We denote the -th row of matrix A as A * and the -th column Given a corpus of social media posts with the content information X and the label information Y, the user-post relationships R and the sentiment score of posts e, we aim to learn a classifier W to automatically detect whether the unseen social media posts (i.e., test data) are normal posts or bullying posts.
Exploratory Data Analysis
One important motivation of the problem we study is to investigate the correlation between sentiment information and cyberbullying behaviors. We first introduce two real-world social media datasets and then present our observations from these two datasets. We use two publicly available social media datasets, both datasets contain labeled social media posts, i.e., the post is either labeled as normal or bullying.
Datasets
Twitter is a microblogging website which allows users to post 140 characters messages. The posts in this dataset have been manually labeled as bullying or normal. This dataset has been kindly provided by Xu et al [2] .
MySpace is a social networking website which allows its registered users to view pictures, read chat and check other users' profile information. Also, each post in the dataset is manually labeled as normal or bullying. This dataset has been kindly provided by Bayzick et al [10] .
Detailed statistics of these two datasets are summarized in Table 1 .
Verifying the Sentiment Score Distribution Difference
Sentiment Score 
Verifying Sentiment Consistency
In this subsection, we aim to investigate whether the sentiment scores of two posts with the same class labels, i.e., both posts are normal or bullying, are more similar than two randomly chosen posts. We use two-sampled -test to verify the statistical significance of the above-stated hypothesis. 
Modeling Content of Social Media Posts
In order to find better text representation for cyberbullying detection, we employ unigram model with TF-IDF as feature values due to its success in cyberbullying detection [12] . Also, we perform stopwords removal and stemming.
In social media, the posts made by users are often short, noisy and unstructured. Also, these posts are not necessarily about the same topic which causes the vocabulary size to be extremely large. Hence, traditional text representation techniques such as n-grams and bag-of-words become extremely high-dimensional. Also, short text content of posts causes these feature representations to be extremely sparse. Such high-dimensional and sparse feature representations often cause poor prediction performance of traditional machine classifiers.
In recent years, sparse learning has been widely used to alleviate the negative effects of high-dimensional features to improve the prediction performance.
Hence, we employ sparse learning techniques to deal with sparse, noisy and unstructured posts. More specifically, we use ℓ 2,1 -norm regularization term to seek a more compact feature space. The ℓ 2,1 -norm regularization selects a subset of relevant features across all the data instances with joint sparsity [13, 14] . The classification problem then can be formulated as follows:
where is a parameter to control the feature sparsity. In the above formulation, the first term minimizes the least squared loss between post content and class labels and the second term seeks a more compact feature representation.
Modeling User-Post Relationships
Text data in social media is often linked due to the presence of various social relations, and these correlations can be explained by well-received social science theories such as Homophily [15] and Social Influence [16] . In particular, we hy- In order to model the above mentioned user-post relationships, we propose to add a regularization term to minimize the label difference of the two posts if they are from the same user. Specifically, we first construct an affinity matrix A ∈ IR n×n from matrix R as follows: A = R R, such that A = 1 denotes that two social media posts are by the same user and A = 0 otherwise. With this, the user-post relationships can be modeled by minimizing the following term: To model sentiment information of posts, we construct an undirected affinity graph S ∈ IR n×n where each node denotes a social media post and edge weight denotes the sentiment similarity. In this paper, we propose to construct thenearest neighbor graph to model the sentiment affinity between different posts.
More specifically, the matrix S can be defined as: Laplacian [17] . The key idea is that if the sentiment scores of two posts are close to each other, their labels are similar. We formulate the above idea by minimizing the following term:
where L S = D S − S is the Laplacian matrix of the sentiment affinity matrix S. Here, D S denotes the diagonal degree matrix with D S = ∑︀ S .
Sentiment Informed Cyberbullying Detection (SICD)
As illustrated from the previous sections, we employ sparse learning to model the content of the social media post. Also, we model user-post relationships and sentiment information. By considering all the types of the information, the task of sentiment informed cyberbullying detection can be formulated as: 
Algorithmic Details
Due to the presence of the ℓ 2,1 -norm, the optimization problem in Eq. (4) is nonsmooth but convex. Now we introduce how to solve the optimization problem along with the time complexity analysis.
Optimization Algorithm for SICD
A natural choice to solve the optimization problem in Eq. (4) is to use subgradient descent method [18] . However, it has a very slow convergence rate, i.e.,
( 
(W, W ) is defined as:
where is the step size that can be determined by the backtracking line search algorithm. ⟨A, B⟩ denotes the dot product between two matrices A and B: ⟨A, B⟩ = Tr(A B). The gradient of the smooth part (W) is formulated as:
In Eq. (6), we ignore the terms that are not related to W and the objective function boils down to the following optimization problem:
where
The above problem can be further decomposed into sub-problems. Each sub-problem can be formally formulated as follows:
where the w +1 , w and u are the -th row of the matrix W +1 , W and U , respectively. Given the value of , the Euclidean projection of the above optimization problem has a closed-form solution, which can be formulated as:
0;
otherwise.
Since the algorithm described above has closed-form Euclidean projection [20] , hence it has the same convergence rate (i.e., 1 ) as traditional gradient descent algorithms for smooth convex optimization problems. As discussed in [20] , the proximal algorithm can be further accelerated to achieve the optimal convergence rate of 
Time Complexity Analysis
Given a corpus of C with social media posts and a feature dimension of , it requires ( ) operations to obtain the gradient of the least squared formulation. The Euclidean projection for the ℓ 2,1 -norm according to Eq.(10) requires (2 ) operations [20] . Third, the Laplacian regularization for the modeling of userpost relationships requires ( ). Similarly, the Laplacian regularization for the modeling of sentiment information also requires ( ). Also, by employing the Nestrov's accelerated method, we can achieve the optimal convergence rate of 
Experiments
In this section, we perform experiments to evaluate the effectiveness of the proposed SICD framework. After introducing the experimental settings, we present the detailed experimental results.
Experimental Settings
We follow standard experimental settings [12] to evaluate the performance of the proposed SICD framework. To avoid the bias brought by imbalanced class distributions, we use AUC and F1-measure as the classification metrics.
There are three positive parameters involved in our framework. controls the contribution of the sparse regularization. controls the contribution of user-post relationships and controls the contribution of sentiment information modeling.
In the experiments, we set these parameters as = 0.1, = 0.1, = 0.05, and = 20 for the -nearest neighbor in Eq.(3) by using grid search strategies. 
Performance Evaluation
We compare our proposed SICD framework with the following baseline methods:
-LS: Traditional linear classification method with least squared loss [22] . -Lasso: This is a supervised sparse learning method [22] which uses ℓ 1 -norm sparse regularization on the basis of least squared loss.
-MF: We perform NMF [23] on the content information for a compact representation and then apply SVM.
-POS: This method uses TF-IDF features, POS-tags of the bigrams, and the list of profane words as feature sets and then classifies posts using SVM [24] .
-USER: This method uses TF-IDF features, and user related features such as gender and age as feature sets and then classifies posts using SVM [12] .
For the USER baseline, if the user did not provide age or gender information, we impute the age information by the mean value and gender information by the most frequent value of others. For all methods, we perform five-fold crossvalidation and report the average results. Particularly, we first divide 80% of the data as training data and the remaining 20% as the test set. The Table 2 and Table 3 summarize the results on the Twitter dataset and MySpace dataset, respectively. It should be noted that in these tables, the training ratio is varied among the 80% training data. Fig. 3 . Prominent words for Twitter dataset.
We draw the following observations from these two tables:
-SICD consistently outperforms other baseline methods on both datasets with the varied training ratio. We also perform pairwise Wilcoxon signed-rank test [25] between SICD and other baselines, the results show that SICD is statistically significant better (with significance level = 0.01).
-Lasso and MF both achieves better performance than LS. It indicates that performing dimensionality reduction on the original content matrix can reduce the noisy information contained and helps improve the performance.
-As we increase the training ratio from 10% to 90%, the performance of SICD tends to increase gradually. It shows that more training data helps achieve better performance on the cyberbullying detection problem.
-POS outperforms LS, Lasso and MF, which indicates that POS tags of the frequent bi-grams and the list of profane words are often good indicators of cyberbullying behaviors.
-Similarly, USER outperforms LS, Lasso and MF which indicates that adding user based features such as gender and age helps improve the classification performance. However, it is inferior to the proposed SICD, one potential reason is that the age or gender information is often scarcely available in social media due to privacy reasons [26, 27] .
- Fig. 3 demonstrates the prediction by SICD visually for the Twitter dataset.
The top words for the bullying posts according to the ground truth and prediction by SICD are described in the top-left and bottom-left part of Fig. 3 . Similarly, the top words for the normal post according to the ground truth and SICD are described in the top-right and bottom-right part of the Fig. 3 . As we can observe, there is a significant overlap of the words in ground truth and prediction by SICD which visually demonstrates the effectiveness of the proposed framework.
Impact of Sentiment Information
In order to investigate the impact of sentiment information on cyberbullying detection, we assess the effectiveness of different types of information in SICD.
In particular, we compare our proposed method with the following methods: Table 4 . Impact of sentiment information in Twitter and MySpace datasets. 
Related Work
In this section, we briefly introduce the related work in cyberbullying detection and sentiment analysis in social media.
We first briefly review the related literature of detecting cyberbullying behaviors in social media. Dinakar et al. [24] proposed the problem of modeling textual information to detect cyberbullying behaviors on the web. They used concatenation of several feature sets, such as TF-IDF features, POS tags of frequent bigrams and list of profane words to predict the presence of bullying. Dadvar et al. [12] used the user related features such as gender, age to show that such user based features can be used to improve the prediction performance. Xu et al. [2] proposed several models such as BoW based models, LSA (Latent Semantic Analysis) based and LDA based models to predict the bullying behaviors in social media. However, most of them presented an exploratory study rather than providing a principled learning framework. Dinakar et al. [1] presented a common sense based reasoning approach to construct the bullying knowledge base and incorporated it into the cyberbullying detection framework. However, the construction of such knowledge base for each dataset is a labor intensive work.
Also, real-world social networks often evolve over time which makes the development of this knowledge base even more difficult and time-consuming. In the later work, Squicciarini et al. [3] presented an approach based on pairwise interactions between users in social networks to identify the bullying users. Particularly, the authors considered interactions of the cyberbullies with normal users in addition to the bag-of-words text analysis.
Another research area related to our work is sentiment analysis in social media. Traditional sentiment analysis has been extensively studied in literature.
It has been applied to different corpus such as product reviews [28] [29] [30] , movie reviews [31, 32] and newspaper articles [33] . Recently, the sentiment analysis in social media has received increasing attention since social media is an opinionrich resource. Sentiment analysis finds many applications in social media realm [34] [35] [36] such as poll-rating prediction [37] , event detection and prediction [38] .
However, the use of sentiment analysis to detect malicious behaviors in social media is limited. One particular use of sentiment analysis to detect malicious posts from social media is done by Cambria et al. [39] . [40] used sentiment analysis to identify various emotions from the bullying behaviors. More specifically, the authors used a trained model and applied it to the Twitter dataset to discover various emotional patterns. However, this work is different from ours as we leverage the sentiment score difference between normal posts and bullying posts and proposed a principle learning framework.
Conclusion and Future Work
In this paper, we study the problem of sentiment informed cyberbullying detection in social media. The unique characteristics of the social media data and intentional obfuscation of the abusive words present unique challenges for cy- There are many future directions. Most of the work done so far in cyberbullying detection has been found in the English language. However, it is important to develop methods to handle other languages as well. Another future work is to investigate the impact of the sarcasm information hidden in the posts for cyberbullying detection.
