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Abstract: In this paper, we study the zero set of the Hopf construction map F n : A n × A n → A n × A 0 given by F n (x, y) = (2xy, ||y|| 2 − ||x|| 2 ) for n ≥ 4, where A n is the Cayley-Dickson algebra of dimension 2 n on R.
Introduction: Let f 1 : S 3 → S 2 , f 2 : S 7 → S 4 and f 3 : S 15 → S 8 be the classical Hopf maps; these can be defined using the Hopf construction: Let A 1 = C, A 2 = H and A 3 = ø be the complex, quaternion and octonion numbers respectively and F n : A n × A n → A n × R are given by F n (x, y) = (2xy, ||y|| 2 − ||x|| 2 )
for n = 1, 2, 3. Now write S 2 n+1 −1 = {(x, y) ∈ A n ×A n : ||x|| 2 +||y|| 2 = 1}. By definition, F n |S 2 n+1 −1 = f n are the Hopf maps. Since A n is a normed real algebra of dimension 2 n , for n = 1, 2, 3 we have that ||(2xy, ||y|| 2 − ||x|| 2 )|| 2 = 4||xy|| 2 + (||y|| 2 − ||x|| 2 ) 2 = 4||x|| 2 ||y|| 2 + ||y|| 4 + ||x|| 4 − 2||x|| 2 ||y|| 2 = (||x|| 2 + ||y|| 2 ) 2 , so if ||x|| 2 + ||y|| 2 = 1, then ||F n (x, y)|| = ||(2xy, ||y|| 2 − ||x|| 2 )|| = 1. Now by the Cayley-Dickson doubling process ( [D] ) define with (a, b)(x, y) = (ax − yb, ya + bx) for a, b, x and y in A n and x = (x 1 , −x 2 ) if x = (x 1 , x 2 ) in A n−1 × A n−1 .
Thus, if A 0 = R with x = x for x real number, then A 1 = C, A 2 = H and A 3 = ø, which are normed algebras i.e.; ||xy|| = ||x||||y|| for all x, y in A n . For n ≥ 4, A n is no longer normed and also A n has zero divisors (see [K-Y] and [Mo 1 ]).
Let us define X ∞ n = {(x, y) ∈ A n × A n |F n (x, y) = (0, 0)} and for r nonnegative real number (x, y) ∈ X r n if and only if xy = 0 and ||x|| = ||y|| = r. It is clear that for r > 0 and s > 0 real numbers. X r n is homeomorphic to X s n . Let us define X n := X [A] and [L] ).
In this paper, we will show that for n ≥ 4, X n is related to some Stiefel manifolds; using the algebra structure in A n+1 we will construct the chain of inclusions X n ⊂ W 2 n−1 −1,2 ⊂ V 2 n −2,2 ⊂ V 2 n −1,2 (see § 2 below) where V m,2 and W m,2 denote the real and complex Stiefel manifolds of 2-frames in R m and C m respectively. In § 3 we show that we can attach to every element in W 2 n−1 ,2 in a canonical way, an eight dimensional vector subspace of A n+1 and that, only for the elements in X n , such vector subspace is isomorphic, as algebra, to A 3 = ø (the octonions).
In § 4 we describe X n as a certain type of algebra monomorphisms from
This paper is a sequel of [Mo1] and we use freely the results of [Sch] ,we acknowledge with gratitude the hard work made by the reviwer. §1. Pure and doubly pure elements in A n+1 .
Throughout this paper we use the following notational conventions: (1) Elements in A n will be denoted by Latin characters a, b, c, . . . , x, y, z. and elements in A n+1 will be denoted by Greek characters α, β, γ, . . ..
(2) When we need to represent elements in A n as elements in A n−1 ×A n−1 we use subscripts, for instance, a = (a 1 , a 2 ), b = (b 1 , b 2 ), and so on, with a 1 , a 2 , b 1 , b 2 in A n−1 . Now {e 0 , e 1 , . . . , e 2 n −1 } denotes the canonical basis in A n . Then by the doubling process {(e 0 , 0), (e 1 , 0), . . . , (e 2 n −1 , 0), (0, e 0 ), . . . , (0, e 2 n −1 )} is the canonical basis in A n+1 = A n × A n . By standard abuse of notation, we also denote e 0 = (e 0 , 0), e 1 = (e 1 , 0), . . . , e 2 n −1 = (e 2 n −1 , 0), e 2 n = (0, e 0 ), . . . , e 2 n+1 −1 = (0, e 2 n −1 ) in A n+1 .
The trace on A n+1 is the linear map t n+1 : A n+1 → R given by t n+1 (α) = α + α = 2(real part of α) so t n+1 (α) = t n (a) when α = (a, b) ∈ A n × A n .
is doubly pure if it is pure and also t n (b) = 0; i.e., α is pure in A n+1 .
Also 2 a, b = t n (ab) when −, − is the inner product in R 2 n (see [A] ). Note that for a and b pure elements a ⊥ b if and only if ab = −ba.
is the vector subspace consisting of doubly pure elements in A n+1 . Lemma 1.1. For a and b in A n we have that 1) a e 0 = a and e 0 a = − a.
2) a a = −||a|| 2 e 0 and aa = ||a|| 2 e 0 so a ⊥ a.
3) ab = − ab with a a pure element. Proof: Note that a is pure if and only if a = −a and if a = (a 1 , a 2 ) is doubly pure, then a 1 = −a 1 and a 2 = −a 2 .
Similarly
Now, since −2 a, a = a a + aa = 0 we have a ⊥ a.
Notice that in this proof we only use that a 1 = −a 1 ; i.e., a is pure and b doubly pure.
Conversely, put a = (a 1 , a 2 ) and b = (b 1 , b 2 ) in A n−1 × A n−1 and define
.
Q.E.D Corollary 1.2 For each a = 0 in A n the four dimensional vector subspace generated by {e 0 , a, a, e 0 } is a copy of A 2 = H we denote it by H a .
Proof:
We suppose that ||a|| = 1, otherwise we take a ||a|| . Construct the following multiplication table.
e 0 a a e 0 e 0 e 0 a a e 0 a a −e 0 + e 0 −a a a − e 0 −e 0 a e 0 e 0 a − a −e 0 By lemma 2.1. a e 0 = a; e 0 a = − a; a e 0 = a = −a; e 0 a = − a = a; a a = − e 0 and aa = e 0 .
Identifying e 0 ↔ e 0 , a ↔ e 1 , a ↔ e 2 and e 0 ↔ e 3 we have the multiplication table for
Let a, b n denote the standard inner product of a and b in A n = R 2 n . Now by [A] and [Mo 1 ] 2 a, b n = (ab + ba) = t n (ab).
It is also well known that, for α = (a, b) and χ = (x, y) in A n ×A n = A n+1 we have α, χ n+1 = a, x n + b, y n .
In particular, if α and χ are doubly pure elements in A n+1 then y and b are pure elements in A n , therefore
Since α is doubly pure,α is also doubly pure; i.e.,α ∈ {e 0 , e 0 } ⊥ and if
denotes the sphere of radius √ 2 inside of A n+1 . Thus, we have a description of the real Stiefel manifold of 2-orthonormal frames in R 2 n −1 as follows:
defines a smooth, free S 1 -action on V 2 n −1,2 .
Proof:
It is a smooth action because it is a restriction of a linear action of
Finally, a is a free action: if rα + s α = α then r = 1 and s = 0, because
Q.E.D. Now, we identify V 2 n −2,2 , the real Stiefel manifold of 2-orthonormal frames on R 2 n −2 , as a submanifold of V 2 n −1,2 as follows:
i.e., (a, b) ∈ V 2 n −1,2 belongs to V 2 n −2,2 whenever a and b are doubly pure elements in A n and we have the known fibration [Wh] 
thus, V 2 n −2,2 has dimension 2 n − 3 + 2 n − 4 = 2 n+1 − 7. Since (ra − sb) and (sa + rb) are doubly pure elements in A n when a and b are doubly pure elements, we have that
We note that A n+1 becomes a complex vector space by defining iα= α thus as a complex vector space
The isomorphism takes 1 ⊗ x to (x, 0) and i ⊗ y to (0, y) and S 1 (the set of modulo 1 complex numbers) acts naturally by multiplication on C, hence on A n+1 . Now, we identify the complex Stiefel manifold W 2 n−1 −1,2 of 2-orthonormal frames in C 2 n−1 −1 as a submanifold of V 2 n −2,2 in terms of the Cayley-Dickson algebra A n+1 for n ≥ 3.
It is known that for a, b and x in A n , ax, b n = a, bx n .(See [A] ). Thus if x is a pure element, i.e., x = −x then ax, b n = − a, bx n . That is, right multiplication by a pure non-zero element is a skew-symmetric linear map. In particular a, b n = − a, b n .
Proposition 2.4. For n ≥ 3, the map H n : A n × A n → C given by
Proof: Clearly H n is R-linear and
On the other hand,
Proposition 2.5. For n ≥ 3
Proof: First of all, we observe that b ∈ H ⊥ a for a and b in A n if and only if
Proposition 2.6. W 2 n−1 −1,2 is S 1 -invariant.
Proof: Suppose (a, b) ∈ A n × A n with ||a|| = ||b|| = 1 and b ∈ H ⊥ a . From this, we have b ⊥ a, and b ⊥ a (equivalently a ⊥ b). Now r(a, b) + s(−b, a) = (ra − sb, rb + sa) and we know that (ra − sb) ⊥ (rb + sa).
To finish, we need to show that (ra − sb) ⊥ (rb + sa). ra − sb, rb + sa n = r a − s b, rb + sa n = r 2 a, b n − s 2 b, a n + rs a, a n − rs b, a n = 0,
Note that we have a fibration
Thus dim W 2 n−1 −1,2 = 2 n − 5 + 2 n − 3 = 2 n+1 − 8.
In [Mo 1 ] it is shown that for a and b in A n with n ≥ 4 and ||a|| = ||b|| = 1,
is a subset of W 2 n−1 −1,2 .
Thus we have a chain of inclusions for n ≥ 3,
Now we show that X n and W 2 n−1 −1,2 admit a T := S 1 × S 1 action.
Lemma 2.7 For (a, b) ∈ V 2 n −2,2 and r, s, q, p in R with r 2 + s 2 = 1 and
iii) τ defines a free T -action on W 2 n−1 −1,2 and X n respectively.
Proof: By direct calculations. If a ⊥ b andã ⊥ b then ra + sã, pb + qb n = rp a, b n + sq ã,b n + rq a,b n + sp ã, b n = 0 + 0 + 0 + 0 = 0 similarly.
If ab = 0 then (ra + sã)(pb + qb) = rp(ab) + sqãb + spãb + rqab = 0.
Also ||ra + sã|| 2 = r 2 ||a|| 2 + s 2 ||ã|| 2 = (r 2 + s 2 )||a|| 2 = 1 and
Therefore we proved (i) and (ii). Finally (ra + sã, pb + qb) = (a, b) if and only if r = 1, s = 0, p = 1 and q = 0.
Clearly this action is smooth and free (see Corollary 2.5).
Q.E.D. § 3. X n , Octonions and a S 3 action.
In this section, we show that we can attach to every element in X n a copy of A 3 = ø, the octonions inside of A n+1 for n > 3.This allows us to identify X n with a subset of algebra monomorphisms of A 3 into A n+1 , which is our main goal in § 4.
We recall some notation from § 1. Let e 0 ∈ A n−1 be the unit so (e 0 , 0) = e 0 is the unit in A n and e 0 = (0, e 0 ) in A n .
For e 0 in A n we denote ε = ( e 0 , 0) in A n+1 . For example for n = 4 , e 0 = e 8 in A 4 , and ε = (e 8 , 0) in A 5
In general e 0 = e 2 n in A n+1 and ε = e 2 n−1 in A n+1 . Since ε is a doubly pure element of norm one, we have that H ε = Span{e 0 , ε, ε, e 0 } ⊂ A n+1 is a copy of A 2 and a direct sum decomposition
is doubly pure in A n+1 with doubly pure entries in A n if and only if α ∈ H ⊥ ε . In section § 2 we constructed the chain
for n ≥ 3 with X 3 = Φ, the empty set.
Therefore, by definition, by Lemma 1.1 (1). Finally using Lemma 1.1 (6) and (3) respectively αε =αε = − αε ∈ H ⊥ ε .
Q.E.D. Q.E.D.
Remark: In particular for α ∈ V 2 n −2,2 we have that
α ∈ W 2 n−1 −1,2 if and only ifα ∈ ø ⊥ α .
Thus W 2 n−1 −1,2 = {α ∈ V 2 n −2,2 |α ∈ ø ⊥ α }.
Theorem 3.4 For α ∈ W 2 n−1 −1,2 and n ≥ 4, the following statements are equivalent. i) α ∈ X n ii) α alternate with ε i.e., (α, α, ε) = 0 iii) The vector subspace of A n+1
is multiplicatively closed and isomorphic to A 2 = H. iv) ø α is multiplicatively closed and isomorphic to Therefore α(αε) = α 2 ε = −||α|| 2 ε if and only if ba = 0, i.e. α ∈ X n and we have (i)⇔ (ii).
Clearly if α ∈ W 2 n−1 −1,2 then {e 0 , α, ε, αε} form an orthonormal set of vectors so dim R (V (α; ε)) = 4 so −||α|| 2 = α 2 = (αε) 2 and α(αε) = −||α|| 2 ε if and only if V (α; ε) = H, and we prove (ii)⇔(iii).
To prove (iii)⇔(iv) we stablish the following correspondence between the canonical basis in A 3 and the orthonormal basis of ø α . e 1 →ε; e 2 → ε; e 3 →ẽ 0 ; ||α||e 4 →α; ||α||e 5 → αε; ||α||e 6 →εα; ||α||e 7 → α
Using ii) it is a routine calculation to see that this correspondence define an algebra isomorphism. (See also Lemma 4.4 (1) below).
Finally by Lemma 3.3. we knowα ∈ ø ⊥ α and
is the Hopf construction. So αα = 0 in A n+1 if and only if α ∈ X n . Recall that A 3 ∼ = ø α does not admit zero divisors. Q.E.D.
Theorem 3.5. H ⊥ ε admits a left H ε -module structure for n ≥ 3.
Proof: For α = (a, b) in H ⊥ ε = A n × A n and u = re 0 + s ε + qε + p e 0 with r, s, q and p in R.
Define u · α = αu = rα + sα ε + qαε + p α.
Trivially α ∈ H ⊥ ε and (α ε) and (αε) are in H ⊥ ε by Lemma 3.1. (2) and (1) respectively.
Since ε, ε and e 0 are alternative elements in A n+1 (actually they belong to the canonical basis) we have that ε · α = (α ε) ε = α( ε) 2 = −||α|| 2 e 0 = ε · α and similarly ε · (ε · α) = ε 2 · α and e 0 · ( e 0 · α) = e 2 0 · α. Now ε · ( e 0 · α) = ε · (α e 0 ) = ε · α = αε and (ε e 0 ) · α = ε · α = α ε = αε by Lemma 3.1 (2).
By Lemma 3.1 and Lemma 1.1. and we are done. Q.E.D.
Now we define a S 3 action on X n . Consider the unit sphere inside of H ε ⊂ A n+1 .
By definition this is a group action which is smooth and free of fixed points.
Corollary 3.6 The above action of S 3 = S(H ε ) on H ⊥ ε is a group action which is smooth, orthogonal and free of fixed points.
Proof: By Theorem 3.5 this is a smooth group action because it is a restriction of a linear action. Since right multiplication by e 0 , ε and ε are orthogonal linear transformations, we have that the action is orthogonal.
Finally this action is free of fixed points because {e 0 , ε, ε, ε} is an orthonormal basis, so α(re 0 + s ε + qε + p e 0 ) = α if and only if r = 1, s = q = p = 0.
Q.E.D.
Theorem 3.8.
i) The subsets X n and W 2 n−1 −1,2 of H ⊥ ε are S 3 -equivariant. ii) For α and β in W 2 n−1 −1,2, ø α = ø β , as vector spaces, if and only if α and β lie in the same S 3 -orbit.
Proof. For α ∈ H
⊥ ε with α = (a, b) ∈Ã n ×Ã n and r, s, q and p in R with r 2 + s 2 + q 2 + p 2 = 1 we have that α(re 0 + sε + qε + sẽ 0 ) = (ra − sb + qã − pb, rb − sã − qb + pa).
Suppose that α ∈ W 2 n−1 −1,2 then ã, b n = − a,b n = 0; a, b n = ã,b n = 0 and by definition a,ã n = b,b n = 0 with ||a|| = ||ã|| = ||b|| = ||b|| = 1 so ra − sb + qã − pb, rb − sã − qb + pa = p||a|| 2 + sq||b|| 2 − qs||ã|| 2 − pr||b|| 2 = 0 and (α(re 0 + sε + qε + sẽ 0 )) ∈ V 2 n −2,2 .
Similarly ra − sb + qã − pb, rb + sa + qb + pã = 0 and
A direct calculation shows that if ab = 0 then
because ||a|| 2 = ||b|| 2 = 1 and a 2 = b 2 = −e 0 , so we have (i). To prove ii) we notice that ø α = H ε ⊕ Span{α, αε,εα, α}.Then if β = rα + sαε + qαε + pα (recall thatαε = −εα by Lemma 4.1) and ||β|| = 1 then r 2 + s 2 + q 2 + p 2 = 1 and α ≡ β mod S 3 if and only if ø β ⊂ ø α but dim ø β = dim ø α = 8 and ø β = ø α .
Q.E.D. Remark: Notice that T = S 1 × S 1 , as in Lemma 2.7. and S 3 = S(H ε ) intersect on a copy of S 1 . Suppose that r 2 + s 2 + p 2 + q 2 = 1 and
. §4. X n and monomorphisms from A 3 to A n+1 .
In this chapter 1 ≤ m ≤ n.
Definition. An algebra monomorphism from A m to A n is a linear monomorphism ϕ : A m → A n such that i) ϕ(e 0 ) = e 0 (the first e 0 is in A m and the second e 0 in A n ) ii) ϕ(xy) = ϕ(x)ϕ(y) for all x and y in A m . By definition we have that ϕ(re 0 ) = rϕ(e 0 ) for all r in R so
for all x ∈ A m and ||ϕ(x)|| = ||x|| and ϕ is an orthogonal linear transformation from R 2 m −1 to R 2 n −1 . The trivial monomorphism is the one given by ϕ(x) = (x, 0, 0, . . . , 0) for x ∈ A m and 0 in A m M(A m ; A n ) denotes the set of algebra monomorphisms from A m to A n . For m = n, M(A m ; A n ) = Aut(A n ) the group of algebra automorphisms of A n Proposition 4.1.
Proof: A 1 = C = Span{e 0 , e 1 }. If x ∈ A 1 then x = re 0 + se 1 and for w ∈ o A n with ||w|| = 1 we have that ϕ w (x) = re 0 + sw define an algebra monomorphism from A 1 to A n . This can be seen by direct calculations, recalling that, Center (A n ) = R for all n and that every associator with one real entries vanish.
Conversely, for ϕ ∈ M(A 1 ; A n ), set w = ϕ(e 1 ) so ||w|| = 1 and ϕ w = ϕ.
Q.E.D.
Remark: In particular, we have that
To calculate M(A 2 ; A n ) for n ≥ 2 we need to recall (see [Mo 2 ]).
Definition: For a and b in A n . We say that a alternate with b, we denote it by a b, if (a, a, b) = 0. We say that a alternate strongly with b, we denote it by a b, if (a, a, b) = 0 and (a, b, b) = 0.
Clearly a alternate strongly with e 0 for all a in A n and if a and b are linearly dependent then a b (by flexibility). Also, by definition, a is an alternative element if and only if a x for all x in A n .
By Lemma 1.1 (1) and (2) we have that for any doubly pure element a in A n (a, a,ẽ 0 ) = 0 and (by the above remarks)ẽ 0 alternate strongly with any a in A n .
For a and b pure elements in A n , we define the vector subspace of A n
Proof: Suppose that (a, b) ∈ V 2 n −1,2 and that (a, a, b) = 0 then we have ab, a = b, aa = b, ||a|| 2 e 0 = ||a|| 2 b, e 0 = 0 ab, a = a, bb = a, ||b|| 2 e 0 = ||b|| 2 a, e 0 = 0
so {e 0 , a, b, ab} is an orthonormal set of vectors in A n . Finally using also that (a, b, b) = 0 and ab = −ba we may check by direct calculation that the multiplication table of {e 0 , a, b, ab} coincides with the one of the quaternions and by the identification e 0 → e 0 , a → e 1 , b → e 2 and ab → e 3 we have an algebra isomorphism between A 2 = H and V (a; b).
Proof. The inclusion "⊃" follows from Lemma 4.2. Conversly suppose that ϕ ∈ M(A 2 , A n ) then ϕ(e 0 ) = e 0 , (ϕ(e 1 ), ϕ(e 2 )) ∈ V 2 n −1,2 and V (ϕ(e 1 ), ϕ(e 2 )) = Imϕ = H ⊂ A n .
Since A 2 is an asociative algebra and A 3 is an alternative algebra we have that a b for any two elements in A n for n = 2 or n = 3. Q.E.D.
Remark. Recall thatÃ n = {e 0 ,ẽ 0 } ⊥ = R 2 n −2 denotes the vector subspace of doubly pure elements. Since a ẽ 0 for any element inÃ n , we have that, if a ∈ S(Ã n ) i.e., ||a|| = 1 then (a,ẽ 0 ) ∈ V 2 n −1,2 and the assignment a → (a,ẽ 0 ) defines an inclusion from S(Ã n ) = S 2 n −3 ֒→ M(A 2 ; A n ) ⊂ V 2 n −1,2 which resembles "the bottom cell" inclusion in V 2 n −1,2 . Now we show that X n can be identified with a subset of M(A 3 ; A n+1 ) for n ≥ 4. 
(1) By definition e 0 = e 2 n and ε = e 2 n−1 are elements in the canonical basis so they are alternative elements (See [Sch] ). Since H α is associative for all α then (α, α, e 0 ) = 0.
Clearly if ø α ∼ = A 3 then (α, α, ε) = because ø α is an alternative algebra. Conversely, assume that (α, α, ε) = 0. We have the following multiplication table that under the mapping e 0 → e 0 ; e 1 → ε; e 2 → ε; e 3 → e 0 ; e 4 → α; e 5 → αε; e 0 → εα and e 7 → α becomes an algebra monomorphism from A 3 into A n+1
and also the following subset of monomorphisms
Remark: By Lemma 4.4 (1) we may identify S(E n ) and M 2 (A 3 ; A n+1 ), that is, there is a one to one correspondence between this two sets.
Theorem 4.5. For n ≥ 4 (i) P (n) and X n are subsets of E n with P (n) ∩ X n = Φ.
(ii) There is a continous retract R : E n \P (n) → X n .
Proof: If (a, b) ∈ P (n) then b ∈ H a or a ∈ H b and (a, e 0 , b) = 0 (recall that H a and H b are associative), so by Lemma 4.4 (2) (α, α, ε) = 0 in A n+1 when α = (a, b) so P (n) ⊂ E n . On the other hand if (a, b) ∈ X n then ab = 0 and b ∈ H ⊥ a ⊂ A n and by Lemma 1.1 (1), (6) and (3) (a, e 0 , b) = (a e 0 )b − a( e 0 b) = ab + a b = ab + ab = 2 ab = −2 ab. Therefore if ab = 0 then (a, e 0 , b) = 0 and (α, α, ε) = 0 in A n+1 for α = (a, b) by Lemma 4.4 (2) so X n ⊂ E n . Now if (a, b) ∈ P (n) ∩ X n then b ∈ H a and ab = 0, but H a is associative and a = 0 or b = 0 which is a contradiction, therefore P (n) ∩X n is the empty set and we are done with (i).
To prove (ii) suppose that α = (a, b) ∈ A n × A n with a = 0. Since Suppose that α = (a, b) is in E n \P (n) then a = 0,b = 0,
with d = 0 and (a, e 0 , b) = 0 by Lemma 4.6 (2).Thus we have that ad = 0. Let us define R : E n \P (n) → X n as R(a, b) = (a, d).
Then R(a, b) = (a, b) if (a, b) ∈ X n and R is continuous, because it is the restriction of the projection map
which is obviously continuous.
Remarks: (1) Recall that A n is a complex vector space by making ia = a. By definition (a, b) ∈ P (n) if and only if a and b are C-collinear for (a, b) ∈ A n × A n . So P (n) ∼ = ((( A n \{0}) × C) ∪ A n ).
(2) Consider the map w n : A n × A n → A n given by w n (a, b) = (a, e 0 , b).
Since every associator is a pure element (a, e 0 , b) ⊥ e 0 because (a, −, b) is a skew-symmetric linear transformation (see [Mo 1 ]) then (a, e 0 , b) ∈ A n . Now w n is a polynomia map, actually is a quadraic map, and E n = w −1 n (0) is a real algebraic set in A n × A n = H ⊥ ε = R 2 n+1 −4 with 0 in A n a singular value, by Lemma 4.4 (2).
(3) X n is a contraction of X n via normalization on each coordinate.
