This paper investigates the problem of mining unconnected patterns in workflows and presents for its solution two algorithms, both adapting the Apriori approach to the graphical structure of workflows. The first one is a straightforward extension of the level-wise style of Apriori whereas the second one introduces sophisticated graphical analysis of the frequencies of workflow instances. The experiments show that graphical analysis improves the performance of pattern mining by dramatically pruning the search space of candidate patterns.
Introduction
A workflow is a partial or total automation of a business process, in which a collection of activities must be executed by humans or machines, according to certain procedural rules. There is a growing body of proposals aiming at enhancing the technology of Workflow Management Systems (WfMS) with advanced mechanisms for monitoring and diagnosing workflow executions. In this perspective, data mining techniques have proved to be very effective [3, 2, 7] in helping the administrator: Indeed, they can be exploited to look at all the previous instantiations (collected into log files in any commercial system), in order to extract unexpected and useful knowledge about the process, and in order to take the appropriate decisions in the executions of further coming instances. In [5] , we show that both a workflow and its instances of execution have a natural representation as a directed graph, in which nodes represent activities, and edges the relationships between such activities. Hence, we concentrate on the problem of discovering frequent connected patterns of execution (short: FCPD), i.e., frequent connected subgraphs.
In this paper, we extend the approach in [5] and study the problem of discovering correlations among general patterns of execution in a workflow. In particular, we focus our attention on unconnected patterns, which are arbitrary subsets of connected patterns ex-hibiting no explicit dependency relationship. Thus, we assume that a set P of frequent F -patterns is given and we are interested in discovering whether any of the subsets of P is frequent as well. This problem, called frequent unconnected patterns discovery (short: FUPD), occurs very often in practical scenarios and is crucial for the identification of the critical subprocesses that lead with high probability to (un)desired final configurations.
It is worth noting that FUPD has a trivial solution consisting in the application of a level-wise algorithm (in the a-priori style) which combines all the unconnected patterns in P and then checks for their frequency. However, this approach would not benefit from the peculiarities of the workflow graph that can be profitably used for pruning the search space. We show how the structure of the workflow together with some elementary information such as the frequency of occurrences of elementary activities suffices for pruning the search space and for deriving an efficient and practically fast algorithm.
Workflow Model and Problem Formulation
A workflow schema WS is a tuple A, E, a 0 , A F , where A is a finite set of activities, E ⊆ (A − A F ) × (A − {a 0 }) is an acyclic relation of precedences among activities, a 0 ∈ A is the starting activity, and A F ⊆ A is the set of final activities. Moreover, A is partitioned into A
in (an andjoin node) acts as synchronizer, for it can be executed only after all its predecessors are completed, whereas an activity in A ∨ in (an or-join node) can start as soon as at least one of its predecessors has been completed. Moreover, once finished, an activity a ∈ A ∧ out (and-fork ) activates all its outgoing activities, a ∈ A ∨ out (or-fork ) activates some of the outgoing activities, while a ∈ A ⊗ out (xor-fork ) activates exactly one outgoing activity. The tuple A, E is referred to as the control graph of WS.
A workflow schema has a quite natural graphical representation, by means of a directed acyclic graph. The enactment of a workflow gives rise to an instance, i.e., to a proper subgraph of the schema which is derived satisfying the constraints imposed by the instances included. Formally, let WS be a workflow schema. Any connected subgraph I = A I , E I of the control flow graph is an instance of WS (denoted as WS |= I) if the following conditions hold: (i) a 0 ∈ A I , and 
We assume that each instance is properly stored by the workflow management system in the log file, which can be seen as a set F = {I 1 , ..., I n } such that WS |= I i , for each 1 ≤ i ≤ n. Among the instances of F we are interested in discovering the most frequent patterns of execution as next defined. A graph p = A p , E p ⊆ WS is a F -pattern (cf. F |= p) if there exists I = A I , E I ∈ F such that A p ⊆ A I and p is the subgraph of I induced by the nodes in A p .
Let supp(p) = |{I|{I} |= p ∧ I ∈ F}|/|F |, be the support of a F -pattern p. Then, given a real number minSupp, we consider the following two problems on workflows: (i) FCPD [5] , i.e., finding all the connected patterns whose support is greater than minSupp; and (ii) FUPD, i.e., finding all the subsets of connected patterns whose support is greater than minSupp.
As an example, let us consider the control graph of Figure 1 , the instances described above and minSupp = 0.3. Then, the patterns
are frequent connected patterns. Also, notice that none of the nodes l, i, h is frequent, whereas the subgraph p = p 1 ∪ p 2 is frequent (and hence {p 1 , p 2 } is a frequent unconnected pattern).
Mining Unconnected Patterns
In this paper we shall deal with an efficient solution for FUDP by assuming that the set C(F ) of all the frequent (w.r.t. minSupp) connected patterns in the set of instances F has been already computed. Then, let q be a not-necessarily connected component of WS with frequency f (q) and p be a connected component with frequency f (p) such that q and p are unconnected. Our aim is to compute as efficiently as possible the number of instances in F executing both the components p and q, denoted by f p (q).
The problem has a straightforward solution consisting in the application of a level-wise algorithm (in the Apriori style [6] ) which combines all the unconnected patterns in P and then checks for their frequency. Indeed, the algorithm ws-unconnected-find shown in Figure 2 implements the above solution. Given a unconnected pattern p, we say that p is a starting pattern if it contains the starting activity of the workflow schema; otherwise, it is said a terminating pattern. Rather than computing all the possible unconnected patterns, we limit on starting patterns and we show how the space of all the connected starting patterns forms a lower semilattice that can be profitably explored in a bottom-up fashion. In fact, given two starting patterns r and p we say that r directly precedes p, denoted by r ≺ p, if there exist a terminating pattern q such that r = p ∪ q. It is not difficult to see that starting patterns can be constructed by means of a chain over the ≺ relation. Such an approach is, in fact, exploited by the algorithm in Figure 2 that computes all the frequent starting patterns, by generating at each step k the patterns made of k distinct unconnected patterns.
The algorithm exploits the procedures InitializeStructures and UpdateCandidateList, which optimize candidate generation by tracking, for each pattern p, all the patterns which have a non-null intersection with p (and hence can be discarded when generating candidates). Moreover, notice that each pattern r generated at step k is also equipped with two sets starting(r) and terminating(r), which store the starting and terminating patterns respectively that have been used for generating r. Finally, the function Input: A workflow schema WS, a set F of instances of WS, the minimal support minSupp, the set C(F) of frequent connected F-patterns.
Output: A set of frequent unconnected F-patterns.
Method: Perform the following steps:
//***frequent connected starting patterns
Function ComputeFrequentPatterns(U : set of candidates): set of frequent patterns;
Function UpdateCandidateList(Lk : set of frequent patterns): set of candidate patterns;
Figure 2: Algorithm ws-unconnected-find
ComputeFrequentPatterns is invoked for filtering the candidates which frequently occur in F . A larger amount of pruning of the search space identified by ws-unconnected-find can be achieved by exploiting the peculiarities of the workflow graph. Our idea is to exploit the structure and the information regarding the frequency of each activity in order to identify, before their actual testing w.r.t. the logs, those patterns which are necessarily (un)frequent. We show how some proper data structures and algorithms can be used for effectively identifying a suitable lower bound and an upper bound for f p (q), denoted by l p (q) and u p (q) respectively, without requiring access to the log. The key of our approach is the basic situation where p and q are patterns each one made of a single activity.
Computing Frequency Bounds for Activities. First of all, let us denote by f : A ∪ E → N the function mapping either an activity a or an arc e to the number of instances in F = {I 1 , ..., I n } executing it. Given an activity a ∈ A, let G a be the subgraph of the control flow of WS induced by all the nodes b such that there is a path from b to a in WS. The starting point of our approach is to approximate for each node b in G a , the value f a (b) by computing a lower bound l a (b) and an upper bound u a (b).
In order to derive the aforementioned bounds, we first determine a topological sort a = b 1 , b 2 , . . . , b k of the nodes in G a of WS. Then we proceed as shown in Figure 3 . In the step 1, the lower and upper bounds of the activity a are fixed to the known value f (a), determined through G a . Then, each node b i in G a is processed according to the topological sort. In step 4, the set of all the activities C(b i ) that can be reached by means of an edge starting in b i and that are in G a is computed.
Step 5 is responsible for computing the upper bound u a (b i ), whereas steps 6-10 are responsible for computing the lower bound l a (b i ). Intuitively, the upper bound u a (b i ) can be computed by optimistically assuming that each arc outgoing from b i is in some path reaching c. This justifies the formula of step 5.
Input: A workflow schema WS, a set of instances F , and an activity a.
Output: for each node b ∈ Ga, the values la(b) and ua(b).
Method: Perform the following steps: 1 la(a) := f (a); ua(a) := f (a); 2 let a = b1, b2, . . . , b k be the topoplogical sort of the nodes in Ga;
{la(cj)}, and Observe that the final step in the algorithm possibly finds tighter lower bounds by exploiting the fact that, given two nodes b and c in G a if (b, c) ∈ WS, b is an andfork node and c is an or-join node, then l a (c) ≤ l a (b) the activity b is executed each time the activity c is.
As an example, let us consider the graph G m induced by node m in Figure 1 . The inferred topological sort is m, g, b, c, a .
Hence, by applying compute f requency bounds(WS, F , m) where F is the set of instances described in section 2, we obtain the following bounds:
According to the these bounds, it is easy to see that m ∪ a is a frequent unconnected pattern, whereas m ∪ b is not (even though b and m are frequent patterns).
Computing Frequency Bounds for Patterns. Let us now turn to the more general problem of approximating the value of f p (b), for any pattern p and any activity b. To this aim we simply reuse the technique described in the previous section with some adaptations. Let INBORDER(p) denote the set of the activities in p having incoming arcs from WS − p. Let WS(p) be the workflow schema derived from WS by adding a new and-join node, say a p (corresponding to the component p), and by adding an arc from each node b in INBORDER(p) to a p . Next, set f (a p ) = f (p), and f (e) = f (p) for each e = (b, a p ) ∈ E. Then, the function compute f requency bounds(WS, F , p) is defined as compute f requency bounds(WS(p), F , a p ).
As an example, let us consider the pattern p, structured as shown below: Figure 1 , INBORDER(p) = {c, g} (indeed, both nodes have incoming arcs from nodes which are not in p). In order to compute frequency bounds for p, we connect both g and c with a new dummy node a p . Thus, we obtain G ap = G c ∪ G o and hence lower and upper bounds for each node w.r.t. a p can be computed.
Improving ws-unconnected-find. We can now face the more general problem. Let q be a general component of WS with frequency f (q) and p be a connected component with frequency f (p) such that q and p are unconnected. A lower bound and an upper bound of f p (q) are as follows:
Here, OUTBORDER(p) refers to all the nodes in q having outgoing arcs in WS −q. The intuition behind the above formulas is the following. The value u p (q) is obtained by taking into account the contribution of each node b of q from which there is a path to a node in p. However we may exclude in the upper bound computation all internal nodes of q (i.e., those not in OUTBORDER(p)) as they are always executed together with at least one node in OUTBORDER(p). Concerning the computation of l p (q), observe that there are at least l p (b) instances executing
) instances connecting q and p and executing b. It turns out that a suitable lower bound is provided by the node exhibiting the maximum such value. Generalized upper and lower bounds can be finally used for pruning the search space of the wsunconnected-find algorithm. In fact, if for any two patterns p and q such that u p (q) < minSupp, then it is always the case that p and q never occur frequently together. Conversely, if l p (q) ≥ minSupp then p and q can be combined into a pattern that is frequent as well. Thus, the algorithm ws-disconectedfind can be optimized by suitably adapting the procedures InitializeStructures, UpdateCandidateList and ComputeFrequentPatterns as shown in Figure 4 .
lp, up := compute f requency bounds(WS, F , p) IS4 end;
Procedure UpdateCandidateList(L k : set of frequent patterns): set of candidates
end; UCL10 return U ; Figure 4 : Optimizations to ws-unconnected-find
Experiments and Discussion
In this section we evaluate whether the computation of upper and lower bounds avoids the generation of unnecessary candidate patterns to check for frequency against the log data. In our experiments, we use synthesized data, in which both the workflow schema and the instances are artificially generated. The generation can be tuned according to: i) the size of F , ii) the average number d of frequent connected patterns to use in the generation of frequent unconnected patterns, and iii) the average number u of frequent patterns to exploit in the generation of unfrequent unconnected patterns. The details of data generation are described in [4] . We evaluated the ratio f = n cc /n cp between the number n cc of candidate patterns checked against the logs and the total number n cp of candidate patterns. Low values of f represent a higher pruning capability. we can see, f is quite low, except when u = 8. Figure 5 (b) exhibits the ratio f for increasing values of minSupp and u, when |F | = 1.000 and d = 15. Peaks within the graphs are mainly due to the fact that we are mining unconnected components: at low support values, patterns are mined as frequent connected (i.e., the frequency of paths connecting the components is greater than the given threshold). As soon as support threshold increases, frequencies of paths tend to decrease, and hence a higher number of unconnected frequent patterns is detected by the algorithm.
More in general, upper bounds are better in pruning, whereas lower bounds are quite effective at high values of minSupp (which guarantee several disconnections among frequent patterns). This is shown by Figures 5(c) and 5(d) , where the number of pruned unfrequent and frequent patterns is shown for increasing values of minSupp and d, with u fixed to 2 and F to 1.000.
To conclude, the graph-theoretic approach developed in this paper exhibits a significant pruning capability which can be profitably applied to mining unconnected patterns in general constrained graphs, such as workflows. As a direction of future research, it would be interesting to extend the proposed approach to richer workflow models, in which complex constraints (such as time constraints, pre/post-conditions, and rules for exception handling) can be expressed.
