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Abstract
A new method is proposed in this paper to construct models for solutions
of boundary-value problems for hyperbolic equations with random initial con-
ditions. We assume that the initial conditions are strictly sub-Gaussian ran-
dom fields (in particular, Gaussian random fields with zero mean). The mod-
els approximate solutions with a given accuracy and reliability in the uniform
metric.
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1. Introduction
We construct a model that approximates a solution of the boundary-value problem
(2.1)–(2.3) for the hyperbolic equation with random initial conditions. The model
is convenient to use when developing a software for computers. It approximates a
solution with a given reliability and accuracy in the uniform metric.
We consider a strictly sub-Gaussian random field to model initial conditions
in problem (2.1)–(2.3). Note that Gaussian fields are particular cases of strictly
sub-Gaussian random fields.
It is known that a solution of the boundary-value problem can be represented,
under certain conditions in the form of an infinite series, namely
u(x, y, t) =
∞∑
n=1
∞∑
m=1
Vnm(x, y)
[
anm cos
√
λnmt+ bnm sin
√
λnmt
]
,
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where Vnm(x, y) are known functions and anm and bnm are random variables whose
joint distributions are known.
One can consider the following model for a solution of the boundary-value
problem:
u(x, y, t,N) =
N∑
n=1
N∑
m=1
Vnm(x, y)
[
anm cos
√
λnmt+ bnm sin
√
λnmt
]
,
One can find the values of N for which u(x, y, t, N) approximates the field
u(x; y, t) with a given reliability and accuracy.
The main disadvantage of this method is that the random variables anm and bnm
are independent only for very special initial conditions. Therefore it is practically
impossible to apply this method for large N .
A new method is proposed in this paper to construct a model for a solution
of the boundary problem (2.1)–(2.3). The idea of the method is, first, to model
the initial conditions with a given accuracy and, second, to compute approximate
values a˜nm and b˜nm of the coefficients anm and bnm, respectively, by using the
model for the initial conditions. The finite sum
u˜(x, y, t) =
∞∑
n=1
∞∑
m=1
Vnm(x, y)
[
a˜nm cos
√
λnmt+ b˜nm sin
√
λnmt
]
,
is considered as a model for the solution. We find values of N and an accuracy of the
approximation of anm and bnm by a˜nm and b˜nm for which this model approximates
the solution of the boundary-value problem with a given reliability and accuracy
in the uniform metric.
Note the paper consists of five section. The main result, Theorem 2.2 is stated
in Section 2. The proof of the theorem is given in Section 3, and some examples
are considered in Section 4. The model of a solution of a hyperbolic type equation
with random initial conditions was investigated in the paper [7].
Note that all the results of the paper hold for the case where the initial con-
ditions are zero mean Gaussian random fields. Some methods to model Gaussian
and sub-Gaussian random processes and random fields can be found in the articles
[4], [5] and the book [3].
2. Main result
Consider the problem of vibrations of a rectangular membrane [8] 0 < x < p,
0 < y < q:
uxx + uyy = utt, (2.1)
u|t=0 = ξ(x, y), ∂u
∂t
|t=0 = η(x, y), (2.2)
u|s = 0, (2.3)
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where u is the deviation of the membrane from its equilibrium position, which
coincides with the plane x, y, S is boundary of a rectangle 0 < x < p, 0 < y < q.
Let the initial conditions {ξ(x, y), x ∈ [0, p], y ∈ [0, q]}, {η(x, y), x ∈ [0, p], y ∈
[0, q]} be an independent strictly sub-Gaussian stochastic processes (see [1]).
When solving problems similar (2.1)–(2.3) by Fourier’s method, regardless of
whether initial conditions are random or nonrandom, we look for a solution of the
form
u(x, y, t) =
∞∑
n=1
∞∑
m=1
Vnm(x, y)
[
anm cos
√
λnmt+ bnm sin
√
λnmt
]
, (2.4)
where
anm =
p∫
0
q∫
0
ξ(x, y)Vnm(x, y)dxdy,
bnm =
1√
λnm
p∫
0
q∫
0
η(x, y)Vnm(x, y)dxdy,
λnm and Vnm(x, y) are eigenvalues and eigenfunctions of the Sturm-Liouville prob-
lem [8]:
Vxx + Vyy + λV = 0,
V |s = 0.
where λnm and Vnm(x, y) have the following forms
λnm = pi
2
(
n2
p2
+
m2
q2
)
,
Vnm(x, y) =
2√
pq
sin
npi
p
x sin
mpi
q
y, (2.5)
where n,m = 1, 2, . . .
In the papers by [6] (see also [2]) the theorems are formulated according to the
conditions of which series (2.4) is the solution of problem (2.1)–(2.3).
Let’s construct a model for a solution of problem (2.1)–(2.3) approximating the
solution with a given reliability and accuracy in the uniform metric.
Let {ξ̂(x, y), x ∈ [0, p], y ∈ [0, q]} and {η̂(x, y), x ∈ [0, p], y ∈ [0, q]} be mod-
els of processes {ξ(x, y), x ∈ [0, p], y ∈ [0, q]} and {η(x, y), x ∈ [0, p], y ∈ [0, q]},
respectively. Note that the models ξ̂(x, y) and η̂(x, y) are independent stochastic
processes.
Put
ânm =
p∫
0
q∫
0
ξ̂(x, y)Vnm(x, y)dxdy,
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b̂nm =
1√
λnm
p∫
0
q∫
0
η̂(x, y)Vnm(x, y)dxdy.
The sum
uN (x, y, t) =
N∑
n=1
N∑
m=1
Vnm(x, y)
[
ânm cos
√
λnmt+ b̂nm sin
√
λnmt
]
(2.6)
is called a model of the process u(x, y, t).
Definition 2.1. Let a solution u(x, y, t) of problem (2.1)–(2.3) be represented in
the form of series (2.4). We say that a model uN (x, y, t) approximates u(x, y, t)
with a given reliability 1− γ and accuracy δ in the uniform metric in the domain
D = [0, p]× [0, q]× [0, T ] if
P
{
sup
(x,y,t)∈D
|uN (x, y, t)− u(x, y, t)| > δ
}
≤ γ.
Put
∆N (x, y, t,N) = u(x, y, t)− uN (x, y, t) = uN (x, y, t) + VN (x, y, t),
where
uN (x, y, t) =
∞∑
n=N+1
∞∑
m=N+1
Vnm(x, y)
[
anm cos
√
λnmt+ bnm sin
√
λnmt
]
,
VN (x, y, t) =
N∑
n=1
N∑
m=1
Vnm(x, y)
[
(ânm − anm) cos
√
λnmt+ (̂bnm − bnm) sin
√
λnmt
]
.
Below is the main result of the paper.
Theorem 2.2. Let {ξ(x, y), x ∈ [0, p], y ∈ [0, q]} and {η(x, y), x ∈ [0, p], y ∈ [0, q]}
be independent SSub(Ω) processes. Let the models {ξ̂(x, y), x ∈ [0, p], y ∈ [0, q]}
and {η̂(x, y), x ∈ [0, p], y ∈ [0, q]} be such that
1√
pq
p∫
0
q∫
0
√
E
(
ξ̂(x, y)− ξ(x, y)
)2
dxdy ≤ Λ,
1√
pq
p∫
0
q∫
0
√
E (η̂(x, y)− η(x, y))2dxdy ≤ Λ.
Then the stochastic process uN (x, y, t) defined by (2.6), is a model of the stochastic
process u(x, y, t) that approximates it with reliability 1 − γ and accuracy δ in the
uniform metric in the domain D = [0, p]× [0, q]× [0, T ] if γ and N a such that(
T 1/2 + p1/2 + q1/2
)
A2N 
2
0(N) < δ,
328 A. S. Tylyshchak
12
δ1/3
(
δ2/3 − 3 (T 1/2 + p1/2 + q1/2) 23 A1/3N 1/30 (N))
0(N)

2
≥ ln 1
γ
,
where
AN =
2pi
p3/2q3/2

( ∞∑
n=N+1
∞∑
m=N+1
√
Ea2nm(nq +mp)
)2
+
( ∞∑
n=N+1
∞∑
m=N+1
√
Eb2nm(nq +mp)
)21/2 + 2Λ
( N∑
n=1
N∑
m=1
(nq +mp)
)2
+
(
N∑
n=1
N∑
m=1
pq
pi
√
n2q2 +m2p2
(nq +mp)
)21/2
 ,
0(N) =
4√
pq

( ∞∑
n=N+1
∞∑
m=N+1
√
Ea2nm
)2
+
( ∞∑
n=N+1
∞∑
m=N+1
√
Eb2nm
)21/2
+Λ
N4 +( 1
pi2
N∑
n=1
N∑
m=1
pq√
n2p2 +m2q2
)21/2
 .
Remark 2.3. If the conditions of Theorem 4.3 in the paper [6] are hold true the
series in definitions AN and ε0(N) will converge.
3. Proof of Theorem 2.2
Since ∆N (x, y, t,N) is a strictly sub-Gaussian stochastic process, we apply the
result of the paper [6], and conclude that
P
{
sup
(x,y,t)∈D
|∆N (x, y, t,N)| > δ
}
≤ 2A˜(δ, θ), (3.1)
for all 0 < θ < 1, where
A˜(δ, 0) = exp
{
−
(
δ(1− θ)− 2θ I(θ0)
)2
220
}
, (3.2)
0 is an arbitrary number such that
0 ≥ sup
(x,y,t)∈D
(
E|∆N (x, y, t,N)|2
)1/2
,
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I(θ0) =
1√
2
θ0∫
0
(
ln
(
p
2σ−1(x)
+ 1
)
+ ln
(
q
2σ−1(x)
+ 1
)
+ ln
(
T
2σ−1(x)
+ 1
))1/2
dx, (3.3)
and where σ(h) is a continuous increasing function such that σ(0) = 0 and
sup
|x−x1|≤h
|y−y1|≤h
|t−t1|≤h
(
E|∆N (x, y, t,N)−∆N (x1, y1, t1, N)|2
)1/2 ≤ σ(h),
sup
|x−x1|≤h
|y−y1|≤h
|t−t1|≤h
(
E|uN (x, y, t) + VN (x, y, t)− uN (x1, y1, t1)− VN (x1, y1, t1)|2
)1/2
≤ sup
|x−x1|≤h
|y−y1|≤h
|t−t1|≤h
[(
E|uN (x, y, t)− uN (x1, y1, t1)|2
)1/2
+
(
E|VN (x, y, t)− VN (x1, y1, t1)|2
)1/2]
,
sup
(x,y,t)∈D
(
E|∆N (x, y, t,N)|2
)1/2
= sup
(x,y,t)∈D
(
E|uN (x, y, t) + VN (x, y, t)|2
)1/2
≤ sup
(x,y,t)∈D
[(
E|uN (x, y, t)|2
)1/2
+
(
E|VN (x, y, t)|2
)1/2]
.
Since the stochastic processes ξ(x, y) and η(x, y) are independent, that is, anm
and bnm are independent, we obtain
E|uN (x, y, t)− uN (x1, y1, t1)|2
= E
∣∣∣∣∣
∞∑
n=N+1
∞∑
m=N+1
Vnm(x, y)
[
anm cos
√
λnmt+ bnm sin
√
λnmt
]
−
∞∑
n=N+1
∞∑
m=N+1
Vnm(x1, y1)
[
anm cos
√
λnmt1 + bnm sin
√
λnmt1
]∣∣∣∣∣
2
= E
∣∣∣∣∣
∞∑
n=N+1
∞∑
m=N+1
anm
2√
pq
[
sin
npi
p
x sin
mpi
q
y cos
√
λnmt
− sin npi
p
x1 sin
mpi
q
y1 cos
√
λnmt1
]
+
∞∑
n=N+1
∞∑
m=N+1
bnm
2√
pq
[
sin
npi
p
x sin
mpi
q
y sin
√
λnmt
− sin npi
p
x1 sin
mpi
q
y1 sin
√
λnmt1
]∣∣∣∣2
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≤ 4
pq
∞∑
n=N+1
∞∑
m=N+1
∞∑
k=N+1
∞∑
l=N+1
|Eanmakl| ·
∣∣∣∣sin npip x sin mpiq y cos√λnmt
− sin npi
p
x1 sin
mpi
q
y1 cos
√
λnmt1
∣∣∣∣ · ∣∣∣∣sin kpip x sin lpiq y cos√λklt
− sin kpi
p
x1 sin
lpi
q
y1 cos
√
λklt1
∣∣∣∣
+
4
pq
∞∑
n=N+1
∞∑
m=N+1
∞∑
k=N+1
∞∑
l=N+1
|Ebnmbkl| ·
∣∣∣∣sin npip x sin mpiq y sin√λnmt
− sin npi
p
x1 sin
mpi
q
y1 sin
√
λnmt1
∣∣∣∣ · ∣∣∣∣sin kpip x sin lpiq y sin√λklt
− sin kpi
p
x1 sin
lpi
q
y1 sin
√
λklt1
∣∣∣∣
=
4
pq
( ∞∑
n=N+1
∞∑
m=N+1
√
Ea2nm
∣∣∣∣sin npip x sin mpiq y cos√λnmt
− sin npi
p
x1 sin
mpi
q
y1 cos
√
λnmt1
∣∣∣∣)2
+
4
pq
( ∞∑
n=N+1
∞∑
m=N+1
√
Eb2nm
∣∣∣∣sin npip x sin mpiq y sin√λnmt
− sin npi
p
x1 sin
mpi
q
y1 sin
√
λnmt1
∣∣∣∣)2 .
It is easy to check that∣∣∣∣sin npip x sin mpiq y cos√λnmt− sin npip x1 sin mpiq y1 cos√λnmt1
∣∣∣∣
≤
∣∣∣∣sin npip x− sin npip x1
∣∣∣∣+ ∣∣∣∣sin mpiq y − sin mpiq y1
∣∣∣∣+ ∣∣∣cos√λnmt− cos√λnmt1∣∣∣
≤ 2
∣∣∣∣∣sin
npi
p (x− x1)
2
∣∣∣∣∣+ 2
∣∣∣∣∣sin
mpi
q (y − y1)
2
∣∣∣∣∣+ 2
∣∣∣∣sin √λnm(t− t1)2
∣∣∣∣
≤ npi
p
h+
mpi
q
h+
√
λnmh = pih
(
n
p
+
m
q
+
√
n2
p2
+
m2
q2
)
≤ 2pih
(
n
p
+
m
q
)
= 2pih
(
nq + pm
pq
)
.
Similarly ∣∣∣∣sin npip x sin mpiq y sin√λnmt− sin npip x1 sin mpiq y1 sin√λnmt1
∣∣∣∣
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≤ 2pih
(
n
p
+
m
q
)
=
2pih
pq
(nq +mp).
Then (
E|uN (x, y, t)− uN (x1, y1, t1)|2
)1/2
≤
 4
pq
( ∞∑
n=N+1
∞∑
m=N+1
√
Ea2nm
(
2pih
pq
(nq +mp)
))2
+
4
pq
( ∞∑
n=N+1
∞∑
m=N+1
√
Eb2nm
(
2pih
pq
(nq +mp)
))21/2
=
4pih
p
3
2 q
3
2
( ∞∑
n=N+1
∞∑
m=N+1
√
Ea2nm(nq +mp)
)2
+
( ∞∑
n=N+1
∞∑
m=N+1
√
Eb2nm(nq +mp)
)21/2 . (3.4)
We also have (
E|VN (x, y, t)− VN (x1, y1, t1)|2
)1/2
≤ 4pih
p
3
2 q
3
2
( N∑
n=1
N∑
m=1
√
E(ânm − anm)2(nq +mp)
)2
+
(
N∑
n=1
N∑
m=1
√
E(̂bnm − bnm)2(nq +mp)
)21/2 .
One can easily obtain that
E(ânm − anm)2 = E
 p∫
0
q∫
0
(
ξ̂(x, y)− ξ(x, y)
)
Vnm(x, y)dxdy
2
= E
 2√
pq
p∫
0
q∫
0
(
ξ̂(x, y)− ξ(x, y)
)
sin
npi
p
x sin
mpi
q
y
2
≤
 2√
pq
p∫
0
q∫
0
√
E
(
ξ̂(x, y)− ξ(x, y)
)2
dxdy
2 ≤ 4Λ2. (3.5)
Similarly
E(̂bnm − bnm)2 = 4Λ2 p
2q2
pi2(n2q2 +m2p2)
. (3.6)
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Then
[
|VN (x, y, t)− VN (x1, y1, t1)|2
]1/2
≤ 4pih
p3/2q3/2
( N∑
n=1
N∑
m=1
2Λ(nq +mp)
)2
+
(
N∑
n=1
N∑
m=1
2Λ
pq
pi
√
n2q2 +m2p2
(nq +mp)
)21/2 . (3.7)
Thus we obtain from (3.4), (3.5), (3.6) and (3.7) that σ(h) = hAN , where
AN =
2pi
p3/2q3/2

( ∞∑
n=N+1
∞∑
m=N+1
√
Ea2nm(nq +mp)
)2
+
( ∞∑
n=N+1
∞∑
m=N+1
√
Eb2nm(nq +mp)
)21/2 + 2Λ
( N∑
n=1
N∑
m=1
(nq +mp)
)2
+
(
N∑
n=1
N∑
m=1
pq
pi
√
n2q2 +m2p2
(nq +mp)
)21/2
 .
It is easy to see that
E|uN (x, y, t)|2
≤ E
∣∣∣∣∣
∞∑
n=N+1
∞∑
m=N+1
Vnm(x, y)
[
anm cos
√
λnmt+ bnm sin
√
λnmt
]∣∣∣∣∣
2
=
∣∣∣∣∣
∞∑
n=N+1
∞∑
m=N+1
∞∑
k=N+1
∞∑
l=N+1
Vnm(x, y)Vkl(x, y)
[
Eanmakl cos
√
λnm cos
√
λklt
+ Ebnmbkl sin
√
λnm sin
√
λklt
]∣∣∣
≤ 4
pq
( ∞∑
n=N+1
∞∑
m=N+1
√
Ea2nm
)2
+
( ∞∑
n=N+1
∞∑
m=N+1
√
Eb2nm
)2 (3.8)
and
E|VN (x, y, t)|2
≤ 4
pq
( N∑
n=1
N∑
m=1
√
E (ânm − anm)2
)2
+
(
N∑
n=1
N∑
m=1
√
E
(
b̂nm − bnm
)2)2 . (3.9)
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Thus we obtain from (3.8) and (3.9) that
0(N) =
4√
pq

( ∞∑
n=N+1
∞∑
m=N+1
√
a2nm
)2
+
( ∞∑
n=N+1
∞∑
m=N+1
√
b2nm
)21/2
+ Λ
N4 +( 1
pi2
N∑
n=1
N∑
m=1
pq√
n2p2 +m2q2
)21/2
 .
Substituting these values of σ(h) and 0(N) in equality (3.3), we get for z = θ(N)
that
I(z) =
1√
2
z∫
0
(
ln
(
pAN
2x
+ 1
)
+ ln
(
qAN
2x
+ 1
)
+ ln
(
TAN
2x
+ 1
))1/2
dx
≤ 1√
2
z∫
0
(
ln
(
pAN
2x
+ 1
))1/2
dx+
1√
2
z∫
0
(
ln
(
qAN
2x
+ 1
))1/2
dx
+
1√
2
z∫
0
(
ln
(
TAN
2x
+ 1
))1/2
dx
≤
 z∫
0
(
pAN
2x
)1/2
dx+
z∫
0
(
qAN
2x
)1/2
dx+
z∫
0
(
TAN
2x
)1/2
dx

=
(
T 1/2 + p1/2 + q1/2
)
A
1/2
N z
1/2
0 (N),
Then equality (3.2) can be rewritten as
A˜(δ, θ) ≤ exp
−12
δ(1− θ)− 2θ1/2 (T 1/2 + p1/2 + q1/2)A1/2N  120 (N)
0(N)
2
 .
If (
T 1/2 + p1/2 + q1/2
)
A2N 
2
0(N) < δ,
then A˜(δ, θ) attains its minimum at
θ =
(
T 1/2 + p1/2 + q1/2
)2/3
A
1/3
N 
1/3
0 (N)
δ2/3
.
Namely
min
θ
A˜(δ, θ)
334 A. S. Tylyshchak
= exp
−12
δ1/3
(
δ2/3 − 3 (T 1/2 + p1/2 + q1/2) 23 A1/3N 1/20 (N))
0(N)

2 ≥ ln 1γ ,
Therefore, given an accuracy δ, one can construct a model with reliability 1− γ if(
T 1/2 + p1/2 + q1/2
)
A2N 
2
0(N) < δ,
1
2
δ1/3
(
δ2/3 − 3 (T 1/2 + p1/2 + q1/2)A1/3N N0 )2
0(N)

2
≥ ln 1
γ
.
4. Example
Let η(x, y) = 0, p = q = pi, T = pi, then the solution of problem (2.1)–(2.3) may
be represented as:
u(x, y, t) =
2
pi
∞∑
n=1
N∑
m=1
anm sinnx sinmy cos
(√
n2 +m2t
)
.
Let’s construct a model of the solution in the form:
uˆN (x, y, t) =
2
pi
N∑
n=1
N∑
m=1
aˆnm sinnx sinmy cos
(√
n2 +m2t
)
.
Let the assumptions of Theorem 2.2 hold and let ξ(x, y) be a Gaussian stochastic
process such that
ξ(x, y) =
∞∑
i=1
∞∑
j=1
ξij sin(i (x)) sin(j (y)),
where ξij are independent Gaussian random variable with Eξij = 0, Eξ2ij = dij .
Here dij is a number such that 0 < dij < 1. Let
ξˆ(x, y) = ξˆM (x, y) =
M∑
i=1
M∑
i=1
ξij sin(i (x)) sin(j (y)).
Then
E
(
ξ(x, y)− ξˆM (x, y)
)2
=
∞∑
i=M+1
∞∑
j=M+1
dij sin2(i (x)) sin2(j (y))
≤
∞∑
i=M+1
∞∑
j=M+1
dij =
∞∑
i=M+1
di(M+1)
1− di ≤
1
1− d
∞∑
i=M+1
di(M+1)
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=
1
1− d ·
d(M+1)
2
1− dM+1 ≤
d(M+1)
2
(1− d)2 .
Note that given Λ, we chose M such that
1
pi
pi∫
0
pi∫
0
√
E
(
ξ(x, y)− ξˆM (x, y)
)2
dxdy ≤ pi
√
d(M+1)2
(1− d)2 < Λ,
d(M+1)
2
(1− d)2 <
Λ2
pi2
therefore,
M ≥
√
ln
(
λ2
pi2 (1− d)2
)
ln d
.
In this case bnm = 0,
anm =
pi∫
0
pi∫
0
ξ(x, y)Vnm(x, y)dxdy =
2
pi
pi∫
0
pi∫
0
ξ(x, y) sinnx sinmydxdy = 2piξnm,
that Ea2nm = 4pi2dnm.
uˆN (x, y, t) =
2
pi
N∑
n=1
N∑
m=1
aˆnm sinnx sinmy cos
(√
n2 +m2t
)
.
Thus
AN =
2
pi
{
2pi
∞∑
n=N+1
∞∑
m=N+1
√
dnm (n+m) + Λ
N∑
n=1
N∑
m=1
(n+m)
}
≤ 2
pi

4pid
(N+1)2
2
(
1 +N +Nd
N+1
2
)
(1− d)(dN+12 )2
+ Λ(1 +N)N2
 ,
0 =
4
pi2
{
2pi
∞∑
n=N+1
∞∑
m=N+1
√
dnm + ΛN2
}
≤ 4
pi
{
2pid
(N+1)2
2
(1− d)(1− dN+12 )
+ ΛN2
}
.
So, we have received the model, where N andΛ satisfy the following inequality
A2N 
2
0(N) <
δ
3
√
pi
,
δ1/3
(
δ2/3 − (243piAN 0(N))1/3
)
0(N)
2 ≥ 2 ln( 1
γ
)
.
When some Λ = 0.005 and N = 36 the model uˆN (x, y, t) approaches the random
process u(x, y, t) to reliability 0.99 and accuracy 0.01 in the uniform metric.
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Figure 1: The model of membrane’s vibration at the moment of
time t = 0
Figure 2: The model of membrane’s vibration at the moment of
time t = 1
Figure 3: The model of membrane’s vibration at the moment of
time t = 2
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