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Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ charakteristikami statisticke´ vazby mezi na´hodny´mi
velicˇinami a jejich prakticky´m vyuzˇit´ım v pr˚umyslu. Teoreticka´ cˇa´st je zameˇrˇena na
vy´cˇet a popis statisticky´ch vazeb. Da´le je zde popsa´n statisticky´ software Statistica, ktery´
umozˇnˇuje rˇadu uvedeny´ch charakteristik pocˇ´ıtat. Na jednoduchy´ch prˇ´ıkladech je uveden
zp˚usob pouzˇit´ı statisticky´ch vazeb. Prakticka´ cˇa´st se zameˇrˇuje na statistickou analy´zu
pr˚umyslovy´ch rea´lny´ch dat s vyuzˇit´ım znalost´ı z teoreticke´ cˇa´sti bakala´rˇske´ pra´ce.
Abstract
This thesis focuses on characteristics of the dependence measures among random quan-
tities, as well as its use in industry. The theoretical part focuses on examples of the
characteristics used. Furthermore, the software Statistica is described here, for its possi-
bilities of implementing such characteristics. On simple examples, the use of dependence
measures is shown. In the practical part, the thesis focuses on statistical analysis of real
industrial data, whilst implementing the theory mentioned above.
kl´ıcˇova´ slova
Statisticka´ data, nomina´ln´ı promeˇnne´, ordina´ln´ı promeˇnne´, kvantitativn´ı promeˇnne´, kva-
litativn´ı promeˇnne´, statisticka´ vazba, korelace, korelacˇn´ı koeficient, Statistica.
key words
Statistic data, nominal variables, ordinal variables, quantitative variables, qualitative va-
riables, dependence measures, correlation, correlation coefficient, Statistica.
JANDA, R.: Charakteristiky statisticke´ vazby, Brno, Vysoke´ ucˇen´ı technicke´ v Brneˇ, Fa-
kulta strojn´ıho inzˇeny´rstv´ı, 2012 (33 stran). Vedouc´ı bakala´rˇske´ pra´ce doc. RNDr. Jaroslav
Micha´lek, CSc.
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1 U´vod
S vyuzˇit´ım statisticky´ch analy´z se v dnesˇn´ı dobeˇ setka´va´me v kazˇde´m pr˚umyslove´m
odveˇtv´ı.V te´to pra´ci se lze bl´ızˇe sezna´mit s teˇmito analy´zami a jejich prakticky´m vyuzˇit´ım.
Hlavn´ım c´ılem te´to pra´ce je charakterizovat statistickou vazbu a prˇedve´st jejich vyuzˇit´ı
prˇi zpracova´n´ı rea´lny´ch dat.
Tuto pra´ci mu˚zˇeme rozcˇlenit na dveˇ hlavn´ı cˇa´sti, z nichzˇ prvn´ı cˇa´st je teoreticka´
prˇ´ıprava k cˇa´sti druhe´.
Druha´ kapitola se zaby´va´ statisticky´mi daty. Vysveˇtluje se zde, co jsou to statisticka´
data a jak je z´ıska´va´me. Hlavn´ım bodem kapitoly je rozdeˇlen´ı dat do skupin podle jejich
vlastnost´ı.
Trˇet´ı kapitola pojedna´va´ o statisticke´ vazbeˇ, tento pojem je zde vysveˇtlen. Budeme se
zde zaby´vat za´kladn´ımi statisticky´mi vazbami a jejich cˇleneˇn´ım do skupin v za´vislosti na
tom, s jaky´mi typy dat pracuj´ı.
Ve cˇtvrte´ kapitole bude prˇedstaven a popsa´n jeden ze statisticky´ch softwar˚u. Vy´pocˇet
teoreticky´ch prˇ´ıklad˚u a zpracova´n´ı dat bude proveden pomoc´ı statisticke´ho softwaru Sta-
tistica.
V na´sleduj´ıc´ı, pa´te´, kapitole budou statisticke´ vazby aplikova´ny na jednoduchy´ch
prˇ´ıkladech. Prˇi jejich vy´pocˇtech bude pouzˇit jizˇ prˇedstaveny´ software Statistica.
Sˇesta´ kapitola se bude zaby´vat zpracova´n´ım rea´lny´ch dat. Tato data byla z´ıska´na z tes-
tova´n´ı funkcˇn´ıch cˇa´st´ı rˇ´ıdic´ıho syste´mu automobilu ve zkusˇebneˇ TSCD v Dacˇic´ıch, jedine´
zkusˇebneˇ te´to spolecˇnosti u na´s. Jedna´ se prˇ´ımo o testy prova´deˇne´ na prototypu, ktery´
bude uveden na trh v nejblizˇsˇ´ı dobeˇ. Meˇrˇen´ı, zpracova´n´ı a vyhodnocova´n´ı dat, ktere´ jsou
popsa´ny v te´to bakala´rˇske´ pra´ci, byly vyuzˇity ke konecˇne´ realizaci cele´ho projektu.
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2 Statisticka´ data
Datove´ soubory, statisticky zpracovatelne´, se porˇizuj´ı meˇrˇen´ım, pozorova´n´ım nebo jiny´m
zjiˇst’ova´n´ım hodnot sledovany´ch ukazatel˚u na vybrany´ch prvc´ıch dane´ mnozˇiny. Tyto
prvky nazy´va´me statisticke´ jednotky, a mnozˇinu, kterou tvorˇ´ı, a ktera´ je prˇedmeˇtem
nasˇeho pozorova´n´ı, nazy´va´me statisticky´ soubor. Tento soubor je vymezen z veˇcne´ho,
prostorove´ho a cˇasove´ho hlediska.
Ukazatel, ktery´ na prvc´ıch ze statisticke´ho souboru meˇrˇ´ıme nebo pozorujeme, se nazy´va´
statisticky´ znak X. Mozˇne´ hodnoty statisticke´ho znaku se nazy´vaj´ı varianty nebo obmeˇny
znaku a tvorˇ´ı mnozˇinu, kterou oznacˇ´ıme M .
Znak X je mozˇne´ charakterizovat jako na´hodnou velicˇinu a potom mnozˇina M je oznacˇena
jako obor hodnot na´hodne´ velicˇiny X.
Podle toho, jake´ ma´ tato mnozˇina M vlastnosti, mu˚zˇeme jizˇ znaky deˇlit. Pokud je
mnozˇina M konecˇna´ nebo spocˇetna´ (jej´ı prvky mu˚zˇeme usporˇa´dat do posloupnosti),
mluv´ıme o diskre´tn´ım znaku. Pokud je mnozˇina variant diskre´tn´ıho znaku X konecˇna´,
pak ji oznacˇ´ıme MX = {x[1], x[2], . . . , x[r]}, kde cˇ´ıslo r je pocˇet variant diskre´tn´ıho znaku
X. V prˇ´ıpadeˇ, zˇe mnozˇina M je tvorˇena intervalem, pak statisticky´ znak nazveme spo-
jity´m.
Jine´ rozdeˇlen´ı statisticky´ch znak˚u dostaneme, budeme-li se zaby´vat stupneˇm jejich
kvantifikace. Vezmeˇme statisticky´ soubor, ktery´ obsahuje n statisticky´ch jednotek. Cˇ´ıslo n
nazveme rozsahem statisticke´ho souboru. Hodnoty, oznacˇene´ x1, x2, . . . , xn, jsou hodnoty
znaku X zjiˇsteˇne´ na jednotlivy´ch statisticky´ch jednotka´ch. Podle obsahove´ kvantifikace
hodnot znaku se pak znaky rozdeˇluj´ı do skupin.
a) Nomina´ln´ı znaky
Tyto znaky prˇipousˇteˇj´ı mezi hodnotami statisticky´ch znak˚u x1, x2, . . . , xn pouze
relaci rovnosti, o dvou varianta´ch nomina´ln´ıho znaku mu˚zˇeme pouze konstatovat, zˇe
jsou bud’ stejne´ nebo r˚uzne´. Cˇ´ıslo prˇiˇrazene´ varianteˇ znaku nereprezentuje skutecˇnou
hodnotu, ale je pouhy´m oznacˇen´ım varianty znaku. Prˇ´ıkladem nomina´ln´ıho znaku
mu˚zˇe by´t odpoveˇd’ v dotazn´ıku, barva ocˇ´ı, typ profese atd.
Nomina´ln´ı znak naby´vaj´ıc´ı pouze dvou hodnot se nazy´va´ alternativn´ı, v opacˇne´m
prˇ´ıpadeˇ mluv´ıme o znaku mnozˇne´m.
b) Ordina´ln´ı znaky
Tyto znaky prˇipousˇteˇj´ı kromeˇ relace rovnosti i relaci usporˇa´da´n´ı, mu˚zˇeme konsta-
tovat, zˇe varianta x[i] < x[j] nebo (x[i] > x[j]). Usporˇa´da´n´ım vyja´drˇ´ıme veˇtsˇ´ı nebo
mensˇ´ı intenzitu popisovane´ vlastnosti. Prˇ´ıklad ordina´ln´ıho znaku: sˇkoln´ı klasifikace,
r˚uzna´ bodova´n´ı atd.
c) Kardina´ln´ı znaky
Tyto znaky prˇipousˇteˇj´ı obsahovou interpretaci jak relac´ı rovnosti a usporˇa´da´n´ı, tak
operac´ı soucˇtu x[1] + x[2] a rozd´ılu x[1] − x[2]. Tyto znaky se da´le cˇlen´ı do dvou
podskupin.
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• Pomeˇrove´ znaky
Znaky prˇipousˇteˇj´ı nav´ıc obsahovou interpretaci operace pod´ılu. Stejny´ pomeˇr
mezi jednou dvojic´ı hodnot a jinou dvoj´ıc´ı hodnot vyjadrˇuje i stejny´ pod´ıl ve
zkoumane´m statisticke´m souboru.
Spolecˇny´ rys pomeˇrovy´ch znak˚u je, zˇe pomeˇrovy´ znak ma´ prˇirozeny´ pocˇa´tek, ke
ktere´mu jsou vztahova´ny´ vsˇechny dalˇs´ı hodnoty znaku. Prˇ´ıklady pomeˇrovy´ch
znak˚u: hmotnost osob v kg, de´lka meˇrˇena´ v cm atd.
• Intervalove´ znaky
Je to prˇ´ıpad znak˚u, kdy operace pod´ılu nema´ smysl, tud´ızˇ se jedna´ o kardina´ln´ı
znaky bez operace pod´ılu.
Spolecˇny´m znakem intervalovy´ch znak˚u je to, zˇe nula byla stanovena umeˇle,
pouhou konvenc´ı. Prˇ´ıklady intervalovy´ch znak˚u: kalenda´rˇn´ı syste´m, meˇrˇen´ı tep-
loty ve stupn´ıch Celsia atd.
V neˇktery´ch monografiıch (naprˇ. [3]) by´vaj´ı nomina´ln´ı a ordina´ln´ı znaky souhrnneˇ pojme-
nova´ny jako znaky kvalitativn´ı a znaky kardina´ln´ı jako kvantitativn´ı znaky.
10
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
                                                          
  
  
  
  
  
  
  
  
                
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
                                                          
  
  
  
  
  
  
  
  
                
3 Za´kladn´ı statisticke´ vazby
Statistickou vazbou mezi dveˇma znaky se rozumı´ popis vza´jemne´ho vztahu. Pozorujeme,
zda hodnoty jednoho znaku, ktere´ prˇi experimentu pozorujeme, jsou va´za´ny na hodnoty
druhe´ho znaku. Pokud hodnoty jednoho znaku nejsou va´za´ny na hodnoty znaku druhe´ho,
jedna´ se o nulovou vazbu a mezi znaky nen´ı za´vislost.
Velikost statisticke´ vazby je cˇ´ıselneˇ charakterizova´na.
Porˇad´ı prˇehledu vybrany´ch meˇr statisticky´ch vazeb je uvedeno podle [1].
3.1 Statisticke´ vazby pro dveˇ promeˇnne´
Charakteristika statisticke´ vazby se zava´d´ı podle typu znak˚u, ktere´ jsou zkouma´ny.
3.1.1 Kvantitativn´ı promeˇnne´
Necht’ (X1, Y1), . . . , (Xn, Yn) jsou neza´visle´ pozorovane´ hodnoty na´hodne´ho vektoru (X, Y )
Pro tyto hodnoty se uzˇ´ıva´ teˇchto koeficient˚u:
a) Pearson˚uv korelacˇn´ı koeficient
R =
n∑
i=1
(Xi −X)(Yi − Y )√
n∑
i=1
(Xi −X)2
n∑
j=1
(Yj − Y )2
, R ∈ 〈−1, 1〉 , (3.1)
kde X =
n∑
i=1
Xi a Y =
n∑
i=1
Yi.
Pomoc´ı tohoto koeficientu se urcˇuje linea´rn´ı za´vislost mezi znaky X a Y . Pokud se
R bl´ızˇ´ı k ±1, pak je mezi znaky X a Y linea´rn´ı za´vislost. Podle hodnot R mu˚zˇeme
urcˇit velikost linea´rn´ı za´vislosti mezi znaky X a Y .
Vy´sledne´ hodnoty se mohou da´le testovat na statistickou vy´znamnost. Je urcˇena
hladina statisticke´ vy´znamnosti α = 0, 05, ktera´ mu˚zˇe by´t povazˇova´na za hranici
vy´znamnosti. Statistickou vy´znamnost koeficientu R se testuje T testem
T =
R
√
n− 2√
1−R2 , (3.2)
kde T ma´ Studentovo t rozdeˇlen´ı o n − 2 stupn´ıch volnosti. Tedy T ∼ t(n − 2).
Vy´sledek je platny´ za prˇedpokladu, zˇe jde o vy´beˇr z dvourozmeˇrne´ho norma´ln´ıho
rozdeˇlen´ı. Vy´sledek se porovna´va´ s kvantily t1−α
2
(n− 2). Pokud |T | ≥ t1−α
2
(n− 2),
pak vypocˇtena´ hodnota R je statisticky vy´znamna´.
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b) Spearman˚uv porˇadovy´ korelacˇn´ı koeficient
(Xi, Yi), i = 1, 2, . . . , n je n pozorova´n´ı velicˇin X a Y . X(1), X(2), . . . , X(n) jsou
usporˇa´dane´ X-ove´ hodnoty. Pak r = (r1, . . . , rn) je vektor porˇad´ı, kde ri je porˇad´ı
Xi ve vy´beˇru. Stejny´ je postup s hodnotami Y .
Polozˇme
RS = 1−
6
n∑
i=1
(ri − si)2
n(n2 − 1) , RS ∈ 〈−1, 1〉 (3.3)
Pak RS nazy´va´me Spearman˚uv porˇadovy´ korelacˇn´ı koeficient.
Pokud se hodnota RS bl´ızˇ´ı k 0, mezi znaky X a Y nen´ı za´vislost . Stanovme hypote´zy
a zda jsou vy´sledne´ hodnoty vy´znamne´ :
• H0: mezi X a Y neexistuje za´vislost
• H1: mezi X a Y existuje za´vislost
Zvol´ıme hladinu vy´znamnosti α = 0, 05 a testujeme statistickou vy´znamnost pomoc´ı
T testu
T =
RS
√
n− 2√
1−R2S
(3.4)
kde T ma´ Studentovo t rozdeˇlen´ı o n − 2 stupn´ıch volnosti. Tedy T ∼ t(n − 2).
Vy´sledek se porovna´va´ s kvantily t1−α
2
(n − 2). Pokud |T | ≥ t1−α
2
(n − 2), pak
vypocˇtena´ hodnota RS je statisticky vy´znamna´.
Da´le urcˇ´ıme, ktere´ hypote´zy zamı´tneme.
• H0 a H1: je-li |T | ≥ t1−α
2
zamı´ta´me H0 ve prospeˇch H1
je-li |T | < t1−α
2
nema´me d˚uvod H0 zamı´tnout
c) Kendall˚uv korelacˇn´ı koeficient
Vy´pocˇet tohoto koeficientu vycha´z´ı z porˇad´ı hodnot znak˚u. Podobneˇ jako v prˇ´ıpadeˇ
Speamanova korelacˇn´ıho koecientu zavedeme vektory porˇad´ı r1, . . . , rn a s1, . . . , sn
a polozˇme
τ =
1
n(n− 1)
n∑
i 6=j i,j=1
sign (ri − rj)(si − sj), τ ∈ 〈−1, 1〉 (3.5)
kde
signx =

−1 pro x < 0
0 pro x = 0
1 pro x > 0 .
Pak τ nazveme Kendall˚uv korelacˇn´ı koeficient.
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d) Kolmogorov˚uv distribucˇn´ı deviacˇn´ı koeficient
(X1, Y1), . . . , (Xn, Yn) jsou neza´visle´ pozorovane´ hodnoty na´hodne´ho vektoru (X, Y ).
Zavedeny vy´beˇrove´ distribucˇn´ı funkce pro 1. vy´beˇr, 2. vy´beˇr a sdruzˇenou vy´beˇrovou
distribucˇn´ı funkci:
F1n(x) =
1
n
n∑
i=1
I[Xi≤x]
F2n(y) =
1
n
n∑
i=1
I[Yi≤y]
Fn(x, y) =
1
n
n∑
i=1
I[Xi≤x,[Yi≤y],
kde IA je indika´tor jevu A, ktery´ naby´va´ hodnot
IA =
{
0 pokud jev A nenastane
1 pokud jev A nastane
.
dK = 4 sup
1≤x,y≤n
|Fn(x, y)− F1n(x)F2n(y)| dK ∈ 〈−1, 1〉 (3.6)
Koeficient dK vyjadrˇuje odchylku od neza´vislosti. Je to univerza´ln´ı koeficient, ale
nen´ı cˇasto pouzˇ´ıvany´. Prˇi jeho pouzˇit´ı se doporucˇuje n velke´ (n > 30).
3.1.2 Nomina´ln´ı promeˇnne´
Prˇedpokla´dejme, zˇe r je pocˇet variant X a s je pocˇet variant znaku Y . Porˇ´ıd´ıme na´hodny´
vy´beˇr rozsahu n znaku (X, Y ). Oznacˇme nij cˇetnost jevu, kdy X = X[i] a Y = Y[j],
i = 1, . . . , r a j = 1, . . . , s. Zjiˇsteˇne´ hodnoty usporˇa´da´me do tabulky, ktera´ se nazy´va´
kontingencˇn´ı:
X/Y Y[1] Y[2] . . . Y[s]
∑
X[1] n11 n12 . . . n1s n10
X[2] n21 n22 . . . n2s n20
...
...
...
. . .
...
...
X[r] nr1 nr2 . . . nrs nr0∑
n01 n02 . . . n0s n
Pak zavedeme chi-kvadratickou statistiku
χ2 =
r∑
i=1
c∑
j=1
(nij − eij)2
eij
, (3.7)
kde eij =
ni0n0j
n
, i = 1, . . . , r a j = 1, . . . , s je ocˇeka´vana´ cˇetnost trˇ´ıdy i, j. Ocˇeka´vana´
cˇetnost eij je cˇetnost, kdy znak X = X[i] a znak Y = Y[i].
Testujeme hypote´zu H0 : znaky jsou neza´visle´ oproti hypote´ze H1 : znaky nejsou neza´visle´.
Vy´slednou hodnotu χ2 porovna´va´me s kvantily rozdeˇlen´ı χ2α
2
((r − 1)(s − 1)). Pokud
χ20 > χ
2
α
2
((r − 1)(s− 1)) pak hypote´zu H0 zamı´ta´me.
Test je asymptoticky´ a je platny´ za prˇedpokladu, zˇe ocˇeka´vane´ cˇetnosti jsou alesponˇ 5.
Na´sleduj´ıc´ı statisticke´ vazby vycha´zej´ı ze statistiky χ2.
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a) Koeficient ϕ
Koeficient vycha´z´ı z kontingencˇn´ı tabulky. Je definova´n
ϕ =
√
χ2
n
, ϕ ≥ 0 (3.8)
K 0 bl´ızˇ´ıc´ı se ϕ znacˇ´ı neza´vislost. Horn´ı hranice za´vis´ı na r a s.
Pro tabulku 2×2 se ϕ rovna´ Pearsonovu koeficientu dvou znak˚u. V tomto prˇ´ıpadeˇ
je ϕ bodovy´ biseriovy´ korelacˇn´ı koeficient a ϕ ∈ 〈−1, 1〉.
b) Crame´rovo V
Koeficient vycha´z´ı z kontingencˇn´ı tabulky. Je definova´n
V =
√
χ2
nmin(r − 1, c− 1) , V ∈ 〈−1, 1〉 (3.9)
Pro tabulky veˇtsˇ´ı nezˇ 2×2, z toho vyply´va´, zˇe pro tabulky 2×2 dostaneme rovnost
ϕ = V . V bl´ızˇ´ıc´ı se k nule znacˇ´ı neza´vislost , pokud se bl´ızˇ´ı k 1 znacˇ´ı to silnou
za´vislost.
Nejv´ıce doporucˇovana´ statisticka´ vazba.
c) Kontingencˇn´ı koeficient (Pearsonovo C)
Koeficient vycha´z´ı z kontingencˇn´ı tabulky. Je definova´n
C =
√
χ2
χ2 + n
, C ∈ 〈−1, 1〉 (3.10)
Maxima´ln´ı hodnota C za´vis´ı na r a s.
3.1.3 Ordina´ln´ı promeˇnne´
Prˇedpokla´dejme, zˇe znaky X a Y jsou ordina´ln´ı, usporˇa´da´me je (naprˇ. od nejnizˇsˇ´ı po
nejveˇtsˇ´ı) podle hodnot znaku X nebo znaku Y . Meˇjme dvojice pozorova´n´ı (Xi, Yj) a
(Xk, Yl). Vol´ıme P a Q, ktere´ jsou definovane´:
• P = pocˇet dvojic pozorova´n´ı (Xi, Yj) a (Xk, Yl), pro ktere´ plat´ı bud’ Xi > Xk a
Yj > Yl nebo Xi < Xk a Yj < Yl (shodne´ pa´ry)
• Q = pocˇet dvojic pozorova´n´ı (Xi, Yj) a (Xk, Yl), pro ktere´ plat´ı bud’ Xi > Xk a
Yj < Yl nebo Xi < Xk a Yj > Yl (neshodne´ pa´ry)
• TX = pocˇet dvojic pozorova´n´ı (Xi, Yj) a (Xk, Yl), pro ktere´ plat´ı Xi = Xk (va´zane´
ve znaku X, pocˇet pa´r˚u, kdy X ma´ stejne´ hodnoty)
• TY = pocˇet dvojic pozorova´n´ı (Xi, Yj) a (Xk, Yl), pro ktere´ plat´ı Yj = Yl (va´zane´ ve
znaku Y, pocˇet pa´r˚u, kdy Y ma´ stejne´ hodnoty)
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a) Goodman-Kruskal˚uv koeficient γ
γ =
P −Q
P +Q
, 〈−1, 1〉 (3.11)
Pokud se γ bl´ızˇ´ı k 0, znaky X a Y jsou neza´visle´. Naopak γ bl´ızˇ´ıc´ı se k 1 nebo -1
znacˇ´ı silnou za´vislost.
b) Kendallovo τb
τb =
2(P −Q)√
(P +Q+ TX)(P +Q+ TY )
, Tb ∈ 〈−1, 1〉 (3.12)
Koeficient vy´kladem podobny´ Goodman-Kruskalovu γ. Nejv´ıce doporucˇovany´ a
uzˇ´ıvany´ koeficient.
c) Kendallovo (Stewartsovo) τc
τc =
2 min(r, c)(P −Q)
n2[min(r, c)− 1] , τc ∈ 〈−1, 1〉 (3.13)
Interpretace podobna´ Goodman-Kruskalovu γ.
d) Sommerovo d
dXY =
P −Q
P +Q+ TX
(3.14)
dY X =
P −Q
P +Q− TY , (3.15)
−1 ≤ dXY , dY X ≤ 1
Asymetricke´ koeficienty prˇedpokla´daj´ıc´ı jednosmeˇrnou za´vislost. Interpretacˇneˇ po-
dobne´ Goodman-Krusklovu γ.
Jelikozˇ jsou porˇad´ı hodnot znak˚u dobrˇe definovane´, mu˚zˇeme pouzˇ´ıt take´:
e) Spearman˚uv porˇadovy´ korelacˇn´ı koeficient RS (3.3)
f) Kendall˚uv porˇadovy´ korelacˇn´ı koeficient τ (3.5)
Prakticky´m uzˇit´ım teˇchto koeficient˚u na prˇ´ıkladech se bude zaby´vat kapitola 5. Vy´pocˇet
koeficient˚u bude proveden pomoc´ı softwaru Statistica. Tento software bude prˇedstaven v
na´sleduj´ıc´ı kapitole.
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4 Statisticky´ software
S pouzˇ´ıva´n´ım pocˇ´ıtacˇ˚u se dnes setka´va´me v kazˇde´m technicke´m oboru. Nicme´neˇ kazˇdy´
obor je specificky´ a je doporucˇene´, cˇi dokonce nutne´, uzˇ´ıvat specializovany´ software. V
te´to kapitole se budeme zaby´vat statisticky´m matematicky´m softwarem Statistica 10.
Tento software si prˇibl´ızˇ´ıme, protozˇe jej vyuzˇijeme v na´sleduj´ıc´ıch kapitola´ch.
4.1 Statistica 10
Statistica je program produkovany´ firmou Statsoft, ktery´ obsahuje prostrˇedky pro spra´vu
dat, jejich analy´zu a vizualizaci. Nab´ız´ı sˇiroky´ vy´beˇr za´kladn´ıch i pokrocˇilejˇs´ıch technik pro
statisticke´ zpracova´n´ı dat. Vyuzˇit´ı nacha´z´ı hlavneˇ v podnika´n´ı, veˇdeˇ a prˇi inzˇeny´rsky´ch
aplikac´ıch.
V te´to kapitole si uka´zˇeme, jak nacˇ´ıst data do programu, a prˇedvedeme postup, jak
spocˇ´ıtat jednotlive´ korelacˇn´ı koeficienty.
• Nacˇten´ı souboru s daty
Po spusˇteˇn´ı programu na´s program Statistica uv´ıta´ a nab´ıdne na´m typy soubor˚u,
se ktery´mi mu˚zˇeme pracovat. Zde zvol´ıme mozˇnost otevrˇ´ıt sesˇit Excel, jelikozˇ data,
ktera´ budeme da´le pouzˇ´ıvat, ma´me v excelovske´m souboru. Najdeme si na´mi vy-
brany´ soubor a zvol´ıme otevrˇ´ıt. V dalˇs´ım kroku zvol´ıme mozˇnost otevrˇ´ıt jako pra-
covn´ı sesˇit Excelu. T´ım jsme nahra´li soubor do programu a mu˚zˇeme s n´ım da´le
pracovat.
• Prˇiˇrazen´ı dat do promeˇnny´ch
Abychom mohli pokrocˇit k test˚um, mus´ıme si data prˇiˇradit do promeˇnny´ch, se
ktery´mi potom program pracuje. To udeˇla´me tak, zˇe si zvol´ıme v horn´ı liˇsteˇ mozˇnost
Statistiky.
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Zde v nab´ıdce vybereme statistiku, kterou jsme se rozhodli pouzˇ´ıt. Da´le vybe-
reme sloupce a rˇa´dky, ktere´ prˇiˇrad´ıme do promeˇnny´ch, ktere´ potom pouzˇ´ıva´me prˇi
vy´pocˇtech.
• Vy´pocˇty
Po vytvorˇen´ı promeˇnny´ch se mu˚zˇe prˇikrocˇit k samotny´m vy´pocˇt˚um. Pro prˇ´ıpad
drˇ´ıve uvedeny´ch statisticky´ch vazeb se budeme zaby´vat hlavneˇ mozˇnost´ı Za´kladn´ı
statistiky a Neparametricka´ statistika.
• Za´kladn´ı statistiky
Zde je pro na´s nejd˚ulezˇiteˇjˇs´ı mozˇnost Korelacˇn´ı matice, kde vy´beˇrem mozˇnosti Ko-
relace spocˇ´ıta´me Pearsonovo R.
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• Neparametricka´ statistika
V nab´ıdce neparametricke´ statistiky mu˚zˇeme zadat vy´pocˇet korelac´ı, ma´me na vy´beˇr
ze Spearmanova R, Gama nebo Kendallova tau.
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5 Uka´zka aplikace statisticky´ch vazeb
S prakticky´m vyuzˇit´ım statisticky´ch vazeb se setka´va´me v mnoha oblastech. V te´to kapi-
tole si uka´zˇeme jejich aplikaci na typovy´ch prˇ´ıkladech cˇerpany´ch z [4] .
• Realizace vytycˇeny´ch za´meˇr˚u
V panelove´ studii vybavova´n´ı doma´cnost´ı byl zjiˇst’ova´n za´meˇr ty´kaj´ıc´ı se koupeˇ
prˇedmeˇtu (naprˇ. lednice) beˇhem prˇ´ıˇst´ıch dvana´cti meˇs´ıc˚u a po jednom roce byla
zjiˇst’ova´na realizace koupeˇ tohoto prˇedmeˇtu.
V tabulce jsou uvedeny cˇetnosti vy´skytu jednotlivy´ch znak˚u.
Realizace Koupil Nekoupil
Za´meˇr
Koup´ı 61 12
Nekoup´ı 14 78
Tabulka zjiˇsteˇny´ch u´daj˚u
Vy´pocˇet korelace mezi teˇmito jevy provedeme v softwaru Statistica. Vy´pocˇet pro-
vedeme podle vztahu 3.1. Z´ıska´va´me hodnotu Pearsonova korelacˇn´ıho koeficientu
R = 0, 682.
Vy´sledek otestujeme na statistickou vy´znamnost pomoc´ı T testu.
Z tabulek jsme z´ıskali t1−α
2
(n − 2) = 1, 975 a vypocˇ´ıtali jsme T = 11, 91. Tedy
T ≥ t1−α
2
a z definice v kapitole 2 vyply´va´, zˇe vy´sledek je statisticky vy´znamny´.
• Studijn´ı vy´sledky ucˇnˇ˚u prˇi navsˇteˇvova´n´ı za´jmovy´ch krouzˇk˚u
V jedne´ interna´tn´ı ucˇnˇovske´ sˇkole byla zjiˇsteˇna souvislost mezi dobry´mi vy´sledky
studia a aktivn´ı prac´ı v za´jmove´m krouzˇku.
V tabulce jsou uvedeny cˇetnosti vy´skytu jednotlivy´ch znak˚u.
Aktivita Aktivn´ı Neaktivn´ı
Studium
Pr˚umeˇrne´ a sˇpatne´ 92 10
Dobre´ 17 33
Tabulka zjiˇsteˇny´ch u´daj˚u
Korelacˇn´ı koeficient je vypocˇ´ıta´n opeˇt pomoc´ı softwaru Statistica. Vyuzˇijeme vztahu
3.1. Spocˇtena´ hodnota Pearsonova koeficientu je R = 0, 586.
Vy´sledek otestujeme na statistickou vy´znamnost pomoc´ı T testu.
Z tabulek jsme z´ıskali t1−α
2
(n − 2) = 1, 976 a vypocˇ´ıtali jsme T = 8, 86. Tedy
T ≥ t1−α
2
a z definice v kapitole 2 vyply´va´, zˇe vy´sledek je statisticky vy´znamny´.
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• Za´jem o urcˇity´ porˇad prˇi sledova´n´ı televizi
Prˇi studiu chova´n´ı televizn´ıch diva´k˚u a jejich za´jmu˚ byla sledova´na statisticka´ sou-
vislost mezi frekvenc´ı sledova´n´ı TV a urcˇite´ho televizn´ıho porˇadu.
Cˇetnosti vy´skytu jednotlivy´ch znak˚u jsou uvedeny v tabulce.
Porˇad sleduji Vu˚bec nesleduji Jen obcˇas 1-2x ty´dneˇ Skoro denneˇ Kazˇdy´ den
TV sleduji
Jen obcˇas 3 2 4 10 6
1-2x ty´dneˇ 6 1 4 12 8
Skoro denneˇ 78 52 87 202 126
Kazˇdy´ den 59 33 88 184 156
Tabulka zjiˇsteˇny´ch u´daj˚u
Vy´pocˇet statisticke´ vazby provedeme softwarem Statisticka podle vztahu 3.11. Pro-
gram na´m spocˇ´ıtal hodnotu Goodman-Kruskalova koefientu γ = 0, 12 .
Statisticky´ za´veˇr zn´ı: mezi frekvenc´ı sledova´n´ı televize a frekvenc´ı sledova´n´ı urcˇite´ho
porˇadu je mala´ za´vislost. Tud´ızˇ sledova´n´ı tohoto porˇadu nevyply´va´ z intenzity sle-
dova´n´ı televize.
• Za´vislost platove´ trˇ´ıdy na vzdeˇla´n´ı opera´tor˚u
Pr˚uzkumem v tova´rneˇ jsme z´ıskali u´daje o platove´m ohodnocen´ı pracovn´ık˚u a u´daje
o jejich dosazˇene´m vzdeˇla´n´ı. Tyto promeˇnne´ statisticky zpracujeme. Rozhodneme,
zda ma´ dosazˇene´ vzdeˇla´n´ı vliv na platove´ ohodnocen´ı pracovn´ıka.
Platova´ trˇ´ıda E D C B A
Dosazˇene´ vzdeˇla´n´ı
Za´kladn´ı 4 17 13 7 1
Strˇedn´ı s vyucˇen´ım 16 5 4 1 0
Strˇedn´ı s maturitou 7 3 2 1 2
Vysokosˇkolske´ s bakala´rˇsky´m titulem 5 3 3 1 14
Vysokosˇkolske´ s magistersky´m titulem 0 1 7 12 12
Tabulka zjiˇsteˇny´ch u´daj˚u
Pro stanoven´ı statisticke´ vazby mu˚zˇeme pouzˇ´ıt naprˇ´ıklad Speaman˚uv porˇadovy´
koeficient RS (3.3). Vy´pocˇet provedeme softwaroveˇ pomoc´ı programu Statistica.
Z´ıska´me vy´sledek Spearmanova koefientu RS = 0, 44.
Vy´sledek otestujeme na statistickou vy´znamnost T testem (3.4).
Z tabulek jsme z´ıskali t1−α
2
(n − 2) = 1, 978 a vypocˇ´ıtali jsme T = 5, 78. Tedy
T ≥ t1−α
2
a z definice v kapitole 2 vyply´va´, zˇe vy´sledek je statisticky vy´znamny´.
Dalˇs´ı pouzˇit´ı koeficient˚u bude prˇedvedeno v na´sleduj´ıc´ı kapitole.
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6 Aplikace statisticky´ch vazeb v pr˚umyslu
V te´to cˇa´sti bakala´rˇske´ pra´ce se sezna´mı´me s vyuzˇit´ım statistiky v pr˚umyslu a uka´zˇeme
si pouzˇit´ı vybrane´ mı´ry statisticke´ vazby. Konkre´tneˇji, jak se vyuzˇ´ıva´ statistika v Techni-
cal Support Center Dacˇice (zkra´ceneˇ TSCD), zkusˇebneˇ firmy TRW se s´ıdlem v Dacˇic´ıch.
Sezna´mı´me se se zjednodusˇeny´m technologicky´m postupem. Bude zde popsa´no, jaka´
data z´ıska´me meˇrˇen´ım a jak tyto data vyhodnot´ıme. Da´le zde bude uvedeno, jake´ za´veˇry
lze z teˇchto statisticky´ch vy´sledk˚u vyvodit. Pod´ıva´me se na tyto vy´sledky z technicke´ho
hlediska a uvedeme je v praxi. V te´to kapitole bude uvedeno, jak se tyto statisticke´
vy´sledky promı´taj´ı do jednoho z hlavn´ıch test˚u prova´deˇny´ch v TSCD. V ra´mci zachova´n´ı
technologicke´ho a marketingove´ho ,,know-how”nebude v te´to bakala´rˇske´ pra´ci uveden
na´zev za´kazn´ıka ani podrobne´ technicke´ postupy.
6.1 Sezna´men´ı s technicky´m prostrˇed´ım
Bude se jednat o pouzˇit´ı statistiky prˇi rˇesˇen´ı aktua´ln´ıho technicke´ho proble´mu. Prˇi vytva´rˇen´ı
funkcˇn´ıho prototypove´ho sloupku pomoc´ı urcˇite´ho testu docha´z´ı cˇasto ke zmeˇneˇ funkcˇn´ıch
cˇa´st´ı nebo jejich parametr˚u. Nasˇ´ım prˇednostn´ım u´kolem je statisticky zpracovat za´vislosti
mezi jednotlivy´mi zmeˇnami a vy´sledky, poprˇ´ıpadeˇ jak se obmeˇna parametr˚u jednotlivy´ch
funkcˇn´ıch cˇa´st´ı promı´tne do zmeˇny parametr˚u jiny´ch cˇa´st´ı. Tyto zmeˇny se pr˚ubeˇzˇneˇ tes-
tuj´ı dalˇs´ımi testy. Z TSCD jsme z´ıskali data z meˇrˇen´ı funkcˇn´ıho prototypu sloupku rˇ´ızen´ı
do automobilu, ktery´ se v nejblizˇsˇ´ı dobeˇ dostane do se´riove´ vy´roby.
• Sloupek rˇ´ızen´ı
Je to cˇa´st rˇ´ıdic´ı soustavy automobilu, na ktere´ je umı´steˇn volant a ktera´ je prˇes I-
shaft spojena s hydraulicky nebo elektricky posilovany´m rˇ´ızen´ım. Sestavu si rozdeˇl´ıme
na dveˇ cˇa´sti - sloupek a gearbox s ECU. Pro na´s je d˚ulezˇity´ hlavneˇ samotny´ sloupek,
ktery´ lze zjednodusˇeneˇ da´le rozdeˇlit na vnitrˇn´ı trubku (Inner column tube - ICT),
vneˇjˇs´ı trubku (Outer column tube - OCT) a hlavn´ı braketu. Dalˇs´ı vy´znamne´ cˇa´sti
jsou: pa´ka, za´mek, spindl, vnitrˇn´ı shaft, vacˇka.
Obra´zek 1: Sloupek rˇ´ızen´ı
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Tento sloupek je nastavitelny´ ve dvou osa´ch, mluv´ıme tedy o double sloupku. Slou-
pek je za´rovenˇ jeden z bezpecˇnostn´ıch prvk˚u v auteˇ. Prˇi nehodeˇ se ICT zasouva´ a
uvolnˇuje t´ım mı´sto teˇlu rˇidicˇe, ktere´ nara´zˇ´ı do airbagu a volantu. Zde za´lezˇ´ı na s´ıle,
kterou sv´ıra´ OCT ICT.
• Body block test
Jedna´ se o jeden z nejd˚ulezˇiteˇjˇs´ıch test˚u, ktere´ se na sloupku prova´deˇj´ı. Testuje se
prˇedevsˇ´ım bezpecˇnostn´ı stra´nka sloupku.
Sloupek je upevneˇn v ra´mu, prˇiˇsroubova´n k barie´rˇe a je osazen volantem s airbagem.
Prˇedem urcˇenou rychlost´ı nara´zˇ´ı figur´ına na vystrˇeleny´ airbag a tlacˇ´ı na volant i se
sloupkem. T´ım se testuje se schopnost sloupku ,,uhnout”rˇidicˇoveˇ teˇlu, to znamena´, zˇe
se sloupek mus´ı zasunout do nejkrajneˇjˇs´ı polohy. Zatlacˇen´ım sloupku se snizˇuje riziko
zlomen´ı kost´ı, naprˇ. rˇidicˇovy´ch zˇeber. Prˇi tomto testu je za´sadn´ı prˇesne´ nastaven´ı
a prˇ´ıprava, protozˇe je jedn´ım z d˚ulezˇity´ch test˚u, po ktery´ch vznikaj´ı rozhodnut´ı o
tom, jaky´m smeˇrem se bude ub´ırat na´sledny´ vy´voj sloupku, a sebemensˇ´ı odchylka
a neprˇesnost mu˚zˇe ve´st k financˇn´ım ztra´ta´m.
Obra´zek 2: Body block test
Za´kazn´ık prˇesneˇ definuje nastaven´ı testu, naprˇ. u´hel na´klonu, rychlost let´ıc´ı figur´ıny,
jaky´ volant a airbag se prˇi testu pouzˇij´ı.
Na u´speˇsˇnost testu ma´ vliv mnoho faktor˚u. Pro statisticke´ vyhodnocova´n´ı si uvedeme
neˇkolik z nich:
• Pnut´ı ve sˇroubu (Bolt tension)
Je to s´ıla, kterou sv´ıra´ vneˇjˇs´ı trubka vnitrˇn´ı. Nejdrˇ´ıve mus´ıme oveˇrˇit, zda mu˚zˇeme
testovat podle tohoto parametru. Da´le otestujeme za´vislost bolt tensionu na vy´sledku
testu.
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• Volba typu volantu
Testujeme dva typy volant˚u. Statisticky vyhodnocujeme vliv zvolene´ho typu na
vy´sledku testova´n´ı.
• Velikost s´ıly nutne´ k posunut´ı sloupku v axia´ln´ım smeˇru (Reach force)
Na tuto s´ılu ma´ vliv troje trˇen´ı: trˇen´ı mezi vneˇjˇs´ı a vnitrˇn´ı trubkou, trˇen´ı mezi
spindlem a vnitrˇn´ım shaftem a trˇen´ı mezi vneˇjˇs´ı trubkou a braketou. Zameˇrˇ´ıme se
pouze na velikost s´ıly pro zasunut´ı sloupku. Urcˇ´ıme za´vislost mezi touto silou a silou
p˚usob´ıc´ı pouze prˇi zasouva´n´ı spindlu a vnitrˇn´ım shaftem, tzv. insertion force.
6.2 Pnut´ı ve sˇroubu
6.2.1 Uveden´ı do proble´mu
Zasouva´n´ı ICT do OCT ovlivnˇuje trˇen´ı, ktere´ je prˇ´ımo u´meˇrne´ s´ıle, kterou sv´ıra´ OCT
ICT. Tuto s´ılu mu˚zˇeme urcˇiteˇ dveˇma zp˚usoby: prˇ´ımy´m a neprˇ´ımy´m. Neprˇ´ımy´ zp˚usob je
urcˇen´ı momentu, ktery´ je potrˇeba k zamcˇen´ı pa´ky. Z tohoto momentu vypocˇ´ıta´me pomoc´ı
vztahu M = F × l, kde l je de´lka pa´ky, s´ılu potrˇebnou k zamcˇen´ı pa´ky, tzv. s´ılu na pa´ce.
Ve vy´robeˇ se sloupek nastavuje pra´veˇ podle s´ıly na pa´ku. Prˇi urcˇova´n´ı te´to s´ıly ale p˚usob´ı
negativn´ı velicˇiny, ktere´ mohou stanoven´ı te´to s´ıly znehodnotit, nejv´ıce trˇen´ı ve vacˇce
pa´ky. Tomuto negativn´ımu p˚usoben´ı se vyhneme, pokud zvol´ıme prˇ´ımou metodu. Pomoc´ı
te´to metody urcˇ´ıme prˇ´ımo s´ılu sevrˇen´ı FCLAMP .
Obra´zek 3: Na´kres p˚usob´ıc´ıch sil
Tato s´ıla se urcˇuje pomoc´ı senzoru, ktery´ je prˇi zamcˇen´ı stlacˇen. Tak z´ıska´me s´ılu
sevrˇen´ı, anizˇ by zde p˚usobila jaka´koliv nezˇa´douc´ı velicˇina, jako je naprˇ. trˇen´ı. Pro dalˇs´ı
pouzˇit´ı tuto s´ılu oznacˇ´ıme jako pnut´ı ve sˇroubu.
Aby se mohly sloupky na testy nastavovat pouze podle pnut´ı, je nutne´ otestovat a
statisticky vyhodnotit, zda je toto pnut´ı ve vazbeˇ se silou na pa´ce, podle ktere´ se budou
sloupky nastavovat ve vy´robeˇ. Provedeme tedy neˇkolik meˇrˇen´ı, ktere´ statisticky zpracu-
jeme a vyhodnot´ıme.
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6.2.2 Popis experimentu
Sloupek upevn´ıme do ra´mu a tuto soustavu prˇipevn´ıme na stroj AME. Sloupek nastav´ıme
do polohy MID/MID, tzn. do strˇedu v axia´ln´ım a radia´ln´ım smeˇru. Nastav´ıme pa´kovy´
aktua´tor, hlavneˇ jeho souosost se sˇroubem, abychom data nezkreslili sˇpatneˇ nastavenou
de´lkou pa´ky.
Danou s´ılu na pa´ku nastav´ıme utazˇen´ım matice. Jelikozˇ ma´me prˇedem dane´ hodnoty
s´ıly, mus´ıme kazˇdou hodnotu co nejprˇesneˇji nastavit. Postupujeme tak, zˇe uta´hneme matici
a potom pa´ku zamkneme a odemkneme. T´ım zjist´ıme s´ılu na pa´ce.
Obra´zek 4: Stroj AME s upevneˇny´m sloupkem
Abychom pa´ku prohla´sili za nastavenou, mus´ı se hodnota s´ıly trˇikra´t zopakovat, prˇicˇemzˇ
povolene´ odchylky se mus´ı vej´ıt do rozmez´ı jednoho newtona. Trˇet´ı hodnotu bereme jako
konecˇnou.
Prˇi odecˇten´ı trˇet´ı hodnoty z pocˇ´ıtacˇe za´rovenˇ odecˇteme hodnotu pnut´ı z meˇrˇ´ıc´ıho
prˇ´ıstroje Kistler. ktery´ je propojen se sn´ımacˇem na sˇroubu.
Z´ıskane´ hodnoty zaznamena´me do tabulky.
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Obra´zek 5: Upraveny´ meˇrˇic´ı sˇroub se sn´ımacˇem
Nastavena´ s´ıla Nameˇrˇene´ pnut´ı
[N ] [kN ]
26,64 1,58
42,05 2,65
40,4 2,65
56,43 2,64
55,71 2,68
58,16 2,68
35,45 1,56
57,29 2,63
36,57 1,55
36,2 1,55
54,44 2,65
34,08 1,59
34,28 1,53
36,13 1,59
35,54 1,57
58,42 2,66
34,14 1,56
63,9 3
84,6 3,96
35,4 1,58
34,7 1,48
Tabulka nameˇrˇeny´ch hodnot
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Obra´zek 6: Meˇrˇ´ıc´ı prˇ´ıstroj Kistler
6.2.3 Zpracova´n´ı dat
Nyn´ı data zpracujeme. V tabulkovy´ch hodnota´ch lze vypozorovat jiste´ nesrovnalosti. Pro
na´zorneˇjˇs´ı prˇestavu vytvorˇ´ıme graf.
Obra´zek 7: Graf za´vislosti pnut´ı na s´ıle
Na grafu jsou videˇt odchylky. Mus´ıme vysˇetrˇit, procˇ se liˇs´ı tyto trˇi hodnoty. Zpeˇtny´m
vysˇetrˇen´ım pr˚ubeˇhu meˇrˇen´ı jsme zjistili, zˇe byl sˇpatneˇ nastaven pa´kovy´ aktua´tor a nameˇrˇene´
hodnoty byly zkresleny sˇpatnou de´lkou pa´ky. Tyto hodnoty jsou pro na´s nena´hodnou chy-
bou, proto je odstran´ıme a vytvorˇ´ıme novy´ graf. Na nove´m grafu je videˇt, jak jsou data
linea´rneˇ za´visla´. Tuto za´vislost vyja´drˇ´ıme korelacˇn´ım koeficientem spocˇteny´m pomoc´ı pro-
gramu Statistica.
Vyuzˇijeme vztahu pro Pearson˚uv korelacˇn´ı koeficient (3.1).
Vy´sledna´ hodnota je R = 0, 994.
Vy´sledek otestujeme na statistickou vy´znamnost pomoc´ı T testu (3.2).
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Obra´zek 8: Graf za´vislosti pnut´ı na s´ıle bez odchylek
Z tabulek jsme pro hladinu vy´znamnosti α = 0, 05 z´ıskali hodnotu t1−α
2
(n−2) = 2, 120,
vy´pocˇtem hodnotu T = 36, 35. Tedy T ≥ t1−α
2
a z definice v kapitole 2 vyply´va´, zˇe
vy´sledek je statisticky vy´znamny´.
6.2.4 Statisticke´ vyhodnocen´ı
Z vy´sledne´ hodnoty vyply´va´, zˇe mezi hodnotami pnut´ı a s´ıly je silna´ kladna´ za´vislost. To
znamena´, zˇe pokud zvy´sˇ´ıme s´ılu na pa´ku utazˇen´ım matice, zvy´sˇ´ı se t´ım i pnut´ı ve sˇroubu.
Naopak sn´ızˇen´ım pnut´ı sn´ızˇ´ıme i s´ılu potrˇebnou k zamknut´ı pa´ky.
6.2.5 Technicke´ vyhodnocen´ı, jeho vyuzˇit´ı a dalˇs´ı zpracova´n´ı
Potvrzen´ım za´vislosti mezi teˇmito velicˇinami se mu˚zˇe zmeˇnit postup sestavova´n´ı sloupk˚u
na testy. Jeden z hlavn´ıch prˇ´ınos˚u zmeˇny testovac´ıho procesu je urychlen´ı, protozˇe na-
staven´ı pa´ky podle pnut´ı je o pozna´n´ı rychlejˇs´ı. Da´le testujeme pouze omezeny´ pocˇet
hodnot pnut´ı. Urcˇen´ım testovac´ıch hodnot a stanoven´ım toleranc´ı prˇi jejich nastavova´n´ı
za´rovenˇ urcˇujeme intervaly nastavovane´ s´ıly potrˇebne´ k zamknut´ı sloupku. Tyto intervaly
se vyuzˇij´ı pozdeˇji v se´riove´ vy´robeˇ.
Na´sleduje testova´n´ı, na jake´ hodnoty je idea´ln´ı sloupek nastavit, aby se v automobilu prˇi
nehodeˇ zachoval tak, jak ma´.
Pro testova´n´ı vol´ıme pouze dveˇ hodnoty, veˇtsˇ´ı a mensˇ´ı. Otestujeme, zda ma´ velikost
pnut´ı vliv na vy´sledek testu. Vytvorˇ´ıme si tabulku z´ıskany´ch hodnot.
Pnut´ı Male´ Velke´
Vy´sledek testu
Kladny´ 8 47
Za´porny´ 1 9
Tabulka hodnot
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Pro vy´pocˇet za´vislosti pouzˇijeme vztah pro vy´pocˇet koeficientu ϕ (3.8).
Vy´sledek ϕ = −0, 047 na´m podle uvedene´ definice v kapitole 2 rˇ´ıka´, zˇe mezi nastaveny´m
pnut´ım a vy´sledkem testu nen´ı za´vislost.
Pro dalˇs´ı testova´n´ı tedy vol´ıme nastaven´ı nizˇsˇ´ı hodnoty pnut´ı.
6.3 Volba volantu a airbagu
6.3.1 Uveden´ı do proble´mu
Za´kazn´ık definuje nastaven´ı testu, tedy i pouzˇit´ı testovac´ıho volantu s airbagem. Na
zacˇa´tku seria´lu test˚u se pouzˇ´ıvaly testovac´ı volanty, ktere´ byly prima´rneˇ urcˇeny pro jine´
typy sloupk˚u. Protozˇe se vyv´ıjel novy´ typ sloupku, urcˇily se pro testova´n´ı jizˇ odzkousˇene´
volanty. Pro vy´voj nove´ho sloupku bylo ale nutne´ vyvinout novy´ typ volantu. Prˇi body
block testu se vyuzˇ´ıva´ strˇ´ıdaveˇ novy´ i odzkousˇeny´ typ volantu. Po neˇkolika provedeny´ch
testech jsme z´ıskali vy´sledky a nasˇ´ım u´kolem je zjistit, zda pouzˇity´ volant ma´ vliv na
vy´sledek testu.
6.3.2 Popis experimentu
Pro z´ıska´n´ı dat je nutne´ test prˇipravit. Zameˇrˇme se prˇedevsˇ´ım na volant, na ktere´m velmi
za´lezˇ´ı, protozˇe se k neˇmu vztahuje nastaven´ı geometrie testu. Nastaven´ı polohy sloupku se
totizˇ urcˇ´ı podle spodn´ı hrany volantu. Samozrˇejmost´ı je pouzˇit´ı odpov´ıdaj´ıc´ıho airbagu,
ktery´ designoveˇ odpov´ıda´ volantu. Zde ma´me na vy´beˇr z jedno nebo dvoukana´lovy´ch air-
bag˚u. Ty se liˇs´ı zp˚usobem nafukova´n´ı vzduchove´ho pytle, kdy prvn´ı obsahuj´ı pouze jednu
patronu, ktera´ vybouchnut´ım nafoukne pytel zplodinami, ktere´ postupneˇ unikaj´ı otvory
v pytli. Druhy´ typ, dvoukana´love´, obsahuj´ı patrony dveˇ, kdy druha´ patrona vybuchuje se
zpozˇdeˇn´ım, t´ım pa´dem dofukuje pytel.
Obra´zek 9: Airbag a volant ze sestavy 1
Obra´zek 10: Airbag a volant ze sestavy 2
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Vybereme tedy volant dle zada´n´ı a po skoncˇen´ı neˇkolika test˚u statisticky zpracujeme
vy´sledky.
6.3.3 Zpracova´n´ı dat, vyhodnocen´ı vy´sledku a jeho vyuzˇit´ı
Ze z´ıskany´ch dat utvorˇ´ıme tabulku. Jelikozˇ nesmı´me uve´st prˇesne´ technologicke´ postupy
a nastaven´ı, oznacˇ´ıme volanty a airbagy jako Sestava 1 a Sestava 2.
Sestava 1 2
Vy´sledek testu
Kladny´ 9 1
Za´porny´ 2 5
Tabulka hodnot
Pro vy´pocˇet pouzˇijeme Crame´rovo V a to ze vztahu 3.9.
Z´ıskali jsme vy´sledek V = 0, 63. To znamena´, zˇe mus´ıme uva´zˇit, jaky´ volant na test
pouzˇijeme. Z hodnot vyply´va´, zˇe prˇi pouzˇit´ı sestavy 2 je test neu´speˇsˇny´ cˇasteˇji.
Je tedy d˚ulezˇite´ zjistit, procˇ je sestava 2 me´neˇ pouzˇitelna´. Z vide´ı jsme vypozorovali, zˇe
sklon volantu a airbagu zp˚usobuje to, zˇe pytel je po vystrˇelen´ı prˇ´ıliˇs vysoko a figur´ına do
neˇj nara´zˇ´ı ve vy´sˇce jej´ı hlavy. To zp˚usobuje, zˇe energie na´razu nep˚usob´ı prˇ´ımo na sloupek,
ale je rozlozˇena na bocˇn´ı s´ıly.
Tento proble´m jsme prozat´ım vyrˇesˇili drobnou u´pravou airbagu, ktery´ jsme na urcˇity´ch
mı´stech narˇ´ızli, abychom usmeˇrnili rozvinut´ı pytle.
6.4 S´ıla potrˇebna´ k manipulaci se sloupkem v axia´ln´ım smeˇru
6.4.1 Uveden´ı do proble´mu
Jelikozˇ mluv´ıme o sloupku nastavitelne´m ve dvou osa´ch, mus´ıme take´ odzkousˇet, jakou
silou mus´ı beˇzˇny´ uzˇivatel tlacˇit, aby si nastavil volant ve smeˇru doprˇedu a dozadu. Tato
s´ıla mus´ı prˇekonat trˇen´ı, ktere´ je mezi vneˇjˇs´ı a vnitrˇn´ı trubkou, da´le trˇen´ı vznikaj´ıc´ı prˇi
zasouva´n´ı vnitrˇn´ıho shaftu do spindlu a trˇen´ı p˚usob´ıc´ı mezi vneˇjˇs´ı trubkou a braketou.
Tuto s´ılu porovna´me se silou jednoho ze trˇ´ı parametr˚u, a to silou, kterou nameˇrˇ´ıme prˇi
zasouva´n´ı vnitrˇn´ıho shaftu do spindlu.
6.4.2 Popis experimentu
Nejprve nameˇrˇ´ıme Reach force. Tuto s´ılu meˇrˇ´ıme na stroji AME, stejneˇ jako s´ılu na pa´ce.
Zde je d˚ulezˇite´, aby byl sloupek upevneˇn v horizonta´ln´ı poloze. Da´le je d˚ulezˇite´, aby
bylo na sloupku prˇipevneˇno za´vazˇ´ı, ktere´ p˚usob´ı v teˇzˇiˇsti volantu, kdyby byl na sloupku
prˇiˇsroubova´n. Da´le strojoveˇ sloupek vysouva´me a zasouva´me a meˇrˇ´ıme s´ılu, ktera´ je k
tomu potrˇeba. Jako vy´slednou s´ılu bereme nejvysˇsˇ´ı nameˇrˇenou hodnotu.
K urcˇen´ı vazby potrˇebujeme nameˇrˇit Insertion force. Tu nameˇrˇ´ıme na jine´m stroji,
na Inoveˇ TSM 10. Gearbox upevn´ıme do prˇ´ıpravku, na vnitrˇn´ı shaft nasuneme spind,
tedy sloupek bez vneˇjˇs´ı trubky a brakety. Insertion force meˇrˇ´ıme v obou smeˇrech. Jako
vy´slednou hodnotu bereme nejveˇtsˇ´ı nameˇrˇenou s´ılu.
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Obra´zek 11: Stroj AME
Obra´zek 12: INOVA TSM 10 s prˇipraveny´m testovac´ım d´ılem
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6.4.3 Zpracova´n´ı dat
Z´ıskane´ hodnoty zaznamena´me do tabulky.
Reach force Insertion force
[N ] [N ]
95 13,14
114 29,5
88 22,93
112 27,84
78 23,69
67 16,79
85 43,47
93 23,65
72 14,82
71 9,79
61 6,29
62 19,16
58 19,16
72 11,6
77 9,79
83 5,09
70 4,51
67 6,85
112 15,23
68 14,34
58 9,79
72 13,47
65 7,46
77 6,58
72 12,16
Tabulka nameˇrˇeny´ch hodnot
Protozˇe se jedna´ o kvantitativn´ı znaky, pouzˇijeme pro statisticke´ vyhodnocen´ı Spear-
mano RS (3.3) a Kendallovo τ (3.5).
Po vy´pocˇtu programem Statistica jsme z´ıskali vy´sledne´ RS = 0, 44 a τ = 0, 29.
Vy´sledek RS otestujeme na statistickou vy´znamnost pomoc´ı T testu (3.4).
Z tabulek jsme pro hladinu vy´znamnosti α = 0, 05 z´ıskali hodnotu t1−α
2
(n−2) = 2, 07,
vy´pocˇtem hodnotu T = 2, 35. Tedy T ≥ t1−α
2
a z definice v kapitole 2 vyply´va´, zˇe vy´sledek
je statisticky vy´znamny´.
Z vy´sledk˚u tedy plyne, zˇe prˇi meˇrˇen´ı Reach force mus´ı existovat dalˇs´ı vlivy, ktere´ toto
meˇrˇen´ı vy´razneˇ ovlivnˇuj´ı, naprˇ´ıklad trˇen´ı mezi braketou a vneˇjˇs´ı trubkou. Proto mu˚zˇe by´t
statisticke´ vyhodnocen´ı nejednoznacˇne´.
31
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
                                                          
  
  
  
  
  
  
  
  
                
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
                                                          
  
  
  
  
  
  
  
  
                
7 Za´veˇr
C´ılem te´to pra´ce byla charakterizace statisticky´ch vazeb a uka´zka jejich vyuzˇit´ı v pr˚umyslu.
V prvn´ı cˇa´sti bakala´rˇske´ pra´ce byly statisticke´ vazby prˇedstaveny a popsa´ny. V na´sleduj´ıc´ı
cˇtvrte´ kapitole byl uveden statisticky´ software Statistica 10, ktery´ byl pouzˇit k vy´pocˇt˚um
v dalˇs´ıch kapitola´ch.
V posledn´ı kapitole je tato pra´ce zameˇrˇena na aplikaci statisticke´ vazby v pr˚umyslu,
na jej´ım vyuzˇit´ı prˇi stanovova´n´ı konecˇny´ch vy´sledk˚u, kdy spra´vna´ interpretace vy´sledne´
hodnoty vede ke spra´vne´mu postupu. Statistickou za´vislost lze pouzˇ´ıt i prˇi zjiˇsteˇn´ı neod-
pov´ıdaj´ıc´ıch hodnot, kdy prˇi graficke´m zna´zorneˇn´ı lze urcˇit, o jake´ hodnoty se jedna´ a
zameˇrˇit se na jejich vy´klad a prˇ´ıpadneˇ jejich odstraneˇn´ı.
Data, ktera´ jsou v te´to pra´ci zpracova´va´na, jsou z´ıska´na´ z projektu, ktery´ svou rozsa´hlost´ı
patrˇ´ı k jedne´ z nejveˇtsˇ´ıch zaka´zek TRW.
Prˇi te´to bakala´rˇske´ pra´ci jsem si vyzkousˇel, jak z´ıskat vy´sledky test˚u, na nichzˇ jsem se
bud’ pod´ılel nebo je sa´m prova´deˇl. Prˇi zpracova´n´ı vy´sledk˚u jsem se mohl spolehnout na
vlastn´ı znalosti z prˇedchoz´ıch kapitol a mohl tak statisticke´ vyhodnocen´ı prove´st sa´m. Co
se ty´cˇe technicke´ho vyhodnocen´ı, byl jsem prˇ´ıtomen rozhodova´n´ı o vy´znamu statisticky´ch
vy´sledk˚u a na´sledne´m postupu, takzˇe i tyto informace jsou z´ıska´ny z na´lezˇity´ch zdroj˚u.
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