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Machine-learning techniques have proved successful in identifying ordered phases of matter. How-
ever, it remains an open question how far they can contribute to the understanding of phases without
broken symmetry, such as spin liquids. Here we demonstrate how a machine learning approach can
automatically learn the intricate phase diagram of a classical frustrated spin model. The method we
employ is a support vector machine equipped with a tensorial kernel and a spectral graph analysis
which admits its applicability in an effectively unsupervised context. Thanks to the interpretability
of the machine we are able to infer, in closed form, both order parameter tensors of phases with
broken symmetry, and the local constraints which signal an emergent gauge structure, and so char-
acterize classical spin liquids. The method is applied to the classical XXZ model on the pyrochlore
lattice where it distinguishes—among others—between a hidden biaxial spin nematic phase and
several different classical spin liquids. The results are in full agreement with a previous analysis
by Taillefumier et al. [Phys. Rev. X 7, 041057 (2017)], but go further by providing a systematic
hierarchy between disordered regimes, and establishing the physical relevance of the susceptibilities
associated with the local constraints. Our work paves the way for the search of new orders and spin
liquids in generic frustrated magnets.
I. INTRODUCTION
The theoretical study of frustrated models has a long
and distinguished history [1–4]. Nonetheless, the range
of different phenomena seen in experiments on frustrated
magnets still greatly outnumbers the number of problems
solved in theory. And, while numerical simulation tech-
niques have become very sophisticated, in the presence
of a spin liquid [5–7] or spin nematic [8–11], the most
that is likely to be revealed by a conventional analysis is
that the system lacks any conventional order. For this
reason, the phase diagram of each new model of a frus-
trated magnet must still be pieced together “by hand”, a
process which depends heavily on the ingenuity of indi-
vidual researchers, and commonly takes decades.
State-of-the-art synthesis and characterization of new
materials takes months, not years, whereas the time
it takes to solve frustrated models is a serious bottle-
neck. And it is therefore interesting to ask whether the
techniques of machine learning, which have shown great
promise when applied to different forms of magnetic or-
der [12–15], can also be used to construct the phase dia-
gram of a highly frustrated magnet?
This question takes on conceptual, as well as practical,
interest in the case of spin liquids. Attempts to identify
spin liquids by negation (“the system does not order”)
∗ ke.liu@lmu.de
lead quickly to a dead end, especially where more than
one unconventional phase is at hand. However, in the ab-
sence of a broken symmetries or thermodynamic phase
transitions, researchers have traditionally struggled to
find a satisfactory formulation of what distinguishes one
state of matter from another. How then would a machine,
unencumbered by the weight of history and semantics,
interpret its first spin liquid? And how would it distin-
guish this spin liquid from a second, or a third, or from
a different unconventional phase, with hidden order?
Two things are needed to answer these questions. The
first is a model, accessible to simulation, which is known
to host a wide range of different phases, including some
which are spin liquids and/or host unconventional order.
And the second is an interpretable method of machine
learning, so that once simulation results have been sorted
into different phases, it is possible to interrogate the ma-
chine about the principle it used to classify each phase.
The first of these requirements is well met by the classi-
cal limit of the XXZ model on a pyrochlore lattice, which
is accessible to large-scale classical Monte Carlo simula-
tion, and known to support a plethora of different spin
liquids, one of which also possesses hidden spin-nematic
order [16, 17].
To meet the second requirement, we turn to support
vector machines (SVMs) [18], equipped with a tensorial
kernel [14, 15]. These have already proved successful in
identifying unconventional, hidden [14] orders, and are
fully interpretable, providing explicit forms for the or-
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2der parameter in each case. Furthermore, while SVMs
technically fall under the umbrella of the supervised ma-
chine learning paradigm, we can still construct a graph
encoding the similarity of the physics between any two
points in the parameter space [15]. By subjecting it to a
spectral graph analysis, we can infer the phase diagram
in lieu of prior physical insight, effectively rendering the
method semantically unsupervised. It is therefore a good
starting point for exploring the still-more complex, and
seemingly ambiguous, physics of spin liquids.
With these facts in mind, in this paper, we develop at
length the application of the tensorial kernel SVM (TK-
SVM) to the (classical) XXZ model on a pyrochlore lat-
tice. The results are encouraging. Not only does the ma-
chine fully reproduce the complex phase diagram found
by Taillefumier et al. [16], including finite-temperature
crossovers between different forms of spin liquid, it also
correctly identifies both the order parameters of broken-
symmetry phases, and the constraints on local spin con-
figurations which characterize each different spin liquid.
The central role played by such local constraints may
best be illustrated by spin ice [19]. Spin ice is an in-
stance of a classical spin liquid having physical realiza-
tions in the rare-earth pyrochlore magnets Ho2Ti2O7 [20]
and Dy2Ti2O7 [21]. These materials do not show any
long range magnetic order when cooled. Instead, at low
temperatures, the spin configurations satisfy a local con-
straint known as the “ice rules” [1, 2], in which two spins
point into and two spins point out of each of the tetrahe-
dra which make up the pyrochlore lattice (cf. Fig. 1). The
number of of spin configurations satisfying this constraint
scales exponentially with the size of the system, leading
to a ground state “ice” manifold with an extensive resid-
ual entropy of approximately ln(3/2)/2 per site [2, 22].
The ice rules constraint also controls spin correlations,
which are algebraic [23, 24], and constrains the spin dy-
namics, thereby giving rise to fractionalized excitations—
magnetic monopoles [19, 25–27]. Collectively, these phe-
nomena can be described within the framework of an
emergent U(1) gauge theory, with the ice rules constraint
playing the role of a generalized Gauss’ law [19, 24, 28].
As a consequence, the local constraint fully character-
izes the resulting classical spin liquid, much as an order
parameter might characterize a broken symmetry phase.
It is important to be aware that the presence of a
constrained, extensively-degenerate, ground-state man-
ifold, does not preclude symmetry-breaking order. Ex-
amples to the contrary include the order-by-disorder sce-
nario responsible for the hidden quadrupolar [10] and
octupolar order [29] in the classical Heisenberg antifer-
romagnet on the kagome lattice, and the “moment frag-
mentation” mechanism [30], seen in the excitations of
Nd2Zr2O7 [31, 32]. Such situations nevertheless would
not elude our machine as it is capable of picking up both
order parameters and constraints.
The remainder of this paper is organized as follows. In
Section II, we define the XXZ pyrochlore antiferromag-
net and provide an introduction to TK-SVM and spectral
FIG. 1. A spin configuration obeying the “ice rules”, on
a pyrochlore lattice built of corner-sharing tetrahedra. Such
states do not have any long-range magnetic order, but satisfy
a local constraint in which two spins point into, and two spins
point out of, each tetrahedron [1, 2]. The spins in this ren-
dering are aligned to their [111] direction (local z-axis), like
the Ising spins in the spin-ice materials Ho2Ti2O7 [20] and
Dy2Ti2O7 [21].
graph partitioning. The principle and the physical rele-
vance of the methods are discussed in detail.
In Section III, we illustrate the general procedure for
using TK-SVM in conjunction with the graph analysis
to explore an unknown phase diagram by applying it to
the XXZ pyrochlore antiferromagnet. It is important to
note that, in this step, the phase diagram is constructed
without relying on physical quantities such as order pa-
rameters or the specific heat.
Section IV is devoted to the interpretation of the ma-
chine results. We present the procedure for extracting
the analytical order parameters and emergent local con-
straints. The nature of the phases and their character-
ization will thus be made clear. In addition, a disorder
hierarchy is introduced, which allows us to discuss rela-
tions of the phases going beyond the phase diagram.
In Section V, we examine the thermodynamics of the
local constraints and the ability of TK-SVM to isolate
different phase transitions and crossovers. There, the
behavior of the extracted order parameters also verifies
the phase diagram attained from the earlier partition of
the graph.
Finally, we conclude in Section VI with an outlook.
II. MODEL AND METHODS
Machine learning techniques are tailored to discover
structure in complex data [33]. They provide new tools
for the study of many-body problems, in particular when
3the nature of a system is not evident from known in-
formation. Frustrated magnets are systems of this kind.
Although these systems offer a plethora of novel phases,
it is notoriously difficult to identify the right characteri-
zation of those phases, especially in the presence of spin
liquids or hidden orders.
To apply machine learning methods to frustrated sys-
tems, a critical factor is that human can understand the
cause of machine’s decision and can translate its results
to physical language. Namely, the machine needs to be
strongly interpretable. This is because, for the purpose
of understanding a system, we seek an analytical descrip-
tion of its distinctive degrees of freedom, such as order
parameters or other characteristics.
Such interpretability would be even more significant
when systems feature a complicated phase diagram,
which is common in frustrated magnets. In those cases,
aside from learning a numerical label for each phase, we
need to interpret the meaning and the relation of those
labels. Furthermore, if a phase involves multiple orders,
it is also necessary to identify and extract them individ-
ually.
Additional to interpretability, another crucial factor in
practical uses is expressiveness of the machine. That is
the desired machine is expected to be applicable to a
large class of systems, with minimal modification to its
architecture. Thus one does not have to delicately design
a machine for every single problem.
However, owing to the well-known interpretability-
expressibility trade-off, to integrate the two factors is a
very challenging issue. The tensorial kernel support vec-
tor machine (TK-SVM) is a machine that, in the context
of studying frustrated systems, reconciles interpretabil-
ity and expressibility [14, 15]. It inherits strong inter-
pretability from standard SVMs, while in the meantime
the tensorial kernel is capable of detecting general spin
(nematic) orders and, as we shall see in this work, emer-
gent local constraints.
In this section, we introduce the TK-SVM and an as-
sociated graph analysis for partitioning phase diagrams.
The use of the latter renders TK-SVM effectively working
as an unsupervised machine learning method in the sense
that we do not rely on prior information of the phase
diagram or prior training with data from known phases,
although standards SVMs fall into supervised schemes.
We will focus on their physical implications and, for
completeness, also briefly review standard SVMs. A
pyrochlore antiferromagnet will be considered as a test
model. The discussion is nevertheless intended to provide
general guidance on the use of TK-SVM and is transfer-
able to other spin models.
A. XXZ model
We consider the XXZ model on the pyrochlore lattice
studied in Ref. 16. This model accommodates a mul-
titude of exotic phases, and is, hence, suitable for the
purpose of demonstrating the capabilities of TK-SVM.
The Hamiltonian of the XXZ model is given by
HXXZ =
∑
〈i,j〉
JzzSi,zSj,z − J±(S+i S−j + S−i S+j ), (1)
where Si = (Si,x, Si,y, Si,z) are classical Heisenberg spins
of length ‖Si‖ = 1, with N spins in the system, and
S±i = Si,x ± iSi,y. The spins are expressed in the
local frame attached to their sublattice such that the
anisotropic z-axis corresponds to the local [111] easy axis
of the pyrochlore lattice. The local unit vectors are given
in Appendix A.
The spin configurations used as input to the SVM are
obtained from classical Monte Carlo simulations of the
HamiltonianHXXZ [Eq. (1)]. These simulations were car-
ried out for a system of N = 16L3 spins, where L3 is the
number of cubic unit cells. The results presented in this
paper used a system of size L = 8, with N = 8192 spins.
(See Appendix A for details of the simulation.)
B. Support vector machines
Before introducing TK-SVM, we briefly review stan-
dard SVMs. We will focus on the basic notions that
are used latter in TK-SVM, and refer to Ref. 15 for a
(minimal) technical review and Refs. 34 and 35 for com-
prehensive discussions.
Support vector machines (SVMs) belong to the class
of supervised machine learning schemes. They construct
a decision boundary, separating two classes of labeled
training data [18]. In the context of learning the phase
diagram of a frustrated magnet, each class may be a set
of spin configurations.
The associated decision function, d(x), gives the ori-
ented distance of an unclassified test sample x from the
decision boundary,
d(x) =
∑
k
λky
(k)K(x(k),x)− ρ, (2)
such that the decision boundary is defined by solutions
to d(x) = 0. Here, x(k) denotes the k-th training sam-
ple. A binary label, y(k) = ±1, is assigned to each x(k).
K(x(k),x) is a kernel function which (implicitly) maps
the samples to an auxiliary space where data are lin-
early separable. Hence, the decision boundary is given
by a hyperplane in that auxiliary space. λk are Lagrange
multipliers and quantify the contribution of x(k) to the
decision function; samples with λ 6= 0 are known as sup-
port vectors. The constant ρ offsets the hyperplane from
the origin and is known as the bias parameter. The deci-
sion function is fully determined by the set of all λk and
ρ. These constitute the output of an SVM.
If solutions do exist, there are typically infinitely many.
To select the optimal solution, a margin of finite width
is imposed around the hyperplane such that the margin
boundaries on either side are given by d(x) = ±1 and the
4width of the margin is sought to be maximized, selecting
the hyperplane with the most clearance from any sam-
ples [34]. In order to address the common scenario that
no solution exists, the margin can be softened by allowing
for incursions into the margin and even samples falling
onto the wrong side of the decision boundary at a penalty
to the optimization objective. The strength of the reg-
ularization is controlled by a parameter ν ∈ [0, 1) where
ν = 0 corresponds to the unregularized “hard” margin
limit [35]. In principle, the choice of the regularization
parameter needs to be cross-validated against the train-
ing data.
We have studied the influence of the regularization pa-
rameter in the context of TK-SVM (cf. the supplemen-
tary materials to Ref. 14, as well as Ref. 15). We found
that a stronger regularization yields higher-quality re-
sults for the sake of extracting analytical quantities from
the decision function (ν = 0.5 is used in Secs. IV and
V) but a weaker regularization is the safer choice when
probing an unknown phase diagram (ν = 0.1 is used in
Sec. III).
C. Tensorial kernel support vector machines
The applicability of SVM to a given problem crucially
depends on the choice of a suitable kernel function. We
introduced a tensorial kernel (TK) which has been shown
to be able to identify general tensorial spin orders [14]
and allows for the efficient exploration of intricate phase
diagrams [15].
The training data are given by the full spin configu-
rations, x = {Si,a} (i = 1, . . . , N ; a = x, y, z). Each x
will be assigned a label. However, as has been exploited
in Ref. 15 and will be revisited in Sec. IID, the label-
ing can be trivial and merely used to distinguish a point
from others in the parameter space. Thus, one does not
need to rely on information from which phase the spin
configurations are sampled; rather, such information will
be output by TK-SVM.
The tensorial kernel is then defined as a quadratic ker-
nel,
K(x,x′) =
[
φ(x) · φ(x′)]2, (3)
with respect to transient feature vectors φ(x). φ(x), as
given in Eq. (4), will construct a set of basis tensors that
can express general spin orientational orders, including
both dipolar and high-rank tensorial ones. We shall now
discuss the physical implications of this kernel and the
corresponding TK-SVM decision function.
1. Tensorial features
The feature vector φ is defined as a mapping of x to
monomials of spin components,
φ(x) = {φµ} = {〈Sα1a1 . . . Sαnan 〉cl}. (4)
In this mapping the system is partitioned into local clus-
ters of r spins, with spins within a cluster labeled by
Greek letters α1, . . . , αn = 1, 2, . . . , r. The monomials
of degree n correspond to the elements of the rank-n
basis tensors Sα1 ⊗ Sα2 ⊗ · · · ⊗ Sαn from which an or-
der parameter tensor or constraint can be constructed.
µ = (α1, a1; . . . ;αn, an) collects the spin and component
indices in a given cluster, a1, . . . , an = x, y, z. Moreover,
a lattice average over spin clusters, 〈. . . 〉cl, is applied to
reduce the dimension of the data. This ansatz assumes
that the r spins in the cluster will suffice to express the
underlying local orders and constraints, based on the na-
ture of a local quantity.
The dimension of φ(x) is determined by the degree
(n) of the monomials and the size (r) of the cluster,
dim[φ(x)] = (3r)n. However, the mapping in Eq. (4)
exhibits a large redundancy, since monomials related by
a simultaneous swap of the spin and component indices
are equivalent, e.g. 〈Sα1a1 Sα2a2 . . . 〉cl = 〈Sα2a2 Sα1a1 . . . 〉cl. The
complexity of the underlying SVM optimization depends
only on distinct monomials, whose number is given by
the multinomial coefficient
(
3r
n
)
=
(
3r+n−1
n
)
= (3r+n−1)!n!(3r−1)! ,
scaling much slower than dim[φ(x)] [14, supplementary
materials].
Note that both the rank of the basis tensors and the
optimal spin cluster do not need to be known from the
beginning. For the former, owing to the presence of the
lattice environment, orientational tensors of physical in-
terest are bounded by a rank nmax = 6 (or even smaller
for less symmetric lattices) [36]. One may successively
apply the mapping φ(x), Eq. (4), from n = 1 to nmax.
Thereby, d(x) will probe tensorial orders at all relevant
ranks. Furthermore, the choice of the spin cluster can be
guided by information on the lattice. A reasonable trial
cluster may consist of a number of lattice unit cells. It is
hence possible to capture composite orders, such as bond
and plaquette orders, as well as orders with multiple fi-
nite wave vectors. If the cluster is larger than needed,
the TK-SVM will learn a reducible representation of the
underlying order parameters and/or constraints where a
simplification is usually straightforward.
For the purpose of demonstration, we will consider a
tetrahedral cluster of four spins for the pyrochlore XXZ
model in Eq. (1) and apply TK-SVM at ranks n ≤ 4. The
procedure remains transferable to general classical spin
models where larger clusters and higher rank tensors may
be needed.
2. Coefficient matrix
Plugging the tensorial kernel Eq. (3) into the decision
function Eq. (2), the TK-SVM decision function is ob-
tained and can be expressed in a quadratic form,
d(x) =
∑
µν
Cµνφµ(x)φν(x)− ρ. (5)
5The coefficient matrix,
Cµν =
∑
k
λky
(k)φµ(x
(k))φν(x
(k)), (6)
sums over support vectors and will be learned from the
SVM optimization. It identifies the relevant basis tensors
and encodes the analytical expression of a potential (hid-
den) order or emergent constraint. The indices µ and ν
each enumerate n spins within a cluster and their com-
ponents. Formally, Cµν is thus a symmetric (3r)n×(3r)n
matrix but the number of independent elements is again
much smaller, owing to the aforementioned redundancy.
Without dwelling on technical details, the meaning of
Cµν may be illustrated for the simple case where a single
magnetic order is present. Cµν then represents a set of
contractions between the relevant basis tensors (rank-1
tensors in this example), such that the quadratic part of
the decision function will realize the squared magnitude
of the underlying magnetization up to a linear rescaling.
By extracting Cµν after training, one can infer the ana-
lytical expression for the order parameter.
In the general case, where a phase may possess mul-
tiple coexisting orders, including hidden nematic orders,
and/or emergent local constraints, Cµν will capture them
simultaneously. Examples for such a case will be seen in
Section IV. Moreover, regardless of its complexity, Cµν
retains its interpretability. This is a crucial feature of
TK-SVM and has been validated against the most com-
plicated rank-6 tensorial order [14] and coexisting or-
ders [15].
3. Bias criterion
In addition to the coefficient matrix, the bias ρ is also
determined by the underlying SVM optimization. Al-
though this parameter merely offsets of the decision func-
tion by a constant, it admits a physical interpretation in
TK-SVM and serves as an indicator of the presence or
absence of a phase transition or crossover.
We again use the example of a simple magnetic order to
illustrate this implication, whereas a systematic demon-
stration for general cases is found in Ref. 15. As dis-
cussed above, the quadratic part of the decision function
Eq. (5) produces the squared magnitude of the magneti-
zation which will attain a finite value in the ordered phase
but vanish in the disordered phase. Hence, in the latter
case, the decision function is equal to −ρ. As has been
pointed out in Sec. II B, the margin boundaries are given
by the equations d(x) = ±1. The samples from the dis-
ordered phase will fall firmly on the appropriate margin
boundary—otherwise the margin would have been un-
necessarily narrow (defying the optimization objective)
or all of the disordered samples would incur a penalty
according to the regularization. As a consequence, spin
configurations on the disordered side of the phase bound-
ary correspond to d(x) = −ρ = ±1.
Therefore, if two sets of data, dubbed A and B, are sep-
arated by an order-disorder phase transition, apart from
the underlying order parameter, SVM will also learn a
bias with an ideal value of ρ = ±1. Which sign of ρ is
realized is a matter of convention that fixes the “orienta-
tion” of the decision function. In the following, we use
“A |B” to denote a classification and work with the con-
vention where ρ(A |B) = −ρ(B |A) = −1 corresponds to
the situation that A (B) is in the ordered (disordered)
phase.
This “ideal” value ρ = ±1 is derived by assuming
that the decision function captures a nontrivial quan-
tity that assumes a nonzero value only in one phase
while it averages away in the other, isotropic, phase [15].
This remains to be valid for crossovers, as long as
〈∑µν Cµνφµφν〉 = 0 for samples in the disordered phase.
Based on this, we can infer the behavior of ρ in other
situations, which has been verified empirically.
First, if one phase possesses two or more orders, while
a subset of them vanishes when entering the disordered
phase and the remaining ones only diminish in magni-
tude, |ρ| will typically be slightly larger than unity, owing
to a contribution from the difference in magnitude of the
persevering orders. Such behavior can occur when deal-
ing with vestigial orders and partial symmetry breaking.
Further, if the two sets of samples originate from the
same phase and, hence, are characterized in the same
way, ρ can dramatically exceed unity, |ρ|  1. Never-
theless, in those cases, the sign of ρ retains its physical
meaning: A negative ρ(A |B) indicates that A is rela-
tively deeper in the ordered phase.
Lastly, ρ can also differ significantly from ±1 but fall
into the interval (−1, 1). This may happen when both
sample sets originate from nontrivial phases featuring dif-
ferent characteristics. In that case, even though Cµν can
capture the characteristics of both phases, the sign of ρ
will lose its above interpretation. Namely, the TK-SVM
can still identify them as distinct phases, but one cannot
interpret their relation in terms of a simple order-disorder
transition.
This behavior of the bias can be summarized by the
following rules, which have proved themselves useful in
probing phase transitions and crossovers,
ρ(A |B)

 1
 −1
}
A, B in the same phase,
≈ 1 A in the disordered phase,
≈ −1 B in the disordered phase,
∈ (−1, 1) not directly comparable.
(7)
Note that, for the convenience of discussing different dis-
ordered phases, such as cooperative paramagnets and
trivial paramagnets, the two phases are compared by
their level of disorder. (We shall address this further
in Sec. IVA.)
6D. Partition of the phase diagram
SVMs are fully capable of classifying multiple sets of
data. A simple yet efficient way to implement SVM mul-
ticlassifications is to consider each pair of the sample sets
as a binary classification problem and solve them individ-
ually [37]. Further, given the bias criteria summarized in
Eq. (7), we can build a graph from the resulting bias
parameters and partition it via a spectral cluster anal-
ysis. This combination of TK-SVM with graph theory
yields an efficient scheme capable of constructing phase
diagrams without prior knowledge [15].
Consider a spin system involving a set of physical
parameters like temperature or interactions. To attain
the topology of the phase diagram, instead of scanning
those parameters one by one, we sample spin configu-
rations from, say, M different points covering the pa-
rameter space uniformly and assign them distinct labels.
This constitutes M classes of training samples to which
we apply TK-SVM multiclassification. As a result, for
each scrutinized rank n and spin cluster, we will obtain
M(M − 1)/2 decision functions, each yielding a sepa-
rate bias parameter, corresponding to the binary classi-
fiers between any two classes. Note that, as part of this
procedure, samples are labeled simply according to the
parameter point where they originate, i.e. the labeling
does not involve any information on either the phases
themselves or the topology of the phase diagram.
We then consider those parameter points as vertices
and introduce edges connecting two vertices based on the
bias value of the associated decision function. This builds
up an undirected, simple graph with M vertices and, at
most, M(M − 1)/2 edges. This graph can subsequently
be partitioned by a spectral clustering analysis. Combin-
ing the results of this partitioning at different ranks and
spin clusters yields a number of subgraphs which can be
interpreted as distinct phases, and accordingly, the struc-
ture of the partitioned graph reflects the topology of the
phase diagram of interest.
In Ref. [15] we have utilized this scheme with un-
weighted graphs. That is, an edge has been added be-
tween two vertices if the corresponding bias dramatically
exceeded unity; otherwise the edge was absent. Intu-
itively, this led to graphs where vertices in the same
phase were densely intraconnected, while those belong-
ing to different phases were barely connected or remained
disconnected. We showed there that the partition of
those graphs could capture symmetry-breaking phases
and their transitions remarkably well.
In this work, we extend this scheme to weighted graphs
where edges are assigned a weight in the interval (0, 1)
based on the value of the bias. Comparing to unweighted
graphs, this strategy retains more of the information pro-
vided by the biases and, consequently, improves the sen-
sitivity to crossovers which might otherwise be drowned
out by phase transitions. Nonetheless, the choice of the
weighting function does not appear to have significant
impact in practice as we will discuss in the forthcoming
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FIG. 2. The graphs constructed from the biases between each
pair of vertices using the tensorial kernel at rank 1 (a) and
rank 2 (b). The opacity of each edge indicates its weight
which is in both cases determined using a Lorentzian, see
Eq. (B1), with ρc = 2 (a) and ρc = 25 (b), respectively.
Here, only edges between (at most) sixth-nearest-neighboring
grid points are considered, i.e. long-range edges have been
excluded, merely to reduce the visual density of the figure;
the subsequent analysis includes long-range edges as well.
section.
One should note that in the graph analysis outlined
above, we do not rely on monitoring single phase transi-
tions or tuning parameters individually. The topology of
the phase diagram is in fact resolved by direct observation
of the entire parameter region of interest while simulta-
neously scrutinizing various potential orders. Thus, it
can be particularly useful when phase diagrams are mul-
tidimensional and complex in structure.
III. TOPOLOGY OF THE PHASE DIAGRAM
Having introduced TK-SVM and the partitioning of
the phase diagram, we now turn to the concrete appli-
cation of these techniques to the pyrochlore XXZ model,
Eq. (1).
To generate the training data, we sample spin config-
urations on a grid of parameter points (J±, T ), covering
a region of interest in parameter space uniformly. In the
present case, we took 29 equidistant values of J± between
−1 and 0.4, as well as 17 logarithmically-spaced temper-
atures between 0.001 and 10. This choice does not reflect
any prior information on the phase diagram, even though
a uniform grid is not required per se.
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FIG. 3. Phase diagram of an XXZ pyrochlore anti-ferromagnet, determined by the tensorial kernel support vector machine
(TK-SVM). The phase diagram is obtained in terms of color-coding the entries of the Fiedler vector. Each entry is shown via
a pixel and corresponds to a vertex in parameter space. The underlying weighted graph, Fig. 2 (b), has been constructed from
a rank-2 kernel using a Lorentzian weighting function with characteristic bias of ρc = 50 (see Appendix B). The grey area “I”
is classified through a rank-1 TK-SVM analysis, shown in Fig. 2 (a), and is omitted from the analysis here. For comparison,
we include the phase boundaries found in Ref. 16. Solid (dashed) lines indicate phase transitions (crossovers).
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FIG. 4. Histogram of the entries of the Fiedler vector shown
in Fig. 3, alongside the color scale that was used therein.
The four regions II, III, IV, and V can be readily identified
as distinct peaks in the histogram. Region VI is less well-
defined, owing to crossovers into other regions. The shaded
areas in the background indicate which intervals of Fiedler
vector entries were used to guide the pooling of the training
data as detailed in Appendix C.
At each of the resulting 493 parameter points, a mere
500 statistically independent spin configurations have
been sampled. These constitute the training data. Using
more samples would further reduce statistical errors [14];
nevertheless, a small number of configurations per pa-
rameter point will be seen to already give rise to a re-
markably precise phase diagram. This allows us to ex-
plore the parameter space with decent resolution.
The result is a massive multiclassification problem with
493 distinct labels. Solving this using the tensorial kernel
at a given rank yields 121,278 decision functions, each
trying to distinguish between two parameter points.
We use a Lorentzian weighting function to map the
corresponding biases to the edges of the weighted graph.
We justify this choice in Appendix B.
First, we subject the data to an analysis using the
rank-1 tensorial kernel, to scrutinize potential dipolar
orders. The graph resulting from the corresponding bi-
ases is shown in Fig. 2(a). It is apparent that the graph
decomposes into two subgraph components. Both sub-
graphs appear to be uniformly intraconnected and do not
exhibit any further structure. This means that, in terms
of dipolar orders which are defined on tetrahedral spin
clusters, the phase diagram appears split in two. How-
ever, as one cannot foresee or exclude the presence of
more complicated orders, it is prudent to analyze both
subgraphs further with higher-rank kernels. In principle,
one should also explore the possibility of orders which are
defined on larger clusters which we omit here.
In fact, the smaller graph does not exhibit any further
structure at ranks 2, 3, or 4 either and is therefore ignored
for the remainder of this section.
Hence, we shall analyze the larger subgraph with the
rank-2 tensorial kernel next, which detects quadrupolar
orders as well as local constraints that can be expressed
by terms which are quadratic in the spin components.
The resulting graph is displayed in Fig. 2(b) and exhibits
several regions which are strongly intraconnected, corre-
sponding to regimes of congruent nature. At ranks 3 and
4, no further subdivisions become apparent, indicating
that all the relevant phases can be described in terms of
quadrupolar order parameters or quadratic constraints.
8In order to objectify the identification of these regimes,
we perform a spectral clustering analysis of the graph.
This entails the construction of the graph’s Laplacian
matrix L = D − A and its eigendecomposition. Here, D
is the diagonal degree matrix whose diagonal elements
hold the sum over the weights of all edges incident on
the corresponding vertex, and A is the adjacency matrix
whose off-diagonal elements hold the individual weights
of the edge connecting the vertices corresponding to its
row and column index, respectively. Given that the graph
is connected (which is almost guaranteed when using a
continuous weighting function), the Laplacian’s smallest
non-zero eigenvalue has an associated eigenvector, called
Fiedler vector, which can be used to infer an optimal
partition of the graph [38, 39].
The resulting Fiedler vector can be interpreted as the
phase diagram, as depicted in Fig. 3. Each of its entries
corresponds to a vertex in the parameter space (in other
words a pixel in Fig. 3). We observe that those entries
attain distinct values within strongly intraconnected re-
gions which are relatively constant throughout. In order
to demonstrate the usage of TK-SVM in the absence of
prior information, we label these regions anonymously by
the roman numerals given in the figure for now. Their
nature will become clear once we characterize them in
the next section.
However, already at this point can we note the re-
markable agreement of this phase diagram with the phase
transitions and crossovers found in Fig. 1 of Ref. 16 which
are superimposed on Fig. 3 for reference. Also note that
the boundary between regions III and IV is very sharp,
whereas the distinction between some other regions is
more gradual. It will be confirmed in Section V, where
we examine the corresponding order parameters, that
the former represents a phase transition, while the latter
marks the region influenced by a crossover. Therefore, in
addition to learning the topology of the phase diagram,
the graph analysis can also distinguish crossovers from
phase transitions.
The above partitioning is also reflected by the his-
togram of the Fiedler vector entries which is presented
in Fig. 4. The regions labeled II, III, IV, and V manifest
themselves as distinct peaks in the histogram. In par-
ticular, regions III and IV lie closely together, but can
be distinguished quite clearly which justifies our choice
of a color scale with a large gradient in the vicinity. On
the other hand, the region which we labeled VI is less
well-defined. We attribute this to the fact that it corre-
sponds to an intermediate regime, both in coupling J±
and temperature T , connected via crossovers to the sur-
rounding regions with drastically different entries in the
Fiedler vector.
IV. CHARACTERIZING THE PHASES
Having established the topology of the phase diagram,
the next step is to understand the nature of the phases
and their phase transitions and crossovers. This will be
done by employing a reduced multiclassification based on
the learned phase diagram. From the coefficient matrices
of this multiclassification, we extract the analytical order
parameters and constraints, and from the bias parame-
ters we infer a hierarchy between the phases.
To be concrete, we will merge samples belonging to
the same region in Fig. 3 and relabel them accordingly.
To avoid potential misclassification and statistical errors,
samples in the (suspected) crossover regions, which can-
not be attributed to a single phase unambiguously, will
be discarded. The systematic procedure of this merger is
detailed in Appendix C.
In addition to the merged samples, we supplement the
training data with a number of fictitious configurations,
consisting of random spins which are independently and
isotropically sampled from the unit sphere. These ficti-
tious configurations mimic states at infinite temperature
and serve as a control group which turns out to be use-
ful for interpreting both the coefficient matrices and the
behavior of the bias parameters. We label them as “T∞”
in the following discussion.
This sets up a reduced multiclassification problem. For
each kernel of rank n, the solution leads to qn(qn + 1)/2
binary classifiers, where qn denotes the number of phases
identified at any given rank (here, q1 = 2, q2 = 5). The
first qn of the classifiers involve the control group and
encode the characteristics distinguishing each phase from
featureless T∞-states. As we shall see in this section, the
interpretation of these qn classifiers will give sufficient in-
formation for understanding the phase diagram. The re-
maining qn(qn−1)/2 classifiers emphasize the distinction
between any two phases in the real data, hence provid-
ing a straightforward way to identify quantities that are
responsible for phase transitions or crossovers.
In the remainder of this section, we will first discuss
how the bias parameter can be used to establish a hi-
erarchical relation between phases, and then detail the
procedure of extracting analytical quantities from the co-
efficient matrices.
A. The hierarchy of disorder
In Section II we pointed out that the bias parameter ρ
is oriented. During the construction of the phase diagram
Fig. 3, only the magnitude of ρ was used. We now take
the orientation of the biases in the reduced multiclassi-
fication into account, and analyze the relation between
the phases.
Note that the set of biases involve classifications be-
tween all pairings of any two phases. We can infer a
global hierarchy between the phases from them, going
beyond the topology of the phase diagram. This intro-
duces the notion of a “hierarchy of disorder” which ad-
dresses order-to-disorder transitions and crossovers on an
equal footing. A trivial paramagnet has the most disor-
der; symmetry-breaking phases, where spins align along
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I II–VI
T∞ 1.0006 1.4874
I −1.0004
(a) Phase I is compared with the remainder of the parameter
space and the control group using the rank-1 kernel.
ρ
II III IV V VI
T∞ 4.586 1.012 1.009 1.004 1.025
II 1.026 1.016 1.012 1.097
III 1.336 0.534 −1.220
IV 0.383 −1.134
V −1.028
(b) Phases II–VI are compared amongst each other and with the
control group using the rank-2 kernel.
TABLE I. Biases ρ of decision functions at different ranks
between the data which are labeled according to the phase
diagram partitioning obtained in Sec. III. In both cases, we
additionally include a fictitious data set of independently dis-
tributed isotropic spin configurations, referred to as “T∞”, as
a control group. These biases are to be interpreted according
to the rules laid out in Sec. II C 3 and summarized by Eq. (7).
common directions, are in the opposite limit; phases of
constrained dynamics that do not break any symmetries
reside in the middle.
The bias values resulting from the reduced multiclassi-
fication problems are tabulated in Table I. According to
the rules set out in Eq. (7), we can infer that phase I has
the least disorder as the corresponding bias ρ(I | II–VI)
is approximately equal to −1. In contrast, phase II is
entirely disordered and can be identified as the param-
agnetic phase. Phase VI is the second most disordered
phase, as only ρ((T∞, II) |VI) ≈ +1. Also note that both
phases III and IV do not directly compare to phase V, as
indicated by their biases in (−1, 1).
With a little further analysis, we can summarize the
Table I by the following hierarchy,
III IV(
T∞, II
)
VI I.
V
(8)
These relations are confirmed by the analytical charac-
terizations of the phases which we will discuss in forth-
coming subsections. We will see that phase VI is a clas-
sical O(3) spin liquid characterized by an isotropic lo-
cal constraint. Phases III and V feature constraints in
the easy-plane and easy-axis, respectively, and therefore
experience less disorder. In addition, phases I and IV,
which are not adjacent in the phase diagram, are two
spontaneously symmetry-breaking phases, while the for-
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FIG. 5. The coefficient matrix Cµν(I |T∞), characterizing
phase I against the control group, obtained from TK-SVM
at rank 1. The axes are labeled according to sublattice in-
dex, α = 1, 2, 3, 4, and spatial component, a = x, y, z, in
lexicographical order. The repeating 3× 3 motif, see Eq. (9),
reveals phase I as an easy-plane antiferromagnet. As the spins
are defined in the local frames attached to each sublattice in
the Hamiltonian Eq. (1), the four spins in a tetrahedron do
not align with each other.
mer breaks more symmetry and, hence, comes last in the
hierarchy.
B. Identification of broken symmetries
We now extract the analytical characterization of the
phases from the coefficient matrices, Cµν in Eq. (5). We
focus here on the local orders in phases I through IV, but
save the discussion of their emergent constraints for the
next subsection.
1. Rank-1 order
Let us first focus on results learned with the rank-1
decision function. At this rank, the graph in Fig. 2(a)
contains only two disconnected components. Moreover,
the Cµν matrix learned to distinguish the two subgraphs
appears identical to Cµν(I |T∞), suggesting one dipolar
order is detected in phase I.
The corresponding 12 × 12 matrix Cµν is shown in
Fig. 5. Following the definition in Eq. (6), it is expanded
by rank-1 basis functions Sαa , where α = 1, 2, 3, 4 and
a = x, y, z. The nonvanishing entries identify which of
these contribute to the underlying order parameter.
Furthermore, Fig. 5 shows a periodic structure of 3×3
blocks. This indicates that Cµν(I |T∞) learned with the
four-spin tetrahedral cluster is reducible, because the or-
der parameter can be inferred from a single block. Ac-
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cording to their spin indices, we can assign a coordinate
[α, α′] to each block, and express them by submatrices
Bαα′(I |T∞),
Bαα′aa′ (I |T∞) =
x
y
z
x y z
= δaa′(1− δa,z), (9)
where only a, a′ = x, y components are relevant.
Substituting Cµν(I |T∞) = {Bαα′} back into the deci-
sion function, Eq. (5), we obtain
d(x) ∼ 1
N2
∑
i
〈
(Si,x)
2 + (Si,y)
2
〉
cl =
〈‖M⊥‖2〉cl . (10)
One realizes that the interpretation of coefficient ma-
trix here leads to nothing but easy-plane magnetization
M⊥ = 1N
∑
i(Sx, Sy, 0)
T . In addition, since the spins
are defined by sublattice coordinates, we can conclude
phase I to be an easy-plane antiferromagnetic (AFM)
phase.
2. Rank-2 orders
The coefficient matrices learned with higher-rank ker-
nels are interpreted in the same spirit as in the rank-1
case. Namely, we identify important basis functions in
φ(x) and their weights entering Cµν . Moreover, Cµν can
be divided into small blocks, and it is often sufficient to
examine a subset of those blocks and their global struc-
ture. At rank 2, Cµν is expanded by Sαa S
β
b and S
α′
a′ S
β′
b′ ,
and the small blocks are again identified by the spin in-
dices [αβ, α′β′].
We observe that the coefficient matrix Cµν(II |T∞),
which is supposed to learn a quantity to distinguish
phase II from the fictitious T∞ data, exhibits only noise.
This reflects the result that phase II is a trivial param-
agnet (PM) which is consistent with the result obtained
through the bias criterion. In contrast, the coefficient
matrices Cµν(III |T∞) and Cµν(IV |T∞) show a regular
and robust pattern, indicating that nontrivial features
have been detected.
The pattern of Cµν(IV |T∞) is given in Fig. 6(a). In-
deed, one notices a structure of blocks of 9 × 9 ele-
ments. Furthermore, these blocks can be classified into
three types: 16 “on-site” blocks ([αα, α′α′]), 96 site-bond
“cross” blocks ([αα, α′ 6= β′] or [α 6= β, α′α′]), and 144
“bond” blocks ([α 6= β, α′ 6= β′]), respectively. Instances
of each type are magnified in panels (b) through (d) of
Fig. 6.
The structure of these blocks is encompassed by the
(a) Cµν(IV |T∞)
(b) Bαα,α′α′ (c) Bα6=β,α′α′ (d) Bα 6=β,α′ 6=β′
−1 0 1
FIG. 6. (a) The 144×144 coefficient matrix Cµν(IV |T∞) ob-
tained from TK-SVM at rank 2. The axes iterate over sublat-
tice indices α, β and spatial components a, b such that tuples
(α, β, a, b) are lexicographically sorted. Panels (b) through
(d) zoom in to various types of 9×9 blocks of fixed sublattice
indices: (b) “on-site”, (c) “cross”, and (d) “bond”. The blocks
exhibit similar patterns; (c) and (d) differ only by an over-
all factor and relate to the C2h order parameter; the on-site
block (b) additionally contains an equivalent contribution due
to the spin normalization. Phase IV is thus an unconventional
biaxial spin nematic.
following submatrix,
Bαβ,α′β′(IV |T∞) =

A A B
D C A
E E
E E
C D A

, (11)
where vanishing entries are omitted, and the values of
variables A through E can be read off from the patterns.
11
Moreover, it turns out that it is sufficient to infer lo-
cal orders in the phase IV (and also the phase III) by
examining a single block, while the relative strength of
different blocks encode an emergent constraint which will
be discussed later.
The pattern can be related to three quadrupolar or-
dering components (two of which occur dependent upon
each other; see below):
Qαβx2+y2 := S
α
xS
β
x + S
α
y S
β
y , (12)
Qαβx2−y2 := S
α
xS
β
x − Sαy Sβy , (13)
Qαβxy+yx := S
α
xS
β
y + S
α
y S
β
x , (14)
whereas the remaining components, Qαβz2 , Q
αβ
yz+zy, and
Qαβzx+xz, were not found to be relevant here. Addition-
ally, within the on-site blocks (Fig. 6(b)), the intrinsic
normalization constraint
Qααx2+y2+z2 := (S
α
x )
2 + (Sαy )
2 + (Sαz )
2 ≡ 1 (15)
contributes a constant. (Its appearance is physically ir-
relevant; examples of such a “self-contraction” have pre-
viously been discussed in Ref. 14.) Each of the order-
ing components contributes with a weight p[Q•] to the
makeup of Eq. (11). The systematic inference of these
weights from the coefficient matrix is detailed in Ap-
pendix D.
The physical meaning of these ordering components is
transparent. Qx2+y2 reflects the anisotropic interaction
in the XXZ Hamiltonian Eq. (1). Qxy+yx and Qx2−y2
form the hidden order recently discovered in Ref. 16. We
observe that they occur with equal weight, p[Qxy+yx] =
p[Qx2−y2 ] (see Table III). This is consistent with the fact
that—given the presence of Qx2+y2—Qxy+yx and Qx2−y2
define the C2h group polynomial [36, 40].
Therefore, in addition to confirming the findings of
Ref. 16, the present results also suggest that phase IV
possesses a C2h order. Its characterization consists of
two fluctuating fields, a biaxial one
QBC2h =
〈(
Qxy+yx
Qx2−y2
)〉
cl
, (16)
where the components are subject to the relation
Qααx2+y2Q
ββ
x2+y2 = (Q
αβ
xy+yx)
2 + (Qαβx2−y2)
2, (17)
and a uniaxial one QUC2h = 〈Qx2+y2〉cl. The former de-
fines a spontaneously symmetry-breaking order in the
easy-plane, while the latter distinguishes it from a C2
phase which hosts the same biaxial order [36, 40].
Following the terminology of liquid crystal physics
[41], phase IV may be called a biaxial spin nematic (BSN)
phase. However, in contrast to the well known D2h biax-
ial phase, which breaks only rotational symmetries, this
C2h phase also spontaneously breaks mirror symmetries
σxz and σyz of the XXZ Hamiltonian Eq. (1), hence it is
an unconventional biaxial nematic.
(a) Bαα,α′α′(III |T∞) (b) Bαα,α′α′(III | IV)
−1
0
1
FIG. 7. The on-site 9× 9 block of the coefficient matrix dis-
cerning phase III from the T∞ control group (a) and from
phase IV (b), respectively, as obtained from the TK-SVM
at rank 2. The axes iterate over component indices a, b in
lexicographical order. Both on-site blocks exhibit a redun-
dant contribution due to the spin normalization. Apart from
that, (a) corresponds to the Qx2+y2 ordering component,
revealing phase III as a uniaxial nematic (without sponta-
neous symmetry breaking); pattern (b) corresponds to the
Qxy+yx and Qx2−y2 components, consistent with the fact that
phase IV additionally spontaneously breaks the uniaxial sym-
metry down to a biaxial one.
Phase III is another phase that possesses nonva-
nishing quadrupolar moments. The coefficient ma-
trix Cµν(III |T∞) displays a similar global structure as
Cµν(IV |T∞), but a more simple pattern within the small
blocks. A representative block, Bαα,α′α′(III |T∞), is pro-
vided in Fig. 7(a). It corresponds to a situation where
C = D and E = 0 in Eq. (11). As a consequence, only
the quadrupolar component Qx2+y2 is relevant. However,
we note that Qx2+y2 is not a spontaneously symmetry-
breaking order since the XXZ Hamiltonian explicitly
breaks the spin O(3) symmetry down to the infinite di-
hedral group D∞h.
Moreover, it is clear that the biaxial order parameter
QBC2h is responsible for the transition between phases III
and IV. One expects that they will be stressed in the coef-
ficient matrix Cµν(III | IV). Indeed, as shown in Fig. 7(b),
these components dominate the block Bαα,α′α′(III | IV),
in comparison to Bαα,α′α′(IV |T∞) in Fig. 6(b).
C. Identification of emergent constraints
The example of spin ice in the introduction demon-
strates that an emergent constraint can dramatically in-
fluence correlations and dynamics in the system. In fact
many interesting phases in frustrated systems feature
emergent constraints.
Their identification can be far from trivial in the ab-
sence of generic tools as they are not obvious from the
Hamiltonian. In special cases, such as the pyrochlore lat-
tice [16, 42–44], water ice [45], or the kagome lattice [46],
obtaining them relies on systematic calculations using
group theory (decomposition in terms of irreducible rep-
resentations). These calculations are specific to corner-
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(a) p[Qz2 ] for each block in Cµν(V |T∞)
(b) Bαα,α′α′ (c) Bα 6=β,α′α′ (d) Bα 6=β,α′ 6=β′
−1
0
1
FIG. 8. (a) The 16×16 reduced coefficient matrix where each
9 × 9 block in Cµν(V |T∞) is replaced by the weight of the
Qz2 ordering component, as obtained through the procedure
outlined in Appendix D from the TK-SVM coefficient matrix
at rank 2. The axes iterate over sublattice indices α, β in
lexicographical order. (b)-(d) Zoom in to various types of 9×9
blocks of fixed sublattice indices: (b) “on-site,” (c) “cross,” and
(d) “bond.” From the relative strength of the Qz2 components
in each type of block, one can infer the ice rule.
sharing geometries.
In this subsection, we will demonstrate the procedure
for deriving emergent constraints from the coefficient ma-
trices. We will encounter situations in which a phase is
defined exclusively by an emergent constraint, and those
in which a constraint coexists with symmetry-breaking
orders.
1. Ice rule
We first examine the simplest such instance, phase V.
The procedure is similar to that for analyzing local or-
der in the preceding subsection, but here we shall also
evaluate relative weights of different blocks.
To emphasize those weights, in Fig. 8(a) we show a re-
duced form of the coefficient matrix Cµν(V |T∞). Each
pixel of this reduced matrix now corresponds to a 9 × 9
block in the full Cµν matrix, while the value of the pixel is
given by the weight of the Qz2 ordering component. One
notices that there are three different weights, correspond-
ing to the site-site (Bαα,α′α′), site-bond cross (Bαα,α′ 6=β′ ,
Bα6=β,α′α′) and bond-bond (Bα6=β,α′ 6=β′) blocks in the full
γx2+y2+z2 γz2 γx2+y2 γx2−y2 γxy+yx
IV | T∞ −0.334 −0.333 −0.333
III | T∞ −0.331
III | IV −0.334 −0.334
V | T∞ −0.341
VI | T∞ −0.314
TABLE II. Ratios of the relevant bond and on-site quadrupo-
lar moments, γ• := 〈Qαβ• 〉/〈Qαα• 〉. These are calculated by
taking the ratio between the weights of the relevant compo-
nent with respect to “bond” and “cross” blocks, or “cross” and
“on-site” blocks (see Eqs. (21), (24), and (28)). Both ways
yield consistent results in all cases (varying at most in the fi-
nal digit). The weights of the ordering components themselves
were calculated through a least-squares fit to the coefficient
matrix as explained in Appendix D.
Cµν , respectively. Details of these blocks are also pro-
vided in Figs. (b)–(d).
The site-site block in Fig. 8(b) can be expressed as
Bαα,α′α′ = p[Qx2+y2+z2 ]

1 1 1
1 1 1
1 1 1
+ p[Qz2 ]

1

Bαα,α′α′ab,a′b′ = psite[Qx2+y2+z2 ] δabδa′b′
+ psite[Qz2 ] δz,aδz,bδz,a′δz,b′ ,
(18)
where zero entries are omitted for simplicity.
When substituting Bαα,α′α′ back into the decision
function, one finds that the first term in Eq. (18) just
leads to the normalization of a spin Sα. The second term,
defining the product (Sαz )2(Sα
′
z )
2, nevertheless relates to
a nontrivial constraint when compared to the cross and
bond-bond block in Fig. 8(c) and (d), which can be ex-
pressed as
Bαα,α′ 6=β′aa′ = pcross[Qz2 ] δz,aδz,bδz,a′δz,b′ , (19)
Bα6=β,α′ 6=β′aa′ = pbond[Qz2 ] δz,aδz,bδz,a′δz,b′ . (20)
Note that the p[Qx2+y2+z2 ] term does not appear here,
because bond and cross terms do not obey an intrinsic
constraint, unlike spin normalization in on-site terms.
We observe that these weights satisfy the relation,
γz2 :=
pbond[Qz2 ]
pcross[Qz2 ]
=
pcross[Qz2 ]
psite[Qz2 ]
=
〈Sαz Sβz 〉
〈Sαz Sαz 〉
≈ −1
3
, (21)
for α 6= β up to numerical accuracy (see Table II). Sum-
ming over all sublattice indices (α, β), γz2 is absorbed
by the ratio between on-site (α = β; 4) and bond terms
(α 6= β; 12). As a consequence, Eq. (21) in turn gives
rise to the relation∑
α
〈Sαz Sαz 〉cl +
∑
α6=β
〈Sαz Sβz 〉cl =
〈(∑
α
Sαz
)2〉
cl
= 0, (22)
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where 〈. . . 〉cl averages over all tetrahedral clusters.
As (. . . )2 is semi-positive definite, the constraint
S(1)z + S
(2)
z + S
(3)
z + S
(4)
z = 0 (23)
has to be fulfilled for each tetrahedron individually. Con-
trary to the spin normalization relation, which is an in-
trinsic constraint, this constraint emerges from the coop-
erative behavior of spins. It defines the 2-in-2-out rule
of spin ice.
Spin ice is known as an example of classical spin liq-
uids. It does not possess any long-range order, but fea-
tures topological characteristics such as extensive ground
state degeneracy (exGSD) and an effective U(1) gauge-
theoretical description [24]. These topological features
actually are underpinned by the ice rule, Eq. (23). There-
fore, the TK-SVM is able to identify spin ice by means
of the characteristic ice rule.
2. Constraint in the easy-plane
We continue the analysis of emergent constraints in
other regions in the phase diagram Fig. 3. This involves
the phases III, IV, and VI.
In Sec. IVB we have discussed ordering components
in the phases III and IV. We saw that phase III has a
planar quadrupolar component Qx2+y2 = SαxSβx + Sαy Sβy
which can be defined either by a single spin (α = β) or
on a bond connecting two spins (α 6= β).
We find that the weights with which the site and bond
terms manifest themselves also fulfill a relation
γx2+y2 :=
pbond[Qx2+y2 ]
pcross[Qx2+y2 ]
=
pcross[Qx2+y2 ]
psite[Qx2+y2 ]
≈ −1
3
. (24)
(See Table II and Appendix D for details.) Similar to the
case of spin ice, the relation Eq. (24) in turn leads to a
cooperation of spins〈(∑
α
Sαx
)2〉
cl
=
〈(∑
α
Sαy
)2〉
cl
= 0, (25)
and, consequently, a vectorial constraint on the Sx and
Sy components,(
S
(1)
x + S
(2)
x + S
(3)
x + S
(4)
x
S
(1)
y + S
(2)
y + S
(3)
y + S
(4)
y
)
=
(
0
0
)
. (26)
Therefore, phase III is not just an explicitly symmetry-
breaking phase, but also subject to constrained dynam-
ics. This constraint is equivalent to that obtained by
an irreducible-representation decomposition, Eq. (5) in
Ref. 16, from which one can derive pinch points in the
spin structure factor.
The constraint in Eq. (24) is also observed in phase IV
(BSN phase), and is reflected by the weights of the biax-
ial orders, p[Qx2−y2 ] and p[Qxy+yx] corresponding to the
quadrupolar components defined in Eqs. (13) and (14).
We observe that both components occur with approxi-
mately the same weight for each type of block (see Ap-
pendix D), as well as ratios of γx2−y2 = γxy+yx = −1/3
(see Table II) among them. Therefore, phase IV is a con-
strained biaxial phase where a local order and an emer-
gent constraint coexist. As the latter signals an under-
lying gauge symmetry [16], it also represents an instance
where symmetry-breaking order coexists with an emer-
gent gauge theory.
This coexistence also indicates a crucial difference be-
tween emergent spin nematic orders and intrinsic nematic
orders in the context of liquid crystals. In the latter case,
nematic order parameters are considered as fundamen-
tal degrees of freedom (after coarse graining), whereas
dipolar fields are typically trivial by construction. In an
emergent spin nematic phase on the other hand, even in
the absence of a long-range dipolar order, ordinary spins
may remain strongly constrained and exhibit nontrivial
correlations.
3. Isotropic constraint
Lastly, in phase VI, even though no local order is de-
tected by the four-spin cluster up to rank 4, we observe
in Cµν(VI |T∞) a relation between isotropic components,
Qαβx2+y2+z2 := S
α
xS
β
x + S
α
y S
β
y + S
α
z S
β
z (27)
in the bond and cross terms,
γx2+y2+z2 :=
pbond[Qx2+y2+z2 ]
pcross[Qx2+y2+z2 ]
= −0.31, (28)
whereas a similar ratio cannot be inferred from the
on-site blocks where it is canceled by spin normaliza-
tion. However, contrary to Eq. (21) and Eq. (24), here
γx2+y2+z2 is noticeably different from −1/3 and shows a
dependence on training samples. Such behavior seems to
imply that the characterization of phase VI is emerging
but not yet sharply defined in the training samples.
To verify this conjecture and quantify the variation of
γx2+y2+z2 , we separately train the TK-SVM on each of
17 parameter points along J± = −0.5Jzz, which are ap-
parently most representative of the phase, and fictitious
isotropic configurations. We extract γx2+y2+z2 from the
resultant coefficient matrices and plot it in Fig. 9 against
the temperature of the respective training data. It be-
comes apparent that it approaches to −1/3 as T → 0.
As a result, we can interpret the relation Eq. (28) as a
constraint that isotropically affects all of the three spin
components,S
(1)
x + S
(2)
x + S
(3)
x + S
(4)
x
S
(1)
y + S
(2)
y + S
(3)
y + S
(4)
y
S
(1)
z + S
(2)
z + S
(3)
z + S
(4)
z
 =
00
0
 . (29)
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FIG. 9. The ratio of the bond and on-site isotropic order-
ing components is plotted along the J± = −0.5Jzz line as
a function of the temperature of the training samples. For
γx2+y2+z2 = −1/3, the constraint S(1) +S(2) +S(3) +S(4) = 0
for the four spins in each tetrahedron is perfectly fulfilled; for
γx2+y2+z2 = 0 the spins are entirely independent. Indeed,
γx2+y2+z2 is seen to approach −1/3 as T → 0. Hence, the
curve shows the crossover from a trivial paramagnet at high
temperature to a cooperative paramagnet at low temperature.
However, this constraint is only obeyed in the ground
state. At finite temperature, it will be softened by ther-
mal fluctuations and, consequently, a finite portion of
spins will be released from the ground state configura-
tion.
This is reminiscent of gapless excitations. Indeed, at
J± = −0.5Jzz, the XXZ Hamiltonian Eq. (1) becomes
a pyrochlore Heisenberg model in local coordinates. It
is analog to the pyrochlore Heisenberg antiferromagnet
(HAF) which is an example for gapless classical spin liq-
uids (or cooperative paramagnets) [47, 48]. Moreover,
the fluctuation-induced deviation of γ from the ground
state value −1/3 is also consistent with the finding that
this phase has blurred pinch points at intermediate tem-
peratures in the spin structure factor in Ref. 16.
Finally, the extracted order parameters and constraints
confirm the hierarchy of the phases in Eq. (8) inferred
from the bias criterion. Phase VI is O(3) symmetric,
not breaking symmetry. Nevertheless, owing to the con-
straint Eq. (29), it does not explore the entire configura-
tion space, thus appears less disordered than the trivial
paramagnet. Phase III and V feature constrained dy-
namics in easy-plane and easy-axis, respectively; both
have the D∞h symmetry. Phase IV breaks the symmetry
of phase III and develops a C2h coplanar order. Further-
more, the bias criterion respects the distinct constraint in
phase IV and V, so does not assign them a rank, though
the latter is more symmetric. The magnetization M⊥
of phase I has the C1h point-group symmetry and breaks
the in-plane O(2) symmetry entirely. Thereby, we can ex-
press the disorder hierarchy by the nature of the phases,
D∞h
easy
plane
→ C2h
biaxial
O(3)
trival
O(3)
constrained
C1h
magnetic
.
D∞h
easy
axis
(30)
V. THERMODYNAMICS OF CONSTRAINTS
When learning the phase diagram, Fig. 3, we pointed
out that gradual change of Fiedler values at phase bound-
aries implies a crossover. Thereby, aside from the topol-
ogy of the phase diagram, the graph analysis also pro-
vides an intuitive way of recognizing crossovers and the
regions where they take place. In this section, we will
confirm this interpretation by examining the analytical
order parameters and constraints extracted from the co-
efficient matrices. Moreover, we will also discuss possi-
ble advantages of those quantities in the identification
of phase transitions and crossovers, as compared to the
use of conventional quantities such as heat capacity or
magnetic susceptibility.
A. Single crossover
We first discuss the crossover between the spin ice
(phase V) and the trivial paramagnet (phase II). This
crossover is well understood in terms of the Schottky
anomaly in the specific heat which may serve as a ref-
erence point for the quantity learned by TK-SVM.
The analytical quantity extracted from Cµν(V |T∞),
Eqs. (18)-(21), may be expressed as
Γz :=
〈
1
4
∑
α
(Sαz )
2 − 1
12
∑
α 6=β
Sαz S
β
z −
1
3
〉
cl
(31)
=
〈
1
3
∑
α
(Sαz )
2 − 1
12
(∑
α
Sαz
)2
− 1
3
〉
cl
. (32)
It measures the fulfillment of the ice-rule Eq. (23) and
may be regarded as an order parameter, where Γz = 1
if the ice-rule is fully satisfied, while Γz = 0 for uncor-
related spins. Γz is normalized to satisfy these limiting
cases.
We can define a susceptibility to quantify the fluctua-
tion of Γz,
χ[Γz] :=
1
T
(〈Γ2z〉 − 〈Γz〉2). (33)
One expects that χ[Γz] is smooth at crossovers, but
exhibits discontinuity or divergence when experiencing
phase transitions.
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FIG. 10. The susceptibility of the spin ice constraint Γz
[Eq. (31)] is measured along the Jzz = 0 line. The colored
bar below the abscissa shows the corresponding slice of the
phase diagram, Fig. 3, for comparison. The peak of the sus-
ceptibility is seen to coincide with the locus of the crossover
between the spin ice phase (blue) and the paramagnet (red).
The inset confirms the agreement of the decision function with
(Γz + 1/3)
2, the expression that was inferred from its coeffi-
cient matrix, given suitable affine rescaling of the former.
In Fig. 10, we measure Γz and χ[Γz] along the J± = 0
line. We indeed observe that (Γz + 1/3)2 collapses onto
the decision function, verifying our interpretation of the
coefficient matrix Cµν(V |T∞). [Note that the constant
−1/3 in the definition (31) is not included in the TK-
SVM decision function, i.e. d(V |T∞) ∝ (Γz + 1/3)2 +
const.] Moreover, χ[Γz] shows a broad peak at the bound-
ary between the two phases, indicating a crossover driven
by thermal violation of the ice rule. As expected, the
characteristic temperature of this peak agrees with that
inferred from the Schottky anomaly (the dashed line be-
tween phases II and V in Fig. 3) [16].
The above example confirms our approach. Next, we
apply it to the crossover between the cooperative (VI)
and the trivial paramagnet, whose characterization is less
clear. The (normalized) order parameter corresponding
to the relation (28) and the isotropic constraint Eq. (29)
is given by
Γxyz := 3
∑
a
Γa = 1− 1
4
〈∥∥∥∑
α
Sα
∥∥∥2〉
cl
, (34)
where
Γa :=
〈
1
3
∑
α
(Sαa )
2 − 1
12
(∑
α
Sαa
)2
− 1
3
〉
cl
, (35)
and a = x, y, z. Accordingly, we define its susceptibility
χ[Γxyz] =
(〈Γ2xyz〉 − 〈Γxyz〉2)/T .
Γxyz and χ[Γxyz] are measured along the J± =
−0.5Jzz, i.e. in the Heisenberg limit, in Fig. 11. One
observes a bump over approximately three orders of mag-
nitude in temperature. The location of its maximum is in
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FIG. 11. The susceptibility associated with the isotropic con-
straint Γxyz [Eq. (34)] is measured along the Jzz = −0.5Jzz
line (Heisenberg limit). The colored bar below the abscissa
shows the corresponding slice of the phase diagram, Fig. 3, for
comparison. The broad peak of the susceptibility is seen to co-
incide with the locus of the crossover between the cooperative
(orange) and the trivial (red) paramagnet. The inset confirms
the agreement of the decision function with (Γxyz + 3)2, the
expression that was inferred from its coefficient matrix, given
suitable affine rescaling of the former.
agreement with that inferred on the basis of the magnetic
susceptibility [16], its profile nevertheless marks a much
larger area influenced by the crossover. We note that this
region has in fact been hinted at by the slow variance of
the Fiedler vector entries between the two phases.
In addition, the behavior of χ[Γxyz] is also consistent
with that of the ratio γ in Fig. 9. Hence, this spin liquid
is only well defined in the regime where γ ≈ −1/3 at
T . 0.01. Thereafter, the crossover starts to take hold,
until very high temperature.
Here, we have relied on the susceptibilities of the ana-
lytical order parameters which were previously extracted
from the coefficient matrices learned by TK-SVM. This
has the advantage that they are immediately relatable to
physical quantities. One may also choose to rely on the
decision function directly and define a susceptibility for
it instead. The resulting quantity cannot immediately be
converted into the susceptibilities of the order parameter,
whereas the reverse is true (the analytical order parame-
ter can be squared and compared to the decision function
as is the case in the insets of Figs. 10 and 11). Nonethe-
less, the susceptibilities of the decision functions exhibit
peaks at approximately the same positions. We point out
that this approach is entirely feasible to get a first im-
pression of the behavior, without the effort of dissecting
the coefficient matrices first.
B. Sequence of phase transitions and crossovers
The quantities learned by the TK-SVM are optimized
to distinguish two given phases. This specialization can
16
0
0.2
0.4
0.6
0.8
1
1.2
1.4
0.001 0.01 0.1 1 10
J±/Jzz = −0.6
χ[‖QBC2h‖]
χ[Γxy]× 103
χ[Γxyz]× 103
T/Jzz
IV III VI II
FIG. 12. Various susceptibilities are measured along the
Jzz = −0.6Jzz line. The colored bar below the abscissa shows
the corresponding slice of the phase diagram, Fig. 3, for com-
parison. The sharp peak in susceptibility of the biaxial order
parameter QBC2h [Eq. (16)] pinpoints the phase transition be-
tween the generalized biaxial (green) and uniaxial (yellow)
phases; the broad peaks in the susceptibilities of the order
parameters derived from the constraints, Γxy [Eq. (36)] and
Γxyz [Eq. (34)], locate the crossovers into the cooperative (or-
ange) and trivial (red) paramagnet, respectively. Note that
the latter are exaggerated by a factor of 1000.
lead to a higher sensitivity of identifying phase transi-
tions and crossovers, in particular when the system in-
volves multiple fluctuating fields.
This is exemplified by the phase transition and
crossovers relating to phases III and IV. In Sec. IV, we
saw that phase IV is characterized by the quadrupolar
fields QUC2h and Q
B
C2h
, where the latter represents the
symmetry-breaking order, and the constraint Eq. (26)
on the Sx and Sy components. When entering phase III,
the biaxial order parameter QBC2h vanishes, but the con-
straint remains in place. This constraint can be defined
by an order parameter
Γxy :=
3
2
(Γx + Γy), (36)
which is distinct from that of the cooperative paramagnet
(Γxyz) at higher temperature.
Therefore, by increasing temperature at J± < −0.5Jzz
in the phase diagram Fig. 3, the system undergoes the up-
per branch of the sequence in Eq. (30) (excluding the C1h
phase). We expect the order parameter fields QBC2h ,Γxy,
and Γxyz to respond to the corresponding phase transi-
tion and crossovers separately.
In Fig. 12, their corresponding susceptibilities,
χ[‖QBC2h‖], χ[Γxy], and χ[Γxyz], are measured along the
J± = −0.6Jzz line. Indeed, they exhibit individual
peaks/bumps at the relevant transitions and crossovers.
The pronounced peak in χ[‖QBC2h‖] identifies the gen-
eralized biaxial-uniaxial phase transition [49] between
the constrained C2h and D∞h phase. The bumps in
χ[Γxy] and χ[Γxyz] are responsible for the two subsequent
crossovers.
This ability to isolate phase transitions and crossovers
is to be contrasted with the analysis of conventional ther-
modynamic quantities. For instance, the specific heat en-
codes thermal fluctuations of all order parameters at the
same time; hence, not every phase transition or crossover
may manifest itself noticeably. In particular, signals of
crossovers are potentially drowned out by a phase tran-
sition or may not be distinguishable from other nearby
crossovers. On the other hand, the magnetic susceptibil-
ity is sensitive to dipolar orders, nonetheless, it may not
respond to the fluctuations of multipolar fields.
VI. SUMMARY AND OUTLOOK
Frustrated spin and spin-orbital-coupled systems ac-
commodate a wide array of exotic phases, whereas their
identification is usually difficult. In this work, we demon-
strated that support vector machines equipped with a
tensorial kernel (TK-SVM) and combined with spectral
graph partitioning can automatically learn the intricate
phase diagram of a classical frustrated magnet. While the
method was originally proposed for detecting symmetry-
breaking orders and phase transitions [14, 15], here we
showed that it is also capable of detecting the emer-
gent local constraints characteristic of spin liquids, and
crossovers between different disordered states.
The method was applied to the XXZ model on the py-
rochlore lattice. This model hosts several unconventional
phases, including a hidden spin nematic order and three
different classical spin liquids [16, 17], and thus poses a
challenging test case for the verification of our method.
We systematically illustrated the utility of the SVM
bias parameter in the graph analysis to construct the
phase diagram of the XXZ model (Sec. III). The cor-
rect topology of the phase diagram (Fig. 3) was obtained
without prior information on either order parameters or
constraints. This represents an extremely valuable fea-
ture of our method as such information is often unavail-
able or less obvious in frustrated systems. In addition to
the topology, the graph analysis also provides a way to
visualize extended regions in which crossovers take place
across up to two orders of magnitude in temperature.
We also elucidated in detail how to interpret the ma-
chine results for the analytical characterization of the
phases. By virtue of the strong interpretability of the ker-
nel, we were able to extract order parameters (Sec. IVB)
and emergent constraints (Sec. IVC) from the SVM co-
efficient matrices, thus identifying the nature of the re-
spective phases. For each local constraint, a susceptibil-
ity was introduced to measure the associated crossover
(Sec. V). Moreover, a hierarchy of phases was also derived
to systematically discuss their relative levels of disorder
[Eq. (30)].
The successful application to the XXZ pyrochlore an-
tiferromagnet indicates that TK-SVM can serve as an
17
efficient framework for constructing intricate phase dia-
grams. It could be particularly useful for systems involv-
ing multiple competing interactions.
One class of such systems are the Kitaev materi-
als [50–52], including spin liquid candidates Li2IrO3,
Na2IrO3 [53, 54], Sr2IrO4 [55] and α-RuCl3 [56, 57].
These materials involve various competing interactions,
such as the Heisenberg, Kitaev, and off-diagonal Gamma
interactions and also show a strong dependence on exter-
nal magnetic fields [50, 58, 59]. Even when varying only
a subset of the interaction parameters, their (classical)
phase diagrams exhibit multiple exotic orders competing
with the desired spin liquids [60, 61], whereas order pa-
rameters of those phases are not yet clear and significant
parts of the phase diagram remain unexplored. Follow-
ing the framework provided by TK-SVM to compute the
phase diagram, one does not have to scan each physical
parameter individually; phase transitions and crossovers
in the entire parameter space of interest can instead be
identified in one fell swoop. Independent of the number
of physical parameters, the analysis will result in a uni-
variate histogram (see Fig. 4), whose peaks imply distinct
phases. One can thereby obtain a comprehensive phase
diagram more efficiently.
The ability to construct a high-dimensional phase di-
agram in turn allows to systematically classify which
interactions favor hidden order or spin liquids. This
may accelerate the pace at which researchers can scru-
tinize material-inspired model Hamiltonians and might
open the door towards the engineering of unconventional
phases in the future.
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Appendix A: Details of the Monte Carlo simulation
There are four sublattices on the pyrochlore lattice,
whose positions in a given tetrahedron are
r0 =
a
8
(+1,+1,+1) , r1 =
a
8
(+1,−1,−1) ,
r2 =
a
8
(−1,+1,−1) , r3 = a
8
(−1,−1,+1) ,
(A1)
where a is the length of the traditional cubic unit cell
made of 16 sites. The local coordinate frame of the spin
components Si = (Si,x, Si,y, Si,z) is defined on each sub-
lattice as follows
x0 =
1√
6
(−2,+1,+1), x1 = 1√
6
(−2,−1,−1),
x2 =
1√
6
(+2,+1,−1), x3 = 1√
6
(+2,−1,+1),
(A2)
y0 =
1√
2
(0,−1,+1), y1 = 1√
2
(0,+1,−1),
y2 =
1√
2
(0,−1,−1), y3 = 1√
2
(0,+1,+1),
(A3)
and
z0 =
1√
3
(+1,+1,+1), z1 =
1√
3
(+1,−1,−1),
z2 =
1√
3
(−1,+1,−1), z3 = 1√
3
(−1,−1,+1).
(A4)
A heat-bath algorithm for single-spin-flip updates was
combined with overrelaxation and parallel tempering.
Preliminary thermalization is carried out in two steps:
first a slow annealing from high temperature to the tem-
perature of measurement T during te Monte Carlo steps
(MCs) followed by te MCs at temperature T . After ther-
malization, measurements are done every 10 MCs during
tm = 10te MCs. Typical Monte Carlo times range from
tm = 10
6 to 3× 107 Monte Carlo sweeps.
Appendix B: Graph weighting
In our original proposal of the graph analysis using
TK-SVM [15], a threshold value ρc was employed to de-
cide whether a given edge should be included in the graph
if its corresponding bias ρ fulfills ||ρ| − 1| > ρc. In the
same paper, we made the observation that it is gener-
ally favorable to choose large values of ρc, thereby ap-
plying a more restrictive criterion resulting in a sparsely
populated graph. Indeed, we proposed to tune ρc to the
largest possible value for which the resulting graph is still
connected.
While this approach works well enough when the phase
diagram is composed of a few symmetry-breaking phases,
it does discard information on the strength of the connec-
tion and different transitions or crossovers may become
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FIG. 13. (a, b) Histogram of the (unoriented) biases obtained
from TK-SVM among the 493 points in parameter space. The
bin width is proportional to the bias values and their absolute
frequency is plotted on a (a) linear and (b) logarithmic scale,
respectively. The red curve in panel (b) is the Lorentzian
weighting function, Eq. (B1) with characteristic scale ρc = 50,
used to map biases to graph edge weights. Panel (c) shows
an (again logarithmic) histogram of the resulting edge weight
distribution.
apparent at different values of ρc. Rather than using a
fixed cutoff to construct an unweighted graph, in this
work we have opted to use the bias value of each edge to
determine its weight, resulting in a weighted graph.
The biases of all the potential edges span many or-
ders of magnitude as can be seen from their histogram in
Fig. 13(a). Aside from the pronounced peak at |ρ| = 1
corresponding to the edges spanning across phases, the
remaining biases are following a fat-tailed distribution
which becomes apparent from the log-log version of the
same histogram in the inset Fig. 13(b).
Using the biases (or its deviation from unity) directly
as weights for the edges does not yield useful results, as
it overrepresents the importance of large biases. Instead,
we employ a Lorentzian weighting function,
w(ρ) = 1− ρ
2
c
(|ρ| − 1)2 + ρ2c
, (B1)
to map biases to the interval [0, 1). ρc again gives a char-
acteristic scale up to which edges do not contribute sig-
nificantly. The resulting distribution of edge weights cov-
ers the unit interval somewhat uniformly. We note that
our previous approach amounted to choosing a weighting
function Θ(||ρ|−1|−ρc) instead, resulting in weights zero
and one exclusively. Choosing a continuous weighting
function instead retains more of the information provided
by the biases and also simplifies the spectral analysis by
ensuring that the graph never exhibits any truly discon-
nected components as these would lead to a degenerate
eigenvalue zero of the Laplacian matrix. This is of par-
ticular practical relevance in identifying the crossovers
(where vertices have few and weak connections to their
neighbors) correctly as such; using a hard threshold,
these vertices are at risk of being completely disconnected
from the surrounding phases.
The Fiedler vector obtained from the graph is robust
with respect to the choice of the weighting function and
its characteristic scale ρc. Fig. 14 shows the Fiedler vec-
tor along with the distribution of the biases and their cor-
responding weights for different values of ρc spanning six
orders of magnitude. Even in the most inclusive approach
in panel (a), the topology of the phase diagram can be
recognized, even though the result is generally more noisy
and the phase boundary of the spin nematic phase ap-
pears blurred. As successively more edges are discarded,
these shortcomings are gradually rectified. The resulting
Fiedler vectors for ρc = 102 [panel (d)], 103, 104, and 105
[panel (e)] are virtually indistinguishable, even though in
the latter case, only the largest of biases contribute to
the graph appreciably. Beyond ρc = 106, the analysis is
limited by the numerical accuracy of the weights. Con-
sidering that this last choice exceeds the maximum bias
that was found, it is unnatural.
We conclude that (at least in the present case) the
choice of the weighting function is not of practical con-
cern. We have reaffirmed our previous statement that it
is generally beneficial to be more exclusive when deciding
which biases to include in the graph. Using a continuous
weighting function is, however, crucial to ensure that the
graph stays (weakly) connected.
Appendix C: Pooling training data
Having inferred the phase diagram from the analysis
of the graph, we proceed by relabeling the training data
according to the phase labels I–VI.
To that end, we have identified the corresponding in-
tervals of the entries of the Fiedler vector and indicate
these in Fig. 4. Their choice was guided by the by the
location of the peaks in the histogram in the case of re-
gions II–V. Since region VI does not exhibit a pronounced
peak for the reasons discussed in Sec. III, we centered
the interval on the value attained in the Heisenberg limit
(J± = −Jzz/2, T → 0).
The entries which do not fall into either of these in-
tervals can be attributed to crossovers in between. The
corresponding training data cannot be labeled unambigu-
ously and are therefore not included in the pooled data
set. The final partitioning of the phase diagram is pre-
sented in Fig. 15. [We point out that we have deviated
slightly from the strict interval-based partitioning laid
out in this appendix by manually excluding a handful
of points on the boundary of region V (which are inter-
mediate crossover points, but might otherwise have been
labeled III or IV, purely based on their Fiedler vector
entry).]
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FIG. 14. The Fiedler vector, representing the extracted phase diagram, is shown along with histograms of the biases and
corresponding edge weights for a variety of different choices of the characteristic scale ρc of the weighting function. The
weighting functions are superimposed on the bias histograms in each case. The color scale used for the Fiedler vector is
identical to that used in Fig. 3.
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FIG. 15. The partitioning of the phase diagram is superim-
posed on the Fiedler vector (see Fig. 3). Regions which can
be unambiguously assigned to one of the phases, labeled by
roman numerals I–VI, are separated by solid lines. For the
hatched regions, this is not possible unambiguously and the
corresponding data are excluded from the ensuing analysis.
After pooling, the SVM is trained with 24,000 (I),
49,500 (II), 16,500 (III), 18,000 (IV), 43,500 (V), and
13,500 (VI) spin configurations, respectively, while 81,500
samples have been excluded. In addition, 50,000 ficti-
tious random (T∞) spin configurations are included as
the control group.
Appendix D: Extracting quadrupolar moments
From the general structure of the blocks B in the co-
efficient matrix, Eq. (11), parameterized by variables A
through E, we identify five constituent patterns:
A[Qx2+y2+z2 ] =

1 0 0 0 1 0 0 0 1
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
1 0 0 0 1 0 0 0 1
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
1 0 0 0 1 0 0 0 1

, (D1)
A[Qz2 ] =

0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

, (D2)
A[Qx2+y2 ] =

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
1 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
1 0 0 0 1 0 0 0 0

, (D3)
A[Qx2−y2 ] =

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
−1 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
1 0 0 0 −1 0 0 0 0

, (D4)
A[Qxy+yx] =

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0

. (D5)
Each of these patterns contributes a quadrupolar or-
dering component Q• to the decision function, which is
related to the corresponding pattern A[Q•] through the
relation
(
Qαβ•
)2
= Tr
[A[Q•] (Sα ⊗ Sβ)⊗2]:
Qαβx2+y2+z2 = S
α
xS
β
x + S
α
y S
β
y + S
α
z S
β
z , (D6)
Qαβz2 = S
α
z S
β
z , (D7)
Qαβx2+y2 = S
α
xS
β
x + S
α
y S
β
y , (D8)
Qαβx2−y2 = S
α
xS
β
x − Sαy Sβy , (D9)
Qαβxy+yx = S
α
xS
β
y + S
α
y S
β
x , (D10)
where the first line corresponds to the intrinsic normal-
ization constraint, ‖Sα‖2 = 1 in case of “on-site” (α = β)
blocks.
The weights p[Q•] of the ordering components
are thus given by decomposing B in terms of
A[Q•], i.e. by solving the linear equations Ap = B,
where A = (A[Qx2+y2+z2 ], . . . ,A[Qxy+yx]) and p =
(p[Qx2+y2+z2 ], . . . , p[Qxy+yx])
T . In case the form of
Eq. (11) was followed exactly, this would result in five in-
dependent equations. When B is rather obtained through
the SVM coefficient matrix and, hence, noisy, the lin-
ear system is overdetermined and the optimal choice of
the component weights can be found by a least-squares
fit, i.e. by minimizing ‖Ap − B‖2. In fact, since blocks
of each type (“on-site”, “cross”, and “bond” type) occur
in the full coefficient matrix Cµν many times over, all of
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p[Qx2+y2+z2 ] p[Qz2 ] p[Qx2+y2 ] p[Qx2−y2 ] p[Qxy+yx]
on-site −0.564 −0.021 1.274 0.278 0.280
IV | T∞ cross −0.007 0.006 −0.425 −0.093 −0.093
bond 0.003 −0.002 0.142 0.031 0.031
on-site 0.717 0.281 −1.681 −0.001 −0.001
III | T∞ cross 0.097 −0.081 0.555 0.000 0.000
bond −0.028 0.024 −0.184 0.000 0.000
on-site −0.088 0.082 0.146 0.933 0.941
III | IV cross 0.022 −0.021 −0.052 −0.311 −0.314
bond −0.005 0.005 0.019 0.104 0.105
on-site −0.086 1.068 −0.073 0.000 0.000
V | T∞ cross −0.018 −0.364 0.016 0.000 0.000
bond 0.003 0.124 −0.003 0.000 0.000
on-site 0.001 −0.001 0.000 0.000 0.000
VI | T∞ cross 0.997 0.000 0.000 0.000 0.000
bond −0.313 0.000 0.000 0.000 0.000
TABLE III. The weights of the tentative quadrupolar ordering components, p[Q•], are tabulated for five classifiers which are
analyzed in the main text. These weights were obtained through a least-squares fit based on all blocks in the full coefficient
matrix of each of the site-site (“on-site”), site-bond (“cross”), and bond-bond (“bond”) types, as discussed in Sec. IVC. For each
classifier, weights corresponding to components which contribute significantly (and are of physical relevance) are set in bold
type. The ratios between these weights for the three block types are given in Table II.
these instances can be included in the least-squares fit to
obtain common weights for each of the three block types.
The results are tabulated in Table III for the var-
ious cases discussed in the main text (Figs. 6, 7, 8).
In each case, the ordering components which contribute
significantly support the previous characterization of
phases IV, III, and V. One also notes that in the sit-
uations involving the biaxial phase IV, the ordering com-
ponents Qx2−y2 and Qxy+yx occur with equal weight (up
to numerical precision), in line with the fact that they
form the biaxial order parameter, QBC2h . For each signif-
icant component, the ratio between “on-site” and “cross”
blocks and “cross” and “bond” blocks, respectively, is ap-
proximately equal and given in Table II.
As expected, the pattern (D1) contributes significantly
only in on-site blocks where it corresponds to a con-
stant and is, thus, physically irrelevant. The excep-
tion is phase VI where it is the only pattern to oc-
cur and does so in cross and bond blocks. Hence, it
does contribute nontrivially to the decision function in
a way such that d ∝ (Γxyz − γ−1)2 + const., where
γ = pcross[Qx2+y2+z2 ]/pbond[Qx2+y2+z2 ] and Γxyz is the
isotropic constraint, Eq. (34).
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