While there is a large body of research studying deep learning methods for text generation from structured data, almost all of it focuses purely on English. In this paper, we study the effectiveness of machine translation based pre-training for data-to-text generation in non-English languages. Since the structured data is generally expressed in English, text generation into other languages involves elements of translation, transliteration and copying -elements already encoded in neural machine translation systems. Moreover, since data-totext corpora are typically small, this task can benefit greatly from pre-training. Based on our experiments on Czech, a morphologically complex language, we find that pre-training lets us train end-to-end models with significantly improved performance, as judged by automatic metrics and human evaluation. We also show that this approach enjoys several desirable properties, including improved performance in low data scenarios and robustness to unseen slot values.
Introduction
Data-to-Text refers to the process of generating accurate and fluent natural language text from structured data such as tables, lists, graphs etc. (Gatt and Krahmer, 2018) It has several applications, including generating weather and sports summaries, response generation in task-oriented dialogue systems etc. For example, consider Figure 1 , in the context of a restaurant booking system. The system must take a meaning representation (MR) as inputin this case represented in the form of a dialogue act (inform) and a list of key value pairs related to the restaurant -and generate fluent text that is firmly grounded in the MR.
Data-to-text can broadly be classified into two categories with respect to the nature of the output Figure 1 : Generating text from structured data. Aligned segments from the structured data and natural language have the same color.
text: lexicalized and delexicalized. Figure 2 provides an example of both. In the lexicalized setting, models are trained to produce the full natural text. We refer to these as lexicalized models. In the delexicalized setting, the slot-values are replaced with placeholders. Models are trained to produce output text with these placeholders. We refer to these as delexicalized models. The placeholders are filled in via a separate lexicalization step. For English, this is achieved by simply copying slot values from the structured data into the corresponding placeholders.
However, Dušek and Jurčíček (2019) recently highlighted the deficiencies of delexicalization and copy based methods in the presence of linguistic phenomena such as morphological inflection. For instance, in Figure 1 , when generating in Czech, the restaurant name "Pivo & Basilico" from the MR must be correctly inflected to "Pivu & Basilicu" to ensure fluency. Simple copying would fail 1 . Moreover, in several languages, these complexities are compounded by the fact that inflecting a noun in a certain way requires changes to be made in the surrounding words (since modifying adjectives need to exhibit agreement). This makes the lexicalization step complex, requiring extensive linguistic knowledge. Consequently, end-to-end systems that directly generate fully lexicalized text without depending on any external linguistic knowledge present an attractive alternative. However, their performance in terms of semantic accuracy tends to lag far behind their delexicalized counterparts, especially in the presence of slot values not seen during training. (Shimorina and Gardent, 2018) .
In this work, we focus on generating text in non-English languages and show that it is possible to significantly reduce this accuracy gap by pre-training fully lexicalized models on an NMT task. For an example motivating the use of NMT, consider Figure 1 once again. In order to generate semantically correct and natural sounding text in Czech (Marathi), a data-to-text model would need to learn the following skills:
• Translate the slot value "dinner" to the target language
• Copy the phone number correctly
• Inflect the restaurant name
In the case of Marathi, which has a different script, there is the additional challenge of Transliterating the restaurant name as well. It is unreasonable to expect neural data-to-text models to learn all these skills, especially since the size of most NLG 2 datasets is quite small. However, modern neural machine translation systems are already fairly adept at translating, transliterating, copying, inflecting etc. Consequently, we hypothesise that the parameters of a NMT model will act as a very strong prior for an NLG model.
Related Work
Earlier work on NLG was mainly studied rulebased pipelined methods, but recent works favor end-to-end neural approaches. Wen et al. (2015) proposed the Semantically Controlled LSTM and were one of the first to show the success of neural networks for this problem, with applications to task oriented dialogue. Since then, some works have focused on alternative architectures - Liu et al. (2018) generate text by conditioning language models on tables, while Puduppully et al. (2019) propose to explictly model entities present in the structured data. The findings of the E2E challenge (Dušek et al., 2018) show that standard seq2seq models with attention also perform well.
With the advent of ELMo, BERT (Devlin et al., 2018) and GPT-2 (Radford et al., 2019) , the unsupervised pre-training + fine-tuning paradigm has shown to be remarkably effective, leading to improvements in NLP tasks like classification, question answering and spoken language understanding (Siddhant et al., 2019a) . Results for generation tasks like summarization are also positive, albeit less dramatic. Song et al. (2019) propose the MASS technique and obtain state-of-the-art results for summarization and unsupervised machine translation. Freitag and Roy (2018) show that denoising autoencoders can be leveraged for unsupervised language generation from structured data. Budzianowski and Vulić (2019) cast data-totext as text-to-text generation and show that finetuning GPT language models can lead to performance competitive with architectures developed specifically for data-to-text. use language models to improve performance in the low resource scenario.
While the above works focus on unsupervised pre-training, Siddhant et al. (2019b) and Schuster et al. (2018) examine transfer learning via neural machine translation for NLU tasks like spoken language understanding and named entity recognition in the cross-lingual setting. They find that the results are mixed and for several NLU tasks, unsupervised pre-training actually outperforms its NMT counterpart. Our work shows that for NLG, machine translation substantially outperforms unsupervised pre-training objectives.
Recently, Chi et al. (2019) found multilingual pre-training techniques to be effective for crosslingual language generation tasks like summarization and question generation. They focus on textto-text NLG such as question generation and text summarization, where both the input and output are in the same language. In contrast, our work studies generation in the data-to-text setting, where the input is structured data as opposed to free form text and the output can be in any language. The WNGT 2019 shared task provides a datato-document dataset for German. However it is a small dataset that has been obtained by translating the English RotoWire dataset (Wiseman et al., 2017) . Since the English dataset was automatically created by crawling and aligning sports score boxes and summaries, large parts of the text in the RotoWire dataset are not grounded in the data. Hayashi et al. (2019) find that techniques such as multilingual training, back-translation etc can help improve data-to-text performance in data scarce scenarios. Our focus is on NMT based transfer learning 3 and it can be combined with all of the above techniques.
Model Architecture
We use the transformer (Vaswani et al., 2017) based encoder-decoder architecture by casting data-totext as a seq2seq problem, where the structured data is flattened into a plain string consisting of a series of intents and slot key-value pairs. More exotic architectures have been suggested in prior work, but the findings of Dušek et al. (2018) show that simple seq2seq models are competitive alternatives, while being simpler to implement. Secondly, the transformer architecture is state-of-the art for NMT. Thirdly, keeping the pre-train and fine-tune architectures the same allows us to easily transfer knowledge between the two steps by parameter initialization.
Pre-train + Fine-tune
Our modeling approach is simple. We first use a parallel corpus to train a transformer based neural machine translation model that translates English text into the target language (Czech for our experiments). Next, we fine-tune this NMT model using a data-to-text corpus for a small number of steps. All the model parameters are updated in the fine-tuning process.
Models and Baselines
Machine Translation pre-training This is our proposed approach (nmt), where we first train an NMT model and fine-tune it for the NLG task. We also experiment with fine-tuning a bidirectional machine translation (binmt), where the NMT model is trained to translate both from English to the target language and vice-versa. This translation is trained on the concatenation of English-Czech and Czech-English parallel data.
Training from scratch A baseline where all the parameters are learned from scratch, without any kind of transfer learning. This is a 1 layer Transformer model. Larger models trained from scratch did not improve performance.
Unsupervised pre-training baseline Monolingual data is generally far easier to obtain than bilingual data, which makes unsupervised pre-training techniques more attractive. Interestingly, Wu and Dredze (2019) and Pires et al. (2019) find that training multilingual BERT models on a combination of languages can lead to surprisingly effective crosslingual performance on NLU tasks, without using any parallel data. Of the myriad unsupervised techniques, we choose MASS (Song et al., 2019) for our baseline since it has been shown to outperform other alternatives like BERT, left-to-right language models and denoising autoencoders for language generation tasks. We first train a unsupervised English-Czech MASS model and then fine-tune it for the NLG task. We denote this approach as mass. From a transfer learning perspective, MASS is a state-of-the-art baseline.
TGen is a freely available open-source NLG system based on seq2seq + attention and was used as a strong baseline in the E2E challenge. Dušek and Jurčíček (2019) create a pipelined system consisting of : a TGen based model that outputs delexicalized text, a classifier that ranks the beam search hypotheses and a language model which which does the lexicalization by picking the exact surface form. We denote this combined system, consisting of all 3 components as tgen-sota. It is also currently the state-of-the-art for this dataset. Note that unlike tgen-sota, all our proposed models are trained to directly generate lexicalized outputs, which is a much harder task. 
Training details
For NMT and MASS, we train transformer models with 93M parameters (6 layers, 8 heads, 512 hidden dimensions). They are trained on a TPU for 1 million steps with Adam optimizer and a learning rate schedule of (1,4K) 4 . The effective batch size is 1024. For NLG, all our models are trained synchronously on 8 P100 GPUs for 10K steps with a batch size of 32 per GPU. We do not perform any hyperparameter tuning. Decoding is performed using beam search, with a beam width of 8.
All the transformer based models are implemented in the Lingvo framework (Shen et al., 2019) based on Tensorflow (Abadi et al., 2016) . fThe best checkpoints are selected based on validation set BLEU score.
Data pre-processing
Our vocabulary consists of a sentencepiece model with 32,000 tokens (Kudo and Richardson, 2018) shared between English and Czech. It is computed on English and Czech sentences from the pre-training corpus. In order to facilitate a fair comparison, we maintain the same vocabulary across all the transformer based models and baselines. Relying on sentencepieces also ensures that out-ofvocabulary tokens will not be encountered. No special rules or pre-processing is done to tokenize the structured data -we simply feed it as a plain string. The input sequence is pre-pended with a task specific token -[TRANSLATE] for translation, [GENERATE] for NLG. Following Aharoni et al. (2019) , we pre-pend a second token to specify the desired output language -<2en> for English and <2cs> for Czech 5 .
Metrics
We use BLEU (Papineni et al., 2002) as one of our automatic metrics 6 . We compute a Slot Error Rate (SER) metric to gauge how well the generated text reflects the structured data. We calculate how many of the slot values in the structured data have been mentioned in the generated text. An example is marked as correct only if all the slotvalues in the structured data are present in the output 7 . We refer the reader to the supplementary material for the exact SER algorithm. We also use the suite of word-overlap-based automatic metrics Table 3 : Results. Ò implies higher is better, while Ó arrow implies lower is better. : We compute BLEU and SER metrics on outputs provided to us by the authors. The other metrics are taken from the paper (Dušek and Jurčíček, 2019) , ; is sacrebleu, § bleu as computed by the e2e-metrics suite 8 .
from the E2E NLG Challenge 8 , supporting NIST (Doddington, 2002) , ROUGE-L (Lin, 2004) , ME-TEOR (Lavie and Agarwal, 2007) , CIDEr (Vedantam et al., 2015) and BLEU. 9
7 Results and Discussion
Main Results
We report results in Table 3 . Recall that these are models are trained to generate fully lexicalized output.
The scratch baseline performs quite poorly. While unsupervised transfer learning (mass) performs better, pre-training via machine translation gives the best results by large margin. nmt brings down the SER to just 2.38, a 20 point gain over mass, while improving the BLEU score by 8 points. Similar trends are observed in the other metrics as well. binmt slightly outperforms nmt and leads to further gains across all metrics. These results give credence to our hypothesis that machine translation can be a strong pre-training objective for data-to-text generation in non-English languages.
Compared to the pipelined tgen-sota system, both nmt and binmt compare favorably, showing improvements on all metrics, including a 4 point improvement in BLEU. In section 7.6, we discuss this result in detail, along with a comparison of the two approaches.
Human Evaluation
We also conduct human evaluations on a set of 200 examples randomly sampled from the test set. Concretely, we measure three metrics -accuracy, fluency and pairwise preference.
Accuracy: Human raters are shown the gold text and the predicted text and are instructed to mark the generated text as inaccurate if any information contradicts the gold text. This effectively catches errors due to hallucinations, incorrect grounding etc. Each example is rated by 3 raters, and we consider an example to be correct if at least two raters say so.
Fluency: We show the predicted text to raters and ask them how natural and fluent the text sounds on a 1-5 scale, with 5 being the highest score. Again, each example is rated by 3 raters. We average the scores across all the ratings to get the fluency score.
We conduct accuracy and fluency evaluations for our best model (binmt) and the best lexicalized baseline, mass. Results are reported in table 5. In terms of fluency, we note that mass produces quite fluent text, likely due to its strong language model. It would seem that unsupervised learning on unlabeled data is enough to generate fluent text, echoing findings of past work (Radford et al., 2019) . binmt performs slightly better with a score of 4.83. However, when it comes to accuracy, our model gets a high score of 97.5, surpassing mass by 7.5 points. We take this as proof that transfer learning from machine translation helps produce text that is not only fluent, but much better grounded in the structured data.
Pairwise Preference: We do a side by side evaluation of the predictions from binmt with the gold text written by humans. We show both texts to the raters and ask them which one they prefer on a 7 point Likert scale. Each example is rated by 3 raters, with the final rating obtained via majority vote.
In 40% of the cases, our model produces output that is as good as human written text, while in another 30% there is no majority. Strikingly, in 21% of the cases, the raters actually preferred the model's output over the human written gold text. The human text is preferred in only 9% of the cases. These results strongly point to the applicability of this approach to real-world NLG systems. rating percentage much better 0.5% better 12.5% slightly better 8% about the same 40% slightly worse 2.5% worse 6.5% much worse 0% no majority 30% 
Low-resource machine translation
Our previous experiments use NMT models trained on a fairly large corpus. However, for many languages, the amount of available parallel data can be small. Unfortunately, we do not know of any public data-to-text datasets for actual low resource languages. Therefore, to study the impact of the size of bitext corpus, we run experiments in a simulated low-resource setting. We train bidirectional machine translation models on 10% (5.7 million examples, medium resource, denoted as binmt-5m) and 1% (570K examples, low resource, denoted as binmt-500k ) of the data and use them for finetuning the NLG task. First, to get an idea of how the corpus size effects translation performance, we compute BLEU scores of each model on the WMT 2019 English-Czech validation set. The medium resource model appears to be as good as the high resource model, but the low resource model is considerably weaker.
Next, we fine-tune each of these models on the data-to-text task. From the results in Table 8 , we see that while the high resource model performs the best, the medium resource models is not far behind in terms of BLEU. Both the high and medium resource models have a comparable SER. Even the low resource model, pre-trained on just 1% of the translation corpora is significantly better than mass, which has been pre-trained on almost 1.6 billion tokens. The results indicate that machine translation based transfer learning can be successfully applied even when the size of parallel corpus is small, and
Model
BLEU Ò binmt-50m 20.95 binmt-5m 20.46 binmt-500k 15.86 thus holds promise for low-resource languages.
Low resource NLG
In this section we study the effects of transfer learning when the size of the fine-tuning corpus is small. We create two random subsets from the NLG training data of size 100 and 1000. Results are reported in Since we do not have gold text for these MRs, we manually rate the predictions of binmt and mass on this new test and compute slot specific error rates. For each of the 200 slots, we mark it as incorrect if the corresponding slot value is missing from the prediction. the output, we noticed that mass has a strong tendency to hallucinate or simply output slot values seen during training. The poor performance further reinforces the practical popularity of delexicalized models and highlights the need for challenging OOV test sets. binmt on the other hand, remains robust -91.5% of the slots from the MR are realized in the predictions. We show some examples in Figure 3 , along with slot specific scores in Table 9. The results confirm that NMT can greatly improve the robustness to unseen values. Further reducing the performance gap between seen and unseen values is an important area of future work.
7.6 Comparison with pipelined approaches.
We showed in section 7.1 that our lexicalized NMT based models compare favorably to the current best model for this dataset -the tgen-sota system (Dušek and Jurčíček, 2019) . Note that our aim in this work is not to beat state-of-the-art, but to gauge the effectiveness of machine translation as a pre-training strategy for NLG. Nevertheless, a comparison with tgen-sota offers some interesting insights. We first describe tgen-sota in detail. It consists of the following pipelined components: Delexicalized Generator: A TGen model trained to generate delexicalized output, either as a sequence of words, or as a sequence of interleaved lemmas and morphological tags.
Classifier Reranker: An LSTM based NLU classifier that ranks top-k beam search hypotheses. The classifier is trained to predict the MR from the text and can be used to select outputs that are most faithful to the meaning representation.
LM Lexicalizer: Due to heavy inflections, inserting slot-values into the placeholders verbatim leads to ungrammatical texts. To remedy this, the authors train a language model, which picks the most probable surface form for every slot-value.
The delexicalized generator and reranker ensure that the generated text is firmly grounded in the MR. And while the language model does a good job of selecting the correct surface form, the technique relies on the existence of an exhaustive list of surface forms associated with each slot-value.
Such a list can be hard to obtain and maintain. The problem is exacerbated for open-domain slots like movies, people, restaurant names which can take a large number of values and are constantly expanding. In addition, since several slot values in the structured data are in English, some form of bilingual knowledge (eg -dictionaries) is also necessary. The linguistic expertise and resources required to create such a database, or even to train alternative models that inflect text based on morphological tags, may not be easily available (especially for low resource languages). Finally, pipelined methods require training, tuning and maintaining separate models for each component.
In stark contrast, our approach is completely endto-end, consisting of a single model which directly produces fully lexicalized outputs without relying on any linguistic resources. The only dependence is on availability of parallel data and as we show in section 7.3, we can learn accurate models even in low resource NMT settings. Recent advances in bitext mining have resulted in sizeable bitext corpora for many low resource language pairs (Schwenk et al., 2019b,a) , bolstering the potential use of this approach. Finally, as we show in the next section, NMT pre-training can also be used to develop improved delexicalized models and subsequently be incorporated into the pipelined approach.
Delexicalized NLG
In this set up, the model must produce delexicalized output. This is achieved by replacing certain slots in the output by placeholders, similar to the example in Figure 2 . The model produces output with these these placeholders, which are subsequently filled in as a separate step. The advantages of training delexicalized models include robustness to out of vocabulary values for slots involving entities. Such two step methods are common in practice. Producing delexicalized text is arguably a simpler problem, since the model needs to just output placeholders instead of fully lexicalized text. Every slot model BLEU Ò SER Ó baseline-mass 23.48 1.07 binmt 30.87 0.95 tgen-delex:
25.34 1.22 : We compute sacrebleu on outputs provided to us by the authors (Dušek and Jurčíček, 2019) .
except the binary slot kids allowed are delexicalized.
We compare NMT with with MASS and a strong TGen based delexicalized model proposed by Dušek and Jurčíček (2019) . From the results in Table 10 , we see that all the models exhibit low SER, as expected. Our model outperforms the best baseline by 5 BLEU points, pointing to the applicability of our approach even in the case of delexicalized NLG. We leave the combination of this model with a lexicalizer component for future work.
Conclusion and Future Work
In this work we investigated neural machine translation based transfer learning for data-to-text generation in non-English languages. Using Czech as a target language, we showed that such an approach is effective and surpasses the performance of unsupervised transfer learning. It enables us to learn simple, fully lexicalized end-to-end models that perform on par with a sophisticated, linguistically informed pipelined system. Experimental results suggest several desirable properties including improved sample efficiency, robustness to unseen values and potential applications to low resource languages. At the same time, the approach can also be leveraged to improve performance of delexicalized models.
Studying pre-training on a wide variety of languages, especially those with different scripts, is a direct line of future work. Since this is mainly hindered by a lack of datasets, we hope to develop data-to-text corpora for other languages, including ones that are truly low-resource.
