Abstract. The attitude control of a spacecraft using magnetorquers can be achieved by a feedback control law which has four design parameters. However, the practical determination of appropriate values for these parameters is a critical open issue. We propose here an innovative systematic approach for finding these values: they should be those that minimize the convergence time to the desired attitude. This a particularly difficult optimization problem, for several reasons: 1) such time cannot be expressed in analytical form as a function of parameters and initial conditions; 2) design parameters may range over very wide intervals; 3) convergence time depends also on the initial conditions of the spacecraft, which are not known in advance. To overcome these difficulties, we present a solution approach based on derivative-free optimization. These algorithms do not need to write analytically the objective function: they only need to compute it in a number of points. We also propose a fast probing technique to identify which regions of the search space have to be explored densely. Finally, we formulate a min-max model to find robust parameters, namely design parameters that minimize convergence time under the worst initial conditions. Results are very promising.
INTRODUCTION
The attitude control of a spacecraft that uses magnetorquers as torque actuators is a very important task in astronautics. Many control laws have been designed for this task. A survey of various approaches is in [6] ; in particular [1] proposes a feedback control law that, besides measures of the geomagnetic field, requires measures of attitude only. This work shows that attitude stabilization is achieved when the design parameters have certain properties (e.g., they are positive). However, the practical determination of appropriate values for the design parameters is a critical open issue. In this work we propose an innovative systematic approach for determining them: they should be those that minimize the time needed for convergence to the desired attitude. Specifically, we measure this time by considering the Integral Time Absolute Error (ITAE) of the attitude .
This turns out to be a particularly difficult optimization problem, for several reasons. The relation between the above ITAE and the design parameters cannot be expressed in analytical form, but only sampled by using software simulations. For this reason, we propose a solution approach based on the use of derivative-free optimization algorithms. These algorithms use no first order information on the objective function. In practice, they work without the need for analytically writing an objective function; they only need to compute it in a number of points by using the above simulations. Moreover, design parameters may range over very wide real intervals, hence the search space of the optimization problem is numerically huge. Consequently, we propose the use of a fast probing technique to identify the 'promising' region(s) of the search space, and then we explore them thoroughly. Finally, ITAE also depends on initial conditions. This implies that control parameters that are efficient for specific initial conditions are not guaranteed to remain efficient for different initial conditions. Clearly, there exist a large variety of possible initial conditions, and they are not known a priori. Thus, we initially solve the problem for a particularly meaningful value of initial conditions. Subsequently, we compute the values of the parameters that minimize the ITAE obtained under the worst initial conditions. Such worst initial conditions are not defined in general, but they in turn depend on the adopted design parameters. Therefore, we formulate a min-max problem, whose solutions are robust optimal values for the design parameters. This problem is quite difficult, since the solution of the main minimization problem (upper-level) needs the solution of a maximization problem (lower-level) at every evaluation of its objective function, and a decomposition is not possible. Many real-world problems share this features, in particular numerous engineering design problems. The proposed approach uses no peculiarities of the considered case and can in principle be extended to other problems with the same structure.
CONTROL ALGORITHM AND OPTIMAL DESIGN PARAMETERS
To describe the attitude dynamics of an Earth-orbiting rigid spacecraft and represent the geomagnetic field, we use the standard Geocentric Inertial frame F i and fix a spacecraft body frame F b . The goal is aligning F b to F i ; thus, the focus will be on the relative kinematics and dynamics of the satellite with respect to the inertial frame. Let
T be the unit quaternion representing rotation of F b with respect to F i , and let C(q) be the corresponding attitude matrix. Superscript × applied to any a ∈ R 3 denotes the skew symmetric matrix that allows to express the cross product a × b as as the matrix multiplication a × b (as standard in this field, see e.g. [1] ). The relative attitude kinematics is given byq = W(q)ω where ω ∈ R 3 is the angular rate of F b w.r.t. F i resolved in F b and
The attitude dynamics in body frame can be expressed by Jω = −ω × Jω + T where J ∈ R 3×3 is the spacecraft inertia matrix, and T is the control torque expressed in F b . The spacecraft is equipped with three magnetic coils aligned with the F b axes which generate the magnetic attitude control torque T = m coils × B b = −B b× m coils where m coils ∈ R 3 is the vector of magnetic dipole moments for the three coils, and B b is the geomagnetic field at spacecraft expressed in body frame F b . Let B i be the geomagnetic field at spacecraft expressed in inertial frame F i . Note that B i varies with time at least because of the spacecraft's motion along the orbit. Then B b (q, t) = C(q)B i (t) which shows explicitly the dependence of B b on both q and t. By grouping together the previous equations the following system is obtaineḋ
Since C(q) = I for q = [q 
in which δ ∈ R 4 , "sat" denotes the standard saturation function, and m coils is the saturation limit on each magnetic dipole moment. Note that the previous equation describes an attitude feedback since, besides measures of B b , it requires measure of attitude q only, and not of attitude rate ω, too. As shown in [1] , selecting k 1 > 0, k 2 > 0, α > 0, λ > 0, and choosing > 0 small enough, local exponentially stability of equilibrium (q, ω, δ) = (q, 0, 1 λq ) is achieved for the closed-loop system (2) (3) if the orbit's inclination is not too low. However, there are no indications for choosing the feedback parameters k 1 , k 2 , α, λ, and the scaling factor . We only know that k 1 , k 2 , α, λ have to be > 0, and has to be > 0 and smaller than an upper bound * > 0 which is very difficult to compute. In practice they are mostly determined by a trial-and-error approach, which is exceedingly time-consuming and not systematic.
In this work we propose the following approach to determine the feedback parameters. Introducing κ 1 = 2 k 1 , κ 2 = k 1 , and β = λ, feedback (3) can be expressed in terms of the four design parameters κ 1 , κ 2 , α, and β . Now, having set the spacecraft's initial conditions to specific values, one can determine the values of κ 1 , κ 2 , α, and β that minimize the settling time t s . However, the objective function t s is not continuous with respect to the design parameters, and this introduces numerical difficulties in solving the optimization problem. Thus, we consider, as alternative objective function, the so called Integral Time Absolute Error (ITAE), denoted by Γ:
where T f is a time chosen sufficiently large. The ITAE has the advantage of being continuous with respect to the design parameters; moreover, minimizing the ITAE leads in general to suboptimal solutions towards the settling time objective (see [2] ). To formulate our optimization problem, we define physically reasonable upper bounds κ 1 , κ 2 , α, β for the design parameters, obtaining a feasible set
Given specific initial conditions, problem (5) can be solved to optimality by a suitable use of derivative-free technique described in the following section. However, when changing the initial conditions, that solution may be no longer optimal. Since many different initial conditions may occur in practice, a robust approach would be to find the optimal solution to problem (5) under the worst initial condition. Such a worst case optimization is widely used in similar scenarios, because by doing so we can provide an optimized bound on the objective value notwithstanding the uncertainty regarding the initial conditions. However the worst initial condition is not a priori computable, since it depends on the chosen values of κ 1 , κ 2 , α, β, so the problem cannot be decomposed and should be solved as a whole. The initial conditions are given by q 0 = q(0), ω 0 = ω(0), 0 ≤ ψ < 2π which is the argument of the spacecraft at time t = 0, and 0 ≤ α 0 < 2π which denotes the right ascension of the Earth's magnetic dipole at time t = 0 (see [1] ). By expressing the set q 0v ≤ 1 in spherical coordinates (ρ, φ, θ), the set of values describing the initial conditions can be expressed as the following hyperrectangle H = (ρ, φ, θ, ω 0 , ψ, α 0 ) : 0 ≤ ρ ≤ 1, 0 ≤ φ ≤ 2π, 0 ≤ θ ≤ π, |ω 01 | ≤ ω 01 , |ω 02 | ≤ ω 02 , |ω 03 | ≤ ω 03 , 0 ≤ ψ ≤ 2π, 0 ≤ α 0 ≤ 2π Note that H permits any possible initial attitude and any possible value for ψ and α 0 ; it only limits the magnitude of the initial angular rate. Now, minimizing ITAE under the worst initial conditions corresponds to the min-max problem: min (κ 1 , κ 2 , α, β) ∈ K max (ρ, φ, θ, ω 0 , ψ, α 0 ) ∈ H Γ.
