It has been shown that progression of waves in deep water is described by the nonlinear Schrödinger equation with time-dependent diffraction and nonlinearity coefficients. Investigation of the solutions is done here in the two cases when the coefficients are proportional or otherwise. In the first case, it is shown that the water waves are traveling at time-dependent speed and are periodic waves, which are coupled to solitons or elliptic waves seen in the noninertial frames. In the inertial frames wave modulation instability is visualized. In the second case, and when the diffraction coefficient dominates the nonlinearity, water waves collapse with unbounded amplitude at finite time. Exact solutions are found here by using the extended unified method together, while presenting a new algorithm for treating nonlinear coupled partial differential equations. Résumé : Il a été démontré que la propagation des vagues en eau profonde est décrite par l'équation de Schrödinger non linéaire avec des coefficients de diffraction et de non linéarité qui varient dans le temps. Nous étudions ici deux cas, lorsque les deux coefficients sont proportionnels ou non. Dans le premier cas, nous voyons que les vagues voyagent à une vitesse qui dépend du temps et sont des vagues périodiques qui sont couplées à des solitons ou des vagues elliptiques vues dans des référentiels non inertiels. Dans les référentiels inertiels, nous voyons une instabilité de modulation des vagues. Dans le second cas et lorsque la diffraction prévaut sur la non linéarité, les ondes sur l'eau s'écrasent en un temps fini avec une amplitude non limitée. Nous obtenons ici des solutions exactes en utilisant la méthode unifiée étendue avec un nouvel algorithme pour traiter les équations différentielles partielles couplées non linéaires. [Traduit par la Rédaction]
Introduction
The nonlinear Schrödinger equation (NLSE) has wide applications in different areas in physics. It describes the progression of water waves in deep water, propagation and compression of pulses in fiber optics, and is also used in the study of spatial plasma solitons. In the study of water waves, it had been shown that the Korteweg -de Vries equation describes the shallow-water waves. In a general treatment of the progression of waves in deep water, it has been shown that the NLSE with time-dependent coefficient is the relevant one [1] [2] [3] [4] .
In this respect and very recently the two-dimensional NLSE with constant coefficients had been studied in ref. 5 .
In fiber optics, optical spatial solitons have potential applications to optical pulse compression, optical switching, and other related phenomena [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Also spatial solitons are the main feature in the study of dynamics of self-focusing (self-trapped) plasmon beams, because of the balance between diffraction and nonlinearity [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . In these works the NLSE with constant coefficients was driven upon the consideration that the nonlinear dielectric tensor depends on the modulus squared of the electric field and the dielectric interface (Kerr medium). We think that when the nonlinear dielectric tensor is taken to be spacedependent, this will enable us to derive the NLSE but with variable coefficients.
This motivated us to search for solutions of the NLSE with variable coefficients.
Here, we consider a set of evolution equations with relevance to the NLSE where the functions F i are polynomials in the arguments. In (1.1), for the aim of finding the balance conditions, we assume that the higher nonlinear term in F i , i = 1, 2, is u j i1 v j i2 . When (1.1) does not depend explicitly on x and t, it can be reduced to a subclass of ordinary differential equations by using the Lie groups for partial differential equations [29] [30] [31] or by using similarity transformations. Among these equations, the traveling waves that have the form
which is due to the translational symmetry of (1.1) in this case. Exact solutions for integrable forms of (1.2) were dealt with by using the auto-Bäcklund transformation and other different method in refs. [32] [33] [34] [35] [36] . A method that unifies most of the wellknown methods in the literature had been proposed in ref. 37 . Recently the auto-Bäcklund transformation was extrapolated in ref. [38] [39] [40] [41] [42] to suggest that evolution equations with variable coefficients assume a solution of the form of an auto-Bäcklund transformation. Also, to this aim the homogeneous balance method had been also used in refs. 43-47.
The extended unified method
This method was suggested to find the exact solutions of evolution equations with variable coefficients [48] . In this respect, these solutions can be expressed as polynomial or rational solutions in an "auxiliary" function that satisfies appropriate auxiliary equations. The later equations may be solved to elementary or elliptic functions. It is an extension to the unified method that was introduced in ref. 37 .
Our main objectives for proposing this method are to put in evidence the conditions for the existence of solutions and to give an alternative classification to the different cases of solutions. Thus, emphasis to the following two aims is essential. (i) Constructing the necessary conditions for the existence of solutions for an evolution equation. (ii) Suggesting a new classification to the solution structures, namely, polynomial or rational solutions.
The solutions in the form of polynomials and rational functions in a specific "auxiliary" function exist whenever the balance and consistency conditions hold in each case. These conditions will be stated in the lemmas and also in the next sections directly. For details see refs. 37 and 48.
Polynomial solutions
To search for polynomial solutions of (1.1), the extended unified method suggests the following equations:
where for instance, we assume that satisfies the auxiliary equations, together with the compatibility equation (which is given by (2.2c)), namely, 
The notation in (2.3) is just written to indicate that h i depend on all the coefficients in (2.1) and (2.2) and their partial derivatives. Equation (2.3) splits into a set of (s i + 1), which may be algebraic or coupled nonlinear partial differential equations (PDEs) in n 1 + n 2 + 2k + 4 unknown functions. We mention that some of the unknown functions can be obtained directly, while for the other ones symbolic computation is used in the sense that a coupled PDE cannot be integrated directly. But this equation is treated by using the suggested algorithm (see Sect. 3.3). We mention that the equations that result from (2.3) are called the "principle" equations. On the other hand the compatibility equation in (2.2c) gives rise to 2k -1 equations and k ≥ 2. By assuming that the higher nonlinear term in F i , i = 1, 2 is u j 1 u j 2 , the necessary conditions for the solution in (2.1) to exist are given in the following lemma. 
Exact solutions of time-dependent NLSE
For instance we consider the NLSE relevant to the progression of waves in deep water
where f(t) and g(t) are real functions. Equation (3.1) describes the progression of water waves in a medium with time-dependent coefficients for diffraction and nonlinearity. When writing W = u + iv, we find that j 1 = j 2 . Thus the necessary condition that (3.1) has solutions that are given by (2.1) is n 1 = n 2 = k -1 and k = 2 when p = 1 in (2.2c). Also, we have
It is worth noticing that the symmetries of (3.1) suggest that there exist similarity transformations that may reduce it to timeindependence [38] . Equivalently we use the similarity transformations
where after direct manipulation (3.1) may be rewritten in the form
together with the equations that hold when using the similarity transformations that leaves the diffraction and nonlinear terms' constant coefficients. It is worth noticing that in this case water waves are traveling at time-dependent speed.
where ␥, ␦, and are taken to be constants. We consider the following three cases for (t):
In these three cases the following equations hold, respectively:
or (t) satisfies (3.4a). It is worth noticing that ␥, ␦, and are arbitrary constants. In (3.3) we use the transformations = (z/) + and w 0 (z, ) = exp(i␦z/2 2 )w() and by writing w() = u() + i(), we get or the equations for the real and imaginary parts
We distinguish two cases.
When f(t) > 0 and g(t)
> 0, then k is real. We confine ourselves to finding the exact solution of (3.1) in this case.
< 0, then k ϭ i͙f͑t͒/g͑t͒. As (3.3) is invariant under the change of the sign of g(t), then the solution of (3.1) is found from the results in case 1 but Re(W(x, t)) and Im(W(x, t)) are permuted up to the change of signs.
Case 1 when (t) = ≠ 0
By using the unified method presented in ref. 37 , we found that no polynomial or rational function solutions of (3.3) exist. This may be argued to the fact that, in this case, the NLSE is not completely integrable.
Case 2 when (t) = 0
In this case the water wave progression occurs in a medium with proportional coefficients:
and k͑t͒ ϭ ͙ k 0 . The well-known soliton solutions, namely, bright or dark solitons that are displayed as hyperbolic secant or as hyperbolic tangent functions, respectively, are recovered as general features for the progression of water waves. In ref. 21 a class of exact solutions, among them the elliptic waves, were found. Here, this case will be reconsidered as a more general class of solutions. We put = 0 in (3.6) and use the unified method developed in ref. 37 . To this end, the unified method asserts that the solution of (3.6) can be expressed by polynomials or rational functions. In this case, the solutions are found in terms of elementary or elliptic functions.
Polynomial solutions
For polynomial solutions we assume that (p = 1)
The balancing and consistency conditions are given by n 1 = n 2 = k -1 and k ≤ 3, respectively. Thus the second condition is satisfied when k = 2, 3. It is worth noticing that 1. The balance condition is obtained from balancing u ϳ n 1 ϩ2͑kϪ1͒ ϳ u 
k = 2
When k = 2, by using symbolic computation by any package, we find that
where q 1 , c 2 , ␦/, and A 0 ␦/ are arbitrary constants. It is worth noticing that we verified that the solutions in (3.8) satisfy (3.6). We remark that the solutions in (3.8) show a solitary wave solution. Finally, in this case, we get the solution of (3.1)
where u()and () are given in (3.8). We remark that the solutions in (3.8) and (3.9) describe the interaction of periodic and solitary waves that are traveling at different speeds, namely, V 1 = ␦ 2 /2 3 and V 2 = ␦/ in the noninertial frames. We think that periodic or solitary waves dominate according to when
, respectively. On the other hand when ␦ < 0 the solutions describe coupled periodic and traveling waves that are propagating in the opposite direction. Also they show that the interaction of the solitary and periodic waves depends on the ratio ␦/2, where these waves are competitive when ␦/2 2 Ӎ 1.
We mention that when f(t) is periodic, then the solutions show neatly periodic waves. The wave density and the wave amplitude as seen in inertial frames are shown in Figs. 1c and 1d when f(t) = 1 + t 2 . Also, the real part of the solution in (3.9) as seen in the inertial and noninertial frames are shown in Figs. 1a and 1b , respectively.
Figures 1c shows the progression of the wave amplitude as seen in the inertial frames, in antisoliton moving along the characteristic path x + (␦/␥) = constant. They are remarkably diffracted, which may be argued to the diffraction-time-dependent coefficient, f(t).
The real part of the solution in (3.8) in the rest frames shows a wave modulation instability. While, in the moving frames the progression of waves is seen in solitons with significant diffraction. The last figure for the wave density reveals that it increases when moving from gray to bright zones.
The wave amplitude, height, and frequency are shown in Fig. 2 with the same parameter values as in Fig. 1 , but in the case when the waves are moving in the opposite direction (that is, when ␦ = 0.9) in the noninertial frames. Figure 2b shows that |W| seen in the inertial frames by moving antisoliton along the characteristic curve in the xt-plane in a way similar to Fig. 1b , but in the opposite direction as ␦ changes sign. On the other hand, the wave frequency oscillates but increases with time.
We mention that |W| shows diffracted multisolitons. We mention that the wave height and the frequency are defined by
Re(W(x, t))
ͬ dx (3.10)
k = 3
When k = 3, we get where ␤ = ␦/, C 1 and C 2 are arbitrary constants. Again, we verified that the solutions in (3.11) satisfy (3.6). Finally, we get for the formal solution of (3.1) by using (3.9), where u() and () are given in (3.11). These results show the interaction between soliton and periodic waves and that soliton waves dominate the periodic waves when ␦/2 2 Ͻ Ͻ 1 (see (3.9)). By taking the upper sign in (3.11) and by substituting into (3.9), the solution for |W| is displayed against x and t when f(t) = 1 + t 2 (which is not produced here) we have found that |W| shows a similar behavior to that shown in Fig. 1 , but soliton waves are moving along the characteristic path.
Rational functions
For rational functions-solutions, namely solutions that have the form
In the same way as before the balancing condition reads n -r = k -1, or r = n, k = 1, and p = 1 and the consistency condition is 3n ≤ 7, thus, solutions hold when n = 1, 2. For instance we consider the case n = 2. There is no loss of generality if we write the denominator in (3.9a) as ͑z͒ 2 ϩ d 0 , and we get for the solution of (3.4)
where q 2 , d 2 , ␦/, and B/A are arbitrary constants. We have verified that the solutions in (3.13) satisfy (3.6).
Elliptic solutions
When p = 2, we search for elliptic solutions of (3.6) and as this equation contains only derivative(s) of even order(s), then by Lemma 2.2 in ref. 37 , the necessary conditions for elliptic solutions to exist, hold.
In this case the balance and consistency conditions assert that these solutions exist when k = 2, 3 and p = 2. In this case the auxiliary equation reads Thus we have two cases, as in case 1 for elementary solutions.
k = 2
When k = 2, we assume that
The computation gives rise to
Finally we have
We mention that the solutions (3.16)-(3.18) satisfy (3.6). Further elliptic solutions had been found, but they are not mentioned here. On the other hand they show that the progression water waves may be visualized in (doubly periodic) waves coupled to periodic waves, which are moving along the characteristic curve at time-dependent speed: ẋ ϭ Ϫ͓͑␦/␥͒ ϩ ␦͔f͑t͒ (see (3.9)).
k = 3
When k = 3, we have
In the same way we get 
It is worth noticing that, in (3.19), we can reduce the constants to four arbitrary ones. When substituting for c i , i = 1, …, 6 in (3.19), we find that the polynomial in the right-hand side has simple factors in ͑͒ as in the previous case. So that the auxiliary equation solves to six elliptic integrals of the first and third kind. But in the special case when q 0 ϭ q 1 2 /4q 2 , this polynomial has a factor of degree two. Thus, it solves to Jacobi elliptic functions.
In comparison with the work done in ref. 21 , the solutions found here cover all those ones in ref. 21 k 0 g(t) .
Here, by using the extended method, solutions of (3.1) are obtained for a more general relationship between f(t) and g(t). The results that will be obtained in the next section are completely new. Further we think that they could not be obtained even by more elaborated methods.
When f(t) ≠ k 0 g(t)
In this case (3.3) reads
For convenience, we make the transformation w 0 ͑z, ͒ ϭ exp͕i͓Ϫ␥ ϩ ͑␦z/2 2 ͔͖͒w͑z, ͒ and (3.14) is written in the form
and we consider the equations for the real and imaginary parts in (3.22).
Polynomial solutions
We search for polynomial solutions to these equations by using (2.1)-(2.2). We find that the balancing condition is n 1 ϭ n 2 ϭ k Ϫ 1. The consistency condition is given by 4k ≤ 11, so that in this case polynomial solutions exist only when k ϭ 2. Which is different from the case in Subsect. 3.1.2. In this case the calculations are carried out using the extended unified method together with the symbolic computation for treating coupled nonlinear PDEs in the following algorithm:
(i) Solve a nonlinear PDE among the set of principle or compatibility equations in the highest order (Ѩ n p 1 /Ѩz n , say).
(ii) Solve another equation in (Ѩ n-1 p 1 /Ѩz n-1 , say).
(iii) Use the compatibility equation between (i) and (ii) to eliminate (Ѩ n p 1 /Ѩz n and Ѩ n-1 p 1 /Ѩz n-1 ), that is, by differentiating the equation obtained in (ii) with respect to z to get Ѩ n p 1 /Ѩz n and balancing it with the one obtained in (i). By this algorithm the order of the PDE is reduced successively until a solution to the required function is obtained.
The steps of the computations when using the extended unified method (when p = 1) are as follows:
Step 1. Solving the principle equations By substituting from (2.1) and (2.2) into the equations for the real and imaginary parts of (3.22) we get the principle equation, which splits into two sets with 2(3k -2) equations, and k = 2, in the unknown functions p i (z, ), q i (z, ), b j (z, ), and c j (z, ), i = 0, 1, j = 0, 1, 2. For convenience we use the transformations on c j (z, ) that simplify the computation
and we solve the equations obtained to get b j (z, ), j = 2, 1, 0, p i (z, ), i = 1, 2 and C 0 (z, ), respectively, we are left with a single unsolved equation among them.
Step 2. Solving the compatibility equations in (2.2) These equations read
and (3.23) will be used in (3.24) . The equations (3.24c) and (3.24b) were solved to get q 0z (z, ) and q 0t (x, t), respectively. The compatibility equation between the results obtained for q 0z (z, ) and q 0 (z, ) gives rise to an equation that solves to
where A < 0 is an arbitrary constant and we take B = 1. From (3.25), we find that when ␥ > 0 then f(t) Ͼ Ͼ g (t) , that is, the diffraction coefficient prevails that one's of the nonlinearity. This fact will enable us to interpret the results in Fig. 3 . By using the result obtained for q 0 (z, ), we found that it satisfies the unsolved equation in the principle ones also.
Thus we are only left with equation (3.24a), which is a nonlinear PDE in q 1 (z, ), C 1 (z, ), and c 2 (z, ). Consequently we have two arbitrary functions, namely, c 2 (z, ) and C 1 (z, ), so that no loss of generality if we take c 2 (z, ) = 1 and C 1 (z, ) = 0. Thus (3.24a) is closed in q 1 (z, ) This equation is satisfied by taking q 1 (z, ) = const. and when ␦ = ±2␥. By bearing this in mind, we can find q 0 (z, ) and by using (3.26), the relevant results obtained are given by
Step 3. Solving the auxiliary equations in (2.2) In this step (2.2b) is solved in the new variables and we get
where C 5 ()is an arbitrary function. By using (3.28) in (2.2a), we get the results as a set of dependent Bessel functions, so that recursion relations have to be used to reduce it to a set of independent functions. After a lengthy manipulation we found that C 5 () = C 50 .
Step 4. Finding the formal solution The solution of (3.1) in this case is given by
u(z, ) ϭ p 1 (z, )(z, ) ϩ p 0 (z, ) v(z, ) ϭ q 1 (z, )(z, ) ϩ q 0 (z, ) (3.29) where z and are given in (3.27) . We mention that we have verified that the solutions for the real and imaginary parts, namely, u(z, ) and v(z, ), which are given in (3.29) and (3.28) satisfy (3.22) when k() = 1/(2 -␥A) and ␦ = ±2␥. We bear in mind that ␦, , and ␥ are arbitrary constants. The formal solution was found in the same way mentioned herein. The results in (3.28) and (3.27) for |W| are displayed in Figs. 3 when f(t) = 1 + t 2 . After these figures, we find that water waves collapse and the wave amplitude show significant (power law) time dependence.
Rational function solutions
We mention that rational function solutions of (3. and k = 1 in (2.2). From the consistency condition 3n ≤ 7, and we find that (3.24) holds when n = 1, 2, which are the same cases that were found in Subsect. 3.1. The computation in this case is very lengthy and requires a separate work.
Elliptic solutions
As (3.3) contains derivatives of odd and even orders, then by Lemma 2.2 in ref. 37 , no elliptic solution of (3.3) exists. Finally, we think that the results that have been obtained in this section could not be found unless the method and the algorithm suggested here are used.
Conclusion
The progression of waves in deep water in a medium with timedependent diffraction and nonlinearity coefficients were investigated. Two cases were considered: the case when the diffraction and nonlinearity are of the same order of magnitude; and otherwise. In the first case it has been found that wave modulation instability is produced as the wave speed is time dependent. In the second case, we have shown that wave breaking occurs when the diffraction coefficients prevails the nonlinearity. Also, the wave amplitude and height show power law in time.
