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Environmental data allows us to monitor the constantly changing environment that
we live in. It allows us to study trends and helps us to develop better models to
describe processes in our environment and they, in turn, can provide information
to improve management practices. To ensure that the data are reliable for analysis
and interpretation, they must undergo quality assurance procedures. Such procedures
generally include standard operating procedures during sampling and laboratory
measurement (if applicable), as well as data validation upon entry to databases. The
latter usually involves compliance (i.e., format) and conformity (i.e., value) checks that
are most likely to be in the form of single parameter range tests. Such tests take no
consideration of the system state at which each measurement is made, and provide
the user with little contextual information on the probable cause for a measurement
to be flagged out of range. We propose the use of data science techniques to tag
each measurement with an identified system state. The term “state” here is defined
loosely and they are identified using k-means clustering, an unsupervised machine
learning method. The meaning of the states is open to specialist interpretation. Once
the states are identified, state-dependent prediction intervals can be calculated for each
observational variable. This approach provides the user with more contextual information
to resolve out-of-range flags and derive prediction intervals for observational variables
that considers the changes in system states. The users can then apply further analysis
and filtering as they see fit. We illustrate our approach with two well-established long-
term monitoring datasets in the UK: moth and butterfly data from the UK Environmental
Change Network (ECN), and the UK CEH Cumbrian Lakes monitoring scheme. Our
work contributes to the ongoing development of a better data science framework
that allows researchers and other stakeholders to find and use the data they need
more readily.
Keywords: data science, quality assurance, data analytics, environmental monitoring, environmental informatics,
clustering (unsupervised) algorithms
INTRODUCTION
Long-term datasets are ubiquitous in many areas of environmental research as they form the
foundation against which hypotheses can be tested, emerging trends determined and future
scenarios projected. More importantly, it allows investigation of processes whose effects can only
be identified over long periods of time and for revealing new questions which could not have been
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anticipated at the time the monitoring began (Burt, 1994).
International programs such as LTER-Europe (Mollenhauer
et al., 2018) and GLEON (Hanson et al., 2018), as well as the
increasing use of remote sensing data (Scholefield et al., 2016;
Rowland et al., 2017), sensor data (e.g., Evans et al., 2016;
Horsburgh et al., 2019) and citizen science projects (e.g., Pescott
et al., 2015; Brereton et al., 2018) has greatly increased the
diversity of volume of environmental data and offers exciting
new opportunities (Reis et al., 2015). It has become standard
practice, and for some data centres and publications compulsory,
to associate these datasets with helpful metadata and many of
these would have passed some quality assurance/quality control
(QA/QC) procedure prior to publication. An overview of the
current practice of data management and QA/QC procedures
of environmental data can be found in the volume edited by
Recknagel and Michener (2018).
The global proliferation of earth and environmental datasets
opens new avenues for discovery (Savage, 2018). The growing
number and advances in instruments on land and sea, in the
air and in space, alongside with ever-increasing computation
capability to produce more detailed model outputs, have
generated huge amounts of Earth and environmental science
data. However, such a large amount of data from diverse
sources makes categorizing and sharing the information difficult.
Questions about their quality may prevent them from being
reused by other researchers. It has been argued recently that
research data should be ‘findable, accessible, interoperable, and
reusable’ (FAIR) (Wilkinson et al., 2016; Stall et al., 2019). To
this end, many countries have taken bold steps, such as changing
journal and funding guidelines to enforce the deposition of data
into dedicated repositories and adopting standard procedures
for metadata and standard vocabularies. However, current work
still largely assumes the user will first download the data, go
through some analysis, and then decide whether the dataset
is useful. The user has no idea about the data quality and
contextual information (and thus whether they can reuse it)
until they download the datasets and compare it with some
other auxiliary datasets they find elsewhere. As highlighted by
a recent review, data quality (or constraining data uncertainty)
and methods to choose reliable data for analysis are among
the top challenges in environmental data science (Gibert et al.,
2018). Some universal tools to give the user a quick idea about
the data quality and contextual information of datasets are
urgently needed.
For users wanting to make use of long-term monitoring
datasets maintained by a third party, data quality is crucial
in determining its relevance, while meta-data is important to
aid data discoverability and understanding its context. These
monitoring schemes are usually managed under a database
management system (DBMS) (e.g., Figure 1), where centralized
data collection and validation by a coordination unit responsible
for the establishment of rules for data transfer and checking
routines are recommended. Database managers usually have
implemented numerous standard operating procedures and
controls to minimize errors in the data sets. Some datasets
have quality flags associated with each measurement. Table 1
shows the data quality control system used by the UK
Environmental Change Network (ECN) as an example. Such
checks mostly handle missing values and check whether the
values are within accepted ranges, whilst more advanced
checks remove outliers and verify instrumentation calibrations.
Sometimes, these checks are refined based on on-site historical
data or seasonality.
Previous work has discussed the application of quality
assurance procedures in large long-term monitoring databases
in areas such as forest management (Houston and Hiederer,
2009) and forest monitoring (Ferretti and Fischer, 2013),
hydrological and water quality sensor data (Horsburgh et al.,
2011, 2015), and streaming ecological sensor networks (Campbell
et al., 2013). A relevant procedure is to perform outlier detection
and remediation, preferably in a multivariate manner, which has
been developed for geochemical databases (Lalor and Zhang,
2001). Strategies have also been developed to detect and control
biases between datasets from examining their metadata in
chemical soil monitoring (Desaules, 2012a,b).
The quality checks that are adopted currently, although
very useful in flagging obvious errors, may be quite broad
and limited in utility in terms of providing context on the
condition where the measurement is made. For example, moth
counts are expected to be low in February, but if a high
moth count is observed is this erroneous or is it due to an
unusually warm and dry winter? We propose the use of data
science techniques to tag each measurement with an identified
system state. The term “state” here is defined loosely and
represents some aspect of the conditions, be they environmental,
procedural or observational, at the time the observation was
made. They are identified using multivariate unsupervised
classification methods, such as k-means clustering. Once the
states are identified, state-dependent prediction intervals can
be calculated for each observational variable, thus providing
credible ranges conditional on the context defined by the system
state. This approach makes range checks account for the system
states and, although we still see the user has an important role
to play in defining such anomalies, it provides the user with
more contextual information to resolve out-of-range flags. In
the use cases presented here, ecological experts were consulted
on the results from the analyses and in all cases found this
method provided helpful contextual information to understand
data anomalies. Specifically, the methods can reliably determine
whether an anomaly is an outlier or is normal behavior within
that state. Therefore, it allows the user to focus on using their
expert judgment to test hypotheses. Our method is intended to
be a very efficient method that is generic enough to apply to
many different types of environmental datasets, such that it may
be available, for example, for preview in the download page of a
dataset. The use of the state tagging approach does not prevent
users from performing more sophisticated analysis subsequently.
This paper describes an approach for system state tagging
for long-term monitoring datasets, which is implemented in a
virtual environment as part of an analysis workflow pipeline.
We demonstrate our approach using two use cases that utilize
datasets from the UK Environmental Change Network (ECN)
and UK CEH Cumbrian Lakes monitoring scheme. Limitations
and future work of this state tagging work are discussed. An R
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FIGURE 1 | Overview of the ECN Data Centre Information System (Rennie, 2016).
TABLE 1 | An example of data quality control at all stages of data management and collection from ECN (Rennie et al., 1993–2015).
(1) Standard operating procedures Data collection procedures were coordinated and standardized across the sites through published protocols.
(2) Data transfer templates To minimize error and to improve data handling efficiency, standardized MS Access transfer templates with data quality
checking procedures built-in (e.g., field codes are dynamically linked with field names) are used to transfer data from each
site to the data centre.
(3) Data verification Checks prior to import to the database:
• Numeric range checks
• Categorical checks
• Formatting and logical integrity checks
Three ways out-of-range checks are used:
• where values were clearly meaningless due to a known cause (e.g., an instrumentation fault, and could not be back
corrected), the data were discarded and database fields set to null (no data), and quality flags added to the database;
• where values were clearly in error, or out of range due to known calibration errors and could be back-corrected, the
data were corrected. These changes were flagged in the database;
• where there was no straightforward explanation for outliers, the data were stored in the database, accompanied by
quality flags.
(4) Quality flagging Site managers use a standard list of quality codes to indicate factors that may affect the quality of the data being collected,
such as deviations from the protocol and faulty instrumentation. They can use as many quality codes where applicable and
can add text input to describe issues not listed in the quality codes.
(5) Quality assessment exercise Samples were kept where possible to allow the accuracy of identification to be assessed at a later date if necessary. Where
possible, when new instrumentation or methods needed to be introduced, new and old systems were run in parallel to
assess their relationship.
Shiny application (Chang et al., 2015) that allows the user to
upload data files and download with the associated states and its
source code is made publicly available.
MATERIALS AND METHODS
Our approach to anomaly detection is based on assessing
observations conditional on the context in which they were
observed. To do this we wish to define a set of states that reflect
any such context and within which we can detect any outliers.
Therefore, our approach to anomaly detection uses additional
information that we know about the system at the time of the
observations – we term this additional information the state
variables. In this section, we describe the method adopted for
defining states and identifying outliers and the details of its
implementation as an R Shiny application.
Unsupervised Classification for State
Tagging
The goal of the state tagging task is to associate each observation
of the data frame, which is assumed to represent a single value
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for a single time point at a single spatial location, with one of
the defined states. In machine learning, the task to assign data
into distinct, discrete categories is considered as a classification
task. In the absence of any prior information relating to the
states, which is assumed here, an unsupervised classification
algorithm is needed. K-means clustering is a computationally
efficient unsupervised classification algorithm that has been used
extensively in a number of anomaly detection applications, such
as network traffic (Münz et al., 2007), environmental risk zoning
(Shi and Zeng, 2014), and hotspots of fire occurrences (Suci
and Sitanggang, 2016), among many others. The approach has
been extended to consider both numerical and categorical data
(Huang, 1998) and therefore provides an effective approach for
defining states. The standard approach is to perform clustering
on a set of multivariate data and the clustering algorithm seeks
to find a set of clusters that minimize within cluster variability
whilst maximizing between cluster variability. This optimisation
is constrained either by a specified number of clusters or by the
level of residual variation. In the case of K-means clustering,
the variability is defined by the distance between each data
point and its cluster center. If the distance exceeds a certain
user-defined threshold, the data point can be flagged as an
outlier. We used K-means clustering in this paper to illustrate
the state tagging concept as it provides a fast and efficient
method of state classification with intuitive understanding for
users. As a method for initial assessment of potentially high
throughput data, this seemed an appropriate approach to take.
Alternative unsupervised classification methods could be used
instead of K-means clustering and these are compared in
Table 2. A comparison of various unsupervised clustering-
based classification methods, listing relative strengths and
limitations. Other methods also exist for data quality assessment
or anomaly detection, although they tend to be application-
specific. For example, a 10-step framework is proposed for
automated anomaly detection in high-frequency water quality
data (Leigh et al., 2019). Similarly, a Dynamic Bayesian
Network (DBN) framework is proposed to produce probabilistic
quality assessments and represent the uncertainty of sequentially
correlated sensor readings for temperature and conductivity
sensors (Smith et al., 2012), while association rule learning has
been used to detect unusual soil moisture probe response in green
infrastructure by taking advantage of the similarity of paired
change event (Yu et al., 2018).
Our approach considers time series data only, where the
observation data is a single value for a single point in time for
a single spatial location and is available at multiple points in
time. As we consider outliers conditional on their state (i.e.,
conditional on the context at time of recording), our state tagging
method requires both state variables and observational variables.
Here we define “state variables” as variables that are used for
clustering and state definition and hence provide the context
of the observation at time of recording, whereas “observational
data” are data variables which we wish to attach prediction
intervals for quality control purposes. Examples of state variables
include meteorological data (e.g., air/water temperature, rainfall,
solar radiation, wind speed, relative humidity), detection data
(e.g., data that may influence detectability of observations such
as time of day, time since last maintenance of sensor, position of
sensor) and procedural data (e.g., equipment used, lab method,
precision of measurement, sample support) each of which should
ideally be available at the same temporal resolution as the
observed data. Running a K means clustering algorithm enables
classification of each vector of state variables, and hence the
aligned observation data, into one of N states, where N is
determined a priori. For each observational variable, the data is
grouped by the states so that the mean and standard deviation for
each observational variable within each state can be calculated.
This, in turn, enables calculation of envelopes corresponding to
the 68, 95, or 99.5% prediction intervals (which corresponds
to mean ± 1, 2, 3 standard deviations) for each measurement.
It is then from these intervals that outliers can be classified
and are therefore dependent on the wider context in which the
observation was made – the state. An overview of the state
tagging approach is shown in Figure 2.
Implementation as an R Shiny
Application
Our state tagging method is implemented as an R Shiny
(Chang et al., 2015) application (see Data Availability Statement),
which allows user interaction and web hosting on a virtual
laboratory environment (see section “Introduction”). The R
Shiny framework is highly efficient for creating graphical user
interfaces (GUI) and it allows access to many tools (e.g., statistics,
machine learning, and plotting) and application programming
interfaces (API) relevant to retrieving environmental data that
are available in R (Slater et al., 2019). Both R and Python are the
most used languages in data science and they have both been used
for data visualization and quality control of environmental data
(Horsburgh and Reeder, 2014; Horsburgh et al., 2015).
The states are defined by performing k-means clustering using
the base R package “stats” on the selected state variables. The data
is scaled before clustering. An elbow method, which plots the
number of clusters versus data misfit, can be used to determine
the optimal number of clusters and avoid over-fitting. Plots are
generated to allow interactive visualization of cluster distribution,
both as a time series and box and whisker plot of a state variable
using the “plotly” framework (Sievert, 2019). Since clustering
does not take into account the temporal signature of the state
variables, confusion matrix-type plots (i.e., occurrence of state
at time t vs. t-1) can be used to assess the temporal behavior of
the derived states. Once the states are defined, observational data
are associated (or tagged) with the state and prediction interval
for the time period (e.g., day, hour). Any data outside of the
envelope are flagged.
While we have developed customized versions for the use cases
reported here, we make a generalized version of the application
available, which allows the user to upload a data file and select
state and observational variables from the list of field names
available. The R Shiny can accept data in the following formats:
(1) Panel data. The dataset will have a column for date or both
date and time. The remaining columns are data values and
the column names are field names. NaNs are ignored.
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TABLE 2 | A comparison of various unsupervised clustering-based classification methods.
Strengths Limitations
K-means • In general a fast and efficient algorithm
• Work well with high dimensional data
• The objective is to minimize the sum of distances of the
points to their respective centroid
• A simple iterative algorithm works quite well in practice
• Has problems when clusters are of different sizes, densities,
or are of non-globular shapes
• It is not particularly robust when the data contains outliers
• Result is sensitive to number of clusters and initial guess of
centroids
c-means • Fuzzy (or soft) version of K-means via a heuristic weighting
approach
• Each data entry belongs to every cluster with some weight
between 0 and 1
• Very similar to K-means
• Each data entry may belong to more than one cluster
DBSCAN • A cluster is a dense region of points, which is separated by
low density regions, from other regions of high density.
• Useful when the clusters are irregular or intertwined, and
when noise and outliers are present
• Does not work well for data with varying densities
• Not efficient for high-dimensional data
• Not robust for datasets with varying densities
• Sensitive to tuning parameters
Hierarchical clustering • Do not have to assume any particular number of clusters
• They may correspond to meaningful taxonomies
• Computational complexity in time and space
• The tree structure is not desirable for assigning data points
to a unique cluster
Gaussian mixture models • Fuzzy (or soft) version of K-means via expectation
maximization of multiple Gaussian distributions
• Each data entry belongs to every cluster with some weight
between 0 and 1
• More robust results than K-means
• Computation cost is much higher than K-means
• It yields a probability distribution, rather than a unique
assignment
FIGURE 2 | An overview of the state tagging approach. K-means clustering is performed on a selected number of state variables and returns a state number for
each row of state data. Note that during the clustering, the timestamps are not considered. Once the states are defined, the states are then attached to the
observational data based on matching timestamps (e.g., date). Finally, the statistics of the observational data for each state are computed to derive state-dependent
prediction intervals. Observations that fall outside of the prediction intervals are flagged out-of-range.
(2) One observation per line. The columns “DATE,”
“FIELDNAME,” and “VALUE” are read while other
columns are ignored, where “FIELDNAME” is
the variable being observed and “VALUE” is the
corresponding data value.
Use Cases
We demonstrate the use of the proposed state tagging approach
for environmental data using two long-term monitoring datasets
in the United Kingdom.
ECN Moth and Butterfly Data
Data
Launched in 1992, ECN collects a broad range of high-
frequency environmental data. It includes 12 terrestrial sites that
are broadly representative of the environmental conditions in
the United Kingdom. These measurements are made in close
proximity at each site, using standard protocols incorporating
standard quality control procedures (Sykes and Lane, 1996) and
great effort has been put to maintain methodology consistency
(Beard et al., 1999). ECN data are managed by its dedicated data
centre (Rennie, 2016) and can be downloaded from the NERC
Environmental Information Data Centre. Protocol documents
and supporting documentation are provided alongside the data
download. Site managers can assign quality codes to indicate
factors that may affect the quality of the data. They can
either choose codes from a list of common problems or enter
customized texts. These quality data are available within the data
download. The informatics approach of the ECN data centre is
described in Rennie (2016). ECN is the UK node in a global
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system of long-term, integrated environmental research networks
and is a member of LTER-Europe (the European Long-Term
Ecosystem Research Network1) and ILTER (International Long
Term Ecological Research2). Here, we focus the application of our
state tagging approach using meteorological, moth, and butterfly
data at the ECN site in Wytham, which is encompassed by a loop
of the River Thames, 5 km northwest of Oxford. The data used
in this section is obtained from the UK Environmental Change
Network3 (Rennie et al., 1993–2015).
Light traps are used at ECN sites to sample moths daily
(Rennie et al., 2017b). A count of each species trapped is recorded.
Butterfly species were recorded on a fixed transect (which was
divided into a maximum of 15 sections) (Rennie et al., 2017a).
At each site, a co-located weather station is installed to collect
hourly weather data (Rennie et al., 2017c). ECN moth and
butterfly data have been used in a number of studies, such as
developing ecological indicators (i.e., community temperature
response, CTR) to predict the phenology response to warming
(Martay et al., 2016).
State Tagging
In this example, we have selected four variables: air temperature;
rainfall; solar radiation; and wind speed to represent the
state variables, all of which are available at daily resolution
(specifically, daily mean of hourly observations). The state,
therefore, defines the climatological or weather-related context
when the measurement was made. The “elbow” curve or L curve,
which balances misfit minimisation and avoidance of overfitting
of the classification technique, identify the optimal number of
clusters to be five. The clustering identifies the five states without
supervision. As observed in Figures 3, 4, each of the identified
states has distinctive characteristics that describe the system state.
A summary of the characteristics of each state is summarized
in Table 3. Note that our interpretation here is for illustration
purposes only and subject experts may interpret the system states
differently. Most days in the time series are represented by states
1, 3, 4, 5, while state 2 represents rainy days (rainfall > 0.2 mm).
State 5 represents windy days, while state 3 represents clear, sunny
days of high solar radiation. The t vs. (t+1) matrix is helpful to
visualize the stability of the states and their potential correlation.
For states 1, 3, and 4, there is a probability of more than 70% for
the next day to remain in the same state, while that for state 5 is
around 50%. Interestingly, there is only a 12% chance for state 2
to remain in the same state, suggesting the system does not tend
to have high rainfall (>0.5 mm) for more than a day.
Prediction Intervals
The empirical prediction intervals obtained from the observation
data within consistent states are overlaid on the observed moths
and butterflies data, which are also available at daily resolution.
The observed data shows high seasonal variability, with high
moth counts in the summer, and high butterfly counts in the
spring. In general, the prediction intervals capture the general
1http://www.lter-europe.net/
2http://www.ilternet.edu/
3http://www.ecn.ac.uk
seasonal variability very well. In particular, the change in states
captures the increase in moth counts in the summer months.
However, the observed moth counts in those moths tend to be
much greater than the upper prediction interval, suggesting the
95% threshold used here may be too low. None of the prediction
intervals gives a daily total moth count that exceeds 27. A higher
threshold, such as 99.5% can be used instead. This is obviously a
subjective choice of the user and hence why deploying the method
within the R Shiny application has significant benefits.
States 3 and 5 are generally associated with low moth counts
days, and all the observations fall within the prediction intervals.
States 1 and 4 are associated with the days with the highest and
third-highest moth counts, which appears to have a prediction
interval that is too narrow. Interestingly, state 2 has the second-
highest prediction intervals, although its upper interval for total
moth counts is only 17.8. We observe similar trends in the
Noctuidae data. One notable difference is that state 4 is associated
with the highest Noctuidae counts instead of state 1.
Most butterfly data are recorded on either a state 1 or state 4
day, with the former denoting a high butterfly count day. Under
the ECN protocol adopted from the UK Butterfly Monitoring
Scheme, butterfly data is only recorded between the 1st April
and 29th September on days satisfying the following conditions.
Sampling took place when the temperature was between 13 and
17◦C if sunshine was at least 60%; but if the temperature was
above 17◦C (15◦C at more northerly sites) recording could be
carried out in any conditions, providing it was not raining. They
generally capture the highs and lows of butterfly counts, but
as with the moth data, the high observed butterfly counts are
significantly above the prediction intervals. States 2 and 5 only
have one or two butterfly counts data points (none of the days
with butterfly data available is tagged with state 3), which result
in the very narrow prediction intervals.
UK Lake Ecosystem Data
Data
Data from the UK CEH Cumbrian Lakes monitoring scheme
is retrieved for this use case. It consists of automatic water
monitoring buoy data (Jones and Feuchtmayr, 2017) and
long-term manual sampling data (Maberly et al., 2017). The
automatic lake monitoring buoy carries a range of meteorological
instruments and in-lake temperature sensors. These instruments
make measurements every 4 min, with hourly averages provided
in the dataset. Data are available from 2008 to 2011. The
long-term manual sampling data were collected fortnightly
from 1945 to 2013. Surface temperature, surface oxygen, water
chemistry, water clarity and phytoplankton chlorophyll a data
were collected. We focus our analysis on the data collected
at Blelham Tarn, a small lake in the U.K.’s Lake District,
from 2008 to 2011.
State Tagging
In this example, we have selected three variables: water
temperature; solar radiation; and wind speed as state variables
from the automatic monitoring buoy data, all of which are
available at hourly resolution. We have aggregated the data to
daily resolution for state tagging to match the resolution of
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FIGURE 3 | Example of state tagging at the ECN site at Wytham. A box-and-whisker plot is linked to the time series and shows the statistics of the selected state
variable for each cluster. An elbow plot is useful to optimize the number of clusters used and avoid overfitting. A t vs. (t+1) matrix is useful to explore the
autocorrelation of clusters.
the observation variable and to even out any daily effects. The
“elbow” curve or L curve, which balances misfit minimisation
and avoidance of overfitting, identify the optimal number of
clusters to be four. The clustering identifies the four states
without supervision. As observed in Figures 5, 6, each of the
identified states has distinctive characteristics that describe the
system state. A summary of the characteristics of each state is
summarized in Table 4. Note that our interpretation here is
for illustration purposes and subject experts can interpret the
system states differently. States 2 and 4 represent fewer days
than others do, possibly because they represent more extreme
weather (i.e., warm/high solar radiation and high wind speed,
respectively). As observed in the Box-and-whisker plots, long-
tail clusters exist for some states. For example, the distribution
of solar radiation in states 1 and 4 are highly skewed. This is
typical for some meteorological variables such as solar radiation
and wind speed, which tend to skew toward zero and are
sometimes modeled by zero-inflated models. The t vs. (t+1)
matrix is helpful to visualize the stability of states. If we
broadly define states 2 and 3 is the main group for warmer
months and states 1 and 4 for cooler months, we can see
that there are many occurrences where the system fluctuates
between within-group states. However, there are also about 10–
20 occurrences per year where the system switches from one
group to another. Further investigation on these days is of
interest because they represent the system is not in a state where
it is normally associated with at that time of the year (e.g.,
windy days in 2008).
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A
B
C
FIGURE 4 | Observed total counts and 95% prediction intervals at Wytham: (A) total moths, (B) total Noctuidae (a moth group), and (C) total butterflies.
Prediction Intervals
We overlay the prediction intervals obtained from state tagging
on the observed water chemistry data. The observed data shows
high seasonal variability, with high chlorophyll a, low nitrate and
low dissolved reactive silicon in the summer; and the inverse
in the winter. In general, the prediction intervals capture the
high seasonal variability very well. From a QC/QA perspective,
the 95% threshold capture most of the observations with only
a few exceptions. The prediction intervals for states 1 and 4 are
similar, capturing generally the low chlorophyll a, high dissolved
reactive silicon, and high nitrate in winter months. Similarly, the
prediction intervals for states 2 and 3 are similar, capturing the
high chlorophyll a, low dissolved reactive silicon, and low nitrate
in summer months. However, state 2 shows a wider prediction
interval, which can be attributed to the high solar radiation on
clear summer days.
As discussed in the state tagging section, it is possible for
states to fluctuate over short periods of time. However, ecological
observations may take some time to respond to changes in system
state or they represent the averaged system state over a period of
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TABLE 3 | Characteristics of the derived state in the example at Wytham.
State Characteristics
1 Calm, hot, and bright
2 High rainfall and warm
3 Calm, cold, and dark
4 Calm, moderate weather
5 High wind speed
Note that the numbering of states is arbitrary.
time. In these cases, the user may decide to introduce a time lag
in the state tagging stage, or averaging the state variables over a
rolling time window.
DISCUSSION
Benefits for Users and Managers of
Environmental Data
Providing information on quality control is a key requirement
for providers and users of environmental data. It allows users
to determine whether they can trust a data resource, particularly
when they have no contact with the data originators. For a
programme like ECN, this state tagging approach should provide
a step-change in its ability to provide quality information. Until
now ECN quality checking has involved a number of range checks
(Rennie et al., 1993–2015) that are usually applied within each
protocol. It is worth mentioning that the ECN data used in this
paper has already passed range checks before clustering. So any
data points outside the prediction interval are anomalies not
detected previously. Using state tagging will provide contextual
information for the quality flags that are applied – giving
confidence to users and enabling them to make more informed
decisions when using the data.
It should also improve the efficiency with which the data can
be quality checked. State tagging will help differentiate between
data that are unusual but can be explained given the contextual
information, and those data that are problematic and require
greater scrutiny from data managers. The ECN datasets are
extensive and cover multiple domains, and therefore quality
checking is a time-consuming exercise. Using this state tagging
approach to target data that need more detailed quality checking
should prove a time saver and improve the quality of data that
FIGURE 5 | Example of state tagging at the lake ecosystems site of Blelham Tarn. A box-and-whisker plot is linked to the time series and shows the statistics of the
selected state variable for each cluster. An elbow plot is useful to optimize the number of clusters used and avoid overfitting. A t vs. (t+1) matrix is useful to explore
the autocorrelation of clusters.
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FIGURE 6 | Observed concentration and 95% prediction intervals at Blelham Tarn: (A) total chlorophyll a [µg/L], (B) dissolved reactive silicon [µg/L], (C) nitrate
[µg/L].
are made available. We emphasize that the meaning of the states
identified by the unsupervised state tagging method is arbitrary
and they do not involve specialist interpretation.
Lessons Learned
K-means clustering is an unsupervised machine learning method
so the states identified are arbitrary and the clustering result
can differ with different record length, the variability of the
state variables captured, and the number of clusters. Since the
numbering of states is arbitrary and is assigned at random, the
random seed is fixed in the shiny app for reproducible results.
State variables (especially meteorology data) are commonly
available at many monitoring sites or nearby weather stations in
hourly resolution. Since most observation variables are recorded
at daily or lower resolution and the goal of clustering is to
capture primary variability in the state variables, it is sensible
to aggregate the sub-daily state variables to daily values before
clustering and to tag each day with a state, i.e., the resolution of
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TABLE 4 | Characteristics of the derived state in the example at Blelham Tarn.
State Characteristics
1 Cold and low wind speed
2 High solar radiation
3 Warm, calm, moderate solar radiation
4 High wind speed
Note that the numbering of states is arbitrary.
the state variables should match the resolution of the observation
variables. Clustering is computationally very efficient and our
approach is suitable for the four “Vs” of Big data (volume,
velocity, variety, veracity) because it can handle a large amount
of highly variable data at a high speed and produces useful
prediction intervals. To accelerate the method, the clustering
can be applied to a subset of the state data and apply to the
entire dataset (e.g., training using only 5 years out of the 20+
years of ECN data).
Our choice of clustering for state tagging has advantages
over black-box artificial intelligence (AI) algorithms, namely the
cluster centers and spread can be easily interpretable and its
computation time is negligible even for large datasets. However,
deep learning can be used for more specific prediction tasks. The
state variables used for clustering is not limited to meteorological
or chemical variables—they can also be other information related
to how the measurement is made. For example, identifiers for
the equipment or personnel used can be included. In general,
one should use system understanding to guide the choice of
variables that are used in clustering, such that the defined states
are relevant to the observational variables to which prediction
intervals are attached.
Currently, the state tagging method is used as a QA/QC
tool. However, it can potentially be used as a tool to identify
phenomena of interest. For example, if a researcher is only
interested in warm, wet winter, the state tagging approach
can identify the states and only a subset of dataset tagged
with the state of interest is retrieved. Alternatively, the state
tagging approach can be trained using existing data and used
in forecasting future observations. Specifically, future data can
be tagged to a state defined by pre-existing data and associate
observations with prediction intervals. The t vs. (t+1) confusion
matrix can be used to predict empirically the probability
for the next day to be associated with the various states
(sum = 1.0), which in turn can be used as weights for prediction
intervals in forecasts.
Limitation of K-Means Clustering
Our clustering-based state tagging method takes no
consideration of time. Therefore, the system may fluctuate
between two states. Our method has the potential to be
reformulated to determine whether there is an abrupt change
of system state. For instance, changepoints detection methods
(Killick et al., 2012) can be used to identify jumps in the time
series. State tagging efforts will benefit from recent advances in
multivariate changepoints detection (Bardwell et al., 2019).
Contribution to the Data Science
Framework
Clustering is only applicable to rows of data where all fields
are available (otherwise, an NA state is returned). This is
not an issue if the state variables are meteorological variables
obtained from automatic weather stations where measurements
are synchronized. However, if other variables are used for state
tagging, the measurements may not be synchronized. A nearest-
neighbor search may be needed to align measurements taken
within a certain time range to the same data entry. Alternatively,
gap-filling approaches can be used to fill in missing data,
especially for datasets that have large gaps. An approach to
accelerate the FAIR use of datasets and models is through the use
of online collaborative research platform. Such platforms ensure
data, information and forecasting capabilities are accessible,
timely and efficient. Since datasets can be easily accessed from
within the platform, assessing the quality of datasets using
auxiliary datasets can be seamlessly achieved. The state tagging
approach fits nicely to the many research initiatives explores the
concept of virtual data labs (Blair et al., 2018), which are online
collaborative facilities to bring together a wide range of software
tools, multiscale simulations and observations, and teams with
different levels of technical skills. Since data from these virtual
data labs are from a wide variety of data sources, it will be useful
to have state tagging tools available so that users do not have to
look for the system state elsewhere. Prediction intervals provide
contextual information in addition to range checks for users
to assess the quality and reliability of data. Such a framework
should be applied widely to virtual data labs and it should be
implemented in different levels of abstraction, from using the
default setup described here to allowing users to customize their
state tagging routine in the data.
Future Work
It has been argued recently that the use of machine-learning
approaches in the earth and environmental sciences should not
simply amend classical machine learning approaches. Rather,
contextual cues should be used as part of deep learning to gain
further process understanding (Reichstein et al., 2019). The state
tagging method contributes to extracting these contextual cues
at the data quality assurance stage. Recently, deep learning has
also been used to fill gaps in long-term monitoring records
(Ren et al., 2019). Future work should consider extending the
proposed state tagging approach to gap-filled datasets. Likewise,
although methods exist for real-time Bayesian anomaly detection
in streaming environmental data (Hill et al., 2009; Hill, 2013),
they do not currently account for other contextual information.
Using both state tagging and real-time anomaly detection can
ensure greatest reliability of environmental data. For live data
feeds, we do not recommend reanalyzing the entire dataset
whenever new data are received. Instead, the new data should
decide whether a new measurement belongs to one of the existing
clusters, or a new cluster should be created. At the moment,
prediction intervals based on states are calculated for a single
variable at a time. Future work should consider prediction for
multivariate data. For example, consistency checks for flags for
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various variables at the same time point can be performed.
Finally, our work assumes the data are from traditional
sensors or manual sampling. Latest developments in intelligent
sensor and internet of things (IoT) (Nundloll et al., 2019)
allows sensors to be equipped with its own QA/QC, while
mark-up languages for metadata of environmental data
have been developed to improve their interoperability
(Horsburgh et al., 2008). These advances offer exciting
opportunities to expand the idea of state tagging for
environmental data.
CONCLUSION
A clustering-based state tagging framework has been
developed for improved quality assurance of long-term
earth and environmental data. The proposed approach is
highly flexible and efficient that it can be applied to a
large volume of virtually any point data in environmental
monitoring. It serves as a way to provide additional contextual
information for quality assurance of environmental data.
Importantly, it will give greater confidence to users and
enable them to make more informed decisions when using
the data. Such functionality is particularly relevant to virtual
research platforms that are linked to a vast number of
datasets (e.g., to various data centres) as they provide
infrastructure support to facilitate complex, collaborative
research in the earth and environmental sciences (Blair
et al., 2018) and tackle environmental data science challenges
(Blair et al., 2019).
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