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We consider a system of weakly interacting bosons confined on a planar double ring lattice sub-
jected to two artificial gauge fields. We determine its ground state by solving coupled discrete
non-linear Schro¨dinger equations at mean field level. At varying inter-ring tunnel coupling, flux and
interactions we identify the vortex, Meissner and biased-ladder phases also predicted for a bosonic
linear ladder by a variational Ansatz. We also find peculiar features associated to the ring geometry,
in particular parity effects in the number of vortices, and the appearance of a single vortex in the
Meissner phase. We show that the persistent currents on the rings carry precise information on the
various phases. Finally, we propose a way of observing the Meissner and vortex phases via spiral
interferogram techniques.
PACS numbers: 05.30.-d,67.85.-d,67.85.Pq
I. INTRODUCTION
Experimental progress with ultracold quantum gases
has made possible to engineer the coupling between dif-
ferent internal states of the atoms, and to realize syn-
thetic gauge fields [1–3]. When a neutral atom moves in
a properly designed laser field, its center-of-mass motion
mimics the dynamics of a charged particle in a magnetic
field, under the effect of a Lorentz-like force. The corre-
sponding Aharonov-Bohm phase is related to the Berry’s
phase that emerges when the atom adiabatically follows
one of the dressed states of the atom-laser interaction
[1]. These advances allow the quantum simulation of a
wide range of Hamiltonians, in particular relevant in con-
densed matter physics. Indeed, some of the most intrigu-
ing phenomena in condensed matter physics involve the
presence of strong magnetic fields. For instance, topologi-
cal states of matter are realized in quantum Hall systems,
which are insulating in the bulk, but bear conducting
edge states [4].
A ladder is the simplest geometry where one can get
some insight on two-dimensional quantum system sub-
jected to a synthetic gauge field [5, 6]. The bosonic
linear ladder has been the subject of intense theoretical
work. The phase diagram has been established by means
of field-theoretical methods [7, 8], and intensive DMRG
simulations [9]. Those studies, in addition to common
features of Bose-Hubbard models such as superfluid and
Mott insulating phases, revealed new exciting phase of
matter induced by the magnetic field: chiral superfluid
phases, chiral Mott insulating phases displaying Meissner
currents [8, 10] and vortex-Mott insulating phases [11].
In the weakly interacting regime, on which we will fo-
cus on this work, an additional phase has been predicted
[12] a biased ladder phase characterized by an imbalanced
population of the bosons between the two legs, explicitly
breaking Z2 symmetry. This phase was shown to be sta-
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ble in the interacting case, except for a special value of the
applied flux, where umklapp processes destabilize it [13].
The dependence of the critical flux separating Meissner
and vortex phase on interparticle interactions has been
also studied [14]. In parallel to these theoretical ad-
vances, the experimental realization of the bosonic flux
ladder has been reported in optical lattices [15] as well
as for lattices in synthetic dimensions, both for fermions
and bosons [16, 17].
In this work, we consider a system made of two one-
dimensional coupled lattice rings subjected to different
flux in each leg. This specific bosonic ladder corresponds
to different boundary conditions than the case of a linear
ladder. In particular, this double ring lattice geometry al-
lows to study persistent currents in dimension larger than
one [18], which shows promising applications for atom-
tronics developments [19, 20]. At difference from [21, 22],
we focus on a planar geometry with concentric rings, as
could be realized eg with dressed potentials [23], or using
copropagating Laguerre-Gauss beams [24].
We study first the properties of the non interacting gas.
After identifying the vortex and Meissner phases, we dis-
cuss specific features of the double ring lattice geometry,
as the appearance of a vortex in the Meissner phase and
parity effect in the vortex phase, and the behavior of
persistent currents.
Through a numerical study we then explore the di-
lute, weak-interacting regime and address the nature of
the ground state at mean field level. In particular we
identify known phases such as the Meissner, vortex and
biased-ladder phases [12] as well as the effect of commen-
surability of the total flux. Finally, we propose the spiral
interferogram images – obtained by interference among
the two rings during time of flight expansion – as a probe
of vortex-carrying phases, specifically adapted to the ring
geometry.
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2Figure 1: (Color online) Representation of the geometry stud-
ied in this work: coplanar ring lattices of radii R1 and R2 with
the same number of sites, with inter-ring tunnel energy K and
intra-ring tunnel energies JeiΦp , with p = 1, 2.
II. THE MODEL
We consider a Bose gas confined in a double ring lat-
tice. In the tight-binding approximation we model the
system using the Bose-Hubbard model:
Hˆ = Hˆ0 + Hˆint =
−
Ns∑
l=1,p=1,2
Jp
(
a†l,pal+1,pe
iΦp + a†l+1,pal,pe
−iΦp
)
−K
Ns∑
l=1
(
a†l,1al,2 + a
†
l,2al,1
)
+
U
2
Ns∑
l=1,p=1,2
a†l,pa
†
l,pal,pal,p
(1)
where the angular position on the double ring lattice is
given by θl =
2pi
Ns
l where l is an integer l ∈ [1, Ns] with Ns
the number of sites in each ring. In Eq (1) J1 and J2 are
respectively the tunneling amplitude from one site to an
other along each ring, the parameter K is the tunneling
amplitude between the two rings, connecting only sites
with the same position index l and Φ1,2 are the fluxes
threading the inner and outer ring respectively. In the
case where the gauge fields are induced by applying a
rotation to each ring one has Φi =
2pi
Ns
Φ˜i
Φ0
, with Φ˜i = ΩR
2
i ,
Ω being the angular rotation frequency, Ri radius of ring
i, Φ0 = 2pi~/m the Coriolis flux quantum. As Ji ≈ ~22mR2i ,
to lowest order we can consider J1 ≈ J2 corresponding to
two rings close to each other, or realized using adjusted
lattice potential. In the following, it will be useful to
introduce the relative flux φ = Φ1 −Φ2 and average flux
Φ = (Φ1 + Φ2)/2.
III. NON INTERACTING REGIME
We first proceed by analyzing the non-interacting
problem. The diagonalization of H0 (see Appendix A
for details) yields the following two-band Hamiltonian:
Hˆ0 =
∑
k
α†kαkE+(k) + β
†
kβkE−(k), (2)
where (
ak,1
ak,2
)
=
(
vk uk
−uk vk
)(
αk
βk
)
, (3)
and the functions uk and vk depend on the parameters φ
and K/J (see Appendix A for details), the momentum in
units of inverse lattice spacing takes discrete values given
by k = 2pinNs , with n = 0, 1, 2...Ns − 1 and the dispersion
relation E±(k) reads
E±(k) = −2J cos(φ/2) cos(k − Φ)
±
√
K2 + (2J)2 sin(φ/2)2 sin(k − Φ)2. (4)
We see that the only influence of the average flux Φ is to
shift in momentum space the energy spectrum.
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Figure 2: (Color online) Energy spectrum (in units of J with
Ns = 40 sites on each ring) as a function of wavevector k
(in units of inverse lattice spacing) of non-interacting bosons
on a double ring lattice, for several values of the tunneling
ratio K/J at fixed relative flux φ = pi/2 (bottom) and several
values of φ at fixed K/J =
√
2 (top).
3The relevant ground state properties are obtained from
the low-energy branch spectrum since, for a finite size-
ring, at T = 0 and U = 0 the bosons form a condensate in
the lowest-energy state available. At varying tunneling
ratio K/J and relative flux φ, two possible situations
arise from the lowest-energy branch E−(k) (see Fig. 2).
When E−(k) has a single minimum, the bosons condense
in the state k = Φ, corresponding to the Meissner phase,
while one has a vortex phase when E−(k) has two minima
and bosons condense with the same occupancy in each of
the two minima k1 and k2 given by
k1,2 = Φ∓ arccos
cot(φ
2
)√(
K
2J
)2
+ sin2
(
φ
2
) .
(5)
Other possible occupancies of the two minima are dis-
cussed in Appendix A. The vortex to Meissner phase
transition has been experimentally observed in bosonic
linear flux ladders [15]. At fixed K/J value, the criti-
cal flux where the transition appears is obtained by de-
termining the change of curvature in E−(k = Φ), thus
yielding [7]:
φc = 2 arccos
√(K
4J
)2
+ 1−
(
K
4J
) . (6)
The Meissner phase is characterized by vanishing trans-
verse currents jl,⊥ = iK〈a†l,1al,2 − a†l,2al,1〉; the lon-
gitudinal currents on each ring, defined as jl,p =
iJ〈a†l,pal+1,peiΦp − a†l+1,pal,pe−iΦp〉, are opposite and the
chiral current, i.e Jc =
∑
l〈jl,1 − jl,2〉 is saturated. The
vortex phase is characterized by a modulated density,
jumps of the phase of the wave function, and non-zero,
oscillating transverse currents which create a vortex pat-
tern. This is illustrated in Fig.3, which shows the longi-
tudinal and transverse current configurations both in the
Meissner and in the vortex phase.
A. Vortex configurations on a finite double ring
lattice
Figure 4 shows the distribution of the phase and
density of the condensate wave function of the nonin-
teracting gas in the vortex phase, which reads ψl,p =√
N
2Ns
(
δp,1(uk1e
ik1l + uk2e
ik2l) + δp,2(vk1e
ik1l + vk2e
ik2l)
)
,
for various values of the system parameters. The number
Nv of vortices is obtained by counting the number of
jumps in the phase. Since it is also associated to
the number of oscillations in the density, which are
characterized by the wavevector k = k2 − k1, it is
readily obtained as Nv = Ns(k2 − k1)/2pi. Recalling
that the value of the total flux Φ fixes the position of
the minima of the dispersion relation (4), in the case
where the total flux is multiple of piNs we obtain specific
Φ = 0, K/J = 2
Φ = 0, K/J = 0.9
Φ = pi
Ns
,K/J = 0.9
Figure 3: (Color online) Representation of the current pat-
terns for noninteracting bosons on a double ring lattice in
various parameter regimes as indicated on the figure. The
length of arrows is proportional to the amplitude of the cur-
rent field. The currents fields are minimal at the core of the
vortex, where also the density drops. Upper panel: Meiss-
ner phase. Middle panel: vortex phase, case of two vortices.
Lower panel: single vortex in the Meissner phase. In all pan-
els, φ = pi/2 and Ns = 12.
features associated to the commensurability of Φ with
the allowed values of the discrete wavevector k. Figure 5
depicts the various possibilities. When Φ = 2j piNs , with
j integer number, the dispersion relation is centered on
an allowed value of the quantized momentum k. In this
case vortices start to form when the dispersion relation
displays a double-minima structure, and the number of
vortices is even.
On the other hand, when Φ = (2j + 1) piNs the value
of Φ falls among two adjacent values of quantized mo-
mentum k (see again Fig.5). In this case, in the vortex
phase, the distance among the two minima corresponds
to an odd multiple of piNs , giving rise to an odd number
of vortices. Quite interestingly, in the Meissner phase, ie
for a choice of parameters φ and K/J leading to a sin-
gle minimum in the single-particle excitation dispersion
E−(k), for Φ = (2j+1) piNs we find a nontrivial pattern in
the current profiles, corresponding to a single vortex con-
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Figure 4: (Color online) Phase and density profiles of the
condensate wavefunction for noninteracting bosons along the
double ring lattice as a function of the lattice index. Top
panel: odd number of vortices for average flux Φ = pi/Ns.
Bottom panel: even number of vortices for Φ = 0. The other
parameters are K/J = 0.8, φ = pi/2,Ns = 20 and n = N/Ns.
figuration (see Fig.3, third panel). This is a mesoscopic
effect associated to the finite size and the geometry of the
ring. As we shall see below, however, this vortex is more
fragile than those appearing in the vortex phase, and is
destroyed in the presence of interactions.
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Figure 5: (Color online) Scheme of the occupancy of the
single-particle levels by noninteracting bosons at zero tem-
perature (filled green circles), on the single-particle disper-
sion relation in the energy-momentum plane (empty circles
joined by line), for various choices of total flux Φ (dashed ver-
tical line). In the Meissner phase, when Φ = 2j pi
Ns
(left top
panel, with Φ = 10pi/Ns) bosons condense in the k = Φ mode.
When Φ = (2j + 1) pi
Ns
(right top panel, with Φ = 9pi/Ns), Φ
lies between two momentum modes, the lowest-energy states
are doubly degenerate and the system supports a vortex in
the Meissner phase. In the vortex phase, when Φ = 2j pi
Ns
(bottom left panel, with Φ = 8pi/Ns) we find an even num-
ber of vortices, whereas when Φ = (2j + 1) pi
Ns
(bottom right
panel, with Φ = 9pi/Ns) the number of vortices is odd. Notice
that the scheme is completely general for values of Φ equal to
any odd or even multiple of pi/Ns.
B. Persistent and chiral currents
We proceed next to study the persistent currents on
the ring. They are defined as Ip =
∂〈H〉
∂Φp
. Since for the
Hamiltonian (1) one has ∂〈H〉∂Φ = 0, we obtain that I1 =−I2 = I and we have a correspondence between chiral
current Jc and persistent current:
Jc = 2I =
∂〈H〉
∂φ
. (7)
In particular, Fig 6 represents the dependence of the ex-
citation spectrum branches on the relative flux. In order
to obtain the persistent currents for each value of φ we
identify the lowest-energy branch as defined piece-wise
by following the lowest-energy part of E−(k) (see Fig. 6
upper panel). The persistent current is then readily ob-
tained by deriving this curve with respect to the flux φ.
The resulting persistent current as a function of relative
flux φ is illustrated in Fig. 6 (bottom panel). By increas-
ing the relative flux at fixed K/J , the system undergoes a
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Figure 6: (Color online) Upper panel: Excitation branches
E−(kn, φ) as a function of the relative flux φ (dimensionless)
for various values of kn =
2pi
Ns
n, n ∈ [0, Ns/2]. At φ = 0,
one has E−(k0, φ) < E−(k1, φ) < · · · < E−(kn, φ) (blue to
brown curves, from bottom to top). The energy of the lowest
excitation branch is the lower envelope of these curves and
is used to calculate the chiral current. Lower panel: chiral
current, obtained from Eq. (7), as a function of φ. In both
panels we have taken Ns = 20, Φ = 0 and K/J = 0.8.
transition from Meissner to vortex phase. For low φ val-
ues, the particle stays in the branch E−(k = Φ) as long
as it is in the Meissner phase. At the critical value φc for
entering the vortex phase, the persistent current displays
a jump, and takes an angular momentum value equal to
Φ + 2pi/Ns. As the flux φ increases, the persistent cur-
rents display several other jumps, each corresponding to
the appearance of a vortex pair in the ring. We notice
that the total number of jumps in the current curve cor-
responds to Ns/2, ie the maximal number of vortex pairs
on the ring.
IV. WEAKLY-INTERACTING REGIME
A. Variational Ansatz
In the case of non interacting bosons, when the single-
particle spectrum has two degenerate minima, the many-
body ground state energy is highly degenerate as it cor-
responds to all possible partitions of the particles among
the two minima. In the presence of interactions this de-
generacy is broken. Introducing the variational Ansatz
|ΦN 〉 = 1√
N !
(
cos(θ/2)β†k1 + sin(θ/2)β
†
k2
)N
|0〉, (8)
which is valid in weakly interacting regime, Wei and
Mueller [12] have identified two phases, corresponding
to two different partitions of the bosons on the minima
k1 and k2: a vortex phase, when each minimum is occu-
pied by N/2 bosons, occuring if 1 − 6uk1vk1 > 0; and a
biased ladder phase, characterized by symmetry breaking
and full occupancy of only one of the two minima, occur-
ring when 1 − 6uk1vk1 < 0. The biased ladder phase is
characterized by the absence of density modulations and
different density values on the two rings.
B. Coupled discrete nonlinear Schro¨dinger
equations (DNLSE)
In order to explore in a broader way the weakly-
interacting regime, we study the ground state of the sys-
tem in the mean-field approximation, obtained by ne-
glecting the quantum fluctuations and correlations.
We start from the equations of motion for the bosonic
field operators in the Heisenberg picture:
i~
dal,p(t)
dt
= [al,p(t), H] . (9)
Taking the mean-field approximation, ie setting Ψl,p(t) =
〈al,p(t)〉 we obtain two coupled discrete non-linear
Schro¨dinger equations (DNLSE):
i∂tΨl,1(t) = −JΨl+1,1(t)ei(Φ+φ/2) − JΨl−1,1(t)e−i(Φ+φ/2)
− KΨl,2(t) + U |Ψl,1(t)|2Ψl,1(t) (10)
i∂tΨl,2(t) = −JΨl+1,2(t)ei(Φ−φ/2) − JΨl−1,2(t)e−i(Φ−φ/2)
− KΨl,1(t) + U |Ψl,2(t)|2Ψl,2(t) (11)
This is the lattice version of the Gross-Pitaevskii equa-
tions. The above equations are expected to hold for weak
interactions and large number of particle on each site.
The corresponding energy functional is given by
E[Ψ1,Ψ2] = −J
∑
l,p
(
Ψ∗l,pΨl+1,pe
iΦp + c.c
)
−K
∑
l
(
Ψ∗l,1Ψl,2 + c.c
)
+
U
2
∑
l,p
|Ψl,p|4, (12)
6where Ψp = {Ψl,p}.
We use a split-step Fourier transform method [25] to
solve the discrete time dependent NLSE and perform
imaginary-time evolution to obtain the ground state of
the system with the normalization condition,
Ns∑
l=1
∑
p=1,2
|Ψl,p|2 = N (13)
where N is the number of particles in the system.
V. NUMERICAL RESULTS
A. Mean field ground state phase diagram
We use the numerical solution of the DNLSE (10) to
explore the nature of the ground state at varying inter-
actions and inter-ring tunnel coupling, as identified by
the ratios Un/J and K/J , with n = N/Ns. For simplic-
ity of the analysis, we choose a fixed value φ = pi/2 for
the relative flux. Our results are illustrated in Fig. 7,
showing the particle imbalance among the two rings
∆ = |∑l〈nl,1 − nl,2〉| /N . For a choice of total flux Φ
corresponding to an even multiple of pi/Ns (upper panel
of Fig. 7) at varying interaction and tunnel parameters
we identify three phases: the vortex (V) and Meissner
(M) phases found in the non-interacting regime, as well
as the biased-ladder phase (BL-V) predicted by the vari-
ational Ansatz. We have denoted this latter phase BL-V
since it is competing with the vortex phase, and are both
obtained from the Ansatz when the single-particle spec-
trum has a double minimum structure. Figure 8 shows
the corresponding density profiles of the various phases:
biased-ladder, Meissner and vortex phases are illustrated
in panels (BL-V), (M) and (V) respectively.
For values of total flux corresponding to an odd multi-
ple of pi/Ns (lower panel of Fig. 7) in place of the Meissner
phase admitting a single vortex, as predicted in absence
of interactions, we find a biased-ladder phase (denoted
as BL-M in the figure). As it will be discussed in section
V.B, this is a mesoscopic effect due to the finite size of the
ring – the imbalance decreases with increasing number of
sites on the ring.
B. Fate of the single vortex in the Meissner phase
As discussed in Sec.III A, in the case when the total
flux Φ = (2j + 1) piNs and the system is in the Meissner
phase, the noninteracting solution predicts the formation
of a single vortex. We explore here the fate of such a
vortex in the presence of weak interactions.
A first answer is provided by the variational Ansatz
introduced in Ref.[12] specialized to the case where the
bosons occupy two neighbouring momentum states of the
single-particle excitation spectrum centered around k =
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Figure 7: (Color online) Color map of the imbalance among
particle numbers in each ring, in the (K/J ,Un/J) plane, for
(upper panel) φ = pi/2, Φ = 6pi/Ns and Ns = 20, (lower
panel) φ = pi/2, Φ = pi/Ns and Ns = 20 The letters indicate
the parameter regimes where we find a biased-ladder phase
(BL-V) where the single-particle spectrum has a double mini-
mum, a Meissner phase (M), a vortex phase (V) and a biased-
ladder phase (BL-M) where the single-particle spectrum has
a single minimum. The corresponding density profiles are il-
lustrated in Fig. 8 and 9.
Φ, in the case where it has a single minimum (as shown
in Fig. 5, upper left panel):
|ΨN 〉 = 1√
N !
(
cos(θ/2)β†Φ+pi/Ns + sin(θ/2)β
†
Φ−pi/Ns
)N
|0〉.
(14)
One readily obtains that the total energy is minimized
by the choice θ = pi if 1 − 6u2Φ+pi/Nsv2Φ+pi/Ns < 0, while
one has θ = pi/2 if 1− 6u2Φ+pi/Nsv2Φ+pi/Ns > 0. However,
by using the results of Appendix A for the amplitudes
uk and vk, one readily finds that in the Meissner phase
1−6u2Φ+pi/Nsv2Φ+pi/Ns is always negative, and we conclude
that lowest-energy solution is of biased-ladder type.
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Figure 8: (Color online) Density profiles along each ring as
a function of the lattice index along the ring, with Ns = 20,
φ = pi/2, Φ = 6pi/Ns, in the various phases identified in
the diagram of Fig. 7: with parameter φ = pi/2, Ns = 20,
Un/J = 0.05 and biased-ladder phase (BL-V), for K/J =
1.1; Meissner phase (M), for K/J = 2; vortex phase (V), for
K/J = 0.5 and Un/J = 0.3.
We have verified this prediction by the numerical so-
lution of the DNLSE, and we confirm that no vortex is
found at finite interactions and the density profile is of
biased-ladder type, as illustrated in Fig. 9 and in the
phase diagram (Fig. 7, lower panel). By performing cal-
culations at varying system size, we find that the imbal-
ance among the two rings decreases with increasing Ns.
It is interesting to notice that this is different from the
case of the biased ladder phase BL-V obtained for values
of flux corresponding to even multiples of pi/Ns. In this
case, the particle imbalance does not depend on Ns and
the phase is also found in the thermodynamic limit.
C. Persistent currents for interacting bosons on
the double ring lattice
The numerical solution of the DNLSE allows also to
obtain the persistent currents in the presence of weakly
repulsive interactions. Figure 10 shows the dependence
on persistent currents amplitude on relative flux φ for the
interacting double ring lattice. As compared to the non-
interacting case, notable differences occur at increasing φ
when the phase boundary is crossed: due to the presence
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Figure 9: (Color online) Density profile for a double ring lat-
tice of interacting bosons with total flux Φ = pi/Ns, in the
absence of interactions, single vortex in the Meissner phase
(upper panel) and for weak repulsive interactions biased-
ladder (BL-M) phase (lower panel). The other parameters
are Ns = 20,K/J = 2,φ = pi/2.
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Figure 10: (Color online) Chiral currents in units of J as a
function of the relative flux φ (dimensionless) for noninteract-
ing bosons (blue, thin solid line) and weakly interacting ones
Un/J = 0.1 (red, thick solid line) for Ns = 20 and K/J = 3.
8-4 -3 -2 -1 0 1 2 3 4
Qx/(2pi)
-4
-3
-2
-1
0
1
2
3
4
Q
y
/
(2
pi
)
-4 -3 -2 -1 0 1 2 3 4
Qx/(2pi)
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
-4 -3 -2 -1 0 1 2 3 4
Qx/(2pi)
-4
-3
-2
-1
0
1
2
3
4
Q
y
/
(2
pi
)
-4 -3 -2 -1 0 1 2 3 4
Qx/(2pi)
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
Figure 11: (Color online) Spiral interferogram in the Meissner
phase (upper panels) with K/J = 1.5, φ = pi/2 and Un/J =
0.3 , Φ = 0 (upper left panel), Un/J = 0, Φ = pi
Ns
(upper
right panel), and in the vortex phase (lower panels) taking
K/J = 0.1,Un/J = 0.3, φ = pi/3, with Φ = 0 (lower left
panel), and Φ = pi
Ns
(lower right panel). In all panels Ns = 35.
of the intermediate biased-ladder phase, the jumps in the
persistent current are suppressed as they are associated
to the creation of vortices. For the parameter choice used
in Fig. 10 one can then identify both the transition from
Meissner to biased ladder and from the latter to the vor-
tex phase. Persistent currents thus provide a powerful
tool to explore the phases of the double ring lattice.
VI. SPIRAL INTERFEROGRAMS
It has been shown [26–28] that it is possible to recon-
struct the phase pattern of ring trapped Bose-Einstein
condensate by studying its interference pattern with a
reference disk-shaped condensate placed at the center of
the ring. Using a similar principle, we show here that
the interference pattern of two concentric rings allows to
characterize the vortices in the bosonic double ring lat-
tice.
Assuming that the distance between neighbouring sites
on each ring is larger than the difference of the radii of
the two rings, the main contribution to the interference
process is due to radially overlapping condensates belong-
ing to the same site index in each ring (ie with the same
angular coordinate). In this case, the wave function after
after a time tTOF from releasing the double ring trap is
given by (see Appendix D for details):
Ψp(r, θl) ≈ Ψ˜0(ks,p)ei~
k2s,p
2m tTOF eiφl,p
√
nl,p (15)
where φl,p and nl,p are respectively the phase and the
number of particles of a condensate on the ring p at site
l, and ks,p =
(Rp−r)(−1)pm
~tTOF is related to the velocity at
which each wave function evolve after releasing the trap.
The interference pattern intensity is given by I(r, θ) = 2
Re[Ψ∗1(r, θ)Ψ2(r, θ)]. By recalling that in density-phase
representation
√
nl,1nl,2e
i(φl,1−φl,2) = 〈a†l,2al,1〉, we ob-
tain the following intensity distribution in the polar plane
(r, θl):
I(r, θl) = 〈a†l,1al,1〉+ 〈a†l,2al,2〉+ 2Re
[
ei∆ReiQr〈a†l,1al,2〉
]
(16)
with Q = m(R1−R2)~tTOF and ∆R =
(R22−R21)m
~tTOF .
In order to analyze typical interference profiles in the
various phases, we start from the noninteracting regime.
In this case, using the results of Appendix A, in the
Meissner phase one readily obtains
I(r, θl) ∝ 1
Ns
cos(Qr + ∆R) + nθl (17)
where nθl = 〈a†l,1al,1 + a†l,2al,2〉. This corresponds to an
interference pattern made of concentric rings, as illus-
trated in the first panel of Fig.11.
In the case of a single vortex in the Meissner phase,
(second panel of Fig.11) the interference pattern displays
a line of dislocations, which are due to the phase slip and
vanishing of the density in correspondence of the vortex
core.
In the vortex phase, Eq.(16) yields
I(r, θl) ∝ 1
Ns
[2uk1vk1 cos(Qr + ∆R)
+ v2k1 cos(θl(k2 − k1)−∆R −Qr)
+ u2k1 cos(θl(k2 − k1) + ∆R +Qr)]
+nθl . (18)
In this case, the interference pattern is composed of a
term which is constant along θ, that gives rise to concen-
tric rings and two spirals patterns with uniform intensity
each of them corresponding to one of the two ring , one
going clockwise and the other counter-clockwise. The su-
perposition of the three contributions yields a modulated
spiral pattern, shown in Fig.11. This method, which is
specific for the ring geometry, is a very powerful charac-
terization of the vortex phase, as the number of branches
in the pattern yields the number of vortices in the sys-
tem. This allows in particular to evidence the possibility
of having even or odd number of vortices, depending on
the value of the total flux. As a final remark we notice
that the interference pattern is dependent on the choice
of gauge, other choices will lead to different spiral inter-
ferogram pictures.
9VII. CONCLUSIONS AND OUTLOOK
In this work, we have studied the ground-state proper-
ties of weakly interacting bosons on a double ring lattice,
subjected to two gauge fields. Depending on the ratio
between inter-ring and intra-ring tunnel energies, as well
on the relative flux, the bosons are found to be in the
Meissner or vortex phases, previously identified for the
linear ladder geometry. As specific of the ring geometry,
for the non interacting gas, we have found a parity effect
on the number of vortices in the system, which originates
from the commensurability of total flux with respect to
allowed momentum states on the rings. Also, for special
values of total flux Φ, due to finite size effects, we have
found that the ground state may host a single vortex
even in the Meissner phase. The analysis of persistent
currents shows that at varying relative flux it is possible
to identify both the Meissner and vortex phase. In the
latter, due to finite-size of the double ring lattice, it is
possible to monitor the appearence of pairs of vortices at
increasing φ.
We have then considered the effect of weakly repul-
sive interactions, as described within a mean-field ap-
proach. We have identified the biased ladder phase and
shown that the Meissner phase becomes imbalanced at
odd value of the total flux Φ due to mesoscopic effects.
Even in the presence of interactions, the study of persis-
tent currents is a useful tool to characterize the various
phases.
Finally, we have proposed the interference patterns
among the two rings as probe of the various phases,
specifically adapted to the our ring geometry, yielding
in particular spiral images in the presence of vortices.
An analysis beyond mean field suggests that the very
small ring lattice at weak filling displays fragmentation
[29] in a similar way as what is found for spin-orbit cou-
pled Bose gases [30]. In outlook, it would be interesting
to explore the crossover from mean-field to fragmented
state at decreasing the lattice filling and size.
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Appendix A: Diagonalisation of the non interacting
Hamiltonian
In order to diagonalize the Hamiltonian H0 in Eq.(1)
we introduce the Fourier transform of the field oper-
ator according to al,p =
1√
Ns
∑
k ak,pe
−ikpl. Periodic
boundary conditions on each ring al,p = al+Ns,p lead to
quantized values for the wavevectors k = 2piNs j, where
j ∈ [0, Ns − 1] is an integer number. The Hamiltonian in
Fourier space then reads
Hˆ0 =
∑
k
(
a†k,1 a
†
k,2
)
H(k)
(
ak,1
ak,2
)
, (A1)
where H(k) is given by
H(k)=
(−2J cos(k−Φ−φ/2) −K
−K −2J cos(k−Φ +φ/2)
)
.(A2)
We diagonalize it using the unitary transformation(
ak,1
ak,2
)
=
(
vk uk
−uk vk
)(
αk
βk
)
, (A3)
where uk and vk are given by
vk =
√√√√1
2
(1 +
sin(φ/2) sin(k −Φ)√
(K/2J)2 +sin2(φ/2) sin2(k − Φ))
)(A4)
uk =
√√√√1
2
(1− sin(φ/2) sin(k −Φ)√
(K/2J)2 +sin2(φ/2) sin2(k − Φ))
).(A5)
The final form for the Hamiltonian reads
Hˆ0 =
∑
k
α†kαkE+(k) + β
†
kβkE−(k), (A6)
with
E± = −2J cos(φ/2) cos(k − Φ) (A7)
±
√
K2 + (2J)2 sin2(φ/2) sin2(k − Φ). (A8)
In the non-interacting regime, in the parameter
region where the energy spectrum has a double
minimum, the ground state has the form |ψ〉 =
1√
N !
(
cos(θ/2)β†k1 + sin(θ/2)β
†
k2
)N
|0〉. This state is fully
degenerate in the occupancy of the minima, ie it provides
the same ground-state energy for any choice of θ. As dis-
cussed in section IV, this degeneracy is broken at the
level of mean-field by the interactions. In section III we
chose to consider, in the non-interacting regime, only the
case θ = pi/2 which leads to the same occupancy of the
minima and hence the same density profiles on the two
rings. Different choices for θ will induce different den-
sity profiles, eg an imbalanced vortex for θ ∈ ]0, pi[ and
θ 6= pi/2, and a biased-ladder for θ = 0 and θ = pi (see
Fig. 12).
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Figure 12: Density on the double ring for K/J = 0.95,Ns =
20,φ = pi/2 and upper panel θ = 0.01, down panel θ = 0.
Appendix B: Numerical method for the solution of
the DNLSE
We provide here the details for the numerical solution
of the DNLSE (10), obtained by iterative steps of the
type
(
Ψ1(t+ ∆t)
Ψ2(t+ ∆t)
)
= U(∆t)
(
Ψ1(t)
Ψ2(t)
)
(B1)
where U(∆t) = exp(−iH∆t) is the time-evolution oper-
ator and we have introduced the vector notation Ψp =
{Ψ1,p, ...,ΨNs,p} Using the Campbell Hausdorff formula
we approximate it to order (∆t)2 by
U(t, t+ ∆t) = e−iH0∆te−iHint∆t +O(∆t)2 (B2)
The interacting Hamiltonian being diagonal in position
space and the kinetic one in k-space, we use the split-
step Fourier algorithm [25]. Furthermore, to obtain the
ground-state wave function we perform an evolution in
imaginary times. Hence the evolution of our wave func-
tion can be recast as follows:
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(
Ψ1(t+ ∆t)
Ψ2(t+ ∆t)
)
= F−1
[
M
(
e−E+∆tINs 0Ns×Ns
0Ns×Ns e
−E−∆tINs
)
M−1F
[(
e−U |Ψ1(t)|
2∆tΨ1(t)
e−U |Ψ2(t)|
2∆tΨ2(t)
)]]
, (B3)
where |Ψp(t)|2 = {|Ψl,p|2, ....|ΨNs,p|2}, E± =
{E±(2pi/Ns), ..., E±(2pij/Ns), ..., E±(2pi)}, and M is the
unitary matrix which diagonalizes the noninteracting
Hamiltonian H(k) (A2) according to
M =
(
vk uk
−uk vk
)
(B4)
and F indicates the Fourier transform.
Appendix C: Interference patterns of expanding
rings
We derive here the expression for the intensity of the
interference pattern of expanding rings given in Eq.(17).
We consider first the expansion dynamics of a single
condensate initially subjected to a tightly confining po-
tential. We follow the time evolution of the condensate
wavefunction following a sudden turn-off of the confine-
ment at time t = 0. We will also assume that, due to a
sudden decrease of the condensate density, interactions
can be neglected during the dynamics, they indeed affect
the dynamics of the condensate only in the initial stages
of the expansion [31]. If |Ψ(0)〉 is the initial state of the
system, its time evolution following the trap opening is
given by
|Ψ(t)〉 = e−iHt/~|Ψ(0)〉
' e−iHkint/~
∑
k
|k〉〈k|Ψ(0)〉
=
∑
k
Ψ˜0(k)e
−i ~k22m t|k〉 (C1)
where Hkin = pˆ
2/2m is the kinetic part of the Hamilto-
nian. This readily yields
Ψ(x, t) =
∫
d2kΨ˜0(k)e
−i ~k22m teik·x (C2)
Using the saddle-point method to approximate the above
integral, in the long-time limit we obtain
Ψ(x, t) ≈
√
2pim
t~
Ψ˜0(k¯x, k¯y)e
i m2t~ (x
2+y2), (C3)
where k¯x = xm/(~t), k¯y = ym/(~t), thus corresponding
to the ballistic regime of the expansion – the condensate
expands at constant velocity, reaching a point in space
fixed by its initial momentum in the trap.
In the specific case where the initial confining potential
is a double ring lattice, where V (x) =
∑
l
1
2mω
2|x− xl|2
and xl indicate the minima of the double ring lattice
in a two-dimensional plane, we study the expansion and
intereference of the condensates released from each ring
lattice. Assuming a deep lattice for each ring, and weak
inter-ring tunneling, one may consider each lattice site l
as occupied by a condensate with phase φl,p and density
nl,p weakly coupled to the condensates on the adjacent
sites.
After releasing both ring lattices, as well turning off the
artificial gauge fields, using Eq.(C3) above, the conden-
sate wavefunctions will overlap and give rise to an inter-
ference pattern at position r. If the confinement is very
tight in the radial direction or the inter-ring distance is
larger than the distance among adjacent sites, the first in-
terference fringes are obtained by the superposition of the
condensates wavefunctions radially expanding, ie belong-
ing to the same site index l. This is estimated assuming
that each condensate has travelled a distance (Rp− r) at
constant velocity ks,p = (−1)p(Rp − r)m/~tTOF , where
p = 1, 2 labels each ring, thus acquiring a dynamical
phase ~tTOF k2s,p/2m, which adds to the initial phase
φl,p. Taking into account the normalization of each con-
densate, one readily obtains Eq.(15). As discussed in
[28, 32] these interference fringes, and in particular the
spirals founds in the vortex phase, occur for typical times
tTOF of the order of τK = m(R2 − R1)σr/~ with σr the
size of the initial condensate in each well. This time
is large enough to ensure ballistic expansion (ie on times
larger than τb = mσ
2
r/~), but shorter than the time where
neighbouring condensates would contribute to the inter-
ference pattern (ie τJ = 2pimRpσr/~Ns) and would wash
out the spirals. At extremely long times, the time-of-
flight images will correspond to the momentum distribu-
tion of the initial double ring lattice.
