In the present note we provide two simple proofs for the extended Bertrand and De Morgan test and demonstrate an application of that test in a problem from probability theory.
Introduction
Let (1) ∞ n=1 a n be a series of positive numbers. The simplest test for convergence or divergence of series (1) is ratio test. The first ratio test, most elementary, was due to d'Alembert [1] . According to the d'Alembert test (or Couchy test) the series (1) converges if a n+1 /a n < l < 1 for all large n and diverges if a n+1 /a n ≥ 1 for all large n. The further more general tests obtained by Raabe, Gauss, Bertrand, De Morgan and Kummer, the convergence in which required weaker conditions, were classified into the De Morgan hierarchy of ratio tests [2] , [3] . In the present note we discuss the Bertrand-De Morgan test [4] and its extension [5] . While the Bertrand-De Morgan test was known long time ago, its extension [5] was obtained recently. The proof given in [5] is long, complicated and incomplete. As well, it has a technical restriction such as a requirement for existence of the limits (see relation (12) in [5] and the further limit relations there).
In the present note, we provide two simple and transparent proofs for the extended Bertrand-De Morgan test and demonstrate an application of that test in a problem from probability theory. The note is organized as follows. In Section 2, we recall the Bertrand-De Morgan test and discuss its main restriction. In Section 3, we provide two simple proofs for the extended Bertrand-De Morgan test. The first proof is based on Kummer's test [6] , and the second one is based on an analytic expansion. In Section 4, we provide an application of the extended Bertrand-De Morgan test to a state-dependent one-dimensional random walk.
The Bertrand-De Morgan test
For series (1), the Bertrand-De Morgan test is as follows.
Theorem 2.1. Suppose that the ratio a n /a n+1 , where n is large, can be presented in the form a n a n+1 = 1 + 1 n + r n n ln n .
Then, the series (1) converges if lim inf n→∞ r n > 1, and diverges if lim sup n→∞ r n < 1.
The main restriction of the test is that the condition for convergence, lim inf n→∞ r n > 1, and divergence, lim sup n→∞ r n < 1, are strongly separated. In particular, if lim n→∞ r n exists, the theorem does not provide information about the situation when lim n→∞ r n = 1. It follows from the proof of Lemma 4.1 in [7] that if this convergence is from the below, then (1) diverges. If it is not, the series may either converge or diverge. The extended Bertrand-De Morgan test that is provided in the next section enables us to test the variety of cases where lim n→∞ r n = 1.
The extended Bertrand-De Morgan test
For formulation of the main result of this note, the following notation is needed. Let K ≥ 1 be an integer number, and let ln (K) x denote the Kiteration of natural logarithm, i.e. ln (1) x = ln x, and for any 2 ≤ k ≤ K, ln (k) x = ln (k−1) ln x . Let A be an integer for which ln (K) A is positive.
Theorem 3.1. Suppose that the ratio a n /a n+1 , where n is large, can be presented in the form
Then, the series (1) converges if lim inf n→∞ s n > 1, and diverges if lim sup n→∞ s n < 1.
The main restriction of the test is similar to that given by Theorem 2.1. If lim n→∞ s n = 1, then generally we cannot state about convergence or divergence. Then, the additional term of the form s ′ n / n K+1 k=1 ln (k) n characterizes convergence or divergence of (1). For instance, if that additional term is o 1/ n K+1 k=1 ln (k) n , then (1) diverges. So, the set of cases for which one can conclude about convergence or divergence of (1) in Theorem 3.1 is clearly reacher than that given by Theorem 2.1.
3.1. The proof based on Kummer's test. We use Kummer's test ζ n a n a n+1 − ζ n+1 = ρ n , where ζ n = n K k=1 ln (k) n. Notice, that ∞ n=A 1/ζ n diverges. Indeed,
Hence, according to this test the series (1) converges if ρ n is positive for all large n, and diverges if ρ n is negative or zero for all large n. For large n and k ≥ 2 ln (1) (n + 1) = ln (1) n + ln 1 + 1 n ≍ ln n + 1 n ,
In (3) we use the fact that for small δ and differentiable function f (x), we
The theorem is proved.
3.2.
The proof based on direct expansion. Assuming that the terms a n all are strictly positive, set c 1 = a 1 , c 2 = a 2 /a 1 , c 3 = a 3 /a 2 ,. . . . Then, the series (1) can be presented
and (2) can be rewritten
Assuming that, as n large, (5) is satisfied with lim inf n→∞ s n > 1 and with s n > 1, we have
with some s satisfying 1 < s ≤ min{s n , s * }, where s * = lim inf n→∞ s n . Taking into account that the function ln x is increasing, we obtain
Hence, for sufficiently large n
and by (4) ∞ n=A a n ≤ C
with some constant C. The convergence of the last series is associated with the convergence of the Bertrand's type integral
In the case where s n < 1 and lim sup n→∞ s n < 1 the proof is similar.
Application of Theorem 3.1
In this section we consider a state-dependent one-dimensional random walk defined as follows. Let S t denote a position of point at discrete time t = 0, 1, . . .. Let S 0 = 0, S 1 = ±1 each with probability half, S t = S t−1 + e t (S t−1 ), t ≥ 2, where e t (S t−1 ) takes values ±1 with probabilities depending on the current state S t−1 , and the distribution of |S t | is defined by the following conditions.
If |S t | > 0, then
Otherwise, if S t = 0, then P{|S t+1 | = 1} = 1. The values α n satisfy the condition |α n | < min C, 1 2 n , C > 0.
Denote λ n = 1/2 + α n /n and µ n = 1/2 − α n /n. It is known that the random walk is recurrent if and only if Proposition 4.1 improves the earlier known results in [9] and [10] .
