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Práce se zabýva zkoumáním závislostí kvality klasifikace textových řetězců na vlastnostech
vybraných řetězcových funkcí, použitých na určení míry podobnosti dvou textových řetezců.
Práce prešetřuje též kombinování výsledků řetězcových funkcí aritmetickými operacemi plus
a krát. Získané výsledky se v práci aplikují na detekci nevyžádané elektronické pošty.
Abstract
Publication aims to explore dependencies of text classification used with string kernel func-
tions. String kernel functions are here used to retrieve rate of similarity between two text
strings. There are described experiments with single string kernel function and also experi-
ments with combinations of them with arithmetic operations of adition and multiplication.
Gathered results are aplied to detect spam messages of e-mail communication.
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V dnešnom svete informačných technológií je úroveň umelej inteligencie na relatívne vysokej
a stále sa rozvíjajúcej úrovni, či už v kladnej alebo zápornej aplikácii, preto je nutné venovať
jej čo najväčšiu pozornosť. Je to záležitosť týkajúca sa najmä bezpečnosti akéhokoľvek
druhu, no najmä sieťovej. Otázka bezpečnosti je založená na dôvere získanej empirickými
poznatkami. No nie vždy sú tieto empirické poznatky dostačujúce pre správnu voľbu.
Dôverovať či nedôverovať? To je otázka, ktorú dokáže vyriešiť jedine inteligentne uvažu-
júca entita – človek. No človek z časového hľadiska nedokáže svoje inteligentné uvažovanie
aplikovať v informačných technológiách na analýzu rozhodnutí rôzneho druhu, ktoré je nut-
né vykonať v priebehu niekoľkých milisekúnd alebo sekúnd. Preto je vhodné na takýto
druh rozhodovania aplikovať odvetvie umelej inteligencie – klasifikáciu.
Vo všeobecnosti platí, že objekty ktoré je potrebné rozlíšiť sú reprezentované svojimi
obrazmi. Sú to n-rozmerné vektory príznakov reprezentujúce vlastnosti týchto objektov.
Preto sa ponúka možnosť realizácie klasifikácie týchto objektov v multidimenzionálnom
priestore kde sa hľádá nadrovina (o jeden rozmer menšia ako priestor, v ktorom sa zhluky
nachádzajú) schopná vzniknuté zhluky oddeliť. Takýto spôsob aplikácie separácie objektov
do tried so spoločnými vlastnosťami má jednu nevýhodu – nepredurčuje kritérium, podľa
ktorého sa má klasifikovať. Vo väčšine prípadov potreba použitia klasifikačných techník
je implikovaná voľbou potrebného kritéria klasifikácie. Vzhľadom na to, že toto kritérium
stanovuje inteligentná bytosť, sa väčšinou jedná o kritérium abstraktné. To znamená, že
ak chceme, aby nejaký algoritmus alebo systém pracoval na abstraknej úrovni klasifikácie,
je potrebné ho naučiť rozoznávať objekty na základe spomenutého zvoleného abstraktného
kritéria.
Toto učenie sa v oblasti umelej inteligencii prevádza na trénovacích vzorkách dát, kde
inteligentne uvažujúca entita (človek) klasifikuje jednotlivé vzorky dát na základe svojich
doterajších poznatkov s použitím myšlienkových operácií ako sú analýza, syntéza, kom-
parácia, rozlišovanie, abstrakcia, generalizácia a ďaľšie pokročilejšie, vedou nepreskúmané.
Po takomto type získania výsledkov rozpoznania vzoriek trénovacej množiny dát je mo-
žné v oblasti umelej inteligencie spraviť rozhodnutia, ktoré sú v značnej miere podobné
rozhodnutiam vykonaným skutočne inteligentnou bytosťou.
V tejto chvíli vzinká otázka, či je rozhodnutie spravené naučeným klasifikátorom dosta-
točne správne na to aby sme ho mohli akceptovať. Na túto otázku je možné odpovedať
jedine po sérii experimentov uskutočnených s rôznymi nastaveniami klasifikátorov a modifi-
káciami algoritmov určených pre porovnávanie a klasifikáciu. Tieto experimenty môžu byť
tiež spojené so zavedením spätnej väzby výsledných klasifikácií na klasifikáciu samotnú.
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Obsah a ciele práce
Celá práca bude rozdelená na dve časti. V prvej časti sa bude pojednávať o teoretických
poznatkoch oblastí s ktorými práca súvisí. Bude vysvetlený pojem reťazcová funkcia. Budú
uvedené a vysvetlené princípy použitých reťazcových funkcií. Taktiež budú uvedené algo-
ritmy týchto funkcií či už v pseudokóde alebo v jazyku C++. Neskôr sa práca bude venovať
analýze princípov SVM1, používaných na klasifikáciu vektorov prvkov.
V ďalšej časti práce sa váha zamerania prenesie na praktické experimenty určené na
klasifikáciu textových reťazcov. Bude vysvetlený postup spracovania a riešenia proble-
matiky klasifikácie textových reťazcov. Experimenty budú rozdelené do dvoch kategórií.
Prvá sa bude zaoberať klasifikáciou textových dát, ktoré pochádzajú z databázy Reuters2.
V ďalšej časti sa bude pracovať s experimentami zameranými na klasifikáciu nevyžiadanej
pošty elektronickej komunikácie a ako zdroj budú použité dáta z verejného korpusu Spam
Assasin [2] a tiež dáta z E. M. Canada [1]. V obidvoch častiach sa budú najprv skúmať
úspešnosti klasifikácie samostatných reťazcových funkcií a neskôr aj ich kombinácií vo forme
súčtu a súčinu ich vnútorných produktov. Bude skúmaná aj časová zložitosť jednotlivých
reťazcových funckií. Získané výsledky budú konfrontované a na základe nich sa bude ďalej
postupovať v ďalších experimentoch príslušných kategórií.
Cieľom týchto experimentov je snaha o zvýšenie úspešnosti klasifikácie kombináciou vnú-
torných produktov použitých reťazcových funkcií spomenutými aritmetickými operáciami.
Ďaľším cieľom je zefektívnenie výpočtov matíc vnútorných produktov.
1Support Vector Machines





Analýza vzorov sa zaoberá automatickou detekciou vzorov v dátach a hrá dôležitú úlo-
hu v mnohých moderných problémoch umelej inteligencie a počítačovej vedy. Pomocou
vzorov sme schopní pochopiť akékoľvek vzťahy alebo pravidelnosti v štruktúrach obsiahnu-
tých vo vnútornej podstate zdrojových dát. Detekciou významných vzorov v dostupných
dátach je systém schopný spraviť predikciu o nových dátach pochádzajúcich z rovnaké-
ho zdroja. V tomto zmysle systém získava generalizačnú silu učením sa o zdroji, ktorý
generuje vstupné dáta. Existuje mnoho dôležitých problémov, ktoré môžu byť vyriešené
jedine týmto prístupom1. Sú to problémy rozpínajúce sa v oblastiach bioinformatiky, tex-
tovej kategorizácie, analýzy obrázkov atď. V posledných rokoch sa analýza vzorov stala
štandardným softvérovo-inžinierskym prístupom a je prezentovaná v mnohým komerčných
produktoch [7].
Prvotné prístupy boli efektívne v nájdení lineárnych vzťahov, kým s nelineárnymi vzormi
bolo zaobchádzané menej podstatným spôsobom. Existujú dva typy metód rozpoznávania
vzorov, syntaktické a štatistické rozpoznávanie.
Vo všeobecnosti sa pole oblasti analýzy vzorov zaoberá štúdiom systémov, ktoré použí-
vajú metodológiu učenia na objavenie vzorov v dátach. Vzory, ktoré sú hľadané zahrňujú
mnoho rozlišných typov ako je klasifikácia, regresia, analýza klastrov (niekedy označova-
né ako štatistická analýza vzorov), extrakcia prvkov, gramatická inferencia a parsovanie
(niekedy označované ako syntaktická analýza vzorov) [7].
Poznanie znamená niečo viac abstraktné na úrovni vzťahov medzi vzormi zabudovanými
v dátach. Takéto poznanie nám umožňuje robiť predikcie o zdroji dát alebo nám načrtáva
hypotézy o vzťahoch v dátach.
2.2 Metódy reťazcových funkcií
Stratégia, ktorá sa počas vývoja metód reťazcových funkcií adaptovala najúspešnejšie je
zabudovanie dát do priestoru, kde je možné nájsť vzory ako lineárne vzťahy. Stratégia
podnecuje softvérovo-inžiniersky prístup k dizajnu učených systémov – rozklad úlohy na
komponenty a znovupoužitie kľúčových modulov. Kernel metódy zahrňujú tieto kľúčové
aspekty prístupu [9]:
1Christianini, N.; Shawe-Taylor, J.: Kernel Methods for Pattern Analysis s. 3.
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• Dátové prvky sú zabudované do vektorového priestoru zvaného priestor prvkov.
• Lineárne vzťahy sú hľadané medzi obrazmi dátových položiek v priestore prvkov.
• Algoritmy musia byť implementované tak, aby koordináty zabudovaných bodov v pries-
tore prvkov nebolo potrebné poznať. Je nevyhnutné poznať len ich vnútorné produkty
medzi jednotlivými dvojicami dát.
• Vnútorné produkty medzi pármi dát môžu byť efektívne vypočítané z pôvodných
(netrasformovaných) dát použitím reťazcovej funkcie.
Tieto aspekty ilustruje obrázok č. 2.1, kde je možné vidieť ako funkcia φ zabudováva dáta
do priestoru prvkov, kde sa nelineárne vzory zdajú teraz lineárne. Reťazcová funkcia počíta
vnútorné produkty v priestore prvkov priamo zo svojich vstupov [7].
Obrázok 2.1: Zabudovanie dát do priestoru prvkov [7].
2.3 Reťazcová funkcia
Reťazcová funkcia je funkcia vracajúca vnútorný produkt medzi dvomi obrazmi bodov
(dát) v priestore prvkov. Vnútorný produkt reprezentuje podobnosť týchto dvoch bodov.
Explicitná extrakcia prvkov z priestoru prvkov je veľmi náročná operácia. Reťazcová funkcia
poskytuje spôsob akým tento problém riešiť. Reťazcová funkcia je symetrická funkcia
K(di, dj) = K(dj , di) pre i, j = 1, . . . , n. (2.1)
Reťazcová funkcia počíta implicitné mapovanie vzorov do priestoru prvkov [9]
K(x, y) = φ(x), φ(y). (2.2)
2.3.1 Vnútorný produkt reťazcových funkcií (kernel)
Vnútorný produkt reťazcovej funkcie je miera podobnosti vstupných reťazcov reťazcovej
funkcie. Pri jeho výpočte dochádza k práci s vektormi príznakov v multidimenzionálnom
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priestore prvkov textových objektov pozostávajúcich zo všetkých podsekvencií. Podsek-
vencia je neformálne akákoľvek usporiadaná sekvencia znakov vyskytujúca sa v texte, nie
nevyhnutne súvisle. Kernelovo orientované metódy učenia používajú implicitné mapovanie
vstupných dát do multidimenzionálneho priestoru prvkov definovaného reťazcovou funk-
ciou [9].
2.3.2 Matica vnútorných produktov
Matica vnútorných produktov je symetrická, štvorcová, pozitívne definitná matica s prvka-
mi vo forme Ki,j = K(di, dj). Matica vnútorných produktov je hlavným zdrojom pre kernel
metódy klasifikácie. Kenel metódy používajú pre učenie klasifikátoru len informácie, ktoré
obsahuje matica vnútorných produktov2. Táto matica môže byť tiež označovaná ako kernel
matica.
2.4 Princípy reťazcových funkcií
V tejto časti práce sa budeme venovať popisu princípu jednotlivých reťazcových funkcií,
ktoré sme mali za úlohu naštudovať a neskôr na nich uskutočňovať experimenty. V všet-
kých prípadoch budú uvedené aj algoritmy v pseudokóde alebo jazyku C++ znázorňujúce
implementáciu daných reťazcových funkcií. Tiež budú vysvetlené aj pojmy potrebné ku
korektnej interpretácii ich princípu.
2.4.1 BOW (bag of words)
V tomto modeli je text reprezentovaný ako neusporiadaná kolekcia slov nezohľadňujúca
gramatiku. Štandardný prístup ku kategorizácii textu používa mapovanie dokumentu do
batohu – množiny, ktorá počíta jednotlivé opakované elementy – slová. Slová sú akékoľvek
sekvencie písmen so základnej abecedy oddelené intepunkciou alebo medzerami. Batoh
reprezentujeme ako vektor v priestore, v ktorom je každá dimenzia asociovaná s jedným
prvkom zo slovníka
φ : d→ φ(d) = (tf(t1, d), tf(t2, d), . . . tf(tN , d)) ∈ <N , (2.3)
kde tf(ti, d) je frekvencia termu ti v dokumente d. Z toho dôvodu je dokument mapovaný
do priestoru s dimenzionalitou N , čo je veľkosť slovníka (vo väčšine prípadov veľmi veľké
číslo) [7].
Dochádza tu ku strate poradia informácií. Zachováva sa len frekvencia výskytu jed-
notlivých elementov. Preto je v tomto prístupe použitá redukcia elementov, ktoré nenesú
relevantné informácie, ako sú napr. bodky, čiarky, spojky a podobne. Tiež je použitá re-
dukcia diakritiky (stems). Táto metóda sa v poslednej dobe úspešne používala pre úlohy
učenia s učiteľom za použitia Support Vector Machines [6] (ďalej SVM). Uplatnenie našla
aj v Bayesovom filtrovaní spam-u3, kde je emailová správa modelovaná ako neusporiada-
ná kolekcia slov vybratá z jedného z dvoch rozložení pravdepodobnosti. Jedno rozloženie
reprezentuje spam a druhé legitímne emaily (ham4). Inak povedané, existujú dva batohy
slov (bag of words, ďalej BOW). V jednom batohu sa nachádzajú slová typické pre spam
a v druhom naopak pre ham. Súčasným problémom tejto metódy je, že spameri sú schopní
2Lodhi, H.; Saunders, C.; Shawe-Taylor, J.; aj.: Text Classification using String Kernels, s. 422.
3Definícia na URL http://wordnetweb.princeton.edu/perl/webwn?s=spam.
4Definícia na URL http://www.webopedia.com/TERM/H/ham.html.
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za použitia vhodných vyhodnocovacích nástrojov formulovať spamové správy tak, aby za-
stúpenie slov bolo veľmi podobné ham-u [14].
Algoritmus BOW v C++:
Vstup: reťazce s a t majúce dĺžky n a m, váhový parameter λ.
Výstup: vnútorný produkt reťazcov κ(s, t) = Kern(p).
1 double bow( char ∗ s , i n t n , char ∗ t , i n t m, double lambda ){
2 double tmp , r e s u l t = 0 . 0 ;
3 long i n t i , j , k ;
4
5 f o r ( i = 0 ; i < n ; i++) {
6 f o r ( j = 0 ; j < m; j++) {
7 f o r ( k = 0 , tmp = lambda ∗ lambda ;
8 ( i + k < n) && ( j + k < m)
9 && ( s [ i + k ] == t [ j + k ] )
10 && ( s [ i + k ] != ’ ’ ) ; k++){
11 tmp = tmp ∗ ( lambda ∗ lambda ) ;
12 }
13 i f ( ! isalnum ( s [ i + k ] ) && ! isalnum ( t [ j + k ] ) )
14 r e s u l t += tmp ;
15
16 f o r ( ; ( j < m) && ( t [ j ] != ’ ’ ) ; j++) ;
17 }
18 f o r ( ; ( i < n) && ( s [ i ] != ’ ’ ) ; i++) ;
19 }
20 return r e s u l t ;
21 }
2.4.2 Edit Distance
Edit distance (ďalej ED) reťazcová funkcia je tiež nazývaná Levenshteinova vzdialenosť.
Táto vzdialenosť meria minimálny počet operácií mazania, vkladania a substitúcie potreb-
ných na transformovanie jedného vstupného reťazca na druhý [13]. Tieto operácie sa vždy
viažu na jednen znak. Levenshteinova vzdialenosť a jej rôzne varianty, kde každá operácia
má inú váhu, je využívaná v mnohých oblastiach vedy (výpočtová biológia, modelovanie ja-
zykov, rozpoznávanie vzorov a strojové učenie). Táto metrika bola vynájdená Vladimírom
Levenshteinom v roku 1965 a v súčasnosti je využívaná najmä aplikáciami, ktoré potrebujú
detekovať aké podobné, či rozličné sú nejaké dva reťazce. Takouto aplikáciou je napríklad
SpellChecker [4]. Poznamenajme že táto vzdialenosť je generalizáciou Hamingovej vzdiale-
nosti, ktorá uvažuje len reťazce s rovnakými dĺžkami [8].
Formálna definícia Levenshteinovej vzdialenosti: Majme reťazec s. Uvažujme, že s(i)
je i-ty znak s. Pre dva znaky a a b definujeme:
r(a, b) = 0 ak a = b, inak r(a, b) = 1 (2.4)
Uvažujme dva reťazce s a t s dĺžkami n a m. Potom dvojrozmerné pole d[n + 1][m + 1]
obsahuje potrebné hodnoty pre Levenshteinovú vzdialenosť L(s, t). Výpočet jednotlivých
položiek poľa d je rekurzívna procedúra. Na počiatku je potrebné nastaviť d[i][0] = i,
i = 0, 1, ..., n a d[0][j] = j, j = 0, 1, ..., m. Potom pre ostatné dvojice indexov
i, j dostaneme:
d[i][j] = min(d[i− 1][j] + 1, d[i][j − 1] + 1, d[i− 1][j − 1] + r(s[i], t[j])). (2.5)
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Potom Levenshteinova vzdialenosť je d[n][m] [11].
Algoritmus ED vo pseudokóde [7]:
Vstup: reťazce s a t majúce dĺžky n a m.
Výstup: vnútorný produkt reťazcov s a t.
1 i n t Levenshte inDistance ( char s [ 1 . .m] , char t [ 1 . . n ] )
2 {
3 d e c l a r e i n t d [ 0 . .m, 0 . . n ]
4
5 f o r i from 0 to m
6 d [ i , 0 ] := i
7 f o r j from 0 to n
8 d [ 0 , j ] := j
9
10 f o r j from 1 to n
11 {
12 f o r i from 1 to m
13 {
14 i f s [ i ] = t [ j ] then
15 d [ i , j ] := d [ i −1, j −1]
16 e l s e
17 d [ i , j ] := minimum
18 (
19 d [ i −1, j ] + 1 ,
20 d [ i , j −1] + 1 ,





26 return d [m, n ]
27 }
2.4.3 Sub sequence
Sub Sequence reťazcová funkcia (ďalej SSK) je založená na hľadaní rovnakých podsekvencií
vo vstupných reťazcoch a na základe týchto výskytov je schopná podať informáciu o tom
ako sú vstupné reťazce podobné.
Formálna definícia textovej podsekvencie [9]: Povedzme, že Σ je konečná abece-
da. Potom reťazec je konečná sekvencia znakov z Σ vrátane prázdnej sekvencie. Majme
reťazec s, kde označením |s| budeme myslieť dĺžku tohto reťazca. Indexáciu jednotlivých
znakov reťazca volíme počínajúc indexom 1, tzn. s = s1, s2..., s|s| . Podreťazcom sa myslí
súvislá sekvencia znakov reťazca s, tzn. s[i : j] je podreťazcom reťazca s. Hovoríme, že u je
podsekvencia reťazca s, ak existuje nie nutne súvislá sekvencia indexov
i = (i1, . . . , i|u|), kde 1 <= i1 <= ... <= i|u| <= |s|. (2.6)
O jednotlivých znakoch podsekvencie u platí
uj = sij , (2.7)
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pre j = 1, ..., |u| alebo inak povedané u = s[i]. Dĺžka podsekvencie je l(i) = i|u| − i1 + 1.
Symbolom Σn označíme množinu všetkých konečných reťazcov dĺžky n a symbolom Σ∗





Teraz môžme definovať priestor prvkov:
Fn = <Σn . (2.9)
φ je mapovanie reťazca s do priestoru prvkov a je dané definíciou u koordinátu φu(s) pre





pre λ <= 1. Tieto prvky merajú počet výskytov podsekvencií v reťazci s, ktorých váha je
určovaná podľa ich dĺžky.
2.4.4 Gap-Weighted Subsequence
Reťazcová funkcia Gap-Weighted Subsequence (ďalej GWSSK) je rovnkako ako SSK založe-
ná na hľadaní rovnakých podsekvencií vo vstupných reťazcoch s tým rozdielom, že GWSSK
berie do úvahy aj povahu podsekevencií.
Povahou podsekvencií sa rozumie, že GWSSK prideľuje váhy výskytom podsekvencií
podľa toho, akým spôsobom sú rozmiestnené v reťazci. Inými slovami, reťazcová funkcia
uvažuje stupeň blízkosti alebo súdržnosti podsekvencie ako funkciu počtu výplní medzi
jednotlivými časťami podsekvencie. Výpočet takýchto vnútorných produktov umožňuje
použitie prístupu vyvinutého pre použie reťazcových funkcií pre pevnú dĺžku podsekvencií.
Vo všeobecnosti platí, že čím viac rovnakých podsekvencií reťazce obsahujú, tým viac
sú si podobné berúc ohľad na stupeň súvislosti podsekvencií. Priestor prvkov má rovnaké
koordináty ako pre vnútorný produkt podsekvencií s pevnou dľžkou, z čoho vyplýva, že
má aj rovnaké dimenzie. Aby bolo možné sa vysporiadať s nesúvislými podsekvenciami,
je potrebné zaviesť faktor rozkladu λ ∈ (0, 1), ktorý sa použije ako váha súvislosti prvku
v reťazci. V GWSSK sa používa exponenciálne rozkladajúci sa faktor λl(i) . Priestor prvkov




λl(i), u ∈ Σp. (2.11)
Následne asociovaný vnútorný produkt je definovaný ako [7]:







Algoritmus GWSSK v pseudokóde [7]:
Vstup: reťazce s a t majúce dĺžky n a m, dĺžka podsekvencie p, váhový parameter λ.
Výstup: vnútorný produkt reťazcov κ(s, t) = Kern(p).
1 DPS (1 : n , 1 : m) = 0 ;
2 f o r i = 1 : n
3 f o r j = 1 : m
4 i f si = tj




9 DP (0 , 0 : m) = 0 ;
10 DP (1 : n , 0) = 0 ;
11 f o r l = 2 : p
12 Kern ( l ) = 0 ;
13 f o r i = 1 : n − 1
14 f o r j = 1 : m − 1
15 DP ( i , j ) = DPS ( i , j ) + λ DP ( i − 1 , j ) +
16 λ DP ( i , j − 1) − λ2 DP ( i − 1 , j − 1) ;
17 i f si = tj
18 DPS ( i , j ) = λ2 DP ( i − 1 , j − 1) ;






N-gram je jazykovo nezávislý prístup, ktorý je schopný tolerovať aj preklepové chyby ob-
siahnuté v texte. Jeho princíp je založený na transformácii dokumentov do vysokodimenzi-
onálnych vektorov prvkov, kde každý prvok reprezentuje súvislý podreťazec. N-gram (ďalej
NGRAM) je podreťazec zložený z n susedných znakov reťazca zostaveného zo znakov abe-
cedy A. Z tohto je možné usúdiť, že množstvo podreťazcov v akomkoľvek texte môže byť
menšie alebo rovné |A|n . Je zrejmé, že dimenzionalita vektoru vlastností môže byť ve-
ľmi vysoká aj pri malých hodnotách n. No v praxi sa nikdy všetky podreťazce alebo ani
ich značný počet v dokumentoch nevyskytujú, čo značne redukuje dimenzionalitu vektorov
prvkov. Poznamenajme, že vo všeobecnosti sa pred začatím vytvárania vektorov prvkov
dokumentov spravia najskôr operácie typu: konverzia veľkých znakov na malé, eliminácia
uvodzoviek, bodiek, čiariek a pod. [9].
Priestor prvkov asociovaný s vnútorným produktom reťazcov s a t získaný NGRAM
reťazcovou funkciou je definovaný ako [11]:







φun(s) = |{(v1, v2) : s = v1uv2}|, u ∈ Σn. (2.14)
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Algoritmus NGRAM v C++:
Vstup: reťazce s a t majúce dĺžky n a m, váhový parameter λ a dĺžka podreťazca len.
Výstup: vnútorný produkt reťazcov κ(s, t) = Kern(p).
1 double ngram ( char ∗ s , i n t n , char ∗ t , i n t m, double lam , i n t l en ){
2 long i n t i , j , k ;
3 double r e s u l t = 0 . 0 , tmp = lam ∗ lam ;
4
5 f o r ( i = 0 ; i < n ; i++) {
6 f o r ( j = 0 ; j < m; j++) {
7 f o r ( k = 0 ; ( i + k < n) && ( j + k < m) && ( k < l en )
8 && ( source [ i + k ] == t a r g e t [ j + k ] ) ; k++) {
9 tmp = tmp ∗ ( lam ∗ lam ) ;
10 }
11 i f ( k == len )
12 r e s u l t += tmp ;
13 }
14 }
15 return r e s u l t ;
16 }
2.5 SVM – Support vector machines
Metóda Support Vector Machines (SVM) patrí medzi tzv. kernelovo orientované metódy
strojového učenia vyznačujúcich sa pomerne prepracovanou matematickou teóriou, ktorá
stojí v ich pozadí. U zrodu metódy SVM stáli hlavne Vladimír Vápnik a Alexej Červoněnkis
v šesťdesiatych rokoch minulého storočia. Samotný algoritmus SVM pochádza z deväťde-
siatych rokov a bol formulovaný Vladimírom Vápnikom a jeho spolupracovníkmi.
Metóda SVM sa dá úspešne aplikovať na úlohu klasifikácie, kde sa snažíme pre daný
objekt na základe predchádzajúcich poznatkov, zistených vo fáze učenia, určit jeho zara-
denie do jednej z predom daných tried. Ďalšia možnosť aplikácie tejto metódy je regresia,
kde se snažíme určit hodnotu jednej premennej v závislosti na jednej alebo viac ďaľších
premenných. V praxi se metóda SVM úspešne používá na úlohy, akými sú napr. kategori-
zácia textu, rozpoznávanie obrazu, rozpoznávanie rukou písaného textu, ale tiež aj v oblasti
bioinformatiky [15].
Ako bolo už uvedené, jedno z hlavných použití metódy SVM je klasifikácia objektov do
tried. Pri klasifikácii sa snažíme na základe trénovacích dát odvodiť nejaké obecné pravidlo
alebo hypotézu, ktorú bude možné použiť pri rozhodovaní o zaradení takého objektu do
určitej triedy, ktorý nebol súčasťou trénovacích dát. Hovoríme, že je súčasťou testovacích
dát. Pri rozhodovaní o tom, do ktorej triedy padne nový testovací objekt sa rozhoduje na
základe už známych prípadov, ktoré sú testovanému objektu určitým spôsobom podobné.
Mieru tejto podobnosti určuje už spomenutá reťazcová funkcia [11].
Často používanou mierou vzdialenosti dvoch objektov s vektorovou reprezentáciou je
skalárny súčin. V jednoduchom prípade pre dva vektory v rovine A = (a1, a2), B = (b1, b2)
je definovaný ako:
A ·B = |A|.|B|. cosα. (2.15)
Najväčšia výhoda SVM je možnosť vykonávať klasifikáciu v ľubovoľnom priestore, pokiaľ
sme schopní vypočítať skalárný súčin dvoch objektov v tomto priestore. V dvojdimenzi-
onálnom priestore sú vektory reprezentované ako body. Ak body patriace do jednej z dvoch
tried vytvárajú zhluky, je možné ich oddeliť priamkou. Situáciu ilustruje obrázok č. 2.2.
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Obrázok 2.2: Lineárne separovateľné zhluky bodov patriace do dvoch tried [3].
Je možné si všimnúť, že priamok, ktoré sú schopné dané zhluky oddeliť je viac, a preto je
viac možností, ktorú priamku vybrať. Pre trénovacie dáta je schopnosť správne klasifikovať
maximálna. Ale na druhej strane potenciál správne klasifikovať nové dáta je vo väčšine
prípadov znížený. Metóda SVM volí takú priamku, ktorá maximaluzuje vzdialenosť medzi
touto priamkou a najbližšími bodmi na obidvoch stranách. Viď obrázok č. 2.3.
Obrázok 2.3: Nadrovina oddeľujúca zhluky dát s ohľadom na hraničné prvky [3].
Objekty, ktoré sa v priestore vyskytujú najbližšie ku hľadanej nadrovine sa nazývajú
support vektory. Vzdialenosť bodu od priamky sa dá vyjadriť ako [3]:
r =
w · x+ b
||w|| . (2.16)
Samotné hľadanie oddeľujúcej priamky v príslušnom pristore však nie je výpočtovo
triviálne. Riešime optimalizačný problém nájsť také w a b, ktoré budú maximalizovať
hodnotu parametru r a súčastne budú pre všetky dvojice (xi, yi) splnené podmienky
w · xi + b = 1 pre yi = 1 a w · xi + b 5 −1 pre yi = −1 [3]. (2.17)







a pre všetky dvojice (xi, yi) je splnená podmienka yi(w · xi + b) = 1 . Snažíme sa teda
optimalizovať kvadratickú funkciu v závislosti na lineárnych podmienkach. Kvadratické
optimalizačné problémy sú v matematike pomerne dobre popísané a existuje niekoľko algo-
ritmov, pomocou ktorých sa dajú riešiť [3].
Problémom aplikácie uvedeného postupu je neobecnosť. Tento postup funguje len za
predpokladu, že objekty patriace do trénovacej množiny dát sú lineárne oddeliteľné. Preto
aj SVM je založené na myšlienke transformovať objekty z prvotného priestoru do priestoru
vyššej dimenzie, kde sú už vzniknuté zhluky lineárne oddeliteľné určitou nadrovinou. Viď
obrázok č. 2.4.
Obrázok 2.4: Transformácia priestoru prvkov do vyššej dimenzie [12].
Z uvedených faktov vyplývá, že lineárny klasifikátor, ktorý bol uvedený v predchádzajú-
com texte, závisí hlavne na hodnote skalárneho súčinu vektorov K(xi, xj). Ak teraz vstupné
objekty pomocou nejakej funkcie Φ : x→ φ(x) budeme mapovať do nového priestoru vyššej
dimenzie, stane sa zo skalárneho súčinu K(xi, xj) = φ(xi) · φ(xj). Z čoho vyplíva, že sa na
reťazcovú funkciu môžeme pozerať ako na funkciu, ktorá odpovedá klasickému skalárnemu
súčinu v danom priestore vyššej dimenzie [15]. Situáciu ilustruje obrázok č. 2.4.
Iné zdroje [3] pojednávajú o SVM ako o triede algoritmov, ktorá kombinuje princípy
štatistického učenia s optimalizačnými technikami a myšlienkou kernel mapovania rovnako
ako bolo uvedené v predchádzajúcich vetách. Najjednoduchšia implementácia SVM bola
schopná nájsť oddeľujúcu nadrovinu obrazov objektov tak, aby okraje (vzdialenosti nadro-
viny k najbližším bodom zhlukov) boli čo najväščie. Toto riešenie má niekoľko štatisticky
významných vlastností. Jednou z nich je, že jeho výkon nezávisí na počte rozmerov pries-
toru vlastností kde je separácia uskutočňovaná.
V prípade klasifikácie, SVM pracujú tak, že namapujú body (obrazy prvkov objektov)
do mnohodimenzionálneho priestoru vlastností, kde sú vytvorené zhluky oddelené lineár-
ne. V prípade kernelov definovaných nad týmto priestorom, táto nadrovina korešponduje





Cieľom vlastnej časti tejto práce je analyzovať výsledky experimentov klasifikácie pri pou-
žití jednotlivých reťazcových funkcií na dodanej množine dát a pokúsiť sa navrhnúť spôsob
akým by bolo možné výsledky klasifikácie zefektívniť. Predpokladom pre tieto experimenty
je tiež implementácia popísaných algoritmov na základe teoretických zdrojov a tiež ná-
vrh a implementácia konzolovej aplikácie potrebnej pre generovanie vnútorných produktov
reťazcových funkcí zo zdrojových dát. Bude potrebné tiež navrhnúť skripty, ktoré budú
spravovať behy jednotlivých experimentov.
3.2 Návrh konzolovej aplikácie na generovanie matíc vnútor-
ných produktov
Aplikácia bude očakávať na vstupe cestu k súboru s reťazcami v dohodnutom formáte,
kombináciou ktorých bude jednotlivé vnútorné produkty generovať. Bude tiež očakávať
parameter určujúci použitú reťazcovú funkciu a ďalšie parametre týkajúce sa škálovania
a faktoru rozkladu λ. Ďalším parametrom bude cesta k výstupnému súboru, do ktorého
bude matica vnútorných produktov zapísaná. Dohodnutý formát vstupného súboru predpo-
kladá na každom riadku jeden reťazec, pred ktorým je uvedené číslo triedy, do ktorej tento
reťazec v skutočnosti spadá. Medzi číslom triedy a reťazcom je jedna alebo viac medzier.
Aplikácia načíta reťazce zo vstupného súboru a pre každú dvojicu reťazcov vypočíta
vnútorný produkt a tieto vnútorné produkty uloží vo forme matice do výstupného súboru vo
formáte očakávanom svm-train klasifikátorom [6]. Pri návrhu tejto aplikácie sa vychádzalo
z experimentov vedúceho tejto bakalárskej práce.
3.3 Experimenty s textovými dátami
Na základe teoretických poznatkov o reťazcových funkciách budú aplikované na určovanie
vnútorných produktov textových dát, ktoré pochádzajú z databázy Reuters1. Pri týchto
experimentoch sa zameriame na kombinovanie penalizačného faktoru, ktorý reprezentuje
λ parameter s kombinovaním cenového parametru klasifikátoru libSVM [6]. V skúmaní
1Jedna z najväčších svetových spravodajských agentúr. URL http://www.reuters.com/.
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vlastností jednotlivých reťazcových funkcií budeme niekde tiež experimentovať aj s dĺžkou
podreťazca alebo podsekvencie.
3.3.1 Postup experimentov
V navrhnutých experimentoch sa bude postupovať nasledovne:
1. Ako vstup pre navrhnutú konzolovú aplikáciu použijeme normalizované textové reťaz-
ce s označením tried, do ktorých v skutočnosti patria. Aplikácia vygeneruje maticu
vnútorných produktov všetkých kombinácii jednotlivých reťazcov.
2. Konzolová aplikácia použije reťazcové funkcie na určenie miery podobnosti dvoch tex-
tových reťazcov.
3. Výstupom uvedenej konzolovej aplikácie je súbor, v ktorom je matica vnútorných
produktov všetkých kombinácii vstupných reťazcov.
4. Vygenerovanú maticu vnútorných produktov použijeme ako vstup pre SVM klasifiká-
tor, ktorý s použitím n-fold cross validácie (viď v kapitole č. 3.3.3) vypočíta úspešnosť
klasifikácie pre dané parametre.
5. Výsledky klasifikácie zaevidujeme do príslušných tabuliek a ich efektívnosť vyhodno-
tíme.
Pre aplikáciu uvedeného postupu bolo navrhnutých a implementovaných niekoľko skrip-
tov spravujúcich beh týchto experimentov. Ich účel súvisí s použitím rôznych reťazcových
funkcií a ich parametrov pri generovaní matíc vnútorných produktov. Ďalší skript slúži ku
kombinácii cenového parametra klasifikátoru s generovanými maticami. Proces ilustruje
obrázok č. 3.1.
Obrázok 3.1: Process klasifikácie založený na reťazcových funkciách [10].
3.3.2 Časová zložitosť
Čo sa týka časovej zložitosti procesu generovania matíc vnútorných produktov, tak sa jedná
o zložitosť O(n|s||t|), kde n reprezentuje dĺžku reťazcov, ktoré uvažujeme a |s| a |t| sú dĺžky
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Obrázok 3.2: Časová závislosť výpočtu na dĺžke podreťazca funkcie NGRAM.
použitých dokumentov obsahujúcich trénovacie a testovacie dáta, pričom dĺžkou dokumentu
sa myslí počet reťazcov v ňom obsiahnutých [9].
Ako je možné si všimnúť, tak proces generovania matíc vnútorných produktov je veľmi
časovo náročná operácia, ktorá závisí hlavne na časovej zložitosti jednotlivých reťazcových
funkcií. Bola spravená sada experimentov zameraných na zistenie času potrebného k vyge-
nerovaniu matice vnútorných produktov. Pre experiment bol použitý dokument obsahujúci
90 reťazcov s dĺžkou normalizovanou na 500 znakov. Experimentovalo sa tiež s dĺžkou pod-
reťazca v prípade NGRAM reťazcovej funkcie alebo tiež s dĺžkou podsekvencie v prípade
GWSSK reťazcovej funkcie. Pre BOW a ED reťazcové funkcie sa použil λ parameter rovný
0.5 a nameraný časový interval generovania matice vnutorných produktov rovný 62.05s pri
ED a 2.86s pri BOW.
Závislosť dĺžky výpočtu na dĺžke podsekvencie pre GWSSK reťazcovú funkciu znázor-
ňuje graf na obrázku č. 3.3. Graf na obrázku č. 3.2 znázorňuje závislosť času potrebného na
vygenerovanie kernel matice pre NGRAM reťazcovú funkciu. Z grafu na obrázku č. 3.2 je
možné pozorovať len minimálnu závislosť na dĺžke použitého podreťazca pre NGRAM re-
ťazcovú funkciu. Naopak pre GWSSK reťazcovú funkciu je táto závislosť veľmi markantná.
3.3.3 Vlastnosti reťazcových funkcií
V tejto časti budeme skúmať vlastnosti jednotlivých reťazcových funkcií a na základe vlast-
ností alebo závislostí, ktoré budú zistené, sa budeme snažiť navrhnúť spôsob ako zvýšiť
úspešnosť klasifikácie vstupných textových dát. Bude sa tu využívať navrhnutá aplikácia
na generovanie matíc implementovaná v jazyku C++ a tiež klasifikátor svm-train [6], ktorý
sa bude spúšťať s parametrom -t 4, indikujúcim, že pre klasifikáciu bude použitá prepo-
čítaná matica vnútorných produktov a tiež parametrom -v 5, ktorý hovorí, že trénovanie
klasifikátoru sa bude prevádzať na 4/5 všetkých dát a testovanie na zvyšnej 1/5 vstup-
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Obrázok 3.3: Časová závislosť výpočtu na dĺžke podreťazca funkcie GWSSK.
ných dát, pričom tento postup sa zopakuje päť krát vždy s inými zloženiami trénovacích
a testovacích reťazcov. Tento princíp klasifikácie s učením je označovaný ako n-fold cross va-
lidácia [6]. N-fold cross validácia je alternatívny prístup ku generovaniu modelu na základe
trénovacích dát, ktorý sa používa na klasifikáciu testovacích reťazcov. Tento alternatívny
prístup je dostatočne kvalitný na to, aby nebolo nutné pri každom experimente generovať
model pre SVM klasifikátor. Preto v našich experimentoch budeme používať tento prístup.
Budeme používať dodaný trénovací vstupný súbor, v ktorom je počet vstupných textových
reťazcov 380 a patria do štyroch tried. Rozloženie počtu reťazcov trénovacieho vstupného
súboru, ktoré patria do jednotlivých tried je uvedené v tabuľke č. 3.1.
Tabuľka 3.1: Počty reťazcov pre jednotlivé triedy.
BOW kernel
V tomto experimente bol kombinovaný faktor rozkladu λ, ktorý je parametrom reťazcovej
funkcie a parameter cena, ktorá je argumentom programu svm-train. Výsledky experimentu
sú uvedené v tabuľke č. 3.2, ktorá znázorňuje závislosť úspešnosti klasifikácie [%] na λ
parametri reťazcovej funkcie BOW a parametri klasifikátoru C. Je možné vidieť, že na
parameter C je úspešnosť klasifikácie citlivejšia pri nižšom parametri λ, aj keď nedosahuje
zaujímavých hodnôt. Pri vyššom parametri je úspešnosť zaujímavejšia. Ako najefektívnejší
parameter λ pre túto reťazcovú funkciu budeme zatiaľ považovať 0.9.
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Tabuľka 3.2: Výsledky experimentu pre reťazcovú funkciu BOW.
N-GRAM kernel
V tomto experimente bol kombinovaný faktor rozkladu λ, ktorý je parametrom reťazcovej
funkcie a parameter cena, ktorá je argumentom programu svm-train. Výsledky experimentu
sú uvedené v tabuľke č. 3.3, ktorá znázorňuje závislosť úspešnosti klasifikácie na λ parametri
reťazcovej funkcie a parametri klasifikátoru C. Použila sa dĺžka podreťazca rovná 4 na
základe experimentu s dĺžkami podreťazcov. Závislosť na parametri C pri tejto reťazcovej
funkcii nebol pozorovaný. Bolo tiež zistené, že pre nízky faktor rozkladu λ je úspešnosť
klasifikácie slabá. Najlepšia úspešnosť klasifikácie bola dosiahnutá pre lambdu vaščiu ako
0.5. Tiež je možné si všimnúť, že pre tieto parametre nebol zistený rozdiel v úspešnosti
klasifikácie.
Tabuľka 3.3: Výsledky experimentov s reťazcovou funkciou NGRAM.
V ďalšom experimente s touto reťazcovou funkciou sme sa snažili nájsť optimálnu dĺžku
podreťazca, a preto sme experimentovali s dĺžkou za použtia λ parametru rovného 0.5.
Ako najefektívnejšia dĺžka podreťazca sa ukázala 3 a 4. Prekvapivo dobré výsledky mala
dĺžka 2. Opäť nebola pri týchto dĺžkach pozorovaná závislosť na parametri C. Výsledky
sú uvedené v tabuľke č. 3.4, ktorá znázorňuje závislosť úspešnosti klasifikácie NGRAM
reťazcovej funkcie na dĺžke podreťazca (s) a na parametri C.
Tabuľka 3.4: Výsledky experimentov zmeny dĺžky podreťazca funkcie NGRAM.
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ED kernel
Bol tu kombinovaný faktor rozkladu λ, ktorý je parameter reťazcovej funkcie a parameter
cena, ktorá je argumentom programu svm-train. Výsledky experimentu sú znázornené
v tabuľke č. 3.5, ktorá reprezentuje závislosť úspešnosti klasifikácie na λ parametri reťazcovej
funkcie a na parametri klasifikátoru C. Ako je možné vidieť, pre túto reťazcovú funkciu je
najefektívnejší veľmi malý faktor rozkladu. Zároveň je možné pozorovať, že so znižujúcim
sa faktorom rozkladu λ sa viacej prejavuje závislosť na parametri C parametri. Zatiaľ sa
budeme držať zistenia, že pri ďalších experimentoch s toutou funkciou je lepšie použiť nižšiu
hodnotu parametra λ.
Tabuľka 3.5: Výsledky experimentov pre ED reťazcovú funkciu.
GWSSK kernel
Kombinovali sme tu faktor rozkladu λ, ktorý je parametrom reťazcovej funkcie a parame-
ter cena, ktorá je argumentom programu svm-train. Výsledky experimentu sú uvedené
v tabuľke č. 3.6, ktorá znázorňuje závislosť úspešnosti klasifikácie na λ parametri reťazco-
vej funkcie a na parametri klasifikátoru C. Pre túto reťazcovú funkciu sa najviac osvedčil
parameter λ rovný 0.25 alebo aj 0.5, ktorý budeme v ďalších experimentoch považovať
za najefektívnješí pre túto reťazcovú funkciu. Pri lambde väčšej ako 0.5 sa závislosť na
parametri C neprejavila.
Tabuľka 3.6: Výsledky experimentov pre GWSSK reťazcovú funkciu.
V ďalšom experimente s touto reťazcovou funkciou sme sa snažili nájsť optimálnu dĺžku
podsekvencie, a preto sme experimentovali s dĺžkou podsekvencie za použitia λ parametru
rovného 0.5. Ako možno vidieť z tabuľky č. 3.7, ktorá znázorňuje závislosť úspešnosti
klasifikácie na dĺžke podsekvencie, najefektívnejšia dĺžka podsekvencie sa ukázala 4. Len
o niečo horšie na tom bola dĺžka 5. Dobrú úspešnosť mala aj dĺžka 3.
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Tabuľka 3.7: Výsledky experimentov zmeny dĺžky podsekvencie reťazcovej funkcie GWSSK.
3.3.4 Experimenty s kombinovaním dvoch reťazcových funkcií
V tejto kapitole budú uvedené výsledky experimentov pri ktorých sa kombinovali vnútor-
né produkty jednotlivých reťazcových funkcií aritmetickými operáciami plus a krát. Pri
návrhu potenciálneho spôsobu, akým možno zvýšiť úspešnosť klasifikácie, sa vychádzalo
z myšlienky, že vnútorný produkt dvoch reťazcov reprezentuje číselnú mieru ich podobnos-
ti. Preto z tohto hľadiska, pre aritmetické operácie, nemá zmysel kombinovať vnútorné
produkty napríklad odčítavaním, delením alebo násobením ich prevrátenej hodnoty.
Pre tento účel sme navrhli a implementovali v jazyku python [5] skript, ktorý podľa
vstupných parametrov vykonáva operácie sčítania alebo násobenia na vnútorných produk-
toch vyskytujúcich sa na rovnakých pozíciach v maticiach vstupných súborov. Inou mo-
žnosťou akou by sa tento problém mohol riešiť bola modifikácia konzolovej aplikácie na
generovanie matíc vnútorných produktov tak, že by ďalšími parametrami bolo určované
akú kombináciu reťazcových funkcií je potrebné použiť. Z výpočtového aj časového hľadis-
ka by bol tento spôsob veľmi neefektívny, pretože k samotnému volaniu reťazcových funkcií
pre akékoľvek vstupné reťazce by dochádzalo dva krát častejšie ako v experimentoch pre
jednotlivé reťazcové funkcie. Beh reťazcovej funkcie je časovo náročná operácia.
Ďalším argumentom, ktorý prispel k odmietnutiu tohoto riešenia bolo, že výsledné ma-
tice vnútorných produktov z predchádzejúcich experimentov sme mali archivované, a preto
sme ich mohli využiť aj na súčasnú sadu experimentov. Také varianty penalizačného fak-
toru λ, ktoré vyžadovali experimenty s kombinovaním vnútorných produktov a v predchá-
dzajúcich experimentoch sa nenachádzali, sme museli dodatočne vygenerovať. Potom boli
samozrejme doplnené aj do výsledkov experimentov s jednotlivými reťazcovými funkciami.
BOW a NGRAM
Ako je možné vidieť z tabuľky č. 3.8, ktorá znázorňuje závislosť úspešnosti klasifikácie na
λ parametri sčítania reťazcových funkcií BOW a NGRAM a na parametri klasifikátoru C,
tak pre súčet týchto reťazcových funkcií bola najlepšia úspešnosť klasifikácie dosahovaná
pri λ parametri rovnom 0.75, čo odpovedá samostatnej úspešnosti klasifikácie NGRAM
reťazcovej funkcie, ale pri BOW bola lepšia efektivita dosahovaná pri lamda parametri rov-
nom 0.9. V každom prípade však môžme pozorovať nárast kvality klasifikácie v porovnaní
s jednotlivými výsledkami reťazcových funkcií (95% pri λ = 0.5). Závislosť na ceno-
vom parametri C pri najefektívnejších výsledkoch nie je pozorovaná, čo súvisí evidentne aj
s charakterom jednotlivých reťazcových funkcií.
Pri násobení vnútorných produktov týchto reťazcových funkcií, ktorého výsledky sú
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Tabuľka 3.8: Výsledky súčtu vnútorných produktov funkcií BOW a NGRAM.
uvedené v tabuľke č. 3.9, však takéto jemné zlepšenie klasifikácie nie je možné pozorovať.
Tabuľka znázorňuje závislosť úspešnosti klasifikácie na λ parametri násobenia reťazcových
funkcií BOW a NGRAM a na parametri klasifikátoru C. Jediný zaujímavý výsledok je
pre λ parameter rovný 0.5 a parameter C rovný 16. Pre riadok s lambdou rovnou 0.5
je možné pozorovať závislosť aj na cenovom paramtri C. Pre NGRAM reťazcovú funkciu
nebola závisloť pre λ = 0.5 pozorovaná a pri BOW reťazcovej funkcii bola zmena v kvalite
klasifikácia len minimálna. Porovnanie úspešnosti klasifikácie pre BOW, NGRAM reťazcové
funkcie a ich súčet a súčin je možné vidieť na grafe na obrázku č. 3.4.
Tabuľka 3.9: Výsledky súčinu vnútorných produktov funkcií BOW a NGRAM.
BOW a ED
Výsledky kombinácií týchto dvoch reťazcových funkcií sú znázornené v tabuľkách č. 3.10
a č. 3.11. Tabuľka č. 3.10 znázorňuje závislosť úspešnosti klasifikácie na λ parametri sčí-
tania reťazcových funkcií BOW a ED a na parametri klasifikátoru C. V tabuľke č. 3.11
je uvedená závislosť úspešnosti klasifikácie na λ parametri násobenia reťazcových funkcií
BOW a ED a na parametri klasifikátoru C. Pre súčet týchto diametrálne orientovaných
reťazcových funkcií platí, že pre väčší parameter λ sa prejavuje markantne charakter BOW
reťazcovej funkcie a naopak pri nižšom parametri λ hrá hlavnú úlohu charakter ED reťazco-
vej funkcie. Môžme pozorovať vytvorenie akéhosi koryta úspešnosti klasifikácie (znázorňuje
graf na obrázku č. 3.5).
Násobením vnútorných produktov týchto dvoch reťazcových funkcií, ktoré je znázornené
v tabuľke č. 3.11, nevznikli žiadne zaujímavé výsledky.
BOW a GWSSK
Z predchádzajúcich experimentov je možno vidieť, že obe tieto reťazcové funkcie dosahujú
vo všeobecnosti lepšie výsledky pri vyššom parametri λ, čo bolo pozitívne ocenené aj kla-
sifikáciou pri súčte matíc vnútorných produktov (výsledky sú uvedené v tabuľke č. 3.12),
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Obrázok 3.4: Úspešnosti klasifikácie pre BOW, NGRAM a ich súčet a súčin.
Tabuľka 3.10: Výsledky súčtu vnútorných produktov funkcií BOW a ED.
ktorá znázorňuje závislosť úspešnosti klasifikácie na λ parametri sčítania reťazcových fun-
kcií BOW a GWSSK a na parametri klasifikátoru C. Najlepšie výsledky klasifikácie boli
dosiahnuté pri paramteri λ rovnom 0.5, čo platí aj o experimente so samostatnou GWSSK
reťazcovou funkciou. Pre lambdu rovnú 0.5 a 0.75 nenastala zmena v úspešnosti klasifiká-
cie pri rôznom cenovom parametre klasifikátora, čo platí aj o experimentoch so samotnou
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Tabuľka 3.11: Výsledky súčinu vnútorných produktov funkcií BOW a ED.
Obrázok 3.5: Úspešnosť klasifikácie pre súčet BOW a ED.
GWSSK reťazcovou funkciou, ale neplatí to o výsledkoch vyplývajúcich z experimentov
so samotnou BOW reťazcovou funkciou, a preto je pravdepodobné, že túto skutočnosť
ovplyvnila GWSSK reťazcová funkcia. Opäť môžme hovoriť o miernom zlepšení úspešnosti
klasifikácie v porovnaní s experimentami so samotnými reťazcovými funkciami pre lambdu
rovnú 0.5 (95%).
Čo sa týka násobenia vnútorných produktov týchto dvoch reťazcových funkcií (znázor-
nené v tabuľke č. 3.13), tak najlepšia úspešnosť bola v prípade kedy λ bola rovná 0.5
a cenový parameter rovný 1 (90%). O žiadnom zlepšení v porovnaní s výsledkami samos-
tatných reťazcových funkcií však hovoriť nemôžeme. Porovnanie úspešností klasifikácie pre
BOW, GWSSK reťazcové funkcie a ich súčet a súčin je možné vidieť na grafe na obrázku
č. 3.6.
Tabuľka 3.12: Výsledky súčtu vnútorných produktov funkcií BOW a GWSSK.
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Tabuľka 3.13: Výsledky súčinu vnútorných produktov funkcií BOW a GWSSK.
Obrázok 3.6: Úspešnosti klasifikácie pre BOW, GWSSK a ich súčet a súčin.
NGRAM a ED
Ako je možné vidieť z tabuľky č. 3.14, ktorá znázorňuje závislosť úspešnosti klasifikácie na
λ parametri sčítania reťazcových funkcií NGRAM a ED a na parametri klasifikátoru C, tak
opäť môžeme pri sčítaní pozorovať akési koryto úspešnosti klasifikácie, rovnako ako to bolo
pri kombinácii BOW a ED reťazcových funkcií. Súvisí to rovnako ako v predchádzajúcom
prípade s charakterom týchto dvoch reťazcových funkcií. Výsledky úspešnosti pri jednot-
livých λ parametroch sú ekvivalentné úspešnosti samostatných reťazcových funkcií, preto
môžme konštatovať, že k zlepšeniu nedošlo ani v tomto prípade.
Pri násobení vnútorných produktov týchto reťazcových funkcií žiadne zaujimávé vý-
sledky neboli dosahované, čo je možné vidieť v tabuľke č. 3.15, ktorá znázorňuje závislosť
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úspešnosti klasifikácie na λ parametri násobenia reťazcových funkcií NGRAM a ED a na
parametri klasifikátoru C.
Tabuľka 3.14: Výsledky súčtu vnútorných produktov funkcií NGRAM a ED.
Tabuľka 3.15: Výsledky súčinu vnútorných produktov funkcií NGRAM a ED.
NGRAM a GWSSK
Čo sa týka kombinácie týchto dvoch reťazcových funkcií, tak zaujímavejšie výsledky prinies-
lo opäť sčítanie, ktorého sumarizácia je uvedená v tabuľke č. 3.16 znázorňujúcej závislosť
úspešnosti klasifikácie na λ parametri sčítania reťazcových funkcií NGRAM a GWSSK a na
parametri klasifikátoru C. Podľa charakteru použitých reťazcových funkcií sa najlepšie vý-
sledky dali očakávať pri vačšom parametre λ, čo sa aj potvrdilo. Lenže navyše k zlepšeniu
úspešnosti došlo v prípade, kedy bol λ parameter rovný 0.25 v porovnaní s výsledkami
samostatných funkcií.
Násobenie vnútorných produktov týchto reťazcových funkcií je uvedené v tabuľke č. 3.17,
ktorá znázorňuje závislosť úspešnosti klasifikácie na λ parametri násobenia reťazcových fun-
kcií NGRAM a GWSSK a na parametri klasifikátoru C. Jediný zaujímavý výsledok priniesol
parameter λ rovný 0.75, no aj napriek tomu sa jedná o zhoršenie úspešnosti klasifikácie
v porovnaní s experimentami so samostatnými reťazcovými funkciami. Porovnanie úspe-
šností klasifikácie pre NGRAM a GWSSK reťazcové funkcie a ich súčet a súčin je možné
vidieť na grafe na obrázku č. 3.7.
ED a GWSSK
Pri experimentoch so sčítaním týchto dvoch reťazcových funkcií, ktoré sú uvedené v tabuľke
č. 3.18, došlo opäť ku korytovému efektu z dôvodu rovnakého ako pri predchádzajúcich situ-
áciách. Tabuľka č. 3.18 znázorňuje závislosť úspešnosti klasifikácie na λ parametri sčítania
reťazcových funkcií ED a GWSSK a na parametri klasifikátoru C. K zlepšeniu nedošlo pri
žiadnej kombinácii λ parametru a C parametru v porovnaní s výsledkami experimentov so
samostatnými reťazcovými funkciami.
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Tabuľka 3.16: Výsledky súčtu vnútorných produktov funkcií NGRAM a GWSSK.
Tabuľka 3.17: Výsledky súčinu vnútorných produktov funkcií NGRAM a GWSSK.
Obrázok 3.7: Úspešnosti klasifikácie pre NGRAM, GWSSK a ich súčet a súčin.
Násobenie výsledkov reťazcových funkcií, ktoré je uvedené v tabuľke č. 3.19 znázorňu-
júcej závislosť úspešnosti klasifikácie [%] na λ parametri násobenia reťazcových funkcií ED
a GWSSK a na parametri klasifikátoru C, neprinieslo žiadne zaujímavé hodnoty.
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Tabuľka 3.18: Výsledky súčtu vnútorných produktov funkcií ED a GWSSK.
Tabuľka 3.19: Výsledky súčinu vnútorných produktov funkcií ED a GWSSK.
3.3.5 Ďalšie experimenty s kombinovaním reťazcových funkcií
Podnetom pre ďalšiu sadu experimentov s kombinovaním reťazcových funkcií bola myšlienka
skombinovať vnútorné produkty týchto funkcií takým spôsobom, aby sa použil λ parameter
z rozsahu najlepších výsledkov experimentov so samostatnými reťazcovými funkciami tak,
že pre beh jednej funkcie sa použije jeden z jej najproduktívnejších λ parametrov a pre beh
druhej reťazcovej funkcie sa použije rovnako jeden z jej najproduktívnejších parametrov λ.
Takýmto spôsobom sa pre dve reťazcové funkcie skombinujú všetky možnosti vybraných
rozsahov týchto najefektívnejších parametrov.
V týchto experimentoch bol opäť využitý skript pre násobenie vnútorných produktov,
ktoré obsahujú súbory s maticovými výstupmi jednotlivých reťazcových funkcií. Rovnako
ako v predchádzajúcej sade experimentov, aj tu boli použité aritmetické operácie plus a krát.
Vzhľadom na rozsiahlosť výsledných dát budú uvedené a diskutované len prípady, ktoré
sú niečim zaujimávé alebo v nich došlo k zvýšeniu úspešnosti klasifikácie. Rovnako nebu-
dú uvedené ani niektoré výsledky pre násobenie, keďže pri týchto experimentoch nedošlo
k žiadnemu zlepšeniu v porovnaní s úspešnosťou jednotlivých reťazcových funkcií. Došlo tu
vo všeobecnosti len ku zlepšeniu s ohľadom na experimenty s násobením v predchádzajúcej
kapitole, ale aj v najlepších prípadoch tu boli dosahované len hodnoty rovné najlepším
úspešnostiam samostaných reťazcových funkcií, ktoré boli použité. Preto v kategórii ná-
sobenia vnútorných produktov môžme hovoriť o zlepšení. No toto zlepšenie však nie je
prínosné pre oblasť klasifikácie s reťazcovými funkciami.
BOW a NGRAM
Súčtom vnútorných produktov BOW a NGRAM reťazcových funkcií pre kombinácie s naj-
efektívnejšími λ parametrami boli dosiahnuté zaujímavé výsledky. Vzhľadom na súčty
pri rovnakých λ parametroch diskutovaných v predchádzajúcej kapitole bolo dosiahnuté
zlepšenie úspešnosti klasifikácie.
Výsledky sčítania pre tieto reťazcové funkcie môžme vidieť v tabuľke č. 3.20, ktorá znázo-
rňuje závislosť úspešnosti klasifikácie na λ parametri sčítania reťazcových funkcií NGRAM
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a BOW a na parametri klasifikátoru C. Pre kombináciu λNGRAM = 0.9 a λBOW = 0.5
bol dosiahnutý doposiaľ najlepší výsledok 95.5263%. Keď si všimneme najlepší výsledok
pri sčítaní týchto reťazcových funkcií s rovnakým λ parametrom (viď tabuľka č. 3.8), tak
vidíme, že tento bol najlepší pre λ = 0.75, ktorá sa nachádza približne v strede medzi
použitými hodnotami λ parametru 0.9 a 0.5.
Tabuľka 3.20: Výsledky súčtu vnútorných produktov funkcií NGRAM a BOW.
BOW a ED
Pri kombinácií týchto dvoch reťazcových funkcií nebolo dosiahnuté žiadne zlepšenie v po-
rovnaní s úspešnosťou klasifikácie jednotlivých reťazcových funkcií. Pre súčet, ktorý je
znázornený v tabuľke č. 3.21 znázorňujúcej závislosť úspešnosti klasifikácie na λ parametri
sčítania reťazcových funkcií ED a BOW a na parametri klasifikátoru C, môžme vidieť, že
najlepšia úspešnosť bola dosiahnutá tam, kde λBOW = 0.9. Platí to bez ohľadu na hod-
noty λED. Nejde ani o zlepšenie v porovnaní s kombinovaním týchto reťazcových funkcií
v predchádzajúcej kapitole.
Pri násobení, ktorého výsledky sú uvedené v tabuľke č. 3.22 znázorňujúcej závislosť
úspešnosti klasifikácie na λ parametri násobenia reťazcových funkcií ED a BOW a na para-
metri klasifikátoru C, je možné vidieť, že najlepší výsledok bol dosiahnutý pre λBOW = 0.9
a λED = 0.0001. Tentokrát môžme hovoriť o zlepšení úspešnosti klasifikácie v porovnaní
s násobením týchto dvoch reťazcových funkcií diskutovanom v predchádzajúcej kapitole.
Tabuľka 3.21: Výsledky súčtu vnútorných produktov funkcií ED a BOW.
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Tabuľka 3.22: Výsledky súčinu vnútorných produktov funkcií ED a BOW.
BOW a GWSSK
Tento experiment pri sčítaní uvedených reťazcových funkcií priniesol zlepšenie v porovnaní
s ich kombinovaním diskutovaným v predchádzajúcej kapitole. O zlepšení môžme hovoriť
aj v porovnaní s experimentami so samostatnými reťazcovými funkciami. Bola dosiahnu-
tá zatiaľ najlepšia hodnota úspešnosti klasifikácie pre λBOW = 0.9 a pre λGWSSK = 0.25
(95.5263%). Môžme pozorovať situáciu, v ktorej bol dosiahnutý najlepší výsledok úspe-
šnoti klasifikácie pri najefektívnejších λ parametroch jednotlivých reťazcových funkcií. Vý-
sledky súčtov vnútorných produktov týchto reťazcových funkcií sú uvedené v tabuľke č. 3.23,
ktorá znázorňuje závislosť úspešnosti klasifikácie na λ parametri sčítania reťazcových funkcií
GWSSK a BOW a na parametri klasifikátoru C.
Tabuľka 3.23: Výsledky súčtu vnútorných produktov funkcií BOW a GWSSK.
NGRAM a ED
Súčtovým kombinovaním týchto reťazcových funkcií bolo dosiahnuté zlepšenie úspešnosti
klasifikácie v porovnaní s experimentom kombinujúcim tieto funkcie s rovnakými λ para-
metrami. Výsledky experimentu pracujúceho so súčtami vnútorných produktov sú uvedené
v tabuľke č. 3.24 znázorňujúcej závislosť úspešnosti klasifikácie na λ parametri sčítania
reťazcových funkcií NGRAM a ED na parametri klasifikátoru C.
Veľmi dobré výsledky priniesol aj experiment so súčinom vnútorných produktov týchto
reťazcových funkcií. Pre vybrané najlepšie rozsahy λ parametrov boli vo všetkých prípadoch
experimentu úspešnosti veľmi vysoké. V porovnaní s experimentami s násobením vnútor-
ných produktov týchto reťazcových funkcií v predchádzajúcej kapitole, nastalo zlepšenie.
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Úspešnosť klasifikácie 94.7368% je pre doposiaľ všetky násobenia najväčšia. Výsledky
násobenia pre tento experimentu sú uvedené v tabuľke č. 3.25, ktorá znázorňuje závislosť
úspešnosti klasifikácie na λ parametri násobenia reťazcových funkcií NGRAM a ED a na
parametri klasifikátoru C.
Tabuľka 3.24: Výsledky súčtu vnútorných produktov funkcií NGRAM a ED.
Tabuľka 3.25: Výsledky súčinu vnútorných produktov funkcií NGRAM a ED.
NGRAM a GWSSK
Tento experiment pri sčítaní priniesol výsledok kvalitatívne zhodný s výsledkom v experi-
mente, kde sa pre súčet reťazcových funkcií použil rovnaký parameter λ. Tentokrát to bolo
pri inom rozsahu parametrov λ. Zatiaľ čo v spomenutom experimente bol tento výsledok
dosiahnutý pre λ = 0.25, tak v tomto prípade to bolo pre λNGRAM = 0.75 a λGWSSK = 0.5.
Príčina tohto efektu nie je jednoznačne detekovateľná. Výsledky súčtu vnútorných produk-
tov reťazcových funkcií tohto experimentu sú uvedené v tabuľke č. 3.26, ktorá znázorňu-
je závislosť úspešnosti klasifikácie na λ parametri sčítania reťazcových funkcií NGRAM
a GWSSK a na parametri klasifikátoru C.
ED a GWSSK
Súčtovým kombinovaním týchto reťazcových funkcií bolo dosiahnuté zlepšenie v úspešnosti
klasifikácie v porovnaní s experimentom kombinujúcim tieto funkcie s rovnakými λ para-
metrami. Výsledky experimentu pracujúceho so súčtami vnútorných produktov sú uvedené
v tabuľke č. 3.27 znázorňujúcej závislosť úspešnosti klasifikácie na λ parametri sčítania
reťazcových funkcií ED a GWSSK a na parametri klasifikátoru C. Zatiaľ najlepšiu úspe-
šnosť klasifikácie získanú už aj v iných experiemntoch priniesla kombinácia λ parametrov
λED = 0.0001 a λGWSSK = 0.25 (95.5263%).
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Tabuľka 3.26: Výsledky súčtu vnútorných produktov funkcií NGRAM a GWSSK.
Veľmi dobré výsledky priniesol aj experiment so súčinom vnútorných produktov týchto
reťazcových funkcií. V porovnaní s experimentami s násobením vnútorných produktov tých-
to reťazcových funkcií v predchádzajúcej kapitole, nastalo zlepšenie. Úspešnosť klasifikácie
95% je pre doposiaľ všetky násobenia najväčšia a bola dosiahnutá pre λGWSSK = 0.25
a λED = 0.0001 alebo λED = 0.001. Výsledky násobenia pre tento experiment sú uvedené
v tabuľke č. 3.28 znázorňujúcej závislosť úspešnosti klasifikácie na λ parametri násobenia
reťazcových funkcií ED a GWSSK a na parametri klasifikátoru C.
Tabuľka 3.27: Výsledky súčtu vnútorných produktov funkcií ED a GWSSK.
Tabuľka 3.28: Výsledky súčinu vnútorných produktov funkcií ED a GWSSK.
3.3.6 Kombinovanie troch a štyroch reťazcových funkcií
V tejto kapitole sa budeme zaoberať kombinovaním vnútorných produktov viacerých ako
dvoch reťazcových funkcií. Čo sa týka rozsahu parametru λ, opäť sa budú používať najle-
pšie rozsahy pre jednotlivé reťazcové funkcie. Tentokrát sa spoja experimenty s rovnakými
31
λ parametrami s experimentami s rozsahmi najlepších λ parametrov do jednej sady expe-
rimentov.
Pre účel tohto experimentu bol navrhnutý a implementovaný ďalší skript v jazyku pyt-
hon [5], ktorý prevádza aritmetické operácie dané vstupným parametrom na maticiach
vstupných súborov. Názvy týchto súborov sú argumentami skriptu. Tak ako v pred-
chádzajúcej kapitole, aj tu sa postupovalo rovnakým spôsobom, a to takým, že v dávke
bola spustená sada behov uvedeného skriptu pre všetky kombinácie najlepších λ paramet-
rov, a potom bola spustená dávka pre tieto výstupy obsahujúca spustenie klasifikátoru
libSVM [6] pre všetky potrebné kombinácie cenového parametra. Získané výsledky boli
extrahované a zaznamenané do príslušných tabuliek. V experimentoch, ktoré budú popísa-
né v nasledujúcich odstavcoch sa nebudeme zaoberať kombináciami násobenia vnútorných
produktov jednotlivých reťazcových funkcií, keďže tento spôsob kombinácie sa ukázal ako
neefektívny.
BOW, NGRAM a ED
Pre súčet vnútorných produktov týchto troch reťazcových funkcií platí, že najlepšie výsledky
boli dosiahnuté pri λNGRAM = 0.5, λBOW = 0.9 a λED = 0.001 alebo λED = 0.0001. Zlep-
šenie dosiahnuté nebolo aj keď môžme hovoriť o rovnakom výsledku ako v zatiaľ najlepšom
prípade (viď tabuľka č 3.20). Výsledky pre súčet sú uvedené v tabuľke č. B.1 v dodatku B.
BOW, NGRAM a GWSSK
Súčtom vnútorných produktov týchto troch reťazcových funkcií bolo zistené, že najlepšie
výsledky boli dosiahnuté pri λNGRAM = 0.5, λBOW = 0.9 a λGWSSK = 0.25. Zlepšenie
dosiahnuté nebolo aj keď môžme hovoriť o rovnakom výsledku ako v zatiaľ najlepšom
prípade (viď tabuľka č. 3.20). Výsledky pre súčet sú uvedené v tabuľke č. B.5 v dodatku B.
BOW, ED a GWSSK
Sčítaním vnútorných produktov týchto troch reťazcových funkcií opäť nemôžme konštato-
vať zlepšenie úspešnosti klasifikácie aj keď bol dosiahnutý rovnaký výsledok ako v zatiaľ
najlepšom prípade (viď tabuľka č. 3.20). Tento výsledok bol dosiahnutý pre λBOW = 0.9,
λGWSSK = 0.25 a λED = 0.001 alebo λED = 0.0001. Výsledky pre súčet sú uvedené
v tabuľke č. B.2 v dodatku B.
ED, GWSSK a NGRAM
Pre súčet vnútorných produktov týchto troch reťazcových funkcií platí, že najlepšie výsledky
boli dosiahnuté v troch prípadoch (95%). Ani v jednom prípade sa nejednalo o zlepšenie.
Výsledky pre súčet sú uvedené v tabuľke č. B.3 v dodatku B.
BOW, NGRAM, GWSSK a ED
Pre súčet vnútorných produktov týchto reťazcových funkcií nedošlo k zlepšeniu úspešnosti
klasifikácie. Bol opäť dosiahnutý výsledok 95.5263%. Vzhľadom na rozsiahlosť dát tohto
experimentu, jeho výsledky uvádzame do dodatku B, tabuľka č. B.4.
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3.3.7 Zhrnutie výsledkov pre experimenty s textovými dátami
V tejto kategórii experimentov sa pracovalo ako s jednotlivými reťazcovými funkciami, tak
aj s ich kombináciami vo forme sčítania a násobenia ich vnútorných produktov.
V experimentoch so samostatnými reťazcovými funkciami bol preskúmaný ich charakter
a bolo zistené, že BOW a NGRAM dosahujú lepšie výsledky pri vyššom λ parametri (0.75,
0.9) a ED naopak pri λ parametri rádovo nižšom (0.001, 0.0001).
Pre NGRAM reťazcovú funkciu bola zistená minimálna (takmer žiadna) závislosť na
cenovom parametri klasifikátoru SVM. Ďalej sme pre NGRAM reťazcovú funkciu uskuto-
čnili experimenty zamerané na zistenie dĺžky podreťazca, pri ktorej je úspešnosť klasifikácie
najlepšia. Ako najefektívnejšia dĺžka podreťazca sa ukázala dĺžka 3 alebo 4. Vzhľadom
na predpoklad, že pri výpočte vnútorného produktu dvoch reťazcov môže lepšie rozhodnúť
dlhší podreťazec, bola vybraná dĺžka 4, ktorá sa používala v ďalších experimentoch.
Pri GWSSK reťazcovej funkcii sa experimentovalo aj s dĺžkou podsekvencie, kde ako
najefektívnejšia sa ukázala dĺžka 4. Preto sa táto dĺžka podsekvencie používala aj v ďalších
experimentoch s GWSSK reťazcovou funkciou. Experiement, ktorý bol pre túto reťazcovú
funkciu dorobený dodatočne kôli iným experimentom s kombinovaním vnútorných produk-
tov, ukázal, že najlepší výsledok podobností dvoch reťazcov táto funckia poskytne pri λ
parametri rovnom 0.25.
Pri skúmaní vlastností samostatných reťazcových funkcií bola skúmaná aj ich časová
závislosť a bola uskutočnená sada experimentov, kde sa merali časové intervaly potrebné
na vygenerovanie 4050 vnútorných produktov (kernel matice) testovacej sady 90 reťazcov.
Skúmali sa závislosti časového intervalu potrebného pre vygenerovanie kernel matice na
dĺžke podreťazca v prípade NGRAM a na dĺžke podsekvencie v prípade GWSSK. V prípade
NGRAM nebola táto závislosť pozorovaná takmer žiadna. Na druhej strane v prípade
GWSSK bola táto závislosť veľmi evidentná. Skúmali sa tiež aj časové intervaly potrebné
pre jednotlivé reťazcové funkcie na vygenerovanie kernel matice z 90 vstupných reťazcov.
Najrýchlejšia sa ukázala BOW reťazcová funkcia (2.86s). O niečo pomalšia je NGRAM
reťazcová funkcia (17 – 18s), potom nasleduje Edit distance (62.05s) a najpomalšia je
GWSSK reťazcová funkcia (pre podsekvenciu dlhú štyri znaky – 121.925s).
Ďalej sa tu rozoberalo kombinovanie vnútorných produktov dvojíc reťazcových funkcií.
Pre kombinovanie vnútorných produktov boli použité aritmetické operácie sčítanie a náso-
benie. Prišlo sa na to, že sčítanie prinieslo efektívnejšie výsledky ako násobenie. Násobenie
sa naopak vo väčšine prípadov ukázalo ako doslova nevhodné. Podľa prešetrenia situácie
predpokladáme, že to bolo najmä z takého dôvodu, že dochádzalo veľmi často k násobeniu
vnútorných produktov veľmi malých na to aby sa konečný výsledok mohol zmestiť do rozsa-
hu registra procesoru pracujúceho s aritmetikou s pohyblivou desatinou čiarkou. Násobenie
prinieslo najlepšie výsledky úspešnosti klasifikáciie v experimentoch, v ktorých sa vyberal
λ parameter z rozsahu najlepších hodnôt experimentov so samostatnými reťazcovýcmi fun-
kciami. Jedným z týchto výsledkov je úspešnosť 95%, ktorá bola dosiahnutá v prípade ED
* GWSSK, no nie je zlepšením v porovnaní so samostanými reťazcovými funkciami. Ďalší
výsledok je 94.7368%, ktorý bol dosiahnutý pri násobení NGRAM a ED. Opäť však
nejde o zlepšenie v porovnaní so samostatnými reťazcovými funkciami.
Najskôr bolo k experimentom s kombinovaním vnútorných produktov pristupované tak,
že pre kombinácie sa používal rovnaký parameter λ pre obidve funkcie. Neskôr sa doro-
bila sada experimentov, kde sa parameter λ vyberal z rozsahov najefektívnejších hodnôt
pre jednotlivé reťazcové funkcie. Ako bolo uvedené v predchádzajúcich kapitolách, určité
zlepšenia nastali aj pre rovnaké λ parametre. Tieto zlepšenia však súviseli s charakterom
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konkrétnych reťazcových funkcí, ktoré boli pre experiment použité a nastali pri experimen-
toch s funkciami s príbuznou citlivosťou na parameter λ. Naopak reťazcové funkcie, ktoré
príbuzný charakter citlivosti na parameter λ nemali, poskytli lepšie výsledky v situáciách
kedy bol parameter λ vyberaný z rozsahov ich najlepších samostaných výsledkov ako pri
NGRAM + ED (95%) alebo ED + GWSSK (95.5263%). Zlepšenie nenastalo len
v takýchto situáciách, ale aj prípadoch keď boli kombinované funkcie ako NGRAM +
BOW (95.52635%) alebo BOW + GWSSK (95.5263%), ktoré majú podobné najle-
pšie rozsahy λ parametru.
Na koniec bola uskutočnená sada experimentov, ktorá kombinovala tri a neskôr všetky
štyri použité reťazcové funkcie. Tu k zlepšeniu už nedošlo ani v jednom prípade. Bol
dosiahnutý najlepší výsledok (95.52635%) takmer vo všetkých kombináciách (okrem ED
+ GWSSK + NGRAM). Tento spôsob z hľadiska časovej zložitosti nemôže byť považovaný
za efektívny, pretože k behu reťazcových funkcií dochádza tri až štyri krát častejšie.
Experimentami v referenčnom zdroji [9], ktorý využíva rovnakú vstupnú množinu dát,
sú dosahované také výsledky, že súčtové kombinovanie rôznych reťazcových funkcií nemá
vplyv na zlepšenie v generalizácii výkonu klasifikátoru SVM [6]. Závery tohto zdroja, kto-
ré hodnotia pozitívne kombináciu vnútorných produktov, sa týkajú kombinácií tej istej
reťazcovej funkcie s rôznymi dĺžkami podsekvencie alebo podreťazca.
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3.4 Experimenty s detekciou nevyžiadaných správ
V tejto kapitole sa zameriame na experimenty so štruktúrovanými dátami vo forme správ
elektronickej pošty. Klasifikátorom budú separované legitímne správy (ham2) od nevy-
žiadanej pošty (spam3). Ako zdrojové dáta budú použité legitímne správy elektronickej
pošty z verejného korpusu Spam Assasin [2] a tiež nevyžiadané správy z množiny dát získa-
nej z E. M. Canada [1]. Vstupné dáta sú rozdelené podľa častí elektronickej pošty na štyri
diely a to na hlavičku, predmet, telo a celú správu. Pre účely experimentov budú po-
užité len časti hlavička, predmet a telo. Budeme sa snažiť určiť najvhodnejšiu časť správy
elektronickej pošty pre účely klasifikácie.
Počet nevyžiadaných správ, ktoré k experimentom budú použité je 3082 a počet legi-
tímnych správ je 616. K experimentom sa bude pristupovať tak, že zo vstupnej množiny
legitímnych správ sa vyberie taká časť, aby pomer ku časti s nevyžiadanými správami od-
povedal pomeru všetkých legitímnych správ ku všetkým nevyžiadaným. Počet všetkých
legitímnych správ, ktoré obsahuje množina vstupných dát je 5550 a počet všetkých nevy-
žiadaných správ je 24038. Keby toto delenie nebolo zvolené v takomto pomere, úspešnosť
klasifikácie by nebola dostatočná.
Rovnako ako v predchádzajúcej kapitole zaoberajúcej sa experimentami nad textovými
dátami, tak aj tu sa použije rovnaký postup pri všetkých experimentoch. Tento postup
je znázornený na obrázku č. 3.1. Pri týchto experimentoch sa opäť zameriame na kombi-
novanie penalizačného faktoru, ktorý reprezentuje λ parameter s kombinovaním cenového
parametru klasifikátoru libSVM [6].
K experiementom, ktoré budú zamerané na kombinovanie jednotlivých reťazcových fun-
kcií sa bude pristupovať tak, že sa bude brať do úvahy zhrnutie poznatkov získaných z vý-
sledkov predchádzajúcej kapitoly. Budú sa preto uskutočňovať kombinácie len s operá-
torom plus (sčítanie hodnôt vnútorných produktov), ktorý sa ukázal ako perspektívnejší.
Tiež budú uskutočňované len také kombinácie reťazcových funkcií, ktoré sa osvedčili pri
experimentoch s textovými reťazcami.
3.4.1 Generovanie matíc vnútorných produktov
Pre generovanie matíc vnútorných produktov bola na základe návrhu predchádzajúcej kon-
zolovej aplikácie, použitej v experimentoch s textovými reťazcami, navrhnutá nová konzo-
lová aplikácia, ktorá pracuje so súbormi nachádzajúcimi sa v adresári predanom v jednom
z argumentov tejto aplikácie. Označenie tried jednotlivých správ aplikácia extrahuje z názvu
vstupného súboru reprezentujúceho legitímnu alebo nevyžiadanú správu elektronickej pošty.
Počet jednotlivých typov správ zahrnutých do generovania matice vnútorných produktov
je dynamicky vyvažovaný počas iteratívneho priechodu súborov z argumentom predaného
adresára v pomere 1:5 (ham:spam).
Problém normalizácie dĺžok vstupných reťazcov
Počas prvotných experimentov s prototypom aplikácie na generovanie vnútorných produk-
tov sme sa snažili optimalizovať využitý pamäťový priestor čo najviac ale na druhej strane
sme nechceli aby dochádzalo k veľmi veľkému počtu vstupno-výstupných operácii s pevným
diskom, ktoré by spomaľovali beh aplikácie. Preto sme uvažovali nad rôznymi stratégia-
mi uchovávania dát v pamäti počas behu aplikácie. Jednou z optimalizácii, ktorá bola
2Definícia na URL http://www.webopedia.com/TERM/H/ham.html.
3Definícia na URL http://wordnetweb.princeton.edu/perl/webwn?s=spam.
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navrhnutá, bolo dočasné zarovnanie dvoch reťazcov na dĺžku toho dlhšieho s tým, že ak
bol jeden z nich kratší, bol predĺžený príslušnou časťou svojho tela. Samotné reťazce boli
v pamäti uchované v svojej originálnej dĺžke. Domnievali sme sa, že tento spôsob norma-
lizácie dĺžky bude bezstratový pri výpočte vnútorného produktu reťazcovou funkciou. Ako
sa neskôr ukázalo, táto úvaha bola chybná a výsledky, ktoré boli dosahované sa pohybovali
okolo 70% až 80%.
Problém sa podarilo vyriešiť na základe konzultácie s vedúcim práce, ktorý v tomto ohľa-
de poskytol usmernenie. Bolo potrebné všetky reťazce normalizovať na konštantnú dĺžku
z dôvodu, aby mali viaceré behy reťazcových funkcií s tým istým normalizovaným reťazcom
rovnakú možnosť vyhodnotiť mieru podobnosti s inými reťazcami. Pri predchádzajúcom
riešení niekedy dochádzalo k niekoľkonásobnému zväčšeniu obsahu reťazca a inokedy bola
použitá jeho pôvodná verzia. Preto zväčšením boli raz rozmnožené aj príznaky, ktoré ten-
to reťazec reprezentovali a inokedy nie, čo malo v konečnom dôsledku zmätočný vplyv na
klasifikátor, ktorý predpokladal rovnaké podmienky pre všetky reťazce.
Pri návrhu optimálnej dĺžky bolo čerpané z technickej správy Zbyňka Michlovského [10].
Normalizácia dĺžky bola preto neskôr upravená pre experimenty s hlavičkou správy na 300
znakov, s telom správy na 1000 znakov a s predmetom správy na 50 znakov. Berúc do
úvahy časovú zložitosť reťazcových funkcií, sme si nemohli dovoliť pracovať s vačšou dĺžkou
ako 1000 znakov. Napríklad jeden experiment s GWSSK reťazcovou funkciou s telom správy
trval približne 25 hodín (bolo použitých 14 vlákien).
Urýchlenie behu
Z dôvodu nedostatku času a potreby uskutočniť veľké množstvo experimentov, bolo navr-
hnuté a implementované urýchlenie výpočtu formou viacerých vlákien (multithreading4).
Distribúcia výpočtov všetkých vnútorných produktov bola navrhnutá s N vláknami tak, že
každé vlákno vi kde i = 0 ... N − 1 robí výpočty len pre tie riadky matice vnútorných
produktov rj , pre indexy ktorých platí
j % N = i. (3.1)
Väčšinu výpočtov, ktoré boli neskôr uskutočnené, boli vykonané na fakultou poskytnutom
výpočetnom prostriedku s 16 procesormi pracujúcimi na frekvencii 2900 MHz.
3.4.2 Samostatné reťazcové funkcie
V tejto časti bude uvedené zhrnutie najlepších výsledkov všetkých experiementov, kto-
ré boli uskutočnené so samostatnými reťazcovými funkciami. Každý jeden číselný údaj
úspešnosti klasifikácie uvedený v nasledujúcich tabuľkách bol vybraný ako najlepšia úspe-
šnosť klasifikácie z tabuľky kombinácií zvolených rozsahov λ parametrov reťazcových funkcií
a parametru C klasifikátora SVM [6]. Kompletné výsledky sa nachádzajú na priloženom
dátovom nosiči.
Podmienky behu jednotlivých experiementov budú prispôsobené tým experimentom,
ktoré boli uskutočnené v kapitole 3.3.3. Bude tu využitá navrhnutá aplikácia na generovanie
matíc vnútorných produktov implementovaná v jazyku C++ a tiež klasifikátor svm-train [6],
ktorý sa bude spúšťať s parametrom -t 4, indikujúcim, že pre klasifikáciu bude použitá
prepočítaná matica vnútorných produktov a tiež parametrom -v 5, označovaným ako n-
fold 5 cross validácia [6].
4Definícia na URL http://cplus.about.com/od/glossar1/g/multithreading.htm.
5Definícia v kapitole č.3.3.3.
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Sumarizácia výsledkov
Zhrnutie pre experimenty so samostatnými reťazcovými funkciami je uvedené v tabuľke
č. 3.29. Poznamenajme, že tieto výsledky boli dosiahnuté pri rovnakých λ parametroch,
s akými boli dosahované najefektívnejšie výsledky v kapitole 3.3.3. Ako je možné vidieť
v spomenutej tabuľke, tak ako najvhodnejšia časť správy elektronickej pošty sa javí jej
hlavička, čo potvrdili všetky štyri reťazcové funkcie najvyššou úspešnosťou klasifikácie.
Druhou pre klasifikáciu najvhodnejšou časťou správy elektronickej pošty sa ukázalo telo
správy, čo potvrdili tri zo štyroch reťazcových funkcií. Naopak najhoršie výsledky boli
dosahované pre časť predmet. Pravdepodobne to bude spôsobené tým, že v predmete správy
sa veľakrát nenachádza dostatočné množstvo príznakov, na základe ktorých by bolo možné
rozhodnúť, či sa jedná o legitímnu alebo nevyžiadanú správu, s čím súvisí aj voľba dĺžky,
na ktorú sa jednotlivé predmety správ normalizujú (50 znakov). Ďalší fakt, ktorý pred-
určuje hlavičku za najreprezentatívnejšiu časť správy, je závislosť časovej zložitosti na dĺžke
reťazcov, ktoré sú vstupmi reťazcových funkcií. Dĺžka týchto reťazcov pre hlavičku bola
použitá 300 znakov, zatiaľ čo pre telo to bolo 1000 znakov. Preto časové nároky výpočtov
pre experimenty s hlavičkou sú nižšie ako pre experimenty s telom správy. V zdroji [10]
bola pre hlavičku použitá dĺžka 100 znakov a hlavička bola aj s touto dĺžkou určená ako
najvhodnejšia.
Čo sa týka rebríčka kvality úspešnosti klasifikácie pre jednotlivé použité reťazcové fun-
kcie, tak najlepšie výsledky v experimentoch s každou časťou správy elektronickej pošty
dosiahla reťazcová funkcia GWSSK, ktorá má aj najvyššiu časovú zložitosť generovania
vnútorného produktu. Naopak najhoršie výsledky dosiahla vo všetkých prípadoch BOW
reťazcová funkcia s najlepšou časovou zložitosťou generovania vnútorného produktu. Je
potrebné vyzdvihnúť aj reťazcové funkcie NGRAM a ED, ktoré pri klasifikácii hlavičky
dosiahli rovnaké výsledky ako GWSSK reťazcová funkcia. Poznamenajme tiež, že hlavička
je jediná časť správy elektronickej pošty, na základe klasifikácie ktorej boli spomenutými
tromi reťazcovými funkciami správne rozoznané všetky legitímne správy od nelegitímnych.
Tabuľka 3.29: Zhrnutie výsledkov úspešností klasifikácie jednotlivých reťazcových funkcií.
3.4.3 Kombinácie reťazcových funkcií
Ako bolo už spomenuté v úvode tejto kapitoly, pri experimentoch s kombinovaním vnútor-
ných produktov reťazcových funkcií sa bude vychádzať z výsledkov, ktoré boli dosiahnuté
pri experiementoch s textovými reťazcami, a preto nebudú uskutočňované niektoré kombi-
nácie reťazcových funkcií rovnako ako nebudú uskutočňované žiadne kombinácie násobením
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vnútorných produktov. Tak ako v predchádzajúcich tabuľkách aj v tabuľkách uvedených
v tejto kapitole bude každý jeden číselný údaj úspešnosti klasifikácie reprezentovať najle-
pšiu úspešnosť klasifikácie vybranú z tabuľky kombinácií zvolených rozsahov λ parametrov
reťazcových funkcií a parametru C klasifikátora SVM [6]. Kompletné výsledky popísaných
experimentov sa nachádzajú na priloženom dátovom nosiči.
Rovnako ako v predchádzajúcej kapitole, tak aj tu budú podmienky behu jednotlivých
experiementov prispôsobené tým experimentom, ktoré boli uskutočnené v kapitole 3.3.3.
Opäť sa využije navrhnutá konzolová aplikácia na generovanie matíc vnútorných produk-
tov implementovaná v jazyku C++ a tiež klasifikátor svm-train [6], ktorý bude spúšťaný
s parametrom -t 4, indikujúcim, že pre klasifikáciu bude použitá prepočítaná matica vnú-
torných produktov a tiež parametrom -v 5, označovaným ako n-fold 6 cross validácia [6].
Sumarizácia výsledkov
Výňatok najlepších výsledkov úspešností klasifikácie pre vybrané kombinácie reťazcových
funkcií je uvedený v tabuľke č. 3.30. Pre všetky štyri prípady súčtových kombinácií vnú-
torných produktov bol opäť najlepší výsledok dosiahnutý pre hlavičku správy elektronickej
pošty (100%). Vo všetkých prípadoch to bolo pravdepodobne spôsobené tým, že v súčte
vnútorných produktov sa nachádzala vždy aspoň jedna reťazcová funkcia, ktorá v experi-
mentoch so samostatnými reťazcovými funkciami dosahovala úspešnosť 100%.
Zlepšenie úspešnosti klasifikácie nastalo pri jedinej súčtovej kombinácii vnútorných pro-
duktov, a to NGRAM + ED. Zlepšenie pre túto kombináciu nastalo v dvoch kategóriach
experimentov: v experimentoch s predmetom správy (97.404%) a v experimentoch s te-
lom správy (98.9995%). Uvedené zlepšenia úspešnosti klasifikácie sú v tabuľke č. 3.30
zvýraznené hrubým písmom. Výsledok, ktorý je tiež potrebné vyzdvihnúť je kombinácia
ED + GWSSK. Pri experimentoch s touto kombináciou reťazcových funkcií s predme-
tom správy došlo k rovnakému výsledku ako pri experimentoch so samostatnou reťazcovou
funkciou GWSSK.
Tabuľka 3.30: Zhrnutie výsledkov súčtových kombinácií reťazcových funkcií.
3.4.4 Zhrnutie výsledkov pre experimenty s detekciou spam-u
V tejto časti práce sa uskutočňovali experimenty zamerané na správnu klasifikáciu legi-
tímnych správ a nevyžiadaných správ elektronickej pošty. Experimentovalo sa ako so sa-
mostatnými reťazcovými funkciami, tak aj s ich kombináciami vo forme súčtu. Všetky
6Definícia v kapitole č. 3.3.3.
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experimenty boli rozdelené do troch častí podľa príslušnej zložky správy elektronickej pošty
(predmet, telo, hlavička).
Pri experimentoch so samostanými reťazcovými funkciami bolo zistené, že ako najvhod-
nejšia časť správy sa ukázala hlavička, čo potvrdili výsledkami všetky použité reťazcové
funkcie. Tento záver je v porovnaní s referenčnou literatúrou [10] rovnaký. V troch prí-
padoch bol dosiahnutý výsledok úspešnosti klasifikácie 100%. Bolo to spôsobené tým, že
ako vstup pre konzolovú aplikáciu na generovanie matíc vnútorných produktov boli použi-
té v poradí prvé súbory reprezentujúce či už legitímne alebo nevyžiadané správy tak, aby
bol vyvažovaný ich pomer. Problémom bolo to, že legitímne správy boli dvojakého typu,
a to ľahšie detekovateľné a ťažšie detekovateľné [10]. Ťažšie detekovateľné sa nachádzali
medzi poslednými správami, ku ktorým sa načítanie vstupu použitej konzolovej aplikácie
už nedostalo. Táto skutočnosť nebola hneď pozorovaná, a preto sa použil uvedený prístup,
čo malo za následok veľmi dobré výsledky. Preto v niektorých kombináciach reťazcových
funkcií nebol dostatočný priestor na prejavienie potenciálneho zvýšenia úspešnosti klasifi-
kácie. Vzhľadom na vysokú časovú aj kapacitnú náročnosť všetkých experimentov už na
ich zopakovanie aj s tažšie detekovateľnými legitímnymi správami nezostal čas.
Jediná kombinácia reťazcových funkcií, ktorá priniesla viditeľné zlepšenie úspešnosti
klasifikácie bola NGRAM + ED. Bolo to v prípadoch, kedy sa pracovalo s telom (nárast




Cieľom tejto práce bolo porozumieť princípu klasifikácie textových reťazcov a navrhnúť
spôsob, akým by bolo potenciálne možné úspešnosť klasifikácie zvýšiť. Preto bolo nevyhnuté
najskôr experimentovať so samostatnými reťazcovými funkciami, kde sa hľadali optimálne
parametre pre ich beh. Jednalo sa o optimálnu dĺžku podreťazca v prípade NGRAM alebo
podsekvencie v prípade GWSSK. Ďalej sa jednalo o činiteľ rozkladu λ, ktorý má pri každej
reťazcovej funkcii inú aplikáciu. Ďaľším cieľom bolo optimalizovať kvalitu samotného behu
klasifikátoru SVM [6], kde sa experimentovalo s cenovým parametrom C. Skúmali sa tiež
časové nároky jednotlivých reťazcových funkcií.
Na základe zistených skutočností sa pristúpilo k návrhu spôsobu, ktorý by potenciálne
zvýšil úspešnosť klasifikácie textových reťazcov. Jednalo sa o operácie sčítania a násobenia
vnútorných produktov generovaných jednotlivými reťazcovými funkciami. Prvotné experi-
menty boli uskutočnené na dátovej množine z Reuters1 databázy. Kombinovali sa preto
dvojice rôznych reťazcových funkcií týmito operátormi, kde boli dosahované jemné zlepše-
nia úspešnosti klasifikácie. Konkrétne sa jednalo o operátor plus. Násobenie vnútorných
produktov žiadne zlepšenia neprinieslo. Neskôr boli uskutočnené experimenty zamerané
na sčítanie vnútorných produktov troch a štyroch reťazcových funkcií, kde už k zlepšeniu
v porovnaní s kombináciami dvoch reťazcových funkcií nedošlo.
Na záver všetkých experimentov boli získané znalosti aplikované na detekcii nevyžiada-
nej pošty. Opäť boli najskôr uskutočnené experimenty so samostatnými reťazcovými fun-
kciami a neskôr aj s ich kombináciami vo forme sčítania vnútorných produktov. Pracovalo
sa tu len s takými kombináciami reťazcových funkcií, ktoré sa osvedčili v experimentoch
s textovými reťazcami. Opäť bolo dosiahnuté jemné zlepšenie v porovnaní s výsledkami
samostatných reťazcových funkcií. Operátor plus sa preto javí ako perspektívny spôsob
kombinácie vnútorných produktov reťazcových funkcií.
V blízkej budúcnosti plánujeme uskutočniť ďalšie experimenty s detekciou nevyžiadanej
pošty, kde plánujeme zahrnúť aj menej príznačné a ťažšie detekovateľné legitímne správy
elektronickej pošty. Experimenty zameriame opäť na kombinácie vnútorných produktov.
Uvedené metódy a prístupy by v budúcnosti moholi byť aplikované na filter nevyžiadanej
pošty. Problémom však ostáva vysoká časová zložitosť, čo by mohlo byť riešené distribu-
ovanými výpočtami na viacerých výpočetných prostriedkoch a dosiahnúť tak minimálne
latencie v priepustnosti legitímnych správ elektronickej komunikácie.
1Jedna z najväčších svetových spravodajských agentúr. URL http://www.reuters.com/.
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• code - zložka obsahuje zdrojové kódy konzolových aplikácií na generovanie matíc
vnútorných produktov a tiež skripty použité na spravovanie experimentov.
• doc - obrázky a zdrojové kódy bakalárskej práce v značkovacom jazyku LATEX.
• inputs - zložka obsahuje vstupné dáta pre konzolovú aplikáciu na generovanie matíc
vnútorných produktov.
• libsvm - v zložke sa nachádzajú zdrojové kódy použitého klasifikátoru SVM.
• outputs - zložka obsahuje výstupné dáta (matice vnútorných produktov) generované
konzolovou aplikáciou. Výstupy sa týkajú len experimentov s textovými reťazcami
pretože výstupy experimentov s detekciou nevyžiadanej pošty by sa kapacitne na
použitý nosič nezmestili.
• results - zložka obsahuje podrobné výsledky uskutočnených experimentov v súboroch
results Spam.xls a results Text.xls.
• README[SVK] - textový súbor obsahujúci popis adresárovej štruktúry DVD no-
siča v slovenskom jazyku.
• README[ENG] - textový súbor obsahujúci popis adresárovej štruktúry DVD no-
siča v anglickom jazyku.
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Dodatok B
Kombinácie troch a štyroch
reťazcových funkcií
Tabuľka B.1: Závislosť úpešnosti klasifikácie [%] na λ parametri sčítania reťazcových funkcií
NGRAM, BOW a ED na parametri klasifikátoru C.
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Tabuľka B.2: Závislosť úpešnosti klasifikácie [%] na λ parametri sčítania reťazcových funkcií
ED, BOW a GWSSK na parametri klasifikátoru C.
Tabuľka B.3: Závislosť úpešnosti klasifikácie [%] na λ parametri sčítania reťazcových funkcií
ED, NGRAM a GWSSK na parametri klasifikátoru C.
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Tabuľka B.4: Závislosť úpešnosti klasifikácie [%] na λ parametri sčítania reťazcových funkcií
NGRAM, BOW, ED a GWSSK na parametri klasifikátoru C.
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Tabuľka B.5: Závislosť úpešnosti klasifikácie [%] na λ parametri sčítania reťazcových funkcií
NGRAM, BOW a GWSSK na parametri klasifikátoru C.
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