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ABSTRACT

Coping with the Curse of Dimensionality by Combining Linear
Programming and Reinforcement Learning

by

Scott H. Burton, Master of Science
Utah State University, 2010

Major Professor: Dr. Nicholas S. Flann
Department: Computer Science

Reinforcement learning techniques offer a very powerful method of finding solutions
in unpredictable problem environments where human supervision is not possible.
However, in many real world situations, the state space needed to represent the solutions
becomes so large that using these methods becomes infeasible. Often the vast majority of
these states are not valuable in finding the optimal solution.
This work introduces a novel method of using linear programming to identify and
represent the small area of the state space that is most likely to lead to a near-optimal
solution, significantly reducing the memory requirements and time needed to arrive at a
solution.
An empirical study is provided to show the validity of this method with respect to a
specific problem in vehicle dispatching. This study demonstrates that, in problems that
are too large for a traditional reinforcement learning agent, this new approach yields
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solutions that are a significant improvement over other nonlearning methods. In addition,
this new method is shown to be robust to changing conditions both during training and
execution.
Finally, some areas of future work are outlined to introduce how this new approach
might be applied to additional problems and environments.
(66 pages)
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CHAPTER I
INTRODUCTION
Significance
Reinforcement learning (RL) is a method of artificial intelligence wherein an agent
learns appropriate actions by interacting with an environment that rewards correct results.
No human supervision is used to train the agent to make correct intermediate steps, but
rather the agent learns through experience those decisions that will bring about the best
long term outcome [1]. In many cases, the RL agent learns a course of action that was
not immediately apparent [1], which can provide significant value over methods that rely
alone on human observation and ingenuity to create the basic algorithm or approach to
the problem.
While there is much promise in the use of reinforcement learning techniques, often
challenges arise when attempting to apply them to real world problems. One of the
common obstacles encountered is that the size of the solution space of a problem grows
exponentially with each additional feature describing the state [2]. This problem,
described by Bellman [3] as “the curse of dimensionality,” has limited the application of
reinforcement learning in many domains.
The premise of this work is that by utilizing the mathematical technique of linear
programming, the reinforcement learning problem size can be significantly reduced for a
specific class of problems such that said class of problems can now feasibly solved. In
this regard, the new reinforcement learning method should require significantly less
memory and computation time to complete than a traditional reinforcement learning
approach, and yet not sacrifice the flexibility and robustness of the traditional method.
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Background
In the operations research field, linear programming (LP) is typically used for
optimization problems to produce optimal schedules for resource allocation and network
flow problems. It is effective in these cases, but it lacks the flexibility to adapt to
changing conditions very well. Also, in many instances, even though an optimal result
can be determined, it is not trivial to configure the system to execute that result [4].
Reinforcement learning has been applied to many problems wherein flexible decision
making is necessary. This has proven to be effective, particularly when simulators and
models can be used to train the system [5]. As mentioned, one of the challenges often
encountered by applying RL to real world problems is that the necessary state space
representation can grow exponentially and quickly become intractable [6].
The problem considered in this work is a specific instance of a class of problems
referred to as vehicle dispatch problems (VDPs). A VDP is, in fact, a subset itself of a
much larger set of problems known as vehicle routing problems (VRPs), which includes
the general issue of how to effectively manage the routes of any number of vehicles
picking up or delivering any amount of cargo to any number of locations [7].
The famous traveling salesman problem (TSP) is a simple version of a VRP, wherein
a single vehicle must be dispatched to each location in the system exactly once with
minimal cost, and no constraints with regard to capacity or delivery [8].
The subset of VDPs, within the more general VRP domain, deals with continual
dispatching and allocation of resources, often in highly changing and unpredictable
environments.
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An example of a VDP is the real world problem of managing bus and airline routes.
In this version of the problem, passengers must be successfully transported from their
originating points to destinations, while the transportation company seeks to minimize
cost. In addition, the transportation company must handle situations of broken or delayed
equipment as well as unpredictable customer demands. At Delta Airlines, a system based
on linear programming was developed to handle the modeling, routing, and dispatching
needs. This system was so complex that a daily model included over 60,000 variables
and 40,000 equations [9]. This clearly demonstrates the power of linear programming in
addressing very large problem sets.
Other real world examples of this type of problem include that of parcel distribution,
wherein a company seeks to maximize efficiency in delivering a set of parcels to various
locations given a limited set of delivery trucks [10]. Additionally, there are problems of
emergency vehicle dispatch, and taxi dispatch, in which it is important to not only meet
the current needs of the environment, but also be prepared for any future needs that may
arise.
A final example of this problem, and the one that is used as the primary example in
this work, is that of a mining company seeking to transport mining material from source
locations where it is mined to destinations where it is processed. In open pit mining, it is
estimated that transportation represents 50-60% of all operations costs, making even
small increases in efficiency extremely significant and valuable, and potentially
representing millions of dollars of cost savings [11].
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Each of these examples demonstrates that this is a nontrivial set of problems, and one
that has significant impact on the business world. New methods that succeed in
improving efficiencies by even a few percent can amount to millions of dollars saved for
the respective companies, and a competitive advantage for that company within their
specific industry.
To this end, many different approaches have been applied to this class of problems.
These various methods can be classified as either single stage, wherein the dispatching is
made without predetermined goals, or a multi-stage approach, wherein the problem is
first analyzed to determine a set of optimal goals to work toward [11].
Single stage solutions are commonly implemented with a greedy algorithm that
utilizes some type of heuristic function to aid in the decision of the next vehicle to
dispatch. Many different features could be used in computing the heuristic, but a
common choice is to use a form of neighborhood search, in which vehicles nearby are
evaluated for their potential [10].
Another single stage approach is to utilize genetic programming techniques. In this
method, the characteristics of each vehicle concerning its availability for new and
incoming requests are encoded into a feature vector. Then using this vector, a utility
function can be constructed through genetic programming that approximates the decision
process of a professional dispatcher [12].
The other approach is to use a multi-stage solution. This plan-driven dispatching
system is most commonly implemented with two stages. The first, or upper, stage
employs some form of linear or nonlinear programming [13]. This produces values of a

5
mathematically optimal end result. As mentioned, this is often non-operational in that it
does not provide the steps needed to reach this result, but rather is a set of subgoals to
work toward. This solution is then supplied to the second stage wherein the actual
decisions for dispatching are made. This second stage often consists of greedy local
search algorithms that work toward the computed subgoals, such as dispatching the
nearest vehicle, first come-first served, seeking to minimize idle wait times, as well as
others [11].
Reinforcement Learning
This work focuses on using reinforcement learning in the second stage of this process.
In reinforcement learning, a problem is given a representation that describes the current
state of the environment. In any given state, there are a set of possible actions that can be
taken by the agent. A policy π is then defined as the action a that the agent will choose in
given current state s; formally this is described as π(s) = a.
Also, a set of rewards is given to define correct behavior. These rewards are set up
beforehand, and are treated as part of the environment that the agent cannot directly
control. These rewards can be positive or negative and can be given either as a
consequence for a specific short term outcome, such as scoring a point, or winning a
piece, or can be more reactive to the sum total of events, such as winning the game [1].
The real power of the rewards system of a reinforcement learning algorithm is that the
user does not supervise the agent and what specific decisions it should make. But rather,
by rewarding desired outcomes, the agent will learn by itself through interaction with the
environment which actions should be chosen to maximize the reward over the long term.
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This process of learning can take many trial attempts that can be performed in the real
world, but they can often be done with simulation, as well [1].
Throughout the learning process, the agent maintains an internal model that it uses to
evaluate its current environment and make decisions. This can be implemented as a table
that represents the expected outcomes of a given action in a given state. As the agent
interacts with the environment, it stores knowledge about the rewards that it receives in
this model. By updating its model of expected values, the agent learns which actions
tend to lead toward good results.
Because rewards are often given much later than some of the actions that elicited the
reward actually occurred, the agent must assign some credit or blame to each action along
the way that may have contributed to the outcome. Typically, this is done by discounting
the reward by a certain percentage for each step between when the action was made and
when the reward was bestowed [5]. In this way, the closer an action is to the reward, the
more credit or blame it will receive.
The type of reinforcement learning algorithm used in the current work is a basic
Monte Carlo algorithm built on simulated episodes of the problem instance. In its
general form, the Monte Carlo algorithm is implemented by initializing a policy to
arbitrary actions for each state. Then, an episode of the problem is enumerated by
following that policy, and a return value is computed. The agent then updates its model
to reflect the episode. This is done by iterating through each state and action occurring in
the episode, in reverse order, and assigning the pair (of state and action) an expected
value based on its portion of the discounted rewards. After the entire episode has been
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iterated, the policy is then updated in greedy fashion to reflect the new expected results.
This is done by iterating through the states, and for each one considering the possible
actions in that state. Whichever action corresponds to the highest expected value is
selected as the new action for that state in the policy [5, pp. 111-131].
This process is repeated by running another episode, this time with the new, updated
policy. At the end of the simulation, the same process of evaluation is used to process the
rewards and determine expected values. The expected value for a state and action is
averaged in with the previous expected value and stored in the model. The policy is then
updated again to reflect those actions that lead to the greatest expected values. This
process of running an episode and updating the policy is repeated until terminating
conditions are reached, such as a maximum number of iterations or a minimal number of
changes are made to the policy [5, pp. 111-131].
In order to enable the agent to experience new states and actions, a form of
exploration can be added during the training iterations. This work has used an ε-greedy
approach, wherein during the training, a random action is selected with probability ε;
otherwise, the action from the policy is used (with probability 1- ε) [5, pp. 111-131].
This helps keep a balance between exploration of new states and exploitation of prior
knowledge.
Problem Definition
For the empirical study and analysis of the methods outlined in this work, the
following specific problem definition was used.
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A mining company manages a production site containing a number of sources,
destinations, and trucks. Each of the materials is of a different type, such that the
material mined at a specific source must be delivered to a specific destination. Each
truck has a constant haul capacity, and time must be spent at each source and each
destination to load and unload the truck. Only one truck can be processed at a single
source or destination at a time.
Each of the trucks is given direction by a central dispatcher throughout the process.
The problem is to define a policy to dispatch the trucks such that it maximizes the total
amount of material collected from the sources delivered to the destinations for a given
span of time.
For the purposes of this thesis, the assumption was made that in each problem, the
number of sources would equal the number of destinations and material types. This
makes each type of material unique and associates it with a single specific source and
destination. In other words, a given material type will only be mined from one specific
source and must be delivered to a single specific destination. Trucks are capable of
transporting any type of material, so the essence of the problem consists of where to
dispatch the empty trucks.
Obviously, many different variables could have been added to the domain to make it
more complex, but this simple view offered a satisfactory problem to demonstrate the
challenge in applying traditional LP and RL methods, and the benefit of applying this
new approach.
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CHAPTER II
APPROACH AND METHODS
For each method discussed, a key abstraction was made to enable the problem to be
solved more easily. Rather than incorporating all the details of the problem domain into
how to complete each dispatch, the dispatcher need only indicate to which source a truck
should go. This is made possible by understanding a few points about the domain.
First, when a vehicle is dispatched to a location, it could employ a simple search
algorithm to determine the shortest path from its current location to the destination. In
this way, the dispatcher need not be responsible for plotting each point along the path, but
simply the destination at which to arrive.
A second key point is that, after arriving at a source location, the decision of which
destination location to pursue is already decided, because the vehicle must deliver the
material to the single destination that can accept that specific type. This is made possible
because of the assumption that there are the same number of sources, destinations, and
material types. As mentioned, this means that there is only one specific source where a
given material is mined and a single specific destination where that material can be
delivered. Because trucks can haul material of any type, the dispatch decision that needs
to be made is to which source an empty truck should be sent.
Linear Programming Approach
To solve this problem with linear programming, I formulated all the variables (such
as the haul capacity, speed, and quantity of trucks, as well as the type of and distance
between sources and destinations) into a system of linear equations.
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This was done by viewing the problem environment as a graph with the sources and
destinations as nodes, and the abstracted routes between them as edges. Then, a quota
could be computed for each edge, giving the number of times a truck should travel that
route. I then built the system of equations by identifying three key points.
First, the number of trucks going into a node must equal the number of trucks leaving
the node.
Second, an upper bound is set on the number of visits to each source and destination
such that the number of visits multiplied by the loading (or unloading) time cannot
exceed the total time. Essentially, this means that a maximum number of loads for a
source is set at however many loads could be completed during the time period, if the
system were constantly busy.
And third, the sum of all the time expended is limited by the total time. This
expended time is determined by the total amount of driving and loading time called for
by all the quotas combined. Essentially, this means that the sum of all the loading,
unloading, and driving time called for by the schedule divided by the number of trucks
cannot exceed the amount of time in the given time period.
The objective function can then be defined as the sum of all the edges that connected
a specific source with its destination, or in other words, the total amount of actual
deliveries completed. This was maximized to produce the optimal number of dispatches,
described as the vector OPT (opt0, opt1, …, optn), to each source (s0, s1, …, sn) for the
given time period.
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Using an open source project, LpSolve [14], as the underlying simultaneous equation
solver, I wrote a module that would take a problem definition, prepare the necessary
equations as described above, and solve for the optimal quotas for each edge.
Once this general optimal schedule is determined, an LP dispatcher has to have a
means of communicating this to the vehicles in a way that it can actually be implemented.
This is one of the principle challenges of applying LP to a complicated problem. Even
though an optimal final outcome is known, a procedure to get there may not be. The fact
that this LP solution must be operationalized in one form or another is the task that must
be considered and is what makes the solution potentially non-optimal. Even though the
output of the LP solver is the theoretically optimal end result given all the constraints, it
is not an actual implementation method by itself. It must be combined with a second
stage algorithm to make the actual dispatches in real time.
One approach is for the dispatcher to use a policy that would attempt to dispatch the
trucks to sources in a manner such that the ratio of actual dispatches from one source to
another is consistent with the ratio of optimal dispatches between these sources. For
example, if the LP solution to a problem gives optimal quotas to two sources, s0 and s1, of
the ratio 1:2, then for every one dispatch to s0, two should be made to s1.
It should be noted, that operating a policy that observes and maintains ratios in this
manner can become very difficult if more than two or three sources exist. And more
importantly, if disturbances are present in the variables such as a road being blocked, a
truck breaking down, or even a route taking slightly longer than anticipated, it would be
very difficult for this approach to adapt.
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To keep the second stage of this process a more simplistic method, consistent with
many other traditional approaches [11], this project instead employed a greedy policy so
that the dispatch was made to whichever source had the greatest outstanding unmet quota
value.
Formally, this policy is referred to as LP-greedy and can be described as follows. Let
a given state be defined as the vector X (x0, x1, …, xn), where x0 is the number of
dispatches that have been made to source s0, etc. Next, let a delta vector ∆ (δ0, δ1, …, δn)
be defined as the difference between the optimal state OPT (opt0, opt1, …, optn) and the
current state X (x0, x1, …, xn). Then in any given state, the dispatch is made to source, si,
where i is defined as argmax(∆)..
For example, if the optimal state OPT is (3, 7, 5), and the current state X is (2, 4, 1),
the delta vector ∆ is (1, 3, 4). The dispatch would then be made to s2 because δ2 (the
value 4) is the greatest of the delta values.
Reinforcement Learning Approach
A naïve reinforcement learning approach to solving this problem might consist of
establishing a state representation containing the locations of each of the current vehicles,
the amount of mineral currently loaded in each, and the busy or available status of each
of the sources and destinations. The actions for the system might be to move a vehicle in
one direction or another, or to initiate loading or unloading. Given the amount of
variables, it would be difficult to even get the system to learn to get a single truck to
move to a single source.
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But by utilizing the abstraction mentioned earlier and the multi-stage approach, the
state space can be represented simply as the number of dispatches made to source
locations. Considering a simple case of only two sources, destinations, and material
types, this could be depicted as seen in Figure 1, where the number of dispatches to s0 is
represented horizontally and the number of dispatches to s1 is represented vertically.

Figure 1. A simple RL state space representation.
Because only one dispatch is made at a time, and once dispatched a decision cannot
be undone, only two actions are possible in each state (a dispatch to either s0 or s1) which
is visually represented by moving to the state directly to the right or the bottom of the
current state.
For this simple case, the state space can be implemented by simple table. Then, a
Monte Carlo reinforcement learning algorithm can be used with a simulator to determine
the policy, π, dictating the dispatch action for each state. Thus, according to what the
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agent has observed, in any given state, this policy will take the action that corresponds
with the maximum expected value of all the possible next states.
It should be noted that with a large problem domain having many vehicles and
sources, even this abstracted space quickly becomes difficult to manage. The state space
grows exponentially with each additional source.
Given the need for exploration, the ε-greedy exploring method, described earlier, can
be used with this policy during training. The result of this is that a random action is
chosen with probability ε; otherwise, the action is chosen as defined by the policy, π.
This training period consists of repeated random simulated trials wherein new states
are explored and the policy is updated according to what is learned. After this training
cycle, the policy can be evaluated in a final simulation wherein exploring is not made,
and the agent simply follows the policy as it was learned from the RL algorithm.
It should also be noted that in the current project, rather than reward the agent for
each delivery made, the only reward given was the final return value at the end of the
episode representing the total amount of material delivered. This required the agent to
learn all the intermediate steps of the process and focus on the end result.
Combined Approach
These two approaches have different advantages and disadvantages as noted in Table
1. By combining elements from each technique, some of the benefits of both can be
realized. Specifically, LP can help trim down the state space of the RL solver, enabling it
to continue to be robust, but putting a bound on the amount of deviation needing to be
considered.

15
Table 1. Advantages and Disadvantages of Methods.
Method
Linear Programming with
Greedy Dispatch
Reinforcement Learning

Advantages
Computationally less intense
so it can scale to large
problems
Learns policy that maximizes
long term results and is robust
to changing conditions

Disadvantages
Does not always make best
long term decisions especially
with changing conditions
Does not scale well to large
problems due to memory and
processing constraints

As mentioned, after solving the problem with LP, the optimal number of dispatches to
each state is determined. In a simple trivial case, the only states that would need to be
experienced would be those along the exact diagonal leading to and stopping at the
optimal quota. This is similar to the case mentioned earlier, wherein keeping the ratio of
dispatches constant is attempted. However, understanding that the best long term policy
may involve deviating from this diagonal, the state space is expanded to allow exploring
to a certain amount of states outside the diagonal.
This deviation to other states can be bound in two ways. First, the maximum number
of dispatches can be limited to be an arbitrary amount more than the optimal quota. In
the two-dimensional example mentioned earlier, the optimal quota of dispatches to s0 and
s1 can be represented by the constants opt0 and opt1, respectively. The maximum number
of dispatches can then be bound to opt0 + c0 and opt1 + c1, where c0 and c1 are constants
determining the amount of deviation to allow. In this example, this restricts the space to
a rectangular region with the initial state in the top left corner and the optimal ending
solution a distance of (c0, c1) away from the bottom right corner, as shown in Figure 2.
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Figure 2. RL state space with maximum upper bound.
The second way that deviation from the optimal path can be bound is by limiting the
distance away from the diagonal itself that can be explored. Allowing for c0 deviations
less than and greater than the diagonal state horizontally, and c1 vertically, the state space
is then reduced to a thick stripe along the diagonal, as shown in Figure 3.
As shown below in this two-dimensional example, the state space can then be
mathematically reduced to (opt0 + c0) * c1 + (opt1 + c1) * c0 – c0 * c1.
    ,        0  0 

  1  1

1
1
          0  1    0  1
2
2
     0  1
      1 
 1

0  0 1

0 0 1

  0  0 1   1  1 0  0 1
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Figure 3. RL state space showing diagonal.
The fact that ci values are constants makes the state space representation appear linear
with respect to each of the sources, or in big theta notation simply: Θ(opt0 + opt1).
Unfortunately, even though the ci values are constants, because they are multiplied by
each other, that constant term will still grow exponentially with regard to the number of
sources. So, whereas previously the state space would have been on the order of all
possible dispatches to a power, Θ(mn), or even, by limiting the maximum number of
dispatches, the optimal goal to a power, Θ(optn), it can now be dramatically reduced to a
small constant to that power, Θ(cn). But, nonetheless, it still does contain exponential
growth.
In this way, in a complex n-dimensional problem, a standard RL approach has a state
space of an n-dimensional hypercube, and the new combined approach only has the state
space of a small diagonal running between opposite vertices of that hypercube.
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Once this reduced state space is defined, the same Monte Carlo reinforcement
learning algorithm can be applied to arrive at a policy. The valid actions in each state can
be defined as follows.
If a state is not on the diagonal, no actions are defined, an exception would be thrown.
By definition, it is not possible to arrive at one of these states.
If a state is on the diagonal but on the edge, only an action whose next state is on the
diagonal is allowed. In other words, a dispatch can only be made to a source if the
resulting state would be on the diagonal. In a two-dimensional problem, this means only
one action is valid on the edge.
If a state is on the diagonal and not on the edge, all actions are allowed. In other
words, dispatch to any source is permitted.
During training, in order to explore new states, the ε-greedy exploring approach
mentioned earlier, can again be applied. This means that during training, with probability
ε, a random action is chosen from all valid actions for the state (dispatch is made to any
random source that would result in a state remaining on the diagonal).
Otherwise, with probability 1- ε, the action is chosen from valid actions for the state
according to the policy, π. This means that dispatch is made to whatever source yields
the best expected value according to the agent’s experience, while staying on the
diagonal.
Just as with the standard RL approach, this exploring approach can be used for the
training cycle of repeated random simulations. After this training period, the exploration
can be suppressed for the evaluation runs of the system.
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Random Dispatcher
For the purpose of comparison, I prepared a random dispatcher that utilized the same
abstractions mentioned, such that when a dispatch was requested, a random source was
selected. It should be noted that this is much more effective than randomly moving
trucks around, and in systems in which various loading and travel times are somewhat
uniform, this can work as a form of natural load balancing.
Formally, this is simply: given any state, a random action is selected, or in other
words a random source is chosen for the dispatch.
Simulator
In order to evaluate these methods and produce empirical results, I created a simulator
to emulate the environment of the mining company and dispatcher. This simulator
handled the current status of all the elements of the problem environment including each
truck with its current location, capacity, and route, and the status of each of the sources
and destinations and any vehicles in queue there. Whenever a dispatch was required, the
simulator would refer to whichever policy it was supplied and choose the appropriate
action. It was capable of applying a random, ε-greedy, or completely deterministic
policy.
In addition, in order to more accurately represent real world conditions, a certain
amount of variance was added to the simulations. These disturbances made the problem
much more realistic, and allowed more possibility for the results of the different
algorithms to distance themselves from each other. The disturbances were set up such
that they were not necessarily evenly distributed around the expected result, because that
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would have allowed a technique to remain with the expected result and be at the mean of
the actual result without ever accounting for the disturbance.
Instead, a bias of either an addition or subtraction was made to the expected value,
and a normal distribution was based around that point. In order to keep this variance
consistent in evaluating the different algorithms, the bias and the standard deviation of
this normal distribution were specified with the problem definition and thus in the long
run, each problem behaved similarly.
Comparison Methods
Evaluations of different variations of the problem included the parameters of sources,
destinations, trucks, distances, and load times. For each set of parameters, each of the
four learning methods was compared, with the exception that the traditional RL method
was not used on larger problems, because the state space was much too large.
In order to account for statistical outliers, each of the data points given represents the
average of multiple runs of the system. For cases involving learning, the RL agents were
trained at least three separate times for the same parameters; then after the training,
several evaluation runs were made with the policy as learned and those results were
averaged.
In summary, the four algorithms discussed above that were used in the empirical
study are given in Table 2.
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Table 2. Summary of Algorithms.
Algorithm
LP-greedy
Random
Traditional RL (Full State Space)
Combined RL (Diagonal State Space)

Description
Greedy selection of largest outstanding quota,
or argmax(∆)
Empty trucks are dispatched to random sources
Monte Carlo RL with full state space
Monte Carlo RL with a state space of a given
width around the diagonal to the optimal quota
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CHAPTER III
EMPIRICAL STUDY
In order to demonstrate the ability of the new combined reinforcement learning
method described above, I conducted an empirical study. This study was set up to
examine the answers to the following questions:
1. In general, how does the performance of the new combined RL method compare
to that of simple LP-greedy method in different sizes of problems?
2. In problems small enough for the traditional RL method to solve, how does the
new combined RL method compare to the traditional RL method in overall
performance?
3. What portions of the state space are actually used by a traditional RL method that
has access to the entire space?
4. Can the new combined RL method overcome bad initial data based on
experience?
5. What is the effect of the diagonal width on the ability to overcome bad data?
6. What is the effect of the diagonal width on training?
7. How does the new combined RL method compare to the traditional RL method in
training?
8. How sensitive is the new combined RL method to learning parameters?
9. What is the effect of the problem structure or setup on performance?
Within the overarching empirical analysis, smaller studies examine each of these
questions by using different problem configurations. In each of these studies, the primary
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dependent variable is the total amount of material that is successfully mined and
delivered to a destination over the course of the entire simulation. The independent
variables that are varied are the type of algorithm, the size and characteristics of the
problem domain, and for the new combined RL method, the width of the diagonal, and
the learning parameters.
Study 1: The Results and Explored State
Space of a Simple Problem
This study explored questions 1-3, comparing the four algorithms on a small problem
in which the traditional RL method could be used. Specifically, in order to provide visual
representations of the state space and policy, a problem with two sources and two
destinations, referred to as Mine-1, was set up as follows.
Mine-1 consisted of two sources, s0 and s1, and two destinations, d0 and d1, where
material mined at s0 had to be delivered to d0, and likewise for s1 and d1. The loading
time at s0 and s1 was set to be 150 and 108 seconds, respectively. The unloading times at
d0 and d1 was set to be 240 and 180 seconds, respectively. Five trucks were available for
hauling, each with a capacity of 100 units and a velocity of 10 meters per second. The
distance from s0 to d0 was 575 meters, s0 to d1 was 900 meters, s1 to d0 was 725, and s1 to
d1 was 1000 meters. The total amount of time in the simulated environment was 1 hour
or 3600 seconds. A visual representation of Mine-1 is shown in Figure 4.
Using the LP solution strategy mentioned earlier, this system was solved to find the
optimal quotas for each edge in the graph, as listed in Table 3. From this table it can be
seen that the optimal number of dispatches to s0 and s1 are 15 and 20, respectively.
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Table 3. Mine-1 Optimal Quotas.
Edge
s0 -> d0
s0 -> d1
s1 -> d0
s1 -> d1
d0 -> s0
d0 -> s1
d1 -> s0
d1 -> s1

Quota
15
0
0
20
15
0
0
20

Figure 4. Visual representation of Mine-1.
The four methods described above were applied to this problem. For these
simulations, both types of RL solvers used a Monte Carlo algorithm with 5,000 episodes
and an exploration rate of 0.05. The combined approach was actually run twice, once
with a diagonal width of 3 and once with a width of 6. In order to minimize the number
of variables at this point, the simulator was not set up to have any significant bias from

25
the given values. Each of the travel times and loading/unloading times were given a
slight amount of disturbance, normally distributed about the given value with a standard
deviation of 5% of that value. Table 4 shows the amount of material delivered to the
destination as well as that amount as a percentage change relative to the LP-greedy
LP
method. The data of this table is shown visually in Figure 5 and Figure 6,
6 with the height
of the column showing the average delivered and the error bars depicting one standard
deviation above and below that amount
amount.
Table 4. Mine-1 Total Delivered.
Method
LP-greedy
Random
RL Diagonal Width 3
RL Diagonal Width 6
Traditional RL

Total Units
Delivered
2690.00
2406.67
2983.33
2973.33
2956.67

Std. Dev.
30.51
257.22
37.90
58.33
67.89

Percent Change
Relative to LP-greedy
greedy
0.00
-10.53
10.53
10.90
10.53
9.91

Figure 5. Mine-1 total delivered.

Std. Dev.
1.13
9.56
1.41
2.17
2.52
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Figure 6. Mine-1 total delivered relative to LP-greedy
greedy.
Table 5. Mine-1 Unpaired t-test Results.
LP
LP-greedy
LP-greedy
Random
RL Diagonal Width 3
RL Diagonal Width 6
Traditional RL

Random
1.46E-06

RL Diag 3
3.69E-38
3.62E-13

RL Diag 6
1.66E-26
3.70E-13
4.35E-01

Traditional RL
3.22E-22
6.53E-13
6.67E-02
3.12E-01

To determine whether there is statistical significance in the results given, unpaired 22
tailed t-tests
tests were run between each pair of results, with the t-values given in Table 5. A
t-value
value less than 0.05 indicates that with 95% probability, there is statistical significance
between the results.
These results demonstrate some impo
important
rtant points about questions 1 and 2.
2 First, with
regard to question 1, even in this small problem, the RL algorithms showed significant
improvement over the LP
LP-greedy method. The random dispatcher was clearly the worst
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of the algorithms, but even it performed fairly well. This can be understood by the fact
that the random dispatcher has characteristics
acteristics of a natural load balancer, dispatching to
either source with equal probability.
With regard to question 22, concerning the relative performance of the two RL
methods, according to the results of the t-test, there was no statistically significant
significan
difference in the overall performance of th
the RL methods. This shows that no valuable
information was lost by restricting the size of the state space.
Figure 7 shows a visual representation of the states visited
visited, or updated,
updated during the
learning process of the traditional RL agent. As can be seen, the agent had access to the
entire state space, but the states along the diagonal were utilized significantly more than

Figure 7.. Visual representation of updat
updates
es made during learning.
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the outlying states. In fact, those states far away from the diagonal were hardly
experienced at all.
Regarding question 3, even though the traditional RL agent had access to the entire
state space, the states along the diagonal were referenced significantly more than the
others. Again, valuable information is not being lost by limiting the state space around
the diagonal.
Study 2: Overcoming Bad Initial
Data Based on Experience
This study was set up in a similar fashion, but introduced some additional variance to
the problem configuration to examine questions 4-7.
At this point, a bias was introduced to the problem to emulate real world deviance
from the expected values. Specifically, in the first variation, referred to as Mine-1-SmallBias, the wait times at s1 and d1 were reduced from 108 and 180 seconds to 78 and 150
seconds, respectively. For comparison purposes, an even larger bias was also introduced
as another variation, Mine-1-Large-Bias, where s1 and d1 were reduced to 48 and 120
respectively, which significantly altered the problem. In the manner described earlier, the
simulator continued to introduce variation; however, the random values were now
normally distributed around the biased value rather than the one given in the original
problem specification.
Running the same algorithms with the same parameters on the biased problems
yielded the data in Table 6 and Figure 8, wherein the results of the total amount are
given, and in Table 7 and show in Figure 9, wherein the amounts relative to the LPgreedy method are given. It is important to note that because introducing the bias
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actually made the problem setup more efficient, results from one problem configuration
should not be compared against results from another. Rather, the results of each of the
algorithms for the same configuration can be accurately compared.
Unpaired 2-tailed t-tests were again run between each pair of results to examine
statistical significance. The t-test results for the small bias problem are shown in Table 8,
and the results for the large bias problem are shown in Table 9. The t-values are all less
than 0.05. Thus, it can be said with 95% confidence that there is a statistically significant
difference in the result of every algorithm when compared with the others of that set.

Table 6. Biased Mine-1 Results.

Method
LP-greedy
Random
RL Diagonal Width 3
RL Diagonal Width 6
Traditional RL

Mine-1-Small-Bias
Total Units
Delivered
Std. Dev.
2900.00
64.33
2586.67
293.30
3160.00
72.40
3333.33
47.95
3306.67
25.37

Mine-1-Large-Bias
Total Units
Delivered
Std. Dev.
3016.67
53.07
2673.33
391.23
3396.67
66.87
3560.00
56.32
3716.67
64.77

Table 7. Biased Mine-1 Relative Results.

Method
LP-greedy
Random
RL Diagonal Width 3
RL Diagonal Width 6
Traditional RL

Mine-1-Small-Bias
Percent Change
Std. Dev.
0.00
2.22
-10.80
10.11
8.97
2.50
14.94
1.65
14.02
0.87

Mine-1-Large-Bias
Percent Change
Std. Dev.
0.00
1.76
-11.38
12.97
12.60
2.22
18.01
1.87
23.20
2.15
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Figure 8. Total delivered on the biased Mine-1 problems.

Figure 9.. Total delivered on biased Mine-1 problems relative to LP-greedy.
LP
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Table 8. Mine-1-Small-Bias Unpaired t-test Results.
LP-greedy
LP-greedy
Random
RL Diagonal Width 3
RL Diagonal Width 6
Traditional RL

Random
2.54E-06

RL Diag 3
4.34E-21
7.22E-12

RL Diag 6
6.92E-35
1.24E-14
6.71E-15

Traditional RL
4.28E-29
4.67E-14
1.78E-12
9.99E-03

Table 9. Mine-1-Large-Bias Unpaired t-test Results.
LP-greedy
LP-greedy
Random
RL Diagonal Width 3
RL Diagonal Width 6
Traditional RL

Random
4.52E-05

RL Diag 3
3.24E-31
3.73E-11

RL Diag 6
7.19E-43
2.79E-13
1.83E-14

Traditional RL
5.65E-46
3.54E-15
2.28E-26
3.87E-14

The results of this study show that the two types of RL solvers were able to learn and
adapt to the bias present in the system and make improvements over the other methods.
In Mine-1-Small-Bias, the combined RL solver with a width of 3 was able to make a fair
improvement over the LP-greedy method but was limited in how far away from the
original solution it could explore. Because of this, it could not perform as well as the
solvers with larger state spaces. In this case, the problem Mine-1-Small-Bias, the
combined solver with a width of 6 and the traditional RL solver with the full state space
had similar performance. This shows that the diagonal width of 6 was large enough to
capture the variation made from the original problem. The fact that the solver with a
diagonal width of 6 slightly outperformed the traditional RL-solver can be understood by
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recognizing that the algorithm had not completely finished training, as evidenced in the
slight change still occurring in its training progress, shown in Figure 10.
With regard to question 4, whether the algorithm could overcome bad initial data, the
combined RL method is in fact able to overcome the bad data and learn a good solution
based on experience. And concerning question 5, regarding the effect of the diagonal
width in overcoming the bad data, having a larger diagonal width enables the solver to
handle more deviation from the original data.
This is observed even more clearly in examining the performance on Mine-1-LargeBias, in which the solver with diagonal width of 3 made a good amount of improvement
over LP-greedy, the one with width of 6 made more improvement, and the solver with the
full state space made the most improvement. This demonstrates that, for this problem in
which the actual data changed markedly from the original, it is beneficial to be able to
deviate farther from the diagonal to model the actual problem.
Figure 10 and Figure 11 show the progress made during the learning process. The
two figures contain the results of each episode of the Monte Carlo algorithm. These data
were averaged for three trials of each method, producing 5,000 data points per algorithm,
which was very difficult to view in a single graph. In order to reduce this number, each
point on the graph was reduced to the average of 20 episodes. It should also be noted that
each of these episodes was evaluated using the ε-greedy exploration policy. Even though
the LP solution does not learn and improve, its final value was added to the charts as a
straight line for comparison purposes. Figure 10 shows the learning process for the
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Figure 10. Mine-1-Small-Bias learning progress.

Figure 11. Mine-1-Large-Bias learning progress.
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Mine-1-Small-Bias problem, and Figure 11 shows the learning process for the Mine-1Large-Bias problem.
One of the interesting observations that can be made from this training data is the fact
that the solver with a diagonal width of 3 starts out very good and then does not improve
much after that point. The solver with a diagonal width of 6 does not begin quite as well,
but eventually learns a better solution. And the traditional solver with the whole state
space has very poor initial values, but in the end is able to learn as well, or better than the
other methods.
This can be understood by considering that the solver with diagonal width 3 is bound
to stay close to the path that leads to the computed optimal subgoals. Initially, this yields
a good solution, because moving toward those goals is better than a completely arbitrary
policy. But the stricter bound on the state space keeps the solver from being able to
deviate far enough from the diagonal to correctly model the problem as it really behaves.
In contrast, the solver with diagonal width 6 does not begin with quite as good of a
solution because it is not bound as tightly to the diagonal. But this freedom of variance is
what enables it to eventually create a better model of how the problem behaves.
In like manner, because the traditional solver with the whole state space has no initial
guidance, it begins with very poor solutions. However, because of its ability to utilize the
whole state space, it can correctly model the problems that are significantly different
from the original given values.
This directly addresses questions 6 and 7, regarding the effect of the diagonal width
in training as well as comparing it to the training of the traditional RL method, in that
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solvers with smaller diagonal widths tend to have better initial solutions, but in the end
have less freedom to learn variability. The traditional agent starts off without any model,
but if given enough time, it should be able to perform at least as well as any of the
diagonal solvers, if not better, because the diagonal state spaces are subsets of the full
space.
Study 3: Examining Larger Problems
While the Mine-1 problem and its variations were useful for illustrating the state
space and learning of the various algorithms, they did not demonstrate the ability of this
new method to scale up to larger problems in which the traditional RL approach was
infeasible. This is shown by considering some larger problems.
This study addresses question 1, concerning the performance of the new combined
RL method relative to the LP-greedy approach in the context of a larger problem. Also,
this study addresses question 6, concerning the effect of different diagonal widths on
learning, in the context of this larger problem.
The problem Mine-2 was created with five sources, five destinations, and five
material types. It was set up to have 20 trucks, each with a haul capacity of 100 units and
an average velocity of 10 meters per second. The loading/unloading, or wait time, in
seconds, associated with each source (s0-s4) and destination (d0-d4) is shown in Table 10.
The distance between each of these locations, in meters, is given in Table 11.
For the simulations, deviation was added to each of the times and distances in the
same manner as described earlier. Rather than add significant biases to every one of the
given values, which may have effectively balanced itself out by random increases in one
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Table 10. Mine-2 Processing Times.
Source
Location
s0
s1
s2
s3
s4

Wait Time
(seconds)
108
97
130
109
161

Destination
Location
d0
d1
d2
d3
d4

Wait Time
(seconds)
127
115
113
107
93

Table 11. Mine-2 Distances.
(all distances in
meters)
s0
s1
s2
s3
s4

d0
913
1058
811
1162
1127

d1
895
1141
857
864
1238

d2
665
1170
1063
1027
562

d3
900
639
931
1168
732

d4
1018
967
1014
1045
902

area matching up with decreases in another, two versions of the problem were created.
The first, referred to as the “small bias” version, had only one change, specifically the
distance between s0 and d0 was reduced by 120 to be effectively 793 meters. The second,
referred to as the “large bias” version, had the same change, but in this case the distance
between s0 and d0 was reduced by 360 to be 553 meters.
Using the same process described earlier, this problem was set up and solved with
linear programming. Because the edges of the graph were considered directed edges,
there were two quotas for each source and destination combination. These are listed in
Table 12 with the first value of the quota pair referring to the quota from the source to the
destination, and the second value referring to the reverse course.
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Table 12. Mine-2 Optimal Quotas.

s0
s1
s2
s3
s4

d0
28,28
0,0
0,0
0,0
0,0

d1
0,0
31,26
0,5
0,0
0,0

d2
0,0
0,0
27,0
0,5
0,22

d3
0,0
0,0
0,0
33,28
0,0

d4
0,0
0,0
0,22
0,0
22,0

As observed in Table 12, this put the optimal quotas in the range of about 30 per
source. This meant that the traditional reinforcement learner would have had a state
space of approximately 305 or about 24 million states. Thus, even in this seemingly
simple problem, because of the exponential growth of the state space, it had become too
large for the traditional RL approach to work well. For this reason, only the new
combined RL algorithm was used in evaluating this problem and compared against the
LP-greedy and random methods.
For comparison purposes, rather than using the whole five-dimensional hypercube as
the state space, the combined solver had an n-dimensional stripe running along the
diagonal with a width of 5 in each dimension. Thus, a rough prediction of the size of that
space was given by taking the width to the n-1 power and then multiplying that by the
length of one of the axes. This gave the combined solver with a diagonal width of 3 a
state space in the range of 34 x 30 or about 2,500 states. And a solver with a width of 6
was then in the range of 64 x 30 or about 40,000 states.
Because of the increase in state space size and the number of different actions to be
considered in each state, the number of episodes in the Monte Carlo algorithm was
increased from 5,000 to 25,000. The ε-greedy exploration rate of 0.05 was again used in
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the training in this evaluation. The results of the different algorithms are given, with the
total amount delivered shown in Table 13 and Figure 12 and the performance relative to
the results of the LP-greedy method shown in Table 14 and Figure 13. These results
show that the LP-greedy method was superior to the random method, which had natural
load balancing characteristics. In addition, the RL methods were much more effective
than the LP-greedy approach with the learner with a width of 3 giving around a 7 percent
gain in total delivered. The question of why the solver with the smaller diagonal
outperformed the other can be addressed by examining the training progress.
Table 13. Mine-2 Results.

Method
LP-greedy
Random
RL Diagonal 3
RL Diagonal 6

Small Bias
Total Delivered
Std. Dev.
11893.94
105.89
10275.76
622.01
12745.45
103.35
12528.57
70.83

Large Bias
Total Delivered Std. Dev.
11954.55
75.38
10539.39
612.85
12783.33
76.24
12551.67
94.76

Table 14. Mine-2 Relative Results.

Method
LP-greedy
Random
RL Diagonal 3
RL Diagonal 6

Small Bias
Percent Change
Std. Dev.
0.00
0.89
-13.61
5.23
7.16
0.87
5.34
0.60

Large Bias
Percent Change Std. Dev.
0.00 0.630537
-11.84 5.126516
6.93 0.637775
4.99 0.792703
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Figure 12. Mine-2 total delivered.

Figure 13. Mine-2 total delivered relative to LP-greedy
greedy.

40
The same unpaired 2-tailed t-tests were run between each set of values, with the
results of the t-test for the small bias problem given in Table 15, and the results of the
large bias problem given in Table 16. These results show that in all cases, the differences
among the performance of the various algorithms were statistically significant.
Running the learning algorithm 3 times and averaging the results yielded the learning
process of each of the RL algorithms. Because the number of episodes was increased to
25,000, in order to make the data more readable, each data point on the graph is actually
the average 100 episodes. The training of the small bias problem is given in Figure 14,
and the large bias version in Figure 15.
Table 15. Mine-2-Small-Bias Unpaired t-test Results.
LP-greedy
LP-greedy
Random
RL Diagonal 3
RL Diagonal 6

Random
2.75E-16

RL Diagonal 3
6.27E-42
6.63E-22

RL Diagonal 6
8.82E-35
2.41E-20
2.25E-14

Table 16. Mine-2-Large-Bias Unpaired t-test Results.
LP-greedy
LP-greedy
Random
RL Diagonal 3
RL Diagonal 6

Random
1.11E-14

RL Diagonal 3
2.85E-54
1.6E-20

RL Diagonal 6
2.31E-48
4.19E-19
2.14E-24
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Figure 14. Mine-2-Small-Bias learning progress.

Figure 15. Mine-2-Large-Bias learning progress.
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As seen in each of these figures, while the slope of the learning curve levels off
significantly by 25,000 episodes, it is still slightly increasing. That being considered,
even by the end of the training, the learner with a width of 6 was still not to the level at
which the other, with width of 3, started. As observed with the smaller problem, because
the state space is bound around the diagonal, the solver begins with an arbitrary policy
that leads in the general direction of the computed optimal subgoals. And again, because
the solver with a diagonal width of 3 is more constrained, it begins with a better arbitrary
policy, but it will in the end have less flexibility in modeling the problem. It is expected
that given enough time, the solver with the larger diagonal would be able to learn a policy
that is at least as good, because its state space is a superset of the smaller one.
However, as noted, even by 25,000 episodes, the solver with the larger diagonal was
still not even as good as the starting point for the other. Therefore, given these specific
conditions, the benefit of the flexibility of a larger state space was outweighed by the cost
of having to train that large space.
Study 4: Varied Learning Parameters
The previous three studies employed standard learning parameters in each of the
experiments. This study examines question 8, how sensitive the combined RL approach
is to varying parameters.
One of the parameters that can be varied in traditional RL methods is the learning
rate, which specifies the amount of importance to give each observation when averaging
it in with past learning. The RL solvers used here were implemented using an exact
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average by recording the number of occurrences of each state, rather than an
approximation, so this parameter was not something that could be varied.
As mentioned above, one of the parameters used in the learning process was the εgreedy exploration rate. To determine if varying this rate would have a significant
impact on the results, different values were used with the RL learner with a diagonal
width of 3 to solve the small bias version of the Mine-2 problem. The results are given in
Table 17. Figure 16 shows the total delivered in each case, and Figure 17 shows the total
delivered relative to how the LP-greedy method performed on the same problem.
As clearly demonstrated in the table and figures directly above, while learning was
slightly improved with a higher exploration rate, the overall quality of the solution was
very similar to that of previous experiments.
Another parameter that can be set in the Monte Carlo algorithm is the discounting
factor. As described earlier, this determines how much the reward is reduced due to the
reward being delayed. Up to this point, each of the simulations used a discounting factor
of 1.00, or in other words, did not discount the results at all. This was chosen because
this problem only gives a reward at the end of the episode and the simulation has a
termination point. Using the same Mine-2-Small-Bias problem and a solver with a
Table 17. Mine-2 Varied Exploration Rates.
Exploration Rate
0.01
0.05
0.10
0.20

Total Delivered
12760.00
12766.67
12783.33
12820.00

Std. Dev.
89.44
103.35
74.66
88.67

Percent Relative to LP-greedy
7.83
7.89
8.03
8.34

Std. Dev.
0.70
0.81
0.59
0.69
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Figure 16.. Mine-2 total delivered with varied exploration rates.

Figure 17.. Mine-2 varied exploration rates relative to LP-greedy
greedy.
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diagonal width of 3,, different discounting factors were evaluated. The results are given
in Table 18,, with the total delivered shown in Figure 18 and the percent change relative
to the LP-greedy method shown in Figure 19.
Table 18. Mine-2 Varied Discounting Rates.
Discounting Rate
1.000
0.995
0.994
0.993
0.992
0.991
0.990
0.980
0.970
0.950

Total Units Delivered
12693.33
12690.00
12683.33
12653.33
12476.67
11906.67
11826.67
11790.00
11890.00
11750.00

Percent Relative to LP-greedy
LP
7.27
7.24
7.18
6.93
5.44
0.62
-0.06
-0.37
0.48
-0.70

Figure 18.. Mine-2 total delivered with varied discounting rates.
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greedy.
Figure 19.. Mine-2 varied discounting rates relative to LP-greedy
As illustrated in Table 18 and Figures 18 and 19, discounting the results in the
learning process caused a significant decrease in the effectiveness of the learner. Because
the only reward given is the final return value of the simulator
simulator,, it is therefore the only
value that the learner has to work with
with. Thus, the learner is very sensitive to changes in
this parameter. Even a small amount of discounting effectively decreases the amount of
valuable information being propagated back to the initial states. Furthermore, because
there are no intermediate re
rewards, there is no need to try to weigh the value of short
versus long term rewardss;; the solver is already focused exclusively on the long term
value.
Uniform Problem Configuration
Study 5: Non-Uniform
The final question to be examined is question 9, what impact the setup or
configuration of the problem itself has on the success of the method.
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The problem Mine-2 had varied processing times and distances, with each of them
having relatively similar values. In this manner, the problem was fairly uniform, and the
number of dispatches to each of the five sources was similar. In order to evaluate the
different methods in a problem setup wherein the number of dispatches to each source is
not very similar a new problem was created. This problem, referred to as Mine-3, was
created with five sources, destinations, and types of minerals and 20 trucks just as in
Mine-2, but the loading times and distances were quite different. The loading times for
each of the sources and destinations are given in Table 19, and the distances between
these locations are given in Table 20.
Table 19. Mine-3 Processing Times.
Source
Location
s0
s1
s2
s3
s4

Wait Time
(seconds)

Destination
Location
d0
d1
d2
d3
d4

88
27
40
39
91

Wait Time
(seconds)
97
45
43
37
23

Table 20. Mine-3 Distances.
(all distances in
meters)
s0
s1
s2
s3
s4

d0
513
6058
811
662
2127

d1
495
6141
857
364
2238

d2
265
6170
1063
527
1562

d3
500
5639
931
668
1732

d4
618
5967
1014
545
1902
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Similar to Mine-2, two versions of Mine-3 were created with a small and large bias.
The small bias version had the distance between s0 and d0 reduced by 50 to be 463
meters, and the large bias version had that same distance reduced by 150 to be 363
meters.
As with those mentioned previously, this problem was set up and solved with linear
programming to produce an optimal schedule for each edge in the graph. The optimal
quotas are shown in Table 21. As before, the first value in the quota pair is the quota for
traveling from the source to the destination and the second value for the reverse course.
Table 21. Mine-3 Optimal Quotas.

s0
s1
s2
s3
s4

d0
37,0
0,0
0,37
0,0
0,0

d1
0,0
2,0
0,0
0,2
0,0

d2
0,37
0,2
83,0
0,5
0,39

d3
0,0
0,0
0,46
92,46
0,0

d4
0,0
0,0
0,0
0,39
39,0

This optimal schedule showed that this problem did indeed call for a non-uniform
amount of dispatching to the different sources. Also, there were many more total
dispatches called for than in the previous problems, making the state space even larger.
This problem was evaluated with the same parameters used for Mine-2, namely two
RL solvers with widths of 3 and 6, an exploring rate of 0.05 and a discounting factor of 1.
The results of the total amount delivered are given in Table 22 and shown visually in
Figure 20, with the relative performance to the LP-greedy method given in Table 23 and
shown Figure 21.
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Table 22. Mine-3 Results.

Method
LP-greedy
Random
RL Diagonal 3
RL Diagonal 6

Small Bias
Total Delivered
Std. Dev.
16813.33
86.04
12353.33
781.13
19506.67
94.44
17700.00
227.43

Large Bias
Total Delivered
Std. Dev.
16840.00
119.19
12496.67
707.34
19573.33
216.45
17496.67
333.72

Table 23. Mine-3 Relative Results.

Method
LP-greedy
Random
RL Diagonal 3
RL Diagonal 6

Small Bias
Percent Change
Std. Dev.
0.00
0.51
-26.53
4.65
16.02
0.56
5.27
1.35

Large Bias
Percent Change
Std. Dev.
0.00
0.707795
-25.79
5.660249
16.23
1.105841
3.90
1.907324

Figure 20. Mine-3 total delivered.
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Figure 21. Mine-3 total delivered relative to LP-greedy
greedy.
Unpaired 2-tailed t-tests
tests were again run to determine statistical significance, with the
results of the
he small bias problem given in Table 24,, and the results of the large
l
bias
problem given in Table 25
25. These results show that in all cases, the differences among
the four algorithms were statistically significant.
Table 24. Mine-3-Small-Bias Unpaired t-test
test Results.
LP-greedy
LP-greedy
Random
RL Diagonal 3
RL Diagonal 6

Random
3.25E-24

RL Diagonal 3
9.18E-70
2.75E-30

RL Diagonal 6
1.86E-21
1.38E-28
3.54E-33
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Table 25. Mine-3-Large-Bias Unpaired t-test Results.
LP-greedy
LP-greedy
Random
RL Diagonal 3
RL Diagonal 6

Random
1.42E-25

RL Diagonal 3
7.35E-45
2.17E-34

RL Diagonal 6
3.82E-12
2.47E-32
1.55E-32

The results of this study show that the RL method was much more effective than the
LP-greedy method, with the learner with a width of 3 giving a 16% increase in units
delivered. In this way, the new combined RL method was very successful in learning a
policy for a problem that was not very uniform. This demonstrates that a good model is
being constructed, because in a problem of this nature, a policy cannot simply balance the
load to different sources, but rather the nature of the problem must be taken into account.
As the training progress of the two algorithms demonstrates, the learner with a width
of 3 was again significantly better than the one with a diagonal of width 6.
Preparation for the learning progress for the two RL algorithms was identical to that
used in previous experiments, and is shown in Figure 22 for the small bias version and
Figure 23 for the large bias.
The learning progress diagrams showed that even though the curves had not
completely leveled out after 25,000 episodes, significant improvement was made over the
LP-greedy approach.
It can again be observed how well the learner with the diagonal width of 3 performed
even after a short amount of training, and how even after 25,000 iterations, the learner
with the larger diagonal is quite far behind. It is likewise anticipated that with enough
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Figure 22. Mine-3-Small-Bias learning progress.

Figure 23. Mine-3-Large-Bias learning progress.
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time, the learner with the larger state space would eventually perform at least as well as
the other.
However, as with Mine-2, the added flexibility of the larger diagonal was outweighed
by the cost of training the larger state space. Thus, under these conditions the smaller
diagonal size was much more effective.
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CHAPTER IV
CONCLUSION AND FUTURE WORK
The results presented in this empirical study show that this new combined method
was successfully applied to problems wherein a traditional reinforcement learning
approach was infeasible because of time and memory constraints. In addition, the quality
of the solution in these cases was significantly better than a traditional greedy approach
based on the optimal linear programming solution alone.
In this regard, this new approach opens up the possibility of using RL techniques as
the second stage in a multi-stage approach to vehicle dispatch and other similar problem
sets, wherein it previously may not have been possible.
One of the interesting facts this study uncovered was the lack of value in increasing
the diagonal width. Clearly, having a larger diagonal size gave the learner more
flexibility in deviating from the optimal projected solution. Yet, even in problems
wherein significant bias was introduced to make the problem deviate from what was
given, the benefits of this flexibility could not overcome the cost of training the larger
state space.
It was also informative to see how well the random dispatch agent could function
when given the same framework and abstractions as the other methods. However, when
the problem became less uniform, the natural load balancing characteristics of the
random dispatcher were proven ineffective.
As indicated, this new technique could be applied to other problems, providing RL as
the second stage of a multi-stage process wherein it is typically not used because of the
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large state space required. This could include other types of vehicle dispatch and routing
problems as well as other unrelated domains.
In order for this method to be successful in a certain domain, it would have to have
characteristics that lend to being initially solved with linear programming. From there,
the learning agent could help account for deviance from the originally specified problem
and provide flexibility in dynamic conditions.
Some examples might include problems such as the cell phone channel assignment
problem, where incoming and outgoing calls must be routed to different cells according
to availability and with anticipation of future needs. A similar case is the emergency
dispatch problem, where emergency response vehicles must be dispatched without
sacrificing potential future conditions. Problems like these could be solved using LP
based on average statistics, and then the RL approach could help make the optimal policy
operational in making the actual real-time assignments.
Another avenue that could be pursued is to create a function approximator built on the
deviation from the diagonal as opposed to actual coordinates in the n-dimensional space.
This would provide means for an algorithm to abstractly deal with the search space and
not have to account for every state within it. Along a similar line, a feature vector could
be constructed around the deviation from the diagonal which could be used in various
artificial intelligence methods outside of reinforcement learning. In a similar manner,
this provides the ability to other algorithms of dealing with a vast space in a more
manageable fashion.
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