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Abstract 
The term structure of interest rates in Australia, using data of different 
types as well as frequencies covering the period 1991 ( 11) to 2000(9), 
is investigated using a relatively new modelling strategy previously 
untested on Australian interest rate data. Developed by Pesaran & 
Shin ( 1997), this strategy incorporates long-run structural 
relationships in an otherwise unrestricted vector autoregression model 
(VAR). The long-run relationships included in the model are based on 
the Expectations Theory of the term structure. This model is then 
subjected to Granger-causality, generalised variance decompositions, 
generalised impulse response and persistence profile analysis, in the 
context of a vector error correction framework, in an attempt to gather 
knowledge regarding the nature and mechanism of the Term Structure 
in Australia. 
The econometric tests indicate that in Australia, contrary to popular 
belief, long-term interest rates more often than not lead shorter-term 
interest rates, at least for the interest rates and time period under 
investigation. While these findings are not conclusive, if they are an 
accurate representation of interest rate behaviour, this will pose a 
major challenge for the monetary policy in Australia. Australian 
monetary policy relies on the assertion that the shorter term rate leads 
the longer term rates, and that changes in the cash rate will reverberate 
through the yield curve to the longer term rates, which in tum affects 
aggregate demand and other economic indicators. The findings of this 
study, based on recent rigorous time-series techniques, tend to cast 
doubts on the efficiency and effectiveness of current policy in 
Australia. 
I certify that this thesis docs not, to the best of my knowledge and 
belief: 
(i) incorporate without acknowledgment any material 
previously submitted for a degree or diploma in any 
institution of higher education; 
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(ii) contain any material previously published or written by 
another person except where due reference is made in the 
text; or 
(iii) contain any defamatory material. 
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1.0 Introduction 
1.1 The Term Structure of Interest Rates 
The relationship between interest rates that differ only in their length 
to maturity is referred to as the term structure of interest rates and is 
shown pictorially in the yield curve. A number of theories have been 
suggested in an attempt to explain this relationship. These theories 
include the Expectations Theory, which suggests that longer-term rates 
of interest are a function of the current, short-term, one period rate and 
investor expectations regarding future short-term rates. At the other 
end of the spectrum, the Segmented Markets Theory suggests that the 
rate of interest on differing term-to-maturity bonds is determined, not 
by expectations, but in the market place via the forces of supply and 
demand for the different bonds. Under this theory the yield curve is 
unable to forecast the direction of future interest rates. The Liquidity 
Premium Theory is an extension of the Expectations Theory. It 
suggests that the longer-term rate of interest is a function of current 
and expected future short-term rates of interest plus a term premium. 
The term or liquidity premium is required by investors to induce them 
to commit their resources to greater risk by investing for a longer time 
period. The fourth, and final theory commonly suggested to explain 
the Term Structure is the Preferred Habitat Theory. This theory is an 
amalgamation of the previous three as it suggests that the long rate of 
interest is dependent upon investor expectation regarding future short-
term interest rates, a term premium, plus the supply and demand of 
bonds of differing maturity in the market place. 
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1.2 The Purpose uf this Study 
A plethora of empirical testing has been conducted regarding the Term 
Structure, and particularly the expectation based theories, with the aim 
of proving that one theory is better able to explain the behaviour of the 
Term Structure. Unfortunately, empirical analysis has been unable to 
recommend one theory above all others. Most studies have reached 
the consensus that the Pure Expectations Theory, which suggests that 
interest rates contain no premium for term, should be rejected. Most 
also agree that interest rates do contain a premium, but they are unable 
to agree on the nature of this premium, whether it is constant, term 
variant or time-varying. This is one reason, perhaps, why the theory 
continues to be tested quite extensively. 
The term structure is important to and used extensively by a number 
of financial market participants. For example, policy makers, 
economists and investors have long been interested in the mechanism 
of the term structure of interest rates, as it is central to understanding 
monetary policy and its transmission. Yield spreads based on maturity 
are often exploited for the purpose of forecasting interest rates and 
Financial Intermediaries, such as banks who tend to borrow for short 
periods but lend for longer terms, are directly affected by the 
relationship between short- and long-term interest rates. Considering 
the importance of the Term Structure, it is easy to see the importance 
of, and interest in, determining empirical evidence regarding the 
mechanism that drives it. This paper aims to add to the knowledge 
base on the behaviour of the Term Structure in Australia. 
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1.3 Methodology 
The Term Structure is an economic model and as such intended to 
describe a long-run equilibrium relationship. There has, in recent 
years been some controversy regarding the best methods to employ 
when modelling the long run.•'esaran and Shin (1997) have recently 
developed a technique that allows both theoretical and statistical 
techniques to be applied to model a data time-series. This paper 
reports the results of applying this methodology to Australian interest 
rate data over the period 1991 (II) to 2000(9 ). 
This paper initially conducts a test of the Expectations Theory by 
testing the stationarity of the spreads between different term interest 
rates. The Pesaran and Shin (1997) methodology then allows, firstly, 
an investigation into the validity of the Expectations Hypothesis, and 
some insight into the nature, if it exists, of the term premium in the 
Australian data using a structural cointegrating vector autoregression 
analysis. Long-Run Structural Modelling techniques are used to apply 
the long-run restrictions implied by the Expectations Hypothesis to the 
statistical model, in an effort to detenmine if they hold under real 
world conditions. The long-run model is then used in a vector error 
correction framework, to model the short-run dynamics of the data 
series. Error Correction Models and Generalised Variance 
Decomposition tests are used to analyse the causal nature and 
exogeneity of these interest rates. Finally, Generalised Impulse 
Response and Persistence Profiles are used to examine the time profile 
of the effect of shocks on the long-run relations. 
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1.4 Importance and Innovations of this Paper 
This study uses monthly, weekly and daily data over the period 
November 1991to September 2000.1t investigates Australian 5, 13 
and 26 week Treasury Notes, I, 3 and 6 month Bank Accepted Bills 
and I. 3, 6 and 12 month Deposit mid-rates and Interbank offer rates. 
The three different frequencies of data were investigated in an attempt 
to improve the quality of the final results. The four different types of 
debt securities were included to ascertain if differing term structure 
mechanisms apply to different risk class bonds. The time period was 
chosen, firstly to allow inclusion of the 5-week Treasury Note, which 
was first traded on the 13'h November 1991. Secondly, this time period 
allows a preliminary investigation into the effect on the Term 
Structure of the Reserve Bank of Australia's practice of transparent 
monetary policy, which was in place throughout much of the 1990's 
and continues today. 
During the 1990's, the RBA publicly announced changes in the target 
cash rate and specifically targeted the maintenance of low levels of 
inflation. It was generally thought that this policy would tend to make 
short-term interest rates less volatile to new information in the market. 
Bond rates, which according to the Fisher Equation compensate 
investors for expectr!d levels of inflation, tend to be indi!Terent to 
incoming data during low-inflation periods, such as in the US in the 
1950's and 1960's. In contrast interest rates tend to become quite 
variable in periods of high and fluctuating levels and expectations of 
inflation. The Reserve Bank's practice of stating the cash rate and 
inflation rate is intended to minimise uncertainty in the economy and 
smooth expectations. lienee, this policy should have some cll"ect on 
the behaviour or the yield cur"''· 
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This paper differs from the multitude or other studies done on the term 
structure or interest rates in a number or ways. Firstly, this analysis 
incorporates a difl"erent period and diflerent risk classes of bonds. To 
my knowledge, research papers regarding the term structure in 
Australia have, till now, ignored data from the 1990's, nor has any 
paper included the 5-week Treasury note, or any of the interest rates in 
the Deposit or Interbank rate series. Secondly, only two published 
papers regarding Australian term structure data have utilised 
cointegration techniques, which are now standard methodology when 
investigating time-series data. Additionally, none of these have 
incorporated the use ofPesaran and Shin's (1997) Long-Run 
Structural Modelling technique, when determining the long-run nature 
of the data. Finally, no previous papers have employed Generalised 
Impulse Response Functions, Generalised Vector Decomposition and 
Persistence Profile analyses to investigate the relationship between the 
term to maturity and the interest rate on Australian debt instruments. 
The remainder of this paper is arranged as follows. Section two looks 
at some of the previous investigations into this subject. Section three 
outlines the theory behind the term structure, its importance and the 
model implied by it and studied in this paper. Section four describes 
the econometric methodology followed in this paper. Section five 
looks at the data utilised while section six presents the empirical 
results of this study. Section seven outlines the limitations of this 
study. Conclusions and a discussion of the policy implications of the 
results arc presented in section eight. Finally, section nine suggests 
some areas li>r possible continued research into this topic. The 
appendices contain the results of the econometric tests perti>rmcd on 
the interest rate data. 
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:Z. (J Literature Re1•iew 
The empirical evidence regarding the term structure of interest is 
prolific, but is unable to paint a clear picture as to the true nature of 
the mechanism behind the term structure. The Expectations 
Hypothesis remains the best known and most intuitive theory of the 
term structure. Perhaps due to its central role in term structure theory 
it is also the most intensively studied. 
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A large number of these studies, such as Campbell ( 1986) reject the 
Expectations Hypothesis and find that the yield curve does not have 
predictive power to forecast interest rates. Another highly critical, and 
much referenced, study conducted by Shiller, Campbell and 
Schoenholtz (1983), (Felmingham, 1995, p231) demonstrated that the 
correlation between the actual change in the short-term rate and the 
change predicted using the yield curve theory was actually negative in 
the United States between 1959 and 1982. These authors commented 
that: 
The simple expectations theory ... has been rejected many times 
in careful econometric studies. But the theory seems to reappear 
perennially in policy discussions as if nothing had happened 
We are reminded of the Tom and Jerry cartoons ... The villain, 
Tom the cat, may be buried under a tonne of boulders, blasted 
through a brick wall (leaving a cat shaped hole) or flattened by 
a steam roller. Yet a second latter he is back plotting his evil 
deeds. 
In contrast, a number of other studies, such as Longstaff( 1990) find 
evidence consistent with the Expectations llypothesis and the 
predictive power of the Term Structure. This is probably a large 
contributor to why, like Tom, the Expectations Theory and the Term 
Structure refuses to die. 
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Shiller ( 1990) and Cox, Ingersoll and Ross (1985) are two papers that 
provide extensive reviews of the term structure literature. The 
following serves as a summary of some of the previous work 
conducted into this area. 
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2.1 International Evidence 
Elliot and Echols ( 1976) is one or many studies that have provided 
evidence that changes in the supply of securities or a given maturity 
range can alter the shape or the yield curve, at least temporarily, which 
lends support to the Markel Segmentation Theory. 
Despite this, the majority of the international literature has focused on 
using US data tv specifically test the Expectations Theory of the Tenn 
Structure. It is interesting to note that much of the US data has 
rejected this hypothesis. However in tests of the Tenn Structure 
incorporating international data, particularly data from Euorpe, the 
Expectations Hypothesis tends to do a better job of explaining the 
behaviour of the yield curve. 
Macaulay ( 1938) was one of the first researchers to test the 
Expectations Theory empirically. He found no evidence to support this 
hypothesis. (Mandeno & Giles, 1995, p274) Meisel man ( 1962) 
proposed an "error learning hypothesis", to test the validity of the 
expectations hypothesis. This hypothesis argues that economic agents 
revise their expectations in proportion to the error discovered in the 
last period expectation for the current one-period rate. This theory has 
been shown to be very restrictive. 
Fama and Bliss (1987) found that one-year forward US interest rates 
could forecast changes in the one-year interest rate two to four years 
ahead. Froot ( 1989) found that the expectations theory does not hold 
for short-tenn securities, but for longer maturity bonds the yield curve 
moves with changes in expected future rates, which is in agreement 
with the Expectations Hypothesis. (Rose, 1997, 258) 
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There is signiticant evidence regarding the presence of a liquidity 
premium in the data. Van Home ( 1965) among others point to the 
existence of a liquidity premium in longer-term securities. The nature 
of this premium, however, is still under question. Fama & Bliss (1987) 
found that term premiums are not constant. Fama & French found that 
term premiums tend to rise in recessions and fall during expansions, 
and as such are connected to the business cycle. This theory was 
confirmed by Kiely, Kolari and Rose in their 1994 publication. 
Many papers have used the predictive power of the spread between 
long and short-term interest rates in forecasting future short-term 
interest rate changes as the basis for testing the expectaiions theory of 
the term structure. Campbell and Shiller ( 1987) found the spread to 
have had some positive predictive power. The focal point of such 
studies involves testing whether the spread "Granger causes" changes 
in the short rate. That is, if y causes x, we are better able to predict y 
by using past information about x as well as y, than if we just used 
information about y. (Granger, 1969) This is the focus of the 
cointegrating vector autoregressive methodology employed in this 
paper. 
The first paper to employ a cointegration and error correction 
methodology, similar to that on offer here, was Hall et a! ( 1992). Their 
paper concludes that the yield to maturity of US Treasury bills are 
co integrated, which is a weak test in support of the Expectations 
Hypothesis. They also used an error correction model, and showed 
that it was useful in li>recasting changes in yield to maturity. 
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Since Hall's (I 992) paper was published, many researches have 
applied his methodology to interest rates in other countries, over 
differing time periods. For example, Cuthbertson, Hayes & Nitzsche 
(I 998) replicated aspects or Hall's study to look at UK and German 
data. This study showed that for data sets comprising k interest rates, 
the cointegrating rank is k-1. They also showed that the parameter 
estimates are only of the vector fonm (I, -1, 0,0 ... ) when considering 
bilateral combinations of interest rates. They concluded that the 
Expectations hypothesis is not grossly at variance with the data. 
Many recent papers have focused on Eurobond rates, using 
cointegration techniques to investigate the short-term/long-term 
spread. Much of this research has produced favourable evidence for 
the Expectations Hypothesis. Dominguez & Novales (2000) is one 
such paper. 
There is no literature ccmsidering the use of Long-run Structural 
Modelling, Generalised Variance Decomposition, Generalised Impulse 
Response or Persistence Profile techniques in the analysis of the tenm 
structure. 
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2.2 Australian Evidence 
While the term structure of interest rates has been tested empirically 
quite extensively on international data, relativdy few examinations 
have been conducted on Australian data. This is especially so 
concerning data post-deregulation of the financial market, in 1983, or 
utilising modern cointegration techniques. The studies that have been 
performed offer varied results. 
Most empirical tests in Australia have centered on the variations of the 
Expectations Theory and have focused on short-term securities, such 
as bank bills or treasury notes. Bloch (1974) repeated Meiselman's 
error-learning hypothesis using Australian bond rates and found no 
evidence in favour of the expectations theory, and suggested that his 
results indicated the presence of a liquidity premium. His results and 
conclusions have, however, been criticised statistically. Tease (I 988) 
found that the less restrictive Expectations Theory, containing a term 
premia, cannot be rejected for yields on 13 and 26 week bank accepted 
bills, from 1980-86, using weekly data for both pre- end post-float 
samples. Conversely MacFarlane (I 988) found that the joint 
hypothesis of the expectations hypothesis and the efficient market 
hypothesis, in the long-term bond market is rejected over the period 
1980-1988. Young ( 1990) suggested that, although this result is 
consistent with much of the US test results, it is not consistent with 
much of the Australian evidence from short-term data. He further 
suggested that MacFarlane's test was biased towards rejection, and 
that care should be undertaken when formulating tests of these 
hypotheses. 
Heaney ( I 994) tested the Expectations Theory !rom 1986 to I 991, 
using weekly data. lie found that the theory held li>r bank-accepted 
bills, but not for Treasury notes, which contrasts with MacFarlane's 
results. 
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Karfakis & Costas ( 1995) were the first to use a eointegration 
methodology on Australian data, which supports a weak version of the 
Expectations Hypothesis. They investigated a similar time frame as 
Heaney, but looked at the cash rate, two-, five- and ten-year bond 
rates. They found that the spreads between the long-term and short-
term rates are informative about the changes in short rates, and that 
the spread between the short rate and the cash rate Granger causes 
changes in the cash rate. This paper provided some support for the 
Expectations Hypothesis and implies that policy makers should 
influence long-term rates by intervening on the cash-rate. 
Alles (1995) used weekly data on bank accepted bills, from 1976 to 
1993, to show evidence that a term premium exists in the Australian 
term structure. However, he further showed that the premium varies 
over different sub-periods, which impairs the predictive power of the 
yield curve. 
Guest & McLean (1998) tested for cointegration in short- and long-
term rates, and found conflicting evidence from these tests. As such, 
they could not fully support the Expectations Hypothesis as a long run 
relation. 
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Most of these studies commented that the results arc sensitive to the 
int(Jrmation set and the frequency of data used for the analysis. It also 
seemed evident that some evidence is supportive of the predictive 
nature of the hypothesis and the term structure in general. There is 
also evidence of a time changing premium that could support the 
liquidity premium theory. 
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3.0 The Term Structure of Interest Rate.~ 
3.1 The Term Structure and the Yield Curve 
The term structure of interest rates isolates the relationship between 
yield to maturity and term to maturity of a zero coupon bond. A zero 
coupon bond can be defined as a debt security that is sold at a discount 
to its face, or redemption, value, on which no periodic interest 
payments are made. The term structure assumes that the bonds are of a 
similar risk class, in terms of, for example, default, credit and liquidity 
risk and differ only in regards to the time remaining until the bond 
matures. That is, the term structure looks at interest rates of financial 
securities that have similar characteristics, but which differ in their 
term to maturity. It seeks to identify solely the influence of term to 
maturity on yields, where the yield is the rate of return that discounts 
the cash flows of the bond to its current trading price. The yield to 
maturity is also known as the spot rate of interest. 
The term structure can be illustrated in the yield curve. The yield 
curve is a plot ufthe relationship defined above, where the term to 
maturity is shown on the horizontal axis, and the yield to maturity on 
the vertical axis. There are a number of basic types of yield curve. 
Many market participants believe that the shape of the yield curve is a 
reliable reflection of the prevailing economic conditions, such as the 
stance of monetary policy, confidence, economic activity and 
expectations about inflation. A typical or "normal" yield curve is 
upward sloping, and indicates higher interest rates for longer-tenn 
investments. However, the curve may also be flat, have a downward or 
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"inverse" nature, or even have a "humped" shape. The inverse curve 
indicates that shorter-term inwstments arc collecting higher rates of 
interest at that point in time. lntcl'cst rates in Australia tend generally 
to be mean reverting. This means that over longer periods oi time, 
interest rates tend to return to some long-run average rate. This fact 
tends to be reflected in the yield curve. Historically, an inverse yield 
curve is more likely to occur when interest rates arc unusually high. In 
contrast a nonnal yield curve is more frequently associated with low 
interest rate levels. (Carew, 1998, p 185) 
While the yield curve is ideally constructed using zero-coupon bonds, 
in reality this approach is not always possible. A relatively low 
number of zero-coupon bonds tend to be traded in the market at any 
one time. Additionally, the liquidity on zero-coupon bonds tends not 
to be as great as that for coupon paying bonds. For these reasons, the 
yield curve may be constructed using the yield to maturity on coupon 
paying bonds. This approach, however, is flawed in that it assumes all 
cash flow resulting from the bond are reinvested at the same rate, 
throughout the life of the security, and that capital and interest are 
subject to the same taxation rates. It could also be noted that deriving 
spot rates from the price and coupons of coupon paying bonds tends to 
be quite labour intensive. 
The tenn structure can also be described by measuring the relationship 
between the forward rate of interest, and their term to maturity. The 
forward rate can be defined as the price of a secr,rity that is agreed 
upon today but commences some time in the future. Forward rates of 
interest are governed by the Law of One Price, which states that any 
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one commodity will be available at one price and suggests that 
equivalent cash flows must sell for the same price. It is an equilibrium 
relationship and is maintained by arbitrage. It is illustrated by the 
tollowing equation: 
(I+ R,)' =(I+ R1) x (I+ F,_,) (I) 
Where: 
R2 = spot rate for a two year bond; 
R1 =spot rate for a one year bond; 
F1,1 =one year forward rate for a one year bond. 
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3.2 Theories of the Term Structure 
A number of theories have been suggested to help explain the shape 
and predictive power of the relationship he tween yields of' securities 
that are homogenous in all respects, except their term to maturity. The 
four basic theories are the: 
I. Expectations Theory; 
2. Liquidity Premium Theory; 
3. Preferred Habitat Theory; and the 
4. Market Segmentation Theory. 
These theories are based on different assumptions made about the 
required rate of return on a debt instrument, and whether investors 
require a premium to invest for one term instead of another. 
The Expectations Hypothesis was suggested by Fisher ( 1896, 1930) 
and was further developed by a number of authors, including Williams 
(1938), Keynes (1946), Hicks (1946), Lutz ( 1940) and Conrad ( 1959). 
(Shiller, 1990, p644) This theory states that the expected one period 
· E H'"> return of an mvestment on any bond, 1 t+l , regardless of the term to 
maturity, would be equal to the known return on a one period 
investment, r,. This idea can be expressed algebraically as: 
E,H,~! = r, (for all term periods, n) (2) 
This is an equilibrium condition and arbitragers will exploit 
differences in the cwo rates, forcing long-term stability. The theory 
asserts that the shape of the yield curve is determined solely by the 
markets expectations of future interest rates. It further suggests that 
longer maturity yields are a geometric average of the current short-
term, one period, interest rate and expected future rates on short-term 
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securities. As a result, multi-period rates can be written as a series of 
one period rates. For example, lor a three year bond: 
(I +,RJ)=[(I +,R,)(I + 1t 1RJ)(l +t+zR,)] 113 -I (3) 
Where: 
(I + 1R3) =the rate on a three year bond. 
(I + 1R1) =the current known rate on a one-year bond 
(I + t+1RJ) =the expected rate on a bond with one year to 
maturity beginning one year from now. 
(I + 1t 2R3) =the expected rate on a bond with one year to 
maturity beginning two years from now. 
Under the Pure Expectations Theory, investors expect an excess return 
equal to zero, regardless of the term of investment. That is, investors 
do not require a premium to invest for one term rather in preference to 
another. Any combination of securities over a given period will 
generate the same return. This theory was developed under the 
assumption that all investors are risk neutral and are concerned only 
with maximising the value oftheir investment. If the additional 
assumption of Rational Expectations is added to this theory, a term 
premium is possible, but it would have an average value of zero. 
(Cuthbertson, 1997, p220) 
Unfortunately, the assumption that investors are indifferent to risk, and 
that all bonds will generate the same risk-free rate of return, implying 
that the yield curve is flat, defies logic, and makes this theory 
unrealistic. 
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The Liquidity Premium Theory, introduced by J R Hicks in 1946 
(Fabozzi & Modigliani, 1988, pp386) suggests that the interest rate 
retlects the current and expected short-term interest rates, as per the 
expectations theory, but also allows for a liquidity or risk premium. 
Under this theory, it is thought that investors require a premium to 
invest for longer periods, because uncertainty rises with investments 
of longer terms. This implies that investors are not indifferent to risk, 
and that risk averse investors want to be compensated for taking on 
extra risk. 
The Liquidity Premium Theory acknowledges that interest rate 
expectations are uncertain, and forward rates are not equal to 
estimated future rates. The expected future rate is equal to the forward 
rate plus the risk premium: 
E H'"> = r + T'"> where T1"> > T'"·1J etc I 1+1 I ' (4) 
This theory assumes that the term premium does not vary over time, 
but does depend on the term to maturity, such that bonds with a longer 
term to maturity will command a greater term premium. The Liquidity 
Premium Theory is consistent with the predominantly upward slope of 
the yield curve. 
An extended version of the Liquidity Premium Theory suggests that 
the term premium depends on the term to maturity but is not constant 
over time. That is the premium is time variant. 
In 1966, Modigliani and Sutch published a paper that contained the 
view that the term structure reflects the expectation of the future path 
of interest rates, as well as a term premium, as per the liquidity 
premium theory, but that the term premium need not rise with 
maturity. This is now known as the Preferred Habitat Theory. 
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This theory, in simple terms, states that each investor has a preferred 
maturity at which she would like to invest which is usually for a term 
that will minimise their risk exposure. However, the supply of a 
particular term of investment may not match the demand at a given 
point in time. If the supply does not match the demand, investors may 
be induced to invest for a different time period, but they will need to 
be compensated by a premium that reflects the extra risk that is taken 
on by investing for a different term. Hence the shape of the yield 
curve is determined by investor expectations of future interest rates 
and the risk premium that they require to induce them to invest for a 
non-preferred length of time. 
The Market Segmentation Theory (Culbertson, 1957) suggests that 
investors tend to have a defined preference for a particular term 
security. Accordingly, there are few investors in the marketplace who 
are willing to substitute between bonds having differing terms to 
maturity. As a result, the price of a bond, and hence the term structure, 
is determined by the supply and demand for bonds at each maturity. 
Under this hypothesis, the markets future expectation of interest rate 
movement is irrelevant. 
In recent years a number of other theories or models have been 
introduced in an effort to describe the time series nature of interest 
rates for use with interest rate derivatives. The traditional interest rate 
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theories do not easily explain the volatility in bond prices and are 
unrealistic f(Jr use when valuing some of the newer financial 
innovations. These models incorporate the uncertainty of financial 
markets regarding the future path of interest rates. For example, Cox, 
Ingersoll and Ross ( 1985) developed a model that describes the 
probabilistic behaviour of all interest rates. This model allows the 
volatility of the interest rates to change, and hence can model the 
mean reverting nature of interest rates. Some of these models assume 
that interest rates move randomly. Others apply measures of economic 
activity to try and determine the yield curve. These models are, 
however beyond the scope of this paper. Hull ( 1997) provides a 
summary of some of these models. 
Which of these theories is correct? While there has been a significant 
amount of progress in our understanding of the term structure in the 
last few decades, empirical work, as shown in section two of this 
report, has only produced enough evidence to provide a general 
agreement that the Pure Expectations Model should be rejected. 
However, even that has been shown to contain an element of truth. 
Much more research is required to lind out more about the general 
nature of the term structure. 
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3.3 The Importance of the Term Structure 
Of what usc is the theory of the Term Structure, and why have so 
many studies been published to try and explain its mechanism? Unless 
the Term Structure of Interest Rates b completely explained by the 
Market Segmentation Theory, the yield curve incorporates, and may 
optimally forecast, the markets expectations of future short-term 
interest rates. Hence it can be of great benefit to hedgers and 
speculators when planning their investment strategies. The term 
structure may also be used by businesses wishing to raise funds 
through debt instruments and wish to maximise profit but minimise 
interest payments. If the yield curve indicates that interest rates are 
likely to fall, it would be unwise to engage in fixed long-term debt at 
the current rates. 
Deposit taking institutions, who borrow short and lend long, such as 
banks and credit unions, are also effected by changes in the yield 
curve. An inverse yield curve may threaten the well being of such 
institutions. Under such conditions they are required to pay more on 
their funds than they receive from their lending. A better 
understanding of the yield curve may indicate the best times to initiate 
protection methods through such instruments as forward contracts and 
other derivative products. 
The nature of the term structure of interest rates is of significant 
interest to monetary policy makers. To understand why, it is necessary 
to have an understanding of monetary policy and it's transmission 
mechanism. The transmission of monetary policy is conventionally 
viewed as running form short-term interest rates, managed by the 
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central bank, to longer-term rates. This then influences aggregate 
demand, which is sensitive to changes in interest rates and thus output, 
employment and prices. Higher interest rates deflate aggregate 
demand, which in turn reduces output and the demand for labour. This 
is then expected to stall price increases, and hence slow the rate of 
inflation. Higher interest rates tend also to bring an inflow of capital 
from countries with lower rates resulting in an increased demand for 
the domestic currency and an appreciation of the currency. Imports 
become less expensive, but domestic exports are more expensive on 
the world markets. Hence imports will increase and exports decrease. 
These factors also lead to a decline in domestic spending and 
production, and a decline in the price level. (Kriesler, 1999, p119) 
Hence, the central banks leverage over longer-term rates comes from 
the market determining them as the average expected level of short 
rates over the relevant horizon, plus, possibly a premium for liquidity 
or default risk. (Goodfriend, 1998) 
The term structure is also thought to contain useful information 
regarding forecasts of the inflation rate. The Fisher equation states that 
nominal interest rates are a reflection of inflation rates over the term 
of a loan. That is, the long rate should reflect the average inflation rate 
that will be experienced over the life of a debt security, and hence the 
yield gap can be used as a predictor of inflation. The long bond rate is 
seen to contain a premium for expected inflation and can serve as an 
indication of a central banks commitment to low levels of inflation, 
such as is currently the case with Australia's central bank, the Reserve 
Bank of Australia. Abken (1993) found some evidence indicating that 
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yield curves can provide forecasts of inflation for periods of one year 
or more 
Like with business, the term structure may also aid governments in 
deciding the mix of long- and short-term debt securities to issue. 
Governments also wish to minimise interest repayments to taxpayers, 
and may take advantage of temporarily low interest rates to issue more 
debt than they may have otherwise. 
Recently, an empirical study by Extrel and Hardouvlis (1991) showed 
that the gap between yields on long- and short-term securities is a 
useful predictor of changes in real GOP. A test of US data between 
1955 and 1988 successfully predicted the change in GOP up to seven 
quarters ahead. Lowe (1992) replicated these tests using Australian 
data for the period 1982 to 1991 and found that the gap between the 
yield on ten-year bonds and 180-day bank bills was helpful in 
predicting real GOP growth over the following 18 months. 
It is obvious from the above discussion that the yield curve is an 
important tool used by many policy makers, investors and businesses 
to plan future strategies. However, the yield curve should be used with 
care. For example, it is thought by many in the financial community 
that the yield curve implies forward rates that represent the markets 
forecast of future short-term interest rates. This is only the case if the 
yield curve is completely explained by the Pure Expectations Theory. 
Most of the prior research has shown that this is not the case, and that 
the term structure also contains premiums as reward for investing for 
different terms. It is necessary for policy makers, investors and 
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businesses to understand the nature of the yield curve, so that it can be 
an etfec;tive tool in planning strategy. This paper hopes to add to that 
understanding. 
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3.4 Function Specification 
As outlined earlier, many of the traditional theories of the term 
structure focus on the properties of the term premium L(k,t). The pure 
expectations hypothesis asserts that the term premium is zero. 
Extended versions of this hypothesis suggest that L(k,t) is constant 
over all terms, term variant, increasing with increasing term-to-
maturity, or time variant. 
The implication of the Expectations Hypothesis and it's derivative 
models, the Liquidity Premium Theory and the Preferred Habitat 
Theory, for a cointegration analysis and Error Correction Model 
approach are well documented in Hallet al (1992). In this paper, the 
authors applied the model given below to the analysis of the US term 
structure and found strong support for the existence of (n-1) 
cointegrating vectors of the form: 
R(k,t) = R(l ,t) + ak; k=2 n 
' 
(5) 
where it is expected that k, a constant term, will be positive and rise 
with maturity, as per the Liquidity Premium Theory. 
This relationship is derived from the following expression. IfR(k, t) is 
the rate of interest with a maturity of k periods, observed at time t, the 
expectations theory states that: 
R(k, t) = [R(l, t) + E(l, t+l) + ... + E(l, t+k-1)]/k 
+ L(k, t) (6) 
where L{k, t) is a risk premium. This equation states that the average 
expected return from an investment over k successive time periods 
should render the same result as investing the same amount for k 
periods at a fixed average rate R(k, t), plus some premium. 
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This equation can be rearranged to show that the yields of bonds with 
similar term to maturity will move together. That is, the spread of the 
interest rates between R(k, t) and R( I, t) is stationary and for any two 
yields Rk and R" k> I, the spread between the two rates is the optimal 
predictor of future changes in the yields. 
R(k,t)- R(l,l) = ~ [ ~~£, {Ml(l,t + j)}] + L(k,t) (7) 
If it can be assumed that R(k, t) is integrated of order I, I (I), e.nd 
L(k,t) is stationary, which is shown via unit root tests, it can be shown 
that the right hand side of equation (7) is stationary, hence the left 
hand side must also be stationary. This implies that each yield R(k,t) 
is co integrated with R(1, t), or that any yield series is co integrated 
with the one-period yield. 
Two or more variables are cointegrated, or exhibit long-run 
equilibrium relationships, if they share common trends. The 
Expectations model indioates that if interest rates are integrated of 
order one a set of k-1 yield spreads should span the cointegrating 
space. This also indicates that if the expectations hypothesis stands, 
the co integrating vectors should be of the form (1, -1, 0, 0 ... ), 
(1, 0, -1, 0 ... ), (1, 0, 0, -1, ... ) and so on. 
Section four expands on many of the terms and concepts introduced in 
this section, and outlines the theory behind the tests used to investigate 
the nature of the Term Series. 
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4.0 Econometric Methodology 
An economic model must have some basis in economic theory and 
usually describes long-run or equilibrium relationships. The 
Expectations Theory of the Term Structure is one such model. In 
contrast a statistical model has no basis in economic theory and looks 
solely for an explanatory relationship between a variable, its past 
history and other variables. For example, an autoregressive model of 
order I, AR( I) is shown below: 
(8) 
where Y is defined as a function of its lagged values, a constant and a 
random error. An econometric model should seek to combine both 
economics and statistics so to best forecast and identifY relationships 
between a group of variables. 
Time series data is data, such as Y in equation 8, where the current 
value of a variable is correlated with its previous values. That is, the 
series is auto-correlated. Multicollinearity is a term used to denote the 
presence of linear relationships between explanatory variables, and is 
another characteristic usually apparent in time series data. 
Traditionally ordinary least-squares (OLS) regression techniques have 
been used to determine econometric models. However, popularity of 
this technique has waned over the past two decades, due to the 
restrictive nature of OLS assumptions. Ordinary least squares 
regression assumes that the data under investigation is neither auto-
correlated nor multicollinear. As time series data tend to exhibit both 
of these characteristics, OLS is unsuitable. In the past, this problem 
39 
was avoided in research by using the first difference of the data under 
inves'1.igation, instead of the level form. The problem with this method 
is that tirst ditlerencing removes the long-run information from the 
data series. As economic models tend to describe long-run 
relationships, testing theories with data that has had the long-run 
information removed is pointless. New cointegration techniques have 
been developed that are better able to describe time series data. 
The first step in using cointegration methods is to determine if the data 
under investigation is stationary. A stationary variable is one that 
demonstrates a constant mean, constant variance and constant 
covariance over time. Time series data tends to be non-stationary. A 
non-stationary time series may display a deterministic or stochastic 
trend. A deterministic trend tends to move persistently in a particular 
direction. A stochastic trend is any that is not deterministic. If a 
variable displays a stochastic trend, shocks to that variable tend to 
have a permanent effect on the future values of that variable. Hence 
forecasting of that variable will prove more difficult. A non-stationary 
or integrated process has an infinite variance, that is, it grows over 
time, shocks to the series are permanent and it tends towards a random 
walk. The best prediction of a random walk variable is its value in the 
previous time period, plus or minus a random error valve. 
If a series is deemed to be non-stationary, differencing that series a 
number of times, usually once, will yield a stationary series. For 
example, if a non-stationary series yields a stationary series after 
being differenced once, that series is said to be integrated of order one, 
or I( I). (Engle & Granger, 1987, p252) A series that is I( I) is said to 
contain a unit root in the level form of the series. It has been shown 
that OLS regression of non-stationary time series generally leads to 
spurious regressions, characterised by low Durbin-Watson statistics 
and a high R'. 
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Unit root tests can be utilised to determine the stationary nature of a 
series. Many unit root tests have been published in the literature over 
recent years. Two different unit root tests have been utilised by this 
study, the Augmented Dickey Fuller test and the Phillips Perron 
(1988) test. Both of these tests consider the null hypothesis of a unit 
root, or non-stationary series, versus the null of no unit root. 
The Phillips-Perron (1988) test is a test of the hypothesis b=O in the 
equation: 
dy, =a+ by,. 1 + e (9) 
which is estimated using an ordinary least squares regression, and the 
t- statistic (the ratio of the mean to the standard deviation) of the 
coefficient b is corrected for serial correlation and heteroskedasticity 
in the error term e, in this case using the Newey-West (1987) 
correction method. The critical values are not given by the standard 
Student !-distribution, but require special critical value tables which 
are available in Dickey & Fuller (1979). 
The Augmented Dickey Fuller Test is a two step procedure, where 
lagged difference terms are included in the autoregressive equation to 
remove serial correlation in the error term. In this case the equation 
takes the form: 
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)' =a+b11 1 +.f. cy +e 1 .11- L t-r (I 0) 
I~ I 
If the null is accepted that b~I, this procedure is repeated for the first 
difference of the variable y. If the null in this case is rejected, it can be 
assumed that th~ series is I( I), and contains a unit root in level form. 
It should be noted that there can be problems with using and 
interpreting the results generated when using unit root tests, and the 
ADF test in particular. Firstly, while it is quite powerful compared to 
many other unit root tests, the results generated can be misleading 
when the true value of b is close to one. That is, the test is biased to 
accepting the null of a un,t root, when the value of b is not quite one. 
Secondly, there tends to be a size-power trade off in small samples. It 
is necessary that the researcher ensures that enough lag variables are 
included to remove any serial correlation from the model, but doesn't 
use too many, so that the power of the test is maximised. (Pesaran & 
Pesaran, 1997,p213) 
Once a number of data series have been found to be non-stationary, 
and integrated of the same order, cointegration tests can be employed 
to determine if the variables display a long-run equilibrium 
relationship. Cointegration techniques are useful when modelling the 
behaviour of data series that display stochastic trends and avoids the 
problem of spurious regressions. In general, a linear combination of 
I (I) variables also tends to be I( I) and by definition non-stationary. 
However, if a linear combination is 1(0), stationary, the linear 
combination is said to be cointegrated. For example, ify(t) and x(t) 
are 1(1), and q(t) is 1(0), and the variables can be combined linearly 
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such that q(t) = y(t)- bx(t), then it can be said that the stochastic trend 
in y{t) is explained by the stochastic trend in bx{t). Consequently the 
two variables move together over time with a finite difference. 
(Cuthbertson, 1997, p435) 
If two variables are co integrated, then there is one unique 
cointegrating relationship. An extension of this is that any r+ 1 
variables can display up to and including r unique cointegrating 
relationships or vectors. Two cointegration tests are used to determine 
if the interest rates under investigation in this study demonstrate long-
run equilibrium behaviour. These are Johansen's maximum likelihood 
method and the residual based augmented Dickey-Fuller test of 
co integration. 
The augmented Dickey Fuller test for cointegration, like the unit root 
test, is a two-part procedure. To determine ifthere is a cointregrating 
relationship between two variables x andy, the first stage of the ADF 
test requires the regression ofx(t) on y(t). The residuals ofthis 
regression are then used in the second stage of this test. In stage two, 
the ADF(p) statistic is computed as the t-ratio of the estimated 
coefficient ofR_1 in the following OLS regression: 
DR=aR(-1)+ f.bR_,+e (11) 
i=l 
where DR=R-R_1• It should be noted that residual-based cointegration 
methods tend to be inefficient and can lead to contradictory results. 
This is especially so when there are more than two 1(1) variables 
under consideration, as only two variables can be tested at a time. 
These tests also tend to be sensitive to the choice of the dependent 
variable. 
43 
The Johansen maximum likelihood test is a superior cointegration test 
to the augmented Dickey-Fuller and other residually based methods, 
as it is able to test for cointegrating relationships between more than 
two variables at the same time, and hence for possibly two or more 
unique cointegrating vectors. Before the Johansen test can be applied 
it is first necessary, given the nature of the test, to specify the order of 
the vector autoregressive equation to use in the model. The order 
should be large enough such that there is no serial correlation in the 
residuals of the individual equations. However it should not be so high 
that it is excessive, as this reduces the number of data points available 
for use in the model. 
The Johansen method provides a basis for estimation and testing of 
cointegrating relations in the context of a vector autoregressive (VAR) 
error correction framework. (Pesaran, I 997, p291) According to the 
representations theorem of Engle and Granger (1987), there must exist 
an error correction representation among cointegrated variables. The 
VECM (assuming a vector auto regression of 2 is normalised on y" 
and y21) is illustrated in equation 12. 
dy11 = a11 (Yt,t-1 - btYJ,t-t) + a12 (Yzt-1 - b,y,,_t) 
+(terms in dyt,<-i• dyz,t-i• dy,,,_j) + e1, 
dy,, = a21 (Yt,t-t- btYJ,t-t) +au (Yz,t-t- hzYJ,t-tl 
+(terms in dyt,<-i• dyz,<-i• dy3,1.j) + e21 
dy31 =a, I (Yt,t-1- btYJ.t-tl +a,, (Yz.t-1- hzYJ.t-I) 
+(terms in dyt,<-i• dy2,t·i• dy,,,_j) + e" (12) 
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In this model the non-stationary I( I) variables have been transformed 
into stationary series. In the Johansen method, all the variables in the 
system are viewed as endogenous, that is they are assumed to have no 
external cause, and are described completely by the variables included 
in the system. Johansen ( 1990) outlines the full procedure involved in 
this test. To outline the method briefly, the number of cointegrating 
vectors is equal to the rank of the matrix of coefficients associated 
with the level variables (the a's) in equation 12, the vector error 
correction equation. The first step of the Johansen method consists of 
a test for the rank of this matrix, using the trace and maximum 
eigenvalue statistics. Following this the parameters of this system are 
estimated simultaneously via maximum likelihood methods. 
The maximum likelihood estimates of the cointegrating vectors are 
estimated under Johansen's exact identifying restrictions. However, if 
there is more than one cointegrating relationship, these estimates lack 
any meaningful economic interpretation. Long-run structural 
modelling (Pesaran & Shin, 1997) techniques allow estimation of the 
cointegrating parameters (the a values) and ultimately the error 
correction formulation subject to restriction on the long-run 
coefficients and then compute log-likelihood ratio statistics for testing 
over-identifying restrictions on the coefficients. If, lor example, there 
is empirical support for the existence of three ~ointegrating 
relationships exact identification in the model requires three 
restrictions on each of the three cointegrating vectors or a total of nine 
restrictions on the vector of a values. Estimation of the model subject 
to all the exact and over-identifying restrictions enables a test of the 
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validity of the over-identifying restrictions, and hence of the economic 
theory. (Garratl et al, 1999, pl6) 
Once the long-run cointegrating vectors have been estimated, these 
can be included as the long-run component of the error correction 
model. The error correction model is a VAR where the non-stationary 
I( I) variables have been transformed into stationary series, by first-
differencing, or use of cointegrating vectors. It can be shown that the 
error terms in 12 are stationary, and hence the usual statistical tests can 
be applied to determine the significance of the coefficients in the 
model. (Cuthbertson, 1997, p436) 
Causality tests are a useful extension to cointegration and vector error 
correction tests. Cointegration implies that there must be Granger 
causality in at least one direction between two variables. The 
condition of no causality is consistent with no co integration. Under 
Granger causality, the variable X causes Y if we are better able to 
predict Y by using past information about X, as well as about Y, than 
if we just used past information about Y itself. The vector error 
correction model can be used to determine the direction of causality, 
by considering the !-statistics of the coefficients in each equation to 
determine if that variable is a significant predictor ofthe dependent 
variable. it can also be used to distinguish between long-run and short-
run causality, as long-run causality is indicated by significance of the 
error cmTection terms, and short-run causality is indicated by 
significance of the differenced terms. (Hodgson, Masih & Masih, 
forthcoming) 
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Causality can be further tested through the usc of Variance 
Decomposition tests. The vector error approach is appropriate for 
indicating whether a variable is exogenous or endogenous in a given 
sample period. A variable that is optimally forecast from its own 
lagged values will have all of its forecast error variance accounted for 
by its own disturbances. Variance decomposition allows testing of the 
relative strength of the Granger-causal chain, or degree of exogeneity 
amongst the variables beyond the sample period. These out-of-sample 
causality tests partition the variance of the forecast error of a variable 
into proportions attributable to innovations or shocks in each variable 
in the system, including it's own. (Sims, I 980) 
The vector decomposition test is shown pictorially in the Impulse 
Response Function, which maps the response of a variable to a one 
standard deviation shock to another variable. 
There are two popular methods for determining variance 
decomposition and impulse response tests, Orthogonalised and 
Generalised. There are two distinct differences between the two 
methods. The Orthoganalised method depends heavily on the ordering 
of the variables in the vector autoregression, the generalised method is 
not dependent upon the order used. Orthogonalised assumes that when 
a particular variable is shocked, the other variables in the system are 
switched off, while the generalised does not make this restrictive 
assumption (Masih & Masih, 2001). For these reasons, the 
orthoganalised results are much easier to interpret, however the 
ordering problem can, at times make the results produced nonsensical. 
The generalised method assumes that when a variable is shocked, all 
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other variables are not switched off and is more realistic than the 
orthoganalised method. However, fully isolating the effect of the 
variable shocked is more ditlicult when using the generalised method. 
Hence, the effect should be interpreted as being mainly, rather than 
fully, due to the variable shocked. 
Persistence Profiles provide information on the speed with which 
deviations from the long-run relations in the model, due to system 
wide shocks are eliminated (Garratt, 1999). These profiles are 
constructed such that they take the value of unity on the impact of the 
shock and tend to zero as the time horizon tends to infinity. 
It should be noted that all of the statistical test methods outlined above 
can be estimated in Microfit 4, (Pesaran & Pesaran, l 997). The results 
and implications of the tests described in this section on the Australian 
interest rate data are outlined in section six. 
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5.0 Data 
The data used in this study consist of Australian short-term Treasury-
notes and Bank Accepted Bills with a term to maturity of I, 3 and 6 
months, and the Deposit mid-rates and Interbank offer-rates with a 
term to maturity of I, 3, 6 and 12 months. The data was collected on a 
monthly basis, over the period November J 991 to September 2000. In 
the case of the Treasury-notes, Interbank and Deposit rates, the 
monthly data represent an arithmetic average of close of day values 
and was accessed through the Datastream on-line database. Data was 
also collected on a daily basis, which was subsequently used to 
construct arithmetic Munday-Friday weekly average data. Studies 
were conducted on the monthly, weekly and daily data, in an effort to 
improve the robustness of the results. The Bank Accepted Bill data 
was accessed from the Reserve Bank of Australia's on-line database, 
as this data is not available on Datastream, and is the estimated end of 
day yield in the secondary market. The monthly data is calculated as 
an arithmetic average of daily data. Daily and weekly data was unable 
to be accessed and so is not considered in this study. The data used can 
be seen in Appendix One. 
The data was assumed to be consistent for analysis purposes. This 
assumption was made given time limitations, and based on the reliable 
nature of the data source. Problems such as thin trading and non-
synchronous data readings were assumed to not effect the data under 
consideration. 
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6.0 Empirical Re~·u/ts 
This section outlines the results and implications of the tests described 
in section four on the data described in section five. The statistical 
tests have been conducted using the computer package Microfit 4 
(Pesaran & Pesaran, 1997). Due to the number of interest rates 
investigated and bulk of results generated most of the tabulated 
computer test results and can be found in the relevant appendices. 
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6.1 Unit Root Tests of the Spreads 
The tirst statistical test undertaken was for non-stationarity of the 
differences between returns on successive maturity for each class of 
interest rate. Appendix B presents the results of Augmented Dickey 
Fuller and Phillips Perron tests. Table one presents the summarised 
conclusions regarding the stationarity of each spread. The conclusions 
in Table One are the result of a considered analysis of both unit root 
tests on the data. It should be noted that unit root tests tend to have a 
very low power, which is especially a problem in small sets of data. 
Also, the null of the residual-based tests used in this analysis is to 
accept a unit root and non-stationarity of the data. For these reasons, 
each data series was deemed stationary if one of the tests concurred 
with this opinion. 
If the Expectations Theory holds as a relevant model for describing 
the Term Structure, we would expect unit root tests to conclude that 
the spreads do not contain a unit root. That is, that each spread is 
stationary. Table one displays relatively mixed results regarding the 
stationary nature of the data. However it can be noted that the daily 
data is most likely to reject the null hypothesis of a unit root, only 
accepting it on two occasions, both in the case of the Inter-bank rates, 
and comparing the longer interest rate with the relatively shorter ones. 
In contrast, the monthly data is more likely to accept the null, except 
in the case of the Deposit data, which was found to be stationary in all 
except one c~se. The monthly data probably accepts the null due to the 
bias discussed earlier. A plot of the deposit rate data spreads, when 
compared to the other spreads indicates that this series is considerably 
more volatile that that of the other three types of securities. This could 
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be one reason as to why deposit data is more likely to reject the null of 
a unit root. 
This test offers no clear evidence regarding the nature of the Term 
Structure, and certainly does not allow us to reject the Expectations 
Hypothesis as an explanation for this data, while it does allow us to 
question it. A clearer picture may be painted if the KPSS unit root test 
is applied to the data. This test reverses the null hypothesis, and 
assumes that the data series is stationary. 
Table One: Summary of Unit Root of Spreads Tests 
A: Treasurv Notes 
. 
Monthly Data Weekly Data Daily Data 
Spread 3,1 non-stationary stationary stationary 
Spread 6,1 non-stationary non-stationary stationary 
Spread 6,3 non-stationary non-stationary stationary 
B: Bank Acceoted Bills 
Monthly Data 
Spread 3,1 stationary 
Spread 6,1 non-stationary 
Spread 6,3 non-stationary 
C: Deposit Mid-Rates 
Monthly Data Weekly Data Daily Data 
Spread 3,1 stationary stationary stationary 
Spread 6,1 stationary stationary stationary 
Spread 12,1 stationary non-stationary stationary 
Spread 6,3 stationary stationary stationary 
Spread 12,3 stationary stationary stationary 
Spread 12,6 stationary stationary stationary 
D: Interbank Offer-Rates 
Monthly Data Weekly Data Daily Data 
Spread 3,1 stationary stationary stationary 
Spread 6,1 stationary stationary stationary 
Spread 12,1 non-stationary non-stationary non-stationary 
Spread 6,3 non-stationary non-stationary stationary 
Spread 12,3 non-stationary non-stationary non-stationary 
Spread 12,6 non-stationary non-stationary stationary 
. The above conclusiOns were reached based on the mformatton gleaned from the 
augmented Dickey Fuller and Phillips Perron unit root tests. 
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6.2 Cointegration and Unit Root Tests 
This analysis applies the cointegrating VAR technique to the 
Australian term structure. In order to apply cointegration techniques to 
this data set, it is tirst necessary to determine which variables should 
be included as I( I) endogenous Qointly determined explained in the 
model) variables and whether to include any other I( I) exogenous 
(determined outside the model) or I(O) variables in the model. It was 
necessary to determine whether or not to include an intercept or time 
trend in the VAR analysis, as well as the order of the VAR, that is, the 
number oflags of the variables to include in the model. 
The first stage of this analysis was to test the stationarity of the data 
under consideration, to determine if these series are I(l) in nature. 
Interest rates are, by nature, time series data, and it is well established 
that time series data is non-stationary in level form. To ensure this is 
the case with the data under consideration here, the data was tested for 
a unit root or non-stationaity using the augmented Dickey-Fuller and 
the Phillips Perron unit root test procedures. In the ADF test, if the 
null hypothesis is not rejected for the level form of the variable, but is 
rejected for the first differenced for, it can be reasonably asserted that 
there is one unit root in the process. If the unit root test is rejected for 
both forms, it can be suggested that the variable is a stationary 
process. In the Phillips Perron test, the lagged level form of the 
interest rate is regressed against the first difference form. The critical 
value of this test is the !-statistic ofthe lagged level variable, corrected 
for serial correlation and heteroskedasticity. This critical value is the 
same as that for the ADF test. 
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As outlined in section four, these tests are conducted on the null 
hypothesis that there is one unit root in the data series. The results of 
these tests on the level and first difference form orthe variable, in the 
case of the ADF test, and for the Phillips Perron test, are displayed in 
Appendix C. 
It can be seen in Appendix C that the null of non-stationarity is 
accepted for almost all variables in level form and rejected in first 
differenced form for the ADF test, and accepted under the Phillips 
Perron test. The only possible exceptions are the daily and weekly 
data for the Deposit rates. An analysis of the plots of the interest rate 
data, in appendix A, shows that the data over the period is mean 
reverting, with a slight downward trend. It can also be seen that the 
deposit and Inter-bank interest rates are considerably more volatile 
that the Treasury Note or Bank Accepted Bill rates. Additionally, most 
of the AIC criteria for the deposit rates choose an Augmented Dickey 
Fuller level of one or two. With these considerations in mind, and the 
knowledge that interest rates are, like most time series data, generally 
considered to be integrated of order one, the null hypothesis of non-
stationarity was accepted for all of the interest rates under 
consideration. 
From the unit root tests, it seems reasonable to assume that interest 
rate series are all 1(1) processes. It also seems reasonable to conclude 
that, as the purpose of this process is to investigate the nature of these 
interest rates, these variables are all endogenous in nature. 
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A few dummy variables were experimented with to be included in the 
model. These included one for large changes (greater than I%) in the 
rates from one period to the next. These dummy variables, however, 
had little or no effect on the results determined by the model. For this 
reason, none were included in the model. It is also worth noting that 
since the beginning of the data series studied in 1991 there have been 
no hugely significant incidents to the interest rate determination 
method. At the beginning of this period, the focus of monetary policy 
shifted from a period of very high interest rates, to the maintenance of 
inflation and foreign debt in 1991 and 1992. The Reserve Bank's 
policy of a commitment to low inflation has persisted throughout this 
period, in line with most of the central banks around the world. 
As noted earlier, the plot of interest rates in Australia over the period 
1991 to 2000 has had a slight downward trend, but has mainly 
displayed a mean reverting behaviour. This observation is in line with 
a priori knowledge that suggests that the interest rate tends to be mean 
reverting in the long run. Despite the evidence of a slight trend in the 
data, the longer-term evidence indicates that interest rates are not 
trended, and for this reason the vector auto-regression model was 
estimated without a trend. 
Given that equation 5 is the one under investigation, it is obvious that 
each co integrating vector should include a restricted intercept term, to 
account for the constant in the equation. 
Finally, before cointegration tests can be conducted on the data, the 
order of the vector autoregression must be selected. This test 
determines how many lags of the variables should be included in the 
cointcgmtion model. 
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To conserve space, the results of the VAR order selection tests are not 
included in this paper, but are available. For all of the interest rates, 
combined consideration of the Akaike Information Criterion and 
Schwartz Bayesian Criterion statistics generally suggested that a 
vector autoregression order of two should be used. Subsequent 
analysis of the residuals of the individual equations in the VAR for 
serial eorrebtion, for all interest rates, found that a VAR of two was a 
reasonable choic' "'hese tests indicated that the null of serial 
correlation should be rejected for all of the interest rates at the 5% 
critical value. 
Given the non-stationary nature of the interest rates for all the 
different interest rates considered, the vector of interest rates of each 
security type is viewed as a system of possibly cointegrated variables. 
As such, it is necessary to estimate the number of cointegrating 
relationships between them. Preliminary cointegration tests were 
undertaken using the augmented Dickey-Fuller cointegration method, 
to look at the relationships between pairs of interest rates. These 
results are not included in this report. As outlined in section 4, the 
Johansen maximum likelihood procedure, a superior test, is used to 
estimate the number of cointegrating vectors and derive a likelihood 
ratio test for the null hypothesis that there is a given number of these 
relationships. 
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The Maximum Eigenvalue and Trace statistics lor the cointcgration 
tests are displayed in Appendix D fi·om eointegrating lest of the 
interest rates with a VAR of two over the period November 1991to 
September 2000. For both the Treasury Note system of three interest 
rates and the Bank Accepted Bill system of three interest-rates the 
statistics suggest two co integrating relationships are predominant in 
the three interest rates. For both the Deposit rate and the Interbank rate 
systems of four interest rates the statistics suggest three co integrating 
relationships are predominant in the four interest rates. These results 
are highly conversant with the results expected from the Expectations 
theory outlined in section four of this report. 
The finding of co integration indicates that the relationship between 
the systems of interest rates is not spurious. This also indicates that 
Granger causality exists between the variables. It further suggests that 
the variables cannot be dynamically modelled using ordinary first-
differenced vector autoregressions, as they will be misspecified. 
The finding of cointegration further suggests that the future value of 
one interest rate can be forecasted, to some extent, using some of the 
information contained in the other interest rates. It does not however 
indicate the direction of Granger-causality. A vector error correction 
model can help in this matter. The finding of three or four 
cointegrating vectors produces a corresponding number of vector error 
correction terms, which are embedded in their lagged form in the 
vector error correction model. 
Additionally, the finding of cointegration docs not suggest which 
interest rates should be linked together in the cointegrating vectors. 
Knowledge of economic theory is required to decide the form of the 
cointegrating vectors. 
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6.3 Long-Run Structural Modelling 
Having established the presence ofcointegrating vectors in the data 
series and that in all cases a number of vectors equal to that suggested 
by theory, maximum likelihood estimates of the vectors under 
Johansens exact identifying restrictions arc calculated. Unfortunately, 
these estimates lack any meaningful economic interpretation when 
there are two or more cointegrating vectors, as is the case here. 
Recently there has been an increasing interest in developing 
macroeconomic models with transparent theoretical foundations and 
flexible dynamics that fit the historical time series data reasonably 
well. King eta! ( 1991) and Me !lander eta! ( 1992) were among the 
first researches to investigate this aim. One such method is used to 
incorporate theory to the cointegrating vectors found in this study. A 
new strategy is implemented which provides a practical approach to 
incorporating long-run structural relationships suggested by economic 
theory in an otherwise unrestricted vector autoregression model. 
(Garrett eta!, 1999) 
The theory restrictions suggested by the Expectations Hypothesis are 
for the following vectors: 
R, =R1 + k1; 
R,; = R1 + k2; and in the case of the interbank and deposit rates 
R12=R1 + k,; 
That is, the longer period rates are a function of the one period rate 
plus some constant, which tends to grow with the term to maturity. 
This further indicates that the vector of the form (R1, R3, R,;, R12) 
should be restricted in the following manner, (l, -1, 0, 0), {1, 0, -1, 0) 
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and (I, 0, 0, -I). If the Expectations Theory holds for the data, these 
restrictions should be statistically signifkant. A summary of the 
normalised and statistically significant long-run models estimated 
through the Long-Run Structural Modelling procedure is shown in 
Table Two. These are the long-run models accepted and used in the 
remainder of the tests on the term structure in this report. All of these 
vectors were accepted with a significance of at least 5%. The full 
results are contained in Appendix E. 
Analysis of these long-run cointegrating vectors, for the different 
types of bonds over differing frequencies, indicates that six of the I 0 
interest rate series accept the long-run zero restrictions at the 95% 
significance level. One of the series, the daily T-note rates, does not 
accept the restrictions indicated by theory at all, and three of the series 
accept some of the restrictions. This is a strong indication that tile 
long-run relationship suggested by the Expectations theory cannot be 
rejected completely for any of the interest rate systems under 
investigation. While the T -note daily data does reject the restrictions, 
the monthly and weekly accept the restrictions at the 90% level. 
Furthennore, in the case of the other three interest rate systems, at 
least one frequency of the data accepted the restrictions at the 90% 
significance level. Thesf! test results lend support to the hypothesis 
that the long and short rates of interest are connected, and that they are 
connected in linear combinations. 
Table Two: Long-Run Structural Modelling Accepted Vector.~ 
A: Treasury Notes 
M II D 01111 v uta 
Ml 
Vector I 1 
Vector 2 I 
Weeklv Data 
-
Ml 
Vector I 1 
Vector 2 I 
Daily Data 
Ml 
Vector I 1.06 (0.02) 
Vector 2 1.14 10.04) 
Ml 
-I 
0 
Ml 
-I 
0 
Ml 
-I 
0 
B: Bank Accepted Bill Rates 
M hiD at a ont rty 
Ml 
Vector I 1 
Vector 2 1 
C: Deposit Rates 
M hiD ont Jty at a 
Ml 
Vector I I 
Vector 2 1 
Vector 3 1 
WeekiyData 
Ml 
Vector I 1 
Vector 2 I 
Vector 3 1.15 (0.08) 
Daily Data 
M1 
Vector I I 
Vector 2 !.II 10.05) 
Vector 3 1.20 (0.07 
D: Interbank Rates 
M hiD ont rty. at a 
M1 
Vector 1 1 
Vector 2 1.03 (0.01) 
Vector 3 1.09 (0.03) 
WeekiyData 
Ml 
Vector 1 1 
Vector 2 I 
Vector 3 I 
Daily Data 
Ml 
Vector 1 I 
Vector 2 I 
Vector 3 I 
M3 
-1 
0 
M3 
-I 
0 
0 
M3 
-1 
0 
0 
M3 
-I 
0 
0 
M3 
-I 
0 
0 
M3 
-1 
0 
0 
M3 
-1 
0 
0 
Vectors of theJiJrm 
M Ml I x= f ntercept 
M6 Intercept 
0 IJ.IJ59 10.02) 
-I 0.159 0.041 
M6 Intercept 
0 0.057 10.021 
-I 0.159 10.<!5) 
M6 Intercept 
0 -0.29 (0.12) 
-1 -0.65 (0.261 
M6 Intercept 
0 0.062 (0.02) 
-1 0.166(0.041 
M6 Ml2 Intercept 
0 0 0.25 0.05) 
-I 0 0.44(0.121 
0 -I 0.77(0.23) 
M6 Ml2 Intercept 
0 0 0.24 (0.06) 
-I 0 0.48 (0.08) 
0 -I 0.10 (0.43) 
M6 Ml2 Interceot 
0 0 0.24 (0.06) 
-1 0 -0.10 (0.25) 
0 -I -1.9 (0.38) 
M6 M12 Intercept 
0 0 0.08 (0.02 
-I 0 0.06 0.06 
0 -1 -0.01 0.18 
M6 M12 Interceot 
0 0 O.Q7 (0.02 
-1 0 0.19 (0.04) 
0 -1 0.49 (0.08) 
M6 M12 Intercept 
0 0 0.07 10.03 
-I 0 0.20 (0.05 
0 -I 0.50 (0.10) 
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A test of the further restriction that the intercept term is zero was 
undertaken in the six cases when the other theory restrictions were 
accepted to lest the relevance of the Pure Expectations Hypothesis. 
The extra restrictions were rejected in all cases. This indicates that 
investors require a term premium to invest for longer terms. 
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Analysis ofthe intercepts of the models that have accepted the theory 
restrictions is also of interest. The intercept represents a term 
premium, and it can be noticed that this term premium increases as the 
term spread included in the vector also increases. That is, the evidence 
is consistent with the Liquidity Premium Theory in that investors 
require a greater term premium to invest for longer periods of time. 
63 
6.4 Vector Error Correction Models and Causality 
The vector error correction model (VECM) is useful because it 
reconciles the long- and short-run dynamics of the variables in the 
cointegrating system. Ignoring the short- or long- term properties of a 
system will result in a misspecificd model. Engle and Granger ( 1987) 
have shown that once a system of variables are shown to be 
cointegrated there always exists a corresponding error correction term 
that implies that changes in the dependent variable are a function of 
the change in the cointegrating relationship between the variables. The 
theory behind the VECM was discussed previously, in section four. 
The vector error correction models, incorporating the long-run 
cointegrating vectors identified in Section 6.3 are shown in Appendix 
F. As the VECM is stationary, it can be shown that all the terms in the 
model are also stationary. This implies that the model can be 
determined using OLS, and should produce consistent standard errors. 
Despite this, in most cases the test results display signs of serial 
correlation and heteroskedasticity. For this reason, the VECM is 
con·ected using the Newey-White test. 
Analysis of the VECM's indicates results that are to some extent 
inconsistent with the finding of cointegration. For all four types of 
securities, the monthly data series produces very few significant terms 
in the VECM. This is also the case for the Treasury note weekly rates. 
It is possible that the very low level of significance in these tests is 
due to the relatively small sample size for the monthly and weekly 
data. 
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As the monthly and weekly data series give mainly statistically 
insigniticant results t<>r most of the interest rate series, this analysis 
will concentrate on the daily data. In the case of the Treasury Notes, 
terms in the cointegrating vectors for the one and three month interest 
rates are significant, as indicated by the t-test. None of the terms in the 
six-month vector are significant, however. This indicates that, of these 
three variables the six-month rate is the most exogenous. A similar 
situation exists for the Deposit rates, as terms in the one, three and six 
month cointegrating vectors are signiticant, but none of the terms in 
the twelve-month vector are signiticant. Again, in this case the long-
term interest rate is exogenous to the system. An opposite situation is 
displayed in the Inter-bank rate error correction model. In this case, 
the three, six and twelve month rates display signiticant terms in the 
error correction model, and hence the one-month rate could be said to 
be the most exogenous. The ECM for the monthly Bank Accepted Bill 
rates indicates that all interest rates are exogenous, as none of the 
terms in the cointegrating vectors are significant. This finding is 
contrary to the earlier finding of cointegration. 
The results of these tests also give an indication of Granger causality 
in the model. There is causality from the long rates to the short rates 
if the coefficients of the terms in the vector error correction model for 
the long rate are significant. As it is thought that interest rates changes 
tend to reverberate through the yield curve from the short rate to the 
long rate, the VECM results for the Deposit and Treasury note rates 
are not what we would have expected from theory. This may present a 
problem for monetary poli Icy makers. Without Granger causality 
from instruments to targets, policy is unlikely to be effective. 
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6.5 Generalised Variance Decomposition Analysis and 
Relative Causality 
The Variance Decomposition Tests are an extension of the VECM as 
they allow out of sample testing of the Granger exogeneity or 
endogeneity of the dependent variable. In addition, it provides a 
measure of the extent to which a variable is exogenous in comparison 
to the other variables in the system. Both orthogonal and generalised 
vector decomposition tests were conducted on the data, but the 
dependence of the orthogonal method on the order of the variables in 
the system produced hugely disparate results when the ordering of the 
variables were changed. Hence, as nonsensical results were obtained 
from the orthogonal tests these results are not included in this paper. 
Appendix G contains the results of the variance decomposition tests. 
If the forecast error variance of each variable due to a shock in the 
system is partitioned, we are able to gauge the relative causality of the 
variables initially identified as being endogenous and exogenous via 
the vector error correction model. 
For all the interest systems and frequencies the, longest term interest 
rate, the six-month rate for the Treasury Notes and Bank Bills, and the 
twelve-month rate for the Deposit rates and Interbank rates, seems to 
be the most exogenous variable. This is inferred as the greater part of 
its shock is being explained by its own innovations, compared to own 
shocks contributing to explaining the shorter-term interest rates. This 
is especially apparent after the first month or so of time horizon, when 
the initial reaction of the shocked variable to the shock dies down. The 
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one-month rate tends to be the next most exogenous variable for each 
of the interest rate systems, while the middle term rates under 
investigation seem to be quite endogenous from the results generated. 
Some of these findings seem to be in direct conflict to the conclusions 
drawn from the vector error correction model. This is particularly the 
case for the Interbank rates, where the VECM found that the one 
month rate was exogenous to the system. This finding opens the 
results of both the VDC and the VECM to question. However, it 
should be remembered that vector error correction models are 
intended as a within sample causality test and variance decomposition 
is an out of sample test. This may explain the discrepancy in the 
results. 
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6.6 Generalised Impulse Response Functions 
The Generalised Impulse Response Functions describe the time profile 
of the etlect of a unit shock to a particular equation on all of the 
models endogenous variables. It is assumed that the shock is small 
enough that it does not alter the underlying VAR equation parameters. 
The size of the shock is also scaled to ensure that the shocked variable 
rises by one standard error on impact. (Garratt, 1999) It should also be 
noted that, like in the case of the variance decomposition, 
orthogonalised tests were also conducted on the data. Again, 
unfortunately, the results generated were highly dependent upon the 
ordering of the data, and were found to be quite nonsensical. 
Appendix H displays the Generalised Impulse Response Functions 
from a shock on the Australian interest rate equations. In an effort to 
conserve space and maximise aesthetics, impulse response functions 
are not included in this report for the daily data. These results are 
available, however they are predominantly similar to those 
demonstrated by the lesser frequent data. The response of a shock on 
the equations and on the variables is shown. The Treasury Notes, 
Bank Accepted Bills and to some extent the Interbank rates all display 
similar responses to shocks in the different variables. It can be noted 
that the response of the deposit rates are decidedly more erratic, which 
is possibly a result of their being more volatile than the other interest 
rates under investigation. 
The impulse response of the variables to shocks in the equations show 
generally that shocks to the equations are quite quickly dissipated and 
that the variable variances return relatively quickly to their 
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equilibrium values, usually within about 12 to 15 months. 
Additionally, the response of the short-term rates tends to be slightly 
larger than that of the longer-term rates. The longer-term rates also 
tend to converge more quickly than the shorter-term rates. This is a 
similar observation to the conclusions of the VDC analysis. In the case 
of the Deposit rates, the monthly data, while the initial response is 
more erratic and tends to over compensate, the data still tends to 
converge within about 15 time periods. The effect of a shock on the 
shorter-term rates also has a much more pronounced effect on the 
longer-term variables than for the other interest rate systems studied. 
The weekly data, on the other hand, does not converge so quickly, and 
demonstrates no clear pattern, especially in comparison to the other 
three interest rate systems. 
The impulse response of the cointegrating vectors to shocks in the 
equations also show that shocks to the equations are generally quite 
quickly dissipated. The variable variances return relatively quickly to 
their equilibrium values, usually within about 12 to 15 months, 
although this time period is closer to 1 0 months for the Interbank 
rates. In this case the cointegrating vector representing the longer 
spreads tends to follow a greater response, and converge more slowly, 
than those representing the shorter spread. This finding is convergent 
with the findings of the response of the shocks to equations on the 
variables. 
6Y 
6. 7 Persistence Profiles 
Persistence Pro tiles provide information on the speed with which 
deviations from the long-run relationships in the model, due to 
system-wide shocks, are eliminated. The profiles are constructed so 
that they take the value of unity on the impact of the shock and tend to 
zero as the time horizon tends to infinity. Appendix I contains the 
Persistence Profiles of the different interest rate systems under 
investigation. 
All of the persistence profiles show a steady decline towards the 
equilibrium value, after a system wide shock, with the majority of 
adjustment taking place within one year for the Treasury Notes, Bank 
Bills and Deposit Rates. The Interbank rates seem to take a little 
longer, with most of the adjustment having occurred within fifteen 
months. It can also be noticed that the co integrating vector with the 
shorter spread, the three-month I one-month, adjusts more quickly, 
especially in the first three months after a shock, than the vectors with 
the larger spreads. The vectors also in many cases, especially the 
cointegrating vectors with the longer spreads, tend to over-react in the 
opposite direction after a shock to the system. This is especially true 
for the monthly and weekly data, and the Treasury Notes, Bank Bills 
and the Interbank rates. This echoes the conclusion of a US study by 
Campbell and Shiller (1991) that long-rates tend to over react to short 
rates. 
The tendency for the Persistence Profiles to approach zero is in line 
with the earlier conclusion, based on statistical tests, that the various 
interest rates are cointegrated. 
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This analysis further indicates that the interest rates in the term 
structure are connected, and that a shock to the system, such as a 
change in the cash rate, tends to have a lesser and surer effect on the 
shorter spreads. The longer-spreads tendency to take longer to reach 
equilibrium and to over-react indicates that the market is unsure about 
the effect the shock will have on the longer-rate, and will tend to over-
estimate its expectations. This is also indicative of the tendency for 
longer-term interest rates to be more volatile. 
7.0 Limitations of the Study 
There were a number of limitations that impeded the research 
undertaken in this study. and the quality of the results achieved. 
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One limitation of the study was the a.vailability, appropriateness and 
quality of interest rate data available. The time period studied here 
was partially as a result of the availability of the 5-week Treasury 
Note, which only became available in 1991. It could also be noted that 
the Deposit rate and Interbank rate series considered in this paper are 
only available since 1986. The availability of data limits the study that 
can be conducted into the nature of the term structure of interest rates 
in Australia. It is also worth noting that these particular series are 
probably not ideal for study of the term structure, but as they were the 
only ones available, they were utilised to allow the study to go ahead. 
Due to the relatively limited amount of time available to devote to this 
thesis, the data was assumed to be of adequate quality and consistency, 
and relatively little action was undertaken to ensure that this was the 
case. Given the reliable nature of the database, this probably had 
minimal effect on the final results obtained, but it should still be 
considered. 
This study had also hoped to examine forward rates of interest and 
their ability to forecast future short rates. However due to the limited 
amount of data available, this study was not undertaken. Similarly, due 
to the small sample period, analysis of forecasts of the models 
generated was not a part of this study so that the amount of data 
available for the co integration process was maximised. 
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8.0 Conclusions and Policy Implications 
The purpose of this paper was to examine the Term Structure of 
Interest Rates in Australia over the period November 1991 to 
September 2000. It is important to understand the mechanisms of the 
term structure because it is used to extract information about financial 
market expectations of the future path of interest rates and inflat'~n. 
Understanding the link between longer-term yi.elds and expectations 
about the path of short-term rates is also important for anticipating the 
response of long-term yields to monetary policy changes and for 
understanding the interest-rate channel of the monetary transmission 
mechanism. 
The Term Structure was studied using a relatively new modelling 
strategy, developed by Pesaran and Shin (1997). This strategy 
incorporates long-run structural relationships in an otherwise 
unrestricted vector autoregression model (VAR). The long-run 
relationships .ncluded in the model were based on the Expectations 
Theory of the term structure. The long-run model was then subjected 
to Graoger-causality, generalised variance decomposition, generalised 
impulse response and persistence profile analysis, in the context of a 
vector error correction framework, with a view to finding out more 
about the behaviour of the Term Structure over this period of 
Australian economic history. 
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8.1 Summary of Results 
The first statistical tests undertaken looked at whether the spreads 
between returns of successive maturity for each class of interest rate. 
If the Expectations Theory holds as a relevant model for describing 
the Term Structure, we would expect unit root tests to conclude that 
the spreads are stationary. Test results however delivered mixed 
results, while a number of the tests did conclude th3t lhe interest rate 
spreads were stationary, many required the opposite conclusion. As a 
result, these test results offered no clear evidence regarding the 
Expectations Hypothesis. While we cannot reject the hypothesis, the 
tests offer enough evidence to allow us to question it. 
Co integration tests indicated that the interest rates of similar risk class 
but differing maturity under investigation do exhibit signs of 
cointegration. This suggests that the relationship between the yield 
between different term-to-maturity interest rate products is not 
spurious for this data. The test results also suggest that there are for 
the Treasury note rates and Bank Accepted Bill rates two cointegrating 
relationships between the three interest rates. In the case of the 
Interbank and Deposit rates, three cointegrating relationships were 
identified between the four interest rates studied. These observations 
were consistent with the Expectations Theory and offered more 
support for the hypothesis that the longer-rate and shorter-rates of 
interest are connected. 
Once the existence of co integrating vectors in the data had been 
established, maximum likelihood estimates of the vectors under 
Johansen's exact identifYing restrictions were calculated. As, when 
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there are two or more cointegrating vectors in the data, these estimates 
lack any meaningful economic interpretation, the long-run structural 
modelling method was used to incorporate theory into the long-run 
eointegrating vectors. The theory restrictions were based on the 
Expectaions Hypothesis, which implies the existence of a (I, -1) 
vector relationship between combinations of two interest rates of 
differing terms. Of the ten combinations of interest rate type and 
frequency, six cases accepted the theory restrictions at the 95% level, 
three. ,,·artially accepted the restrictions and one case rejected the 
restrictions Jmp!etely. These tests again offer some support for the 
long-run relationships expected by the Expectations Theory. The 
implementation of more restrictions that the intercept term is zero, 
was rejected. Further analysis of the cases in which the long run 
restrictions were accepted indicates that the value of the intercept, or 
premium, tends to increase with the length of the spread between the 
rates in the cointegrating vector. 
The tests of exogeneity and causality, via the Vector Error Correction 
model and the Generalised Variance Error Decomposition tests, of1er 
some contradictory results. These tests do offer strong evidence that 
the long interest rate in each group is the key exogenous variable in 
the Treasury Note and Deposit rate systems. However, the results in 
the case of the Interbank and Bank Accepted Bill Rates are 
inconclusive. For the interbank rates, the VECM suggests that the 
short, one-month rate is exogenous, but the VDC indicates that the 
long, twelve-month rate is the exogenous variable in the system. In the 
case ofthe Bank Accepted Bill rates, none of the coefficients in the 
VECM were significant, which is contrary to the finding of 
cointegration, but the VDC indicates that the long, six-month rate is 
exogenous. 
Persistence Profiles of the effect of a system-wide shock to the 
cointegrating vectors provide information regarding the speed with 
which deviations trom the long-run relationships in the model are 
eliminated. These plots indicate that response of the cointegrating 
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vee I ors to system wide shocks tend to adjust to equilibrium after ten to 
fifteen months. Additionally, the cointegrating vectors with longer 
spreads tend to adjust Jess quickly and initially over react to the initial 
shock. 
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8.2 Policy Implication.~ 
Some policy implications cnn be inferred from the results of this 
study. Firstly, the unit root tests ofthe spreads and cointegration tests 
lend support to the acceptance of some form ofthe Expectations 
Hypothesis. This implies that the long- and short-term interest rates 
are im~rconnected. 
The implementation of the long-run theoretical relationship implied by 
the Expectations Hypothesis gives some evidence that each longer-
term interest rate is related to the one-period interest rate. This 
indicates that investor expectations do play a significant part in 
shaping the yield curve. The rejection of the extra restrictions that the 
term premium is zero further indicates that investors command a term 
premium to invest for longer periods. Analysis of the cases where the 
long-run restrictions were accepted indicates that investors command 
a larger term premium to invest for longer periods, which is consistent 
with the liquidity premium theory. 
While the statistical results were not fully conclusive, and in some 
cases contradictory, this report tended to suggest that longer-term rates 
are more likely than not to be exogenous to the system. This is 
contrary to what is generally believed to be the case, that the short-
term rate tends to lead the longer-term rate. This finding is particularly 
relevant to monetary policy makers. In Australia, monetary policy 
relies on the hypothesis that the shortest-term rate is exogenous and 
the idea that changes in the cash-rate will reverberate through the yield 
curve to the longer-term rates. If it is found that short-term rates react 
to changes in the long-term rate, and not vice versa, the current 
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method of implementing monetary policy is inadequate, as without 
causality from instruments to targets, policy is unlikely to be effective. 
It is, however, important to distinguish between monetary policy 
actions and impulses. Interest rate policy actions that have been 
anticipated by the market would not be expected to influence long-
term rates, as the expectation would already be reflected in the current 
price. Many international studies have found that monetary policy, and 
shorter-term rates, often follow longer-term rates because long-rates 
contain information regarding the expectations of future shorter-term 
rates and cash rate policy actions. (Goodfriend, I 998) Additionally, 
long-rate movements may signal changing inflation expectations that 
may precipitate a movement in policy and hence shorter-term rates. 
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8.3 Conclusions 
It can be concluded from this study that, during the 1990's, Australian 
interest rates of differing terms do tend to display a long run 
relationship, as described by the Expectations theory. It has also been 
demonstrated that investors also seem to demand a premium to invest 
in bonds of longer maturity. These findings suggest that the Liquidity 
Premium Theory may be best able to describe the mechanism of the 
yield curve over this period, however more tests are recommended to 
determine the nature of the premium. More research should also be 
conducted into the preliminary findings that the longer-term interest 
rate leads the shorter-term rate, over the period studied here. If this is 
indeed the case, efforts should be applied to finding the reason as to 
why, as it is the reason why that will have the greatest impact on the 
implications for investors and policy makers. 
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9.0 Suggestions for Further Research 
As noted in the introduction, a relatively limited amount of work has 
been conducted to look into the nature of the term structure of interest 
rates in Australia. This is especially so since the 1983 deregulation of 
the Australian dollar, which is commonly regarded as a structural 
break in the Australian economy, and particularly incorporating data 
from the 1990's. Consequently there is a large amount of further 
research that could be conducted into this area. 
For example, this study only looked at data from the 1990's. The test 
procedures, especially the VDC, LRSM and Persistence Profile tests 
could be repeated using data from the 1980's and other decades. The 
results from the different decades could be compared. However, it 
should be noted that the amount of interest rate securities available in 
Australia has been slowly growing since deregulation and the majority 
of the interest rates considered in this study have only become 
available since 1983. 
Studies could also be conducted considering data at the long- and 
very-short end of the yield curve. Most tests to date have centred on 
the one-month to one-year maturity section of the yield curve, 
although it should be noted that availability of data might be a 
significant factor as to why this is the case. To my knowledge, no 
Australian studies have considered interest rates of maturity less than 
one month, other than the cash rate. Testing at the short end is 
particularly important, given that the key instrument of monetary 
policy in Australia is the overnight rate and the transmission 
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mechanism depends on the theory that the very short rates are I inked 
to the longer-term rates, along the yield curve. For this to be the ca-;e, 
it would seem that the theory should hold at the very short end of the 
curve first. In a similar vein, it may be of interest to include the cash 
rate in the tests performed in this study, to determine the connection 
between the cash rate and the differing types and maturity of bonds in 
the market place. (Longstaff, 2000) 
It may also be of interest to look at the behaviour of the curve at the 
very long end of the curve because the term structure is used to extract 
information about financial market expectations of the future path of 
interest rates and inflation. Also, an understanding of the longer end of 
the curve will also aid anticipation of the response oflong-term yeilds 
to monetary policy changes and, again, for understanding the interest 
rate channel of the monetary transmission mechanism. (Lange, 1999) 
Additional research could also be conducted into the nature of the 
term premium. This study, in accordance with most other studies 
conducted regarding the term structure, does conclude that there is 
significant evidence to suggest there is an interest rate term premium. 
However, it does little to model the nature of this term premium. 
Studies to determine the nature of the premium, whether it is constant, 
increases with term, be time variant or dependent upon other facto:s 
can only enhance the current literature. 
Research could also be conducted into the effects of supply and 
demand factors for bonds on the shape of the yield curve. It seems that 
almost no research has been conducted into this area. 
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It is obvious that there is much scope for further research into the 
behaviour of the Term Structure of Interest Rates, particularly 
considering Australian data. This study has attempted to show that the 
term structure is a very important topic, as it impacts both directly and 
indirectly on most investment and monetary policy decisions. The 
term structure also has considerable influence over, and is influenced 
by, other key indicators in the economy, such as the level of inflation, 
the exchange rate and aggregate demand. The empirical knowledge 
gathered regarding the term structure can oniy enhance the decision 
making process, and the quality of those dedsions, of investors and 
policy makers. 
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Source and Calculation of Data 
Treasury Notes 
Five \\'cck, thirteen week and twenty six week Australian Government Treasury 
Note market yields were investigated, over the period November 1991 to 
September 2000. This time period was dictated by the availability of one month 
Treasury note data. The then Federal Treasurer introduced this security in 
November 1991. 
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The montly data was retrieved from the Reserve Bank of Australia Web site. The 
daily figures were accessed from the Datastrcam data base, and the weekly data 
was calculated as the Monday to Friday arithmetic average of the daily data. 
The market yield is the estimated closing yield in the secondary market. However, 
prior to 1994, the data represents the estimated midday yield. 
Bank Accepted Bills 
30 day, 60 day and 180 day bank accepted bill rates were included in the study. 
To enable comparison with the Treasury note data, the same time period of data 
was considered, even though this data is available for a considerably greater time 
period. 
The monthly data was downloaded from the Reserve Bank of Australia web site. 
Unfortunately, the 30 day data is not available on the Datastream data base, so the 
daily and weekly data could not be considered for this class of interest rates. 
The Bank Accepted Bills are estimated closing yields, but data prior to March 
1995 are estimated midday yields. 
Deposit Rates 
One, three, six and twelve month deposit mid rates were considered in this study, 
again over the time period November 1991 to September 2000. 
The monthly and daily data was retrieved from the Datastream database. The 
weekly data was calculated as the arithmetic, Monday to Friday, average. 
Interbank Rates 
One, three, six and twelve month interbank offer rates were considered in this 
study, over the period November 1991 to September 2000. 
The monthly and daily data was retrieved from the Datastream database. The 
weekly data was calculated as the arithmetic, Monday to Friday, average. 
The interbank rate is a weighted average of the interest rates that banks have 
borrowed and lent funds between banks during the day. 
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Table AI 
Treasury Notes -Monthly Data 
(per cent per annum) 30 days 90 days 180 days 
Mar-96 7.41 7.42 7.49 
30 days 90 days 180 days Apr-96 7.37 7.38 7.54 
Nov-91 8.31 8.23 8.15 May-96 7.37 7.37 7.51 
Dec-91 8.20 7.73 7.49 Jun-96 7.28 7.33 7.47 
Jan-92 7.51 7.35 7.24 Jul-96 7.34 7.39 7.45 
Feb-92 7.45 7.45 7.43 Aug-96 6.89 6.81 6.75 
Mar-92 7.36 7.35 7.36 Sep-96 6.86 6.78 6.73 
Apr-92 7.19 7.08 7.05 Oct-96 6.82 6.64 6.58 
May-92 6.48 6.43 6.42 Nov-96 6.43 6.37 6.32 
Jun-92 6.28 6.20 6.10 Oec-96 6.05 6.00 5.97 
Jul-92 5.68 5.55 5.45 Jan-97 5.84 5.72 5.69 
Aug-92 5.50 5.45 5.45 Feb-97 5.85 5.80 5.79 
Snp-92 5.55 5.59 5.67 Mar-97 5.90 5.91 5.94 
Oct-92 5.49 5.54 5.70 Apr-97 5.88 5.87 5.88 
Nov-92 5.64 5.71 5.78 May-97 5.73 5.69 5.68 
Dec-92 5.67 5.77 5.83 Jun-97 5.32 5.24 5.20 
Jan-93 5.69 5.75 5.81 Jul-97 5.23 5.11 5.05 
Feb-93 5.68 5.69 5.74 Aug-97 4.88 4.84 4.81 
Mar-93 5.40 5.24 5.23 Sep-97 4.82 4.71 4.66 
Apr-93 5.07 5.07 5.07 Oct-97 4.84 4.76 4.74 
May-93 5.07 5.07 5.06 Nov-97 4.91 4.88 4.87 
Jun-93 5.11 5.11 5.09 Dec-97 4.96 4.96 4.97 
Jul-93 4.96 4.96 4.91 Jan-98 4.94 4.91 4.90 
Aug-93 4.62 4.62 4.63 Feb-98 4.95 4.91 4.88 
Sep-93 4.70 4.70 4.74 Mar-98 4.93 4.88 4.83 
Oct-93 4.70 4.70 4.74 Apr-98 4.89 4.81 4.76 
Nov-93 4.67 4.67 4.67 May-98 4.91 4.84 4.81 
Dec-93 4.71 4.72 4.75 Jun-98 4.94 4.97 5.01 
Jan-94 4.67 4.71 4.75 Jul-98 4.89 4.94 4.98 
Feb-94 4.68 4.70 4.73 Aug-98 4.93 4.96 5.00 
Mar-94 4.73 4.75 4.86 Sep-98 4.93 4.85 4.80 
AJH-94 4.71 4.72 4.90 Oct-98 4.89 4.70 4.58 
May-94 4.69 4.75 4.92 Nov-98 4.85 4.70 4.64 
Jun-94 4.76 5.00 5.25 Dec-98 4.64 4.58 4.52 
Jul-94 4.87 5.33 5.91 Jan-99 4.67 4.65 4.64 
Aug-94 5.13 5.52 6.01 Feb-39 4.68 4.67 4.67 
Sep-94 5.50 5.81 6.33 Mar-:f9 4.67 4.67 4.66 
Oct-94 6.09 6.44 6.86 Apr-99 4.65 4.63 4.62 
Nov-94 6.59 7.10 7.70 May-99 4.67 4.68 4.69 
Dec-94 7.35 7.92 8.76 Jun-99 4.67 4.69 4.72 
Jan-95 7.59 8.31 9.10 Jul-99 4.68 4.69 4.70 
Feb-95 7.64 8.05 8.59 Aug-99 4.74 4.74 4.71 
Mar-95 7.59 8.04 8.52 Sep-99 4.76 4.77 4.77 
Apr-95 7.52 7.76 8.16 Oct-99 4.81 4.87 4.90 
May-95 7.47 7.57 7.72 Nov-99 4.98 5.01 5.05 
Jun-95 7.43 7.45 7.44 Dec-99 4.98 5.04 5.14 
Jul-95 7.45 7.46 7.45 Jan-00 5.12 5.38 5.55 
Aug-95 7.44 7.49 7.57 Feb-00 5.45 5.66 5.97 
Sep-95 7.43 7.45 7.46 Mar-00 5.47 5.68 5.95 
Oct-95 7.43 7.43 7.43 Apr-00 5.74 5.85 6.03 
Nov-95 7.42 7.41 7.39 May-00 5.88 6.00 6.18 
Dec-95 7.35 7.30 7.27 Jun-00 5.83 5.86 5.96 
Jan-96 7.33 7.31 7.30 Jul-00 5.90 5.91 6.00 
Feb-96 7.39 7.39 7.40 AL.g-00 6.23 6.36 6.44 
Sep-00 6.29 6.41 6.49 
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Figure A2: Plot of Average Monthly Bank Accepted Bill Rates (Nov 91-Sep 00) 
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Table A2 
Bank Accepted Bills- Monthly Data 
(per cent per annum) 
Nov-1991 
Dec-1991 
Jan-1992 
Fab-1992 
Mar-1992 
Apr-1992 
May-1992 
Jun-1992 
Jul-1992 
Aug-1992 
Sep-1992 
Oct-1992 
Nov-1992 
Doc-1992 
Jan-1993 
Feb-1993 
Mar-1993 
Apr-1993 
May-1993 
Jun-1993 
Jul-1993 
Aug-1993 
Sef: -1993 
Oct-1993 
Nov-1993 
Dec-1993 
Jan-1994 
Fab-1994 
Mar-1994 
Apr-1994 
May-1994 
Jun-1994 
Jul-1994 
Aug-1994 
Sop-1994 
Oct-1994 
Nov-1994 
Dac-1994 
Jan-1995 
Feb-1995 
Mar-1995 
A.pr-1995 
May-1995 
Jun-1995 
Jul-1995 
Aug-1995 
Sep-1995 
Oct-1995 
Nov-1995 
Dec-1995 
Jan-191'16 
Fab-1996 
30 daya 
8.50 
8.20 
7.60 
7.55 
7.55 
7.15 
6.60 
6.60 
5.84 
5.88 
5.91 
5.86 
5.88 
5.88 
5.86 
5.81 
5.49 
5.28 
5.25 
5.29 
5.19 
4.83 
4.83 
4.77 
4.77 
4.81 
4.78 
4.i'9 
4.83 
4.82 
4.79 
4.89 
4.93 
5.32 
5.61 
6.12 
6.66 
7.42 
7.72 
7.74 
7.68 
7.64 
7.59 
7.54 
7.53 
7.53 
7.49 
7.48 
7.49 
7.49 
7.49 
7.49 
90 days 
8.50 
8.20 
7.60 
7.55 
7.55 
7.15 
6.60 
6.60 
5.64 
5.74 
5.94 
5.86 
5.88 
5.90 
5.66 
5.62 
5.38 
5.27 
5.15 
5.22 
5.05 
4.76 
4.66 
4.81 
4.78 
4.82 
4.61 
4.80 
4.88 
4.92 
4.85 
5.12 
5.41 
5.60 
5.93 
6.45 
7.16 
7.95 
6.37 
8.08 
8.13 
7.89 
7.70 
7.55 
7.56 
7.58 
7.49 
7.47 
7.46 
7.43 
7.46 
7.47 
180 days 
8.25 
7.70 
7.55 
7.50 
7.55 
6.95 
6.50 
6.40 
5.50 
5.66 
5.99 
5.88 
5.92 
5.93 
5.92 
5.83 
5.31 
5.24 
5.10 
5.17 
4.97 
4.72 
4.86 
4.84 
4.78 
4.84 
4.83 
4.82 
5.01 
5.11 
5.06 
5.46 
5.97 
6.05 
6.43 
6.90 
7.77 
8.79 
9.15 
8.61 
8.61 
8.29 
7.68 
7.53 
7.56 
7.71 
7.50 
7.44 
7.42 
7.38 
7.41 
7.46 
Mar-1996 
Apr-1996 
May-1996 
Jun-1996 
Jul-1996 
Aug-1996 
Sep-1996 
Oct-1996 
Nov-1996 
Dec-1996 
Jan-1997 
Feb-1997 
Mar-1997 
Apr-1997 
May-1997 
Jun-1997 
Jul-1997 
Aug-1997 
Sep-1997 
Oct-1997 
Nov-1997 
Dec-1997 
Jan-1998 
Feb-1998 
Mar-1998 
Apr-1998 
May-1998 
Jun-1998 
Jul-1998 
Aug-1998 
Sep-1998 
Oct-1998 
Nov-1998 
Doc-1998 
Jan-1999 
Feb-1999 
Mar-·1999 
Apr-1999 
May-1999 
Jun-1999 
Jul-1999 
Aug-1999 
Sep-1999 
Oct-1999 
Nov-1999 
Dec-1999 
Jan-2000 
Feb-2000 
Mar-2000 
Apr-2000 
May-2000 
Jun-2000 
Jul-2000 
Aug-2000 
30 daya 
751 
7.52 
7.51 
752 
7.52 
7.00 
6.97 
6.86 
649 
6.18 
5.95 
5.96 
6.03 
6.04 
590 
5.44 
5.31 
4.94 
4.89 
4.90 
4.96 
5.05 
5.00 
4.95 
4.99 
4.96 
5.00 
5.27 
5.10 
5.12 
5.03 
4.93 
4.97 
4.87 
4.80 
4.78 
4.81 
4.79 
4.84 
4.91 
4.86 
4.86 
4.93 
5.03 
5.17 
5.52 
5.33 
5.60 
5.64 
5.88 
6.14 
6.18 
6.14 
6.36 
90 daya 
7.53 
7.57 
7.55 
7.57 
7.56 
6.92 
6.91 
6.70 
6.45 
6.13 
5.82 
5.91 
6.05 
6.04 
5.87 
5.35 
5.19 
4.90 
4.77 
4.83 
4.95 
5.07 
4.99 
4.97 
4.96 
4.92 
4.96 
5.32 
5.17 
5.19 
5.03 
4.83 
4.88 
4.80 
4.79 
4.77 
4.81 
4.76 
4.66 
4.93 
4.89 
4.92 
5.01 
5.31 
5.44 
5.65 
5.66 
5.80 
5.89 
6.04 
6.31 
6.23 
6.20 
6.49 
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180 daya 
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8.08 
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5.15 
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4.95 
5.11 
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4.96 
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4.95 
5.39 
5.23 
5.25 
5.04 
4.72 
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4.80 
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4.76 
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5.02 
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Figure A3: Plot of Average Monthly Aust Deposit Mid-Rates (Nov 91- Sep 00) 
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TableA3 
Australian Deposit Mid-Rates • Monthly Dam 
(per cent per annum) 
1 month 3 month 6 month 12 month 
1 month 3 month 6 month 12 month Apr-98 6.95 6Jl5 7.35 7.70 
Nov-91 8.60 8.60 8.60 8.70 May-96 6.95 6.95 7.25 7.60 
Doc-91 7.70 7.85 7.85 7.85 Jun-96 6.95 6.95 7.25 7.70 
Jan-92 7.35 7.60 1 ... c 7.20 Jul-96 6.95 6.85 7.20 7.70 
Feb-92 7.15 7.15 7.00 7.00 Aug-96 6.50 6.25 6.40 6.85 
Mar-92 7.10 7.10 7.00 7.15 Sep-96 6.35 5.95 6.25 6.65 
Apr-92 7.05 7.10 7.10 7.36 Oct-96 6.35 5.90 6.15 6.60 
May-92 6.90 6.90 6.95 7.20 Nov-96 8.25 5.75 5.85 6.25 
Jun-92 6.35 6.35 6.40 6.50 Dec-96 6.05 5.70 5.65 6.10 
Jul-92 6.10 6.10 5.95 5.95 Jan-97 5.60 5.60 5.75 5.95 
Aug-92 5.45 5.40 5.35 5.40 Feb-97 5.35 5.35 5.45 5.80 
Sep-92 5.50 5.50 5.50 5.55 Mar-97 5.50 5.75 5.85 6.25 
Oct-92 5.35 5.50 5.60 5.75 Apr-97 5.50 5.75 5.95 6.35 
Nov-92 5.45 5.55 5.70 5.95 May-97 5.50 5.60 5.75 6.05 
Dec-92 5.40 5.50 5.70 6.05 Jun-97 5.05 5.15 5.40 5.65 
Jan-93 5.40 5.50 5.65 6.10 Jul-97 4.75 4.85 5.00 5.30 
Feb-93 5.35 5.45 5.60 6.05 Aug-97 4.35 4.50 4.50 4.95 
Mar-93 5.20 5.30 5.45 5.75 Sep-97 4.30 4.45 4.30 4.65 
Apr-93 5.10 5.25 5.25 5.55 Oct-97 4.30 4.25 4.20 4.55 
May-93 5.00 5.05 5.10 5.50 Nov-97 4.30 4.30 4.25 4.60 
Jun-93 4.95 5.05 5.05 5.35 Dec-97 4.25 4.35 4.50 4.90 
Jul-93 4.95 5.10 5.05 5.35 Jan-98 4.25 4.30 4.45 4.90 
Aug-93 4.95 5.05 4.95 5.20 Feb-98 4.25 4.40 4.55 4.85 
Sep-93 4.80 4.80 4.75 5.00 Mar-98 4.25 4.35 4.45 4.75 
Oct-93 4.55 4.60 4.65 4.85 Apr-98 4.25 4.30 4.35 4.55 
Nov-93 4.55 4.60 4.65 4.85 May-98 4.25 4.20 4.40 4.55 
Dec-93 4.50 4.65 4.60 4.90 Jun-98 4.25 4.25 4.40 4.45 
Jan-94 4.50 4.55 4.55 4.90 Jul-98 4.35 4.45 4.70 4.80 
Feb-94 4.50 4.50 4.65 4.95 Aug-98 4.40 4.35 4.85 4.70 
Mar-94 4.50 4.50 4.90 4.90 Sep-98 4.35 5.25 4.50 4.95 
Apr-94 4.40 4.60 4.70 4.90 Oct-98 4.10 4.85 4.95 4.50 
May-94 4.40 4.50 4.70 5.10 Nov-98 3.90 3.75 4.95 4.50 
Jun-94 4.30 4.45 4.60 5.25 Dec-98 3.95 3.85 4.95 4.50 
Jul-94 4.90 5.55 6.00 6.65 Jan-99 3.85 3.85 4.30 4.45 
Aug-94 4.60 5.25 5.40 6.20 Feb-99 3.65 4.00 4.00 4.20 
Sep-94 5.00 5.30 5.80 6.70 Mar-99 3.50 4.10 4.05 4.65 
Oct-94 5.25 5.80 6.45 7.45 Apr-99 3.50 4.15 4.10 4.70 
Nov-94 6.00 6.35 7.10 7.95 May-99 3.45 4.25 4.10 4.75 
Dec-94 6.85 7.25 8.15 9.05 Jun-99 3.50 4.30 4.30 4.95 
Jan-95 6.20 7.00 7.90 9.10 Jul-99 3.95 4.05 4.25 4.70 
Feb-95 6.65 7.15 7.80 8.65 Aug-99 3.90 4.15 4.35 4.70 
Mar-95 6.35 6.65 7.10 7.90 Sep-99 2.75 4.15 4.75 4.65 
Apr-95 6.40 6.65 7.10 7.80 Oct-99 3.60 4.00 4.15 4.75 
May-95 6.50 6.70 7.10 7.65 Nov-99 3.88 4.26 4.54 5.25 
Jun-95 7.00 7.15 7.55 7.60 Dec-99 4.33 4.52 4.70 5.40 
Jul-95 7.05 7.15 7.60 7.80 Jan-00 4.15 4.72 4.85 5.56 
Aug-95 6.95 7.05 7.50 7.65 Feb-00 3.93 4.68 5.16 5.89 
Sep-95 6.95 7.00 7.40 7.50 Mar-00 4.45 4.91 5.30 6.11 
Oct-95 7.00 6.85 7.20 7.35 Apr-00 4.75 5.07 5.33 6.35 
Nov-95 7.00 6.90 7.45 7.35 May-00 4.48 5.42 5.96 6.19 
Dec-95 6.95 6.85 7.30 7.00 Jun-00 4.44 5.27 5.72 5.84 
Jan-96 7.00 7.00 7.00 7.15 Jul-00 4.35 5.22 5.68 5.86 
Feb-96 6.95 6.95 6.65 7.10 Aug-00 4.99 5.57 5.91 6.19 
Mar-96 6.95 7.00 7.20 7.55 Sep-00 5.54 5.81 5.99 6.20 
Figure A4: Plot of Average Monthly Aust Interbank Offer Rates (Nov91-Sep 
00) 
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TableA4 
Australian Interbank Offer Rate -Monthly Data 
(per cent per annum) 
1 month 3 month 9 month 12 month 
1 month 3 month 9 month 12 month Apr-96 7.55 7.56 7.69 8.08 
Nov-91 8.48 &.38 8.38 8.38 ...,. .•. 7.56 7.56 7.63 7.94 
Dec-91 8.30 8.17 8.06 8.09 Jun-96 7.56 7.59 7.72 8.13 
Jan-92 7.70 7.33 7.11 7.00 Jul-96 7.56 7.63 7.72 806 
Feb-92 7.50 7.50 7.50 7.80 Aug-96 7.06 706 7.06 7.16 
Mar-92 7.47 7.45 7.44 7.66 Sep-96 6.88 6.81 6.81 6.92 
Apr-92 7.45 7.44 7.44 7.70 Oct-96 6.83 6.78 6.75 6.75 
May-92 6.70 6.69 6.72 6.81 Nov-96 6.82 6.63 6.56 6.56 
Jun-92 6.45 6.44 6.41 6.50 Dec-96 6.56 6.47 6.41 6.44 
JuJ-92 6.06 5.86 5.81 5.83 Jan-97 6.06 6.00 5.94 6.11 
Aug-92 5.63 5.42 5.38 5.38 Feb-97 5.89 5.73 5.72 5.88 
Sep-92 5.88 5.95 6.13 6.59 Mar-97 6.06 6.06 6.09 6.42 
Oct-92 5.88 6.00 6.19 6.63 Apr-97 6.25 6.20 6.25 6.56 
Nov-92 5.77 5.94 606 6.55 May-97 6.13 6.08 6.13 6.44 
Dec-92 5.83 5.94 6.09 6.52 Jun-97 5.56 5.56 5.52 5.67 
Jan-93 5.73 5.81 5.92 6.30 Jul-97 5.39 5.39 5.38 5.42 
Feb-93 5.75 5.86 5.89 6.28 Aug-97 5.06 5.05 5.05 5.11 
Mar-93 5.42 5.38 5.38 5.50 Sep-97 4.94 4.88 4.81 4.94 
Apr-93 5.22 5.30 5.38 5.59 Oct-97 4.88 4.81 4.75 4.83 
May-93 5.16 5.19 5.19 5.31 Nov-97 4.94 4.89 4.88 5.00 
Jun-93 5.25 5.25 5.25 5.47 Dec-97 4.98 5.00 5.09 5.27 
Jul-93 5.19 5.13 5.13 5.25 Jan-98 4.94 4.98 5.03 5.19 
Aug-93 4.81 4.81 4.81 4.97 Feb-!"8 5.04 5.05 5.06 5.19 
Sep-93 4.75 4.75 4.80 4.89 Mar-98 5.00 5.00 5.00 5.13 
Oct-93 4.70 4.83 5.00 5.17 Apr-98 5.06 5.00 4.98 5.00 
Nov-93 4.66 4.69 4.69 4.75 May-98 5.00 5.00 5.00 5.00 
Dec-93 4.75 4.81 4.88 5.13 JUi1·98 5.00 4.94 4.89 4.88 
Jan-94 4.70 4.75 4.81 5.05 Jul-98 5.19 5.25 5.31 5.41 
Feb-94 4.69 4.75 4.78 4.94 Aug-98 5.09 5.13 5.19 5.25 
Mar-94 4.75 4.81 5.00 5.31 Sep-98 5.06 5.20 5.38 5.57 
Apr-94 4.88 4.94 5.13 5.67 Oct-98 4.89 4.88 4.81 4.75 
May-94 4.83 4.88 5.06 5.78 Nov-98 4.85 4.74 4.67 4.56 
Jun-94 4.81 4.88 5.19 6.00 Dec-98 4.94 4.87 4.81 4.81 
JuJ-94 5.17 5.81 6.31 7.31 Jan-99 4.78 4.79 4.75 4.72 
Aug-94 5.00 5.42 5.92 6.88 Feb-99 4.79 4.77 4.77 4.85 
Sep-94 5.61 5.69 6.19 7.13 Mar-99 4.81 4.81 4.81 5.00 
Oct-94 5.75 6.25 6.75 7.81 Apr-99 4.81 4.81 4.81 4.94 
Nov-94 6.69 6.89 7.44 8.42 May-99 4.83 4.83 4.84 4.97 
Dec-94 7.50 7.88 8.63 9.63 Jun-99 4.88 4.88 4.99 5.23 
Jan-95 7.63 8.31 9.19 10.22 Jul-99 4.88 4.94 5.06 5.26 
Feb-95 7.81 8.25 8.81 9.77 Aug-99 4.80 4.88 5.10 5.31 
Mar-95 7.75 8.00 8.38 9.05 Sep-99 4.85 4.90 5.17 5.50 
Apr-95 7.59 7.94 8.28 8.86 Oct-99 4.89 5.23 5.33 5.69 
May-95 7.64 7.94 8.31 8.75 Nov-99 5.01 5.44 5.64 6.04 
Jun-95 7.50 7.56 7.69 7.81 Dec-99 5.38 5.46 5.65 6.04 
Jul-95 7.53 7.56 7.67 7.78 Jan-00 5.32 5.57 5.82 6.34 
Aug-95 7.50 7.59 7.69 7.94 Feb-00 5.32 5.59 5.89 6.46 
Sep-95 7.50 7.56 7.63 7.81 Mar-00 5.55 5.69 5.95 6.37 
Oct-95 7.41 7.41 7.44 7.56 Apr-00 5.75 5.94 6.19 6.62 
Nov-95 7.50 7.56 7.63 7.80 May-00 6.01 6.15 6.31 6.67 
Dec-95 7.56 7.50 7.41 7.44 Jun-00 6.06 6.16 6.27 6.51 
Jan-96 7.41 7.38 7.34 7.38 Jul-00 6.12 6.15 6.25 6.43 
Fob-96 7.45 7.38 7.38 7.38 Aug-00 6.13 6.22 6.38 6.60 
Mar-96 7.50 7.50 7.56 7.83 Sep-00 6.31 6.46 6.59 6.74 
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Appendix B 
Unit Root Tests of the Interest Rate Spreads 
I. Augmented Dickey Fuller Tests 
Dickey-Fuller regressions with an intercept but no trend. 
The symbol • denotes the order of the order of augmentation in the Dickey-Fuller 
regressions chosen using the Akaike Information Criterion, with a maximum lag 
of four. 
2. Phillips Perron Tests 
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Table Bl: Unit Root Tests of Interest Rate Spread., 
Treasury Note Rates: Monthly Data 
Augmented Dickey Fuller 
I I) For the Levels 
Variable ADF(O) ADF(I) ADF(2) ADF(3) ADF(4) 
S31 -2.64. -2.68 -2.87 -2.59 -2.58 
S61 -2.19 -2.74 • -2.73 -2.56 -2.73 
S63 -2.14 -2.77. -2.49 -2.55 -2.85 
.. .. 95% cnttcal value for the augmented Dickey-Fuller statJStJc- -2.89 
(2) For the First Differences 
Variable ADF(O) ADF(I) ADF(2) ADF(3) ADF(4) 
dS31 -9.97. -6.70 -6.45 -5.72 -5.30 
dS61 -8.08. -6.47 -5.99 -4.92 -4.89 
dS63 -7.52. -6.73 -5.34 -4.09 -4.02 
.. . . 95% cntlcal value for the augmented Dickey-Fuller statJsttc- -2.89 
Phillips Perron 
Dependent Variable Independent Variable Statistic 
dS31 S31 (-1) -2.39 
dS61 S61 (-1) -2.21 
dS63 S63(-l) -2.22 
.. 95% cntlcal value -2.89 
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Table 82: Unit Root Tests of Interest Rate Spread< 
Treasury Notes: Weekly D:.ta 
Augmented Dickey Fuller 
(I) For II <e Levels 
Variable ADF(O) ADF(l) ADF(2) ADF(3) ADF(4) 
S31 -3.10 -4.04 -3.37 -2.82. -2.74 
S61 -2.18 -2.92 -2.70 -2.46 • -2.52 
S63 -2.06 -2.34 -2.60. -2.61 -2.71 
' 
.. 
-
.. 95Yo cnhcal value for the augmented DJckcy-l·uller stat1shc -2.86 
(2) For the First Differences 
Variable ADF(O) ADF{ll ADF(2) ADF(3l ADF(4) 
dS31 -16.98 -16.36 -14.95 -13.83 -12.64. 
dS61 -15.44 -13.47 -12.94. -11.63 -10.56 
dS63 -18.52 -12.51. -10.89 -9.58 -IJ.18 
.. 95% cnt!cal value for the augmented Dickey-Fuller statistic -2.87 
Ph'll' P erron I ripS 
Dependent Variable Independent Variable Statistic 
dS31 S31 (-J\ -2.29 
dS61 S61 (-1) -1.32 
dS63 S63 (-1) -1.08 
.. 
-95% cntlcal value -2.86 
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Table 83: Unit Root Test.\' of Interest Rate Spreads 
Tr~asury Notes: Daily Data 
Augmented Dickey Fuller 
(!) For the Levels 
Variable ADF(O) ADF(l) ADF(2) ADF(3) ADF(4) 
S3! -4.33 * -4.34 -4.17 -4.18 -3.99 
S6! -2.81 * -2.84 -2.87 -2.84 -2.85 
S6J -3.46 -3.01 -2.76 -2.55 -2.43 • 
• " -
. . 95 Vo cntlcal value tor the augmented D1ckey-Fullcr statistiC -2.86 
_m_ For the First Differences 
Variable ADF(O) ADF(!) ADF(2) ADF(3) ADF(4) 
dS31 -48.16 -35.50 -28.55 -25.77. -22.89 
dS61 -47.56 * -33.44 -27.85 -23.99 -20.49 
dS63 -47.55 * -33.43 -27.84 -23.98 -20.48 
• " 
' . 95 Yo cntJcal value for the augmented Dickey-Fuller statistic -2.86 
Phillips Perron 
Dependent Variable Independent Variable Statistic 
dS3! S31 (-! -2.46 
dS6! S6! (-! -1.40 
dS63 S63 (-1 -2.19 
" 95% en tical value- -2.86 
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Table 84: Unit Root Te,\'t>' of Interest Rate Spread;-
Bank Bill Rates: Monthly Data 
Augmented Dickey Fuller 
(I) For the Levels 
Variable ADF(O) ADF'(I) ADI'{2)_ ADF(3) ADF(4) 
S31 -2.71 -2.16 * -2J8 -2J3 -2A3 
S61 -2, 17 • -2,22 -2J5 -2J5 -2,63 
S63 -2,00 -2Al * -220 -2AI -2,81 
.. . ' 95% cntJcal value for the augmented Dtckey-Fuller statJstJc -2.89 
(2) For the First Differences 
Variable ADF(O) ADF(I) ADF(2) ADF(3) ADF(4) 
dS31 -12,53 -7.15. -6-09 -4,94 -4,94 
dS61 -9,95 • -650 -5_83 -454 -4,85 
dS63 -8.81 -6.91 -5,70 -424 -06 
" ' ' 95% cntlcal value for the augmented Dickey-Fuller statistiC- -2.89 
Phillips Perron 
Dependent Variable Ind•pendent Variable Statistic 
dS31 SJI (-I -322 
dS61 S61 (-I -254 
dS63 S63 (-1 -2.22 
0 .. 95 Vo cnticaJ value -2.89 
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Table 85: Unit Root Tests of Interest Rate Spreadr 
Deposit Rates: Monthly Data 
Augmented Di£-key Fuller 
j/) For the Levels 
Variable ADF(O) ADF(I) ADF(2) AJ>F(3) AJ>F(4) 
S31 -5.10 -3.11 * -2.54 -2.54 -2.48 
S61 -3.23 -2.26 * -2.24 -1.82 -1.93 
Sl21 -2.46 -2.02 -2.05 -1.28 -1.77. 
S63 -3.05 -2.47 -2.41 * -1.59 -2.00 
Sl23 -2.35 -2.16 -1.99 -1.07 -2.01 * 
Sl26 -2.81 -2.26 -2.00 -1.37 -1.86 * 
. . .. 95% cnttcal value for the augmented D1ckey-tuller statiStiC -2.89 
(2) For the First Dij}i!rences 
Variable ADF(O) ADF(I) ADF{2)_ ADF(3\ ADF{_4) 
dS31 -16.37 -IO.l 0 -6.73 -5.98 -5.86 
dS61 -13.26 * -7.75 -6.45 -5.54 -4.99 
dSI21 -11.52 -7.67 -7.24 -5.01 -4.69 
dS63 -11.35 -7.56* -7.56 -5.43 -5.00 
dSI23 -I 0.50 -8.03 -8.10 -4.56 -5.00 * 
dSI26 -11.99* -8.80 -8.17 -5.26 -5.48 
' 
. . .. 95% cnttcal value for the augmented Dickey-Fuller statiStiC -2.89 
Phillips Perron 
Dependent Variable Independent Variable Statistic 
dS31 S31 -6.14 
dS61 S61 -3.45 
dSI21 Sl21 -2.96 
dS63 S63 -3.25 
dSI23 Sl23 -2.99 
dS126 Sl26 -3.34 
' 
.. 95Yo cnttcal value -2.89 
I 10 
Table 86: Unit Root Te,,t,, of Interest Rate Spread,\' 
Deposit Rates: Weekly data 
Augmented Dickey Fuller 
(!) For the I eve/\· 
' 
Variable ADF(O) ADF(l) ADF(2) ADF(J) AJ>F(4) 
S31 -3.92 -4.53 • -4.38 -4J9 -4Jl 
S61 -3M -3_93 -3,61 • -3,56 -3_62 
Sl21 -2-48 -2,75 • -259 -2,63 -2,68 
S63 -4.13 -4.46. -4-18 -4,06 -429 
SI23 -2.77 -2,93 * -2,96 -3.09 -2,98 
SI26 -3_68 -3A2 -331 -3,61 • -3A6 
.. .. 95% cnt!cal \a]uc tor the augmented Dickey-Fuller statJSIIC- -2.87 
(2) For the First Differences 
Variable ADF(O) ADF(1) ADF(2) ADF(J) ADF(4) 
dS31 -19,00 -14,99 -12-48 -I Ll8 -9,99 
dS61 -19,02 -15,70' -13.02 -1 L08 -10-10 
dSI2l -19J7 -15-42. -JZAO -10,62 -939 
dS63 -2030 -15,99. -13A6 -10,97 -9,96 
dSI23 -2M9 -14,78 * -1 L75 -10,79 -9,84 
dSJ26 -23.46 -1655 -12-18 -I Ll4 -IOJO' 
' 
.. . ' 95 Yo cnl!cal value for the augmented Dickey-Fuller statistic -2.87 
Phillips Perron 
D"'''ndent Variable Independent Variable Statistic 
dS31 S31 -3,28 • 
dS61 S61 -2,62 
dSJ2I SJ21 -L82 
dS63 S63 -2,65 
dSI23 SJ23 -L70 
dSI26 Sl26 -2,88. 
' 
.. 95% cntical value- -2.87 
Tablt? 87: Unit Root Test.'l (}f Interest Rate Spread.\· 
Deposit Rates: Daily Data 
Augmented Dickey Fuller 
J!)_ For the Level' 
Variuble ADF(O) 
S31 -5.48 
S61 -4.39' 
Sl21 -3.30 
S63 -6.02 
Sl23 -4.43 
Sl26 -5.69 
ADF(l) 
-4.90. 
-4.28 
-3.09' 
-5.42 
-3.70 
-4.96 
ADF(2) 
-4.90 
-4.29 
-3.11 
-5.21 • 
-3.56 
4.65 
.. .. 95% cnt!cal value for the augmented 0Jckey-Fuller statistic -2.86 
(2} For the First Differences 
Variable ADFIO) ADFO) ADFI2) 
dS31 -55.76. -37.28 -30.33 
dS61 -51.14. -35.67 -29.22 
dSI21 -53.17 -36.09 -30.20 
dS63 -55.71 -38.83 • -30.53 
dS123 -60.08 -39.95 -32.65 
dSI26 -57.14 -40.09 -32.65 
ADF(3) 
-4.83 
-4.27 
-3.02 
-5.24 
-3.41 
4.46 
ADF(3) 
-26.68 
-25.94 
-26.97. 
-26.64 
-29.48 • 
-30.67. 
.. 
-
. 95% en tical value for the augmenteo Dtckey-Fuller statJsttc - -2.89 
Phillips Perron 
DePendent Variable Independent Variable Statistic 
dS31 S31 -3.06 
dS61 S61 -2.65 
dS121 s 121 -2.74 
dS63 S63 -3.19 
dS123 Sl23 -3.45 
dS126 S126 -4.42 
.. 95% cntiCal value - -2.87 
II I 
ADF(4) 
-4.71 
-4.16 
-2.90 
-5.14 
-3.18 • 
-3.97 • 
ADF(4) 
-24.08 
-23.44 
-23.94 
-24.18 
-25.65 
-26.42 
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Table Bll: Unit Root Tt!.\'1.\" tJf Interest Rate Spreads 
Interbank Rates: Monthly Data 
Augmented Dickey Fuller 
(I! For the Le\·els 
Variable ADF(O) ADF(I) ADF(2) ADF(3) ADFI41 
S31 -4.47 -3.30 -2.18 -2.55 • ··2.25 
S61 -2.89 -2.47. -2.01 -2.28 -2.20 
Sl21 -2.32 • -2.13 -2.08 -2.58 -2.61 
S63 -2.33 • -2.32 -2.14 -2.20 -2.31 
Sl23 -1.94 -2.07 -2.32 -2.74. -2.69 
Sl26 -1.96 -2.12 -2.50 -2.90. -2.84 
" 
. . .. 95 Vo en !leal Ya]ue for the augmented Dlckey~Fuller stalistJc ·2.89 
(2) For the First Differences 
Variable ADF(O) ADF(IJ ADF(2) ADF(3) ADF(4) 
dS31 -13.66 -12.53. -6.99 -6.61 -5.81 
dS61 -11.55 - 9.25 • -6.14 -5.48 -4.81 
dSI21 -10.62. -7.44 -5.06 -4.62 -4.83 
dS63 - 9.87 * -7.44 -5.84 -4.85 -4.12 
dSI23 - 9.14. -5.94 -4.54 -4.34 -4.69 
dSI26 - 9.00. -5.76 -4.55 -4.39 -5.08 
. . .. 95% cnt1cal value for the augmented Dickey· Fuller statistic- -2.89 
Phillips Perron 
Dependent Variable Independent Variable Statistic 
dS31 S31 -9.92 
dS61 S61 -4.65 
dSI21 Sl21 -2.66 
dS63 S63 -2.36 
dSI23 Sl23 -1.86 
dS126 Sl26 -1.84 
" 
.. 
-95 Yo cntlcal value -2.89 
I JJ 
Table 89: Unit Root Te . .,·t.\· of Interest Rate Spreads 
Interbank Rates: Weekly data 
Augmented Dickey Fuller 
(I) For the Levels 
Variable A ADF(l) AI A' A 
S31 1 -3.14 I :' 1.50 
_, 13 -3. !* -3.1 
S61 I -: !.t . -. .13 -, J9 _, I -: . ;• 
"21 I -. -2.68 I -2. ;2 _, 72 I -: • 
S63 -2.33 -2.55 -2.43 • -2.63 -2.46 
Si23 -1.84 -2.32 -: .30 -2.59 -2.34. 
Sl26 -1.94 ~· -: .37 -2.52 I -2.40 
_ill" crit1~~;~~; ~;,~en . i • -2.87 
-1-~3) ~le A~) 1~2) A 
-19.39 -16.35 I -II !4 
dS61 -17.77 -14.56 -12.32 -12.50. -10.53 
dS121 1 :16.35 17 - .00 -I 11 • -90.80 
--1s¥13 
I - 9. -Joe , • I -9.20 
I - 6. 
" 
• .11 
dSI26 -18.20. -13.37 -10.72 1.15 .15 
95% critical value for the. -2.87 
Phillips Ferron 
Dependent Variable Independent Va•·iable Statistic 
dS31 S31 -4.27 
d861 S61 -1.97 
dS121 Sl21 -1.32 
dS63 863 -1.45 
d8123 8123 -1.03 
d8126 8126 -1.18 
• 
.. 95 Yo cnttcal value -2.87 
Table 8/f): Unit RtJot Te.\'1,\' of Interest Rule Spread\· 
Interbank Rates: Daily data 
Augmented Dickey Fuller 
(I) For the Levels 
Variable ADF(O) 
S31 -5.14 
S61 -3.14 
Sl21 -2.31 
S63 -4.09 
Sl23 -2.43 
Sl26 -3.12 
ADF(I) 
-4.34 
-2.91 
-2.31 
-3.22 
-2.27. 
-2.50 
ADF(2) 
-4.21 
-2.89 
-2.33 
-2.95 
-2.21 
-2.33 
' 
.. .. 95% cnucal value for the augmented Dickey-Fuller statistic -2.86 
(2) For the First Differences 
Variable ADFJ(I) ADF'(I) ADF'(2) 
dS31 -57.03 -38.04. -29.06 
dS61 -52.14 -35.78 -27.16. 
dS121 -48.07 -33.76 -26.02. 
dS63 -62.07 -41.93 -33.41 
dS123 -62.05 -41.92 -33.40 
dS126 -51.91 -36.44. -29.54 
' 
.. .. 95% cnucal value for the augmented Dickey-Fuller stattstJc -2.89 
Phillips Perron 
Deuendenl Variable lndeuendenl Variable 
dS31 S31 
dS61 S61 
dS121 s 121 
dS63 S63 
dS123 S123 
dS126 S126 
' 
.. 95 Yo cnucal value -2.86 
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ADF(3) ADF(4) 
-4.34. -4.36 
-3.05 • 
-3.03 
-2.47. 
-2.45 
-2.80 -2.70. 
-2.17 -2.13 
-2.26. 
-2.20 
ADF(3) ADF(4) 
-24.84 -22.07 
-23.84 -21.27 
-23.08 -20.73 
-28.70 • -25.27 
-28.70. 
-25.27 
-25.82 -22.36 
Statistic 
-3.68 
-2.00 
-1.45 
-2.10 
-1.86 
-3.30 
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Appendix C 
Unit Root Tests of the Interest Rate Data 
I. Augmented Oickey Fuller Test 
Dickey-Fuller regressions with an intercept but no trend. 
The symbol* denotes the order of the order of augmentation in the Dickey-Fuller 
regressions chosen using the Akaike Information Criterion, with a maximum lag 
of four. 
2. Phillips Perron Test 
I 16 
Table C/: lin it RfJol Test.\· fl/ lntereM Rates 
Treasury Bill Rates: Monthly data 
Augmented Dickey Fuller 
(II I I For t 1e Leve s 
Variable ADF(O) ADF(l) ADF(2) ADF(3) ADF(4) 
Ml -0.75 -1 .58' -1.87 -2.01 -1.99 
M3 -0.82 -1.71' -1.80 -1.93 -1.83 
M6 -0.96 -1.83. -1.75 -2.00 -1.88 
.. . . . 95% cnttcal value lor the augmented Dtckey-T·uller slatlSIJc- -2.89 
(2) For the First Di erences 
Variable ADFtO) ADF(I) ADF(2) ADF(3) ADF(4) 
dMJ -4.90 -3.69' -3.22 -3.12 -3.04 
dM3 -5.01* -4.22 -3.60 -3.58 -3.10 
dM6 -5.29' -4.84 -3.81 -3.81 -3.39 
" 
.. 
. 
.. 95 rQ cnttcal value for the augmented Dll.:kcy-Fuller statJsttc -2.89 
Phillips Perron 
Dependent Variable Independent Variable Statistic 
dMJ Ml -1.6203 
dM3 M3 -1.6844 
dM6 M6 -1.7820 
.. 95% cntJcal value -2.89 
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Table C2: Unit Rcwl Test.'i of Interest Rates 
Treasury Notes: Weekly Data 
Augmented Dickq Fuller 
_jj) For the Levels 
Variable ADF(O) ADF(1) ADF(2) ADF(3) ADF(4) 
M1 -2.42 • -2.28 -2.28 -2.29 -2.32 
M3 -1.70 -1.84 -7.87 -1.91 • -1.96 
M6 -1.32 -1.64 -1.69 -1.75 -1.84 • 
" 
.. .. 95 Yo cnttcal value for the augmented Dtckey-Fuller stattstJc -2.87 
(2) For the First Di,t erences 
Variable ADFIOl ADF(I) ADFI2l ADF(3) ADFI4) 
dM1 -13.33. -1 1.36 -9.27 -7.87 -6.64 
dM3 -13.94 -11.12 -9.21 -7.95 • -6.79 
dM6 -14.12 -11.16 -9.45 -8.02. -7.14 
. . .. 95% cntJCa! value for the augmented Dickey-Fuller statiStiC -2.87 
Phillips Perron 
Dependent Variable Independent Variable Statistic 
dM1 M1 -1.54 
dM3 M3 -1.29 
dM6 M6 -0.96 
" 
.. 95 Yo cntiCal value -2.89 
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Table CJ: Unit Root Te.~t.s of Interest Rates 
Treasury Notes: Daily Data 
Augmented Di<·key Fuller 
(I) For the Levels 
Variable ADF(O) ADF(I) ADF(2) ADF(3) ADF(4) 
Ml -2.35 -2.29. -2.29 -2.29 -2.30 
M3 -2.13 -2.12 -2.12 -2.12 -2.11 • 
M6 -1.85 -1.87 -1.88 -1.88 -1.88 • 
• 
.. 
. . 
.. 95 Yo cnttcal value for the augmented Dtckc)-fuller stattsllc -2.86 
(2) For the First Di erences 
Variable ADF(O) ADF(I) ADF(2) ADF(3) ADF(4) 
dMI -42.73 • -31.42 -26.31 -23.57 -20.97 
dM3 -45.52. -33.16 -26.99 -22.95 -20.03 
dM6 -45.31 31.98 -26.78 -23.00 -19.16' 
• 
.. 95 Yo en heal value for the augmented D1ckey-Fullcr statlSilC -2.86 
Phillips Perron 
Dependent Variable Independent Variable Statistic 
dMI Ml -2.14 
dM3 M3 -1.70 
dM6 M6 -1.23 
.. 95% cnllcal value -2.86 
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Table C4: Unit Root Te.\·t.'i of Interest Rate.\' 
Bank Bill Rates: Monthly data 
Augmented Dickey Fuller 
(I} For the Levels 
Variable ADF(O) ADF(I) ADF(2) ADF(3) ADF(4) 
Ml -0.80 -1.51 -1.97. -1.96 -1.94 
M3 -0.86 -1.62 -1.89 • -1.91 -1.85 
M6 -1.0 I -1.70. -1.78 -1.98 -1.93 
-
.. 9;,% cnt1ca\ value for the augmented D1ckey-fullcr stallst1c -2.89 
(2) For the First Dil erences 
Variable ADF(O) ADF(I) ADF(2) ADF(3) ADF(4) 
dM1 -5.21 -3.57. -3.37 -3.24 -2.79 
dM3 -5.20. -3.96 -3.65 -3.54 -2.94 
dM6 -5.71 • -4.71 -3.86 -3.69 -3.36 
.. .. 95% cnt1ca\ value for the augmented Dickey-Fuller statiStiC- -2,89 
Phillips Perron 
Dependent Variable Independent Variable Statistic 
dM1 Ml -1.65 
dM3 M3 -1.74 
dM6 M6 -1.86 
• 
.. 95 Vo cnt1cal value -2.89 
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Table C5: Unit Root Tests of Interest Rates 
Deposit Rates: Monthly Data 
Augmented Dickey Fuller 
(I} For the Levels 
Variable ADF(O) ADF(I) ADF(2) ADF(3) ADF(4) 
Ml -1.48 -1.12 -1.28 • -1.27 -1.43 
M3 -1.03 -1.08 -1.20 • -1.24 -1.32 
M6 -1.02 -1.05 -1.10* -1.18 -1.25 
Ml2 -1.11 -1.14. -1.17 -1.18 -1.31 
" 95% cnttcal value for the augmented Dtckey-Fuller statiStiC- -2.89 
(2) For the First Dij erences 
Variable ADF(O) ADF(I) ADF(2) ADF(3) ADF(4) 
dMI -7.83 -4.72 -3.51 * -3.17 -3.21 
dM3 -7.91 -4.69 -3.63 * -3.34 -3.16 
dM6 -8.43 -5.05 -3.93 * -3.44 -3.16 
dMI2 -8.24 * -5.62 -4.58 -3.61 -3.10 
" 95% cnttcal value for the augmented Dtckey-Fullcr stattsttc- -2.89 
Phillips Perron 
Dependent Variable Independent Variable Statistic 
dMI Ml -0.94 
dM3 M3 -0.84 
dM6 M6 -1.88 
dMI2 Ml2 -0.87 
' 
" 95 Yo cntJcal value -2.89 
121 
Table C6: Unit RtJot Te.'its of Interest Rale!t· 
Deposit Rates: Weekly data 
Augmented Dickey Fuller 
_11) For the Levels 
Variable ADF(O) ADF(I) ADF(2) ADF(3) ADF(4) 
Ml -3.08 -2.97. -2.97 -2.95 -2.91 
M3 -3.21 -3.04. -3.03 -3.03 -2.98 
M6 -2.66 -2.63 • -2.64 -2.64 -2.61 
M12 -1.86 -2.03 -2.10 ' -2.15 -2.20 
• 
. . 95 Yo cnhcal value for the augmented Dickey~ Fuller statiStic -2.87 
(2) For the First Di!J erences 
Variable ADF(O) ADF(I) ADFI2l ADF(3) ADFI4l 
dMI -16.94. -14.06 -10.95 -9.19 -8.13 
dM3 -16.49. -12.83 -11.05 -9.46 -7.90 
dM6 -17.73* -13.04 -11.4 7 -9.49 -8.03 
dMI2 -17.69 -12.69. -I 0.42 -8.90 -7.72 
• 
.. 95% en tical value for the augmented Dtckcy-Fuller statiStiC -2.87 
Phillips Perron 
Dependent Variable Independent Variable Statistic 
dMI Ml -2.39 
dM3 M3 -2.44 
dM6 M6 -2.07 
dM12 Ml2 -1.66 
.. 95% cnttcal value - -2.87 
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Table C7: Unit Root Te.~·ts of Interest Rates 
Deposit Rates: Daily data 
Augmented Dickey Fuller 
(I) For the Levels 
Variable ADF(O) ADF(l) ADF(2) ADF(3) ADF(4) 
Ml -3.52 -3.47. -3.48 -3.46 -3.50 
M3 -3.61 -3.74. -3.76 -3.72 -3.76 
M6 -3.13* -3.12 -3.12 -3.12 -3.15 
Ml2 -3.04. -3.05 -3.03 -3.03 -3.05 
. . .. 95% en heal value for the augmented D1ckey-Fuller statiStiC -2.86 
(2) For the First Dd erences 
Vari&ble ADF(O) ADF(l) ADF(2) ADF(3) ADF(4) 
dM1 -47.97 -34.61 -27.94 ·-25.04 -24.40. 
dM3 
-54.30 * -37.03 -28.98 -25.61 -23.27 
dM6 -48.63 -34.74 -28.30 -25.82 -24.49. 
dM12 -49.78 -34.11 * -28.31 -25.53 -22.86 
.. 95% cnttcal value for the augmented D1ckey-Fuller statiStiC -2.86 
Phillips Perron 
Dependent Variable Independent Variable Statistic 
dM1 M1 -3.21 
dM3 M3 -4.02 
dM6 M6 -3.22 
dM12 M12 -2.92 
.. 95% cntJcal value - -2.86 
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Table CR: Unit Root Test.< of Intere.•t Rates 
Interbank Rates: Monthly Data 
Augmented Dickey Fuller 
(/) For the Levels 
Variable ADF(O) ADF(l) ADF(2) ADF(3) ADF(4) 
M1 -0.92. -1.43 -1.72 -1.76 -1.83 
M3 -1.03 -1.4 7 • -1.62 -1.78 -1.85 
M6 -1.18 -1.56 • -1.65 -1.80 -1.91 
M12 -1.35 -1.65 • -1.78 -1.97 -1.99 
' 
.. .. 95 Yo cnttcal value for the augmented D!cke)-Fuller statistic -2.89 
_f]L For the First DifJ_ erences 
Variable ADF(O) ADF(l) ADF(2) ADF(3) ADF(4) 
dMI -6.35 -4.40 • -4.02 -3.63 -2.68 
dM3 -6.85 • -5.01 -4.14 -3.70 -3.0 
dM6 -7.37' -5.45 -4.49 -3.87 -3.35 
dM12 -7.96' -5.60 -4.52 -4.11 -3.92 
.. .. 95% cntlcal value for the augmented Dickey-Fuller statistic- -2.89 
Phillips Perron 
Dependent Variable Independent Variable Statistic 
dMI Ml -1.828 
dM3 M3 -1.853 
dM6 M6 -1.968 
dM12 Ml2 -1.987 
.. 95% cntlcal value -2.89 
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Table C9: Unit Root Te.•ts of Interest Rates 
Interbank Rates: Weekly data 
Augmented Dickey Fuller 
(I) For the Level1· .
Variable ADF(O) ADF(I) ADF(2) ADF(3) ADF(4) 
Ml -2.63 -2.43 • -2.44 -2.38 -2.36 
M3 -2.27 -2.15 -2.15 -2.15 -2.15. 
M6 -2 04 -2.09 -2.14 • -2.15 -2.19 
Ml2 - ' 
' 
-2.03 -2.10. -2.13 -2.16 
.. 95% cnttcal value for the augmented DEckey·Fuller statiStiC -2.87 
(2) For the First Difj erences 
Variable ADF(O) ADF(I) ADF(2J ADF(3) ADF(4) 
dMI -17.92* -14.35 -11.39 -9.68 -7.98 
dM3 -15.61 * -11.99 -I 0.09 -8.42 -7.38 
dM6 -15.20 -11.45 * -10.02 -8.64 -7.42 
dMI2 -14.75. -11.50 ··9.96 -8.93 -8.09 
.. 95% cntical value for the augmented Dickey-Fuller statJStJc -2.87 
Phillips Perron 
Dependent Variable Independent Variable Statistic 
dMI Ml -2.04 
dM3 M3 -1.73 
dM6 M6 -1.41 
dMI2 Ml2 -1.17 
.. 95% cntlcal value- -2.87 
125 
Table C/0: Unit Roo/ Tests of lnleresl Rates 
Interbank Rates: Daily data 
Augmented Dk-key Fuller 
(I) For the Level> 
Variable ADF(O) ADF(l) ADF(2) ADF(3) ADF(4) 
M1 -2.22 -2.23 -2.23 -2.22 • -2.22 
M3 -2.10 -2.11 -2.11 -2.10 • -2.10 
M6 -1.91 -1.95. -1.94 -1.94 -1.94 
Ml2 -1.71 -1.80 • -1.79 -1.80 -1.79 
.. 95% cnt1cal value for the augmented D1ckey-Fuller statistic -2.86 
(2) For the First Dit erences 
Variable ADF(O) ADF(l) ADF(2) ADF(3) ADF(4) 
dMI -45.19 -33.79 -29.18' -24.65 -22.76 
dM3 -45.11 -33.50 -28.64' -24.11 -21.94 
dM6 -44.92 • -33.14 -27.37 -23.67 -21.36 
dMI2 -43.96 -32.64 -26.73 -23.51 -20.85 
.. 95% cntical value for the augmented Dtckey-Fuller statistic -2.86 
Phillips Perron 
Dependent Variable Independent Variable Statistic 
dM! Ml -2.73 
dM3 M3 -1.88 
dM6 M6 -1.40 
dM12 M12 -1.13 
" 
.. 95 Vo cntlcal value -2.86 
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Appendix D 
Co-integration Tests 
I. Johansen ML Tests for Multiple Cointegrating Vectors 
The underlying VAR models are assumed to contain restricted intercepts with no 
trend. 
MI. M3, M6 and M 12 are treated as endogenous J(l) variables. 
The statistics refer to Johansen's log~ likelihood based trace and maximal 
eigenvalue test statistics. 
TableD I: Cointegration Tests 
Treasury Bill Rates 
I mtmth, 3 month atrd 6 month, (11/91- 9100) 
Long run cointegrating veL'IiJr: (MI, M3, M6) 
l. Monthly Data 
(1) A~ . E' I S axzmum ,zgenva ue IGI/S(/C 
Ho Hr Statistic 
t=O r>-1 62.99 
r<-1 r>-2 30.98 
r<-2 F3 5.85 
. (2) Trace StatistiC 
Ho Hr Statistic 
t=O r:=1 99.83 
r<-1 r>-2 36.83 
r<-2 F3 5.854 
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95% Crit 90% Crit 
22.04 19.86 
15.87 13.81 
9.16 7.53 
95% Crit 90% Crit 
34.87 31.93 
20.18 17.88 
9.16 7.53 
. . . The underlyrng V AR model 1s of order 2 and 1s computed usrng I 05 observations . 
2. Weekly data 
(1) Maximum Ei envalue Statistic 
Ho Hr Statistic 95% Crit 90% Crit 
t=O r>-1 110.90 22,04 19.86 
r<-1 r>-2 44.45 15.87 13.81 
r<-2 F3 6.71 9.16 7.53 
(2) Trace Statistic 
Ho Hr Statistic 95% Crit 90% Crit 
t=O r>-1 162.14 34.87 31.93 
r<-1 r>-2 51.16 20.18 17.88 
r<-2 F3 6.71 9.16 7.53 
. . The underlymg V AR modelrs of order 2 and rs computed usmg 463 observatrons . 
2. Daily data 
jJJ_ Maximum Ei envalue Statistic 
Ho Hr Statistic 95% Crit 90% Crit 
FO r>-1 156.60 22.04 19.86 
r<-1 r>-2 63.80 15.87 13.81 
r<2 F3 6.98 9.16 7.53 
(2) Trace Statistic 
Ho H, Statistic 95% Crit 90% Crit 
t=O r>-1 227.4 34.87 31.93 
r<-1 r>-2 70.78 20.18 17.88 
r<-2 F3 6.98 9.16 7.53 
. The underlymg V AR model1s of order 2 and JS computed usmg 2316 observations . 
Table D2: Cointegration Tests 
Bank Bill Rates 
I month, 3 month and 6 month, (11191- 9/00) 
Long run cointegrating vector: (MI, M3, M6) 
l. Monthly Data 
_( 1) Maximum Ei envalue Statistic 
Ho H, Statistic 
c=O r>-l 78.76 
r<-1 r>-2 29.56 
r<-2 c=3 5.90 
_Q)_Trace Statistic 
Ho H, Statistic 
c=O r> I 114.22 
r<-1 r>-2 35.46 
r<-2 c=3 5.90 
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95% Crit 90% Crit 
22.04 19.86 
15.87 13.81 
9.16 7.53 
95% Crit 90% Crit 
34.87 31.93 
20.18 17.88 
9.16 7.53 
. The underlymg V AR model1s of order 2 and IS computed usmg I 05 observations. 
Table DJ: Cointegration Tests 
Deposit Rates 
1 month, 3 month and 6 month, (11191- 91110) 
Long run t:ointegrating vector: (Ml, M3, M6, M/2) 
l. Monthly Data 
( 1) Maximum Ei envalue Statistic 
Ho H, Statistic 
r=O r> I 44.58 
r<1 r> 2 26.19 
r<-2 r> 3 18.17 
r<-3 r=4 1.13 
(2) Trace Stat1st1c 
Ho Ht Statistic 
r=O r:=1 90.06 
r<-1 r> 2 45.49 
r<-2 r>-3 19.30 
r<=3 r=4 1.13 
95% Crit 
28.27 
22.04 
15.87 
9.16 
95% Crit 
53.48 
34.87 
20.18 
9.16 
The underlymg V AR modelts of order 2 and was computed usmg 105 observattons. 
2. Weekly Data 
(1) Maximum Ei envalue Statistic 
Ho H, Statistic 95% Crit 
r=O r>-1 39.99 28.27 
r< I r> 2 31.74 22.04 
r<2 r>=3 24.55 15.87 
r<-3 r=4 8.68 9.16 
(2) Trace Statistic 
Ho H, Statistic 95% Crit 
r=O r> 1 104.95 53.48 
r<-1 r> 2 64.97 34.87 
r<-2 r>-3 33.23 20.18 
r<-3 r=4 8.68 9.16 
The underlymg V AR modelts of order 2 and ts computed usmg 465 observattons. 
3. Daily Data 
(1) Maximum Ei!lenvalue Statistic 
Ho H, Statistic 95% Crit 
r=O r> 1 47.59 28.27 
r<-1 r> 2 43.83 22.04 
r<-2 r>-3 29.20 15.87 
r<=3 r=4 6.58 9.16 
(2) Trace Statistic 
Ho H, Statistic 95% Crit 
r=O r>=1 127.20 53.48 
r<1 r> 2 79.60 34.87 
r<2 r>='3 35.78 20.18 
r<-3 t=4 6.58 9.16 
The underlymg V AR modelts of order 2 and 1s computed usmg 2316 observattons. 
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90% Crit 
25.80 
19.86 
13.81 
7.53 
90% Crit 
49.95 
31.93 
17.88 
7.53 
90% Crit 
25.80 
19.86 
13.81 
7.53 
90% Crit 
49.95 
31.93 
17.88 
7.53 
90% Crit 
25.80 
19.86 
13.81 
7.53 
90% Crit 
49.95 
31.93 
17.88 
7.53 
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Table D4: Cointegralion Tests 
Interbank Rates 
I month, 3 month and 6 month, (11/91- 9100) 
Long run cointegrating J•eclor: (MI, M3, M6, Ml2) 
I. Monthly Data 
(I) Maximum Ei envalue Statistic 
"· 
H, Statistic 95% Crit 90% Crit 
r=O r>=l 71.30 28.27 25.80 
r<-1 r>-2 48.80 22.04 19.86 
r<-2 r>-3 19.50 15.87 13.81 
r<-3 r=4 6.43 9.16 7.53 
(2) Trace Statistic 
"· 
u, Statistic 95% Crit 90% Crit 
r=O r>-1 146.30 53.48 49.95 
r<l r>=2 74.73 34.87 31.93 
r<2 r>-3 25.93 20.18 17.88 
r<=3 r=4 6.43 9.16 7.53 
The underlymg VAR model1s of order 2 IS computed usmg 105 observatiOns. 
2. Weekly Data 
(1) Maximum Ei envalue Statistic 
"· 
u, Statistic 95% Crit 90% Crit 
r=O r>-1 87.90 28.27 25.80 
r<-1 r>-2 57.97 22.04 19.86 
r<2 r~3 26.37 15.87 13.81 
r<=3 r=4 8.32 9.16 7.53 
Jl) Trace Statistic 
"· 
H Statistic 95% Crit 90% Crit 
r=O r> I 180.56 53.48 49.95 
r<l r> 2 92.66 34.87 31.93 
r<=2 r~3 34.69 20.18 17.88 
r<-3 r=4 8.32 9.16 7.53 
. The underlymg V AR model1s of order 2 and 1s computed usmg 465 observatmns. 
3. Daily data 
fl) Maximum Ei envalue Statistic 
Ho u, Statistic 95% Crit 90% Crit 
r=O r~l 161.38 28.27 25.80 
r<~l r>-2 57.95 22.04 19.86 
r<-2 r>""3 38.83 15.87 13.81 
r<=3 r=4 8.29 9.16 7.53 
(2) Trace Statistic 
Ho H, Statistic 95% Crit 90% Crit 
r=O r> I 266.45 53.48 49.95 
r<=l r>-2 105.08 34.87 31.93 
r< 2 r~3 47.12 20.18 17.88 
r< 3 r=4 8.29 9.16 7.53 
. . The underlymg VAR model Is of order 2 and 1s computed usmg 2316 observations . 
Appendix E 
Normalised Maximum Likelihood Estimates of the 
Cointegrating Vectors 
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Table El: LRSM 
Treasury Bill Rates: Monthly Data 
Assuming a vector auto regre.\',\'ion of 2, and 2 cointegrating veclon;. 
(I) Using theory based just identifying restrictions 
Ml M3 M6 Intercept 
Vector I 1.0378 -I 0 0.16013 
(0.01778) I <o.olo4ol 
Vector 2 1.0897 0 -1 -0.36044 
(0.04079) I (0.23863 l 
. 
.. LL subJect to exact 1dent1fymg restnctmns 363.40 
(2) Using theory based over identifYing restrictions 
Ml M3 M6 Intercept 
Vector I I -1 0 0.05893 
(0.01927) 
Vector 2 I 0 -I 0.15960 
(0.0445) 
. . .. LL subJect to over tdenttfymg restnctmns 361.24 
LR test of restrictions CHSQ(2) = 4.31 ·significant at the 10% level. 
Ml M3 M6 Intercept 
Vector 1 I -I 0 0 
Vector 2 I 0 -1 0 
LL subject to over Jdentd)'mg restncttons - 353.62 
LR test of restrictions CHSQ(4) = 19.54- not significant at the 1% level. 
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Table E2: LRSM 
Treasury Notes: Weekly data 
Assuming a 1.•ector auto regression of 2, and 2 cointegrating vectors. 
(I) Using theory based just identifying restrictions 
Ml M3 M6 Intercept 
Vector 1 1.051 -I 0 -0.242 
I <o.o2o1 I (0.119) 
Vector 2 1.122 0 -I -0.553 
I <o.o46l i (0.267) 
LL subject to exact 1dent1fymg restnctmns 2343.4 
(2) Using theory based over identifying restrictions 
Ml M3 M6 Intercept 
Vector I I -I 0 0.0569 
I <o.o22l 
Vector 2 I 0 -I 0.1586 
I ro.o491l 
.. LL subject to over 1dentifymg restnctwns 2339.6 
LR test of restrictions CHSQ(2) = 7.733 ~significant at the 5% level. 
Ml M3 M6 Intercept 
Vector I I -I 0 0 
Vector 2 I 0 -I 0 
.. .. LL subJect to over IdentifYmg restnctmns 2329.6 
LR test of restrictions CHSQ(4) = 27.62- not significant at the i% level. 
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Table E3: LRSM 
Treasury Notes: Daily Data 
As.~uming a vector auto regression of 2, and 2 cointegrating vectors. 
(I) Using theory based just identifying restrictions 
Ml MJ M6 Intercept 
Vector I 1.060 -I 0 -0.294 
I <o.o2Il (0.121) 
Vector 2 1.138 0 -I -0.647 
(0.044) (0.258) 
. LL subjeCt to exact tdenhfymg restnct10ns 14371 
(2) Using theory based over identifying restrictions 
Ml M3 M6 Interc~pJ 
Vector 1 I -I 0 0.056 
(0.022) 
Vector 2 I 0 -I 0.154 
(0.047) 
.. LL subjeCt to over tdentlfymg restncttons 14365 
LR test ofrestrictions CHSQ (2) == 11.62 -not significant at the I% level. 
Accepted the just-identifying restrictions model. 
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Table E4: LRSM 
Bank Bill Rates: Monthly Data 
Assuming a l'ector auto regression of2, and 2 cointegrating vectors. 
(I) Using theory based just identifying restrictions 
Ml M3 M6 Intercept 
Vector I 1.017 -I 0 -0.0360 
I (0.0165) (0.0988) 
Vector 2 1.041 0 -I -0.0755 
(0.0398) (0.2389) 
LL subject to exact tdentlfymg restnctwn5 352.42 
(2) Using theory based over identifying restrictions 
Ml M3 M6 Intercept 
Vector I I -I 0 0.06212 
(0.0162) 
Vector 2 I 0 -I 0.1656 
(0.0390) 
.. LL subject to over !dentlt)'mg restnct10ns 351.93 
LR test of restrictions CHSQ(2) = 0.983 -significant at the 600/o level. 
Ml M3 M6 Intercept 
Vector I I -I 0 0 
Vector 2 I 0 -I 0 
. LL subject to over tdentifymg restnct10ns- 345.05 
LR test of restrictions CHSQ(4) = 14.73- not significant at the 1% level. 
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Table E.'i: LRSM 
Deposit Rates: Monthly Data 
Assuming a vector auto regrenion of 2, and 3 cointegrating vectors. 
(I) Using theory based just identifying restrictions 
Ml M3 M6 Ml2 Intercept 
Vector I 0.9965 -I 0 0 0.2786 
(0.0108) (0.1195) 
Vector 2 0.9789 0 -I 0 0.6345 
. (0.0228) I (0.2513> 
Vector 3 0.9339 0 0 -I 1.3864 
I <o.o397l I (0.4382> 
LL subJect to exact 1dentd)'mg restnctwns - ~6. 112 
(2) Using theory based over identifYing restrictions 
MJ M3 M6 Ml2 Intercept 
Vector 1 I -I 0 0 0.2461 
(0.0509) 
Vector2 I 0 -I 0 0.4387 
(0.1163) 
Vector 3 I 0 0 -I 0.7700 
(0.2285) 
.. LL subject to over 1dentd)rmg restrictions -9.92 
LR test of restrictions CHSQ(3) = 7.62 -significant at the 5% level. 
Ml M3 M6 Ml2 Interceut 
Vector 1 I -I 0 0 0 
Vector 2 I 0 -I 0 0 
Vector3 I 0 0 -I 0 
.. LL subject to over tdent1fymg restrictwns- -18.70 
LR test of restrictions CHSQ(4) = 25.18- not significant at the 1% level. 
137 
Table E6: !,RSM 
Deposit Rates: Weekly Data 
Assuming a l'ector auto regression of 2, and 3 cointegrating vectors. 
(I) Using theory based just identify in~ restrictions 
Ml M3 M6 M12 Intercept 
Vector I 0.966 -I 0 0 0.4105 
I <o.o57l (0.301) 
Vector 2 1.055 0 -I 0 0.200 
_(0.090)_ (0.470]_ 
Vector 3 1.133 0 0 -I 0.171 
(0.129)_ (0.677)_ 
LL subject to exact 1denUfymg restnctwns 1768.2 
(2) Using theory based over identifying restrictions 
Ml M3 M6 Ml2 lnterc~t 
Vector I I -I 0 0 0.234 
(0.057) 
Vector 2 I 0 -I 0 0.485 
(0.081) 
Vector 3 I 0 0 -I 0.861 
(0.112) 
.. LL subJeCt to over Jdentlfymg restncttons 1763 
LR test of restrictions CHSQ(3) = 8. 76- significant at the 1% level. 
Ml M3 M6 Ml2 Intercept 
Vector 1 I -I i) 0 0.237 
(0.057) 
Vector 2 I 0 -I 0 0.481 
(0.081) 
Vector 3 1.15 0 0 -I 0.101 
(0.080) . (0.430) 
.. LL subject to over Jdentd)'mg restnct10ns- 1765.9 
LR test of restrictions CHSQ(2) = 4.49- significant at the 10% level. 
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Table E7: LRSM 
Deposit Rates: Daily data 
Assuming a vector auto regression of 2, and 3 cointegrating vectors. 
(I) Using theory based just identifying restrictions 
Ml M3 M6 M12 fnterc_ept 
Vector I 0.976 -I 0 0 0.361 
1 (0.062) (0.322) 
Vector 2 1.076 0 -I 0 0.089 
(0.102) (0.530) 
Vector 3 1.153 0 0 -I 0.0535 
(0.136) (0.708) 
LL SUbJeCt to exacttdenttfYmg restnctwns -12748 
(2) Using theory based over identifjdng restrictions 
Ml M3 M6 Ml2 Intercept 
Vector 1 I -I 0 0 0.234 
(0.060) 
Vector 2 I 0 -I 0 0.482 
(0.089) 
Vector 3 I 0 0 -I 0.847 
(0.116) 
.. LL subJeCt to over tdenuf)'mg restrictions- 12743 
LR test of restrictions CHSQ(3) == 10.21- significant at the 1% level. 
Ml M3 M6 Ml2 Intercept 
Vector 1 I -I 0 0 0.236 
(0.060) 
Vector 2 1.113 0 -I 0 -0.101 
(0.045) 1 (0.249) 
Vector 3 1.201 0 0 -I -0.190 
I (0.069) ! (0.377) 
.. .. LL subJect to over !denttfYmg restrictiOns - 12748 
LR test of restrictions CHSQ(l) = 0.144- significant at the 10% level. 
139 
Table ER: LRSM 
Interbank Rates: Monthly Data 
Assuming a l'eclor auto regres~·ion of 2, and 3 cointegrating vectors. 
(I) Using theory based just identifying restrictions 
Ml M3 M6 Ml2 Itercept 
Vector I 1.021 -I 0 0 -0.0496 
I 1o.o228J (0.135) 
Vector 2 1.074 0 -I 0 -0.2349 
L(o.o535) (0.318) 
Vector 3 1.187 0 0 -I -0.6027 
U0.1132) (0.673) 
LL subject to exact 1denutymg restnctwns 406.41 
(2) Using theory based over identifying restrictions 
Ml M3 M6 Ml2 Intercept 
Vector 1 I -1 0 0 0.7462 
1 (0.0192] 
Vector 2 I 0 -I 0 0.1996 
(0.0463) 
Vector 3 I 0 0 -I 0.4956 
I ro.o981J 
.. 
-LL subJect to over Ident!f)'mg restrictwns 401.03 
LR test of restrictions CHSQ(3)"' 10.77- significant at the 1% level. 
Ml M3 M6 Ml2 lnterceDt 
Vector I I -I 0 0 0.0756 I (0.0185) 
Vector 2 1.025 0 -I 0 0.0550 
(0.0081) I (o.o64o) 
Vector 3 1.086 0 0 -I -0.0059 
(0.027D_ (0.1817) 
. . .. 
-LL subJect to over JdentJfymg restrictions 405.92 
LR test of restrictions CHSQ(I) = 0.979- significant at the 10% level. 
140 
Table £9: LRSM 
Interbank Rates: Weekly data 
Assuming a t•ector auto regression of 2, and 3 cointegrating vector~·. 
(I) Using theory based just identifying restrictions 
Ml M3 M6 Ml2 Intercept 
Vector I 1.014 -I 0 0 -0.0138 
lco.o2o51 (0.122.) 
Vector 2 1.054 0 -I 0 -0.0125 
IL0.0460) (0.274) 
Vector 3 1.138 0 0 -I -0.326 
(0.0908) (0.541) 
LL subjeCt to exact IdentifYing restrictions 2970.5 
(2) Using theory based over identif, ;ng restrictions 
Ml M3 M6 Mil Intercept 
Vector I I -I 0 0 0.0713 
(0.0191) 
Vector 2 I 0 -I 0 0.1938 
I (0.0427) 
Vector 3 I 0 0 -I 0.4910 
I <o.o825J 
.. LL subJeCt to over 1dent1fymg restnct10ns 2967.6 
LR test of restrictions CHSQ(3) == 5.79 -significant at the 10% level. 
Ml M3 M6 Ml2 Intercept 
Vector I I -1 0 0 0 
Vector2 1 0 -1 0 0 
Vector 3 1 0 0 -1 0 
. . .. LL subJeCt to over 1dentJfymg restnct10ns 2958.9 
LR test of restrictions CHSQ(6) = 23.18- not significant at the I% level. 
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Table E 10: LRSM 
Interbank Rates: Daily data 
Assum!ng a l'eclor auto regression of 2, and 3 cointegraling veclorl·. 
(I) Using theory basedjust identifying restrictions 
Ml 1\13 M6 Ml2 Intercept 
Vector I 1.039 -I 0 0 -0.156 
(0.026) I co.l56l 
Vector 2 1.103 0 -I 0 -0.411 
(0.058) I co.344l 
Vector 3 1.199 0 0 -I -0.679 
(0.104) I co.624l 
LL subject to exact tdentlf)rmg re;:;tnctwns- 17882 
(2) Using theory based over identifying restrictions 
Ml M3 M6 Ml2 Intercept 
Vector I I -I 0 0 0.074 
(0.025) 
Vector 2 I 0 -I 0 0.199 
(0.054) 
Vector 3 I 0 0 -I 0.500 
(0.099) 
LL subJect to over tdenufymg restnctions- 17878 
LR test of restrictions CHSQ(3) = 6.91 -significant at the traditional5% level. 
Ml M3 M6 Ml2 Intercept 
Vector 1 I -I 0 0 0 
Vector 2 I 0 -I 0 0 
Vector 3 I 0 0 -I 0 
. LL subject to over •denuf)'mg restnct10ns 17859 
LR test of restrictions CHSQ(O) = 44.48- not significant at the I% level. 
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Appendix F 
Error correction models 
Standard errors are given in parenthesis. 
* indicates significance at the 10% level. The diagnostics are chi-squared statistics 
for serial correlation, functional form, normality and heteroskedasticity. 
Table F 1: Error Correction Models 
Treasury Notes: Monthly Data 
A.~~·uming a cointegrating vector auto regression of 2. 
Explanatory 
Variable 
dMI(I) 
dM3(1) 
dM6(1) 
ecml(-1) 
ecm2(-2) 
Cbi-sq SC (12) 
Chi-sq F (12) 
Chi-sq N (12) 
Chi-sq Ret (12) 
dM1 ~ M1- ML, 
dM3 ~ M3 - M3_, 
dM6 ~ M6- M6_, 
dR1(1) ~ ML1 - ML2 
dR3(1) ~ M3.,- M3_, 
dR6(1) ~ M6_, - M6_, 
dMI 
-0.157 
(0.26) 
0.266 
(0.55) 
0.193 
I (o.3o) 
-0.388 
! (0.68) 
-0.023 
. (0.30) 
8.14. 
2.45' 
24.13 
10.54 
ecm1 ~ M1- M3 + 0.059 
ecm2 ~ M1- M6 + 0.159 
dM3 
-0.346 
I (0.39) 
0.709 I (o.n) 
0.077 
(0.39) 
1.476 
I (o.88J 
-0.762 
I (o.4o) • 
6.33. 
0.24 * 
15.72 
6.03 
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dM6 
-0.455 
(0.48) 
0.873 
( 1.06) 
0.141 
I (0.53) 
1.604 
(1.09) 
-0.713 
(0.30) • 
6.69 * 
2.54 * 
9.32 
8.90 
Table F2: Error Corre(·tion Model.\' 
Treasury Notes: Weekly Data 
Assuming a cointegrating ''ector auto regression of 2. 
Explanatory 
Variable 
dMI(I) 
dM3(1) 
dM6(1) 
ecmt(-1) 
ecm2(-2) 
Chi-sq SC (12) 
Chi-sq F (12) 
Chi-sq N (12) 
Chi-sa Het 02) 
dMI = M1- ML, 
dM3 = M3 - M3_, 
dM6 = M6- M6_, 
dR1(1) = ML,- MI., 
dR3(1) = M3., - M3., 
dR6(1) = M6.1 - M6., 
dMI 
0.303 
(0.111) 
0.037 
(0.253) 
-0.013 
(0.159) 
-0.422 
(0.138) 
-0.141 
(0.059) 
1.44. 
4.64 * 
2310 
87.51 
ecm1 = M1- M3 + 0.0569 
ecm2 = M1- M6 + 0.1586 
dM3 
-0.044 
(0.119) 
0.306 
(0.259) 
0.080 
(0.172) 
0.194 
(0.126) 
-0.132 
(0.055) • 
0.40' 
8.05 
569.2 
39.92 
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dM6 
-0.15 I I (0.174) 
0.422 
(0.272) 
0.135 
I <o.I71) 
0.198 
I <o.139J 
-0.116 I (o.o67J 
1.43 * 
4.20 
807.8 
47.14 
Table FJ: Error Correction Models 
Treasury Notes: Daily Data 
Assuming a cointegrating vector auto regre.uion of 2. 
Explanatory 
Variable 
dMI(I) 
dM3(1) 
dM6(1) 
ecml(-1) 
ecm2(-2) 
Chi-sq SC (12) 
Chi-sq F (12) 
Chi-so N (12) 
Chi-sq Het (12) 
dMl =MI- ML, 
dM3 = M3 - M3_, 
dM6 = M6- M6_, 
dRI(l) = ML,- ML, 
dR3(1) = M3.,- M3_, 
dR6(1) = M6_, - M6., 
dMI 
0.135 
(0.063) ' 
-0.048 
(0.084) 
-0.004 
(0.04§)_ 
-0.084 
(0.031) ' 
0.022 
(0.013) 
0.00 * 
7.05 
486453 
35.85 
ecm1 = 1.06 M1 - M3- 0.294 
ecm2 = 1.14 M1 - M6 -0.647 
dM3 
-0.086 
(0.055) 
-0.099 
(0.086) 
0.089 
l_co.o66) 
0.099 
1(0.031) * 
-0.063 
I <o.o14l • 
3.87 
7.56 
70510 
59.66 
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dM6 
0.103 
(0.070) 
0.036 
(0.111) 
-0.033 
(0.094) 
0.015 
(0.030) 
-0.021 
(0.013) 
1.76 * 
0.17 * 
4362 
48.46 
Table F4: Error Correction Models 
Bank Accepted Bills: Monthly Data 
A~isuming 11 t•oinlegrating ''ector auto regre.\·sion of 2. 
Explanatory 
Variable 
dMI(I) 
dM3(1) 
dM6(1) 
ecml(-1) 
ecm2(-2) 
Chi-sq SC (12) 
Chi-so F (12) 
Chi-so N (12) 
Chi-so Het (12) 
dM1 ~ M1 - Ml.1 
dM3 ~ M3 - M3.J 
dM6 ~ M6- M6.1 
dR1(1) ~ ML1- Ml.z 
dR3(1) ~ M3.J- Mlz 
dR6(1) ~ M6.1 - M6., 
dMI 
0.310 
(0.325) 
-0.984 
(0.650) 
0.799 
(0.443) 
-0.971 
(0.793) 
0.160 
(0.362) 
7.82 ' 
0.54 ' 
9.84 
4.79 
ecm1 ~M1-M3 + 0.062 
ecm2 ~ M1- M6 + 0.166 
dM3 
0.334 
I (0.3931 
-0.725 
I (0.7851 
0.673 
I (0.415l 
1.341 
I ro.958> 
-0.761 
I (0.4371 
7.45 ' 
0.02 ' 
13.0 
3.56 * 
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dM6 
0.289 
(0.492) 
-0.413 
(0.982) 
0.574 
(0.518) 
2.135 
( 1.198) 
-0.984 
I (o.547J 
8.98 ' 
0.16 ' 
6.53 
3.28 ' 
Table F5: Error Correction Models 
Deposit Rates: Monthly Data 
Asl·uming a L'ointegrating vector auto regression of 2. 
Explanatory dMI 
Variable 
dMI(I) -0.391 
(0.33) 
dM3(1) -0.211 
' (0.63) 
dM6(1) 0.811 
(0.57) 
dM12(1) -0.170 
(0.33) 
ecm1(-1) -1.437 
(0.80) 
ecm2(-1) 0.963 
! (0.73) 
eme3(-1) -0.289 
(0.30) 
Cbi-sq SC (12) 13.98 * 
Chi-sq F (12) 
Chi-sq N 02) 
Cbi-sq Het (12) 
dM1 = Ml- MI., 
dM3 = M3 - M3.1 
dM6 = M6- M6., 
dM12 = M12- M12., 
2.37 
70.72 
23.06 
dR1(1) =MI.,- MI., 
dR3(1) = M3., - M3., 
dR6(1) = M6., - M6., 
dR12(1) = Ml2.,- Ml2.z 
ecm1 = Ml- M3 + 0.246 
ecm2 = Ml- M6 + 0.439 
ecm3 = Ml- M12 + 0.770 
* 
dM3 dM6 
-0.042 0.175 
I (o.33l (0.35) 
-0.521 -0.585 
I 10.6ll (0.65) 
0.627 0.402 
I (0.56l (0.59) 
0.017 0.132 
I <oJ2l (0.34) 
-0.744 -1.519 
I (0.78> (0.83) 
0.625 1.455 
I (o.71J (0.76) 
-0.351 -0.572 
I <0.29J (0.31) 
16.32 * 16.44 * 
0.00 * 0.18 * 
130.12 280.13 
5.87 0.17 * 
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dM12 
0.307 
(0.33) 
-0.491 
(0.61}_ 
0.197 
(0.56) 
0.112 
(0.32) 
-1.085 
_(0.78) 
0.741 
(0.71) 
-0.213 
(0.29) 
13.82 * 
1.00 * 
131.38 
1.51 * 
Table F6: Error Correction Models 
Deposit Rates: Weekly Data 
Assuming a cointegrating vector auto regres.'iion of 2. 
Explanatory dM1 
Variable 
dM1(1) 0.175 
(0.043) • 
dM3(1) 0.131 
_(0.1231 
dM6(1) 
dM12(1) 
' 
ecml(-1) 
ecm2(-1) 
emc3(-l) 
Chi-sq SC (12) 
Chi-sq F (12) 
Chi-sq N {12) 
Chi-so Het (12) 
dMI ~M1-ML1 
dM3 ~ M3 - M3_1 
dM6 ~ M6- M6_1 
dMI2 ~ Ml2- Ml2., 
-0.110 
(0.078) 
0.019 
(0.084) 
-0.008 
(0.026) 
-0.041 
(0.024) 
-0.015 
(0.016) 
4.29 
0.40 
21039 
3.40 
dR1(1) ~ ML,- ML, 
dR3(1) ~ M3_,- M3., 
dR6(1) ~ M6_,- M6_, 
dRI2(1) ~ MI2.,- Ml2_, 
ecml ~ M1- M3 + 0.2369 
ecm2~M1-M6+0.4814 
ecm3 ~ 1.147Ml-M12+0.101 
dM3 dM6 
-0.017 0.013 
I <o.o32l I <o.o46l 
0.221 0.107 
I (o.o44J • 110.085) 
-0.082 0.002 
I (o.o49l I (o.o57l 
0.091 0.145 
I <o.o37l • (0.060) • 
0.108 -0.016 
I f0.034)_ • Lio.044) 
0.004 0.099 
I (o.o23l (0.027) • 
-0.070 -0.075 
I <o.ot7l • (0.018) • 
0.00. 0.08 * 
0.06. 0.05. 
1179 986 
9.49 11.8 
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dM12 
0.088 
(0.044) • 
0.010 
(0.074)_ 
0.077 
(0.052) 
0.073 
(0.075) 
0.014 
(0.037)_ 
0.031 
(0.024) 
-0.044 
(0.021) • 
2.07 • 
0.11 • 
835 
5.72 
Table F7: Error Correction Modell' 
Deposit Rates: Daily Data 
Assuming a <.'ointegruting vector auto regression of 2. 
Explanatory dMI 
Variable 
dMI(I) 0.018 
I (o.o24J 
dM3(1) -0.028 
I ro.o28l 
dM6(1) 0.013 
I ro.o29l 
dM12(1) 0.044 
I ro.o3o) 
ecml(-1) -0.003 
I ro.oo8> 
ecm2(-1) -0.004 
I ro.oo7l 
emc3(-l) -0.006 
I ro.oo5l 
Cbi-sq SC (12) 0.70. 
Cbi-sq F (12) 0.10. 
Cbi-sq N (12) 1144783 
Chi-sq Het (12) 6.14 
dM1 = M1 -MI., 
dM3 =M3 -M3., 
dM6 = M6- M6., 
dM12 = M12- M12.1 
dR1(1) =MI.,- MI., 
dR3(1) = M3.,- M3., 
dR6(1) = M6.,- M6., 
dRI2(1) = M12.,- Ml2., 
ecm1 = M1- M3 + 0.236 
ecm2 = 1.113 Ml - M6 -{).0993 
ecm3 = 1.200 M1-M12-{).188 
dM3 dM6 
0.063 0.023 
I ro.o44J I ro.oJ5l 
-0.185 -0.023 
I ro.o93l I ro.o31l 
0.016 -0.029 
1(0.081) I ro.o36l 
0.123 0.098 
I ro.o45l • I ro.o4ol • 
0.039 -0.005 
I ro.on 1 • I ro.o13l 
0.001 0.037 
I ro.o1ol I ro.o12l • 
-0.022 -0.029 
I ro.oo6) • I ro.oo6J • 
7.98 8.62 
41.60 5.14 
744330 311356 
45.27 1.88. 
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dMI2 
0.059 
I ro.o25l • 
-0.018 
I ro.o24l 
0.066 
(0.035) 
-0.059 
I (o.o41) 
0.009 
I ro.o1o 
-0.003 
I ro.oo8) 
-0.006 
I <o.oo5> 
0.68. 
2.59. 
93507 
1.91 • 
Table FB: Error Correction Models 
Interbank Rates: Monthly Data 
Assuming a cointegrating vector auto regression of 2. 
Explanatory dM1 
Variable 
dM1(1) 0.245 
I co.2s) 
dM3(1) -0.267 
I <o.s2> 
dM6(1) 0.167 
I <o.46l 
dMI2(1) -0.017 
I (o.t9J 
ecml(-1) 0.118 
I co.n> 
ecm2(-1) -0.028 
(0.85) 
emc3(-l) -0.186 
I co.27J 
Chi-sq SC (12) 9.85 • 
Chi-sq F (12 0.002 • 
Chi-sq N (12 
Chi-sq Het (12) 
dM1 ~ Ml- MI., 
dM3 ~ M3 - M3., 
dM6 ~ M6- M6., 
dMI2 ~ M12- M12., 
19.7 
8.82 
dR1(1) ~MI.,-MI., 
dR3(1) ~ M3., - M3., 
dR6(1) ~ M6., - M6., 
dRI2(1) ~ Ml2.,- M12., 
ecml ~ Ml- M3 + 0.076 
ecm2 ~ 1.025 M1- M6 + 0.055 
ecm3 ~ 1.086 Ml- M12- 0.0060 
dM3 dM6 
0.008 -0.075 
(0.31) (0.38) 
0.208 0.295 
(0.64) (0.77) 
0.321 0.716 
I <o.63l (0.76) 
-0.305 -0.613 
(0.31) (0.38) 
2.383 2.405 
(0.80) • (0.97) • 
-0.642 0.094 
(0.64) (0.78) 
-0.352 -0.713 
(0.22) (0.27) • 
9.82 • 8.70 • 
1.14 • 2.58 • 
7.35 3.40 • 
1.17 • 1.98 • 
ISO 
dM12 
-0.249 
(0.48} 
0.417 
(1.00) 
0.886 
(0.98) 
-0.748 
(0.48) 
3.614 
(1.25) • 
-0.265 
I <t.oo) • 
-0.767 
I (o.3sJ • 
4.99 • 
3.02 • 
4.03 • 
1.67 • 
Table F9: Error Correction Models 
Interbank Rates: Weekly Data 
Assuming a coitrtegrating vector auto regression of 2. 
Explanatory 
Variable 
dMI(I) 
dM3(1) 
dM6(1) 
dM12(1) 
eem1(-1) 
eem2(-1) 
eme3(-1) 
Cbi-sq SC (12) 
Cbi-sq F (12 
Chi-sq N (12 
Chi-sq Ret (12) 
dMI = M1- Ml., 
dM3 = M3 - M3., 
dM6 = M6- M6., 
dM12=M12-MI2., 
dMI 
-0.026 
(0.077) 
0.228 
(0.233) 
-0.114 
(0.209) 
0.066 
(0.089) 
-0.194 
(0.171) 
0.0152 
(0.170) 
-0.002 
(0.060) 
0.61 • 
5.59 
1538 
21.73 
dR1(1) =MI.,- MI., 
dRJ(J) = M3., - M3., 
dR6(1) = M6.,- M6., 
dR12(1) = M12.,- Ml2., 
ecml = M1- M3 + 0.0713 
ecm2 = M1- M6 + 0.194 
ecm3 = M1 - M12 + 0.491 
dM3 dM6 
-0.219 -0.257 
I 1o.o62J • (0.076) • 
0.473 0.488 
I (0.182) • (0.208) ' 
-0.159 -0.065 
'(0.184) (0.244) 
0.107 0.113 
I (o.o88J (0.105) 
0.353 0.224 
I <o.J44l • (0.145) 
-0.226 -0.004 
I (O.J49l (0.152) 
0.0038 -0.078 
I (o.o58J _(0.065) 
0.83 ' 1.52 ' 
2.79 • 1.87 ' 
889.3 534.8 
19.74 16.51 
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dMI2 
-0.324 
(0.101) • 
0.379 
(0.261) 
0.202 
(0.31 0) 
0.106 
I (o.J36J 
0.368 
I (0.212l 
-0.075 
I (o.t98l 
-0.060 
I (o.o83J 
1.64 • 
I. 71 ' 
162 
17.11 
Table FlO: Error Correction Model'l 
Interbank Rates: Daily Data 
Assuming a cointegrating ,,ector auto regression of 2. 
Explanatory dMI 
Variable 
dMI(I) -0.057 
I co.o56J 
dM3(1) 0.125 
I <o.o52l • 
dM6(l) 0.017 
I <o.o64l 
dMl2(1) 0.005 
1_(0.041) 
ecml(-l) -0.086 
I (o.o42l • 
ecm2(-1) 0.022 
I <o.o34l 
emc3(·1) -0.000 I (O.Dll) 
Chi-sq SC (12) 0.09. 
Chi-sq F (12) 0.19. 
Chi-sq N (12) 150531 
Chi-so Het (12) 29.44 
dM1 = M1 - MJ.1 
dM3 = M3- M3.1 
dM6 = M6- M6., 
dM12 = M12 -M12., 
dR1(1) =MI.,- ML, 
dR3(1) = M3.,- M3., 
dR6(1)=M6.,-M6., 
dR12(1)=M12.,-M12., 
ecm1 = M1- M3 + 0.0737 
ecm2 = M1- M6 +0.1989 
ecm3 = M1- M12 + 0.5003 
dM3 dM6 
0.053 -0.013 
I <o.o52J I co.o49J 
-0.076 0.174 
I <o.o6o) (0.065). 
0.052 -0.207 
(0.066) I ro.o63) • 
0.047 0.143 
(0.038) I (o.o38l • 
0.097 -0.041 
I co.o38J • I <o.o33J 
-0.078 0.072 
I <o.o35l • I ro.o34l • 
0.010 -0.037 
I co.o13l I ro.ol3> • 
1.39. 0.40. 
2.04 * 0.03. 
119476 25231 
15.30 17.31 
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dMI2 
-0.073 
I (o.o53) 
0.126 
I <o.o73) 
0.142 
(0.071) 
-0.058 
I <o.472J 
0.037 
I <o.o37l 
-0.021 
I <o.o39l 
-0.002 
I ro.o16> 
1.03 * 
1.06 * 
10408 
7.76 
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Appendix G 
Generalised Variance Decompositions 
Generalised Forecast Error Variance Decomposition 
Results for each time horizon have been proportioned to add up to 100. 
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Table G I: Varia11ce DecomptM·ition 
Treasury Note Rates: Monthly data 
Relative Variance in dM I 
Horizon Ml M3 M6 
0 39.06 34.03 27.05 
3 31.42 34.85 33.70 
5 30.52 35.05 35.55 
10 28.90 34.44 36.73 
20 28.11 34.26 37.63 
30 27.88 34.21 37.91 
40 27.77 34.19 38.05 
50 27.70 34.18 38.12 
Relative Variance in dM3 
Horizon Ml M3 M6 
0 31.21 35.75 33.Q4 
3 29.13 34.84 36.02 
5 28.64 34.59 36.76 
10 28.11 34.36 37.53 
20 27.78 34.24 37.98 
30 27.67 34.20 38.13 
40 27.62 34.18 38.20 
50 27.59 34.16 38.25 
Relative Variance in dM6 
Horizon Ml M3 M6 
0 26.47 35.32 38.22 
3 27.10 34.60 38.30 
5 27.17 34.40 38.43 
10 27.27 34.25 38.18 
20 27.36 34.18 38.46 
30 27.40 34.16 38.44 
40 27.42 34.16 38.43 
50 27.43 34.15 38.42 
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Tahle G2: Vtlfiance Dec(}mpo.-.ition 
Treasury Notes: Weekly Data 
Relative Variance in dMI 
Horizon Ml M3 M6 
0 47.84 30.25 21.91 
3 38.30 35.28 26.42 
5 34.05 36.87 29.07 
10 29.15 37.69 33.15 
20 33.43 33.00 33.56 
30 23.24 36.24 40.52 
40 21.88 35.60 42.52 
50 20.92 35.10 43.98 
Relative Variance in dM3 
Horizon M1 M3 M6 
0 25.29 39.99 34.72 
3 24.36 39.02 36.62 
5 24.20 38.47 37.32 
10 23.54 37.61 38.85 
20 22.27 36.47 41.25 
30 21.21 35.72 43.07 
40 20.41 35.16 44.43 
so 19.79 34.74 45.46 
Relative Variance in dM6 
Horizon M1 M3 M6 
0 19.69 37.32 42.99 
3 19.96 37.34 42.71 
5 20.15 37.09 42.76 
10 20.58 36.09 43.33 
20 20.12 35.31 44.57 
30 19.58 34.81 45.61 
40 19.14 34.44 46.43 
50 18.77 34.14 47.08 
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Table G.i: Variance Decomposition 
Treasury Notes: Daily Data 
Relative Variance in dMI 
Horizon MI M3 M6 
0 52.34 28.14 19.52 
3 50.84 29.38 19.78 
5 49.15 30.45 20.41 
10 45.48 32.49 22.03 
20 41.54 33.91 24.55 
30 36.51 35.54 27.95 
40 33.52 35.84 30.64 
50 30.97 35.85 33.18 
100 21.89 34.38 43.74 
150 16.33 32.48 51.18 
Relative Variance in dM3 
Horizon Ml M3 M6 
0 23.72 44.13 32.15 
3 25.02 41.61 33.38 
5 25.20 40.93 33.88 
10 25.15 39.76 35.09 
20 24.26 38.34 37.40 
30 22.73 36.94 40.33 
40 21.72 36.67 41.61 
50 20.45 36.04 43.52 
100 15.26 33.46 51.28 
ISO 11.81 31.47 56.73 
Relative Variance in dM6 
Horizon Ml M3 M6 
0 17.75 34.67 47.59 
3 19.16 34.63 46.21 
5 19.08 34.59 46.33 
10 18.56 34.46 46.98 
20 17.40 34.13 48.47 
30 16.32 33.75 49.93 
40 15.33 33.35 51.32 
50 14.44 32.96 52.60 
100 10.99 31.11 57.89 
ISO 8.74 29.61 61.65 
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Tahle G4: VariliiiCt! Decompositian 
Bank Accepted Bills: Monthly Data 
Relative Variance in dMJ 
Horizon Ml M3 M6 
0 38.77 34.04 27.20 
3 30.70 34.66 34.65 
5 29.53 34.47 36.00 
10 28.22 34.17 37.61 
20 27.40 33.93 38.67 
30 27.13 33.85 39.02 
40 27.00 33.81 39.19 
50 29.93 33.79 39.28 
Relative Variance in dMJ 
Horizon M1 M3 M6 
0 31.29 35.63 33.08 
3 28.83 34.55 36.62 
5 28.29 34.33 37.37 
10 27.63 34.07 38.30 
20 27.15 33.89 38.95 
30 26.98 33.83 39.19 
40 26.90 33.80 39.30 
50 26.85 33.78 39.37 
Relative Variance in dM6 
Horizon M1 M3 M6 
0 26.68 35.30 38.03 
3 27.20 34.22 38.58 
5 27.12 34.07 38.81 
10 26.97 33.91 39.11 
20 26.84 33.81 39.35 
30 26.78 33.78 39.44 
40 26.75 33.76 39.48 
50 26.74 33.75 39.51 
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Table GS: V11ritmce Decomposition 
Deposit Rates: Monthly Data 
Relative Variance in dMI 
-
Horizon Ml M3 M6 Ml2 
0 29.43 26.85 24.22 19.51 
3 23.96 26.68 25.77 23.59 
5 22.73 26.37 25.99 24.91 
10 20.79 25.67 26.37 27.17 
20 18.88 24.78 26.75 29.60 
30 17.99 24.32 26.92 30.78 
40 17.50 24.06 27.01 31.44 
50 17.19 23.90 27.06 3 1.85 
Relative Variance in dM3 
Horizon M1 M3 M6 M12 
0 25.06 27.47 25.85 21.62 
3 21.94 26.51 26.43 25.11 
5 21.13 26.18 26.51 26.18 
10 19.76 25.48 26.69 28.07 
20 18.3 I 24.65 26.92 30.13 
30 17.60 24.23 27.03 31.14 
40 17.20 23.99 27.09 31.71 
50 16.96 23.85 27.13 32.06 
Relative Variance in dM6 
Horizon M1 M3 M6 M12 
0 22.44 25.66 27.27 24.64 
3 20.40 25.41 26.98 27.21 
5 19.79 25.24 26.94 28.03 
10 18.77 24.80 26.98 29.44 
20 17.70 24.24 27.Q9 30.97 
30 17.18 23.95 27.14 31.73 
40 16.89 23.78 27.18 32.15 
50 16.71 23.67 27.20 32.42 
Relative Variance in dMJ2 
Horizon M1 M3 M6 M12 
0 19.77 23.47 26.94 29.82 
3 18.61 23.76 26.86 30.77 
5 18.13 23.78 26.91 31.18 
10 17.43 23.71 27.03 31.82 
20 16.83 23.56 27.14 32.47 
30 16.56 23.47 27.19 32.79 
40 16.41 23.41 27.21 32.96 
50 16.32 23.38 27.22 33.07 
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Table G6: Variance Decompo.\'ilion 
Deposit Rates: Weekly Data 
Relative Variance in dM I 
Horizon Ml M3 M6 Ml2 
0 66.80 15.68 5.91 I 1.61 
3 59.20 !9.26 7.38 14.16 
5 54.49 20.12 9.24 16.15 
10 46.30 20.92 12.69 20.09 
20 31.52 20.76 18.04 29.68 
30 24.08 19.67 19.32 36.92 
40 19.41 18.43 19.19 42.98 
50 16.21 17.25 18.53 48.01 
Relative Variance in dM3 
Horizon Ml M3 M6 M12 
0 11.55 49.21 19.79 19.45 
3 13.07 43.70 18.76 24.47 
5 13.96 40.57 18.83 26.64 
10 14.95 34.60 19.17 31.28 
20 14.10 27.48 19.53 38.89 
30 12.35 23.42 19.24 44.99 
40 10.75 20.75 18.54 49.95 
50 9.46 18.80 17.71 54.03 
Relative Variance in dM6 
Horizon Ml M3 M6 M12 
0 4.51 20.54 51.06 23.89 
3 6.36 22.61 41.88 29.15 
5 6.85 22.58 39.54 31.03 
10 7.54 21.89 35.46 35.12 
20 7.86 20.12 30.02 42.01 
30 7.56 18.48 26.34 47.62 
40 7.05 17.10 23.66 52.20 
50 6.52 15.94 21.61 55.93 
Relative Variance in dMJ2 
Horizon M1 M3 M6 M12 
0 8.53 19.41 22.97 49.09 
3 10.07 19.53 22.61 47.80 
5 10.07 19.21 22.18 48.53 
10 9.65 18.30 21.26 50.79 
20 8.55 16.71 19.70 55.04 
30 7.58 15.46 18.37 58.59 
40 6.78 14.47 17.22 61.53 
so 6.14 13.65 16.26 63.95 
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Table G7: Variance Decomposition 
Deposit Rates: Daily Data 
Relative Variance in dMI 
Horizon Ml MJ M6 Ml2 
0 70.52 14.61 7.02 7.86 
3 67.71 14.54 8.06 9.68 
5 66.69 14.71 8.42 10.17 
10 64.46 15.11 9.19 11.23 
20 60.41 15.74 10.53 13.32 
30 56.66 16.14 11.71 15.49 
40 53.15 16.33 12.75 17.77 
50 49.88 16.35 13.65 20.12 
100 36.39 14.99 16.64 31.98 
150 26.91 12.82 17.97 42.30 
Relattve Varzance m dM3 
Horizon Ml M3 M6 Ml2 
0 11.98 57.80 19.65 10.57 
3 14.02 50.51 20.31 15.16 
5 14.49 48.91 20.40 16.21 
10 15.28 45.92 20.49 18.31 
20 16.23 41.17 20.55 22.05 
30 16.64 37.25 20.58 25.54 
40 16.66 33.92 20.59 28.83 
50 16.40 31.08 20.60 31.91 
100 13.34 21.58 20.57 44.50 
150 10.15 16.27 20.32 53.26 
Relatzve Vartance m dM6 
Horizon Ml M3 M6 Ml2 
0 5.74 19.63 57.73 16.90 
3 6.57 18.97 53.61 20.85 
5 6.77 18.89 52.37 21.97 
10 7.11 18.69 49.84 24.36 
20 7.53 18.12 45.68 28.67 
30 7.73 17.38 42.30 32.60 
40 7.76 16.56 39.50 36.18 
50 7.66 15.71 37.18 39.44 
100 6.34 12.05 29.95 51.67 
150 4.86 9.55 26.33 29.27 
. Re/atzve Vanance m dMJ2 
Horizon Ml M3 M6 Ml2 
0 7.02 11.52 18.44 63.01 
3 8.11 11.61 19.86 30.42 
5 8.12 11.46 19.99 60.43 
10 7.94 11.03 20.10 60.93 
20 7.41 10.25 20.13 62.21 
30 6.88 9.57 20.10 63.44 
40 6.37 8.99 20.06 64.58 
50 5.90 8.47 20.01 65.63 
100 4.04 6.63 19.63 69.70 
150 2.84 5.47 19.23 72.46 
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Table G8: Variance Decompo.dtion 
Interbank Rates: Monthly Data 
Relative Variance i11 dMJ 
Horizon M1 M3 M6 M12 
0 30.72 25.88 23.29 20.11 
3 27.68 24.79 24.37 23.16 
5 26.85 23.98 24.44 24.72 
10 25.65 22.34 24.19 27.82 
20 24.66 20.66 23.68 31.00 
30 24.29 19.97 23.44 32.30 
40 24.10 19.64 23.31 32.95 
50 23.99 19.44 23.24 33.33 
Relative Variance in dM3 
Horizon M1 M3 M6 M12 
0 23.06 27.37 26.04 23.52 
3 26.03 24.45 25.00 24.52 
5 25.71 23.55 24.77 25.97 
10 25.03 21.96 24.27 28.74 
20 24.36 20.46 23.70 31.47 
30 21.10 19.87 23.45 32.58 
40 23.96 19.56 23.33 33.15 
50 23.88 19.38 23.26 33.48 
Relative Variance in dM6 
Horizon M1 M3 M6 M12 
0 20.74 26.03 27.36 25.86 
3 24.93 23.65 25.41 26.00 
5 24.84 22.81 24.98 27.37 
10 24.47 21.41 24.31 29.81 
20 24.06 20.16 23.71 32.06 
30 23.90 19.68 23.47 32.95 
40 23.82 19.42 23.34 33.42 
50 23.77 19.27 23.27 33.69 
Relative Variance in dM 12 
Horizon M1 M3 M6 M12 
0 18.92 24.84 27.33 28.91 
3 23.73 22.43 25.33 28.51 
5 23.83 21.70 24.84 29.64 
10 23.77 20.56 24.15 31.52 
20 23.66 19.68 23.60 33.05 
30 23.63 19.36 23.40 33.61 
40 23.61 19.19 23.30 33.90 
50 23.61 19.09 23.23 34.08 
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Tahle G9: Varitma Decompo.\·ilion 
Interbank Rates: Weekly Data 
Relatiw Variance in dM I 
Horizon Ml M3 M6 Ml2 
0 38.22 27.05 20.04 14.68 
3 30.62 28.26 22.93 18.19 
5 28.00 27.85 23.79 20.36 
10 25.01 27.22 25.61 22.16 
20 22.08 25.50 26.80 25.62 
30 20.83 24.27 26.96 27.94 
40 20.22 23.39 26.80 29.58 
50 19.90 22.75 26.56 30.78 
Relative Varwnce m dM3 
Horizon Ml M3 M6 Ml2 
0 21.53 30.42 26.44 21.62 
3 19.58 28.72 27.67 24.03 
5 19.70 27.75 27.87 24.69 
10 19.79 26.23 27.98 26.00 
20 19.50 24.56 27.78 28.16 
30 19.31 23.54 27.40 29.75 
40 19.23 22.83 27.01 30.93 
50 19.20 22.31 26.66 31.83 
Relattve Varzance m dM6 
Horizon Ml M3 M6 M12 
0 15.95 26.44 30.42 27.19 
3 15.59 25.86 30.19 28.36 
5 16.18 25.22 29.92 28.68 
10 17.19 24.20 29.25 29.36 
20 17.98 23.14 28.25 30.64 
30 18.34 22.48 27.55 61.64 
40 18.55 22.01 27.02 32.42 
50 18.70 21.66 26.63 33.02 
Relative Vanance m dM 12 
Horizon Ml M3 M6 Ml2 
0 12.85 23.78 29.91 33.46 
3 13.35 23.53 30.04 33.08 
5 14.27 23.04 29.69 33.00 
10 15.78 22.30 28.86 33.06 
20 17.12 21.65 27.72 33.51 
30 17.76 21.29 27.01 33.94 
40 17.98 21.71 26.31 34.00 
50 18.37 20.86 26.20 34.57 
163 
Table G](): Variance Decompm•ition 
Interbank Rates: Daily Data 
Relative Variance in dM I 
Horizon Ml M3 M6 M12 
0 40.X3 25.55 19.02 14.59 
3 36.78 27.20 20.25 15.76 
5 35.71 27.61 20.60 16.07 
10 33.72 28.24 21.35 16.69 
20 30.80 28.75 22.65 17.81 
30 28.62 28.76 23.74 18.89 
40 26.89 28.54 24.62 19.95 
50 25.48 28.20 25.32 21.00 
100 20.93 26.03 27.16 25.88 
150 18.3 I 24.01 27.76 29.93 
Relatzve Varwnce m dM3 
Horizon Ml M3 M6 M12 
0 21.37 34.15 24.76 19.72 
3 31.40 32.09 25.76 20.76 
5 21.34 31.54 26.08 21.04 
10 21.17 30.57 26.66 21.61 
20 20.70 29.29 27.36 22.65 
30 20.19 28.40 27.76 23.65 
40 19.69 27.67 28.01 24.62 
50 19.22 27.04 28.18 25.56 
100 17.25 24.54 28.49 29.72 
!50 15.78 22.68 28.49 33.05 
. Relatlve Vartance m dM6 
Horizon Ml M3 M6 M12 
0 15.80 24.59 33.92 25.69 
3 15.97 25.31 32.09 26.63 
5 15.99 25.32 31.81 26.88 
10 16.01 25.23 31.36 27.40 
20 15.99 24.89 30.78 28.34 
30 15.92 24.49 30.39 29.21 
40 15.80 24.09 30.10 30.01 
50 15.66 23.70 29.87 30.77 
100 14.78 22.00 29.20 34.02 
!50 13.92 20.67 28.83 36.57 
Relatzve Vanance m dM12 
Horizon Ml M3 M6 M12 
0 13.27 21.45 28.13 37.15 
3 13.35 22.02 28.76 35.87 
5 13.39 21.93 28.84 35.85 
10 13.46 21.63 28.92 35.99 
20 13.49 21.15 28.93 36.43 
30 13.45 20.78 28.88 36.89 
40 13.37 20.48 28.81 37.34 
50 13.28 20.21 28.73 37.78 
100 12.73 19.13 28.44 39.69 
!50 12.21 18.32 28.23 41.24 
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Appendix H 
Generalised Impulse Response Functions 
Figure Hl: Impulse Response 
Treasury Notes 
I. Response a/Variables to Shocks in Equations 
Monthly Data 
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Figure H2: Impulse Response 
Treasury Notes 
2. Response ofCointegrating Vectors to Shocks in Equations 
Monthly Data 
Figure H2(a) 
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Figure H3: Impulse Re!!ponse 
Bank Accepted Bills · 
I. Response of Variables to Shocks in Equations 
Monthly Data 
Figure H3(a) 
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Figure H4: Impulse Response 
Bank Accepted Bills 
2. Response ofCointegrating Vectors to Shocks in Equations 
Monthly Data 
Figure H4(a) 
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Figure BS: Impulse Response 
Deposit Rates 
1. Response of Variables to Shocks in Equations 
Monthly Data 
Figure HS(a) 
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Figure H6: Impulse Response 
Deposit Rates 
2. Response ofCointegrating Vectors to Shocks ln Equations 
Monthly Data 
Figure H6(a) 
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Figure 97: llnpuls(! Response 
Interbank Rates 
1. Response ofVarlables to Shocks in Equations 
Monthly Data 
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Figure H8: Impulse Response 
Interbank Rates 
2. Response ofColntegrating Vectors to Shocks in Equations 
Monthly Data 
Figure H8(a) 
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Figure ll: Persistence Profiles 
Treasury Notes 
Figure Il(a) 
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Figur~ ]]: P~rsistenc~ Profil~s 
Bank Accepted Bills 
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Fig(lre 13: Persistence Profiles 
Deposit Rates 
Figure I3(a) 
Monthly Data 
PP M Deposit Ra_te$ 
Figure I3(b) 
Weekly Data 
1.5 
PP ~ Deposit Rates 
15 30 45 60 75 90 105120 
Weeks 
I CV1 I CV2! CV3 
Figflre I3(c) 
Daily Data 
PP M DGpoalt Rates 
0.2 
o.oo 16 30 46 60 75 90106120136160 
Days 
I CV1 I CV2 ! CV3 
176 
Figure /4: Persili/ence Profiles 
Interbank Rates 
Figure I4(a) 
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