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Abstract
We present nonparametric algorithms for estimating optimal individualized
treatment rules. The proposed algorithms are based on the XGBoost algorithm,
which is known as one of the most powerful algorithms in the machine learning
literature. Our main idea is to model the conditional mean of clinical outcome
or the decision rule via additive regression trees, and use the boosting technique
to estimate each single tree iteratively. Our approaches overcome the challenge
of correct model specification, which is required in current parametric methods.
The major contribution of our proposed algorithms is providing efficient and
accurate estimation of the highly nonlinear and complex optimal individualized
treatment rules that often arise in practice. Finally, we illustrate the superior
performance of our algorithms by extensive simulation studies and conclude
with an application to the real data from a diabetes Phase III trial.
1 Introduction
Precision medicine, as an emerging medical approach for disease treatment and pre-
vention, has received more and more attention among government, healthcare in-
dustry and academia in recent years. It is a well-known fact that there exists a
significant heterogeneity for patients in response to treatments. For example, as
demonstrated in [9], for patients who are infected with human immunodeficiency
virus and tuberculosis, their optimal timing of antiretroviral therapy (ART) varies
significantly. [9] concludes that patients with CD4+ T-cell counts of less than 50
per cubic millimeter receive substantial benefits from the earlier ART, while those
with larger CD4+ T-cell counts don’t. Therefore, compared with the traditional
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one-size-fits-all approach, precision medicine aims to optimize clinical outcome by
taking into account individual variability in clinical features, genes, environment,
behaviors, and habits for each person.
In drug development, there are usually multiple available treatments for the same
disease. For instance, there are different classes of oral and injectable treatments for
treating Type II diabetes mellitus [7]. This motivates one current active line of re-
search in statistics and machine learning, which is called individualized treatment
recommendation. Generally speaking, the goal of individualized treatment recom-
mendation is to decide an optimal rule which assigns a treatment from the set of
possible ones to a patient based on their clinical characteristics. During the last
decade, there is a large amount of literature on estimating the optimal individual-
ized treatment rule [14, 17, 22, 11, 23, 3, 16]. In general, there are two frameworks,
namely indirect learning and direct learning, among existing approaches to estimate
the optimal individualized treatment rules. The key idea of indirect learning is first
estimating the conditional mean outcome and then determining the optimal treat-
ment rule by comparing the conditional means across various treatments [17]. In
contrast, approaches in direct learning estimate the decision rule directly via opti-
mizing some objective functions. For example, [22] proposes the outcome weighted
learning (OWL), which transforms the value maximization problem to a weighted
0-1 loss minimization problem. Then OWL replaces the 0-1 loss by the hinge loss
and uses techniques in the literature of support vector machine to seek the optimal
rule. [11] and [23] further improve the performance of OWL by carefully choosing
the weights. Another example of direct learning is [16], which represents the optimal
decision rule as a minimizer of a weighted least squares problem and proposes to
optimize the corresponding empirical risk.
Indirect learning and direct learning open the door for statisticians and ma-
chine learning researchers to bring data-driven approaches to the area of precision
medicine. However, there is still significant room for developing new efficient and
accurate methods. First, most of the existing approaches in both of the indirect
learning and direct learning assume a parametric linear form either for the condi-
tional expectation of the outcome variable or for the decision rule. Therefore, the
success of these approaches highly depends on the correct specification of the posited
models. However, it is a very common opinion that decision rules which characterize
the relationship between the clinical variables and the clinical response are highly
nonlinear. Second, current proposed algorithms to solve objectives in indirect learn-
ing and direct learning don’t scale for large-scale datasets. Third, the original OWL
and most of its variants do not include the variable selection procedure, which is of
great importance to improve the estimation accuracy when there is a large amount
of clinical covariates. These challenges may result in bad performance of existing
approaches in practice.
To alleviate problems discussed above, we develop several new methods, which
model the conditional expectation of outcome variable and the decision rule by ad-
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ditive trees. Our proposed approaches use XGBoost-based boosting algorithms to
estimate each regression tree iteratively. As a powerful boosting algorithm developed
recently in [4], XGBoost has been widely applied in different kinds of regression and
classification problems in the machine learning community. The main contributions
of our work are summarized as follows:
• Propose the flexible nonparametric framework which uses additive trees to
model the conditional expectation and decision rule. This not only enlarges
the model space, but also improves the estimation accuracy compared with
methods using a single tree.
• Present novel XGBoost-based boosting algorithms for both of the indirect
learning and direct learning. To the best of our knowledge, this work is the
first study to apply the XGBoost algorithm to the area of estimating optimal
individualized treatment rules.
• Develop a new direct learning approach (i.e., objective (25) in Section 3.2) and
provide a theoretical analysis on Fisher consistency of our proposed method.
• Demonstrate that our algorithms outperform other existing methods in a wide
variety of settings via extensive simulation studies and an application to the
real data from a diabetes Phase III trial.
The remainder of our paper is organized as follows: Section 2 furnishes the mathe-
matical background for the individualized treatment rule, indirect learning and direct
learning to be considered in the paper. Section 3 presents our main methodological
and theoretical contributions, providing the tree boosting algorithms and deriving
the Fisher consistency of our proposed method in direct learning. Section 4 con-
tains extensive simulation studies that are used to validate the performance of our
proposed methods. In Section 5, we apply our methods to a clinical trial Phase III
diabetes dataset. We conclude with a discussion in Section 6, including some avenues
for future research.
2 Background and problem setup
In this section, we describe the individualized treatment rules, which are to be studied
in our paper. We also discuss several popular existing approaches in the literature.
2.1 Individualized treatment rules
We observe a data set (Xi, Ai, Yi) for 1 ≤ i ≤ n, where Xi ∈ X ⊂ Rp is the i-th
patient’s prognostic variable, Ai ∈ A is the i-th patient’s treatment assignment, and
Yi ∈ R is the i-th patient’s clinical outcome. In this paper, we focus on the binary
treatments. That is, we assume A = {−1,+1}. Extensions to the multinary case
where there are more than two treatments will be discussed in Section 6.
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Furthermore, we assume (Xi, Ai, Yi) are i.i.d. copies of (X,A, Y ), which has an
unknown underlying distribution P . The clinical outcome variable Y is also called
reward in the literature of individualized treatment rules. In general, we assume that
higher values of Y are better. Let f0(x) be the density function of X. For a ∈ A,
let pia(x) = P (A = a|x) be the conditional probability of A = a given X = x. In
this paper, we focus on the randomized controlled trial where A is independent of X
and pia(x) is known. Let f1(y|X = x,A = a) be the conditional density of Y given
X = x and A = a. Then the joint probability density function of (X,A, Y ) can be
written as
f(x, a, y) = f0(x)pia(x)f1(y|x, a).
An individualized treatment rule (ITR) D is a deterministic function, which
maps from the covariate space X to the treatment set A. For a fixed ITR D, let
AD = D(X). We assume (X,AD, Y ) have a joint distribution, denoted by PD, and
we denote the corresponding joint density function by fD(x, a, y). Then we have
fD(x, a, y) = f0(x)I(a = D(x))f1(y|x, a).
Let ED be the expectation operator with respect to PD. Then we define the following
value function associated with an ITR D, which is used to describe the average
clinical outcome when assigning treatments via the ITR D:
V (D) = ED(Y ) =
∫
Y dPD.
Furthermore, it is straightforward to show that
V (D) =
∫
Y
dPD
dP
dP = E
{
Y
I(A = D(X))
piA(X)
}
, (1)
where the expectation operator E is with respect to the underlying joint distribution
P .
An optimal individualized treatment rule, denoted by D∗, is the treatment as-
signment which maximizes the value function (1). That is,
D∗ = argmax
D
V (D). (2)
In this paper, we are interested in estimating the optimal ITR D∗ using observed
data {(Xi, Ai, Yi), 1 ≤ i ≤ n}.
2.2 Previous work
We now briefly introduce two different lines of previously proposed work for esti-
mating the optimal ITR for binary treatments. We start with an indirect learning
approach, which is often called Q-learning in the machine learning literature. The
following Proposition provides an equivalent form of the optimal ITR defined in (2).
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Proposition 1. Let Q(X,A) = E(Y |X,A). Then the optimal ITR defined in (2)
satisfies
D∗(X) = argmax
a∈A
Q(X, a) a.s.
The proof of Proposition 1 is contained in Appendix A.4. The conditional expec-
tation Q(x, a) is usually called the quality of treatment a at observation x. Therefore,
one standard regression-based approach to estimate the optimal ITR from Propo-
sition 1 uses parametric forms of Q(x,+1) and Q(x,−1). For example, current
Q-learning assumes
Q (x,+1) = β10 + β
T
1 x, Q (x,−1) = β−10 + βT−1x,
and estimates two sets of regression coefficients (β10 , βT1 ) and (β
−1
0 , β
T−1) respectively
by either the ordinary least squares or penalized least squares. For example, the
ordinary least squares approach solves(
βˆ10 , βˆ
T
1
)
= argmin
β10 , β1
∑
i:Ai=1
(
Yi − β10 − βT1 Xi
)2
, (3)
and (
βˆ−10 , βˆ
T
−1
)
= argmin
β−10 , β−1
∑
i:Ai=−1
(
Yi − β−10 − βT−1Xi
)2
. (4)
In the end, Q-learning indirectly estimates D∗(x) via the sign function of difference
of the estimated Q(x,+1) and Q(x,−1). That is,
D̂ (x) = sign
(
βˆ10 − βˆ−10 +
(
βˆT1 − βˆT−1
)
x
)
. (5)
Equation (5) implies that the decision rule is linear with respect to covariates x.
Rather than estimatingQ(x,+1) andQ(x,−1) separately, [17] considers a slightly
different approach, which models Q(X,A) via basis functions from the interaction
space of clinical covariates and treatments X × A. More specifically, [17] approxi-
mates Q(X,A) via
Q(X,A) = (1, X,A,XA)θ,
where θ is a vector in R2p+2. Then [17] solves the following objective
minimize
θ
n∑
i=1
{Yi − (1, Xi, Ai, XiAi)θ}2 + λ‖θ‖1. (6)
Next, we introduce two direct learning approaches for estimating the optimal
ITR. Let
f∗(x) = Q(x,+1)−Q(x,−1) = E
{
Y A
piA(X)
|X = x
}
.
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Then Proposition 1 implies that
D∗ (x) = sign(f∗(x)) =
{
−1 f∗(x) < 0
+1 f∗(x) > 0.
(7)
Therefore, we can directly estimate the decision rule f∗(x) and then use the sign of
the estimated function. Furthermore, we have the following proposition:
Proposition 2. Under the change of differential and expectation condition, f∗ is
an optimal solution to
argmin
g
E
{
1
piA(X)
(2Y A− g(X))2
}
.
Proposition 2 is similar to results in [16] and its proof is contained in Ap-
pendix A.5. If we assume f∗(x) is linear, that is, f∗(x) = β∗0 + (β∗)Tx, then Propo-
sition 2 suggests that we can estimate β∗0 and β∗ via the empirical risk minimization(
βˆ0, βˆ
)
= argmin
β0, β
n∑
i=1
1
piAi(Xi)
(2YiAi − β0 − βTXi)2 (8)
when the number of covariates is small, or via the regularized risk minimization(
βˆ0, βˆ
)
= argmin
β0, β
n∑
i=1
1
piAi(Xi)
(2YiAi − β0 − βTXi)2 + λ‖β‖1 (9)
in the high-dimensional setting.
Another popular work in the line of direct learning is called outcome weighted
learning [22]. For a fixed ITR D, it’s easy to see that
V (D) + E
{
Y
I(A 6= D(X))
piA(X)
}
= E
{
Y
piA(X)
}
,
which is a constant. Therefore, the value maximization problem (2) is equivalent to
the following risk minimization problem
D∗ = argmin
D
E
{
Y
I(A 6= D(X))
piA(X)
}
.
Hence by equation (7), we have
f∗ = argmin
f
E
{
Y
I(Af(X) < 0)
piA(X)
}
, (10)
where Af(X) is usually called the functional margin. The risk function in problem
(10) can be viewed as a weighted expectation of 0-1 loss. It is well known that dealing
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with 0-1 loss is difficult due to its non-convexity. Therefore, under the assumption
that Yi ≥ 0, for 1 ≤ i ≤ n, [22] replaces the 0-1 loss by the hinge loss and aims to
optimize the following convex objective
minimize
f∈F
1
n
n∑
i=1
Yi
piAi(Xi)
(1−Aif(Xi))+ + λ‖f‖2, (11)
where u+ = max(u, 0), ‖f‖ is some norm of f , and F is some specified functional
space. More specifically, [22] considers the linear decision rule for optimal ITR, which
solves(
βˆ0, βˆ
)
= argmin
β0, β
1
n
n∑
i=1
Yi
piAi(Xi)
(1−Ai(β0 + βTXi))+ + λ‖β‖2. (12)
When there exist negative outcomes, [22] subtracts the minimum observed outcome
from all outcome responses.
3 Tree boosting algorithms
While those previous parametric approaches in Section 2.2 are easy to interpret,
they face several challenges to be addressed. We highlight three key issues here: (1)
They may suffer from the issue of model misspecification. On one hand, the linear
assumption of Q(x,+1) and Q(x,−1) implicitly lead to the linear decision rule. On
the other hand, objectives (8), (9), and (12) directly assume that the optimal decision
function f∗(x) is linear with respect to x. However, in practice, the decision rule
is usually highly nonlinear. (2) Numerical algorithms which are proposed to solve
(8), (9), and (12) are not scalable. Therefore, it is computationally expensive to
deal with large-scale data sets. (3) In practice, a large amount of clinical covariates
are often available for estimating the optimal ITR, but many of them might not be
related to the prediction of outcomes. Hence, optimization problem (12) in outcome
weighted learning, which does not incorporate the procedure of variable selection,
may have a bad performance. Motivated by these challenges, in this section, we
propose several efficient tree boosting algorithms, which are based on the well-known
XGBoost algorithm [4], for estimating the optimal ITR.
3.1 A tree boosting algorithm in indirect learning
We consider modeling quality functions in the indirect learning by additive trees.
That is, we assume
Q(x,+1) =
K∑
k=1
b1k(x), (13)
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and
Q(x,−1) =
K∑
k=1
b−1k (x), (14)
where b1k and b
−1
k are in the space of regression trees defined by
F = {b(x) = wq(x); q : X → T}.
Here, the map q denotes the structure of a tree, T is the set of leaves of a tree,
and wq(x) is the outcome of leaf indexed by q(x). Number of regression trees K is
user-defined in practice. (13) and (14) are examples of boosting regression trees,
which is known as one of the most powerful methods in statistical learning. We aim
to estimate these basis functions via the following two objectives:
minimize
b1k, 1≤k≤K
∑
i:Ai=1
{
Yi −
K∑
k=1
b1k(Xi)
}2
+
K∑
k=1
J(b1k), (15)
and
minimize
b−1k , 1≤k≤K
∑
i:Ai=−1
{
Yi −
K∑
k=1
b−1k (Xi)
}2
+
K∑
k=1
J(b−1k ), (16)
where J(b1k) and J(b
−1
k ) are penalties used to control the complexity of regression
trees. Following [4], in our proposed algorithm, for a tree b, we set
J(b) = γ|T |+ 1
2
λ‖w‖22,
where |T | is the number of leaves, and γ > 0 and λ > 0 are tuning parameters.
In practice, [4] sets a maximum depth of the regression tree in order to choose the
appropriate tuning parameters.
Next, we propose using forward stagewise additive algorithms to solve the above
two optimization problems. We take objective (15) as an example. Let fˆ1t−1 be
estimated additive trees at the (t-1)-th iteration. Then at the t-th iteration, we
solve
minimize
b
∑
i:Ai=1
[
Yi −
{
fˆ1t−1 (Xi) + b(Xi)
}]2
+ J(b). (17)
Minimization problem (17) is a functional optimization, which needs to estimate tree
structure and outcome of leaves. For a fixed tree with Ij = {i : Ai = 1, q(Xi) = j}
as the instance set of leaf j, (17) is equivalent to the following minimization problem
with respect to w:
minimize
w
− 2
|T |∑
j=1
∑
i∈Ij
{
Yi − fˆ1t−1 (Xi)
}wj + |T |∑
j=1
(
1
2
λ+ |Ij |
)
w2j + γ|T |.
(18)
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It is straightforward to show that the optimal solution to (18) is
wˆj =
2
∑
i∈Ij
{
Yi − fˆ1t−1 (Xi)
}
λ+ 2|Ij | , (19)
and the corresponding optimal objective value is
−2
|T |∑
j=1
[∑
i∈Ij
{
Yi − fˆ1t−1 (Xi)
}]2
λ+ 2|Ij | + γ|T |.
This optimal value can be regarded as a score function to measure the quality of a
tree. It remains to estimate the tree structure for problem (17). Since it’s impossible
to enumerate all possible tree structures, we apply greedy split finding algorithms
proposed in [4]. The key idea is starting from a single leaf and iteratively adding
branches to the tree. For one node with instance set I, let Il and Ir be instance sets
of left and right nodes after the split. Note that we have I = Il ∪ Ir. Then the loss
reduction after the split is
2

{∑
i∈Il
(
Yi − fˆ1t−1 (Xi)
)}2
λ+ 2|Il| +
{∑
i∈Ir
(
Yi − fˆ1t−1 (Xi)
)}2
λ+ 2|Ir| −
{∑
i∈I
(
Yi − fˆ1t−1 (Xi)
)}2
λ+ 2|I|
−γ.
This is the main criterion to evaluate the split candidates. For more details of
split finding algorithms, we refer the interested reader to Section 3 of [4] and the
references therein. Let bˆ be the estimated tree by the greedy split finding algorithms
with outcomes of leaves decided by (19). Finally, to avoid overfitting, the estimated
additive trees at the t-th iteration is given by
fˆ1t = fˆ
1
t−1 + ηbˆ, (20)
where 0 < η < 1 is a shrinkage parameter and it needs to be tuned in practice.
The above algorithm is implemented in the open-source software library of the
XGBoost algorithm. To sum up, we propose the following tree boosting algorithm:
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Algorithm 1 Tree boosting algorithm in indirect learning
Input: data set {(Xi, Ai, Yi)}ni=1, number of iterations K, shrinkage parameter η
and maximum tree depth d.
1. For observations with Ai = +1, use the XGBoost algorithm to optimize (15).
Following the same notation used in this section, we denote the estimator of
Q(x,+1) by fˆ1K(x).
2. For observations with Ai = −1, use the XGBoost algorithm to optimize (16),
and denote the estimator of Q(x,−1) by fˆ−1K (x).
3. Output the estimated optimal ITR:
D̂ (x) = sign
(
fˆ1K (x)− fˆ−1K (x)
)
.
Remark 1. We provide a caveat while using Algorithm 1. This algorithm divides the
whole data set into two classes: one with treatment +1 and the other with treatment
−1. When the number of observations belonging to one class is significantly lower
than those belonging to the other classes, this algorithm may come across the issue
of imbalanced classes, which makes the estimation of one quality function not as
efficient as the other one.
3.2 Tree boosting algorithms in direct learning
We now consider the direct learning framework. Our first tree boosting algorithm
in this section is based on Proposition 2. We assume that the decision rule f∗(x) is
additive trees:
f∗(x) =
K∑
k=1
bk(x).
Then we have the following objective
minimize
bk, 1≤k≤K
n∑
i=1
1
piAi(Xi)
(
2YiAi −
K∑
k=1
bk (Xi)
)2
+
K∑
k=1
J(bk). (21)
The optimization problem (21) is a weighted least squares problem with weights
1/(piAi(Xi)) and responses 2YiAi. Therefore, similar to Algorithm 1, we propose the
following algorithm:
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Algorithm 2 Tree boosting algorithm I in direct learning
Input: data set {(Xi, Ai, Yi)}ni=1, number of iterations K, shrinkage parameter η
and maximum tree depth d.
1. Use the XGBoost algorithm with the weighted quadratic loss function in (21)
to estimate f∗(x). We denote the estimator by fˆ(x).
2. Output the estimated optimal ITR: D̂ (x) = sign
(
fˆ (x)
)
.
Next, we consider the outcome weighted learning. Let φ be some margin-based
convex loss function and define
f∗φ = argmin
f
E
{
Y
φ(Af(X))
piA(X)
}
. (22)
Then we have the following result concerning Fisher consistency of (22) .
Theorem 1. Assume Y is nonnegative. For a convex loss function φ(x), if φ(x) is
differentiable at 0 and φ′(0) < 0, then for x ∈ X , we have
D∗(x) = sign(f∗φ(x)).
The proof of Theorem 1 is contained in Appendix A.1. In this paper we focus
on boosting algorithms based on XGBoost, which requires that the loss function φ
has the second derivative. So we consider the following deviance loss
φ(x) = log(1 + e−2x).
Note that squared loss and exponential loss also satisfy conditions in Theorem 1
and have second derivatives, but deviance loss is known to be more robust [8]. Fig-
ure 1 shows the comparison of 0-1 loss, hinge loss, deviance loss, squared loss, and
exponential loss.
Furthermore, it is known that results from the outcome weighted learning in (11)
are not stable due to the large variability of weights [7, 11, 23]. Therefore, to further
improve the finite sample performance, we apply similar ideas in [11] and [23]. We
assume that the outcome variable Y has the representation
Y = µ(X) + δ(X)×A+ , (23)
where  is the random error with zero mean, µ(X) is the common effect of covariates
X, and δ(X) × A is the interaction effect between covariates and the treatment.
Then we have the following result:
11
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Figure 1: 0-1 loss: I(x < 0); hinge loss: (1 − x)+; deviance loss: log2(1 + e−2x);
squared loss: (1 − x)2; exponential loss: e−x. Note that the deviance loss in this
figure uses base 2, but for simplicity, we use base e in our paper, which is up to a
constant factor.
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Theorem 2. Let
f∗∗φ = argmin
f
E
{ |Y − µ(X)|
piA(X)
φ (Af(X)× sign(Y − µ(X)))
}
, (24)
where φ(x) = log(1 + e−2x). Then we have
D∗(x) = sign(f∗∗φ (x)).
The proof of Theorem 2 is contained in Appendix A.2. Therefore, we propose
the following new objective in the outcome weighted learning:
minimize
f∈F
n∑
i=1
|Yi − µˆ(Xi)|
piAi(Xi)
φ (Ai × sign(Yi − µˆ(Xi))× f(Xi)) + J(f), (25)
where µˆ(Xi) is an estimate of µ(Xi). It is easy to see that when the residual Yi−µˆ(Xi)
is positive, minimizing the objective function in (25) encourages that the estimated
ITR at Xi is equal to the assigned true treatment Ai. Similarly, when the residual
is negative, the estimated ITR tends to move away from Ai.
In order to use (25), we need to plug in an estimate µˆ(Xi). There are various ways
to estimate the common effect µ(x). We propose a method based on the following
Theorem.
Theorem 3. If Y = µ(X) + δ(X)×A+ , then we have
µ(X) = E
{
Y
2piA(X)
}
.
Furthermore, µ satisfies
µ = argmin
g
E
{
1
piA(X)
(Y − g(X))2
}
.
The proof of Theorem 3 is contained in Appendix A.3. Similar to [23], we consider
two models of µ(X). In the first one, we assume a linear model µ(X) = α0 + αTX.
Then based on Theorem 3, we estimate regression coefficients α0 and α via the
weighted least squares
minimize
α0, α
n∑
i=1
1
piAi(Xi)
(Yi − α0 − αTXi)2, (26)
or the regularized weighted least squares
minimize
α0, α
n∑
i=1
1
piAi(Xi)
(Yi − α0 − αTXi)2 + λ‖α‖1. (27)
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In the second model, we assume a null model µ(X) = α0. Then from Theorem 3, a
simple estimator of α0 is
αˆ0 =
∑n
i=1
Yi
piAi (Xi)∑n
i=1
1
piAi (Xi)
. (28)
Finally, we consider to optimize (25) via the boosting technique. We assume the
minimizer f∗∗φ in (24) can be characterized as additive trees. Then (25) becomes
minimize
bk, 1≤k≤K
n∑
i=1
|Yi − µˆ(Xi)|
piAi(Xi)
φ
(
Ai × sign (Yi − µˆ(Xi))×
(
K∑
k=1
bk(Xi)
))
+
K∑
k=1
J(bk).
(29)
Direct minimization of (29) via the forward stagewise algorithm is challenging due
to the non-quadratic form of the deviance loss. Instead, following the XGBoost
algorithm, we consider its second-order approximation. More specifically, let fˆ (t−1)
be the estimated additive trees at the (t-1)-th iteration. Then at the t-th iteration,
we optimize the objective
minimize
b
n∑
i=1
|Yi − µˆ(Xi)|
piAi(Xi)
{
Ai × sign(Yi − µˆ(Xi))g(t)i b(Xi) +
1
2
h
(t)
i b
2(Xi)
}
+ J(b),
(30)
where
g
(t)
i = φ
′
(
Ai × sign(Yi − µˆ(Xi))fˆ (t−1)(Xi)
)
,
and
h
(t)
i = φ
′′
(
Ai × sign(Yi − µˆ(Xi))fˆ (t−1)(Xi)
)
.
Therefore, we use split finding algorithms in XGBoost to solve (30) and then apply
the shrinkage procedure as (20) in the end.
In summary, we propose the following second XGBoost-based algorithm in direct
learning:
Algorithm 3 Tree boosting algorithm II in direct learning
Input: data set {(Xi, Ai, Yi)}ni=1, number of iterations K, shrinkage parameter η
and maximum tree depth d.
1. Estimate the common effect µ(Xi) for 1 ≤ i ≤ n by (26), (27) or (28).
2. Use the XGBoost algorithm with the weighted deviance loss in (25) to estimate
f∗∗φ (x). Again we denote the estimate by fˆ(x).
3. Output the estimated optimal ITR: D̂(x) = sign
(
fˆ (x)
)
.
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4 Simulation studies
In this section, we report results of simulation studies that were used to examine the
performance of our algorithms introduced in Section 3. We will refer to the three pro-
posed algorithms as IndirectBoosting, DirectBoosting-I, and DirectBoosting-II,
respectively.
4.1 Simulation settings
We generated the outcome from Model (23). That is, for 1 ≤ i ≤ n, let
Yi = µ(Xi) + δ(Xi)×Ai + i,
where each component ofXi ∈ Rp was independently generated from the uniform dis-
tribution U(−1, 1), the treatment assignment Ai was generated from A = {−1,+1}
independently ofXi with P (Ai = −1) = P (Ai = +1) = 12 , and i was generated from
the standard normal distribution N(0, 1). We set µ(X) = 1+ 2X(1) +X(2) + 12X(3),
where X(1), X(2) and X(3) are the first, second, and third components of X. Fur-
thermore, we considered the following five scenarios of δ(X):
(1)
δ(X) = 3I
(
X(1) ≤
1
2
)(
I
(
X(2) > −
1
2
)
− 1
)
+ 1;
(2)
δ(X) = 1.3×
(
X(2) − 2X2(1) + 0.3
)
;
(3)
δ(X) = 0.2 +X2(1) +X
2
(2) −X2(3) −X2(4);
(4)
δ(X) = 3.8
(
0.8−X2(1) −X2(2)
)
;
(5)
δ(X) = 1−X3(1) + exp
(
X2(3) +X(5)
)
+ 0.6X(6) −
(
X(7) +X(8)
)2
.
These interaction functions are similar to those in [22], [23], and [16]. The first four
scenarios correspond to tree-type, parabola-type, polynomial-type, and circle-type
decision rules, while the last scenario was designed for simulating highly nonlinear
and irregular decision rule. Explicit formulas of the optimal ITRs in these simulation
settings are provided in Appendix B.
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4.2 Performance measures
Following [23] and [16], we assessed the performance of the estimated optimal ITR
via the estimated value function and the misclassification error rate, respectively. In
particular, we use the following estimator of value function proposed by [15]:
Vˆ (D) =
1
n
∑n
i=1
Yi
piAi (Xi)
I(D(Xi) = Ai)
1
n
∑n
i=1
I(D(Xi)=Ai)
piAi (Xi)
,
where D is a given ITR and {(Xi, Ai, Yi)}ni=1 is an independent testing data. Next,
let D̂ be an estimated optimal ITR. Then the misclassification error rate is defined
by
e =
1
n
n∑
i=1
I
(
D∗ (Xi) 6= Dˆ (Xi)
)
,
where D∗ is the known true optimal ITR in the simulation, and both of D∗ and D̂
are applied to the testing data.
In our simulation studies, a testing data with 3000 observations was simulated
from the joint distribution of (X,A, Y ) to evaluate the performance. We prefer
methods with larger value function and smaller misclassification error rate.
4.3 Implementation and simulation results
We compared our proposed algorithms with the following methods:
(1) Q-learning described in (3) and (4);
(2) `1-PLS proposed by [17] (i.e., (6));
(3) D-learning proposed by [16] (i.e., (8) and (9));
(4) Linear outcome weighted learning proposed by [22] (i.e., (12));
(5) Nonlinear outcome weighted learning with the Gaussian RBF kernel defined
by K(x, x′) = exp
(
−‖x−x′‖22
2h2
)
.
These five methods are referred to as Q-learning, `1-PLS, D-learning, OWL-Linear,
and OWL-RBF.
In DirectBoosting-II, we assumed a linear model for µ(X) and used the weighted
least squares (26) to estimate the common effect. In D-learning, when the dimen-
sion of covariates was less than or equal to 10, we optimized the objective (8). When
the dimension of covariates was larger than 10, we estimated the decision rule via
the `1-regularized minimization problem (9). Furthermore, we tuned the number
of boosting iterations K, shrinkage parameter η, and maximum tree depth d in
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IndirectBoosting, DirectBoosting-I, and DirectBoosting-II from a prespeci-
fied set based on the 10-fold cross validation, which maximized the average of the
estimated value function on the validation data set. The tuning parameter λ in
other methods was selected with a same procedure. The bandwidth h in OWL-RBF
was selected as the median of the pairwise Euclidean distance of the simulated co-
variates based on [19]. We implemented IndirectBoosting, DirectBoosting-I, and
DirectBoosting-II with the XGBoost R package [5], and implemented OWL-Linear
and OWL-RBF with the DynTxRegime R package [10].
For each scenario, we considered two dimensions of covariates: p = 10 and p = 50,
and three sample sizes for training data: n = 100, n = 400 and n = 800. We repeated
the simulation 100 times. Table 1 and Table 2 show the simulation results for p = 10
and p = 50, respectively. We now summarize the salient points below:
• IndirectBoosting, Q-learning, and `1-PLS are in the framework of indirect
learning. Q-learning and `1-PLS had similar performance in terms of both
misclassification error rate and empirical value function. Our proposed method
IndirectBoosting outperformed these two methods in Scenario 1, Scenario 2,
Scenario 3, and Scenario 4 across all sampling schemes. In Scenario 5, when
(n, p) = (100, 10) and (n, p) = (100, 50), `1-PLS performed slightly better than
IndirectBoosting.
• D-learning was used to compare with our proposed method DirectBoosting-I,
both of which are in the same framework of direct learning. DirectBoosting-I
performed best in terms of both misclassification error rate and empirical value
function, across all sampling schemes in all scenarios.
• DirectBoosting-II has the same framework with OWL-Linear and OWL-RBF.
In [22], OWL-RBF is designed to estimate the nonlinear optimal ITR. However,
interestingly, in some scenarios (e.g., Scenario 2 and p = 10), OWL-RBF failed
since the misclassification error was increasing and the empirical value function
was decreasing as the sample size increased from 100 to 800. Furthermore,
when p = 50, OWL-RBF performed poorly and was very close to make a random
guess in term of misclassification error rate, across all sampling schemes in all
scenarios. Clearly, our proposed method DirectBoosting-II beated the other
two significantly in terms of both misclassification error rate and empirical
value function.
• Overall, our proposed methods had much better performance compared with
other five methods listed in this section. Among three proposed methods,
IndirectBoosting and DirectBoosting-II outperformed DirectBoosting-I
in all simulation settings.
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Table 1: Sample averages (standard deviations) of misclassification error rates and
empirical value functions evaluated on the testing data for five scenarios with 10
covariates. The minimal misclassification error rate and the best value function for
each scenario and each sampling scheme are in bold.
(n, p) = (100, 10) (n, p) = (400, 10) (n, p) = (800, 10)
Misclassification Value Misclassification Value Misclassification Value
Scenario 1
IndirectBoosting 0.105 (0.039) 1.862 (0.109) 0.021 (0.009) 2.071 (0.020) 0.006 (0.003) 2.105 (0.009)
DirectBoosting-I 0.179 (0.050) 1.727 (0.110) 0.030 (0.018) 2.053 (0.037) 0.012 (0.009) 2.090 (0.021)
DirectBoosting-II 0.077 (0.033) 1.944 (0.078) 0.010 (0.007) 2.090 (0.020) 0.004 (0.003) 2.106 (0.009)
Q-learning 0.190 (0.037) 1.701 (0.087) 0.143 (0.025) 1.841 (0.042) 0.135 (0.022) 1.865 (0.037)
`1-PLS 0.179 (0.052) 1.752 (0.100) 0.143 (0.031) 1.851 (0.054) 0.135 (0.023) 1.867 (0.040)
D-learning 0.234 (0.055) 1.580 (0.135) 0.162 (0.031) 1.788 (0.060) 0.147 (0.023) 1.832 (0.042)
OWL-Linear 0.383 (0.091) 1.206 (0.216) 0.293 (0.077) 1.440 (0.175) 0.247 (0.058) 1.530 (0.150)
OWL-RBF 0.464 (0.278) 0.980 (0.386) 0.330 (0.167) 1.171 (0.082) 0.234 (0.062) 1.320 (0.082)
Scenario 2
IndirectBoosting 0.158 (0.036) 1.771 (0.053) 0.113 (0.014) 1.832 (0.023) 0.069 (0.009) 1.877 (0.015)
DirectBoosting-I 0.268 (0.043) 1.543 (0.096) 0.142 (0.030) 1.778 (0.051) 0.114 (0.029) 1.820 (0.042)
DirectBoosting-II 0.204 (0.042) 1.684 (0.081) 0.082 (0.017) 1.864 (0.021) 0.081 (0.019) 1.865 (0.024)
Q-learning 0.262 (0.023) 1.582 (0.051) 0.239 (0.008) 1.645 (0.015) 0.238 (0.006) 1.650 (0.011)
`1-PLS 0.240 (0.035) 1.628 (0.070) 0.226 (0.004) 1.655 (0.018) 0.236 (0.005) 1.651 (0.011)
D-learning 0.295 (0.034) 1.489 (0.089) 0.250 (0.017) 1.618 (0.033) 0.242 (0.010) 1.636 (0.023)
OWL-Linear 0.394 (0.073) 1.217 (0.205) 0.328 (0.057) 1.404 (0.147) 0.293 (0.051) 1.497 (0.114)
OWL-RBF 0.500 (0.137) 0.927 (0.443) 0.564 (0.098) 0.711 (0.305) 0.611 (0.046) 0.572 (0.150)
Scenario 3
IndirectBoosting 0.358 (0.040) 1.135 (0.056) 0.240 (0.019) 1.272 (0.032) 0.200 (0.014) 1.309 (0.025)
DirectBoosting-I 0.402 (0.044) 1.073 (0.066) 0.338 (0.032) 1.159 (0.043) 0.299 (0.019) 1.205 (0.034)
DirectBoosting-II 0.338 (0.039) 1.158 (0.056) 0.283 (0.021) 1.227 (0.028) 0.208 (0.015) 1.297 (0.028)
Q-learning 0.456 (0.034) 1.002 (0.052) 0.412 (0.027) 1.065 (0.043) 0.391 (0.018) 1.095 (0.033)
`1-PLS 0.628 (0.000) 0.728 (0.000) 0.400 (0.073) 1.086 (0.114) 0.408 (0.089) 1.072 (0.140)
D-learning 0.476 (0.034) 0.970 (0.052) 0.445 (0.030) 1.011 (0.050) 0.423 (0.027) 1.047 (0.043)
OWL-Linear 0.489 (0.036) 0.942 (0.063) 0.473 (0.047) 0.971 (0.078) 0.453 (0.055) 1.005 (0.088)
OWL-RBF 0.475 (0.118) 0.965 (0.187) 0.433 (0.076) 1.022 (0.130) 0.387 (0.026) 1.098 (0.051)
Scenario 4
IndirectBoosting 0.184 (0.029) 2.138 (0.072) 0.092 (0.015) 2.316 (0.027) 0.065 (0.011) 2.346 (0.019)
DirectBoosting-I 0.225 (0.032) 1.998 (0.104) 0.145 (0.015) 2.209 (0.041) 0.108 (0.011) 2.283 (0.028)
DirectBoosting-II 0.207 (0.033) 2.036 (0.086) 0.103 (0.014) 2.291 (0.031) 0.069 (0.009) 2.342 (0.018)
Q-learning 0.415 (0.034) 1.284 (0.141) 0.378 (0.012) 1.441 (0.047) 0.373 (0.006) 1.463 (0.024)
`1-PLS 0.422 (0.084) 1.259 (0.346) 0.376 (0.011) 1.448 (0.045) 0.373 (0.004) 1.462 (0.019)
D-learning 0.431 (0.037) 1.221 (0.153) 0.394 (0.025) 1.374 (0.102) 0.378 (0.013) 1.440 (0.054)
OWL-Linear 0.459 (0.044) 1.112 (0.182) 0.446 (0.050) 1.162 (0.208) 0.422 (0.051) 1.261 (0.207)
OWL-RBF 0.463 (0.110) 1.089 (0.453) 0.403 (0.059) 1.326 (0.248) 0.364 (0.014) 1.494 (0.054)
Scenario 5
IndirectBoosting 0.086 (0.015) 2.971 (0.051) 0.073 (0.005) 3.018 (0.014) 0.063 (0.004) 3.046 (0.013)
DirectBoosting-I 0.093 (0.019) 2.950 (0.061) 0.100 (0.014) 2.938 (0.040) 0.075 (0.010) 3.013 (0.028)
DirectBoosting-II 0.101 (0.025) 2.906 (0.100) 0.072 (0.010) 3.015 (0.035) 0.056 (0.007) 3.056 (0.022)
Q-learning 0.090 (0.016) 2.972 (0.042) 0.079 (0.007) 3.000 (0.016) 0.077 (0.004) 3.005 (0.011)
`1-PLS 0.080 (0.086) 2.976 (0.417) 0.371 (0.411) 1.560 (1.997) 0.076 (0.004) 3.008 (0.010)
D-learning 0.102 (0.027) 2.938 (0.071) 0.084 (0.011) 2.987 (0.026) 0.080 (0.007) 2.998 (0.018)
OWL-Linear 0.239 (0.126) 2.302 (0.582) 0.095 (0.066) 2.939 (0.219) 0.077 (0.032) 3.001 (0.094)
OWL-RBF 0.396 (0.389) 1.424 (1.902) 0.228 (0.223) 2.195 (1.133) 0.123 (0.092) 2.720 (0.510)
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Table 2: Sample averages (standard deviations) of misclassification error rates and
empirical value functions evaluated on the testing data for five scenarios with 50
covariates. The minimal misclassification error rate and the best value function for
each scenario and each sampling scheme are in bold.
(n, p) = (100, 50) (n, p) = (400, 50) (n, p) = (800, 50)
Misclassification Value Misclassification Value Misclassification Value
Scenario 1
IndirectBoosting 0.115 (0.049) 1.828 (0.137) 0.030 (0.012) 2.059 (0.031) 0.014 (0.006) 2.097 (0.016)
DirectBoosting-I 0.129 (0.072) 1.781 (0.216) 0.038 (0.017) 2.045 (0.040) 0.034 (0.014) 2.059 (0.029)
DirectBoosting-II 0.123 (0.052) 1.723 (0.177) 0.016 (0.008) 2.087 (0.026) 0.010 (0.005) 2.103 (0.014)
Q-learning 0.465 (0.050) 1.007 (0.116) 0.201 (0.023) 1.648 (0.052) 0.166 (0.015) 1.737 (0.030)
`1-PLS 0.217 (0.056) 1.618 (0.106) 0.159 (0.027) 1.768 (0.053) 0.146 (0.026) 1.802 (0.053)
D-learning 0.268 (0.071) 1.430 (0.159) 0.108 (0.034) 1.850 (0.116) 0.086 (0.032) 1.921 (0.078)
OWL-Linear 0.495 (0.052) 0.939 (0.111) 0.410 (0.045) 1.138 (0.100) 0.376 (0.045) 1.225 (0.104)
OWL-RBF 0.494 (0.307) 0.946 (0.370) 0.476 (0.306) 0.968 (0.369) 0.518 (0.306) 0.917 (0.369)
Scenario 2
IndirectBoosting 0.183 (0.046) 1.747 (0.075) 0.090 (0.015) 1.881 (0.020) 0.102 (0.011) 1.871 (0.016)
DirectBoosting-I 0.310 (0.065) 1.476 (0.157) 0.168 (0.029) 1.780 (0.046) 0.117 (0.028) 1.846 (0.030)
DirectBoosting-II 0.371 (0.058) 1.302 (0.149) 0.107 (0.024) 1.868 (0.029) 0.077 (0.019) 1.896 (0.015)
Q-learning 0.465 (0.038) 1.070 (0.105) 0.263 (0.011) 1.617 (0.029) 0.247 (0.007) 1.663 (0.022)
`1-PLS 0.248 (0.027) 1.635 (0.060) 0.233 (0.006) 1.700 (0.014) 0.231 (0.003) 1.698 (0.008)
D-learning 0.341 (0.049) 1.506 (0.130) 0.273 (0.035) 1.664 (0.067) 0.260 (0.024) 1.692 (0.041)
OWL-Linear 0.482 (0.037) 1.018 (0.110) 0.420 (0.033) 1.198 (0.094) 0.380 (0.033) 1.302 (0.093)
OWL-RBF 0.468 (0.141) 1.073 (0.511) 0.463 (0.139) 1.094 (0.506) 0.491 (0.144) 0.990 (0.523)
Scenario 3
IndirectBoosting 0.385 (0.039) 1.135 (0.070) 0.269 (0.020) 1.291 (0.032) 0.210 (0.015) 1.361 (0.024)
DirectBoosting-I 0.452 (0.036) 1.034 (0.056) 0.381 (0.032) 1.138 (0.052) 0.299 (0.032) 1.236 (0.049)
DirectBoosting-II 0.431 (0.037) 1.058 (0.055) 0.300 (0.024) 1.236 (0.041) 0.201 (0.021) 1.345 (0.028)
Q-learning 0.497 (0.019) 0.977 (0.032) 0.456 (0.016) 1.018 (0.032) 0.438 (0.014) 1.036 (0.031)
`1-PLS 0.500 (0.069) 0.968 (0.084) 0.415 (0.029) 1.069 (0.041) 0.387 (0.016) 1.097 (0.025)
D-learning 0.464 (0.048) 1.009 (0.060) 0.396 (0.036) 1.088 (0.043) 0.372 (0.000) 1.114 (0.000)
OWL-Linear 0.502 (0.018) 0.969 (0.039) 0.490 (0.017) 0.982 (0.038) 0.488 (0.020) 0.982 (0.041)
OWL-RBF 0.513 (0.128) 0.956 (0.143) 0.482 (0.127) 0.990 (0.143) 0.505 (0.129) 0.965 (0.144)
Scenario 4
IndirectBoosting 0.255 (0.034) 1.948 (0.113) 0.134 (0.016) 2.266 (0.037) 0.087 (0.010) 2.341 (0.019)
DirectBoosting-I 0.296 (0.050) 1.765 (0.196) 0.179 (0.017) 2.148 (0.047) 0.141 (0.015) 2.239 (0.042)
DirectBoosting-II 0.338 (0.056) 1.607 (0.222) 0.142 (0.016) 2.239 (0.044) 0.104 (0.011) 2.307 (0.028)
Q-learning 0.494 (0.019) 0.985 (0.073) 0.435 (0.015) 1.208 (0.061) 0.411 (0.014) 1.297 (0.056)
`1-PLS 0.454 (0.032) 1.133 (0.123) 0.376 (0.009) 1.428 (0.039) 0.375 (0.025) 1.433 (0.093)
D-learning 0.380 (0.044) 1.414 (0.159) 0.406 (0.020) 1.318 (0.076) 0.373 (0.000) 1.442 (0.000)
OWL-Linear 0.499 (0.019) 0.962 (0.071) 0.483 (0.019) 1.028 (0.077) 0.472 (0.020) 1.061 (0.083)
OWL-RBF 0.510 (0.128) 0.940 (0.466) 0.515 (0.127) 0.921 (0.464) 0.505 (0.128) 0.959 (0.467)
Scenario 5
IndirectBoosting 0.091 (0.019) 2.915 (0.0626) 0.073 (0.003) 2.978 (0.008) 0.066 (0.003) 3.001 (0.009)
DirectBoosting-I 0.102 (0.020) 2.882 (0.0645) 0.077 (0.008) 2.970 (0.018) 0.080 (0.008) 2.954 (0.022)
DirectBoosting-II 0.146 (0.038) 2.670 (0.154) 0.075 (0.005) 2.966 (0.021) 0.063 (0.006) 2.996 (0.015)
Q-learning 0.414 (0.070) 1.372 (0.374) 0.096 (0.010) 2.922 (0.030) 0.084 (0.005) 2.955 (0.014)
`1-PLS 0.071 (0.000) 2.983 (0.000) 0.080 (0.007) 2.962 (0.017) 0.071 (0.000) 2.983 (0.000)
D-learning 0.124 (0.030) 2.815 (0.098) 0.093 (0.012) 2.926 (0.035) 0.086 (0.008) 2.950 (0.020)
OWL-Linear 0.467 (0.054) 1.104 (0.275) 0.307 (0.054) 1.966 (0.260) 0.175 (0.084) 2.574 (0.339)
OWL-RBF 0.380 (0.414) 1.524 (1.955) 0.491 (0.431) 0.998 (2.036) 0.509 (0.431) 0.917 (2.036)
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5 Real data analysis
We analyzed a diabetes data set which was collected from a randomized, double-
blind, parallel-group Phase III trial [2]. This data set has been analyzed in several
other papers on estimating the optimal ITR [7]. The randomized clinical trial was
designed to compare drug efficacy of gliclazide and pioglitazone. In the comparison
study, There were 1270 patients with Type 2 diabetes. Each of them was randomized
to receive either pioglitazone up to 45 mg once daily or gliclazide up to 160 mg two
times daily with equal probabilities. Therefore we set piA(X) = 1/2. The primary
efficacy endpoint in the study was change from baseline HbA1c to the last available
post-treatment value during 52 weeks.
In our analysis, after data preprocessing, we considered 1247 patients. 624 pa-
tients received gliclazide and 623 patients received pioglitazone. We focused on 21
baseline clinical covariates, including HDL, LDL, cholesterol, triglycerides, creati-
nine, fasting insulin, ALT, AST, GGT, duration of diabetes, age, weight, BMI, waist,
fasting blood glucose, HomaS, HomaIR, HomaB, diastolic blood pressure, systolic
blood pressure, and pulse. Detailed descriptions of these variables are in [2]. We com-
pared eight methods listed in Section 4.3: IndirectBoosting, DirectBoosting-I,
DirectBoosting-II, Q-learning, `1-PLS, D-learning, OWL-Linear, and OWL-RBF.
We applied the same procedures as those in Section 4.3 to tune parameters and train
different models. Finally, to evaluate performance of estimated optimal treatment
rules, we performed a 10-fold cross validation. More specifically, we split the data
into 10 subsets with roughly equal sizes. We estimated the optimal ITR using 9
subsets of data, and then predicted the optimal treatments for the remaining sub-
set of patients. We repeated the procedure 10 times to obtain the predicted optimal
treatment for each patient. Following [23], we considered two performance measures.
The first one was the empirical value function evaluated on each fold. The second
one was p-value described below. We divided all patients into two groups, Group 1
consisted of patients whose assigned treatments were same with the estimated opti-
mal ITRs and Group 2 consisted of the remaining patients. Let µ1 be the average
reduction of HbA1c for Group 1 in the study. Let µ2 be the average reduction of
HbA1c for Group 2 in the study. Then we considered the following test:
H0 : µ1 = µ2, vs. HA : µ1 > µ2.
We tested the above hypotheses with Welch’s t-test. We repeated the simulation
100 times. Therefore, for each method, we obtained 1000 empirical value functions
and 100 p-values.
In our analysis, a significant p-value is less than 0.05. Table 3 reports the sample
averages (standard deviations) of empirical value functions, proportions of significant
p-values and medians of p-values. In summary, the proposed algorithms achieved
larger HbA1c reduction compared with their corresponding competitors. The signif-
icant tests also confirmed their superior performance.
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Table 3: Sample averages (standard deviations) of empirical value functions evalu-
ated on each fold in cross validation, proportions of significant p-values which are
less than 0.05, and medians of p-values in 100 simulations. The best value function
and the largest proportion of significant p-values are in bold.
Value Proportion of significant p-values Median of p-values
IndirectBoosting 1.447 (0.158) 0.71 0.022
DirectBoosting-I 1.422(0.165) 0.37 0.082
DirectBoosting-II 1.448 (0.165) 0.69 0.022
Q-learning 1.369 (0.162) 0 0.500
`1-PLS 1.428 (0.161) 0.44 0.060
D-learning 1.416 (0.164) 0.29 0.095
OWL-Linear 1.360 (0.155) 0 0.637
OWL-RBF 1.363 (0.177) 0.04 0.584
6 Discussion
In this paper, we have proposed three tree boosting algorithms for estimating optimal
individualized treatment rules. The goal of these boosting algorithms is to improve
the finite sample performance of current existing methods in both of indirect learning
and direct learning. Compared with other methods discussed in the paper, the
proposed algorithms achieve higher value function and lower misclassification error
rate as shown in the simulation studies and real data analysis. Our tree-based
methods are nonparametric in the sense that they don’t assume any parametric form
of decision rules. This flexibility makes the proposed algorithms extremely useful in
the era of big data. On the other hand, compared with the single tree, additive trees
used in these algorithms are helpful to boost the performance of estimated optimal
ITRs.
Our paper naturally suggests several venues for future work. First, [1] points out
17.6% of published randomized controlled trial in 2009 had multiple arms. Therefore
it would be interesting and worthwhile to generalize our study to the multinary case.
There are several recent developments in this area [20, 16]. Here we take [20] as an
example. Assume the treatment space is A = {1, 2, ...,M} where M > 2. Let
Wj =
{
(M − 1)−1/21M−1 j = 1
− 1+M1/2
(M−1)3/21M−1 + (
M
M−1)
1/2ej−1 2 ≤ j ≤M,
where 1M−1 is a vector of 1’s with length M − 1 and ej ∈ RM−1 is a vector with
the j-th component 1 and 0 elsewhere. Wj can be viewed as a class label that
identifies treatment j. [20] proposes the following angle-based approach to estimate
the decision rule:
fˆ = argmin
f
1
n
n∑
i=1
|Yi|
piAi(Xi)
`Yi(f(Xi)
TWyi) + J(f), (31)
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where f is a function from X to Rk−1, `Yi(u) = `(u) if Yi > 0 and `Yi(u) = `(−u)
if Yi < 0 for a convex and strictly decreasing loss function `(·). In particular, [20]
considers the parametric form of f and uses the BFGS algorithm to solve (31).
On the other hand, [18] introduces a similar framework of multiclass boosting with
coordinate descent or gradient descent. Therefore, it would be of interest to combine
these two methods to develop new boosting algorithms for estimating optimal ITRs
in the multinary setting.
Second, results from boosting algorithms are not straightforward to explain. Re-
cently, there is an active research line called interpretable machine learning, which
concerns to make black box models explainable [13]. SHAP [12], which originates
from the Shapley value in cooperative game theory, is a unified and rigorous ap-
proach to explain the prediction of a machine learning model via the feature impor-
tance score. Therefore, it would be interesting to integrate SHAP to our proposed
boosting algorithms. This would allow practitioners in the area of precision medicine
to conduct valid personalized intervention. Third, our current work focuses on the
continuous outcome. It would also be interesting to extend our methods to other
types of outcome. In practice, other settings of interest in clinical studies involve the
binary outcome or the survival outcome. [16] proposes the general direct learning
framework to deal with these types, and it is quite straightforward to develop similar
boosting algorithms under that framework via using appropriate loss functions.
Finally, our current work also remains several other challenging questions. An
interesting and hard question to address is exploring the theoretical relationship
between the performance of our boosting algorithms and the number of iterations,
which would provide insights to practical aspects of boosting. Another direction
to pursue would be studying the finite sample performance of our tree boosting
algorithm II in direct learning using other appropriate loss functions rather than the
deviance loss. This is both of theoretical interest that has largely remained open
in the robust statistics literature, and of practical interest in observational studies
where the observed data set may contain contaminations.
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A Proofs
In this Appendix, we provide poofs of theorems and propositions in the paper.
A.1 Proof of Theorem 1
Proof. For x ∈ X , let Sφ(w) = E
{
Y φ(Aw)piA(X) |X = x
}
. Then we have
f∗φ(x) = argmin
w
Sφ(w).
Furthermore, we have
Sφ(w) = E (Y |X = x,A = 1)φ(w) + E (Y |X = x,A = −1)φ(−w).
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Therefore,
dSφ(w)
dw
|w=0 = {E(Y |X = x,A = 1)− E(Y |X = x,A = −1)}φ′(0).
When D∗(x) = +1, we have E(Y |X = x,A = 1) > E(Y |X = x,A = −1). Thus,
when φ′(0) < 0, we have dSφ(w)dw |w=0 < 0. Therefore, there exists a constant δ > 0,
such that
Sφ(δ) ≤ Sφ(0) + S′φ(0)
δ
2
< Sφ(0).
On the other hand, since we assume Y is positive, so E(Y |X = x,A = 1) and
E(Y |X = x,A = −1) are both positive. Therefore when φ is convex, Sφ(w) is also
convex. Hence, for w < δ4 ,
Sφ(w) ≥ Sφ(0) + S′φ(0)w > Sφ(0) + S′φ(0)
δ
4
> Sφ(0) + S
′
φ(0)
δ
2
≥ Sφ(δ),
which implies f∗φ(x) > 0.
Similarly, when D∗(x) = −1, we can show that f∗φ(x) < 0. Therefore the proof
is complete.
A.2 Proof of Theorem 2
Proof. For a fixed x, let
Sφ(w) = E
{ |Y − µ(X)|
piA(X)
φ (wA× sign (Y − µ(X))) |X = x
}
.
Furthermore, we have
Sφ(w) = E {|Y − µ(X)|φ(w × sign(Y − µ(X)))|X = x,A = 1}
+E {|Y − µ(X)|φ(−w × sign(Y − µ(X)))|X = x,A = −1}
= a1φ(w) + a2φ(−w),
where
a1 = E {(Y − µ(X))I(Y > µ(X))|X = x,A = 1}+E {(µ(X)− Y )I(Y < µ(X))|X = x,A = −1} ,
and
a2 = E {(Y − µ(X))I(Y > µ(X))|X = x,A = −1}+E {(µ(X)− Y )I(Y < µ(X))|X = x,A = 1} .
Note that a1 and a2 are positive, and
a1 − a2 = E {Y − µ(X)|X = x,A = 1}+ E {µ(X)− Y |X = x,A = −1}
= E {Y |X = x,A = 1} − E {Y |X = x,A = −1} .
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We first consider the case that D∗(x) = 1, then a1 − a2 > 0. Therefore we have
S′φ(0) = (a1 − a2)φ′(0) < 0.
Using a similar argument with that in Theorem 1, we have f∗∗φ (x) > 0. When
D∗(x) = −1, we can also show f∗∗φ (x) < 0. Hence the proof is complete.
A.3 Proof of Theorem 3
Proof. Note that
E(Y |X,A = 1) = µ(X) + δ(X), E(Y |X,A = −1) = µ(X)− δ(X),
so we have
µ(X) =
1
2
{E(Y |X,A = 1) + E(Y |X,A = −1)} = E
{
Y
2piA(X)
|X
}
.
Next, for a fixed x, let
L(g) = E
{
1
piA(X)
(Y − g)2|X = x
}
.
Then taking derivative over g and setting it to 0, we have
E
{
1
piA(X)
(Y − g)|X = x
}
= 0.
Therefore, we have
g = E
{
Y
2piA(X)
}
.
Hence the proof is complete.
A.4 Proof of Proposition 1
Proof. For any ITR D, following (1), we have
V (D) = E
{
Y
I(A = D(X))
piA(X)
}
= EX,A
[
EY
{
Y
I(A = D(X))
piA(X)
|X,A
}]
= EX,A
{
I(A = D(X))
piA(X)
Q(X,A)
}
= EX
[
EA
{
I(A = D(X))
piA(X)
Q(X,A)|X
}]
= EX
{∑
a∈A
I(a = D(X))Q(X, a)
}
= EX {Q(X,D(X))} .
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Let d(x) = argmaxa∈AQ(x, a). Then we have
V (D∗) = EX {Q(X,D∗(X))} ≤ EX
{
max
a∈A
Q(X, a)
}
= V (d).
On the other hand, by definition of D∗, we have V (D∗) ≥ V (d). Therefore, we prove
the result.
A.5 Proof of Proposition 2
Proof. For a fixed x, let
L(g) = E
{
1
piA(X)
(2Y A− g)2|X = x
}
.
Then taking the derivative over g and setting it to 0, we have
E
{
1
piA(X)
(2Y A− g)|X = x
}
= 0.
Furthermore, we have
E
{
1
piA(X)
|X = x
}
= 2.
Hence, we have
g = E
{
Y A
piA(X)
|X = x
}
.
B Optimal ITRs in simulation studies
In this Appendix, we provide the true optimal ITRs, which are known when gener-
ating the simulated data. In Scenario (1), the optimal decision rule is
D∗(X) =
{
−1 X(1) ≤ 12 and X(2) ≤ −12
1 otherwise,
which is a decision tree. In Scenario (2), the optimal decision rule is a parabola,
which can be expressed as
D∗(X) =
{
1 X(2) − 2X2(1) + 0.3 > 0
−1 X(2) − 2X2(1) + 0.3 < 0.
The optimal decision rule in Scenario (3) is a polynomial of degree 2:
D∗(X) =
{
1 0.2 +X2(1) +X
2
(2) −X2(3) −X2(4) > 0
−1 0.2 +X2(1) +X2(2) −X2(3) −X2(4) < 0.
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The optimal decision rule in Scenario (4) is a circle:
D∗(X) =
{
1 X2(1) +X
2
(2) < 0.8
−1 X2(1) +X2(2) > 0.8.
In Scenario (5), the optimal ITR is highly nonlinear which takes the form as follows:
D∗(X) =
{
1 1−X3(1) + exp (X2(3) +X(5)) + 0.6X(6) − (X(7) +X(8))2 > 0
−1 1−X3(1) + exp (X2(3) +X(5)) + 0.6X(6) − (X(7) +X(8))2 < 0.
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