Global solutions of the fast diffusion equation with gradient absorption terms  by Shi, Peihu & Wang, Mingxin
J. Math. Anal. Appl. 326 (2007) 602–621
www.elsevier.com/locate/jmaa
Global solutions of the fast diffusion equation
with gradient absorption terms ✩
Peihu Shi ∗, Mingxin Wang
Department of Mathematics, Southeast University, Nanjing 210018, PR China
Received 28 November 2003
Available online 18 April 2006
Submitted by C.V. Pao
Abstract
We investigate the existence of nonnegative weak solutions to the problem ut = (um)−|∇u|p in Rn ×
(0,∞) with (1−2/n)+ < m < 1. It will be proved that: (i) When 1 < p < 2, if the initial datum u0 ∈D(Rn)
then there exists a solution; (ii) When 1 < p < (2 + mn)/(n + 1), if the initial datum u0(x) is a bounded
and nonnegative measure then the solution exists; (iii) When (2 +mn)/(n+ 1) p < 2, if the initial datum
is a Dirac mass then the solution does not exist. We also study the large time behavior of the L1-norm
of solutions for 1 < p  (2 + mn)/(n + 1), and the large time behavior of t1/β‖u(·, t) − Ec(·, t)‖L∞ for
(2 + mn)/(n + 1) < p < 2.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we consider the Cauchy problem of the fast diffusion equation with nonlinear
gradient absorption terms{
ut − 
(
um
)+ |∇u|p = 0 in Rn × (0,∞),
u(x,0) = u0(x) in Rn, (1.1)
✩ This work was supported by the National Natural Science Foundation of China 10471022, and the Ministry of
Education of China Science and Technology Major Projects Grant 104090.
* Corresponding author.
E-mail address: sph2106@yahoo.com.cn (P. Shi).0022-247X/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2006.02.094
P. Shi, M. Wang / J. Math. Anal. Appl. 326 (2007) 602–621 603where 1 < p < 2 and (1 − 2/n)+ < m < 1. When m = 1, the differential equation of (1.1) is
the so-called Hamilton–Jacobi equation [5,6,17] or KPZ equation (p = 2) [15], and have been
studied by many authors, see [1,2,4–6,11,22] and references therein. For 1m < p < 2, Qi and
Wang [22] proved that the differential equation of (1.1) has self-similar very singular solution
when 1 < p < (2 + mn)/(n + 1), while it has no self-similar very singular solution when (2 +
mn)/(n+ 1) p < 2. By comparison, it is well known from [3] that when 0 < m < (1 − 2/n)+,
the solution of (1.1) will extinct in a finite time T ∗ for the suitable initial data u0(x) ∈ L1(Rn)∩
Ln(1−m)/2(Rn).
For the fast diffusion equation without absorption{
ut = 
(
um
)
in Rn × (0,∞),
u(x,0) = u0(x) in Rn, (1.2)
the source-type solutions (with u0(x) = Mδ(x) and M > 0) are the Barenblatt–Pattle solutions
EM(x, t) = t−1/β
{
a2 + 1 − m
2mnβ
× |x|
2
t2/(nβ)
}−1/(1−m)
, (1.3)
where β = m − 1 + 2/n and a ∈ R+ such that ∫
Rn
EM(x, t) dx = M . Also, the source-type
solutions of problem (1.2) with the diffusion term replaced by φ(u) was studied by Pierre [18].
When the differential equation of (1.2) has an absorption term up , the corresponding results of the
source-type solutions and very singular solution have been available in [8,20]. For u0 ∈ L1(Rn),
by the results of Herrero and Pierre [13] we know that the solution of problem (1.2) satisfies the
estimate∥∥u(·, t)∥∥
L∞ C(n,m)t
−1/β‖u0‖2/(nβ)L1 . (1.4)
For simplicity, throughout this paper we shall use the following notations. We denote D(Rn)
by the space of C∞ smooth functions with compact support and M+b (Rn) by the space of
bounded and nonnegative measures on Rn. And,{
α = 2(m + p − mp) > 2, μ = (p + m − mp)/(p − m) = α/(2p − 2m),
q = 1/(1 − m), θ = m(p − 1)/(p − m), β = m − 1 + 2/n. (1.5)
The basic idea of the present paper comes from [5], and the following gradient estimates:∥∥∇(um(p−1)/p)(·, t)∥∥
L∞
 C(m,n,p)‖u0‖(mp+p−2m)/(npβ)L1 t−(p(1+mn)−mn)/(npβ), t > 0, (1.6)∥∥∇(um(p−1)/p)(·, t)∥∥
L∞  C(m,n,p)t
−γ /(2p), t > 0, (1.7)
where γ−1 = 2(p−1)+p(1−m)4m(p−1)+2(1−m)p2 , which will be given in Theorem 2.1, play important roles in our
subsequent arguments. The organization of this paper is as follows. In Section 2, we are devoted
to establish estimates (1.6) and (1.7). In the subsequent sections, we shall prove the following
results:
(A) If 1 < p < (2 + mn)/(n + 1) and u0 ∈ M+b (Rn), then there exists a solution of prob-
lem (1.1). This will be presented in Section 3.
(B) If p  (2 + mn)/(n + 1) and u0 ∈M+b (Rn), then there is no solution of (1.1) in general.
Section 4 will give a proof.
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∫
Rn
u(x, t) dx → 0 holds for
1 < p  (2 + mn)/(n + 1) as t → ∞ and t1/β‖u(·, t) − Ec(·, t)‖L∞ → 0 holds for p >
(2 + mn)/(n + 1) as t → ∞. The proof will be given in the last section.
2. The gradient estimates
Definition. A weak solution u(x, t) of problem (1.1) is a nonnegative function defined in Rn ×
(0, T ) such that u ∈ C((0, T );L1(Rn)) ∩ Lp((0, T );W 1,p(Rn)) and satisfies
t∫
s
∫
Rn
[
uψt + umψ − |∇u|pψ
]
dx dt = 0 ∀ψ ∈ C∞0
(
R
n × [s, t]), 0 < s < t < T,
(2.1)
lim
t→0
∫
Rn
u(x, t)φ(x) dx dt =
∫
Rn
u0(x)φ(x) dx ∀φ ∈D
(
R
n
)
. (2.2)
(2.1) and (2.2) also can be written as the following integral identity for every t > 0 and the
Ball with radius R such that ψ ∈ C∞(BR × [0, t]) and ψ vanishes for |x|R,
∫
Rn
u(x, t)ψ(x, t) dx dt +
t∫
0
∫
Rn
[
uψt + umψ − |∇u|pψ
]
(x, s) dx ds
=
∫
Rn
u0(x)ψ(x,0) dx. (2.3)
Theorem 2.1. Assume that 1 < p < 2, (1 − 2/n)+ < m < 1 and 0 u0 ∈D(Rn). When n > 1,
we assume that
4m(p − m) > n(1 − m)2p2. (2.4)
Then there exists a nonnegative weak solution u(x, t) of problem (1.1) and satisfies∥∥∇(um(p−1)/p)(·, t)∥∥
L∞(Rn)
 C(m,n,p)‖u0‖(mp+p−2m)/(npβ)L1 t−(p(1+mn)−mn)/(npβ) ∀t > 0, (2.5)∥∥∇(um(p−1)/p)(·, t)∥∥
L∞(Rn) C(m,n,p)t
−γ /(2p) ∀t > 0, (2.6)
where γ−1 = 2(p−1)+p(1−m)4m(p−1)+2(1−m)p2 .
Proof. For every ε ∈ (0,1), we set
u0ε(x) = u0(x) + εn+1, Φε(r) =
(
r + ε(n+1)α)p/α − ε(n+1)p, r ∈ [0,∞).
It is easy to see that Φε(r) is nondecreasing in ε and that u0ε ∈ L1loc(Rn) and
∫
B1/ε
|u0ε −
u0|dx → 0 as ε → 0. Let uε be the classical solution to{
uεt = 
(
umε
)− Φε(|∇uε|α) in Rn × (0,∞),
uε(x,0) = u0ε(x) in Rn. (2.7)
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0 < εn+1  uε(x, t) ‖u0‖L∞ + 1, (x, t) ∈Rn × (0,∞), (2.8)
and uε is nondecreasing with respect to ε. Moreover, since Φε(·) ∈ C1[0,∞), uε ∈ C3,1(Rn ×
(0,∞)). By [9,10], for every compact subset K of Rn × (0,∞) the solutions family {uε} is
equicontinuous in K. Thus there is a uniqueness function u ∈ C(Rn × [0,∞)) such that
uε → u in C(K) as ε → 0. (2.9)
Moreover, applying the classical theory of parabolic equation [16], for every (x0, t0) ∈ Rn ×
(0,∞) with u(x0, t0) > 0, we see that uε has a positive lower bound near (x0, t0), which implies
by the local Hölder estimates of uε that ∇uε → ∇u and uε → u as ε → 0 near (x0, t0). Since
u(x, t) = 0 in some open set imply ∇u = 0, combining with the continuity of u yields that ∇u is
continuous almost everywhere in every compact subset K of Rn × (0,∞). By comparison and
Theorems 2.1 and 2.2 of [13], ∀t > 0 we have∫
B1/(2ε)
uε(x, t) dx  C(m,n)
[ ∫
B1/ε
u0ε(x) dx +
(
tεnβ
)q]
,
sup
x∈B1/(4ε)
uε(x, t) C(m,n)
[
t−1/β
( ∫
B1/ε
u0ε(x) dx
)2/(nβ)
+ (ε2t)q].
Applying (2.9) and then sending ε → 0 yields∫
Rn
u(x, t) dx C
∫
Rn
u0(x) dx, (2.10)
∥∥u(·, t)∥∥
L∞ Ct
−1/β(‖u0‖L1)2/(nβ), (2.11)
which gives u ∈ C([0, T );L1(Rn)).
Step 1. We first give estimates for uε . Let uε = vp/(p−m)ε , then vε satisfies⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
vεt = p − m
p − 1 
(
vθε
)+ m2
p − mv
θ−2
ε |∇vε|2
− p − m
p
v−m/(p−m)ε Φε
((
p
p − mv
m/(p−m)
ε |∇vε|
)α)
in Rn × (0,∞),
vε(x,0) = u(p−m)/p0ε (x) in Rn.
It follows that
ε(n+1)(p−m)/p  vε 
(‖u0‖L∞ + εn+1)(p−m)/p. (2.12)
Denote wε = |∇(vθε )|2. Then |∇vε|2 = (v−θ+1ε /θ)2wε and
vεt = p − m
p − 1 
(
vθε
)+ p − m
(p − 1)2 v
−θ
ε wε −
p − m
p
v−m/(p−m)ε Φε
((
p
m(p − 1)v
μ
ε w
1/2
ε
)α)
,
∇vεt = p − m∇
(
vθε
)+ p − m2 v−θε ∇wε − p − m2 v−2θε wε∇(vθε )p − 1 (p − 1) (p − 1)
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2p
(
p
m(p − 1)
)α
v−m/(p−m)ε Φ ′ε(ξ)
[
vαμε w
α/2−1
ε ∇wε
+ α
m(p − 1)v
αμ−θwα/2ε ∇vθε
]
+ p − m
p(p − 1)v
−mp/(p−m)
ε ∇
(
vθε
)
Φε(ξ),
where ξ = ( p
m(p−1) v
μ
ε w
1/2
ε )
α
. Hence,
∇(vθε )t = θvθ−1ε ∇vεt + (θ − 1)v−1ε ∇(vθε )vεt
= mvθ−1ε ∇
(
vθε
)+ m
p − 1v
−1
ε ∇wε −
m
p − 1v
−θ−1
ε wε∇vθε
+ m
p
v−p/(p−m)ε ∇
(
vθε
)
Φε(ξ) − α2
(
p
m(p − 1)
)α−1
vαμ−με Φ ′ε(ξ)
×
[
wα/2−1ε ∇wε +
α
m(p − 1)v
−θ
ε w
α/2
ε ∇vθε
]
+ (θ − 1)v−1ε ∇
(
vθε
)
×
[
p − m
p − 1 
(
vθε
)+ p − m
(p − 1)2 v
−θ
ε wε −
p − m
p
v−m/(p−m)ε Φε(ξ)
]
.
As a result,
wεt = 2∇
(
vθε
)∇(vθε )t
= 2mvθ−1ε ∇
(
vθε
)∇(vθε )+ 2m2p − mvθ−2ε ∇vε∇wε
− αθ
(
p
m(p − 1)
)α−1
vαμ−μ+θ−1ε Φ ′ε(ξ)wα/2−1ε ∇vε∇wε −
2(p − m)
(p − 1)2 v
−θ−1
ε w
2
ε
+ 2(m − 1)p
p − 1 v
−1
ε wε
(
vθε
)+ α
p
[
Φε(ξ) − αξΦ ′ε(ξ)
]
v−p/(p−m)ε wε. (2.13)
When n = 1,
(wε)xx = 2
(
vθε
)
x
(
vθε
)
xxx
+ 2∣∣(vθε )xx∣∣2  2(vθε )x(vθε )xxx, (2.14)
2(m − 1)p
p − 1 v
−1
ε wε
(
vθε
)
xx
 (1 − m)p
p − 1 v
−1
ε w
1/2
ε |wεx |. (2.15)
While n > 1,
wε = 2∇
(
vθε
)∇(vθε )+ 2
n∑
i,j=1
((
vθε
)
xixj
)2  2∇(vθε )∇(vθε )+ 2n
(
vθε
)2
, (2.16)
2(m − 1)p
p − 1 v
−1
ε wεv
θ
ε 
2m
n
vθ−1ε
(
vθε
)2 + n(1 − m)2p2
2m(p − 1)2 v
−θ−1
ε w
2
ε . (2.17)
Denote Θε(ξ) = Φε(ξ) − αξΦ ′ε(ξ) and
Lwε := wεt − mvθ−1ε wε −
2m2
p − mv
θ−2
ε ∇vε∇wε.
For n = 1, it follows from (2.13)–(2.15) that
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p − 1 v
−1
ε w
1/2
ε |wεx | + αθ
(
p
m(p − 1)
)α−1
vαμ−μ+θ−1ε Φ ′ε(ξ)wα/2−1ε vεxwεx
+ 2(p − m)
(p − 1)2 v
−θ−1
ε w
2
ε 
α
p
v−p/(p−m)ε wεΘε(ξ). (2.18)
While for n > 1, from (2.13), (2.16) and (2.17) we also have
Lwε + αθ
(
p
m(p − 1)
)α−1
vαμ−μ+θ−1ε wα/2−1ε Φ ′ε(ξ)∇vε∇wε
+
[
2(p − m)
(p − 1)2 −
n(1 − m)2p2
2m(p − 1)2
]
v−θ−1ε w2ε 
α
p
v−p/(p−m)ε wεΘε(ξ). (2.19)
Here, according to assumption (2.4):
4m(p − m) > n(1 − m)2p2,
the term in (2.18) and (2.19) in terms of v−θ−1ε w2ε is nonnegative. It is easy to see that m 
np/(4 + np) implies (2.4). Since 1 < p < 2, we see that
np
4 + np <
n − 1
n
when n > 1, and
n − 2
n
 np
4 + np when n > 4/(2 − p).
Hence, (2.4) holds if{
n > 1 and m > 1 − 1/n;
n > 4/(2 − p) and m > (1 − 2/n)+. (2.20)
In addition, from p > m, −θ − 1 < 0 and (2.12) we have
v−θ−1ε 
(‖u0‖L∞ + εn+1)(2m−p−mp)/p. (2.21)
Since
Θ ′ε(ξ) = −
p
α
(
ξ + ε(n+1)α)p/α−2[(α − 1)ε(n+1)α + (p − 1)ξ]< 0,
we see Θε(ξ) 0 for all ξ  0. Hence, it follows from (2.18), (2.19) and (2.21) that
Lwε − (1 − m)p
p − 1 v
−1
ε w
1/2
ε |wεx | + αθ
(
p
m(p − 1)
)α−1
vαμ−μ+θ−1ε Φ ′ε(ξ)wα/2−1ε vεxwεx
+ 2(p − m)
(p − 1)2
(‖u0‖L∞ + εn+1)(2m−p−mp)/pw2ε  0 for n = 1, (2.22)
Lwε + αθ
(
p
m(p − 1)
)α−1
vαμ−μ+θ−1ε Φ ′ε(ξ)wα/2−1ε ∇vε∇wε
+
[
2(p − m)
(p − 1)2 −
n(1 − m)2p2
2m(p − 1)2
](‖u0‖L∞ + εn+1)(2m−p−mp)/pw2ε  0 (2.23)
for n > 1. Now let we consider the functions
g1ε(t) = (p − 1)
2
2(p − m)t
(‖u0‖L∞ + εn+1)(p+mp−2m)/p,
g2ε(t) = 2m(p − 1)
2
2 2
(‖u0‖L∞ + εn+1)(p+mp−2m)/p.[4m(p − m) − n(1 − m) p ]t
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tively, which give from the comparison principle that∥∥∇(um(p−1)/pε )(·, t)∥∥L∞(R)  g1/21ε (t) for n = 1, (2.24)∥∥∇(um(p−1)/pε )(·, t)∥∥L∞(Rn)  g1/22ε (t) for n > 1. (2.25)
Step 2. We prove that ∇uε → ∇u a.e. in Rn × (0,∞). Note that m + p − mp > 1 and
aλ − bλ  (a − b)λ ∀a  b 0 and λ ∈ (0,1),
Φε
(|∇uε|α) |∇uε|p =
(
p
m(p − 1)
)p∣∣∇(um(p−1)/pε )∣∣pum+p−mpε  C∣∣∇(um(p−1)/pε )∣∣p,
it follows from (2.24) and (2.25) that there are a subsequence of {ε} (still denote {ε}) and g ∈
L2loc(R
n × (0,∞)) such that
Φε
(|∇uε|α)→ g weakly in L2loc(Rn × (0,∞)) as ε → 0. (2.26)
Then by (2.9), u is a solution to
ut = 
(
um
)− g in D′(Rn × (0,∞)).
Thus we have that, for every 0 < τ < t and ϕ ∈D(Rn),
m(2 − m)
t∫
τ
∫
Rn
∣∣∇u(x, s)∣∣2ϕ2(x) dx ds
= 1
3 − m
( ∫
Rn
u3−m(x, τ )ϕ2(x) dx −
∫
Rn
u3−m(x, t)ϕ2(x) dx
)
+ m
2
t∫
τ
∫
Rn
u2(x, s)
(
ϕ2
)
(x) dx ds −
t∫
τ
∫
Rn
(
gu2−m
)
(x, s)ϕ2(x) dx ds.
Similarly, we also have
m(2 − m)
t∫
τ
∫
Rn
∣∣∇uε(x, s)∣∣2ϕ2(x) dx ds
= 1
3 − m
( ∫
Rn
u3−mε (x, τ )ϕ2(x) dx −
∫
Rn
u3−mε (x, t)ϕ2(x) dx
)
+ m
2
t∫
τ
∫
Rn
u2ε(x, s)
(
ϕ2
)
(x) dx ds −
t∫
τ
∫
Rn
(
Φε
(|∇uε|α)u2−mε )(x, s)ϕ2(x) dx ds.
Owing to (2.9) and (2.26), putting ε → 0 yields
lim
ε→0
t∫ ∫
n
∣∣∇uε(x, s)∣∣2ϕ2(x) dx ds =
t∫ ∫
n
∣∣∇u(x, s)∣∣2ϕ2(x) dx ds (2.27)
τ R τ R
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that
ϕ∇uε → ϕ∇u weakly in L2
(
R
n × (τ, t)),
from which and (2.27) we see ϕ∇uε → ϕ∇u strongly in L2(Rn × (τ, t)). As ϕ is arbitrary in
D(Rn), we obtain after extracting a subsequence
∇uε → ∇u in L2loc
(
R
n × (0,∞)) and a.e. in Rn × (0,∞). (2.28)
This gives that g = |∇u|p a.e. in Rn × (0,∞).
Step 3. In what follows we will prove that u is a solution of (1.1). So we need to show that u ∈
C((0, T );L1(Rn)) ∩ Lp((0, T );W 1,p(Rn)) and satisfies (2.1), (2.2). First, from (2.24), (2.25)
and (2.28) by sending ε → 0 we have that∥∥∇(um(p−1)/p)(·, t)∥∥
L∞  C(m,n,p)
(‖u0‖L∞)(mp+p−2m)/(2p)t−1/2 for t > 0, (2.29)
where
C(m,n,p) = p − 1√
2(p − m) for n = 1, and
C(m,n,p) = 2m(p − 1)
2
4m(p − m) − n(1 − m)2p2 for n > 1.
Since 1 < p < 2, we see that ∇uε → ∇u in Lploc(Rn × (0,∞)) and Ψε(|∇uε|α) → |∇u|p in
L1loc(R
n × (0,∞)) by (2.28). Recalling that uε is a solution of (2.7), using (2.8) and (2.9) we
have for every ψ(x, t) ∈D(Rn × (t, T )),
T∫
t
∫
Rn
(
uε(x, s)ψt (x, s) + umε (x, s)ψ(x, t) − Ψε
(∣∣∇uε(x, s)∣∣α)ψ(x, s))dx ds = 0,
then letting ε → 0 we obtain (2.1). Applying (2.29) we have
|∇u|p =
(
p
m(p − 1)
)p
um+p−mp
∣∣∇um(p−1)/p∣∣p Ct−p/2u.
Similarly, Φε(|∇uε|α) |∇uε|p  Cuεt−p/2. Hence,
t∫
0
∫
Rn
|∇u|p dx dt  C‖u‖L1 t (2−p)/2.
Since uε is a solution of (2.7), for every ϕ ∈D(Rn),∣∣∣∣
∫
Rn
uε(x, t)ϕ(x) dx −
∫
Rn
u0ε(x)ϕ(x) dx
∣∣∣∣

t∫
0
∫
Rn
umε (x, s)
∣∣ϕ(x)∣∣dx +
t∫
0
∫
Rn
Φε
(|∇uε|α)ϕ(x)dx ds

t∫ ∫
n
umε (x, s)
∣∣ϕ(x)∣∣dx + C
t∫ ∫
n
uε(x, s)s
−p/2ϕ(x)dx ds.0 R 0 R
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∫
Rn
u(x, t)ϕ(x) dx −
∫
Rn
u0(x)ϕ(x) dx
∣∣∣∣

t∫
0
∫
Rn
um(x, s)
∣∣ϕ(x)∣∣dx + C
t∫
0
∫
Rn
u(x, s)s−p/2ϕ(x)dx ds
 C
(
t‖u0‖mL1‖ϕ‖Lq + t (2−p)/p‖u0‖L1‖ϕ‖L∞
)→ 0
as t → 0. Thus u satisfies (2.2). Now we take test function φ(x) ∈D(Rn) such that 0 φ(x) 1
and φ(x) ≡ 1 for |x| 1/2 and φ(x) ≡ 0 for |x| 1. Let
φR(x) = φ
(
R−kx
)
, k > (1 − m)n/2,
it follows that |φR| CR−2k . Thus,∫
BR
u(x, t)φR(x) dx −
∫
BR
u0(x)φR dx
=
t∫
0
∫
BR
(
um(x, s)φR(x) −
∣∣∇u(x, s)∣∣pφR(x))dx ds.
Since | ∫ t0 ∫BR umφR dx dt | CtR(1−m)n−2k‖u0‖mL1 → 0 as R → ∞, sending R → ∞ yields
∫
Rn
u(x, t) dx −
∫
Rn
u0(x) dx = −
t∫
0
∫
Rn
∣∣∇u(x, s)∣∣p dx ds,
which implies |∇u| ∈ Lp(Rn × (0, T )) for every T > 0. Applying Gagliardo–Nirenberg’s in-
equality yields
T∫
0
∥∥u(·, t)∥∥p
Lp
dt
 C(T )
(‖u‖L∞(0,T ;L1))p2/((n+1)p−n)
( T∫
0
∥∥∇u(·, t)∥∥p
Lp
dt
)n(p−1)/((n+1)p−n)
< ∞.
Thus, u ∈ C(0, T ;L1(Rn)) ∩ Lp(0, T ;W 1,p(Rn)) for every T ∈ (0,∞) and u is a solution
of (1.1).
Step 4. We prove the estimates. Since u(·, t/2) ∈ L1(Rn)∩L∞(Rn), (2.5) follows from (2.29)
and the following Lemma 2.1.
In the following we prove (2.6). Note that p/α < 1, we have
Θε(ξ) = Φε(ξ) − αξΦ ′ε(ξ)
= (1 − p)(ξ + ε(n+1)α)p/α + pε(n+1)α(ξ + ε(n+1)α)p/α−1 − ε(n+1)p
 (1 − p)(ξp/α − ε(n+1)p),
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−a + C2yb  C(a, b)Cb/(a+b)1 Ca/(a+b)2 , y ∈ (0,∞), a, b,C1,C2  0.
It follows from (2.18), (2.19) and the inequalities above that
Lwε − (1 − m)p
p − 1 v
−1
ε w
1/2
ε |wεx | + αθ
(
p
m(p − 1)
)α−1
vαμ−μ+θ−1ε Φ ′ε(ξ)wα/2−1ε vεxwεx
+ C(m,n,p)w1+p/γε 
α(p − 1)
p
v−p/(p−m)ε ε(n+1)pwε 
α(p − 1)
p
ε(n+1)(p−1)wε
for n = 1, (2.30)
Lwε + αθ
(
p
m(p − 1)
)α−1
vαμ−μ+θ−1ε Φ ′ε(ξ)wα/2−1ε ∇vε∇wε + C(m,n,p)w1+p/γε
 α(p − 1)
p
v−p/(p−m)ε ε(n+1)pwε 
α(p − 1)
p
ε(n+1)(p−1)wε for n > 1. (2.31)
Here γ−1 = 2(p−1)+p(1−m)4m(p−1)+2(1−m)p2 and C(m,n,p) > 0 is a constant dependent only on m, n and p.
Let us consider the function
hε(t) = kεt−γ /p, t ∈ (0,∞),
where kε is a constant to choose later. Thus, function hε(t) is a super-solution of (2.30) and (2.31)
if
Hε(t) := C(m,n,p)kεt−1−γ /p
(
kp/γε −
γ
C(m,n,p)p
− α(p − 1)
C(m,n,p)p
ε(n+1)(p−1)t
)
 0.
By taking
kε =
(
γ
C(m,n,p)p
+ α(p − 1)
C(m,n,p)p
ε(n+1)(p−1)/2
)γ /p
,
we have for t ∈ (0, ε(n+1)(1−p)/2),
Hε(t) = α(p − 1)
p
kεε
(n+1)(p−1)/2(1 − ε(n+1)(p−1)/2t)t−1−γ /p  0.
Applying comparison principle yields
wε(x, t) hε(t), (x, t) ∈Rn ×
(
0, ε(n+1)(1−p)/2
)
.
Let ε → 0, note that ε(n+1)(1−p)/2 → ∞ and kε converges to a finite limit, we get
∥∥∇(um(p−1)/p)(·, t)∥∥2
L∞ 
(
γ
C(m,n,p)p
)γ /p
t−γ /p, t > 0. (2.32)
Hence (2.6) follows. The proof is completed. 
Lemma 2.1. Assume that 1 < p < 2, (1 − 2/n)+ < m < 1. When n > 1, (2.4) holds. Let u0 ∈
L1(Rn) ∩ L∞(Rn) is nonnegative function. Then there exists a nonnegative weak solution and
satisfies estimate (2.5).
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‖u0‖L∞ . And let uε and vε be the solutions of problems (1.1) and (1.2) with the initial data u0ε ,
respectively. Applying the results of [19] yields
vε ∈ C
([0,∞);L1(Rn))∩ L∞(Rn × [0,∞)).
By comparison, we have 0  uε  vε , from the regularity of the bounded weak solutions (see
[9,10]) we have that there is u ∈ C(Rn × (0,∞)) such that for every compact subset K of
R
n × (0,∞),
uε → u in C(K) as ε → 0.
Moreover, by Lebesgue dominated convergence theorem u ∈ C([0,∞);L1(Rn)).
Similar to Steps 1–3 of the proof of Theorem 2.1, we can prove that u ∈ C([0,∞);L1(Rn))∩
Lp((0, t);W 1,p(Rn)) is a solution and satisfies (2.29). Moreover, using (1.4) and taking u(·, t/2)
as initial data we have
∥∥∇(um(p−1)/p)(·, t)∥∥
L∞  C(m,n,p)
∥∥u(·, t/2)∥∥(mp+p−2m)/(2p)
L∞
(
t
2
)−1/2
 C(m,n,p)‖u0‖(mp+p−2m)/(npβ)L1 t−(p(1+mn)−mn)/(npβ).
This completes the proof. 
Remark. Similar to Step 4, we can also prove that, under the conditions of Lemma 2.1, estimate
(2.6) holds. Here we omit the details.
3. Existence of source-type solutions
In this section we use estimate (2.5) to prove the following:
Theorem 3.1. Assume that (1 − 2/n)+ < m < 1 and 1 < p < (2 + mn)/(n + 1). When n > 1,
(2.4) holds. Then for every u0 ∈M+b (Rn), the Cauchy problem (1.1) has a nonnegative solution
u ∈ C(0, T ;L1(Rn)) ∩ Lp(0, T ;W 1,p(Rn)) and satisfying
sup
t>0
{
t1/β
∥∥u(·, t)∥∥
L∞ + t (p(1+mn)−mn)/(npβ)
∥∥∇(um(p−1)/p)(·, t)∥∥
L∞
}
< ∞. (3.1)
Proof. Let 0 u0ε ∈D(Rn) is an approximate sequence of u0 such that ‖u0ε‖L1 
∫
du0 and
lim
ε→0
∫
Rn
u0ε(x)ϕ(x) dx =
∫
Rn
ϕ(x) du0(x) ∀ϕ ∈D
(
R
n
)
. (3.2)
Let uε and vε be the unique solution of (1.1) and (1.2) with initial datum u0ε , respectively. By
comparison, we obtain
0 uε(x, t) vε(x, t) ∀(x, t) ∈Rn × (0,∞), ε > 0, (3.3)∥∥uε(·, t)∥∥L1  ‖u0ε‖L1 
∫
Rn
du0(x), (3.4)
∥∥uε(·, t)∥∥L∞  Ct−1/β ∀ε > 0, t > 0, (3.5)∥∥∇(um(p−1)/pε )(·, t)∥∥ ∞  Ct−(p(1+mn)−mn)/(npβ) ∀ε > 0, t > 0. (3.6)L
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∇uε = p
m(p − 1)u
α/(2p)
ε ∇
(
um(p−1)/pε
)
,
it follows from (3.5), (3.6) that∥∥∇uε(·, t)∥∥L∞  Ct−(n+1)/(nβ) ∀ε > 0, t > 0. (3.7)
By (3.5) and (3.7),
uε is bounded in L∞
(
τ,∞;W 1,n+1loc
(
R
n
))
, τ > 0.
In similar way, from
∇umε =
p
p − 1u
m/p
ε ∇
(
um(p−1)/pε
)
,
we deduce that ∇(umε ) and |∇uε|p are bounded in L∞(τ,∞;Ln+1loc (Rn)) and that
uεt is bounded in L∞
(
τ,∞;W−1,n+1loc
(
R
n
))
.
Applying the classical compactness results [23], {uε} is relatively compact in C(K) for every
compact subset K of Rn × (0,∞). Consequently, there exist a subsequence of {uε} (still denote
{uε}) and a function u ∈ C(Rn × (0,∞)) such that
uε(x, t) → u(x, t) in C(K) as ε → 0, (3.8)
for every compact subset K of Rn × (0,∞). By (3.4), (3.8) and the Lebesgue dominated conver-
gence theorem we deduce that u(·, t) ∈ L1(Rn) for t > 0 and
uε → u in C
([s, t];L1(Rn)) ∀0 < s < t. (3.9)
Hence,
∥∥u(·, t)∥∥
L1 
∫
Rn
du0(x) ∀t > 0, (3.10)
∥∥u(·, t)∥∥
L∞ Ct
−1/β ∀t > 0. (3.11)
By the same argument as Theorem 2.1, it is suffice to prove that
∇uε → ∇u in L2loc
(
R
n × (0,∞))∩ Lploc(Rn × (0,∞)) and a.e. in Rn × (0,∞).
It follows from (3.4)–(3.6) that∥∥∇u(·, t)∥∥
L∞  Ct
−(n+1)/(nβ) ∀t > 0, (3.12)∥∥∇(um(p−1)/p)(·, t)∥∥
L∞  Ct
−(p(1+mn)−mn)/(npβ) ∀t > 0. (3.13)
Since uε is the solution of (1.1) with initial data u0ε ,
t∫
0
∫
Rn
|∇uε|p dx dt 
∫
Rn
u0ε dx ∀t > 0.
Hence, applying Fatou lemma, let ε → 0, we have
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0
∫
Rn
|∇u|p dx dt 
∫
Rn
du0(x) ∀t > 0.
So setting ε → 0, from the Lebesgue dominated convergence theorem we get ∀ψ ∈ D(Rn ×
[τ, t]),
t∫
τ
∫
Rn
(
u(x, s)ψs(x, s) + um(x, s)(ψ)(x, s) −
∣∣∇u(x, s)∣∣pψ(x, s))dx ds = 0. (3.14)
By Gagliardo–Nirenberg’s inequality we deduce that
t∫
0
∥∥u(·, s)∥∥p
Lp
ds
 C(t)
(‖u‖L∞(0,t;L1))p2/(p(n+1)−n)
( t∫
0
∥∥∇u(·, t)∥∥p
Lp
dt
)n(p−1)/(p(n+1)−n)
< ∞.
Thus, for every t > 0,
u ∈ C((0, t);L1(Rn))∩ Lp((0, t);W 1,p(Rn)). (3.15)
Since 0 < m < 1, α > 2 and 1 < p < (2 + mn)/(n + 1), we have for every t ∈ (0,1),
t∫
0
∫
Rn
∣∣∇uε(x, s)∣∣p dx ds =
t∫
0
∫
Rn
uα/2ε (x, s)
∣∣∇(um(p−1)/pε )(x, s)∣∣p dx ds

t∫
0
∫
Rn
uε(x, s)
(∥∥∇(um(p−1)/pε )(·, s)∥∥pL∞∥∥uε(·, s)∥∥α/2−1L∞ )dx ds
 C
t∫
0
∥∥uε(·, s)∥∥L1s−(p(n+1)−n)/(nβ) ds
 Ct(2+mn−p(n+1))/(nβ).
Since uε is a solution of (1.1), then for every ϕ ∈D(Rn) we have∣∣∣∣
∫
Rn
uε(x, t)ϕ(x) dx −
∫
Rn
u0ε(x)ϕ(x)
∣∣∣∣

t∫
0
( ∫
Rn
uε(x, s) dx
)m( ∫
Rn
|ϕ|q dx
)1−m
ds +
t∫
0
∫
Rn
∣∣∇uε(x, s)∣∣p∣∣ϕ(x)∣∣dx ds
 C
[
t‖ϕ‖Lq + t (2+mn−(n+1)p)/(nβ)‖ϕ‖L∞
]
.
Consequently, sending ε → 0 and t → 0 yields
lim
t→0
∫
n
u(x, t)ϕ(x) dx =
∫
n
ϕ(x) du0(x).R R
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This completes the proof. 
Remark. (2+mn)/(n+1) > p implies m > (n−1)/n. Hence, by (2.4) and (2.20), the estimates
in Theorem 2.1 are valid.
4. Non-existence of source-type solutions
Theorem 4.1. Assume that (1 − 2/n)+ < m < 1, (2 + mn)/(n + 1)  p < 2, and T > 0 is
arbitrary real number and M is a nonzero real number. When n > 1, (2.4) holds. Then there does
not exist a nonnegative function u such that
u ∈ C((0, t);L1(Rn))∩ Lp((0, t);W 1,p(Rn)), (4.1)
ut − 
(
um
)+ |∇u|p = 0 in D′(Rn × (0,∞)), (4.2)
lim
t→0
∫
Rn
u(x, t)ϕ(x) dx = Mϕ(0) ∀ϕ ∈D(Rn). (4.3)
Proof. We argue by contradiction. We assume that there is a function u satisfying (4.1)–(4.3).
Denote r = (n + 1)p/n, applying Gagliardo–Nirenberg’s inequality yields
t∫
0
∥∥u(·, s)∥∥r
Lr
ds =
t∫
0
∫
Rn
∣∣u(x, s)∣∣r dx ds
 C
t∫
0
( ∫
Rn
u(x, s) dx
)r/(n+1)( ∫
Rn
∣∣∇u(x, s)∣∣pdx)nr/(n+1) ds
 C‖u‖r/(n+1)
L∞(0,t;L1)
t∫
0
∥∥∇u(·, s)∥∥p
Lp
ds < ∞. (4.4)
Thus u ∈ Lr(Rn × (0, t)).
Now we consider a nonnegative function ψ ∈ D(Rn+1) with support in Rn × (−T ,T ) and
ψ(0,0) = 1. We define for k > 0,
ψk(x, t) = ψ
(
kx, knβt
) ∀(x, t) ∈Rn+1.
It is easy to see
lim
k→∞ψk(x, t) = 0, whenever (x, t) = (0,0), (4.5)
and for every q1, q2 ∈ [1,∞),
‖ψkt‖Lq1 (Rn+1) = knβ−(1+β)n/q1‖ψt‖Lq1 (Rn+1),
‖ψk‖Lq2 (Rn+1) = k2−n(β+1)/q2‖ψ‖Lq2 (Rn+1).
Hence, when q1 ∈ (1, (2 + mn)/(nβ)] and q2 ∈ (1, (2 + mn)/2],
ψkt → 0 weakly in Lq1
(
R
n × (0, T )),
ψk → 0 weakly in Lq2
(
R
n × (0, T )) (4.6)
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−
∫
Rn
u(x, t)ψk(x, t)
=
T∫
t
∫
Rn
[
u(x, s)ψkt (x, s) + um(x, s)ψk(x, s) −
∣∣∇u(x, s)∣∣pψk(x, s)].
Recalling that (4.1) and (4.3), we send t → 0 in the above equality and then yields
−M =
T∫
0
∫
Rn
[
u(x, s)ψkt (x, s) + um(x, s)ψk(x, s) −
∣∣∇u(x, s)∣∣pψk(x, s)]dx ds. (4.7)
Since
T∫
0
∫
Rn
u(x, s)ψk(x, s)
( T∫
0
∫
Rn
ur(x, s)
)m( T∫
0
∫
Rn
ψr
′
k (x, s)
)1/r ′
< ∞,
T∫
0
∫
Rn
um(x, s)ψk(x, s)
( T∫
0
∫
Rn
ur(x, s)
)m/r( T∫
0
∫
Rn
∣∣ψk(x, s)∣∣r˜
)1/r˜
< ∞,
where
r ′ = p(n + 1)
p(n + 1) − n and r˜ =
p(n + 1)
p(n + 1) − mn
are the conjugate numbers of r and r/m, respectively. Since (2 + mn)/(n + 1) p < 2,
r ′ ∈
(
2(n + 1)
n + 2 ,
2 + mn
nβ
]
, r˜ ∈
(
2(n + 1)
2(n + 1) − mn,
2 + mn
2
]
. (4.8)
It follows from (4.4), (4.6) and (4.8) that
lim
k→∞
T∫
0
∫
Rn
u(x, s)ψk(x, s) dx ds = lim
k→∞
T∫
0
∫
Rn
um(x, s)ψk(x, s) dx ds = 0. (4.9)
On the other hand, it follows from (4.1), (4.5) and the Lebesque dominated convergence theorem
that
lim
k→∞
T∫
0
∫
Rn
∣∣∇u(x, s)∣∣pψk(x, s) dx ds = 0. (4.10)
By (4.9) and (4.10), we send k → ∞ in (4.7) and then we have −M = 0. This is a contradic-
tion. 
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Using the arguments of [7], we prove the following Theorem 5.1. The similar conclusions for
the following Cauchy problems of the equation ut −(um)+ up = 0 with (1 − 2/n)+ < m and
the equation ut −div(|∇u|m−2∇u)+up = 0 with m > 1 associating with initial data u0 ∈ L1(Rn)
are available in [12,14,21,24].
Theorem 5.1. Assume that (2 +mn)/(n+ 1) < p < 2, (1 − 2/n)+ < m < 1, 0 u0 ∈ L1(Rn)∩
L∞(Rn) and u0 ≡ 0. When n > 1, (2.4) holds. Let u be the nonnegative solution of the Cauchy
problem (1.1), then
lim
t→∞ t
1/β∥∥u(·, t) − Ec(·, t)∥∥L∞ = 0 (5.1)
for some positive constant c, where Ec(·, t) is given by (1.3).
Proof. Since u is a solution (1.1) with initial data u0 ∈ L1(Rn), u ∈ C((0,∞);L1(Rn)), which
implies lim|x|→∞ u(x, t) = 0. We set
uk(x, t) = knu
(
kx, knβt
) ∀k > 0, (x, t) ∈Rn × [0,∞). (5.2)
As u satisfies estimate (2.5), ‖∇u‖L∞ C(m,n,p,‖u0‖L1)t−(n+1)/(nβ), which implies∥∥∇uk(·, t)∥∥L∞  C(m,n,p, c0)t−(n+1)/(nβ) (5.3)
for some c0 =
∫
Rn
u0(x) dx > 0. It is easy to see that uk is a solution of the following problem:{
vt = 
(
vm
)− kλ|∇v|p in Rn × (0,∞),
v(x,0) = uk0(kx) := vk0(x) in Rn, (5.4)
where λ = (2 + mn) − (n + 1)p < 0. Let zk denote the solution of the following problem:{
zt = 
(
zm
)
in Rn × (0,∞),
z(x,0) = vk0(x) in Rn.
Since
c0 =
∫
Rn
u0(x) dx =
∫
Rn
uk0(kx) dx > 0 for every k > 0,
and
lim
k→∞
∫
|x|>ε
uk0(kx) dx = 0 for all ε > 0.
Hence, { 1
c0
vk0} is a δ-sequence (a sequence approaching the δ-function). Then it follows Theo-
rems 3.1 and 4.1 of [8] that there exists a unique function defined by (1.3) for c0 such that
lim
k→∞ zk = Ec0 in L
∞((ε, ε−1);L1(Rn)) ∀ε > 0.
On the other hand, using an L∞-estimate [13] for zk and comparison principle we obtain that
uk  zk  C(m,n, c0)t−1/β ∀k > 0, t > 0.
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R
n × (0,∞). Thus, there exists a function U and a sequence {kj } with kj → ∞ as j → ∞ such
that limj→∞ ukj (x, t) = U(x, t) uniformly in every compact subset of Rn × (0,∞). Since (5.3)
and λ < 0, U satisfies Ut − (Um) = 0 in Rn × (0,∞) in the distribution sense. In addition, it
follows from uk  zk that U  Ec0 in Rn × (0,∞) and that limt→0 sup|x|>ε U(x, t) = 0 for all
ε > 0. Furthermore, for any fixed t > 0,
lim sup
j→∞
∫
Rn
|U − ukj |(x, t) dx = lim
M→∞ lim supj→∞
∫
|x|>M
|U − ukj |(x, t) dx
 lim
M→∞ lim supj→∞
∫
|x|>M
(Ec + zkj )(x, t) dx = 0.
Where
∫
Rn
u(x, t) dx is a nonincreasing function of t so that c := limt→∞
∫
Rn
u(x, t) dx exists.
Consequently, for every τ > 0,∫
Rn
U(x, τ ) dx = lim
j→∞
∫
Rn
ukj (x, τ ) dx = lim
j→∞
∫
Rn
u
(
y, k
nβ
j τ
)
dy = lim
t→∞
∫
Rn
u(x, t) dx = c.
Thus, U is the Barenblatt–Pattle solution with mass c, that is, U(x, t) = Ec(x, t). Notice that c
is independent of sequence {kj }, the whole sequence {uk} must converge uniformly to Ec in any
compact subset of Rn × (0,∞). Since both uk(x,1) and Ec(x,1) tend to zero as |x| → ∞,
uk(·,1) → Ec(·,1) in L∞(Rn) as k → ∞. Notice that the scaling invariance of Ec (i.e.,
Ec(x,1) = knEc(kx, knβ)) and the definition of uk , by taking knβ = t, kx = y we obtain (5.1).
It remains to prove c > 0. By estimates (1.4) and (2.5) for all t > 0, we have
|∇u|p =
(
p
m(p − 1)
)p
uα/2
∣∣∇(um(p−1)/p)∣∣p  (Ct−((n+1)p−n)/(nβ))u,
where C = C(m,n,p,‖u0‖L1) is a constant. From the differential equation of (1.1), similar to
Step 3 of the proof of Theorem 2.1,we have
∫
Rn
u(x, t) dx −
∫
Rn
u0(x) dx = −
t∫
0
∫
Rn
∣∣∇u(x, s)∣∣p dx ds,
which implies that
− d
dt
∫
Rn
u(x, t) dx =
∫
Rn
|∇u|p(x, t) dx Ct−((n+1)p−n)/(nβ)
∫
Rn
u(x, t) dx.
An integration over [t0, t] yields
log
∫
Rn
u(x, t) dx  log
∫
Rn
u(x, t0) dx + C
(
tσ0 − tσ
)
/σ ∀t > t0,
where t0 > 0 such that
∫
Rn
u(x, t0) dx > 0 and
σ = 1 − (n + 1)p − n
nβ
= 2 + mn − (n + 1)p
nβ
< 0.
Hence, limt→∞ log
∫
Rn
u(x, t) dx > −∞. Thus, c > 0. This completes the proof. 
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L∞(Rn) and u0(x) 0, ≡ 0. When n > 1, (2.4) holds. Let u be the solution of (1.1). Then
lim
t→∞
∫
Rn
u(x, t) dx = 0.
Proof. The proof is exactly similar to Theorem 7 of [5]. For completeness, we state the proof
as follows. We first prove the conclusion for p ∈ (1, (2 +mn)/(n + 1)). Denote C by a constant
only dependent on m, n, p and ‖u0‖L1 , and denote uk(x, t) and zk(x, t) for k  1 by the scaling
of u(x, t) as the proof of Theorem 5.1. It then follows from the comparison principle for every k
that
0 uk(x, t) zk(x, t) ∀(x, t) ∈Rn × (0,∞), (5.5)∥∥uk(·, t)∥∥L1  ‖u0‖L1 ∀ t > 0, (5.6)∥∥uk(·, t)∥∥L∞  Ct−1/β ∀ t > 0, (5.7)∥∥∇uk(·, t)∥∥L∞  Ct−(n+1)/(nβ) ∀t > 0. (5.8)
As uk satisfies (5.4), an integration the equation of (5.4) gives
T∫
0
∫
Rn
|∇uk|p(x, t) dx dt  Ckp(n+1)−2−mn.
Hence, limk→∞ ‖∇uk‖Lp(Rn×(0,T )) = 0, and there exist a subsequence {kj } with kj → ∞ as
j → ∞ and a subset N of (0, T ) with measure zero such that
lim
j→∞
∥∥∇ukj (·, t)∥∥Lp(Rn) = 0 for every t ∈ (0, T ) \N . (5.9)
Fixed t0 ∈ (0, T ) \N and t0 = 0, it then follows from (5.7) and (5.8) that ukj (x, t0) is relatively
compact in C(K) for any compact subset K of Rn. Hence, there exist w ∈ C(Rn) and the sub-
sequence of {kj } (still denote {kj }) such that ukj (x, t0) converges uniformly to w in C(K). By
the Fatou lemma and (5.6) we see that w ∈ L1(Rn). Applying Gagliardo–Nirenberg’s inequality
and (5.6), (5.9) we get
lim
j→∞
∥∥ukj (·, t0)∥∥Lp(Rn) = 0.
By the Fatou lemma the above imply w ≡ 0. Consequently, by (5.6) and Lebesgue dominated
convergence theorem,
lim
j→∞
∥∥ukj (·, t0)∥∥L1(Rn) = limj→∞
∥∥u(·, knβj t0)∥∥L1(Rn) = 0.
Since ‖u(·, t)‖L1 is nonincreasing as a function of t and t0 = 0, thus limt→∞ ‖u(·, t)‖L1 = 0.
Now we consider the case p = (2 + mn)/(n + 1). By [13] and regularity results, u(·, t) ∈
C((0, T );L1(Rn)) for every T > 0 and 0 < t < T . From the differential equation of (1.1),
∥∥u(·, t)∥∥
L1 +
t∫ ∫
n
|∇u|p(x, s) dx ds = ‖u0‖L1 .
0 R
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in the above yields
I∞ +
∞∫
0
∫
Rn
|∇u|p(x, t) dx dt = ‖u0‖. (5.10)
We define uk as in the previous case. Notice that uk satisfies (1.1), the sequence {uk} still satisfies
estimates (5.5)–(5.8) and uk0(kx) → ‖u0‖L1δ(x) in L1(Rn) as k → ∞. By the same arguments
as in the proof of Theorem 3.1, we can prove that there are a subsequence of {uk} (still denote uk)
and a function U ∈ C((0, T );L1(Rn)) ∩ Lp((0, T );W 1,p(Rn)) such that for every compact K
of Rn × (0,∞),
uk(x, t) → U(x, t) uniformly in C(K) and lim
k→∞
∥∥uk(·, t) − U(·, t)∥∥L1 = 0,
and that U is a solution of (1.1) with initial data U(·, τ ) for all τ > 0 in the distribution sense.
Since uk is a solution of (1.1), let ϕ ∈D(Rn),∫
Rn
uk(x, t)ϕ(x) dx −
∫
Rn
u0(x)ϕ(x/k) dx
=
t∫
0
∫
Rn
umk (x, s)ϕ(x)dx ds −
knβ t∫
0
∫
Rn
∣∣∇u(x, s)∣∣pϕ(x/k) dx ds,
∣∣∣∣∣
∫
Rn
(
uk(x, t)ϕ(x) − u0(x)ϕ(x/k)
)
dx +
knβ t∫
0
∫
Rn
∣∣∇u(x, s)∣∣pϕ(x/k) dx ds
∣∣∣∣∣
 t1−m‖ϕ‖Lq
( t∫
0
∫
Rn
uk(x, s) dx ds
)m
 t‖ϕ‖Lq‖u0‖mL1 .
Since u0 ∈ L1(Rn), ∇u ∈ Lp(Rn × (0,∞)), we have
lim
k→∞
∫
Rn
u0(x)ϕ(x/k) dx = ϕ(0)‖u0‖L1 ,
lim
k→∞
knβ t∫
0
∫
Rn
∣∣∇u(x, s)∣∣pϕ(x/k) dx ds = ϕ(0)
∞∫
0
∫
Rn
|∇u|p(x, s) dx ds.
Letting k → ∞ yields∣∣∣∣
∫
Rn
U(x, t)ϕ(x) dx − I∞ϕ(0)
∣∣∣∣ t‖ϕ‖Lq‖u0‖mL1 .
Finally, letting t → 0, we have
lim
t→0
∫
n
U(x, t)ϕ(x) dx = I∞ϕ(0).
R
P. Shi, M. Wang / J. Math. Anal. Appl. 326 (2007) 602–621 621Hence, U is a solution of (1.1) with initial data I∞ϕ(0)δ(x). By Theorem 4.1 and the arbitrariness
of ϕ, we see that I∞ = 0. The proof is completed. 
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