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LIL TYPE BEHAVIOR OF MULTIVARIATE LE´VY PROCESSES
AT ZERO
UWE EINMAHL
Abstract. We study the almost sure behavior of suitably normalized multi-
variate Le´vy processes as t ↓ 0. Among other results we find necessary and
sufficient conditions for a law of a very slowly varying function which includes
a general law of the iterated logarithm in this setting. We also look at the
corresponding cluster set problem.
1. Introduction
Let {Xt : t ≥ 0} be a d-dimensional Le´vy process with X0 = 0 and characteristic
triplet (γ,Σ,Π), where γ ∈ Rd and Σ is a symmetric, non-negative definite d × d
matrix. Π is the Le´vy measure which is a measure defined on the σ-algebra of all
d-dimensional Borel subsets of Rd satisfying Π({0}) = 0 and
(1.1)
∫
(1 ∧ |y|2)Π(dy) <∞,
where | · | will always denote the Euclidean norm on Rd.
Moreover, if we set Π(x) = Π{y : |y| > x}, x > 0, condition (1.1) can be also written
as
(1.2)
∫ 1
0
Π(
√
t)dt <∞.
In this paper we are interested in the almost sure behavior of suitably normalized
Le´vy processes as t ↓ 0. Our starting point is the following d-dimensional version of
the law of the iterated logarithm for Le´vy processes at zero which states that with
probability one,
lim sup
t↓0
|Xt|√
2t log log 1/t
= σ,
where σ2 is the largest eigenvalue of the matrix Σ.
This follows easily from the 1-dimensional case (see Proposition 47.11 in [16]). To
see that just write (Xt)t≥0 as a sum of a Gaussian process and a jump process
which is possible by the Le´vy-Itoˆ decomposition (see, for instance, Theorem 1 on
p. 13 in [1]). Then applying the 1-dimensional result for the d components of the
jump process we see that this process is of almost sure order o(
√
t log log 1/t) as
t ↓ 0 and the above result follows from the LIL for d-dimensional Brownian motion.
So if Σ is non-trivial the almost sure behavior of the Le´vy process is completely
determined by its Gaussian part.
If we have a purely non-Gaussian Le´vy process, that is, if Σ is the zero-matrix,
the above lim sup is equal to 0 and it is natural to ask whether one can find a
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different (and necessarily smaller) function b(t), 0 ≤ t ≤ 1 in this case such that
with probability one,
(1.3) 0 < lim sup
t↓0
|Xt|
b(t)
<∞.
We speak in this case of LIL behavior. This problem has been studied in dimen-
sion 1 and let us give a short summary of what is already known in this case:
The first result is classical and it is due to Khintchine (see Proposition 47.13 in
[16]). It states that for any positive, continuous and increasing function g satisfy-
ing g(t)/
√
t log log 1/t→ 0 as t→ 0 there exists a 1-dimensional Le´vy process such
that with probability one,
lim sup
t↓0
|X(t)|
g(t)
=∞.
This shows that the above function b(t) provided that it exists can be arbitrarily
close to
√
t log log 1/t. Fristedt [11] found an example where one has for β > 0 with
probability one,
lim sup
t↓0
|Xt|√
t(log log 1/t)(1−β)/2
=
√
2.
Note that if we choose β = 1 we get the normalizer
√
t.
Bertoin, Doney and Maller [2] obtained a complete result in this case by finding a
necessary and sufficient condition for a 1-dimensional Le´vy process to satisfy with
probability one,
lim sup
t↓0
|Xt|√
t
= λ.
This condition is in terms of an integral test which also allows to determine the
constant λ. The authors give examples where λ is finite and positive, but it is also
possible that it is zero or infinity. Later this result was extended to a functional
limit theorem (see [4]).
The next step was done in Savov [17] where the author found an extension of the
integral test in [2] to more general functions b(t), 0 ≤ t ≤ 1. He also provided
a method for calculating a possible normalizing function b in terms of the Le´vy
measure Π which is related to the well known LIL of Klass [13] in the random
walk case. As in this classical case, the lim sup results for this general normalizing
function require extra integrability conditions and consequently there are certain
cases where the general normalizing sequence cannot be used and one has to rely
on other methods for finding a suitable normalizing function. (See Proposition 3.1
in [17] for an interesting example.) Finally, Savov [17] also indicated a possible
link with the paper [9] where LIL type results for the random walk in the infinite
variance case are considered.
Given the work in [9, 10] it appears now very natural to ask whether and when one
can find “nice” functions b such that (1.3) holds. In view of the results in [9] where
among other things a “law of a very slowly varying function” has been proven and
the afore-mentioned results of [11] and [2] one could simply ask when one has with
probability one,
0 < lim sup
t↓0
h(1/t)
|Xt|√
t log log 1/t
<∞,
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where h : [0,∞[→]0,∞[ is non-decreasing and slowly varying at infinity.
Another interesting question is finally whether one can establish analogous results
in the d-dimensional case. Both questions will be addressed in the present paper.
2. Statement of Main Results
Unless otherwise indicated we assume from now on that {Xt : t ≥ 0} is a purely
non-Gaussian d-dimensional Le´vy process with X0 = 0. Thus, the matrix Σ in
the characteristic triplet (γ,Σ,Π) is equal to the zero-matrix. Furthermore by a
standard argument we can ignore the “big jumps” (see, for instance, [2, 17]) so that
we can assume that the Le´vy measure Π is supported by the unit ball D in Rd.
Thus, Xt has characteristic function θ 7→ E exp(i〈θ,Xt〉) = exp(tΨ(θ)), where
Ψ(θ) = i〈γ, θ〉+
∫
D
(
ei〈θ,y〉 − 1− i〈θ, y〉
)
Π(dy), θ ∈ Rd.
Next we define a function V (t), t ≥ 0 via the Le´vy measure Π as follows,
V (t) = sup
|z|≤1
∫
|y|≤t
〈y, z〉2Π(dy), t ≥ 0.
Note that
V (t) ≤
∫
|y|≤t
|y|2Π(dy), t > 0
Recalling (1.1) we see via the dominated convergence theorem that
V (t)ց 0 as t ↓ 0.
To formulate our first results we still have to introduce some function classes. As
in [9] we denote the class of the continuous and non-decreasing slowly varying
functions h : [0,∞[→ [0,∞[ by H1 and we further look at subclasses Hq, 0 ≤ q < 1,
consisting of all functions h satisfying the condition
h(xfτ (x))/h(x)→ 1 as x→∞, 0 ≤ τ < 1− q,
where fτ (x) := exp((log x)
τ ), x ≥ 1.
We call the functions in H0 also “very slowly varying”. Examples for such functions
are the functions x 7→ (log log x)α and t 7→ (log x)α, x ≥ ee, where α > 0.
Our first result gives an upper bound for lim supt↓0 h(1/t)|Xt|/
√
2t log log 1/t if h
is slowly varying at infinity.
Theorem 2.1. Let {Xt : t ≥ 0} be a purely non-Gaussian d-dimensional Le´vy
process and suppose that b(t) =
√
t log log 1/t/h(1/t) for small t, where h ∈ H1.
Assume that
(2.1)
∫ 1
0
Π(b(t))dt <∞
and for some λ ≥ 0,
(2.2) lim sup
t↓0
V (b(t))h2(1/t) ≤ λ2/2.
Then we have with probability one:
lim sup
t↓0
h(1/t)
|Xt|√
t log log 1/t
≤ λ
The corresponding lower bound result is as follows,
4 U. EINMAHL
Theorem 2.2. Let {Xt : t ≥ 0} be a purely non-Gaussian d-dimensional Le´vy
process. Let λ ≥ 0, h ∈ Hq and let b be as in Theorem 2.1. Assume that
(2.3) lim sup
t↓0
V (b(t))h2(1/t) ≥ λ2/2.
Then we have with probability one,
lim sup
t↓0
h(1/t)
|Xt|√
t log log 1/t
≥ (1− q)1/2λ
Combining the two above results we get the following result which we could call
the law of a very slowly varying function for Le´vy processes.
Corollary 2.1. Let {Xt : t ≥ 0} be a purely non-Gaussian d-dimensional Le´vy
process. Suppose that b(t) =
√
t log log 1/t/h(1/t) for small t, where h ∈ H0.
Assume that condition (2.1) is satisfied. If λ ≥ 0, the following are equivalent,
(a)
lim sup
t↓0
h(1/t)
|X(t)|√
t log log 1/t
= λ with probability 1
(b)
lim sup
t↓0
V (b(t))h2(1/t) = λ2/2.
Condition (2.1) is not required if h(x) = O(
√
log log x). In this case it already
follows from (1.2). So if we choose h(x) =
√
log log x, x ≥ e, we get:
lim sup
t↓0
|Xt|√
t
= λ with prob. 1⇐⇒ lim sup
t↓0
V (t) log log 1/t = λ2/2.
Also note that we can choose functions h(x) which converge extremely slowly to
infinity as x→∞. This gives us, as in the classical result of Khintchine, normalizers
b(t) which are very close to
√
t log log 1/t and this will happen if V (t) converges
extremely slowly to 0 as t→ 0.
The next lemma shows that condition (2.1) is actually redundant for any function h
satisfying condition (2.4) below (and not only for functions of order O(
√
log log x).)
Lemma 2.1. Let h ∈ H0 be a function such that for some x0 ≥ ee and x ≥ x0,
(2.4) ∃ϑ ∈]0, 1[: h(x) ≤ exp((log log x)ϑ)
Then we have if b(t) =
√
t log log 1/t/h(1/t) for small t,
(2.5) V (b(t)) = O(h−2(1/t)) as t ↓ 0 =⇒
∫ 1
0
Π(b(t))dt <∞.
Condition (2.4) is sharp. The assertion of Lemma 2.1 is no longer true if ϑ = 1.
One can find examples where one has V (t) ∼ (log 1/t)−2 as t→ 0 and, at the same
time,
∫ e−2
0 Π(
√
t log log 1/t/ log 1/t)dt =∞. (See, for instance, Example 2 in [11].)
So we cannot apply Lemma 2.1 if h(x) = log x, x ≥ 1.
Condition (2.4) is satisfied for all functions h(x) = (log log x)q , x > e, where q > 0.
We arrive at the following general LIL for Le´vy processes from which one can easily
re-obtain the afore-mentioned result of [11] and find many other examples.
Corollary 2.2. Let {Xt : t ≥ 0} be a purely non-Gaussian d-dimensional Le´vy
process. Given any −∞ < p < 1/2 and any λ ≥ 0, the following are equivalent:
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(a)
lim sup
t↓0
|X(t)|√
t(log log 1/t)p
= λ with probability 1
(b)
lim sup
t↓0
V (t)(log log 1/t)1−2p = λ2/2.
An important tool for proving these results will be a general result on the almost
sure behavior of normalized d-dimensional Le´vy processes which extends Theorem
2.1 in [17] to this more general setting. We weaken assumption (2.2) in this paper
slightly by still assuming that b(t)/t converges to infinity as t → 0, but we do not
require monotonicity. Our condition (2.7) holds in this case as well, but also if b(t) =√
t log log 1/t/h(1/t), t > 0, where h : [0,∞[→]0,∞[ can be any function which is
slowly varying at infinity. This easily follows from the Karamata representation for
slowly varying functions (see, for instance, [1], page 9).
Theorem 2.3. Let {Xt : t ≥ 0} be a purely non-Gaussian d-dimensional Le´vy
process and let b(t), 0 ≤ t ≤ 1 be a continuous and increasing real-valued function
such that b(t)/t→∞ as t→ 0. Assume also that the following two conditions hold
on a suitable interval [0, t0]:
b(t)/tρ is non-decreasing for some ρ > 1/3(2.6)
∀ǫ > 0 ∃ 0 < δǫ < t0 : b(s)/b(t) ≥ (1− ǫ)s/t, 0 ≤ s ≤ t ≤ δǫ(2.7)
Under condition (2.1) we have with probability one,
lim sup
t↓0
|Xt|
b(t)
= α0,
where
α0 := sup
{
α ≥ 0 :
∫ 1
0
1
t
exp
(
− α
2b2(t)
2tV (b(t))
)
dt =∞
}
.
We mention that Theorem 2.3 and all the previous results remain true if we
replace the function V (t) by the larger function
V1(t) := sup
|z|=1
∫
|〈y,z〉|≤t
〈y, z〉2Π(dy).
We will prove this at the end of Section 3. This function plays an important role
in the weak convergence theory for matrix normalized Le´vy processes (see [15]).
We now turn to the cluster set in Theorem 2.3, that is, the set of all limit points
of X(tn)/b(tn) for sequences tn ↓ 0. We denote this set by
C({Xt/b(t) : t ↓ 0}).
It is well known that this (random) set is equal to a deterministic set A ⊂ Rd with
probability one. (For a proof of a more general version of this fact the reader is
referred to Sect. 2 in [4].)
Theorem 2.4. Assume that the conditions of Theorem 2.3 are satisfied. If α0 <∞
the deterministic cluster set A = C({Xt/b(t) : t ↓ 0}) is compact, symmetric about
zero and star-like with respect to zero. Moreover, we have α0 = supx∈A |x| and
there exists a unit vector z ∈ Rd such that α0z ∈ A.
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Theorem 2.5. Suppose that 0 < α0 < ∞ and that A is a subset of Rd as
in Theorem 2.4. Let h ∈ H0 be a function such that limx→∞ h(x) = ∞ and
set b(t) =
√
t log log 1/t/h(1/t), t ≤ e−e. There exists a purely non-Gaussian d-
dimensional Le´vy process {Xt : t ≥ 0} such that we have with probability one,
lim supt↓0 |Xt|/b(t) = α0 and C({Xt/b(t) : t ↓ 0}) = A.
All the results in this section have counterparts for the d-dimensional random
walk in the infinite second moment case (see [10] for Theorems 2.1-2.3). Cluster
sets in the random walk case have been studied in [7] and [8] where it also has been
shown that any bounded and closed set which is symmetric and star-like w.r.t. zero
can occur as cluster set, but this is done in these two papers only for a very specific
normalizing sequence. A new feature is here that Theorem 2.5 holds for a large
class of normalizing sequences and we give a somewhat easier proof since we can
define a suitable Le´vy measure directly via a certain representation of the set A.
Theorem 2.3 will be proven in Section 3. Our proof follows essentially the method
developed in [2] and which was further refined in [17]. A new element is that
we use exponential inequalities for sums of independent random vectors instead of
Berry-Esseen type results. This should make it possible to extend our method to
the infinite-dimensional case should this be needed. In Section 4 we then show
how Theorems 2.1 and 2.2 follow from Theorem 2.3 and we prove Lemma 2.1. In
Section 5 we first provide a general result on clustering (see Theorem 5.1) which is
valid for any Le´vy process and we then derive a criterion for purely non-Gaussian
Le´vy processes from it (see Lemma 5.2). We finally prove Theorems 2.4 and 2.5 in
subsections 5.3 and 5.4.
3. Proof of Theorem 2.3
Recall that we assume that the Le´vy measure Π is supported by the unit ball
D in Rd. Since any function b we consider is continuous and increasing, its inverse
function b←(t) is well defined for 0 ≤ t ≤ b(1). As we are only interested in the local
behavior at zero, we can assume w.l.o.g. that b(1) = 1 by redefining the function b
on a suitable interval [s0, 1], where 0 < s0 < 1.
By a standard argument from measure theory, we also have that condition (2.1)
holds if and only if
(3.1)
∫
0<|y|≤1
b←(|y|)Π(dy) <∞.
We need the following lemma.
Lemma 3.1. Assume that b : [0, 1]→ [0, 1] satisfies conditions (2.6) and (2.7). If
Π is a Le´vy measure supported by the unit ball D ⊂ Rd and if condition (2.1) holds,
we have:
(a) ∫ 1
0
1
b(t)3
∫
0<|y|≤b(t)
|y|3Π(dy)dt <∞.
(b) ∫ 1
0
Π(ǫb(t))dt <∞, 0 < ǫ < 1.
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(c)
t
b(t)
∫
b(t)<|y|≤1
|y|Π(dy)→ 0 as t→ 0.
Proof. (a) From (2.6) it easily follows htat
|y|
b(t)
≤ b
←(|y|)ρ
tρ
, b←(|y|) ≤ t ≤ 1.
Since ρ > 1/3, we can conclude that∫ 1
0
1
b(t)3
∫
0<|y|≤b(t)
|y|3Π(dy)dt =
∫
0<|y|≤1
∫ 1
b←(|y|)
1
b(t)3
dt|y|3Π(dy)
≤
∫
0<|y|≤1
∫ 1
b←(|y|)
t−3ρdt b←(|y|)3ρΠ(dy) ≤ 1
3ρ− 1
∫
0<|y|≤1
b←(|y|)Π(dy),
where the last integral is finite by condition (3.1). Thus(a) holds.
(b) Note that
Π(ǫb(t))−Π(b(t)) =
∫
ǫb(t)≤|y|<b(t)
Π(dy) ≤ ǫ−3 1
b(t)3
∫
0<|y|≤b(t)
|y|3Π(dy).
Combining this inequality with part (a), we see that (b) holds as well.
(c) Observe that
t
∣∣∣∣∣
∫
b(t)<|y|≤1
yΠ(dy)
∣∣∣∣∣ /b(t) ≤ t
∫
b(t)<|y|≤1
|y|Π(dy)/b(t).
On account of condition (2.7) we can find 0 < t ≤ 1 such that
b(t1)/b(t2) ≥ t1/(2t2), 0 ≤ t1 ≤ t2 ≤ t.
It follows that
b(t)
|y| =
b(t)
b(b←(|y|) ≥
t
2b←(|y|) , b(t) ≤ |y| ≤ b(t) =: C
′.
We can conclude that for any 0 < C < C′,
t
b(t)
∫
b(t)<|y|≤1
|y|Π(dy) ≤ 2
∫
0<|y|≤C
b←(|y|)Π(dy) + t
b(t)
∫
|y|>C
|y|Π(dy).
As (3.1) holds, we can choose for ǫ > 0 a positive constant C = Cǫ < C
′ so that
the first integral will become less than ǫ.
On the other hand, the second integral is finite for any fixed C > 0 (as we have∫
0<|y|≤1 |y|2Π(dy) <∞). Recalling that t/b(t)→ 0 as t→ 0, we see that
lim sup
t→0
t
b(t)
∫
b(t)<|y|≤1
|y|Π(dy) ≤ 2ǫ,
and part (c) of the lemma has been proven. 
We next need a d-dimensional version of Lemma 4.3.(i) in [2] which we prove for
general Le´vy processes.
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Lemma 3.2. Let Yt = (Yt,1, . . . , Yt,d), t ≥ 0 be a d-dimensional Le´vy process with
characteristic triplet (γ,Σ,Π) and suppose that its Le´vy measure Π has support D.
Then all moments of Yt exist and we have
E|Yt|3/t→
∫
|y|3Π(dy) as t→ 0.
Proof. The existence of the moments follows, for instance, from Theorem 25.3 in
[16]. To prove the other assertion of the lemma we first show for any x > 0 satisfying
Π{y : |y| = x} = 0,
(3.2)
1
t
P{|Yt| > x} → Π(x) as t→ 0.
We apply Corollary 8.9. in [16]. Set for x > 0 and 0 < ǫ < x,
fx,ǫ = 1 ∧ dist(·, (x − ǫ)D)
ǫ
,
where, as usual, dist(y,A) = inf{|y − z| : z ∈ A} is the distance of y to the set
A ⊂ Rd.
It is easy to see that fx,ǫ is continuous on R
d and we have,
I(x−ǫ)D ≤ 1− fx,ǫ ≤ IxD.
The conclusion is that
lim sup
t→0
1
t
P{|Yt| > x} ≤ lim sup
t→0
1
t
Efx,ǫ(Yt) =
∫
fx,ǫdΠ ≤ Π(x− ǫ).
Letting ǫ converge to zero, it follows that
lim sup
t→0
1
t
P{|Yt| > x} ≤ Π{y : |y| ≥ x} = Π(x).
A similar argument gives that
lim inf
t→0
1
t
P{|Yt| > x} ≥ Π(x)
and relation (3.2) has been proven.
After some calculation one obtains from Theorem 25.17 in [16] for 1 ≤ i ≤ d,
EY 2t,i = t(m2,i +Σi,i) + t
2γ2i
and
EY 4t,i = m4,it+(3{m2,i+Σi,i}2+4m3,iγi)t2+6(m2,i+Σi,i)γ2i t3+γ4i t4 =:
4∑
j=1
cj,it
j ,
where mk,i =
∫
yki Π(dy), k ≥ 2. Arguing as on page 175 of [2] we conclude that
1
t
P{|Yt| > x} ≤ 1
t
d∑
i=1
P{|Yt,i| ≥ x/
√
d}
≤ dx−2
d∑
i=1
(m2,i +Σi,i + tγ
2
i )I]0,1](x)
+d2x−4
d∑
i=1
(m4,i +
4∑
j=2
cj,it
j−1)I]1,∞[(x),
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As there are at most countably many x > 0 for which Π{y : |y| = x} > 0, we
have convergence almost everywhere in (3.2) so that we can apply the dominated
convergence theorem. We see that as t→ 0,
1
t
E|Yt|3 =
∫ ∞
0
3x2
1
t
P{|Yt| > x}dx→
∫
|y|3Π(dy).
The lemma has been proven. 
We return to the special case where the Le´vy process {Xt : t ≥ 0} is purely
non-Gaussian. As in [2, 17] we then can write the stochastic process Xt as a sum
of two (independent) stochastic processes Y
(b)
t and Z
(b)
t plus a deterministic term
ν(b). Letting ∆Xt = Xt − Xt−, t > 0 be the jumps of Xt, it follows from the
Le´vy-Itoˆ decomposition that for any 0 < b ≤ 1,
(3.3) Xt = tν(b) + Y
(b)
t + Z
(b)
t , t > 0,
where
ν(b) = γ −
∫
b<|y|≤1
yΠ(dy),
Y
(b)
t = a.s. lim
ǫ↓0


∑
0<s≤t
∆XsI{ǫ<|∆Xs|≤b} − t
∫
ǫ<|y|≤b
yΠ(dy)


and
Z
(b)
t =
∑
0<s≤t
∆XsI{|∆Xs|>b}.
As in Lemma 4.1 of [17] we see that under condition (2.1) one has for any 0 < r < 1,
(3.4) P
{
sup
0≤s≤rn
|Z(b(rn))s | > 0 i.o.
}
= 0.
This will enable us to reduce the proof of Theorem 2.3 to studying the processes
Y
(b(rn))
t , r
n+1 < t ≤ rn, n ≥ 0.
We first look at the upper bound in Theorem 2.3.
3.1. The upper bound part. Using that for any sequence {ξn : n ≥ 1} of i.i.d.
mean zero random vectors with E|ξ1|2 <∞,
E|
n∑
i=1
ξi| ≤ (E|
n∑
i=1
ξi|2)1/2 =
√
n(E|ξ1|2)1/2
we can infer from Theorem 3.1 in [10],
Theorem 3.1. Let ξ1, . . . , ξn be i.i.d. mean zero random vectors with finite third
moments. Then we have for any fixed δ > 0 and all x > 0,
P
{
max
1≤k≤n
|
n∑
i=1
ξi| ≥ 2
√
n(E|ξ1|2)1/2 + x
}
≤ exp
(
− x
2
(2 + δ)nΛ
)
+ CnE|ξ1|3/x3,
where Λ = sup
{
E〈z, ξ1〉2 : |z| ≤ 1
}
and C is a positive constant depending on δ.
This implies the following inequality for the Le´vy process {Y (b)s , s ≥ 0},
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Theorem 3.2. Given δ > 0 we have for all t, x > 0,
P
{
sup
0≤s≤t
|Y (b)s | ≥ 2(E|Y (b)t |2)1/2 + x
}
≤ exp
(
− x
2
(2 + δ)tV (b)
)
+ Ct
∫
0<|y|≤b
|y|3Π(dy)/x3,
where C > 0 is a constant depending on δ.
Proof. By the right continuity of the sample paths s 7→ Y (b)s , the above probability
is equal to
lim
n→∞
P
{
max
1≤k≤n
|Y (b)tk/n| ≥ 2(E|Y (b)t |2)1/2 + x
}
=: lim
n→∞
pn.
Note that
Y
(b)
tk/n =
k∑
j=1
(Y
(b)
tj/n − Y (b)t(j−1)/n), 1 ≤ k ≤ n,
where the random vectors ξj,n,b := Y
(b)
tj/n − Y (b)t(j−1)/n, 1 ≤ j ≤ n are i.i.d.
Moreover we have
Eξ1,n,b = EY
(b)
t/n = 0 and nE|ξ1,n,b|2 = E|Y (b)t |
2
,
By Example 25.12 in [16] we also know that
E〈z, ξ1,n,b〉2 = (t/n)
∫
|y|≤b
〈z, y〉2Π(dy), z ∈ Rd.
We can infer that Λ in the above inequality is equal to V (b)t/n.
It follows that
pn ≤ exp
(
− x
2
(2 + δ)tV (b)
)
+ Ct
n
t
E|Y (b)t/n|3/x3.
Letting n go to infinity and recalling Lemma 3.2, the inequality follows. 
Note also that
(3.5) E|Y (b)t |2 ≤ dtV (b), t ≥ 0, 0 < b ≤ 1.
We are ready to establish the upper bound in Theorem 2.3, that is,
(3.6) lim sup
t↓0
|Xt|
b(t)
≤ α0 with prob. 1
where w.l.o.g we can and do assume that α0 <∞.
By definition of α0 we have for any α > α0,
∞ >
∞∑
n=0
∫ rn
rn+1
t−1 exp
(
− α
2b2(t)
2tV (b(t))
)
dt(3.7)
≥ log(r−1)
∞∑
n=0
exp
(
− α
2b2(rn)
2rn+1V (b(rn+1))
)
.
In particular, we have rnV (b(rn))/b2(rn−1)→ 0 as n→∞.
From this observation it further follows (see 3.5) that
(3.8) cn := E
∣∣∣Y (b(rn))rn ∣∣∣2 = o(b2(rn−1)) as n→∞.
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Let δ > 0. Then it follows from Theorem 3.2 that for large n
P
{
sup
0≤s≤rn
∣∣∣Y (b(rn))s ∣∣∣ ≥ (1 + δ)(α0 + δ)b(rn−1)
}
≤ P
{
sup
0≤s≤rn
∣∣∣Y (b(rn))s ∣∣∣ ≥ (α0 + δ)(1 + δ/2)b(rn−1) + 2c1/2n
}
≤ exp
(
− (α0 + δ)
2b2(rn−1)
2rnV (b(rn))
)
+ C′rn
∫
0<|y|≤b(rn)
|y|3Π(dy)/b3(rn−1),
where C′ > 0 is a constant depending on δ.
From relation (3.7) it follows that
∞∑
n=1
exp
(
− (α0 + δ)
2b2(rn−1)
2rnV (b(rn))
)
<∞.
Moreover employing the same argument already used for proving (3.7), we can infer
from Lemma 3.1(a) that
∞∑
n=1
rn
∫
0<|y|≤b(rn)
|y|3Π(dy)/b3(rn−1) <∞.
By the Borel-Cantelli lemma we then have for any δ > 0 with probability one,
sup
rn+1<s≤rn
∣∣∣Y (b(rn))s ∣∣∣ ≤ (1 + δ)(α0 + δ)b(rn−1), eventually
Combining this with Lemma 3.1(c) and relation (3.4), we see that with probability
one,
lim sup
t→0
|Xt|
b(t/r2)
≤ α0.
From condition (2.7) it follows that lim supt→0 b(t/r
2)/b(t) ≤ r−2 for any fixed
0 < r < 1. Thus, we have with with probability one,
lim sup
t→0
|Xt|
b(t)
≤ α0r−2.
Since this holds for any r < 1, relation (3.6) follows.
3.2. The lower bound part. W.l.o.g. we assume α0 > 0. We show that for any
0 < α < α0 with probability 1,
(3.9) lim sup
t→0
|Xt|/b(t) ≥ α.
If
∫ 1
0
Π(b(t))dt =∞, it follows from Lemma 3.1(b) that we have∫ 1
0
Π(Cb(t))dt =∞, ∀C > 0
and we can infer from Proposition 4.2 in [2] that with probability one lim supt→0 |Xt|/b(t) =
∞ and (3.9) is trivially true.
This is also the case if lim supt→0 P{|Xt| ≥ αb(t)} > 0. For this implies that
P{lim sup
t→0
|Xt|/b(t) ≥ α} ≥ lim sup
t→0
P{|Xt| ≥ αb(t)} > 0.
Then the first probability has to be equal to 1 by Blumenthal’s 0-1 law (see, [16],
Proposition 40.4) and (3.9) holds.
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So it is enough to prove (3.9) under the assumptions (2.1) and
(3.10) P{|Xt| ≥ αb(t)} → 0 as t→ 0.
To that end we first show for α < α0,
(3.11)
∞∑
n=0
P{|Xrn | ≥ αb(rn)} =∞,
where 0 < r < 1 has to be chosen so that α/r < α0.
Using the same argument as in the proof of relation (3.7), we find that for any
0 < α˜ < α0,
∞∑
n=0
exp
(
− α˜
2b2(rn+1)
2rnV (b(rn))
)
=∞.
As we have by condition (2.7) for 0 < ǫ < 1, b(rn+1) ≥ rb(rn)(1 − ǫ) if n is large,
we can conclude that for 0 < r1 < r,
(3.12)
∞∑
n=0
exp
(
− α˜
2r21b
2(rn)
2rnV (b(rn))
)
=∞.
Let α < α1 < α0 be chosen so that we still have α1/r < α0. Then there exist an r1
satisfying 0 < r1 < r and δ > 0 small so that α˜ := α1(1 + δ)/r1 < α0. It follows
from (3.12) that
(3.13)
∞∑
n=0
exp
(
−α
2
1(1 + δ)
2b2(rn)
2rnV (b(rn))
)
=∞.
Next observe that
P{|Xrn | ≥ αb(rn)} ≥ P{|Y (b(r
n))
rn | ≥ α1b(rn)}
− P{|Z(b(rn))rn + rnν(b(rn))| ≥ (α1 − α)b(rn)}.
From Lemma 3.1(c) in combination with relation (3.4), we readily obtain that
∞∑
n=0
P{|Z(b(rn))rn + rnν(b(rn))| ≥ (α1 − α)b(rn)} <∞.
Therefore, (3.11) is proven once we have shown that
(3.14)
∞∑
n=0
P{|Y (b(rn))rn | ≥ α1b(rn)} =∞.
To establish this relation, we first derive an inequality which gives lower bounds for
the probabilities P{|Y (b)t | ≥ x}, x > 0.
Lemma 3.3. Let ξ1, . . . , ξn be i.i.d. mean zero random vectors with finite third
moments. Then we have for any 0 < δ < 1 and all x > 0,
P{|
n∑
j=1
ξj | ≥ x} ≥ C1 exp
(
−x
2(1 + δ)2
2nΛ
)
− C2nE |ξ1|3/x3,
where Λ = sup{E〈ξ1, z〉2 : |z| ≤ 1} and Ci, i = 1, 2 are positive constants depending
on δ only.
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Proof. Applying Lemma 5 in [6] with s = x and t = xδ/2, we find that
P{|
n∑
j=1
ξj | ≥ x} ≥ P{|
n∑
j=1
ηj | ≥ x(1 + δ/2)} − 8Aδ−3nE|X1|3x−3,
where the random vectors η1, . . . , ηn are i.i.d. with N (0, cov(ξ1))-distribution,
cov(ξ1) is the covariance matrix of ξ1 and A is an absolute constant.
Next choose a unit vector z ∈ Rd so that Λ = E〈ξ1, z〉2 = E〈η1, z〉2.
Then we have
P{|
n∑
j=1
ηj | ≥ x(1 + δ/2)} ≥ P{|
n∑
j=1
〈ηj , z〉| ≥ x(1 + δ/2)}
= P{√n|η′| ≥ x(1 + δ/2)/Λ1/2}
where η′ is a 1-dimensional standard normal random variable. Using the inequality
(3.15) P{η′ ≥ x} ≥ x(x2 + 1)−1 exp(−x2/2)/
√
2π, x > 0,
we easily obtain the above lower bound. 
By the same reasoning as in the proof of Theorem 3.2 we obtain the following
result for the Le´vy processes {Y (b)t : t ≥ 0} from Lemma 3.3,
Theorem 3.3. Given δ > 0 we have for all t, x > 0,
P
{
|Y (b)t | ≥ x
}
≥ C1 exp
(
−x
2(1 + δ)2
2tV (b)
)
− C2t
∫
0<|y|≤b
|y|3Π(dy)/x3,
where C1, C2 > 0 are constant depending on δ only.
Recalling Lemma 3.1(a) and (3.13), we now see that
∞∑
n=0
P{|Y (b(rn))rn | ≥ α1b(rn)} ≥ C1
∞∑
n=0
exp
(
−α
2
1(1 + δ)
2b2(rn)
2rnV (b(rn))
)
− C2α−31
∞∑
n=0
rn
∫
|y|≤b(rn)
|y|3Π(dy)/b3(rn) =∞.
This shows that (3.14) holds and we thus have proven (3.11).
As in [17] (see formula (4.7)) we can infer from (3.11) that for any fixed natural
number m ≥ 1, there exists a k ∈ {0, . . . ,m− 1} such that
(3.16)
∞∑
n=0
P{|Xrnm+k| ≥ αb(rnm+k)} =∞.
Recall that 0 < r < 1 had to be chosen so that α/r < α0. We will assume that
rm < 1/2 which holds if m is bigger than some finite positive number m0 = m0(r).
Further set tn = r
nm+k/(1− rm), n ≥ 0 which implies that tn − tn+1 = rnm+k and
also tn+1 ≤ (1− rm)tn.
Let 0 < δ < 1 be fixed. Consider for n ≥ 1 the events
An := {|Xtn −Xtn+1 | ≥ αb(tn(1 − rm))}, Bn := {|Xtn+1| ≤ δb(tn(1 − rm))}.
Then we have by condition (2.6), b(tn(1 − rm))/b(tn+1) ≥ (r−m/2)−ρ for large n.
Choosing m ≥ m1 for a suitable number m1 = m1(r, α, δ, ρ) ≥ m0 , it follows that
for large n,
P(Bcn) ≤ P{|Xtn+1| ≥ αb(tn+1)},
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which converges to zero by (3.10).
The events An are independent and we have by (3.16)
∞∑
n=1
P(An) =∞.
Moreover, A1, . . . , An, Bn are independent for any n ≥ 1. Thus, we can infer from
the Feller-Chung lemma (see Lemma 3(i) on page 70 in [5]) that
P(An ∩Bn infinitely often) = P(An infinitely often) = 1.
Finally, note that
{An ∩Bn infinitely often} ⊂ {lim sup
t→0
|Xt|/b(t(1− rm)) ≥ α− δ}.
In view of condition (2.7), we have lim inft→0 b(t(1 − rm))/b(t) ≥ 1 − rm which is
≥ (1− δ) if m is big enough. We now can conclude that with probability one,
lim sup
t→0
|Xt|/b(t) ≥ (1− δ)(α − δ).
As δ can be chosen arbitrarily small, we see that (3.9) holds. Theorem 2.3 has been
proven. 
To conclude this section we show that Theorem 2.3 remains true if we replace the
function V by V1. To prove this it is enough to show that α1 = α0, where
(3.17) α1 := sup
{
α ≥ 0 :
∫ 1
0
1
t
exp
(
− α
2b2(t)
2tV1(b(t))
)
dt =∞
}
.
It is obvious that α0 ≤ α1 (since V (b(t)) ≤ V1(b(t))).
For the reverse inequality we can assume w.l.o.g. that α0 <∞.
Observe that we have for any t > 0,
V1(t) = sup
|z|=1
∫
|〈y,z〉|≤t
〈y, z〉2Π(dy) ≤ V (t) + sup
|z|≤1
∫
{|y|>t,|〈y,z〉|≤t}
〈y, z〉2Π(dy)
≤ V (t) + t2Π(t).
Given 0 < δ < 1, set α = (1 + δ)(α0 + δ). Then we have∫ 1
0
1
t
exp
(
− α
2b2(t)
2tV1(b(t))
)
dt
≤
∫ 1
0
1
t
exp
(
− α
2b2(t)
2t(V (b(t)) + b2(t)Π(b(t)))
)
dt
≤
∫ 1
0
1
t
exp
(
− α
2b2(t)
2(1 + δ)tV (b(t))
)
dt
+
∫ 1
0
1
t
exp
(
− α
2b2(t)
2t(1 + δ−1)b2(t)Π(b(t)))
)
dt
≤
∫ 1
0
1
t
exp
(
− (α0 + δ)
2b2(t)
2tV (b(t))
)
dt+
2(1 + δ−1)
α2
∫ 1
0
Π(b(t))dt <∞,
where we have used in the last step the inequality exp(−x) ≤ x−1, x > 0.
We see that α1 ≤ (α0 + δ)(1 + δ), δ > 0 and thus α0 ≥ α1.
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4. Proofs of Theorems 2.1, 2.2 and Lemma 2.1
To simplify our notation, we set for any α ≥ 0,
J(α) :=
∫ 1
0
1
t
exp
(
− α
2b2(t)
2tV (b(t))
)
dt.
Note that J(α) is finite if there exists a 0 < u0 < 1 such that the integral over
[0, u0] is finite.
Proof of Theorem 2.1.
W.l.o.g. we assume that λ <∞. In view of Theorem 2.3 it is enough to show that
J(λ+ δ) <∞, δ > 0.
Choosing 0 < tδ < e
−1 small enough so that
b(t) =
√
t log log 1/t/h(1/t), 0 < t ≤ tδ
and
V (b(t)) ≤ (λ+ δ/2)
2
2
h−2(1/t), 0 < t < tδ,
we readily obtain that∫ tδ
0
exp(−(λ+ δ)2b2(t)/(2tV (b(t)))t−1dt ≤
∫ tδ
0
t−1(log 1/t)−(1+ǫ)
2
dt
where ǫ = (λ+ δ)/(λ+ δ/2)− 1 > 0. It follows that J(λ+ δ) <∞. 
Proof of Theorem 2.2.
It is obviously enough to prove this result if λ > 0. Moreover, as in the lower bound
part proof of Theorem 2.3, we can assume w.l.o.g. that∫ 1
0
Π(b(t))dt <∞
since otherwise the lim sup is infinite and Theorem 2.2 is certainly true.
Then Theorem 2.3 applies and it it is enough to show that
J(α) =∞, 0 < α < (1− q)1/2λ.
Given 0 < α < (1 − q)1/2λ, let τ ′ be defined by α2 = τ ′λ2 and take a τ satisfying
0 < τ ′ < τ < (1− q).
Next choose a sequence e−1 > tk ↓ 0 such that
V (b(tk)) ≥ λ
2
2
h−2(1/tk)(1 − 1/k), k ≥ 1
and set
t˜k = tk exp((log 1/tk)
τ/2), k ≥ 1.
A small calculation gives that
t˜−1k fτ (t˜
−1
k ) ≥ t−1k , k ≥ 1.
Using the fact that
h(t˜−1k fτ (t˜
−1
k ))/h(t˜
−1
k )→ 1 as k →∞,
we can conclude that
h(1/tk)/h(1/t˜k)→ 1 as k →∞.
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By monotonicity of the functions V and b we obtain for some δk → 0,
V (b(t)) ≥ λ
2
2
h−2(1/t)(1− δk), tk ≤ t ≤ t˜k,
Consequently, we have
J(α) ≥
∫ t˜k
tk
t−1 log(1/t)−τ
′/(1−δk)dt ≥ log(t˜k/tk)(log 1/tk)−τ ′/(1−δk)
which is by definition of t˜k,
≥ log(1/tk)τ−τ ′/(1−δk)/2.
This sequence converges to infinity and it is now clear that J(α) = ∞, whenever
0 < α < (1− q)1/2. Theorem 2.2 has been proven. 
To prove Lemma 2.1 we need a further lemma.
Lemma 4.1. Assume that V (t) :=
∫
|y|≤t |y|2Π(dy) > 0, t > 0. Let g : [0,∞[→]0,∞[
be a non-decreasing function such that
∫ c
0
g(t)−1dt <∞ for all c > 0. Then we have,∫
|y|≤1
|y|2
g(V (|y|))Π(dy) <∞.
Proof. We first note that∫
|y|≤1
|y|2
g(V (|y|))Π(dy) =
∫ 1
0
t2
g(V (t))
Q(dt),
where Q is the image measure Πf with f : R
d → R being the Euclidean norm.
Set V (1) =: K. Let further R be the p-measure on the Borel subsets of R with
Q-density K−1t2I[0,1](t) and note that F (t) := V (t)/K is the distribution function
of R. We then have∫ 1
0
t2
g(V (t))
Q(dt) = K
∫ 1
0
1
g(KF (t))
R(dt).
Consider the generalized inverse function of F , that is
φ(u) = inf{t ≥ 0 : F (t) ≥ u}, 0 < u < 1.
Then it is easy to see that F (φ(u)) ≥ u, 0 < u < 1. Moreover, if U : Ω →]0, 1[
is a uniform(0, 1)-distributed random variable on a p-space (Ω,F ,P), the random
variable φ ◦ U has distribution function F . It follows that∫ 1
0
g(KF (t))−1R(dt) =
∫
g(KF (φ(U)))−1dP
=
∫ 1
0
g(KF (φ(u)))−1du ≤
∫ 1
0
g(Ku)−1du <∞
and the lemma has been proven. 
Recalling that V (t) ≤ V (t) ≤ dV (t), we can infer that if V (t) > 0, t > 0, we have
for any δ > 0,
(4.1)
∫
|y|≤1
|y|2
V (|y|)(log+(1/V (|y|)))1+δ
Π(dy) <∞.
Here we set log+(x) = 1 ∨ log x, x > 0.
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Proof of Lemma 2.1
W.l.o.g. we assume that V (t) > 0, t > 0 and that h(x)→∞ as x→∞. Otherwise
the lemma is trivial.
The function t 7→ √t log log 1/t/h(1/t) = b(t) is increasing and invertible on a
subinterval [0, t0]. We then clearly have for 0 ≤ x ≤ b(t0),
b←(x) = x2h2(1/b←(x))/ log log(1/b←(x)).
Since V (b(t)) = O(h−2(1/t)) as t→ 0 it follows that
V (x) ≤ C1h−2(1/b←(x)), 0 < x ≤ b(t0),
where C1 ≥ 1 is a positive constant. Combining this inequality with (2.4), we find
that for small enough x,
V (x)(log+ 1/V (x))
1/ϑ ≤ C1h−2(1/b←(x))(log(h2(1/b←(x)))1/ϑ
≤ C1h−2(1/b←(x))(2(log log 1/b←(x))ϑ)1/ϑ
≤ C2h−2(1/b←(x)) log log 1/b←(x),
where C2 is a positive constant. Thus we have for some a0 ≤ e−2,∫
0<|y|≤a0
b←(|y|)Π(dy) ≤ C2
∫
0<|y|≤a0
|y|2
V (|y|)(log+(1/V (|y|)))1/ϑ
Π(dy),
where the second integral is finite by (4.1). (Recall that ϑ < 1.)
This implies that
∫
0<|y|≤1 b
←(|y|)Π(dy) < ∞ and our proof of Lemma 2.1 is com-
plete. 
5. Cluster sets
5.1. A general result. Throughout this subsection Xt, t ≥ 0 will be a (general)
d-dimensional Le´vy process such that Xt/b(t) is stochastically bounded as t → 0,
that is,
(5.1) ∀δ > 0 ∃Kδ > 0, 0 < tδ < 1 : P{|Xt| > Kδb(t)} < δ, 0 < t < tδ.
As in the previous sections b : [0, 1]→ [0, 1] is a continuous and increasing function
such that b(1) = 1, b(t)/t→∞ as t→ 0 and conditions (2.6), (2.7) are satisfied.
Lemma 5.1. Let 0 < r < 1 be a fixed number and let x ∈ Rd. The following are
equivalent:
(a) x ∈ C({Xt/b(t) : t ↓ 0}) with probability one
(b)
∑∞
n=1 P{|Xt/b(t)− x| < ǫ for some rn+1 ≤ t < rn} =∞ for all ǫ > 0.
Proof. (a) ⇒ (b) This follows directly from the Borel-Cantelli lemma.
(b) ⇒ (a) It is obviously enough to show that we have for any ǫ > 0,
P(lim sup
n≥1
{|Xt/b(t)− x| < ǫ for some tn+1 ≤ t < tn}) = 1,
where we set tn = ar
n for some constant a > 0 which will be specified later on.
This is equivalent to proving
(5.2) P(
∞⋃
n=N
{|Xt/b(t)− x| < ǫ for some tn+1 ≤ t < tn}) = 1, ∀N ≥ 1.
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Take an m ≥ 2 and set
An := {|(Xt −Xtn+m)/b(t)− x| < ǫ/2 for some tn+1 ≤ t < tn}, n ≥ 1
Then the probability of the union in (5.2) is
≥ P
(
∞⋃
n=N
An ∩ {|Xtn+m | < ǫb(tn+1)/2}
)
which is by the Feller-Chung lemma (see Lemma 3(i) on page 70 in [5])
≥ P
(
∞⋃
n=N
An
)
inf
n≥N
P{|Xtn+m| < ǫb(tn+1)/2}.
Observe that
P(An) = P{|Xt−tn+m/b(t)− x| < ǫ/2 for some tn+1 ≤ t < tn}
which is
≥ P
{∣∣∣∣ Xt−tn+mb(t− tn+m) − x
b(t)
b(t− tn+m)
∣∣∣∣ < ǫ/2 for some tn+1 ≤ t < tn
}
≥ P
{∣∣∣∣ Xsb(s) − x
∣∣∣∣ < ǫ2 − |x|(cn,m − 1) for some tn+1 − tn+m ≤ s < tn − tn+m
}
,
where cn,m := suptn+1≤t≤tn b(t)/b(t− tn+m).
If x 6= 0 we set δ = ǫ|x|−1/8. By relation (2.7) we have for tn+1 ≤ t ≤ tn and large
enough n,
b(t)/b(t− tn+m) ≤ (1 + δ)t/(t− tn+m) ≤ (1 + δ)(1 − rm−1)−1 ≤ 1 + ǫ|x|−1/4,
provided that m is bigger than some m2 (which depends on x and ǫ).
We can conclude that
P(An) ≥ P{|Xs/b(s)− x| < ǫ/4 for some tn+1 − tn+m ≤ s < tn − tn+m}.
This also holds if x = 0 (in which case the last argument is unnecessary).
Setting a = (1 − rm−1)−1, we have tn+1 − tn+m = rn+1 and tn − tn+m ≥ rn and
we find that
P(An) ≥ P{|X(s)/b(s)− x| < ǫ/4 for some rn+1 ≤ s < rn}
and consequently we have
∞∑
n=1
P(An) =∞.
The events An are defined so that Ai and Aj are independent if |i−j| ≥ m. Choosing
a k ∈ {1, . . . ,m−1} such that∑∞j=1 P(Ajm+k) =∞ it easily follows from the Borel-
Cantelli lemma for pairwise independent events that P(lim supj≥1 Ajm+k) = 1,
which of course implies that
P(
∞⋃
n=N
An) = 1, ∀N ≥ 1.
Finally, given 0 < δ < 1, we can find for Kδ > 0 as defined in (5.1) a natural
number Nδ such that
P{|Xtn | ≤ Kδb(tn)} ≥ (1 − δ), ∀n ≥ Nδ.
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In view of (2.6) we have b(tn+1)/b(tn+m) ≥ r−ρ(m−1) for some ρ > 1/3. If m is
large enough the last term is ≥ 2Kδ/ǫ. We can conclude that
P{|Xtn+m | ≤ ǫb(tn+1)/2} ≥ 1− δ, n ≥ Nδ.
It follows that for N ≥ Nδ and then trivially for all N ≥ 1,
P(
∞⋃
n=N
{|Xt/b(t)− x| < ǫ for some tn+1 ≤ t < tn}) ≥ 1− δ
and the lemma has been proven. 
We are now able to prove the following criterion for clustering of normalized
Le´vy processes at zero which is analogous to a well known result of Kesten [12] for
random walks.
Theorem 5.1. Let {Xt : t ≥ 0} be a d-dimensional Le´vy process satisfying condi-
tion (5.1) and let the function b(t), 0 ≤ t ≤ 1 be as in Theorem 2.3. Given x ∈ Rd,
the following are equivalent:
(a) x ∈ C({Xt/b(t) : t ↓ 0}) with probability 1
(b)
∫ 1
0 t
−1
P{|Xt/b(t)− x| < ǫ}dt =∞, ∀ǫ > 0.
Proof. (a) ⇒ (b) From Lemma 5.1 we know that (a) implies for any ǫ > 0 and
any 0 < r < 1,
∞∑
k=1
p(ǫ, r, k) =∞,
where p(ǫ, r, k) := P{|Xt/b(t)− x| < ǫ for some t ∈ Ik} and
Ik = [r
k+1, rk[, k ≥ 0.
Writing the integral in (b) as
∞∑
k=0
∫
Ik
t−1P{|Xt/b(t)− x| < ǫ}dt
which is
≥ log(1/r)
∞∑
k=0
inf
t∈Ik
P{|Xt/b(t)− x| < ǫ},
we see that it enough to show that given 0 < ǫ < 1, we can find an rǫ ∈]0, 1[ such
that for large k,
(5.3) P{|Xt/b(t)− x| < ǫ} ≥ p(ǫ/4, rǫ, k + 1)/2, ∀ t ∈ Ik.
Consider the following stopping time
τk := inf{s ≥ rk+2 : |Xs/b(s)− x| < ǫ/4}.
Then clearly, p(ǫ/4, r, k + 1) = P(τk < r
k+1). Moreover, we have on the event
{τk < rk+1} :
|Xτk/b(τk)| ≤ |x|+ ǫ/4.
We thus can conclude that we have on this event for any t ∈ Ik,
|Xt/b(t)−Xτk/b(τk)| ≤ |Xt −Xτk |/b(t) + (|x| + ǫ/4)(1− b(τk)/b(t))
≤ |Xt −Xτk |/b(rk+1) + ǫ/4 + |x|(1 − b(rk+2)/b(rk)).
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If r = rǫ ≥ (1−ǫ/(4|x|+1))1/2/(1−ǫ/(8|x|+1))1/2 and we can infer from condition
(2.7) that there exists a natural number kǫ,x such that we have for k ≥ kǫ,x,
b(rk+2)/b(rk) ≥ (1− ǫ/(8|x|+ 1))r2 ≥ (1− ǫ/(4|x|+ 1))
and it follows that
|Xt/b(t)−Xτk/b(τk)| ≤ |Xt −Xτk |/b(rk+1) + ǫ/2, t ∈ Ik.
Next consider the stochastic process
X∗s := Xτk+s −Xτk , s ≥ 0
which is defined on the event {τk < rk+1}.
Since t− τk ≤ rk − rk+2 =: sk, we then have,
{τk < rk+1} ∩ { sup
s≤sk
|X∗s | ≤ ǫb(rk+1)/4} ⊂
⋂
t∈Ik
{|Xt/b(t)− x| < ǫ}
By the strong Markov property of the Le´vy process Xt, t ≥ 0 (see, for instance,
Prop. 6 on p. 20 in [1]) the two left-hand events are conditionally independent
on {τk < ∞} and the conditional distribution of {X∗t : t ≥ 0} is equal to the
P-distribution of {Xt : t ≥ 0}. We thus have,
inf
t∈Ik
P{|Xt/b(t)− x| < ǫ} ≥ P{τk < rk+1}P{ sup
s≤sk
|Xs| ≤ ǫb(rk+1)/4}
= p(ǫ/4, r, k + 1)P{ sup
s≤sk
|Xs| ≤ ǫb(rk+1)/4}
We now need an upper bound for pk := P{sups≤sk |Xs| > ǫb(rk+1)/4}. By the
Etemadi inequality (see, for instance, Theorem 22.5 in [3]) which also holds for
Le´vy processes we have that
pk ≤ 3P{|Xsk | > ǫb(rk+1)/12}
Note that rk+1/sk = r/(1− r2)→∞ if rր 1. So if r is sufficiently large we have
b(rk+1)/b(sk) ≥ rρ/(1− r2)ρ ≥ 12K/ǫ,
where in view of (5.1) we can choose a K > 0 so that for small enough t,
P{|Xt| ≥ Kb(t)} ≤ 1/6.
We can conclude that pk ≤ 1/2 for large k and we see that (5.3) holds.
(b) ⇒ (a) This follows since we have for any 0 < r < 1,
∫ 1
0
t−1P{|Xt/b(t)− x| < ǫ}dt ≤
∞∑
k=0
∫ rk
rk+1
t−1P{|Xt/b(t)− x| < ǫ}dt
≤
∞∑
k=0
log(1/r)P{|Xt/b(t)− x| < ǫ for some rk+1 ≤ t < rk}
whence condition (b) of Lemma 5.1 is satisfied which implies that x is in the cluster
set. 
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5.2. Le´vy processes without Gaussian part. Under extra assumptions the last
criterion for clustering can be further simplified as follows. Let A(b) be the sym-
metric non-negative definite matrix satisfying
A2(b) =
(∫
|y|≤b
yiyjΠ(dy)
)
1≤i,j≤d
, 0 < b < 1.
Lemma 5.2. Let Xt, t ≥ 0 be a purely non-Gaussian Le´vy process and let b(t), 0 ≤
t ≤ 1 be a function as in Theorem 2.3. Assume that condition (2.1) is satisfied and
that α0 <∞. Then the following are equivalent:
(a) x ∈ C({Xt/b(t) : t ↓ 0}) with probability 1
(b)
∫ 1
0 t
−1
P{|Y (b(t))t /b(t)− x| < ǫ}dt =∞, ∀ ǫ > 0.
(c)
∫ 1
0 t
−1
P{|√tA(b(t))η/b(t) − x| < ǫ}dt =∞, ∀ ǫ > 0,
where η is N (0, I)-distributed and A(b) is defined as above.
Proof. We first prove that (a) and (b) are equivalent. Since we are assuming that
α0 < ∞ it is clear that Xt/b(t) is stochastically bounded as t ↓ 0. Consequently,
Theorem 5.1 applies so that (a) holds if and only if
(5.4)
∫ 1
0
t−1P{|Xt/b(t)− x| < ǫ}dt =∞, ∀ǫ > 0
Recall (see (3.3)) that Xt = tν(b(t)) + Y
(b(t))
t + Z
(b(t))
t , 0 < t < 1, where we have
tν(b(t))/b(t) → 0 as t → 0 (by Lemma 3.1 (c) and since t/b(t) → 0 as t → 0.)
Further noting that
P{Z(b(t))t 6= 0} = 1− exp(−tΠ(b(t)) ≤ tΠ(b(t)),
it follows that given ǫ > 0 there exist 0 < tǫ < 1 such that
P{|Xt − Y (b(t))t | ≥ ǫb(t)} ≤ tΠ(b(t)), 0 < t < tǫ
which in turn implies by (2.1) that∫ 1
0
t−1P{|Xt − Y (b(t))t | ≥ ǫb(t)}dt <∞, ǫ > 0.
It is easy now to see that (5.4) holds if and only if (b) holds. Thus (a) and (b) are
equivalent.
To see that (b) and (c) are equivalent it is enough to show that we have for 0 < t < 1
and ǫ > 0:
(5.5) P{|Y (b(t))t /b(t)− x| < ǫ} ≤ P{|
√
tA(b(t))η/b(t)− x| < 2ǫ}+∆1(t, ǫ)
and
(5.6) P{|√tA(b(t))η/b(t)− x| < ǫ} ≤ P{|Y (b(t))t /b(t)− x| < 2ǫ}+∆2(t, ǫ)
where
∫ 1
0
t−1∆i(t, ǫ)dt <∞, i = 1, 2.
We only prove the first inequality. The proof of the second one is then an obvious
modification of the first proof.
Note that for any n ≥ 1,
Y
(b(t))
t =
n∑
j=1
Y
(b(t))
tj/n − Y (b(t))t(j−1)/n =:
n∑
j=1
ξj,t,n,
22 U. EINMAHL
where the random vectors ξj,t,n are i.i.d. with mean zero.
Moreover we have, Cov(ξj,t,n) =
t
nA
2(b(t)). Since we also have E|ξ1,t,n|3 < ∞ we
can apply Lemma 13 in [7] which actually is a corollary of Theorem 2 in [14].
Setting ηj,t,n :=
√
t/nA(b(t))ηj , 1 ≤ j ≤ n, where η1, . . . , ηn are independent
N (0, I)-distributed random vectors, we obtain for a constant Cǫ > 0,
P{|Y (b(t))t /b(t)− x| < ǫ}
≤ P{|
√
t/nA(b(t))
n∑
j=1
ηj/b(t)− x| < 2ǫ}+ CǫnE|ξ1,t,n|3/b(t)3
= P{|√tA(b(t))η1/b(t)− x| < 2ǫ}+ Cǫt(n/t)E|Y (b(t))t/n |3/b(t)3.
Recalling Lemma 3.2 and letting n go to infinity, we finally find that
P{|Y (b(t))t /b(t)− x| < ǫ} ≤P{|
√
tA(b(t))η1/b(t)− x| < 2ǫ}
+ Cǫt
∫ b(t)
0
|y|3Π(dy)/b(t)3
which implies (5.5) via Lemma 3.1(c). 
In the sequel the topological closure of a subset B ⊂ Rd will always be denoted
by cl(B).
5.3. Proof of Theorem 2.4. It is trivial that C({Xt/b(t) : t ↓ 0}) is closed since
such cluster sets are always closed. Note that the cluster set C({g(t) : t ↓ 0}) for a
mapping g :]0, 1]→ Rd can be written as
∩n≥1cl({g(s) : 0 < s < 1/n}),
which is closed as an intersection of closed sets in Rd.
Next since lim supt↓0 |Xt|/b(t) = α0 < ∞ with probability one, we can conclude
that the cluster set A has to be bounded and consequently it is compact.
Moreover, there exists an ω such that lim supt↓0 |Xt(ω)|/b(t) = α0 and at the same
time C({Xt(ω)/b(t) : t ↓ 0}) = A as both properties hold with probability one.
Take a sequence tn = tn(ω) ↓ 0 such that limn→∞ |Xtn(ω)|/b(tn)| = α0. Then
the sequence Xtn(ω)/b(tn) is bounded and consequently there exists a subsequence
nk = nk(ω)→ ∞ such that Xtnk (ω)/b(tnk) converges to a vector in Rd which has
norm α0. This vector is of the form α0z with |z| = 1 and it is in the cluster set A.
Finally, it follows directly from Lemma 5.2(c) that the set A is symmetric about zero
and also star-like at zero. Concerning the latter property we recall the following
well known corollary of the classical T.W. Anderson inequality:
If η : Ω → Rd is a d-dimensional normal random vector we have for x ∈ Rd and
δ > 0,
P{|η − x| < δ} ≤ P{|η − sx| < δ}, 0 ≤ s ≤ 1.
5.4. Proof of Theorem 2.5. W.l.o.g we can assume that α0 = 1. Our proof
is divided into three steps. In the first step we define a suitable discrete Le´vy
measure Π0 and we show that we have for any Le´vy process with characteristic
triplet (γ, 0,Π0) lim supt↓0 |Xt|/b(t) ≤ 1 with probability 1. In the second step we
prove that the cluster set of Xt/b(t) as t ↓ 0 contains the set A. In the third step
we finally show that this cluster set is also a subset of A.
Step 1 A is symmetric and star-like w.r.t. zero and there is a unit vector z1 in A.
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(We are assuming α0 = 1.) Then L1 := {tz1 : |t| ≤ 1} has to be in A. Moreover,
in view of the separability of Rd, we can write A as the closure of L1 and at most
countably many additional line segments, that is,
A = cl(
∞⋃
j=1
Lj),
where Lj = {tzj : |t| ≤ σj}, zj is a unit vector in Rd and σj ∈ [0, 1], j ≥ 1. Note
that σ1 = 1. (If A consists only of finitely many line segments we set σj = 0 for
large j.).
We set Lk := {ℓ ∈ {1, . . . , k} : σ2ℓ ≥ 1/k}, k ≥ 1 and we denote the elements in Lk
by 1 = j1(k) < . . . < jℓk(k), where ℓk = #Lk ≥ 1 for all k ≥ 1. Next we set
σk,ℓ := σjℓ(k) and zk,l := zjℓ(k), 1 ≤ ℓ ≤ ℓk, k ≥ 1.
Our measure Π0 will have discrete support {yk,ℓ, 1 ≤ ℓ ≤ ℓk, k ≥ k0} ⊂ D, where
again D is the Euclidean unit ball and k0 will be specified below. The support
points are defined as follows,
yk,ℓ = b(1/ak,ℓ)zk,ℓ, 1 ≤ ℓ ≤ ℓk, k ≥ k0,
where ak,ℓ := h
←(exp(exp(k3) + ℓk)), 1 ≤ ℓ ≤ ℓk, ak,ℓk+1 := ak+1,1, k ≥ k0 and
k0 ≥ 2 is chosen so that ak0,1 ≥ e2.
Since ak,ℓ, k ≥ k0, 1 ≤ ℓ ≤ ℓk is obviously increasing with respect to the lexicograph-
ical order on N2, it follows from the monotonicity of b that (k, ℓ) 7→ |yk,ℓ| = b(1/ak,ℓ)
is decreasing w.r.t to this order.
We define the discrete measure Π0 on D with support as indicated above by setting
Π0{yk,ℓ} = 1
b2(1/ak,ℓ)
[
σ2k,ℓ
2h2(ak,ℓ)
− σ
2
k,ℓ+1
2h2(ak,ℓ+1)
]
, 1 ≤ ℓ ≤ ℓk, k ≥ k0,
where σk,ℓk+1 := σk+1,1.
It then follows for any given pair (k, ℓ) with k ≥ k0 and ℓ ≤ ℓk that∫
|y|≤|yk,ℓ|
|y|2Π0(dy) =
∑
(k′,ℓ′)≥(k,ℓ)
|yk′,ℓ′ |2Π0{yk′,ℓ′}
=
∑
(k′,ℓ′)≥(k,ℓ)
[
σ2k′,ℓ′
2h2(ak′,ℓ′)
− σ
2
k′,ℓ′+1
2h2(ak′,ℓ′+1)
]
=
σ2k,ℓ
2h2(ak,ℓ)
(5.7)
Applying (5.7) with |yk0,1| = b(1/ak0,1), we see that∫
D
|y|2Π0(dy) <∞.
Furthermore, we readily obtain from (5.7) that
(5.8) V (b(t)) ≤
∫
|y|≤b(t)
|y|2Π0(dy) ≤ (2h2(1/t))−1, 0 < t < e−2.
Under the extra assumption (2.4) this already implies via Theorem 2.2 and Lemma
2.1 that with probability one,
(5.9) lim sup
t↓0
|Xt|/b(t) ≤ 1.
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For the general case we have to show directly that∫
D
b←(|y|)Π0(dy) <∞.
It is easy to see from the definitions of Π0 and the function b that this integral is
≤
∞∑
k=k0
ℓk∑
ℓ=1
1/ak,ℓ
2b2(1/ak,ℓ)h2(ak,ℓ)
=
∞∑
k=k0
ℓk∑
ℓ=1
(2 log log ak,ℓ)
−1.
By the Karamata representation of the function h (see, for instance, [1], p.9), we
have for some c0 > 1 and a2 ≥ a1 ≥ h(c0),
a2
a1
=
h(h←(a2))
h(h←(a1))
≤ 2h
←(a2)
h←(a1)
which implies that for large k, ak,ℓ ≥ exp(exp(k3)), 1 ≤ ℓ ≤ ℓk. Recalling that
ℓk ≤ k, we find that for some k1 ≥ k0,
∞∑
k=k1
ℓk∑
ℓ=1
(2 log log ak,ℓ)
−1 ≤
∞∑
k=k1
k−2 <∞.
Thus (5.9) holds in general.
Step 2 We show that C({Xt/b(t) : t ↓ 0}) ⊃ A.
Since we already know that the cluster set is closed, symmetric about zero and
star-like at zero, it is enough to show that we have for any fixed j ≥ 1,
σjzj ∈ C({Xt/b(t) : t ↓ 0}) with probability one.
It is obviously sufficient to prove this for the j’s for which σj > 0.
In view of Lemma 5.2 (which we can apply on account of (5.9)) this is equivalent
to showing
(5.10)
∫ 1
0
t−1P{|√tηt/b(t)− σjzj| < ǫ}dt =∞, 0 < ǫ < σj ,
where ηt ∼ N (0, A2(b(t))), 0 ≤ t ≤ 1 and A2(b) is the (d, d)-matrix such that
A2(b)i,j =
∫
|y|≤b
yiyjΠ0(dy), 1 ≤ i, j ≤ d, 0 < b < 1.
Given any vector v ∈ Rd, 〈ηt, v〉 is a (1-dimensional) normal random variable with
mean zero and
(5.11) Var(〈ηt, v〉) = 〈v,A2(b(t))v〉 =
∫
|y|≤b(t)
〈y, v〉2Π0(dy), 0 < t < 1.
If k is large enough so that σ2j ≥ 1/k, we can find an index rk(j) ∈ {1, . . . , ℓk} for
which σk,rk(j) = σj and zk,rk(j) = zj . From the definition of Π0 and (5.11) combined
with the fact that σ2j′ ≤ 1 for all j′, we get for t ≥ 1/ak,rk(j)
〈zj , A2(b(t))zj〉 ≥ σ2j [h−2(ak,rk(j))− kh−2(ak,rk(j)+1)]/2
≥ σ2j (1− ke−2k)/(2h2(ak,rk(j)))(5.12)
Next we define for a τ ∈]0, 1[ which be specified later on
a˜k,rk(j) = ak,rk(j) exp(−(log ak,rk(j))τ/2)
and we set Ik(j) = [1/ak,rk(j), 1/a˜k,rk(j)].
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Letting tk = 1/ak,rk(j) and t˜k = 1/a˜k,rk(j) in the proof of Theorem 2.2, we can
conclude that
(5.13) h(ak,rk(j))/h(a˜k,rk(j))→ 1 as k→∞
As we also have h(ak,rk(j))/h(ak,rk(j)−1) → ∞ as k → ∞, where we set ak,0 =
ak−1,ℓk−1 , k ≥ 2, we see that for sufficiently large k, a˜k,rk(j) > ak,rk(j)−1 so that
Ik(j) ⊂ [1/ak,rk(j), 1/ak,rk(j)−1[.
If w ∈ Rd is a vector such that 〈w, zj〉 = 0 and t ∈ Ik(j), it follows then that
(5.14) 〈w,A2(b(t))w〉 ≤ e−2k(2h2(ak,rk(j)))−1.
Choosing an orthonormal basis {wj,i : 1 ≤ i ≤ d} of Rd with wj,1 = zj and setting
ǫ′ = ǫ/
√
d, we can conclude that for any t ∈ Ik(j)
P{|√tηt/b(t)− σjzj| < ǫ}
≥ P
(
{√t|〈ηt, zj〉/b(t)− σj | < ǫ′} ∩
d⋂
i=2
{√t|〈ηt, wj,i〉|/b(t) < ǫ′}
)
≥ P{|√t〈ηt, zj〉/b(t)− σj | < ǫ′} −
d∑
i=2
P{|〈ηt, wj,i〉| ≥ ǫ′b(t)/
√
t}.
As we have
Var(
√
t〈ηt, zj〉/b(t)) = t〈zj , A2(b(t))zj〉/b2(t)
≤
∫
|y|≤b(t)
|y|2Π0(dy)h2(1/t)/ log log 1/t
which goes to zero as t→ 0 (recall (5.8)), one easily sees that for large k,
P{|√t〈ηt, zj〉/b(t)− σj | < ǫ′} = P{〈ηt, zj〉 ≥ (σj − ǫ′)b(t)/
√
t}
−P{〈ηt, zj〉 ≥ (σj + ǫ′)b(t)/
√
t}
≥ P{〈ηt, zj〉 ≥ (σj − ǫ′)b(t)/
√
t}/2.
Let η′ be a standard normal random variable. Applying inequality (3.15), we obtain
from (5.12) and (5.13) that for t ∈ Ik(j) and large k,
P{〈ηt, zj〉 ≥ (σj − ǫ′)b(t)/
√
t} ≥ P{η′ ≥ (1− ǫ′)1/2(2 log log 1/t)1/2}
≥ C(log 1/t)−(1−ǫ′)(log log 1/t)−1/2,
(5.15)
where C > 0 is a constant.
A similar argument using (5.14) along with the bound
P{|η′| > t} ≤ 2 exp(−t2/2), t > 0
shows that for t ∈ Ik(j) and large enough k,
(5.16) P{|〈ηt, wj,i〉| ≥ ǫ′b(t)/
√
t} ≤ (log 1/t)−2, 2 ≤ i ≤ d.
Combining relations (5.15) and (5.16), we finally find that for t ∈ Ik(j) and large k
(5.17) P{|√tηt/b(t)− σjzj| < ǫ} ≥ C(log 1/t)−(1−ǫ′)(log log 1/t)−1/2/4
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which in turn implies that∫
Ik(j)
t−1P{|√tηt/b(t)− σjzj | < ǫ}dt
≥ C log(ak,rk(j)/a˜k,rk(j))(log ak,rk(j))−(1−ǫ
′)(log log ak,rk(j))
−1/2/4
≥ C(log ak,rk(j))τ (log ak,rk(j))−(1−ǫ
′)(log log ak,rk(j))
−1/2/4.
Choosing τ > 1− ǫ′, the last term converges to infinity as k goes to infinity. Thus
(5.10) holds which means that σjzj ∈ C({Xt/b(t) : t ↓ 0}).
Step 3 We show that x 6∈ A implies x 6∈ C({Xt/b(t) : t ↓ 0}).
Set ǫ := dist(x,A)/2. This is a positive number since A is closed.
In view of Lemma 5.2 it is sufficient to prove for this choice of ǫ,
(5.18)
∫ 1
0
t−1P{|√tηt/b(t)− x| < ǫ}dt <∞,
where, as in Step 2, ηt ∼ N (0, A2(b(t))), 0 < t < 1.
Consider the intervals
Jk,ℓ := [1/ak,ℓ, 1/ak,ℓ−1[, 1 ≤ ℓ ≤ ℓk, k ≥ 2.
Recall that ak,0 = ak−1,ℓk−1 , k ≥ 2. Similarly as in (5.12) and (5.14), we then can
conclude that for t ∈ Jk,ℓ,
〈zk,ℓ, A2(b(t))zk,ℓ〉 ≤ (σ2k,ℓ + e−2k)(2h2(1/t))−1(5.19)
〈w,A2(b(t))w〉 ≤ e−2k(2h2(1/t))−1 if 〈w, zk,ℓ〉 = 0.(5.20)
Furthermore, we have by definition of ǫ that
P{|√tηt/b(t)− x| < ǫ} ≤ P{dist(
√
tηt/b(t), A) > ǫ}
≤ P{dist(√tηt/b(t),Lk,ℓ) > ǫ},
(5.21)
where Lk,ℓ = {tzk,ℓ : |t| ≤ σk,ℓ}, 1 ≤ ℓ ≤ ℓk, k ≥ k0.
Let {wk,ℓ,i : 1 ≤ i ≤ d} be an orthonormal basis of Rd with wk,ℓ,1 = zk,ℓ. Writing
ηt = 〈ηt, zk,ℓ〉zk,ℓ +
d∑
i=2
〈ηt, wk,ℓ,i〉wk,ℓ,i,
it is easy to see that
P{dist(√tηt/b(t),Lk,ℓ) > ǫ} ≤ P{|〈ηt, zk,ℓ〉| > (σk,l + ǫ′)b(t)/
√
t}
+
d∑
i=2
P{|〈ηt, wk,ℓ,i〉| ≥ ǫ′b(t)/
√
t},
(5.22)
where, as in Step 2, ǫ′ = ǫ/
√
d.
Using the same exponential inequality for the normal distribution as in (5.16) along
with relations (5.19) and (5.20), we can conclude that for large enough k and
t ∈ Jk,ℓ,
(5.23) P{dist(ηt,Lk,ℓ) > ǫ} ≤ 2d(log 1/t)−1−ǫ′
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This implies via (5.21) that for some k2 ≥ k0,∫ 1/ak2,0
0
t−1P{|√tηt/b(t)− x| < ǫ}dt
=
∞∑
k=k2
ℓk∑
ℓ=1
∫
Jk,ℓ
t−1P{|√tηt/b(t)− x| < ǫ}dt
≤ 2d
∫ e−1
0
t−1 log(1/t)−1−ǫ
′
dt <∞.
Thus (5.18) holds and Theorem 2.5 has been proven. 
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