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Chapter IX 
On the (Internal) Symmetry Groups of Linear Dynamical 
Systems 
M. Hazewinkel 
91ntroduction and statement of the main definitions and results 
A tune invariant linear dynamical system is a set of equations 
x = Fx +Gu 
(1.1) y = Hx 
(continous time) 
( y) 
x(t + 1) = Fx(t) + Gu(t) 
y(t) ::;: Hx(t) 
(discrete time), 
where x EX = IR 0 , u EU = !Rm, y E Y = IRP and where F, G, H are matrices with coef-
ficients in IA of the dimensions n X n, n X m, p X n respectively. We speak then of a 
system of dimension n, dim(~) = n, with m inputs and p outputs. Of cource the discrete 
time case also makes sense over any field k, (instead of IR). The spaces X, U, Y are 
respectively called state space, input space and output space. The usual picture is a "black 
box". 
' 
(1.2) U1 (t) Y1 (t) 
x(t) 
' 
e Um(t) Yp(t), 
That is, the system ~ is viewed as a machine which transforms an m-tuple of input or 
control functions u 1 (t), ... , Um (t) into a p-tuple of output or observation functions 
y 1 (t), ... , Yp (t). Many physical systems can be viewed as such a "black box". For instance 
the box may be a chemical reaction vat. The u 1 (t), ... , Um (t) may be concentrations of 
various chemicals which are inse~ted and the y_1 (t), ... , Yp(t) represent certain series of 
measurements serving as indicators that everything goes as we wish (or not). Especially 
t..1-ie output aspect (repre~cn ted by the matrix H) captures something very oiten encoun te· 
red in physics, electronics, chemistry, and also astronomy: only certain functions of the 
state variables x 1 (t), .. ., Xn (t) are directly observabl<!! Thus in astronomy one has to make 
do with certain projections taga1nst the sky sphere') of the space vanables dl'scribin3. e.g., 
tJ1e solar system, in atormc physics one rnay havt. to rely only on scattering data, and, as 
a last example, in economics one uses socalled .:conomic indh:es. which. hopefollv, reflect 
more o~ Ie~s :lccurately the goings on of the ";cal" (largdy unknown) underlying economic 
processes. 
: : ntroductior; and statement of the main definitions and results 
T;:e forrm:las expressing y(t) in terms of the u(t) are 
o.3) 
t 
•y(tl =- HeFtx(O) + j HeF(t -r) Gu(r)dr, 
0 
t-1 
y(t) = HF1x(O) + \' HFt-i-l Gu(i), 
......... 
i=O 
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wJ-,ere x(O) is the state of the svstem at time 0 (and where we start putting in input at A 
!:_'11t ~ = OL Thus the inour-0u;out behaviour of our box depends of course on the init~1' 
::.~ie x(O). One is parnc.ularty ~terested in the input-0utput behaviour of l: when x(O) = 0. 
\\ e shall write f ( :! for the associated input-output operator. Thus 
• ~ t-1 
{:A) f(:Z): uttJ t-- I HeF<t-TJGu(r)dr, f(!:): u(t) 1-1- L Hft-i-t Gu(i) 
~ i=O 
lr is now an important fact that the input-output behaviour description of the machine 
( l 2\ is degenerate. much as. say, energy levels in atomic physics may be degenerate. More 
?:-ecisely the matrices F, G, H (and the initial state x(O)) depend on the choice of a basis 
rn state space and from the input-output behaviour of the machine there is (without chan· 
g::n~ the machine) no way of deciding on a "canonical" basis for the state space X::;: IRn. 
\iore mathematically we have the following. Let GL0 (IR) be the group of all invertible 
real n X n matrices and let Lm,n,p(IR) be the space of all triples of matrices (F,G, H) of 
cirnensions n X n, n X m, p X n respectively. The group GLn(IR) acts on Lm,n,p(IR) and 
IR" = space of initial states, as 
(l.5) (F, G, H)8 ::;: (SFS-1 , SG, HS-1), x(0)8 = Sx(O) 
..1:-:.J as is easily checked the associated input-output behaviour of the corresponding mae.e 
a:. given by (1.3_) and (1.4) is invariant under this action ofGL0 (IR); i.e., in particular 
"~_::};) = f(:~::). This :iction corresponds to base change in state space. Indeed if x' = Sx and 
x = Fx +Gu, y = Hx then s-1 x' = FS-1x' + Gu, y = HS-1x' so that x' = SFS .. 1x' + SGu, 
:· "' Hs-1x' and x' (0) = Sx(O). 
Tlus chapter is concerned with those aspects of the theory of linear dynamical systems which 
are more or less directly related to the presence of the internal symmetry group GLn(lR) 
cf t~e internal des~ription of linear .dynamical systems by triples of matrices (cf. (1.1)) as 
-~ornpared to the degenerate external description by means of the operator f o::) (or (1.3)). 
The. is not really a re,.;earch paptlr (though it does in fact contain a few new results) but 
rather a graduate level expository account of some of the material of [3-8] and immediately 
I~lated matters. 
In the remaining part of this introduction we give a slightly informal description of most of 
the main re:.ults of sections 2-8 below. 
V1e shall concentrate un t:1e continuous time case. 
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1.6 Feedback and how to resolve the external description degeneracy. In the case of ato-
mic pnysics a degenerate energy level may be' split by means of, e.g., a suitable magnetic 
field. One can ask whether there exists something analogous in our case of degenerate ex-
ternal (=observable) descrip!ions of linear dynamical systems. There does in fact exist 
some such tlung. lt 1s calieci srnte space feedback. Consider the system (1.1). lntroduc· 
tio!'1 of state space feedback L changes it to the system L(L) 
A x = (F + GL)x +Gu ~7) 
y = Hx 
L 
u(t) 
I 
y(t) 
x(t) 
In thinking about these things the author has found it helpful to visualize a linear dynami· 
ea! system with (variable} feedback as a set of n·integrators, 1, ... , n. interconnected by 
means of the matrix F. a set of m input points connected to the integrators by means of 
the matrix G. a 5er of p output points connected to the integrators by means of the matrix 
H and a set of connections from the integrators to the input points (feedback) which may be 
varied in strength by the experimentator (as in atomic physics the splitting magnetic field 
may be varied). Cf. also the picture below. 
u,(t) 1 h12 y,ttl 
·-·-·-· ..... ·- -·-· 
----·-----
::.. ...... -..,1), 1 ,, / 
' ..... hi). .... 
/ 
'" ... ' .... Y2ltl ... / 2 ___ ..,,,, __ ., __ 
,,,,"' h21 
/ 
.......... 
'-I 21 fl3 
3 Y3(t):O Fig. 1 
-- - _.. 
-~----- interconnections between the integrators as given by the matrix F 
1 
fn 
0 
-·- · ~·- connections from the input points to integrafors as given by the matrix G 
(
0 812) 
G-= 1 0 
0 1 
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connections from the integrators to the output points as given by the 
- --r--
matn.x H 
H =( ;,. t ~") 
....... _ . connections from the 1.11tegrators to the input points (can be varied in strenf 
__,. by the experimentator) as given by the matrix L 
( 
lu 
L= 
0 
0 
0 
'\ow Jct ~ =(F. G. HJ and ~· = (F', G ', H' l be two linear dynamical systems, and suppose 
that r and ~· are completei~' reachable and completely observable. (This is an entirely 
m:.t..iral restnction in this context. cf. 1.12 below: for a precise definition of the notions, 
::!-. 2.6 beJOWl. Sup!'ose that L -:f:. 1: 1 but f(~) = f(:'). Let l:{L), l:'(L) be the systems 
.Jbtained hy introducing the feedback L, i.e. l:{L) = (F + GL. G, H), !:'(L) = (F' + G'L, 
G'. I-!'l. Then there is a suitable feedback matrix L, which can be taken arbitrarily small 
so that L(Ll and :E'(L) are still completely reachable and observable) such that 
f i :(L)) =I- f(r' (L)). I.e. feedback splits the GLn(IR) - degenerate external description 
of lnear dynamical systems. 
I.8 Realization theory. Let k be a linear dynamical system (1.1). Then, if we leave l: 
unchanged. from our observations we can deduce the operator f(!:)_ or, equivalently, wea 
can find the sequence of matrices A(~)= (A0 , AI> A2 , ..• ), Ai= HF1G. To obtain these~'' 
o -functions and derivates of o -functions as inputs. Another way to see this is to apply 
L:qlace transforms to ( 1.1 ). This gives 
U .9) si(s) = Fx(s) + GG(s), y(s) = Hi(s) , 
so that the.relation between the Laplace transforms y(s), O(s) of the outputs y(t) and 
inputs u(t) is given by multiplication with the socalled transfer matrix T(s) 
(LIO) y(s) = T(s)u(s), T(s) = H(s- Fr1G. 
The power senes development of T(s) in powers of ~- 1 (around s = oo) is now 
(1.! I) T(s)"' Aos-1 + A,s-2 + A2s-3 + .... 
The question now naturally arises: when does a sequence of p X m matrices A= (A0 , A1, ... ) 
come from a linear dynamical system (1.1 ), or, as we shall say, when is A realizable. 
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1.12 Theorem (cf. [10]): 
(i) If A is realizable by an n-dimensional system !: then it is also realizable by an n'..;;; n 
dimensional system I:' which is moreover completely reachable and completely ob-
servable. 
(ii) The sequence A is realizable by an n dimensional system I: if and only if rank 
(H5{A)).,;;; n for all s E IN U {0}. 
f/Jere H5 (A) is the block Hankel matrix 
Ao A1 A1 
Ai 
Hs(A)= 
1.13 Invariants and the structure of M~·co (IR) = Umo,CT (IR)/GL0 (1R). ,n,p ,n,p 
L!t Lm, n,p(IR) be the space of all triples of matrices (F, G, H) of dimensions n X n, 
n X m, p X n respective!)'.. The group GLn(IR) acts on Lm,n,p(IR) as in (1.5). The input-
output matrices Ai= HF'G are clearly invariants for this action and the question arises 
whether these are the only invariants. Here an invariant is defined as a function p: 
Lm,n,p(IR)-+ IR (or possibly a function defined on an invariant open dense subset of 
Lm,n,p(IR)) such that p((F, G, Hf) = p(F, G, H) for all triples (F, G, H) (in the open 
dense subset) . 
• 1.14 Theorem: Every continuous invariant of GLn (IR) acting on Lm, n,p(IR) is a functior 
of the entries of Ao, ... , Aln-1. 
Let i:::.P (iR) be the subspace of all triples (F, G, H) E Lm,n,p(IR) which are both 
completely observable and completely reachable. This is an open and dense subspace of 
Lm n P (IR). On this subspace GLn (IR) acts faithfully and a more precise version of theo-
re~ i .14 describes the quotient space M:::~~ P(IR) = L:: ~~ p(IR)/GL0 (IR) explicitly and 
gives an algorithm for recovering (F, G, H) up-to-GLn (IR)-equivalence from Ao, ... , A2n-t 
(cf. 4.25 below). It turns out that M::~r(IR) is a smooth differentiable manifold and 
tlrnt the proiection Leo, er (IR)-+ Meo.er (IR) is a principal GLn(IR)-bundle (cf. 6.4 be· 
J m,n,p m,n,p 
low). 
l.15 Canonical forms. For many purposes (prediction, construction of feedbacks, identi-
fica!i0r. and, not least, for proving theorems) an internal description of a black box by 
means of a triple of matrices {F, G, H) is preferable over knowledge of the input-output 
onerator f( L). As was remarked in section 1.14 above there do exist algoritlu11S for cal· 
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• ..ilatmg some l: = (F, G, H) which realizes f(::E) or A (l:) from the matrices Ao, ..• , A1n-1· 
dne such algoritlun is described in 4.25 below. All these algorithms have the drawback 
~r.;;~ tnev are discontinuous in general. This is a nontrivial difficulty, because after all one 
:..:.,:u!at~s the (F, G, H) because one wants to use them as a basis for further calculations, 
.:~:;:um. predictions etc., and the A0, •.• , A20 _1 are after all subject to (small) measure-
:~:~~ e~ors. Thus the question arises whether there exist continuous methods of recove-
:-:~ig \f, G, HJ up-to-GLn(IR)-equivalence from A0 , ... , A2n-l· Or, in other words, be-
,-Juse ~,co· ci (IA) is an explicitly describable subspace of the space of all sequen~s of rrl, n,r 
_np X m matncesand ~.er (IA)= L ro,cr (IR)/GLn(IR), the question arises whethe• 
m.n,p m,n,p . W: 
:here exist continuous canonical forms on L::~:P (IA), where a continuous canonical .. 
iorm 1s defined as follows. 
! .l 6 Definition. A continuous canonical form on a GLn (!A)-invariant subspace 
L.:: Lm,n,pOR) is a continuous map c: L'-+ L' such that 
(i 1 c((F, G. H)8 ) := c((F, G, H)) for all (F, G, H) EL', 
tiil if c((F. G, H)) = c((F', G ', H')) then there is a SE GLn (lR) such that 
if', G', H') == (F, G, H)8 , and 
liii.) for all (F, G, H) E L' there is an S E GL0 (IR) such that c(F, G, H) = (F, G, H)5. 
For some additional remarks on the desirability of continuous canonical forms cf. (2) 
and also [ 15]. Also our proof of the "feedback suspends degeneracy" theorem mentioned 
·n 1.6 above is based on the use of a suitable canonical form. It turns out that there exist 
i;xn dense subspaces U0 C lm,n,p(IR), which together cover L:1,'~~P(IA), on which 
:.uminuous canonical forms exist. Cf. 3.10 below. On the other hand. 
:i .1 i Theorem: There exists a continuous canonical form on all of L:· :r P (IA) if and 
·~~Y if m == 1 or p = 1. ' ' .
' 
1.18 On the geometry of ~',~p(IR). Holes. Now suppose we have a black box (1.2) 
\'-:hich is to be modelled by a linear dynamical system of dimension n. Then the input-
output data give us a point of M::~~P (IR) and as more and more data come in we fmd 
(i~eally) a sequence of points in M::~: P (IR) representing better and better linear dyna-
~cal system approximations to the given black box. The same thing happens when one 
JS dealing with a slowly varying black box or linear dynamical system. If this sequence 
:<pproaches a limit we have "identified" the black box. Unfortunately the space ~,c--o.cr (IR\ · ha 
"rn. n, p , is never compact so t t a sequence of points may fail to converge to any-lhin~ whatever. There are holes in M':;:,'~.rp (IR}. Consider for example the following 
family of 2-dirnensional, one input, one output systems 
(l.19) &z = (:), Fz = l~ =:j, H1 =(z2 ,0), z = 1, 2, 3, ... 
.. 
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Let u(t). 0 ~ t ~to be a smooth input function, then y(t) = lim f(LJu(t) exists and is 
z-oo 
equal to y(t) = ~ u(t). This operator can no't be of the form f(~) for any system 2; of 
the form (1.1) <because the f(~) are always bounded operators and :
1 is an unbounded 
operator). A characteristic feature of this ex.ample is that the inclividual matrices 
F 2 , G2 , H2 do not have limits as z _,.co. (A not unexpected phenomenon. because after 
all we are taking quotients by the noncompact group G Ln ( IR )). This sort of situation is 
actually unportant m practice, e.g. in the study of very high gain state feedbac~ systems 
x = Fx +Gu, u = cLx, where c is a large scalar gain factor. Cf. [12). 
6 Another type of hole in A-f~ .. ~~ P (IR) corresponds to lower dimensional systems, and in a 
wway these two holes and combinations of them are all the holes there are in the sense of 
the following deflrutions and theorems for tile case p = m = 1. There are similar theorems 
in the more input/more output cases. 
1.20 Definition: We shall say that a family of systems 1:7 = (F 2 , G2 , Hz) converges in 
input-output behaviow to an operator B if for every m-vector of smooth input functions 
u(t) with support in (0, 00) we have lim f(2'::J u(t)"" Bu(t) uniformly in t on bounded t 
intervals. z-oo 
1.21 Definition: A differential operator of order r is an operator of the form 
u(t) 1-+ y(t) "" Dy(t) ::: a0 u(t) + a1 _ddt u(t) + ... +a,. l. u(t). where the ao, .. ., ar are dtr 
p X m matrices with coefficients in IR, and ar =I= 0. We write ord (D) for the order of D. 
By definition ord(O) = - 1. 
1.22 Theorem: Let (~Jz be a family of systems in L1, n, 1 (IR) which converges in input· 
output behaviour. Let B be the limit input-output operator. Then there exist a system ~· 
and a differential operator D such that 
e Bu(t) = f p~')u(t) + Du(t) 
and ord(D) +dim(~')~ n -1. 
1.23 Theorem: Let D be a linear differential operator and :E' E L1, n, 1 (IR) and suppose 
th::t ord(D) + dim(~') < n - 1. Then there exists a family of systems (l:Jz, 
1: EL co,cr
1
(tR) such that for every smooth input vector u(t) z I, n, 
lim f(l:ju(t) = f(:E')u(t) + Du(t) 
z .... 00 
uniformely on bounded t-intervals. 
1.24 Concluding introductory remarks. Many of the results described above have their 
an?Jogues in the discrete case and/or the time varying case, cf. [3-8, 9-11, 14]. But not 
all. For instance the obvious analogues of theorems 1.23 and 1.2'.?. fail utterly in the dis-
crete t.ime case. In this case lim
00 
f(2; 2 )u(t) exists for all inputs u(t) if and only if the in· 
z-
dividual matrices Ai (z) = HzF~Gz converge for z _,. 00• This means ttiat in the case of in-
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=-~.11-0utput con\'ergence the limit operator is nece~ily of the form f(~') for some, possibly 
1:111,e: dunens1onal, system :E'. The same answer obtains in the continuous time case if 
:-es1.:es input-Output convergence one also requires that the F2 , G2 , Hz (or more generally 
~!ie A, (zll remain bounded. 
·\number of sections have been marked with a •: these contain additional material and 
:::in v.1thout endangering one's understanding be omitted the first time through. 
2 Complete reachability and complete observability 
Let F, G. H) E Lm,n,pOR) be a real linear dynamical system of state space dimension. 
with m inputs and p outputs. We deftne 
· ~ l) R~(F, G) = (G FG ... F5G), s = 0, 1, 2, ... , R(F, G) = Rn (F, G) 
the n X ( s + l) m matrices consisting of the blocks G, FG, ... , F5G, and dually 
1'2) Q,(F, H) {I) s = O, I, 2, ...• Q(F, H) = Q.(F, H). 
We also define 
A, 
here Ai= HF1G, i = 0, l, 2, .... 
: 1 Li useful to notice that 
= Q,(F, H)R,(F, G), s = 0, l, 2, ... , 
\ ~4 l Rk ({F, G)8) = SRk (F, G), Qk((F, H)8) = Qk(F, H)s-1 , 
where of course (F, c;,)8 = (SFs-1, SG), (F, Hf = (SFs-1 , Hs-1 ). It follows that 
·.: 5) Hk(!:8) = Hk{(F, G, H)8) = Hk((F, G, H)} = H1r.('1;) 
for :ill S E G Ln (IR), which is of course also inunediately dear from (2.3). 
-~ 6 Definitions of complete reachability of complete observability. The system 
IF. G, H) E Lm, n. P (IR) is said to be completely reachable iff rank (R(F, G)) = n. The 
s:.••<em (F,G, H) is said to be completely observable iff rank{Q(F, H)) = n. 'lbese are 
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generic conditions; in fact the subspace Leo, er (IR) of L (IR) consisting of all systems rn,n,p . m,n,p • 
which are both completely reachable and :ompletely observable is open and dense. We note 
that (F. G, Hl is cot= completely observable) and er(::: completely reachable) iffthe 
matrix H 0 (F, G, ff)::::: Q(F, H) R(F, G) is of rank n. 
*2.7 Termilogicaljustification. Let (F, G. H) E Lm,n,p(IR). Then (F, G, H) ~completely 
reachable iff for every X1 E IR 0 there is an input function u(t) such that the unique solu· 
tion of 
• x == Fx + Gu(t), x(O) = 0 
passes through X1 : i.e. every state is reachable from zero. For a proof cf., e.g., [17, theorem 
3.5.3 on page 66J or [ 10. section 2.3]. Instead of completely reachable one also often finds 
the terminology !completely state I controllable in the literature. 
Dually the system (F, G, H) is completely observable iff the initial state x(O) at time zero 
1~ deducihle irom y(t), 0.;;;; t.;;;; t1, t1>0 (using zero inputs). Equivalently (F, G, H) is 
completely observable if the initial state x(O) is deducible from the input-output behaviour 
of the system on an interval [O, t 1 ), t 1 >0. Cf., e.g., (14, Ch. V, section 3] or [17, theorem 
3.5.26 on page 75]. 
The following thtorem says that as far as input-output behaviour goes every system can be 
replaced by a system which is co and er. Thus it is natural to concentrate our investigations 
on this class of systems. 
2.8 Theorem ([10)): Let 'J:, == (F, G, H) E Lrn,n,p(IR) with input-output operator f(t). Le1 
n' == rank(Hn(t)). Then there exists an 
~· = (F', G', H') E L::~~P(IR) such that f(~) = f(k1). 
-Proof: Let X == IR0 be the state space of ~. Let ;xreach be the linear subspace of X 
spanned by the colunms of R(F, G).Then, clearly, G(IRm) c xreach and F(Xrea~ C 
xreach (Because Fn = aal + a1 F + ... +an-I Fn-I for ct:rtain llj E IR by the Cayley· 
Hamilton theorem). Taking a basis for xreach and completing this to a basis for X we see 
that for suitable SE GLn (IR), 'J:-8 is of the form 
where the partition blocks are respectively of the sizes: 
,, ,, ,, ,, "x ,, "x "( ")X( ") n X m, n - n X m, n X n , n n - n , n - n n , n - n n - n , 
,, II " II F Ii" u'' . I if ,, d' xreach pX n .pX(n-n) for G ,O,F ,F12 ,0, 22 , ,112 respectlvey n = 11n . 
Now clearly 
2 Cc..,,o•ete re~h;abihty and co~..:..rn...::p;_le..:..t..:..e _o_bs_e_rv_a_bi_li_;tv __________ __,_3.:..,:7:_:1 -~--,..,--k"-,..~-· . 
:t.'1.:l. rank RtF". G") =rank (R(SFS-1 , SG)} =rank (SR(F, G)) =rank R(F, G) = n". 
It folklws. cf. 11.4). that :E and I"= ff". G", H") have the same input-output operator. 
r~u.' tC' orove the theorem It now suffices to prove the theorem under _the extra hypothesis 
1:.;;1 1 f ·G. H 11s er. U:t Xo be the subspace of all x EX such that HF'x = 0 for all 
1 = o. l. .... n; Le., Xo = Ker(Q(F. H)l. Then HF1x = 0 for all i = 1, 2, ... , using the Cay • 
. e\ -H~-r:iho~ theorem. Hence FX0 C X0 and HX0 = 0. Taking a basis for X0 and comple. 
t:..'lg n :o .l basis for X we see that for a suitable SE GLn(IR). r:5 is of the form 
where G'. F'. H' are respectively of the sizes n' X m,n' X n',p X n', n' = rank(Q(F, H)), 
wricn IS aoo equal to rank H0 (F, G, H) if(F, G, H) is er. 
Ciearly 
-J I 
neFrG = (HS-1)eSFS '"SG = H'eF '"G' 
nr1:..tQ(F, H)) = rank(Q(SFS-1 , SHS-1) = rank(Q(F', H')), 
so thit ~· = (F', G', H') is completely observable and f:E' = f:i:- Also R(SFS-1 , SG) is of 
the form 
R(SFS-1, SG) = ( F'R' , ) . 
R( ,G) 
But rank R(F, G) = n so that the n rows of R (SFS-1 , SG) = SR (F, G) are independent 
It follows that the n' rows of R(F', G') are also independent, proving that l:' is also comple-
tely reachable. 
~ 
•2.9 Pole Assi~ent. A set A. of complex numbers with_multiplicities is called symmetric 
ii v.1th ;i E ,'\also p E /\with the same multiplicity. Here /3 is the complex conjugate of p. 
lf A is a real n X n matrix then a(A), the spectrum of A, is a symmetric set. 
2.10 Theorem: The pair of matrices (F, G), FE IR n x n, GE IR 0 x m is completely 
rea.:h:ible iff every synunetric set with multiplicities of size n occurs as the spectrum of 
F + GL for a suitable (state feedback) matrix L. 
I.e. the system (F, G, H) is er iffwe can by means of suitable state feedback arbitrarily 
reassign the poles of the system. For a proof cf., e.g., [ 18, section 2.2). 
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3 Nice Selections and the Local Structure of Le' (IR)/GL (IR) 
m,n,p n 
3.1 Nice Selections. Let (F, G, H) E Lm,n,p(IR). We use l(n, rn) to denote the ordered 
set of indices of the columns of the matrix R(F, G). 
I. e. }ln, rn) = { (i, j) Ii : 0, ... , n; j = 1, ... , m} with the ordening 
(0, }\ < (0, 2) < ... < (0, rn) < (1, 1) < ... < (1, m) < ... < (n, 1) < ... < (n, m). A nice 
selection o:C l(n,m) is a subset of I(n,m) of size n =dim!; such that 
(i, j) Ea=> (i-1, j) Ea if i ;i. l. Pictorially we represent I (n, m) as an (n + I) X m rectan-
gular array of which the first row represents the indices of the columns of G, the second 
• 
row the indices of the columns of FG, ... etc .... We indicate the elements of a subset o: 
with crosses. The subset of the picture on the left is then a nice selection (m = 4, n"' S) 
and the subset a:' of the picture on the right below is not a nice selection 
x x 
x x 
x 
x 
x 
x 
x x 
If (3 is a subset of l(n, m) we denote with R(F, G)IJ the matrix obtained from R(F, G) 
by removing all columns whose index is not in (3. 
We use Lm, n (IR) to denote the space of all pairs of real matrices (F, G) of dimensions 
n X n, n X m respectively. · 
9 3.2 Lem.ma: Let (F, G) E Lm,nOR) be a completely reachable pair of matrices. Then 
there is a nice selection a: such that R(F, G)Q is invertible. 
Remark: Complete reachabilitiy means that rank R (F, G) = n, so that there is in any case 
some subset (3 of size n of l(n, m) such that R(F, G)IJ is invertible. The lemma says that 
in that case there is also a nice selection for which this holds. 
Proof of the lemma: Define a nice subselection of I (n, m) as any subset (3 (of size ~ n) 
such that (i, j) E ~. i;:;;. 1 => (i -- 1, j) E (3. Let~ be a maximally large nice subselection of 
l(n, m) such that the columns in R(F, G)Q are linearly independent. We shall &how that 
rank (R(F, G)Q) = rank (R (F, G)), which will prove the lemma because by assumption 
rankR(F,G) = n. 
Let U'. = {(O, Ji) .... , {i 1 , j 1); •.• , (0, jJ, ... , (i£,j 5)} .. Then by the maximalit;r ofa we know 
th-:: columns of R(F, G) with indices (0, j), j E {l, ... , m) \ U i. ... , j 5 } and tl1e columns of 
R (F, G) wit11 indices (i1 + 1, j 1), t = 1, ... , s are linearly dependent on tht columns of 
R(F, G)a. With induction assume that all columns with iJ1dices Ot + k,j1). k <; r, 
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1 =1. .... sand (k-1,j), k ~ r,j E {l, •.. , m} \ Oi. ... ,js} are linearly dependent on the 
.:olur:ms of R (F, G )0,, So we have relations 
Fr-tgi = .:: a(i,j)Figj,j E{l, ... ,m} \{j1, ... ,j,} 
(i,i)Eek 
Fi+r ')' b("')Fi t-1 s t git= - t,J Sj• - , ..• ,' 
(i,j) EQ 
where &; denotes the j-th column of G. Multiplying on the left with F we find 
FrgJ = ~ a(i,j}Fl+I &J 
(i,j}EQ 
Fi1+r+1gh= .: b(i,j)Fi+1&J· 
(i,j)EQ 
·v.e have already seen that the Fi+ 1 gj, (i, j) Ea are linear combinations of the columns of 
i\1 F. G )Q. It follows that also the Fr &i and Fi +r+ 1 gir are linear combinations of the co· 
b;nns of R(F, G)Q. Th.is fmishes the induction and hence the proof of the lemma. 
3.3 Successor indices. Let a C I(n, m) be a nice selection. The successor indices of a are 
those elements (i, j) EI (n, m) \a for which i = 0 or for which (i', j) Ea for all i' < i if 
~ 1. For every j 0 E {I, .. ., m} there is precisely one successor index of a of the fonn 
i, jo); this successor index is denoted s(a, j 0 ). In the picture below the successor indices 
1f a are indiced by *' s (and the elements of a with x's). 
Columns of G • x • x Xt e1 X3 e2 
Columns of FG x x e3 e. 
x 
* es X4 
' 
• X2 
Columns of F5G 
3.4 Lemma; Let a C I(n, m) be a nice selection and x1 •••• , Xm an m-tuple of n-vectors. 
Then there is precisely one pair (F, G) E Lm,n(IR) such that 
R(F, G)a = 10 x n• the n X n unit matrix 
R(F, G)s(a,j) = Xj for all j = 1, ... , m. 
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Proof· Let fi be the i-th column of the matrix F, i = 1, 2, ... , n. Then in the example 
given above the values of the gj, j = 1, ... , m and fh i = 1, ... , n can simply be read of 
from the diagram. One has in thls case 
g1 = x,, g2 = e1, g3 = X3, g4 = e2 ' 
f, = e3,f2 = e4,f3 = es,f4 = ~.f5 ::::; x2. 
It is easy to see that this works in general and to write down the general proof though it 
tends to be notationally cumbersome. 
• 3.5 Local structure of L~.n,p {IR)/GLn (IR). Let o C I(n, rn) be a nice selection. 
We define 
U0 == ((F, G, H) E Lm n p(IR) I det R(F, G)0 * O} (3.6) . • 
Va; ((F, G, H) E Lm,n,p(IR) I R(F, G)a = 10 x n} 
3.7 lemma: 
(i) U0 °' V 0 X GLn(IR) 
(ii) Ya t:>I. IRmn+np 
Proof· (i) Let (F, G, H) E Uo:. We assign to (F, G, H) the pair ((F, G, H)5, s-1) where 
S = R(F, G)~1 • Then (F, G, H)8 E Va: because R(SFS-1 , SG) = SR(F, G) and hence 
R(SFS-1 , SG)o: = SR(F, G)o:. Inversely given ((F, G, H), S) E Va X Gl.n (IR) we assign 
to it the element (F, G, H)8 . This proves (i).Assertion (ii) follows immediately from 
lemma 3.4. Indeed, let z E IRmn + np and view z as an m + p tu pie of n-vcctors 
z = (xi. .. ., Xm~ y 1, ... , Yp). Then there are unique F, G, H such that R(F, G)o: = In x 0, e R(F, G)s(a,j) = x;, h,::::; Yi where h, is the /-throw of H. 
3.8 Local structure of L;::::~~P(IR)/GLn(IR). Let again o be a nice selection. Then we de-
fine in addition. 
(3.9) u:::::; Uo: n L::~~p(IR), v: = VQ n L::~~p(IR) 
Then one has clearly that V::1 is an open dense (algebraic) subset of Va and that 
~o ~ v: X Gl.n(IR). 
3.10 The local nice selection canonical forms Ca· Lemma 3.7 defines us a (local) conti· 
nuous fonn on Ua for each nice selection a. It is 
(3.11) co:((F,G,H))=(F,G,H)8etEVa, S0 = R(F,G)~1 ,(F,G,H)EUa 
I 
~·;'le l.0; ue open dense subsets of L~,n,p(IR), d.lld by lemma 3.2 the union of all the U<tt 
:! 3 n..:e selection. covers all of L~.n.p (IR). This is thus a set of local canonical forms 
.,,. h:h can be usefui in identification problems (it leads to statistically and numerically 
.,,, ell posed problems, cf. [15, section II]. 
11 ~ The dual results. Dually we consider the set I (n, p} of all row indices of Q(F, H), 
,. iu.:h we also picture as an (n + 1) X p array of dots. Now the first row represents the 
rows of H. the second row the rows of HF ..... A nice selection is defined as before and 
one has the obvious analogues of all the results given above. ln particular if • 
1f. G. H't E l:.n.r(IR) there is a nice selection~ C I(n, p) such that Q(F, H)a is inver-
tiole. Here QlF, H)p is the matrix obtained from Q (F, H) by removing all rows whose 
index is not in ~. 
C.me also has of course local canonical forms c11 (defined on U11) for every nice selection 
;. ;;: I(n, p): 
- s -t?..lJl ctrHF. G. H))::: (F' G, H) a, Sa= Q(F. H)p. (F. G, H) E Up 
(3.14) U11 =- {(F, G, H) E lm,n,p(IR) I Q(F, H)p is invertible} . 
4 Realization theory 
Let A= {Ao, A" Alt ... ) be a sequence of p X m matrices. We shall say that the sequence 
A is realiuhle by an n-dimensional linear system if there exist a system (F, G, H) E Lm,n,p(iR 
Lm,n,pClR) such that Ai= HF1G, i = 0, 1, 2, .... It follows immediately from (the proof 
oi) theorer.:i 2.8 above that if A is realizable by means of (F, G, H), then there is also a 
possible lower dimensional system k 1 = (F1, G1, H') E L':::~~P {IR), n' <; n. which also 
realizes A and which is moreover completely reachable and completely observable. ~ 
For each sequence of p X m matrices A we define the block Hankel matrices 
Ao At A. 
A, 
U) H5 (A) = I$= 0, 1, 2, '" , 
A. A1, 
4.2 fheorem: The sequence of real p X m matrices A == (A 0 , Al> ... ) is realizable by 
m~:ar.~ of a completely reach.able and completely observable n-dimensional system if and 
or:ly if rank Hs(A) "' n for all large enough s. Moreover if both l:, k 1 E L:·~r (IA) realize 
A then ~· = ~s for some SE GLn (IR). ' ,p 
Th.is theorem will be proved below. First, however, we mention a consequence. 
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4.3 Corollary: If the sequence of p X m matrices A is such that rank H1 (A) = n for all 
sufficiently large s, then rank H1 (A) = n for-all s > n -1. 
Proof If k = (F, G, H) realizes A and !: is co and er and of dimension n, then 
rank Rn-I (F, G) =rank On- I (F, H) = n, so that rank.Hn-l (A)= rank (R0 _ 1 (F, G) 
Qn-1 (F, H)) = n. 
A first step in the proof of theorem 4.2 is now the following lemma which says that if 
rank H,(A) = n for all s > r -1, then the A1 for i > 2r are uniquely determined by the 
2r matrices Ao, ... , A2r-1· 
• 4.4 Lemma: Let A= (A 0 , Ai. ... ) be a series of p X m matrices such that rank H,(A) = n 
for all s ;;i. r -1. There are m X m matrices S0 , .•• , Sr-l and p X p matrices To, ... , Tr-1 
such that for all i = 0, 1, 2, .... 
(4.5) A1+r = A1So + A1+1S1 + ··· + A1 +r-1 Sr-1 = 
= ToAi + T1A1+1 + ... +Tr-1Ai+r-1· 
Proof: Because rank Hr-l (A)= n and rank Hr(A) = n we have 
(
Ao 
n = rank Hr-1 (A) =rank A:i 
Ar-t 
so that there are m X m matrices S0, •• ., S,_1 such that 
A1+r = AiSo + .•• + A1+r-1Sr-lo i = 0, ... ,r-1. 
e Similarly, it follows from 
Ao Ar-1 
n =rank Hr-1 (A)= rank Ar-l 
Ar 
that there are matrices T 0 , •• ., T r _ 1 such that 
(4.6) Ar+i = ToA1 + ... + Tr-1A1+r-l• i = 0, ... , r-1. 
Suppose with induction we have already proved ( 4.5) for i <le - 1, k > r. 
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Consider the following submatrix of Hk (A) 
Ao Ai Ar-1 Ar Ak 
A1 
(4.7) 
Ar-1 A-ir-2 Alr-1 
Ar Alr-1 Alr At+r 
Using the relations (4.5) for i < k-1 we see that the rank of 4.7 is equal to the rank of. 
I Ao A1 Ar-1 0 0 0 
A1 
{4.8) 
0 0 0 Ar-1 Alr-2 
Ar Alt-1 0 0 x 
where X = Ak +r - AkSo - ... -Ak + r-tSr-I. Using (4.6) we see by means of row opera-
tk>ns on (4.8) that the rank of (4.7) is also equal to the rank of 
(
Ao 
:·-1 
Ar-1 
0 
0 
0 
0 
0 
0 
0 
Now the rank of (4.7) is n =rank Hr-l (A). Hence X = 0 which proves the induction ste.,. Thi~ proves the first half of (4.5); the second half is proved similarly. "!'." 
More generally one has the folloWing result (which we shall not need in the sequel). 
*4.9 Lemma: Let A0 , •• ., A1 be a finite series of matrices and suppose there are 
i, j E IN U { O} such that i + j = s - 1 and 
C' ... A1J c ... A1 A'·"j c Ai t+J =rank 1J . . rank · · .. rank • A1 A1+J Ai+ J+l AJ ••• A1+J 
AJ+t··· A1+J+1 
=n 
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for some n E IN U { O} , then there are unique As+ 1, As+ 2, ..• such that 
rank Ht(A) = n 
for all t > max(i, j). 
Proof· By hypothesis we know that there exist matrices S0 , ••• , S1 
(4.10) A1+r+1 = ArSo + ... + Ar+iSi, r = 0, ... ,j. 
~ow define A1 for t > s by the formula ·~4.11) At= At-i-1So + ... + At-181 · 
Also by hypothesis we know that there exist T 0, ••• , Ti such that 
(4.12) Aj+r+i = T0 Ar + ... + T;A;+r• r =- 0, ... ,i. 
To prove that rank H1(A) = n for all t ~ max(i,j) it now clearly suffices to show that 
( 4.12) holds in fact for all r > 0. Suppose this has been proved for r ~ q -1, q ;;a. i + 1. 
Consider the matrix ,, 
A.o A1 Ai+1 Aq 
(4.13) 
A1 A1+J A1+J+1 A; +q 
AJ+i ... Ai+ J+l A1+J+2 AJ+q+1 
By means of column operations, the hypothesis of the lemma, and (4.10)-(4.11) we see 
that the rank of the matrix (4.13) is n. Using row operations and (4.12) for r< q-1 (in· 
duction hypothesis) we see that the rank of ( 4.13) is also equal to the rank of 
~4.14) ( ~: ~:+I ~:::. 1 Q ~~+ q) 
where X is the matrix AJ + q + 1 - T 0 Aq - •.. - T;A; + q. Now use column operations and 
(4.10),(4.11) to see that the rank of (4.14) is also equal to the rank of 
c 
A1 0 0 0 
(4.15) ~ A1+ J 0 0 0 
0 0 0 "V A 
It follows that X = 0. 
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4.16 Proof of theorem 4.2 (first step: existence of a co and er realization; [ 1 OJ): Let 
1 E IN be such that r;:;;. n and rank H5(A) = n for all s ~ r - 1. We write 
(
Ao 
H = Hr-1 (A)"" : 
~-1 
and for all s, t E IN we define 
ifs>t, 
where lax a is the a X a identity matrix and Oa x b is the a X b zero matrix. Because H 
ts of rank n, there exist an invertible pr X pr matrix P and an invertible nu X mr matrix 
M such that 
(
In X n 
(4.17) PHM = 
O(pr-n) X n 
Onx (mr-n) ) 
=EprxnEnxmr• 
o(pr-n) x (mr-n) 
Now define 
(4.18) F = Enx pcPM1>M Emrx n• G = Enx prPHEmr.X m• 
H= EpxprHM~xn 
,'e claim that then (F,G, H) realizes A, i.e. that 
4.19) Ai= HFiG, i = 0, 1, 2, ... 
lo prove this we define 
D= (~O: ," : 
... 0 I 
So ) 
~l-1 (
O' 
c = : 
o' 
To 
I' Q
1 
, • , ~I ) 
. . 
. . 
. . . 0' 
O' I' 
Tr-t 
where 0, I, O', I' are respectively the m X m zero matrix, the m X m identity matr'.x, the 
P >. P zero matrix and the p X p identity matrix and where the S0 , •.• , S,_ 1 and 
Ta .... , Tr- 1 are surh that (4.5) holds for all i. Then 
(4.20) H(k) = CkH::: HDk,k = 1, 2, .... 
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Let H* = MEmr x nEn x prP· Then H* is a pseudoinverse of Hin that 
(4.21) HH*H=H 
(Indeed using ( 4. l 7)_~e have /-! H* H = p-i Epr x n En x mr M-1 MEmr x nEn x pr P 
p-l Eor X nEn X mrM = H because M-1 M = 1, pp-1 = I, En X mr Emr X n =In X n• 
En x prLpr X n = In X n .). 
We now first prove that 
(4.22) EnxprPCkHMEmrxn ==F'\k= 1,2, ... 
9.n view of(4.20) this is the definition of F(cf. (4.18)) in the case k = 1. So assume (4.22) 
has been proved for k ~ t. We then have 
E0 x prPCr + 
1 HM Emr x n = En x prPC1 HD M Emr x n (by ( 4.20) 
We now have for all k ;> 0 
::: En x prP CtH H* HD M Emr x n (by (4.21)) 
= En x prP et H M Emr x n En x prP HD M Emr x n 
(by the definition of H*) 
= Ft En x prPCH MEmr x n (by the induction hypothesis 
and (4.20)) 
= F1F (by the definition of F, cf. (4.18) and (4.20)). 
Ak = Ep x prH(k)Emr x m (definition of H(k)) 
= Ep x prCk HEmr x m (by ( 4.20)) 
= Ep x prCk H H* HEmr x m (by ( 4.21)) 
= Ep x prCk HM EmrX nEn x prPHEmrX m (by.the definition of H*) 
19 = Epx prHDkMEmrX ~G (by the definition of G and (4.20)) 
= EpxprHH*HDkMEmrxnG (by(4.21)) 
= Epx prHMEmrX nEnx prPHDkMEmrX 0 G (by the definition of H*) 
= HEn x prPCk H MEmrX n G (by the definition of H and (4.20)) 
= HFkG (by (4.22)). 
This proves the existence of an n-di.mensional system L = (F, G, H) which realizes A. No" 
for all s = 0, 1, 2, ... 
where (H ) 
Q,(F, H) = :. , R,(F, G) = (G FG .... F'G). 
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Both Q5 (F, H) and R5(F. G) have necessarily rank,,.;;; n. It follows via the Cayley-Hamilton 
theorem that (F, G, H) is completely reachable and completely controllable, because 
rankHs(A) = n for s>r-1. 
4.23 Proof of the uniqueness statement of theorem 4.2: Let 1: =(F. G, H) and 
: = (F. G, BJ be two co and er realizations of A. Then dim(!:) = rank H n-t (A) = dim (f). 
By hypothesis we have 
(4.24) Ai= HFiG = HF1G, i = O, l, 2, ... . • 
According to lemma 3 .2 and 3 .11 there exists a nice selection o: (of size n) of I ( n - l, m), 
the set of column indices of Rn-I (F, G) and Hn-t (F. G, H), and there exists a nice selec· 
tion ~(of size n) of I(n -1, p). the set of row indices of On-I (F, H) and H0 _ 1 (F, G, H), 
such that 
rank(R 0 _ 1 (F, G)ci) = rank(On-1 (F, H)13) = n. 
(\ote that a nice selection in l(n, m) (or I(n, p)) is always contained in I(n - I, m) 
tor l(n-1, p).) Let Hn-I (F, G. H)a,ll be the matrix obtained from Hn-l (F, G, H) by 
removing all rows whose index is not in {j and all columns whose index is not in o;. Then 
Hn-1 (F, G, H)c.,13 = On-1 (F, H)13 Rn-1 (F, G)Cl 
so trut f1 0 _ 1 (F, G, H)c.,j3 is an invertible n X n matrix. Also 
Hn-1 (F, G, H)a:,j3 = Hn-1 (F, G, H)a:,j3 = On-1 (F, H)13Rn-l (F, G)Cl 
so that On-1 (F, tt)p !lld R0 _ 1 (F, G)a: are also invertible. Now let 
1:1 = CFi. Gi. H1) = (F, G, H)T, T = On-1 (F, H)IJ 
--- ---1'- --~1 =(F1,G1>H1)=(F,G,H) :T=On-1(F,H)11. 
Then of course :E1 and ~ 1 also realize A. Moreover, using (2.4) we see 
Qn-1 (Fi. H1)p =In= On-I (F\, H1)11 . 
It follows that 
R(F I> G1) = HnC~1)(J = Hn('J;)(J = Hn(f)13 = Hn('f.i)13 = R(Fi. G1) 
:md, in turn, this means that F 1 = F1 and G1 = G1 by lerruna (3.7) (i) combined with 
lemma(3.4). Furtherthematrixconsistingofthefirst prows of H0 ("£1) = HnCE 1 )is 
equal to 
H1 R(F i. Gi):;: H1 R(F., G1) 
~that also H1 =_H1 because R(F., G,) = R(F., G1) is of rank n. This i;roves that indeed 
k:::: ~s With s=r1r. 
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4.25 A realization algorithm. Now that we know that A is realizable by a co and er sy-
stem of dimension n iff rank H s {A) = n for all large enough s it is possible to give ·a rather 
easier algontlun for calculating a realization than the one used in 4.16 above (which is the 
aigorithm of B.L. Ho). It goes as follows. Because A is realizable bv a 1: EL co, er (IR) 
. .. m,n,p 
there exist a nice selection a. C I (n, m), the set of column indices of R(F, G) and Hn CE), 
and a nice selection (3 C l(n, p), the set of row indices of Q(F, H) and Hn(~), such that 
(4.26) Hn(A)ci,f3 = S 
is an invertible n X n matrix. Consider 
s· 1 Hn(A)p · ~s n X (n +I) m matrix is necessarily of the form Rff, G) for some (F, G) E L~.n(IR) 
and moreover by (4.26) 
(S-1 Hn (A )13)ci = In 
so that F, G can simply be written down from s-1 H nCA)fJ as in the proof of lemma 3.4. 
The matrix H is now obtained as the matrix consisting of the first prows of Hn(A)ci. 
After choosing o:, this algorithm describes the unique triple (F, G, H) which realizes A 
such that moreover R(F, G )ci = In· 
* 4.27 Relation with rational functions. Suppose that Hk(A) is of rank n for all sufficiently 
large k. Then by theorem 4.2 the sequence A is realizable. Using Laplace transforms (cf. 
1.8 above) we see that this means that the p X m matrix of power series 
00 L Ais-1-1 is in fact a matrix of rational functions. 
i=O 
00 
( 4.28) L A1s-1-l = (sn - an-1 Sn -l - ... - al s - aor1 B(s) ::; d(s)-1 B(s) ' e i=O . 
where B(s) is a p X m matrix of polynomials in s of degree ~ n -1. 
Inversely if 
00 
(4.29) L Ais-1-1 = d'(sr B'(s) 
i=O 
for a matrix of polynomials B'(s) and a polynomial d'(s) = sr - a'r- 1sr-t - ... - a'1 s- a~ 
with r =degree (d'(s)) >degree B'(s), then 
for all i = 0, 1, 2, .... And this, in turn implies thai 
rank Hk (A) = rank Hr-1 (A) 
5 Feedback splits the external description degeneracy 
for all k ~ r -1, so that A is realizable. It follows that A is realizable iff 1:A1s-i-l 
represents a rational function which goes to zero as s-+ 00• 
5 Feedback splits the external description degeneracy 
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In this section we shall prove the result described in section 1.6. To do this we first discuss 
still another local canonical form. 
S.l The Kronecker nice selection of a system. Let (F, G, H) E L~,n,p (IR). We procef 
as follows to obtain a "first" nice selection" such that (F, G, H) EU". 
Consider the set of column indices l(m, n) in the order (0, 1) < (0, 2) < ... < (0, m) < 
(l, 1) < ... < (1, m) < ... <(n~ I)< ... <(n, m). For each (i,j) we set (i,j) E" - F1gi 
is lin~ar independent of the F1 gr with (i', j') < (i, j). We shall call the subset K of I (n, m) 
thus obt::iined, the Kronecker selection of (F, G, H) and denote it with "(F, G, H). It is 
obvious that " has n elements if (F, G, H) E L~, n, P (IR ). 
5.2 Lenuna: The Kronecker selection" defined above is a nice selection. 
Proof Let (i, j) E" and suppose i ~ L Suppose that (i', j) $ ", i' <i. This means that 
tht>re is a relation 
pi'gj = L b(k, l)Fkgi. 
(k,/) < (i',j) 
Multiplying with F1"'"i' on the left one obtains 
Figj = L b(k, /)Fi-i'+k~ 
(k, l) <{i' ,j} 
showing that Fi&J is linearly dependent on the F5gj', with (s, j') < (i, j). A contradiction, 
q.e.d. 
5.3 Lemma. Let(f, G, H) E L~,n,p(IR) and S EGLn(IR), then 
K(F, G, H) "'K((F, G, H)s). 
5.4 Lemma. Let (F, G, H) E L~,n,p(IR) and let L be an m X n matrix. Then 
K(F, G, H) = K(F + GL, G, H). 
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The proof of lemma 5 .3 is immediate. because the dependency relations between the 
(SFs-1 )i(Sgj) = S (Figj). (i, j) El ln, m), are precisely the same as those between the 
f 1gi, (i, j) El tn, m ). As to lemma 5 A we define 
X0 (I:) =subspace of X = IR" generated by g1, ... , Sm 
X 1 (I:) = subsp:1.Ce of X = IR" generated by g1, .• ., gm, Fg 1 , ••• , Fgm 
(5.5) 
Xn (I:) = subspace of X E IA" generated by gi. ... , 8m• 
• Fgl> .. ., Fgm ... ., F"g1, •. ., F0 &n • 
/\ 
Let ~(L) = (F + GL, G, H) and let F = F + GL. Then one easily obtains by induction 
that 
(5.6) XiO.:(L)) = Xi(l:), i = 0, .. , n 
and that 
(5.7) Figj == Figj mod xi-I (I:), i = 0, 1, .. ., n 
(where, by definition, x-1 (:E) = { O} ). Lemma 5.4 is an immediate consequence of (5.7). 
(Note that a basis for Xi 0;) is formed by the vectors Fkg1 with (k, l) E /<. (:E) and k ~ i; 
the classes of the Fk g1 with (k, l) E 1< (1::), k = i are a basis for the quotient space 
Xi(~)/Xi-t(I:), i = 0, ... , n). · 
If I: = (F, G, H) E L%', ~ P (IR) then "(F, G, H) can be calculated from H n (F, G, H). 
Indeed in that case Q(F, H) is of rank n. Therefore, because H0 {F, G, H) = Q(F,H)R(F, G) 
the dependency relations between the colurrms of H0 (F, G, H) and between the columns 
of R(F, G) are exactly the same. 
e 
5.8 Remark: If (F, G, H) E UJ,n,p (IR) then also (F + GL, G, H) EL~ n P (IR) as is easily 
CQ I I 
checked. But if (F, G, H) E i.;;;,n,p(IR), then (F + GL,G,H) need not also be completely 
observable. Though of course this will be the case for sufficiently small L (because 
L:,n,p(IR) is an open subset of Lm,n,p(IR)). 
*S.9 The Kronecker control invariants. The invariant K (F, G, H) depends only on F and 
G, so that we can also write K(F, G).For each j = 1, •.. , m, let k; be the number of ele· 
ments (i, I) in K (F, G) such that I= j. Let K 1 (F, G);;,: ... ~ K m·(F, G), m' = rank(G), be 
the sequence of those ki which are =I= 0 01dered with respect to size. It follows from 
lemma's 5.3 and 5.4 that the Ki(F, G) are invariant for the transformations 
(5.10) (F,G) i-+{F,G)s= (SFS-1 ,SG) (base change instate space) 
(5.11) (F, G) 1_,_ (F + GL, G) (feedback) . 
5 Feeooack splits the external description degeneracy 385 
One easily checks that the K i (F, G) are also invariant under 
(5.12) (F, G) 1-+ (F, GT), T E GLm (IR) (base change in input space)· 
°J!'.is .:an, e.g., be seen as follows. Let Ai(!:)= dimX1(!:) - dimX1- 1 (~) for i = 0, l, ... , n. 
Cor.sider an rectangular array of {n + 1) X m boxes with the rows labelled 0, ... , n. Now 
t'Ut a aoss in the first Ai(~) boxes of row i for i= 0, ... , n. Then K;(~).j = 1, ... , m' is ~t-ie nut"!lber of crosses in column j of the array. Obviously the ~ (1:) do not change under 
"transfonnation of type (5.12), proving that also the Kj(F, G) are invariant under 5.12. 
The group generated by all these transformations is called the feedback group, Thus the 
"JF G \are im-ariants of.the feedback g;oup acting_o~L~;n~!R). It now turns out ~t C;·· 
tnese are in fact the only mvanants. l.e. if (F, G), (F, G) E Lm.n (IR) and K1(F, G) - ~; 
"itF. G), i = l, ... , m'. then (F. G) can be obtained from {F, G) by means of a series of 
t:-ar:.s:·omutions from (5.10)-{5.l'.!). Cf. [11 J for a proof, or cf. 5.30 below. 
Th~ .. ,1 F. G I are also identifiable with Kronecker's minimal column indices of the singu-
ia.r matrix pencil (zln - FIG), cf. [ 11 ]. 
StiL u.o:her way to view the K i (F, G) is a follows. 
C'•Jr.sijer the transfer matrix T(s) = H(sln - F)-1 G of the er and co linear dynamical 
syste::n ~=(F. G, H) considered asap X m matrix valued function of the complex 
\ariabl: s. One can now prove (cf. [14]): 
Tht'"orem: There exist matrices N(s) and D(s) of polynomial functions of s such that 
'i l T •.si = :S (s)D{sr1, (ii) there exist matrices of polynomials such that X(s)N(s) + 
YtslD(s) = lm, (iii) N(s) and D(s) are unique up to multiplication on the right by a unit 
from the ring of polynomial m X m matrices. Moreover degree {det D (s)) = n = dim(l;). 
1'ow for each s E IC, one defmes 
~ (s) = ((N(s)u, D(s)u) I u E ICm} C 1CP + m • 
'f s EC ~such that D(sr1 exists, then also ef>i: (s) = {(T(s)u, u) I u E ICm} c ICP + m. I~ 
::: case 9!: (s) is a p-dimensional subspace of ICP + m. In addition one defines if>'£. (oo) = lr~ .. 
\0, u) I u E !Cm} C (:P + m, which is entirely natural because lim T (s) = 0. This gives a 
s->"" Ontinuous map of the Riemann sphere IC u {(X)} = S2 to the Grassmann manifold 
_; m, p.,. m (IC) of m-planes in p + m space. Let ~m ~Gm, P + m (IC) be the canonical complex 
ve.-:tor bundle whose fibre over z E Gm,p+ m (IC) is them-plane represented by z. Pulling 
back ~m along 9i: gives us a holomorphic complex vector bundle H1;) over S2 • 
Sow holomorphic vectorbundles over the sphere S2 have been classified by Grothendieck. 
The cla$sillcation result is: every holomorphic vectorbundle over S2 is isomorphic to a 
Cirect St:m of line bundles and line bundles are classified by their degrees. 
It now turns out that the nwnbers classifying HL), the bundle over S 2 defined by the 
system ~.are precisely the - K i(L), i = l, .. ., m, where Ki (I:) = O for i > m' == rank (G). 
One also recovers n = clim(E), if 1: E L'::;~~P (IR), as the intersection number of tjJI; (S2 ) 
V.1th !. hypt•rplane in Gm,m + P (IC). 
Th~ observations are d1Je to Clyde Martin and Bob Hermann, cf. ( 13 ]. 
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As we have seen the Ki (.'E) are invariants for the transformations (5 .10), (5.11 ), (5.12). 
Being defined in terms of F and G alone they are also obviously invariant under base 
change in output space: (F, G, H) 1-> (F, G, SH), S EGLp(IR). The i.;i(1:) are, however, 
definitely not a full set of invariants for the group <§ acting on Lm. n. P (IR), where ~ is 
the group generated by base changes in state space, input space and output space and the 
feedhack transformations. 
S.13 The canonical input base change matrix T(I:). Let 1: = (F, G, H) E L~.n,p(IR) and t let K = K (1;) be the Kronecker nice selectiOn of ~. Let (i, j) = s(K, j) be a successor index 
of K. By the definition of K we have a unique expression of the fonn 
( t: 14) Fi - \..., (j')Fi '°' (k l)Fk 
-'· Si - ,__. aj gj' + L a , g, 
(i,j')EK (k,/)EK 
j' <j k <I 
(where the a(k, I) in the second sum also depend on i and j of course). Now define recw-
sively 
cs.1s) gj = gj - L: !lj(j')gj" e = csi. .. ., sin> 
j' <j 
and 
(5.16) T(~) = (b10, 
where bJk = 1 if j = k, bik = - ak G), if j < k, and bik = 0 if j > k. 
/\ 
Then G = GT(l:), and T(!:) is an upper triangular matrix of determinant 1. 
S.17 Lemma; Let LE(F,G,H)EL~.n,p(IR), then 
• T(~) = T(~~). T(~(L)) = T(:E) 
for all SE Gln (IR) and all feedback matrices LE IRm x ". 
Proof, Obvious. (Use (5.7)). 
S.18 Example: Let m = 5, n = 9, and let (F, G, H)E L~: 9 .p(IR) have Kronecker selection 
K (F, G, H) equal to 
x x x x 
x x x 
x 
where we have omitted the last five rows of dots. 
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Then T (~) is an upper triangular matrix of the form 
0 • 0 • 
0 • .. • 
T(k) = 0 0 I 0 0 
0 0 0 1 • 
0 0 0 0 1 
~ote that T(::Er1 is of precisely the same form. ,.., . f\ 
Tn.i.s is a general phenomon. Indeed by (5.14) and (5.15) (cf. also example (5.18)) g; IS of 
the form 
(5.19) g; = &i + ~ bii&b T(::E) = (biJ) . 
lq>!t; 
l<j 
Sv that bii = 0 unless i:::: j (and then bij = 1) or i <j and~> k; 
Let t1> .. ., tm be the coiumns of T(!:) and e., ... , em the standaro basis for IRm. Then 
(5.20) ti = eJ + L bue1 • 
lq>kj 
i<j 
G~ing induction with respect to an ordening of the { 1, ... , m} satisfying i < j ,,,. ki ;;:., k,i it 
readily follows that 
Cj = tj + L bijt1 . 
l<j 
lq>lc; 
\\Pich proves that T(!:f1 also has zero entries at all spots (i, j) with i > j or (i < j and ,,.. 
ki ~ki). -
5.21 The block companion canonical form. Let " be a nice selection. We are going to 
construct a canonical form on the subspace W" of all ::EE L;;:~P (IR) with" (1:) ="·We 
sh:i.11 do this only in full detail for the case that K is the nice selection of example 5.18. 
This special case is. however, general enough to see that this construction works in general. 
Let (F, G, H) E W" and let G = GT(1:). Now consider the system (F, G, H) which is also 
in WK as is easily checked. This system has the property that for each successor index 
s(K ,J) = (i, j) of" with i * 0 we have 
(5.22) F1gi= L a'(k,/)Fkg1 
(k,l)EK 
k<I 
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(i.e. T(F, G, H) =Im)· Indeed, using (5.14) 
Figj=Figj- YajU')Figr= I a(k,/}Fk&1= L a'(k,/)Fk8' 
j' <j (k,l)E" (k,l)E" 
k<I k<i 
because, clearly, Xi (F, G, H) = X1(F, G, H) for all i::: 0, 1, 2, ... , n, cf. (5.5), and cf. also 
the remarks just below (5.7). 
Now define a new basis for IR" as follows. Let " = {(O, ji), .. ., (ii. ji); ... ; (0, jr), ... , (ir, j..) . 
..itier: ~=it :_1, t: 1, ... , r, ~d k 1 + ... + ~= n. For the successor indices 
•,J) -(k,,Jt), t-1, .. ., r, wnte 
k /\ ,..... k" (5.23) F tgit = - ,:.... bt(k, /)F g1 • 
· (k,l)EK 
k <kt 
Setting bt (k, /) = 0 for all (k, l) ff." we now define a new basis for IR 0 by 
m t 
e1 =Fk 1 - 1gh + L b1 (k 1 -I,j)Fk1- 2 gj+ ... + L b1(1,j)~i 
j = l i= I 
m t 
e1 = Fk' -l&h + I bi(k, -1,j) pk,-3 &1 + ... + L: b, c2.n &j 
j =I i = l 
(5.24) 
m t 
ek1+1=Fk2 -
1gh + L h2(k2-l,j)Fk2- 2 gJ+ ... + L b2(1,j)iJ 
j=l I=! 
• 
e - " kt + · .. + kr - glr ' 
Let X0 C IR n be the space spanned by the vectors gh, .. ., gir i.e. Xo = Xo (F, G, H) = 
Xo (:E). Then we see from (5.23) that for the vectors defined by (5.24) above we have 
Fe1 EX0 , F(e1) = e1_1 modXo for i = k1 ,k1 - I, .. ., 2 
Fek 1 + 1 E X 0 , F(e1) = ei-I mod Xo for i = k1 + k1, .. ., k1 + 2 
. . 
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" It follows that which respect to the basis e1, .•• ,en, F and G are of the form 
0 1 0 ... 0 0 0 0 0 
. 
. . . 
. . . k1 . . 0 
0 0 0 0 0 0 
* • • • • • 
0 0 0 1 0 ... 0 0 0 
. 
. . 
. . . . 
. 0 r F= 0 0 0 0 1 0 0 • • • . .. * • • 
0 0 0 0 0 0 ... 0 
. . 
0 k3 
0 0 0 0 0 0 
* • * • * • 
" " " " . G = (g1> g2, •• ., gm), with 
(5.26) " " " gii == ek1• gh = ek1+k1• ••. , 8Jr = ~1 + ... +k, =en' 
gJ = 0 for j E {l, ... , m} \ Oi. ... ,jr). 
In particular in the case that K is the nice selection of example 5.18 we see that with 
respect to the basis e 1 , ••• , e0 defined by 5.24 the matrices F and G take the form (cf-. 
5.18, the inverse of T(~) is of the same form as T(~)). . "~' 
0 1 0 0 0 0 0 0 0 
a, 32 a3 a4 35 a6 a, as 39 
0 0 0 1 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 
F'= 0 0 0 0 0 1 0 0 0 
b, b2 b3 b4 bs b6 b, bs b9 
0 0 0 0 0 0 0 1 0 
Ct C2 C3 C4 Cs c6 C7 Ca C9 
d, d1 d3 d4 ds d6 d, ds d9 
{S.27) 
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0 0 0 0 0 
1 0 • 0 • 
0 0 0 0 0 
0 0 0 0 0 
G'= 0 0 0 0 0 
0 1 • • • 
0 0 0 0 0 
0 0 0 1 • 
0 0 0 0 1 
4'his does not yet define a canonical form on W ". True, for every ~ E W 1t. there exists an 
S E G Ln (IA) such that (F, G )5 takes the form ( 5 .2 7). But for two pairs (F, G) * ( ~. 0. 
both of the form (5.27), there may very well exists an S =i= In such that (F, G)8 = {F, G). 
In fact. it is now not difficult to check that if S is an n X n matrix of the form 
1 0 S13 S14 0 0 0 0 0 
0 1 0 S13 S14 0 0 0 0 
0 0 1 0 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 
S= 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 1 0 0 0 
0 0 S73 S74 0 0 1 0 0 
0 0 0 S73 S74 0 0 1 0 
S91 0 S93 ~ S95 0 S97 0 1 
.en SG = G and SFS-1 is of the same general form as F, if F and G are of the form 
(5.27). Choosing s13 , S14, s73 , s74 , s91> s93 , s94 , ~5 and ~7 judiciously we see that for every 
l; = (F, G, H) E Wu there exists an SE GLn(IR) such that SFs-1 and SG take the forms 
0 1 0 0 0 0 0 0 0 
a1 a1 83 8" 0 0 a, aa ~ 
0 0 0 1 0 0 0 0 0 
0 0 0 0 I 0 0 0 0 
0 0 0 0 0 1 0 0 0 
b1 b2 b3 b4 bs b6 b, ba b9 
0 0 0 0 0 0 0 1 0 
C1 C2 C3 C4 0 0 C7 Ca C9 
I 0 d3 0 0 0 d7 0 d9 (S.28) 
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0 0 
C13 0 
0 0 
0 0 
0 
0 
0 
SG= 0 0 0 0 0 
0 1 C23 C24 C25 
0 0 0 0 0 
0 0 1 C45 
0 0 0 1 
0 0 0 1 C4s 
0 0 0 0 1 
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The general pattern should be clear: the off-diagonal blocks have zero's in the last row iff 
faere are more columns than rows, in fact in that case the last row ends with (number of 
columns) - (number of rows) zero's; the structure of the diagonal blocks is clear. 
Now suppose that (F', G', H') and (F", G", H") are two systems such that (F', G')8 == 
(F", G") for some S and such that (F', G') and (F", G") are both of the forms (5.28). 
One checks easily that then necessarily S = 10 • We have shown 
S.29 Proposition: Let" be the nice selection of example 5.18. Then for every • 
}: ==- (F, G, H) E W IC there is precisely one SE GL0 (IR) such that SFS-1 and SG have the 
fcnns (5.28). 
This means in particular (in view of the results of section 4 above) that if 
~ E W IC n L~~:P (IR), then the real numbers ai. ... , a4, a7 , ... , a9 , b 1 , ••• , b9 , Ci. ... , C4, 
c1, ... , c9, d1, d3 , d,, d9 can be calculated from f(:t) (or A0, ... , A20 _ 1). Of course these 
results hold quite generally for all nice selections ".We note that in general W /( is not an 
open subspace of L~m,p(IR). In fact W/(/GL0 {IR) is a linear subspace of UK/GL0 (1R) = 
IRmn+np ~ Y11.· In case K is the nice selection of example 5.18 the.codimerision of 
W.:/Gln {IR) in Uk/GLn {IR) is 12. {This number can immediately be read off from K; g3 
linearly dependent on g1, g2 causes 9 - 2 = 7 linear restrictions; Fg5 linearly dependent 
on &1. &2, &4, &s, Fg1, Fg2, F&4 causes 9 - 7 = 2 extra linear restrictions; F2 g1 linearly 
dependent on &i. g2 , g4, &s, Fg;, Fg2 , Fg4 causes 9 - 7 = 2 more linear restrictions; and 
finally F1g.i dependent on &1o g2 , g4 , g5 , Fg1 , Fg2 , Fg4 , F2g2 causes 9 - 8 = ~ more linear 
mtriction; 7 -t 2+2+1=12). 
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*5.30. Using the results above, it is now easy to prove that the 1< 1 (F, G), ... , Km•(F,G) 
are the only invariants of the feedback group- acting on L~.n (IA). Indeed, we have already 
shown that the Kj(F, G), i = 1, ... , m' are in\•ariants. 
Inversely, using first of all a transfo::mation of type (5.12) we can see to it that (F, GT) lw 
k1 ;;;.. k 2 > ... ~km, and then K 1 (F, G) = k1 , ... , Km·(F, G)::; km•, ki = 0 for i >m'. Then, 
using transformations of type (5.10) and (5.12), we can change (F, GT) into a pair (F', G) 
with F' and G' of the type- (5.25), (5.26). A final trarisformation of type (5.11) then 
changes F' into a matrix of type (5.25) with all stars equal to zero. The final pair (F", G") 
thus obtained depends only on the numbers K 1 (F, G), ... , K m·(F, G) . 
• 5.31 Feedback breaks all symmetry; We are now in a position to prove the result menti· 
oned in 1.6 that feedback splits the degenerate external description of systems. We shall 
certa.i.rtly have proved this if we have proved. 
5.32 Theorem: Let l: E L:;~~P(IR). Then I is completely determined by the input-out-
put maps f(:E(L)) for small L. More precisely let :E = (F, G, H) and Ai(L) = H(F + GL)1G 
for i = 0, l, ... , 2n -1. Then the entries of Ai(L) a.re differentiable functions of L, and 
F, G and H can be calculated from A0 , •. ., A2n-l and the numbers 
aAi(L) . . 
al I , i = 0, ... , 2n -1, J = 1, ... , m, k = l, ... , n. jk L=O 
Proof: Let"= ic(~). Recall that" can be calculated from A0, ••• ,Azn-1 (because :I; is 
co and er). Now assume that " is the nice selection of example 5.18. (This is sufficiently 
general, I hope, to make it clear that the theorem holds in general). Let :E' = (F', G', H') be 
the block companion canonical form of (F, G, H) (:!:' is obtained as follows: first calcu-
late any realization L 11 = (F", G", H") of A0 , ••• , A:ln-i. e.g. by means of the algorithm 
of 4.2 5 above and then put :E" in block companion canonical form as in 5.21 above) . 
• hen 
I ..,.S -I l: = .z.,-
for a certain SE GLn(IR), and it remains to calculate S. With this aim in mind we examine 
:I:(L) = (F + GL, G, H) and its block companion canonical form. Consider 
-I . 
l:(Lf = (S-1 FS + s-1GLS, s-1 G, HS) 
= (F' + G'LS, G', H'). 
Now assume that Lis of the fonn 
0 . 0 
lu . /29 
(5.33) L:: 0 0 
0 0 
0 0 
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fhen if F' lS of the form (S.28) we see that if S = (stj) 
!~· 1 0 0 0 0 0 0 0 a2 a3 14 0 0 a1 aa ll9 0 0 l 0 0 0 0 0 
0 0 0 0 0 0 0 0 
F' + G'I.S"' 0 0 0 0 0 0 0 0 
b~ b; I b; b~ b~ b~ b; b~ b; 
0 0 0 0 0 0 0 0 « 
C1 c, C3 C4 0 0 C7 c, C9 
d1 0 d3 0 0 0 d1 0 d., 
9 
·,;,'id1 b; == bi(L) =bi+ L /2JSji. i = 1, .... 9. Thus the block companion canonical fonn of 
j: I 
-1 ~(L) is aJ·"'-a}'i ~(L)5 if Lis of the form {S.33). Note that the number of the row which 
ras n•Hu.ero entries is determbed by K(l:); it is the smallest i for which~ is maximal; 
n0te alsu that if j is such that ki is maximal then the j-th vector of G' is always the 
( k1 ;. ... + ~ }.th standard basis vector (cf. just below {5.19). 
So to find S we proceed as follows. Calculate the block companion canonical forms of 
~(L) from A0 (l}, ... , A2n-l (L) for small L. (This can be done because for small enough 
L, l:(L) is still co). This gives us in particular the functions b1(L}. Then 
obi(L) 
Sji = a;;- !L = ~ . 
This determines S and gives us }; as }; = (};'ji. q.e.d. 
~ 
6 Description of L~ .. ~~P (IR)/GLn (IR). Invariants 
6.1 Local structure of L::~:P {IR). Let ex C l(n, m) be a nice selection. We recall that 
U0 "'{(F, G, H) E Lm,n,p(IR) I detR(F, G)n :#:OJ, that V n = {(F, G, H) E Lm,n,p {IR) I 
R(F, G)., =In} and that Ua/GLn(IR) ~Va ~IA nm+ 0 P, cf. section 3. 
For each x. E lR nm+ np let (F 0 {x), Ga: (x), Ha: (x)) E Va be the unique system correspon· 
ding to x according to the isomorphism of 3.7 above. 
6.2 The quotient manifold ~~.n.p(IR) = L~.n.p (IR)/GLn (IR). Now that we know what 
L\,iGLn {IR) looks like it is not difficult to describe L~ 0 P(IR)/GL0 (IR). Recall that the 
. er • • 
union of the Un for a nice covers Lm n P(IR)). We only need to figure out how the 
Va '."::' IRmn + nr should be glued cogethe~. This is not particularly difficult because if 
(F, G, H)5 = (F', G', ll') for some Sand {F, G, H) E Ua then S = R(F', G')aR(F, G)~1 . It 
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follows that the quotient space Mcmr n P (IR) = Lcr (IR)/Gln (IR) can be constructed as 
, • m,n,p 
follows. 
For each nice selection a let Va = IR mn + np and for each second nice selection /3 let 
V Ct.fJ = [x E Va I det R(Fa (x), Ga(x))p * O} . 
We define 
rpClfl : V ~ -+ V pa 
.by the formula 
( 6.3) </>Ct.fJ(x) = y Q R(F a (x), Ga (x))~ 1 R(F a (x), Ga (x)) = R(F p(y), Gp(y)) . 
Let M:.n.r(IR) be the topological space obtained by glueing together the Vo. by means 
of the isomorphisms <Po.P· 
Then if;~"·P (IR) = L~.n,p (IR)/GLn (IR). If we denote also with Ya the isomorphic 
unage of V 0 in M~,n.p (IR) then the quotient map 1T: L~.n.i; (IR )-M:.n,p(IR) car, L~ 
described as follows. For each ~ = (F, ~; H) E L~,n.p (IR), choose a nice selection a such 
that LE Uor. Then tr(1:) = x E Vo. C Mm,n,p(IR) where x is such that 
~ ::: (Fa (x), Go. (x), Hor (x)) with S = R {F, G);1 • 
6.4 Theorem: Af~,n.p (IA) is a differentiable manifold and 1T: r.,:,n,p(IR) 4 ifi:,n,p(IR) 
is a principal G L0 (IR) fibre bundle. 
For a proof, cf. [ 5]. 
6.S The quotient manifold M::~~P (IR) = L:,'~~P (IR)/GLn (IA). Let 
M~'.~:P (IR) = 1T(L::~~ p(IR)). Th:m M~~~~ {IA) is an open s:-_i~0manifold_of if~.n.p(IR) . 
• can be described as follows. For each nice selection a let V Q = { x E V Q l(F or (x). Ga (x), 
Ho. (x)) is completely observable}, and for each second nice selection fj let 
-co -co - -co -co , .co er VCt.fJ =Vo. () Vap. Then ipQ13 (Vap)_:C, VpQ and IVlm:n.p(IR) is the differentia~: m~old 
obtained by glueing together the V 0 by means of the isomorphisms </>ap : V l'X/J 4 ~. 
6.6 Memo, er (IR) as a submanifold of IR 2nmp. Let (F, G, H) E L~;:rp(IR). We associate 
,n,p ' ' to {F, G, H) the sequence of 2n p X m matrices (A0 , •• ., A2n_ 1) E IRlnrnp, where 
Ai = HFiG, i = 0, .. ,, 2n - 1. The results of section 4 above (realization theory) prove 
that this map is injective and prove that its image consists of those elements 
(A0 , .. ., A2n_ 1) E IA 2nmp such that rank Hn-I (A)= rank Hn (A)= n. We thus obtain M~;:·~r (IR) as a (nonsingular algebraic) smooth submanifold of IR 2 nrnp_ 
' ,p 
6.7 Invariants. By definition a smooth invariant for Gln (IR) acting on Lrn, n,p(IR) is a 
smooth function f: U - IR, defined on an open dense subset UC Lm,n,p(IR) such that 
f{L)= f(Ls) for all I:E U and SEGL0 (IR) such that I:5 EU. 
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~ow L:'::.rP(IR) is open and dense in Lm,n,p(IR). It no-:v follows ~rom_6.6 that ~very 
uwanant can be written as a smooth function of the entnes of the mvanant matnx valued 
functions A-O, .. ., Azn-1 on Lm,n,p (IR). 
7 On the (non) existence of canonical forms 
i .1 Canonical forms: Let L' be a GLn (lR)-invariant subspace of Lm,n, p (IR). A canonical 
form for GLn {IR) acting on L' is a mapping c: L'-+ L' such that the following tluee P~ 
perties hold .,;" 
1_7.2) c(I5) = c(1:) for all 1: EL', SE GLn(lR) 
(7 .3) for all ~ E L' there is an S. E GLn (IR) such that c (!:) = '1:.8 . 
17 AJ c (~) = c(!:') '* 3 SE GLn {IA) such that !:' = !:5 
(Sate that (7.4) is implied by (7 .3)). 
Thus a canonical form selects precisely one element out of each orbit of GLn (lR) acting 
on L'. We speak of a continuous canonical fonn if c is continuous. · 
Of course, there exist canonical forms on, say L::~:P (IR), e.g. the following one, 
c,: L co, er llR)-+ L co, er (lR) which is defined as follows: let !: EL corn 'ncrp (lR), calculate 
r:t,n,p · m,n,p • " 
q~) ;md let cK (!:) be the block companion canonical form of 1: as described in section 
s.:1 above. 
This canonical form is not continuous, however (, though still quite usef"ul, as we saw in 
section S.31). As we argued in 1.15 above, for some purposes it would be desirable to 
have a continuous canonical form (cf. also [2]). In this connection let us also remark that 
the Jordan canonical form for square matrices under similarity transformations (M-+ SMS-1) 
is also not continuous, and this causes a number of unpleasant numerical difficulties, cf. 
[16]. • 
-1< 
•7 .5 Continuous canonical forms and sections. Let L' be a GLn (IR )-invariant subspace 
of L~.n,p(IR). Let M' = rr(L'.) C ~%.n.p(IR) be the image of L' under t
1
he projection 1T 
(cf. 6.~ above). Now let c: L -+ L be a continuous canonical form on L . Then c (1;8 ) = 
c (I:) for all LE L' so that c factorizes through M' to define a continuous map s: M'-). L' 
such that c =so 1T. Because of (7 .3) we have 1T o c = 1T so that 1T = 11' o s o rr. Because 1T is 
:;.:rj.!ctive it follows that 11 o s = id, so that s is a continuous section of the (principal 
GLn (IR)J fibre bundle 11: L'-+ M'. Inversely let s: M'-). L' be a continuous section of 11'. 
Then s o TI: L'-+ L' i:> a continuous canonical form on L'. 
i .6 fNon) existence of global canonical forms. In this section we shall prove theorem 
Li 7 which says that there exists a continuous canonical form on all of L cr,ro (IR) if and 
nl .-
m,n,p 
o y tf m = l or p = I . 
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First suppose that m = 1. Then there is only one nice selection in l(n, m), viz. ((0, 1), 
(I. 1), .. ., (n - 1. 1)). We have already seen that there exists a continuous canonical form 
Co. : U0: -+ U0 for ail nice selections a. ( cf. 3.10). This proves the theorem for rn = 1. The 
case p = l is treated similarly ( cf. 3.11 ). It remains to prove that there is !lO continuous 
canonical form on L~:~:P (IR) if m ~ 2 and p ~ 2. To do this we ronstruct two families 
of hnear dynamical systems as follows for all a E IR, b E IR (We asswne n ~ 2; if n = 1 the 
examples must be modified somewhat). 
a 0 0 b 0 0 
-
1 0 0 1 0 0 
G1 (a)= 2 G2 (b) = 2 1 
B B 
2 2 
where B is some (constant) (n - 2) X (m - 2) matrix with coefficients in IR 
F,(a) = ( ~ 0 D=F,~) 2 
.o 0 
Y1 (a) 1 2 2 X1 (b) 1 2 2 
Y2(a) I 1 1 Xz(b) 1 1 
H1 (a)= 0 0 H2(b) = 0 0 
c c 
• 0 0 0 0 
where C is some (constant real (p - 2) X (n - 2) matrix. Here the continuous functions 
y 1 (a), y2 (a), x1 (b ), x2 (b) arc e.g. Yt (a)::: a for la I .;:;; 1, Yt (a)= a-1 for I a I > 1, 
y 2 (a) = exp(-a2), x 1 (b)=1 for I bi.;:;; 1, x1 (b) = b-2 for lb I;;, l,x2(b) = b-1 exp(-b-2 ) 
for b =t= 0, x 2 (O) = O. The precise fonn of these functions is not important. What is impor· 
tant is that they are continuous, that x 1 (b) = b-1 y i (b -i ), x2 {b):::: b -t Y2 (b-1) for all 
b =f. 0 and that y2 (a) =f. 0 for all a and x 1 (b) =f. 0 for all b. 
For all b * 0 let T(b) be the matrix 
(7.7) (~ 
T(b) = : 
0 
0 
1 
0 
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Let ~ 1 (a)= (F 1 (a), G1 (a), H1 (a)), :E1 (b)= (F2(b), G2(b), H2(b)). Then one easily ch~cks 
that 
1.7.8) ah= I ~ ! 1 (al(b) = 1:2 (b) · 
!\ote also that ~ 1 (a), 1:2 (b) E L::~~P (IR) for all a, b E IR; in fact 
('.'.9) ~ 1 (a) E Ua, o = ((0, 2), (1, 2),. .. , (n -1, 2)) for all a E IA 
(7.101 l:2 (b) E U/l,~ = ((0, 1),(1, 1), ... ,(n-1, l)) for all b E IA 
v.hi.:h proves the complete reachability. The complete observability is seen similarly .• 
\c"W suppose that c is a continuous :_anonic~ form ~n L~:~~P (IA). Let c(l: 1 (a)) = 1 
IF i( a). G 1 (a), Hi(a}), c(!:1 (b )J = ( F2 (b ), G2 (b), H2 (b)). Let S(~) be such that 
;:t ~ 1 (a)1 = :E 1 (aJSia• and iet S(b) be such that c(:E2 (b)) = :E2 (b)S(b). 
ii follows from (7 .9) and (7.10) that 
S(a} = R(F 1 (a), G1 (a))a R(F 1 (a), G1 (a));' 
(-.il) S(b) = R(F2(bl.G2(b))/l R{F1(b),G2(b))i1 • 
Consequently S(a) and S(b) are (unique and are) continuous functions of a and b. 
\ow take a= b = 1. Then ab = l and T(b) = 10 so that (cf(7.7), (7.8) and (7.11)) 
Stl) = S{l). It follows from this and the continuity of S(a) and S(b) that we must have 
'1.12) sign(detS(a)) = sign(det S(b)) for all a, b E IA . 
~w take a = b = - 1. Then ab = 1 and we have, using (7 .8), 
~i(- l)cS(-l)T(-1)) = (~t (- l)TH>fC-1) 
= ~1 (-1)5<-1> = c(l;1 (- 1)) 
"' c(I:, (- 1)) = 2; 1 (- l)S(-l) . 
It follows that S(- I)= S(- l)T(-1), and hence by (7 .7), that 
det(S(-1)):: - det(S(-1)) 
which contradicts (7.12). This proves that there does not exists a continuous canonical 
ionn on L::~~P (IR) if m ;;;i. 2 and p ;> 2. 
*7.13 Acknowl~gement and remarks. By choosing the matrices Band C in G1 (a), 
G ~ tb), H 1 (a), H1 (b} judiciously we can also ensure that rank (G 1 (a)= m =rank G2 (b) 
if m < n and rankH 1 (a)= p = rankH1 (b) if p < n . 
. \>we have seen in 7.5 above there exists a continuous canonical form on T oo,cr (IR) if 
"-rn • n. P 
and orJy if the prinicpal GLn (IR) fibre bundle rr: L::~~P(IR) _,. M:,'~~p(IR) admits a 
section. This, in turn is the case if and only if this bundle is trivial. The example 011 which 
tr,e proof in 7 .6 above is base<l is preciseiy the same example we used in [ 5] lo prove that 
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the fibre bundle rr is in fact nontrivial if p > 2 and m > 2, and from this point of view 
the example appears somewhat less "ad hoe" than in the present setting. The idea of 
using the example to prove nonex.istence as done above is due to R. E. Kalman. 
8 On the geometry of M~0:~:P (IR). Holes and (partial) compactifications 
As we have seen in the introduction (cf. 1.19) the differentiable manifold ~,er (IR) is m,n,p 
full of ho1es, a sit1.iation which is undesirable in certain situations. In this section we prove 
~eorems l.22 and 1.23 but.for the sake of simplicity, only in the case rn =I and p = I.1) 
8.1 An addendum to realization theory. Let T(s)::: d(s)-1 b(s) be a rational function, with 
d~gree d(s)"' n >degree b(s). Then we know by 4.27 that there is a one input, one output 
system l: with transfer function T :i; (s). We claim that we can see to it that dim(~)..;; n. 
lndeed if 
T,;(s) = a0 s-1 + a1s-2 + als-3 + ..• 
then, if d(s)::;; sn - dn_ 1sn-I -d1s-d0, we have 
for all i > 0. It follows that if A = (a0 , a1 , a2 , ... ), then rank Hr(A) =rank Hn-1 (A) for 
all r > n -1. But Hn-I (A) is an n X n matrix and hence rankHr(A) ~ n for all s, which 
by section 4 means that there is a realization of A (or T(s)) of dimension<; n. 
It follows that a er and co system !: of dimension n has a transfer function T :i:(s) ::: 
d(s)-1 b(s) with degree (d(s)) =- n and no common factors in d{s) and b(s), and inversely 
if T(s) = d(s)- 1 b(s), degree b(s) < n =degree (d(s)), and b(s) and d(s) have no conunon 
factors, then all n-dimensional realizations of T(s) are co and er . 
• Jdeed if d(s) and b(s) have a common factor, then TI: (s) = d'(s)-1 b'(s) with degree 
(d'(s)) ~ n - I and it follows as above that rank Hr(A)...:; n - I so that 1: iS not er and co. 
Inversely if 1: is not cr and co there is a !:' of dimension ~ n - 1 which also realizes A so 
that T(s) = T :i:'(s) = h'(sl - FY1 g' = det (sI - F'r1 B(s) = d'(s)-1 B (s) with degree 
(d'(s)) 'n - l. 
*8.2. There is a more input, more output version of 8.1. But it is not perhaps the most 
obvious possibility. E.g. the lowest diniemional realization of s _, (~ ~} has dimension 2. 
The right generalization 1s: Let T(s) = D(sf1 N(s), where D(s) and N(s) are as in the theo-
rem rnenticned in section 5.9. Then there is a co and er realization of T(s) of dimension 
. degree (det (D(s)). 
1) Added in proof. For the analogous results in the multivariahlc case and a more careful. easier and 
more detailed treatment cf M. HJzewinkcl. "Families of systems: degeneration phenomena", 
Report 7918. Econcmetrie Inst., Erasmus Univ. Rotterdam. 
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d dn-1 
8.3 Theorem: Let D = a0 + a1 dt + •.. +an-I dtn-1' ai E IR be a differential operator of 
order~ n - 1. Then there exists a family of systems (~Jz C L~~~~ (IR) such that the 
f(~z.) converge to Din the sense of definition 1.20. 
To prove this t>ieorem we need to do o:ome exercises concerning differentiation, deter-
minants ll:ld partial integration. They are 
( 8.4) Let k E Z, k > - 1 an~ 1~1 !n, k be the n X n matrix with (i, j)-th entry equal to the 
binomial coefficient <:: ~ + 1 ). Then det (Bn,0 = 1 . 
d\i(t) 
(8.5) Let u(il (t) = - 1-. • Then dt 
t J zne-z(t-T)u(r)dr = 
0 
= zn- 1u(t) + ... + (- l)n-lu(n-I\t) + O(z-1 ) 
if supp lU) c (0, oo). where 0 is the Landau symbol. 
di</>(r) . 
(8.6) Let 9(r) = (t - rru(r), 4>( 1)(-r) = dT. Then t1>< 1>(t) = 0 for i < m and 
~/ i)(t) ;;: (- tri (i -1) ... (i - m + 1 )u<1- m)(t) if i > m. 
And finally, combining (8.5) and (8.6), 
• 
t 
(3.7) J e-z(t-T)zn(t - r)mu(r)dr = (- l)mm! f (-1)1+ 1zn-i(:01) u(l-l-m\t) + O(z-1). 
o l=m+l 
8.8 Proof of theorem 8.3: We consider the following family of n dimensional systems 
(with om output and one input), 
z 
-z 
0 
0 
,h1 =(0, ... ,0, Xm, ... , X1) 
where the x1 •... , Xm, m ~ n, are some still to be detennined real numbers. One calculates 
I· s2 z2 (sz)n - l sz ---2! (n-:I)! 
esf: = \1 s2z2 2! 1 Sl. 0 1 
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Hence 
. m 
hze(t-r)fzgz = L xizm+l(i!r1(t-r)ie-z(t-r) 
i = 1 
and, using (8.7), 
• 
t m m+I . . ·-1 +· Jhze(t-r)Fzgzu(r)dr=i~l (i!flxij=~l (-J)1(i!){-IY+1 e i ) Zm 1-j 
0 . 
uO-i-l)(t) + O(z-1) 
m-1 
= L (-1r-1+1z'(i: xi(m+i~/-1) u(m-1-1)(t)+0(1 
/=O I = 1 
(( m + i-1- 1) ) th h Now, by (8.4) we know that det i ~/ = l, so. at we can c oose x" ... , Xm 
in such a way that 
I J hze(t-r)Fzgzu(r) dr =am - 1 u<m-l)(t) + O(z-1) 
0 
where am - l is any pregiven real number. 
dm-1 
It follows that litn f(kz) = am - 1 d m _ 1 Z-+"' t 
I~t L2 (i) = (Fz(i),g2 (i), hz(i)), i = 0, .. ,, n-1 be systems constructed as above wilh limi· 
I. input/output operator equal to ai ~- Now consider the n2 -dimensfonal systems l:, dt nedby 
0 
0 
TI1en clearly 2~m.J~tJ = D. Let T~I) (s) be the transfer function of )_; ~ (i). ·na· 11 f nr en· 
tain polynomials B~•) (s) we have 
(8.9) T~i) (s) = d2 (st1 B~i\s), with d2 (s) independent of i 
The trJnsfer function of ~z is clearly equal to 
n-J n -I 
(8.!Q) Tz(s} = ~ ~i)(s) = dz(sr 1 B2 (s), Bz{s) = L B~l)(s) 
l=O 1,," 
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Bv 8.1 it follows from (8.10) that T2 (s) can also be realized by an n-dimensional system, 
~-:. Then also lim f(k~) = D. Finally we can change k~ slightly to :E2 for all z to find 
.. z.-+ co 
a I·,,mily c~ ) c Leo, er (IR) such that fun f(:EJ =D. This proves the theorem. w "'"'Z Z l,n,l z-+oo 
8.11 Corollary: Let :r' be a system of dimension i and let D be a differential operator 
of order n - i -1 (where order (0) = -1). Then there exists a family (:E 2) 2 C L~~~~ (IR) 
such that lim f(:EJ = D + f(t') z-- • 
Proof' Let -:E~' = (F~, g~, h~) be a family in L 1• n-i, 1 (IR) such that ~_/(~~)=D. . .· 
Let ~· = (F', g, h'). Let iz be then-dimensional system defined by the triple of matrices 
~ ( F~' F = 
I Q ~,) 
1 
&z = (::), hz = (h~, h') · 
/\ I /\ 
Then lim f(:E 2) = D + f(:I: ). Now perturb ~z slightly for each z to ~z. to find a comple-
telv r.:za-:;}l~b;e and completely observable family (:EJ2 such that llin f p:J = D + f (:E'). 
J Z-t- oo 
8.12 Theorem: Let (:EJ2 C L1 , n, I {IR) be a family of systems which converges in input-
output behaviour in the sense of definition 1.20. Then there exist a system :E' and a 
differential operator D such that dim (:E') + ord (D) < n -1 and lim f(:E~ = f(:E') + D 
z-+oo 
Proof: Consider the relation 
Yz(t) = f(:EJu(t) 
f~r smooth input functions u(t). Let (i(s) and y2 (s) be the Laplace transforms of u(t~ 
a .. d y1 (t). Then we have ·~ 
Yz(s) = Tz(s)ll(s), 
where T z (s) is the transferfunction of !:z. Because the f(l:J converge as z-+ oo (in the 
sense of definition 1.20), and because the. Laplace transform is continuous, it follows that 
there is a rational function T(s) == d(s)-1 b(s) with degree d(s) 'n, degree b(s) ~ n - 1 
such that. 
1im T2 (s) = T(s) 
z-+oe 
pointwise in s for all but finitely many s. Write 
T(s)::: eo + e1s + ... + en-·i-1Sn-i-1 + ::~:~ 
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with degree d'(s) = i, degree (b'(s))<i. Let 2:' be a system of dimension :i>;;i v.ithtransfer 
function eaual to d'(sf1 b'(s) and let D be the differential operator 
d • dn-i-1 
e0 + e 1 di + ... + e0 -i- l dtn-i- i · The Laplace transform of the relation 
y(t) = f(l::')u(t) + Du(t) 
for smooth input functions u(t), is 
• y(s) = T(s)li(s) . 
Because the Laplace transfonn is injective (on smooth functions) it follows that 
lim f(l::J = f(l::') +D. 
z ..... 
"'8.13 Remarks on compacti.fication, desingularization. symmetry breaking, etc. There 
are more mput, more output versions of theorems 8.3 and 8.12. To prove them it is 
more convenie!lt to use another technique which is based on a continuity property of 
the inverse Laplace transform for certain sequences of functions. (The inverse Laplace 
transform is certainly not continuous in general; also it is perfectly por.sible to have a 
sequence of systems kz such that their transfer functions T z (s) converge for z-+ 00, but 
such that the f(l: 2) do not converge, e.g. T z (s) = z(z - sr1 ). 
Let l: be a co and er system of dimension n with one input and one output. Let T(s) 
b 0 _ 1s"-1 + ... +b 1s+bo b(s) 
T(s)= n n-J =d(s) 
s + dn - ls + . . . + d 1 s + d0 
be the transfer function of :E. Assign to T(s) the_point 
• (bo: ... : bn-1 : do: ... : dn-1: 1) E IP2"(1R), 
real projective space of dimension 2n. This defines an embedding of M~~~; (IR) into 
IP2"(1R). The image is obviously dense so that IP2" {IR) is a smooth compactification of 
Mco,cr (IR). 1,n,l 
Let M1,n,I (IR) be the subspace of IP2n(IR) consisting of those points 
(xo: ... : Xn-l: Yo: y 1 : ... : y0)EIP2n(IR) forwhichatleastone Yi·i=O, ... ,n isdiffe· 
rent from zero. For these points 
Xo + X1S + ... + Xn-1Sn-l 
Yo + Yt s + · .. + YnS" 
has meaning and this rational function is then the transfer function of a generalized linear 
dynamical system: 
(8.1 4) X. = Fx + Gu 
y=Hx+Du 
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11 twe Dis a differential operator. (The points in IP 2"(1R) \ M1,n, t correspond to 
.. ,..,stems" which tend to give infinite outputs for finite inputs; they are interpretable, howe-
ve~. in tenns of correspondences y(t) i-+ u(t)). 
rurtner let Mi,n,I• consist of those (x0 : •.• : Xn-t : Yo: ... : yJ for which if Yi= 0 for 
, > r. then also xi _ 1 = O for i > r. For these points the D in (8.14) is zero and th~se points 
tin .. ,\ ie!d transier funct·ons of systems of dimension ..;;; n. /\(But many points in M1. n, 1 
r.ave .the same transfer functions). Assigning to a point in M1,n.1 the first 2n + 1 roeffi-
c1ents of 
n-1 
Xo + X.tS + ... + Xn-1S -1 -2 -3 
......;...--'------"-- = aos + a1s + a2s + ... 
Yo+Y1S+ ... +yns • we find the following situation 
Bm H is an embedding and its image is the subspace of all sequences A = {a.o, ... , a10 ) /\ 
s:i:h th.lt r:rnk H0 _1 (A)= rank Hn (A) = n. The image of H is the space of all sequences 
A sud1 th31 r:mk H n (A) = rank Hi- t (A) = i for some i ~ n. This is a singular sub manifold 
of IR20 + 1 and H is a resolution of singularities. 
The points of (~1 1 • n, 1 \ M~0~ c~) correspond to transfer functions of lower dimensional 1 
' co er ~D and er systems. If a sequence x1 EM 1, ~. 1 converges to such a point, the internal sym· 
metry group GLn (IR) of Xz suddenly contracts to some GLm {IR) C GLn (IR) with 
m<n. 
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