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Scientific abstract
In this thesis we study partition functions of supersymmetric gauge theories on compact back-
grounds in various dimensions, with particular focus on infinite dimensional symmetry algebras
encoded in these observables.
The compact space partition functions of the considered theories can be decomposed into
products of holomorphic blocks which are identified with partition functions on elementary
geometries. Partition functions on di erent compact spaces can be obtained by fusing the holo-
morphic blocks with pairings reflecting the geometric decomposition of the backgrounds.
An example of this phenomenon is given by the S4 partition function of 4d N = 2 theories, which
can be written as an integral of two copies of the R4 Nekrasov partition function. Remarkably,
the AGT correspondence identifies the S4 partition function of class S theories with Liouville
CFT correlators. The perturbative integrand is identified with the product of CFT 3-point
functions, while each copy of the non-perturbative instanton partition function is identified with
conformal blocks of the Virasoro algebra.
In this work we define a class of q-deformed CFT correlators, where chiral blocks are controlled
by the q-Virasoro algebra and are identified with R4 ◊ S1 instanton partition functions. We
derive the 3-point functions for two di erent q-deformed CFTs, and we show that non-chiral
correlators can be identified with S5 and S4 ◊ S1 partition functions of certain 5d N = 1
theories. Moreover, particular degenerate correlators are mapped to S3 and S2 ◊ S1 partition
functions of 3d N = 2 theories. This fits the interpretation of the 3d theories as codimension
two defects.
We also study 4d N = 1 theories on T 2 fibrations over S2. We prove that when anomalies are
canceled, the compact space partition functions can be expressed through holomorphic blocks
associated to R2◊T 2. We argue that for particular theories these objects descend from R4◊T 2
partition functions, which we identify with the chiral blocks of an elliptically deformed Virasoro
algebra.
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Introduction
Quantum field theory (QFT) plays a prominent role in many branches of physics, from con-
densed matter to high energy physics, as well as finding profound applications in mathematics.
For instance, Chern-Simons (CS) theory has relevant applications to the study of the topology
of 3-manifolds and knot theory [1]. The Standard Model of particle physics, our current mi-
croscopic understanding of Nature at short distances, is described by a special class of QFTs
called Yang-Mills (YM) theories, in which interactions amongst elementary particles (bosons
and fermions) are mediated by gauge vector fields. General Relativity, the description of gravity
at long distances, can be thought of as a classical gauge field theory. The classical physics of
gravity, gauge and matter fields is described by the mathematics of vector bundles over (pseudo)
Riemannian manifolds. Even though a satisfactory quantum description of General Relativity is
still lacking, well below the Planck scale gravity can be introduced as a rigid background upon
which the dynamics of QFTs takes place. The major candidate to date to successfully unify
quantum particle physics and gravity is string theory, which has had a significant impact on
modern mathematics, from algebraic to enumerative geometry.
One of the greatest experimental successes of the Standard Model was the simple explanation
of the mysterious Bjorken scaling through asymptotic freedom of non-Abelian YM theories [2],
which become free at high energies (UV). Part of the success of YM theories is due to their
renormalizability, implying that they have remarkable predictive power as long as su ciently
weakly coupled. However, very interesting low energy (IR) phenomena, such as quark confine-
ment, occur in the strong coupling regime in which perturbative techniques are not reliable.
Therefore, one of the most challenging goals of modern theoretical physics is to develop new
methods to quantitatively access the complicated dynamics of strongly coupled gauge theories.
As always in physics, the first step towards a clear understanding of an arbitrary complicated
1
2phenomenon is building a model capable of explaining the most relevant features which may
serve as a basis for further refinements. For instance, the exactly solvable Schro¨dinger model of
the hydrogen atom allows us to qualitatively understand the physics of heavier atoms or small
molecules, which can be quantitatively studied by enriching that simpler system.
The hydrogen atom is solvable because its rotational symmetry is powerful enough to largely
reduce the complexity of the problem. When studying complicated QFTs describing the real
world, we can therefore reverse the logic and ask what symmetries can be added to simplify the
model while retaining its ability to describe interesting aspects of a given phenomenon.
For instance, conformal field theories (CFTs) successfully describe a variety of phenomena, such
as statistical systems near their critical points, or fixed points of the renormalization group flow.
Moreover, exploiting the symmetries of physical systems, many condensed matter, fluid dynamics
or statistical problems can be e ciently described by low dimensional models. As an example,
all stationary problems can be described in 3d. Remarkably, in 2d the conformal group gives
rise to an infinite dimensional algebra, whose central extension is known as the Virasoro algebra.
Systems exhibiting an infinite dimensional symmetry algebra are usually exactly solvable, mainly
due to the tight constraints imposed by the huge symmetry on their dynamics. Loosely speaking,
we will refer to an exactly solvable model as integrable. Virasoro systems are an example. In
these models, the Virasoro algebra completely determines a huge part of the CFT correlators: the
conformal blocks. Other constraints arise from the holomorphic/anti-holomorphic factorization
of physical correlators and from modular invariance.
Motivated by the possible unification of space-time and internal symmetries, physicists intro-
duced supersymmetry in QFT, a completely di erent kind of symmetry exchanging bosons and
fermions. Although supersymmetry has not yet been observed in particle accelerators, super-
symmetric gauge theories represent very interesting models which retain much of the non-trivial
phenomenology of physically realized QFT, such as confinement, monopole condensation and
chiral symmetry breaking. Because of the special pairing between boson and fermions, super-
symmetric theories are also less a ected by the notorious divergences in QFT. In fact, there
are observables protected by supersymmetry (BPS) which can be exactly computed in perturb-
ation theory. Generally, the higher the degree of supersymmetry (labeled by a number N ),
the more constraints on the gauge dynamics, and hence the greater the chance of solving the
theory. The better behavior of supersymmetric gauge theories, which nevertheless have a rich
dynamics, opens up the possibility of achieving exact results in the description of the elusive
strongly coupled dynamics of gauge theories and discovering new phenomena, such as surprising
dualities between completely di erent theories. One of the most famous examples of such dual-
ities is the AdS5/CFT4 correspondence discovered by Maldacena [3], relating IIB string theory
3in 5d anti-de Sitter space to N = 4 supersymmetric YM (SYM) on its conformal boundary.
This duality is very useful for studying strongly coupled gauge dynamics. In fact, the weak
coupling regime in string theory (in which perturbation theory is reliable) corresponds to the
strong coupling regime in gauge theory. It has been known since the work of ’t Hooft [4] that
gauge theories exhibit a 2d world-sheet-like behavior at large N , the AdS/CFT correspondence
being a concrete realization of this phenomenon in a supersymmetric setup. However, while
the weak/strong coupling nature of the duality represents its power, it makes it di cult to per-
form quantitative tests because of its non-perturbative origin. It is remarkable that such tests
have been successfully performed by using integrability techniques born in completely di erent
fields, with a crucial role being played by the discovery of hidden infinite dimensional symmetry
algebras [5].
Another major breakthrough in the understanding of non-perturbative gauge physics was the
solution of the IR dynamics of 4d N = 2 theories given by Seiberg and Witten (SW) [6,7]. This
class of theories is so highly constrained by supersymmetry that the low energy dynamics can
be entirely encoded in a holomorphic function, called the prepotential. This function represents
the quantum e ective action on the Coulomb branch of the theory, and can be used to compute,
among other things, the e ective gauge coupling constant and the spectrum of BPS particles.
One of the main lessons of the SW analysis is that there is no description in terms of elementary
fields which is valid throughout the parameter space of the theory: there are patches in the
moduli space adapted to di erent elementary degrees of freedom. This is a concrete example
of the old electric-magnetic duality of Olive and Montonen [8], and it is realized in SW theory
as SL(2,Z) transformations acting on the e ective coupling constant and the charges of the
BPS states. While the prepotential can be perturbatively computed in each patch, Seiberg and
Witten managed to determine the global structure of the quantum moduli space by introducing
an auxiliary family of elliptic curves with a choice of meromorphic di erential: in this language,
the local Coulomb branch coordinate and the derivatives of the prepotential are period integrals
of the SW di erential along the cycles of the SW curve, and the SL(2,Z) duality group is simply
understood as the mapping class group of the auxiliary torus.
It was soon realized that the SW geometry and the solvability of the IR dynamics of the su-
persymmetric gauge theory were governed by a classical integrable Hitchin system [9]. In this
language, the SW curve is the spectral curve of the associated integrable system, the SW di er-
ential the canonical 1-form on the phase space, the period integrals the action/angle variables
and the prepotential the tau function. Therefore, much of the IR dynamics of 4d N = 2 theories
can be analyzed in the context of integrable systems, borrowing the techniques developed in
that field. On the other hand, although powerful, this approach somehow obscures the physical
4meaning of the SW solution.
A more direct approach for extracting the gauge theory prepotential comes from the path integ-
ral formulation of the quantum theory, namely through the evaluation of its partition function.
In general, the dominant contributions to the QFT path integral come from the minima of the
action, which in a YM theory are instanton configurations of the gauge connection. However,
even when a description of the instanton moduli space is available through the ADHM construc-
tion [10], evaluating the instanton measure is extremely di cult. Moreover, there is no reason
for the instanton configurations to represent the only contributions. A breakthrough in this
program occurred when Nekrasov [11], building on his previous work with Losev, Moore and
Shatashvili [12–15] and the topological field theory results of Donaldson and Witten [16, 17],
realized that in the supersymmetric case the existence of fermionic symmetries can be exploited
to dramatically simplify the path integral: this is the method of supersymmetric localization.
The key point is to identify a selected fermionic symmetry with an equivariant di erential acting
on the field manifold, and apply the powerful mathematical theory of equivariant localization
and the fixed-point formulas developed by Berline, Vergne, Duistermaat, Heckman, Atiyah and
Bott [18–20]. However, in order to consistently apply the equivariant localization procedure, the
manifold should be compact, which is not the case for the instanton moduli space. This is in
part due to the non-compactness of the flat space-time manifold (R4) which allows instantons to
escape to infinity, causing IR divergences in the partition function. Nekrasov’s brilliant idea was
to refine the computation by working equivariantly with respect to the SO(4) symmetry of R4.
In physical language, the two Cartan generators of SO(4) can be used to deform the original
theory by turning on a gravitational background which e ectively compactify the space: this
is the celebrated  -background. With this construction, Nekrasov was able to exactly compute
the instanton partition function of the deformed theory, and successfully recover the SW pre-
potential in the undeformed limit. In addition, the deformed Nekrasov solution contains even
more information. It was shown that the  -background provides a quantization of the classical
integrable system appearing in SW theory [21], while the Nekrasov partition function computes
(refined) topological string amplitudes [22] in the field theory limit.
Inspired by the results of Nekrasov, Pestun considered 4d N = 2 SYM on the 4-sphere (S4) [23],
and showed how to localize the partition function onto a finite dimensional matrix model and
exactly compute BPS observables such as Wilson loops. As N = 4 SYM is a special type of
N = 2 theory, the exact computation of supersymmetric Wilson loops allowed him to verify a
previous Gaussian matrix model conjecture by Erickson, Semeno , Zarembo [24] and Drukker,
Gross [25] in the context of the AdS/CFT correspondence. Pestun’s remarkable result is that
the S4 partition function (Z) can be reduced to an integral over the Coulomb branch of the
5modulus squared of the 4d Nekrasov partition function (ZR4)
ZS4 =
⁄
ZR4ZR4 .
One of the main di erences from Nekrasov’s setup is that the compact space naturally provides
an IR regulator, which need not to be introduced by hand, and avoids subtleties with boundary
conditions. Even though the precise computation requires sophisticated mathematical tech-
niques from equivariant cohomology and index theory, the result has a simple explanation:
instanton and anti-instanton contributions are localized at the North and South poles of S4 re-
spectively, where the theory is e ectively placed on R4 with the  -deformation due to curvature
e ects. Pestun’s construction represents a cornerstone that has paved the way for a plethora
of exact results in supersymmetric gauge theories on compact spaces, in various dimensions
and geometries. These results were successfully used to test non-perturbative dualities which
have been conjectured for a long time, such as Seiberg dualities [26], the M-theory/ABJM cor-
respondence [27], large N behavior [28] and global symmetry enhancement [29]. Curiously, in
many cases the checks of these non-trivial physical dualities reduce to sophisticated mathem-
atical properties satisfied by the special functions expressing the physical observables. On the
other hand, the mathematics of special functions has helped in understanding non-obvious prop-
erties of supersymmetric gauge theories. Moreover, as most of the non-perturbative features of
supersymmetric gauge theories find a natural stringy explanation through geometric engineer-
ing [30, 31] and brane constructions [32–34], the recent progress in supersymmetric QFT sheds
new light also on string theory.
Further impressive progress in the study of non-perturbative gauge dynamics came from Gai-
otto’s construction of a wide class of 4d N = 2 AN≠1 theories exhibiting generalized S-duality,
hence called class S [35]. While these theories are generically non-Lagrangian, they can be
completely defined in terms of a Riemann surface (Cg,n) of genus g with n punctures of di erent
types. The SW curve of the theory labeled by Cg,n is nothing but an N -sheet cover of the
latter. As in SW theory, the main point of Gaiotto’s construction is that a class S theory does
not possess a description in terms of elementary degrees of freedom which is valid throughout
the parameter space, rather there are S-duality frames in which a weakly coupled description
may arise. Generalized S-duality transformations translate into the mapping class group of
the Riemann surface. The region of the parameter space in which a weak coupling description
may arise corresponds to the Riemann surface developing long thin tubes, namely to a pants
decomposition of Cg,n. In fact, reversing the logic, class S theories can be defined in terms of
an elementary building block, the trinion theory (TN ) associated with the 3-punctured sphere,
and gluing rules. A great simplification occurs in the A1 case, in which class S theories can be
6identified with (generalized) SU(2) quiver gauge theories. As an application of Pestun’s results,
Alday, Gaiotto and Tachikawa (AGT) [36] considered the S4 partition function of A1 theories,
making the important discovery that it is exactly equal to the n-point correlator in Liouville
field theory on Cg,n
ZS4 [Cg,n] = È
nŸ
i=1
Vi(xi) ÍCg,n ,
which is the prototypical example of non-rational 2d CFT. This is the celebrated AGT corres-
pondence. The extension to AN≠1 class S theories was obtained by Wyllard [37], and the dual
2d CFT is given by Toda, the higher rank version of Liouville.
One of the most evident consequences of the AGT relation is the identification of the 4d Nekrasov
instanton partition function, computed via localization on R4, with the conformal blocks of the
Virasoro algebra, computed in the 2d CFT by means of completely di erent methods. We will
refer to this identification as the weak AGT correspondence, as opposed to the strong AGT
correspondence which identifies a physical (i.e. non-chiral) correlator with a compact space
partition function.
The AGT correspondence can be used as a powerful tool to study gauge dynamics and 2d
CFT. Gauge theories have interesting observables which are di cult to analyze also in the
supersymmetric context, for example defect operators. The electric Wilson lines are perhaps
the most famous objects of this type as they contain the whole gauge invariant information of
YM theories. The magnetic ’t Hooft lines are disorder operators creating singularities of the
gauge field. More general defects are ’t Hooft-Wilson lines, surface or wall operators [38, 39].
Underestimated for a long time, higher dimensional probes have recently attracted a renovated
interest because they capture much information about the bulk theory. As an example, Gaiotto,
Rastelli and Razamat showed that the index of class S theories can be reconstructed from the
action of BPS surface operators [40]. Unfortunately, these objects are usually non-perturbative,
and hence their study is quite complicated. Remarkably, the AGT correspondence allows line,
surface and wall operators to be studied in the dual Liouville theory [41,42], where it was shown
that line and surface operators can be understood in terms of CFT loop operators and Verlinde
algebra, while duality walls can be interpreted as CFT modular kernels [43]. The well developed
2d CFT methods are therefore e ective in translating a di cult problem into a simpler one. On
the other hand, the 2d CFT can be conveniently studied by using the gauge theory results, such
as the Nekrasov expansion of conformal blocks.
The AGT correspondence has inspired a plethora of related works. For instance, Gadde, Pomoni,
Rastelli and Razamat showed that class S theories on S3 ◊ S1 also give rise to an AGT-like
relation [44], where Liouville theory is replaced by a 2d topological quantum field theory, ax-
7iomatically defined using the gauge theory data. Similarly, Dimofte, Gaiotto and Gukov found
a 3d-3d correspondence [45–47] between 3d partition functions of class R theories [45, 47] and
complex CS on the 3-manifolds labeling the theories. A complete mapping was also found
between the S2 partition function of 2d N = (2, 2) theories and Liouville/Toda correlators with
degenerate insertions [48]. This is in fact a direct consequence of the AGT dictionary identifying
surface defects with particular 2d CFT operators.
It is then natural to ask whether an AGT-like correspondence can be found in higher dimensions
as well. This question was first posed by Awata and Yamada [49], who indeed gave evidence for a
5d AGT relation. This topic has been extensively developed from di erent perspectives (matrix
models, topological strings, orthogonal polynomials), eventually leading to a weak 5d AGT
correspondence identifying the R4 ◊ S1 Nekrasov instanton partition function with the chiral
blocks of the q-Virasoro algebra introduced earlier by Awata, Kubo, Odake and Shiraishi [50].
The q-deformation parameter appearing in the deformed algebra can be mapped to the size of
the extra compact dimension of the gauge theory background.
The AGT paradigm is not limited to the study of 4d and 5d gauge dynamics, but it also has
far reaching consequences for understanding the more elusive 6d physics, which is believed to
be behind many non-trivial 4d phenomena. Actually, the entire Gaiotto’s construction of class
S theories can be understood in a higher dimensional setup: each theory in this class can be
though of as arising from a (twisted) compactification of the 6d N = (2, 0) theory (or the theory
of multiple M5-branes) on Cg,n. Since one of the biggest obstacles in the study of the (2, 0)
theory is the lack of a Lagrangian description, the AGT framework opens up the possibility of
exploiting 2d CFT-like methods to circumvent this issue. Progress in this direction has recently
been made by Beem, Rastelli and van Rees [51], who discovered a 2d chiral algebra structure in
a protected sector of the (2, 0) theory.
Another approach which has been successfully considered to understand part of the 6d dynamics
is through the study of 5d supersymmetric gauge theories. Largely ignored for some time due
to their non-renormalizability, Seiberg showed that interesting 5d theories can arise in the IR
as deformations of non-trivial UV fixed points of the renormalization group [29]. Remarkably,
many 6d states are visible in the 5d physics. For instance, 5d instantons can be though of as
Kaluza-Klein (KK) modes coming from a 6d circle compactification [52, 53], with the 5d YM
coupling constant identified with the radius of the compact dimension. The fact that there
exist 5d e ective theories coming from well defined UV fixed points of 6d nature allows us to
ask whether it is possible to compute observables in the much better understood 5d theory and
interpret the results in the 6d UV completion. In fact, using localization techniques, it was
argued that the famous N3 scaling at large N of the degrees of freedom of the (2, 0) theory can
8be exactly reproduced in the 5d setup [54–56].
Given the relevance of 5d supersymmetric gauge theories, it seems important to look for a
strong 5d AGT relation characterizing 5d theories from another complementary perspective,
hoping that certain questions which are hard to deal with on the side of the 5d gauge theory
can be more easily studied in a dual CFT-like theory. The main goal of this work is to show
how it is possible to realize this program. We provide a complete dictionary between certain
5d N = 1 gauge theories and well-defined QFTs whose underlying symmetry algebra is given
by (commuting copies of) the q-Virasoro algebra [57, 58]. We hope our construction will help
in developing new tools which will be useful in gaining new insights into both sides of the
correspondence.
To the best of our knowledge, this type of theories has not been considered before, and we will
refer to this novel class as q-CFT for short. As in ordinary 2d CFTs, where the Virasoro algebra
does not fully characterize the theory, we expect the q-Virasoro algebra alone not to be enough
to completely determine a q-CFT. In 2d CFTs, chiral correlators are multi-valued objects which
need to be paired in a holomorphic/anti-holomorphic fashion to give rise to monodromy invariant
observables. Moreover, the associativity of the operator algebra imposes tight constraints on
physical correlators (modular invariance), representing indeed the main dynamical principle in
the axiomatic approach. We are thus led to study how much of the rich 2d CFT structure
can be consistently q-deformed, and we find that an important subset has indeed a natural q-
deformation, which will be enough for our purposes. In fact, one of our main investigation tools
is a q-deformation of the conformal bootstrap method [59], which we develop.
Since the original AGT relation is the inspiring paradigm behind our work, it is worth un-
derstanding how the important ingredients of 2d CFTs we have mentioned are realized in the
4d gauge theory: the holomorphic/anti-holomorphic factorization of Liouville correlators can
be traced back to the geometric decomposition S4 ƒ (R4)North ﬁ (R4)South, which has a direct
realization in the S4 partition function in terms of instanton and anti-instanton contributions
as shown by Pestun; the modular properties of Liouville correlators are implemented in the
generalized S-duality invariance of the gauge theory partition function; the Virasoro algebra is
manifest in Liouville theory and encoded in the R4 Nekrasov instanton partition function, as
mathematically shown by Maulik, Okounkov [60] and Schi mann, Vasserot [61].
The existence of a dual CFT-like description for an arbitrary choice of gauge theory and compact
background is not obvious. Our approach will be to focus on the gauge theory side by exploiting
the powerful localization machinery to obtain exact results which will guide our investigation.
We are therefore led to systematically study supersymmetric partition functions on various
backgrounds, with particular emphasis on the recurrent structures which are universally present
9in di erent dimensions and geometries. Our aim is to find characteristic signs of integrable
structures similar to those of Liouville CFT, and to learn how the original AGT setup can
consistently be deformed.
The localization approach, on the other hand, is quite expensive as it requires a very sophisticated
mathematics, which somehow hides the elegance of the final results. In addition, the method
is quite ine cient since di erent backgrounds have to be analyzed separately on a case by case
basis. Of course, this is a price we are willing to pay in order to achieve the remarkable exact
results we have discussed. Fortunately, the rigid supergravity approach initiated by Festuccia
and Seiberg [62] for the systematic study of supersymmetric gauge theories on compact spaces
has eventually allowed us to understand that BPS observables actually depend on less data
than one would expect. Indeed, it turns out that compact space supersymmetric partition
functions are metric independent. This was proved in 3d and 4d [63], and it was argued to
be true in 5d as well [64, 65]. The quasi-topological nature of these observables opens up the
possibility of reducing complicated and di erent-looking partition functions to simpler building
blocks and gluing rules, borrowing cut and sew procedures similar to those commonly met in
topological field theories. This is sketched below for 3d and 4d manifolds which admit Heegaard-
like decomposition in solid tori, and for 5d toric Sasaki-Einstein manifolds.
ZM3g3 =
ÿ
c
...B3dc ...2
g3
ZM4g4 =
ÿ
c
...B4dc ...2
g4
ZM5k =
⁄ ...B5d...k
g5
The actual realization of this program was first achieved by Beem, Dimofte and Pasquetti [66,67],
who showed that compact space partition functions of 3d N = 2 theories can be written in terms
of products of simpler building blocks called 3d holomorphic blocks. These elementary objects
are identified with R2◊S1 partition functions, and allow us to obtain the compact space results
through simple gluing prescriptions. This construction was originally verified for the S3 and
S2◊S1 (3d index) backgrounds. In this work we show how lens spaces (S3/Zr) can be included
in this picture [68]. We then consider the natural lift provided by 4d N = 1 theories, for
which we find similar factorization properties with the 4d holomorphic blocks now identified
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with R2 ◊ T 2 partition functions [68]. Using suitable pairings dictated by the geometry, we
can reproduce the S3 ◊ S1, S3/Zr ◊ S1 (lens index) and S2 ◊ T 2 results by using a unique
set of fundamental building blocks. Finally, we analyze 5d N = 1 theories for which the 5d
holomorphic blocks are R4 ◊ S1 partition functions. Originally introduced [58] to describe the
S5 and S4 ◊ S1 geometries, 5d holomorphic blocks can actually reproduce partition functions
on generic 5d toric Sasaki-Einstein manifolds [69].
The structure of supersymmetric partition functions on various backgrounds being understood,
we will look for a dual CFT-like description. From the gauge theory viewpoint, it is natural
for a strong 5d AGT relation [57,58] to focus on the S5 or S4 ◊ S1 backgrounds, providing the
obvious 5d lifts of S4. We will show that the partition functions on these spaces can be written
in terms of products of the very same 5d holomorphic blocks, which can be essentially identified
with the full R4 ◊ S1 Nekrasov partition function. The di erence between the two theories is
then given by the number of factors (three for S5 and two for S4◊ S1) and their pairings. This
emergent structure is the first hint that such partition functions have a dual q-CFT correlator
description: the q-Virasoro symmetry defines the common chiral blocks according to the weak
5d AGT relation, while the compact geometry determines how the chiral sectors must be glued
together. The second hint comes from the discovery that, upon analytic continuation in the
mass parameters to specific values, the S5 and S4 ◊ S1 partition functions collapse to those of
their 1/2 BPS codimension 2 defect theories on S3 and S2 ◊ S1 respectively: this picture is
very reminiscent of the insertion of surface (i.e. codimension 2) operators in class S theories
and the reduction of the 4d AGT correspondence to the 2d AGT relation, hence mimicking
the degeneration mechanism of Liouville correlators. The third hint is the fact that the 3d
defect theory partition functions satisfy equations similar to 2d CFT decoupling equations for
degenerate correlators, and are invariant with respect to the inversion of the coupling: this
feature is reminiscent of modular invariance of 2d CFTs. Finally, by taking seriously all these
observations, we show that the gauge theory description gives rise to a consistent set of q-CFT
data. In fact, we are able to axiomatically define two di erent q-CFTs: one is a natural q-
deformation of Liouville and it is associated with the S4 ◊ S1 geometry; the other seems to be
more exotic, without an undeformed limit and is associated with the S5 geometry.
Starting from these results, there are many interesting directions for future research, which we
address at the end of this thesis. As discussed there, we expect q-QFTs to exhibit a very rich
physics. While some of the CFT structures may be lost, other are deformed in an interesting
way or even completely new. Moreover, the powerful techniques developed in string theory
can be directly applied to study this new class of CFT-like theories, implying certain genuine
CFT problems can be perhaps best addressed in the q-deformed setup. As an example, we can
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think of the long-standing problem of the exact solution of higher rank Toda CFT theories,
in which the Virasoro subalgebra alone is not powerful enough to bootstrap the theory as in
Liouville. This problem might be tackled from the 5d/q-Toda perspective, where the q-deformed
3-point functions should be captured [70,71] by the 5d lift [72] of Gaiotto’s trinion theory. Even
though the explicit computations turn out to be extremely complicated, some progress has
been made [73] mainly thanks to topological string methods, and the hope is that these more
sophisticated tools might eventually lead to a solution of the original problem.
Organization of the thesis
This thesis is divided in two parts: Part I is literature review, while Part II is based on my
personal research [57,58,68].
We have tried to be as much self-contained as possible. However, due to the limited space, we
have only discussed some of the main references and focused on the more relevant aspects for
Part II.
Part I is intended to give some background on supersymmetry, CFT and the q-Virasoro algebra,
and to guide the reader through the relevant literature in which much more details can be found.
We cover the following topics:
• Chapter 1. We begin by introducing very basic notions of flat space supersymmetry and
supergravity. This will allow us to discuss the modern approach to rigid supersymmetry
in curved spaces initiated by Festuccia and Seiberg. Since in Part II we will be interested
in various dimensions and geometries, we discuss 3d, 4d and 5d backgrounds. We then
present the supersymmetry localization method which allows supersymmetric observables
to be computed exactly. In conjunction with the previous analysis, it will allow us to
understand the background dependence of supersymmetric partition functions, which we
will analyze in Part II.
• Chapter 2. We give an introduction to 2d CFTs and the implications of Virasoro sym-
metry. In view of the applications in Part II, a particular care will be devoted to the
conformal bootstrap method and Liouville field theory. We then discuss another infinite
dimensional algebra, that is the q-Virasoro algebra which will be central in Part II.
• Chapter 3. We introduce class S theories and the AGT correspondence. We explain that
the 5d lift of the Nekrasov instanton partition function gives rise to a q-deformation of
the conformal blocks, matching the chiral blocks of q-Virasoro. This is the weak 5d AGT
relation. We built on this fact to propose a strong 5d AGT correspondence in Part II.
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Part II is the core of this thesis, and it aims to present my research work:
• Chapter 4. We analyze the structure of supersymmetric partition functions in 3d, 4d and
5d. We find factorization properties in any dimensions in terms of building (holomorphic)
blocks and gluing rules. As we will eventually identify the holomorphic blocks with chiral
blocks of some infinite dimensional algebra, this is the first hint that supersymmetric
partition functions can have a dual CFT-like description. In 5d the algebra is q-Virasoro
according to the weak 5d AGT relation. Moreover, we find that 5d partition functions
reduces to the partition functions of their 3d defect theories in certain degeneration limits.
This is reminiscent of the degeneration of CFT correlators, and in fact this is our second
hint for a dual CFT-like description of 5d supersymmetric partition functions. The third
hint comes from the study of flop symmetry of 3d supersymmetric partition functions,
which is reminiscent of crossing symmetry in analogy with the 2d AGT correspondence.
• Chapter 5. Starting from the three hints above, we show that the 5d gauge theory
data can be used as a consistent set of data to define two q-CFTs, one associated with the
S4◊S1 background and the other with S5. Our main investigation tool is the q-deformed
bootstrap, which we develop. We conclude this work with some ideas for future research
and an outline of some work already in progress [74].
Part I
Basics of supersymmetry, Conformal
Field Theory and AGT
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1
Supersymmetry
In this chapter we review some basic features of supersymmetry algebras and supersymmetric
field theories. Our goal is to show how supersymmetric gauge theories in 3, 4 and 5 dimensions
can be defined on curved compact spaces without the inclusion of dynamical gravity. These
theories have rigid supersymmetry, as opposed to local supersymmetry which assumes dynamical
gravitational degrees of freedom, and they will be central to our analysis in Part II of this work.
The curved spaces we will be ultimately interested in for later applications in Part II are spheres
or products of spheres with circles. Because of this relatively simple geometry, one approach for
placing rigid supersymmetric theories on curved backgrounds is conformal mapping from flat
space or Noether procedure. This perspective was successfully applied by Pestun who studied
4d N = 2 SYM theories on S4 [23]. Using the method of supersymmetric localization, he was
able to provide the exact expression for the S4 partition function and supersymmetric Wilson
loops, successfully confirming previous matrix model conjectures [24,25].
After Pestun’s pioneering work a plethora of new results in various dimensions and topologies
became available. In 4d, SYM theories were studied on the squashed S4 [75] and S3◊S1 [76,77].
In 3d, SCS-SYM theories were placed on S3 and its squashing [78–80], S2◊S1 [81–84] and Seifert
manifolds [85, 86]. In 5d, SYM theories were defined on S5 and its squashing [87–92, 54, 55],
S4 ◊ S1 [93–95], Y p,q spaces [96, 97] and toric Sasaki-Einstein manifolds [69]. A particular
twisted version of 5d SCS-SYM theory was introduced in [88]. It is also worth recalling the
results in 2d where SYM theories were studied on S2 [98–100] and T 2 [101, 102], in 6d and 7d
where SYM theories were put on S6 and S7 [103]. In all these cases many supersymmetric
observables were exactly computed, allowing us to perform non-trivial tests of non-perturbative
dualities and discover new ones. The AGT correspondence and its generalizations, which is
our main research direction in Part II of this work, is a relevant example of the achievements
obtained through the study of supersymmetric gauge theories on compact spaces and localization
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techniques.
A systematic and unifying study of rigid supersymmetric theories on curved spaces was recently
initiated by Festuccia and Seiberg [62], and further developed in [63–65, 104–109]. One of the
goals of this chapter is to review their modern approach. It allows us to understand which
backgrounds support rigid supersymmetry without referring to any particular gauge theory,
and how supersymmetric observables depend on the background, with a particular focus on
supersymmetric partition functions. The approach of Festuccia and Seiberg is heavily based on
o -shell supergravity coupled to supersymmetric gauge theories, and builds on the study of the
conditions under which gravity can be consistently decoupled while retaining the rigid curved
background and some of the flat space supersymmetries.
The rest of this chapter is organized as follows:
• In order to introduce the general subject, we will start by considering the reference example
of 4d flat Minkowski space with metric ÷mn = (≠+++). This is because supersymmetry
algebras include both bosonic and fermionic generators, implying that many details depend
on the space dimension and the signature of the metric. We will then discuss how a curved
background can be introduced, and how the Minkowskian analysis can be extended to the
Euclidean case with a very little e ort. The Euclidean framework turns out to be very
important because it provides the framework for path integral quantization of physical
theories. Once the 4d case is reviewed, we will discuss the 3d and 5d setups, which
will play an important role in our applications in Part II. We will be closely following
[62,65,104,105,107,110].
• Once we have introduced supersymmetric theories, we will introduce the method of su-
persymmetric localization, which will be one of our main investigative tool in Part II. We
will be closely following the review [111].
• Finally, we will review how the supergravity approach to rigid supersymmetric theories on
compact spaces combined with localization principles allows us to understand a priori the
background dependence of supersymmetric partition functions. Surprisingly, it turns out
that supersymmetric partition functions depend on less data than those needed to define
the theory. In particular, there is no explicit metric dependence, although the theories
are not topological. This observation will be useful when discussing the factorization of
partition functions later in Part II. We will be closely following [63].
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1.1. Supersymmetric field theories in flat space
The symmetry algebra of 4d Minkowski space is given by the Poincare´ algebra of translations
(Pm) and Lorentz rotations (Mmn). The Poincare´ algebra can be extended to a Z2-graded algebra
by including a set of anticommuting (fermionic) generators Q– which close on the translations
{Q–, Q¯—} = ≠12(“
m) —– Pm , [Mmn, Q–] = ≠
1
2(“mn)
—
– Q— , (1.1)
where “m are the Dirac matrices. The commutation rule with the Lorentz generators and the
index structure simply states that Q– is a 4-component Majorana spinor and Q¯— = Q–C–— its
Majorana conjugate. The resulting algebra is called the N = 1 super-Poincare´ algebra. This
algebra has a chiral U(1) (external) automorphism group preserving the fermionic anticommut-
ation relations, whose generator TR acts according to
[TR, Q] = ≠i“5Q , (1.2)
where we suppressed spinorial indexes. The automorphism algebra is called the R-symmetry.
The previous construction can be extended to include a set of N > 1 fermionic generators Qi,
i = 1, . . . ,N . Introducing the chiral projectors  ± = 12(1± “5), this can be done by considering
the chiral components Q± =  ±Q and defining
{Qi+, Q¯j≠} = ≠
1
2( +“
m)Pm”ij . (1.3)
In this case the R-symmetry group is U(N ).
In order to construct field theories exhibiting super-Poincare´ invariance, we are primarily in-
terested in the representation theory of the supersymmetry algebra on fields. Given a set of
bosonic and fermionic fields collectively denoted by  , this means finding a set of supersym-
metry transformations ”‘ with spinorial parameter ‘ such that [”‘1 , ”‘2 ] closes on translations.
A set of bosonic and fermionic fields supporting a representation of the supersymmetry algebra
can be organized into superfields or supermultiplets. For instance, the N = 1 chiral multiplet is
realized by
 ‰ = („,‰+, F ) , (1.4)
with transformations
”‘„ =
1Ô
2
‘¯‰+ , ”‘‰+ =
1Ô
2
 +(“mˆm„+ F )‘ , ”‘F =
1Ô
2
‘¯“mˆm‰+ , (1.5)
where „, F are complex scalars and ‰+ a chiral spinor, and similarly for the conjugate multiplet.
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This multiplet can be used to include matter fields in the model, the most basic example being
the free Wess-Zumino model
SWZ =
⁄
d4x
1
≠ˆm„†ˆm„+ i‰¯“mˆm‰+ F †F
2
. (1.6)
The other basic N = 1 supermultiplet is the vector multiplet
 V = (Am, , D) , (1.7)
with transformations
”‘Am = ≠12 ‘¯“m  , ”‘  =
31
4“
mnFmn +
1
2i“5D
4
‘ , ”‘D =
1
2i‘¯“5“
mÒm  , (1.8)
where Am is a real gauge vector, D a real (pseudo) scalar,   a Majorana spinor, Fmn the field
strength andÒm = ˆm+Am the gauge covariant derivative (it will include the spin connection for
as curved background). In this formalism the supersymmetry transformations are only required
to close the supersymmetry algebra modulo gauge transformations. This multiplet can be used
to introduce gauge interactions, the prototypical example being the pure SYM theory
SSYM =
⁄
d4x Tr
A
≠ 12g2YM
FmnF
mn ≠ i ¯“mÒm +D2
B
. (1.9)
General N = 1 supersymmetric gauge theories with chiral and vector multiplets can be con-
structed by standard procedures introducing a Ka¨hler potential and a superpotential. This can
more easily be done in the superspace formalism, but its discussion is beyond the purpose of
this brief introduction.
1.2. Supersymmetric field theories in curved spaces
When considering curved spaces, the super-Poincare´ algebra will be deformed because the Poin-
care´ group will be no longer the symmetry group of the curved metric gµ‹ . One may consider
the new isometry group and repeat the analysis leading to the super-Poincare´ algebra. This ap-
proach was considered for symmetric spaces. Since the introduction of a curved metric implies
the introduction of a gravitational background, an alternative approach is to consider supersym-
metric field theories with local supersymmetry. In this case the supersymmetry parameters will
be local functions rather than constants because constant spinors simply do not exist on gen-
erically curved spaces. A pure supergravity theory is basically a supersymmetric gauge theory
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describing the dynamics of a gravity multiplet
 g = (e mµ ,Âµ) , (1.10)
containing the vielbeins and a vector-spinor (gravitino). The advantage of this approach is
that there are standard procedures to construct supersymmetric theories coupled to supergrav-
ity similar to the flat space techniques we mentioned. The price to be paid is that dynamical
gravitational degrees of freedom are introduced into the theory. We are rather interested in
situations where gravity can consistently be decoupled, namely in rigid supersymmetric the-
ories. The systematic study of rigid supersymmetric theories was initiated only very recently
by Festuccia and Seiberg in [62]. In their approach the existence of an o -shell formulation of
supergravity plays a central role. That is, the gravity multiplet  g must be supplemented by a
set of auxiliary fields
 g = (e mµ ,Âµ, aux) , (1.11)
such that the supersymmetry algebra closes without imposing the equations of motion. In
this case the supersymmetry variations of the gravity multiplet are expressed in terms of the
gravity multiplet itself, and in particular the gravitino variations involve just the metric and the
auxiliary fields. This structure allows us to consistently decouple the gravitational dynamics by
sending the Planck mass to infinity and setting the fermionic fields to zero while retaining the
bosonic fields as a classical background, provided there exists a solution to the supersymmetry
equations
”‘Âµ = 0 . (1.12)
We will refer to such a set of bosonic fields in the gravity multiplet as a (supersymmetric)
supergravity background. The resulting rigid supersymmetric theory preserves a number of su-
persymmetries given by the independent solutions to the supersymmetry equations for a given
choice of supergravity background. The power of this approach is twofold. Firstly, because of
the o -shell formulation, the supergravity background can be analyzed independently of YM or
matter fields which may be present in the full supergravity theory. Secondly, the supergravity
machinery will automatically produce the relevant supersymmetry transformations for the fields
appearing in final rigid supersymmetric theory as functions of the chosen background.
There are two formulations ofN = 1 Poincare´ supergravity with the minimal amount of auxiliary
fields, referred to as old minimal [112, 113] and new minimal [114] o -shell supergravities. In
the old minimal formulation the gravity multiplet is
 old = (e mµ ,Âµ, bµ,M) , (1.13)
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where bµ is a real vector and M a complex scalar. In the new minimal formulation the gravity
multiplet is
 new = (e mµ ,Âµ, Aµ, V µ) , (1.14)
where Aµ is an axial vector and V µ = 14‘µ‹ﬂ‡ˆ‹Bﬂ‡ is a conserved vector dual to a 2-form gauge
potential Bµ‹ . Even though we will be mainly interested in the new minimal formulation, it
is useful to mention how the two formulations can be unified in the framework of conformal
supergravity, the latter being the gauge theory of the superconformal group. The conformal
algebra includes, in addition to Poincare´ generators, dilatations (D) and conformal boosts (Km).
In its supersymmetric extension new fermionic generators (S–) appear
[Km, Q] = “mS , {S, S¯} = ≠12“mK
m , [Mmn, S] = ≠12“mnS , (1.15)
{Q, S¯} = ≠12D ≠
1
4“
mnMmn +
1
2i“5TR . (1.16)
The only superconformal multiplet we will be interested in is the N = 2 Weyl multiplet
 W = (e mµ , d˜, Aµ,0, Aµij , T
+
µ‹ ,Â
i
µ,‰
i) , (1.17)
where d˜ is scalar (dilaton), Aµ,0 and Aµij are U(1)◊ SU(2) R-symmetry gauge vectors, ‰i is a
chiral spinor (dilatino) and T+µ‹ an auxiliary complex self-dual tensor. All the fermions are Weyl
spinors in the fundamental of U(1) ◊ SU(2), and i, j, are SU(2) indexes. Many fields in this
multiplet correspond to gauge fields for the superconformal algebra
Pm Mmn D Km U(1) SU(2) Qi Si
e mµ Ê
mn
µ d˜ f
m
µ Aµ,0 Aµ
i
j Â
i
µ ’
i
µ
. (1.18)
The spin connection Ê mnµ and the fields associated to Km and Si are not explicitly displayed in
the Weyl multiplet because in supergravity they are not independent fields. Various Poincare´
supergravities can be obtained by gauge fixing the additional local symmetries of conformal su-
pergravity. For instance, the old minimal formulation can be recovered by introducing a gauge
fixing superconformal chiral multiplet, while the new minimal formulation using a tensor mul-
tiplet. Having introduced the general framework, we are now ready to review some application.
1.2.1. 4d N = 2 and  -background
In this section we would like to review some relevant example of N = 2 supergravity background,
and in particular how the  -background [11, 115] arises in this context. We will be closely fol-
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lowing the original analysis of [107]. Focusing first on the Lorentzian setup, the supersymmetry
transformations of the fermions in the Weyl multiplet (1.17) give rise to the supersymmetry
equations by setting the variations (and the fermions) to zero
”‘,›Â
i
µ = ”‘,›‰i = 0 , (1.19)
where ‘i±, ›i± are the chiral components of the supersymmetry parameters associated respectively
to Qi and Si. For the general analysis and notation of these equations we refer to [107], here we
report just some key aspect of their analysis. In particular, it turns out that the only geometric
constraint contained in (1.19) is that the spinor bilinear1
Kµ = 12 ‘¯+i“
µ‘i+ , (1.20)
must be a conformal Killing vector, namely
ÒµK‹ +Ò‹Kµ = ⁄gµ‹ , (1.21)
for some function ⁄. In the Euclidean case, which is the situation we are mostly interested in for
later applications, the equations must be doubled and a symplectic Majorana-Weyl condition
imposed on the spinors, yielding two real equations for the gravitino and the dilatino. Consid-
ering the general case where ‘i± are not both identically zero, one can define the spinor bilinear
Kµ = i2‘
†
≠i“µ‘i+, and it turns out that the only geometric constraint is again that K must be a
conformal Killing vector.
As an important application, we can consider the  -background on the flat R4, usually denoted
by R4‘1,‘2 . The flat 4d Euclidean space parametrized by xµ has the Killing vector
K = Kµˆµ , Kµ =  µ‹x‹ ,  µ‹ =
Qcca ≠‘1‘1 ≠‘2
‘2
Rddb , (1.22)
associated to rotations in two orthogonal planes. Some flat space supersymmetry can be pre-
served by turning on the background
T± = T±µ‹dxµ · dx‹ , T+21 = ≠T+43 = (‘2 ≠ ‘1) , or T≠21 = T≠43 = (‘1 + ‘2) . (1.23)
The background scalar d˜ and the U(1) R-connection vanish, while the SU(2) R-connection is
set to cancel one of the two SU(2) in the Lorentz group SO(4) ƒ SU(2)◊SU(2), such that one
1The SU(2) indexes are raised or lowered with the antisymmetric tensor ‘ij .
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of ‘i± is covariantly constant (Witten twist).
Another relevant background which can be understood within this formalism is the squashed
S4 [75], embedded in flat R5 parametrized by xµ as
¸≠1(x21 + x22) + ˜¸≠1(x23 + x24) + x25 = 1 , (1.24)
where ¸, ˜¸ are squashing parameters. The squashed S4 has the Killing vector
K = ¸≠1ˆ„ + ˜¸≠1ˆ‰ , (1.25)
where „,‰ are angular coordinates in the x1,2 and x3,4 planes respectively. The background
values of T±, d˜ and the R-symmetry connection can be determined from these geometric data
up to constants parametrizing the local solution. The latter can be adjusted such that the
solution is regular on S4 and reduces to the  -background at the North and South poles where
the space e ectively looks like R4‘1,‘2 . The background of Pestun [23] corresponds to the round
case ¸ = ˜¸= 1.
1.2.2. 4d N = 1
In this subsection we would like to review which 4d Euclidean manifolds (M4) support N = 1
rigid supersymmetric theories with a U(1) R-symmetry, and we will be closely following the
original analysis of [104]. Such class of theories is quite general and can be coupled to new
minimal supergravity. The supersymmetry equations determining the supergravity background
arise from the gravitino variations of the  new gravity multiplet (1.14)
”‘Âµ = ”‘˜Â˜µ = 0 , (1.26)
where we have already considered the doubling of the equations in Euclidean signature. The
spinors ‘ and ‘˜ are ± chiral spinors of R-charge ±1 respectively. We refer to [104] for further
details and conventions. These equations may admit up to 2 independent solutions of R-charge
+1 and 2 of R-charge ≠1, but for our purposes we will be focusing on the case where there are
two solutions ‘, ‘˜ of opposite R-charge. It also follows from the above equations that if such
solutions exist, then they are nowhere vanishing because the equations are linear first order with
smooth coe cients. In order to analyze the supersymmetry equations, it is useful to consider
1.2. Supersymmetric field theories in curved spaces 23
the following spinor bilinears2
Iµ‹ =
2i
|‘|2 ‘
†‡µ‹‘ , I˜µ‹ =
2i
|‘˜|2 ‘˜
†‡˜µ‹ ‘˜ , Kµ = ‘‡µ‘˜ . (1.27)
It can be verified that I, I˜ are two commuting almost complex structures3 and that K is holo-
morphic with respect to both. Moreover, it follows from the supersymmetry equations that I, I˜
are integrable, making M4 a complex manifold with Hermitian metric gµ‹ , while K is a Killing
vector. We will also assume K, K¯ commute, otherwise M4 is more constrained. Using the
complex structure I, local holomorphic coordinates (w, z) can be introduced such that K = ˆw,
and in this frame the Hermitian metric takes the form
ds2 =  (z, z¯)2
1
(dw + h(z, z¯)dz)(dw¯ + h¯(z, z¯)dz¯) + c(z, z¯)2dzdz¯
2
, (1.28)
where   and c are real and h complex. This metric describes a T 2 fibration over a Riemann
surface parametrized by z, z¯. The other background fields in the gravity multiplet can now be
determined by these geometric data,4 and no further constraints are imposed on the geometry.
Some relevant background belonging to this class and that we will be discussing extensively are
Lr ◊ S1 and S2 ◊ T 2, where Lr is a lens space Lr ƒ S3/Zr.
1.2.3. 3d N = 2
Before turning to 3d N = 2 supergravity backgrounds, let us briefly discuss the dimensional
reduction of the 4d N = 1 flat space setup we started with. Upon dimensional reduction to
3d, the chiral components of a 4d spinor give rise to a pair of 3d spinors, while the translation
generator along the reduced direction becomes a central charge. Then one obtains the flat space
3d N = 2 Poincare´ superalgebra
{Q–, Q˜—} = 2(“m)–—Pm + 2i‘–—Z , (1.29)
where “m are the 3d Dirac matrices, Q and Q˜ are 3d spinors of R-charge ±1 respectively, Pm the
3d translation generators and Z the central charge. Similarly, the 4d chiral multiplet becomes
a 3d chiral multiplet
 4d‰ æ  3d‰ = („,‰, F ) , (1.30)
2‡µ represent the Pauli matrices and ‡µ‹ , ‡˜µ‹ the chiral Lorentz generators.
3We use the same symbol for the complex structure and the associated 2-form.
4Actually, there is still some freedom in the background fields. This reflects the possibility of coupling the flat
space theory to the supergravity background in slightly di erent ways.
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while the 4d vector multiplet is decomposed according to
 4dV æ  3dV = (vm, x,⁄, ⁄˜) , (1.31)
where vm is the 3d gauge vector and x is a scalar coming from the extra component of the 4d
gauge vector.
In the following we will be interested in rigid 3d N = 2 theories in curved spaces (M3) with a
U(1) R-symmetry. In order to review how such theories can be studied using the same techniques
discussed previously, we will be following the original work of [105]. The ideal starting point is
an o -shell formulation of 3d new minimal supergravity. The gravity multiplet in this case is
 3dg = (e mµ , Aµ, Cµ, Bµ‹ ,Âµ, Â˜µ) , (1.32)
where Aµ and Cµ are Abelian gauge fields for the R-symmetry and central charge respectively,
while Bµ‹ is a 2-form gauge potential. The authors of [105] derived the rigid supersymmetry
transformation laws, the tensor calculus and the supersymmetry equations arising from the
vanishing of the gravitinos variations
”‘Âµ = ”‘˜Â˜µ = 0 . (1.33)
We refer to [105] for details and notations. As usual, in the Euclidean framework ‘, ‘˜ are
independent spinors of R-charge ±1 respectively, and the background fields are complexified.
These equations are very similar to the 4d ones (1.26). In fact, as explained in [105], they can
be deduced from a twisted dimensional reduction of 4d new minimal supergravity. As in the 4d
case, these equations admit at most 2 independent solutions of R-charge +1 and 2 of R-charge
≠1, nowhere vanishing whenever they exist. Assuming at least a solution ‘, in order to analyze
the consequences of the supersymmetry equations it is useful to consider the spinor bilinears
÷µ =
1
|‘|2 ‘
†“µ‘ , ÷µ÷µ = 1 ,  µ‹ = ‘µ‹ﬂ÷ﬂ ,  µﬂ ﬂ‹ = ≠”µ‹ + ÷µ÷‹ . (1.34)
The 1-form ÷ is real and nowhere vanishing, and it defines an almost contact metric structure
on M3. Using the supersymmetry equations (1.33), it can be verified that this structure is
also integrable, i.e.  µﬂL÷ ﬂ‹ = 0 where L÷ is the Lie derivative along the vector field ÷µ. An
integrable almost contact structure is also equivalent to a transversely holomorphic foliation
(THF), which is the odd dimensional analog of a complex structure.5 If a second solution ‘˜ with
5Intuitively, it is a complex structure on the transverse leaves of the foliation.
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opposite R-charge exists, one can also construct the spinor bilinear
Kµ = ‘“µ‘˜ , (1.35)
which using the supersymmetry equations turns out to be a complex nowhere vanishing Killing
vector. Assuming it generates a single isometry (otherwise there are more restrictions), K can
be taken to be real and KµKµ =  2 for a real positive  . Moreover, a second 1-form ÷˜ giving
rise to another THF can be constructed, the two being simply related by Kµ =  ÷µ = ≠ ÷˜µ.
Since K is real Killing, M3 can be covered by adapted coordinates (Â, z, z¯) where K = ˆÂ,
÷ =  (z, z¯)(dÂ + a(z, z¯)dz + a¯(z, z¯)dz¯) and the metric takes the form
ds2 = ÷2 + c(z, z¯)2dzdz¯ , (1.36)
with real c. No further constraints arise in the geometry, and the other background fields can
be expressed in terms of these geometric data.6
Important backgrounds which can be analyzed within this framework and which we will be
interested in the following are the squashed S3, the S2 ◊ S1 background giving rise to the 3d
index and the A-twisted S2 ◊ S1.7
1.2.4. 5d N = 1
Let us start by briefly recalling the 5d N = 1 supersymmetry algebra in flat space. A 5d Dirac
spinor has 4 complex components, but the minimal spinor representation is given in terms of an
SU(2) doublet of symplectic Majorana spinors ›i
(›i)ú = ‘ijC›j , (1.37)
where i, j are SU(2) indexes, C the charge conjugation matrix and ‘ij the antisymmetric tensor
(‘12 = 1). The supersymmetry algebra can be written as
{Qi, Qj} = ≠‘
ij
2 “
mPm , (1.38)
where “m are the 5d Dirac matrices and Qi are a pair of 5d spinors forming a doublet of the
SU(2) R-symmetry group. The massless matter multiplet is the 5d hyper multiplet. N hyper
6The same comment in footnote 4 applies here.
7The index background can preserve 4 supercharges and the Killing vector is truly complex.
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multiplets can be presented as
 5dH = (qai ,Âa) , (qai )ú =  ab‘ijqbj , (Âa)ú =  abCÂb , (1.39)
where qi is an SU(2)R doublet of scalars while Â is a fermionic SU(2)R singlet, a, b = 1, . . . , 2N
are Sp(N) flavor indexes and  ab is the Sp(N) invariant tensor. Gauge interactions are described
by the 5d vector multiplet
 5dV = (Am,‡,⁄i, Dij) , (1.40)
where Am is the gauge connection, ‡ a real scalar, ⁄i an SU(2)R doublet of fermions and Dij a
symmetric SU(2)R matrix of auxiliary real scalar fields. In the following we will be interested
in rigid 5d N = 1 theories in curved spaces (M5).
As should be clear by now, an o -shell formulation of 5d supergravity would be the ideal starting
point in order to systematically study 5d rigid supersymmetric theories in curved spaces. How-
ever, one can take slightly di erent routes [109,64,65]. Here we will be reviewing the holographic
approach of [65], consisting in the realization of M5 as the conformal boundary of a supersym-
metric asymptotically locally AdS solution of 6d Romans F(4) gauged supergravity [116]. On
M5 the bosonic fields of the gravity multiplet can be taken to be
 5dg
---
bos
= (e mµ , aµ, A(0)µ , bµ‹ , X2) , (1.41)
where aµ is the Abelian field of the R-symmetry,8 A(0)µ and bµ‹ are imaginary 1-form and 2-
form potentials and X2 is a scalar. The 6d gravitino and dilatino equations give rise to the
supersymmetry equations on the conformal boundary M5, which are similar to those of 4d
N = 2 case discussed previously. We refer to [65] for details and notations. As we have already
discussed in the lower dimensional cases, it is useful to form 5d spinor bilinears in order to
understand the geometric constraints imposed by the existence of a nowhere vanishing spinor ‘
satisfying the supersymmetry equations. The interesting bilinears are
S = ‘†‘ , Kµ =
1
S
‘†“µ‘ , Jµ‹ = ≠ i2S ‘
†“µ‹‘ . (1.42)
We may notice that the real 1-form K and the real 2-form J satisfy K · úK = vol5 and
J · úJ = 2vol5. Introducing a 5d orthonormal frame ea of 1-forms, we may conveniently
represent
K = e5 , J = e1 · e2 + e3 · e4 , vol5 = e1 · e2 · e3 · e4 · e5 . (1.43)
8The authors of [65] focused on Abelian solutions U(1)R µ SU(2)R.
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The supersymmetry equations imply a number of di erential constraints amongst these geomet-
ric objects and the background fields, the simplest being that Ÿµ = (SK)µ is a conformal Killing
vector
ÒµŸ‹ +Ò‹Ÿµ = LŸ(lnS)gµ‹ . (1.44)
Due to the holographic origin of the construction, the di erential constraints turn out to be
invariant with respect to Weyl rescalings, and all the geometric structures preserved by Ÿ.
Therefore, one can impose LŸS = 0 so that Ÿ is Killing, and introduce local coordinates such
that
Ÿ = ˆÂ , K = e5 = S÷ , ÷ = dÂ + ﬂ , iŸﬂ = 0 , (1.45)
where iŸ denotes contraction by Ÿ and the metric takes the form
ds2 = S2÷2 + ds24 . (1.46)
The remaining ea provide a basis of ker ÷, which has an almost complex structure I whose
fundamental form is J . Then e1+ie2 and e3+ie4 are a basis of holomorphic (1, 0) forms. These
data can be used to define an almost contact structure ( , ÷,Ÿ) on M5
 |ker ÷ = I ,  |Ÿ = 0 ,  2 = ≠1+ Ÿ¢ ÷ , (1.47)
and ds24 is Hermitian with respect to I. Indeed, using the di erential constraints we have
not explicitly considered here it turns out that I is integrable, implying Ÿ defines a THF. No
further constraints arise on the geometry, and the other background fields are determined by
the geometric data.
Important backgrounds which can be analyzed within this framework and which we will consider
in the following include Sasaki manifolds, whose metric is
ds2 = ÷2 + ds24 , (1.48)
where ds24 is a transverse Ka¨hler metric. In this case we also have d÷ = 2J , implying ÷ defines
a contact structure on M5 and Ÿ = r is the associated Reeb vector field, namely r œ ker d÷,
÷(r) = 1. When ds24 is Einstein,M5 is a squashed Sasaki-Einstein manifold [117]. In particular,
by considering the standard metric on CP2 the manifold M5 is the squashed S5. Another
manifold which can be considered within this framework is S4 ◊ S1 with the conformally flat
metric
ds2 = d·2 + ds2S4 , (1.49)
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where · ≥ · + 2ﬁ parametrizes the circle.
1.3. Supersymmetric localization
In this section we introduce the method of supersymmetric localization, which allows supersym-
metric observables to be computed exactly. We will exploit the results of this method in Part
II of this work. While the mathematics behind the subject is not new, the application of this
method to study supersymmetric QFTs on compact spaces was pioneered by Pestun [23]. Here
will be considering first the general mathematical framework represented by the equivariant
localization, and then specialize to the field theory language.
By localization it is generically meant the systematic study of integrals (ordinary, fermionic or
functional) to determine when they can be simplified by reducing the integration space (i.e.
localizing the integral on a smaller integration domain). When this is the case, it is usually
due to some redundancy or symmetry of the integrand. Here we will be closely following the
review [111].
To begin with, let us consider a famous example of localization, namely the computation of the
Euler characteristic of a manifold M
‰(M) =
⁄
M
e(TM) = ÿ
xk
s(xk)=0
indexxk(s) , (1.50)
where e(TM) is the Euler class of the tangent bundle of M, and {xk} is the set of zeros of a
section s. The integral form of ‰(M) is the Gauss-Bonnet theorem (l.h.s.), while the index form
is the Poincare´-Hopf theorem (r.h.s.). This formula can be seen as a localization formula: the
integral of the Euler class e(TM) over M localizes to the fixed point set of a section s of TM.
One of the most important objects to be studied when integrating forms on manifolds are
cohomology groups. In fact, integrals of closed forms on compact manifolds without boundary
depend only on the cohomology class. Usually, the existence of a symmetry group G acting
on a manifold is very helpful for reducing the integration space. However, if the action is not
free (which is generically the case) the orbit space M/G will be singular due to fixed points
of the group action. In this case it is useful to study the so-called G-equivariant cohomology
of M. The ordinary de Rham cohomology is built on the exterior derivative d acting in the
space  (M) of (poly)forms on M. The G-equivariant cohomology is the cohomology of the
equivariant di erential (Cartan model)
dv = d≠ iv , (1.51)
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where v is a Killing vector field generating a U(1) ™ G isometry of the metric (g), and iv is the
contraction by v. Due to the Cartan formula d ¶ iv + iv ¶ d = Lv, where Lv denotes the Lie
derivative along v, it is easy to verify that
d2v = d2 + i2v ≠ Lv = ≠Lv , (1.52)
where the last step holds because d2 = i2v = 0 on  (M). Therefore, dv does not define a square
nilpotent operator in general, but it does on the space of G-invariant forms, namely on  G(M) ™
 (M) such that Lv G(M) = 0. The equivariant cohomology can be studied by introducing
equivariantly closed and exact forms in  G(M) and computing equivariant cohomology groups
as usual. Let us notice that if a form is equivariantly closed or exact, then its top component
is closed or exact in the ordinary sense because iv does not raise the degree (in fact, it lowers
the degree by 1). Similarly to the de Rham case, this means that integrals of equivariantly
closed forms on a G-manifold without boundary only depend on the equivariant cohomology
class. This fact can be used to greatly simply the evaluation of integrals. In fact, if – is an
equivariantly closed form, it can be shown that it is equivariantly exact where v does not vanish
dv– = 0 ∆ – = dv— on M\Mv , Mv = {p œM : vp = 0} . (1.53)
This implies the integral of – gets contributions only from an arbitrary small neighborhood of
Mv, i.e. the integral localizes to Mv ⁄
M
– =
⁄
Mv
“–” , (1.54)
where the quotation marks mean the integrand is not simply the restriction of the form to the
zero locus Mv. In order to illustrate this point in the simplest possible way, let us consider a
typical trick. First of all, by the arguments above it is clear that⁄
M
– =
⁄
M
– etdv“ , (1.55)
namely the integral of – does not depend on the deformation t as long as d2v“ = ≠Lv“ = 0. A
convenient and standard choice is
“ = g(v, ) ∆ dv“ = ≠|v|2 + d“ = ≠|v|2 + (Òv) , (1.56)
where g(v, ) = vµdxµ denotes the dual form associated to v, Ò the Levi-Civita connection of g
and (Òv) = Òµv‹dxµ · dx‹ . Working in the limit t æ +Œ, the Gaussian weight localizes the
integral to Mv. In order to see this explicitly, it is useful to introduce fermionic coordinates Â
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for the di erentials
–(x) = 1(2n)!–µ1···µ2n(x)dx
µ1 · · · · · dxµ2n æ –(x,Â) = 1(2n)!–µ1···µ2n(x)Â
µ1 · · ·Âµ2n , (1.57)
where for simplicity we have considered dim(M) = 2n. Then we get
⁄
M
– =
⁄
M◊ (M)
d2nx d2nÂ –(x,Â) =
= lim
tæ+Œ
⁄
M◊ (M)
d2nx d2nÂ –(x,Â) e≠t|v(x)|2+ t2 (Òv(x))µ‹ÂµÂ‹ . (1.58)
Since
lim
tæ+Œ
3
t
ﬁ
4n
det g e≠t|v|2 = ”(2n)(v(x)) =
ÿ
xkœMv
”(2n)(x≠ xk)
|detÒµv‹(xk)| ,
lim
tæ+Œ t
≠n 1Ò
|det(Òv)µ‹ |
et(Òv)µ‹ÂµÂ‹ = ”(2n)(Â) ,
(1.59)
where for simplicity we assumed Mv to be a discrete set,9 we finally get the Berline–Vergne
localization formula ⁄
M
– = (2ﬁ)n
ÿ
xkœMv
–(0)(xk)Ò
|detÒµv‹(xk)|
, (1.60)
where –(0) denotes the scalar component of the form. Notice that the above formula can be
regarded as a saddle point approximation, which becomes exact in the limit t æ +Œ: in this
language Mv is the saddle point locus, whereas the denominator represents the determinant
of the Gaussian fluctuations. In the general case, the sum will be replaced by an integral over
Mv, and the Jacobian determinant of the linear action of v on the tangent space at xk will be
replaced by the equivariant Euler class of the normal bundle to Mv⁄
M
– =
⁄
Mv
–|Mv
e(NMv)
. (1.61)
Let us observe that these type of formulas are even more powerful when working in infinite
dimensional spaces: in this case integrals are infinite dimensional functional integrals, and loc-
alization (when applies) typically converts them into ordinary finite dimensional integrals. In
physics, functional integrals arise in statistical mechanics or as a method to quantize a clas-
sical theory. In mathematics they can be used to prove index theorems or compute topological
invariants.
9We recall that
s
dnx e≠ 12xiMijxj =
Ò
(2ﬁ)n
detM ,
s
dnÂ e≠ 12ÂiMijÂj =
Ô
detM .
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We now explain how the equivariant localization theory can be applied to localize path integrals
of supersymmetric QFTs. Here we will be closely following [111] (see also e.g. [23]). In QFTs
one is mainly interested in computing expectation values of observables through a path integral
representation
ÈOÍ =
⁄
M
DX D  e≠S[X, ] O(X, ) , (1.62)
where M denotes the field space with X bosonic and   fermionic fields, and S the action
functional defining the quantum measure DX D  e≠S[X, ]. It is in general very hard to simplify
such evaluation, but in supersymmetric theories it happens quite often because of fermionic
symmetries. As we have reviewed in previous sections, fermionic transformations send bosons
to fermions and viceversa. By definition, a theory is said to be supersymmetric if there exists
a supersymmetry transformation ”Q such that ”Q(DX D  e≠S[X, ]) = 0. In this case, the
expectation value of ”Q-closed observables only depends on the ”Q-cohomology class because
È”QOÍ =
⁄
M
DX D  e≠S[X, ] ”QO(X, ) =
⁄
M
”Q
1
DX D  e≠S[X, ] O(X, )
2
= 0 . (1.63)
In the field theory terminology ”Q-closed operators are called BPS. In general, ”2Q ”= 0 on M.
However, since fermionic generators square on bosonic generators, it is often possible to find
”Q such that ”2Q = ≠Lv, where Lv denotes a U(1) bosonic symmetry of the theory (isometries,
R-symmetries, gauge transformations) generated by v. In this case ”Q acts as an equivariant
di erential in the field space, and expectation values of BPS operators can be computed by
applying the methods of equivariant localization. Even if the analysis is essentially the same as
the previous one, let us see how this practically works in the field theory language. The usual
trick is to deform the measure by a ”Q-exact term
ÈOÍ =
⁄
M
DX D  e≠S[X, ]≠t”QP [X, ] O(X, ) , (1.64)
where P is a polynomial of the fields such that ”2QP = 0. Moreover, the bosonic part of ”QP is
required to be positive definite to ensure convergence of the integral. A standard choice is10
P [X, ] =
ÿ
f
1
(”QÂf )†Âf + Â†f (”QÂ
†
f )†
2
, (1.65)
such that
”QP [X, ]
---
Bosonic
=
ÿ
f
1
|”QÂf |2 + |”QÂ†f |2
2
Ø 0 , (1.66)
where f runs over all the fermionic fields Âf of the theory. Working in the limit t æ +Œ, the
10However, it is not necessary the most convenient for every theory.
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path integral will localize to the saddle point locus of the localizing action ”QP
MQ = {(X, ) ™M : ”QÂf = ”QÂ†f = 0 ,Âf = Â†f = 0} . (1.67)
The only contributions to the path integral will come from the undeformed integrand evaluated
on MQ and from Gaussian fluctuations around it. The latter contribution can be calculated by
expanding around XQ = X|MQ ,  Q =  |MQ as
X = XQ +
1Ô
t
Xˆ ,   =  Q +
1Ô
t
 ˆ , (1.68)
and keeping only quadratic fluctuations. The expansion will produce some kinetic operator for
bosons (Kb) and fermions (Kf ), so that the final result will read as
ÈOÍ =
⁄
MQ
DXQ e≠S[XQ,0]O(XQ, 0)
Û
detKf
detKb
. (1.69)
Actually, in most cases the result is even simpler because it turns out the saddle point locus
is made by constant field configurations, so that the path integral is completely reduced to an
ordinary integral (matrix model)11
ÈOÍ =
⁄
d„ Zcl(„)Z1≠loop(„)Zn.p.(„) , (1.70)
where the usual notation for the classical part (evaluation on the saddle points), perturbative
part (1-loop determinant) and possibly non-perturbative contributions (instantons) has been
introduced. This will be the master formula and starting point for the applications we will be
considering in the following sections and in Part II of this work.
1.4. Background dependence of supersymmetric partition functions
The simplest observable in a QFT is its partition function (Z), namely the expectation value of
the identity operator (O = 1 in (1.62))
Z =
⁄
M
DX D  e≠S[X, ] . (1.71)
11There might be also a discrete sum over di erent topological sectors.
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This observable encodes important information about the field theory. For a given QFT, it will be
very hard to determine the dependence of Z on all the external data, such as the topology of the
space manifold, the metric, background fields, coupling constants, mass parameters. However,
in the supersymmetric case we have seen a great simplification may occur in the evaluation of
supersymmetric observables, of which Z is an example by definition. It is then meaningful to ask
whether the external data dependence of Z can be constrained a priori through a careful analysis
of the data defining the supersymmetric field theory and the study of its supersymmetric action.
In the 4d N = 1 and 3d N = 2 cases discussed previously there is an a rmative answer to that
question [63]. In the 5d N = 1 case the necessary techniques are not completely developed yet,
but one can argue that similar results will apply as well [64, 65]. Here we are going to discuss
the 4d and 3d setups following the original work of [63], while we will briefly comment about
the 5d setup at the end of this section. A more detailed analysis of 5d supersymmetric theories
and their partition functions will be given in the next section.
It may be useful to record here the data entering the definition of 4d N = 1 theories on M4
discussed in section 1.2.2., and 3d N = 2 theories on M3 discussed in section 1.2.3.:
4d
• A complex structure I.
• A compatible Hermitian metric g.
3d
• A THF defined by ÷.
• A compatible transversely Hermitian metric g.
In both cases there are also other background supergravity fields determined by the geometric
data (up to the ambiguities mentioned in footnotes 4, 6), background vector multiplets coupling
to conserved currents for global symmetries and defining holomorphic vector bundles,12 coupling
constants and discrete choices such as the topology of the manifold, the topology of the vector
bundles and quantized coupling constants.
The beautiful analysis of [63] shows how it is possible to constrain a priori the dependence of
Z on such geometric data. This would require some notion of deformation theory of Hermitian
12When there is a THF, there is a well defined notion of holomorphicity also in odd dimensions.
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structures and THF which we are not going to cover here. Instead, we limit to state the main
results and refer to [63] for an exhaustive analysis:
• For a fixed complex structure, Z[M4] does not depend on the compatible Hermitian
metric, and it is a locally holomorphic function of the complex structure moduli.
• For a fixed THF, Z[M3] does not depend on the transversely Hermitian metric, and
it is a locally holomorphic function of the THF moduli.
• Both Z[M4] and Z[M3] are locally holomorphic functions of the background holo-
morphic vector bundle moduli.
In order to understand the quasi-topological nature of the partition functions, one must study
how the supersymmetric field theories we are considering couple to the supergravity background.
This is done in [63]. Summarizing, it turns out that the deformations of the metric couple to a ”‘-
exact operator, and it follows from the arguments of section 1.3. that the partition function does
not depend on the metric. However, it does depend on the complex structure or THF moduli.
For the dependence on background vector bundles a similar argument holds, and altogether we
achieve the results stated in the previous box.
It is worth noting that the conclusions of the previous analysis were argued to be valid beyond
the linearized level [63]. While this observation is standard in the context of topological QFT
[118] where a scalar supercharge can be defined, the theories considered in this section are not
topological. However, the analysis of the previous sections reveals that the selected supercharge
transforms as a scalar under adapted coordinates to the complex structure or the THF, implying
a similar argument can be put forward (see also [106]).
As we have mentioned at the beginning of this section, an exhaustive analysis of the background
dependence of 5d supersymmetric partition functions is not completely available yet. However,
since the supergravity analysis of 3d, 4d and 5d backgrounds share many similarities, it can be
argued that similar conclusions should hold in this case too [64, 65]. In fact, we have seen that
the THF features prominently in the definition of 5d supergravity backgrounds, which leads to
believe that supersymmetric partition functions will depend on this data rather than the whole
set of background fields. We will see this expectation is also confirmed by the explicit example
of the S5 partition function which we will consider in the next section.
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1.5. Observables in 5d supersymmetric gauge theories
Renormalization is a fundamental paradigm of theoretical physics. A simple scaling criterion
to determine the renormalizability of a Lagrangian QFT is to look at coe cients of the various
interaction terms: if any has negative mass dimension then the theory is not (perturbatively)
renormalizable. This means more and more counterterms are needed to reabsorb the UV in-
finities in the perturbative loop expansion, implying the theory is not predictive. For example,
assuming the gauge field to have the canonical mass dimension (i.e. 1), the YM coupling con-
stant squared (g2) in d dimensions has mass dimension 4 ≠ d. This shows 5d SYM is not
renormalizable. It is then natural to ask what kind of observables one can consider in 5d SYM
and whether it makes sense to perform such computations in the first place. As we are going to
discuss, supersymmetric observables represent indeed meaningful quantities.
Non-renormalizable theories still make sense as low energy e ective field theories if a UV com-
pletion can be found. In the seminal paper [29] Seiberg showed there exist non-trivial UV fixed
points of the renormalization group whose relevant deformations are described in the IR by cer-
tain 5d SYM theories. The starting observation which leads to this conclusion is that because
of supersymmetry and gauge invariance, 5d SYM with gauge group G can be described, at low
energies in the Coulomb branch, by a prepotential (F) which is at most cubic in the low energy
Abelian vector superfields („i)13
F(„) = cij2 „
i„j + cijk6 „
i„j„k , ds2 = ˆiˆjF(„)d„id„j , (1.72)
where i, j, k = 1, . . . , |G|, cij , cijk are certain constants depending on the particular theory, and
ds2 is the metric on the moduli space. For SU(2),14 which is the most relevant case to us for
later applications in Part II of this work, |G| = 1 and we can write
F(„) = 12g2„
2 + c6„
3 , (1.73)
where g≠2e  = ˆ2„F is the e ective coupling constant. This expression is valid locally as there can
be (and there are) singularities at various points in the moduli space. If we also consider Nf
fundamental flavors (2Nf half-hyper multiplets), it turns out that c = 2(8 ≠ Nf ). Taking into
account the „æ ≠„ symmetry of the theory, „ is restricted to be non-negative and the e ective
13When there is no confusion, we will denote the vector superfields by their scalar components „i parametrizing
the Coulomb branch.
14The analysis was extended to higher rank in [119] (see also [120]).
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coupling constant reads
1
g2e 
= 1
g2
+ 2(8≠Nf )„ . (1.74)
If we take Nf > 8 there will be singularities in the moduli space since g2e  diverges at finite points
„c = ≠ 1cg2 . This reflects the lack of renormalizability, and more data are needed to define the
theory at energies of order g≠2. However, if we take Nf < 8 there are no singularities, and one
can hope that the strongly coupled limit g2 æŒ corresponds to a well-defined UV fixed point.
Realizing 5d SYM on the world-volume of D4-branes in string theory, Seiberg argued that this
theory should indeed exist, and pointed out that at the fixed point the global symmetry should
be enhanced to ENf+1.15 From the gauge theory viewpoint, the enhancement of the global
symmetry is due to instantons: the U(1) topological symmetry associated to the conserved
instanton current ú(F · F ) combines with the flavor symmetry group SO(2Nf ) to yield ENf+1
at the fixed point. This phenomenon is quite peculiar to 5d: only in this case g≠2 has the same
dimension of a mass, allowing it to be seen as the scalar component of a background vector
multiplet. The ENf+1 fixed point theory has therefore Nf + 1 parameters mi, i = 0, . . . , Nf
associated to its global Cartan subalgebra. Turning on the deformation m0 ƒ g≠2, the theory
flows in the IR to 5d SU(2) SYM with Nf fundamental flavors, where the extra parameters are
then interpreted as quark (hyper multiplet) masses.
Supersymmetric localization provides a powerful tool to test these ideas. The first striking
result is that 5d SYM can be localized without encountering particular troubles giving rise to
well defined quantities, which are then associated to the UV fixed point. For instance, Nekrasov
computed the R4 ◊ S1 partition function in [11] (see also [115]), the S5 partition function was
computed in [88–92,54,55], the S4 ◊ S1 partition function (5d index) was computed in [93–95],
while partition functions on Y p,q spaces and 5d toric Sasaki-Einstein manifolds were computed
in [96,97] and [69] respectively. In [55] a very careful analysis of the S5 partition function can be
found, where it is shown that the resulting matrix model gives rise to the expected prepotential
and that the localization result is reliable exactly when the conditions for the existence of a UV
fixed point are met (convexity of the prepotential [119]). More hints about the actual existence of
UV fixed points came from the observation of global symmetry enhancement in the 5d index [93]
(see also [121]) and in the 5d Nekrasov partition function [122].
The fact that 5d SYM theories can give sensible results despite non-renormalizability was also
motivated [123] by the possibility that the infinite series of irrelevant operators needed to specify
the theory arbitrarily close to a UV fixed point might be ”Q-exact, implying the BPS sector
is insensitive to these deformations. The realization of 5d SYM theories as (twisted) circle
15According to [29], we define E5 = Spin(10), E4 = SU(5), E3 = SU(3) ◊ SU(2), E2 = SU(2) ◊ U(1),
E1 = SU(2).
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compactifications of 6d SCFTs [124] can also shed some light on the mysterious 6d dynamics.
For instance, it was motivated in [52,53] that the instantons of 5d N = 2 SYM can be identified
with the KK modes of the circle compactified 6d N = (2, 0) theory, the relation between the
compactification radius R6 and the instanton mass g≠2 being R6 ƒ g2. This viewpoint was
developed in many papers [89, 91, 92, 54–56], showing how the (squashed) S5 partition function
of 5d SYM is able to capture many features of the (flavored) 6d superconformal index. In
particular, it was shown [54–56] that the free energy (lnZ[S5]) of 5d N = 2 SU(N) SYM
reproduces the famous N3 scaling behavior of the 6d N = (2, 0) AN≠1 theory, as is known from
holographic computations [28].
Therefore, despite 5d SYM theories are not perturbatively renormalizable, it seems that at least
the BPS sector can provide sensible observables which can be used to even study the dynamics
of their 6d UV completions.
1.5.1. Example: the S5 partition function
In this section will be focusing on the 5d N = 1 SYM coupled to hyper multiplets on the S5
background [87], an example which will be playing a prominent role in Part II of this work.
Besides, the derivation of the S5 partition function allows us to meet general features occurring
in lower dimensions as well. Here we will be mostly following the analysis of [88, 89], to which
we refer for a complete discussion.
Before we get started, it is useful to briefly recall some of the geometric results we discussed in
section 1.2.4. and specialize to S5 background, along with some new notions. This background
can support rigid supersymmetry because of the existence of an SU(2)R doublet of spinors ›i
satisfying the Killing spinor equation [87]
Òµ›i = t ji “µ›j , t ji =
i
2(‡3)
j
i , (1.75)
where ‡3 is the third Pauli matrix and the spinors are normalized according to ›i›j = ≠12‘ij .
The spinor bilinear
rµ = ≠›i“µ›i (1.76)
defines a nowhere vanishing 1-form r and its dual vector field rµ = gµ‹r‹ .16 These objects
are nothing but the contact 1-form and the associated Reeb vector field discussed in section
1.2.4. in the general setup and here specialized to the S5 case, while g is the compatible metric.
For technical reasons, we also assume r to be Killing, hence generating a U(1) isometry of the
16We will be using the same symbol for the 1-form and the dual vector since there should be no confusion.
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metric.17 The resultingK-contact metric structure can be used to split the space of forms ( ) into
vertical ( V ) and horizontal ( H) components by introducing the projectors r· ir, (1≠r· ir).
Horizontal 2-forms can be further projected onto self-dual and anti-self-dual components ( 2±H )
by using the projectors 12(1 ± irú). Importantly, the spaces  2±H , V are mutually orthogonal
with respect to the usual pairing between forms
(Ê1,Ê2) =
⁄
S5
Ê1 · úÊ2 . (1.77)
On the horizontal (or contact) plane kerr, there is a compatible complex structure J whose
Ka¨hler 2-form is18
Jµ‹ = ≠2tij›i“µ‹›j , dr = ≠2J , (1.78)
and which can be used to split the tangent and cotangent bundles into (horizontal) holomorphic
and anti-holomorphic components.
Having said that, using the notation of section 1.3., the main goal of this section is to compute
the S5 partition function
Z[S5] =
⁄
M
DX D  e≠S[X, ] , (1.79)
where we can further divide the action functional S of the theory according to S = Svec + Shyp,
as the two sectors can be indeed analyzed quite separately. As we have already mentioned in
section 1.2.4., the pure gauge sector is described by the vector multiplet (1.107)
 5dV = (Aµ,‡,⁄i, Dij) , (1.80)
while the matter sector is described by the hyper multiplets (1.108)
 5dH = (qai ,Âa) . (1.81)
Gauge interactions can be introduced by coupling the hyper multiplets to the vector by gauging
(for example) a G = SU(N) subgroup of the flavor symmetry group Sp(N). In this case one
can represent
qa1 =
1Ô
2
Qa Ï
Ï˜
Rb , qa2 = 1Ô2
Qa ≠Ï˜ú
Ïú
Rb , Âa = 12
Qa Â
≠CÂú
Rb , (1.82)
where Ï, Ï˜ are unconstrained scalars in the fundamental and anti-fundamental of the gauge
group and Â is a fundamental unconstrained Dirac spinor. The total action is invariant with
17In fact, for later purpose it is useful to think of S5 as the Hopf fibration over CP2.
18We are denoting the complex structure and the Ka¨hler form with the same symbol.
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respect to the supersymmetry transformations of the vector and hyper multiplets, which take
the schematic form
”› I = fJ› I ÕJ , (1.83)
where  I denotes a field in the relevant multiplet,  ÕI a field of the opposite statistics and fJ› I
a linear operator acting on the multiplet.
In order to make contact with the cohomological notation of section 1.3., it is useful to employ
a di erent basis for the fields of the theory. We can take advantage of the properties of the
nowhere vanishing Killing spinors ›i to decompose ⁄i into a 1-form and a horizontal self-dual
2-form, yielding the new basis19
 µ = ›i“µ⁄i , ‰µ‹ = ›i“µ‹⁄i + r[µ›i“‹]⁄i , (1.84)
where [ ] denotes anti-symmetrization. In the new basis the supersymmetry transformations
(1.83) of the vector multiplet can be written as
”›Aµ = AÕµ = i µ , ”›‰µ‹ = ‰Õµ‹ = Hµ‹ ,
(1.85)
”› µ =  Õµ , ”›Hµ‹ = H Õµ‹ ,
where  Õµ, Hµ‹ and H Õµ‹ are certain 1-form and 2-forms respectively. What is left out is the
transformation law of the scalar ‡, which is ”›‡ = ≠irµ µ. By defining qa = (›iqi)a, and intro-
ducing the “chirality” projectors  ± = 12(1±“5), “5 = ≠rµ“µ, a similar topological rotation can
be performed also on the hyper multiplets. In the new basis the supersymmetry transformation
law (1.83) of the hyper multiplets read as
”›q
a = qÕa = iÂa+ , ”›Âa≠ = ÂÕ≠
a = F˜a ,
(1.86)
”›Â
a
+ = ÂÕ+
a , ”›F˜a = F˜ Õa ,
where Âa± =  ±Âa and F˜a represents a set of auxiliary spinor fields needed to close the super-
symmetry algebra o -shell. The reality conditions on the original fields are compatible with ”›,
meaning that we can replace qa,Âa, F˜a with unconstrained fields in the above formulas without
introducing mixing with the conjugate components. Now all the fields of the theory (except
‡)20 are paired in ”›-doublets, forming equivariant cohomological complexes. Indeed, it can be
19The transformation produces no field dependent Jacobian.
20This is because we are not considering ghost fields here.
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shown that
”2› = ≠iLr + fr +Gi(‡+irA) , (1.87)
where GÁ is a gauge transformation with parameter Á and fr is an r-dependent constant, imply-
ing ”› acts as a T = U(1)r◊U(1)f◊G equivariant di erential on the supermanifold parametrized
by the coordinates X = (Xb;Xf ) = (Aµ, qa;‰µ‹ ,Âa≠) with di erentials X Õ, where we have fur-
ther distinguished between bosonic (b) and fermionic (f) coordinates.
We can now compute the partition function by means of the equivariant localization techniques
discussed in section 1.3., in particular by applying the infinite dimensional supermanifold gener-
alization of formula (1.61). As discussed in section 1.3., in practice we can consider the addition
of a suitable ”›-exact localization term Sloc = ”›P with positive definite bosonic part to the
action defining the theory, and then use formula (1.69): it is in the computation of the superde-
terminant that the cohomological formulation pays o . Before we discuss this point, let us work
out the integral form of the partition function. The pure YM action part of Svec reads as
SYM =
1
g2YM
⁄
S5
tr(F · úF ) =
⁄
S5
tr(FH · úFH) +
⁄
S5
tr(FV · úFV ) , (1.88)
where we have decomposed the field strength 2-form F into its vertical and horizontal compon-
ents. Moreover, one can further project the horizontal part onto the self-dual and anti-self-dual
components and obtain the identity⁄
S5
tr(F±H · úF±H ) =
1
2
⁄
S5
tr(FH · úFH)û 12
⁄
S5
tr(r · F · F ) , (1.89)
implying the bound
SYM Ø
--- ⁄
S5
tr(r · F · F )
--- , (1.90)
which is saturated for contact instanton configurations F±H = 0, FV = 0, or equivalently
r · F = ± ú F . (1.91)
The addition of the following ”›-exact localizing action21
Svecloc = ”›
⁄
S5
tr
3
‰ · ú(2F ≠H) + 12  · ú 
†
4
, (1.92)
localizes the vector multiplet on contact instanton configurations. Indeed, the bosonic localiza-
21In order to have a positive definite bosonic action we have to send ‡ æ i„, „ œ R, corresponding to integrate
the original field on an imaginary contour.
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tion locus Svecloc = 0 is given by
F+H = 0 , FV = 0 , Ò‡ = 0 , (1.93)
corresponding to (self-dual) contact instantons. Similarly, the hyper multiplet contribution can
be localized by considering the standard term
Shyploc = ”›
⁄
S5
tr
Aÿ
a
1
2(”›Â
a)†Âa
B
. (1.94)
We now focus on the trivial connection A = 0 contribution to the partition function, which will
be referred to as the perturbative contribution. The non-perturbative contributions are in any
case weighted by the contact instanton action⁄
S5
tr(F · úF )
---
contact instanton
=
⁄
S5
tr(r · F+H · F+H ) = 16ﬁ3k , k œ Z>0 , (1.95)
and hence exponentially suppressed. Their contribution will be determined successively by
means of factorization arguments. In the zero instanton sector it turns out that all the fields of
the hyper multiplet are localized to zero, while it is easy to see that on the localization locus we
have ‡ = i„ = constant. We can thus write (up to proportionality factors)
Z[S5] =
⁄
h
d„ e≠S(„)Z1≠loop(„)(1 + non-perturbative) , (1.96)
where S(„) is the value of the action on the localization locus, Z1≠loop the total 1-loop determ-
inant around the localization locus, and the integral is over the maximal torus h of the gauge
algebra.22 It is worth noting that this integral representation has the general functional form
discussed in section 1.3.. The classical term can be evaluated with the help of the K-contact
structure, yielding (reinstating the YM coupling)
S(„) = 4vol(S
5)
g2YM
tr(„2) , vol(S5) = 18
⁄
S5
r · dr · dr . (1.97)
In order to get the full perturbative result, we have finally to compute the 1-loop determinant
Z1≠loop =
Ò
Kf
Kb
. Actually, because of the holomorphicity of the ”›-action, we can compute
the determinants on a holomorphic set of fields avoiding to take the final square root. As we
mentioned before, this task can be simplified by using the cohomological structure. In fact,
22We have not discussed gauge fixing, which can be accounted for in a standard way by combining the BRST-
complex with the ”›-complex. Besides, the restriction to the maximal torus algebra is performed by including the
Vandermonde determinant in the 1-loop term.
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because of the ”›-pairing amongst the fields, at quadratic order in the fluctuations Xˆ, Xˆ Õ we
can represent
P ƒ È
Qa Xˆ Õb
Xˆf
Rb ,
Qa Dbb Dbf
Dfb Dff
RbQa Xˆb
Xˆ Õf
RbÍ , (1.98)
where È , Í denote the scalar product in field space and the D’s are linear di erential operators
commuting with ”2› = ≠iLr + fr ≠ i„. Given the vector bundles whose sections are  b,f ´ Xˆb,f ,
we can write the complex
E : 0æ  b Dfbæ  f æ 0 , (1.99)
and linear algebra implies
detÕKf
detÕKb
=
detÕ f ”
2
›
detÕ b ”2›
=
detcokerDfb ”2›
detkerDfb ”2›
, (1.100)
where detÕ means zero modes excluded. The last step is easy to understand because every non-
zero mode of Dfb is sent to a mode of the opposite statistics with the same ”2› eigenvalue. The
operator Dfb turns out to be transversally elliptic with respect to the T -orbits, implying the
mismatch of the unpaired modes is captured by an equivariant index. The latter is a well-defined
distribution on the group manifold, and it can be computed by means of Atiyah-Singer index
theory, Atiyah-Bott fixed point formula and reducing to known twisted complexes. The kernel
and cokernel can be decomposed into irreducible representations of T with finite multiplicities
(because of the transverse ellipticity), and the equivariant index allows us to extract weights
and the degeneracies of the T -action according to the definition
indDfb(t) = trkerDfbt≠ trkerDfbt =
ÿ
R
mR‰R(t) , t œ T , (1.101)
where ‰R and mR are the character and degeneracy of the representation R. From these data
one can readily compute the ratio of the determinants by using the simple rule
ÿ
ﬂ
cﬂewﬂ æ
Ÿ
ﬂ
wcﬂﬂ , (1.102)
where ﬂ is a label for the weights w and cﬂ are their degeneracy. Using the geometric structures
at hand, it is actually more convenient to introduce another complex yielding the same index
(1.101). Indeed, the tangent space to the supermanifold parametrized by X can be identified
with h¢ 0(S5)ü 1H(S5)ü 2+H (S5), which can be split into holomorphic and anti-holomorphic
components by using the (horizontal) complex structure. The determinant for the hyper mul-
tiplet is taken over the sections of the spin bundle, and the cohomological complex we are
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interested in reads
EH : 0æ  (0,0)(S5)æ  (0,1)H (S5)æ  (0,2)H (S5) . (1.103)
On the other hand, the determinant of the vector multiplet is taken over the sections of the
complex EV ƒ EH ü EúH
EV : 0æ  (0)(S5)æ  (1)H (S5)æ  (2+)H (S5) . (1.104)
The original problem can be then mapped to the computation of the index of a twisted Dolbeault
complex whose complex structure depends on r, which can be faced by means of standard
methods. It is convenient to present S5 as the level set
S5 = {(z1, z2, z3) œ C3 : |z1|2 + |z2|2 + |z3|2 = 1} , (1.105)
from which it is clear that S5 admits the U(1)3 toric action zi æ eiaizi generated by the vector
fields ei rotating the orthogonal zi-planes. The quotient by an overall U(1) gives S5 as the Hopf
fibration over CP2, and in our case the fiber corresponds to the Reeb r = qi ei. Thought the
geometric setup we have been discussing so far is valid for the round S5, once everything is
written in terms of the contact structure we can generalize to the squashed S5 [125] by picking a
Reeb which is a linear combination with positive coe cients of the generators of the toric action
r =
ÿ
i
Êiei , (1.106)
representing a useful and important refinement of the round geometry. Given this more general
construction, it turns out that [90,91]
Zvec1≠loop = detad S3(i„) , (1.107)
and
Zhyp1≠loop = detf S3(i„+ E/2)
≠1 , (1.108)
where E = Ê1 + Ê2 + Ê3 and the triple Sine function S3 (appendix A.2.) is defined by the
’-regularized product
S3(x) =
Ÿ
i,j,kœZØ0
(x+ iÊ1 + jÊ2 + kÊ3)(E ≠ x+ iÊ1 + jÊ2 + kÊ3) . (1.109)
In particular, the indexes i, j, k represent the U(1)3 charges of a mode contributing to the index.
More generally, we can consider hyper multiplets in di erent representations of the gauge group
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and supporting a flavor symmetry, in which case we can include mass terms (M) by coupling
background vector multiplets to the flavor symmetry.
In order to include the non-perturbative contributions, one should consider the 1-loop determ-
inant in the non-trivial contact instanton background and repeat the equivariant index compu-
tation [92]. In principle, the instanton measure can be computed by equivariant localization on
the instanton moduli space [11, 115], expecting a contribution from each of the 3 fixed points
(z1, z2, z3) = {(1, 0, 0), (0, 1, 0), (0, 0, 1)} of the torus action on CP2. These are exactly the points
where closed Reeb orbits exist for generic values of Ê˛ (i.e. irrational values of Êi/Êj) [97]. One
should be able to prove that away from the fixed points there are no non-trivial regular solutions
to the contact instanton equations (1.93), allowing for singular configurations wrapping the Reeb
orbit only at the fixed points. This is similar to Pestun’s computation on S4 [23], where there
are point-like instanton contributions only at the North and South poles. In the neighborhood of
the fixed point zi ”= 0 the space looks e ectively like C2◊S1 with a twist ‘1,2 for the orthogonal
2-planes along the S1 with period 2ﬁ— ( -deformation, see section 1.2.1.) according to the table
‘1 ‘2 —≠1
z1 ”= 0 Ê3Ê1 Ê2Ê1 Ê1
z2 ”= 0 Ê1Ê2 Ê2Ê2 Ê2
z3 ”= 0 Ê1Ê3 Ê2Ê3 Ê3
. (1.110)
It was therefore proposed [91,92] (see also [126] for a study of contact instanton equations) that
the non-perturbative contributions to the (squashed) S5 partition function are captured by the
product of 3 copies of the 5d Nekrasov instanton partition function on R4‘1,‘2 ◊S1 [11,115] with
a suitable identification of the equivariant parameters
Zn.p(„) =
Ÿ
k=1,2,3
Z5dNekinst (i—„,—(iM + E/2); ‘1, ‘2)
---
k
, (1.111)
where the 3 sectors are described in the previous table. As was pointed out in [91], this nice
structure is supported by an analogous factorization of the 1-loop term too. In fact, if we allow
the Ê’s to have a small imaginary part, the S3 function can be written as
S3(x) = e≠
iﬁ
6 B33(x)(e
2ﬁi
Ê1
x; e2ﬁi
Ê2
Ê1 , e
2ﬁiÊ3Ê1 )Œ(e
2ﬁi
Ê2
x; e2ﬁi
Ê3
Ê2 , e
2ﬁiÊ1Ê2 )Œ(e
2ﬁi
Ê3
x; e2ﬁi
Ê1
Ê3 , e
2ﬁiÊ2Ê3 )Œ =
= e≠ iﬁ6 B33(x)
Ÿ
k=1,2,3
(e2ﬁi—x; e2ﬁi‘1 , e2ﬁi‘2)Œ
---
k
, (1.112)
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where we have introduced the (q, t)-factorial
(x; q, t)Œ =
Ÿ
j,kœZØ0
(1≠ xqjtk) , (1.113)
and the B33 is a cubic Bernoulli polynomial (A.7). Each of the 3 factors in the 1-loop term can
be identified with the perturbative part of the 5d Nekrasov partition function, while the cubic
polynomial can be included into the classical contribution. Therefore, the Z[S5] integrand can
be written as the product of 3 copies of the 5d Nekrasov partition function
Z[S5] =
⁄
h
d„ Zcl(„)
Ÿ
k=1,2,3
Z5dNekpert („)kZ5dNekinst („)k . (1.114)
We observe that this result is consistent with the expectation that the S5 partition function
should depend on the Reeb vector field but not on the particular metric as mentioned at end of
section 1.4..
It may seem that the classical contribution spoils the complete factorization of the full integrand:
in section 4.5. we will show this is not the case. Moreover, we will be able to identify fundamental
building blocks which can be used to compute partition functions on other compact 5d spaces,
including S4 ◊ S1 and toric Sasaki-Einstein manifolds studied in [69,96,97].

2
Conformal Field Theory and infinite dimensional algebras
A relevant extension of the Poincare´ algebra which is of great interest in physics is given by the
conformal algebra, which includes, besides the Poincare´ generators, also dilatations and con-
formal boosts. A QFT exhibiting this larger invariance is called a conformal field theory (CFT),
and its most evident feature is that it must be scale invariant. Such theories are particularly
important because they are supposed to describe physical situations in which scale parameters
become irrelevant, for example statistical models of critical phenomena. In high energy physics,
non-trivial fixed points of the renormalization group flow are associated with interacting CFTs.
Even though CFTs are more constrained than ordinary QFTs because of the additional sym-
metries, their dynamics is generally hard to solve exactly. An exception occurs in 2d: in this
case the conformal algebra can be identified with the infinite dimensional algebra of holomorphic
coordinate transformations of the complex plane. At the quantum level, this algebra is replaced
by the Virasoro algebra, the central extension of the algebra of the 2d conformal group. Because
of the infinite dimensional symmetry, the hope is that a 2d CFT can be exactly solvable, i.e.
integrable. In the classical paper [127] this was shown to be indeed the case: Virasoro symmetry
combined with few physical requirements are in principle enough to completely determine all
correlation functions of local operators. In fact, Virasoro symmetry alone is able to completely
determine a huge part of physical correlators, the so-called conformal blocks. One of the most
striking aspect is that there is no need for any Lagrangian description to carry on this pro-
gram, which is known as the conformal bootstrap approach. In addition to the minimal models,
a class of rational 2d CFTs in which the bootstrap method can be applied e ciently, one of
the most famous exactly solvable 2d CFT is Liouville field theory, the prototypical example of
non-rational model. This will be one of the main focuses of this chapter, the reason being that
it appears in the context of 4d supersymmetric gauge theories in a surprising way through the
AGT correspondence, which will be the topic of the next chapter.
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A natural question we can ask is how much of the rich structure of Virasoro systems can survive
away from the conformal point. It is in this context that deformations of the Virasoro algebra
were investigated. In this section we will introduce the q-Virasoro algebra of Awata, Kubo,
Odake and Shiraishi [128], a 1-parameter (quantum) deformation of Virasoro. This algebra will
play a major role in Part II of this work, where one of our aims will be to go beyond 2d CFT
and Virasoro systems while retaining some of their integrable structures.
The rest of this chapter is organized as follows:
• We begin by reviewing basic facts about 2d CFT closely following the classical reference
[127]. We then introduce the powerful free field description of conformal blocks.
• After the general framework is set up, we consider a particularly relevant example for our
applications, namely Liouville field theory, with particular emphasis on its exact solution
through the bootstrap method following [129].
• We finally introduce the q-Virasoro algebra and its free field representation of q-conformal
blocks, stressing the similarities with the undeformed case.
2.1. The Virasoro algebra and 2d CFT
In this section we will be considering 2d CFTs whose symmetry is given by the Virasoro algebra
[Ln, Lm] = (n≠m)Ln+m + c12n(n+ 1)(n≠ 1)”n+m,0 , n,m œ Z , (2.1)
which represents the central extension of the algebra of the 2d conformal group. The 2d plane
can be parametrized by a complex pair of coordinates (z, z¯) which are treated as independent.1
The symmetry of a physical theory is then given by two commuting copies {Ln}, {L¯n} of the
Virasoro algebra. With that in mind, in the following we will usually omit the second copy
because the discussion would be the same, and we will refer to the holomorphic sectors also
as chiral sectors, as opposed to non-chiral or physical. In a quantum theory, the fields are
operators acting on a Hilbert space of states. Fields obey operatorial commutation relations
and the Virasoro generators, which must be constructed in terms of local operators of the
theory, are given by the Laurent components of the energy-momentum tensor2
L(z) =
ÿ
nœZ
Lnz
≠n≠2 . (2.2)
1The 2d conformal group is generated by holomorphic coordinate transformations.
22d conformal symmetry implies the only non-vanishing components are Tzz © L(z) and Tz¯z¯ © T¯ (z¯).
2.1. The Virasoro algebra and 2d CFT 49
Amongst the local fields of the theory those transforming as
[Ln, V (z)] = zn (zˆz + (n+ 1) )V (z) (2.3)
are called primary fields of dimension  . It will be clear in a moment that these are the
fundamental objects in the theory as any correlation function can be ultimately mapped to
correlation functions of primary operators. Conformal invariance of the quantum theory is
entirely encoded into the conformal Ward identities
ÈL(z)V1(z1) · · · VN (zN )Í =
Nÿ
i=1
3  i
(z ≠ zi)2 +
1
z ≠ ziˆzi
4
ÈV1(z1) · · · VN (zN )Í. (2.4)
A direct consequence of (2.4) restricted to the global conformal transformations {L0,±1}3
Nÿ
i=1
ˆziÈV1(z1) · · · VN (zN )Í = 0 ,
Nÿ
i=1
(ziˆzi + i)ÈV1(z1) · · · VN (zN )Í = 0 , (2.5)
Nÿ
i=1
zi(ziˆzi + 2 i)ÈV1(z1) · · · VN (zN )Í = 0 ,
is that 2, 3 and 4-point functions of primary operators are constrained to be
ÈV1(z1)V2(z2)Í = N( 1) ” 1, 2
z2 112
, zij = zi ≠ zj , (2.6)
ÈV1(z1)V2(z2)V3(z3)Í = C1,2,3r
i<j z
 i+ j≠
q
k
|‘ijk| k
ij
, (2.7)
ÈV1(z1)V2(z2)V3(z3)V4(z4)Í = G(z)r
i<j z
 i+ j≠
q
k
 k/3
ij
, (2.8)
where N( ) is a normalization constant (which can be set to 1), C1,2,3 are the 3-point functions,
and z is the anharmonic ratio4
z = z12z34
z13z24
, (2.9)
which is invariant with respect to global conformal transformations.
We stress that C1,2,3 are the 3-point functions of the physical theory, meaning that they know
about the holomorphic/anti-holomorphic pairing between the two chiral sectors. This obser-
3The sl2 subalgebra {L0,±1} generates the globally defined automorphisms of the Riemann sphere.
4Out of N points N(N≠3)2 anharmonic ratios can be constructed, but in 2d only one is independent.
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vation will be crucial for later developments in chapter 5, when there will be other natural
possibilities for the pairing of the di erent chiral sectors.
The 3-point functions contain all the dynamical information of the theory. In fact, we will shortly
see that any correlators can be rewritten in terms of 3-point correlators. While the constants
C1,2,3 cannot be fixed by Virasoro symmetry alone, in the following we are going to explain that
3-point functions and Virasoro symmetry completely determine the 4-point function G(z).
Due to conformal invariance, states of the theory are organized into irreducible representations
of the Virasoro algebra. Unitary highest weight representations can be constructed as Verma
modules with respect to an highest weight state |  Í
L0|  Í =  |  Í , Ln|  Í = 0 for n > 0 , (2.10)
where a basis for the “in” representation is then given by
| ,k Í = L≠k|  Í , L≠k = L≠k1 · · · L≠kN , k1 Æ · · · Æ kN . (2.11)
Similarly, the conjugate states are defined by
È  |L0 =  È  | , È  |Ln = 0 for n < 0 , (2.12)
where a basis for the “out” representation is provided by
È ,k | = È  |Lk , Lk = LkN · · · Lk1 , k1 Æ · · · Æ kN . (2.13)
In Minkowski space z¯ is complex conjugate to z, and hence L≠n = L†n. From (2.3) it is easy to un-
derstand that primary fields and highest weight states are in 1:1 correspondence (operator/state
correspondence)
[L0, V (0)] =  V (0) , (2.14)
so that highest weight states are created from a globally invariant (in) vacuum | 0 Í and (out)
È 0 | defined by
LnØ≠1| 0 Í = 0 , È 0 |LnÆ1 = 0 , (2.15)
according to
|  Í = lim
zæ0V (z)| 0 Í , È  | = limzæŒÈ 0 |V (z)z
2L0 . (2.16)
The states | ,k Í are associated to the descendants V ,k = L≠kV  of the primary field V .
Notice that L0| ,k Í = ( +qi ki)| ,k Í, and V ,1,k(z) = ˆzV ,k(z).
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Let us now show that any correlator can be reduced to 3-point correlators and that the 4-point
correlator is fixed by the 3-point functions and Virasoro symmetry. For this aim let us observe
that (2.7), (2.8) imply5
C1,2,3 = È 1 |V2(1)| 3 Í , (2.17)
G(z) = z 3+ 4≠ 13
q
k
 k(1≠ z) 2+ 3≠ 13
q
k
 kÈ 1 |V2(1)V3(z)| 4 Í . (2.18)
Let us consider the standard basis | ,k Í, È ,k | in the Verma modules over |  Í, È  | with
inner product
È Õ,kÕ | ,k Í = ” , ÕM( )kkÕ , È 0 | 0 Í = 1 . (2.19)
Inserting a completeness relation between V2 and V3 in (2.18) we get the s-channel decomposition
È 1 |V2(1)V3(z)| 4 Í =
ÿ
 ,k,kÕ
È 1 |V2(1)| ,k ÍM( )≠1kkÕÈ ,kÕ |V3(z)| 4 Í , (2.20)
which, using (2.7), yields
È 1 |V2(1)V3(z)| 4 Í =
ÿ
 
C1,2, C ,3,4 Fs
1
 2  4
 1  2 ; |z
2
, (2.21)
where we have defined the s-channel conformal blocks
Fs
1
 2  3
 1  4 ; |z
2
= z ≠ 3≠ 4
Qa1 + ÿ
k,kÕ ”=0
È 1 |V2(1)| ,k ÍM( )≠1kkÕÈ ,kÕ |V3(z)| 4 Í
È 1 |V2(1)|  ÍÈ  |V3(z)| 4 Í
Rb .
(2.22)
Even though it is very expensive to explicitly evaluate conformal blocks, we see that they
are completely fixed by Virasoro symmetry, and that they sum up the contributions of the
descendants of the primary flowing in the intermediate channel. One of the most di cult task
is inverting the matrix M( )kkÕ . However, since it is block diagonal (i.e. M( )kkÕ = 0 unlessqN
i=1 ki =
qN Õ
j=1 k
Õ
i) it can be inverted level by level, corresponding to a power series expansion
in the cross ratio z.
So far we have assumed the Verma module over |  Í to be irreducible. This is in fact generically
the case, but there are special values  d such that the corresponding representation is reducible.
This happens when a descendant state at a given level Kd =
q
i kd i behaves as a primary itself,
namely
L0| d +Kd Í = ( d +Kd)| d +Kd Í , Ln>0| d +Kd Í = 0 . (2.23)
5Global conformal transformations can be used to send 3 points to 3 reference values, e.g. 0, 1 and Œ. G(z)
is the part of the 4-point correlator which is not determined by global conformal symmetry, and in fact depends
only on the cross ratio z.
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In this case | d +Kd Í generates its own Verma module. To obtain an irreducible representation
it su ces to formally set the descendants K Ø Kd of the degenerate primary | d Í to zero, i.e.
imposing the orthogonality with respect to the irreducible module over | d Í. This is why
| d +Kd Í is also called a null state. The degenerate values of the conformal dimension are
those for which the matrix M( )kkÕ fails to be invertible, and are then determined by the
equation detM( ) = 0 (Kac determinant). The general solution for a given central charge c is
given by
 n,m =
c≠ 1
24 +
1
4 (n–+ +m–≠)
2 , –± =
Ô
1≠ c±Ô25≠ cÔ
24
, n,m œ Z>0 , (2.24)
and the corresponding null state has dimension  n,m+nm. As a relevant example, the primary
with   =  1,2 has a null state at level 2 given by
| 1,2 + 2 Í =
A
L≠2 +
3
2(2 1,2 + 1)
L2≠1
B
| 1,2 Í , (2.25)
corresponding to the null field
‰(z) = V 1,2,2(z) +
3
2(2 1,2 + 1)
ˆ2zV 1,2(z) . (2.26)
Importantly, correlation functions involving null states at level nm satisfy linear di erential
equations of order nm. This is because any correlation functions involving a field V ,k can
be expressed through V  by means of the action of a linear di erential operator which can be
deduced from the rules (2.3)
ÈV ,k(z)V1(z1) · · · VN (zN )Í = Lk(z, zi)ÈV (z)V1(z1) · · · VN (zN )Í ,
Lk(z, zi) =
Nÿ
n=1
1
(z ≠ zn)k ((zn ≠ z)ˆzn ≠ (k ≠ 1) n) .
(2.27)
In the previous example, imposing the decoupling condition È‰(z) · · · Í = 0 we get
C
3
2(2 1,2 + 1)
ˆ2z ≠
Nÿ
n=1
3
ˆzn
z ≠ zn +
 n
(z ≠ zn)2
4D
ÈV 1,2(z)V1(z1) · · · VN (zN )Í = 0 . (2.28)
In the case of 4-point functions, one can use the global Ward identities (2.5) to solve for ˆzi in
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terms of ˆz, yielding an ordinary 2nd order di erential equation
R(z)ÈV 1,2(z)V1(z1)V2(z2)V3(z3)Í = 0 ,
R(z) =
Qa 3
2(2 1,2 + 1)
ˆ2z +
3ÿ
i=1
3
ˆz
z ≠ zi ≠
 i
(z ≠ zi)2
4
+
ÿ
j<i
 1,2 + ij
(z ≠ zi)(z ≠ zj)
Rb . (2.29)
This equation has 3 regular singular points (z1, z2, z3), which can always be mapped to (Œ, 1, 0)
by a global conformal transformation. Then R(z) is equivalent to the hypergeometric operator
H(z)
H(z) = z(1≠ z)ˆ2z + (c≠ (1 + a+ b)z) ˆz ≠ ab (2.30)
through a suitable map between the conformal dimensions and the hypergeometric parameters.
This means ÈV1(Œ)V2(1)V 1,2(z)V3(0)Í can be written in the form
ÈV1(Œ)V2(1)V 1,2(z)V3(0)Í = t(z)
ÿ
i=1,2
Ki Ii(z) , (2.31)
where Ki are constants encoding the 3-point functions (see (2.21)), t(z) is a twisting function
between R and H (i.e. R(z)t(z) = t˜(z)H(z) for some t˜(z)), and Ii(z) are the two independent
solutions of the hypergeometric equation.
The 3-point functions determine the operator product expansion (OPE) of primary fields accord-
ing to
V a(z)V b(0) =
ÿ
 c
Ca,b,c[V c ](z) , (2.32)
where [V ] denotes the conformal family of the primary V  (i.e. all the operators in the rep-
resentation generated by V ). When on the l.h.s. there are two non-degenerate primaries, the
sum runs over all the conformal families of the theory. However, when on the l.h.s. there is one
degenerate primary the sum is truncated. This can be explicitly seen in the case  a =  1,2
we have considered before: parametrizing conformal dimensions as  (⁄) = c≠124 + ⁄
2
4 , the two
distinct contributions i = 1, 2 in (2.31) correspond to the fusion rule
⁄1,2 ¢ ⁄ = [⁄+ –+]ü [⁄+ –≠] . (2.33)
In the following section, we are going to introduce a useful approach for studying conformal
blocks, complementary to the series expansion method.
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2.2. Free field representation of conformal blocks
It is generally di cult to obtain conformal blocks in a closed form. A useful alternative to
their series expansion is given by an integral representation due to Dotsenko and Fateev known
as Coulomb gas or Dotsenko-Fateev representation of conformal blocks (DF for short). For a
detailed account we refer to the original papers [130, 131] and the book [132], which we follow
here. The starting observation is that the free boson theory is a CFT. The free boson field „
can be expanded in bosonic oscillators according to
„(z) = „0 ≠ ia0 ln z + i
ÿ
n”=0
an
n
z≠n , [an, am] = n”n+m,0 , [„0, a0] = i , (2.34)
and the primary operators are given by6
V–(z) = : ei
Ô
2–„(z) : ,  (–) = –2 , (2.35)
where : : denotes normal ordering. Using the free boson commutation relations it is simple to
show that
ÈŸ
i
V–i(zi)Í =
Ÿ
i<j
(zi ≠ zj)2–i–j , (2.36)
provided the neutrality condition qi –i = 0 holds, otherwise the correlator vanishes. In order
to make the things more interesting, one can add a background charge ≠Q0 at infinity and
modify the neutrality condition into qi –i = Q0. This modifies also the central charge and the
dimension of the primaries, which are now given by c = 1 ≠ 6Q20,  (–) = –(– ≠ Q0). Since
the 2-point function of a primary with itself is non-zero, we see that the conjugate primary of
V– is VQ0≠– because they have the same conformal dimension and the neutrality condition is
satisfied. The 4-point function must not vanish as well, but here there is a problem because
there is no way to satisfy the neutrality condition with V–, VQ0≠– alone. The solution is to
insert suitable operators in the correlator which modify the total charge without a ecting the
conformal properties. These objects are called screening charges (Q±), and they are contour
integrals of screening currents (S±) having conformal dimension 1, so that
Q± =
j
dw S±(w) (2.37)
6We should keep in mind that the physical primaries have an anti-holomorphic component.
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have conformal dimension 0 and commute with all the Virasoro generators. The equation (–) =
1 has only two solutions corresponding to
S±(w) = V–±(w) , –± =
Q0
2 ±
Û
Q20
4 + 1 , (2.38)
where the special values –± were also given when discussing the Kac determinant in (2.24). Now
we can compute correlators of the type
ÈQm+Qn≠
Ÿ
i
V–i(zi)Í , (2.39)
and this can be non-zero for a suitable choice of screening charges. Strictly speaking, in a physical
theory all the momenta should be quantized in units of –± because, for example, ÈQm+Qn≠V–V–Í
can have the same conformal properties of ÈVQ0≠–V–Í only if 2– = 2–m,n = (1≠m)–++(1≠n)–≠.
Therefore, this formalism is particularly useful for minimal models, but we will not be discussing
this topic here. Rather, we will consider an explicit example which will be useful for later
discussions. Let us focus on the 4-point correlator with a degenerate insertion at level 2 (e.g.
–2,1 = ≠–+/2) and a single screening charge (Q+ say). Then the DF representation is
G(z) = ÈQ+V–4(Œ)V–3(1)V–2,1(z)V–1(0)Í =
j
dw ÈS+(w)V–4(Œ)V–3(1)V–2,1(z)V–1(0)Í , (2.40)
provided the neutrality condition holds. Using (2.36) we can write
G(z) = t(z)
j
dw wa(w ≠ 1)b(w ≠ z)c , (2.41)
where t(z) = z2–2,1–1(1≠z)2–2,1–3 , a = 2–+–1, b = 2–+–3, c = 2–+–2,1, which can be recognized
as an integral representation of the hypergeometric 2F1, as it must be from our discussion around
(2.29). There are two independent choices for the integration contour, which can be taken to go
around the branch cuts [0, z] and [1,Œ), corresponding to the two independent solutions of the
hypergeometric equation (2.29).
More generally, we can consider the (N + 2)-point correlator, whose DF representation with m
insertions of a single type of screening charge (Q+ say) reads as
GN+2(x) ƒ
j
dmw
Ÿ
i<j
(wi ≠ wj)2—
Ÿ
i,n
w2–+–0i (wi ≠ xn)2–+–n , (2.42)
where — = –2+. Notice that for — = 1 the above integral (—-ensemble) can be thought of as a
matrix model. For a recent review of DF integrals, discussion of the integration contours and
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relation to matrix models we refer to [133–135].
2.3. Liouville field theory and conformal bootstrap
We have introduced general features of 2d CFTs, explaining that the full dynamical information
is contained in the 3-point functions C1,2,3. In fact, we have not referred to any particular
Lagrangian description. As we are going to see, 2d CFTs are so highly constrained by the
infinite dimensional Virasoro algebra that this is enough to fix the 3-point functions, and hence
solve the theory: this is the conformal bootstrap method.
Let us focus on the Liouville field theory, which is the prototypical example of non-rational 2d
CFT. It has a Lagrangian description which, in principle, allow us to compute everything (for
a review of Liouville theory see e.g. [136,137]). However, for our purposes it is more convenient
to analyze the theory axiomatically along the lines of section 2.1. because later on we will have
to deal with theories whose Lagrangian realization is unknown. As initial data, we only need to
know the spectrum of primary operators and the central charge c0. The latter is parametrized
by a non-rational real number b0 through
c0 = 1 + 6Q20 , Q0 = b0 +
1
b0
, (2.43)
while primaries are labeled by a continuous momentum –
– = Q02 + ip , p œ R>0 , (2.44)
whose dimensions are
 (–) = –(Q0 ≠ –) . (2.45)
The “in” vacuum is | 0 Í, while the “out” vacuum is ÈQ0 |.7 Degenerate primaries detected by
the Kac determinant (2.24) have momenta
–r,s = (1≠ r)b02 + (1≠ s)
1
2b0
, r, s œ Z>0 . (2.46)
As we have seen in the previous section, the structure of 2d CFTs is highly constrained by the
infinite dimensional Virasoro algebra. The bootstrap approach consists in requiring some addi-
tional physical property in order to constraint 3-point functions and eventually end up with a
system of equations that they must satisfy. In fact, this additional property is simply the asso-
ciativity of the operator algebra. This translates in the independence on channel decomposition
7This is consistent because  (–) =  (Q0 ≠ –).
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of correlators, or crossing symmetry of the 4-point function. In order to get equations that the
3-point functions C(–3,–2,–1) must satisfy, the idea is to exploit the 4-point correlator (2.21)8
ÈV–4(Œ)V–3(1)V–2(z, z¯)V–1(0)Í =
⁄
d– C(–4,–3,–)C(Q0 ≠ –,–2,–1)
...Fs(–|z)...2 , (2.47)
 1  4
 3 2
Figure 2.1: The 4-point correlator in diagrammatic language.
with a degenerate insertion at level 2, for instance
–2 = –2,1 = ≠b02 . (2.48)
On the one hand, such correlator will be simply expressed in terms of hypergeometric functions
(2.31) and involves 3 generic external momenta. On the other hand, using two di erent channel
decompositions and imposing their equality due to the associativity of the operator algebra
(crossing symmetry), we get the desired equations. We can generically write
= =
Figure 2.2: Crossing symmetry in diagrammatic language.
ÈV–4(Œ)V–3(1)V≠ b02 (z, z¯)V–1(0)Í =
ÿ
i=1,2
Ksij Fs(–(i)s |z) Fs(–(j)s |z) , (2.49)
8Here we have an integral summation because of the continuous spectrum.
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where R(z)Fs(z) = R(z¯)Fs(z) = 0, and (see 2.33)
–(1,2)s = –1 û
b0
2 . (2.50)
For the correlator to be single valued, in a physical theory the bilinear combination must be
diagonal, i.e. Ksij = Ksii”ij . Moreover, (2.21), (2.47) imply the constants Ksii will be proportional
to the product of 3-point functions
N si K
s
ii = C(–4,–3,–(i)s )C(Q0 ≠ –(i)s ,≠b0/2,–1) , (2.51)
provided the solutions Fs(–(i)s |z) = t(z)Isi (z) are normalized according to
Fs(–(i)s |z) ƒ N si z (–
(i)
s )≠ 2≠ 1 as z æ 0 . (2.52)
In fact, we can choose N si = 1 for the basis
t(z) = z (–
(1)
s )≠ 2≠ 1(1≠ z) (–3≠b0/2)≠ 3≠ 2 ,
Is1(z) = 2F1(a, b; c; z) , Is2(z) = z1≠c2F1(1 + a≠ c, 1 + b≠ c; 2≠ c; z) ,
(2.53)
where
a
b0
= –1 + –3 + –4 ≠ b02 ≠Q0 ,
b
b0
= –1 + –3 ≠ –4 ≠ b02 ,
c
b0
= 2–1 ≠ b0 . (2.54)
We can now repeat the reasoning for the u-channel decomposition and impose the two results
to be the same
ÿ
i=1,2
Ksii
...Fs(–(i)s |z)...2 = ÿ
i=1,2
Kuii
...Fu(–(i)u |z)...2 , (2.55)
where
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–(1,2)u = –4 û
b0
2 , (2.56)
and
Kuii = C(–1,–3,–(i)u )C(Q0 ≠ –(i)u ,≠b0/2,–4) . (2.57)
Since the exchange 1¡ 4 maps z ‘æ z≠1, the u-channel conformal blocks will be represented by
hypergeometric series Iui (z) in z≠1
Iu1 (z) = z≠a2F1(a, 1+a≠ c; 1+a≠ b; z≠1) , Iu2 (z) = z≠b2F1(b, 1+ b≠ c; 1+ b≠a; z≠1) . (2.58)
The u-basis of solutions can be expressed by a standard change of basis (analytic continuation)
in terms of the the s-basis, namely Isi (z) =MijIuj (z) where
M11 = (≠1)a (c) (b≠ a) (b) (c≠ a) , M12 = (≠1)
b (c) (a≠ b)
 (a) (c≠ b) ,
(2.59)
M21 = (≠1)1+a≠c  (2≠ c) (b≠ a) (1 + b≠ c) (1≠ a) , M22 = (≠1)
1+b≠c  (2≠ c) (a≠ b)
 (1 + a≠ c) (1≠ b) .
This change of basis in (2.55) generates a system of di erence equations the 3-point functions
must satisfy9
KsiiMikM¯il = Kukk”kl …
Ks22
Ks11
= ≠M11M¯12
M21M¯22
,
Ku22
Ku11
= M¯22
M11
detM . (2.60)
These are the bootstrap equations for C(–3,–2,–1), and they are uniquely solved by the DOZZ
formula
C(–3,–2,–1) Ã  
Õ(0)
 (–T ≠Q0)
Ÿ
i=1,2,3
f(b0, µ)–i (2–i)
 (–T ≠ 2–i) , –T = –1 + –2 + –3 , (2.61)
9Here M = M¯ because the dependence on the momenta in R is only through  ’s which are real.
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where   is expressed in terms of the Barnes  2 function (appendix A.2.) as
 (X) = 1
 2(X|b0, b≠10 ) 2(Q0 ≠X|b0, b≠10 )
. (2.62)
The proportionality factor and the constant function f(b0, µ) cannot be determined without
further data, such as referring to known results from the Lagrangian description or, in the spirit
of the axiomatic approach, a choice [138] of the structure constants C(Q0≠–,–, 0) (normalization
of primaries) and C(Q0≠–+ b0/2,≠b0/2,–) (equal to 1 from the Lagrangian description). This
axiomatic derivation of the Liouville 3-point function is known as the Teschner trick [129], while
the original proposal (2.61) of Dorn, Otto, Zamolodchikov and Zamolodchikov [139, 140] relied
on the Lagrangian description and analytical properties of the 3-point function implied by the
free field formalism reviewed in section 2.2..10
We end this brief introduction to Liouville field theory by observing that we have considered
the theory on the Riemann sphere C ﬁ {Œ}, but it can be actually defined on any n-punctured
Riemann surface of genus g, where the punctures are in correspondence with the insertion points
of primary operators.
2.4. The q-Virasoro algebra
In the previous section we have seen that Liouville field theory can be exactly solved, without
even referring to the Lagrangian formulation. Its integrability is mainly due to the infinite
dimensional Virasoro algebra, which puts severe constraints on the theory. A natural question
is whether one can deform Liouville theory while retaining some of its features, integrability in
the first place.
In the spirit of the axiomatic approach, it is perhaps more convenient to ask whether one can
deform the Virasoro algebra behind the solvability of Liouville theory and define a new class
of theories with deformed Virasoro symmetry, without necessarily knowing their microscopic
definition. Quantum deformations of the Virasoro algebra have been studied for a long time
[128, 141–145]. Usually, a quantum deformation introduces (at least) a parameter q into the
algebra such that the undeformed algebra is recovered in the q æ 1 limit. For our applications,
we are interested in a particular realization which we are going to introduce below. An exhaustive
review can be found in [146].
Before we get started, it may be useful to recast the Virasoro algebra (2.1) in a language which
10For a review of matrix integrals in Liouville theory see e.g. [137].
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is usually employed in quantum algebras, packaging the Virasoro generators into currents
L(z) =
ÿ
nœZ
Lnz
≠n ∆ [L(z), L(w)] = c12
3
w
z
42
”
ÕÕÕ
3
w
z
4
+ w
z
”Õ
3
w
z
4
(L(z) + L(w)) , (2.63)
where ”(z) = qnœZ zn is the multiplicative ”-function. Following [128], we can define new
currents T (z) =qnœZ Tnz≠n defining the associative algebra
f
3
w
z
4
T (z)T (w)≠ T (w)T (z)f
3
w
z
4
= ≠(1≠ q)(1≠ t
≠1)
(1≠ p)
3
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3
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w
z
4
≠ ”
3
p≠1
w
z
44
, (2.64)
where
f(z) = e
q
n>0
(1≠qn)(1≠t≠n)
n(1+pn) z
n
, (2.65)
and p = qt≠1. This algebra was called the Deformed Virasoro Algebra, but we will simply
referring to it as the q-Virasoro algebra for short. The q-Virasoro algebra was introduced in
connection with the Macdonald polynomials, the natural q-deformation of the Jack polynomials
which are in 1:1 correspondence with the singular vectors of the Virasoro algebra.
It is a non-trivial check that if we parametrize t = q—, q = e~, Q0 =
Ô
—≠ 1/Ô— and expand the
current T (z) in powers of ~ according to
T (z) = 2 + —~2
A
T (2)(z) + Q
2
0
4
B
+O(~4) , (2.66)
then the quadratic order current T (2)(z) satisfies the Virasoro algebra (2.63) with central charge
c = 1 ≠ 6Q20. Having in mind the Liouville theory relation (2.43), we can eventually identify
— = ≠b20. We stress that the algebra (2.64) is e ectively a 1-parameter deformation of the
Virasoro algebra because in this parametrization q is the deformation parameter and t encodes
the central charge.
The representation theory of the q-Virasoro algebra is similar to that of Virasoro discussed in
section 2.1. In particular, one can define Verma modules over highest weight states |⁄ Í, È⁄ |
T0|⁄ Í = ⁄|⁄ Í , Tn>0|⁄ Í = 0 , È⁄ |T0 = ⁄È⁄ | , È⁄ |Tn<0 = 0 , (2.67)
in the usual fashion. Moreover, the singular structure of the Verma module (detected by the
Kac matrix) is essentially identical to the undeformed case. In fact, by parametrizing ⁄ with a
momentum – according to
⁄(–) = q
Ô
—(–≠Q02 ) + q≠
Ô
—(–≠Q02 ) , (2.68)
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it turns out that the Kac determinant has the same zeros as in the Virasoro case
–r,s =
Ô
—
2 (1≠ r)≠
1
2
Ô
—
(1≠ s) , r, s œ Z>0 . (2.69)
2.5. q-conformal blocks
Once the q-Virasoro algebra has been defined, it is natural to ask whether one can compute the
q-deformed analog of conformal blocks, which we will be referring to as q-conformal blocks. This
goal requires a good definition of (q-deformed) primary operators. Except for a few cases, this is
still an open problem. Said di erently, a clear geometric interpretation of the q-Virasoro algebra
is still missing, and q-conformal Ward identities are not known. The natural expectation is that
the conformal Ward identities (2.4), (2.5) will be replaced by some q-di erence relation, but the
precise form is di cult to be determined in general.11
An alternative (or complementary) method which has been successfully used to overcome such
di culties is the direct q-deformation of conformal blocks in their DF representation introduced
in section 2.2.. In fact, the Selberg-like integrals describing the Virasoro conformal blocks
admit a natural q-deformation which has been extensively studied in the mathematical literature
[149–152]. The integral kernels of the DF representation of conformal blocks (2.42) are essentially
made by factors of the type
(1≠ wx≠1)a . (2.70)
Since the exponent a is supposed to be integer (positive say) in the physical theory, the natural
way to introduce the q-deformation is by refining
(1≠ wx≠1)a æ
a≠1Ÿ
k=0
(1≠ qkwx≠1) , (2.71)
which reduces to the undeformed result in the limit q æ 1. Similarly, by assuming — to be a
positive integer, the integration measure provided by the screening currents can be deformed
according to Ÿ
i<j
(wi ≠ wj)2— æ
Ÿ
i”=j
—≠1Ÿ
k=0
(wi ≠ qkwj) . (2.72)
Performing this simple substitution in the DF representation of conformal blocks one obtains
a canonical definition of the integral representation of q-deformed conformal blocks [153]. As a
11The implications of a q-deformed global conformal algebra are discussed in [147,148]. Basically, the 2,3, and
4-point functions would be constrained similarly to the Virasoro case.
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further generalization, one can also study the analytically continued DF integrals by replacing12
a≠1Ÿ
k=0
1
1≠ qkwx≠1
2
æ (wx
≠1; q)Œ
(qawx≠1; q)Œ
,
Ÿ
i”=j
—≠1Ÿ
k=0
(wi ≠ qkwj)æ
Ÿ
i”=j
(wjw≠1i ; q)Œ
(twjw≠1i ; q)Œ
, (2.73)
where t = q— and we used the definition
n≠1Ÿ
k=0
(1≠ qkx) = (x; q)n = (x; q)Œ(qnx; q)Œ . (2.74)
In this form the values of a and t can be assumed to be arbitrary complex numbers.
Once this natural (brute force) q-deformation of conformal blocks in the DF representation has
been defined, one may wonder what is the precise relationship with the would be q-conformal
blocks of the q-Virasoro algebra previously defined. The best strategy to answer this question
is to find a free field realization of the q-Virasoro algebra and compute correlation functions of
screening currents and vertex operators to be identified with primaries (still denoted by V–).
This program was already carried out in the original papers [128,154], and the DF integrals are
extensively studied in [155]. This realization is very similar to the Virasoro case discussed in
section 2.2., so we will not repeat the construction here. We limit to observe that by using a
q-deformed free boson one can show that the (N + 2)-point q-conformal block has the form
GN+2(x) =
j Ÿ
i
dwi
2ﬁiwi
Ÿ
i”=j
(wjw≠1i ; q)Œ
(twjw≠1i ; q)Œ
Ÿ
i
wa0i
NŸ
n=1
(wix≠1n ; q)Œ
(qanwix≠1n ; q)Œ
, (2.75)
exactly matching the natural q-deformation introduced above.
The free field realization of q-conformal blocks allows us to overcome in part the ignorance of
the q-deformed Ward identities. In fact, the q-Selberg-like integrals (2.75) are very well studied,
and they satisfy a number of q-di erence equations [150, 151] because they can be expressed
in terms of multivariate q-hypergeometric functions. For example, by either using such general
identities or by direct evaluation [154, 155], it can be shown that the 4-point correlator with a
level 2 degenerate insertion –2 = –2,1 = ≠
Ô
—
2 can be written in terms of the q-hypergeometric
series 2 1 (see appendix A.6. for its definition and some of its properties)
G4(z) =
j dw
2ﬁiw ÈS+(w)V–4(Œ)V–3(1)V–2(z)V–1(0)Í = t(z)2 1
1
A B
C q ; z
2
, (2.76)
12The replacement of the integration measure holds up to a factor which can be reabsorbed in the integrand.
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where A,B,C are expressed in terms of –1,2,3,4 and t(z) is a twisting function between the
operator annihilating G4 and the q-hypergeometric operator
Hq = z(C≠qABz)
d2q
dqz2
+
31≠ C
1≠ q +
(1≠A)(1≠B)≠ (1≠ qAB)
1≠ q z
4 dq
dqz
≠ (1≠A)(1≠B)(1≠ q)2 ,
(2.77)
where dqdqzf(z) =
f(qz)≠f(z)
z(q≠1) is the q-derivative. This relation will be crucial for our further
developments in Part II, where we will address the definition of “physical” q-correlators. We
end this section by noticing that in the q æ 1 limit we recover the results discussed in section
2.1 because Hq æ H and 2 1 æ 2F1.
3
AGT
In this chapter we return to discuss supersymmetric gauge theories, and in particular their
surprising relation to (non-supersymmetric) 2d CFT. The appearance of integrable systems in
higher dimensional supersymmetric gauge theories is not new, and the connection between the
two worlds became even more evident after Seiberg and Witten solved the low energy dynamics
of 4d N = 2 gauge theories [6, 7, 33]. Even though the SW solution has far reaching con-
sequences for both fields (a short recent review can be found in [156]), the underlying integrable
system describing the IR physics enters into the gauge theory somehow indirectly through the
identification of the SW curve with the spectral curve of the associated integrable system (see
e.g. [157] for a review). Another relevant interplay between supersymmetric gauge theories and
integrable systems can be found in the gauge/Bethe correspondence studied by Nekrasov and
Shatashvili [158,159,21].
A recent breakthrough in the correspondence between supersymmetric gauge theories and in-
tegrable systems was the discovery by Alday, Gaiotto and Tachikawa [36] that supersymmetric
partition functions of a wide class of 4d N = 2 AN≠1 gauge theories introduced earlier by Gai-
otto [35] (class S theories) can be exactly computed in Liouville field theory: this duality is
known as the AGT correspondence. More specifically, a class S theory is labeled by a genus g
Riemann surface with n punctures (Cg,n), whose N -sheet cover is identified with the SW curve
of the theory. Such a theory can be placed on a (squashed) 4-sphere (S4) while retaining su-
persymmetry as we have reviewed in section 1.2.1.: the AGT correspondence states that the S4
partition function of a rank 1 (A1) class S theory is exactly equal to the n-point correlator of
primary fields in Liouville theory on the Riemann surface defining the gauge theory, provided a
suitable identification of parameters between the two sides holds (AGT dictionary).
One of most relevant consequences of the AGT relation is the identification of the 4d Nekrasov
instanton partition function, computed by localization on R4, with conformal blocks of the
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Virasoro algebra, computed in the 2d CFT by means of a completely di erent approach. We
will refer to this identification as the weak AGT correspondence, as opposed to the strong AGT
correspondence which identifies a full (non-chiral) correlator with a compact space partition
function. This distinction will be important in the following.
The discovery of the AGT correspondence has inspired a plethora of related works. For ex-
ample, the inclusion in the AGT dictionary of gauge theory defect operators [41, 99, 160] (for
a recent review see [161, 162] in [163]) or the extension to higher rank theories (AN≠1/Toda
CFT correspondence) [37]. Since class S theories can also be defined on S3 ◊ S1, another line
of investigation was to understand the fate of the AGT relation upon this topological change
of background, and it was shown that an AGT-like relation exists in this case too [44], where
Liouville theory is replaced by a 2d topological quantum field theory, axiomatically defined using
the gauge theory data.
It is natural to ask whether an AGT-like correspondence can be found in other dimensions as
well. This question was first posed by Awata and Yamada [49], who provided evidence of a 5d
AGT relation. This topic has been extensively developed from di erent perspectives (some of
which we briefly review below), eventually leading to a weak 5d AGT correspondence through
the identification of the R4 ◊ S1 Nekrasov instanton partition function with the chiral blocks of
the q-Virasoro algebra (for a recent review see [164] in the collection [163]). The q-deformation
parameter can be mapped to the size of the extra compact dimension of the gauge theory
background. Building on these ideas, our main goal in Part II of this work will be to provide a
strong 5d AGT relation.
The rest of this chapter is organized as follows:
• We begin by reviewing basic features of class S theories of type AN≠1, focusing on the
SU(2) case and following the original reference [35].
• We then discuss the original AGT proposal following [36] and the importance of codimen-
sion 2 defects in gauge theory or degenerate Liouville insertions following [99].
• Finally, we will introduce the 5d AGT correspondence in its weak form, which is best
studied within the free field formalism reviewed previously and recently used in [165,166]
in the 5d AGT context.
3.1. Class S theories
4d N = 2 theories are very interesting models for studying non-perturbative gauge dynamics.
In fact, they represent highly non-trivial gauge systems whose strongly coupled IR physics is
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still solvable because of the high amount of supersymmetry. The low energy dynamics on
the Coulomb branch, i.e. in a vacuum characterized by an expectation value for the vector
multiplet scalar, is entirely captured by a holomorphic prepotential F [167,168]. The quantum
IR dynamics can be elegantly encoded in a Riemann surface (the SW curve) and a holomorphic
1-form (SW di erential) [6,7], the prepotential and Coulomb branch parameter being computed
from the SW data according to
ai =
j
Ai
⁄SW ,
ˆF
ˆai
=
j
Bi
⁄SW , (3.1)
where Ai, Bi represent a canonical basis of conjugate cycles on the SW curve and ⁄SW is the
SW di erential.
A very well studied example of 4d N = 2 theory is given by the SU(2) theory with Nf = 4
fundamental flavor hyper multiplets [7]. It is an example of exactly superconformal CFT (SCFT)
because the beta function vanishes due to Nf = 2N , Nf being the number of fundamentals
and N the number of colors. The exactly marginal gauge coupling together with the theta
angle can be arranged into a complex gauge coupling usually denoted by · , parametrizing
the upper-half plane. The theory enjoys a remarkable S-duality group, acting on · by SL(2,Z)
Mo¨bius transformations and by permutations on the factors of the distinguished flavor symmetry
subgroup r4i=1 SU(2)i µ SO(8). The gauge coupling parameter space is given by the SL(2,Z)
fundamental domain, namely the moduli space of complex structures on the sphere with 4
equivalent punctures. There is a single cusp at · = +iŒ representing the weakly coupled region
where a Lagrangian description of the theory can be given. Following Gaiotto’s approach [35],
the 4 Cartan generators of r4i=1 SU(2)i can be used to mass deform the theory and put extra
labels. Then one can study the action of the S-duality group which does not permute the
SU(2)i flavor factors. In this case the gauge coupling parameter space is extended and there
are extra cusps at · = 0, 1, corresponding to the complex structure moduli space of the sphere
with 4 marked points (C0,4). A weakly coupled description can be given around all the cusps
(S-duality frames) but the SU(2)i flavor subgroups will be permuted. If we label the theory
by C0,4, the three S-dual descriptions correspond to the possible pair of pants decomposition of
the given Riemann surface as showed in figure 3.1. Each puncture (external lines) corresponds
s t u
Figure 3.1: The 3 pants decomposition of C0,4. The external lines represent the punctures.
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to an SU(2) flavor factor, while each thin long tube (internal line) to a weakly coupled SU(2)
gauge group. This is emphasized for a particular S-duality frame in figure 3.2. In fact, this
•
• •
•
•
• •
•
SU(2)
C
SU(2)
F
SU(2)
F
SU(2)
F
SU(2)
F
Figure 3.2: Representation of the T0,4 theory.
association is much deeper. It turns out [35] there exists an entire class of 4d N = 2 theories
called class S of type AN≠1, where each theory is labeled by Cg,n and denoted by Tg,n. In the
SU(2) case such theories can be described as generalized SU(2) quivers whose tree graphs can
be constructed by sewing pair of pants (i.e. 3-punctured spheres C0,3) into a generic Cg,n. The
building block C0,3 is associated to the trinion theory T0,3 = T2 which is simply the theory of
four free hypers, whose global symmetry group is SU(2)3. The sewing procedure corresponds
to gauging a diagonal combination of two SU(2) factors of elementary trinions by means of an
N = 2 vector multiplet. Reversing the logic, one can associate a theory Tg,n to a given Cg,n,
but it will generally admit a weakly coupled description in terms of generalized SU(2) quiver
gauge theory only in the region of the moduli space where the associated Riemann surface
develops long thin tubes, corresponding to a given pants decomposition. The bottom line of
this construction is that di erent pants decompositions of the given Riemann surface labeling
a class S theory correspond to di erent S-duality frame of the same underlying theory (Tg,n),
and that such theories can be engineered in purely QFT language by playing with elementary
building blocks and sewing prescriptions.
The non-trivial relation between the UV generalized S-duality featuring Gaiotto’s construction
and IR electric-magnetic duality arising in the SW geometry (or more generally the relation
between UV and IR data) is an interesting aspect studied in [169–174].
Higher rank AN≠1 class S theories can be defined by a similar technology but also show new
features. We are not directly interested in this generalization but it is worth mentioning the
relevant di erences with respect to the N = 2 case. The novelty is that the punctures come
in di erent types each labeled by a Young tableaux. The trinion theory TN can be char-
acterized as an isolated N = 2 SCFT with global symmetry SU(N)3, but it has no known
Lagrangian description. It can be seen as a generalization of the E6 theory studied by Minahan
and Nemeschansky [175,176].
While we have considered a pure 4d QFT presentation of class S theories, we can gain some
intuition of their non-trivial properties by thinking of them as arising in M-theory by wrapping
3.2. The AGT correspondence 69
M5-branes on Cg,n, or as twisted compactifications of the 6d (2, 0) AN≠1 theory on Cg,n with
certain codimension 2 defects at the punctures labeled by Young tableaux. This realization can
be useful to understand the origin of the AGT correspondence we are going to introduce.
3.2. The AGT correspondence
In the previous section we have seen a Riemann surface playing a prominent role in the definition
of a wide class of 4d N = 2 theories. The natural question is whether there is any relation
between AN≠1 class S theories and some other 2d QFT which can be defined on the Riemann
surface Cg,n. One can get an intuitive idea of why such a relation may exists in the first place
by thinking of the 6d origin of class S theories we mentioned: by looking at the e ective theory
of M5-branes from the 4d viewpoint we get a class S theory, while an e ective description on
Cg,n is also expected from the complementary 2d viewpoint. As we have already anticipated in
the introduction of this chapter, such a relation was indeed discovered by Alday, Gaiotto and
Tachikawa [36], which can be summarized in the following formula
ZS4 [Tg,n] = È
nŸ
i=1
V–i(xi, x¯i)ÍCg,n , (3.2)
where the l.h.s. represents the S4 partition function of the Tg,n theory while the r.h.s. is the
correlator of n primaries in Liouville field theory on Cg,n (or AN≠1 Toda for N > 2 [37]).
In order to illustrate the main points of the AGT correspondence, it will be enough to focus again
on the N = 2 SYM SU(2) theory coupled to 4 hyper multiplets in the fundamental of the gauge
group on the (squashed) S4 background (1.24). This setup has been extensively studied [23,75],
and the S4 partition function can be computed by localization methods reviewed in section 1.3..
The details of the computation are very similar to those of the S5 case discussed in section 1.5.1.:
away from the poles, the localization locus is represented by vanishing field configurations except
for the constant mode a of the vector multiplet scalar; at the North and South poles, where
the space e ectively looks like R4 with  -deformation (1.23), there are also contributions from
point-like self-dual and anti-self-dual instantons respectively which are captured by two copies
of the 4d Nekrasov instanton partition function on R4‘1,‘2 . With this information, we can finally
write the S4 partition function in the familiar form given in (1.70)
70 3.2. The AGT correspondence
ZS4 [T0,4] =
⁄
da Z1≠loop(a, m˛)
...Zcl(a, ·)Z4dNekinst (a, m˛, · ; ‘1, ‘2)...2 , (3.3)
where Î Î2 denotes complex conjugation, m˛ are mass parameters of the hypers, · is the UV
complex gauge coupling constant, ÎZclÎ2 is the classical contribution from the SYM action,
Z1≠loop comes from the determinant of quadratic fluctuations around the localization locus, and
Z4dNekinst is the 4d Nekrasov instanton partition function for the theory on R4‘1,‘2
Zcl(a, ·) = e≠2ﬁi·a2 ,
Z1≠loop(a, m˛) =
r4
i=1  2(a+mi + ‘1+‘22 )|‘1, ‘2) 2(≠a+mi + ‘1+‘22 |‘1, ‘2)
 2(2a+ ‘1|‘1, ‘2) 2(2a+ ‘2|‘1, ‘2) , (3.4)
Z4dNekinst (a, m˛, · ; ‘1, ‘2) =
ÿ
kØ0
e2ﬁik·Z(k)inst(a, m˛; ‘1, ‘2) ,
‘1 = ‘≠12 being identified with the squashing parameter of S4. We refer to the original work [36]
for the explicit form of the instanton sum (see also the rational limit of (A.67)).
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Figure 3.3: AGT correspondence for the T0,4 theory.
The expression (3.3) is strongly reminiscent of the 4-point Liouville correlator (2.47)
ÈV–4(Œ)V–3(1)V–2(z, z¯)V–1(0)Í =
⁄
d– C(–4,–3,–)C(Q0 ≠ –,–2,–1)
...Fs(–|z)...2 . (3.5)
In fact, the AGT correspondence states they are surprisingly equal to each other (figure 3.3): the
product of 3-point functions C(–4,–3,–)C(Q0 ≠ –,–2,–1) and the 4-point conformal block Fs
are exactly the same objects as Z1≠loop and ZclZ4dNekinst provided the following AGT dictionary
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holds:
AGT dictionary
Z1≠loop Product of 3-point functions
ZclZinst Conformal blocks Fs
Coulomb branch parameter a Internal momentum –
Masses mi External momenta –i
Coupling constant e2ﬁi· Cross-ratio z
Equivariant parameters ‘1, ‘2 b0, b≠10
. (3.6)
The generalization to multi-point correlators and linear quiver gauge theories is straightforward:
the internal momenta and insertion points are identified with the vector multiplet scalar and
gauge coupling constant of the various SU(2) gauge group factors respectively, while the external
momenta with the various SU(2) flavor parameters.
The match of the 1-loop determinant of the S4 partition function with the product of Liouville
3-point functions requires some careful analysis, but the task is slightly simplified by the fact that
the special function entering the 1-loop determinant and the DOZZ 3-point functions (2.61) is
the same. The highly non-trivial part is the identification of the 4d Nekrasov instanton partition
function with Liouville conformal blocks because the coe cients of the two series expansions do
not look the same: in fact the Nekrasov expansion is a new useful way to represent conformal
blocks as its series coe cients are known in a nice closed form.
There have been many approaches to prove the AGT correspondence, including orthogonal
polynomials [177, 178], matrix model and topological string techniques [179] or CFT methods
[180–182]. A pure mathematical perspective can be found in [60,61] (see also the recent review
[183] in the collection [163].) Another strong test of its validity can be already found in the
original work [36], where it was argued that the classical SW di erential arises from conformal
Ward identities in the semiclassical regime b0 æ 0.
3.3. Applications
The AGT relation can be used to study supersymmetric gauge theories from the dual Liouville
viewpoint, or viceversa. Certain aspects can be more e ciently studied in one side of the cor-
respondence rather than the other. For instance, we have already mentioned that the Nekrasov
expansion provides perhaps a better expression for the conformal blocks. On the other hand,
certain observables, such as ’t Hooft-Wilson lines or surface operators [38, 184], are di cult to
study directly in the gauge theory, even through supersymmetric localization [48, 185]. Surface
defects are particularly important because they capture many information of the bulk theory.
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As an example, the index of class S theories can be reconstructed from the action of 1/2 BPS
surface operators [40].
Remarkably, line and surface operators can also be studied from the dual Liouville viewpoint
as in [41, 42] (see also [186–188] for recent developments), where it was shown that defect op-
erators can be understood in terms of standard CFT loop operators and Verlinde algebra. In
particular, it was observed that the insertion of degenerate CFT primaries gives rise to surface
operators in the gauge theory, whereas their monodromies along cycles of the Riemann surface to
’t Hooft-Wilson loops. Important tests of this general proposal come from successfully matching
degenerate conformal blocks and defect theory partition functions [189, 70, 190, 191], the latter
being computed by exploiting the relation between vortex and instanton counting [192, 193] or
more e ciently with the topological vertex formalism [194,195,22] using the geometric engineer-
ing of defects by means of toric branes. As we have also mentioned around (2.26), from the CFT
viewpoint the insertion of degenerate fields constrains the conformal blocks to obey decoupling
equations, the simplest being the hypergeometric equation corresponding to a level 2 degenerate
insertion in a 4-point correlator. This agrees with the fact that the Nekrasov instanton partition
function for a theory with defects satisfies di erential equations [189,70,190,191].
3.4. Extensions of AGT
AGT-like relations have been also found in other dimensions and for diverse topologies. In [44]
it was shown that the S3 ◊ S1 (4d index) partition function of class S theories has a dual 2d
topological quantum field theory description. In [45–47] it was shown the 3d-3d correspondence
between 3d partition function of class R theories constructed in [45, 47] and complex CS on
3-manifolds labeling class R theories (for a similar relation see also [196]). In the next section
we will start discussing a 5d AGT relation, which is the main focus of Part II of this work.
There exists also a 2d AGT correspondence [99] identifying S2 partition functions of 2d N =
(2, 2) theories with degenerate Liouville correlators (Toda for the higher rank case). This is
in fact a direct consequence of the AGT dictionary identifying surface defects with degenerate
Liouville insertions we have just discussed, and applied to the case where the defect is described
by a 2d supersymmetric gauge theory on its world-volume. This proposal can be tested for the
4-point correlator with a level 2 degenerate insertion we used in the conformal bootstrap around
(2.49). In order to see that let us recall the Coulomb branch localization formula (1.70) for the
S2 partition function [98, 99] with an arbitrary number of chiral multiplets in representations
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Ri of the gauge group and twisted masses mi
ZS2 =
ÿ
¸
⁄
h
da
2ﬁi e
≠4ﬁi›tr(a)+i◊tr(¸) det
ad
3
≠ia+ |¸|2
4Ÿ
i
detRi
 
1
≠ia≠ imi + |¸|2
2
 
1
1 + ia+ imi + |¸|2
2 , (3.7)
where a denotes the value of the vector multiplet scalar which is integrated over the Cartan h
of the gauge algebra, ¸ is the quantized magnetic flux through S2 while ›, ◊ are the FI and theta
angle parameters which can be turned on if the gauge group has an Abelian factor. The resulting
integral can be computed by residues. Equivalently, another localization scheme known as Higgs
branch localization [98, 99, 197–200] can be used. In this case the localization locus consists of
vortex solutions which exist at isolated points in the Coulomb branch. Point-like vortex and
anti-vortex solutions exist at the North and South poles respectively. In the Abelian case with
Nf chirals of charge +1 and N¯f = Nf chirals of charge ≠1 (SQED) the result reads as
ZS2 [SQED] =
Nfÿ
i=1
r
k “(≠im¯k ≠ imi)r
k ”=i “(1 + imk ≠ imi)
...z≠imiZ(i)v (z, m˛, ˛¯m)...2 , (3.8)
where Î Î2 denotes complex conjugation acting on z = (≠1)Nf e2ﬁi· with · = i›+ ◊2ﬁ , we defined
“(x) =  (x) (1≠x) and denoted by Z(i)v the vortex partition function [193] in the ith supersymmetric
Higgs vacuum
Z(i)v (z, m˛, ˛¯m) = NfFNf≠1
1
≠im¯k ≠ imi
1 + imk ≠ imi ; z
2
, (3.9)
where NFN≠1 is a generalized hypergeometric series. In the case Nf = 2 (SCQED), using the
AGT dictionary we can verify that the partition function (3.8) equals the degenerate 4-point
correlator (2.49)
ZS2 [SCQED] = ÈV–4(Œ)V–3(1)V≠ b02 (z, z¯)V–1(0)ÍC0,4 =
ÿ
i=1,2
Ksii
...Fs(–(i)s |z)...2 . (3.10)
In particular, the vortex partition functions are identified with the degenerate conformal blocks
(hypergeometrics), and the sum over the two supersymmetric Higgs vacua i = 1, 2 in (3.8)
corresponds to the sum over the two contributing primaries –(1,2)s = –1û b02 (2.50) (independent
hypergeometric solutions) in the s-channel decomposition of conformal blocks.
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Figure 3.4: AGT correspondence for the simple 1/2 BPS codimension 2 defect of the T0,4 theory.
An important application of the 2d AGT correspondence, besides a CFT description of codimen-
sion 2 surface operators, is the map of various 2d gauge theory dualities to simple symmetries of
Liouville/Toda correlators, as was extensively considered in [99, 188]. One of such symmetries
is commonly referred to as “flop” invariance, which involves flipping the sign of the FI passing
from positive to negative values. As explained in [99, 188], this invariance of the gauge theory
partition function is mapped to crossing symmetry in Liouville/Toda CFT.
3.5. Weak form of the 5d AGT correspondence
The 4d Nekrasov partition function, which computes the partition function of 4d N = 2 gauge
theories in the  -background R4‘1,‘2 , has a natural 5d extension [11, 115] corresponding to a
q-deformation. Mathematically, the 4d Nekrasov instanton partition function is a generating
function for integrals of some (G ◊ T 2)-equivariant cohomology class (see section 1.3.) over
the instanton moduli space,1 where G denotes the gauge group and T 2 is the maximal torus of
the R4 rotation group whose Cartan coordinates are ‘1,2. The equivariant cohomology of the
loop space of the instanton moduli space yields a 1-parameter deformation of the 4d Nekrasov
partition function which can be interpreted as a 5d N = 1 gauge theory partition function
on R4‘1,‘2 ◊ S1 [11, 115] (in fact, an equivariant Witten index). The q-deformation corresponds
to the extra compact dimension. As we have discussed in section 2.4., a q-deformation of the
Virasoro algebra exists as well. Because of the 4d AGT correspondence in the undeformed
setup, it is natural to ask whether there is any relation between q-Virasoro observables and
5d supersymmetric gauge theories, giving rise to a 5d AGT relation. This question was raised
by Awata and Yamada in [49]. They showed (see also [202]) that the norm of the q-deformed
Gaiotto state2 |G Í defined by
T1|G Í =  2|G Í , TnØ2|G Í = 0 ,  2 œ C◊ , (3.11)
1A nice short review can be found in [201].
2In mathematics it is known as a Whittaker vector.
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computes, similarly to the undeformed case [203], the instanton part of the 5d Nekrasov partition
function of the 5d N = 1 pure SU(2) SYM theory
Z5dNekinstSU(2)(a, ) = ÈG |G Í , (3.12)
where   is the dynamically generated SYM scale. This result represents a very strong evidence
for a 5d AGT correspondence, which was indeed explored by many authors. Most of the studies
have focused on the weak form of the 5d AGT correspondence, namely on the identification
of q-conformal blocks and 5d Nekrasov instanton partition functions [153, 155, 164–166]. For
instance, as we have already discussed around (2.76), using the free field formalism it can be
shown that the 4-point correlator with the level 2 degenerate insertion –2,1 = ≠
Ô
—/2 can be
written in terms of the q-hypergeometric series 2 1
ÈV–1(0)V–2,1(z)V–3(1)V–4(Œ)Q+Í ƒ 2 1
1
A B
C q ; z
2
. (3.13)
This result perfectly fits with the very well known fact that the 5d Nekrasov instanton partition
function for the SU(2) theory with 4 fundamental flavors reduces to the equivariant vortex
partition function 2 1 upon a suitable specialization a = aú of the Coulomb branch parameter
(see appendix A.7.)
Z5dNekinst (aú, m˛, · ; ‘1, ‘2) = Zv(m˛, · ; q) = 2 1
1
A B
C q ; e2ﬁi·
2
, (3.14)
where A,B,C are now expressed through the masses m˛ and q = e2ﬁi‘1 .3 Using the AGT
dictionary (3.6) for the q-deformed case too, the specialization of the Coulomb branch parameter
is supposed to correspond [57,58] to the two di erent values –(i)s , i = 1, 2 the internal momentum
can take in the degenerate correlator, as in the undeformed case (see (2.33), (2.50)).
The weak form of the 5d AGT relation has been recently discussed in detail in [164–166], with
particular emphasis on the gauge theory description. It was shown that (see also [155]) the 5d
Nekrasov instanton partition function on R4‘1,‘2 ◊ S1 of the U(N) theory with 2N fundamental
flavors on reproduces, upon a suitable choice of Coulomb branch parameters a = aú, the (N+2)-
point q-conformal block computed by residues from the DF integral representation (2.75)
Z5dNekinst (aú, m˛, · ; ‘1, ‘2) ƒ È–N+1 |Qr+
NŸ
n=1
V–n(xn)|–0 Í , (3.15)
3The choice a = aú breaks the symmetry between ‘1,2. Obviously the other choice q = e2ﬁi‘2 is possible.
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with a given identification of parameters (in particular, q = e2ﬁi‘1 , t = e≠2ﬁi‘2).
It was also pointed out [164–166] that the DF integral representation of q-conformal blocks
exactly matches the partition function of a 3d N = 2 theory on R2‘1 ◊ S1 with gauge group
U(r), 2N fundamental flavors of mass m˛, 1 adjoint of mass i‘2 and FI ›. The resulting partition
function is a particular example of 3d holomorphic block (B3d“ ) introduced in [67, 204] and
discussed in the next chapter. We therefore get the correspondence
B3d“ (m˛, i‘2, ›; q) ƒ È–N+1 |Qr+
NŸ
n=1
V–n(xn)|–0 Í . (3.16)
The rank r of the 3d gauge group corresponds to the number of screening currents, which
must be in turn distributed amongst the N insertion points according to a choice of partition
r = qNa=1 ra. This choice corresponds to a choice of integration contour (“) and provides
additional discrete variables ra [179, 205, 206] (filling fractions) entering the allowed values of
the internal momenta. From the 5d perspective, the theory is e ectively 3d because of the
transverse  -background (with equivariant parameter ‘2), and the particular choice of Coulomb
branch parameters projects the 5d theory in the Higgs branch, where the dynamics is described
by the codimension 2 vortex theory on R2‘1 ◊ S1 [164–166].
The interesting relations between 5d and 3d theories is one of the reasons why we will be
studying in detail 3d gauge theories in the beginning of the next chapter even though our goal
is to determine a strong 5d AGT correspondence.
It is worth noting [164–166] that the 5d gauge theory capturing the DF (N +2)-point correlator
does not correspond to the obvious 5d lift of the class S 4d SU(2)N≠1 linear quiver theory of
section 3.1.. However, the 5d U(2)N≠1 linear quiver theory with two fundamental flavors at each
external node and N ≠ 2 bifundamentals between the nodes is fiber/base dual [207]4 to the 5d
U(N) theory with 2N fundamentals (figure 3.5). As such, their partition functions should be
equal upon a suitable identification of parameters, but it turns out that the DF representation
of q-conformal blocks is adapted to the vortex theory of the latter. The relation between the two
complementary perspective has been further studied in [209]. From the q-Virasoro viewpoint,
the instanton expansion of the SU(2)N≠1 theory corresponds to a power series expansion in
the cross-ratios of the q-conformal block, while the instanton expansion of the U(N) theory
corresponds to a power series expansion in one of the external momenta. While in 4d there is
no such duality, in 5d it can be understood thanks to the string theory engineering of 5d gauge
theories (see e.g [210, 34]). In fact, the 5d Nekrasov instanton partition function of a 5d theory
engineered in type IIB by a (p, q)-web can be best computed exploiting its equivalence with the
4See [208] for a recent discussion of fiber-base duality and q-Virasoro applications.
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Figure 3.5: The fiber/base rotation of the web/toric diagrams associated to the 5d theories.
topological string partition function on the mirror toric Calabi-Yau [194,22,211,212,50,213]. In
this language, the di erent dual expansions are merely related by di erent choices of the preferred
direction. Besides, while in 2d CFT cross-ratios and momenta are very distinct objects, in the q-
deformed setup they are expected to somehow be on similar footing because the 5d YM coupling
constant is dimensionful.
We expect QFTs with q-Virasoro symmetry to exhibit a very rich physics. While some of the
CFT structures may be lost, other are deformed in an interesting way or even completely new.
For instance, 5d fiber/base duality should relate q-Toda theories of di erent ranks. Moreover, as
we have mentioned, the powerful techniques developed in string theory can be directly applied
to study this new class of CFT-like theories, implying certain genuine CFT problems can be
perhaps best addressed in the q-deformed setup. As an example, a long-standing problem is the
exact solution of higher rank Toda CFT theories, where the Virasoro subalgebra alone is not
powerful enough to bootstrap the theory as in Liouville. This problem might be tackled from
the 5d/q-Toda perspective, where the q-deformed 3-point functions should be captured [70, 71]
by the 5d lift [72] of Gaiotto’s trinion theory. Even though the explicit computations turn out
to be extremely complicated, some progress has been made [73] mainly thanks to topological
string methods, and the hope is that these more sophisticated tools might eventually lead to a
solution of the original problem.
—————————–
We end Part I by anticipating that in Part II of this work we show the weak 5d AGT correspond-
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ence can be actually promoted to a strong 5d AGT correspondence as we provide a complete
map between 5d partition functions on compact spaces and non-chiral correlators in QFTs with
q-Virasoro symmetry. One of the main new features with respect to the 4d case is that there
are more possibilities for pairing di erent chiral sectors. Each choice gives rise to a di erent set
of q-deformed 3-point functions, which are supposed to characterize the q-Virasoro system. We
will be referring to this novel class of quantum field theories as q-CFTs.
Part II
Factorization, q-CFT and strong 5d
AGT correspondence
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The holomorphic blocks
The original 4d AGT relation (discussed in section 3.2.) is the inspiring paradigm behind our
work, and it may be useful to recall how characteristic ingredients of the 2d CFT (discussed
in sections 2.1., 2.3.) are realized in 4d gauge theory: the holomorphic/anti-holomorphic fac-
torization of Liouville correlators can be associated with the geometric decomposition S4 ƒ
(R4)North ﬁ (R4)South, which has a direct realization in the S4 partition function as shown by
Pestun [23] (see also [75]); the modular properties of Liouville correlators [214,215] are implemen-
ted in the generalized S-duality invariance of the gauge theory partition function [43, 171–174];
the Virasoro symmetry is manifest in Liouville theory and encoded in the R4 Nekrasov instanton
partition function [180,181,60,61].
Since we want to study the AGT relation for diverse dimensions and topologies of the gauge
theory background, for which the CFT-like dual description is not obvious, our approach will
be to focus on the gauge theory side by exploiting the powerful localization machinery discussed
in section 1.3..
In this chapter we will systematically study supersymmetric partition functions on various back-
grounds (discussed in sections 1.2., 1.4., 1.5.), with particular emphasis on the recurrent struc-
tures which appear in various dimensions and geometries. Our aim is then to find characteristic
signs of integrable structures similar to those of Liouville CFT, and to learn how the original
AGT setup can be consistently deformed (along the lines discussed in section 3.5.). This will be
the focus of the next chapter.
As we have already mentioned around (3.16), it was shown by Beem, Dimofte and Pasquetti [67]
that compact space partition functions of 3d N = 2 theories can be written in terms of products
of simpler building blocks called 3d holomorphic blocks. These elementary objects are identified
with R2 ◊ S1 partition functions, and allow us to obtain the compact space results through a
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simple gluing prescription. This construction was explicitly verified for the S3 and S2 ◊ S1 (3d
index) backgrounds, and we show in the following how lens spaces (S3/Zr) can be included in
this picture, exhausting all the 3d topologies that holomorphic blocks are supposed to describe.
We then consider 4d N = 1 theories, and we find similar factorization properties of compact
space partition functions, where the 4d holomorphic blocks are now identified with R2 ◊ T 2
partition functions. Using suitable pairings dictated by the geometry, we can reproduce the
S3 ◊ S1, S3/Zr ◊ S1 (lens index) and S2 ◊ T 2 results by using a unique set of fundamental
building blocks. Finally, we will analyze 5d N = 1 theories where the 5d holomorphic blocks are
R4◊S1 partition functions. Originally introduced to describe the S5 and S4◊S1 geometries, 5d
holomorphic blocks can actually reproduce partition functions on generic 5d toric Sasaki-Einstein
manifolds [69].
Once we have understood the structure of supersymmetric partition functions on various back-
grounds, we can finally look for a dual CFT-like description. From the gauge theory viewpoint,
it is natural for a 5d AGT relation to focus on the S5 or S4 ◊ S1 backgrounds, providing the
obvious 5d lifts of S4. We will show that the partition functions on these spaces can be written
in terms of products of the very same 5d holomorphic blocks, which can be essentially identified
with the full R4 ◊ S1 Nekrasov partition function. The di erence between the two theories
is then given by the number of factors (three for S5 and two for S4 ◊ S1) and their pairings.
This emergent structure is the first hint that such partition functions can have a dual CFT-
like description in terms of correlators: the q-Virasoro symmetry defines the common chiral
blocks according to the weak 5d AGT relation, while the compact geometry determines how
the chiral sectors must be paired up. We believe the pairing dictated by the geometry yields
well-defined invariant objects, raising the very interesting question of whether there exists a
consistent q-deformation of the Seiberg-Moore modular groupoid. In support of this idea, in
the next chapter we consider codimension 2 defects described by 3d gauge theories, and we will
use a very simple 3d symmetry to argue that gauge theory partition functions should obey tight
physical constraints very reminiscent of crossing symmetry or modular invariance in 2d CFT.
The rest of this chapter is organized as follows:
• We start by analyzing 3d N = 2 theories on S3/Zr, verifying the conjectured factorization
of their partition functions in terms of the 3d holomorphic blocks introduced in [67]. We
will be closely following our work [68], where we also analyze the S2A ◊ S1 background.
• Going one dimension up, we consider the natural lift given by 4dN = 1 theories on S3/Zr◊
S1, finding the complete block factorization of their partition functions and extending
previously known results in the r = 1 case. Building on these observations, we develop
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an integral formalism for 4d holomorphic blocks which can be seen as a 1-parameter
deformation of the 3d setup of [67]. We will be closely following our work [68], where we
also analyze the S2 ◊ T 2 background.
• We then study 5d N = 1 theories, with a particular focus on the S5 and S4 ◊ S1 back-
grounds. We show the complete factorization of their partition function integrands, finding
the latter can be written in terms of the product of the very same 5d holomorphic blocks
taken in di erent copies. We will be closely following our work [58].
• Finally, we show how the S5 and S4 ◊ S1 partition functions collapse to those of their
codimension 2 defect theories on S3 and S2 ◊ S1 respectively once the mass parameters
are tuned to certain values. This mechanism is strongly reminiscent of the insertion of
degenerate primaries in Liouville CFT, and we will see in the next chapter this is not a
coincidence. We will be closely following our work [58].
4.1. Factorization of 3d partition functions
In this section we will be considering 3d N = 2 theories on compact spaces (M3g) which can
preserve 2 supercharges of opposite R-charge. As reviewed in section 1.2.3., the allowed back-
grounds consist of circle fibrations over a Riemann surface, which we take to be a 2-sphere. The
factorization of partition functions of these theories was first observed in [204,216], where it was
found that the M3S = S3b and M3id = S2 ◊ S1 partition functions can be expressed as sums of
products of simpler building blocks named 3d holomorphic blocks (B3d).
Figure 4.1: Gluing 3d holomorphic blocks. The gluing can be g3 = r, S, id,A.
Z[M3g3 ] =
ÿ
c
...B3dc ...2
g3
Remarkably, the two partition functions are expressed in terms of the very same set of blocks,
which are identified with partition functions on (twisted) solid tori D2 ◊ S1, where D2 ƒ R2‘ is
the cigar and ‘ its equivariant parameter, as shown in figure 4.1. In fact, the S3b and S2 ◊ S1
partition functions are obtained by fusing 3d holomorphic blocks with di erent inner products,
called S-pairing and id-pairing respectively
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Z[S3b ] =
ÿ
c
...B3dc ...2
S
, Z[S2 ◊ S1] =ÿ
c
...B3dc ...2
id
, (4.1)
where c runs over the supersymmetric Higgs vacua of the theory. The labeling reflects the
topological Heegaard decomposition of M3g: indeed, S3b and S2 ◊ S1 can be obtained by gluing
two solid tori D2◊S1 through the g = S, id elements in SL(2,Z) acting on the complex structure
modulus of the boundary torus (·). On partition functions the SL(2,Z) action is on · and mass
parameters. In order to intuitively understand this structure, we recall from section 1.4. that
the partition functions of such theories are quasi-topological objects as they do not depend on
the particular transverse Hermitian metric but only on the THF. Given a theory with gauge
group G, it is possible to compute the relevant set of 3d holomorphic blocks by means of an
integral formalism developed in [216] and reviewed in section 4.2.
B3dc =
j
“c
 3d , (4.2)
where the meromorphic 1-form  3d is integrated on an appropriate basis of middle-dimensional
cycles in (C◊)|G|. Block integrals were successively derived from localization on D2 ◊ S1 [217].
Curiously, the integrand  3d turns out to be the “square root” of the integrand appearing in
the Coulomb branch partition function on the compact space (see the master formula (1.70))
Z[M3g] =
ÿ⁄
ZclZ1≠loop =
ÿ⁄ ... 3d...2
g
, (4.3)
so that by combining (4.1), (4.2) and (4.3) one finds
Z[M3g] =
ÿ⁄ ... 3d...2
g
=
ÿ
c
...B3dc ...2
g
=
ÿ
c
... j
“c
 3d
...2
g
, (4.4)
where the gluing rule is g = S, id. The first term of the equality is a smart rewriting of the
partition function on the Coulomb branch, where the localizing locus may contain a continuous
and a discrete part. As observed in [216] this suggestive chain of equalities hints that factorization
commutes with integration, giving rise to Riemann bilinear-like identities.
The factorization of 3d partition functions has been observed also on lens spaces M3r = S3/Zr
[218] and onM3A = S2A◊S1 (3d twisted index background) [84], and the goal of this section is to
elucidate the block decomposition of partition functions of theories defined on these geometries.
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Our main result is the extension of the remarkable identity (4.4) to partition functions on S3/Zr
and S2A ◊ S1 (analyzed in our work [68]), which are respectively obtained through the r-pairing
implementing the SL(2,Z) transformation yielding the lens space geometry, and through the
A-pairing which realizes the topological A-twist on S2.
In view of later applications, our main explicit example will be the Abelian theory with Nf
chirals of charge +1 and N¯f = Nf chirals of charge ≠1 (SQED).
4.1.1. S3b /Zr
Let us consider the free orbifold S3b /Zr of the squashed 3-sphere S3b = {(x, y) œ C2| b2|x|2 +
b≠2|y|2 = 1}, with the identifications (x, y) ≥ (e 2ﬁir x, e≠ 2ﬁir y). The resulting smooth 3-manifold
is the squashed lens space we will be denoting by Lr.
The partition function of 3d N = 2 theories on Lr has been first obtained in [219] and revised
in [220]. The localizing locus is labeled by continuous variables Z and discrete holonomies ` in
the maximal torus of the gauge algebra. The integer variables 0 Æ ¸1 Æ . . . Æ ¸|G|, ¸n œ [0, r≠ 1]
parametrize the topological sectors. The holonomy is non-trivial since the fundamental group
of the background manifold is ﬁ1(Lr) = Zr and breaks the gauge group to1
Gæ
r≠1Ÿ
k=0
Gk , (4.5)
where the subgroup Gk has rank given by the number of ¸n = k. We also turn on continuous
(⌅) and discrete (H) variables for the non-dynamical symmetries.
As usual (see 1.70), the partition function reads
Z[Lr] =
ÿ
`
⁄ dZ
2ﬁirk |Wk| Zcl ◊ Zvec1≠loop ◊ Zmatter1≠loop , (4.6)
where |Wk| is the order of the Weyl group of Gk. The classical term is given by the mixed
Chern-Simons (CS) action with level Ÿ. For example, a pure U(N) CS term contributes with2
e≠ iﬁr Ÿ
q
n
Z2n e iﬁr Ÿ
q
n
¸2n . (4.7)
For U(1) factors we can also turn on an FI term (›)
e≠ 2ﬁir
q
n
Zn› e 2ﬁir
q
n
¸n◊ , (4.8)
1We may restrict to U(N) or SU(N) gauge groups, so we do not have to worry about global issues [221].
2In [218] it has been suggested to add the sign factor eiﬁŸ
q
n
¸2n in (4.7).
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where we have considered a background holonomy (◊) also for the topological U(1). The 1-loop
contribution of matter multiplets is given by
Zmatter1≠loop =
Ÿ
i
Ÿ
ﬂi
Ÿ
„i
sˆb,≠ﬂi(`)≠„i(H)
3
iQ2 (1≠ i)≠ ﬂi(Z)≠ „i(⌅)
4
, (4.9)
where i runs over the chiral multiplets, ﬂi,„i are the weights of the matter representation of the
gauge and flavor algebras respectively and  i the Weyl weight. For convenience we will absorb
the Weyl weight into the mass parameter, and we will be denoting the squashing parameter by
b = Ê2 = Ê≠11 , with Q = Ê1 + Ê2. The function sˆb,H is the projection of the (shifted) double
Sine function defined as the ’-regularized product (see appendix A.3.)
sˆb,≠H(X) = ‡(H)
Ÿ
n1,n2Ø0
n2≠n1=H mod r
n1Ê1 + n2Ê2 +Q/2≠ iX
n2Ê1 + n1Ê2 +Q/2 + iX
, (4.10)
where, as suggested in [218], we included the sign factor ‡(H) defined by
‡(H) = e iﬁ2r ([H](r≠[H])≠(r≠1)H2) . (4.11)
In [68] we have derived a new expression for sˆb,≠H in terms of ordinary double Sine functions
sˆb,≠H(X) = ‡(H)S2(Ê1(r ≠ [H]) +Q/2≠ iX|Q, rÊ1)S2(Ê2[H] +Q/2≠ iX|Q, rÊ2) . (4.12)
This expression allows us to easily evaluate the asymptotics, locate zeros and poles, take the
residues and express sˆb,≠H in a factorized form
sˆb,≠H(X) = e≠
iﬁ
2r (r≠1)H2e iﬁ2  2(Q/2≠iX)
...(e 2ﬁrÊ1 (iQ/2+X)e≠ 2ﬁir H ; e2ﬁi QrÊ1 )Œ...2Ê1¡Ê2
H¡r≠H
, (4.13)
where  2 is a combination of quadratic Bernoulli polynomials defined in (A.5). Notice that
inside the q-Pochhammer symbols we can take [H] ≥ H because of the periodicity. Moreover,
the sign factor erases the residual dependence on [H] so that the function sˆb,≠H depends only
on H. The 1-loop contribution of the vector multiplet is given by
Zvec1≠loop =
Ÿ
–
1
sˆb,¸–
1
iQ2 ≠ Z–
2 = Ÿ
–>0
4 sinh ﬁ
r
3
Z–
Ê1
+ i¸–
4
sinh ﬁ
r
3
Z–
Ê2
≠ i¸–
4
, (4.14)
where the product is over the positive roots – of the gauge algebra and we set Z– = –(Z),
¸– = –(`).
We will now show that, by using our expression (4.13), the partition function of theories with
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integer e ective CS couplings (i.e. parity anomaly free) can be expressed in terms of a suitable
set of holomorphic variables and factorized in 3d holomorphic blocks. We begin with the simplest
parity anomaly free theory, the free chiral with ≠1/2 CS unit, also known as the tetrahedron
theory3
Z (X,H) = e
iﬁ
2r (r≠1)H2e≠ iﬁ2  2(≠iX)sˆb,≠H(iQ/2≠X) . (4.15)
The half CS unit in (4.15) has the e ect to cancel the quadratic factor in (4.13) so that the
anomaly free result can be written in a block factorized form4
Z (X,H) =
(qx≠1; q)Œ
(x˜≠1; q˜≠1)Œ
= (qx≠1; q)Œ(q˜x˜≠1; q˜)Œ =
...B3d  (x; q)...2
r
, (4.16)
where the holomorphic variables are defined according to
x = e
2ﬁ
rÊ1
Xe 2ﬁir H = e2ﬁi‰e 2ﬁir H , x˜ = e
2ﬁ
rÊ2
Xe≠ 2ﬁir H = e2ﬁi
‰
r·≠1 e≠ 2ﬁir H ,
q = e2ﬁi
Q
rÊ1 = e2ﬁi· , q˜ = e2ﬁi
Q
rÊ2 = e2ﬁi
·
r·≠1 .
(4.17)
The 3d holomorphic block
B3d  (x; q) = (qx≠1; q)Œ (4.18)
is the partition function on D2 ◊ S1 of the tetrahedron theory defined in [216], where q is
identified with the angular momentum fugacity. Notice that when |q| < 1 we have |q˜| > 1 and
(x; q)Œ =
Œÿ
k=0
(≠1)kq k(k≠1)2 xk
(q; q)k
=
Y_]_[
rŒ
k=0(1≠ qkx) if |q| < 1rŒ
k=0(1≠ q≠k≠1x)≠1 if |q| > 1 .
(4.19)
Basically, blocks in x, q and x˜, q˜ share the same series expansion but they converge to di erent
functions. This is actually a key feature of 3d holomorphic blocks which has been extensively
discussed in [216] and will play a crucial role in section 4.2.1. when discussing charge conjugation
(flop) invariance. The two blocks are glued through the r-pairing acting as
· æ ·˜ = ≠rˆ(·) = ·
r· ≠ 1 , rˆ =
Qa 1 0
≠r 1
Rb , (4.20)
where · is to be identified with the modular parameter of the boundary torus, while the flavor
3The subscript   is due the fact that, in the context of the 3d-3d correspondence relating 3d N = 2 theories
to analytically continued CS on hyperbolic 3-manifolds, this theory is associated to the ideal tetrahedron [46].
4The block factorized form (4.16) for the tetrahedron theory on the lens space was derived via projection
in [218] and appeared as the fundamental building block for the state integral model for analytically continued
CS at level r [46].
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fugacity and holonomy transform as
‰æ ‰˜ = ‰
r· ≠ 1 , H æ H˜ = r ≠H . (4.21)
As expected, this gluing rule coincides with the rˆ œ SL(2,Z) element (composed with the
inversion) realizing the Lr geometry from a pair of solid tori.
Integer level CS terms and FI terms can be expressed in terms of periodic variables as r-squares
of Theta functions defined in (A.45) by means of (A.47)5
e iﬁr Z2e≠ iﬁr ¸2 =
... (µs; q) (µ; q)
...2
r
, e 2ﬁir Z›e≠ 2ﬁir ¸◊ =
... (⁄s≠1u; q) (⁄; q) (⁄s≠1; q) (⁄u; q)
...2
r
, (4.22)
with s = e
2ﬁ
rÊ1
Ze 2ﬁir ¸, u = e≠
2ﬁ
rÊ1
›e≠ 2ﬁir ◊, µ = q1/2e 2ﬁir r2 and ⁄ = e
2ﬁ
rÊ1
 e 2ﬁir h is an arbitrary constant
reflecting the ambiguity of the factorization. Similarly, the vector multiplet contribution can be
simply factorized as
Zvec1≠loop =
Ÿ
–>0
4 sinh ﬁ
r
3
Z–
Ê1
+ i¸–
4
sinh ﬁ
r
3
Z–
Ê2
≠ i¸–
4
Ã
... Ÿ
–>0
3
s
1
2
– ≠ s≠
1
2
–
4...2
r
. (4.23)
The Ã means we are dropping background contact terms depending on Ê1,2 and r only. From
now on we will assume equalities up to these constants.
Obviously the factorized expressions are not unique. As pointed out in [216] the ambiguity
amounts to the freedom to multiply 3d holomorphic blocks by “q-phases” (elliptic ratios of
Theta functions with unit r-square). For instance, another possibility is to factorize the vector
multiplet contribution to match the D2 ◊ S1 expression of [217]
Zvec1≠loop =
Ÿ
–
e iﬁ2  2(≠iZ–)e≠ iﬁ2r (r≠1)¸2– ◊Ÿ
–
...(s–; q)Œ...2
r
, (4.24)
and then use (4.22) to factorize the first factor. Our results imply that for parity anomaly free
theories, where the total e ective CS couplings are integers, we can replace each 1-loop vector
multiplet contribution with (4.23), each chiral contribution with ÎB3d  (x; q)Î2r and then factorize
the remaining integer CS units using (4.22). This procedure allows us to rewrite the partition
function as
Z[Lr] = e≠iﬁP
ÿ
`
⁄ dZ
2ﬁirk |Wk|
... 3d...2
r
, (4.25)
with exactly the same integrand  3d appearing in the analogous factorization observed in [216]
5For the improved CS term proposed in [218] we simply have e≠ iﬁr Z2e≠ iﬁr (r≠1)¸2 Ã Î (q 12 s; q)Î≠2r .
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for M3S = S3b and M3id = S2 ◊ S1. The three cases di er only for the integration measure
which can also include a summation over a discrete set and for the gluing rule. The prefactor
e≠iﬁP is the contribution of background mixed CS terms which can have half-integer couplings
preventing their factorization.
The integrand  3d appears also in the definition of 3d holomorphic blocks via block integrals
proposed in [216]
B3dc =
j
“c
ds
2ﬁis 
3d , (4.26)
where “c is an appropriate basis of middle-dimensional cycles in (C◊)|G|. Block integrals has
been recently re-derived via localization on D2 ◊ S1 in [217]. In their analysis the B3d  block
corresponds to imposing Dirichlet (D) boundary conditions
B3d  (x; q) = (qx≠1; q)Œ = B3dD (x; q) , (4.27)
whereas imposing Neumann (N) boundary conditions leads to
B3dN (x; q) =
1
(x; q)Œ
, (4.28)
the two choices being related by
B3dD (x; q) =  (x; q)B3dN (x; q) . (4.29)
In our language on the l.h.s. we have a chiral of charge +1, R charge 0 with added ≠1/2 CS
unit. On the r.h.s. we have a chiral of charge ≠1, R charge 2 with added +1/2 CS unit. From
the perspective of [217], the Theta function represent the elliptic genus of a Fermi multiplet on
the boundary torus [101].
We are then able to extend to the lens space the remarkable Riemann bilinear-like relation
discovered for M3S = S3b and M3id = S2 ◊ S1 [216]
ÿ
`
⁄ dZ
2ﬁirk |Wk|
... 3d...2
r
= e≠iﬁP
ÿ
c
...B3dc ...2
r
= e≠iﬁP
ÿ
c
... ⁄
“c
ds
2ﬁis 
3d
...2
r
. (4.30)
The intermediate step, the block factorization of the partition function, is checked for the SQED
in the following,6 for earlier results see [218]. Notice that, while the parity anomaly cancellation
condition is a su cient condition to factorize the integrand in the first step, in the second step
6The SU(2) SQCD is checked in our work [68].
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it is only a necessary condition. The actual evaluation of the integral might require additional
conditions to ensure convergence. However, there are other ways to prove factorization besides
explicit integral evaluation. For example, Higgs branch localization [98, 99, 197, 198], stretch-
ing/projection arguments [222] or the existence of a commuting set of di erence operators in
x, q and x˜, q˜ acting on the partition functions [67] (and references therein), 3d ttú geometry [223].
SQED
We now consider the SQED theory for which we turn on masses Xa, X¯b and background holo-
nomies Ha, H¯b. We also turn on the FI › and the associated holonomy ◊. This will be our main
example also for later applications. The Lr partition function reads
ZSQED[Lr] =
r≠1ÿ
¸=0
⁄
R
dZ
2ﬁi e
2ﬁi
r Z›e 2ﬁir ¸◊
NfŸ
a,b=1
sˆb,≠¸≠Ha(Z ≠Xa + iQ/2)
sˆb,≠¸≠H¯b(Z ≠ X¯b ≠ iQ/2)
. (4.31)
In order to evaluate the integral we can close the contour in the upper-half plane (assuming
› > 0) and take the sum of the residues at the poles of the numerator. The details of the
computation can be found in our work [68], the result is
ZSQED[Lr] =
Nfÿ
c=1
G(c)cl G
(c)
1≠loop
...Zv...2
r
, (4.32)
where
G(c)cl = e
2ﬁi
r Xc›e≠ 2ﬁir Hc◊ , G(c)1≠loop =
NfŸ
a,b=1
sˆb,Hc≠Ha(Xc ≠Xa + iQ/2)
sˆb,Hc≠Hb¯(Xc ≠Xb¯ ≠ iQ/2)
, (4.33)
Z(c)v is the equivariant vortex partition function in the cth vacuum
Z(c)v =
ÿ
nØ0
NfŸ
j,k=1
(xcx¯≠1b ; q)n
(qxcx≠1a ; q)n
un = Nf Nf≠1
Qa xcx¯≠1b
qxcx≠1a
;u
Rb , (4.34)
and we have introduced the “holomorphic” variables
xa = e
2ﬁ
rÊ1
Xae 2ﬁir Ha , x¯b = e
2ﬁ
rÊ1
X¯be 2ﬁir H¯b , z = e
2ﬁ
rÊ1
›e 2ﬁir ◊ ,
u = q
Nf
2 ﬂ
1
2 z≠1 , ﬂ =
Ÿ
a,b
xax¯
≠1
b .
(4.35)
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We can factorize also the classical and 1-loop terms as
G(c)cl G
(c)
1≠loop =
... (⁄x≠1c u; q) (⁄; q)
 (⁄u; q) (⁄x≠1c ; q)
NfŸ
a,b=1
(qxcx≠1a ; q)Œ
(xcx¯≠1b ; q)Œ
...2
r
, (4.36)
where ⁄ is a constant parametrizing the ambiguity of the factorization and we used (4.22), the
factorized form (4.13) of sˆb,≠H and Therefore, we can finally write the answer in a fully factorized
form
ZSQED[Lr] = e≠iﬁP
Nfÿ
c=1
...B3dc ...2
r
, (4.37)
where
B3dc =
◊(x≠1c u; q)
◊(u; q)◊(x≠1c ; q)
NfŸ
a,b=1
(qxcx≠1a ; q)Œ
(xcx¯≠1b ; q)Œ
Nf Nf≠1
Qa xcx¯≠1b
qxcx≠1a
;u
Rb (4.38)
are the same SQED holomorphic blocks derived for S3 and S2 ◊ S1 [204, 216]. In order to
agree with their and later conventions, we have chosen ⁄ = ≠q1/2 and defined the small Theta
function7
◊(x; q) =  (≠q 12x; q) . (4.39)
The S3b results can also be easily obtained as the specialization r = 1 of our setup. Remarkably,
we can just fuse the blocks with the S-pairing corresponding to the S element in SL(2,Z)
· æ ·˜ = ≠Sˆ(·) = 1
·
, Sˆ =
Qa 0 1
1 0
Rb , (4.40)
and acting on the holomorphic variables x = e2ﬁbm, q = e2ﬁib2 according to
xæ x˜ = e 2ﬁb m , q æ q˜ = e 2ﬁib2 . (4.41)
Similarly, the S2 ◊ S1 results can be recovered in the r æ Œ limit of the Lr ◊ S1 background
which we will study later on, or by fusing the blocks with the id-pairing corresponding to the
id element in SL(2,Z)
· æ ·˜ = ≠iˆd(·) = ≠· , iˆd =
Qa 1 0
0 1
Rb , (4.42)
7It has the advantage to be symmetric under inversion, i.e. ◊(x; q) = ◊(x≠1; q
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and acting on the holomorphic variables x = ’q¸/2, q = e—/b0 according to
xæ x˜ = ’≠1q ¸2 , q æ q˜ = q≠1 , (4.43)
where ’ is a U(1) fugacity, ¸ the associated flux through S2, — the S1 radius and b0 the squashing
parameter.
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We have seen to each chiral multiplet we can associate its D2 ◊ S1 partition function
B3dD (x; q) = (qx≠1; q)Œ , or B3dN (x; q) =
1
(x; q)Œ
, (4.44)
the two being related by a boundary Fermi multiplet
B3dD (x; q) =  (x; q)B3dN (x; q) . (4.45)
In [216] an integral formalism was developed to build holomorphic blocks for interacting gauge
theories with gauge group G, which can be computed by integrating a meromorphic function
( 3d) over a basis of middle dimensional contours (“c) in (C◊)|G|
B3dc =
j
“c
ds
2ﬁis 
3d(s) . (4.46)
The integral kernel  3d can be build by associating a block B3dD,N to each chiral multiplet, and
the integration is performed with a vector multiplet measure
B3dvec({s–}) =
Ÿ
–
(s–; q)Œ , (4.47)
where – is gauge root. Finally, the correct integer CS levels can be restored by considering
appropriate   factors. The CS balancing may be simplified by considering a democratic choice
of B3dD and B3dN , e.g. N for chirals and D for anti-chirals. As a relevant application, we can
consider the D2 ◊ S1 partition function of the U(M) theory with Nf fundamental of mass x˛,
N¯f = Nf anti-fundamental of mass ˛¯x, an adjoint of mass t and FI parameter ’
B3dc =
j
“c
MŸ
i=1
dsi
2ﬁisi
s’i
Ÿ
i”=j
(sjs≠1i ; q)Œ
(tsjs≠1i ; q)Œ
MŸ
i=1
NfŸ
k=1
(qsix≠1k ; q)Œ
(six¯≠1k ; q)Œ
. (4.48)
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Upon a suitable identification of parameters this object manifestly equals the q-conformal block
in the DF representation (2.75), as anticipated in (3.16).
4.2.1. Application: testing dualities
One of the motivation for studying protected observables in supersymmetric gauge theories on
compact spaces is that they provide powerful tests of non-trivial dualities. In fact, most of
such dualities are non-perturbative, and the exact results due to supersymmetric localization
allows their study very explicitly. For instance, Seiberg dualities (or generalization thereof
in diverse dimensions) were successfully verified by matching the partition functions of dual
theories [76, 98, 99, 224–227], large N holographic predictions were confirmed [54–56, 228–233],
and conjectured global symmetry enhancements were observed [93,121].
There is an obvious advantage of the holomorphic block approach to supersymmetric partition
functions: once the transformation properties of the holomorphic blocks under dualities are
known, one can deduce the invariance of the compact space partition functions without having
to perform a case by case computation from scratch for the di erent geometries. In the following
we present two examples applied to 3d SCQED: mirror symmetry and flop invariance.
Mirror symmetry
As an application of the block factorization results obtained so far, we consider the mass de-
formed T [SU(2)] theory. This the 3d SQED theory with Nf = 2 and a neutral chiral. The
T [SU(2)] theory is part of a family of theories T [G] introduced in [234] as boundary field the-
ories coupled to the bulk 4d N = 4 SYM with gauge group G for which they provide S-dual
of Dirichlet boundary conditions. T [G] are 3d N = 4 theories with G ◊ GL global symmetry
rotating the Coulomb and Higgs branches. 3d mirror symmetry acts by exchanging Higgs and
Coulomb branches hence swapping T [G] to T [GL].
The T [SU(2)] theory is particularly relevant in the framework of 4d AGT since it was shown [160]
that its S3 partition function coincides with the S-duality kernel in Liouville theory acting on
the torus conformal blocks. It was also explicitly proved that the S3 partition function is
invariant under the action of mirror symmetry. Actually, we can prove the self-mirror property
on generic 3-manifolds that can be decomposed into solid tori. This result follows from the
highly non-trivial transformations of holomorphic blocks across mirror frames.
Taking the Lr background as the reference example, we turn on vector and axial masses m2 ,
µ
2 ,
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the FI parameter › and their respective holonomies HV2 ,
HA
2 , ◊ œ Zr, and parametrize
x = e
2ﬁ
rÊ1
m
e
2ﬁi
r HV , y = e
2ﬁ
rÊ1
›
e
2ﬁi
r ◊ , z = e
2ﬁ
rÊ1
µ
e
2ﬁi
r HA . (4.49)
Taking into account the contribution of the extra neutral chiral multiplet with respect to the
SQED with Nf = 2 considered before, we can specialize (4.37) to8
ZI = Z(m, ›, µ;HV , ◊, HA) = e≠iﬁP
3...B3d,I1 ...2
r
+
...B3d,I2 ...2
r
4
, (4.50)
with
B3d,I1 =
(qx≠1; q)Œ
(q 12x≠1z≠1; q)Œ
2 1
Qa q 12 z≠1 q 12x≠1z≠1
q qx≠1
; q 12 zy≠1
Rb ,
B3d,I2 =
 (y; q) (q 12xz≠1; q)
 (yx≠1; q) (q 12 z≠1; q)
(qx; q)Œ
(q 12xz≠1; q)Œ
2 1
Qa q 12 z≠1 q 12xz≠1
q qx
; q 12 zy≠1
Rb ,
(4.51)
and
e≠iﬁP = e≠ iﬁ2r ((r≠1)H2A+µ2+2(m+µ≠iQ/2)(›≠µ≠iQ/2)≠(HV +HA)(◊+(r≠1)HA)) . (4.52)
Mirror symmetry acts by exchanging Higgs and Coulomb branches, correspondingly the vector
mass and the FI parameter are swapped while the axial mass is inverted, and similarly for the
associated holonomies
› æ m, µæ ≠µ , ◊ æ HV , HA æ ≠HA , (4.53)
so that the partition function in the mirror frame reads
ZII = Z(›,m,≠µ;≠◊,≠HV ,≠HA) = e≠iﬁP
3...B3d,II1 ...2
r
+
...B3d,II2 ...2
r
4
, (4.54)
where we used that P is invariant under the mirror map and obtained the blocks in phase II
from the ones in phase I by applying the mirror map x æ y, y æ x, z æ z≠1. Proving that
the partition function is invariant under mirror symmetry now amounts to proving the following
equality ...B3d,I1 ...2
r
+
...B3d,I2 ...2
r
=
...B3d,II1 ...2
r
+
...B3d,II2 ...2
r
. (4.55)
If we assume |q| < 1, then |q˜| > 1. As explained in (4.19), this implies the conjugate blocks
B3d,ÁB3d inside the r-square share the same series expansion but converge to di erent functions,
8We introduced the index I to distinguish the theory from its mirror as it will be clear later.
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which crucially have di erent transformation properties. Indeed by using identities (A.63),
(A.64), (A.65), (A.66) we can show that
|q| < 1 :
Y][ B
3d,II
1 = B3d,I1
B3d,II2 = B3d,I1 ≠ B3d,I2
, |q˜| > 1 :
Y_]_[ B^
3d,II
1 =
]B3d,I1 +]B3d,I2
B^3d,II2 = ≠]B3d,I2
, (4.56)
which ensures (4.55). We notice that our proof relies only on the blocks transformation properties
and makes no reference to the specific gluing rule, hence it can be extended to all the cases in
which the partition function can be block factorized.
Flop invariance
The 3d SQED partition function is invariant under charge conjugation acting by exchanging the
charge +1 and charge ≠1 chirals and flipping the sign of the FI. Focusing for concreteness on the
Lr background, at the level of the integral form of the partition function (4.31) this symmetry
boils down to a very simple invariance of the integrand. In fact, the lens space partition function
is manifestly invariant under Xa ¡ ≠X¯b, Ha ¡ ≠H¯b, › ¡ ≠›, ◊ ¡ ≠◊, as easily follows by
using the property sˆb,≠H(X)sˆb,H(≠X) = 1.
However, when the FI parameter is varied from a positive to a negative value the theory under-
goes a “flop” phase transition between vortices carried by anti-fundamental matter to vortices
carried by fundamental matter, and flop invariance implies highly non-trivial relations between
G(c)cl , G
(c)
1≠loop,Z(c)v (4.33), (4.34) in phase I and the corresponding quantities in phase II
ZI = Z(x, x¯, ›, ◊) =
Nfÿ
c=1
G(c),Icl G
(c),I
1≠loop
...Z(c),Iv ...2
r
=
=
Nfÿ
c=1
G(c),IIcl G
(c),II
1≠loop
...Z(c),IIv ...2
r
= Z(x¯≠1, x≠1,≠›,≠◊) = ZII . (4.57)
Once the transformation properties of the SQED blocks through the phases are worked out
by means of analytic continuation formulas (A.63), (A.64) one can check the invariance for
particular pairings. For details of this non-trivial check specialized to the S3b and S2 ◊ S1 cases
we refer to [57], here we only emphasize that in order to check these equations one has to
analytically continue the q-series in Z(c),Iv from phase I to phase II. An important point to be
aware of is that because of the S-pairing and the id-pairing involve q-series with |q| < 1 and
|q˜| > 1, we need to use appropriate analytic continuations in the two regimes, as was pointed
out in [216].
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In this section we will be considering 4d N = 1 theories defined on Hermitian manifolds of the
formM4g = S1◊M3g, whereM3g is one of the 3-manifoldsM3r,S,A considered in the section 4.1..
As discussed in section 1.2.2., these 4-manifolds can preserve 2 supercharges with opposite R-
charge and a holomorphic Killing vector generating the torus action on M4g [104,108,235]. The
general results [105,63] reviewed in section 1.4. state that the partition functions on these spaces
do not depend on the Hermitian metric but are holomorphic functions of the complex structure
parameters and of the background gauge fields through the corresponding vector bundles.
Analogously to the 3d backgrounds, we observe these 4-manifolds can be constructed from the
fusion of two solid tori D2◊T 2 with appropriate elements in SL(3,Z), as shown in figure 4.2.
Figure 4.2: Gluing 4d holomorphic blocks. The gluing can be g4 = r, S, id,A.
Z[M4g4 ] =
ÿ
c
...B4dc ...2
g4
. (4.58)
In view of the 3d analysis, it is natural to ask whether this geometric decomposition is also
non-trivially realized at the level of partition functions on these compact spaces. In fact, the
vortex/anti-vortex factorization of 4d N = 1 partition functions was first observed for theories
on S3 ◊ S1 (4d index) [199, 236, 237]. Besides, the block factorization can be incorporated in
the general analysis of 4d ttú geometries [223]. An alternative perspective on factorization is the
localization scheme known as Higgs branch localization, considered in 4d in [199].
The goal of this section is to elucidate the block decomposition of partition functions for theories
defined onM4r = Lr◊S1 andM4A = S2◊T 2 (analyzed in our work [68]). The Coulomb branch
partition functions on these spaces have been computed in [84, 219, 220, 238–240]. Our main
result is the extension of the remarkable Riemann bilinear-like identity to the M4S = S3 ◊ S1,
M4r = Lr ◊ S1 and M4A = S2 ◊ T 2 backgrounds
Z[M4g] =
ÿ⁄ ... 4d...2
g
=
ÿ
c
...B4dc ...2
g
=
ÿ
c
... j
“c
 4d
...2
g
, (4.59)
where we introduced the 4d holomorphic blocks (B4dc ), which we identify with partition functions
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on D2 ◊ T 2. In the case of the index S3 ◊ S1 and lens index Lr ◊ S1, the factorized form of
the integrand emerges after we perform a modular transformation on the complex structure
parameters by means of the remarkable property of the elliptic Gamma function discovered
in [241]. As discussed extensively in our work [68] (and references therein), this transformation
generates a term which can be identified with the 4d anomaly polynomial and represents an
obstruction to factorization. However, for anomaly free theories this factor is one and we can
express the integrand as Î 4dÎ2r . It is then fairly easy to check that the S2◊T 2 integrand can also
be expressed in terms of the same meromorphic function Î 4dÎ2A. The second step in (4.59) is
the actual evaluation of the Coulomb branch sum and integral on a suitable integration contour
yielding the factorization into 4d holomorphic blocks B4dc which we compute in some explicit
cases (SQED and SQCD). The last step in (4.59) introduces the 4d block integrals. In general
determining the integration contours “c is harder than the 3d case, here we give a prescription
in a couple of relevant examples based on physical considerations such as periodicity/invariance
under large gauge transformations.
4.3.1. S3b /Zr ◊ S1
In this section we consider N = 1 theories formulated on M4r = Lr ◊ S1 (lens index). The lens
index of a chiral multiplet of R-charge R and unit charge under a U(1) symmetry is [221]
Iˆ(R)‰ (w,H) = ‡(H)I(R)0,‰ (w,H)I(R)‰ (w,H) , (4.60)
with9
I(R)‰ (w,H) =  ((pq)
R
2 wp[H]; pq, pr) ((pq)R2 wqr≠[H]; pq, pr) , (4.61)
where w is the U(1) fugacity and H the holonomy along the non-contractible circle of Lr.
I0(w,H) is the zero-point energy
I(R)0,‰ (w,H) =
1
(pq)R2 w
2≠ 12r [H](r≠[H]) (pq) 14r [H](r≠[H]) (pq≠1) 112r [H](r≠[H])(r≠2[H]) , (4.62)
and the sign factor ‡(H) is defined in (4.11).
For a chiral multiplet in a given representation of a gauge group G, the lens index reads
Ÿ
ﬂ,„
Iˆ(R)‰ (ﬂ(z)„(⇣), ﬂ(`) + „(H)) , (4.63)
where z, ⇣, are respectively the gauge and global fugacities associated to the Cartan, ﬂ,„, the
9For r = 1 we simply have I(R)‰ (w) =  ((pq)R/2w; p, q).
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weights of the gauge and flavor representations, while `,H, are respectively the gauge and back-
ground holonomies in the maximal torus, which can be represented by vectors with components
in Zr. The gauge theory lens index is then obtained by summing over the dynamical holonom-
ies 0 Æ ¸1 Æ . . . Æ ¸|G| Æ r ≠ 1, ¸n œ [0, r ≠ 1] and integrating the matter contribution with
integration measure given by the vector multiplet of the unbroken gauge group
I[Lr ◊ S1] =
ÿ
`
j
T|G|
dz
2ﬁizrk |Wk|
Ÿ
–
Iˆvec(–(z),–(`))◊
◊Ÿ
i
Ÿ
ﬂi
Ÿ
„i
Iˆ(Ri)‰ (ﬂi(z)„i(⇣), ﬂi(`) + „i(H)) , (4.64)
where – denote the gauge roots, and we defined
Iˆvec(w,H) = ‡(H)I0,vec(w,H)Ivec(w,H) , (4.65)
with
Ivec(w,H) = 1 (w≠1pr≠[H]; pq, pr) (w≠1q[H]; pq, qr) , (4.66)
and zero-point energy
I0,vec(w,H) = w 12r [H](r≠[H]) (pq)≠
1
4r [H](r≠[H]) (pq≠1)≠ 112r [H](r≠[H])(r≠2[H]) . (4.67)
If the gauge group has an Abelian factor we can introduce an FI term which contributes to the
partition function as
z
›4d
r e 2ﬁir `◊ , (4.68)
where we turned on also a background holonomy ◊ for the topological U(1) symmetry. As
argued in [242] the 4d FI parameter ›4dr needs to be quantized. This allows the index, which is
independent on continuous couplings, to actually depend on the FI parameter.
In the following we will show that by performing a modular transformation and canceling the
anomalies it is possible to express the lens index integrand in a very neat factorized form.
Chiral multiplet
Let us consider the index of a single chiral multiplet and introduce the following parametrization
w = e
2ﬁi
Ê3
M
, p = e2ﬁi
Ê1
Ê3 , q = e2ﬁi
Ê2
Ê3 , pq = e2ﬁi
Q
Ê3 , (4.69)
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where Q = Ê1 + Ê2, and Ê3 = 2ﬁ— measures the (inverse) S1 radius —. For convergence, we also
assume Im
1
Ê1,2
Ê3
2
> 0. Also, since it is going to appear quite often, we define the combination
X = QR2 +M . (4.70)
By using the modular transformation (A.60) and the reflection property of the elliptic Gamma
function (A.53), in [68] we have shown that we can rewrite
Iˆ(R)‰ (w,H) = e≠iﬁP(X) ◊ e≠iﬁP
3d(X,H) ◊
...B4dN (x; q· , q‡)...2
r
, (4.71)
or
Iˆ(R)‰ (w,H) = e≠iﬁP(X) ◊ e≠iﬁP
3d(X,H) ◊
...B4dD (x; q· , q‡)...2
r
, (4.72)
where
P(X) = 13 3(X) +
1
2 2(X) , P
3d(X,H) = 12 2(X)≠
1
2rH
2(r ≠ 1) , (4.73)
and the 4d r-pairing acts according to
q· = e2ﬁi
Q
rÊ1 = e2ﬁi· , q˜· = e2ﬁi
Q
rÊ2 = e2ﬁi·˜ ,
q‡ = e≠2ﬁi
Ê3
rÊ1 = e2ﬁi‡ , q˜‡ = e≠2ﬁi
Ê3
rÊ2 = e2ﬁi‡˜ ,
x = e
2ﬁi
rÊ1
Xe 2ﬁir H = e2ﬁi‰e 2ﬁir H , x˜ = e
2ﬁi
rÊ2
Xe≠ 2ﬁir H = e2ﬁi‰˜e 2ﬁir H˜ ,
(4.74)
with
·˜ = ·
r· ≠ 1 , ‡˜ =
‡˜
r· ≠ 1 , ‰˜ =
‰
r· ≠ 1 , H˜ = r ≠H . (4.75)
In analogy with the 3d case, we defined the 4d holomorphic blocks for the anomaly free chiral
B4dD (x; q· , q‡) =
1
 (q·x≠1; q· , q‡)
, B4dN (x; q· , q‡) =  (x; q· , q‡) , (4.76)
with
B4dD (x; q· , q‡) =  (x; q· )B4dN (x; q· , q‡) . (4.77)
We interpret the 4d blocks as partition functions on D2 ◊ T 2, where ‘ = ·/R1 is the cigar
equivariant parameter and ‡ is the torus modular parameter. From (4.71) and (4.72) we see
that the polynomials  3, 2 defined in (A.5), (A.11), which we have identified with anomaly
contributions in our work [68], are obstructions to factorization, while the anomaly free chiral
indexes
ZD[Lr ◊ S1] =
...B4dD (x; q· , q‡)...2
r
, ZN[Lr ◊ S1] =
...B4dN (x; q· , q‡)...2
r
, (4.78)
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have a neat geometric realization as 4d blocks glued through the 4d r-pairing (4.75), which
implements the gluing of two solid tori D2 ◊ T 2 to form the Lr ◊ S1 geometry.
Notice that in the 3d limit Ê3 æ +ŒR (or q‡ æ 0) we have
B4dD,N(x; q· , q‡) q‡æ0≠æ B3dD,N(x; q· ) (4.79)
because  (x; q· , 0) = (x; q· )≠1Œ , with the quadratic polynomial P3d contributing the correct half
CS unit in 3d.
Similarly to the 3d case, 4d holomorphic blocks are annihilated by a set of di erence operators
which can be interpreted as Ward identities for surface operators wrapping the torus T 2‡ and
acting at the tip of the cigar. For example for B4dD we find101
Tq· ,x ≠ (x≠1; q‡)
2
B4dD (x; q· , q‡) = 0 , (4.80)
where Tq,xf(x) = f(qx) is the q-shift operator acting on x. The lens index is annihilated also
by another equation for the tilded variables
1
Tq· ,x ≠ (x≠1; q‡)
2
ZD[Lr ◊ S1] =
1
Tq˜· ,x˜ ≠ (x˜≠1; q˜‡)
2
ZD[Lr ◊ S1] = 0 , (4.81)
and similarly for B4dN , ZN[Lr ◊S1]. The existence of two commuting sets of di erence operators
annihilating the lens index indicates that it might be expressed in a block factorized form. Indeed
we will shortly see that anomaly free interacting theories can also be factorized in 4d holomorphic
blocks. We also expect that our 4d holomorphic blocks will be the building blocks to construct
partition functions on more general geometries through suitable pairings. For example, in our
work [68] we have discussed the S2 ◊ T 2 case.
We close this section by observing that our definition of the blocks B4dD and B4dN via factorization
or as solutions to di erence equations su ers from an obvious ambiguity. It is clear that we have
the freedom to multiply our blocks by q· -phases c(x; q· ) satisfying
c(q·x; q· ) = c(x; q· ) ,
...c(x; q· )...2
r
= 1 . (4.82)
The first condition ensures that the c(x; q· ) is a q· -constant passing through the di erence
operator while the second condition ensures that these ambiguities disappear once two blocks
10For the free chiral case, there is an apparent symmetry between q‡ and q· , for example we also have!
Tq‡,x ≠ (x≠1; q· )
" 1
 (q‡x≠1;q· ,q‡) = 0. However there is a profound di erence between q‡ and q· . This clearly
visible if we realize these 4d theories as defects in 6d theories engineered on elliptic Calabi-Yau’s. In that setup
q‡ corresponds to a Ka¨hler parameter while q· is related to the topological string coupling.
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are glued. 4d blocks for more complicated theories will be defined up to q· -phases as well, which
can be expressed as elliptic ratios of Theta functions.
Vector multiplet
Repeating the steps we have done for the chiral multiplet, we can also bring the vector multiplet
contribution to the following form
Ÿ
–
Iˆvec(–(z),–(`)) = eiﬁ
q
–
P(–(Z)) ◊ eiﬁ
q
–
P3d(–(Z),–(`)) ◊
...B4dvec({s–})...2
r
, (4.83)
with
B4dvec({s–}) =
Ÿ
–
1
 (s–; q· , q‡)
, s– = e
2ﬁi
rÊ1
–(Z)
e
2ﬁi
r –(`) . (4.84)
Also in this case the prefactor of (4.83) is an exponential of a cubic polynomial contributing to
the anomaly. In the 3d limit Ê3 æ +ŒR we have
eiﬁ
q
–
P3d(–(Z),–(`)) ◊
...B4dvec({s–})...2
r
Ê3æ+Œ≠æ Ÿ
–
1
sˆb,–(`)(iQ/2 + i–(Z))
, (4.85)
matching (4.14), (4.24) with the identifications (–(Z),–(`)) = (iZ–, ¸–).
Finally, we observe that the FI terms can also be naturally factorized as in 3d (4.22)
e
2ﬁi
Ê3
Z ›
4d
r e 2ﬁir ◊¸ =
...  (s≠1u4d; q· ) (u4d; q· ) (s≠1; q· )
...≠2
r
, (4.86)
with
s = e
2ﬁi
rÊ1
Ze 2ﬁir ¸ , u4d = e≠
2ﬁi
rÊ1
Ê1Ê2
Ê3
›4de≠ 2ﬁir ◊ . (4.87)
4.3.2. Anomalies and factorization
We now return to the polynomials P, P3d appearing in the modular transformations (4.71),
(4.72), (4.83). As we have extensively discussed in our work [68], the total contribution of P
reconstructs the 4d anomaly polynomial. This interplay between modular transformations and
anomalies was first observed in [243] (see also [228, 244]). This cubic polynomial prevents the
complete factorization of the integrand, and hence the dynamical part (Ploc), which cannot
be pushed out of the integral, represents an obstruction to block factorization. However, all
the terms associated to dynamical anomalies have to vanish on physical theories, leading to
conditions on the R-charges and on the flavor fugacities for which factorization can occur.
We next consider the extra exponential quadratic terms P3d. We have already observed that
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in the 3d limit Ê3 æ +ŒR these polynomials contribute the expected half CS units. These
polynomials are actually Ê3 independent, and for convenience we refer to their total contribution
as 3d anomaly polynomial. On physical theories, where the 4d gauge anomaly is canceled, the
would be 3d parity anomaly (determined by dynamical part P3dloc) is also automatically canceled,
namely in the 3d limit P3dloc would contribute integer CS units. This implies that the factor
e≠iﬁP3dloc can always be factorized as in (4.22).
We arrive at the conclusion that, on physical theories where there is no obstruction from an-
omalies, the lens index integrand can be expressed in terms of the holomorphic variables and
arranged in the factorized form
I[Lr ◊ S1] = e≠iﬁ(Pgl+P3dgl ) ◊
ÿ
`
j dz
2ﬁizrk |Wk|
... 4d...2
r
, (4.88)
up to prefactors due to the non-dynamical global anomalies (Pgl, P3dgl ). As we will see in some
explicit example (SQED), for anomaly free theories we also have
I[Lr ◊ S1] = e≠iﬁ(Pgl+P3dgl ) ◊
ÿ
c
...B4dc ...2
r
. (4.89)
We are thus led to try to use the integrand  4d to define 4d blocks via block integrals as in the
3d case. We will return to this in section 4.4..
In [228] it was pointed out that the anomaly cancellation conditions are necessary to express
the partition function on Hopf surfaces Hp,q ƒ S1 ◊ S3 in terms of periodic variables (under
S1 shifts) consistent with the invariance under large gauge transformations. To understand the
e ect of large gauge transformations at the level of the blocks, it is useful to look first at the
semiclassical limit · = R1‘ æ 0, where we remove the  -deformation on the disk by turning
o  the equivariant parameter (‘ æ 0). In this limit the theory is e ectively described by a
twisted superpotential obtained by summing over the KK masses iR1 and
i‡
R1
due to the torus
compactification of the 4d theory [158]. The contribution of a chiral multiplet to the twisted
superpotential is given by
ÊW(a) = ÿ
n,mœZ
3
a+ i
R1
(‡n+m)
43
ln(a+ i
R1
(‡n+m))≠ 1
4
. (4.90)
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This sum needs to be regularized, and the result we have found in [68] is
ÊW(a) = ﬁ
R1
P3(iR1a) + 12ﬁR1
ÿ
k ”=0
e≠2ﬁR1ak
k2(1≠ qk‡)
, (4.91)
where
P3(X) = X
3
3‡ ≠
X2(1 + ‡)
2‡ +
X(1 + ‡(3 + ‡))
6‡ ≠
(1 + 6‡(1 + ‡))
72‡ . (4.92)
We can immediately identify in (4.91) the semiclassical limit of the anomaly free chiral
lnBN(e≠2ﬁR1a; ·,‡) =
ÿ
k ”=0
e≠2ﬁR1ka
k(1≠ qk· )(1≠ qk‡)
·æ0≥ ≠ 12ﬁi·
ÿ
k ”=0
e≠2ﬁkR1a
k2(1≠ qk‡)
= i
ÊWN (a)
‘
, (4.93)
while P3 contributes to the anomaly polynomial on R2 ◊ T 2.
As it will become important later on, we observe that while the twisted superpotential as defined
in (4.90) is invariant under large gauge transformations being manifestly doubly periodic on the
torus T 2, i.e. invariant under aæ a+ iR1 (‡n+m), the regularization produces polynomial terms
which explicitly break the periodicity. Therefore the semiclassical analysis shows that anomalies
represent an obstruction to the periodicity/gauge invariance of the superpotential.11
We then see that the block integrands of anomaly free theories defined in (4.88), in the semi-
classical limit
log 4d ‘æ0≠æ i
ÊW
‘
, (4.94)
are doubly periodic on the torus. In section 4.4. we will return to this point and see that at
the quantum level the invariance under large gauge transformation will be preserved only up to
q· -phases.
SQED
We will now study the SQED theory withNf fundamental and N¯f = Nf anti-fundamental chirals
and FI to illustrate the general mechanism of factorization applied to interacting theories. In
this case the lens index reads
ISQED[Lr ◊ S1] =
r≠1ÿ
¸=0
j dz
2ﬁiz z
≠ ›4dr e 2ﬁir ¸◊
NfŸ
a,b=1
Iˆ(R)‰ (z≠1’a, ¸+Ha)Iˆ(R)‰ (z’¯≠1b ,≠¸≠ H¯b) , (4.95)
11See [223] for a thorough analysis of the periodicity in the context of the 4d ttú equations.
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where we parametrize the fugacities as
z = e
2ﬁi
Ê3
Z
, ’a = e
2ﬁi
Ê3
Ma , ’¯b = e
2ﬁi
Ê3
M¯b , (4.96)
with associated holonomies ¸, Ha, H¯b. The FI parameter and the associated holonomy are de-
noted by ›4d, ◊ respectively. It is also useful to introduce the combinations
Xa =
QR
2 +Ma , X¯b = ≠
QR
2 + M¯b . (4.97)
We can evaluate the lens index by taking the sum of the residues inside the unit circle. The
detailed computation is performed in [68], here we report the key steps. We first perform the
modular transformation using (4.71) for the fundamentals and (4.72) for the anti-fundamentals,
and we get
Ÿ
a,b
Iˆ(R)‰ (z≠1’a, ¸+Ha)Iˆ(R)‰ (z’¯≠1b ,≠¸≠ H¯b) = e≠iﬁ(Pgl+P
3d
gl )e≠iﬁ(Ploc+P3dloc) ◊ 4dSQED , (4.98)
 4dSQED =
 (s≠1u4d; q· )
 (u4d; q· ) (s≠1; q· )
NfŸ
a,b=1
 (sx¯≠1b ; q· , q‡)
 (q·sx≠1a ; q· , q‡)
, (4.99)
where we introduced the holomorphic variables
s = e
2ﬁi
rÊ1
Ze≠ 2ﬁir ¸ , xa = e
2ﬁi
rÊ1
Xae 2ﬁir Ha , x¯b = e
2ﬁi
rÊ1
X¯be 2ﬁir H¯b , u4d = e≠
2ﬁi
rÊ1
Ê1Ê2
Ê3
›4de≠ 2ﬁir ◊ ,
(4.100)
and used (A.47) to write
e≠
2ﬁi
Ê3
›4d
r Ze 2ﬁir ◊¸ =
...  (s≠1u4d; q· ) (u4d; q· ) (s≠1; q· )
...2
r
, (4.101)
as in 3d.
As we have discussed, the modular transformation produces polynomials contributing to the
global and local anomalies. The dynamical part of the 4d anomaly (Ploc) must vanish on
this physical theory. In fact, as this theory is non-chiral, the pure gauge anomaly vanishes
automatically, while the cancellation of the mixed gauge-flavor anomaly requires the balancing
of the U(1) flavor charges of fundamentals and anti-fundamentals
ÿ
a
Ma ≠
ÿ
b
M¯b = 0 . (4.102)
This is actually automatic since the symmetry group is SU(Nf )◊ SU(N¯f )◊ U(1) with funda-
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mentals and anti-fundamentals oppositely charged under the baryonic symmetry. Then we also
have ÿ
a
Ha ≠
ÿ
b
H¯b = 0 mod r . (4.103)
In order to cancel the mixed gauge-R-symmetry anomaly the condition is12
NfT2(f)(R≠ 1) + N¯fT2(f¯)(R≠ 1) + T2(ad) · 1 = 0 , (4.104)
which fixes R = 1. For the vanishing of the mixed flavor-gauge anomaly we must require13
ÿ
a
M2a ≠
ÿ
b
M¯2b = 0 ,
ÿ
a
H2a ≠
ÿ
b
H¯2b = 0 . (4.105)
The other anomalies also vanish without imposing any further constraint. What is left of the 4d
anomaly is the global part (Pgl). We could have also used (4.72) (or (4.71)) for both fundamentals
and anti-fundamentals as well. This would have led to a di erent but of course equivalent form
of the integrand. Altogether the 3d anomaly contributions yield the global factor P3dgl and a
renormalization of ›4d, ◊, which are however trivial once we impose (4.102), (4.103), (4.105).
Finally we find
ISQED[Lr ◊ S1] = e≠iﬁPgl
r≠1ÿ
¸=0
j dz
2ﬁiz
... 4dSQED...2
r
. (4.106)
Notice the integrand  4dSQED in (4.99) could have been assembled by adding a 4d block B4dD for
each chiral and a block B4dN for each anti-chiral plus the FI contribution. By taking the sum of
the residues from the poles inside the unit circle we obtain
ISQED[Lr ◊ S1] = e≠iﬁPgl
Nfÿ
c=1
...B4dc ...2
r
, (4.107)
with
B4dc =
 (x≠1c u4d; q· )
 (u4d; q· ) (x≠1c ; q· )
NfŸ
a,b=1
 (xcx¯≠1b ; q· , q‡)
 (q·xcx≠1a ; q· , q‡)
NfENf≠1
Qa xcx¯≠1b
q·xcx≠1a
; q· , q‡;u4d
Rb ,
(4.108)
12We denote trR(TnTm) = T2(R)”mn. For SU(Nc) the fundamental and adjoint generators are normalized
according to T2(f) = 1/2, T2(ad) = Nc.
13This anomaly is not actually an obstruction to factorization but to modular invariance of the partition
function.
106 4.3. Factorization of 4d partition functions
where the elliptic series NEN≠1 is defined as [245]
NEN≠1
Qa x˛
y˛
; q· , q‡;u
Rb = ÿ
nØ0
NŸ
i,j=1
 (xi; q‡, q· )n
 (yj ; q‡, q· )n
un , yN = q· ,
Ÿ
i,j
xiy
≠1
j = 1 . (4.109)
For r = 1 our result agrees with [199] (after a modular transformation). Notice that the cancel-
lation of the mixed gauge-flavor anomaly is related to the balancing condition ri,j xiy≠1j = 1 of
the elliptic series, while the mixed flavor-gauge anomaly cancellation to its modular properties.
The sum over c runs over the supersymmetric vacua given by the minima of the the twisted
superpotential discussed in the previous section.
It is easy to write down a di erence operator for these blocks. We find that the elliptic hyper-
geometric series (4.109) is annihilated by the operator (Tq,xf(x) = f(qx))
H‡(x˛, y˛;u, Tq· ,u) =
A
NŸ
i=1
 (q≠1· yiTq· ,u; q‡)≠ u
NŸ
i=1
 (xiTq· ,u; q‡)
B
. (4.110)
Since
B4dc ƒ t(u4d;xc)NfENf≠1
Qa xcx¯≠1b
q·xcx≠1a
; q· , q‡;u4d
Rb , (4.111)
where for convenience we denoted
t(u4d;xc) =
 (x≠1c u4d; q· )
 (u4d; q· ) (x≠1c ; q· )
, (4.112)
satisfying
Tnq· ,ut(u4d;xc)
≠1 = x≠nc t(u4d;xc)≠1 , (4.113)
we see that the blocks B4dc are annihilated by the di erence operator
t(u4d;xc)H‡(xcx¯≠1b , q·xcx≠1a ;u4d, Tq· ,u)t(u4d;xc)≠1 = H‡(x¯≠1b , q·x≠1a ;u4d, Tq· ,u) , (4.114)
for c = 1, . . . , Nf . As we have already noticed in the case of the free chiral, if we define the
blocks B4dc as solutions to this di erence equation with the additional requirement that their
r-pairing reproduces the partition function (4.107), we still have the q· -phases ambiguity. For
example we can multiply the blocks by the elliptic ratio of Theta functions
c(u4d; q· ) =
NfŸ
a,b=1
 (u4dx¯≠1b ; q· )
 (u4dq·x≠1a ; q· )
, (4.115)
which satisfies c(q·u4d; q· ) = c(u4d; q· ) and has unit r-square when the anomaly cancellation con-
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ditions (4.102), (4.103), (4.105) are imposed. It is also easy to check that since  (q1/2· x; q· ) ‘æ0≠æ
exp
1
≠iﬁ (R1X)2R1‘
2
, (4.115) has a trivial semiclassical limit. Indeed, in general q· -phases are not
visible in the semiclassical asymptotics.
We conclude by checking the 3d limit of our results. At the level of the 4d blocks this amounts
to take q‡ æ 0, yielding
B4dc (x˛;u4d; q· , q‡)æ B3dc (x˛;u3d, q) , (4.116)
with the obvious identifications
q· = q , (iXa, Ha)
---
4d
= (Xa, Ha)
---
3d
, (iXb, H¯b)
---
4d
= (X¯b, H¯b)
---
3d
. (4.117)
Notice that the 3d mass parameters are still restricted to satisfy the 4d anomaly cancellation
conditions. As explained in [224], the reduction of the 4d index to 3d generates theories with the
same gauge and matter content of the original theory but with a compact Coulomb branch and
with non-trivial superpotential terms enforcing the restriction on the masses [224]. Moreover
the relation between 4d and 3d FI parameters
i›
4d
Ê3
Ê3æ+Œ≠æ ›3d (4.118)
is consistent with a continuous 3d FI. It is also worth noting that the elliptic hypergeometric
operator (4.110) reduces to the q-hypergeometric operator (2.77) in the 3d limit.
4.4. 4d block integrals
In this section we would like to develop a formalism to compute the holomorphic blocks from
first principles by extending to 4d the 3d formalism introduced in [216]. We tentatively define
4d blocks via block integrals as
B4dc =
j
“c
ds
2ﬁis 
4d , (4.119)
where  4d is the “square root” of the compact space integrand. As we have seen in section 4.3.2.,
when there are no obstructions from anomalies it is always possible to factorize the compact
space integrand. Alternatively one can assemble directly  4d. For each chiral multiplet we
insert a factor B4dD or B4dN and add the ratio of Theta functions associated to P3dloc, to cancel the
induced mixed CS units. We then add B4dvec for each vector multiplet and in presence of U(1)
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gauge factors, we multiply by the FI contributions given in (4.86).
Before discussing the integration contour it is important to make the following observation. In
section 4.3.2. we pointed out that as a result of invariance under large gauge transformations,
block integrals are semiclassically doubly periodic on the torus T 2 with modulus ‡. As we
anticipated, at the quantum level there is a mild modification, that is under the shift s æ sq‡
the blocks are multiplied by q· -phases with unit r-pairing, thereby representing the intrinsic
ambiguity in their definition. We have explicitly checked this statement in our work [68].14
This observation will guide us in the definition of the integration contour. For example the
SQED block integrand (4.99)
 4dSQED(s) =
 (s≠1u4d; q· )
 (u4d; q· ) (s≠1; q· )
Ÿ
a,b
 (sx¯≠1b ; q· , q‡)
 (q·sx≠1a ; q· , q‡)
, (4.120)
has semi-lines of poles at s = xcqk· qn+1‡ and s = x¯cq≠k· q≠n‡ , k, n œ ZØ0. However our discussion
indicates that we should restrict to a q‡-period. Indeed a shift by qn‡ (where n may be negative)
would only multiply the integrand and the integrated result by a q· -phase. We then suggest
that the proper integration contour “c will encircle the poles located at s = xcqk· coming from
the fundamental chirals. Indeed it is easy to check that
j
s=xcqk·
ds
2ﬁis 
4d
SQED =
 (x≠1c u4d; q· )
 (u4d; q· ) (x≠1c ; q· )
Ÿ
a,b
 (xcx¯≠1b ; q· , q‡)
 (q·xcx≠1a ; q· , q‡)
Ÿ
a,b
 (xcx¯≠1b ; q‡, q· )k
 (q·xcx≠1a ; q‡, q· )k
(u4d)k ,
(4.121)
and integrating over “c we recover the SQED blocks defined in (4.108)j
“c
ds
2ﬁis 
4d
SQED = B4dc . (4.122)
In general determining convergent contours could be quite delicate. For example the analogy
with the 3d case suggests that by moving in the moduli space we could encounter Stokes walls
where contours jump [216]. However, in our work [68] we can check that our prescription works
also in the SU(2) SQCD case. The higher rank prescription might be given by a J.K. residue
as in [84,100–102,240].
Summarizing, we have argued that for Lr◊S1 (which includes S3◊S1)15 we have the following
remarkable Riemann bilinear-like relation
14The FI term explicitly breaks the periodicity already at the semiclassical level. Nevertheless we have found
that also in this case a q‡-shift has a trivial e ect since ›4d/r is integer on the lens index.
15The extension to S2 ◊ T 2 is included in our work [68].
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ÿ
`
j
T|G|
dz
2ﬁizrk |Wk|
... 4d...2
r
=
ÿ
c
... j
“c
ds
2ﬁis 
4d
...2
r
. (4.123)
This kind of identities seem to be quite ubiquitous for the backgrounds we analyzed and it would
be important to have a deeper understanding of their geometrical meaning.
4.5. Factorization of 5d partition functions
In this section we study partition functions of 5d N = 1 theories on compact 5-manifolds
(M5g) preserving rigid supersymmetry as discussed in section 1.2.4., focusing on M5S = S5 and
M5id = S4◊S1. Exact results for partition functions of N = 1 theories on S5 and S4◊S1 were
derived in [54, 55, 87–92] and [93–95]. In the case of the (squashed) S5, using supersymmetric
localization the partition function was shown to reduce to a matrix integral of classical, 1-
loop and instanton contributions, as we reviewed in section 1.5.1.. We saw that the instanton
contribution in turn comprises of three copies of the 5d Nekrasov instanton partition function
on R4‘1,‘2 ◊ S1 [11, 115] with an appropriate identification of the equivariant parameters, each
copy corresponding to the contribution at a fixed point of the Hopf fibration of S5 over CP2.
The S4 ◊ S1 case is similar, where the instanton partition function consists of the product of
two copies of the 5d Nekrasov instanton partition function on R4‘1,‘2 ◊ S1, corresponding to the
fixed points at the North and South poles of S4.
Our first result is the observation that, by manipulating the classical and 1-loop parts to a form
which respects the symmetry dictated by the gluing of the instanton factors, it is possible to
write Z[S5] and Z[S4 ◊ S1] in terms of the very same fundamental building blocks, which we
call 5d holomorphic blocks (B5d)
Z[S5] =
⁄
d„
...B5d...3
S
, Z[S4 ◊ S1] =
⁄
d„
...B5d...2
id
, (4.124)
where the brackets Î Î3S and Î Î2id glue 3 and 2 copies respectively, as described in details in
the main text. We identify the 5d holomorphic blocks with partition functions on D4 ◊ S1 ƒ
R4‘1,‘2 ◊ S1. This result is very reminiscent of the 3d and 4d setups discussed in sections 4.1.
and 4.3.. In fact, the similarity between the structure of 5d and 3d partition functions is not
just a coincidence, but it is due to a deep relation between the two theories. For example, we
will consider the 5d N = 1 theory with SU(2) gauge group and Nf = 4 fundamental flavors
(SCQCD) on M5S = S5 and M5id = S4 ◊ S1 and show that, when the masses are analytically
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continued to certain values, the 5d SCQCD partition functions degenerate to the 3d N = 2
partition functions of the SCQED on M3S = S3b and M3id = S2 ◊ S1 respectively
ZSCQCD[M5S,id] =
⁄
d„
...B5d...3,2
S,id
≠æ ZSCQED[M3S,id] =
ÿ
c
...B3dc ...2
S,id
, (4.125)
where the 5d S and id pairings reduce to the corresponding pairings for 3d theories reviewed
in section 4.1.. The mechanisms that leads to this degeneration is the fact that, upon analytic
continuation of the masses, 1-loop terms develop poles which pinch the integration contour.
Partition functions then receive contribution from the residues at the poles trapped along the
integration path. This result is roughly the compact version of the degeneration of the instanton
partition function Z5dNekinst to the vortex partition function Zv of simple surface operators [41,
189,70,190] since S3b and S2 ◊ S1 are codimension 2 defects inside S5 and S4 ◊ S1 respectively
(see also (3.14)).
While we will be focusing on the S5 and S4 ◊ S1 backgrounds, but our construction can be
extended to Y p,q spaces studied in [96,97] and to general 5d toric Sasaki-Einstein manifolds [69].
We will briefly comment on these backgrounds later on.
4.5.1. S5
We have reviewed the localization of the S5 partition function in section 1.5.1., but it may be
useful to briefly recall here the basics facts. The partition function localizes to an integral over
the constant mode of the vector multiplet scalar „ which takes value in the Cartan subalgebra
of the gauge group, which we take to be SU(Nc) with generators Ta normalized according to
trR(TaTb) = C2(R)”ab, with C2(f) = 1/2 for the fundamental. The integrand includes a classical
factor (Zcl), a 1-loop factor (Z1-loop) and an instanton factor (Zinst)
Z[S5] =
⁄
d„ Zcl(„)Z1-loop(„, M˛)Zinst(„, M˛) , (4.126)
where we have denoted by M˛ all the mass parameters of the theory and the explicit expressions
of the factors depend on the field content of the theory under consideration. The instanton
partition function Zinst takes the following factorized form
Zinst(„, M˛) =
...Zinst...3
S
, (4.127)
where Zinst coincides with the 5d Nekrasov instanton partition function on R4‘1,‘2 ◊ S1 with
Coulomb and mass parameters appropriately rescaled and with equivariant parameters ‘1 = e1e3
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and ‘2 = e2e3
Zinst = Z5dNekinst
3 i„
e3
,
m˛
e3
; e1
e3
,
e2
e3
4
, (4.128)
where
mi = iMi + E/2 , i = 1, . . . , Nf , E = Ê1 + Ê2 + Ê3 . (4.129)
We also introduced the notation
...f(e˛)...3
S
=
Ÿ
k=1,2,3
f(e˛)k , (4.130)
where the sub-index k = 1, 2, 3 refers to the following identification of the parameters e1, e2, e3
with the squashing parameters Ê1,Ê2,Ê3 in each sector
e1 e2 e3
1 Ê3 Ê2 Ê1
2 Ê1 Ê3 Ê2
3 Ê1 Ê2 Ê3
. (4.131)
Notice that since the instanton partition function can be expressed in terms of the parameters
q = e2ﬁi
e1
e3 , t = e2ﬁi
e2
e3 , (4.132)
the pairing defined in (4.130) enjoys an SL(3,Z) symmetry which acts S-dualizing the couplings
q and t.
We now show the classical term can be recast in the SL(3,Z) factorized form as the instanton
contribution according to table (4.131)
Zcl(„) =
...Zcl...3
S
, (4.133)
which was the missing piece from the analysis around (1.114). We will explicitly see this below
in the example we are mostly interested in (for the general analysis including CS terms we refer
to our work [58]). We can therefore write the partition function as
Z[S5] =
⁄
d„ Z1-loop(„, m˛)
...F...3
S
, (4.134)
with
F = ZclZinst , (4.135)
112 4.5. Factorization of 5d partition functions
Finally, recalling (1.107), (1.108), (1.112) for the perturbative contribution of vector and hyper
multiplets, we can bring also the 1-loop term to an SL(3,Z) factorized form as in [91]
Z1-loop(„, M˛) =
Ÿ
–
Ÿ
i
Ÿ
ﬂœRi
e≠ﬁi3!B33(i–(„))eﬁi3!B33(iﬂ(„)+mi) ◊
3Ÿ
k=1
(Z1≠loop)k , (4.136)
with
Z1≠loop =
Ÿ
–
Ÿ
i
Ÿ
ﬂœRi
(e
2ﬁi
e3
(i–(„)); q, t)Œ
(e
2ﬁi
e3
(iﬂ(„)+mi); q, t)Œ
, (4.137)
where ﬂ is a weight of the representation Ri and each factor (x; q, t)Œ can be identified with
a 1-loop contribution to the 5d Nekrasov partition function. If we consider (pseudo) real rep-
resentations for each weight ﬂ there is the opposite weight ≠ﬂ, in which case the sum of cubic
Bernoulli polynomials simplifies to a quadratic polynomial which simply provides a renormal-
ization of the coupling constant in the classical term. Putting all together we can finally write
(up to constant prefactors)
Z[S5] =
⁄
d„
...B5d...3
S
, (4.138)
where the 5d holomorphic block B5d is defined as
B5d = Z1-loop Zcl Zinst . (4.139)
It is important to note the way we factorize 1-loop and classical terms is not unique. We will
see more precisely how to track this ambiguity in an example.
The SU(2) superconformal QCD
Let us consider the SU(2) theory with Nf = 4 fundamental flavors (SCQCD). In this case the
Coulomb branch parameter can be written as „ = i
! a1 0
0 a2
"
with a1 = ≠a2 = a. The total 1-loop
contribution is given by
Z1≠loop(a, M˛) =
S3 (a1 ≠ a2)S3 (a2 ≠ a1)r
i S3 (a1 +mi)S3 (a2 +mi)
. (4.140)
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Collecting the B33 factors coming from the factorization of the S3 functions (A.17)
S3(X) = e≠
iﬁ
6 B33(X)
...(e 2ﬁie3 X ; q, t)Œ...3
S
, (4.141)
we find
B33(2a) +B33(≠2a)≠
ÿ
i
(B33(a+mi) +B33(≠a+mi)) = ≠ 6a
2
Ê1Ê2Ê3
ÿ
i
mi + const , (4.142)
where the constant denotes a-independent terms. We then combine the 1-loop and classical
term Zcl(a) = e
≠ 2ﬁiÊ1Ê2Ê3
a2
g˜2 ,16 obtaining
Zcl(a) Z1-loop(a, M˛) = e
≠ 2ﬁia2Ê1Ê2Ê3
1
1
g˜2≠
1
2
q
i
mi
2
3Ÿ
k=1
(e
2ﬁi
e3
(±2a); q, t)Œ
---
kr
i(e
2ﬁi
e3
(±a+mi); q, t)Œ
---
k
, (4.143)
where for compactness we have employed the usual shorthand notation f(±a) = f(a)f(≠a).
The next step is to write the exponential in terms of B33
e
≠ 2ﬁia2Ê1Ê2Ê3
1
1
g˜2≠
1
2
q
i
mi
2
= e
≠ 2ﬁi3! B33(±a+ 1g˜2≠
1
2
q
i
mi+Ÿ)
e≠ 2ﬁi3! B33(±a+Ÿ)
◊ e
≠ 4ﬁi3! B33(Ÿ)
e≠
4ﬁi
3! B33(
1
g˜2≠
1
2
q
i
mi+Ÿ)
. (4.144)
In this expression the coe cient Ÿ appearing only in the r.h.s. is completely arbitrary and can
be identified with the ambiguity of the factorization. Finally, we apply the identity (A.59) to
each Bernoulli factor in (4.144) and obtain the SCQCD 5d holomorphic block17
B5d = (e
2ﬁi
e3
(±2a); q, t)r
i(e
2ﬁi
e3
(±a+mi); q, t)
·
 q,t
3
±a+1/g˜2≠q
i
mi/2+Ÿ
e3
4
 q,t
1±a+Ÿ
e3
2 · Zinst , (4.145)
where we used the notation (A.51) for the elliptic Gamma function. If we recall the expression
for the partition function of a 4d N = 1 chiral multiplet on S3◊S1 ƒ ˆ(R4◊S1) (footnote 9 in
section 4.3.1.), we may think of the classical term as an induced contribution from a 1/2 BPS
boundary theory.
16We set g˜2 = ≠ig2YM/8ﬁ2.
17We are dropping a-independent elliptic Gamma factors.
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4.5.2. S4 ◊ S1
The partition function of 5d N = 1 supersymmetric gauge theories on S4 ◊ S1 (5d index) has
been computed by localization in [93–95] and reads
Z[S4 ◊ S1] =
⁄
d„ Z1-loop(„, M˛) Zinst(„, M˛) , (4.146)
where „ is the Coulomb branch parameter (holonomy of the gauge connection). The instanton
part receives contributions from the fixed points at North and South poles of the S4 and can be
written as
Zinst =
...Zinst...2
id
, (4.147)
where Zinst is defined as in (4.128), with mi = iMi +Q0/2, Q0 = b0 + 1/b0. We also introduced
the 5d id-pairing defined as
...f(e˛)...2
id
=
Ÿ
k=1,2
f(e˛)k , (4.148)
where the k = 1, 2 sub-index means the e1, e2, e3 parameters assume the following values
e1 e2 e3
1 b≠10 b0 2ﬁi/—
2 b≠10 b0 ≠2ﬁi/—
, (4.149)
with — the circumference of S1 and b0 the squashing parameter of S4.
Due to the property  q,t(x) q≠1,t≠1(≠x) = 1, the classical term Zcl id-squares to 1
...Zcl...2
id
= 1 , (4.150)
and therefore we can write
Z[S4 ◊ S1] =
⁄
d„ Z1-loop(„, M˛)
...F...2
id
, (4.151)
with F defined exactly as in (4.135). The 1-loop contributions of vector and hyper multiplets
are given respectively by
Zvec1-loop(„) =
Ÿ
–
 — (i–(„)) , (4.152)
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and
Zhyper1-loop(„,M) =
Ÿ
ﬂœR
 —
3
iﬂ(„) + iM + Q02
4≠1
, (4.153)
where  — is defined in A.41. Also in this case it is possible to bring the 1-loop term in a
factorized form. Indeed if we use again Î q,t(x)Î2id = 1, we can write
Zvec1-loop(„) =
...Zvec1-loop...2
id
, Zhyper1-loop(„, M˛) =
...Zhyper1-loop...2
id
, (4.154)
with Zvec1-loop,Zhyper1-loop coinciding exactly with the corresponding factors obtained from the factor-
ization of 1-loop terms on S5, implying the remarkable identity
Z[S4 ◊ S1] =
⁄
d„
...B5d...2
id
. (4.155)
We surprisingly discover that for a given theory, the S5 and S4 ◊ S1 partition functions can be
factorized in terms of the very same 5d holomorphic blocks B5d, the di erence being the number
of copies and the way they are glued together, reflecting the di erent underlying geometries.
This is very reminiscent of what happens in 3d, where the partition function on (e.g.) S3b and
S2◊S1 can be expressed via the same 3d holomorphic blocks B3d, paired in two di erent ways.
Besides, following the results of [96, 97], our 5d holomorphic blocks are even more general, for
they correctly reproduce the integrands of partition functions on Y p,q spaces (4 copies) and
presumably any 5d toric Sasaki-Einstein manifold [69] (n copies), as shown in figure 4.3.
Figure 4.3: Gluing 5d holomorphic blocks. The gluing can be k = 2, 3, n.
Z[M5k] =
⁄ ...B5d...k (4.156)
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4.6.1. 5d æ 3d degeneration
A very interesting feature of the S5 and S4 ◊ S1 partition functions (4.126), (4.146) is that for
particular values of the masses 1-loop factors develop poles which pinch the integration contour.
The partition functions can then be defined via a meromorphic analytic continuation which
prescribes to take the residues at the poles trapped along the integration path. Here we will
consider a particular example, the SCQCD on S5. In this case when two of the masses, say
M1,2, satisfy the condition
M1 +M2 = i(Ê3 + E) or m1 +m2 = ≠Ê3 , (4.157)
where mi are defined in (4.129), the partition function receives contribution only from two
pinched poles located at
a1 = m1 = ≠m2 ≠ Ê3 = ≠a2 , a1 = m1 + Ê3 = ≠m2 = ≠a2 . (4.158)
We will not report the explicit computation here because we will perform a similar analysis in
section 5.6..
This phenomenon is very much reminiscent of the degeneration of a Liouville correlator when
one of the external momenta is analytically continued to a degenerate value. The 4d AGT
relation reviewed in section 3.2. explains that the degeneration limit corresponds on the gauge
theory side to the reduction of 4d partition functions to partition functions of simple surface
operators [41, 189, 70, 190]. In particular, the S4 SCQCD theory reduces in this limit to its
codimension 2 defect theory, the S2 SCQED in the Higgs branch [98, 99] as we mentioned
around (3.7).
Therefore we expect that when the masses are analytically continued to the values (4.157) the S5
SCQCD partition function will degenerate to its codimension 2 defect theory partition function,
namely the partition function of the 3d SCQED defined on S3b , which we recall below from
section 4.1.
Z[S3b ] =
ÿ
i=1,2
G(i)cl G
(i)
1≠loop
...Z(i)v ...2
S
, (4.159)
where the sum runs over the two supersymmetric vacua of theory and
G(i)cl = e≠2ﬁi›m
3d
i , G(i)1≠loop =
Ÿ
j,k=1,2
sb(m3dj ≠m3di + iQ/2)
sb(m¯3dk ≠m3di ≠ iQ/2)
, j ”= i , (4.160)
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Z(i)v =
ÿ
nØ0
Ÿ
j,k=1,2
(xix¯≠1k ; q)n
(qxix≠1j ; q)n
(u3d)n = 2 1
Qa xix¯≠1k
qxix
≠1
j
;u3d
Rb . (4.161)
The equivariant vortex partition function Z(i)v is the basic hypergeometric series 2 1 with para-
meters
xi = e2ﬁbm
3d
i , x¯i = e2ﬁbm¯
3d
i , z3d = e2ﬁb› , q = e2ﬁib2 ,
(4.162)
x˜i = e
2ﬁ
b m
3d
i , Â¯xi = e 2ﬁb m¯3di , z˜3d = e 2ﬁb › , q˜ = e 2ﬁib2 ,
and
u3d = qﬂ 12 (z3d)≠1 ,
Ÿ
j,k=1,2
x≠1j x¯k = ﬂ . (4.163)
We will now show how to reconstruct (4.159) from the residues of the S5 SCQCD partition
function at the pinched poles. We begin by analyzing the instanton contribution which is given
by
Zinst = Z5dNekinst
3
a˛
e3
,
m˛
e3
; e1
e3
,
e2
e3
4
=
ÿ
Y˛
z|Y˛ |
FY˛ (˛a, m˛)
VY˛ (˛a)
, z = e
2ﬁi
e3g˜2 . (4.164)
The numerator FY˛ (˛a, m˛) encodes the contribution of the four hyper multiplets and the denomin-
ator VY˛ (˛a) is due to the vector multiplet. We refer to appendix A.7. for explicit expressions. As
explained there, when the Coulomb branch parameters take the values a1 = m1 = ≠m2 ≠ Ê3 =
≠a2, the instanton partition function (4.164) degenerates to a basic hypergeometric series. In
each sector we have:
• Sector 1: we use (A.76) and the appropriate values of e˛ in terms of Ê˛ as in (4.131) to
find
(Zinst)1 = Z5dNekinst
3
a˛
Ê1
,
m˛
Ê1
; Ê2
Ê1
,
Ê3
Ê1
4
≠≠≠≠≠≠≠≠≠≠≠≠≠æ
(a1,a2)æ(m1,m2+Ê3) 2
 1(A,B;C, e2ﬁi
Ê2
Ê1 ;u) ,
where A,B,C, u parameters are defined in (A.77).
• Sector 2: we use (A.79) and the appropriate values of e˛ in terms of Ê˛ as in (4.131) to
find
(Zinst)2 = Z5dNekinst
3
a˛
Ê2
,
m˛
Ê2
; Ê1
Ê2
,
Ê3
Ê2
4
≠≠≠≠≠≠≠≠≠≠≠≠≠æ
(a1,a2)æ(m1,m2+Ê3) 2
 1(A˜, B˜; C˜, e2ﬁi
Ê1
Ê2 ; u˜) ,
where the tilde symbol indicates Ê1 ¡ Ê2.
• Sector 3: we use the appropriate values of e˛ in terms of Ê˛ as in (4.131). All the parameters
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are rescaled by Ê3 yielding a trivial degeneration
(Zinst)3 = Z5dNekinst
3
a˛
Ê3
,
m˛
Ê3
; Ê1
Ê3
,
Ê2
Ê3
4
≠≠≠≠≠≠≠≠≠≠≠≠≠æ
(a1,a2)æ(m1,m2+Ê3)
1 . (4.165)
Putting everything together we find
...Zinst...3
S
≠≠≠≠≠≠≠≠≠≠≠≠≠æ
(a1,a2)æ(m1,m2+Ê3)
... 2 1(A,B;C, e2ﬁiÊ2Ê1 ;u)...2
S
=
...Z(1)v ...2
S
, (4.166)
which remarkably shows that the 5d S-pairing reduces to the 3d S-pairing. By identifying the
coe cient A,B,C of the basic hypergeometric series with those of the vortex partition function,
as required by last equality in (4.166), we obtain the following dictionary between 3d and 5d
masses
m3d1 = im1 , m3d2 = im2 , m¯3d1 = ≠im3 , m¯3d2 = ≠im4 , (4.167)
while by matching the expansion parameters we find
i› = 1
g˜2
. (4.168)
Finally, we also identify
Ê2 =
1
Ê1
= b . (4.169)
In complete analogy for the other pole, located at a1 = m1 + Ê3 = ≠m2 = ≠a2, upon using the
dictionary (4.167) we find
...Zinst...3
S
≠≠≠≠≠≠≠≠≠≠≠≠≠æ
(a1,a2)æ(m1+Ê3,m2)
...Z(2)v ...2
S
. (4.170)
We next consider the 1-loop term given in (4.140). This term develops double poles that pinch
the integration contour when the masses are analytically continued to the value m1 + m2 =
≠Ê3. Since we are here only interested in showing that the degeneration of the S5 partition
function reproduces the S3b partition function up to a prefactor, we evaluate the ratio of the
residues at each pinching pole in (4.158). This ratio is finite, and by using the property (A.20)
it is straightforward to show that it reproduces the ratio of the S3b 1-loop terms in the two
supersymmetric vacua (4.160)
Z1≠loop
---
(a1,a2)æ(m1,m2+Ê3)
Z1≠loop
---
(a1,a2)æ(m1+Ê3,m2)
=
G(1)1≠loop
G(2)1≠loop
. (4.171)
Similarly, it is simple to show that the ratio of the residues of the classical term at the points
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(4.158) reproduces the ratio of the S3b classical terms in the two supersymmetric vacua (4.160)
Zcl
---
(a1,a2)æ(m1,m2+Ê3)
Zcl
---
(a1,a2)æ(m1+Ê3,m2)
= e≠
2ﬁi
Ê1Ê2Ê3
(m21≠m
2
2)
g˜2 = e
2ﬁi(m1≠m2)
Ê1Ê2g˜2 = e2ﬁi›(m3d1 ≠m3d2 ) = G
(1)
cl
G(2)cl
, (4.172)
where we used m21 ≠m22 = ≠Ê3(m1 ≠m2) and the dictionary (4.167), (4.168). Finally putting
everything together we obtain the promised result
ZSCQCD[S5] ≠≠≠≠≠≠≠≠æ
m1+m2=≠Ê3
2ÿ
i=1
G(i)cl G
(i)
1≠loop
...Z(i)v ...2
S
= ZSCQED[S3] . (4.173)
Notice that there are two extra choices for the degeneration condition, which would have led to
the a similar result
m1+m2 = ≠Ê1 , with Ê2 = 1
Ê3
= b , or m1+m2 = ≠Ê2 , with Ê1 = 1
Ê3
= b . (4.174)
The three possibilities correspond to the three maximal S3b inside the squashed S5.
In a similar manner, it is possible to show that the partition function of the SCQCD on S4◊S1
reduces to the SCQED partition function on S2◊S1 when two of the masses satisfy the condition
m1 +m2 = ≠b0 , (4.175)
yielding
ZSCQCD[S4 ◊ S1] ≠≠≠≠≠≠≠≠æ
m1+m2=≠b0
2ÿ
i=1
G(i)cl G
(i)
1≠loop
...Z(i)v ...2
id
= ZSQED[S2 ◊ S1] , (4.176)
with the 3d angular momentum fugacity q related to the 5d parameter by q = e—/b0 . Also in
this case there is another possible degeneration condition, i.e. m1 +m2 = ≠ 1b0 , which leads to
the same result but with the identification q = e—b0 . The two choices correspond to the two
maximal S2 ◊ S1 inside the squashed S4 ◊ S1.
120 4.6. Towards a strong 5d AGT correspondence
4.6.2. 3d flop symmetry
Since we have discovered an interesting relation between 5d and 3d partition functions, we come
back to discuss an important 3d symmetry which we would like to understand in 5d eventually.
As we have seen in section 4.2.1., the 3d SCQED partition function is invariant under flop
transformation exchanging the charge +1 and charge ≠1 chirals and flipping the sign of the FI.
This can be compactly summarized in the relation
2ÿ
i=1
...B3d Ii ...2
S,id
=
2ÿ
i=1
...B3d IIi ...2
S,id
. (4.177)
The action of the transformation on the 3d holomorphic blocks is highly non-trivial, involving
in particular analytic continuation of the equivariant vortex partition function across the phases
B3d IIi =MijB3d Ij , ÂB3d IIi = ÊMij ÂB3d Ij , (4.178)
where the connection matrices Mij , ÊMij can be read from the definition (4.38) of the blocks
and formulas (A.63), (A.64) for the analytic continuation of the basic hypergeometric series.
This means the blocks transform covariantly, but the invariance of the compact space partition
function is ensured by the orthogonality of the transformation matrices.
A final remark
In conclusion of this chapter, we would like to emphasize the similarities between the structures
of supersymmetric gauge theories and 2d CFTs that we have found so far. Symmetries of
the compact space partition functions are not generically expected to be an invariance of the
holomorphic blocks, which are rather supposed to transform covariantly: it is only when the
chiral blocks are glued together to form the compact space observable that they give rise to a
truly invariant object. We have seen two examples of this phenomenon in the 3d context (mirror
and flop symmetry). In particular, we observe that the flop symmetry of the 3d SCQED is very
reminiscent of crossing symmetry in 2d CFT: both involve analytic continuation in the expansion
parameter of the holomorphic/conformal blocks; the transformation of the blocks across the
phases/channels is highly non-trivial but results in the invariance of the compact space partition
function/physical correlator. This similarity can be actually made rigorous in the context of the
4d AGT correspondence, where flop symmetry of the 2d SCQED partition function/degenerate
Liouville correlator is nothing but a manifestation of S-duality invariance/crossing symmetry
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of the 4d partition function/Liouville correlator. Continuing the chain of similarities, we have
seen a degeneration mechanism which projects the 5d partition functions onto their 3d defect
partition functions. This phenomenon is strongly reminiscent of the degeneration mechanism of
Liouville correlators upon the insertion of degenerate insertions, which in fact can be already
found in the 4d AGT dictionary. In the next chapter we will be taking very seriously all these
analogies, which in fact we show to be a manifestation of the gauge/q-CFT correspondence, or
strong 5d AGT relation.

5
Strong 5d AGT: 3d & 5d partition functions as q-CFT correlators
While most of the studies of the 5d AGT relation have focused on its weak form which identifies
the R4 ◊ S1 Nekrasov instanton partition function with q-Virasoro chiral blocks, the aim of our
work is to provide a strong 5d AGT correspondence, realizing a complete dictionary between
certain 5d N = 1 gauge theories and QFTs whose underlying symmetry algebra is given by
(commuting copies of) the q-Virasoro algebra. We hope our construction will help in developing
new tools which can be used to gain more insights into 5d gauge theories and q-CFTs.
To the best of our knowledge, such QFTs have not been considered before, and we will refer
to this novel class as q-CFT for short. As in ordinary 2d CFTs, in which the Virasoro algebra
alone does not fully characterize the theory, we do not expect the q-Virasoro algebra to be
enough to completely determine a q-CFT. In 2d CFT, chiral correlators are multi-valued objects
which need to be paired in a holomorphic/anti-holomorphic fashion to give rise to monodromy
invariant physical correlators. In addition, the associativity of the operator algebra imposes
stringent constraints on physical correlators such as crossing symmetry, representing indeed the
main dynamical principle in the bootstrap approach. We are thus led to study how much of the
rich 2d CFT structure can be consistently q-deformed, and we find that an important subset
has indeed a natural q-deformation, which will be enough for our purposes. In fact, one of our
main investigation tool is a q-deformation of the conformal bootstrap method, which we develop.
As we have learned in the previous chapter, there are many hints that 5d theories hide a q-
CFT structure: compact space partition functions can be written in terms of universal 5d
holomorphic blocks, the di erence between the various geometries being just the number of
copies and their pairings. Moreover, holomorphic blocks (in any dimension) su er from some
ambiguity which we have been able to parametrize, and which completely disappears once the
blocks are glued together. These phenomena exactly match what we expect from a q-CFT: the q-
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Virasoro symmetry defines the common set of q-conformal blocks according to the weak 5d AGT
relation, while di erent gluings determine how the chiral sectors must be paired together to yield
well-defined objects. Moreover, in analogy with the undeformed case, we expect our candidate
q-CFT correlators to satisfy stringent physical requirements similar to crossing symmetry or
modular invariance in 2d CFT. As we have argued at the end of the previous chapter, this kind
of symmetry is strongly reminiscent of an invariance of gauge theory partition functions, which
in the 3d case we have simply identified with flop invariance, as in the undeformed framework.
Finally, gathering all the information coming from the gauge theory data, we will be able to
axiomatically define two di erent q-CFTs: one is a natural q-deformation of Liouville field theory,
the other seems to be more exotic and without an undeformed limit.
The rest of this chapter is organized as follows:
• We begin by showing that the conformal bootstrap approach to 2d CFTs can be consist-
ently q-deformed under very general and reasonable assumptions. Our method produces
a set of di erence equations which the 3-point functions of q-Virasoro primary operators
must satisfy. These equations depend on the gluing chosen to pair up the chiral sectors:
we are inspired by the gauge theory data to choose two di erent pairings, and we solve
the q-bootstrap equations for each of them. We then axiomatically define two di erent
q-CFTs which are specified by their 3-point functions and q-Virasoro symmetry. We will
be closely following our work [57].
• We show that 3d and 5d partition functions on S3, S2◊S1, S5 and S4◊S1 can be recast
in the form of q-CFT correlators leading to the 5d AGT dictionary. In particular, we
study the degeneration mechanism which projects generic q-CFT correlators to correlators
satisfying q-di erence decoupling equations upon tuning some of the external momenta
to degenerate values. This is the q-CFT dual description of the collapse of 5d partition
functions to 3d partition functions described in the previous chapter. We will be closely
following our works [57,58].
5.1. q-deformed bootstrap
In this section we study a class of q-CFT correlators with degenerate insertions, where q-
conformal blocks are fixed by the q-Virasoro symmetry reviewed in section 2.4. and are paired
requiring modular invariance of correlation functions. It turns out that both the S-pairing and
the id-pairing defined in section 4.5. are compatible with modular invariance, and 3-point cor-
relation functions can be computed via bootstrap approach. Indeed, we consider a q-deformed
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version of the conformal bootstrap procedure reviewed in section 2.3. for Liouville theory, de-
riving the structure of the degenerate q-deformed 4-point function and the q-deformed 3-point
function for each pairing.
In section 2.3. the Liouville degenerate 4-point conformal block and the generic 3-point function
were axiomatically derived without the use of any Lagrangian. This was possible thanks to the
constraints imposed by:
• Spectrum of primary operators.
• Degenerate representations of the Virasoro algebra, giving rise to di erential equations the
degenerate correlators must satisfy.
• Holomorphic/anti-holomorphic pairing of physical correlators.
• Crossing symmetry of the 4-point physical correlator.
Here we will be considering q-CFTs whose Lagrangian descriptions are unknown. Therefore, the
q-CFTs will be axiomatically characterized by their full non-chiral symmetry algebras which we
take to be tensor products of q-Virasoro. The observables we will be computing are correlators
of primary fields associated to highest weight representations of q-Virasoro, with a particular
focus on 4-point correlation functions where 3 insertions are non-degenerate and 1 insertion is
associated to the –2,1 degenerate representation in (2.69). As in the Virasoro case, the degenerate
state imposes constraints on the correlator. In fact, we have explained around (2.77) that it
is possible to argue that the degenerate chiral correlator satisfies a q-hypergeometric di erence
equation. Therefore, our main data to bootstrap the q-CFTs will be the same three points
mentioned before and adapted to the q-deformed framework:
• Spectrum of primary operators (2.68), which are labeled by a momentum (–).
• Degenerate representations (2.69) of the q-Virasoro algebra (–r,s) and the q-di erence
equation (2.77).
• Choice of the gluing to pair the chiral sectors.
• Modular invariance of non-chiral correlators.
We take the physical q-deformed 4-point correlator to be
G(z, z˜) ƒ ÈV–4(Œ)V–3(ﬂ)V–2(z)V–1(0)Í , (5.1)
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where the degenerate insertion is –2 = –2,1, and we omit a q-conformal prefactor (i.e. some
function of z). We assume the function G(z, z˜) satisfies two independent di erence equations
Hq(A,B;C; z)G(z, z˜) = 0 , Hq˜(A˜, B˜; C˜; z˜)G(z, z˜) = 0 , (5.2)
whereHq is the q-hypergeometric operator given in (2.77). Non-degenerate primaries are inserted
at singular points 0, ﬂ,Œ, where ﬂ = q≠1CAB .1 The parameters A,B,C are related to –1,–3,–4.
However, as we will discuss in the next section, the precise dictionary depends on the pairing
that it is used to glue the di erent chiral sectors.
We now investigate the constraints imposed on the 4-point function by the di erence equations
(5.2). For the moment, we can consider the tilded variables as independent from the untilded
ones. As in the undeformed case, equation (5.2) implies that G(z, z˜) is expressed as a bilinear
combination of solutions of the q-hypergeometric equation. A basis of two linearly independent
solutions (with |q| < 1) in the neighborhood of z = 0 is given by
I(s)1 = F
(s)
1 (z), I
(s)
2 = T
(s)
2 F
(s)
2 (z) , (5.3)
where
F (s)1 (z) = 2 1
1
A B
C q ; z
2
,
F (s)2 (z) = 2 1
1
qAC≠1 qBC≠1
q2C≠1 q ; z
2
.
(5.4)
The function 2 1 is the q-hypergeometric we have already met and defined in (A.61), while
T (s)2 = TqC≠1(z≠1ﬂ1/2q) (5.5)
is a twist function defined by2
TA(u) =
◊(Au; q)
◊(A; q)◊(u; q) , TA(q
nu) = (A)≠nTA(u) , (5.6)
and we recall the definition ◊(x; q) = (≠q1/2x; q)Œ(≠q1/2x≠1; q)Œ. Notice that since
lim
qæ1 2 1
1
qa qb
qc q ; z
2
= 2F1(a, b; c; z) , (5.7)
1Notice that in the undeformed limit ﬂæ 1.
2It is easy to verify that Hq(A,B;C; z)T (s)2 ≥ Hq(qAC≠1, qBC≠1; q2C≠1; z).
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and
lim
qæ1Tq
a(u) = u≠a , (5.8)
in the undeformed limit I(s)i reduce to the basis of s-channel solutions (2.53). In analogy with
the undeformed case we then construct the s-channel degenerate correlation function as the
following inner product of solutions defined in the neighborhood of z = 0
G(s)(z, z˜) =
2ÿ
i,j=1
I˜(s)i K
(s)
ij I
(s)
j =
2ÿ
i=1
K(s)ii
...I(s)i ...2ú , (5.9)
where the elements of the diagonal matrix K(s)ij can be interpreted as products of 3-point func-
tions and we defined the generic ú-pairing of q-deformed chiral sectors
...f(x; q)...2
ú
= f(x; q)f(x˜; q˜) . (5.10)
In the next sections we will consider two di erent pairings, inspired by the holomorphic block
factorization of 3d gauge theory partition functions, which allow us to realize crossing symmetric
invariant correlation functions.
The u-channel correlation function is obtained considering solutions of the q-hypergeometric
equation in the neighborhood of z = Œ. A basis of independent solutions in this domain is
given by
I(u)1 = T
(u)
1 F
(u)
1 (z≠1ﬂq2) , I
(u)
2 = T
(u)
2 F
(u)
2 (z≠1ﬂq2) , (5.11)
where
F (u)1 (z≠1ﬂq2) = 2 1
1
A qAC≠1
qAB≠1 q ; q2ﬂz≠1
2
,
F (u)2 (z≠1ﬂq2) = 2 1
1
B qBC≠1
qBA≠1 q ; q2ﬂz≠1
2
,
(5.12)
and the u-channel twist functions are given by
T (u)1 = TA≠1(z≠1ﬂ1/2q) , T
(u)
2 = TB≠1(z≠1ﬂ1/2q) . (5.13)
In the q æ 1 limit I(u)i provide the undeformed u-channel basis of solutions (2.58). The correl-
ation function in the u-channel is therefore written as
G(u)(z, z˜) =
2ÿ
i,j=1
I˜(u)i K
(u)
ij I
(u)
j =
2ÿ
i=1
K(u)ii
...I(u)i ...2ú . (5.14)
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In order to construct a modular invariant object as in the undeformed case we demand crossing
symmetry, which requires
ÿ
i=1,2
K(s)ii
...I(s)i ...2ú = ÿ
i=1,2
K(u)ii
...I(u)i ...2ú , (5.15)
where functions outside their domain of definition are defined via analytic continuation. In the
following we will analytically continue the solutions I(s)i outside the domain |z| < 1 and use
equation (5.15) to obtain non-trivial equations for the matrices K(s)ij and K
(u)
ij . These equations
are used in the next section to determine the q-deformed 3-point functions.
By using the analytic continuation formula (A.63) of the q-hypergeometric series 2 1 in the
regime |q| < 1 we find the change of basis matrix3
F (s)i (z) = BijF
(u)
j (z≠1ﬂq2) . (5.16)
Similarly, using the analytic continuation formula (A.64) of the q-hypergeometric series 2 1 in
the regime |q˜| > 1 we find the change of basis matrix
F˜ (s)i (z˜) = B˜ijF˜
(u)
j (z˜≠1ﬂ˜q˜2) . (5.17)
The matrices Bij , B˜ij can be found in our work [57]. We then get the identities (i not summed
over) ...F (s)i (z)...2ú = BijB˜ikF (u)j (z≠1ﬂq2)F˜ (u)k (z˜≠1ﬂ˜q˜2) . (5.18)
Plugging (5.18) in (5.15) we derive two equations for the 3-point function:
• Imposing the vanishing of the cross-terms we get
K(s)11 B11B˜12 +K
(s)
22
...T (s)2 ...2úB21B˜22 = 0 . (5.19)
Substituting the explicit expressions for Bij , B˜ij we find the following equation for the
ratio of 3-point functions
K(s)22
K(s)11
=
... (A; q)Œ(B; q)Œ(q2C≠1; q)Œ(C; q)Œ(qAC≠1; q)Œ(qBC≠1; q)Œ ◊(q
1/2AC≠1; q)◊(q≠1/2Az; q)
◊(q≠1/2A; q)◊(q1/2AC≠1z; q)
1
T (s)2
...2
ú
.
(5.20)
3Notice the matrix Bij transforms q-hypergeometric series rather than solutions of the q-hypergeometric equa-
tion.
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• Matching the diagonal terms proportional to F (u)2 we get
K(s)11 B12B˜12 +B22B˜22K
(s)
22
...T (s)2 ...2ú = K(u)22
...T (u)2 ...2ú , (5.21)
which, by plugging in (5.19), can be written as
B˜22
B11
detBijK(s)22
...T (s)2 ...2ú = K(u)22
...T (u)2 ...2ú . (5.22)
The determinant can be evaluated using the Frobenius formula (see e.g. [246]), and we
finally obtain the following equation for the 3-point functions
K(u)22
K(s)22
=
...(q≠1C; q)Œ(qBA≠1; q)Œ(B; q)Œ(CA≠1; q)Œ ◊(≠q
≠1/2q≠1ﬂ≠1z; q)
◊(≠q≠1/2q≠1Az; q)
...2
ú
...T (s)2
T (u)2
...2
ú
. (5.23)
The bootstrap equations (5.20) and (5.23) are the q-deformed analog of (2.60) derived for Li-
ouville theory. In the next section we will show that, for two specific pairings of the chiral
sectors, the bootstrap equations can be solved and the 3-point functions explicitly determined.
5.2. id-pairing 3-point function
In this section we determine the 3-point function for the q-deformed correlators involving
id-pairing of q-conformal blocks. We begin by relating the parameters appearing in the q-
hypergeometrics to the momenta of the primary operators as4
A = e—XAq
¸A
2 , B = e—XBq
¸B
2 , C = qe—XCq
¸C
2 , q = e
—
b0 ,
z˜ = z¯ (5.24)
A˜ = e≠—XAq
¸A
2 , B˜ = e≠—XBq
¸B
2 , C˜ = q˜e≠—XCq
¸C
2 , q˜ = q≠1
4The — of section 2.4. is related to b0 through — = ≠b20. The — in this section is instead a parameter that
will be later identified with the S1 radius of the S2 ◊ S1 geometry on the gauge theory side, whereas b0 will be
identified with the squashing parameter.
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with
XA +
¸A
2b0
= –1 + –3 + –4 ≠ b02 ≠Q0 ,
XB +
¸B
2b0
= –1 + –3 ≠ –4 ≠ b02 , (5.25)
XC +
¸C
2b0
+ 1
b0
= 2–1 ≠ b0 = 2–1 ≠Q0 + 1
b0
,
where Q0 = b0 + 1/b0. Using the id-pairing...f(x; q)...2
id
= f(x; q)f(x˜; q≠1) , (5.26)
equation (5.20) gives
K(s)22
K(s)11
=
... (A; q)Œ(B; q)Œ(q2C≠1; q)Œ(C; q)Œ(qAC≠1; q)Œ(qBC≠1; q)Œ
...2
id
◊
◊ q≠¸C
1
e—XAe—XBe≠—XC
2 ¸C
2
1
e—XC
2 ¸A+¸B≠¸C
2 , (5.27)
while equation (5.23) reduces to
K(u)22
K(s)22
=
...(qC≠1A; q)Œ(qBA≠1; q)Œ(B; q)Œ(q2C≠1; q)Œ
...2
id
◊
◊ e≠iﬁ(¸A≠¸B≠¸C)q 12 (≠¸A+¸B+¸C)
1
e—XA
2 1
2 (¸A≠¸B≠¸C) 1e≠—XAe—XBe—XC2≠ ¸A2 . (5.28)
In the following we will focus on the case with ¸A = ¸B = ¸C = 0.5 We notice that in this case
a = b0XA , b = b0XB , c = b0XC + 1 (5.29)
are the same parameters appearing in the undeformed hypergeometrics in (2.53). Moreover,
taking the — æ 0 limit corresponding to the Virasoro limit of q-Virasoro, the id-pairing of
q-hypergeometrics reduces to the usual holomorphic/anti-holomorphic pairing of undeformed
hypergeometrics
lim
qæ1
...2 1 1 A BC q ; z2 ...2
id
= 2F1(a, b, c; z)2F1(a, b, c; z¯) =
...2F1(a, b, c; z)...2 . (5.30)
5From the mapping to the S2 ◊ S1 gauge theory that we will work out in section 5.4., this corresponds to the
case where all the flavor fluxes of the 3d index are turned o . However, we will keep generic flux (n ”= 0) for the
FI parameter (Ê) so that Êqn/2 is a complex variable which will be identified with the cross ratio.
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Since — will be identified with the S1 length in the S2 ◊ S1 gauge theory background, this is
consistent with the fact that in the — æ 0 limit the 3d index reduces to the S2 partition function,
which has been shown to match degenerate Liouville correlators [99], as we mentioned around
(3.7).
We will now make an ansatz for the 3-point function that solves equations (5.27) and (5.28) for
¸A = ¸B = ¸C = 0. We take6
Cid(–3,–2,–1) =
1
 —(–T ≠Q0)
3Ÿ
i=1
 —(2–i)
 —(–T ≠ 2–i) , (5.31)
where –T = –1+–2+–3, and the definition and useful properties of  — are collected in appendix
A.4.. This is the q-DOZZ 3-point function that appeared already in [70,208], and hence we will
also refer to this q-CFT as q-Liouville. In the following, using that the matrices K(s)ij and K
(u)
ij
are related to the 3-point functions as in the Liouville case (see (2.51) and (2.57)), we verify that
the 3-point function (5.31) satisfies the bootstrap equations (5.27) and (5.28). Using equation
(A.43) we can compute the ratio7
K(s)22
K(s)11
= Cid(–4,–3,–1 + b0/2)
Cid(–4,–3,–1 ≠ b0/2)
Cid(Q0 ≠ –1 ≠ b0/2,≠b0/2,–1)
Cid(Q0 ≠ –1 + b0/2,≠b0/2,–1) =
=
... (A; q)Œ(B; q)Œ(q2C≠1; q)Œ(C; q)Œ(qAC≠1; q)Œ(qBC≠1; q)Œ
...2
id
, (5.32)
in agreement with equation (5.27). Similarly for the other ratio we find
K(u)22
K(s)22
=
...(qAC≠1; q)Œ(q≠1C; q)Œ(B; q)Œ(AB≠1; q)Œ
...2
id
, (5.33)
in agreement with equation (5.28). The bootstrap approach, applied to a q-deformation of
Liouville where the chiral blocks are glued by the id-pairing (5.26), has allowed us to compute
the 3-point function of non-degenerate states.
6 There could be a prefactor like in the DOZZ formula (2.61). However, we will only be looking at bootstrap
equations that involve ratios of 3-point functions where prefactors cancel out in the undeformed case, and we
assume that they do still cancel out in the deformed case. As in the undeformed case we do not expect the gauge
theory to reproduce them.
7Notice that there are infinities coming from poles of  — but they cancel out in the ratio.
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5.3. S-pairing 3-point functions
In this section we determine the 3-point function for the q-deformed correlators involving S-
pairing of q-conformal blocks. We begin by specifying how the momenta labeling the primaries
are related to the parameters appearing in the q-hypergeometrics. We have
A = e
2ﬁi
Ê2
XA , B = e
2ﬁi
Ê2
XB , C = e
2ﬁi
Ê2
XC , q = e2ﬁi
Ê1
Ê2 , z = e
2ﬁi
Ê2
Z
,
(5.34)
A˜ = e
2ﬁi
Ê1
XA , B˜ = e
2ﬁi
Ê1
XB , C˜ = e
2ﬁi
Ê1
XC , q˜ = e2ﬁi
Ê2
Ê1 , z˜ = e
2ﬁi
Ê1
Z
,
with
XA = –1 + –3 + –4 ≠ Ê32 ≠ E , XB = –1 + –3 ≠ –4 ≠
Ê3
2 , XC = 2–1 ≠ Ê3 , (5.35)
and E = Ê1 + Ê2 + Ê3. Also in this case we assume that the matrices K(s)ij and K
(u)
ij are related
to the 3-point functions as in the undeformed case (see (2.51) and (2.57)). However, now the
parameter associated to the momentum of the degenerate primary is Ê3, so the internal channel
states are given by –(1)s = –1 ≠ Ê32 , –(2)s = –1 + Ê32 , –(1)u = –4 ≠ Ê32 and –(2)u = –4 + Ê32 . The
parameters Ê1 and Ê2 will be related in the next section to the squashing parameter of the S3b
of the gauge theory background, so we also introduce Q = Ê1 + Ê2 and assume Ê1Ê2 = 1. As
we described in section 4.6.1., the freedom to permute the way we identify the Ê1,Ê2,Ê3 here to
the squashing parameters and to the degenerate momentum is related to the fact that we think
of S3b as a defect inside a squashed S5.
The S-pairing is given by ...f(x; q)...2
S
= f(x; q)f(x˜; q˜) , (5.36)
and in the above parametrization we have for instance
...◊(A; q)...2
S
= e iﬁ6 (Ê21+Ê22)e≠iﬁX2A . Using
the S-pairing equation (5.20) simplifies to
K(s)22
K(s)11
=
... (A; q)Œ(B; q)Œ(q2C≠1; q)Œ(C; q)Œ(qAC≠1; q)Œ(qBC≠1; q)Œ
...2
S
e≠iﬁ(XC≠Q)(XC≠XA≠XB+Q) , (5.37)
while equation (5.23) yields
K(u)22
K(s)22
=
...(qC≠1A; q)Œ(qBA≠1; q)Œ(B; q)Œ(q2C≠1; q)Œ
...2
S
e≠iﬁ(Q≠XA)(Q+XA≠XB≠XC) . (5.38)
Equations (5.37) and (5.38) can be used to determine the 3-point functions for the S-pairing.
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We consider the following ansatz for the 3-point function8
CS(–3,–2,–1) =
1
S3(–T ≠ E)
3Ÿ
i=1
S3(2–i)
S3(–T ≠ 2–i) , (5.39)
where –T = –1 +–2 +–3. The definition and several properties of the S3 function are collected
in appendix A.2.. We now use this ansatz, the properties S3(X) = S3(E ≠X), S3(X + Ê3) =
S3(X)S2(X) and the factorized form (A.17) of S2 to compute the ratios of 3-point functions
that appear in the l.h.s. of (5.37) and (5.38).
K(s)22
K(s)11
= S2(2Q≠ –1 + Ê3)S2(–1 + –3 + –4 ≠ Ê3/2≠ E)S2(–1 + –3 ≠ –4 ≠ Ê3/2)
S2(2–1 ≠ Ê3)S2(–3 + –4 ≠ –1 ≠ Ê3/2)S2(Q+ –3 ≠ –4 ≠ –1 + Ê3/2) =
= S2(2Q≠XC)S2(XA)S2(XB)
S2(XC)S2(Q+XA ≠XC)S2(Q+XB ≠XC) =
=
... (A; q)Œ(B; q)Œ(q2C≠1; q)Œ(C; q)Œ(qAC≠1; q)Œ(qBC≠1; q)Œ
...2
S
eiﬁ(Q≠XC)(Q+XC≠XA≠XB) , (5.40)
in agreement with (5.37). The other ratio yields
K(u)22
K(s)22
= S2(–3 + –4 ≠ –1 ≠ Ê3/2)S2(2Q≠ 2–4 + Ê3)
S2(–3 + –1 ≠ –4 ≠ Ê3/2)S2(2Q≠ 2–1 + Ê3) =
= S2(XA ≠XC +Q)S2(Q+XB ≠XA)
S2(XB)S2(2Q≠XC) =
=
...(qC≠1A; q)Œ(qBA≠1; q)Œ(B; q)Œ(q2C≠1; q)Œ
...2
S
e≠iﬁ(Q≠XA)(Q+XA≠XB≠XC) , (5.41)
in agreement with equation (5.38). This shows that the 3-point function defined in (5.39) solves
the equations imposed by the bootstrap method, confirming the exactness of (5.39).
5.4. 3d partition functions as q-deformed CFT correlators
In this section we map q-CFT degenerate correlators to 3d gauge theory partition functions
on M3S = S3b or M3id = S2 ◊ S1 working out a dictionary between parameters.9 We begin by
8See footnote 6.
9Notice that the di erence equations for q-deformed correlators (5.2) have a gauge theory counterpart as
Ward-Takahashi identities for line operators that wrap the S1 and act at the tip of the cigar D◊q S1 [45,47,216].
Holomorphic blocks are a basis of solutions to these di erence operators. The q-hypergeometric equation is a
particular example.
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rewriting the equation expressing flop invariance of gauge theory partition functions (4.177) by
dividing each side by G(1),Icl G
(1),I
1≠loop
...Z(1),Iv ...2ú+G
(2),I
cl G
(2),I
1≠loop
G(1),Icl G
(1),I
1≠loop
...Z(2),Iv ...2ú = G
(1),II
cl G
(1),II
1≠loop
G(1),Icl G
(1),I
1≠loop
...Z(1),IIv ...2ú+ G
(2),II
cl G
(2),II
1≠loop
G(1),Icl ·G(1),I1≠loop
...Z(2),IIv ...2ú . (5.42)
We also rewrite (5.15), expressing crossing symmetry, dividing each side by K(s)11
...I(s)1 ...2ú + K
(s)
22
K(s)11
...I(s)2 ...2ú = K
(u)
11
K(s)11
...I(u)1 ...2ú + K
(u)
22
K(s)11
...I(u)2 ...2ú . (5.43)
The identification of quantities in the first channel gives
Z(1),Iv = F (s)1 (z) , Z(2),Iv = F (s)2 (z) , (5.44)
G(2),Icl
G(1),Icl
=
...T (s)2 ...2ú , (5.45)
K(s)22
K(s)11
=
G(2),I1≠loop
G(1),I1≠loop
. (5.46)
Similarly, the second channel yields
Z(1),IIv = F (u)1 (z) , Z(2),IIv = F (u)2 (z) , (5.47)
G(1),IIcl
G(1),Icl
=
...T (u)1 ...2ú , G
(2),II
cl
G(1),Icl
=
...T (u)2 ...2ú , (5.48)
and
K(u)11
K(s)11
=
G(1),II1≠loop
G(1),I1≠loop
,
K(u)22
K(s)11
=
G(2),II1≠loop
G(1),I1≠loop
. (5.49)
To match equivariant vortex partition functions and q-conformal blocks in equation (5.44), we
need to identify the parameters A,B,C, q, u of the basic hypergeometric functions appearing
in the gauge theory and in the q-CFT correlators. Specializing to the S and id pairings and
introducing the notation xi = ’iq¸i/2 = ei—  iq¸i/2 and x¯i = ’¯q ¯¸i/2 = ei—  ¯iq ¯¸i/2 for the flavor
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fugacities (4.37) in the 3d index, we obtain the following dictionary
q-CFTS/S3b q-CFTid/S2 ◊ S1
XA = ≠i(m¯1 ≠m1) XA = i( ¯1 ≠  1), ¸A = ¯¸1 ≠ ¸1
XB = ≠i(m¯2 ≠m1) XB = i( ¯1 ≠  2), ¸B = ¯¸1 ≠ ¸2
XC = ≠i(m2 ≠m1 + iQ) XC = i( ¯1 ≠  ¯2), ¸C = ¯¸1 ≠ ¯¸2
Ê1 = Ê≠12 = b , — = length of S1
zq-CFT = qﬂ1/2z≠1gauge
. (5.50)
With this dictionary it is then easy to check (for ¸A = ¸B = ¸C = 0) all other equations (5.45),
(5.46), (5.47), (5.48), (5.49).
The flop invariance described in (4.177) is therefore realized as the crossing symmetry of the
q-deformed correlators which allowed us to bootstrap 3-point functions. In turn this implies
that flop symmetry, connecting via analytic continuation the phases of the theory with positive
and negative FI parameters, constrains the form of 3d partition functions: flop symmetry allows
us to reconstruct the 1-loop contribution to the S3b and S2 ◊ S1 partition functions given the
R2 ◊ S1 vortex partition functions Z(i)v and the gluing rule. In fact, as we will see in the next
section, the 3-point function contribution in non-degenerate correlators can be mapped to 1-loop
contributions in S5 and S4 ◊ S1 partition functions. We can then conclude that flop symmetry
of codimension 2 defect theories allows us to reconstruct even the 1-loop factor of the 5d parent
theories.
5.5. 5d partition functions as q-deformed CFT correlators
In this section we argue that partition functions of 5d N = 1 gauge theories on M5S = S5
and M5id = S4 ◊ S1 can be mapped to q-CFT correlation functions of non-degenerate states,
giving rise to a strong 5d AGT correspondence. Here we will be mostly focusing on the relation
between 1-loop factors and 3-point functions, the connection between q-Virasoro chiral blocks
and the 5d Nekrasov instanton partition function on R4‘1,‘2 ◊ S1 (weak 5d AGT) being already
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discussed in a number of papers [133,153,155,49,202],10 and reviewed in section 3.5..
Let us consider expressions (4.134) and (4.151) for the S5 and S4 ◊ S1 partition functions
Z[S5] =
⁄
d„ Z1-loop(„, m˛)
...F...3
S
, Z[S4 ◊ S1] =
⁄
d„ Z1-loop(„, m˛)
...F...2
id
. (5.51)
The match to q-CFT correlators requires to identify
Z1-loop(„, m˛) … products of 3-point functions , (5.52)
and
F = Zcl Zinst … q-Virasoro chiral blocks . (5.53)
We observe that our proposal includes the interpretation of Zcl as the q-deformation of the factor
fixed by the global Ward identities in the undeformed case.11 Indeed, it is easy to check that
due to
lim
e3æŒ q,t
3
x
e3
4
ƒ e≠ 2ﬁi3! B33(x) , (5.54)
by setting e2 = b0 = 1/e1 and taking the Virasoro limit e3 = 2ﬁi— æ Œ the classical term Zcl
reduces to
Zcl æ e≠
2ﬁi
e1e2e3
a2
g˜2 = z≠a2 = z–(Q0≠–)z≠Q20/2 , (5.55)
which is the internal momentum dependent term of the conformal factor multiplying Virasoro
conformal blocks, upon identifying the Coulomb branch parameter with the internal momentum
in the correlator according to – = Q0/2 + a.
Without further ado, we are thus led to propose a novel class of integrable 2d QFTs, generically
referred to as q-CFTs, which are axiomatically defined by the data
Symmetry Pairing Spectrum of primaries 3-point functions
q-CFTS (q-Virasoro)3 S – = E2 + iR CS
q-CFTid (q-Virasoro)2 id – = Q02 + iR mod i2ﬁ— Cid
, (5.56)
with deformation parameters q = e2ﬁi
e1
e3 , t = e2ﬁi
e2
e3 according to tables (4.131), (4.149). Cor-
10See [165,247–249] for recent developments.
11q-deformed global Ward identities were studied in [147,148].
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relators in the q-CFTS,id correspond to partition functions on S5 and S4 ◊ S1 respectively. We
can easily check the agreement of 3-point functions with 1-loop factors in the case of 4-point
correlators and SCQCD theory:
• S5/q-CFTS : with 1-loop factors as given in (4.140) and the dictionary
– = i„+ E2 , (5.57)
–1 + –2 = im1 + E , –1 ≠ –2 = im2 , –3 + –4 = im3 + E , –3 ≠ –4 = im4 , (5.58)
we can verify
C(–1,–2,–)C(E ≠ –,–3,–4) = Z1≠loop(„, M˛) . (5.59)
• S4 ⇥ S1/q-CFTid : with 1-loop factors as given in (4.152), (4.153), and the dictionary
– = i„+ Q02 , (5.60)
–1 + –2 = im1 +Q0 , –1 ≠ –2 = im2 , –3 + –4 = im3 +Q0 , –3 ≠ –4 = im4 , (5.61)
we can verify
C(–1,–2,–)C(Q0 ≠ –,–3,–4) = Zvec1-loop(„)
4Ÿ
i=1
Zhyper1-loop(„, M˛) . (5.62)
In [58] we have also checked the gauge/q-CFT relation in the case of the N = 1ú theory, where
the 1-loop factors are reproduced by the 1-point function on the torus, as in [36]. We expect that
the correspondence will generalize to multi-point correlators as in the original AGT proposal.
5.6. Degenerate q-CFT correlators
We now study the degeneration of q-CFT correlators, i.e. we consider the case where the mo-
menta of the states are analytically continued to degenerate values, corresponding to degenerate
representations of the q-Virasoro algebra (2.69). In particular, we are interested in determining
the set of internal states in the case when one of the external states is degenerate. To this end,
we analyze the OPE for q-CFT states and study the limit where one of the ingoing states as-
sumes a degenerate momentum.12 We focus here on the q-CFTS (for the q-CFTid the discussion
12A similar computation for the case of Liouville and H+3 theory is carefully described in [250].
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is similar), recalling that for this theory the 3-point function is given by
C(–2,–1,–) =
S3(2–2)S3(2–1)S3(2–)
S3(–1 + –2 + –≠ E)S3(≠–1 + –2 + –)S3(–1 ≠ –2 + –)S3(–1 + –2 ≠ –) .
(5.63)
In analogy with the ordinary 2d CFT case, we can obtain fusion rules between primaries in
terms of the 3-point function
V–2(z)V–1(0) ƒ
⁄
d– C(–2,–1,–)VE≠–(z) , as z æ 0 . (5.64)
As discussed in appendix A.2., the S3 function has an infinite set of zeros distributed along two
semi-infinite lines separated by an interval E. This implies that the 3-point function (5.63), as
a function of the variable –, has an infinite number of poles and an infinite number of zeros. In
particular, the poles are distributed along four pairs of semi-infinite lines, each separated by E.
In details, they are located at
– =
Y_____]_____[
≠ + + E ≠ n˛ · Ê˛ , ≠ + + 2E + n˛ · Ê˛
 ≠ ≠ n˛ · Ê˛ ,  ≠ + E + n˛ · Ê˛
≠ ≠ ≠ n˛ · Ê˛ , ≠ ≠ + E + n˛ · Ê˛
 + ≠ E ≠ n˛ · Ê˛ ,  + + n˛ · Ê˛
Z_____^
_____\
, (5.65)
where we defined  ± = –1±–2 and n˛ · Ê˛ = n1Ê1+n2Ê2+n3Ê3 with n˛ a vector of non-negative
integers. The zeros are located at
– =
Ó
≠ n˛ · Ê˛2 ,
E
2 +
n˛ · Ê˛
2
Ô
. (5.66)
In the case where –1 and –2 are non-degenerate states it results Re(–1) = Re(–2) = E/2 and the
3-point function (5.63) is analytic in the strip Re(–) œ (0, E), see figure 5.1. The integration in
formula (5.64) is performed along the path – = E/2+iR+ without encountering any pole, which
implies that the OPE of two non-degenerate states produces a complete set of non-degenerate
states. This is in agreement with the fact that in the channel decomposition of non-degenerate
correlators, internal channels include the full spectrum of non-degenerate states. Indeed, the
internal states result form the fusion of external non-degenerate states. We now consider the
case where one of the states in the OPE, say –2, is associated to a degenerate representation, i.e.
–2 = ≠n˛ · Ê˛/2 for a certain set of non-negative integers n1, n2, n3. This OPE is computed via
meromorphic analytic continuation [215], that is we set –2 = ≠n˛ · Ê˛/2+i” and consider the limit
” æ 0+. In this limit, due to the factor S3(2–2) in the numerator of the 3-point functions, the
OPE vanishes on the complex plane, except on the points where the denominator of the 3-point
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Im (Δ+)
Im (Δ−)
−Im (Δ+)
Im (α)
Re(α)
EE
2
−Im (Δ−)
Figure 5.1: Integration path for the fusion of two non-degenerate states.
function becomes singular. As shown in figure 5.2, the integration path in (5.64) is deformed,
and the integral receives contribution only from the discrete set of points where the denominator
develop double poles, that are located at
– = –1 ≠ s˛ · Ê˛2 , for any sk œ {≠nk,≠nk + 2, . . . , nk ≠ 2, nk} where k = 1, 2, 3. (5.67)
The result is computed by picking the residues at these poles, and shows that the OPE of a
non-degenerate state with a degenerate state include only a finite set of primaries, as in standard
2d CFT. For instance, in the simplest case where we take n = (0, 0, 1) (i.e. –2 = ≠Ê3/2), there
are only two contributing poles located at
– = –1 ± Ê32 . (5.68)
This produces the fusion rule
[–]¢ [≠Ê32 ] = [–≠
Ê3
2 ]ü [–+
Ê3
2 ] , (5.69)
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Figure 5.2: Pinching of the integration contour as the 3-point functions are continued to the
degenerate values.
which is analogous to the well-known fusion rule between a level 2 degenerate state and a non-
degenerate state in Liouville CFT.
From these degenerate fusion rules we can conclude that the internal channel of a degenerate
4-point function includes only a discrete set of states. In particular, in the case where one of
the four external states assumes the lowest degenerate momentum ≠Ê3/2, the internal channel
includes only 2 states. We have encountered this result already in section 4.6.1. in the gauge
theory setup. Indeed, as we have already mentioned, the degeneration of 5d partition functions
to 3d partition functions is the gauge theory realization of the degeneration limit of q-Virasoro
correlators, where the degeneration of the external state momentum in the correlator corresponds
to analytical continuation of the mass parameters in the gauge theory. In particular, in the gauge
theory the degeneration limit reduces the Coulomb branch integral to the sum over the two
supersymmetric vacua (4.158), that correspond to the momenta of the two internal states given
in (5.68). Considering a generic degenerate state –2 = ≠n˛·Ê˛/2, the total number of contributing
double poles is (n1 + 1)(n2 + 1)(n3 + 1) which yields the same number of states in the OPE.
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In the particular case of the 4-point correlator with a degenerate insertion –2 = ≠n˛ · Ê˛/2, the
(n1 + 1)(n2 + 1)(n3 + 1) internal states should correspond to the independent solutions of a
certain di erence operator. First principle derivation of these decoupling q-di erence equations
is still an open and interesting problem.
5.7. Outlook
The definition of the novel class of integrable quantum field theories that we have named q-CFT,
as well as their relation to 5d supersymmetric gauge theories through the 5d AGT correspond-
ence, opens up many interesting directions for future research. Some are more oriented towards
the pure q-CFT side and the mathematical structures which describe them, while others are
more focused on the possible applications which can shed new light on 5d gauge theories and
beyond.
We have seen that many characteristics of 2d CFT survive after the introduction of a q-
deformation into the theory, such as the existence of an infinite dimensional symmetry algebra
and the factorization of correlators. While this features can be easily understood within our
axiomatic approach by simply declaring what the physical symmetry of the system is, other
CFT-like aspects which have played an equally crucial role in our construction are not so obvi-
ous. For instance, in 2d CFT the global Ward identities allow us to completely fix the 2-point
functions of primary operators up to normalization constants, the 3-point functions up to the
dynamical structure constants and the 4-point correlator up to a function of the cross-ratio of
the four points, i.e. an SL(2,Z) invariant. Then the rest of the Virasoro algebra completely
determines arbitrary correlators in terms of these data alone. Motivated by the weak 5d AGT
relation, we have assumed that a similar structure arises also in the q-deformed setup, even
though a first principle proof cannot be given because q-deformed Ward identities for q-Virasoro
are not known yet. However, it is known that a q-deformation of the global conformal algebra
imposes these kinds of constraints in the form we would expect [147, 148], but it is not obvious
that q-Virasoro contains this algebra as a subalgebra. In other words, while we have a geomet-
ric understanding of the global and local conformal transformations, a similar picture in the
q-deformed setup is still missing. Interestingly, from our study [58] of the reflection coe cient
in the q-Liouville theory we can argue that the q-deformation might have a non-commutative
or lattice origin [251, 252]. A related open question is that in 2d CFT it is possible to prove
that correlators with degenerate insertions satisfy decoupling equations: in the q-deformed setup
we have supported this indirectly through the free field representation of q-conformal blocks or
brute-force computation. In addition, we have shown that the q-CFTs are consistent with non-
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trivial requirements such as crossing symmetry, which is probably part of some larger kind of
“modular invariance”. All these aspects certainly deserve further investigation.
In fact, perhaps the most interesting aspect that our analysis has left open is how the q-CFT
symmetries map to the 5d gauge theory. In the simplified setup in which the partition functions
of the 3d gauge theories map to degenerate q-CFT correlators, we have been able to identify flop
symmetry in the former with crossing symmetry in the latter. It is worth noting that this conclu-
sion holds exclusively for the compact space partition functions/non-chiral correlators, whereas
3d holomorphic/q-Virasoro blocks transform non-trivially across the change of phases/channels.
Guided by the analogies with the 2d and 4d AGT relations, where flop symmetry of the 2d
gauge theory maps to crossing symmetry, and generalized S-duality maps to full modular in-
variance, we believe that also in 5d the pairings dictated by the compact space geometries yield
well-defined invariant objects. This observation raises the very interesting question of whether
there exists a consistent q-deformation of the full Seiberg-Moore modular groupoid, which is
indeed a topic we are currently investigating. Our idea to solve the problem is again to use
the gauge theory side of the correspondence, where we have more intuition. In fact, in Liouville
theory the Seiberg-Moore groupoid is implemented by the modular kernels of Teschner and Pon-
sot [136,214,215] acting on the conformal blocks though integral transforms. If we focus on the
crossing symmetry of the 4-point function, it turns out that the kernel assumes the form of an
S3 partition function [43]. A similar observation was made in [160] for the 1-point on the torus.
Since this kernel acts, according to AGT, on the R4 Nekrasov partition function, we can think
of the modular kernel as a boundary theory and the transformed object as another R4 Nekrasov
partition function originating from a bulk theory coupled to boundary degrees of freedom. Using
this intuition, we are led to propose that the right candidate for the q-deformed modular kernel
should be the S3◊S1 partition function of a 4d lift of the 3d theory. Some encouraging tests of
this non-trivial proposal come from the fact that we are able to reproduce the q-hypergeometric
change of basis when the 5d theory reduces to its 3d defect, and that in the undeformed limit we
are able to reproduce the kernel of Teschner and Ponsot. If this construction is correct, it would
be an important clue towards some notion of generalized S-duality also in 5d, and it would imply
new non-trivial relations that the 5d Nekrasov partition function should satisfy. As a related
argument, it would also be interesting to study 3d theories coupled to boundary degrees of free-
dom, and to study their e ects on the 3d holomorphic blocks. Moreover, via the identification of
3d holomorphic blocks with degenerate q-Virasoro blocks, it would also be interesting to study
the q-deformation of loop operators and of the Verlinde algebra. All these observations are just
some of our motivations for continuing to study the structure of the q-CFTs and their relations
to supersymmetric gauge theories.
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The AGT correspondence, in its broadest sense, is a paradigm which seems to survive across
the various dimensions and topologies of the gauge theory background. When moving from
the R4 to the R4 ◊ S1 background, we have learned that a q-deformation parameter appears
in the underlying symmetry algebra, which maps to the size of the extra compact dimension.
Similarly, it is natural to expect some kind of AGT relation also in 6d [248], at least for the
R4◊ T 2 background. In this case we expect the q-Virasoro algebra to be replaced by an elliptic
deformation of the Virasoro algebra, with the additional deformation parameter corresponding
to the extra compact dimension or the torus modular parameter. This seems to be an interesting
problem, which we are currently studying in [74]. In this work we analyze both sides of the weak
6d AGT relation: we define an elliptic deformation of the Virasoro algebra, and we argue that
the R4 ◊ T 2 Nekrasov instanton partition function provides the chiral blocks of the algebra. In
order to achieve this result, we first find a free field representation of the algebra and its screening
currents, which allows us to compute correlators of elliptically deformed vertex operators. We
then study the codimension 2 vortex theory of a 6d N = (1, 0) theory which can be engineering
in M-theory by means of a stack of M5-branes probing a transverse AN≠1 singularity. The
elliptic vortex partition function can be extracted by first computing the R4 ◊ T 2 Nekrasov
instanton partition function using the refined topological vertex on the periodic strip following
the method of [194, 253, 254], and then specializing the Ka¨hler parameters to specific values
which truncate the sum over the Young tableaux. Finally, we are able to verify that the elliptic
vortex partition function corresponds, on one hand to a 4d holomorphic block discussed also in
this work, while on the other hand to a free field correlator in the elliptic Virasoro algebra we
have defined. The possibility of using the elliptic Virasoro algebra and 2d CFT-like methods to
investigate 6d physics may give rise to interesting developments.
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A
Special functions
A.1. Bernoulli polynomials
The quadratic Bernoulli polynomial B22 is
B22(X|Ê1,Ê2) = 1
Ê1Ê2
A3
X ≠ Q2
42
≠ Ê
2
1 + Ê22
12
B
, Q = Ê1 + Ê2 . (A.1)
Useful properties are
B22(⁄X|⁄Ê1,⁄Ê2) = B22(X|Ê1,Ê2) , ⁄ ”= 0 , (A.2)
B22(X + Ê2|Ê1,Ê2) = B22(X|Ê1,Ê2) + 2X ≠ Ê1
Ê1
, (A.3)
B22(X|Ê1,Ê2) = B22(Q≠X|Ê1,Ê2) . (A.4)
We define the combination
 2(X) = B22(X|Q, rÊ1) +B22(X + rÊ2|Q, rÊ2) =
= B22(X + rÊ1|Q, rÊ1) +B22(X|Q, rÊ2) =  2(Q≠X) . (A.5)
We also have
 2(X) =
1
r
B22(X|Ê1,Ê2) + r
2 ≠ 1
6r . (A.6)
The cubic Bernoulli polynomial B33 is
B33(X|Ê1,Ê2,Ê3) = 1
Ê1Ê2Ê3
3
X ≠ Q2 ≠
Ê3
2
4A3
X ≠ Q2
42
≠ Ê3
3
X ≠ Q2
4
≠ Ê
2
1 + Ê22
4
B
.
(A.7)
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Useful properties are
B33(⁄X|⁄Ê1,⁄Ê2,⁄Ê3) = B33(X|Ê1,Ê2,Ê3) , ⁄ ”= 0 , (A.8)
B33(X + Ê3|Ê1,Ê2,Ê3) = B33(X|Ê1,Ê2,Ê3) + 3B22(X|Ê1,Ê2) , (A.9)
B33(X|Ê1,Ê2,≠Ê3) = ≠B33(X + Ê3|Ê1,Ê2,Ê3) . (A.10)
We define the combination
 3(X) = B33(X|Q, rÊ1,Ê3) +B33(X + rÊ2|Q, rÊ2,Ê3) . (A.11)
We also have
 3(X) =
1
r
B33(X|Ê1,Ê2,Ê3) + r
2 ≠ 1
4rÊ3
(2X ≠Q)≠ r
2 ≠ 1
4r , (A.12)
 3(X + Ê3) = 3 2(X) +  3(X) = ≠ 3(Q≠X) . (A.13)
When there is no possibility of confusion, we will simply set Brr(z) = Brr(z|Ê˛).
A.2. Multiple Gamma and Sine functions
The Barnes  r function  r(z|Ê˛) can be defined as the ’-regularized infinite product [255]
 r(z|Ê˛) =
Ÿ
n˛œZ+0
1
(z + Ê˛ · n˛) . (A.14)
When there is no possibility of confusion, we will simply set  r(z) =  r(z|Ê˛).
The Sr function is defined according to [255]
Sr(z|Ê˛) =  r(Er ≠ z)
(≠1)r
 r(z)
(A.15)
where we defined Er =
q
i Êi. We will also denote Sr(z) = Sr(z|Ê˛) when there is no confusion.
Also, introducing the multiple q-factorial
(z; q1, . . . qr)Œ =
Ÿ
k1,...,krØ0
1
1≠ zqk11 · · · qkrr
2
, (A.16)
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the Sr function has the following product representation (r Ø 2) [255]
Sr(z) = e(≠1)
r iﬁ
r!Brr(z)
rŸ
k=1
3
e
2ﬁi
Êk
z; e2ﬁi
Ê1
Êk , . . . , e
2ﬁiÊk≠1Êk , e2ﬁi
Êk+1
Êk , . . . , e
2ﬁi ÊrÊk
4
Œ
(A.17)
whenever Im (Êj/Êk) ”= 0 (for j ”= k). General useful identities are
Sr(z)Sr(Er ≠ z)(≠1)r = 1 (A.18)
Sr(⁄z|⁄Ê˛) = Sr(z|Ê˛); ⁄ œ C/{0} (A.19)
Sr(z + Êi)
Sr(z)
= 1
Sr≠1(z|Ê1, . . . ,Êi≠1,Êi+1, . . . ,Êr) (A.20)
Notice for r = 3 we can write
S3(z) = e≠
iﬁ
3!B33(z)
Ÿ
k=1,2,3
(e
2ﬁi
e3
z; q, t)Œ
---
k
(A.21)
where q, t are expressed via the e1, e2, e3 parameters as described in (4.131), (4.132), and it is
customary to denote E = Ê1 + Ê2 + Ê3.
A.3. Generalized double Sine function
The following ’-regularized product
S2,h(X) =
Ÿ
n1,n2Ø0
n2≠n1=h mod r
n1Ê1 + n2Ê2 +X
n2Ê1 + n1Ê2 +Q≠X , (A.22)
defines a generalization of the S2 function (which is recovered for r = 1).1 The parameters Ê1,
Ê2 and r are not displayed amongst the arguments for compactness. For irrational Ê1Ê2 , it has
simple zeros and poles at
zeros : X = ≠n1Ê1 ≠ n2Ê2
poles : X = Q+ n1Ê2 + n2Ê1
, n2 ≠ n1 = h mod r , n1, n2 œ ZØ0 . (A.23)
We can rewrite S2,h in terms of the ordinary S2 as follows
S2,h(X) = S2(Ê1(r ≠ [h]) +X|Q, rÊ1)S2(Ê2[h] +X|Q, rÊ2) . (A.24)
1Another class of generalized multiple Sine functions has been extensively studied in [256].
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It is easy to check the following reflection property
S2,h(X)S2,≠h(Q≠X) = 1 . (A.25)
From (A.24) we see that zeros and poles are located at
zeros : X = ≠Ê1(r ≠ [h])≠ kQ≠ nrÊ1 , X = ≠Ê2[h]≠Qk ≠ nrÊ2 ,
poles : X = Q+ Ê1[h] + kQ+ nrÊ1 , X = Q+ Ê2(r ≠ [h]) + kQ+ nrÊ2 ,
(A.26)
for k, n œ ZØ0, which are all simple and distinct as long as Ê1Ê2 is irrational. We can write the
factorized form
S2,h(X) = e≠
iﬁ
2r [h](r≠[h])e iﬁ2  2(X)(e
2ﬁi
rÊ1
(X≠[h]Ê1); e2ﬁi
Q
rÊ1 )Œ(e
2ﬁi
rÊ2
(X+[h]Ê2); e2ﬁi
Q
rÊ2 )Œ . (A.27)
This leads us to define the r-pairing
...f(Ê1,Ê2, [h])...2
r
=
...f(Ê1,Ê2, [h])...2Ê1¡Ê2
h¡r≠h
= f(Ê1,Ê2, [h])f(Ê2,Ê1, r ≠ [h]) , (A.28)
exchanging Ê1, Ê2 and reflecting the holonomy variable, so that S2,h can be compactly repres-
ented as
S2,h(X) = e≠
iﬁ
2r [h](r≠[h])e iﬁ2  2(X)
...(e 2ﬁirÊ1 (X≠[h]Ê1); e2ﬁi QrÊ1 )Œ...2
r
. (A.29)
Notice we may remove the [·] inside the q-Pochhammer symbols because of the periodicity.
Moreover, the asymptotic behavior of S2,h for X æŒ is
S2,h(X) ≥
Y_]_[
e≠ iﬁ2r [h](r≠[h])e iﬁ2  2(X) if arg(Ê1) < arg(X) < arg(Ê2) + ﬁ
e iﬁ2r [h](r≠[h])e≠ iﬁ2  2(X) if arg(Ê1)≠ ﬁ < arg(X) < arg(Ê2)
. (A.30)
In the main text we need also to introduce an improved S2,h, defined by
Sˆ2,h(X) = ‡(h)S2,h(X), ‡(h) = e
iﬁ
2r ([h](r≠[h])≠(r≠1)h2) , (A.31)
where ‡(h) is a sign factor, namely ‡(h) = ±1 depending on the value of h. Also, it is convenient
to introduce the improved sb function
sˆb,≠h(X) = Sˆ2,h(Q/2≠ iX) , (A.32)
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satisfying the reflection property
sˆb,h(X)sˆb,≠h(≠X) = 1 . (A.33)
In the particular case r = 1 (and hence h = 0), we obtain an interesting identity for the ordinary
S2. In fact, for r = 1 the product in (A.22) is not actually restricted, and we obtain the relation
S2,0(X)|r=1 = S2(X|Ê1,Ê2) = S2(Ê1 +X|Q,Ê1)S2(X|Q,Ê2) , (A.34)
or, in terms of the modular parameter · = Ê2Ê1
S2(‰|1, ·) = S2 (1 + ‰|1, 1 + ·)S2
3
‰
1 + · |1,
·
1 + ·
4
, (A.35)
where we rescaled ‰ = X/Ê1. This identity already appears in eq. (3.38) of [257], where
e≠ iﬁ2 B22(z|1,·)S2(z|1, ·) =  
3
z ≠ 1 + ·2 ; ·
4
(A.36)
in their notation.
A.4.  — function
The q-deformed version of the Euler   function is defined as
 q(z) =
(q; q)
(qz; q)(1≠ q)
1≠z. (A.37)
It has the following classical limit
 q(z)
qæ1≠æ  (z) (A.38)
and satisfies the functional relation
 q(1 + z) =
1≠ qz
1≠ q  q(z). (A.39)
A deformation of the  (z) function appearing in Liouville field theory
 (z) = 1
 2(z|b0, b≠10 ) 2(Q0 ≠ z|b0, b≠10 )
, (A.40)
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where Q0 = b0 + b≠10 , is the  —(z) function defined as the ’-regularized infinite product
 —(z) ƒ Ÿ
n1,n2Ø0
sinh
5
—
2
1
z + n1b0 + n2b≠10
26
sinh
5
—
2
1
Q0 ≠ z + n1b0 + n2b≠10
26
ƒ
1
e—z; e—/b0 , e—b0
2
Œ
1
e≠—z; e≠—/b0 , e≠—b0
2
Œ (A.41)
By a suitable regularization, important defining properties are
 —(z) =  —(Q0 ≠ z) (A.42)
 —(z + b±10 )
 —(z) ƒ
1
e—(bû10 ≠z); e—bû10
2
Œ1
e—z; e—bû10
2
Œ
= 11
e—z; e—bû10
2
Œ
1
e≠—z; e≠—bû10
2
Œ
. (A.43)
Using the expressions (4.132) and (4.149), we can finally write
 —(z) ƒ
3
e
2ﬁi
e3
z; q, t
4
Œ
---
1
3
e
2ﬁi
e3
z; q, t
4
Œ
---
2
. (A.44)
A.5. Elliptic functions
The short Jacobi Theta function is defined by
 (x; q) = (x; q)Œ(qx≠1; q)Œ . (A.45)
Useful properties are
 (qmx; q)
 (x; q) = (≠xq
(m≠1)/2)≠m,  (q
≠mx; q)
 (x; q) = (≠x
≠1q(m+1)/2)≠m , (A.46)
where m œ ZØ0. We will be using the generalized modular transformation property of the Theta
function
 (e
2ﬁi
rÊ1
Xe 2ﬁir h; e2ﬁi
Q
rÊ1 ) (e
2ﬁi
rÊ2
Xe≠ 2ﬁir h; e2ﬁi
Q
rÊ2 ) = e≠iﬁ 2(X)e iﬁr h(r≠h) , (A.47)
which for r = 1 reduces to the standard modular transformation of the Theta function (see for
example [255]).
The elliptic Gamma function is defined by
 (x; p, q) = (pqx
≠1; p, q)Œ
(x; p, q)Œ
, (A.48)
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where the double q-Pochhammer symbol is defined by
(x; p, q)Œ =
ŒŸ
j,k=0
(1≠ xpjqk) . (A.49)
It is assumed |p|, |q| < 1 for convergence, and it can be extended to |q| > 1 by means of
(x; p, q)Œ æ 1(q≠1x; p, q≠1)Œ . (A.50)
If x =
e
2ﬁi
e3
X we may also use the notation
 (x; p, q) =  p,q
3
x
e3
4
. (A.51)
The elliptic Gamma function  (x; p, q) has zeros and poles outside and inside the unit circle at
zeros : x = pm+1qn+1 ,
poles : x = p≠mq≠n ,
m, n œ ZØ0 . (A.52)
For m,n œ ZØ0, useful properties of the elliptic Gamma function are
 (x; p, q) (pqx≠1; p, q) = 1 , (A.53)
 (pmqnx)
 (x) = (≠xp
(m≠1)/2q(n≠1)/2)≠mn (x; p, q)n (x; q, p)m , (A.54)
 (pmq≠nx)
 (x) = (≠xp
(m≠1)/2q≠(n+1)/2)mn  (x; q, p)m (pqx≠1; p, q)n
, (A.55)
Resx=tipmqn
 (tix≠1)
x
= Resx=1 (x)
(≠pq q(n≠1)/2p(m≠1)/2)mn
 (pq; p, q)n (pq; q, p)m
, (A.56)
where we introduced the  -factorial
 (x; p, q)n =
 (qnx; p, q)
 (x; p, q) =
Y_]_[
rn≠1
k=0  (xqk; p) if n Ø 0r|n|≠1
k=0  (q≠1xq≠k; p)≠1 if n < 0
. (A.57)
A useful property which can be derived from the definition is
 (x; p, q)≠n =  (q≠nx; p, q)≠1n =  (q≠1x; p, q≠1)≠1n . (A.58)
The elliptic Gamma function has a very non-trivial behavior under modular transformations
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[241,255]
 (e
2ﬁi
Ê1
X ; e2ﬁi
Ê2
Ê1 , e2ﬁi
Ê3
Ê1 ) (e
2ﬁi
Ê2
X ; e2ﬁi
Ê1
Ê2 , e2ﬁi
Ê3
Ê2 ) (e
2ﬁi
Ê3
X ; e2ﬁi
Ê1
Ê3 , e2ﬁi
Ê2
Ê3 ) = e≠ iﬁ3 B33(X|Ê1,Ê2,Ê3) ,
(A.59)
Expression (A.59) is valid for Im
1
Êi
Êj ”=i
2
”= 0. In particular, by assuming Im
1
Ê1
Ê3
, Ê2Ê3
2
> 0 we get
 (e
2ﬁi
Ê3
X ; e2ﬁi
Ê1
Ê3 , e2ﬁi
Ê2
Ê3 ) = e iﬁ3 B33(X|Ê1,Ê2,≠Ê3) (e
2ﬁi
Ê1
X ; e2ﬁi
Ê2
Ê1 , e≠2ﬁi
Ê3
Ê1 ) (e
2ﬁi
Ê2
X ; e2ﬁi
Ê1
Ê2 , e≠2ﬁi
Ê3
Ê2 ) .
(A.60)
A.6. Basic hypergeometric identities
The basic (or q-deformed) hypergeometric function is represented by the following series
N N≠1
Qa a˛
b˛
;u
Rb = Œÿ
k=0
NŸ
i=1
(ai; q)k
(bi; q)k
, bN = q . (A.61)
In the main text we construct basis of solutions of the q-hypergeometric equation using the
2 1(a, b; c, q; z) series
2 1
Qa a b
c q
;u
Rb = ÿ
kØ0
(a; q)k(b; q)k
(c; q)k(q; q)k
uk . (A.62)
The analytic continuation for basic hypergeometric 2 1 for |q| < 1 reads [258]
2 1
Qa a b
c q
;u
Rb = (b; q)Œ(ca≠1; q)Œ(c; q)Œ(ba≠1; q)Œ (au; q)Œ(qa
≠1u≠1; q)Œ
(u; q)Œ(qu≠1; q)Œ 2
 1
Qa a qac≠1
qab≠1 q
; qc
abu
Rb+
+ (a; q)Œ(cb
≠1; q)Œ
(c; q)Œ(ab≠1; q)Œ
(bu; q)Œ(qb≠1u≠1; q)Œ
(u; q)Œ(qu≠1; q)Œ 2
 1
Qa b qbc≠1
qba≠1 q
; qc
abu
Rb . (A.63)
Now consider 2 1 with q æ q˜ with |q˜| > 1. In this case we have
2 1
Qa a b
c q˜
;u
Rb =
= (q˜c
≠1; q˜)Œ(q˜ab≠1; q˜)Œ
(q˜b≠1; q˜)Œ(q˜ac≠1; q˜)Œ
(abc≠1u; q˜)Œ(q˜ca≠1b≠1u≠1; q˜)Œ
(bc≠1u; q˜)Œ(q˜cb≠1u≠1; q˜)Œ 2
 1
Qa a q˜ac≠1
q˜ab≠1 q˜
; q˜c
abu
Rb+
+ (q˜c
≠1; q˜)Œ(q˜ba≠1; q˜)Œ
(q˜a≠1; q˜)Œ(q˜bc≠1; q˜)Œ
(abc≠1u; q˜)Œ(q˜ca≠1b≠1u≠1); q˜)Œ
(ac≠1u; q˜)Œ(q˜ca≠1u≠1); q˜)Œ 2
 1
Qa b q˜bc≠1
q˜ba≠1 q˜
; q˜c
abu
Rb .
(A.64)
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We also have the following identities for |q| < 1
2 1
Qa a b
c q
;u
Rb = (b; q)Œ(au; q)Œ(u; q)Œ(c; q)Œ 2 1
Qa cb≠1 u
au q
; b
Rb , (A.65)
and for |q| > 1
2 1
Qa a b
c q
;u
Rb = (abc≠1u; q)Œ(qc≠1; q)Œ(qb≠1; q)Œ(bc≠1u; q)Œ 2 1
Qa cb≠1 qca≠1b≠1u≠1
qcb≠1u≠1 q
; qa
c
Rb . (A.66)
A.7. The instanton partition function
The R4◊S1 instanton partition function (with rescaled parameters and equivariant parameters
‘1,2 = e1,2e3 ) for the SU(2) SCQCD is given by [11,115]
ZR4◊S1inst
3
a˛
e3
,
m˛
e3
; e1
e3
,
e2
e3
4
=
ÿ
Y˛
z|Y˛ |
FY˛ (˛a, m˛)
VY˛ (˛a)
, with z = e
2ﬁi
g˜2e3 , (A.67)
where Y˛ = (Y 1, Y 2) is a vector of Young diagrams, a˛ = (a1, a2) = (a,≠a) parametrizes the
Coulomb branch and m˛ = (m1, . . . ,m4) are the masses of the four fundamental hyper multiplets.
FY˛ (˛a, m˛) and VY˛ (˛a), the contribution of the fundamental hyper multiplets and of the vector
multiplet, are given by:
FY˛ (˛a, m˛) =
2Ÿ
m=1
Ÿ
(i,j)œYm
4Ÿ
f=1
sinh iﬁ
e3
[am +mf + (j ≠ 1)e1 + (i≠ 1)e2] , (A.68)
VY˛ (˛a) =
2Ÿ
m,n=1
Ÿ
(i,j)œYm
sinh iﬁ
e3
[am ≠ an ≠ e1(Y ni ≠ j) + e2(Y mTj ≠ i+ 1)]◊
◊ sinh iﬁ
e3
[am ≠ an ≠ e1(Y ni ≠ j + 1) + e2(Y mTj ≠ i)] , (A.69)
where Y mi is the length of the ith row of Y m.
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Trivial degeneration
Now suppose that m1 +m2 = ≠e3 and let us evaluate the partition function (A.67) for
a1 = m1 , a2 = m2 + e3 . (A.70)
We first notice that a shift by e3 in (A.68), (A.69) has a trivial e ect, since everything is rescaled
by e3. It is then easy to see that the only non-zero contribution to FY˛ comes from empty Young
tableaux Y 1 = Y 2 = ÿ. This gives the trivial degeneration
ZR4◊S1inst ≠≠≠≠≠≠≠≠≠≠≠≠≠æ(a1,a2)æ(m1,m2+e3) 1 . (A.71)
Hypergeometric degeneration
Now suppose that m1 +m2 = ≠e1 and let us evaluate the partition function (A.67) for
a1 = m1 , a2 = m2 + e1 . (A.72)
In this case a shift by e1 has a non-trivial e ect, and inspecting FY˛ , we discover we can fill
in a column in Y 1. So, besides (Y 1, Y 2) = (ÿ, ÿ), we get non-vanishing contributions from
(Y 1, Y 2) = (1n, ÿ):
FY˛ (˛a, m˛) ≠≠≠≠≠≠≠≠≠≠≠≠≠æ(a1,a2)æ(m1,m2+e1) F1n,ÿ =
nŸ
k=1
4Ÿ
f=1
sinh iﬁ
e3
[m1 +mf + (k ≠ 1)e2] , (A.73)
VY˛ (˛a, m˛) ≠≠≠≠≠≠≠≠≠≠≠≠≠æ(a1,a2)æ(m1,m2+e1) V1n,ÿ =
nŸ
k=1
sinh iﬁ
e3
[2m1 + e1 + (n≠ k + 1)e2]◊
◊ sinh iﬁ
e3
[2m1 + (n≠ k)e2] sinh iﬁ
e3
[(n≠ k + 1)e2] sinh iﬁ
e3
[≠e1 + (n≠ k)e2] . (A.74)
We then simplify the ratio2
2We use m1 +m2 = ≠e1,
rn
k=1 f(k) =
rn
k=1 f(n≠ k + 1).
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F1n,ÿ
V1n,ÿ
=
nŸ
k=1
sinh iﬁe3 [m1 +m3 + (k ≠ 1)e2] sinh iﬁe3 [m1 +m4 + (k ≠ 1)e2]
sinh iﬁe3 [m1 ≠m2 + ke2] sinh iﬁe3 [ke2]
= en
iﬁ
e3
[
q
f
2e2≠mf ] ◊
n≠1Ÿ
k=0
(1≠ e 2iﬁe3 [m1+m3+ke2])(1≠ e 2iﬁe3 [m1+m4+ke2])
(1≠ e 2iﬁe3 [m1≠m2+(k+1)e2])(1≠ e 2iﬁe3 (k+1)e2)
= en
iﬁ
e3
[
q
f
2e2≠mf ] ◊ (e
2iﬁ
e3
[m1+m3]; e2ﬁi
e2
e3 )n(e
2iﬁ
e3
[m1+m4]; e2ﬁi
e2
e3 )n
(e
2iﬁ
e3
[m1≠m2+e2]; e2ﬁi
e2
e3 )n(e2ﬁi
e2
e3 ; e2ﬁi
e2
e3 )n
, (A.75)
and finally obtain
ZR4◊S1inst
3
a˛
e3
; m˛
e3
; e1
e3
,
e2
e3
4
≠≠≠≠≠≠≠≠≠≠≠≠≠æ
(a1,a2)æ(m1,m2+e1)
ÿ
nØ0
F1n,ÿ
V1n,ÿ
zn = 2 1(A,B;C, q;u) , (A.76)
where
A = e
2ﬁi
e3
[m1+m3] , B = e
2ﬁi
e3
[m1+m4] , C = e
2ﬁi
e3
[m1≠m2+e2] , q = e2ﬁi
e2
e3 ,
ﬂ = e≠
2ﬁi
e3
q
f
mf = e≠2ﬁi
e2
e3CB≠1A≠1 , u = e2ﬁi
e2
e3 ﬂ1/2z , (A.77)
and we have introduced the q-hypergeometric series 2 1(A,B;C, q;u) defined by
2 1(A,B;C, q;u) =
ÿ
kØ0
(A; q)k(B; q)k
(q; q)k(C; q)k
uk . (A.78)
It is also easy to see the condition m1 +m2 = ≠e2 yields the same result with e1 ¡ e2, in this
case the non-empty tableaux will be Y 2 where we can fill a row Y 2 = n = (1n)T :
ZR4◊S1inst
3
a˛
e3
; m˛
e3
; e1
e3
,
e2
e3
4
≠≠≠≠≠≠≠≠≠≠≠≠≠æ
(a1,a2)æ(m1,m2+e2)
ÿ
nØ0
Fn,ÿ
Vn,ÿ
zn = 2 1(A,B;C, q˜; u˜) . (A.79)
where the tilde symbol means e1 ¡ e2.
Hook degeneration
Now suppose that m1 +m2 = ≠n˛ · e˛ and let us evaluate the partition function (A.67) for
a1 = m1 + (n˛≠ p˛) · e˛ , a2 = m2 + p˛ · e˛ , (A.80)
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with
pk œ {0, 1, . . . , nk} . (A.81)
Inspecting FY˛ , we observe that for fixed p1, p2, p3, we get a zero from the box (i, j) = (p2 +
1, p1 + 1) in Y 1, and the box (i, j) = (n2 ≠ p2 + 1, n1 ≠ p1 + 1) in Y 2. Therefore, non–vanishing
contributions are from (Y 1, Y 2) = (ÿ, ÿ) and hook shaped tableaux (Y 1, Y 2) = ((p2, p1), (n2 ≠
p2, n1 ≠ p1)). The residue at this point is given by:
FY˛ (˛a, m˛) ≠≠≠≠≠≠≠≠≠≠≠≠≠≠≠≠≠≠≠≠æ(a1,a2)æ(m1+(n˛≠p˛)·e˛,m2+p˛·e˛) Fp2,p1 =Ÿ
f=3,4
Ÿ
(i,j)œY 1
sinh iﬁ
e3
[m1 + (n˛≠ p˛) · e˛+mf + (j ≠ 1)e1 + (i≠ 1)e2]◊
◊ Ÿ
f=3,4
Ÿ
(i,j)œY 2
sinh iﬁ
e3
[m2 + p˛ · e˛+mf + (j ≠ 1)e1 + (i≠ 1)e2]◊
◊ Ÿ
(i,j)œY 1
sinh iﬁ
e3
[≠p˛ · e˛+ (j ≠ 1)e1 + (i≠ 1)e2]◊
◊ Ÿ
(i,j)œY 2
sinh iﬁ
e3
[≠(n˛≠ p˛) · e˛+ (j ≠ 1)e1 + (i≠ 1)e2]◊
◊ Ÿ
(i,j)œY 1
sinh iﬁ
e3
[2m1 + (n˛≠ p˛) · e˛+ (j ≠ 1)e1 + (i≠ 1)e2]◊
◊ Ÿ
(i,j)œY 2
sinh iﬁ
e3
[2m2 + p˛ · e˛+ (j ≠ 1)e1 + (i≠ 1)e2] ,
(A.82)
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VY˛ (˛a, m˛) ≠≠≠≠≠≠≠≠≠≠≠≠≠≠≠≠≠≠≠≠æ(a1,a2)æ(m1+(n˛≠p˛)·e˛,m2+p˛·e˛) Vp2,p1 =
◊ Ÿ
(i,j)œY 1
sinh iﬁ
e3
[≠e1(Y 1i ≠ j) + e2(Y 1Tj ≠ i+ 1)] sinh
iﬁ
e3
[≠e1(Y 1i ≠ j + 1) + e2(Y 1Tj ≠ i)]◊
◊ Ÿ
(i,j)œY 2
sinh iﬁ
e3
[≠e1(Y 2i ≠ j) + e2(Y 2Tj ≠ i+ 1)] sinh
iﬁ
e3
[≠e1(Y 2i ≠ j + 1) + e2(Y 2Tj ≠ i)]◊
◊ Ÿ
(i,j)œY 1
sinh iﬁ
e3
[2m1 + 2(n˛≠ p˛) · e˛≠ e1(Y 2i ≠ j) + e2(Y 1Tj ≠ i+ 1)]◊
◊ sinh iﬁ
e3
[2m1 + 2(n˛≠ p˛) · e˛≠ e1(Y 2i ≠ j + 1) + e2(Y 1Tj ≠ i)]◊
◊ Ÿ
(i,j)œY 2
sinh iﬁ
e3
[2m2 + 2p˛ · e˛≠ e1(Y 1i ≠ j) + e2(Y 2Tj ≠ i+ 1)]◊
◊ sinh iﬁ
e3
[2m2 + 2p˛ · e˛≠ e1(Y 1i ≠ j + 1) + e2(Y 2Tj ≠ i)] . (A.83)
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