In this paper, a novel hyperspectral anomaly detector based on low-rank representation (LRR) and learned dictionary (LD) has been proposed. This method assumes that a two-dimensional matrix transformed from a three-dimensional hyperspectral imagery can be decomposed into two parts: a low rank matrix representing the background and a sparse matrix standing for the anomalies. The direct application of LRR model is sensitive to a tradeoff parameter that balances the two parts. To mitigate this problem, a learned dictionary is introduced into the decomposition process. The dictionary is learned from the whole image with a random selection process and therefore can be viewed as the spectra of the background only. It also requires a less computational cost with the learned dictionary. The statistic characteristic of the sparse matrix allows the application of basic anomaly detection method to obtain detection results. Experimental results demonstrate that, compared to other anomaly detection methods, the proposed method based on LRR and LD shows its robustness and has a satisfactory anomaly detection result.
Introduction
Distinguished from color and multispectral imaging systems, hundreds of narrow contiguous bands about 10 nm wide are obtained in hyperspectral imaging system. With its abundant spectral information, hyperspectral imagery (HSI) has drawn great attention in the field of remote sensing [1] [2] [3] [4] . Today most HSI data are acquired from aircraft (e.g., HYDICE, HyMap, etc.), whereas efforts are being conducted to launch new sensors on orbital level (e.g., EnMAP, PRISMA, etc.). Currently, we have Hyperion and CHRIS/PROBA. With the development of HSI sensors, hyperspectral remote sensing images are widely available in various areas.
Target detection is one of the most important applications of hyperspectral images. Based on the availability of a prior target information, target detection can be divided into two categories, supervised and unsupervised. The accuracy of supervised target detection methods is highly related to that of the target spectra, which are frequently hard to obtain [5] . Therefore, the unsupervised target detection, also referred to as anomaly detection (AD), has experienced a rapid development in the past 20 years [6, 7] .
The goal of hyperspectral anomaly detection is to label the anomalies automatically from the HSI data. The anomalies are always small objects with low probabilities of occurrence and their spectra
LRR Algorithm
In this section, we provide a short review of LRR algorithm and its solver. It is an important technique used in our proposed approach.
LRR Model
Traditional principal component analysis (PCA) is a widely used technique for dimensionality reduction of high dimensional data. It can successfully recover the original data with a linear combination of a few principle components. The residuals are always viewed as small Gaussian noises. However, when the data are corrupted by anomalies with large magnitude, traditional PCA will fail. RPCA was proposed to tackle the above problem of PCA. The RPCA method can be described as follows: a low-rank matrix L is corrupted by a sparse matrix S and they are both unknown; only the observed data X is known; the goal is to recover L and S from the observed data. The optimization problem is: min L,S rankpLq`λ||S|| 0 s.t. X " L`S (1) where λ is the tradeoff parameter to balance the low-rank and sparse components. However, the above problem is non-convex and NP-hard. To mitigate this difficulty, it is usually relaxed to the following convex problem: min L,S ||L||˚`λ||S|| 1 s.t. X " L`S (2) where ||¨||˚denotes the nuclear norm, which is the sum of its singular values, ||¨|| 1 denotes the l 1 norm, which is the sum of the absolute values of matrix entries. Unlike RPCA model, which has an underlying assumption that the data are drawn from a single subspace, the LRR model was then proposed to fit a situation that the data is derived from multiple subspaces [37] . The optimization problem of LRR model is: min Z,S ||Z||˚`λ||S|| 2,1 s.t. X " DZ`S
where ||¨|| 2,1 denotes the sum of l 2 norm of the columns and D is the dictionary matrix that linearly spans the data space. By setting D " I, the optimization problem of Formulation (3) falls back to Formulation (2) . It can be viewed that LRR model is a generalization of RPCA. The minimizer Z can be called the low-rank representation of X respect to the dictionary matrix D. As a result, the LRR model handles better on data based on multiple subspaces than normal RPCA. However, the method of LRR is quite sensitive to the tradeoff parameter λ. This problem will be mitigated and further discussed in Section 3.
Solver of the LRR Model
In this paper, the convex problem of Formulation (3) is solved with Augmented Lagrange Multiplier (ALM) and we convert the above problem to an equivalent statement as follows [37] : min Z,E,J ||J||˚`λ||S|| 2,1 s.t. X " DZ`S, Z " J
Then, the following Lagrange function can be obtained:
L " ||J||˚`λ||S|| 2,1`t rpY
where Y 1 and Y 2 are Lagrange multiplier and µ ą 0 is the penalty coefficient. To minimize the above function, inexact ALM can be used [37] . The algorithm of inexact ALM is shown as follows:
Algorithm 1. Solving Problem of Formulation (5) by Inexact ALM
Input: data matrix X, tradeoff parameter λ, dictionary matrix D Output: sparse matrix S Initialize: Z " J " S " 0, Y 1 " Y 2 " 0, µ " 10´6, µ max " 10 6 , ρ " 1.1, and ε " 10´8.
While not converged do 1 Fix the others and update J by J " arg min||J||˚{µ`||J´pZ`Y 2 {µq|| 
Proposed Method
In this section, the low-rank property of HSI and the modeling of anomalies and background are analyzed. The dictionary learning method is introduced in the second part of this section. The framework of the proposed method is then described and summarized.
Low Rank Property of HSI and Modeling of Anomalies and Background
The low-rank property of HSI is based on the linear mixed model (LMM). For a clean two-Dimensional HSI, X P R mnˆp (m and n are the length and width of HSI, respectively, and p is the number of spectral bands), a pixel can be represented by a linear combination of a few pure spectra of endmembers. When the HSI is clean and there exist r kinds of endmembers, it can be represented as:
where A P R mnˆr is the abundance matrix and E " pe 1 , . . . , e r q P R pˆr refers to the endmember matrix. It can be found that rank pXq ď rank pEq " r (in most cases, r ! p). As a result, the data matrix of HSI can be thought to have the intrinsic low-rank property and thus LRMD method can be well applied on the data matrix.
In the field of hyperspectral remote sensing, the exact definition of anomalies is still unsettled. In this paper, small targets with significantly different spectra from their neighbors are considered as anomalies. Here we assume the first q endmembers are viewed as background and the rest have quite small occupations and can be viewed as anomaly. For a pixel x i P R p from HSI, it can be represented as:
. " a i,r " 0, if x i belongs to backgournd else, if x i belongs to anomaly (7) where a i,j is the abundance value of x i corresponding to the endmember m j .
For the HSI data matrix X, it can be represented as:
where A background "`a 1 , . . . , a q˘P R mnˆq , E background "`e 1 , . . . , e q˘P R pˆq , A anomaly "`a q`1 , . . . , a r˘P R mnˆpr´q`1q and E anomaly "`e q`1 , . . . , e r˘P R pˆpr´q`1q . The first part of the above formula is a low-rank matrix and as the anomalies have small occupations, the second part is sparse. Equation (8) has a similar formation as the LRR model as shown in Equation (3) . Therefore, the LRR model is suitable for HSI. The sparse matrix contains most information of anomalies and can be used for anomaly detection.
Dictionary Learning Method
Based on the theory above, the LRR model can be well applied to hyperspectral images. In previous work [37] , the original data matrix X is used as the dictionary D. Satisfactory results are obtained when the tradeoff parameter is well chosen. However, it bears several problems: (1) the size of Z is mnˆmn. With a large HSI (large m and n), the minimizer Z will be an extremely large matrix, thus requiring a large memory and time assumption to calculate the decomposition result; and (2) LRR model is quite sensitive to the tradeoff parameter λ. Although an empirical setting of λ is given, it is still not optimal in most cases. Based on the LMM model of HSI and theory of LRR, a better dictionary should compose the multiple subspaces and be of limited size. A dictionary matrix whose rows stand for the spectra of endmembers is qualified. In order to better depart the sparse matrix from the original data, the spectra of anomalies should be excluded from the dictionary to fulfill anomaly detection. In this paper, a dictionary learning method [39] based on a random selection procedure is adopted.
The model of learning method suggests that for every sample x, it has the relation:
where D is the dictionary matrix, ν is small Gaussian white residual, and α is the corresponding sparse vector and it can be obtained by a sparse coding method:
where γ is a scalar parameter trading off between sparsity and approximated accuracy. After obtaining the sparse vector, the dictionary can be approximated with a gradient method:
where µ is the step size and M is the number of hyperspectral samples. Traditional learning method aimed to find an over-complete dictionary with the whole image, making the learning process very slow. To overcome this problem, a random selection method is introduced into the iteration. We first initiate a dictionary with normalized random positive values, and then choose M samples from the original HSI. After using sparse coding to obtain the sparse vectors of the M samples, the dictionary is updated using Equation (11) . Normalize the dictionary to avoid trivial solutions. Again randomly choose M samples afterwards to update the dictionary in the next iteration until it converges. The algorithm is described as follows:
Algorithm 2. Learning Dictionary
Input: data matrix X, number of elements of dictionary N Output: learned dictionary D Initialize: M " 200, γ " 0.01, µ " 10, ε " 10´6 and D with normalized random positive values. While not converged do 1 Randomly select M samples from the whole HSI 2 Sparse coding:
Check the convergence conditions: ||D pn`1q´Dpnq || 8 ă ε
End while
After adding the random selection procedure, the time consumption of iteration is greatly reduced. Meanwhile, as the anomalies only have a small probability of occurrence, it is less likely to be chosen in the iteration and therefore is less likely to be learned well. As a result, there is no need to exclude the anomalies before the learning process. It is notable that unlike other over-compete learned dictionaries such as KSVD [41] , the elements of the learned dictionary based on random selection can well represent the spectra of major materials and the accurate spectra of materials with a small occupation such as anomalies will not be learned.
Framework of the Proposed Method
The framework of the proposed method is illustrated in Figure 1 . The proposed method is based on LRR model and the main idea is to depart the anomaly matrix from the original HSI. For a better and more stable result, a learned dictionary based on sparse coding is adopted to the LRR model. The main steps of the proposed method are described as follows:
Step 1: Rearrange the 3-Dimensional hyperspectral image in to a 2-Dimensional matrix X.
Step 2: Learn a dictionary D which represents the background spectra from the input HSI data using Algorithm 2.
Step 3: By adopting the LRR model and the learned dictionary D, decompose X into a low-rank background matrix L and a sparse anomaly matrix S with inexact ALM using Algorithm 1.
Step 4: Apply basic detector on the sparse matrix S to get the detection result. Similar to the RPCA-based AD method [35] , the simple and classical GRX method is applied afterwards in our experiments because the proposed method is insensitive to the selection of the basic detector. 
Experiments and Discussion
In this section, we conduct our experiments on three hyperspectral images, one of which is used for simulated experiments to analyze the property of the proposed method, and the other two are used for real data experiment to demonstrate its effectiveness. It is notable that these three data sets are obtained after preprocessing such as atmospheric correlation, and widely used for hyperspectral AD problem. Two-Dimensional display of the detection result, the receiver operating characteristic (ROC) [42] and the area under ROC curves (AUC) are the main criteria to evaluate the detection results.
Synthetic Data Experiments
Synthetic data experiments are conducted in this subsection. The effect of parameter choices on simulated experiment results of the proposed method is analyzed. We will then compare the proposed LRRaLD with the benchmark GRX method [8] , the state-of-the-art CRD [28] , and other detectors based on LRMD including RPCA [35] , LRaSMD [36] and LRASR [38] to illustrate its efficiency.
Synthetic Data Description
A hyperspectral image, acquired by the HyMap airborne hyperspectral imaging sensor [43] is used in this subsection. The image data set, covering one area of Cooke City, MT, USA, was collected on 4 July 2006, with the spatial size of 200 × 800 and 126 spectral bands spanning the wavelength interval of 400-2500 nm. The spectral channels around the wavelengths of 1320-1410 and 1800-1980 nm are the water-absorption bands and have been ignored in this experiment. Each pixel has approximately 3 m of ground resolution. Seven types of target, including four fabric panel targets and three vehicle targets, were deployed in the region of interest and three of them, shown in Table  1 , are used as buried anomalies in our simulated experiments. Figure 2 shows spectra of anomalies and background samples. It is notable that among them, F1 and F2 are full size pixels and V1 is a subpixel due to the ground resolution. Two sub-images of size 150 × 150 are cropped as depicted in red square frames in Figure 3 . One sub-image has a relatively simple background and another one has a complex background. Effectiveness of the proposed method is evaluated on these two kinds of background. In the following simulated experiments, to better approach the real environment, 25 random locations with different abundance fractions f (ranging from 0.04 to 1) of the specific anomaly spectrum t are buried in the background pixel with spectrum b on both two sub-images respectively, 
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Parameter Analysis
The initial choices of different parameters are important for many algorithms. For example, in the CRD method, different sizes of windows are needed to achieve optimal results for different data sets. The rank of the low-rank matrix and the level of sparsity are required in the LRaSMD method, in which the best setting of these parameters are often difficult to grasp. In the RPCA, the tradeoff parameter creates a balance between the low-rank matrix and the sparse matrix, and is crucial to the successfulness of the decomposition algorithm. In the LRASR, the tradeoff parameter and a sparse constrain of the low-rank representation matrix is required. In the proposed method, the tradeoff parameter λ and the number N of elements of the learned dictionary are also important. as shown in Figure 4a ,b as an example. Figure 4c is the corresponding ground truth. Simple linear mixed model is adopted for the buried pixels using the following formula: 
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To evaluate the robustness of the proposed LRRaLD method to its parameters, the AUCs are calculated under different λ and N with two synthetic data sets, using spectra of F1, F2 and V1 as anomalies, respectively, as shown in Figures 5 and 6 . Experiments are repeated 20 times to reduce the effect acquired by random positions to obtain results of the average AUC. As shown in Figures 5 and 6 the average AUC formed with these two parameters represents a flat surface-like shape, all except for Figure 6c , which is the anomaly spectrum of an artificially introduced car on complex background. This may be a result of interference caused by similar spectra of other cars originated from the complicated background. It can also be seen from Figure 6c that for the complex background, the detection result is better when N is set as a larger number. This is because more background information can be learned in the complex background when N is large. Even under such conditions, results are satisfactory, confirmed by AUC > 0.9. This experiment illustrates the robustness of the proposed method in two aspects: (1) the learned dictionary, even at a small size, contains enough spectra of background to enable the acquisition of satisfactory experimental results; and (2) the proposed method is robust to the tradeoff parameter λ. To evaluate the robustness of the proposed LRRaLD method to its parameters, the AUCs are calculated under different λ and N with two synthetic data sets, using spectra of F1, F2 and V1 as anomalies, respectively, as shown in Figures 5 and 6 . Experiments are repeated 20 times to reduce the effect acquired by random positions to obtain results of the average AUC. As shown in Figures 5  and 6 , the average AUC formed with these two parameters represents a flat surface-like shape, all except for Figure 6c , which is the anomaly spectrum of an artificially introduced car on complex background. This may be a result of interference caused by similar spectra of other cars originated from the complicated background. It can also be seen from Figure 6c that for the complex background, the detection result is better when N is set as a larger number. This is because more background information can be learned in the complex background when N is large. Even under such conditions, results are satisfactory, confirmed by AUC > 0.9. This experiment illustrates the robustness of the proposed method in two aspects: (1) the learned dictionary, even at a small size, contains enough spectra of background to enable the acquisition of satisfactory experimental results; and (2) the proposed method is robust to the tradeoff parameter λ. To better illustrate the effectiveness of LD, we fix N of LD at 30 and compare the result of LRR using different dictionaries: (1) LD; (2) the whole data matrix as the dictionary; and (3) the dictionary used in [38] . The dictionary used in [38] is constructed with the k-means method and aims at representing the background spectra. With the recommended setting as [38] , 300 samples from the image are chosen to construct the background dictionary. The AUCs using these dictionaries under different λ are shown in Figures 7 and 8 . The original LRR method uses the whole matrix as its dictionary, in which a large λ causes a larger rank for the low-rank matrix, while a small λ results in a larger sparsity level for the sparse matrix, both of which enables possible degrade of detection results. This is due to the fact that its dictionary includes the spectra of anomalies. As a result, the original LRR method is sensitive to the tradeoff parameter λ. With regards to the anomalies, when adopting LD, which mainly represents the spectra of background and mitigates the contamination problem, large residuals can still be preserved in the sparse matrix. Better results are obtained with LRR using LD than LRR using the dictionary in [38] . This may be because the background spectra of higher accuracy are obtained through the learning procedure. Two different trends of LRR using LD To evaluate the robustness of the proposed LRRaLD method to its parameters, the AUCs are calculated under different λ and N with two synthetic data sets, using spectra of F1, F2 and V1 as anomalies, respectively, as shown in Figures 5 and 6 . Experiments are repeated 20 times to reduce the effect acquired by random positions to obtain results of the average AUC. As shown in Figures 5  and 6 , the average AUC formed with these two parameters represents a flat surface-like shape, all except for Figure 6c , which is the anomaly spectrum of an artificially introduced car on complex background. This may be a result of interference caused by similar spectra of other cars originated from the complicated background. It can also be seen from Figure 6c that for the complex background, the detection result is better when N is set as a larger number. This is because more background information can be learned in the complex background when N is large. Even under such conditions, results are satisfactory, confirmed by AUC > 0.9. This experiment illustrates the robustness of the proposed method in two aspects: (1) the learned dictionary, even at a small size, contains enough spectra of background to enable the acquisition of satisfactory experimental results; and (2) the proposed method is robust to the tradeoff parameter λ. To better illustrate the effectiveness of LD, we fix N of LD at 30 and compare the result of LRR using different dictionaries: (1) LD; (2) the whole data matrix as the dictionary; and (3) the dictionary used in [38] . The dictionary used in [38] is constructed with the k-means method and aims at representing the background spectra. With the recommended setting as [38] , 300 samples from the image are chosen to construct the background dictionary. The AUCs using these dictionaries under different λ are shown in Figures 7 and 8 . The original LRR method uses the whole matrix as its dictionary, in which a large λ causes a larger rank for the low-rank matrix, while a small λ results in a larger sparsity level for the sparse matrix, both of which enables possible degrade of detection results. This is due to the fact that its dictionary includes the spectra of anomalies. As a result, the original LRR method is sensitive to the tradeoff parameter λ. With regards to the anomalies, when adopting LD, which mainly represents the spectra of background and mitigates the contamination problem, large residuals can still be preserved in the sparse matrix. Better results are obtained with LRR using LD than LRR using the dictionary in [38] . This may be because the background spectra of higher accuracy are obtained through the learning procedure. Two different trends of LRR using LD To better illustrate the effectiveness of LD, we fix N of LD at 30 and compare the result of LRR using different dictionaries: (1) LD; (2) the whole data matrix as the dictionary; and (3) the dictionary used in [38] . The dictionary used in [38] is constructed with the k-means method and aims at representing the background spectra. With the recommended setting as [38] , 300 samples from the image are chosen to construct the background dictionary. The AUCs using these dictionaries under different λ are shown in Figures 7 and 8 . The original LRR method uses the whole matrix as its dictionary, in which a large λ causes a larger rank for the low-rank matrix, while a small λ results in a larger sparsity level for the sparse matrix, both of which enables possible degrade of detection results. This is due to the fact that its dictionary includes the spectra of anomalies. As a result, the original LRR method is sensitive to the tradeoff parameter λ. With regards to the anomalies, when adopting LD, which mainly represents the spectra of background and mitigates the contamination problem, large residuals can still be preserved in the sparse matrix. Better results are obtained with LRR using LD than LRR using the dictionary in [38] . This may be because the background spectra of higher accuracy are obtained through the learning procedure. Two different trends of LRR using LD as dictionary can be viewed in Figure 7a ,c. This is might because when using F1 and F2 as anomalies, the contamination problem is not totally eliminated for LD as well as the dictionary used in [38] . On the contrary, the spectrum of V1, as shown in Figure 2 , is the spectrum of a subpixel, which makes its spectrum harder to obtain in the learning process. As a result, more stable result is obtained when using V1 as anomalies. Overall, the results in Figures 7 and 8 show that LRR using LD is more robust and has a better performance.
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GB of DDR3 RAM, it costs 26.08 s for the proposed method and 88.34 s for the original LRR method in the decomposition and the basic GRX procedures when using F1 as anomalies on a simple background. However, an additional computation of learning process is required for the proposed method, in which the main calculation is obtaining the sparse vectors. By using the matlab toolbox spams [44] , the computational time is greatly reduced, costing 10.87 s to learn a dictionary. The total execution time of the proposed method is 36.95 s, still far less than the original LRR method. In later experiments, λ is fixed at 1 and N is fixed at 30 for the proposed LRRaLD method. The execution time of the learning process is also included for the proposed method.
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In this subsection, we compare the proposed method with GRX, CRD, RPCA, LRaSMD and LRASR. The spectra of F1, F2 and V1 are used as spectra of anomalies for the simulated experiment respectively. The optimal parameters used for other methods are as follows. For the CRD method, we set the size of the inner window at 11 × 11 and the size of the outer window at 15 × 15. For the LRaSMD method, we set the rank of the low-rank matrix at 8 and the sparsity level at 0.3. For the RPCA method, different tradeoff parameters are tried and the optimal results are chosen for different situations due to the sensitivity of the algorithm. For the LRASR method, the sparse constrain of the low-rank representation matrix is set at 0.1, and the tradeoff parameter is set at 10 for the simple background and 0.1 for the complex background for its best performance. the contrary, the spectrum of V1, as shown in Figure 2 
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The 2-Dimensional display of the detection results and its binary result of simple and complex backgrounds with F1 randomly implanted as an example are shown in Figures 9 and 10 respectively. The binary results are obtained with the probability of false alarm rate (PFA) equals 10´3. The more pixels detected in the binary display of detection result, the better. The corresponding ROC curves are shown in Figures 11 and 12 respectively. As shown, the proposed LRRaLD method detects the most anomalies among the five methods. It also has the best ROC curve. CRD and LRASR have the following performance both on simple and complex backgrounds. That might be the result of the ability of CRD to exploit local information, and LRASR also exploits the structure information of HSI. On the contrary, the results of RPCA and LRaSMD are poor on the complex background used in the synthetic data experiments. Table 2 shows the average detection rates of 20 repeated experiments when PFA equals 0.01. For the proposed LRRaLD method, the average detection rate using spectrum of F1 as anomalies is 0.946 under simple background, which means only one or two anomalous pixels are missed. The anomalies with anomalous fraction higher than 0.1 can be well detected. The proposed LRRaLD has the highest detection rates and LRASR has the second performance. RPCA and LRaSMD have poor results on complex background, which might be because their models are drawn from a single subspace and cannot handle a complex background. CRD has good results on complex background. This may be because it utilizes local information. However, it has the largest variances among these five methods due to the effect of random locations. In general, the results using the spectra of F1 and F2 as anomalies are better than the results using the spectrum of V1 as anomalies. This may be because the spectra of F1 and F2 are spectra of full pixels and can be better detected compare to the spectrum of sub-pixel V1. respectively. The binary results are obtained with the probability of false alarm rate (PFA) equals 10 −3 . The more pixels detected in the binary display of detection result, the better. The corresponding ROC curves are shown in Figures 11 and 12 , respectively. As shown, the proposed LRRaLD method detects the most anomalies among the five methods. It also has the best ROC curve. CRD and LRASR have the following performance both on simple and complex backgrounds. That might be the result of the ability of CRD to exploit local information, and LRASR also exploits the structure information of HSI. On the contrary, the results of RPCA and LRaSMD are poor on the complex background used in the synthetic data experiments. Table 2 shows the average detection rates of 20 repeated experiments when PFA equals 0.01. For the proposed LRRaLD method, the average detection rate using spectrum of F1 as anomalies is 0.946 under simple background, which means only one or two anomalous pixels are missed. The anomalies with anomalous fraction higher than 0.1 can be well detected. The proposed LRRaLD has the highest detection rates and LRASR has the second performance. RPCA and LRaSMD have poor results on complex background, which might be because their models are drawn from a single subspace and cannot handle a complex background. CRD has good results on complex background. This may be because it utilizes local information. However, it has the largest variances among these five methods due to the effect of random locations. In general, the results using the spectra of F1 and F2 as anomalies are better than the results using the spectrum of V1 as anomalies. This may be because the spectra of F1 and F2 are spectra of full pixels and can be better detected compare to the spectrum of sub-pixel V1. respectively. The binary results are obtained with the probability of false alarm rate (PFA) equals 10 −3 . The more pixels detected in the binary display of detection result, the better. The corresponding ROC curves are shown in Figures 11 and 12 , respectively. As shown, the proposed LRRaLD method detects the most anomalies among the five methods. It also has the best ROC curve. CRD and LRASR have the following performance both on simple and complex backgrounds. That might be the result of the ability of CRD to exploit local information, and LRASR also exploits the structure information of HSI. On the contrary, the results of RPCA and LRaSMD are poor on the complex background used in the synthetic data experiments. Table 2 shows the average detection rates of 20 repeated experiments when PFA equals 0.01. For the proposed LRRaLD method, the average detection rate using spectrum of F1 as anomalies is 0.946 under simple background, which means only one or two anomalous pixels are missed. The anomalies with anomalous fraction higher than 0.1 can be well detected. The proposed LRRaLD has the highest detection rates and LRASR has the second performance. RPCA and LRaSMD have poor results on complex background, which might be because their models are drawn from a single subspace and cannot handle a complex background. CRD has good results on complex background. This may be because it utilizes local information. However, it has the largest variances among these five methods due to the effect of random locations. In general, the results using the spectra of F1 and F2 as anomalies are better than the results using the spectrum of V1 as anomalies. This may be because the spectra of F1 and F2 are spectra of full pixels and can be better detected compare to the spectrum of sub-pixel V1. Table 3 is the execution time of the different methods. The proposed method has a less execution time than CRD, in which the inverse function of local background requires heavy computational cost. It is also notable that the RPCA is run with C code, which might accelerate its efficiency. 
Real Data Experiments
In this section, two widely used real HSI data sets, which contain ground-truth, are applied to evaluate the performance of the proposed method. GRX, CRD, RPCA, LRaSMD and LRASR are used as comparisons.
Real Data Sets Description
One real data set was acquired by the Hyperion imaging sensor [45] , which has 242 bands with a spectral resolution of 10 nm over 357-2576 nm. The image data set was collected in 2008, covering an agricultural area of the State of Indiana, USA. After removal of the low-SNR bands and the uncalibrated bands, 149 bands are used. The 150 × 150 sub-image with the ground truth of the anomalies is used. Where the anomalies come from the storage silo and the roof, these anomalies, Table 3 is the execution time of the different methods. The proposed method has a less execution time than CRD, in which the inverse function of local background requires heavy computational cost. It is also notable that the RPCA is run with C code, which might accelerate its efficiency. 
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One real data set was acquired by the Hyperion imaging sensor [45] , which has 242 bands with a spectral resolution of 10 nm over 357-2576 nm. The image data set was collected in 2008, covering an agricultural area of the State of Indiana, USA. After removal of the low-SNR bands and the uncalibrated bands, 149 bands are used. The 150ˆ150 sub-image with the ground truth of the anomalies is used. Where the anomalies come from the storage silo and the roof, these anomalies, especially the storage silo, are not visually distinguishable from the background. The scene and the ground truth of anomalies are shown in Figure 13 . especially the storage silo, are not visually distinguishable from the background. The scene and the ground truth of anomalies are shown in Figure 13 .
(a) (b) Figure 13 . Hyperion data set: (a) RGB composite (36, 23, 12) ; and (b) ground-truth.
The other one was collected by HYDICE airborne sensor and can be downloaded from the website of the Army GeoSpatial Center (www.agc.army.mil/hypercube/). The spatial resolution is approximately 1 m, and the whole data set has a size of 307 × 307. However, only the upper right of the scene with a size of 80 × 100 pixels, which is displayed with a red square frame in Figure 14a , has a definite ground truth for anomaly detection. This cropped area was widely used for hyperspectral anomaly detection [28, 45] and is utilized for our real data experiment. Here, 175 bands remain after removal of water vapor absorption bands. There are approximately 21 anomalous pixels, representing cars and roof. The scene and its corresponding ground-truth map of anomalies are illustrated in Figure 14b 
Detection Performance
In this subsection, we compare the proposed method with GRX, CRD, RPCA, LRaSMD and LRASR on real data sets. As mentioned in Section 4.1.2, we fix the tradeoff parameter λ at 1 and the number N of elements of LD at 30 for the proposed LRRaLD method. On the Hyperion data set, the optimal parameters used for other methods are as follows. For the CRD method, we set the size of the inner window at 11 × 11 and the size of the outer window at 15 × 15. For the LRaSMD method, we set the rank of the low-rank matrix at 8 and the sparsity level at 0.3. For the RPCA method, the tradeoff parameter is set at 0.02. For the LRASR method, we set the sparse constrain of the low-rank representation at 0.1 and the tradeoff parameter at 5. On the HYDICE urban data set, the optimal parameters used for other methods are as follows. For the CRD method, we set the size of the inner window at 7 × 7 and the size of the outer window at 15 × 15, the same optimal parameters as used in [28] . For the RPCA method, the tradeoff parameter is set at 0.015. For the LRaSMD and LRASR methods, same settings as the Hyperion data set are adopted. Figures 15 and 16 are the detection results of Hyperion data set and HYDICE data set, respectively, Figure 17 is the corresponding ROC curves, and Table 4 illustrates the AUC and execution time of different methods. The proposed LRRaLD method outperforms other methods. The other one was collected by HYDICE airborne sensor and can be downloaded from the website of the Army GeoSpatial Center (www.agc.army.mil/hypercube/). The spatial resolution is approximately 1 m, and the whole data set has a size of 307ˆ307. However, only the upper right of the scene with a size of 80ˆ100 pixels, which is displayed with a red square frame in Figure 14a , has a definite ground truth for anomaly detection. This cropped area was widely used for hyperspectral anomaly detection [28, 45] and is utilized for our real data experiment. Here, 175 bands remain after removal of water vapor absorption bands. There are approximately 21 anomalous pixels, representing cars and roof. The scene and its corresponding ground-truth map of anomalies are illustrated in Figure 14b, especially the storage silo, are not visually distinguishable from the background. The scene and the ground truth of anomalies are shown in Figure 13 .
In this subsection, we compare the proposed method with GRX, CRD, RPCA, LRaSMD and LRASR on real data sets. As mentioned in Section 4.1.2, we fix the tradeoff parameter λ at 1 and the number N of elements of LD at 30 for the proposed LRRaLD method. On the Hyperion data set, the optimal parameters used for other methods are as follows. For the CRD method, we set the size of the inner window at 11 × 11 and the size of the outer window at 15 × 15. For the LRaSMD method, we set the rank of the low-rank matrix at 8 and the sparsity level at 0.3. For the RPCA method, the tradeoff parameter is set at 0.02. For the LRASR method, we set the sparse constrain of the low-rank representation at 0.1 and the tradeoff parameter at 5. On the HYDICE urban data set, the optimal parameters used for other methods are as follows. For the CRD method, we set the size of the inner window at 7 × 7 and the size of the outer window at 15 × 15, the same optimal parameters as used in [28] . For the RPCA method, the tradeoff parameter is set at 0.015. For the LRaSMD and LRASR methods, same settings as the Hyperion data set are adopted. Figures 15 and 16 are the detection results of Hyperion data set and HYDICE data set, respectively, Figure 17 is the corresponding ROC curves, and Table 4 illustrates the AUC and execution time of different methods. The proposed LRRaLD method outperforms other methods. 
In this subsection, we compare the proposed method with GRX, CRD, RPCA, LRaSMD and LRASR on real data sets. As mentioned in Section 4.1.2, we fix the tradeoff parameter λ at 1 and the number N of elements of LD at 30 for the proposed LRRaLD method. On the Hyperion data set, the optimal parameters used for other methods are as follows. For the CRD method, we set the size of the inner window at 11ˆ11 and the size of the outer window at 15ˆ15. For the LRaSMD method, we set the rank of the low-rank matrix at 8 and the sparsity level at 0.3. For the RPCA method, the tradeoff parameter is set at 0.02. For the LRASR method, we set the sparse constrain of the low-rank representation at 0.1 and the tradeoff parameter at 5. On the HYDICE urban data set, the optimal parameters used for other methods are as follows. For the CRD method, we set the size of the inner window at 7ˆ7 and the size of the outer window at 15ˆ15, the same optimal parameters as used in [28] . For the RPCA method, the tradeoff parameter is set at 0.015. For the LRaSMD and LRASR methods, same settings as the Hyperion data set are adopted. Figures 15 and 16 are the detection results of Hyperion data set and HYDICE data set, respectively, Figure 17 is the corresponding ROC curves, and Table 4 illustrates the AUC and execution time of different methods. The proposed LRRaLD method outperforms other methods. When using the HYDICE data set, the proposed method has alike performance as other methods at the low FAR area. This is mainly because the stripped noises of the HYDICE data set have a relatively high magnitude. The LRMD methods can separate the stripped noises from the original image. However, the information of noise will remain in the sparse matrix, which makes the FAR high and affect the detection results. Figure 18 shows the statistic of detection values for the AD algorithm. Each group has a green box representing the anomalous pixels and a blue box representing the background box. The upper and low edges of the box are 90th and 10th percentiles, respectively. The proposed LRRaLD method has the best performance. When using the HYDICE data set, the proposed method has alike performance as other methods at the low FAR area. This is mainly because the stripped noises of the HYDICE data set have a relatively high magnitude. The LRMD methods can separate the stripped noises from the original image. However, the information of noise will remain in the sparse matrix, which makes the FAR high and affect the detection results. Figure 18 shows the statistic of detection values for the AD algorithm. Each group has a green box representing the anomalous pixels and a blue box representing the background box. The upper and low edges of the box are 90th and 10th percentiles, respectively. The proposed LRRaLD method has the best performance. When using the HYDICE data set, the proposed method has alike performance as other methods at the low FAR area. This is mainly because the stripped noises of the HYDICE data set have a relatively high magnitude. The LRMD methods can separate the stripped noises from the original image. However, the information of noise will remain in the sparse matrix, which makes the FAR high and affect the detection results. Figure 18 shows the statistic of detection values for the AD algorithm. Each group has a green box representing the anomalous pixels and a blue box representing the background box. The upper and low edges of the box are 90th and 10th percentiles, respectively. The proposed LRRaLD method has the best performance. When using the HYDICE data set, the proposed method has alike performance as other methods at the low FAR area. This is mainly because the stripped noises of the HYDICE data set have a relatively high magnitude. The LRMD methods can separate the stripped noises from the original image. However, the information of noise will remain in the sparse matrix, which makes the FAR high and affect the detection results. Figure 18 shows the statistic of detection values for the AD algorithm. Each group has a green box representing the anomalous pixels and a blue box representing the background box. The upper and low edges of the box are 90th and 10th percentiles, respectively. The proposed LRRaLD method has the best performance. Both experiments on synthetic and real data sets illustrate the advantage of the proposed LRRaLD method. To summarize, the proposed LRRaLD method features as follows: 1) Effectiveness: based on LRR, the intrinsic low-rank property of HSI can be well exploited.
Compared to other AD algorithms, the model of LRR fits the LMM model better, resulting in a higher detection rate. 2) Robustness: using LD as the dictionary of LRR algorithm, a better separation of anomaly and background can be achieved, which makes the proposed method more robust to the tradeoff parameter as a result. The experimental results show that the proposed method is more robust to its parameters. 3) Efficiency: with the small size of LD, less computation cost is required, making the procedure of LRR much faster and more efficient. The experimental results show that the computational cost of the proposed method is in a reasonable range.
Conclusions
In this study, a new anomaly detector based on LRR and LD for hyperspectral imagery is proposed. The intrinsic low-rank property of hyperspectral imagery is exploited using the LRR decomposition method. Meanwhile, a dictionary learning method is adopted to achieve a relatively pure background dictionary, which makes the LRR decomposition procedure both more robust to the tradeoff parameter and cost less computation time. Finally, the basic detector is used to obtain the detection result.
It is demonstrated in the experiments of simulated and real data that the proposed method has excellent performance. However, the model of LRR only considers anomalies with large magnitude. The influence of Gaussian noise should also be considered, which will be the focus of our future work. Both experiments on synthetic and real data sets illustrate the advantage of the proposed LRRaLD method. To summarize, the proposed LRRaLD method features as follows:
1)
Effectiveness: based on LRR, the intrinsic low-rank property of HSI can be well exploited.
Compared to other AD algorithms, the model of LRR fits the LMM model better, resulting in a higher detection rate.
2)
Robustness: using LD as the dictionary of LRR algorithm, a better separation of anomaly and background can be achieved, which makes the proposed method more robust to the tradeoff parameter as a result. The experimental results show that the proposed method is more robust to its parameters.
3)
Efficiency: with the small size of LD, less computation cost is required, making the procedure of LRR much faster and more efficient. The experimental results show that the computational cost of the proposed method is in a reasonable range.
Conclusions
It is demonstrated in the experiments of simulated and real data that the proposed method has excellent performance. However, the model of LRR only considers anomalies with large magnitude. The influence of Gaussian noise should also be considered, which will be the focus of our future work.
