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Abstract
We study the transport of inertial Brownian particles in steady laminar flows in the presence of
two-dimensional Gaussian potentials. Through extensive numerical simulations, it is found that
the transport is sensitively dependent on the external constant force and the Gaussian potential.
Within tailored parameter regimes, the system exhibits a rich variety of transport behaviors. There
exists the phenomenon of spontaneous rectification (SR), where the directed transport of particles
can occur in the absence of any external driving forces. It is found that SR of the particles can
be manipulated by the spatial position of the Gaussian potential. Moreover, when the potential
lies at the center of the cellular flow, the system exhibits absolute negative mobility (ANM),
i.e., the particles can move in a direction opposite to the constant force. More importantly, the
phenomenon of ANM induced by Gaussian potential is robust in a wide range of the system
parameters and can be further strengthened with the optimized parameters, which may pave the
way to the implementation of related experiments.
PACS numbers: 05.60.-k, 05.45.-a
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I. INTRODUCTION
Over the past several decades, the transport of Brownian particles in random environ-
ment has played a central role in statistical physics, aiming at obtaining energy from random
fluctuations. Generally, Brownian particles diffusion freely or move in the direction of ex-
ternal force in free space. However, the transport may show counter-intuitive behavior in
some nonequilibrium systems[1, 2]. In ratchet systems, the directed motion of Brownian
particles can occur in the absence of external biases[3, 4]. In order to study the related
transport phenomena, researchers proposed some typical ratchet models corresponding to
the type of nonequilibrium driving, they are rocking ratchets[5, 6], flashing ratchets[7–9],
coupled ratchets [10, 11], entropic ratchets[12–14]. In addition, directed transport can also
be realized by using static and dynamic force fields, such as the coupling of conservative
and nonconservative forces[15], the transversal ac force[16, 17], the superimposed driven
lattices[18, 19], and the optical ratchet with a rocking driving[20].
When the system is perturbed by a static force, the transport may exhibit complicated
behavior depending on the surrounding environments. Due to the interaction between Brow-
nian particles and complex environments, the system may show a phenomenon of negative
differential mobility (NDM)[21–28], i.e., the velocity-force relation showing a nonmonotonic
behavior. More surprisingly, under specific conditions, the particles can move in the direc-
tion opposite to the direction of the driving force, which is called absolute negative mobility
(ANM). Earlier studies have revealed that ANM can be realized in some specific setups, such
as semiconductor superlattices[29], coupled Brownian motors[30, 31], and well-designed geo-
metric channels[32–34]. Shortly afterwards, scientists found that ANM can also be observed
in some structures by choosing proper driving and coupling ways[35–37]. By embedding
the spatial asymmetry into the particle shape, Ha¨nggi and co-workers[38, 39] realized a
classical ANM for elongated particles in two-dimensional (2D) separate channels. Machura
and co-workers[40] studied the motion of inertial Brownian particles in one-dimensionl (1D)
symmetric periodic potentials, and found that ANM can be induced by thermal equilib-
rium fluctuations under the influence of both a time periodic force and a constant force.
Based on this work, a large number of extended studies have realized ANM under different
conditions[41–50].
Recently, the phenomenon of ANM has been observed in steady laminar flows[51–55].
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Sarracino and co-workers[51] studied the mobility of an inertial tracer in a two-dimensional
incompressible laminar flow and observed the phenomena of negative differential mobility
and absolute negative mobility, where the velocity field played a key role in these nonlinear
behaviors. By applying a 1D periodic potential, Ai and co-workers[54] found that absolute
negative mobility can be drastically enhanced by choosing appropriate phase and height of
the potential. However, 1D periodic potential inevitably hinders the motion of Brownian
particles in 2D space due to the profile of the potential being invariable in the y direction.
An alternative way is to apply 2D potentials to overcome the limitation of 1D potential. In
this paper, we introduce 2D Gaussian potentials in the cellular flow and study the transport
of inertial Brownian particles. Unlike 1D periodic potential[54], 2D Gaussian potentials only
affects the motion of particles in local space, thus may exhibit some interesting behaviors.
Different from the previous studies[51, 54], our system not only can realize ANM with a
wider range of the system parameters, but also exhibits the phenomenon of SR.
II. MODEL AND METHODS
We consider a 2D system of size L × L with periodic boundary conditions as shown in
Fig. 1. In this system, an inertial particle with spatial coordinates (x, y) and velocities
(vx, vy) moves in a divergenceless cellular flow (Ux, Uy). The dynamics of the particle can be
described by the following equations[51–54],
dx
dt
= vx, (1)
dy
dt
= vy, (2)
dvx
dt
= −1
τ
(vx − Ux) + 1
m
(f + Fx) +
√
2Dξx, (3)
dvy
dt
= −1
τ
(vy − Uy) + 1
m
Fy +
√
2Dξy. (4)
Here τ is the Stokes time, D denotes the diffusion coefficient. ξx and ξy model white Gaussian
noises with zero mean and obey 〈ξi(t)ξj(t′)〉 = δijδ(t− t′) for i, j = x, y. m is the mass of the
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FIG. 1: Schematic diagrams of the model in one unit cell. The divergenceless cellular flow (Ux, Uy)
is described by the stream-function ϕ(x, y) in Eq.(5). The Gaussian potential V (x, y) with the
spatial coordinates (x0, y0) in the inset is described by Eq.(6).
inertial Brownian particle and is set to 1 throughout the work. The divergenceless cellular
flow (Ux, Uy) = (∂ϕ/∂y,−∂ϕ/∂y)[56] and the stream-function ϕ(x, y),
ϕ(x, y) =
LU0
2pi
sin(
2pix
L
) sin(
2piy
L
). (5)
In this paper, the particle is subjected to the force field consists of two parts, a external
constant force f along the x direction, and the substrate forces Fx and Fy from the Gaussian
potentials,
V (x, y) = Ae−[(x−x0)
2+(y−y0)2]/ε2 , (6)
where A and ε denote the strength and width of the potential, respectively. x0 and y0 are
the spatial coordinates of the potential in one unit cell, the inset of Fig. 1.
In the following, we introduce the characteristic length L and time L/U0 by setting
L = 1 and U0 = 1, respectively. In numerical simulations, we integrate Eqs. (1-4) by using
the second-order stochastic Runge-Kutta algorithm. Initially, the particles are randomly
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distributed in the laminar flows. The time step and the total integration time are chosen
as 10−4 and 104, respectively, and the data in the paper have been obtained by ensemble
averaging over a minimum of 104 trajectories.
For simplicity, we only investigate the transport of Brownian particles for the case of
y0 = 0.5. Different from the studies of the velocity-force relation[57, 58], the average velocity
in the y direction is zero due to the system being completely symmetric along the y direction.
Thus, we calculate the average velocity and effective diffusion coefficient along the x direction
are, respectively, defined as
〈vx〉 = lim
t→∞
〈x(t)〉
t
, (7)
Dx = lim
t→∞
〈x2(t)〉 − 〈x(t)〉2
2t
, (8)
where 〈...〉 denotes the average over trajectories of the particle with random initial conditions
and noise realizations. The mobility along the x direction is defined as µ = 〈vx〉/f .
III. RESULTS AND DISCUSSION
FIG. 2: Average velocity 〈vx〉 as a function of the constant force f for different values of x0. The
parameters are chosen as ε = 0.1, A = 1.0, D = 10−5 and τ = 1.0.
In this section, we mainly focus on how the spatial position of Gaussian potential affects
the transport behavior of inertial Brownian particles. The velocity-force curves for different
values of x0 are plotted in Fig. 2. By introducing Gaussian potentials in the cellular flow, one
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can observe some peculiar nonlinear behaviors for appropriate f . In the case of x0 = 0.3,
the transport shows very complex behaviors under the combined action of the Gaussian
potential and the driving force. When f < −0.24 and f > 0, the particles move in the
direction of the constant force. When −0.24 < f < −0.18 and −0.14 < f < 0, the direction
of transport is opposite to the constant force. More interestingly, we observe the spontaneous
rectification of Brownian particles at f = 0, see the blue arrow C in Fig. 2(a). Usually,
the ratchet setup requires three critical ingredients[2–4]: spatial or temporal asymmetry,
nonlinearity, and nonequilibrium. In the present system, the Gaussian potential can provide
the spatial asymmetry. The velocity field can produce the system nonlinearity and break
thermodynamical equilibrium. Therefore, directed transport of Brownian particles can be
realized at f = 0. In the case of x0 = 0.7, the transport behavior is completely opposite to
that in the case x0 = 0.3 due to the parity symmetry along the x direction.
In addition, we present the velocity-force curves when Gaussian potential locates at the
center of the cellular flow (x0 = 0.5) in Fig. 2(b). There is a range of f for which the direction
of the transport is opposite to the direction of the constant force, i.e. ANM. By comparison,
ANM is greatly enhanced and the regime of f (0 < f < 0.134) for the appearance of ANM
is much larger than that in previous studies, such as 0.063 < f < 0.0687 (red area)[51] and
0.026 < f < 0.06 (gray area)[54].
In order to reveal the transport details, we plot the trajectories of inertial Brownian
particles to explain the transport behavior in Fig. 3. When the external force and Gaussian
potential are absent, the motion of particles is realized along some preferential channels
in the laminar flows[51]. The rightward channels (La and Lb) are exactly the same as the
leftward channels (Lc and Ld), respectively, see Fig. 3(a). However, the presence of Gaussian
potential may destroy the generation of some preferential channels. When Gaussian potential
are located at x0 = 0.3 [situation C in Fig. 2(a)], the leftward channels (Lc and Ld) are
destroyed and there are only the rightward channels (La and Lb), thus the particles move
to the right [the blue lines in Fig. 3(b)]. When a constant force f = −0.2 is applied to the
particles [situation A in Fig. 2(a)], the rightward channels move to the left [the red lines
in Fig. 3(b)]. By comparison, the blue lines in Fig. 3(b) are straighter than the red lines,
thus the average velocity in situation C is larger than that in situation A. When f = −0.14
[situation B in Fig. 2(a)], the particles frequently collide with the Gaussian potential, there
are no preferential channels, thus the average velocity tends to zero, Fig. 3(c).
6
FIG. 3: Sample trajectories of a Brownian particle for different cases. (a) f = A = 0.0, (b)
(f, x0) = (−0.2, 0.3) (red lines) and (f, x0) = (0.0, 0.3) (blue lines), (c) (f, x0) = (−0.14, 0.3), (d)
(f, x0) = (0.05, 0.5). The other parameters are same as that in Fig. 2.
In the absence of any potentials, the inertial Brownian particles in cellular flow move with
the biased force f except near f = 0.065 [51]. In the presence of 2D Gaussian potentials, the
particles cannot enter the region influenced by the potentials. Under the combined action
of the Gaussian potential and the constant force, the leftward channels shift slightly to the
left, while the rightward channels may obviously deviate from the original positions (even
be destroyed). When the constant force f = 0.05, the particles move along the leftward
channels, shown in Fig. 3(d). Obviously, the particle can move in a direction opposite to
the constant force, i.e., the system exhibits the remarkable phenomenon of ANM, Fig. 2(b).
The above results show apparent advantages over other studies[51, 52, 54]. To optimize
the transport effects, more details will be presented. In the following, two specific cases will
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be discussed in detail: spontaneous rectification at f = 0.0 and absolute negative mobility
at x0 = 0.5.
A. Spontaneous rectification
FIG. 4: (a) Average velocity 〈vx〉 as a function of the position x0 for different values of ε at
A = 1.0. (b) Average velocity 〈vx〉 as a function of the position x0 for different values of A at
ε = 0.1. The other parameters are chosen as f = 0.0, D = 10−5 and τ = 1.0.
Figure 4(a) shows the average velocity 〈vx〉 as a function of the position x0 for different
values of ε. When ε is large, the Gaussian potential will overlap obviously with Gaussian
potentials in adjacent cells, thus the particles may be trapped by these potentials. In the
case of ε = 0.2, the region influenced by the potential is relatively large and the influence of
the cellular flow on the rectification becomes weak, thus the average velocity 〈vx〉 is small.
With the decreasing of ε, the region influenced by Gaussian potential decreases. When ε
is very small, the effects of the Gaussian potential can be neglected (not shown here). In
the case of ε = 0.05, the rectification effect is weak compared to the cases of ε = 10.0 and
ε = 15.0, and the range of x0 for obtaining optimal 〈vx〉 becomes small.
To investigate the effect of potential strength A on the spontaneous rectification, we
display the average velocity 〈vx〉 versus the position x0 for different values of A in Fig. 4(b).
It is found that the average velocity is sensitive to the position of Gaussian potential for
different A. In the case of x0 = 0.1, the potential will not affect the rightward channels [see
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Fig. 3(a)], while may have a significant impact on the leftward channels depending on the
potential strength A. When the potential strength is small (e.g., A = 0.1), the longitudinal
asymmetry is not very obvious and the leftward channels will not be significantly changed,
thus the average velocity is small. With the increasing of A (0.1 < A < 0.5), the Gaussian
potentials can cause the system asymmetry and destroy the generation of leftward channels,
thus the average velocity increases. However, the average velocity may decrease with further
increase of A (1 < A < 5) due to the existence of trapped particles. The mechanism
is the same with the case of (x0, A) = (0.15, 2). In the inset of Fig. 4(b), we plot the
distribution of noninteracting Brownian particles at (x0, A) = (0.15, 2). When the potential
is at (x, y) = (0.15, 0.5), some particles are distributed in the rightward channels. However,
the other particles are trapped near (x, y) = (0.37, 0.5) (small red region in the inset of Fig.
4(b)) under the combined action of Gaussian potentials and the velocity field.
FIG. 5: (a) Average velocity 〈vx〉 as a function of the position x0 for different values of D. (b)
Average velocity 〈vx〉 as a function of the diffusion coefficient D for different values of x0. The
parameters are chosen as f = 0.0, ε = 0.1, A = 1.0 and τ = 1.0.
The average velocity 〈vx〉 as a function of the position x0 is shown in Fig. 5(a) for dif-
ferent values of D. When D = 0, the system is deterministic, the average velocity 〈vx〉
shows a nonmonotonic behavior with the increase of x0. With the increasing of the diffusion
coefficient D, the environment noise destroy the stability of the preferential channels, thus
the average velocity 〈vx〉 decreases monotonically, the case of x0 = 0.3 in Fig. 5(b). How-
ever, in the case of x0 = 0.2 in Fig. 5(b), the average velocity 〈vx〉 exhibits very complex
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behavior. When D is small, most particles move along the rightward channels, while a few
are trapped by the Gaussian potentials in laminar flows, thus the average velocity is large.
With the increasing of D (e.g., D = 0.001), the particles move away from the channels, and
finally, almost all of them are trapped by the Gaussian potentials, thus the average velocity
approaches to zero. When the diffusion coefficient is increased to D = 0.01, the noise can
help the particles to escape from the trapping from the Gaussian potential in laminar flows,
thus it may be beneficial to the emergence of SR. In order to explore the physical insights,
we plot the inset in Fig. 5(b), which shows the distribution of Brownian particles (see red
balls). On the one hand, when the particles enter a small region near (x, y) = (0.45, 0.5),
they will be trapped by the Gaussian potential. However, the trapping time is very short due
to the presence of large noise. On the other hand, although there are no stable preferential
channels, the particles are more likely to move to the right (see blue arrows).
FIG. 6: (a) Average velocity 〈vx〉 as a function of the position x0 for different values of τ . (b)
Diagrammatic sketch illustrating the rectification of Brownian particles at τ = 0.1 and x0 = 0.15,
the red arrows indicate the possible direction of the particle movement. The parameters are chosen
as f = 0.0, ε = 0.1, A = 1.0 and D = 10−5.
Figure 6 shows the average velocity 〈vx〉 as a function of the position x0 for different
values of τ . It is found that the transport is sensitively dependent to the Stokes time. When
the Stokes time is very small (e.g., τ = 0.1), the cellular flow induces the particles to move
along the velocity field and dominates the transport. Here, we mainly explain the transport
in the case of x0 = 0.15. In Fig. 6(b), we plot the diagrammatic sketch at τ = 0.1 and
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x0 = 0.15. We assume the point A is the initial position of the particle. Under the action of
the cellular flow, the particles may move along the paths of A→ B and A→ C. However,
the particles can’t move from the point C to the point B in adjacent cell due to the double
obstructions from the cellular flow and Gaussian Potential. Then the particles may perform
the movement along the path of A→ C → D → E → A. Thus the average velocity 〈vx〉 is
negative. When the Stokes time is very large (e.g., τ = 10.0), the effects of the cellular flow
becomes weak and the average velocity may decrease correspondingly compared to the case
of τ = 1.0.
B. Absolute negative mobility
In order to illustrate the effects of Gaussian Potentials on the appearance of ANM, we plot
the velocity-force curves and some contour plots of the average velocity versus the system
parameters.
Figure 7(a) shows the average velocity 〈vx〉 versus the constant force f for different values
of ε at A = 1.0. It is found that the velocity-force relation is very complex. When ε = 0.2,
the particles are easy to be trapped due to the overlap of Gaussian potentials in the case
of small constant force f . With the decreasing of potential width ε, one can observe the
phenomenon of ANM in a certain range of f , see the cases of ε = 0.143 and ε = 0.1. When
ε is small (e.g., ε = 0.067), the effect of Gaussian potential becomes weak, thus the regime
of f for the appearance of ANM becomes small. Through the comparision of the velocity-
force relation in Figs. 7(a-c), it is found that the decreasing of A may be beneficial to the
appearance of ANM under appropriate conditions. In the case of A = 0.2, the amplitude of
ANM is greatly improved at f = 0.05 and ε = 0.1, and the regime of f for the appearance
of ANM is further increased compared to that in Fig. 2(b) (see Fig. 7(c)).
In order to investigate the dependence of 〈vx〉 on A and f in details, we plot the contour
plots 〈vx〉 versus the strength of the potential A and the constant force f at ε = 0.143 in Fig.
7(d). There exist two regions for the appearance of ANM. One can observe a remarkable
phenomenon of ANM in the range of 0.05 < A < 0.3 compared to the case of A > 0.75. In
the following discussions, we will choose the parameters 0.05 < A < 0.3 and ε = 0.143.
The random fluctuations may play a key role for the appearance of ANM[40], while
suppress this phenomenon in steady laminar flows[51–54]. The dependence of 〈vx〉 on the
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FIG. 7: Average velocity 〈vx〉 as a function of the constant force f for different values of ε at (a)
A = 1.0, (b) A = 0.5 and (c) A = 0.2. (d) Contour plots of the average velocity 〈vx〉 versus A and
f at ε = 0.143. The other parameters are chosen as D = 10−5 and τ = 1.0.
constant force f for different D is presented in Fig. 8(a). When the diffusion coefficient
is large enough (e.g., D = 0.01), the effect of the velocity field is averaged out, thus the
average velocity 〈vx〉 increases monotonically with the constant force f . When the diffusion
coefficient is small (e.g., D = 10−4 and 10−3), the phenomenon of ANM can be observed.
By contrast, a very obvious phenomenon of ANM can be observed by choosing A = 0.15.
To show the dependence of 〈vx〉 on D and f in more details, we plot the contour plots 〈vx〉
versus D and f at A = 0.15 in Fig. 8(b). It is found that ANM can occur in the case of
D < 0.004 and the range of f for obtaining ANM increases with the decreasing of D. These
results indicate that the random fluctuations may reduce the system nonequilibrium nature
from the velocity field and a very obvious phenomenon of ANM appears for small thermal
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FIG. 8: (a) Average velocity 〈vx〉 as a function of the constant force f for different values of
(A,D). (b) Contour plots of the average velocity 〈vx〉 versus D and f at A = 0.15. The other
parameters are chosen as ε = 0.143 and τ = 1.0.
fluctuations.
FIG. 9: (a) Average velocity 〈vx〉 as a function of the constant force f for different values of τ .
(b) Contour plots of the average velocity 〈vx〉 versus τ and f . The other parameters are chosen as
A = 0.15, ε = 0.143 and D = 10−5.
In Fig. 9(a), we investigate the average velocity 〈vx〉 versus the constant force f for
different values of τ . It is found that a proper value of τ can promote the appearance of
ANM, see the case of τ = 1.0. Moreover, the regime of f for the appearance of ANM is
increased by a factor of 7 compared to the Ref.[54]. However, when the Stokes time is small
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or large, the regimes of f for the appearance of ANM are both small, see the cases of τ = 0.5
and τ = 2.0. The detailed contour plots 〈vx〉 versus τ and f are plotted in Fig. 9(b). It is
found that ANM may occur in a range of 0.4 < τ < 3.0. On increasing τ from 1.0 to 3.0,
the regime of f for the appearance of ANM reduces and finally disappears.
FIG. 10: Effective diffusion coefficient Dx and mobility µ as a function of the constant force f for
the case of τ = 1.0 in Fig. 9(a).
To obtain the necessary condition for the appearance of ANM in the present system, we
display the effective diffusion coefficient Dx and mobility µ versus f (f < 0.25). When f is
small, both Dx and µ are nearly independent of the constant force f . With the increasing of
f , the amplitude of negative mobility decreases monotonically. However, Dx first decreases
to its minimal value, then increases to an extremum value near f = 0.25. Because the
preferential channels in the present system change near the critical bias, thus the direction
of particle mobility change and the effective diffusion coefficient take its maximum value.
When f is large enough, the effects of the Gaussian potentials and the velocity field are
negligible, µ→ 1 and Dx → D[51]. Compared with previous results[51, 54], the regime of f
for the appearance of ANM increases significantly and is accompanied by low Dx. Therefore,
it is possible to obtain obvious ANM by reducing the effective diffusion coefficient.
IV. CONCLUDING REMARKS
In conclusion, we numerically investigated the transport of inertial Brownian particles
induced by Gaussian potentials in steady laminar flows. We found that the transport is
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sensitively dependent on the Gaussian potential and the external constant force. In the
absence of any external driving forces, the Gaussian potential produces the asymmetry of the
system and induces the spontaneous rectification of particles. The simulation results show
that the rectification can be strongly enhanced by applying a proper Gaussian potential and
the average velocity can approach 0.5. Generally speaking, the average velocity decreases
monotonically with the increasing of the diffusion coefficient. However, when the Gaussian
potential is located at x0 = 0.2, the particles may be trapped by the potential or escape from
it under different random fluctuations, thus the average velocity exhibits a nonmonotonic
behavior. When the Stokes time is small (τ = 0.1), the transport may reverse its direction
under the combined action of the Gaussian Potential and the cellular flow. In addition, when
the potential is located at the center of the cellular flow, the system exhibits the phenomenon
of ANM under proper parameter conditions. By adjusting the strength of the potential
(0.05 < A < 0.3 and A > 0.75), absolute negative mobility occurs and the regime of f for
the appearance of ANM is very large, e.g., f < 0.2 at A = 0.2 and ε = 0.143. When A = 0.15
and ε = 0.143, the regime of f for the appearance of ANM can be further expanded for
small thermal fluctuations and increased by a factor of 7 compared to the previous study[54].
Finally, we discuss the possible experimental implementation. The steady laminar flows can
be realized in a setup with rotating cylinders [59]. The inertial Brownian particles interact
with the repulsive Gaussian potential obtained by using Gaussian laser beam [60].
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