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1960 
PUBLICATIONS 
O F T H E 
O F T H E 
1960 
I N D E X 
СОДЕРЖАНИЕ 
S Z E K E R E S , G.: On the propagation of gravitational waves 3 
E R D Ő S , P . — R É N T Y I , A . : On the evolution of r a n d o m graphs 1 7 
H A R A R Y , P . : Unsolved problems in the enumeration of graphs 6 3 
A L P Á R , L . : Remarque sur la sommabilité des séries de Taylor sur leurs cercles 
de convergence, Ш 97 
V E R M E S , P . : Transformations of periodic sequences 1 6 3 
E R D Ő S , P . : On sets of distances of n points in Euclidean space 1 6 6 
З А К , Л . A . — М И Л Ь Ч Е Н К О , Т . И . — С М И Р Я Г И Н , В . П . : К р а т к о е о п и с а н и е м а -
шины ,,БЭСМ"-Н. (Основные паоаметры) 171 
B I H A R I , I . — F R E Y , T . — P E T H Ő , Á. : Über ein Problem der Gasdynamik (Charak-
teristische Randwertaufgabe mit unstetigkeiten in den Randwerten) 179 
P E T H Ő , Á . : Eine Matrixmethode zur Lösung von Anfangswertaufgaben linearer 
Differenzengleichungen 203 
A O Z A L , J . — G H E R M A N E S O H , M. — Hosszé, M.: On cyclic equations 2 1 6 
A D L E R , G.: Sur u n éta t pseudo-stationnaire intervenant dans la théorie du mélange 223 
B A L A T O N T , F . : Ü b e r die Charakterisierbarkeit partieller Differentialgleichungen 
zweiter Ordnung mit Hilfe der Variationsrechnung 229 
Lis t of lectures he ld in the seminar of the ins t i tu te in 1959 234 
Lis t of recent papers and books writ ten by members of the institute published 
or in p r in t elsewhere 236 
Труды Математического Института Венгерской Академии Наук начиная с 
тома V будут выходить в двух сериях : в выпусках серии А будут публиковаться 
статьи на иностранных языках, а в серии В — на венгерском языке. Выпуски 
1, 2 и 3 каждого тома принадлежат серии А, а выпуск 4 — серии В. Как под-
писчикам, так и учереждениям, меняющим журнал на другие издания, будут 
высылаться выпуски обоих серий. 
Beginning with volume V, the Publications of the Mathematical Ins t i tu te 
of the Hungar ian Academy of Sciences is devided into two Series, of which 
Series A is published in foreign languages, Series В in Hungar ian. Of each 
volume fasciculi 1, 2 and 3 belong to Series A and fasciculus 4 to Series B. 
All subscribers a n d all exchange partners will receive both Series in future. 
T1ÁJEK, J . : Limi t ing distr ibutions in s imple r andom sampling f rom a f in i t e popu-
lation 361 
(Предельные распределения при простой случайной выборке из конечной сово-
купности ) 
H A R A R Y , F . : Unsolved problems in t h e enumera t ion of graphs 6 3 
(Нерешенные проблемы о перечислении графов) 
K O N C Z , К . : Über gewisse Elementenfolgen des Hi lber t schen Raumes 2 5 5 
(О некоторых последовательностях элементов Гильбертова пространства) 
M A R T O S В . : Hiperbol ikus programozás — (Hyperbolic programming) 3 8 3 
(Гиперболическое программирование) 
P A L Á S T I , I . : On some random space f i l l ing p rob lems 3 5 3 
(Проблемы относительно случайного заполнения пространства) 
P E T H Ő , Á . : Eine Matr ixmethode zu r Lösung von Anfangs wer t au fgaben linearer 
Differenzengleichungen 203 
(Применение матричного исчисления к решению задачи Коши для линейных 
уравнений в конечных разностях) 
R E I M A N N , J .—VINCZE, I . : On the comparison of t w o samples with s l ight ly different 
sizes 293 
(Теоремы о распределении и предельном распределении, связанные с двумя 
выборками с незначительно различным числом элементов) 
R É N Y I , А.: Bemerkung zur Arbeit „ Ü b e r gewisse Elementenfolgen des Hilbertschen 
R a u m e s " von K . Koncz 265 
(Замечание к работе <0 некоторых последовательностях элементов Гильбер-
това пространства>> от К. Koncz) 
R É N Y I А . — Z I E R M A N N M . : Üzletek áruel lá tásával kapcsolatos szélsőértékfeladatok 4 9 5 
(On some inventory problems of shops) 
(О проблемах, связанных со снабжением магазинов товарами) 
R É V É S Z , P . : Some r e m a r k s on the r a n d o m ergodio theorem 1 3 7 5 
(Одна вероятностная эргодическая теорема \.) 
S A R K A D I , К . : On tes t ing for normal i ty 2 6 9 
(О проверке гипотезы нормальности) 
SZÁSZ, F . : Ringe, de ren echte Unte r r inge streng zyklische Rcehts ideale s i n d . . . 287 
( Кольца А, каждое истинное подкольцо которых является кольцом вида а А 
№ ) ) 
S Z E K E R E S , G . : On t h e propagation of gravi ta t ional waves 3 
(О распространении гравитационных волн) 
S Z E K E R E S , G . : On a theorem of P a u l Lévy 277 
(Об одной теореме Paul Lévy 
T A N K Ó J . : A s tac ionár ius folyamatok egy tex t i l ipa rban használatos j e l l emző je . . . 4 0 7 
( A characteristic of stationary processes used in textile research) 
(Одна из характеристик стационарных процессов, употребляемая в текс-
тильной промышленности ) 
V E R M E S , P . : Transformat ions of per iodic sequences 1 5 3 
(О преобразованиях периодических последовательностей) 
ZA.TTA A . : A L e h m a n n próbáról 4 4 7 
(On the Lehmann test) — (О пробе Lehmann-a) 
З А К , Л - А. — М И Л Ь Ч Е Н К О , Т . И. — С М И Р Я Г И Н , В . П.: Краткое описание 
машины БЭСМ—II (Основные параметры) 171 
( A short description of the most important parameters of the computer BESM 
-II) 
List of lectures held in t h e seminar of t he in s t i t u t e in 1959 234 
(Список докладов читанных на семинаре института в течение 1959 года) 
List of recent papers and books w r i t t e n by m e m b e r s of the in s t i t u t e published 
or in pr in t elsewhere 235 
(Список новых работ членов института, опубликованных в других местах) 
A Matematikai K u t a t ó Intézet Osz tá lyszeminár iumaiban 1959-ben elhangzott 
előadások k ivona ta i 507 
( Abstracts of lectures delivered in the seminars of the Institute) 
(Резюме докладов произнесенных на семинарах отделений Института) 
Az In tézet m u n k a t á r s a i n a k a korábbi dolgozat jegyzékekben még fel n e m tün te t e t t , 
másu t t megje len t vagy sa j tó a l a t t levő magya r n y e l v ű dolgozata inak jegyzéke 517 
(List of papers in Hungarian of the members of the Institute published or in 
print in another periodical and not yet marked in the previous lists of papers) 
(Список работ сотрудников Института на венгерском языке опубликованных в 
других изданиях или находящихся в печати и еще не отмеченных предыдущих 
списках литературы). 
TARTALOMJEGYZÉK 
I N D E X 
С О Д Е Р Ж А Н И Е 
A C Z É L , J . — G H E R M A N E S C U . M . — H O S S Z Ú , M . : On cyclic equat ions 215 
(О циклических уравнениях) 
A D L E R , G - : Sur un état pseudo-stationnaire intervenant dans la théorie du mélange 
223 
(О псевдостационарном состоянии, встречающемся в теории смешивания) ' 
A L P Â R , L . : Remarque su r la sommabilité des séries de Taylor sur leurs cercles de 
convergence, HI. j 97 
(Замечание о суммируемости ряда Тейлора на окружности сходимости, IIIJ 
B A L A T O N I , F . : Über die Charakterisierbarkeit partieller Differentialgleichungen 
zweiter Ordnung m i t Hilfe der Variationsrechnung 229 
(О возможности характеризации дифференциальных уравнений в частных 
производных с помощью вариационного исчисления) 
B Á N K Ö V I , G.: Evaluation of integrals b y Monte Carlo me thods based on t h e one 
dimensional random space filling 339 
(Расчет интегралов методом Монте-Карло, основанным на одномерном 
случайном заполнении пространства) 
B I H A R I , I . — F R E Y , T . — P E T H Ő , Á. : Über ein Problem der Gasdynamik (Charak-
terist ische Randwertaufgabe mit unstet igkeiten in den Randwerten) 179 
(Об одной проблеме газовой динамики [характеристическая граничная задача 
с разрывными граничными Значениями)) 
C S Á K I , Р . — F I S C H E R , J . : On bivariate s tochast ic connection 311 
(О стохастических связях с двумя переменными) 
C S Á K I , Р . — F I S C H E R , J . : Contributions to t h e problem of maximal co r re l a t ion . . . 325 
(Замечание о проблеме максимальной корреляции) 
E R D Ő S , P . — R É N Y I , A.: On the evolution of random graphs 17 
(О развёртывание случайных графов) 
E R D Ő S , P . : On sets of distances of n points in Euclidean space 165 
(О расстояниях между n точками Евклидова пространства) 
F É N Y E S , Т . : A modern operátorszámítás alkalmazása egyszerű átvivőrendszerek 
válasz-analízisében 461 
(Die Anwendung der modernen Operatorenrechnung bei der Anwort-Analysis 
einjacher Übertragungssysteme) 
(Приложения современного операционного исчисления к ответному анализу 
простых переносных систем) 
F É N Y E S Т . — N Á D A S Т . : Törpetranszformátorok lemezmaglapjainak ál ta lános 
geometriai gazdaságossági problémái 473 
( Untersuchung der allgemeinen geometrischen Wirtschaftlichkeit der Kernbleche 
von Kleintransjormatoren) 
(Общие пороблемы о геометрической экономичности пластиночных ядерных 
листов карликовых трансформаторов) 
Г О Л Е Н К О , Д. И. — С М И Р Я Г И Н , В . П.: Датчик случайных чисел равномерно 
распределенных в интервале (0,1) 241 
( A source of random numbers which are equidistributed in [ 0 , 1 ] , ) 
G R Ä T Z E R , G . — S C H M I D T , E . T . : Über e infache Körpererweiterungen 2 8 3 
(О простых расширениях тел) 
A MAGYAR TUDOMÁNYOS AKADÉMIA 
MATEMATIKAI KUTATÓ I N T É Z E T É N E K 
KÖZLEMÉNYEI 
SZERKESZTI : RÉNYI A L F R É D 
TECHNIKAI SZERKESZTŐK: BOGNÁR KATALIN, RÉVÉSZ P Á L 
A SZERKESZTŐSÉG CÍME: MATEMATIKAI KUTATÓ I N T É Z E T , BUDAPEST V., REÁLTANODA U. 13/15. 
A MATEMATIKAI KUTATÓ I N T É Z E T KÖZLEMÉNYEI az Intézet tudományos eredményeit tar ta lmazó 
és egyéb matematikai, valamint a matematika gyakorlati alkalmazásával kapcsolatos dolgozatokat közölnek. A folyó-
irat minden kötete két sorozatban jelenik meg (A. és B. sorozat). Az A. sorozat idegen nyelvű, a B. sorozat magyar 
nyelvű. Évente egy kötet jelenik meg kb . 30 nyomdaív terjedelemben, amely az A. sorozat 3 és a B. sorozat 1 füzeté-
ből áll. A dolgozatokhoz azoktól különböző nyelvű kivonatok csatlakoznak. Közlésre szánt dolgozatokat kér jük ké t 
gépelt példányban kivonattal ellátva a szerkesztő elmére küldeni (Budapest V., Reál tanoda u . 13—15.). 
A MATEMATIKAI KUTATÓ I N T É Z E T KÖZLEMÉNYEInek előfizetési á ra kötetenként belföldi címre 
50,— Ft , külföldi címre 70,— Ft . (Kötetenként 5 $.) Belföldön előfizethető a Posta Központ i Hirlapirodánál (Buda-
pest V., József nádor tér 1.) vagy bármely Postahivatalnál. Egyéni előfizetők a 61257. számú, közületek a 61066. 
számú csekkbefizetési lap felhasználásával, vagy az MNB 8. számú egyszámlára való átutalással rendelhetik meg 
a folyóiratot. Külföldi megrendelések a Ku l tú r a (Budapest, 62, Р О В 149) útján eszközölhetők. A folyóirat egyes 
füzetei 15,— Ft-os árban az Akadémiai Könyvesboltban kaphatók (Budapest V., Váci u. 22.). Cserekapcsolatok felvé-
tele érdekében kér jük az Intézet Könyvtárához fordulni (Budapest V., Reáltanoda u. 13—15.). 
ТРУДЫ 
МАТЕМАТИЧЕСКОГО ИНСТИТУТА 
А К А Д Е М И И Н А У К В Е Н Г Р И И 
Р Е Д А К Т О Р : A L F R É D R É N Y I 
Т Е Х Н И Ч Е С К И Е Р Е Д А К Т О Р Ы : KATALIN BOGNÁR, PÁL R É V É S Z 
А Д Р Е С : М А Т Е М А Т И Ч Е С К И Й И Н С Т И Т У Т , BUDAPEST V., REÁLTANODA U. 13/15., В Е Н Г Р И Я 
В Т Р У Д А Х М А Т Е М А Т И Ч Е С К О Г О И Н С Т И Т У Т А печатаются статьи, содержащие результаты 
научно-исследовательской работы И н с т и т у т а , и другие математические работы, а т а к ж е статьи, связан-
ные с практическими приложениями математики. К а ж д ы й том ж у р н а л а состоит из двух серий: с е р и я 
А и В. Серия А выходит на иностранных языках , Серия В —-на венгерском я з ы к е . В каждом году выхо-
дит один том, который содержит приблизительно 30 печатных листов, и состоит из 3 выпусках серии А и 
одного выпуска серии В. Статьи с н а б ж е н ы с резюмами на я з ы к а х отличающих от языка статьи. 
Цена подписки на Т Р У Д Ы М А Т Е М А Т И Ч Е С К О Г О И Н С Т И Т У Т А в Венгрии 50 форинтов, на 
заграничный адрес 70 форинтов ( $ 5 — за каждый том). Заграничные з а к а з ы принимает К у л ь т у р а , 
(Budapest, 62, Р О В 149). По поводу о т н о ш е н и я обмена просим обращаться к Библиотеке Института 
(Budapest V., Reál tanoda u . 13/15., В е н г р и я ) . 
PUBLICATIONS 
OF T H E MATHEMATICAL INSTITUTE 
OF THE HUNGARIAN ACADEMY OF SCIENCES 
E D I T O R : ALFRÉD R É N Y I 
TECHNICAL E D I T O R S : KATALIN BOGNÁR, PÁL RÉVÉSZ 
ADDRESS: MATHEMATICAL I N S T I T U T E , BUDAPEST V., REÁLTANODA U. 13/15, HUNGARY 
The PUBLICATIONS OF T H E MATHEMATICAL INSTITUTE are publishing papers containing the 
results of scientific work of the Institute and other mathematical papers on the practical applications of mathematics. 
Each volume of the journal is published in two series (series A andB). Series A is published in foreign languages 
series В in Hungarian. I n every year one volume appears, consisting of about 30 printed lists and containing 3 fasci-
culi of series A and one fasciculus of series B . The papers are provided with abstracts In languages different from 
tha t of the corresponding paper. Papers in tended for publication in the journal should be sent to the editor in 2 type-
writ ten copies, with an abstract. 
The price of a volume of the PUBLICATIONS OF T H E MATHEMATICAL INSTITUTE Is 50,— F t to 
an adress in Hungary and 70,— Ft ($ 5.— the volume) to abroad. Subscriptions can be made at the Kultúra from 
abroad (Budapest, 62, РОВ 149). For establishing exchange relations please write to the Library of the Mathe-
matical Institute (Budapest V., Reáltanoda u . 13/15. Hungary). 
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O F T H E 
O F T H E 
1960 
A MAGYAR TUDOMÁNYOS AKADÉMIA 
MATEMATIKAI KUTATÓ I N T É Z E T É N E K 
KÖZLEMÉNYEI 
SZERKESZTI: RÉNY'I ALFRÉD 
TECHNIKAI SZERKESZTŐK: BOGNÁR KATALIN, RÉVÉSZ PÁL 
A SZERKESZTŐSÉG ClME: MATEMATIKAI KUTATÓ INTÉZET, BUDAPEST, V. REÁLTANODA U. 13/15-
A MATEMATIKAI KUTATÓ INTÉZET KÖZLEMÉNYEI az Intézet tudományos eredményeit tartalmazó 
és egyéb matemat ika i , valamint a ma tema t ika gyakorlati alkalmazásával kapcsolatos dolgozatokat közölnek. A folyó-
irat minden köte te két sorozatban jelenik meg (A. és B. sorozat). Az A. sorozat idegen nyelvű, a B. sorozat magyar 
nyelvű. Évente egy kötet jelenik meg kb . 30 nyomdaiv terjedelemben, amely az A. sorozat 3 és a B. sorozat 1 füzeté-
ből áll. A dolgozatokhoz azoktól különböző nyelvű kivonatok csatlakoznak. Közlésre szánt dolgozatokat kér jük két 
gépelt példányban kivonattal ellátva a szerkesztő címére küldeni (Budapest, V. Reáltanoda u. 13—15.). 
A MATEMATIKAI KUTATÓ INTÉZET KÖZLEMÉNYEInek előfizetési ára kötetenként belföldi címre 
50,— Ft, külföldi címre 70,— Ft . (Kötetenként 5 $.) Belföldi megrendelések az Akadémiai Kiadón keresztül adhatók 
fel (Budapest, V. Alkotmány u. 21.. Magyar Nemzeti Bank egyszámlaszám: 15.915.111—46), külföldi megrendelések 
a Kultúra (Budapest , 62, P.O.B. 149) ú t j á n eszközölhetők. A folyóirat egyes füzetei 15,— Ft-os árban az Akadémia i 
Könyvesboltban kaphatók (Budapest, V. Váci u. 22.). Cserekapcsolatok felvétele érdekében kérjük az Intézet Könyv-
tárához fordulni (Budapest, V. Reál tanoda u. 13—15.). 
Т Р У Д Ы 
МАТЕМАТИЧЕСКОГО ИНСТИТУТА 
А К А Д Е М И И Н А У К В Е Н Г Р И И 
Р Е Д А К Т О Р : A L F R É D RÉNYI 
Т Е Х Н И Ч Е С К И Е Р Е Д А К Т О Р Ы : KATALIN BPGNÁR, P Á L RÉVÉSZ 
А Д Р Е С : М А Т Е М А Т И Ч Е С К И Й И Н С Т И Т У Т , BUDAPEST, V. REÁLTANODA U. 13/15., В Е Н Г Р И Я 
В Т Р У Д А Х М А Т Е М А Т И Ч Е С К О Г О И Н С Т И Т У Т А печатаются статьи , содержащие результаты 
начуно-исследовательской работы Института , и другие математические рботы, а также статьи, связан-
ные с практическими приложениями математики. К а ж д ы й том ж у р н а л а состоит из двух серий: серия 
А и В. Серия А выходит на и н о с т р а н н ы х языках, Серия В — на венгерском языке. В каждом году выхо-
дит один том, к о т о р ы й содержит приблизительно 30 печатных листов, и состоит из 3 выпусках серии А и 
одного выпуска серии В. Статьи с н а б ж е н ы с резюмами на языках о т л и ч а ю щ и х от языка статьи. 
Цена подписки на Т Р У Д Ы М А Т Е М А Т И Ч Е С К О Г О И Н С Т И Т У Т А в Венгрии 50 форинтов, на 
заграничный а д р е с 70 форинтов ( $ 5 — за каждый том). Местные заказы принимает Издательство Ака-
демии Наук (Budapest, V. Alkotmány ч. 21., счёт Венгерского Национального Банка 15.915.111-46), 
заграничные з а к а з ы принимает К у л ь т у р а , (Budapest, 62, Р.О.В. 149). По поводу отношения обмена про-
сим обращаться к Библиотеке И н с т и т у т а (Budapest, V. Reáltanoda u. 13/15., Венгрия). 
PUBLICATIONS 
OF T H E MATHEMATICAL INSTITUTE 
OF T H E HUNGARIAN ACADEMY OF SCIENCES 
EDITOR: ALFRÉD R É N Y I 
TECHNICAL EDITORS: KATALIN BOGNÁR, PÁL R É V É S Z 
ADDRESS: MATHEMATICAL I N S T I T U T E , BUDAPEST, V. REÁLTANODA U. 13/15, HUNGARY 
The PUBLICATIONS OF T H E MATHEMATICAL INSTITUTE are publishing papers containing the 
results of scientific work of the Insti tute a n d other mathematical papers on the practical applications of mathematics . 
Each volume of the journal is published in two series (series A and B). Series A is published in foreign languages,, 
ceiies В in Hungarian. I n every year one volume appears, consisting of about 30 pr inted lists and containing 3 fasci-
culi of series A and one fasciculus of series B. The papers are provided with abstracts in languages different from 
t h a t of the corresponding paper. Papers in tended for publication in the journal should be sent to the editor in 2 type-
wri t ten copies, wi th an abstract. 
The price of a volume of the PUBLICATIONS OF T H E MATHEMATICAL INSTITUTE is 50,— F t to 
a n adress in Hungary and 70,— Ft ($ 5.— the volume) to abroad. Subscriptions can be made at the Academie Pub-
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ON THE PROPAGATION OF GRAVITATIONAL WAVES 
G. S Z E K E R E S 1 
Dedicated to Professor K. Novobátzky, 
for his 75th birthday. 
§ 1. Introduction 
The study of gravitational waves in general relat ivi ty suffers f rom an 
inherent difficulty which arises from the principle of equivalence and the 
corresponding lack of definitiveness of coordinate systems. If other aspects 
of the surrounding Universe are disregarded, it is quite possible to produce 
gravitational waves (even under perfectly f la t conditions) by introducing 
suitable spacetime coordinates, and the objectivity of wave phenomena 
depends part ly on the object ivi ty with which one can select a reliable coordi-
nate system. The difficulty affects both the dynamical and kinematical 
aspects of wave propagation. Since field energy can only be calculated f rom 
the well known pseudotensor, i t is impossible to make precise s tatements 
concerning the amount of energy transferred by gravitational radiation unless 
the coordinate system is specified; and the same is t rue for statements on 
the propagation of gravitational signals. 
For the case of weak fields, E I N S T E I N himself proposed a solution in 
the early days of relativity. E I N S T E I N showed tha t if there exists a coordinate 
system in which deviations f r o m the Minkowskian values are everywhere 
small then one can select by means of suitable auxiliary conditions a class 
of reasonably good almost Minkowskian coordinate systems in which gravi ta-
tional signals propagate with t h e velocity of light. The idea of auxil iary 
conditions has been exploited wi th great success in recent t imes, particularly 
by V. F O C K and his school. F O C K calls a coordinate system harmonic2 if i t 
satisfies 
3 « 
(1) y ' — ((-g)'l'9t'v) = 0,g = detglxv, (v = 0 ,1 , 2, 3) ; 
it is usually possible to satisfy these conditions, and the coordinate system 
so obtained has some rather a t t ract ive properties, part icularly where wave 
propagation is concerned. One of these properties is t h a t under ordinary 
circumstances and suitable boundary conditions at infinity, harmonic coordi-
nates are uniquely determined, apa r t from the arbitrariness of a Lorentz 
transformation. Hence the suggestion, put forward by F O C K , t h a t harmonic 
1
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coordinates should have the same status in general relativity theory as inertial 
frames have in special relativity. 
I t is not altogether easy to assess the correct significance and position 
of the harmonic condition (1) within the framework of general relativity. 
Superficially, it resembles the famous Lorentz condition on the vector poten-
tial in electrodynamics which is essentially a mathematical device to obtain 
solutions of the field equations in a convenient form. But whereas the Lorentz 
condition has no influence on the (physically observable) electromagnetic 
field forces, the harmonic condition is to characterize a class of "na tura l" 
frames of reference in which for instance gravitational energy changes can 
conveniently be represented. But when a physicist chooses a space-time 
coordinate system to describe gravitational effects (e. g. in the solar system), 
he will mainly be guided b y visual considerations such as observations of the 
position of distant stars or measurements of D O P P L E R shif t in the radiation 
from these distant sources. Now there is no a priori reason why this "visual" 
frame should satisfy the harmonic condition, and in the present paper we 
shall discuss a situation where the two coordinate systems (namely the visual 
and the harmonic) are definitely not identical. 
In this connection i t is interesting to note tha t the Schwartzschild 
frame, which is most commonly used to describe the centrosymmetrical sta-
tical field because of its formal simplicity, does not satisfy the harmonic 
condition. Of course the centrosymmetric harmonic f rame with the line 
element 
l _ £ ( l + Ü 
=1 
dt2 — — dr2 1 Л 
- - I r I r r
2 
r} 
is physically just as acceptable and leads to the same observational effects 
as the Schwartzschild line element 
[l — —I dt2 dr*- - y dxl. 
\ r ) r — 2(1
 k=i 
But beyond this assertion the harmonic system does not offer any particular 
advantages. 
This example shows a t any rate t h a t under suitable circumstances sym-
metry conditions can be quite an effective substitute for auxiliary conditions. 
The intrinsic strength of symmetry conditions is t ha t if they are applicable 
to all, they are comparatively immune to objections; if a configuration admits 
certain geometrical symmetries, it seems to be sound philosophy to use a 
coordinate system which exhibits these symmetries. 
In the present note we shall use this principle to examine the existence 
and propagation of pure gravitational waves, in the special case of a rotating 
ellipsoidal body. The inherent symmetries of this model enable us to guess 
the general form of an adequate line element with reasonable certainty, and 
it will be possible to obtain a reliable picture of the generated waves without 
imposing the harmonic condition. As expected, we shall find spherical (or 
almost spherical) gravitational potential waves spreading out with the velo-
city of light, but the form of the waves and in particular the law of decrease 
of their amplitude, will depend quite essentially on whether the visual or the 
harmonic frame is used. 
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§ 2. The rotating ellipsoid 
We consider a n ellipsoidal body of gravitational radius /л a n d principal 
semi-axes a (1 + е Д a (1 + e2), a (1 + e3), ex =f= e2, 
( 2 ) e x + e a + e 3 = 0 , 
which rotates with constant angular velocity со a b o u t the axis of a (1 + e3). 
The velocity of light a t infinity is t a k e n to be 1. In order to avoid t h e complexi-
ties of an exact solution, we assume tha t the eccentricities ep a re small and 
neglect all quantities in which e2 or co2(u2ep appears . These approximations 
are quite adequate for the purpose of finding out t h e essential characteristics 
of the generated waves. Occasionnally we shall refer to "small" values of r; 
by this we mean t h a t cor is small. Otherwise no restriction will be placed 
on the angular velocity itself. 
W i t h the above mentioned approximation t h e Newtonian potential 
outside the body a t res t is 




Hp = 2 A P k h , h = xklr> 
k = I 
where M is the moment of inertia of the ellipsoid a b o u t its axis of rotation 
and 
Ap = (Api, Ap2, Ap3), p= 1 , 2 , 3 
are mutual ly perpendicular unit vectors in the directions of the (body-fixed) 
principal axes. Suffices such as m,n,p will always a p p e a r in the lower position 
and run f rom 1 to 3; t h e t ime suffix 0 will usually be wri t ten out separately. 
The summation convention will only be used in conjunct ion with ep (or s* 
defined below) and t h e n in a rather unconventional manner: t he index is 
3 
required to appear three t imes in the t e rm . Thus spHpApm denotes epHpApm 
p = I 
3 
and Ep 11\ denotes V epHpHp. On the o ther hand £mHm, E*n^m are n o t to he 
p^I 
summed for m. Note t h a t 
3 3 
(4) ^ Apm Apm = 2 ep = 0 
m = 1 p = l 
because of the orthogonali ty of the Ap and the normalization (2). 
If t he a;3-axis is placed in the direction of the (space and body-fixed) 
rotation axis and the t ime origin is sui tably chosen we can set 
(5) Aj = (cos oA, sin cot, 0), A 2 = (— sincui, cos (at, 0), 
A 3 = (0,0 ,1) 
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hence 
Щ=~ d î + Ц) + - d î - il) COS 2 coi + Í i f 2 sin 2 cot 
d ? + il) - Y d ! - il) cos 2 coi - i 1 i 2 sin 2 coi 
and 
(6) ep Щ = e* f 2 + e cos2 0 cos 2(<p — coi) 
where 
(7) £* = e* = — (e1 + e2), ef = e3, e = i - (e1 - e2) 
2 — 
and 
(8) i x = cos cos 0 , £2 = sin cos 0 , i 3 = sin 0 . 
Note fur thermore t h a t 
(9a) Е
р




( Щ У 
4 со2 
(9b) e Hp Apm = £ * f m - - 1 - ep(HpApm)" 
4 со2 
(9c) e A Apn = ?-(£*+ eg) ômn - - 1 e p (d 4 p n ) ' ' 
2 4 со2 
where ( • ) = 8/9Í. Hence 
(10a) ep(H%)' " ' = — 4 со2 sp(Hp)' 
a n d similar expressions for ep(Hp Apm)"', ep(Apm Apn)"'. 
To obtain the most general form of a coordinate system w i t h symmetries 
appropr ia te to t he problem, we employ the following device: We set t en ta -
t ive ly 
i7oo = 1 2 F , g0n = 0, gmn = - ômn 
where V is given by ( 3 ) , and calculate the R I C C I tensor. In order to be able 
to satisfy E I N S T E I N ' S equations, we must clearly allow t h e metric tensor 
t o contain all t ypes of terms which appear in t h e R I C C I tensor . This conside-
ra t ion finally leads to the following assumption: 
( l i a ) g00 = 1 - 2 / c r - 1 - 3 Mr-» e* f* - со2 Г ^ Я 2 ) ' - соV2 ер(ЩУ, 
( l i b ) g0n =• со2 Biep(Hp АрпУ + со B2ep(Hp АрпУ + оАС1Ер(Щ)Уп + 
+ соС2ер(ЩУ Çn, 
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- flW = <W + 2 И r-1 fm in + D0 r-3 a* f 2 ômn + E, r~ 3£* Ц £m £n + 
+ F0 r-3(a* + £*) |m f„ + G0r-*(e* + e*) ômn + 
+ со2 Dx ер(ЩУ ômn + со D2 ер(Щ)~ ômn + 
(lie) + со2 Ex ер(ЩУ £m£n + co E2 ер(ЩУ £m £n + 
+ ci2 Fx ep[ (Hp Apmy £n + (Hp Apn)' £m\ + 
+ со F
 2 sp[(Hp Apmy • £n + (Hp Apn)" £m] + 
-f- со2 Gx sp( Apm 
Apn)' + w G-iep( Apm Apn) , 
where D0, ..., G0 a re constants a n d Bv B2, . . . , V2 are funct ions of cor. Hence 
dBj/dr =wB[ etc. 
Strictly speaking one ought to add a t e r m of the form 2Mr~ 2 Q m to t h e 
expression for g0n where Ox = —«г60- ^z = e i a)> ®з = ^ to t a k e into account 
the motion of the rota t ing m a t t e r relatively t o t h e coordinate frame 3 b u t i t 
can be omitted as i t has no relevance to our problem. We m a y imagine t h e 
field created by pulsat ion ra ther t h a n actual ro t a t ion in which case the t e r m 
does not appear a t all. Also t e r m s containing (ju/r)2 have been omit ted as 
they have no effect on fur ther calculations. 
The amoun t of arbi t rar iness of the coord ina te system is expressed b y 
the t ransformat ion 
" + 
(12a) t = t + w2 Tx гр{ЩУ + со T2 ер(ЩУ , 
(12b) xm = xm + co2Mxsp(Hp ApJ + coM2ep(Hp Apm) 
+ со2 Nx ер(НрУ £m + co N2 ер(ЩУ ' £m 
where Tx, . . ., iV2 a re functions of cor, of the s a m e general o rder of smallness 
as the coefficients of the metric tensor in (11). I n the new coordinates 
(13a) !7OO = (/oo - 8 W3 T2 ер(ЩУ + 2 W2 Tx ер(ЩУ ' , 
9on = 9on + c o 3 T ' x 
cor 
Tx + 4A'j ер(Щ)' £n + 
(13b) n 
со r 
T 2 - Nx \ер(ЩУ£п + 
+ с о 3 - Tx + 4 M2 
CO r 
eJH. A pn! 
+ С0» — T2-co*Mx 
CO r 
Ep(HpApny 
by (10), where g00, g0n a re the same expressions in t h e new coordinates as they 
were in the old ones; a similar fo rmula can be ob ta ined for gmn. I n t h e ealcula-
3
 J . Lense and H. Thirring, Pliys. Z. 19 (1918), 156 — 163. 
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tion of (13) we have made no distinction between differentiation wi th respect 
to t and t; th i s is permissible in the p resen t approximation. 
By a suitable determinat ion of Mt, Nh T„ г = 1, 2, we can evident ly 
achieve t h a t g00 be t ime-independent a n d g0n — 0. However, the time-coordi-
nate corresponding to t h e first assumption is not l ikely to be useful t o an 
actual observer, and we prefer not to specify the coordinate system a t this 
stage bu t t r y to satisfy t h e Einstein equat ions 
with the general line element (11). 
The computation of the R I C C I tensor is s t raightforward b u t rather 
tedious, a n d details will be suppressed. One gets a system of 14 equations 
for the unknown funct ions Bt, . . . , Vh which turn o u t to be compatible and 
which can be reduced t o the following system: 
(14) p ; '
 + i p ; _ A p . + 4 P . = 0 
X X2 
(15) Ht = — xP'i — 2P, -f- £K'i 
( 1 6 ) Lt = ±x(P\ + Щ) - ( P , + Ht) 
A 
(17) F, = 2X2 A", + 1 -XF; + 2(1 —X 2 )P 
2 
(г = 1, 2), where 
(18) X = cor 
and t h e quantities Pit H:, Klt L, a r e given by 
( 1 9 ) р .
 = д . _ 1 р . _ ! д < + _ 1 р : + ! 0 : , 
2 2 2x X 
( 2 0 ) я ; = р / + д _ Л д + | с : , 
( 2 1 ) + 
Л/ 
( 2 2 ) Lt = Et + 2 0 } - - | Ö ; 
with 
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Equat ion (14) shows tha t ж1/2 Р
г
 and x"2 P 2 a re Bessel funct ions of, 
2x of order + — ; therefore 
2 
(24) P , = 
Г 1 - - 3 L U 4 x 3 sin (2 ж + ßß + — - cos (2 X + ß,) 2 x 2 » = 1 , 2 , 
where ait ßt are integrat ion constants. P , is the only combination of t h e field 
quant i t ies which can be determined f r o m the equations independent ly of the 
arbi t rarniness of the coordinate system. The others depend on t h r e e pairs 
of a rb i t r a ry functions, namely Bt, C, and G„ corresponding to the f r ee choice 
of Mi, Nt and P, in (12). We can dispense with the f i r s t two by se t t i ng 
(25) B, = Ct = 0 ; 
it gives g0n = 0, t h a t is a s tat ionary coordinate system.4 Thus we are left 
with a pair of free functions G1 and G2; t he only restriction on these funct ions 
is t h a t they should vanish sufficiently rapidly a t inf in i ty . 
I n order t ha t Vt vanish a t in f in i ty , we must have by (17) a n d (24) 





- sin (2 X + ßß -\ cos (2 X + ßß 
X 2 
(26) i Yt 
4 X 3 
sin (2 X + ßß + Q, 
where Q, —> 0 for x —v 0 0 and y, is a constant . For c lar i ty we have separa ted 
out t he p a r t with yt f rom ; the la t ter can then be regarded as an "aper iodic" 
par t whose appearance is due to an inappropria te choice of coordinates. 
By se t t ing Qi = 0 and subst i tut ing (25), (26) into (15)—(22), we get 
(27) V, = а,-
D 
3 3^ 
2 x 8 x3  
1 










Li = (2 a,. -
Я , = -
+ Yt 
2 x 8 x 3 , 
3 
sin (2 x + ßß d cos (2 x + ßß 
4 x 2 
8 x3  
Yd 
sin (2x + ßß 
±
 + l í 
2 x 8 x3 
4 x2 
cos (2 x + ßß 







sin (2 x + ßß H cos (2 x + ßß 
2 x2 
4 x3 
sin (2x + ßß 
2 x2 
cos (2 x + ßß 
4
 We shall f ind later tha t the harmonic condition leads to a non-zero determination 
of Bj. The obvious advantage of stationary coordinates is that i t allows a clear separat ion 
into " space" and " t ime" . The potential funct ion F/ itself is no t affected by the choice 
of Bi. 
10 SZEKERES 
The most interest ing feature of the solution is the appearance of the 
c o n s t a n t Y, in the expression for F, . I t means t h a t the observed fluctuation 
of t h e gravitational potential depends significantly on the selected value of 
y, a n d its determinat ion must be regarded as a physical problem rather t h a n 
a m a t t e r of mathemat ical convenience. 
Fortunately it is possible to f i x the coordinate system on physical grounds, 
in sp i te of the pr inciple of equivalence, because of the near-centrosymmetry 
a n d one-body charac te r of the problem which allows us to localize the source 
of oscillations a t t h e origin. Clearly a good coordinate system is one which 
does no t take p a r t in the radial oscillations of t h e gravitat ional acceleration. 
Now any oscillation of this kind can be detected visually, by observing varia-
t ions of D O P P L E R sh i f t in a s tream of light which comes from a dis tant source 
in radia l direction. Therefore we m u s t seek a coordinate frame in which such a 
D O P P L E R shift e f fec t is absent, a n d this will cer tainly be the case if we can 
choose the system so that the radial velocity of light at every spatially f ixed 
p o i n t is constant in time. In t e r m s of the met r ic tensor (11) we have t he 
condit ion that 
(31) F, + A + я , + 2 F . + = 0 
for all X. It is n o t altogether obvious that equat ion (31) can be satisfied a t 
all . But if we subs t i tu te the expressions (26)—(30) into (31) we get 
(32) (3 a , - y,) 
- Ц sin (2x + ft) - - - - cos (2 X + ft) 
4 Xs 2 Xi 
= 0 
a n d we see t h a t (32) holds provided that y, is determined f rom 
(33) y, = 3 a , (i = 1 , 2 ) . 
There is ano ther circumstance which favours this selection of y,: as 
seen from (27), i t is the only va lue of y, which leads to a 1/x2 law of decrease 
of the gravi ta t ional potential (hence also of t h e periodic acceleration) for large 
т . We have therefore good reason to believe t h a t (33) is the physically most 
acceptable va lue of y,. 
It is in teres t ing to compare (33) wi th the value obta ined for y, in a 
harmonic coordinate system. I t can be shown that the harmonic condition 
(34) J э* - Г ( Д ! ^ = ° = 2 ' 3 ) 
|U=0 " • > . / /=0 /. = 0 ' < " ' 
leads to the equat ions 
(35) -x2(K" - PD + 3 x(K\ - P\) + 2 х2(К, - P,) - P, = 0 , 
(36) X 2 B'l + 2x B\ + 4z 2 B, — 2 Bt + 4 С, = 0 , 
(37) x2C"t + 2 z C ; . - F 4 : r 2 C ( . — 1 2 C , = 0 
ON T H E PROPAGATION OF GRAVITATIONAL WAVES 11 
F r o m the last equa t ion it follows t h a t xv*Ct is a Bessel f unc t i on of 7 





8 . r 4 
sin 2 x -f-
+ 1 4 a'3 x 
cos 2 x 
From (36) we find t h a t xVl Bt = — — xx/ï С, plus a Bessel function of order 
5 
3 
± — which is admissible as it behaves well both for small and large x. Thus 
there is a considerable indeterminacy in the harmonic coordinate system 
due to the degenerate character of t he problem of uni form rotation. The 
indeterminacy will be removed in section 3 where non-uniform rotat ion is 
considered. We shall f i nd t h a t the correct determination of Bi and C, is such 
t ha t 
(38) B't --l-Bt + P, = 0 , Cj = 0. 
x 
Hence ВI ф 0 and the harmonic system is not s ta t ionary. With the above 
determinat ion, equations (19), (20) and (22) take the simple form 
(19*) 1 p, = D, - - F j , 
2 2 
(20*) Я, = F-t - P,, 
(22*) L, = E,. 
Final ly (35) gives wi th (24) 
1 1 (39) K, = a, 
2 x3 
sin (2 x + A) + - -cos (2 x + ßi) 
plus a t e rm x~5l2 J , where -/, is a Bessel-function of order — in 2x: I t will be 
found t h a t in the correct f r ame this last p a r t vanishes and K t is given by (39). 
Comparing with (26) we f i n d tha t Q, = 0 and 
(40) Yt = 2 ai • 
An a t t rac t ive feature of the harmonic f rame is t ha t i t leads to a pa r t i -
cularly simple form of the solution, viz., 
(41) P,, Et = F, = 0, 
as seen easily from (19*), (20*), (22*), (27)—(30) and (40). On the other h a n d 
it gives y( = 2a , instead of (33), and in view of the previous discussion it is 
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n o t very likely t h a t an actual observer will accept the harmonic frame as a 
suitable coordinate system. 
To represent outgoing waves only a n d to suit the given initial condi-
71 
t ions for small r, we set ßt = 0 , ß2 = " -, oq = 2<ц = 2 M ; i t gives 
!7oo = 1 — 2 / г r 
- l 3 e3 Mr~3 11 
(42a) 
cos2 б 
— 3 £ M cos2 в [r~3 cos 2 (co(r - t) -f <p) + 2 ы r~2 sin 2 (co(r — t) + 9?)] 
in the "visual" frame (33) a n d 
3 
(42b) 
+ 3 e M cos2 в 
! ? o o = 1 - 2t*r~ 
4 
3 
3 £3 Mr~3 1 - cos2 0 + 
3 j cos 2{w(r — t)-\-<p) - 2 ft) r '• sin 2 (oj(r — t)-\-<p) 
in the harmonic frame (40). Bo th represent a potential wave spreading radi-
ally outwards with phase velocity 1, i. e. wi th the velocity of light. 
In the wave zone (large r) the dominan t periodic t e r m of the potent ia l 




I/0 = 3 e Mr-3 cos2 д sin 2 (w(r —t) + <p) 
Uh = — 2 e M со2 r-1 cos2 в cos 2 (со(r — t) + q>) 
respectively. A p a r t from a difference in phase lag as compared with the po ten-
t ia l near the body, the ampl i tudes of the two potentials have quite d i f ferent 
orders of magni tude, 5 and we have a s tr iking illustration of the fact, implicit ly 
contained in the principle of equivalence, t ha t one canno t make object ive 
statements on gravi tat ional forces wi thout considering the physical (non-
mechanical) features of t h e environment a t large. A local gravitat ional cri-
terion such as the harmonic condition can hardly influence in a decisive 
manner the selection of t h e physically most acceptable coordinate system. 
§ 3. Non-uniform rotation 
We shall drop now t h e assumption of constant a> a n d consider a non-
uniform (accelerated) ro ta t ion of the ellipsoidal body. The purpose of tli6 
discussion of this more general situation is to find out a b o u t the propagat ion 
of gravi tat ional signals (as dist inct from the phase propagat ion of pure waves), 
independently of auxiliary conditions; in point of f ac t we can regard t h e 
variable angula r velocity as an information to be t r ansmi t t ed to the observer 
through gravi ta t ional waves. 
We assume tha t the Newtonian potent ia l outside a n d not very far f rom 
the rotat ing body is given b y (3) and (5) where m is now a function of t. To f i n d 
5
 Both decrease much slower than the Newtonian ampli tude which is of order r 3. 
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out the general form of a good line element corresponding to this assumption 
we shall make use of t he results obta ined in the previous section. 
We f i rs t note t h a t the solution (25)—(30) for the line e lement (11) 
with constant со can be wri t ten in the form 
(44a) g,,, = 1 - 2/г r~i - v, r> 
(44b) g,n = Zk 6, r>-3 ep(Hp Apn)W + 27, с, т>-*(Щ)Ы f „ , 
- SW = àmn + 2 fi r - 1 im f „ + 27, dx r>~3 ер(Щ)т ômn + 
+ к r'~z ep {(Hp Apm)W £n + (Hp Apn)W U + 
+ E % g y - 3 e p ( A p m A J W 
(44c) 
where the coefficients bx, . . ., vk are constants ( = 0 for A > 2) and Apk is 
given by 
A, = (cos(cu t — cor), sin(cu t — cu r), 0) 
(45) A2 = ( — sin (cud — eu r), cos(cui — cu r), 0) 
A 3 = (0, 0,1) 
instead of (5). Thus Apk, Hp are regarded as functions of t — r (and of xk) 
and the symbols ( )h) s tand for derivatives with respect to t — r. 
In this form the line element is suitable for immediate generalization 
to the ease when со is variable. As we expec t a re tarded dependence on t, 
we assume t h a t cu is a funct ion of t — ßr where ß~x is the velocity of propaga-
tion to be determined. Substi tut ion in the Einstein equat ions gives a n u m b e r 
of recursive relations for the coefficients b}, ..., vk, which however t u r n out 
to be incompatible with the boundary conditions bx — 0, . . , , » , = 0 for 
A 7> 2, except when ß = 1. In tha t case t h e equations can he satisfied with 
the following system of coefficients (all others are zero) 
(46a) e0 = 5 (v0 — d0), f0 = — 4 v0 + 2 d0 + 3 bk — 2 cx , 
2 4 
9o = 2 vo — ~ do - 2 b1 + — Cy , 
о о 
2 1 2 
v1 = v0, d1 = -v0+--d0-—c1 + 2c;t, 
О О О 
7 8 4 (46b) e, = — (v0 — d0) + — (с, — 3 c2), gx = — v0 — 2 6 2 , 
8 2 4 
к = - —
 v
o + -d0 + \ - — et + 2b2 + 2c2 , 
О О О 
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(46c) v2 = ~ d0 - 2 cv d2 = * v0, e2 = - (v0 - d0) + 2 (cx - 3 c 2 ) , 
»5 о о ó о 
2 2 
/ 2 = — - v o + 62> fifa = q> 
where 
(47) «о = 3 M 
a n d d0, bv c,, b2, c2 are a rb i t ra ry constants. T h e fact tha t such a solution exis ts 
a t all can be t a k e n as suff icient ly strong indicat ion t h a t we have found an 
appropriate coordinate system. Since the solution definitely requires ß — \ , 
we conclude t h a t variations of со are t r ansmi t t ed to the observer with t h e 
velocity of l ight . 
We can sa t is fy condition (31) by se t t ing d0 — b1=c1=b2=c2 = 0; 
i t gives 
(48a) g00 = 1 — 2 / 1 r " 1 - 3 Mr~3 ep Щ - 3 Mr~* ep(H2)', 
(48b) </on = 0 , 
a n d the expression (44c) for gmn with 
d1 = 2 i f , d2 = i f , 
(49) e0 = 15 M, e, = 7 i f , e2 = i f , 
/о = - 1 2 i f , Д = - 8 i f , /2 = — 2 i f , 
9-0= 6 i f , gq = 4 i f , g2 = 2 M. 
Again we f i n d a n ,—2 law of decrease of t h e time-variable pa r t of the grav i -
tational po ten t ia l , and in f ac t (48a) goes in to (42a) when со is constant . 
In comparison, the harmonic condit ion (34) yields t h e values d0 —- v0, 
fej =b2= — v0, cx = c2 = 0 in (46), hence 
(50a) 900 = 1 - 2 /1 r - 1 - 3 i f , - 3 ep Я 2 - 3 i / r ~ 2 ср(Я2) ' - i f / - 1 е р (Я 2 )" , 
(50b) g0m = 2 Mr-2 Ep(Hp ApmY + 2 i f , - 1 £ р (Я р A p m ) " , 
- 9 W = ômn + 2 i " Sm l „ + 








If со is cons tan t , the solution goes into t h e system (41) and leads to t he deter-
mination (38) of Я, and Cj. 
(Received November 1, 1959.) 
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О РАСПРОСТРАНЕНИИ ГРАВИТАЦИОННЫХ ВОЛН 
G. S Z E K E R E S 
Резюме 
Автор в настоящей работе исследует распространение гравитационных 
волн, порожденных вращающимся с постоянной угловой скоростью телом 
эллипсоидной формы в четырехмерном римановом пространстве общей теории 
относительности. Исследования он производит в системе координат, опреде-
ленной свойствами симметрии проблемы, и в гармонических координатах, 
введенных Фоком. Полученные в результате волны приближенно являются 
сферическими, распространяющимися со скоростью света. Однако в д в у х 
системах координат вид волн и скорость уменьшения амплитуды оказываются 
различными. Наконец, автор производит исследование и в случае вращаю-
щегося с переменной угловой скоростью тела эллипсоидной формы. 

ON THE EVOLUTION OF RANDOM GRAPHS 
by 
P. ERDŐS and A. R É N Y I 
Dedicated to Professor P. Túrán al 
his 50th birthday. 
Introduction 
Our aim is to s tudy the probable structure of a random graph Г
п N 
which has it given labelled vertices Pv P2, ..., Pn and N edges; we suppose 
71 
t ha t these N edges are chosen a t random among the possible edges, 
so t h a t all = Gn дг possible choices are supposed to he equiprobable. Thus 
if G„
 N denotes any one of the CnN graphs formed from n given labelled points 
and having N edges, the probability t h a t the random graph Г
п N is identical 
with Gn N is ~ — , If Д is a property which a graph may or may not possess, 
w ?e denote by PnN (A) the probability tha t the random graph P n N possesses 
A 
the proper ty A, i. e. we put P„
 v {A) = - n,N where AnN denotes the 
number of those Gn N which have the property A. 
An other equivalent formulation is the following: Let us suppose tha t 
n labelled vertices Plt P2, . .., Pn are given. Let us choose a t random an edge 
71 
possible edges, so t h a t all these edges are equiprobable. After 
n 
— 1 edges, and 
among the 
2 
this let us choose an other edge among the remaining ^ 
continue this process so t h a t if already /с edges are fixed, any of the remaining 
I n \ — к edges have equal probabilities to be chosen as the next one. We shall 
' 2 J 
study the "evolution" of such a random graph if N is increased. In this investi-
gation we endeavour to f ind what is t he "typical" s tructure a t a given stage 
of evolution (i. e. if N is equal, or asymptotically equal, to a given function 
N(n) of n). By a "typical" structure we mean such a s tructure the probability 
of which tends to 1 if n —*• + 0 0 when N = N(n). If A is such a property 
tha t lim Pn jv(n)(-^) = L we shall say tha t „almost al l" graphs Gn N(n) 
П— + 00 
possess this property. 
1 7 
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The s tudy of the evolut ion of graphs leads to ra ther surpr is ing results. 
F o r a number of f u n d a m e n t a l s t ruc tu ra l proper t ies A there exists a funct ion 
A(n) tending monotonical ly t o + 0 0 for -f 0 0 such t h a t 




 = 0 
Л - + CO A ( n ) 
г
 N ( n ) 
l im — — - - +< 
П- + 00 A(n) 
If such a func t ion A(ri) exists лее shall call i t a "threshold function' of t h e 
p r o p e r t y A. 
In many cases besides (1) i t is also t r u e t h a t there exis ts a probabi l i ty 
d is t r ibut ion f u n c t i o n F{x) so t h a t if 0 < x < + ° ° a n d a; is a po in t of conti-
n u i t y of F(x) t h e n 
(2) lim P„,M„)(^)= F(x) if 
N(n) 
lim = X . 
1-.+ CO A{n) 
If (2) holds we shall say t h a t A[n) is a ,,regular threshold function" for t he 
p r o p e r t y A a n d call the func t ion F(x) the threshold distribution function of t he 
p r o p e r t y A. 
For cer ta in propert ies A the re exist two funct ions A^n) and A2(n\ 
A Ы) 
b o t h tending monotonical ly t o + for 7i->- + a n d sa t i s fy ing lim 2 
such tha t 
Л — + » Афп) 
= 0 , 
0 if 
N(n) - Ax{n) _ 
(3) lim P n , N M ( A ) = 
ÎÏ-+- + со 
Clearly (3) implies t h a t 
(4) l im P n M n ) ( A ) = 
lirn 
A2(n) 




l im sup < 1 
" - + « Афт) 
, N{n) 
l im inf - > 1 . 
Л - + » 4 1 ( n ) 
If (3) holds we call the pa i r (H 1 (w) , A2{n)) a pa i r of " s h a r p threshold''-functions 
of the p r o p e r t y A. I t follows f r o m (4) t h a t if (Афп), A2{n)) is a pair of s h a r p 
threshold func t ions for t h e p r o p e r t y A then Афг) is an (ordinary) threshold 
funct ion for t h e proper ty A a n d the threshold dis t r ibut ion funct ion f igur ing 




X ^ 1 
X > 1 
ON T H E EVOLUTION OF RANDOM G R A P H S 19 
and convergence in (2) takes place for every x =j= 1. I n some cases besides 
(3) it is also t rue t h a t there exists a probabili ty distribution func t ion G(y) 
defined for — °°<y< + 0 0 s u ch t h a t if y is a point of continuity of G(y) then 
(5) lim P m M n ) ( H ) = G(y) if lim - ( й ) - ~ = y . 
П — +а П— A 2 (n) 
If (5) holds we shall say t h a t we have a regular sharp threshold and shall call 
G(y) the sharp-threshold distribution function of the property A. 
One of our chief a ims will be to determine t he threshold respectively 
sharp threshold functions, and the corresponding distribution func t ions for 
the most obvious s tructural properties, e. g. the presence in Г
 N of subgraphs 
of a given type (trees, cycles of given order, complete subgraphs etc.) fu r the r 
for certain global propert ies of the g r a p h (connectedness, total n u m b e r of 
connected components, etc.). 
In a previous paper [7] we have considered a special problem of this 
type; we have shown t h a t denoting by С the proper ty t h a t the graph is con-
nected, the pair С
г
(п) = - n log n, C2(n) = n is a pa i r of strong threshold 
2 
functions for the p roper ty C, and the corresponding sharp-threshold distri-
bution funct ion is thus we have proved1 t ha t pu t t i ng 
N(n) = y n log n -f у n-\- o(n) we have 
(6) lim P n M n ) (C) = ( - со < y < + oo). 
Л—- -f- » 
In the present paper we consider the evolution of a random g raph in a 
more systematic manner and t ry to describe the gradual development and 
step-by-step unravelling of the complex s tructure of t h e graph Г
п>JV when 
N increases while n is a given large number . 
We succeeded in revealing the emergence of certain structural proper t ies 
of Г
п Ы
. However a great deal remains to be done in this f ie ld. We shall call in 
§ 10. the a t ten t ion of the reader to certain unsolved problems. I t seems to us 
fur ther t ha t it would be wor th while to consider besides graphs also more 
complex s tructures from the same point of view, i. e. t o investigate t he laws 
governing their evolution in a similar spiri t . This may be interesting no t only 
from a purely mathematical point of view. In fact, the evolution of g r a p h s 
may be considered as a r a the r simplified model of the evolution of ce r ta in 
communication nets (railway, road or electric network systems, etc.) of a coun t ry 
or some other uni t . (Of course, if one aims a t describing such a real s i tuat ion, 
one should replace the hypothesis of equiprobabil i ty of all connections b y 
some more realistic hypothesis.) It seems plausible t h a t b y considering t h e 
random growth of more complicated s t ructures (e. g. s tructures consisting 
of different sorts of "po in t s" and connections of different types) one could 
obtain fairly reasonable models of more complex real g rowth processes (e. g. 
1
 Part ial result on this problem has been obtained already in 1 9 3 9 by P . E R D Ő S 
and II. W H I T N E Y bu t their resul ts have not been published. 
2* 
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t h e growth of a complex communication ne t consisting of d i f fe rent types of 
connections, and even of organic structures of living matter , etc.). 
§§ 1—3. con ta in the discussion of the presence of cer ta in components 
in a random g r a p h , while §§ 4—9. investigate certain global properties of a 
r andom graph. Most of our investigations deal with the case when N(n) ~ cn 
w i t h с > 0. In f a c t our results give a clear p ic tu re of the evolution of rn i N(n) 
N(n) 
when с = — — (which plays in a certain sense the role of t ime) increases. 
n 
I n § 10. we make some fur ther remarks and ment ion some unsolved problems. 
Our investigation belongs to the combinatorical t heo ry of graphs, 
which has a f a i r ly large l i terature. The f i r s t who enumerated the number 
of possible g raphs with a given structure was A. CAYLEY [1]. Next the impor-
t a n t paper [2] of G . PÓLYA has to he mentioned, the s tar t ing point of which 
were some chemical problems. Among more recent results we mention t he 
papers of G . E . U H L E N B E C K a n d G . W . F O R D [ 5 ] and E . N. G I L B E R T [ 6 ] .  
A fairly complete bibliography will be given in a paper of F . H A R A R Y [8]. 
I n these papers t h e probabilistic point of view was not explicit ly emphasized. 
This lias been done in the p a p e r [9] of one of the authors, b u t the aim of the 
probabilistic t r e a t m e n t was the re different : the existence of certain types 
of graphs has been shown by proving that the i r probability is positive. Random 
trees have been considered in [14]. 
In a recent paper [ 1 0 ] T . L . A U S T I N , R . E . F A G E N , \ V . F . P E N N E Y and 
J . R I O R D A N deal with random graphs f rom a point of view similar to ours. 
The difference between the definition of a random graph in [10] and in the 
present paper consists in t h a t in [10] it is admit ted t h a t t w o points should 
lie connected b y more than one edge ("paral le l" edges). Thus in [10] it is 




t he n given po in t s (including the edges a l ready selected). L e t us denote such 
a random g r a p h by Г*
 N . T h e difference between the probable propert ies 
of Г
п N resp. Г* N are in most (but not in all) cases negligible. The correspond-
ing probabilities are in general (if the n u m b e r N of edges is not too large) 
asymptotically equal. There is a third possible point of view which is in most 
cases almost equivalent wi th these two; we may suppose t h a t for each pair 
of n given po in t s it is determined by a chance process whether the edge 
connecting t h e two points should be selected or not, the probabil i ty for select-
ing any given edge being equa l to the same number p > 0, and the decisions 
concerning t h e different edges being completely independent. In this case of 
course the n u m b e r of edges is a random variable, hav ing the expectation (71 
p ; thus if we want to ob ta in by this method a random graph hav ing in 
N 
the mean N edges we have to choose the value of p equal to — . We shall 
2 
denote such a random g raph by Г**
ы
. In m a n y (though no t all) of the problems 
treated in t h e present p a p e r it does no t cause any essential difference if we 
consider in s t ead of Г
п Ы
 t h e random g r a p h Г**
ы
. 
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Comparing the method of the present paper with tha t of [10] it should 
he pointed out t ha t our aim is to obtain threshold functions resp. distributions, 
and thus we are interested in asymptot ic formulae for the probabilities con-
sidered. Exact formulae are of interest to us only so far as they help in determi-
ning the asymptotic behaviour of the probabilities considered (which is 
rarely the case in this field, as the exact formulae are in most cases too compli-
cated). On the other hand in [10] the emphasis is on exact formulae resp. 
on generating functions. The only exception is the average number of connected 
components, for the asymptotic evaluation of which a way is indicated in 
§ 5. of [10]; this question is however more fully discussed in the present paper 
and our results go beyond tha t of [10]. Moreover, we consider not only the 
number but also the character of the components. Thus for instance we 
УЬ 
point out the remarkable change occuring at N . If iV ~ nc with с < 1/2 
2 
then with probability tending to 1 for n. —»- -(- °° all points except a bounded 
number of points of Г
п Ы
 belong to components which are trees, while for 
N ^nc with с > — this is no longer the case. Fur ther for a f ixed value of 
n the average number of components of Г
пМ
 decreases asymptotically in a 
7Ь 71 
linear manner with N, when N < - , while for N > the formula giving 
the average number of components is not linear in N. 
I n what follows we shall make use of the sysmbols О and o. As usually 
\ &(ti>) I 
a{n) — о (b(n)) (where b(n) > 0 for re = 1 ,2 , . . . ) means tha t lim - = 0, 
n—+® b(n) 
while a(n) = О (b(n)) means tha t is bounded. The parameters on 
b(n) 
which the bound of may depend will be indicated if it is necessary; 
b(n) 
sometimes we will indicate it by an index. Thus a(n) = Oe (b(n)) means that 






a(n) ^b(n) to denote tha t lim -N-L = i . 
n- + « b(n) 
We shall use the following definitions from the theory of graphs. (For 
the general theory see [3] and [4].) 
A finite non-empty set V of labelled points Plt P2 , . . •, Pn and a set 
E of different unordered pairs (P,, P ; ) with P, £ F , P, Ç V, i =f= j is called 
a graph ; we denote it sometimes by G = { F , E} ; the number re is called 
the order (or size) of the graph; the points Pv P2, . .., Pn are called the vertices 
and the pairs (P,-, P ; ) the edges of the graph. Thus we consider non-or iented 
finite graphs without parallel edges and without slings. The set E may be empty, 
thus a collection of points (especially a single point) is also a graph. 
A graph G2 = {F2, E2) is called a subgraph of a graph G1 = {F1( Ег\ 
if the set of vertices F 2 of G2 is a subset of the set of vertices V1 of and the 
set E2 of edges of G2 is a subset of the set Ex of edges of Gv 
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A sequence of к edges of a g raph such tha t every two consecutive edges 
and only these have a vertex in common is called a path of order k. 
A cyclic sequence of к edges of a graph such tha t every two 
consecutive edges and only these have a common vertex is called a cycle of 
order k. 
A graph G is called connected if any two of its points belong to a path 
which is a subgraph of G. 
A graph is called a tree of order (or size) к if it has к vertices, is connected 
and if none of its subgraphs is a cycle. A tree of order к has evidently к — 1 
edges. 
A graph is called a complete graph of order ' ^ if it has к vertices and 
edges. Thus in a complete g raph of order к any two points are connected 
2 j 
by an edge. 
A subgraph G' of a graph G will he called an isolated subgraph if all 
edges of G one or bo th endpoints of which belong to G', belong to G'. A con-
nected isolated subgraph G' of a graph G is called a component of G. The 
number of points belonging to a component G' of a graph G will be called the 
size of G'. 
Two graphs shall be called isomorphic, if there exists a one-to-one mapp-
ing of the vertices carrying over these graphs into another. 
The graph G shall be called complementary graph of G if G consists 
of t he same vertices Pv P2, . . ., Pn as G and of those and only those edges 
(Pjt Pj) which do not occur in G. 
The number of edges s tar t ing from the point P of a graph G will he called 
t h e degree of P in G. 
A graph G is called a saturated even graph of type (a. b) if it consists of 
a + b points and its points can be split in two subsets Vl and V2 consisting 
of a resp. b points, such t h a t G contains any edge (P, Q) with P £ V1 ami 
Q £ V2 and no other edge. 
A graph is called planar, if it can he drawn on the plane so that no two 
of its edges intersect. 
We introduce further the following definitions: If a graph G has n 
2N 
vertices and N edges, we call the number - the "degree' ot the graph. 
n 
2N (As a matter of fac t — is the average degree of the vertices of G.) If a graph 
n 
G has the proper ty that G has no subgraph having a larger degree than G 
itself, we call G a balanced g raph. 
We denote by P ( . . . ) t he probability of the event in the brackets, by 
M (I) resp. D 2 ( | ) the mean value resp. variance of the random variable | . 
I n cases when i t is not clear f rom the context in which probability space t he 
probabilities or respectively t he mean values and variances are to be under-
stood, this will be explicitly indicated. Especially M,lJV resp. will denote 
t he mean value resp. variance calculated with respect to the probabilities 
Pn.N-
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valid for к = о(п'Ь) 
Our thanks are due to T. G A L L A I for his valuable remarks. 
§ 1. Thresholds for subgraphs of given type 
If N is very small compared with n, namely if N = о (|/ra) then it is 
very probable t h a t Г
п М
 is a collection of isolated points and isolated edges, 
i. e. t h a t no two edges of Г
п М
 have a point in common. As a ma t t e r of fact 
the probability tha t a t least two edges of Г
пМ
 shall have a point in common 




( 2 I V ) ! 








If however N ~ c JIn where с > 0 is a constant not depending on n, then the 
appearance of trees of order 3 will have a probability which tends t o a posi-
tive limit for n —>• + but the appearance of a connected component consist-
ing of more than 3 points will be still very improbable. If N is increased while n 
is fixed, the situation will change only if N reaches the order of magnitude 
of n2 '3. Then trees of order 4 (but not of higher order) will appear with a pro-
bability not tending to 0. In general, the threshold function for the presence 
of trees of order к is n k ( k = 3, 4, . . . ). 
following 
This result is contained in the 
Theorem 1. Let к ^ 2 and l\k — 1 < I < be positive integers. Let 
denote an arbitrary not empty class of connected balanced graphs consisting 
of к points and I edges. The threshold function for the property that the random 
graph considered should contain at least one subgraph isomorphic with some ele-
2 - A 
ment of is n 1. 
The following special cases are worth mentioning 
Corollary 1. The threshold function for the property that the random graph 
k-2 
contains a subgraph which is a tree of order к is nk-1 (I: = 3, 4, . . . ) . 
Corollary 2. The threshold function for the property that a graph contains 
a connected subgraph consisting of к > 3 points and к edges (i. e. containing 
exactly one cycle) is n, for each value of k. 
Corollary 3, The threshold function for the property that a graph contains 
a cycle of order к is n, for each value of к ^ 3. 
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Corollary 4. The threshold function for the property that a graph contains 
2(1 - J - ) 
a complete subgraph of order h > 3 is n \ k~1' . 
Corollary 5. The threshold function for the property that a graph contains 
a saturated even subgraph of type (a, b) (i. e. a subgraph consisting of a -f b 
2 a+b 
points Pv ..., Pa, Qu ... Qb and of the ab edges (P,, Qj) is n ab . 
To deduce these Corollaries one has only to verify t ha t all 5 types of 
g raphs figuring in Corollaries 1—5. are balanced, which is easily seen. 
Proof of Theorem 1. Let В 
к,I 1 denote t he number of graphs belong-
ing to the class which can be formed from к given labelled points . Clearly 
if Pn,N («i®,.,,) denotes the probabil i ty tha t the random graph Гп<  





N - I 






As a matter of f a c t if we select к points (which can be done in different 
ways) and form f r o m them a g r a p h isomorphic with some element of the class 
& k A (which can be done in Bkl different ways) then the number of graphs 
GniN which conta in the selected graph as a subgraph is equal t o the number 
In) 
of ways the remaining N — Z edges can be selected from the — Z other 
possible edges. (Of course those graphs, which contain more subgraphs iso-
morphic with some element of A8k, are counted more than once.) 
2 - - ' 
Now clearly if N — o(n 1 ) then by 
P nM&k,l) = 0(1) 
which proves t h e f i rs t part of t he assertion of Theorem 1. To prove the second 
p a r t of the theorem let dSty denote the set of all subgraphs of the complete 
g raph consisting of n points, isomorphic wi th some element of £§k To a n y 
let us associate a random variable e(S) such tha t e(S)= 1 or e(S) = 0 
according to whether S is a subgraph of Гn N or not. Then clearly (we write 
in what follows for the sake of brevity M instead of M„
 N) 
(1.2) м( V 
U - i 
stää («) 
к,l 
2 M(e(8))= ' \ B k J ^ ' 
k,l 
/ n 
— z \ 
2 
\N 
- l ) Bkl (:2 N ) ' 
k ! n2l~k 
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On the other hand if S1 and S2 are two elements of ^ ^ and if S1 and 
S2 do not contain a common edge then 
-21 
N - 2 Z / 
If iSj and S2 contain exactly s common points and r common edges (l5Sr<i/ — 1) 
we have 
( n 1 \ 
2 I I 
N l 
M (s(S1)e(S2)) 
- 21 + r\ 
N - 2l + r j IN2l~r  
= 0\ 
U 4 ' - 2 ' n 
2 
\ N J 
On the other hand the intersection of S1 and S2 being a subgraph of S1 (and S2) 
T 1/ rk 
by our supposition t h a t each S is balanced, we obtain — ^ — i. e. s >—-
s к I 




n — к 
к - j 
2 к - Г А 
= 0\n ' 
Thus we obtain 
(1.3) 
2 / 




N - 2 1 
Now clearly 





n 2 l-k 









N - 21 
- 1 
k\4n — 2 k)\ n 
71 j 
Л N —I, 
n 
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If we suppose t h a t 
Л
т 
, = CO + o o , 
2 -
it follows tha t we have 
( 1 . 4 ) 
seA<»} 
k,l 
It follows by the inequal i ty of Chebysheff tha t 
1 




and t h u s 
(1.5) n,N 2 у 1 2 m(f(S)) 
se jB (n) 2 se
-® ("j 





s e j s ' ,(n) k,t 
t h a t t he probability t h a t Г
 N contains at least one subgraph isomorphic 
with an element of S8kJ tends to 1, but also t h a t with probabili ty tending 
to 1 the number of subgraphs of f „ N isomorphic to some element of 
will t end to + 0 0 wi th the same order of magni tude as со1. 
Thus Theorem 1 is proved. 
I t is interesting to compare t he thresholds for the appearance of a sub-
graph of a certain t y p e in the above sense with probability near to 1, with 
the number of edges which is needed in order t h a t the graph should have 
necessarily a subgraph of the given type. Such "compulsory" thresholds 
have been considered by P . T Ú R Á N [ 1 1 ] (see also [ 1 2 ] ) and later by P . E R D Ő S 
and A. H. S T O N E [ 1 7 ] ) . For instance for a tree of order к clearly the compulsory 
2)1 
threshold is + E for t h e presence of a t least one cycle the com-
pulsory threshold is n while according to a theorem of P . T Ú R Á N [ 1 1 ] for 
complete subgraphs of order к the compulsory threshold is — ( n 2 — r2) + 
n 
+ where r = n — (k 1) 
к 
1 
In the paper [ 1 3 ] of T . K Ő V Á R I , 
V. T . Sós and P. T Ú R Á N it has been shown t h a t the compulsory threshold 
for t he presence of a saturated even subgraph of t y p e («, a) is of order of magni-
2 - — 
t u d e not greater t h a n n " . I n all cases the "compulsory" thresholds in 
T U R Á N ' S sense are of greater order of magnitude as our "probable" thresholds. 
ON" THE EVOLUTION OF RANDOM GRAPHS 27 
§ 2. Trees 
Now let us t u r n to the determination of threshold distribution functions 
for trees of a given order. We shall prove somewhat more, namely tha t if 
k-2 
N ~ Q пк л where n > 0, then the number of trees of order к contained 
in r n N has in the limit for n - > -j- °° a Poisson distribution with mean value 
( 2 p ) Ä _ 1 l e k ~ 2 
X = — . This implies t h a t the threshold distribution funct ion for 
k\ 
trees of order к is 1 — e~x. 
In proving this we shall count only isolated trees of order к in Г
пЫ
, i. e. 
trees of order к which are isolated subgraphs of Г
п Ы
. According to Theorem 1. 
this makes no essential difference, because if there would be a t ree of order 
к which is a subgraph but not an isolated subgraph of Г
п N, then Гп N would 
have a connected subgraph consisting of к -f- 1 points and the probability 
of this is tending to 0 if N = о ( n k ) which condition is fulfilled in our 
k-2 
case as we suppose N . 
Thus we prove 
N(n) 
Theorem 2a. If lim '
 k 2 = q> 0 andrk denotes the number of isolated 
Л - > + а , —— 
nk-1 





(2-1) Hm PrhN(n)(Tk = j) = ?Je " 
Я 
or j — 0, 1, ..., where 
. ( 2 Q ) k ~ n k ( 2 . 2 ) 
k\ 
For the proof we need the following 
Lemma I. Let enV en2>..., enln be sets of random variables on some pro-
bability space; suppose that eni(l ^ i g ln) takes on only the values I and 0. If 
Xr (2.3) lim 2 M(£„,'_£m-2... enir) = — 
Л-.+ » l^ú<i,<...<ir£l„ r\ 
uniformly in r for r — 1, 2, . . . , where X > 0 and the summation is extended 
over all combinations (ilt г2, ..., ir) of order r of the integers 1 ,2 , . . . , ln, then 
(2.4) lim P In 
У
 Е
П< = j 




(7 = 0 , 1 , . . . ) 
i. e. the distribution of the sum eni tends for n + oo to the Poisson-distri-
i = i 
button with mean value X. 
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Proof of Lemma 1. Let us pul 
(2-5)
 P n ( j ) = p 
Clearly 
( 2 . 6 ) 
t h u s i t follows f r o m (2.3) tha t 
(2.7) 
У £> ч = 1 
X
 M ( £ E . s )= У 
_
 1 1
 V c n l l n i ! • • nlr' ^ 
\<il<i,<...<ir<l„ j,-r 
Pnii) 
lim y Pn(j) 1 ' 
n -*• + ® J=r r ! 
(r = 1 , 2 , . . . ) 
uni formly in r. 
I t follows t h a t for any г wi th | z | < 1 
( 2 . 8 ) 
But 
(2.9) 
l im V 
П - + »
 r = , ] = ' Á r ! 
: 1 2 p „ t i ) ( ! . | b r = 2Pn(i) (1 + - 1 • i n ; j=o 
y 
r = l U = r 
T h u s choosing z — X — 1 with 0 < a; ^ 1 it follows t h a t 
+ 0° 
(2.10) lim ^ P„(?) х-1' = ел<*~'> for 0 < x ^ 1 • 
n—+ °° j = 0 
I t follows eas i ly tha t (2.10) holds for x = 0 too. As a m a t t e r of fac t 
-f ОЭ 
p u t t i n g G„(a;) = V Pn(j) aft we have for 0 < x ^ 1 
j=o 
I P „ ( 0 ) G n ( x ) - e ^ - 0 1 + | Gn(x) - P n (0) | + | e»<x-o - е~д | . 
As however 
I Gn (x) - P n (0 ) I ^ x У Pn(j) ^ x 
j - 1 
a n d similarly 
it follows tha t 
Thfts we have 
j
 e 4 x - \ ) _ e - ; . j ^ x 
I P„(0) - е~л ] ^ I Gn(x) - e ; ( x~0 \ + 2x. 
lim sup I P„(0) — 1 2 x ; 
n-»+ œ 
as however a: > 0 m a y be chosen arbi t rar i ly small it follows t h a t 
l im P„(0) = e д 
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i. e. tha t (2.10) holds for x = 0 too. It follows by a well-known a rgument 
t ha t 
(2 .11) lim Pn(j) = 
7 Г ( / = 0 , 1 , . . . ) -
As a mat ter of fact, as (2.10) is valid for x = 0 , (2.11) holds for j = 0 . If 
(2.11) is a l ready proved for j < s—-1 then it follows f rom (2.10) t ha t 
(2 .12) 
+ » + » л—я 
l i m y P n ( j ) xJ~s = У xi~s for 0 < x < 1. 
J = S V-
By the same argument as used in connection with (2.10) we obtain t h a t 
(2.12) holds for x = 0 too. Subst i tu t ing x = 0 into (2.12) we obta in tha t (2.11) 
holds for j = s too. Thus (2.11) is proved by induction and the assertion of 
Lemma 1 follows. 
Proof of Theorem 2a. Le t T d e n o t e t he set of all trees of order к which 
are subgraphs of the complete graph hav ing the vertices Pv P2, ..., Pn. 





; otherwise e(S) shall be equal to 0. We shall show t h a t the conditions 
of Lemma 1 are satisfied for the sum 2j e(&) provided t h a t N= N(v) ~ 
k-2 





 and A is defined by (2.2). As a m a t t e r of fact we have for a n y 
S С T<k"> 
/ í n — * l 











More generally if Sv S2, . . ., Sr (Sj£ T f î ) have pairwise no po in t in common 
then clearly we have for each f ixed к ^ 1 and r > 1 provided t ha t «->-}- со, 
(2.14) M ( e ( S 1 ) e ( S 2 ) . . . e ( S r ) ) r>N 
I пг 
( f c - l ) r _ V P A 
e " I 1 + 0 
r*N 
n 2 
where the bound of the О t e rm depends only on k. If however the Sj ( j = 
= 1, 2, . . . , r) are not pairwise disjoint, we have 
(2.15) M(e(S1)e(S2)...e(Sr)) = 0. 
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Taking in to account t h a t according t o A classical fo rmula of C A Y E E Y [ 1 ] 
the number of different t r ees which can be formed f r o m k labelled po in t s is 
equal to кк~2, i t follows t h a t 
( 2 . 1 6 ) M(E(5X) e(S2) ...s(Sr)) = 
kk-2 rnkr 2N rk-X 2Nrk p " 1 + 0 
к I rl n2 n2 1] 
where the summat ion on t h e left hand side is extended over all r - tup les of 
trees belonging to the set Tty and the b o u n d of the O- te rm depends on ly on к. 
Note t h a t (2.16) is val id independent ly of how N is t end ing to + This 
will be needed in the proof of Theorem 3. 
Thus we have, un i formly in r 
(2.17) lim 2 М(£(^) е(8
г
) . . . s(Sr)) = 
N(n) 
n » - 1 
r\ 
for r= 1,2, . . . 
where X is defined by (2.2). 
Thus our Lemma 1 can be appl ied ; as г
к
 = V £($) Theorem 2 is 
proved. ser ("l 
We a d d some r emarks on the fo rmula , resulting f rom (2.16) for r = 1 
( 2 . 1 8 ) M ( T f t ) = 
2 N 
kk~2 
2 N k! 
1 + О Й 
! я 4 
J.k-2 lk-1
 e-kl 
Let us invest igate the funct ions mk (t) = - - - - (k= 1, 2, . . . ). Accord-
2N\ 
ing to (2.18) nmk\-— is asymptot ical ly equal to the average number of t rees of 
\ n J 
order к in Г
пМ
. For a f i x e d value of k, considered as a func t ion of t, t h e value 
£ j p J 
of m,.(t) increases for t < and decreases for t > ; thus fo r a f ixed 
A W
 к к 
value of n the average number of t rees of order к reaches its m a x i m u m for 
n 
N 1 - 1 
к 
; the va lue of this m a x i m u m is 
Mt ~ n 
11 — - 4 e - i " - ' ) ^ - 2 
" k\ 
For large values of к we have evident ly 
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I t is easy to see t h a t for any t > 0 we have 
mk(t) ^ mk+1(t) (k = 1 , 2 , . . . ) . 
The functions y = mk(t) are shown on Fig. 1. 
I t is na tu ra l to ask what will happen with the number r k of isolated 
N(n) 




I is approaching the normal distr ibution if A ->- + one can guess 
I Я j 
t h a t т
к
 will be approximately normally distr ibuted. This is in fact true, a n d 
is expressed by 
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Theorem 2b. Ii 
(2.19) 









( 2 . 2 0 ) lim 
2k 
n log n к - 1 
2 к 
n loglog n 
n 
then denoting by tk the number of disjoint trees of order к contained as subgraphs 
in rn,NM (к = \, 2, .. .), we have for — °° < x < + °° 
( 2 . 2 1 ) 
where 
( 2 . 2 2 ) 
and 
(2.23) 
lim P n,N(n) 
. У м
п Ж п ) 
MmN = n 
F - 2 
k\ ' 




• I f . - i du . 
Proof of Theorem 2h. Note f i r s t t h a t the two conditions (2.19) and 
(2.20) a re equivalent t o the single condition lim MnN(n)= + and as 
M (rk) ~ M n дг this means tha t the assert ion of Theorem 2b can be expressed 
by saying t h a t the n u m b e r of isolated trees of order к is asymptotically nor-
mally distr ibuted always if n and N t e n d to so, t h a t the average number 
of such trees is also t end ing to Le t us consider 
MW) = M(( 2 e(S)Y). 
seT(n) 
Now we have evidently, using (2.16) 
(r2N ' 




h2\ . . . hj\ ) j\ 
M>n,N 
fti = r , / t i S l 
i • 1 





\ ! V . . . hjl 
= a0) 
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where аfb are t he Stirling numbers of the second kind (see e. g. [16], p. 168) 
defined by 
(2.25) 
Thus we obtain 
( 2 . 2 6 ) 
x
r 
a<-px{x — 1) . . . (X — j + 1). 
r
2N 
J = I 
M ( r b ) = ( l + 0 
n* 
Now as well known (see e. g. [16], p. 202) 
(2.27) " - - -
Thus it follows t h a t 
e>V-О - 1 = V Уо^У— 
j=i ; f j r\ 
у 
Я Н l í V oVW 
( 2 . 2 8 ) V 0 W i J = 
1=1 
We obtain theref rom 
d r 
— e ^ - D 
dxr 




Р С л 
+» xk  
г г о й ' 
1 + " м к 
T 7 T 7 7 if 
l/2 
n,Nk=0 k\ 
1 + 0 r * A
7 ) 
n 2 
(& — A)r is the r - th central moment of the Poisson 
distribution wi th mean value A. I t can be however easily verified t ha t the 
moments of the Poisson distribution a p p r o p r i a t e ^ normalized tend to the 
corresponding moments of the normal distribution, i. e. we have for r = 1, 2,... 
(2.30) lim — 
l — + œ Г-
A2 
'+» 7k p~>. 
Ä k\ 
К 2 7Г J 
I n view of (2.29) this implies the assertion of Theorem 2b. 
1 £ j 
In the case N (n) = — n log n + n loglog n + yn + o(n) when 
2 2 Jc 
t h e average number of isolated trees of order к in T n N ( n ) is again finite, the 
following theorem is valid. 
Theorem 2c. Let rk denote the number of isolated trees of order к in Гп N  
(k = 1, 2, ...). Then if 
(2.31) N(n) = — n log n + n loglog n + yn + o(n) 
2 k 2 к 
where — < у < + we have 
(2.32) 
where 
(2.33) A = 
l i m
 P
 Mn) (rk = j) 
e - 2 ky 
AJ e * (7 = 0,1, . . . ) 
k-k\ 
3 A Matemat ika i K u t a t ó In téze t Közleményei V. A,'! — '-. 
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Proof of Theorem 2c. I t is easily seen tha t under the conditions of Theo-
rem 2c 
lim M„> M n ) ( r k ) = A. 
П — + oo 
Similarly from (2.16) i t follows t h a t for r = 1, 2, . . . 
lim 2 M n,NMWe(S2)...e(8r))=--
and t h e proof of Theorem 2c is completed by the use of our Lemma 1 exact ly 
as in t h e proof of Theorem 2a. 
Note tha t Theorem 2c generalizes the results of the paper [7], where 
only t h e case к = 1 is considered. 
§ 3. Cycles 
L e t us consider now the threshold function of cycles of a given order. 
The s i tuat ion is described by the following 
Theorem 3a. Suppose that 
(3.1) N(n)~cn where c> 0 . 
Let yk denote the number of cycles of order к contained in Гп N (k— 3, 4, . . . ). 
Then we have 
(3.2) lim P„,M n ) (yk = j) = (/ = 0 , 1 > 
where 
(3.3) A = < - 2 A \ 
2 к 
Thus the threshold distribution corresponding to the threshold function A(n) — n 
- - (2 c)» for the property that the graph contains a cycle of order к is 1 — e 2k 
I t is interesting to compare Theorem 3a with the following two theorems: 
Theorem 3b. Suppose again that (3.1) holds. Let y* denote the number of 
isolated cycles of order к contained in Г
п N (k = 3, 4, . . . ). Then we have 
(3-4) lim p
 ( n ) ( r * = 7 ) = ^ l ! (? = 0 , 1 , . . . ) 
П — + » J\ 
where 
„ ( 2 c e ~ 2 c ) k 
(3.5) у = . 
2 к 
Remark. Note t h a t according to Theorem 3b for isolated cycles there 
does no t exist a threshold in the ord inary sense, as 1 — reaches its maxi-
L j J
 n 1 
mum 1 — e 2kek for с = — i. e. for N(n) and then again decreases ; 
2 2, I 
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thus the probabili ty t ha t Г
п<ы contains an isolated cycle of order к never 
approaches 1. 
Theorem 3c. Let bk denote the number of components of Гп N consisting 





,„Mn> idk = j) 
N~* + OS 
co
J 
( 7 = 0 , 1 , . . . ) 
(2 c e —2c\k 
2k 
k2 kk~3  
2! ( & - 3 ) ! 
Proof of Theorems За., 3b. and 3c. As f rom к given points one can form 
























п \ 2 к 
2 
\ N 1 
2N 
n 
As regards Theorem 3e it is known (see [10] and [15]) t h a t the number 
of connected graphs Gk k (i. e. the number of connected graphs consisting 
of к labelled vertices and к edges) is exact ly 
(3.10) 
Now we have clearly 
1 , к 2 к * - 3  
2 1 2 ( i — 3)! 
(3.11) М Ш 0 , 
n — к 
2 














( к - 3)! 
3* 
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For N ~ — we obtain by some elementary computation using (7) tha t 
2 
for large values of к (such that к = о (и3'4). 
(3.14) M ( d A 
Using (3.8), (3.9) and (3.11) the proofs of Theorems 3a, 31) and 3c follow 
the same lines as t h a t of Theorem 2a, using Lemma 1. The details may be 
left to the reader. 
Similar results can be proved for other types of subgraphs, e. g. complete 
subgraphs of a given order. As however these results and their proofs have 
the same pattern as those given above we do not dwell on the subject any 
longer and pass to investigate global properties of the random graph rn N . 
§ 4. The total number of points belonging to trees 
We begin by proving 
Theorem 4a. If N = o(n) the graph Г
п>N is, with probability tending to 
1 for n —> the union of disjoint trees. 
Proof of Theorem 4a. A graph consists of disjoint trees if and only if 
there are no cycles in the graph. The number of graphs Gn N which contain 
at least one cycle can be enumerated as was shown in § 1 for each value к 
of the length of this cycle. In this way, denoting by T the property tha t the 
graph is a union of disjoint trees, and by T the opposite of this property, 
i. e. t h a t the graph contains at least one cycle, we have 
(4.1) P„.N ( T ) Й 2 
k=3 
( к - 1)! 
( n 7 \ 
— к 
2 
I N - к j 
= 0 
IN 
It follows that if N = o(n) we have lim P„
 N(T) = 1 which proves Theorem 4a. 
П - + ® 
If N is of the same order of magnitude as n i. e. N ^cn with с > 0, 
then the assertion of Theorem 4a is no longer t rue. Nevertheless if с < 1/2, 
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still a lmost all points (in fact n — 0(1) points) of TnN belong t o isolated 
trees. There is however a surprisingly a b r u p t change in the s t ruc ture of Г„
 N 
with N ~ cn when с surpasses the value 1 . If с > 1/2 in the average only a 
posi t ive fract ion of all po in ts of Г
п<ы belong to isolated trees, a n d the value 
of th i s fract ion tends to 0 for с - > + 0 0 . 
Thus we shall p rove 
Theorem 4b. Let Vn N denote the number of those points of Гп N which 
belong to an isolated tree contained in Г
п
 jv- Let us suppose that 
(4.2) lim — ^ = с > 0 . 
Then we have 
for с g 1/2 
(4.3) lim M ( F " ' N ( n ) ) = » x(c) . 1 
1
 — for с > 
2 c 2 
where x = x(c) is the only root satisfying 0 < x < V of the equation 
(4.4) xe-x = 2 c e ~ 2 c , 
which can also be obtained as the sum of a series as follows: 
» b f c - l 
(4.5) x { c ) = J ? (2 с e~2c)k . 
k = 1 k\ 
Proof of Theorem 4b. We shall need the well known fac t t h a t t h e inverse 
func t ion of the funct ion 
( 4 . 6 ) y = x e - x ( O ^ i c ^ l ) 
has t h e power series expansion, convergent for 0 rg у yL — 
e 
+ 00 bk-\„k 
(4.7) 
fcr, k\ 
Let xk denote the number of isolated t rees of order к contained in Гп N. Then 
clearly 
(4.8) VniN= У krk 
fc=l 
and thus 
(4.9) M ( F N > N ) = 2 I M ( T T ) . 
k=1 
By (2.18), if (4.2) holds, we have 
1 1 kk~2 
( 4 . 1 0 ) l i m — M ( r f t ) = — - - — ( 2 с е - 2 с ) л . 
n - * + œ n 2 c i ! 
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T h u s we obtain f rom (4.10) t h a t for c ^ 1/2 
(4 11) l im inf — ^ — y v „ —— for any s > 1 . 
n— + » n З о й 
As (4.11) holds for any s ^ 1 we obtain 
(4.12) l im inf > 1 i . 
п - » + » n 2 c k = i A:! 
B u t according to (4.7) for с 1/2 we have 
™ k k - l ( 2 c e ~ 2 c ) k  
^ — / с . 
Ü T , k\ 
T h u s it follows f rom (4.12) t h a t for с й 1/2 
(4.13) Um inf 
As however Vn N(n) á n and t h u s lim sup ^ n.N(n)) < p it follows t h a t 
n 
if (4.2) holds a n d c ^ 1/2 we have 
(4.14) l im f ^ L a m â
 = ! . 
Now let us consider the case с > —. I t follows from (2.18) t ha t if (4.2) 
2 
holds with с > 1/2 we obta in 





where the bound of the term 0(1) depends only on c. As however for N(n) 
~ nc with с > 1/2 
i t follows t ha t 
(4.16) 
where x = x f ^ 7 1 -
2 
k=n+l 





M ( F m M n ) ) = 
n' 
2 I V ( w ) 




is the on ly solution with о < x < 1 of the equation 
2 N ( n ) 2 N ( n ) 
x e ~ x = e " . Thus i t follows t h a t if (4.2) holds wi th с > 1/2 
n 
we have 
(4.17) l im M(F n , M n ) ) = x ( c ) 
n 2 c 
where x(c) is def ined by (4.5). 
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The graph of the function x(c) is shown on Fig. l a ; its meaning is shown 
by Fig. l b . The funct ion 
for с ^ 1/2 
fo r с > 1/2 
^ í j 
is shown on Fig. 2a. 
Figure 2a. 
Figure 2b. 
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Thus the proof of Theorem 4b is complete. L e t us remark t ha t in the 
same way as we ob ta ined (4.16) we get tha t if (4.2) holds with c< 1/2 we have 
(4.18) M ( F n J V ( n ) ) = » - 0 ( l ) 
where the bound of t he 0(1) t e rm depends only on c. (However (4.18) is no t 
t rue for с = — as will be shown below.) 
I t follows b y t he well known inequality of Markov 
(4.19) P ( f > M ( f ) 
val id for any nonnegat ive random variable £ a n d any a > M(£), tha t t h e 
following theorem holds: 
Theorem 4c. Let VnN denote the number of those points of Гп N which 
belong to isolated trees contained in Г
пЫ
. Then if con tends arbitrarily slowly 
to + 0 0 for n —*• - f o o and if (4.2) holds with с < 1/2 we have 
(4.20) lim P(Fn > N(n) П — U)n) — 1 . 
The case с > 1/2 is somewhat more involved. We prove 
Theorem 4d. Let Vn<N denote the number of those points of ГпЫ which 
belong to an isolated tree contained in Tn N. Let us suppose that (4.2) holds with 
с > 1/2. It follows that if con tends arbitrarily slowly to we have 
(4.21) 
where x = x 
lim P \V 
n* 
n,N(n) 
№ ) i 
> Vn 









Proof. We have clearly, as the series У — (2 ce~2c)k is convergent, 
S hl 
D- (VniN(n))= 0(n). Thus (4.21) follows by the inequal i ty of Chebyshev. 
Remark. I t follows from (4.21) that we h a v e for any с > 1/2 and a n y 
e > о 
(4.22) lim P 
Л-.-1-oo 
7n,N(n) X(C) I 
П 2 с 
< e = 1 
where x(c) is def ined by (4.5). 
As regards t h e case с = 1/2 we formulate the theorem which will be 
needed latter. 
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Theorem 4e. Let VnN(r) denote the number of those points of Fn N which 
belong to isolated trees of order 2: r and xn N(r) the number of isolated trees of 
71 





П-*- + со 
VnMn)(r) * 
lim P 
n — + ® 
T n , N ( n > ( r ) 





< 0 = 1 . 
n k\ 
The proof follows the same lines as those of the preceding theorems. 
§ 5. The total number of points belonging to cycles 
Let us determine f i rs t the average number of all cycles in Г
п N. W e 
prove t h a t th is number remains bounded if N(n) ~ cn and с < х/2 but no t 
i f 0 = V r 
Theorem 5a. Let Hn N denote the number of all cycles contained in Fn N. 
Then we have if N{n) ~ cn holds with с < — 
2 
(5.1) lim M ( H n M n j ) - i - log - 1 — - с - с2  
« - > + » 2 • 1 — 2 с 
while we have for с = 1 
(5.2) M ( t f n i M n ) ) ~ T l o g » . 
4 
Proof. Clearly if yk is the number of all cycles of order к contained in 





Now (5.1) follows easily, taking into account t h a t (see (3.8)) 
-к1 
(5.3) m W = 
n 
2 






2 k + 0 ( 
k 2 
n 
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If с = V 2 h a y e by (3.8) 
1 _ 
(5.4) M ( y , ) ~ — e 2 " . 
2 к 
As у — e 2" ~ — log re, i t follows t h a t (5.2) holds. Thus Theorem 5a 
k-3 2 & 4 
is proved. 
Let us remark t h a t i t follows from (5.2) tha t (4.18) is not true for с = 1/2. 
Similarly as before we can prove corresponding results concerning 
the random variable Hn N itself. 
We have for ins tance in the case с = */2 for a n y e > о 
(5.5) l im P 
П — -f со 
HnMn) _ 1  
logn 4 
< e = 1 . 
This can be proved by t he same method as used above: est imating the variance 
and using t h e inequality of Chebyshev. 
An o ther related resul t , throwing more light on t h e appearance of cycles 
in Г
пЫ
 runs as follows. 
Theorem 5b. Let К denote the property that a graph contains at least one 
cycle. Then we have if N(n) holds with с < 1/2 
(5.6) lim P n M n ) ( K ) = 1 - У1 ^ 2 с . 
П— + a> 
Thus for с = — it is ,,almost sure" that Г
п N(n) contains at least one cycle, while 
2 
for с < - the limit for n—> + ooof the probability of this is less than 1. 
2 
Proof. Le t us suppose first с < —. ß y an obvious sieve ( taking into 
account t h a t according to Theorem 1 the probabili ty t h a t there will be in 
with N(n) ^ nc (c < 1I2) two circles hav ing a point in common is negligibly 
small) we obtain 
- lim M(Н„,л-(„))  (5.7) lim Pn,NCn)(K) = e »-+ » = - 2 с . 
Л - . + 00 
Thus (5.6) follows for с < 1/2. As for с —>- г/2 the func t ion on the right of (5.6) 
tends to 1, i t follows t h a t (5.6) holds for с = x / 2 too. The funct ion у = 
= 1 — j/1 — 2c ec+c' is shown on Fig. 3. 
We prove now t h e following 
Theorem 5c. Let H*
 N denote the total number of points of Гп Ы which 
belong to some cycle. Then we have for N = N(n) ~ cn with 0 < с < х/2 
(5.8) lim M ( H * , N M ) = . 
л—+» 1 — 2 с 
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Figure 3. 
Proof of Theorem 5c. As according to Theorem 1 the probability t h a t 
two cycles should have a point in common is negligibly small, we have by (5.3) 
М Ы - 2 к У « 
(2 c)3 4 c3 
2 ( 1 — 2 c) 1 — 2 c 
The size of t ha t pa r t of Г
 N which does not consist of t rees is still more 
clearly shown by the following 
Theorem 5d. Let ftnN denote the number of those points of Г N which 
belong to components containing exactly one cycle. Then we have for N = N(n) ~ 
~ cn in case с ф 1/2 
(5.9) lim V ( 2 c e - * ) * 
п - + ® 2 
while for с = 1/2 we have 
>+4+4+ 1 ! 2 ! + 
k k - s 
(k - 3 ) 1 




2 / 3 
where Г(х) denotes the gamma-function Г(x)= j tx~i e~' dt for x > 0. 
о 
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Proof of Theorem 5<1. (5.9) follows immediately f rom (3.11); for c= 1/2 
we have b y (3.14) 
M 
n k 3 ^ 
а к=з 1 -
9 2 3 
Remark. Note tha t for с - / 2 
1




F - 3 
(& — 3) ! 4(1 - 2 c)2 
Thus the average number of points belonging to components containing 
" exactly one cycle tends t o -f 0 0 as —-— — - for с —»-1/2 . 
We now prove 
4(1 — 2 c)2 
Theorem 5e. For N(n) with 0 < с < 4/2 all components of rn N(n) 
are with probability tending to 1 for n —>- either trees or components contain-
ing exactly one cycle. 
Proof. Le t y>n N denote the number of points of Г п Ы belonging to com-
ponents which contain more edges t h a n vertices and the number of vertices 
of which is less than |! log n. We have clearly for N(n) ~cn with с < x/2 
(VnMndű V k\n -4—^ = J-
r~i к / n\\ 
k=4 x \ 








log 2 • P (VnMn)> 1) = 0 | 
On the o ther hand by Theorem 4c the probability t h a t a component con-
sisting of more than ]/ log n points should not he a t ree tends to 0. Thus the 
assertion of Theorem 5e follows. 
§ 6. The number of components 
Let us tu rn now to the investigation of the average number of compo-
nents of Г
п N. I t will be seen that the above discussion contains a fairly com-
plete solution of this question. We prove the following 
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Theorem 6. If C„,N denotes the number of components of Г
 N then we have 
if N(n) ~cn holds with 0 < с < --
2 
(6 .1) M ( ? m M n ) ) = n - W ( n ) + 0 ( l ) 
where the bound of the O-term depends only on c. If N(n) ~ — we have 
(6 .2 ) ЩС
пМп)) = п-Щп) + 0(1оёп). 
If N(n) ~ cn holds with с > —we have 
2 
(6.3) lim М ( С п , л г ( п ) ) 1 
n 
= . — я ? ( с ) -
2 с 
х
2 ( с ) 
where х = х(с) is the only solution satisfying 0 < ж < 1 of the equation xe~x = 
= 2ce~2c, i. e. 
(6.4) x ( c ) 
» l.k-1 
y - (2ce~2c)k. 
Й ft! 
Proof of Theorem 6. Le t us consider f i r s t the case с < —. Clearly if we 
a d d a new edge to a graph, t h e n either this edge connects two points belong-
ing to different components, in which case the number of components is 
decreased hy 1, or it connects two points belonging to t he same component 
in which case t he number of components does not change bu t a t least one 
new cycle is created. Thus2 
(6.5) 8N,N 
where HnN is t he total n u m b e r of cycles in Гn N . Thus by Theorem 5a it 
follôws t ha t (6.1) holds. 
Similarly (6.2) follows also from Theorem 5a. Now we consider the case 
1 
с > — . 
2 





 kk -iyk 
— Т Г 
x — 
Jck-iyk 
Ж = N 
*=. И 
2
 In fact according to a well known theorem of the theory of graphs (see [4], p. 29) 
being a generalization of Euler ' s theorem on polvhedra we have AT — n -f- Cn,N = 
= Xn,N, where — the „cyclomatic n u m b e r " of the graph Гп,ы — is equal to 
the maximal n u m b e r of independent cycles, in Г
п
.ы (For a defini t ion of independent 
cycles see [4] p. 28). 
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x can he characterized also as the only solution satisfying 0 < x 1 of the 
equation xe~x = y. 
I t follows t ha t if N(n) ~ nc holds with с < 1/2 we have 







+ 0(1) = n - N(n) + 0(1) 
which leads to a second proof of the f i rs t pa r t of Theorem 6. 
To prove the second par t , let us remark f i rs t t ha t the number of compo-
n 
nents of order greater t han A is clearly < — . Thus if Ç n N (Â) denotes the 
A 
number of components of order < A of Г
п N we have clearly 
(6.9) M ^n.N) M(Cm N(+)) + 0 
n 
The average number of components of fixed order к which contain 
IV k 
at least к edges will be clearly according to Theorem 1 of order |— , i. e. 
\n 
bounded for each fixed value of k. As A can be chosen arbitrari ly large we 
obtain f rom (6.9) t h a t 
(6 .10) M ( f „ l A r ) ~ > М ( т Д 
According to (2.18) it follows t ha t 
( 6 . 1 1 ) M( n-
'n,N) 
kk 2 i2AT 
— e " 
n I 2 N k ^ k\ 
and thus , according to (6.6) if N(n) ~ c n holds with с > 1/2 we have 




where x(c) is defined by (6.4). Thus Theorem 6 is completely proved. 
Le t us add some remarks. Theorem 6 illustrates also the fundamenta l 
7Ь 
change in the structure of Г
п N which takes place if N passes - . While t he 
average number of components of Г
п N (as a function of N with n f ixed) 
decreases linearly if N <. — this is no longer t rue for N > — ; the average 
" — 2 2 
number of components decreases f rom this point onward more and more 
slowly. The graph of 
1 
(6.13) z(c) = lim 
N(n) 







о с < 
2 
for с > V2 
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as a f u n c t i o n of с is shown by Fig. 4. 
F r o m Theorem 6 one can deduce easily t h a t in case N(n) ~cn with 
с < V2 we have for a n y sequence co„ t end ing a rb i t r a r i ly slowly t o in f in i ty 
(6.14) l im P(]C„,NM - n + N(n) | <«>„) = 1 
n —» + » 
(6.14) follows easily b y remarking t h a t clearly ÇnN ^ n — N. 
F o r the case N(n) wi th с 1I2 one ob ta ins by e s t ima t ing the 
va r i ance of £„,N(n) a r ) d using the inequa l i ty of Chebyshev t h a t for a n y e > 0 
(6.15) Hm p I i _ _L 
n—I-» \ n 2 c 
The proof is similar t o t h a t of (4.21) a n d therefore we do no t go in to details. 
§ 7. The size of the greatest tree 
If N wi th с < l /2 then as we have seen in § 6 all bu t a f i n i t e num-
ber of p o i n t s of Г
п N belong to componen t s which are trees. Thus in th is case 
the p rob lem of de te rmin ing the size of t he largest component of Г
п N reduces 
to t h e easier question of de te rmin ing t he greatest t ree in Г
п
 ^. This question 
is an swered by the following. 
Theorem 7a. Let An N denote the number of points of the greatest tree which 
is a component of Г
п М
. Suppose N = N(n) ~ cn with с =/= 1/2. Letcon be a sequence 
x(c) x*(c) < S = 1 
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tending arbitrarily slowly to -+- Then we have 
l im P M 
П - + ® 
N,N(N) & — 
a 
log и loglog + cün J = О 
lim P
 N ( n ) £ _ log » — — loglog и 
a 





(7.3) e~a = 2 ce1_2c  
and thus a > 0.) 
Proof of Theorem 7а. W e have clearly 
(7-4) Р ( 4 л ) ^ z) = P Tfc ^ 11 ^ У M(rfc) 
a n d thus by (2.18) 
(i. e. a = 2 с — 1 — log 2 с 
(7.5) 
I t follows tha t if z1 
we have 
(7.6) 
Р ( 4 „ М . ) è «) = о 
log n — — loglog n 
ne 
г " ' г 
+ « G 
P H n d v í n ) ^ z i ) = 0 ( £ - а ш » ) • 
This proves (7.1). To prove (7.2) we have to est imate the mean and variance 
logn loglogn — w n . We have b y (2.18) 
2 
М ( т . 
a i* 
— g<"»„ 
71 2 с У 2 
D2(T2J) = 0(M(T 2J) . 
of rZi where z2 = 
(7.7) 
a n d 
(7.8) 
Clearly 
P0N,M„) ^ Z2) > Р(г2г ^ 1) = 1 - P(r2i = 0) 
a n d it follows f r o m (7.7) and (7.8) by the inequal i ty of Chebyshev tha t 
(7.9) P(r2 , = 0) = 0 ( e - " - ) . 
T h u s we obtain 
(7.10) P {AnMn) > z 2 ) ^ l - 0 ( e — »). 
T h u s (7.2) is also proved. 
Remark. If с < — the grea tes t tree which is a component of Tn N wi th 
2 
N ~ cn is — as mentioned above — a t the same t ime the greatest component 
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of Г
п N, as Гп N contains with probability tending to 1 besides trees only com-
ponents containing a single circle and being of moderate size. This follows 
evidently from Theorem 4c. As will be seen in what follows (see § 9) for 
с > — the situation is completely different, as in this case F n N contains 
2 
a very large component (in fact of size G(c)n with G(c) > 0) which is not a 
tree. Note tha t if we put с = — l o g n we have a — ' log n and — l o g n ^ k 
2 к k a 
in conformity with Theorem 2c. 
We can prove also the following 
Theorem 7b. If N~ cn, where с =f=— and e~a = 2ce1~2c then the number 
of isolated trees of order h = 1 log те loglog те 
2 
I resp. of order >h ( where 
I is an arbitrary real number such that h is a positive integer) contained in 
Г
п N has for large n approximately a Poisson distribution with the mean value 
1 = 
, 5 / 2 p - a I ,5 2 p—al 
2 с У 2 n 
resp. fi = 
2 с ] / 2 те ( 1 — е ~ а ) 
Corollary. The probability t h a t Я
П>ЛА(П) with N(n)~ ne where c=j= 
1 
does not contain a tree of order 2 
a 
log те loglog те 
e x p - for те—> where a — 2c — 1 
-f-1 tends to 
- log 2c. 
2 с ]A2 те (1 — e ~ a ) 
The size of the greatest tree which is a component of Г
пЫ
 is fair ly large 
Tl 
if N ~ —. This could be guessed from the fact t h a t the constant factor in the 
2 
1 5 1 
expression — log n loglogw of the „probable size" of the greatest compo-
a 2 I 
nent of PnN f iguring in Theorem 7a becomes infinitely large if с = — . 
2 
7Ъ 
For the size of the greatest tree in Г
пМ
 with N the following 
2 
result is valid: 
те 
Theorem 7c. If N ^ and An N denotes again the number of points 
2 
of the greatest tree contained in P,hN, we have for any sequence con tending to 
4-°° for те— 
(7.11) 
and 
l im P (AntN > n*3con) = 0 
(7.12) lim P 
П—+® 
A n,N = 1 . 
4 A Materna t ika i K u t a t ó In téze t Közleményei V. All—2. 
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Proof of Theorem 7c. We have by some simple computation using (7) 
(7.13) M ( r k ) = . 
k k - 2 
n — к 
2 
- 4 + 1 / nkk~~2e~k 
k\ 
Thus it follows t h a t 




which proves (7.11). 
On the other hand, considering the mean and variance of x* = V1 rk , 
Wn 
it follows that 
M ( T * ) ^ А со*2 where A > 0 and D 2 ( T * ) = 0(w3n2) 
and (7.12) follows b y using again the inequality of Chebyshev. Thus Theorem 
7c is proved. 
The following theorem can be proved by developing fur ther the above 
argument and using Lemma 1. 
Theorem 7d. Let т(ц) denote the number of trees of order ^ pn2!3 contained 
in Г 71 






 P„.N(n)(T(P) = j) = —— 




(7 = 0 , 1 , . . • > 
J / 1 2 ; 
§ 8. When is Г
п N a planar graph ? 
We have seen tha t the threshold for a subgraph containing к points 
2 _ J L 
and к d edges is n k + d ; thus if N ~ cn the probability of the presence 
of a subgraph having к points and к -+- d edges in
 N tends to 0 for n — 
for each particular pair of numbers к 4, d 1. This however does not 
imply tha t the probabil i ty of the presence of a g raph of arbitrary order having 
more edges than vertices in Г
п N wi th N ^nc tends also to 0 for n—v 
In f ac t this is not t rue for с > д/2 as is shown b y the following 
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Theorem 8a. Let %n<N(d) denote the number of cycles of Gn N of arbitrary 
order which are such that exactly d diagonals of the cycle belong also to Г' м. 




= 1 -o( \n) where —°° < A < we have 
hm P(XnMn)(d) = j) 
Л - » + » 
+ о» Д 
~ 2 - 6 d - d \ J 
J p-Q gJ e (7 = 0,1, - . . ) 
y2i x еП • e dy . 
Proof of Theorem 8a. We have clearly as the number of diagonals of a 
к — gon is equal to — -
2 
(8.3) M ( ^ > N ( d ) ) = 2 1 I n 
2 к 
( к - 1 ) 
I k(k — 3)' 
n r . 
n 1 k\\ 
2 2 J 
N --k - d j 
In j \ 
2 j \ N ! 
and thus if N (n) = n + XVTl
 + 0(уп) 
2 




 1 + 
fc=4 
3 k ' 
2 n 
I t follows from (8.4) tha t 
'У у 
(8.5) lim M (
Х п М
п № ) = — f У2"'1 еГз 2 dy . 
The proof can be finished by the same method as used in proving Theorem 2a. 
Remark. Note tha t Theorem 8a implies t h a t if N(n) = \- con \n 
with Gin-4- then the probability that r n J V ( n ) contains cycles with any 
д  
prescribed number of diagonals tends to 1, while if N(n) = u>n\n 
2 
the same probability tends to 0. This shows again the fundamental difference 
7Ь 7Ь 
in the structure of Г„
 N between the cases N < — and N > —. This differ-
2 2 
ence can he expressed also in the form of the following 
Theorem 8b. Let us suppose that N(ri) ~ nc. If с < — the probability 
2 
2* 
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that the graph Г
п Ы
(„) is planar is tending to 1 while for с > this probability tends 
to 0. 
Proof of Theorem 8b. As well known trees a n d connected g raphs contain-
ing exact ly one cycle a re planar. T h u s the first p a r t of Theorem 8b follows 
from Theorem 5e. On t he other h a n d if a graph contains a cycle wi th 3 dia-
gonals such tha t if these diagonals connect the pa i r s of points (Pit P\) (i = 
= 1, 2, 3) the cyclic order of these po in t s in the cycle is such t h a t each pair 
(P„ P'i) dissects the cycle into two p a t h s which b o t h contain two of the other 
points t h e n the g r a p h is not planar . Now it is easy to see t h a t among the 
ik(k- 3 ) \ 
2 
^ J triples of 3 diameters of a given cycle of order к there are a t least
 ß 
triples which have t h e mentioned p roper ty and thus for large values of к 
approximately one o u t of 15 choices of the 3 diagonals will have t he mentioned 
proper ty . I t follows t h a t if N(n) = — + con ][n w i th con->- t he proba-
bility t h a t rU)N(n) is n o t planar tends t o 1 for n —>- + This proves Theorem 
7Ь г— 
8b. We can show t h a t for N(n) = f- 7.\n with a n y real X t he probability 
2 
of Г„
 N ( n) not being p l a n a r has a posit ive lower l imit , but we canno t calculate 
ts value. I t may even be 1, though this seems unlikely. 
§ 9. On the growth of the greatest component 
We prove in th is § (see Theorem 9b) that t he size of the greatest com-
ponent of Г
п N(„) is for N(n) ~cn w i t h с > х/г wi th probability tending to 1 
approximately G{c)n where 
(9.1) ö(c) = l - ^ 
2c 
and x{c) is defined b y (6.4). (The curve у = G(c) is shown on Fig. 2b). 
Thus by Theorem 6 for N(n) ~ cn with с > */2 almost all points of 
Fn,N(n) (i- e- all but o(n) points) belong either to some small component which 
g 
is a t ree (of size at most 1/a (logre — - loglogrc) -f 0(1) where a = 2c —1 —log 2c 
2 
by Theorem 7a) or to t h e single " g i a n t " component of the size ~G(c)n . 
Thus the si tuation can be summarized as follows: the largest component 
of Г„
 N(„\ is of order logn for —— ^ с < V,, of order и2/3 for —^— and 
' n n 2 
of order n f o r ^ ^ > 1f2. This double " j u m p " of the size of the largest 
N(n) 
component when —- passes the value 1/2 is one of the most s t r ik ing facts 
7b 
concerning random graphs . We prove f irs t the following 
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Theorem 9a. Let -Жn д;(/1) denote the set of those points of Гn N which belong 
to components of size > A, and let HnN(A) denote the number of elements of 
the set d%*n}N{A). If Nßn) ~(c — e) n where e>0, с — e 1/2 and Nz(n) ~cn 
then with probability tending to 1 for n-> from the HnNl(n)(A) points 
belonging to Жn Ni(n)(A) more than (1 — b) Hn NiM(A) points will be contained 
in the same component of fnN!(„) for any b with 0 < Ь < 1 provided that 
(9.2) . 
s 2 Ô 2 
Proof of Theorem 9a. According to Theorem 2b the number of poin ts 




£ — [ 2 ( c - e ) ] " " 1 е " 2 ^ - " ) 
k=\ к I 
o(n) 
On the other hand , the number of points of Г„
 Nl(n) belonging to components 
of size < A and containing exact ly one cycle is according to Theorem 3c 
o(n) for c—e ist 1/2 (with probabil i ty tending to 1), while it is easy to see, t h a t 
the number of points of Г
п Ы
^ belonging to components of size s i A a n d 
containing more t h a n one cycle is also bounded with probabili ty tending to 1.) 
Our last s ta tement follows by using the inequality (4.19) from the fac t 
t h a t the average number of components of the mentioned t y p e is, as a simple 
calculation similar to those carried out in previous §§, shows, of order О — 
n 
Let denote the event t h a t 
(9.3) \HnMl(JA) - nf(А, с-e)\ < rnf(A.c-e) 
where т > 0 is an arbi t rary small positive number which will be chosen later 
a n d 
1 A hk-1 
(9.4) f(A, с) = 1 У (2 ce-2c) > 0 
2 c i f f I k\ 
and let E ^ denote the contrary event. I t follows from wha t has been said 
t h a t 
(9.5) lim Р(Щ>) = 0 . 
оо 
We consider only such E n N ^ n ) for which (9.3) holds. 
Now clearly Г
п N2M is obta ined from EriiNi(n) by adding N2(n) —Nß^^ne 
new edges a t r andom to + n Vi(n). The probabil i ty t h a t such a new edge should 
H
niNltn)(A) 
connect two poin ts belonging to Ж n jv^roM), is a t least 
- а д 
n 
| 2 j 
and thus by (9.3) is not less t h a n (1 — 2т) f2 (А, с — e), if n is sufficiently 
large and т sufficiently small. 
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As these edges are chosen independent ly f rom each other, it follows 
by the law of large numbers tha t denoting by vn the number of those of the 
N2(n) — Njn) new edges which connect two points of and by E^2) 
the event t ha t 
(9.6) vn ^ e(l -3r)f2(A,c-e)n 
and by Я ® the contrary event, we have 
(9.7) lim P(Ei2>) = 0 . 
We consider now only such Г
 NtM for which takes place. Now let us 
consider the subgraph Р*,ы»(п) 
of r n Ni(n) formed by the points of the set 
>УЕrk yL(rl)( A) and only of those edges of Гп>мг(п) which connect two such points. 
vVe shall need now the following elementary 
Г 
Lemma 2. Let ava2 ar be positive numbers, "V a : = 1. If m a x aj< a 
jT i 1 <,i<,r 
then there can be found a value к (1 к < r — 1) such that 
(9.8) and 
I — A * 1 + A 
< У а,<п 
2 2 
- a " 1 + 
< > a , < - 1 -
2 - j ^ T , , 2 
Proof of Lemma 2. P u t Sj = y at ( j = 1, 2, . . . , r). Let j0 denote the 
i= 1 
least integer, for which 8j > 1/2. In case Sjo — 1/2 > 1j2 — Sjo_x choose 
k=j0 — 1, while in case S]a — 3I2 ^ a/2 — (Sy0-i choose k=j0. I n both 
cases we have | Sk — */2 I á — á — which proves our Lemma. 
2 2 
Let the sizes of t he components of Г*N2(n) be denoted by bv b2, . . ., br. 
Let E(3> denote the even t 
(9.9) m a x bj > Hn Nl(n)(A) (1 — 6) 
and Effl the contrary event . Applying our Lemma wi th a = 1 — b to the 
numbers = L i t follows t h a t if the event 2?*,3) takes place, the 
Н
пШп){А) 
set<3fnNl(n)(A) can be spli t in two subsets and PXE'h containing H'n and 
H'f points such tha t Hf + H"n = #„ i J V l ( n )(A) and 
(9.10) H M ) ( A ) Ô- < min {H'n, Щ) ^ max (Щ, Щ) ^ Hn,NlM(A) [l - 1 
z z 
fur ther no point of -Ж'п is connected wi th a point of Pj^'f in I '*
 № ( n ) . 
I t follows tha t if a poin t P of t he set belongs to Рж"
п
 (resp. 
JP'f) then all other points of the component of Г
п N l ( n ) to which P belongs are 
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also contained in (resp. As the number of components of size > A 
of U n JVl(n) is clearly < the number of such divisions of the set 
A 
does not exceed ""•NUn>(A). 
If fur ther takes place then every one of the vn new edges connect-
ing points of - Ж п ^ ^ ф А ) connects ei ther two points of or two points 
of <J?"n. The possible number of such choices of these edges is clearly 
H ' n 
2 
+ Щ 2 
As by (9.10) 
(9.11) 
Hi I Hi 
2 
4 2 2 
1 -
e ( l - 3 r ) / s ( A , C - e ) n 
i t follows tha t 
(9.12) P(^3>) ^ 2~Á  
and thus by (9.3) and (9.6) 
(9.13) Р ( Я £ » ) ^ е х р nf(A,c — e) 
Thus if 
(9.14) A e<5(l — Зт) f(A,c — e) > (1 + r ) l o g 4 
( 1 + t ) log2 e(l — Зт) f(A, с — e) ô 
A 2 
t hen 
(9.15) lim р д а ) = 0 . 
со 
As however in case с — e > x/2 we have f(A, с — e) ^ G (с — e) > 0 
for any A, while in case с — s - 1 / 2 
(9.15a) / A, 
A hk-l hk—Ï 1 
2 — - ^ - -
mk\ek k^A+i k \ ek 2|lÀ ^ Л 
1 50 
the inequality (9.13) will be satisfied provided t h a t т < — and A > . 
1 0 e 2 <5 2 
Thus Theorem 9a is proved. 
Clearly the "g ian t " component of the existence of which (with 
probabi l i ty tending to 1) has been now proved, contains more t h a n 
(1 _ T ) ( i - d ) n f ( A , e - e ) 
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poin ts . By choosing E, т and д sufficiently small and A sufficiently large, 
(1 — r) (1 — Ó) f(A, с — e) can be brought as near to G(c) as we want. Thus 
we have incidentally proved also the following 
Theorem 9b. Let gn N denote the size of the greatest component of Гп Ы-
If N(n) ~cn where с > ij2 we have for any rj > 0 
(9.16) lim P 
П— + oo 
QnMn) 
- G(c) i < у 
x ( c ) œ F - 1 
where G(c) = 1 — —— and x(c) = V -— (2c e~2c)k is the solution satisfying 
•J.C к I 
0 < x(c) < \ of the equation x(c) e~x(c) = 2ce~2c. 
Remark. As G(c) - > 1 for с —*• + 0 0 it follows as a corollary f rom Theorem 
9b t h a t the size of the largest component will exceed (1 — a)re if с is suffi-
c ient ly large where a > 0 is a rb i t ra r i ly small. This of course could be proved 
direct ly . As a ma t t e r of fact, if t he greatest component of Г
п Ы(^ п) wi th N(n) ~nc 
would not exceed (1 —a)n (we denote this event by B n ( a , c)) one could b y 
L e m m a 2 divide t h e set V of t h e n points Plt . . . . P n in two subsets V resp. 
V" consisting of n' resp. n" po in ts so that no two points belonging to different 
subse ts are connected and 
о . ! ? : 
a n 
A m'n (n', n") ^ max («.', n") 1 - n . 
But the number of such divisions does not exceed 2", and if the n points 
a re divided in th is way, the n u m b e r of ways N edges can be chosen so t h a t 














1 —-2 2 2 2 
. it follows 
(9.18) P(Bn(a, c)) 5Á 2" 
Thus if а с > log4, then 
1 — 
N(n) _ 
< 2ne 2 
(9.19) lim P( Bn(a, с)) = 0 
which implies t h a t for с > and У(п) ~ c n we have 
(9.20) l i m
 ^ ( 1 - a ) re) = 1 
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We have seen t h a t for N(n) ~ cn with с > 1/2 the random g raph 
consists with probabi l i ty tending to 1, neglecting o(n) points, only of isolated 
тъ k k — ^ 
trees (there being approximately (2c e~2c)k trees of older k) and of 
"2c k\ 
a single giant component of size ^G(c)n . 
Clearly the isolated trees mel t one af ter ano ther into the g ian t compo-
nent , the "danger" of being absorbed by the " g i a n t " being greater for larger 
components. As shown by Theorem 2c for N(n) ~ — те log те only isolated 
2 к 
, -, г N(n) — 1/2 те log те , ,. , , 
trees of order <Lk survive, while lor > -J-00' t he whole 
те 
graph will with probabi l i ty tending to 1 be connected. 
An interesting question is: wha t is the "l i fe- t ime" distr ibution of an 
isolated tree of order к which is present for N(n) ~ cn ? This question is 
answered by the following 
Theorem 9c. The probability that an isolated tree of order к which is present 
in Tn Nl(n) where Nx(n) ~ cn and с > 1/2 should still remain an isolated tree 
in л/,(„) where N2(n) ~ (c + i) те (i > 0) is approximately e~2kt ; thus the 
„life-time" of a tree of order к has approximately an exponential distribution 
with mean value ^ and is independent of the "age" of the tree. 
Proof. The probabi l i ty t h a t no point of t he tree in question will be 
connected with a n y other point is 
N , ( n ) ^ 
И 
j~N,(n)+1 
This proves Theorem 9c. 
[те — к 
I 2 
— j + к] 
§ 10. Remarks and some unsolved problems 
We studied in detail the evolution of Г
 N only till N reaches the order 
of magni tude n log те. (Only Theorem 1 embraces some problems concerning 
the range N(n) ~ т е а with 1 < а < 2.) We wan t to deal with the structure 
of Г
п N ( n ) for N(n) ~ cna with a > 1 in greater detail in a fortcoming paper; 
here we make in th is direction only a few remarks. 
F i rs t it is easy to see tha t Г
 n ^ is really nothing else, t han the 
complementary g r a p h of T n N(ny Thus each of our results can be reformulated 
to give a result on the probable s t ructure of Г„
 N with N being not much 
less t h a n jП j . For instance, the s t ructure of Г
п N will have a second ab rup t 
change when N passes the value if N < — c n wi th с > х/2 
then the complementary graph of Г
п N will contain a connected g raph of order 
f{c)n, while for с < г/2 this (missing) "g iant" will disappear. 
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for N near to , let us consider the maximal number of pairwise independent 




п N. (The vertices P and Q of the g r aph Г are called independent 
if t h e y are not connected by an edge). 
Evident ly if a set of к points is independent in P n iv(n) t h e n the same 
points form a complete subgraph in the complementary graph Г
п<щп . . As 
however Г„ has the same s t ruc ture as Г it follows b y Theorem 
пЖп) — c МШИШС a0 " „,(») - N(n) 
1, t h a t there will be in P n a lmost surely no к independent points if 
— N(n) = о K - k ' i ) i. e. if N(n) = — o n 
Pn,N(n) almost surely к independent points i fW(n) = 
but there will he in 
, / . M 
— со n ( A—l ' where 
a)n t ends arbi t rar i ly slowly to An other interesting question is: what 
can be said about t h e degrees of t he vertices of r n N . We prove in this direction 
the following 
Theorem 10. Let DnN^(Pk) denote the degree of the point Pk in /ft,v(n) 
(i. e. the number of points of Г
п
 which are connected with Pk by an edge). Put 
Dn = min DnMn) (Pk) a n d Dn = m a x DnMn) (Pk). 
N(n) lim 




Then we have for any e > о 
(10.2) lim P 
П—+ œ 
We have further for N(n) ~ cn for any к 
1 S k á n 
-T — 1 < e = 1 
; Dn 
( 1 0 . 3 ) lim P(DnMn) (Pk) = j) = (2 c)
J
 e -2c 
1 i t 
( 7 = 0 , 1 , . . . ) . 
Proof. The probabil i ty t h a t a given ver tex Pk shall be connected by 
exact ly r others in 1
 n n is 
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thus if N(n) ~ c n the degree of a given point lias approximately a Poisson 
distr ibution with mean value 2c. The number of points having the degree r 
is thus in this case approximately 
(r = 0 , 1 , . . . ) . 
r ! 
If N(n) = (и log«) con wi th con ->- then the probabil i ty t h a t the degree of 
a poin t will be outside the interval ~ —7-— (1 — e) and ^ ^ ^ (i
 e) js ap_ 
n n 
proximate ly 
^ т (2 con • log w)fc e~2w" ,0zn Q 
| f c—2Iogrc-o>„ \>e-21ogn •«,, 
and thus this probabil i ty is о , for any e > 0 . 
Thus tho probabili ty tha t the degrees of not all n points will be between 
t he l imit (1 ± e) 2con l ogn will be t end ing to 0. Thus the assertion of Theorem 
10 follows. 
An interesting question is: wha t will be the chromatic number of Г
пЫ
 ? 
(The chromatic number Ск(Г) of a g r a p h Г is the least positive integer h such 
t h a t the vertices of the graph can be coloured by h colours so t h a t no two 
vertices which are connected by a n edge should have the same colour.) 
Clearly every t ree can be coloured by 2 colours, and thus b y Theorem 
4a almost surely Ch (Г
п N) —2 if N = o(n). As however the chromatic 
number of a graph having an equal number of vertices and edges is equal 
t o 2 or 3 according to whether the only cycle contained in such a graph is 
of even or odd order, it tollows from Theorem 5e t ha t almost surely Ch (Г
п
 ^) ^ 3 
for N(n) ~nc with с < 1I2. 
7Ь 
For N(n) ~ — we have almost surely Ch ^ 3. 
As a matter of fact , in the same way, as we proved Theorem 5b, one 
n 




) contains for N(n) almost surely a cycle of odd 
order. I t is an open problem how large Ch (Г
пЫМ
) is for N(n) ~ cn with с >1/2 l . 
A fur ther result on the chromatic number can be deduced from our 
above remark on independent vertices. If a graph Г has the chromatic number 
h, then its points can lie divided in to h classes, so t h a t no two points of the 
71 
same class are connected by an edge; as the largest class has a t least points, 
h 
i t follows tha t if / is the maximal number of independent vertices of F we have 
7b Í7l\ 2( 
f —. Now we have seen tha t for N(n) = — о 
h U 1 




11 — 0 u \ 
n ^ almost surely 
almost surely Ch (Г
п<N(n)) > 
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O t h e r o p e n p r o b l e m s a r e t h e fo l l owing : f o r w h a t o r d e r of m a g n i t u d e 
of N(n) h a s i „ i A , ( r ! ) w i t h p r o b a b i l i t y t e n d i n g t o 1 a Hamilton-line (i.e. a p a t h 
w h i c h passes t h r o u g h all v e r t i c e s ) r e sp . in case n is e v e n a factor of degree 1 
( i .e . a se t of d i s j o i n t edges w h i c h c o n t a i n al l v e r t i c e s ) . 
A n o t h e r i n t e r e s t i n g q u e s t i o n is : w h a t is t h e t h r e s h o l d f o r t h e a p p e a r -
a n c e of a " t o p o l o g i c a l c o m p l e t e g r a p h of o r d e r Jc" i.e. of Jc p o i n t s s u c h t h a t 
a n y t w o of t h e m c a n b e c o n n e c t e d b y a p a t h a n d t h e s e p a t h s d o n o t i n t e r -
s e c t . F o r к > 4 w e d o n o t k n o w t h e so lu t ion of t h i s q u e s t i o n . F o r к = 4 
Ti 
i t f o l lows f r o m T h e o r e m 8a t h a t t h e t h r e s h o l d is — . I t is i n t e r e s t i n g t o 
2 
c o m p a r e t h i s w i t h a n ( u n p u b l i s h e d ) r e su l t of G . D I R A C a c c o r d i n g t o w h i c h 
if N ^ 2n — 2 t h e n Gn N c o n t a i n s c e r t a i n l y a t o p o l o g i c a l c o m p l e t e g r a p h 
of o r d e r 4. 
W e h o p e t o r e t u r n t o t h e a b o v e m e n t i o n e d u n s o l v e d q u e s t i o n s i n a n o t h e r 
p a p e r . 
Remark added on May 16, 1960 . I t s h o u l d b e m e n t i o n e d t h a t N . V . 
S M I R N O V (see e. g. Математический Сборник 6 ( 1 9 3 9 ) p . 6) h a s p r o v e d a 
l e m m a wh ich is s i m i l a r t o o u r L e m m a 1. 
( R e c e i v e d D e c e m b e r 28, 1959.) 
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О РАЗВЁРТЫВАНИЕ СЛУЧАЙНЫХ ГРАФОВ 
P. ERDŐS и A. RËNYI 
Резюме 
Пусть даны п точки Pv Р2,..., Рт и выбираем случайно друг за другом 
N из возможных ребер (Р,, P f ) т а к что после того что выбраны к ребра 
каждый из других 
к ребер имеет одинаковую вероятность быть вы-
бранным как следующий. Работа занимается вероятной структурой так 
получаемого случайного графа Г
п Ы
 при условии, что N = N(n) известная 
функция от п и п очень большое число. Особенно исследуется изменение 
этой структуры если N нарастает при данном очень большом п. Случайно 
развёртывающий граф может быть рассмотрен как упрощенный модель роста 
реальных сетей (например сетей связы). 

UNSOLVED PROBLEMS IN THE ENUMERATION OF GRAPHS1 
by 
F R A N K H A R A R Y 2  
§ 1. Introduction 
Our object is to present several unsolved problems in the enumerat ion 
of graphs in the hope t h a t i t will serve to stimulate act ive interest among 
mathematicians. I t is no t likely t h a t all of these problems will be sett led in 
the near future , for included among their solutions there would be enough 
information to settle the four color conjecture either in the af f i rmat ive or 
the negative. 
We f i r s t i l lustrate what is mean t by a graph enumerat ion problem 
using graphs and directed graphs. We then develop the preliminary concepts 
concerning graphs in order to be able to state the unsolved problems con-
cisely. Sta tements (without proofs) of several methods which have been used 
in the enumeration of graphs are given. The most impor t an t method in this 
area is provided by the elegant and powerful enumerat ion method of P Ó L Y A 
[45]. Fo r Pólya's method or a variat ion thereof has been utilized in most 
known solutions to such problems. We compare problems involving the num-
ber of t rees of various kinds with analogous problems for graphs. Lists of 27 
solved problems and 27 unsolved problems are presented. The importance of 
the unsolved problems and the na tu re of their essential difficulties are 
indicated. The calculation of asymptot ic numbers of g raphs of various kinds 
is also mentioned. We conclude with a comprehensive bibliography of 
articles which either implicitly or explicitly involve the enumerat ion of graphs. 
§ 2. Graphical Preliminaries 
In this section, we develop the definitions of several basic graphical 
concepts. A graph (see K Ö N I G [ 3 9 ] as a general reference on graph theory) 
consists of a finite set of points a, b, c, . . . together wi th a prescribed set 
of unordered pairs of dist inct points. Each such pair of points a and b is a 
line a = ab of the graph G. We then say tha t points a and b are adjacent 
and t h a t the point a and the line a are incident to each other. Note t h a t by 
definition a graph has no lines joining a point with itself nor does it have 
1
 This article is based on a talk given in March 1959 at the Combinatorial 
Problems Seminar of the Logistics Project at Princeton University while the author 
was on leave from the University of Michigan. The final draft was completed at the 
Los Alamos Scientific Laboratory during the summer of 1959. 
2
 Ann Arbor, USA. 
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t w o distinct lines joining the same pair of points . If the defini t ion of a graph 
is generalized to permit more t h a n one line joining the same pair of points, 
t h e result is called a multigraph, following the terminology in B E R G E [ 1 ] . 
T w o or more lines joining the same pair of dist inct points are called multiple 
lines. If we f u r t h e r allow the presence of loops, i.e., lines joining a point with 
i tself , as well as multiple lines, then we have a general graph. 
Two graphs are isomorphic if there exists a one-to-one correspondence 
between their sets of points which preserves adjacency. I n Figure 1 we show-
all the graphs (up to isomorphism) of four points. 
Figure 1. The graphs of four points. 
Let gpq be the number of graphs with p points and q lines. Let 
9p(x) = ffpo + g pi X + gp2 X2 + • • • 
b e the counting series for t he graphs of p points ; thus the highest power of 
X is p (p — l) /2. 
Л directed graph (or more briefly a digraph) consists of a finite set of 
po in t s together wi th a prescribed collection of ordered pairs of distinct points. 
E a c h such ordered pair (a, b) of points is called a directed line (or more briefly 
a line where t h e meaning is clear by context) , and is denoted by ab. The 
definit ion of isomorphism for digraphs is analogous to t h a t for graphs. In 
F igure 2, we show all the d igraphs of three points. 
/. L A 
Figure 2. The digraphs of three points. 
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Let gpa be the number of digraphs with p points and q (directed) lines. 
To enumera te the digraphs of p po in t s means to f ind the expression for the 
count ing series 
S V ( ® ) = 9 p o + 9 p i x + 9 p 2 x 2 + • • • 
in which the highest power of x is p(p — 1). From Figures 1 and 2 we see 
t h a t the counting series for the g raphs of four points and the digraphs of 
th ree poin ts are respectively: 
9i(x) = 1 + X + 2 x2 + 3 x3 + 2 x4 + x5 + x 6 , 
g3(x) = l + x + 4x 2 + 4 x 3 + 4x4 + x5 + x 6 . 
strong unilateral weak disconnected 
d. Four digraphs with various kinds of connectedness. 
5 A M a t e m a t i k a i Ku ta tó I n t é z e t Közleményei V. A / l — 2 . 
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point s'immetrie line symmetric symmetric 
g. Symmetric graphs. 
a 2-cube a 3-cube 
h. Two cubes. 
Figure 3. 
Let G be a graph with p points and q lines. The complement G' of G 
contains the same set of poin ts as G and two points are ad jacen t in G' if a n d 
o n l y if they are no t adjacent in G. A graph is self-complementary if it is iso-
morphic to its complement. (See Figure 3a.) 
Two lines of a graph are adjacent if they contain a common point. A path 
is a collection of successively ad jacen t lines of the form axa2, a2a3, ..., an_xan 
a n d the n d is t inc t points a, . The length of a pa th is the number of lines 
in it . A graph is connected if the re is a p a t h between any two points. The 
diameter of a connected g r a p h is the max imum distance between any t w o 
points , where the i r distance is t h e length of a shortest p a t h between them. 
A trajectory is a sequence of successively adjacent dist inct lines in which 
t h e points need no t be dist inct . A line sequence is a sequence of successively 
ad jacen t lines in which ne i ther the points nor the lines need be distinct. 
A trajectory, or line sequence is open if i ts f i r s t and last points are dis-
t i n c t ; otherwise it is closed. A n Euler line of a connected g raph G is a closed 
t ra jec tory which contains all the lines of G. An Euler graph is one which 
contains an Euler line. (See F igure 3b.) 
A directed path from ax to an in a digraph is similarly given by a sequence 
of lines axa2, .. ., an_xan on n dis t inct points. Then, as before, an Euler di-
graph D is one which contains a closed directed t ra jectory containing all t h e 
l ines of D. (See Figure 3c.) 
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If digraph D has a p a t h from a to b, we say t ha t b is accessible f r o m a. 
A point basis of a digraph is a minimal collection of points from which all 
other points are accessible. A singleton point basis consists of exactly one po in t . 
A digraph D is strongly connected or strong if each point is accessible f rom every 
other point . D is unilaterally connected or unilateral if for any two points , 
a t least one is accessible f rom the other. D is weakly connected or weak if for 
any par t i t ion of its set of points into two nonempty subsets, there exists 
a line between a point of one subset and a point of the other. Finally, D is 
disconnected if it is not even weak. (See Figure 3d.) 
A cut point of a connected graph is one whose removal results in a dis-
connected graph. A block of a graph is a maximal-connected subgraph con-
taining no cut points of itself. 
The degree of a poin t of a graph is the number of lines to which it is 
incident. A regular graph is one in which every point has the same degree ; 
a cubic graph is a regular graph of degree 3. A graph is homeomorphically 
irreducible if it has no points of degree 2. (See Figure 3e.) 
A cycle of a graph consists of a p a t h a1a2 .. . an together with t he line 
a1an. A complete cycle is one which passes through all the points of the g r a p h ; 
in the graphical l i terature a complete cycle is often called a hamilton line, 
and a graph is hamiltonian if it contains a complete cycle. The length of a cycle 
is the number of lines in it. The lower girth of graph G is t he length of a n y smal-
lest cycle; the upper girth is the length of a longest cycle. (See Figure 3b.) 
A tree is a connected graph with no cycles. (See the first g raph of 
Figure 3f.) 
The index of a connected graph is t he smallest number of lines whose 
removal results in a tree. The connectivity of a graph is the smallest n u m b e r 
of points whose removal results in a disconnected graph. (See Figure 3e.) 
An automorphism of a graph is an isomorphism wi th itself. The group 
of a graph is the collection of all its automorphisms. An identity graph is one 
in which the only automorphism is the ident i ty mapping on the set of po in t s . 
(See Figure 3f.) Two points of a graph are similar if there is an automorphism 
which maps one into the other ; similarity of two lines is analogous. A g raph 
is point-symmetric if all i ts points are similar, it is line-symmetric if all i ts lines 
are similar, and it is symmetric if it is both point-symmetric and line-symmetric. 
(See Figure 3g.) 
A graph is k-colored if each point is assigned one of к colors in such a 
way t h a t no two points of the same color are adjacent , and all к colors are 
used. A graph is k-chromatic or has chromatic number к if it can be ^-colored 
but not (к — l)-colored. A labeled graph is one in which each point is d is t in-
guished from every o ther point. 
The partition of a graph of p points and q lines is the expression for 
2q as the sum of the degrees of the points . The partition of a digraph is the 
vector sum of the ordered pair a t each poin t which gives the number of directed 
lines to and from t h a t point . 
A planar graph is one which can be drawn in the plane in such a way 
tha t none of its lines intersect each other. 
A subgraph of a g raph G is a subset of its points and lines which fo rms 
a graph. A spanning subgraph of G has t he same point set as G. 
We conclude this section with the definitions of some miscellaneous 
concepts. An n-cube is a graph with 2" points each of which is a binary n u m b e r 
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with п digits, in which two po in t s are ad j acen t whenever t h e y differ in exact ly 
one digit. (See Figure 3h.) A boolean function of two variables x and y is a 
f in i t e combinat ion of sums, products, a n d complements, of expressions in 
x and y. For each assignment of the values 0 and 1 to the variables x and y, 
a given boolean function has t he value 0 or 1. 
An (abstract) simplicial complex consists of a set P of points a n d a 
collection S of subsets of P called simplexes, which sat isfy the following 
t w o conditions : 
1. E v e r y point is a simplex. 
2. E v e r y nonempty subset of a s implex is a simplex. 
A Latin square of order те is a square matr ix of order те in which every 
row and every column is a permuta t ion of the integers 1, 2, . . . , n. 
A finite automaton or a sequential machine with two inputs 0, 1 a n d a 
f in i te number of states may be defined as follows. There is a directed graph 
whose points a re called s ta tes in which one point is distinguished or rooted 
a n d called t h e initial state. E a c h point has exactly two lines from it, one line 
labeled 0 a n d the other labeled 1. These t w o labels on lines of the digraph 
a re called inputs and serve to determine t h e next state of the machine when 
t h e given s t a t e and the i n p u t are known. We note t ha t directed lines f rom a 
point to itself (loops) are permi t ted here as well as two directed lines both f rom 
one point to another . Also, i t is stipulated t h a t every state is accessible f rom 
t h e initial s t a t e . (See Figure 9 below.) An automaton with outputs 0 and 1 is 
defined by providing a tab le of outputs which associate one of the o u t p u t 
symbols 0 or 1 given the present state a n d the input. 
List I 
UNSOLVED PROBLEMS IN THE ENUMERATION OF GRAPHS 
I. Digraphs 1. S t rong 
2. Uni la tera l 
3. Singleton point hasis 
II. Par t i t ions 4. Graphs with given part i t ion 
5. Homeomorphically irreducible graphs 
6. Regular graphs 
7. Euler graphs 
111. P lana r i ty 8. P l ana r graphs 
9. k-chromatic and k-colored graphs 
10. P l ana r graphs wi th additional pro-
pert ies 
IV. Connectivi ty 11. Graphs of given g i r th and d iameter 
12. Graphs of given index and connect ivi ty 
13. Blocks 
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V. Ising 14. 2-dimensional Ising problem and non-
nearest neighbors 
15. 3-dimensional Ising problem 
16. Paving problem 
17. Cell-growth problem 
VI. Switching 18. Types of complete cycle in an n-cube 
19. Fini te au toma ta 
20. Indecomposable two-terminal networks 
VII. Topological 21. Self-complementary graphs 
22. Simplicial complexes 
VIII. Combinatorial 23. Lat in spuares 
24. Line graphs 
IX. Groups 25. Symmetr ic graphs 
26. Iden t i ty graphs 
27. Graphs wi th given group 
§ 3. Statements of the Unsolved Problems 
We regard a solution of each of the unsolved problems of List I as a 
generat ing function in closed form for the number of graphs of each given 
k ind with a given number p of points and a given number q of lines (or directed 
lines for digraphs). These problems arc divided into nine categories which 
combine related problems. 
I. Problems involving digraphs 
1. Strong digraphs 
We see f rom Figure 2 t h a t the counting series for the strong digraphs 
of three points is 
x
3
 + 2xi + x5 + xe . 
2. Unilateral digraphs 
Again, we see from Figure 2 t ha t the counting series for unilateral 
d igraphs of three points is 
x
2
 + 4ж3 + 4xi + x5 + x6 . 
3. Digraphs with a singleton point basis 
Figure 2 shows tha t the counting series for these digraphs with th ree 
po in t s is 
2x2 + 4x3 + 4xi + ж5 + ж6. 
I t is easy to show t h a t every unilateral digraph has a singleton 
po in t basis. 
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II. Problems involving partition 
4. Graphs with a given partition 
From Figure 1, we see t ha t each graph of four points has a different 
part i t ion. For example, t he graph consisting of a single cycle of length 4 
has par t i t ion 2 + 2 + 2 + 2 and is the only graph with this parti t ion. However, 
s tart ing with graphs of f ive points, there exist par t i t ions which belong to 
more t h a n one graph. An example is given by the two graphs shown in Figure 
4, each of which has the par t i t ion 1 + 1 + 2 + 2 + 2. 
5. Homeomorphioally irreducible graphs 
Inspection of Figure 1 shows t h a t the counting series for homeomorphic-
ally irreducible graphs of four points is 
1 + X + X2 + Xs + Xe 
while t h a t for connected homeomorphically irreducible graphs of four points 
is Xs + Xe. 
6. Regular graphs 
This is an interesting special case of graphs with a given parti t ion. 
E v e r y regular g raph of degree one has an even number 2n of points 
which are joined by n lines to form n connected components. Every regular 
graph of degree 2 has a cycle for each of its components. The first interesting 
case of regular graphs is given by cubic graphs. The only cubic graph of four 
points is the complete g raph shown in Figure 1; hence the counting series 
for cubic graphs of four points is simply given by x"\ 
7. Euler graphs and Euler digraphs 
Euler himself showed tha t a g raph has a closed t ra jec tory containing 
all the lines if and only if i t is connected and every point is even (of even 
degree). Hence Euler graphs are subsumed in the category of graphs with a 
given par t i t ion. Namely, t hey are those graphs whose part i t ions have no odd 
par ts . 
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III. Problems involving planarity and colorability 
8. Planar graphs 
K U R A T O W S K I lias shown tha t a graph is planar if and only if it contains 
no subgraph homeomorphic to either of t he two "skew graphs" K- or K33 
shown in Figure 5. 
Hence i t follows tha t every graph of four points is p lanar and t h a t the 
counting series for the planar graphs of f ive points is obtained from t h a t 
of all graphs of f ive points b y subtracting ж5. 
9. A'-chromatic graphs and /«-colored graphs 
Only the number of bicolored graphs has been found in closed form, 
[23]. For example, the bicolored graphs wi th two points of each color are 
shown in Figure 6, in which the two points of each graph to the left are regar-
ded as colored wi th the first color while the two points to the right are colored 
wi th the second color. 
Figure 6. The bicolored graphs with two points of each color. 
By a theorem of K Ö N I G [ 3 9 ] a graph is bichromatic if and only if all 
i ts cycles are even (of even length). Thus we see from Figure 1 t h a t the num-
ber of bichromatic graphs of four points is given by the series 
1 + X + 2x2 + 2 ж 3 + ж 4 . 
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Further , it is clear t h a t there is a one-to-one correspondence between connected 
bicolored graphs and connected bichromatic graphs. But there are more 
disconnected bicolored graphs than disconnected bichromatic graphs. Bico-
lored graphs are regarded as isomorphic even when their two colors a re 
interchanged. 
10. Planar graphs with additional properties 
These problems include planar cubic graphs, p lanar Euler graphs, and 
planar ^-chromatic graphs. 
IV. Problems involving connectivity 
11. Graphs with given girth and given diameter 
From Figure 1, we see t ha t there are exactly three connected g raphs 
with lower girth 3 and the same number with upper gir th 4, and t h a t t he 
counting series for the connected graphs of four points with diameter 2 is-
x
3
 - f - X4 + X5. 
12. Graphs of given index and given connectivity 
Among the connected graphs of four points there are two graphs of 
index 1, one of index 2, and one of index 3. 
A connected graph has connectivity 1 if and only if it has a cut poin t . 
Hence the counting series for connected graphs of four points of connectivi ty 
1 is 2x* xi. The sum of this solution and t h a t of Problem 13 is the 
known number of connected graphs. 
13. Blocks 
i n view of the definitions of a block and of the connectivity of a g raph , 
it follows a t once t h a t blocks are connected graphs with connectivity greater 
than 1. The counting series for blocks of four points is (from Figure 1) xi -j-
-f- ХЪ -f- Xе. 
V. Ising model problems 
14. The two-dimensional Ising problem 
Consider a labeled graph which is an я-dimensional lattice. A subgraph 
of this lattice is called admissible if and only if every point is even. Le t Aq 
he the number of different labeled admissible subgraphs with q lines. Find 
a generating funct ion for the quant i ty Ac. This problem was solved for n = 1 
by I S I N G himself [ 3 5 ] , and for n = 2 by O N S A G E R [ 4 3 ] . However, O N S A G E R 
did not use combinatorial methods and his procedures have not generalized 
to higher dimensions. Hence even though the two-dimensional I S I N G problem 
has been solved, i t is still an unsolved problem to derive a purely combinato-
rial solution.3 
3
 This problem has just been solved by. S. SHERMAN in an article to appear-
in vol. I, May I960, Journal of Mathematical Physics. Sherman's method may also 
solve the rest of Problem 14. 
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As a variation of th is problem we have the ease which is called in the 
physical l i terature " interact ion between non-nearest neighbors". We show 
in Figure 7a the g raph of a two-dimensional lattice and in Figure 7b the 
graph obtained from th is lattice on joining those pairs of points which are 
nearest to each other wi thout already being adjacent . We note tha t in physical 
applications, each of these graphs would usually he considered as being drawn 
on a torus, i.e., both pa i r s of opposite sides are identified. 
Figure 7. Graphs of a 2-dimensional lattice without and with diagonals. 
15. The three-dimensional Ising problem 
This problem is obta ined from the preceding one on replacing the dimen-
sion n = 2 by n = 3. No real beginning has been made toward its solution. 
Of course the n dimensional Ising problems for n > 3 are also unsolved. 
By the area of an admissible labeled subgraph of a two-dimensional 
lattice we mean the min imum area enclosed by disjoint cycles const i tut ing 
this subgraph. Lot Ag r be the number of admissible labeled subgraphs wi th 
q lines and area r. F ind a generating function for the quantities Ac r. In t he 
physical literature, th is is shown to he the "two-dimensional Ising problem 
with a magnetic f ie ld". 
16. A paving problem 
Let us start wi th a two-dimensional lattice with N squares. Consider 
п
л
 squares and n2 double squares (like dominoes) such tha t пл -j- n2 = N . 
In how many ways can t h e labeled latt ice he "paved" by these ? 
17. The cell growth problem 
Consider a one-celled animal which has a square shape and can grow 
in the plane by adding a cell tp any of its four sides. How many connected 
animals Ar with area r a re there up to isomorphism? The animals are assumed 
to be simply connected in the sense t h a t there are no "holes". 
In Figure 8 we show all the animals with area 1, 2, 3, 4, and 5. 
Thus we see t h a t t he counting series for the cell growth problem is of 
the form 
A(x) = У Arxr ~ x + x2 + 2x3 + 5x4 + I2x5 + . . . 
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I t is also known t h a t Ae= 3 5 and A7 = 1 0 7 . In G O L O M B [ 1 4 ] , these animals 
a re studied unde r the name of polyminoes since they are regarded as a 
generalization of dominoes. See Addendum II . 
• 
Figure 8. The cell growth problem. 
VI. Switching Problems 
18. The number of dissimilar complete cycles in an «-cube 
In Figure 3, we see a 3-cube. I t is very easy to convince oneself t h a t 
there is exact ly one similarity t y p e of complete cycle in a 3-cube. I t has been 
shown by G I L B E R T [13] t ha t t h e counting series for this problem is of the 
fo rm x2 -f- x3 + 9ж4 + • • • where the coefficient of xn is the number of 
dissimilar complete cycles in an те-cube. The coefficient is not known even 
fo r X5. 
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19. The number of finite automata 
In Figure 9, we have the d igraph representation of a f inite au tomaton. 
Every po in t of this d igraph is accessible from the poin t designated as the 
initial s ta te . 
A two-terminal network is a connected mult igraph in which two points 
are marked и and v and are called t he f i rs t terminal a n d the second terminal . 
The product or series connection N = NXN2 of two 2-terminal networks Nx 
and N2 is t he network obtained on ident i fying the points vx and u2. The sum or 
parallel connection N — Nx-\-N2 is obta ined on ident i fy ing ux wi th u2 and 
also vx w i th v2. These two operations on networks are i l lustrated in Figure 10. 
A two-terminal network is series-parallel if it m a y be constructed from 
a f ini te succession of series and parallel connections s ta r t ing with the network 
having exact ly two ad jacen t points и and v. I t is well-known [50] t h a t a two-
terminal network is series-parallel if and only if i t is unidirectional, i.e., no 
two pa ths f rom и to v contain any two points a and b in opposite orders. 
О 
initial stc ' 
О 
Figure 9. A finite automaton. 
20. Indecomposable two-terminal networks 
N j/NJ : и 
Figure 10. The product, sum, and composition of two-terminal networks. 
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The composition N = Л Д А Д where Nt is series-parallel is obtained 
on replacing each line of Nx, using unidirectionality, by the network Nz. 
In Figure 10, t he composition of two networks, the first of which is series-
parallel, is also il lustrated. 
A network N is indecomposable if it is not possible to wri te it in the form 
N = A j ( A T 2 ) . V E T U C H N O V S K Y [ 5 7 ] has obtained upper and lower bounds 
fo r the number of indecomposable two-terminal series-parallel networks 
wi th a given n u m b e r of points. The exact number is not known, and consti-
t u t e s the present problem. 
VII. Topological Problems 
21. Self-complementary graphs 
It is easy to show tha t a n y self-complementary graph has its number 
of points of the form p = 4n or p = 4n + 1. I n Figure 3, we have the self-
complementary graphs of four and five points. The next self-complementary 
g raphs will therefore have eight and nine points . The count ing series for 
self-complementary graphs is therefore of the form 
X* + 2 X5 + s3 X8 + s9 Xй + s12 X12 4- s13 ж13 + . . . 
R . R E A D f inds tha t ss = 10 and tha t these graphs are all planar. 
Clearly every self-complementary graph on 13 or more points is nonplanar. 
22. Simplicial complexes 
How many isomorphism types of simplicial complexes are there with a 
given number of simplex of each dimension? We illustrate by applying 
Figure 1 to wri te down the counting series for the simplicial complexes with 
fou r points, and a given number of 1-simplexes (lines) and 2-simplexes. Let t ing 
x and у be the variables s tanding for the 1-simplexes and 2-simplexes respecti-
vely, we find t h a t this series is of the form 
I 4 ж + 2x2 + Зж3 + x3y + x4 + х*у + x5 -f хъу + хъу2 + ж6 + 
4- ж® у2 ж6 у3 -]- ж6 у* . 
VIII. Combinatorial Problems 
23. Latin squares 
Let Ln be t he number of Lat in squares in which the f i r s t the first row 
a n d the first column are in t he s tandard order 1 , 2 , . . . , n. Then the counting 
series for Lat in squares is known to be (cf. R I O R D A N [ 5 2 ] ) 
ж
2
 4- x3 4 4ж4 4- 56ж5 4- 9408ж6 + 16942080ж7 + . . . 
T h e result for n > 7 is not known. 
Every L a t i n square m a y be regarded as a bicolored g raph with t he 
same number of points of each color in which the lines are also colored. Le t 
Knn be the g r a p h whose points are 
av . .. ,an,bv ... ,b 
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and whose lines are all n2 lines of the form a,fey. The points of the first color 
correspond to the rows of a La t in square while the points of the second color 
designate its columns. Each of the lines of Knn is colored w i t h exactly one of 
n colors in such a way t h a t a t each point there is exactly one line of each 
color. The mat r ix interpretat ion of such a g raph is tha t the color of the l ine 
joining points a, and fey is the element in t he (г, j) place of the matrix. 
24. Line graphs 
The line graph of a given graph G is t h a t graph L(G) whose points cor re-
spond to the lines of G and in which two poin ts are ad j acen t whenever t h e 
corresponding lines of G are adjacent . A cri ter ion for a g r aph to he the line 
graph of some g raph is known, K R A U S Z [ 4 0 ] . We call such a graph a line 
graph. The present problem is to f ind the n u m b e r of line g raphs with a g iven 
number of points and lines. 
IX. Problems involving groups 
25. Symmetric graphs 
In Figure 3, we have diagrams of g raphs which are point-symmetr ic 
bu t not line-symmetric, l ine-symmetric b u t no t point-symmetric, and sym-
metric. The problem is to enumera te each of these three k inds of graphs wi th 
a given number of points and lines. 
26. Identity graphs 
The smallest identity g r a p h which is a t ree and the smallest one not a 
t ree are shown in Figure 3. 
27. Graphs with a given group 
The group of a graph is by definition a permutat ion g roup acting on t h e 
set of points. I t is known, F R U C H T [11], t h a t every finite g roup is abstract ly 
isomorphic to the group of some graph. But it is not known in general whether 
a given permuta t ion group is a graph group. The general problem, which 
includes this question, is to f ind the number of (nonisomorphie) graphs with 
a given (permutation) group. The line group of a graph is the permutat ion 
group acting on the set of all lines of the g r a p h consistent wi th the group of 
the graphs. As variat ions and extensions of the above problem, we may ask 
for the number of graphs wi th a given line group and also for the number 
of graphs whose group and line group are a given ordered pa i r of permutat ion 
groups. 
§ 4. Various Graph Counting Methods 
In this section we shall discuss six methods which have been used in t h e 
enumerat ion of various kinds of graphs. By fa r the most impor tan t of these 
has been P Ó L Y A ' S powerful a n d elegant enumerat ion theorem [ 4 5 ] . Af t e r 
a s ta tement of P Ó L Y A ' S Theorem, we present a special case which has been 
derived independent ly by D A V I S [ 6 ] and S L E P I A N [ 5 5 ] . We then discuss A 
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recent in te res t ing theorem of R E A D [ 4 9 ] , which is based on the same k ind 
of group theore t ic app roach as the t h e o r e m of PÓLYA. The diss imi lar i ty 
character is t ic theorems of O T T E R [ 4 4 ] f o r t rees and N O R M A N [ 4 2 ] for g r a p h s 
in terms of i t s blocks are t h e n reviewed. A f t e r some commen t s on t h e e nu-
merat ion of labeled graphs, we conclude t h i s section w i th a discussion of the 
considerat ions involved in f inding a s y m p t o t i c numbers for g raphs . 
a. Pólya's Theorem 
We shall s tate P Ó L Y A ' S Theorem in t h e form which is useful in der iv ing 
the count ing polynomials f o r various k i n d s of graphs. T h e desired f o r m is a 
specialization of PÓLYA'S s t a tement t o one variable. 
Le t figure be an unde f ined t e rm . T o each f igu re there is ass igned a 
non-negat ive integer called its content. L e t ak denote- t h e number of d i f fe ren t 
figures of con t en t k. T h e n t he figure counting series a(x) is defined b y 
(1) a{x) = ^ a k x k . 
k = 0 
Let F be a p e r m u t a t i o n group of degree s and o rde r h. A configuration 
of length s is a sequence of s figures. T h e content of a configuration is the 
sum of t h e contents of i t s figures. T w o configurat ions are Y-equivalent if 
there is a pe rmuta t ion of Y sending one into the o ther . Let Fk deno te the 
number of F - inequ iva len t conf igurat ions of content k. The conf igura t ion 
counting series F(x) is de f ined by 
(2) F(x)= ^ Fkxk. 
k=0 
We shall call F the configuration group. 
The ob jec t of P Ó L Y A ' S Theorem is t o express F(x) in t e rms of a(x) a n d F . 
This is accomplished us ing t he cycle i n d e x of F , de f ined as follows. L e t h(j) 
denote t h e number of e lements of F of t y p e ( j ) = ( j v f2, • • •, jx)> i-e-> hav ing 
jk cycles of length k, for Ab = 1 , 2 s, so iha t 
(3) h + 2j2+ . . . +sjs = s. 
Let yv y2, • •., ys b e s inde te rmina tes . Then Z(Y), t h e cycle index of F , 
is defined as 
(4) Z(Y) = -)24i)yilyi*---yi'. 
h 0) 
where t h e sum is t aken over all p a r t i t i o n s ( j ) of s sa t isfying (3). F o r any 
funct ion f(x), let Z(Y, f(x)) denote the f u n c t i o n obta ined f rom Z(Y) b y replac-
ing each inde te rmina te yk by f(xk). U s i n g these def ini t ions, we are able to 
give a concise s t a tement o f : 
Pólya's Theorem.. The configuration series is obtained by substituting 
the figure counting series into the cycle index of the configuration group. 
Symbolically, 
(5) F(x) = Z(Y, a(x)). 
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This theorem reduces the problem of finding the configuration count ing 
series to the determinat ion of the f igure counting series and the cycle index 
of the configuration group. See Addendum I. 




) = - • , ,. . , yJß •. • vt> 
n\ 0) . . . nJ-)n\ 
where the sum is taken over all par t i t ions ( j ) of n sat isfying (3) with s = п. 
b. A special case of Pólya's Theorem 
The following special case of P Ó L Y A ' S Theorem has been independent ly 
discovered by D A V I S and S L E P I A N . In addi t ion, the result is also known to have 
been found independent ly by G L E A S O N (unpublished). 
Very simply stated, th is special case is obtained f r o m P Ó L Y A ' S Theorem, 
equation (5), by subst i tut ing x = 1. Formally, this gives F ( l ) = Z(Y, a ( l ) ) . 
But f rom equation (2), F (I) = %Fk and from (1), u ( l ) = 2 V But Д 1 ) is 
the total number of (inequivalent) configurations wi thout regard to content , 
and similarly a ( l ) is the to ta l number of figures without regard to content . 
Hence the substi tut ion of x = 1 in (5) results in the following formula for 
the total number of configurations in t e rms of total number of figures and the 
configuration group. Using the notation of [18], let В = F( 1) and Ъ = a( 1). 
Then (5) becomes 
(6) B=l y h(j)b~J*. 
к T o 
Thus В is obtained a t once f rom the cycle index of the configuration 
group. 
c. A generalization of Pólya's Theorem 
In a recent article, D E B R U I J N [2] has developed an interesting genera-
lization of P Ó L Y A ' S Theorem. He first restates the method of PÓLYA in more 
abstract and less geometric language as follows: Let D be the domain and 
R the range of a collection of functions /, fv /2 The elements of the range 
correspond to figures while the, range itself stands for the figure collection 
in P Ó L Y A ' S terminology. The elements of t he domain correspond to the "p laces" 
a t which the figures are to be located. Then each function mapping the domain 
into the range becomes a configuration. L e t A be a permutat ion group which 
acts on D. Then in P Ó L Y A ' S method, two functions (configurations) Д and /2 
are equivalent if there is a permutat ion a in H such t h a t for all x ^ D , 
ЛИ = foj.a. x). 
DE B R U I J N considers the more general si tuation in which there is also a per-
mutation group В acting on R. He then defines two funct ions as equivalent 
if there exist permutat ions a Ç A and ß £ B such that for all x^D, 
f ß x ) = ß /2(a x). 
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Rather t h a n s ta te the m a i n formula of [2 ] in all its general i ty , we s t a t e 
t h e following special case, in which R = D a n d В = A. 
The number of classes of functions of a finite set D into itself, with respect 
to group A acting on D, is given by the formula 
( 7 ) Z . . . ] [ ( 1 - 1 - 2 y , ) - i ( 1 - З г / з ) - ! . . . ] 
9 yx 9 y 2 I 
inhere these nartial derivatives are evaluated at yx — y2 = . . . = 0. 
The most general result of t he article [2 ] gives a f o rmu la for trie n u m u w 
of inequivalent funct ions f rom D into R where A acts on D a n d В acts on R. 
f t is easy to see t h a t this k ind of combinat ion of the two p e r m u t a t i o n g r o u p s 
A and R is closely related t o t h e operat ion which we [23, 27] have called 
" e x p o n e n t i a t i o n " of pe rmu ta t i on groups. 
The exponentiation BA of two p e r m u t a t i o n groups A a n d В which a c t 
respectively on se ts D and R is as follows. L e t A and В h a v e degree d a n d r 
a n d order m a n d n. Then BA a c t s on RD, t h e set of all func t ions f rom D i n to R, 
so t h a t the degree of BA is rd. T h e funct ion f^RD is mapped in to the following 
funct ion / ' b y t h e pe rmuta t ion y£B A de t e rmined by a n y pe rmuta t ion o.£A 
a n d any d p e r m u t a t i o n s ( repet i t ions pe rmi t t ed ) ft, ft, . . . , ftftR. where D = 
[х
л
, x2, . . . , xpf : 
(8) /'(*,) = ßif(axi). 
T h u s the o rder of BA is mnd. 
Hence we see tha t DE B B U I J N ' S general izat ion of P Ó L Y A ' S Theorem m a y 
b e regarded as a n application of P Ó L Y A ' S Theorem to a new k ind of pe rmuta t ion 
group, the diagonal of the exponentiation, whose definit ion is obtained f r o m 
(8) on tak ing all the ft as t h e same p e r m u t a t i o n of B. Th i s concept will be 
developed in de t a i l elsewhere. 
We note t h a t the cycle index of ha s been used in [23] to count bi-
colored g raphs w i t h the same number of po in t s of each color, a n d using d i f f e ren t 
terminology t h e cycle index of Sf" was f o u n d by S L E P I A N [55] to e n u m e r a t e 
t h e types of boolean func t ions of n var iables . A general formula for Z(BA) 
has not been f o u n d . 
(1. Read's Theorem 
The resu l t s of R E A D h a v e just appea red [49]. The m a i n result is his 
"Superposi t ion Theorem". By t h e superposi t ion of two g r a p h s on the same 
set of points is mean t the g r a p h obtained b y forming t he union of the i r se ts 
of lines, i nc lud ing mult ipl ici ty. For example , we show in F igure 11 the g r a p h 
obtained b y t h e superposit ion of three g r a p h s on the same collection of six 
points. I t m u s t be noted t h a t t h e lines of G, have color i a n d these colors a re 
preserved in G. When these t h r ee graphs a r e placed d i f fe ren t ly on the same 
set of points , t h e resulting superposed g r a p h need no t be isomorphic w i t h 
t h e graph G of Figure 11. T h e question is t h e n : Given t h r e e graphs Gx, G2, 
G3, how m a n y dis t inct superposed graphs can he formed b y them? I t t u r n s 
ou t t ha t th i s n u m b e r depends only on t h e au tomorph i sm groups Y v Y2, Y3 
of the th ree g raphs and is given by a n expression which we may deno te 
N(YV Y2, Y3). I n order t o s t a t e the superpos i t ion theorem, let ft he t h e o rde r 
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of the group Y j and let A,(/) be the number of permutat ions in the g roup 
Yj of t ype (;') as defined by equation (3). This gives enough notation to wri te 
the cycle index as in (4) of each of these th ree groups Y t . 
Superposition theorem. 
(9) N(YV Y2, Y3) = - -- — > K(j) h2(j) h3(j) (IÁ 2J... . si- jx\j2\ . .. js\)2 . 
nxh2h3 (j) 
The theorem holds for the superpositions of any number n of graphs ; the 
exponent 2 in the r ight-hand member of (9) being replaced by и — 1. This 
theorem is an impor tant and interesting contribution b y R E A D to t he a r t 
of counting. See Addendum I. 
e. Otter's Theorem and Norman's Theorem 
O T T E R ' S dissimilarity characteristic theorem ( 1 0 ) for trees [ 4 4 ] was used as 
an essential lemma in his elegant enumerat ion of trees in terms of rooted trees. 
A generalization ( 1 1 ) of this theorem by N O R M A N [ 4 2 ] enabled him to solve the 
more general enumeration theorem of f ind ing the number of graphs with 
given blocks. Derivations from equation (11) of (10) and other formulas 
are given in [30]. 
Le t T be any tree, and p and q be the number of dissimilar po in ts and 
lines of T. An exceptional line of T is one whose two points are similar ; let 
qe be the number of exceptional lines of T. Thus qe = 0 or 1. 
Dissimilarity-characteristic theorem for trees. 
(10) p - (q - qe) = 1. 
Let G be a connected graph with n blocks. Let p be the total n u m b e r of 
dissimilar points in G and pk the number of dissimilar points in t he k'th 
dissimilar block of G. 
Dissimilarity characteristic theorem for graphs. 
(П) J § ( p A - l ) = p - l . 
k= 1 
The application of bo th equations (10) and (11) to g raph counting prob-
lems is made by summing each of these equations over the collection of all 
graphs to be enumerated. The term 1 when summed over all graphs obviously 
6 A M a t e m a t i k a i K u t a t ó In t éze t Közleményei V. A/l—2. 
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gives the t o t a l number of g raphs while t h e term p becomes the number of 
rooted graphs under consideration. Clever combinatorial devices then serve 
t o yield formulas for the summat ion of the remaining t e rms in these formulas . 
f. Labeled graphs 
The enumerat ion of labeled graphs of any given k ind is always easier 
t h a n that of unlabeled graphs . We shall mention later some comparison 
between the enumeration of unlabeled a n d labeled graphs of various k inds . 
The essential difference is as follows. Regardless of what configuration group 
is required in t h e process of enumerat ing t he ordinary graphs of a given kind,, 
th i s group is replaced by the identi ty group of the same degree for the labeled 
case. Since t h e cycle index of the identi ty group of degree n is f[, it follows 
f rom P Ó L Y A ' S Theorem t h a t relatively s traightforward combinatorial proce-
dures serve for the enumerat ion of labeled graphs ; see for example F O R D a n d 
U H L E N B E C K [ 9 , I ] a n d G I L B E R T [ 1 2 ] . 
g. Asymptotic problems 
The asympto t ic number of trees was f i r s t studied by P Ó L Y A [ 4 5 ] . F u r t h e r 
contributions were made by O T T E R [ 4 4 ] . I n a more recent study, F O R D and 
U H L E N B E C K [ 9 , IV] have m a d e a systematic investigation of the number of 
asymptotic g r a p h s with var ious properties. We have developed in an exposi-
t o r y note [25] asymptotic formulas for cer ta in kinds of b ina ry relations based 
on the corresponding kinds of graph. R E A D has also studied asympto t ic 
problems in connection with t h e results ob ta ined by his superposition theorem. 
§ 5. Tree counting problems 
There h a v e been two recent papers which combine the methods of 
P Ó L Y A and O T T E R to enumera te various species of trees. R I O R D A N [ 5 1 } 
obtained formulas for the n u m b e r of labeled colored and chromatic trees where 
these three adject ives are applied in all possible arrangements to the se t 
of points and t h e set of lines of a tree. I n essentially a sequel to R I O R D A N ' S 
article, H A R A R Y and P R I N S [ 3 1 ] have enumerated the following kinds of 
t rees : 
1. Trees with a given part i t ion. 
2. Homeomorphically irreducible trees. 
3. Trees with a given diameter. 
4. I d e n t i t y trees. 
5. Weighted trees. 
6. Or iented trees. 
7. Direc ted trees. 
8. Signed trees. 
9. Trees of given s t rength . 
10. Trees of given t y p e . 
Л signed tree is one whose lines are designated as either positive o r 
negative. An oriented graph is one in which each line is assigned a un ique 
direction. A directed tree is obta ined from a tree when each line is assigned 
ei ther one direct ion or both directions. A g r a p h of strength n is one in which 
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mult iple lines a re admit ted, b u t not more t h a n n lines join t h e same pa i r of 
points . A g raph of type n has lines of n d i f fe ren t colors and is obtained f r o m a 
g r aph of s t r eng th n by assigning colors to its l ines in such a w a y tha t any t w o 
dist inct lines jo ining the same pair of po in t s have di f ferent colors. (READ 
has just der ived counting formulas for labeled t rees of these var ious species.) 
We now compare these known results fo r trees with corresponding u n -
solved problems mentioned above for g raphs . The number of trees w i th a 
given par t i t ion has been found by the combinat ion of P Ó L Y A ' S Theorem a n d 
O T T E R ' S t heorem as mentioned above. R E A D [ 4 9 ] has also f o u n d the n u m b e r 
of general g r a p h s with a g iven part i t ion using his superposi t ion theorem. 
R u t his me thod does not a p p e a r to be appl icable to the case of graphs in 
which loops a n d multiple lines are not pe rmi t t ed . Thus t he re have been t h e s e 
two solutions of variat ions of problem 4, b u t t h e problem itself has not b e e n 
solved. Homeomorphical ly irreducible graphs , being graphs wi th no p o i n t s 
of degree 2, cons t i tu te a special case of g raphs with a given par t i t ion. H e n c e 
R E A D ' S result serves to enumera te these also fo r general g raphs . In addi t ion , 
this counting resul t has been obtained for t rees . The appropr ia te formula t ion 
for handling th i s problem by PÓLYA'S Theorem lias not been found. Such a 
formulat ion seems to he required for an a t t a c k on problem 5. Problem 6, t h e 
number of regular graphs of degree r, is also a special case of graphs w i th a 
given par t i t ion . Hence for general graphs only , R E A D ' S me thod serves t o 
settle these problems. Read has also ob ta ined an appl icat ion of his super -
position theorem to the case of regular g r a p h s of degree r whose lines a r e 
colored with r colors in such a way tha t exac t ly one of each color is incident t o 
each point. These completely factored graphs a re mult igraphs a n d have no loops. 
Since E U L E R graphs m a y he characterized as connected graphs in which 
every point is even, problem 7 is also a special case of p rob lem 4. Thus i t s 
solution for general graphs is derivable f rom R E A D ' S formula . 
In order t o s ta te R E A D ' S formula for t h e number of general graphs w i t h 
given par t i t ion, we require the concept of " G r u p p e n k r a n z " due to P Ó L Y A [ 4 5 ] , 
which we call in [27] the composition A[R] of permuta t ion groups A a n d B. 
As above, let A a n d В have degrees d and r, orders m and n, and act on sets 
D and R. Then H [ R ] acts on t h e cartesian p r o d u c t D x R. A n y pe rmuta t ion 
a£A and a n y d pe rmuta t ions (repetitions pe rmi t t ed ) ßv ß2, . . ., ßd £ В de te r -
mine the following permuta t ion у of A[B)\ 
y{xi> yj) = (a xi> ßiУj), for a l l x, ^D.y^R. 
Hence the degree of the composit ion A[B] is dr a n d the order is mnd. I t follows 
a t once f rom the i r definitions t h a t the exponent ia t ion BA a n d the composition 
A [ R ] are abs t r ac t ly isomorphic b u t not permuta t iona l ly equivalent . 
The direct sum A -f В ac t s on D (J R a n d for each a^A and ß^B, a 
pe rmuta t ion y ÇA -j- В is def ined by : 
, . I a(u) if и CD 
y(u) = ) 
[/S(w) if u Ç R . 
(This is called "d i rec t p r o d u c t " b y PÓLYA [45] and others.) 
P Ó L Y A [45] has shown t h a t the cycle i n d e x of the d i rec t sum A + В 
is the product of t h e cycle indices : 
Z(A + B) = Z(A)Z(B), 
6* 
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and t ha t t h e cycle index of t he composition is the functional composition 
of their cycle indices : 
Z(A[B]) = Z(A,Z(B)). 
where the r ight-hand member is obta ined as in equat ion (5). For example, 
Z(S3) = I {y\ + 3y x y2 + 2y3) a n d 
6 
Z(S2) = l- (y\ + y2), SO that 
2 
Z(S2[S3]) = ~ 
6 I 
With this notation, R E A D ' S fo rmula for the n u m b e r of general graphs 
1 " 
with и, po in t s of degree i a n d q = — "У i vt lines is 
2 , = j 
( 1 2 )
 N ( 2 S M ] , S q [ S t ] ) , 
where 2J denotes direct sum, and this number is determined in accordance 
with equat ion (9). 
Al though the number of trees with a given diameter4 has been found [31] 
the method of solution appears to offer no clues to the corresponding problem 
for graphs. This is the second part of problem 11. The f i rs t part of problem 
11 asks for t he number of graphs with given lower gir th and also for the number 
with given upper girth. The translation of this condition into an application 
of P Ó L Y A ' S Theorem is n o t s traightforward. However, a special case of the 
number of graphs of given upper gir th has been solved, namely, the number 
of Hamil tonian graphs. This problem is handled in t he article [20] where the 
different g raphs having a complete cycle of p points a re regarded as super-
graphs of a cycle of length p whose set of points consists of the points of the 
cycle. 
The number of iden t i ty trees was found [31] by means of an application 
of another theorem of P Ó L Y A involving configurations in which all t he figures 
are distinct, to the combined methods of P Ó L Y A and O T T E R . 
By an abuse of nota t ion , let 
Z{A - B) = Z(A)-Z(B), 
where A a n d В are pe rmuta t ion groups of the same degree. P Ó L Y A [ 4 5 ] has 
derived t he following very useful result. The counting series for the number 
of configurations of length n inequivalent with respect to Sn, in which all 
figures are distinct and the figure series is / (x), is given by 
(13) Z {An — Sn, f (x)), 
where An is the a l te rnat ing group of degree n. 
4
 See also RIORDAN, The number of trees by height and diameter, to appear in 
I. В. M. Journal of Research, 1960. 
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By ano the r abuse of notation, let 
n = о 
where Z (S0) is defined to be 1, and let 
Z(Aa - Sa) = jbZ(An - 8n). 
n= 0 
There is a well-known combinatorial iden t i ty mentioned in [2, 16, 42, 45, 52]: 
(14) Z(S„,f(z)) = exp j?f(x')/r. 
r= 1 
This formula is useful in several counting problems, including the number of 
rooted trees and of connected graphs. Fo r counting iden t i ty trees, a fo rmula 
for Z (A„ — 8 A is required. This is g iven in equation (15) below, recent ly 
communicated to us by J . R I O R D A N . 
It is readily verified t h a t 
Z(An;yvy2, . . . ,yn) = Z(Sn;yvy2, .. . , yn) + Z(Sn ;yv — y2,y3,-yt, . . . ) . 
I t follows a t once from th is and (14) t h a t 
(15) Z(Aa - S œ , f ( x ) ) = exvjg(-iy+1f(x')/r. 
r= 1 
Again, the group theoret ic formulat ion required to characterize config-
urations corresponding t o ident i ty graphs has not been found ; such a discovery 
is required t o handle problem 2 6 . P R I N S [ 4 8 ] has characterized all those 
permutat ion groups which are tree groups. A corresponding characterization 
for graph groups is still open. Such a cr i ter ion would give a part ial answer 
to problem 27, t h a t of f ind ing the number of graphs with a given pe rmuta t ion 
group. In a previous article [24], we have proposed the more general problem 
of finding the number of g raphs whose g roup and line g roup (defined in [19]) 
are a given ordered pair of permuta t ion groups. 
The number of trees of given s t rength was found by H A R A R Y and P R I N S 
[31] while t he number of g raphs with given s t rength is found in the article [16]. 
Similarly, b o t h the number of trees and g raphs of given t y p e are found in t h e 
articles [31] a n d [16] respectively. 
The kinds of graphs corresponding to oriented trees, directed trees, a n d 
signed trees have all been enumerated. The solutions appear in the art icles 
[21], [16], and [15] respectively. We have here three cases where the enumera-
t ion of g raphs corresponding to certain kinds of trees have been obtained. 
Their s tudy does not suggest methods for proceeding f rom trees to the enume-
ation of t h e correspon cling graphs which have not yet been counted. 
§ 6. Comparison between solve il and unsolved problems 
We begin with a list of graph enumera t ion problems which have b e e n 
solved, omi t t ing the tree solutions already mentioned in t he preceding sec t ion . 
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List II 
SOLVED PROBLEMS IN THE ENUMERATION OF GRAPHS 
I. Graphs 1. Graphs [16] 
2. Rooted graphs [16] 
3. Connected graphs [16] 
4. Graphs of given s t rength [16] 
5. Graphs of given t y p e [16] 
6. Signed graphs [15] 
7. Subgraphs of a given graph [19] 
8. Supergraphs of a given graph [20] 
9. Bicolored graphs [23] 
10. Graphs with given blocks [42, 911] 
II. Digraphs 11. Directed graphs [16] 
12. Weak digraphs [16] 
13. Oriented graphs [21] 
14. Tournament s [7] 
15. Transi t ive digraphs [60] 
16. Func t iona l digraphs [26] 
III. Par t i t ions 17. General graphs wi th given par t i t ion [49] 
18. Mult igraphs which are fully factored [49] 
19. Digraphs with given double par t i t ion [37] 
IV. Switching 20. Two-terminal series-parallel networks [50, 52] 
21. Types of Boolean funct ion [46, 55] 
22. Spann ing trees of a given graph [38] 
V. Labels 23. Labeled graphs [12, 91] 
24. Labeled series-parallel networks [3] 
25. Labeled graphs wi th a given par t i t ion [49] 
26. Labeled graphs wi th given blocks [ 9 Ш ] 
VI. Asymptot ic 27. The asymptot ic number of graphs and labeled graphs 
[21, 9IV] 
The number of graphs was found by taking the pai rs of distinct points 
from among p given points as the figures, and the content of a figure as 0 or 
1 corresponding to nonadjacency or adjacency of these t w o points. Thus t he 
figure series is 1 + X. The configuration group which serves to count graphs 
is then obta ined from the symmetr ic group of degree p by considering as t he 
objects to be permuted t he pairs of dis t inct objects. The cycle index of the 
resulting g roup is then readi ly found and P Ó L Y A ' S Theorem gives the count ing 
polynomial for the number of graphs wi th p points and a given number of 
lines. This beaut i fu l result, which served as a stimulus for all of our subsequent 
work on g r a p h enumeration, was communicated to the au thor in a let ter b y 
PÓLYA; exac t ly the same formula was found independently in an unpublished 
work of S L E P I A N , who rediscovered P O L Y A ' S enumeration method in [ 5 5 ] . 
The count ing of rooted graphs is then an easy modification which 
results when one takes a n y one of the objects permuted by the symmetr ic 
group as f ixed before fo rming its "pair g roup" . The number of digraphs is 
also readily obtained f rom the number of graphs when one constructs t he 
"ordered pa i r group" analogously to the pa i r group. 
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Connected graphs are enumerated in terms of the total number of graphs 
b y a combinatorial method which is exactly parallel to the enumeration of 
rooted trees in t e rms of themselves, as derived by P Ó L Y A [ 4 5 ] . This result 
t u rns out to be par t icular ly impor tan t because of its wide applicability. 
In general, it serves to count the number of connected graphs (or other con-
figurations) having a given proper ty when the total number of graphs, bo th 
connected and disconnected, is known. If desired, the formula also serves to 
give the total number of graphs of a given k ind in trems of t he number of 
connected such graphs . For example, an immediate application of the method 
gives the enumerat ion of weak digraphs. Problems 1 and 2, which ask for t he 
number of strong and unilateral digraphs have not been found amenable t o 
th is approach. Problem 3, which asks for the number of digraphs with a single-
t o n point basis can be regarded as a generalization of problem I . For every 
s t rong digraph has a singleton poin t basis consisting of any one of its points. 
Problem 19, the number of f in i te automata, involves a combination of t he 
propert ies tha t a d igraph have a singleton point basis, tha t its lines be of t y p e 
2, and a kind of regularity condition tha t every point have out-degree 2. 
V Y S S O T S K Y [ 5 7 ] solves a special labeled case of this problem, and also asks 
t he problem of the number of strongly connected f ini te au tomata . 
The number of oriented graphs is found analogously to t he number of 
digraphs, but involves a modification of both the configuration group and t he 
f igure counting series in order to take account of the condition t h a t each line 
of an oriented g raph has exactly one of two possible directions. Again, a f igure 
is a pair of distinct points which are either non-adjacent or are joined by a 
line in exactly one direction. Hence the f igure counting series is 1 + 2x, 
where the content of a figure is the number of lines it contains. 
The enumerat ion of signed graphs offers no difficulty whatsoever a n d 
is obtained immediate ly from the formula for the number of graphs by a 
modificat ion of the figure count ing series t o 1 + x -f- y, where the t e rms 
1, x, and y indicate respectively no line, a posit ive linn, and a negative line 
jo ining two points. 
Using the line group of a graph as the configuration group and 1 -j- x 
a s the figure counting series, one immediately obtains the number of dissimilar 
spanning subgraphs of a given graph. Analogous formulas for the number of 
dissimilar supergraphs of a given graph and in general for the number of t ypes 
of graph between a given graph-subgraph pair are readily formulated, [22]. 
Z . S C H U R has kindly pointed out an error in Example 2 of t he article [20]. 
He observes t h a t the correct configuration group for Example 2 is the dihedral 
g roup of degree 4 and writes : " W e then have 
fQ„Q,(x) = 1 + * + 2x* + ж3 + x*, 
which amounts to deleting the middle row of graphs in Figure 2. The th ree 
graphs in this row are similar to the corresponding graphs in the upper row-." 
The. problem of enumera t ing bicolored graphs has recently been handled 
b y the construction of a new b ina ry operation on permutat ion groups, called 
exponentiat ion (see § 4, pa r t c. above). An elementary exposition of 
t he algebraic interact ion between this operation and other already known 
operations on permuta t ion groups such as the direct sum and the cartesian 
produc t is given in the note, [27]. 
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Similar although more complicated methods will probably serve to count 
the n u m b e r of tricolored graphs ; this has not been accomplished as yet . The 
number of k-colored graphs for к > 3 involves even further combinatorial 
complexities. This is p a r t of problem 9. The other p a r t of problem 9 asks for 
the enumerat ion of ^-chromatic graphs . Let us consider the simplest case of 
such graphs , namely, bichromatic graphs . We have already ment ioned tha t 
the n u m b e r of connected bichromatic graphs and the number of connected 
bicolored graphs are equal . But this is not so for disconnected graphs . As a 
result of th is observation, the entire content of Section 5 of [23] on the number 
of connected bicolored graphs is incorrect, and this section should be 
deleted. 
Problem 8, the number of p lanar graphs, is ent i rely untouched. No one 
has been able to make even a successful beginning. An intuitive indication 
of the essential d i f f icul ty of this par t icular enumerat ion problem is tha t 
formulas for the number of both p lanar graphs and those planar graphs which 
are 4-chromatic would serve to settle the four-color conjecture one way or 
the other . If these two generating func t ions were obtained and shown to be 
equal, t h e n the four-color conjecture would be proved t rue. On the o ther hand, 
if it t u r n e d out tha t there were more p lanar graphs than planar 4-chromatic 
graphs wi th a given number of points and lines, t hen the 4-color conjectures 
would the reby be disproved. The enumerat ion of p lanar graphs with additional 
propert ies is listed as problem 10. 
By means of equat ion (9), N O R M A N [42] has derived a formula for the 
number of connected graphs with given blocks. Nevertheless, a l though he 
and several others have tr ied very hard , no one has succeeded in deriving a 
formula for the number of blocks wi th a given number of points and lines, 
problem 13. The enumerat ion of g raphs with given index and connectivity, 
problem 12, is conceptually similar. There is a ra ther complete set of theo-
rems involving the index of a graph a n d its connectivity, but these have 
not proven helpful in f ind ing the kind of permutat ion group characterizations 
of such graphs which would be useful in counting them. 
As mentioned above, R E A D [49] has obtained a formula for the number 
of general graphs with given part i t ion. Bu t his method has not provided any 
procedure for el iminating graphs wi th loops and multiple lines. Thus for 
graphs, problem 4 remains unsolved, as well as problems 5, 6, and 7. However, 
R E A D has found a formula for the number of labeled graphs wi th a given 
part i t i t ion and without loops or mult iple lines. He has also applied his super-
position theorem to ob ta in the number of multiple regular graphs (without 
loops) which are fully factored. But again, his me thod does not give the 
corresponding number of graphs wi thou t multiple lines, a special case of 
problem 6. 
The number of digraphs with a given double part i t i t ion was discussed 
in the art icle by K A T Z and P O W E L L [ 3 7 ] . They reduced this question to a 
formulation by S U K H A T M E which gives recurrence relations for certain number 
theoretic functions. S U K H A T M E has constructed tables for these numbers 
which serve to give what K A T Z and P O W E L L call the number of "locally restricted 
directed g raphs" having up to 13 lines. However, a general group theoretic 
formula has never been found. 
We now mention some recently found formulas for digraphs. L E O M O S E R 
shown in [60] that the total number of transitive digraphs with p points 
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has (regardless of the number of lines) is equal to 
1 
p + 1 
(2p\ 
V ) 
D A V I S [7] has found a formula for the number of tournaments , i.e., complete 
oriented graphs. This result is also readily obtained as a special case of the 
formula in [21] for the number of oriented graphs. Functional digraphs are 
defined as the graphical representation of a b inary relation in which each 
f i r s t element has a unique second element. The number of functional digraphs 
has been found [26] by means of a characterization to the effect t h a t every 
weak component of a f ini te funct ional digraph contains exactly one directed 
cycle together with rooted trees located a t each po in t of the cycle.5 I t follows 
t h a t the configuration group for this problem is the cyclic group and tha t the 
f igure counting series is the known generating funct ion for rooted trees. 
§ 7. Importance of enumeration problems for other fields 
IS ING [ 3 5 ] proposed the problem which now bears his name and solved 
it for the one-dimensional case only, leaving the two-dimensional case as an 
unsolved problem. The f irs t solution to the two-dimensional Ising problem 
was obtained by O N S A G E R [ 4 3 ] . Recently K A C and W A R D [ 3 6 ] discovered a 
simpler procedure involving determinants which, however, is not logically 
complete. 
Their purpose was to indicate the ideas involved in a purely combina-
torial development of a proof of the two-dimensional Ising problem, and they 
provided heuristic arguments only. F E Y N M A N ' S simplification (unpublished) 
of their t rea tment is even simpler and contains precisely the same logical gap; 
a combinatorial formulation of the s tatement whose proof would complete 
this development was given by M . C O H E N in [28]. 
Among its m a n y equivalent formulations, the I S I N G problem can be 
regarded as an enumerat ion problem for linear graphs. N E W E L L and MONTROLL 
[41] give a very clear exposition of the problem. Consider as in Figure 7a a 
two-dimensional lat t ice with n points. For applications to statistical mecha-
nics, only large values of n are interesting and usually the lattice is regarded 
as drawn on a torus. 
Regarding Figure 7a as a labeled graph, the f i rs t par t of problem 14 
asks for a purely combinatorial method for counting the distinct admissible 
subgraphs, i.e., those in which every point is even. Such a combinatorial 
solution to the two-dimensional problem serve to fill in the logical gap in 
bo th the t rea tments of K A C and W A R D , and t h a t of F E Y N M A N . IT would also 
offer some hope for the eventual solution of problem 15, the three-dimensional 
I S I N G problem. (See the footnote of Problem 1 4 . ) 
The second p a r t of problem 14 asks for the number of admissible sub-
graphs in a two-dimensional latt ice with diagonals, as shown in Figure 7b. 
This would also be of considerable interest in theoretical physics. The second 
p a r t of problem 15 also asks for a variation of the two-dimensional problem, 
5
 R E A D has obtained an elegant simplification of this formula, to appear in 
Math. Annalen. 
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namely for the n u m b e r of admissible subgraphs with a given number of lines 
and a given area. This is referred to in the physical l i terature as the two-
dimensional I S I N G problem wi th magnetic effect. 
The paving problem stated as problem 16 was proposed to the author 
by G . E . U H L E N B E C K . I t has applications in the statistical mechanics of 
liquids. Problem 17, which asks for the number of square-celled animals 
as pictured in Figure 8 , was proposed independently both by U H L E N B E C K , 
who was interested in the number of different shapes of pav ing blocks for 
eventual application to problem 16, by an anonymus biologist who was 
interested in the number of g raphs of this kind as the number of different 
shapes of animals wi th a given number of cells, and b y G O L O M B [14] 
unde r the name of polyminoes, or generalized dominoes; he asserts tha t this 
is a well-known unsolved combinatorial problem. 
Much effort has already been expended in problem 18, the number 
of t ypes of Hamil ton cycle in a n «.-cube, by those interested in applications 
to synthesis problems in switching networks. While several kinds of par t ia l 
results have been obtained, usual ly by exhaust ive methods, the general 
problems has never been appropria te ly conceptualized. The number of f inite 
au toma ta , problem 19, would be of considerable interest in switching theory, 
as well as problem 20, the n u m b e r of indecomposable two-terminal series-
parallel networks described above. 
The number of symmetric graphs, problem 25, has been studied for 
applications to electrical network theory by F O S T E R [ 1 0 ] . While not solving 
th is problem, F O S T E R has provided a useful collection of diagrams of sym-
metr ic graphs, and a classification method. 
Problem 21, the number of self-complementary graphs, would be of 
in teres t because of the set theoret ic operation of complementation, while 
problem 22, which asks for the number of nonisomorphic abs t rac t simplical 
complexes, is of in teres t in combinatorial topology. 
Combinatorial considerations play an impor tan t par t in the statistical 
design of experiments. In these processes, La t in squares play an important 
role. A closed formula for the n u m b e r of distinct Lat in squares of arbi t rary 
order n, problem 23, appears to be extremely difficult. The numbers have 
been found through те = 7 by exhaus t ive methods. In connection with "asso-
ciation schemes" of statistical block designs, C O N N O R [ 5 ] , H O F F M A N [ 3 3 ] , 
a n d S H R I K H A N D E [ 5 4 ] have made a study of the structural prpopert ies of 
the line graph of a complete g raph . The number of line graphs with a given 
n u m b e r of points and lines is s t a t ed as problem 24. Fur the r enumeration 
problems are suggested by the recent work of B O S E , P A R K E R , and S H R I K -
H A N D E in which t h e y disproved E U L E R ' S conjecture concerning the existence 
of orthogonal La t in squares of o rde r 4 N + 2. 
K R A U S Z [40] has obtained t h e following elegant characterization : 
G is a line graph if and only if there exists a partition of the set of lines 
of G into complete subgraphs such that no point of G lies in more than 2 
of these subgraphs. 
A group theoretic description of line graphs for the purposes of applying 
P Ó L Y A ' S method does not appear straightforward. 
Obviously, the line graph Ln of the complete graph Kn satisfies the three 
condit ions : 
1. Each poin t has degree 2 (те — 2). 
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2. Any two nonadjacent points are mutua l ly adjacent t o exactly 4 points . 
3. Any two adjacent po in t s are mutua l ly adjacent t o exactly n — 2 
points . 
Between them, C O N N O R , H O F F M A N , a n d S H R i K H A N D E h a v e shown that these 
necessary conditions are also sufficient except for n = 8. Th i s gives ano ther 
indication of the difficulty of conveniently characterizing a n d hence of count-
ing line graphs. Surprisingly, H O F F M A N has just disproved the sufficiency 
for n = 8. 
We have already noted t h a t counting problems for labeled graphs a re 
always easier t h a n the corresponding problems for unlabeled graphs. Never-
theless, they are also interesting in their own right. C A R L I T Z and R I O R D A N 
[3] have found the number of labeled two-terminal series-parallel networks. 
Ford and U H L E N B E C K [ 9 I , I I I ] have found the number of labeled g raphs 
a n d also have counted labeled graphs with given blocks. I n addition, t h e y 
have made a s tudy of the asymptot ic number of graphs wi th given properties, 
extending the work of P Ó L Y A and O T T E R in this area. G I L B E R T [12] has also 
enumerated labeled graphs and labeled digraphs. G I L B E R T [ 1 3 ] has done t h e 
most work on a number of t y p e s of complete cycles in an и-cube. In a recent 
note [21], we have gathered together for a readership of logicians some of t h e 
asymptot ic results for graphs which have been found. I I U S I M I [ 3 4 ] has obta ined 
t he number of labeled graphs in which every block is complete. C A Y L E Y [ 4 ] 
has shown tha t the number of labeled trees with p points is pp~2. This resul t 
has been rediscovered many t imes and is also a special case of H U S I M I ' S 
formula. 
P Ó L Y A [47] has wr i t ten a beautiful a n d clear exposi t ion of "pic ture-
wri t ing" which gives an aid to intuition in th inking about graphical enumera-
t ion problems. 
S E N I O R [53] appears to have made the f i rs t exhaustive studies on g raphs 
with a given par t i t ion. However, he was very much res t ra ined in his out look 
t o the s tudy of those kinds of partit ions which have immedia te application 
to organic chemistry. 
We conclude by s ta t ing some typical asymptotic formulas for cer ta in 
kinds of graphs. As above, tn and Tn are the number of t rees and rooted t rees 
wi th n points while t(x) and T(x) are the corresponding generat ing funct ions. 
P Ó L Y A [ 4 5 ] has shown tha t t(x) and T(x) have the same rad ius of convergence 
r = 0 . 3 3 8 3 2 1 9 . This number r occurs in asymptot ic formulas for tn and Tn, 
as does the number b = 7 . 9 2 4 7 8 0 which is a constant associated with the power 
series t(x) and its dérivâtes. With these preliminaries, O T T E R [ 4 4 ] der ives 
t he asymptot ic formulas : 
" ' 2 [ л n3 2 
^ frV-n-
" ~ 4 ][Ж И 5 2 ' 
Using similar methods, F O R D and U B L E N B E C K [ 9 1 1 1 ] obtain asymptot ic 
values of hn and Hn, the number of cacti (previously called "Husimi t rees" , 
which are connected graphs in which no line lies on more than one cycle) 
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with n points . In these formulas the common radius of convergence s — 0.22215 





4 f . 5 2 л n 
P Ó L Y A lias shown in [ 9 I V ] and [ 2 5 ] tha t the n u m b e r gp of graphs with 
p points satisfies 
g 1 _ 2 Р ( Р - 1 > 2 . 
p\ 
Furthermore, the number gp q of graphs wi th p points a n d q lines is asympto-
tically given by 
q\ 2 
where, this formula is known to hold for large p and 0 «<7<XP (p — l)/2, 
so that the major i ty of g raphs is included. 
The corresponding asymptot ic formulas for labeled graphs of these 
various kinds are much more easily derived. We may mult iply the number 
of unsolved problems proposed here b y asking for t h e asymptotic number 
of graphs of each kind, and also for the n u m b e r of labeled graphs of each kind 
and their asymptot ic numbers . 
ADDENDUM 1 
The following paper is extremely appropriate f rom a historical s tand-
point : 
R E D F I E L D , J . H . „The theory of group-reduced distr ibut ions." American Jour-
nal of Mathematics 49 (1927) 433—455. 
The reference to this paper was f o u n d in the book : 
L I T T L E W O O D , I ) . E . The theory of group characters, Oxford , 1 9 4 0 . 
This remarkable pape r by R E D F I E L D apparently ant icipated most of 
the major developments in enumeration techniques and results for the nex t 
th i r ty years. For it contains : 
( 1 ) The exact formula of R E A D Superposition Theorem ( 9 ) . 
(2) Apparently the first published defini t ion of the cycle index of a pe rmu-
tation g roup under the name of the "group-reduction function". 
(3) Formulas for the cycle index of the symmetric, a l te rnat ing , cyclic and 
dihedral groups. 
(4) The cycle index of the g roup of symmetr ies of a 3-cube. He actually sub-
stitues 1 -f- x into this cycle index, t he reby giving the f i r s t known example 
of P Ó L Y A ' S theorem. This also ant icipates the enumera t ion of the sym-
metry t y p e s of boolean functions due to P Ó L Y A and S L E P I A N ! 
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(5) A s u b s t i t u t i o n of 1/(1 — X ) i n t o t h i s cycle i n d e x . T h i s is a d e v i c e used 
in t h e f o r m u l a of [ 1 6 ] for e n u m e r a t i n g g r a p h s in w h i c h a n y n u m b e r of 
l i nes a r e p e r m i t t e d t o j o i n t h e s a m e t w o p o i n t s . 
(6) T h e n u m b e r of g r a p h s w i t h p p o i n t s a n d q l ines f o r p = 5 a n d q = 4 
a s a so lu t ion of a p r o b l e m i n v o l v i n g t h e n u m b e r of t y p e s of b i n a r y rela-
t i o n s . 
A D D E N D U M I I 
T h e fo l lowing r e m a r k s c o n c e r n P r o b l e m 17, t h e cell g r o w t h p r o b l e m . 
S T E I N , W A L D E N , a n d W I L L I A M S O N h a v e p r o g r a m m e d A c o m p u t i n g m a c h i n e 
t o g e n e r a t e t h e i s o m o r p h i s m c lasses of a n i m a l s . T h e resu l t s , w h i c h h a v e 
b e e n c a r e f u l l y checked , s h o w t h a t t h e n u m b e r of a n i m a l s w i t h 7 cel ls is 107 
r a t h e r t h a n t h e n u m b e r 109 w h i c h is s t a t e d b y GOLOMB. F u r t h e r , Aö, t h e 
n u m b e r of 8 celled a n i m a l s , is 363. I n a d d i t i o n t o t h e s e , t h e r e is e x a c t l y 
one a n i m a l w i t h 7 cells w h i c h is c o n n e c t e d b u t n o t s i m p l y c o n n e c t e d , a n d 
t h e r e a r e 6 such a n i m a l s w i t h 8 cells. T h i s p r o g r a m is b e i n g c a r r i e d o u t t o 
e x e m p l i f y a p u r e l y c o m b i n a t o r i a l a p p l i c a t i o n of a d i g i t a l c o m p u t i n g m a c h i n e . 
( R e c e i v e d J a n u a r y 8, 1960.) 
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Н Е Р Е Ш Е Н Н Ы Е ПРОБЛЕМЫ О ПЕРЕЧИСЛЕНИИ ГРАФОВ 
F. IIARARY 
Резюме 
Цель работы указать на ряд проблем относительно перечисления 
графов, чтобы вызвать интерес математиков к таким проблемам. Кажется 
маловероятным, что в скором будущем все эти проблемы будут решены, 
так к а к среди них фигурирует и гипотеза о четырех цветах. 
Сначало характеризуется значение проблемы о перечислении графов 
и направленных графов. Затем работа знакомит с основными понятиями, 
необходимых для того, чтобы можно было кратко сформулировать нере-
шенные проблемы. Далее приводятся (без доказательства) некоторые ме-
тоды, которые, применяются в этой области, среди них наиболее важным 
является элегантный и эффективный метод P Ó L Y A [ 4 5 ] . Этот метод, или 
некоторое его видоизменение п р и м е н я т с я в большинстве известных реше-
ний этих проблем. Сравниваются проблемы относительно числа деревьев 
различных сортов с аналогичными проблемами относительно графов. Автор 
дает список 27 решенных и 27 нерешенных проблем, (см. стр. 86 и 68.) 
Он указывает на их значение и связанные с ними трудности. Упомина-
ется т а к ж е вычисление асимптотического числа графов различных сортов. 
В связи с темой дается обширная библиография. 

REMARQUE SUR LA SOMMABILITÉ DES SÉRIES DE TAYLOR 
SUR LEURS CERCLES DE CONVERGENCE, III. 
par 
LÁSZLÓ A L P Á R 
Dédié au professeur Paul Túrán 
à l'occasion de son 50-ième anniversaire. 
§ 1. Introduction 
Cette t ro is ième partie d u présent o u v r a g e expose une généralisation des 
r é su l t a t s ob tenus p a r M. P. T Ú R Á N [ 1 ] et p a r l ' au teur [2], [3] . Les deux t h é o -
rèmes que nous al lons démont re r cont iennent , comme leurs cas part icul iers , 
les proposit ions développées d a n s les t r a v a u x cités, sauf celui dû à M. T Ú R Á N 
concernan t la sommabil i té Abel des séries envisagées. P a p p e l o n s b r i èvement 
les problèmes en question e t les résultats d é j à établis. 
Soient fx(z) e t f2(z) d eux fonctions régulières dans le cercle | z \ < I 
liées pa r la relat ion 
z - í o 
( 1 1 ) Ш = / i 
1 - Î o Z . 
où Co =reia es t un point f i x e (0 < r < 1, 0 ^ a < 2л-). L a relation (1.1) 
f a i t correspondre à la série de Taylor 
со 
< 1 2 ) /1(2) = > 4 
»• = 0 
la série de Tay lo r 
( L 3 ) Ш = 2 Ч Ь о ) 2 " . 
v=o 
Désignons de p lus pa r 2! et z2 deux points homologues dans la t r ans fo rmat ion 
homographique 
= X ^ » - . 
1
 1 У 
1 - C o 2 2 
Si I zx I < 1, on a aussi \ z 2 | < I, et selon l 'hypothèse formulée sur fx(z) 
e t /2(2) 
( 1 5 ) / i (4 ) = Ш ъ ) -
( 1 . 6 ) Z k a v z \ = y b v ( C 0 ) z l . 
i>=0 i>=0 
Par contre , si | zx \ = 1, e t par suite | z2 | = 1, on ne p e u t rien a f f i r m e r 
su r les expressions (1.5) et (1.6) sans faire des hypothèses supplémenta i res su r 
9 7 
( 1 . 4 ) 
7 A M a t e m a t i k a i K u t a t ó Intézet Köz leménye i Y. A/l—2. 
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/,(z). Supposons donc que /,(z) est définie en ce point 2,(1 z1\ = 1) et que la 
série (1.2) y est convergente, ce qui revient à dire que lim av = 0. La relation 
(1.5) ne cesse pas de subsister et l'on est porté à croire que la série (1.3) est 
également convergente au point correspondant z2 et que l'égalité (1.6) reste 
valable. Cette impression est encore confirmée par les fa i t s suivants: a) Dans 
la plupart des cas où /,(z) est une des fonctions élémentaires habituellement 
considérées, la convergence de la série (1.2) au point z, (| z, [ = 1) ent ra îne 
en effet celle de la série (1.3) au point z2, e t les deux séries ont la même somme. 
со 
b) Si lim av = 0, la convergence de la série У avzv sur la frontière de son cercle 
V - » j>=0 
de convergence est une propriété locale et l 'on at tendrait que cette convergence 
soit conservée après une transformation analytique de la variable z, comme dans 
notre cas où l'on substitue z par une fonction régulière dans le cercle fermé 
| z | ^ 1 [cf. (1.1)]. 
Or, une étude approfondie ne vérifie pas cette présomption. En effet, 
en posant z, = 1, et selon (L4) z2 = L z L £ ? ; c e qUi n 'a f fecte pas la généralité 
l + ^o 
de ces recherches, M. P. T Ú R Á N a démontré [1] que pour chaque C0 donné 
on peut t rouver des fonctions /,(z) régulières dans le cercle | z | < 1 telles 




soit divergente. M. T Ú R Á N a encore prouvé que si la série ( 1 . 2 ) est sommable 
Abel au poin t z = 1, la série (1.3) possède cette même propriété au point 
z
 = L i Â » p 0 u r toutes les fonctions /,(z) régulières dans le cercle | z | < 1. 
1 + Co 
Ces deux théorèmes de M. T Ú R Á N de caractères opposés amènen t à 
poser la question naturelle : quelle conclusion pourrait-on tirer dans le même 
problème en utilisant un procédé de sommation plus puissant que la som-
mation des séries au sens élémentaire, mais moins puissant que celui cl'Abel? 
Le procédé de sommation (C,k), avec 0 < к < possède cette propriété 
et est en même temps le plus couramment utilisé. C'est cet te circonstance qui 
suggère l'idée de comparer les séries (1.7) et (1.8) du poin t de vue de leur 
sommabilité (C,k). Ainsi, en généralisant le théorème de M. TÚRÁN, nous 
avons démontré [2] que pour chaque к entier positif e t Ç0 donnés on peut 
trouver des fonctions /,(z) régulières dans le cercle | z | < 1 telles que, malgré 
la sommabilité (C,k) de la série (1.7), la série (1.8) ne soit pas sommable 
(С, к).
 т 
Nous avons démontré ensuite [3] un théorème de sens inverse, notam-
ment si к est un entier non négatif, la sommabilité (C, k) de la série (1.7) 
assure toujours la sommabilité (С, к + 1) de la série (1.8). Ce dernier résul ta t 
permet de prévoir d'une manière heuristique le théorème de M. T Ú R Á N con-




1 + C o 
1 + t o . 
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mation d 'Abel peut souvent être considéré comme le cas limite d u procédé 
de sommat ion (C,k) q u a n d k—> mais «alors on ne f a i t pas de d is t inc t ion 
entre к e t к -f 1». 
Au cours des recherches que nous venons d 'esquisser nous avons supposé 
que l 'o rdre к de la sommat ion est u n en t i e r non négat i f , bien que ce t te condi-
tion ne s ' impose pas d'elle même ; e t il semble comme une suite logique de 
ce qui précède d ' é t endre nos inves t igat ions aux cas où к n 'est pas u n entier , 
mais réel e t non négat if . On se d e m a n d e également si l 'ordre к -f- 1 de la som-
mabili té de la série (1.8) est le plus p e t i t possible, ou bien s'il existe u n nombre 
ô, 0 < b < 1, tel que la sommabil i té (С, к) de la série (1.7) entra îne la somma-
bilité (С, к + b) de la série (1.8). M. M. RIESZ, en général isant le théorème 
de FEJÉR, avai t é tabl i [4] que les séries de Four ier sont déjà sommables 
(C, ô), si pe t i t que soit le nombre posit if Ô. En é v o q u a n t ce résu l ta t de M. 
RIESZ, nous nous a t t end ions à t r o u v e r un phénomène analogue dans le pro-
blème qu i nous occupe. Plus préc isément nous avons cru que pour u n к 0 
quelconque, la sommabi l i té (С, к) de la série (1.7) impl ique toujours la somma-
bilité (С, к -f- ô) de la série (1.8) p o u r chaque ô > 0. Or, nous allons d é m o n t r e r 
d 'une p a r t que lorsque Ja série (1.7) est sommable (C,k) , la série (1.8) est 
ce r t a inemen t sommable (С, к -)- ó) si ô ï î - ; d ' au t r e p a r t que l 'on p e u t t rou-
ver des fonctions /x(z) régulières d a n s le cercle | z | < 1 telles que, malgré la 
sommabil i té (C, k) de la série (1.7), la série (1.8) ne soit pas sommable (С, к -f- à) 
• x
 1  
SI 0 < — . 
2 
A v a n t d 'énoncer ces résul ta ts sous forme de théorèmes précis , nous 
y a jou te rons quelques remarques. Désignons comme dans les pa r t i e s I et I I 
([2], [3]) pa r aW la те-ième moyenne (C, k) de la série (1.7) et p a r ß^ß celle 
de la série (1.8). oS)f> e t ß^ß sont auss i définies pour к non entiers posi t i fs ou 
négatifs ([5], pp. 95—96) et en par t icu l ie r pour к ^ 0. Les relations que nous 
avons établies en t re les оф et les av respect ivement entre les ß f f 0 e t les 
M C о) ( 1 + Co ([2], (2.6), (2.8)) ne son t pas non p lus altérées si к ^ 0 n 'es t 
U + Coi 
pas un ent ier . La fo rmule ([2], (2.16)) qui expr ime ß^f* à l 'aide des а ф 
(v + к 
к 
n + к ( 1 - 9 ) / ? < * > = j p L A ^ t c o ) a < * > 
v = 0 
reste également valable, les coeff icients binomiaux é t a n t aussi déf in is pour 
les к 0; enf in (Ç0) donné p a r la formule ([2], (2.15)) : 
а л о , m . ) = Л ü ± í e . ' ( L ± á r f ( ! + % Г ' < 1 + & » ) * - • «г» 
2 n i ( 1 - | C , | S ) * U + í „ l J í o + Í „ 
H - í 
ne p e r d pas son sens si q est u n e cons tante et r < q < y (r = | £0 | ) pour 
des к ^ 0 quelconques. Cependant la démonst ra t ion que nous avons dévelop-
7 * 
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pée dans la pa r t i e I ([2]) ne s 'applique plus, car nous y avons fa i t usage des 
dérivées d 'ordre к entier. Afin d 'arriver à no t re but, nous devons choisir 
main tenant une voie différente. 
Ces remarques faites, nous pouvons énoncer les théorèmes suivants: 
Théorème 1. Soient к 0, Ô ^ — deux nombres donnés, С0ф 0 un 
point fixe dans le cercle | z\ < 1, et fx(z) une fonction régulière dans le même 
cercle, dont la série de Taylor est sommable (С, к) au point z = 1, c'est-à-dire 
l im aàf> existe. Alors la série déterminée par la relation 
П . œ 
( î . i i ) и * = m = 
1 — Co z r = o 
est sommable (С, к A- à) au point z — , donc lim ß'Jf+i) existe aussi, et 
1 + C o 
(1.12) lim я « = lim . 
П-+-<х> П œ 
À vrai dire il suffirait de démontrer le théorème 1 pour b = —, lequel 
serai t déjà une conséquence du théorème d'inclusion pour ô > h Mais des 
raisons diverses nous ont amenées à garder dans l'énoncé du théorème 1 la 
nota t ion ô ^ — . Tout d 'abord la démonstrat ion du théorème 1 pour b > 
2 2 
s 'effectue à l 'a ide d 'une méthode analogue à celle que nous avons appliquée 
dans la partie I I ([3], § 4, où к est un entier non négatif et b = 1), tandis que 
pour ô = — la démonstrat ion du théorème 1 exige des considérations nouvelles 
2 
et plus délicates. En outre la démonstrat ion du théorème 1 pour ô > -
nous fournira cer tains lemmes nécessaires pour mener à bien la démonstration 
dans le cas de ô = —. Au cours de la démonstrat ion, nous supposerons de 
2 
plus que ô ^ 1, ce qui simplifie nos raisonnements, mais n ' in t rodui t aucune 
restriction vu le théorème d'inclusion. 
On obtient un cas part iculier important du théorème 1 pour к = 0: 
Corollaire. La convergence de la série (1.7) implique toujours la sommabilité 
^ de la série (1.8) et 
lim a<°> = lim ß W . 
Л—- со л - , œ 
Au cas où à < — nous obtenons un résul ta t de sens inverse. 
2 
Théorème 2. Soient к > 0, ô <— deux nombres donnés, Ç0=f= 0 un 
2 
point fixe dans le cercle |z| < 1. Alors on peut trouver des fonctions f ß z ) 
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régulières dans le cercle-unité, dont la série de Taylor est sommable (С, к) au 
point 3=1, autrement dit lim öS*) existe, mais la série déterminée par la relation 
П— a 
(1.11) n'est pas sommable (C,k-\-b) au point z = , donc lim 
1
 + Со 
n'existe pas. 
La démonstrat ion se simplifie en supposant 6 > 0 mais en raison du 
théorème d'inclusion ce n ' e s t qu'une restrict ion apparen te . 
Pour к = 0 le théorème 2 représente une amélioration du théorème 
de M. TUKÁN. E n effet, le théorème 2 expr ime que ce n ' e s t pas seulement la 
convergence de la série (1.8) qui n'est pas assurée par la convergence de la série 
(1.7), mais celle-ci n'implique même pas la sommabilité (С, & + de la première 
. . . . 1 
serie si о < — . 
2 
L'idée de la démonstrat ion est d 'é tab l i r entre les aJO et les ß (n+ a ) une 
relation de la forme 
( и з ) ß(nk+0)=2r№\C„)<> 
v = 0 
où les y ^ l (£0) sont indépendants du choix particulier de Д(з) et ne dépendent 
que de Co. n et v. La relation (1.13) défini t un procédé de sommation 
linéaire, et son examen est l 'obje t essentiel de nos investigations. Il sera établ i 
que ce procédé n'est pas régulier pour <5 < —, tandis que pour Ô - les 
2 2 
conditions do la régularité de Tocplitz—Schur sont réalisées: 
I. lim у^п/ЧСо) = 0 Pour chaque v fixé; 
П-+ x 
i L h m 2 v V H C o ) = i ; 
Л—œ v = 0 
III. il existe une constante К{к<д> > 0 telle que l'inégalité 
( 1 - 1 4 ) 2 \ У ( п Л С о ) \ < * ( M ) 
f - 0 
est vérifiée indépendamment de n. 
On ver ra que les condit ions I et I I sont remplies p o u r tous les ô 0. 
C'est l 'examen de la condition III, donc l 'évaluation de la série (1.14), qui 
offre les diff icultés principales. Pour ô > — l'existence de la constante K d t ) 
sera démontrée en suivant une voie analogue à celle de la par t ie II ([3], § 4). 
Mais cette méthode devient inefficace p o u r ô = — ou Ô < —. On é tudiera 
2 2 
dans ces cas la condition I I I en utilisant u n a u t r e procédé. Notamment l 'expres-






2 ni n + k + ô 
к +ô 
û (1 + COv ( 1 ( « , + £ „ ) 1 + Со(О "> + Со d со 
où с\к+6) est une cons tante et le con tour d ' in tégra t ion Lnv une courbe 
fermée e n t o u r a n t le pôle со = — C0- Nous devons dé t e rmine r la va leur de 
gnv pour un n assez grand, m a i s f ixé et p o u r chaque v. L a structure de ce t t e 
intégrale suggère l'idée de recourir à la mé thode du col. Toutefois l ' emploi 
direct de ce t te méthode se h e u r t e actuel lement à cer ta ins obstacles que nous 
voudrions b r ièvement décrire. 
Les oeuvres t r a i t an t des expressions asympto t iques des in tégra les 
dépendant de deux ou plus ieurs paramètres n 'embrassent pas des problèmes 
t r è s variés. Elles se r a p p o r t e n t essentiellement aux recherches des fonc t ions 
de Bessel, lorsque l 'argument e t l 'ordre de ces fonctions t e n d e n t s imul tanément 
vers l ' infini ([6], pp. 225—270). Le procédé consiste à t en i r constant le q u o t i e n t 
de ces deux paramètres ( tout e n discutant les trois cas où ce rapport est supé-
rieur, égal ou inférieur à 1) e t à obtenir par là un col et un con tour d ' in tégra t ion 
invariable dans chaque cas donné . Le p rob lème à deux paramètres se r é d u i t 
a insi à un problème à un pa ramèt re . 
M M . W . F U L K S [ 7 ] e t D . L. T H O M S E N J r . [ 8 ] o n t élaboré ce r ta ines 
généralisations de la méthode de Laplace p o u r déterminer les valeurs a s y m p t o -
t iques d ' intégrales réelles d é p e n d a n t de d e u x resp. de t ro i s paramètres. M. 
F U L K S considère les intégrales de la forme 
JhM = j f(t)e-h*m+xvWdt 
où b est une constante, 
les intégrales d u type 
h, к —y oo sont des paramètres . M. T H O M S E N env isage 
J h , k , a = J 7 ( * ) e -
<5 
h4>(t) + k4>(t)dt 
qui diffèrent des précédentes p a r le fai t que a—y 0 est auss i un pa r amè t r e . 
Les hypothèses communes qu ' i l s adoptent t ous les deux son t les su ivantes : 
le rappor t hjk n 'es t pas cons tan t , mais h k; 0(t), f (<), f(t) sont indépendan-
tes des pa ramèt res et ainsi, e n supposant de plus que Ф(0) = 0 , Ф'(0) = 0 , 
Ф"(0) > 0, W(0) = 0, les valeurs asymptot iques des Jh.k et JhJiA s o n t 
tou jours fournies par les contr ibut ions des intégrales prises dans le voisinage 
de l'origine. 
Il convient de signaler encore l 'ouvrage intéressant de M . A . B É K É S S Y [ 9 ] 
qui étudie, à l 'a ide delà m é t h o d e de Laplace , le compor tement a symto t ique 
de l ' intégrale suivante : 
Pn(k \J) 
1 
j — 2) (n - 1)! 
и 
n-1
 e -e~j"( 1 -e-u)k-j du 
où j, k, n —y oo sont des pa r amè t r e s (pn(k\ j) signifie une probabi l i té condit ion-
nelle). Pour pouvoi r appliquer la méthode de Laplace, l ' a u t e u r distingue q u a t r e 
éventuali tés possibles dont chacune s 'exprime par une re la t ion entre les p a r a -
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mètres, et en conséquence il remplace la fonct ion à intégrer par une expression 
nouvelle où les paramètres ne figurent pas seulement comme exposants. C'est 
ainsi que la valeur asymptot ique de pn(k\j) est donnée par une intégrale 
prise dans le voisinage d ' un point qui var ie avec les paramèt res et de même 
l 'intervalle de l ' intégration change aussi bien sa place que sa longueur. 
Cependant dans les cas énumérés il s'agissait t ou jour s de la valeur 
asymptot ique d'intégrales considérées en elles-mêmes sans tenir compte de 
leurs relations avec d 'autres expressions analogues. C'est pourquoi une rela-
tion entre les paramètres une fois adoptée, qui introduit certaines complica-
tions dans les calculs, le col e t la voie d ' intégrat ion ou bien sont restés invar ia -
bles, ou bien leur changement avec les paramètres n'a pas eu une impor tance 
particulière, malgré la discussion inévitable de certaines possiblités. Par contre 
nous envisageons une somme dont chaque terme est représenté par une inté-
grale et la détermination de la valeur asymptot ique de chacune de ces inté-
grales s 'effectue au moyen des cols et d ' u n contour d ' intégrat ion qui va r ien t 
d 'une intégrale à l 'autre. Cette circonstance est la conséquence de la s t ruc tu re 
particulière de la fonction à intégrer qui f igure dans l 'expression de gnv. On 
sait que les cols doivent ê t re cherchés parmi les racines de l ' équat ion 
f 1 + < , 0 w 
(O Г 
b, mais cette équation n ' a pas de racines finies. Cet obstacle 
V 
s'élimine en introduisant le paramètre A = , et en envisageant par la suite 
la fonction •У — au lieu de 
^ o 1 
1 + C0co)" L'équat ion t n > 1 ' - V " 
ь о 
со 
a déjà deux racines finies, mais qui dépendent de A e t par suite les cols 
et les contours d ' intégration varient avec A. Dans notre cas, le contour d ' in tégra-
tion doit passer par tous les deux cols correspondants e t de cette f açon on 
obtient I gnv |, pour chaque v, comme la somme de deux expressions a sympto-
oo 
t iques qui est suff isamment pet i te pour que v | gnv ! soit uniformément bornée 
en m si b = — ; et cette somme est assez grande pour que "У | gnv | dépasse 
2 i>=o 
toute limite avec n si Ö < —. Pour cer ta ines valeurs de A les deux cols se 
2 
rapprochent arbi t ra i rement l 'un de l 'autre , tandis que pour d'autres valeurs 
de A un des cols au moins se trouve d a n s le voisinage du point eu = 1 e t la 
fonction à intégrer ne reste pas bornée. Nous avons à discuter à plusieurs 
reprises séparément les cas où Ç0 est réel e t ceux où Co e s t complexe. Enf in 
puisque nous examinons la somme des valeurs asymptotiques, il ne suff i t 
pas de déterminer la part ie principale du développement asymtot ique de chaque 
intégrale, mais il faut aussi évaluer la somme des restes. 
La régularité du procédé de sommation (1.13) et la formule (1.12) seront 
ainsi vérifiées pour b ^ — e t le théorème 1 sera démontré. 
2 
On t rouvera de cette manière pour b < — que la condition I I I de la 
régularité n 'es t pas réalisée pour le procédé de sommation (1.13). Par conséquent 
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il existe des sui tes convergentes qui se t r ans forment en suites divergentes p a r 
la matrice (C0)]- Soit {a*} une de ces suites convergentes et {ß*} sa t rans-
formée divergente. Alors la fonction 
»
 v _ L h 
/Î(Z) = (1 
(1.15) 
J > = 0 к 
a tzy 
= 2 ( - 1 ) " 
e = o 
/ * + 1 со V + k\ 
[ p Г о . к j i* zv — yci*zv v=o 
es t régulière p o u r | z | < 1, où ( 1 — z ) k + x es t définie p a r sa déterminat ion 
principale. Or, la formule (1.15) n'est au t re que la relation classique en t re les 
av e t les a\k). Posons donc a* = oSk\ a* — av, alors /J (z) est la fonc t ion 
fx(z) qui vérif ie les conditions du théorème 2 et ß* = ßnC+ö^- Ce qui com-
plète la démonstrat ion du théorème 2. 
* 
Nous t e n o n s part iculièrement à expr imer nos remerciements les p lus 
vifs à M. J . C Z I P S Z E R pour ses précieuses remarques qu'il a apportées en l i sant 
le manuscrit de ce présent ouvrage. 
§ 2. Le procédé de sommation 
On démont re dans la théor ie du procédé de sommation de Cesàro que 
ß(k+e) s 'exprime par les ß<*> (m = 0 , 1, 2, . . . , n) ([5] p. 101): 
Ä k + a ) = 
( 2 . 1 ) 
1 
n + к + ô 
к+ ô ! 
1
 i , 
k+ô 
y 
m = 0 
n — m -f- ô — 1 
ô - 1 
m + к 
к 
lm + Ó — 1 
.re — m + к I 6 - 1 1 к ßflm • 
E n tenant compte de la fo rmule (1.9) 
(2 .2) ßrt-m — 1 V 
V M 
V + k\ 
к ) 
ß(nk+d) = У 
m = 0 m 
y 
v=0 
n — m + k 
к 
Ainsi il découle des relations (2.1) et (2.2) 
Im -f- (3 — 1 
[n -j- к + ô 
k + d 
m 4 - 6 — 1 
m v + к 
» • к - ù f . 
k + ô 
où PnLm,v(Ç0) est donné par l 'expression (1.10), 
„ 0 0 ( M
 a W 
'v + le 
к 
Кп-т,г\^о> r — 
(2.3) 
2 2 
r = 0 m = 0 
P(nk>mM < = 2 о) < 
v=0 
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et p a r sui te 
(2.4) 
1 ( ! + £ , ) * + '  





ï W o ) = 








l + C o 1 + Ç 0 < y -
1 + f o c^  + Co) 
do). 
La formule (2.3) représente le procède de sommat ion cherché. Nous pouvons 
constater dans l 'expression (2.4) que (Co) n e dépend p a s du choix p a r t i -
culier de fx(z). La relation (2.4) sera remplacée plus t a rd p a r des expressions 
asympto t iques . 
§ 3. Les deux premières conditions de la régularité 
La démonst ra t ion du théorème 1 s 'e f fectue en vér i f ian t que les é léments 
de la mat r ice [y%ô) (C0)] donnés par la re la t ion (2.4) remplissent les t ro i s 
conditions de la régularité de Toepl i tz—Schur . En ce qu i concerne les con-
ditions I e t II nous avons dé jà observé d a n s le § 1 qu'el les sont réalisées 
non seulement pour b Xt ^ , mais même pour b ^ 0. Nous a d m e t t r o n s donc d a n s 
2 
ce § que к > 0, Ь ^ 0. 
La vér if icat ion des condit ions I et II se hase sur des choix par t icul iers 
de fx(z), ce qui est permis, pu isque d 'après (2.4) les (C0) s o n t les m ê m e s 
quelle que soit fx(z) régulière dans le cercle \z \ < 1 . 





,u = 0 
une fonct ion régulière dans le cercle-unité telle que a / ) 
a / ) = 1. Selon cet te hypothèse e t la relation (1.15), on a 
0 si Я =f= v, e t 
\k+1 (3.2) fx(z) = (1-2)"+' 2 <4fc) = T zv( 1 -
я=о к к 
On lira de (3.2) que a = 0 si p < v e t 
(3.3) / i ( l ) = У % = l im od/) = n . 
/1 = 0 Я-. a> 
D ' a u t r e p a r t en ver tu de la déf in i t ion (1.1) de f2(z) on peu t écr i re 
i + Co - ( 1 + C > f + 1 
3.4) 
Ш) 
= ( 1 + C 0 ) f c + 1 
v + к rt / 
- о 
v 
к 1 Со 2 1 - C 0 2 




1 -h Со I 
4 + 1 
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et par suite 
(3.5) h = УК(Со) 
//=0 
1 + i » r = o . 
i + g 
1 + Со 
U + C0 
Or, le + b Si 0, on tire donc de la relation (3.5) que 
(3.6) lim ß(n+öl = 0 . 
Exprimons maintenant au moyen de la formule (2.3), en tenant compte 
du choix particulier des o.\k) 
(3.7) = V ( C 0 ) a « = ( C o ) ; 
e t ainsi de (3.6) et (3.7) 
(3.8) l i m y < k / > ( C 0 ) = 0 . 
V étant arbitraire, la relation (3.8) est valable pour tous les v ^ 0 entiers. La 
condition I est donc réalisée. 
II . lim ( f „ ) = l . 
Démonstration. Soit maintenant /,(z) = 1. Alors 
«W = 1 (v = 0 ,1 ,2 , . . . ) ; /,(2) = 1 , ß(k+i) = 1 (n = 0,1, 2, . . . ) 
e t par l 'expression (2.3) 
(3.9) 
v=o i>=o 
Par conséquent la condition 11 est réalisée. 
§ 4. Expression asyniptotique de ~/
п
к!д> (Co) 
L'expression (2.4) de y(„i,d) (C0) n 'est pas appropriée aux calculs. Pour 
cette raison nous cherchons à la remplacer par une formule asyniptotique 
plus adéquate. Soit à nouveau r < | со \ — g < 1 et 
1 + Со 1 + C0m = 1 
1 + Со « + Со y' 
donc max \ y \ = y0 < 1. On écrira ainsi 
H = 9 
n 
m = 0 
(4.1) 
m + ô — l 1 1 со 
У 
m + ô — l 
m y ri —m уП m=0 ô - 1 
У 
1 
y n ( l - y f У m = n + \ 
m + ô — l 
ô - l 
— y 
m—n+1 
m+ Ó- 1 
ô - l 
A„ - B„. 
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d'où en ver tu de (2.4) 
Iv+k 
c<fc> \ к 
2 ni n+k+ô 
k+ô 
f
 А л Л ю
 _ Г
 B n d w 
J w + C o J c o + C о 








 ffnv 9nv 
( 1 - I Co | a ) f c 
l i m 2 1 ff'nv I = О • 
gnv peu t done ê t re considéré comme l 'expression asymptot ique de y^f* ( C 0 ) 
dans l 'évaluation de la série (1.14). 
D'après les formules (4.1) e t (4.2): 
(4.5) \ д ' „ Ш с 
V + k\ 
к 
n V + l ím + ô — 1 
ô - l П 
, m - ( n + l ) 
k + ô 
Or, les relations suivantes sont valables pour les grandes valeurs de n, en 
supposant de plus que m ^ 7 i + l e t 0 < ô 1: 
(4.6) (n + k + ô 
1 k+ô 
Il s 'ensuit par (4.5) que 
(4.7)
 Ш
 = 0 ( п - к - > ) 1 г + к 
Par conséquent 
(4.8) 
= 0(nk+ä) , (m + ô — 1 
ô - 1 
= 0(т0"1) - 0(тел-1). 
ev+i 0 ( » ä - ' ) 2 У о " ( п + 1 ) = O i n - " - 1 ) 
m = n + 1 
lim g'nv = 0 , 
v + k 
к 
nX + l 
et en ver tu de (4.2) et (4.8) 
(4.9) l im y^>(ío) = Imi gnv. 
П—*ю П—* от 
Mais l 'expression (4.7) permet d 'en tirer de plus que 
(4.10) 
v=0 ( 1 — e r + 
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et il en découle déjà (4.4). Il résulte de (4.2) et (4.10) que 
(4.11) l im J V I о) I = lim ^ Ы • 
Л - »
 V = Q v = 0 
11 suffira donc d 'examiner le membre droi t de l'égalité (4.11). 
Pour terminer ce §, écrivons encore gnv dans sa forme explicite: 
Лк+д) 
(4.12) gnv ; 
2 л г 
V + к 
к 
(1 + £0со)к+в~*со* (1 +C0« 
ou 
n + k + ô 
k + ô 
Лк+д) _ 
С (l + c 
J ( 1 œf w + Со diо , 
( l + C o ) f t + á + 1 L + f t o 
( 1 - | С 0 | 2 ) к + й l + C o 
L'expression (4.12) peut p rendre aussi la forme 
V + là 
. к I (4.13) 9 n v = ~ ; 
2лг 
Г (1 к M I „ X 
n + k + ô 
k + ô 
( 1 - eu) 
1 + C 0 1 + C o w 




" ( 1 H W " 
Nous aurons besoin de tou tes les deux expressions de gnv 
§ 5. Cas de Ô > 1 
Nous avons déjà remarqué que pour ô > la démonstrat ion du théo-
rème 1 peut se faire d 'une manière analogue à celle donnée dans la pa r t i e 
I l ([3], § 4). Pour cette f in il nous faut démontrer le lemme suivant: 
Lemme 1. Soient n un entier positif et 0 ^ ô <L 1 un nombre donné_ 
Alors 
(5.1) . 7 г sin
2
 nt 
J sin2 0? 
dt 
Ofn20-1) si ô > 
O(logn) si ô = 
0 ( 1 ) si ô< 
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тс 2 
Démonstration. Pour Ü ^  í ^ , on a sin Í ä — t et par suite 












au t rement dit .7 = 0(7). Il est évident que pour д ф — 
(5.3) 
2 
7 ^ m 2 j p - ^ d t + Г ^ = 0 ( n 2 ^ ! ) + 0 ( 1 ) . 
Ce qui revient à dire que 7 = 0(n2d-1) pour b > -— , et 7 = 0(1) pour b < --. 
2 2 
Si ó = - la relation (5.3) doit être remplacée par la suivante 
7 ^ 0(1) -f- logw. 
Les relations (5.1) sont ainsi démontrées. 
Démonstration du théorème 1 pour b > .11 f a u t encore prouver que 
la condition III de la régularité est réalisée, c 'est-à-dire que la constante 
/f(M) qui figure dans l'inégalité (1.14) existe, mais cette dernière relation 
doit ê t re remplacée par 
(5.4) > ' Ы <7 f (M) . 
r = 0 
Décomposons en deux parties la série qui intervient dans (5.4): 
00 v „ _ l oo 
( 5 - 5 ) У I s U = у ! g j + > ' \Vnv\ > 
J>=0 V = 0 V =Vo 
où 
(5.6) v0=X0n 
et 70 est une quanti té positive qui sera fixée avec n pa r la suite. On démontrera 
l 'existence de deux constantes Ä\k , i ) et K(2k-Ó) indépendantes de n pour 
lesquelles les inégalités 
(5.7) S, = V°2 \gj < K[k'à), S2 = 2 \9nv\ < * iM> 
v = 0 v=v, 
sont vérifiées quel que soit v. 
On discutera d ' abord la seconde inégalité (5.7) qui est réalisée pour chaque 
b > 0 in tervenant . C'est seulement après que nous pourrons limiter Sv 
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1° Évaluation de S2. E n t enan t compte de l 'expression (4.12) de gm. 
e t du fait que 
max |1 + "C„ H = 1 + TQ, max f i — со\~д = (1 — q)~ô , 
| o ) |=e H ~ e 
max 
H - e 
on а 
So 
n + k + ô 
k + ô 
v0 + к 
1 + C o « j
 = l — r g  
« + С о в — r 
t + 
( 1 — о)" \Q — r 
> 1 , 
4 A + i ) l ( 1 + r e V 4 " 5 " 1 ( i - ? - e ) n + 1 * [ v + k ' 
v=v, 
(5.8) 0(1) 
qV, I 1 _
 r Q n+1 
П + к + 0\ (1 -Q)' [ Q-r 
k + ô 




к + k  
к 1 
_
 n\k+ô+i ( i - e ) 
1 — r Q 
Q — Г i n + k + ô 
1 к + ô , 
où l 'on a pris en considération la relation (5.6) e t l'inégalité évidente 
lv+k' 
(5.9) 
n + k + ô 
k + ô 
< 
V — v0 + к 
к 
(v > v0,k > 0). 
Si ?.0 est choisi de telle façon qu' i l puisse être enfermé dans un intervalle de 
longueur finie et dont les extrémités sont indépendantes de n, il vient 
"о + к 
к 
(5.10) 
Il suffirait donc de prendre 
n + k + ô f 1 
k + ô 
0(n-6). 
(5.11) 
* o = l + 
о — r log -
l — r g 
i o g g 
2 , 
comme nous l 'avons fait dans la part ie II ([3], (4.13)) ([ж] désigne la part ie 
ent ière de ж), pour que l ' inégalité 
(5.12) , i — r e e ° — - — - + i 
о — r 
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soit vérifiée, e t l 'existence de K^ 'P serait ainsi prouvée. Mais ayant en vue 
des considérations ultérieures nous cherchons à trouver pour A0 une valeur 
inférieure à celle fournie p a r la formule (5.11). Pour cette raison on choisit 
g d 'une manière particulière et l'on pose pour n suff isamment elevé g = 1 — n~e, 
avec 
(5.13) e = 
k + ô+1 
Ainsi, de la formule (5.10) on tire 
v0 + k 
(5.14) к 
- =0(1). 
D'au t re pa r t si la relation (5.12) est vérifiée on peu t écrire 
1 — r о log-
g — r 
(5.15) „ -
- l o g o 
Posons g = 1 — h, où 0 < h < 1 — r. Alors — log g < h et 
1 — r g 
1 + r 
log 
(5.16) 
— log 11 -
Q — r 
log g 
1+r 
, , " 1 1 — ( — r ) m
 7 m , 
< : h h ^ 1 !— h " < 
1 - Г —2 m (1 -r)m 
< — + 1 + f h i l - log 
1 — r (1 - r)2 I 
1 — 
h 
1 — r 




1 — r) 
h 
1 -
A n > 
croît avec h; si h= n e < — (1 — r), on a 
< log 2. En p renan t 
1 - r 
1 + Г
 (1 + l o g 2 ) = + Яп-% 
( 1 - r ) 2 1 — r 
les inégalités (5.12) et (5.15) seront satisfaites. Soit donc A0 le plus pe t i t des 
nombres de la forme — vérifiant la relation (5.17) (n é t an t supposé fixé), 
à savoir 
(5.18) A0 = — n r +Hn~ 
n 1 — r 
et ainsi selon (5.6) 
(5.19) VQ = \n 1 - r- + Hn~ 
1 — r 
+ l 
n 
+ 1 . 
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Considérant les relations (5.8), (5.12) e t (5.14) on peut constater que 
(5.20) St = 0{ 1) 
et la seconde inégalité (5.7) est vérifiée. 
2° Évaluation de Sx. La fonction (1 + cov (1 — co)~ô é t a n t 
régulière dans le cercle | со | = g < 1, l 'expression (4.13) de gnv peut ê t re 
remplacée p a r la suivante: 
(5.21) 
9 m' 
v + k 
к 
2л i n + k + ô 
k + ô 
- ( 1 + C 0 « Ж * - 1 с о " 1 + Со 1 + C o « n + 1 
(1 - c o ) 1 + C0 « + C0 
- 1 
L'intégrale (5.21) garde évidemment son sens même pour g = 1, c'est-à-dire 
pour со = в14", en conséquence 
(5.22) \gnv\ = \Cd 
v + k 
l к 
n + k + ô 
k + ô 
i л def 
co
v
 hôn(co) dco — |C 
2 л i J 
V + к 
к 
\m\ = i 
n + k + ô 
k + Ô 
m 
ou 
(5.23) h&n(co) : (1 + £ > ) 
к + й - 1 
( 1 — w ) 6 
1 + Cp 1 + Cq ft> 
1 + C 0 W + C 0 
л + 1 
On remarque que les gôp définis par la relation (5.22) sont les coefficients de 
Fourier de hàn(co). 
r . - l 
L'inégalité de Cauchy appliquée à la somme , de plus vu que 
v = o 
V
° ^ pour V < v0, on obt ient 
(v + k 
к 
к 
У IsU Г è "о У I ó ü 2 ^ l^ôl2 ^o n 
l v = 0 v=0 
(5.24) 
E n vertu de l'inégalité de Bessel 
2 
к 
n + k+ô 




v=o 2 л J 
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Introduisons ensuite la notat ion employée dans la par t ie II ([3], (4.22)): 
1 1 + ^ -
 ci9 , 
1 + C0 e , < p + SO 
donc 




 —C0 1 — e"' 1 + C0 e'<9-e») - 1 
On en conclut que 
| e i ( n + I ) ( 0 - 0 . ) _ l [ 2 
oiO f- 12Й H 
e» - C0|2 
( 1 _ L
 r ) 2 ( f t + d - l ) 
hön(eA I2 < - — — le" Sol 
(5.26) 
| e i ( 8 - e „ ) _ _ 1 |28 
- 0 „ 
sin2(ra + 1) 2 
ó i " о e » - g » T i -
l l + С о Г 
s i n 2<ï _ 
De plus 1 — C0 I ^ 1 — et ainsi en ver tu de la relation (5.26) 
60 + 2л 
2л 
(5.27) — Г | A ä n ( 0 | 2 d g , = 0(1) 
2 л I 
s i n 2 ( n + 1 ) — 0 ( 1 
2 
d f l , 
s i n 2(5 " 0 
ou en posant в — 0
О
 = 2t, on tire de (5.27) 
2л 
(5.28) Á - J M ^ ) № = 0(1) J 
о о 
Par conséquent, d 'après le lemme 1 










1 ) s i ô > 
0(log n) si á = 
0(1) si ô < 
8 A M a t e m a t i k a i K u t a t ó I n t é z e t Közleményei V. А/1—2. 
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Par ailleurs selon la formule (5.10) 
(5.30) 
Ainsi il découle de (5.29) e t de (5.30) 
> 0 + Te 2 те+ Л - M 1 
Te k + ô ) 
= 0 ( 7 ! l-2<5\ 
(5.31) n 
2 л 
" о + Y 
к ) 2л 
71 + Л - - M | 2 
л - H 
0(1) 
0(log n) si 
si (5 > — 
2 
0(те1-гй) si ô < 
La formule (5.31) de même que les inégalités (5.24) e t (5.25) fournissent 
la preuve que S1 =0 (1) si Ô > —, et la première inégalité (5.7) est aussi 
2 
vérifiée. Le théorème 1 est ainsi démontré pour d > —. 
2 
En même temps la relat ion (5.31) met en évidence que cette méthode est 
inefficace pour évaluer S, si ô = — ou Ö < —. Cependant le lemme 1, aussi 
2 2 
bien que l 'expression (5.31) éveillent l'idée que le comportement de la somme 
partielle Sl var ie avec b et que pour b = — ou b < — elle a une allure diffé-
2 2 
rente de celle que nous venons de constater dans le cas de b > —. Cette 
2 
présomption a été vérifiée pour b < —, mais non pour ô = —. 
2 2 
On supposera d'ailleurs dans ce qui suit que 0 < fe —. 
§ 6. Lemmes complémentaires 
L'intégrale qui in tervient dans l 'expression (4.12) de gnv appart ient au 
t y p e dont la valeur asymptot ique peut ê t re déterminée pour chaque v p a r 
la méthode du col, n é tant supposé fixé et suff isamment élevé. Cette méthode 
est assez puissante pour dominer le problème en question quelles que soient 
les valeurs de b, de n et de v, mais on rencontre de sérieuses difficultés q u a n t 
a u choix du contour d ' intégrat ion adéquat , lequel joue un rôle particulier 
dans l 'application de la méthode. La forme e t l 'emplacement de ce contour 
dépend no t ammen t de la quan t i t é — et les espèces très variées de courbes 
, v 
d'intégration qu' i l faudrait considérer quand varie exigeraient une discussion 
géométrique t rès longue et détaillée. Pour éviter cette complication nous 
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renoncerons à l 'homogénéité de l 'exposé et n 'aurons recours à la méthode 
du col que pour des v satisfaisant à la double inégalité : 
( 6 . 1 ) = + + S l + 1 . ^ 
1 + r log n n n 1 — r log n n 
où vn e t v'n sont des nombres fixés avec n tels que, /1х est le nombre le plus 
v 1 + r 1 
grand de la forme — e t inférieur à , tandis que A] est le plus 
n 1 — r log n 
1 — r 1 
pet i t des nombres de la même forme e t supérieur à 1 — . On a donc 




1 + r n ^ 1 — r n 
1 — r log n 1 -)- r log n 
1 — r n Л , I 1 — r n 
+ 1 - \n 1- — 
log n\ ( 1 + r log n 1 + r 
Des relations (6.1) et (6.2) on déduit deux valeurs particulières de r 
1 — r , n 
( 0 ^ ® „ < 1 ) , 
( 0 < 
(6.3) J [ 1 + r n 
v1 = / j n = I n  
L 1 — r log и 
1; v'1 = +1n = n H 
1 + r log n 
+ 2. 
On démontrera p a r la méthode du col que У \gnv\ dépasse toute 
V = V[ 
limite si 0 < ô < , e t qu'elle est bornée si Ó = -, mais on vérif iera d'abord 
2 2 
j> ; - i 2 
que les sommes У \gnJ et У \gni\ sont bornées pour b = — . 
v=0 v=r,+l 2 
Nous venons de voir que S2 = О (1) [cf. (5.7) e t (5.20)] p o u r tous les 
6 > 0. Notre second lemme exprime un résultat analogue. 
Lemme 2. Soit ô = —. Alors il existe un entier positif »'Ó = n < v0 
tel que 
(6.4) 2 ; Ы = 0 ( i ) , 
v=0 
v 1 — r 
où /.f, est le plus grand des nombres de la forme — inférieur ou égal à . 
Démonstration. On évaluera gnv au moyen de son expression (4.12) en 
modif iant convenablement la voie d' intégration j m \ = g. E n raison de 
la symétrie nous admettons une fois pour toute que 0 ^ a ^ л (où C0 = reia). 
Sous cette réserve, d ' après le théorème de Cauehy, le contour d ' in tégrat ion 
peut ê t re composé de l 'arc a' du cercle c' de cent re со = 0 e t de rayon 
R 11 < R < —I, de l 'arc a" du cercle c" de centre со = 1 et de rayon и - 1 
116 ALP ÁR 
e t de deux segments de droites s' e t s" parallèles à l ' axe réel (Fig. 1). Le nou-
v e a u contour ne con t ien t pas le pô le со = 1, mais il entoure le pôle со — — Ç0 
de la fonction à in tégrer . La va leur de R sera précisée sous peu . L'expression 
de gnV se décompose ainsi en q u a t r e intégrales q u ' o n désignera p a r 
(6.5) gnv= J + J + J + J . 
a' a" s" s" 
Figure 1 
Il est aisé de voir que p o u r v ^ v'0 on a 
(6.6) < с Ь т ) , 
K + k 




l + r R \ n 




( в . ? ) 2 7 " " ) = 0 ( 1 ) 
v'b + k 
к 
v = 0 
' « + * + I N ( i ? - 1 ) 3 ' 2 ' * + r 
k + 
2 
Posons ac tue l lement R = 1 + n 3 . Nous o b t e n o n s 
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(6.8) 
ív'o + к 
к 




(Л - I ) 3 ' 2 
Choisissons Aq de f a çon que la condi t ion 
(6.9) . 1 4 - rR i " \ =0(1) 
R + r 
soit vér if iée. Cela se réalise, avec la valeur adop tée pour R, si Aq 
vu que 
(6.10) Rl+r
 = i + A(R - l)3 + . . . = 1 + 0(n~x) 
R 
, 1 - r 
s , 
1 +r 
( A > 0) 
d'où résul te (6.9). X'0 es t de la forme , il peut donc ê t r e le plus g r a n d nombre 
n 
1 — r 
de ce t te forme infér ieur ou égal à , à savoir 
1 + r 
(6.11) n 1 - r  
1 +r 
e t Vq == Àg n = n 
1 + r 
Avec v'0 a insi défini on obt ient 
( 6 . 1 2 ) 2 W = 0(i) 
v=o 
à p a r t i r des relations (6.7) (6.8) e t (6.9). 
Considérons en second lieu l ' in tégra le prise sur c " défini p a r l 'expres-
sion со = 1 -f- те-1 eia (0 ^ a ^ 2n). Alors pour des n su f f i samment grands 
on a 
11 + Со 0 J- , 
m a x ; — = 1 
1 — r 2 
0 < " £ 2 л I ft) + Со 
(6.13) 
Pa r conséquent pour v v^  
1 + 2 r cos a + r2  
1 + r 
n~
X
 + 0(w_1) 
^ 1 + n-1 + o(nrx) . 
1 — r 
i l ^ n - 1 ^ * - 1 ' » ) ^ + n - l ) " ' + fc+ 2 n 
(6.14) 
1 — n~x  
=-- 0(n~x) = /<?„> 
1
 + 0(те-1) 
1 — r 




> / $ = 0 ( 1 ) . 
V = 0 
Il reste à évaluer les intégrales prises sur les segments s' e t s". Les fonc-
V f 1 
n + 1 x - , k - -7Г 
«> + Co 
( 1 + C 0 w ) 
p r e n n e n t sensiblement les mêmes valeurs a u x points d'abscisses égales de 
s' e t s" . Par contre (1—eu)'/2 a d m e t des va leurs différentes en ces points. 
E n a d o p t a n t la dé te rmina t ion pr incipale de (1—co)'A- quand coÇs", on aura 
î 
e'" (I —ca)1'2 le long de s'. Ainsi, puisque R = 1 + n 3 , il v ien t 
i
 1+
" j ) A + -+ 
(6 .16 ) 1 + n—1 
( 1 + C o a>) 2 c o v 1 + C o со 
(o>-l)4*(co + Ç0) U + Co 
dco\ 
1 — n~l — r 
1 + rco\n dco 
i + n -




l + n 
(6.17) 2 / S = o ( » 2 ) Г -
V=0 J (CD — 1 
COÜ + 1 — 1 / 1 - f rCD 
) 2 1 CD - f Г 
dco. 
L a relation (6.9) reste valable pour chaque R de l ' in terval le (1 + 
l + r e 3 ) . Par suite, d 'après le choix (6.11) de on a pour l + n ^ g L c o f i l + n 3 
(6 .18) (a> 1) 
1 + ГСП 
= 0 (1 ) , 
CD - j - Г 
e t l 'expression (6.17) peut s 'écrire sous la fo rme 
(6.19) v' 1 1+" * 1 1 1 
!/<?) = 0(n~ï) Г = 0(n~ *) I(d> - v J ) = 
r=0 J (со — 1) 2 
l + n—1 
0 ( 1 ) . 
E n ver tu des relations (6.5), (6.12), (6.15) e t (6.19) la fo rmule (6.4) es t 
véri f iée e t le l emme 2 est démont ré . 
Nous soulignons que le l emme 2 est va lable même si 0 < Ô < —. La 
démonst ra t ion subi t dans ce cas une légère modificat ion en remplaçant la 
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1 — r - -
définition de AÁ par celle de = ,— : H' n 3 , où H' est une constante 
1 - j - r 
indépendante de v et de n, analogue à H de la formule (5.17) et l 'on raisonne 
de la même manière que dans le § 5. La relation (6.9) reste vérifiée, mais il 
n 'existe pas d'expression analogue à (6.10). 




vi — 1 
s* = ^2 W 
v=0 
0(1), s5= 2 \ffnv\ = 0(i). 
v = v , + l 
Démonstration. Désignons par v' e t v" deux entiers positifs remplissant 
n 
les conditions suivantes : v' < v" < v0 e t v" — v' = О 
log n 
. Un raisonne-
ment semblable à celui que nous a fourni la formule (5.24) conduit à la relation 
( 6 . 2 1 ) f 2 \9nv\ 
1 = V' 
< 0 
log n) v=0 
d 'où selon les expressions (5.25) et (5.29) on a 
( 6 . 2 2 ) У Ы = • 




 vi = 0 log n 
(6.23) 
Par conséquent d'après (G.22) 
(6.24) 2 \ gnv\ = 0(l 
V = Vi 




>' \gnv\ =0(1). 
En tenan t compte de plus que S2 = V | gnv j =0 (1) pour tous les ô > 0 
v = v 0 
[cf. (5.20)] et que S3 = 2 \Vnv \ =0(1) pour ô = — [cf. (6.4)], le lemme 
v = o 2 
3 est démontré. 
Lemme 4. Les | gnv | sont uniformément bornés en n et v. 
Démonstration. Pour ô > — le lemme est démontré par le théorème 1. 
2 
Pour ô = ~ les relations (5.20) et (6.22) constituent la vérification du lemme. 
Il reste le cas où ô < —. Si v ^ v0, la formule (5.20) est valable et pour ces 
2 
v le lemme est prouvé. Soient ensuite v111 et vlv deux entiers positifs tels que 
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vni < piv ^ po e t piv _ „ni _ 0(n20) et l'on obt ient facilement la formule 
analogue à (6.22): 
vlV 
(6.25) J£\9nv\=0( 1 ) . 
T>III 
§ 7. Détermination des cols 
Les recherches que nous avons encore à fa i re se réduisent dès main tenan t 
v
' 1 1 
à l 'étude de la somme > ' j gnv \, quand b = — et ő < —, pour un n fixe e t 
v=vi 2 2 
assez grand. Nous cherchons à trouver une expression asymptotique de gnv 
pour chaque v vér i f iant l 'inégalité v[ ^ v + j>,. L'intégrale qui figure d a n s 
l'expression (4.12) de gnv est du type 
(7 .1) Jn = J h(co) [F(co)]nda> = J h{co) e"fG) dco, 
L L 
don t la valeur asymptotique p e u t être déterminée par la méthode du col 
([10], pp. 77—93). Les fonctions F(a>), f (со) e t h (со) sont supposées régulières 
dans un domaine D du plan complexe со, où la courbe L est aussi t racée . 
D 'après le théorème de Cauchy L peut être modifiée en D e t précisément 
c 'est le choix d 'une voie d' intégration convenable qui constitue l'élément essen-
tiel de cette méthode. 
La méthode du col consiste à trouver une courbe d' intégration L passan t 
pa r un point particulier co,£D appelé col et jouissant des propriétés suivantes : 
I F(co) I resp. Re/ (со) prend son maximum absolu sur L en со,, la contribution 
de l 'intégrale prise sur un arc inf iniment peti t de L au voisinage de со, fou rn i t 
la valeur asymptot ique de l ' intégrale (7.1), t andis que l ' intégrale prise sur 
le reste de L t e n d vers zéro quand n—y I l arr ive (et c'est notre cas) que 
L doit passer simultanément pa r plusieurs cols, soient co+D ( j =1,2, . .., p). 
La méthode du col reste applicable même dans ces cas, si L peu t être par tagée 
en arcs Aj dont chacun ne contient qu'un seul col correspondant coj et со j 
a les mêmes propriétés sur A j que со, sur L dans le cas d 'un col unique. L a 
valeur asymptotiqe de Jn s 'exprime alors par la somme des intégrales prises 
sur les arcs inf iniments petits des Aj dans les voisinages des cols coy. 
Les cols se t rouvent parmi les racines de l'équation f'(co) = 0 (dans le 
cas que nous t ra i tons les équations f'(co) — 0 e t f" (со) = 0 n 'on t pas de racines 
communes). Soit со, un col, donc une de ces racines remplissant les conditions 
mentionnées ci-dessus; alors coyD et f (со) est développable en série de Taylor 
a u t o u r de co1 : 
f(œ) = /(со,) + 1 /"(со,) (со - со,)2 + . . . . 
Considérons ensuite la droite Z, (appelée aussi l 'axe du col со,) définie comme 
le lieu des points со pour lesquels / " (со,) (со — со,)2 :g. 0. Z, forme l'angle r , 
avec l'axe réel. L a courbe L, si elle existe, f a i t avec Z, un angle inférieur en. 
7Z 
valeur absolue à — . S i cela est possible il est avantageux de choisir L tangente1  
4 
à Z, ([10], pp. 87—88). Supposons que L existe, qu'elle satisfasse à toutes les 
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conditions énumérées, même à la dernière, en outre qu'elle ne passe que pa r 
le seul eol w1 et enfin que f (со) et h (со) soient indépendantes de n. Alors la 
valeur asymptotique de l ' intégrale (7.1) est donnée par la formule 
(7.2) Jn = h(OJx) e"/(°>i) + l> 2 л 
n \f"(oh) 
{ 1 + 0 ( 7 1 - 1 ) } 
([10], p. 88 (5.7.2)). 
Cependant des circonstances particulières peuvent se présenter qui exigent 
de faire passer L simultanément par plusieurs cols coj. Désignons par t, l ' axe 
du col coj faisant l'angle r;- avec l 'axe réel, alors la relation (7.2) se substi tue 
par la suivante 
(7.3) J n = A ( t u , ) e " / < < ° í > + " í I 
2 л 
[ 1 + 0 ( n - i ) } . 
\n\t"(coj) 
Il fau t souligner que les formules (7.2) et (7.3) doivent ê t re éventuellement 
modifiées si l 'une des quantités h (wj), f (coj) ou | f" (coß | dépend elle-même 
de n. Nous aurons l'occasion de tenir compte de cette remarque. 
Dans le cas concret c'est l 'intégrale 
(7.4) lu 
(1 + C0(o)k-
- a r l l + Ç * 
(l-co)e(co + Ç0) \co + ÇJ 
dco 
qui nous intéresse, car pour les v que nous considérons maintenant : nj á К i j 
[cf. (6.3)], nous pouvons écrire 
(7.5) I 9nv I 
;
 r(fc+<>) I I b n 
2л 
v + к 
к 
n + k + ô 
k + ô 
I Jnv I = dnv n-' \jnv\ = 0(n~ô) I Jn 
où les dnv sont des nombres positifs ayant des bornes supérieures et inférieures 
indépendantes de n et de v. E n effet, si v[ ^ v gL vv il vient 




v i k _ n k 
' T ( I ) ~ l \ k ) 
et par suite 
f v + к 
к 
< 
vx + k 
к 
n + k+ô 
k + ô 
vk Xknk 
nk+ô 
Г(к + 6) 
v + k 
Г(к) - ( n + k + Ô < 
; A + . 
m 
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Or, d 'après lours définitions données sous (6.3) 
1 (7.6) 
e t ainsi 
(7.7) d 
r
 v : 1 + r 
< X. < X. < 
1 + r 1 - r 
c<*+a>| 
2л 
Г(к + ù) /1 - r 
Г (к) U+O < d n v < 
| с № + а > | Г ( Л + 0 ) / 1 + r 
2 л Г(к) Il - r 
Pour pouvoir appl iquer la formule (7.2) ou (7.3) à l 'intégrale (7.4) il 
incombe trois tâches préalables: 1° faire le choix d 'une fonction f(co) conve-
nable (où F (со) =е/(ш>); 2° déterminer e t examiner les cols, c 'est-à-dire les 
racines de l 'équation f(ca) — 0; 3° démontrer l 'existence de la courbe L réalisant 
les conditions établies e t construire cet te courbe. Nous consacrons ce § aux 
problèmes 1° et 2°. 
À première vue on pourra i t p rendre pour F (со) respectivement f (со) 
les fonctions 
F(co) = 1 + О 
« + Со ' 
f(co) - log l + Cpf t j 
« + Co 
mais alors l 'équation 
f'(co) = 
( 1 + (со + i 0 ) 
= О 
n'aurai t pas de racines f inies . Il faut donc choisir pour f(co) une autre fonction; 
, p 
A cet effet introduisons la notation X = — et soit 
n 
(7.8) f(co) = log L ± Ç o « j 
coß 
~ / 
••X log со + log (1 + í0co) — log (со 4- Co) • 
/(со) est définie en un po in t initial quelconque par sa détermination principale 
e t suivie pa r continuité. On a ainsi 
(7.9) / » = - + - - % 
о» 1 4 - Ç0co a > 4 C 0 
' 0 ' Xco
2
 4 [(1 + r 2 ) A - (1 - r 2 ) ] m + f0A 
c o ( l + C 0 w ) (со 4 Со) 




i , a = ——г ^ — [ ( 1 + r 2 ) A — ( 1 — r 2 ) ]
 ± ( [ ( 1 + r 2 ) A - ( 1 - r 2 ) ] 2 - 4 г * х у * } = 
2 r A 
е
1 ' (а+л) 
2 r A 
(1 4 r2) A — (1 — r2) + i(l — r2) 1 + r д ÍA 1 ~ r 
[l - r /i. 1 + Г) 
' À 
J 
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Selon les hypothèses on a i] á v g; vv donc A] s; A Ax et d 'après l 'inégalité 
(7.6) 
(7.11) 1 — r . 1 + r < A < 
1 + r 1 — r 
On en conclut par un calcul simple que | co1, 2 | = 1 et il est just if ié d'écrire 
1 + r 2 1 — r2 
2 r A 
2 r 
1 + r 
1 - r 
2 r A 
: cos &, 
A -
1 
= sin û , 
(7.12) 
où 
(7.13) cox = e<(<>+*-*>, co2 = е'<а+я+<>). 
Cette circonstance est t rès importante , car pour | со | = 1 
(7.14) I F(OJ) I = 1 resp. Re f(W) = 0 , 
c'est-à-dire 
(7.15) I F{A>1) I = I F{CÜ2) I = 1 resp. Re /(oq) = Re f{CO2) = 0 . 
La courbe L doit donc passer par un domaine dans lequel | F(co) | <C 1 resp. 
Re / (со) < 0. 
Passons à la détermination de /"(cox) et /"(co2). Il est aisé de vérifier 
que 
V 2 < a + T - * ) : (7.16) /" (oq) = A 
e t 
l - r "J 1 + r 
= B L 
(7.17) / > 2 ) = |/"(со1)|е 
Les relations (7.16) et (7.17) pe rmet t en t de calculer T1 et r2. Du fa i t que 
/"(oq)(co—cox)2 est réelle et négative on conclut que 
(7.18) 
e t de même 
(7.19) 
Л
 Vi I О ! 7 1 
— = a +л —и -1 , 
2 2 4 
т2 = а + л: + «? + 
3 л 
On constate que 0 < б < л, car pour # — л on aurait œ1 =co2 = e la, 
1 — r 1 + r 
A = , et pour & = 0 on aurai t co1 = œ2 — X=z , mais ces cas 
1 + r 1 — r 
o n t été exclus par la condition (7.11). Quand A croî t de A] à Ax, a>1 e t co2 se 
déplacent chacun sur une demi-circonférence ayan t des positions symétriques 
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par rappor t au d iamèt re d 'extrémités e'" et e,(°+î»> du cercle-unité (Fig. 2). 
P o u r t a n t Я prend les valeurs Xv et des valeurs très voisines à celles-ci 
et p a r conséquent | / " ( w i ) | devient très pet i te pour ces valeurs de Я. Cette 
circonstance doit ê t r e prise en considération en appl iquant la formule (7.2) 
i 
ou (7.3) où nous avons affaire à | f"((ox)\ 2 qui devient très grande. 
Figure 2 
En adoptant la définition de f(co) donnée sous (7.8) on peu t écrire 
( 1 + f 0 « » ) * + « (7.20) h(co) = 
( 1 - Ю ) « (СО + Со) 
h (co1) et h (co2) n ' o n t pas de sens, si œx — 1 ou co2 = 1, ou bien si | 1 —ш г | 
ou I 1-—co21 devient infiniment pet i t . Généralement ces éventuali tés ne se 
produisent pas s imul tanément car c 'est seulement l 'une des demi-cireonférences 
en question qui cont ien t le point со = 1, sauf les cas où a = 0 e t a = л. Nous 
nous occuperons dans les §§ suivants de tous ces cas particuliers. 
L'expression (7.10) montre que œ1 et co2 sont fonctions de Я et par consé-
quent la courbe L qui passe au moins par un de ces cols dépend aussi du para-
mètre Я. Ce fait sera mis en évidence en désignant désormais la courbe d' intég-
rat ion par Lk. 
Remarque. Ce sont les relations (7.13)—(7.17) qui font ressortir l ' impor-
tance de la condition (7.11). En effet , si l ' inégalité (7.11) était remplacée par 
1 — r 1 + r , 
Я < ou Я > —, on a u r a i t | iov 21 =f= 1 e t les expressions qu on 
1 + r 1 — r 
pourra i t obtenir pour Re /(c+), R e /(<+), | ///(со1) |, | /"(co2) | seraient beaucoup 
moins simples. C'est une des raisons qui explique le choix part icul ier de vx 
et v[ respectivement de et /.[. On verra en outre que la circonstance que 
I («j I = j (o21 = 1 simplifie beaucoup la déterminat ion de la courbe Lk 
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§ 8. Construction de la courbe LÀ 
On démontre dans la théorie de la méthode du col que L} doi t être 
tracée dans un domaine dont la f ront ière Г est déterminée par l 'équation 
(8.1) I F (m) I = I I o u R e /(со) = R e f{wx), 
le col co1 é tan t en général un point double de F, où cette dernière se coupe sous 
un angle droit ([10], pp. 83—85; [11], pp. 402—406). Les autres racines de 
l 'équat ion /'(со) = 0 peuvent avoir la même propriété.1 De plus Г est une 
courbe de niveau qui divise le plan complexe со en deux domaines Dx e t T)2 
tels que 
I F(ы) I < I F((ox) I o u R e /(со) < R e f(cox) si со £ 7 f t , 
(8.2) 
I F(o>) I > I F((o2) j ou Re /(со) > Re /(co2) si со £ Д , . 
Dans notre cas | co1 \ = 1 et | F(co1) | = 1, de même | co2 | = 1 et 
] F(co2) I = 1, donc la courbe Г déterminée par l 'équation (8.1) passe pa r tous 
les deux cols: aq et co2. D 'aut re par t , nous avons déjà observé que l 'équation 
I F(ço) I = 1 est vérifiée en tous les points de la circonférence | со | = 1 qui 
appar t i en t ainsi à la courbe Г. Mais Г doit contenir également d 'aut re points 
que ceux de cette circonférence, puisque cot et co2 sont les points doubles de 
Г où elle se coupe sous des angles droits. On en conclut que Г se décompose 
en deux parties distinctes: l 'une la circonférence | со | = 1 , que l'on désignera 
par Г
х
, e t l 'autre que l'on appellera Г2. Les points de Г2 sont de toute évidence 
à distance finie et en raisonnant sur la forme polaire de l 'équation 
I F(co) I = 1 avec со = pe'> : 
I F(°>) I = e' 
r
2
 g2 + 2R Q cos (q> — a) -f 1 
g2 -f 2 r g cos (cp — a) -f- r2 = 1 , 
on entrevoi t facilement que Г2 est une courbe fermée et symétr ique par rappor t 
à l 'axe qui passe par les points со = 0 et со = — £0, de plus que la courbe Г 
n'a d ' au t res branches distinctes que Г
х
 et Г2. Nous ne détail lons pas ces calculs. 
Les tangentes à Г en co1 et co2 sont par conséquent les rayons et les tangentes 
сle/ft qui passent par ces points (Figures 3 et 4). Appelons Ax resp. /12 les do-
maines limités par Г
х
 resp. Г2. 
1
 L a fonct ion F (со) = eK<°) = со' L + , qui joue u n rô le impor t an t d a n s nos 
CO-Ko 
recherches, présente une fo r t e analogie avec la fonction 
ef(s) = «ilM) 
1 — are 
étudiée p a r R I E M A N N ( [ 1 1 ] , p. 4 0 2 ) ayant pour but de déterminer la valeur a sympto t ique 
de l ' in tégra le 
l 
J a " + « ( 1 -s)n+b (1 — xs)c~"ds, 
a, b, с é t an t des constantes e t n —» oo. 
126 ALPÁR 
SUR LA SOMMABILITFI DES S É R I E S DE TAYLOR, I I I . 127 
Les relations (8.2) prennent main tenant les formes particulières: 
] F(to) I < 1 ou R e /(со) < 0 si со Ç Dx, 
(8.3) 
I F(w) I > 1 ou R e /(со) > 0 si со £ D2. 
Ce qui revient à dire que [E(co )]"->- 0 quand n - v °° si co£Dv et que j F(w) \ 
atteint son maximum en wx (ou en co2) sur chaque courbe tracée en Dx, mais 
contenant cox (ou co2), poin t de sa frontière. On sait encore que 
(8.4) I F(0) | = 0 , | F ( - Î „ ) | = oo, I F I - A = 0 , | E ( o o ) | = o o , 
On en tire que 
(8.5). O ^ , - С о а > 2 , - U 0 Í D 1 > 
L'arc de Г2 qui se trouve clans Ax sépare donc les points со = 0 et со = — £0; 
de même l 'arc de Г1 qui t raverse A2 sépare les points со = — £0 et со = — J - . 
Par conséquent со = — C0 e s t un point commun aux domaines Ax e t A2. 
En tenant compte de ces circonstances e t des relations (8.5) nous sommes en 
mesure de donner des définitions exactes des domaines Dx et I)2 : Dx est 
constitué par des.points intérieurs nom communs à Ax. e t A2, et J)2 contient 
les points communs intérieurs et extérieurs à Ax et A2. Ce qui s 'exprime par 
les formules 
(8.6) DX = AX\JA2 — AXC\A2, D2 = (АХПА2) U f Z f l ^ ) 
où Ax et A2 désignent les domaines complémentaires de Ax et A2 par rappor t 
au plan со. 
Les droites tv t2 et les angles тх, r2 peuvent aussi ê t re déterminés pa r des 
considérations géométriques. tx respectivement t2 est une des bissectrices des 
tangentes à Г en 0)x respectivement co2 ([10], p. 84). Re / (со) ^ 0 pour les 
сo£tx (ou со £ t2) si I со — coj j (ou I со — co2 j ) est suffisamment petit. tx respective-
ment t2 est donc celle des bissectrices en question qui ne t raverse pas le domaine 
zJjD A2. Ainsi les valeurs données pour rx e t r2 par les formules (7.18) e t (7.19) 
sont de nouveau vérifiées. 
La courbe Lk doit ê t re tracée a u t a n t que possible dans le domaine Dx 
tout en entourant le pôle со = — £0. Cet te condition se réalise le mieux si 
Lk passe non seulement pa r œx, mais aussi par co2. Dans ce cas j E(co) | < 1 
resp. Re / (со) < 0, si со excepté les po in t s cox et co2 où j F(cox) | = ] F(w2) \ = 1 
resp. Re / (coj) = Re / (co2) = 0. On suppose de plus que Lk est tangente à 
tx et à t2 en cox et en co2. Les points c o = 0 , со = 1 et со = — L, comme points 
0 
singuliers de F(co) et h (со), doivent rester en dehors du domaine l imité par 
Lk soit Dk. Quant aux poin ts со = 0 et со = — ^ cette condition est toujours 
0 
réalisable sans difficulté, mais le cas de со = 1 demande à être discuté. 
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Si со = 1 n 'est pas un p o i n t intérieur à Л2, donc n 'est pa s un point de la 
frontière du domaine Ax ПА2, on peut construire Lx sans a u c u n artifice pa r t i -
culier. Par contre, si со = 1 es t un point intérieur à A2, il sera exclu de Dk 
p a r le petit cercle c" de centre со = 1 et de rayon я - 1 (voir § 6) dont on con-
sidère l'arc a" raccordé au reste de L} par deux segments de droites parallèles 




тс — a 
2 
л 
si 0 < a ^ 
< a < л 
Ce choix de l 'angle a s 'expliquera d'ici peu. 
Avant d 'appliquer la formule (7.3) il f a u t s'assurer que la somme des 
intégrales en question prises sur a" , s, et s2 reste bornée. Or, nous avons dé jà 
remarqué que la démonstrat ion du lemme 2 du § 6 reste valable même si l ' on 
pose 0 < á ^ 1 au lieu de ö = —• . Nous pouvons écrire encore selon (6.14) 
(8.8) I j" I = 7<n2> = 0{n~ ') 
à" 
e t é tant donné que vx — v[ = O(n), on a 
(8.9) 2 I{g = 0(1) 
C'est donc une somme bornée. 
Considérons ensuite les intégrales prises sur s, et s2 su ivan t des directions 
opposées. Il f a u t démontrer que la longueur commune des segments s, e t s2 
peu t être choisie indépendamment de n et de v, et après que la somme 
des intégrales prises sur ces segments reste bornée. C'est la première de ces 
questions, au t rement dit la déterminat ion de la longueur des segments s , 
e t s2 qui nous amène au choix spécial de l 'angle a. On pour ra i t croire qu ' i l 
es t naturel de prendre s, et s2 parallèles à l ' axe réel (c'est a insi que nous avons 
t racé s' et s" dans le § 6), mais on verra que ce n'est pas toujours possible. 
E n effet d ' après les formules (7.13): 
(8.10) 1 — со. • 2 cos I — со., = 2 cos — e' 
e t nous avons constaté dans le § 7 que 0 < ê < л; en supposant de plus que 
0 < a < л, nous pouvons écr ire 






si 0 < a ^ 
si й о. < л 
2 
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11 existe donc une constante dx > 0 indépendante de i) (ou bien de n e t de v) 
telle que 
(8.12) dx < 11 — cox I = 2 cos ^ 2 . 
Donc les points cox et со = 1 ne coïncident et ne se rapprochent arbitrairement 
jamais. Par contre co2 se déplace sur la demi-circonférence qui contient le 
point c o = l , et pour certaines valeurs de Я l'un des deux cas suivants est 
1 л 1 
sûrement réalisé: 1) --- (a + = - - et [ 1 — co21 = 0, ou bien 2) — (a + h) 
2 2 2 
diffère très peu 
de et I 1 
— co21 est infiniment pet i t . Dans le premier cas 
Г2 est tangente par en bas à l'axe réel, e t dans le second elle est tangente à 
un rayon du cercle-unité qui fait un angle infiniment pet i t avec l 'axe réel. 
11 en résulte que si les segments et s2 étaient parallèles à l'axe réel, ils ne 
pourraient avoir, dans ces derniers cas, qu'une longueur infinitésimale, fonc-
tion de Я = — . 
n 
On voit aussi sans difficulté que si a = 0, со = 1 n 'est jamais point de 
A2 et tout ce calcul peut ê tre évité. Tou t au contraire si a = л, со = 1 est 
toujours point de A2, co1 e t co2 é tant symétriques pa r rapport à со = 1, ils 
se rapprochent arbitrairement de ce point. Néanmoins, dans ce cas l'axe 
réel est l 'axe de symétrie de Г, et les arcs de Г2 se rapprochent de l 'axe réel 
simultanément par en hau t et par en bas, et malgré que l'on a, d'après 
(8.7) a = 0, la longueur commune des segments sx e t s2 peut être choisie 
indépendamment de n. Le cas de а=л n'implique donc pas une discussion 
particulière. 
Reprenons donc la première al ternative 0 < a < л et supposons pour 
l ' instant que Я est un paramètre continu. Я a ainsi une valeur Я(0) pour laquelle 
(8.13) co2 = 4°> = eí<«+*+0<°>) = i 
d'où 
(8.14) т = л — а 
et de l'expression (7.12) de cos h, on obt ient 
i
 r2 (8.15) Я<°) = 
1 + 2 r cos a + r2 
La formule (7.12) montre également que & est une fonct ion strictement mono-
tone décroissante de Я. Pa r conséquent & < #(0) si Я > Я(0), et Л2 ne contient 
pas le point со = 1; de même b > si Я < Я(о) et со == 1 est un point intérieur 
à A2. Ce dernier cas est à examiner. Désignons par œ0 le premier point d'inter-
section de Г2 (Я(о)) et de la demi-droite со = 1 -f ueia, où и est une variable 
non négative, et | co0 | > 1. Pour chaque Я < Я(о) on a donc 
(8 .16) „Л 1 + Çowo W0 —~r 
+ Со 
< Л А( . ) 1 + < - > 0
 1 
С(Jn 
® 0 + Со 
9 A M a t e m a t i k a i K u t a t ó I n t é z e t Közleményei V. A / l—2. 
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Ce qui revient à dire queco0 es t contenue pa r t o u s l e s r 2 (A), si Л < A(o). D ' a p r è s 
la formule (8.15) Я(0) ne dépend pas de n et r, donc la dis tance | 1 —Wq I = 2req 
a la même propr ié té . Soit u0 l a longueur c o m m u n e de e t s2, le point со = 
= 1 -f- u0 eia a p p a r t i e n t alors à Dx pour tous les A ^ A(0), e t e t s2 ne va r i en t 
p a s avec n e t v. Avec ces no t a t i ons et en r e p r e n a n t le ra i sonnement du § 6 
on a 
M l 0(n 
1 + u„eia 
r ( i + Í 
1 +n~4ia  
1 +u,ela 
(8.17) = 0(n~6) 
( 1 -cof 
I" 1 + 
1 + Ç „ c o Г 1 
со + Со 
dco = 
L \dco\\=lnv. 
со + Co I 
1 + n~1eia 
Faisons le changemen t de va r i ab le со = 1 + ue'a (и 0), a lors 
( 8 . 1 8 ) Inv = 0(n->) 
H » 1 + CPCO I" 
Uô O) + C0 I du 
où со est une fonc t ion de u. E n s u i t e 
| 0 > | У 1 ( | а ) | У , - г ; + 1 - 1 ) 1 + C 0 C D n 
2 IVn = 0(n~ô) 
v=v! 
J t r 
и
д(\со\ - 1) co + C 
du 
(8.19) 
^0(n~ô) Г H "
1 1 + Со со 
"du + г н * ' 1 + C 0 c o " 1 du I 
J « a ( H — i ) 
со + Ce u\\co\ - 1) со + Со 
Or, nous venons de voir que les points de sx e t de s2 a p p a r t i e n n e n t à Dx et-
a insi 
M " 2 ; 
1 + CoCO j" 
(8.20) 
со + Со 
1 + ÇQÇQ  
со + Со 
= fed — 
1 + C o c o , " 
= Ct/Í 
со + Co 
1 + C 0 c o I" 
< 1 ; 
< 1 
O n peut t i re r des relations (8.19) et (8.20) 
"о 
(8.21) 2 Inv ^ 0(n-s) 
v=v; J 
a é t a n t choisi de telle façon [cf. (8.7)] que l 'on ait 0 < cos a g . 1 et a i n s i 
(8.22) |WL — 1 = ( 1 + 2recos(T + u2)'^ — 1 ^ WCOSCT . 
du 
u\\m\ — 1)" 
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Il vient donc de (8.21) et (8.22) que 







й + 1 
- 0(n~6) ( V • nu = 0(1) . 
Les relations (8.9) et (8.23) expr iment le fa i t que la somme des intégrales 
envisagées prises sur l 'arc a" e t sur les segments sx et s2 est une quanti té 
bornée quand v varie de v[ à iq. L'application de la formule asymptot ique 
(7.3) est donc permise. 
Néanmoins not re raisonnement est en dé fau t si oq ou co2, ou bien si tous 
les deux cols t omben t dans le cercle c". Nous écarterons cet te difficulté en 
démont ran t que ces cas ne se produisent qu 'un nombre f ini de fois, ce dont 
on peu t faire abstract ion. Aut rement dit on supprime un nombre f ini de 
V, 
termes de la somme JS \gnv\ ce qui est justifié par le lemme 4 du § 6 selon 
v=v( 
lequel les j gnv | sont uniformément bornés en n e t en v. 
Nous venons de voir que si a = 0 le cercle c" n ' intervient même pas. 
Si a — n, alors eq e t co2 sont des nombres complexes conjugés e t ils se rappro-
chent le plus du po in t со — 1 si A = Ar En expr imant le fa i t que cq et co2 
sont les fonctions de A, nous pouvons écrire d 'après les formules (6.1) et (7.10) 




 | « „ + 1  
log n n 
4 r 
1 — r2 
1 
log n 




(1 — r)2 1 
rVi 
> 2 
f log n n 
pour des n suff isamment élevés. ftq(Ax) et co2(^i) s o n ^ donc à l 'extérieur du 
cercle c", si a = л, e t à plus for te raison ctq(A) e t <ua(A) ne t omben t pas dans 
ce cercle, si A < Ax. 
Seul le cas 0 < a < л nous intéresse. L n vertu de l ' inégalité (8.12) 
oq n'est pas un poin t intérieur au cercle c", mais selon l 'expression (8.10) 
la distance | 1 — co2 | peut devenir inf iniment pet i te ou nulle. Nous devons 
évaluer le nombre des cas où 
(8.25) | 1 - f t q ! = 2 COS sm л 
1 2 
a + ïï 1 
n 
Si ß vérifie l ' inégalité (8.25), on a 




\û + a 
2 n 
Ces $ sont dans un intervalle I de longueur — . D'autre p a r t d 'après la for-
mule (7.12) 
(8.27) A = Щ = 1 
1 — 2 r cos ft + r2 
9* 
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et il en découle que 
(8.28) Л = max |A'(0)| < oo . 
Par conséquent la longueur de l 'image T de l ' intervalle l obtenu pa r la trans-
TZ V 
formation A (•&) est au plus égale à — Л e t le nombre des A = — qui se t rouvent 
dans Г n 'est pas supérieur à дЛ -f- 1, quant i té indépendante de n. Cette derniè-
re est la borne supérieure du nombre des cols co2 qui peuvent tomber dans le 
cercle c" ou sur sa f ront ière . Faisons abstraction de ces cols et des gnv corres-
pondants . Les courbes LK qui restent, réalisent déjà les conditions prescrites. 
Ces réflexions faites, la courbe L} doit être t racée de la manière suivante: 
elle passe par les cols co1 et co2 où elle est respectivement tangente a u x droites 
tx et t2, elle ne contient pas les points со = 0, со = 1, со = — - , ailleurs elle 
se t rouve ent ièrement dans le domaine D1 et en toure le pôle со = — £0. Si 
со = 1 est un point de Л2, l'arc a" e t les segments sx, s2 font par t ie de Lk. Au 
reste Lk peu t être une courbe quelconque, toutefois de structure géométrique 
assez simple pour que les intégrales prises sur elle a ient un sens. 
8 9 . C a s d e à = 
8
 2 
Les résultats acquis dans les §§ précédents permet tent de terminer la 
démonstrat ion du théorème 1 qui n 'a été achevée complètement que pour 
X 1 
à > — . 
2 
Nous venons de construire dans le § 8 la courbe d ' intégration Lx , mais 
sa connaissance en elle-même ne suf f i t encore pas pour pouvoir appliquer 
la formule (7.3) ou (7.2). E n fait, après avoir déterminé la valeur asymptotiquo 
v1 
de [ gnv |, il faut former encore la somme "V \gnv\, e t par conséquent ce n'est 
v=v: 
pas seulement la par t ie principale de (7.3) qui doit ê t re envisagée, mais aussi 
le reste qui y figure. Or, nous avons déjà fait observer dans le § 7 que l'expres-
sion (7.3) doit être soumise à une analyse préalable minutieuse, si les quanti tés 
f (coj), I f" (cOj) j, h(coj)(j— 1,2) dépendent elles-mêmes du paramèt re n. 
Les formules du § 7 indiquent que c'est précisément le cas: coj dépend de n 
par intermédiaire de ?.. Une autre part iculari té de la formule (7.3) provient 
du fa i t que co2 (si Ç0 est un nombre complexe) ou bien simultanément cox et 
co2 (si £ 0 es t réel) peuvent se trouver dans le voisinage du point co= 1, pôle de la 
fonction h (со). Dans le bu t de modifier la relation (7.3) nous avons besoin 
d 'un lemme concernant les fonctions suivantes du paramètre réel t et de la 
variable réelle x: 
1° r](t) > 0 définie (au moins) pour t > 1, r](t) = 0 ( 1 ) si 1 < t ^ 
et ri(t)~x = 0 ( l o g i ) q u a n d 
2° f ( x ; t ) = — rj(t)x2 + a3x3 + а 4 ж 4 + . . . 
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où les a.j (j= 3, 4, . . . ) peuvent dépendre de t, mais a3 = 0(1) e t la somme 
t y \a:x'\ est uniformément bornée en t pour j x | si t 3 = r ; 
; = 3 
3° h(x; t) = h (0; t) h* (x; t) = h (0; t) (1 + ß1 x -f ßt x2 + . . . ) 
où il existe des ß, qui dépendent de t, mais la série de h* (ж; t) est absolument 
convergente pour | x j < £, £ é t an t supposé supérieur à r ; en out re il laut 
t rai ter séparément les deux cas suivants : 
(a) ßj = O(ß') ; (b) ßj = О f 3 
V 
( / = 1 , 2 , . . . ) 
où ß > 0 est une constante (le cas (b) contient les cas (a), il est pour tant 
nécessaire de l'aire cette distinction qui s'expliquera plus tard); 
4° 
— Г 03 
j' h*(x;t)eV<*:'> dx = 0(l~N), ) h*(x ; t) e^-^dx = 0(t~N) 
— T» T 
pour chaque entier N > 0. 
Avec ces notat ions le lemme s 'énonce comme suit: 
L e m m e 5. Soit t suffisamment grand. Alors 
00 
' 2л 
- j = \ h(x;t)e'AxPdx = h(0;t) 
ty(t) 
f -
- f A(0 ;t)0 \t 2v(t) 2 j = P + E 
(9.1a) 
dans le cas (a), et 
J ( , )
= I h(x ;t)e<E
x
''hlx = h(0 ;<) 2 я 
tV(t) 
Л - 4 
(9.1h) 
dans le cas (b). 
Démonstration. Le lemme s 'obt ient par un calcul dont l 'analogue peut 
être t rouvé dans [10] (pp. 60—69). Résumons d 'abord les conséquences im-
médiates des conditions 1°—4°. On a d'après 1° 
(9.2) l im tarj(t) = - f oo 
pour chaque a > 0. Il résulte ainsi de 2° et de (9.2) que pour | x | <; т et t -> °° 
(9.3) е(/<*;'> = e-"'«>*'{i + a3tx3 + 0(fcr4) + 0(t2x6)}. 
On conclut de 3°, également pour | x | si т et t-*- 00  
(9.4a) h*{x;t) = 1 + ßxx + 0(x2) 
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h*(x;t) = 1 +0(f^\x\) 
dans le cas (a), et 
(9.4b) 
dans le eas (b). 
Dans le cas (a) nous avons pa r les formules (9.3) et (9.4a) 
(9.5) h*(x ; t) e № : '> = 1 + ßx x + «3 tx3 + 0(x2 + tx4 + t2 .r6), 
et de 4° et (9.1a) 
J(Z) = A(0 ;Z) j / e-«**dz + / (ßxx+ a3tx?)e-W'dx + 
l - T 
(9.6) + j' 0(x2 + tx4 + t2x6) e-iWx'dx + 0(t-N) 
= h(0 ; Z) { J , ( Z ) + J2(t) + J3(t) + 0(t~N)} . 
Rappelons certaines relations connues où q > 0 est un entier quelconque 
f e-*** dx = í-27í-l A í e~id)tx' 




 dx = О ' e 2 l (•>(>)')'" I 
(9.7) 
f e-'J'te \х\ч ax = 
Par conséquent 
Jx(t) = 
qdx  0 W i ) t) 2 + " j,, ( x2q+l dx = 0 . 




J3(t) = 0[t 2V(t) 
1
 - I l 
Z ' 
Les formules (9.6) et (9.8) fournissent la relation (9.1a). 
Dans le cas (b) nous avons d 'après (9.3) et (9.4b) 
(9.9) h*(x ; t) e'/<*; ') = 1 + O«1'* |®|) 
et en t enan t compte de 4°, (9.7) e t (9.8) 
(9.10) 
J ( t ) = h(0 ; t) J x ( t ) + h(0 ; t) О [ t1'' f e - " « ' * ' \x\ rfrrj + h(0 ; Z) 0{l~N) = 
\ Л I 
= h(0 ; t) 2л 
\tV(t) 
+ h(0-,t)O{t-^r](t)-i} = P + E' 
ce qui n 'est autre que la relation (9.1b). 
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L'évaluation du reste de la formule (7.3) à l'aide du lemme 5 exige le 
changement des notat ions adoptées pour le lemme. Remplaçons t pa r n, 
l'axe des x par la droite tx resp. t2, l 'orgine des x par cox resp. co2, les fonctions 
f (x; t), h (x; t), rj (t) pa r f (со), h (со), f" (cox) resp. f" (co2). En développant 
/ (со) et h (со) en série de Taylor suivant les puissances de eu — со
х
 resp. со — co2 
on met en évidence la dépendance de ces fonctions de со (équivalent à x) 
et de n (équivalent à t). Désignons ces fonctions par f (со; сор, h (со; сор resp. 
f(co;co2), h(co;co2). Nous supposons de plus que la courbe d ' intégration Lk 
est composée d'arcs convenablement choisis (cf. § 8) et de deux segments de 
droite slk et s2k de suppor t tx et t2, de longueur commune 2n '/» et de milieu 
î î 
cox resp. co2, tels que \ со — cox \ g n 2 si cox£slk, et | со — co2 \ g n 2 si co2£s2r 
Après avoir démontré que f" (cop, f(co;cop, h(co;cop resp. f" (сор, f (co;co2) 
h(co; co2) réalisent les conditions 1°—4° du lemme 5 on peut remplacer Lk pa r slk 
1 1 , 1 
rP\f"(coxf et s2k sans commetre pa r cela une erreur supérieure à О jexp 
[cf. (9.7)] où I f"(cop \ = I f"(co2) I est équivalent à y (n). Observons encore 
que la condition 4° correspond au fa i t que Re f (со) < 0 si co+Lk, mais со =f=cox  
resp. со =f=co2 et la valeur de l 'intégrale prise sur Lk — slk — s2k est de l 'ordre 
sus-mentionné. 
On peut vérifier que
 e t s 2 k czD v Sans rentrer dans les détails nous 
remarquons seulement que dans les cas considérés (A[ g A g Ax) la distance 
des cols j coj (A) — co2 (A) | atteint ses minima pour A = A] et A = Ax, e t selon 
les formules (6.1) et (7.10) l'expression (8.24) reste valable même si a=f=n , 
au t rement dit il existe une constante c * > 0 telle que, | cox (A[) —co2 (A[) | > 
_\ 1 _ I • _ I 
> c* (log n) 2 > 2те 2 e t ] cox (Ax) —co2 (Ax) | > c* (log те) 2 > 2те 3 , si те 
est assez grand. 
Nous étudierons maintenant si f" (сор, f (со; cop, h(co;cop resp. / " (co2), 
/ (со; co2), h (со; co2) vérif ient les conditions 1° — 4° du lemme 5. Nous désignerons 
dans ce qui suit par c(, c\ (i = 0, 1, 2, . . . ) des constantes numériques positives. 
A. Examen de f"(cop resp. f"(co2). S u p p o s o n s q u e c0 , Cq, d o n t les v a l e u r s 
seront fixées à chaque occasion, vérif ient l'inégalité suivante 
(9.11) 1 — Г 1 + 7 ' 
— — < A{ < c'0 < c0 < Ax < , 
1 + Г 1 — 7 -
Aj et A] ont été définis par la relation (6.1). Si 
(9.12) c ' 0 g k g c 0 , 
il découle de (7.16) e t (9.11) que 
(9.13) 
1 — 7 - 1 1 + r 
1 — r 
C, 
iV4 
1 — r ( ( 1 — r 
1 - r \ p 
1+7- I 
1 — r\y* _ 
1 + 7 • ) / 
ou en posant щ(п) = j f"(co1 (A)) | (9.13) s'écrira sous la forme 
(9.14) 7j(n) g С j . 
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Pour les A£[c0, Aj] et AÇ[A], Cg] nous introduisons les notat ions 
(9.15) A j ^ A ^ C o , 
où AM et Ah sont déterminés p a r les expressions 
1 + r _ 1 vn + y 
log n n 
(9.16) A 




 1 , Уп+и' 
1 - f - I l ° g n n 
vn e t v'n ont été donnés par (6.2), et les indices y et //' p rennen t d 'après les 
inégalités (9.15) les valeurs suivantes: 
y = 1, 2, . . . , 
(9.17) 
1 + r 
/ / . ' = 1 , 2 , . . . 




1 1 — r 
log n 1 + r 
— v„ 
— Vn 
= M ^ c2n , 
M ' ^ c ' n . 
1
 < A . 
1 
1+r 
e t par suite, selon (7.16) 
1 — v fi 
1 + r 
1 — r 1 + r 
1 + r 1 — r 1 + r 1 
4 r 
1 -- r 
1 b r n 
(9.19) 1 + r f 4 r 
1 - r \ l — 1 
i _ _i_ Vn + E  
log n n 
V2 
J • 
U n e relation analogue peut ê t r e établie pour | / " (cq (Ah)) |. On conclut de 
(9.19) qu'il existe deux constantes positives c3 e t telles que 
î 
(9.20) c'z(\ogn)~2 < r)(n) < c3. 
Que l'inégalité (9.14), ou que (9.20) limite t](n), la condition 1° est réalisée. 
B. Examen de f (со; eq) resp. f(co;.co2). O n o b t i e n t de l ' exp re s s ion (7.9) 
de / ' (со) 
( A ï m 1 1 
(9.21) /<m)(«q) = ( — \ ) m ^ ( m — 1)! ] 1 ^ 1 
( 1 + C 0 o > i ) m K + f o ) m l 
qui s'annule pour 1. Ainsi 
(9.22) /(a»; oq) = /(«q) - У 1 r j A 
- + 
' 'O 
- 2 m \ с о ? ( 1 + C o « j ) m К + Со)" 
(со — соф 
e t il résulte de (9.21) que 
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(9.23) + 
m ! m 
> m 
ь р 






La série (9.22) est donc absolument convergente, si | со — CD4 < 1 — r 
et en ver tu de (9.23), si n est assez élevé, on a pour \ co —œ11 ^ n з < 
1 + r 




1 + r 
n со • 'У 
l - h у , |cd—0)1 |m<4 
2 1 + r 
1 + r ] 3 
1 — r 
La somme (9.24) est uni formément bornée. De telles relations peuvent être 
déduites pour /(CD;CD2). L a condition 2° est donc réalisée. 
C. Examen de h(co\cox) resp. k(co;co2). N o u s a v o n s c o n s t a t é q u e oq 
et ft>2 ne jouent pas de rôles identiques, si C0 est complexe (cf. § 8). Dans 
prend aussi des valeurs inférieures к n 3 , tandis que | 1 • a» . ce cas 1 — ca2 
reste supérieure à une constante positive dx [cf. (8.12)]. P a r contre si £0 est 
réel I 1 со л peut aussi devenir t rès pe t i t et pour a = 0 ce sont les points 
CD4(A[) et CD2(A[), pour cc = n ce sont les points CD4 (A4) etco2 (A4) qui s 'approchent 
le plus du point со = 1. Cependant 
(9.25) 
! 1 - o > i ( K ) I = 1 1 - + > / 1 ) I > c 4 ( l o g n ) > n s i a = 0 , 
] 1 — ft+Aj) I = j 1 — O2(A1) I > c4 (log n) 2 > n 3 si a = л 
[cf. (8.24)]. P en découle qu 'on neTeneontre pas de diff icul té pour développer 
i 
en série h(co; CD4) suivant les puissances de со — aq, où | со — CD 4 | 5G. re 3 que 
s 0 soit complexe ou réel. On peut dire la même chose sur la série de h(co; co2) 
développée autour de co2 si f 0 est réel; mais si C0 est complexe il fau t étudier 
à pa r t le comportement de h(co;co2). 11 est donc motivé de traiter d 'abord la 
fonction h(co;co2), toutes conclusions s 'ensuivront pour h(co;cox). 
h(co) est définie pa r la formule (7.20) et on peut écrire 
h(a>; co2) = h(co2) 
1 "q 
1 + F0CD2 
(9.26) 
1 — 
1 — CD, 
1 + 
CD — CD, 
C D 2 + ( 
= h(co2) h*(co; CD2) = Цы2) [1 + ßx(co — CD2) + ß2(co — w2)2 + . . . ] . 
La série qui figure dans (9.26) est absolument convergente si 
I 1 + C 0 c o 2 I , > 1 1 , , ') 
I 7Г - i . l ^ ï + f o M 1 — " Л 
! -о I 
(9.27) CD — CD., < min b . 
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L a relation (9.27) supposée vérifiée h*(a>; co2) est analytique pour I со — w2 \ ^ 
_ J _ _L 
^ n
 3
 , si b > n 3 , mais h*(co;co2) n'est pas développable en série dans le 
i 
même cercle, suivant les puissances de со — co2 si | 1 — co2 | < n 3 . Nous 
allons démontrer tout à l 'heure un lemme pour éliminer cet obstacle, mais 
i 
envisageons premièrement les cas où | 1 — co2 \ > n 3 . Il faut calculer les 
ßj. Il est aisé de voir d'après (9.26) que 
(9.28) ßj =
 qj(l - co2)~j 
où I qj\ =0(1). Si 1 — co2 I - 1 á ß, alors /?, =0(ßJ) et on est dans le cas 
_ I пЩ 
(a). Par contre si | 1 - co21 ^ 2n 3 = f , on a ßj = О j] e t 1 o n s e t rouve 
dans le cas (b). La série de h*(co;co2) est ainsi absolument convergente pour 
i 
j со — co2 \ < n 3 < f dans tous les deux cas. La condition 3° est toujours 
remplie si £0 est réel, elle est vérifiée même si £0 est complexe pour i 1 — 
_ _ i 
— co2 j >-2n 3 . I l reste à étudier le cas où £0 est complexe et ] 1 — co2 j < 2n 3  
L a réponse à la question ainsi posée est donnée par le lemme suivant: 
Lemme 6. Soit a =/= 0, a =f= л et c'" le cercle de centre со = 1 et de rayon 
i 
2n 3 . Alors 
< 9 - 2 9 ) - 2 " 1 ^ 1 = o ( D . 
<UJÉC " 
Démonstration. Nous avons prouvé dans le § 8 que le nombre des co2£c" 
(c" est le cercle de centre со = 1 et de rayon n~x) est au plus égal à rr/1 + 1 = 
= О (1) [cf. (8.28)]. On peut démontrer par un raisonnement semblable à 
celui du § 8 que le nombre des софе'" ne dépasse pas 2лАп2!3. 
Cherchons à présent l 'arc du cercle-unité sur lequel ! 1 — co2 ] peut 
devenir arbitrairement peti t . Le phénomène se produit si j A<°) — A | est 
suffisamment pet i t [cf. (8.13), (8.14), (8.15)], parce que co2 (A) est une fonction 
continue de A dans le voisinage de A(0) et co2(A(0)) = 1. donc 1 — co2(A) ; 
est très petit avec | A<°) — A j. Il suffit ainsi de préciser les valeurs de c0 et c'0 
telles qu'elles vérifient l ' inégalité 
(9.30) Ax > c0 > A<0) > с'й > A] 
e t démontrer le lemme pour les A£ (c'0, c0). 
Dans le calcul de Jnv [cf. (7.4)] décomposons Lx en deux arcs partiels 
A1X et A2X comprenant respectivement les segments s u et s2X (cf. p. 135) et. 
soit 
(9.31) Jnv = J'nv + J'pV = f h(co) dco+ j h(co) e"«"» d со . 
Rien n'empêche de faire usage de la formule (7.2) pour évaluer J'nv i 
(9.32) J'nv = h(cox) e ^ ) + < n 2 л
 12 
n \f'(c 
{ l + 0 ( » - ' ) } . 
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E n effet, Со n ' é tan t pas réel, | h(œx) | < c5 [cf. (7.20), (8.12)], — > | f'((ox) ft1 = 
с ' 
= г](п)~1=0( 1) et I exp (??/(со1) + г'т1) I = 1 , ainsi le reste de l'expression 
(9.32) est О (n~3/2), mais la formule (9.1a) du lemme 5 conduit à la même 
valeur E = 0 (n~3l2). On déduit de (9.32) que 
(9.33) 
i 
T'nv I < c s [2,Л\2 {1 + 0 ( » - ' )} = 0(n~ . 
Cependant la relation (7.2) est inutilisable pour évaluer j J"nv | si 
_ i 
I 1 —co2 \ < 2n 3 . 11 faut limiter ! J"nv | sans se référer à (7.2). Le fait que 
to2 £ s2X s 'exprime par les relations 
i i 
(9.34) w — ш2-\- ueh*, — n 3 ^ и < n 3 . 
Désignons par B'2/ et B'2X les parties de A2k différentes de s2k. La valeur de l'inté-
I _ n 
grale en question prise sur B2k et B'2} est О (n6 e 3 ), car pour co£B!lk, 
1
 " " 
o+B2k on a I A (со) j = О (n3 ) et | е"Лш> \ =0 (e 3 ) et par suite 
, _
 1
 _ " л 
(9.35) I J"nv\ = I j h(co)enf^dw| + 0{n 6 e 3). 
s a 
D'ailleurs, si co£s2k, on a 
(9.36) |е"/<ю) | £ 1 , |A(Û>)| ^ ^ . — ^ 
11 — ciq — и elT' \Vi I и |1/s 
et en faisant le changement de variable (9.34) on obtient par (9.35) 
(9.37) \J"nv|£4c, Г dU :6 j ™+o(n 6e 3) = o{n 6) . J = 
E n vertu des relations (9.31), (9.33) et (9.37) 
(9.38) I Jnv\ < \J'nv\ + \J"m. I = 0{n~ F) . 
D'aut re par t selon la formule (7.5) 
, I 2 
(9.39) I gnv\ü(Án 2)\Jnv\=0[n~ 3 ) . 
2 
Or, nous venons de voir que le nombre des co2£c"' est О (n3 ), d 'où résulte la 
relation (9.29). Le lemme 6 est ainsi démontré. 
Dans la par t ie suivante de ce § il est nécessaire de trai ter séparément les 
cas où C0 est complexe (0 < a < n) et ceux où C0 est réel (a = 0, a = л). 
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I. Co est complexe. On sait que | h (to, (A)) | — 0 ( 1 ) [cf. (7.20), (8.12)], 
mais I h (co2 (A)) | peut avoir des valeurs très grandes. Néanmoins | hfw2 (Ap)) | = 
= 0 ( 1 ) et I Л ( о
а
( А » ) | = 0 ( 1 ) [cf. (9.15)—(9.17)], puisque А Д (C;, c0) 
et АО ^ (c'0, c0), tandis que A<°> £ (c'0, c0) [cf. (9.30)] et l'intervalle critique 
des A sur lequel | h (co2 (A)) | devient t rès grand est un voisinage de A.(°>. Pap 
conséquent l 'évaluation de E de (9.1a) est simple pour A = Ap ou A = АО. 
Nous avons pour ces A, selon (9.20), p (n)-1 = О {(log я ) 2 } et ainsi 
3 4 
(9.40) E = 0{n~ 2 ( l o g T I ) 4 } . 
Soit v = Au n et J>0 = АО n, et formons la somme 
M M' 
(9.41) 2 2 IAmy I. 
K = 1 /< '=1 
où M e t M' sont donnés sous (9.17), alors l 'erreur commise en calculant 
(9.41) à l'aide de la formule (9.1a) est 
1 7 
(9.42) 0(t?)E = = 0{тг~ 2 ( logn) 4} 
_ 1 M 
et, é tant donné que j gnv | = О (тг 2 ) | Jnv |, le reste de la somme ^ | gnv | -f-
M ' ' / ( = 1 
+ ^ l^myl est 
7 
(9.43) E 2 = 0{?7-'(log7i)4}. 
On peut tirer ensuite de la relation (9.19) 
(9.44) (?? I / " К ( А Д | ) " ï = („n + p)'À 0{n~ 4 ) 
et on obtient par (9.1a), (9.43) et (9.44) 
M / _ _L\ M / _ AN M _ _L 
(9.45) 2 M = 0 (n 2 ) V | . V J = 0(;? + 4 + Я2 = 0 ( 1 ) . 
/ < = i /I i / ' = i 
On a de même 
M ' 
(9.46) £ \9nvfr\ = 0 ( 1 ) . 
Supposons en second lieu que ^ A ^ c0 e t désignons ces A par Ax, 
où l'indice x peut être positif, négatif ou nul et que nous allons définir. Soit 
A0 le nombre de la f o r m e — q u i est le plus près de A(u) (n étant fixe), c'est-à-
dire 
(9.47) | A 0 - A ( 0 ) | ^ 
et posons 
(9.48) У ^ Xx = A0 + < c0 . 
SUR LA SO MM AB ILIT Й DBS SÉRIES DK TAYLOR, I I I . 141 
L'indice У. varie done entre les limites 
(9.49) х
г
 = - [nßo - ci)] ^ « ^ [n(c0 - A0)] = x2 
([x] désigne la part ie entière de x), e t Soient encore vx = Ax n 
et JnVx = J'nVx + J„Vx. En tenant compte de (9.48) et (9.13) ou (9.14) 




reste E —0(n 2 ) dans l 'évaluation de j JjVx |. Nous obtenons ainsi 
x, 1 3 1 
( 9 . 5 0 ) 2 ! J'nvxI = 2 {o(n~ 2 ) + 0 (n~ 2 )} = oin2). 
X = X! X=X, 
Pour ce qui est de J„yx il faut s'occuper d 'avantage de h (co2 (Aj). Nous avons 
selon la définition (9.47) et (9.48) de Ax 
(9.51) 11 - cd2(AJI = 11 - w2(X0) +w2(A0) - co2(\) I = (1 + Ix\) 0 ( я - ' ) , 
car max j co'2 (A) j — О (1). On obtient par (9.51) 
_ 1 I 
(9.52) | % W ) | = ( 1 + N ) 2 0{n2) . 
Les quantités | 1 — co2 (AJ | peuvent être très petites, mais en vertu du lemme 
6 seules nous intéressent celles qui vérifient la relation ! 1 — co2 (AJ | ^ 2n 3 , 
[ni'A 
ainsi il faut prendre ßj =0 —d et l'on doit utiliser la formule (9.1b) dans le 
calcul de J'nvx, le reste s 'exprimant par la relation 
(9.53) E' = (1 + \x\)~2 o[n~^) . 
E n outre I f" (co2 (AJ) \ ~ 1 = \ / " (oq (Xj) | - i = 0(1), par conséquent 
(9.54) 2 \ Jnvx I = {0(1) + o[n e)} 2 (1 + I «I f * = 0(n2) . 
x=x1 x=xx 
On obtient ainsi de (7.5), (9.50) et (9.54) 
(9.55) 2 \9nvx\ = 0{n~2) 2(\J'nvxI + \J'nvx\ ) — 0(1). 
x=x. 
Les relations (9.45), (9.46) et (9.54) établissent la démonstration du théorème 
1 pour Ó = — et C0 complexe. 
2 
II. Co est réel. La discussion des cas de a = 0 et de a = л s 'effectuant 
de la même manière, il suffit de trai ter l 'un d 'ent re eux, soit a = л. Cette 
fois-ci [cf. (8.10)] 
л—ft . f t . л+ft . f t 
(9 56) 1 ~~ = c o s = sin —, 1 — со, = — cos = sin —. 
v
 ' 2 2 2 2 
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Il s 'ensui t que pour les petites valeurs de •& les quant i tés | h (со,) | = | h (co2)| 
[cf. (7.20)] et I f" (со,) I"1 = I f" (co2) A 1 [cf. (7.16)] deviennent t rès grandes. 
Les д ^ > 0, où 0 < 0O < л est un angle constant arbitraire, ne 
créent donc aucune difficulté. Nous allons discuter les deux éventualités 
0 6 [0O, л) et 06(O,0 o ) . 
Admettons que c0 et c'0 [cf. (9.11)] soient main tenan t confondues et 
désignons par 
1 — r2 
(9.57) 1 — 2 r cos 0O -f- r2 
leur valeur commune. Alors pour chaque n assez élevé A, > c0 > A] et les 
inégalités (9.15) peuvent être remplacées par 
(9.58) A, ^ > c0 ^ A;, ^ A[. 
Les définit ions de [cf. (9.16), (9.17)] ne changent pas. Les 
A],- correspondent aux 0 6 [0O, л) e t les A aux 0 6 (0, 0O). Il en découle, vu 
les relations (9.56) et (9.13), que | h (со, (A;,)) | = | h (co2 (A^)) ! = 0 ( 1 ) et 
I f" ( w i (A-')) h 1 = I f" (w2 (A')) I"1 < - . la formule (9.46) reste ainsi valable 
A 
sans qu'il soit nécessaire de modif ier la démonstration. 
On déduit des expressions (7.12) et (9.16) que 
(9.59) sin2 ® = 1 (1 - cos 0(АД) ^ ca(vn + y) n~l , 
2 2 
d'où selon (7.20) et (8.10) 
_ 1 i 
( 9 . 6 0 ) I A(co,(AM)) J = I А(СО2(АД) | = (vn + y ) ' 4 0(n *) . 
L'expression (9.44) garde év idemment son sens, »/(я)"1 est donné à nouveau 
par la formule (9.40) et par application de la relation (9.1b) on obt ien t 
M 1 M 
/<=i /1=1 (9.61) 
3 M 1 11 1 M 1 
= + +0{n й ( 1 о g n ) 2 } ^ ( v n + p) A = 0(1). 
/ ' = i /1=1 
Le théorème 1 est ainsi ent ièrement démontré. 
§ 10. Cas de ô < - -
La première question qui se pose à nouveau est de savoir si la formule 
(7.3) est applicable ou non dans sa fo rme originelle. La réponse est aff i rmat ive 
au cas où Aé[có>co] [cf. (9.11)] si on opposition à l'inégalité (9.30) 
(10.1) A(o)$K,c 0 ] , 
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Au fait, dans ce cas ] h (со
х
) | et | h (w2) | sont bornées, ß',• = 0(ßj) e t d'après 
les relations (9.13) et (9.14) on a 
(10.2) 4 > l / " W l _ 1 > - o u y(n)~i = 0( 1). 
C l Cl 
Les АДс0, c0] et les gnv correspondants ne nous intéressent pas, car nous 
allons démontrer que d'ores et déjà 
(10.3) lim 2 |flU = + °°-
Л— 00 c'o n<,V<,Can 
L'application de la formule (7.3) é tant légitime on peut écrire 
(10.4) \Jnv\ = Щсор + Цмр е"Лш.)+''.| 
1 
2 л ^ 
{1 + 0 ( n - i ) } . 
п \ Г Ы ) 
En tenant compte de l'inégalité (10.2) nous devons seulement prouver que 
(10.5) |C7n(A)| = I h(wx(}.)) e"/K(b)+íDW + Цсо2(Щ | 
reste supérieur à une constante c9 > 0, lorsque c'0 g A g c0. La démonstra-
tion sera faite séparément pour les C0 complexes et pour les C0 réels. 
I. C0 est complexe. Nous avons déjà remarqué dans l ' introduction que 
pour faciliter la démonstration nous supposons b > 0, et pour b g. 0 nous 
nous référons au théorème d'inclusion. 
D'après l'expression (7.13) de a>x resp. co2 nous avons 
(10.6) ]1 + Co 0+ = (Wj + Col = |1 + CoW2| = |a>2 -f Col = rx, 
et en vertu des relations (7.20) et (8.10) 
rk+«-l rk+ô-1 
(10.7) I h(cox)\ = b „ + |A(Û>2)| 
,a — & ' 21
 A a + h," 2Л cos'5 2й cos 
2 2 ; 
Désignons par h0 et hó deux angles constants tels que 
(10.8) 0 < &o < &Ó < min (a, n — a) 
et soient 
1 — r2 1 — r2 
(10.9) c 0 = 7 có = 1 — 2 r cos &0 + r2 1 — 2 r cos &Ó + r2 
Alors c0 > có> A(0) [cf. (8.15)], et aux A£[c;,c0] correspondent les h£[h0, hó]. 
Il résulte donc de (10.5) et (10.7) que 
| £ 7 „ ( A ) |
 è H ^ ) I _ I A(CO2)|| è 1 j c o s - 0 a + & 0 - c o s - й — " ^ 
(10.10) 
I I . C0 est réel. Dans ce cas a = 0 ou a = л, done | h (сох) | = | h (co2) | 
et les relations (10.7) et (10.10) ne sont plus valables. C'est pourquoi nous 
démontrons le lemme suivant: 
= Co > 0 . 
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Lemme 7. Il existe un entier n0 et deux constantes positives c10 et cu indé-
pendants de n tels que Vinégalité 
(10.11) V 1 \un 
n 1 è C jo 
v 
soit vérifiée au moins [ c n л] fois, lorsque n > n0 est fixé et - varie dans un 
intervalle convenablement choisi contenu par ( A], Ax). 
Démonstration. Les discussions des cas a = 0 et a = л é tant identiques, 
nous nous bornons à traiter l 'un d'entre eux, soit a = 0. 
Cette fois-ci m1 = w2 et on en tire les relations 
(10 .12) h(co1) = h(w2), nf(wx) = nf(co2), тх = — т2 + 3л. 
Par conséquent le second terme du membre droit de l'expression de Un(X) 
[cf. (10.5)] est le eonjugé du premier multiplié par — 1, c'est-à-dire 
(10.13) Un(X) =2iIm A(c<q)e"/<°C+». = 2 г"Im Vn(X). 
Introduisons maintenant certaines notations en considérant momentané-
ment A comme une variable continue. Soit 
(10.14) -X(A) = a r g % q ) + r 1 
où arg A(aq) est une des branches continues et univalentes de arg A(c<q) 
définie le long de l 'arc eq (A). X (A) est une fonction analytique de A dans l 'inter-
valle (A], Aj). Soit de plus 
(10.15) F(A) = Im /(cux) = - /(m,). 
г 
Alors selon l'expression (10.13): 
(10.16) arg L„(A) = X(X) + n F(A) = IL„(A). 
Commençons par l 'examen de F(A): 
(10.17) F'(A) = Im j / ' K ) ' - i
 + log oq\ = я > 0 { d l ) 
[cf. (7.8), f (aq) = 0 selon la définition de eq]. Observons que si A croît dans 
l'intervalle (A[, Ax), #(A) est une fonction str ictement monotone décroissante 
dans l'intervalle (0, л) et aq se déplace dans le sens positif sur l 'arc de la fron-
t ière du cercle-unité, lequel est situé au-dessus de l'axe réel [cf. (7.12), (7.13)]. 
Ainsi en vertu de (10.17) on peut affirmer que F(A) et F'(A) sont des fonctions 
strictement monotones croissantes dans l ' intervalle (A], Ax). 
Choisissons maintenant A = c0 de telle façon que nous ayons 
о ч 3 л ( 1 0 . 1 8 ) â ( c 0 ) = - . 
4 
Cq est déterminée par l'égalité 
(10.19) с £ = Д ( А [ + с0) . 
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La fonction F (A) est donc monotone croissante pour c0) a 
Les formules (10.17) et (10.18) entraînent aussi 
(10 .20) 0 < F'(A) è £ K . c„]) . 
Soient S l'oscillation de X(X) dans l'intervalle [C ,^ C0], T = F(C0) 





p = 1 , 2 , . . . , 
nT 
S + л 
un nombre A/ ' £ c0] vér if iant l 'identité 
(10.23) F(A<T>) - Y(c'0) = p S + л 
n 
On écrira aussi X(0n) = F(A) é tan t strictement monotone croissante, on a 
aussi A/> > A/Jj. On obtient des relations (10.16) et (10.23) 
(10.24) Wn(X(Pn)) - WÁWX) = - YS + л ^ л . 
W„(A) étant une fonction continue, l'inégalité (10.24) exprime le fait qu'i l 
existe un nombre АЙ £ [Aj/h, A/>] pour lequel if,, (Atö) est un multiple 
л 
impair de : 
(10.25) 
où lp ^ 0 est un entier. 
Par ailleurs selon les relations (10.20) et (10.23) 
(10.26)
 = y{pn)} _ F(A/)1) = (A/) - A/+) Y'(Ap) < - (A<„"> - Ж Д ) , 
n 4 
AP £ Áp1'] est un point convenablement choisi. Il découle de (10.26) que 
(10.27) A / l - A O ) ^ 






Il est évident que vp ф vp<, si p ф p'. 
1 0 A Matemat ika i K u t a t ó Intézet Köz leménye i V. A/ l—2. 
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Soit enfin 
(10.29) 
alors grâce aux formules (10.16), (10.20) et (10.28) 
X'0= max |A'(A)|, 
(10.30) wri n 
л 









, on conclut alors de (10.30) 
Зл 
8 
(•n > n0), 
et en tenant compte de (10.25) et (10.31) 
(10.32) 
d'où 
( 2 / „ 
3 л ... л 3 л 
< (2L + 1 ) - + 
(10.33) Im Vn = hl со I sin W„ h со, sin 
L'expression (10.7) fourn i t pour a = 0 e t c'0 < A < c0 la borne inférieure 
suivante de | h (oq) | : 
,/í + <S-l 
(10.34) A(c<q(A)) ^ 1 
2й cos' 
rk+Й-1 









cn est aussi donnée par la relation (10.22) 
(10.36) с
ц
 = - Ж . 
о —j— л 
Le lemme 7 est établi. 
Soit donc Со réel ou non, il existe une constante c12 qui est égale à c9 
si Co est complexe, et à c10 si Co est réel, telle que pour des A adéquats dans 
l'intervalle [f t , c0] (où c'0 e t c0 ont des valeurs différentes selon que Co est réel 
ou non) I U n (A) j SI C12. Pour ces A 
i 
(10.37) I Jnv\ è Cl 2 л 
\ c i n 
{1 + O ( M ) } > c 1 3 n " 
[cf. (10.2), (10.4)]. Or, d 'après (7.5) et (7.7) 
(10.38) |grJ = dnv n'6 \.JJ > dn ä \Jnv\ ^ cu n - 2 - s 
s u n LA SOMMABILITÉ DBS SÉRIES D E TAYLOR, П1. 1 4 7 
P a r c o n s é q u e n t ( en t e n a n t c o m p t e a u s s i d u l e m m e 7 si £0 e s t r é e l ) 
( 10 .39 ) 
c„'n<;j><:c„n 2: 1 9 n v \ > C l b n
2 
É t a n t d o n n é q u e b < - c e t t e s o m m e d é p a s s e t o u t e l i m i t e q u a n d «> . 
L a d é m o n s t r a t i o n d u t h é o r è m e 2 e s t ainsi a c h e v é e . 
1 
( R e ç u le 2 0 J a n v i e r 1959 . ) 
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также регулярна в единичном круге | z \ < 1 и поэтому в этом случае обе 
функции имеют при | z | < 1 сходящийся ряд Тейлора : 
(2) fx(z) = jkavzv, 
V — O 
(3) f2(z) = j? bv{Z0) z1'. 
V = 0 
Предполагая еще, что fx(z) определена и ее ряд Тейлора сходится в 
одной из точек окружности сходимости, например, в точке 2 = 1 , можно по-
ставить следующей вопрос : что можно сказать о поведении ряда (3) в соот-
1 + Со - z — Cn 
ветствующеи точке z = , являющейся решением уравнения 
1 + С о 1 — С 0 2 
= 1 ? Можно ожидать, что поведение этих рядов будет сходным. Так, на-
пример, можно предполагать, что из сходимости ряда 
(4) 
— когда lim av — 0 — следует сходимость ряда 
у-* со 
(5) >А(£о) h 
Г=0 \1 
| 1 + J p 
+ Со 
V 
так как, если коэффициенты сходятся к нулю, то сходимость ряда Тейлора 
на окружности сходимости является локальным свойствам, о котором можно 
предполагать, что неизменно останется, когда над переменной z произво-
дится аналитическое преобразование, каким является соотношение (1). 
Однако Р . T U R Á N [1 ] доказал, что, во-первых, к данному С0 можно по-
добрать функцию /,(z) так, что ее ряд Тейлора (2) сходится в точке z = 1, 
а ряд (3) расходится в точке z = 1 ; во-вторых, если ряд (2) суммируем 
1 + Со 
по Абелю в точке z = 1, то этот факт всегда имеет место и для ряда (3) в 
1 +С 0 
точке z = — ! — ~ , как бы ни выбирать функцию fx(z), регулярную в круге 
1 + Со 
| z | < 1. 
В связи с этими теоремами противоположного характера сам собой 
встает вопрос: к какому результату приводит применение метода сумми-
рования, более сильного чем вычисление обычной суммы рядов, но более 
слабого, чем суммирование по Абелю. Таковым является, например, наи-
более часто применяющийся метод суммирования (С, к), когда 0<к<оо. 
Исходя из этой идеи, в [2] было доказано, что к данному С0 и к целому 
к > 0 можно подобрать регулярную в круге | z | < 1 функцию fx(z), ряд 
Тейлора (2) которой (С, к) — суммируем в точке z = 1, так, что ряд (3) не 
1 I 
суммируем в смысле (С, к) в точке z = —— • С другой стороны, в [3 ] было 
доказано, что если к ^ 0 целое число и ряд (2) (С, к) — суммируем в точке 
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1 + с 
2 = 1 , то ряд (3) всегда (С, к + 1 ) — суммируем в точке z = ——tß Из 
1 + Со 
последней теоремы эвристически уже следует вышеприведенный результат 
TuRÁN-a о суммируемости по Абелю, так как метод суммирования Абеля 
часто является предельным случаем суммирования по Чезаро, но если 
к оо, то к + 1 не отличается от к. 
Однако приведенные теоремы не достаточны для решения задачи. В 
предыдущем предполагалось, что к целое число. Но это не необходимое 
условие, так как определено и суммирование по Чезаро дробного и даже 
отрицательного порядка. Не выяснено и то, что из (С, к) — суммируемости 
ряда (4) следует лишь (С, к + 1) — суммируемость ряда (5), или существует 
такое число 0 < ô < 1, с которым последний уже (С, к + Ô) — суммируем. 
На эти вопросы отвечают две теоремы работы, для формулировки которых 
пусть а.04 означает п-ую (С, к) - среднюю ряда (4), a ßik+0) л-ую (С, к + Ь) — 
среднюю ряда (5) : 
Теорема 1. Пусть к и ô ^ — данные числа С0фО фиксированная 
со 
внутренняя точка единичного круга и /,(?) = av zv регулярная в круге 
v=o 
i z| < 1 функция, ряд Тейлора которой (С, к) — суммируем в точке 2 = 1 . 
Тогда ряд Тейлора определенной формулой 
f i 
Z — Ç so 
So ' 
= Ш = >Л(Со) 
v=0 
функции (С, k + Й) — суммируем в точке z = 1 и 
1 + so 
lim a « = lim ß ^ . 
Л-> с» П-*• 03 
Важным специальным случаем теоремы 1 является тот, когда k = 0. 
1 
Следствие. Из сходимости ряда ^ av всегда следует " 
v=0 
°° /1 I £ \v 
руемость ряда^-bßCo) = 
у=0 U + 0^ 
С, — I — сумми-
lim a«» = lim ß ^ . 
л— оо 
Результат противоположного характера имеет место в случае ô < —. 
2 
Теорема 2. Пусть k ^ 0 и ô < — данные числа, фиксированная 
2 
внутренняя точка единочного круга. Тогда существует регулярная в круге 
со 
jz| < 1 функция f ß z ) = ^avzvряда Тейлора которой (С,к) — суммируем 
v=0 
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в точке z = 1, т. е. lim a(k) существует и для которой ряд (3) не суммируем 
в смысле (С, к 6) в точке z = — 1 , т. е. lim ß(nk+d) не существует. 
1 + С о 
Теорема 2 является обострением теоремы TtmÁN-а так как последняя 
утверждает лишь возможность расходимости ряда (5), несмотря на сходи-
мость ряда (4), в то время как согласно теореме 2 сходимость ряда (4) не 
обеспечивает даже (С, k + ő) — суммируемости ряда (5), если 0 < ő < . 
2 
В § 2 доказывается, что между и ß f : имеет место соотношение 
(6) 
v=0 
где величины y í f f i (С0) зависят лишь от чисел С0, к, Ô, п и v, но не зависят от 
выбора функции fx(z). Соотношение (б) определяет линейный метод сумми-
рования и нужно решить, при каких ö удовлетворяет его матрица [y(k;ó)(C0) ] 
условиям перманентности Теплитца—Шура. Эти условия выполняются, если 
I. lim о) = 0 для всех фиксированных v ; 
II . lim >y„k />(t0) = 1 ; 
n-t os V = 0 
III. существует такая постоянная К ( М ) > 0, что неравенство 
v = 0 
справедливо независимо от п. 
В § 3 доказывается, что условия I и II всегда выполняются, если 
ô ^ 0, что необходимо для доказательства теоремы 1. 
Дальнейшие параграфы работы занимаются исследованием условия 
III, в связи с которым возникли наибольшие трудности. 
С этой целью в § 4 дается одно асимптотическое выражение gnv элемен-
тов матрицы у ) , ( С 0 ) . Для которого имеет место соотношение 
где 
(7) 9nv = 
n-f оо JJ = 0 n— со V = 0 
Лк+й) 
2 ni 
v + к 
к 
n + k + ô 
к + ô 
(1 +CQO>)  
(1 - со)0 
к+ó-l 1 + Co со' 




и j C0| < Q < 1 постоянные. 
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В § 5, исходя из (7), доказывается теорема 1 в случае ö > — . Здесь 











если ô < 
Однако этот метод не приводит к цели, если ô = — или ô < —. 
2 2 
В § б доказываются леммы, утверждающие, что если ô = — и п фик-
2 
сированное, большое число, то существует два таких индекса : vx = Яхп > 
> v[ = Я'
х
 п, для которых 
i \9nv\ = 0(1) , 
v—O 
2 \9nv\ = 0( 1), 
l>=Vi+l 
и что числа I gnv | не превосходят общей грани. Таким образом, надо иссле-
довать лишь сумму 2 ' \9п»\ • 
v=v[ 
В случаях à 1 и v[ <L v ^ vx асимптотическое значение gnv в случае 
большого, фиксированного п и каждого v может быть определено методом 
наискорейшего спуска. В §7 определяются точки наискорейшего спуска. 








1 + С0 « 
1 + Со«  
. « + Со , 
исследуется функция 
СО' 
1 + Со«Т 
Уравнение 
« + С0 
== 0 уже имеет два конечных корня, т. е. имеются две точки 
« + Со , 
наискорейшего спуска, расположенные на единичной окружности и изме-
няющие свое положение, если А изменяется. 
В § 8 строится интегральная кривая Lx, меняющая свою форму и 
положение вместе с изменением положения точек наискорейшего спуска и 
проходящая через них. 
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В § 9 завершается доказательство теоремы 1 в случае ô = —. Так 
2 
как Lk проходит через две точки наискорейшего спуска, необходимо вычи-
слить два асимптотических значения и детально изучить их сумму. Услож-
няет положение то, что точки наискорейшего спуска могут быть как угодно 
близки друг к другу и к точке ы = 1, а в этом последнем случае подинтег-
ральная функция уже не ограничена. Надо отдельно рассматривать случаи, 
когда С0 вещественное и комплексное число. 
В § 10 завершается доказательство теоремы 2. Особенно трудно дока-
зать тот факт, что когда С0 вещественно, сумма двух упомянутых асимпто-
тических значений больше независящего от n и г положительного числа. 
TRANSFORMATIONS OF PERIODIC SEQUENCES1 
by 
P . VERMES2  
§ 1. Introduction 
In 1954 R. H. C. N E W T O N [6] introduced the problem of summabil i ty 
of periodic sequences. He was interested to ob ta in conditions for a regular 
sequence to sequence t ransformat ion matr ix to transform every periodic 
sequence of complex numbers x = {27.}, (xk+p = xk) of any positive integral 
period p into A convergent sequence. N E W T O N based his resul ts on the f a c t 
t h a t every sequence of period p can be expressed as a finite l inear combination 
of the p distinct periodic unit vectors, so that all these vectors fo rm a countable 
base for the space of periodic sequences. 
In a subsequent paper [8] I investigated more general problems of sum-
mabi l i ty of periodic sequences. The main tool in my investigations was t he 
observation t ha t the set of sequences xk = e2niM where t is a positive rational 
number not exceeding 1 form ano the r countable base. Using th i s base I could 
express the propert ies of the t ransformat ion m a t r i x A = (an k) in terms of t h e 
properties of the associated func t ions an(z)= 2Jan Л - 1 the "rat ional points 
on the unit circle". 
The main problem in the present paper is t o characterize those matrices 
t h a t transform every periodic sequence into another periodic sequence, n o t 
necessarily of the same period. I can only give sufficient conditions and con-
jecture t ha t they are necessary: this will be done in section 5. In section 7 
I list many questions which are still unsolved. The earlier sections deal wi th 
propert ies of the sequence space of periodic sequences, with a n a t tempt t o 
make it a pseudo-Banach space, with the weak dual space, wi th the anni -
hilator space. Section 6 deals wi th matrix products . 
§ 2. The space of periodic sequences 
We say t h a t x ={xkf is a n element of 4 й if for some positive integer 
p and for every к = 1, 2, . . . , xk+p —xk. The smallest such value of p is 
called the period of x, and we shall write л(х) = p. 
If both x and у belong to РФ, then so does Xx -f- yy for a n y pa i r of complex 
numbers X, y, and its period does not exceed t h e least common multiple of 
the two periods. Hence 
1
 A short s u m m a r y of this pape r was read a t t h e Colloquium o n the Theory of 
series of the Bolyai J á n o s Mathemat ical Society in Budapes t on the 8 t h October, 1959. 
2
 Birkbock College, Univers i ty of London. 
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(2.1) & is a linear space. 
(2.2) Sfi has a countable base : 
every periodic sequence can be expressed as a f in i te linear combination of 
sequences {zk~1} where z = e2nit and where ? is a ra t ional positive number 
not exceeding unity. We shall call such numbers z t h e rational points on the 
unit circle. 
The scalar product {x k yk} of two periodic sequences is a periodic sequence. 
Every periodic sequence is bounded so that & is a proper linear subspace 
of the space of bounded sequences. I t is well known t h a t the latter is a Banach 
space under the norm sup | xk |, but d?5 is not a Banach space under t he same 
norm since it is not complete. This can be seen f rom the sequence xln> of 
elements in d?3, where 
e(") being the r-periodic un i t sequence (1, 0, . . . , 0, 1, 0, . . . , 0, . . . ). This 
sequence aM is Cauchy-convergent, b u t its limit is no t periodic. 
We can define a pseudo-norm for ,+> by 
which has the following properties : 
(i) 11 я j j k O , and 11 a; 11 = 0 if a n d only if a; = 0 ; 
(ii) II ® + у И ^ И ж II + H y H; 
(iii) I ! Ax 11 ^ A+ 11 x 11, where A+ = max (1, | A |). 
With this norm the elements of uni t norm are all constant sequences 
(of period 1) of modulus 1, and all sequences of period 2 and with max I xk\ = 
= 1 — log 2. 
A sequence a+> of elements of d?5 may converge to an element x of SA 
in various senses. 
We shall say tha t x<"> is strongly convergent to x if 
II a+> — x ] J -> 0 as и — o o , 
(B-convergent to x if 
max,, I aft"? — xk | — 0 as n•.-*• oo , 
and coordinate-convergent to x if 
x^b — xk —> 0 as n — o o , for every fixed k. 
If aM is strongly convergent in then, for n > ?г0, л (x(n) — a:) = 1 , 
hence 
(2.3) xW = x + ene 
where en is a null-sequence and e is t he constant sequence (1,1, . . .) . 
I t is easy to see t h a t is complete under the pseudo-norm. For 
II x<"> — x<m> 11 ->• 0 as n, m — i m p l i e s f i r s t that n (x<"> — a;(m>) = l for n, m>nv 
n 
x<") = X1 2 "" eh), 
x j] = log p -f- max I x; 
к 1 ' 
TRANSFORMATIONS OF PERIODIC SEQUENCES 155 
i.e. t ha t for n > nx all the sequences xn> have a common period. Moreover 
x'
n> is (3-eonvergent, hence x is a periodic sequence. 
I t follows tha t strong convergence in SA implies OS-convergence which 
in tu rn implies coordinate convergence with all three limits being the same 
periodic sequence. The converse is not t rue as shown by t h e examples : 
7Ь 7b \ 
x = 1, , 1, , . . . is ^-convergent to ( 1 , 1 , . . . ) but not 
n + 1 n + 1 j 
strongly since 11 — x 11 = log 2 + ^ 
n+ 1 
again if e<") is the те-periodic unit vector of period 0, 0, . . . , 1, then 
e(Ä
n)
 —у 0 for every f ixed k, bu t maxA. 11 ety | = 1. 
§ 3. The weak-dual space S 5 ' 
In the early work on sequence spaces K Ü T H E and T O E P L I T Z [ 4 ] (see also 
C O O K E [ 1 ] , chapter 10) defined the dual a* of a sequence space a as the space 
of sequences и such tha t V \ ukxk I converge for every x in a . We shall here be 
interested in a wider class of sequences u, by requiring only the convergence 
of 2 и к х к f ° r every x in a, and we shall call the space of such и the weak-dual 
a' of a. A L L E N , C H I L L I N G W O K T H and M A T T H E W S have recently investigated some 
properties of weak-dual spaces ([2], [3], [5]), and their results do not trivially 
follow from those on dual spaces. 
Thus we def ine: A'5 '(the weak-dual o f+ 3 ) is the space of all sequences 
и such t h a t V ukxk converges for every periodic sequence x. Obviously SA' 
is a linear space : if и and v are in J?3', so is Xu + fit) for any complex number 
pair X, p. Denoting by cp the space of finite sequences (i.e. sequences having 
only a f ini te number of non-zero terms) we see tha t S 5 does not contain <p, 
and t h a t SA' contains cp. 
One can formulate various necessary and sufficient conditions for the 
sequence и to be in ,SA' \ 
the natural one is [NEWTON 6, page 534 (3. II) implies th i s ] 
(3-1) 2 ^ p k + m 
fc= 1 
converges for any fixed pair of positive integers p, m ; 
a more useful one to our purpose [VERMES 8, page 628, Proof of theorem] 
(3.2) u(z) = Í v " 
k=I 
converges a t every rational poin t on the uni t circle, 
I t follows tha t (3.1) and (3.2) are equivalent and hence imply each 
other. This fact may have application to problems discussed previously by 
E R D Ő S a n d b y T Ú R Á N . 
The space S 5 ' is a proper subspace of sequences и such t h a t ^fukconverges, 
for example 1, , —, . . . l i s not in SA'. On the other h a n d SA' contains 
I. 2 3 I 
properly the space lx for which uk \ converges. In SA',uk-> 0, and this 
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convergence to zero may lie arbitrary slow. For example if v(m) is a strictly 
increasing sequence of positive integers and i f i s a n y convergent series 
tben the ident i ty 
u(z) = 2ukzk~* =2bmz*"»1 
defines a (gap-) sequence uk in+ 3 ' , since the series converges at every rational 
point on the uni t circle. If v(m) increases faster then uk decreases slower (and 
with ever increasing gaps). 
§ 4. The annihilator space Q 
An important linear subspace of Afi' is the space Q of all sequences и 
for which 2 u k x k = 9 f°r every x in AA The question whether Q contains other 
sequences t h a n the tr ivial zero can be formulated in view of (3.2) as : 
(4.1) To construct a power series u(z)= 2иУгк~1 such that it is convergent at 
rational points on the unit circle and its sum there is zero. 
1 have p u t this problem to P . E R D Ő S , G . PERANIAN and J . C L U N I E , and 
1 am giving here (with the i r kind permission) the various constructions. 
Bearing in mind t h a t the rational points on the un i t circle form a count-
able set, the constructions are given in the more general form: 
(4.2) To construct a power series u(z) = 2Su,.zk~1 such that it is convergent at a 
countable set of distinct points a ; on the unit circle and that its sum there is zero. 
Before giving the constructions 1 remark t h a t if u(z) satisfies (4.2) 
so does un(z) constructed by permuting the numbers a , , a n d so does f(z)un(zm), 
where /(z) is a function defined by a power series which is absolutely convergent 
on the unit circle and where m is a positive integer. Hence from one such non 
trivial sequence continuum many sequences can be derived. The class Q is 
quite large indeed ! 
(4.3) Erdős. 
Let Pm(z) be polynomials of degree d(m) defined recursively by 
I\(z) = 1 - z / c q , and Pm+1(z) = Qm+i(z)PJz), m = 1, 2, . . . , 
1 m +1
 2 r'J-d(m)) 
where Qm+1(z) = 1 - J? — 
m + 1
 r=i (ccm+1 
It follows that Pm(z) = 0 for z = ax, a2 , ..., am. Now we define u(z) = 
= V«2zfc-1 by y(z) = lim Pm(z). We see t h a t uk-> 0, and that, for every m, 
m—* со 
consists of sections, each of " length" d(m), and each being zero a t 
z = am. 
(4.4) Piranian. 
Let wm be the sequence a 1 ( oq, a2 , ax, a 2 , a 3 , . . . . We consider the functions 
ffo(z) = 2 , g j z ) = km (1 — (1 —zlwmyw}, m = 1,2, . . . , where 1 > t(m) > 
> t(m + 1 ) > 0 , t(m) j, 0 . 
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The power series of gm(z) have unit radius of convergence and each 




2 9v(Wm) • 
V=0 
Now, gm(z) is small on the uni t circle except a t z = wm, where its value is 
km, and near wm. I t is easy to see tha t if t(m) | 0 fast enough then on the un i t 
circle 2 1 I ffm(z) I ^ 2Ï I km I < hence we can define u(z)— 2" gm(z)> a n ( i 
the power series of w(z) will be convergent on the whole uni t circle. At z = a y 
the partial sums of^'grm(z) become zero for every m for which wm = ay, i.e. 
infinitely many times. Hence 2Jffm(aj) = 0, i- e. u(aj) = 0, so t h a t by Abel's 
theorem the sum of the power series at ay is zero. 
(4.5) Clunie. 
Let u(z) = П (1 — z/ay)40>, where Mi) > 0 and 2! Mi) = к < each factor 
being the principal branch of the function. We shall prove t h a t u(z) satisfies 
(4.2). 
For |z| = r < 1. the product | П | < П 2дО) = 2Д, hence u(z) is defined 
in r < 1 and is regular. Also when z tends to ay along the radius, u(z) tends 
to zero. Let u(z) = 2 ' ukzk~1. 
We prove that \ uk \ =0(l/k). 
From 
и (z) d — a 
= —- log u(z) = 2 -
u(z) dz ai —2 
for r < 1, we have 
re'(z) = v Ki) u(z). 
and hence 
u"(z) = "V 41) 
( a j — z)2j 
By the Cauchy—Schwarz inequality 
u(z) 4?) u(z). 
Mi) 
= 2 ^ ) 1 A Í M 
a , 
hence, for I z I = r < 1, 
[ u"(z) I < с 2 -




Now, if for r < 1, g(z) = 2 ' bkzk, then 
2л 
— Г I g(r eie) 12d0 = 2 ' I bk I2 r*k, 
2 я J 
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and taking <7(2) = 1 /(<+• — z), we see t h a t \ bk \ = 1 and that the last sum is 




 ( \ u"(reie) I d 0 < • — . 
2 л J 1 - r2 
0 
Now, for r < 1, 
и'(г)=2(к- l)(k-2)ukzk~3, 
and hence 
(k — l)(k — 2) uk = -—: I -
2 71 i J 
This gives, for к > 1, 





( t - i ) ( t - 2 ) i « Ä | < i Г1"1 v : < 
2 Л J 
1 f \<u"(reid)\d6 
rk-3 (J
 r2\ rk-3 
Taking r = 1 — l/k, 
(к - 1) (A - 2 ) I uk I < - — X — — < —-M— < kc2, (1 /к) (2 - 1/jfc) (1 - l/k)"-3 (1 - 1 fk)k 
whence 
\uk\ < c3/k. 
Thus we have proved t h a t | uk | = O(ljk). 
We now use L I T T L E W O O D ' S Tauber ian theorem for Abel summability. 
Since Eukak-X is Abel summable to zero and | uka.k~x \ =0(l/k), i t follows 
that the series converges to the sum zero. 
§ 5. <+> —J/ï-matrices 
When we are looking for matrices t h a t transform every periodic sequence 
into some periodic sequence, in short when we are looking for+3—»-^-matrices, 
we observe that the un i t matrix I has this property. I t is also easy to see 
that if we repeat each row of I (/-times and if we then insert between each 
pair of columns r zero columns, the resulting matrix J(q, r) will be a 
matrix. To these matrices we add the matrix J
 a each row of which is the 
sequence (1, 0, 0, . . . ), and we shall call Q the space of all such matrices. 
This is no t a linear space. Each matrix is formed from I by uniform row-repe-
tition and by uniform column-dilution, and each row of every matr ix is some 
row of the unit matr ix. The structure of all these matrices is step-like. 
Next we consider matrices the rows of which are periodic repetitions 
of sequences in Obviously if row,, = rown + ? , such a matrix transforms 
a sequence of period p into another sequence the period of which does not 
exceed q. We shall call the space of such matrices <li- I t is easy to see tha t + 
is a linear space. 
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1 have earlier defined [7] the convolution С = 4 * 5 of two matr ices 
4 and В by the relation 
c
nk = anl nk + апг "n,k-1 + • • • + ank ^nl 
i.e. by the Cauchy-product of corresponding rows. One can also define them 
by the functions associated with the rows, i.e. cn(z) = an(z) bn(z), where 
an(z) = ^V ankzk~x. The following general theorem holds : 
k = I 
Theorem 5. I. If A and В are РФ-+РФ-matrices and if the rows of A areinlv 
then the convolution С = A * В is а 4й—»4й-matrix. 
Proof. I t is enough to apply С to the sequence x = {zk~x}, where z is a rati-
onal point on the unit circle. Since 4 and В are 4й—>-4s-matrices, Ax = a and 
Bx = 13 are both periodic sequences. Now an= Fkankzk~x =an(z) and ßn = 
= bn(z) and hence Cx = y, where yn = an(z) bn(z) = a.nßn, all the series being 
convergent by our assumption for A. I t follows t h a t у is a periodic sequence, 
and this proves the theorem. 
Taking now a mat r ix from Q and a matrix f rom с IP and forming their 
convolution we obtain a matrix which itself is а 4й—>-+3-matrix, since the 
rows of matrices in Q are in l v The class PA of all such matrices c o n t a i n s ^ 
as a proper subclass, obtained by taking J a from (J, since J „ * A = 4 for any 
A. The matrix J „ itself belongs to ô^and hence to PA. All the matrices in PA 
have a step-like structure. We s tar t with a semi-infinite matrix F having 
q rows (q being a positive integer) each row being a sequence in РФ'. Then 
we either repeat F again and again giving a matrix in PQ, or we repeat F but 
now preceeded by a qxr zero matrix. The next block of q rows consists of F 
preceeded by two such zero matrices, and so on, the m-th block consisting 
of F preceeded by m -f- 1 zero matrices i.e. either 
F от F 
F 0 F 
F 0 0 F 
We shall call matrices in PA step-matrices. The steps have equal height 
q, and equal width r, r being zero for a matrix in P&. 
By theorem 5 .1 all matrices in PA are 4 й —>- ^ - m a t r i c e s . The space PA 
is not a linear space, since the sum of step-matrices is not always a step-
matrix. This can be seen by adding two step-matrices of step heights and 
widths q, r and q', r' respectively, when q, r, q', r' are distinct prime numbers. 
Theorem 5. II. The space of РФ —4й-matrices is a linear space. 
This is an immediate consequence of (2.1), since if x, Ax, Bx all 
belong to 4й , then so does (A4 + pB)x = XAx + pBx for any pair of 
complex numbers A, p. 
Corollary. The sum of a f inite number of РФ -> РФ-matrices is а РФ —>- 4й-
matrix. 
We can generate a larger space PAX by forming all finite sums of matri-
ces in PA. This new space is closed under matrix addition and is a linear space: 
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all matrices in are -*• &-matrices, and can be expressed in the form 
S = R + S, + ... + 8m 
where Л is a matr ix in 62, and St Sm are step-matrices each of a positive 
step-width. 
The structure of matrices in é f ^ is not so clearly periodic as of those in 
but it still has a periodic like character. Given a matrix of , it may or 
may not be possible to determine the separate constituents R, Sv..., Sm 
or at least the separate stepwidths and heights. 
Another class of ^ - m a t r i c e s is the class of annihilator matrices Ö, 
each matrix of which is assembled from rows taken arbitrarily from the anni-
hilator weak-dual subspace Q. There need not be any periodicity in the selection 
of rows, and since any row could he replaced by any multiple of that row, 
О contains matrices the elements of which are unbounded. Adding an annihi-
lator matrix to a step-matrix produces another —> ^ - m a t r i x , and this may 
completely destroy the step-structure. One could say tha t the annihilator 
matrix acts as a curtain. The same happens if an annihlator matr ix is added 
to a matrix in é f + • 
We thus obtain a matr ix space é f* -f- О generated by addition of a 
f ini te number of matrices taken from S and from O. Every matr ix A of -f О 
can bo expressed in the form 
(5.1) A=R + . . . +Sm + N = 8 + N, 
where R is in 62, A, Sm are step-matrices each of a positive step-width, 
and where N is in O; or shortly where S is in and N in Q. We have: 
Theorem 5. III. Every matrix in + О is a -> Sfi-matrix. 
In Sfi —>- we can define equivalence classes by regarding A and В 
equivalent if they differ by an annihilator matr ix, i.e. if Ax = Bx for every 
x in If A and В both belong to -)- О, they are equivalent if and only 
if they are equivalent to the same matrix S of £A+. We could say t h a t in +0 
one can "raise a curtain' ' to reveal a fairly periodic structure. Gne is lead 
to expect the same in the genearal ease of —> ^ -ma t r i ces , and I venture 
to state the 
Conjecture. Every 6й —>
 ty5-matrix is in -f- ()• 
In other words: I believe t h a t the sufficient condition s ta ted in theorem 
5. I l l is also necessary, hut I cannot prove it. 
The resolution in (5.1) is no t unique, because one can construct matrices 
Nq which belong both to 0 and to 62, by taking any q rows from Q and repeat-
ing them periodically. Hence if S is in , so is S -f- Nq, and if N is in O. 
so is N — Nq, so tha t for any such Nq 
A = S + N = (S + Nq) + (N - Nq). 
§ 6. Matrix products 
If A and В are & —y ^ - m a t r i c e s and x is in 6 й then so are у — Яг and 
Ay, so tha t the operator product A(B) exists. But the matr ix product AB 
may not exist. This can he seen by considering a matrix N in О the first column 
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ol which has sufficiently increasing elements to make its scalar product with 
a row ol A into a divergent series. But il we restrict our at tent ion to AA or to 
SA*, we see tha t all products in AA exist, and hence they exist in AA'r. I l A and 
В are both in (Ц, the rows are in ,SA'\ the columns are in Aft, hence the product 
exists. Moreover applying A(B) to any periodic uni t vector e(v\ we see t h a t 
the repeated sum EjÈkan Jbjkej?) can he inverted giving the same sum both 
ways; this implies t h a t A(Bx)— ( AB)x lor every x in .AA. But Bx and A(Bx) 
are in SA, hence so is (AB)x, showing that А В is in 62, so tha t 
(6.1) is closed under matrix multiplication. 
I l 8 is a step-matrix ol positive step-width it is column-finite, hence 
AS exists for any matrix A, and if A is in 62, SA exists, since the rows of 
S are in SA', and the columns ol A are in SA. I believe but I cannot prove t h a t 
all such products are in AA. We can only state: 
(6.2) The product of two matrices in AA~ exists. 
Now we consider the subclass of matrices in AS the rows of which are 
in lx (which is a proper subclass of SA'). Denoting this subclass by \AA\ it is 
easy to see tha t 
(6.3) \AA\ is closed, under matrix multiplication. 
Proof. If A and В are in a n d x is in SA, the series XjEk \ anj bjk xk j conver-
ges, hence A(Bx) = (AB)x, showing that AB is in SA —*• SA. Also Èk \ X,janpjk \ 
does not exceed (Ek j bJk |) (Ay | anj | ), so that the rows of AB are in lx. Finally, 
to show the step structure of AB, we observe tha t if the step-heights are 
q, q' respectively, both matrices are also step-matrices with step-height qq', 
a n d the step structure then follows from elementary considerations. 
Finally we consider the subspace \AA+ \ of AA+, obtained by f ini te addition 
of matrices in 
(6.4) \AA+\ is a ring with unit element under matrix addition and matrix multi-
plication. 
A SA M-nia t r ix represents a strongly continuous transformation if 
for every strongly convergent sequence a+> in SA, the transformed sequence 
is strongly convergent. Using (2.3) this requires tha t if 
x
(v) = x -f ev e , 
where ev is a null-sequence and e == (1, 1, 1, . . . ), then 
A x<*> =Ax + evAe=Ax + evhe. 
Hence we have obtained 
(6.5) A SA-matrix В is strongly continous if and only if e is a latent vector 
of B. This is equivalent to: all rows in В have the same sum. 
Using (6.5) the following results can be proved easily: 
(6.6) Strongly continuous y ^ - m a t r i c e s form a linear subspace of the space 
of SA ~> ^ - m a t r i c e s . 
(6.7) Matrices in О are strongly continuous. 
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(6.8) The product of strongly continuous matrices in | \ is strongly con-
tinuous. 
(6.9) The convolution of strongly continuous matrices in |«У+| is strongly 
continuous. 
§ 7. Some open problems 
I list here problems which have arisen during the investigations. 
(1) To f ind a norm for SA (instead of the pseudo norm) that makes a Banach 
space f rom SA. 
(2) To decide whether the convolution of two sequences in SA' is in SA'. In other 
words if the power series of u(z) and v(z) are convergent at the rational points 
on the uni t circle, is the same true for the power series of u(z) v(z) ? A proof 
or a counter example were welcome. 
(3) If и is in SA', i.e. if u{z) — Eukzk~x is convergent a t every rat ional point 
on the uni t circle, is the set of values of u(z) a t such points bounded ? 
(4) Given a matrix, is it always possible to tell if it is in ? 
(5) If A is in , is it always possible to find matrices Sx, ..., Sm in whose 
sum is A ? Is this resolution unique ? 
(6) Given a matrix is it always possible to tell if i t is in + О ? 
(7) If A is in £/" + 0 , is it always possible to "raise the curtain", i.e. to find 
a matr ix N in 0 so tha t A — N is in ? 
(8) To prove the main conjecture, i. e. tha t 6A+ + О = SA -> SA. 
(9) Is 6F+ a ring? This depends on if the product of two matrices in AS is in 
0e. The answer is no if the answer to question (2) is no. For if an(z) = u(z)r 
bn(z) = zn~1v(z) for n = 1, 2, . . . and AB =C (which exists), then 
cn(z) = u(z) v(z) for each n. 
(10) If А, В are in AS, x in SA, is always A(Bx) = (AB)xl If this were true,, 
it would imply (9). 
(11) If А, В, С are in AS, do the t r iple products A(BC) and ( A B ) C always 
exists, and if so, are they equal? (This is true in \£f\) . 
(12) Inverses and reciprocals of matrices in AA+, in AA+ + О , in SA -*• AAA and in 
proper subclasses of those. 
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О П Р Е О Б Р А З О В А Н И Я Х П Е Р И О Д И Ч Е С К И Х П О С Л Е Д О В А Т Е Л Ь -
Н О С Т Е Й 
P. V E R M E S 
Резюме 
Работа занимается такими методами суммирования, которые преоб-
разуют все периодические числовые последовательности в периодические 
числовые последовательности. Он дает достаточные условия того, чтобы 
некоторый метод обладал этим свойством и формулирует ряд гипотез. Работа 
публикует также примеры E R D Ő S - Э IRANIAN-a, И C L T J N I E С Х О Д Я Щ И Х С Я В 
единичном круге степенных рядов, сходящихся к нулю во всех точках еди-
ничной окружности, аргументы которых коммензурабильны с 2я. 
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ON SETS OF DISTANCES OF n POINTS IN EUCLIDEAN SPACE 
by 
P . E R D Ő S 
Let be the class of all subsets P ® of the к dimensional space consist-
ing of n distinct points and having diameter 1. Denote by gk(n, r) the maximum 
number of times a given distance r can occur among n points of a set P ® . Put 
(i. e. gk(n) denotes the maximum number of times t he diameter can occur 
as a distance among n points of к dimensional space and Gk(n) denotes the 
maximum number of t imes the same distance can occur between n suitably 
chosen points in к dimensional space). I t is well known [1] tha t g2(n) — те 
and I [2] proved t h a t 
( 1 ) „ l + c / i o g i o g n < G 2 ( n ) < те3''2 . 
Further 1 conjectured t h a t G2(n) < n1+e for every e > 0 if те > ТЕ0(Е). V Á Z S O N Y I 
conjectured tha t g3(n) = 2n — 2 and this was proved simultaneously and 
independently by GRÜNBATJM [3], H E P P E S [4] and STRASZEWICZ [5] (all 
using similar methods). I am going to prove 
(2) Cj • те4 3 < G3(n) < c2 • те5/3 . 
Perhaps G3(n) < те43+£ holds for all те > n(e). 
One could have expected tha t Gk(n) = o(n2) &ndgk(ri) < ck • те for every k. 
In 1955 L E N Z showed t h a t this is no t so. In fact L E N Z showed t h a t ( L E N Z ' S 
result is unpublished) 
Gk(n) = max gk(n, r), gk(n) = gk(n, 1) 
(3) 9<(n) > I "2 
4 
71' 
The proof of L E N Z is very simple. P u t S = — and consider the following 
n points in four-dimensional space: 







 + y2 = —. Clearly all the 1 
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s (n — s) = n- distances b e t w e e n the po in ts (ж,, yt, 0, 0) a n d (0, 0, Xj, yj) 
is 1 (and 1 is t h e diameter of t h e set (ж,, yit 0, 0); (0, 0, жj, yj). 
By A s l ight modif ica t ion of this me thod L E N Z in f ac t proved t h a t 
71 
дфп) > F- c3n for a cer ta in c3 > 0 . L E N Z t h e n asked: w h a t is the l imit 
4 
of gk(n)jn2 as In th is no t e I am going to prove t he following 
Theorem. For every к 2s 4 
1 I 
2 
l im gk(n)jn2 = l im Gk(n)jn2 
Clearly gk(n) si Gk(n) a n d gk(n) £ gk+1(n), Gk(n) A Gk+1(n). Thus to 
p r o v e our Theorem it will suf f ice to show t h a t for every I >. 2 
(4) 
a n d 
(5) 
l i m g2l (n) jn 2 è 1 -
л^» 2 21 
lim G 
•21+1 (п)\п2 1 Ti 
The proof of (4) is t r ivial generalization of the proof of LENZ. For each 
t, 1 d e n o t e by I, t he g r o u p of po in t s whose f i r s t 2t — 2 coordi-
n a t e s are 0 t h e 21 — 1-th a n d 2Cth coordinates are ж,, у,, 1 si i si 
xi> Vi > 0> + У\ a n ( l t h e remaining 21 — 21 coordinates are 0. Clearly 
2 
fo r a n y G =f= t2 t h e distance be tween any two poin ts of Iti a n d it. is 1 and t he 




7 J = 2 
1 0{n) 
which clearly implies (4). 
Next we p rove (5). If (5) is no t t rue t h e n there exists a n e > 0 so t h a t 
f o r a certain I 2s 2 and in f in i te ly many ns 
1 1 
Ö2/+1 (ns) > I - + e 
21 
n 2 = 4(T?5) . 
In other words there ex is t s a set + ' n 2/ —f- 1 dimensional space 
a n d a distance r which occurs a m o n g at least A(ns) pairs of po in t s of F]2 , + 1 ) . 
Connect any t w o poin ts of whose dis tance is r. Thus wc ob ta in a graph 
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of ns vertices and A(ns) edges. By a theorem of A. H. S T O N E a n d myself1  
[6] this g r aph contains for sufficiently large ns = ns(e) a subgraph of 3 (/ + 1) 





 are connected by an edge if tl =j= t2 (in other words the distance between 
x
(jp and х\ф is r if tx ф t2). But then a simple geometrical a rgument shows 
tha t the I + 1 planes (+/', x(p, xfp), 1 t ig I -f- 1 must be mutua l ly per-
pendicular, which implies tha t the dimension of the space spanned by the 
ж
(/> is a t least 21 -+- 2. This contradiction proves (5) and thus the proof of 
our Theorem is complete. 
By a sharpening which I recently obtained of the result of S T O N E and 
myself I can prove 
(6) Gk(n) < 
f 1 1 
2 " F 2 — 
2 
i n2 + 0{п2-ф 
where ek —> <> as к - > 0 0 . I do not know how close (6) is to the t rue order of 
magni tude of Gk(n). Perhaps the result of L E N Z 
(7) Gk(n) > n2 + ckn 
gives the right order of magnitude. 
Now we are going to prove (2). F i rs t we prove the upper est imate. Let 
х
л
, x2, . .., xn be n points in three dimensional space, assume t h a t there are 
a, points a t distance r f rom ж,. Clearly to any three points xjv xj2, ж7з there 
can be a t most two points ж, at dis tance r. Thus since the total 
In) 





n I l 
1 3 3 
or 
(8) V a 3 < c4 ns 
i=i 
If > ' a f is given "^'a, is maximal if all the a, are equal. Thus (8) implies. 
1 = 1 
У a , < c2n~'
2 
i=i 
which proves the upper bound in (2). 
•
1
 T h e theorem in quest ion s ta tes as follows: To e v e r y e, J + 2 and I t he re exists 
an n0 (e, r, I) so that if n > n(j (e, r, I) a n d Cn is a g raph of n vertices a n d more than 
n
2
 — — -j- £ j edges then Gn con ta ins rl vertices xp 1 <, i ^ I, I rg £ < r so 
t ha t for ev e ry tl ^ t„, xq1 ' and x\'f are connected by an edge for every 1 <> h> h b 
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To prove the lower bound in (2) consider the points (x, y, z) of integer 
coordinates 0 ^L x, y, z [и1 »]. Clearly the number of these points is less 
t h a n il but is greater than n (1 -—e). The square of the distance between 
two of these points is of the form 
( 9 ) u2 + v2 + w2, Oáa, v,w < n1'3 
The numbers (9) are all less than or equal 3n2 3 and since there are more than 
(n ( 1 e) 
such distances, clearly for some r the same distance must occur 
2 
a t least 1/7n4'3 times, which completes the proof of (2). From deep number 
theoretic results it follows t h a t for suitable r the same distance occurs more 
t h a n С5714'З loglog n times and this is the best lower bound I can get for G3(n) 
a t the present t ime. 
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М Е Ж Д У п Т О Ч К А М И Э В К Л И Д О В А П Р О С Т Р А Н С Т В А 




 есть множество, состоящее из п точек /с-мерного простран-
ства, диаметр которого равен 1. Обозначим через д
к
(п, г) максимальное 
число пар точек (х,, х;), для которых расстояние х, и х ; равно г. 
Gk(n) = max дк(п, г) ; дк(п) = дк(п, 1). 
(г) 
Раньше автор доказал, что 
п
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Было известно, что y2(n) = n, G R Ü N B A U M , H E P P E S И STRASZEWICZ 




9i(n) > - + с2п. 





{п) < с4 п5'3 
и, если к ^ 4, то 





К Р А Т К О Е О П И С А Н И Е М А Ш И Н Ы «БЭСМ>;-И. 
( О С Н О В Н Ы Е П А Р А М Е Т Р Ы ) 
Л. А. ЗАК, Т. И. МИЛЬЧЕНКО и В. П. СМИРЯГИН
1 
О б щ а я характеристика машины БЭСМ-II. 
Быстродействующая электронная счетная машина БЭСМ-II предназ-
начается для решения широкого круга математических задач. 
БЭСМ обладает программным управлением и автоматически решает 
задачи, сводимые к определенной последовательности арифметических и 
логических операций. 
Программное управление дает возможность автоматического измене-
ния хода выполнения программы в зависимости от результатов вычислений 
на пройденном этапе. Имеется возможность преобразования программы и 
многократного циклического выполнения преобразованной программы. 
В БЭСМ предусмотрено выполнение s рифметических и логических 
операций над числами и командами, выполнение групповых передач мате-
риала между запоминающими устройствами. Кроме того, предусмотрена 
возможность автоматического введения в ходе вычислений элементарных 
математических функций при помощи стандартных программ, хранящихся 
на барабане. 
Все эти особенности создают широкие логические возможности в реше-
ниях различных математических задач и делают машину универсальной по 
применению. 
Б Э С М построена коллективом инженеров и техников под руководством 
главного конструктора академика С . А . Л Е Б Е Д Е В А . 
Основные показатели машины 
БЭСМ является универсальной вычислительной машиной с программ-
ным управлением, машина трехадресная с плавающей запятой параллельного 
действия. Система счисления двоичная. Длина слова 39 разрядов. 
Разрядность выводимых десятичных чисел — 8 разрядов. Основная 
частота 400 кгц. Средняя скорость работы 8 тысяч операций в секунду. 
Машина собрана конструктивно из 3-х основных стоек, содержащих 
платы со стандартными блоками. Оперативное запоминающее устройство 
1
 Вычислительный центр А. Н. СССР (Москва). 
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выполнено на ферритах и имеет емкость 2048 двоичных 39-и разрядных 
числа. 
Емкость запоминающего устройства на 2-х магнитных барабанах 
12 288 слов. Емкость на 4-х блоках магнитных лент равна примерно 160 000 
кодов. Ввод в машину осуществляется с перфоленты со скоростью 15—20 
чисел в секунду ; вывод на быстродействующую печать со скоростью пе-

































БЭСМ-II содержит около 3500 электронных ламп и потребляет около 
50 квт электроэнергии. 
На рис. 1 представлена блок-схема машины БЭСМ-П. 
На рис. 2 — фотография БЭСМ-П. 
БЭСМ-II состоит из следующих функциональных устройств : 
1. Арифметическое устройство — АУ 
2. Устройство управления - УУ 
3. Магнитная оперативная память МОЗУ 
4. Магнитная неоперативная память — МЗУ 
5. Устройства ввода и вывода. 
Назначение и краткая характеристика отдельных устройств машины : 
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1 — AY 
АУ производит операции с 39-и разрядными двоичными числами, 
представленными в системе с плавающей запятой. 
Распределение разрядов: 1—32 — цифровая часть — мантисса 
33-й разряд — знак числа, 
34—38 разряды — порядок 
39-ый разряд — знак порядка. 
Отрицательные числа представляются : в дополнительном коде — 
порядок числа, а мантисса всегда в прямом коде. Необходимость или отсут-
ствие нормализации указываются в коде операций (39-ый разряд). 
АУ выполнено на статических ламповых триггерах ячейках. Тип 
АУ — параллельный. 
В связи с системой с плав, запятой АУ состоит из 2-х частей АУЧ и 
АУП. 
Цифровая j порядок 
часть 
АУЧ имеет 2 регистра и I сумматор (регистр с переносом и счетными 
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входами у триггеров). На П-м регистре и сумматоре имеется цепь сдвига 
влево и вправо. 
АУП имеет аналогичное устройство, но сдвиг есть только на одном 
из регистров. (1-м). 
Непосредственно к АУ примыкает дополнительный контрольный 
регистр - ТКЗУ, в него поступает результат каждой операции (парал-
лельно с передачей в МОЗУ). 
11 -УУ. 
УУ вырабатывает определенную последовательность импульсов и 
потенциалов, которая обеспечивает выполнение элементарных действий 
(передача числа, сложение, сдвиг и т. п.) при каждой операции. 
Система команд — трехадресная. Структура команды : 
1 11 —разр. 3-й адрес А3 
12 - 2 2 — разр. 2-й адрес А2 
23 — 33 — разр. 1-й адрес А
х 
34 — 38 — разр. код операции АОП 
39 разряд, как правило, — признак необходимости нормализовать 
результат. 
Команда выполняется за один цикл (кроме отдельных случ.). Так, 
при сложении считывается из МОЗУ 1-е слагаемое по А
х
, П-ое слагаемое 
по А2, результат операции поступает в ячейку с А3, наконец, по адресу, но-
мер которого стоит на счетчике команд, считывается и поступает на регистр 
команды следующая команда. 
Некоторые команды выполняются с меньшим количеством обращений 
к МОЗУ. 
III _ МОЗУ 
МОЗУ хранит 2047 39-и разрядных двоичных чисел, кроме того, по 
«нулевому» адресу хранится «пустое» число. 
Время выборки - 10 микросекунд. Средняя частота обращений к 
МОЗУ при работе машины около 40 000 в сек. 
IV — МЗУ 
МЗУ состоит из 2-х независимых устройств : 
МБ — магнитные барабаны, 
MJ1 — магнитофоны (маги, лента). 
1. М Б — 2 магнитных барабана, емкостью по 6144 каждый. 
Таким образом одной парой команд Ma и Мб можно передать в МОЗУ 
или принять из него не более 2048 чисел. 
Кроме того на барабанах хранятся постоянные подпрограммы и тесты 
для проверки машины. 
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Время ожидания — 40 миллисекунд (при 750 об/мин.). 
Скорость считывания 800 чисел/сек. 
2. 4 магнитофона обеспечивают хранение по 25—40тысяч чисел каждый. 
Так как боббины можно менять по ходу вычисления, практически емкость 
лент не ограничена. 
Скорость считывания 200 чисел в секунду. 
V — УВВ 
Входное устройство — ввод с перфоленты (бумажной). Перфолента —-
узкая (однодорожечная). Скорость ввода около 15 чисел в сек. 
Перфоратор пробивает числа в шестнадцатиричной (либо двоично-
десятичной) системе. 
Выходное устройство — цифропечатающее устройство со скоростью 
около 15 чисел в сек., 12 разрядов. 
Возможна печать шестнадцатиричных чисел. 
Взаимодействие отдельных устройств БЭСМ-II 
I. Устройство ввода данных — перфолента работает аналогично маг-
нитофону (по схеме управления), поэтому ввод осуществляется двумя ко-
мандами (Ma и Мб). 
В первой команде указывается признак «перфолента» и место в опера-
тивной памяти, куда надо поместить первое число. Во второй команде (Мб) 
указывается количество вводимой информации. 
Числа поступают последовательно на один из регистров АУ (имеющий 
сдвиг) и преобразованные на нем в параллельный код выдаются в МОЗУ. 
II. После того, как все данные заполнили МОЗУ (или вообще посту-
пили в МОЗУ) их можно передать в МЗУ — на барабан или ленту. При этом 
в МОЗУ информация не пропадает. 
Этот обмен кодами и.кже осуществляется через АУ (тот же сдвиговый 
регистр), но в обратной последовательности : параллельный код выдается 
из МОЗУ на регистр, а затем последовательно сдвигается в МЗУ. 
В процессе работы производится передача информации из МЗУ в опе-
ративную память — аналогично вводу с перфоленты. 
III. Непосредственно при счете числа берутся только из МОЗУ. 
При необходимости использовать дополнительные клавишные реги-
стры пульта используется команда № 12 ПЧ A j A 2 A 3 , где А
х
 —«пустой», а 
в А2 указан номер регистра (1 ил i 2), содержимое которого передается в 
МОЗУ по 3-му адресу. 
IV. Вывод результата на печать производится командой ПЧ А
х
 и А3. 
Aj — адрес ячейки в МОЗУ, где хранится результат —- признак «1» 
10 р. А2), а А3 — ячейка, куда можно передать результат одновременно с 
печатью. 
В Aj результат сохраняется. 
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СИСТЕМА КОМАНД ЭЛЕКТРОННОЙ В Ы Ч И С Л И Т Е Л Ь Н О Й МАШИНЫ БЭСМ-2 
К о л и ч е с т в о 
№. №. 
п. п. 
№ к о д а 
о п е р а ц и и 
Обозначен. 
Н а з н а ч е н и е 
т ы с я ч о п е р а ц . 
в сек . 
мин 
м а к с 
1. 3. 4. 5. 6. 
1. 00(40) Передача содержимого А, в ячейку А3 или 
15 
очистка А3  — 
2. 01 Сложение содержимого А
х
 с А2. Результат по-
4,4 15 
ступает в А,  
3. 02 — Вычитание из А, содержимого А2. Результат 
4,4 15 
поступает в А3  
4. 03 X Умножение содержимого Aj на А2. Результат 
4,2 
поступает в А3  — 
5. 04 Деление содержимого А, на А2. Результат 
4,2 
поступает в А3  — 




результата из Ai  7 
7. 0 6 —П Вычитание порядка А2 из А,. Мантисса резуль-
15 
тата ИЗ Aj 7 
8. 07 (ПП) Порядок Aj ИЗ дополнительного кода преобра-




9. 10 Ха Умножение А, на А2 без округления. В А3 по-
4,2 
ступают старшие разряды  
— 
10. 11 Хб Выдача младших разрядов (хвоста результата 
Ха)  — 15 
11. 12 : а Деление с выводом остатка, в А3 поступает 
4,2 
частное без округления  
— 
12. 13 : б Мантисса результата является остатком от 
деления : а (знак из Aj) — 15 
13. 14 Е Выделение целой части из Aj в А3 и дробной 
4,4 
без нормализации в А2  15 
14. 15 П Ч + Передача числа из A j в А3 со знаком числа из 
л ,  7 15 
15. 16 У Логическое поразрядное сложение Aj и А2 
(типа формирования)в А3  
16. 17 Л Логическое поразрядное умножение содержи-
мого Aj на А2 в А3  15 
17. 20 э Сложение по модулю 2 (поразрядное сложение 
без переноса)  
18. 21 ( Ц С ) Циклическое сложение-суммирование с кру-
15 
говым переносом в младшей разряд  
— 
19. 22 C K Сложение команд без нормализации и вырав-
нивания порядка. Порядок А, в А,  
— 15 
20. 23 — 
21. 24 — 
22. 25 и п Изменение порядка Aj на величину из А2. 
15 
Результат и посылается в А,  7 
23. 26 Полный Сдвиг содержимого A j на величину из А2. Ре-
6,5 15 
сдвиг зультат — в А3  





. Порядок результата — нуль  
7 
25. 27 Пульт Д л я ввода параметров с 1-го или 2-го регистров 
пульта (А.,) В ячейку А3 (и некоторых дру-
15 26. 30 * Ma) Обращение к МЗУ  — 
27. 31 Мб) — — 
28. 32 Печать Печатается одно число из Aj, оно ж е засыла-
ется в А3  
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Количество 
№. №. Ne кода 
Обозначен. Н а з н а ч е н и е 
тысяч о п е р а п . 
п . п . операции 
в сек. 
мин м а к с 
1. 2. 3. 4. 5. 6. 
29. 33 СТОЛ Безусловный останов  
30. 34 И Ц У К Изменение номера команды на ЦУКе н пере-
ход на Ц У К с возвратом  
— 15 
31. 73 Стоп Останавливает машину при включенном тумб-
усл. 
лере «условный стоп»  — — 
32. 35 = При (Aj) = (Aj) управление переходит на А3 , 
15 
если нет, то на следующую  — 
33. 75 4= Передача на команду А3 , если (А,) + (А2) (и 
15 на следующую, если (А
х
) — (А2))  — 
34. 30 < Передача на команду А3, если (А,) < (А2) (если 
нет — на следующую)  
— 15 
35. 76 1 < 1 Передача на команду А3, если ] Ах | < | А2 j (если 
нет — на следующую)  — 15 
36. 37 П Ц У К Переход управления на Ц У К и прибавление 
к счетчику ЦУК «I»  — 15 
37. 77 
И М У К Переход управления на М У К по 3-му ад-
ресу  — 
15 
38. 74 
ИЦУК Переход на А3 с гашением адреса А2  — 15 
* Ma — в A j указываются признаки: барабан, лента, перфолента, запись или считы-
вание, 
в А2 указывается начало группы на барабане или номер зоны на ленте, 
в А3 — начало группы в МОЗУ. 
Мб в А , указывается конец группы чисел на МБ или количество кодов на М Л . 
в А3 указывается номер ячейки, куда надо послать контрольную сумму. 
(Поступила 11 декабра 1959 г.) 
A SHORT DESCRIPTION OF THE MOST IMPORTANT PARAMETERS OF 
THE COMPUTER BESM-II 
A. A. Z A K , T. I . M I L T S E N K O a n d V . P . S M I R J A G I N 2 
Abstract 
The authors describe the new soviet digital computer BESM-II, bui l t 
under the direction of Academician S. A. L E B E D E V . 
The BESM-II is a stored-program, universal tbree-adress digital compu-
ter , with a word-length of 39 binary digits. I t bas a floating-point, parallel 
ari thmetic unit. The high-speed working memory is made of ferrit-cores and 
has a capacity of 2048 words. The medium-speed memory consists of t w o 
magnetic drums, with a total capacity-of 12 288 words, which are backed 
2
 C o m p u t i n g Cen te r of t h e A c a d e m y of t h e U S S R . 
1 2 a Matemat ikai K u t a t ó Intézet Közleményei V. A/l—2. 
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up by four magnetic tape-units , with a to ta l capacity of about 160,000 words. 
The input is from perforated tapes with a speed of 15—20 words per seconds; 
the output is a line-printer with a speed of 15 eight-decimal numbers per 
second. The average speed of the machine proper is abou t 8000 three-adress 
operations per second. The tube complement is about 3500, the power-con-
sumption about 50 kW. 
The authors are giving also the block-diagram and a photograph of the 
machine as well, as the detailed order-code. 
ÜBER EIN PROBLEM DER GASDYNAMIK 
(CHARAKTERISTISCHE RANDWERTAUFGABE MIT UNSTETIGKEITEN 
IN DEN RANDWERTEN) 
von 
I M R E B I H A R I 1 , T A M Á S F R E Y 1 u n d Á R P Á D P E T H Ő 2  
§ 1. Über das chemisch-physikalische Problem 
1.1. Es sind in der Chemie mehrere Verfahren zur Trennung von Gemi-
schen bekannt, die mi t Materialtransportprozessen zwischen bewegten Phasen 
in Beziehung stehen. Un te r diesen rief der als »Gas-Chromatographie« bezeich-
nete Prozeß in den vergangenen Jahren ein großes Interesse hervor [1]. 
Im folgenden wollen wir dieses Verfahren quant i ta t iv behandeln, un te r 
zahlreichen Vereinfachungen des wirklichen physikalischen Bildes. Dieses 
vereinfachte Modell soll durch die Kriterien besehrieben werden: 
I. Ein Gasgemisch, das eine einzige (ad- oder ab-)sorbierbare Kompo-
nente enthält , s t römt neben der ruhenden Phase (die die Rolle des Ad- bzw. 
Absorbens spielt) in einem (in der einen Richtung als unendlich lang voraus-
gesetzten) Rohr; 
II. Das Verhältnis der Volumina der sich bewegenden und ruhenden 
Phase ist längs des Strömungsrohres unveränder t ; 
III . Es t r i t t kein Konzentrat ionsgradient in der Gas- und Sorptions-
phase senkrecht zur Strömlingsrichtung auf; 
IV. Die Diffusionsprozesse in der Strömungsrichtung werden vernach-
lässigt; 
V. Die Geschwindigkeit des Sorptionsvorganges hängt linear von den 
Konzentrationen in der sich bewegenden bzw. ruhenden Phase (s. weiter 
unten) ab; 
VI. Die Vorgänge verlaufen unter isothermen und isobaren Verhält-
nissen.3 
Nun sind die Konzentrat ionen der sorbierbaren Komponente in der 
Gasphase bzw. im Sorbens und die Geschwindigkeit des Gasstromes als F u n k -
tion von Ort und Zeit zu berechnen. Zwecks Aufstellung der Differential-
gleichungen werden zunächst die folgenden Begriffe e ingeführ t : 
x: die Ortskoordinate [cm]; 
y. die Zeit [see]; 
•u(x, y) : das im Sorbens gebundene Gasvolumen geteilt durch das Volumen 
der Gasphase, beide auf die Längeneinheit des Rohres bezogen [1]; 
1
 Technische Hochschule , Budapes t . 
2
 Zent ra l forschungs ins t i tu t f ü r Chemie, B u d a p e s t . 
3
 Bezüglich e in igermassen ähnl icher Systeme s iehe [2]. 
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v(x,y): der Volumenbruch der sorbierbaren Komponente in der Gasphase 
[ i ] ; 
c(x,y): die Geschwindigkeit des Gasstromes [cm sec - 1 ] ; 
kx und &2:Geschwindigkeitskonstanten derSorption [sec - 1 ] . 
Betrachten wir n u n einen Abschni t t des Rohres, der vom Nullpunkt 
bis zur Koordinate x reicht und eine Zeitdauer vom Zeitpunkt 0 bis y, dann 
lassen sich die Kontinuitätsgleichungen fü r die gegebenen Intervalle und die 




f c(x, y) v(x, y)dy+§ [u(£, y) + v(£, y)]d£ = 
о б 
= \ e(0, y) p(0, y) d y + J [«(1,0) + v(£, 0)] d £, 
6 б 
у * 
§c(x,y)[ 1 —v{x,y)]dy + J [ 1 -v(£,y)]d£ = 
б б 
У * 
= j"c(0, 7]) [1 - ® ( 0 , y ) ] d y + $[ 1 - v(£, 0 ) ] d £ . 
Differenzieren der Gleichungen (1) und (2) nach x und y ergibt (die Indizes 
x und y bedeuten Ableitungen): 
(3) 
(4) 
(cv)x + uy + vy = 0 
— (cv)x + cx — vy = 0. 









uv kxv — k2u 
7iy — kx 
h 
t = kxy 
с 




ins Gleichungssystem (3)—(4)—(6) e ingeführ t (die funktionellen Beziehungen 
werden wiederum durch u(x, t), v (x, t), w(x, t) bezeichnet), so erhäl t man 
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(s ta t t (4) sei die Summe von (3) und (4) genommen): 
(10) (wv)x + ut + vt = 0 
(11) u , + w x = 0 
(12) ut + lu — v = 0 . 
Nach den Gleichungen (1) und (2) können folgende Funkt ionen als Rand-
und Anfangsbedingungen vorgeschrieben werden (unter Berücksichtigung 
von (7) und (8)): 
(13) p(0, t) = v0(t) 
(14 ) w(0,t) = w0(t) 
(15) u(x, 0) = и°(ж) 
(16) v(x, 0) = v°(x) . 
Aus der physikalischen Natur des Problems folgt aber unmit telbar , dass 
gewisse Einschränkungen f ü r diese Funktionen gelten; nach der Definition 
von v bzw. w bestehen die Ungleichungen: 
0 ^ v0(t) i l , 0 ^ v*(x) i 1 , w0(t) > 0 ; 
ferner wird in der Praxis immer angenommen, daß sich die Phasen anfangs 
im Gleichgewicht befinden, d. h. и, = 0 (t = 0), daher sind u°(x) und г>°(ж) 
gemäß (12) voneinander abhängig: 
0 i u°(x) i L . 
~ l ~ l 
12. Ans ta t t des vorangehenden Problems sei n u n das einfachere (welches a u c h 
dem physikalischen Bild vol lkommen entspricht) wie folgt be t rach te t : E s ist das Glei-
chungssystem (10)—(11) —(12) mi t den Rand- und Anfangswer ten zu lösen: 
(1') Problem »An: 0 <1 t\(t) + 1. iv0(t) = wt = const . , u°(x) = ifi(x) = 0 
bzw. 
vf>{ x) 1 (2') Problem »B« : v0(t) = 0, w0(t) = wn = const., 0 <, u°(x) = • l =- l 
I m weiteren wollen wir uns m i t der Lösung des Problems »A« befassen. Sei v0 (t) 
in de r Gestalt 
(3') v0(t) = M r(t), 0 < M = m a x v0(t) < 1 . 
dargestel l t . Versuchen wir n u n die Lösung des Prob lems »A« so darzuste l len , daß wir 
die Funk t ionen u, v, w und die Anfangs- und Randbedingungen nach Potenzen von M 
entwickeln 
(4 ) u(x, t) = 2 uk(x, t) Mk, v(x, t) = 2 Vk(x, t) Mk, w(x, t) = 2 ™k(x, t) Mk 
k=0 k=0 k=0 
( 0, к = 0, 2, 3, . . . ( w0, к = 0 
(б
'> ° = { r(0, t = 1 ; ^ t ) = \ 0 , k = l , 2 , . . / °> = «*<*' 0) = ° * 
N u n s ind die Beiwerte Uk, Vk, Wk zu bes t immen. 
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F ü r к = 0 bes teh t n a c h (10) —( 11 ) —( 12): 
(60 
(«'о v0)x + (v0)t + (U0)t = О 
(!<„)/ О- (w0)x = О 
(u0)t + lu0 — v0 = О 
®o(0, 0 = 0 
w0(0, 0 = MI, 
u„(x, 0) = v0(x, 0) = 0 . 
Die L ö s u n g dieses P r o b l e m s ist o f f e n b a r 
(70 щ(х, t) = 0, v0(x, t) = 0, w0(x, t) = w„ , 





Wo(»i)« + Oh)t + («i )t = О 
(mi)Í + (Щ)х = О 
(mi)Í + Zw, — vx = 0 
г>
х
(0, t) = t ( 0 , «h(0, 0 = 0, и
л
(х, 0) = vx(x, 0) = 0 . 
Die L ö s u n g des l inearen par t ie l len Gleichungssystems m i t kons t an t en Koef f iz ien ten 
(80 — (Ю0 wi rd auch i n d e r L i t e r a t u r b e h a n d e l t [3, 4, 5], u n d in Kenn tn i s von щ ergibt 
sich a u c h wx durch I n t e g r a t i o n . F ü r к = 2, 3, . . . besteht d a s folgende l ineare partielle 
Gle ichungssys tem mi t k o n s t a n t e n Koef f i z i en t en 
D e m g e m ä ß , da f ü r к = 2 /2 (x, t) n a c h d e m Vorangehenden schon b e k a n n t is t , lassen 
sich die Lösungen u2, v2, w2 b e s t immen u n d im allgemeinen: i m fc-ten Schr i t t de r I te ra t ion 
ist s chon fk-i(x, t) bekannt worden, w o d u r c h sich die L ö s u n g e n Uk, vk, wk angeben lassen. 
Somit k ö n n e n die Bei w e r t e de r Reihenent wicklungen (40, a lso auch die ge such ten Funk-
t ionen и j v, w dargestel l t werden . 
Bei der Lösung des P rob lems »-B« se t z t man (im a l lgemeinen werden keine neuen 
Beze ichnungen gebrauch t ) 
(130 J>(x) = M !(ж), 0 ^ M = max v°(x) g 1 
und z ieh t die Re ihenen twick lungen (40 h e r a n . Je tz t g i l t : 
Die Be iwer t e uk, vk, wk k ö n n e n ähnl ich wie die im P r o b l e m » A « bes t immt werden: (60 
bzw. (70 bleiben u n g e ä n d e r t , neben (80 —(00 —(100 s ind je tzt d ie Bedingungen 
gül t ig : 
(120 
«'о(®к)л + (vk)l + (Uk)t = — («h Vk-! + . . . + Wk-i vx) = fk(x, t) 
(Uk)t + (Wk)x = 0 
(Uk)t + luk — Vk = 0 
Vk(0, t) = Wk(0, 0 = Uk(x, 0) = Vk(x, 0) = 0 . 
(140 
i)x(0, t) = Wj(0, 0 = 0 
(150 
u n d (120 bleibt ebenso ungeände r t . 
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§ 2. Die Lösung des Problems in einem einfachen Falle mit der Methode 
der Charakteristiken 
21. Nach einigen Umformungen lauten unsere Gleichungen (10)-
(11)—(12): 
(17) 
vt + [(«— 1)ю]х = 0 
Щ + + = 0 
ut + lu — v = 0 . 
Figur 1. 
Wir nehmen erstens die folgenden einfachen Nebenbedingungen an: 
(18) »(0, t) o^ » w(0, t) = w0 
v(x, 0) = u(x, 0) = 0 . 
(0 < v0 = const. < 1, w0 = const. > 0) 
Die Funkt ion v(x, t) ha t einen Sprung im Anfangspunkt , folglich kann die 
Aufgabe fü r alle drei Funkt ionen u, v, w keine stetigen Lösungen besitzen. 
Doch zeigen wir, daß eine Lösung im Teil T : x >. 0, t ^ 0 der Ebene 
existiert, die bis auf eine aus dem Nul lpunkt ausgehende Kurve C\ s te t ig 
und einmal stetig differenzierbar ist, wo (d. h. längs C°) die Funkt ion v (beim 
Durchschrit t) samt mit gewissen Ableitungen (s. (17) und die letzten Zeilen 
des Punktes 23.) einen Sprung hat, dagegen die Funkt ionen и und w s te t ig 
bleiben. 
Die Kurve C\ t r enn t das Gebiet T in zwei Gebiete: Tx, T2. (Der obere 
s e i T j , s. Fig. 1). Die genauere Begrenzung dieser wird später (in 24.) behandel t 
werden. 
22. Vorläufig nur die Existenz einer solchen Lösung angenommen, 
leiten wir ein mit (17) gleichwertiges Gleichungssystem der gleichen Ar t f ü r 
zwei Funkt ionen ab. — Es folgt aus (17) 
Utt = - wxt = v, - lut = — [(u - 1) w]x + lwx . 
Die zweiten Ableitungen utt und wxl existieren und sind nach unseren Voraus-
setzungen und nach (17) sowohl im Innern von Tv als im Innern von T2 
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(aber nicht auf CJ) stetig. — So gilt in Tx und T2 (nicht aber auf Ctf) 
-
 w
xt = — wtx = - [ ( « - 1) «0* + Ы \ , 
also durch Integrieren nach x 
(19) wt = (v- 1 — l)w + C(t). 
Im Grundsatz kann C(t) in Tx und in T2 verschiedene Formen, d. h. längs 
C\ einen Sprung haben, doch liegt dieser Fall nicht vor, wie wir es sofort 
zeigen. Aus (17) folgt 
V = u, + lu = — wx + lu . 
Setzen wir dies in (19) ein, so erhalten wir 
(20) w, + wwx = (lu — 1 — l) w + C(t). 
dt 1 I dx 
Es sei die Kurvenschar m i t der Gleichung — = • oder — = w(x, t) 
dx w(x, t) I dt 
mit Cx bezeichnet. Nach unseren Annahmen über w ( > 0) werden Tx und 
T2 einfach von ihr bedeckt. Sei C° das durch 0 gehende Glied von C\. Spä te r 
(im P u n k t 24.) werden wir zeigen, dass C\ = C\ besteht . Vorläufig soll dies 
angenommen werden und wir schreiben im folgenden C° s ta t t 6'J. 
Der Ausdruck wt + wwx bedeutet die (innere) Ableitung von w(x, t) 
längs Cx (mi t Cx soll auch das Glied der Schar Cx durch irgendeinen P u n k t P 
bezeichnet werden, s. Fig. 1.). So haben wir 
(20') — = w, + wwx = (lu — l—l)w + C(t) . 
dt 
Bezeichnen wir mit [p] den Sprung einer Funktion p(x, t) längs CJ, dann ist 
nach (20') (da и und w keine Sprünge haben) 
dw 
ht 
= [ 0 ( 0 1 , 
Die innere Ableitung — h a t aber längs C\ keinen Sprung, denn w(x, t) ist. 
dt 
überall stet ig, also \C(t)~\ = 0, was zu beweisen war. — So hat die Funkt ion 
C(t) dieselbe Form in beiden Gebieten Tx und T2. Ihr W e r t in Tx ergibt sich 
unmit te lbar , wenn man in (19) x = 0 setzt: C(t) =—(v0 — l — 1)м>0. In. 
unserem Fal l ist speziell C(t) = const. Aus (17) und (19) 
[w(v - 1)L + w[w(v - l)]x = wt(v - 1) = (v - 1) [(« - 1 - l)w + C(t)]. 
Benützt m a n die Bezeichnung w (v — 1 ) =z in der obigen Gleichung bzw.. 
in (19), so erhalten wir 
(21) 
+ wzx = - ( z - l w + C(t)), 
wt = z — Iw + C(t), 
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d. h. ein System ähnlich (17), aber nur mi t zwei Funktionen z(x, t) und w(x, t). 
Die Nebenbedingungen lauten hier wie folgt: 
[2(0, t) = w0(v0 — 1 ), w(0, t) =w0, z(x, 0) = — w{x, 0) = — w0 
(da nach (17) wx(x,o) = — ut(x, 0) = 0 und w(0, 0) =w0 gelten). 
Die mi t (21) verknüpf te Randwertaufgabe ist mi t der ursprünglichen 
in dem Sinne gleichwertig, daß man aus irgendeiner Lösung der einen eine 
Lösung f ü r die andere Aufgabe konstruieren kann. 
Das hyperbolische quasilineare System (21) besitzt zwei Scharen von 
Charakteristiken. Die eine ist die oben definierte Schar Cv Die Geraden, 
parallel mi t Achse t bilden die andere Schar: C2. Die Ausdrücke zt -f- wzx 
bzw. w, sind ja innere Ableitungen längs dieser Scharen. Der Rand ж = 0 ist 
selbst auch eine Charakteristik, der R a n d t = 0 aber keine. 
23. Bestimmen wir die , ,Hauptcharakterist ik" C\ und unsere Funkt ionen 
längs dieser, d. h. die sog. „Wellenfront". 
Wir zeigen in 29. I., daß längs С? и = 0 ist. Dann folgt aus (20') (die 




also eine gewöhnliche Differentialgleichung für w° = w°(t). Betrachten wir 
z. B. den Fall r 0 = const., folglichC(t) — ( 1 + l — v0) w0 = const.; w°(o) = wa 
wegen bekommen wir 
(23) ufl == ufllt) = Wo(l + 1 ~ Po) + e-C+O'. 
l + l l + l 
dcc 
Da — = w°(t) ist, lautet die Gleichung von C\ 
dt 
(24) x = Щ(1 + 1 ~ Vo) t - W°V°
 e-C+iX + W° V° 
l + l (l+l)2 (l + l)2 
Gemäß (17) gilt 
vt + wxiv — 1) + wvx = V, + wvx + (v — 1) (lu — v) = 0, 
also längs C\ (wo и =u° = 0) 
dv° 
(25) — = (»I + wvx)° = (v° - 1) v°, 
dt 
woraus folgt 
v° = v°(t) = 
«\> + (!— v„) e' 
Wie wir es in 24. sehen werden, ist dies der Grenzwert von v bei einer Annä-
herung zu Cy von der Seite von Tx her. In demselben Sinne gibt (25) den Wer t 
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von Uf = —w x , (19) aber denjenigen von wt längs C<{. Es gelten ferner längs 
CJ die Gleichungen: и = 0, — = ut -f- wux = 0 und so ux = —— ut. 
dt w 
24. J e t z t t rennt sich unser Ausgangsproblem I. in die folgenden (II. 
u n d I I I . ) : 
II. Es soll das auf T2 und (21) bezügliche Caucliy'sche, nicht charakteris-
tische Anfangswertaufgabe gelöst werden, wo die Anfangslinie die n ich t 
charakteristische Achse x ist; 
III. Es soll die auf T2 bezügliche Aufgabe gelöst werden, aber die Anfangs-
linien (die Achse t und die Kurve C\) s ind hier Charakteristiken. Wir haben 
also mit einer charakteristischen Anfangswertaufgabe zu t u n . Die Randwer te 
(die Belegungen) sind von Fig. 2. ablesbar. 
Wie bekann t (s. [6]), besitzen beide Aufgaben genau je eine Lösung, 
die stetig differenzierbar sind und stetige gemischte zweite Ableitungen 
haben, d. h. die vereinigten Lösungen von II . und III . geben genau die ein-
zige Lösung der Aufgabe I., die stetig von den Anfangs- und Randwer ten 
abhängt. Von der Gestalt und Größe von T2 wissen wir nu r soviel, dass T2 
sich auf eine gewisse Umgebung der Achse x — gelegentlich auf den ganzen 
Teil x ^ 0, t ^ 0 der Ebene x, t unter C\ — ausbreitet (s. [7]). Das Gebiet 
Tx ist dagegen ein von Charakteristiken begrenztes Viereck. Das Abhängig-
keitsgebiet eines Punktes P wird in beiden Fällen durch die durch P gehenden 
Charakteristiken aus den Anfangslinien ausgeschnitten. Die erhaltene Lösung 
genügt allen unseren Bedingungen, ist einzig und stabil, folglich ist die Lösung 
des Problems. Der Sprung von v längs C\ t r i t t tatsächlich auf (s. in 29. I.) 
und nur hier, womit die behauptete Iden t i t ä t C\ = C\ bewiesen ist. Dagegen 
sind die Funk t ionen и und w im ganzen Gebiet T stetig (s. an derselben Stelle). 
— Da w°(t) m i t t ->- + oo endlich bleibt, ist die Lösung über alle Grenzen for t -
setzbar (also f ü r das ganze Gebiet T). I n den einigen Teilgebieten der F igur 
können die Lösungen der Reihe nach (s. die Numerierung der Fig. 4.) bes t immt 
werden. 
25. F ü r die Gewinnung von angenäher ten Lösungen kann die Gi t ter -
punktmethode von H . L E W Y , oder die I terat ionsmethode von R. C O U R A N T 
dienen, aber die erste gibt keine Näherungsformeln, die andere f ü h r t auf 
einen Iterat ionsprozeß mi t 12 Integralen (zwischen denen 4 zweifache In t e -
grale). 
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Viel einfacher ist eine andere von lt. COURANT und P . LAX s tammende 
Methode [7]: 
Durch In tegra t ion der Gleichungen (21) längs der entsprechenden Cha-
rakter is t iken bekommen wir die folgenden Integralgleichungen (s. Fig. 3.). 
z ( P ) = z ( M ) + f - ( ; z - l w + C)dt=z(A) + f — ( Z - l w + C)dx, 
J w J w2 
AP 
w(P) = w(B) + §{z -Iw + C)dt. 
A В x 
Figur 3. Figur i. 
Für nicht charakteristische Anfangswertaufgaben haben COURANT und LAX 
gezeigt, daß die auf Grund von (26) durchgeführte Iteration — in einem 
gewissen Gebiet — gleichmäßig gegen einer — der Funktionenklasse Cx + L i p 
(1) angebörigen — Lösung konvergiert , wenn die Anfangs- und Randwerte 
— wie je tz t — auch hierher gehören. Bei der Anwendung der Methode be-
s t immen sich die Charakteris t iken Cx auch durch dieselbe I te ra t ion (s. in 
29. II . ) mit . 
Unsere Aufgabe ist charakteristisch in Tx, n ich t aber in T2. Der genannte 
Prozess ist also f ü r T2 unmit te lbar anwendbar. Wi r machen davon auch in 
Tx Gebrauch, doch verschieben wir die Behandlung der Konvergenz zu § 4. 
Natürl ich gil t dies alles erstens nur auf ein kleines Gebiet in der Nähe 
der Anfangslinien, d a n n kann aber die Lösung stetig fortgesetzt werden, 
wie oben bemerkt wurde. 
W i r bestimmen unsere Näherungswerte aber nicht mit Hilfe von (21) 
und (26), denn eine noch einfachere, unmittelbare Methode wird da fü r dar-
gelegt werden (s. den P u n k t 28.). 
26. Wir geben aber erst noch eine weitere Methode an. 
D e n Gleichungen (17x)—(17a) gemäss gibt es zwei zweimal s tet ig diffe-
r e n z i e r b a r e F u n k t i o n e n cp =<p(x, t) u n d ip =ip(x, t), f ü r d ie 
( 2 7 j i<Px = v> ( f t = - ( v - l ) w 
\ y>x = u, ipt = — w 
gelten. Diese in (173) gesetzt erhäl t man 
(28) y>xt = Wtx = (Px —1 Vx> bzw. щ = ч> — l f + C(t), C(t) = (v0-l—l)w0t + c 
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Aus (27—(28) 
== (Фх — ! ) Wt bzw. ср
х
 + — <pt = 1 
— V/ 
Somit ergibt sieb folgendes System f ü r <p und ip 
1 
( 2 9 ) 




Die Gleichung der einen charakteristischen Schar (Cx) ist •— = hp — <p — 
dt 
— C(t) = w, die Parallelen der Achse t bilden die andere Schar (C2), d. h. 
die beiden Scharen stimmen mit denen des schon betrachteten Falles überein. 
Die Integralgleichungen sind als lineare — doch einfacher: 
( 3 0 ) 
<p(P) = <p(A) + \ dx = cp(A) + x' 
AP 
y>{P) = y>(B) + f (cp - l y> + C(t)) dt. 
BP 
Die Konstante с von C(t) kann best immt werden, wenn wir die Differential-
gleichung von C\ mi t ihrer durch den vorigen Weg gewonnenen Gleichung 
vergleichen. So h a t man с = —w0. Aus (27) (die Integrat ionskonstante sei 
als 0 gewählt) ergeben sich die Nebenbedingungen fü r <p und y>: 
<p(x, 0) = ip{x, 0) = 0 , <p(0,t) = - (v0 — 1) w0t, rp(0,t) = — w0t. 
Aus (30x) haben wir cp° = cp°(x) = x und aus (23), (27), (28) ip° = y>°(x) = — x-
Die auf G r u n d von (30) durchgeführte I tera t ion gibt gu te Näherungs-
wer te nicht rasch, da sich u, v, w aus Annäherungen von cp, ip durch Differen-
zieren erhalten lassen. 
27. Diese Me thode der E i n f ü h r u n g der Po tenz ia l funk t ionen <p u n d y> kann a u c h 
z u r Gewinnung v o n Lösungen in geschlossener F o r m verwendet werden , die von e ine r 
K o n s t a n t e und v o n einer wi l lkür l ichen F u n k t i o n a b h ä n g e n . 
Es sei 
g> + C(t) = D(x), 
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wo D (x) eine wil lkürl iche F u n k t i o n von x i s t . A u s (28) 
Vi + ly> = D(x), d . h . y>it + l щ — 0 
u n d so 
(ß) - w = vi = E(x) e - " 
(E (x) ist eine wi l lk . F . von x). 
H i e r a u s 
iß') 
( F (x) ist eine wi l lk . F . von x) 
u n d 
V - Ä v - » . F l F(x) 
(У) 
A u s (a) 
„ , rw ч 
« = V* = у ' ? ' + E (x). 
<Px=D'(x), f , = - C"(t), 
folglieh mit H i l f e von (27) und (ß) 
(ô) v = D (x) , «.(1 - v) = - C\t) 
bzw. 
- E(x) e » [1 - £>'(*)] = - C'(t). 
Dure l i T r e n n u n g d e r Variablen e rha l t en wir 
E(x) [1 — D'(x)] = C'(t) e" = Ä = const. 
a l so 
t> = D(x) 
( 1 7 3 ) , (y), (à) g e m ä s s 
К 
: E(x) ' 
К 
C'(t) = Ke~" . 
u n d so 
E\x) e-u = 1 _
 + A"(x) е -« - l F'(x) 
Als E n d r e s u l t a t b e k o m m e n wir 
<0 
v(x, t) = 1 
E ( x ) ' 
w(x,t) = - E(x) e ~ " 
u(x, t) 
eine Lösung in gesclilossener F o r m — (e) e r fü l l t (17) in der Tat — die aber bei ke ine r 
W a h l der wi l lkür l ichen K o n s t a n t e n К und der F u n k t ion E (x) allen Nebenbed ingungen 
я 
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genügt . Diese Lösung kann z. B. bei einer R a n d - u n d A n f a n g s w e r t a u f g a b e b e n u t z t wer-
den, wo и (x, 0) = 0 ist. Diese f ü h r t zu der Gle ichung 
л - М + вд-.1"0' 
die f ü r E (x) leicht gelöst werden k a n n . Die L ö s u n g enthäl t neben К noch eine K o n -
s t a n t e so, dass zwei weitere ü b e r u, v, w gestel l te Bedingungen er fü l l t werden k ö n n e n . 
Ähnlicherweise gelangen wir m i t der A n n a h m e q> С (t) = D (x) t s t a t t (a) zu L ö s u n g e n 
ganz ande re r A r t , die (18) n ich t genügen. Auf diese F ragen wird h ie r n ich t e ingegangen. 
28. Es ist eine sehr durchsichtige und auf viel bessere Näherungswerte 
führende Methode, bei der man (17) in seine charakteristische Form, also 
in ein System von drei Gleichungen fü r u, v, w überführt , indem jede Glei-
chung nur in einer Rich tung genommene Ableitungen enthäl t . Das wi rd 
auf folgende Weise erreicht. Aus (17) 
V, -f wvx = wx( 1 — v) = — u,( 1 — v) = (lu — v) (1 — v), 
mithin h a t man das System 
( v, + wvx = (lu — v) (l — v), 
(31) wx = lu — v, 
I u, = v — lu . 
Die charakteristischen Scharen sind genau die vorigen Scharen, aber es g ibt 
noch eine dr i t te C3: die Schar der x Achse parallelen Geraden. Es gehören zu 
jedem P u n k t 3 verschiedene charakteristische Richtungen (da w > 0 und 
beschränt ist); darum ist (17) hyperbolisch und (31) charakteristisch (jede 
Gleichung enthä l t Ableitung nur nach einer Richtung). Die Integralgleichungs-
formen unserer Gleichungen sind 
v(P) = v(A) + [ (lu — v) (1 - v) dt = 
AP 
= v(A) + С (lu - v) (1 - v) — dx , 
АР 
(32)
 w(P) = w(B) + f (lu - v ) d x , 
BP 
U(P) = u(C) + \ (u — lu) dt. 
CP 
Die Anfängslinien — die Achse x und t — sind jetzt beide Charakteristiken 
(charakteristische Anfangswertprobleme). Da (31) mit (17) und diese z. B. 
mit (21) gleichwertig ist und fü r (21) die Existenz u n d Eindeutigkeit der 
Lösung gesichert sind, können wir dasselbe auch über (31) behaupten, ferner 
zeigen wir (s. §4.), (wie oben bei zweigliedrigen Systemen), dass die Lösung 
auch hier mit I teration und zwar auf Grund von (32) gewonnen werden kann . 
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Dieselbe Tatsache h a t f ü r die nicht charakteristische Aufgabe und auch 
mehr als zwei Gleichungen einen unmit te lbaren Beweis (s. z. B. [7]). I m § 4. 
werden die Existenz, Einzigkeit der Lösung, die Konvergenz der I te ra t ion 
auch fü r den charakteristischen Fall gezeigt. Das ist von Wichtigkeit, denn 
sieh das System nicht immer in ein zweigliedriges überführen lässt. 
29. Die I terat ion vollzieht sich nach d e n Formeln 
V(n i , ( F ) = V(n)(A) + J (1щ
п
) — v(n)) (1 — v(n)) dt, 
C,(») 
(33) W(n i)(P) = W ( n ) ( ß ) + | (lu(n) — V(n))dx, 
SC 
u(„.i)(P) = Щп)(С) + J (v(n) - lu(n))dt, 
CP 
wo W(n), i\n), W(n), @i(n) die re-ten Näheningen von u, v, ic, C\ bedeuten . Folglich ist C,(n) 
die durch P (x', /') gehende In tegra lkurve d e r Gleichung A = w(n)(x,t). 
I. I m Gebiet T2 (unter C") nehmen wi r f ü r 0-te Näherungen die Werte (s. F ig . 6) 
1><о><Р) = «(Л) = 0 , wM(P)=w(B) = ufi(B), щ0)(Р) = u(C) = 0 . 
Dadurch e rg ib t die I tera t ion 
vin)(P) = Щп)(Р) = 0 , w(n)(P) = w\ B) = w'(t') . 
Die Grenzfunk t ionen dieser worden die Lösungen in T2 sein, d . h . in T2 (s. Fig. 6) 
v(P) = u(P) = 0 , w(P) = w°(t') = + e - ( G i ) ü . 
Diese erfül len (17), ferner die Anfangsbedingungen in der Ta t u n d — da gibt es keine 
andere zu Cx + Lip (I) gehörige Lösung des P rob l ems — das is t die Lösung in Тг. 
II . I m Gebiete Г , (oberhalb C°) m ü s s t e n die aufeinanderfolgenden Nähe rungen 
die auf dem R a n d e C° und x = 0 vorgeschriebenen Werte eigentl ich genau a u f n e h m e n . 
Wäre die Gle ichung von C\ in der Form t = t° (x) bekannt , d a n n könnten v°, w° als 
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Funk t ionen von x in den Formen v° = v° (x), w° = w° (x) geschrieben und als 0 - t e 
Näherungen die W e r t e 
v(0)(x, t) = vO(x), wM(x, t) = w»(a?). щ0)(х, 0 = ^ ( 1 - e - C - « * » ) 
gewähl t werden, die a m Rande stetigerweise in die vorgeschriebenen Wer te übergehen. 
I m vorliegenden Fal le können — wegen der Mangel de r expliziten Fo rme l t = 1° (x) — 
n u r solche erste, zweite, . . . , Näherungen gewonnen werden, die die Randwerte n u r 
näherungsweise au fnehmen , während selbst der eine R a n d (C[) m i t seiner Näherungs-
gleichung ersetzt wird . Eine ers te Näherung der geschilderten Art gewinnen wir, wie 
fo lg t : 
Nehmen wir in (33,) längs 6',(0) 
®<o) = "(A) = » 0 , w(„) = w(A) = w„, U(0) = U(A) = ^( 1 — e - ' G ) . 
(Der letzte Wer t wurde aus (173) d u r c h Integrat ion längs der Linie x— 0 mit dem Anfang-
swer t и (0, 0) = 0 erhalten.)  
Ebenso sei es in (332) längs BP 
®(o) = V(B) = ®0, ic<o) = w(B) = te0, t/(„) = u(B) = —" ( 1 e -lf) l 
u n d bei (ЗЗ3) längs C P 
V(o) = v(C) = v°(x'), щ
о) = w(C) = w°(x'), «(о) = u(C) = 0 . 
Die 0-to Näher img der sich du rch P(x',t') z iehenden Cliarakterist ik C1 sei t = t' + 
1 x' 
+ — (x — x'), woraus ÍA = t' . 
w0 w0 
Diese Näherungswer te längs der entsprechenden Charakter is t iken bilden zusam-
m e n noch keine (0-te) Näherungsfunkt ionen f ü r das ganze Gebiet n u r dienen z u r 
Best immung einer im früheren Sinne f ü r das ganze 7', eindeutig def in ier ten ersten Näh-
rung, die l au te t 
\ U'o' 
V(i){P) = t') = v0 + (v0— l)x'e 
"o 
w(i)(p) = С) = w0 - v0 x' e-ic , 
"(1 )(P) = П = Л*') V - t°(x')] • 
S t a t t der u n b e k a n n t e n F u n k t i o n t — 1° (x) nehmen wir als ihre 0-te Näherung t = x. 
«0 
Mit Hilfe von (25') haben wir d a n n 
u(i){P) = Щ
х




 ' v„ + (1 - v„) e*>. I «о J 
Zwecks der Gewinnung der zweiten Näherung bes t immen wir jetzt die erste Nähe rung 
von Сj aus der Gleichung 
dx , , ,, 
^й = t) = «•„ - »o xe-4 . 
Sie kann geschrieben werden: 
dx -j- (v0 xe-'i — t/'o) dt = 0 
,-a 
und wird nach Multipl ikation m i t e zu einer exak ten Gleichung, deren I n t e g -
ra t ion ergibt 
t 
_ ft е-н j' - f t
 e-"i 
xc ' — «'„ J e 1 dtl = const . 
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Das ist die eis te N ä h e r u n g der Schar C1,. Das sieh d u r c h P(x',t') z iehende Glied von 
C, ist 
<34) xe ' -x'e ' — w0 J e ' dt, = 0 . 
С 
Setzt m a n hier x = 0, so haben wir die Gleichung f ü r I а 
I e 1 dt, = x e ' 
.1 «o 
Г 
<lie n u r näherungsweise a u f lösbar ist. Aueli aus (34) gewinnen wir die Gleichung von C, 
in der expliziten F o r m 
t 
-f («-"-«-"') |' w (<-" - e-"') 
<35) x — x' e -f w0 .! e ' dt, = f,(t) . 
I' 
Die zweite Näherung ist d a n n 
r 
г
Ь)(х',П = e0 + I' [?«<,>(/,«), t) - vM(f,(t),í)] [ i — t)\dt. 
1л 
Bei der Best immung von w(2): 
X' 
Щг)(х , l') = w0 + Г [lt/(,)(x, t ) - >Ц,)(х, t')'\ dx = 
0 
= t a . Í f i f - 2L) »» <„. _ dx , 
.1 l » o + ( 1 —ve)&!».\ w0l w „ v J 0 
I xdx 
- — ~ einige Schwierigkeiten. Endlich ist A -f HeKX f 
щ
г
)(х',Т)= j [>(,)(«', t) -- 1щ,)(х', t)]dt = 
= |! L + ü„(e0 - 1) 1 x e " - —- J7 lV° J ^ fi - dt . 
J I M'o + l w„)J 
t'(x') 
In (35) x' = /' = 0 gesetzt , bekommen wir die erste N ä h e r u n g von C°. Sie ist 
t 
Г q - (<-" - <-"o 
ж = w 0 .1 e ' Ä , = / ? ( < ) 
о 
und ihre Inversé sei í = g j (ж). Dann gilt in der Formel von U(2) (x', V) : t° (x') = (x') 
Die hier au f t r e t enden unbes t immten In tegra le sind leicht bes t immbar . 
Die zweite Nähe rung kann noch durchgeführ t werden, wenn auch m i t viel Rech-
nung. Die Rechnung der d r i t t e n und höheren Näherungen stösst auf ernste Schwierigkei-
ten und k a n n prakt isch k a u m vollzogen werden. 1 3 A Matemat ika i K u t a t ó I n t é z e t Közleményei V. A/L—2. 
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§ 3. Existenz-, Eindeutigkeit- und Stabilitätssätze im Allgemeinen 
Schreiben wir das Gleichungssystem (10—12) in die Fo rm 
(36) u, + wx = 0 
(37) u, + lu — v = О V 
(38) » ( + [ ( t 7 - l ) w ] x = 0 
und betrachten dabei die Nebenbedingungen 
(39) u(x, 0) = u°(x) ^ 0 
(40) v(x, 0) = ^ 0 
(41) v(0,t) =v0(t)^9 
(42) w(0, t) = w0(t) > 0 . 
31. Es sei nun erst vorausgesetzt, dass alle vier Funkt ionen: u°, v°, v0 
und w0 stetig und in x ig 0, bzw. e g 0 stetig differenzierbar sind, nicht aber, 
dass die Grenzwerte 
u°(0) = lim v(x, 0) 
x - 0 + 0 
und u0(O) lim v(9,t) 
i—0+0 
übereinstimmen. Wir beweisen n u n erst, dass das System (36—38) mit den 
Nebenbedingungen (39—42) ein und nur ein stetiges und stetig differenzier-
bares Lösungssystem in T (x g 0, t g 0) besitzt, falls 
re°(0) = u„(0) 
gilt, sogar beweisen wir auch im Falle u°(0) =j= p0(0)> ^ a s s e s e i n e v o m Null-
p u n k t ausgehende, den Bereich T in zwei Teile (T = T2\jTx, s. Fig. 7.) 
zerschneidende K u r v e C\ und ein Lösungssystem des Problems gibt, welches 
in den offenen Gebieten T2 und Tx s tet ig und ste-
tig differenzierbar ist (kurz: zu C\ gehört), weiter 
и und w im ganzen T stetig sind, dagegen v 
längs einen Sprung besitzt. Wir zeigen ferner, 
dass dieses Lösungssystem in beiden Fällen stetig 
von den Randwerten u°, v°, v0, w0 abhängt . Es sei 
ja ers t bemerkt, dass der Fall p°(0) = v0(0) einen 
Spezialfall des allgemeineren Problems u°(0) ф 
darstel l t . Da wir fe rner nur in T2 bzw. in Tx ste-
tig differenzierbares Lösungssystem betrachten, 
so gilt nach (37), dass in beiden Bereichen auch 
und u„, also nach (36) auch wxl und wxx, 
1
/x stetig sind. Nach dem 
tx Figur 7. 
also nach (38) auch v 
Scbwarz'schem Theorem gilt also in T2 bzw. in Tx 
(43) uxt = ulx, vxl = vlx, wxl = wtx . 
Aus (37) und (36) folgt also f ü r T2 einerseits, f ü r Tx andererseits, dass 
V, = lu, + u„ = — (lwx 4- wx,) = — (Iw л- w,)x , 
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also dass 
- (Iw + iv,)x + [(» — 1) w]x = 0 
gül t ig ist. D u r c h In tegra t ion bekommt m a n 
/ЛЛ\ n i £ ,a I C**(t), falls P(x, t) € T2 
(44) — (lw + wt) + (v — 1 ) w = { w v ' 1 
\ C*(t), falls P(x, t) £ Tx 
d. h . 
( c**(t) 
(45) —(lw + wt) + (lu + ut—l)w = l w . ( G*(t) 
E s sei 
_ C*(t) = c* ; - C**(t) = c** . 
Nach (36) gil t also endlich 
(46) w, +wwx = [lu - (1 + l)]w + ( C* ( c* 
Es sei nun CJ e ingebet te t in e iner K u r v e n s c h a r Cv du rch die Different ial-
gleichung 
(47) — = w(x, t) 
dt 
def in ie r t . (46) k a n n man j e t z t auch in der F o r m 
(48) ^ = [ / « - ( 1 + 0 ] « , + } 
dt ( c* 
schreiben, wo also unter — d ie (innere) Able i tung von w längs der Schar zu 
dt 
verstehen ist. W i r beweisen n u n , dass 
(49) с* = с** = с 
gi l t . C"} ist ja d u r c h (47) u n d die Anfangsbedingung ж(0) = 0 def in ie r t . 
Da и und w s te t ig in T sind, bes i t z t die innere Ablei tung l ängs CJ eine h e b b a r e 
S ingular i tä t ; m i t и und w u n d mi t der e ideu t ig bes t immten Kurve C\ h a t 
näml ich auch dieselben R a n d w e r t e längs C\ von be iden Seiten her . So 
dt 
fo lg t aber nach (48), dass c* u n d c** längs C\ ebenso in T2 wie in Tx auch die-
selben Randwer t e besitzen, also, da sie be ide nur von t abhängen , sind sie 
ident isch, d. h. 
(50) с* = с** = c(t). 
Mit Hilfe von (37), (41) und (39) kann m a n a u c h den R a n d w e r t 
(51) u(0 , t ) = u0(t) 
1 3 * 
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und ebenso mit Hilfe von (36)—(37) und (39)—(40) auch 
(52) w(x, 0) = ?e°(x) 
bestimmen; dann ist aber aus (44) auch c* = c** = c(t) bestimmbar. Mit dem 
Problem (36—42) ist also das Problem 
(36*) ut + wx = 0 
(46*) wt -f- wwx = [Iu-( 1 +l)]w-M O 
(39*) 
(51*) 
u(x, 0) = 
u(0, t) = 
^ ° 1 . o ( 0 ) = 





w(0, t) = 
U . o ( 0 ) = 
u'o(t) > 0 ) 
.'o(O) 
gleichwertig, falls wir nur die Lösungen betrachten, die in T2 und in Tx stetig 
und stetig differenzierbar, in T aber nur stetig sind. 
Das hyperbolische, quasilineare System (36*) — (46*)— . . . —(42*) besitzt 
nun zwei charakteristische Seharen von Kurven, nämlieh die Schar, definiert 
durch (47) und die, definiert durch 
(53) x = const. 
(36*) —(46*) —(39*) —(52*) ist also in T2 eine gewöhnliche Anfangswert-
aufgabe mit zwei Veränderlichen, die — wie schon in § 2. bemerkt — in jedem 
endlichen Teile von T2 ein und nur ein stabiles Lösungssystem besitzt, sogar 
auch im ganzen T2, falls w°(x) beschränkt ist. Wurde diese Aufgabe gelöst, 
so kennt man die Werte von и und w längs C\ in Tx, ha t man also in Tx ein 
charakteristisches Problem zu lösen. Nach [6] bzw. nach § 2. ist es schon 
bekannt, dass das Problem (36*) —(46*)—. . . —(42*) ein und nur ein stabiles 
Lösungssystem (mit positivem и und w) in T besitzt, was aber in T vielleicht 
nur schrittweise (s. § 2.) zu zeigen, bzw. zu rechnen ist. Desselbe folgt aber 
dann auch f ü r das ursprüngliche Problem (36—42), w. z. b. w. 
32. Betrachten wir nun den Fall, wo -— dem vorigen Punkt gegenüber — 
die Funkt ion v0(t) nicht mehr stetig ist; übrigens ist dieser Fall von prakti-
scher Bedeutung: 
(54) u(x, 0) = w°(.r) = 0 
(55) v(x, 0) = v°(x) = 0 
> 0 , falls 0 ^ t < e 
(56) »(O,i) = ® o ( 0 = | e 
( 0 , falls e < t 
(57) w(0, t) = w0(t) = w0 = const. > 0 
bzw. ein solches Lösungssystem des Problems (36—38) bzw. (54 — 57), für 
welches и und w stetig in T, ferner u, v und w stetig und stetig differenzierbar 
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in T2, T* und T** sind (s. Fig. 8.). C\ ist ja die Kurve der Schar (47), 
welche durch die Anfangsbedingung 
(58) x(e) = 0 
definiert ist. Nach den obigen Überlegungen folgt auch jetzt, dass das betrach-
te te Problem mit einem (36*) —(46*)—.. . —(42*) ähnlichen äquivalent ist, 
also dass es ein u n d nur ein — den vorangehenden entsprechendes — Lösungs-
Figar 8. 
system besitzt, welches stetig von den Randwer ten abhängt . Die fehlenden 
Randwerte und die Werte längs C(( werden in dem folgenden festgestellt; 
es sei aber erst bemerkt , dass — wie die Gleichungen (36—38) zeigen, — das 
einzige, den Bedingungen entsprechende Lösungssystem in T2 das System 
(59) v(x, t) = u(x, t) = 0 und w(x, t) = w(t) 
darstellt , wo mit w(t) der Wert von w als Funkt ion von t auf C\ bezeichnet 
wird. Dieses System ist ferner — wie es schon bemerkt — eindeutig best immt 
und stabil. Bezeichnen wir dieses mit ue(x, t), ve(x,t), wc(x, t). 
Die Randwer te in T2 und in Тг bzw. auf Cx ergeben sich durch einfache 
Rechnung; unter Berücksichtigung von (37), (39*), (51*) bzw. (56) bekommt 
man 
(60) u0(t)= J4 (T)e -« ' -*>r fT = 
r«(l _ e~"), falls t g e 
le 
vne -it : 
le 
, falls t ^ e 
die Funkt ion c(t) wird aus (44) best immt, wenn man in (44) x = 0 einsetzt: 
(61) c(t) = w0[l+l-v0(t)]; 
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aus (46), (61) und (59): 
dw (62) 
dt + (1 + l)w = w0[l + l - MW , 
oder integriert mit der Bedingung w(0) = w0 und wegen (56): 
о 
(63) 
w(t) = г с 0 [ 1 - j = 
, t ^ e w 
vn 1 — - 0 (1 — e-0+i)t) 
e ( l + i y 
w. k-v0e~d+t)t 
e(i+/k _ 1 , t ^ e ; 
e(l + l ) 




— = w0 [1 - j v0(r) e -d+W-r) ) 
dt ô 
x(t) = ivJe — 
l «(1 + 0 
e + ( e - h + ' h - l ) 
v e(l-f)c 1 \ 
t — e+ 0 -[e-C+0'- e-C+'k] (/>£• 
i + r E(i + 0 l " 
Ähnlicherweise erhalten wir auf Grund von (25) und ve(t), 0) = — : 
v(t) = 
Vo — К — E) R' 
Die Funk t ionen v0 (t), u0(t), c(t), w(l), x(l) und v(t) bes t i tzen nun folgende Grenz-







lim v0(t) = v0 ó(t) 
£—0 
l im u0(t) = Vo e ~ " £—-0 
lim c(t) =w0[l + l~v0 <5(01 £—0 
lim w(t)= w0 [1 — v0 e~(i+0'] £—0 
lim x(t) = w0\t- (1 _ e-d+O <) I 
£—-О I f + t 
lim v(t) = - . £-.0 1 - е ' 
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Cf besitzt also die Grenzstelle, definiert du rch die Gleichung 
(71) x(t) = w0 | t - -b'» / ( i _ e - ( i + 0 ) l . 
Wir zeigen noch, dass auch Of eine Grenzstelle bes i tz t , falls e —> 0, u n d zwar fäl l t sie 
d a n n mit Of zusammen. Daraus folgt aber, dass das Problem (30 — 38) mit d e n 
Nebenbed ingungen 
u(x, 0) = v(x, 0) = 0 , t>(0, t) = ö(t), w(0, t) = w0 = cons t . > 0 
als einzige Lösung l im ue, lim ve, l i m w £ hat. 
£-.0 £—>0 E--0 
Figur y. 
Um nun zu zeigen, dass C* eine Grenzstelle bes i tz t , be t rachten wir Fig. 9. Nat Ii 
<60) und (59) sind längs Of bzw. längs x = 0 in T* 
(73) щ > 0 u n d folglich wx < 0 
gül t ig , und da das Lösungssystem in T , stetig di f ferenzierbar ist, gilt (73) auch noch in 
e iner Umgebung der obigen R a n d k u r v e n . Also gilt d ie Ungleichung 
<74) w(x + Ax, t) < w(x, t) . 
Somit folgt — f ü r genügend kleine e — dass C* im P u n k t e P* (x*, t) einen kleineren 
Richtungskoeff iz ien ten , a ls Of im P u n k t e P°(x, I) mit g le ichem t bes i tz t . 
C* s t r eb t also gegen Of, falls e — 0, w. z. b. w. 
Doch hat die mit dem Grenzübergang e —> 0 gewonnene Lösung f ü r das physikali-
sche Problem keine Bedeutung m e h r , da 0 <i v„ (t) <i 1 ständig gel ten muss, was h ie r 
n i ch t erfül l t ist, wie es (70') zeigt . 
§ 4. Ergänzung zu dem charakteristischen Problem. Frage der Existenz, 
Eindeutigkeit, Stabilität und Möglichkeit der Iteration 
Wir behandeln z. B. den Fal l des dreigliedrigen Systems (17) im Bereich 
T\ x 0, t ^ cp(t) (wo x = cp(t) =x°(t) die Gleichung der Hauptcharak te -
rist ik ist) mit den Randwerten von § 2. längs x = cp(t) und x = 0, die s amt 
mi t <p(t) zu Cx + Lip( l ) gehören, sich im P u n k t 0 aneinander s te t ig anknüpfen 
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(dabei ist <p'(t) > 0, <p(o) = 0). Die Kurven x = cp(t) u n d x = 0 sind Charak-
teristiken. — Wir suchen eine zu C\ + Lip( l ) gehörige Lösung der Aufgabe, 
f ü r die noch и g 0, v g 0, w > 0 gilt (Problem I.). 
Das Gebiet T geht mit der ein-eindeu-
tigen Transformation £ = x, r = cp(t) — x in 
das Viertel £ g 0, r g 0 der Ebene (£,т) über. 
Gleichzeitig gehen CJ in die Achse £, Achse 
t in die Achse r, die Geraden x = const, in 
£ = const., schliesslich die Geraden t = const, 
in die der Gerade г = — £ parallelen Geraden 
über und ändert sich damit der Charakter 
Cj + Lip ( l ) von (17) n icht . So ist das Problem 
L mit dem folgenden Problem II. gleichwertige 
(wir schreiben <p'(t) = y>(£, r) und dann x, t 
Figur 10. s t a t t £, r ) : 
( 7 5 ) 
y>v, -f [(v — l)w]x — [(v 
ip u, + wx — w, = 0 , 
tp Ut = V — lu. 
l )w], = = 0 , 
Der P a n d besteht jetzt aus den Achsen x und t. 
Die charakteristische Form dieses Systems ist 
( 7 6 ) 
w ( 1 —v)llu — v) . W — l 
V, 4 — — vx = — - , oder — 
y>—w tp — w w 
ivt — Wx = V — lu , 
V — lu 
rp 
v, + vx = 




Die drei Scharen von Charakteristiken sind: die Schar mit der Gleichung 
= — — , oder — = — - — (wozu auch die Achse x gehört), die Schar 
dx w dt гр — w 
C2 der t = — x parallelen Geraden, die Schar C3 der Geraden x — const-
t- 11 (x = 0 ) 
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Durch jeden P u n k t von x 0, / ^ 0 zieht sich je ein Glied der drei Scharen. 
Die Glieder von Cx sehneiden alle die Achse t, aber die Achse x nicht, da die 
Lösung der Gleichung — = —— 
dx w 
w 
— nach unseren Annahmen — mit den 
Anfangswerten eindeutig bes t immt ist. 
J e t z t zeigen wir, dass Problem II. genau eine Lösung hat, die s tab i l 
ist und mit I te ra t ion gewonnen werden k a n n . — Exis t ie r t die ver langte 
Lösung, dann kann (76) in die Integralgleichungsform 
(77) 
v(P) = v(A)+ j ( l - v ) (lu-v) (U = ф 1 ) + f ( l - v ) (lu-v) d x t 
y> — w w 
AP AP 
w(P) = w(B) + J (v - lu) dt, 
BP 
u(P) = u(C) V--ludt 
4> 
CP 
geschrieben werden, die mit (76) gleichwertig ist. Durch Einsetzen einer '«-ten 
Näherung in die rechten Seiten, gewinnt m a n die n -f 1- te . Zu einer e r s t en 
Näherung gelangt man z. B. dadurch, wenn m a n in allen rechten Seiten die 
Werte von u, v, w mit ihren Werten in den Punk ten А, В u n d С (s. Fig. 12.) 
ersetzt. So wird keine erste Näherung geliefert, doch die mit de ren Hilfe gewonne-
nen Funktionen uv vv sind alle Forderungen erfüllende erste Näherungen 
(z. B. nehmen sie am Rand die vorgeschriebenen Werte an) . 
Zeichnet m a n in der Ebene x, t ein Gebie t D, welches durch eine T r a p e z 
О ABC begrenzt wird (s. Fig. 13.), so kann der Courant-Laxsche Beweis [7 ] 
f ü r D auch in diesem Fall vollständig durchgeführ t werden. — Man sieht aus 
(77), wie wesentlich es ist, dass am Rande x = 0, t = 0 überall w > 0 (im 
vorliegenden Fall w — Wq — const. > 0) u n d ^ 9 gelten und <p'(t) i m m e r 
über einen positiven Wert bleibt . Der Beweis gilt erst nu r f ü r eine genügend 
kleine b > 0, aber — da diese Eigenschaften der ursprünglichen Randwer t e 
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sieh an D knüpfenden Parallelogrammen u n d mit der Achse t parallellen Strei-
fen mit der Bre i te Ô das ganze Gebiet x 0, t V 0 einnetzen. Damit s ind alle 
Lücken des Beweises der Paragraphen 2. und 3. ausgefül l t . 
(Eingegangen 18. Mai, 1959.) 
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О Б О Д Н О Й П Р О Б Л Е М Е Г А З О В О Й Д И Н А М И К И 
( Х А Р А К Т Е Р И С Т И Ч Е С К А Я Г Р А Н И Ч Н А Я З А Д А Ч А 
С Р А З Р Ы В Н Ы М И Г Р А Н И Ч Н Ы М И З Н А Ч Е Н И Я М И ) 
I . B I H A R I , Т. F R E Y и Á. P E T H Ő 
Резюме 
Сорбные явления, имеющие место при токе газовой смеси через трубу, 
при некоторых условиях ведут к смешанной задаче, связанной с квазилиней-
ной, гиперболической системой дифференциальных уравнений первого по-
рядка (17). Решение ищется в области Т(х V 0, t ^ 0). Задача различными 
способами может быть сведена к аналогичной проблеме системы из двух 
уравнении. Все эти задачи имеют ту особенность, что в гранично-начальных 
значениях одной из неизвестных функций имеется разрыв, задача не имеет 
решения, непрерывного во всей области Т . В работе доказывается, что суще-
ствует решение, которое везде кроме точек некоторой кривой, исходящей из 
центра системы координат, принадлежит классу функций С
х
 + Lip( l ) 
(если и граничные значения таковы), более того, остальные две функции 
непрерывны во всей области Т. Работа даёт решение в одной из частичных 
областей в явном виде, в другой даёт приближённое решение с помощью 
итерации на основании трёх однократных интегральных уравнений, причём 
и одна система характеристик находится с помощью итераций. Фронт волн 
также определяется в явном виде. В одном из исследованных специальных 
случаев разрывная функция принимает на двух осях два различных постоян-
ных значения, во втором — значение, заданное на одной из осей, — дистри-
буция Dirac-a. В противоположность предыдущим работам аналогичного 
содержания, работа не считает скорость газовой смеси постоянной. 
EINE MATRIXMETHODE ZUR LÖSUNG VON ANFANGS WERT AUFGABEN 
LIN EURER DIFFERENZENGLEICHUNGEN 
von 
Á. P E T H Ő 1 
In der vorliegenden Arbeit wird die Anwendung des Matrizenkalküls 
zur Lösung der Anfangswertaufgaben (im allgemeinen partieller) linearer 
Differenzengleichungen in dem Falle dargelegt, wo die Koeffizienten von einer 
Veränderlichen unabhängig sind. Zuerst wird die Methode f ü r die gewöhn-
lichen Gleichungen mit konstanten Koeffizienten explizit durchgeführt (§ 2), 
danach ein konstruktives Verfahren diskutiert, wie die Lösung einer partiellen 
Gleichung genannten Typs in Kenntnis der allgemeinen expliziten Lösungen 
der gewöhnlichen linearen Differenzengleichungen mit (im allgemeinen) ver-
änderlichen Koeffizienten zu erhalten ist (§ 3). In § 4 wird die rechentech-
nische Einfachheit der Methode an einem partiellen Differenzengleichungs-
system (das von einem Problem chemischer Na tu r herrührt) gezeigt, dessen 
Lösung andere Verfasser [1] mi t der Methode der erzeugenden Funktionen 
[2] bereits best immt hatten. 
Den Überlegungen liegt die einfache Bemerkung zugrunde, dass im 
kommutativen Ring der Matrizen der Form [A,_y] (A,_7 = 0 f ü r i < j) die 
ganzen rationalen Funktionen wie dieselben im Polynomring über den reellen 
Zahlen X Xkzk darzustellen sind, ferner dass die im Falle A0 =f= 0 existierenden 
Inversen auch Ringelemcnte sind (§1). 
§ 1. Einige Definitionen und Bemerkungen 
Wir heginnen mit einem Hinweis auf die einfache Tatsache, dass die 
Lösung der fü r die Funktion u(x) (x = 0 , 1, . . .) bestehenden linearen Diffe-
renzengleichung m-ter Ordnung 
m 
(11) JV ar(x) u(x + r) = h(x) (am{x) ф 0) 
r = 0 
mit den Anfangsbedingungen 
(12) u(q) = Me, Q = 0 ,1 , . . ., m — 1 (ме vorgegeben) 
1
 Zent ra l forse l iungsins t i tu t f ü r Chemie der Ungar i schen A k a d e m i e der Wissen-
s c h a f t e n , B u d a p e s t . 
2 0 3 
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eine rationale Funktion der Beiwerte ar(x), des Gliedes b(x) und der Anfangs-
werte uQ liefert: 





) bzw. Ru(ar) ganze rationale Funktionen der Veränderlichen 
« e ( 0 ) aÁx - m) 
«m(0)  
({? = 0, . . . , m — 1) sind. 
am(x - m) 
Da im Operatorenmodul der Vektoren von n Dimensionen (einschliess-
lich n = oo) — ihm als Operatorenbereich den R i n g der kommutativen 
quadratischen Matrizen и-ter Ordnung zugeordnet — dieselben Rechenge-
setze wie bei Zahlen gelten [3], muss das eben Gesagte auch in diesem Opera-
torenmodul bestehen; wir bewiesen also den 
Hilfssatz I. Die Lösung der linearen vektoriellen Differenzengleichung 
m-ter Ordnung mit vertauschbaren quadratischen Matrizenkoeffizienten 
(14) 2 Ar(x) u(x + r) = b(x) ( I Am(x) I Д 0 ; ж = 0 , 1 , . . . ) 
r—0 
mit den Anfangsbedingungen 
(15) k(q) — u , ß = 0,1 m — 1 (m vorgegeben) 
ist wie folgt: 
(16) u(x) = 2 P Á K ) Ъ(Я) + 2 Щ К ) U e , x > m - l , 
n=o e=0 
hierbei werden die sog. Resolventenmatrizen Pn(Ar), Rrj(Ar) dargestellt, indem 
man in den Funktionen PJar), Rn(ar) (s. (13)) für die Skalarveränderlichen 
Ae(0) 
A„,(0) 
K(x - m) 
Am(x - m) 
(g — 0,1, . . . , m — 1) ( П ) 
setzt. 
Die Lösung einer partiellen Differenzengleichung genannten Typs lässt 
sich immer — wie in § 3 gezeigt wird — zu der Lösung solcher gewöhnlicher 
vektorieller Differenzengleichungen reduzieren, in denen die Koeffizienten 
Polynome der (unendlichen) Matrix 
(18) I = [A,_y], X t 4 = á l W i l ( M = 1 ,2 , . . . ) 
d. h. Matrizen der Form2 
(19) 
k=0 
A0 0 0 . . . 
A ^ O . . . 
A2 A7 A0 . . . 
!
 Hinsichtl ich der Potenzen von I siehe [4]. 
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kürzer: 
д „ = [A,_y] ; Я,_у = 0 , wenn i — j =f= 0,1, . . . , n 
sind. 
Die Matrizen A n sind im Fall / 0 =f= 0 invertabel, insbesondere gilt für A0 = 1 
(110) i - =
 A n i = | I o + y x k i * 
k=\ 
= у 
V—0 k= 1 
Es ist nun leicht zu sehen, dass die Matrizen An (n beliebig, einschliesslich 
n = oo) einen kommutativen Ring definieren, in dem die Rechengesetze 
gelten : 
(111) = + 
(112) 2 К 1 к - 2 К 1 к = 2 Q Ó K + . . . 
die mit denen im Polynomring KXkzk über den reellen Zahlen Xk übereinstim-
men. 
Wir wollen nunmehr Л„ 1 nach den Potenzen von I ordnen. Nach dem poly-
nomischen Lehrsatz gilt 
(113) л» . 1 = У , A-kiY* •••(-K)k"ik'+-+nk-, 
wo kv k2. . . ., kn nicht negative ganze Zahlen sind. Hier ist der Beiwert von 
= 0 , 1, . . .) leicht zu berechnen; es gilt nämlich 
(114) k = kx + 2k2 + . . . +nkn = v + k2+ ... 1)*„, 
das heisst 
(115)
 v = k - k 2 - ... - ( n - l ) k n , 
folglich ist der Beiwert von Ik : 
(116) ;< D = v - ** - • • • - (» - 1 ) ^ ) ! ( - Я 1 ) > . . . . ( - Д„)*.. 
fc,+.. Ink„=k kx\ . . . kn\ 
Somit liaben wir f ü r A,,1 erhalten: 
( 1 1 7 )
 A n i = 
i S 
woraus zu sehen ist, dass An 1 auch dem erwähnten Matrizenring angehört 
(im Falle A0 =f= 0). Hiermit haben wir folgendes hostätigt: 
Hilfssatz II . Wählen wir für die Koeffizienten in (14) die Matrizen (s. § 3): 
(118) A,(x) = y ars(x) I" s ; r = 0, 1, . . . , m ; amn(x) = 1 , 
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wo die ars(x) beliebige Beiwerte und n eine nicht negative ganze Zahl bezeich-
nen, so gilt für die Inverse von Am(x): 
AA(x) = x y ( * - * , - . . . - ( » - ! , *„)! 
— — 7.. I !.. I 
(]]g) k=0 k,+ ...+nfc„=fc Kx\ . . . Kn\ 
x ( - « m , „ - Л * ) ) * ' 
ferner sind 
(120) M ^ Z ü l (g = 0,1, . . . , m — 1). 
Am(0) Ат(ж - m) 
Elemente des kommuta t iven Ringes von Matrizen [A,_ ;] = 0 f ü r i < /), 
deren ganze rationale Funktionen, somi t auch die Resolventcnmatr izcn 
Pj,Ar), Re(Ar) wie im Polynomring über den reellen Zahlen Xk be rechne t 
werden können. 
§ 2. Lösung der Anfangswertaufgaben von gewöhnlichen Differenzengleichungen 
mit konstanten Koeffizienten 
Zur Anwendung des Vorangehenden werden wir die explizite Lösung 
der gewöhnlichen Differenzengleichung 
(21 ) У asu(y + «) = c(y) (an = 1 ; у = 0,1, .. . ) 
s—0 
mit den Anfangs werten 
(22) 7/(<t) = w<a>, ff = 0,1, . . . , n — 1 (m<"> vorgegeben) 
ableiten. 
(21) ist — wegen des Bestehens von (21) bei y = 0, 1, . . . — mit dem l inearen 
algebraischen Gleichungssystem gleichwertig: 
an 0 0 u(n) c(0) 
П — I 
— 2 a a u (n) 
a^O 
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F ü h r t man die Matrizen (18) und die Vektoren 
(24) u = [u(n + y)] (y = 0 , 1 , . . . ) 
I n-\-y 
c(y) — V а„иО+У) у < n 
(25) b = [ % ) ] (y = 0 , 1 , . . . ) , Цу) = —о 
\ c(y), У > « - 1 




2as I"-«|ti• = b 
s = o ! 
и — > X V 
s=0 
folgt. Nach (118)—(119) gilt aber 
2 4 1 -
15=0 
2 Â - L 
k=0 
(28) 
V- ( k - k 2 - . . . - ( n - \ ) k n ) \ 
kx\...kn\ 
( - a n _ 1 ) " . . . . ( - a 0 ) " » , 
wo kv . . . , kn nicht negative ganze Zahlen sind. Somit haben wir als Lösung 
des Problems (21)—(22): 
c(0) -
<7 = 0 
71 -2 
c(l) — 
<7 = 0 
(29) u(y) = e*_nJ^?Xkl 
k—0 
b — Ay-n-i» •••>+] 
c(n — 1 ) — a0u("-
_c(y - n) 
wo ei den г-te Basisspalten vektor, d. h. 
(210) ef = [0 . . . 0 1 0 . . . ] ( » ' = 1 ,2 , . . . ) 
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bedeutet , oder nach einer Umformung 
y-n n—1 
Чу) = 2 ку-п-Лл) - У ( V n ^ + V , 
л=0 a=0 
( 2 1 1 ) 
xaa_x+. . . + Ay n_ f fa0) w<">, # < и - 1 . 
§ 3. Reduktion der Anfangswertaufgaben von partiellen Differenzengleichungen 
mit Koeffizienten, die von einer Veränderlichen unabhängig sind, zu denen 
der gewöhnlichen Gleichungen 
Im vorigen Paragraph wurde gezeigt, dass sich die Lösung einer gewöhn-
liehen Differenzengleichung — falls ihre Koeffizienten Konstanten sind 
— zu der einer vektoriellen Gleichung mit Matrizenkoeffizienten reduzieren 
lässt. Seien nun Differenzengleichungen von zwei (oder mehr) Veränderlichen 
betrachtet , deren Koeffizienten jedoch von einer Veränderlichen (sei у) 
unabhängig sind. Wir können die dargelegte Methode ohne weiteres auch 
zu ihrer Lösung überführen, wenn nähmlich die anderen Veränderlichen 
als Parameter behandelt werden. Im Folgenden wird das Reduktionsver-
fahren — der Einfachheit halber — für den Fall von zwei Veränderliehen 
durchgeführt . Es sei also die lineare Differenzengleichung m-ter bzw. я-ter 
Ordnung bezüglich x bzw. y f ü r die Funktion u(x, y) (x, y = 0, 1, . . .) 





У ars(x) u(x + r, y 
о 
s) = c(x, y) («m„(U = 1) 
о = 0,1, . .. , m 
a = 0 ,1 , . . . , n 
mit den Anfangsbedingungen gegeben: 
(32) u(Q, y) = u e(y), 
(33) u(x, a) = u<">(z), 
( 3 4 ) uE(O) = У+HQ) . 
Hier stellen ujy) und uM(x) vorgeschriebene Funt ionen von x und y dar» 
die noch der "Kompatibi l i tätsbedingung (34) genügen. (31) und (33) sind 
— wegen des Bestehens von (31) bei y — 0, 1, . . . — mit dem linearen alge-
braischen Gleichungssystem vom Parameter x, gültig für die Unbekannten 
и (x + г, n), и (x + r, n 4- 1), . . . gleichwertig: 
(35) 2 
arÁx) 0 0 
arjl_x(x) arn(x) 0 
an(x) . . 
ar0(x) . . 
0 . . . 
u(x 4- r, n) 
м(ж + r, n 4 1 ) 




c(x, n — 1) 
c(x, n) 
r=0 
n — I 
2 ara(x)u(°\x + r) 
a=0 
n-2 
JV ara(x) uia+r>(x + r) 
a = 0 
ar0(x) «("-0(x -f- r) 
0 
F ü h r t man die Matrizen (18) und die Vektoren 
(36) u(x + r) = [u(x + r, n + y)} 
(37) ö(x) = [b{x, y)](y = 0,l, ...), b(x, y) = 
(y = 0 , l , . . . ) 
m n—1—y 
c(x, y) — 2 У, arÁx) u(a+y)(x + r), y < П 
r=0 a=0 
c(x, y) , у > n — 1 
ein, so kann (35) in einer vektoriellen F o r m geschrieben werden: 
(38) 2 
r=0 
V ars(z) ГН u{x + r) = b(x) (amn(x) = !) • 
s=0 
Die zu der gewöhnlichen vektoriellen Differenzengleichung (38) gehörigen 
Anfangsbedingungen sind gemäss (32) 
(39) U(Q) = и = [u(Q, n + y)], Q = 0,1, .. ., m — 1 (y = 0,1, . . . ), 
Nun, da wir die Lösung von (38) neben (39) nach den Hilfssätzen I u n d I I 
schon ausführl ich besprochen haben, b le ibt also nichts anderes übrig, als 
aus der vektoriellen Lösung die Lösung des Problems (31)—(32)—(33)—(34) 
aufzuschreiben : 
( x—m m—1 I 
(310) u(x, y) = e * _ „ + 1 2 P^Ar) + 2 Ч х г ) «Л; х > т - \ , у > п - \ . 
VЛ=0 е=о ) 
Bemerkung: Das Reduktionsverfahren f ü h r t zu einer gewöhnlichen Diffe-
renzengleichung mit von x unabhängigen (also konstanten) Koeffizienten 
dann und nur dann, falls die ars(x) in (31) solche gewesen sind. 
14 А Matematikai Kutató Intézet Közleményei V.A/1 —2. 
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§ 4. Eine Anwendung : Lösung eines partiellen Differenzengleichungssystenis 
mit konstanten Koeffizienten 
Bei der mathematischen Behandlung der chemischen frakt ionier ten 
Verteilung [1] ergab sieh das partielle Gleichungssystem (Gleichung (1) loc. 
cit., abgesehen von den Bezeichnungen): 
(41) v(x + 1 , У + 1) == (1 - /) w(x, у + 1) + gv(x, y) 
% 
(42) w(x + 1, у + 1) = fw(x, y + l ) + ( l - g ) v(x, y) , 
wo / und g Konstanten bezeichnen und die folgenden Anfangsbedingungen 
gelten : 
I 1 , y = 0 , „ ( 1, x = 0 
(43) v(0,y = ; г>ж,0 = 
I 0 , у > 0 ( 0 , ж > 0 
(44) у)= 0 ; w(x, 0) = 0 . 
Das Gleichungssystem (41)—(42) ist in Gleichungen, bestehend allein f ü r 
v bzw. w, zu zerlegen: 
(45) v(x + 2, y + 1) - fv(x + 1, У + 1) - gv{x + 1 ,y) - hv(x, у) = 0 
(46) w(x + 2, у + 1) - fw(x + 1, у + 1) - gw(x + 1 , 2 / ) - hw(x, у) = 0 
(h = i - f - g ) • 
v erfüllt die Bedingung (43) und 
0 , y = 0 
(47) 0(1, y) 
sowie w die Bedingung (44) und 
(48) «Kl, y) = 
Я ' У =
 1  
О, у > 1 
О у = О 
i - g> у = i -
. о у> 1 
Da die Gleichungen (45) u n d (46) gleicher Gestalt sind, kann die gemein-
same Veränderliehe u(x, y) eingeführt werden, damit wurde uns die Aufgabe 
gestellt, die Differenzengleichung 
(49) u(x + 2 , у + 1) - fu(x + 1 , 2 / + ! ) — gu(x + 1, y) — hu(x, у) = 0 
mit den Anfangsbedingungen 
_ 0, ж = 0 
l a, и = О 
[О, у > О 
(410) и(0, у) = щ(у) \ ß, у = i ; 
[ о , : У > 1 
о 
и(х, 0) = м<°>(ж) = ( а ' : 
\0,х > О 
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zu lösen, wo die Relat ionen 
a = 1) 
(
 w (411) , a = 0 1 , .. enn u = v bzw. У w e n n u = w 
ß = si ß = i - g i 
gelten. Die Lösung von (49)—(410) ist auf die der gewöhnlichen Gleichung 
(412) u(x + 2) + axu(x + 1) + a0u(x) = b(x) ; w(0) = u0, «(1) = ux 
zurückzuführen (s. (211)): 
X —2 
(413) U(x) = К-2-Я Ч л ) - (Áx-2 ao) u0 - ßx-2 а1 + Ях-3 ao) «1 




(к - k2)\ 
fc,+2k,=fc лу « у
 k j 
к - кj 
A2 
( - « i ^ N - O o ) * ' , 
wo 2. bedeutet , daß in der Summierung nur die Wer te k2 ^ 0 mit к — 2k2 > 0 
k, 
berücksichtigt werden. Berücksichtigt man, daß Д
х
_2 (— a0) (x = 2, 3, . . . ) 
die Lösung von (412) (nämlich im Falle u0 = 1, ux = b(x) = 0 ) darstel l t 
und so die Iden t i t ä t 
(415) — Ax_x — ax Ax_2 -j- a0 Ях_з, x = 3, 4, 
— wie es leicht zu sehen, auch f ü r x • = 2 — besteht, so lässt sieh (413) noch 




x - 2 
U(X) = 2l Ях-2-Л Ь(Л) — K-2 a0 U0 + ftc-1 U1 ' 
л = 0 
Nach dem Redukt ionsverfahren setzt man 
x = 2, 3, . . . 
A 0 = - A I , A1 = - ( / P + ^ I ) ; 





j A a , x = О 
[О , x > О 
> ' в
л
« < ° ) ( х + r) = { - , y = 0 
, У > 0 
(also nach E in führung des Basisspaltenvektors ex) 
(419) Ь(ж) = 
(420) 
(421) 
haex, x — О 
О , ж > О* 
щ = [и(0,у+ 1)] =0, 
u1 = [u(l,y + l)] = ße1. 
1 4 * 
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Die Lösung unserer Aufgabe e rg ib t sich mi th in nach (310) und (416): 
(422) u(x, у) = e* {P0(Ar) 5(0) + Rß Ar) Ii,} = 
= e * ( b P „ ( A r ) + P 1 ( A r ) } e 1 ; x>\,y>0 
x—2—l 
l 
(x — 1 —l 
l 
wo 
(423) Po(K) = У 
(424) Л,(А
Г
) = 2 
S e t z t man nun 
(425) А (к) = [+,-/&)] = 
(AI) ' ( / I° + .9l)x"2-2 ' ( X - 2 - 2 1 A 0 ) 
( h l ) ' ( f l ° +gl)x^-21 (x — 1 - 2 1 ^ 0 ) . 
/fc-ZI 
l 
(hI)l(fV> + gl)k-21 ( k - 2 l ^ 0 ) , 
so sind P0(A r) = A (x — 2) u n d RßA,) = A (x — 1), wo sich die Matrizen-
elemente A,_;(&) nach dem binomischen Lehrsatz bestimmen lassen: 
к - l 
l 
fk~2> h1 j 2 
v—0 
k-2l !k _ 2Zj 
V I 
(426) А (4) = [ V / * ) ] = 2 
t 
M i t der Bezeichnung 
(427) l + v = n, d. h. v = n — l 
wird der Beiwert von I" (n — 0, 1, ...) 
(lY 
f 
I ' + v 
(428) Zn(k) = 2 
t 
oder unter Anwendung von 
(429) 
e rg ib t sich 
(430) Xßk) = >' 
к - l 
l 
fk-2lhl к - 2/i 
n — l I I / 
n-l 
k - l ik — 21 f / f c -Z) 
l ( n - Z 
- ) 
к — l 
n 
fk-2lhl n-l 
f k { f i 
2 
I 
к - ZI 
n I 
h 1  
gf 
Endl ich gelangt m a n nach (422) zur Lösung von (49)—(410) wie folgt: 
u(x, y) = efj{ha [Я,_;(ж—2)] + ß e1 = ha Xy_ßx-2)+ ßXy_ßx-\) --
(431) = a hfx~2  
+ ß f x ~ l 
2 [gy-1 
" V У - i w ® - 2 - 1 \ [ - 1 
l / J t 1 И V - l ) g f ) (x-2-2/^0) 
9 17—1 
• V y - 1 te — 1 - Z [-) 
f l Z l y — ' 1 g f ) 
x > 1, У > 0 
(х-1-2/2:0) 
(Eingegangen 4. November, 1958.) 
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П Р И М Е Н Е Н И Е М А Т Р И Ч Н О Г О И С Ч И С Л Е Н И Я К Р Е Ш Е Н И Ю 
З А Д А Ч И К О Ш И Д Л Я Л И Н Е Й Н Ы Х У Р А В Н Е Н И Й В К О Н Е Ч Н Ы Х 
Р А З Н О С Т Я Х 
Á . P E T H Ő 
Резюме 
В работе показывается применение матричного исчисления к решению 
задачи Коши для линейных уравнений в конечных (обычно частных) раз-
ностях в случаях, когда коэффициенты не зависят от одной переменной. 
Сначала получается явное решение обыкновенных уравнений с постоян-
ными коэффициентами (§ 2), после чего даётся конструктивный метод, с 
помощью которого решение уравнения в частных разностях может быть 
определено, если известно общее решение обыкновенных уравнений (вообще с 
переменными коэффициентами) (§3). В § 4 в качестве примера рассматри-
вается явное решение задачи Коши одной системы уравнений с частными 
разностями и постоянными коэффициентами, встречающейся в одной проб-
леме химии. 
В решениях используются лишь элементарные средства матричного 
исчисления и тот факт, что в коммутативном кольце треугольных матриц 
[ Я,_у] (Я,_;- = 0, / < / ; / , / = 1 , 2 , . . . ) справедливы те же правила, что и 
в кольце многочленов И Я
А
 zk над вещественными числами и что в случае 
Я0 ф 0 эти матрицы обратимы и обратные матрицы также являются элемен-
тами кольца (§ 1). 

ON CYCLIC EQUATIONS 
b y 
J . A C Z É L , M. G H E R M A N E S C U a n d M. H O S S Z Ú 
In this paper we consider the functional equation 
(l) F(xv x2 xp_v xp) + F (x2, x3, . . ., xp, xp+1) + . . . + 
~\~F(xn-p+1, xn_p+2,. .., xn_v xri) -f- F (xn_p+2, xn-p+3, ..., xn, x f ) + ... + 
F (xn, XX, . . . , Xp-2> xp-l) — 0 , 
where p g n are two arbi trary positive integers, xÇ S are independent variables 
and the values of the function F lie in a module, i.e. in an addi t ive abelian 
group M. We do not impose a n y restriction upon the set S a n d we suppose 
only that M be a module in which for every positive integer m g n the equation 
mX = A has a unique solution X = Ajm. 
In certain particular cases (1) was solved by elementar}1 methods ([4], 
[1], [2]). Here we give equally elementary methods for solving (1) in every 
possible case. 
1. Let f i r s t be p = n . 
(2) F (xv x2, xn-v xn) + F (x2, x3, . . ., xn, xx) + . . . + 
+ F(xn_x, xn, xv xn_3, жл_2) + F (xn, xv ..., xn_2, xn_x) = 0. 
Then 
F(xx, x2, ..., жп_1, xn) = F (x2, x3 xn, xß} 
F(x3, x4, . .., xx, x2) ... F (xn, xx, .. ., жп_2, xn—x) 
and 
n F(xv x2 ж п _ 1 ; XN) = F(xv x2, . . . , xn) — F(X2, x3, . . ., xn, xx) + 
+ F(x
 1 ; x2, ..., xn_v xn) — F(x3, x4, . . ., xv x2) + . . . + 
+ x2, ..., ж п _ г , xrl) — xv ..., xn-2, = 
= F(xx, x2, . . . , xn) — F(X2, X3, . . . , xn, xx) "T 
+ F(xv x2 xn_x, xn) — F(X2, x3, . . . , xn, xx) + 
+ F(X2 , x3, . . . , xn, XX ) — F(x3, x4, . . ., xv x2) + 
+ F(xv x2, ..., xn^v xn) — F(X2, X3, . . . , xn, xx) -f 
+ F ( X 2 , X3 xn, xx) — F(x3, x4, . . ., xv x2) + 
2 1 5 
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+ F(x3, aq, . . ., xv x2) — F(xit x-a, ..., x2, x3) + ... + 
4 ~ X2> • • • > Xn~l> Xn) ^ ( X 2 , X3> • • • ' Xn> X l ) + 
-j- F(x2, x3, . . ., xn, xx) F(x3, aq, . . . , Xx, x2) 4~ • • • 4~ 
4 ~ F{xn-1> Xn' • • •' Xn-3> Xn~2) P(Xn> Xí xn~2< x n - l ) -
By deno t ing the sum of members wi th positive sign b y n G (aq, x2, . . ., xn) 
(from nG — A G can be uniquely determined) we h a v e 
(3) F (aq, x2, . . ., aq_x, xn) = G (aq, x2, ..., xn—x, xn) — 
G (x2, x3, •.., xn, aq). 
On the other h a n d every func t ion of the form (3) satisfies the equat ion 
(2) a n d t h u s we have (cf. [2]) the 
Theorem 1. (3) is the most general solution of the f unctional equation (2). 
We remark t h a t t h e same consideration shows also tha t 
F(x) = G(x) — G(Cx) 
is the general solution of the funct ional equation 
F(x) + F(Cx) + . . . +F(Cn-1 x) = 0 
where x is element of a n a rb i t r a ry set, 0 is a cyclic ope ra to r with period n (C"x = 
= x) de f ined on this se t and the values of the f u n c t i o n F lie in a module 
in which the equation vX = A has a unique solution (ef. [3]). 
2. Now we take n 2p — 1 a n d wri te (1) in more detail 
(4) Fp(aq, x2, .. ., Xp_x, Xp) -f- Fp(x2, x3, ..., Xp, xp+i) -)-... -f-
4 " Fp(Xp> Xp+V • • • X2p-2> X2p-1) 4 " Fp{Xp+V Xp+2> • • • ' X2p—V X2p) 4 ~ • • • 4 ~ 
4 ~ Fp(Xn-p+l> Xn-p+2' • • • ' Xn~V Xn) 4 - Fp(Xn~p+2> Xn-p+ 3 ' • • • ' Xn> X l ) 4 - • • • 4 " 
+ F P ( X N , XV . . . , XP—2, XP_X) = 0 . 
We keep the var iables aq+ 1 , xp+2, . . ., xn cons tants a n d carry all members 
of (4) except Fp(xv x2, . . ., xp_v xp) on t h e right hand side. Thus we have there 
p — 1 members depending only upon x2, x3, ..., xp_v xp and n — p members 
depending only upon aq, x2, ..., aq_2, aq,_x : 
(5) F
 p(xx, x2, . . ., xp~ 1, xp) = H(x2, x3, . . ., xp—i, Xp) -f-
+ G(xj, x2, . . ., Xp~2, Xp_x). 
Pu t t i ng th i s back in to (4) we have 
G(xj, x2, . . ., xp_2, Xp_x) -T H(x2, aq, . . ., xp—1> xp) 4~ 
4~ G(X2, X3, . . . , xp_x, XP) -f- H(x3, aq, ..., XP, xp+1) + ... + 
+ Vr(xn, aq, . . . , xp—3, xp—i) 4~ H(Xy, x2, ..., Xp_2, a*p_x) = 0 
or by deno t ing 
(6) Pp~ 1 (®1> X2' • • • > Xp-2' -^p-i) = kl(xL, x2, . . ., Xp_2, Xp_x) + 
4" H(xi> x-2t • • • , xp-i> xp-1) 
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we arrive a t 
M p—1 (Xx, Xg, , . . , £p_ 2 , Xp-1) 4" к p—i (X2, X3, . . . , Xp—i, Xp) + . . . + 
+ Mp—i (xn, xx, . . . , Жр_3, Xp_2) = 0. 
We observe t h a t this is an equation of the form (4) with p — 1 ins tead 
of p. For p — 1 this equat ion is 
+ Mx(x2) + .. . + Fx(xn) = 0 
this involves 
(7) Fx(x) = 0 
(by keeping ж2, . . . , xn cons tant Fx(x) = С and from nC — 0, by our supposi-
tion on the unique solution of nX = A in M, C = 0 follows). We prove t h a t 
(8) F
 k(xx, x2, . . ., xk_x, xk) = Gk(xj, x2, . . ., xk_2, xk_x) 
G h (x2, x3, .. ., xk_x, xk) . 
By (7) this holds for к = 1 and if it is t r u e for к = p — 1 it holds for к = p 
too. In fact , if 
к p—l(®l> • • • I Xp~2. Жр_ j) = Gp_x (xx, x2, . . . , Xp_3, Xp-2) 
Gp-i (x2, x3, . .., Xp_2, Xp_x), 
then by (6) and denoting 
Gp(xx, x2,. . ., Жр_2, Жр_j) = G(xx, x2,..., xp_2, Жр_1) + вр_4 (ж2, x3,. .., xp_2, xp_x) 
we have 
H(xx, x2, ..., xp—2, Жр_4) = G(xx, x2, . . ., Жр_2, Жр_х) -f-
+ Gp_x (aq, ж2, . . . , Жр_j, Xp_2) G p _ x (x2, x3, . . . , Жр_2, жр_з) = 
= Bp_x (aq, aq, . . . , Жр_j, Хр_2) Gp(aq, aq, . . . , xр—2, Хр_х) 
and by (5) 
(9) Fр(х
х
, х2, . . . , Жр—i, aq) = Gp(xx, х2, ..., xр—2, Хр_х) 
G
 р
{х2, х3, . .., хр_х, aq) 
i.e. (8) remains valid for к = p, qu. e. d. Thus we have proved tha t eve ry 
solution of (4) is of the form (9). 
On the other hand every function of the form (9) satisfies the equat ion 
(4). Thus we have the 
Theorem 2. (9) is the most general solution of the functional equation (A) 
(n > 2p — 1). 
3. Now we consider the cases p < n < 2p — 1 and prove the following 
Theorem 3. The most general solution of the functional equation (1) is for 
p < n < 2p — 1 
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(10) F{xx,x2, ..., xp_v Xp) = 
Í/Q (xx, x2, . . . , xp_2, X p _ x ) G0 ( X 2 , X3, . . . . Xp_J, Xp) -j-
[(2p-n)/2] 
+ Z Z (ж1> x2' • • • > xk' xn-p+k+l' • • • ' x p - l ' x p ) ~ k = 1 
G к (xp-k+\< xp-k+2> • • • > Xp> XV • • x2p-n-k)] • 
For sake of better understanding we effectuate the proof in the case 
n = 4, p = 3 bu t in a manner valid also in the general case. Thus we prove 
tha t 
(11) F (xx, x2, x3) = G0 (xv x2) - G0 (x2, x3) + Gx (xx, x3) - Gx (x3, xx) 
is the most general solution of the funct ional equation 
(12) F (xx, x2, x3) + F (x2, x3, x4) + F (x3, x4, xx) + F (x4, xx, x2) = 0 . 
ln fac t , p u t x4 — с in (12): 
(13) F (xx, x2, x3) + F (x2, x3, c) + F (x3, c, xx) + F (с, xx, x2) = 0 . 
We see t h a t here already all members except F (xx, x2, ж3) depend only 
from two ( < p) variables. By adding members of the form of the r ight-hand 
side of (11) (we will call expressions of th is form G-expressions) we can change 
these latter members into such ones, where the xrs if not kept constant s tand 
just on the г-th places in the function F. 
F (xx, x2, x3) + F (xx, x2, c) + F (xx, c, x3) + F (с, x2, x3) + 
+ F (x2, x3, c) + F (x3, c, xx) + F (с, xx, x2) — 
— F (xx, x2, c) — F (xx, c, x3) — F (с, x2, x3) = 0 
i.e. 
( 14) F (xx, x2, x3) = Gx (xx, x2) - Gl (x2, x3) + 6'} (xx, x3) — G} (x3, xx) — 
— [ F (xv x2j c) + F (xx, c, x3) + F (с, x2, ж3)] , 
where 
(15) Gl (xx, x2) = F (xx, x2, c) — F (с, xx, x2) , 
G\ (xx, x3) = F (xx, c, x3) . 
In order to reduce the members F (xx, x2, c) + F (гг, с, x3) + F (с, х2. х3) 
in (14) which have not ye t the form of G -expressions into functions of less 
variables (here already only one variable) we put x3 = с resp. ,r2 = с resp. 
xx=c in to (13) and get 
F (xx, x2, c) + F (x2, c,c) + F (с, с, xx) + F (с, хх, х2) = 0 , 
F (iх
х
, с, х3) + F (с, х3, с) + F (х3, с, хх) + F (с, хх, с) = 0 . 
F (с, х2, х3) + F (х2, х3, с) + F (х3, с, с) + F (с, с, х2) = 0 . 
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We apply the same way of t ransformations to these equations by which 
we got (14) f rom (13): 
F (xv x2, c) -f F (xlt c, c) -f F (с, с, ж3) + F (с, ж2, х3) + 
_+ F (х2, с, с) + F (с, с, жх) + F (с, xv х2) — 
- F (xv с, с) - F (с, с, х3) - F (с, х2, х3) = 0 , 
F (xv с, х3) -f F (с, х2, с) + F (хх, с, х3) + F (с, х2, с) + 
+ F (с, х3, с) + F (х3, с, хх) + F (с, х^) с) 
- F (с, х2, с) - F (хх, с, х3) - F (с, х2, с) = 0 , 
В (с, х2, х3) + F (ж1; х2, с) + F (хх, c,c) + F (с, с, х3) + 
+ F (ж2, х3, с) + F (ж3, с, с) -f F (с, с, х2) -
- F (xv х2, с) — F (xv с, с) — F (с, с, х3) — 0 . 
In t he equation obtained by add ing the last th ree equations there 
will f igure besides the requested members F (xx, x2, c) -f- F (ж1; c, x3) + 
+ F (с, x2, x3) only G-expressions and funct ions depending on only one vari-
able: 
2 [F (xv x2, c) + F (ж,, с, ж3) + F (с, х2, ж3) + 
(16) + F (ж1; с, с) A- F (с, ж2, с) + F (с, с, х3) ) = 




, ж2) = F (xv х2, с) — F (с, xv ж2) + F (ж1; с, с) — F {с, xv с) + 
(17) + F (с, х2, с) — F (с, с, ж2) , 
I Gf (xv ж3) = F (ж1, с, ж3) + F (xv с, с) A- F (с, с, ж3) . 
By our supposition on the solvability of mX — A (m = 2 ) we can write over 
(16) as follows: 
(18) F (xv ж2, с) + F (xv с, ж3) + F (с, ж2, ж3) = 
= - L0о (х1> хг) — Go (х2> хз) + Gi (xv хз) — Gí ix3' +)] — 
- [ E (xlt c,c) + F (с, x2, c) + F (с, с, ж3)]. 
F ina l ly we apply t he same t ransformat ion process as before upon t h e 
last b racke t of (18). We p u t into (13) ж2 = ж3 = с resp. xx = ж 3 = c resp-
xx — x2 — с and get 
F (жи с, с) A- F (с, с, с) F (с, с, х
х
) + F (с, xv с) = 0 , 
(19) F (с, х2, с) A- F (ж2, с, с) + F (с, с, с) A- F (с, с, ж2) = 0 , 
F (с, с, ж3) + F (с, ж3, с) A- F (ж3, с, с) + F (с, с, с) = 0 . 
We remark tha t (13) with жx — x2 = x3 — с implies 
4 F (с, с, с) — О 
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a n d by the uniqueness of t he solution of nX = A (n = 4) 
F (с, с, с) = 0 . 
Taking th i s into account we write the equations (19) in the form t rans-
formed with G-expressions a n d add them: 
(20) 3 [F (ay c,c) + F (c, ay c) + F (с, с, x3)] = 
= G3 (xv x2) — Gl (ay aq) + G? (ay xa) — G'3 (ay aq) , 
where 
( 2 1 ) / Ol (aq, x2) = F (ay c,c) — F (с, aq, с) + F (с, х2, с) - F (с, с, х2) , 
[ GJ (aq, х3) = F (aq, с, с) + F (с, с, х3) . 
We divide (20) by 3 (ЗХ = A has a unique solution), we pu t this in to 
(18) and substitute, finally t he equation thus obtained into (14) to arrive a t 
l a s t to 
(11) F (ay ay aq) = G0 (ay aq) — G0 (ay x3) + Gx (ay x3) — Gx (ay aq) 
where 
Oj — G) — Gf /2 -f G?/ 3 (г = 0 , 1 ) 
G\ (г = 0, 1; j — 1, 2, 3) being the functions defined in (15), (17), (21). 
Thus we have proved t h a t (12) implies (11). On the other hand one 
verifies immediately tha t every function of the form (11) satisfies the equat ion 
(12). So it is in the general case p < n < 2p — 1 too and thus Theorem 3 is 
proved. 
The reader may remark tha t we did not use in this proof the equat ion 
(12) in its ful l generality only the particular case aq = с (13) of it. This is so 
in the general case too: in order to get the solution (10) it is enough to suppose 
t he validity of the funct ional equation (1) for one special constant value с 
of the variables xp+1, xp+2, . . . , ay while aq, ay . . . , aq,_1; xp vary a n d 
our result (10) shows tha t t h e n (1) remains valid also for independently var i -
able aq, ay . . . , aq_x, ay . . . , ay 
We remark tha t also Theorem 2 can be proved by the same method 
b y which we proved Theorem 3. On the o ther hand the methods applied t o 
prove Theorems 1 and 2 can also be applied to prove the special cases of Theo-
rem 3, moreover in these considerations (cf. 1. 2) the existence of a unqiue 
solution of mX = A is needed only for m = п. 
(Received October 27, 1959.) 
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О Ц И К Л И Ч Е С К И Х У Р А В Н Е Н И Я Х 
J . ACZËL, M. G I I E R M A N E S C U и M. HOSSZÚ 
Резюме 
Работа занимается решением функционального уравнения (1), где 
переменные являются элементами любого множества, а значения функции 
элементы такого модуля, где уравнения вида т Х = А при любых натураль-
ных т, не превосходящих п, имеют единственное решение X. Наиболее 
общее решение (без всяких условий регулярности) имеет вид (3), (9) или (10), 
в зависимости от того, будет ли p = n, п ^ 2р — 1 или p < п < 2р — 1 . 
В этих трех случаях фигурируют и разные доказательства, хотя некоторые 
из них могут быть применены и в других случаях. 

SUR UN ÉTAT PSEUDO-STATIONNAIRE INTERVENANT DANS 
LA THÉORIE DU MÉLANGE 
p a r 
G . A D L E R 
§ 1. Introduction 
M. A. R É N Y I s'occupe dans son travail [2] de la déterminat ion de la 
par t ie d 'une matière s'écoulant à travers un réservoir, resp. à t ravers un sys-
tème de réservoirs couplés en série, qui passe dans le réservoir, resp. dans le 
système de réservoirs un temps plus court q u ' u n e durée donnée. M. A. R É N Y I 
résoud le problème à l'aide du calcul des probabilités. Mais il examine le proces-
sus du mélange stationnaire, en faisant abst ract ion de la pér iode initiale se 
réalisant au commencement du mélange. 
Dans ce t rava i l nous résolvons le problème discuté p a r M. A. R É N Y I 
à l 'aide de la théorie des équat ions aux dérivées partielles, dans une forme 
plus générale. Il résultera de not re solution que dans le problème spécial 
considéré par M. A. R É N Y I on rencontre un cas extraordinairement surprenant 
e t t ou t à fait propre aux processus initiaux, à savoir, immédiatement après 
le commencement flu mélange il se produit un é t a t stationnaire dans un certains 
sens. Cet état stationnaire, nous l 'appellerons pseudo-stationnaire. 
§ 2. Etablissement du problème 
La matière pénétrant dans le réservoir T subit une cer ta ine modifica-
tion qualitative pendan t son séjour dans le réservoir, modification qui p e u t 
ê t re caractérisée pa r une fonction strictement monotone du t e m p s passé dans 
le réservoir. Nous l 'experimerons de telle manière que la mat ière est assujett ie 
dans le réservoir à un „vieillissement" continu. É tan t donné que la fonction 
caractérisant la modification quali tat ive est une fonction s t r ic tement monotone, 
on peu t caractériser la qualité des parties respectives de la matière simple-
men t par le temps passé dans le réservoir, pa r „l 'âge" de la pa r t i e considérée. 
Donc la matière ne vieillit que pendan t son sé jour clans le réservoir, en dehors 
du réservoir son âge ne varie pas. 
Nous désignons le temps p a r t, l'âge de la matière par r . Naturellement 
r ne peut pas ê t re négative. 
Dans le réservoir au moment initial t = 0 il se trouve une quantité V0 
de matière d'âge r = 0. Au moment t on in t rodu i t dans le réservoir d u r a n t 
le t emps dt la quant i t é v(t) dt, resp. on en retire la quantité de matière w(t) dt. 
Soient 
la quant i té de la mat ière d'âge ^ r introduite par un i t é de temps 
A (C, T) — , 
la quant i t é totale de la matière introdui te par u n i t é de temps 
2 2 3 
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la quantité de la matiere d âge g x retiree par unite de temps 
о (t, x) = ^  
la quant i té totale de la mat iè re retirée p a r unité de t e m p s 
e t f inalement 
la quantité de la matière d ' âge g x se t r o u v a n t dans le réservoir A(t, x) la quanti té to ta le de la mat iè re se t r o u v a n t dans le réservoir 
L 'équat ion engendrant le processus du mélange peu t se déduire pa r le 
raisonnement qui suit: la quanti té de la matière d 'âge g x + dt se t r o u v a n t 
dans le réservoir au m o m e n t t + dt es t égale à la q u a n t i t é de matière d'âge 
g x se t r o u v a n t dans le réservoir au moment t, augmentée resp. d iminuée 
de la quan t i t é de matière d'âge g x + dt introduite resp. retirée p e n d a n t la 
durée dt: 
V(t + dt) A(t + dt, r + dt) = 
= V(t) A(t, x) + a {t, x + dt) v (t) dt — b(t,T+ dt) w (t) dt, 
où V(t) signifie la quant i té totale de la matière se t r o u v a n t dans le réservoir 
au moment t: 
V(t) = V0+ f [v(t) - w(t)] dt. 
о 
D'ici, après un ar rangement et une division par dt, on obtient pour dt 0 
l 'équation eherchée: 
— (AV) + — (AV) = a(t, T) v(t) - b(t, r) w(t). 
dt dx 
Supposons le mélange idéal, ce qu i veut dire que 
b(t, x) = A(t, r). 
Pour simplifier, supposons que V(t) es t indépendante du temps: V(t) = F 0 . 
Alors not re équation p e u t s'écrire sous la forme su ivan te : 
dt от V0 
C'est une équation aux dérivées part iel les de premier ordre. La solution 
A(t, x) ne possède de signification physique que dans le quadran t (t g 0, r ^ 0) 
du plan (t, x). Si a(t, r) = 0 pour r > t, alors dans la partie sat isfaisant 
à l 'inégalité т > t de ce quad ran t A(t, x) = 0, parce q u ' a u moment t il n 'existe 
pas de mat ière d'âge p lus grand que t en aucun lieu. Pour tan t dans le reste 
satisfaisant à l'inégalité x g t du q u a d r a n t (t g 0, x g 0), comme on le verra 
dans le § 2, la solution es t univoquement déterminée p a r la condition 
A(t, 0) = 1 (t g 0). 
Cette condition exprime que chacune des parties de la matière se t r o u v a n t 
dans le réservoir est d ' âge ^ 0. 
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§ 2. Solution (lu problème 
Le système d 'équat ions paramétr ique des caractéristiques de l 'équat ion 
aux dérivées partielles (1) (voir [1]), en prenant p o u r paramètre la variable 
r , est le suivant : 
* = dr 
" . „ i - A + m r n . 
dr v
 0 
On obtient de la première équat ion 
(30 t = r + t0. 
En le remplaçant dans la seconde équat ion: 
dr Fn 
D'ici 
(32) A = 
T 1 ' 1 
Y r
 v- I' v(x+t,)dx -, — — fi>(x+í„)<íx 
A +— \ a{V + t0,4)v(ri + t0)-e diÀe 'b 
f о •' J 
Dans l 'équation (32) la constante d'intégration M0 peut être déterminée 
à par t i r de la condition A(t, 0) = 1, e t il en résulte 
A = 1 
E n expr imant la constante d ' intégrat ion t0 de l 'équation (3X): 
t0 = t— r , 
et en la remplaçant dans l'expression (32), on en obt ien t la solution cherchée: 
A(t, r) = 
(A) 








— y \ «Kx+t-r)dx 
( r g t ) . 
La fonction A(t, r) possède une discontinuité sur la droite t = r, e t comme 
nous l 'avons déjà mentionné, pur r > t on a 
A ) A(t, r) = 0 ( r > i ) . 
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Cette solution devient essentiellement plus simple, si nous l 'employons 
pour le cas spécial discuté par M . A. R É N Y I . Alors 
. . . I 0, si r > 0 
a(t, r ) = 
\ 1, si r = 0 , 
e t 
v (t) = с (constante). 
Dans ее cas on obtient : 
A(t, T ) e , si T i t 
0 , si r > t . 
Nous avons obtenu le résul ta t su rprenan t que la fonct ion A(t, r) est 
indépendante du temps t dans l 'intervalle 0 si r <L t où elle ne s'annule pas. 
Donc à chaque moment Z2 la distribution de la matière se t r ouvan t dans le 
réservoir et ne surpassant pas l 'âge r = Z, (Z2 > Z,) est la même distribution 
qu ' au moment Z,. Ce résultat p e u t être aussi interprété d 'une aut re manière: 
la quanti té de matière d'âge > r , en supposant qu'il existe déjà une telle 
matière dans le réservoir, est indépendante du temps. Ce phénomène sera 
appelé état pseudo-stat ionnaire . 
Après cela, nous passons à la discussion du cas où les réservoirs 
T v T2, ..., Tr en nombre r sont couplés en série. Le couplage en série signifie 
que la matière retirée du réservoir Ti sera introdui te dans le réservoir Ti+1. 
l^es données relatives au réservoir T, seront indiquées par les notations déjà 
employées, affectées de l ' indice i. 
Les réservoirs sont supposés identiques à tous les po in t s de vue, et la 
matière assujet t ie à un vieillissement uniforme dans chacun des réservoirs. 
La matière s 'écoulant emporte son âge de réservoir en réservoir e t elle, devient 
plus vieille dans chaque réservoir. Ces conditions peuvent se formuler de la 
manière suivante : 
b,(t, T) = A,(t, T) , 
ai+1(t, r) = bft, r). 
Au moment initial t = 0 supposons présente une quant i té V0 de matière 
d 'âge r = 0 dans chaque réservoir. Alors chaque inconnue A, (Z, T) peut-
ê t re déterminée à l'aide des formules (4), d ' une manière telle que dans la 
détermination de Ai+1 (t, x) la fonction a / + 1 (Z, r ) soit remplacée par la fonc-
tion ai+1 (t, r ) = Ai (Z, T), déterminée dans la période précédente. 
Alimentons le premier réservoir d 'une matière d'âge r = 0, c'est-à-dire 
soit 
I 0 , si T > 0 
I 1, si T = 0 . 
Alors en ver tu do la formule recursive 
Ai+1(t,r) = 
1 + — I Aßy + t - r ^ A e y dr, 
" J Y 
о 
e v° , si r ^ z 
0 , si r > Z, 
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comme on peut le vérifier à l'aide du raisonnement pa r récurrence, on obtient: 
An(t, T) = 
n-l 
t 
— г ! 
0 , si r > t 
( « = 1 , 2 , . . . , r ) . 
Nous rencontrons de nouveau un cas pseudo-stationnaire : au moment 
t, dans aucun réservoir, la distribution de la matière d 'âge ^ í ne dépend pas 
du t emps t. 
Enf in , pour la quant i té totale 2Í, (t, r) de la matière d'âge + r se t rouvan t 
dans le système de réservoirs en nombre r, on obt ient : 
%(t,r) = An(t,r) = V0e 
r— 1 






si T > t. 
Au cas où t —>- °o, quand la restriction r < t doit ê t re considérée satisfaite 
pour chaque valeur r finie, nos résultats se t rouvent conformes aux solutions 
données par M . A. R É N Y I . 
(Reçu le 18 Décembre 1959.) 
B I B L I O G R A P H I E 
[1] C O U R A N T , R . — H I L B E R T , D.: Methoden der Mathematischen Physik, II . Verlag Sprin-
ger , Berlin (1937) 51 — 53. 
[2] R É N Y I A.: „Autok lávok soros és pá rhuzamos kapcsolásáról és A keverés e lméletéről ." 
MTA Matematikai Kutató Intézetének Közleményei 4 (1959) 155—165. 
О П С Е В Д О С Т А Ц И О Н А Р Н О М С О С Т О Я Н И И , В С Т Р Е Ч А Ю Щ Е М С Я В 
Т Е О Р И И С М Е Ш И В А Н И Я 
GY. A D L E R 
Резюме 
Автор занимается решением проблемы исследованной A. R É N Y I в 
работе [2 ], в нестационарном случае. Эта проблема следующая : вещество, 
вступающее в резервуар Т, непрерывно „устаряется". В резервуар в момент t 
вводится и выводится из него за единицу времени количество v(t) вещества. 
В начальный момент t = 0 в резервуаре находится количество V0 вещества 
возраста т = 0. Пусть 
15* 
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a(t, r) = 
A(t, r) = 
количество вещества введенного в 7" за единицу времени, возраст 
которого не менее т 
количество всего вещества, введенного в Т за единицу времени 
количество находящегося в Т вещества, возраст которого не 
меньше т 
количество всего находящегося в Т вещества. 
Пусть в резервуаре смешивание будет идеальным, т. е. введенное в 
резервуар вещество сразу же равномерно смешивается с находящимся там 
веществом. Тогда решение проблемы дается формулами (4
Х
) и (42). 
В том случае, когда v(t) — с (постоянная) и 
. ( 0, если т > О 
a(t, т) = 
( 1, если т = О , 
решение дается формулой 
A(t, т) : e , если т g; t 
О, если т > t . 
Мы получим неожиданный результат, согласно которому функция A(t, т) 
на отрезке 0 ^ т t, где она не исчезает, не зависит от времени t. Это явле-
ние называется псевдостационарным состоянием. 
В том случае, когда в ряд включено г резервуаров, во всех отношениях 
тождественных резервуару Т, в полученной таким образом системе скорость 
протекания вещества снова равна постоянной величине с и во всех резер-
вуарах в момент t = 0 имеется по количеству V0 вещества возраста т = О, 
то для количества вещества 81
 r(t, т) в момент /, возраст которого не прево-
сходит г, получается формула 
%(t, т) = 
г-1 
i = 0 г ! 
О, 
если т áj t 
если т > t . 
И в этом случае речь идет о псевдостационарном состоянии. 
ÜBER DIE CHARAKTERISIERBARKEIT PARTIELLER DIFFERENTIAL-
GLEICHUNGEN ZWEITER ORDNUNG MIT HILFE DER 
VARIATIONSRECHNUNG 
von 
F. B A L A T O N I 
Einleitung 
Es ist eine bekannte Tatsache der Variationsrechnung, daß sich zu 
mehreren elliptischen und hyperbolischen Differentialgleichungen solche 
Variatonsprobieme f inden lassen, deren Eulersche Gleichungen die gegebenen 
Differentialgleichungen sind. So ist zum Beispiel die Eulersche Gleichung 
des Variationsproblems 
ô [ J ( p 2 + q2)dxdy = 0, 
(b) 
die Laplacesehe Gleichung r + 1 = 0 , die Eulersche Gleichung des Varia-
tionsproblems 
ô j' j (p2 — q2)dxdy = 0 
(D) 
ist die hyperbolische Gleichung r — t = 0 . 
in- i • w i , i du Qu 92u Э2и Bier und im Weiteren bedeuten p — — , g = — , r = , s = und 
dx dy dx2 9x9 y 
t - — 
~ dy2' 
Es ergibt sich natürlicherweise die Frage, welche der parabolischen 
Differentialgleichungen ähnliche Eigenschaften besitzen. 
G. ADLER stellt in [ 1 ] die Frage, ob eine in allen Variablen analyt ische 
Funktion / (xv x2, x3, х4, x5) ф 0 existiert, so daß die Eulersche Gleichung 
des Variationsproblems 
Ô J J f(x, у, u, p, q) dxdy = 0 
( D ) 
gleich der Gleichung der Wärmeleitung r = q = 0 sei. E r zeigt, daß ein sol-
che Funkt ion / nicht exist iert . 
Es ergibt sich die Frage, unter welchen Bedingungen ein Variations-
problem 
(1) <5 J f f(x,y,u, p,q)dxdy = 0 
<D) 
existiert, so daß seine Eulersche Gleichung gleich der partiellen Differential-
gleichung zweiter Ordnung 
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L = a-r+ 2b-s + c-t + G = 0 
sei. (Hier sind a, b und с Funkt ionen dor Variablen x und y, weiterhin ist 
G Funktion der Variablen x, у, и, p und q.) 
Wenn diese Konstrukt ion unmöglich ist, so soll die Frage untersucht 
werden, ob m a n einen solchen, genügend of t differentierbaren a = a (x, y, и, p, q) 
Multiplikator f inden kann, d a ß die Eulersche Gleichung von (1) gleich 
a b = 0 sei ? 
In dieser Arbei t untersuchen wir diese Probleme. Wir beweisen: im Falle 
e iner parabolischen Gleichung existiert kein solcher Multiplikator а = 
= а (x, y, и, p, q) daß man n a c h Multiplikation der linken Seite der Gleichung 
m i t a die Eulersche Gleichung eines Variationsproblems erhalten würde. 
I m Falle der elliptischen u n d hyperbolischen Gleichungen ist es gelungen, 
e in positives Ergebnis zu erhal ten . Wir bes t immen jene Klasse fier Gleichun-
gen, zu der m a n solche Multiplikatoren f inden kann. 
Die partiel le Differentialgleichung zweiter Ordnung F(x, y,u,p. q, r, s, t) = 
= 0 ist dann u n d nur dann die Eulersche Gleichung eines Variationsproblems, 
wenn sie von der Form 
ist , wobei M, R, S, T und N nu r Funktionen der Variablen x, у, и, p und q 
sind, sowie die Relationen 
erfül l t sind (siehe [2]). 
Bezeichnen wir die Klasse der nach allen Variablen Ä'-mal stetig differen-
zierbaren Funk t ionen mit C k . Wir machen die Bedingung, daß и (x, y) £C3, 
F = F (x, y, и, p, q, r, s, t) n a c h den Variablen r, s, t zweimal stetig dif-
ferenzierbar, sowie F, Fr, Fs, Ft nach x, y, u, p, q einmal stetig differenzier-
b a r seien. 
Diese Bedingungen sichern die Stetigkeit allen im obigen Satz vorkom-
menden Ableitungen. 
Bezeichnen wir die Menge jener Funkt ionen F, f ü r die F = 0 eine 
Eulersche Gleichung ist, mi t Q, (QdC3). 
Aus dem Invarianzsatz der Eulerschen Gleichung (siehe [3]) folgt, 
d a ß sich zur Gleichung 
( 4 ) L = a-r + 2b-s + c-t + G = 0 
d a n n und n u r dann ein solcher Multiplikator а — а (x, у, u, p, q) f inden 
lässt, dass a - L £ Q erfüllt ist, wenn sich hei beliebiger Transformation 
(2) F = M-(rt — s2) +R-r +2 S-s + T-t +N 
(3) 
Mx + Mu-p+Sq-TP = 0, 
My + Mu-q-Rq+Sp = 0, 
Rx + Ru.p + Sy+Su.q-Np = 0 
sx + Su.p +Ty + Tu.q-Nq = 0 
С = £(x, y), y — rj(x, у) С C2 
wobei 
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I a£ di 
Щ,у)А д х дУ ,
 0 
а (x,y) ду ду 
дх ду 
besteht , ein Multiplikator a = a ( £ , y , u , u^, uv) f inden läßt, so daß a - L ç Q 
besteht , wobei L die t ransformierte Gleichung bezeichnet. 
§ 1. Negative Ergebnisse 
?atz 1. Es sei die Gleichung (4) parabolisch, das heißt 
a b 
b с 
d = = 0, a, b,c,G 
Es existiert kein Multiplikator a(x, у, u, p, q) so, daß a- L£Q erfüllt sei. 
Beweis. J e d e parabolische Differentialgleichung kann auf die kanonische 
Fo rm a • r -f- G = 0 gebracht werden. Im weiteren genügt es, nur den Fal l 
zu betrachten, wo G von q abhäng t . Deshalb br ingen wir den Beweis nur f ü r 
diesen Fall. Multiplizieren wir die Gleichung m i t a dann ist E• r + N = 0 , 
wobei R = a • a u n d N — a • G sind. 
Untersuchen wir die Bedingungen (3). Aus der zweiten und vier ten 
Gleichung folgt Rq = 0 und Nq = 0 . R u n d N sind unabhängig von q. 
So ist wegen R = o. • a auch a von q unabhängig, weiterhin wegen N — a -G 
und N„ — 0 G„ = 0 . In der Dif ferent ia lg le ichung a • r + G = 0 t re ten 
keine Ableitungen nach y auf. Diesen Fall haben wir jedoch ausgeschlossen. 
Somit ist der Satz bewiesen. 
§ 2. Positive Ergebnisse 
Betrachten wir die Differentialgleichung (4) die im Bereich D n ich t 
parabolisch ist. Untersuchen wir, oh ein Multiplikator mit der erwünschten 
Eigenschaft exist ier t . Multiplizieren wir (4) mi t a . Es sei die so erhaltene 
Gleichung 
aa-r+2o.b-s + ac-t + a-G = R-r+2S-s + T-t + N = 0. 
Aus den ers ten zwei Gleichungen von (3) ergibt sich nach einfachen 
Berechnungen, d a ß a unabhängig von p und q ist. Aus den anderen zwei 
Gleichungen von (3) ergibt sich 
N=Ru-£+Su.pq+Tu. Ç + 
rL ÍJ 
+ (Rx + Sy) • p + (Sx + Ty)-q + h(x, у, u). 
Nehmen wir an, daß a=a (x, у, и) a • L = 0 und L = 0 können nur 
dann äquivalent sein, wenn a nirgends verschwindet. Nehmen wir an, dass 
OL CL 





Auf diesem Grund ist 




 , L . „ „ I




 + а • + bv + b • Qy) • p + [bx + b • üx + cy + cQy) • q + \ ( х , у, u). 
Nach E in führung der Bezeichnungen 
A=QU 
В = ax + by + a-Qx + b-Qy 
С = Ъ
Х
 +Су + b-üx +с- Qy 
kann man aussagen : 
Satz 2. Zur Differentialgleichung (4) (wobei a, b, c, GçCï) läßt sich dann 
und nur dann ein (positiver) Multiplikator a= a (x, y, u, p, q) ÇfDx mit den 
gewünschten Eigenschaften finden, wenn die folgenden Bedingungen erfüllt 
sind : 
1. G ist von der Form 
A-
T) о 
a,- — + b-pq+c-—\ + B-p + C-q + hx(x, у, и) 
öv 
2. Es existiert eine Funktion Q = Q (x, у, u) (Cx die den Bedingungen 
QU = A 
l В - ( a x + by) b 
d С — (bx + Су) с 
Q = ] а В - (ax + bv) I 
" d b С - (bx + су) 
genügt. 
Der Multiplikator, der von p u n d q unabhängig ist, ist а = e n . 
Das zu dieser Differentialgleichung gehörende Variationsproblem ist 
«2 „2 
dxdy = 0, 
wobei 
- 8 J j а • 'a- ?- + b-pq+c- ^ + Я 1 
8 ( Я
х
- а ) 
(D) 
du 
Ich sage schließlich G. A D L E R D a n k für den Gedanken des Problems 
und fü r seine Unte rs tü tzung bei der Ausarbeitung. 
PARTIELLER DIFFERENTIALGLEICHUNGEN UND VARIATIONSRECHNUNG 
(Eingegangen 31. Augus t , 1959.) 
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В А Р И А Ц И О Н Н О Г О И С Ч И С Л Е Н И Я 
F. B A L A T O N I 
Резюме 
В вариационном исчислении хорошо известно, что к многим эллипти-
ческим и гиперболическим дифференциальным уравнениям можно подоб-
рать вариационную задачу, для которой данное уравнение является урав-
нением Эйлера. Естественно спросить, какие из параболических уравнений 




и 9и __ 
дх
2
 д У 
не может быть эквивалентно уравнению Эйлера в случае достаточно силь-
ных условий. 
В настоящей работе автор занимается обобщением этой проблемы. Он 
исследует уравнение 
Т / N , О Ш ч Q 2 U I / Ч Q 2 U I П 
L = а(х, у) —- + 2 Ь(х, у) f- с(х, у) \-G 
дх
2
 дхд у ду
2 
9 и ди 
•X, у, и, , 
а у ду 
о , 
где а, Ь, с и G непрерывно дифференцируемы по соответствующим перемен-
ным. Он доказывает, что если мультипликатор 
9 и ди 
x, у у и. , 
дх ду 
> О 
непрерывно дифференцируем по своим переменным, то уравнение a - L = О, 
эквивалентное параболическому дифференциальному уравнению L = 0, не 
может быть уравнением Эйлера. Далее автор характеризует эллиптические 
и гиперболические уравнения, к которым можно найти мультипликатор 
а с желаемыми свойствами. 
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ДАТЧИК СЛУЧАЙНЫХ ЧИСЕЛ, РАВНОМЕРНО РАСПРЕДЕЛЕННЫХ 
В ИНТЕРВАЛЕ [0,1] 
Д. И. ГОЛЕНКО
1
 и В. П. СМИРЯГИН
1  
§ 1. 
Практика решения ряда задач методом Монте-Карло и выявленные 
при этом положительные и отрицательные стороны программ образования 
случайных чисел заставляют искать наиболее оптимальные методы полу-
чения случайных величин в электронной машине. Применяемое повсеместно 
в настоящее время программное получение случайных чисел при помощи 
рекуррентного соотношения состоит в том, чтобы производить псевдослучай-
ные числа одно из другого путем применения некоторого алгоритма, состоя-
щего из арифметических и логических операций. При этом отпадает необ-
ходимость решать задачу ввода данных, и весь процесс становится легко 
воспроизводимым. Однако против этого способа может быть выдвинут ряд 
возражений. Первое из них состоит в том, что любая последовательность 
чисел, полученных программным, т. е. детерминированным способом, пред-
ставляет прямую противоположность случайной последовательности в 
теоретико-вероятностном смысле этого слова. Правда, на это можно возра-
зить что любая последовательность программно образованных чисел будет 
случайной для практических целей, если она удовлетворяет системе приня-
тых статистических критериев проверки случайности. Второе, более серьез-
ное возражение заключается в том, что распределение выработанных прог-
раммным способом случайных чисел более или менее отличается от теорети-
ческого. Такое расхождение, несущественное для одномерного случая, начи-
нает оказывать серьезное влияние в случае многомерной задачи, когда несу-
щественные расхождения, накладываясь друг на друга, дают в результате 
существенное отклонение от ожидаемого теоретического распределения. 
А это приводит к изменению сходящегося вероятностного процесса и, как 
следствие, к неправильным результатам вычислений. Наконец, необходимо 
отметить, что все выработанные программным способом последовательности 
случайных чисел являются периодическими и поэтому, даже с практической 
точки зрения, очень длинные последовательности не будут случайными. 
Применяемые же методы увеличения периода последовательности могут 
несколько снизить скорость работы машины. Способ ввода таблиц случай-
ных чисел в накопитель электронной машины извне также не является успеш-
ным решением вопроса. Дело в том, что ввод в машину является очень мед-
ленным процессом и значительно уменьшает скорость ее работы. Помимо 
этого, для решения больших задач необходимо использование сотен тысяч 
1
 Вычислительный Центр Академии Наук СССР. 
2 4 1 
1* 
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и даже миллионов случайных чисел, что во много раз превосходит объем 
имеющихся в настоящее время таблиц. 
Ввиду вышеизложенного эффективное решение поставленной задачи 
может дать использование специального приспособления к машине — «дат-
чика» случайных чисел, который преобразует результаты случайного физи-
ческого процесса в последовательность двоичных разрядов в машине, т. е. 
получает случайную величину. 
Выгода этого метода состоит не только в том, что образуемые при этом 
числа являются случайными в самом строгом смысле этого слова, так как 
они получаются вследствие случайного физического процесса. 
Помимо этого, заметно повышается скорость вычислений, ибо на каж-
дом такте работы машины в фиксированной, стандартной ячейке накопителя 
констант образуется новое случайное число. Наконец, распределение полу-
чаемых таким образом случайных величин очень близко к равномерному и 
не должно изменяться в процессе работы машины (при условии хорошей 
работы «датчика»), а потому является стабильным и устойчивым. 
К недостаткам такого метода следует отнести невозможность воспроиз-
ведения результатов процесса (двойной счет в машине не может быть про-
веден). Но в большинстве задач, решаемых методом Монте-Карло, это и не 
требуется, ибо программист может оценивать работу машины по сходимости 
вероятностного процесса. Последнее же он может фиксировать при периоди-
ческом выводе на печать соответствующих промежуточных результатов 
вычислений. 
Следует отметить, что процесс производства случайных чисел может 
выйти из-под контроля — «датчик» разладится. Для предупреждения такого 
события необходима профилактическая проверка работы установки. Такая 
проверка должна делаться периодически; в противном случае характер 
распределения может измениться. 
В настоящей работе излагаются принципы и методы проверки работы 
такого «датчика» случайных чисел, построенного в 1958 году в Вычисли-
тельном Центре Академии Наук СССР. 
§ 2. 
Блок-схема датчика случайных чисел (ДСЧ) представлена на рис. 1. 
Фотография датчика представлена на рис. 2. 
Датчик случайных чисел имеет в своем составе 12 генераторов шумов 
(ГШ), 12 клапанов (К), 12 формирователей (Фт), 12 триггеров (Т), 12 выход-
ных инвертеров (И). 
Датчик случайных чисел смонтирован на 12 двоичных разрядов. В 
каждый такт работы электронной вычислительной машины датчик случай-
ных чисел вырабатывает число, выбираемое по 1-му адресу из накопителя 
констант. Ячейке случайного числа присвоен определенный номер. 
Блок генератора шумов вырабатывает серию случайного количества 
импульсов, сформированную из выбросов шумовой ЭДС. Форма шумовой 
ЭДС является случайной и зависит только от физической природы шумового 
элемента. Спектр шума занимает очень широкую полосу частот, а форма 
кривой шумовой ЭДС имеет многочисленные беспорядочно перемещающиеся 
во времени выбросы. Эти выбросы, достаточно усиленные и сформированные, 
могут служить аналогом кода случайного числа. 
Д А Т Ч И К С Л У Ч А Й Н Ы Х Ч И С Е Л 243 
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В соответствии с этим генератор шумов состоит из «шумящего элемента» 
и усилителя. 
В ДСЧ используется два вида «шумящих элементов» германиевый триод 
и газотрон с магнитом. 
Схема генератора шумов с кристаллическим триодом представлена на 
рис. 3. В качестве шумящего элемента применен точечный германиевый триод-
типа С 1 А. Выбор германиевого триода в качестве шумового элемента обу, 
словлен в основном, высоким уровнем шумов триодов и, следовательно 
возможностью использовать сравнительно небольшой усилитель для форми-
рования импульсов. 
Усилитель состоит из 4-х однотипных каскадов, собранных по реостат-
ной усилительной схеме с высокочастотной коррекцией. 
Сравнительно малая величина анодных нагрузок и применение ламп 
с большой крутизной позволяют получить широкую полосу усиливаемых 
частот и, следовательно, позволяют получить на выходе короткие импульсы 
с длительностью— 1 мксек, — амплитудой 35ч-40 в. и частотой повторений 
100ч-500 кгц. 
Схема генератора шумов с газотроном с магнитом показана на рис. 4. 
Генератор шумов используется совместно с клапаном, пропускающим 
импульсы на триггер в течение определенного времени, после чего триггер 
должен занять какое-либо положение, соответствующее коду пришедшего 
на него числа. Клапан собран на пентоде и имеет 2 управляющих входа. 
На один вход поступают импульсы с генератора шумов, а на второй вход — 
разрешающие положительные импульсы, длительность которых можно ме-
нять. Схема клапана представлена на рис. 5. 
Разрешающие импульсы получаются на аноде одновибратора, запу-
скаемого импульсом выдачи команды. 
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Импульсы с генератора шумов проходят на выход клапана только при 
наличии разрешающего импульса выдачи команды, подаваемого с устрой-
ства управления электронной вычислительной машины. 
С клапана импульсы отрицательной полярности через формирователь 
Фт поступают на счетный вход триггеров Т
х
 ч- Т12. Принципиальная 
схема триггера показана на рис. 6. 
Тщательно смонтированные и отобранные триггера имеют небольшую 
асимметрию в плечах делителя, асимметрию по входам. Симметрия триггера 
постоянно нарушается от изменения параметров ламп и сопротивлений 
входных диодов. Это небольшое изменение симметрии, несущественное в 
счетных схемах со стандартными импульсами, становится весьма заметным 
при большом числе испытаний с импульсами от генераторов шумов. 
Для того, чтобы в разрядках на триггерах получить равномерное рас" 
пределение положений «О» и «1» в схему был введен формирователь Фт-
Триггерные перепады напряжений через усилители инверторы (И) рис. 7. 
поступают в схему связи ДСП с электронной вычислительной машиной. 
Конструктивно элементы датчика выполнены на стандартных съем-
ных блочках. Фотографии блоков представлены на рисунках 8,9, 10, 11. 
Целью работы датчика является получение случайных чисел, равно-
мерно распределенных в интервале [0,1 ]. Поэтому проверка их качества есть 
одновременно и контроль работы самого датчика. Ввиду необходимости пе-
риодической оценки образуемых случайных чисел была Еыработака мето-
дика проверки датчика и установлены критерии его хорошей работы. 
Проверка качества полученных случайных чисел включает в себя сле-
дующее: 
I. Проверка на случайность. Здесь в качестве основного метода был 
принят метод серий [1], который позволяет на основании нескольких стати-
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стических критериев оценить степень связи входящих в образованную по-
следовательность случайных чисел. При этом необходимо помнить, что 
испытания на случайность следует проводить как с числами, образован-
ными на каждом такте работы машины, так и с величинами, полученными 
через одни такт, а также через два такта. 
Как известно, метод серий предусматривает разбиение всех элементов 
в исследуемой совокупности на элементы двух видов — первого рода они 
обычно обозначаюстя буквой а и второго рода (элементов Ь). В рассматривае-
мой последовательности элементы чередуются случайно в порядке появле-
ния. Серией называется любой отрезок последовательности, состоящий из 
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следующих друг за другом элементов одного и того же рода, если первый 
элемент этой совокупности следует за элементом другого рода, а последний — 
перед элементом другого рода. Число элементов серии называется ее длиной. 
В теории серий обычно используются следующие понятия, которые при-
меняются при контроле «случайности»: 
rv — число серий элемента а длины i 
r2i — число серий элемента b длины i 
Rík— 2 ги — общее число серий элемента а, с длиной, равной или 
(п
х
 — максимальная длина серии элемента а) 
Пг 
Н2к— 2 r21 — общее число серий элемента Ъ, 
i=k 
длина которых не меньше к. 
Ol 




R2= 2 r2í — общее число серий элемента b 
!= 1 
R = R1 + R2 — общее число серий. 
При контроле «случайности» последовательности методом серий необ-
ходимо сопоставить теоретическое распределение величин Rlk,R2k, Rv R2, R 
с имеющим место эмпирическим распределением этих величин, полученным 
в результате определения Rlk, R2k, Rv R2, R из большой по объему выборки 
выработанных случайных чисел. При этом необходимо задать вероятность 
достоверности применяемого метода р; это означает, что, теоретически опре-
делив пределы распределения величин Rlk,R2k, Rv R2, R с помощью объема 
выборки п и значения р, мы получим вероятность выхода выборочных зна-
чений этих величин за установленные пределы, равную 1 — р. В нашем 
случае р был принят равным 0,95 объем выборки в исследуемой совокупности 
случайных чисел п был установлен 10 000. 
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рис. 10. рис. 11. 
л и I ? r v î + H 
** 1 J V • • - -А 
\ 
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К классу элементов первого рода были отнесены элементы последо-
вательности (классифицируемых в порядке их появления), меньше 0,5, к 
классу элементов Ъ — больше 0,5. При проверке гипотезы «случайности» 
получаем определенное эмпирическое распределение числа серий и длин 
серий для элементов первого и второго рода. Сравниваем их с теоретическими 
пределами, определяемыми по следующим формулам: при достаточно боль 
ших п (практически при n ^ 20) и р = 0,95 нижний предел общего числа 
серий R составляет 
Z(R) = — (п + 1 - 1,65 ![п — 1) 
(при п= 10 000 Z(R) = 4918) нижний предел числа серий элементов 
первого (или второго) рода равен 
Z{RX) = Z(R2) = 1/4(и - 1,65 f n + 1) 
(при о = 10 ООО Z(RX) = 2459). 
Что касается распределения величин Rlk и R2k и определения предель-
ных значений длины серий к, методы комбинаторики приводят к следующим 
результатам [1], предельное верхнее значение длины серии составляет 
= Ы-п/Ыр) _ 1 
l g i o 2 
(при п = 10 000 и р = 0,95 Z(k) = 15). Это значит, что с вероятностью всего 
лишь в 5% в случае «случайной» последовательности 10 000 выборочных 
значений мы можем встретить хотя бы одну серию длины 15 или более (для 
элементов обоих видов). 
Многочисленные испытания образованных датчиком случайных чисел 
по методу «серий» показали отличные результаты. При контроле 25 групп 
случайных величин по 10 000 чисел в каждой ни разу общее число серий R 
не было меньше 4950, а в целом ряде случаев превзошло 5000. Для подавляю-
щего большинства групп при к — 12 Rlk = R2k — 0 и ни разу к не прев-
зошло 15. Весьма полезным является анализ «случайности» последователь-
ности содержимого отдельных фиксированных разрядов совокупности пред-
ставленных в двоичной системе счисления случайных чисел (например, 1-го 
разряда, 2-го и т. д.). Такая проверка особенно желательна в тех случаях, 
когда эмпирическое распределение заметно отклоняется от равномерного. 
Результаты этой проверки также оказались вполне удовлетворительными. 
Таким образом, установленные выше статистические критерии для 
проверки по методу серий позволяют осуществить контроль случайности 
образуемых случайных чисел. 
II. Другим важнейшим показателем качества случайных чисел явля-
ется их равномерность. Степень близости эмпирического закона распреде-
ления к теоретическому равномерному определяется по методу Пирсон-а 
[2]. 
Критерий Пирсон-a позволяет определить характер распределения, 
учитывая случайные выбросы за установленные теоретические пределы. 
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Как известно, критерий Пирсон-a использует распределение 
Х
2= у ("< - пь1 
-H nPi 
взвешенной суммы квадратов уклонений v, от пр
ь
 где г, — количество 
выборочных объектов в i-ом интервале, a npt — математическое ожидание 
величины vt при гипотетическом теоретическом распределении. Если про-
межуток [0,1] разбить на 20 равных интервалов и, взяв выборку достаточно 
большого объема ti, исчислить эмпирическое значение величины 
то, в случае совпадения эмпирического и равномерного распределений, эта 
величина распределена по закону с 19 степенями свободы (в нашем случае 
р, = 0,05 при 1 AL г 20. (Это обстоятельство позволяет построить крити-
ческую область типа x
2
 > X2, вероятность попадания в которую при устано-
вленном числе степеней свободы зависит от уровня значимости д. Таким 
образом, для любого уровня значимости g и числа степеней свободы I — 1 
(I = 20) можно определить значение, и, наоборот, любому значению я2 и числу 
степеней свободы I — 1 соответствует вероятность Р(%2 ^ х2). 
Проверка распределения по критерию Пирсона должна проводиться 
для к групп чисел по 10 000 в каждой (к ^ 5—7). Если для любой испытан-
ной группы значение %2 превышает 30, то распределение считается несов-
падающим с равномерным независимо от результатов испытаний остальных 
групп. В этом случае достоверность нашей гипотезы относительно равно-
мерности распределения меньше 0,05. Помимо этого, установлен дополни-
тельный, еще более жесткий критерий проверки распределения. Для любого 
j (1 й j ^к) среднее число попавших в любой г—ый интервал слу-
чайных чисел (1 ^ г ^ 20) не должно выйти из пределов 
(для любого г и /), где v^ — количество попавших в г'-ый интервал объектов 
при р—ом испытании. 
Последний критерий основывается на тривиальном вероятностном со-
отношении: с вероятностью 0,95 
где о
2
 — генеральная дисперсия количества элементов в г'-ом интервале. 
Но сг
2
 = прд = ЮООО
1/^-19/^ ^ 500, следовательно а я^ ]/500. Только в 
случае одновременного удовлетворения обеим критериям распределение 
после проведения к испытаний считается равномерным. 
Другими возможными критериями проверки случайных чисел на 
«равномерность» является критерий Колмогорова и критерий со
2
. Как 
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известно, критерий Колмогорова основан на статистике Dn = шах | Fn(x) — 
77ЬХ 
— F(x) |, где Fn(x)—эмпирическая функция распределения, равная р =— 
п 
(п — объем выборки, тх — количество объектов в выборке, не превышаю-
щих величины x), a F(x) = Р{Х < х}— теоретическая функция распреде-
ления [2]. Какова ни была бы непрерывная функция распределения F(x), 
вероятность P jDn < — I при n -> оо стремится к пределу [2] 
I \ п ) 
К ( к ) = 1 - 2 2 ( - i ) " - 1 е _ 2 1 " д 2 • 
v=\ 
Таблицы функции К(Х) указаны в ряде справочников и руководств по 
теории вероятностей [1]. 
Проверка согласия эмпирического распределения образованных ДСЧ 
случайных чисел и теоретического равномерного распределения на отрезке 
[0,1] проводилась по выборке объема п = 1000. Использование выборок 
большого объема чрезвычайно затруднительно, ибо образование вариацион-
ного ряда при n = 1СС0 даже в случае применения быстродействующих 
электронных машин является весьма трудоемкой операцией. Построение 
вариационного ряда и вычисление величины производились на электронной 
вычислительной машине, причем полное время проверки по критерию 
Колмогоров-a составляло 15—20 минут. Гипотеза «равномерности» от-
вергалась, если величина Dn)jn превышала 1,5. Весьма нежелательным 
является также результат Dßfn < 0,5. Осуществление чрезмерно «хорошего» 
согласия указывало бы на то, что «случайность» случайных чисел является 
сомнительной. 
Оптимальным интервалом значений величины Dn)jn в данном случае 
целесообразно считать промежуток [0,7—1,0]. Именно в этот интервал 
обычно попадало большинство значений величины Dn]fn хотя отдельные 
выбросы имели место (приблизительно в 20% случаев). 
Наряду с критериями Колмогоров-a и у2 применялся также и 
критерий со
2
 [2]. Критерий со2 выгодно отличается от критерия у2 тем, что он 
основывается только на индивидуальных значениях выборки, а не на дан-
ных о разбиении по интервалам. 
Основой критерия со
2
 является статистика 
с* =
 +Ç (Fn(x) - F(x)]2dF(x), 
— 00 
где F(x) теоретическая функция распределения, Fn(x)—эмпирическая 
функция распределения (п — объем выборки). 
Если расположить выборочные значения х1г...,хпв вариационный ряд, 
то в случае непрерывной F(x) имеем: 
1 1 2v — 112 
W2 = + . у F ( x ) _ 4 . 
12 n 2 71 2 71 
Распределение случайной величины со
2
 не зависит от F(x). 
Поскольку критерии Колмогоров-a и со2 требуют построения ва-
риационного ряда, то при сколько-нибудь значительном объеме выборки п 
для вычисления статистик Dr и со2 целесообразно применять быстродейст-
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вуклцие счетные машины. По критерию ы
2
 (п = 1000) гипотеза «равномер-
ности» должна отвергаться, если со
2
 > 0,0005. 
Результаты проверки ДСЧ по критерию ш
2
 также оказались вполне 
удовлетворительными. 
При проверке «случайности» и распределения случайных чисел целе-
сообразно проверить правильность работы ДСЧ в целом. Это можно достиг-
нуть вычислением какого-либо параметра в контрольной задаче, значение 
которого известно априорно. Разумеется, расчет величины параметра произ-
водится методом случайных испытаний с использованием случайных чисел. 
Если вычисленный результат не отклоняется от априорного значения больше 
чем на теоретически подсчитанную статистическую погрешность, это означает, 
что ДСЧ не оказывает влияния на ход вычислений и может быть принят. 
В противном случае необходимо изменить ДСЧ и повторить контрольные 
вычисления до получения положительного результата. 
В качестве контрольной задачи был выбран расчет объема л—мерной 
гиперсферы (л = 2, 3 , . . . , 12). Объем л—мерной гиперсферы, как известно, 
2 те"'2 
равен Vn=— — . Если Еп —гиперкуб — 1 ^ х, й 1 ( г = 1 , . . . , л), то 
V лп12 
отношение объемов V„ и Е
п
 vn = —- = может быть вычислено с 
Е
п
 п 2п~' -Г(те/2) 
произвольной степенью точности методом случайных блужданий (в зависи-
мости от количества N повторных реализаций случайного процесса). 
Многократно проведенные вычисления показали высокую стабиль-
ность, качество, и устойчивость результатов работы ДСЧ. Вместе с тем 
скорость счета значительно повысилась по сравнению с аналогичными рас-
четами с использованием псевдослучайных чисел. 
Что касается проверки «некоррелированности» случайных чисел с 
помощью вычисления выборочного коэффициента корреляции R, то здесь 
можно сказать следующее. Как известно, малость абсолютной величины 
выборочного коэффициента корреляции еще не дает надежной гарантии 
независимости анализируемых последовательностей. 
Резкие изменения величины коэффициента корреляции (даже в случае 
малых R) свидетельствуют о неоднородности последовательности, о наличии 
зависимых друг от друга элементов, причем эта зависимость на разных участ-
ках последовательности сама по себе непостоянна. 
С момента своего построения ДСЧ использовался при решении ряда 
задач, и неизменно с успехом. Так, с помощью ДСЧ было произведено вы-
числение по методу Монте-Карло ряда многомерных интегралов, в частности 
шестимерного интеграла с особенностями внутри пределов интегрирования. 
Помимо этой задачи, ДСЧ использовался при моделировании ряда стоха-
стических процессов а также в некоторых задачах из теории ошибок. Сле-
дует отметить, что счет ряда задач длился десятки часов, и тем не менее, ДСЧ 
неизменно работал качественно и стабильно. 
В настоящее время, на наш взгляд, каждая быстродействующая вы-
числительная машина должна иметь в своем составе ДСЧ. Это позволит 
значительно сократить время счета вероятностных задач, решение которых, 
как правило, в настоящее время пока еще весьма затруднительно. 
(Поступила : 10 декабря 1959 г.) 
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A SOURCE OF RANDOM NUMBERS WHICH ARE EQUJDISTRIBUTED 
IN [0,1] 
b y 
D. I . G O L E N K O a n d V. P . S M I R J A G I N 
Abstract 
Authors deal with an electronic devicp yielding random binary n u m -
bers; it makes use of occurrences of noise voltage which are greater (or less) 
than some fixed voltage level. The background from which these random 
numbers arise is of fully stochastic na ture ; thus they might have some advant -
age over the pseudo-random numbers generated by any of the usual methods. 
— The randomness of t he obtained random numbers has been checked by 
several statistical tests. The results were satisfying; thus the device can. be 
applied, for instance, in solving problems by the Monte Carlo method. 

ÜBER GEWISSE ELEMENTENFOLGEN DES HILBERTSCHEN RAUMES 
v o n 
KÁROLY K O N C Z 1  
§ 1 . 
Definition. Eine abzählbare Einheitsvektorenmenge {vn} des Hilbertschen 
Raumes heisst eine u-Menge, wenn die Norm der Differenz von jedem Vektoren-
paar grösser als |/ 2 ist ; und heisst eine g-Menge, wenn die Norm der Differenz 
von jedem Vektorenpaar nicht kleiner als \ 2 ist, aber mindestens für ein Vektoren-
paar II vn — vm II = )j2 gilt (n ф m). 
J . CZIPSZER und P . E R D Ő S haben in Matematikai Lapok 8 ( 1 9 5 7 ) S . 3 1 3  
die folgende Aufgabe gestellt: 
Es soll bewiesen werden, dass man auf der Oberfläche der Einheitskugel 
des Hilbertschen Raumes eine unendliche Punktmenge geben kann, in welcher 
die Entfernung von zwei beliebigen Punkten grösser als J/2 ist, und wenn eine 
unendliche Teilmenge der festen Einheitskugel des Hilbertschen Raumes 
mindestens einen Punkt der Inneren der Kugel enthält , so enthält sie zwei 
Punkte, deren Entfernung kleiner als |/2 ist. 
Es ist klar, dass diese Aufgabe auf die Existenz von «-Mengen hinweist. 
Die vorliegende Arbeit geht aus dieser Aufgabe aus, und untersucht die Frage, 
ob bei «-Mengen bzw. g-Mengen die Entfernungen von \f'2 bedeutend abweichen 
können oder nicht, bzw. wann diese Abweichung von gewissem Gesichtspunkt 
aus am grössten ausfällt. 
§ 2 . 
Ist A (n = 0, 1, 2, . . . ) eine g- oder eine м-Menge, so ist — mi t 
der Bezeichnung amn = || vm — D„|| — У2 (m = 0, 1, 2, . . . ; n — 0, 1, 2, . . . ; 
n ф m) — bei festem m lim amn = 0. (Dies ist ein Korollar unseres Satzes 4, 
n-.CO 
den wir unten beweisen werden.) Es wäre also natürlich die Summe der Doppel-
OO 00 
reihe ^ a m „ als Mass der Abweichung von |/2 zu wählen, vorausgesetzt, 
m=0n=0 
dass diese f ü r jede g- bzw. «-Menge konvergieren würde, was aber nicht der 
Fall ist. ((m) bedeutet neben dem ^"-Zeichen, dass das m-te Glied der Reihe 
oo m—1 oo 
fehlt, d. h. cmn = cmn + У cmn.) Es besteht nämlich: 
71 = 0 77 = 0 71 = 771+1 
1
 Techn i sche H o c h s c h u l e , B u d a p e s t . 
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Satz 1. Es gibt eine g-Menge, für welche У amn = °°> wie auch 
m=0 n—0 
der Exponent l > 0 gewählt wird. 
Beweis. Setzen wir 
»n = (®n0> xm> ...,xni,...) (n = 0, 1, 2, . . . ) 
mit 
xni = 0 fü r i =f= n,n + 1 
und x n n = ± ; Xn ,n + 1 = - Щ -
Dann gilt f ü r jedes m 
ferner a m n = 0, wenn \ m — n | ^ 2. Also {un} ist die gesuchte gr-Menge. 
œ Nach dem Vorangehenden ist es natürlich zu f ragen: Konvergiert 
y{m) a m n f ü r alle g- bzw. «-Mengen, oder wenn dies n icht der Fall ist, ist es 
о 
00 
möglich eitlen solchen Exponent e > 0 zu finden, fü r welchen a]+f fü r 
П—0 
alle g- bzw. «-Mengen konvergiert. Die Antwort wird auf diese Frage durch 
folgende Sätze gegeben: 
00 
Satz 2. Man kann eine u-Menge konstruieren, für welche a™ < 00 
n=о 
für jedes m und jedes e > 0 ist. 
Satz 3. Zu jedem 0 < e < 1 lässt sich aber auch eine g-Menge konstr uieren, 
СО 
für welche a*+e = oo für jedes m ist. 
n= о 
Beweis von Satz 2. Es sei 
(1) vn = (xn0, xnl xm, ...) (71=0,1,2,...); 
(2) für n = 0 setzen wir x00 = 1 und x0, = 0, wenn (i = 1, 2, 3, . . . ); 
1 
(3) 
fü r n = 1, 2, 3, . . . erklären wir xni = — 
7 1 + 1 
wenn i = 0, 1, . . . , n — 1 und 
(4) xnn = 1 - № ( « + 1 ) 2 
(5) ferner xni = 0, wenn i > n . 
Es folgt aus (1) bis (5), dass 
«0П = К - Vn II - \2 = K(1 - Xn0)2 + (77 - 1) x20 + x\n - У 2 = 
= f 1 - 2xnQ + ж20 + пх2п0 — x20 + 1 - nx%0 - Y2, 
ÜBER GEWISSE ELEMENTENFOLGEN DES HILBERTSCHEN RAUMES 257 
das heisst 
(6) ««,„ = K 2 ( K l ^ o - 1 ) = 
1/2 " 
Aus (6) folgt 0 < a 0 n < _f_L , so dass 2 aon * < + 0 0 für e > 0 besteht. 
» + 1 Ä 
_f2_ 
л + -
Ahnlich zu den Vorangehenden haben wir für 
a
mn = V(+nO - xno)2 ™ + («mm ~ + i o ) 2 + Х2
п0(П-т — 1) + X2n — f 2 = 
= m + ж 2 0 m - 2 xm0 xn0 - 2 r m m xnQ+x*0+x2mrn+x*0(n—m-l)+x%n — |/"2. 
Ferner folgt aus || vm || = || vn || = 1 
a m,i = f 2 - 2 xn0 (xmm + m xm0) -][2 = 
X
n0 (xmm m Xmp) 
y l-xn0(xmm + rnxm0) + 1 ' 
Auf Grund von (3) sieht man leicht, dass 
/-,4 I 1 1 m m 
(7) cm = xmm + rnxm0 = 1 — -——— > 0 , 
I (m, + l)2 m + \ 
also 
П ^ a <- C m 
00 
und daraus ergibt sich 2 arnne < + 0 0 (e > 0). Damit haben wir den 
n=m+1 
Beweis von Satz 2 beendet. 
Beweis von Satz 3. 
Hilfssatz 1. Die Einheitsvektorenmenge {t>„} (n = 0, 1, 2 , . . . ) des Hilbert-
schen Raumes ist dann und nur dann eine g-Menge, wenn (vm, vn) g 0 für 
m ф n ; m = 0, 1, 2, . . . ; n = 0, 1, 2, . . . und für mindestens ein Vektoren-
paar (vm, vn) = 0 ist ; und dann und nur dann eine и-Мепде, wenn für jedes 
Vektorenpaar (m =f= n) (vm, vn) < 0 gilt. 
Beweis. Tatsächlich ha t man 
(8) II vm-vn\\2= И üm | |2 + | K | | 2 - 2 (vm, vn) = 2 - 2 (vm, vn) , 
was zu beweisen war. 
Wir setzen nun ßmn = — (vm, vn). Dann besteht 
Hilfssatz 2. Es gilt 
ßmn = \«n+2y2amn) 
и 
(9) 
( m = 0 , 1, 2, . . . ; n = 0 , 1, 2, . . . ; m =f= n) . 
2* 
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Beweis. 
a
mn + 2 У 2 amn = í| vm - vn II2 - 2 / 2 || vm - vn || + 2 + 
+ 2 Y2 I! vm - vn II - 2 Y2 Y2 = 2 - 2(vm, vn) + 2 - 4 = 2 ßmn , 
was zu beweisen war. 
Ferner wird uns noch nützlich sein der folgende 
Hilfssatz 3. Wenn {vn} eine g-Menge oder eine u-Menge ist, so besteht 
(10) 2 ßmn 
1 + 2 f 2 m n ' 
Beweis. Wenn {:vn} eine //--Menge oder eine м-Menge ist, so gilt 
, ^ 2 - У 2 < 1 , y
-mn — "-mn : 
so dass (10) folgt aus (9), was zu beweisen war. 
oo 
Um also eine gr-Menge mi t У ( т > a j + e = oo zu erhalten, genügt es eine 
n=о 
oo 
solche zu konstruieren, für welche "V(m) = o o gilt. Eine derartige gr-Menge 
n—0 
ist die folgende: Es sei 0 < ô < 1 und 
d 
C k






0 < y < — - , 
2(1 + e ) 
oo 
und d > 0 so gewählt wird, dass cf =25 — ó2 besteht. 
k= 1 
Die Vektoren der Menge seien: 
v,. = (xn0, xnl, . .., xni, ...) (n = 0 , 1, 2, . . . ) , 
wo xtm = 1 — à , 
(11) xni= — ck+1, wenn i = 2n+1.Jc + 2" ( 4 = 0 , 1 , 2 , . . . ) ; 
sonst setzen wir 
x
m = 0 . 
Man sieht leicht, dass 
(»m , v2*>+k • 2»+d = — ( 1 — à ) ck+l  
( m = 0, 1 ,2 , . . . ; 4 = 0 , 1,2, . . . ) , 
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und sonst (vm, vn) = 0 gilt (m < n). Es folgt also ßmn > 0 und 
2 ßtä = (1 - <5)1+£ 4 + e = ( 1 - <5)1+E 2 — 
1 
n=m+1 k= кГ1 yfcW+rX 1+«) 
denn j b y j (1 + e ) < 1 besteht nach der Voraussetzung. Damit haben wir 
den Beweis von Satz 3 beendet. 
§ 3 . 
Satz 4. Für jede g- oder u-Menge gilt 
v ( m > a 2 < 1 
"-mn -
n=o 2 
( » » = 0 , 1 , 2 , . . . ) 
Beweis. 
Hilfesatz 4. .Für jede g- oder u-Menge gilt die Ungleichung 
(12) 2 m ) ßmn ^ 1 ( m = 0 , 1 , 2 , . . . ) . 
/ 1 = 0 
Beweis. Betrachten wir eine beliebige g- oder w-Menge {un} (те=0,1, 2,. . .), 
und es sei /q, fi2, . . . , fik (k = 1, 2, 3, . . . ) ein System von nichtnegativen 






/ 1 = 0 
к 
у(т) 
/1 = 0 
Hnvn 
р=О /1=0 
^ 2(т) T>n,vn) = 2 т ) vi-
= 2m)2m)wAvn,vP)ü 
/ 1 = 0 / 1 = 0 




< Ф(т) o2 
— _ Pm/i » 
/ 1 = 0 
und daraus 
/1 = 0 
£ ist hier beliebig, so dass sich die Behauptung von Hilfssatz 4 ergibt. 
Um den Beweis von Satz 4 zu vollenden, erwähnen wir noch 




mn = y- — ßmn • 
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Beweis.2 W e n n wir von der rechten Seite von (9) a2mn ^ 0 weglassen, so 
folgt augensichtlich (14) aus (9). 
Zurückkehrend zum Beweis von Satz 4, aus (14) und (12) folgt 
n=о 2
 n=o 2 
was zu beweisen war. 
Eine geringe Abänderung der Konstruktion im Beweis des Satzes 3 
zeigt, dass die Behauptung des Satzes 4 im folgenden Sinne scharf ist: 
Satz 5.3 Zu einer beliebigen, positiven, streng monoton wachsenden, gegen 
Unendlich strebenden, von unten konkaven Zahlenfolge {f (n)} (n — 0, 1, 2, . . . ) 




m ) < n f ( n ) 
n=0 
( m = 0 , 1 , 2 , . . . ) 
Beweis. Es sei für m = 0, 1, 2, . . . ; к = 0 , 1, 2, . . . 
(16) gm(k) = f([2k+l~\2m) 
u n d in den Intervallen к sí x SL к + 1 sei gm (x) linear. Mit hm (x) bezeichnen 
wir die rechtsseitige Deri vierte von gm (x). Offenbar ist hm (x) eine positive, 
monoton abnehmende Punktion. 
Betrachten wir die Menge 
B






« m i = 0 
— cmk, wenn i = 2m(2 к + 1) 
(m = 0 , 1 , 2 , . . . ) , 
( k = 0 , 1 , 2 , . . . ) , 
gesetzt wurde. 
Die Zahlen cmk > 0 werden mit der Formel 
(18 ) cmk — 
Vhjh) 
a
m • 9m{k) 
(k= 0 , 1 , 2 , . . . ; m = 0 , 1 , 2 , . . . ) 
bestimmt, und ferner werde 
2
 Diese A b k ü r z u n g meines ursprünglichen, längeren Beweises s t a m m t von P ro f . 
B . S Z . - N A G Y . 
3
 Auf das Bestehen dieses Sa tzes hat mich Pro f . G . A L E X I T S a u f m e r k s a m gemach t . 
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(19) OL, = 
3 
r
 y hm(k) (m = 0 , 1 , 2 , . . . ) 
gesetzt. 
Es ist evident, dass 11 vm \ | = 1 ist, sobald die in der Definition von 
om stehende Reihe konvergent ist. Diese Konvergenz ist aber, wegen der 











Es ist auch klar, dass 
(Vm,V[2k+i]2-») 
dx — 
+ 00 J 
gm{x) lo S'm(O) 
- c m k (ш = 0 , 1 , 2 , . . . ; & = 0 , 1 , 2, . . . ) , 
Zt 
und sonst im Falle n > m (vm, vn) = 0 gilt. Deswegen ist В tatsächlich eine 
(/-Menge, da ßmn >. 0 und zum Beispiel ß23 = 0 ist. 
Endlich ist 
2 ßmn fin) = - 2 °mk /(t2 k + 1 ] 2 m) = 
n=m+1 4
 k=o 
1 « Kik) n\ 
4 o2mk?o[gmik)]2 
h (x) 






dx = [lngm{x)}$» = + oo 
besteht. Auf Grund von der Ungleichheit (10) ergibt sich die Behauptung des 
Satzes 5. 
§ 4-
Bezeichnen wir jetzt das System aller (/-Mengen mit das System 
aller M-Mengen mit 11, ferner die Abweichungssummen für eine Menge A 
(wo А С © oder А С U) mit sm (A) = a%n (m= 0, 1, 2, . . . ). Der Satz 4 
( 1 = 0 
sagt, dass die Menge der Abweichungssummen von oben beschränkt ist und zwar 
ist — gewiss eine obere Schranke, d. h. 
sm(A) ^ —, wenn oder M £ И 
2 
( m = 0 , 1 , 2, . . . ) . 
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Weiterhin ist die Frage natürlich, ob es f ü r die sm(A) eine kleinere obere 
Schranke als — gibt. Es ist einzusehen, dass die Antwort negat iv ist, es ist 
2 
nämlich leicht eine Menge A £ & hei gegebenem e > 0 zu konstruieren, mit 
sm (A) > — — e f ü r ein einziges m. 
2 
Weiterhin können wir noch fragen: Exist iert es eine solche Menge A 
(A Ç & oder A £ U), bei welcher für mehrere m oder für jedes m die 
sich beliebig zu — nähern? Auf diese Frage gibt der nachfolgende Satz in 
2 
gewisser Hinsicht eine Antwor t : 
Satz 6. Zur beliebig vorgegebenen Zahl e > 0 gibt es eine Menge A £ 
für welche bei m = 0, 1, 2, . . . 




Г im = ' i m + l - = W m (TO = 0, 1, 2, . . . ) 
So ist 
A = {vm : m =0, 1, 2, . . . } \J {wm : m = 0 , 1, 2, . . . } ,  
WO 
xmi = ck für i = 2 m + 1 к + 2m — 1 (к = 0, 1, 2, . . . ) , 
(21) xmi = 0 für i ф 2 m + 1 к + 2m — 1 (к = 0, 1, 2, ... ), 
ferner 
wm — (УтО* У mV • • • ' У mi' • • • ) > 
WO 
У mm 1 > 
У mi = 0 für i Ф то; 
oo 
die Zahlen ck > 0 sind so gewählt , dass У c\ = 1 ist und 
k=0 
besteht. 




(TO = 0 , 1 , 2 , . . . ) . 
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Aus (21) folgt, da || vm — vn || — j/2 = 0 ist, wenn n — 0, 1, 2, . . . ; 
m — 0 , 1 , 2 , . . . ; n ф m, 
s,m(A) = 2 (|| "m - ®J - = [У(с0+1)2 + 1 - 4 - )/2]2 + 
n=0 
+ [ V ( C i + 1 ) » + 1 - C Î - У2 ] 2 + . . . + [ ^ ( c n + l ) » + l - c J i - У2]2 + . . . = 
é i (V* + 1 + l)2 did + 1 + l)2 2 
Damit haben wir den Beweis von Satz 6 beendet. 
Zum Schluss möchte ich den Herren Prof. G . A L E X I T S , Prof. Á . CSÁSZÁR, 
Prof. P . E R D Ő S , Prof. B . S Z . - N A G Y und Adj. D. K R Á L I K fü r ihre bereitwillige 
und herzliche Hilfe, die sie mir bei der Fertigstellung dieser Arbeit dargebieten 
haben, aufrichtigen Dank sagen. 
(Eingegangen : 7. März, 1960.) 




В § 1 дается следующее 
Определение: Множество единичных векторов гильбертова простран-
ства {г>„} (п = 0, 1 , 2 , . . . ) называется u-множеством, если ||t>m — vn\\ > (/2 
для каждого тфп\ и множеством, если \\vm — vn\\ g У2 для каждого 
тфп, но по крайней мере для одной пары векторов ||t>m — vn\\ = У2. 
J . CzipszER и Р. E R D Ő S в 1957 году поставили задачу, в которой со-
держится указание на существование ц-множества. 
Настоящая работа в сущности занимается исследованием того, может 
ли быть уклонение \\vm — vn\\ — f 2 (обозначаемое через атп) значительным. 
§ 2 изучает вопрос, что целесообразно было бы выбрать за меру укло-
со со со 
нений. Мы доказываем, что 2 У ( т ) а т п ß > 0 ) и 2 ( т ) а1тп (0 < е < 1) 
т—0 / 1 = 0 /1=0 
негодны, потому что эти ряды могут расходится ((m) обозначает, что отсу-
оо m—1 œ 
тствует член, который имеет индекс /п; т. е. 2 стп = 2 стп+ 2 Стг^ • 
/1 = 0 /1=0 /1 = /71+1 
со 
В § 3 доказывается, что 2 ( т ) а ™ пригодная мера, потому что 
/1=0 
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a%n < — для всех g- или u-множеств и что эта теорема сходи-
л = 0 2 
мости остра в некотором смысле. 
В § 4 для д- или u-множества А мы употребляем обозначение 
S m ( A = « L 
л=0 
и доказываем, что к каждому е > 0 можно найти такое ^-множество А, для 
которого 
в 2 т ( Д ) > — — в ( т = 0 , 1 , 2 , . . . ) , 
BEMERKUNG ZUR ARBEIT »ÜBER GEWISSE ELEMENTENFOLGEN DES 
HILBERTSCHEN RAUMES« VON K. KONCZ 
von 
A. R É N Y I 
Es sei {/„} eine unendliche Folge von Elementen eines Hilbertschen 
Raumes H , welche der Bedingungen 
a ) | | /nll = 1 ( » = 1 , 2 , . . . ) 
und 
b) \\fn-fm\\>Y2 f ü r пфт 
genügt. Offenbar kann b) durch die Bedingung 
(1) (fn.L)< 0 f ü r пфт 
ersetzt werden, da falls a ) erfüllt ist, b) und (1) gleichbedeutend sind. He r r К 
K O N C Z [ 1 ] untersucht verschiedene charakteristische Masszahlen f ü r solche 
Folgen. In dieser Note betrachten wir einen weiteren solchen Masszahl, nämlich 
00 oo 
die Norm des quadratischen Formes 2; ^ ( f n , fm) xn xm (wobei die xn reelle 
n = l m = 1 
Veränderlichen sind). Wir setzen 
(2) Q{{f„}) = sup 
00 
< = i 
n=l 
und beweisen folgenden 
CO CO 
2 2 (.tn.tm)XnX„ 
n—1 m = l 
Satz 1. Es gilt für jede Folge {/„}, welche den Bedingungen a) und b) 
genügt 
(3) < Ш ) ^ 2 . 
Die Ungleichung (3) ist bestmöglich, d. h. es gibt eine den Bedingungen a) und 
b) genügende Folge {/„} mit Q({/n}) = 2. 
265 
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2 2 7 i > fm) Xn xm — 2 fn X" (i= 1 m=l ! n=l è o , 
CO CO 
2 2 (tn,tm)xnxM< 2xn• n=l m=1 o=l 
(i#m 
2 2 (fn,fm)xn-j rr= 1 m = l (i#m 
á УХ2П, 
л = 1 
2(fn>fm)Xnxm á 2 2 х»' 
( 1 = 1 171=1 11 = 1 
Damit ist (3) bewiesen. 
Um den zweiten Teil des Satzes zu beweisen, sei H das Raum der Folgen 
/ = (fW, /(2), . . . /CO . . . ) mit 2 f(k)2 < + 0 0 . und der üblichen Definition 
1 =k 
des inneren Produkts . Es sei /„ = ( /« , . . . , /<*>, . . . ) mit /<,"> = + , /<Г+1) = 
| /2 
==—-—, /<*> = 0 für кфп, кфпф 1, d a n n genügt, wie es Herr KONCZ 
'
2 
bemerkt ha t , die Folge {/„} der Bedingungen а / und b), undzwar ist 
(8) ( L f m ) 
\ о 
fü r j m — n j = 1 , 
f ü r \m — n > 1 . 
( — 1)" 





n = 1 u n d 
/ 7 = 1 
(9) 2 2 {t'-> fm) xnxm — % 
(1=1 (71=1 A 
also Q({/„}) = 2. Damit ist der Beweis des Satzes 1. zu Ende geführt . 
Nach einem bekannten Satz ([2]; siehe auch [3], Lemma 1.) folgt aus 
со oo 
(10) 2 2 (f"> fm) XnXmi < Q 2 X n > 
(1 = 1 771= 1 ( 1 = 1 
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dass für jedes g ^ H 
(и) 2(g,fn)2^Q\\g\\2i 
n=l 
also für g = fm gilt, wenn wir die Bezeichnung 
(12) Tm= J-(/n,/J2 
n = 1 
einführen 
(13) Tm^Q{{fn})-\ (m= 1 , 2 , . . . ) . 
In [1] werden die Summen 
(14) Sm= J § ( | | / „ - / m | | - K 2 ) 2 
n = I 
Пт^т 
untersucht. Da, wie Herr K O N C Z bemerkt, offenbar 
W f n - L W - r ^ ü - ^ i f n . U 
gilt, so ist 
(15) Sm V * Tm 
и 
und somit wegen (13) 
(16) Sm<UQ({fn})-l). 
Cd 
(16) kann wegen (3) als Verschärfung des Satzes 4. von [1] betrachtet werden. 
(Eingegangen: 27. September, 1960.) 
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ON TESTING FOR NORMALITY 
K . S A R K A D I 
Introduction 
This paper deals with the following two problems: 
1. How to apply the test of normali ty or the homogenity test of BARTLETT 
or COCHRAN for the error term if we have one observation per cell in a two-way 
classification table? 
2. How to ex tend the application of any test of goodness of f i t for test-
ing the normality on the basis of a simple sample if the expectation and the 
variance (or at least one of them) are unknown? 
The first problem is of practical interest and was suggested to t he author 
by P . WELLISCH1 . I t is known tha t most of the variance analysis methods 
star t f rom the supposition of a normally distributed error term. However, as 
far as I know, in the textbooks on variance analysis no method of proving this 
supposition in the case of single observation per cell is treated. 
Here the diff icul ty arises f rom the fact t h a t forming the differences 
between the observed values and their predictions these will not be independent. 
I t is known however, t h a t dependent normally distributed variables can easily 
be linearly transformed into independent ones. Our method of solving the 
above problem is based on this fact . 
For tha t reason we have to choose such linear transforms of t he original 
values which are mutual ly uncorrec ted with expectation 0 and common 
variance. In order t h a t the distribution of the transformed variables should be 
near to the distribution of the error terms (even in the case of al ternative 
hypothesis) it is necessary that each of the t ransformed values should be 
highly correlated with one of the original values. This problem is t rea ted in 
§§ 2 - 3 . 
The second problem is of interest as well. At present the %2-test is the 
only one which is adap ted to the case of unknown parameters. The t ransforma-
tions given in Sections 1 and 4 allow, however, to apply any test of goodness 
of f i t for testing normali ty. If only t he expectation is unknown the solution is 
based on the same principle as in the f irst problem. The general case requires 
nonlinear t ransformation. 
Of course the methods may be applied if we have several samples the 
theoretical parameters of which are different and unknown. For th is case 
DUNIN-BARKOVSKY and S M I R N O V [ 1 ] have given A t ransformation reducing 
the problem to simple goodness of f i t test . But while the transformation in 
1
 Secretar ia t of t h e Council of P l a n t - V a r i e t y Tes t ing , Budapes t . 
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[1] results for t he goodness of f i t tes t only as many data as is the number of 
samples, our transformation decreases the number of data only by the number 
of unknown constants . 
Similar transformation is given for the case of the Gamma parent distri-
but ion at the end of § 4. This t ransformation eliminates the scale parameter 
f r o m the distribution of the da ta . 
§ I. Simple sample with unknown expectation 
Let xx, x2, ..., xn be independent random variables with common 
variance a2 and common expectation p. Let 
il 
1 г 2 xi + xn ï n  
их + x „ \ n _ /Л 
n - f - \n n + f n 
I t is easy t o prove that t he following differences: 
(1) y1=x1— x', y2 = x 2 — X , . . . , y „ _ j = x„_x — x' 
have the common expectation 0 and common variance a2, fu r the r tha t they 
a r e uncorrelated. The first s ta tement is trivial, the two latters can be e.g. 
easily seen f rom the fact t h a t xn_x = (xx + x2 + . . . + xn_1)/(n — 1) and 
(x„_x — xn)/f и have the same variance <т2/(и — 1), both of them are uncorre-
la ted to x, — (i = 1 , 2 , . . . , n — 1); and t h a t x, = x„_x + (x, — xn_x), 
y( = (xn_x — xn)j\n-{- (x, — xn_x) and thus the random vectors {xx,x2, . . . ,x„_x} 
a n d {yx, y2, . . . , y n _ i } have the same dispersion matrix. 
I t follows t h a t if the distribution of x,- is normal t hen the variates 
vx, y2 y,i-i a r e mutually independent equally distributed normal variates. 
The correlation coefficient of x, and y, is 
R { x „ y , } = l - 1 — . 
n + \7l 
The t ransformation (1) is optimal among all linear transformations into 
n — l uncorrelated variates wi th 0 expectation in the sense t h a t min R{x,, y,} 
is maximized b y (1). ' 
Proof. The statement is equivalent to the following : If in an n 
by n orthogonal matrix G = {c,;} c„x = cn2 = ... = cnn = l/Ун then 
min c„- — 1/(и -f ^n). (The equivalency is easy to be seen. The transfor-
J^n— 1 
mation matrix С gives a t ransformed vector whose first n — 1 elements 
provide a linear transformation of xx, x2, . . . , xn into n — 1 mutual ly uncor-
related variables yx, y2, . . . , y„_x uncorrelated to x as well, i.e. having 0 
expectation independently of ji. Apart f rom constant factors, there is a 
1 : 1 correspondance between all possible such transformations and the 
possible values of C.) 
Evidently for some i gL n — 1 |c,„| ^ 1/]/и. As 
R {x,. — % y,j = с,,- ] [ ф ( п - 1 ) , 
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R {x„ - x, y,} = cin ЦпЦп - 1 ) , R {x,- - x, xn — x} = - 1 /(n — 1) 
and f rom the geometrical interpretat ion of the linear funct ions of xx, x2, . . . , x„ 
it is to be seen that 2 
arc cos R {x,- — x, у,} ^ j arc cos R {x„ — x, y,} — arc cos R {xn — x, x, — x} | 
the following inequality is valid: 
c,.,.= R{x,.,y,.}^ 1 Ж 
n + \jn 
and thus the above s tatement is proved. 
The transformation given by (1) gives the possibility of applying any 
test of goodness of f i t in case of unknown mean and known variance and we 
can take into account t h a t the expectation is unknown not only in applying 
a X 2 -TEST bu t in tha t of K O L M O G O B O V , S M I E N O V and R É N Y I too. In addition, 
if we apply the ^2-test the diminishing of the degrees of freedom due to the 
estimation of the expectation can he avoided. 
The element xn plays a special role among the sample elements in the 
transformation. I t is chosen for the sake of simplicity; of course any of the 
sample elements can be randomly chosen. 
§ 2. Two-way classification, one observation per cell 
Let the variates x,7 (i = 1, 2, . . . , s; / = 1 , 2 , . . . , v) be independent 
with common variance a2 and with expectations 
E
 K y } = /"•• + Sr + ft-j 
where the constants у.., /x,-., fi.j are unknown. 
Now we can define the following (s — 1) (v — 1) uncor rec ted variates: 
(2) У у = x,7 — x,'. — x'.j + x.'. 
( » = 1 , 2 , . . . , « — 1 ; 7 = 1 , 2 , . . . , » — 1 ) 
where 
2 xij + x/t> b 
x ; . = w — 
V + \v 
s 
2 x,y + *sj I''« 




2 2 , x,y + b 2 *iv + b 2 *sj + Xsv \sv 
i = i 7 = 1 i = i 7 = 1 
( s + Vs) («7 + V'f) 
2
 I n geometr ica l i n t e r p r e t a t i o n th i s is t h e t r iangle i n e q u a l i t y in t he spher i ca l 
t r i ang l e d e t e r m i n e d b y t h e vec to r s corresponding to t he v a r i a t e s x,- — x, xn — x, y,-. 
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As shown below cov (yi;-, ykl) = 0 for (г, j) ф (к, I) a n d the variates ytj 
have common expectation and variance E {y, ;} = 0 and D2 {y, ;} = a2. 
Proof. The quantities x l y — x2j — p2., . .., xsj — ps. have the com-
mon expectations p.j — p.. a n d variance cr2. Thus applying t h e transformation 
(1), we obtain t he transforms yV having the expectation 0 and variance cr2. 
The quantities y'(j and ykl will be independent for j ф I because of the in-
dependency of x ; J ' s and uncorrelated for j = l, гфк because of the property 
of the transformation. Now we apply the transformation (1) to the series 
yíi> У<"2> • • •> y'iv which leads — a f t e r some calculation — to t he quantities ytj 
defined by (2). The quantities y,-,- thus have the expectation 0 and variance 
a2 . I t follows in case of a normal parent distribution t h a t t he quantities y l ; 
will be mutually independent. As their first two moments do not depend on 
t h e assumption of normality t h e y will be mutual ly uncorrelated in the non-
normal case. 
The correlation coefficient between x,7 and у • is 
Xjj will be called basic element if it has a highly correlated correspondent 
among the transformed values. The above transformation has the property 
t h a t the basic elements fo rm an s — 1 by v — 1 submatrix in the original 
matr ix of the x,- • s. This p rope r ty is advantageous both for the purpose of 
simplicity of t he formulae a n d that of applying COCHRAN'S or BARTLETT'S 
tes t . But the author does not know whether the transformation is 
optimal in t he sense of § 1. The intercorrelations betwen the basic ele-
ments can be decreased in absolute value by other choices of the basic 
elements. This is, e. g. the case for s = v = 3 if we choose x12, x13, x21, x31 
for basic elements. One could expect t h a t such choices may provide an 
increased min R {x,,, y,, } I n t h e mentioned special case, however, this does 
i,j 
not hold. The optimal t ransformation with the mentioned choice of basic 
elements is 
I [(2 + ye )u 2 2 + (4 - У6)u23 + (4 + ye)U 3 2 + (2 - ye)u 3 3 ] 
4 
у [ (2 - y e ) u 2 2 + ( 4 + y e ) u 2 3 + ( 4 - У е ) u 3 2 + ( 2 + у ё ) u 3 3 ] 
] [(4 + У6)u22 + (2 + f6)U 2 3 + (2 - ye )u 3 2 + (4 - ye )u 3 3 ] 
У31 = - ~ 1(4 - y e ) U22 + (2 - ye ) U23 + (2 + У 6 ) U 3 2 + (4 + y e ) U33] 
where 
j 3 1 3 1 3 3 
u<7 = Xij - „ 2 X>" - , 2 X" + q 2 2 Xkl 
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I n this case 
(5) 
for (г, j) = (1, 2), (1, 3), (2, 1), (3,1). Formula (3) gives for this case R{x i J t yu} = 
= (2 + У3)/6 which is larger than (5). 
The transformation (2) gives the possibility of testing the normali ty of 
the error term in our case. In addition i t allows the testing of homogenity of 
variance between rows or between columns or between different tables of data 
with C O C H R A N ' S or B A R T L E T T ' S criterion. 
Evidently any row and column m a y play the role of the те-th row and 
5-th column in the written formulae. The choosing of them however, must not 
depend on the actual values. 
§ 3. The general case of variance analysis 
The case of n-way classification can be treated in the same way. In 
principle, the method can be extended for any case of variance analysis. 
§ 4. Transforms independent from variance 
In this Section there are given transforms which are independent not 
only from the unknown expectation b u t from the unknown variance too. 
In case of normality tests in general not only the expectation but the variance 
is unknown too. Thus our transformation gives the possibility of applying any 
tes t of goodness of f i t for the general case of testing normality. Let us suppose 
we have performed the transformation given in Sections 2, 3 or 4 and we 
have v variates yx, y2, ..., yv with 0 expectation and variance a2. Suppose 
they are independent and normally distributed. We define the following 
transforms : 
( 6 ) 
where 
and 
z, = sgy, It , 
1 v — ' 
I = У / 
y? + y ? + i + . . . +yl 
[ a ^ l - xy-1 dx 
I,(p,q) = °-7 
JxP-^l — ж)?-1 dx 
( < = 1 , 2 » — 1 ) 
is the incomplete Beta-function tabulated in [3]. 
1 V—" Since I, is the distribution function of tf, the variates 
2 2 
defined by (6) are uniformly distributed in the interval ( — 1, 1). According to 
a theorem of E. L U K Á C S [2] yf + y f + 1 + . . . + y2 and y?/(y?+1 + . . . + y2) 
3 * 
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are independent which implies tha t the variates z1; z2, . . . , z„_1 are mutually 
independent. 
If the alternative hypothesis holds the variates z, are in general not 
identically distributed and not independent. If v tends to infinity and i remains 
constant the distribution of z, tends to the distribution of 2 Ф (y,) — 1 where 
v 
Ф(у) = (2 я)-'/2 J e—*'/2 dx. 
00 
We may apply any test of goodness of fi t for the z/s. 
The distribution of z/s with small v — i for the alternative hypothesis 
requires further investigations. Probably the goodness of f i t tests can be 
ameliorated for large series if we omit a few values from the end of the series 
of z /s . 
The results of this Section can be extended easily for the case of a Gamma 
parent distribution. If wx, w2, . . ., w„ are independently distributed and have 
a common Gamma distribution with density function 
o r 
m 
where A is known but a is unknown the transformation 
can be applied, where 
z , = / t i(A, (v — i) Я) 
(i =1,2 v—1) 
4 
w c + w Í + i + • • • + w v 
The variates z, defined by the above formula are uniformly distributed 
in the interval (0,1). Their mutual independency follows again from the theorem 
o f L U K Á C S [ 2 ] . 
The above transformation gives the possibility of applying any test of 
goodness of fi t in the case of a Gamma distribution with unknown a and 
known Я. 
(Received January 27, 1960.) 
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О ПРОВЕРКЕ ГИПОТЕЗЫ НОРМАЛЬНОСТИ 
К . S A R K A D I 
Резюме 
Работа занимается двумя следующими проблемами. 
1. Как можно исследовать нормальность распределения остаточного 
члена или произвести пробу В А В Т Ь Е Т Т - Э И Л И Соснвлк-а относительно одно-
родности, если в таблице двусторонней классификации имеется одно наб-
людение в каждой ячейке? 
2. Как можно применять любой метод проверки гипотезы нормаль-
ности, если не известно математическое ожидание, дисперсия или оба эти 
значения? 
Даются преобразования, делающие возможным проведение вышеука-
занных исследований. 
Формула (1) в случае простой пробы, а формула (2) в случае таблицы 
двусторонней классификации с одним наблюдением в системе преобразуют 
величины в величины без корреляции, с нулевым математическим ожи-
данием и дисперсией, равной исходней. Применяя преобразование (6) к 
полученным таким образом величинам, получим независимые значения xh  
распределение которых будет равномерным на отрезке [— 1, + 1 ] , если 
исходное распределение было нормальным. 

ON A THEOREM OF PAUL LÉVY 
G. S Z E K E R E S 1 
1. Let / (x) be a continuous str ict ly increasing function such t h a t 
(1) f (ж) > x for x > a . 
A family of fractional i terates of / (x) is obtained by considering Abel's 
equation 
(2) A(f(x)) = A(x) + 1, x > a . 
If A(x) is a continuous and strictly increasing solution of this functional 
equation and A_x (y) is the inverse of A(x) (so tha t A_x (А(ж)) = x for x > a), 
then 
(3) fa (x) = A_x (A(x) + a), - oo < < oo 




с т + т (ж) , f1(x)=f(x). 
In part icular f0(x) = x and f_x (x) is the inverse of/(ж). The interpretat ion of 
(3) and (4) is t h a t they hold for sufficiently large x; for instance f„(x) in (3) 
is defined for ж > a if о ^ 0 and for x > A_x (A(a) — a) if о < 0. 
For о = n, n = 1, 2 fn (ж) is the тг-.th natural iterate of /(ж), 
/n+i(») =/(/„(*))> n = 1,2 
hence independent of A(x). For non-integer values of о, /Дх) is not determined 
uniquely but depends on the particular solution of the functional equation (1). 
To enforce uniqueness we need more information about the expected behaviour 
of the iterates. 
Suppose t h a t 
(5) f(x) = x + co( x) 
where ео(ж) is differentiable and со' (ж) -> 0 as ж -> м . By induction one easily 
verifies tha t 
(6) /„ (ж) = ж + con (ж), W = 1 , 2 , 3 , . . . 
1
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where co'n (x) -> 0 as x -*• oo and 
(7) = 
x-00 co(x) 
To prove (7) for n + 1, note tha t 
ы
п +1 (®) = Л® + (®)) — ж = со„ (ж) + со (ж + со„ (ж)) = 
= ы
п
 (X) + со(х) + со„ (ж) со' (ж + б со„ (ж)), О < 0 < 1 , 
and this is asymptotically equal to (n -f- 1)со(ж) if (7) is t rue for n, since 
со' (ж + 0со
п
(ж)) -> 0 as n oo. Note that 
(8) lim fn(x) = lim со„(ж) = oo 
/7-.00 
for every x > a, b y (1). Similarly it can be shown that 
/_„ (x) = ж + со_
п




(ж) hm —— = — n 
x-> oo со(ж) 
I t is therefore quite natural to ask whether there exists a family of iterates 
(9) f a (ж) = Ж + ÛV (ж) 
such that 
coJx) 
(10) lim ffV ' = er 
X^oo w(x) 
for every real a. 
An affirmative answer was given by P A U L L E V Y in 1 9 2 8 ;2 he showed 
tha t if со'(ж) is of bounded variation then such a family does in fact exist and 
is uniquely determined by /(ж). This is briefly L E V Y ' S argument: 
Suppose first tha t there exists a family of iterates (9) with the asymptotic 
property (10). Let y =fa. (ж) and write xn = /„ (ж), yn = fn (y) so that lim ж„ = 
= lim




n + 0>a (Xn) 
so tha t 
lim Ь — " = lim " = <r 
n=oo w(xn) n- oo жп+1 — 
by (10). In other words, the index of iteration a is determined in a perfectly 
unique manner f rom the formula 
(11) a = lim У п ~ Х " 
Л=оо X 
л + 1 
for any pair of values x > а, у > a. 
!
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On the other hand, it is easy to show tha t the limit (11) actually exists, 
a t least for x g y g f(x), provided tha t co'(x) is of bounded variation. For 
denoting by an the right hand member of (11), one f inds by a simple calculation 
( 1 2 ) ° n + i - < > n = ° n - ^ ^ [ c o ' ( i n ) - < o \ è n ) ] 
co(xn+1) 
where £„, are between xn and xn+1. But 0 g. on g 1 since x g y g f(x),. 
co(xn)/co(xn+1) 1 since co'(xtl)-> 0, and 2 \ C t ) ' — (In)! converges since 
n 
co'(x) is of bounded variation. Hence 2 \ a n + i ~~ a n I converges and lim on—a „ n- » 
exists. Note t h a t the convergence of 2 1 an+i ~ an\ 1S uniform for fixed x and 
n 
x g y g f(x) and in fact uniform for a < b g x g f(b), x g y g f(x). 
L E V Y ' S argument is incomplete in several respects.3 First, if we write 
a = X(x, y), it is necessary to show t h a t for fixed x, X(x, y) is continuous and 
strictly increasing in y. For only then can we say with certainty tha t о = 
= X(x, y) is solvable for у and t h a t the function y = fa (x) does indeed exist 
(for sufficiently large x). Secondly, it is necessary to show tha t fa (x) has the 
required asymptotic properties. 
The purpose of this note is to establish L E V Y ' S result in a rigorous 
manner . More precisely, we shall prove: 
Theorem. Suppose that f(x) = x + co(x) where co(x) > 0, со' (x) is of 
bounded variation for x > a, and со' (x) -*• 0 as x -> oo. Then (a) the limit (11) 
exists for every pair of values x > a, y > a. (b) a = X(x, y) is continuous and 
strictly increasing in у. (с) X(y,x) = — X(x,y). (d) If у = fa {x) denotes the 
solution for у of a = X(x, y) then the fa (x) form a family of fractional iterates 
of f(x) with the asymptotic property (10). 
A similar result holds for functions which have the form f(x) = x — co(x) 
in a (right) neighbourhood of 0. If co(x) > 0, œ' (x) is of bounded variation for 
0 < x < a and со' (x) 0 as x 0 + , then f(x) has a uniquely determined 
family of fractional iterates fc (x) —x— co^x) with 
lim = a 
x—o+ <y(a;) 
where о is again given by (11). Modifications of the proof are trivial and details 
will be omitted. 
The requirement t h a t co'(x) be of bounded variation is essential and 
relaxation of this condition seems hardly possible. If co'(x) is of unbounded 
variation, the limit (11) need not exist a t all, as for instance when f(x) = 
= ж + 1 H sin x, x > 1. In other cases the limit (11) may exist for all 
x 
3
 T.ÉVY'S chief a i m was a t h e o r y of r e g u l a r g r o w t h of r ea l f u n c t i o n s a n d t h e a b o v e 
t h e o r e m a p p e a r e d a s a n a u x i l i a r y r e su l t i n a la rge ly h e u r i s t i c work . F r o m t h e point of 
v i e w of t h e t h e o r y of i t e r a t i o n s , t h e t h e o r e m obv ious ly h a s a n in t e res t of i t s o w n . 
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pairs x, y, but a = А(ж, y) is a constant in an interval of y so tha t the equation 
is not solvable for y. An example of this kind is 
1 1 2 f(x) = X + 1 sin2 — 71 n(x — n), n < X < n H , 
я ( п + 1 ) 2 - - n 
2 f(x) = x + l , n H + n — 2, 3, 
5 1 
In fact , if x = 2 t hen xn — n + 2 a n d if y = — then yn = n + 2 -\ — . 
2 n + 2 ' 
Hence 
lim У п ~ Х п = lim — — = 0 . 
п -« ж
п + 1 — Хп п + 2 
2. Proof of the theorem. We have already verified (a). Continuity of 
X(x, y) for x у ^ /(ж) is a straightforward consequence of the uniformity of 
convergence of lim an = a. Strict monotonity a t y = x follows from (12) 





Therefore oja0— П lan converges to a positive value and we have a > 0. 
n=0 
To extend these results to other values of y, suppose tha t y > x and let 
к be an integer such t h a t xk < у ^ xk+1, xk+n < yn< xk+n+1. Now 
« Ы =
 ы(хк+п) + (У„ - xk+n) ы'(£п) 
- Hxk+n) + е , М ч + п ) °>'(£n) 
where 0 < 0„ g, 1, xk+n < |„ < xk+n+1. Since со' (|„) -> 0, we f ind tha t 
lim Ы ( У п ) = 1 . 
n -co w(xk + n) 
But for fixed k, 
l i m W^Xk+n) _ j j m xk+n+1 — xk+n 
n-» co(xn) n—°> (o(xn) 
_ U m + ^ f e + i ^ " ) — ж п —
 = ! 
n - » «(X„) 
by (7). Therefore for every pair of values x > а, у > a, 
<1S) = 
n-=o œ(xn) n~«xn + 1 - x n 
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This gives immediately 
(14) X(x,f(y)) — X(x,y) = 1 , 
and also the existence of any of the two limits on the lef t provided t h a t the 
other one exists. Hence A(®, y) exists for every x > a, y > a. Furthermore, 
(13) gives 
(15) X(x, t) = X(x, y) + l(y, t) 
from which the assertions (a), (b) and (c) of the Theorem follow at once. To 
prove (d) we note tha t in the number triple {x, y, a} where о = X(x, y), each 
pair determines uniquely the third one by (a), (b) and (c). Hence (x) exists 
and they form a family of fractional i terates of f(x) by (14), (15). 
Finally we have to show tha t fa (x) has the required asymptotic behaviour. 
We may assume tha t 0 < a < 1. Now у — fa (x) implies yn = (xn) for 
n > 0 therefore 
(16) a = lim У п ~ Х " = lim f M j Z Ü *
 = ] i m _ 
N- oo w(xn) П--Ю Oj(xn) N-« Co(xn) 
This holds uniformly for a < b g x g f(b), x g y g f(x), (see remarks af ter 
(12)), and the asymptotic formula (10) follows. 
(Received February 20, 1960.) 
ОБ ОДНОЙ ТЕОРЕМЕ P. LEVY 
G. S Z E K E R E S 
Резюме 
Пусть f(x) есть строго возрастающая функция, причем 
(1) f(x) > x, если х>а. 
Если А(х) есть решение функционального уравнения 
(2) A{f(x)}= А(х) + 1 (х>а), 
то функции 
(3) f J x ) = A.1{A(x) + a} 
удовлетворяют соотношениям 
(4) и Ш ) = Ш * ) . f i («) = /(*)• 
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Но так как решение (2) не единственно, то и функции fjßx) определены одно-
значно лишь для целых значений а. 
Согласно одному замечанию Р . L É V Y [ 1 ] fa станет однозначной, если 
потребовать, чтобы выполнялись условия 
(5) /(ж) = ж + со(х) 
и 
(9) ДДж) = ж + œ j x ) , 
где со(х) дифференцируема, со'(ж) имеет ограниченное изменение, Нт« ' (ж)=0 и 
X— оа 
. , ,. cjJx) 
(10) lim = а . 
X—00 СО ( ж ) 
В работе автор доказывает существование и единственность так определен-
ной /„. 
ÜBER EINFACHE KÖRPERERWEITERUNGEN 
von 
G. G R Ä T Z E R u n d E . T . S C H M I D T 
Aus der Körpertheorie ist der folgende Satz wohlbekannt: 
(*) Ist ß algebraisch über dem Körper К und sind av ...,an sepa-
rabel über K, so ist K(av . . ., an, ß) eine einfache Erweiterung von K.1 
In dieser Note werden wir den folgenden Satz beweisen: 
Satz. Es seien ax, .. ., an algebraische Elemente über K. Für ein beliebiges 
algebraisches ß über К ist K(ax, . .., an, ß) dann und nur dann eine einfache 
Erweiterung von K, wenn eine der folgenden Bedingungen erfüllt ist : 
1. Gtj, ..., an sind über К separabel ; J 
2. wenn die Charakteristik von К eine Primzahl p ist — so ist Kp eine 
einfache Erweiterung von K. 
Als eine Verallgemeinerung der vollkommenen Körper hat E. STELNTTZ 
[5] (siehe auch KKULL [ 1 ]) den Begriff des fastvollkommenen Körpers ein-
geführt . Ein Körper К heisst fastvollkommen, wenn jede seiner endlichen 
algebraischen Erweiterungen einfach ist. Mit diesem Begriff erhalten wir 
trivialerweise aus dem Satz die 
Folgerung. Ein Körper К ist dann und nur dann fastvollkommen, wenn 
entweder seine Charakteristik 0 ist oder — wenn seine Charakteristik eine 
1 
Primzahl p ist — so Kp eine einfache Erweiterung von К ist. 
Beweis des Satzes. Es genügt nur den Fall von einer Primzahlcharak-
teristik zu betrachten, da jeder Körper von der Charakteristik0 vollkommen ist. 
Es sei К ein Körper von der Charakteristik p und Kp = K(ft). Zuerst 
l 
zeigen wir, dass auch Kp* eine einfache Erweiterung von К ist. In der Ta t 
l 
ist x xp ein Isomorphismus zwischen Kp1-1 und Kp' (t ist eine ganze Zahl), 
I i i i_ \ j l 
also Kp' = Kp (<dp) = K(h)(hp) = K(tip), und ganz analog Kpk = 
Um zu zeigen, dass jede algebraische Erweiterung K(av ..., an, ß) 
einfach ist, können wir voraussetzen, dass die а , (г = 1, 2, . . . , n) und ß rein 
inseparablen sind. Jede algebraische Erweiterung ist nämlich einer separablen 
1
 Siehe [4], Sa tz 365. 
2 8 3 
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und einer darauffolgenden rein inseparablen Erweiterung äquivalent,2 und 
die erste spielt in der Einfachheit keine Rolle (siehe [*]). Es gilt3 a , 6 Kp 
ß 6 KP~kn+i f ü r passende ganze Zahlen 4„ somit K(av . . ., aw ß) Ç ftp-™*, 
Diese ist, nach dem gesagten, eine einfache algebraische Erweiterung, folg-
lich ist auch der Unterkörper K(av .. ., an, ß) einfach.4 
Um die Umkehrung zu zeigen, können wir annehmen, dass К n ich t 
vollkommen ist (also die Charakteristik p hat) . Wir müssen in diesem Fall 
beweisen: wenn für beliebigen algebraische av . . ., an, ß, K(av .. ., an, ß) 
einfach ist, so gibt es ein Element 0 in KP mit KP = K(d). Zuerst nehmen 
wir an, dass n =• 1 ist. Wir wählen a so, dass K(a) ein rein inseparabler Unter -
l 
körper von K(olx) und e > 1 der Exponent von a sei. Wenn i £ ( a ) 2 Kp s teht so 
p 1 
ist Kp eine einfache Erweiterung5 über K. Wir zeigen, dass K(a) Kp zu 
einem Widerspruch führt . 
Es sei K(a) £Kp und у ein rein inseparables Element, so dass у 6 Kp, 
у 
у $ K(a). Es sei ß 6 Kpt so gewählt, dass ßp1'1 = y, und к > e. K(a, ß) ist 
nach der Voraussetzung eine einfache rein inseparable Erweiterung von К 
Es bezeichne g den Exponent von K(a, ß). Es gilt8 
[K(a, ß):K] = pe, [K(a) : K] = j f , [K(ß) : K] = p \ 
Aus к > e folgt g = к. Falls wir zeigen, dass 
[K(a, ß):K] = [K(a):K][K(ß):K] 
gilt, so folgt pg = pe pg woraus e = 0, was der Voraussetzung e ^ 1 wider-
spricht. Da [K(a,ß) : K] =[K(a,ß) : K(a)].[K(a) : K] ist, genügt es, 
[K(a, ß) : K(a)] = [K(ß) : K] zu beweisen. Nun ist xpk — ßp" = (x — ß)pk 
ein irreduzibles Polynom über K(a) [ж] sowie über K[ж]. In der Tat folgt aus 
(p(x) I (ж — ß)PH, cp(x) 6 K(a) [ж], dass <p(x) = (x - ß)s (0 < s < pk) und 
ßs 6 л (а) , somit gilt ßd 6 K(a) für d = (s, pk —s). Da d | pk, so ist y = p*-' 
= (ßd) d 6 K(a), was im Widerspruch mi t der Auswahl von y steht. Folglich 
ist [K(a, ß) : К (а ) ] = [K(ß) : К] bewiesen, womit der Beweis des Falles 
n — 1 beendet ist. 
Im Falle те > 1 ist K(a{, ß) als ein Unterkörper der einfachen Erwei-
terung K(av . .., an, ß) ebenfalls einfach, folglich ergibt sich aus dem Fall 
у 
те = 1, dass entweder die a , separabel7 sind, oder Kp = K(ß) ist. 
(Eingegangen: 3. März, 1960.) 
2
 I m [4] Sa tz 339 u n d a u c h im [3]. 
2
 Siehe [4], Satz 342. 
4
 E in U n t e r k ö r p e r e iner e infachen a lgebra ischen E r w e i t e r u n g ist auch e infach 
(siehe [ 2 ] S. 1 9 6 ) aber wegen S a t z von L Ü R O T H dies gilt auch f ü r t r anszenden te Erwei te-
rungen. 
6
 Siehe [4], Satz 354. 
6
 Siehe (4], Satz 292. 
' Siehe [5] . 
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О ПРОСТЫХ РАСШИРЕНИЯХ ТЕЛ 
G. G R Ä T Z E R и T. SCHMIDT 
Резюме 
Хорошо известна следующая теорема теории тел: 
(*) Если ß алгебраично и alt..., ап сепарабельны над телом К, то 
К(а
х
,..., aw ß) есть простое расширение К. 
В настоящей работе доказывается 
Теорема. Пусть <+,..., а
п
 алгебраические элементы над К. Для любого 
алгебраического над К элемента ß K(av..., ап, ß) в том а только в том 




 сепарабельны над К\ 
2. Если характеристика К есть некоторое простое число р, то КЧр 
простое расширение К. 
Обобщая понятие совершенного тела, E . S T E I N I T Z [ 5 ] ввёл понятие 
полусовершенного тела. Тело К называется полусовершенным, если все 
его конечные алгебраические расширения простые. Из предыдущей теоремы 
следует такое. 
Следствие. Тело К в том и только в том случае полусовершенное, если 
его характеристика 0 или, если его характеристика некоторое простое 
число р, то КЧр есть простое расширение К. 

R I N G E , D E R E N E C H T E U N T E R R I N G E S T R E N G Z Y K L I S C H E 
R E C H T S I D E A L E S I N D 
von 
FERENC S Z Á S Z 
Dem Andenken von 
Professor L. Fejér gewidmet 
Ähnlich gewissen gruppentheoretischen Untersuchungen von R. D E D E -
K I N D [ 2 ] und von R. B A E R [ I ] kann man, als eine Verallgemeinerung eines 
ringtheoretischen Analogon der berühmten Hamiltonschen Gruppen, die 
Klasse aller (assoziativen) Ringe untersuchen, deren Unterringe Ideale sind. 
Bekanntlich hat L. R É D E I [6] alle durch ein Element erzeugten Ringe 
explizit bestimmt, deren Unterringe Ideale sind. Im allgemeinsten Fall seheint 
sowohl die Charakterisierung aller Ringe, deren Unterringe Ideale sind, als 
auch die Bestimmung aller Ringe, deren Unterringe Rechtsideale sind, sehr 
schwer, und diese Probleme sind bisher noch ungelöst. 
Nach der Terminologie von J A C O B S O N ist ein Untermodul S (bzw. Rechts-
ideal R) eines A-Rechtsmoduls AI (bzw. eines Ringes A) streng zyklisch 
genannt [4], wenn es S = m A (bzw. R = aA) mit einem m^AI(a^A) gilt. 
Um kurz zu sprechen, nennen wir einen Ring A ein ß-Ring, wenn jeder 
echte Unterring S ein streng zyklisches Rechtsideal a i ( а ( d ) von A ist. 
(Hier hängt a ( i natürlich von S ab). Man versteht in dieser Arbeit unter 
einem Ring immer einen assoziativen Ring. Für die Grundbegriffe verweisen 
wir auf [3], [4] und [5]. bezeichnet immer den Ring der ganzen Rationalen 
Zahlen, und {. . ., xa, ... } den durch die eingeklammerten Elemente erzeugten 
Unterring. A+ ist die additive Gruppe von A und 0(a) die Ordnung von 
A+, d. h. der Annullator von a im natürlichen Operatorhereich der 
Gruppe A+. 
Der Zweck der vorliegenden Arbeit ist nun alle ß-Ringe ganz explizit 
zu bestimmen. Jedes homomorphe Bild eines ß-Ringes ist ebenfalls ein ß-Ring. 
Ein Unterring eines ß-Ringes braucht aber nicht immer ein ß-Ring sein. 
Im ß-Ring J f ist nämlich der Unterring 2 J J der geraden Zahlen kein ß-Ring, 
denn der Unterring 6 von 2 j r ist kein streng zyklisches Rechtsideal in 2 j r . 
Jeder echte Unterring N ist wegen S =aA с {а) А с {a} sicher kommutativ, 
und jeder Unterring ist in A ein Rechtsideal. 
Leichtere verwandte Fragen haben wir in [7] erörter t und gelöst, wobei 
auch das Problem, dessen Lösung den Stoff der vorliegenden Arbeit bildet, 
noch in 1956 aufgeworfen wurde. Satz 3 unserer Note [9] liefert die Lösung 
eines schwereren, aber weniger eleganten Problems, als Satz 2 in [9], weil 
der Beweis des Satzes 3 in [9] viel länger und komplizierter ist, als der von 
Satzes 2 in [9]. In [9] Sätze 2 und 3 wurden nur ohne Beweis ausgesprochen 
und Satz 2 betrachtet genau die ß-Ringe. Also werden wir hier Satz 2 von 
[9] beweisen. (Satz 3 von [9] erörtert die Ringe, deren echte Unter ringe 
2 8 7 
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Hauptrechtsideale sind, und neulich haben wir auch die so lchen Ringe ganz 
explizit bestimmt, deren endlich erzeugbare echte Unte r r inge Hauptrechts-
ideale sind.) 
Es gilt der 
Satz. Jeder Q-Ring ist einem der folgenden Ringe isomorph : 
1. die Faktorringe JXl(m) des Ringes der ganzen rationalen Zahlen nach 
einem Ideal (то), wobei m = 0, ± 1 , ± 2 , + 3 , . . . ist ; 
2. die Ringe {a} mit pka = a2 — pa = 0, d. h. {a} ^ p (dZl(pk+1)), 
к = 1, 2, 3, . . . 
3. die Ringe {a} mit pa = A3 = 0 (a2 ф 0) 
4. die nichtkommutativen endlichen Ringe {a,b} mit pa = pb = A2 = 
= ab — a = b2 — b =ba = 0. 
Wir bemerken, dass man im Fall 1. mit m = 0 den R ing J J als den ein-
zigen ünendlichen ß-Ring erhä l t . In allen anderen Fällen sind also die ß-Ringe 
endlich. Im Fall 1. mit m ф 0 besitzen die Ringe ein Einselement und eine 
endliche zyklische additive Gruppe . Im Fall 2. ist der Ring A nilpotent mi t 
endlicher zyklischer additiver Gruppe. Im Fall 3. besitzt der nilpotente Ring 
p2 Elemente und eine nicht-zyklische addit ive Gruppe. I m Falle 4. besitzt 
der Ring ebenfalls p2 Elemente und eine nicht-zyklische additive Gruppe. 
Ferner ist dann der nichtkommutat ive Ring weder ni lpotent noch halbein-
fach, und en thä l t sowohl rechtsseitige Einselemente, als Rechtsannullatoren. 
I m Fall 4 . mit p = 2 ergibt sich der Ring, den L . R É D E I als »Szeleschen 
Ring für alles<< genannt ha t . 
Beweis. Da im Satz alle erwähnten Ringe offenbar ß -R inge sind, es 
genügt zu bestätigen, dass es keinen anderen ß -Ring gibt, n u r die Ringe, die 
im Satz vorkommen. Es sei also in den weiteren A ein beliebiger ß -Ring . 
Die explizite Bestimmung al ler ß-Ringe werden wir in mehreren Schritten 
erledigen. 
1. Wir zeigen zuerst, dass A+ keine vollständige Gruppe ist. Dann gibt 
es also eine natürliche Zahl n mit nA ф A und n2A+ ist mi t jeder solchen 
n zyklisch. 
Zum Beweis nehmen wir nA = A mi t jeder natürl ichen Zahl п(ф 0) 
an . Dann ist 8+ mit jedem Unterr ing S von A ebenfalls vollständig wegen 
S =aA (a £ A). Da {as}+ mi t einem nilpotenten Element a £ A die direkte 
Summe endlich vieler zyklischer Gruppen ist, muss am ф 0 f ü r jede natür-
liche Zahl m bestehen. Aus a3 = a2 • a Ç {a2} =ЬА (b Ç A) erhält man nun 
eine Gleichung mxa -f m2 a2 + . . . -f ms as = ü mit msas ф 0 (то, £ Jé). Dann 
ist aber {ms а } + , als ebenfalls eine direkte Summe endlich vieler zyklischer 
Gruppen, keine vollständige Gruppe. Dieser Widerspruch zeigt die Existenz 
einer natürlichen Zahl п(ф 0) mi t nA ф A. Ferner gibt es Elemente a, x £ А 
mit nA = a A und na = ax. Da axk = nk a mit jeder natürlichen Zahl к 
besteht, es gilt n2A =n(aA) =na-A с {na} = {ax} =a{x}, wobei а{ж}' 
zyklisch ist. 
2. Wir beweisen nun, dass A+ entweder torsionsfrei, oder periodisch ist. 
Zum Beweis setzen wir voraus, dass A+ eine gemischte Gruppe wäre. 
Es sei das Ideal P von A die maximale periodische Untergruppe von A+. 
Dann besteht P = сА(ф 0, с Ç A). Im Fall 0(c) = к > 0 e rhä l t man kP = 0, 
d. h. P+ ist eine ^-beschränkte periodische Gruppe. Im Falle O(c) = 0 besteht 
aber ebenfalls mP = 0 mit 0(c2) = m > 0, denn es gilt с2 £ с A = P und die 
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unendliche zyklische Gruppe m{c}+ enthält mP( = me A). P ist also in beiden 
Fällen beschränkt, und als eine Servanzuntergruppe von A+ ein direkter 
Summand in A+, d. h. besteht A+ = P ®U mit einer torsionsfreier Unte r -
gruppe U von A+ [3]. Da P eine beschränkte periodische Gruppe ist, exis-
tiert eine Primzahl p mit pP = P. Dann gilt pA+ = P 0 pU ф A+. Also 
ist p2A = P © p2U nach 1. zyklisch und gleichzeitig gemischt, was unmöglich 
ist. Hiernach ist A+ entweder torsionsfrei, oder periodisch. 
D. Wir zeigen, dass jeder D-Ring mit torsionsfreier additiver Gruppe 
dem Ring J f isomorph ist. 
Es sei A+ torsionsfrei, und A+ ф nA+ (ф 0). Eine solche natürliche 
Zahl n existiert sicher nach 1); und dann ist n2A+ zyklisch. Die Abbildung 
x ->• n2x (x Ç A+ ) ist aber ein Isomorphismus wegen der Torsionsfreiheit von 
A+, und somit ist A+ selbst auch zyklisch. Es gibt also ein Element а £ А 
mit A = {a} und a2= da-, d £ J f . Offenbar besteht pA ф A fü r jede Primzahl 
p. Dann existiert ein b £ A mit pA = bA. Dies bedeutet aber pa = sa • ta = 
= st da, d. h . p = st d mit b =sa-, s, t^LX- Aus der Bedingung, dass djp f ü r 
jede Primzahl p besteht, erhält man s = ± 1, а2 = + а und АшА, W. 
z. b. w. 
4. Nun beweisen wir, dass jeder Й-Ring mit periodischer additiver Gruppe 
endlich ist. 
Zum Beweis sei A+ periodisch, also die direkte 8umme ihrer p-Kompo-
nenten Ap, d. h. A = Es gibt nach 1. eine Primzahl p mit рАф A 
p 
und ein Element b £ A mit pA — bA. Dann ist A+ wegen 0(b)p • A+ = 0 
eine beschränkte periodische Gruppe. Jeder Ap ist ein endomorphes Bild von 
A, also ein D-Ring, und es gibt in A nur endlich viele verschiedene p-Kompo-
nenten. Hiernach genügt es zeigen, dass eine beliebige p-Komponente Ap 
endlich ist. Es gilt offenbar: Rang Ap — Rang (Ap/pAp)+, denn A+ ist die 
direkte Summe zyklischer Gruppen. Wir werden aüs der Annahme: R a n g 
A+ = oo einen Widerspruch folgenderweise ableiten, der die Endlichkeit von 
A bedeuten wird. Es sei Bp = Ap/pAp unendlich. Bp ist ein homomorphes Bild 
von A, also ein D-Ring mit pBp = 0. Dann ist die Abbildung x -> ex mi t  
S ' Я/ ; s £ S, x £ Bp für jeden echten Unterring 8 von В^ ein Homo-
morphismus des Ringes Bp in den Endomorphismenring der additiven Gruppe 
8+. Es sei AXT der Kern von diesem Homomorphismus. Jeder echte Unterring 
8 = bBp von Bp ist wegen S с {fe}, pb = 0, b3 £ {62}, bm+1 + кх bm + . . . + 
-f km b = 0 (m, кi £ endlich, und so besteht notwendig 3F = Bp, also 
Bp = 0. Ein unendlicher Zeroring Bp mit pBp = 0 besitzt aber echte unend-
liche Unterringe, und dieser Widerspruch beweist die Endlichkeit sowohl 
von Bp als auch von Rang Ap, bzw. von Ap und von A. 
5. Wir werden nun zeigen, dass der endliche D-Ring A unter der Voraus-
setzung, dass A sich durch ein Element erzeugen nicht lässt, einem Ringe 
{a, b} mit pa = pb = ab — a = a2 =ba =b2 — b = 0 isomorph ist. 
Zum Beweis bestehe А ф {а} für alle а £ A, wobei A ein endlicher 
D-Ring ist. Dann existieren in A sicher zwei verschiedene maximale echte 
Unterringe aA und bA (a, b £ A). Aus А ф {а}, А ф {6} und аА с {а}, 
ЪА С {6} folgt wegen der Maximalität der Unterringen: {а} — aA und 
{fe} = ЪА. Es gibt Elemente u, v £ A mit а = au und b = bv. Dann ist aber 
sowohl {а}+ = {аи}+ =a{u}+ als {6}+ zyklisch. Hiernach ist S+ für jeden 
echten Unterring S von A zyklisch, denn S ist ein Unterring eines maximalen 
4* 
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echten Unterringes in A, und der eine von {a} oder {ft} lässt sich beim Anfang 
ganz beliebig wählen. Unserer Satz in [8] betrachtet nunmehr die Ringe, 
deren echte Unterringe zyklische additive Untergruppen besitzen. So folgt 
aus [8], dass A genau p2 Elemente enthält, wobei p eine Primzahl ist. Hiernach 
bestehen a2 = 0 oder a, bzw. ft2 = 0 oder ft mit {а} Д {ft} = 0. Wir zeigen 
nun, dass A nicht kommutativ ist. Aus ab = ba erhielte man wegen {a} — aA 
und {ft} = ЪА offenbar ab = ba £ {а} Д {ft} also ab — ba = 0. Im Unterfall 
a
2
 —b2 — 0 bedeutete dies A2 = 0, und so wäre + kein ß-Ring. Im Unterfall 
а
2
 =a (ф 0), b2= b (ф 0) ist aber der echte Unterring {a + ft} ein Körper, 
aber kein Rechtsideal in A. Drittens kann im Fall ab =ba = 0 höchstens der 
eine der Unterfälle a2 — 0, ft2 = ft oder a 2 = a, ft2 = 0 vorkommen. Wäre aber 
z. В. a
2
 = 0 , ft2 = ft, ab =ba = 0, so bestände A = {a + ft} wegen ft = 
= (a + ft)2 und a = (a + ft) — (a -f ft)2, was ausgeschlossen ist, denn A 
lässt sich durch ein Element nicht erzeugen. Folglich ist аЪфЪа. Dann 
besteht entweder а2 ф 0 oder b2 ф 0, denn aus ab=ka, ba = lb (k, Z £ JZ) 
folgte im Falle a 2 = ft2= 0 sowohl 0 = ab2= к ab=k2a, p /к2, pik, ab = 0, als 
auch ba = 0, also die Kommutativi tät von A, die ein Widerspruch ist. Hiernach 
können wir neulich drei Unterfälle unterscheiden. Es sei erstens a 2 = 0, 
ft2 = ft, ab ф ba, ab = ka, ba = lb (к, l £ JT). Aus 0=ba2 = Iba = Z2 ft erhält 
man p/Z2, also ba = 0. Aus ab ф 0 und aus ab2 = ab folgt aber к = 1 (mod p), 
also aft = a. Dies ist im Satze der vorliegenden Arbeit der am letzten erwähnte 
Ring. Der zweite Unterfall a2 = a, b2 = 0, ab ф ba lässt sich aus dem ersten 
durch die Abbildung 
a -> ft 
ft -A- a 
erhalten. Der dritte Unterfall a2 = a, b2 = ft, ab ф ba, pa = pb — 0, ab = ka, 
ba = lb (к, Z £ öZ) liefert unter der Abbildung 
a - > ä + ft 
ft^ft 
• _ _ _ 
einen zum Ringe {a, ft} isomorphen Ring, und in {ä, ft} gelten — ähnlich dem 
ersten Unterfall — ebenfalls die Relationen pä = pb — a2 = ab — â = b2— 
— ft = fta = 0. Damit haben wir unsere Behauptung 5. vollständig bewiesen. 
6. Wir beweisen nun, dass jeder endliche nilpotente ß-Ring A = {a} mit 
pA = 0 sich entweder durch a2 = 0 oder durch a3 = 0 (a2 ф 0) charakteri-
sieren lässt. 
Zum Beweis sei A = {a} ein endlicher ß-Ring mit pa = 0 und ak = 
= 0 (a k _ 1 ф 0). Aus а3 £ {а2} erhält man a3=n1a2 + . . . + ns a2s (щ Ç J f ) . 
Ist nun (p,nx) = 1, so besteht a2 Ç {a3}, also a2 £ {ak} - 0 d. h. a2 = 0. 
Im Falle р/те
г
 gilt aber a3 Ç {a4} also а3 £ {а*} = 0, а3 = 0. Dann ist {а} ein 
ß-Ring mit nicht zyklischer additiver Gruppe. 
7. Wir werden nun zeigen, dass jeder nicht-nilpotente endliche ß-Ring 
А = {а} mit pa — 0 einem Primkörper Kp isomorph ist. 
Zum Beweis sei N das Radikal von A. Der halbeinfache Faktorring 
A/N ist nach dem Wedderburn-Artinschen Struktursatz und wegen der Defi-
nition der ß-Ringe die direkte Summe von Primkörper, und zwar existiert 
in A/N nur ein direkter Summand. In einem vollen Matrizenring des Grades 
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n > 1 bilden nämlich die Skalarmatrizen einen Unterring, der kein Rechts-
ideal ist, und die Summe der Einselemente der vollen Matrizenringe erzeugt 
einen einzigen Primkörper. Da AjN ein Primkörper {e -f- N} mit e2— eÇN 
ist, e(Ç A) lässt sich wegen der Nilpotenz von N als ein Idempotent e( = e2 ф 0) 
wählen. Dann ist {e} ebenfalls ein Primkörper mit {e} f j N = 0. Hiernach 
folgt wegen der Kommutativität А = {e} © N, also eine ringtheoretische 
direkte Zerlegung. Es gibt ferner ein Element b Ç N mit N = {b}, denn N 
ist ein endomorphes Bild von A. Nach 6. besteht nun sicher b3 = 0. Ferner 
existieren solche m, Ç JÍ (0 g m, g p — 1; i — 1, 2, 3), dass N= (m1 e + 
-f m2 b + m3 b2). A besteht. Daraus erhält man b= sb2 (s Ç Jé) wegen b3~ 
= eb — be = 0 . Dies bedeutet aber 
b = b(sb) = . . . = b(sb)3 
also N = 0, A = {e}, denn es gilt b3 = 0 und (sb)3 = 0. Hiernach besteht 
А ш I/(p). 
8. Wir werden beweisen, dass jeder endliche ß-Ring A — {a} über 
einer ^-Gruppe A+ mit pA+ ф 0 eine zyklische additive Gruppe besitzt, 
und zwar gilt dann entweder A Jé/(pk) oder А p ( jé / (p k + 1 ) ) . 
Zum Beweis können wir pA = bA (b £ A) annehmen. Dann besteht 
pA с {a2}, also pa = a • д(а) mit einem Polynom д(х) (ф 0, Çx • (Jé>(0(а)){х}). 
Hiernach ist pA+ = а-д{(а)}+ zyklisch, und es gilt Rang A+ — Rang 
(A/pA)+, wenn A+ eine p-Gruppe ist. 
Erstens nehmen wir an, dass A+ eine p-Gruppe ist. Nach 6. und 7. 
besteht Rang (A/pA)+ g 2. Wir werden aus der Voraussetzung Rang 
(A/pA)+ = 2 einen Widerspruch ableiten, und ebendies wird zeigen, dass 
A+ zyklisch ist. Es sei also Rang (A/pA)+ = 2 . Da pA+ zyklisch ist, und 
nach 6. und 7. a3 Ç {pa}, a2 Ç {pa} oder a2 —a Ç {pa} hervorkommen, besteht 
wegen der Voraussetzung über den Rang offenbar a3 =lpa(lÇ Jé). Ferner gilt 
auch pa2 = kpa (k Ç Jr) wegen pa2 — pa • a Ç {pa}. Aus k2pa = kpa2 - pa3 = 
= lp2 a erhält man wegen p2\0(a) sicher к —ps (s Ç Jé). Ferner besitzt jedes 
Element von A die Gestalt nx a + n2a2 mit n, Ç Jé\ 0 g n2 g p — 1 wegen 
pa2 = sp2a. Es sei nun {pa, a2} = (m1 a m2 a2) • A, also pa = (m1 a + 
+ m2 a
2) (kx a + k2 a2) mit m,-, k, Ç Jé \ 0 g m2, k2 g p — 1. Da Rang A+ = 2, 
und а2 ф {pa} ist, besteht p\mx • kv Hiernach gilt aber auch (p, l) — 1 wegen 
pa2 = sp2 a und wegen pa = mx lcx a2 + (wq k2 + m2 kx)lpa ф m2 k2 Isp2 a. Im 
Fall p3 I 0(a) bestände lp2 а = pa3 = sp2 а • a = sp • pa2 = s2 p3 a, also lp2 = 
= s2 p3 (mod p3) und p\l, was der Voraussetzung (p, l) — 1 widerspricht. 
Also gilt O(a) = p2, pa2 = 0, a3 — Ipa (A = {a}, pa = 0 , а2 ф 0). Hiernach 
ist {a2}+ zyklisch, und aus {pa, a2} = (mx a + m2a2)- A folgt {pa, а2} с 
с {a2}, a2 Ç {pa}, d. h. Rang A+ — 1, was der Voraussetzung Rang A + = 2 
widerspricht. 
Also ist A+ zyklisch. Bestehe А — {а}, 0(a) — pk, а2 = da, d\pk. Dann 
gilt pld, wenn d ф 1 ist. Wir können nämlich nach einer eventuellen Durch-
setzung a (— a) auch dg 0 annehmen. Aus pA = bA (b Ç A) folgt nun 
pa = sa- ra = sr da (s, r Ç Jé), also p = srd(mod pk), djp, folglieh d = p. 
Hiernach besteht A ost p(l/(pk+1)), wenn d> 1 ist, und A ad Ißp4), wenn 
d — 1 ist. 
9. Wir möchten zum Schluss beweisen, dass jeder endliche ß -Ring A, 
dessen additive Gruppe A+ keine p-Gruppe ist, einem Ringe J j(m) isomorph ist. 
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Zum Beweis bemerken wir, dass im Falle A = £ © Ap wobei Ap die 
p 
p-Komponente von A bezeichnet, notwendig qA = Ap © qCp besteht, wobei 
q eine von p verschiedene Primzahl und Cp = % © Ap> ist. Dann gilt q А ф А 
p9p 
f ü r eine geeignete Primzahl д(ф p), und somit ist q2 A+ nach 1. zyklisch. 
Aus Ap ç qï A e rhä l t man, dass jede Aj und somit auch A+ selbst zyklisch 
ist. Es sei А = {a}, a 2 — da, та — 0, а/т. Wäre nun p ein Primteiler von 
d, so folgte — ähnlieh der Diskussion von 8. — die Bedingung d = p. Da aber 
A+ keine p-Gruppe ist, gibt es eine Primzahl д(ф p) mit q/m und mit qA = 
— сА(с£А). Hiernach bestände qa — GPa mi t einer denn es gilt 
d = p. Daraus folgt aber q = ?p(mod m) und plq, was unmöglich ist. Dies 
bedeute t d — 1 und А = {а} АУ\(т), w. z. b. w. 
Damit haben wir den Satz bewiesen. 
(Eingegangen: 24. März, 1960.) 
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КОЛЬЦА А, КАЖДОЕ ИСТИННОЕ ПОДКОЛЬЦО КОТОРЫХ 
ЯВЛЯЕТСЯ КОЛЬЦОМ ВИДА аА(а £ А) 
F . SZÁSZ 
Резюме 
Каждое истинное подкольцо S (ассоциативного) кольца А имеет вид 
а А (а £ А) тогда и только тогда, если А изоморфно одному из следующих 
колец: 
1) факторкольцо //(m) кольца I целых чисел по идеалу (m), где m = О, 
± 1, ± 2 , . . . , 
2) р-кратное кольцо Ij(pk+1), где р простое число и к = 
= 1 , 2 , 3 , . . . , 
3) кольцо А = {х}, где рх = х3 = 0 (м2 Ф 0), 
4) кольцо А = [х, у), где рх = ру = х2 = у2 — у = ху — х = ух = 0. 
Доказательство вполне элементарно. 
ON THE COMPARISON OF TWO SAMPLES WITH 
SLIGHTLY DIFFERENT SIZES 
b y 
J . R E I M A N N a n d I . V I N C Z E 
Introduction 
In our following considerations we suggest the possibility of a two sample 
test of SMiBNOv-type for comparison of samples with slightly different sizes. 
If we denote by Fn(x) and Gm(x) the empirical distribution functions 
of the two samples t aken independently from populations with continuous 
distr ibution functions F(x) and G(x) resp., then the test of S M I B N O V is based 
on the statistics 
max ( F n ( x ) - Gm(x)) 
or 
max I Ftl{x) — Gm(x) |. 
(X) 
The distributions of these statistics under the hypotheses F(x) = G(x) 
and in case m ~ n are due to G N E D E N K O and K O E O L Y U K and have simple 
forms. In other cases the formulae are more complicated or only asymptotical 
representations are a t disposal. (See: J . B L A C K M A N [1], V . OZOLS [ 6 ] , J . L . 
H O D G E S [ 3 ] , V . S . K O E O L Y U K [ 5 ] . 
In practice the ease m, = n is of great importance. At the design of 
experiments the equal size ol samples often can be ensured and the correspond-
ing statistics can be evaluated wi thout much calculations by means of the 
following very simple method of G N E D E N K O and K O E O L Y U K [ 2 ] :  
Let us denote by 
£ ? < £ £ < . . . < Cí+m 
the union of the mentioned two samples ft, ft, . . . , ft, and rj l t y2, . . . , ym 
resp., arranged in order of magnitude. Let now be 
â f + i . i f Cf = ft 
As it is easy to see in case m = n the known relations 
max ( f t -(- . . . 4- ft) max S t 
max (Fn(x) - Gn(x)) = = 
(x) n n 
and 
2 9 3 
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max I + . . . + I max | S t 
max I Fn(x) - Gn(x) | -
(X) 71 N 
hold. 
The idea lies a t hand to make use of the statistics max S t and max | S t j 
(0 (0 
in case of different sample sizes too the distribution of which can be obtained 
easily. The necessity of making use of these statistics for nearly equal sample 
sizes arises for instance if some of the experiments cannot be used and to 
obtain equal sample sizes elements of one of the samples have to be omitted. 
This sometimes would mean the loss of valuable information.1 
In the following we shall determine the distributions and limiting distri-
butions of these statistics, or more precisely the distributions of the following 
statistics: supposed that m > n 
Bn.m = max (n Fn(x) — m Gm(x)), 
(x) 
and 
I E W \ П / 4 I
 m
 — n\ m — n Bnm = max riFn(x) — rriGJx) -\ —-
(x) I 2 2 
We shall give the limiting distributions in the case when the sizes of 
/ УУ1  
the two samples only "slightly differ", i. e. if n -> oo and >4c2, 
да. + n 
where с > 0 is a constant. We shall prove furthermore t ha t in this case 
the test based on the statistics Bnm is asymptotically consistent against all conti-
nuous alternatives, and the statistics /Iqm is asymptotically consistent against all 
continuous alternatives F(x) > G(x). 
Thus this test can be suggested in cases mentioned above. (In the finite 
case in lack of nearer investigations с < 1 may be used.) 
Let R^m a n d Tn,m resp. denote the first and last of the indices i for 
which the sum St is maximal. Let us further denote by Rn>m the first index 
m П
 is maximal. We shall determine the joint for which 
m-n 
2 
distributions and limiting distributions of the pairs of statistics (B+m, 
(B+m, T+m) and (Bn m, Rn m). These pairs of statistics evidently enable more 
efficient tests, bu t their tabulations afford considerable efforts. 
In the case m, = n, i, e, С = 0. we obtain the distributions of G N E D E N K O 
and KOROLJTTK and the distributions contained in article [8] resp. 
We wish to mention tha t our method is connected with that of J. L. 
H O D G E S [3] used for the determination of the significance probabilities of the 
S M I R N O V two sample test. As standard methods are used and our reflecting 
procedure is simpler in the following above article will not be mentioned. 
Our § 1 and § 2 cover the mentioned distribution and limiting distri-
bution theorems, § 3 is devoted to the asymptotic consistency, while in § 4 
a remark is made concerning the limiting stochastic process. 
1
 S e e H O D G E S [ 3 ] § 4 . p . 4 7 7 . 
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§ 1. Distribution theorems 
With the notations of the introduction the following hold: 
Theorem 1. In the case F(x) = G(x) and for m > n 
( 1 . 1 ) P(B+m = k) 
2k у \ У m — n 
m + к + 1 
туп 
n — k 
m У n 
п I 




 = к, Iî+m = r) 
О, if к < 0 or г + к odd, 
m — n у 1 ., , 7—, if к = 0, г = 0 , 
m + 1 
I' г 
г У к 
, - , - , 2~ 
r(2 m — г У к У 2) 
(m у п — г \ 
г у к\ 
п — 
m -f- п 
п 




 — к, Т/п, — t) — 
О, if к < 0 or t У к odd, 




\ П ~2 
t У 1 ту n— t туп 
п 
Í t \ (m yn — t 
, i f k = 0, í = 0 ,2 , . . , 2 п , 
2(ку\)(кут — п) 





, if к = 1, 2, . . . п, 
t = k , k y 2, . . . , 2 п —к . 
Remarks. The proofs of formulae (1.1) and (1.2) are derived independently 
and thus by replacing r = к + 2s t he following combinatorical relation i s 
obtained: 
^ к m —пуку 1 
— , 
s = 0 к y2s m — s У 1 
(к + 2s | 
s 
m y n — к — 2 s 
m — s 
m — n У 2k У \ im У n 
т у к у 1 I т у к 
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which is valid for m > n and к = 1, 2, . . . , п. Analogous relation follow 
from (1.3). 
Before turning to t h e two sided case, we wish to make some previous 
remarks. As the random funct ion nFn(x) — m Gm{x) equals to 0 for x = — oo 
a n d equals t o n — m < 0 for x = + oo, t he maximum of | nFn(x) — mGm(x) | 
cannot be smaller t han | n — m, |. Consequently concerning the absolute 
deviation t h e following even t may be of interest 
m — n , . / i - , , , « , , m — n  
к < min (n r
 n(x) — m Gm(x)) -\ g. 
2 (x) 2 
/ —, . , „ . .. , m — n ^ m — n , , 
< max (n F„(x) — m Gm(x)) -\ ^ 1- к (x) 2 2 
or in other words the value к is the deviation from 0 in the positive direction 
and from n — m in the negative direction. If now the absolute maximum of 
this deviation is denoted b y Bnpn, i. e. 
B
n,m = max 
(A 
n r
 n (x) - m Gm(x) + m — n m — n j 
2 
then the following theorem holds: 
Theorem 2. If F(x) = G(x), m > n and with the notations s = 2k + 
+ m — n, p — m + n — r 
(1.4) 
P (Bn,m = k ) = 
i 
_L_ y 
m + n\ 2.J 
I y = CO 
n I 
/ m + n m + n ) I 
\m + y s m + к + y sj 1 
m+ и) 1 cos 
m+ „ кл . к кл . (s — к) кл 
П — sin °1T1 2 sin 
P (Bn m = k, R„m = r) = 
m + n 
n 
X 




(P + s - к) + k(s + 2) 
5 — к 4- 2ys 
+ > 2 ^ - X 
X y k+l+2k(s+2) I p \ 
)) Ä P + к + 2 + A(5 + 2) | I (p + fc) + A(5 + 2) I 
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2. Let us turn now to the proof of our assertions. According to our 
introduction let C* < C* < • • • < C*+m be the union of the entirely inde-
pendent elements of samples ft, ft, . . . , ft and r)lt y2, . . . , ym arranged in 
order of magnitude. Of the definition it follows that the system (ft , ft, . . ., 
ft+m) consists of n -f 1-s and m — 1-s. In consequence of the indepen-
lm I 77] 
dency and the common distribution of the sample elements all of the 
I n ) 
possible arrangements of the + 1-s and — 1-s are of the same probability 
1 
m 4- n 
I n 
Let us now consider the partial sum 
ft = ft + ft + . . . + ft, ( f t = 0) 
w hich gives the difference between the number of ft-s and r?rs smaller than 
Cf i. e. ft is equal to nF„(£f + 0) — m Gm (ft* + 0). 
Therefore in proving relations (1.1), (1.2) and (1.3) of theorem 1, we 
have to determine the probabilities of the events 
( 2 . 1 ) 
( 2 . 2 ' ) 
(2 .2") 
max ft = к , 
к = 0,1,2, . . . n 
ft ^ 0 for 1 ^ i ^ 2 те in case к — 0, r = 0 
ft < к for 1 ^ г ^ r — 1 
ft = & 
SrgLk for r + к incase A; = 1 , 2 , . . . т е 
r = k, к+ 2,... 2 те — к 
(2.3') 
(2.3") 
ft A 0 for 1 ^ г й t — 1 
ft = 0 
ft < 0 for i + 1 A ig, 2n incase fc = 0,i = 0 , 2 , 4 . . . 2те 
ft ^ к for 1 ^ г ^ t — 1 
S, = k 
ft < к for t + — к incase к = 1,2, . . . те , 
t =k, к + 2, ... 2n — к . 
In the same way the proof of relation (1.4) of theorem 2 requires the 
probability of the event 
(2.4) max 
0 ft + 
m — n m — те 
= к, 
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while for relation (1.5) of theorem 2, the probability of the event 
(2.5) Sr + 
Si + 
m — n\ m — n < lc for 1 g г g r — 1, 
m n 




- g к for r + l g i g m + n — к 
is needed. 
In order to determine the probabilities of the events (2.1) — (2.5) 
we consider the following random walk on the points of the straight line: 
Let us start in the origin and arrive after те + то steps to the point — (m — n). 
j cyYh 
paths have the 
n 
same probability, so we have to determine the number of paths satisfying 
the restrictions given by relations (2.1) — (2.5). In determining the probabi-
lities belonging to the events (2.1) — (2.3) we shall make use of the method 
applied in [8], in case (2.4) and (2.5) wo shall refer to a lemma due to 
E L L I S . 
3. Relation (2.1). The number of paths reaching the point is counted. 
If we consider such a pa th and reflect it from the point reaching the height 
+ к for the first time about the point + k, then we obtain a path which 
startes from the origin and reaches after n + m steps the height 2 к + (m — n). 
The number of steps made in the positive direction is m in the negative 
direction n — k, thus the number of all such pathes is equal to П 'П 
n к 
Therefore the number of paths not reaching the height + k is 
I n + m 
P(max S t < k) (0 
and a substraction leads In 4- m\ . . . , In + ni — which equals 
n — k] n — k, 
to relation (1.1). 
4. The case (2.2'), i. е. к = 0; r = 0. In this case our assertion follows 
directly from the following known lemma (see e. g. [7] exercise 37 p. 74, 
solution p. 604): The probability of the event, t ha t in a random sequence 
consisting of a — 1-s and ß + 1-s, the number of + l - s never exceeds that 
a — / 3 + 1 
a + 1 
5. In determining the probability of the event (2.2") we shall proceed 
as in paper [8] for m = n (loc. cit. § 3, p. 190—191). According to this the 
number of paths reaching the height к for the first t ime at the r- th step is 
of the — 1-s (i. e. no partial sum exceeds 0) is equal to 
for к > 0 . 
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F o r the f u r t h e r p a r t of t h e p a t h , i. e. for t h e succeeding то + n — r 
s teps, i t is required t h a t the he igh t + 4 must not b e exceeded. According 
^ fy y j 
t o t h e lemma in 4. wi th a = m and ß = n o n l y the 
p a t h s sat isfy 77 + ^ + 1_) port ion of t h e possible / w + " ' 
2m — r + 4 + 2 L _ r + 4 
V 2 
th is condi t ion ( 4 = 1 , 2, . . . ) . As each of the considered f irst r s t eps and 
fol lowing m + n — r s teps m a y be combined we o b t a i n the last formula 
of (1.2). 
I n t he case of T+m of t heo rem 1 t he same p rocedure may be carr ied 
t h rough , b u t s ta r t ing a t the endpo in t (n — m) and a r r i v i n g to the or ig in and 
consider ing in this case the first m a x i m u m place. 
6. I n der ivat ion of the f u r t h e r probabil i t ies we shall make use of the 
fol lowing general l emma due t o E L L I S (see e. g. J O R D A N [ 4 ] p. 4 0 4 — 4 0 8 ) : 
L e t us consider t h e random walk on the integer po in t s a of t h e in te rva l 
(0, s) of the s t ra ight line. Let us s t a r t a t the poin t a = i (0 < i < s) and 
a r r ive a f t e r N s teps t o the point a=j (0 < j < s) pass ing neither t h e origin 
nor t h e poin t s. The n u m b e r of such p a t h s is given b y 
f{s,N,i,j)= £ 
; = — o o 
N \ j N 
1
 ( N - i + i ) + ysJ ll(JV+<+/) + yi) 
2 ' " 1 ' ' V2 
2 N + I SFÎ , Ял . г Ял . j Ял 
= > cos™ -1 — sin sin . 
s s s s 
This expression is obtained b y p u t t i n g in the c i ted formulae p = q = — 
a n d mul t ip ly ing t h e m b y 2N, i. e. b y t h e number of all possible p a t h s in the 
case invest igated t he re and f inal ly chang ing to our no ta t ions . 
I n our case t he r andom walk t a k e s place in the i n t e r v a l (— (m — n) — 4, 4) 
s t a r t i n g a t point 0 a n d ar r iv ing a f t e r m + n steps t o t h e point — (m — n). 
For app ly ing our above formulae t h e interval ha s t o be t r ans l a t ed by 
(то — n) -f- 4. Thus t h e probabi l i ty of t h e event (2.3) is obta ined b y replacing 
in above formulae s = 24 + то — те, ÍV = то + re, г = то + re — 4, j = 4 
/ (2 4 + m — те, m + те, 4 + тте — те, 4) 
тег + те 
те 
which gives our fo rmulae in (1.4). 
F o r m u l a (1.5) is obta ined in t h e following way : T h e number of p a t h s 
s t a r t i ng f r o m the or igin and reaching t h e point 4 — 1 in r — 1 steps w i t h o u t 
pass ing t h e points — (то — re) — 4 a n d + 4 is 
/ ( 2 4 + TO — n,r — 1 , 4 + TO — те, 2 4 + то — те — 1 ) = f(s, r — 1, s — 4, s — 1) 
using t h e notat ion s = 24 + то — те. 
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The next s t ep of each p a t h m u s t lead f rom к — 1 to k. Now the number of 
p a t h s starting f r o m к and reaching after m + n — r steps the po in t — (m — n) 
wi thou t having passed — (m — n) — к — 1 or к + 1 is 
f(s + 2, m + n — r, s + 1, к + 1). 
Therefore the n u m b e r of paths reaching the p o i n t s a t the r- th s t ep for the f i rs t 
t i m e without previously having passed — (m — n) — к and in the following 
reaching neither po in t к + 1 nor — к — (m — и) j - 1 is the produc t of above 
t w o expressions. 
We may determine in t h e same way t he number of p a t h s start ing f rom 
t h e origin, a r r iv ing a t the (m + n ) - th step to t h e point — (m — n) and reaching 
t h e lowest position —(m — n) — к for the f i r s t t ime at the r - t h step, without 
h a v i n g passed t h e height к before , further wi thou t reaching t h e heights к + 1 
a n d — к — (m, — n) — 1. Then we obtain 
f(s,r - l , s - k , l ) - / ( s + 2, m+ n — r, l,k+ 1) . 
Expression (1.5) is obtained f r o m above quant i t ies after the following modi-
f icat ions: 
f(s, r -- 1, s — к, s — 1) = 
= 2 
у — о 
r - 1 
.(r + 4 ) - 1 + У< 
r—1 
2 ( ' + *) 1 + y s 
r - 1 
( r - 4 ) - l + ( y + l ) s 
(r + 4 ) - ( y + l ) s | - 1 
As we have only a finite nonvanishing number of terms we m a y replace in t he 
second term y -j- 1 by — y t h u s t he result is on ly the reverse order translated 
b y l . in the second terms. F ina l ly each difference in the sum equals the corre-
sponding term in (1.2). For f(s, r — 1, s — к, 1), /(s + 2, m + n — r, s + 1, 
4 + 1 ) and f(s + 2, m + n — r, 1, 4 + 1 ) analogous modifications lead to our 
results in (1.5). 
§ 2. Limiting distribution theorems 
7. Under t he conditions F(x) = G(x) and if m — n -2c (m ^ n, 
\m + n 
с 3: 0) the following limiting relations are val id (in each case let be у ^ 0, 
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Theorem 4. 
l im P — < y , — i l L <
 2 
Уп+т 'n+m 
= lim P 
П—• со 
BXm T+ 
Уп + т ' n + m 
[ I f f Ф + *0 









 = e2c' X 1 |-е-2[21|,+(2/ + 1)с]2 _ e-2[(2i+l)(î/+c)]' j 
4- I 1 
с hi .2c2 71 б' 
8





У + с 
Remark. In case с = 0 we obtain f rom theorem 5 the following f o r m s 
of the Kolmogorov distribution: 
and 
resp. 
X- ( - l ) ' e - 2 ' V 
1 = CO 
l i ? V
 e  
2 У é t 
Usihg the notations 
[(4í—1)f+4('C]2 











< у , — [ b n L < z fiT-f ш n + m 
I I 
V z 
f J f [ / c K w) <pc(u, 1 — v) + fc(u, \ — v) <pc(u, v)] du dv. 
о о 
Remark. In the case с = 0 we obtain t he following joint distribution 
theorem : 
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Corollary. If m — n = о (Ym + n), then 





J j- f(u, v) f(u, 1 — v) du dv, 
о 0 
where 
Z 3 ' 2 
(2i+ 1)»'  
2z 
which contains as a special case for m — n = 0 the result of [8] (see p. 188. 
theorem 4). 
8. Proofs. As to the measure theoretical background of our limiting 
distribution theorems we refer to the proof in [8] (see loc. cit. § 4, p. 197.). 
For derivation of the formulae of theorems 3—6, t he following notat ions 
a re introduced: 
m, + n = 2 N , 
m — n = 2l~2c y2N, 
r ~ 2 N z , 
lc~yY2N 
and from these follow 
m + n — r ~ 2 AT(1 — z), 
m=N + OQ/N) , 
n = N + Oly!!) , 
s = 2 к + (m - n) ~ 2(y + c) ]/2N, 
9
 Y2N N K ' 







N — I, 








f 2 J t f ' 
= e 
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a) Proof of theorem 3. The distribution function of t h e corresponding 
f inal case is (according) to formula (1.1) of theorem 1) 
P(B+m < k) = 1 -
Applying (8.1) we obtain: 
im + n 
\m — к 
m + n 
n 






2 Aj ( 2 N j 2V —í) 
< y 1 — е-2«'-*"с. BXm 
Wm + n 
b) In deriving theorem 4 we s ta r t f rom (1.2) of theorem 1 in case к > 1 : 
r 
P(B+m = k,B+m = r) = 
2k(m — n + k + 1) 
r(2 m — r + к + 2) 
r + к 
— - Il те — 
m + n — r\ 
r + к 
m y n\ 
n I 
where r = к, к + 2, . . . 2n — k. 
Using above relations we obta in 
2k m — п у к у 1 у{уУ 2c) 1 
r 2m—ryky2 
Of (8.1) and (8.2) it follows t h a t 
2(1 - 2) N 
~2 г if r = 2 Nz —y oo . 
Im + n — r\ 
r + к 
n  
2 






(тУп — г) 
1 
т у п 
(m У n) 
т у п 
n 
->- e' ,2с' 
5 A Matematikai Kutató Intézet Közleményei V. A/3. 
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m + n — r 
Л [2(1 - 2 ) 1 * У 2 N ' 
By mult ipl icat ion of a b o v e relations we obtain 
Y y(y + 2c) 
P (B+m = k,R+m = r), 
Л [2(1 — 2)]3/2 
(У + 2с)' , 
*0—г) _L. 
N У 2 N 
which gives t he density func t ion of t h e jo in t d is t r ibut ion function in theorem 
4. The same procedure leads to result for T+ m as well. 
c) W e may obta in in the same w a y as in a) t h e o r e m 5 f rom t h e f i rs t 
formula of (1.4) in t h e o r e m 2. 
In deriving the second form of t h e dis t r ibut ion func t ion in t h e o r e m 5, 







 s(y+c)' where s ~ 2 (у + с) У m -f- n , 
fu r the r 
. к Хл . (к 4- m — п) Хл 





 1 / n i 
cos - Хл — (— 1)' 
s 
COS (— 1)л 
У + с 
and 
2 Л + Ш + 1 





d) F r o m formula (1.5) of theorem 2 we may o b t a i n the densi ty funct ion 
of theorem 6 in the same way as for t h e one sided case in b). 
§ 3. Proof of the asymptotic consistency 
Let us suppose t h a t instead of t h e null hypo thes i s 110 : F(x) = G(x) 
the a l t e rna t ive hypothes i s Hx : G(x) = Fx(x) ф F(x) holds, where t h e distri-
bution func t ions are cont inuous . W e shall prove t h a t in the case of a test 
based on t h e statistics — a n d on t he level ( the e r ror of f i rs t k ind) a , the 
У m + n 
probabi l i ty of reject ing H0 if it is n o t t rue t ends t o 1 in case n, m -> oo, 
(то — те)2 ~ 4с2(то + те). 
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Let us denote by A = max I F(x) — Fx(x) \ and let be x0 a point for 
(X) 
which j F(x0) — Fx(x0) I = A; as mentioned before 
>da\H0 
У m + n 
holds, where in ease of Bn m > da \m + n H0 is rejected. 
The probability of this event is evidently not less than t h a t of the event 
t h a t for the point x0 the following relation holds 
Г 7 / Ч n < 1 , m — n \ rn — П , 
П Fn(x0) — m Gm(x0) h I > d j m + n. 
2 2 
Now it will be shown that under the validity of Hx the probabil i ty of the 
latter event tends to 1. Making use of the fact t h a t Fx(x0) = F(x0) ± A this 
event may be writ ten in the following form : 
fm + n (Fn(x0) - F(x0)) Ж ( G J x 0 ) - Fx(x0)) + 





 п/ ч , и—i п л , m — n m — n 
+ i7==F(x0)±^m + n A+-=== - - >da. 
IIm + n m + n IIm + n \ 2 |Im + n 
it 
The terms on the left are — except t h a t of — = A which tends to infinity 
][m -f- n 
•— hounded with probability near to 1. Hence the probability t h a t this event 
will occur if H j is valid tends to 1. 
In the same way the consistency of the B+ m statistics can he proved, 
under the alternative hypothesis. 
§ 4. Remark on the limiting process 
Let us suppose now tha t F(x)=G(x) = x in 0 ^ a; 1, i. e. let us 
consider the case of the uniform distribution in the interval (0, 1). For the 
stochastic process 
„ _
 n(Fn(x) — x) - m{Gm(x) - x) fn,m\x> ,7 
IIn + m 
defined in the interval (0, 1) 
M [<P„,m(x) 9у т (ж ' ) ] = *(1 - ж') 0 ^ ж ^  ж' ^ 1 
hold for any ж, x . Hence the limiting process is a Gaussian one in (0, I) with 
the same expected value 0 and covariance funct ion as above. Our statistic 
nFn(x) — mGm(x)iym + n has the limiting expected value — 2 ca; and 
covariance function x — xx'(\ + 4 c2) . 
(Received March 30, 1960.) 
3 0 6 REIMAN N—VTNCZE 
REFERENCES 
[ 1 ] B L A C K M A N , J . : „Correction to »An extension of the Kolmogorov distribution«." 
Annals of Mathematical Statistics 29 (1958) 318 — 322. 
[2] ГНЕДЕНКО, Б. В. — КОРОЛЮК В. С.: „О максимальном расхождении двух эмпи-
рических распределений". Доклады Академии Наук СССР 80 (1951) 525 —528. 
[ 3 ] H O D G E S , J . L . : „The significance probability of the Smirnov two-sample test. 
Arkiv for Matematik 3 (1958) 469 — 486. 
[ 4 ] J O R D A N , K.: Fejezetek a klasszikus valószínűségszámításból. Akadémiai Kiadó, 
Budapest, 1956. 
[5] КОРОЛЮК. В. С.: „Асимптотический анализ распределений максимальных уклоне-
ний в схеме Бернулли." Теория вероятностей и ее применения 4 (1959) 369—397. 
[6] О з о л с , В.: „О векторандах и непараметрическом критерии согласия для двух конеч-
ных выборок". Известия АН СССР 8 (1956) 150-158 . 
[7] R É N Y I A.: Valószínűségszámítás. Tankönyvkiadó, Budapest, 1955. 
[8] V I N C Z E , I.: „Einige zweidimensionale Verteilungs- und Grenzverteilungssätze in der 
Theorie der geordneten Stichproben." MTA Matematikai Kutató Intézetének 
Közleményei 2 (1957) 183 -209 . 
ТЕОРЕМЫ О РАСПРЕДЕЛЕНИИ И ПРЕДЕЛЬНОМ РАСПРЕДЕЛЕНИИ, 
СВЯЗАННЫЕ С ДВУМЯ ВЫБОРКАМИ С НЕЗНАЧИТЕЛЬНО 
РАЗЛИЧНЫМ ЧИСЛОМ ЭЛЕМЕНТОВ 
J. REIMANN и I. VINCZE 
Резюме 
Пусть £ v £2у. . ., £п и ïjv r\2, . . ., rjm — выборки относительно случай-
ных величин £ и rj с непрерывными функциями распределения F(x) и G(x), 
a Fn(x) и Gm(x) соответствующие эмпирические функции распределения. 
Авторы определяют теоремы распределения и предельного распре-
деления относительно следующих статистик: 




, т = max 
(x) 
n Fn{x) — m Gm(x) + -m — n m — n 
Относительно числа элементов они предполагают, что m > п и в случае 
(jYl  
п —у оо >-4с2, где с > 0 постоянная, т. е. числа элементов «незна-
т + п 
чительно» различны. 
Пусть R^m и Т+т означают нижнюю и верхнюю грань мест макси-
мумов относительно статистики т. е. порядок первого и последнего 
элемента в соединенной последовательности элементов для которых имеет 
место максимум. Аналогичным образом пусть Rn n, обозначает нижнюю грань 
мест максимумов относительно статистики В
п т
. Тогда при предположении 
F(x) = G(x) имеют место следующие теоремы о распределении и предель-
ном распределении: 
а) Теоремы о распределении: 




 = &) = 
Im + n 
2 к + 1 + m — n \n—k 
m + & + 1 m + n 
n 
(k = 0 ,1 , 2, . . . , m) 
(1.2) P(B+m = k,R+m=r) = 
0 если к < 0 или к +г нечетно, 
m — n + 1 
т + 1 
, если к = 0, г = 0, 
К
т + п — г\ 
г + к 
П
 2 
r(2m—r + k + 2) 1т+п 
1 п 
если к = 1 , 2 , . . . ,п ; г=к, к + 2,..., 2п—к. 
(1.3) P(B+m = k,T+m = t) = 
( ; ] Г г " 
1 m — n 12 / \ П 2 
í + 1 m + n—t m -f n 
n 
если к = 0 ; t = 0, 2, . . . , 2 n , 
2(1с+ !)(& + m - n) 
(t + k + 2)(m + n — t) 
t \ jm + n — t\ 
Í+&II_ t+k 
n 
m + n 
в 
если k=1, 2 ,...,n\ r — k, k + 2, ..., 2 n—k. 
Теорема 2. При обозначении s—2k + m— n 
(1.4) P(B„im<k) = 
m + n 
n 
m + n 
\m + y s 
m + n 
m + к + y s. 
s 
•• • xn кл . к кл . (s — к) кл 
- > cos"" i m— sin sin — ? ^J S S s 
Л= 1 
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P(Bn>m = k , Rnm = r) 
(1.5) 
m + n\ 
n I 
2 
4 + 2 y s / 
y=—» Г R r + s) + y s 
X 
X 2 
s - 4 + l + 2A(« + 2) 
s — 4 + 2 y s ( 
m-\- n — r 
— (m + n-r) + — (s—4) + A(s + 2) 
2 2 
X 
(r + s — 4) + y s i 
X 
V 4 + 1 + 2A(s + 2) / m + n - r \ 
m + n-r + k + 2 + A(S + 2) I ( m + n _ r ) + 1 A + A ( e + J 
V 2 2 / 
Замечание: в случае m = n из (1.1) и (1.4) получаются распределения 
Г Н Е Д Е Н К О — К о р о л ю к - а . 
Ь) Теоремы о предельном распределении: 
ryvi OD 
Если F(x) = G(x) и ----- = - > 2 с (m ^ п, с ^ 0), 
У га + m 
то в случае у iz .0, 1 + 2 ^ 0 
Bi 






 < ^ < z ][п + m га + m 
lim Р <
 у > < 2 ]/га -f- гаг ' и + m 
» * 
/ 1 Я 
(и+ 2«,)' 
и ( и + 2 с) - 2г?(1—г?) 
о о 
[г>(1 — v)]3'* du dv. 
Теорема 5 
В l im Р . 
п— о«, in + m 
п.т
 < _ е2с' ^ [е—2[2i>+(2í+l)c]» _ e-2[(2i + l)(í/+c)]'] _ 
02с! I л е• 
' У Pc 2 
í I 
g Щу+ёу (jós Ä Y - - ( - 1)Я  
1 У + с 
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Замечание: в случае с = 0 из теоремы 5 получается следующая форма 
распределения Колмогоров а: 
v ' r 2 i v = f - »v % ( - 1 V 
i=0 
Теорема 6. При обозначениях 
fc(y> z) = уг 2 [(1 - 4 г) 2/ - 4 гс] е~ 
[(4i—1)»т4|с]' 
2г 
z) = J 2 2 [ ( 4 / + 1 ) 2 / + ( 4 / + 2 ) с] 6 
[(4j + 1)»+(4J+2)C]' 
2z 
lim P R < y, AIML- < 2 
У re + m n + m 
v z 
) ) [/c(M< o) fcí« ' 1 — ®) + fc{u, 1 — га) уДм, ra)] du dv . 
о о 







[/m + гаг ш + n 
д 
< 2 j J /(га, га) f(u, 1 — v) du dv, 
о о 
где 
, - (2i+l)V 
/(y, 2 ) = _ 2 ( - l ) ' ( 2 < + l ) e 22 • 
2
 ' 1 = 0 
Эта формула в качестве специального случая содержит теорему 4 на стр. 
188 работы [8]. 
Авторы доказывают, что критерий, основывающий на статистике В
пт
, 
асимптотично состоятелен относительно всякой непрерывной альтернатив-
ной гипотезы, а критерий основывающийся на статистике асимпто-
тично состоятелен относительно непрерывной альтернативной гипотезы. 
Авторы замечают, что предельный процесс стохастического процесса 
,„ _ n Fn(x) - гаг Gm(x) 
Гп.т\х) — ,/ , 
\п + m 
является Гауссовым с математическим ожиданием — 2сх и корреляци-
онной функцией x — хх' (1 + 4с2) (О ^ x ^ x' ^ 1). 

ON BI VA RI ATE STOCHASTIC CONNECTION 
by 
P É T E R CSÁKI and J Á N O S FISCHER 
Introduction 
In this paper the problems of b ivar ia te connection are discussed with the 
aid of Hilber t space theory and not by classical methods. This enables a more 
general t rea tment . 
The maximal correlation is shown to be a highly a d a p t measure for the 
intensi ty of bivariate stochastic connection. The calculation of the maximal 
correlation leads to the determinat ion of the eigenvalues of a pair of operators. 
Some characteristics of th is pair of operators will be discussed. 
In § 1 the main notions and symbols will be in t roduced and t he condi-
tional expected value will be considered, fur ther some characteristics of the 
correlation ratio and the maximal correlation will be discussed. Moreover a 
generalized definition of t he mean square contingency will he given. I n § 2 
this generalized definition will be proved to include t h e former definitions of 
this notion. Conditions under which the mentioned pa i r of operators forms a 
pair of integral operators will be given. 
Finally, a method will be described for replacing a n y given distr ibution 
by a symmetr ic one ap t t o our purposes. 
Some characteristics of maximal correlation will be treated with t h e aid 
of these results in our following paper. 
§ 1. Basic notions 
1.1. Firs t of all, t h e notions, terminology and symbols used in this 
paper will be explained. 
Let (Í2, S, P) be a probabil i ty space, i. e. Q a space of events, S a a-
algebra of its subsets and P a probabil i ty measure de f ined on S (P(ß) = 1)-
Let I be any random variable (real measurable func t ion defined on Q). 
In the following, two random variables which coincide with probabil i ty 1 
are considered as identical. The expected value of | — if i t exists — is denoted 
by M( | ) , so M( | ) = f £ d P. denotes the smallest cr-algebra with respect 
h 
to which £ is measurable, i. e. such a cr-algebra of even t s d for which d = 
= {I £ В}, where В is a n y Borel set on the real line. I t is pointed o u t by 
J . L. D O O B ( [ 2 ] p. 6 0 3 ) t h a t the random variable £ IS measurable with respect 
to S j if and only if it is a funct ion of £, i. e. if there exis ts a Borel measurable 
function f(x) such t h a t £ = /(£). 
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L2 = L2 (Q, S, P) denotes a space of random variables £ for which 
M (С2) is finite. This space L2 f o rms such a complete Hilbert space in which 
(Çj, £2) = M(Ci £2) i s the scalar product of £x £ L2 and £2 £ L2, thus || С || = 
= fM(£ 2) is the norm ot £ £ L2. The standard deviation of £ £ L2 is denoted 
b y D(£), i- e. D C ) = I! С - M C ) II- We call t h e random var iable ^ " p ^ ^ 
where DC) Ф 0 t he s tandardized of £ a n d denote it b y £*; £ is called 
s t anda rd if £ = £* (i- e. if М(£) = 0 , DC) = 1)- The correlation coefficient 
of Cx^L2 , DCj ) =f= 0 and £2 € L2 , £>(С2)фО is denoted b y R(£j, £2), thus 
RCi , С2) = (С* CD-
Let us denote the dis t r ibut ion function of any random variable | by 
F(x), fur ther 
L\ = \ f ( x ) : f / 2 C ) dF(x) < 0 0 
Z p is a complete and separable Hilbert space in which the scalar product is 
00 
def ined by (fx(x), /2 (x)) = j Д (x) /2 (x)dF(x). In case of £ being a discrete 
random variable which can t a k e on n different values, the space L% is an n-
dimensional Euclidean space. 
Let be f(x) £ L2F. Then t h e random variable / = /(I) is such that / £ L2. 
T h e space of random variables of this form are denoted b y L2. Obviously 
L\ = L2 (ß, Sç. P). Between t h e elements of t h e space L2F a n d L2 there exists 
a one-to-one correspondence preserving the scalar product — a n d so the norm 
as well. Consequently, L2 is a complete and separable Hi lber t space and it is 
of f ini te dimension if | takes on only a f ini te number of values. All what has 
been stated for L2F is valid for L2, too. 
1.2. Every random var iable С can be uniquely decomposed in t h e 
fo rm £ = £ ' + £" where £' £ L\ and £" is orthogonal to a n y element of L2. 
Accordingly, for £ there exists such a unique £' | t h a t ( £ ' , / ) = (£,/) for 
a n y / £ L 2 , i. е. С — £' is or thogonal to L2. For £', min || £ — / Ц = || £ — £' || 
holds. The opera tor t ransforming £ into its orthogonal project ion on L2 (i. e. 
i n to £') is denoted by Therefore 
(1.1) (A£ £ , / ) = ( £ , / ) whenever £ £ Z 2 , 
Later we shall see for a n y £ £ L2, t h a t £ is the regression curve of 
£ on £ (i. e. t he conditional expected value of £ on £). 
The conditional expected value is defined by K O L M O G O R O V in the follow-
ing way: the conditional expec ted value of t h e integrable random variable £ 
on the conditioning random variable I is such an S^-measurable random 
variable M(£ | £) for which 
(1.2) J M(£j£) dP = J £d P for any 
À À 
M(£ I I) is wi th probability 1 uniquely determined by the Radon—Nikodym 
theorem, fu r the r 
M ( M ( f | f ) ) = M ( £ ) 
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and for any S^-measurable random variable / such t h a t £f is integrable, 
M ( ? / | f ) = / M ( f [ f ) 
holds. Consequently, 
(1.3) J / M ( C | l ) d P = j ' C / d P . 
a a 
We can point out (see also R . R . B A H A D U R [ 1 ] ) t h a t if £ (_L2 then A £ £ = 
= M(C I £) with probability 1, i. e. the regression (conditional expected value) 
of £ on £ coincides with the orthogonal projection of £ on L'i. Namely, let сЛ £ S£  
— for which there exists a Borel set В such tha t ai = {I 6 В} — then especi-
ally for 
, (i ££B 
f — Xd 
f 6 i f and from (1.1) 
0 
J A^dP = J C d P 
dL с i 
wherefrom A£ £ = M(£ | £) with probabili ty 1. 
1.3. The correlation ratio of the random variable £ 6 L2 on £ is according 
to the above 
(1.4)
 w = = I | M ( C - M ( C ) M = 
D ( 0 \ \ £ - M(C)|| " * 11 
from which 
(1.5) 0 |(f) = (Af £*, Ai £*) = (£*, A£ £*). 
Dividing (1.5) hy (1.4) we have 
I Af £* I 
(1-6) 0f(f) = L y = R(c, A £ O . 
If с 6 в2 and / 6 L% 
II Ae £* - (/*, £*) f* II2 = Il AÉ С* II2 - (f*, £*)2 
hence 
(1.7) б2(С) = (/*, С*)2 + | [А £ С*- ( /* ,С*) /* | | 2 (see Fig. 1). 
I t is evident, t h a t in case / 6 Lf we have L)(zLf, further Lf = Щ if 
and only if f(x) is univalent , i. e. if it has an inverse function. Hence as for 
£ 6 L2 the relation Af A£ £ = Af £ is valid, 
( 1 . 8 ) Ц А + Ц ^ | | A f î | | 
follows, where equality holds if and only if A£ £ is a function of / (in this case 
Af £ = A? £ holds, too). 
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1.4. As £c = c Ç i 2 for any real number с, consequently the subspace 
orthogonal to £c m a y be considered and denoted by This is the space о f 
r andom variables wi th expected values zero and finite s tandard deviat ions. 
Analogously, L2FS) for such a subspace of L2F and L2i 0 for L\. 
Let us consider | and p, an arbi t rary pair of random variables. In 1.4. 
and 1.5 the domains of the operators A and 
and L20, respectively. 
Aj are restricted to the spaces L2
 b 
Figure 1. 
The maximal correlation of | and p is defined as 
(1.9) S( | , p) = sup R(/, g) . 
/ei.| 
ееЦ 
This measure of stochastic connection was f i r s t defined by H . GEBELEIN[3]. 
Recently 0 . SABMANOV [6], [7] dealt with this problem and A. R É N Y I [5] 
generalized the not ion. 
Relating to t he maximal correlation the following lemma is true: 
Lemma 1. 
( 1 . 1 0 ) S(£, p) = j| AJI = I) A £ | 
Proof. As 
sup | | A , / | | = sup ( - 4 4 -
/ € f | , II V I I >f 
l!/ll=i ll/ll=i 
a n d in case / £ L\
 0, || / || = 1, g Ç L2 0, || g || = 1, according to equation (1.7) 
V \ ( f , g) + 
I V I 
>i 
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thus 
consequently 
S(i, i f ) ^ sup 
/61. f.. 
11/11 = 1 
K J _ 
I А , / I I 
,f 
S(l , r j ) = sup II A^/ | | = II A^ll. 
ll/ll=i 
Similarly, S(£, r\) = || A£ || . Thus our Lemma is proved. 
A. RÉNYI [5] has shown t h a t in the space L|>0 t h e operator A£ A^ is 
self-adjoint, positive defini te and 
( 1 . 1 1 ) 
If 
( 1 . 1 2 ) 
S2(£, if) = sup (A i A 7 ) / , / ) = | |A£A1 J | | . 
11/11=1 
l A £ g = A / 
holds then we call A an eigenvalue and /, g a pair of eigenfunctions of t he pair 
of operators A^, A£. According to the results of the au thor s mentioned above, 
in (1.9) t he supremum is t he maximum if and only if S(£, i]) is the highest of 
the values | A | in (1.12). In case of completely continuous A£ A , this condition 
is fulfilled. 
1.5. Let {/„} and {gn} be complete orthonormal systems in L | 0 and 
L2
 0, respectively. The positive square roots of the quant i t ies 
(1.13) 
I A , III2 = v f i ' V x Y 
i к 
are called the double norms of Av resp. A£. Of course, these double norms may 
be infini te , too. As 
ЦА,/, | |2 = ^ (А^/ , . ,0г
к
) 2 and \\A(gk\\2 = 2 V i ' A t f k ) * 
hence 
(1.14) l ^ r - ^ I I V , ! ! » and || |A£ | | |2 = ^ | | A £ f l r k | | 2 . 
From (1.1) and (1.13) 
(1.15) I) A , II!2 6 + > 2 = I I | a £ | | | 2 . 
i к 
By means of the double norm the notion of the mean square contingency 
introduced by K . P E A R S O N may be extended to a rb i t r a ry pairs of random 
variables r;, by defining t he contingency as 
( 1 . 1 6 ) C ( f , V ) | A J = 
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According to the definition a n d ( 1 . 1 4 ) 
( 1 1 7 ) C 2 ( £ , rj) = 2 0 % ) = 2 W • 
i к 
As shown later this defini t ion is equivalent to t h a t proposed by A. 
R É N Y I [ 4 ] . 
§ 2. An operator discussion of bivariate problems 
2.1. Let t h e joint distribution function of £ and rj be H(x, y) generating 
t h e measure P on the plane [ж, y\ ; similarly, the marginal distribution functions 
Hx (ж) of £ and II2 (y) of rj generating the measures I\ and P2, respectively, 
on the real line. The spaces L\ and L2Hi> resp. L2 and L2Hz are isomorphic in 
t h e sense explained in 1.1. To t h e operator Av defined in t he space Lf there 
corresponds an operator A, t ransforming the elements of L2Hi into L2Hi in the 
following way: let be / (ж) Ç L2Hi and / = /(£) Ç L f , then to t he random vari-
able g = Av f t he re exists such a unique g(y) Ç L2Hi that g — g(rj). Then Ay is 
t h e operator which transforms /(ж) into this g(y). Similarly, to A( there cor-
responds an operator A2 t ransforming the elements of L2Hl into L2Hi. I t fol-
lows from the construction t h a t Ax and A3, per analogiam, have the proper-
t ies of Av resp. Aj. The question arises, under which conditions are Aj and 
A2 integral operators. Concerning this problem there holds the following 
Theorem 1. The pair of operators Ay, A2 forms a pair of integral operators 
if and only if P I\ xP2. In this case there exists a function K(x, y) such that 
P(E) = j j K(x, y) dPy dP2 for any Borel set E in the plane [ж, y\, furthermore, 
E 
Ay f(x) = J K(ж, у) /(ж) dHy (ж) and A2 g(y) = j K(x, y) g(y) dH2 (y) 
—oo —oa 
hold. 
Proof. If P Py X P2 t h e n according to the Radon—Nikodym theorem 
there exists such a function K(x, y) that for any Borel set E in the plane 
[4, y] 
(2.1) P(E) = J J K(x, y) dHy (ж) dH2 (y) 
È 
h o l d s . For /(ж) Ç L2Hi a n d g(y) Ç L2Hi 
(f(£), gin)) = J .f/(s) g(y) dH(x, y) = J у) /(ж) g(y) dHy (ж) dH2 (у) , 
— сю —со —со —со 
consequently К(ж, у) /(ж) д(у) is integrable according to t he measure Py X P2 
for any f(x) Ç L2Hi, g(y) Ç L2H2. The Fubini theorem implies t h a t 
k(y) = J K(x,y)f(x) dHy (x) 
CO 
exists for any /(ж) Ç L2Hi and 
f k(y) g(y) dH2 (y) 
CO 
exists for any g(y) Ç L2Hi. Hence, (see e. g. A. C. Z A A N E N [8] p. 137), k(y) Ç L2H 
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follows. Let be к = k(y) £L?r Then in case / = / ( ! ) and arb i t ra ry g = 
= 9(П)*Ц 
( f , 9) =_l jK(x, y) f(x) g(y) dHj (x) dH2 (у) = Jk(y) g(y) dH2 (у) = (к, g) 
wherefrom (/ — к, g) = 0 for any g £ X2; this results к — A^f, i. e. 
(2.2) Aj f(x) = J K(x, y) f(x) dHj (x) for any f(x) £ Af t ; 
00 
analogously, 
(2.3) A2 fty) = J if (ж, i/) <7(2/) (i/) for any ftft ç A f t . 
• 00 
Conversely, if for operator Ax there exists a function K(x, y) specified by (2.2), 
then for any pair of Borel sets А, В—using the notations d — { l (; A}, = 
= { V £ B } ; Z0« = ! 1 a n d = I I ~~ t h e foIlowing a r e true: (О (0 y$B 
P{ A x B) = P(f £ A, y £ В) = M(%oí Z j 9) = ( X o t , x£) = 
= (А-Т) XdL > Xä) = (A-i XA(X) , Хв(У)) = j i K(x> У) dHx(x) dH2{y) . 
AxB 
For any Borel set E in the plane the above equation can be uniquely 
extended to (2.1) from which P Px xP2 follows. (Similarly from A2 being an 
integral operator.) Thus the Theorem is proved. 
Remark. The proof shows t h a t either both of Ax and A2 are integral 
operators or none of them. 
A. R É N Y I [4] defined the contingency as 
(2.4) C2(£,y) = 
J J [K(x,y)-l]2JH1(x)dH2(x) = f J K\x,y)dHl(y)dH2{y)-\ 
CO CO — 00 — o o 
if P^PXXP2 
oo in all other cases 
(where K(x, y) is the function figuring in (2.1)). 
A . R É N Y I proves his definition to involve the classical one for cases 
t rea ted by K . P E A R S O N . 
Theorem 2. The definition of contingency given in (1.16) is equivalent to 
that of (2.4). 
Proof. Let 
{/o (x), fi (ж), . . • } and {g0 (y), gx (y), ...} 
be complete orthonormal systems in A f t resp. Aft , fur ther f0(x)=g0 (y)=\. Then 
{ f x (x), f2 (x), •. • } and {gx (y), g2 (y), . . . } will he complete orthonormal 
systems in the spaces A f t 0 resp. A f t „. 
3 1 8 c s á k i — f i s c h e r 
Therefore 
(2.5) r,) = m A^ III2 = 2 2(A1 fiW' ш у = 2 2(A1 /<(*)• - 1 ' 
I S I KAI /SO IÍSO 
viz. in case i k 1 
(Aj /,- (ж), g0 (y)) = (/f (e), A2 g0 (y)) = (/,- (ж), /„ (ж)) = 0 , 
s imilarly in case к 1 
(Aj /о (ж), gk (y)) = (g0 (g), (g)) = О; 
fu r the r 
(Aj /О ( Ж ) , G 0 (У)) = 1 . 
If Р P x x P 2 , i- e. by Theorem 1 if Aj is an integral operator then 
oo oo 
(2.6) HI Aj HI2 = J J K2(x,y)dH1(x)dH2(y) = £ 
— OO —OO / S O FCSO 
From (2.5) and (2.6) C2 (£, r?) = || | A J | | 2 = ||| A t | | | 2 — 1, which is 
identical to (2.4). 
On the other hand, if ||| Aj | | | < oo, then Ax is known to be a completely 
continuous integral operator, t hus according to Theorem 1 P <g PxxP2 must 
hold; consequently if the latter does not hold, then C( | , rj) = || Aj ||| = oo. 
T h u s our s ta tement is proved. 
2.2. Let the measure P he generated on the plane by the joint distribution 




where A and В are arbitrary Borel sets. PA (В ) for fixed A and PB (A) for 
f ixed В are measures on the class of Borel sets on the real line. As 
(2.8) P A ( B ) £ P 2 ( B ) and PB(A)^P1(A), 
consequently PA <g P2 and PB <g Px. According to the Radon—Nikodym 
theorem there exist functions P x (A \ y) and P 2 (В | ж) such tha t 
<2.9) 
PA{B)= $ P1(A\y)dP2  
в 
PB(A) = J P2(B I ж) dPx, 
respectively. 
( 1 x f A 
Further let be %A (X) — I where A is any Borel set on the real 
I 0 x$A 
line; then 
f Aj
 X A ( X ) dP2 = §Хв(У) К XA(x) DH2(y) = (Aj ХА(Х)>ХВ(У)) = РАШ , 
в — » 
ON BIVARIATB STOCHASTIC CONNECTION 3 1 9 
therefore 
(2.10) Ax t A (x) = Px(A\y) 
for almost every y according to the measure P2. Similarly, 
(2.11) A2 Х В ( У ) =Рш(В\Х) 
for almost every x according to the measure Px. Thus Px ( A \ y) resp. P2 (В \ x) 
are the conditional distributions, which generate probability measures (see 
J . L . D O O B [ 2 ] p . 2 9 ) . 
If PX(A) = 0 then by (2.8) 
PA(B) =5P1(A\y)dP2=0, 
в 
whence Px (A | y) = 0 follows for almost every у according to the measure 
P2. This does not imply however, Px (A \ y) Px(A). As to the validity of 
the lat ter there holds the following 
Lemma 2. Px (A\y) <ê Px (A), P2 (В \ x) P2 (В) and P <^PxxP2 do 
or do not hold simultaneously 
Proof. If P PxxP2 then Px (A I y) = f K(x, y) dPx and P2 (B j x) = 
= f K(x, y) dP2 because of À 
в 
J [ j K(x, y) dPx] dP2 = P ( 4 x ß ) = PA(B) 
В A 
and 
J [ f K(x, y) dP2\dPx = P(AxB)= PB(A), 
À в 
wherefrom Px (A\y) <g Px (A) resp. P2 (В \ x) <g P2 (B) follow. 
Further if Px (A | y) Px (A) then according to the Radon—Nikodym 
theorem there exists a function K(x, y) for which 
Px(A\y)= $K(x,y)dPx. 
л 
For this function K(x, y) 
J J K(x, y) dPx dP2 = J [ J K{x, y) dPx] dP2 = $РХ(А I y) dP2 = P(A X B), 
Ax В В À В 
which means tha t P <§ PxxP2. (Similarly f rom P2 [B\x) <4 P2 (B).) 
Thus our lemma is true. 
Corollary. In consequence of Theorem 1 and Lemma 2, the following three 
statements are equivalent : 
1° Px(A\y) <^PX (A) (and P2 (B\x)<$ P2 (B)) 
2° P <^PxxP2 
3° Aj is an integral operator (and X2 too). 
2.3. In many cases by the symmetry of the bivariate distribution in its 
variables (H(x, y) = H(y, a;)) the solution of the problems discussed before 
may be facilitated. Namely, if H(x, y) = H(y, x), the problem reduces to the 
6 A Matemat ikai K u t a t ó In téze t Közleményei V. A/3. 
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spectral decomposition of a single operator. Viz. if we have a symmetric 
distribution P(AxB) = P(BxA) then Px = P2, thus L2Hi = L& and by this 
AJ = A2. The pair of operator equations becomes 
( 2 1 2 ) ( А 1 / ( Ж ) = А 0 Г ( У ) 
\Kg(x) = l f { y ) . 
If f(x) = g(x), these equations are identical and f(x) is an eigenfunction of 
Aj. If f(x) ф g{x), then by subtracting the second equation of (2.12) f rom the 
first one we obtain 
А1Ц(х)-д(х))=-Щу)-д(у)) 
whence f(x) — g(x) is an eigenfunction of AX. Above considerations show the 
possibility of reducing the spectral decomposition of a pair of operators to 
tha t of a single operator. 
I t will be shown t h a t any bivariate distribution m a y be usefully replaced 
by a symmetric one. Let us consider instead of the original bivariate distribu-
tion P the symmetric distribution P defined by 
( 2 . 1 3 ) P{A xB) — ( A 2 A X XA(X), xB(x)) = ( A X XA(X)> \ XBW) , 
where A and В are a rb i t ra ry Borel sets on the real line and the f i r s t scalar 
product is calculated in L2Hi and the second one in L2Ht, respectively. I t is easy 
to see t h a t P is a probabili ty measure on the plane. Furthermore, trivially 
P(Ax B) =P(Bx A) a n d for the corresponding distribution function 
H(x, y) = H(y, x). I t is also obvious t h a t both marginal distributions of P 
are equal to the distribution of £, i. e. 
p — p — p 
Г
 I — 2 — r \ 
and thus 
rA _ r 2 r2 
X'Hi — — L,Hi . 
The last term of (2.13) — equaling [ P x (A\y)P1(B\y) dH2 (y) — 
— oo  
suggests the following interpretation of the distribution P: Let us f ix any 
arbitrary value of p and choose an independent pair of values of £ ; then P 
is the mixture of the distributions of such pairs with respect to p. 
Such transformations were proposed in special cases by H . G E B E L E I N [ 3 ]  
and 0 . S A R M A N O V [ 7 ] , too. The role of bo th operators A T and A 2 will be taken 
over by A , AX according to the distribution P, as shown in 
Theorem 3. 
( 2 . 1 4 ) F J f ( x ) g ( y ) d H ( x , y ) = ( A 2 A X f ( x ) , g ( x ) ) 
00 00 
where f(x) £ L2Hi and g(x) £ L2Hi. 
Proof. According to the definition of P in (2.13), for characteristic func-
tions (2.14) holds. Therefore our s ta tement is valid for any pair of s tep func-
tions. Furthermore any function can be approximated to any desired exactness 
к 
ON BIVARLATE STOCHASTIC CONNECTION 3 2 1 
by step functions. Thus in consequence of the continuity of its terms, (2.14) 
holds in general. 
Remark. I t is evident f rom (2.14) t h a t 
J f(y) dH(x, у) = 0Ш)) /(*) 11Л*) II = 1 • 
CO 00 
Corollary 1. A = A, Aj is the operator generating the conditional expecta-
tion in the sense 
(2.15) A f(x) = f f(x) dHx(x I y) f{x) £ L2Hl 
00 
where Hx (x \ y) denotes the conditional distribution function corresponding 
to H{x, y). 
Proof. The definition of the conditional expectation — see (1.2) — may 
be writ ten in funct ion terminology in the form 
(2.16) j Aj f{x) dP2 = f f f(x) xA(y) dP f(x) € L2Hi 
for any Borel set A on the real line. We shall see tha t A f ( x ) satisfies (2.16) 
and therefore (2.15), too. Namely, because of Theorem 3 
JÄf(x)dP1 = (Äf(x),xA(x))= J ff(x)xA(y)dP. 
A 00 00 
Hence also Р
г
 (A \ у) = А у
л
 (x) holds and the correlation ratios con-
cerning P equal || A f ( x ) || (f(x) £ L2Hlfi , || f(x) f| =1). 
Corollary 2. The maximal correlation of H{x, y) is equal to the square of 
that of H(x, y). 
Proof. In consequence of (1.11) and (2.14) 
S2(£, rj) = sup J J f(x) f[y) dP g sup J f f(x) g(y) dP. 
fWtLh,. .—»—«> f ( x ) € I ! t (x ) | I — 1 -•»—<*> 
ll/(*)ll=> «Mei-ir.AiigWjHi 
On the other hand f rom (2.14) 
CO CO CO 00 
sup f f f{x)gfy)dP= sup J j (A2A 1f(x),g(x)) = 
i(x)ei-Ko,ll/(x)ll=i - » — » /(x)6i.ff„o,i!/(x):;=i —» —» 
g(x) e L'Bl.o, 11e(x)j I = i g(x) e Lh„o, I |g(x)| I=1 
sup ( A j A a + A j </(+)) ^ sup I j I ||A1gr(a;)j[= S2(£, y). 
/ ( x ) £ L'g„О, I |/(X)| I = 1 /(X) e Lbu0, ! ! / (x) | Í = 1 
g(x) e Li,,«, I!g(x)| 1=1 g (x )e L'Hl,„, ;g(x)ii = i 
Hence our s ta tement follows. 
0 
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The mean square contingency belonging to the measure P equals 
(2.17) 2 2 ( A 1 M*> • A 1 fkWy = 2II:A Л(®) II2 
I к i 
where {/, (ж)} is a complete oithonormal system in L 2 H l 0 . If Ax is an integral 
opera tor with kernel K(x, y) then A is an integral operator with kernel 
(2.18) K(x, y) = f K(x, z) K(y, z) dH2(z) 
00 
and (2.17) can be calculated as 
J Ç~K\x,y)dH1(x)dHl(y)-l. 
If the pair of operators Ax, A2 has a pair of eigenfunctions f(x), g(y) 
belonging to the eigenvalue Я then /(ж) is an eigenfunction of A and belongs 
to Я2. (This can be seen by substi tuting one of the operator equations into the 
other.) 
I t is easy to see tha t (2.17) — if it is finite — is not less than £ (//) 
i 
and the equality holds if and only if {/,• (ж)} is a system of eigenfunctions 
(for (A2 AJ /,• (aj, fi (ж)) = II Аз AJ /,• (ж) II holds in the case А2А1/,-(ж) = 
= Я? f, (ж)). If A has a complete eigenfunction system, (2.17) may he written 
as Я1 where the Я,-в are the eigenvalues of the pair of operators A1; A,. i 
Evidently, all what has been stated in this par t for A2 A, may be shown 
analogously for Ax A2 as hell. 
The fact t ha t both marginals of the distribution P equal one of the ori-
ginal marginal distributions is evidently advantageous in cases we have one 
discrete or differentiable marginal. 
(Received April 28, 1960.) 
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О С Т О Х А С Т И Ч Е С К И Х С В Я З Я Х С Д В У М Я П Е Р Е М Е Н Н Ы М И 
Р. CSÁKI и J. FISCHER 
Резюме 
Работа исследует ряд свойств стохастических связей с двумя перемен-
ными с помощью гильбертовых пространств. Этот метод исследования воз-
можен потому, что некоторые характеристики стохастической связи между 
случайными величинами £ и у (условное распределение, условное матема-
тическое ожидание, ряд мер силы стохастической связи) могут быть описа-
ны определенными в соответствующих гильбертовых пространствах парами 
операторов А£, Av или А1( А2. Так условное распределение £ относительно у 
Ру{А\у) = АухЛх), 
условное математическое ожидание 
= А „ £ , 
корреляционное отношение 
Ö # ) = I |A„£| | 
(относительно стандартного £). Далее максимальная корреляция £ и у 
S(£)Í?) = | | A J = | |A£ | | ; 
а понятие контингенции обобщается для любой пары случайных величин 
C(f, 17) = IIIAJI = || |А£ | | |. 
Доказывается, что А
х
, А2 тогда и только тогда пара интегральных 
операторов, если Р <§РуХР 2 (теорема 1). На основании этого доказывается, 
что вышеприведенное определение контингенции совпадает с определением 
A. R É N Y I (теорема 2). 
С помощью некоторой леммы, обобщая теорему 1, доказывается экви-
валентность следующих трех определений: 
\. Р у ( А \ у ) ^ Р у { А ) и Р2(В\х)^Р2(В), 
2. Р^РуХР2, 
3. Ау и А2 интегральные операторы. 
С помощью оператора А = А
х
 А2 дается метод замены любой плоско-
стной вероятностной меры Р симметричной мерой Р , эквивалентной с точки 
зрения рассматриваемых вопросов. В связи с этим доказывается, что 
У Tf(x)g(y)dP = (Äf(x),g(x)) 
— 00 —сю 
(теорема 3). На основании этого доказывается, что относящаяся к Р макси-
мальная корреляция S2(£, rj). 

CONTRIBUTIONS TO THE PROBLEM OF MAXIMAL CORRELATION1 
by 
P É T E R C S Á K I a n d J Á N O S F I S C H E R 
Introduction 
The classical indices of bivariate stochastic connection are far from be ing 
perfect . The maximal correlation may be regarded as a good measure of t h e 
correlation in i ts broadest sense, i. e. the in tensi ty of stochastic connection. 
This paper aims a t giving some contributions to the approach of the problem 
of maximal correlation. 
In this pape r our notations of [1] will be used. A short survey of the m a i n 
notions used there in seems desirable. 
Let I and y be arbi t rary measurable funct ions defined on the probabil i ty 
space (Q, S, P) and ft denote the smallest cr-algebra with respect to which 
f is measurable, fu r ther A§ = A2 (12, ft, P). T h e subspace of A | consisting of 
its elements wi th zero expected values will be denoted by Af
 0 . Natural ly , 
ft, A2 and A 2 0 can be analogously def ined. The symbol A^ denotes t h e 
operator of the orthogonal projection of t h e elements of A2
 0 on Af „ (condi-
tional expected value, i. e. regression curve) a n d A^ analogously the projection 
of the elements of Af
 0 on A2 0 . 
Thus t he correlation ra t io of a s t a n d a r d random variable £ on | is 
(0.1) 0«(f) = | | A e f | | , 
t he maximal correlation of | and у 
(0.2) S ( f , 4 ) = S U P (f>9) = l l A i l l = \\Ar,\\ 
f e y } . , , Il/ll=i ||g|| = i 
and the mean square contingency 
(0.3) C ( | , y) — HI Af IK = HI AftH . 
If the number X and t he pair of r a n d o m variables / , g satisfy b o t h 
equations 
,0.4) ( + « = 1 > ft1*« 
I \ K J ~ i i ! 
we call Я an eigenvalue and the pair /, g a pa i r of eigenfunctions belonging to Я. 
1 A previous version of this paper has been read on 7. Sept. 1959 at the 
Biometrie Symposium (Budapest). 
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In § 1 some questions concerning the maximal correlation and the line-
ar i ty of correlation are dealt with. Fur ther a method of solving (0.4) in par t i -
cular cases is shown. In § 2 some examples are presented. 
§ 1. Maximal correlation and conditional expectation 
1.1. Both theoretical a n d practical considerations make it desirable to 
have linear correlation. Thus the problem of linearizing the regressions of ten 
arises. In the following some remarks on th i s question are given. 
Theorem 1. For two standard random variables f Ç L |
 0 and g £ L20 the 
following three statements are equivalent : 
1° / and g form a pair of eigenfunctions. 
2° 0é(g) =ev(f) = ( f , g ) . 
3° / and g are linearly correlated and 6} (g) = (g); 6g (/) = 0,q (/). 
Proof. Le t us suppose a t f irst that 1 ° holds. Then f rom (0.1) and consider-
ing the norms in (0.4) 2° follows. 
For the second, if 2° holds then as f rom А}д = A, A^ д the inequali ty 
II A^ д 11 iL II A^ д 11 follows whence 
(1.1) Ц,д)^Цд)ФЧя)> 
— according to our assumption.— equalities in (1.1) are obtained. On the 
analogy of (1.1) we have equalities in 
(1.2) (f,9)<eg(f)^ev(f) 
as well. 
Equalities on the left side in both (1.1) and (1.2) imply the linear correla-
tion between / and д while those on the r ight side the other assumptions of 3°. 
Finally, let us consider 3°. The l inear correlation provides A f g = л/. 
On the other hand, Of (g) = (<7) implies A f g = A^ g, with respect to 
Aj g = Af A j g, as the norms of a function and its projection may equal only 
if this function is a fix element of the ac tua l projection A,. From the above 
A
 (g = X f . 
Similarly 
Avf=Zg 
and so we obtain 1°. 
As 2° has been deduced from 1°, 3° f rom 2° and 1° f rom 3°, our Theorem 
is proved. 
It is noteworthy t h a t the linear correlation between the members of a 
pair of eigenfunctions was already pointed out by H . O . H I R S C H F E L D [2] for 
the finite discrete case. 
Corrollary. If the standard random variables f = /(!) and g =g(rj) are 
linearly correlated further f(x) and g(y) are univalent functions then f and g form 
a pair of eigenfunctions. 
Proof. In consequence of the univalence L2f = L\ and L\ — L2, 3° of 
Theorem 1 is satisfied, thus 1° holds, too. 
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1.2. The distance of the standard eigenfunctions belonging to the maxi-
mal correlation, turns out t o be 2(1 — S(£, p)) as if / g £ A 2 0 a r e 
standard variables, then 
I I / - 1 7 I I 2 = 2 ( 1 - ( / , g)) , 
hence 
(1.3) inf | | / - 0 | | « = 2 ( 1 - sup (/,?)) = 2 (1 - S ( £ , i ? ) ) . 
f t 4 „ I I / I I = I / 6 4 , ° . П Л 1 = 1 
гб4,„||г|| = 1 «6Lj,0,||g||-i 
Let the preceding inf imum problem be modified as 
(1.4) inf II/ — Agi У2 = inf (1 — 2 A(/, g) -f- A2) = 1 — S2(£, p) 
/6 L|.„ ||/|| = 1 /6 Ц,„,1I/|| = I 
яеЧ„,||«||=1 гб4,..11в11=1 
CO < A < CO CO со 
Obviously the infimum in (1.4) is lower than in (1.3) save the case S(£, rj) = 1, 
when they coincide. 
I t is evident from (1.3) t h a t S(£, rj) = 1 holds if and only if the distance 
of the unit-spheres of L\
 0 and L2 0 equals zero. This case may be t rea ted 
in four subcases, namely: 
a) The unit-spheres are disjoint (example see in [4]). Here maximal 
correlation is not attainable (supremum bu t not maximum in (0.2)). 
b) Both differences of t he unit-spheres are non-empty sets. Now /(£) = 
= g(p) holds b u t both f(x) and g(y) have to be non-invertible functions. 
c) One of the unit-spheres contains the other. Now one of £ and rj is 
a non-invertible function of t he other. 
d) The unit-spheres are coincident (Lf „ = L2
 0). This means t h a t £~ 
and rj are univalent functions of each other. 
The relation 
6 # ) á dßC) for all Ç Ç L 2 
is necessary and sufficient for rj — /(£) (cases c) and d)) as follows from a, 
theorem, see e. g. A . C . Z A A N E N ([5], p. 250). 
1.3. The value of (1.4) is equal to the mean conditional variance of t h e 
pair of eigenfunctions belonging to the maximal correlation, as 
(1.5) inf II / - V I I 2 = inf (1 - II Avf II2) = inf (1 - 02(/)) = 1 - S2(£, rj). 
/б4,„ /е4, . /е 4 , . 
1 1 / 1 1 = 1 1 1 / 1 1 = 1 1 1 / 1 1 = 1 
For practical purposes the homoscedasticity (constant conditional variance), 
i. e. for standard С the relation A£ C2 — (A£ £)2 = 1 — 0| (£), is desired. As 
to this we can state 
Theorem 2. For the linearly correlated standard random variables £ and rj 
the following statements are equivalent : 
1° £ and rj are homoscedastically correlated. 
2° £2 — 1 and rj2 — 1 form a pair of eigenfunctions belonging to (£, r/)2. 
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Proof. Both A£ t) = (I , rj) £ and Av £ = (£, rj) r) are true. Let us f irst 
suppose 1°. F rom this 
(1 6) 1 A í ~ V)2 f 2 = A i 7,2 ~ ( A i = 1 ~ 02(??) = 1 ~ 11)2  
I Av£2- (£, r,)2 r? = A , £2 - (A„ f )2 = 1 - 0»(|) = l—(£, r,)2 
which implies 
( 1 7 ) = ( { , , ) « ( í « _ 1 ) 
\ А 7 ) ( £ 2 - 1 ) = ( £ , Г ] ) 2 ( Г 1 2 - 1 ) . 
Conversely, f rom the linear correlation and (1.7) by (1.6) 1° follows. 
Corrollary. If the correlation of the standard variables £ and rj is both linear 
and homoscedastic, further if 0 < | (£, rj) | < 1 then the third moments of £ and 
rj vanish. 
Proof. According to Theorem 2 (£, £2—1) = (rj, rj2—1) = 0 since 
eigenfunctions belonging to different eigenvalues are orthogonal, and thus 
M(£3) = M(£) = M(r/3) = M (rj) = 0 . 
Remark. In case of t h e bivariate normal distribution the conditions of 
Theorem 2 and the Corollary are evidently fulfilled. 
1.4. The calculation of the value of t he maximal correlation is in general 
rather complicated and practically intractable. In special cases however, 
— as will be seen in the following — it can be managed fa i r ly easy. 
Let cpx, cp2, . .. resp. ipx, y>2, . . . be linearly independent systems in the 
spaces L | 0 , resp. L20. In th is case we have the following 
Theorem 3. The functions 
n n 
(1-8) fn — (^kn У к ' 9п=Уа'кпУ>к аппа'ппфО; m = 1,2, . . . 
к=1 к=1 
a re the eigenfunctions of the pair of operators A£, Av if and only if such coefficients 
bkn and bkn exist that 
n n 
( 1 - 9 ) \ c p n = 2bknVk> At.v>n = 2Ъ'к"V« n = 1 , 2 , . . . 
k=1 k= 1 
and in this case the appropriate eigenvalues are 
(1.10) К = УКЛт, те = 1 , 2 , . . . 
moreover, for the coefficients akn and a'kn the equations 
n n 
(1.11) 2 b i x a k n = Ka'in, 2 b ' k a ' k n = х п а
п
 г = 1 , . . . , т е ; и = 1 , 2 , . . . 
k=i k=i 
are fulfilled. 
Proof. If the functions (1.8) are the eigenfunctions beiongingto the eigen-
values Xn, t h a t is 
А
фп = КЯп and A
 égn = K f n те = 1 , 2 , . . . 
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then 
n n 




У a'kn Aj ipk = Xn2akn <pk ; 
1 k=1 
this shows tha t both Aqyn and Açipn are linear combinations of yix, . . . , ipn, 
resp. <px, .. ., cpn. Formulae (1.11) result from the linear independence of the 
systems {<pn}, {ipn}, wherefrom for i= n annbnn= Xna'nn and a'nnb'nn= Xnann 
which implies (1.10). 
Conversely, if (1.9) and (1.11) hold then for the functions (1.8) 
n n k n n n 
Avfn= Уакп Av<Pn = У JZ aknbikfi = у yf+nbikV, = К ya'inW, = К Яп 
A-=l k=\ Í = 1 í= 1 k=i i= 1 
and similarly A^gn=knfn, where Xn = \bnnb'nn, thus our s ta tements are 
verified. 
If {An} provides all the non-zero eigenvalues then — in ease of maximum 
in (0.2) — 
S(f, p) = max 1fblinb'nn 
holds. " 
If the joint distribution is symmetric in its variables the equalities 
(1.9) and (1.11) reduce to 
akn — akn a n ( l bkn — bkn, consequently Xn — bnn. 
Corollary. This theorem may be applied if the linearly independent functions 
can be chosen so that 
yn = £ n - M ( ! " ) 6 Д о - Vn = V n - « = 1 , 2 , . . . 
In these particular cases, our Theorem implies that the eigenfunctions are 
polynomials if and only if for each n the «th conditional moment is an at most n'h-
degree polynomial of the conditioning variable. 
In consequence of Theorem 3 the eigenvalues can be found wi thout any 
fur ther computation and the coefficients of the eigenfunctions can be deter-
mined from a linear system of equations provided t h a t in both spaces X|i0 
and L20 respective systems of linearly independent functions are known such 
tha t their conditional expected values can be written in the form (1.9). 
§ 2. Examples 
Some examples of calculating the maximal correlation will be presented. 
The following symbols will be used: 
h(x, y) for the joint density funct ion of | and p, 
hx (x) for the density function of 
h2 (y) for the density function of p, 
hx (x I y) for the conditional density function of £ on p, 
h2 (y ] x) for the conditional density function of p on £, 
pik for the joint probability of £ = i and p =k, 
pt. for the probability of £ = i and 
p.k for the probability of p = k. 
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1. In this example the max ima l correlation coincides with the correlation 
coefficient. Let be 




(1 — x)y 
1 
x(l — y) 
0 ^ x ^ y ^ 1 
0 g.yg.xgLl 
In this case the jo in t distribution is symmetric, i. e. h(x, y) = h(y, x). Hence, 
one-sided t r e a t m e n t of the problem is suff icient . Now 
\ (ж) = 1 0 + x 1 
a n d 
hx (ж I y) = h(x, у) 0 ^L x ^ 1, 
Therefore, using Theorem 3 
A„!" = 
n + 1 
i " 
a n d 
•^n = bnn — 
n(n + 1) 
n= 1 , 2 , . . . 
n = 1 , 2 , . . 
The functions — M(|") fo rm a complete system of linearly independent 
polynomials in L 2 0 . Thus {An} is the set of all eigenvalues, f rom which we 
obta in 
S(£,10 = ^ = 1 . 
tu 
2. a) Tr inomial distr ibution. 
A ! 
Pik = 7 PÍP^l-Pl-P*)"-'-" 
г! ft!(A — г — к) 
where р
х
 > 0, р2 > 0, рх + р2 < 1; г = 0, 1, . . . , А ; к = 0, 1, . . . , А ; 
г + к ^ A. T h e n the marginal distributions are 
с 
P[( 1 - Pi)N-' г = 0,1, 
p-k = 
A 
pia - P2r~k ft = 0,1, 
and the conditional distributions 
Pik
 = 
N — ft) Pi i 1 - P i — Pl 




г Pa к 1 - Pi - Pal 
Pi- ft I l - Pi l - P l 
N—k—i 
N—i—k 
г = 0 , . . .,N—k, 
ft = 0 , . . . , А — г . 
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(N - r , ) ( N - n - l ) . . . { N - r , - j + 1) n = 1,.. 
( N - £ ) ( N - £ - ! ) . . . ( N - * - j + l ) n = l,...,N 
where ann = 1; thus the eigenvalues are 
and the maximal correlation is 
Pi Pi 
(1 - P l ) ( l - p 2 ) 
n = l, ...,N 
/ PiP 2 
b) Trihypergeometric distribution. 
Pik = 
i 
N - N. Nn 1 " 2 
n — г — к 
where n, Nv N2, N are positive integers, Nx p iV2 < N-, i = 0, 1, ..., n; 
4 = 0 , n\ i p к -g. n. Similarly to a) we obtain the eigenvalues 
A„ = 
N - N x - m 





S(|,t7) = A1 
N - N2 
Nx —m 




( N - N x ) ( N - N 2 ) 
N, j Px = - A , p2 = ~ result for S( | , p) in the same formula as obtained in a ) . 
3. A case of S(£, p) = C(f , p). 
Let us consider the symmetric density function 
( 2 . 1 ) h(x, y) = px a(x) a(y) + p2 [e(a) b(y) + b(x) a(y)] + p3 b(x) b(y) 
where a(x) and b(x) are linearly independent. For sake of simplicity let us 
suppose tha t a(x) and b(x) are density functions, further px 2г. 0, p2 ^ 0, 
p3 ^ 0 and Px p %p2 P p3 = 1 . Then 
hx (x) = pa(x) -f- qb(x) P =PiPPi< 4=PiPPz-
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The construction of h(x, y) allows a t most one non-zero eigenvalue, whence 
S(£, y) = C(£, y). 
C2 (£, ÍJ) being equal to the square-integral of 
h(x>y)-K(x)hy(y) = p a(x) - b(x)_ a(y) — b(y) wheTe P = Pi Рз _ p l  
Kid) УрФ) + Ф(х) Ура(у) + qb(y) 
we have 
c ( £ , y ) = \ p \ f w - w ^ a j i - f - ^ Ä - 4 . 
J ра(ж) + ?6(ж) pq I J ра(ж) + дб(ж) I 
Therefore 
oo 
IPI I г (fad, f HI M ) 1.2 q 2 p 
(2.2) S ( | , ^ ) = | j P ' [ l 
P9 I 
— oo 
where Я (ж, у) = - -, the related eigenfunction being а(ж) (ж) 
_ + — + 
ж у 
In the part icular case p 2 = 0, we have 
S($,y) = l - J H 
a(x) b(xY 
(2 p3 ' 2 py 
dx 
and in case p2 = = £>3 = 0) 
S(£, y) = l - J H(a(x), b(x))dx. 
— oo" 
Let us consider now 
a) an example due to A. RÉNYI ([3] P. 317), where 
, X1 _ у ' 
h(x, y)= - e 2 - e-x') е-У + { f i e 2 - е~У)e^') . 
2 л 
In this case the marginal distributions are normal and have the density 
functions 
1 hy(x) = h2(x) = -=re 2 . 
\2л 
They are uncorrelated, bu t not independent. In this example px = p3 = 0, 
p,=- and 
2 
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hence 
S(t,y) = l 
— 3^-2 
— Г (1/2 er-* -e~2)dx = 4= - 1 ~ 0 
я J ' ]/3 
1547. 
where 
b) A further simple special case: 
h(x, y) = 4px xy + 2p2 (x + у) + p3 OAxAl] 0 Ay A l , 
a(x) = 2x, b(x) =1 0 ^ x A 1; 
Figure 1. 
the maximal correlation is 
S(ft (arth p - p). 
p3 
E. g. if h(x, у) = x + у or h(x, y) = 2xy + 1 
S( | , 77) = log 3 _ 1 
2 
0,0986 . 
t h e n 
c) An example where the parallelity between the intensity of connection 
and the value of the maximal correlation is manifest . 
Let us consider a domain T consisting of two squares of uni t area 
[ —1 ^ a; ^ 0; a — l A y A a] and [0 A x A 1; — а А у A \ — a] 
where O ^ a ^ - ^ (see Fig. 1) and let the joint distribution of £ and у he 
2 
uniform in T. This may he transformed in a symmetric distribution with density 
function of type (2.1) 
(2.3) h(x h(x, t) h(y, t) 
h2{t) 
dt. 
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The eigenvalues of the joint density function (2.3) are the squares of 
the original ones (see [1] (2.18)). 
In the present case 
Pi — Pz — a > Рг = ~~' a(x) = 1 — 1 ^ i ^ O , b(x) = 1 0 g x tgl. 
2 2 
Thus by (2.2) 
S(£, »?) = ] / - — = a . 1
 pq 
4. An example for multiple eigenvalues. (See A. C. Zaancn[5] p. 539.) 
Let us consider the symmetric joint density function (generating a completely 
continuous operator) 




where the function k(x) has th following properties: k(x) > 0 with period 
n 




a n d 
Aj (x j у) = 2л k(x — y) 0 <£ x g 2л, 0 ^ y g 2л. 
Now the eigenvalues are 
? " 
Xn = 2 л \ k(x) cos nx dx n = 1 , 2 , . . . 
о 
a n d the respective eigenfunctions 
fnl = cos n £ , /„2 = sin n £ 71 = 1 , 2 , . . . 
i. e. the A„-s are double eigenvalues. Therefore 
S(£, t/) = max |A„|. 
n 
5. Let the domain T be defined on the plane [ж, у] by 
T = {(x,y):\x\P + \ y \ o g 1} p>0,q>0 
and let £, г/ be uniformly distributed in T.2 
2
 This example is the generalization of P. BÁRTFAI'S unpublished solution for 
CONTRIBUTIONS TO T H E P R O B L E M OP MAXIMAL CORRELATION 3 3 5 
We shall see tha t — in case p = q — to the narrower T-s higher maximal 
correlations are at tached. Now, 
where 
h(x,y) = — for (x, y)£T, 
I (1— y«)V 
t = j j d x d y = 4 J j dxdy=éj (l-y*)Pdy=*B 
о 0 
A i + i | . 
i P I 






The density functions of the marginal distributions are 
hx(x)= L l - l z p T 
L 
I x l ^ l , 
K ( y ) = - ( i - \ y \ " ) p  
í 
and the conditional density functions 
K ( x I У) = 
h ( y I x ) 
2(1 — \ y\4Y 
1 
\y\è 1 
|y|è(l — \x\pY, \x\ ^ 1. 
2(1 — |ж|р)4 
Let us choose the linearly independent functions (see Theorem 3) as 
yn = \£\pn-M(|!|pn), Vn =\ч\чп-М(|ч|«п) n = 1 , 2 , . . . 
7 A Matematikai Kutató Intézet Közleményei V. A/3. 
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Then as results f rom 




pndx=- (1 — jy|«)n, 
pn + 1 
we have 
pn + 1 qn + 1 K<Pn 
consequently 
6 = - Ы Г
 b ' 
u
nn — . , > "nn — pn + 1 + 1 
whence the eigenvalues are 
A„ = 
" V(pn+1) (qn + 1) 
n= 1,2, .. 
n = 1,2, . . . . 
The eigenfunctions belonging to such eigenvalues do not by all means form 
complete systems and thus C(£, r;) is to be determined. These are, however, 
all the non-zero eigenvalues as 
dxdy 
t ( 1 - | ж | " ) 9 ( 1 ~\У\Ч)Р 
1 <1—îflY 
T f dxdy 
[ \ 














 dx dy — 
u)n du = 
Ú j ? pn + 1 
о 
é í l q \pn + l q ) 
°° 1 
_ y i = 1 + У A2 
£j(pn+l)(qn+l) 
where binominal expansion a n d beta-function were applied. Accordingly, t he 
maximal correlation proves to be 
S(£, p) — max 
П У(рп + 1) (qn +1) K(p + 1)(<7+ 1) 
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and the related eigenfunctions 
/ 1 = | f |p i/i = b l ? -
p+2 q + 2 
I t is to be noted tha t in this example: 
a) the correlation coefficient as well as t he correlation ratios vanish. 
b) in calculating the maximal correlation — if it is at tainable — £ 
and p may he replaced by | £ | and | p |, respectively, if and only if to S(£, p) 
there belongs a pair of even eigenfunctions. Consequently, the domain T m a y 
be reduced e. g. to its upper half or even to its positive quadrant without alter-
ing the value of the maximal correlation. 
(Received April 28, 1960.) 
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ЗАМЕЧАНИЕ О ПРОБЛЕМЕ МАКСИМАЛЬНОЙ КОРРЕЛЯЦИИ 
Р. CSÁKI И J. FISCHER 
Резюме 
Работа занимается максимальной корреляцией, являющейся со мно-
гих точек зрения наилучшей мерой силы стохастической связи. В § 1 даются 
необходимые и достаточные условия того, чтобы стандартные случайные 
величины / = f(£) и д=д(р) были парой собственных функций пары опера-
торов Aj И А
ч
 (теорема 1). В дальнейшем характеризуется случай 
= 1 и дается необходимое и достаточное условие того, чтобы р была 
функцией от £: 0
Ч
(£) ф 0j(£) для всех £ с конечной дисперсией. 
Д л я случая взаимно линейной регрессии дается необходимое и доста-
точное условие того, чтобы и условная дисперсия регрессий была постоян-
ной (теорема 2). 
Кроме того дается метод вычисления собственных значений и функ-
ций пары операторов Aj, в том случае, когда известны линейно незави-
симые системы функций (pv <р2,... и y>v у>2, . . . величин £ и р с конечной 
дисперсией, удовлетворяющих (1.9) (теорема 3). В качестве специального 
случая получается, что собственные функции в том и только в том случае 
многочлены, если тг-ые условные моменты суть многочлены не выше тг-ой 
степени условной величины. 
В § 2 приводится ряд примеров вычисления максимальной корреляции. 
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EVALUATION OF INTEGRALS BY MONTE CARLO 
METHODS BASED ON THE ONE-DIMENSIONAL RANDOM 
SPACE FILLING 
by 
GEORGE B Á N K Ö V I  
§ 1. Introduction 
The fundamental problem. In paper [ 1 ] A . R É N Y I solved the following 
problem. Let us place a t random on the interval (0, ж) successively uni t inter-
vals, the left endpoints uniformly distributed on the interval (0, x — 1), bu t 
discarded if the new interval intersects with one of the previous intervals. 
The procedure comes to an end when no more " f ree interval" longer t han 
unity remains. M{x) denotes the expectation of the number of unit intervals 
thus placed. M(x) satisfies the functional equation 
X 
(1) MiX + 1) = — j Mit) dt + 1 ix > 0) 
x J 
0 
and the initial condition 
(2) M(x) = 0 for ж ^ 1. 
I t is proved t h a t 
(3) lim = Г exp ( - 2 Г 1 ~ du) dz . 
X^+OO X J \ J U 
о 0 
The f undamental idea of this paper. The model described above is a very 
special case of the random space filling. There are various ways of generali-
zation by modification of the placing procedure. This paper deals with gene-
ralizations in direction of Monte Carlo methods resulting in procedures for 
obtaining the approximative value of integrals of t ype 
со 2 
(4) I {g) = j exp ( j ' giu) du) dz. 
ô ö 
Before a specified discussion we wish to mention in the following section two 
general Monte Carlo methods applied for the evaluation of integrals (see [2], 
[3], [4]). 
Two general methods, a) A general Monte Carlo method applied for 
evaluating is as follows. We wish to evaluate the integral 
(5) I = j" Цх) dx 
D„ 
3 3 ! ) 
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where Dn is a domain in n-space and ж is a vector. Let £ he a random vector 
variable with density function f(x), 
(6) J f(x) dx= \ , 
Dn 
( f ( x ) Si 0 (x £ Dn), and equality can hold only for h(x)= 0); letxv x2, ..., xN 
he independent observations concerning the values of ft Then the random 
variable 
(7) S = 
N ^ i f(xj) 
is an unbiassed estimator of I , i. e. 




(9) D W = i J 
Dn 
/(ж) dx. 
b) An o ther method is the following: I t can he assumed without loss of 
generality t h a t 0 A h(x) ^ R. Let us define two random variables £ and у 
uniformly distr ibuted on Dn and (0, R), respectively. Let ( f t , yx), (ft,q2)  
(£дг, yN) be independent pairs of observations concerning the values (ft y) 
and Sj a set of random variables defined by 
(10) ft= 
Then the random variable 
= { h Í f 0 = 1,2 
t o , if A ( f t ) > f t 
Âmes A , N (11) S = У a. 
x
 и ' 
is an unbiassed estimator of I and 
(12)
 D 2 { S ) = I ( R m c s D n - I ) 
N 
Several Monte Carlo techniques applied for evaluating integrals are 
simple modifications of these methods. 
Natural models. The grea t advantage of the methods mentioned above 
is their general applicability, i. e. theoretically almost every integral can be 
evaluated by these methods. Considering the goodness of these methods 
their great generality is not always iavourabie; it seems tha t the probabilistic 
models are related to the operation of integration but not the nature of the 
particular integrals considered. We shall call such models artificial models ; 
while models having a close connection with the nature of the problem will 
be called natural models. The field of applicability of the natura l models is in 
general smaller than that of the artificial ones, but the natural models (if 
their application is possible) come up to the non-probabilistic approximative 
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methods in such cases too, where the application of artificial models is obviously 
unfavourable. In this paper a class of natural models is connected to a class 
G of functions; by realization of these models estimates for the integrals 
I{g} are obtained. Integrals of this type occur e. g. in the solution of Riccati 
differential equations (see [5]). 
In applying artificial models or numerical integration as well the sub-
stitution in the integrand cannot be avoided; if the integrand is a complicated 
function (e. g. it consists of a large number of terms) this circumstance causes 
difficulties. These difficulties can be eliminated by applying natural models. 
We wish to remark we regard the results of this paper only as f i rs t 
steps in this direction and our fur ther investigations will aim a t finding other 
types of random space filling models connected to certain problems of analysis 
(solution of differential equations, integral equations, etc.). 
§ 2. A simple model 
In this paragraph the procedure applied by A. R É N Y I is adapted to a 
simple modification and generalization of Iiis model. Our model (in a special 
ease) does not differ from the fundamental model in its limiting properties 
and it is convenient for theoretical and numerical computations. 
Let aq, x2, • • •, xN, . . . be observations of a random variable £ uniformly 
distributed on the interval (0, x) and let us place in these points weights in 
accordance with the following rules: 
1° In the point aq we pu t a weight w(x) (where w(x) statisfies conditions 
to be determined later); the argument denotes the length of the "free interval" 
containing the point aq. 
2° We establish a "prohibitive interval" with the endpoints aq — a, 
aq + b, where a and b are positive numbers. 
3° We "mul t ip ly the free intervals" (0, aq — a) and (aq + b, x) by the 
positive constants <q and c2, respectively, in the sense tha t all weights (deter-
mined by the values of the function w(x)) falling subsequently into these 
intervals must be multiplied by these constants. 
4° The point x2 is discarded if it falls into the prohibitive interval; 
otherwise it is placed. 
5° If the point x2 is placed we put in x2 a weight the value of which 
depends on the length of the free interval containing x2. 
6° A second prohibitive interval is established with the endpoints 
x2 —-a, x2 + b. 
7° We multiply the two new free intervals by c, and c2, respectively 
(i. e. the new intervals are multiplied by one of the values cf, <q c2, cf). Evi-
dently where a new prohibitive interval intersects with one of the endpoints 
of the interval (0, x) or with one of the previous prohibitive intervals no new 
free interval comes to exist. 
8° If the point x3 falls into one of the prohibitive intervals it is discarded; 
otherwise it is placed, and so on. 
9° The procedure comes to an end when the interval (0, x) contains 
no more free intervals. 
This method of the random space filling will be called strategy A. 
The sum of the weights pu t thus on the interval (0, x) is a random 
variable; let us denote its expectation by m(x). Considering t h a t the points 
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are uniformly distributed on every free interval, it is easily shown tha t m(x) 
satisfies the functional equation 
X X 
(13) m(x) = C-A ( m(t — a) dt + Г m(x — t — b) dt + w(x) (ж > 0) 
x J ж J 
о 0 
and the initial condition 
(14) m(x) — 0 for x g 0. 
In the following we are giving a limiting relation for the quotient т(ж)/ж. 
Let be in (13) 
(15) w(x) = xn (n > 0). 
In the following only the properties tha t w(x) is a positive function 
(0 < ж < + oo) and t h a t the Laplace-transform of — ( x w ( x ) ) exists, are 
dx 
utilized. 
Multiplying (13) by ж and taking derivatives we obtain 
(16) те(ж) + xm'(x) = Cj m(x — a) + c2 m(x — b) + (n + 1)ж". 
Multiplying (16) by e - s x and integrating with respect to ж from 0 to oo: 
CO CO 
j m(x) e~sx dx -f- J xm'(x)e~sxdx = 
о о 
(17) 
Г f Г(п + 2) 
= с, m(x — a) e - s x dx + c2 m(x — b) e~sx dx H . 
J J + 1 
0 0 
Introducing the Laplace transform 
со (18) <p(s) = j m(x)e~sxdx (Re s > 0) 
о 
equation (17) obtains t he form 
+ ф ) l i T ' l + K > . e ~ l S + +
 = 0 (19) <p'(s) . , , , 
S SN 
In our fu r ther considerations the following three lemmas are applied: 
Lennna 1. 
(20) lim <p(s) = 0, 
S—+ oo 
where cp(s) is defined by (18). 
Proof. I t can be seen by simple considerations t h a t there exists a constant 
К depending on a and b only so t h a t the number of points resulting from 
strategy A is not greater then Kx + 1; thus 
(21 ) m(x) L(x) (K x + l)xn 
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where 
(22) Дж) = (max (<+с2 ,1 ))«*+'. 
From (21) considering (18) 
(23) <P(s)<& § L(x) (К x + 1) x" e~sx dx, 
о 
and from this fact the s ta tement of the lemma follows. 
Lemma 2. (See [6] Theorem 108 a n d [1].) If a(x) is a monotonically 
increasing function (0 < ж < + oo), ß > 0 and 
(24) lim s" f e-sx d a(x) = С, 
s — + 0 о 
then 
.г. v 1. «(ж) С 25 hm - E J — . 
xß r(ß +1) 
Lemma 3. The function m(x) satisfying (13) and (14) is monotonically 
increasing (0 < ж < -f- oo) for the weight function (15). 
Proof. Le t us arrange the numbers a, 2a, 3a, . .., b, 2b, 3b, ... according 
to their order of magnitude and denote t h e elements of t he ordered set (discard-
ing the duplicates) by 0 < a\ < a\ < a% < . . . . I t follows from (13)—(16) 
x—a x—b 
m(x — a) m(t) dt + c2 m(x —b) m(t) dt + nxn . 




From (14) a n d (26) it follows that 
(27) m'(x) ^ 0 for 0 < ж ^ a* . 
Equality holds only for n = 0.) Assuming that 
(28) m'(x)^ 0 for 0 <x£af (Jc = 1, 2, . . . ), 
(and so m(x) is monotonically increasing in this interval), it is shown t h a t 
(29) m'(x) > 0 for < x й a*k+1. 
Namely if /(ж) is a monotonically increasing function in the interval (0, ж0) 
then for all values of 0 < ж < ж0 
X 





1 Г 1 Г (31) m(x—a) m{t)dt > m(x — a) I m(t)dt 
x J x— a J 
о о 
(a = a or a = b, a < ж a ) , 
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considering (26) t he statement of the lemma holds. By an analogous induction 
t h e monotony of the function m(x) can be proved in case of more complica-
ted models as well. 
Solving the equation (19) under the initial condition (20) we obtain 
,
 ч
 Г In + 2) Г I Г с, e~au + с, e-»u - (n + 2) , 
<32) ф ) = y s J 2 I exp 4 _T J L _ d u dz. 
Applying Lemma 2 (and Lemma 3) with a(x) =m(x), ß = n + 1, and con-
sidering tha t 
oo 
(33) f e~sx d m(x) = s ф ) , 
о 
we obtain 
m(x) Г I f cx e~au + c2 e~bu - (n + 2) (34) lim ^ = Г exp ( f ^ ± £ i d u 
X-+=° XN+1 J { J И 
dz. 
Obviously only the case cx + c2 = n + 2 deserves a t ten t ion as other-
wise the value of the integral in (34) equals either 0 or + oo. This model is 
advisable only for integer values of n, as otherwise a modification given in 
§ 3 is more suitable for computations. 
Connection between the functions M(x) and m(x). Le t us consider t h e 
special case of 
(35) a = b = cx = c2 = 1 and n = 0; 
t hus the value of m(x) is equal to the expectation of the number of points 
placed and we denote it by m0(x). Substituting in (34) we obta in the expression 
(36) lim Щ{Х}- = Г exp ( - 2 f 1 — du 




The function M(x)jx in [1] converges to the same limit. 
This fact and the circumstance that R É N Y I ' S placing procedure is similar 
t o strategy A in the case of (35) (namely the restriction, t h a t t h e unit intervals 
mus t not intersect with one another , means in our terminology for the lef t 
endpoints of the subsequent un i t intervals t h e extension of each of the un i t 
prohibitive intervals already placed with a fu r the r unit to t h e left), suggest a 
close connection between t h e functions M(x) and m0 (x). Indeed t h e 
following lemma is true: 
Lemma 4. The function m0(x) is identically equal to M (x + 1). 
Proof. I t follows from t h e initial conditions (2) and (14) tha t 
(37) то0(ж) = M(x + 1 ) = 0 for x £ 0 
a n d obviously bo th functions satisfy the following equations: 
(38) m0(x) = M(x + 1) = 1 for 0 < x V 1. 
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Let us suppose tha t t he statement of the lemma holds for all x x0 — 1: 
F r o m this assumption it follows tha t 
X X 
(39) — I M(t)dt = - j m0(t — l)dt for x ^ x 0 , 
x J x J 
о о 
and thus considering (1), (13), (15) and (35) 
(40) M(x + 1) — m0(x) tor x ^ ж0. 
The proof is completed by induction. 
§ 3. Some further examples 
In this paragraph some tricks are described by the aid of which the 
value of I {g} can be evaluated for various g £ G. The according models are 
modifications of Model 1. The index v of the function mv(x) characterizes the 
model in question. We remark tha t per definitionem 
(41) mv(x) = 0 . for x <0 and for all v. 
Analogous lemmas to Lemma 1 and Lemma 3 can be obtained by simple 
modifications of the proofs. 
The models described below mus t be considered only as illustrative 
simple examples; fur ther models can be obtained by the combination of these 
and the introduction of new tricks in the placing procedure. In practice if an 
integral similar to one of those occuring in the known models is given the 
problem arises how to f ind a model corresponding to this integral. 
A simple modification of Model 1. The model described in § 2 is appli-
cable by a simple modification to evaluate /{gf}, where 
2 cf e~a>u — (n + 2) 
gf{u) =J— , aj, cf > 0 (j=1, 2, ... ,r) and 2 cf = n + 2. 
U j=\ 
(42) 
In this case (if we denote by t the place of the f irst point) we consider the 
intervals (0, t—ax), (0, t — a2), ..., (0 , t — ar) as free intervals, multiplied 
by cf, cf, . . . , c* respectively (instead of considering the intervals (0, t -— a), 
(t -f- b, x) multiplied by cx and c2, resp.). Denoting by m\(x) the expectation 
of the sum of weights placed in this way we obtain the equation 
i r 
(43) m*(x) = V cf s , i 
x f r { 
m*(t - a f ) dt + xn (x > 0). 
Making use of the method described in § 2 we obtain f rom (43) 
(44) lim П ^ = 1 { д f } . 
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We wish to remark t h a t applying the weight-function 
(45) w(x) = xn~a (0 g.ag.n) , 
t h e result is modif ied in the fo rm 
CO I 
mAi X) С (46) lim ' = z" exp g*(u)du dz. 
X-+00 
о о 





 + c„ e~bu — у , 
(47) SAM = 1 — K + c« = y ) 
и 
1 < у < 2 holds the evaluat ion of /{gq} by the aid of s t rategy A meets theo-
retical and pract ical difficulties as the weight-function x" (— 1 < n < 0) has 
a singularity in 0. 
The problem can he s imply solved however by introducing a new stra-
tegy of placing called s t ra tegy B. 
Strategy В consists of t h e following rules: 
1° In a " f ree interval" (0, x) a point t is placed a t random. Thus t h e 
interval (0, x) is divided in to two parts. 
2° The intervals (0, t) a n d (t, x) are multiplied by the positive constant 
c0 (in the sense mentioned in § 2). 
Evidently strategy В canno t be applied alone hu t the mixed strategy 
(48) C = p A + gB 
( i . e . every move of strategy С represents ei ther a move according to strategy 
A or the application of s t ra tegy В with probabilities p and q = 1 — p, resp.) 
is suitable for our purpose. 
In this manner we obta in the equation (modification of (13)) 
X X X 
m1(x) = 2 ( mx(i) dt + ( mx(i -a)dt + °^) Г mx(t - b) dt + pxn(x > 0 ) , 0C I 0C J 0C J 
(49) 0 0 0  
where 
(50) й ^ О , n A 2 = Cxp + c2p + 2c0q 
a n d mx (x) denotes the expecta t ion of the sum of weights which can be placed 
on the interval (0, x) according to strategy C. Using the method described 
in § 2 we obta in from (49) 
m i ( * ) _ „
 T , „ x _ „ f _ у Г 1 - У1Гаи ~ !h R - b u d u 
J и 
0 
dz, (51) lim -±-A=pI{gl} = p e x p 
X-+» XNRL J 
0 
where 
(52) y i = ~ f ~ ' y 2 = C J ~ ' У = ( с 1 + с*)Р = п + * - 2 с » < 1 -
EVALUATION OF INTEGRALS B Y MONTE CARLO METHODS 3 4 7 
We wish t o remark t h a t the value of I{gx) is equal to + oo if y g 1. This 
fact can be shown integrating by par t s . 
In t he special case (35) a modification of (36) follows from (51): 
(53) ,. mx(x) I ( Г 1 - е - " lim —^ : = p j exp — 2 p 
и 
dz. 
This method is of advantage for not integer values of у since in this 
case n can be chosen as an integer. Theoretically t he placing procedure may 
consists of an infinite number of moves; but this event has probabili ty zero. 
In practice the procedure always comes to an end as instead of intervals a 
finite number of points is considered. 
Case of small intervals. The value of mx(x) can be exactly computed 
for 0 < x g min (a, b) i. e. in this case by derivation of (49) and considering 
(41) the linear differential equation 
(54) m[(x) + -1-- 2 C°q mx(x) — p(n + 1) ж" 1 = 0 
is obtained. 
Solving (54) under condition (41) 
(55) mx(x) = — Р ( - П ^ 1 ) +1 (о < ж ^ min (a, b)) 
n — 2 c0 q + 1 
follows. Making use of this result t he experimentation can be simplified 
(see § 4). 
Model 2. In this section a method is described for evaluating 1{д2}, 
У dj ur-J e~a'u — (n + 2) 




(57) r a positive integer, n > . r , a j , d j > 0 ( j = 0 ,1 , . . . , r) , lim g2(u) finite. 
u—0 
For achieving our purpose we mus t introduce a new trick in t he placing 
procedure. If the first poin t falls in t we consider the intervals (0, t — a0), 
(0, t — ax), (0, t — a2), . . ., (0, t — ar) a n d multiply them by d0, dx(x — t), 
d2( x — Z)2/2!, . . . , dr(x — t)r/r\. In the following a branching procedure is 
carried out so that instead of the interval (0, ж) each of the intervals (0, t — ay) 
( j = 0, 1, . . ., r) is considered. 
Applying the weight-function 
(58) w(x) = ж" (те r ) 
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and denoting by m2(x) the expectation of the sum of weights thus placed in 
t h e interval (0, x) we obtain 
(59) m2(x) = — V d-L (' (x - t)' m2(t — aj) dt + xn (ж > 0 ) . 
ж
 p i Я J 
Deriving r t imes and making use of the method described in § 2 we obtain 
(60) lim ^ = /{£7,}. 
Model 3. Le t be 
( 6 ! ) д з { и ) = ( " + 2) ko e ~" u + ki e~ a u + ka e~b u ~ + 2) 
u( 1 — k0e~du) 
where 
(62) n 0, a, b, d, Jc0, kv k2 > 0, k0 < l, lim g3(u) f ini te. 
u-»0 
For evaluating I{g3} a new trick must be introduced. Le t us define a 
strategy of placing D as follows: 
1° The free interval (0, x) is divided by t h e point x — d in to two parts . 
The interval (x — d, x) is discarded. 
2° In the point x — d a weight xn is put . 
3° The interval (0, x — d) is multiplied b y the positive constant c0 (in 
t he sense mentioned in § 2). 
The expectation of the sum of weights (denoted by m3(x)) placed on 
the interval (0, x) by applying the mixed s t ra tegy 
(63) E = p A + g D 
satisfies the equation 
X X 
(64) m3(x) = c0 qm3(x — d)+Cl? I m3(t — a) dt + C'2 P- j m3(t — b)dt + x" 
X J X I 
0 0
 (ж > 0 ) . 
From (64) in the manner mentioned before (choosing c0, c}, c2, p in such 
a way tha t c0 q = k0, c1p = kv c2p = k2) t he relation 
(65) lim ^ = 
x—x
n+1
 I — k0 
is obtained. 
Model 4. In this section a trick is shown by the aid of which the integral 
(66) I(v) = f exp(— vz + \ g(u)du)dz (v > 0) 
0 ô 
can be evaluated for g £ G. 
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Let us consider as an example the model described in § 2. Strategy A 
is modified in the following way: 
С ОС С ОС 1° The constants c4 and c2 are replaced by 1 and —-— , respectively, 
ОС ^ & ~f~ ^ 
where x denotes the length of the f ree interval divided by the point t, and 
v is a f ixed positive number. 
2° Le t be the weight-function 
(67) w(x) = ( n ^ O ) . 
X + V 
Then the expectation of the sum of weights placed on the interval (0, x) 
and denoted by т4(ж) satisfies the equation 
С Г С Г JJL+L (68) т4(ж) = -1— mt(t - a ) dt-\ f— m4(í - 6) dt H — (x > 0 ) . 
I + ® J x + v j x + v 
0 
F rom (68) 
(69) lim Ы Х ) = I(v) 
is obtained. 
§ 4. Some remarks and an experiment 
Some remarks concerning convergence and variance estimation. In § 3 
limiting relations are obtained concerning the functions mv(x). These theore-
tical results can be applied in the following way: a positive number x is fixed. 
On the interval (0, x) experiments are accomplished according to the pre-
scribed strategy. The mean value of t he sum of weights placed on the interval 
(0, x) is an estimator of mv(x). From this mean value and the according limiting 
relation an estimator of I{g) is obtained. 
Applying this method the results have two kinds ot errors, one of which 
originates from the fact t h a t a f ini te x is considered (instead of -+- oo); the 
other k ind of error is caused by t h e random fluctuat ion of experimental 
results. Theoretically t he experimentation on a very large interval is advan-
tageous b u t practically this is uncomfortable (the repeating of the experiments 
on a smaller interval is more advisable). 
In paper [1] results are found concerning the asymptotic behaviour 
of M(x) and the variance of the number of unit intervals placed on the interval 
(0, x). According to Lemma 4 these results are valid in case of our simplest 
example b u t for more complicated models the theoretical t rea tment seems 
to be a ra ther difficult problem. Experimental experiences give the impression 
that by the application of an interval of length x = 1000 or even x = 100 
(when the length of the prohibitive intervals is about unit) only a negligible 
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systematic error is caused as compared to the random fluctuations (unless 
t h e number of experiments is unreasonably large). 
An estimate of the variance is obtained f rom the experimental data, the 
value of which is biased due to variance reducing techniques. If in the result 
a n error of some percentages is admissible the application of the described 
Monte Carlo methods may be advantageous compared to numerical integ-
rat ion even in ease of rather simple integrals. 
Variance reducing techniques. There exist various techniques by the aid 
of which the amount of labour necessary to obtain a given accuracy can be 
reduced. We wish to mention below some of these techniques applicable in 
t h e case of random space filling. 
Systematic sampling. In a mixed strategy of placing 
(70) S = > > Ä 
k= 1 
r 
Pk>o>2Pk = i 
k= 1 
t h e strategy of the first move is not chosen a t random but determined syste-
matically so t h a t out of N experiments each strategy S/( (k = 1, 2, . . . , r) 
will occur about Npk times. 
Stratified sampling. The interval (0, ж) is divided into N equal parts. 
In the first move of /-th experiment ( / = 1 , 2 , . . . , N) the point t is placed 
a t random on the /- th subinterval. 
Use of expected values. Let be ж0 such a value tha t for every ж ^ ж0 a 
simple analytical term can be given for mv(x) (see e. g. (55)). The placing 
procedure consists now of two par ts : 
1° Reducing the length of the free intervals until the maximal length 
does not exceed ж0; 
2° On these small intervals instead of fur ther experimentation the 
exact values of mv(x) are considered. 
Result of an experiment. We wished to compare on an example the 
results obtained and the amount of labour involved in the Monte Carlo method 
and the numerical integration, respectively. Thus we determined the value 
of the integral 
(71) / „ = f e x p 
—u 
1,5 I — d u 
и 
dz 
in these two different ways. The according Monte Carlo method was based 
on the placing procedure resulting in (53) with p = 0,75. We wish to give a 
short description of the experimentation. 
The experiments were performed on an interval of length ж = 100. 
Six-digit random numbers were considered (we made use of the table of random 
numbers of [7]); The points xlt x2, • •., were marked out by the first four 
digits (from 00,00 to 99,99) while the last two digits were used to determine 
whether strategy A (from 00 to 74) or strategy В (from 75 to 99) should be 
applied. 
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On the small f ree intervals the technique of the "use of expected values" 
was applied. For th is model 
(72) mAx) = — - — í o < a ; ^ l , Á < : p 5 7 i 
2 p — 1 ( - 2 ~ 
holds. This follows f rom (55) considering (35) and (50) or directly f rom the 
equat ion 
(73) тДж) = p + 2 q mx(x) 
The mean value of the results of ten experiments gave for / „ the ap-
proximat ion 
(74) 1,362. 
The s tandard deviat ion of the experimental results was 
(75) a = 0,064 
with each obtained value in the in terval (/„ — 2cr, / „ + 2<r).The realization 
of one experiment required about t h i r t y minutes. 
By numerical integration we obtained the result 
(76) I 0 = 1,345 
(where the last digit is uncertain). The determination of this value by means 
of numerical computat ion required by far more efforts than tha t of t he Monte 
Carlo method described above. The simplicity of the placing procedures 
renders the methods described in th is paper suitable for machine work. 
The author is indebted to Prof . A. R É N Y I for his helpful suggestions 
and to I . P A L Á S T I for her valuable critical remarks. 
(Received April 29, 1960.) 
REFERENCES 
[ 1 ] R É N Y I A . : „Egy egydimenziós véletlen térkitöltési problémáról." A Magyar Tudomá-
nyos Akadémia Matematikai Kutató Intézetének Közleményei 3 (1958) 109 —127. 
[2] M E Y E R , H. A. (ed.): Symposium on Monte Carlo methods. Wiley, New York, 1956. 
[3] B R O W N , G. W.: "Monte Carlo methods." Beckenbach, E. F.: Modern mathematics 
for the engineer. Mc Graw-Hill, New York, 1956, 279 — 303. 
[ 4 ] P A L Á S T I I . — R É N Y I A . : „ A Monte-Carlo módszer mint minimax stratégia." A Magyar 
Tudományos Akadémia Matematikai Kutató Intézetének Közleményei 1 (1956) 
529 — 545. 
[5] A B D E L K A D E R , M. A . : "Solutions by Quadrature of Riccati and Second-order Linear 
Differential Equations." The American Mathematical Monthly 66 (1959) 10 
886 — 889. 
[ 6 ] H A R D Y , G. H . : Divergent series. Oxford University Press, 1 9 4 9 . 
[7] HALD, A.: Statistical Tables and Formulas. Wiley, New York, 1952. 
[8] J A H N K E - E M D E : Tafeln Höherer Funktionen. Teubner, Leipzig, 1952. 
8 A Matematikai Kutató Intézet Közleményei V . A/3. 
3 5 2 b Á n k ö v i 
РАСЧЕТ ИНТЕГРАЛОВ МЕТОДОМ МОНТЕ-КАРЛО, ОСНОВАННЫМ 
НА ОДНОМЕРНОМ СЛУЧАЙНОМ ЗАПОЛНЕНИИ ПРОСТРАНСТВА 
G . B Á N K Ö V I 
Резюме 
В работе предлагается метод приближенного вычисления интегралов 
вида 
оо 2 
/{gí}= [ e x p ( J g(u)du)dz. 
b о 
Основная идея метода заключается в следующем: расположим на интер-
вале (0, х) точки и поместим в этих точках весы случайно, но соответ-
ственно некоторым правилам. При подходящем выборе этих правил, между 
моделью расположения и некоторой функцией g выполняется соотно-
шение вида 
и - т = п л . 
X' л+1 
где т(х) обозначает математическое ожидание суммы весов, помещенных 
на интервале (О, х). Оценка величины т(х) получается реализацией модели 
расположения. 
Модель, описанная в § 2, является модификацией и обобщением мо-
дели A. R É N Y I [ 1 ] . В § 3 автор описывает несколько моделей, с помощью 
которых интеграл 1{д) вычисляемый при функциях g разных типов. В § 4 
описывается расчет интеграла 
h = j exp 
о 
методом Монте-Карло. 
U J 1 — и du dz 
ON SOME RANDOM SPACE FILLING PROBLEMS 
by 
ILONA P A L Á S T I 
§ 1. Introduction 
A. R É N Y I solved in his paper [ 1 ] t h e one-dimensional case of a problem 
raised by L. S C H M E T T E R E R , i. e. he considered the following problem. L e t us 
place at r andom with un i form distribution disjoint unit in tervals on t h e in ter -
val (0, x) till th is is possible, namely un t i l the distances of all neighbouring 
uni t intervals will be smaller than one. R É N Y I determined the mean value 
M(x) of the number of uni t intervals and showed tha t 
Km ***> = „ . 
X-.00 X 
He solved t h e problem prov ing tha t M(x) satisfies the following difference-
differential equation 
(X - 1) M'(x) + M(x) = 2 M(x - 1) + 1 for ж ^ 1 
with the initial condition M(x) = 0, for 0 U ж U L f u r t h e r by showing t h a t 
for M(x) t he asymptotical formula 
(1) M (x) = cx - (1 - с) + О 
holds, where n is an arbi t rar i ly large n u m b e r and 
11 
(2) c = ( e . " dt. 
ö 
The numerical value of с was given in [1] to three decimals as 0,748. 
This p a p e r deals with t h e corresponding problem in t h e two- and three-
dimensional case. 
We consider in § 2 t h e following problem. Let us place a t r andom 
(with uniform distribution) disjoint domains which are congruent and parallel, 
wi th a given domain D of u n i t area (this means that a n y domain can be car-
ried over into H by a shift t ransformat ion x' = x — a, y' = y — b), into a rect-
angle with sides ж » 1, y » 1. The process is repeated un t i l this is possible. 
The question is, what is t h e mean value of the number of domains placed 
in such a way, i. e. how large pa r t of t h e rectangle will b e filled in average 
with these domains. 
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Let us denote by M(x, y) the mean value of the number of domains 
placed in the above mentioned way into a rectangle T x y wi th vertices (0,0), 
(ж, 0), (ж, у), (0, у) (where ж, y » 1). By star t ing from a hypothesis which 
seems very plausible (to t he proof of which we intend to re turn in an o ther 
paper) we shall show tha t t h e limit 
(3) lim М{Х'У] = a(D) 
X-.03 xy 
У - oo 
exists. 
Our proof depends on a generalization of a theorem ol D. H . H Y E R S [2]. 
In the case when D is the un i t square a heuristic reasoning has led us to 
t h e conjecture tha t the corresponding constant a(Sy) is equal to c 2 ^ 0 , 5 6 
where с is the constant ( 2 ) obtained by R É N Y I in the linear case. 
Concerning this conjecture experiments were carried out by the Monte 
M(x y) 
Carlo method, in order to determine an approximative value of . 
xy 
The results obtained which a re reproduced in § 3 strongly support our con-
jecture. 
Finally in § 4 we give some remarks on the three-dimensional case. 
§ 2. On the existence of the density of space filling 
We shall s tar t from t h e following hypothesis: 
Hypothesis A. Let M(x, y) denote t he mean value of the number of 
domains congruent and parallel with the convex domain D of unit area placed 
a t random as described in t h e introduction on the rectangle TxV the sides of 
which are equal to ж > 0 a n d у > 0. Then there exists a constant A > 0 
depending on D, such tha t for any xx > 0, ж2 > 0 and у > 0 we have 
(4a) I M(xx + ж2, у) - M(xy, у) - M(x2, у) \ ^ Ay 
resp. for any ж > 0, у
х
 > 0, у2 > О 
(4h) I М(x, уу + у2) - М(х, Уу) — М(x, у2) | ^ Ах. 
Remark. I t can be seen from (1) t h a t the analogue of the above hypo-
thesis, i. e. the inequality 
(5) I M(x + y)~ M(x) - M(y) I ^ Ay 
is valid. In fact , (5) is t rue wi th Ay = 1, b u t we do not need this result here-
D . H . H Y E R S deals wi th functional inequalities similar to (5) in his 
paper [2]. He called the transformation /(ж) of the Banaeh space E into t he 
Banach space E ' a ô-linear transformation if it satisfies the following 
inequality. 
(6) \\f(x + y ) - K x ) - f ( y ) \ \ < à 
fo r any ж 6 E, у 6 E. He showed that for any ô-linear transformation /(ж) of 
E into E ' there can be f o u n d one and only one linear transformation l(x) 
which satisfies 
(7) II /(ж) - l(x) И < Ô. 
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E and E' are both the set of real numbers, and as in our case there are functions 
and thus clearly M(x) < x, l(x) can not be else than a linear function. Hence 
it follows f rom (5) and (7) t h a t there exists a constant с such tha t 
(8) I M(x) — cx I ^ 1, 
which implies 
(9) l i m ^ U c . 
X—00 X 
Let us consider now the two-dimensional case. As we can not make use 
of the above mentioned theorem of H Y E R S in its original form, we prove a 
lemma which is similar to the theorem of H Y E R S a n d which is suitable for 
our purposes. The idea of the proof is similar, but deviates somewhat from 
tha t of the theorem of H Y E R S . 
Lemma. Let f(x, у) be a Borel-measurable function of two variables satis-
fying the following conditions : 
(10a) I f(xx + x2, y) — f(xv y) - f(x2, у) I ^ By, for x2>0, у ^ 0 
and 
(10b) I f(x, yx + y2) - f(x, yx) - f(x, y2) I £ Bx for x ^ 0, yx ^ 0, y2> 0 
В > 0 is a constant, not depending on the variables xit y, (i = 1 , 2), and there 
exists a constant q > 0 such that f(x, y) — 0, if 0 < x < g or 0 < y < g; then 
( l i a ) I f(x, y) - a xy \ g B(x + y) 
where a is a constant and thus 
( l ib) l i m / ^ i l ) = a 
X-*co xy 
y— oo 
Proof. I t follows f rom (10a) and (10b) that 
(10c) I /(ж, + ж2, yx + y2) - f(xv yx) — f(xv y2) — f(x2, yx) - f(x2, y2) I g 
^ B(xx + ж2 + 2/i + y2) • 
cc и 
At first p u t xx = ж 2 = — , yx = y 2 = — into (10c), then we obtain 
2 2 
(12 ) f(x, y) — 4 f X у 
2 ' 2 
B(x + y). 
Replacing x and у by 2kx and 2 ky, resp. and dividing (12) by 4k we obtain 
П
о , I/(2*X, 2 k y ) f(2k~1x, 2k~1y) I ^
 р
( ж + у 
U + .ь ГьТА - n 4к 4fc-1 j  \ 2k 
Summing up (13) for к = m + 1, . . . , n we obtain 
( U ) I /(2я s , 2" y) _ f(2mx, 2my) ^ B x + у 
• " . M I — I GM 
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Le t us consider x and y as f ixed values. Thus if m -> oo t h e n according to 
(14) the sequence 4~k f(2kx, 2ky) satisfies the Cauehy-convergence criterion, i. e. 
(15) .. / (2"x, 2 y) hm 'J ' — s i = g ( x > 
4" 
exists. Concerning g(x,y) we know the following: Substi tuting in (10a) 2" xt 
resp. 2" y instead of ж,-, (i = 1, 2) resp. y and dividing by 4" we obtain 
(16) < В — 
— 2" 
I f{2n(Xy + x2), 2" y) _ f(2"xv 2"y) _ f(2" x2, 2" y) 
4" 4" 4" 
t h a t is passing to the limit re —> oo we obtain f rom (16) by using (15) 
(17) g(Xy ф x2, y) = g(xv у) + g(x2, y). 
Thus as g(x, y) is for fixed y a Borel-measurable function of x, we obtain 
( 1 8 a ) g(x, y) = a(y)x . 
I t follows by the same argument from (10b) and (15) tha t 
(18b) g(x,y) =b(x)y, 
which is only possible if 
(19) g(x,y)=o.xy 
where a is a constant , independent of ж and y. From (15) t h u s it follows t h a t 
(20) 9(x,y) =].mf(2"x,2»y) 
xy n-«, 2 " ж 2 " у 
Let us put now m = 0 into the inequality (14) and divide by xy. It follows t h a t 
(21) 
If now re 
(22) 
/(2" x, 2" y) f(x,y) 
2" ж 2n у xy 
<L В 
x + y 
oo, then according to (20) 








l + n 
x у) 
and if x ->• oo, у oo then the right side of (22) tends to 0 a n d thus (11a) a n d 
therefore ( l i b ) follows. Thus our lemma is proved. 
Hence if for some domains D hypothesis A is valid, then our lemma 
can be applied and thus it follows that 
(23) l i m « = a 
X—»- 00 xy 
a(D) 
exists and obviously must be a constant with value between 0 and 1. 
Writing down inequality (11a) for M(x, y) it follows also that 
(24) M (ж, у) — a(D) xy\ g A(x фу). 
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Thus M(x, y) may be wri t ten in the form 
(25) M(x, y) = a(D) xy + m(x, y) 
where m(x, y) = o(xy) for x -*• oo, у oo. 
Mix v) 




Let us suppose now t h a t D is the rectangle of unit area Sq with sides q 
and — (q > 0) which are parallel to the x resp. у axis. If Mq(x,y) denotes 
the mean value of the number of such rectangles which can be placed in a 
rectangle with sides x and y, then by a similar transformation one obtains 
(26) 
It follows t h a t 
Mq(x,y) = Mx x 
УЯ i 
(27) a(iSL) = lim 
X—oo 










Thus a(8q) = a does not depend on q. By a heuristic argument one is led 
t o conjecture t h a t 
(28) Mx(x, у) ~ M(x) M(y) 
where M(x) is the mean number oi unit intervals which can be placed on the 
interval (0, x), mentioned in the introduction. We hope to re turn to the proof 
of (28) in an other paper. 
Ш • • _ ] • E n 
ш • • • • • 
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We conjecture that (28) holds, from which it follows t h a t a.(Dj) is numeri-
cally equal t o c2 where с is defined by (2), a n d thus is approximately equal to 
0 . 5 6 . . . . Thus if our conjecture is valid, t h e n if ж and у are sufficiently large 
in an average (),56жг/ small rectangles can be placed a t random on the 
rectangle TxV wi th their sides parallel to those of Txy. 
To check this we have carried th rough experiments by the Monte 
Carlo method in order to determine the approximate value of M(x, y) (see 
Figure 1). In t he rectangle T with sides x a n d у the point P was determined 
b y means of a table of random numbers [3] in such a way t h a t the coordinates 
t and и were chosen independently (x/2 — 1/2), (1/2 < у — 1/2). 
This point P was considered as the centré of a unit square if this was possible, 
1. e. if this un i t square did n o t intersect wi th any of the former ones. Other-
wise the point P was rejected and another po in t was chosen in the same way. 
This procedure was continued as long as t h e rectangle T was filled with un i t 
squares. The results of this experiment are contained in t h e following tab le : 
Length of the 














1 5 0 
2 2 5 
3 0 0 
N u m b e r of 




1 2 6 
1 6 7 
56% of the 
a r e a of 





Thus t h e results of the experiment are in very good agreement with our 
conjecture. 
§ 4. The three-dimensional case 
The analogous problem is in this ease the following: let us place a t 
random with uniform distribution in a parallelepiped K x y z having the edges 
x, y, z disjoint domains which are congruent and parallel to the convex 
domain D of un i t volume till the parallelepiped KxVZ is filled with domains. 
Let us denote by M(x, y, z) the mean of the number of such domains 
placed in the parallelepiped Kxyz. Let us suppose tha t t h e following is t r u e : 
Hypothesis B. The following inequalities are valid: 
I M(x1 + xv y, z) — M(xv y, z) — M(Xn, y,z)\ ^ В yz 
I M(x, yx + y2, z) — M(x, yv z) — M(x, yv z)\< В xz 
and 
j M(x, y, z1 + z2) — M(x, y, zj) — M(x, y, z2) I ^ В xy. 
Then one can deduce in t he same way as shown above t h a t the limit 
l i m
 Щх>У>*) = ß(D) 
xyz 
p — + 00 
Z - . + oo 
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exists. In case D is a uni t cube Cx, one is led in the same way as to (28) t o the 
conjecture t h a t ß(C,) = с3 = 0,42 where с is the cons tan t defined b y (2). 
The problem can he t reated similarly in general for the и-dimensional 
case too, which leads to t he conjecture t h a t in the average cn % of the volume 
of a large га-dimensional parallelotope will be filled by the ra-dimensional 
unit cubes, if these are placed a t random with uniform distribution so t h a t 
they should not intersect and their sides parallel to those of the parallelotope. 
I am indebted to Professor R É N Y I for his valuable remarks. 
(Received May 6, 1960.) 
REFERENCES 
[1] R É N Y I A. : „Egy egydimenziós véletlen térkitöltési problémáról." A Magyar Tudomá-
nyos Akadémia Matematikai Kutató Intézetének Közleményei 3 ( 1 9 5 8 ) 1 0 9 — 1 2 7 . 
[ 2 ] H Y E R S , D . H . : „On the stability of the linear functional equation." Proceedings of the 
National Academy of Sciences of the United States of America 2 7 ( 1 9 4 1 ) 2 2 2 — 2 2 5 . 
[3] S T E I N H A U S , H.: „Tablica liczb przetasowanyeh czterocyfrowyeh." Rozprauy Mate-
matyczne 6 ( 1 9 5 4 ) 1 — 4 5 . 
П Р О Б Л Е М Ы О Т Н О С И Т Е Л Ь Н О С Л У Ч А Й Н О Г О З А П О Л Н Е Н И Я 
П Р О С Т Р А Н С Т В А 
I . P A L Á S T I 
Резюме 
Работа занимается следующей задачей: расположим на плоскости во-
внутренность прямоугольника со сторонами ж и у случайным образом (с 
равномерным распределением) параллельно расположенные области, кон-
груэнтные выпуклой области D с единичной площадью, так, чтобы они не 
имели общих точек, и будем продолжать этой процесс, пока это возможно. 
Спрашивается, какую часть площади прямоугольника заполняют так рас-
положенные области? 
Пусть М(х, у) означает ожидаемое число расположенных вышеуказан-
ным образом областей. Автор высказывает относительно М(х,у) очевидную 
гипотезу, согласно которой существует такое В > 0, что 
I М(х
х




 + у2) - М(х, ух) - М(х, у2) \ ^ В х . 
Автор доказывает двухмерное обобщение одной теоремы H Y E R S - Э относи-
тельно функциональных неравенств [2] и с его помощью доказывает, что иа 
упомянутой гипотезы следует существование предела 
]im ё Ш . = a(D). 
X—— со ж У 
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Автор высказывает гипотезу (к которой его привели эвристические сообра-
жения), что в случае, когда D есть единичный квадрат ft, « ( f t ) = с2, где по-
стоянная с совпадает с постоянной, полученной в решенной R É N Y I анало-
гичной одномерной задаче, т. е. 
00 I 
= 2 J (1 - е~') ехр - 2 j 1 - е~" du 
и 
dt = 0 , 7 4 8 . . . 
и поэтому с
2
 приблизительно равно 0,56. Согласно этой гипотезе примерно 
56%-ов площади большого четырехугольника может быть покрыто слу-
чайно расположенными единичными квадратами, стороны которых парал-
лельны сторонам прямоугольника. 
Относительно n-мерной аналогичной задачи высказывается аналогич-
н а я гипотеза, согласно которой с
п
-ую часть те-мерного прямоугольника за-
полняют случайно расположенные и-мерные единичные кубы, грани которых 
параллельны граням прямоугольника. 
LIMITING DISTRIBUTIONS IN SIMPLE RANDOM SAMPLING 
FROM A FINITE POPULATION 
by 
J A R O S L A V H Á J E K 1  
I. Introduction and summary 
Sampling f rom a f ini te population m a y lie considered as a random 
exper iment whose outcomes are subsets s of the set S = {1, 2, . . . , Я ) ; s 
is called a sample and S is called a population. Denote an s consisting of к 
elements by sk and the probabi l i ty of sk by P(sA.). 
Simple random sampling of sample size n is defined by the following 
probabilities P(sA): 
(1.1) P(sk) = 
N -1 
if к = n [Simple random sampling of size n] 
n) 
0 otherwise. 
In this paper we shall make use of so called Poisson sampling defined 
as follows: 
(1.2) P (sk) = 
n к I 
1 
NI I N 
[ Poisson sampling of mean size n ] . 
Le t us have a sequence yJt ..., yN of real numbers, and p u t 
a - 3 ) * = 2 y , 
its* 
where sn is a simple random sample and V extends over all г contained in t he 
ies„ 






(1-5) D f = - — - У (y, — Y)2 \ Y = - y y i 
N N - l g L NfTi 
1
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Let us consider an inf ini te sequence of simple random sampling experi-
ments, the v-th of which has the size nv and refers to a population of size Nv 
and with values yvv .., yvNv. Let £v he t he random variable defined b y (1.3) 
corresponding to the r- th sampling experiment . 
Now we ask about conditions concerning {yvi, n„, Nv} under which 
(1.6) l imP{f„— E£v<x]/dTv}= u l I dt 
v-» | /2л ,1 
CO 
or 
(1.7) lim р{£„ = к} = е~л-
v— » k\ 
or, generally, the distribution function of £„ converges to a limiting distri-
bution law. We natural ly suppose t h a t nv oo and Nv — nv -> oo. 
In the following sections we shall give a complete solution of th is prob-
lem, i. e. we shall indicate necessary and sufficient conditions. As for conver-
gence to t h e normal distr ibution law t h e necessary a n d sufficient condition 
coincides wi th tha t one derived by E R D Ő S and R É N Y I in the paper [1], as 
could be expected. 
2. The fundamental lemma 
We shall show t h a t t he above problem can be completely reduced to 
the same problem concerning sums of independent random variables. 
First observe t h a t Poisson sampling may be interpreted as simple 
Actually, it suffices to the value к with probabil i ty 
consult (1.1) and (1.2) and notice t h a t 
N n к 




( Ж 1 -
Clearly E к = n and 




N—k A ) " 1  
к 
E (k - n)2 = n | l - P 
Now, it is easy to define an exper iment producing simultaneously a 
simple random sample sn and a Poisson sample sk such t h a t sn(Zsk if n <Lk, 
and s„D«k if n > k. This m a y be done as follows: 
1° F i r s t we realize t h e binomial random variable к at taining t h e value 
к with probabil i ty 
/А ín к 
N 
N—k 
U . ы 
0 N . 
2° a) When к = n, t hen we select a simple random sample sn = sk which 
is a simultaneous realization of both simple random sampling and Poisson 
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sampling, b) When к > n, t h e n we select a simple random sample sk, which is 
a realization of Poisson sampling; thereaf te r we select a simple random sample 
sn of size n f rom sk (sk represents here a populat ion), sn be ing a realization of 
simple random sampling, e) W h e n к < n, t h e n we select a simple r andom 
sample sn> which is a realization of simple r andom sampling; thereaf ter we 
select a simple random sample sk f rom sn (sn represents he re a population), 
sk being a realization of Poisson sampling. 
P u t 





where (sn, sk) are joined samples f rom the above experiments , sn representing 
a simple random sample and sk a Poisson sample. The n u m b e r of summands 
equals constant ly n in (2.2) and is a binomial r andom variable in (2.3). Clearly, 
(2.4) 
p — p* i€s„—St 
'6 s*—s„ 
if 
к = n 
if к < n 
if к > n 
since either sk is a subset of sn or, conversely sn is a subset of sk. 
Lemma 2.1. The following inequality holds true : 




n N — n 
Proof. If к is f ixed, then sn — sk or sk — sn represents a simple random 
sample of size \k — n\. Consequently, in view of (1.5), we h a v e 
(2.6) E{(p-p*)2\k}=D{p-p*k} = n I N — \k — n\ 
N N 2 {Vi - Y)
2
 < 
1 N — 
л
 é i 
The inequali ty (2.6) together wi th (2.1) obta ins t h a t 
( 2 . 7 ) ; {(rj _ n*)2} ^ E\k - «I i V (yt - Y)2 < 
N H 
^ Y E ( k - n ) 2 - ^ ( y i - Y ) 2 = Г / n 1 711 1 
364 H Á J E К 
In a similar way we could derive 
(2.8) Dy*=n 1 ——1— y { y . - Y ) 2 . 
N ) N ÍTi 
We shall p re fe r however, t o prove (2.8) b y the following consideration: Any 
sampling exper iment consists of N diehotomous experiments , t he г-th of 
which has t h e following two possible outcomes: including the element i in 
the sample s and not including the e lement i in t h e sample s. If all these 
experiments are mutual ly independent a n d the probabi l i ty of including the 
71 
element i equals cons tan t ly —, 1 ^ г ^ N, we easi ly see t ha t one gets 
Poisson sampling, i. e. t h a t each sample sk has t he probabil i ty (1.2). This 










w i t h probabili ty — (if i £ sk) 
wi th probabil i ty 1 — (if — s 
A k>-
D C, - (y, - Y)2 
n 
A 
1 ( l ^ i ^ A ) 
which proves (2.8). 
Combining (2.7) a n d (2.8) we obviously obtain t h e inequality (2.5) which 
was to he proved. 
Let us consider a sequence of exper iments of t h e above kind (i. e. pro-
ducing joined simple r a n d o m and Poisson samples) a n d denote b y r/v and 
y* the r andom variables (2.2) and (2.3) referring t o t he r-th exper iment . 
From L e m m a 2.1 it follows tha t 
( 2 . 1 2 ) 
D y* 
if I n„ 
\Nv — nv-
Remark 2.1. The relation (2.12) implies t ha t , provided nv -> oo and 
A„ — nv —> oo, the l imi t ing variances a n d distributions of random variables 
Av + Bv rjv and Av + Bv rj* exist u n d e r the same conditions, and if exist, 
are the same. The r a n d o m variable rj*, however, is a sum of independent 
addends (2.10), so t ha t w h e n studying t h e limiting dis t r ibut ions of Av -f- Bv 7j*, 
we may simple apply t h e well-known theory of summat ion of independent 
random variables. See [3] . 
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3. Convergence to the normal distribution 
We shall prove t h a t the condition derived by E R D Ő S - R É N Y I in [1] 
is not only sufficient b u t also necessary provided t h a t n„ -> oo and Nv — nv-+ oo. 
Theorem 3.1. Let Svr be the subset of elements of Sv = {1, .. ., on 
which the inequality 
(3.1) \yvi- i f t | > r j D f t 
holds ; let D f t denote the variance (1.5) referring to the v-th experiment. Suppose 
that nv oo and Nv — nv -*• oo. 
Then the random variable ft defined by (1.3) has asymptotically normal 
distribution with parameters (E ft, D I . ) if and only if 
2 (Vvi - Yv? 
(3.2) lim = 0 for a n y т > 0 
2 (уvi - Y v ) 2 
itSv 
Nv 
where V denotes the same summation as V . 
ieSv i = i 
Proof. In view of Remark 2.1, it suffices to establish suff icient and 
necessary conditions for asymptotical normality of t he random variable y* 
defined by (2.9), namely witli parameters (0, D y* ). Notice t ha t E y* = 0, 
since 
(3.3) E ^ = J ; E f t = 2 ~ ( y , . - F ) = 0 . 
i=1 1=1 
Firs t suppose t ha t the random variables ft,- = ft def ined by (2.10) a re infi-
nitesimal, i. e. t h a t 
max D ft, 
(3.4) i™ ^ = 0 -
> ' D ft, 
Jl—OO 
1=1 
In view of (2.11), (3.4) is equivalent t o 
(3.5) lim = 0 . 
max (yvi — Yvf 
' SiSNv  
Nv 
y ( y v i - Y v f 
i=i 
The condition (3.5) is clearly much weaker than the condition (3.2); i t is usually 
called the Noether condition. 
Provided tha t (3.4) holds, the necessary and sufficient condition for 
asymptot ical normality of y* with parameters (0, D y*) is given by t h e Linde-




and — (yvi — Yv) —— with respective probabilities — 
N' p N p 
and 1 — — we have 
N„ 
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1 Nv I 
b t f í ? J 
x2d?{£vi- ECVl <x} = 
|X|>4 Dl* 
(3.6) = 





те. v с W Í£S„ 
IV,/
 íeC] V ^ 
V :fB„ 
2 - Y v f 
its„ 
where CVr and Bvr are subsets of elements of Sv on which 
(3.7) 
a n d 







- ^ W i - Y v ? 
v
' ies. 
(3.8) BVT • 1 yvi Y , 
те, 
—- > T 
N V 





N v \ 
£ b V v i - Y v , I 2  
/es. 
respect ively. In view of (1.5), we see tha t 
(3.9) CVr = S n l + Y l ) 
F (Nv-V—nvy 
and BVX = S 
I nv' 
F r o m (3.9) it fol lows t h a t (3.2) is equivalent t o t he condit ion t h a t the f i r s t 
m e m b e r of (3.6) converges to 0, i. e. to the fu l f i lmen t of t he Lindeberg condi-
t i o n for Tj*. 
Thus it r e m a i n s to prove t h a t r/* cannot have a l imit ing normal distri-
b u t i o n with p a r a m e t e r s (E r/*, D rj*), if (3.5) does not hold. 
We m a y suppose wi thou t a n y loss of general i ty t h a t те, ^ — Nv a n d 
(3.10) \yvl-Yv\^\yv2— . . . ^ \yvNv-F,|. 
If (3.5) is not sa t i s f ied , then t h e r e exist a n e ^ O such t h a t 
У vi Y , (3.11) lim = е + 0 
f 2 (Уп - Yv)2 1
 /es, 
fo r some subsequence of indices v. Taking a new subsequence f r o m this sub-
sequence, we m a y assume t h a t 
(3.12) l im "v- = c < Z 1 . 
v N r 2 
F o r simplicity le t us introduce n o new symbols for denoting t h e subsequences. 
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Now the relations (3.11) and (3.12) mean tha t t he distribution function 
of the random variable 
( З Л З )
 . D V 
Nv 
y.v\— ^ v w i t h probability — 
N. v! itsv 
71 
with probability 1 — 
N ,, 
converges to a distribution function which lias a j u m p 1 — с at the point 0 
g 
and, if с > 0, a jump с a t the point - . Let us discuss each of t he cases 
\c(l—c) 
с = 0 and с > 0 separately. 
If с = 0 the variance of (3.13) does not converge to the variance of 
the limiting distribution. Actually, (3.13) has the l imiting variance e2 while 
the limiting distribution is degenerated to the single point 0 so t h a t it has 
the variance 0. Hence if there existed a limiting distribution of the statistic 
Nv 
V г 
(3 13) - = k = + 1=2 
I D r,* KD p* f D p * 
it would have a variance smaller than 1. Consequently, r/* cannot have asymp-
totically normal distribution with parameters (0, D p%). 
If с > 0, the distribution of (3.12) converges to a distribution concent-
rated in the points 0 and — = . If (3.13) had asymptotically normal distri-
]jc( \ — c) 
bution, this distribution could be decomposed in a convolution of two dist-
ributions one of which is not normal. This is, however, not possible, in 
view of the well-known theorem by H. C R A M E R . 
The theorem is completely proved. » 
Remark 3.1. In paper [2] there is proved that , provided we have a fixed 
double sequence {Nv, yVi}, the Lindeberg condition (3.2) is fulfilled for any 
sequence {nv}> such t h a t nv -> oo and Nv — nv oo, if and only if the relation 
I (yP i +VJ 2 
(3.14) lim = 0 
2(yvi - Yv)2 
itSv 
holds for a n y sequence {srt,} such t h a t sfv(zSv and 
(3.15) lim Y
 = о 
V-CO N v 
where rv denotes the number of elements in srv. 
9 A Matemat ika i K u t a t ó I n t é z e t Közleményei V. A/3. 
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Remark 3.2. According t o a theorem b y CRAMER, ( [ 5 ] p . 1 0 5 . ) a vector 
. . . , Cvm) has a то-dimensional normal l imit distribution wi th parameters 
m 
{E Cv]> C° v (£vj'> £wi), h , j = 1, . . . , m} if any l inear combination 2 к £vj has 
j=1 
a one-dimensional normal l imit distribution wi th respective parameters . Le t 
CVj be given b y (1.3) where yt = yVji, where v labels the exper iment and 
j t h e variable. Suppose tha t t h e sequences {yVji, nv, Nv}, j =1, m, fulfi l 
t h e condition (3.2) and tha t t h e multiple correlation coefficients qvj between 
£VJ- and {Cvj' j' ф j} are uniformly bounded f r o m 1, i. e. t h a t 
(3.16) lim sup gA < 1 j=\,...,m. 
Then any sequence [ 2 h VvjU nv> Nv I, where ?.j are a rb i t r a ry constants , 
l;=i J 
fulfi ls the condit ion (3.2) and hence the random vector (£V1, . . . , £Vm) has asymp-
totically normal m-dimendional distribution with respective parameters . 
Actually, we h a v e 
(3.17) 
a n d 
(3.18) 
2 * j b j l è max (1 - o2PJ) A? D £: l£j<m vj 
£ kjiVvji — Yvj) S ci max I Л,-11 yvji - Y 
7=i 1 Sj'^m vj I 
The rest follows b y easy computat ions. 
71 
Remark 3.3. If - is bounded from 0 and 1, i. e. 
Nv 
71 (3.19) 0 < £ < —— •< 1 -— £ 
Nv 
t h e n the Lindeberg condition (3.2) reduces t o the Noether condition (3.5). 
Really, if (3.5) a n d (3.19) are satisfied, then t he subset SVT is empty for all 
sufficiently large v so tha t (3.2) clearly holds. If (3.5) is n o t satisfied, (3.2) 
does not hold in any case. 
4. Convergence to the Poisson distribution 
Using t h e same method as in Section 3, the following theorem will be 
proved: 
Theorem 4.1. Suppose that n v o o , nv g—Nv, and 
2 
(4.1) lim E £v = lim D £v = A > 0 . 
V-»- oo V-+ oo 
Then the relation (1.7) is fulfilled if and only i f , first 
(4.2) l i m V = 0 
N„ 
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and, second, 
(4.3) lim 
v 2 У « = 0  
•Nv \Vvi—4>T 
for a n y r > 0. 
Proof. Firsx assume t h a t t h e inf ini tes imal i ty condit ion (3.5) holds. If 
(4.2) does no t hold, then , in view of Remark 3.3, t h e l imit ing dis t r ibut ion 
m a y be only normal . Consequent ly, t h e condition (4.2) is necessary. Now p*v 
has l imit ing Poisson dis t r ibut ion if a n d only if 
(4.4) lim 2 I d р ( Я / - E £„,• < ж} = 0 . 
i=l J |x— 1|>T 







E ':VI < x) = — 
Nv N.. 2 (У* -
 Y v f + 
/ecq 
+ 1 — 
N. - у 2 (Уп-Уг)
2  
\NV] itBm 
\\ here CPT and B'Vz are subsets of elements of Sv on which 
(4.6) 
a n d 
(4.7) 
C'vr • 1 (Vvi - Yv) N, 
— 1 > r 
BL: 
n„ 
(yv, - Y v ) Я - 1 
N.. 
> r. 
I n view of (4.1), it holds t h a t 
(4-8) 




lim - f - 2 У vi = km nvYv = к, 
Nvi=\ 
i. e. lim Yv = 0 
V-*- со 





Concequent ly, in accordence wi th (4.2), 








' v |!/ч—l|>r 
which proves t he equivalency of condit ions (4.3) a n d (4.4). 
As for the case when t he condi t ion (3.5) is no t fulf i l led, we could prove, 
as in t h e proof of Theorem 3.1 t h a t t he l imiting dis t r ibut ion canno t preserve 
var iance . 
9* 
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Remark 4.1. If t h e sampling were done wi th replacement (i. e. as n 
independen t drawings of one element) we would get just t he conditions (4.2) 
and (4.3) for a sympto t i c Poisson dis tr ibut ion of t h e sum of selected values. 
This coincidence is clearly caused b y t h e fact t h a t t h e difference between with 
71 
and wi thou t replacement sampling becomes negligible if — —v 0 . 
Nv 
5. Other cases 
Developing t h e basic idea fu r t he r , we get 
Theorem. 5.1. Suppose that 
(5.1) lim E £ „ = / í 
V oo 
and 
(5.2) lim D £v = a 2 
V— oo 
and consider an infinitely divisible law — distinct from normal law — with 
mean value /<, variance a2 and cumulant — generating function 
(5.3) г y t + Г (e"u — 1 - itu) 1 d K(u). 
J u2 
Then the distribution of £v converges to the law given by (5.3) if and only if 
7) 
(5.4) l i m T T = 0 
N v 
and 
(5.5) lim n f 2 Vvi = 
NvyVi<u 
in all continuity points of K(u). 
Proof. The same as of Theorem 4.1. 
6. Conclusions 
n 
If — does no t converge to 0, normal l imit ing dis tr ibut ion is possible, 
N v 
namely under condit ions established in Theorem 3.1. We can also get a limit-
ing distr ibution fo rmed as a convolut ion of a normal dis t r ibut ion and some 
two-points distr ibutions. 
n 
If — converges to 0, the var iance preserving limiting distr ibution may 
Nv 
be only infinitely divisible. The conditions for th is are the same as if t he 
sampl ing were carr ied out with replacement. 
(Received May 7, 1960.) 
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В Ы Б О Р К Е И З К О Н Е Ч Н О Й С О В О К У П Н О С Т И 
J . H Á J E K 
Резюме 
В статье вероятностная выборка из конечной совокупности рассматри-
вается как случайный опыт, при котором из множества N = { 1 , 2 , . . . , JV} 
выбирается подмножество s, « с N. Множество N и случайное подмножество s 
называем соответственно основной совокупностей и выборочной совокупно-
стей. Обозначим s составляющее из к элементов через sk и вероятность sk  
через Р ^ ) . 
При простой случайной выборке (без возвращения), объема п, мы 
имеем ( I T 
(1.1) Р(+) = ] U ) 
I о 
для к = п 
для кфп. 
В статьи показывается, что задача о предельных распределениях при 




п 1 — 
N. 
N—k 
для 0 ^к <. N. 
Вероятностную выборку с вероятностями (1.2) называем пуассоновской вы-
боркой. Эту выборку возможно понимать, во первых, как простую случай-
ную выборку объема к, при чем к есть случайная величина с биномиальным 
законом распределения с вероятностями 
(N 
и 
1 — п 
N 
N—k 
, или во вторых, 
как N независимых опытов таких, что при г-том опыте элемент г включен во 
выборочную совокупность с вероятностью
 п
- и не включен с вероятностью 
1 - 7 7 . N 
N 
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Пусть y v - - , y N — вещественные числа; положим 
- I N  
N f t i 
и далее 
(2-2) V = 
ies„ 
и 
(2.3) у* — 2 (Vi — Y) , 
íes* 
где sn и sk представляют соответственно результат простой случайной вы, 
борки и пуассоновской выборки. В пар. 2 показывается, что выборки (sn, sk\ 
возможно осуществить современно таким образом, что sndsk, если n -g, к, 
и snZDsk, если п > к, и 
(2.5) Е(у-у*Г ^ 
D у* 
[I 
n N — п 
где Е( • ) обозначает среднюю и D( • ) дисперсию. 
Теперь рассмотрим последовательность [yvh nv, iY„}y=1 основных сово-
купностей объема Nv со значениями yvi (г = 1, . . . , Nv), простых случайных 
выборек объема nv и сопровождающих их пуассоновских выборек. Если 
предположим, что те„->оо и Nv — nv-+ oo, и обозначим через yv и у% слу-
чайные величины (2.2) и (2.3) относящиеся к r-тому члену нашей последова-
тельности, то из (2.5) следует, что 
(2.12) lim Е(7?" ~ - 0. 
. -=о D у* 
Значит, предельные дисперсии и распределения случайных величин Av + 
+ Bvyv и А,, + В,, у* (Av, Bv — любие постоянные) существуют при тех 
же условиях, и если они существуют, то они совпадают, друг с другом. Но 
случайная величина у* равняется сумме N не зависимых случайных величин 
ft, . . . , Сдг, 
N 
(2.9) V* = 2 
í=i 
определенных так, что 
(2.10) = е с л и i Ç 8 к 
I 0 если i$sk. 
Таким образом мы свели задачу о предельном распределении случайной вели-
чины у к той же самой задаче о сумме независимых слагаемых у*. В резуль-
тате применения этого простого факта, получаются следующие теоремы: 
Теорема 3.1. Пусть SVx — подмножество множества Sr = (1, . . . , V,,} 
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состоящее из элементов для которых имеем 
(3.1) \ y v i - Y v \ > r f D j v . 
Предположим что nv -> oo и Nv — nv ->• oo. 
Потом случайная величина (2.2) имеет предельное нормальное распре-
деление с параметрами (Epv, D pv) тогда и только тогда, если 
2 (у* - f v)2 
(3.2) lim при всяком г > 0. 
2(Уп~ Yv)2 V— со 
1 = 1 
Достаточность условия (3.2) была в первые доказана другим методом 
в работе [1]. 
Теорема 4.1 Предлположим, что nv—> oot nv <7, -Nv и 
2 
(4.1) lim E( V уф = Hm yv) = / > 0 . 
Потом соотношение 
(1.7) lim D { 2 yvi = k ) = e - X A (4 = 0 , 1 , 2 , . . . ) 
v=co
 i e 4 « ! 
имеет место тогда и только тогда, если 
7) (4.2) lim — = 0 
V-СО N V 
и 
(4.3) lim — 2 У Ii = 6 пРи всяком т > 0. 
V—oo JVv IJto— 1|>т 
Теорема 5.1 Предлположим что 
(5.1) lim Е ( ^ ) = А 
и 
(5.2) lim D( 2 У*) = 
v
— i € 4 
и рассмотрим бесконечно-делимый закон, отличный от нормального и имею-
щий среднюю р, дисперсию о
2
 и логарифм характеристической функции 
( 5 . 3 ) 
со 
ipt + j (e"u — 1 — itu) — d K(u). 
J u2 
3 7 4 HAJE К 
Это распределение является предельным для случайной величины 2 У vi тогда 
и только тогда, если /esv 
(5.4) Hm Гк
 = о 
V - СО N v 
и 
(5.5) lim ^ 2 У1 = К(и) 
V-*™ JSIvyvi<u 
во всех точках непрерывности К (и). 




The following two fundamenta l theorems of ergodic theory a r e 
well-known: 
Theorem of Neumann. ([1]) If T is a measurable and measure preserving 
transformation on a measure space (A, У, g}1 and if f(x) Ç then 
\ 2 KTkx) 
71
 k=i 
converges in mean to a function /* (x). 
Theorem of Birklioff. ([2]) If T is a measurable and measure preserving 
transformation on a measure space {A, S, g} and if f(x) £ then 
~ 2 f(Tkx) 
11
 k=i 
converges almost everywhere to a function f*(x) £LxXp). 
Many generalizations of these theorems a re known ([3]). Here we men-
t ion only one of these generalizations, the so called random ergodic theorem. 
Before formulat ing this theorem we introduce some notat ions. Let у be a 
measure space of measure preserving t ransformations defined on {А, У , g} 
with a probabili ty measure P. L e t us consider t h e product space 
У * = У 4 Х У 2 Х . . . 
[where у , = у (г = 1 , 2 , . . . )] and the p r o d u c t measure 
P* = P j x P2 X . . . 
[where P, = P (г = 1, 2, . . . )]. Now we fo rmula te the 
Random ergodic theorem. ([4], [5], [6], [7], [8]) If f(x) £ F/x,.«) then 
I 1 n I 
(1) P* у f(Tk ... T1x)^-f*(x) a lmos t everywhere 1 = 1 
J 
where (T1: T2, . . . ) is a point of y * and f*(x) £ L\x,g). 
1
 Here and in wha t follows g is a o-finite m e a s u r e . 
3 7 5 
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The meaning of this theorem is t he following. If we have a set of trans-
foimat ions and we choose a t random (with the same "dis tr ibut ion") and 
independent ly a sequence Tx, T2, . . . f rom this set t hen for a lmost every 
choice of the sequences 
(2) I j £ f ( T k . . . T l X ) ^ f * ( x ) 
holds almost everywhere. 
A. R É N Y I raised another problem: if Tv T2, . . . is a sequence of measure 
preserving t ransformations, then give a sufficient condition for the convergence 
(almost everywhere or in mean) of the sequence 
(3) 1 2 f ( T k . . . T l X ) . 
n
 k=i 
An interest ing problem in connection with this question is the following: 
if we choose f rom the s e t . У a sequence Tx, T2, . . . a t random, not necesserily 
with the same distribution, b u t independently, under wha t condition does (2) 
hold almost everywhere or in mean, wi th probability 1. More exac t ly if у 
is a measurable space with probabili ty measures Px, P.,, . . . and if we denote 
j X 2 X . . . . 
by j r * [where .У, = У (i = 1 , 2 , . . . ) ] and 
Px X P2 X . . . . 
by P* then the problem may be formula ted as follows: under what conditions 
does (1) or 
(4) P * j i 2 • • • • T x x ) = 1 i f Л®) * 
hold, where "=>•" means convergence in mean. 
In § 1 we prove a theorem in connection with th is last problem, in § 2 
we give an example . 
I am indebted to Prof . A . R É N Y I for his valuable remarks. 
§ 1. A statistical random ergodic theorem 
Theorem 1. Lets'be a measurable space of measure preserving transforma-
tions defined on a measure space {X, У, у} and let 
Pi, Рг> • • • 
be a sequence of probability measures on У. We denote 
t^"i X ^ . • • 
(where У( = У (i = 1, 2, . . . ) by y* and 
Px X P., X . . . 
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by P*. Let H j be a subspace of LfXp) such that if f ÇH1 then J f(x) dy = 0. We 
assume that x 
(5) I! MPi f(Tx) | | l U i W = II J f(Tx) d P, II ^ m, ||/(®) | |Mx,w 
Т(_У 
for every f(x) Ç H, 
where 
С 
m, = 1 — 
1
 л 
(С is an arbitrary positive constant, 0 < e g 1) and f(Tx) is a measurable 
and integrable function in the space y* X -X". 
Then 
(6) J 7 ( T „ . . . ï » = > o] = i 
\ n fc=i I 
for every f(x) Ç II,. 
Remark. Let us def ine for every T ( . 7 a corresponding isometry UT 
on H j by 
UTf(x) — f(Tx) . 
Now we can define the r andom variables U, with the values which are iso-
metries in the following way: the random variable U, is defined on the basic 
space У * b y 
U, (Tv T2,...)f(x) =f(T,x) 
where Tj Ç У p now (5) can be written in the form 
(5*) II M([/,) y g то,-
where M(£7,-) is the mathemat ical expectat ion of the r andom variable U, in 
the sense of M O U R I E R and F O R T E T (cf. [9]). Then (6) is equivalent with 
(6*) p* j I 2 t 7 f t . . . ^ i / ( ® ) = » o j = i . 
The proof of theorem 1. By the Markov inequality we have 






n = - 2 u k - - ' u i 
and 
D2{Snf(x))=M{\\Snf(x)-M(Snf(x))\\*}. 
3 7 8 RÉVÉSZ 
Firs t of all let us ca lcu la te the value of 11 M(S„ f(x)) 11. 
M(fif„/(®))|| ^ ]n ± Il M (Uk ...Ux f{x))\\g 
k= 1 
1 " 
g "V m1 ... mk = О n k= 1 
log П 
Clearly we h a v e 
D2(Snf(x)) = M{||(S„/) - M(Snf) II2} ^ M{[||S„/|| + í| M(Snf) ||]2} 
= M ( j | S J | | 2 ) + 2 M ( | |Я„/| |) - \\M(SJ)\\ + i| M ( S J ) I)2 
a n d 
M { | | Ä „ / | ; 2 } = M{$(Snf(x))2dy} = j ' M [ ( N n / ) 2 ] d p , 
M {||Sn/||} = M {У S ( S n f ( x ) f d M } g |П" M [(Snf)2]dy. 
x x 
Now let us calculate the v a l u e of | M [ ($
п
/ (ж)) 2 ] dy. Clear ly 
where 
(SJ)2=A + 2B 





 = È U j . . . u 1 f . u k . . . u 1 f . n 2
 j = 1 k — + \ 
I t is easy t o see t h a t 





a n d 
M [В)dp 1 
n-1 n 
П
2 i 2 u j . . . u l f . u k . . . u 1 f 
' ; 1 I— ,• ' 1 
X 7=1 k=i 
dy \ < 
г n—1 n 
< — M 
2 2 j 
7=1 ft=7+i ' Z. 
U j . . . Uxf • M (17 k) . .. M (Uj+X) U j . . . U xf d y 
J \\Uj...Ulf\\.\\M(Uk)...M(Uj+1)Uj...U1f\\g 
n
 )=l /c=J+i 
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This inequal i ty and a simple calculation give 
(10) I J M(B)d[i \ = Ofl/n1'") 
x 
where a = [ l / e ] -f 1. In view of (9) a n d (10) 
(И) M[(8nf)*\d(t=*0(l/nW). 
(7), (11) and t he Borel—Cantelli lemma together imply t h a t 
(12) P*{Sn*af(x)=>0}=l. 
Now let n be an arbi t rary integer and к ano ther integer such that 
k2a^n< (4 + l)2a. 
Hence we have 
IIЯ /II £ \ \ U i f + . . - + U r - . - V i f \ \ I \ \ u ^ + 1 . . . u 1 f \ \ + . . . + \ \ u n . . . u l f \ \ < 
k2" k2a — 
^ IIŐW(a) II + 11/11 — = ! № - / ( * ) I I + 0(1/4). 
This relation shows tha t our s tatement holds. 
§ 2. An example 
Let C0 = 1, £i, С 2, • • • b e a n inhomogeneous Markov chain with two states 
{( + ! ) , (—1)} and with t h e transition matr ices 
rum _ P ' g 
We assume 
and prove t h a t 
[(/"> p<n> 
— 1 _ lfn1-
p f C 0 + C x + . . . + C „ > Q | 
\ n I 
(0 < e ^ 1) 
Let us define {А, «S+ p) by X = { ( - 1 ) , ( + 1)}, //( + 1) = p ( - l ) = 1/2 
and the measure preserving t ransformat ions Tv T2 b y 
I t is easy t o see tha t 
and 
Tx 0 = 0 ; Tx 1 = 1 , 
F 2 0 = 1 ; F 2 1 = 0 . 
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If U n is a r a n d o m variable so t h a t 
t h e n 
a n d 
P (U n = Z7*1)) = y<"> J P ( U n = t/<2>) = y<"> 
„(П) д(Л)Ч 
M(t7„) = 
| M ( J 7 „ ) / | | g 
P 
фп) p(n) 
I pW _ фп) 
if / 6 Ну. Now i f / ( 1 ) = l , / ( - l ) = - 1 then C o = / ( l ) and £n= U„... Uxf{ 1) 
(те = 1, 2, . . . ). Thus our s t a t e m e n t follows f r o m theorem 1. 
(Received May 16, 1960.) 
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Added in proof (16. sept. I960.): I t is easy to see t h a t instead of t h e 
condition t h a t t h e elements of y are measure preserving t ransformations i t is 
enough to assume tha t for eve ry sequence Ту, T2, . . . of y we have 
\ . . . Т ^ Е ) ^ К у ( Е ) 
n
 k=i 
where E 6 У a n d К is an a rb i t r a ry positive constant. This is an analogous 
condition to t h e condition of D U N F O R D and M I L L E R [ 1 0 ] . 
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О Д Н А В Е Р О Я Т Н О С Т Н А Я Э Р Г О Д И Ч Е С К А Я Т Е О Р Е М А 
Р . R É V É S Z  
Резюме 
В работе доказывается следующая 
Теорема. Пусть У есть измеримое пространство инвариантных отно-
сительно меры преобразований, определенных на пространстве {X, У, g). 
Пусть Р1; Р 2 , . . . есть последовательность вероятностных мер, определенных 
на У. Пусть далее 
у * = у
х
 x У 2 x . . . 
где У , = У ( г = 1 , 2 , . . . ) 
Р* = p t x Р 2 X . . . 
и Н
х




для всех f(x) £ Hlt где то, 1 — С/,-.—е (О < в ál 1), и f(Tx) измерима на 
пространстве У * x X. 
Тогда 
oJ=i 
для всех f(x) £ Н
х
. 
В § 2 в качестве примера доказывается, что если £ „ = 1, С
х
, С2, • • •
 н е 
однородная цепь Маркова, возможные состояния которой + 1 и — 1, и 
вероятностная матрица перехода 
ПТ) = г / " ) / у ( п ) G 
то 
Со + • • • + 
= 1 
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HIPERBOLIKUS PROGBAMOZÁS 
M A R T O S B É L A 1 
1. Bevezetés 
1. A hiperbolikus programozás feladata 
A matemat ikai programozás f e l ada tá t általánosan a következőképpen 
lehet megfogalmazni: Keressük az и
л
, u2 ... un változók azon nem negat ív 
értékrendszerét, amely kielégíti az 
fx K> u2 . . . un) ^ О 
fm(uv u2 . . . u„) ^ 0 
feltételi egyenlőtlenségeket és amely mellet t a 
v = v(uv u2 . . . un) 
függvény maximális ér téket vesz fel. 
Ennek a feladatnak speciális esete a lineáris programozás néven ismer t 
feladat, amikor is mind az fx .. . fm függvények, mint a v függvény lineárisak. 
Ekkor a feltételi egyenlőtlenségek ilyen a lakúak 
a
x\ % + • • • + «m un — «Ю ^ 0 
«nu «X + • • • + «mn «n — «mû S 0 
ami min t ismeretes, az ux ax + u2a2 + . . . un an < a0, illetőleg 
А и <; a 0 
vektoregyenlőtlenség a lakban is írható. A v vüggvény pedig 
v = cx ux + ... +cnun — c0 
illetőleg 
V = с* и — c0 
alakban í rható. 
E feladat megoldására — mint ismeretes — G. B. D A N T Z I G a szimplex 
módszert dolgozta ki, amelyet a továbbiakban ismertnek tételezünk fel [1], [3]. 
1
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Ez a t a n u l m á n y a matemat ika i programozás egy másik speciális ese té t 
t á rgya l ja , nevezetesen azt, amiko r az fx. . fmfüggvények l ineárisak, a v függ-
v é n y pedig l ineár is tö r t függvény. Tekintet te l a r ra , hogy az 
У = dx — d.. 
egyváltozós l ineáris tör t f i igvény képe az (x, y) síkon hiperbola, ezt a fel-
a d a t o t h iperbol ikus programozásnak nevezhe t jük . 
Meg f o g j u k mutatni , b o g y a hiperbol ikus programozás fe ladata a 
szimplex módszer segítségével, annak k i smér tékű módosítása ú t j án meg-
oldható. 
Az ismertetendő módszer alkalmasnak látszik olyan gazdasági fe ladatok 
megoldására, amikor a különböző gazdasági aktivitások az erőforrásokból 
mennyiségükkel arányos részt kötnek le, az optimalizálás célja viszont nem 
valamilyen hozam, ráfordítás vagy megtakar í tás ex t remumának meghatáro-
zása (mint a l ineáris programozásnál), hanem egy fajlagos mutatószám ext re -
muma, éspedig rendszerint a hozamok és ráfordítások legkedvezőbb a ránya . 
Ezek szer int a hiperbolikus programozás feladata a következő: Keressük 
az n elemű 
и = 
и о 
vektor azon é r tékei t , amelyek mellett a 
v(u) с* и ж(ц) _ 
y(u) d* и 
függvény maximál i s értéket vesz fel, feltéve, hogy 
А и А «о , 
és M > О . 
( 1 . 1 ) 
Az (1.1) a l a t t i feltételeket kielégítő pontok halmazát a lehetséges megoldások 
halmazának nevezzük és Z-lel jelöljük. L — mint ismeretes — zárt konvex 
halmaz véges számú extremális ponttal. 
2. Előzetes megjegyzések 
a) Nehézség nélkül meghatározható lenne a szükséges és elégséges fel-
té te l arra, hogy a hiperbolikus programozási feladat lineáris programozássá 
fajul jon el. (Azaz, hogy az a l á b b definiálandó R halmaz pon t j a i egy egyenesre 
essenek.) Gyakorlat i lag azonban nem t a r t j u k szükségesnek az összes e l fa juló 
esetek előzetes kizárását, csak a következő két triviális esetet fogjuk f igyelmen 
kívül hagyni: 
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aa) Az egész L halmazon 
(2.1) y = d* и — d0 = const. 
Ebben az esetben lineáris programozási feladatról van szó. (Illetőleg, 
ha у = 0, akkor a fe ladatnak nincs értelme.) 
ab) Az egész L halmazon 
( 2 . 2 ) x(u) = v0 y(u), 
ahol v0 = const. Ekkor az egész L halmazon v(u) = v0, kivéve x(u) és уф ) 
esetleges közös 0 helyeit, ahol viszont a függvény nincs értelmezve. E b b e n az 
esetben a programozási fe ladatnak nincs értelme. 
b) Amennyiben a feladat nem a v függvény max imumának , hanem a 
min imumának meghatározása, akkor e helyet t a ( —v) függvény m a x i m u m á t 
kereshet jük meg. 
c) Mindvégig fel fogjuk tételezni, hogy az y(u) függvénynek az L ha lma-
zon fe lvet t értékkészletében van pozit ív szám. Ezt az általánosság megszorí-
tása nélkül tehet jük, mivel ellenkező esetben a v = xGl\ függvény he lye t t a 
У(и) 
x(u) 
v = 1 — függvényt vizsgáljuk. (Az у = 0 esetet aa) a la t t már k izár tuk . ) 
— УФ) 
3. Geometriai értelmezés 
A fe ladato t a következőképpen is felfoghatjuk. 








A leképezés — mint l á tha tó — egy lineáris transzformációból és egy pár-
huzamos eltolásból áll. 
A (3.1) alat t i leképezés a véges számú extremális pon t t a l rendelkező zár t 
konvex 
L = {и А и ^ a0, и > о} 
halmazt az (y, x) sik 
R = [гсф) I и 6 L} 
halmazára képezi le. (Kivételesen az y tengelyt választot tuk vízszintesnek.) 
Az R halmazról a következőket mondha t j uk : 
1° Az R halmaz konvex és zárt . 
2° Az R halmaz minden extremális pon t j a képe az L halmaz legalább 
egy extremális pont jának . 
3° Az R halmaz véges számú extremál is ponttal rendelkezik. 
4° H a L konvex poliéder, akkor R konvex sokszög. 
5° Az R halmaznak van pont ja az y > 0 nyílt félsíkban (2. fej. c. szerint) . 
Az 1° és 2° a la t t i állítások közvetlenül következnek a lineáris t ranszfor-
mációk ismert tulajdonságaiból, 3° és 4° pedig a megelőző állításokból. 
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Tekintsük most az (y, x) síkot. Az L ha lmaz valamely u0 pontjához t a r -
x( и ) 
tozó v(u0) = - v - 3 - függvényér téke t úgy k a p h a t j u k meg, m i n t az u0 pont sík-
У(и o) 
beli w0 képéhez az origóból h ú z o t t félsugár ( + у tengelyhez mért) a0 i rány-
szögének tangensét . (Lásd: 1. sz. ábra. A szaggatot t vonal a z t az esetet ábrá-
zolja, amikor R korlátos.) A fe lada t tehát nem más, mint az R halmaz azon 
pon t j á t megkeresni, melynek iránytangense maximális, illetőleg az L halmaz 
azon pontjai t , amelyek az R kérdéses pon t ja i ra képeztet tek le.2 
I* 
II. Az egyszerű feladat 
4. Az egyszerű feladat feltételei 
A tovább i tárgyalás egyszerűsítése érdekében a t anu lmány következő 
I I . részében egy egyszerű esetet tárgyalunk, amelyen az a lkalmazot t módszer 
lényege l á tha tó lesz. Valószínűnek t a r t juk , hogy a gyakorlat i gazdasági fel-
a d a t o k t ú l n y o m ó része eleget fog tenni azoknak a megszorításoknak, amelyeket 
ennél a lkalmazni fogunk. 
Egyszerű feladatnak fog juk nevezni a hiperbolikus programozási fel-
ada to t abban az esetben, ha eleget tesz a következő két megszorításnak: 
a) A lehetséges megoldások halmaza korlátos ( tehát konvex poliéder, 
jelölése P). 
b) A t ö r t nevezője a P halmazon nem válik 0-sá. 
2 Fenná l l még a köve tkező geometriai ér te lmezési lehetőség is. Tekin tsük a z t a 
hipers ík-sereget , amelyet a 
(cx — Arfx) щ + (c2 — Ad2) и2 + . . . - f (e„ — ).dn) un = c„ — Arf0 
egyenlet h a t á r o z meg a A p a r a m é t e r különböző ér tékeinél . E hipers ík-sereg azon e l emé t 
keressük, a m e l y n é l a A p a r a m é t e r é r t éke max imá l i s és van közös p o n t j a az L ha lmazza l . 
Nyi lvánvaló, h o g y az opt imál is h ipers ík t a r t a l m a z az L ha lmazbó l ext remál is p o n t o t . 
A különbség a l ineár is p rog ramozás szokásos geomet r i a i i n t e rp re t ác ió jáva l szemben csak 
az , hogy o t t a síksereg p á r h u z a m o s , i t t pedig n e m . A f e l a d a t n a k ez az in t e rp re t á l á sa 
PRÉKOPA ANDRÁSTÓL származik . Mi — máresak a z ábrázolás könnyebbsége kedvéé r t is 
— a t o v á b b i a k b a n a 2 d imenziós leképezést a l k a l m a z z u k . 
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A b) a la t t i feltétel a 2. fej. c. a la t t i feltevéssel együt t , az y függvény 
folytonosságára tekintet te l azt jelenti, hogy az egész P halmazon 
( 4 . 1 ) y = RF* и — d0 > 0 . 
Gazdasági programozási feladat esetében az a) a la t t i feltevés az t jelenti, hogy 
a programozandó gazdasági aktivitások egyikének terjedelme sem lehet kor-
látlanul nagy. A b) a la t t i feltevés kizárja, hogy lehetséges program esetében 
az optimatizálás céljára kiválasztott muta tószám végtelenné váljon. Lá tha tó , 
hogy e megszorítások gyakorlatilag kézenfekvő feltevéseknek felelnek meg. 
Ezért az egyszerű feladat tárgyalása önmagában is gyakorlat i érdekességű. 
5. A « függvény maximumára vonatkozó tétel az egyszerű feladatnál 
A szimplex módszer segítségével egy függvény é r téké t egy konvex 
poliéder csúcspontjaiban vizsgálhatjuk meg. A szimplex módszer alkalmazá-
sának lehetőségét az egyszerű hiperbolikus programozási feladatra a következő 
tétel biztosít ja. 
Tétel. Ha a 
v(u) = с* и — c0 
(l* и — d0 
lineáris függvényele 
a) az értelmezési tartománya egy Aug a0, и g 0 feltételek által meg-
határozott konvex P poliéder és 
b) a P halmazon 
y = (l* и — d0> 0, 
akkor a v függvénynek a P halmazon van véges maximuma és ezt felveszi a 
poliédernek legalább egy csúcspontján. 
Bizonyítás. Legyenek a P poliéder csúcspontjai : pv p2 . . • ps, akkor mint 
ismeretes, a P egy tetszés szerinti z pont ja fel í rható e vektorok konvex lineáris 
kombinációjaként 
(5.1) Г = ßxpx + ß2p2 4- . . . + ßsps. 
ahol 
ß1+ß2+ ... +ßs = l 
és 
ßrg 0, г =1,2, . . . s. 
Tegyük fel, hogy a csúcspontok közül a v függvény értéke a ph pontban a 
legnagyobb, azaz 
(5 .2) v(ph) g v(Pl) i =1,2, . . . s, 
azaz 
x(ph) y(Pi) ^ y(Ph) x(Pi) • 
3 8 8 M A R T O S 
Szorozzunk mindkét oldalon ft-vei és összegezzünk i = 1-től i = s-ig 
<5-3) s(p f t) 2 ßi У (Pl) è У(Рн) 2 ßi Х(р,) . 
í i 
A következő átalakítás szerint — (5.1)-et figyelembe véve' — 
FT 2?(P,) = 2 ßi(d* Pi - d0) = d* 2 ßi Pi - d0 2 ßi = d* z — d0 = y(z) 
i i i i 
és hasonlóképpen 
2 ßi x(Pi) = x(z) • i 
Tehát (5.3)-ból 
x(Ph) У(г) ^ y(Ph) x(z) i 
amiből következik 
v(Ph) è v(z) . 
Ezzel té te lünket bebizonyítottuk, azaz a z t is, hogy a szimplex módszer segít-
ségével az egyszerű hiperbolikus programozási feladat megoldásának lehetősége 
fennáll. 
6. Az egyszerű feladat megoldása szimplex módszerrel 
Teendőnk már csak az, hogy megad junk egy olyan algoritmust, melynek 
segítségével a szimplex e l járás során szükséges lépések számát csökkenthe t jük 
és a ciklikus iterációt elkerülhetjük. 
A továbbiakban feltételezzük, hogy az (1.1) a la t t i feltételi egyenlőtlen-
ségeket az ismert módon, maradék vál tozók bevezetésével már egyenletekké 
a lakí tot tuk á t és ezeket í r j uk 
A m = « о 
alakban. 
Tegyük fel, hogy i smer jük a fe lada tnak egy m pozit ív komponenst tar-
talmazó bázismegoldását, továbbá tegyük fel, hogy éppen az első m komponens 
pozitív. A bázis-vektorok t ehá t axa2 . .. am. 
Az tt,(i = m -j- 1, m -f- 2, . . . n) vek to r koordinátái ezen a bázison legye-
nek: bxi, b2i, . . . bmi, az a0 vektoré 
Jelölje továbbá 
xi = clK + • • • + cm Ki - Gi 
Vi = dxbxi+ ... + dm bmi - d) (i = m + 1, m + 2, . . . n) 
h = xVi — yxi • 
(Ha a, bázis-vektor, úgy: ft = 0, ha г =f= j; bu = 1; és ennek megfelelően: 
x, = Vi = ti = 0 . ) 
Ezeku tán fel írhatjuk a következő — a lineáris programozásnál használ t 
táblázathoz képest valamelyest kibőví tet t — szimplex táblázatot . 
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1 ! 
c0 Cl C2 • • cm cm+1 • ck . • Cn 
dr. d0 di d2 . • dm dnî+i • • • dk • dn 
bázis «i a2 . . • «m am+i .. • «k • • an 
c i dx «i ux 1 0 . . . о blm+l • • • bik • • ь1п 
\ 6>2 d2 «2 u2 0 1 . . . 0 b2k • К 
Cm dm am Um 0 0 . 1 t>m,m +1 • • •
 bmk • • Km 
Xj : X 0 0 . . 0 xm +1 xk • xn 
У,-
У 
0 0 . . 0 




0 0 . . о tm + 1 . tk . • tn 
Az ismert ada tok elrendezése a táblázatból érthető. Az o 0 oszlop tt róva-
cc 
t ába az a d o t t bázismegoldásnak megfelelő v = — függvényér téket írjuk. 
Tekintsük az ak vektor pozit ív koordinátá i t és legyen 
ui s min —L = о 
(bik > 0) b]k 
Eleve feltételeztük, hogy Uj > 0, tehát ô > 0. (A degeneráció kérdésére még 
visszatérünk.) 
Mint ismeretes az«,, vek tornak a bázisba való bevonása u t án az x(u) és 
y(u) lineáris függvények értéke a következő lesz: 
x' = x — ö xk 
У' = У - à yk . 
Tehá t a bázis-vektor felcserélésével a v függvény megváltozott értéke: 





Mármost v' akkor lesz nagyobb mint, v, tehát az ú j bázisra való áttérés a k k o r 









b(xuk — yxk) 
vagyis — — > 0 . 
У{У — дУк) 
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Tekintetbe véve, bogy a vizsgált esetben 
У ^ 0 
y ~ à y k ^ 0 
és 
ô > О 
k imondha t juk : ha olyan pozi t ív koordinátával is rendelkező a, vektort vonunk 
be а bázisba, amelyre vonatkozólag a szimplex táblázat utolsó sorában sze-
replő tj é r ték pozitív, 
ti = xy, - yx, > 0, 
akkor a v függvény értéke növekedni fog. 
A hiperbolikus programozásnál a lka lmazot t szimplex eljárás tehát abban 
áll, hogy a pozit ív Z, ér tékkel rendelkező vektorokat (ha v a n pozitív koordiná-
tájuk), rendre bevonjuk a bázisba. A számítás menete az összes Uj, bJit x, y, 
Xj, yt ér tékekre vonatkozóan megegyezik azzal, mint ami t a lineáris programo-
X 
zásnál alkalmaznak, kizárólag a v = - , és a í, = xyt — yxt értékeket kell e 
speciális formulákkal számítani . 
Tekintve, hogy 
a) a csúcspontok száma véges, 
b) minden Z, > 0 é r t ékke l jel lemzett vektor bevonása növeli a v érté-
két és 
c) a v függvény valamelyik csúcsponton véges maximumot vesz fel : 
pozitív tj é r tékkel rendelkező vektort vonva be a bázisba véges számú lépés 
u tán optimális megoldáshoz kell ju tnunk . 
Azt a táblázatot , amelyben optimális megoldás szerepel, optimális táb-
lának nevezzük. Az előzőekből következik, hogy opt imál is tábla csak olyan 
lehet, amelyben minden Z, 0. Az á l ta lános feladat tárgyalása során (10. fej. 
T . 2. eset) bizonyítani fog juk , hogy ez a feltétel elégséges is: minden olyan 
tábla, amelyben minden Z;- < 0, optimális tábla. 
Az egyszerű hiperbolikus programozási fe ladatnak szimplex módszerrel 
való megoldásához szükséges műveletek száma csak néhány %-kal ha lad ja 
meg egy azonos méretű lineáris programozási feladat műveleteinek számát. 
A digitális számológépekre kidolgozott gép-programokat kis á ta lakí tással 
alkalmassá lehet tenni hiperbolikus programozásra. 
III. Az általános feladat. 
7. Meghatározások. Exisztencia tételek 
Az általános fe l ada tná l nem tételezzük fel eleve sem azt, hogy az L 
halmaz korlátos, sem az t , hogy a nevezőnek nincs az L halmazon 0 helye. 
Az ál talános feladat tá rgyalásá t az teszi szükségessé, hogy — m i n t látni 
fogjuk — bizonyos esetekben az egyszerű feladatra vonatkozó megszorítások 
hiányában, t ehá t nem korlátos L halmaz, illetőleg 0-vá változó nevező ellenére 
is lehet a feladatnak opt imál is megoldása. 
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Bocsássuk előre a következő meghatározásokat . 
1. Az L halmaz „ j ó " pon t j ának nevezzük az t a pontot , ahol 
vagy y(u) > 0, 
vagy y(u) = 0, x(u) < 0. 
(A 2. fej. c. pont ér te lmében az L-nek mindig van jó pontja .) 
2. Az L halmaz „rossz" pon t jának nevezzük a z t a pontot, ahol 
vagy y(u) < 0, 
vagy y(u) = 0, x(u) > 0. 
3. Az L halmaz szinguláris pon t j ának nevezzük az t a pontot , ahol 
y(u) = x(u) = 0. 
Tehá t a 3. fejezetbeli leképezésnél a jó pontok képe az 1. és IV. síknegyed bel-
sejébe, az y (vízszintes) tengely pozitív és az x tengely negatív felére; a rossz 
pontok képe a II. és I I I . síknegyed belsejébe, az y tengely negatív és az x ten-
gely pozitív felére; a szinguláris pontok képe pedig az origora esik. 
Bizonyítani fogjuk a következő tételeket. 
I. Tétel. („Rossz" eset.) Ha az L halmaznak van rossz pontja, akkor a v 
függvény felülről nem korlátos, a programozási feladatnak nincs optimális 
megoldása (2a, b ábra). 
II. Tétel. ( „ Jó" eset.) Ha az L halmaznak csak jó pontja van és a v 
függvénynek van véges maximuma az L halmazon, akkor ezt felveszi az L 
halmaz legalább egy extremális pontjában (3a, b ábra) . 
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III. Tétel. (Szinguláris eset.) Ha az L halmaznak nincs rossz pontja, de 
van szinguláris pontja (és természetesen jó pontja), akkvr van olyan jó pontja, 
ahol a v függvény véges maximális értéket vesz fel 4a, b ábra). 
E tételek bizonyítását a következő 8. fe jezetben végezzük el. A 9. feje-
ze tben módszert a d u n k a felsorolt esetek elválasztására. A 10. fejezetben a jó 
eset, a 11. fejezetben a szinguláris eset megoldását ismertet jük. 
8. Az exisztencia tételek bizonyítása 
I. Tétel. Rossz eset. A 2. fejezet ab) a l a t t i kikötésből eredően az L hal-
m a z minden rossz pontjához (Pr) t u d u n k választani olyan jó p o n t o t (Pf), hogy 
a z őket összekötő PrPj egyenes szakaszon ne legyen szinguláris pont. A PrPj 
szakasznak a 3. fejezetben i smer te te t t síkbeli P'TP\ képének tehát van az 
origótól különböző közös P' p o n t j a az x tengellyel. Ha P' az x tengely pozitív 
fe lén fekszik, akkor az I. síknegyedben, ha pedig a negatív felén, akkor a I I I . 
síknegyedben ki lehet választani a P'rP) szakaszon egy olyan P'-höz konvergáló 
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pontsorozatot , amelynek mentén h a l a d v a az i r ány tangens pozitív ér tékeken 
á t m inden határon t ú l nő. Tehát a v függvény felülről nem korlátos, a progra-
mozási fe lada tnak nincs megoldása. 
A té te l természetesen a geometr iai értelmezés felhasználása né lkü l köz-
vet lenül is bizonyí tható. Ezt a b izonyí tás t mellőzzük. 
II. Tétel. Jó eset. A tétel az 5. fejezetben b izony í to t t tétel á l ta lánosí tá-
sának tekinthető . H a ugyanis az L halmaz korlátos vol tá t nem k ö t j ü k ki, 
akkor a v függvénynek az L ha lmazon nincs mindig max imuma . Sőt — mint 
lá tni fog juk — a v f ü g g v é n y felülről korlátos volta sem elegendő fel tétele a 
m a x i m u m létezésének. 
Az L halmaz azon pont jai , amelyekre vona tkozólag y = 0, x < 0, nem 
lehetnek optimális pon tok . E pontokhoz ugyanis csak az L halmaz o lyan pont-
jain á t közeledhetünk, amelyeknek képe a IV. s íknegyedben fekszik. I l y módon 
azonban a v függvény e pontokban csak negatív é r t ékeken á t válik végtelenné, 
t e h á t i t t biztosan nem vesz fel maximál i s ér téket . Következésképpen a II. 
té te l t elegendő az L ha lmaz azon pon t j a i r a vonatkozólag bizonyí tani , ame-
lyekre 
(8.1) y(u) =d*u — d0 > 0 . 
Bizonyítás. Legyenek az L h a l m a z extremális pon t j a i : pv p2, . . . ps és 
e p o n t o k közül a ph p o n t b a n legyen a v értéke e legnagyobb, azaz 
(8.2) ' . v(ph) ^ v(p,) г = 1, 2, . . . s . 
Bebizonyí t juk, hogy ha van o lyan z pont ja az L halmaznak, amelyben 
a v f ü g g v é n y nagyobb, min t az imént kiválasztot t ph, extremális p o n t b a n , azaz 
(8.3) v(z) > v(ph), 
akkor v a n olyan z p o n t j a is, ahol 
(8.4) v{z) > v(z). 
z ny i lván nem lehet az L ha lmaznak extremális p o n t j a . Ebből következik , 
hogy bármely z pon thoz ta lá lha tunk egy p„ ex t remál is pontot és egy a > 0 
számot úgy, hogy ha 
q = Z - p g , 
akkor 
z = z + aq = (l a)z — apg 
is még p o n t j a legyen az L ha lmaznak. 
Azonban 
(8.5) v(z) = c**~co (1 + a ) c * g — ae*Pg — e0 = ( l + a ) x ( z ) — ax (pg) 
d*z — d0 (1 +a)tl*z — ad*pg-d0 (1 + a) y(z)— a y(pg) 
(8.3)-ból és (8.2)-bői következik, hogy 
v(z) > v(pg) , 
azaz 
«(«) y(Pg) > x(Pg) • ' 
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Mindké t oldalt ( — a)-val szorozva és (1 + a ) x(z) y(z)-t hozzáadva kapjuk 
«(«)[( 1 + a ) y(z) - a y(pg)] < y(z) [(1 + a ) x(z) - a x(pg)]. 
E b b ő l (8.5)-öt f igyelembe véve következik (8.4). í gy а tételt bebizonyí tot tuk. 
A tétel а v függvény m a x i m u m á t illetően három esetet enged meg. 
1. А о f ü g g v é n y az L ha lmazon felveszi max imumát és akkor ezt fel-
2. A v f üggvény az L ha lmazon felülről nem korlátos (5a ábra). 
3. A c függvény az L ha lmazon felülről korlátos, de max imumát nem 
veszi fel (5b ábra) . 
Ezeket az eseteket a 10. fejezetben ismertetendő módon, az extremális 
pon tok vizsgálata ú t j á n meg f o g j u k tudni különböztetni. 
III. Tétel. Szinguláris eset. 
A tételt a l l . fejezetben az optimális megoldás előállításával fogjuk bizo-
ny í tan i . 
9. A megoldás előkészítése. Az esetek szétválasztása 
A hiperbolikus programozási feladatot a szimplex módszerrel való meg-
oldásra a következő lépésekben készí t jük elő:3 
1. lépés. A lineáris programozásnál is a lkalmazot t módszerrel meghatá-
rozunk egy ki induló megoldást. (Az egyenlőtlenségeket maradékvál tozók 
bevezetésével egyenletekké egészí t jük ki, stb.) 
3
 Ha a f e l a d a t jellegéből t u d j u k , hogy m i n у > 0, akkor e z e k r e az előkészítő 
m ü v e l e t e k r e n incs szükség. 
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2. lépés. Megvizsgáljuk a kiinduló megoldáshoz tartozó y ér téket . 
a) На y é r téke pozitív, á t t é r ü n k a 3. lépésre. 
b) На y é r téke negatív, az ж és у függvények helyett a (—ж) és (—y) 
függvényekre t é rünk á t és a 3. lépéssel fo ly ta t juk az eljárást. 
c) На у ér téke 0, megvizsgáljuk, hogy valamelyik vek tornak a bázisba 
való bevonásával у értéke növelhető-e. Ha növelhető, az a) pont szerint, ha 
nem növelhető, csak csökkenthető, a b) pont szerint járunk el. (Ha sem növel-
hető, sem csökkenthető nem lenne, az az у = 0 kizárt esetnek felelne meg.) 
3. lépés. Lineáris programozással elkezdjük az у függvény min imumát 
meghatározni . 
a) Ha eközben negatív у é r tékhez ju tunk, az eljárást megszakít juk, a 
fe lada tnak nincs megoldása. (Rossz eset.) 
b) Ha min у > 0, akkor á t t é r ü n k az 5. lépésre. (Jó eset.) 
c) Ha min у = 0, akkor á t t é r ü n k a 4. lépésre. 
4. lépés. A fe ladat eredeti feltételi egyenleteit kiegészítjük a 
d* и = d0 
feltétellel és meghatározzuk lineáris programozással az ж függvény maximumát 
e kibőví te t t feltételek mellett.4 
a) Ha eközben pozitív ж ér tékhez ju tunk, az eljárást megszakít juk, 
mivel a fe ladatnak nincs megoldása. (Rossz eset.) 
b) Ha max ж < 0, akkor á t t é r ü n k az 5. lépésre. (Jó eset.) 
c) Ha max ж = 0, akkor á t t é r ü n k a 11. fejezetben ismertetendő eljá-
rásra. (Szinguláris eset.) 
5. lépés. A 3. lépésben végreha j to t t lineáris programozási el járás során 
minden közbeeső táblázathoz is kiszámít juk a megfelelő v = — ér téke t . Ha a 
У 
3b, vagy 4b esetek állnak fenn, kiinduló táblául célszerű azt választani , ame-
lyikhez a legnagyobb v érték t a r tozo t t . 
Nagyobb te r jede lmű fe ladatnál a 3. és 4. lépést célszerű elektronikus 
digitális számológépen végezni. 
10. A szimplex módszer alkalmazása az általános feladat 
„jó" esetének megoldására 
A 7. fejezetben szereplő II. tételből következik, hogy optimális pont 
nyerése érdekében elegendő az L halmaz extremális pont ja i t megvizsgálni, 
t e h á t a szimplex módszer alkalmazható. 
Emlékeztetünk továbbá arra , hogy az egyszerű feladat megoldása szimp-
lex módszerénél (a 6. fejezetben) nem használtuk fel azt a feltevést , hogy az 
L halmaz korlátos, továbbá az у > 0 feltevés helyet t csak az enyhébb y g 0 
feltevésre volt szükségünk. 
Ez utóbbi (y g 0) feltevés azonban az általános feladat „ j ó " esetében is 
fennáll. Ennek megfelelően a 6. fejezetben ismer te te t t módszer ez esetben is 
vá l toz ta tás nélkül alkalmazható. Csak az t nem t u d j u k előre, van-e a fe ladatnak 
opt imális megoldása. Az eljárás során azonban ez a kérdés is eldől. 
4
 Azaz olyan ak vek to roka t v o n u n k be rendre a bázisba , a m J y e k r e vonatkozólag 
Ук = °> xk < 
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Az eljárás so rán ugyanis a következő f a j t a t áb láza toka t k a p h a t j u k . 
T . 1. A t á b l á z a t utolsó sorában van olyan lh > 0, hogy a megfelelő ak 
vek torok rendelkeznek pozitív koord iná táva l . E k k o r az ado t t t á b l á z a t nem 
opt imál is és az e l j á r á s t az ak v ek to rnak a bázisba való bevonásával t ovább 
f o l y t a t j u k . 
T . 2. A t á b l á z a t utolsó sorában nincs poz i t ív szám, minden í, + 0. 
E k k o r a v f üggvény az L halmazon felveszi m a x i m u m á t és az utolsó megoldás 
opt imális . 
T . 3. A t á b l á z a t utolsó sorában van tk > 0, de a megfelelő ak vektorok 
valamelyikének n incs pozi t ív koord iná tá j a . Ekkor a v függvény az L ha lmazon 
nem vesz fel max imál i s ér téket , a programozási f e l ada tnak nincs megoldása. 
Az e l já rás t megszak í t juk . 
Mint l á tha tó , e 3 eset tel jesen azonos azzal, m i n t ami a l ineáris progra-
mozásnál előfordul. Egyet len különbség, hogy a T . 3. esetben a v függvény 
lehet felülről kor lá tos is, míg a megfelelő lineáris f ü g g v é n y nem. (Lásd a lább 
a T . 3. eset t ag la lásá t és az 5b sz. áb rá t . ) 
A T. 1. táblával kapcsolatos á l l í tásunk nem szorul b izonyí tásra , követ-
kezik a 6. fejezetből . Az L ha lmaz extremális p o n t j a i véges számából követ-
kezik, hogy T. 1. t í p u s ú tábla csak véges sok lépésben fordulhat elő és u t á n a 
vagy T . 2., vagy T . 3. t ípusú t áb lához kell j u t n u n k . 
T. 2. eset bizonyítása: Tegyük fel, hogy a t á b l á b a n szereplő 
U* = O J , U2, . . . « m , 0 , . . . 0 ] 
megoldás először is lehetséges megoldás, azaz 
m 
(10.1) Д и ; Я ; = « 0 j = 1 
és a táb la utolsó so rában nincs pozi t ív szám, azaz 
(10.2) ti = x(u)yi-y(u)xigt o- ( < = 1 , 2...П). 
Bebizonyí t juk, hogy ha z* = [zx, z2, . . . z„] egy te tszés szerinti lehetséges meg-
oldás, azaz 
n 
(10.3) Д Ч « , = а 0 , 
i = i 
a k k o r 
(10.4) v(u) è v(z) , 
Ugyan i s bármelyik a, vektor az a l t . . . am bázison k i fe jezhető a következőképp 
m 
о, = Д Ь . - , а . - (г = 1, 2, . . . , n). 
j=i 
E z t (Ю.З)-Ъа t é v e az t kapjuk, hogy 
n n m m i n 
« — > V V « „
 = "V Y . 
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H a ezt (lO.l)-el egybeve t jük (és t ek in te tbe vesszük, hogy я 0 az al . . ,an 





1 = 1 




V ®(m) 2 d i á y(u) ^ Xj 2, 
i=l 
- t á t a l a k í t h a t j u k — az yi definícióját és (10.5)-öt f igyelembe vévi 
— a köve tkezőképpen: 
2 " " — 
í = i 





d. и,- — d, 
j= i 2 bHz, li=l IJ "I 2 dl z( = í = i 
m 
V 
1=1 J "7 
Y d. : 
i = i 
= г/(м) — • 
2 xízÍ — x ( u ) — x ( z ) 
(10.7) és (10.8) szerint (lO.Ö)-ba helyet tes í tve : 
®(м) [У(и) - у(«У\ S У(и) [x(u) - x(z)], 
azaz 
(10.9) x(u) y(z) ^ y(u) x(z). 
B e l á t h a t j u k , hogy 
a) y(u) = 0 nem lehetséges. Ugyanis , ha y(u) = 0, akkor x(u) < 0 és 
egy nega t ív tk-1 vá la sz tva tk =Щи) yk — y(u) xk = x(u) yk < 0-ból követ-
kezik 
Ук> 0 . 
így azonban afc-t a báz isba bevonva rossz ponthoz j u t n á n k , márpedig a hal-
maznak nem lehet rossz pon t j a . 
b) Н а y(u) ф 0, y(z) — 0, akkor v(z) = — oo és így (10.4) igaz. 
c) Н а y(u) ф 0 és y(z) ф 0, a k k o r (10.9)-ből következik (10.4). 
Ezzel a T . 2. esetre vonatkozó á l l í t á sunka t bebizonyí to t tuk . A b izonyí tás 
egyben a 6. fejezet u tolsó előtt i bekezdését is igazolja. 
T. 3. eset bizonyítása: A (10.1) a l a t t i fel tevést f enn ta r tva t e g y ü k fel, 
hogy éppen az ak vek to r (le -1- 1) az, amelyikre vonatkozóan 
(10.10) h = *(м) yk - y(u) xk>0, 
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és az a^.-nak az a d o t t bázison való kifej tésében a koordináták között nincs 
•pozitív, azaz 
m 
(10.11) ak= Kbjkaj, 
7=1 
aho l 
(10.12) b j k g 0 ( / = 1, 2, . . . m) . 
A (10.11) a l a t t i egyenletet egy, A > 0 számmal szorozva és a (10.1) a l a t t i 
egyenletet hozzáadva , a következő egyenletet n y e r j ü k : 
m 
2 [Uj — A bjk) aj + A (ik = o0 
7 = i 
(10.12)-ra t ek in t e t t e l Uj — Я ft,, > 0, tehát a következő 
(k) 
(10.13) z,* = [ % — A blk, u2 — A b2k um — A bmk, 0, . . . , / , . . . 0] 
lehetséges megoldás. Ennek poz i t ív koordinátái akármilyen n a g y ér téket fel-
vehetnek, t ehá t a z L halmaz e b b e n az esetben nem korlátos. 
Tekintsük m o s t az x f ü g g v é n y helyettesítési ér tékét a z he lyen: 
m 
"V, x(z) = 2> Cj(uj — A bjk) + A Ck — c0 = 
7=1 
= 2t cj u j — co — я 
7=1 
^ Cj bjk — ck 
L7=i 
x(u) - A x k 
y(z)-1 hasonlóképpen kifejezve k a p j u k : 
. . x(u) — Axk v(z) = A-t — . 
y(u)-Ayk 
A v(z) értéke a A növekedésével növekszik, ugyan i s (lO.lO)-re t ek in te t t e l 
dv __ x(u) yk - y(u) xk > 0  
ЭЯ [y(u) — Ayk\2 
Mivel pedig az 
y{z)=y(u)-Ayk> 0 
egyenlőtlenségnek bármely Я > 0 értékre ál lnia kell, következik, hogy 
Укй 0 . 
a) Ha yk = 0, akkor 
x(u) — Axk 
v(z) = 
У(и) 
és (10.10) szerint [ — y ( u ) xk] > 0, tehát xk < 0. í g y Я növekedésével v(z) kor-
lá t lanul növekszik. 
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b) На yk < 0, akko r mint könnyen megmuta tha tó 
ос 
v(z) < - - = lim v(s). 
У к Я-+» 
Tehát a v függvény az L halmazon felülről korlátos, legkisebb felső kor l á t j a 
oc ^ 
— , de ezt az értéket az Â halmaz egyetlen végesben fekvő pont jánsem veszi fel. 
Ук 
Ezzel a T. 3. esetre vonatkozó á l l í tása inkat igazoltuk. 
11. A szinguláris eset megoldása 
A szinguláris esetben az L halmaznak van szinguláris pontja, ahol a v 
tör t függvény nincs értelmezve, mivel mind a számlálója, mind a nevezője 0-sá 
válik. Gyakorlat i szempontból indokolt az ilyen fe ladato t is megoldhatónak 
minősíteni akkor, ha az L halmaz nem szinguláris pon t j a i között van olyan, 
ahol a v függvény maximális értéket vesz fel. Azt á l l í to t tuk, hogy ha az L 
halmaznak nincs rossz pon t j a , akkor mindig van megoldás ebben az ér telem-
ben. (Másként úgy is kifejezhetjük ál l í tásunkat , hogy a függvénynek a szin-
guláris pon tban ugyan nincs határértéke, de van limes superiorja.) 
A szinguláris eset megoldására abból a 9. fejezet 4. lépés c. p o n t j á b a n 
nyert táblázatból indulunk ki, amelyben у — 0 és x == 0. (Szinguláris tábla . ) 
Ebből következik, hogy a szinguláris t áb l ában az utolsó sorban csupa ?, = 0 
áll. A tábla vizsgálatánál vissza kell nyú lnunk az yt és x, értékekhez : 
A) A szinguláris t áb la az у függvény minimumára nézve optimális tábla , 
tehát minden yt g 0. (De ezek között van yk < 0, m e r t ellenkezőleg y = 0 
lenne.) 
B) A szinguláris t áb la az x függvénynek a d*u = d0 feltétellel k ibőv í t e t t 
maximumfeladatára vonatkozólag optimális tábla, t e h á t minden olyan vek-
torra, amelyhez yk = 0 é r ték tartozik, xk 2: 0. 
A szinguláris t áb l áknak két f a j t á j a van. 
ОС 
S. 1. Az yk < 0 é r tékkel és maximális — hányadossa l rendelkező vekto-
Ук 
rok valamelyikének van pozitív koordiná tá ja . Ezt a v e k t o r t vonva be a 
bázisba, azonnal optimális megoldást kapunk . 
S. 2. Az yk < 0 ér tékkel és maximális — hányadossal rendelkező vek-
Ук 
torok egyikének sincs pozit ív koord iná tá ja . Egy optimális (nem bázis) 
megoldást az alább leírandó módon ugyancsak közvetlenül kapunk. 
S. 1. eset bizonyítása. A T. 2. esetnél bizonyí tot tuk, hogy egy t á b l á z a t 
nem szinguláris és optimális, ha 
a., у > 0, 
és 
b., t, ^ 0 ( « = 1, 2, . . . , n). 
' H a a k az egyet len, a T . 3. a la t t i f e l t é t e l eknek megfelelő vek to r . Ha t ö b b i l y e n 
xk 
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a) Az S. 1. eset feltételeinek megfelelő ak vektor bevonása u t án az ú j 
t áb láza t megvá l tozo t t y' é r t é k e pozitív lesz. 
y' = y — ôyk = —ôyk> 0 . 
mivel yk < 0. T e h á t az új t á b l á z a t nem szinguláris. 
b) A megvál tozot t t\ é r t ékeke t a következőkép k a p j u k : 
г = -P- aho l g a bázisból kivont v e k t o r indexe 
bsk 
t'i = x' y'i — y' X'f — ô Xk(yt — 6, yk) + Ô yk(x, - ó, xk) = — Ö(xk yt - yk Xj) . 
A n n a k bizonyításául , hogy t[ g 0, minden г'-re, azt kell m e g m u t a t n u n k , hogy 
(11.1) xkyi-ykxi g 0 
minden г-re, hacsak 
( 1 1 . 2 ) 
Ук У, 
minden olyan f-re, amikor az u tóbb i tö r t véges és nem ha tá roza t l an ( t ehá t ha 
0C • 
maximális — értékkel rendelkező vek to r t von tunk be). 
Vi 
A (11.1) a l a t t i állítás: 
a ) y, = Xj = 0 esetben triviális; 
ß ) y t = 0, Xj < 0 esete t B) a la t t k i zá r tuk ; 
y) yt = 0, Xj > 0 ese tben yk < 0 m i a t t igaz; 
X-
<p) yi> 0 esetben — véges és így (11.1) következik (11.2)-ből. 
Vi 
Ezzel bebizonyí to t tuk , hogy az a d o t t módon opt imál is t áb láza thoz 
ju to t tunk . 
S. 2. eset bizonyítása. Válasszunk ki egy olyan ak (yk < 0 ; bjk g 0, 
ОС j = 1, 2 . . . m) vektort , a m e l y r e vonatkozólag — ér téke maximális minden 
Ук 
X-
véges — é r t é k h e z képest, a z a z fennáll (11.2). 
Vi 
Ekkor, m i n t az S. 1. e se t bizonyí tásánál lát tuk, m i n d e n f-re igaz. 
(11.1) xkyjgykxj f = l , 2 , . . . n . 
Tegyük fel, h o g y a szinguláris tábla bázisa éppen av a2 . . . am és a b e n n e 
szereplő megoldás 
s* = [ s v j 2 . . . sm, 0 ... 0] . 
T e h á t 
x(s) = y{s) = 0 . 
Képezzük m o s t a 
(*) 
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Az eljárás diagrammja. 
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megoldást, aho l A tetszőleges pozitív szám. A T. 3. eset bizonyí tásánál meg-
m u t a t t u k , h o g y az и megoldás lehetséges. 
(10.14) min t á j á r a b e l á t h a t j u k , hogy 
(11.3) v(u) = 
x(s) — Xxk _xk 
УФ)-Яу
к
 У к 
Most m e g m u t a t j u k , hogy a z и megoldás opt imál is is. Azaz ha 
Z* = [Zy, z2 . . . zn] 
egy tetszőleges lehetséges megoldás, amely re vona tkozóan 
y(z) > 0 , 
akkor 
(11.5) v(u) te v(z). 
Szorozzuk ugyan i s a (11.1) egyenlőtlenség mindké t o lda lá t z,-vel és összegezzük 
г = 1-től г = те-ig 
n n 
( i l -«) xk 2VÍzí ^ yk 2 x Í z Í 
i=1 i=I 
n 
2 á t a l a k í t h a t j u k a (10.7) m i n t á j á r a . 
i = 1 
n 
2 У1 = y(s) - y{z) = - y(z) . 
1 = 1 
Hasonló m ó d o n 
n 
2 2/ == — X{Z) . 
i=l 
Tehát (11.6) így alakul 
— xky(z) te — ykx(z). 
Illetőleg f igyelembe véve, h o g y yk < 0 és y{z) > 0 
xk ^ x(z)  
Ук ~ УФ) ' 
Tehát — (11.3)-ra t e k i n t e t t e l — (11.5) igaz, a (11.4) a l a t t i megoldás opt imál is . 
Ezzel beb izony í to t t uk az S. 2. ese t re vonatkozó á l l í tásunkat és egyben 
megadtuk egy optimális megoldás előál l í tásának m ó d j á t is. Mindezzel igazolást 
nyert a I I I . existencia t é t e l is. 
12. Kiegészítések 
E b b e n a fejezetben bizonyítás né lkü l kiegészítő t á j ékoz ta tás t , illetőleg 
megoldást k ívánunk a d n i a hiperbolikus programozás során fellépő n é h á n y 
problémához. 
A degeneráció esete. A degeneráció az A mát r ix oszlopvektorai á l t a l gene-
rált poliédernek és az a0 vek tornak kölcsönös térbel i elhelyezkedésén múl ik , 
az pedig a hiperbolikus programozás ese tén sem más, m i n t a lineáris p rog ramo-
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zásnál . Fel tehető t ehá t , hogy a C H A R N E S á l ta l kidolgozott per turbációs mód-
szer segítségével [2] á l ta lában meg lehet o ldan i a hiperbolikus programozás 
során degeneráció m i a t t fellépő p rob lémáka t is. Fel kell h í v n u n k azonban a 
f igye lmet arra , hogy degeneráció esetén a szinguláris táb lák kezelése bonyo-
lu l t abbá válik, amenny iben a fe lada t megoldásához esetleg csak több egymás t 
köve tő szinguláris táb la kiszámítása ú t j á n lehet el jutni . Megvizsgálandó még, 
hogy ez esetben a per turbációs e l járás alkalmas-e a „kö rben já r á s " elkerülésére. 
A kibővített feladat. Abban az esetben, ha az eredeti fel tételek közö t t 
nemcsak 
ailUl + ai2U2 + • • • + ainur. — <2,0 4 0 





 + al2u2 + . . . + ainun — a10 = 0 
a l a k ú egyenletek is szerepelnek, a fe lada to t 
A a <L a0 
alakról 
A M + E R = a0 
a l a k r a hozzuk. I l y módon könnyen nyerünk induló megoldást és biz tosí t juk 
a k ibőví te t t [AE] m á t r i x sorvektorainak lineáris függetlenségét. 
Ily módon azonban a fe lada t nem az eredet i L ha lmazon, hanem egy 
k ibőv í t e t t L' ha lmazon van értelmezve. H a a jv j2, ... s zámú sorokban 
eredeti leg egyenletek (és nem egyenlőtlenségek) voltak, a k k o r ahhoz, hogy 
opt imál is megoldást csak az eredeti L halmazon kaphassunk, biztosítani kell 
a z t , hogy az opt imális megoldásban 
legyenek. Ebből a célból a max imálandó f ü g g v é n y t a következő alakra kell 
hozni 
v = + c2ra2 - .. . + cnun — N t j l — ... —Ntj, — c0 
d1u1 + d2u2+ ... + dn utl — d0 
ahol N egy igen n a g y pozitív szám. Az N numer ikus ér tékének megha tá rozá-
sára — mint a l ineáris programozásnál — e z ú t t a l sincs szükség. A szimplex 
t á b l á t viszont k é t sorral ki kell bőví teni , amelyek N e g y ü t t h a t ó j á t t a r t a l -
mazzák az xt, illetőleg a t, kifejezésekben. 
Az összes optimális megoldás. Az összes opt imális pontok a hiperbolikus 
programozásnál o lyan konvex ha lmaz t a lkotnak , mely véges s zámú extremális 
p o n t t a l rendelkezik. (Az S. 2. szinguláris esetben azonban az opt imál is pontok 
halmazához nem ta r toz ik extremál is pont , ugyanis az op t imum halmazt rész-
b e n végtelen távol i pontok, részben szinguláris pon tok generál ják.) 
Az összes opt imális megoldások meghatározásának módszeré t csak a r r a 
az esetre i smer te t jük , ha az optimális pontok ha lmaza korlátos. H a az ismer-
t e t e n d ő eljárás során olyan optimális táblához ju tunk , amelyben van olyan 
vek tor , amelyre í, = 0 és a koord iná tá i mind nem pozitívek, a k k o r az opt i -
mális pontok ha lmaza nem korlátos. Ez a k r i t é r ium érvényes a k k o r is, ha az 
összes optimális pon t meghatározása során szinguláris t áb lához ju tunk . 
(Az S. 2. esetben, min t t u d j u k , az op t imum halmaz nem korlátos.) H a a 
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fentiekben leírt eset nem áll elő, akkor az összes optimális pontok halmaza 
korlátos. Az optimális pontok ha lmazának extremális pont ja i t ez esetben 
úgy kap juk meg, hogy egy optimális táblából ki indulva rendre bevon juk a 
bázisba mindazokat a vektorokat , amelyekre vonatkozólag í, = 0. Ezenköz-
ben kapha tunk szinguláris táblákat is, a továbbiakban ezeket is figyelembe 
kell venni. Az összes optimális megoldást a leírt módon nyerhető összes táb-
lákból ve t t megoldások konvex lineáris kombinációjaként kapjuk, azzal a 
megszorítással, hogy nem lehet minden nem szinguláris táblából nyert 
megoldás együt tha tó ja 0. 
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Az összes optimális pontok ha lmazának képe lehet: 
a) az R halmaz egy extremális pontja (6a. sz. ábra); 
b) az R halmaz két szomszédos extremális pon t j á t összekötő zárt egye-
nes szakasz(6ó sz. ábra) ; 
c) Az R halmaz egy extremális pontjából kiinduló félsugár (6c sz. ábra) ; 
d) az origót az R halmaz egy extremális pont jáva l összekötő félig nyílt 
szakasz (4a ábra); 
e) az origóból kiinduló nyí l t félsugár (46 ábra). 
A c) és e) esetek csak akkor á l lhatnak elő, ha az L halmaz nem korlátos. 
Л d) és ej esetek akkor és csak a k k o r állnak elő, ha az optimális táblák közöt t 
van szinguláris. 
(Beérkezett : 1959. július 21.) 
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The linear f rac t ional funct ion of an n -vector u 
с* и — c0 
v(u) = — 
(I* и — d0 
is t o be maximized on the set 
L={u Au A a0, и ^ o). 
This problem, named by the a u t h o r hyperbolic programming, is solved in 
this paper by slightly modifying the simplex method. Chapter 6 con-
tains t he algorithm suitable to solve t he „simple" case, if the set L is bounded 
and t he denominator is positive on t h e entire set L . The vectors characterized 
by i, > 0 are to be p u t into the basis one a f te r another. The number of the 
operat ions needed is hardly larger t h a n the same for the similar linear pro-
gramming problem. 
In Chapters 7—11 the problem is discussed in general f rom the point of 
view of the existence of a finite maximum. In Chap. 11 a singular case is 
solved, a case in which enumerator and denominator have common 0-places. 
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of the set L on the two dimensional plane. 
Some remarks are attached about degeneracy, enlarged problem and 
all optimal solutions. 
Г И П Е Р Б О Л И Ч Е С К О Е П Р О Г Р А М М И Р О В А Н И Е 
В. M A R T O S 
Резюме 
Ищем максимум линейной дробной функции вектора и п компонентов 
v(u) = с* и — с0 
d * и — dn 
на множестве 
L = {и I Au ^ «0, а > о}. 
Эта задача, которую автор называет гиперболическим программированием, 
решена в статье с помощью несколько измененного симплексного метода. 
Глава II п. 6 содержит алгорифм, подходящий для решения той простой 
задачи, когда множество L ограничено и знаменатель на всем множетве L 
положителен. Нужно ввести в базис последовательно те вектора, для кото-
рых i,- > 0. Число необходимых действий еле больше, чем у подобных задач 
линейного программирования. 
Глава III рассматривает задачу в общности, с точки зрения существо-
вания конечного максимума. П. И содержит решение сингулярного случая, 
когда числитель и знаменатель имеют общий корень. 
Все рассмотренные проблемы геометрически иллюстрирует следу-
ющее соответствие множества L на плоскость двух измерения: 
w = 
Статья закопчивается с некоторыми замечаниями о дегенерации, о 





A STACIONÁRIUS FOLYAMATOK EGY TEXTILIPARBAN 
HASZNÁLATOS JELLEMZŐJE 
T A N K Ó J Ó Z S E F 1 
Bevezetés 
A textilipari tudományos ku ta tásban és annak irodalmában a stacioná-
rius folyamatok elméletének egyes fejezeteit és a folyamatok bizonyos jellem-
zőit igen gyakran használják. Főként fonodái termékek egyenetlenségi tulaj-
donságainak vizsgálatában használnak sok olyan fogalmat és jellemzőt, ame-
lyek a stacionárius folyamatok jellemzőivel kapcsolatosak, vagy sokszor azzal 
megegyeznek. Általában a fonodái termékeknek minden keresztmetszet szerint 
alakuló jellemzőjére teljesülnek a gyakorlatban azok a feltételek, amelyek biz-
tosí t ják, hogy azt stacionárius fo lyamat realizációjaként tekinthessük. A leg-
gyakrabban vizsgált i lyen tulajdonságok: 
A keresztmetszetien levő szálkeresztmetszetek száma. 
A keresztmetszet területe. 
Az ún. keresztmetszeti tömeg, mely alatt 
M _ l i m t t ± M 
M—o A t 
határér téket értik, ahol g(t -f- A t) a (t, t -f- A t) termékdarab súlya. g(t) 
helyett a gyakorlatban sokszor valamilyen elég kis liosszegységet használva, 
az egységnyi darabok súlyát veszik. 
Ezenkívül más, pl. a keresztmetszeti tömeggel arányos jellemzők. 
Hogy e jellemzők stacionárius folyamatok realizációjaként foghatók fel, 
a gyártási folyamat jellegéből következik. A kuta tók különféle felépítésű elmé-
leti modelleket konstruál tak a fonodái termékek egyes fajtáira. Többféle, sta-
cionárius folyamatot előállító modellnél a valóságos termékkel jó megegyezést 
kaptak (1. pl. [ 8 - 1 1 ] ) . 
í gy természetes, hogy a fonodái termékek jellemzésére használt fogalmak 
legtöbbjének megfelelőjét a stacionárius folyamatok elméletében szintén meg-
talál juk, vagy ugyancsak definiálhatjuk. 
A fonodái te rmék finomságát jellemző, annak átlagos vastagságával 
arányos mennyiségek a stacionárius fo lyamat várható értékével kapcsolatosak. 
A fonodái termékek egyenetlenségi mértékeként használatos ún. ,,teljes varian-
cia" nem más, mint az általa realizált stacionárius folyamat második momen-
tumának (szórásnégyzet) becslése. A lcorrelogram a stacionárius fo lyamat kor-
Texti l ipar i K u t a t ó Intézet . 
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reláció-függvényével, a spektrogram a folyamat spektrális sűrűségfüggvényével 
azonos. 
Használnak azonban a texti lszakemberek a fonodái te rmékek jellem-
zésére olyan fogalmakat is, amelyeket a stacionárius folyamatok elméletében 
nem szoktak tárgyalni . Ezeket a fogalmakat a text i l iparban „hossz-egyenlőt-
lenség", vagy „hossz-variancia" néven ismerik. A fogalmakat először, mint 
empirikus fogalmakat írták le és definícióit csak a mérési és számítási utasí-
tások ta r ta lmazták . A fogalmak, min t empirikus fogalmak is, csak egy-két 
évt izede használatosak. Ma már azonban hasznosságuk folytán használatuk 
anny i r a el ter jedt és általános, hogy hasznosnak mutatkozik elméleti meg-
fogalmazásuk is. Ezzel több text i l ipar i tudományos kuta tó próbálkozott 
több-kevesebb sikerrel, azonban egyikőjük sem végezte el a fogalmak beillesz-
tését a stacionárius folyamatok elméletébe (1. pl. [4]). Tudomásom szerint 
a matemat ikusok is csak s ta t iszt ikai szempontból végeztek vizsgálatokat 
(1. pl. [1] és a n n a k irodalmi hivatkozásait) , melyek tu la jdonképpen az empi-
r ikus fogalom matemat ika i s tat iszt ikai értékelésével foglalkozik és az empi-
r ikus fogalom nem azonos az elméleti fogalommal, amelyet e cikkben tárgyalni 
k ívánunk. 
E cikk célja az ún. „hossz-variancia" fogalmak t isztán matemat ikai 
definíciója a stacionárius fo lyamatok elméletébe beillesztve. 
Az 1. §-ban definiáljuk a stacionárius fo lyamatot és még néhány szük-
séges fogalmat, továbbá néhány ismert tételt idézünk, amelyekre a későbbi 
tárgyalásban szükségünk lesz. A 2. §-ban az ún. mozgó átlag fogalmát defi-
niá l juk, amelyre a 3. §-ban lesz szükség az „ál ta lános hossz-variancia" definí-
ciójához és bizonyos formulák levezetéséhez. A 4. §-ban az ún. „belső- és külső-
var ianeia" foga lmakat definiáljuk, az 5. §-ban a „hossz-variancia" fogalmak 
egy összefüggésének feltételére vonatkozó tétel t bizonyítunk. A 6. § a „hossz-
var ianciák" összefüggéseinek összefoglalását és azoknak a stacionárius folya-
ma t többi jellemzőivel való összefüggését ta r ta lmazza , míg a 7. §-ban néhány 
példa szerepel korrelogram, spektrogram és belső-variancia görbére. 
1. §. Szükséges fogalmak, tételek és feltevések 
Az alább következő definíciók és tételek megtalálhatók [5] cikkben és 
[12—141 könyvekben, így később a hivatkozásokat mellőzni fogjuk és a tételek 
bizonyítását e lhagyjuk. 
1.1. Definíció. Sztochasztikus folyamat. 
Sztochasztikus folyamatnak nevezzük valamely ü ={co} elemi esemény-
téren értelmezett valószínűségi változók egyparaméteres | ( í , oo) sokaságát, 1 
T = {/} paraméterhalmazt megadva. Jelölése 
{S(t,œ), t+T, w£Q}. 
A következőkben csak valós ér tékű fo lyamatra szorítkozunk. 
1.2. Definíció. Realizáció. 
{£(<,«). t £ T , to £ í}} sztochasztikus fo lyamat minden rögzí tet t ér té-
kénél definiálja í-nek egy valós függvényét . E közönséges függvényeket a 
fo lyamat realizáció függvényeinek, vagy röviden realizációinak nevezzük. 
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A következőkben feltételezzük, hogy T = {— oo < t < 00} a paramé-
te r t é r és a sztochasztikus fo lyamato t egyszerűen £(í)-vel, realizációját pedig 
X(í)-vel fogjuk jelölni. X(t) t ehá t egy valós é r t ékű valós változós függvény. 
Valamely £(í) sztochasztikus fo lyama t megadásának egyik m ó d j a az, 
hogy megad ják minden n természetes számhoz és min t T-beli tx, . . ., tn para-
méter 7i-eshez £ ( t j , . . . , £(í„) valószínűségi változók együt tes 7/-dimenziós 
eloszlását. 
Fu и (Ух, . •. . Уп) = P № < Vi , г = 1, . . . , n) 
valószínűségeket — 00 < yt < 00, i = 1, . . ., n valós ér tékekre. Ezen eloszlás-
függvényeknek ki kell elégíteniök bizonyos fel tételeket . 
1.3. Definíció. Momentumok. 
Szükségünk lesz a következő m o m e n t u m o k r a : 
(1-3.1) m(t,) = M {£(*,)} = J ydy Fu(y), i = 1, ..., n 
—00 
a £(t) v á r h a t ó ér téke a í, helyen, fel téve, hogy a szereplő integrál létezik. 
£(?) vegyes második centrális momen tuma , 
M [(£(*>) - m(tj) ( ! ( í 2 ) - 7 7 i ( í 2 ) ) ] = R(tv t2) = 
( 1 . 3 . 2 ) = J + J (yx - m(tj)(y2 - m(tj) d*iy2 Fhti(yv y j 
kétvál tozós függvény £(í) kovar iancia-függvénye és £(<) t iszta második cent-
rális momentuma , a 
( 1 . 3 . 3 ) M [ ( А Д - m(t)Y] = a2(t) = ~f(y—m(t))2dy Fu(y) 
— 00 
egyváltozós függvény £(?) var iancia-függvénye és végül 
( 1 . 3 . 4 ) R ( I „ G = Ä 
a(tj a(tj 
kétvál tozós függvény £(£) korrelációfüggvénye vagy korrelogramja. 
1.4. Definíció. Konvergencia fogalmak. 
{£„, n = 1, 2, . . .} valószínűségi változók sorozatáról azt mond juk , hogy 
négyzetes középben £ valószínűségi vál tozóhoz t a r t , ha n -> 00, jelölésben 
l . i .m £„ = £, 
Tl~*~ 00 
ha 
lim M {[£ — £n]2} = 0 
és azt mond juk , hogy 1 valószínűséggel t a r t £-hez, ha 
l im £„ = £ 
n— 00 
m a j d n e m minden co-ra. 
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1.5. Definíció. Folytonosság. 
I ( t ) sztochasztikus fo lyamato t egy valószínűséggel folytonosnak nevez-
zük, ha 
(1.5.1) lim £(s) = £(í) 
s—t 
1 valószínűséggel és négyzetes középben folytonosnak, ha 
(1.5.2) l . i . m £ ( s ) = £ ( í ) . 
s—t 
1.6. Definíció. Sztochasztikus integrál. 
Legyen | ( í ) sztochasztikus folyamat mérhe tő és A a T-nek mérhető 
részhalmaza, a k k o r 
(1.6.1) l(A) = $£(t)dt 
À 
integrál t , mely szintén valószínűségi változó, sztochasztikus integrálnak nevez-
zük és a következőképpen def iniá l juk: 1(A) valószínűségi változó lehetséges 
ér tékei legyenek a £{t) lehetséges realizációi mentén vet t közönséges Lebesgue 
integrálok. 
1.1. Tétel. H a a £(í) sztochasztikus fo lyamat ra igaz, hogy 
a) realizációi balról folytonosak, 
b) négyzetes középben folytonos, 
a k k o r £(í) f o lyama t 
a) 1 valószínűséggel folytonos, 
b) mérhető.2 
1.2. Tétel. Az integrál és várható érték felcserélhetősége. 
Ha £(í, cc) sztochasztikus fo lyamat két vál tozójának mérhető függvénye, 
a k k o r a fo lyamat majdnem m i n d n x(t) realizációja mérhető, ha M{|(í)} léte-
zik minden t £ T- re , ez í-nek Lebesgue-mérhető függvénye és ha Ad T Lebesgue-
mórhető halmazon 
J M ( |£(í) |}dí < cx,, 
À 
a k k o r A ha lmazon majdnem minden realizáció Lebesgue-integrálható és 
M { J | ( í ) d í } = j M {£(/)} d í . 
À À 
Az 1. 1. t é t e l a) és b) feltételei biztosít ják 1-2. tétel fennállását . 
2
 A mérhe tősége t a /-szerint i Lebesgue- és az eo-szerinti valószínűségi m é r t é k 
d i r e k t szorzata szer in t kell é r ten i . 
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1.7. Definíció. Szűkebb értelemben stacionárius folyamat. 
I(í) sz tochaszt ikus f o l y a m a t o t szűkebb ér te lemben s tac ionár ius fo lya -
m a t n a k nevezzük, ha re-dimenziós eloszlásai invar iánsak tx, ...,tn F - b e l i 
együt tes e l tolásával szemben, vagyis 
Fh+r u+ÁVv ...,yn) = F и и(У i - • • • > Уп) 
minden га-re és — oo < r , tv . .., tn < oo é r t ékekre . 
1.3. Tétel. Stacionárius folyamat momentumai. 
Н а I ( t ) szűkebb ér te lemben stacionárius fo lyama tnak lé teznek momen-
tumai , azok í-nek eggyel kevesebb-változós függvénye i , min t nem-s tac ionár ius 
esetben. 
Speciálisan tx = t és t2 = t -f- r vá lasz tásáva l 
R(tx, t2) = R(T), 
ha létezik, azaz csak egy vál tozó függvénye. 
Ugyanekkor 
ff2/) = a2 
és 
m(t) = m 
konstansok, ha léteznek. 
1.4. Tétel. Stacionárius folyamat függvényei. 
На I / ) szűkebb ér te lemben stacionárius fo lyama t , me lynek első és máso-
dik m o m e n t u m a i léteznek, a k k o r | / ) alábbi f üggvénye i is s z ű k e b b ér te lemben 
s tacionáriusak, t ovábbá , ha í / ) - r e 1.1. tétel a) , b) feltételei te l jesülnek, a k k o r 
e feltételek te l jesülnek f / ) köve tkező t ípusú függvényei re is: 
y1(t) = t ( t ) - v , 
ahol t] tetszőleges valószínűségi változó, 
Yëf) = Y(t), 
y3(Ü = Ш + T), — OO < T < oo, 
és 
t+T 
Yi(t) = J £(») du, — oo < T < oo • 
í 
A té te l könnyen igazolható és a té tel á l l í t ásá t a későbbi § -okban ki fog juk 
használni. 
1.8. Definíció. Tágabb értelemben stacionárius folyamat. 
Ha £ / ) sz tochaszt ikus f o l y a m a t n á l m(t), ff2/) léteznek és 
( 1 . 8 . 1 ) m(t) = m, 
(1.8.2) a 2 / ) = ff2 
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konstansok, továbbá 
(1.8.3) B(tv t2) = R(ta - tx) 
csak a két változó különbségétől függ, akkor £(t) folyamatot tágabb értelem-
ben stacionárius folyamatnak nevezzük. 
Megjegyezzük, hogy ha £(t) szűkebb értelemben stacionárius és (1.8.1), 
(1.8.2) léteznek, akkor t ágabb értelemben is stacionárius, de fordí tva nem 
következik tágabb értelemben vett stacionaritásból a szűkebb értelemben 
vett stacionaritás. Gauss-folyamatnál, vagyis amikor minden tx, t2, ...,tn 
esetén a 1(G), £(t2), . . . , |(í„) változók együttes eloszlása normális, a staciona-
ritás két definíciója azonban ekvivalens. 
1.5. Tétel. Kovariancia függvény folytonossága. 
Ha £(t) folyamat t ágabb értelemben stacionárius és ha 
akkor R(x) kovariancia-függvény mindenü t t folytonos. Ha R{x) a r = 0-ban 
folytonos, akkor R(t) mindenüt t folytonos és (1.5.1) igaz. 
1.6. Tétel. R(T) tulajdonságai. 
Ha R(x) egy stacionárius folyamat kovariancia-függvénye, akkor igazak 
a következők : 
1. R( — r) =R(T), 
2. R{ 0) = a2, 
3. \R(r)\^R(0), 
4. lia £(t) négyzetes középben folytonos, akkor R(x) pozitív définit, 
vagyis folytonos és bármely N; {Q, . . ., tN}ÇT\ oq, .. ., aN valós számokra 
1.5 .1) limf(e) = f(f) . 
N 
2 R(tm-tm)anan^ 0, 
5. mivel R(x) pozi t ív définit és folytonos, következik, hogy 
R{x) = [ cos ArdG(A) 
vagy akár 
00 
R(r) = f cos Ar F(A), 
6 
ahol G(A) és F(á) monoton nem-csökkenő, korlátos függvények, 
OO ^ 
6. ha még az is igaz, hogy f |Д(т)| d x < oo, akkor G(A) és F(X) folyto-
00 
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nosan differenciálhatók, vagyis R(t) előállítható: 
со ^^ 





R(r) = J cos AT- /(A) d A 
о 
£ ( A ) = [ G ( A ) ] ' - O O < A < O O , 
/(A) = [Â(A)] ' 0 ^ A < OO , 
g(X) = — I cos Ar • R(t) dr — oo ^ A < 
Ж 
/(A) = — ( cos Ar • R(r)dx 
Ж j 
0 ^ A<oo . 
1.9. Definíció. Spektrogram. 
Ha g().) és /А)) függvények £(?)-nél léteznek, akkor 




(19.2) /(А) = Ш 0 ^ А < о о 
о* 
függvényeket £(?) stacionárius folyamat spektrális sűrűség függvényeinek 
vagy spektrogramjainak nevezzük. 
Az előző tételből következik, liogy g(A) és /(A) az r(r) korrelogrammal 
a következőképpen fejezhető ki 
oo 




(1.9.4) /(A) = éL J cos Ar • г(т) d r , 0 ^ A < o o . 
о 
Míg g(X) a — ° ° < A < ° ° számegyenesen értelmezett függvény, /(A) a 
О A A < oo félegyenesen van értelmezve és ot t / (A) = 2g(X). Mindket tő a s a j á t 
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értelmezési t a r tományán sűrűségfüggvény, azaz g(X) ^ 0 , — °° < A < és 
f(X) g 9, 0 ^ X < oo, t o v á b b á 
]g(X)dX= <jf(X)dX= 1. 
oo 0 
1.7. Tétel. Ergodikus tulajdonság. 
Tegyük fel, hogy £(7) szűkebb értelemben stacionárius folyamat, melynek 
első két momentuma létezik és R(r) -+>- 0, ha г -> » , 
Ekkor 
T 
m = M {£(7)} = lim — I £(7)d7 
т - » Г J 
о 
1 valószínűséggel, vagyis majdnem minden realizációra. 
E té te l t ergod-tétel néven használják és bizonyítással együtt megtalál-
ható pl. (13)-ban. 
Természetesen £(7) fo lyamat 1.4. té te lben szereplő függvényeire is á l ta-
lánosítható a tétel, amikor is a feltételeket e stacionárius folyamatokra kell 
kikötni. 
Feltételezések. Tegyük fel az egész további tárgyalás folyamán, hogy a 
következő feltételezések teljesülnek: 
F I . £(7) mindig — oo < í < oo paraméter té ren ér te lmezet t valós é r tékű 
szűkebb értelemben s tacionárius folyamatot jelöl és x(t) ennek egy realizá-
ciója. 
F2. M {£(7)} = m; M {[£(7) - m]2} = о2 . 
és 
M {[£(7) - m ] + r) - m]} = R(r), — ° ° < r < °° 
momentumok léteznek, azaz £(t) tágabb értelemben is stacionárius. 
F3. |(7) realizációi balról folytonosak. 
F4. £(7) négyzetes középben folytonos. 
F5. lim R(T) = 0. 
T— oo 
F6. Ç\R(x)\dx < oo. 
— oo 
Könnyen ellenőrizhető, hogy e feltételek mellett az előzőleg szereplő 
tételek feltételei teljesülnek, ily módon a tételek állításai igazak. Vagyis £(7)-re 
még teljesül, hogy 
a) mérhető, 
b) 1 valószínűséggel folytonos, 
c) sztochasztikusan integrálható bármely véges intervallumon, 
d) integrálás és v á r h a t ó érték-képzés sorrendje felcserélhető, 
e) R( r) folytonos, 
f) f(X) és g(X) spektrál is sűrűség-függvények léteznek, 
g) a £(7) 1.4. té telbel i függvényei szintén szűkebb értelemben stacioná-
riusak és azokra is igaz az 1.1. tétel. 
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2. §. Az egyszeres és kétszeres mozgó átlag és jellemzői 
A „hossz-variancia" fogalmak definíciójában szükségünk lesz az alább 
definiált ké t fogalomra. 
2.1. Definíció. Definiál juk a következő fo lyamatot : 
u+l 
( 2 . 1 ) 
Ш ÍJ f («) ds 
ahol 0 ^ 1 < oo és az integrál (1.6) szerinti sztochasztikus integrál. £t(u) folya-
mato t £(t) mozgó át lagának nevezzük. Az 1.4. tétel szerint ez is egy szűkebb 
értelemben stacionárius folyamat , melyre az 1. § végén ado t t F l —F6. fel-
tételezések teljesülnek. 
2.1. Tétel. £,(w) és £(t) jellemzői között fennállnak a következő összefüggések : 
M {£,(«)} = m, = m , 
( 2 . 2 ) 
I 
M {[£,(«) - m,]2} =of = ~ [ (l-T')r(T')dr' 
M {[£,(«) - То;] [£,(u + TX) - то,]} = ф у ) = 
= — I ( l - r') [r(Ty - г') + r(r, + T')] d т' 
l ai. 
2 Ç a2 
— eos Яу Ту • фу) d Ту= f,(Xy) = 
л J а, 
Яу1 2 
s l n _ 2 
Яу1 m -
Bizonyítás. Az 1.2. és 1.4. tételek értelmében a következőkben a vá rha tó 
érték ós integrál felcserélhető. (2.1) a lap ján 
то, 
u+l u+l u+l 
M j* f(e)rfej. = i j M { f ( s ) } d s = y j mds = m. 
Határozzuk meg először RjTy) = af • r,(ty) kovariancia-függvényt . 
u + l u+T,+l 
= м / B,( Ту)  M 
1 
~ P 
j J £ (s) ds-m y J £(t) dt— m J = 
и ы + т , 
U + l U + 1,+ 1 
R(s — t) dt ds , J 
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s=s és s — t = x helyettesítéssel 
U+l U + T, + í—s 
R(x)dr, J J * J' l2 
и U+x,—s 
a z integrációs t a r t o m á n y t f e lbon tva és az integrálások sor rend jé t felcserélve, 
T, u + l T, + I U + / + T,-r 
= i J Rix)dx J + - J R(T)dT j ds = 
r ; u+T,—T T, u 
X, T,+l 
= ^ J (l-T1 + T)R(T)dr + ± j (l + T 1 - T ) Ä ( T ) dx, 
a z első in tegrá lban xx — x = r ' a másodikban r — rx = r ' helyettesí téseket 
végezve 
; / 
= A j (I _
 T ' ) ^ ( t j — r ' ) d t ' + ^ ) (Z - x') R(xx + x') dx' = 
о о 
i 
= ç J (Z - f ) [ ó n + T') + - T')] d T'. 
0 






következik гДгД (2.2) a l a t t i fo rmulá ja is. 
Könnyen belátható, h o g y F6. fel tétel d2,(r)-ra is teljesül, ezért (1.9.3) 
formula a l a p j á n 
со 
íZí(^i) = — I ri(ri) c o s Axxxdxx, — oo < Aj < oo . 
л J 
00 
A már b izonyí to t t r,(xx) kép le te t behelyet tesí tve 
oo ( 
1 Г а2 Г 
9,(K) = — — (l-x')[r(xx + x')+ r(xx-x')]cosAxxxdx'dxx = 
Л ) l2Of ) 
oo 0 
/ 00 oo 
= Г (Z — т') — ( r(T i + T ' ) c o s К r\d xx -+- — j r(xx — x') cos Axxxdxx 
l2 a2 J л ) л J 
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a belső első integrálban т
х
 + r ' = r, a másodikban т
х
 — r ' = г helyettesítést 
végezve és a ké t belső integrál t összevonva 
^ J ^ j i j + H c o s I , j(t — P) -f- cos Xx (t + t ' ) ] d xl dP , 
felhasználva, hogy cos (a — ß) -f- cos (a + ß) = 2 cos a cos ß, 
i 
= - — (I — P) cos LP l — I r(r) cos A, r d r l d P = 
Z2a? J 1 71 J / 
2 ff2 f 
g(X.) (I — P) cosX, P d r ' . 
Parciálisan integrálva 
/ ; 
г sin X P 1 1 
( Z - T O C O S A ^ T ' ^ ( Z - T ' ) ^ = - A _ z I i -| I sinA1T /(Zr' = 
К J 
1 — cos Ax Z 
A kapott e redményt behelyettesítve 
2 sin2 4 
=




г . Ki 
s i n - ~ 
cr2 2 
«f Ax Z 
2 
g(Xx) — oo< A < oo . 
í g y az 1.9. definíciót követő megjegyzés értelmében, mely szerint /(A) = 








0 ^ Ax < oo . 
Ezzel 2.1. té tel (2.2) formuláit bebizonyítottuk. 
2.2 Definíció. Játssza most £(t) szerepét £t(u) és definiál juk ennek mozgó 
át lagát 
v+L 
(2.3) Si,L(V) = j f Ш du 
folyamatot, ahol 0 fS L < oo, az integrál a (2.1)-hez hasonlóan értendő és ezt 
£(t) kétszeres mozgó át lagának nevezzük. 
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|,(ra)-hoz hasonlóan K.L(v) Is е£У szűkebb értelemben stacionárius folya-
mat bármely 0 ^ 1 < » , 0 ^ L < oo paraméterekre, továbbá £lL(v)-ve is 
teljesülnek F l —F6. feltételek". 
2.2. Tétel..
 L(v) és | (t) jellemzői között fennállnak a következő összefüggések : 
ml
 L = m, 
4L 
2 а2 С 
P L 2 
J (L - и ) J ( / - r ' ) [r(Tj + r') + »•(+ - r ' ) ] cZr'dTj , 
L-. I 
r,.t(T.) = ^ т т т f - Ti) í (* - M*2 + П + * ' ) .+ 
(2.4) l L ai,L J J v
 '
 1
 о о 
+ r(r2 + Tj — t ' ) + r(r2 — rr + r') + r(T2 — rx — r')] d x' d , 
. L L 
s i n - -
2 
Г . L I 
sin-^— ff2 




Bizonyítás. Nyilvánvalóan | ( L(ra) jellemzői pontosan úgy függnek össze |,(ra) jellemzőivel, mint |;(ra) jellemzői | ( í) jellemzőivel. I ly módon (2.2) for-
mulákat szukcesszive alkalmazva (2.4) formulákat fogjuk kapni. 
3. §. Az általános hossz-variancia 
Az összes hossz-variancia néven összefoglalt fogalom származtatható az 
általános hossz-variancia fogalmából, mint annak speciális esete. Ezért először 
az utóbbi fogalmat tárgyaljuk. 
Az általános hossz-variancia definíciója előtt a következő megállapítá-
sokat tesszük: 
A (2.1) szerint definiált !,(«) mozgó átlag-folyamat négyzete, ff (a) az 
1.4. tétel értelmében szintén szűkebb értelemben stacionárius. 
Hasonlóképpen (2.3) szerint definiált f ,
 L(v) folyamat négyzete | f i L ( v ) is 
szűkebb értelemben stacionárius. 
Képezzük 
v+L 





L j m+ - +dv+du 
v 
folyamatot . Ezt nevezhetnénk |;(ra) „mozgó varianciájának" is. 
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3.1. Tétel. y}L(v) várható értéke létezik és a következő formula adja : 
(3.2) M {r)f,L(v)} = o 2 - < r 2 L , 
ahol a jobboldali tagok ft(tt), illetve Ç,iL{v) (2.2), illetve (2.4) alatti varianoiája. 
Bizonyítás. Indul junk ki y\L(v) (3.1) formulájának következő alakjából: 
v+L 
• n l d v ) = l L f ft (3.3) nlL(v) = I I tf(u)du-ftL(v) . 






= i j' M [$(u)}du- M { f t L H } = 
V 
v+L 
= — J (ft + ni}) du — ( f t L + m'fL) = a} - ofL . 
Q. e. d. 
3. Definíció. rj}L(v) várható ér tékét |(?) szűkebb értelemben stacionárius 
folyamat általános hossz-varianciafüggvényének nevezzük és C2(/, X)-el jelöljük, 
vagyis 
(3.4) C2{l,L) = M {rfî}L(v)}. 
A 3.1. tétel szerint C2(l, L) létezik és 
(3.5) C2(l, L) = a} — afL . 
A (3.5) kifejezés és (2.2) és (2.4) formulák következménye az alábbi 
tétel. 
3.2. Tétel. C2(l, L) a |(?) folyamat jellemzőivel a következőképpen fejezhető 
ki : 
L i 
C2(l, L) = Ж j
 {L _ T i ) J {i _ T-) [ 2 r (T-) _ r(rx + t') - r(Tx - r')] d r' d rx . 
Ó 0 
(3.6) 
Bizonyítás. (3.5)-be (2.2), illetve (2.4) megfelelő formuláját behelyette-
sítve 
; L i 
C»(Z> X) = ^ J (i - r') r(x')dx' - Ж J (X _
 T i ) j _ T-) [ r ( T l + T') + 
0 0 0 
+ ftü - т')] d Tj . 
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Felhasználva, hogy 
L 
j (L — q) dx1 = —, 
о 
a két integrált összevonhatjuk és adódik a (3.6) formula. 
Az általános hossz-variancia, mint empirikus fogalom kap t a a nevét . 
Amikor ugyanis még nem ál lot tak rendelkezésre műszerek C2(l, L) meghatá-
rozására a termék, mint realizáció alapján, ennek egy statisztikai becslését a 
következőképpen kapták. A fonodái termékből kimetszettek L hosszú darabot 
véletlenszerűen és ezt feldarabolták l hosszúságú részekre. Lemérték az l 
hosszú részek súlyát és ezt elosztották a hosszal. (Ha az L da rab (v, v + L), 
akkor az l darabok súly per hosszai megfeleltek £,(v), £,(v + ( ) , . . . mozgó 
á t lag „pontoknak".) E relatív súlyok varianciáját kiszámítva kapták C2(l, L) 
egy C\(l, L) empirikus értékét. Esetleg több L darabon ezt kiszámítva és át la-
golva kapták C2(l, L) becslést C2(l, L)-re. Ennek értéke függöt t mind l, mind 
L hossz választásától, továbbá varianciát képeztek és ezért nevezték hossz-
varianciának. A C2(l, L) becslés természetesen nem készülhetett a matematikai 
statisztika mintavételi szabályai szerint, mer t az l hosszú darabokat nem 
vehették egymástól függetlenül, hiszen előfordulhatott , hogy L alig nagyol/h 
i-nél, márpedig ahhoz, hogy a darab súlyát lemérjék, a te rméket effektive el 
kellett vágni. I t t e becslések statisztikai vizsgálatával nem foglalkozunk, lénye-
gében ezzel foglalkozik S T A N G E [ 1 ] cikkében, csak a realizáció nem fonodái 
termék, hanem kokszolható szén folyamatos gyártásánál a szén hamutar ta lma . 
A hamutartalom megállapításának módszereivel foglalkozik különféle minta-
vételi módozatok alapján. Meghatározott számú minta középértékének meg-
bízhatósági ha tá ra i t és e határok szűkítésének lehetőségeit vizsgálja. 
Ma már olyan műszerek állnak a text i l ipar rendelkezésére, melyek 
lehetővé teszik, hogy a termék mentén feldarabolás nélkül folyamatosan mér-
hető az l hosszú darabok relatív súlya, illetve azzal arányos mennyiség, és e 
műszerek legtöbbje a súlyok var ianciáját is meghatározza (1. pl. [2]). Többek 
között éppen a műszertechnika teszi szükségessé a fogalom matemat ikai vizs-
gálatát. A műszer természetesen a mozgó á t lagokat és azok var ianciáját egy 
konkrét termék által képviselt x(t) realizáció menten (pontosabban annak te t -
szőleges hosszú de véges szakaszán) tudja képezni. Tehát kihasználja, hogy 
bizonyos ergodikus tulajdonságok teljesülnek. Ezt a gyakorlatban hallgatóla-
gosan feltételezik. Az ergodikus tulajdonságok teljesülésének feltételeivel i t t 
nem foglalkozunk. Az 1.7. té te l alapján ezeket könnyen megfogalmazhat juk, 
a feltételek teljesülésének ellenőrzése viszont külön vizsgálatokat igényelne. 
4. §. A C2(l, L) általános hossz-variancia speciális esetei. 
Belső- és külső-variancia. Teljes variancia 
A C2(l, L) általános hossz-variancia speciális eseteiként még általáno-
sabban használatos hossz-variancia fogalmakhoz jutunk. Ezeket l 0, 
L -> oo és egyszerre l 0, L -> oo határesetekben kapjuk meg. 
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4.1. Definíció. £(7) szűkebb értelemben stacionárius folyamat belső-
var ianciájának nevezzük 
(4.1) F2(Z) = C2(0, L) = limC2(7, L) 
1—о 
határértéket, ha ez létezik és £(7) külső-var ianciájának nevezzük 
(4.2) B2(l) = C2(7, oo) = lim C2(7, L) 
L— CO 
határértéket, lia létezik. 
4.1. Tétel. Ha £(7) mindkét értelemben stacionárius folyamat r(x) korreláció 
függvénye folytonos (ez nyilvánvalóan ugyanazt jelenti, hogy fí(x) kovariancia-
függvénye folytonos), akkor 




(4.3) V2(L) = j* (L — r,) [1 — r ( r j ] d x, 
ó 
továbbá, ha lim r(x) = 0 , akkor 
Z — OO 




2 а2 Г 
(4.4) Щ1) = ~ 
t2 
о 
Bizonyítás. Számítsuk ki (4.1) l iatárértéket, C2(l, L) (3.6) formulájából 
kiindulva. 
(7 — t ' ) r(x') dx' . 
limC2(7, L) = 
i »0 
L l 
lim ~ J (L - r x ) [ (l - r ' ) [2 r(x') - Г(тг + x') - r(r, - x')] d x'dx, 
0 
( 
2 а2 Г 
L
 j (7 — r') [2 r(x') — r(xx + г') - г(тх — т')] é7 t' 
r 2 A L ~ T i ) l im — — -
L2 .1 Í-O 72 
о 
; 
2 ff2 j [2 r(r') - r(rx + г') - r f a - T ' ) ] D r' 
Z2 
(Z - r , ) lim d r . = 
J ° 2 7 
о 
L 
* * Г (Z - T j lim Z r i D - r ^ + D - r ^ - l )
 d 
L2 J i-o 2 
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Minthogy r(r) folytonos 
lim r(l) = r(0) = 1 
Z-0 
és 




2 А 2 Г 2 2 W T ) 
lim C'(l,L) = -— (L - т
х
) - - y A d r x = 




ü 2 " 
J ^ - T ^ l - r ^ ) ] ^ , 
így (4.3)-at bebizonyítottuk. Hasonlóan határozhat juk meg (4.2) határér tékét . 
lim C2(l,L) = 
Z . - 0 0 
L / 
= l i m ~ 2 J { L - r j J (/ — T ' ) [ 2 r ( r ' ) - r ( T 1 + T ' ) - r ( r 1 - T ' ) ] á T ' d r 1 = 
i 




Megjegyezzük, hogy F l — F6. feltételezéseinkből e tétel feltételei telje-
sülnek, így а tétel állítása igaz. 
4.2. Definíció. |(Z) t ágabb értelemben stacionárius folyamat teljes-varian-
ciájának nevezzük 
4.7) C2(0, oo) = lim C2(Z, L) 
о 
L-oo 
határértéket , ha ez létezik. 
4.2. Tétel. IIa £(Z) mindkét értelemben stacionárius, r(r) korreláció függ-
vénye folytonos és a i oo -ben eltűnik, akkor fennáll a kővetkező egyenlőségsor : 
limC2(Z, L) = lim V2(L) = lim ВЦ1) = ст2 , 
Z=0 L- oo í~0 
L - oo 
azaz 
(4.8) C2(0, oo) : F2(°°) = ß2(0) = a°- . 
Bizonyítás. Azt kell bebizonyítani, hogy 
lim V2(L) = u2 
L-oo 
é s 
l i m В 2 (Z) = ст2 . 
z - о 
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lim V2(L) = lim á A- Г (L - rx) [1 - /•(+)] dxx -
L-oo L-™ L2 J 
0 
2 a2 J [ 1 - / • ( + ) ] d r j 
= lim 
továbbá 
- 9 = lim a2 [1 - r (L)] = a 2 , 
L—»os 2 L L-* 00 
/ 
[ 2tr2 I r(x')dx' 




= lim a2 r(l) = a2, 
1-й 
amivel ál l í tásunkat igazoltuk. 
Hasonló módszerrel bebizonyíthatók (4.2) tétel feltétele alapján, hogy 
(4.9) F2(0) = B2(°°) = C2(0, 0) = C2(°°, oo) = 0 , 
továbbá 
(4.10) ^ 1 
G2(oo,L) = 0. j 
A (4.3) és (4.4) formulákat összevetve (2.2) megfelelő formulájával egy-
szerűen látszik, hogy 
(4.11) V2(L) = o2 — ol 
B2(l) = a2l. 
(4.11)-ből nyilvánvaló, hogy 
V2(L) +. B2(L) = a2, 
illetve (4.8) a lapján 
(4.12) V2(L) + B2(L) = C\0, oo) . 
Ezt G'ox és TowSEND-féle képletnek nevezik [3]. 
A külső-, belső- és teljes-variancia, mint empirikus fogalom. A V2(L) belső-
variancia V2(L) becslését C2(l, L) becsléséhez C2(l, L)-hez hasonlóan úgy szá-
mították a gyakorlatban régen, hogy a t e rmék L hosszú darabjai t gyakorla-
tilag 0 hosszúságú darabokra vagdalták (valóságban olyan rövid hosszúságú-
akra, amelyeket méga mérési pontatlanság mellett mérni t ud tak ) és e darabok 
relatív súlyának varianciáját L hosszon belül kiszámítva átlagolták. Innen a 
fte/ső-variancia elnevezés. A B2(l) külső-varianciát úgy számították, hogy gya-
korlatilag °° hosszú terméket l hosszú darabokra vagdalták (valóságban olyan 
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hosszú terméket, amely rendelkezésre állt a gyártási fo lyamat lefutása u t á n ) 
és e darabok relatív súlyai közötti varianciát számolták ki. Ezér t helyesebben 
közötti — (angolul valóban between = között) egyenlőtlenségnek kellene 
nevezni, azonban a külső jelző elterjedtté vál t . A C2(0, oo) teljes-varianciát 
úgy kapták, hogy a rendelkezésre álló teljes terméket a lehető legrövidebb 
darabokra vagdalták és azok relatív súlyai közötti varianciát számították ki. 
E fogalom neve a hossz-varianciától való megkülönböztetésként lett teljes-
variancia, ami az t is kifejezi, hogy ez a teljes termék menti pontról pontra való 
ingadozásokat teljesen jellemzi összességében. 
Ma már mind V2(L), mind B2(l), mindC2(0, oo) variancia mérésére műsze-
rek állanak rendelkezésre, amelyekkel folyamatos gyártásközbem ellenőrzé-
seket lehet végezni a gyár to t t termék e jellemzőinek alakulására vonatkozóan. 
A (4.12) formula az t fejezi ki, hogy valamely fonodái termék L hosszú 
darabjain belüli átlagos varianciához hozzáadva e darabok közötti var ianciát , 
a teljes varianciát kapjuk.3 
5. §. Egy tétel 
A (4.12) képlet 
C2(L, oo) + C2(0, L) = C2(0, oo) 
írásmódjából a szórásanalízis helytelen alkalmazása a l ap j án sokan igaznak 
vélik az alábbi formulát is4 
(5.1) C2(l, L) + C2(L, Л) = C(l, Л). 
Szavakban ez a képlet az t fejezné ki, hogy a termék Л hosszán belüli l 
darabok között i variancia meghatározható úgy, hogy kiszámítjuk Л hosszon 
belül L hosszú darabok között i varianciát, majd hozzáadjuk L darabokon 
belüli l hosszú darabok varianciáját (illetve annak á t lagá t az L darabokra 
nézve). Vagyis két fokozatban végezhető (és ilyenformán akárhány fokozat-
ban) a feldarabolás és variancia-számítás. 
Be fogjuk bizonyítani, hogy (5.1) képlet csak speciális, elfajult kor-
relogramal rendelkező f(Z) stacionárius folyamatnál állhat fenn. 
Tétel. Az (5.1) formula csak akkor lehet igaz, ha £(t) korrelogramja azono-
san konstans, vagyis 
г(т)==а, - l i a ^ l , 0 < | T | < O O . 
Bizonyítás. Tegyük fel ugyanis, hogy (5.1) igaz. Akkor ismételt a lkal-
mazással bármely oo értékekre 
C2(A, l) + СЦ1, L) + C2(L, A) = C2(A, A) 
összefüggés is fennáll. A = 0 és A = <» választásával ez átmegy 
(5.2) F(Z) + C2(l, L) + B2(L) = C2(0. oo) 
3
 Stat iszt ikai lag is b i zony í t j a ( 4 . 1 2 ) helyességét S T A N G E [ 1 ] cikkében. 
4
 Egyes m u n k á k b a n (1. pl . [4]) mindenféle feltételezés n é l k ü l fel is í r t ák ez t az 
összefüggést. 
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egyenlőségbe, ahol a szereplő tagokat (3.6), (4.8) és (4.11) alapján helyettesítve 
u2 — ff? + a j — o\L + o \ = ff2 , 
vagyis 
°f,L = •• 
amibe (2.4) és (2.2) képletek megfelelő tagját behelyettesítve 
1 l 
(L - TX) J ( Z - T ' ) [r(TX + T') + r(TJ + r ' ) ] + ' ( Z r 1 : 
L 
2 ff2 f 




* J Z2 
0 
( Z — TJ) Г ( Т ) (Z T 
minden 0 sX l L » választás mellett. Tegyük fel, bogy Z > О és Z < 
ellenkező esetben (5.2) átmegy már bizonyított egyenlőségekbe. Minthogy ez 
minden Z ^ Z < °о mellett azonosság és mindkét oldal Z szerint majdnem 
minden (m. m.) Z-re differenciálható, deriválva az egyenlőség igaz marad 
m. m. Z-re. Vagyis mindkét oldalon Z2/2 ст2-е1 szorozva, majd deriválva 
L l 
J " J " (Z — Т ' ) [ R ( T J + Т ' ) + R(TJ — Т ' ) ] Í Z T ' Í Z T J = : | * T ( T ) < Z T m - m - L — re. 
Z2 
о 0 
ezt ú jbó l deriválva 
i 
(5.3) — I (l — P)[r(L+r') + r(L — r')]dT' = r(L) , m-m-L—re. 
Z2 J 
о 
A jobboldal Z-től független, így deriváltja 0. Vagyis 
i 
~ у j* j { l ~ T ° [ r { L + T '} + ~ T ' ) ] d T ' + 
/ 
i 1 Г г /г i /\ i it /п . / л m-m-L — re. 
+ — W 7 + ) + - T )] d T = 0
 7 „ 
Iй J m-m-l <L Z — re. 
о 
(5.3) egyenlőséget felhasználva 
i 
(5.4) j J [r(L + T ' ) + r(L - T ' ) ] d T ' = 2 r(Z) m-m-L — re 
m-m-l < L — re. 
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A jobboldal ismét Z-től független, így 
i 
- - Г [r(L + x') + r(L - x')]dx' + J [r(L + Z) + r(L - Z)] = 0 
Z Z J l 
о 
m-m - L — re 
m • m-l g L — re. 
(5.4) egyenlőséget felhasználva 
r(L + Z) + r(L -1)
 T m-m-L-re (5.0 ) = r(L) 
2 m-m-1 g L — re 
adódik, ami egy egyenlet r(x) függvényre. Ezt az egyenletet csak olyan függ-
vény elégíti ki, amelynek képe egyenes. Minthogy pedig |r(r) | < 1, korlátos, 
olyan korlátos függvény, amely (5.5)-öt kielégíti az azonosan konstans, vagyis 
г(т) = a , — 1 g a g 1, 0 < x < °° . 
Mivel r( — x) = ÓT) kell legyen 
Ót) = a, —1 g. a g 1, —oo<r<°° 
korrclogram esetén ál lhat csak fenn a kiindulási, (5.1) formula. Q. e. d. 
« 
6. §. A hossz-varianciák összefüggése a folyamat momentumaival 
és spektrogramjával 
Összefoglaljuk az előző paragrafusokban bebizonyított összefüggéseket 
és kiegészítjük ezeket a hossz-varianciák és a fo lyamat spektrogramja közötti 
összefüggésekkel. 
(4.1) V2(L) = C2(0,L), 
(4.2) B\l) = Ó2(Z, oo), 
(4.10) C2(Z, 0) = 0 , 
(4.10) C2(oo, L) = 0, 
(4.9) F2(0) = S2(oo) = C2(0, 0) = C2(oo, oo) - o, 
(4.8) F2(oo) - Д2(0) = C2(0; oo) = n2, 
(4.12) V2(L) + B2(L) = C2(0, oo), 
(3.6) és (4.8)-hól 
(3.6') C2(Z, L) = 
2C2(0, oo) 
Z2 L2 
j (L — Tj) j (1-х') [2 г(т') — r(xx + т') — r(xx — t ' ) ] dx'dxx... 
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(4.3) és (4.8)ból 
(4.3') 
(4.4) és (4.8)-ból 
(4.4') 
2 F2(oo) г 





Г (l — t ' ) r(T') d r'. 
A (4.3') és (4.4') képleteket a texti l iparban szintén szokták (4.12) képlettel 
együtt Сох és TowsEND-íéle képletnek nevezni. Egységesség szempontjából 
(3.6')-t lehetne általánosított Сох és TOWSEND-féle képletnek is nevezni. 
r(z) korrelogram, ha /(A) spektrogram létezik 0 A < oo,
 a következő-
képpen fejezhető ki. Minthogy (1.3.4) alapján stacionárius folyamat esetén 
r T 
R( r) 





az 1.6. tétel szerint F 1 - - F 6 . feltételek mellett 
(6.1) r(r) = j™ c o s AT-/(A) d A oo < T < oo . 
(6.1) segítségével a hossz-varianeiákat kifejezhetjük /(A) spektrogram-
malis. A formulákat egyszerűen (6.1)-nek (3.6'), (4.3') és (4.4')-be való behelyet-
tesítésével, az integrálok sorrendjének felcserélése u t á n elvégzett egyszerű 
integrálásokkal megkapjuk, úgyhogy a levezetést mellőzzük. Az eredmények 
a következők: 
(6,2) C2(l,L) = C2(0, oo) 















~ 2 ~ 
XL 
2 
(2 / ( A ) D A , 
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7. §. Néhány korrelogram és a hozzátartozó spektrograni és belső-variancia 
E paragrafusban olyan korrelogramokat fogunk felírni, melyek a textil-
ipa rban gyakran használatosak empirikus korrelogramok közelítésére, vagy 
bizonyos feltételezések mellett elméletileg ilyen korrelogramok vezethetők le. 
Minthogy B2(L) külső-variancia görbéje a (4.12) Сох és TowsEND-féle 
képlet szerint V2(L) tükörképe a CT2/2 magasságú L tengellyel párhuzamos egye-
nesre, V2(L) felírása és ábrázolása mellett B-(L) bemutatása felesleges. 
Cn'(l, L) konkré t korrelogramokhoz tar tozó formuláit nem fogjuk meg-
határozni, mert azok a legegyszerűbb esetekben is igen bonyolultak. 




variancia-viszonyt fogjuk tekinteni , melynek r(r)-val való kifejezése (4.3') 
a lap ján 
L 
( 4 . 3 " ) 
Nyilvánvaló, hogy 
(L — t) [1 —r(r)]dт. 
F2(oo) = 1 . 
7.1. Ideális fonodái termék. 
Ideálisnak neveznek egy olyan szálasanyagból (elemiszál) álló hossz-
a l a k b a n elhelyezett anyaghalmazt, fonodái terméket , amelyben minden szál 
középpontja egyforma valószínűséggel található a termék bármely kereszt-
metszetében (vagyis a termék egy darabjában levő szálközéppontok száma 
Poisson-eloszlású valószínűségi változó). 
Egy ideális termék korrelogramját a következő formula a d j a meg, melyet 
a függelékben vezetünk le (1. még [6]): 
r i ( r ) 
"max 
J С (h-r)g(h)dh. 
( 7 . 1 ) 
h 
- 0 
^min + ^ ^max 
т
 Л Ämin 
ahol g(h) az elemiszálak hosszeloszlása, hmin, illetve femax a minimális, illetve 
a maximális szálhossz, ámin te: 0, Л т а х £ és h az átlagos szálhossz. 
(7.1) formulá t (1.9.4) képletbe helyettesítve megkapjuk az ideális termék 
spektrogramját 
h max 
(7.2) fi(X) = —=.--- Г (1 — cos X h) g(h)dh 0 £ X < oo , 
nhX2 J 




" m a x /i 
fAK = 
h 
. „ A A 
sin- — . 2 
AÄ 2 
~9 
9(h) dh ö á l < 
(7.2") /ДА) = 
7г А Я2 
/'min 
Л max 
\ — Re j emg(h) dh 
»min 
= - = - [ 1 - Д ^ ) ] . 0 ^ Я < О О , 
л h h2 
ahol ç+A) a g(A) eloszlás karakterisztikus függvényét jelenti, Re g+A) pedig 
e függvény valós részét. 
A (7.1) korrelogramhoz tartozó ideális belsó-varianciagörbe a következő 
(4.3") a lapján meghatározva: 
(7.3) Vf (L) = 1 
L2h 









ahol L < Amin esetén az első integrál el tűnik, a másodikban pedig az alsó határ 
Amln lesz, míg L > Amax esetén a második integrál tűnik el és az első integrálban 
a felső ha tá r Amax lesz. 
V2(L) képletét á ta lakí tha t juk a következőképpen is: 








X2 A L3 
2 6 
9(h) d A 1 
ЗА 3A2A J 
», 
= (L - h)3 g(h) dh . 
A (7.1), (7.2) és (7.3) függvények még nem ábrázolhatók, mert tar tal-
mazzák g(A) szálhossz-eloszlást, amely nincs megadva. E formulák segítségével 
azonban ado t t g(h) szálhossz-eloszlás esetén гДт), /ДА) és Ff(F) jellemzők meg-
határozhatók. 
A következőkben meghatározzuk e jellemzőket néhány adott g(h) szál-
hossz-eloszlás mellett. 
7.2. Ideális termék azonos hosszúságú szálakból. 
Legyen az elemiszálak hossza azonos, a > 0. Ekkor a szálhossz-eloszlás 
elfajult eloszlás, vagyis 
(7.4) gx(h) dh = 1, ha h = a, 
= 0, ha h ф a . 
4 A Matematikai Kutató Intézet Közleményei V. B/4. 
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(7.5) 
(7.4) eloszlást (7.1), (7.2) és (7.3)-ba behelyettesítve kapjuk, hogy 
г(1(т) = 1 — —, ha т a 
= 0 ha r S; a 
a korrelogram, 
(7.6) 
л A a 
1 2 " , 
a spektrogram és 
(7.7) v w = Á 
3 a 





 T . 
= 1 , ha L > a 
L 3 L2 
a belső-varianciagörbe. 
A (7.5) korrelogram képe az la ábrán látható. Ez egy l/a iránytangensű 
e gyenes -s za ka s z. 
A (7.6) spektrogramot a 2a ábra muta t j a a = - jelöléssel. Ez egy erősen 
a 
csillapított periodikus görbe, melynek maximuma A = 0 helyen а/л, lokális 
. . . , 4 a 4 a 
maximumai a 3 л/а, ..., ( 2 « + l ) л/а, ... helyeken rendre , . . . , —-
З я
3
 (2 к -f- 1) л 
. . . A maximális helyek annál sűrűbbek és a maximumok anná l „élesebbek", 
minél nagyobb az a szálhossz (minél kisebb a) . A minimum helyek 2 л/а, . . . 
. . ., 2кл/а, . . . és i t t а görbének gyökei vannak. 
A (7.7) belső-varianciagörbe képe a 3a ábrán látható. L — a értékig a 
görbét egy — iránytangensű egyenes alkotja, majd tovább egy hozzá érintő-
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7.3. Ideális termék „nulla hosszúságú,, szálakból. 
A címben jelzett termék természetesen nem létezik a gyakorlatban, 
minthogy, ha az elemiszálak hossza 0 lenne, akkor azokból fonodái t e rmék nem 
képzelhető el. Elméletileg azonban ez az eset ny i lván logikusan következik, 
továbbá erre az esetre való kitérés nem is teljesen haszontalan a gyakorlat 
szempontjából sem, m e r t egy olyan termék, melyben az elemiszálak hossza 
igen kicsi, hasonló tulajdonságokkal fog rendelkezni. 
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Ez az eset az előző példából úgy származtatható, hogy a = 0 értéket 
té telezünk fel és a jellemzőkben a —*• 0 ha tárá tmenete t végzünk. A jellemzők: 
(7.51) r,2(r) = 1 , ha r = 0 
= 0 , ha г ф 0 , 
(7.61) /,2(A) = 0 , 0 ^ A < o o 
(7.71) V%{L) = 0 , ha L = 0 
= 1 , ha L > 0 . 
7.4. Ideális termék „végtelen hosszú" szálakból. 
A címben jelzet t fogalom szintén csak aszimptotikus fogalom, amelynek 
ér te lmet csak akkor lehet adni, ha az elemiszálak hossza o lyan nagy (de 
egyenlő),, amely gyakorlatilag m á r végtelennek vehető. Műszálaknál, ahol vég-
telen szálat darabolnak fel tetszőleges hosszakra, elképzelhető az elemiszál 
akármilyen nagy hossza és az ebből gyár to t t termék jellemzői közelítőleg hason-
lóak lesznek az „aszimptotikus t e r m é k " jellemzőihez. 
Ez esetben a -> °° ha tá rá tmene te t kell (7.5), (7.6) és (7.7)-ben elvégezni, 
amikor is kapjuk, hogy 
(7.5") г,3(т) = 1, 0 ^ г < со . 
A spektrogram elfajul , mégpedig a °° esetén 
/,з(А) -> °o, ha A = 0 , 
(7.6") -> 0, ha A > 0 
úgy, hogy /,3(A) integrálja (0, oo)-ben mindig 1 marad jon , míg a belső-variancia 
(7.7") V%(L) = 0 , 0AL<oo. 
7.5. Ideális termék exponenciális szálhossz-eloszlással. 
Legyen most a szálhossz-eloszlás exponenciális, 
(7.8) g
 4 ( A ) = Á « - * / * . 
h 
Természetesen gyakorlatilag ilyen szálhossz-eloszlás nincs, mer t ez te t -
zsőleges hosszú szálat feltételez, azonban rendszerint jól használható olyan 
empirikus szálhossz-eloszlás közelítésére, ahol a rövid szálak gyakorisága 
viszonylag nagy; h az átlagos szálhosszat jelöli. 
A (7.8) eloszlást a korrelogram (7.1) képletébe helyettesítve és az integrá-
zást (r, °o) ha tárok között elvégezve kapjuk, hogy 
(7-9) ri4(r) = e~ r / \ 0 ^ T < ° C , 
amely szintén egy exponenciális görbe, melyet ugyancsak l a á b r á n rajzoltunk 
fel h —— jelölés mellett a (7.5) görbével együt t , 
a 
На most (7.8)-at (7.2)-be és (7.3)-ba helyet tesí t jük és o t t hmW = 0, 
Amax = oo helyettesítést végezzük а határokban, kapjuk a spektrogram és 









 4- 1 
О ^ А < oo 
spektrogram grafikonja а 2a ábrán látható (7.6) mellett h = l / a jelöléssel. 
A görbe maximuma A = 0-nál 2h\n ( = 2/яа), és a l ak ja egy fél haranggörbéhez 
hasonlít. 
(7 .11) Vh(L) = l 2 A 
Z 
1 - h (1 
Z 
e-LiK) 
О g L < 
belső-varianciagörbeképe a За ábrán látható А = l / a jelöléssel. Ez egy, az egész 
(0, oo) intervallumban szigorúan monoton növő, aszimptotikusan l-hez tar tó 
görbe, mely igen hasonló a vele párhuzamosan felrajzolt (7.7) görbéhez, de 
mindenüt t alatta halad. Ez azt mu ta t ja, hogy a belső-variancia szempontjából 
előnyösebb, ha az ideális fonodái termékeket felépítő elemiszálak hossza nem 
állandó, hanem változó, amire talán nem is gondolnánk. 
7.6. Ideális termék logaritmikusan normális szálhossz-eloszlással. 
Olyan esetekben, amikor a száltömegben az átlagnál hosszabb szálak 
viszonylag nagyobb gyakorisággal fordulnak elő, célszerű az empirikus elosz-
lást logaritmikusan normális sűrűségfüggvénnyel közelíteni (1. pl. B R E N Y [ 7 ] ) . 
(7.12) 1 
(hi / i - Inf t ) 2 
2c' 0 < A < oo . 
Ebben az esetben az átlagos szálhossz 
( 7 . 1 3 ) A = bec ' l ' 
a variancia pedig 
( 7 . 1 4 ) a\ = b2 ec%(ec' -
amely képletekből b és с kifejezése 
( 7 . 1 5 ) 
1). 
Ь'1 +1 
c = y \ n ( V 2 h + 1) . 
ahol Vf, = a f j j . 
A (7.12) szálhossz-eloszláshoz tar tozó ideális spektrogramot nem írjuk 
fel, mert a kapott integrál t nem lehet kiintegrálni, csupán a korrelogramot és 
belső-varianciát határozzuk meg, de az t sem ábrázoljuk. 
A korrelogram és belső-variancia kifejezhetők Ф(х) s tandardizált nor-
mális eloszlásfüggvény segítségével. Ehhez szükségünk van az a lábbi integ-
rálra : 
( 7 . 1 6 ) Ik(a,ß) = fhkg&(h)dh. 
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(7.12) eloszlást (7.16) integrálba helyettesítve = x helyettesítés 
után egyszerű számolással adódik, hogy 




e-v'l'dy=bke 2 Ф ^ ж ы 






I In а/Л - J n ( f F F + l ) 2 k - ' ) ) 
I f l n ( F | + l) j ) 
A kiszámított (7.16) integrál segítségével a jellemzők közül a korrelogram 




(т) = 1 Г (A - r) flfB(A) dA = f / ^ о о ) - ! / ^ , » ) 
AJ h h 
T 
L 
V%(L) = ~ U r Г (L - A)3£/5(A) rfA = 5
 ЗА 3 Z 2 A J 
о 
(7.19) = Д г ^-={L310(0. L) - 314,(0, L) -f- 3 LI2(0, L) — / 3 ( 0 , L)} • 
3 A 3 A2 A 
A (7.18) és (7.19)-be (7.17) speciális alakjait helyettesítve 
ад = i In l K b ( l + Fj|) A j/l + F 2 /Гп(1 + VI) In 
(7.20) 
ЗА ЗА \ f l n ( l + Fl) 
l n É Í i + Z ! ) + 
+ ф 
( 7 . 2 1 ) 
In 
yin( l + F,2) A f 1 -f F 2 
A ( i + у р Ф \ , i n — - — j 
L K ' ]/ln(l + Vp A(]/l + Vp3) + 
A2 
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7.7 Ideális termék normális szálhossz-eloszlással. 
Bizonyos esetekben az elemiszálak hosszeloszlása jól közelíthető normális 
eloszlással. Minthogy a szálhossz csak pozitív lehet, a normális eloszlással 
csak akkor közelí thetjük, lia a szórás többszörösen kisebb az átlagos szál-
hossznál. í Legalább a h < — , ha akkor már az eloszlás origótól 
1 2 3 
balra eső valószínűsége nyugodtan elhanyagolható.) Másik feltétel, hogy az 
empirikus eloszlás közelítőleg szimmetrikus legyen. 
Tételezzük fel, hogy a szálhossz-eloszlás 
(7.22) 0e(A) = 
1 ( Л - Л ) " 
e 2+ ] f 2 n a h 
Fel fog juk használni a következő formulákat : 
— oo < h < 
(7.23) 
A2 
77==e~~2 =<p{ A); [ 2 л Y^S e
 2
 dx = Ф(А) 
Я 
Л
 _«! 1 A x' 
xe
 2
 dx = - ф(А) ; Г x2e~ 2 dx = Ф(А) — A <p(A) 
1/2 л J 
/ 2 
Я 




 2dx= - cp(A) [A2 + 2]. 
t ovábbá , hogy a (7.22) normális eloszlás karakterisztikus függvénye 
_
 a l t
' 
(7.24) 
amelynek valós része 
(7.25) Re<ph(t)=e ^ c o s h f 
Mármost helyettesí tsük be (7.22) eloszlást a korrelogram (7.1) képletébe, 
(h—h)' 
<Ph(t) = eM 2 
Okt' 
1 1 Г (ft-ft)' 
( 7 . 2 6 ) 
ш
 1 
1 1 Г - — -
= = - = (r-ohx-h)e 2 dx 
h [ 2 л J 
т—h 
"h 
1 — Ф 
T — A r — h 
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A spektrogram (7.2") képletét és (7.25) képletet felhasználva rögtön 
adódik 
(7.27) 
Ш = - = -
л h X2 
1 - е 2 cos h X 
spektrogram és végül (7.3')-be (7.22) eloszlást helyettesítve 
L 
y m f Ä ) » - = i — 









3 h 3 L2h Y 2 л 
L—h 
Oh 




3] e 2 dx. 
Felhasználva (7.23) formulákat, rövid átalakítással adódik, hogy 
(7.28) Л 
3 L2h I LI oh 
W i 3 - 7 - 7 
Ф 
L - h 
+ 
L — h 
+ 2 <P 
Г 
Az elemiszálak hosszeloszlására vonatkozóan a text i l iparban még más 
közelítéseket is használnak, az ideális termékek jellemzőinek tovább i speciális 
eseteivel azonban nem foglalkozunk. A továbbiakban a korrelogramok még 
két osztályára fogunk kitérni és o t t a hozzátartozó spektrogramot és belső-
varianciagörbét megadni . 
7.8. Csillapított periodikus korrelograin esete. 
Sokszor lehetőség nyílik a gyakorlatban, hogy az empirikus korrelogra-
mot a következő a l akú függvénnyel közelítsük: 
(7.29) raß(r) =e~arcosßr , a,ß > 0 , 0 т < 00 . 
E függvények grafikonjai a/ß = 0, 1/10, 1/2, 1/1, 2/1 paraméter-viszo-
nyok mellett az 16 áb rán láthatók, a > 0 esetén a görbe mindig egy csillapí-
to t t , cosinus jellegű bullámvonal a csillapítás anná l erősebb, minél nagyobb a„ 
ill. a/ß viszony, a 2 ß esetén gyakorlati lag m á r nem is periodikus a görbe,, 
hanem csak egy meredeken lefutó ága marad meg. 
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Ib ábra. 
a = O-ra viszont 
(7.291) R 0
 ß(T) = C O S / 3 T , 0 ^ T < OO 
cosinus-görbe adódik, ami azonban a gyakorlatban nem fordul elő; ismét csak 
aszimptotikus értéknek tekinthető, lia a kicsi. H a a -> 0, ß —> 0 egyszerre, 
akkor 
(7.29") r 0 0 ( r ) = l , 0 ^ r < o o 
amely szintén csak aszimptotikus esetnek tekinthető a gyakorlat szempont-
jából (ez ugyanaz, mint (7.511), a végtelen hosszú szálakból készí te t t ideális 
termék korrelogramja). 
Ha a -> akkor 
(7.29111) r a / t ) 1, ha т = 0 , 
->• 0, ha r > 0 
(ugyanaz, mint (7.5,1 ), nulla hosszúságú szálakból alkotott ideális termék 
korrelogramja). 
Ha viszont ß = 0, akkor 
( 7 . 2 9 I V ) r a > 0(T) = e~ar, 0 ^ r < oo 
éppen (7.9), az exponenciális szálhossz-eloszlású ideális termék korrelomgraja 
A = — átlagos szálhossz esetén. 
a 
Ha a/ß-d-O úgy, hogy a állandó és ß -у oo, akkor г
а)/3(т)-пак nincs 
határértéke. 
T A N K Ó 
A (7.29) korrelogramhoz t a r t o z ó spektrogranr könnyen meghatároz-
ha tó , ha a z t (1.9.4) fo rmulába he lye t t e s í t jük és r ö v i d számítás u t á n adódik, 
hogy 
(7.30) . . \ . . . . + - — 1 , 0 á A < o o 
2b ábra. 
A (7.30) görbék ßja = 0, 1/2, 1, 2, 3, 5 paraméter-viszonyok mel le t t 2b ábrán 
l á tha tók . A görbék m a x i m u m a m i n d i g A = /9-nál v a n és o t t é r t é k ü k 
1 
ла 
1 + 4 
azaz a n n á l nagyobb (rögzí te t t a-nál) , minél nagyobb ß és ezt a n n á l nagyobb 
A-ra veszi fel. T o v á b b á , ha ß nő, a k k o r a görbe mind inkább szimetr ikussá 
válik A = ß pont ra . H a viszont ß á l landó és a csökken, akkor a maximális 
hely vál tozat lan, de a max imum é r t é k e nő és m i n d i n k á b b „é lesebbé" válik, 
a — 0 esetén а spekt rogram e l fa ju l 
(7.301) LM) ha 
ha 
X = ß \ 
vagyis akkor nincs spekt rogram. E z minden + r a így van , speciálisan ß = 0-nál 
is, a m i k o r is (7.6 n)-höz ju tunk. 
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a oo esetén 
(7.301") fa,ß(K -9- 0 , 
ugyanaz, mint (7.61). 
H a viszont ß = 0, akkor 
0 <7 A < oo 
(7.30 IV) fafiß) = 
2 
re a 2 + A2 
amely éppen az exponenciális szálhossz-eloszlású ideális termék (7.10) spektro-
gramja h = — -val. 
Ha végül ß 
(7.30v) 
oo, akkor 
0, 0 ^ A < 
annak ellenére, hogy г
а
,„(т)-пак nem adhatnak meghatározott értelmet. 
(7.30111) és (7.30v) határértékek úgy értendők, hogy /(A) -> 0, de integrálja 
mindig egységnyi m a r a d (0, intervallumon. Ugyancsak így é r tendő (7.301) 
határér ték is. 
A (7.29) korrelogramhoz, ill. (7.30) spektrogramhoz t a r tozó belső-
varianciagörbe (4.3") alapján kiszámítva: 
VIAL) = 1 -
(7.31) 
L2(a2 ß2)2 [L a (a
2
 -\-ß2 
+ _ a2) _ e-aL _ a2) c o s ß L + 2 aß sin ß X]} . 
Ennek képe ß/a = 0, 1, 2, 3 esetén 36 ábrán látható. V2,ß(L) anná l merede-
kebb érintővel indul és annál gyorsabban közelíti aszimptotikusan a F2(oo) = 1 
vízszintes egyenest, minél nagyobb ßja viszony. 
A 3b ábrán szaggatott vonallal berajzoltuk még a (7.7) szerinti V2 (L) 
ideális belső-varianciagörbét is és látszik, hogy az elég jó egyezést muta t 
(7.29°) ra a(r) = e~ar cos a r 
IKD 
" T Z = V — \ — 
— Л \ \ \ 
fi'3d. fi -2Л fi-cC ß-0 
(731) 
0 1K ДА ДоС é/ar s/bt W/oL 75/ot 
3b ábra. 
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korrelogramhoz t a r t o z ó 
(7.31°) V I J L ) = 1 - - L




( 7 311) 
-t 
0 ~Wß I U ß Wp Щ} ищ 
3c ábra. 
belső-varianciagörbével , ha (7.7)-ben a = l /a helyet tes í tés t végezzük. 
На a = 0 és ß rögzített , a k k o r 
а (7.291) korrelogramhoz t a r tozó belső-varianciagörbe, melyet kü lön felraj-
z o l t u n k a 3c áb rán . Az összes fe l ra jzo l t belső-variancia görbék k ö z ö t t az egyet-
len, melynek m o n o t o n növekedése nem töretlen. M i n t mondo t tuk , ez azonban 
gyakor la tban nem fo rdu l elő. 
Ha ßja = у jelölést haszná l juk (7.31) á t a l a k í t h a t ó a köve tkezőképpen: 





-j- (у2 — 1) — e~aL [(у2 — 1) cos ya L + 2 у sin y a L ]} . 
(7 .31") Vl,ß(L)-+ 0, 0 ^ L < oo 
(ugyanaz , mint (7.7")) . 
Ha a -s* oo, a k k o r (7.31)-ből 
< 7 . 3 1 « * ) 0 , ha L = 0 
1 , ha L > 0 
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(ugyanaz, m i n t (7.71)). 
H a v iszont ß = 0, a k k o r 
( 7.31 IV) 
П о (В) = 1 L a 
1 - — (1 
L a -
a L ) ] 0 A L< 
ami éppen (7.11), ha o t t h= l/a, ami kell is, hogy legyen. 
H a végül ß oo, vagy is у oo, emellet t a á l landó, akkor L — O-nál 
nincs h a t á r é r t é k és 
(7.31v) V l / L ) - h a L = 0 
h a L > 0 . 
7.9. Általánosabb csillapított periodikus korrelogram 
A (7.29) korrelogram felfogható a következő korre logram speciális esete 
ként к = 0 - r a : 
(7.32) Г
аф,к(Г) cos ßr 4- к — sin ßr 
ß 
О T < oo . 
ahol a, ß ^ 0 , j к \ A 1. Csak g l - r e lehet korrelogram, ellenkező esetben 
I ra,ß,k(r) I è 1 (Q A r < oo) nem lenne biztosí tva. ra.ß,k(T) görbéje rögz í t e t t 
a, ß mel let t к > 0-ra ra,ß(r) fölöt t , к < 0 esetén a l a t t a ha lad , sőt 
(7.33) 
Гаф^) = - [ra,p,k(r) + ra,ß-k(x)] 
Az 1 с á b r á n & = + l é s & = — 1 mel le t t fe lrajzol tuk a/ß = 0, 1/10, 1/2, 1/1 
és 2/1 paraméter -v i szonyokhoz tar tozó görbepárokat , j к j < 1 é r t ékekhez tar-
r ITJ 
*~T 
0 k — 





t o z ó görbék a 4 = + 1, és 4 = — 1 görbepár közö t t ha l adnának . Az ábrábó l 
is lá tható , hogy 4 ér téke lényegesen csak o.Jß n a g y o b b ér tékénél befolyásolja a 
gö rbé t , kis a/ß-nál a (7.32) s inusos tagja elhanyagolható. 
A (7.32)-höz tar tozó spektrogramot és belső-var ianciagörbét nem á b r á -
zol juk, csak f o r m u l á j u k a t í r juk fel : 
(7.34) 
Vlß}k(L) = 1 -
ß + Uß + X)
 + ß + Jc(ß-X) 
+ (ß + W + ( ß ~ Я 2 
О £ A< oo , 
L a ( l + 4) (a 2 + ß2) + ß2 - a 2 ( l + 2 4) 
L2(a2 + ß2)2 \ 
4 a (7.35) — e~aL ^(ß2 — a 2 <1 + 2k})cosßL+ | ~ < / S 2 - a 2 > + 2 a / i | s i n / 5 i : 
Természetesen 4 = 0-га (7.32), (7.34), (7.35) rendre á tmegy (7.29), 
(7.30), (7.31)-be. 
A fonodái te rmékek egyenetlenségeit elméletileg elemző m u n k á k b a n a z 
emlí te t teken k í v ü l más korrelogramok is e lőfordulnak még a valóságos kor re -
logramok közelítésére, mi a z o n b a n többre n e m té rünk ki. A leggyakoribb ese-
t e k e t így is összefoglaltuk. 
FÜGGELÉK 
Az ideális termék korrelogramjának meghatározása 
A (7.1) k é p l e t levezetése különböző módszerek és elvek a lapján t ö b b 
helyen megta lá lha tó , így pl. K . MIHIRA j a p á n ku t a tó (6) c ikkében is. 
A fo rmulá t azonban egyszerűen m e g k a p h a t j u k a következőképpen is. 
Tekintsünk először egy T hosszúságú t e rmékdarabo t , t együk fel, h o g y 
a benne szereplő szálak száma N , a szálak hosszeloszlásának sűrűségfüggvénye 
g(h), átlagos hossz h. Jelöljük n(x)-e 1 a t e r m é k d a r a b x keresztmetszetét keresz-
t e z ő szálak s z á m á t , n(x) é r téke i lehetnek 0, 1, 2, . . . N. 
n(x) valószínűségi vá l tozót fe l foghat juk N páronként független va ló-
színűségi vál tozó összegeként 
n(x) = 2 Ш , 
1 = 1 
a h o l 
y, , 1, h a az г-edik szál keresztezi ж-et, 
'' ' ~~ 0, ellenkező ese tben . 
A n n a k valószínűsége, hogy az г-edik szál keresztezze x p o n t o t hßT, ahol 4, 
a z г-edik szál hossza, vagyis 
р(г,(ж) = 1 |л , = А) = | . 
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A teljes valószínűség té te le egy á l ta lános í tása szerint ez esetben 
Лтазс — 





( T J ' 
Ezeku tán könnyen k i számí tha t juk , v á r h a t ó é r t éké t és va r i anc iá j á t . 
М { [ £ , ( ж ) - М { £ , ( ж ) ] 2 } = | -
(I) n = M{п(ж)} = N м { £ , ( « ) } = N — . 
t=i T 
N
 A h* 
(II) a2 = M {[«(ж) - re]2} = ^ M {[£,(*) - M {£,(ж)]2} = N ± - N 2 . 
Meg kell m é g h a t á r o z n u n k n(x) n(x + r ) szorzat v á r h a t ó é r t é k é t . 
Minthogy 
M (£,(ж) Çj(y)} = M (£,(ж)} M {Íj(y)}, ha i ф j, x, y tetszőleges, ezért 
M {n(x) n{x + r )} = J M {|,.(ж) £,(® + r)} + 2 2 M M AÁX + T)} • 
1=1 1ф] 
Azonban 
M {|,(ж) !,(Ж + T)} = Р{£,(ж) = 1 , £,(as + T) = 1}, 
vagyis annak valószínűsége, h o g y az г'-edik szál keresztezze egyszerre x é s 
x -f- r pontot , ami , ha r ^ Amax , 
^m ax 
P(fi(«) = 1 - Ф + t ) = 1) = j P ( f = 1, £,(ж + r) = 11Af = A ) d P ( h j < h ) = 
т 
hm &x 
(III) = Ç ! L ^ l g ( h ) d h , < = 1 ,2 N . 
М{£Дж)}М{£
у
(ж + т)} = ^ , гф). 




A k a p o t t e redményeket behelyettesí tve, i l letve szorozva a t a g o k számával 
h max 
I' h — Г Л2 (IV) M{n(e)n(® + T)}= V I — — 51(A) dh + N(N — 1 ) ~ . 
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(I), (II) és (IV) alapján a korrelogram közelí tő értéke 
Ф ) 
Лтах — — 
Г h T h2 Ä2 
N j ! L — m d h + N ( N -
T T* 
h 
" m a : 
t J (h — T) O(A) dA h J T 
1 - 1 ' 
T 
Ha most T -> oo, megkapjuk г,(т) p o n t o s értékét, ha a határér ték létezik, 
vagyis va lóban 
Л m a x 
r/(T) = ~=~ [ ( Ä - T ) # ) r,(r)=^- (h-x)g(h)dh, Qg.xgh. max 
a (7.1) a l a t t i korrelogram, figyelembe véve , hogy 0 ^ r ^ Amin esetén az integ-
rálban az alsó határ Amin, т Ämax e se tén pedig (III) valószínűség nyilván-
valóan 0. 
(Beérkezett : 1959. augusztus 13.) 
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A CHARACTERISTIC OF STATIONARY PROCESSES USED 
IN TEXTILE RESEARCH 
fcy 
J . T A N K Ó 
Abstract 
• 
In t he scientific l i terature on text i les a great number of concepts is 
used when investigating theoretically t he irregularity properties of spun pro-
ducts, the analogues of which are well known and defined mathematical ly in 
the theory of s tat ionary processes. 
There is, however, the concept " length-var iance" with textiles whose 
analogue wi th s tat ionary processes is defined the f i rs t t ime in this s tudy . 
In § 1 known theorems are cited as preparat ion for dealing with the 
problems in the following §§. The defini t ion of length-variance is based on the 
use of "mov ing averages" t ha t are discussed in § 2. By s tar t ing from a process 
£(t) being s ta t ionary bo th in the weak a n d strong sense and satisfying certain 
requirements the single a n d double moving averages are defined by fo rmu-
lae (2.1) a n d (2.3). 
In § 3 t he concept general length variance — a term lending itself f rom 
the domain of textile research — is def ined by (3.4). I t is the expected value 
of the process called in shor t "moving var iance" and defined by (3.1) or other-
wise t h a t of the variance of the moving average £,(«) having a range I a n d 
calculated wi th the mean value of moving average measured within a length L. 
In § 4 the par t icular cases of t h e general length-variance C2(Z, L) are 
discussed, being of in teres t by themselves and of peculiar importance in tex-
tiles. 
With the assumption 1 = 0 the within-variance, with the one L = °° 
the between-variance, a n d with both assumptions 1 = 0 and L = °° a t t he 
same t ime t h e total var iance is obtained. 
The connections between dif ferent length-variances and correlation 
function r(r), spectrogram /(A) and var iance a2 of the s ta t ionary process are 
given by t he formulae in § 6. 
In the last § the part icular funct ions of between-variance pertaining to 
theoretical correlograms a n d spectrograms as used often in theoretical research 
work on text i les are established. 
The within-variance of s. c. ideal spun products having correlograms of 
the shape as defined b y (7.1) is given b y (7.7), (7.71), (7.7»), (7.11), (7.21) a n d 
(7.28) for t he case of f ib re length dis t r ibut ion according to (7.4) as well as for 
its par t icular cases, f u r t h e r for the distributions as represented by (7.8), 
(7.12) and (7.22). The curves of formulae (7.7) and (7.11) are shown on fig. 3a. 
The within-variance function of a s ta t ionary process having a correlogram 
as represented by (7.29) is given by (7.31) and its par t icular cases by (7.31°), 
(7.311), (7.31"), (7.31111), (7:31IV) and (7.31v). On fig. 3b the curve of (7.31) 
pertaining t o several parameters is shown. The function of the within-variance 
of a s t a t ionary process hav ing a correlogram as represented by (7.32) is given 
by (7.35). 
5 A Matematikai Kutató Intézet Közleményei У. В/4. 
4 4 6 TAN KŐ 
ОДНА ИЗ ХАРАКТЕРИСТИК СТАЦИОНАРНЫХ ПРОЦЕССОВ, УПОТРЕ-
БЛЯЕМАЯ В ТЕКСТИЛЬНОЙ ПРОМЫШЛЕННОСТИ 
J . T A N K Ó 
Резюме 
В научной литературе по текстильной промышленности, в исследо-
вании неровностных свойств изделий прядильного производства употреб-
ляется ряд понятий, равноценное значение которых известно и хорош-
дефинируемо математически в теории стационарных процессов. Все ж е 
существует одно понятие, известное в текстильной промышленности под 
названием «вариации длины;, равноценное значение которого у стационар-
ных процессов впервые дефинировалось в настоящей работе. 
Для подготовки этой дефиниции в § 1 цитируются теоремы намеченные 
д л я использования при обсуждениях. Дефиниция варианции длины осно-
вывается на использовании так наз. «движущихся средних»; данный вопрос 
обсуждается в § 2. Исходя из £(t), удовлетворяющее определенные условия 
n в узком и широком смысле стационарного процесса, формулы (2.1) и (2.3) 
дефинируют однократные и двукратные движущиеся средние. 
В § 3 понятие общей варианции длины, взятое из текстильной литера-
туры, дефинируется формулой (3.4). Это является ожиданим величине про-
цесса, называемого коротко «движущейся варианцией» или другими сло-
вами является ожиданим величине варианции расчитанной при помощи 
среднего значения движущейся средней объема I в интервале длины L. 
В § 4 занимаемся с само по себе интересными специальными случаями,, 
общей варианции длины С
2(/, L), имеющими особое значение в текстильной 
промышленности. При / = 0 получается внутренняя вариация, для L = oo 
внешняя вариация, а в случае одновременности 1 = 0, L = oo — полная 
варианция. 
Соотношении между варианцией длины и корреляционной функцией 
г(т), спектрограммой /(А) и варианцией а2 стационарного процесса резюми-
рована формулами §-а 6. 
В последнем параграфе определены конкретные функции внутренней 
варианции, относящейся к теоретическим коррелограммам и спектрограм-
мам, часто употребляемым в теории текстильных исследований. Внутренние 
варианции т а к наз. идеальных изделий прядильного производства, пока-
зывающих коррелограммы формы (7.1), определяются формулами (7.7),. 
(7.71), (7.7й), (7.11), (7.21) и (7.28) с распределением волокон (7.4) и спе-
циальных случаев, а также д л я случаев (7.8), (7.12) и (7.22). Кривые функ-
ций (7.7) и (7.11) видны на рис. За. Ф у н к ц и я внутренней варианции ста-
ционарного процесса с коррелограммой (7.29) будет (7.31), а в специальных 
случаях (7.31°), (7.311), (7.3111), (7.31111), (7.311V) и (7.31v). Кривая (7.31) 
относящаяся к нескольким параметрам, показана на рис. ЗЬ. Ф у н к ц и я 
внутренней варианции стационарного процесса в коррелограммой (7.31) 
будет (7.35). 
A LEHMANN PRÓBÁRÓL 
Z A J T A A U R É L 1 
A LEHMANN-próba két minta összehasonlítására szolgál. A próba a nem-
paraméteres módszerek közé, pontosabban: a rendezett minták elméletébe 
tartozik, és a WiLCOXON-próba továbbfejlesztésének tekinthető . 
Definíciók és jelölések 
A két összehasonlítandó minta közül az egyiknek elemeit | (-vel (i = 
= 1 , 2 , . . . m), a másiknak az elemeit r?fc-val (Jc = 1, 2, . . . n) jelöljük. A min-
ták elemszámai, m és n nem szükségképpen egyenlők. A ill. pk mintavétel i 
változók eloszlásfüggvényeit F(a;)-szel, ill. G(x)-szel jelöljük; ezekről feltesszük, 
hogy folytonosak. így zérussal egyenlő a n n a k a valószínűsége, hogy а I,- és 
pk változók együttesében két változó ér téke megegyezzék, s ezért jogosan 
tételezhetjük fel, hogy valamennyi | f és pk különböző. Ebből viszont tovább 
következik, hogy a és pk változók, külön-külön és együttesen is, szigorúan 
növekvő sorozatba rendezhetők. 
A nagyság szerint rendezett £-változók közül az г'-ediket If-gal, s hasonló-
képp az »/-változók rendezett sorában a A-adikat r/J-gal jelöljük. Ha a ké t 
mintát egyesítjük és ismét nagyság szerint növekvő sorozatba rendezzük, a i f , 
ill. pf változók pozíciója általában megváltozik, rangszámaik általában nagyob-
bak, mint az eredeti i, ill. к rangszámok (sorszámok). A if ú j rangszámát г,-vei, 
az rjf ú j rangszámát pedig s ; í-val jelölve, fennáll , hogy 
(1) i + k = \  í r " 
>k> 
ha pf < if < pf+1, 
ha if < pf < Íf+1. 
A minták eloszlásfüggvényeit (az ún . empirikus eloszlásfüggvényeket) 
Fm(x)-szel, ill. G„(x)-szel jelöljük. Ezek definíciója, mint ismeretes, a követ-
kező: 
(2) FJx) = 
0 lia x + if . 
-, ha if < x < i f , , m i _ i 
1 , ha £* < x , 
Agrá r tudomány i Egyetem. 
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(2a) Gn(x) = 




1 , ha 
VÎ-
P* < x < V*+i • 
p* < x . 
Szükségünk lesz még a zik és zik karakterisztikus változókra. Ezeket az 
alábbi módon értelmezzük: 
(3) ztk = 
(4) zik = 1 - zlk = 
0 , ha pk < I , , 
1 , ha pk> . 
f 0 , ha pk < I , , 
11 . ha pk > . 
Figyelemre méltó, hogy míg az empirikus eloszlásfüggvények definíciói a ren-
dezett mintaelemek a lapján történtek, addig a zik definíciójához az eredeti 
mintaelemeket használtuk fel. 
Bevezetés 
A LEHMANN-próbáná l , akárcsak a W I L C O X O N próbánál, nullhipo-
tézisnek az F(x) = G(x) hipotézist, a l ternat ív hipotézisnek pedig az et től 
különböző hipotéziseket nevezzük, tehá t minden al ternat ív hipotézisnél leg-
alább egy mérhető halmazon F(x) =f= G{x). Amíg azonban a W I L C O X O N 
próbánál az 
(5) h = Ç (G(x) - F(x))dF(x). 
00 
Stieltjes-integrált becsüljük meg, melynek értéke al ternatív hipotézis esetén is 
zérussá válhat , a LEHMANN-próbánál lényegében az 
(6) / 2 = J (G(x)-F(x))2dF(x) 
00 
integrált becsüljük, amely csak a két eloszlásfüggvény egyezése esetén t ű n h e t 
el. A ké t eloszlásfüggvény különböző volta viszont mindig egy i rányban 
(pozitív irányban) tolja el az I 2 értékét, amiből következik, hogy az I 2 becslé-
sére szolgáló mennyiségnek is csak a pozitív irányú eltéréséből következtet-
hetünk a ké t eloszlásfüggvény különböző voltára, más szóval: a próba egy-
oldalú. 
A L E H M A N N - és a WILCOXON-próba rendstatisztikai jellege abból a tényből 
fakad, hogy az I 2 és az 1 г Stieltjes-integrálok becsléséhez nincs szükségünk a min-
taelemek tényleges értékeire, csupán egymáshoz viszonyított helyzetükre, ezt 
pedig a rangszámok egyértelműen meghatározzák. Az i2-vel kapcsolatos becs-
lés céljára L E H M A N N [ 1 ] és R É N Y I [2] más-más kifejezést ad tak ; a RÉNYitől 
származó W lényegesen egyszerűbb, min t a LEHMANN-féle L-lel jelölt kife-
jezés. Az L és W között egyszerű lineáris kapcsolat áll fenn: 
( 7 ) L = 2W — 1 . 
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Ezt C S Á K I E. ismerte fel először [ 3 ] , s ezzel bebizonyította, hogy a R É N Y I 
á l ta l javasolt próba azonos a LEHMANN-próbával. 
E cikkben ú j bizonyítását adom a (7) összefüggésnek, s ezenkívül meg-
adok egy harmadik statisztikai függvényt is (ezt F-vei fogjuk jelölni) a próba 
végrehajtására, mely bizonyos szempontból még a RÉNYi-féle fF-nél is egy-
szerűbb. Végül kiszámítom a W szórásnégyzetét az általános esetben (tehát 
a l ternat ív hipotézis esetén), ahonnan G(x) = F(x) helyettesítésre könnyen 
adódik a szórásnégyzetnek nullhipotézis teljesülése esetén érvényes képlete. 
1. §. A próba alapjául szolgáló kifejezések 
A LEHMANN-féle Z-függvény eredeti definíciója: 
Zx + Z2 
i m n 
1 2 2 
(8) 
ahol Z j jelenti azon (!,-, |y, pk, p,) elemnégyek számát, melyekre az 
vk < Vk < f.-> Vi < Vi < £/ 
egyenlőtlenségek egyidejűleg teljesülnek, s hasonlóképpen Z2 jelenti azon 
(I,-. !/> Pk> Vi) elemnégyesek számát, melyekre az 
Vk > f,-> Vk > vi > £«, vi > К 
egyenlőtlenségek egyszerre teljesülnek. A bevezetett karakterisztikus válto-
zókkal Z j és Z2 a következőképp írható: 
(9) 
L1 = Д 2,. ik úil zjk zjl > 
i,j,k,l 
Z2 — ZibZiiZibZí 
>,j, к, l 'ik il *jk ' 
megjegyezve, hogy i t t (és a továbbiakban mindenüt t ) az egyező helyen álló 
de eltérő módon jelölt indexek egyút ta l eltérő ér tékű indexeket is jelentenek 
T 
kifejezéssel а szorzat 
m n 
2 2 
várható értékét, az — kifejezéssel pedig a zikznzjkzj, várható értékét 
2 ) 2 ) 
becsüljük meg. Mivel pedig 
M (zik z„ Zjk zj,) = 2 f G2(x) (1 - F(x)) dF(x) 
( 1 0 ) 
' M (zikznZjkZji) = 2 J F2(x) (l —G(x))dG(x), 
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kis számítással azonnal adódik, hogy 
M (L) = - + 2 j (G(z) -F(x)fdF{x) = 1 
3 j 3 
— oo 
A RÉNYi-féle IF-kifejezés definíciója egyszerűbb: 
W = 







I t t Wy jelenti azon (!,-, rjk, ry) elemhármasok számát, amelyekre 
У к < f, és ту < £t 
egyidejűleg teljesül, s hasonlóképp W2 jelenti azon (!,-, rjk) elemhármasok 
számát , amelyekre 
У к > £ és у к > Sj 
egyszerre teljesül. A Wy és W2 karakterisztikus változókkal így fejezhetők ki: 
(13) 
Ezeknek megfelelően a 
Wy = 2 zikzn, i,k,l 
W 2 = 2 2ik Zjk • i,í,k 
^
1
 -vei a zikzn szorzat várható értékét, a 2 -vei 
m n 
(14) 
pedig a zikzJk szorzat várható ér tékét becsüljük meg. Minthogy pedig 
' M (zikza) = j G2(x)dF(x), 
00 
M [zlkz]k) = J F*(x)dG(x), 
— со 
kis számítással most azt kapjuk, hogy 
00 
(15) M ( I F ) = | + j ' (G(x)-F(x))2dF(x) = -^+I2. 
— oo 
A (ll)-ből és (15)-hől következik az 
M(L) = 2 M ( W ) - 1 , 
ill. 
M ( 2 R r — L — 1 ) = 0 
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összefüggés. Eliből már sejteni lehet, hogy a (2W — L — 1) mennyiségnek 
nemcsak a várható értéke, hanem az értéke is zérus, azaz a (7) is fennáll.2 
Ennek bizonyítását a 2. pontban végezzük el. A bizonyítás a W és L explicit 




Lx = — • 2 ( r i - ï ) ( л - г —l) ( m - г), 
2 i=i 
1 m 
L2 = — - 2 (sk — К (sk — ft — 1) (re - ft), 
2 k= l 
(17) 
wx = - - 2 (O-i) ( r , - i - 1), 
2 i= 1 
w 2 = \ - 2 { s k - ft)(Sfc-ft-i). 
2 k=\ 
E rangszámok függvényeiként megadott formulák könnyen beláthatok a fen-
t ebb közölt definíciók alapján. 
2. §. Identikus összefüggések levezetése 
Az (1) összefüggést felhasználva, rendre kiszámítjuk az empirikus elosz-
lásfüggvényekből képezett alábbi Stieltjes-integrálokat: 
r m ft 1 1 m 
(18) I ° n W F m ( z ) . = 2 - - - = ~ 2 ( r l - i > , 
í=i í=i 
( 1 9 ) [ Fm(x) dGn(x) ' 2 i - Т ' Ш-





) d F J x ) = | 
(21 ) f FUx) dGn(x) = 2 Ш ' ü k ' 2 b - » 
A=1 1 I k= 
2
 A várható é r t ékek között fennál ló összefüggésből tuluj«Ionképpen szintén követ-
kezik a megfelelő s ta t iszt ikai f üggvények közötti hasonló összefüggés, h a alkalmazzuk 
L e h m a n n és Scheffé egy lemmájá t (vö. f l ] vagy [3], 314. o.). 
0 
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к - 1 2  
n Y 
Í г \
2 i - 1 
l m J m 
k= 1 
СО 
r m ft 
I Gn(x)dF2m(x) = 2 
1 = 1 
— oo 
1 m 
= — • V ( г , - » ) ( 2 < - 1 ) , 
те/те2 j^ —i i = i 
00 
л m i \2 о • i i n 
j
 i=i * ' i=i 
(25) F2m(x)dG2(x) = ^ 
k=l 
2
 2 k - 1 1 
те" m 
л=1 
A parciális integrálás képletét alkalmazva, a (18)- és (19)-ből az alábbi ered-
ményt nyer jük: 
GJx)dFJx)+ J Fm(x)dGn(x) = Gn(x) • F J x ) 
azaz 
(26) 
, m . n 
1 = У (G-г) + У (sk - к), 
nrn jLJ mn 
i=l k=i 
m n 
2 (G - l ) + 2 H - k ) = mn. 
1 = 1 /1=1 





2 (G - г')2 + — к) (2 k — 1) = n2 m , 
i = l k~ 1 
n m 
2 (ak - k ) 2 + 2 (G - i ) ( 2 i - l ) = m 2 n , 
i=i 
(29) 2 (G - i)2 (2 » — 1) + 2 — (2 A; — 1 ) = m2 /г2 . 
i = i /i=i 
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Megjegyezzük, hogy a (26) közvetlenül is levezethető: 
m n m+n m n 
2 ( r , - • ) + 2 ^ ~ k ) = 2 k = 
i= 1 k= 1 1=1 1 = 1 fr= 1 
= — (m + n) (m + m + 1) — —m(m -f 1) —~n(n + 1) = mn . 
2 2 2 
Fentebb mégis azér t alkalmaztuk az integrálokkal történő levezetést, hogy 
ezzel a módszert bemutassuk. 
A kapott identitások kombinációjából ú jabbaka t nyerhetünk. Ad juk 
össze a (29) és (26) megfelelő oldalait és vonjuk ki ezekből a (27) és (28) meg-
felelő oldalait. Az összevonások elvégzése és 4-gyel való osztás után az alábbi 
összefüggés származik: 
, ш 1 " 
- . 2 (G - О (Г, - < - 1) (» - 1) + - • 2 <** - *) (e* - * - !) <* - = 
i=l k=l 
m\ / n 
2 2 
Ennek felhasználásával és a (17)-re való tekintet tel a LEHMANN-féle A-függ-
vény a következő alakra hozható: 
1 m 1 " 
L = /=i k = l 
m n 
2 2 
i m\ in\ 
I 2 2 





amiről már nem nehéz felismerni, hogy (2W — l)-gyel egyenlő (vö. (12) és (17)). 
Ezzel a (7) azonosságot bebizonyítottuk. 
További ú j abb identitásokhoz jutunk, ha a (27), ill. (28) megfelelő olda-
laiból kivonjuk a (26) megfelelő oldalait: 
(30) 2 (G - г') (П - i - l ) + 2 2 (sk - 4) (4 - 1) = nm(n - 1), 
Í = 1 fc=l 
( 3 1 ) 2 (sk - k ) (sk - k - 1 ) 4 - 2 2 (ri - i) (• ' — 1 ) = nm(m - 1 ) • 
k = 1 í = l 
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Ha bevezetjük a következő jelöléseket: 
m 
F 1 = (i — 1), 
(32) 
n 
V2 = У(»ь~Ъ) ( k - 1 ) , 
k= 
•ezeknek és a (17) alatti összefüggéseknek figyelembevételével a (30) és (31). 
így is írható: 
Wx + F a = m Г 
<33) 
Amennyiben t ehá t a 
W2 + F j 
(34) F = 1 + 
nm(m —- 1) гоп(я — 1) 
képlettel definiálunk új statisztikai függvényt, ez szintén felhasználható a 
próba céljára, mivel a TF-vel a következő kapcsolatban áll: 
W 
<35) F = 1 — - . 
2 
A (35)-ös összefüggés a (12), (33) és (34) összevetéséből adódik. 
Néhány megjegyzés az új kifejezéssel kapcsolatban. A (34)-gyei definiált 
F azért tekinthető egyszerűbbnek a W-nél, mivel a rangszámoknak csak 
lineáris kifejezéseit tartalmazza. Ez mindenek előtt az elméleti számításoknál 
jelenthet előnyt, mivel a próba gyakorlati alkalmazásánál felmerülő numerikus 
számításoknál a W könnyebben számítható ki, mint a F , annak ellenére, hogy 
a rangszámokban kvadratikus. A F-nek a gyakorlatban való felhasználásánál 
ügyelni kell a r ra is, hogy a nullhipotézis nem-teljesülésére most a negatív 
i rányú eltérésből következtetünk, tekintettel a (35)-re. 
Az L-hez és W-hez hasonlóan a F is definiálható a minta változók nagy-
ságrendi eseményei segítségével. Vx jelenii azon (pk, | . ) elemhármasok 
•számát, melyekre 
У к < t j > ft < fy 
•és F 2 azon (I,-, t]k, íj,) elemhármasok számát, melyekre 
í , < V,, rik < 7], 
egyidejűleg teljesül. Tekintettel azonban arra, hogy 
P(Vk < , < £j) = f G(x) F{x) dF(x), 
— СО 
és 
p ( f , <y,,Vk< Vi) = J П*) G{x) dG(x), 
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a F-vel tulajdonképpen a jobboldalakon álló ké t integrál összegét becsüljük 
meg, azaz 
M(F) = f G(x) F(x) dF(x) + J F{x) G(x) dG(x), 
OO 00 
vagy a parciális integrálások megfelelő alkalmazásával: 
00 
M(F) = — ——• I (G(x) - F(x)Y • dF(x) 
3 2 J 
00 
teljes összhangban a (35)-tel és (15)-tel. 
2 1 
3. §. A W szórásnégyzetének kiszámítása 
Alternatív hipotézis esetén a három statisztikai függvény (L, W és F ) 
közül aránylag a W szórásnégyzete határozható meg legkönnyebben, az is 
csak akkor, ha a (12) és (13) alakokból indulunk ki. A (12)-ből következik: 
re)2 
m 2 • 
2 J 
о I i m) in 
mn 
2 1 2 
(36) D 2(TF) = 
Cov-val a zárójelbe t e t t két változó kovarianciáját jelöltük, ennek definíciója 
Cov(C lf c2) = M {(с, - M(Cx))(f2 - M(C2))}. 
A (36) szerint a W szórásnégyzetéhez a W, és W2 kovarianciáját és szórás-
négyzeteit kell előbb meghatároznunk. 
A W, szórásnégyzetének kiszámítását az a lábbi számításmenet mutat ja : 
IF , = 2 zik zil ' i, k, i 
(37) D2( JFX) = M [( 2 ч к ^ \ - [M( 2 z i k z u ) ] 2 , 
i,k,l i,k,l 
M( 2zikzil) = J- M (z i kz a ) = m i,k,l i,k,l Pi 
( . 2 zik zu)2 = 2 Ak Ai + 2 2 zik zu zjk zß + 2 2 zih zu zjk* zji + 
+ 2 2 ziki Zih Zjki zih + 2 2 zik, zil ziki zil + 2 2 ziki zih zik2 zih ' 
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П 
(38) 
M ( 2 ^ и ) = ш 
M(2 2zik zu zik zii) = 2 I 
M (2 2 V i l z j к 2 z J I ) = 2  
M(2 2 ziki zih Zjki zjli) = 2 
M ( 2 2 V i l zikizn) = 2 m 
M (2 2 Ziki zil, 2,7,-2 2,72) = 2 m • A . 
•Vit 
i2 Pi 2 p„), 
ra(n — 1) (те — 2) • 2 s , 
те) /те — 2 
2 2 •Pî . 
(те — 2)-р?, 
1 
те 
In — 2 
2 2 I 2 
•Pf 
A jobboldalakon szereplő betűjelek (p2, p21, s, p3, p4) különféle integrálokat 
jelentenek; pontos jelentésüket a cikk végén levő táblázatban foglaltuk össze. 
A kapott eredményeknek a (37)-be való behelyettesítésével és az egyszerűsíté-
sek elvégzésével azt kapjuk , hogy 
D2(TFX) = m 
(39) 
p2 + 2(m - 1) (p2 - p21) + 4(m - 1) (те - 2) a -
— m(2 n — 3) p\-\ (те — 2) (те — 3) (p4 — + 2(те — 2)p3 
2 
Teljesen analóg módon nyerhető a W2 szórásnégyzete is: 
D*(W2) = 
Pi + 2(те — 1) (p2 - p2j) + 4(n - 1) (тег — 2) s -
— n 
n(2 m - 3)pï + - (m - 2) (m - 3) (p4 - p\) -f 2 ( m - 2) p3 
(40) 
A W x és W2 kovarianciájának kiszámítása céljából a W2-t a 
w2 = 2 ( i - z i k ) Q - z j k ) èj.k 
alakba írva vonjuk be a számításba. A számítás menete 
Cov(Wx, W2) = 2Cov{z,k, za, (1 - zik) (1 - z]k)) + 
+ 2 Vov{zik, Zjh (1 -%,)(! -- zJk2)\ + ^Cov{z l l f c z ) V , (1 - z i l k ) (1 - z J k ) } , 
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< 4 1 ) 
= 2 
— Zik) (1 - Zjk)} = 
1 -
~ Z*ik2 ) ( i - Zjk*)} 
m 
С 
(n - 2 ) ( -
2 U 
, lm ín 
4 
1 2 I 2 
• ( - P2P2) . 
Psi - P2P2 + P2). 
Д С о y { z i l k z h l , (1 - zitk) (1 - Zjk)} = 
= 2 Cov{( l — zhk) (1 - Zhl) , Zi2kZjk) • 
= 2 
m « 1 
2 2 
t e h á t végül is 
<42) Qov{Wx,W2) = - 2 
m\ ( 
. 2 R 
(m - 2) (— s — p31 - p2 p2 + p2), 
. / 2 P i P2 + ( n - 2) (a + p31 + p2 p2-p2) + ) 
1 + (m — 2) (s + p3l + p2p2 — p2) j 
A W szórásnégyzete ezek u t á n már könnyen kapható, mivel a nyert ered-
ményeket ((39), (40) és (42)) csak be kell helyettesíteni a (36)-ba. 
Nullhipotézis esetén a képletek nagyban leegyszerűsödnek. Ha az emlí-
t e t t táblázatból a p2, p2V p3, s tb . integrálok nullhipotézis esetére kiszámított 




s ezeknek megfelelően: 
<45) 
D^lFj) = 
D 4W2) = 







(m + n + 1) (4 n — 3 ) , 
I (m + n + 1) (4 m — 3) , 
m\ In 
U ) U 
Р
2 ( Т У ) - 1 ,(w7 + « + l ) ( m + « - 2 ) 
45 m(m — 1) n{n — 1) 
Ami a kész a lakban megadott (38), ill. (41) a la t t i közbeeső eredményeket 
illeti, ezekkel kapcsolatban csak anny i t jegyzünk meg, hogy a zik karakterisz-
t ikus változókból alkotható különféle szorzatok várható értékei a közölt táb-
lázat integráljaival adhatók meg. A megfelelő számítások részletezése túlsá-
gosan hosszúra nyú j t aná a dolgozatot, ezért i t t azt elhagyjuk. 
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1 
15 
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CO ( 00 / 
1 
TS 
(Beérkezett : 1959. szeptember 29.) 
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ON THE LEHMANN TEST 
A. ZAJTA 
Abstract 
I n order to e l iminate the deficiencies of t h e Wilcoxon t e s t , L E H M A N N 
[ 1 ] a n d R É N Y I [2] developed new t e s t s which are consistent w i th a n y alter-
n a t i v e hypothesis of the null hypo thes i s . Since t h e expressions L and W 
— proposed by L E H M A N N a n d R É N Y I to per form the t e s t — differ f rom 
each o ther , the t w o procedures h a v e , for a long t ime , been considered as two 
sepa ra t e tests. I t was jus t recent ly t h a t C S Á K I [3] realized t h e i r identity,, 
t he re la t ionship be tween L and W being a simple l inear one: 
L = 2 W - 1 . 
In t h e present paper , a new proof of this connec t ion is given a n d a thi rd 
expression (F) is p u t forward t o per form the t es t . The new expression is, 
in ce r t a in respects, even simpler t h a n IF in t h a t i t contains only l inear func-
t ions of the rank numbers ( P a r a g r a p h 2.). I n addi t ion , the va r i ance of IF 
is ca lcula ted for t h e general case f r o m which a fo rmula (45), su i t ab le for t he 
subs t i t u t ion G(x) = F(x) and val id for the case of t he null hypo thes i s may 
be der ived . 
0 ПРОБЕ LEHMANN-A 
A . Z A J T A 
Резюме 
Чтобы освободиться от недостатков пробы W i L C O x o N - a , L E H M A N N 
[ 1 ] и R É N Y I [ 2 ] построили новую пробу, консистентную относительно 
всех альтернативных гипотез гипотезы нуля. Т а к к а к выражения А и IF, 
предложенные L E H M A N N - O M и R É N Y I для проведения пробы, отличаются 
друг от друга, долгое время эти две пробы очитались различными, и лишь 
недавно Е . C S Á K Y [3] заметил, что они тождественны, так к а к м е ж д у L и IV 
имеет место простое линейное соотношение 
L = 2W — 1. 
В настоящей работе дается новое доказательство этого соотношения и дается 
третье выражение ( F ) для проведения пробы. Новое выражение с некото-
рой точки зрения проще чем IF, т а к к а к содержит лишь линейные функции 
ранговых чисел (пункт 2). Кроме того вычисляется дисперсия VF в общем 
случае, откуда в случае G(x) = F(x) получается формула (45), справедливая 
в случае гипотезы нуля . 

A MODERN OPERÁTORSZÁMÍTÁS ALKALMAZÁSA 
EGYSZERŰ ÁTVIVŐRENDSZEREK VÁLASZ-ANALÍZISÉBEN 
F É N Y E S TAMÁS 
Bevezetés 
A lineáris átvivőrendszerek válasz-analízisének alapfeladata a rendszerre 
érkező bemenő jel és a szóban forgó rendszer ismeretében a rendszerből k imenő 
jel meghatározása. Az irodalomban D O E T S C H , W A G N E R és CARSON munká i 
alapján ezen általános feladat sok esetben a Laplace-transzformáció alkalma-
zásával megoldható. A bemenő, illetve kimenő jel, vagy ha úgy tetszik a ger-
jesztés és a válasz között a következő összefüggés ismeretes: 
(1) v(s) = T(s) g(s) . 
I t t g(s), v(s) a gerjesztés, illetve a válasz Laplace-transzformáltjai , T(s) pedig 
a rendszer átvi tel i tényezője. 
A műszaki gyakorlatban azonban fontos szerepet já tszanak azon jelek 
is, melyek nem írhatók le a klasszikus analízis függvényeivel (impulzusok, 
doubletek). Impulzusokkal gerjesztett rendszer a Laplace-transzformáció segít-
ségével egzakt módon nem tárgyalható; a tárgyalásmód ekkor formális, a 
kapot t eredmények helyessége nem látható be. Ilyen típusú problémák egzakt 
megoldásához be kell vezetni a Mikusinski-féle operátorszámítást. M I K U -
S I N S K I könyvében ( [ 1 ] ) néhány speciális pé ldá t találhatunk impulzusgerjesz-
tésű rendszerek vizsgálatára. 
Előfordulhat azonban az is, hogy a gerjesztő jel ugyan klasszikus függ-
vény, a kimenő válasz azonban nem. A Laplace-transzformáció alkalmazására 
vonatkozóan ekkor az előzőekhez hasonlók á l lnak fenn. Ezt is figyelembe véve 
rámuta tha tunk arra , hogy a modern operátorszámítás nemcsak speciális ger-
jesztések esetén alkalmazandó módszer, hanem az átvivőrendszerek egységes 
elméletének megalapozásában alapvető és nélkülözhetetlen, ahol a klasszikus 
analízis módszerei már elégtelennek bizonyulnak. 
A Mikusinski-féle operátorszámítás bevezetése után az (1) összefüggés 
a vizsgált rendszert már teljesen általánosan jellemzi, ahol v(s), g(s) nem fel-
tétlenül klasszikus függvény. T(s)-t célszerű a vizsgált rendszer átviteli-operá-
torának nevezni. Ekkor természetesen s má r nem komplex változó, hanem a 
differenciáloperátor. Nem tárgyaljuk a tetszőleges átviteli-operátorral b í ró 
rendszerek általános válasz-analízisét, hanem csak az elektrotechnikai gyakor-
latban nagy fontosságú R, L, С elemekből felépített elektromos kétpólusok 
vizsgálatára szorítkozunk. Ezen elektromos kétpólusok válasz-analízisének 
szisztematikus operátoros tárgyalását elvégezzük és ezen belül meghatározzuk 
az ún. válaszkritériumokat, melyek segítségével adott bemenő jelhez t a r tozó 
kimenő jel operátorstruktúrája azonnal eldönthető. 
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A k a p o t t eredmények természetesen minden további nélkül á t v i h e t ő k 
bármilyen tetszőleges lineáris fizikai átvivőrendszerre, melynek átviteli ope-
rátora megegyezik a vizsgált elektromos kétpólus admit tanciaoperá torával , 
továbbá a módszer ál talánosítható tetszőleges reacionális tör t függvénnyel , 
mint átvitel i operátorral bíró átvivőrendszerekre is (feszültségátvitel, l ineáris 
elektroncsöves erősítőkapcsolások, stb.). 
Végül megjegyezzük, hogy a kapot t eredmények a disztribúciók elméle-
tében is értelmezhetőek, m e r t a gerjesztések, illetve válaszok mindig véges 
disztribúciók, melyeknek t a r t ó j a a <0, intervallum. 
1. §. Az egység-doublet operátor definíciója 
és függvényekkel való approximációja 
A mode rn áramkör-analízisbén, m i n t lá tn i fogjuk, az egység-impulzus-
operátoron kívül alapvető jelentősége v a n az egység-doublet operá tornak . 
Ezért mielőt t rátérünk a válasz-analízis fe ladatának meghatározására és a 
válasz-analízis ismertetésére, feltétlenül foglalkoznunk kell az egység-doublet 
operátor fogalmával. 
Tekin tsük a következő folytonos függvényekből álló függvénysorozatot : 
0, ha 0 gt g A, 
ha A < t < A 4- —, 
n 
ha í = A + —, и = 1 , 2 . . . 
n 
lia A 4- — < t < A + — , 
n n 
0, ha A + ^ ^ t < oo , 
továbbá legyen 




(4) Gn(t)= j' gn(r)dr. 
л 
Az alábbi á b r á n látható a {gn} függvénysorozat egyik eleme. (1. 463. old . ) 
Nagy n esetében gn(t) a A környezetében először erősen növekedik, m a j d 
csökken, és u t á n a növekedve hamar nul lává válik. 
m > о , 
Ы 0 Н 
m < о, 
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Ha n -> oo akkor a klasszikus analízisben nem beszélhetünk а {<7(1(7)} 
sorozat konvergenciájáról. Az operátorszámítás értelmében azonban a sorozat 
1. ábra. 
konvergens, mert előállítható mint egy operátornak és egy a O Á í < oo-ben 
fekvő tetszőleges zárt (a, b) intervallumon folytonos és egyenletesen konver-
gens (c„(7)} függvénysorozat szorzata. 
Ugyanis 
(5) {gn(t)} = s3P{gn(t)) = S3{cn(t)}-
Az 
*Ы*)}={ (g„(T)dx} = {hln(t)} 
0 
függvény a 2. ábra szerint változik: 
hm(t) 
5 x* 4 
2. ábra. 3. ábra. 
Az 
függvény menetét lásd a 3. ábrán. 
A 
{cn(t)} = = P{hln(t)} = l{h2n(t)} 
függvény pedig az alábbi ábra szerint változik: 
C„(t) 
.51 T x*t 
v
 4. ábra. 
\ hinti) 
6* 
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Rögtön lá tha tó , hogy a {cn(t)} sorozat már egyenletesen konvergens min-
den véges intervallumon és 
m m í 0, ha O ^ Í ^ A , lim cn(t) = c(t) = \ ~ 
n-~« [ A0(t — A), ha í > A, 
T e h á t 
(6) {c(ű} = A 0 h x — , ahol h az eltolási operátor. 
s2 
Következésképp tehá t az eredeti {gn{tj} függvénysorozat általánosított érte-
lemben konvergens és határértéke a következő operátor: 
(7) s3A0 — hx = A0sh' = A0{D(t-k)}. 
s2 
A jobboldalon álló operátort a A időpontban fellépő A0 nagyságú doublet-nek 
nevezzük. Ag = 1 esetben egység-doublet-ről beszélünk. Az elnevezés oka 
kézenfekvő. Matematikailag teljesen pongyolán mondhatjuk, hogy D(t — A) 
„függvény". I lyenkor a következő jelképes ábrázolás adható meg: 
T •I 
5. ábra. 
A doublet-operátornak könnyen adhatunk fizikai interpretációt is. H a 
egy kondenzátort például a t = 0 időpontban egy impulzussal gerjesztünk, 
akkor az áram az 5. ábra szerint változik. A kondenzátor feltöltődik és rögtön 
ki is sül. 
Az általánosított Ohm-törvényt a kondenzátorra felírva kapjuk, hogy 
ahonnan az á ram operátorára t ehá t azt kapjuk, hogy 
(8) 1(a) = С s . 
Ez pedig a í = 0-ban fellépő A0 nagyságú doublet operátora. 
2. §. Válasz-analízis 
Kétpólusú áramkörök válasz-analízisének alapfeladatát a következőkben 
határozzuk meg. 
Tekintsünk egy R, L, С elemekből felépítet t elektromos kétpólust. Meg-
határozandó az áram, ha ado t t a kétpólus kapcsaira kapcsolt feszültség és a 
Ol 'ERÁTORSZÁiMÍTÁS ÁT VIVŐRE X DSZ E R E X VÁLASZ-ANALÍZISÉBEN 4 6 5 
kétpólus admit tanciájának operátora. A következőkben feszültség belyet t 
gerjesztésről, áram helyett válaszról, admi t tane ia helyett átvitel-operátorról és 
kétpólus helyett átvivő-rendszerről beszélünk. 







Az általánosabb terminológiát azér t használjuk, mer t tetszőleges olyan 
lineáris átvivő-rendszer válasz-analízisének feladata, melynek átvitel-operátora 
admittaneia operátor típusú, megegyezik a kétpólusú áramkörök válasz-ana-
lízisének problémájával. 
Tehát a feladat általános megfogalmazásban a következő. Adva a ger-
jesztés operátora és a rendszer átvitel-operátora. Meghatározandó a válasz 
operátora. 
Ezen belül foglalkozunk azzal a fontos kérdéssel, milyen kritérium dönti 
el, hogy a válasz függvény-e vagy általános operátor. 
í r juk fel a 6. ábrán látható átvivő-rendszer egyenletét: 
( 9 ) V(8) = T(s) g(8) . 
Szóban forgó rendszerünk átvitel-operátora a következő a lakú: 





b0 + bis + b2s2+... bn s" 
Feltesszük, hogy T(s) nem egyszerűsíthető. Mint az áramkörelméletből isme-
retes 
(10) \m — n\ = 0, vagy 1. 
Legyen először n > 0. Három esetet különböztetünk meg. 
I. 
(11) n = m + 1 . 
Ebben az esetben parciális törtekre bontással kapjuk, hogy 
(12) T(s) = 2 A « j Ч г -
é i Ф - акУ* 
а
к
 komplex is lehet . 
Tehát a válasz 
( 1 3 ) « W ^ Î A 
éri Ф-ак 
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Ha a gerjesztés függvény, t e h á t g(s) = { U / ) } , akkor tekintve, hogy 
(14) = ( 1 eaA , 




(15) v(s) = У Ak U(t — T) еа*Жт 
A konvolúció tulajdonságaiból következik (lásd [2]), hogy amennyiben a ger-
jesztésre fennáll , hogy U(t) e Cn, akkor v{s) € Cn+1. I t t C " a ö í ( < °°-ben 
re-szer folytonosan differenciálható függvények osztályát jelenti, n = 0 eset-
ben a folytonos függvények osztályáról, n = — 1 esetben pedig az ún. К osz-
tályba tar tozó függvényekről beszélünk С - 1 = К (lásd [1]). 
Ha a gerjesztés impulzusokból áll, g(s) = Y Bu akkor 
(16) 
n = m . 
Mivel a g(s) operátor csak az eltolási operá tor t tartalmazza, tehát (16) is 
függvény. Továbbá mivel (16)-ban a zárójelben levő függvény a nulla idő-
pontban nem lehet nulla, t e h á t v(s) € К. H a g{s) = B0, vagyis az impulzus 
a 0 időpontban lép fel, akkor v(s) eC°°. 
Kimondhat juk tehát a következőt. Ha n = m -f- 1, akkor a válasz 
függvény. 
I I . 
Ekkor 
(17) - v - - , - , 
éí (5 - * 
alakban í rha tó fel az átvitel-operátor. T e h á t a válasz ebben az esetben 
g(s) 
J J " k 77 
T(s) = A+y*Ak- -
i « 
(18) v(s) = Ag{s) + V Ak 
Z—I (я — I ( s  a k ) 
Ha a gerjesztés függvény, g(s) = {!//)}> akkor (14)-gyel kapjuk, hogy 
(19) re(s) = 
k=I 
AUU + ^ A k f r n t - d ^ - e - ' d A 
(Pk- 1)! 
A válasz szintén függvény, és ha U(t) € C", akkor v(s) eCn. 
Ha a gerjesztés impulzus vagy impulzussorozat, 
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akkor a válasz (18) figyelembevételével 
r n f&ie— 1 I 
(20) v(s) = i l Bph<* + 2 B, № V Ak — . 
" " \ i f t y (vk— 1)! J 
Ezen összeg első tagja már nem függvény. Lá tha tó , hogy a válasz-operátor 
függvényt és egy a gerjesztéssel arányos impulzus, vagy impulzussorozat ope-
rátorát tar talmazza. 
Kimondhat juk , hogy ha n = m, akkor a válasz függvény, ha a gerjesztés 
is függvény, általános operátor, ha a gerjesztés is az. 
III. n = m 1 . 
Ekkor parciális törtekrebontással áz átvitel-operátort ál talában a következő 
formában í rhat juk fel: 
(21) 
Legyen a gerjesztés először függvény, akkor a válasz az előzőek mintájára 
t 
(22) v(s) = Bs U(t) + AU(t) + ^ A k I U(t-r) e°*T d x 
I t t meg kell különböztetnünk két esetet a következő értelemben. 
1. Legyen U(t) e C", n> 0, vagy legyen U(t) a 0 ^ t < °° interval-
lumban, — minden véges zárt részintervallumon véges számú pont kivéte-
lével — mindenüt t differenciálható С osztálybeli függvény, melynek U'(t) 
deriváltja а К osztályhoz tartozik. Ekkor tekintve, hogy 
(23) 
(22) a következőképp írható 
sU(t) = {U'(t)} + £7(0) , 
(24) v(s) = BU'(t) + AU(t) + У Ak Г U(t - r) 
k = \ ( V 1 ! ) ! 
e
atrdx + 5(7(0) . 
(24)-ből látható, hogy ha a gerjesztés a 0 időpontban nem zérus, akkor a válasz 
impulzust is tar talmazó operátort állít elő. 
Ha a gerjesztés a 0 időpontban zérus, akkor (24) alapján a válasz függ-
vény és 
a) ha U(t) 6 Cn, akkor v(s) 6 Cn~\ n > 0, 
b) ha U(t) 6 С és U'{t) € K, akkor v(s) 6 K. 
2. Legyen U(t) szakaszonként folytonos, mely a tv pontokban ßv = 
= U(tv + 0) — U(tv — 0) (v = 1, 2 . . . ) ugrásokkal bír, és derivált ja U'(t) a 
К osztályhoz tartozik. Ekkor, tekintve hogy 
(25) 5 U(t) = [U'(t)) + £7(0) + 2 ßv V», 
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(22) a következő lesz 
J v(s) = [AU{t) + BU'(t) + 
(26) 
r 
+ У Afc ( C7(í - T) — - ea*r d T -f- 517(0) + 5 V f t , A'-. 
i á J ( ^ - 1 ) ! Г 
A válasz tehá t egy operátor, mely egy függvényt és egy véges, vagy végtelen 
impulzussorozatot tar ta lmaz. 
Legyen a gerjesztés impulzus, vagy impulzussorozat, melynek operátora 
Ekkor a válasz a következő alakot veszi fel: 
/ n J k ] . 
(27) v(s) = Ag(s) + Bsg(s) + g{a) У Ak - — e«*< . 
I k^1 Wk U ' I 
A válaszoperátor tehát nemcsak függvényt , hanem impulzust és doublet-et is 
tartalmaz, impulzusokat csak akkor, ha A =f= 0. Vizsgálatainkból lá tható , hogy 
a válasz-analízis egyszerű kritériumokat szolgáltat a válasz s t ruktúrá jának 
eldöntésére. Az operátorszámítás az áramkörelméletben, illetve az átvivő 
rendszerek elméletében t ehá t nemcsak speciális feladatok megoldásában fontos 
módszer, hanem egyben az elmélet egzakt matematikai megalapozása szem-
szögéből nélkülözhetetlen, mert, a klasszikus analízis módszerei i t t má r elég-
telennek bizonyulnak. 
Most röviden összefoglaljuk a válasz-kritériumokat. 
I. n = m + 1 . 
A válasz függvény. 
II. 71 = 771 . 
1. Ha a gerjesztés függvény, a válasz is függvény. 
2. Ha a gerjesztés impulzus(sorozat), a válasz függvény + impulzus-
sorozat). 
III. n = 771 — 1 . 
1. Ha a gerjesztés folytonos függvény, melynek deriváltja legalább а К 
osztályba tartozik, akkor 
a) ha a gerjesztés a nulla időpontban nulla, a válasz függvény, 
b) ha a gerjesztés a nulla időpontban nem nulla, a válasz függvény, -f- 0 
időpontban fellépő impulzus. 
2. H a a gerjesztés szakaszonként folytonos függvény, melynek deri-
váltja а К osztályba tartozik, akkor a válasz függvény -f- impulzus(sorozat). 
3. Ha a gerjesztés impulzus(sorozat), akkor a válasz függvény + impul-
zus(sorozat) -f- doublet(sorozat). 
Ha A = 0, akkor a válasz impulzusokat nem tartalmaz. 
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3. §. Speciális átvitel-operátorral bíró átvivőrendszerek 
Az előzőekben meghatároztuk a válasz-analízis ál talános kritériumait. 
Most a következő speciális eseteket vizsgáljuk. 
a) n = m — 0 . 
Ekkor az átvitel-operátor egy közönséges szám, mely például fizikailag 
egy egyszerű R ohmos ellenállással realizálható. Ebben az esetben természe-
tesen az impulzus-gerjesztés hatására fellépő válasz függvényt egyáltalán nem 
tartalmazó operátor. 
b) m = 1, n = 0 . 
Az átvitel-operátor most a következő egyszerű alakot veszi fel: 
( 2 8 ) T{8) = A + Bs . 
Ilyen átvitel-operátorral bír például a párhuzamosan kapcsolt ellenállásból, 
illetve kapacitásból álló áramkör . 
Ha az átvivőrendszer operátora (28) alakú, akkor előző vizsgálataink 
alapján az impulzusgerjesztés hatására fellépő válasz operátora függvényt 
egyáltalán nem is tartalmaz. Továbbá, ha 
A = 0 , 
akkor a válasz még impulzusokat sem tar ta lmazhat és kizárólag doubletekből 
állhat (tiszta kapacitás esete). 
(Beérkezett: I960, szeptember 19.) 
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DIE ANWENDUNG DER MODERNEN OPERATORENRECHNUNG BEI DER 
ANTWORT-ANALYSIS EINFACHER ÜBERTRAGUNGSSYSTEME 
von 
T . F É N Y E S 
Zusammenfassung 
Das Grundproblem der Antwortanalysis linearer Übertragungssysteme 
besteht aus der Bestimmung des Ausgangssignals in Kenntnis des betreffenden 
Systems und des Eingangssignals. Diese allgemeine Aufgabe kann auf Grund 
der Arbeiten von G . DOETSCH; K . W . W A G N E R und C A R S O N in vielen Fällen 
durch Anwendung der Laplaceschen Transformation gelöst werden. Zwi-
schen dem Eingangs- und dem Ausgaiigssignal, d. Ii. zwischen der Erregung 
und der Antwort , ist der folgende Zusammenhang bekannt : 
(25) 5 U(t) = [U'(t)) + £7(0) + 2 ßv V», 
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Dabei bezeichnen g(s) b z w . v(s) die Laplace-Transformier ten der E r r egung 
bzw. der A n t w o r t und T(s) den Übe r t r angungs f ak to r des Systems. 
In den technischen P rax i s spielen jedoch auch solche Signale wichtige 
Rolle, die n i c h t durch F u n k t i o n e n der klassischen Analyse beschrieben werden 
können (Impulse, Doubleten) . Ein d u r c h Impulse er regtes System k a n n 
mi t Hilfe der Laplaceschen Trans fo rmat ion nicht e x a k t behandelt werden, 
diese Methode ist in d iesem Falle fo rmal , die R ich t igke i t der e rha l tenen 
Ergebnisse k a n n nicht eingesehen werden. Zur exakten Lösung der Prob leme 
solchen T y p s muss die Mikusinskische Opera torenrechnug einbezogen werden. 
Im Buche v o n M I K U S I N S K I f inde t man einige Beispiele ü b e r die Unte rsuchung 
von Sys temen mit Impulserregungen. 
Es k a n n auch vo rkommen , dass zwar die E r r e g u n g einer klassischen 
Funk t ion entspr icht , d ie ausgehende A n t w o r t jedoch nicht . Bezüglich der 
Anwendung der Laplaceschen Transformat ion gilt in diesem Falle ähnl iches 
wie vorhin. I n Be t r ach tung dieses U m s t a n d e s können wir darauf hinweisen, 
dass die moderne Opera torenrechnung n ich t nur e ine bei speziellen Erre-
gungen anwendbare Me thode gibt, sondern bei der Begründung der ein-
heitlichen Theorie der Über t r agungssys teme , wo die Methoden der klassi-
schen Analys is sich als ungenügend erweisen, eine grundlegende u n d unen t -
behrliche Rol le e inn immt . 
Nach E in führung der Mikusinskischen Operatorenrechnung charak-
terisiert der Z u s a m m e n h a n g (1) bereits ganz allgemein d a s untersuche Sys tem, 
wobei g(s) u n d v(s) n i c h t unbedingt klassische F u n k t i o n e n bedeuten. T(s) 
nennen wir den Über t ragungsopera tor des be t rach te ten Systems; in diesem 
Falle b e d e u t e t s selbst vers tändl ich n u n m e h r keine k o m p l e x e Veränderliche, 
sondern d e n Different iat ionsoperator . Wi r beschäf t igen uns nicht m i t der 
allgemeinen Antwor tana lys i s von Sys t emen mit bel iebigen Über t ragungs-
operatoren, sondern beschränken uns lediglich auf die Unte r suchung der aus 
11, L, C-Elementen au fgebau t en e lektr ischen Zweipole, die in der Prax i s 
der Elekt ro technik von grosser B e d e u t u n g sind. E s w i r d die systemat ische 
Behandlung der Antwor tanalys is dieser elektrischen Zweipole auf G r u n d 
der Opera torenrechnung durchgeführ t , u n d im R a h m e n dieses Prob lems die 
sogenannten Antwor tkr i t e r ien bes t immt , mit deren Hi l fe die Operatoren-
s t ruk tu r des Ausgangssignals eines gegebenen Eingangssignals sofor t ent-
schieden werden kann. 
ПРИЛОЖЕНИЯ СОВРЕМЕННОГО ОПЕРАЦИОННОГО ИСЧИСЛЕНИЯ К 
ОТВЕТНОМУ АНАЛИЗУ ПРОСТЫХ ПЕРЕНОСНЫХ СИСТЕМ 
Т . F É N Y E S 
Резюме 
Основная задача ответного анализа линейных переносных систем — 
определение исходящего из системы сигнала, з н а я поступающий в 
систему сигнал и саму систему. На основании работ D O E T S C H - Э , W A G N E R E 
и ÜARSON-A эта общая задача часто может быть решена с помощью преоб-
разования Лапласа. М е ж д у входящим и исходящим сигналом, т. е. между 
возбуждением и ответом имеет место соотношение 
(О v(s) = T(s)g(s). 
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Здесь g(s) и v(s) суть преобразования Лапласа возбуждения и ответа, а 
T(s) переносный фактор системы. 
Однако, в инженерной практике играют важную роль и сигналы, 
которые не могут быть описаны функциями классического анализа (им-
пульсы, дублеты). Система возбужденная импульсами, не может быть эг-
зактно рассмотрена с помощью преобразования Лапласа; рассмотрение в 
этом случае формально, в правильности полученных результатов нельзя 
убедиться. Чтобы экзактно решить проблемы такого типа, следует ввести 
операционное исчисление от M I K U S I N S K I . В книге от M I K U S I N S K I можно 
найти несколько специальных примеров исследования систем, возбужден-
ных импульсами. 
Может, однако, случиться, что входящий импульс является класси-
ческой функцией, а исходящий нет. Относительно применения преобразо-
вания Лапласа положение аналогично вышеприведенному. Принимая во 
внимание и это можно указать, что современное операционное исчисление 
не является методом, который следует применять лишь в случае специаль-
ных возбуждений, но фундаментален и необходим для обоснования единой 
теории переносных систем, где методы классического анализа уже не доста-
точны. 
После введения операционного исчисленя от M I K U S I N S K I соотноше-
ние (1) описывает исследуемую систему уже в совершенно общем виде, где 
g(s) и v(s) не обязательно классические функции. Целесообразно называть 
T(s) оператором переноса исследуемой системы. Тогда, естественно, s уже 
не комплексная переменная, а дифференциальный оператор. Автор не рас-
сматривает общий ответный анализ систем с произвольным оператором 
переноса, а ограничивается исследованием электрических диполей, постро-
енных из элементов R, L и С, которые имеют большое значение в электротех-
нической практике. Производится систематическое операционное рассмот-
рение ответного анализа этих электрических диполей, причем определяются 
так называемые критерии ответа, с помощью которых сразу же может быть 
определена операторная структура исходящего сигнала, относящегося к 
данного входящему сигналу. 

TÖRPETRANSZFORMÁTOROK LEMEZMAGLAPJAINAK 
ÁLTALÁNOS GEOMETRIAI GAZDASÁGOSSÁGI PROBLÉMÁI 
F É N Y E S T A M Á S é s N Á D A S T I B O R 1 
Bevezetés 
Szerzők [l]-ben foglalkoztak szabványosí tot t mére tű t ranszformátor-
lemezmaglapok geometriai gazdaságosságának problémájával . Meghatározták 
a leggazdaságosabb hulladékmentesen sa j to lha tó E l lemez relatív geometriai 
méreteit (lásd [1]) és foglalkoztak a DIN-szabvány által megadot t méretű leme-
zeknek az opt imumtól való gazdaságossági eltérésének kérdésével is. Szerzők 
a feladatot kizárólag a felhasznált vas- és rézanyag árának figyelembevételével 
oldották meg. A probléma nagy népgazdasági jelentőséggel bír, hiszen gazda-
ságossági szempontból nem megfelelő mére tű lemezek használata esetén feles-
legesen tékozlódik el réz- és vasanyag, amely figyelembe véve, a hazai gyenge-
áramú ipar jelentős kapaci tását , á l lamunknak tetemes veszteséget je lenthet . 
Azonban ezen vizsgálatok csupán a probléma speciális megoldását szol-
gáltat ták. Népgazdasági szempontból igen lényeges, hogy a t ranszformátorok 
jó hatásfokúak is legyenek, vagyis olyanok, melyeknél a fellépő vas- és réz-
veszteségek aránylag kicsinyek és így bennük az összüzemidő a la t t elvesző 
elektromos energia ára is kicsiny. Sok esetben fontos az olyan méretű lemezek 
alkalmazása, melyek révén a súly szempontjából optimális t ranszformátor 
állítható elő. Látható, hogy a probléma a gazdaságosság különböző szempont ja i 
alapján ál talánosítható. 
Figyelembe kell venni, liogy a hazai gyengeáramú ipar, a DlN-szabvány-
tól á tve t t méretben nemcsak hulladékmentes, hanem kis hulladékkal sa j to lha tó 
E l lemezeket is használ (KGMSZ 635.438 szabvány, 92—231 mm főméret ) . 
Tehát az összes fenti gazdaságossági kérdések értelemszerűen fennállnak ezen 
utóbbi lemezek esetében is. Ezen lemezeknél nincs függvényszerű összefüggés 
az egyes méretek között, m in t a hulladékmentesen saj tolható lemezek esetében. 
I ly módon lá tható , hogy az eredeti probléma általános alakú lemezmaglap 
esetére is ál talánosí tható. 
Szerzők ezen cikkben úgy a hulladékmentesen sa j to lha tó El lemezmag-
lapok, mint a geometriai kötöttségmentes lemezmaglapok általános geometriai 
gazdaságossági problémáival foglalkoznak. A hulladékmentes lemezmaglap 
vizsgálatánál matemat ikai módszert dolgoznak ki, melynek segítségével a 
probléma igen egyszerűen tárgyalható. U t ó b b i ál talánosabb alakú lemezmag-
lap esetében szerzők alkalmazzák Silleni [2] módszerét, melyet némileg kiegé-
szítenek. Szerzők az optimális méretű lemezmaglapok ismeretében megvizsgál-
1
 H í radás techn ika i I p a r i K u t a t ó In téze t . 
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j á k a szabványméretek és az optimális méretek közti gazdaságossági eltérést . 
A számítások eredményeit szerzők könnyen kezelhető diagramokban, illetve 
táb láza tokban tünte t ik fel. 
1. §. Hulladékmentesen sajtolható El típusú lemezmaglapok 
általános vizsgálata. Altalános megjegyzések 
A transzformátor tekercs maximális áramsűrűségének, továbbá a maxi -
mális vasmagindukciónak ér téké t a t ranszformátor megengedhető melegedése 
határozza meg. Ezen értékeket számításainkban állandónak tekint jük és vég-
eredményben a vizsgálatokat a következő numerikus értékek felvétele mellet t 
végezzük el.2 
yv = 7,65 kg/dm3 a vas fajsúlya, 
pv = 5,22 Ft /kg a vas egységára, 
fv z= 0,95 vaskitöltési tényező, 
yr = 8,89 kg/dm3 a réz fajsúlya, 
pr = 4E56 Ft/kg a leggyakrabban használt rézhuzalok közepes e g y ' 
ségára, 
f r = 0,2, ill 0,3 rézkitöltési tényező értékek (1. [1]), 
Bmax = 10 000 Gauss maximális vasmagindukció, 
i = 3 A/mm 2 megengedhető áramsűrűség, 
Wv = 1,6 W/kg _8max-nál fellépő súlyegységre eső vas veszteség, 
Wr = 157,5 W/dm3 maximális áramsűrűségnél fellépő térfogategységre 
eső rézveszteség, 
T = 14 400 óra a t ranszformátor 10 év alat t i átlagos üzemideje, 
ft = 0,35 Ft/kWó az áram egységára. 
Számításainkban a lemezcsomag vastagságát nem tek in t jük független 
változónak, hanem a gyakorlatnak megfelelően a két határesetet vizsgáljuk. 
Vizsgálatainkat részletesen négyzet alakú oszlopkeresztmetszet felvétele esetén 
ismertetjük, az ún. |/2-es oszlopkeresztmetszet esetén — tekintve, hogy a 
számítási el járás teljesen ugyanaz — csak eredményeket közlünk. Feltételez-
zük, hogy a pr imer, illetve szekundér tekercs ugyanolyan látszólagos tel jesí t-
ményt kap, és így az ablak felét a primér tekercselés, felét a szekundér teker-
cselés foglalja el. A transzformátor gazdaságosságára az ún. fajlagos ár, faj lagos 
veszteség, fa j lagos ár + faj lagos energiafogyasztás ára, illetve fajlagos súly, 
vagyis a felhasznált vas és réz árai összegének, veszteségei összegének, árai -f-
energiafogyasztási árai összegének, illetve súlyai összegének és a teljesítmény-
nek hányadosa jellemző. Rögzí te t t oszlopszélesség esetén meghatározzuk ezen 
függvények minimumát szolgáltató optimális ablakméreteket. 
2. §. Négyzetes oszlopkeresztnietszetű transzformátorok 
A transzformátorlemez beméretezett ra jza egységnyinek felvett oszlop-
szélesség esetén az alábbi 1. ábrán látható. 
2
 A g y a k o r l a t b a n te rmésze tesen ezen é r t é k e k á l ta lában csak á t lagot j e l e n t e n e k . 
Tekin tve , b o g y főcé lunk a s z a b v á n y b a n m e g a d o t t lemezek gazdaságossági e l lenőrzése , 
a numer ikus á t l agé r t ékekke l va ló számolás e legendőnek m u t a t k o z i k . 
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Mint ismeretes, a teljesítményre a következő összefüggést í rhatjuk fel : 
(1) N = 2,22 Bmax i f f r f t x (1 +x), 
ahol / a frekvencia értéke. A teljesítmény arányos az ablak és a vaskereszt-
metszet szorzatával. A fellépő arányossági tényező értékét, mely vizsgálataink 
4 
* 
1/2 X 1 X У2 
X. 
1. ábra. 
szempontjából állandó faktorok szorzatait tartalmazza, válasszuk az egység-
nek, tehát írható, hogy 
(2) N = x( 1 + x) . 
a) Fajlagos nyersanyag-ár optimum meghatározása 
Határozzuk meg a transzformátor fajlagos nyersanyag-árának kifejezését. 
A transzformátor vasanyagának súlya 
Gv = 2 yvfv(l + «)(1 + 2x). 
A rézanyag súlya közelítően a közepes menethossz figyelembevételével 
Gr = 4yrfrx(l+x)2. 
Ezekből a transzformátor nyersanyag-ára közelítően 
Q = 2 yvfvPÁ 1 + X) (1 + 2x) + 4 yrfrPrx( 1 + x)2 . 
Most már felírhatjuk a fajlagos árat , ha figyelembe vesszük (2)-t. 
(3) P(x)=^-=2yvfvVA2+- + ± y r f r P Á i + x h 
N x 
476 F É N Y E S — n á d a s 
Ezen függvény minimumának helyét meghatározva 
dP(x) _ 2yvfvPv 
dx 
-ból 
(4) Xopl — 
+ ±YrfrPr = 0 
adódik, ahol 
(5) A„ = YvfvPv 
YrírPr 
mely érték a réz és vas ismertetet t adataiból számítható. 
Rá kívánunk m u t a t n i egy igen fontos körülményre. Ismeretes, hogy 
hulladékmentesen saj tolható E l típusú lemezmaglap ablakszélessége az oszlop-
szélesség felénél kisebb nem lehet. Ez az t jelenti, hogy amennyiben (4)-et 
kiszámítva 0,5-nél kisebb ér téket kapunk, akkor a 0,5 é r téke t kell optimálisnak 
tekinteni, mer t a függvény xopt-tó\ monoton nő. Pontosabban tehát az opti-
mális ablakméret a következő kifejezés a lapján határozható meg: 
(G) "opt 
/ 4 ha 
0,5 ha A 5
 <0 ,5 . 
Vezessük be az M(x)°/0 függvényt a következő definíció alapján: Legyen 
M(x)°/0 a tetszőleges x relat ív mérettel bíró transzformátor, és az optimális 
méretű transzformátor faj lagos árai különbségének a tetszőleges x mérettel 
bíró transzformátor fajlagos árával képezett hányadosának százalékos értéke, 
akkor per definitionem 
0 ) M(x)% = 100 
+ 2xopl + 2Aa + 2 
1— 
2 ж + 2 + 2 
Ezen függvény független a teljesítmény (1) kifejezésében szereplő arányossági 
tényezőtől és a t ranszformátor oszlopszélességétől is és igen jellemző a szóban 
' forgó lemezmaglap százalékos gazdaságosságára. 
b) Fajlagos veszteség optimum meghatározása 
Könnyen belátható, hogy (6) és (7) kifejezés ezen esetben is változatlanul 
érvényben marad, csupán (5) változik. Ezen esetben igen egyszerűen adódik, 
hogy 
(14) N = a gef2. frWr 
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c) Fajlagos súly optimum meghatározása 
I t t is (6) szolgáltat ja az optimális relatív ablakszélességet, és (7) et szâzâ" 
lékos gazdaságosság — kifejezését. 
Esetünkben 
(9) A = yJv 
Yrfr 
d) Fajlagos nyersanyagár 
meghatározása 
fajlagos energiafogyasztási-ár optimum 
(10) 
(6) és (7) érvénye ebben az esetben is fennáll. 
A = y M p „ + W v T ê 10-3) 
" fr(YrPr + WrT Я 10-p 
3. §. У2-es oszlopkeresztmetszetü transzformátorok 
Mint már emlí te t tük, erre vonatkozólag csak az eredményeket ismertet-
jük. Tetszőleges szempontból vizsgált optimális relatív ablakszélesség a követ-
kező módon számítható: 
(11) xopt — 
ГА ha 









(12) M(x)% = 100 
2 — - + 2 р х
ор1 + 4 А + 2 + 1/2 
I xopt  
А — 
2 1-2]/2 x + 4 А + 2 + У2 
3/ 
A formulákban szereplő A értékek a négyzetes keresztmetszetű transzformátor-
lemez vizsgálatánál szereplő A értékkel értelemszerűen megegyeznek. 
4. §. Szabvány lemezmaglapok vizsgálata 
A kapot t eredményeket az alábbi diagramokban tün te t tük fel. A 2. ábra 
az optimális relatív ablakszélesség és a rézkitöltési tényező közötti kapcsolatot 
ábrázolja úgy négyzetes, mint ]/ 2-es oszlopkeresztmetszet esetén. A 3. ábra 
az opt imumtól való százalékos gazdaságossági eltérés és a relatív ab lakmére t 
közti összefüggést m u t a t j a különböző rézkitöltési tényezők esetében négy-
zetes oszlopkeresztmetszet, a 4. ábra pedig 1/2-es oszlopkeresztmetszet ese-
tében. Ezen ábrák a nyersanyag-ár szempontjából végzett számítások ered-
ményeit tünte t ik fel. A többi ábrák pedig a többi gazdaságossági szempont 
a lapján végzett számítások eredményeit mu ta t j ák . Mindegyik ábrán fel van 
tünte tve , hogy melyik gazdaságossági szempontra vonatkozik. 
7 A Matematikai Kutató Intézet Közleményei V. B/4. 
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Ezen diagramokból a DIN-szabvány ál tal meghatározott lemezforma 
következő fontos gazdaságossági tulajdonságai olvashatók le. 
I. A lemezek fajlagos nyersanyag-ár, veszteség, nyersanyag-ár -(-energia-
fogyasztás szempontjából gazdaságilag közel optimálisak. Az ezekből a szem-
pontokból vizsgált optimális relatív ablakméretek gyakorlatilag egyenlőek. 
Ez a tény r á m u t a t ezen t ípusú lemezmaglapok nagy alkalmazási lehetőségeire 
és így népgazdasági jelentőségére. 





,.• * opt (fr) Veszteség 
0.60 0,6t 0.62 0.60 0.6t 0.65 
4. ábra. 
^'sztmetszet 
0.0t 0.06 0.12 0.16 0.20 0.2t с.:з cJT 
5. ábra. 
Veszteseg 




•l'X 0.55 OSC 065 070 0.75 060 0.65 
6. ábra. 
060 055 0.70 075 060 066 ásó 
7. ábra. 
II. Fentebbi gazdaságossági szempontok esetében a szabványlemezek a 
normál 0,3-nál nagyobb rézkitöltési tényező mellett is gazdaságilag optimáli-
sak. Következésképp törekedni kell a tekercselési tér minél jobb kihaszná-
lására. 
III. A súly szempontjából optimális lemezforma igen széles ablakméretű. 
Az optimális lemezforma és a szabvány lemezforma között jelentős geometriai 
és gazdaságossági eltérés mutatkozik . 
7 * 
























0 0.02 0.04 006 0.08 0.10 0,12 0.14 0.16 018 020 0.22 024 0.26 
11. ábra. 
Art Energ/aíogyasztos Ar + EnergiaEogyosztós 
06 0.56 080 0.65 070 0.75 0,80 0,85 OSO 
12. ábra. 
0.60 0.65 0,70 0,75 0.80 0.85 0.90 0.95 1.0 1.05 
13. ábra. 
5. §. Általános alakú transzformátor lemezmaglapok vizsgálata. 
Általános megjegyzések 
Rátérünk az általánosabb probléma vizsgálatára. Tekintsünk egy transz-
formátorlemezt tetszőleges ablakméretekkel. 
Az oszlopszélesség ismét legyen egységnyi. (1. 14. ábrá t . ) 
Határozzuk meg a transzformátor faj lagos árát négyzetes oszlopkereszt-
metszet esetében. I t t már figyelembe kell venni a hulladékvas árá t is. 
A transzformátor elkészítéséhez szükséges vas súlya 
Gt = 2yJ,(l+z)(l+y). 
A felhasznált rézanyag súlya közelítően 
Gr = Ayrfrxy(l +x). 
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Vz 
ь 




A transzformátor ára közelítően 
Q = 2yJvpv{l + x) (1 + y) + 4 y r f r p r y x ( l + x ) . 
A fajlagos ár 
1 
(13) P{x,y) = 2 y v f v p \ l + - 1 + 
У 
+ 4 y r f r P r ( l + x ) . 
Látható, hogy ez a kifejezés az у ablakhosszúság függvényében monoton 
csökken. Ezért az előzőkben alkalmazott eljárásunk most nem alkalmazható. 
S I L L E N I [2] módszerét fogjuk alkalmazni. A feladatot most a következő módon 
fogalmazzuk meg. Legyen adva a teljesítmény. Meghatározandók az egyes 
gazdaságossági szempontok szerint optimális lemezmaglapok méretei. A számí-
tásokat részletesen most is csak négyzetes oszlopkeresztmetszet esetén ismer-
te t jük, míg a ]/2-es oszlopkeresztmetszet esetében csak eredményeket köz-
lünk. Megjegyezzük továbbá, hogy S I L L E N I [2]-ben a vashulladékot nem veszi 
figyelembe. Tekintve, hogy a vashulladék a transzformátor összes vasanya-
gának nem elhanyagolható hányadát jelenti, mi a vashulladékot a gazdasá-
gossági számításokban értelemszerűen figyelembe vesszük, és ebben a vonat-
kozásban [2]-őt kiegészítjük. Természetesen nem vesszük figyelembe a vas-
hulladékot a veszteség, illetve a súly vizsgálatoknál. A rézkitöltési tényezőt 
ezekben a vizsgálatokban csak 0,3 értékkel vesszük tekintetbe. 
6. §. Négyzetes oszlopkeresztmetszetű transzformátorok 
a) Nyersanyag-ár optimum meghatározása 
Tekintsünk egy, az alábbi ábrán lá tható beméretezett lemezmaglapot. 
Í r juk fel ismét a tel jesí tményt (1) a lapján. 
A maximális indukció, áramsűrűség, frekvencia és a kitöltési tényezők 
sorozatát tar ta lmazó arányossági tényezőt a-val jelölve írható, hogy 
(14) N = a gef2. 
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f/2 
f/2 9 f f/2 
J f/2 
15. ábra. 




mely az oszlopkeresztmetszet és az ablakkeresztmetszet hányadosa, továbbá 
legyen 
(16) = y 
mely az ablakhosszúság és az ablakszélesség hányadosa. 
(15)-ből eg-1 kifejezve és (14)-be helyettesítve írható, hogy 






p2 = C 2 p 2 
mert a gyök alat t i mennyiség állandó, ha a teljesítményt rögzít jük. Követ-
kezésképp 
(18) f = C g . 
Határozzuk meg most a t ranszformátor nyersanyag-árát. A vasanyag áránál 
figyelembe vesszük a lemez sajtolásánál keletkező hulladékvasat is. A vas ára 
Pv = 2yJvpJ(f + e) (f + g). 
A rézanyag ára a közepes menet hossz figyelembevételével közelítően 
Pr = ^yrfrPr(f+g) eg-
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A transzformátor ára t ehá t 
(19) Pv + Pr = 2 y, f , pv /(/ + e) (/ + g) + 4 y r fr pr(f + g)eg 
(15) és (16)-ból kapjuk, hogy 





e = t± p2 
(20)-at (19)-be helyettesítve nyerjük a következőt: 








Végezetül (21)-be (18)-at helyettesítve a transzformátor árára a következőt 
kapjuk: 
(22) Pr + Pv=2C3yvfvPv У 
ei p2, 
+ 4 С3 yr fr pr 
p'e, 
Mivel a teljesítményt rögzítettük, az egyenletet 2C3yrfrpr-re\ végigoszthatjuk 
у f p 
és ismét bevezetve a Aa = - mennyiséget, az optimum meghatározá-
YrfrPr 
sára a következő kétváltozós függvény szélsőértékét kell kiszámítani. 
( 2 3 ) F(p, g) = 2 1 
p3Q 
+ An 
P 1 P3 + ~ + PQ+~ 
в
 P 
Ha már ismeretesek az optimális p és g értékek, akkor az ismert, előírt telje-
sítményből (18) a lapján az optimális transzformátor-lemezmaglap oszlop-
mérete, (20) alapján pedig az ablakméretei számíthatók ki. (23) parciális 
deriváltjait kiszámítva és őket zérussal egyenlővé téve kapjuk a következő 
kétismeretlenes egyenletrendszert : 










= o . 
Meg kívánjuk jegyezni, hogy a négyzetes oszlopkeresztmetszetű transz-
formátor tárgyalásánál Silleni [2]-ben az ablakméretek hányadosára jellemző 
Q mennyiséget paraméternek tekinti, melynek különböző konstans értékeket 
adva (23)-at, mint p függvényét vizsgálja. Mi az q mennyiségét is változónak 
tekint jük, látni fogjuk, hogy a (24) egyenletrendszer egyszerűen megoldható. 
Röviden vázoljuk a megoldás menetét . A hosszadalmas számítások ismerte-
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tését — melyekben egyébként semmi elvi nehézség nincs — mellőzzük. A (24) 
egyenletrendszer második egyenletéből 
(25) f? = + 2 + А а ф Aap* 
Ezt az első egyenletbe behelyettesítve egyszerű, de hosszadalmas számolással 
a következő redukálható tizenkettedí'okú egyenletre jutunk 
(26) <éA3pX2+Ap&-\0Aa)p3 + Aa(A2 + 8 Aa-20)p*+2 A2-8 Aa + 8 = 0. 
Vezessük be a következő helyettesítést: 
(27) t = p*. 
Ily módon a következő harmadfokú egyenletet kapjuk: 
(28) 9 A l t 3 + Ap6 - 1 0 Aa)t2 + Aa{A2 + 8 Aa~ 20) t + 2 A2 - 8 Aa + 8 = 0. 
Ennek pozitív gyökeit meghatározzuk. Az ezekhez tartozó pozitív p értékeket 
(27)-ből határozzuk meg. Ezekután (25)-ből kiszámítjuk a megfelelő Q érté-
keket is. Az az (p, g) értékpár szolgáltatja az optimumot, mely kielégíti a (24) 
egyenletrendszert. Ez viszont mos t már egyszerű behelyettesítéssel eldönt-
hető.3 
Vezessük be a százalékos gazdaságossági eltérést a következő definíció-
val. Legyen M(p, g) a tetszőleges (p, g ) érték Ice 1 bíró transzformátor és az 
ugyanolyan teljesítményű optimális (p, g) értékekkel bíró transzformátor árai 
különbségének, a tetszőleges (p, g) értékekkel bíró transzformátor árával képe-
zett hányadosának százalékos értéke. 
Ekkor per definitionem 
M(p, <?)% 





Popt У opt Qopt 
+ +o|iMopt ~f~ + popt gopt -f-
Qopt 




 + / и ( ? + ± 
[p p g Q tu 
Popt 
b) Veszteség optimum meghatározása 
Ebben az esetben a vasveszteség kiszámításánál a hulladékvasat termé-
szetesen nem kell figyelembe venni. A 15. ábra a lapján a vasban fellépő vesz-
teség 
A rézveszteség 
Vv=2yJvWvnf + e + g). 
Vr = 4frWr(f + g)eg. 
3




Azonban könnyen be lá tha tó , hogy — > 0 akár tetszőleges pozitív fi és Q esetében, 
Э
2
 F 92 F (92 FY 
t o v á b b á k i m u t a t t u k , hogy az op t imál i s p és q esetében a —— - — >• 0 
Оf-l ÓQZ \dpoQ I 
fe l té te l is teljesül. E z a további s zámí t á sok ra is vonatkozik (lásd b), c), d)). 
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Tehá t az egész veszteség 
(30) Vv + Vr = 2 /„ Wv /2(/ + e+ g) +A fr Wr(f + g)eg. 
(15), (16), (18) és (20) alapján a probléma a következő kétváltozós függvény-




F(g, Q) = 2 i + 4 
g g3 g/ 
A = 
+ Ab  
Y f W 
/ V / V '' V 
frWr 
g3 + gg + 
g ! 
A parciális derivál takat kiszámítva 










+ A и — F = 0 
kétismeretlenes egyenletrendszerre ju tunk. A megoldás menete teljesen analóg 
az a) esetben vizsgáltéval. t = g* helyettesítéssel a következő harmadfokú 
algebrai egyenletre ju tunk: 
(34) 9 A3bt3 + 2 4 1 ( 3 — 2 A„)t2 + Ab( 16 A„ - 20) t — 16 Ab + 8 = 0 . 
Ennek pozitív gyökeit meghatározzuk, majd figyelembe vesszük, hogy 
g = + f t 
és a (33) alsó egyenletéből 
É> = + 
2 + Abgl 
Ab g* 
Több pozitív gyök esetén az az (g, Q) értékpár, az optimum, mely utólagos 
visszahelyettesítés elvégzésével (33)-t kielégíti. 









 \д3 + до + " 
g g3 g l Q 
M(g,Q)% = 100 
(35) 
c) Súly optimum meghatározása 
(15), (16), (18), (20), (31), (33), (34) és (35) összefüggések itt is érvényesek. 
Ebben az esetben 
(14) N = a gef2. . Yv fv A = 7 
Yrfr 
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d) Nyersanyag-ár -f- energiafogyasztási ár optimumának meghatározása 
A t ransz formátor nye r sanyag-á rának és az energiafogyasztás á rának 
összegét a geometriai mére t ek függvényében felírva, m a j d a lka lmazva (15), 
(16), (18) és (20) összefüggéseket, a) és b)-vel analóg m ó d o n a feladat a követ-
kező f ü g g v é n y szélsőértékének meghatározására van visszavezetve 
(37) 





Е = УУШУ + w v т & ю - 3 ) 
МУгРг + WrTftlO~3) 
(38) 
A parciális derivál tak 
Э F 
S = yvfvPv 
yrfrpr + frWrT&\()-3 
(39) 
д/г 











Teljesen hasonló módon e l já rva , mint az előző esetekben, a következő h a r m a d -
fokú egyenle te t nyer jük 
(40) 
9 Е Ч 3 + 2X2[9 — 3 (S + 2) — 2 E ] t2 + E[\G + (S + 2)2 — 
- 12(S + 2)] t + 2 ( S + 2)2 - IGE = 0. 
Ennek meghatározzuk pozi t ív gyökeit , m a j d figyelembe vesszük, liogy 
y = + Ift 
és (39) alsó egyenletéből 
2 + X f t 
Ey* 
Több pozit ív gyök esetén az a y, g é r t é k p á r az op t imum, mely utólagos vissza -
helyettesítéssel (39)-et kielégíti . 
A százalékos gazdaságossági el térés 





 o Popt Popl Qopt 
F ftpí+ Pop, + ^ 
Bopt 
. 1 1 + 4 - 1 + E ft + у в + " 
\y y Q ) Q y 
7. §. I' 2-es oszlopkeresztmetszetű transzformátorok 
Erre vonatkozólag c supán e redmények közlésére szorí tkoztunk, t ek in tve , 
hogy a számítások elvileg az előzőekkel teljesen megegyeznek. 
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a) Nyersanyag-ár optimum meghatározása 
ális (y, 
l + j/2 6 




P2 p4 в 
+ P- A 
i 
3/Í2 H h e — г = °> 





(43)-ból kapjuk a következő harmadfokú egyenletet : 
(44) 18 p " A 3 í 3 + 4 A2[6 — 3 1/2 - 5 ^ 2 í2 + [2 f 2 A\ + 
+ (12 + 4 1/2) A2 - (20 + 9 f 2 ) Aa] t + 4 A2 + (8 - 12 Щ Aa + 6 + 4 J/2 = 0 . 
Ennek meghatározzuk pozitív gyökeit, m a j d figyelembe vesszük, hogy 
és (43) alsó egyenletéhői 
(45) 
/* = + ь 








Több pozitív t gyök esetében az az (y, q) é r t ékpá r szolgáltatja az opt imumot, 
mely utólagos visszahelyettesítés elvégzésével (43)-at kielégíti. 
A százalékos gazdaságossági eltérés: 
M(fl,Q)% = 
(46) i
 + j/2 
= 100 
+  
j Pop! Popt Qopt 
+ f 2 A a U p t + ^ + f , o p t ß o p i + . 1 
Qopt Popt I 
P P3 Q 




b) Veszteségoptimum meghatározása 
Az optimális (y, Q) ér tékek kielégítik az alábbi kétismeretlenes egyenlet-
rendszert: 
(47) 
P' p4 6 
3 P 2 + - + ? 
в 
0 . 
I I/o л I,. P 
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ahol 
A = 
Уу fv ^^ V 
frWr 
(47)-ből kap juk a következő harmadfokú egyenletet: 
18 f2 A3bt3 + 4+§(6 — 3 ^ 2 - 2 )[2 Ab)t2 + +„(32 +„ — 9 1/2 - 20)í + 
(48) + 6 + 4 У~2 — 16 У2 +„ = 0 . 
Ennek meghatározzuk pozit ív gyökeit, m a j d figyelembe vesszük, hogy 
y = +yt 
es (47) alsó egyenletéből 




Több pozitív t gyök esetében az az (p, g) értékpár szolgáltatja az opt imumot, 
mely utólagos visszahelyettesítés elvégzésével (47)-et kielégíti. 
A százalékos gazdaságossági eltérés: 
Щр,в)% = 100 
(50) 
1 ± Ж + _ ^ _ + К 2 + „ 
J Popt Popt Qopt 
Popt d — d~ Popt Qopt 
Qopt 
1
 + + 
P P3 Q 
P3 + ~ + PQ 
c) Súlyoptimum meghatározása 
Az eredmények b) eredményeivel megegyeznek. I t t 
(51) У vív 
Yrfr' 
d) Nyersanyag-ár + energiafogyasztási ár optimum meghatározása 




ü j ü - L + k í , 
P QP 
в p2 + e + 
1 
Q! 




+ У2Е U - P = 0 
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(52)-ből kap juk a következő harmadfokú egyenletet: 
18]/2 E3t3 + 4 E2(ß — 3 ]f2 - 3 ] f 2 8 - 2 ^ 2 E)t2 + E[2\2S2 4 
(53) + (4 ][2 — 20) S - 9 | /¥ — 20 + 32 E\ t + 4 S2 + (8 + 4 f 2 ) t f + 
+ 6 + 4 У 2 - 16 У 2 E = 0 . 
Ennek meghatározzuk pozitív gyökeit, m a j d figyelembe vesszük, hogy 
(« = + ÏÏ 
és (52) alsó egyenletéből 
(54) 
о = 4 
У 2 E /4 + 2 
У 2 E f A 
Több pozitív t gyök esetében az az (//, g) é r t ékpár szolgáltat ja az opt imumot , 
mely utólagos visszahelyettesítés elvégzésével (52)-öt kielégíti. 
A százalékos gazdaságossági eltérés: 
M(p,Q)% = 
(55) 1
 + ]/2 
1 — = 1 0 0 Kopt Kopt Qopt 
+ У2Е Kopt Kopt Qopt И-opt^ 
Qopr 
4 




+ -~-+У2Е L 3 4 W + 
/г3 о 
У + ПS_ 
У 
8. §. Szabványlemezmaglapok vizsgálata. Összefoglalás 
Az előzőekben i smer te te t t módszer a l ap j án foglalkoztunk a (KGMSZ 
635.438 szabvány 92-231) m m főméretekig te r jedő lemezmaglapok gazdasá-
gosságiproblémáival. A vizsgált szabványban szereplő lemezmaglapok gazda-
ságossági tulajdonságai igen egyszerűen leolvashatók a 16. és 17. ábrán fel-
tün te te t t 1. és 2. táblázatból. A táblázatokon az első főoszlop tartalmazza a 
szabványméreteket , ezután következik négy főoszlop (ár, veszteség, súly , 
á r 4 energiafogyasztás). Ezen főoszlopok ö t oszlopot ta r ta lmaznak , melyek 
sorrendben az optimális mére tű lemezmaglaptól való százalékos gazdaságossági 
eltérést és maguka t a minimalizáló méreteket tar ta lmazzák. Az optimális 
oszlopméret meghatározásánál a teljesítmény kiszámítása mellőzhető. Ugyanis 
a (18) összefüggés alapján í rha tó , hogy 
(56) / = С p 
A tel jesí tményt rögzítve a minimalizáló oszlopméretű lemezmaglapra a követ -
kező írható fel: 
(57) L = Cyopl. 
(56) és (57)-ből a te l jes í tményt tartalmazó f ak to r t kiküszöbölve kapjuk, hogy 
( 5 8 ) 
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A szóbanforgó táb láza tokon a vizsgált lemezmaglapok következő tulajdon-
ságai olvashatók le. 
I. Ár, veszteség, ár -f energiafogyasztás szempontjából, t e h á t nép-
gazdasági szempontból a lemezmaglapok a széles ablakméretek mia t t nem gaz-
daságosak. Veszteség (hatásfok) szempontjából a lemezmaglapok még valami-
vel rosszabbak is, m in t nyersanyag-ár szempontjából. Az optimális, minimali-
záló geometriai méretek erősen e l térnek a szabványméretektől. Az optimális 
lemezek széles oszlopmóretűek keskeny ablakkal. 
II. Súly szempontjából a vizsgált lemezmaglapok gyakorlatilag teljesen 
gazdaságosaknak mondha tók . Bár geometriai mére tekben mutatkozik némi 
eltérés, a százalékos gazdaságossági eltérés elenyésző. 
Érdekes, hogy eredményeink a hul ladékmentesen sajtolható lemezmag-
lapokra vonatkozó eredményekkel teljesen ellenkező jellegűek. Míg a hulladék-
mentesen sajtolható E l szabványlemezmaglapok ár , veszteség, energiafogyasz-
tási ár szempontjából igen gazdaságosak, addig u t ó b b i vizsgálatainkban sze-
replő lemezmaglapok súly szempontjából optimális méretűek. Célszerűnek 
mutatkozik tehát, speciális célokra készült t ranszformátoroktól eltekintve 
a hulladékmentesen sa j to lha tó El lemezmaglapok nagyobb t ranszformátorok 
esetén is való alkalmazása. 
1 Tabtózat 
négyzetes oszlopkeresztmetszet 
Ar Veszteség Súly Ár* energiafogyasztás 
r e S M% fm 6m 9m M%\ fm 6m 9m M't. fm 6m 9m Ml. fm 6m 9m 
23 SI 23 33 37 37 12 39 39 37 11 0,25 23 57 2, 37 36 37 12 
29 SS 2S ZS S3 S3 ts 30 SS S3 ,3 12 26 65 ZS 26 .s S3 IS 
3S 70 30 26 52 53 16 32 55 53 16 au 32 et 30 30 SS 53 17 
60 10 35 26 50 51 20 33 63 60 '9 0,67 37 93 35 3t 62 51 19 
SS 95 SO 21 69 70 23 3S 73 69 2! 0.31 S3 Ю7 SO 32 7! 69 22 
SS 125 S2.5 ZS 63 SS 26 30 1 67 63 26 12 St 120 se 26 66 93 26 
SS ISS 50.5 ZS 97 96 33 30 j 103 ' 96 30 1.2 SO 151 56 26 ; ю t 96 31 
16. ábra. 
2 Tdb!ázat 
V2. - es oszlopkeresztmetszet 





т 9т м% fm 6m 9m M% fm t>m 9m M 7. fm em 9m 
23 51 23 26 35 37 ts 32 37 37 12 0.69 2t 59 23 30 36 37 13 
29 56 OS 16 St S3 te 2S S3 S3 ts 3.6 25 65 27 22 '62 S3 15 
35 70 30 20 50 53 20 25 52 53 t5 2.5 31 56 33 23 52 53 15 
SO 60 35 20 57 60 22 26 SO 60 20 2,5 35 96 36 26 59 60 2t 
S5 95 SO 21 66 69 26 27 69 69 23 10 SO tto S3 25 55 69 26 
55 125 SOS IS 79 53 31 IS 53 53 29 37 se 132 52 21 52 53 29 
65 tss 50,5 te 93 99 36 23 96 95 33 3,7 57 155 St 21 95 95 36 
17. ábra. 
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Végezetül összefoglaljuk számításaink eredményeit . 
I . Széles a b l a k ú lemezmaglapok a súly szempontjából gazdaságosak. 
II . Hulladékmentesen sa j to lha tó E l lemezmaglapok esetében az összes 
t ö b b i szempontból számítot t op t imumok hqlyei egybeesnek. 
Meg kívánjuk jegyezni, hogy egy későbbi cikkünkben t ranszformátorok 
anyaga inak gazdaságossági problémáival k ívánunk foglalkozni. 
Köszönetet mondunk P O L I T U K U L A t udományos s. munka tá r snak , aki 
a problémával kapcsolatos numer ikus és grafikus munkák elvégzésével segít-
ségünkre volt. 
(Beérkezett : 1960. nov. 1.) 
I R O D A L O M 
[ 1 ] N Á D A S T . — F É N Y E S T . : „Lemezmaglapok gazdaságosságának v iz sgá la t a . " Magyar 
Híradástechnika, X. (1959) 115—119. 
£2] S I L L E N I , S.: „Proporz ionamento economieo di piceoli t ransformat o r i . " Tecnica Italia-
na, 1947. 231—235. 
UNTERSUCHUNG DER ALLGEMEINEN GEOMETRISCHEN WIRTSCHAFT-
LICHKEIT DER KERNBLECHE VON KLEINTRANSFORMATOREN 
T. F É N Y E S und T. N Á D A S 
Zusammenfassung 
Autoren befass ten sich in [1] mit dem Problem der geometrischen 
Wir tschaf t l ichkei t der Transformatoren-Kernbleche mit genormten Abmes-
sungen . Sie haben die relativen geometrischen Masse der wirtschaftl ichsten, 
abfal losen EI Kernbleche be s t immt (siehe [1] )und befassten sich auch mit 
der Frage der Abweichung vom Optimum solcher Kernbleche, deren Abmes-
sungen den D I N entsprechen. Autoren lösten das Problem ausschliesslich 
i n d e m sie den Pre is das Eisen- u n d Kupfer mater ials in Be t r ach t zogen. Das 
Problem hat eine grosse volkswirtschaftliche Bedeutung, da bei Verwendung 
von Kernblechen m i t Abmessungen, die aus dem Standpunkt der Wirtschaft-
l ichkeit nicht entsprechen, überflüssiger Weise Kupfer- u n d Eisenmaterial 
verschwendet wird. Dies kann in Betracht der bedeutenden Kapaz i t ä t der 
ungarischen Schwachstrom-Industr ie , einen grossen Verlust bedeuten. 
Diese Untersuchungen abe r lieferten nur die spezielle L ö s u n g des Prob-
lems. Aus volkswirtschaftl ichem Standpunkt i s t es sehr wichtig, dass die 
Transformatoren einen guten Wirkungsgrad h a b e n . Deshalb soll bei ihnen 
der auf t re tende Verlust kloin u n d der Preis der während der Betriebszeit 
in ihnen verloren gehenden elek t r i s ehen-Energie niedrig sein. I n vielen Fällen 
i s t es wichtig Kornbleche mit solchen Abmessungen zu verwenden, mit denen 
ein aus dem Gesichtspunkt des Gewichts, opt imaler Transformator hergestellt 
werden kann. Man sieht, dass da s Problem aus verschiedenen Gesichtspunkten 
d e r Wirtschaft l ichkeit verallgemeinert werden kann . 
TÖRPETRANSZFORMÁTOROK LEMEZMAG LAPJAINAK GAZDASÁGOSSÁGI PROBLÉMÁI 4 9 3 
Man muss aber in Be t rach t ziehen, dass die ungar ische Schwachst rom-
Indust r ie n ich t nur abfa l lose Kernbleche mit aus d e n D I N übernehmenen 
Abmessungen benütz t ; sondern auch E l Kernbleche m i t einem kleinen Abfall 
(KGMSZ. Norme 635.438, Haup tmass 92—231 mm). So bestehen d a h e r alle 
vorerwähnte Wir tschaf t l ichkei ts-Fragen sinngemäss a u c h im Falle der letz-
teren Kernblechen. Bei diesen Kernb lechen bes teht kein mathemat i scher 
Zusammenhang zwischen einzelnen Massen, wie im Fa l l von abfallosen Kern-
blechen. So sieht man, das s das Grundproblem auch auf den Fall von K e r n -
bleehen m i t allgemeiner Form veral lgemeinert werden kann. 
Die Autoren befassen sich in dieser Abhandlung mi t den P rob lemen 
der al lgemeinen geometr ischen Wirtschaf t l ichkei t der abfallosen E I Kern -
blechen, sowie der Kernb lechen ohne geometrischer Gebundenhei t . Beider 
Unte r suchung der abfa l losen Kernblechen arbeiten sie eine mathemat i sche 
Methode aus, mit deren Hi l fe das P rob lem sehr e in f ach behandelt werden 
kann . In letzteren Fal l , hei Kernblechen mit al lgemeiner Form, wi rd die 
Methode von S I L L E N I [2] von den Verfassern angewendet , die sie e twas 
erweitern. Die Verfasser untersuchen — in Kenntn i ss der Kernbleche mit 
optimaler Abmessung — die wir tschaf t l iche Abweichung der genormten 
Masse von den opt imalen Massen. Die Ergehnisse de r Berechnungen snd 
von den Verfassern in leicht handhabba ren Diagrammen, resp. Tabel len 
angeführ t . 
ОБЩИЕ ПРОБЛЕМЫ О ГЕОМЕТРИЧЕСКОЙ ЭКОНОМИЧНОСТИ 
ПЛАСТИНОЧНЫХ ЯДЕРНЫХ ЛИСТОВ КАРЛИКОВЫХ 
ТРАНСФОРМАТОРОВ 
Т . F É N Y E S и Т. NÁDAS 
Резюме 
Авторы в работе [1] занимались проблемой геометрической экономич-
ности пластиночных ядерных листов трансформаторов стандартных раз-
меров. Они определил относительные геометрические размеры наиболее 
экономичных прессуемых без отбросов пластинок El и занимались вопросом 
об экономическом отклонении от оптимума пластинок размеров, данный 
стандартом D I N . Авторы решили задачу, принимая во внимание лишь цену 
используемого железа и меди. Проблема имеет большое народно-хозяйст-
венное значение, так к а к в случае использования пластинок, размеры кото-
рых не хороши с точки зрения экономичности, напрасно расходуется медь 
и железо, что приносит большой ущерб государству. 
Однако эти исследования дали лишь специальное решение проблемы. 
Для народного хозяйства важно и то, чтобы трансформаторы имели высокую 
эффективность, т. е. чтобы потери железа и меди были относительно незна-
чительны и поэтому были бы незначительны и потери электричества за все 
время работы. Часто в а ж н о применение пластинок т а к и х размеров, чтобы 
из них м о ж н о было бы изготовить трансформатор оптимального веса. Можно 
видеть, что на основании различных факторов экономичности задача может 
быть обобщена. 
Н у ж н о принять во внимание, что венгерская промышленность исполь-
зует и пластинки El, прессуемые с небольшими потерями, с размерами, 
8 A Matematikai Kutató Intézet Közleményei V. В/4. 
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взятыми из стандарта DIN (стандарт KGMSZ 635.438, основной размер 
92—213 мм). Таким образом все указанные вопросы экономичности пере-
носятся и на эти пластинки. Д л я этих пластинок нет функциональной зави-
симости между отдельными размерами, как в случае пластинок, прессуемых 
без потерь. Таким образом видно, что исходная проблема может быть обоб-
щена и для пластиночного ядерного листа общей формы. 
В настоящей работе авторы занимаются общими вопросами экономич-
ности пластиночных ядерных листов обоих типов. При исследовании плас-
тиночного ядерного листа без потерь они разрабатывают математический 
метод, с помощью которого проблема может очень просто изучаться. В более 
общем случае они используют метод S I L L E N I [2], несколько дополняя его. 
З н а я пластиночные ядерные листы оптимальных размеров, авторы иссле-
дуют экономическое расхождение между стандартными оптимальными, 
размерами. Результаты расчета они дают в виде удобных в обращении диа-
грамм и таблиц. 
ÜZLETEK ÁRUELLÁTÁSÁVAL KAPCSOLATOS 
SZÉLSÖERTÉKFELADATOK 
R É N Y I A L F R É D é s Z I E R M A N N M A R G I T 
Bevezetés 
E dolgozatban a következő problémával foglalkozunk: egy bo l tban , 
amely egy vagy több árucikket árul, és amelyben az egyes árucikkek i r án t i 
várható keresletet ismertnek tételezzük fel, mekkora az a minimális készlet 
az egyes árucikkekből, amellyel a r ak tá r következő feltöltéséig előírt kielégí-
tési biztonsággal ki lehet elégíteni a fogyasztókat? 
A „kielégítési biztonság" fogalmának szemléletes közgazdasági t a r t a l m a 
nyilvánvalóan az, hogy a vevők tú lnyomó része megtalálja a boltban az t az 
á ru t , amire szüksége van (feltéve, hogy ez az áru egyál ta lán a bolt á l ta l 
árusí tot t cikkek egyike). A „kielégítési b iz tonságnak" azonban több, e köz-
gazdasági ta r ta lommal összhangban levő definíciója adha tó meg még egyet-
len árucikk esetében is és a fent i kérdésre a d o t t válasz természetesen n a g y 
mértékben függni fog attól , hogy ezt a foga lmat hogyan definiál juk; ha a bol t 
többféle árucikket árul (márpedig a reális helyzetnek ez felel meg), akkor az 
a kérdés is felmerül, hogy az egyes árucikkekre vonatkozó kielégítési bizton-
ságokat hogyan egyesítjük egyetlen mérőszámmá? 
E dolgozatban a fent i problémát a kielégítési biztonság több számbajövő 
értelmezése mellet t oldjuk meg. Azt, hogy egy konkrét esetben melyik ér tel-
mezés veendő alapul, elsősorban közgazdasági meggondolások a lapján kell 
eldönteni, azonban figyelembe veendő a számolástechnikai szempont is. 
A tárgyalt a l te rnat ív felfogások ugyanis más és más numer ikus fe ladat ra 
vezetnek, és a számítások egyszerű vagy bonyolul t voltát a gyakorlat i felhasz-
nálásnál szükségképpen figyelembe kell venni . 
A probléma megoldása során f igyelembe vesszük azt a k á r t is, amelye t 
a feleslegesen nagy készletek felhalmozása okoz. 
A fent i probléma eredetileg cipőboltok raktárkészletével kapcsola tban 
merül t fel, azonban a kérdést olyan általánosságban vizsgáltuk, hogy az 
elvileg bármilyen, az egyéni vásárlók nagy tömegé t kiszolgáló boltra alkalmaz-
mazható. 
Az 1. § egy árucikket árusító bolt esetével foglalkozik. E § eredmény'ei 
több árucikket árusító bol t esetében is a lkalmazhatók, ha a biztonságos 
raktárkészletet az egyes árucikkekből egymástól függetlenül aka r juk megálla-
pí tani . A 2. §-ban foglalkozunk több t e rméke t árusító boltokkal azon fel tevés 
mellett, hogy a bolt által á ru l t összes á ruc ikkből a raktárkészlet beszerzésére 
korlátozott pénzmennyiség áll rendelkezésre és így az egyes árucikkekből 
rak táron t a r t a n d ó mennyiségek nem ha tá rozha tók meg egymástól függetlenül . 
A 3. §-ban n é h á n y kiegészítő megjegyzést t eszünk; többek közöt t megmuta t -
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juk, hogy mennyiben indokolt az a feltevés, hogy a kereslet közelítőleg normá-
lis eloszlású. A 4. § néhány utalást ta r ta lmaz a kérdéskör irodalmára. 
A t é m a felvetése az Országos Tervhivatal tól ered. Az ott folyó köz-
gazdasági ku ta tómunka kapcsán merült fel a minimális készlet matemat i -
kai úton való megközelítésnek igénye. Köszönettel tar tozunk D R . A J T A I 
MiKLÓsnak, az Országos Tervhivatal elnökhelyettesének, aki az e dolgozat 
tárgyát képező problémára figyelmünket felhívta, továbbá munkánkat t aná -
csaival is támogatta . 
Reméljük, hogy ezen dolgozat segítséget n y ú j t h a t a közgazdaságtudo-
mányban előretörő egzakt irányzatok megerősödésében. 
1. §. Egy árucikket árusító bolt esete 
Képzeljünk el egy boltot , amely csak egyetlen árucikket árul. Válasszuk 
meg valahogyan a szóban forgó cikk egységét. 
Jelölje T a raktár két egymásutáni feltöltése között i időtartamot. Fel-
adatunk annak meghatározása, hogy a T hosszúságú időtar tam elején a r ak tá r -
készletet milyen szintre kell feltölteni ahhoz, hogy ebből a készletből a T 
hosszúságú időtartam a la t t , tehát a raktárkészlet következő kiegészítéséig 
a kellő biztonsággal ki lehessen elégíteni a keresletet. A keresletet, amely ezen 
időtartam ala t t fel fog lépni, £-val jelöljük. £ nyilván valószínűségi változó-
amelynek eloszlásfüggvényét (az előző időszakok forgalmára vonatkozó ada-
tok alapján) ismertnek tételezzük fel, és F(pc)-szel jelöljük. Tehát 
(1) F(x) = P(£ < x), 
annak a valószínűségét jelöli, hogy a szóban forgó időszakban a bolt ál tal 
árusított árucikk iránti kereslet az x egységet nem fogja meghaladni. Jelölje 
R a szóban forgó időszak elején a boltban levő raktárkészletet. 
A kereslet kielégítése biztonságának értelmezésére a következő alter-
natív definíciók látszanak alkalmasnak: 
1. definíció. Azt mondjuk, hogy a kereslet a biztonsággal van kielégítve, 
ha P (£ < R) = a, vagyis, ha a valószínűséggel minden, a szóban forgó idő-
szakban a boltba vásárolni bejövő vevő megkapja a k ívánt árut. Az a számot 
a teljes kielégítés biztonságának fogjuk nevezni. 
A kielégítési biztonság ezen definíciója igen plauzibilis, gyakorlati szem-
pontból azonban nem teljesen megfelelő. 
Ha ugyanis az a biztonsági szintet l-hez igen közelinek választ juk 
(pl. 0,99-nek), akkor ilyen biztonság eléréséhez rendkívül nagy raktárkészlet 
szükséges, amelynek jelentős része nagy valószínűséggel nem fog eladásra 
kerülni; ha viszont а é r tékét alacsonyabbnak választjuk (pl. 0,9-nek), akkor 
nem t u d j u k áttekinteni, hogy abban az esetben, amikor egyes vevőket áru 
hiányában el kell küldeni — s ennek már nem elhanyagolható (0,1) a valószínű-
sége —, a vevők hányadrésze távozik dolgavégezetlenül a boltból. Ezér t 
látszik célszerűnek a következő al ternatív definíció. 
2. definíció. Azt mondjuk, hogy a kereslet ß biztonsággal van kielégítve, 
lia a kielégíthető kereslet és a teljes kereslet hányadosának várható ér téke 
/З-val egyenlő. Tehát, ha R a raktárkészlet, akkor 
( 7 ) К = a M ( max (О, f — R)) + 6 M (max (0, R - £)). 
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A ß számot a kereslet relatív kielégítési biztonságának fogjuk nevezni. 
Ha előírjuk a teljes, illetve a relatív kielégítési biztonságot, egyértel-
műen meghatározhatjuk az t a raktárkészletet, amellyel ezt az előírt bizton-
ságot el lehet érni. Könnyen belátható, hogy ha ugyanahhoz az a számhoz 
határozzuk meg azt az R, ill. R2 keszletet, amely mellett a teljes, ill. a relatív 
kielégítési biztonság a-val egyenlő, akkor mindig R2 <ÇR, . 
Vizsgáljuk meg közelebbről azt az esetet, amikor a kereslet közelítőleg 
normális eloszlású, ami a gyakorlatban első közelítésben legtöbbször teljesül. 
(Erre a kérdésre a 3. §-ban még visszatérünk.) Jelölje M a kereslet várható 
ér tékét és D a szórását, akkor tehát azt tesszük fel, hogy 
(3)
 Р { х ) = ф \ ^ = Ж , 
ahol 
* ' ' 
(4) Ф(х) = í tГ 2 dt. 
У 2 n: J 
— oo 
Az R raktárkészletet í r juk R= M -\-XD alakba. Feltehetjük, hogy R > M, 
hiszen ellenkező esetben 50%-nál nagyobb valószínűséggel a raktárkészlet 
nem lesz elegendő a kereslet kielégítésére. Az R = M -f- X D kifejezésben 
szereplő két tagot a következőképpen értelmezhetjük: M a „törzskészlet", 
X D pedig a „biztonsági készlet" ; a X faktort biztonsági faktornak fogjuk 
nevezni. A kielégítési biztonság első definíciója szerint a X számra a 
(5) Ф(Х) = a 
egyenlet, míg а kielégítési biztonság második definíciója alapján a 
(6) Ф(Х) -к (M + XD) Г , е 2 du = ß 
' J ] / 2 n ( M + u D ) 
egyenlet adódik. 
A (6) egyenletből adot t M, D és ß mellett Я értéke meghatározható, 
bá r a számítás meglehetősen bonyolult. Ezzel szemben az (5) egyenletből 
ado t t a-hoz X értéke а s tandard normális eloszlás táblázatából egyszerű vissza-
kereséssel adódik; például, ha а = 0,95, akkor X = 1,645. 
A 2. definíció adot t ß mellett az M és D számok nem minden értékéhez 
ad helyes eredményt. B É K É S S Y A N D R Á S hívta fel a figyelmünket arra, hogy 
ado t t ß mellett lehet M és D értékét úgy megválasztani, hogy (6)-ból A-ra 
negatív érték, azaz R < M adódjék, ami nyilván gyakorlatilag nem fogadható 
el. Ez az első pillantásra paradox eredmény érthetővé válik, ha figyelembe 
vesszük, hogy ha a várható kereslet, M igen nagy és ugyanakkor D értéke 
ilí-hez képest elhanyagolhatóan kicsiny, akkor a tényleges kereslet igen nagy 
valószínűséggel rendkívül közel lesz M-hez, tehát a kielégíthető kereslet és a 
teljes kereslet hányadosa csak akkor lesz pl. 0,9-cel egyenlő, ha R lényegesen 
kisebb J/-nél. Ezen paradoxon kiküszöbölésére bevezetjük a 2. definíció 
egy módosítását, amely abban áll, hogy nem a kielégíthető keresletet viszo-
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nyi t juk a teljes kereslethez, hanem a kielégíthető keresletnek a várható keres-
letet meghaladó részét (a kielégíthető „túlkeresletet") a teljes keresletnek 
a vá rha tó keresletet meghaladó részéhez (a teljes „túlkereslethez"). 
3. definíció. Azt mondjuk, hogy a kereslet y biztonsággal van kielégítve, 
ha a várha tó keresleten túlmenő kielégíthető kereslet (kielégíthető túlkereslet) 
és a vá rha tó keresleten túlmenő tel jes kereslet (teljes túlkereslet) hányadosá-
nak várha tó értéke y. Tehát, ha R a raktárkészlet és Ж a várható kereslet, 
akkor 
1 h a С й R 
(2a) y = M ( g ) ahol g = 
Vagyis 
R — M 
с - ж 
ha Ç > R . 
(2b) y = F(R)+ I ?-MdF(x). 
x — Ж 
R 
А у számot a várakozáson felüli kereslet relatív kielégítési biztonságának nevez-
he t jük . 
A 3. definíció nemcsak kiküszöböli a 2. definició említett hiányosságait, 
hanem meglepő egyszerűen kezelhető. 
Vizsgáljuk meg ezt közelebbről abban az esetben, amikor a kereslet 
x — Ж 
közelítőleg normális eloszlású, t ehá t F(x) = Ф — — — , ahol Ф(х) a (4) alat t i 
normális eloszlásfüggvény. Akkor, ha az R raktárkészletet újból R = M -j- KD 
alakban keressük, 
А Г e - " ' / .
 7 
— dv . (2o) Y 2л. 
л 
Adot t у mellett A ér tékét a (2c) egyenlet megoldásával határozhat juk meg. 
Igen nagy előnye a 3. definíciónak, hogy A értéke nem függ sem Ж-től, sem 
jD-től, kizárólag y-tól. A (2c) egyenlet megoldásában semmi másra nincs szük-
ség, min t egy táblázatra , amely у értékét A függvényeként ad ja meg; e táb-
lázatból visszakereséssel ha tározhat juk meg ado t t y-hoz a hozzátartozó A 
értéket. 
H a meg akar juk határozni, hogy mekkora a leggazdaságosabb raktár-
készlet, figyelembe kell vennünk azt a kárt, amely azáltal adódik, hogy egyes 
vevők kielégítetlenül távoznak és azt a kárt, amely azáltal jön létre, hogy 
felesleges készlet hever raktáron. Az elsőnek emlí tet t kár nyilván a kielégítet-
lenül maradó kereslettel, míg a második az el nem adott készlettel arányos. 
Ha az arányossági tényezőket a-val és 6-vel jelöljük (az a kártényezőt kézen-
fekvő az áru egy egységének eladásából származó haszonnal arányosnak 
venni, a 6 kártényező meghatározása nem ilyen egyértelmű), akkor a várható kár 
(7) К = a M (max (О, f — R)) + 6 M (max (0, R - £)). 
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Ha újból R = M + A D, F (ж) = Ф 
leg normális eloszlású M várha tó értékké 
sági tényezőt, akkor 
(8) К = D(a J (1 — Ф(и)) du + b ( Ф(и) du) 
X —oo 
rlK 
( 9 ) ^ = Я ( б Ф ( А ) - а ( 1 - Ф ( А ) ) ) , 
t e h á t az optimális raktárkészlet 
(10) M + l*D, 
ahol A* a 
(11) Ф(А*) = 
ß |, vagyis a kereslet közelitő-
és D szórással, és A jelöli a bizton-
a a + b 
egyenlet gyöke. Nem meglepő, liogy a megoldás csak az a és b „kár tényezők" 
arányától függ. Azt, hogy A* tényleg minimalizálja a kárt, abból lá tha t juk be ' 
hogy 
(12) ™ = > 0 , 
d A2 |/2 л; 
vagyis К a A biztonsági tényező konvex függvénye. 
Például, ha a = 46, a k k o r — — = 0 , 8 , tehát A* = 0,842, míg ha 
a + 6 
« = 96, akkor ——— = 0,9, t e h á t A* = 1,282 és ha a = 196, akkor U 
a+b
 r a+b 
= 0,95, t ehá t ez esetben A* = 1,645. Általában tehát azt mondha t juk , hogy 
ha előírjuk, hogy a teljes kielégítési biztonság értéke а legyen, ez ugyanahhoz 
a raktárkészlethez vezet, mintha azt tesszük fel, hogy az « és 6 kártényezők 
úgy aránylanak egymáshoz, min t а és 1—a, és úgy határozzuk meg a bizton-
sági tényezőt, hogy a kár minimális legyen (feltéve, hogy a kereslet közelítőleg 
normális eloszlású). 
2. §. Több árucikket árusító bolt esete 
Ha egy bolt több cikket árusí t , akkor a raktárkészlet megállapításánál 
elvben e l já rha tnánk úgy is, hogy minden egyes árucikkre előírjuk a tel jes 
(vagy relatív) kielégítési biztonság (esetleg árucikkenként más-más) értékét , 
vagy megál lapí that juk árucikkenként az а és 6 kártényezőket, és az 1. §-ban 
ismerte te t t számítási eljárást minden egyes cikkre egymástól függetlenül 
elvégezve, k iszámíthat juk, hogy az egyes cikkekből mekkora raktárkészlet 
szükséges. 
Ez az el járás azonban nem felel meg teljesen a gyakorlati követelmények-
nek. Sokkal reálisabb a következő eljárás: feltesszük, hogy a raktárkészlet 
5 0 0 RÉNYI—ZIERMANN 
beszerzésére rendelkezésre álló teljes pénzösszeg adva van, és a kérdés az, 
hogyan kell ezt az összeget az egyes árucikkek beszerzésére a leggazdaságo-
sabban elosztani. A raktárkészlet gazdaságosságát a következőképpen értel-
mezzük: melyik árucikkből mennyit rendeljünk, hogy a ki nem elégíthető 
kereslet folytán kieső bevétel okozta kár és az el nem adott áruk raktáron 
heverésébői származó ká r összege minimális legyen? 
Tegyük fel, hogy a vizsgált íizlot N féle árucikket árusít; ezeket számoz-
zuk meg 1-től A-ig, és a Л-adik sorszámot kapott á r u t nevezzük röviden a 
fc-adik árunak. Tegyük fel, hogy az egyes árucikkekből a keresletek rendre 
közelítőleg normális eloszlásúak, továbbá, hogy a Л-adik áruból a kereslet 
várható értéke Mk és szórása Dk. Akkor, ha a kártényezők a Л-adik á rura 
vonatkozólag ak és bk és a fc-adik áruból a raktárkészlet megrendelésénél 
kk biztonsági faktort alkalmazunk, akkor az 1. § (9) képlete szerint a teljes kár 
(13) Dk{ak j (1 - 0(u))du + bk j Ф(и) du) . 
А Я
А
. biztonsági faktorok továbbá alá vannak vetve a 
(14) 2ck{Mk + lkBk-rk) = E 
k= 1 
mellékfeltételnek, ahol ck a Л-adik áru egy egységének beszerzési (nagykeres-
kedelmi) ára, és £ a r a k t á r felújítására rendelkezésre álló teljes pénzösszeg, 
míg rk a Л-adik áruból a rendelés előtt még raktáron levő (az előző rendelés-
ből fennmaradt) készlet. Feladatunk t ehá t a (13) a la t t i К kárösszeg minimali-
zálása a ?.k biztonsági tényezők olyan megválasztásával, hogy azok a (14) fel-
tételnek eleget tegyenek. Ilyenmódon egy feltételes szélsőértékfeladattal 
állunk szemben, amelyet az ún. Lagrange-féle multiplikátor-módszerrel old-
hatunk meg. 
Ez a módszer a 
(15) 9К 
9 К 
+ pckDk = 0 ( 4 = 1,2, . . . ) 
egyenletrendszerre vezet. (9)-re való tekintet tel a kk számokra a 
(16) (ak + bk) Ф(Хк) -ak + pck = 0 
egyenletrendszert kapjuk , ahonnan 
(17) pck 
«А + \ 
A (17)-ben szereplő p ismeretlent úgy kell meghatározni, hogy a (14) 
összefüggés fennálljon, t ehá t p a 
(18a) D, Ф-1 
k=l 
ak — pck 
(fk + bk 
= E' 
egyenletből számítandó ki, ahol 
E' = E - 2ck(Mk- rk) . 
k= 1 
( 1 8 b ) 
v 
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ÜZLETEK ÁRUELLÁTÁSÁVAL KAPCSOLATOS SZÉLSŐÉRTÉKEELADATOK 501 
Az E' mennyiségnek egyszerű jelentése van : E' az a pénzösszeg, amely a 
raktárkészlet kiegészítésére rendelkezésre álló összegből még marad, m i u t á n 
minden áruból a készletet a törzskészletre egészítettük ki. 
Mivel az ak, bk, ck, Dk számok mind pozit ívak, a (18) baloldalán álló 
kifejezés /r-nek monoton csökkenő függvénye, amely m i n d e n valós é r t éke t 
felvesz, t e h á t a (18) egyenletnek egy és csak egy megoldása van. 
A (17) és (18) egyenletek t a r t a lmazzák a t á rgya l t szélsőértékfeladat 
általános megoldását. Vizsgál junk meg n é h á n y érdekesebb speciális ese te t . 
Vizsgáljuk meg például az t az esetet, amikor az ak és bk kár tényezők a rányosak 
ck-\al, azaz a 4-adik á ruc ikk egységárával, és az arányossági tényező n e m 
függ 4-tól, azaz 
(19) ak = ack és bk = bck. 
Ez esetben a A,( i smeret lenek mind egyenlők, közös értéküket A-val 
jelölve, A-ra a 
(20) А = Ф - 1 P 
a + b 
kifejezést kap juk , ahol x = Ф~г(у) az у = Ф(х) függvény inverz függvé-
nyét jelöli. А у ismeretlen értékére ez esetben a 








explicit képlet adódik, és így a A biztonsági faktorra az igen egyszerű 
JP' 
(22) л = —^ 
2 c k D k /í= i 
képletet nye r jük . A (22) képle t persze közvetlenül levezethető abból a fel-
tevésből, hogy a Xk számok mind egyenlők egymással; a f en t i meggondolás 
azonban ennél többet ad, m e r t megmuta t j a , hogy az ak = ack és bk = bck 
speciális esetben akkor lesz a kár minimális, ha a Xk számok mind egyenlők 
egymással és közös ér tékük a (22) alat t i A szám, amely független az a és b lcár-
tényezölctől. E z t közvetlenül is be lehet látni , a Lagrange-mult ipl ikátor-
módszer nélkül, a Jensen-féle egyenlőtlenség segítségével. Ugyanis , bevezetve a 
(23) K(X) = a j' (1 - Ф(и)) du + b [ Ф(и) du 
jelölést, min t az t az 1. §-ban lá t tuk , 4(A) A-nak konvex függvénye, és így a 
Jensen-egyenlőtlenség mia t t 
(24) 2 D k c k K ( X k ) > 
.k= 1 к °k 
К 
í 2 D k с k = 1 
N 
2Dkck k = 1 
N 
2 Dkck 
k= 1 ад, 
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ahol A (22) által van definiálva, és egyenlőség akkor és csak akkor áll fenn, 
ha az összes Xk számok egyenlők A-val. 
Vizsgáljuk még meg a következő speciális esetet: ha a szóban forgó 
árukról feltesszük, hogy minden egyes vevő egy egységet vásárol (cipőboltok-
ban pl. ez első közelítésként feltehető, ha egy pár cipő az egység), akkor, ha 
ak értékét l -nek, bk ér tékét 0-nak választjuk, akkor К egyszerűen a ki nem 
elégített vevők számát fogja jelenteni, azon vevők számát tehát, akik azt 
az árut, ami t kerestek, a boltban nem ta lá l ták meg. A ki nem elégített vevők 
száma t e h á t akkor lesz minimális, ha 
(25) Aft = Ф - 1 (1 — fj,ck), 
ahol д a 
(26) j?ckDk0~Hl-pck) = E' 
k= 1 
egyenletnek tesz eleget. A p konstans nyilvánvalóan pozitív (hiszen 
Ф
_1(1) = + oo) és így az t kapjuk, hogy az olcsóbb áruból nagyobb bizton-
sági faktor t kell alkalmazni. Ez szemléletesen is evidens, hiszen az, hogy az 
olcsóbb áruból kellő biztonságot nyúj tó készletet szerezzen be a bolt, kisebb 
összeget igényel, és így, ha a raktárkészlet vásárlására rendelkezésre álló teljes 
összeg korlátozott és a kielégítetlen vevők összszámát aka r juk minimalizálni, 
kézenfekvő, hogy az olcsóbb áruknál nagyobb biztonsági faktorral dolgozzunk. 
3. §. Kiegészítő megjegyzések 
Befejezésül vizsgáljuk meg azt, hogy mennyiben indokolt az a feltevé-
sünk, hogy a kereslet normális eloszlású. Jelölje azt , hogy a vizsgált idő-
szakban a szóban forgó boltot felkereső és a vizsgált árucikkből vásárolni 
kívánó /-edik vevő mekkora mennyiséget kíván vásárolni (az illető árucikk 
választott egységével kifejezve). Fel tehetjük, hogy a valószínűségi változók 
függetlenek és egyforma eloszlásúak. Jelölje v az illető árucikket a szóban 
forgó (a r a k t á r két feltöltése közötti) időszakban vásárolni kívánó vevők szá-
mát; nyi lván v maga is valószínűségi változó. Ilyen módon a teljes keresletet 
í-val jelölve 
( 2 7 ) С = f i + f a + • • • + & > 
vagyis a tel jes kereslet véletlentől függő számú független és egyforma elosz-
lású valószínűségi változó összegével egyenlő. Ha v nagy valószínűséggel 
nagy értékeket vesz fel, akkor ismert tételek szerint С még akkor is igen 
általános feltevések mellett közelítőleg normális eloszlású lesz, ha nem tesszük 
fel, hogy a v valószínűségi változó független a változóktól (lásd pl. [1], [2]). 
A minket érdeklő esetben pedig még általában az t is feltehetjük, hogy 
v független a £k változóktól; nem jelent ugyanis lényeges megszorítást, ha 
feltesszük, hogy = 1 minden j értékére, vagyis hogy minden vevő pontosan 
egy egységet vesz az illető árucikkből. Ez esetben £ = v, vagyis a kereslet 
azonos az illető árucikket kereső vevők számával. Bizonyos elméleti meg-
gondolások arra mutatnak, hogy v közelítőleg Poisson-eloszlású lesz. Ez abból 
a feltevésből következik, hogy a vizsgált bolt a vásárlók széles körét szolgálja ki, 
és a nagyszámú potenciális vásárló a szóban forgó időszakban egymástól 
függetlenül ugyanazzal a (kicsiny) p valószínűséggel keresi fel a boltot. Ez eset-
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ben, mint jól ismeretes (lásd pl. [4]) v közelítőleg Poisson-eloszlású M = np 
várható értékkel, ahol n a lehetséges vásárlók száma. Ha most M nagy szám, 
akkor az M várható ér tékű Poisson-eloszlás jól közelíthető az M v á r h a t ó 
értékű és D = \M szórású normális eloszlással. Ez a meggondolás arra m u t a t , 
hogy azon túlmenőleg, hogy a kereslet közelítőleg normális eloszlású, még 
azt is fe l tehet jük, hogy a kereslet szórása a kereslet várha tó értékének négyzet-
gyökével egyenlő, vagyis az 1. §-ban D he lyet t У M, a 2. §-ban Dk he lye t t 
У Mk í rható (k = 1, 2, . . . ,] N). Természetesen mind a kereslet eloszlásának 
közelítőleg normális voltát , mind pedig a D = ]fM hipotézist, amelyeket 
elméleti meggondolásokból vezettünk le, tapasztala t i ada tok megvizsgálása 
ú t j á n ellenőrizni kell. Olyan esetekben, amikor a D = yi\ï hipotézis megfelel 
a tapasztalatoknak, a számítások némileg egyszerűsödnek, mivel a kereslet 
eloszlása csak egy paraméter től függ. í g y például a (6) egyenlet megoldása 
a ü = У M esetben t áb láza t vagy nomogram segítségével sokkal egyszerűbb, 
mint az ál talános esetben, hiszen ekkor (6) nem 4, hanem csak 3 mennyiség 
közötti összefüggést fejez ki. A 2. §-ban felmerült numerikus probléma 
(a (18) egyenlet megoldása y-re) nem egyszerűsödik a Dk = )[ Mk fel tevés 
által, hiszen ebben az egyenletben az egyes Mk értékek nem szerepelnek, csak 
az E ' kiszámításánál van r á juk szükség. 
Ha figyelembe vesszük, hogy egy vevő esetleg több egységet is vásárol 
a szóban forgó árucikkből, de feltesszük, hogy a vásárolt mennyiség mindig 
az egységnek egészszámú többszöröse, ún. összetett Poisson-eloszlások lépnek 
fel a Poisson-eloszlás helyett . (Lásd pl. [3].) A normális eloszlással való közelít-
hetőség szempontjából azonban ez nem jelent lényeges különbséget, ez eset-
ben azonban a D = У M reláció már nem áll fenn. 
E dolgozatban nem foglalkoztunk azzal a kérdéssel, amikor a bo l tban 
kapható árucikkek közül egyesek helyettesithetik egymást , vagyis elképzel-
hető, hogy egy vevő, aki a /-edik árucikket k ívánta megvásárolni, ha az éppen 
nincs raktáron, esetleg ehelyet t egy másik (pl. a A-adik) árucikket veszi meg. 
Ez azonban visszavezethető az általunk t á rgya l t esetre oly módon,hogy azoka t 
az árucikkeket, amelyek egymást helyettesíthetik (pl. azonos nagyságú, csak 
a fazonban különböző cipők) összevontan kezeljük. Ez esetben azonban, 
miu tán az egyes összevont árucikk-csoportokra mghatároztuk a megfelelő 
raktárkészletet , el kell dönteni , hogy ezen a csoporton belül hogyan oszt juk fel 
a csoportba tar tozó árucikkek között a rendelést. 
E dolgozat eredményeinek gyakorlati alkalmazása esetén természetesen 
mindenekelőtt meg kell ha tározni a szóban forgó paraméterek, így a v á r h a t ó 
kereslet (azaz Mk) számszerű értékét. Ez t a megelőző időszakra vonatkozó 
kereseti ada tok alapján, a matemat ikai s tat iszt ika módszereivel lehet elvé-
gezni. E módszerek jól ismertek, ezért azokkal i t t nem foglalkozunk, csak az t 
húzzuk alá nyomatékosan, hogy az üzletek leggazdaságosabb raktárkészletei-
nek matemat ika i módszerrel való meghatározásának nélkülözhetetlen előfel-
tétele az egyes árucikkek i rán t i keresletre vonatkozó pontos feljegyzések veze-
tése, lehetőleg több éven keresztül. Ennek során, különösen ruházati c ikkek-
nél, nagy f igyelmet kell fordí tani a keresletnek az évszakoktól való függésére, 
és a keresletnek az életszínvonal emelkedésétől való függésére. 
Befejezésül még csak az t jegyezzük meg, hogy a nyer t eredmények 
nemcsak arra használhatók fel, hogy a bolthálózatot adot tnak t e k i n t v e 
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liogyan lehet minden egyes boltra nézve kiszámítani, hogy mekkora készletet 
tar tson raktáron, hanem felhasználhatókannak vizsgálatánál is, hogy indokolt-e 
a bolthálózat átszervezése, pl. több kisebb bol t összevonása. Ebbe a bonyolult 
kérdésbe i t t nem kívánunk részletesen belemenni, csak rámuta t tunk e ké t 
problémakör szoros kapcsolatára. 
4. §. Összehasonlítás más vizsgálatokkal 
A raktározási problémáknak igen »kiterjedt irodalma van, amely túl -
nyomórészt az elmúlt 10—15 évben jelent meg. Jó képet ad a raktározási 
problémák matematikai elméletének mai állásáról az [5] kötet , amely számos 
összefoglaló tanulmányt közöl. Az e köte tben használt terminológia szerint 
az általunk vizsgált raktározási modell statikus típusú. Statikusnak nevezik 
azokat a modelleket, amelyek csak egy alkalommal való készletbeszerzésre, 
vagyis egyetlen, két egymásutáni rendelés közötti időtar tamra vonatkoznak; 
ezzel szemben dinamikusnak nevezik azokat a modelleket, amelyek sorozatos 
készletbeszerzésekre vonatkoznak, vagyis a raktár feltöltésének és kiürülésé-
nek váltakozásából álló folyamatot í r ják le. (Ilyen dinamikus modellekkel 
foglalkoznak pl. a [7] és [8] dolgozatok.) A statikus modellekre vonatkozó 
alapvető dolgozat A R R O W , H A R R I S és M A R S C H A K [6] munká ja . 
Az á l ta lunk vizsgált raktármodell az ARROW—HARRIS—MARSCHAK-féle 
modelltípusba tartozik. 
A relatív kielégítési biztonságnak, va lamin t a tülkereslet relativ kielé-
gítése biztonságának az 1. §-ban bevezetett fogalma tudomásunk szerint ú j . 
Ugyancsak nem foglalkoztak eddig, tudomásunk szerint azzal a kérdéssel 
sem, amelyet a 2. §-ban vizsgálunk meg, hogy ha több árucikk raktár-
készletének feltöltésére együt tvéve korlátozott összeg áll rendelkezésre, mi 
az optimális felosztása ennek az összegnek. 
(Beérkezett: 1961. január 10.) 
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ON SOME INVENTORY PROBLEMS OF SHOPS 
A. R É N Y I a n d M. Z I E R M A N N 
Abstract 
The authors de f ine the relative safety of satisfying the demand in a shop 
R\ 
concerning a cer ta in commodi ty as t h e mean value of min 1, — where R is t he 
£ I 
stock level and £ t h e demand in t h e shop concerning the commodi ty in ques-
t ion. If F (x) = P (£ A x) is t h e cumulat ive d is t r ibu t ion f u n c t i o n of t he 
d e m a n d during a g iven t ime in te rva l and the r e l a t ive safety of sa t i s fy ing t he 
d e m a n d is prescribed t o be equal t o t he number ß (0 < ß < 1) t h e n the least 
s tock R ensuring t h i s can he de te rmined by so lv ing the equat ion 
C d F ( x ) = f l 
J ж 
F(R) + R 
R 
T h e relative safety of satisfying the unexpected demand is defined as 
t h e n u m b e r у d e f i n e d b y 
y = F(R) + ( R - M) dF(x) 
x — M 
where M is the a v e r a g e d e m a n d a n d it is s u p p o s e d tha t R > M. 
In § 2 the caso is considered when a shop wh ich selis N d i f fe ren t commo-
dities has a fixed a m o u n t E of money available for ra is ing the s tock levels of t he 
N commodities, a n d t h e problem is considered which is the op t ima l ordering 
policy under this res t r ic t ion, i. e. t h e ordering pol icy which minimizes the loss. 
Two types of loss a r e considered: t h e f irst be ing proport ional t o the mean 
excess of the d e m a n d over the s tock, the second w i t h the mean excess of t he 
stock over the d e m a n d , t h a t is t h e loss function is supposed to be of the form 
a M (maxjO, £ - R)) + b M (max(0 , R - £)) . 
О ПРОБЛЕМАХ, СВЯЗАННЫХ CO СНАБЖЕНИЕМ МАГАЗИНОВ 
ТОВАРАМИ 
A. R É N Y I и M. Z I E R M A N N 
Резюме 
Работа занимается определением минимального складового запаса 
отдельных товаров в магазине, необходимого д л я удовлетворения покупа-
телей с некоторой заданной уверенностью удовлетворения до следующего 
пополнения склада. 
Авторы определяют относительную уверенность ß удовлетворения 
min(£, R) 
спроса на некоторой товар как математическое ожидание частного -- — , 
где £ обозначает спрос на данный товар в магазине, a R запас этого товара 
5 0 6 RÉNYI—ZIERMANN 
на складе. Тогда для заданного ß (0 < ß < 1) минимальное R будет реше-
нием уравнения 
где F(x) = Р(| ^ х) функция распределения спроса за некоторый проме-
жуток времени. 
Авторы определяют относительную уверенность у удовлетворения 
неожиданного спроса к а к число 
где M обозначает ожидание спроса, и предположено, что R > M. 
В § 2 авторы рассматривают случай, когда магазин торгует N (не 
заменяющими друг друга) видами товара и сумма Е, которую можно исполь-
зовать для пополнения склада, есть заданная величина. В этом случае — 
при некоторых условиях — они определяют, какого товара сколько надо 
заказать, чтобы убыток, вызванный отсутствием дохода из-за неудовлетворен-
ного спроса, и ущерб, вызванный находящимся на складе непроданным 





a M (max(0, £ - R)) + b M (max(0, R - £)) , 
где a и b неотрицательные числа. 
A MATEMATIKAI KUTATÓ INTÉZET OSZTÁLYSZEMINÁ RIUMAIBAN 
1959-BEN ELHANGZOTT ELŐADÁSOK KIVONATAI 
A valószínűségszámítási osztály szemináriuma 
I — 2 . R É N Y I A L F R É D : A függőség különböző mértékszámairól. (Február 
5. és 12.) 
Lásd R É N Y I , A.: , ,0n measures of dependence" (Acta Mathematica Aca-
demiae Scientiarum Hungaricae 10 (1959), 441—451. 
3. MOGYORÓDI JÓZSEF: 1 Valószínűségi változók véletlen tagszámú össze-
geinek határeloszlásairól. (Február 19.) 
Az előadó a következő tételt bizonyította be: Tegyük fel, hogy a {£„, n = 
= 1 , 2 , . . . } független valószínűségi változókból álló sorozathoz léteznek olyan 
[Bn, re = 1 , 2 , . . .}, ( B n > 0 , Bn oo) és {A,.., re = 1, 2, . . .} számsorozatok, 
hogy a £nk = — (k = 1 , 2 , . . . , RE) valószínűségi változók végtelenül kicsinyek és 
ßn 
P p 1 + • • • + - A,, < x) -> F(x) (n -> + 
l Bn ) 
teljesül az F(x) (nem elfajult) eloszlásfüggvény minden folytonossági pontjában. 
Tegyük fel továbbá, hogy [vn, re = 1, 2, . . .} pozitív egész értékű valószínűségi 
v 
változók egy sorozata, amelyre teljesül, hogy fi- -> 1 sztochasztikus értelemben, 
К 
ahol {&„} pozitív egész számokból álló monoton növekvő sorozat, amely + oo-hez 
tart. A tett feltevések mellett annak elegendő feltétele, hogy 
P Í l l + - D - + I y " - Akn < ж] - F(x) 
l Bkn I 
teljesüljön az, hogy 
В В l im lim inf — = lim l im sup " — = 1 
fennálljon. 
Megjegyzés. Az előadó azóta bebizonyította a feltétel szükségességét. 
Az eredmény rövidesen dolgozat alakjában is megjelenik. 
4 — 5 . R É V É S Z P Á L 1 : Kísérletek a nulla-еду törvény és a Borel—Cantelli 
lemma általánosítására. (Március 5. és 12.) 
1
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Lásd az előadó „A generalization of the zero-one law" című dolgozatát 
(Annales Universitatis Scientiarum Budapestinensis de Rolando Eötvös nomi-
natae, Sectio Mathematica 2 (1959) 111—113.). 
Az előadó továbbá bebizonyította a következő tételeket. 
1. Tétel. Legyen Av A2, . . . páronként független események sorozata, 
amelyről feltesszük, hogy 
J p ( 4 „ ) = o o . 
n= I 
Ekkor létezik az egész számoknak olyan nt részsorozata, amelyre 
] i m P ^ = l éra Í P (Ani) = oo. 
Í~СО 1 
Ezen tételből egyszerűen következik, hogy a Borel—Cantelli lemma 
érvényes páronként független eseményekre, azaz igaz a következő 
2. Tétel. Legyen Ax, A2, . . . páronként független események sorozata, 
tegyük fel, hogy 
OO 
> 'P(A„) = oo. 
n=1 
Ekkor az 4,- események közül 1 valószínűséggel végtelen sok következik be. 
6—7. R É N Y I A L F R É D : Bevezetés a disztribucióelméletbe. (Március 1 9 . 
és 26.) 
I smer te tő előadás főleg M. J. L I G H T H I L L : „An introduction to Fourier 
analysis a n d generalized functions" (Cambridge, Universi ty Press, 1958) című 
könyve a lap ján . 
8. E R D Ő S P Á L : Néhány valószínűségszámítási problémáról. (Április 2.) 
(Intézeti szeminárium keretében.) 
9. C S Á K I P É T E R : Maximáikorreláció kiszámítása bizonyos esetekben. 
(Április 9.) 
Lásd C S Á K I , P . — F I S C H E R , J . : „Contributions to t he problem of maximal-
correlation" című dolgozatát e Közlemények 5 (1960) A., 325—337. 
10. F I S C H E R J Á N O S : További megjegyzések a maximálkorrelációhoz. Kap-
csolata a regresszióval. (Április 16.) 
Lásd C S Á K I , P . — F I S C H E R , J . : „Contributions to t he problem of maximal-
correlation" című dolgozatát, e Közlemények 5 (1960) A., 325—337. 
1 1 . R É N Y I A L F R É D : 4 keverés elméletéről. (Május 2 1 . ) 
Lásd R É N Y I A . : „Autoklávok soros és párhuzamos kapcsolásáról és a keve-
rés elméletéröV című cikkét, e Közlemények 4 (1959) 155—165. 
A matematikai statisztikai osztály szemináriuma 
1. S A R K A D I K Á R O L Y : 4 Behrens—Fisher problémáról.2 (Január 7.) 
I smer te tő előadás, főleg a következő cikkek a lap ján: W A L D , A., „Testing 
the difference between t h e means of t w o normal populations with unknown 
standard deviations" (Selected Papers in Statistics and Probability (1955) 
2
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669—695, Mc Graw Hill, Now York), W E L C H , В . L., „The generalization of 
Student ' s problem when several different population variances are involved 
(Biometrika 3 4 (1947) 28—35), T R I C K E T T , W . H . — W E L C H , B. L., „On t h e 
comparison of two means" (Biometrika 41 (1954) 361—374), FISHER, R. A., 
,,On a test of significance in Pearson's Biometrika Tables" (Journal of t he 
Royal Statistical Society, Ser. В . 1 8 (1956) 56—60), W E L C H , В . L., „Note on 
some criticisms made by Sir Ronald Fischer" (Journal of t he Royal Statistical 
Society, Ser. В. 18 (1956) 297—302). 
2 . S A R K A D I K Á R O L Y : Referáló előadás. (Február 1 2 . ) 
Az előadó a következő könyvet ismertette. L E I N W E B E R , P . (szerk.), 
Taschenbuch der Längenmesstechnik (Springer, Berlin, 1954). 
3. C S Á K I E N D R E : A Wilcoxon-próba két módosításáról. (Február 2 6 . ) . 
Lásd az előadó hasonló című dolgozatát, e Közlemények 4 (1959) 313—319. 
4 . S A R K A D I K Á R O L Y : Megjegyzések Steinhaus, H. és Zubrzycki, S.,,On 
the comparison of two production processes and the rule of dualism" (Colloquium 
Mathematicum 5 (1957) 103—115) c. dolgozatához. (Március 12.) 
F I S H E R , R . A.: „Statistical methods and scientific inference" (Oliver and 
Boyd, Edinburgh, 1956) c. könyvében felveti és megválaszolja azt a kérdést, 
hogy milyen a priori eloszlás mellett egyezik meg a binomiális eloszlás való-
színűségparaméterének a posteriori eloszlása az aszimptotikusan értelmezett 
fiduciális eloszlással (62—64. o.). A megoldásban F I S H E R a binomiális eloszlást 
normálissal közelíti. Ez a közelítő számítás nem látszik megokoltnak, mert az 
a folytonos eloszlás, amelynek sűrűségfüggvénye megegyezik a binomiális 
valószínűségfüggvénynek a legközelebbi egész helyen felvett értékével, jobban 
közelíti a binomális eloszlást és a feladat megoldásában számítási nehézség így 
sem lép fel. így S T E I N H A U S és Z U B R Z Y C K I fent i cikkéből kiolvasható, hogy az 
adandó válasz igen érzékenyen függ a binomiális eloszlás közelítésének módjá-
tól. Az említett közelítő eloszlásnak— %> V2 egységgel való eltolásával a 
problémára élesen különböző megoldásokat kapunk, amelyek függetlenek a 
mintadarabszám-paramétertől. í g y tehát a F I S H E R által fe lvete t t problémára 
egyértelmű válasz nem adható. 
5 . F I S C H E R J Á N O S : + Duncan-próba.2 (Április 1 2 . ) 
Az előadó a következő cikket ismertette: D U N C A N , D . В . , „Multiple 
range and multiple F-tests" (Biometrics 11 (1955) 1—42). 
A valós függvénytani osztály szemináriuma 
1—14. C S Á S Z Á R Á K O S fo ly ta t ta és befejezte + halmazelméleti topológia 
alapvonalai című heti kétórás előadásait. Az év folyamán összesen 14 előadás 
hangzott el. 
15. A L E X I T S G Y Ö R G Y : Bevezetés a görbeelméletbe, (November 24.) 
Az előadó ismertette a görbe és az elágazási rend Menger—Uriszon-féle 
definícióját, továbbá W. H U R E W I C Z bizonyítását az irreguláris és irracionális 
pontok halmazának szerkezetére (Mathematische Annalen 96 (1927) 759). 
16. C S Á S Z Á R Á K O S : Egyszerű görbékről. (December 8. és 15.) 
Lásd C S Á S Z Á R , Á . — C Z I P S Z E R , J . „Sur les courbes irramifiées" című dol-
gozatát (Acta Mathematica Academiae Scientiarum Hungaricae 9 (1958) 
315—328). 
9 A Matematikai Kutató Intézet Közleményei V. B/4. 
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A differenciálegyenletek osztályának szemináriuma 
1 — 1 0 . S A L L A Y M E L Á N I A és Z I M Á N Y I J Ó Z S E F N É : Referáló előadássorozat. 
(Február 10., 17. és 24., március 3., 10., 17. és 24., április 14., 21. és 28.) 
Az előadók a következő dolgozatot ismertették: M I K U S I N S K I , J . —  
S I K O R S K I , R. , „The elementary theory of distributions (I)" (Rozprawy Mate-
maticzne XII, Warszawa, 1957. Pantwowe Wydawnictwo Naukowe). 
1 1 . A D L E R G Y Ö R G Y : Véges hővezetőképességű szemcsés anyagok éllenáramÍL 
hűtése. (Április 7.) 
Lásd A D L E R , G . : „Réfrigération de retour des matières granuleuses" 
című cikkét, e Közlemények 4 (1959) 327—365. 
1 2 . B A L A T O N I F E R E N C : Referáló előadás. (Május 5.) 
Az előadó a következő cikket ismertet te: H I R S C H , A., „Über eine charak-
teristische Eigenschaft der Differentialgleichungen der Variationsrechnung" 
(Mathematische Annalen 49 (1897) 49—72). 
1 3 . B A L A T O N I F E R E N C : A másodrendű parciális differenciálegyenletek egy 
osztályának variációszámítási jellemezhetöségéről. (Május 12.) 
Az előadó szakdolgozatát ismertette. 
1 4 . F É N Y E S T A M Á S : A Mikusinski-féle operátorszámítás alkalmazása 
állandó együtthatós retardált differenciálegyenletek megoldására. (Május 19.) 
Lásd az előadó „Anwendung der Operatorenrechnung von Mikusinski 
zur Lösung gevöhnlicher Differentialdifferenzengleichungen" című dolgozatát , 
e Közlemények 4 (1959) 191—196. 
15. A D L E R G Y Ö R G Y : A Alikusinski-féle operátorszámítás alkalmazása egy 
hidrodinamikai probléma megoldására. (Május 19.) 
Lásd A D L E R , G . — F R E U D , G . „Una applicazione del caleolo degli opera-
tori di Mikusinski per la risoluzione d ' u n a equazione alle derivate parzial i" 
című dolgozatát, e Közlemények 4 (1959) 367—375. 
1 6 . K A R A N I K O L O F F , C H . : 3 Sur un système d'équations intégrales de type 
de Fredholm. (Június 12.) 
Az előadó a 
<PM = fy{x) + \ f l ( t ) K(x, t) dt + j\"<p2(t) L(x, t) dt à à 
W 
cp2(x) = f2(x) + j 9+0 M(x, t)dt + \'<p2(t)N(x, t) dt 
a a 
Fredholm-típusú integrálegyenletrendszer megoldhatóságának feltételeit vizs-
gálta ((py{x) és 9o2(x) az ismeretlen függvények). 
Ezzel kapcsolatban a következő tételt bizonyította be: 
Tegyük fel, hogy fx(x), f2(x),'K(x, t), L(x, t), M(x, t) és N(x, t) folytonosan 
differenciálható függvények. Ha találhatóak olyan pßx) és p2(x) az [a, 5] inter-
vallumon integrálható függvények, hogy az [a, 6] intervallumban fennáll a 
dx dx 
3
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összefüggés, akkor az (1) rendszer a 
<Pí(z) = Fi(x) + J <pS) H_(x,t)ct à 
b 
<p2(x) = F2(x) + ] <p2(t) H2(x,c) dt 
a 
alakra hozható. 
1 7 . F É N Y E S T A M Á S : Referáló előadás. (Június 1 6 . ) 
Az előadó a következő cikket ismertette: B U T Z E R , P . L . , „Die Anwen-
dung des Operatorenkalküls von Jan Mikusinski auf lineare Integralgleichun-
gen vom Fal tungstypus" (Archive for Rational Mechanics and Analysis 2  
(1958) 114—128). 
1 8 . F É N Y E S T A M Á S : Referáló előadás. {Augusztus 28.) 
Az előadó a következő cikket ismertette: M I K U S I N S K I , J . , „Sur les notions 
de distribution et d 'opérateur" (Bulletin de l'académie Polonaise des Sciences, 
Série des sei. math. , astr. e t phys. 6 (1958) 737—741). 
1 9 . R E I C H A R D T , H . :4 Über die Ausstrahlungsbedingungen. (Oktober 3 0 . ) 
Lásd az előadó hasonló című dolgozatát (Abhandlungen aus dem Mathe-
matischen Seminar der Universi tät Hamburg, sajtó alatt). 
2 0 . D Ü C K , W . :4 Ein Entwicklungssatz bei selbstadfungierten, voUdefiniten 
Eigenwertproblemen gewöhnlicher Differentialgleichungen. (November 6.) 
Lásd az előadó hasonló című dolgozatát (Zeitschrift f ü r angewandte 
Mathematik und Mechanik, saj tó alatt). 
21—23. A D L E R G Y Ö R G Y : Referáló előadássorozat. (November 11., 17. 
és 24.) 
Az előadó a következő cikket ismertette: F I C H E R A , G . , „Una introdu-
zione alla teória delle equazioni integrali singolari" (Rendiconti di Matematiea 
e delle sue Applicazioni 17 (1958) 82—191). 
2 4 . B I A L Y , H . : 5 Iterative Behandlung linearer Gleichungen erster Art. 
(November 18.) 
Lásd az előadó hasonló című cikkét (Archive for Rat ional Mechanics 
and Analysis, saj tó alatt). 
2 5 — 2 6 . B O G N Á R J Á N O S : Referáló előadás. (November 26. és december 1 . ) 
Az előadó a következő cikket ismertette: ЕЙДУС, Д . M . , „Неравенства 
для функиии Грина" (Математический Сборник 45 (87) (1958) 455—470). 
[Magyarul: Ejdusz, D. M., „Green-függvényekre vonatkozó egyenlőtlen-
ségek (A Magyar Tudományos Akadémia III . (Matematikai és Fizikai) Osztá-
lyának Közleményei 9 (1959) 315—332).] 
A komplex függvénytani osztály szemináriuma 
1 — 2 . R É N Y I K A T Ó : Bevezetés a mértékelméletbe. (Január 2 . és 9 . ) 
Ismertető előadássorozat, D E L A V A L L É E P O U S S I N , C H . J . , Le Potentiel 
logarithmique című könyvének feldolgozásához főleg H A L M O S , P . R., Measure 
theory (van Nostrand, New York, 1950) с. könyve alapján. 
4
 H u m b o l d t - U n i v e r s i t ä t , B e r l i n . 
5
 T e c h n i s c h c H o c h s c h u l e , D r e s d e n . 
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3 — 5 . A L P Á R L Á S Z L Ó : Megjegyzés a Taylor-sor szummabilitásáról a konver-
gencia-körön. (Január 16., 23. és 30.) 
Lásd A L P Á R , L.: „Remarque sur la sommabilité des séries de Taylor 
sur leurs cercles de convergence, L, П., I I I . " című dolgozatait, с Közlemények 
I . : 3 (1958) 1—12, IL: 3 (1948) 141—158, III . : 5 (1960) A. 97—152. 
6—15. R É N Y I K A T Ó : Bevezetés a mértékelméletbe. (Folytatás.) (Február 
6., 13., 20. és 27., március 13., 20. és 27., április 10., 17. és 24.) 
1 6 — 2 3 . A L P Á R L Á S Z L Ó : A logaritmikus potenciál. (Május 8 . , 1 5 . , 2 2 . és 2 9 . , 
június 5., 10. és 19., július 3.) 
Ismertető előadás D B L A V A L L É E P O U S S I N , C H . J . : Le Potentiel logarith-
mique, Balayage et représentation conforme (Gauthier-Villars, Paris, 1949) 
című műve alapján. 
24—25. A N G E R , G . : 5 Ein funktionalanalytischer Aufbau der Potential-
theorie. (November 6. és 13.) 
Lásd az előadó hasonló című dolgozatát (Wissenschaftliche Zeitschrift 
der Technischen Hochschule Dresden, 8 (1958/59) Hef t 4. 679—685). 
26—29. A L P Á R L Á S Z L Ó : A logaritmikus potenciál. (Folytatás.) (November 
20. és 27., december 4. és 11.) 
A funkcionálanalízis osztály szemináriuma 
1 . P I N T É R L A J O S : 6 Referáló előadás. (Január 21.) 
Az előadó a következő dolgozatot ismertette: B E C K , W . A . — P U T N A M , R . , 
„A note on normal operators and their ad jo in ts" (Journal of the London Math. 
Soc. 31 (1956) 213—216). 
2 . T A N D O R I K Á R O L Y , 6 H O R V Á T H J Á N O S N É : 6 Birkhoff-féle ergodikus tétel." 
(Február 4.) 
3 . G E H É R L Á S Z L Ó : AZ ergodicitás fogalma. (Február 1 1 . ) 
4 . K O V Á C S I S T V Á N : AZ ergodicitás következményei. (Február 1 8 . ) 
5 — 6 . M O Ó R A R T H U R : 6 Keverő transzformációk. (Február 2 5 . , március 4.) 
7 . G E H É R L Á S Z L Ó : Mértékalgebrák. (Március 1 1 . ) 
8 — 9 . G E H É R L Á S Z L Ó : Diszkrét spektrumú mértéktartó leképezések. (Már-
cius 18. és 25.) 
10. S Z Ő K E F A L V I - N A G Y B É L A : Gyengén keverő leképezések. (Április 1.) 
Lásd: R É N Y I , A., „On mixing sequences of se ts" (Acta Mathematica 
Aeademiae Scientiarum Hungaricae 9 (1958) 215—228). 
11—12. G E H É R L Á S Z L Ó : Kompakt topológikus csoportok automorfizmusai. 
(Április 8., 15.) 
13. S Z T A C H Ó L A J O S : 8 Általánosított sajátértékek. (Április 22.) 
14—15. G E H É R L Á S Z L Ó : Gyenge topológia. (Május 6., 13.) 
1 6 . Z A W A D O W S K Y , W . : 9 On some special partially ordered algebras. 
(Május 20.) 
Az előadó egységelemes féligrendezett gyűrűkkel és azokon értelmezett 
pozitív lineáris funkcionálokkal foglalkozott és azokra vit te át a normált 
gyűrűk Gelfand-féle elméletének több tételét. 
6
 S z e g e d i T u d o m á n y e g y e t e m B o l y a i I n t é z e t e . 
7
 A 2 — 1 5 . és 17. e l ő a d á s o k a z e r g o d e l m é l e t n é h á n y k é r d é s é t d o l g o z t á k f e l a k ö v e t -
k e z ő k ö n y v a l a p j á n : H a l m o s , P . , L e c t u r e s o n e r g o d i e t h e o r y ( P u b l i c a t i o n of t h e M a t h e -
m a t i c a l S o c i e t y of J a p a n 3 . , T h e M a t h e m a t i c a l S o c i e t y of J a p a n , T o k y o 1956) . 
8
 S z e g e d , S á g v á r i g y a k o r l ó g i m n á z i u m . 
9
 V a r s ó . 
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1 7 . K O V Á C S ISTVÁN : Kategória-tételek az ergodelméletben. (Május 27.) 
1 8 . K O V Á C S ISTVÁN : Vektorértékű disztribúciók. (Június 1 1 . ) 
Az előadó Laurent S C H W A R T Z Budapesten tar tot t előadását ismertette. 
1 9 . ( Í E H É R LÁSZLÓ: A Schrödinger-operátorok egyértelműségéről. (Szep-
tember 23.) 
Lásd: N E U M A N N , J . , „Die Eindeutigkeit der Schrödingerschen Operato-
ren" (Math. Annalen 1 0 4 ( 1 9 3 1 ) 570—578). 
2 0 — 2 1 . K O V Á C S I S T V Á N , G E H É R L Á S Z L Ó : Hille és Yosida tétele operátorok 
egyparaméteres félcsoportjairól. (Szeptember 28.) 
Referá tum R I E S Z , F . — S Z . - N A G Y , В . : Leçons d'Analyse Fonctionnelle 
című könyve megfelelő része alapján. 
2 2 — 2 4 . A N G E R , G . : 5 Ein funktionalanalytischer Aufbau der Potential-
theorie. (December 1., 4. és 7.) 
Az előadó az n változós folytonos függvények terében értelmezett foly-
tonos lineáris funkcionálok Riesz—Radon-féle integrál-előállítását alkalmazza 
a potenciálelméletben. 3-dimenziós térben а /л mértékhez rendelt Tu potenciált 
a T (x) = I Ф(х, y) d p integrállal értelmezzük, ahol Ф(х,у) = -— a 
\x — y\ 
Newton-féle magfüggvény. Legyen F* az összes olyan kompakt hordozójú 
pozitív A mértékek halmaza, amelyekre a Tx potenciál az egész térben foly-
tonos. Egy B(aR3) Borel-halmaz akkor és csak akkor 0 kapacitású, lia min-
den A 6 F* esetében X(B) = 0. A Fubini-tétel alkalmazásával adódik, hogy 
minden olyan p mértékre, melyre ,<p\ <C fennáll: 
( * ) y T p d k = $ T x d p . 
A (*) reláció segítségévei a potenciálelmélet problémáit a 3-dimenziós 
té r folytonos függvényeire vonatkozó problémákká lehet transzformálni. így 
többek között a harmonikus függvények maximum-elvének felhasználásával a 
Diriehlet-probléma egyszerű tárgyalása lehetséges. 
Lásd: A N G E R , G., „E in funktionalanalytischer A u f b a u der Potenciál-
theorie" (Wissenschaftliche Zeitschrift der Technischen Hochschule Dresden 
8 (1958—59) 679—685). 
2 5 . P O R A T H , G . : 1 0 Störungstheoretische Untersuchungen für abgeschlossene 
lineare Transformationen im Banachschen Raum. (December 8.) 
Legyenek T0 és Tj a Jg Banach-tér olyan lineáris operátorai, melyeknek 
közös értelmezési tar tományuk van, jelöljük ezt JO-vel. Legyen T0 jZ)-ben zárt . 
Ekkor bizonyos Tx operátorok esetén T(e) = T0 + e T, az e komplex paramé-
ter kis értékeire szintén zárt lesz. Az előadó megvizsgálta, hogy mely esetekben 
lesz T(e)-nak e = 0 környezetében reguláris 
z(e) = zc + £ z, + . . . 
sajátértéke és 
<P(E) = <Po + E<Pi + 
reguláris sajátvektora. 
Lásd: P O R A T H , G., „Störungstheorie der isolierten Eigenwerte fü r abge-
schlossene lineare Transformationen im Banahcschen R a u m " (Math. Nach-
richten, Berlin, sajtó alatt). 
1 0
 M a t h e m a t i s c h e s I n s t i t u t d e r U n i v e r s i t ä t G r e i f s w a l d . 
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A matematikai logika és matematikai gépek elmélete csoport szemináriuma 
1 . Á D Á M A N D R Á S : Referáló előadás. (Február 4.) 
Az előadó a következő dolgozatot ismertet te: Q U I N E , W. V., „A way to 
simplify t r u th functions" (American Mathematical Monthly 62 (1955) 627—631). 
2 . M U S Z K A D Á N I E L : Beszámoló csehszlovákiai tanulmányutamról. (Feb-
ruár 23.) 
3 . K A L M Á R L Á S Z L Ó : A Szovjetunió Tudományos Akadémiájának Automa-
tikai és Távmechanikai Intézetével kötött megállapodás ismertetése. (Március 20.) 
4 . K A L M Á R L Á S Z L Ó és Á D Á M A N D R Á S : A logikai gép automatikus progra-
mozásával kapcsolatos kérdések. (Április 14.) 
Az előadók a logikai műveleteket megvalósító kapcsolások huzalos dobo-
zok helyett telefontárcsával vezérelt marker-gépek rendszere segítségével való 
megvalósítására vonatkozó elgondolásaikat ismertették. 
5 . H Ä R T I G , К.:1 1 Zur elementaren Theorie der Zeichenreihen. (Június 26.) 
Lásd az előadó „Explizi te Definitionen einiger Eigenschaften von Zei-
chenreihen" c. dolgozatát (Zeitschrift für mathematische Logik und Grund-
lagen der Mathematik 2 (1956) 177—203). 
6 . M U S Z K A D Á N I E L : Referáló előadás. (Október 1 6 . ) 
Az előadó a következő dolgozatot ismertette: П А Р Х О М Е Н К О , П . П . , 
„Анализ релейных схем при помощи машин" (Автоматика и Телемеха-
ника 20 (1959) 486—497). 
7 — 8 . B E R E C Z K I I L O N A : Logikai müveletek egyszerűsítéséről. (November 
13. és 20.) 
Az előadó ismertette a liáromváltozós logikai műveletek (konjunkciók, 
diszjunkciók és negációk segítségével való) minimális betű-előfordulást t a r t a l -
mazó kifejezéseit tar ta lmazó táblázat összeállításának módszerét, va lamin t 
elgondolásait az e mószer a lapján az M-3 számológép számára kidolgozandó 
program tekintetében e táblázat ellenőrzésére és továbbfejlesztésére. 
9 . M I L C S E N K O , Т . I . : 1 2 A BESZM elektronikus számológép modern válto-
zata-13 (November 27.) 
Az előadó ismertette a BESZM-2 számológép szerkezetét, különös tek in-
tettel az eredeti BESZM számológéptől való eltérésekre. 
1 0 . G O L E N K O , D . L : 1 2 Véletlen számok generálásának módszerei.13 (Novem-
ber 27.) 
Az előadó ismertette a Monte Carlo-módszer alapgondolatát és a pszeudo-
véletlen számok fogalmát, valamint az utóbbiak előállításának módszereit. 
1 1 . G A V R I L O V , M . A . : 1 4 + jelfogós áramköröket jellemző Boole-féle függvé-
nyek minimizálása. (November 27.) 
Az előadó ismertette a minimizációs probléma különböző megfogalma-
zásait, majd következő dolgozatát: „Минимизация булевых функций, харак-
теризующих релейные цепи" (Автоматика и Телемеханика 20 (1959) 
1217—1238). 
1 2 . Á D Á M A N D R Á S : Kétpólusú hálózatok szerkezetéről. (November 30.) 
Az előadó ismertette a jelen Közleményekben megjelent dolgozatait, 
néhány, időközben adódot t egyszerűsítéssel. 
11
 H u m b o l d t T u d o m á n y e g y e t e m , M a t e m a t i k a i Logikai I n t é z e t , Berlin. 
12
 A Szov je t T u d o m á n y o s Akadémia S z á m í t á s i K ö z p o n t j a . 
13
 A Bo lya i Tá r su l a t s zeged i t agoza t áva l közös r endezésben . 
14
 A S z o v j e t T u d o m á n y o s Akadémia A u t o m a t i k a i és T á v m e c h a n i k a i I n t é z e t e . 
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L á s d : Á D Á M A. „Kétpólusú elektromos hálózatokról I . , I I . , I I I . "  
(e Közlemények, I. : 2 (1957) 211—218., II.: 3(1958) 67—79., III.: 3(1958) 
207—218.) 
1 3 . P O L L Á K G Y Ö R G Y : Többpólusú jelfogós rendszerek működésének ellen-
őrzésével kapcsolatos egy minimizációs problémáról. (December 1.) 
Az előadó ismertette elgondolásait az előadás címében szereplő probléma 
megoldására a hálóelmélet és a permutációcsoportok elmélete alkalmazásával. 
A matematika közgazdasági alkalmazásaival foglalkozó szeminárium 
1 . J Á N O S S Y F E R E N C : 1 5 Újratermelési modellek. (Április 1 6 . ) 
Az előadó ismertette az újratermelési modellek vizsgálata során kapot t 
újabb eredményeit. 
2 . B R Ó D Y A N D R Á S : 1 6 AZ input-output módszer pontosságának vizsgálata 
során felmerült matematikai problémákról. (Június 27.) 
3 . B O D P É T E R : A lineáris programozás alkalmazása során jelentkező 
egyes (közgazdasági jellegű) nehézségek matematikai kezelése. (Július 2.) 
Áz előadó a lineáris programozás hazai alkalmazásának eddigi tapaszta-
latait elemezve rámuta to t t azokra a nehézségekre, amelyek a felállított model-
lek számszerűsítésekor jelentkeznek. A rendelkezésre álló paraméterek pontat -
lansága és az egyszer megállapított paraméterek értékeinek időbeli változása 
szükségessé teszi az optimális programok stabilitásának a vizsgálatát. 
M . C O U R T I L L O T eredményei alapján („Programmation linéaire. É t u d e de 
la modification de tous les paramètres", Comptes Rendus des Séances de 
l'Académie des Sciences, Tome 247, No. 7. (18 août 1958) p. 670—673) az elő-
adó megmuta t ta , hogy milyen általános megállapítások tehetők egy tetszőleges 
lineáris programozási feladat optimális programjának a stabilitására vonat-
kozóan, ha a kapacitás-adatok, a technológiai együt thatók és az opt imum 
függvény paraméterei rendre megváltoznak. 
Befejezésül az előadó vázolta azokat a gyakorlati előnyöket, amelyeket 
az ismertetett formulák alkalmazásával el lehet érni. 
A biometriai osztály szemináriuma 
1 — 2 . S Z I L Á G Y I Z O L T Á N : Mátrix-számitás a matematikai statisztikában. 
(Január 12., február 9.) 
3 . D R . J U V A N C Z I R É N E T J S Z : A statisztikus munkája a biológiában. (Ja-
nuár 26.) 
4 . F I S C H E R J Á N O S : Matematikai módszerek a kar iometr iában? (Február 2 . ) 
Lásd F I S C H E R , J . — I N K E , G . — T Ó T H , K . : „Über methodische Fragen der 
Kern Variationsstatistik. V I I I . Rechenschieber zur Erleichterung der karyomet-
rischen Berechnungen" című dolgozatát (Jacobj emlékfüzet, I960., saj tó alatt) . 
5 — 9 . C S Á K I P É T E R és F I S C H E R J Á N O S : Megjegyzések a maximálkorreláció 
problémájához. (Február 16. és 23., április 6. és 13., november 16.) 
Az előadók hasonló című dolgozata e Közleményben, ebben a köte tben 
jelent meg (325—337.). 
1 0 . F I S C H E R J Á N O S : A Duncan-próba. (Március 2 . ) 
15
 O r s z á g o s T e r v h i v a t a l . 
1 6
 K ö z g a z d a s á g t u d o m á n y i I n t é z e t . 
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Az előadó ismertette DUNCAN, D. В . , „Multiple f ange and mult iple 
F-tests" (Biometrics 11 (1955) 1—42) című cikkében közölt eljárását. Össze-
hasonlította a több i hasonló célú eljárással (Fisher-módszer, Tuchey, Newman, 
Keuls stb.). 
11. D R . JUVANCZ IRÉNEUSZ: Statisztikai analízis eredményeinek értékelése. 
(Március 23.) 
Lásd az előadó hasonló című dolgozatát (Acta Medica, s a j tó alatt). 
12. D R . .JUVANCZ IRÉNEUSZ: Beszámoló a svájci biometriai szemináriumról. 
(Október 22.) 
13. CSÁKI P É T E R : Referáló előadás. (December 7.) 
Az előadó a következő dolgozatot ismertet te : FERGUSON, T. , , ,ON t h e 
existence of linear regression in linear structural relations" (Univ. Calif. Puhls 
Statist . 2 (1955) 143—165). 
A differenciálgeometriai csoport szemináriuma 
1 — 7 . VARGA OTTÓ (1 előadás), Soós GYULA 1 7 (5 előadás), S Z E N T E 
JÁNOS1 8 (1 előadás): Differenciálható sokaságok elmélete. 
A kéthetenként megtar to t t előadások célja a differenciálható sokaságok 
elméletének modern felépítése, az új kutatási módszer bemutatása, valamint 
a klasszikus differenciálgeometriával való összevetés volt. Fen t i előadások első-
sorban az elmélet megalapozásával foglalkoztak. 
Az elmélet egyes önálló kérdéseiből a következő előadások hangzottak el: 
8. REICHARDT, H . : 1 9 Invariante Darstellung der Ableitungsgleichungen 
e ingebetterer Ala n n ig falt igke it. 
Lásd: BLASCHKE, W . — R E I C H A R D T , H . , Einführung in die Differential-
geometrie, Kap . VIII. (Springer Verlag, Berlin—Göttingen—Heidelberg, 1 9 6 0 ) . 
9 — 1 2 . VARGA OTTÓ: A konstans görbületit Riemann-féle terek és a nem-
euklideszi geometriák kapcsolata. 
Az előadó bizonyítja a konstans görbületű Riemann-féle terek és a nem-
euklideszi terek azonosságát. Л bizonyítás a Cartan-féle mozgó tricder módszer 
egy változatával történik. E módszerrel az előadó újabb eredményekre j u to t t . 
Lásd: Annali di Matematica soron következő kötet, valamint a Monatshefte 
Kruppa jubileumi számát. (Megjelenés előtt.) 
17
 É p í t ő i p a r i és Közlekedés i Műszaki E g y e t e m M a t e m a t i k a i Tanszék . 
18
 B u d a p e s t i Műszaki E g y e t e m Ábrázoló G e o m e t r i a T a n s z é k e . 
19
 M a t h e m a t i s c h e s I n s t i t u t d e r H u m b o l d t - U n i v e r s i t ä t , Ber l in . 
AZ INTÉZET MUNKATÁRSAINAK A KORÁBBI DOLGOZATJEGYZÉKEKBEN 
MÉG FEL NEM TÜNTETETT, MÁSUTT MEGJELENT VAGY SAJTÓ 
ALATT LEVŐ MAGYAR NYELVŰ DOLGOZATAINAK JEGYZÉKE1 
[ 1 ] A L P Á R L . : „Egyes h a t v á n y s o r o k a b s z o l ú t konve rgenc i á j a a konvergenc iakör 
k e r ü l e t é n . " Matematikai Lapok* 
[ 2 ] A L P Á R L . : „Egyes h a t v á n y s o r o k s zummab i l i t á s a ós d ive rgenc i á j a a kovergenc ia -
kör ke rü l e t én . " ( K a n d i d á t u s i disszer táció.) 
[ 3 ] B A L Á Z S J . : „ ( 0 , 2 ) i n te rpo lác ió u l t r a sz fé r ikus pol inomok gyöke in . " ( K a n d i d á t u s i 
disszertáció.) 
[ 4 ] B A L Á Z S J . : „ U l t r a s z f é r i k u s és He rmi t e - f é l e po l inomokra vonatkozó egyenlő t len-
s é g e k . " Matematikai Lapok* 
[5] B Á R T F A I P . — D O B Ó A . : „ E g y közlekedési p rob lémáró l . " A Magyar Tudományos 
Akadémia III. (Matematikai és Fizikai) Osztályának Közleményei* 
[6] BOD P.: „Hozzászólás J á n d y Géza: 'Op t imál i s szá l l í t ások tervezése ' c í m ű elő-
a d á s á h o z . " (Kiberne t ika i módszerek a közlekedésben és közlekedésépí tésben 
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