impact on controller performance. In addition, the effect of the interaction on performance may be dependent on the context and level of automation. Findings have implications for human-automation teaming in air traffic control, and the potential prediction of performance-influencing situations, supporting controller performance in the operational environment.
Introduction
Air traffic controllers (ATCOs) operate at the sharp end of a safety critical system and are responsible for the safety and efficiency of air traffic. It is essential that controllers maintain a consistently high standard of human performance in order to uphold flight safety. Knowledge of the impact of human factors on controller performance is critical to understand and mitigate threats to performance. Threats to human performance must be understood and mitigated to maintain flight safety and efficiency in an environment of growing traffic and performance demands.
With a large potential for incidents, Kirwan (2011) suggests that air traffic management (ATM) is remarkably reliable. However, when aircraft have breached standard regulated minima, termed an 'incident', human error has been attributed as a primary or secondary cause in 75-90% of cases (Mackieh and Cilingir 1998) . Human factors (such as workload, fatigue, inadequate communications) are 'major determiners of a human error' (Park and Jung 1996, p 330) and have been repeatedly shown to negatively affect human performance (Chang and Yeh 2010; Park and Jung Abstract Air traffic controllers must maintain a consistently high level of human performance in order to maintain flight safety and efficiency. In current control environments, performance-influencing factors such as workload, fatigue and situation awareness can co-occur and interact to affect performance. However, multifactor influences and the association with performance are under-researched. This study utilised a high-fidelity, human-in-the-loop, en route air traffic control simulation to investigate the relationship between workload, situation awareness and controller performance. The current study aimed to replicate Edwards et al.'s (in: Proceedings of the 4th AHFE international conference, 21-25th July, San Francisco, USA, 2012) previous finding that factors known to be associated with controller performance do co-vary and can interact, which is associated with a compound influence on performance. In addition, the current study aimed to extend Edwards et al.'s (2012) study by engaging retired controllers as participants and comparing multifactor relationships across four levels of automation. Results suggest that workload and situation awareness may interact to produce a compound (as opposed to cumulative) 1996). A comprehensive and context-specific knowledge of the association between human factors and human performance is therefore critical in addressing safety incidents in air traffic control.
For more than three decades, human performance and error research have investigated the influence of single human factors (such as fatigue or workload) on human performance in a wide variety of settings (Loft et al. 2007; Svensson et al. 1997) . For example, Schroeder, Rosa and Witt (1998) investigated the effects of fatigue on performance in air traffic controllers. Results showed that individual performance measures declined in association with increased self-reported fatigue as controllers progressed through the 4-day schedule. Such focused research has resulted in a body of literature and comprehensive understanding of the association between single human factors and performance. As a result of this knowledge, within the ATC context, single-factor issues such as fatigue, vigilance and situation awareness problems have now largely been designed out or sufficiently mitigated by design, operational and human factors and safety expertise.
However, in current control environments, factors do not occur in isolation. It is colloquially recognised that multiple human factors may be present at any one time. For example, a high workload may be experienced by a controller who is fatigued or stressed, and co-occurs with inadequate communication (e.g. incorrect phraseology) or teamwork (e.g. unexpected handovers). These co-occurring factors may interact to negatively influence controller performance differently to that of single factors alone. This is supported by the recognition that ATC incidents are often reported as being multicausal in nature, or are seen as having no direct causes but many contributors, as highlighted by so-called Swiss Cheese and Resilience Engineering models (e.g. Hollnagel et al. 2006; Reason 1990) . The residual threats for incidents therefore frequently result from the interaction of multiple human factors and the resulting cumulative impact on performance.
Relationships and interactions between co-occurring human factors, and the resulting association with human performance have received scant attention in the literature (Glaser et al. 1999 , Wilkinson 1969 . In the late sixties, Wilkinson (1969) recognised this lack of focus on multiple factors and suggested 'this cannot be through ignorance of the fact that stresses do occur in combination… [there is the] impression that the combined effect of two or more can be assessed by adding their single effects. This is not so. ' (pp 266, 276) . However, to date, research that has investigated human factor relationships is sporadic and findings are controversial. Even less research has been conducted that is specific to the ATC context. There is therefore a gap in understanding of the relationships and potential interaction of multiple human factors and the subsequent association with human performance.
There is a growing realisation within the literature that this research gap may have limited an ecologically valid understanding of the occurrence of human factors and the association with human performance in an air traffic setting (Cox-Fuenzalida 2007) . In addition, limited knowledge of the association of multiple human factors and human performance and error has limited the study of performance decline and human error to a reactive, retrospective analysis of likely causes (Hollnagel et al. 1999) , such as incident and accident investigations, as opposed to proactive strategies for the identification and prevention of performance decline during online operations. In turn, this affects the reliability and effectiveness of compensation strategies to protect controller performance and prevent performance decline.
It is therefore critical that the current research focus is extended from single factors to multiple factors and contributes to this gap in understanding. Several calls for research on the interrelations between human factors that influence performance highlight the necessity and importance of addressing this research gap (Chang and Yeh 2010; Murray et al. 1996) . Research in this thesis into multifactor relationships and associations with performance will provide value by addressing the current gap between literature and real-world concerns and furthering understanding of the occurrence of human factors in an ATC setting. In addition, understanding of the nature of human factor influences in association with performance decline will be extended, which may facilitate the development of recommendations for reducing negative influences.
In an attempt to address this gap, Edwards et al. (2012) investigated multiple factor interactions and associations with controller performance within the framework of a 'human performance envelope'; rather than focusing on one individual factor, such as workload, the envelope framework considers a range of factors and how they collectively influence performance. Using a simulated air traffic control task, covariate performance-influencing factors, including workload, SA, and fatigue, were measured using self-report scales. Results indicated that several factors known to affect controller performance do co-vary and that factors appeared to interact to produce a compound impact on both safety and efficiency performance measures.
However, participants completed all air traffic tasks with minimal automation. With the increasing amount of automation in air traffic control, the identified interactions and associations with performance may not accurately represent factor associations and performance in the presence of increased automation. In both current and future planned air traffic systems, automation is increasingly present to both assist controller tasks (such as the ground-based separation assurance tools offered to air traffic controllers in studies reported by Homola et al. 2013) and, in some cases, takeover-controller tasks (e.g. automated handoffs). Automation has been found to offer situation awareness-enhancing qualities, such as predictability and integrated information (Zeghal and Hoffman 2000) , which together help the human to build and maintain situation awareness, in addition to the potential to reduce controller workload. However, there is a trade-off-too much automation or too many automated functions can negatively impact controllers' engagement and SA (Zeghal and Hoffman 2000) . It is therefore important to include automated functions in ATC research, in an attempt to gain an ecologically valid understanding of human performance in an air traffic control environment, as well as enable the investigation of associations between human factors, such as workload and SA, and controller performance, in the context of automated functions.
Further limitations to Edwards et al.'s (2012) study potentially limited the valid generalisation of results to an operational environment. First, participants were college students rather than air traffic controllers. Although participants received basic ATC training, trained controllers may perform very differently, potentially affecting the identified interaction relationships. In addition, simulation fidelity was low, potentially reducing valid generalisation of results. Therefore, 'future research should replicate these results using a full-scale simulation with trained ATCOs as participants' (Edwards et al. 2012, p 8) . The current study attempted to address these limitations as well as extend Edwards et al.'s (2012) previous work, by examining factor interactions across varying automated functions, using retired ATCOs as participants in a high-fidelity simulation. The aims of this study were therefore to address the limitations of previous research and support future research, by investigating multifactor interactions and the association with controller performance. In addition, the study aimed to extend Edwards et al.'s (2012) research by investigating these effects in the context of different levels of available automation.
Method

Design overview
An en route air traffic control (ATC), human-in-the-loop (HITL) simulation was utilised to investigate the relationship between workload and situation awareness (SA), and the subsequent association with controller performance, in conditions of varying levels of automation. Participants were eight retired ATCOs who had worked in en route airspace in Oakland Air Route Traffic Control Centre (ARTCC).
The study used a one-factor within-measures design. The independent variable was the amount of automation applied to the controllers' task. Automation was utilised to manipulate the controllers' responsibilities for each task. The purpose of using different amounts of automation in each task set was to investigate how task-related automation, which is in line with future potential variations of ATC task automation, influences the association between workload and SA, and the controllers' performance. Therefore, the focus of this paper was not on the controllers' interaction with the automation per se, but overall performance in association with different amounts of task-related automation.
The independent variable of automation of the controllers task had four levels, which created four conditions: condition 1-conflict detection (CD) where the participant was only responsible for detecting conflicts, whilst all other tasks were automated; condition 2-conflict detection + routine tasks (RT) where the participant was responsible for detecting conflicts, accepting aircraft handoffs from adjacent sectors with pilot check-ins, initiating handoffs as aircraft exited the test sector and issuing a frequency change. All other tasks, including coordination for pilot requests for change, were automated. This condition was expected to place additional workload on the controller in terms of increased communications and inputs into ATC workstation, but not necessarily affect cognitive capacity; condition 3-conflict detection + decision-making (DM), the participant was responsible for conflict detection and making decisions based on fielded requests from flight crews and coordination with adjacent sectors. Automation was responsible for all other tasks, including accepting aircraft handoffs into the sector, initiating handoffs for aircraft leaving the sector, and issuing frequency changes. Due to the extra demands on controllers for solutions to unexpected pilot requests, it was expected that this condition would create additional cognitive workload; and condition 4-conflict detection + routine tasks + decision-making where the participant was responsible for all tasks covered in the previous three tasks. It was expected that this condition would result in the highest reported workload. All conditions were counterbalanced.
Workload was measured every 3 min using the unidimensional Instantaneous Self-Assessment scale (ISA) (Tattersall and Foord 1996) . Safety-related performance was inferred from the time taken for controllers to detect aircraft. Several performance measures were collected during the simulation. Due to space constraints, only one of these performance variables will be examined in this paper: time to accurately detect conflicts. This variable was selected due to the important safety implications of this performance measure.
The simulation was centred on high-altitude, en route airspace under the control of the Cleveland ARTCC. Each participant was assigned to work sector 79 ( Fig. 1) , which was observed from previous HITL simulations to be a particularly complex sector given the mix of traffic transiting its airspace. The surrounding sectors (26, 38, 49, 59) were also staffed by ex-controllers to facilitate coordinations, although data were only collected for controllers' working sector 79. Winds for the area were included, which were constant at altitude with forecast error. All aircraft were equipped with radio communication as well as controller-pilot data link communication (CPDLC), a text-based communication medium between the controller and pilot. Pseudo-pilots with an average of over 500 logged in hours on the pilot platform were paired with the controllers (Fig. 2) .
Each simulation session lasted for 60 min. Traffic was approximately 20% more than the current-day maximum traffic of 18 aircraft in the sector. The taskload level was created and manipulated by changing the number of aircraft in the controlled sector and the complexity of the task by the number of aircraft requiring vertical movements and the number of aircraft pairs set on a conflicting flight path (Brookings et al. 1996) . The scenarios were designed to have ramp-up, sustained and ramp-down phases, with each phase lasting approximately 20 min. The traffic was a mixture of overflights at level altitude, area arrivals with a top of descent in or near the simulation sector, and area departure aircraft that resulted in aircraft climbing from their origin airport into sector 79.
The study reported in this paper is part of a larger study. Only the measures that are relevant to this paper are presented. Resolution of conflicts will not be considered in this paper, as the primary focus was on conflict detection as the critical first step in the conflict resolution process. Interested readers may refer to Mercer et al. (2016) for details of a related conflict resolution study.
Participants
A total of eight participants (one female and seven males) took part in the simulation. Age ranged from 50 to 69 years. Participants responded to grouped age ranges, and so an average age could not be calculated. All participants were retired controllers. Participants had worked as en route controllers in the Oakland ARTCC. Years of experience as an ATCO (excluding training) ranged from 23 to 29.5 (M = 24.94, SD = 2.54). Participants were not familiar with the sector, although five training runs were conducted to provide an opportunity for the controllers to become familiar with the airspace. Participants had worked as en route controllers in the Oakland ARTCC. Years of experience as an ATCO (excluding training) ranged from 23 to 29.5 (M = 24.94, SD = 2.54).
Measures
In line with Edwards et al.'s (2012) previous study, the covariate factors of workload and SA were measured using subjective, self-report scales. Workload and SA have previously been identified as critical factors that frequently negatively influence controller performance (e.g. Endsley and Rodgers 1994; Schroeder andNye 1993) . Workload was measured using the unidimensional Instantaneous Self-Assessment scale (ISA) (Tattersall and Foord 1996) . Participants were asked to choose a number on a scale from 1 to 6 that represented their perceived workload, 1 being very low workload, 6 being very high workload. The traditional ISA scale was slightly modified by adding a sixth point to the scale. This was an attempt to reduce potential response bias around the mid-point of the scale. The measure was brief and less intrusive than other workload measures and could be applied without stopping the experiment. SA was measured using the Situation Present Assessment Method (SPAM) (Durso et al. 1995) . The measure could be used without stopping the experiment. In addition, SPAM is reported not to be confounded by a reliance on memory for which other measures have been criticised (e.g. situation awareness and global assessment technique, SAGAT) (Durso et al. 1995) . Questions used a binary response format and were focused around the present and future traffic situations (e.g. 'Will more than three aircraft leave your sector in the next minute?'). The questions were developed in collaboration with three retired ATCOs. The questions were not randomly picked, but instead preselected to be relevant to specific points in the exercise. Examples of the SA questions that were developed are as follows:
1. Will more than three aircraft cross your sector boundary within the next minute? 2. Are any aircraft on crossing routes? 3. Are any aircraft in your sector flying below FL340? 4. Are any aircraft descending within your sector? 5. Will more than four aircraft leave your sector in the next 5 min?
The traditional workload measure included within SPAM (by asking participants to say when they are ready for the question) was not used, as ISA was used to gain granularity of measurement. All participants had a time limit of 45 s to answer the question, after which a non-response was recorded. SA was analysed by calculating the number of correct responses to each question, and the average response time to correctly answered questions. Every 3 min, participants were presented with the ISA rating scale at the top of the radar scope and asked to click on the workload rating. After responding to the workload scale, a SA question was presented at the top of the simulation screen. This presentation order was selected because ISA is brief and unlikely to influence ATCO's SA answers. In comparison, administering a SA question first may have resulted in an increase in experienced workload, which may have biased workload ratings if ISA was presented after SPAM.
Several performance measures were collected during the simulation. Due to space constraints, only one of these performance variables will be examined in this paper: time to accurately detect conflicts. This variable was selected due to the important safety implications of this performance measure. In addition, in contrast to measures such as number of conflicts accurately detected, this measure allows for greater granularity in performance measurement and is not affected by potential ceiling effects. A conflict was defined as aircraft that would breach the separation minima without intervention. An internal conflict probe was used to identify conflicts and assess participants' conflict detection performance. Controllers were asked to enter a keyboard command to identify when they perceived an aircraft pair that either was in conflict, or would definitely be in conflict without intervention. Time to detect conflicts was determined from the time at which the data tag of both aircraft in conflict was first visible to the controller, subtracted from the time the controller made the identification keyboard entry. Measures were recorded continuously in the simulation software.
Apparatus
The software used to emulate the air traffic control system was the Multi-Aircraft Control System (MACS) (Prevot et al. 2010) . Participant workstations were configured with a BARCO large-format display and specialised keyboard/ trackball combination that is representative of what is currently used in air traffic control facilities. Voice communications via radio were enabled by a custom, stand-alone system that is also representative of what is used in operations. Data were collected continuously through MACS's data collection processes.
Procedure
Participants were asked to work the traffic ensuring separation. In addition to the primary tasks, the participants completed two other tasks. Participants were prompted to rate their workload and then answer a situation awareness question every 3 min for the duration of each run. The study was run over five consecutive days. The first day and a half was devoted to training the participants on the study environment and procedures. After an initial briefing, six training scenarios were run with increasing levels of traffic and complexity. After the training, experimental runs were started and data were collected. Participants completed questionnaires at the end of each run, as well as a post-simulation questionnaire. After the experimental runs were complete, the participants were debriefed and provided an opportunity to offer feedback.
Analysis strategy to explore factor interactions and associations with performance
The analysis method for factor interactions and associations with controller performance was considered. A nonlinear multiple regression model using continuous predictor variables and mediator and moderator variables was considered as a preferred statistical technique, but was rejected due to sample size. In addition, there may not have been enough control in the exercise for regression findings to allow an inference of strength. Participants were permitted to use their own control strategies. A regression model approach was therefore concluded not to be appropriate to analyse multiple factor relationships and associations with performance. Miles and Shevlin (2001) recommend that 'one of the simplest ways [to explore continuous data for interactions] is to create a dichotomous variable from the continuous predictor variables (categorising high or low around the mean or median)' (p 180). In accordance with Miles and Shevlin's (2001) recommendation, a median-split analysis method was selected to investigate potential interactions between multiple factors and the association with performance measures.
The median-split analysis method requires a transformation of data by splitting continuous data into two groups around the median. The data are transformed from continuous data into categorical data. The factors are now treated effectively as independent variables with two levels-high and low. Tests of difference can be used to analyse the transformed variables. The method of applying median splits to continuous variables to allow tests of difference has been widely applied in previous research (e.g. Denollet et al. 1996) . However, the method has been criticised on the basis that splitting the data around the median and subsequently grouping the data into 'high' and 'low' categories results in a loss of information and variance in the data, therefore reducing the power of applied statistical tests (Maccallum et al. 2002) . A risk of type II error is therefore increased. However, the median-split approach was the most practical method of analysing multiple factor relationships, including multifactor interactions, and the association of multifactor relationships with performance measures.
Results
Due to the quantity of analyses and results, only results for the strongest and most relevant data trends will be presented in this article.
Workload and task conditions with automation
Workload was reported to be higher, on average, in the least automated conditions compared to the most automated conditions (Table 1) , indicating variation in reported workload in association with number of automated functions.
A repeated-measures analysis of variance (ANOVA) confirmed a significant main effect of condition on workload ratings, F(3, 21) = 8.74, p < 0.005. Pairwise comparisons revealed that workload ratings were significantly lower in the most automated condition (CD only) than CD + routine tasks (p < 0.05), CD + decision-making (p < 0.01) and CD + RT + DM (p < 0.005). Workload ratings in the CD + routine tasks condition were significantly lower than in the least automated condition, CD + RT + DM (p < 0.05). Finally, workload ratings in the CD + decision-making condition were significantly lower than in the least automated condition, CD + RT + DM (p < 0.05). No other significant differences were found between conditions.
Situation awareness and task conditions
On average, participants responding to SA questions in the fully automated condition had the most correct answers. The least correct answers were in conditions 3 (CD + DM) and 4 (CD + RT + DM). In accordance with the SPAM method, the analysis focused on the average time to correctly answer the SA questions, providing a more granular level of analysis. On average, participants responded to SA questions more slowly in the most automated condition (condition 1, CD only) and condition 3, CD + DM (Fig. 3) , suggesting reduced SA, in accordance with the SPAM method. Participants appeared to respond faster in condition 2 (CD + RT) and the least automated condition (condition 4, CD + RT + DM), suggesting good SA. A factorial repeated-measures analysis of variance (ANOVA) confirmed a significant main effect of condition on average response times to SA questions, F(3,21) = 9.37, p < 0.001. Pairwise comparisons revealed that responses to SA questions were significantly slower in the most automated condition (condition 1) compared to condition 2 (CD + RT) (p < 0.01) and the least automated condition (condition 4) (p < 0.05). On average, responses to SA questions in condition 2 (CD + RT) were significantly faster than in condition 3 (CD + DM) (p < 0.005). Finally, on average, responses to SA questions in condition 3 (CD + DM) were significantly slower than in condition 4, the least automated condition (CD + RT + DM) (p < 0.005). 
Performance across conditions
Time to detect conflicts appears to be slowest in the most automated condition (M = 340.39, SD = 39.30). Time to detect conflicts was fastest in the second condition, CD + routine tasks (M = 282.06, SD = 64.32) (Fig. 4) . A factorial repeated-measures ANOVA was conducted to further examine the effect of condition on time to detect conflicts. There was a significant main effect of condition on time to detect conflicts, F(3,21) = 4.62, p < 0.05. Pairwise comparisons confirmed that participants detected conflicts significantly faster in condition 2-CD + RT, compared to condition 1-CD only (p < 0.005), condition 3-CD + DM (p < 0.05) and condition 4-CD + RT + DM (p < 0.05). No other significant differences were found between conditions.
Does covariance between workload and SA exist?
Workload was expected to significantly negatively correlate with SA. Figure 5 presents a scatterplot of the association between workload and SA for condition 1. (Other scatterplots are not included for brevity.) There appears to be a relationship between increasing workload and increasing time to respond to SA questions until workload rating 4. At workload rating 5, time to respond decreases. A Spearman's rho correlation analysis revealed that no significant correlations were found between workload and SA for any condition. The relationship in condition 4, the least automated condition, approached significance (rs = 0.15, p < 0.1).
The interaction between workload and SA: is there a compound effect on performance?
The analysis was extended to investigate interactions between workload and SA, and the association with time to detect conflicts, across automation conditions. A mediansplit approach was used (Denollet et al. 1996) to transform the continuous data into discrete factor groups. The following section presents findings from this analysis. The Kruskal-Wallis test was used to examine differences between conditions. No significant differences between groups were found (p > 0.05). However, recurrent trends were identified that are worthy of further consideration. Time to correctly detect conflicts was slowest in condition 1 (CD only) when low workload and slower response times to correctly answer SA questions (suggesting poorer SA) were combined (M = 323.97, SD = 53.29) (Fig. 6) . A trend of note is that both slowest times to detect conflicts occurred under low workload. Times to detect conflicts under low workload were faster when SA was good (inferred from faster accurate responses to SA questions), suggesting that good SA may support performance under a low workload, compared to poorer SA. This may be a compound effect-the time to detect conflicts increased disproportionately when low workload and poor SA were combined.
The trend seen in condition 2 is different to condition 1 (CD + RT) (Fig. 7) . In condition 2, high workload, when combined with poor SA, appears be associated with slower times to detect conflicts compared to low workload. When high workload and poor SA co-occurred, time to detect conflicts was slower than in any other conditions. The combination of high workload and poor SA may have interacted to be associated with a compound influence on performance.
A trend of note is that performance appears to remain stable in association with different multifactor combinations. The co-occurrence of one factor from the group associated with fastest time to detect conflicts (i.e. low workload or good SA) and one factor from the group associated with slowest time to detect conflicts (i.e. high workload or poor SA) was associated with very similar times to detect conflict.
The data shown in Fig. 8 surprisingly suggest that in condition 3 (CD + DM) time to detect conflicts was fastest under a low workload condition, but combined with slower responses to SA questions. The slowest time to detect conflicts on average appears to be a combination of a low workload and faster responses to SA.
Finally, in the least automated condition (condition 4, CD + RT + DM), participants only fell into one of two groups: low workload and good SA or high workload and poorer SA (Fig. 9 ). This suggests that the demand may have influenced ATCO's ability to maintain a complete picture. Similar to condition 2 (CD + RT), low workload and fast SA response times appear to have been associated with faster detection of conflicts.
Discussion
Workload and situation awareness across automation conditions
Workload was found to be rated significantly differently between automation conditions as expected, with workload in condition 1 (most automated condition) rated significantly lower than in condition 4 (least automated condition). In addition, workload in condition 4 (least automated) was rated significantly higher than in conditions 2 (CD + RT) and 3 (CD + DM). Again, this was in line with expectations, and confirmation that the different amounts of automation were associated with changes in ATCO's perceived workload. Workload ratings for condition 2 (CD + RT) were rated higher than for condition 3 (CD + RT + DM), but not significantly. The aim of separating out the responsibilities in conditions 2 and 3 was to attempt to examine workload generated from routine tasks, which often include a lot of keyboard and mouse entries into the system (for example, assuming aircraft, handing off aircraft, inputting flight level or route changes) and workload generated from cognitive decisions, such as whether the controller could meet a pilot request or request from a coordinating controller. Although the workload ratings in these conditions were not significantly different, the lower overall mean workload rating for condition 3 may suggest that not much (perceived) workload was generated from the additional decision-making tasks (pilot and controller requests).
Controllers are so familiar with these requests that they may not have generated significant workload. In the debrief session, controllers confirmed that they did not experience large increases in workload from pilot and neighbouring controller requests; however, controllers did report that even though the routine tasks were not necessarily cognitively demanding, the number of routine tasks and keyboard entries required for each aircraft did create perception of increased workload, in line with previous research (e.g. Prinzo 1998). SA was also measured every 3 min for each condition. As per the SPAM method (Durso et al. 1995) , SA was inferred from the number of accurate responses and the time taken to answer SA questions correctly. Contrary to workload ratings, faster response times (indicating better SA) were identified in condition 2 (CD + RT) and the least automated condition 4 (CD + RT + DM). However, in condition 2, the percentage of responses that were correct were also higher, indicating that in this condition, participants had the SA and capacity available to answer quickly and accurately. Condition 4 had slightly lower percentage of accurate responses. Based on debrief responses from controllers, it is possible that good SA, inferred from faster times to accurate respond to SA questions, was generated from conditions which required controllers to engage with aircraft at the boundaries of their sectors (conditions 2 and 4). Controllers suggested that the routine tasks included in these conditions generated workload, but also resulted in controllers using a wider scan pattern, around and beyond the sector boundaries, to look for aircraft entering and exiting the sector. This may have supported controllers' generation of a more detailed 'picture'. Another interesting finding is that there appears to be an inverse relationship between workload and SA across conditions. For example, in condition 1, with the most automation (CD only), controllers rated experiencing, on average, the lowest workload of all conditions and the highest per cent correct of SA questions. However, time to respond was still slower than conditions 2 and 4. One explanation of these results is that the low workload in the most automated condition may have been experienced by participants as underload and resulted in a reduction in engagement with the simulation, leading to reduced SA (e.g. Endsley 1999 ). The routine tasks of accepting and handing off aircraft (condition 2), and conducting tasks with minimal automation (condition 4) may have enabled the controllers to update their picture sufficiently to maintain a high level of SA. Overall, the automation in condition 2 (CD + RT) appears to have supported controllers in a high accuracy of SA responses, compared to condition 4 (CD + RT + DM). It appears that the routine tasks of accepting and handing off aircraft enabled the controllers to maintain engagement with the task to answer SA questions quickly and encouraged the development and maintenance of SA so that participants could also answer accurately, whilst still experiencing an average workload less than the fully manual condition.
Performance across automation conditions
The safety-related performance measure of time to correctly detect conflicts also varied significantly between conditions. Time to detect conflicts, on average, was slowest in the most automated condition (condition 1), fastest in condition 2 (CD + RT), and second fastest in the least automated condition (condition 4). It is important to note that this pattern of results is the same as the pattern identified in the SA measure, suggesting that, as would be expected, SA and time to detect conflicts are related. It is also interesting to note that in spite of the higher reported workload in conditions 2 and 4, performance in terms of speed of conflict detection was still superior to the other conditions. One potential explanation for the slower time to detect conflicts in the most automated condition is, as discussed previously, a low workload or underload may have negatively affected SA, ultimately influencing time to detect conflicts. If this is the case, then the result has an obvious safety implication; automated systems should support the operator in maintaining situation awareness. In addition, as stated above, in the more automated conditions, controllers were not responsible for accepting or handing off aircraft. In conditions 2 and 4, which showed the fastest average times to detect conflicts, controllers were also responsible for accepting and handing off aircraft, which may have helped the controller to maintain a wider picture, supporting the timely detection of conflicts. An alternative explanation, however, may be that controllers purposefully left the situation to develop longer in the most automated condition before confirming that aircraft were in conflict. Controllers use a strategy of letting the situation develop longer when they have sufficient spare capacity to recover the situation if required . This strategy ensures the most efficient performance; controllers can reduce the number of unnecessary changes to an aircraft by waiting to see whether aircraft pairs definitely will be in conflict. However, under higher workloads, controllers issue instructions sooner in order to keep ahead of the traffic , which may be reflected in the time to detect conflicts.
Covariance between workload and SA
For all conditions, the relationship between workload and SA was unexpectedly weak, which conflicts with previous research (e.g. Wickens 2002 ). The weak relationship found in this study may be due to a fallacy of the linear correlation analysis that was applied. It appears that a curvilinear relationship may exist between the two measures (Fig. 4) in which time to respond to SA questions increased (indicating poorer SA) with workload until point '4' on the ISA scale. However, as workload continues to increase, time to respond becomes faster. This may be to do with greater task engagement or arousal, moderating the relationship between workload and SA. If a curvilinear relationship did exist between reported workload and SA, the analysis would not have detected a significant relationship. Alternatively, the finding may be an artefact of the SPAM measure. In debrief discussion, controllers reported becoming frustrated with the SA questions during the peak taskload periods. When controllers experience high levels of workload, they respond to the SA question as quickly as possible to remove it from the scope without necessarily paying full attention to the accuracy of the answer. Future research on the relationship between workload and SA, using alternative SA measures, should be conducted to support further understanding.
The interaction between workload and SA and the association with performance
Although significant differences between factor dyad groupings were not found, the recurrent observed data pattern is important to consider. There may be several reasons for a lack of statistical significance. Specifically, the method of median splits has been criticised for creating a loss of variance in the data, therefore reducing the power of applied statistical tests (MacCallum et al. 2002) and increasing the risk of type II error. In addition, the relatively small sample of eight participants may have affected statistical power. However, recurrent data trends suggest robustness even without statistical significance and are therefore considered to be important for discussion. A robust data trend was identified where specific factor combinations were associated with greater performance changes than when the factors occurred independently in other factor groups. This result was reported across conditions. An interpretation of this finding is that co-occurring factors may interact and are associated with a compound influence on performance. Performance changes in association with factor groups may be positive or negative; combinations of factors are associated with increased performance, greater than performance achieved in association with the factors occurring independently, as well as performance declines.
An additional data trend of note is that average performance measures can remain stable when associated with different co-occurring factors. An example of this data trend was identified in condition 2. Low workload and good SA were associated with the fastest time to detect conflicts out of the four factor groupings. This may be expected, as a lower workload (note: not underload) may support development and maintenance of SA. When these factors independently occurred with other factors (e.g. low workload and poor SA; high workload and good SA), performance was similar. One interpretation of this finding is that when factors are combined, a factor associated with increased performance may moderate a factor that is associated with performance declines. Both of these data trends were also identified in Edwards et al.'s (2012) previous study, confirming that the previously identified data trends appear to be robust across participant groups and differing levels of automation availability.
The findings of the present study extend Edwards et al.'s (2012) previous work by considering the interaction relationship across differing levels of automated functions. The association of the factor groups and performance appeared to differ depending on condition. For example, in condition 1 (most automated condition), high workload and good SA resulted in the fastest average conflict detection time. In contrast, in condition 2 (CD + RT), low workload and good SA resulted in the fastest average conflict detection time. It is therefore important to interpret results in context. As may be expected, a high workload may elicit a higher level of alertness in participants (Repetti 1993) . When controllers are monitoring only, a higher workload may support alertness and engagement, resulting in a faster time to detect conflicts. However, in conditions 2 and 4, the same level of taskload may now be experienced to be a higher workload than experienced in condition 1, negatively influencing performance. It is important to note that the same co-occurring factors may have different associations with performance depending on the control task. The data trends observed in condition 3 deviate from the data trends observed in the other conditions. One explanation may be that controllers were distracted by decision-making tasks, prioritising decisionmaking over answering the SA questions. If this is the case, it may reflect why controllers who rated experiencing a low workload and slower responses to SA questions appear to detect conflicts faster than other groups.
Limitations
Limitations were present in this study. Measures of workload and SA were subjective, introducing the possibility of inaccurate participant responses. Additional studies should focus on utilising objective or psychological measures, to compare findings between relationships. In addition, the ISA workload measure is a unidirectional measurement of workload. Although ISA was selected for the benefits of being brief and non-intrusive, further research may incorporate more sophisticated measures of workload for further exploration. Only one performance measure was reported here. Although speed of conflict detection is a critical measure of safety performance, it was also dependent on controllers inputting into the system that they had identified the conflict. Controllers were reminded prior to each session to highlight the conflict in the system as soon as it was identified, although some controllers may have waited to identify an aircraft conflict in the system, even if they had perceived the conflict, in order to be certain that the aircraft on conflicting routes would be in conflict in future, and not resolve. This was especially possible when controllers reported low workload as controllers have more capacity to let situations develop longer and still be confident in the resolution . In addition, the linear correlations and mediansplit analyses also had limitations that could have affected significance, increasing the probability of a type II error. However, the sample size was not large enough to conduct a nonlinear regression, and very few analysis techniques exist to examine the interactive nature of multiple factors. Further research should focus on the development of appropriate analyses in order to facilitate multifactorial research.
Implications and future research
Despite the limitations of this study, the findings have important implications for both practical applications and future research. If recurrent trends can be identified, opsroom supervisors may be able to implement strategies to support controller performance prior to a potential performance decline, preventing performance-related incidents. In addition, by confirming and extending Edwards et al.'s (2012) previous research, there appears to be growing support for the concept of co-occurring, multifactor interactions and the associations with performance. Further research should investigate additional multifactor relationships, and the association with various safety and efficiency measures of performance, towards the potential development of a model of factor co-occurrences and predicted associations with performance. Such work is now ongoing, via the European Commission-funded Future Sky Safety 1 programme of work, which is investigating the applicability of the human performance envelope, along with indicators, edges and compensation strategies, for airline pilots. Further research may also investigate whether findings can be applied to adaptive automation research to provide predictive guidance regarding when automation may be used to support the controller most effectively, taking into account the influences on factors that are associated with influences on human performance, such as workload and SA. Finally, our understanding of multifactor relationships and the association with controller performance would be extended through future research with more factors that are present in an operational environment, such as fatigue, vigilance and team working. Further research should explore the relationships and interactions between these factors, to build an ecologically valid understanding of the associations of factors and controller performance. This research also has implications for other safety critical industries. By examining the factor interactions and association with human performance that are relevant to a specific domain, the paradigm of a multifactorial model of human performance can be applied and extended, ultimately enabling these environment to predict when performance decline is likely, and provided supportive mitigations to prevent performance decline, prior to a performance-related incident.
Conclusions
The study report in this article utilised a high-fidelity, human-in-the-loop, en route air traffic control simulation to investigate the relationship between workload, situation awareness and controller performance. The study aimed to replicate Edwards et al.'s (2012) previous research and extend the study, by using ex-controllers as participants and comparing multifactor relationships across four different automation function allocations. Results suggested that workload and situation awareness may interact to produce a compound (as opposed to cumulative) impact on controller performance. In addition, the effect of the interaction on performance may be dependent on the context and level of automation. The findings have important implications for both practical applications and future research. If recurrent trends can be identified, ops-room supervisors may be able to implement strategies to support controller performance prior to a potential performance decline, preventing performancerelated incidents. In addition, by confirming and extending Edwards et al.'s (2012) previous research, there appears to be growing support for the concept of co-occurring, multifactor interactions and the associations with performance. Further research should investigate additional multifactor relationships, and the association with various safety and efficiency measures of performance, towards the development of a multifactorial model of human performance, with the potential to predict when human performance is most at risk, and enable supportive strategies to be applied prior to performance decline or a performance-related incident. Findings have implications for human-automation teaming in air traffic control, and the potential prediction of performance-influencing situations, supporting controller performance in the operational environment.
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