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Abstract
Let S = Td be a torus and µ the probability distribution of a Le´vy white
noise field x ∶ S → R. Using projective limit measures we address the prob-
lem of making sense of e−T(x), where T(x) = ∫S∣∇x(s)∣
2ds is the kinetic
energy, as a function in L1(µ). We start by making sense of T(x) itself as
a sort of distribution, which is achieved by a generalization of Wick order-
ing. Then we specify to the case of a Γ field, finding that Wick ordering
does not eliminate all divergences. Higher order renormalization would
be required, but the model seems to be non-renormalizable.
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1 Introduction
Although our conceptual understanding of renormalization in quantum and
statistical physics has probably reached maturity with the advent of renormal-
ization group methods, the same is certainly not true of our technical tools
for dealing with it. From a mathematical perspective, where concepts and
techniques are deeply interrelated by their joint evolution, this simply means
that renormalization is badly understood. We believe, however, that the sit-
uation changes substantially once the construction of physically meaningful
measures on spaces of fields is understood as a problem in cylinder measure
theory. This is actually obvious once we recall that a cylinder measure is a
compatible collection of measures on certain finite-dimensional quotients of a
given space, because the ultraviolet and infrarred cutoffs define a quotient of
the space of fields; thus, a compatible family of effective theories is, indeed,
a cylinder measure. But fully exploiting this connection requires relaxing a
bit the standard notion of cylinder measure—something which from a purely
mathematical perspective is well-motivated, too, as we proceed to argue.
1.1 General preliminaries
Cylinder measures [5] are usually taken to be compatible families of measures
on the finite-dimensional quotients of a topological vector space. This is not
fully satisfactory for technical, practical and conceptual reasons which orga-
nize twofold. First, the linear structure is not essential; it is therefore obscuring
the essence of the concept and hindering its use in cases where linearity is ab-
sent, or technically problematic. Second, in asking for a measure on all possible
finite-dimensional quotients, it becomes impractical. Indeed, as a general rule,
calculations can only be done by commitment to particular families of quotients,
which become an auxiliary structure playing a role identical to that of coordi-
nate systems in finite-dimensional geometry. Some measures will be tractable
in one coordinate system, not in another. Moreover, and this is perhaps the
most important point here, particular families of quotients will typically come
with a scale parameter, letting the phenomenon of running constants charac-
teristic of renormalization theory become apparent. Regarding coordinate sys-
tems, one can use physical space coordinates; momentum space coordinates;
and other coordinate systems that, by its own structure, a particular field might
lend itself to, such as loop coordinates in gauge theory.
Projective limit measures [8] address both shortcomings, but have in turn
two limitations. First, full projective limits are typically too large. In general,
the space of interest, say X, will be a subspace of a projective limit X, with
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the projective system itself being auxiliary. Second, projective limits come with
a natural topology, but that topology is almost invariably a bad choice for X.
Thus, by a cylinder measure on X we will understand the given of a suitable
embedding of X into a projective limit X of finite dimensional spaces, together
with a projective measure on X; and we emphasize that we do not assume that
X inherits its topology from that of X.
Cylinder measures are an inevitable starting point in infinite-dimensional
measure theory, because in practice one can only integrate functions which de-
pend on a finite number of coordinates—i.e. cylinder functions. But they are
not the whole story, for in infinite dimensions coordinates do not fully specify
a space: as already implied above, there is freedom for the topology, which
will determine the regularity properties of the resulting measure (in general,
cylinder measures are only finitely additive). Now, one might suppose that
the space is fully given a priori and then ask under which conditions a cylin-
der measure on it will actually be Radon; or one might construct the cylinder
measure first and look afterwards for a Radonifying operator providing for a
satisfactory ambient space. This last approach is in line with the shift in focus
from space to observables that has been so fruitful in physics and geometry,
and we choose to adopt it. Following it implies some departure regarding the
established methods in Euclidean field theory, as we proceed to describe.
Conventionally [6], one starts with a free field represented by a Radon mea-
sure on the space of Schwartz distributions, and modifies it via a “density” in-
luding the interaction terms, which can itself be seen as a Hida distribution if
one uses the machinery of white noise analysis [3]. The fact that incorporating
the interaction requires renormalization shows that Radonifying the reference
measure on Schwartz space has not helped: the main issue is still there, and
it is related to the cylinder measure construction, not its Radonification. Thus,
one can benefit from postponing Radonification, because pruning the unessen-
tial technicalities will make it easier to focus on the real issues and explore new
avenues to solve them—which is what we set out to do here.
1.2 Strategic overview
Except for postponing Radonification and working with a relaxed notion of
cylinder measure, the strategy that we adopt here, and intend to follow in fu-
ture work, does not depart from standard practice in general terms. Getting
into the details, though, in this paper we begin exploring an avenue that has
been left untouched: we take a Le´vy white noise as a reference measure and
attempt to add the kinetic energy as a perturbation. But let us not get ahead of
ourselves.
The general problem is, formally, to make sense of a measure of the form
ν(dx) = C exp(−∫
S
L(x(s),∇x(s), . . . )ds)dx,
where S is space-time, x is a field on S (i.e. a section of some bundle, typically
equipped with some geometric or algebraic structure), L is a Lagrangian den-
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sity, dx is some sort of Lebesgue measure on the space of fields X, and C is a
normalizing constant. The strategy is:
1. Decompose L = Lref +Lpert into a reference and a perturbation part.
2. Choose a coordinate system: X ⊆ X = proj limXn, in which the ref-
erence measure µ(dx) = C exp (−∫SLref(x(s),∇x(s), . . . )ds)dx can be
made sense of as a cylinder measure µ = {µn }.
3. Construct a cylinder density f = { f n }, i.e. a family of functions such that
fµ = { f nµn } is a cylinder measure, which, in a sense to be clarified, can
be understood as being f (x) = exp (−∫SLpert(x(s),∇x(s), . . . )ds).
4. Radonify fµ.
Here we are concerned with the first three steps in the case of scalar fields, and
we elaborate now on each of them.
The first two steps are obviously closely interrelated. In the literature, the
reference measure is choosen to be the free Gaussian measure, corresponding
to Lref(x(s),∇x(s), . . . ) = ∣∇x(s)∣2 +m2 ∣x(s)∣2, where m is a mass parameter.
For the sake of simplicity, suppose that S = Td, the d-dimensional torus. The
free measure diagonalizes in momentum space coordinates: X ⊆ proj limXn,
where Xn is the space of trigonometric polynomials of degree at most n. We
will make the opposite choice: physical space coordinates, which diagonal-
ize the potential energy part of the Lagrangian. Thus, it is the kinetic energy
that will be the perturbation. This is a quite natural possibility when working
with generalized cylinder measures. The construction of cylinder measures in
physical coordinates leads immediately to the concepts of continuous product
measures and Le´vy white noise. Running parameters already enter the scene,
showing how renormalization lies behind the construction of a cylinder mea-
sure in almost all cases, except for the trivial instances of discrete products
(such as the free field in momentum coordinates when space-time is compact).
But truly heavy renormalization occurs only in the third step.
When attempting the construction of the cylinder density f = { f n }, locality
considerations must be taken into account. The problem is that f n should be
the exponential of an effective perturbation Lagrangian Lneff , in terms of which
locality is the existence of a density:
Lneff(x) = ∫
S
Lneff(x(s),∇x(s), . . . )ds.
But the compatibility requirement for { f n } is incompatible with the locality
requirement for { Lneff }, which must therefore be relaxed—as it should, because
strict locality is actually a property that can only be expected to hold in the
ultraviolet limit. Thus, we begin making sense of the third step by splitting it
in two parts:
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(3.a) Choose approximate versions of the perturbation Lagrangian, i.e. func-
tions Lnapp defined on X
n such that
Lnapp(xn) → ∫
S
Lpert(x(s),∇x(s), . . . )ds, x = { xn } ∈ X ⊆ proj limXn.
(3.b) Find a family of Lagrangians { Lnren }, minimally departing from { Lnapp }
in a sense to be clarified, such that a cylinder density of the form
f n(x) = Cn exp (−Lnren)+ o(1)
can be constructed, where o(1) → 0 as n → ∞ and Cn is a normalizing
constant.
So, Lnren should be a constructed from L
n
app , ideally not being way too far from
it. It will generically consist of Lnapp plus some counter-terms which diverge
with the cutoff n. This is the renormalization problem for the perturbation
Lagrangian, and attempting to solve it requires its own strategic choice. We
proceed to state and justify ours, which, again, is not too different from estab-
lished practice.
Step (a) is quite simple; the real action occurs in step (b). We approach it
by noting that, at first order, we should have f n ≈ 1− Lnapp and, therefore, one
can start by turning Lapp itself into a cylinder density. Now, the compatibility
requirement for a cylinder density reads
Lnren = E[Ln+mren ∣ xn] ,
where the conditional expectation is taken with respect to the reference mea-
sure µ. This equation enables one to identify a good class of counterterms,
inferred by computing conditional expectations of the approximate interaction
Lagrangian. There will be freedom in the resulting (first-order) renormalized
Lagrangian Lnren , but a canonical choice is obtained by simply deleting the
divergent terms in limm→∞ E[Ln+mapp ∣ xn]. We refer to this as first order renormal-
ization,which in the Gaussian reference case is done by Wick ordering Lnapp .
Once the approximate perturbation Lagrangian has been put in (general-
ized) Wick order, one might be lucky and have that the limit
f n(x) = lim
m→∞
Cn+mE[exp (−Ln+mren ) ∣ xn]
exists (which amounts to existence of the effective Lagrangian) and is inte-
grable (which is related to stability). If that is the case, the problem has been
solved. This turns out to work in simple cases, such as φ4 theory in d = 2
space-time dimensions. In general, however, in order to have convergence as
m → ∞ one needs to pick the counterterms more carefully. That can be done
by introducing a formal parameter λ in front of the renormalized Lagrangian
(which will be set to 1 in the end), letting the counterterms depend on that
parameter and asking for the coefficients in a suitable series expansion for the
effective Lagrangian to be finite. That would be the problem of higher-order
renormalization, from the cylinder measure point of view.
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1.3 Final introductory remarks
In this work we present some results stemming from pursuing the cylinder
measure approach to constructive field theory in the case of scalar fields. This
approach is still in an early stage of development; consequently, and by ne-
cessity, the style here is rather exploratory at times. We study one main ex-
ample: the Γ field, arriving at the conclusion that first order renormalization
of the kinetic energy is not enough for this model, which is likely to be non-
renormalizable. Higher-order renormalization is not attempted.
Before getting into the matter, we summarize here what we believe are
some strong points of our approach, together with a couple of brief comments
meant to help put it in context. This is obviously not supposed to be exhaus-
tive.
• Perturbing the potential energy, as opposed to the kinetic one, is a nat-
ural, obvious choice for studying strong coupling regimes. That being
said, it has come as a surprise to us the realization that the natural run-
ning constant that the kinetic energy picks up when regarded as a per-
turbation is asymptotically vanishing in the ultraviolet limit. Thus, the
regimes that can be studied when perturbing a measure containing only
the potential energy are a priori out of reach if one takes the complemen-
tary point of view of perturbing a measure containing only the kinetic
energy—and conversely.
• By considering arbitrary continuous product referencemeasureswe have
arrived at a generalization ofWick orderingwhich throws a lot of light on
that concept. There are several other aspects of our approach that fit very
nicely within the conceptual framework that physicists have developed,
suggesting that it has the potential of greatly extending and clarifying the
usual technical tools of perturbation theory.
• There are certain parallels between what we do and white noise theory,
with our cylinder densities playing the role of Hida distributions [2]. The
two technical frameworks are, however, entirely different, with ours be-
ing more concrete and computation-oriented.
• Our approach to the effective Lagrangian should eventually lead to some-
thing related to the Meyer expansion in constructive renormalization [4],
which differs from perturbative renormalization in that non-local effec-
tive Lagrangians are considered.
2 Reference measures
2.1 Cylinder measures and densities
Let P be a directed set, {XP ∣ P ∈ P } a projective system of topological spaces
with projective limit X and canonical projections piP ∶ X → XP, and X a sub-
space of X which is full, in the sense that piP(X) = XP. By a harmless abuse of
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notation, we will usually write P instead of piP. It will also be convenient to
write P for the projection X → XP, and even for the projection XQ → XP when
Q ≽ P is understood from the context. We think of { P ∶ X → XP ∣ P ∈ P } as a
coordinate system on X. Now, given P ∈ P , consider the algebra
Cb(X; P) = { f ∈ Cb(X) ∣ f factors through P ∶ X → XP } .
If P ≼ Q, there is a natural inclusion Cb(X; P) ↪ Cb(X;Q). The resulting di-
rected system has an algebraic injective limit
Cb(X;P) = inj lim {Cb(X; P) ∣ P ∈ P } .
The elements of Cb(X;P) are called cylinder functions (for the coordinate system
in use).
Definition 1. Let X be a Tychonoff space equipped with a coordinate system
{ P ∶ X → XP ∣ P ∈ P }. A cylinder measure on X is a family of Radon measures
{µP on XP }which is compatible, in the sense that
P∗µQ = µP, for all Q ≽ P.
We can also adopt a dual point of view and define a cylinder measure as a com-
patible family of positive linear functionals { ρP ∶ Cb(XP) → R }—or, in other
words, a positive linear functional on the injective limit Cb(X;P). When the
measure µ is clear from the context, we will sometimes write
∫
X
f (x)µ(dx) = ρP( fP) = ∫
XP
fP(xP)µP(dxP), f ∈ Cb(X;P) ,
where P ∈ P and fP ∈ Cb(XP) are such that f = fP ○ P.
We will assume that P ≅ { P0, P1, . . . } and write Xn for PnX, etcetera. Given
a reference cylinder measure µ, it is useful to regard { xn }n∈N as a stochastic
process, which we call resolution process. Now, given a family { f n ∶ Xn → R },
consider the compatibility, or martingale condition
f n = E[ fm ∣ xn] ,
where the conditional expectation is taken with respect to µm. If the f ’s are
uniformly bounded in the supremum norm, then fµ = ( f nµn) is a finite, signed
cylinder measure. Observe that the compatibility condition greatly simplifies if
µ is a product, i.e. the resolution process has independent increments. Families
satisfying the compatibility condition will be called cylinder densities.
2.2 Momentum space coordinates
We are interested in the case of X being a space of real-valued functions over a
space-time manifold S. Two natural choices of coordinate system are: physical
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space coordinates; and, if S is a homogeneous space, momentum space coor-
dinates. Although we will exclusively use physical space coordinates, we take
the opportunity to exemplify the cylinder measure concept with the free field
in momentum coordinates.
For the sake of simplicity, consider the compact space-time S = Td. Let
Xn = { trigonometric polynomials of degree at most n }
=⊕
i≤n
Xi, the space of homogeneous polynomials of degree i.
The space of fields is some (Banach completion of a) subspace X of lim←ÐXn (and
we can’t tell which one beforehand, because we want it to be a vector space
where certain cylinder measure, to be specified, Radonifies). Those are the mo-
mentum space coordinates. This projective limit is simply a countable product,
and therefore reference measures are very easy to come up with: just choose
one measure for each coordinate and take their product. But then again, not
any such product will be physically meaningful. Physically, this coordinate
system is well-suited to treat the free scalar field, whose Lagrangian consists of
the kinetic energy plus a mass term. Indeed, the Fourier transform diagonal-
izes the Lagrangian density
Lfree(x) = 1
2
(mx(s)2 + ∣∇x(s)∣2),
and the resulting measure becomes a product when using the Fourier modes
as coordinates.
2.3 Physical space coordinates
One can take the interaction part of the Lagrangian, as opposed to its free part,
as reference measure. This leads one to recover, in the case of homogeneous
fields, the Le´vy white noise measures.
Assuming that the interaction part of the Lagrangian density does not in-
volve field derivatives, it should diagonalize in physical space coordinates.
Now, in this coordinate system the measure we are interested in ought to
be a continuous product [1]—and, as we will shortly see, in this case a non-
trival interdependence between the measures in the corresponding family of
finite-dimensional projections is inevitable. Concretely, this interdependence
expresses itself by the appearance of running parameters in the effective La-
grangians, with parameterized families belonging to a very limited class (con-
sisting of logarithms of infinitely divisible distributions) actually giving rise to
an associated “product” measure. Moreover, the generic case seems to be that
the unavoidable parameters diverge in the ultraviolet limit, showing that the
notion of a Lagrangian density has certain limitations in this context.
Remark 2. If one is interested in an interation potential which is not the loga-
rithm of an infinitely divisible distribution, then a part of it must inevitably go
into the remainder Lagrangian density.
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Let (S, ds) be a measure space. We take a system { pi ∣ i = 1 . . . n } of projec-
tions of the von Neumann algebra L∞(S) which is orthogonal and complete,
in the sense that pipj = 0 and ∑ pi = 1. To {pi} we associate the conditional
expectation
P ∶ L∞(S)→ XP, P =∑
i
pip
∗
i , p
∗(x) = ∫
S
p¯x,
where p¯ = p/∣p∣ and ∣p∣ = ∫X p. Now, let { qij ∣ i = 1 . . . n, j = 1 . . .m } be a refine-
ment of {pi}, i.e. another complete system of orthogonal projections such that
pi = ∑j qij, with associated conditional expectation Q ∶ L∞(S) → XQ. Since{qij} is a refinement of {pi}, we have a projection (conditional expectation)
XQ → XP. Given a directed family P of such systems of orthogonal projections
we get a projective system {XP} and, if the family generates L∞(S), then any
good X ⊆ L∞(S) will become a full subspace of proj limXP.
Let us construct a cylinder measure in this coordinate system. For the sake
of definiteness, assume that S is a d-dimensional manifold which is divided
into hyper-cubed regions, with each pi corresponding to a hyper-cube (if there
are infinitely many of them our cylinder measure will be a projective limit
of projective limits, but that’s not a problem), and that these regions are, in
turn, subdivided into r = 2d hyper-cubes, with projections {pij}, etcetera. Thus,∣pi1⋯in+1 ∣ = ∣pi1⋯in ∣/r. We will use the variables
xi1⋯in = p∗i1⋯in(x), x′i1⋯in+1 = (p∗i1⋯in+1 − p∗i1⋯in) (x)
so that
xi1⋯in+1 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
xi1⋯in + x′i1⋯inin+1 in+1 < r,
xi1⋯in −
r−1∑
j=1
x′i1⋯in j in+1 = r.
Writing dxi1⋯in(⋅) = dxi1⋯in,1⋯dxi1⋯in,r and dx′i1⋯in(⋅) = dx′i1⋯in,1⋯dx′i1⋯in,r−1 (ex-
terior products are meant), one has that dxi1⋯in(⋅) equals
(dxi1⋯in +dx′i1⋯in,1)⋯(dxi1⋯in +dx′i1⋯in,r−1)⎛⎝dxi1⋯in − r−1∑j=1 dx′i1⋯in,j⎞⎠
= r−1∑
j=1
dx′i1⋯in,1⋯ dxi1⋯in´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
j-th place
⋯dx′i1⋯in,r−1(−dx′i1⋯in,j)+dx′i1⋯in(⋅)dxi1⋯in
= rdx′i1⋯in(⋅)dxi1⋯in .
Nowwrite dµn(xn) = f n(xn)dxn =∏ fi1⋯in(xi1⋯in)dxi1⋯in . In solving for ( fi1⋯in)
in terms of ( fi1⋯inin+1), the partial integration factors into low-dimensional inte-
grals involving only variableswhich are internal to each i1⋯in region. Omitting
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these indices, one gets
f (x) = r∫…∫ dx′1⋯dx′r−1 f1(x + x′1)⋯ fr−1(x + x′r−1) fr(x − (x′1 +⋯+ x′r−1))
= r∫ dx′1 f1(x + x′1)⋯∫ dx′r−2 fr−2(x + x′r−2)
⋅∫ dx′r−1 fr−1(x + x′r−1) fr((x − x′1 −⋯− x′r−2)− x′r−1))
= r∫ dx′1 f1(x + x′1)⋯∫ dx′r−2 fr−2(x + x′r−2)
⋅ ( fr−1 ∗ fr)((2x − x′1 −⋯− x′r−3)− x′r−2)
⋮
= r( f1 ∗⋯∗ fr)(rx).
Solutions to these compatibility conditions can be obtained by writing them in
terms of the Fourier transforms, for which—putting back the omitted indices—
they read
fˆi1⋯in(ξ) = fˆi1⋯in,1(ξ/r)⋯ fˆi1⋯in,r(ξ/r), r = 2d.
For homogeneous solutions, the compatibility conditions boil down to
fˆn+1 = fˆn(rξ)1/r.
Thus, any infinitely divisible distribution will provide a solution.
Example 3. Take fˆn(ξ) = e−rnξ2/2. This is a Gaussian measure with density
f n(x) = Ce− 1rn ∑ x2i .
Assuming (without loss of generality) that the initial hyper-cubes pi have unit
volume, then the hyper-cubes pi1⋯in have volume r
−n, the sum in the expo-
nential is a Riemann sum and the resulting cylinder measure can be formally
written
µ(dx) = Ce− 12 ∫S x(s)2dsdx = R
s
Cse
− 12 x(s)
2dsdx(s),
where P stands for a continuous product.
Example 4. Let us see a case with running parameters: the Cauchy field, for
which fˆn(ξ) = e−∣ξ∣. The resulting measure has density
f n(x) = C∏(1+ x2i )−1.
This can be cast in the form Ce−L
n(x) with
Ln(x) =∑ log(1+ x2i ).
This time, we don’t get a Riemann sum. In order to obtain an expression anal-
ogous to that for the Gaussian above, we introduce the running parameter
λ(n) = rn, so that we can formally write
µ(dx) = Ce−λ ∫S log(1+x(s)2)dsdx,
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which is a strong coupling limit for the Lagrangian L(x) = ∫S log(1+ x(s)2)ds.
Remark 5. In the case S = Rd, the measures that we have just constructed can be
easily obtained from the Bochner-Minlos theorem applied to the characteristic
function
E[ei⟨ξ,x⟩] = exp{∫
S
c(ξ(s))ds} ,
where
c(ξ) = ibξ − 1
2
σξ2 +λ∫ (eiξx − 1)dr(x)
is a Le´vy characteristic. We will, however, rely on the concrete representation
worked out above for making explicit calculations.
3 Wick ordering
As explained in the introduction, first order renormalization gives rise to a no-
tion of generalized Wick ordering, reproducing standard Wick ordering when
the reference measure is Gaussian. Stating and solving the compatibility con-
ditions for polynomial densities involves computing their conditional expecta-
tions, as we proceed to do now.
3.1 Conditional expectation of polynomials
Let µ = (µn) be a product measure in physical space coordinates. We will
suppose that S has volume 1 and, as in subsection 2.3, that each refinement
{ pi1...in+1 } of { pi1...in } subdivides its hypercubes into r = 2d hypercubes which,
at step n, will have sidelength εn where ε = 1/2. Thus, each index ik runs over
I = {1, . . . , r }. Writing xn = (xi)i∈In and xn+m = (xij)i∈In,j∈Im , we want to com-
pute expectation values of the form
E[(xij1)k1⋯(xijp)kp ∣ xn] . (1)
So, let yn+m = (yij)i∈In,j∈Im be such that ∑j yij = 0 for each i and xij = xi + yij.
Convening that ymi = (yij)j∈Im and dymi =∏j≠(r,...,r)dyij one has that
dµn+m(xn+m) = ⎛⎝∏i,j fn+m(xij)
⎞
⎠dxn+m =
⎛
⎝∏i,j fn+m(xi + yij)
⎞
⎠(∏i r
mdxidy
m
i )
=∏
i
⎛
⎝rm∏j fn+m(xi + yij)
⎞
⎠dxidymi =∶∏i f
m
n (xi, ymi )dxidymi
and, by the compatibility condition,
fn(x) = ∫ fmn (x, ym)dym
= rm∫…∫ dy1⋯dyrm−1 r
m
∏
j=1
fn+m(x + yj), yrm = − r
m−1∑
j=1
yj,
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where we have dropped the index i and renamed the mute y-variables.
3.1.1 First-order renormalizability hypothesis
We want expectation values as in (1) to be given by another polynomial of the
same degree. This can be ensured under the following assumption.
Hypothesis A. For each t ≥ 0 and i ∈ N, there are constants { cij(t) ∣ j ≤ i + 1 }
such that
fˆ
(i)
t fˆ
′
t =
i+1∑
j=0
cij(t) fˆ (j)t fˆt,
where { ft }t≥0 interpolates { fn }n∈N by fˆt(ξ) = fˆ0(rtξ)1/rt .
Proposition 6. Under Hypothesis A, for all t ≥ 0, k ∈ N and λ > 0, the vector spaces
generated by the sets { ( fˆ λt )(ℓ) ∣ ℓ ≤ k } and { fˆ (ℓ)t fˆ λ−1t ∣ ℓ ≤ k } are equal.
Proof. It suffices to show that the vector space generated by { ( fˆ λt )(ℓ) ∣ ℓ ≤ k } is
contained in that generated by { fˆ (ℓ)t fˆ λ−1t ∣ ℓ ≤ k }. Equality would then follow,
because
fˆ λt (ξ) = fˆ0(rtξ)λ/rt = fˆt logr 1/λ(λξ)
and therefore
⟨{ fˆ (ℓ)t ∣ ℓ ≤ k }⟩ = ⟨{ ( fˆ 1/λt logr 1/λ)
(ℓ) ∣ ℓ ≤ k }⟩
⊆ ⟨{ fˆ (ℓ)
t logr 1/λ
fˆ
1/λ−1
t logr 1/λ
∣ ℓ ≤ k }⟩ = ⟨{ ( fˆ λt )(ℓ) fˆ 1−λt ∣ ℓ ≤ k }⟩ .
Now, we will do this by induction on k. The cases k = 0, 1 are trivial. Then, by
inductive hypothesis,
( fˆ λt )(k+1) = ⎛⎝
k∑
i=1
ci fˆ
(i)
t fˆ
λ−1
t
⎞
⎠
′
= k∑
i=1
ci fˆ
(i+1)
t fˆ
λ−1
t + (λ − 1)
k∑
i=1
ci fˆ
(i)
t fˆ
λ−2
t fˆ
′
t ,
and we conclude by a direct application of Hypothesis A.
Let f = f0 and denote by Rk(λ) ∈ GL(k + 1,C) the complex matrix given by
the equation
f λ−1
⎛⎜⎜⎜⎜⎝
fˆ
fˆ ′
⋮
fˆ (k)
⎞⎟⎟⎟⎟⎠
= Rk(λ)
⎛⎜⎜⎜⎜⎝
fˆ λ
( fˆ λ)′
⋮
( fˆ λ)(k)
⎞⎟⎟⎟⎟⎠
.
In particular, R1(λ) = (1 0
0 1/λ), but further terms will depend on f . Observe
that we can safely drop the superscript k, because Rk(λ) is a lower-triangular
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matrix obtained from Rk+1(λ) by simply erasing the last line and column—and
the same will apply to their inverses. We also define R(µ,λ) = R(µ)−1R(λ), so
that
fˆ 1−µ fˆ λ−1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
fˆ λ−µ
⎛⎜⎜⎜⎜⎝
fˆ µ
( fˆ µ)′
( fˆ µ)′′
⋮
⎞⎟⎟⎟⎟⎠
= R(µ,λ)
⎛⎜⎜⎜⎜⎝
fˆ λ
( fˆ λ)′
( fˆ λ)′′
⋮
⎞⎟⎟⎟⎟⎠
and R(ν,µ)R(µ,λ) = R(ν,λ).
Lemma 7. Convening that the entries of R are indexed starting from 0, one has that
∫ dy2 f ∗pn+m(y2) f ∗(rm−p−q)n+m (rmx − y1 − y2)yk2
= k∑
ℓ=0
(−irn+m)k(ir−n)ℓRkℓ(p/rn+m, (rm − q)/rn+m)
⋅ (x − y1/rm)ℓ f ∗rm−qn+m (rmx − y1).
In particular,
rm ∫ dy f ∗pn+m(y) f ∗(rm−p)n+m (rmx − y)yk
= k∑
ℓ=0
(−irn+m)k(ir−n)ℓRkℓ(pr−n−m, r−n)xℓ fn(x)
and rm ∫ dy f ∗pn+m(y) f ∗(rm−p)n+m (rmx − y)y = px fn(x).
Proof. Let S = ( 1 r
r2
⋱
), and note that
fˆ
rm−q−p
n+m
⎛⎜⎜⎜⎜⎝
fˆ
p
n+m( fˆ pn+m)′( fˆ pn+m)′′⋮
⎞⎟⎟⎟⎟⎠
= Sn+mR(p/rn+m, (rm − q)/rn+m)S−(n+m)
⎛⎜⎜⎜⎜⎜⎝
fˆ
rm−q
n+m
( fˆ rm−qn+m )′
( fˆ rm−qn+m )′′⋮
⎞⎟⎟⎟⎟⎟⎠
which follows from
fˆ 1/r
n−(p+q)/rn+m
⎛⎜⎜⎝
fˆ p/r
n+m
( fˆ p/rn+m)′⋮
⎞⎟⎟⎠ = R(p/r
n+m, (rm − q)/rn+m)
⎛⎜⎜⎝
fˆ 1/r
n−q/rn+m
( fˆ 1/rn−q/rn+m)′⋮
⎞⎟⎟⎠
by noting that
( fˆ pn+m)(k) = ( fˆ p/rn+m(rn+m⋅))(k) = r(n+m)k ( fˆ p/rn+m)(k) (rn+m⋅).
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Thus,
∫ dy2 f ∗pn+m(y2) f ∗(rm−q−p)n+m (rmx − y1 − y2)yk2
= ((−i)k( fˆ pn+m)(k) fˆ rm−q−pn+m )
∨ (rmx − y1)
= (−i)kr(n+m)k k∑
ℓ=0
Rkℓ(p/rn+m, (rm − q)/rn+m)r−(n+m)ℓ
⋅(i(rmx − y1))ℓ f ∗rm−qn+m (rmx − y1)
= ∑
ℓ′≤ℓ≤k
( ℓ
ℓ′
)(−irn+m)k(ir−n)ℓRkℓ(p/rn+m, (rm − q)/rn+m)
⋅xℓ−ℓ′(−r−my1)ℓ′ f ∗rm−qn+m (rmx − y1),
as claimed.
Theorem 8.
E[(xij)k ∣ xn] = k∑
ℓ=0
(−irn+m)k(ir−n)ℓRkℓ(r−n−m, r−n)xℓi .
In particular, E[xij ∣ xn] = xi and E[yij ∣ xn] = 0.
Proof. Without loss of generality, suppose that j = 1 and drop the i indices.
Applying Lemma 7 we compute
1
fn(x) ∫ dym fmn (x, ym)(x + y1)k
= rm
fn(x) ∫ dy1 fn+m(x + y1) f ∗(rm−1)n+m ((rm − 1)x − y1)(x + y1)k
= rm
fn(x) ∫ dy1 fn+m(y1) f ∗(rm−1)n+m (rmx − y1)yk1
= (−irn+m)k k∑
ℓ=0
Rkℓ(r−n−m, r−n)(ir−nx)ℓ.
Of course, analogous expressions can be obtained for things like (1), but we
won’t write them explicitely except for one simple example: the Γ reference
measure.
3.1.2 The Γ field
Take fˆn(ξ) = (1 − iξ/βn)−αn , with αn = α0/rn and βn = β0/rn. In the next few
paragraphs we will omit the subindex n for convenience. Since
fˆ (k) fˆ ′ = ikα(α + 1)⋯(α + k − 1)/βk ⋅ (1− iξ/β)−α−k ⋅ iα/β ⋅ (1− iξ/β)−α−1
= ik+1α2(α + 1)⋯(α+ k − 1)/βk+1
ik+1α(α + 1)⋯(α+ k)/βk+1 fˆ (k+1) fˆ = αα + k fˆ (k+1) fˆ ,
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Hypothesis A is satisfied. Now,
( fˆ λ)(k) = ikλα(λα + 1)⋯(λα + k − 1)/βk ⋅ (1− iξ/β)−λα−k
= λα(λα + 1)⋯(λα + k − 1)
α(α + 1)⋯(α+ k − 1) fˆ λ−1 fˆ (k) = (λα)k(α)k fˆ λ−1 fˆ (k)
where (x)n = x(x + 1)⋯(x + n − 1) is the Pochhammer symbol, and
R(λ)−1 = ⎛⎜⎜⎜⎜⎝
1
λ
(λα)2
(α)2 ⋱
⎞⎟⎟⎟⎟⎠ .
Therefore,
E[(xij)k ∣ xn] = rmkRkk(r−n−m, r−n)xki = rmk (αn+m)k(αn)k x
k
i .
More generally, we have the following result.
Theorem 9.
E[(xij1)k1⋯(xijp)kp ∣ xn] = rmk (αn+m)k1⋯(αn+m)kp(αn)k x
k
i , k = k1 +⋯+ kp.
Proof. By repeated application of Lemma 7,
E[(xij1)k1⋯(xijp)kp ∣ xn]
= 1
fn(x)∫…∫ dy1⋯dyp f
∗(rm−p)
n+m ((rm − p)x −
p∑
ℓ=1
yℓ)
p∏
ℓ=1
fn+m(x + yℓ)(x + yℓ)kℓ
= 1
fn(x)∫…∫ dy1⋯dyp f
∗(rm−p)
n+m (rmx −
p∑
ℓ=1
yℓ)
p∏
ℓ=1
fn+m(yℓ)ykℓℓ
= 1
fn(x)∫…∫ dy2⋯dyp Rk1k1(r
−n−m, r−n − (p− 1)r−n−m)(rmx − p∑
ℓ=2
yℓ)
k1
⋅ f ∗(rm−p−1)n+m (rmx −
p∑
ℓ=2
yℓ)
p∏
ℓ=2
fn+m(yℓ)ykℓℓ
= 1
fn(x)∫…∫ dy2⋯dyp C1
k1∑
j=0
(−1)j(k1
j
)(rmx − p∑
ℓ=3
yℓ)
k1−j
⋅ f ∗(rm−p−1)n+m (rmx −
p∑
ℓ=2
yℓ) fn+m(y2)yk2+j2
p∏
ℓ=3
fn+m(yℓ)ykℓℓ
= 1
fn(x)C1
k1∑
j=0
(−1)jC2j(k1
j
)∫…∫ dy3⋯dyp(rmx −
p∑
ℓ=3
yℓ)
k1−j(rmx − p∑
ℓ=3
yℓ)
k2+j
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⋅ f ∗(rm−p−2)n+m (rmx −
p∑
ℓ=3
yℓ)
p∏
ℓ=3
fn+m(yℓ)ykℓℓ
⋮
= 1
fn(x)C1C2⋯Cp(r
mx)k1+⋯+kp f ∗rmn+m(rmx) = xkrmkC1C2⋯Cp
where k = k1 +⋯+ kp and
Cℓ =
k1+⋯+kℓ−1∑
j=0
(−1)j(k1 +⋯+ kℓ−1
j
)Rkℓ+j,kℓ+j(r−n−m, r−n − (p − ℓ)r−n−m)
=
k1+⋯+kℓ−1∑
j=0
(−1)j(k1 +⋯+ kℓ−1
j
) (αn+m)kℓ+j(αn − (p − ℓ)αn+m)kℓ+j
.
Now,
C2 =
k1∑
j=0
(−1)j(k1
j
) (αn+m)k2+j(αn − (p− 2)αn+m)k2+j
=
k1∑
j=0
(−1)k1(k1
j
)(αn+m)k2(αn+m + k2)j(−αn + (p− 2)αn+m − (k1 + k2 − 1))k1−j(αn − (p− 2)αn+m)k1+k2
= (−1)k1 (αn+m)k2(αn − (p− 2)αn+m)k1+k2
(−αn + (p − 1)αn+m − (k1 − 1))k1
so that
C1C2 = (αn+m)k1(αn+m)k2(αn − (p − 2)αn+m)k1+k2
.
Inductively,
C1⋯Cp = (αn+m)k1⋯(αn+m)kp(αn)k .
3.2 Wick ordering polynomial potentials
For a discrete product referencemeasure, such as the free field on the torus, the
resolution process has independent increments and one can use Wick (or Ap-
pell) polynomials—which in that case are known to have the required martin-
gale property—to renormalize the Lagrangian density. For continuous product
measures, however, increments are not independent anymore and we have to
work out the right generalization. Now, we will not give a formal definition,
but just note that there are two requirements:
• For each k, we want a family {Vnk (x) } of polynomials of degree k such
that { 1rn ∑Vnk (xi) } is a cylinder density.
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• The polynomials above must be somehow uniquely determined.1
With Theorem 8 one is ready to renormalize polynomial interactions. As a
trivial example, we have a candidate for renormalized polynomial of degree
one: Vn1 (x) = x. Indeed,
1
rn+m
∑E[xij ∣ xn] = 1
rn
∑ xi,
i.e. 1rn ∑Vn1 (xi) is a cylinder distribution. Will compute higher degree cases for
some particular examples. Will adhere to the recipe of finding Vnk by simply
dropping the divergent terms in limm→∞ E[(xij)k ∣ xn] .
3.2.1 The Γ field
For renormalized powers one can take
Vnk (x) = C(α + rn)⋯(α + (k − 1)rn)xk = Crkn(αn)k xk
with the normalization C = (α0)k making V0k (x) = xk.
Remark 10. In stark contrast with the Gaussian case, there is multiplicative
renormalization, and only that (no counterterms needed).
3.2.2 The Gaussian field
Here, fˆn(ξ) = e−σnξ2/2 with σn = rnσ0. Suppose for simplicity that σ0 = 1, so that
fˆ
(k)
0 = (−1)kHk(ξ) fˆ0 whereHk(ξ) is the k-thHermite polynomial. Hypothesis A
is satisfied thanks to the recursion relation
ξHk(ξ) = kHk−1(ξ)+Hk+1(ξ).
Let f = f0. Since fˆ λ = fˆ (λ1/2⋅), one has( fˆ λ)(k) = λk/2 fˆ (k)(λ1/2⋅) = λk/2((−1)kHk(λ1/2⋅) fˆ ) fˆ λ−1
= (−1)kλk/2 fˆ λ−1 ⌊k/2⌋∑
i=0
λk/2−i(λ− 1)i( k
2i
)(2i)!
2ii!
Hk−2i fˆ
= λk fˆ λ−1
⌊k/2⌋∑
i=0
(1−λ−1)i ( k
2i
)(2i)!
2ii!
fˆ (k−2i)
thanks to the multiplication theorem—which, in terms of R, takes the form
⎛⎜⎜⎜⎝
1
H1(λ1/2⋅)
H2(λ1/2⋅)⋮
⎞⎟⎟⎟⎠ = λk/2R(λ)−1
⎛⎜⎜⎜⎝
1
H1
H2⋮
⎞⎟⎟⎟⎠ .
1In the discrete product case, one can take them to be monic and orthogonal in L2(µn) for n
large enough, but in the continuous product case multiplicative renormalization might be needed
(cannot choose themmonic anymore) and orthogonality becomes n dependent.
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Let us work out V2,V3 and V4. Explicitely,
R4(λ)−1 =
⎛⎜⎜⎜⎜⎜⎜⎝
1
0 λ
λ2(1− λ−1) 0 λ2
0 3λ3(1−λ−1) 0 λ3
3λ4(1−λ−1)2 0 6λ4(1− λ−1) 0 λ4
⎞⎟⎟⎟⎟⎟⎟⎠
and one can also check that R4(r−n−m, r−n) equals
⎛⎜⎜⎜⎝
1
0 r−m
r−(n+m)(1−r−m) 0 r−2m
0 −3r−(n+m)r−m(1−r−m) 0 r−3m
3r−2(n+m)(1−r−m)2 0 −6r−(n+m)r−2m(1−r−m) 0 r−4m
⎞⎟⎟⎟⎠ .
Thus,
E[(xij)2 ∣ xn] = (−irn+m)2 (−r−(n+m)(1− r−m)+ r−2m(ir−n)2x2i )
= x2i + rn+m(1− r−m)
E[(xij)3 ∣ xn] = (−irn+m)3 (−3r−(n+m)r−m(1− r−m)(ir−n)xi + r−3m(ir−n)3x3i )
= x3i + 3rn+m(1− r−m)xi
E[(xij)4 ∣ xn] = (−irn+m)4 (3r−2(n+m)(1− r−m)2
− 6r−(n+m)r−2m(1− r−m)(ir−n)2x2i + r−4m(ir−n)4x4i )
= x4i + 6rn+m(1− r−m)x2i + 3 (rn+m(1− r−m))2
and we see that we can take
Vn2 (x) = limm→∞E[(xij)2 − rn+m ∣ xn] = x2i − rn
Vn3 (x) = limm→∞E[(xij)3 − 3rn+mxij ∣ xn] = x3i − 3rnxi
Vn4 (x) = limm→∞E[(xij)4 − 6rn+m(xij)2 + 3r2(n+m) ∣ xn]
= x4i − 6rnx2i + 3r2n + 6rn+mx2i + 3r2(n+m) − 6rn+mrn
− 6rn+mx2i − 6r2(n+m) + 6rn+mrn + 3r2(n+m)
= x4i − 6rnx2i + 3r2n
just as in the discrete case. Observe how the final result is obtained by just
dropping the divergent part in E[(xij)k ∣ xn].
3.2.3 Further examples
The Poisson and Meixner distributions also satisfy Hypothesis A. As for in-
finitely divisible distributions which do not, we mention: Cauchy, Sym Γ,
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compound Poisson with exponentially distributed summands, and compound
Poisson with Gaussian summands. Also, if one adds a diffusion term to the
Le´vy characteristic of a Γ, Poisson or Meixner distribution, the result stops sat-
isfying Hypothesis A.
3.3 Wick ordering the kinetic energy
3.3.1 Conditional expectation of the approximate kinetic energy
Consider the lattice approximation to the kinetic energy
Tnapp(xn) = 1rn ∑i ∑∣i′−i∣=1 12 (xi′ − xiεn )
2 = 1
rn
∑
i,i′
ε−2ncii′xixi′
where cii′ equals: d if i = i′; −1 if i and i′ are nearest neighbours; and 0 otherwise.
We will assume that S is a compact manifold obtained from [0, 1]d by some
glueing of the boundary, so that counting neighbours can be easily done: every
site has exactly 2d neighbours.
Theorem 11.
E[Tn+mapp ∣ xn] = ε−n−m (εnTnapp(xn) + dε−nTn,mshift(xn))
where Tnshift(xn) = 1rn ∑T n,mshift(xi) and
T n,m
shift
(xi) = ε−mE[y2ij ∣ xn] − (ε−m − 1)E[yijyij′ ∣ xn] .
Proof. Write
E[Tn+mapp ∣ xn] = 1rn+m ∑i,j,i′,j′ ε−2(n+m)ciji′j′E[(xi + yij)(xi′ + yi′ j′) ∣ xn]
=∶ 1
rn
∑
i,i′
ε−2n c˜mii′(xi, xi′)
where ciji′j′ equals: d if (i, j) = (i′, j′); −1 if (i, j) and (i′, j′) are nearest neigh-
bours; and 0 otherwise. Thus,
c˜mii′(xi, xi′) = 1rm ∑j,j′ ε−2mciji′j′E[xixi′ + (xiyi′ j′ + xi′yij)+ yijyi′ j′ ∣ xn]
= 1
rm
∑
j,j′
ε−2mciji′j′ (xixi′ +E[yijyi′ j′ ∣ xn]) ,
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thanks to Theorem 8. Let’s add up the terms not involving conditional expec-
tations. If i = i′, get
ε−2m
rm
x2i {drm − 12 d∑k=0(d + k) ⋅ #(hypercubes with d + k neighbours)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(dk)2
d−k(ε−m−2)k
}
= ε−2m
rm
x2i {drm − 12(dε−md + d∑k=0 k(dk)2d−k(ε−m − 2)k)}
= ε−2m
rm
x2i {drm − 12 (dε−md + dε−md − 2dε−m(d−1))} = ε−mdx2i ,
whereas if i ≠ i′, get
− ε−2m
rm
xixi′ε
−m(d−1) = −ε−mxixi′ .
Then, note that E[yijyi′j′ ∣ xn] vanishes if i ≠ i′, so
E[Tn+mapp ∣ xn] = ε−mTnapp
+ ε−2n
rn
∑
i
ε−2m
rm
{drmE[y2ij ∣ xn] − (dε−md − dε−m(d−1))E[yijyij′ ∣ xn]}
= ε−n−m (εnTnapp + ε−n drn ∑{ε−mE[y2ij ∣ xn] − (ε−m − 1)E[yijyij′ ∣ xn]}) ,
as claimed.
Remark 12. Let us pause for a moment to reflect on the fact that E[Tn+mapp ∣ xn]
equals ε−mTnapp plus some (divergent) mass corrections. We see, hence, that in
renormalizing the kinetic energy both additive and multiplicative renormaliza-
tion will be required—which is the reason why we explicitely factored out the
ε−n−m in E[Tn+mapp ∣ xn]. Thus, we expect that there exists some cylinder density
Tren such that
Tnapp = ε−nTnren +O(ε−2n).
This indicates that if we simply make n → ∞ in Cne−Tnapp(x)µn(dx), we would
be studying some sort of “weak coupling” limit. But that would not be the
most natural thing to do in this context, for clearly Tren is the natural pertur-
bation of a continuous product measure. This strongly reinforces the idea that
perturbing a continuous product measure (in physical space coordinates) is a
promising strategy for the study of field theories in strong coupling regimes.
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Let us compute
E[yijyij′ ∣ xn] = −x2i +E[xijxij′ ∣ xn]
= −x2i + r
m
fn(xi) ∬ dy1dy2 fn+m(y1) fn+m(y2) f ∗rm−2n+m (rmxi − y1 − y2)y1y2
= −x2i + r
m
fn(xi) ∫ dy1 rmrm − 1 fn+m(y1) f ∗(rm−1)n+m (rmx − y1)(xi − y1/rm)y1
= 1
rm − 1 x2i −
1
rm − 1
2∑
ℓ=0
(−irn+m)2R2,ℓ(r−n−m, r−n)(ir−nxi)ℓ
= 1
rm − 1 (x2i −E[x2ij ∣ xn]) .
So, noting that E[y2ij ∣ xn] = E[x2ij ∣ xn] − x2i , we can also write
T n,m
shift
(xi) = ε−m rm
rm − 1 (E[x2ij ∣ xn] − x2i ) −
1
rm − 1 (E[x2ij ∣ xn] − x2i )
= ε−mrm − 1
rm − 1 (E[x2ij ∣ xn] − x2i ) .
At any rate, T n,m
shift
is an (at most) quadratic polynomial. Thereby, quadratic
counterterms will be needed to renormalize the kinetic energy. Let us see a
couple of examples.
3.3.2 Some examples
We start with the Γ field. We have
T n,m
shift
(xi) = ε−mrm − 1
rm − 1 (
rm(αn+m + 1)
αn + 1 − 1) x
2
i = ε
−mrm − 1
αn + 1 x
2
i
so that we can define
Tnren = limm→∞E
⎡⎢⎢⎢⎢⎣
εn+mTn+mapp − dε
−(n+m)
αn+m + 1
1
rn+m
∑
i,j
x2ij
RRRRRRRRRRRR xn
⎤⎥⎥⎥⎥⎦
= lim
m→∞
{εnTnapp − dε−nαn + 1 1rn ∑ x2i + dε−(n+m)rmαn + 1 1rn ∑ x2i
− dε−(n+m)
αn+m + 1
1
rn+m
∑E[x2ij ∣ xn]}
= εnTnapp − dε
−n
αn + 1
1
rn
∑ x2i .
As for the Gaussian field,
T n,m
shift
= ε−mrm − 1
rm − 1 rn+m(1− r−m)σ0 = rnσ0(ε−mrm − 1)
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and we define
Tnren = limm→∞E[εn+mTn+mapp − dσ0ε−n−mrn+m ∣ xn] = εnTnapp − dσ0ε−nrn.
Finally, wemention that for the Cauchy field it is also possible to put the kinetic
energy in Wick order, even if it does not satisfy Hypothesis A. We leave the
calculation to the interested reader, for it does not have any relevance here.
4 Calculation of the effective Lagrangian
Nowwe consider the problem of the existence (and compatibility) of the effec-
tive measures
lim
m→∞
E[e−Ln+mren ∣ xn]
for some given first-order renormalized, remaining2 Lagrangian Lren. Wewould
like this to be given by e−L
n
ren modified by some non-local corrections, which
turn out to be best understood as multiplicative (as opposed to additive)—but
of course are additive at the level of the Lagrangian. We work first at a formal
power series level. So, we want an Lneff[λ] such that
eL
n
eff[λ] = lim
m→∞
E[eλLn+mren ∣ xn] .
Clearly, Leff[λ] = λLren +higher-order terms.
Remark 13. If the corrections diverge as m → ∞, higher-order renormalization
would be needed.
Let us implement this. Define the Lagrangian (conditional) cumulants by
Ln,m
eff,k
(xn) = dk
dλk
∣
λ=0
logE[eλLn+mren ∣ xn] ,
so that
E[eλLn+mren ∣ xn] = exp⎛⎝
∞∑
k=1
λk
k!
Ln,m
eff,k
(xn)⎞⎠ = eλL
n
ren(xn) exp
⎛
⎝
∞∑
k=2
λk
k!
Ln,m
eff,k
(xn)⎞⎠
and the k-th non-local correction factor is exp(λkk! Ln,meff,k(xn)). It is known that
cumulant combinatorics are such that
E[(Ln+mren )k ∣ xn] = ∑
partitions of k
Ln,m
eff,k1
⋯ Ln,m
eff,kp
(2)
2Recall that part of the full Lagrangian has been absorbed into the reference measure.
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and, conversely,
Ln,m
eff,k
= E[(Ln+mren )k ∣ xn]− k−1∑
ℓ=1
(k − 1
ℓ− 1)Ln,meff,ℓ E[(Ln+mren )k−ℓ ∣ xn]
= ∑
partitions of k
(p − 1)!(−1)p−1E[(Ln+mren )k1 ∣ xn]⋯E[(Ln+mren )kp ∣ xn] .
Remark 14. By Dyson’s argument, the generating function of the Lagrangian
cumulants is only formally defined (the power series will not be convergent).
Note, however, that we can well have convergence for the full non-local cor-
rection it entails.
From now on, we focus on the case of a referencemeasure in physical space
coordinates perturbed by a quadratic remaining Lagrangian, such as the ki-
netic energy plus a mass term.
4.1 Connected graph expansion for quadratic perturbations
Consider a Lagrangian of the form Lnren(xn) = 1rn ∑i,i′ cnii′xixi′ . In order to treat
more general Lagrangians, one would have to use hyper-graphs whose hyper-
edge vertices are decorated with an integer (the exponent of the corresponding
xi).
Definition 15. Fix a system ⋯ → X2 → X1 → X0 whose connecting maps are
associatedwith progressively refined, orthogonal and complete families of pro-
jections
Pn = { pi1...in ∣ ik = 1 . . . r } ⊆ L∞(S).
An edge of resolution n is an unordered pair e ∈ En ∶= Pn × Pn/(p0, p1) ∼ (p1, p0).
The equivalence class of (p0, p1) in En will be written Hp0, p1I. A (multi-)graph of
size k and resolution n is an element of the free, commutative, graded semigroup
Gn = ⋃
k∈N
Gn,k, Gn,k = { e1⋯ek ∣ ei ∈ En }
generated by En. Now fix n,m ∈ N and take e = Hp0, p1I ∈ En+m. The coarse
version (of resolution n) of e is the edge
Pn(Hp0, p1I) = Hq0, q1I ∈ En, q0p0 = p0 and q1p1 = p1.
Observe that these conditions determine q0 and q1 uniquely. In the same way
there is a coarse version Pn(g) ∈ Gn of every graph g ∈ Gn+m, namely
Pn(e1⋯ek) = Pn(e1)⋯Pn(ek).
We say that a graph is (path) connected if it is connected, in the sense that for any
two projections p, p′ which are endpoints of edges in the graph, there exists a
sequence of adjacent edges connecting them. Correspondingly, we say that
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g ∈ Gn+m is coarsely connected, with n and m understood from context, if Pn(g)
is connected. Write
Gn+m,k
c∣n = { g ∈ Gn+m,k ∣ Pn(g) is connected } , Gn,kc = Gn,kc∣n .
Finally, a partition (or factorization) of g is a partition of its multiset of edges;
thus, a partition is a collection of graphs g1, . . . , gp such that g = g1⋯gp. We
will write h ≤ g if h is a factor of g and h < g if h ≤ g and h ≠ g.
Our quadratic Lagrangian determines adjacency matrices cn ∶ En → R by
cn(Hpi, pi′I) = cnii′. Given g = e1⋯ek ∈ Gn, write
cn(g) = k∏
i=1
cn(ei), xn(g) = k∏
i=1
xn(ei)
where xn(Hpi, pi′I) = xixi′ . With this conventions,
Lnren(xn) = 1rn ∑e∈En c
n(e)xn(e).
Observe that
cn(gg′) = cn(g)cn(g′), xn(gg′) = xn(g)xn(g′).
Also, for coarsely disconnected g (i.e. Pn(g) disconnected), say g = g1g2 with
g1 a coarsely connected component, one has
E[xn+m(g1g2) ∣ xn] = E[xn+m(g1) ∣ xn]E[xn+m(g2) ∣ xn] .
Definition 16. LetC[xn] be the algebra of polynomials on the variables { xi1...in }.
We define the applications χn,χnc ∶ Gn+m → C[xn] by
χn(g) = E[xn+m(g) ∣ xn] , χnc (g) = ∑
partitions
(p− 1)!(−1)p−1χn(g1)⋯χn(gp).
Proposition 17. Let g ∈ Gn+m and choose an edge e ≤ g. The following recursive
relation holds:
χnc (g) = χn(g)− ∑
e≤h<g
χnc (h)χn(g/h).
Proof. This follows from the fact that
χn(g)− ∑
graphs h<g
with e≤h
∑
partitions of h
with, say, e≤h1
(p− 1)!(−1)p−1χn(h1)χn(h2)⋯χn(hp)χn(g/h)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
g/h is one of these p factors, so
this product shows up p times
= χn(g)+ ∑
partitions of g with
at least 2 factors
p!(−1)pχn(g1)⋯χn(gp+1) = χnc (g).
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Corollary 18. One has
χn(g) = χnc (g)+ ∑
e≤h<g
χnc (h)χn(g/h) = ∑
partitions
χnc (g1)⋯χnc (gp).
Proof. This is easily proved by induction on the length of the graph.
Corollary 19. If g is coarsely disconnected, χnc (g) = 0. In particular,
χnc (g) = ∑
coarsely connected
partitions
χnc (g1)⋯χnc (gp).
Proof. Let us do this by induction on the size of g. If g = e1e2 is coarsely discon-
nected,
χnc (e1e2) = χn(e1e2)− χn(e1)χn(e2) = 0.
Now, suppose that g = g1g2 with g1 a coarsely connected component. Choosing
an edge e∣g1 and using the inductive hypothesis,
χnc (g) = χn(g1g2)− χnc (g1)χn(g2)− ∑
e≤h<g1
χnc (h)χn(g1g2/h)
= χn(g1g2)− ⎛⎝χnc (g1)+ ∑e≤h<g1 χnc (h)χn(g1/h)⎞⎠χn(g2)
= χn(g1g2)− χn(g1)χn(g2) = 0.
Theorem 20. One has that
Ln,m
eff,k
(xn) = 1
rk(n+m)
∑
Gn+m,k
c∣n
cn+m(g)χnc (g).
Proof. Indeed,
E[(Ln+mren (xn+m))k ∣ xn] = 1
rk(n+m)
∑
g∈Gn+m,k
cn+m(g)E[xn+m(g) ∣ xn]
= ∑
k1+⋯+kp=k
p∏
ℓ=1
∑
gℓ∈G
n+m,k
ℓ
c∣n
1
rkℓ(n+m)
cn+m(gℓ)χnc (gℓ),
from which the result follows by comparison with (2).
4.2 Graph expansion for a mass perturbation
From now on, we work with the particular case of a Γ reference field. Before
getting into the business of adding a kinetic energy term, we consider the sim-
pler situation in which the remaining Lagrangian is just a mass perturbation of
the potential energy, i.e. has the form
Lnren(xn) = 1rn ∑Vn2 (xi) = 1rn ∑ α0(α0 + 1)r2nαn(αn + 1)x2i = 1rn ∑ α0 + 1α0 + rn x2i .
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Remark 21. Recall [7] that besides the Gaussian, there is no infinitely divisible
distribution with tail
f (x) = e−O(∣x∣1+ε), ε > 0.
Thus, if a mass perturbation is possible, the resulting effective Lagrangian can-
not be a polynomial, and coefficients with negative sign must show up in-
finitely often in its power series expansion. In order to assess the factibility
of introducing a mass perturbation, note that, by Jensen’s inequality,
E[e−Lren] ≥ ∫ e−E[Lren ∣ x0] f (x0)dx0 > 0
and therefore what could fail is E[e−Lren] =∞. This is also excluded in the case
of a Γ reference, for then the Wick polynomials are non-negative functions and
therefore E[e−Lren] < 1. So, we expect the limit measure to exist. Moreover, as
we shall shortly see, the power series for the effective Lagrangian is convergent
in this case.
Define first, for a graph h ∈ Gn+m, the real numbers χ˜n(h), χ˜nc (h) by the
equations
χn(h) = χ˜n(h)xn(Pnh), χnc (h) = χ˜nc (h)xn(Pnh).
Note that this is only possible thanks to the simple structure of the conditional
expectation of a monomial on the Γ field—in other cases, lower degree terms
will show up. With this notation, we can write the effective Lagrangian as
Lneff(xn) =∑
k
(−1)k
rnk!
∑
g∈Gn,kc
cneff(g)xn(g), cneff(g) = limm→∞ 1rmk ∑Pnh=g cn+m(h)χ˜nc (h),
where cnij equals
α0+1
α0+rn
if i = j and 0 otherwise. Two problems must be studied:
existence of these limits, and convergence of the resulting power series.
Given the vanishing of non-diagonal cnij’s, non-zero contributions to the ef-
fective Lagrangian come from graphs containing only loops, and those can
only be coarsely connected if all the loops belong to the same coarse region.
Thus, the effective Lagrangian is given by a density:
Lneff(xn) =∑
k
(−1)k
rnk!
∑
loops e∈En
cneff(ek)xn(e)k =∑
k
(−1)k
rnk!
∑
i
cneff((pi, pi)k)x2ki
=
1
rn
∑
i
( lim
m→∞
L˜n,m
eff
) x2ki ,
with
L˜n,m
eff
=∑
k
(−1)k
rn(k−1)k!
1
rkm
∑
Pnh=(pi,pi)k
cn+m(h)χ˜nc (h).´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
L˜n,m
eff,k
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Let us compute: setting e = (pi, pi) and choosing a total order ≺ on En+m,
L˜n,m
eff,k
=
1
rkm
∑
f1... fk loops
with Pn( f i)=e
cn+m( f1⋯ fk)χ˜nc ( f1⋯ fk)
=
1
rkm
{∑
f1
cn+m( f k1 )χ˜nc ( f k1 )+ ∑
f1≺ f2
∑
k1+k2=k
k1,k2≠0
( k
k1 k2
)cn+m( f k11 f k22 )χ˜nc ( f k11 f k22 )
+⋯+ ∑
f1≺⋯≺ fk
k!cn+m( f1⋯ fk)χ˜nc ( f1⋯ fk)}
=
1
rkm
{rmcn+m( f k1 )χ˜nc ( f k1 )+ (rm2 ) ∑k1+k2=k
k1,k2≠0
( k
k1 k2
)cn+m( f k11 f k22 )χ˜nc ( f k11 f k22 )
+⋯+ (rm
k
)k!cn+m( f1⋯ fk)χ˜nc ( f1⋯ fk)}
=
k∑
ℓ=1
∑
k1+⋯+kℓ=k
ki≠0
1
rmℓ
(rm
ℓ
)( k
k1 ⋯ kℓ)
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Im,ℓ
⋅ cn+m( f k11 ⋯ f kℓℓ )
rm(k−ℓ)
χ˜nc ( f k11 ⋯ f kℓℓ )´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
IIm,ℓ
.
Now, we have
k∑
ℓ=1
∑
k1+⋯+kℓ=k
ki≠0
1
ℓ!
( k
k1 ⋯ kℓ) = k∑ℓ=1{kℓ} = p(k),
where {k
ℓ
} is the Stirling partition number, counting the ways of partitioning a
set of k elements into ℓ subsets, and p(k) ∈ N is the number of partitions of k.
Thus,
k∑
ℓ=1
lim
m→∞
Im,ℓ = p(k) ∼ 1
4k
√
3
exp
⎛⎝pi
√
2k
3
⎞⎠ .
Proposition 22.
lim
m→∞
IIm,ℓ ≲ k!
2 (r2n(αn)2 log 2)k .
Proof. Write
c( f k11 ⋯ f kℓℓ )
rm(k−ℓ)
Ec[x( f k11 ⋯ f kℓℓ ) ∣ xn]
=
1
r2nk
(α0)k2
rmk(αn+m)k2 ∑partitions(p− 1)!
E[x(g1) ∣ xn]⋯E[x(gp) ∣ xn]
rm(2k−ℓ)
.
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Next, observe that
lim
m→∞
1
rmk(αn+m)k2 = limm→∞ 1αkn(1+ αn+m)k = α−kn .
As for the sum over partitions, there are two possibilities:
Case 1. The partition does not subdivide any of the connected components of
g, namely the subgraphs f
ki
i . Then,
rmℓ
r2mk
E[x(g1) ∣ xn]⋯E[x(gp) ∣ xn]
=
rmℓ(αn+m)k12 ⋯(αn+m)kℓ2(αn)2∣g1∣⋯(αn)2∣gp∣ ≤ α
ℓ
n(1+ αn+m)k(αn)k2 → αℓ−kn (1+ αn)−k.
Case 2. The partition does subdivide some connected components, say factor-
ing f
ki
i = f
k′i
i f
k′′i
i for i = 1 . . . ℓ
′ ≤ ℓ. Then, similarily,
rmℓ
r2mk
E[x(g1) ∣ xn]⋯E[x(gp) ∣ xn] ≤ αℓnαℓ′n+m(1+ αn+m)k(αn)k2 → 0.
The claim follows, because
k∑
p=1
(p − 1)!{k
p
} ≤ k∑
p=1
p!{k
p
} ∼ k!/2(log 2)k+1.
Thus, the power series Lneff[λ] has a strictly positive radius of convergence
which, moreover, increases with n.
4.3 Divergence of the Γ field effective kinetic energy
Now we take
Lnren(xn) = Tnren(xn) = 1rn ∑ cnii′xixi′ , cnii′ =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
dαnε
−n
1+ αn i = i
′,
− ε−n i, i′ nearest neighbours,
0 otherwise.
We will see that there are divergences in the resulting effective Lagrangian.
We take a first step towards identifying potentially divergent contributions
in cneff(g) by noting that we can focus on
bneff(g) = limm→∞ 1rmk ∑Pnh=g cn+m(h)χ˜n(h).
Indeed, we have the following.
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Proposition 23. If the bneff(g)’s exist, then the cneff(g)’s exist too, and one has
cneff(g) = bneff(g)− ∑
e≤h<g
cneff(h)bneff(g/h).
Remark 24. Of course, to establish divergence rigorously we need the recipro-
cal, but we choose to dispense with that for the time being.
Proof. Let us do this by induction on the number of edges. Let g be a graph of
size k and e an edge such that ge is connected. Want to prove that
lim
m→∞
1
rm(k+1)
∑
Pnh=g
∑
Pn f=e
cn+m(h f )χ˜c(h f )
exists. Using Proposition 17, have that
1
rm(k+1)
∑
Pnh=g
∑
Pn f=e
cn+m(h f )χ˜c(h f )
=
1
rm(k+1)
∑
Pnh=g
∑
Pn f=e
cn+m(h f )⎛⎝χ˜(h f )− ∑f≤h′<h f χ˜c(h′)χ˜(h f /h′)⎞⎠ ,
and
lim
m→∞
1
rm(k+1)
∑
Pnh=g
∑
Pn f=e
∑
f≤h′<h f
cn+m(h f )χ˜c(h′)χ˜(h f /h′)
= lim
m→∞
1
rm(k+1)
∑
e≤g′<ge
∑
Pnh′=g′
∑
Pnh′′=ge/g′
cn+m(h′h′′)χ˜c(h′)χ˜(h′′)
= ∑
e≤g′<ge
lim
m→∞
∑
Pnh′=g′
1
rm∣h′∣
cn+m(h′)χ˜c(h′) ∑
Pnh′′=ge/g′
1
rm∣h′′∣
χ˜(h′′).
Let us focus on bneff(ek) with e a loop over a fixed coarse site i and k = 1, 2.
Now, suppose that a choice of identification
{ ij ∣ j = 1, . . . , rm } ≅ Λ ∶= {1, . . . , ε−m }d
respecting the geometry (i.e. such that neighouring sites are mapped to neigh-
bouring sites) has been made, and define
σℓ ∶ Dℓ ⊆ Λ → Λ
λ ↦ (λ1, . . . ,λℓ + 1, . . .λd)
where Dℓ = { λ ∈ Λ ∣ λℓ < ε−m }. Let also
Λd = D1 ∩⋯∩Dd = { λ ∈ Λ ∣ (∀ℓ) aℓ < ε−m }
Λd−1 = { λ ∈ Λ ∣ (∃!ℓ) λℓ = ε−m } = { λ ∈ Λ ∣ #{ ℓ ∣ λℓ < ε−m } = d− 1 }
⋮
Λ1 = { λ ∈ Λ ∣ #{ ℓ ∣ λℓ < ε−m } = 1 }
Λ0 = { (ε−m, . . . , ε−m) } ,
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so that Λ = ⋃dℓ=0 Λℓ. The idea here is to add together the contribution of a
loop over ij with that of the edges of the form (ij, iσℓ(j)), for this localizes the
cancellations that occur. Let us exemplify this by revisiting the example of
cneff(e) = bneff(e), which was done when renormalizing the kinetic energy. We
have—abusing notation, for one still has to take limm→∞ in the RHS,
bneff(e) = 1rm ⎧⎪⎪⎨⎪⎪⎩∑j∈Λd ⎛⎝cn+mjj χ˜((j, j))+
d∑
ℓ=1
cn+mjσℓ(j)χ˜((j,σℓ(j)))⎞⎠+⋯
⎫⎪⎪⎬⎪⎪⎭
=
1
rm
⎧⎪⎪⎨⎪⎪⎩∑j∈Λd (dαn+mε
−n−m
1+ αn+m r
2m (αn+m)2(αn)2 − dε−n−mr2m α2n+m(αn)2 )+⋯
⎫⎪⎪⎬⎪⎪⎭
=
1
rm
αn
1+ αn
⎧⎪⎪⎨⎪⎪⎩∑j∈Λd ε−n−m(d − d)+ ∑j∈Λd−1 ε−n−m(d − (d − 1))+⋯
⎫⎪⎪⎬⎪⎪⎭
=
1
rm
αn
1+ αn
⎧⎪⎪⎨⎪⎪⎩ ∑j∈Λd−1 ε−n−m + ∑j∈Λd−2 2ε−n−m +⋯
⎫⎪⎪⎬⎪⎪⎭
Thus, knowing that ∣Λℓ∣ = (dℓ)(ε−m −1)ℓ = (dℓ)rmεm(d−ℓ)(1+O(εm)), only the first
term survives, giving the expected result.
The calculation above was done in subsection 3.3 in a way that can be dia-
grammatically represented as:
bneff(e) = + = 1rm ∑j∈Λ j + 1rm
d∑
ℓ=1
∑
j∈Λℓ
j
whereas now we are performing the sum as follows:
bneff(e) = 1rm ∑j∈Λd
⎛⎜⎜⎜⎜⎜⎝
j + j
1 ⋮
d
⎞⎟⎟⎟⎟⎟⎠
+ 1
rm
∑
j∈Λd−1
⎛⎜⎜⎝ j + j 1 ⋮
d − 1 ⎞⎟⎟⎠+⋯
=
⎛⎜⎜⎜⎜⎜⎝
+
1 ⋮
d
⎞⎟⎟⎟⎟⎟⎠
+
⎛⎜⎜⎝ + 1 ⋮
d − 1 ⎞⎟⎟⎠+⋯+
⎛⎜⎝ +
⎞⎟⎠+ rm
=
⎛⎜⎜⎝ + 1 ⋮
d − 1 ⎞⎟⎟⎠+O(εm).
Here, diagrams with vertices which are not fully specified represent sums over
all their possible concrete realizations, and the vertex rm is the only element of
Λ0. Some words of caution regarding the interpretation of this picture:
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• A branching diagram ⋮ must not be interpreted as one term with
several propagators, but as a sum of several terms with a single prop-
agator. Thus, rather than representing a situation with more than two
vertices, it is representing the sum over all possible situations with two
vertices, with the right ones being (all and only) those reachable by ap-
plication of a σℓ to the left one, which we will refer to as the source.
• The parenthesis in the expression
⎛⎜⎝ + ⋮
⎞⎟⎠ does not just indicate
operation precedence: it is also implied that the vertex in the loop is the
same as the source vertex in the branching.
It will be convenient to write this even more succintely, as follows:
1
⋱
ℓ
=
⎛⎜⎜⎝ + 1 ⋮
ℓ ⎞⎟⎟⎠ = 1rm ∑j∈Λℓ
⎛⎜⎜⎝ j + j 1 ⋮
ℓ ⎞⎟⎟⎠
=
1
rm
(d
ℓ
)(ε−m − 1)ℓ αnε−n−m
1+ αn (d − ℓ),
which converges to 0 unless ℓ = d−1. Wewill call this a bouquet diagram, whose
source is the site over which the loop stands.
When doing the same with bouquets of several loops, internal propaga-
tors can produce finely connected non-trivial subdiagrams that must be dealt
with separately. Thus, for instance, for computing bneff(e2) we group the cor-
responding sum over fine diagrams according to the following partition of the
set of possible choices:⎧⎪⎪⎪⎨⎪⎪⎪⎩ ( f , f ′)
RRRRRRRRRRRRR Pn( f f ′) =
⎫⎪⎪⎪⎬⎪⎪⎪⎭
= { ( f , f ′) ∣ s( f ) = s( f ′) }
∪ { ( f , f ′) ∣ (∃ℓ) s( f ′) = σℓ(s( f )) }∪ { ( f , f ′) ∣ (∃ℓ) s( f ) = σℓ(s( f ′)) }
∪ { ( f , f ′) ∣ (∃ℓ, ℓ′) σℓ(s( f )) = σℓ′(s( f ′)) }
∪ { the rest } .
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The resulting sum can be diagrammatically expressed as follows:
bneff(e2) = 2
⋱
+ 2 1
⋱
1
⋱
+ 1
⋱
1
⋱
+ 1
⋱
1
⋱
where, now, the label of the source vertex in a bouquet diagram indicates the
number of branches that must be choosen (with repetitions allowed). Now, for
diagrams having one, as opposed to two, connected components, the cancella-
tion between positive and negative terms that prevented bneff(e) from diverging
will be spoiled. Thus, one should not expect to have convergence unless each
connected diagram is convergent on its own. This, however, is not the case:
take, for instance,
2
⋱
=
1
r2m
d∑
ℓ=0
2
1
⋱
ℓ
=
1
r2m
d∑
ℓ=0
∑
j∈Λℓ
⎛⎜⎝ j + ℓ j + ℓ(ℓ− 1) j + ℓ j
⎞⎟⎠ .
We assess the asymptotics of this expression as follows:
• As noted above, a sum over Λℓ has O(rmεm(d−ℓ)) terms.
• Each edge constributes a factor of ε−m, with loops contributing also an
extra r−m.
• Inspecting the explicit expression for E[(xij1)k1⋯(xijp)kp ∣ xn] obtained in
Lemma 7, we see that each vertex j contributes a factor rm(deg j−1), where
deg j is the number of incident edges (counted with multiplicity, i.e. loops
incide twice).
Thus, for instance, the “eye” diagram is divergent, with
1
r2m
∑
j∈Λℓ
j
being of order rmεm(d−ℓ)ε−2m = ε−m(2+ℓ). Worse divergences appear as one in-
creases the number of loops in the bouquet. Thus, it seems unlikely that the
theory can be renormalized, i.e. that a finite number of higher-order countert-
erms can render the effective kinetic energy finite.
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