We examine the role of network effects in the demand for pharmaceuticals at both the brand level and for a therapeutic class of drugs. These effects emerge when use of a drug by others conveys information about its efficacy and safety to patients and physicians. This can lead to herd behavior where a particular drug -not necessarily the most efficacious or safest -can come to dominate the market despite the availability of close substitutes, and can also affect the rate of market diffusion. Using data for H 2 -antagonist antiulcer drugs, we examine two aspects of these effects. First, we use hedonic price procedures to estimate how the aggregate usage of a drug affects brand valuation. Second, we estimate discrete-time diffusion models at both the industry and brand levels to measure the impact on rates of diffusion and market saturation.
1 Introduction.
The process by which new products embodying technological advances diffuse through markets is fascinating and exceedingly complex. In his classic study of factors affecting the diffusion of hybrid seed corn in the U.S., Griliches (1957) distinguished three components of the diffusion process: origins (supply, depending on the potential profitability of entry), ceilings (demand, the long-run equilibrium profitability differential from adopting the innovation), and slopes (the rate of approach to market saturation).
In this paper we focus on the diffusion process characterizing a set of pharmaceutical innovations -H 2 -antagonist antiulcer drugs, which avoid costly hospitalizations and surgeries, and also are effective in treating rather common ailments such as heartburn. We treat the origins of this innovation as predetermined and largely exogenous, since in the U.S. the ability to obtain exclusive rights to bring medical innovations to the market depends not only on successful research and development, but also on the vicissitudes of obtaining approval from the U.S. Patent Office' and the U.S. Food and Drug Administration, approvals that are the outcome of lengthy stochastic administrative and regulatory proceedings. 2 Thus, within the larger context of the diffusion process, we focus our attention on demand-side phenomena involving factors that affect rates of diffusion and long-run market saturation.
We consider not only the overall therapeutic class, but also particular brand-name products within the class.
More specifically, we examine 'network effects," i.e., the ways in which the demand for a branded pharmaceutical by patients and physicians depends on the number of other patients that have taken or are taking the drug. Unlike computer software and telecommunications systems, where network effects stem from direct external benefits, for pharmaceuticals these network effects are largely informational in nature. They emerge when the use of a drug by others influences one's perceptions about its efficacy, safety, and "acceptability," and 1 For a discussion of factors affecting the level and rate of patent approvals, see Griliches (1990) . 2 The pharmaceutical innovations on which we focus here were patented by private sector organizations. Griliches (1958) has argued that for hybrid corn, the ideas underlying the innovations were difficult to patent, public sector research predominated, and social rates of return to R&D were much larger than private rates. thus affects its valuation and rate of adoption. This can lead to herd behavior, where a particular drug -not necessarily the most efficacious or safest -can come to dominate the market despite the availability of close substitutes. It can also affect the rate at which a new product diffuses into the market. Even if there were no externalities affecting individuals' valuations of a product, as more people use the product, word-of-mouth communication increases, accelerating the rate at which others become aware of it.
A priori we would expect network effects of this kind to exist because the widespread use of a prescription drug may convey information to physicians and patients about safety and efficacy, and, for physicians, may imply "accepted practice" and hence greater immunity from malpractice lawsuits. 3 Thus the use of a drug by others could reflect an informational externality in which physicians and patients process data on past and current usage to assess rationally a drug's efficacy and risks. For example, the fact that a drug is currently used by, say, a million patients is evidence that it is at least somewhat efficacious relative to its side effects and risks. Or, it could reflect a physician's rational assessment that other things equal, the probability of a malpractice suit is lower when a widely used drug is prescribed, whatever the actual efficacy and risks of the drug. In either case, the result could be herd behavior that is inefficient. 4 We distinguish between network effects that influence consumers' valuations of a drug, and those that influence the rate of diffusion in the market. 5 Consumers' valuations are affected when the use of a drug by others influences perceived efficacy and safety. One of our goals is to determine the magnitude of this effect. A second goal is to assess the importance of cumulative sales and/or market share as a determinant of the rate of product diffusion.
Pharmaceutical markets are usually bounded in terms of therapeutic classes of drugs, the members of which often are therapeutic substitutes. Hence it is also important to distinguish between network effects at two levels. The first is with respect to a therapeutic class, e.g., H2-antagonist antiulcer drugs, SSRI antidepressants, or anticholesterol drugs. We expect that physicians may be more willing to prescribe and patients to take a drug the more the therapeutic class of which that drug is a member has been "accepted," where "acceptance" can be measured at least in part by the number of other people that have taken drugs in that class. The second level is with respect to a specific brand of drug within a therapeutic class.
We might expect that physicians and patients are more willing to use Zantac (as opposed to, say, Tagamet, Axid, or Pepcid) the greater is its "acceptance," which might be measured by its market share, total sales, or cumulative sales.
Although our focus is on the demand side of pharmaceutical markets, the issues we examine have broad implications for market structure and performance. For example, herd behavior can lead to "tipping," where a small current market share advantage can give a firm a large future advantage as its product becomes the market standard. This can lead to intense competition in the early stages of market evolution as firms struggle to win a future monopoly position, and then create barriers to would-be entrants. When the willingness of consumers to buy a new product depends on the number of other consumers who have purchased the product, sales may never take off, or, if stimulated by initially low prices, might grow very rapidly. Even if there were no externalities affecting consumers' valuations of a product, an initially large market share can lead to "tipping" by affecting the rate of diffusion. Suppose there are two competing products and switching costs are high. If the rate of diffusion for each product depends positively on the number of consumers already using the product, the firm with an initial market share advantage could increase that advantage as the market saturates, and win a future near-monopoly position.
When they occur at the brand level, these effects have implications for pricing, advertising, and R&D decisions. They can create an incentive to price low initially and advertise heavily, and later provide the owner of a dominant brand the ability to raise price above those for other brands. They also affect the reward for being the first drug in a new therapeutic category. A strong brand-specific effect creates a first-mover advantage, making it worthwhile to invest heavily to accelerate the development of a new drug. In the absence of such an effect, it may be preferable to be the second in the market, if that can provide an opportunity to develop a drug with slightly better attributes (e.g., requiring less frequent dosing or having fewer side effects) than those of the first mover. 6 In this paper, we focus on a particular therapeutic class, namely the H 2 -antagonist antiulcer drugs, which includes four competing products: Zantac (manufactured by GlaxoWellcome), Tagamet (SmithKline-Beecham), Axid (Eli Lilly), and Pepcid (Merck). 7 These four drugs comprise a well-defined market because they all work in roughly the same way -they cause the stomach to produce less hydrochloric acid than it would otherwise. They differ in terms of dosing frequency, side effects, and their interactions with other drugs, but for most patients they could readily be substituted for each other. 8 Our analysis covers the time period from 1977 (when Tagamet was first introduced) through 1993 (the last year when all four drugs were available only by prescription, and faced no generic competition). 6Indeed, as we will see, this appears to be the case with H 2 -antagonist antiulcer drugs. Zantac arrived second but with better attributes than first-mover Tagamet, and soon attained a dominant share of the market. For discussions of first-mover advantages in the prescription drug market, see Bond and Lean (1977) , and Berndt, Bui, Reilly, and Urban (1995, 1997) .
To estimate the strength of category-and brand-specific network effects, we proceed in steps. We first estimate an hedonic price equation that adjusts prices for quality by accounting for the price impacts of objective attributes such as the number of side effects, dosing, etc. We also include lagged sales of a brand and/or a drug type as additional attribute variables. This allows us to measure the importance of a drug's aggregate usage as a component of its value.
We then use the residuals from this hedonic price index as a "quality-adjusted" price, and estimate dynamic diffusion models that explain the evolution of sales at the industry and brand levels. In these diffusion models, the adoption of any drug within the therapeutic class, and the adoption of a particular brand of drug within that class, depends indirectly on drug attributes through the hedonic residuals, as well as on prices and marketing efforts. But rates of diffusion in these models also depend directly on past sales of the therapeutic class and/or the particular brand, reflecting learning and word of mouth effects. Thus variables reflecting past sales can affect rates of diffusion and equilibrium market shares through multiple channels.
We describe our modelling approach in more detail in the next section. Sections 3 and 4 discuss the data and estimation methods. Estimates of the hedonic price equations are presented and discussed in Section 5, and in Section 6 we present the results of estimating the dynamic diffusion models, first at the industry level, and then at the brand level. Section 7 concludes.
Modelling Pharmaceutical Demand.
The past sales of a drug can affect its current demand by directly affecting its value to consumers, and by increasing awareness of the drug's existence and thereby accelerating its rate of diffusion. Our modelling approach distinguishes between these two channels, at both the therapeutic class and brand levels.
First, perceptions of a drug's efficacy, safety, and medical "acceptability" are essentially perceptions of its quality. Hence if the use of a drug by others affects these perceptions, it should affect the drug's quality-adjusted price. This suggests that one could estimate the perceived value of a drug's past sales or market share from a hedonic price regression that includes such a variable in addition to other product attributes. Gandal (1994) and Brynjolfsson and Kemerer (1995) employed such an approach to estimate the magnitude and value of network effects in spreadsheet software programs. Berndt, Cockburn, and Griliches (1996) , Cockburn and Anis (1998), and Suslow (1996) have estimated hedonic price indexes of pharmaceutical products, but did not test for the presence of network effects.
Second, as explained earlier, network effects can influence the rate of product diffusion and market saturation. Past sales or market share can have a direct effect on the rate of diffusion through word of mouth and related communication channels. When more people have used a drug, there will be a greater knowledge of its existence and actual attributes, and thus a more rapid response by physicians and patients who are potential adopters. In addition, if market size or market share is indeed a product attribute that affects the qualityadjusted price, there can be indirect effects on the rate of diffusion, and on the ultimate level of market saturation, through price. In particular, a greater acceptance of a drug (measured, say, through a greater level of sales) will imply that the quality-adjusted price is lower, which can make the level of sales at which the market ultimately saturates higher, and also make the rate of new product trials higher. These indirect effects are simply implications of a negative price elasticity of demand.
To isolate and measure these different effects, we first estimate a hedonic price equation for the therapeutic category, using an (unbalanced) panel of prices and attributes for the four H 2 -antagonist drugs. Included among those attributes are measures of the numbers of patients that are taking the drug or have taken it during some previous time interval.
Thus we can test whether variables that reflect the acceptance of a drug help to explain prices as expected, and we can estimate their relative contribution to perceived value. Also, we employ the residuals of this hedonic price regression as a quality-adjusted price in our dynamic diffusion models.
Next, we estimate dynamic diffusion models for the therapeutic category, and for the four individual brands. These models explain changes in the sales of a drug in terms of adjustment to a saturation level (which can be estimated), where the adjustment is partly due to the influence of an "installed base" of patients that are using or have used the drug, and partly independent of that base. Furthermore, the installed base can be measured with respect to the entire therapeutic category, and/or with respect to an individual brand of drug. In this way we can estimate the relative importance of category-specific versus brand-specific network effects on the rate of diffusion.
Hedonic Price Equations.
To model the diffusion process, we require prices that take into account quality variations across products and over time. We employ the well-known hedonic price framework that relates the price of product i at time t, pit, to a set of measured quality characteristics, Cit, a set of time dummy variables, Zt, and a measure of product acceptance computed as a depreciated stock of cumulative patient days of therapy to time t, XSit.
The theoretical literature provides little guidance on the appropriate functional form for estimating quality adjusted prices. 9 Following numerous others, we employ both linear and semi-log specifications. For the linear form, the hedonic price equation is Pit = Ct/3 + ZtY + wXSi,tl + lit, (1) where , , and w contain parameters to be estimated, and qr is a stochastic disturbance term. The depreciated stock of cumulative patient days of therapy to time t is computed as
where is a monthly rate of depreciation and Xi,t-, is sales of patient days of therapy of drug i in month t-r. In our empirical implementation, we compute XSit in two alternative ways. First, we use eqn. (2) and set a = .05. Second, we simply replace XSi,t-1 with Xi,t-1, the previous month's sales.
To obtain measures of quality-adjusted prices for use in the subsequent diffusion analysis, 9 For a discussion, see Chapter 4 in Berndt (1991) and the references cited therein.
we re-arrange eqn. (1) and compute a quasi-residual as follows:
where and 62 are parameter estimates. Notice that variations in Pit over time and across products net out the impacts of quality differences, including valuations of network effects as measured by the depreciated stock of cumulative patient days of therapy, among drugs and over time.
Dynamic Diffusion Models.
Given estimates of quality-adjusted prices, we go on to describe the evolution of demand over time. We model demand -at both the industry and brand levels -as diffusion processes. We begin with a model of product diffusion for a therapeutic category, based on a modified version of the Bass (1969) model. Next we show how this model can be generalized to describe diffusion at the brand level. The specification of these dynamic diffusion models is not derived from a formal dynamic optimization model, in part because of difficulties in dealing with the impacts of moral hazard (due to insurance) and principal-agent issues (the physician-patient relationship). Nonetheless, models of this kind have been widely used in marketing studies of new product diffusion, and will allow us to distinguish among alternative sources of sales growth. 10
Diffusion of a Therapeutic Class.
We work with models that are based on a differential equation for total sales of a drug that has the following general form:
with f', g' > 0, and f(O) = g(0) = 0. Here Xt is total monthly H 2 -antagonist patients at time t, and Xt is the market saturation level, i.e., the level of sales reached in equilibrium, and a ' 0 For an overview of diffusion models of this type and their application, see Mahajan and Muller (1979) and Mahajan, Muller, and Bass (1990). and B could in turn be functions of prices and advertising levels. Total H2-antagonist sales Xt is simply the sum of the Xit. The first term on the right-hand side of eqn. (4) represents sales growth (towards the saturation level) that is independent of usage of the drug by others. (It may be due purely to advertising, a willingness by physicians to experiment with a new drug, etc.) The second term in these equations represents sales growth that is due to the influence of current sales. Note that the saturation level Xt can depend on prices, demographics (such as changing disease prevalence), and "events" such as the approval of a drug for treatment of some condition, and hence will likely vary over time. 
dt and the second is the generalized Gompertz equation:
) dt
If a = 0 and Xt* is constant, the solutions to both of these equations are S-shaped "saturation" curves, where sales begin increasing slowly, then accelerate, and finally level out as Xt approaches X*. If a > 0, sales can accelerate faster early on, because sales growth is not dependent solely on the current level of sales. If Xt* is not constant, i.e., the saturation level is varying over time (perhaps in response to changing prices, medical information, or demographics), sales approach a moving target.
For estimation purposes, we need discrete-time versions of these equations. We will work with the following modified variations of these diffusion processes:
and AXt = (logX* -logXt_ 1 )(al + a 2 XNt-1 ),
where the network variable XNt_l is measured alternatively by the level or log of the previous month's sales, Xt-1, or by cumulative depreciated sales, XSt-1. Here, a captures sales growth that is independent of current or recent usage of the drug by others, and C 2 captures sales growth driven by network effects, i.e., usage of the drug by others. Also, we generalize these models and estimate versions in which A log Xt is the left-hand side variable.
We must also model the (unobserved) market saturation level, Xt. In eqn. (7), Xt appears in level form, and we model it by:
where Pt is the average price for all drugs in the therapeutic category at time t, POPt is U.S.
population, and GERDt is a dummy variable that takes on the value 1 after May 1986, when H 2 -antagonist drugs were approved by the Food and Drug Administration for the treatment of gastro-esophageal reflux disease (GERD, a mild version of which is known as heartburn).
In eqn. (8), X't is in log form, so we model it by:
log Xt* = bo + b 1 GERDt + b 2 log Pt + b 3 log POPt + b 4 log TIME .
Equations (7) and (8) are estimated after substituting in eqns. (9) for Xt* and (10) for log Xt respectively. Estimates of a 2 measure the importance of network effects in driving the rate of market saturation at the level of the therapeutic class.
Brand-Level Diffusion.
Equations (7) and (8) describe the saturation process for the H2-antagonist therapeutic category as a whole. We can also use this framework to model the diffusion of individual brands. Potential additional sales for the therapeutic category is Xt* ->ji Xi,t = X -Xt,
where Xi,t is sales of brand i at time t. Hence if network effects occur at the brand level, the logistic equation (5), for example, would be replaced by the following set of equations for the four brands:
for i = 1, ..., 4. The function fi() describes how the rate of diffusion depends on relative prices and marketing levels. Here Pi,t is the quality-adjusted price of brand i, Pt is the quality-adjusted average price for all drugs in the therapeutic category (as before), and Ai,t and At are the corresponding levels of marketing effort.
More generally, we could allow for network effects at both the brand and category levels:
The 4i's and di's measure the relative importance of brand-specific and industry-level network effects respectively on the rate of diffusion of brand i. We estimate the following discrete-time version of this equation:
where MINSTKit is the cumulative depreciated stock of detailing minutes (marketing efforts)
to physicians for drug i, and the superbar denotes arithmetic mean. In this equation, do measures industry-level network effects, and Oi measures the brand-specific effect for brand i. In most of the regressions presented below, we constrain the Oi's to be the same across all brands. However, we also test whether the Oi for Tagamet is significantly different from that for the other three brands (and we find that it is not).
To implement estimation, for each brand i we form the vectors Xi with components that begin at different time periods for each i (e.g., August 1977 for Tagamet, July 1983 for Zantac, etc.). We stack the Xi's into a vector X which comprises our unbalanced panel.
3 Measurement, Data, and Trends.
The data employed here are described in considerable detail in the Data Appendix of Berndt, Bui, Reiley, and Urban (1997) . To aggregate over the various strengths and presentational formulations for each H 2 -antagonist, we divide monthly sales in total milligrams of active ingredient by the recommended daily dosage, in milligrams, for duodenal ulcer treatment.
This yields patient days of therapy Xit, expressed in millions. By 1993, monthly sales approximated 120 million patient days of therapy, which is roughly equivalent to 4 million patients. Total revenue from sales of drug i in month t is divided by Xit, thereby yielding nominal price per day of patient therapy. We deflate this nominal price by the Producer Price Index for finished goods (1982 = 1.000) to obtain the real price per day of therapy for drug i, expressed in constant 1982 dollars. In 1993, the average real price of an H 2 patient day of therapy was about $1.50. Both price and quantity measures refer to sales from wholesalers to retail drug stores.
When computing quality-adjusted average prices for the H 2 aggregate, we weight each of the products on the market at that time by the average patient-day share during the period.
These average shares are computed separately for epochs when there were two, three, and four H 2 products on the market.
Marketing efforts are important in the H 2 therapeutic class. Using data from IMS America, we employ as our measure of marketing the number of minutes that physicians in the United States were "detailed" by pharmaceutical sales representatives. In the 1990s, monthly minutes of detailing ranged from about 40,000 to 250,000, varying considerably by product and over time. We construct a cumulative depreciated stock of detailing minutes, MINSTKit, for each brand. This stock is expressed in millions of minutes, and is computed analogously to eqn. (2), with 6 = .05.11 The average of MINSTKit over all four products is computed the same way as the average price, i.e., a weighted average, where the weights are patient-day shares computed separately for epochs when there were two, three, and four H 2 products on the market.
For quality characteristics of each drug, a number of measures are available. DOSAGE is the number of tablets per day required to attain the recommended daily consumption of the active ingredient. When Zantac was introduced in 1983, it offered a twice-a-day dosage, in contrast to the incumbent Tagamet's four-times-a-day version. Lower DOSAGE is generally thought to indicate greater quality, for patient compliance is typically improved with lower daily DOSAGE. Note that the DOSAGE variable changes over time as manufacturers obtained FDA approval to market lower-dosage versions, which ultimately became available "This value for 6 approximates that estimated in Berndt et al. (1997) and King (1997) .
in once-a-day formulations.
H 2 -antagonist drugs have also competed on the basis of differing medical conditions for which the product has obtained FDA marketing approval; these are called approved indications. Zantac was the first H 2 -antagonist to obtain approval for the GERD (gastroesophageal reflux disease) indication, a relatively common ailment whose symptoms vary from mild heartburn to very intense pain. Although all four H 2 -antagonists had obtained approval at product launch date for active duodenal ulcer treatment, FDA approval times varied for active gastric ulcer treatment, duodenal ulcer maintenance treatment, and stress ulcer prophylaxis. We compute the SUMATT variable as the sum of the indications, other than GERD and active duodenal ulcer treatment, for which the H2 drug had obtained FDA approval.
Finally, an important quality attribute of prescription drugs is the extent to which they might interact adversely with other medications. This is particularly important for the el- In terms of (quality-unadjusted) prices, after original entry until it faced competition from Zantac, Tagamet gradually decreased its real price from about $1 to $0.80 per day. As shown in Figure 2 , not only did Zantac enter with a considerable price premium over Tagamet, but thereafter prices of both Zantac and Tagamet rose with time, although Tagamet's price increased more rapidly. By the end of the sample, the Zantac price premium had narrowed from about 56 percent to about 25 percent. Prices of the third and fourth entrants, Pepcid and Axid, generally fell in between those of Zantac and Tagamet.
Estimation.
The data employed in the empirical analysis of the hedonic and brand diffusion models constitute an unbalanced panel, while those for the entire H2 therapeutic class are a monthly time series. We estimate the parameters of the hedonic price in eqn.
(1) by ordinary least squares, and compute White heteroscedasticity-robust standard errors. The diffusion models characterizing the entire H 2 therapeutic class, eqns. (7) and (8), are nonlinear in the parameters, so we estimate them using nonlinear least squares. Since the share weights of the individual drugs are constant arithmetic means within each epoch, we treat the industry average price variable as exogenous.
The brand-specific diffusion model of eqn. (13) is also nonlinear in the parameters and variables. We treat the brand-specific price and marketing variables as endogenous, and estimate the over-identified equation by limited information maximum likelihood (LIML).12 The excluded exogenous variables are the log of average quality-adjusted hospital price; the number of firms in the market; the producer price indexes for intermediate goods, cardiovascular, antidepressant, and antihypertension therapies; the stock of journal pages, journal expenditures, minutes, and detailing visits by the four H2 manufacturers on all other products; age of product; ratio of average hospital price to hospital price of drug j (quality-adjusted);
and industry wage rate. Details on these variables are in Berndt, Bui, Reiley, and Urban (1997). For purposes of comparison, we also estimate parameters in eqn. (13) by nonlinear least squares.
5 Hedonic Price Models. Table 1 shows the results of estimating linear and semi-log hedonic price equations for our unbalanced panel of four drugs. All of the regressions include annual and quarterly time dummies (not shown). These dummies are highly significant, and show that real, qualityadjusted prices fell from 1977 through 1981, and then rose gradually through 1993.
We work with four basic attribute variables, whose construction and interpretation is discussed in Section 3: GERD, SUMATT, INTER, and DOSAGE. As can be seen from the table, GERD, INTER, and DOSAGE are all highly significant and have the expected signs;
SUMATT is usually insignificant, and has the wrong sign. 13
Each equation also has one or two variables that are intended to identify and measure the effects of past sales. The variables we consider include the quantity of sales for the particular drug in the previous month, the quantity of sales for the entire therapeutic category in the previous month, and the corresponding depreciated stocks of sales over the preceding two years. This last variable, XSit at the brand-specific level and XSt at the therapeuticcategory level, is calculated using a monthly depreciation rate of 5 percent. As can be seen 12For a discussion of LIML and its advantages over other estimators, see Staiger and Stock (1997) .
1 3 This is not surprising in view of the fact that much prescribing is "off-label," permitted but not approved by the FDA.
from Table 1 , the brand-specific variable Xi or XSi is always positive and highly significant in both the linear and logarithmic versions. Sales or the depreciated stock of sales at the therapeutic-category level, X and XS, however, are mostly insignificant. We infer from this that the use of a drug by others affects its valuation, and that this effect operates at the brand-specific level.
To obtain some idea of the magnitude of this network effect, consider column 1 in part A of Table 1 , where the coefficient on lagged quantity is about .0039. In the months prior Note that at the time of Zantac's entry in 1983, its quality-adjusted price was close to that of Tagamet. This can help us understand the pricing of Zantac. Ignoring quality differentials, Zantac was priced higher than Tagamet by about 62 cents (in 1982 dollars). One might argue that Zantac entered the market at a higher price to signal higher quality. The drug indeed had quality advantages over Tagamet, in particular fewer interactions and less frequent dosing. However, it also had a disadvantage insofar as Tagamet's installed base gave that drug a perceived value differential. We find that the net quality adjustment to Zantac's price at its entry was about 45 to 70 cents, which accounts for most of the observed actual price difference. Note from Figure 3 
Diffusion Models.
We now turn to the models of product quality diffusion. We begin with models for diffusion at the industry (therapeutic class) level, and then turn to brand-specific models. In both cases, we use the hedonic price quasi-residuals constructed from eqn. (3), based on parameter estimates from column 1 in Table 1A (linear) or lB (logarithmic). We also estimated the diffusion models using the residuals from other models in Tables 1A and 1B, and the results were qualitatively unchanged.
Industry-Level Models.
Results from estimating industry-level diffusion equations are presented in Tables 2A and   2B . In Table 2A , prior usage is measured by log(Xe_l), whereas in Table 2B it is measured by XSt_ 1 . (We also estimated these models using log XSt_ 1 and Xt-1 as measures of prior usage and obtained similar results.) In both tables, the estimates in columns 1 and 2 are based on (7) and (9), in which the saturation Xt enters in level form, whereas the estimates in columns 3 through 6 are based on eqns. (8) and (10), where Xt enters in logarithmic form. We report results for two dependent variables, AXt and A logXt. In all cases, the parameter al measures sales growth (towards the saturation level) that is independent of drug usage by others, and a2 represents sales growth that is due to previous sales.
With the exception of Model (6), both al and a2 are statistically significant, and a 2 is positive, implying that past sales indeed affect the continued growth of sales. Of course we cannot determine from this whether the network effect is operating at the industry and/or brand-specific levels since we are fitting aggregate industry sales. Also, note that this network effect relates to the rate of diffusion, and is distinct from the brand-specific effect on valuation that we observed in our hedonic price equations.
The parameter estimates also provide evidence on the long-run price elasticity of demand for the therapeutic category. This elasticity is found by setting AXe = 0, i.e., from the parameters of the equation for the saturation level, X't. For Models (1) and (2), we compute the elasticity at the point of means, and in Models (3) -(6), the elasticity is given by the coefficient b 2 . We find that at the industry level demand is inelastic, with the quality-adjusted price elasticity in the range of -0.10 to -0.55.
Estimates on the GERD indicator variable are in most cases positive but not significant. Since GERD was also an explanatory variable in the hedonic equation (where it was significantly positive), its effects may be captured primarily by Pt. In Models 3 and 4, the population elasticity is implausibly high (elasticities ranging from about 8 to 12), and not surprisingly this elasticity falls dramatically in Models 5 and 6 when log(TIME) is added as a regressor.
To assess the ability of these models to replicate the evolution of industry sales, we ran dynamic simulations, in which quality-adjusted price, population, and approval for GERD are all exogenous, and the sales level, Xt, is solved recursively from month to month. Figure 4 plots the results of this dynamic simulation for Model (1) in Table 2B . It shows the actual level of sales in millions of patients (the fluctuating line), the simulated saturation level (the relatively smooth curve), and the simulated level of sales. Note that the model predicts saturation to occur in about three years, whereas actual sales took about four years to saturate (assuming our estimates of the saturation level are correct). Simulations of the other models typically resulted in similar rapid rates of saturation. To assess the importance of a2, we set it to one-half its estimated value, and then performed another dynamic simulation.
Note from Figure 4 that the resulting simulated rate of saturation is slower.
As can be seen from Figure 4 , the estimated saturation level Xt grows four-fold from 1977 to 1993, i.e., more than 9 percent per year, much faster than the underlying population growth rate. What might account for this? One possibility is that the perceived long-term safety of using an H 2 drug depends not only on how many people have taken the drug, but also on how long the drug has been in use, particularly for patients with chronic conditions requiring maintenance therapy. Hence longer usage increases the perceived safety for a large potential population, and thereby increases the saturation level.
Brand-Level Models.
Tables 3A and 3B show the results of estimating our brand-level diffusion models, by nonlinear least squares and limited information maximum likelihood (LIML), respectively. These models are all multi-product variations of a generalized Gompertz equation. The models differ in terms of whether time is included as an explanatory variable for the saturation level, and whether the parameter for the brand-level network effect is constrained to be the same across all brands. Hence all these models are variations of equation (13).
Note that in these models the rate of diffusion depends on potential sales growth up to the saturation level (log X -logXt-1), on previous sales of all drugs in the therapeutic category (dologXt_l), and on previous sales of the particular brand (jlogXj, tl). Also, the rate of saturation can depend on relative prices and on relative marketing levels. The magnitudes of these latter effects are measured by the parameters tY 1 and y72, respectively.
In all these models, prices affect sales in two ways. First, as in the industry-level diffusion models discussed earlier, individual brand prices affect the average quality-adjusted price for the therapeutic category, Pt, which in turn affects the saturation level. Second, relative prices can affect the rate of diffusion, as can relative marketing efforts. We would expect that if the price of a particular brand is higher than the average price, this would reduce the rate of trials for that brand. We would also expect that the higher the rate of marketing (in this case measured through minutes of detailing), the greater would be the rate of trials for the brand.
The NLS and LIML estimates are very similar. We again find network effects associated with the rate of diffusion to be significant. Now we can separately identify significant network effects at both the therapeutic category and brand levels -the parameters do and Oj are all positive and significant. Unlike the purely brand-specific network valuation effects observed in the hedonic price equations, the rate of diffusion for a brand is affected by prior sales of both the brand and the entire therapeutic category. A comparison of Model 1 with Model 3, and Model 2 with Model 4, shows that the brand-level network effect is the same for Tagamet as for Zantac, Pepcid, and Axid; each of these qj estimates is about 0.4. Estimates of the impact of the H 2 therapeutic class network effect on brand diffusion range from about 0.3 (when TIME is included) to 0.5 -0.9 (TIME excluded).
We find relative marketing to be significant (y2 is always positive and significant), but not relative price (1 is positive as it should be, but always statistically insignificant). We can also determine industry average price elasticities of demand from these brand-level models; that elasticity is given by the coefficient b 2 . Observe that it is about -0.35, which is in the range of estimates that we obtained for the industry-level models. Table 3B are broadly comparable to those of Table 3A, with the exception of /y2, which, while still positive, is no longer significant. The fit of the equations for the three other endogenous variables (the advertising and price ratios and the log of average quality-adjusted price) was high (R 2 ranging from 0.70 to 0.97). Finally, Hausman specification tests could not reject the null hypothesis of exogenous regressors.
LIML estimates displayed in

Conclusions.
Our purpose in this paper has been to identify the distinct ways in which network effects influence the demands for prescription pharmaceuticals, and to obtain empirical estimates of their importance. We have focused on the case of H2 antagonists employed for antiulcer/heartburn treatments, but our approach could be applied to other well-defined therapeutic categories of prescription drugs. It could also be applied to other products for which information about efficacy and safety is conveyed by the usage of others.
Our research is ongoing, and results to date are therefore best viewed as preliminary. We find that distinct network effects appear to operate at both the brand-specific and the entire H 2 -class level, although the latter is only relevant for the rate of diffusion. When we take our estimated models and simulate them by solving them dynamically beginning at different starting dates, we obtain results implying that demand reaches saturation levels within three years, a finding we view with caution.
The contrast between the results of Tables 1 and 3 has important strategic implications.
Our hedonic price equations suggest that pioneering firms benefit (in terms of consumer valuation) by being first to market and establishing a large installed base before another firm enters. On the other hand, our results from estimating the brand-level diffusion models suggest that rates of diffusion can be accelerated by both the brand-specific and therapeutic category installed bases, and that later entrants can reduce their disadvantage by using prices and advertising to accelerate diffusion. A firm may even choose to delay entry if that provides an opportunity to introduce a product embodying better quality attributes. where j = T (Tagamet), Z (Zantac), P (Pepcid), and A (Axid), and DUMjt is a dummy variable that equals 1 for observations on brand j. In models (1) and (2), OT = kZ = P = A -1; in models (3) and (4), z = kp = A -2 $ T.
Numbers in parentheses are t-statistics from heteroscedasticity-consistent standard errors. and AXjt = (logX* -logXt-1)(1 + dologXt-1) · DUMjt (aj + Y(Pt/Pit) + 2 (MINSTKjt/MINSTKt)) (1 + oj log Xj,ti) where j = T (Tagamet), Z (Zantac), P (Pepcid), and A (Axid), and DUMjt is a dummy variable that equals 1 for observations on brand j. In models (1) and (2), ST = Z = P = A = 1; in models (3) and (4) 
