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Several biological data types are getting easier to access. Genomic, Transcriptomic,                     
Proteomic and Metabolomic data are some of the cases among others. Phenotype data                         
also is included, since we can link any biological layer of information mentioned                         
before with a phenotype, like the diagnosis of a disease. Feature selection methods                         
help to determine the main genes and mutations responsible of characterize different                       
Breast Cancer subtype tumors and to perform a better discriminant analysis. Tumor                       
subtype classification has been performed using somatic point mutations [3] and                     
support vector machines classifiers with standard and well-known kernels such us                     
Gaussian. The methods commonly used to select features (genes) are Filter and                       
Wrappers [8]. Our proposal is focused in learning kernels from human genomic data                         
from Breast Cancer patients [4], in order to classify them among different tumor                         
subtypes. Building custom Kernels provides an alternative to improve results. By                     
combining different Kernel functions learned from the training samples we aim to                       
improve the Kernel Target Alignment (KTA) score [1] and thus use the optimized                         
kernel to perform discriminant analysis through support vector classification. Kernel                   
Target Alignment measures the degree of agreement between a reproducing kernel                     
function and a learning task. The higher the KTA, the better the performance of the                             
support vector classification among different classes [2], thus a better discriminant                     
analysis between tumor subtypes for the benefit of a better therapy. Kernel Target                         
Alignment of the kernel 'K' and target label 'y' with respect to the sample 'S' of size 'm'                                   
is expressed as: 
 
 
 
(​1​) 
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 The original dataset contains samples of genetic profiles from Breast Cancer patients.                       
Each sample lists all the single base somatic mutations the tumor has. A somatic                           
mutation means a nucleotide variation on the DNA sequence of the tissue where the                           
tumor is located in comparison with the germline sequence of the patient. These                         
mutations are presented in a Variant Calling Format file (. VCF), a list of somatic                             
variants per patient. The dataset consists in 800 breast cancer patients. Patients are                         
categorized between tumor subtypes Triple Negative, ER+ and HER2- [3]. Each                     
patient is linked to a set of mutated genes. Each gene contains the quantity of somatic                               
mutations within it. By this way we count each gene as a feature, and the quantity of                                 
mutations within each one as the feature value. Other alternatives are to consider each                           
single somatic mutation as a boolean feature but the sparsity increases considerably.                       
An important characteristic of the data is the high dimensionality and sparsity among                         
features. Originally, our dataset presents 13750 mutated genes including mutated                   
pseudogenes, so our problem presents the curse of dimensionality, since the sample to                         
feature ratio is 0.058. Considering each single point mutation as a feature can                         
decrease considerably the sample to feature ratio and thus intensify the curse of                         
dimensionality. For discriminant analysis and clinical purposes it is required to                     
perform feature selection.   
 
Our work aims to perform the feature selection step on Multiple Kernel Learning [7]                           
by optimizing the Kernel Target Alignment score [2]. It begins by building                       
feature-wise gaussian kernel functions. Then by a constrained linear combination [6]                     
of the feature-wise kernels, we aim to increase the Kernel Target Alignment to obtain                           
a new optimized custom kernel. The linear combination results in a sparse solution                         
where only few kernels survive to improve KTA and consequently a reduced feature                         
subset is obtained. Reducing considerably the original gene set allow to study deeper                         
the selected genes for clinical purposes. The higher the KTA obtained, the better the                           
feature selection, since we want to build custom kernels to use them for classification                           
purposes later [5]. The final kernel after optimizing the KTA is built by a linear                             
combination of ‘Ki’ kernels, each one associated to a μi coefficient. The μ vector is                             
computed during the optimization process. 
 
 
Figure 1. Linear combination of kernels to improve KTA.  
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(​2​) 
 
The objective with the resulting custom kernel and reduced feature subset is to                         
discriminate through support vector classification the different tumor subtypes.                 
Preliminary results in our work reduce the mutated gene set from 13750 to less than                             
1000 with an improvement of the KTA. We aim to benchmark our proposal with                           
standard kernels like gaussian and with feature selection methods such as Lasso L1                         
regularization and Recursive Feature Elimination. The proposed method performs two                   
steps in one since it results in a reduced subset of genes determined by the μ vector                                 
from one side and in a custom kernel optimized to discriminate the tumor subtypes on                             
the other side. 
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