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SUMMARY 
The work in this thesis illustrates how directed attention can modulate 
multistable, ambiguous auditory percepts, and how these percepts are 
reflected in the stimulus-driven cortical EEG responses of human listeners. 
Natural auditory environments require listeners to parse out an acoustic 
signal of interest amidst auditory sources constantly overlapping or 
competing for salience. Listeners need to simultaneously use both 
sequential and synchronous sound segregation to focus on a target as 
most sounds both overlap and unfold over time. Additionally, 
understanding how ambiguous stimuli are perceived as well as 
represented in brain activity can be useful in dissociating the neural 
responses to physical stimuli from the correlates of perception.  
 
The first set of experiments explored the effect of attention on sequential 
sound segregation using a perceptually ambiguous stimulus described by 
van Noorden (1975). Following on from these findings, a novel stimulus 
based on a variant of Deutsch’s ‘octave illusion’ (Deutsch, 1974), which 
involved ambiguous stimuli that engaged both synchronous and sequential 
sound segregation, was investigated. The experiments using this new 
stimulus paradigm demonstrated that the octave illusion was subserved by 
the same mechanisms that govern auditory streaming. Furthermore, 
directed attention could alter the percept of this stimulus and these 
changes could be observed in the corresponding cortical brain activity. 
Subsequent experiments were carried out to further understand the 
mechanisms underlying the octave illusion. Results from psychophysics, 
cortical EEG and modeling consistently suggested that the perceived 
illusory percept results from a misattribution of time across perceptual 
streams of synchronous sounds.   
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Overall, the results highlight the key role of attention in complex auditory 
stream segregation involving both alternating as well as synchronous 
sound segregation. This body of work also introduces a stimulus, typically 
associated with an auditory illusion that has not previously been studied 
with performance-based behavioral measures as a versatile and 
experimentally valuable stimulus to study stream segregation. 
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Chapter 1  
INTRODUCTION 
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1.1 Auditory Scene Analysis and Stream Segregation 
 
Natural auditory environments are inherently noisy with various auditory 
sources constantly overlapping or competing for salience. This has led to 
the study of the problem of parsing out the acoustic signal of interest 
amidst the cacophony of sounds, commonly referred to as the ‘cocktail 
party problem’ (Cherry, 1953). The problem, although seemingly limited to 
humans from the terminology, exists for most species, as most non-human 
animals frequently need to segregate sounds of interest for survival and 
locating mates and offspring (Fishman & Steinschneider, 2010).  
Conceptually, the cocktail party problem presents two closely related, yet 
distinct challenges; the first being the problem of physical sound 
segregation in an acoustic scene and the second, the matter of directing 
one’s attention to the sound of interest whilst suppressing other 
concomitant auditory signals (Bregman, 1990). The first aspect of physical 
segregation of the sound sources based on their physical characteristic 
varies according to the spectral and temporal properties of the target 
sound as well as the competing sound sources (Bregman, 1990). The 
second aspect of selective attention was highlighted by Cherry (1953) and 
in the context of speech perception, relates to how listeners attend to one 
speech signal over another and listeners’ ability to switch attention 
between speakers.  
This problem of sound segregation has received significant attention since 
the 1970s when it was studied in detail by Bregman & Campbell (1971) 
who put forth the concept of ‘auditory scene analysis’. It was suggested 
that in everyday life, listeners are constantly surrounded by multiple sound 
sources (each being a distinct acoustic event), which is often referred to 
as an auditory scene. Listeners frequently need to analyse these 
interfering complex sound patterns into separate ‘auditory streams’ in 
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order to hear out the target sound source. This process of parsing the 
various sounds has been commonly referred to as ‘auditory scene 
analysis’ (Bregman, 1990; Bregman & Campbell, 1971).  The basic 
premise of this theory of ‘auditory scene analysis’ is that there isn’t an 
exclusive method, which can disentangle these various sounds from a 
composite whole (Bregman, 1990; Denham & Winkler, 2006). Therefore, it 
has been suggested that the auditory system engages several sound 
analysis ‘heuristics’ that are based on specific properties characteristic of 
naturally occurring sounds (Darwin & Carlyon, 1995; Moore & Gockel, 
2002). For example, most of the principles of stream segregation were 
originally based on Gestalt principles (Koffka, 1935). An example of the 
role of Gestalt principles in streaming can be illustrated by how the notes 
of a scale played in succession by a particular instrument are grouped 
together based on the instrument’s timbre as well as the principle of ‘good 
continuation’ of the pitch sequence (Bregman, 1990).  
Bregman (1990) suggests that if these auditory events need to be 
perceived as distinct and different, there needs to be ‘a level of mental 
description’ where each individual event is attributed an individual mental 
representation. An auditory stream could be described as a percept of 
successive and/or simultaneous sound elements that are either perceived 
as a coherent whole and appearing to emanate from a single source or 
perceived as more than one sound sources, in which case the sounds 
deemed to be coming from different sources are allocated separate 
auditory streams (Moore & Gockel, 2012).  These streams, typically, can 
be selectively attended to and followed individually or together over time 
(Shamma & Micheyl, 2010). 
The phenomenon of streaming has been described in terms of two broad 
groups of auditory events: simultaneously and sequentially occurring 
auditory components in an auditory scene (Bregman, 1990). Bregman 
(1990) also proposed a two-stage model, which is divided into primitive- 
and schema-based processes. Primitive processes are based on innate 
capabilities of the individual, which apply for most sounds (van Noorden, 
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1975). Schema-based processes that involve the learning of certain 
predetermined rules for auditory processing, are dependent on previous 
experiences of the listener and may not be applicable for all auditory 
situations (Bey & McAdams, 2002). The difference between the two 
processes (primitive and schema-based) can be understood by the 
following simple example; neonates and infants can easily segregate 
rapidly occurring low and high frequency sequential tones (McAdams & 
Bertoncini, 1997; Winkler et al., 2003) making this a primitive innate 
process (i.e. not learnt). However, the ability of an orchestra conductor to 
segregate and follow a particular instrument in a large ensemble of 
instruments is a difficult task which can only be carried out as a result of 
learning schema-based processes (Denham & Winkler, 2006). Bregman’s 
two-stage model suggests that in the first stage, the incoming acoustic 
signal is parsed into streams automatically through the primitive 
processes. However, in the second stage, competition between the 
various sound streams is resolved based on a number of factors including 
attention and previously learnt rules (for example, grouping by timbre as 
described in the case of the orchestra conductor (Denham & Winkler, 
2006). 
We begin by describing the acoustic factors that play a role in auditory 
stream segregation.  
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1.2 Properties of auditory stream segregation  
1.2.1 Spectral and temporal properties of stream segregation 
One of the earliest experiments carried out for studying sequential stream 
segregation was by Miller & Heise (1950). They carried out a systematic 
experiment on an effect that they had incidentally observed in a previous 
experiment (Miller, 1947). They had noted that a rapidly alternating pattern 
of high and low frequency tones tended to perceptually ‘break up into two 
melodies’. They measured listeners’ percept of this rapidly alternating 
sequence as a function of frequency separation between the low and high 
frequency tones. They found that for a small frequency separation, the 
alternations were perceived as a continuous high-low-high-low (in 
frequency) tonal percept. However, when the frequency separation was 
larger, the alternating tone pattern was perceived as two unrelated tone 
streams where the high tones and low tones segregate into two parallel 
auditory streams. They called the transition point between these two 
perceptual organisations as the ‘trill threshold’ for the listener.  
Van Noorden (1975) studied the initial findings of the ‘trill threshold’ with 
sequences of tone triplets of an ABA_ arrangement (A and B refer to pure 
tones of low and high frequencies). This type of tone sequence could be 
perceived either as an integrated percept where the sequence sounds like 
a galloping pattern of tones emanating from a single sound source or as a 
segregated percept where the galloping percept was lost and the 
sequence was perceived as two separate monotonous streams (for 
example, a monotonous stream can be depicted as AAAA or BBB in this 
context); each stream composed of a single repeating tone of sound at 
different rates (Figure 1.1 shows a schematic representation of these 
ABA_ tone triplets, depicted by ‘L’ and ‘H’ for Low and High frequencies, 
which can either be perceived as a one-stream integrated percept or a 
two-stream segregated percept).   
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He further analysed this perceptual behaviour of human listeners in 
response to these repeating pure tone triplets (ABA_) and characterized 
perceptual boundaries that governed integration, segregation and 
bistability of the perceptual response (van Noorden, 1975). Figure 1.2 
indicates these boundaries. The temporal coherence boundary (TCB) was 
defined as the limit beyond which listeners could never hear one 
integrated galloping auditory stream whilst the fission boundary (FB) was 
defined as the limit beyond which listeners could never hear two 
segregated sound streams (Figure 1.2 shows a schematic representation 
of the fission and temporal coherence boundaries). The area between the 
two curves represented the ‘bistable percept region’, which was the 
spectral-temporal region within which the percept elicited by the ABA_ 
tone triplets was bistable and could switch between that of an integrated or 
segregated percept. Van Noorden (1975) also highlighted the key roles of 
frequency separation and rate of tone presentation in determining the 
perceptual state of the listeners (either integrated or segregated). A 
segregated, two-stream percept was more likely to be perceived under 
conditions of larger frequency separations and faster rates of presentation. 
This means that the temporal coherence boundary was affected by both 
these factors. The effect of presentation rate, however, was negligible 
when trying to segregate the streams, i.e., on the fission boundary. This 
indicated that if the frequency difference between the tones in a given 
sequence were small, the sequence would continue to sound as an 
integrated percept despite changes in presentation rate (Figure 1.2).  
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Figure 1.1: Solid lines represent pure tones of either a low (L) or a high 
(H) frequency. The tones are arranged in an LHL-LHL-LHL- sequence 
(originally developed by van Noorden, 1975). Dashed grey lines represent 
perceptual grouping. In the top panel, the L & H tones are grouped 
together (integrated), whereas in the bottom panel, two separate streams 
are perceived (non-integrated), each corresponding to either the L or the H 
pitched tones. Adapted from van Noorden (1975). 
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Figure 1.2: The interaction between frequency separation and 
presentation rate on the perception of a repeating LHL- sequence. 
Frequency separation is measured in semitones, and presentation rate is 
measured in terms of tone repetition time (TRT = the onset-to-onset 
interval between successive tones). A short TRT corresponds to a fast rate 
and whereas a long TRT corresponds to a slower rate. Adapted from van 
Noorden (1975). 
 
In the frequency domain, it had initially been suggested that stream 
segregation primarily depends upon cochlear filtering where different 
sounds excite different regions of the basilar membrane in the cochlea of 
the inner ear (Hartmann & Johnson, 1991). The extent of streaming 
depends on the degree of overlap of the excitation patterns in the cochlea; 
a larger amount of overlap would lead to fusion or a single stream percept 
whereas a smaller amount of overlap would lead to fission or perceiving 
the sound sources as separate streams (Beauvois & Meddis, 1996; 
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McCabe & Denham, 1997). Hartmann & Johnson (1991) had previously 
proposed that stream segregation of two sounds was determined by 
parallel band-pass filtering, i.e., ‘channelling’ of incoming sounds by the 
auditory periphery (summarized as peripheral resolvability), especially 
based on their resolved fundamental frequency (f0).  
However, there is evidence that streaming can occur in the absence of 
spectral cues, especially in cases of segregation of complex tones. The 
spectrum of a complex tone contains a number of harmonics. Because the 
width of the auditory filters in the basilar membrane is, roughly, a constant 
proportion of their characteristic frequencies, the filters become broader as 
frequency increases. At high frequencies, components need to be further 
apart in frequency to be physically separated across the membrane. It is 
known that only about the first 10 harmonics in a complex tone are 
separated out or resolved by the cochlea, and excite distinct places on the 
basilar membrane (Plomp & Mimpen, 1968). A place on the membrane 
tuned to a low harmonic shows a pattern of vibration corresponding to the 
waveform of the pure-tone harmonic. In contrast, the higher harmonics are 
unresolved, and several harmonics interact at each place on the 
membrane. As the filters are broader towards the base of the cochlea, i.e. 
the higher frequency regions, higher harmonics of sounds (approximately 
11th harmonic upwards) typically tend to be unresolved.  
Psychophysical experiments carried out by Vliegen & Oxenham (1999) as 
well as by Grimault and colleagues (2000) showed that perceptual stream 
segregation for complex tones could occur even if the stimulus consists 
only of high frequency, unresolved harmonics. In both sets of studies, 
harmonic complex tones that were band-pass filtered to only include the 
higher harmonics were used. The studies found that listeners perceived 
stream segregation even in the high frequency band, which only consists 
of unresolved harmonics. These results indicated that sound sequences 
differing by f0 could be segregated even when the f0 was physically 
removed from the stimulus and the individual harmonic components of the 
complex tones were unresolved at the level of the basilar membrane. This 
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set of studies along with other studies carried out in a similar vein (Cusack 
& Roberts, 2000; Roberts et al., 2002) highlighted that ‘although 
resolvability of the harmonics is not absolutely necessary for streaming, it 
significantly contributes to the extent of segregation’ (Grimault et al., 
2000). Furthermore, these studies indicated that having distinct, spectrally 
separated stimuli was not a prerequisite for stream segregation and that 
stream segregation could be solely based on periodicity information 
available from resolved or unresolved components in the acoustic stimulus 
(Vliegen & Oxenham, 1999).  
In their reviews of the literature regarding properties of stream 
segregation, Moore & Gockel (2002, 2012) concluded that auditory stream 
segregation is primarily based on any perceptual differences between 
sounds, which are not limited to cues obtained from peripheral frequency 
channels within the cochlea. They suggest that although spectral 
differences within sounds are a predominant cue for segregation, other 
physical aspects like differences in temporal envelope, temporal 
coherence and binaural inputs play a significant role in how the auditory 
scene is analysed.  
 
1.2.2 Build-up of stream segregation 
A distinct characteristic of stream segregation is that when listeners are 
exposed to a repeating sequence of low and high frequency pure tones 
that do not change in their acoustic parameters, the tendency to hear a 
segregated percept increases over time. This has been termed as ‘build-
up’ of stream segregation. The first dedicated study of build-up of 
segregation over time was conducted by (Bregman, 1978). In this study, 
the length of a “tone package” (tone packages comprised either of 12, 24 
or 48 repetitions of an alternating High-Low stimulus, where High and Low 
indicate pure tones with high and low frequencies) was varied and the 
perceived segregation was measured via subjective response. Each 
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individual tone package was separated by four seconds of silence. In each 
trial, only one category of the tone package was repeated indefinitely. 
Listeners were instructed to increase the rate of the sequence, from an 
initial tone-repetition-time (TRT) of 600 ms, until the sequence was 
perceived as segregated. The rate at which segregation was heard was 
the measure of segregation - an increase in stimulus rate was known to 
promote stream segregation. Hence, the hypothesis was that if 
segregation was heard at a slower rate, it indicated the presence of 
another factor that promoted stream segregation. Bregman (1978) found 
that a segregated percept was heard at slower rates for longer tone 
package lengths. This means that even for slower rates where the 
temporal rhythm was within the acoustic parameters of an integrated 
percept, prolonged exposure to the sequence changed the listeners’ initial 
integrated percept into that of a segregated percept. This finding provided 
evidence that as the number of tones in a package was increased, the 
tendency to perceive a segregated percept increased.  
Anstis & Saida (1985) conducted a follow-up study to the Bregman (1978) 
study by directly measuring the listeners’ integrated or segregated 
percept. In their paradigm, they presented long (30s and 60s), unchanging 
sequences of the ‘High-Low’ tone stimulus. In the first experiment, 
listeners continuously reported their perception of the tone sequences by 
holding down one of two keys (for integrated or segregated percepts) 
indicating either an integrated or segregated percept. Results suggested 
that for all tone sequences tested, the initial percept was that of 
integration. However, the tendency to report a segregated percept 
increased over the time course of the tone sequence.  
This finding held true for all the tone sequences measured. However, the 
acoustic properties of the tone sequences affected the rate of build-up (of 
the segregated percept) as well as the extent of build-up. In follow-up 
experiments, the presentation rate or tone-repetition-time, TRT of the tonal 
sequence was varied. The results indicated that for the sequences that 
were more likely to be perceived as segregated (i.e., those with a rapid 
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TRT), initial build-up time was more rapid and the overall probability of 
reporting a segregated percept was higher (see Figure 1.3). Build-up of 
stream segregation was typically characterised by an initially rapid 
increase in segregation (i.e., within the first 5 - 10 s of a sequence), and a 
much more gradual increase (if any) over the remaining portion of the tone 
sequence. Depending on the rate of increase of streaming in the first few 
seconds of the sequence, build-up of segregation could be observed for a 
relatively short tone sequence, such as a sequence less than 5 seconds. 
A key thing to note is that Anstis & Saida (1985) analysed their subjective 
response data by averaging the responses across all trials. This is 
important to note as more recent studies that suggest a stochastic nature 
of build-up analyse the behavioural responses differently (as described 
further on in this section). 
Recent studies have used a similar direct report of perception (by asking 
listeners to indicate integrated or segregated percepts), but have analysed 
the duration of the individual intervals of each integrated or segregated 
percept (Denham & Winkler, 2006; Pressnitzer & Hupé, 2006) separately. 
These studies calculated the average duration of each successive percept 
and reported that when listeners made subjective perceptual judgments on 
long tone sequences, a perceptual stage where the percept was 
exclusively that of segregation was never reached. Pressnitzer & Hupé 
(2006) presented a High-Low-High- tone sequence (High and Low being 
pure tones with a five semitone frequency separation) to listeners and 
found that in the average durations, there was no long-term trend for either 
of the two percepts (integrated or segregated). They showed that each 
percept, either integrated or segregated, lasted for approximately 9 
seconds. The only exception to this percept duration was that the initial 
integrated percept was found to last longer than all subsequent percepts 
(approximately 17 s). They interpreted these findings as understanding the 
percept of an alternating tone sequence as being bistable.  
However, a strong criticism of the study by Pressnitzer & Hupé (2006) was 
that only one particular type of tone sequence was investigated. This issue 
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was addressed by (Denham & Winkler, 2006) who presented a four-
minute long alternating tone sequence with various frequency separations. 
They found that the average duration of the first percept declined with an 
increase in frequency separation of the tones. These findings were 
consistent with the observations of Anstis & Saida (1985).  
As seen from the various studies described above, the perceptual build-up 
of segregation has been an aspect of segregation that has not been 
understood fully. Furthermore, the physiological mechanisms responsible 
for the build-up of stream segregation are not well understood. Anstis & 
Saida (1985) attributed the build-up effect of streaming to frequency-shift 
detector units in the brain, which integrate successive tones into a single 
stream. With repetition of the stimulus, these detectors are suggested to 
habituate and the breakdown of their integrative function results in the 
formation of two separate streams. Other studies have attributed the 
mechanisms of build-up to the functioning of peripheral mechanisms 
(Beauvois & Meddis, 1996; McCabe & Denham, 1997). However, as noted 
earlier, peripheral channelling may not be a pre-requisite for stream 
segregation (Vliegen et al., 1999; Cusack & Roberts, 2000).  
An explanation for the occurrence of build-up was put forth by Bregman 
(1990). He suggested that at the onset of a sound event, the default 
assumption is that all acoustic elements in the event arise from the same 
source. However, as the two subsets of sounds are found to have 
distinctly different properties, there is increasing evidence of the likelihood 
of two different sound sources based on the acoustic differences. The 
accumulation of this evidence towards the internal hypothesis of there 
being more than one sound source is a slow and relatively conservative 
process (in order to prevent excessive fluctuations due to insufficient 
evidence in the perceptual organization of a sound sequence). This 
functional explanation of what could be the reasoning behind the build-up 
of segregation can then explain the longer duration of the initial integrated 
percept (Denham & Winkler, 2006; Pressnitzer & Hupé, 2006).  
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Figure 1.3: Perception of listeners for various tone repetition times (TRT) 
for a sequence of 30 seconds showing different rates of build-up of 
segregation Adapted from Anstis and Saida (1985). 
 
 
1.2.3 Bistability and other multistable percepts 
More generally, any stimuli with clear evidence of any salient difference 
between sounds that are sequentially presented could potentially lead to 
stream segregation (Moore & Gockel, 2002). Simply put, this means that 
when two or more sounds are presented to a listener, any acoustical 
difference (either spectral or temporal) is enough to contribute to a 
potential percept of segregation. However, for a certain range of 
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intermediate frequency separations, in the ambiguous percept region (see 
Figure 1.2), the percept tends to switch or ‘flip’ between one and two 
streams (van Noorden, 1975; Moore & Gockel, 2012). This is often 
referred to as multistability or bistability.  
Multistable perception may occur when a static physical stimulus is 
capable of inducing more than one subjective percept. This percept tends 
to be stable over short periods of time, but characteristically changes from 
time to time (for example, in the case of an auditory tone sequence with 
two alternating tones, the percept can flip between that of an integrated or 
segregated percept) (Moore & Gockel, 2012; Schwartz et al., 2012). 
Understanding multi-stability can help us understand how objects or 
sources in the environment are grouped according to specific 
characteristics to form a coherent representation of our surroundings 
(Schwartz et al., 2012). 
Perceptual bi-stability has mainly been demonstrated in the visual domain 
for a large variety of perceptually ambiguous visual stimuli (for example, a 
Necker cube (Necker, 1832) or binocular rivalry (Helmholtz, 1925). 
Leopold & Logothetis (1999) have defined the fundamental characteristics 
of perceptual bi-stability (across senses) as, 1) exclusivity (this suggests 
that perceptual representations are mutually exclusive and that only one 
perceptual representation of the ambiguous stimulus may be perceived at 
any given time), 2) inevitability (there will always be switches in the 
perception of the ambiguous stimulus) and 3) randomness (the successive 
durations of each of the percepts may be uncorrelated or stochastic). 
Pressnitzer & Hupé (2006) have also suggested that these flips in auditory 
streaming paradigms do not occur in a fixed, regular manner. They 
suggest that when listeners perceive an ambiguous alternating High-Low 
frequency tone sequence, the percept follows the characteristics listed 
above suggested by Leopold & Logothetis (1999) for visual ambiguous 
stimuli. Pressnitzer & Hupé (2006) suggest that the percepts of either 
integrated or segregated are mutually exclusive (at any given point in time, 
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participants either hear the tone sequence either as integrated or 
segregated), the duration of the percepts had no long term trend and that 
volitional control by the listeners (for example, directed attention to either 
one of the percepts) had an influence on the percepts but did not totally 
remove alternations or flips between the two percepts.  
Another model proposed by Tong and colleagues (2006) using multistable 
stimuli in the visual domain suggested the idea of distributed competition. 
It has been suggested that when more than one plausible interpretation of 
a given stimuli is available, multistable perception or ‘stable instability’ 
(Zeki, 2004) is bound to occur. For example, in the case of an alternating 
tone sequence with tones that fall within the ambiguous parameter range, 
two plausible scenarios could exist: either the sounds emanate from one 
sound source or they emanate from two sound sources. However, in the 
case of a single pure tone repeating at a particular rate, the scenario of 
two sources producing the exact same tone is rather implausible. In this 
case there would be a very low chance of any ambiguity or instability.  
 
1.2.4 Stimuli used to study auditory scene analysis  
1.2.4.1 Tonal stimuli 
One of the simplest stimuli used to study auditory streaming was originally 
suggested by van Noorden (1975) in the form of repeated presentations of 
auditory stimuli such as a tone triplet in the form of A-B-A_ (where A and B 
refer to tones of different frequencies) (Figure 1.1 illustrates a schematic of 
the classic A-B-A_ tone triplet paradigm where A and B are pure tones of 
different frequencies, which can either be perceived as an integrated or 
segregated percept). The extent of the difference in frequency between 
the two tones and the duration of inter-triplet and intra-triplet intervals can 
influence the streaming percept (inter-triplet intervals refer to the silent 
period between the repeating triplets of tones whereas intra-triplet interval 
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refers to the silent periods between the component tones in each triplet). 
The triplets are repeated in sequences and can either be perceived as a 
galloping, 1-stream integrated percept or a 2-stream percept where the 
two different tones bind according to common factors (for e.g. frequency) 
and sound like two segregated independent streams. The factors that 
affect this stimulus have been discussed earlier in this chapter. The 
primary two factors that influence it are the frequency difference and rate 
of presentation (van Noorden, 1975). However, apart from spectral cues, 
non-spectral factors also influence stream segregation (Moore & Gockel, 
2012). These cues include rate of fluctuation of temporal envelope 
(Grimault et al., 2002), timbre (Iverson, 1995), phase spectrum (Roberts et 
al., 2002), fundamental frequency (F0) (Vliegen & Oxenham, 1999), 
lateralization cues such as interaural time differences (ITD) (Darwin & 
Hukin, 1999; Stainsby et al., 2011), onset and offset asynchrony (Darwin & 
Carlyon, 1995), harmonicity (Moore et al., 1986), and ear of entry (Darwin 
& Carlyon, 1995). 
Another experimental paradigm that has been used to study stream 
segregation using techniques like electroencephalography (EEG) and 
magnetoencephalography (MEG) in audition is the ‘oddball paradigm’ 
(Näätänen et al., 1978). The paradigm is based on a two-tone sequence in 
which the probability of occurrence of the tones is varied; the standard 
tone is repeated more frequently and a few deviant tones occur in the 
stimulus sequence sparsely in a random fashion. The ‘oddballs’ in such a 
paradigm are the deviant tones. This paradigm has been used in both 
human and animal electrophysiological studies and can be used in 
passive listening conditions. Each of the tones in the sequence elicits an 
evoked response; the key being that the oddball deviants elicit a larger 
response than the standard tones. Traditionally, the evoked responses 
using EEG or MEG to the standard and the deviant tones were averaged 
separately and the difference between the two response waveforms 
(standard and deviant) was termed as the mismatch negativity (MMN). 
This paradigm has also been used in auditory scene analysis experiments 
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where a differential response to the deviant tone (in the form of the MMN) 
can be used as a neural measure of the percept in scene analysis. For 
example, Sussman et al., (1999) presented alternating High and Low 
frequency tones to listeners in a passive listening condition. The paradigm 
was such that for the standard stimulus, if the alternating tone streams 
segregated into two distinct streams, repetitive tone patterns (repeating 
patterns of three rising tones or three falling tones) would emerge within 
each stream. The deviant trials did not include these repeating rising or 
falling tone patterns. Detection of these alternating pattern violations was 
expected to evoke an MMN as they deviated from the original alternating 
pattern. However, if the streams were not segregated into separate 
components, an MMN would not be elicited, as the unsegregated pattern 
would only be heard as a mix of different frequency tones. This shall be 
discussed in greater detail in section 1.2.6.   
More recently, there has been a push towards using more naturalistic 
stimuli in scene analysis, which are richer in spectro-temporal 
characteristics as well as allow for greater flexibility in modulating different 
aspects of the auditory scene (Overath et al., 2008, 2010). This is 
essential as the canonical ABA_ tone triplet stimulus is not one often 
encountered in a natural environment.   
1.2.4.2 Speech  
Speech and conspecific vocalizations are real-world natural 
communication signals used by human and non-human animals. They are 
characterized by their rich spectro-temporal content. It has been 
suggested that speech is the perfect stimulus to use in human studies on 
the cocktail party problem (Cherry, 1953; Billig et al., 2013), as it is the 
actual stimulus that is found in this problematic scenario. However, since it 
is such an inherent property in human listeners, it is more likely to be 
contaminated by top-down processes like semantic properties, familiarity 
with the content and attention among other higher-level cues (McDermott, 
2009). Speech signals are also not amenable to careful manipulation of 
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their spectro-temporal properties unlike tonal stimuli described in section 
1.2.4.1. Several psychophysical, imaging as well as electrophysiological 
experiments using speech in humans and con-specific vocalizations in 
animal models have been conducted. A few studies highlighting the use of 
speech stimuli in sound segregation are discussed in this section. One of 
the leading theories of speech perception suggests that the perception of 
speech depends on the entrainment of cortical activity to various temporal 
units in the speech signal, such as syllable and phoneme rates, which 
enables the listener to parse the speech signal into different units of 
speech at different frequencies (Giraud et al., 2007; Lakatos et al., 2008; 
Giraud & Poeppel, 2012). As a result, the neural activity related to speech 
encoding consists of multiple frequency bands at these individual 
frequencies. In a cocktail party scenario, selective entrainment to the 
temporal features of the attended speaker is important to track his or her 
speech over time. Several imaging studies have explored the question of 
attentional control in the context of a multi-talker environment using 
techniques with high temporal resolution such as EEG, MEG and 
intracranial EEG to track the precise temporal dynamics of speech (Lee et 
al., 2013; Bharadwaj et al., 2014).  
Luo & Poeppel (2007) studied the MEG responses of listeners presented 
with spoken sentences. The resulting MEG responses were analysed for 
their frequency content as well as phase tracking dynamics. They found 
that the phase pattern of theta band (4-8 Hz) responses in the auditory 
cortex reliably discriminated spoken sentences. As this frequency range 
also correlates with the syllable rate of average spoken speech, they 
suggested that a temporal window corresponding to the theta range 
(approximately 200ms) segments the input speech signal and may be 
involved in processing syllables (mean duration of approximately 200ms). 
These results were further supported by findings that suggested that 
selective attention enhanced the discrimination of attended speech in the 
auditory cortex in a frequency range from 4-8 Hz (Kerlin et al., 2010).  
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Ding & Simon (2012) presented listeners with speech stimulus from two 
competing speakers (same or different genders) in an MEG experiment 
and asked them to attend to one of the two speakers while the relative 
intensity between the attended and the background speakers was 
manipulated. Their results suggested that the MEG responses showed the 
neural representation for the speech of both speakers, wherein each 
response was selectively phase locked to the rate (or rhythm) of the 
speech stream. This representation was accurate enough to enable the 
reconstruction of the original speech temporal envelope from the MEG 
signal. Furthermore, the robustness of this reconstruction was insensitive 
to the relative intensity of the attended speaker, i.e. even if the target 
speaker was presented at a lower intensity, the representation of the 
target speech was unaffected suggesting that a robust object-based 
representation of the attended speaker was formed.  
A similar experiment by Mesgarani & Chang (2012) using multi-electrode 
surface recordings known as Electrocorticography (ECog) from the human 
auditory cortex showed that it was possible to reconstruct both the 
attended and the ignored speech signal from the time course of high-
gamma power in the recorded neural activity. They also reported that the 
attended speech signal could be more reliably reconstructed than the 
ignored one. In the same vein, Zion Golumbic and colleagues (2013) also 
showed that both low frequency phase and high gamma power 
concurrently track the envelope of attended speech and suggest that 
tracking in these two bands may represent separate neuronal mechanisms 
for speech perception. Furthermore, attention was shown to modulate the 
perceptual representation of the speech signals in the auditory cortex by 
enhancing the representation of the attended speech stream, although the 
ignored speech stream remained represented as well. However, in higher-
order cortical areas, the selective representation of the attended speaker 
was still robustly observed but no representation of the ignored speech 
was seen.  
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1.2.4.3 Complex non-speech stimuli  
More recently, complex, synthetic auditory signals have been used to 
examine the cocktail party problem (Nelken, 2004). These auditory signals 
were designed to either replicate complex everyday auditory scenes while 
allowing precise flexible control over the acoustic properties of the 
stimulus in spectro-temporal space, which was not possible in recorded 
samples of real-life signals (Overath et al., 2010) or were designed to 
replicate the statistics of stationary sounds in the environment (McDermott 
& Simoncelli, 2011).  
Overath et al. (2010) suggested that the analysis of objects comprised of 
two fundamental perceptual processes (Griffiths & Warren, 2004; Bizley & 
Cohen, 2013). The first mechanism involved the detection of boundaries 
between objects and was based on the identification of the variations in 
properties of different individual objects at the edges of these objects in 
the spectro-temporal domain (Kubovy & Van Valkenburg, 2001; Chait et 
al., 2008). The second mechanism involved having an unvarying 
representation and maintenance of the individual segregated objects 
(Griffiths & Warren, 2004). Studies have examined the cortical bases and 
representation of auditory edge detection (Chait et al., 2008); however, 
these studies do not assess the mechanisms relating to perceptual 
representation of the individual segregated auditory objects. Overath et al. 
(2010) developed a new stimulus based on spectro-temporal coherence 
that allowed flexibility in terms of creating objects and the acoustic 
boundaries or edges between them. The stimulus consisted of randomly 
distributed linear frequency-modulated ramps with different trajectories. 
The coherence between these ramps was manipulated to create different 
auditory objects and the transitions between ramps with different 
coherence represented boundaries between these objects.  
A similar stochastic stimulus was developed by McDermott & Simoncelli 
(2011) that was based on capturing the statistics of real-world stationary 
sound textures such as a stream of water, the sound of fire or sound 
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produced by a swarm of insects. In a recent experiment based on such 
textures, McDermott et al. (2013) developed a ‘cocktail party’ texture that 
was based on the superposition of multiple recordings of different 
speakers. Four different versions of the textures with varying density or 
number of speakers (1, 7, 29, or 115) were created. Listeners were 
presented with three excerpts of textures (of which two were identical) and 
were required to indicate which excerpt was different from the other two 
(as in an AXB paradigm). Two different durations of the textures were 
used: 50ms and 2500ms. Results revealed that the shorter stimuli were 
highly discriminable for all conditions but varied for the longer stimuli, 
producing an interaction between duration and the density of the textures. 
These results are in line with other experiments in the same study where 
discrimination of different exemplars of the same texture declined with the 
duration of the textures. This is contrary to discrimination performance for 
samples of different textures where performance increased with duration. 
Overall, the results suggest that summary statistics for mixtures such as 
speech may have a role in encoding time invariant properties of speech 
like voice quality or speaker identity and thus may aid segregation based 
on these features. 
 
All of these stimuli have been used to study various aspects of sound 
segregation. It has been noted how speech or speech like stimulus has 
been used to greater extents recently to study segregation and its various 
properties. However, the issues with using speech as stimulus still remain 
(as discussed earlier) and several other properties and nuances of 
streaming still need to be understood. One important approach for further 
exploring the nuances of stream segregation is using ambiguous percepts 
(Pressnitzer et al., 2011) as discussed in section 1.2.3. Usually, studies 
have used ABA_ tone triplets in the ambiguous range to address this 
(Gutschalk et al., 2005). However, another category of stimuli that could 
be investigated as ambiguous stimuli are auditory illusions. Section 1.2.5 
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as well as section 1.5 shall highlight the potential of using auditory illusions 
to study stream segregation. 
 
1.2.5 Illusions in stream segregation 
It has been suggested in the early 70s that studying illusions and 
confusions, both visual as well as auditory, is essential as these supposed 
‘failures of perception’ isolate and clarify the fundamental processes that 
conventionally lead to accuracy of perception and appropriate 
interpretation of ambiguous sounds (Warren & Warren, 1970).  In effect, 
illusions help to establish new parameters within which one can study 
properties of established perceptual processes. With respect to auditory 
stream segregation, two distinct illusions suggested by Diana Deutsch; the 
Octave Illusion and the Scale illusion (Deutsch, 1974; 1975) tap into 
different schema-based integration in streaming (Bregman, 1990 - see 
section 1.1).  
Both the octave and scale illusion have multiple tone sequences that are 
temporally coherent across ears. However, their illusory percepts do not 
follow the exact rules of streaming as studies using ABA_ paradigms and 
other conventional streaming paradigms. Details of the illusion will be 
described in section 1.5. However, the key need for exploring how illusions 
work is to help understand in what ways the auditory system segregates 
sounds when the parameters of a stimulus are indiscriminately linked 
together. At this stage, there must be a set of mechanisms that enables 
the listener to form linkages using other principles between some 
elements that go beyond the traditional streaming links that have been 
studied until now.  
The octave illusion has not been intensively studied from a stream 
segregation point of view. However, one could argue that it could lend 
itself as a tool to study the interaction of synchronous and sequential 
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sound segregation, as the structure of the illusory stimulus consists of an 
ABAB_ sequential streaming pattern in each individual ear as well as 
having the tone streams in each ear presented synchronously at any point 
in time (see Figure 1.4). Lamminmäki & Hari (2000) have briefly indicated 
that stream segregation may play a role in the way in which the 
component tones are parsed. However, in a more generic context, the 
illusory stimulus provides an interesting problem to study auditory stream 
segregation for alternating as well as synchronous tones while using only 
two tonal components.  
 
1.2.6 Response measures for streaming 
1.2.6.1 Psychophysics 
Psychophysics has been the primary experimental technique to study 
stream segregation. Most of the studies mentioned in the previous 
sections have used some form of psychoacoustic measure. Seminal work 
to establish spectro-temporal parameters of stream segregation as well as 
distinct characteristics such as build-up of segregation has primarily 
involved psychophysics (Anstis & Saida, 1985; Bregman, 1978, 1990; 
Bregman et al., 2000; Bregman & Campbell, 1971; Moore & Gockel, 2002, 
2012; van Noorden, 1975). The effect of top-down factors such as 
attention has also been studied using various psychoacoustic paradigms 
(Carlyon et al., 2001; Cusack et al., 2004; Macken et al., 2003). 
There is no one correct or standard method of measuring behavioural 
outcomes of streaming. However, there has been an interesting gradual 
shift in the way outcome measures of streaming have been considered 
over time. The early studies of streaming used the method of adjustment 
where the listeners were asked to adjust the properties of the stimuli 
(Anstis & Saida, 1985; Bregman, 1978) until there was a change in 
percept. Another approach used is the ‘method of limits’ (Anstis & Saida, 
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1985) where the examiner slowly manipulates the properties of the 
stimulus and the listener indicates when there was a perceptual shift. For 
example, in a paradigm with a repeating ABA_ tone sequence, the 
examiner may slowly increase the frequency separation between the two 
tones. The listener would have to indicate when the percept shifts from 
that of one-stream to a two-stream percept. A modified version of this 
method includes calculating the proportion of integrated and segregated 
time where the participant holds down a button for a particular percept till 
there is a change in percept (Gutschalk et al., 2005; Micheyl & Oxenham, 
2010; Pressnitzer & Hupé, 2006). This would require the listener to report 
their percept throughout the stimulus rather than just reporting the change 
in percept. The total duration of the different percepts are then averaged to 
get a proportion of time that the two different percepts were heard.  
Over the last decade, there has been an increased focus on objective 
measures of streaming. Several difficulties have been noted in the 
interpretation of subjective responses as the ones resulting from the 
methods described above. The first difficulty that arises from the lack of 
objective criteria is that it becomes very difficult to determine whether the 
listeners follow the instructions given to them, or in cases when no specific 
instructions are given, there is very little control over what the listeners are 
listening out for (Micheyl & Oxenham, 2010). The second difficulty arises 
from the fact that subjective responses such as one-stream or two stream 
responses (or integrated/segregated responses) are predisposed to 
individual biases, which could either be sensory (for example, listeners 
may have an a priori inclination to try to integrate or segregate) and/or 
may also be decisional (for example, different listeners may have different 
criterion for responding “two streams”, etc.). These limitations need to be 
taken into account when subjective and objective psychophysical 
measures of auditory streaming are compared or correlated.  
As opposed to the previously mentioned subjective methods where the 
participants had to report their perceptual response with regards to 
streaming (for example, reporting whether one or two streams were 
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heard), objective measures of streaming are obtained using 
psychophysical tasks where perceiving the stimulus as an integrated, one-
stream percept is advantageous to the performance on the task, or an 
opposite condition where segregation is key to better performance on the 
objective task (Micheyl & Oxenham, 2010).  For example, a temporally 
shifted tone can be a target deviant in an ABA_ tone paradigm. A temporal 
shift is easier to detect in an integrated percept than a segregated percept 
(Micheyl & Oxenham, 2010). The performance on such a deviant detection 
task is used as an objective measure of the streaming percept. This 
method has been used in several studies of segregation to provide for a 
more concrete measure of the percept of segregation (Thompson et al., 
2011; Szalárdy et al., 2013). 
 
1.2.6.2 Electrophysiological studies in non-human animals:  
Stream segregation in animals has been studied for both single-unit and 
multi-neuronal setups in several organisms including macaques, ferrets, 
European starlings and zebra finches among others (Fishman & 
Steinschneider, 2010). Seminal work in streaming was done using 
macaques by Fishman and colleagues (2001) in primary auditory cortex 
(A1) who studied the relationship between sequential streaming and 
neural responses to temporal sound sequences by recording multi-unit 
neural activity and current source density in response to alternating-
frequency tones. They found that at slow presentation rates of sequences 
with alternating A and B tones, cortical sites show a prominent neural firing 
to both A and B tones, even when the recording site has a best frequency 
(BF) response to A tones. However, at faster rates, the response to the B 
tones is suppressed and there is only a marked response to the BF ‘A’ 
tones. Furthermore, the degree of suppression of the B tones (non BF 
tones) was directly proportional to the amount of frequency separation. 
These results have been explained in terms of ‘physiological forward 
masking’ where the neural response to a stimulus is reduced due to the 
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influence of a preceding stimulus. The proposed neural model for 
streaming based on these findings suggested that in A1, the responses to 
each of the tones (A and B) are represented in areas along the tonotopic 
axis (segregated according to frequency where separate regions along the 
axis respond to different frequencies). As these two get separated, they 
contribute further to the percept of two distinct sound sources. They 
suggest that the key factors that play a role in this cortical model are 
adaptation (related to rate of presentation), frequency selectivity and 
forward masking. The drawbacks of this model are its inability to explain 
streaming of sounds with overlapping spectral properties as well as the 
fact that it does not take any non-primary auditory cortical areas into 
account (areas apart from A1).  
Another important study of animal streaming carried out by Micheyl and 
colleagues (2005) on awake monkeys used single unit recordings to long 
ABA_ sequences at different frequency separations and compared the 
neural firing rate responses to psychophysical subjective responses 
obtained from human listeners who were instructed to indicate the number 
of streams heard for similar presentations of long ABA_ tone sequences. 
Based on their neural findings and by confirming that they mirror human 
perceptual results, they proposed a model based around the idea of 
neurons acting like binary classifiers. They suggested that neurons in the 
primary auditory cortex read out the spike counts received for each of the 
tones in the streaming triplet. This classification is predicted to be based 
on measures of spike counts evoked by the A and B tones in a streaming 
triplet. If the spike count for only one of the tones exceeds a specific 
threshold, the tone is deemed segregated however if both the tones elicit 
spike counts that exceed a particular threshold, the sounds are deemed to 
originate from a single source.  
Streaming studies in songbirds like the European starling have also been 
carried out for natural sound signals like conspecific birdsongs as well as 
synthetic tonal signals (MacDougall-Shackleton et al., 1998; Bee & Klump, 
2004, 2005). The findings in avian species replicates the findings in 
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macaques and backs up the role of forward masking, adaptation and 
frequency selectivity in the cortex for processing streaming stimuli.  
 
1.2.6.3 Neuroimaging studies in humans  
The past few decades have seen a large number of neuroimaging studies 
in humans using various stimulus paradigms and various imaging 
techniques like EEG, MEG and fMRI to study auditory streaming.  
Neuroimaging studies in humans focusing on streaming have more 
commonly used the mismatch negativity (MMN) paradigm to study various 
aspects of stream segregation (Sussman, 2007; Sussman et al., 2005; 
Winkler et al., 2003). The MMN is commonly thought to be a result of a 
pre-attentive process as it can be evoked in sleep, anaesthesia or minimal 
states of consciousness (e.g. Boly et al., 2011). However, under certain 
conditions, it can also be modulated by attention (Alain & Woods, 1997;  
Sussman et al., 2003). Sussman et al. (1999) used the MMN, suggested 
to be a neural index of pre-attentive acoustic processing, to study the role 
of attention in stream segregation. They presented sequences of six 
different high and low frequency tones in fast and slow rates of 
presentation conditions. Overall, they found that an MMN is elicited in the 
fast paced condition, where streaming is said to have occurred, for both 
high and low tones indicating that stream segregation may be initiated at a 
pre-attentive state. Although attention is not a prerequisite for an MMN to 
be evoked, it is known that the MMN is modulated by attention (Alain & 
Woods, 1997) and higher-level influences on stream segregation have 
been established. However, from the study by Sussman et al. (1999) as 
well as several other studies using MMN in streaming paradigms, it can be 
established that there is a critical pre-attentive role in the formation of 
auditory streams.  
As noted, the MMN has been used extensively to study stream 
segregation. However, the MMN, as the name suggests, is evoked by a 
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mismatch paradigm and ‘requires events that that could be only perceived 
as deviants if streaming has occurred’ (Snyder et al., 2006). For example, 
Winkler et al. (2003) presented synchronous sequences of sounds; for one 
sequence of monotonous tones, the intensity of the tones was kept 
constant apart from occasional intensity deviants (target deviants) and 
another sequence where the intensity of the tones were constantly varied. 
In the case when the sequences were perceived as an integrated percept, 
the target occasional deviants were not considered deviants as they were 
grouped with the constantly changing intensities of the tones of the other 
stream. However, when perceived as a segregated percept, the 
occasional deviants elicited an MMN.  
Even though the MMN enables us to see if streaming has occurred, it 
does not give us too much information about the underlying neural 
mechanisms of segregation as there is no possibility of tracking the on 
going processing of the stimulus sequence (Snyder et al., 2006; 
Thompson et al., 2011). As stream segregation is known to vary according 
to stimulus length and exposure duration, having a measure that can be 
studied across the duration of the stimulus is crucial rather than having an 
aggregate response measure like the MMN. An alternative paradigm using 
evoked responses to study the relative amplitudes of the P1-N1-P2 peaks 
evoked by each tone in the stimulus was suggested by Gutschalk et al. 
(2005) and Snyder et al. (2006). Using the P1-N1-P2 evoked complex 
(using EEG or MEG) of tones to study streaming and effects of attention in 
bistable stimuli has been increasingly used as it can track the on-going 
processing of the stimulus (Snyder et al., 2006; Szalárdy et al., 2013). All 
of these experiments are based on the relationship noted between 
streaming and neural adaptation (Fishman et al., 2001). This hypothesised 
relationship is based on the auditory evoked N1m (MEG equivalent of the 
N100 in EEG), which is an evoked negative potential that usually occurs in 
the auditory cortex 80–150 ms after stimulus onset. The N1m is evoked for 
every distinct auditory stimulus. For a sequence of tones that have the 
same frequency (for example, a repeated tone sequence of tones at 1000 
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Hz), the N1m wave evoked by each successive tone adapts to a steady-
state value that depends on the inter stimulus interval between the tones 
(Ritter et al., 1968). Furthermore, for a sequence of tones alternating in 
frequency and where the frequency separation between the tones is small, 
the N1m amplitude and its dependence on inter-stimulus interval remains 
the same as that for same frequency tone sequences, as long as the 
frequency difference between tones is small. However, for larger 
frequency separations, the amplitude of the N1m wave (and the 
corresponding degree of adaptation) becomes consistent with the longer 
inter-stimulus interval between successive tones of the same frequency 
rather than the shorter inter-stimulus interval between temporally adjacent 
tones of different frequencies. This demonstrates that adaptation occurs 
based on the frequency of the tones (Picton et al., 1978; Näätänen et al., 
1988). This relationship of streaming and neural adaptation can be used to 
gauge the perceptual state of a listener in a stream segregation paradigm. 
This method allows us to track the evoked response to the on-going 
stimulus and may help us understand the development of streaming as the 
stimulus sequence progresses. Gutschalk et al. (2005) measured auditory 
evoked neuromagnetic fields using MEG in response to an ABA_ tone 
triplet paradigm in two separate experiments where the stimulus 
parameters were chosen to promote either a clear integrated/segregated 
percept or a bistable percept respectively using frequency separations that 
were either in the bistable range or easily separable range. The first 
experiment showed that changes in frequency separation and rate 
affected the magnitude of the auditory evoked responses that correlated 
with the degree of perceived stream segregation, i.e., the magnitude of 
P1m and N1m evoked by the B tones in the repeating triplet increased 
with larger frequency separations. This trend was also observed in the 
behavioural data (participants were asked to report their percept of the 
stimulus: either one or two streams) where high correlations were found 
between the magnitudes of the P1m and N1m evoked responses and the 
reported ease of streaming. The second experiment, where an ambiguous 
CHAPTER	  1	  -­‐	  INTRODUCTION	  	  
	   31	  
percept was induced showed results similar to experiment 1: the 
magnitude of P1m and N1m covaried with the perceptual state and the 
amplitude of the N1m was larger for two vs. one-stream percepts. 
Similarly, Snyder and colleagues (2006) observed that auditory evoked 
potentials, specifically the P2 and N1 in response to an ABA_ streaming 
stimulus sequence increased in amplitude with increasing frequency 
separation and correlated with behavioural measures of streaming. 
Furthermore, a slowly rising positivity was also found through the course 
of the sequence whose time course varied similarly to the build-up of 
streaming. 
 
 
1.2.7 Computational models of stream segregation 
Theoretical models of streaming vary in the properties of stream 
segregation that they take into account. Early models of streaming 
focused heavily on peripheral spectral analysis. An initial model suggested 
by Beauvois & Meddis (1991) suggested a ‘leaky’ integrative system that 
took into account peripheral frequency analysis, an attentional component 
and internal noise associated with the system. More simply, the model 
incorporated the following principles: 1) peripheral spectral analysis with 
band-pass frequency channels, 2) inherent system ‘noise’, 3) a principle of 
‘leaky integration’ that would describe slow build-up and decay within the 
channels and 4) an attentional component that enables the listener to 
selectively respond to the maximally active channel. A later version of their 
model (Beauvois & Meddis, 1996) also included an adaptive component 
based on the responses of the auditory nerve. A modified version of the 
model suggested by McCabe & Denham (1997) included an inhibitory 
feedback system to explain the graded inhibition of either the foreground 
or the background signal. These models, however, fail to explain some 
nuances associated with streaming, due to them being fundamentally 
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based on peripheral channelling. (Denham & Winkler, 2006) suggested an 
alternative view of modelling stream segregation by thinking of the 
auditory system as a predictive system involving several hierarchical 
levels. Their model suggests that the auditory system forms predictive 
models based on initial bottom-up physical segregation cues and also 
creates alternative models using top-down mechanisms. They suggest 
that there is on-going competition between these mutually exclusive 
perceptual models and depending on factors like focused attention or 
previous cues, a listener can perceive the auditory percept associated with 
the winning model at any given point of time. This type of model can 
explain factors like bistable percepts in segregation as well as take into 
account the top-down influences on streaming. A refined version of this 
model was suggested by Mill et al. (2013), which was again, based on 
having competing prediction of different aspects of the auditory scene, and 
has been able to explain several nuances of stream segregation like 
switching between percepts, build-up of segregation and the expected rate 
of switching between percepts.  
An alternative view on streaming works along the lines of temporal 
coherence that was suggested by Shamma et al. (2011), which 
hypothesises that ‘temporal coherence’ between tokens in an auditory 
scene is an extremely strong cue for perceptual organization. Sources that 
are temporally coherent are strongly perceived as a single source and a 
lack of temporal coherence between two sound sources helps segregate 
them into separate streams. This model questions the previous models 
based mainly on spectral channelling by demonstrating that sounds that 
are distinctly spectrally separated are perceived as a bound single source 
if made synchronous/coherent (Elhilali et al., 2009). The temporal 
coherence model suggests that for sounds to be perceived as segregated, 
they need to differ in feature space (for example, spectral feature 
differences) as well as be temporally incoherent. It does not negate the 
need for frequency tuning and selectivity; in fact the first stage of the 
model consists of a filter bank that puts the incoming signal through a 
CHAPTER	  1	  -­‐	  INTRODUCTION	  	  
	   33	  
bank of band-pass filters. However, the next stage of the model analyses 
the temporal coherence between each of the output frequency channels 
and performs a dynamic correlation between pairs of channels to 
determine a coherence matrix and based on the degree of coherence, the 
perception of the sound signal can vary between integrated and 
segregated perceptual streams.  
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1.3 Role of attention in build-up towards a segregated 
percept 
There is an on-going debate about the role of attention in the build-up of 
stream segregation. Bregman (1990) has suggested that stream 
segregation can either be stimulus driven, which he termed as ‘primitive 
processes’ or occur as a function of volitional attention control, which he 
termed as ‘schema–driven processes’. There have been two distinct 
groups of opinion as far as the role of attention in streaming is concerned. 
Some studies have argued that attention is crucial for build-up of 
streaming even when the process is mainly stimulus driven (primitive 
processes) (Alain & Woods, 1997; Brochard et al., 1999; Carlyon et al., 
2001) whereas some studies have suggested that primitive stream 
formation can occur without focused attention (Bregman, 1990; Macken et 
al., 2003; Sussman & Winkler, 2001; Sussman et al., 2003; 2007). 
Carlyon et al. (2001) investigated the role of attention in the build-up 
phase of stream segregation. They presented a 21-sec stimulus sequence 
containing repeated ABA_ tone triplets to one ear of the participants. The 
stimulus could either be perceived as a 1-stream (galloping) or two-stream 
(segregated) percept. They used four conditions with different frequency 
separations for the test stimulus. In the contralateral ear, series of noise 
bursts were presented and the listeners were instructed to judge each 
noise burst as either continuously increasing or continuously decreasing in 
amplitude. After 10 seconds of attending to the noise bursts, the listeners 
were instructed to switch their attention to the tone triplet stimulus 
sequence in the opposite ear. Immediately following the switch, the 
listeners had to make a subjective response via button press to indicate 
whether they perceived one or two streams. The noise-burst task was 
equivalent to a distractor task as the participants were to attend to the 
noise burst streams for the first 10 seconds of the stimulus while ignoring 
the tone sequence in the contralateral ear. The reasoning behind this 
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experiment was that if build-up occurred without active attention, then the 
listeners should judge the tone triplet sequence as segregated as they 
have had 10 seconds to build up the segregated percept. However, if 
attention were needed for build-up, they would tend to respond as if they 
perceived a 1-stream percept due to lack of attention. They found that 
their results indicated that the listeners perceived the stimulus as a single 
stream after the switch and concluded that attention is required for the 
formation of auditory streams.  
A major concern with this experiment has been that it does not take into 
account the streaming resetting that occurs when attention is shifted from 
one ear to the other (Carlyon, 2004; Cusack et al., 2004; Moore & Gockel, 
2002). Active resetting of stream segregation due to switching attention 
between ears has been shown in various studies (Cusack et al., 2004; 
Roberts et al., 2008).  
Macken et al. (2003) used a different paradigm incorporating the concept 
of the ‘irrelevant sound effect (ISE)’ in which sounds presented to the 
listener that were irrelevant to the listeners’ task (in this case, a repeated 
series of alternating tones with different frequencies) disrupted 
performance on a visual recall task (Jones et al., 1999). Studies on these 
types of paradigms have shown that alternating tones perceived as one-
stream are more disruptive towards performance on the visual task than 
two separate streams (Jones et al., 1999). Macken et al. (2003) presented 
alternating tones at 3 different rates as the irrelevant tones (or background 
distractor tones) while the participants were performing a visual recall task. 
They found that increasing the rate of stimulation disrupted performance 
until a point where the tones split into 2 separate streams due to build-up. 
This finding is in line with the findings of Jones et al., (1999), which 
suggest that segregated streams are much less disruptive to a visual 
recall task. Hence, they concluded that build-up was present even without 
focused attention on the auditory stimuli.  
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This paradigm has again been criticized on the basis of the task being a 
‘low load task’ (Lavie, 2005) due to which the listeners have enough time 
to ‘covertly attend’ (Sussman et al., 2007) to the auditory stimuli. Also, 
since they base their outcome measures on the latter part of the stimulus, 
they cannot rule out the possibility that attention is only needed for the 
initial formation of streams (Sussman et al., 2007).  
Sussman et al. (2007) conducted a series of experiments to test whether 
the build-up phase requires attention using the mismatch negativity (MMN) 
component. An MMN component is only generated when the sound 
sequences segregate into two streams (Sussman et al., 1999) and this 
was used as a neural indicator of stream segregation in these 
experiments. Their overall results indicate that attention is not always 
needed for the build-up of segregation, however, the spectro-temporal 
characteristics of the competing sound also govern whether segregation 
occurs for unattended sounds or not. They also further comment on the 
role of attention in segregation stating that even though they found that 
attention is not always needed for segregation, one cannot rule out that 
attention plays a role when the spectro-temporal characteristics of the 
stimuli fall in the ambiguous range of stimuli (Snyder et al., 2006; 
Sussman et al., 2007).  
Thompson et al. (2011) carried out an experiment to study the effect of 
attention on build-up of segregation using a temporal deviant detection 
task, where one of the B tones in an ABA_ tone triplet paradigm was 
temporally shifted. They mainly compared two conditions: one where the 
listeners were instructed to detect a deviant late into the sequence and 
they were instructed to attend to the entire sequence and the other where 
they had to detect a late deviant after switching their attention midway 
towards the test sequence. The results indicated that participants who 
attended throughout to the stimuli could not avoid the build-up of 
segregation and hence performed worse in the temporal detection task as 
compared to conditions where the participants switched their attention.  
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Snyder et al. (2006) used an evoked potentials (P1-N1-P2) paradigm to 
study the effect of attention on stream segregation using the canonical 
ABA_ tone triplet paradigm. Their results suggest that the P200 evoked 
potentials increase in amplitude for trials where the listeners were 
instructed to focus their attention on the auditory stimulus as opposed to 
trials where they were instructed to ignore the stimuli (i.e. passive 
listening). However, they found that the EEG activity picked up automatic 
stream segregation of the sounds in the passive listening condition as 
well. However, the build-up process and amplitude of the evoked 
potentials was highly modulated by attention. Overall, they suggest that 
their experiment provided evidence for two mechanisms, one being the 
automatic segregation of sounds and the other being an attention 
dependent build-up of segregation that is heavily modulated by attention 
(Snyder et al., 2006).  
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1.4 Sequential versus concurrent sound segregation 
Streaming has been studied in great detail for sequentially occurring 
sounds; however in a real world auditory scene, sounds rarely occur in 
isolation at any given instance in time. Thus, studying concurrent sound 
segregation becomes an important aspect of streaming that needs to be 
understood. However, studying concurrent sound segregation is not as 
obvious as one would imagine as the degree of concurrence or overlap 
plays a crucial role in the resultant percept. Detecting a mistuned 
harmonic in an otherwise periodic harmonic complex has been suggested 
as an easy example of understanding sound segregation (Moore et al., 
1986; Alain et al., 2001). Bregman & Rudnicky (1975) initially studied the 
amount of temporal overlap needed for two tones to be perceived as either 
integrated and fused and found that the tones were perceived as a fused 
complex tone (i.e. not pure) when the overlap was greater than about 88 
per cent. Also, with an increase in frequency separation, the segregation 
was clearer. Apart from overlapping pure tones and mistuned harmonics, 
another paradigm that has been highly informative in studying concurrent 
sound segregation is the double vowel task where two synthetic vowels 
are presented at the same time and listeners are supposed to report which 
two vowels were heard. Results from these studies have shown that the 
rate of correct identification increases with an increase in the frequency 
separation of the fundamental frequencies of the two vowels (Assmann & 
Summerfield, 1990, 1994; Chalikia & Bregman, 1989, 1993). In recent 
years, there have been a number of human electrophysiological studies 
using EEG and MEG that have identified responses to concurrent sound 
segregation in the primary auditory cortex (Bidet-Caulet et al., 2007) as 
well as non-primary auditory cortex (Alain, 2007; Lipp et al., 2010). Taking 
recent human behavioural studies (Micheyl et al., 2013) as well as 
previous streaming studies that have studied concurrent sounds in 
streaming (Shamma and Micheyl, 2010; Elhilali et al., 2009; Bregman, 
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1990), one can establish that synchronicity plays a distinct role in how 
acoustic sounds and streams are perceived.  
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1.5 Auditory Illusions 
As discussed in section 1.2.5, illusions can be used as a method of 
understanding ambiguous stimuli and ways in which they can be 
segregated or perceived in the auditory and visual senses. In this section, 
auditory illusions suggested by Diana Deutsch (1974; 1975), namely the 
octave illusion and the scale illusion have been described. 
 The Octave illusion was initially elicited with a stimulus configuration 
consisting of two tones, spaced an octave apart, presented in an 
alternating Low-High tone pattern in different phases in both ears such 
that if the sequence in the Left ear started with a Low tone, the sequence 
in the right would start with a High tone. The resulting precept was an 
unexpected illusory percept where listeners perceived all the Low tones in 
one ear at half the presentation rate alternating with the High tones in the 
other ear at half the rate (Deutsch, 1974) (see Figure 1.4).    
	  
Figure 1.4: Schematic representation of the stimulus and resulting illusory 
percept in Deutsch’s Octave Illusion. Tones A and B indicate pure tones of 
frequencies 400 and 800 Hz. 
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The Scale Illusion (Deutsch, 1975) was developed from the Octave illusion 
and was principally used to understand how simultaneous streams of 
musical information are separated into channels. It consists of a major 
scale with successive tones alternating from ear to ear. The scale is 
played simultaneously in both ascending and descending form; however 
when a tone from the ascending scale is in the right ear a tone from the 
descending scale is in the left ear, and vice versa. The resulting percept, 
however, is of a rising pattern in one ear and a simultaneous falling pattern 
in the other ear (Deutsch, 1975). 
Both these illusions tap into various processes which could possibly 
involve stream segregation, as both the percepts require the listener to 
parse out individual tones from the complex stimulus and group it 
according to some pre-determined perceptual rules. The stimuli used in 
the experiments from Chapter 3 onwards are based on a variant of the 
octave illusion. Hence, the following review of literature is mainly focused 
on the octave illusion but many parallels can be extended to the scale 
illusion.  
 
1.5.1 Initial discovery and theories of the octave illusion  
The illusory percept associated with the octave illusion (as described 
above and in Figure 1.4) is a puzzling auditory phenomenon. Using 
established theories of stream segregation, it is not easy to explain both 
the perceived pitch and localisation. Furthermore, the properties of this 
percept gets more enigmatic considering that the subjective percept for 
listeners remains the same even when the headphones are reversed; i.e. 
the percept in Figure 1.4 would remain constant even if the stimulus 
sequence presented to the right and left ears remains the same.  
The illusion presents a contradiction for theories of sound localisation and 
pitch perception. The alternating percept of pitch can be explained if one 
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assumes that the listener attends to one ear and ignores the other. 
However, in that case, all the sounds would be heard in one ear. 
Alternatively, if the listeners’ percept is driven by them attending to each 
ear in turn, the pitch should not change. However, the illusory component 
of this percept is that the low tone is localised in the ear that is physically 
receiving a high tone at that moment in time (Deutsch, 1974). Hence, this 
illusory percept cannot be explained by either of these theories in isolation. 
Deutsch (1975) proposed a dual-mechanism model to explain this illusion 
that consists of two separate brain mechanisms, one for pitch 
determination and the other for sound localisation that coexist and 
converge to elicit the illusory percept. The basis of this theory stemmed 
from work that suggests that there is indeed an anatomical separation in 
the auditory system between the sub-serving mechanisms of pitch and 
location determination (Poljak, 1927; Schneider, 1969). The model 
suggested that in order to determine the perceived pitch, listeners’ attend 
to the pitch information in one ear and suppress the corresponding pitch 
information in the other ear. The second half of the model determines the 
perceived location of the tone based on the ear that received the higher 
frequency signal at that particular point in time. The model suggests that 
the final illusory percept is a combination of the output of the two sub-
serving mechanisms.  
Chambers et al. (2002; 2004) challenged the dual-mechanism model of 
Deutsch (1974) explaining the octave illusion. From their experiments 
based on subjective responses, they concluded that the perceived pitch 
difference between the alternating tones corresponded more to a semitone 
than to an octave. They also further suggested that participants do not 
consistently lateralize the tones towards the ear receiving the higher 
frequency, which is what is described in Deutsch’s dual mechanism 
model. Based on their results, Chambers et al. (2002) proposed that the 
octave illusion percept is a result of diplacusis. Their explanation based on 
their findings suggested that listeners perceptually fuse the concurrently 
presented dichotic tones at any given point in time and the perceived pitch 
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roughly corresponds to the fundamental frequency. The alternating 
percept is basically heard as two similar sounding tones (probably a 
semitone apart perceptually) where they attribute the difference in pitch to 
diplacusis. They finally suggest that because the perceived tones are the 
result of a fused percept, they can be lateralized in either ear and are not 
limited to being localised in the ear receiving the higher frequency. 
 
 
1.5.2 Properties of the octave illusion 
The stimulus used initially by Deutsch (1974) to elicit the octave illusion 
has been studied in different contexts and the robustness of the percept 
has been investigated across a variety of parameters. It has already been 
demonstrated that the percept of this illusion is robust to changes in tone 
duration (Zwicker, 1984), intensity (Deutsch, 1978), frequency separation 
(Brancucci et al., 2009), and timbre (McClurkin and Hall, 1981), and can 
also be elicited by aperiodic stimuli like band-pass noise (Brännström and 
Nilsson, 2011). It was noted by Deutsch and Roll (1976), and later 
confirmed by Brancucci et al. (2009), that the illusion is not dependent on 
the tones being in exact octave relationship. In fact, Brancucci et al. (2009) 
reported that the illusory percept was dominant for all musical intervals 
tested that were larger than a perfect fourth (roughly a ratio of 4:3 or a 
frequency difference of 33%). Deutsch and Roll (1976) suggested that 
listeners generally reported the tone frequencies that were presented to 
their “dominant” ear (usually the right), through suppression of the non-
dominant ear. Such suppression was postulated not to occur for sound 
localisation, but instead the higher tone tended to be localised to the right, 
and the lower tone localised to the left, regardless of the ear of 
presentation. 
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1.5.3 Neuroimaging studies of the octave illusion 
Few neuroimaging studies have been carried out to understand the octave 
illusion.  
Lamminmäki and Hari (2000) carried out a study using MEG to investigate 
the octave illusion and divided their responses of interest into the transient 
responses and a sustained response. They proposed that the differential 
inter-hemispheric balance of the transient responses generated by the 
sound onsets determined the perceived location of the sound. They also 
suggested that the sustained response in the evoked EEG reflected the 
pitch perceived and that the low and high pitch sounds were monaurally 
separated using stream segregation in each ear. Lamminmäki et al. (2012) 
further used frequency tagging (modulating tones with specific frequencies 
in order to label the evoked activity associated with the particular 
component tone) in an MEG experiment and reported that their result 
suggesting that their results support the dual-mechanism model proposed 
by Deutsch (1975) (this study is described in detail in section 5.1). 
However, in all the neuroimaging studies that aimed to study the octave 
illusion stimulus (see   1.4), either listeners’ spontaneous percepts were 
tested beforehand and neuroimaging recordings were passively done 
without instructions on what to attend to within the sound sequences 
(Brancucci et al., 2012; Lamminmäki et al., 2012; Lamminmäki & Hari, 
2000) or the response measures for a task based study were mainly 
focused on the listeners’ subjective responses regarding their percept 
(Brancucci et al., 2014).  The caveats regarding using purely subjective 
measures have been highlighted in section 1.2.6.1.  
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1.6 Outline of the thesis 
The studies reviewed so far indicate that auditory scene analysis has been 
a topic of intense investigation over the last several decades. The effect of 
attention on scene analysis as well as the processing of multi-stable 
stimulus has been studied in several scenarios but there is still a need to 
test the principles of segregation with new stimuli that may challenge 
some models of streaming.  
Chapter 2 describes an initial set of experiments that investigate the effect 
of attention on build-up in a classic, bistable streaming paradigm (ABA_ 
tone triplets introduced by van Noorden, (1975)).  
Chapter 3 introduces a stimulus similar to the octave illusion (Deutsch, 
1974) that has previously not been studied from an auditory stream 
segregation perspective. This chapter describes a set of experiments that 
were carried out to explore the effect of attention on the new stimulus as 
well as investigate whether stream segregation played a role in the 
perception of this illusory stimulus.  
Chapters 4 and 5 delve deeper into understanding the mechanisms of the 
octave illusion. 
Finally, Chapter 6 introduces a new model put forth to try and explain the 
mechanisms of the octave illusion based on the findings of the studies in 
chapters 3, 4 and 5. 
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Chapter 2  
 
Summary 
Chapter 1 highlights the distinct characteristics of auditory streaming, two 
of them being build-up of stream segregation and bistability. Build-up 
refers to the tendency of a stimulus to be perceived as segregated with an 
increase in exposure time. Bistability in a percept refers to an ambiguous 
stimulus that could be perceived as either one of two possible perceptual 
patterns. This chapter uses the canonical A-B-A_ tone triplet stimulus 
used by van Noorden (1975) to investigate the effect of directed attention 
on streaming build-up for stimulus within the bistable range of streaming 
using a combined EEG and psychophysics paradigm. A repeated stimulus 
sequence of the ABA_ triplets was diotically presented and listeners were 
asked to either attend to an integrated or segregated percept. Subjective 
psychophysical responses showed a significant effect of attention on the 
rate of streaming build-up. Additionally, EEG responses showed an 
increase in activity related to the segregated percept in the latter half of 
the stimulus presentation compared to the first half of the stimulus 
presentation indicating an effect of streaming build-up.  
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2.1 Introduction 
 
The concepts of stream segregation, bistable stimuli as well as the build-
up of stream segregation have been introduced in Chapter 1. It is known 
that the segregation of sounds into auditory streams depends on several 
factors; two of them being the frequency difference between sounds and 
the rate of sound presentation. For intermediate frequency separations 
and presentation rates, deemed to fall within the ‘ambiguity region’ (Moore 
and Gockel, 2002), the percept may often ‘flip’ between one and two 
streams. The property of a stimulus to elicit such ambiguous percepts is 
called bistability (Moore and Gockel, 2012). The various aspects of 
bistability have been highlighted in several recent studies (Denham & 
Winkler, 2006; Pressnitzer & Hupé, 2006; Winkler, Denham et al., 2012). 
Lastly, it has been noted that one of the distinct characteristics of stream 
segregation is the build-up of perceptual streaming with increasing 
exposure time to the stimulus (Anstis & Saida, 1985; Bregman, 1978; 
Carlyon et al., 2001; Hupé & Pressnitzer, 2012). Hupé and Pressnitzer 
(2012) further describe build-up as ‘a combination of a systematic bias 
towards the one stream interpretation at stimulus onset and a longer 
duration of this first percept compared with subsequent one stream 
percepts’. This initial extended one-stream percept has been termed by 
them as the ‘inertia of the first percept’ (Hupé and Pressnitzer, 2012). The 
concept of a systematic bias towards a one-stream percept has been 
questioned in a few recent studies (Deike et al., 2012; Winkler et al., 2012) 
where they suggest that the initial percept may not always be an 
integrated, one-stream percept. Anstis and Saida (1985) have also 
suggested that there is a distinct long-term trend as observation time 
increases to perceive the stimulus as segregated. However, this view has 
been refuted (Denham and Winkler, 2006; Denham et al., 2008; 
Pressnitzer and Hupé, 2006), especially for bistable percepts (Deike et al., 
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2012; Winkler et al., 2012) where results indicate that after the first initial 
percept, the trend of percepts followed in streaming is ‘purely stochastic’ 
and there is no distinct trend seen towards a long-term segregated percept 
(Pressnitzer and Hupé, 2006). 
Some studies have maintained that attention is crucial for build-up of 
streaming even when the process is mainly stimulus driven (Alain and 
Woods, 1997; Brochard et al., 1999; Carlyon et al., 2001) whereas others 
have suggested that primitive stream formation can occur without 
focussed attention (Bregman, 1990; Macken et al., 2003; Sussman and 
Winkler, 2001; Sussman et al., 2003; Sussman et al., 2007). The role of 
attention in streaming has been described in detail in Chapter 1.  
The effect of attention on bistable stimulus sequences has been of interest 
over the past decade as the listeners’ percept of the stimulus can be 
manipulated without any physical manipulation of the stimulus parameters. 
In this way, one can focus on the perceptual as well as evoked responses 
based solely on the difference in attention (Gutschalk et al., 2005; Snyder 
et al., 2006; Thompson et al., 2011). 
Using the P1-N1-P2 evoked complex (using EEG or MEG) to tones to 
study streaming and effects of attention in bistable stimuli has been 
increasingly used (Gutschalk et al., 2005; Snyder et al., 2006; Szalárdy et 
al., 2013) as it can track the on-going processing of the stimulus (Snyder 
et al., 2006). All of these experiments are based on the relationship noted 
between streaming and neural adaptation (Fishman et al., 2001). A 
detailed explanation of the how the P1-N1-P2 complex is used to study 
streaming has been given in section 1.2.6.3. 
Gutschalk et al. (2005) used the P1m-N1m-P2m complex elicited by a 
repeating ABA_ tone triplet paradigm in an MEG study to further examine 
the neural bases of streaming within a bistable percept range (frequency 
separation of 4 or 6 semitones). In the first experiment, manipulating the 
acoustic parameters of the sequence by systematically increasing the 
frequency separation between the A and B tones altered the percept. In 
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the second experiment, the stimulus parameters were held constant within 
the bistable region where listeners spontaneously switched between an 
integrated or a segregated percept. Listeners were instructed to report 
their percept (1 or 2 streams heard) via button press and were told to 
attend to either the A tones or B tones whenever they heard a segregated 
percept. In both cases of directed attention during the segregated percept, 
they found an enhanced response in the P1m-N1m wave following the B 
tone (see section 1.2.6.3 for a detailed explanation). Overall, they found a 
strong coupling between the streaming percept and auditory cortical 
activity in the absence of any stimulus changes and suggested percept-
dependent modulation of the P1m and N1m responses (early sensory 
processes).  
Snyder et al. (2006) used an evoked potentials (P1-N1-P2) paradigm in 
EEG to study the effect of attention on stream segregation using the ABA_ 
tone triplet paradigm. Their results suggested that the evoked potentials 
became larger for trials where the listeners were instructed to focus their 
attention on the auditory stimulus as opposed to trials where they were 
instructed to ignore the stimuli (i.e. passive listening). Also, the build-up 
process and amplitude of the evoked potentials was highly modulated by 
attention. However, they found that the EEG activity picked up automatic 
stream segregation of the sounds in the passive listening condition as 
well. Overall, they suggest that their experiment provides evidence for two 
mechanisms, one being the automatic segregation of sounds and the 
other being an attention dependant build-up of segregation that is heavily 
modulated by attention (Snyder et al., 2006). Based on an MMN study, 
Sussman et al. (2007) also suggested that although attention is not always 
needed for segregation, one cannot rule out that attention plays a role 
when the acoustics fall in the ambiguous range of stimuli.  
The primary aim of the current experiment was to study the effect of 
attention on the build-up of stream segregation for a tone triplet within a 
bistable frequency range. As mentioned above, it has previously been 
studied using EEG for long durations of ABA_ tone triplets (Snyder et al., 
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2006). In the present experiment, an additional factor of a temporal shift 
was added to obtain a more objective measure of build-up. The use of the 
temporal shift has been described below.  
The relation between auditory stream segregation and the perception of 
temporal relationships between sounds has been explored in earlier 
studies (Haywood and Roberts, 2013; Micheyl and Oxenham, 2010; 
Roberts et al., 2008; van Noorden, 1975; Vliegen et al., 1999). In general, 
in an on-going stimulus sequence of ABA_ tone triplets, a temporal shift of 
the B tone (the B tone in one of the triplets is delayed by a certain amount 
of time) is easier to detect when listeners rely on within-triplet timing 
judgements (Micheyl and Oxenham, 2010), which is possible when the 
sequence is heard as an integrated percept. It has been shown that 
stream segregation impedes performance on temporal shift detection 
tasks (Vliegen et al., 1999). Furthermore, the temporal shift should be 
maximally detected when the shift is early on in the stimulus sequence 
and when the listeners are instructed to hold on to an integrated percept.  
Stream segregation build-up can also be affected to varying degrees by 
introducing an abrupt change in a stimulus sequence (Haywood & 
Roberts, 2013; Roberts et al., 2008). Several studies have suggested that 
changes in frequency, intensity, rhythm, lateralisation or attention could 
cause a possible reset of the streamed percept and have investigated this 
using either psychophysical paradigms (Cusack et al., 2004; Denham et 
al., 2008; Roberts et al., 2008; Thompson et al., 2011) as well as 
electrophysiological methods (Szalárdy et al., 2013; Thompson et al., 
2011). A resetting of stream segregation suggests that in an on-going 
sequence of stream segregation where the percept starts from a one-
stream integrated percept and builds up to a two-stream percept, a 
sudden change via any of the factors mentioned above (frequency, 
intensity, temporal pattern, lateralisation or attention) could break the 
build-up of segregation and cause the percept to be reset to the initial, 
default one-stream percept (Anstis and Saida, 1985; Rogers and 
Bregman, 1998; Roberts et al., 2008). On the other hand, studies have 
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also shown that a change (or deviant) in an on-going sequence may be 
perceived in a deviant-detection task (for example, detecting a temporal 
shift in an on-going ABA_ tone sequence) but may not cause a resetting 
effect in the perceptual build-up of streaming (Denham et al., 2008; 
Haywood and Roberts, 2013; Roberts et al., 2008; Thompson et al., 
2011).  
In the current experiment, this concept of temporal shift detection and its 
relation to the streaming percept is incorporated as a measure of build-up 
in an on-going ABA_ tone triplet stimulus sequence. The experiment 
consists of two main attention conditions, one that promotes integration 
and one that promotes segregation of the tones into separate streams. 
Based on the studies described above, the primary hypothesis for this 
experiment was that the temporal shift in the attention conditions 
promoting integration would cause a larger change in the EEG than in the 
attention conditions promoting segregation. The second hypothesis was 
related to the position of the temporal shift in the stimulus. The experiment 
had two positions where the deviants were placed in the stimulus 
sequence, one early on and one later in the stimulus. The second 
hypothesis of the experiment was that the early deviants would cause a 
larger amplitude change in the EEG than the later deviants, indicating 
build-up of segregation, as presumably, the initial deviant would still fall 
under the integrated percept for both conditions. It was however 
hypothesised that the deviant would be maximally detected in the EEG for 
the integrated-attention condition with the early-placed temporal shift. 
Lastly, it was hypothesised that the subjective responses would possibly 
show an effect of attention on streaming build-up and might show a 
perceptual resetting of the subjective response due to the temporal shift.  
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2.1 Methods 
2.1.1 Participants 
 Twelve adults (25–35 years of age, 5 male) with normal hearing 
(audiometric thresholds below 20 dBHL for octave frequencies between 
250 Hz and 8KHz) and reportedly no history of neurological disorders 
participated in the experiment. Informed consent was obtained after the 
procedures of the experiment were explained to them. They received 
payment for their participation. The University College London Ethics 
Committee approved the experiment. 
2.1.2 Stimuli and conditions 
 Repeated ABA_ tone triplets were used where A and B are pure 
tones of frequencies 1260 Hz and 1000 Hz respectively (4-semitones 
apart). Each tone was 100 ms in duration including 10 ms onset and offset 
cosine ramps. For a given A-B-A_ triplet, the within-triplet silent duration 
was 50 ms and the inter-triplet silent duration was 250 ms. Each stimulus 
sequence was made up of 15 repetitions of these triplets (15 tone triplets 
in total), with a total duration of 9.75 seconds (see Figure 2.1 for a 
schematic of the stimulus parameters). The stimulus was generated in 
MATLAB (MathWorks Inc. Natick, MA, USA) with 16-bit resolution and at a 
sampling frequency of 44.1 kHz. Stimuli were presented through the 
Neuroscan Stim2 software diotically through Etymotic Research ER-2 
insert transducers (Etymotic Research, Elk Grove Village, IL, USA) at a 
comfortable listening level of 70 dB sound pressure level (SPL) through an 
external sound box. 
There were two attention condition groups, which had 3 sub-conditions 
each. In the first attention condition group, the listener had to direct 
attention towards a galloping percept involving all the tones (to promote 
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integration). The second attention condition group required the listener to 
direct attention towards the B tones in particular (to promote a segregated 
percept). Within each attention group, the first sub-condition was a control 
condition with no temporal shift, the 2nd sub-condition had a temporal shift 
of 40 ms early in the stimulus sequence (shift in the 4th triplet out of 15 
triplets in the 9.75 second stimulus sequence) and the 3rd sub-condition 
had a temporal shift later in the stimulus sequence (shift in the 11th triplet 
out of 15 triplets in the 9.75 second stimulus sequence) (see Figure 2.1). 
 
	  
Figure 2.1:  Schematic representation of a typical repeated tone triplet 
sequence used in the stimulus with a temporal shift on the B tone.   
2.1.3 Procedure 
Participants were seated in a sound-attenuated room in a comfortable 
chair in front of a computer monitor that displayed the visual prompts 
indicating the start and end of each stimulus. Before the start of the 9.75 
seconds stimulus, a green circle was displayed on the screen to indicate 
the beginning of the trial. This was followed by a 9.75-s stimulus sequence 
of 15 repeated ABA_ tone triplets.  
Before the test session, the listeners were given demonstrations of what 
was meant by a one-stream and a two-stream percept with stimuli, which 
were easily perceived as one or the other. For example, a simple 
demonstration of a 2 stream segregated percept involved listening 
repeated tone triplets with a 12-semitone difference at fast rates (easily 
segregated). They were, however, not told about what pattern of percept 
to expect throughout the test sequence to avoid biasing their responses. 
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Participants responded overtly via the Neuroscan response box by button-
press to indicate if they heard 1 or 2 streams throughout the presentation 
of the stimulus. The participants were instructed to keep their arms still 
and only respond with their thumbs using minimal movement. Continuous 
EEG was recorded throughout the test session.  
A previous control EEG experiment carried out on 10 listeners with similar 
repeated tone triplets indicated that there was no significant interference of 
muscle artefacts due to button-press responses on the concurrent EEG 
recording. This was tested by assessing if there was any difference in the 
N1-P2 latency/amplitude with or without button-press response to an on-
going ABA_ streaming stimulus with a four-semitone separation (within the 
bistable range). Listeners in this experiment were not instructed to attend 
to any particular percept (neither integrated nor segregated). 
For each condition block, participants were instructed to direct their 
attention either towards the galloping non-segregated percept throughout 
the test block or to attend to the B tones in the triplets. The participants 
were not aware of the temporal shift in the four conditions.  
 
2.1.4 EEG recording 
The EEG activity was recorded using a NuAmps amplifier with the Acquire 
option of Scan 4.2 software (Neuroscan, 2003) . The signal was digitally 
sampled at an A/D rate of 1000 Hz (16-bit resolution). Listeners were fitted 
with an electrode cap fitted with 32 silver/silver chloride scalp ring 
electrodes positioned in an electrode ‘Easy Cap’ (Falk Minow Services, 
Herrsching-Breitbrunn, Germany) for 32/40 channels. The electrode 
positions from which EEG was recorded were FP1, FP2, Fz, F3, F4, F7, 
F8, FCZ, FC3, FC4, FT7, FT8, CZ, C3, C4, TP7, TP8, CPZ, CP3, CP4, 
PZ, P3, P4, OZ, O1, O2, FT9 and FT10. Eye movements were recorded 
using two horizontal and two vertical electrodes: the vertical electro-
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oculogram (EOG) was measured between one electrode placed above 
and another below the left eye and the horizontal EOG was measured 
between electrodes placed lateral to the outer canthi of both eyes. 
Electrodes were attached using Quik-Gel Conductive Gel and low 
impedances (<10kΩ) were ensured. Each sub-condition consisted of 100 
repetitions (i.e. 600 trials in total). The stimulus, visual prompts and button 
press responses had unique trigger codes enabling acquisition of 
individual time stamps for each event per trial.  
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2.2 Results 
2.2.1 Behavioural data 
Response data from each trial were divided into fifteen 650-ms time bins 
corresponding to each triplet (Figure 2.2). Within each time bin, the 
number of streams heard by the listener was averaged over the 100 trials 
for each listener per condition. Data was then averaged across the 15 
listeners as a function of time within each time bin. These data are 
displayed in Figure 2.2.   
A two-way repeated measures ANOVA was conducted on the behavioural 
response data (Condition X Time interval: 15 time bins of 650 ms each), 
confirmed significant main effects of condition, F (5,50) = 8.13, p<0.001; 
and time interval, F (14,140)=37.43, p<0.001. A two way interaction 
between condition and time interval was also significant, F (70,700) = 
3.99, p<0.001. Post hoc tests indicate that the three conditions where the 
listeners were instructed to focus on an integrated percept differ 
significantly (p<0.005) from the three conditions where the listeners were 
instructed to focus in on the B tones (which promoted segregation). The 
conditions aimed at promoting segregation show a faster build-up of 
stream segregation (seen by the lines connecting the square symbols in 
Figure 2.2). 
There was no apparent effect of the temporal shift on the perceptual build-
up of streaming (as noted by the blue (early temporal shift) and green lines 
(late temporal shift) for both attention conditions). There was no resetting 
toward an integrated percept seen in any of these conditions. These 
results showing a lack of resetting are in line with other studies 
investigating build-up and resetting effects of abrupt changes in an on-
going stimulus sequence (Denham et al., 2008; Haywood and Roberts, 
2013; Roberts et al., 2008; Thompson et al., 2011).  
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Figure 2.2: Behavioural data results averaged from 15 listeners. The 
orange lines indicate the control-no shift conditions, the green lines 
indicate the early-temporal shift conditions and the blue lines indicate the 
late-temporal shift conditions. The square data points (upper three data 
lines) indicate the conditions where the listeners were instructed to focus 
on the B tones to promote segregation. The circle data points indicate the 
conditions where the listeners were instructed to focus on an integrated 
percept.  
 
2.2.2 EEG data 
2.2.2.1 Pre-processing, averaging across participants and 
segregation of data 
EEG pre-processing, epoching and averaging was carried out using the 
EEGLAB toolbox (Delorme & Makeig, 2004).  Data was filtered using a 
zero phase shift band pass filter from 0.1 Hz to 30 Hz. Baseline was 
corrected to -100 ms followed by artefact rejection at +/- 150 microvolts.  
Data was averaged across the 100 trials per condition.  
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From the continuous EEG data, epochs of 9850 ms were extracted, 
starting 100 ms before the initial tone triplet onset. The averaged data 
across the 15 participants is shown in Figures 2.3, 2.4 and 2.5.  
 
2.2.2.2 Effect of temporal shift 
Our initial hypothesis aimed to see if there was a difference in the P1-N1-
P2 waveform elicited by the temporally shifted tone in the conditions 
where the B tone was shifted by 40 ms. A large P1-N1-P2 wave was 
expected to be seen corresponding to the deviant in all four conditions. 
However, according to the hypothesis, an effect of directed attention would 
be seen as a difference in the amplitude of the P1 and N1 waves between 
conditions where the physical stimulus was the same but the listeners 
were instructed to either focus on an integrated or segregated percept. It 
was hypothesised that an increase in amplitude would be noted for 
conditions where listeners were instructed to focus on an integrated 
percept. 
The averaged EEG waveforms shown in Figure 2.3 and 2.4 show the 
waveform with the temporal shift in the early shift condition and late shift 
condition. Based on bootstrap based t-intervals (two-tailed, p< 0.005) 
calculated for the whole source waveform), a significant increase in 
amplitude in attention conditions in the early shift condition on the P1-N1-
P2 complex elicited by the deviant B tone (larger amplitude for the 
condition was observed where listeners were instructed to attend to the 
integrated percept). However, there is no significant difference between 
the attention conditions in the late shift condition. As is shown in Figures 
2.4 and 2.5, the deviant tone elicited a large response in all 4 conditions; 
however, the amplitude of the response was largest in the condition where 
the participants had to attend to an integrated percept and the temporal 
shift was early on in the stimulus.  
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Figure 2.3: Waveform of conditions with no temporal shifts for the two 
different attention conditions. Dark blue lines indicate average waveform 
for the no-shift condition where listeners were instructed to hold on to an 
integrated percept. Green lines indicate average waveform for the no-shift 
condition where listeners were instructed to hold on to a segregated 
percept.  
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Figure 2.4: Waveform of early temporal-shift conditions for the two 
different attention conditions. Dark blue lines indicate average waveform 
for the early-shift condition where listeners were instructed to hold on to an 
integrated percept. Green lines indicate average waveform for the early- 
shift condition where listeners were instructed to hold on to a segregated 
percept. A significant difference was noted in the activation for the 
temporally shifted tone (indicated by orange line) (p<0.005) where the 
amplitude was greater for the condition where listeners were instructed to 
attend to the integrated percept  
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Figure 2.5: Waveform of late temporal-shift conditions for the two different 
attention conditions. Dark blue lines indicate average waveform for the 
late-shift condition where listeners were instructed to hold on to an 
integrated percept. Green lines indicate average waveform for the late- 
shift condition where listeners were instructed to hold on to a segregated 
percept. No significant difference was noted in the activation for the 
temporally shifted tone (indicated by orange line). 
 
2.2.2.3 Effect of attention results 
As noted from Figures 2.3, 2.4 and 2.5, a large degree of overlap of the 
individual components of each of the tones is present because of the inter-
tone interval being relatively small. Instead of analysing the data in terms 
of peak amplitudes of the P1-N1-P2 peaks elicited by each tone, the data 
was analysed in terms of the rates of the different components in the 
stimulus. The two main frequencies that were tested were the frequency of 
the occurrence of every tone (the occurrence of either A or B tones) and 
the frequency of occurrence of only the B tones. In order to ensure that the 
timing between every tone of the stimulus was equal, the EEG signal to 
the exact length of each of the tone triplets plus 50 ms of silence was 
extracted and concatenated. This ensured that the activation for each of 
the tones was separated by a 50 ms time difference. The time points for 
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the start and end of each tone triplets were marked and extracted and the 
EEG for each of these 15 tone triplets was then concatenated. 
In this new concatenated sequence, the time between the onsets of each 
of the tones was 150 ms (100 ms tone length plus 50 ms silence), which 
resulted in a rate of 6.6 Hz. Now, if the rate of the occurrence of the B 
tones in the new concatenated sequence was calculated, the time 
between the onsets of the B tones would be 450 ms (3x100 ms tone 
lengths plus 3x50 ms silences), which would result in the rate of 2.2 Hz. 
The EEG was then averaged across all three sub-conditions (no-deviant, 
early-deviant and late deviant) for each attention condition. A Fast Fourier 
Transform was then carried out on this averaged concatenated sequence 
of the EEG only related to the tones for each participant. Figure 2.6 shows 
the mean of the peaks at the two frequencies across all participants. The 
upper panel of Figure 2.6 shows the power spectrum for the initial half of 
the stimulus whereas the lower panel of Figure 2.6 shows the power 
spectrum for the latter half of the stimulus. It was found that for the 
integrated percept, the amplitudes of the peaks did not change 
significantly. However, for the segregated attention condition, it was found 
that the peak related to the frequency of the B tones increased 
significantly in the second half of the stimulus as compared to the 
amplitude in the first half of the stimulus. A repeated measures ANOVA 
with factors Section (early v/s late), Attention condition (integrated v/s 
segregated) and Frequency (2.2 v/s 6.6) was conducted on the EEG 
frequency data. Results confirmed significant main effects of section, 
F(1,10)=5.13, p<0.01; attention, F(1,10)=4.6, p<0.01 and frequency, 
F(1,10)=8.52, p<0.01 with a significant interaction between section, 
attention and frequency: F (1,10)=16.615, p<0.01. Post hoc tests indicated 
a significant difference (p<0.01) between the amplitude at 2.2 Hz as well 
as 6.6 Hz (frequency of the B tones and frequency of every tone 
respectively) for the segregated percept across the early and late part of 
the stimulus.  
These results can be interpreted as follows:  
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1) The EEG activity at the rate of the B tones (2.2 Hz) increases in the 
later half of the test sequence as compared to the earlier half of the 
stimulus for the attention conditions where the listeners were 
encouraged to segregate the streams compared to the attention 
conditions where the listeners were encouraged to hold on to an 
integrated percept.  
2) The activity at the rate of all the tones (where each tone is heard) 
decreased in the later half of the stimulus as compared to the 
earlier half of the stimulus for the attention conditions where the 
listeners were encouraged to segregate the streams. 
 
Hence, the effect of attention on build-up of segregation was indicated by 
the increase in the amplitude of the evoked response to the slower rate in 
the attention condition where the listeners were instructed to segregate. In 
the case of the conditions where the listeners were encouraged to 
perceive an integrated percept, there was a smaller difference in activity 
across the early and late halves of the stimulus at the rate of the B tones. 
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Figure 2.6: Upper panel: Frequency spectrum for the two attention 
conditions (indicated by the blue and green lines) for the frequency of the 
B tones (2.2 Hz) and the frequency of occurrence of every tone (6.6 Hz) 
for the first 4.9 seconds of the stimulus. Lower panel: Frequency spectrum 
for the two attention conditions (indicated by the blue and green lines) for 
the frequency of the B tones (2.2 Hz) and the frequency of occurrence of 
every tone (6.6 Hz) for the later 4.9 seconds of the stimulus.  
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2.3 Discussion 
This experiment aimed at investigating the way in which attention affects 
the build-up of stream segregation. The experimental hypothesis was that 
the behavioural as well as EEG data would show an increase in build-up 
of segregation for conditions where listeners were instructed to attend to a 
segregated percept (try to segregate the B tones from the A tones) as 
opposed to an integrated percept (where participants were instructed to 
hold on to an integrated ABA_ percept). In the behavioural data, for the 
conditions where the participants were instructed to attend to the B tones, 
a much faster build-up was observed as compared to the conditions where 
the listeners were instructed to attend to the one stream ‘galloping’ 
percept. There has been an on-going debate regarding the role of 
attention in build-up of segregation (Moore and Gockel, 2012). Carlyon et 
al. (2001) have demonstrated that build-up of segregation depends on 
attention. They stress that even though they cannot conclude that 
unattended sequences do not split into separate streams, they can 
demonstrate that attention has a large effect on build-up and they argue 
that attention is crucial for the process of streaming sounds into separate 
streams rather than simply a modulating factor for the output of the 
streaming process (Carlyon et al., 2001).  
The EEG data for the six conditions showed a smaller, yet significant 
effect of attention on the build-up of streaming. Two aspects of attention 
were studied: one being the difference in the amplitude of the responses 
evoked by the deviant tone and the other being a measure of the increase 
in activity at the repetition rate (frequency) of the segregated B tones. As 
hypothesised, the deviant was detected more (as indicated by an increase 
in amplitude of the P1-N1-P2 complex) in the ‘early’ condition than the 
later condition. Even within the early conditions, it was detected maximally 
for the attention condition where the listeners were supposed to hold on to 
an integrated percept, as hypothesised. This could be due to the fact that 
in the integrated percept, since each tone is perceived, the perceived inter 
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tone interval is small (50 ms). A 40 ms shift in an on-going rhythm with 
only a 50 ms inter-tone interval is easily detectable. However, in the case 
of a segregated percept, the inter-tone interval becomes much larger (550 
ms between two B tones) in which case, a 40 ms shift in tones is not as 
salient. In the later condition, there was no difference between the 
attention conditions for the amplitude of the response evoked by the ‘late’ 
deviant.  
A significant increase in the rate of the segregated B-tone stream towards 
the latter half of the stimulus for the condition was also noted where the 
listeners were instructed to attend to the B tones to enhance segregation. 
It must be noted that in the behavioural as well as the EEG responses, the 
percept tended towards a two-stream percept even when listeners are 
instructed to hold on to an integrated percept. However, the amount of 
streaming build-up was more rapid and significantly larger for the attention 
conditions where stream segregation was facilitated. This is in line with the 
results from (Carlyon et al., 2001; Sussman et al., 2007) which indicate 
that although attention is not essential for build-up of segregation, it does 
play a critical role in the rate and extent of segregation. There have been 
several recent studies suggesting that auditory attention can modulate 
EEG responses in a manner that is consistent even at single-trial level 
(Kerlin et al., 2010; Choi et al., 2014). Furthermore, Woldorff et al. (1993) 
have also shown  that auditory attention can exert selective control over 
sensory input as early  as 20 ms post stimulus onset.  
The final aspect that was investigated in this data was the level of 
resetting of stream segregation due to the inclusion of the deviant.  
The paradigm of the current experiment was very similar to that used in a 
psychoacoustic study by Thompson et al. (2011). In their first experiment, 
they used a 25 pure tone triplet sequence with an early or late deviant 
tone for 4 and 8 semitone frequency differences. The participants made 
subjective and objective responses separately for the same stimuli; 
subjective responses involved making perceptual judgments throughout 
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the stimulus to decide if they heard either one or two streams whereas the 
objective task required the listeners to detect the temporal shift via button 
press. Their results showed no evidence of resetting of streaming 
(Thompson et al., 2011). The same lack of resetting from a segregated 2-
stream percept to a default 1-stream percept in the subjective response 
was seen in our data. However, the temporal shift in the stimulus was very 
clearly detected in the EEG activity in our current experiment as seen by 
the change in the P1 and N1 wave amplitudes. This could suggest that the 
shift, although detected, does not cause a simultaneous reduction in the 
reported subjective streaming percept. Post testing, when listeners were 
asked if they had noticed the temporal shift, only 3 out of 15 listeners had 
been able to detect the temporal shift. However, even those 3 listeners did 
not show any active resetting in their psychophysics data. This result 
related to the conclusions drawn by Roberts et al. (2008), Haywood and 
Roberts (2013) and Denham et al. (2008) where they stated that abrupt 
acoustic changes may affect temporal judgment measures but may not 
necessarily cause any ‘reduction in the reported extent of segregation’ 
(Roberts et al., 2008).   
Overall, the results of this study indicate that the effects of attention and 
build-up can be seen in the behavioural as well as the EEG responses for 
bistable stimuli. The results of this chapter lay the groundwork for the 
study described in Chapter 3, which describes the use of a novel stimulus, 
based on the octave illusion (Deutsch, 1974) used to study stream 
segregation for sequential as well as synchronous sounds using 
concurrent EEG and psychophysics techniques. 
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Chapter 3  
Summary 
This chapter introduces the use of a perceptually multistable auditory 
stimulus, similar to the one used to elicit Deutsch’s ‘Octave Illusion’, which 
involves both sequential and concurrent sound segregation. This stimulus 
has been revisited in the following set of studies as it provides a new 
potential insight into understanding the role of attention in stream 
segregation.  In both the studies described in this chapter, the basic 
structure of the stimulus remains similar to that of Deutsch’s octave 
illusion. Each ear of the listener was presented with a sequence of 
alternating pure tones of low and high frequencies. The same sequence 
was presented to each ear, but in opposite phase, such that the sequence 
in the left ear could be a High-Low-High… pattern whereas the sequence 
in the right ear was a Low-High-Low… pattern. The illusion reported by 
Deutsch (1974) is that participants hear an alternating pattern of low and 
high tones, with all the low tones lateralized to one side and all the high 
tones lateralized to the other side. In the current set of studies, the 
stimulus sequence was preceded by a priming sequence of tones that 
were either all low or all high in frequency and were presented either to the 
left or right ear. Listeners were cued to focus on a particular frequency 
(high or low) and side (right or left), as indicated by the priming sequence 
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of tones. By instructing participants to listen to a particular frequency and 
side, two different percepts for the same stimulus were possible, thus 
allowing us to study the neural correlates of streaming and selective 
attention. Two experiments were carried out to test the hypotheses that 1) 
stream segregation is key to the perception of the illusion and 2) the 
illusion can be successfully manipulated via directed attention. Firstly, 
psychophysical measures were used to establish if the illusory percept 
elicited by this particular stimulus configuration depended on stream 
segregation. Psychophysical results indicated that streaming played a role 
in the way this stimulus was processed. Next, a concurrent EEG and 
psychophysics paradigm was used to objectively establish if the effect of 
attention was mirrored in the EEG recordings.   
 
CHAPTER	  3	  
	   71	  
3.1 Introduction 
The previous chapter used a well-established sequential streaming 
stimulus, the ABA_ tone triplet paradigm, to study the effect of directed 
attention on the perception of a multistable stimulus and investigated 
whether the effects of attention can be observed in the resultant EEG 
signal. The results indicated that there was, indeed, an effect of directed 
attention in the EEG signals and the subjective psychophysical results 
also showed a distinct effect of attention on the outcome of auditory 
streaming.  
However, as discussed in Chapter 1, more often than not, sounds in the 
environment occur both concurrently as well as sequentially in time. 
Auditory stream segregation has been studied in various psychophysical 
and physiological experiments using sequential and concurrent sounds. 
As discussed in chapter 1, the acoustical properties that influence 
streaming of stable and multistable stimuli are relatively well known and 
have been explored using several behavioural as well as 
electrophysiological methods (Alain, 2007; Denham et al., 2010; Elhilali et 
al., 2009; Gutschalk et al., 2005; Micheyl et al., 2007, 2013a, 2013b; 
Pressnitzer & Hupé, 2006; Shamma & Micheyl, 2010). Furthermore, the 
role of attention, expectation, prior exposure and other “top-down” 
influences have been found to play a key role in how complex auditory 
scenes, especially ones with perceptually ambiguous stimuli, are 
perceived and processed (Carlyon et al., 2001; Cusack et al., 2004; Elhilali 
& Shamma, 2008; Moore & Gockel, 2012; Winkler et al., 2012). It must be 
noted that perceptual ambiguities are relatively rare in natural settings 
mainly due to several other cues helping listeners to disambiguate stimuli. 
However, perceptually ambiguous or multistable stimuli can be useful in 
dissociating the neural responses to physical stimuli from the correlates of 
perception (Leopold and Logothetis, 1999; Schwartz et al., 2012). 
Furthermore, although sounds in the natural environment occur both 
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synchronously as well as sequentially, not many studies have been 
conducted in the field of stream segregation to study how these two 
aspects of segregation interact. In general, with a few exceptions (Darwin 
et al., 1995; Shinn-Cunningham et al., 2007), the perceptual organization 
of sequential and concurrent sounds has been studied separately and 
independently.  
The experiments described in this chapter address the interaction between 
sequential and concurrent sound segregation using a new stimulus 
paradigm similar to the one used to elicit Deutsch’s “octave illusion” 
(Deutsch, 1974) (Figure 3.1). The illusion reported by Deutsch is that 
participants hear an alternating pattern of low and high tones, with all the 
low tones lateralized to one side and all the high tones lateralized to the 
other side, whereas the actual stimulus has alternating low and high tones 
in both ears.  
	  	  
Figure 3.1: The stimulus pattern used in the original experiment of 
Deutsch (1974) describing the octave illusion, together with the percept 
most commonly obtained. Blue boxes indicate tones at 800 Hz, and green 
boxes indicate tones at 400 Hz. 
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tones in left ear to the opposite pattern) and that the pattern depends on 
the length of stimulus presentation, i.e. the illusion does not occur for very 
short presentations of the stimulus (Christensen & Gregory, 1977; 
Deutsch, 1978). Given that this stimulus can be perceived in multiple 
ways, it is reasonable to claim that this stimulus sequence could indeed be 
multistable (Deutsch & Gregory, 1978; Chambers et al., 2002; Brancucci 
et al., 2011; Brancucci et al., 2014). Although studies have noted multiple 
percepts for these stimuli, none have investigated whether instructions or 
priming (either verbal or auditory priming) can be used to alter the percept. 
For example, if listeners are instructed to listen for the low tones in the left 
ear, can they do this successfully, or does their percept revert to hearing 
the low tones in the right ear, as reported in the original illusion? While a 
few studies have probed the neural representation of these stimuli 
(Lamminmäki and Hari, 2000; Brancucci et al., 2012) as discussed in 
Chapter 1, none of these studies attempted to actively manipulate the 
percept while simultaneously recording neural responses. Also, the 
majority of studies carried out using this illusory stimulus do not use 
objective measures to record the participants’ percept.  
The following two experiments test the hypotheses that stream 
segregation is key to the perception of the illusion and that its perception 
and neural correlates can be manipulated via selective attention. In order 
to ensure the listeners’ attention was manipulated adequately, an objective 
deviant detection paradigm was used where listeners had to detect a 
target amplitude deviant within the attended streams while ignoring 
distractor deviants in other streams. 
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3.2 Methods 
3.2.1 Participants 
Fifteen participants (eleven female and four male, aged 20-29 years) 
participated in the first experiment, which involved only psychophysics. 
Ten participants (four female and six male, aged 20-29 years) participated 
in the second experiment, which involved simultaneous behavioural and 
EEG measurements. All participants tested were naïve listeners and there 
was no overlap of participants between the studies. All participants had 
normal hearing, defined as audiometric hearing thresholds no more than 
15 dB Hearing Level (HL) at octave frequencies from 250 Hz to 4 kHz, 
with no history of hearing or neurological disorders. Participants provided 
written informed consent and were compensated for their participation. 
Experiment 1 was carried out at University College London and 
Experiment 2 was carried out at the University of Maryland. The University 
College London Ethics Committee and the University of Maryland 
Institutional Review Board approved the procedures for the experiments 
respectively. 
 
3.2.2 Experiment 1: Stimuli and procedure  
In the first experiment, alternating sequences of low and high tones were 
presented to each ear in opposite phase, such that the sequence in the 
left ear could be a High-Low-High… pattern while the sequence in the right 
ear could be a Low-High-Low… pattern (see Figure 3.2). Participants were 
cued to attend to a particular ear (R or L) and frequency (termed Hi or Lo), 
as indicated by a priming sequence of three pure tones that were 
presented either to the left or right ear and were either all low or all high in 
frequency (i.e., RLo, RHi, LLo, or LHi). All tones were 100 ms in duration, 
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including 10-ms raised-cosine onset and offset ramps. All tones were 
presented at 70 dBHL. Within the priming and the main sequence, the 
tones were separated from each other by a 50-ms silent period. The silent 
period between the priming sequence and the test sequence was 500 ms. 
The sequences were generated in MATLAB (MathWorks Inc. Natick, MA, 
USA) and were presented at a sampling rate of 44.1 kHz. The experiment 
was presented using the Psychophysics Toolbox extension in MATLAB 
(Brainard, 1997; Pelli, 1997) through Sennheiser HD 215 headphones.  
	  
Figure 3.2: Schematic representation of the stimuli. Blue and green boxes 
indicate pure tones of 1000 and 3000 Hz respectively. Each ear receives 
an alternating sequence of Hi-Lo tones. The example trial shown in the 
figure has a precursor sequence of low frequency tones in the right ear 
indicating the attended stream. The amplitude deviant in the Right-Low 
tones thus becomes the target deviant among the other distractor 
deviants. 
 
Each ear of the listeners was presented with alternating, opposing 
sequences of 12 pure tones per trial – six high and six low tones in each 
ear (see Figure 3.2). Each of the four tone streams (RLo, RHi, LLo, and 
LHi) could have one deviant tone (amplitude increase by 7 dB on one of 
the tones) that occurred either early, mid or late in the particular stream. 
Each stream had a randomized arrangement of the location of the targets 
and distractor deviants. It was ensured that an equal number of early, mid 
and late deviants were present across the test blocks. Depending on the 
priming sequence, the deviant in the primed stream was the target 
deviant, and the deviants in the other streams were termed distractor 
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deviants. An example trial is shown in Figure 3.2, where the priming 
sequence is for the right ear and low tones (RLo), so the target is the 
deviant in the RLo stream and the distractors are deviants in any of the 
other streams (as indicated in Figure 3.2). The participants were required 
to detect the target deviant while ignoring all other distractor deviants. 
They responded via button press at the end of each trial to indicate 
whether a target deviant had been presented. The target deviants were 
present in 50% of the trials whereas distractor deviants were present in 
every trial. All the deviants used in the test sessions were 7 dB higher than 
the other tones in the sequence, based on listeners achieving a sensitivity 
index (d’) of 1.0 or higher in pilot experiments with that increment level.  
Four different frequency separations between the high and low tones were 
used: 1, 6, 15 and 20 semitones. Within a block, the order of presentation 
of trials was randomized for the four frequency separations and the four 
probe types. The frequency of the low tone was fixed at 1000 Hz while the 
frequency of the high tone varied between trials. Participants received 
visual feedback at the end of each trial.  
Each participant undertook an initial session with 5 repetitions of the test 
sequence without any priming tone sequence at the maximum frequency 
separation of 20 semitones. For each trial, their unbiased percept (i.e., 
when they were not provided with instructions on what to attend to within 
the sound sequences) was noted. For this, the participants were asked to 
simply listen to the sound sequence and report what they heard. Next, 
they were presented with all the frequency separations (1, 6, 15 and 20 
semitones) with the different priming sequences (high and low frequency 
priming tones in the right and left ear) to check if the listeners were able to 
manipulate their percept. For example, the participants were primed to LHi 
tones and their percept at the end of the test sequence was noted.  
Following this block, they carried out one practice block of the deviant 
detection task. For the actual test conditions, each participant completed 
20 blocks of the task. Each block consisted of 96 trials. For each 
frequency separation, there were three deviant and three non-deviant 
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trials per block. The order of all trials was fully randomized. Each block 
took approximately 10 minutes, depending on the participants’ response 
time. The testing was broken up into two sessions of approximately two 
hours each. 
 
3.2.3 Experiment 2: Stimuli and procedure  
The second experiment combined EEG and psychophysical 
measurements to investigate the perception and neural representation for 
a stimulus similar to that used in Experiment 1. The primary difference was 
that the frequencies of the low and high tones were fixed at 1000 and 
3000 Hz, respectively. As in experiment 1, each ear was presented with 
an alternating sequence of 12 pure tones per trial (see Figure 3.2). One 
amplitude deviant was placed on each of at least three of the four types of 
tones (RLo, RHi, LLo, LHi) either at the start, middle or at the end of the 
sequence. The sequences were generated in MATLAB (MathWorks Inc. 
Natick, MA, USA) and digitized at 44.1 kHz. The stimuli were presented 
using E-prime (Psychology Software Tools, Inc. Sharpsburg, PA, USA) 
through Etymotic Research ER-2 insert transducers (Etymotic Research, 
Elk Grove Village, IL, USA) in a sound treated room. Depending on the 
priming sequence, one of the deviants would be the target deviant and 
other three would be distractor deviants for that particular trial. The trials 
were designed in a way that the target deviants were present in 50% of 
the trials whereas the distractor deviants were present in every trial.  The 
participants were required to detect the amplitude deviants in the stream 
of sounds that they were cued to (target deviants) and respond via button 
press at the end of each trial. Feedback was given at the end of each trial. 
Each listener was presented with 160 trials per priming condition during 
the test session.  
EEG was acquired continuously using a 64-channel BrainVision system 
consisting of a Brain-Vision™ recorder (Version 1.01b) and a Brain-Vision 
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professional BrainAmp™ integrated amplifier system (Brain Products 
GmbH, Germany). The signal was digitally sampled at an A/D rate of 1000 
Hz (32-bit resolution). Participants were fitted with an electrode cap fitted 
with 64 silver/silver chloride scalp electrodes positioned in an electrode 
‘Easy Cap’ (Falk Minow Services, Herrsching-Breitbrunn, Germany). 
Electrode impedance was monitored and maintained at a minimum 
(typically below 5 kΩ). 
3.2.4 EEG Analysis 
EEG pre-processing, epoching and averaging was carried out using the 
EEGLAB toolbox (Delorme and Makeig, 2004).  Data was down-sampled 
and then filtered using a zero-phase-shift bandpass filter from 0.1 Hz to 30 
Hz. Baseline was corrected to -500 ms, followed by artefact rejection at +/- 
150 microvolts.  Independent component analysis (ICA) was used to 
remove artefacts related to eye movements and blinks. 
The EEG signal for each attention condition (RLo, RHi, LLo, and LHi) was 
separated into epochs 2850 ms long including a 100 ms baseline. These 
were then grouped separately for correct trials (where the target deviants 
were correctly detected) and for incorrect trials (targets were either not 
detected or with false positive behavioural results). As most of the 
participants had d’ values greater than 1.0, there were more correct 
epochs than incorrect epochs. Hence, for the second half of the analysis 
between correct and incorrect trials, a random subset of the correct trials 
was chosen to equal the number of incorrect trials in that condition.  
The EEG activity was averaged individually for each of the four primed 
attention conditions: attend to RLo, RHi, LLo, and LHi (separately for 
correct and incorrect trials). Next, the responses were averaged with each 
pair of conditions that involved attention to tones that were presented 
synchronously. For example, for priming conditions of RLo and LHi, the 
evoked response waveform would show the same effect of attention, as 
the RLo and LHi tones are synchronous. In other words, the responses to 
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the RLo and LHi conditions were averaged, as were the responses to the 
LLo and RHi conditions. Finally, the responses to the two pairs of 
conditions (RLo-LHi and LLo-RHi) were subtracted from each other in 
order to cancel out the common (in phase) 6-Hz activity (as the tone 
presentation rate in each ear was 6 Hz) and hence to potentially enhance 
the relative level of the 3-Hz activity (due to attention to alternate tones). 
Spectral analysis using a short-time Fourier transform was carried out on 
the resultant waveforms in order to examine the power spectrum of the 
EEG waveforms. 
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3.3 Results 
3.3.1 Experiment 1: Behavioural results 
Subjective reports obtained from participants when listening to a sequence 
with a large frequency separation (greater than 6 semitones) between the 
low and high tones indicated that the spontaneous percept for the majority 
of participants (10/15) was of the high tone in the right ear alternating with 
the low tone in the left ear (RHi/LLo). The remaining five participants 
reported hearing the low tone in the right ear, alternating with a high tone 
in the left ear (RLo/LHi). 
For the 15- and 20-semitone frequency separations, the subjective reports 
after priming indicated that participants were able to change their 
perception of the sequence, depending on the priming sequence. For 
example, participants with the spontaneous perception of RLo/LHi 
reported hearing the reversed percept of RHi/LLo if the priming sequence 
was either high tones in the right ear or low tones in the left ear. In 
contrast, the subjective reports for the two smaller frequency separations 
(1 and 6 semitones) suggested that participants perceived a fused stream 
and that they were not able to precisely locate the ear in which they heard 
the low and high tones.  
In the detection tasks, listeners’ sensitivity to the deviant target was 
estimated by calculating d’ for the detection of deviants for all conditions. 
The value of d’ here and elsewhere was calculated by subtracting the 
inverse cumulative standard normal distribution function of the proportion 
of false alarms (participant responses to trials in which there was no 
deviant in the target stream, as a proportion of all trials with no deviant in 
the target stream) from the inverse standard normal cumulative distribution 
function of the proportion of hits (participant responses to trials in which 
there was a deviant in the target stream, as a proportion of all trials in 
which a deviant was present in the target stream): d’ = z(H) – z(F). To test 
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whether performance was higher in the listening condition that listeners 
seem to report naturally, a one-way ANOVA on the overall d’ scores was 
performed with listening condition (RLo, RHi, LLo, LHi) as the factor. No 
significant difference was found between the four listening conditions F 
(3,12)=3.28, p>0.05. 
 Two predictions can be made if stream segregation plays a role in 
determining performance in this task. First, segregation is known to 
increase with increasing frequency separation (van Noorden, 1977; Miller 
and Heise, 1950); therefore, improved performance would be expected 
with increasing frequency separation between the two tones. Second, 
stream segregation tends to build up over time (Anstis and Saida, 1985; 
Bregman, 1978); therefore, performance should improve over the duration 
of each sequence, at least for frequency separations at which build-up is 
expected. The data are generally consistent with the first prediction, with 
overall performance increasing with increasing frequency separation from 
1 semitone to 20 semitones (Figure 3.3 shows that the d’ scores increase 
for the higher frequency separations). The data are also consistent with 
the second prediction, with better performance observed during the latest 
than the earliest time periods, at least at the two larger frequency 
separations (Figure 3.3). These trends were confirmed by a repeated-
measures ANOVA on the d’ values, with frequency separation (four levels) 
and temporal position of the target deviant (3 levels) as factors. The 
ANOVA confirmed a main effect of frequency separation, F (3,12)=122.8, 
p<0.001, as well as a significant linear trend F (1,14)=222.8, p<0.001, 
supporting the hypothesis of increasing performance with increasing 
frequency separation. The main effect of temporal position was also 
significant, F (2,13)=20.13, p<0.001), as was the interaction between 
frequency separation and temporal position F (6,9)=10.04, p<0.005. Post 
hoc tests indicated a significant difference in the d’ scores for early 
deviants compared to mid and late deviants for the 15 and 20 semitone 
conditions, p<0.001. 
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Figure 3.3: Average deviant detection scores across four different 
frequency separations. The three differentially coloured bars per frequency 
separation indicate the detection scores (d’) for the early, mid and late 
deviants. For the higher frequency separations, a significant increase in 
the detection scores of the late deviants compared to the early deviants 
was found.  
 
 
3.3.2 Experiment 2: Combined EEG and behavioural results 
The behavioural results, averaged across the four conditions (RLo, RHi, 
LLo, LHi) for the single frequency separation (1000 and 3000 Hz, or about 
19 semitones), are shown in Figure 3.4. Similar to the results obtained in 
Experiment 1, a significant difference was seen between the deviant 
detection d’ scores for the early and late target positions, F (1,9)=9.56, 
p<0.01. 
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Figure 3.4: Average deviant detection results from behavioural data 
obtained in Experiment 2 averaged over 10 participants. Data showed a 
significant difference between d’ scores for early and late deviants. 
 
 As described in the Methods, the EEG signals from two of the 
conditions (RLo and LHi) were averaged and subtracted from the sum of 
the EEG signals from the other two conditions (RHi and LLo) to enhance 
the difference between conditions in which participants attended to 
different time epochs. The prediction was that high activity at 3 Hz (the 
repetition rate of the target tones) would indicate enhancement of the 
attended tones. It was found that for the correct trials (all correct trials as 
well as the subset of correct trials taken to match the number of incorrect 
trials; see Figure 3.5 and Figure 3.6 – top panel), 3-Hz activation emerged 
prominently during stimulus presentation, whereas it was absent during 
the trials that were incorrectly responded to (Figure 3.6 – bottom panel).  
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Figure 3.5: Spectral analysis of all correct data indicating a 3 Hz pattern 
(data combined across all 10 participants and all conditions). The spectral 
analysis was carried out on the averaged waveform across the four 
priming conditions as described in the methods section (the averaged 
waveform of conditions RLo and LHi were subtracted from the averaged 
waveforms of RHi and LLo).  
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Figure 3.6: Subtracted waveforms Spectral analysis of equal number of 
correct and incorrect trials indicating a 3 Hz pattern (data combined across 
all participants and all conditions) for the correct trials (top panel) but not 
for the incorrect trials (middle panel). Bottom panel shows the 
bootstrapped difference between the correct and incorrect trials. The parts 
highlighted in orange show the regions of significant difference (p<0.001). 
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To confirm that the 3-Hz activation in the difference spectrograms was 
significant, a repeated-measures analysis was used in which, for each 
participant, the time-frequency series for each participant’s differences 
were subjected to bootstrap analysis (1000 iterations, balanced; Efron & 
Tibshirani, 1994). At each time point, the proportion of iterations below or 
above the zero line was counted. If the proportion was less than 0.1% or 
more than 99.9% for 5 adjacent samples (50 ms), the difference was 
judged to be significant. As shown in Figure 3.6, the activity in the 3-Hz 
region for the correct and incorrect trials was significantly different. 
Aside from the response to tones in the main sequences, the responses 
during and after the priming sequence were also examined. The priming 
sequence of three tones was presented at 6 Hz. The magnitude of 6-Hz 
activity from the onset of the priming sequence until the offset of the test 
sequence for all the incorrect trials as well as an equal number of correct 
trials was calculated. The 6-Hz activity during the silent period showed 
significantly greater suppression for the correct trials than the incorrect 
trials (Figure 3.7). Interestingly, the 6-Hz activation after the test sequence 
onset seemed higher for the correct trials compared to the incorrect trials, 
although that difference did not reach significance (Figure 3.7). In the later 
part of the sequence, the correct trials showed a decrease in the 6-Hz 
activation, in line with the increase in 3-Hz activation observed for these 
trials.    
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Figure 3.7: Plot indicating the magnitude of 6-Hz activity (presentation 
frequency of the probe tone). Grey bars indicate regions of significance 
(p<0.005) showing suppression for correct trials in the silent period and 
towards the end of the sequence.  
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3.4 Discussion 
The two experiments described in this chapter investigated the percept 
elicited by a complex stimulus of alternating high and low tones played in 
opposite presentation phases in the two ears, known as Deutsch’s octave 
illusion (Deutsch, 1974). The questions asked were whether the illusion 
could be understood in terms of the basic principles of auditory streaming, 
whether the perception of the illusion could be manipulated by directed 
attention by changes in listening instructions provided via auditory priming 
cues, and whether the corresponding neural activity mirrored these 
changes in perception of the illusion. The results provide support for all 
three hypotheses.  
Role of stream segregation 
The octave illusion is thought to arise from mechanisms involving 
concurrent and sequential sound segregation. As noted earlier, there are 
certain key distinct properties of stream segregation. The properties that 
the current two experiments tap into are the build-up of segregation over 
time as well as the effect of frequency separation on streaming. As 
previously noted by Brancucci et al. (2009), the fact that the illusion breaks 
down at small frequency differences suggests that it is mediated at least in 
part by auditory streaming constraints. As has been previously noted, 
stream segregation breaks down if the frequency separation is too small 
(van Noorden, 1975). The behavioural results from experiment 1 confirm 
and extend these observations by showing a deterioration in a 
performance-based task in conditions with a small frequency difference 
between the low and high tones (of 6 semitones or less), suggesting a lack 
of stream segregation that results in an inability to “hear out” and follow a 
subset of tones within the complex sequence.  
Another key indicator of streaming is a build-up of segregation over time 
as the sequence unfolds (Anstis and Saida, 1985). A build-up effect was 
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observed when the frequency separation between the tones was large 
enough for participants to perform well in the deviant detection task (15- 
and 20-semitone conditions). The build-up appears more rapid in the 20- 
than the 15-semitone condition, in line with earlier work showing a very 
rapid build-up at large separations (Micheyl et al., 2007). Thus the 
behavioural results are consistent with the hypothesis that the Deutsch 
illusion is subserved by the same mechanisms that govern auditory 
streaming. This is based on the two characteristics observed for the 
octave illusion that are in line with the parameters of stream segregation.  
 
Effects of priming and directed attention on perception and EEG 
responses 
Using stimuli very similar to the ones used in the experiments described in 
this chapter, Deutsch reported an auditory illusion, whereby an alternating 
sequence of low and high tones in both ears (Figure 3.1, Stimulus) were 
heard as a series of alternating tones, with low tones in one ear, and the 
high tones in the other ear, presented at a rate that was half that of the 
actual presentation rate (Figure 3.1, Percept). It appeared as if only the 
tones from one ear were being perceived, but that one of the frequencies 
was being mislocated to the opposite ear (Deutsch, 1974; Deutsch and 
Roll, 1976; Deutsch and Gregory, 1978). The behavioural results from the 
current experiments extend those original findings by demonstrating that 
instructing listeners, via a priming sequence, to attend to a particular tone 
frequency in a particular ear, could alter the subjective percept, as well as 
performance-based measures. For e.g. if a participant’s unbiased percept 
of the illusion is Right ear - Low tones and Left ear – High tones, the 
participant can also as easily perceive the inverse percept of Right ear - 
High tones and Left ear – Low tones if cued to either high tones in the right 
ear or low tones in the left ear. This showed that the illusion is robust but 
malleable to instructions and attention. 
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The simultaneously gathered data from EEG activity also indicated that 
participants were able to attend to the target tones in the correct ear, 
which were presented at half the rate of the stimulus i.e. 3 Hz. Thus, 
consistent with the reported perception, in trials where the participants 
were able to detect the deviant in the target stream, neural activity at the 
target repetition rate (3 Hz) was enhanced, in phase with the target 
presentation times. Interestingly, in trials where the participants were not 
successful in following the target tones (as evidenced by failure to detect 
the target deviant), no such 3-Hz activity was detected, leading to a 
significant difference in 3-Hz activity between incorrect and correct trials. 
This difference in 3-Hz activity was not due to the larger number of correct 
trials (leading to potential enhancement of the signal-to-noise ratio), 
because the difference was still observed when the same numbers of trials 
were evaluated in both correct and incorrect categories. This indicated that 
the EEG activity, even for a smaller, randomly chosen subset of the 
correct trials, robustly indicates the attended tone streams and resulting 
response.  
This enhancement of EEG activity associated with the attended stream of 
tones is consistent with a growing body of literature showing enhanced 
responses to attending (and detected) streams in a background of other 
streams (Alain et al., 2001; Alain & Izenberg, 2003; Carlyon, 2004; 
Carlyon et al., 2001; Cusack et al., 2004; Dyson & Alain, 2004; Gutschalk 
et al., 2005, 2007; Hillyard et al., 1973; Zion Golumbic et al., 2013).  
Lastly, the time-course of the EEG power in the 6-Hz band was examined. 
This rate corresponded to the rate of tone sequences both during the 
priming and subsequent test sequence. Linke et al. (2011) found that in a 
task where a priming sequence precedes a test sequence, a frequency 
specific suppression in the maintenance period (the period between the 
priming sequence and the test sequence) is seen. They suggested that 
this mechanism suppressed activity that could interfere with the 
representation of the priming sequence. The related secondary hypothesis 
for this experiment was that more effective priming would leave a stronger 
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suppression of activity and that a stronger suppression in the priming 
sequence presentation frequency in the correct trials as opposed to the 
incorrect trials would be seen. This hypothesis was confirmed by the 
finding of stronger suppression in the 6 Hz frequency region for “correct-
trials” compared to “incorrect trials”. 
 
The octave illusion as a probe of multistable perception and 
perceptual organization 
Studies of the perception of, and neural responses to, multistable stimuli 
can help us understand how objects or sources in the environment with 
conflicting or ambiguous cues are grouped according to specific 
characteristics to form a coherent representation of our surroundings 
(Schwartz et al., 2012). Several theories regarding the principles 
underlying perceptual bistability and multistability have been put forward. 
Leopold and Logothetis (1999) have suggested that a ‘central, supramodal 
mechanism’ underlies the perceptual decision making in multistable 
stimuli. Tong et al. (2006) proposed another model using multistable 
stimuli in the visual domain with a focus on the idea of distributed 
competition and have suggested that it is essential to understand the 
underlying neural mechanism involved in the processing of multistable 
stimuli, perceptual grouping and the effect of attention on them.  
The multistable stimulus used initially by Deutsch (1974) has been studied 
in different contexts and the robustness of the percept has been 
investigated across a variety of parameters. It has already been 
demonstrated that the percept of this illusion is robust to changes in tone 
duration (Zwicker, 1984), intensity (Deutsch, 1978), frequency separation 
(Brancucci et al., 2009), and timbre (McClurkin and Hall, 1981), and can 
also be elicited by aperiodic stimuli like band-pass noise (Brännström & 
Nilsson, 2011). It was noted by Deutsch and Roll (1976), and later 
confirmed by Brancucci et al. (2009), that the illusion is not dependent on 
the tones being in exact octave relationship. In fact, Brancucci et al. (2009) 
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reported that the illusory percept was dominant for all musical intervals 
tested that were larger than a perfect fourth (roughly a ratio of 4:3 or a 
frequency difference of 33%). 
In neuroimaging studies using this stimulus, either listeners’ spontaneous 
percepts were tested beforehand and recordings were passively recorded 
without instructions on what to attend to within the sound sequences 
(Lamminmäki and Hari, 2000; Brancucci et al., 2012; Lamminmäki et al., 
2012) or the response measures for a task-based study were mainly 
focused on the listeners’ subjective responses regarding their percept 
(Brancucci et al., 2014). In contrast, our study investigated the effects of 
actively guiding the perception of the stimulus between different possible 
perceptual organizations. By including an active, objective, deviant 
detection task, a greater level of control could be exerted over the 
listeners’ percept for every trial. 
Some hypotheses regarding the nature of this illusion have been explored. 
Deutsch and Roll (1976) suggested that listeners generally reported the 
tone frequencies that were presented to their “dominant” ear (usually the 
right), through suppression of the non-dominant ear. Such suppression 
was postulated not to occur for sound localisation, but instead the higher 
tone tended to be localised to the right, and the lower tone localised to the 
left, regardless of the ear of presentation. The present set of experiments 
also found that the illusion is robust to stimulus variations (with the except 
of very small frequency separations, where streaming breaks down), but 
also that the spontaneously reported perceptual organization was very 
malleable to instructions, as provided by the priming tones. In fact, with the 
priming tones present, no advantage was observed for the spontaneously 
perceived organization over the other alternatives. If the stimulus induced 
an illusory percept that could not be overridden by directed attention, the 
participants would have only been able to carry out the deviant detection 
task efficiently in two of the four attention conditions; instead, performance 
was equivalent across all four conditions. Indeed, the malleability of the 
perception of this ambiguous stimulus renders it as a highly promising tool 
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with which to study further the perception and neural correlates of  
auditory stream segregation for a stimulus that involves both sequential as 
well as synchronous sound segregation. 
Chapters 4 and 5 aim to further explore this stimulus paradigm as it is vital 
to further explore the mechanisms as well as characteristics of this illusory 
paradigm from a streaming perspective. This illusion has been extensively 
studied from the point of view of the current dual-mechanism theory. 
However, considering the current findings of some of its mechanisms (if 
not all) having characteristics similar to a complex stream segregation 
paradigm, it is imperative to try and understand the nuances of this 
stimulus. 
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Chapter 4  
Summary 
This chapter continues to explore the dynamics of the octave illusion 
stimulus introduced in Chapter 3. The results of the studies in chapter 3 
indicated that the stimulus sequence, similar to the octave illusion, was 
indeed governed by the principles of stream segregation. Additionally, the 
role of directed attention was established by indicating that the percept of 
the illusion can be manipulated by directed attention. The dual mechanism 
model suggested by Deutsch (1981) to explain the octave illusion 
suggests that the alternating tones heard in the octave illusion were the 
tones present in the dominant ear while the tones in the opposite ear were 
suppressed. In this chapter, two psychophysical paradigms were used to 
test this explanation of the mechanism of the octave illusion. The 
alternative hypothesis tested was that the percept of the illusion is 
determined by the concurrent tones in the stimulus. For example, if the 
illusory percept is Right ear - Low tones and Left ear - High tones, the 
alternative hypothesis suggests that low tones in the right ear and the high 
tones in the left ear are the ones heard in the illusory percept as opposed 
to all the high and low tones of any particular dominant ear (as would be 
the case in the dual-mechanism model). The results of the psychophysical 
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studies indicate that the concurrent tones seem to contribute to the pitch of 
the tones in the octave illusion percept. 
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4.1 Introduction 
In chapter 3, a new perceptually multistable stimulus, based on a variant 
of the Deutsch’s ‘octave illusion’ (Deutsch. 1974) was investigated to study 
stream segregation (see Figure 3.2 – Chapter 3). The results of Chapter 3 
suggested that stream segregation plays a role in the perception of this 
illusion. Furthermore, it was established that the illusion could be 
manipulated by directing attention towards one of the two possible 
percepts (either perceiving high tones in the right ear and low tones in the 
left ear or vice versa). The first experiment in chapter 3 investigated 
whether the illusion involved a role of stream segregation. If so, it was 
hypothesised that the illusory percept depended on segregation of sources 
and hence would be easier to parse apart with an increase in frequency 
separation between the tones. The results revealed a statistically 
significant increase in stream segregation with increase in frequency 
separation between the low and high frequency tones of the octave illusion 
stimulus. Furthermore, a significant effect of build-up was measured using 
an objective, deviant detection task (detecting an amplitude increase in the 
target stream), which further indicated the role of stream segregation. The 
second experiment in chapter 3 used EEG recordings to indicate that the 
percept could be modified effectively by directing attention using a 
precursor tone sequence. The results of the two experiments described in 
Chapter 3 indicated that the octave illusion could be a powerful paradigm 
to study a complex, stream segregation scenario where both sequential as 
well as concurrent sound segregation are potentially involved. However, 
as the illusion had not been studied in detail from a streaming perspective, 
it is crucial to re-establish and understand the mechanisms of the illusion 
further. We start by understanding the dual-mechanism model suggested 
by Deutsch (1981) in detail. 
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4.2 Deutsch’s dual mechanism model  
The stimulus used to elicit the octave illusion is shown in the upper portion 
of Figure 4.1. Two pure tones that were spaced an octave apart were 
repeatedly presented in alternation. The same two-tone sequence was 
played simultaneously to both ears but one tone out of step with each 
other. This means that when the right ear receives the high tone, the left 
ear receives the low tone, and vice versa.  
	  
Figure 4.1: Schematic representation of the stimulus and resulting illusory 
percept in Deutsch’s Octave Illusion (Deutsch, 1974). Tones A and B 
indicate pure tones of frequencies 400 and 800 Hz. 
 
The octave illusion can be perceived in a number of different forms 
(Deutsch, 1974, 1980, 1981, 1983, 1987, 1995). The majority of listeners 
hear a single tone that switches from ear to ear, while its pitch 
simultaneously shifts back and forth between high and low. For example, 
the typical illusory percept could be described as one ear perceiving the 
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pattern “high tone - silence - high tone - silence” (in right-handers, this is 
generally the right ear) while the other is receiving the pattern “silence - 
low tone - silence - low tone” (in right-handers, this is generally the left 
ear). This percept is illustrated in the lower portion of Figure 4.1. This 
percept can be sustained even when the earphone positions are reversed; 
i.e. the apparent locations of the high and low tones often remain fixed 
irrespective of the physical stimulus being reversed. The tone (high or low) 
that was heard at half the rate of the stimulus in the right ear continues to 
appear in the right ear, and the tone that had appeared in the left ear 
continues to appear in the left ear.  
Deutsch (1975) suggested that the octave illusion resulted from a 
combination of two separate decision mechanisms, one to determine the 
perceived pitch, and the other to determine the perceived location of the 
tone. The model is depicted in Figure 4.2.  
	  
Figure 4.2: Schematic diagram illustrating Deutsch’s dual-mechanism 
model consisting of two decision mechanisms, one to determine the 
perceived pitch and the other to determine the perceived location, both of 
which combine to produce the resultant illusory percept. To determine the 
perceived pitch, listeners attend to the pitch information in one ear and 
suppress the corresponding pitch information in the other ear. The 
perceived location of the tone based on the ear that received the higher 
frequency signal at that particular point in time. In the figure above, A = 
high frequency tone, B = low frequency tone. Adapted from Deutsch 
(1981). 
 
To provide the perceived pitches of the tones (i.e., the melodic line), the 
frequencies arriving at only one ear are followed, and all the frequencies 
B
A
A
B
STIMULUS
R Ear
L Ear B
A
A
B
B
A
A
B
B
A
A
B
B
A
COMBINED PERCEPT
R Ear
L Ear B
A
B
A
B
AB
A
COMBINED PERCEPT
R Ear
L Ear
B
A
B
A
B
A
B A B AB A B A
Left ear pitch percept
A B
Right ear pitch percept
A BA B A B
R  L  R  L  R  L  R L
Localization percept
CHAPTER	  4	  
	   99	  
arriving at the other ear are suppressed. However, each tone is localised 
at the ear that receives the higher frequency, regardless of whether a pitch 
corresponding to the higher or the lower frequency is in fact perceived. 
To understand Deutsch’s model further, consider an example case of a 
listener who follows the pitches delivered to his right ear. In the physical 
stimulus, when the high tone is presented to the right and the low tone to 
the left, this listener hears a high tone as the tones of only one ear (in this 
example, the right ear) are supposed to be heard according to the pitch 
mechanism of the Deutsch dual-mechanism model. The listener also 
localises the tone in the right ear, because this ear is receiving the higher 
frequency. However, when the low tone is presented to the right ear and 
the high tone to the left, this listener now hears a low tone, because this is 
presented to the right ear, but localises the tone to the left ear instead, 
because the left ear received the higher frequency. So the entire pattern is 
heard as a high tone to the right that alternates with a low tone to the left. 
It can be seen that, on this model, reversing the positions of the 
earphones would not alter the basic percept. However, for the case of a 
listener who follows the pitches presented to the left ear instead, holding 
the localisation rule constant, the identical pattern would be heard as a 
high tone to the left alternating with a low tone to the right. Follow-up 
experiments by Deutsch and colleagues have found evidence to support 
this model (Deutsch, 1978, 1980, 1981, 1987, 1988; Deutsch & Roll, 
1976). It has also been established that the illusion can be perceived for 
acoustic parameters that are different from the initial parameters used by 
Deutsch (1974) to elicit the illusion. For example, it is known that the 
illusion can be elicited by narrow-band noise, complex tones, frequency 
modulated tones as well as tone sequences that are not separated by 
exactly an octave (Brancucci et al., 2009; Brännström & Nilsson, 2011; 
Deutsch & Roll, 1976; Lamminmäki et al., 2012). 
Through the dual mechanism model suggested by Deutsch (1981), the 
octave illusion can be seen as a simple yet striking example of illusory 
feature conjunction; an instance when the spectral and spatial features 
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relating to an incoming stimulus obtained by the perceptual system are 
faultily bound together to give rise to an illusory percept. This incorrect 
feature conjunction throws open the crucial issue of how humans usually 
manage to arrive at correct binding solutions. Deutsch (1980, 1981) 
provided an early dual mechanism parallel processing model of how 
correct binding can occur for the case of values of two attributes (pitch and 
location) and that also explains the incorrect binding that occurs in the 
octave illusion (see Figure 4.2). This model has been expanded to account 
for the correct binding of values of three or more attributes, such as pitch, 
location, and loudness (Deutsch, 1988) especially in the case of the scale 
illusion (Deutsch, 1975).  
Focusing on the octave illusion in particular, grouping in this illusion 
according to the Deutsch dual mechanism model is based on spatial 
location. This indicates that the pitches that are heard correspond to the 
tones presented either to the listener’s right ear or to his left.  
Deutsch and colleagues have suggested that the reason for such a 
perceptual strategy to evolve is that it enables the listener to follow new, 
on-going information with the minimum of interference from echoes or 
reverberation (Deutsch, 1998). In everyday listening, when the same 
frequency emanates successively from two different regions of space, the 
second occurrence may well be due to an echo. So a useful perceptual 
strategy involves suppression of the second occurrence of the sound from 
conscious perception. A similar argument has been advanced for the 
precedence effect: in listening to music, a single sound image may be 
obtained when the waveforms arriving from two different spatial locations 
are separated by time intervals of less than around 70 ms (see also 
Wallach et al., 1949; Zurek, 1987). 
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4.3 Need for exploring the dual-mechanism model  
The octave illusion has been hard to explain and over the past few years; 
it has been noted that the illusion does not strictly adhere to an octave 
relationship between the tones (Brancucci et al., 2009; Brännström & 
Nilsson, 2011). Previous attempts at explaining the illusion strictly based 
on the frequency relationships of the tones hence do not hold ground 
(Bregman and Steiger, 1980; Chambers et al., 2002). The dual 
mechanism model (Deutsch, 1981) has been questioned (Chambers et al., 
2002, 2004) as well as supported (Lamminmäki et al., 2010) but does not 
explain fully some of the points raised in this section. 
Bregman & Steiger (1980) had suggested that in the case of the classic 
octave illusion (see Figure 4.1), the auditory system treated the 800-Hz 
tone as a harmonic of the 400-Hz tone and thus localised the percept of 
the tone at the ear receiving the “more reliable higher harmonic”. 
Chambers et al. (2002) suggested that the octave illusion percept was 
based on dichotic fusion, which meant that the percept was made of the 
tones from both the ears fusing to form a percept that varied very slightly 
in overall perceived frequency. Although the Chambers et al. (2002) study 
highlighted the aspect of bilateral grouping of tones, it has been 
established that the tones perceived do not sound like a fused auditory 
image and in fact, correspond to the pitch of the component high and low 
frequency tones (Deutsch, 2004). In particular, the theory of dichotic fusion 
would also have to be rejected, as it would predict that the illusion would 
persist even for tones having similar frequencies in the dichotic pair. 
However, the results by Brancucci et al. (2009) as well as the 
psychophysical results of Chapter 3 – Experiment 1 demonstrate that with 
similar frequencies (e.g., minor third interval or with frequency separations 
of 1 or 6 semitones), the illusory percept almost disappears. 
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From a streaming perspective, the dual mechanism model does not agree 
with the streaming model of temporal coherence (Elhilali et al., 2009; 
Shamma et al., 2011). For example, the low and high tones in the stimulus 
are temporally coherent (see Figure 4.1) and in theory, segregate for a 
frequency separation of 12 semitones or lesser is difficult to obtain and it is 
even more unlikely that one of the components of these temporally 
coherent units is completely suppressed (for example, suppressing Right 
Low in the coherent tone pair of Right Low and Left High).   
Furthermore, the dual mechanism model indicates that the pitch percept of 
the illusion corresponds to the frequency sequence present in the 
‘dominant’ ear of the individual. If this were the case, then directing 
attention to the non-dominant ear of the listeners should not change the 
percept of the listeners. However, it was found that the percept for all 
listeners can be manipulated by a simple precursor sequence (as 
indicated by the results of Chapter 3). 
Since the percept is malleable, the concept of localising to the ear 
receiving the high tone as well as the dominant ear theory does not 
adequately explain the percept associated with the illusion.  
It thus was important to understand the role of the coherent tones (present 
in the presumed suppressed non-dominant ear) and the acoustical 
parameter limits within which the illusion breaks down or is maintained.  
As seen in Figure 4.3, the illusion paradigm can be thought of as two 
coherent-tone pairs (X and Y) alternating throughout the stimulus. The 
main questions that come to mind are:  
1) What happens to the illusory percept if Y is removed?  
2) Do the acoustical properties of Y matter? 
3) How does the illusion get affected if the tones in the suppressed ear 
(which according to the Deutsch model are not heard) are changed? 
Several pilot experiments were conducted (described in section 4.4) to 
understand the questions listed above. It has already been established 
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that the illusion occurs for a larger frequency separation in chapter 3 and 
an exact octave separation is not needed (Brancucci et al., 2009). All 
experiments were therefore done keeping the frequency separation 
between the tones as 19 semitones.  
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4.4 Pilot observations 
The following sets of observations were made from pilot behavioural 
experiments carried out to explore various properties of this illusion. Four 
listeners were tested on a single block of thirty trials. The percept for all 
four pilot paradigms for all the four listeners was identical. The general 
percept for each condition has been reported below. All the low tones 
(marked ‘A’ in Figure 4.3) were pure tones of 1000 Hz and all high tones 
(marked ‘B’ in Figure 4.2) were pure tones of 2996 Hz (frequency 
difference of 19 semitones). Each tone was 100 ms long (including 10 ms 
onset and offset cosine ramps) and the inter-tone intervals were 50 ms 
long. The sequences were generated in MATLAB (MathWorks Inc. Natick, 
MA, USA) and were presented at a sampling rate of 44.1 kHz. For the 
following pilot observations, consider the typical stimulus as being made of 
alternating, coherent-tone pairs (Figure 4.2). For all further descriptions, 
the coherent tone pairs shall be referred to as X and Y.  
	  
Figure 4.3:  Schematic representation to illustrate the coherent pairs 
described in section 4.2. The diagram indicates that X and Y represent a 
coherent tone pair and that this paradigm can be also understood as 
alternating, opposing coherent tone pairs. A and B are low and high 
frequency pure tones respectively. Each tone was 100 ms in length with a 
50 ms silent gap between tones.  A precursor tone sequence consisting of 
three tones was presented before the test sequence to indicate the 
frequency and ear the listener needs to attend to in a particular trial (in the 
sample trial shown, the precursor is a low frequency tone sequence in the 
right ear). 
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Observation 1: The first, most basic observation was that the illusory 
percept could not be elicited with only X or only Y repeated over time. For 
example if only X was repeated over time, it would be a typical stimulus 
used in concurrent sound segregation with all the A tones in the left ear 
and all the B tones in the right ear occurring simultaneously. The percept 
for all the listeners in this case was a fused complex tone percept.  
Observation 2: The illusion also ceased to exist when a noise band was 
used in place of either Y (or X). The percept of only X alternated with a 
white noise burst was that of a fused complex tone alternating with a noise 
burst. This paradigm was tested to rule out whether the illusion could be 
elicited simply by putting any acoustical energy in the alternating paradigm 
(i.e. with Y being white noise) or it required a more specific configuration of 
Y.  
Observations 1 and 2 indicate that the illusion not only requires a sound 
alternating with ‘X’, it also requires a specific configuration of Y to occur in 
order to sound like the octave illusion. Observation 3 aims to understand 
the properties of ‘Y’ that lead to the percept of the octave illusion. 
Observation 3: Following on from observation 2, a pilot experiment was 
carried out when the stimulus was changed dynamically. X was kept 
constant whereas Y started off being the same as X. Gradually; the 
frequencies of the component tones of Y were changed so as to 
approximate the inverse pattern of X (i.e. like the typical Y tone pair that is 
the inverse of X). For example, in the stimulus used, A =1000 Hz, B=2996 
Hz. The stimulus started off with a constant sequence of X and Y where X 
and Y were the same. As the stimulus progressed, the Y tone pair in the 
left ear was gradually increased in frequency from 1000 Hz to 2996 Hz 
(i.e. turning A into B) and the Y tone pair in the right ear was gradually 
decreased in frequency from 2996 Hz to 1000 Hz (i.e. turning from B to A) 
in gradual steps of 75 Hz. The aim was to examine if the illusion required 
only a slight change between X and Y or it required X and Y to be exactly 
opposite. The observation made was that for the initial parts of this 
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sequence, the illusion was not heard. However, only towards the end of 
the latter half of the sequence, when the frequency configuration of Y 
started approximating the inverse of X (within 150 Hz of the target Y 
configuration), the illusion was perceived. However, the illusion was 
maximally perceived when Y was exactly the inverse configuration of X. 
This paradigm was extremely interesting in terms of understanding 
underlying context effects in the perception of the illusion. In simpler 
terms, it aimed to investigate what the configuration of X and Y needed to 
be in order to not be perceived as fused complex tones but sound like 
segregated illusory pure tones.  
Building on this further, it was crucial to understand the role of the tones 
presented in the ‘suppressed’ ear. This was to check if the pitch percept 
was a result of the frequencies presented sequentially (i.e. all the tones in 
one ear – the dominant ear) as suggested by the Deutsch model (1983) or 
not. Observation 4 was a pilot experiment that addressed this aspect. 
Observation 4: This was an observation that led to the two psychophysical 
paradigms carried out below. In pilot 4, one of the tones from the standard 
octave illusion was removed either from X or from Y. For example, in 
Figure 4.3, the high tones (B) either from tone-pair X or tone-pair Y could 
be removed while the sequence was on going.  In this particular example 
of the trial depicted in Figure 4.3, the listener’s default percept at the start 
of the sequence would be right ear- low tones and left ear – high tones. 
According to the dual-mechanism model of Deutsch (1981), it was 
expected that the pitch was determined by the tones in the same ear (in 
this case for example, the right ear), and if the tone removed belonged to 
the sequence in the right ear (dominant ear), the percept would be 
disrupted. In contrast, any changes to the contralateral tones (for example, 
high tones in the Left ear) would not affect the pitch percept of the illusion. 
However, contrary to the prediction based on the dual mechanism model, 
the pilot results unanimously suggested that the deletion of the tones in 
the opposite ear resulted in disruption of the percept whereas the deletion 
of the tones in the same ear did not affect the percept of the illusion much.  
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Observation 4 led to the following two paradigms that were designed in 
order to answer the question: Which low and high tones contribute to the 
pitch percept in the octave illusion? For example, consider the trial shown 
in Figure 4.3. The hypothesis according to the dual mechanism model 
would indicate that the pitch percept arises from the right ear low tones 
and the right ear high tones. The alternative hypothesis was that the pitch 
percept arises from the right ear low tones and the left ear high tones.  
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4.5 Methods 
4.5.1 Participants 
 Fifteen adults (21–30 years of age, 6 male) with normal hearing 
(audiometric thresholds <20dBHL from 250 to 8000 Hz) and reportedly no 
history of neurological disorders participated in the experiment. Informed 
consent was obtained after the procedures of the experiment were 
explained to them. The University College London Ethics Committee 
approved the experiment. Participants received payment for their 
participation.  All listeners were naïve to the stimulus (none of them took 
part in the pilot experiments or any previous experiments) and were 
chosen on the basis of their ability to perceive the octave illusion without 
any precursors. All 15 listeners were also able to manipulate their percept 
of the illusion according to the four different precursor tones. For example, 
if the listeners were exposed to a trial with a precursor of low tones in the 
left ear, their percept would be low tones in the left ear and high tones in 
the right ear. Furthermore, the same listener would be able to change their 
percept to perceiving the low tones in the right ear and high tones in the 
left ear if the precursor of low tones was presented in the right ear.  
 
4.5.2 Stimulus and Paradigms 
Aim of Paradigms 1 and 2 
The aim of both the stimulus configurations in this experiment was to 
determine which low and high tones of the stimulus were contributing to 
the low and high tone percept of the octave illusion.  
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Paradigm 1: Amplitude modulated tones 
This paradigm consisted of a stimulus similar to the one used in Chapter 3 
consisting of three Low or High precursor tones either in the left or right 
ear to indicate what side and frequency listeners needed to attend to. For 
each trial, one of the non-cued streams (i.e. not the same frequency as the 
precursor) was amplitude modulated. For e.g. Figure 4.4 shows an 
example trial of Paradigm 1. The listener is cued to the low tones in the 
right ear via a precursor sequence made of three unmodulated low 
frequency tones (for all trials, the precursor tones were always 
unmodulated). The left and right ears were presented with sequences of 
alternating low and high frequency tones. The illusory percept of the 
listener is low tones in the right ear and high tones in the left ear. The left 
ear-high tones were amplitude modulated (modulation depth of 0.75) 
whereas all other tones were unmodulated. The listeners’ task was to 
report via a two-alternative forced choice task using a computer keyboard 
button press whether the most salient tone alternating with the cued tone 
was modulated or not. In the schematic presented in Figure 4.4, if the 
listener perceived the illusion with amplitude modulated tones, it would 
mean that the illusory percept arose from the coherent tones. If the listener 
reported hearing pure tones, it would mean that the percept was 
determined from the non-coherent tones. The precursors and modulated 
tones were completely randomized. For each trial, either the coherent or 
non-coherent tone streams could be amplitude modulated. This resulted in 
a total of 8 conditions (four precursors – Right or Left ear/ Low or high 
frequency with two conditions - coherent tone stream modulated/non-
coherent tone stream modulated each). The stimulus was randomized 
hence each type of non-target stream (coherent/non-coherent) was 
modulated for 50% of the trials.  
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Figure 4.4: Schematic diagram illustrating paradigm 1. The black dotted 
lines indicate amplitude modulation (modulation depth of 0.75). A and B 
are pure tones with a 19 semitone separation (100 ms in length with a 50 
ms silent gap between tones). In the example trial illustrated in the figure, 
the high tones (B) in the left ear are amplitude modulated. The precursor is 
a low frequency tone sequence in the right ear. For this trial, the listener 
has a percept of Right ear Low tones – Left ear high tones and the 
listeners are supposed to report whether the most salient high frequency 
tone alternating with the cued low frequency tone (Right Low) is amplitude 
modulated or not.  In this particular example, if the listeners report hearing 
a modulated tone, it indicates that the coherent tone was heard and vice 
versa. 
 
Listeners also underwent thirty trials of distinguishing amplitude-modulated 
tones from un-modulated pure tones (carrier frequencies of the tones 
being 1000 Hz and 2996 Hz). In these trials, three tones of either 
amplitude modulated or pure tones were presented. The listeners had to 
indicate whether the stimulus was amplitude modulated or unmodulated 
pure via button press in a two alternative forced choice task. All listeners 
were able to achieve 100% accuracy on correctly identifying the 
amplitude-modulated tones.  
All the low tones (marked ‘A’ in Figure 4.4) were pure tones of 1000 Hz 
and all high tones (marked ‘B’ in Figure 4.4) were pure tones of 2996 Hz 
(frequency difference of 19 semitones). Each tone was 100 ms long and 
the inter-tone intervals were 50 ms long. All tones had a 10 ms onset and 
offset cosine ramp. The modulation depth for the amplitude-modulated 
tones was set at 75 per cent. The sequences were generated in MATLAB 
(MathWorks Inc. Natick, MA, USA) and were presented at a sampling rate 
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of 44.1 kHz. The experiment was presented using the Psychophysics 
Toolbox extension in MATLAB (Brainard, 1997; Pelli, 1997).  
 
 
Paradigm 2: Fading tones 
This paradigm was similar to paradigm 1 (Amplitude modulated tones) 
consisting of three Low or High precursor tones either in the left or right 
ear to indicate what side and sound frequency listeners needed to attend 
to. However, in this paradigm, for each trial, one of the non-cued streams 
(i.e. not the same frequency as the precursor) had a few tones in the 
middle of the stream reduced in amplitude.  For e.g. Figure 4.5 shows an 
example trial of Paradigm 2. The listener is cued to the low tones in the 
right ear via a precursor sequence made of three low frequency pure 
tones. The left and right ears were presented with sequences of 
alternating low and high frequency tones. The illusory percept of the 
listener is low tones in the right ear and high tones in the left ear. The left 
ear-high tones were faded out and back in by halving the amplitude of the 
tones for each successive tone until the amplitude were 1/8th of the 
original amplitude after which the amplitude was increased in the same 
proportion. The change in amplitude occurred over a time-course of seven 
tones. The listeners’ task was to report via a two-alternative forced choice 
task using a computer keyboard button press whether the most salient 
tone alternating with the cued tone changed in amplitude or not. In the 
schematic presented in Figure 4.5, if the listener perceived the illusion with 
a disruption in amplitude due to the fading out in one of the alternating 
tones, it would mean that the percept arose from the coherent tones. If the 
listener reported hearing uninterrupted tones without any change in tone 
amplitudes, it would mean that the percept was determined from the non-
coherent tones. The precursors and faded tones were completely 
randomized and in each trial, either the coherent or non-coherent tone 
streams could be faded. The precursors and faded tones were completely 
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randomized. For each trial, either the coherent or non-coherent tone 
streams could have the faded tones. This resulted in a total of 8 conditions 
(four precursors – Right or Left ear/ Low or high frequency with two 
conditions - coherent tone stream faded/non-coherent tone stream faded 
each). The stimulus was randomized hence each type of non-target 
stream (coherent/non-coherent) had the faded tones for 50% of the trials.  
	  
Figure 4.5: Schematic diagram illustrating paradigm 2. The smaller tones 
indicate reduction of amplitude. A and B are pure tones at a 19 semitone 
separation (100 ms in length with a 50 ms silent gap between tones). In 
the example trial illustrated in the figure, the high tones (B) in the left ear 
are faded out and reintroduced. The precursor is a low frequency tone 
sequence in the right ear. For this trial, the listener has a percept of Right 
ear Low tones – Left ear high tones and the listeners are supposed to 
report whether the most salient high frequency tone alternating with the 
cued low frequency tone (Right Low) was faded out or not.  In this 
particular example, if the listeners report hearing the tone fade away, it 
indicates that the coherent tone was heard and vice versa. 
 
 
All 15 listeners carried out both these paradigms. The total experiment 
with instructions, practice tasks and both paradigms took 2 hours. Each 
paradigm had 5 blocks with 12 test trials (60 trials per paradigm in total). 
Listeners were not given any feedback as that would result in a biased 
response.  
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4.6 Results 
For each trial, the responses were recorded via button press according to 
whether the response was related to the state of the coherent or non-
coherent tones. For e.g. in Figure 4.5, if the listener responded as ‘Change 
heard’, the response would be marked as a coherent-tone heard and vice 
versa. The trials were divided according to each precursor type as well to 
check if any listener was unable to do it for any particular precursor. Upon 
inspection, this was not seen for any listener. Next, the results were 
collapsed over all trials, as there was no difference noted for the individual 
precursors. Lastly, the results were scaled to range between -1 and +1. 
Any responses between -1 and 0 were meant to indicate that the 
responses consistent with the non-coherent tones were chosen. Any 
responses between +1 and 0 indicated that the results consistent with the 
coherent tones were reported. Results for 15 listeners are shown in Figure 
4.6. The scatterplot in Figure 4.6 shows the results for all listeners on both 
the paradigms. Each dot indicates the scaled scores for a particular 
listener. Blue and green dots indicate performance scores for the two 
different paradigms. The Y-axis is scaled such that the top panel of the 
graph indicates the scaled scores denoting ‘coherent tones heard’ 
whereas the bottom panel of the graph indicates the scaled scores 
denoting ‘incoherent tones heard’. It can be observed that most listeners 
report listening to the percept corresponding to the coherent tones (data 
points would lie in the upper half of the plot). A one-sample t-test was 
conducted to test whether this trend of perceiving the coherent tone 
percept was statistically significant. The results showed a significant 
positive deviation from zero; t (14) = 4.3566, p<0.0001.  
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Figure 4.6: Graph indicating results for 15 listeners for both paradigms. 
The dark blue circles indicate results for the amplitude modulated tone 
paradigm whereas the green circles indicate the results for the fading 
tones paradigm. The Y-axis is scaled such that the upper half of the graph 
(from 0 to +1) indicates when the response was ‘coherent-tones heard’ 
and the lower half of the graph (from 0 to -1) indicates when the response 
was ‘incoherent-tones heard’. As seen from the statistics and the figure, 
for both paradigms (indicated by blue and green circles), most listeners 
responded to the coherent tone properties.  
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4.7 Discussion 
Both paradigms described above (amplitude modulated and fading tones) 
were designed to answer the question: Which of the low and high 
frequency tones contribute to the percept of the illusion? By the dual 
mechanism model proposed by Deutsch (illustrated in Figure 4.2), the 
pitch percept arises from the tones in either ear (deemed as the dominant 
ear) and that the tones are being misattributed in location. However, the 
results from paradigm 1 and 2 indicate that the percept of the illusion 
mostly arises from the concurrent tones. This would indicate that the 
illusory percept might arise from misattributions of the stimuli in time rather 
than location. The findings of this experiment, although unable to provide a 
complete explanation for the mechanisms of the illusion, suggest a 
previously unexplored aspect of this stimulus. The dual-mechanism model 
suggests that the incoherent tones (i.e. the tones of only one of the two 
ears) contribute to the pitch percept of the illusion. However, the data 
described above does not suggest the same. The dual-mechanism model 
does not provide for the coherent tones contributing to the percept and 
hence there is a need to try and alternately explain this illusion taking the 
findings of paradigms 1 and 2 into account.  
Deutsch and Roll (1976) had carried out a set of experiments to 
understand which of the low and high frequency tones contributed to the 
pitch in the illusion. They used only right-handed listeners in the 
experiment. The listeners were presented with a stimulus sequence as 
shown in Figure 4.7 where a dichotic tonal sequence was presented in 
each trial. The basic configuration of the sequence consisted of three high 
frequency tones (800 Hz – indicated by the green ‘B’ squares) followed by 
two low frequency tones (400 Hz – indicated by the blue ‘A’ squares) to 
one ear. Simultaneously, the opposite pattern (three 400 Hz tones 
followed by two 800 Hz tones) was presented in the other ear. All the 
tones were 250 ms long and were separated by 250-ms silences. Their 
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results suggested that for any stimulus presentation, most participants 
reported the pitch of the sequence delivered to one of the ears and the 
pitch of the other ear was ignored or suppressed. This led them to suggest 
that the tone sequence heard resulted from one of the ears rather than 
from the coherent tones. 
	  
Figure 4.7: Schematic representation of the stimulus used by Deutsch 
and Roll (1976) to investigate which low and high tones contributed to the 
percept of the octave illusion. Blue boxes marked as ‘A’ indicate low 
frequency tones (400 Hz) whereas green boxes marked as ‘B’ indicate 
high frequency tones (800 Hz). Adapted from Deutsch and Roll, 1976. 
 
However, their paradigm has several pitfalls including the crucial fact that 
the stimulus design does not tap into the exact illusion itself. Furthermore, 
despite having an extremely large sample size, the effect size supporting 
the Deutsch model (that suggesting that the sequence of pitch in only one 
of the ears was heard) was extremely small.  
The results from the two psychoacoustic paradigms (amplitude modulated 
tones as well as faded tones) suggest that the concurrent tones may be 
the ones responsible for the octave illusion percept. These psychophysics 
results need to be further explored as well as confirmed using neural 
correlates in order to confirm whether this alternative hypothesis holds 
true. Chapter 5 builds on this hypothesis by using EEG to confirm whether 
the concurrent tones are indeed the ones contributing to the percept. 
Chapter 5 also uses an objective psychophysics paradigm using a deviant 
detection task to ensure that the listeners are perceiving the illusion in a 
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particular configuration based on the previously established priming tone 
paradigm (used in Chapter 3).  
Lastly, if one considers that the coherent tones are the ones contributing 
to the pitch percept of the illusion, it makes this stimulus interesting from 
the point of view of the interaction between concurrent and sequential 
sound segregation.  
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Chapter 5  
Summary 
This chapter describes an EEG study used to further understand the 
mechanisms of the octave illusion percept. The stimulus used to elicit the 
octave illusion has low and high frequency tones in both ears; however, 
the illusory percept arising from it consists of hearing low frequency tones 
at half the rate of the physical stimulus in one ear and high frequency 
tones at half the rate of the physical stimulus in the opposite ear (see 
Figure 3.1 – Chapter 3). In brief, one of the high and low frequency tones 
each gets suppressed during the percept of the illusion. According to the 
Deutsch model for the octave illusion (Deutsch, 1981), all the tones 
presented in one of the ears are enhanced and are heard as the percept 
of the illusion while all the tones presented in the other ear are suppressed 
(see Figure 4.1 – Chapter 4). Chapter 4 described two psychophysics 
paradigms that were aimed at investigating which high and low tones were 
enhanced and which high and low tones were suppressed. The results 
from Chapter 4 suggested that contrary to the explanation suggested by 
Deutsch (1981), the high and low tones heard were the concurrent tone 
pairs in the stimulus. The current experiment builds on the results of the 
psychophysics results described in Chapter 4 using EEG to investigate 
whether the neural activity associated with the octave illusion agrees with 
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the psychophysical findings, which suggest that the concurrent tone pairs 
across ears are responsible for the percept. To answer this question of 
which low and high tones contribute to the illusory percept, the tone 
streams were differentially tagged using frequency modulation rates that 
can be seen in the evoked response. The results of the current study 
support the findings of Chapter 4 and suggest that indeed, the illusion 
seems to be generated by the concurrent tone pairs.  
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5.1 Introduction 
 Chapter 4 used psychophysical measures to support the hypothesis 
that the components of the concurrent tone pairs are responsible for the 
illusory percept of the octave illusion. This is an alternative view on the 
mechanism of the octave illusion, which was most commonly explained by 
the dual mechanism model suggested by Deutsch (explained in detail in 
Chapter 4).  According to the Deutsch model for the octave illusion 
(Deutsch, 1981), the tonal percept of the illusion arises from the low and 
high tones presented in any one of the two ears while the tones of the 
opposite ear are suppressed (see Figure 4.2 – Chapter 4). This chapter 
focuses on an EEG study carried out to address the question raised in 
Chapter 4 regarding the mechanism of the octave illusion. In particular, the 
aim of this study was to investigate whether the neural activity elicited by 
the octave illusion supported the hypothesis determined from the 
psychophysics results of Chapter 4 relating to the synchronous tone pairs 
contributing to the percept of the octave illusion. A few human 
neuroimaging studies have been carried out to study various aspects of 
the octave illusion (briefly mentioned in Chapter 1 section 1.5.3). The 
studies are described in further detail in this introduction. 
Lamminmäki and Hari (2000) carried out one of the first studies to 
understand the neural basis of the octave illusion using MEG. This study 
aimed at finding the neurophysiological basis of the ‘where’ mechanism of 
Deutsch’s dual-mechanism model. The stimuli were 400 and 800 Hz pure 
tones presented to the left (L) or right (R) ears as follows: L400/R400, 
L400/R800, L800/R400 and L800/R800. The presentation of these four 
different stimuli sets was randomized throughout the experiment. The aim 
of this study was to find out whether the lateralisation of the auditory 
evoked potentials, in particular the N100m peak, co-varied with the sound 
localisation percept. The measure used to study the octave illusion was 
the relative lateralisation of the N100m peak that was assumed to follow 
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the pattern of localisation predicted by Deutsch’s model. The original 
explanation for the octave illusion was that the dominant ear exercises a 
steady suppression on the other, so that only the frequencies arriving at 
the dominant ear were heard when the tones were an octave apart from 
each other (Deutsch and Roll, 1976). In the study by Lamminmäki and 
Hari (2000), lateralisation of N100m seemed to accompany the perceived 
sound locations in the octave illusion. The reasoning of the authors was 
that it was well established that monaural sounds evoke stronger N100m 
responses in the hemisphere contralateral than that ipsilateral to the 
sound (Hari, 1990) and participants localised single sound sources to the 
ear contralateral to the more strongly responding hemisphere. 
Consequently, they found that the N100m was relatively stronger in the 
hemisphere contralateral to the high-pitch sound. The authors 
(Lamminmäki and Hari, 2000) also briefly mention the possibility that 
stream segregation may be responsible for the lateralisation of the tones, 
however they do not follow that line of explanation in the study. The 
drawbacks of this study, in brief, mainly pertain to the fact that this was a 
passive study where there was no objective behavioural task or even a 
subjective measure obtained at a trial-by-trial basis to even have a rough 
measure of what the participants perceived while doing the task. A larger 
problem with the study is that the EEG was not carried out on the stimulus 
eliciting the octave illusion itself. The stimuli used were designed to mimic 
the illusory percept rather than the stimulus that elicited the percept. Using 
EEG responses evoked by a stimulus that is supposed to mimic the 
percept rather than the actual illusion-inducing stimuli have the large 
drawback of presuming what the final percept is supposed to be.   Also, a 
relative lateralisation of averaged N100m peak amplitudes is not a very 
meaningful way of depicting how the octave illusion may be perceived 
considering that it is known that the octave illusion is not extremely stable 
over time and that the percept of the illusion may change in between the 
trial based on our previous findings  
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Another method used to study the evoked response in EEG and MEG to 
the octave illusion is frequency tagging. Frequency tagging refers to a 
method in which the stimulus (either tones or speech) used for the EEG or 
MEG experiments are modulated by a specific modulation frequency, 
which acts like a marker in the overall evoked response. In the case of any 
stimuli where several components are presented in either an overlapping 
or synchronous manner, it is difficult to parse apart the evoked responses 
for every individual component. In such scenarios, temporally overlapping 
stimuli can be modulated by different frequencies, which can then be used 
as distinctive markers for individual stimulus components.  Several studies 
have used the method of tagging by different frequency-modulation rates 
(Bharadwaj et al., 2014; Kaneko et al., 2003; Lamminmäki et al., 2012) to 
elucidate various overlapping auditory phenomena. The modulation 
frequencies used in most of the experiments that use frequency tagging 
(as a method of separating out evoked responses) are preferably 
frequencies close to 40 Hz. This is because it has been established that 
the cortical evoked response to stimuli in humans shows maximum 
amplitude at 40 Hz (Galambos et al., 1981; Hari et al., 1989).  
More recently, Bharadwaj et al. (2014) have also used the technique of 
frequency tagging in an EEG study to investigate selective attention to 
speech streams comprising of different vowel sets that were presented at 
the same time but separated in location by differentially tagging the 
competing streams. The study indicated that frequency tagging is an 
effective method of studying attention effects on concurrently presented 
auditory stimuli. They showed this by showing an increase in amplitude of 
the tagged frequency for the attended stream of vowels. The study also 
used tagging frequencies equidistant from 40 Hz (approximately 35 and 45 
Hz), which are the frequencies used in the current study as well.  
These studies illustrate that frequency tagging can be a useful tool to 
tease apart parts of an overlapping stimuli. Additionally, an increase in 
amplitude for a single tagged frequency can be seen in the salient stimuli 
(Bharadwaj et al., 2014), even within concurrent sound sequences. 
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Lamminmäki et al. (2012) used the method of frequency tagging in 
another MEG study that aimed to explore the link between the perceived 
pitches and interactions of dichotic tones in the octave illusion. Their 
stimuli were eight combinations of 400-Hz and 800-Hz pure tones. There 
were four monaural stimuli, L400, R400, L800, and R800, (where L refers 
to left-ear input, R to right-ear input, and the number to the tone frequency 
- either 400 or 800 Hz), two binaural same-pitch stimuli (diotic), L400R400 
and L800R800, where either the 400-Hz or the 800-Hz tone was 
presented to both ears, and two dichotic stimuli, L400R800 and 
L800R400, which they suggested were the “octave-illusion stimuli”. 
Furthermore, their stimulus was tagged with differential modulation 
frequencies; the LE inputs were modulated at 41.1Hz and the RE inputs at 
39.1 Hz. This study aimed at finding the neurophysiological basis of the 
‘what’ mechanism of Deutsch’s dual-mechanism model (the ‘what’ 
mechanism mainly being the pitch of the tones perceived in the octave 
illusion). The results were based on the amplitude of the ipsilateral and 
contralateral frequency-tagged MEG responses. They found that the 
strength of the MEG activity to the tagged frequencies of the tones varied 
depending on whether a tone of the same frequency or a tone separated 
by an octave was presented simultaneously to the other ear. They 
attributed this difference to modified binaural interaction. They further 
found that there was an increased right ear dominance for all their 
participants (all participants used were right handed) which they 
suggested was in line with Deutsch’s model that suggests that the pitch 
percept comes from the tones in the dominant ear. The authors suggest 
that this modified binaural interaction where contralateral non-dominant 
hemispheric signals were suppressed could be deemed as the neural 
correlates to the ‘what’ pathway suggested by Deutsch (1975). This study 
suffers from the same drawbacks as the previous study by Lamminmäki 
and Hari (2000) where all the findings are based on stimuli that reflect the 
reported percept from the illusion rather than the actual octave illusion 
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stimulus. It must be noted that this study was also carried out in a passive 
listening condition, where the listeners’ percept was not controlled. 
The current study uses the stimulus that is similar to the dichotic stimulus 
used to elicit the octave illusion (Deutsch, 1974) as shown in Figure 5.1 in 
contrast to the studies described above that tend to use a stimulus that 
replicates the illusory percept. In this study, the tones of the stimulus were 
differentially tagged to obtain a direct measure of which tones were 
perceived during the illusion.  
The aim of the current study was to build on the results of Chapter 4 that 
indicated that the concurrent tones were the tones that were responsible 
for the pitch percept of the octave illusion. The hypothesis of this study 
was that the modulation frequency corresponding to the contralateral high 
tones concurrent with the attended low tones would show an increase in 
amplitude. For example, if the listener has a percept of Right ear – Low 
tones and Left Ear – High tones, the amplitude of the modulation 
frequency of the concurrent high tones in the Left ear would be larger than 
the amplitude of the modulation frequency of the high tones in the right 
ear.   
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5.2 Methods 
5.2.1 Participants 
 Thirteen adults (21–30 years of age, 6 male) with normal hearing 
(audiometric thresholds under 20 dBSPL for octave frequencies between 
250 Hz and 8000 Hz) and reportedly no history of neurological disorders 
participated in the experiment. Informed consent was obtained after the 
procedures of the experiment were explained to them. They received 
payment for their participation. The University College London Ethics 
Committee approved the experiment. All participants were naïve to the 
stimulus and were chosen on the basis of their ability to perceive the 
octave illusion without any precursors. A short behavioural block of 
listening to the unbiased octave illusion test sequence and noting the 
subjective responses assessed this. All participants could perceive the 
octave illusion (i.e. low tones in one ear and high tones in the opposite 
ear). 
 
5.2.2 Stimulus and Paradigm 
 The stimulus paradigm is similar to the ones used in Chapters 3 and 
4. A schematic of an example trial is shown in Figure 5.1. At the start of 
each trial, a precursor consisting of three low tones at a frequency of 1000 
Hz was either presented in the left or right ear. Each tone was 200 ms 
long with a silent gap of 100 ms between the three tones. The sequence of 
3 tones was followed by a 1000 ms silent gap. Following the 1000 ms 
silence, the test sequence was played. In the test sequence, each ear was 
presented with a sequence of alternating high and low tones. The 
alternating tone sequences in each ear were one tone out of phase (for 
example, If the left ear sequence started as High-Low-High, the right ear 
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sequence started as Low-High-Low). In Figure 5.1, the low tones 
(frequency = 1000 Hz) are indicated as the boxes marked ‘A’ and the high 
tones (frequency = 2998 Hz) are marked ‘B’. The high tones in each ear 
were differentially modulated by modulation frequencies of either 34.4615 
Hz or 44.3077 Hz. Each tone was 203.1 ms long followed by a 50 ms 
silent gap.  
The tone lengths and precise frequencies were adjusted to these values 
so as to ensure that each high frequency tone had an integer number of 
complete cycles of both the modulation frequencies as well as ensure that 
the modulation envelope was at zero at the start and end of the stimulus. 
This was done in order to minimize splatter during analysis (section 5.3). 
Each test sequence consisted of 40 tones. The total duration of the test 
sequence was 9950 ms. The listeners had to carry out a target deviant 
detection task (similar to the task in Chapter 3). However, the deviants 
were present only on the low frequency tones. The listeners had to attend 
to the low frequency tone stream in the ear cued by the precursor 
sequence and indicate whether an increase in amplitude was present on 
one of the target stream low tones in the attended stream while ignoring 
any other distractor deviants. For example, in Figure 5.1, the precursor 
sequence is made of low frequency tones in the right ear. The 
corresponding percept of this trial would be low frequency tones in the 
right ear and high frequency tones in the left ear. The listeners carried out 
a deviant detection task where the deviant in the right ear would be the 
target deviant whereas the deviant in the left ear would be the distractor 
deviant. 50% of the trials had target deviants whereas all the trials had one 
or more distractor deviants. In each trial containing a target deviant, there 
was only one target tone whereas the number of distractor tones in the 
opposite ear varied from trial to trial. The sequences were generated in 
MATLAB (MathWorks Inc. Natick, MA, USA) and were presented at a 
sampling rate of 44.1 kHz. 
The total EEG stimulus set was counterbalanced for probe type v/s 
tagging frequency. The four stimulus conditions were: 
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1. Probe: Left ear.  
Right ear tagging frequency: 44.31 Hz 
Left ear tagging frequency: 34.47 Hz 
2. Probe: Right ear.  
Right ear tagging frequency: 44.31 Hz 
Left ear tagging frequency: 34.47 Hz 
3. Probe: Left ear.  
Right ear tagging frequency: 34.47 Hz 
Left ear tagging frequency: 44.31 Hz 
4. Probe: Right ear.  
Right ear tagging frequency: 34.47 Hz 
Left ear tagging frequency: 44.31 Hz 
 
	  
Figure 5.1: Test stimuli example. Each ear was presented with opposing, 
alternating frequency sequences of pure tones (A = 1000 Hz with no 
modulation; B = 2996 Hz tagged with modulation frequencies of 34.4 Hz or 
44.3 Hz). Listeners were cued to focus on the low frequency precursor on 
either side indicated by a priming sequence and were asked to detect 
target amplitude deviants. The schematic diagram below shows a sample 
trial where the right ear and left ear high tones are differentially tagged 
(red and blue outlines) and the low frequency tone cues are in the right 
ear. 
 
Two control conditions were also added to the EEG paradigm to establish 
a baseline for the tagged frequencies. An example of the control condition 
stimulus is shown in Figure 5.2. As shown, this stimulus is not alternating 
and hence does not elicit the octave illusion. The stimuli had all low tones 
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in one ear and all high tones presented concurrently in the opposite ear. 
The high tones were tagged with either of the two modulation frequencies.  
	  
Figure 5.2: Control stimuli example. Each ear was presented with single 
frequency sequences of pure tones (A = 1000 Hz with no modulation; B = 
2996 Hz tagged with modulation frequencies of 34.4 Hz or 44.3 Hz). 
Listeners were cued to focus on the low frequency precursor on either side 
indicated by a priming sequence and were asked to detect target 
amplitude deviants. The schematic diagram below shows a sample trial 
where the right ear high tones are tagged (blue outlines) and the low 
frequency tone cues are in the left ear. This stimulus paradigm does not 
elicit the illusory percept. 
 
 
5.2.3 Procedure 
 The first part of the experiment was a behavioural set where the 
listeners first heard the unbiased illusory sequence with only pure tones 
(i.e. no precursor tones and no modulation). Their unbiased percepts were 
recorded for ten repetitions of the stimulus. Next, they carried out another 
set of ten repetitions where their perceptual responses to the experimental 
test stimulus without the precursors used in the experiment (low frequency 
pure tones with high frequency modulated tones – as described in section 
5.2.2) were noted. Lastly, they carried out a set of behavioural trials where 
their subjective responses to the sequences with a biasing precursor 
sequence were noted. The subjective responses were noted via button 
press to record the percept of the octave illusion for each precursor 
sequence (either Right High-Left Low or vice versa). This last set of trials 
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had ten randomized repetitions of each precursor sequence. For all the 
three behavioural sets described above, the listeners were all naïve to the 
stimuli and were not told what the expected response for the octave 
illusion was.   
The second part of the experiment involved recording the EEG responses 
to the stimuli depicted in Figs. 5.1 and 5.2. EEG was acquired 
continuously using a 64-channel BioSemi active-electrode EEG system 
(Biosemi Inc., Amsterdam, Netherlands). The signal was digitally sampled 
at an A/D rate of 2048 Hz (64-bit resolution). Participants were fitted with 
an electrode cap fitted with 64 silver/silver chloride scalp electrodes. 
Electrode impedance was monitored and maintained at a minimum 
(typically below 5 kΩ). The stimulus was presented in blocks that were 
either ‘test’ blocks or ‘control’ blocks. Within each of the blocks, the trials 
were randomized for probe type as well as tagging frequency. Each block 
consisted of 240 trials and each listener carried out 3 test blocks and 2 
control blocks. For each trial, the listeners had to focus on the cued stream 
(as determined by the precursor). At the end of each trial, the listener had 
to report if a target deviant was heard or not with a button press. The next 
trial was initiated with a 1 second time delay post response.   
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5.3 Analysis and Results 
5.3.1 EEG pre-processing 
EEG pre-processing, epoching and averaging was carried out using the 
EEGLAB toolbox (Delorme and Makeig, 2004).  Data was filtered using a 
zero-phase-shift bandpass filter from 0.1 Hz to 70 Hz. Baseline was 
corrected to -500 ms, followed by artefact rejection at +/- 150 microvolts. 
Independent component analysis (ICA) was used to remove artefacts 
related to eye movements and blinks. All electrodes were included for the 
ICA analysis. The data was epoched according to the six conditions 
described in section 5.2.2 (four test and two control) as each condition had 
a different EEG trigger. The EEG data further analysed was averaged 
across a select subset of channels from the left, right and central electrode 
positions over the temporal and parietal regions (FC3, C1, TP7, P5, P7, 
P9, FPz, FC4, FC2, FCz, Cz, C2, P6, P8, P10). The data was analysed in 
terms of relative spectral strength of the tagged frequencies across 
conditions as well as analysed for differences in the EEG waveform itself 
(shown in the period histograms in section 5.3.3). The data was averaged 
over all the 15 electrodes for these analyses.  
5.3.2 Frequency analysis 
 The EEG test stimuli (Figure 5.1) were designed in a way that the 
two high-frequency tone streams were tagged with different modulation 
frequencies. This was to tease apart whether the coherent tones or the 
sequential tones were the tones that contributed to the percept of the 
octave illusion. The part of the EEG signal that was analysed was only the 
EEG response corresponding to the test sequence. Hence, the first step 
was to epoch the EEG signal from the onset of the test sequence till the 
end of the test sequence thereby cutting out the EEG related to the 
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precursor, the silent period in between as well as the motor response at 
the end of the trial (9950 ms in length (see Figure 5.1). Furthermore, the 
response of the first and last tone pairs was also excluded in order to 
exclude the onset and offset responses. Next, the EEG signal only to the 
exact length of each of the tones (corresponding to the 203.1 ms long 
tones) was extracted and concatenated. The time points for the start and 
end of each tone were marked and extracted and the EEG for each of 
these 40 tones was then concatenated. This was essential to get minimal 
splatter during the Fourier transform. Since the stimulus was designed so 
that the start and end phase of the modulation envelope of each tone was 
zero, on concatenation, no phase differences were present. A Fast Fourier 
Transform was then carried out on this concatenated sequence of the 
EEG only related to the tones. Figure 5.3 indicates the peaks at the 
tagged frequencies across all test conditions.  
	  
Figure 5.3: Spectrum of tagged frequencies for the test sequences. The 
figure shows the raw spectrums of the test signals for all test sequences. 
In all test sequences, the tagged frequency corresponding to the 
concurrent tone is amplified. 
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Figure 5.4: Spectrum of tagged frequencies for the control sequences. 
The figure shows the raw spectrums of the test signals both control 
sequences as a baseline measure. The figures clearly indicate that the 
tone at 44.31 Hz evokes a larger EEG signal than the tone at 34.47 Hz.  
 
As seen in Figure 5.4, the amplitudes of the tagged frequencies in the 
control condition are different (higher for the tagged frequency of 44.31 
Hz). In order to get a better idea of the changes in tagged frequency 
amplitudes in the test conditions, the ratio of the peak amplitudes at the 
tagging frequencies was measured for each subject. The ratio shown in 
Figure 5.5 is the ratio of the amplitude of the 44.31 Hz peak to the 
amplitude of the 34.47 Hz peak. There was a statistically significant effect 
of frequency condition, F (3, 48) = 13.84, p<0.005. Post-hoc comparisons 
indicate a significant difference between conditions (p<0.005) as shown in 
Figure 5.5. The condition with the precursor sequence in the left ear where 
the concurrent high tone in the Right ear was tagged at 44.31 Hz differed 
30 35 40 45 50 55 600
5
10
15
20
25
Frequency
Am
pl
itu
de
Average spectrum Control 45
30 35 40 45 50 55 60
0
5
10
15
20
25
Frequency
Am
pl
itu
de
Average spectrum Control 35
Freq: 34.47
Amp: 15.44
Freq: 44.31
Amp: 19.28
CHAPTER	  5	  
	   133	  
significantly (p<0.005) from Conditions 2 and 3 where the concurrent high 
tone was tagged with 34.47 Hz. Condition 4 which also had the concurrent 
tone tagged at 44.31 Hz differed significantly from Condition 3 (p<0.01). 
However, the difference between the two conditions with the precursor as 
Right-Low trended towards significance (see Figure 5.5) but was not 
statistically significant. In all four conditions, the tone stream that was 
coherent to the probe tone showed higher amplitude of the tagged 
frequency.  
	  
Figure 5.5: The amplitudes of the tagged frequencies for each test 
condition were measured as a ratio of the amplitudes of response 
components at the two rates of 44.31 and 34.47 Hz. In conditions where 
the concurrent tone was tagged with 44.31 Hz, the ratio is found to be 
significantly higher than the conditions where the concurrent tone was 
tagged with 34.47 Hz.  
 
5.3.3 Period histogram analysis 
 Apart from the frequency analysis of the data, the averaged EEG 
waveforms from the subset of electrodes (see section 5.3.1) for each 
participant were also compared to help visualize the difference between 
test conditions better. The data corresponding to the test sequence was 
segmented into portions consisting of the EEG response to two concurrent 
tone pairs (i.e. segments of two tones with two silent periods). These 
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segments were then averaged for each condition to form a period 
histogram for each of the four conditions. As seen from Figure 5.6, the 
modulation of the tones can be clearly visualized as the faster modulations 
in the EEG waveform. In both panels, the first concurrent tone pair has a 
high frequency tone modulated at 34.47 Hz and the second concurrent 
tone pair has a high frequency tone modulated at 44.31 Hz (seen as a 
faster modulation). The level of significant difference between the 
conditions across the time period of the period histogram was evaluated 
using the bootstrap method (Efron and Tibshirani, 1993), using 1000 
bootstrap iterations, based on the individual difference waves. For 
illustration purposes, the group grand average is plotted in Figure 5.6. For 
illustration purposes, group averages are plotted, but statistical analysis 
was always performed across participants.  
To compare the EEG activity between conditions for the same probe (for 
e.g. Panel 1 in Figure 5.6 shows the difference between the two different 
tagged conditions where the probe was Left Low), a repeated-measures 
analysis was used in which, for each participant, the average time series 
for one condition was subtracted from the average time series for the other 
condition, and individual time-series differences were subjected to 
bootstrap analysis with 1000 iterations (Efron & Tibshirani, 1993). At each 
time point, the proportion of iterations below the zero line was counted 
(see bottom of panels in Figure 5.6). If the proportion was less than 0.01% 
or more than 99.99% for 10 adjacent samples, the difference was judged 
to be significant. The shaded area (in orange) indicates the temporal 
interval over which a repeated-measures bootstrap procedure revealed a 
significant difference between responses to the two stimuli. A significant 
difference was found for the period histograms for the conditions with the 
low frequency precursor sequence in the left ear. The difference was not 
as significant for the other two conditions where the precursor was in the 
right ear.   
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Figure 5.6: Period histograms for each probe condition. Upper two panels 
show the raw waveform period histograms and bootstrap results of the 
difference waves for the probe in the left ear (Left Low) and the lower 
panels show the raw waveform period histograms and bootstrap results of 
the difference waves for the probe in the right ear (Right Low). At each 
time point, the difference is deemed to be significant if the proportion of 
iterations above/below the zero line is less than 0.005 for 5 adjacent 
samples. The blue lines in each period histogram denotes the EEG activity 
for conditions where the coherent tone was 44.3 Hz whereas the green 
lines in each period histogram denotes the EEG activity for conditions 
where the coherent tone was 34.4 Hz. In the bootstrap plots, the blue line 
indicates the difference wave and the orange shaded areas indicate the 
significance areas. 
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5.4 Discussion 
The aim of this experiment was to confirm the findings of Chapter 4 using 
EEG. The results of chapter 4 indicated that the octave illusion of 
alternating tones seemed to arise from concurrent, rather than sequential 
tones, suggesting that the octave illusion arose from a misattribution of 
time across perceptual streams, rather than a misattribution of location 
within a stream. The results from the current EEG study also indicate that 
indeed the concurrent tones are perceived as most salient and are 
amplified. Previous EEG studies related to investigating the octave illusion 
have found results that partially support the Deutsch dual-mechanism 
model (Lamminmäki and Hari, 2000; 2012). However, all of these studies 
did not objectively control for the attention of the listeners. The percept 
elicited by the octave illusion is variable and can be manipulated by 
directed attention as shown in the results of Chapter 3. By using the 
method of a precursor sequence combined with an objective deviant-
detection task (used in both Chapter 3 as well as in the current 
experiment), there is a higher degree of control over understanding what 
tones are salient to the listener. The stimulus related to the octave illusion 
generates a salient percept of either Right – Low Frequency alternating 
with Left – High Frequency or vice versa. In all subjective reports with and 
without directed attention, all listeners always perceived two salient tones. 
Hence, it was hypothesised that on every trial, two tones were 
predominantly salient: the low frequency tone corresponding to the 
precursor cue and a high frequency tone heard asynchronously to the low 
frequency tone in the opposite ear.  
The EEG results in the study described in this chapter indicated that for 
every precursor condition, the power of the tagged frequency, i.e. the 
amplitude of the evoked response pertaining to the particular frequency 
tag, corresponding to the tone presented concurrently with the target 
stream was higher. For example, in a trial where the precursor tone of low 
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frequency tones was in the left ear leading to an illusory percept of Left-
Low: Right-High tones, the tagged frequencies corresponding to the Right 
ear high tones was greater. Both tagged frequencies were in every test 
condition as both frequencies were physically present in the stimulus. 
However, across probe conditions as well as tagging frequencies, all 
results indicated that the tone coherent with the cued tone was amplified.  
The interesting aspect of this result was that the coherent tones sound 
asynchronous in this particular stimulus pattern. It has been known that 
two tones of different frequencies are difficult to parse apart due to the 
strong binding cues of temporal coherence (Elhilali et al., 2009; Micheyl et 
al., 2010; Micheyl et al., 2013). However, in this particular illusory setup, 
each coherent tone pair alternates with its exact inverse coherent pair. In 
such a scenario, the coherent tone pairs seem to separate into two 
streams of their individual frequencies. This hypothesis is theoretically 
explored in the next chapter where the computational neural model of the 
octave illusion has been described which shows the two coherent tone 
streams segregate into different channels. Thus, the stimulus in each ear 
has one salient frequency that groups the similar frequency components in 
that particular ear as a sequential stream. For example, if the low 
frequency cue were in the Right ear, the resulting percept would be Right 
Low-Left High. Furthermore, the low frequencies in the Right ear and the 
high frequencies in the left ear would segregate from the other frequencies 
in each ear and the resultant would be two sequential streams of low and 
high frequency tones in the right and left ears respectively.  
It is known that listeners are poor at judging temporal synchrony or 
asynchrony between two parallel sound streams and that stream 
segregation has a detrimental effect on the perception of temporal 
relationships between segregated sounds (Micheyl et al., 2010; Roberts et 
al., 2002; Vliegen et al., 1999). This would then explain the stream 
sounding asynchronous between the two ears. A more thorough 
explanation of this will be provided in the next chapter that explains the 
model related to the octave illusion.  
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Chapter 6  
Summary 
This chapter outlines a new model (developed in collaboration with Shihab 
Shamma, Nori Jacoby and Andrew Oxenham) developed to explain the 
octave illusion in light of the findings of the studies described in Chapters 
3, 4 and 5. In brief, the results of these studies indicated the following 
properties of the octave illusion: 1) the octave illusion can be manipulated 
by selective attention (Chapter 3), 2) stream segregation plays a role in 
the mechanism of the illusion (Chapter 3) and 3) attended tone pairs 
concurrent across ears contribute to the tones of the illusory percept that 
are predominantly perceived (Chapters 4 and 5). The dual-mechanism 
model currently in place to explain the octave illusion (Deutsch, 1981) 
does not account for selective attention nor does it support the findings 
that the concurrent tones cause the pitch percept of the octave illusion. 
The new model described in this chapter is based on the three main 
findings of Chapters 3, 4 and 5 (listed above).  
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6.1 Introduction  
The octave illusion, first reported by Deutsch (1974) is a fascinating 
auditory illusion that provides a unique insight into stream segregation 
using a relatively simple, two-tone stimulus. The stimulus used to elicit this 
illusion consists of opposing sequences of two alternating pure tones 
delivered to each ear of the listener (see Figure 4.1 – Chapter 4). The 
resulting percept is that of the high frequency and low frequency tones 
being perceived at half the rate of the stimulus with all the high tones 
lateralising to one ear and the low tones to the opposite ear (see Figure 
4.1 – Chapter 4). Even though at any given point, all tone pairs of low and 
high tones are temporally coherent, the resulting percept is not one of a 
fused complex tone (which would typically be the case for temporally 
coherent tone pairs) (Elhilali et al., 2009; Micheyl and Oxenham, 2010; 
Micheyl et al., 2013). From a stream segregation point of view, this 
provides a unique setting of tones where tones that are temporally 
coherent seem to separate out easily. The dual mechanism model 
(Deutsch, 1981) used to describe the mechanisms of this illusion has been 
described in detail in Chapter 4 (section 4.2). However, the data related to 
the octave illusion from Chapters 3, 4 and 5 cannot be fully explained by 
Deutsch’s dual mechanism model. This chapter highlights how the dual 
mechanism model fails to explain the findings of the studies described in 
Chapters 3, 4 and 5 and proposes a simple alternative model (not based 
on the dual mechanism model suggested by Deutsch, 1981) that helps 
explain the octave illusion in light of our findings.  
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6.2 Arguments against the Deutsch dual-mechanism 
model 
The dual-mechanism model (Deutsch, 1983) has been studied and 
supported over the past thirty years and Deutsch and colleagues have 
extensively run subjective psychoacoustic tests on the octave illusion 
(Deutsch, 1978; 1980; 1981; 1987; 1988; Deutsch & Roll, 1976). Further 
studies including human EEG and MEG studies related to the octave 
illusion have been carried out and to some extent, these support the 
Deutsch dual mechanism model (Lamminmäki and Hari, 2000; 
Lamminmäki et al., 2012; Brancucci et al., 2009; 2011). However, the 
shortcomings of these studies have been discussed in the previous 
chapters. In brief, the criticism against the electrophysiological studies 
using EEG and MEG to study the octave illusion are 1) they often use 
stimuli that mimics the expected illusory percept and 2) all of these studies 
are carried out in a passive listening state which has an inherent confound 
of having no control over the perceptual state of the listener.   
Furthermore, the characteristics of the data obtained in the studies 
described in this thesis also are not in agreement with the model. Chapter 
3 indicates that the percept can be manipulated using attention. This 
indicates that the percept can be heard both as the low tones in the left 
ear and high tones in the right or vice versa, irrespective of the 
handedness of the candidate. This firstly does not agree with the model’s 
pitch percept explanation suggesting that the pitch of the tones only 
relating to the dominant ear are heard. Further, Chapter 4 and 5 indicate 
that in fact, the tones heard as alternating or asynchronous in time are the 
concurrent tone pairs. The current model cannot explain how the 
concurrent tones are the ones contributing to the tonal percept of the 
illusion. According to the current model, the pitch of the tones arise from 
either the left or right ear tone sequences. Lastly, the model does not 
adequately explain how the illusory percept would break down if the tones 
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differed in frequencies (for example, if Right Low and Left Low were 
different frequency tones). 
In order to explain our experimental findings, a preliminary model has 
been proposed in the next section.  
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6.3 New proposed model  
In order to understand this model, we start by considering two types of 
frequency-specific neural units, monaural and binaural. In the case of the 
octave illusion stimulus (as shown in Figure 6.1), four monaural channels 
(Right ear Low frequency (RLo), Right ear High frequency (RHi), Left ear 
Low frequency (LLo) and Left ear High frequency (LHi)) and two 
frequency-specific binaural channels (Binaural High and Binaural Low) can 
occur. The octave illusion stimulus can also be thought of as two sets of 
alternating, concurrent tone pairs: X and Y (X = RLo and LHi and Y = RHi 
and LLo). The tones within X and Y are temporally coherent and if either X 
or Y were heard in isolation, they would elicit a fused percept of a complex 
tone.  
 
	  
Figure 6.1: Schematic representation of a snapshot of the stimulus used 
to elicit the octave illusion.  RLo and LLo pure tones have the same low 
frequency (indicated in dark blue) and LHi and RHi pure tones have the 
same high frequency (indicated in green). The tones across ears are also 
temporally coherent. Hence the stimulus can be described in terms of two 
alternating pairs of coherent tones (indicated by X and Y).  
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Given this framework, the model’s working can be described in three 
broad steps or phases as shown in Figure 6.2.  
	  
Figure 6.2: Schematic representation of the proposed model to explain 
the octave illusion. See section 6.3 for a detailed description. 
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(in this case, Right ear Low tone (RLo)) is enhanced by virtue of being 
temporally coherent with the attended tone. As a result of this, X 
(consisting of concurrent tones LHi and RLo) is enhanced relative to Y 
(consisting of concurrent tones LLo and RHi) (Figure 6.2 - Step 1).  
Step 2: In each ear, a low and high tone is present. Due to attention, one 
tone in each ear was enhanced (in the current example, RLo in the right 
ear and LHi in the left ear). In the case of the octave illusion, each ear can 
also be seen as a monaural, two-tone sequential streaming paradigm. So 
in order to stream themselves apart, the enhanced tones suppress the 
competing monaural tones. In the current example, the RLo suppresses 
the RHi in the right ear and the LHi suppresses the LLo in the left ear 
(Figure 6.2 - Step 2).  
Step 3: Now, consider the frequency specific binaural units. These are 
activated at all times by the low tones and high tones across ears.  The 
RLo and LLo activate the Binaural Low units and the RHi and the LHi 
activate the Binaural High units. However, as indicated in Figure 6.2, the 
within-ear competition/suppression between the tones (LHi vs. LLo and 
RLo vs. RHi) now translates into across-unit competition between the 
binaural units (Binaural High and Binaural Low). As a result of this across-
unit suppression/competition, the binaural units are no longer correlated 
and can hence be split into separate channels of different frequency. This 
in turn results in the coherent X tones being grouped into separate, 
competing binaural units (Figure 6.2 - Step 3). Hence, although the tones 
heard most saliently will be the tones of the complex, X (RLo and LHi), 
they no longer group together as a coherent whole. Instead they will be 
perceived as two independent tone streams in each ear that are no longer 
perceived as a coherent single stream. It is known that it is difficult to 
judge the temporal properties of tones that fall into different streams 
(Micheyl et al., 2010). Hence, the two streams of low and high tones (in 
the case of this example, RLo and LHi) are heard temporally 
asynchronous.  
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The model described above would only work for stimuli, which have a 
configuration similar to that of the octave illusion stimulus. This would 
mean that X and Y would need to consist of the same two frequencies to 
enable the low tones and high tones to be grouped into the same binaural 
units. Due to this, the current model also explains why the illusion breaks 
down if the tones in Y differ in frequency from the tones in X. This can be 
seen in Figure 6.3 where all four tones have different frequencies and 
hence belong to different binaural units. In the case of Figure 6.3, when 
the listener attends to LHi (Left ear Hi tones), the model depicts how the 
four tones would fall into separate binaural cells. Notice that there is no 
competition between the binaural units containing the attended coherent 
tones, hence one would not expect them to sound segregated and instead 
they sound as a coherent tone unit.   
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Figure 6.3: Schematic diagram showing how the illusion would not occur if 
the frequencies of the four component tones were different. See section 
6.3 for details. 
Lastly, the new model also explains how manipulating attention can 
change the percept. The percept can be varied from RLo-LHi to RHi-LLo 
by simply attending to any of the different component tones in either ear. 
This model explains the results of Chapters 3, 4 and 5, which suggest that 
the illusion can be perceived in any fashion with a suitable priming 
sequence and that the illusion arises from the synchronously presented 
tones in the stimulus.  
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6.4 Discussion 
The new model described here is well supported by the current views in 
the field of stream segregation. Temporal coherence is known to be an 
important binding feature for dichotic stimuli  and in the octave illusion, a 
specific feature of coherence has been highlighted. The proposed model 
suggests the increase in saliency of the coherent tone pairs that are 
attended to by listeners, which again is a well-established phenomenon 
(Fritz et al., 2007). Furthermore, within ear stream segregation of tones 
with different frequencies where the responses to one of the tones is 
amplified is also a fairly established finding (Gutschalk et al., 2005; 
Micheyl et al., 2005). Lastly, the presence of binaural neurons that are 
tuned to specific frequencies has been studied in several mammals 
(Middlebrooks et al., 1980; Joris & Yin, 2007; Razak, 2011). The current 
model proposes a sequential analysis carried out during the perception of 
these illusory stimuli and suggests that the competition between the 
binaural cells leads to the breakdown of the coherence between the two 
attended tones (as explained in section 6.3). The sequential aspect would 
also explain the time taken for the illusory percept to build up. This build-
up has been reported by Deutsch & Gregory (1978) as well as reflected in 
the data in chapter 3.  
Overall, the current proposed model is an alternative, new perspective on 
how the octave illusion is understood. Furthermore, a variant of this model 
may also potentially describe other illusory stimuli like the scale illusion 
(Deutsch, 1975), which is also an illusion based on binaural rivalry. 
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Chapter 7        
GENERAL 
DISCUSSION 
Summary of findings 
The results from all the experiments (Chapters 2 - 5) suggest a modulation 
of the auditory percept by directed attention, seen both in the purely 
sequential ABA_ tone stimulus used in chapter 2 as well as the 
manipulation of the illusory percepts involving alternating as well as 
synchronous sound segregation investigated in chapters 3, 4 and 5. 
Through the experiments of Chapters 3 - 5, we exploit the stimulus based 
on the octave illusion stimulus to study stream segregation using EEG and 
psychophysics. This stimulus can be used to understand nuances of 
sequential and concurrent sound segregation as well as study the effect of 
attention in complex stream segregation. The results of Chapters 3 - 5 
seem to indicate a new aspect of concurrent sound segregation that has 
previously not been studied. The data opens up new aspects related to 
context effects, attention, and the role of temporal coherence, which could 
lead to interesting further research.   
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7.1 Effect of attention in stream segregation 
It has been suggested that auditory attention enables a listener to quickly 
and accurately direct their ‘acoustic searchlight’ towards signals of interest 
in an auditory scene (Fritz et al., 2007). Attention also has been 
investigated as an on-going, dynamic process leading to selection of 
information (Carrasco, 2011) based on the confines of an individual’s 
capacity to process sensory information as well as external factors such 
as context effects and saliency (Corbetta et al., 2008). Knudsen (2007) 
has proposed that in order to efficiently use attention resources in complex 
auditory scenarios, listeners must be able to i) select as well as parse out 
objects of interest based on certain acoustic features such as pitch, 
localisation, etc. and ii) be adaptable to either maintaining or switching 
attention between auditory objects in an on-going auditory scene (Shinn-
Cunningham, 2008). Many studies have investigated the modulatory 
effects of attention in selective attention tasks in humans using 
neuroimaging techniques (see review by Lee et al. (2014)) and have found 
several neural correlates and evoked responses that are strongly 
modulated by attention in EEG, MEG and fMRI measures (Hillyard et al., 
1973; Woldorff et al., 1993; Petkov et al., 2004).  
The data from all the experimental chapters in this thesis have indicated 
that directed attention could manipulate the percept as well as degree of 
sound segregation. The first experiment described in chapter 2 revisits the 
effect of directed attention on sequential stream segregation for a 
frequency separation within the bistable perceptual region using a 
classical ABA_ tone triplet stimulus (previously studied by Gutschalk et al., 
2005; Snyder et al., 2006, Thompson et al., 2010). Despite the lack of an 
objective deviant detection task, a significant albeit small effect of attention 
was noted. Furthermore, the effect of directed attention on the build-up of 
segregation was distinctly seen in the subjective responses. 
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Chapters 3, 4 and 5 study the effect of directed attention on a new 
stimulus similar to that used to elicit the octave illusion (Deutsch, 1974). 
The role of attention in the perception of the octave illusion has not been 
studied in detail as the majority of the research focuses on the 
spontaneous percept elicited by the illusory percept (Deutsch, 1981; 
Lamminmäki and Hari, 2000; Brancucci et al., 2009, 2011). Furthermore, 
no task related objective measures have previously been used with this 
illusion. The relationship between this illusion and streaming has been 
briefly speculated upon previously (Lamminmäki and Hari, 2000; Micheyl 
et al., 2010; Schwartz et al., 2012); however, there have not been any 
dedicated studies to look at the effect of directed attention and the role of 
streaming in the octave illusion. The data in this thesis suggests that the 
octave illusion can be manipulated successfully by directing attention 
using a simple tonal priming sequence. This key finding makes this 
stimulus more accessible for use as a stream segregation stimulus as the 
percept is not unchanging for a given individual as previous studies 
suggest. Chapter 3 also demonstrated an interesting finding where the 
brain activation at the rate of the illusory percept was only seen for the 
subset of trials where the objective deviant detection task was correctly 
carried out.  
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7.2 New multistable stimulus to study stream segregation 
Schwartz et al. (2012) stress on the need for extending the range of stimuli 
used to study multistability in the auditory domain. They report that not 
many stimuli used to study auditory multistability allow the studying of 
binaural rivalry, which would be equivalent to binocular rivalry in the visual 
domain. Their overview also lists Deutsch’s octave illusions and scale 
illusions as stimuli that could probably be used to look into auditory 
multistable perception involving inter-aural grouping.  
Several recent studies have started looking at selective attention in 
dichotic streaming paradigms (Bharadwaj et al., 2014; Choi et al., 2013; 
Ding and Simon, 2012). However, truly coherent, dichotic streaming 
stimuli have been typically studied with single tone streams in each ear to 
establish the extent of perceptual segregation in sounds that are 
synchronous (Micheyl et al., 2010; 2013a; 2013b).  
The octave illusion stimulus presents a simple yet unique setup of tonal 
stimuli where in order to parse a single tone out of the tonal complex, the 
listener would need to carry out both within-ear as well as across ear 
segregation. This stimulus provides a simple, yet previously unexplored 
opportunity to study auditory stream segregation for alternating as well as 
synchronous sounds. Furthermore, the stimulus itself is acoustically 
simple as it only consists of two pure tones of distinctly different 
frequencies, which in isolation are easily separable.  
One might argue the utility of using such a stimulus in understanding 
realistic auditory environments. However, as noted in section 1.2.5, 
studying illusions and confusions related to any sensory domain is 
essential as the resultant illusory or anomalistic percepts help to isolate 
and clarify the fundamental processes that conventionally lead to accuracy 
of perception and appropriate interpretation of ambiguous sounds (Warren 
& Warren, 1970).   
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7.3 The octave Illusion and the dual mechanism model 
The octave illusion stimulus suggested by Deutsch (1974) results in a 
relatively unexpected percept from the point of view of typical streaming 
theories. The model proposed by Deutsch (1981), which builds on the 
theory of separate ‘what’ and ‘where’ pathways (Rauschecker & Scott, 
2009) is contrary to a response expected for sounds that are concurrently 
presented (Elhilali et al., 2009). It has been shown that sounds that are 
temporally coherent are difficult to stream apart and are usually perceived 
as a single stream (Elhilali et al., 2009; Shamma et al., 2011; 2013; 
Micheyl et al., 2010; 2013). Keeping this in mind, the absolute suppression 
of the pitch percept of the concurrent tones in one of the ears (as 
suggested by the dual mechanism model) seems unlikely.  
The data from chapters 4 and 5 suggest an alternative understanding of 
the octave illusion in that the synchronous tone pairs were responsible for 
the illusory percept. Furthermore, in chapter 6, a new model is proposed 
that explains the illusion in light of competition across binaural cells.  
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7.4 Role of temporal coherence in the octave illusion  
Recent models of segregation and binding have explored the role of 
temporal structure in binding in vision (Treisman, 1999; Blake & Lee, 
2005) and audition (Elhilali et al., 2009; Shamma et al., 2011; 2013). The 
Gestalt principle of common fate had been employed in the perceptual 
analysis of acoustic scenes (van Noorden, 1975; Bregman, 1990). Sounds 
that start and stop together are said to share a common fate and can be 
attributed to the same acoustic source. A source of sound is associated 
with several spectro-temporal properties such as pitch, and intensity that 
co-vary together in time, and this temporal feature can be exploited for 
segregation. Most models of stream segregation attribute a predominant 
role in segregation to spectral properties (Fishman et al., 2001; Micheyl et 
al., 2005; 2007; Bee and Klump, 2004; 2005).  
Elhilali and colleagues (2009) demonstrated the shortcomings of the 
population-separation model by showing that alternating and synchronous 
patterns of tones produce the same response profiles in the auditory 
cortex although they have different perceptual signatures: the alternating 
sequence of tones is perceived as two streams whilst the synchronous 
sequence of tones is perceived as a single stream. These findings suggest 
the importance of temporal structure in auditory segregation: sound 
elements with high temporal coherence may be grouped as one stream 
whilst elements with low coherence are perceived as separate streams 
(Shamma et al., 2011). This model of segregation, known as the ‘temporal 
coherence’ model, stresses the importance of temporal features in 
addition to spectral features in determining the perceptual representation 
of sound scenes.  
The octave illusion, however, provides a specific case where the temporal 
coherence between two concurrent tones breaks down. However, this is 
only limited to the unique condition where the neighbouring coherent tone 
pairs are exactly spectrally inverse, as in the case of the octave illusion. 
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Chapter 6 proposes that this occurs due to competition between the 
binaural cells and it has also been illustrated that this competition across 
binaural cells would not occur when the frequencies of the tones are not 
according to the octave illusion stimulus setup (see Chapter 6). This 
provides us with a new understanding of a specific condition in which the 
temporal coherence between concurrent tones is overruled.  
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7.5 Future directions for research 
 
A key result of the studies described in this thesis was the understanding 
of a new stimulus that could be used to study sound segregation for 
alternating as well as synchronous sounds. It has been seen that this 
stimulus is malleable and the percept of most participants can be 
manipulated by simple priming sequences. However, these studies have 
only scratched the surface of all the experimental manipulations possible 
with this stimulus arrangement.  
A primary avenue to further explore would be that of the effects of context 
on this percept. It has been seen that this illusory percept can only be 
elicited within certain contextual parameters (see Chapter 4). It would be 
interesting to do a systematic study on what amount of jitter in these 
contextual parameters causes the percept to break down. For example, it 
will be interesting to investigate how the illusion works for tone pairs that 
are not exactly inverse in frequency but are slightly deviant from the exact 
low and high frequencies. It would also be interesting to see if prolonged 
exposure to slightly mismatched frequency pairs leads to the illusory 
percept over time.   
Another possible investigation concerns the representation of the 
unattended tone pairs that form the background. It has been noted that 
they do not contribute to the illusory percept per se but are essential to the 
perception of the illusion.  
Lastly, one could investigate the crossover of the findings from this illusory 
stimulus with other illusory stimuli like Deutsch’s Scale Illusion (Deutsch, 
1975). The scale illusion also incorporates inter-aural grouping across 
bilaterally concurrent tones with an additional factor of grouping according 
to pitch similarities across ears. Understanding this illusion from a 
streaming perspective would lead to a potentially new stimulus that could 
be used to understand complex stream segregation scenarios. 
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