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Nicht nur die biomedizinische Forschung, sondern auch das Forschungsfeld der Genetik
und die Genomforschung, befinden sich im Umbruch. Allen voran befindet sich die
Genomforschung durch die rapide Entwicklung von data sensing und data analysis-
Methoden auf dem Weg zu einer Daten getriebene Wissenschaft zu werden. Mit dem
Aufkommen neuer wet-lab Technologien, wie der synthetic genetic array Technologie,
sind große Mutationsexperimente an dem Genom von einfachen Organismen, wie zum
Beispiel E. coli, schnell und kostengu¨nstig durchfu¨hrbar und sehr große Datenmen-
gen verfu¨gbar geworden. Aus den so gewonnenen Datenmengen neue Einblicke in
grundlegende biologische Prozesse von Organismen zu erhalten, stellt eine beachtliche
Herausforderung dar und wird in der Literature meist als data-mining oder knowledge-
engineering bezeichnet. Einen wichtigen Aspekt der Genomforschung stellt die Un-
tersuchung des Einflusses genetischer Interaktionen auf den Zellstoffwechsel dar. Fol-
glich findet die Identifikation genetischer Interaktionen große Beachtung in der Wis-
senschaft. Die Interaktionen zwischen Genen einer bestimmten Menge ko¨nnen kompakt
als genetisches Interaktionsnetzwerk dargestellt werden. Ein solches genetisches Inter-
aktionsnetzwerk wird u¨blicherweise durch einen gerichteten Graphen dargestellt.
Aufgrund der Relevanz genetischer Interaktionen bezu¨glich des Zellstoffwechsels erfreut
sich das Problem des Lernens solcher Interaktionsnetzwerke großer Aufmerksamkeit.
Der Fokus dieser Dissertation liegt auf der Entwicklung von Graph-Lernverfahren, die
explizit auf die spezielle Struktur der zu erlernenden genetischen Interaktionsgraphen
angepasst sind. Der Hauptbeitrag dieser Arbeit besteht in der Formulierung des
Graph-Lernproblems zur Identifikation genetischer Interaktionen als ganzzahlige Pro-
gramme, wobei die den Daten zugrundeliegenden Interaktionsnetzwerke in verschiede-
nen Repra¨sentationsdoma¨nen gelernt werden. Die auf ganzzahligen Programmen
beruhenden Graph-Lernverfahren in dieser Dissertation bieten große Vorteile gegenu¨ber
generischen Verfahren zum Lernen von Graphstrukturen, wie zum Beispiel dem Graph-
ical Lasso-Verfahren, da sie an die zugrundeliegenden biologischen Interaktionsmod-
elle angepasst sind. Diese Anpassung, der in dieser Arbeit vorgestellten Graph-
Lernverfahren auf Basis diskreter Programme, an die zugrundeliegenden genetischen In-
teraktionsmodelle, erlaubt es, biologischen Gesetzma¨ßigkeiten in den gescha¨tzten Inter-
aktionsnetzwerken Rechnung zu tragen, welche mit generischen Graph-Lernverfahren
nicht beru¨cksichtigt werden ko¨nnen.
Aufgrund der kombinatorischen Natur der im Rahmen dieser Dissertation entwickelten,
auf ganzzahligen Programmen beruhenden, Graph-Lernverfahren ist es nur unter Zuhil-
fenahme großer Computer-Cluster mo¨glich, große genetische Interaktionsnetzwerke zu
berechnen. Daher wurde im Rahmen dieser Forschungsarbeit ein methodisches Frame-
work entwickelt, welches basierend auf den vorgeschlagenen ganzzahligen Programmen
zum Graphen-Lernen, in der Lage ist auch sehr große genetische Interaktionsnetzwerke
approximativ zu lernen. Weiterhin wurde auch die Anwendbarkeit bekannter Verfahren
des maschinellen Lernens auf das oben beschriebene Graph-Lernproblem untersucht.
Die Performanz der im Rahmen dieser Arbeit entwickelten Verfahren wurde hinsichtlich
synthetischer und realer Daten untersucht und mit Verfahren vom Stand-der-Technik
verglichen. Es wird gezeigt, das die im Zuge dieser Dissertation entwickelten Verfahren
den Methoden aus dem Stand-der-Technik, hinsichtlich synthetischer und realer Daten,
u¨berlegen sind. Abschließend werden die entwickelten, auf ganzzahligen Program-
men beruhenden, Graph-Lernverfahren mit Methoden des maschinellen Lernens zum
Graphenlernen verglichen. Es wird gezeigt, dass die Lernqualita¨t der auf ganzzahli-
gen Programmen beruhenden Graph-Lernverfahren ho¨her ist, als die der Verfahren des
maschinellen Lernens. Allerdings skalieren die untersuchten Verfahren des maschinellen
Lernens wesentlich besser mit der Gro¨ße der zu scha¨tzenden Netzwerke, als die entwick-
elten auf ganzzahligen Programmen beruhenden Verfahren.
Abstract
In recent years, the field of biomedical, genetics and genomics research is undergoing a
major change. Especially genomcis research is turning into a data-driven science, due
to the rapid evolution of automatized data sensing technologies as well as data analysis
methods. With the advent of new wet-lab technologies as the synthetic genetic array
technique, the conduction of large-scale knockout experiments of thousands of genes
has made a vast amount of data become available. With the knockout data at hand,
a major challenge is the analysis of the available data which is commonly referred to
as data-mining or knowledge-engineering. One important aspect of genomics research
is the investigation of the influence of genetic interactions on the cell metabolism of
organisms. For this purpose, the identification of genetic interactions with respect to
a specific cell function is of high significance. Interactions among a collection of genes
are well described by genetic interaction networks by means of directed graphs.
In light of the importance of understanding the influence of genetic interactions for
the cell metabolism, the problem of learning genetic interaction networks, which re-
flect the mutual genetic dependencies among a set of genes, has recently attracted
much attention. In this dissertation, the focus lies on developing graph learning algo-
rithms dedicated to the special structure of genetic interaction networks. The main
contribution of this work is the formulation of the graph learning problem as integer
linear programs that estimate the genetic interaction network underlying the knockout
data. In particular, the two proposed integer linear program based formulations are of
different accents, since the network topology is estimated in different representation do-
mains. The two methods have the advantage over conventional graph learning methods
like Graphical Lasso, that the estimates of both proposed integer linear program based
algorithms are guaranteed by design to have the desired network structure, which is
imposed by the specific biological interaction model that is under study in this thesis.
Due to their intrinsic combinatorial nature, the proposed integer linear program based
algorithms for graph learning cannot be applied to estimate large-scale genetic inter-
action networks. In order to compensate for this inability, a broader graph learning
framework is presented which uses the proposed integer linear program based algo-
rithms in an iterative fashion. Furthermore, “of-the-shelf” machine learning algorithms
are customized to the graph learning problem.
The proposed integer linear program based methods are evaluated in terms of synthetic
data as well as real data and compared to state-of-the-art methods. It is observed that
the proposed integer linear program based algorithms are superior to the considered
state-of-the-art methods for both the synthetic data as well as the real data. Finally,
the proposed integer linear program based algorithms are compared to selected “of-the-
shelf” machine learning methods in terms of graph learning performance for synthetic
data. Although the considered “of-the-shelf” machine learning methods cannot guar-
antee that their estimates are of the desired genetic interaction network structure, it is
worth to mention that they yield a good tradeoff between estimation quality and the
ability to estimate large-scale genetic interaction networks.
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In recent years, there have been considerable advances in technology. Computer
industry has made great progress in enhancing the performance of electronic de-
vices in terms of computation power, energy efficiency and form factor of the de-
vices [Che16], [Coo16], [Key00]. The development of computer hardware has been
accompanied by a rapid evolution of intelligent algorithms that are increasingly able
to perform cognitive tasks as for instance speech-and handwriting recognition, text
generation/processing, autonomous driving and disease diagnosis [LBH15], [LJB+95],
[Kri15], [Joa02], [WXL+14], [LZS16], [YJ17]. In addition to the above mentioned ad-
vances, the ability to produce and collect vast amounts of data in almost any branch
of business, industry and social life, has proofed to be the final part that makes intel-
ligent algorithms deployable to real life problems. Together, the advances in computer
hardware and designing intelligent algorithms, as well as the ability to generate and
collect massive amounts of data, have been changing our social life as well as modern
economy. New digital economic branches have been created and established economic
branches such as automotive industry, banking and finance, healthcare and most ser-
vices are being changed completely by intelligent machines/software. The way indus-
try is manufacturing goods and products will be altered entirely by the deployment of
automated robots and intelligent machines. Service industries are also facing an up-
heaval due to the increasingly intensive use of smart software and automated robots.
The above mentioned changes for social life and economy are commonly referred to
as digital transformation. An essential part of the digital transformation is the design
of intelligent algorithms to solve “congnitive” problems/tasks. However, such cogni-
tive tasks are very difficult to solve since there are no sequences of specific and well
defined instructions known that have to be carried out to fulfill a cognitive task in
general [Alp10]. In order to solve cognitive tasks as, for instance, the classification
of emails to “spam”/“no-spam”, intelligent algorithms have to be designed that are
not in need of a well defined sequence of instructions to solve the given task. Such
algorithms have the ability to learn which steps to take to fulfill their task based on a
sufficient amount of data which is representative for the problem at hand [Alp10]. The
design of such intelligent algorithms is one of the main goals of machine learning (ML).
Generally speaking, ML is the procedure of converting experience, i.e., observed data
of some task at hand, into expertise knowledge, i.e., conclusions about the task under
study [SSBD14].
ML is an interdisciplinary field that shares common ground with the mathematical
fields of statistics, information theory, game theory, optimization and graph theory
[SSBD14] and can be divided into three main learning scenarios: supervised learning,
unsupervised learning and reinforcement learning [SSBD14], [Alp10], [Mur12].
In supervised learning, the goal is to perform some task after having been trained
on a set of data there is prior information on. The classification of spam email is a
prominent example for supervised learning. Given a training set of emails that have
been labeled spam/no-spam, a spam filter is learned on that training set in order to
predict whether an unobserved email out of a test set of data is spam or not.
In unsupervised learning, there is no distinction between training and test dataset.
Furthermore, there is only very limited prior information on the data set under study
available. The objective in this learning scenario is to gain knowledge about the pro-
cess/system underlying the given dataset. One common example is separating a dataset
into several clusters. Clustering algorithms can be used to “label” data in the absence
of human expert knowledge.
In reinforcement learning, the goal is to learn a scalar value function that models the
reward of taking some action for interacting with the environment [SSBD14]. For
instance, suppose the goal is to learn a value function that describes for each setting of
a chess board the degree by which White’s position is better than Black’s. However,
the only information available to the learner at training time are the positions that
occurred throughout actual chess games, labeled by who has won that game [SSBD14].
Another important aspect of ML is the discipline of graph learning (GL) [Mur12],
[NS12]. Depending on the learning setup, GL occurs in both the supervised and unsu-
pervised learning scenario. In the past decade, GL has attracted much attention since
many problems from various fields can be either reduced to learning the graph/network
topology that is inherent to the problem, or they require some graph/network topology
to be known. For instance, in modern medicine there is a strong increase in the use
of decision-support-systems (DSS) [Tur93], [Ber07] in order to find the correct medical
diagnosis for a huge variety of clinical symptoms. Typically, a DSS is implemented
by a Bayesian network which is a statistical model that reflects the mutual depen-
dencies among a set of random variables by an acyclic-directed-graph [J+96]. As a
Bayesian network, a DSS is mathematically a network/graph of nodes that represent
random variables, i.e., in the example of medical diagnosis the nodes are the different
symptoms/diseases. The topology of the Bayesian network, i.e., the graph/network
topology, models the interactions of the nodes [Mur12], [J+96]. In order to operate a
Bayesian network for decision support in the field of medical diagnosis, the interaction
network of the various symptoms and diseases, i.e., the topology of the underlying
Bayesian network, has to be learned. As another example for the significance of GL,
the field of graph signal processing (GSP) has attracted much attention in recent years.
In GSP, data and signals are modeled to originate from a graph structure that relates
data/signal elements by dependency, similarity, physical proximity and other proper-
ties [OFK+17], [SM14]. GSP provides a toolbox to computationally efficiently analyze
and process the constantly increasing amount of data that is being generated in many
scientific and commercial domains. While GSP finds numerous applications in, for
instance, biomedical and genetics research, fundamental physics, astronomical obser-
vations, social network analysis and consumer behaviour studies [SM14], learning the
topology of the graph underlying the data poses a critical and fundamental challenge
to the applicability of GSP. Especially in the field of bioinformatics and genomics, GL
plays an important role. Experiments on various kinds of organisms are conducted with
huge efforts to generate vast amounts of data that are used to gain knowledge about the
complex metabolic processes and the functional organization of cells [BO04]. Based on
the genomics data thus obtained, for instance, protein-protein interaction (PPI) net-
works and genetic interaction (GI) networks can be inferred [Tea18], [BO04], [SKS+11].
In particular, the network/graph topology, which is underlying the genomics data, has
to be learned by adequate GL algorithms.
In this thesis, the main objective is the development of GL algorithms for the identi-
fication of genetic interaction networks based on various genomic data sources. The
remainder of Chapter 1 is structured in two sections. In Section 1.2, an overview in
state-of-the-art GL algorithms is provided. In Section 1.3, a detailed outline of this
dissertation as well as an overview of the contributions is given.
1.2 State-of-the-Art in Graph Learning
Graphs are fundamental to model and represent complex dependencies among objects
from various kinds of fields, where the nodes of the graphs represent the objects and
the dependencies among the objects are reflected by the graph topology. For exam-
ple, the objects can be random variables whose conditional dependencies are described
by the network topology. Such graphical models of the joint probability distribu-
tion/density of multiple random variables are commonly referred to as Bayesian net-
works [Mur12], [J+96]. In geoinformatics, for instance, many applications are based
on data models that are described by graphs. As an example, modern navigation sys-
tems that are able to route vehicles or people from one location to another location
are usually based on graph models, which describe the geography and the properties
of the region where the start and the target locations are situated in. In this par-
ticular geoinformatical example, the objects model the locations while the physical
connections between the locations and their associated distances are modeled by the
graph topology. Irrespectively of the field of application and the scientific discipline,
knowing the graph topology is essential. Rarely, there are situations where the graph
topology of the application of interest and the scientific field, respectively, is known
a priori or can be derived based on expert knowledge. However, in general the graph
topologies are unknown and have to be learned based on data. Since graphs are a
widespread concept to model complex dependencies, there are various types of graphs
with different expressive power depending on the field of application and the branch
of research they originate from. Furthermore, in each field of application and each
branch of research, respectively, different methods have been developed in order to
learn the network topology that is underlying the observations. In recent years, the
development of GL algorithms has been mainly driven by five branches of research that
are statistics, signal processing, GSP, ML and discrete optimization. Although being a
subbranch of conventional signal processing, GSP bears several concepts and a special
notion of the relationship between graphs and signals, which are exclusive to GSP and
are not found in other signal processing disciplines. Therefore, in the interest of a
better conceptual discriminability between the GL methods that stem from (overall)
signal processing, the distinction into conventional signal processing an GSP is made.
In each of the mentioned areas of research different GL methods for diverse purposes
have been devised. In the following, the most prominent GL algorithms of the five
mentioned fields of research are briefly revisited.
Statistics:
In statistics, GL algorithms have been designed for a plethora of purposes ranging from
dependency and knowledge visualization to the estimation of large scale distributions
in discrete, continuous and both discrete and continuous random variables [Mur12].
For instance, relevance graphs are often used in social media and biology to represent
dependencies among random variables, [Mur12], [MNB+06]. In particular, a relevance
graph visualizes the mutual information between random variables where an edge be-
tween two specific random variables is present if their mutual information is above a
predefined threshold. Consequently, a relevance graph is composed of undirected edges.
In the Gaussian case, the mutual information reduces to a logarithmic function of the
correlation coefficient. Thus, in this case the relevance graph is also known as the
covariance graph. Moreover, learning relevance graph topologies in this way assumes
that the decisions about the edges can be made independently of each other, i.e., the
edges of the relevance graphs are estimated in a pairwise fashion. Although being ap-
propriate for learning relevance networks, algorithms of pairwise edge estimation based
on a specific measure, as for instance, the mutual information based pairwise thresh-
olding, are of limited scope. This is due to the fact that for many structure learning
problems it is known that the topology estimation is a joint problem in terms of edge
estimation. Furthermore, the mutual information based learning method for relevance
graphs tends to suffer from estimating overly dense graphs [Mur12].
An alternative of visualizing dependencies among a set of objects/random variables
is given by dependency networks/graphs [Mur12]. A dependency network/graph of
a set of random variables tends to reflect a sparse network topology of directed and
undirected edges. In order to learn a dependency graph, full-conditional distributions
based on Markov blankets are fit to the data using sparse regression and classification
methods, respectively, [HCM+00], [MB06], [WRL06], [Dob07].
Furthermore, in statistics, graphs are used to model large joint probability-density-
functions (PDFs) in an efficient way based on appropriate sets of conditional inde-
pendence (CI) statements [Mur12]. Learning the dependencies/interactions among a
set of random variables of a joint PDF for the purpose of knowledge discovery, esti-
mation and prediction, translates to learning the corresponding set of CI statements
that reflect a specific graph topology of the considered random variables. Hence, the
problem of learning a joint PDF reduces to learning the corresponding graph structure.
This problem has been shown to be NP hard for general graph topologies [Chi96]. For
the case that the graph topology is restricted to be a tree, the problem of learning
the corresponding joint PDF can be solved efficienty. The Chow-Liu algorithm [CL68]
computes the maximum-likelihood tree structure that models the joint PDF based
on Prim’s algorithm and Kruskal’s algorithm, respectively, [CT76], [Kru56]. For the
case that the graph topology is restricted to be a directed-acyclic-graph (DAG), the
problem of learning the corresponding joint PDF is called Bayesian network structure
learning [Mur12]. However, there are fundamental limits to which the DAG topol-
ogy can be learned. It has been shown that it is only possible to learn the DAG up
to Markov equivalence, i.e., up to one unique set of CI-statements, [Mur12], [VP91].
However, a specific set of CI-statements encodes a set of DAGs with the same undi-
rected skeleton and the same set of v-structures [VP91]. Thus, it is not possible to
infer the correct orientations for all edges in the DAG. In order to learn the DAG that
best describes the structure of the joint PDF under study the K2-algorithm can be
used [CH92].
In some real life applications the assumption that the observed data is composed of all
random processes that contribute to the application under study is violated. Hence,
there exist hidden/latent variables that contribute to the observed data which can-
not be observed. In order to learn a DAG structure with latent variables for joint
PDF estimation, sophisticated algorithms have been developed, as for instance, the
Cheeseman-Stutz algorithm [CS96], the Variational Bayes EM algorithm [YL07] and
the Structural EM algorithm [Fri97].
In some domains it is rather unusual to model dependencies among random variables
by a directed graph structure, since there are no theoretical justifications for inducing
a directional dependency between random variables [Mur12]. For instance, in image
analysis, images are modeled by a 2D lattice graph structure where each node represents
a pixel of the image and the edges between the nodes depict the pixel interaction in the
image. As a common assumption in image processing, neighboring pixels are correlated,
i.e., share edges with each other in the 2D lattice graph. Since the interaction among
neighboring pixels is not of a hierarchical and causal nature, it is reasonable to consider
the edges orientation free. Thus, the graph topology to be learned is undirected. Such
a graph topology to model the interactions among a set of random variables is called
Markov Random Field (MRF). Under the assumption that all random variables are
Gaussian, a MRF is called Gaussian Random Field (GRF). In order to learn a GRF,
that fact that there is a one-to-one correspondence between zeros in the precision
matrix and the absence of edges in the GRF is exploited [Mur12]. The graph learning
algorithm for GRF is commonly known as Graphical Lasso or GLASSO [Mur12]. The
authors in [BG06], [BGd08], [DGK08] and [FHT08] have proposed efficient algorithms
to solve the GLASSO problem. In order to learn the topology of a MRF with discrete
random variables, the authors in [SMFR08] proposed an algorithm that is based on
the idea of the GLASSO algorithm.
Conventional Signal Processing:
In [SBG17], the authors relate the observable graph data with the graph topology by a
structural equation model (SEM). Resting on the SEM-based graph signal model, first
a tensor factorization approach is proposed in [SBG17] to learn a directed and static
graph structure that is underlying the data. As an extention to the GL method of
inferring static directed graphs, the authors in [SBG17] propose a second GL algorithm,
that is capable of tracking dynamic directed graph topologies, i.e., graphs that evolve
over time.
In [GSK18], the authors provide a collection of selected graph data models along with
corresponding algorithms to estimate the respective graph topologies. In order to
identify graph topologies that model linear relationships within the nodal data that
is collected over time, the authors in [GSK18] consider a Pearson correlation [Bri95]
based model, a SEM based model, a Granger causality based model as well as an
vector-autoregressive model (VARM).
In particular, the Pearson correlation based approach to identify the graph structure,
underlying the data, estimates an edge between two nodes in the graph if the Pear-
son correlation coefficient is above a pre-defined threshold. However, in this fashion
unmediated effects cannot be separated from mediated effects, in the sense that an
edge is estimated in the graph between two nodes if they are neighbors in the graph as
well as if they are connected with each other via a cascade of other nodes. Hence, in
this way overly dense network topologies are uncovered. To compensate for this short-
coming, the concept of partial correlations (PCs) is used to estimate graph topologies
that reflect only unmediated, i.e., direct, effects among the nodes. Note that the
classic Pearson correlation method as well as the PCs based method can only learn
undirected graph topologies [GSK18]. A more complex representation of linear depen-
dencies among nodal data is given by (linear) SEMs. Those models are composed of
two kinds of (nodal) variables: endogenous and exogenous. The exogenous variables
incorporate external effects into the network while the endogenous variables describe
effects that are created by the network [Kap08]. The interactions among the two kinds
of variables is captured by the underlying graph topology which can be estimated using
a LS approach [CBG13]. In essence, SEM based data models for graph signals allow for
topology estimates that can be both directed and undirected [BBG13]. Another pop-
ular approach for identifying directed networks is based on Granger causality [Gra69],
where a directed edge between two nodes corresponds to a specified causal relationship
between those nodes. The network topology is estimated according to a regression
hypothesis test [Ham95]. Furthermore, a prominent choice of modelling the data gen-
eration and the inherent dependencies among nodal variables of complex systems is
given by VARMs [CGS+11]. Although being similar to SEMs, VARMs are missing the
distinction of variable types in the sense that there is only one type of variable which
would be endogenous in the context of SEMs. In VARMs, the graph data at a specific
point in time is not only based on the instantaneous nodal data and the corresponding
generating graph topology, but also on time-lagged nodal data and their correspond-
ing graph topologies. Hence, VARMs are able to capture temporal dynamics in the
graph topology. The network structure, underlying the observed nodal data, can be
estimated via an LS scheme [CGS+11].
Although being quite popular, the assumption that the nodal variables depend on each
other only linearly falls to short for modelling some practical scenarios. Hence, there
have been developed graph data models and corresponding GL algorithms that are able
to capture non-linear dependencies among nodal variables [GSK18]. In particular, the
(linear) PC method has been extended by non-linear kernel functions to account for
non-linear dependencies among the nodes in the graph as shown in [KGSL16], where
the kernel parameter estimation can be reformulated as a convex program [ZRG16].
However, the non-linear PC based method presented can only infere undirected net-
work topologies [KGSL16], [ZRG16]. Furthermore, the linear VARM of [CGS+11] is
extended in order to capture non-linear relationships among the nodal variables. In
particular, the linear vector autoregressive model equations, that describe the diffu-
sion of nodal data across the network, are modified by a non-linear kernel function
in such a way that non-linearly transformed nodal data is spread across the network
over time. Finally, the resulting topology inference problem is solved using the ADMM
method [BPC+11]. Similarly to their linear counterparts, non-linear VARMs are able
to model both directed and undirected graph topologies which reflect non-linear de-
pendencies. In essence, the kernel based VARM concept presented in [GSK18] can also
take account of sparse and low rank adjacency matrices while scaling well with the
network size and the amount of data available.
Recently, especially with the advent of social media and social networks, there has been
an increasing interest in multi-layer network models, due to their ability to integrate
information from various sources. For instance, assume that there is a set of individuals
each participating in social networks, where the goal is to estimate the relationships
among those individuals of interest. Due to their participation in social networks, each
individual of interest generates a lot of data that can be interpreted as the data of the
nodal variable which corresponds to the specific individual. Based on the social network
specific nodal data of the individuals, the relationships among the nodes within that
specific social network can be learned. If an individual is registered in multiple social
networks, then the nodes corresponding to that particular individual in the different
graph layers are connected. Hence, inter-layer connections are revealed by multi-layer
network/graph models which could not be captured by single-layer network/graph
models. The authors in [GSK18] propose a multi-layer network model of directed
edges, that captures linear relationships among the nodes, based on an extension of
the SEM. This extension is referred to as multi-layer SEM where the inference of the
directed multi-layer network topology is formulated as a convex problem [TSG17] which
is solved using the ADMM method [BPC+11], [SRG08].
Although being beyond the scope of this dissertation, graph data models with time-
varying (TV) topologies are briefly recapitulate for the sake of completeness. In
[GSK18], the authors review the most relevant models and methods for TV topology
estimation. In particular, the authors in [ZLW10] propose an algorithm of estimating
smoothly changing graph topologies, which are undirected and reflect linear depen-
dencies, based on the well known GLASSO formulation. Furthermore, in [AG11]the
underlying TV undirected graph topology is assumed to show switching behaviour in
the sense that the topology repeatedly remains constant for a certain time interval
and then changes abruptly. In order to estimate the change/switching points and the
corresponding undirected graph topologies the authors in [AG11] resort to a GLASSO
based approach.
In order to model and estimate directed TV graph topologies, the authors in [BG17]
propose a switched dynamic SEM approach where the graph topology is jumping across
a pre-defined set of states which are related to different network structures. Note that
the network topologies considered in [BG17] reflect linear dependencies among the
nodal variables. This problem formulation results in a NP-hard mixed integer prob-
lem which is solved in an alternating manner [BG17]. As a major shortcoming in the
context of TV topology estimation, the switched dynamic SEM approach is memory-
less in the sense that the model equations do not involve time-lagged graph data and
topology information. Hence, in order to overcome this shortcoming, VARM based
methods for TV graph topology estimation have been investigated in [FSJW09] where
the TV network topologies are assumed to stem from a discrete and finite state space.
Furthermore, the states are assumed to follow a hierarchical Dirichlet process hidden
Markov. Finally, the sequence of network topologies is estimated using Gibbs sampling.
It is important to remark that the learned graph topologies in [FSJW09] reflect lin-
ear relationships among the nodal variables. Moreover, the dynamic VARM approach
is able to model and learn both directed and undirected network topologies. As an
alternative to the aforementioned models and methods for TV graph topology estima-
tion, algorithms based on Bayesian networks are able to recover directed topologies
with the interpretation that the edge directionality describes the causality [GSK18].
In [RH10], the likelihood rests on the Bayesian-Dirichlet equivalent metric where a
Markov-Chain-Monte-Carlo (MCMC) sampler is used to sample from the posterior a
sequence of graphs and the corresponding change points [GSK18].
Graph Signal Processing:
GSP has recently attracted much attention from various directions, since it provides
a toolbox of new algorithms and concepts for data analysis and property/parameter
inference [OFK+17], [SM14]. Contrary to data signals that are defined over regular
domains, i.e., time or space, and which are encountered in, for instance, communi-
cations and control, GSP has come up with a new data paradigm which states that
the observed data is related with the topology of a graph. In particular, the observed
data is defined over the set of vertices of the underlying graph in the sense that each
vertex of the graph is interpreted to generate a specific portion of the data. Such
signals are commonly referred to as graph signals. The observed graph signals are
assumed to originate from a hidden random process that is diffused over the graph
structure. In particular, the diffusion process, which creates the observed graph sig-
nal based on the hidden random process, is based on a graph-shift-operator (GSO) of
the underlying graph [SMMR17], [SSMM17]. A GSO reflects direct and/or indirect
relationships among the vertices of the underlying graph where common choices of
the GSO are the adjacency matrix or the graph Laplacian matrix. Given the graph
topology, the focus of GSP is to perform data analysis and parameter inference while
exploiting the inherent structure of the data which is reflected by the underlying graph
topology [MSLR16], [Han10], [CVSK15]. In practice, however, the graph topology is
unknown or only inadequately known, respectively, and hence has to be learned based
on the observed data before GSP analysis and inference can be done. In order to learn
the graph topology based on the observed graph signals, two scenarios have to be con-
sidered: i) the observed graph signals are stationary and ii) the observed graph signals
are non-stationary.
Under the assumption that the measured graph signals are stationary, i.e., the diffused
hidden random process is white, the authors in [SMMR17] learn the corresponding sym-
metric GSO, which reflects the graph topology, based on the graph signal covariance
matrix. Furthermore, the eigenvectors of the graph signal covariance matrix and the
sought GSO are identical, due to the stationarity assumption. Note that the assump-
tion of the GSO being symmetric implies that the corresponding graph is undirected.
Furthermore, the estimation of the GSO, corresponding to the sought graph topology, is
formulated as a convex optimization problem that entails several degrees of freedom in
order to customize the GSO learning problem for different scenarios. Hence, the GL al-
gorithm in [SMMR17] can be interpreted as a framework for network topology inference
problems for GSOs that reflect undirected graphs. Additionally to single-graph estima-
tion problems, there has recently been an increasing interest in learning multiple related
graphs jointly based on subsets of the observed data [GLMZ11], [DWW14], [HS10]. In
neuroscience, for instance, learning the brain functional networks of different patients
based on their respective brain activity observations is a crucial task. In this scenario,
the brain functional regions, i.e., the vertices of the graph in a mathematical context,
are identical for all of the patients, whereas the connections among those regions, i.e.,
the graph topology, may differ from patient to patient [SWUM17]. Although being
not identical, the brain functional networks of the patients are structurally close to
each other. In GSP, the problem of learning multiple related graphs jointly based on
subsets of the observed graph data is also addressed. In [SWUM17], a GL algorithm
is proposed in order to learn the GSOs that are related to the graphs underlying the
different subsets of graph data. Furthermore, the observed graph data is assumed
to stem from a stationary diffusion processes in the different symmetric GSOs. The
method proposed in [SWUM17] formulates the joint estimation of the related GSOs
as a convex optimization problem that is based on the eigenvectors of the covariance
matrices of the available subsets of graph data. The algorithm in [SWUM17] of jointly
learning multiple related GSOs is mainly based on the ideas in [SMMR17]. Under
the assumptions that the observed graph data is stationary and the sought GSOs are
symmetric, the methods presented in [SMMR17] and [SWUM17] represent very good
tools of learning GSOs, i.e., the corresponding undirected network topologies. In some
practical scenarios, the assumption that all eigenvectors of the graph signal covariance
matrix are known, either perfectly or corrupted by noise, is not true [SMMR17]. In the
context of GSP, this problem is commonly referred to as the network topology inference
problem with incomplete spectral templates. In this case, the problem of learning the
GSO underlying the data, i.e. the GL problem, is formulated as a convex optimiza-
tion problem that settles on the known eigenvectors only, where the part of the GSO
that corresponds to the unknown eigenspace of the graph signal covariance matrix is
modeled as an additional optimization variable and estimated as well [SMMR17]. In
summary, it is important to remark that under the assumption that the observed graph
signals are stationary, the GSO is always symmetric, and hence, only undirected graph
topologies can be learned.
In a more general scenario, the measured graph signals are assumed to be non-
stationary, i.e., the diffused hidden random process has an arbitrary covariance matrix.
The assumption of the hidden processes to be arbitrarily correlated is of a condsider-
able relevance, since in many practical problems the hidden processes are colored. For
instance, given that the hidden process models the opinion of individuals about a cer-
tain topic, which is diffused over a social network, then it is a reasonable assumption
that the opinion of closely related individuals, i.e., individuals that are connected via
the underlying social network, is correlated. In essence, the non-stationary assump-
tion about the observed graph signals paves the way for much broader GL problems.
Furthermore, the eigenvectors of the graph signal covariance matrix do not correspond
any longer to the eigenvalues of the GSO, due to the covariance matrix of the hidden
process which is no longer the identity matrix [SSMM17]. The graph signal covari-
ance matrix is composed of the graph filter, which is a polynomial in the sought GSO,
and the covariance matrix of the hidden process. Furthermore, the eigenvectors of the
graph filter are identical to the ones of the sought GSO [SMMR17]. Hence, existing GL
algorithms under the assumption that the graph signal is non-stationary leverage on
estimating the graph filter, based on the graph signal covariance matrix first, and apply
the GL framework of [SMMR17] afterwards in order to learn the GSO. Following the
above mentioned two-stage procedure of first computing the eigenvectors of the graph
signal covariance matrix and afterwards learning the GSO according to the methods
in [SMMR17], [SWUM17], respectively, the authors in [SSMM17] propose GL/GSO-
learning algorithms for non-stationary graph signals with respect to different scenarios
of the GSO based graph filters and the hidden random processes.
Assuming that the GSO based graph filter is symmetric and there are a plethora of
graph signal and hidden random process samples available, the graph filter is estimated
according to a least-squares (LS) formulation. Subsequently, based on the estimated
graph filter the ideas presented in [SMMR17], [SWUM17] are applied to estimate the
GSO. Furthermore, given that the GSO based graph filter is symmetric and only sta-
tistical information about the hidden random processes is available, i.e., the covariance
matrix, the authors in [SSMM17] first propose a non-convex LS formulation, which is
convexly reformulated as a semidefinite program (SDP) [Ma10], in order to estimate
the graph filter underlying the observed data. Based on the learned graph filter, the
GSO is estimated according to [SMMR17] again. Under the assumption that the GSO
based graph filter is positive semidefinite and only the covariance matrix of the hidden
random process is given, the graph filter can be estimated based on a LS formulation
according to [SSMM17], where the GSO is again recovered according to the methods
in [SMMR17]. It is important to remark that the GL algorithms mentioned so far, that
deal with non-stationary graph signals, are only able to estimate GSOs that correspond
to undirected graphs.
Finally, assuming that the GSO based graph filter is asymmetric and only the covari-
ance matrix of the hidden random process is given, the authors in [SSMM18] propose
a two-stage algorithm to learn the graph filter based on the non-stationary graph data.
First, an initial graph filter is estimated based on a biconvex problem formulation that
can be solved by the alternating LS algorithm [MVB18], or by the alternating direction
method of multipliers (ADMM) [BPC+11]. In a second step, the so obtained initial
graph filter is used to formulate the problem of finding the ultimate graph filter. The ul-
timate graph filter problem formulation involves a quadratic convex objective function
and non-convex constraints. Hence, the graph filter found by the method of [SSMM18]
is generally suboptimal. Finally, based on the estimated graph filter, the corresponding
GSO is computed according to [SMMR17]. Note that the assumption in [SSMM18] of
the GSO based graph filter being asymmetric implies that the estimated GSO reflects
a directed graph topology.
Machine Learning:
In the field of ML there have been developed a plethora of methods for classification
and regression that can be used for GL. Moreover, in the context of ML there have
also evolved algorithms especially dedicated to learning network topologies in recent
years. Since the problem of learning the topology of a graph essentially means to make
a hard/soft decision about the presence or absence of an edge between each pair of
vertices in the graph, classification and regression algorithms can be utilized. There is
a large collection of such ML algorithms, as for instance, linear-and nonlinear regres-
sion algorithms [DS98], logistic regression methods [Fre09], [Fre09], support-vector-
machines (SVM)s [CST00], [CV95], [Vap00] regression-and classification tree/forest
algorithms [Bre01] and artificial neural networks (ANN)s [Bis95], [GBC16].
Discrete Optimization:
Apart from GL algorithms that originate from the fields of research mentioned above,
there are a plethora of GL algorithms based on discrete optimization methods. In
particular, learning the graph topology underlying the observed data is formulated
as a integer linear program (ILP) that can be solved efficiently by branch-and-bound
and branch-and-cut algorithms, respectively [LW66], [PR91], [AKM05]. One of the
most intensively studied ILP is the traveling-salesman-problem (TSP) of Dantzig et
al. [DFJ54], [CBD11], [PW06]. For the TSP, a salesman is forced to visit a collection
of cities in such an order that each city is visited at most once and the total traveling
distance is minimal. As a combinatorial problem, the TSP has been shown to translate
to a graph learning problem [CBD11], [PW06]. The cities to be visited are modeled by a
set of nodes and the distance between each pair of cities is described by a weighted edge
between the nodes that correspond to that pair of cities. Given a starting point/city,
the solution to the TSP is a graph that contains all cities as its nodes and a set
of edges such that traveling along the direction of those edges leads to the starting
point/city with visiting any city at most once [DFJ54], [CBD11], [PW06]. In essence,
the solution to the TSP is a Hamiltonian cycle of the shortest length [CBD11]. There
are many variants of the TSP, as for instance, the multiple traveling-salesmen-problem
(MTSP), the clustered TSP and the generalized TSP [CBD11]. Furthermore, many
combinatorial problems from numerous fields can be reformulated as a TSP or one of
its variants [CBD11]. In general, the formulation of GL problems as ILP paves the way
for highly customized GL algorithms that show strong performance in terms of learning
accuracy and which are able to ensure a pre-defined structure of the solution. However,
the strong performance in terms of learning accuracy of ILP based GL algorithms comes
at the cost of a poor scalability due to the combinatorial nature of the ILP formulation.
As a way of solving continuous and discrete optimization problems approximately,
MCMC based methods have established as a popular alternative to ILP based methods
for GL. Especially, the simulated annealing (SA) algorithm [KGV83], as a state-of-the-
art MCMC algorithm to solve combinatorial problems, has shown to be a good meta-
heuristic alternative for GL problems, and is oftenly used to compute solutions to the
famous TSP [ZLZZ16], [LBL16], [CSMH91]. In SA, the original discrete optimization
problem, as which the GL problem is formulated, is translated into a distribution over
the feasible set of the original problem. Based on a specifically constructed Markov-
Chain, samples are drawn from this distribution where each drawn sample represents
a candidate solution to the original problem. Finally, an approximate solution to the
original discrete optimization problem, i.e., the GL problem, is obtained as the drawn
sample which yields the smallest objective value (in an minimization context). There
are several variants of the SA algorithm in order to find solutions to GL problems, as for
instance, the annealed importance sampling (AIS) [Nea01] algorithm, which combines
the ideas of SA and importance sampling (IS) [GI89], [RK16]. However, the SA algo-
rithm and its variants are only able to yield sub-optimal solutions to the GL problem,
due to their metaheuristic nature. Furthermore, those methods are widely known to be
slow in terms of finding good approximate solutions to the original GL problem, since
a plethora of samples have to be drawn in order to make the Markov-Chain converge.
GL Method Assessment:
The goal of this thesis is to develop GL algorithms for estimating (time)-static interac-
tion networks of genes of interest based on the biological data model of [BJW+10]. The
data model of [BJW+10] assumes that the dependencies among the genes under study
are of a directed linear nature, i.e., the considered genetic interaction networks (GI-
networks) are modeled by a directed graph of a special topology whose edges encode
linear dependencies. The model relates the data, which originates from single genes and
all pairs of genes, to hierarchical information about the graph topology that is encoded
by a corresponding set of hierarchical interaction classes. In particular, for each pair
of genes the observed genetic data is translated to a specific hierarchical interaction
class. It is important to remark that the gene pairs under study cannot be translated
to hierarchical interaction classes independently of each other, since they are coupled
via the GI-network topology. Furthermore, the data is assumed to be time-static in
the sense that the data remains static over time.
Given the topology of the underlying GI-network, the considered data model can-
not be represented as a hidden process that is diffused over the network over time.
Hence, the outlined GSP based GL algorithms cannot be applied for the purpose of
learning GI-networks according to the data model of [BJW+10]. Furthermore, the
Pearson correlation and PC based methods, that enjoy great popularity in the signal
processing community, cannot be used in order to learn GI-networks based on the data
model of [BJW+10]. They only allow for estimating undirected graph topologies and
cannot account for the special structure of the considered biological data model. Al-
though being applicable to a vast variety of structure learning problems, the outlined
SEM based approachs as well as the VARM based approaches are not suitable for the
topology learning problem under investigation in this thesis. For SEMs and VARMs,
respectively, the observed data is assumed to originate from nodal variables that are
connected with each other by the graph structure. In the case of SEMs, the nodal data
at a particular node is assumed to be composed of the data of the neighboring nodes
as well as of an exogenous nodal variable. In the case of VARMs, the nodal data at a
particular node is assumed to be composed of the data of the neighboring nodes and
their time-lagged versions. However, those model assumption are in conflict with the
model of [BJW+10]. In statistics, there have been developed a variety of GL methods
for the purpose of learning Bayesian networks that reflect large PDFs. In principal,
being able to estimate directed graph topologies, such GL methods suffer from the
shortcoming that the edge orientations cannot be identified uniquely. Furthermore,
the GL algorithms outlined in the context of statistics, GSP and signal processing are
not able to ensure the special structural requirements that are posed to the underlying
GI-networks by the data model of [BJW+10].
On the other hand, discrete optimization based methods allow for customized modelling
of arbitrary topology constraints. Hence, the GL algorithms proposed in this work, are
mainly based in discrete optimization based approaches. Additionally, in order to
obtain a good tradeoff in terms of topology estimation quality and scalability with
respect to the number of genes under study, classical ML methods for classification are
utilized to learn the GI-network topologies approximately.
1.3 Thesis Overview and Contributions
The goal of this dissertation is to study and develop GL algorithms for the purpose
of estimating GI-networks based on large-scale single knockout (SK) data and double
knockout data (DK). In particular, the emphasis of this thesis lies on the development
of customized GL algorithms for GI-network reconstruction based on ILP formula-
tions. Additionally, in order to overcome the considerable computational costs of the
proposed ILP based GL algorithms for GI-network reconstruction, algorithms that are
based on well known ML methods for classification and regression, i.e., SVM, random
forest classifier (RFC) and ANN, are proposed. These methods provide a consider-
ably good tradeoff between computational complexity and GI-network reconstruction
accuracy. The algorithms proposed in this thesis represent valuable tools for computa-
tional biologists who attempt to gain deep knowledge about the cell metabolism and
its regulation by genetic interactions.
The detailed outline of this dissertation is as follows:
In Chapter 2, the theoretical background and the biological system model, that is
referred to throughout this thesis, is presented. First, prerequisites in graph theory
comprising the mathematical description and fundamental concepts are introduced.
Following the introduction of the selected prerequisites in graph theory, a graph the-
oretic description of general GI-networks is presented and briefly elucidated. In the
sequel, GI-networks according to [BJW+10] are introduced which represent a specific
type of GI-networks. In particular, the specific structure of GI-networks under the
terms of [BJW+10] is discussed in detail along with its biological meaning. Further-
more, the data model corresponding to the GI-networks according to [BJW+10] is pre-
sented in detail and further illustrated on the basis of simple examples. Throughout
this thesis, only GI-networks under the terms of [BJW+10] are considered. Moreover,
arising problems in learning the considered GI-networks are pointed out and explaind
in more detail by the help of two basic examples. As a prominent state-of-the-art
method for solving discrete optimization problems, especially in the context of graph
learning, the concept of annealed importance sampling is presented which is a popular
adaptation of the well known simulated annealing algorithm. Finally, the topic of in-
teger programming is briefly touched in order to take account for the ILP-based graph
learning algorithms which constitute the focus of this work.
In Chapter 3, the ILP-based graph learning algorithms, i.e., the genetic interactions
detector (GENIE) algorithm and the genetic interactions-profile data extended genetic
interactions detector (GI-GENIE) algorithm, are presented. In particular, the GENIE
algorithm learns the topology of GI-networks according to [BJW+10] in a two-stage
procedure based on SK/DK data only. On the contrary, the GI-GENIE algorithm
learns the topology of the considered types of GI-networks directly based on multiple
data types. In this context, the GENIE and the GI-GENIE algorithms explicitly
make use of the well known biological interaction model of [BJW+10] which relates
single knockout and double knockout measurements to hierarchical dependencies in a
GI-network. Due to the combinatorial nature of the proposed ILP formulation based
algorithms, the GENIE and the GI-GENIE algorithm, respectively, are embedded into a
broader framework denoted as sequential scalability technique (SEQSCA) in order to be
able to process the data of large scale knockout experiments. Finally, the performance
of the proposed GENIE and GI-GENIE algorithms is evaluated in terms of synthetic
data as well as real data.
In Chapter 4, well known ML algorithms, i.e., the multiclass SVM, the RFC and the
ANN, are briefly explained and utilized to learn the topology of the considered GI-
networks. In particular, differently parameterized multiclass SVMs, RFCs and ANNs
are trained based on two different feature design approaches both for synthetic data.
Finally, the graph learning performance of the considered ML algorithms is evaluated
with respect to synthetic data and compared to the performance of the ILP formulation
based algorithms, i.e., the GENIE and the GI-GENIE algorithms, respectively.




In this chapter, background information in graph theory, the biological system model
for GI-network estimation, a prominent metaheuristic for estimating solutions of integer
programs and basic concepts of integer programming are revisited.
In particular, in Section 2.1 fundamental graph theoretic principles along with the
common terminology is introduced.
In Section 2.2 a graph theoretic description of a GI-network is presented in company
with an illustration of the biological meaning. Following the graph theory based de-
scription of GI-networks, the biological system model of [BJW+10] is presented. The
model of [BJW+10] provides a description to classify all gene pairs in a GI-network into
biologically justified interaction types as well as the corresponding data representation.
Furthermore, fundamental problems that arise in reconstructing the GI-network based
on the biological model of [BJW+10] are discussed.
Furthermore, in Section 2.3, the annealed importance sampling algorithm is presented.
As a prominent metaheuristic, the AIS algorithm combines the principles of importance
sampling and simulated annealing in order to provide approximate solutions to integer
and mixed-integer problems (IPs/MIPs).
In Section 2.4 optimization methods for integer problems are briefly discussed. A
plethora of problems from a wide range of applications, for instance, the GI-network
reconstruction problem, genome sequencing, process scheduling, etc., can be formulated
as integer optimization problems. Therefore, algorithms to solve discrete problems
constitute a key technology to many applications of today’s emerging digital economy.
2.1 Graph Terminology
According to [Die06], a graph A = (V(A),E(A)) is well defined by a set of nodes


















Figure 2.1. Example graph A1 consisting of vertices VA = {a1, ..., a17} and set of edges
EA that reflects the displayed topology. The edges highlighted in red constitute path
P .
where cardinality A = |V (A)| denotes the number of vertices in graph A, and a set of
edges
E(A) = {{ai, aj} | {ai, aj} ∈ A} . (2.2)
which contains all edges {ai, aj} connecting node i with node j in A. On a coarse scale
graphs can be distinguished into directed graphs and undirected graphs. In case of a
directed graph, the edge {ai, aj} linking vertices ai and aj is orientated from node ai
to aj. In contrast to that, an edge {ai, aj} in an undirected graph has no direction and
thus, {ai, aj} = {aj, ai}. The operators V (·) and E(·) applied to graph A yield the
set of nodes V (A) and the set of edges E(A) respectively. For notational convenience,
we mostly address the set of vertices V (A) and the set of edges E(A) of graph A by
VA and EA, respectively. A very important concept in graph theory, particularly in
the context of this dissertation, are paths. According to [Die06], a path P in some
graph A is a non-empty graph with set of vertices VP = {a0, a1, ..., aγ} and set of edges
EP =
{{a0, a1}, {a1, a2}, ..., {aγ−1, aγ}} where all the vertices in VP are distinct. Path
P links the vertices a0 and aγ in graph A. For notational convenience, path P is mostly
referred to as the sequence of vertices P that are traversed while travelling from vertex
a0 to vertex aγ along the edges in EP . Formally, path P from vertex/node a0 to aγ is
described by
P = a0, ..., aγ (2.3)
where VP = V (P ) = {a0, ..., aγ} denotes the set of nodes that are traversed by path
P [Die06].
Example 2.1.1. As highlighted in red in Fig. 2.1, path P describes a way from node
a11 to node a1 in graph A1. Travelling along path P starting with node a11, nodes a4,
a10 and a1 are visited in the stated order. Mathematically according to Eq. (2.3), path
P in graph A1 in Fig. 2.1 is described by:
P = a11, a4, a10, a1 (2.4)
Another important concept to describe the topology of a graph is the adjacency matrix.
Given graph A = (V(A),E(A)), the adjacency matrix A of graph A is defined as
A ∈ {0, 1}A×A where each element A(i, j) = ai,j ∀ai, aj ∈ VA is given by [Die06]:
A(i, j) = ai,j =
{
1 if {ai, aj} ∈ EA
0 otherwise
(2.5)
Note that for undirected graphs, the adjacency matrix is symmetric whereas for directed
graphs it is not.
2.2 Biological System Model
2.2.1 GI-Network Model
In the field of genomics research, gene-gene interactions with respect to a specific
cell function under study are modeled as a GI-network [DCB+09], [C+10], [D+05].
In particular, a GI-network GI that describes the interactions among a set of genes
VGI = {g1, ..., gG}, with G = |VGI | denoting the number of genes in GI-network GI, is
modeled as a graph. According to Section 2.1, GI-network GI is characterized by
GI = (VGI , EGI) (2.6)
where VGI denotes the set of genes under study and EGI denotes the set of edges of
GI-network GI. In general, the interactions among the investigated genes is reflected
by the topology of the GI-network GI, i.e., by EGI .
In genomics, there are various gene-gene interaction models that are motivated by dif-
ferent biological assumptions. GI-networks based on different interaction models have
different types of edges with different biological meanings, for instance, undirected
edges/interactions, directed edges/interactions and multiple edge types to describe
more detailed biological relationships between genes. In addition to that, GI-networks
of different interaction models have varying assumptions on the network topology. In
this dissertation, the proposed algorithms and techniques to estimate GI-networks are
based on the genetic interaction model of [BJW+10]. In this model, a GI-network
is characterized by a DAG that is connected by a common root node called the re-
porter level R. All edges in such a GI-network are orientated towards the root node
R, i.e., each path in a DAG under the terms of [BJW+10] finally terminates in the
reporter node R and any gene appears on that path at most once. Hence, there ex-
ist no cycles. The report level R is an artificial node in the concept of a GI-network
according to [BJW+10], i.e., it is not a gene, and represents the measured phenotype
of the specific cell process under study. In Biology, the term phenotype describes the
particular manifestation of a biological attribute of an organism that can be observed.
For instance, a common biological attribute of bacteria is growth measured in colony
size, where a particular size of the bacteria colony is a phenotype of this biological
attribute. As another example, the hair color of human beings is a biological attribute
of the human species where a specific hair color, for instance, red hair, is a pheno-
type of that attribute. The GI-network after [BJW+10] reflects the role of the studied
genes for the execution of a specific metabolic process in the cell machinery in a hi-
erarchical sense. Furthermore, the topological relationship between a pair of genes in
such a GI-network describes their genetic interaction type. In summary, a GI-network
under the terms of [BJW+10] encodes hierarchical information about the functional
interplay of genes and helps Computational Biologists to gain valuable insights into
the very basic entities of the human body: the cells. It is important to remark that in
the model of [BJW+10] a GI-network only contains hierarchical information and not
quantitative information about the actual observable effects of the interactions. Due
to the described assumptions of the interaction model, GI-networks/DAGs according
to [BJW+10] are denoted by D and are characterized in a similar fashion as the general
GI-networks as described in Eq. (2.6) by
D = (VD, ED) = (G⋃ {R} , ED) (2.7)
where the set of vertices VD of DAG D is composed of the set of genes under study,
i.e., G, and the reporter node R. In order to provide a better understanding about
GI-networks/DAGs according to the model of [BJW+10], the following two examples
give an aid to interpretation based on the GI-network displayed in Figure 2.2.
Example 2.2.1. In DAG D0 as displayed in Figure 2.2 there is an edge from gene
g0 to gene g1, i.e., {g0, g1} ∈ ED0, which indicates that the activity of gene g0 controls


















Figure 2.2. Example DAG D0 consisting of vertices/genes VD0 = {g0, ..., g16, R} and a
set of edges ED0 that reflects the displayed topology.
under study via gene g1 and not directly. Note that the edge {g0, g1} does not encode
any quantitative information about the interaction of the genes g0 and g1 , respectively.
Hence, the edge {g0, g1} does not state if a strong/weak activity of gene g0 affects the
activity of gene g1 in a positiv/negative way.
Example 2.2.2. In DAG D0 as displayed in Figure 2.2 there is no direct edge from
gene g0 to gene g2, i.e., {g0, g2} /∈ ED0 Hence, there is no direct connection between the
activity of gene g0 and gene g2. However, with respect to the root node R genes g0 and
g2 are in the same path/pathway and hence, they are connected indirectly. Thus, via a
cascade of other genes the activity of gene g0 indirectly affects the activity of gene g2.
Note that for the sake of notational convenience genes will be mostly addressed by
their index in the following, i.e., gene gi will be addressed by its index i.
2.2.2 Data Model
Given a set of genes G = {g1, ..., gG} and a cell function under study. In order to
quantify the influence of a gene i := gi ∈ G on the specified cell function, gene i is
functionally disabled, i.e., it is not able to participate in the metabolic processes of
the cell, and the resulting phenotype is measured. In this case, gene i is considered to
be knocked out and the resulting phenotype, denoted as R(i) ∈ R, is called the single
knockout (SK) phenotype of gene i. Consequently, a double knockout (DK) R(i, j) ∈ R
denotes the measured phenotype given that genes i, j ∈ G are functionally disabled,
i.e., knocked out.
In a more formal way, SKs, DKs as well as higher order knockouts can be defined as
R(Sb) ∈ R that is the measured phenotypes of a subset of genes Sb = {i1, ..., in˜, ..., in} ⊂
G, 1 < n ≤ G, i1 6= in˜∀in˜ ∈ Sb \ {i1}, being knocked out. In genomics research,
there are a plethora of data models for the purpose of relating knockout measurements
as for instance, SK, DKs, higher order knockouts and other knockout measurement
based data types, to different kinds of GI-network topology information. Given a set
of genes G and the corresponding collection of knockout measurements of all possi-
ble orders, i.e., R = {RSb,1 , ...,RSb,n , ...,RSb,G} where RSb,n denotes the collection of
knockouts of all possible subsets Sb = {i1, ..., in˜, ..., in} of cardinality n. Moreover, let
C = {Ψ1(R), ...,Ψn˘(R), ...,ΨnΨ(R)}, where nΨ ≥ 1, denote the set of all possible data
types based on knockout observations, with transformation functions Ψ1(·) to ΨnΨ(·).
A modelM relates an nM-dimensional tuple tM of knockout measurements of different
orders, as well as data types derived from knockout measurements, to GI-network
topology information TM as depicted by Eq. (2.8):
M : tM 7→ TM. (2.8)
The nM-dimensional tuple tM is given by
tM = (tM,1, ..., tM,n˜M , ..., tM,nM) (2.9)
where each tM,n˜M ∈ R or tM,n˜M ∈ C, with tM,1 6= tM,n˜M ∀tM,n˜M ∈ tM \ {tM,1}.
As an abstract description of mutual gene-gene dependencies of a general form in the
context of a GI-network, the GI-network topology information TM reflects various kinds
of topology and interaction information, depending on the modelM. For instance, TM
could reflect:
• a set of directed / undirected edges EGI of multiple types of edges / solitary
type of edges which describes the potentially various genetic dependencies in the
underlying GI-network
• a representation of a GI-network GI of potentially various genetic interaction
types in a different domain, e.g., as a set of interaction classes that encode topol-
ogy information of the underlying GI-network as well as potentially various ge-
netic interaction types
• a representation of a GI-network GI in a compressed form
In this thesis, only the model of [BJW+10] is considered which provides specifications
on the structure of a GI-network as well as on the information encoded therein. Let
MB denote the model of [BJW
+10] as depicted in Eq. (2.10)
MB : tMB 7→ TMB . (2.10)
where tMB comprises the data types considered and TMB describes the GI-network
topology information provided by the model. In particular, the data considered by
the model of [BJW+10] is comprised of SKs, DKs, and a specific type of knockout
measurement based data, denoted as GI-profile data which serves as a measure of
the interaction similarity of two specific genes with the rest of the genes under study.
Hence, tMB = (RSb,1 ,RSb,2 , tMB,3) where tMB,3 = Ψn˘(R) denotes the GI-profile data
computed by some function Ψn˘(R) ∈ C.
The GI-network topology information TMB is given by the classification of all gene
pairs into hierarchical relationship classes which reflect the specific network topology
restrictions under the terms of [BJW+10], in a different domain. Furthermore, TMB
also contains a set of undirected edges that reflects the interaction structure of the
undirected skeleton of the underlying GI-network D which is constrained to follow the
structure described in Subsection 2.2.1. In the following, first the data model according
to [BJW+10] is introduced in detail.
As an important data type in genomics research and systems biology, the GI-profile
ρ(i, j) of genes i, j ∈ G quantifies the interaction similarity of genes i and j, respectively,
with a set of other genes [BJW+10]. Note that in the formal context of data models
tMB,3 = Ψn˘(R) ≡ {ρ(i, j)}∀{i,j}∈G. There are many measures to quantify the similarity
between the interaction profiles of two genes with a set of other genes, however, the
most prominent one is the Pearson correlation [Bri95]. As a consequence, the GI-profile














































R(i, j) = µ5(i, j)
Figure 2.3. Hierarchical relationship classes k ∈ K = {1, ..., 5} according to [BJW+10]
to categorize the genetic interaction type of gene pair i, j along with expected DK
phenotype µk(i, j) for each class k.
denote the sample mean of all G−2 DK phenotypes of genes i and j, respectively. Note
that the GI-profile data ρ(i, j) as computed according to Eq. (2.11) is in the range of
−1 to 1. Furthermore, it is important to remark that the GI-profile data ρ(i, j) does
not need to be computed according to Eq. (2.11). It can also be extracted from some
database where a priori knowledge about the set of genes under study, i.e., G, is stored
and manually curated by experts.
In genomics research, it is commonly known that the GI-profile ρ(i, j) is likely to be
high if genes i and j interact, i.e., the activity of gene i controls the activity of gene
j or the activity of gene j controls the activity of gene i, respectively. From a GI-
network/DAG perspective, a high GI-profile ρ(i, j) is a strong indication that genes i
and j are linked by an edge. On the contrary, if the GI-profile ρ(i, j) is small then it is
not likely that genes i and j interact. Thus from a GI-network/DAG perspective, it is
a strong indication that there is no edge linking genes i and j. With respect to their
DK phenotypes, the gene pairs i, j ∈ G and j, i ∈ G are identical, i.e., R(i, j) = R(j, i)
and ρ(i, j) = ρ(j, i). Hence, it is sufficient to only consider gene pairs i, j ∈ G : j > i.
However, on behalf of readability and notational convenience the specification that
only those gene pairs i, j ∈ G are considered, for which j > i, is mostly omitted.
According to [BJW+10], the genetic interaction of any pair of genes i, j from the set of
genes under study, i.e., G, can be uniquely classified to one out of the five hierarchical
relationship classes, which are depicted in Figure 2.3, based on their DK phenotype
R(i, j) and their SK phenotypes R(i) and R(j), respectively. The classification of a
pair of genes i, j to a specific hierarchical relationship class k ∈ K = {1, ..., 5} as
depicted in Figure 2.3 models a specific genetic interaction between those two genes
which is dictated by the structural/hierarchical relationship between genes i and j in
GI-network/DAG D that describes the total interactions among the genes in G. Given
that genes i, j ∈ G are in class k ∈ K in DAG/GI-network D, that describes the
interactions among the investigated set of genes G, the expected DK phenotype R(i, j)
is characterized by the model µk(i, j) which is depicted in Eq. (2.13) by
R(i, j) =

µ1 = R(j) if pair i, j belongs to class k = 1
µ2 = R(i) if pair i, j belongs to class k = 2








[R(i)R(j) +R(i)] if pair i, j belongs to class k = 5
∀i, j ∈ G : j > i
(2.13)
For each pair of genes i, j ∈ G, the models µk(i, j), for k = 1, ..., 5 as depicted by
Eq. (2.13), relate the DK R(i, j) of gene pair i, j with their respective SKs, i.e., R(i)
and R(j). It is important to note that the schematics of the |K| hierarchical relationship
classes of [BJW+10] in Figure 2.3 do not reflect absolute adjacency relations between
genes i, j in DAGD, but hierarchical information about the topological relation of those
two genes in D. Hence, given that genes i, j are in class k with respect to DAG D, it
does not follow that genes i and j are arranged in DAG D according to the schematic
of class k. The following three examples elaborate on the hierarchical relationship
classes of [BJW+10] in Figure 2.3 in order to provide a better understanding about the
hierarchical information that is encoded by the classes.
Example 2.2.3. As indicated by the corresponding schematic in Figure 2.3, the genes
i, j ∈ G : j > i are in a linear hierarchical relationship with each other in DAG D in
the case of k = 1. In particular, the schematic for k = 1 illustrates that all paths from
gene i to the reporter node R traverse gene j. On the contrary, no paths from gene j to
the reporter node R traverse gene i. Hence, the activity of gene j is controlled by the
activity of gene i. Due to the fact that gene i only affects the cell function under study
via controlling the activity of gene j, the resulting DK phenotype for genes i, j being
knocked out, i.e., R(i, j) = µ1(i, j), yields the SK R(j) of gene j. It is important to
remark that there are in general numerous paths from genes i and j, respectively, to the
reporter node R in DAG D and not only a single one as it could be wrongly concluded
by the schematic of class k = 1.
In case of k = 2, gene j is in a linear relationship with gene i as well as hierarchically
upstream of gene i. With the same line of argument as mentioned above, it follows
that the resulting DK phenotype for genes i, j being knocked out, i.e., R(i, j) = µ2(i, j),
yields the SK R(i) of gene i.
Example 2.2.4. In the case of k = 3, the genes i, j ∈ G : j > i in DAG D are assumed
to be independent of each other. As indicated by the corresponding schematic of class
k = 3, there are no paths from gene i to gene j as well as no paths from gene j to gene
i in DAG D. In plain words, there are no paths connecting genes i and j in DAG D.
Hence, the activity of both genes is independent of each other. In this case, the DK
phenotype for genes i, j being knocked out is R(i, j) = µ3(i, j) = R(i)R(j).
Example 2.2.5. The hierarchical relationship between genes i, j ∈ G : j > i in DAG D
depicted by the schematic of class k = 4 in Figure 2.3 reflects a combination of classes
k = 1 and k = 2, respectively, with class k = 3. Given that genes i, j are in class
k = 4, then there is at least one path from gene i to gene j in DAG D. Furthermore,
there is at least one path from gene i to the reporter node R that is independent of gene
j, i.e., gene j is not traversed by that particular path(s). As a combination of classes
k = 1 and k = 3, the expected DK phenotype for genes i, j in class k = 4 is given by




In a similar fashion, the hierarchical relationship class k = 5 as depicted in Figure 2.3
models a combination of classes k = 2 and k = 3, i.e., gene j is hierarchically upstream
of gene i in DAG D. With the same line of argument as mentioned above to justify the
DK phenotype of genes i, j being in class k = 4, the expected DK phenotype for genes












denote the set containing all I paths
P
(i)
τ , τ ∈ {1, ..., I} in DAG D that connects gene i with the reporter node R. In order
to identify the hierarchical relationship class between two genes i, j ∈ G in DAG D, the
five mutually exclusive decision rules C1 to C5 displayed in Table 2.1 provide a formal
decision basis. In essence, given that genes i, j ∈ G are in class k, then only condition
Ck is true. On the contrary, given that condition Ck is true for gene pair i, j ∈ G then
conditions Ck′ ∀k′ ∈ K\{k} are false. Furthermore, genes i, j ∈ G are in a hierarchical
relationship in DAG D that is reflected by class k.
As stated in Eq. (2.14a) of condition C1 in Table 2.1, a pair of genes i, j ∈ G : j > i in
DAG D is classified to class k = 1 if the set of vertices V (P (i)τ ) for all paths P (i)τ in Pi
contains gene j. In this case, condition C1 is true and condition C2 is false due to the
acyclicity of DAG D. Furthermore, condition C3 cannot be true since, the constraint
that gene j is not traversed by any path P
(i)
τ is a direct contradiction to condition
C1. The left-hand-side (LHS) of condition C4, i.e., the term left of the logical AND
operator
∧
directly contradicts condition C1 as well. Hence, condition C4 is false.
Finally, the right-hand-side (RHS) of Eq. (2.14e) in condition C5 to be true requires




κ for which P
(i)
τ is a sub-path of
P
(j)
κ . However, in the case of condition C1 being true for gene pair i, j, there are only
C1 : pair (i, j) 7→ class k = 1
∀ P (i)τ ∈ Pi : j ∈ V (P (i)τ ) (2.14a)
C2 : pair (i, j) 7→ class k = 2
∀ P (j)τ ∈ Pj : i ∈ V (P (j)τ ) (2.14b)
C3 : pair (i, j) 7→ class k = 3(
∀ P (i)τ ∈ Pi : j /∈ V (P (i)τ )
)∧(
∀ P (j)κ ∈ Pj : i /∈ V (P (j)κ )
)
(2.14c)
C4 : pair (i, j) 7→ class k = 4(
∃ P (i)τ ∈ Pi : j /∈ V (P (i)τ )
)∧(
∃ P (i)τ ∈ Pi, P (j)κ ∈ Pj : V (P (j)κ ) ⊂ V (P (i)τ )
)
(2.14d)
C5 : pair (i, j) 7→ class k = 5(
∃ P (j)κ ∈ Pj : i /∈ V (P (i)κ )
)∧(
∃ P (i)τ ∈ Pi, P (j)κ ∈ Pj : V (P (i)τ ) ⊂ V (P (j)κ )
)
(2.14e)
Table 2.1. Mutually exclusive conditions C1 to C5 to identify the hierarchical relation-
ship class k of [BJW+10] of a pair of genes i, j ∈ G : j > i in DAG D




κ for which P
(i)
τ is a super-path of P
(j)
κ . Thus, condition C5
is false as well. In summary, gene pair i, j ∈ G : j > i is characterized by class k = 1 if
all paths from gene i to the reporter node R traverse gene j.
With the same line of argument, it can be shown that only condition C2 in Table 2.1
is true if genes i, j ∈ G : j > i are in class k = 2 in DAG D.
Conition C3 as stated in Eq. (2.14c) of Table 2.1 is true, if no path P
(i)
τ from gene i to the
reporter node R traverses gene j, i.e., j /∈ V (P (i)τ ), ∀P (i)τ ∈ Pi, and furthermore, no path
P
(j)
κ from gene j to the reporter node R traverses gene i, i.e., i /∈ V (P (j)κ ), ∀P (j)κ ∈ Pj.
Given that condition C3 is true, i.e., genes i and j are independent, it is obvious that
conditions C1 and C2 are false, since both conditions C1 and C2 describe a mutual
dependency among genes i and j. Furthermore, given that C3 is true, there cannot




κ for which V (P
(j)
κ ) ⊂ V (P (i)τ ) and V (P (i)τ ) ⊂ V (P (j)κ ),




κ mutually exclude genes
j and i, respectively. Hence, conditions C4 and C5 are false as well.
As stated in Eq. (2.14d) of condition C4 in Table 2.1, a pair of genes i, j ∈ G : j > i in
DAG D is classified to class k = 4 if there exists at least one path P (i)τ to the reporter
node R which does not traverse gene j and furthermore, there must exist at least one




κ for which the set of nodes V (P
(j)
κ ) is a subset of V (P
(i)
τ ). In
other words, condition C4 is true if for each path P
(j)
κ ∈ Pj there is a super-path P (i)τ
in Pi and furthermore, there is at least one path P (i)τ in Pi that does not traverse gene
j. Given that condition C4 is true, it directly follows that condition C1 is false, since
Eq. (2.14a) of condition C1 demands that all paths P
(i)
τ in Pi traverse gene j which
is a direct contradiction to the LHS of Eq. (2.14d) that requires that there is at least
one path P
(i)
τ which is independent of gene j, i.e., j /∈ V (P (i)τ ). Furthermore, condition
C2 is false as well, since it requires that all paths P
(j)
τ ∈ Pj traverse gene i. According
to the RHS of Eq. (2.14b), there is at least one path P
(j)
κ ∈ Pj that is a subpath of
a specific P
(i)
τ , i.e., V (P
(j)
κ ) ⊂ V (P (i)τ ). Hence, conditions C4 and C2 contradict each
other. Condition C3 requires that all paths P
(i)
τ do not traverse gene j and all paths
P
(j)
κ do not traverse gene i. However, in the case of condition C4 being true there is at




κ for which path P
(i)
τ is a super-path of P
(j)
κ , i.e., path
P
(i)
τ traverses gene j. Hence, given that C4 is true, condition C3 is false. The RHS of







κ is a super-path of P
(i)
τ , i.e. V (P
(i)
τ ) ⊂ V (P (j)κ ). However, this is a direct
contradiction to Eq. (2.14d) in condition C4, since there it is required the opposite, i.e.,




κ for which P
(i)





κ ) ⊂ V (P (i)τ ). However, both cannot be true simultaneously due to the acyclicity
and the strict of DAG D. Consequently, in the case of C4 being true, condition C5 is
false.
With the same line of argument as used to elucidate condition C4, it can be shown
that only condition C5 in Table 2.1 is true if genes i, j ∈ G : j > i are in class k = 5 in
DAG D.
The classification of each gene pair i, j ∈ G : j > i in DAG D to a specific hierarchical
relationship class k ∈ K can be interpreted as a transformation of DAG D into the





denote the representation of DAG D in the domain of hierarchical relationship classes
of [BJW+10] where the class indicator coefficients
ωi,j := k if Ck is true (2.16)









Figure 2.4. Left: DAG D1a with set of genes GD1a = {g1, g2, g3} and the set of edges
ED1a that reflects the displayed topology. Right: DAG D1b with set of genes GD1b =
{g1, g2, g3} and the set of edges ED1b that reflects the displayed topology.
Definition 2.2.1. A DAG-family FΩ0 denotes the set of all DAGs D which are repre-
sented by Ω0 in the domain of hierarchical relationship classes. Formally, a DAG-family
FΩ0 is described by
FΩ0 = {D | D ∈ D, Ω(D) = Ω0} (2.17)
where D denotes the space of all possible DAGs according to the terms of [BJW+10].
Example 2.2.6. As displayed in Figure 2.4, the two DAGs D1a and D1b have the same
set of nodes/genes but a different topology, i.e., ED1a 6= ED1b. Using the conditions
in Table 2.1 to identify the hierarchical relationship class k for all gene pairs, the















1,2 = 4, ω
(1a)
1,3 = 4 and ω
(1a)
2,3 = 1. In the same fashion, the representation of














1,2 = 4, ω
(1b)
1,3 = 4 and ω
(1b)
2,3 = 1.
Hence, in the domain of hierarchical relationship classes the two DAGs are equivalent,
since Ω(D1a) = Ω(D1b). Thus, DAGs D1a and D1b belong to the same DAG family.
In the following, Lemma 2.2.1 is introduced that elaborates on the relationship between
a DAG D in its graph representation according to Eq. (2.7) and its representation in
the domain of hierarchical relationship classes Ω(D) as defined by Eq. (2.15).
Lemma 2.2.1. Given DAG D = (G ∪ {R}, ED) with set of genes G and topology ED.
Let Ω0 = Ω(D) denote the representation of DAG D in the domain of hierarchical
relationship classes. Furthermore, let FΩ0 denote the DAG-family of D with |FΩ0| ≥ 1.
Then the reconstruction Dˆ of DAG D based on Ω0 can be always learned up to DAG-
family-equivalence, i.e., Dˆ ∈ FΩ0.
Proof. See Appendix A.
It is important to remark, that Lemma 2.2.1 implies, that there is in general no unique
solution for the reconstruction Dˆ of DAG D based on Ω0. As a special case, if and only
if |FΩ0| = 1, then DAG D can be uniquely recovered based on Ω0.
2.2.3 Class Coupling
Let the SK and DK data R(i) ∀i ∈ G and R(i, j) ∀i, j ∈ G : j > i, respectively, as
well as the GI-profile data ρ(i, j) ∀i, j ∈ G : j > i be given. Furthermore, assume that
the GI-network/DAG D that reflects the genetic interactions among the set of genes
under study, i.e., G, is unknown. A demanding challange in estimating the hierarchi-
cal relationship class representation Ω(D) of DAG D based on the measured SK, DK
and GI-profile data is the logical coupling among the class indicator coefficients ωi,j.
The strong logical coupling among the class indicator coefficients ωi,j originates from
the fact that the classes k ∈ K encode hierarchical topology information about the
DAG underlying the observed data. Therefore, gene-pair by gene-pair classification
is not applicable without substantial losses in the estimation performance, since this
would cause contradicting statements about the topology of DAG D. In the follow-
ing examples the problem of the coupled class indicator coefficients ωi,j is illustrated
exemplarily.
Example 2.2.7. For genes i, j, l ∈ G : l > j > i, given that ωi,j = 1 and ωi,l = 2 and
DAG D is assumed to be unknown. Then, the gene pair j, l a must be in class k = 2,
i.e., ωj,l = 2, as well. To see this, the topological implications of the classes have to
be taken into account. The classification of genes i, j to class k = 1 implies that all
paths P
(i)
τ ∈ Pi from gene i to the reporter node R traverse gene j. Thus, there is
always a path P
(i)
τ that is a superpath of P
(j)
κ for each path P
(j)
κ ∈ Pj. Furthermore,
the classification of genes i, l to class k = 2 implies that all paths P
(l)
ζ ∈ Pl from gene
l to the reporter node R traverse gene i. Hence, there is always a path P
(l)
ζ that is a
superpath of P
(i)
τ for each P
(i)
τ ∈ Pi. In consequence, it is always possible to find a
path P
(l)
ζ ∈ Pl that is a superpath of P (j)κ for each P (j)κ ∈ Pj. In other words, all paths
P
(l)
ζ ∈ Pl from gene l to the reporter node R traverse gene j.
Example 2.2.8. For genes i, j, l ∈ G : l > j > i, assume that ωi,j = 2 and ωi,l = 1 and
DAG D is unknown. Then, the gene pair j, l a must be in class k = 1, i.e., ωj,l = 1,
as well. The classification of genes i, j to class k = 2 implies that all paths P
(j)
κ ∈ Pj
from gene j to the reporter node R traverse gene i. Thus, there is always a path P
(j)
κ
that is a superpath of P
(i)
τ for each path P
(i)
τ ∈ Pi. Furthermore, the classification of
genes i, l to class k = 1 implies that all paths P
(i)
τ ∈ Pi from gene i to the reporter
node R traverse gene l. Hence, there is always a path P
(i)





ζ ∈ Pl. Consequently, it is always possible to find a path P (j)κ ∈ Pj that is
a superpath of P
(l)
ζ for each P
(l)
ζ ∈ Pl. In other words, all paths P (j)κ ∈ Pj from gene j
to the reporter node R traverse gene l.
It is important to remark that there are many more coupling rules among the class
indicator coefficients ωi,j than stated by the two examples above. In Section 3.1, a
formalism to identify all coupling rules is presented and elucidated.
2.3 Annealed Importance Sampling
In order to solve combinatorial problems approximately, metaheuristic algorithms that
are based on Markov-Chain-Monte-Carlo (MCMC) sampling are a well established
alternative to ILP-formulations. As a state-of-the-art MCMC algorithm to solve com-
binatorial problems, simulated annealing (SA) [KGV83] is a wide-spread algorithm
that appears in various fields of applications. For instance, solutions to the famous
TSP are often computed by SA-based algorithms [ZLZZ16], [LBL16], [CSMH91]. A
prominent adaptation of the SA algorithm in the field of Bioinformatics and genomics
research is the annealed importance sampling (AIS) algorithm [Nea01] which combines
the principles of SA and importance sampling (IS). In particular, the AIS algorithm
is one of the most important algorithms for learning GI-networks, especially in the
context of networks that follow the model of [BJW+10]. In the following, first SA is
described followed by IS. Finally, the AIS algorithm is presented.
2.3.1 Simulated Annealing
Originally, the idea of SA stems from statistical physics and was developed by [KGV83]
in 1983. As a metaheuristic optimization algorithm, inspired by physical processes in
the field of metallurgy, SA rapidly found applications in a wide range of application
areas, as for instance, in micro-chip layouting [Rut89].






where E(·) denotes an arbitrary objective function that is non-linear and non-convex
in general. For the sake of a compact notation, set H accumulates all constraints
which any solution to problem (2.42) has to fulfill. Depending on specifications made
in H, the optimization variable of dimension nz denoted as z can belong to different
domains, e.g., z ∈ Rnz×1, z ∈ Cnz×1, or z ∈ Znz×1. Instead of solving problem (2.42) by
numerical optimization methods, as for instance with interior-point methods [KKL+07],
[HRVW96], [Meh92], in SA problem (2.42) is solved approximately by sampling from
a specifically designed Markov-Chain.
Based on the objective function E(z) of problem (2.42), a probability density function








−E(z)/cTdz denotes the normalizing constant of the distribution,
Hsupp denotes the support of p(z) which is dictated by the optimization constraints
in H. The constants T and c are non-negative. Due to the physical origin of SA,
the objective function E(·) is commonly referred to as “the energy” and the vectors
z are denoted as the “states” of the system. Furthermore, T is often denoted as the
“temperature” and c is oftenly chosen as the Boltzmann constant. Note that in an
optimization context, constant c is not of interest and can be neglected, i.e., c = 1,
whereas the temperature T is of high significance. When sampling from the PDF p(z)
in Eq. (2.21), the following observations can be made:
• states z that yield high energy, i.e., E(z) is large for such states, are sampled
with lower probability
• states z that yield low energy, i.e., E(z) is small for such states, are sampled
with higher probability
• the minima of E(z) given constraints H are the modes of p(z)
Hence, in order to find the minimum of problem (2.42) the Markov-chain sampling
procedure to be constructed must be able to explore the modes of p(z). However,
sampling from p(z) is a difficult problem, since computing the normalizing constant
CN is generally intractable due to the following reasons:
• computing CN implies integrating p(z), which cannot be done in closed form in
general
• as an alternative to closed form integration, numerical integration methods can be
applied. However, vector z is generally high dimensional, which makes numerical
integration methods become computationally extremely costly and practically
intractable for real-life problems. This phenomenon is commonly referred to as
curse of dimensionality
In essence, the normalizing constant CN is generally unknown. Furthermore, the PDF
p(z) is generally multi-modal with potentially isolated modes. In the following, the
construction of a Markov-Chain is described, which overcomes the problems stated
above, and is able to sample from p(z) as defined in Eq. (2.21).
The stochastic process that generates a sequence of states z(0), ...,z(t) is called a
Markov-chain if [AdFDJ03]
p˜(z(t)|z(t−1), ...,z(0)) = Q(z(t)|z(t−1)) (2.22)
where Q(z(t)|z(t−1)) denotes the transition kernel that generates a new state z(t) given
an old state z(t−1) and p˜(z(t)|z(t−1), ...,z(0)) denotes the conditional PDF of Eq. (2.21).
The Markov-chain in Eq. (2.22) is said to converge to its invariant distribution p(z(t+1))
if ∫
pt(z
(t))Q(z(t+1)|z(t))dz(t) = pt+1(z(t+1)) = pt(z(t+1)) = p(z(t+1)) (2.23)
holds, i.e., PDF pt(z
(t+1)) = p(z(t+1)) is an eigenfunction of the integral transform
using kernel Q(z(t+1)|z(t)). Intuitively, the statement in Eq. (2.23) can be understood
in the following way. At some iteration t of the Markov Chain, the state z(t) is sampled
from PDF pt(z
(t)). The state z(t+1) of the next iteration, i.e., t+ 1, is generated from
kernel Q(z(t+1)|z(t)) given the current state, i.e., z(t). If irrespectively of the current
state, i.e., z(t), the new state, i.e., z(t+1), which has been generated by Q(z(t+1)|z(t)),
follows the same PDF as the current state, then the Markov-chain has converged to a
stationary PDF that is p(z).
In order to find a kernel PDF Q(z(t+1)|z(t)) such that the Markov-chain converges to an
invariant distribution that is the desired PDF depicted in Eq. (2.21), the Metropolis-
Hastings algorithm [Has70], [MRR+53] , as the most prominent choice, is utilized. The
transition from state z(t) to the next state z(t+1) is based on a two-stage procedure.
First, a candidate state z
′
is sampled from a proposal distribution qp(z
′|z(t)) given the
current state, i.e., z(t). In the second step, the generated candidate state z
′
is accepted




According to Metropolis-Hastings, the acceptance probability Ac(z
(t), z
′















in order to guarantee that invariant distribution of the constructed Markov-chain is
the desired PDF of Eq. (2.21). The resulting PDF kernel Q(z(t+1)|z(t)) is given by
Q(z(t+1)|z(t)) = qp(z(t+1)|z(t))Ac(z(t), z(t+1)) + δz(t)(z(t+1))r(z(t)) (2.25)
where δz(t)(z
(t+1)) is 1 if z(t+1) ≡ z(t) and 0 otherwise. The residual r(z(t))denotes the
probability of staying in state z(t) at iteration t+ 1, due to the case that the proposed
candidate state z(





′ |z(t))(1− Ac(z(t), z′))dz′ . (2.26)
Straightforwardly using the Metropolis-Hastings algorithm to design a transition kernel
Q(z(t+1)|z(t)) such that the enrolled Markov-chain converges to p(z) of Eq. (2.21), bears
some problems. In theory, the Metropolis-Hastings algorithm is able to sample from
multi-modal distributions, however, only in the asymptotic regime where the number of
Markov-chain iteration tends to infinity. In pratice, the Metropolis-Hastings algorithm
is caught in the closest mode without any chance of leaving this particular mode. This
is an undesired behaviour in an optimization context, since the finding the solution to
an optimization problem implies exploring all modes.
In order to overcome this problem, the Metropolis-Hastings algorithm is modified by a
cooling schedule of temperatures. In essence, a sequence of temperatures T (0), ..., T (t)
associated with the corresponding Markov-chain iterations is introduced, where T (0) ∈
R+ and lim
t→∞
T (t) = 0. At iteration t of the Markov-chain, the target distribution p(z)






z ∈ Hsupp (2.27)
with c = 1. Note that in practice, the Markov-chain is run a predefined number of
times denoted as NMC. Furthermore, T
(0) is usually larger than 1 and NMC approaches
0.
The idea behind the cooling procedure from high temperatures, i.e., T (0), to low tem-
peratures, i.e., T (NMC), is the following. In the high temperature regime, the target PDF
p(z) in Eq. 2.27 is very smooth and, if any, only very weakly multi-modal. Hence, in
the high temperature stages, the simulated Markov-chain can easily explore the entire
state space, i.e., Hsupp, being able to explore all modes. This stage of the Markov-chain
is often referred to as the “the exploration phase”.
With increasing temperature, i.e., with increasing number of iterations, the PDF in
Eq. 2.27 is scaled by the temperatures in such a way that the probability mass increas-
ingly concentrates around the modes, i.e., the modes of the PDF become more and
more isolated. This in turn has the effect, that in the lower/low temperature scenario,
the Markov chain gets stuck in some mode of the target PDF not being able to leave it.
In this case, the Markov-chain explores only the mode in which it is located in. Thus,
highly likely states z are sampled that are in turn feasible points to problem (2.42)
exhibiting small values of the objective function E(z) in problem (2.42). This stage of
the Markov-chain is commonly termed as the “exploitation phase”.
The pseudo-code of the SA algorithm is depicted in Algorithm 1
Algorithm 1 Simulated Annealing Algorithm
1: Initialize:
z(0), T (0)
2: for t = 1, ..., NMC − 1 do




















6: Set z(t+1) = z
′
7: else
8: Set z(t+1) = z(t)
9: Set T (t+1) according to predefined cooling schedule
An approximate solution zSA, opt to problem (2.42) can be found according to Eq. (2.28)
zSA, opt = arg max
z(t):t=0,...,NMC−1
p(z(t)). (2.28)
It is important to remark, that the cooling schedule is a user-defined choice and affects
the performance of the SA algorithm significantly. Furthermore, the SA algorithm is
generally very slow due to a potentially large number of Markov-chain iterations NMC
which are necessary in order to approximately solve problems with many variables.
Although being a very powerful method for optimization, the SA algorithm is not
suitable to generate i.i.d. samples of the desired target distribution for the purpose of
statistical inference. In the high temperature regime, the samples generated according
to Algorithm 1 are drawn from smoothed versions of the desired target distribution





) for which the probability mass is heavily centered in the modes.
In essence, the samples generated according to Algorithm 1 yield considerable results
in an optimization context, however, the generated sequence of points z(0), ...,z(NMC−1)
does not follow the desired target distribution p(z).
2.3.2 Importance Sampling





where fis(·) denotes some function of interest and p˘(z) denotes a PDF. Note that the
integral in Eq. (2.29) can also be written as the expected value of fis(z) with respect
to PDF p˘(z), i.e., Ep˘(z)[fis(z)]. For most pratical scenarios, the direct computation of
I(fis) is computationally intractable, due to the large state space of z. This problem is
commonly referred to as “the curse of dimensionality” [CL01]. Instead of directly com-
puting Ep˘(z)[fis(z)] in (2.29), a better approach is to sample a sequence z(0), ...,z(NIS)
of NIS points from p˘(z) and estimate Ep˘(z)[fis(z)] based on the sampled sequence of
points. However, sampling from p˘(z) can be computationally very costly and difficult,
for instance in the case of p˘(z) being multi-modal and high-dimensional.
As a well known method for Monte-Carlo integration [Gew89], importance sampling
uses a proposal distribution q˘(z) to approximate I(fis) by sampling from this proposal
distribution instead of sampling from the original distribution p˘(z) [GI89], [RK16].
The proposal distribution must fulfill the following two properties:
• the support of q˘(z) includes the support of p˘(z)
• sampling from q˘(z) is easy




where w(z) = p˘(z)
q˘(z)
is denoted as the importance weight [AdFDJ03]. Given a sequence












instead of p˘(z), where
δz(t)(z) =
{
∞ if z = z(t)
0 otherwise
. (2.33)
Hence, the PDF in p˘NIS(z) in Eq. (2.32) is an approximation of the true PDF p˘(z)
based on the sampled sequence of points z(0), ...,z(NIS) [AdFDJ03]. Note that up to
now, it has always been assumed that p˘(z) is known completely. However, in many
practical scenarios PDF p˘(z) is only known up to proportionality, i.e., the normalizing














with normalized importance weights w˜(z(t)). As presented above, the idea of Monte-
Carlo integration and emperical density estimation is based on a sequence of samples.
The more this generated sequence of samples follows the distribution of interest p˘(z),
the better the approximations will be. Since the samples are not drawn from p˘(z)
directly, the functionality of the importance weights is to compensate to some extend for
the fact that the frequency of some samples in the generated sequence contradicts p˘(z).
IS is a useful and widespread tool in statistics for Monte-Carlo integration and empirical
density estimation. The performance of the importance sampling method critically
depends on an appropriate choice of q˘(z). However, in many practical scenarios, finding
a suitable proposal distribution q˘(z) is very difficult and sometimes it is proverbially
like finding the needle in the haystack.
2.3.3 Annealed Importance Sampling
Annealed importance sampling [Nea01] combines the ideas of simulated annealing and
importance sampling in order to construct a Markov-chain sampling algorithm that
takes account of the following two aspects:
• the constructed Markov-chain sampler is able to sample from highly multi-modal
probabilities and probability densities with potentially isolated modes. Hence,
this Markov-chain sampler is suitable for finding approximate solutions to op-
timization problems of the form of (2.42) that can be related to distributions
according to in Eq. (2.21)
• the generated sequence of samples is suitable for statistical inference, i.e., all
samples follow the desired target distribution
The AIS algorithm of [Nea01] constructs a non-homogeneous Markov-chain with
NMC + 1 tempered transitions, similar to Algorithm 1, in order to define a suitable
proposal distribution q˘(zNMC , ...,z0) for an importance sampler. Ultimately, only the
last generated sample of the Markov-chain is of interest for the importance sampling
procedure. In particular, the SA-based Markov-chain is used to generate a sequence
of NAR + 1 i.i.d. importance samples denoted as z
(0), ...,z(t
′
), ...,zNAR where the t
′
-
th importance sample, i.e., z(t
′
), is equivalent to the last sample of the constructed
Markov chain, i.e., z(t
′
) ≡ zNMC . In essence, AIS is a nested combination of IS and SA
where a SA-based Markov-chain is constructed in order to simulate a suitable proposal
distribution for the IS algorithm.
Note that from now on, the normalizing constant of the target distribution is assumed
to be unknown meaning that the target distribution is only known up to proportionality.
In the following, the construction of the SA-based Markov-chain is described.
Let p(z) ∝ fNMC(z) denote the multi-modal target distribution of, which the IS pro-
posal distribution q˘(zNMC , ...,z0) is designed to draw samples from, where p(z) is only
known up to proportionality, i.e., up to fNMC(z). Furthermore, let p0(z) ∝ f0(z) de-
note a simple “initial” distribution of the SA-based Markov-chain that is easy to sample
from and has the same support as p(z).
The stationary distribution at iteration t of the simulated SA-based Markov-chain is
given by
pt(z) ∝ ft(z) = fNMC(z)T
(t)
f0(z)
1−T (t) t = 0, ..., NMC (2.35)
where T (t) denotes the temperature of the SA-based Markov-chain at iteration t. Fur-
thermore, the sequence of temperatures T (0), ..., T (t), ..., T (NMC) must obey the following
cooling schedule property:
1 = T (NMC) > ... > T (t) > ... > T (0) = 0. (2.36)
Note that pt(z) is only known up to proportionality as well. Due to the SA-based
construction, the proposal distribution q˘(zNMC , ...,z0) of the IS algorithm is given by






where the transition kernel of the SA-based Markov-chain Qt(zt+1|zt) that models the
transition of moving from state zt to state zt+1 is given according Eq. (2.38)
Qt(zt+1|zt) = qp(zt+1|zt)At,c(zt, zt+1) + δzt(zt+1)r(zt). (2.38)
Note that transition kernelQt(zt+1|zt) in Eq. (2.38) is a traditional Metropolis-Hastings
kernel construction, [Has70], [MRR+53] where the residual r(zt) according to Eq. (2.26)
reflects the probability / probability density of staying in state zt.
Consequently, the acceptance probability at iteration t is given by







where qp(zt+1|zt) denotes the proposal distribution of the SA-based Markov-chain.
Given a sequence of NAR points z
(0), ...,z(t
′
), ...,zNAR that have been gener-
ated according to the SA-based Markov-chain elucidated above, i.e., z(t
′
) ≡
zNMC , (zNMC , ...,zN0) ∼ q˘(zNMC , ...,z0), then the empirical distribution p˘NAIS(z) of















with importance weights w(z(t
′













In Algorithm 2, the AIS procedure is summarized.
The authors of [BJW+10] utilized the illustrated AIS algorithm of [Nea01] in order
to generate a sequence of GI-networks D(0), ...,D(NAR)that are of the special topology
of [BJW+10] which is described in Subsection 2.2.1. Hence, the states zt of the SA
based Markov-chain, as well as the generated importance samples zt
′
contain both:
the topology information of the sampled GI-networks and their respective hierarchical
relationship class representation.
Due to the special problem structure, the authors of [BJW+10] propose the following
distributions:
• initial “simple” distribution of the SA based Markov-chain, i.e., p0(z), is given
by the uniform distribution over all possible GI-networks that follow the DAG
topology rules described in Subsection 2.2.1
• given a GI-network represented by zt, the proposal distribution qp(z′ |zt) proposes
a modification to GI-network/state zt by applying, with equal probability, one
of the following structure modifications:
– inserting a node/gene into a linear pathway
– popping a node out of a linear pathway
– swapping the order of two nodes in a linear pathway
– detaching an entire linear pathway and reattaching it elsewhere in the net-
work
– adding an edge
– deleting an edge
Thus, in each SA-based Markov-chain iteration t, the proposal distribution qp(z
′|zt) is
the uniform distribution over legal networks that can be generated by applying one of
the above mentioned structure modifications to the current state/GI-network zt.








= 0, ..., NAR do
3: for t = 0, ..., NMC do
















7: Set zt+1 = z
′
8: else
9: Set zt+1 = zt
10: Set T (t+1) according to predefined cooling schedule
11: set z(t
′
) ≡ zNMC , (zNMC , ...,zN0) ∼ q˘(zNMC , ...,z0)
12: compute w(z(t
′







The optimization problems dealt with in the field of integer programming are generally
of a combinatorial nature. In particular, given an optimization objective subject to
a set of constraints with respect to some optimization variable, the goal is to find an
integer solution of that specific optimization variable. Given that an integer program,
i.e., an optimization problem in discrete variables subject to a set of constraints, is
purely linear in its optimization variables with respect to the optimization objective
and the constraints, then it is called an integer linear program (ILP) [CBD11], [PW06].
Probably the most prominent ILP is the famous TSP where a salesman is to find the
shortest route in order to visit a predefined collection of cities with the restriction that
each city is visited at most once. As a fundamental representative of the class of ILPs,
the TSP has numerous applications from a wide range of branches, as for instance, lo-
gistics, production planning and DNA sequencing. Due to their combinatorial nature,
ILPs are generally classified as non-deterministic polynomial time (NP)-hard which
means that they cannot be solved in polynomial time. Moreover, ILPs are known to
scale very poorly with the problem size. In order to solve an ILP, there have been devel-
oped several methods. The most prominent ones are the branch-and-bound (BB) and
branch-and-cut (BC) methods, [CBD11], [PW06], [LW66], [PR91], [AKM05], where
the BC method combines the ideas of the BB algorithm with some principles of the
cutting-plane-approach and the group-theoretic-approach [MMWW02], [RD10]. The
BC algorithm can be seen as a generalization of the BB method that strongly relies on
the ideas of the BB method. Furthermore, BB methods have a significant importance
for a variety of practical applications, as for instance, in the field of mobile communi-
cation networks of the fourth and fith generation. There, the design of electromagnetic
wavefronts radiated from the antennas is based on integer and mixed integer problems,
respectively. This process is commonly referred to as beamforming and intensively
studied in [CPP13], [CP13], [CP15], [CDPP12a], [CDPP12b], [CPP12]. Due to its im-
portance for solving integer and mixed integer problems, the basic concept of the BB
method is briefly summarized in the following. Note that the explanation of the BB
method in this section is mainly based on the book of [CBD11].
In general, the fundamental idea behind the BB method is to design a process that
divides the original problem into a sequence of subproblems that are easier to solve.
This strategy is commonly referred to as divide-and-conquer. Given integer optimiza-






z ∈ Znz×1 (2.42b)
where E(·) denotes an objective function that convex. For the sake of a compact
notation, set H accumulates all constraints which any solution to problem (2.42) has
to fulfill. Furthermore, assume that the constraints in H span a convex set. Note
that the general maximization problem O can be easily converted into a minimization
problem by multiplying the objective function E(z) with −1.
A convenient way of representing the BB algorithm, which solves problem O, is via a
specialized enumeration tree that keeps track of the cascade of splitted subproblems, of
their solutions and of their associated upper/lower bounds, which are used as decision
metrics. In essence, the BB algorithm performs an implicit enumeration of all possible
solutions of problem O based on an enumeration tree that efficiently discards subop-
timal solutions while being constructed in an interative fashion. The BB procedure
involves global and local properties. The global properties are:
• tuple (z?, E(z?)) that denotes the solution to Ocr which is the continous relax-
ation of the original integer program (IP) O
• b lowest (best) upper bound on E(z?) of the given IP O, i.e., initially b ≡ E(z?)
• b highest (best) lower bound on E(z?) of the given IP O, i.e., b ≡ −∞ as long
as no integer solution has been found for O
• The tree is of a “top-down” topology, i.e., the highest/top node in hierarchy of
the tree is its root, while the leafs of the tree are the lowest nodes in hierarchy.
Note that the highest (best) lower bound, i.e., b, is constantly updated during the
evaluation of the BB enumeration tree. Furthermore, the structure of the branch-and-
bound tree is characterized by the following local properties:
• Each node k˜ in the tree represents a subproblem O k˜ of O and is associated with
the following properties: a continous relaxation to O k˜ denoted as O k˜cr, a solution
to problem O k˜cr denoted as tuple (z
k˜, E(zk˜)), the lowest (best) upper bound on
O k˜ denoted as b
k˜ ≡ E(zk˜), the highest (best) lower bound bk˜ on problem O
found so far
• The edges are commonly referred to as “branches”. The branches correspond to
specific constraints that separate/split (cut) the subproblems from their parent
subproblems. From a solution space perspective, each branching/split partitions
the solution space of its parent subproblem, i.e., O k˜, into two disjoint solution
spaces, each associated with one of the created subproblems, i.e., O k˜+1 and O k˜+2,
respectively. The union of the so generated solution spaces contains the same
integer points as the solution space of the parent subproblem, but not the entire
solution space of their parent subproblem O k˜. Hence, regions that cannot contain
integer solutions are cut off.
• The root node represents the original problem, i.e., problem O ≡ O k˜ for k˜ = 0.
• The leafs either represent candidate solutions to problem O or terminal nodes in
the sense that (a) the associated subproblem is infeasible or (b) the lowest upper
bound on O k˜, i.e., b
k˜
, is lower as b which is the best lower bound on O found so
far.
Using the above presented properties and notation, the BB algorithm is briefly de-
scribed in the following steps according to [CBD11].
step 0 Initialization:
Solve the continous relaxation of IP O, i.e., Ocr distinguishing the following cases:
(a) Ocr is infeasible, IP O is infeasible as well → terminate the algorithm and
give a certificate of infeasibility.
(b) The solution to Ocr is integer. Then, problem O is solved and the algorithm
terminates.
(c) Otherwise, the best upper bound b is initialized as the objective value of the
solution to Ocr, where the best lower bound b is set to b = −∞.
step 1 Node-Selection:
Select a node k˜ and its associated subproblem, i.e., O k˜, of the current BB enumer-
ation tree according to a predefined tree exploration strategy. Use, for instance,
depth-first, best-bound-first [CBD11].
step 2 Updating Upper Bound:
Solve O k˜cr → obtain (zk˜, E(zk˜)). Set the lowest upper bound b
k˜
on O k˜ to E(zk˜)
step 3 Pruning by Infeasibility:
If O k˜cr is infeasible, prune the current node and go to step 1. Otherwise, move to
step 4.
step 4 Pruning by Bound:
Assuming that E(zk˜)) ≤ b holds. Then, exploring the BB tree from node k˜
downwards cannot yield a better solution than the current highest (best) lower
bound on the original problem, i.e., O. Hence, prune the current node and move
to step 1. Otherwise, move to step 5.
step 5 Pruning by Optimality:
(a) If zk˜ is integer, zk˜ is a candidate solution to problem O. Set highest lower
bound bk˜ = E(zk˜)) and compare bk˜ with b. Consider two cases: (i) if
bk˜ ≥ b, then set bk˜ = b (ii) otherwise, b remains unchanged. Furthermore,
the node k˜ is pruned in the BB enumeration tree, since no better solution
on subproblem O k˜ can be found by splitting O k˜ into further subproblems.
Move to step 1.
(b) If zk˜ is non-integer, move to step 6.
step 6 Branching:
Select a variable zk˜
k˘
with fractional value from zk˜ = (zk˜0 , ..., z
k˜
nz) of the current
node k˜. Then split the solution space of O k˜ into two subproblems O k˜+1 and O k˜+2
according to the following cuts:
O k˜+1 = O k˜ ∩ {z : zk˘ ≤ bzk˘c} (2.43)
O k˜+2 = O k˜ ∩ {z : zk˘ ≥ dzk˘e} (2.44)
where b·c denotes rounding downwards to the closest integer and d·e denotes
rounding upwards to the closest integer. Add both created nodes to the BB tree
and go to step 1.
In order to illustrate the BB algorithm in a more intuitive way, a simple example is
given in the following which is based on [CBD11]. Given the integer problem (2.45)
denoted as Oe as depicted below
max
z
E(z) = 5z1 − 2z2 (2.45a)
s. t.
− z1 + 2z2 ≤ 5 (2.45b)
3z1 + 2z2 ≤ 19 (2.45c)
z1 + 3z2 ≥ 9 (2.45d)
z ∈ Z2×1+ (2.45e)
where the objective variables in z are assumed to be non-negative integers. The goal
of program (2.45) is to find the integer solution that maximizes the objective func-
tion E(z) given linear inequalities (2.45b) to (2.45c). Note that problem (2.45) is a
linear integer program due to the linear objective function E(z). In Figure 2.4, the
enumeration tree that reflects the BB solution procedure to solve problem (2.45) is
displayed. Note that the lowest (best) upper bound on a subproblem is placed above
the corresponding node, while the best lower bound on the original problem, i.e., Oe, is
placed below the nodes. The inequality constraints displayed at the edges correspond
to the branching step of the above described BB algorithm where the solution space of
a parent subproblem is partitioned into disjoint solution spaces of child subproblems
in order to cutt off regions of the solution set that are not of interest.
Initially, problem Oe is continuously relaxed and solved. The best upper bound on
problem Oe is found to be b = 25.57 and the best lower bound is set to b = −∞. The
solution to the relaxed problem of Oe, i.e., Ocr, e, is given by z = (5.57, 1.14). Since
this solution is non-integer, the branching proceeds.
Based on problem Oe, two subproblems, denoted as O1e and O
2
e , are created by branch-
ing on variable z1 as depicted in Figure 2.4. Solving the continous relaxation of problem
O1e denoted as O
1
cr, e yields that the problem is infeasible. Hence, no further exploration
proceeding from this node is possible and the tree is pruned at this node. On the con-
trary, subproblem O2e is continuously relaxed and can be solved. The best upper bound
on subproblem O2e is found to be b
2
= 22.33, while the best lower bound on the original
IP is still unchanged. The solution to problem O2cr, e is given by z
2 = (5, 4/3). Since
not all components of z2 are integer values the branching procedure proceeds.




e are created by
branching at z2 according to the inequality constraints depicted in Figure 2.4. Solving
the continous relaxation of problem O3e , i.e., O
3
cr, e, the yields a best upper bound
b
3
= 21 on problem O3e . Since the solution of O
3
cr, e is integer, i.e., z
3 = (5, 2), it is also
the solution to problem O3e and a candidate solution to the original problem. Hence,
the best lower bound on problem Oe has to be updated and set to b = 21. Since the
solution of problem O3e is already integer, no further branching has to be done starting
from this node. On the contrary, solving for the continous relaxation of subproblem O4e
yields no feasible solution. Since no further exploration of the tree is possible starting
from this node, the tree is pruned here.
Ultimately, the solution to problem Oe corresponds to the solution of subproblem O3e














O4e Pruned by infeasibility
z2 ≤ 1
z1 ≤ 5
z = (5, 2)
z = (5.57, 1.14)
z = (5, 4/3)
Figure 2.5. Branch-and-bound enumeration tree of problem (2.45).
As a generalization of the BB method, the BC algorithm is the state-of-the-art tech-
nique for solving integer and mixed integer problems and strongly builds on the ideas
of the BB algorithm presented above. The essential difference between both methods
is that the BC algorithm uitilizes more sophisticated cuts in the branching step than
the BB algorithm. In essence, the branching step of the BC algorithm makes use of ad-
vanced cut generation techniques based on the cutting-plane-approach and the group-
theoretic-approach, respectively, and may involve adjusted modeling and preprocessing
techniques [CBD11]. In commercial solvers, such as CPLEX [Flo95], Mosek [BV11] and
Gurobi [Don], various methods of solving IPs and MIPs have been implemented, includ-
ing the above mentioned BB and BC algorithms. Today, integer/mixed integer solvers
have become quite powerful, although their performance critically depends on the used
machine and their software framework. Nevertheless, problem instances of more than
100 integer variables are computationally tractable on average office machines.

Chapter 3
Integer Linear Programming for Graph
Learning
In this chapter, ILP algorithms are developed based on SK, DK and GI-profile data
in order to learn the pairwise genetic interaction classes according to [BJW+10] of
the studied genes as well as the corresponding DAG/GI-network topology that re-
flects the mutual dependencies among all genes under study, i.e., the genetic inter-
action types/classes of all gene pairs. This chapter is based on the work published
in [NPKT17], [NP16], [NP17] and [NP18].
In particular, the major contributions of this chapter are summarized in the following:
• In Section 3.1, the GENIE algorithm is presented where the estimation of the set
of genetic interactions and the corresponding DAG/GI-network topology is done
in a sequential fashion. First, the hierarchical relationship classes of [BJW+10]
are learned based on the SK and DK data for each pair of genes under study.
Since the genetic interaction types of different pairs of genes are highly coupled, as
shown in Section 2.2.3, learning the hierarchical relationship classes for all gene
pairs under investigation poses a highly coupled multi-class detection problem
which is formulated as an ILP. Secondly, based on the learned genetic interaction
classes of [BJW+10] a procedure to compute an estimate of the true DAG/GI-
network topology, that is underlying the observed SK and DK data, is proposed.
• In Section 3.2, the GI-GENIE algorithm is presented. The proposed GI- GENIE
algorithm combines multiple data types, i.e., SK and DK data with GI-profile
data, in order to learn the set of hierarchical relationship classes of [BJW+10]
and the corresponding DAG/GI-network topology jointly.
• In Section 3.3, the SEQSCA method is presented to compensate for the poor scal-
ability, with respect to the number of genes under study, of the proposed GENIE
and GI-GENIE algorithms, respectively. Based on the GENIE and GI-GENIE
algorithm, respectively, the proposed sequential scalability technique yields an
estimate of soft-decision interaction classes compared to the ones of [BJW+10]
for large-scale gene networks. In particular, the SEQSCA method yields a GI-
network topology estimate which is a fully connected graph of weighted edges.
In this GI-network topology estimate, the empirical probability of two genes to
interact is described by the weight of the edge that links the associated genes with
each other. Hence, the SEQSCA algorithm does not yield GI-network estimates
that follow the terms of [BJW+10] and the associated data model MB.
• In Section 3.4, the GENIE, GI-GENIE and SEQSCA algorithms are evaluated
in terms of estimation performance for both simulated data and real data.
3.1 GENIE Algorithm
In this section, the GENIE algorithm, that learns the DAG/GI-network underlying the
observed SK and DK data, is derived. First in Subsection 3.1.1, the estimation of the
hierarchical relationship class representation of the underlying GI-network is formu-
lated as an ILP. Secondly in Subsection 3.1.2, an algorithm to reconstruct the topology
of the underlying DAG/GI-network based on its learned hierarchical relationship class
representation from Subsection 3.1.1 is presented.
3.1.1 Hierarchical Relationship Class Learning
Let the SKs R(i) ∀i ∈ G and DKs R(i, j) ∀{i, j} ∈ G : j > i be given and the underlying
DAG/GI-network D be unknown. Assuming that the gene pair {i, j} belongs to the
hierarchical relationship class k ∈ K in DAG/GI-network D, the mismatch between
the actually observed DK phenotype R(i, j) and the expected phenotype µk(i, j) under
class k is quantified by the quadratic mismatch score sk(i, j) as defined in Eq. (3.1)
sk(i, j) =
(
R(i, j)− µk(i, j)
)2
, k ∈ K ∀{i, j} :∈ G : j > i. (3.1)
Furthermore, let the class-selection variables1 be defined as given below by Eq. (3.2)
αk,i,j =
{
1 if {i, j} are in class k
0 else
k ∈ K, ∀{i, j} :∈ G : j > i (3.2)
where αk,i,j indicates that genes {i, j} are in class k in DAG D. Note that given
αk,i,j = 1, then all αk′ ,i,j for k
′ ∈ K \ {k} are 0, since according to conditions C1 to C5
of Table 2.1 a pair of genes in a DAG is always and exclusively classified to one class.
Furthermore, it is sufficient and efficient to define the class selection variables αk,i,j for
1In a discrete optimization context the class-selection variables defined in (3.2) are denoted as
SOS-1 type variables. However, for the sake of readability this optimization context based annotation
is mostly omitted and the variables defined in (3.2) are referred to as class-selection variables.
gene pairs {i, j} :∈ G : j > i only, since the gene pairs {i, j} and {j, i} are identical.
It is important to remark that any DAG D can be represented by a corresponding





There is a close relationship between the multi-categorial class indicator coefficients




1 if ωi,j = k
0 otherwise
k ∈ K, {i, j} ∈ G : j > i. (3.4)
In essence, for each pair of genes {i, j} ∈ G : j > i the multi-categorial class indica-
tor coefficient ωi,j is represented by a collection of five binary class selection variables
{α1,i,j, ..., α5,i,j}. Hence, the representation of DAG D in the domain of hierarchi-
cal relationship classes of [BJW+10], i.e., Ω(D) = Ω0, uniquely corresponds to AD.
Therefore, any reconstruction Dˆ of DAG D based on AD can always be learned up to
DAG-family-equivalence which is dictated by Ω0 that uniquely corresponds to AD.
The problem of learning the set of class selection variables AD corresponding to
DAG/GI-network D, that selects class k with the minimal mismatch score sk(i, j)
for all pairs of genes {i, j} ∈ G : j > i, has been formulated in Eqs. (3.5) as an ILP









αk,i,j ∈ {0, 1} ∀ {i, j} ∈ G : j > i, ∀k ∈ K (3.5b)∑
k∈K
αk,i,j = 1, ∀{i, j} ∈ G : j > i (3.5c)
L =⇒ class coupling constraints (3.5d)





Note that the GENIE-problem can be solved by BB and BC algorithms that are
efficiently implemented in commercial solvers as CPLEX [Flo95], Gurobi [Don] and
Mosek [BV11]. In particular, the optimization objective of the GENIE-problem as
depicted by Eq. (3.5a) is to minimize the overall mismatch that originates from clas-
sifying all relevant gene pairs {i, j} to specific classes of [BJW+10]. In other words,
the objective of the GENIE-problem is to find the set of class selection variables AG
that is associated with the lowest overall classification mismatch score Smin as defined







The constraint given by Eq. (3.5b) reflects the binary nature of the class selection vari-
ables αk,i,j. The multiple-choice-constraints stated by Eq. (3.5c) account for the fact
that any pair of genes in a DAG under the terms of [BJW+10] belongs to one hierarchi-
cal relationship class at most, i.e., any pair of genes {i, j} can be exclusively classified
to only one class k ∈ K. Furthermore, the set of constraints L stated in Eq. (3.5d)
contains a plethora of linear integer constraints that account for the logical coupling
among the class indicator coefficients ωi,j, i.e., the class selection variables αk,i,j. By
modeling the logical coupling among the class selection variables αk,i,j as linear integer
constraints aggregated in L, the solution of the GENIE-problem is ensured to represent
a DAG/GI-network which follows the topology restrictions given by the data model
of [BJW+10] described byMB. Hence, the learned set of class selection variables AG is
guaranteed to directly correspond to a set of class indicator coefficients ΩG = Ω(DG),
which reflects DAG DG, that is an estimate of the true DAG/GI-network topology D.
In order to identify all logical coupling constraints among the αk,i,j, contained in con-
straints set L, it is sufficient to investigate the coupling among the class selection
variables of all relevant triplets of genes {i, j, l} ∈ G : l > j > i.






αk,i,l = 1 , l ∈ G : l > i
}
(3.8)
contains all genes l that are classified to some interaction class k ∈ K with respect to
gene i.
Corollary 3.1.1. For genes {i, j, l} ∈ G : l > j > i, given that {j, l} ∈ I(i), then the
classification of gene pair {j, l} is subject to logical coupling, i.e., pair {j, l} is restricted
to belong to classes K′ ⊆ K that is determined by the interaction classes k and k′ of
pairs {i, j} and {i, l}, respectively.
According to Corollary 3.1.1, a triplet of genes {i, j, l} ∈ G : l > j > i can be decom-
posed into three pairs, i.e., {i, j, l} =⇒ {i, j}, {i, l}, {j, l}, where the classification of
the pair {j, l} is restricted to a subset of classes K′ given that pairs {i, j} and {i, l} are
already classified. It is important to remark that, given the classification of pairs {i, j}
and {j, l}, the classification of pair {i, l} is restricted to a subset of classes K′′ ⊆ K as
well. In essence, given the pairwise decomposition of a triplet of genes, restrictions in
classifying one of those pairs occur if the remaining two pairs are already classified.
Based on the pairwise decomposition {i, j}, {i, l}, {j, l} of any relevant triplet of genes
{i, j, l} ∈ G : l > j > i, any algorithm to identify the coupling constraints among the
class selection variables defined in Eq. (3.2) ought to implement the following blueprint
that is described on a high-level scale:
(a) Assume that the gene pairs {i, j} and {i, l} are classified to classes k ∈ K and
k
′ ∈ K, respectivley. In the domain of class selection variables this assumption
corresponds to αk,i,j = 1 and αk′ ,i,l = 1.
(b) Given the assumptions in step (a), identify the set of classes K′ ⊆ K that the
gene pair {j, l} is restricted to
(c) Repeat steps (a) and (b) for all combinations of classes {k, k′} ∈ K, i.e., for all
αk,i,j = 1 and αk′ ,i,l = 1.
Under the assumptions that αk,i,j = 1 and αk′ ,i,l = 1 with k, k
′ ∈ K, the identification of
the set of classes K′ ⊆ K, that gene pair {j, l} is restricted to, poses a critical and chal-
lenging part of the above proposed high-level procedure. In the following an algorithm
is derived that accounts for the above described high-level routine (a) to (c) by making
use of sub-genetic-interactions-maps (SMAP)s as introduced by Definition 3.1.2.
Definition 3.1.2. Let DAG D = (VD, ED) and a subgraph S = (VS , ES) in D be given,
such that VS ⊆ VD \ {R} and ES ⊆ ED. Furthermore, the set of “inward” genes NS,in
of subgraph S and the set of “outward” genes NS,out of graph S are given by:
NS,in =
{





gi |gi ∈ VS , {gi, ge} ∈ ED for {ge} ∈ VD \ VS
}
(3.10)
Then subgraph S in DAG D is a SMAP if the following conditions are true:
1 S is acyclic and directed
2 ∀ gi ∈ VS there is at least one path P (i)τ that starts at gi and terminates in the
reporter node R =⇒ NS,out 6= ∅
















Figure 3.1. DAG D2 with the set of genes GD2 = {g1, ..., g13} and the set of edges ED2
that reflects the displayed topology. The SMAPs S1 = {VS1 , ES1} and S2 = {VS2 , ES2}
are highlighted where VS1 = {g1, ..., g7}, VS2 = {g9, ..., g12} and sets of edges ES1 and
ES2 , respectively, that reflect the corresponding displayed topologies.
Excluding the reporter node R, any subgraph in DAG D can be represented by a
SMAP S according to Definition 3.1.2. To convey a better understanding of the con-
ceptual idea of a SMAP as defined in Definition 3.1.2, in Example 3.1.1 the condensed
representation of a DAG based on SMAPs is illustrated.
Example 3.1.1. Without any loss of information, DAG D2 as depicted in Figure 3.1
can be transformed into a reduced/condensed representation using SMAPs S1and S2
that are highlighted in Figure 3.1. In particular, the following holds for SMAP S1:
• S1 is acyclic and directed
• NS1,out = {g4, g7} 6= ∅ and furthermore, for each gene in S1 there is a path to the
reporter node R
• since there is no path traversing S1, condition 3 in Definition 3.1.2 is automati-
cally fulfilled
For SMAP S2 the following is true:
• S2 is acyclic and directed
• NS2,in = {g9, g10}







Figure 3.2. DAG D2 in a condensed representation based on the SMAPS S1 =
{VS1 , ES1} and S2 = {VS2 , ES2} from Figure 3.1. Note that large dashed edges are
used to describe the interaction between a node, i.e., a gene or the reporter level, and
a SMAP. This notation takes account for the fact that there can be multiple edges
between a gene and the ”inward” and ”outward” genes of a SMAP as stated in Defi-
nition 3.1.2.
• there are two paths traversing S2 and terminating in the reporter node R:
P
(g8)
1 = g8, g9, g11, g13, R and P
(g8)
2 = g8, g10, g12, g13, R. For path P
(g8)
1 , genes
g9 ∈ NS2,in, g11 ∈ NS2,out are in V (P (g8)1 ). For path P (g8)2 , genes g10 ∈ NS2,in, g12 ∈
NS2,out are in V (P (g8)2 ). Hence, condition 3 in Definition 3.1.2 is fulfilled.
As illustrated in Example 3.1.1, DAG D2 of Figure 3.1 can be represented in a reduced
form based on the SMAPs S1 and S2 as displayed in Figure 3.2. In essence, the
representation of any DAG D can be reduced/simplified to different degrees using
SMAPs. Note that the most reduced representation of a DAG only consists of one
large SMAP and the reporter level R.
Incorporating the considerations stated in (a) to (c) as well as the concept of SMAPs
as introduced in Definition 3.1.2, the procedure stated as Algorithm 3 yields the full
set of class coupling constraints L as stated in Eq. (3.5d). In the following, the set
of coupling constraints for triplets {i, j, l} ∈ G : l > j > i is exemplarily derived
according to Algorithm 3 under the assumptions that k = 1 and for all k
′ ∈ K. Hence,
one iteration over k, i.e., of the outer for -loop, is computed that yields the set L1
Algorithm 3 Coupling Constraints Identification
1: for k ∈ K do
2: for {i, j, l} ∈ G : l > j > i do
3: decompose triplet {i, j, l} into pairs {i, j}, {i, l}, {j, l}
4: for k
′ ∈ K do
5: set αk,i,j = 1, αk′ ,i,l = 1, i.e., classify pairs {i, j} and {i, l}




7: develop relevance DAG Dr based on SMAPs
8:
9: conclude K′ ⊆ K from particular relevance DAG
10:
11: translate K′ and assumptions to class selection variable domain α
return =⇒ Lk: all coupling rules given that {i, j} in class k, i.e., αk,i,j = 1
return L = ⋃
k∈K
{Lk}
which contains all coupling rules of the gene pairs {i, j}, {i, l} and {j, l} in the case of
α1,i,j = 1. Following line 2 of Algorithm 3, each triplet of genes {i, j, l} ∈ G : l > j > i
is decomposed into pairs {i, j}, {i, l} and {j, l}. Then for each decomposed triplet of
genes, the following steps are performed:
step 1: Given that k = 1 and k
′
= 1, i.e., α1,i,j = 1 and α1,i,l = 1. Furthermore, DAG
Dr,1 displayed in Figure 3.3 is composed of genes i and j as well as of SMAPs Sr,1
and Sr,2. DAG Dr,1 is denoted as the relevance DAG for the given assumptions,
since it only models the topology that is relevant for identifying the restricted
set of classes K′ which pair {j, l} is allowed to be classified to. In DAG Dr,1, it
is obvious that gene pair {i, j} is in class k = 1, i.e., α1,i,j = 1. Furthermore,
any gene l that fulfills the assumption that α1,i,l = 1, must be located either in
SMAP Sr,1 or Sr,2. In the case of gene l being located in Sr,1, gene pair {j, l} is
in class k
′′
= 2. On the contrary, gene pair {j, l} is in class k′′ = 1 if gene l is
located in SMAP Sr,2. Hence, the set of classes, that gene pair {j, l} is restricted
to belong to, is given by K′ = {1, 2}.
step 2: Given that k = 1 and k
′
= 2, i.e., α1,i,j = 1 and α2,i,l = 1. Furthermore, DAG
Dr,2 displayed in Figure 3.3 is composed of genes i and j as well as of SMAP
Sr,3. DAG Dr,2 is denoted as the relevance DAG for the assumptions made, i.e.,
α1,i,j = 1 and α2,i,l = 1. In DAG Dr,2, it is obvious that gene pair {i, j} is in
class k = 1, i.e., α1,i,j = 1. Moreover, any gene l that fulfills the assumption that
α2,i,l = 1, must be located in SMAP Sr,3. Thus, any gene l that is located in Sr,3
must be in class k
′′
= 2 with gene j, i.e., α2,j,l = 1. Hence, the set of classes, that





























Figure 3.3. Relevance DAGs to identify the class coupling constraints under the as-
sumptions that α1,i,j = 1 and αk′ ,i,l = 1 for k
′ ∈ K. Dr,1: relevance DAG for α1,i,j = 1
and α1,i,l = 1; Dr,2: relevance DAG for α1,i,j = 1 and α2,i,l = 1; Dr,3: relevance DAG
for α1,i,j = 1 and α3,i,l = 1; Dr,4: relevance DAG for α1,i,j = 1 and α4,i,l = 1; Dr,5:
relevance DAG for α1,i,j = 1 and α5,i,l = 1
step 3: Given that k = 1 and k
′
= 3, i.e., α1,i,j = 1 and α3,i,l = 1. Furthermore, DAG
Dr,3 displayed in Figure 3.3 is composed of genes i and j as well as of SMAPs Sr,4,
Sr,5 and S r,6. In relevance DAG Dr,3, it is obvious again that gene pair {i, j} is in
class k = 1, i.e., α1,i,j = 1. Any gene l that fulfills the assumption that α3,i,l = 1,
must be either located in SMAP Sr,4, Sr,5 or S r,6. Thus, it follows that the gene
pair {j, l} is restricted to belong K′ = {2, 3, 5}.
step 4: Given that k = 1 and k
′
= 4, i.e., α1,i,j = 1 and α4,i,l = 1. Furthermore, DAG
Dr,4 displayed in Figure 3.3 is composed of genes i and j as well as of SMAPs Sr,7
and Sr,8. In relevance DAG Dr,4, gene pair {i, j} is in class k = 1, i.e., α1,i,j = 1.
Furthermore, any gene l that fulfills the assumption that α4,i,l = 1, must be either
located in SMAP Sr,7 or SMAP Sr,8. Thus, it follows that the gene pair {j, l} is
restricted to belong classes K′ = {2, 4}.
step 5: Given that k = 1 and k
′
= 5, i.e., α1,i,j = 1 and α5,i,l = 1. Furthermore, DAG
Dr,5 displayed in Figure 3.3 is composed of genes i and j as well as of SMAPs
Sr,9 and Sr,10. In relevance DAG Dr,5, gene pair {i, j} is in class k = 1, i.e.,
α1,i,j = 1. Furthermore, any gene l that fulfills the assumption that α5,i,l = 1,
must be either located in SMAP Sr,9 or SMAP Sr,10. Thus, it follows that the
gene pair {j, l} is restricted to belong classes K′ = {2, 5}.
In the following, the coupling rules of steps 1. to 5. as described above are translated
into integer linear inequalities in terms of the selection variables αk,i,j and given by
constraints (3.11a) to (3.11e) of set L1 as defined in Eq. (3.11) by:
L1 =
{
α1,j,l + α2,j,l ≥ α1,i,j + α1,i,l − 1 (3.11a)
α2,j,l ≥ α1,i,j + α2,i,l − 1 (3.11b)
α2,j,l + α3,j,l + α5,j,l ≥ α1,i,j + α3,i,l − 1 (3.11c)
α2,j,l + α4,j,l ≥ α1,i,j + α4,i,l − 1 (3.11d)
α5,j,l + α2,j,l ≥ α1,i,j + α5,i,l − 1 (3.11e)}
∀i, j, l ∈ G : l > j > i
The coupling rules derived in step 1. are modeled by the integer linear constraint in
Eq. (3.11a). In particular, given that pair {i, j} is in class k = 1 and pair {i, l} belongs
to class k
′
= 1, i.e., α1,i,j = 1 and α1,i,l = 1, the RHS of Eq. (3.11a) amounts to 1 which
enforces the LHS of Eq. (3.11a) to amount to 1 as well. Note that due to the multiple-
choice constraint in Eq. (3.5c) of the GENIE-problem, only one αk,i,j, k ∈ K can be
non-zero for each pair of genes {i, j} ∈ G : j > i. Hence, either α1,j,l = 1 or α2,j,l = 1.
In other words, gene pair {j, l} can only be classified to classes k′′ ∈ K′ = {1, 2}. On
the other hand, given that α1,i,j + α1,i,l 6= 2 the constraint in Eq. (3.11a) is always
fulfilled, i.e., no restrictions in classifying gene pair {j, l} originate from Eq. (3.11a). In
this case α1,i,j +α1,i,l 6= 2, the RHS of Eq. (3.11a) is less than 1, i.e., 0 or −1. Since the
LHS of Eq. (3.11a) is always greater or equal than 0, the inequality is always fulfilled.
The coupling rules derived in step 2. are modeled by the integer linear constraint in
Eq. (3.11b). According to step 2., given that pair {i, j} is in class k = 1 and pair {i, l}
belongs to class k
′
= 2, i.e., α1,i,j = 1 and α2,i,l = 1, the RHS of Eq. (3.11b) amounts to
1 which enforces the LHS of Eq. (3.11b) to amount to 1 as well. Thus, α2,j,l = 1, i.e.,
gene pair {j, l} must be classified to class k′′ = 2 under the assumptions made in step
2.. On the contrary, given that α1,i,j + α2,i,l 6= 2, then Eq. (3.11b) is always fulfilled,
i.e., no restrictions in classifying gene pair {j, l} originate from Eq. (3.11b). To see
this, the RHS of Eq. (3.11b) is less than 1, i.e., 0 or −1 and the LHS of Eq. (3.11b) is
always greater or equal to 0. Hence, the LHS of Eq. (3.11b) is always greater or equal
to the RHS of Eq. (3.11b), irrespectively of the choice of α2,j,l.
By constraint Eq. (3.11c), the coupling rules derived in step 3. are modeled as an integer
linear inequality in terms of the class selection variables αk,i,j. In particular, given that
pair {i, j} is in class k = 1 and pair {i, l} belongs to class k′ = 3, i.e., α1,i,j = 1 and
α3,i,l = 1, the RHS of Eq. (3.11c) amounts to 1 which enforces the LHS of Eq. (3.11c)
to amount to 1 as well. Again, note that due to the multiple-choice constraint in
Eq. (3.5c) of the GENIE-problem, only one αk,i,j, k ∈ K can be non-zero for each pair
of genes {i, j} ∈ G : j > i. Consequently, either α2,j,l = 1, α3,j,l = 1 or α5,j,l = 1.
In essence, gene pair {j, l} can only be classified to classes k′′ ∈ K′ = {2, 3, 5}. On
the contrary, assuming that α1,i,j + α3,i,l 6= 2, then Eq. (3.11c) is always fulfilled, i.e.,
no restrictions in classifying gene pair {j, l} originate from Eq. (3.11c). In the case of
α1,i,j + α3,i,l 6= 2, the RHS of Eq. (3.11c) is less than 1, i.e., 0 or −1. Since the LHS of
Eq. (3.11c) is always greater or equal than 0, the inequality is always fulfilled.
According to constraint Eq. (3.11d), the coupling rules derived in step 4. are modeled
as an integer linear inequality in terms of the class selection variables αk,i,j. Given that
pair {i, j} is in class k = 1 and pair {i, l} belongs to class k′ = 4, i.e., α1,i,j = 1 and
α4,i,l = 1, the RHS of Eq. (3.11d) amounts to 1 which enforces the LHS of Eq. (3.11d) to
amount to 1 as well. Due to the multiple-choice constraint in Eq. (3.5c) of the GENIE-
problem, either α2,j,l = 1 or α4,j,l = 1. Thus, gene pair {j, l} can only be classified
to classes k
′′ ∈ K′ = {2, 4}. In contrast to that, given that α1,i,j + α4,i,l 6= 2, then
Eq. (3.11d) is always fulfilled and no classification restrictions follow from Eq. (3.11d)
for gene pair {j, l}. Under the assumption that α1,i,j+α4,i,l 6= 2, the RHS of Eq. (3.11d)
is less than 1, i.e., 0 or −1. Since the LHS of Eq. (3.11d) is always greater or equal
than 0, the inequality is always fulfilled.
Finally, the coupling rules derived in step 5. are modeled by the integer linear constraint
in Eq. (3.11e). According to step 5., given that pair {i, j} is in class k = 1 and pair
{i, l} belongs to class k′ = 5, i.e., α1,i,j = 1 and α5,i,l = 1, the RHS of Eq. (3.11e)
amounts to 1 which enforces the LHS of Eq. (3.11e) to amount to 1 as well. Thus,
either α2,j,l = 1 or α5,j,l = 1 must hold, i.e., gene pair {j, l} must be classified to classes
k
′′ ∈ K′ = {2, 5}. Reversely, given that α1,i,j + α5,i,l 6= 2, then Eq. (3.11e) is always
fulfilled, i.e., no restrictions in classifying gene pair {j, l} originate from Eq. (3.11e).
This follows, since the RHS of Eq. (3.11e) is less than 1, i.e., 0 or −1 and the LHS of
Eq. (3.11e) is always greater or equal to 0. Hence, the LHS of Eq. (3.11e) is always
greater or equal to the RHS of Eq. (3.11e), irrespectively of the choice of α2,j,l and
α5,j,l.
In order to obtain the full set of class coupling constraints L stated by Eq. (3.5d) of
the GENIE-problem, Algorithm 3 has to be performed for all k ∈ K, for all k′ ∈ K and
for all triplets of genes {i, j, l} ∈ G : l > j > i which yields the sets of class coupling






The integer linear inequalities, that sets L2, L3, L4 and L5 are composed of, are given in
Appendix B. It is important to remark, that one considerable advantage of the specific
formulation of the GENIE-problem as stated in Eq. (3.5) is its ability to incorporate
prior knowledge into the class learning procedure. For instance, assume that for two
specific genes i0 and j0 of the set of genes under study, i.e., G, it is known that those
genes do not interact with each. This prior knowledge can be easily incorporated into
the proposed class learning procedure by adding the constraint
α3,i0,j0 = 1 for {i0, j0} ∈ G : j0 > i0 (3.13)
to the GENIE-problem that is stated in Eq. (3.5).
3.1.2 Graph Topology Reconstruction
In this subsection, an algorithm to learn the structure/topology ED of DAG D, which is
underlying the observed SK and DK data of the set of genes under study, is proposed.
Based on the set of learned class selection variables AG that directly corresponds to
a set of class indicator coefficients ΩG = Ω(DG), a topology estimate ED,G of the true
DAG topology ED is learned in an iterative fashion. According to Lemma 2.2.1, DAG
DG =
(G ∪ {R}, ED,G), which is the GENIE-estimate of the true DAG D, can only be
learned up to DAG-family-equivalence, i.e., there might be multiple DAGs represented
by AG/ΩG. Since it is known in biology that genetic interactions are generally scarce,
the learned topology ED,G should be least complex, i.e., having at most as many edges
as needed in order to be represented by AG/ΩG. Consequently, the learned DAG DG
is the sparsest DAG of its DAG-family FΩG , i.e., DAG DG has the smallest number of
edges of all DAGs that belong to DAG-family FΩG .
In order to detect whether there is an edge between two genes {i, j} ∈ G : j > i in the
GENIE-estimate DG of the true DAG D, conditions E1 to E4 in Table 3.1 have to be
evaluated. Given that one of the four mutually exclusive conditions E1 to E4 is true,
then there is an edge in DAG DG between genes i and j. On the contrary, assuming
that all conditions in Table 3.1 are false for a specific pair of genes, then there is no
edge between those genes in DAG DG. It is important to remark that for the purpose
of a compact and intuitive notation of the conditions in Table 3.1, the set of learned
class selection variables AG is redundantly expanded to contain class selection variables
αG,k,i,j for all pairs {i, j} ∈ G. In particular, the redundantly expanded set of learned









αG,k,i,j if j > i
αG,f(k),j,i otherwise
∀{i, j} ∈ G, ∀k ∈ K (3.15)
and the class mapping function f(·), which makes use of the symmetry properties of
the hierarchical relationship classes of [BJW+10], is defined according to Eq. (3.16)
f(k) =

2 if k = 1
1 if k = 2
5 if k = 4
4 if k = 5
3 otherwise
for k ∈ K. (3.16)
The principal idea behind conditions E1 to E4 in Table 3.1 is based on the knowledge
that the learned class selection variables in A˜G, i.e. the corresponding set of relationship
classes according to [BJW+10], contain hierarchical information about the genes in DG.
Thus, the conditions in Table 3.1 basically describe an ordering procedure with respect
to the learned class selection variables A˜G.
As stated by Eq. (3.17a) of condition E1 in Table 3.1, there is an edge directed from
gene i to gene j in the GENIE estimate DG of the true DAG D, given that the condition
described by Eq. (3.17a) is true. In particular, assume that the gene pair {i, j} ∈ G :
j > i has been classified to class k = 1 by the solution of the GENIE-problem, i.e.,
α˜G,1,i,j = 1. Furthermore, assume that there is no gene l ∈ G\{i, j} for which α˜G,1,i,l = 1
and α˜G,2,j,l = 1 holds. Then parts EP1,1 and EP1,2 of Eq. (3.17a) are true which yields
that condition E1 is true. In this case, conditions E2 to E4 are automatically false due
to the multiple-choice constraint in Eq. (3.5c) of the GENIE-problem which enforces
that any pair of genes {i, j} in a DAG exclusively belongs to one class. Note that
part EP1,2 being false reflects an ordering constellation that directly contradicts the
existence of an edge from gene i to gene j, i.e., {i, j}. To see this, the following
argument is presented:
• α˜G,1,i,j = 1 implies that every path P (i)τ from gene i to the reporter node R
traverses gene j
• α˜G,1,i,l = 1 implies that every path P (i)τ from gene i to the reporter node R
traverses gene l as well
• α˜G,2,j,l = 1 implies that every path P (l)ζ from gene l to the reporter node R
traverses gene j. Hence, any path from gene i to gene j traverses gene l
As a consequence, genes i and j cannot be neighbours in DAG DG, i.e., there cannot
be a directed edge {i, j} in DAG DG linking genes i and j.
E1 : if “true” −→ directed edge {i, j} ∈ EG(
α˜G,1,i,j = 1︸ ︷︷ ︸
=EP1,1
)∧(
@{l} ∈ G \ {i, j} : α˜G,1,i,l = 1
∧




E2 : if “true” −→ directed edge {i, j} ∈ EG(
α˜G,4,i,j = 1︸ ︷︷ ︸
=EP2,1
)∧(















E3 : if “true” −→ directed edge {j, i} ∈ EG(
α˜G,2,i,j = 1︸ ︷︷ ︸
=EP3,1
)∧(
@{l} ∈ G \ {i, j} : α˜G,2,i,l = 1
∧




E4 : if “true” −→ directed edge {j, i} ∈ EG(
α˜G,5,i,j = 1︸ ︷︷ ︸
=EP4,1
)∧(















Table 3.1. Proposed sparse-topology recovery procedure composed of ordering condi-
tions E1 to E4
According to Eq. (3.17b) of condition E2 in Table 3.1, there is an edge directed from
gene i to gene j in the GENIE estimate DG of the true DAG D, given that the condition
described by Eq. (3.17b) is true. In particular, assume that the gene pair {i, j} ∈ G :
j > i has been classified to class k = 4 by the solution of the GENIE-problem, i.e.,
α˜G,4,i,j = 1. Furthermore, assume that there is no gene l ∈ G \ {i, j} for which, neither
α˜G,1,i,l = 1 or α˜G,4,i,l = 1, nor α˜G,2,j,l = 1 or α˜G,5,j,l = 1 holds. Then parts EP2,1,
EP2,2 and EP2,3 of Eq. (3.17b) are true which yields that condition E2 is true. In
this case, conditions E1 as well as conditions E3 to E4 are automatically false due to
the multiple-choice constraint in Eq. (3.5c) of the GENIE-problem. Note that parts
EP2,2 and EP2,3 being false reflect an ordering constellation that directly contradicts
the existence of an edge from gene i to gene j, i.e., {i, j}. To see this, the following
argument is presented:
• α˜G,4,i,j = 1 implies that there is a subset of paths P˜i of the set of all paths Pi
from i to R, i.e., P˜i ⊂ Pi, sucht that any path in P˜i traverses gene j.
• given that parts EP2,2 and EP2,3 are false, i.e., there is a gene l such that α˜G,1,i,l =
1
∨
α˜G,4,i,l = 1 is true and α˜G,2,j,l = 1
∨
α˜G,5,j,l = 1 is true, then this specific gene
l is also traversed by the paths collected in set P˜i
• α˜G,2,j,l = 1 or α˜G,5,j,l = 1 being true implies that gene l is traversed by any path
of P˜i before gene j is traversed.
Consequently, genes i and j cannot be neighbours in DAG DG, i.e., there cannot be a
directed edge {i, j} in DAG DG linking genes i and j, since there is at least one gene
l that separates genes i and j in DAG DG.
As stated by Eq. (3.17c) of condition E3 in Table 3.1, there is an edge directed from gene
j to gene i in the GENIE estimate DG of the true DAG D, given that the condition
described by Eq. (3.17c) is true. In particular, assume that the gene pair {i, j} ∈
G : j > i has been classified to class k = 2 by the solution of the GENIE-problem,
i.e., α˜G,2,i,j = 1. Furthermore, assume that there is no gene l ∈ G \ {i, j} for which
neither α˜G,2,i,l = 1 nor α˜G,1,j,l = 1 is true. Then parts EP3,1 and EP3,2 of Eq. (3.17c)
are true which yields that condition E3 is true. In this case, conditions E1, E2 as
well as condition E4 are automatically false due to the multiple-choice constraint in
Eq. (3.5c) of the GENIE-problem. Note that part EP3,2 being false reflects an ordering
constellation that directly contradicts the existence of an edge from gene j to gene i,
i.e., {j, i}. In order to see this, an argument similar to the one used to reason the
functionality of part EP1,2 in Eq. (3.17a) is presented in the following:
• α˜G,2,i,j = 1 implies that every path P (j)κ from gene j to the reporter node R
traverses gene i
• α˜G,2,i,l = 1 implies that every path P (l)ζ from gene l to the reporter node R
traverses gene i as well
• α˜G,1,j,l = 1 implies that every path P (j)κ from gene j to the reporter node R
traverses gene l. Hence, any path from gene j to gene i traverses gene l.
In essence, genes i and j cannot be neighbours in DAG DG, i.e., there cannot be a
directed edge {j, i} in DAG DG linking genes i and j, since there is at least one gene l
that separates genes i and j in DAG DG.
According to Eq. (3.17d) of condition E4 in Table 3.1, there is an edge directed from
gene j to gene i in the GENIE estimate DG of the true DAG D, given that the condition
depicted by Eq. (3.17d) is true. In particular, assume that the gene pair {i, j} ∈ G :
j > i has been classified to class k = 5 by the solution of the GENIE-problem, i.e.,
α˜G,5,i,j = 1. Furthermore, assume that there is no gene l ∈ G \ {i, j} for which, neither
α˜G,2,i,l = 1 or α˜G,5,i,l = 1, nor α˜G,1,j,l = 1 or α˜G,4,j,l = 1 holds. Then parts EP4,1, EP4,2
and EP4,3 of Eq. (3.17d) are true which yields that condition E4 is true. In this case,
conditions E1 to E3 are automatically false due to the multiple-choice constraint in
Eq. (3.5c) of the GENIE-problem. Note again that parts EP4,2 and EP4,3 being false
reflect an ordering constellation directly contradicting the existence of an edge from
gene j to gene i, i.e., {j, i}. To see this, a similar argument to the one used to reason
the functionality of parts EP2,2 and EP2,3 in Eq. (3.17b) is presented in the following:
• α˜G,5,i,j = 1 implies that there is a subset of paths P˜j of the set of all paths Pj
from j to R, i.e., P˜j ⊂ Pj, sucht that any path in P˜j traverses gene i.
• given that parts EP4,2 and EP4,3 are false, i.e., there is a gene l such that α˜G,2,i,l =
1
∨
α˜G,5,i,l = 1 is true and α˜G,1,j,l = 1
∨
α˜G,4,j,l = 1 is true, then this specific gene
l is also traversed by the paths collected in set P˜j
• α˜G,1,j,l = 1 or α˜G,4,j,l = 1 being true implies that gene l is traversed by any path
of P˜j before gene i is traversed.
As a consequence, genes i and j cannot be neighbours in DAG DG, i.e., there cannot
be a directed edge {j, i} in DAG DG linking genes i and j, since there is at least one
gene l that separates genes i and j in DAG DG.
It is important to remark that, given that α˜G,3,i,j = 1 is true, there cannot be an
edge between genes i and j in DAG DG, since by definition this would pose a direct
contradiction to the implications of α˜G,3,i,j = 1 being true.
For the purpose of reconstructing the edges that link a gene in DAG DG with the
reporter level R, another ordering procedure is proposed in the following which also
sticks to the paradigm of reconstructing the sparsest DAG of its DAG-family FΩG . Let
Mi be defined according to Eq. (3.18)
Mi = {l | l ∈ G \ {i}, α˜G,4,i,l = 1} for i ∈ G (3.18)
as the set of all genes l out of the set of genes under study that are in class k = 4 with
a specific gene i. Furthermore, let M′i as defined in Eq. (3.19) denote the set of all
genes l ∈Mi which are independent of at least one other gene l˜ ∈Mi.
M′i =
{
l | l ∈Mi, ∃l˜ ∈Mi \ {l} : α˜G,3,l,l˜ = 1
}
for i ∈ G (3.19)
In order to identify if there is an edge {i, R} ∈ ED,G linking gene i with the reporter
node R in DAG DG, condition ER in Table 3.2, which is based on Mi and M′i, has
to be evaluated. Given that parts ER1 and ER2 of Eq. (3.20) in Table 3.2 are true for
ER :(











for i ∈ G (3.20)
Table 3.2. Proposed “sparse” reporter node edge detection procedure characterized by
condition ER
gene i ∈ G, yields that condition ER is true for that specific gene. Hence, there is an
edge {i, R} ∈ ED,G from gene i to the reporter node R in the “GENIE reconstruction”
DG of the true DAG D. On the contrary, assuming that neither ER1 nor ER2 are true
yields that condition ER is false. Thus, there is no edge {i, R} ∈ ED,G in DAG DG. In
the following considerations, the conceptual idea behind the ordering conditions ER1
and ER2 as stated in Eq. (3.20) is explained:
• ER1 is true for a specific gene i ∈ G given that there is no other gene l which is
in a “linear pathway type” with gene i “upstream”, i.e., there is no gene l such
that any path P
(i)
τ ∈ Pi from gene i to R traverses gene l. In other words, given
a specific i ∈ G ER1 is true if there is no other gene l that can be arranged in a
“linear pathway type” “downstream” of gene i, i.e., closer to the root node R
• ER2 is true for a specific gene i ∈ G given that Mi or M′i are empty. Note
that given Mi = ∅ it follows by definition that M′i = ∅ as well. The ordering
condition stated by ER2 reflects the paradigm to recover the sparsest DAG DG
of the DAG-family FΩG specified by the GENIE-estimate ΩG, i.e., AG/A˜G. To
illustrate this, assume that Mi = ∅, then M′i = ∅ and ER2 is true. ER1 being
true together with Mi = ∅, i.e., ER2 being true, basically state that there is no
other gene l that can be arranged “closer” to the root node R. In the case of
Mi 6= ∅, i.e., there are some genes that are hierarchically “downstream” of gene i
(in class k = 4), and ER1 being true, testing whether M′i = ∅ evaluates if there
are multiple “linear pathway types” hierarchically “downstream” of gene i that
terminate in the root node R. If there are such multiple “linear pathway types”,
then an edge from i to R is redundant in a sense that it is not necessary for DAG
DG to represent ΩG, i.e., AG/A˜G.
For the purpose of clarity, the topology recovery policy depicted by conditions E1 to
E4 in Table 3.1 and condition ER in Table 3.2 is explained in an intuitive manner in
Examples 3.1.2 and 3.1.3.
Example 3.1.2. Given DAG D3 and its representation in the domain of class indicator





1,2 = 4, ω
(3)
1,3 = 4, ω
(3)





2,3 = 1, ω
(3)











Furthermore, let FΩ3 = {D3a,D3b,D3c,D3d} denote the DAG-family characterized by
Ω3 which is displayed in Figure 3.4. The set of redundantly expanded class selection
variables A˜D3 corresponding to Ω3 is given by:
A˜D3 =
{
α˜4,1,2 = 1, · · · , α˜4,1,3 = 1, · · · , α˜4,1,4 = 1, · · · , α˜1,1,5 = 1, · · · ,
α˜5,2,1 = 1, · · · , α˜1,2,3 = 1, · · · , α˜1,2,4 = 1, · · · , α˜1,2,5 = 1, · · · ,
α˜5,3,1 = 1, · · · , α˜2,3,2 = 1, · · · , α˜1,3,4 = 1, · · · , α˜1,3,5 = 1, · · · ,
α˜5,4,1 = 1, · · · , α˜2,4,2 = 1, · · · , α˜2,4,3 = 1, · · · , α˜1,4,5 = 1, · · · ,
α˜2,5,1 = 1, · · · , α˜2,5,2 = 1, · · · , α˜2,5,3 = 1, · · · , α˜2,5,4 = 1, · · · ,}
where it is important to remark that in the interest of readability only the non-zero
class selection variables of A˜D3 are displayed. Applying the ordering conditions E1 to
E4 as well as ER to A˜D3 yields the sparsest DAG of the DAG-family FΩ3 which is given
by DAG D3a of Figure 3.4. It is an easy task to show that the solid edges of the DAGs
displayed in Figure 3.4 are recovered by the proposed edge detection policy as stated in
Tables 3.1 and 3.2, respectively. However, edges e1 and e2 are not recovered by the
proposed detection procedure as shown in the following:
• since genes g1 and g3 are in class k = 4, i.e., α˜4,1,3 = 1, condition E2 has to be
evaluated. For gene g2, α˜4,1,2 = 1
∧
α˜2,3,2 = 1 is true which violates condition E2.
Hence, edge e1 is not recovered.
• since genes g1 and g4 are in class k = 4, i.e., α˜4,1,4 = 1, condition E2 has to
be evaluated again. For gene g2, α˜4,1,2 = 1
∧
α˜2,4,2 = 1 is true which violates
condition E2. Furthermore, for gene g3, α˜4,1,3 = 1
∧
α˜2,4,3 = 1 is true which also
violates condition E2. Thus, edge e2 is not recovered.
In essence, the proposed edge detection procedure recovers DAG D3a based on A˜D3,













































Figure 3.5. Example DAG D4 with redundant edge eo to illustrate the sparsity pro-
moting functionality of condition ER depicted in Table 3.2.
Example 3.1.3. Given DAG-family FΩ4 characterized by Ω4 which translates to the
redundantly expanded set of class selection variables A˜4 described by
A˜4 =
{
α˜4,1,2 = 1, · · · , α˜4,1,3 = 1, · · · , α˜4,1,4 = 1, · · · , α˜4,1,5 = 1, · · · , α˜4,1,6 = 1, · · · , α˜4,1,7 = 1,
α˜5,2,1 = 1, · · · , α˜1,2,3 = 1, · · · , α˜4,2,4 = 1, · · · , α˜3,2,5 = 1, · · · , α˜3,2,6 = 1, · · · , α˜3,2,7 = 1,
α˜5,3,1 = 1, · · · , α˜2,3,2 = 1, · · · , α˜4,3,4 = 1, · · · , α˜3,3,5 = 1, · · · , α˜3,3,6 = 1, · · · , α˜3,3,7 = 1,
α˜5,4,1 = 1, · · · , α˜5,4,2 = 1, · · · , α˜5,4,3 = 1, · · · , α˜3,4,5 = 1, · · · , α˜3,4,6 = 1, · · · , α˜3,4,7 = 1,
α˜5,5,1 = 1, · · · , α˜3,5,2 = 1, · · · , α˜3,5,3 = 1, · · · , α˜3,5,4 = 1, · · · , α˜1,5,6 = 1, · · · , α˜1,5,7 = 1,
α˜5,6,1 = 1, · · · , α˜3,6,2 = 1, · · · , α˜3,6,3 = 1, · · · , α˜3,6,4 = 1, · · · , α˜2,6,5 = 1, · · · , α˜1,6,7 = 1,
α˜5,7,1 = 1, · · · , α˜3,7,2 = 1, · · · , α˜3,7,3 = 1, · · · , α˜3,7,4 = 1, · · · , α˜2,7,5 = 1, · · · , α˜2,7,6 = 1,}
where again only the non-zero elements of A˜4 are displayed for the sake of readability.
In order to reconstruct the sparsest DAG of the DAG-family FΩ4 conditions E1 to E4 of
Table 3.1 have to be evaluated for each gene pair {i, j} ∈ G : j > i with G = {1, ..., 7}
to test for the existence of edges {i, j} and {j, i}, respectively. Moreover, to identify
all edges between some gene i ∈ G and the reporter node R condition ER has to be
evaluated for all genes i. In Figure 3.5, DAG D4 is displayed which is the sparsest
DAG of DAG-family FΩ4. Following the edge detection policy proposed in Tables 3.1
and 3.2, respectively, it can be easily shown that the set of solid edges in DAG D4
constitutes the sparsest DAG topology with respect to FΩ4. The edges that link some
gene with the reporter node R are given by {3, R}, {4, R} and {7, R}. However, the
dashed edge eo connecting gene g1 with the reporter node R is not detected, although it
is valid with respect to A˜4. To see this, condition ER is evaluated for gene g1:
• part ER1 of condition ER is obviously true
• M1 = {2, 3, 4, 5, 6, 7} and M′1 = {2, 3, 4, 5, 6, 7}
• hence, ER2 is false which finally yields that ER is false as well
• edge eo is not recovered
This results from the sparsity promoting part ER2 of the ordering condition ER in
Table 3.2. Since gene g1 is in class k = 4 to all other genes in DAG D4, i.e., α˜4,1,l = 1
for all genes l ∈ G \ {1}, it is hierarchically “upstream” of all other genes in D4 and
there must always be at least one path from g1 to R that is independent of gene l for
all l ∈ G \ {1}. Edge eo yields a path from gene g1 to the reporter node R which is
independent of any other gene in DAG D4. However, neglecting edge eo, gene g1 still
has at least one independent path to R with respect to any other gene in the DAG.
Consequently, edge eo is redundant and cannot belong to the sparsest DAG out of the
DAG-family FΩ4.
Finally, the proposed graph topology reconstruction procedure, based on the GENIE-
estimate AG/A˜G and the edge detection policy stated in Tables 3.1 and 3.2, is summa-
rized as Algorithm 4.
Algorithm 4 Graph Topology Reconstruction
1: Initialize:
E˜D,G = ∅, set of genes under study G, A˜G
2: for {i, j} ∈ G : j > i do
3: if E1 “true” or E2 “true” then
4: update GENIE-topology estimate: E˜D,G := E˜D,G
⋃{i, j}
5: else if E3 “true” or E4 “true” then
6: update GENIE-topology estimate: E˜D,G := E˜D,G
⋃{j, i}
7: else
8: no update of GENIE-topology estimate: E˜D,G
return =⇒ E˜D,G
9: set: ED,G := E˜D,G
10: for {i} ∈ G do
11: if ER “true” then
12: ED,G := ED,G
⋃{i, R}
13: return =⇒ GENIE-topology estimate ED,G
3.2 GI-GENIE Algorithm
In this section, the GI-GENIE algorithm, that learns the DAG/GI-network underlying
the observed SK/DK data and the GI-profile data, respectively, is derived. In par-
ticular, the proposed GI-GENIE algorithm learns the hierarchical relationship class
representation of the underlying GI-network/DAG, as well as the corresponding DAG-
topology, jointly. Furthermore, by incorporating multiple data types such as SK/DK
data as well as GI-profile data, the GI-GENIE algorithm yields better results than the
GENIE algorithm in terms of estimation accuracy.
3.2.1 ILP-Formulation of the GI-GENIE Algorithm
Let the edge selection variables be defined as given below by Eq. (3.21)
βi,j =
{
1 ∃ edge between i,j
0 no edge
∀{i, j} ∈ G : j > i (3.21)
where βi,j = 1 indicates that there is an undirected edge between genes i and j in DAG
D. Conversely, in the case of βi,j = 0 there is no edge between genes i and j in DAG





The set of edge selection variables BD reflects the undirected skeleton of DAG D, ex-
cluding all edges between some gene i ∈ G and the reporter level R. This is due to the
fact that the edge selection variables βi,j are associated with the GI-profile data ρ(i, j)
which does not exist for the artificial root node in a DAG, i.e., the reporter level R.
The problem of jointly learning the set of class selection variables AD corresponding
to DAG/GI-network D which is associated with the minimal overall mismatch score,
as well as the set of corresponding edge selection variables BD that describes the undi-
rected skeleton of D, has been formulated in Eqs. (3.23) as an ILP and is denoted as

















αk,i,j ∈ {0, 1} ∀ {i, j} ∈ G : j > i, ∀k ∈ K (3.23b)
∑
k∈K
αk,i,j = 1, ∀{i, j} ∈ G : j > i (3.23c)
L =⇒ class coupling constraints (3.23d)
βi,j ∈ {0, 1} ∀{i, j} ∈ G : j > i (3.23e)
zl,i,j ∈ {0, 1} ∀l ∈ G \ {i, j} , ∀{i, j} ∈ G : j > i (3.23f)
1− α3,i,j ≥ βi,j ∀{i, j} ∈ G : j > i (3.23g)
Lc =⇒ additional topology constraints (3.23h)
|G| − 2 + βi,j ≥ 1 +
∑
l∈G\{i,j}
zl,i,j ∀{i, j} ∈ G : j > i (3.23i)








and the parameters λd, λc, λp are non-negative real weighting constants. The optimiza-
tion objective of the GI-GENIE-problem is to learn the set of class selection variables







jointly with the corresponding set of edge selection variables BGI that yields the lowest








The parameters λd, λc, λp balance the impact of the SK/DK data on the one hand and
the GI-profile data ρ(i, j) on the other hand on the estimation result, i.e., AGI and
BGI. Furthermore, λd can be decomposed into two parts as λd =
1
maxk,i,j{sk(i,j)} λ˜d and
is used for dual purpose:
• weighting by 1
maxk,i,j{sk(i,j)} scales the magnitude of the SK/DK based mismatch
scores sk(i, j) to the range [0, 1] which is comparable to the magnitude of the
GI-profile data ρ(i, j) ∈ [−1, 1]
• scaling by λ˜d trades off the impact of the SK/DK based mismatch scores sk(i, j)
against the GI-profile data ρ(i, j) on the estimation result








of the objective in Eq. (3.23) where the quotient λp
λc
defines the threshold of reward for
setting the edge selection variables β(i, j). In particular, given that ρ(i, j) ≥ λp
λc
for a
specific pair of genes {i, j}, setting β(i, j) = 1 for that pair is beneficial with respect
to the optimization objective, since it decreases the GI-profile term. Equivalent to
the GENIE-problem formulation in Eq. (3.5), constraints (3.23b) to (3.23d) of the
GI-GENIE-problem ensure that the learned set of hierarchical relationship classes AGI
directly corresponds to a set of class indicator coefficients ΩGI = Ω(DGI) that reflects
DAGDGI which is an estimate of the true DAG/GI-network topologyD. The constraint
in Eq. (3.23e) reflects the binary nature of the edge selection variables defined in
Eq. (3.21). The binary variables zl,i,j as defined in constraint (3.23f) are auxiliary
variables that are necessary for the joint estimation of AGI and BGI.
In general, the set of hierarchical class selection variables AD and the corresponding set
of edge selection variables BD are highly coupled. This is the case, since AD and BD
both describe the topology of DAG D, however, in different representation domains.
In particular, given that βi,j = 0 for some specific pair of genes {i, j} ∈ G : j > i, then
conditions E1 to E4 of Table 3.1 must be false for pair {i, j} based on A˜D which is the
redundant expansion of AD according to Eqs. (3.14)-(3.16). On the contrary, assuming
that βi,j = 1 for some specific pair of genes {i, j} ∈ G : j > i, then the set A˜D must
be structured in such a way that exactly one condition of Table 3.1 is true for that
specific pair {i, j}.
Conversely, assuming that A˜D is structured in such a way that none condition of
Table 3.1 is true for a specific pair of genes {i, j}, then the corresponding edge selection
variable βi,j must be zero, i.e., βi,j = 0. Moreover, given that the structure of A˜D implies
that there must be an edge between a specific pair of genes {i, j}, i.e., that exactly one
condition depicted in Table 3.1 is true, then the corresponding edge selection variable
βi,j must be one, i.e., βi,j = 1.
Let the auxiliary parameters
qi,j =
{
1 ρ(i, j) ≥ λp
λc
0 ρ(i, j) < λp
λc
∀ {i, j} ∈ G : j > i (3.28)
indicate those pairs of genes {i, j} whose GI-profile ρ(i, j) is above the pre-defined
threshold of reward λp
λc
. The collection of auxiliary parameters qi,j as defined in
Eq. (3.28) yields an estimate of the undirected skeleton of DAG D based on GI-profile
data only. In essence, constraints (3.23f) to (3.23i), together with the auxiliary param-
eters qi,j, jointly model a minor modification of the edge detection policy proposed in
Table 3.1 which is elucidated in the following.
Constraint (3.23g) reflects the most intuitive coupling rule among the class selection
variables in AD and the edge selection variables in BD. Given that α3,i,j = 1, i.e., i and
j are independent, then the corresponding edge selection variable βi,j must be zero by
definition, i.e., βi,j = 0. On the contrary, assuming that βi,j = 1, genes i and j cannot
be independent. Hence, α3,i,j must be zero. Note that under the assumptions that
α3,i,j = 1 and βi,j = 0, respectively, Eq. (3.23g) is always fulfilled and no implications
are made by this constraint. In order to account for the above mentioned coupling
between the class selection variables in AD and the edge selection variables in BD, the
constraints aggregated in Lc model the edge detection conditions E1 to E4 of Table 3.1
which reflect the coupling among the selection variables αk,i,j and βi,j, respectively.
It is important to remark that the compact formulation of the proposed edge detection
policy in Table 3.1 is based on the redundant expansion of class selection variables. An
edge between genes i and j, for i, j ∈ G : j > i, is recovered given that there is no other
gene l ∈ G which violates conditions E1 to E4. This implies, that for any triplet of genes
{i, j, l} ∈ G and its pairwise decomposition {i, j}, {i, l} and {j, l}, the corresponding
class selection variables αk,i,j, αk,i,l and αk,j,l, for all k ∈ K, exist which is true for the
redundantly expanded set of class selection variables A˜G. In the case of reconstructing
the DAG topology according to Algorithm 4, the redundant expansion of the set of class
selection variables is not costly, since the proposed topology reconstruction procedure
stated by Algorithm 4 and the estimation of the set of class selection variables AG/A˜G
by the GENIE-algorithm are sequential.
However, in the case of the GI-GENIE algorithm which jointly learns the hierarchical
relationship class representation AGI of DAG D and the corresponding topology BGI,
it is computationally not reasonable to redundantly expand the class selection variable
space. Thus, in the interest of computational tractability of the GI-GENIE problem,
the edge detection conditions E1 to E4 of Table 3.1, that model the coupling among
AD and BD, have to be formulated for the cases {i, j, l} ∈ G : l > j > i, {i, j, l} ∈ G :
j > i > l and {i, j, l} ∈ G : j > l > i.
In other words, the distinction into the above mentioned three cases accounts for the
fact, that only for {i, j, l} ∈ G : l > j > i all class selection variables αk,i,j, αk,i,l
and αk,j,l, corresponding to the pairwise decomposition {i, j}, {i, l} and {j, l}, exist.
Hence, only for the case of {i, j, l} ∈ G : l > j > i the proposed edge recovery
procedure in Table 3.1 models the coupling amongAD andBD correctly. However, using
the symmetry properties of the class selection variables described by Eq. (3.14) and
Eq. (3.16), the edge detection conditions E1 to E4 can be straightforwardly translated
to the cases {i, j, l} ∈ G : j > i > l and {i, j, l} ∈ G : j > l > i, respectively. Hence,
the coupling among AD and BD reflected by Lc is completely modeled by coupling sets
Lc,1, Lc,2 and Lc,3 which correspond to the three gene-triplet decomposition cases. In





In the following, the constraints for modeling the coupling among AD and BD for the
case that {i, j, l} ∈ G : l > j > i are summarized by set Lc,1 and explained in detail.
The constraint sets Lc,2 and Lc,3, that model the cases {i, j, l} ∈ G : j > i > l and
{i, j, l} ∈ G : j > l > i, respectively, are stated in Appendix C.
Constraints (3.31a) and (3.31b) of the coupling rules set Lc,1 model the condition E1
of Table 3.1. For a pair of genes {i, j} ∈ G : j > i assume that βi,j = 0 and α1,i,j = 1.
Note that under those assumptions the remaining constraints in Lc,1/Lc are always
fulfilled, i.e., no restrictions are made by (3.31c)- (3.31k). Furthermore, the LHS of
Eq. (3.31a) amounts to 1 which poses no restrictions on the RHS of Eq. (3.31a), i.e.,
α1,i,j + α1,i,l + α2,j,l ≤ 3. However, in this case Eq. (3.23i) in the GI-GENIE problem
enforces that at least one zl,i,j is not one, i.e., zl,i,j = 0 for at least one l ∈ G \ {i, j}.
This forces the RHS of (3.31b) to amount to 1 for that particular gene l which in turn
implies that the LHS of (3.31b) must be one as well, i.e., α1,i,l + α2,j,l = 2. Hence,
α1,i,j +α1,i,l +α2,j,l = 3 which states a violation of condition E1 that must occur in AD,
since βi,j = 0. On the other hand, assume that βi,j = 1 and α1,i,j = 1. Again, note
that under those assumptions the remaining constraints in Lc,1/Lc are always fulfilled,
i.e., no restrictions are made by (3.31c)- (3.31k). In this case, AD must be structured
in such a way that there is no gene l ∈ G \ {i, j} such that condition E1 is violated.
Given that βi,j = 1 and α1,i,j = 1, then the LHS of (3.31a) is zero which enforces the
RHS of (3.31a) to be less than or equal to zero, i.e., α1,i,j + α1,i,l + α2,j,l ≤ 2, which
reflects the case of condition E1 being not violated. In contrast to that, assuming
that α1,i,j = 1 and AD is structured in such a way that condition E1 is false, then βi,j
must be zero, i.e., βi,j = 0. Hence, there must be at least one gene l ∈ G \ {i, j} for
which α1,i,j + α1,i,l + α2,j,l = 3 which yields that the RHS of (3.31a) is 1. This implies
that the LHS of (3.31a) must amount to 1 as well, i.e., βi,j = 0. Furthermore, the
remaining constraints in Lc,1/Lc as well as constraint (3.23i) are always fulfilled under
the assumptions made. Finally, assuming that α1,i,j = 1 and AD is structured in such
a way that condition E1 is true, then βi,j must be one, i.e., βi,j = 1. Consequently,
there cannot be genes l ∈ G \ {i, j} for which α1,i,j +α1,i,l +α2,j,l = 3 which yields that
the RHS of (3.31a) is less than 1. Under the assumptions made, i.e., α1,i,j = 1 and
α1,i,l + α2,j,l < 2, the LHS of (3.31b) is smaller or equal to
1
2
, while α1,i,j is 1 at the
RHS of (3.31b) as well. Therefore, to fulfill constraint (3.31b) zl,i,j must be 1 for all
l ∈ G \ {i, j}. This in turn yields that the RHS of (3.23i) amounts to |G − 1| forcing
βi,j = 1 in order to make the LHS of (3.23i) larger or equal than the RHS. Note again,
that the remaining constraints in Lc,1/Lc are always fulfilled under the assumptions
made.
The constraints block (3.31c) to (3.31f) models condition E2 of Table 3.1 along with a
minor modification denoted as E2,mod and defined according to Eq. (3.30) for the case
of {i, j, l} ∈ G : l > j > i.
E2,mod : if “true” −→ βi,j = 1; directed edge {i, j} ∈ EG(
α4,i,j = 1
)∧(
@{l} ∈ G \ {i, j} : (α1,i,l = 1)∧(α2,j,l = 1∨α5,j,l = 1))
(3.30)
Constraints (3.31c) and (3.31d) reflect condition E2 as stated in Table 3.1 while con-
straints (3.31e) and (3.31f) reflect the “relaxed” version of condition E2, i.e., E2,mod,
which is not restricted to estimate the sparsest DAG topology.
In particular, E2,mod allows the reconstruction of all edges that do not create a topology,
contradicting AD, given that those edges decrease the GI-profile term in the GI-GENIE
objective. For instance, edges e1 and e2 of DAGs D3b to D3d, respectively, as displayed
in Figure 3.4, could be recovered given that the GI-profile term of the GI-GENIE objec-
tive, as displayed by Eq. (3.27), is decreased. The auxiliary parameters qi,j as defined
in Eq. (3.28) control whether the constraints related to E2, i.e., (3.31c) and (3.31d),
or the constraints related to E2,mod, i.e., (3.31e) and (3.31f), are “active”. Particularly,
given that qi,j = 0 constraints (3.31e) and (3.31f), i.e., E2,mod, are always fulfilled irre-
spectively of the choice of class/edge selection variables, while constraints (3.31c) and
(3.31d), i.e., E2, model the coupling among the class/edge selection variables. On the
contrary, given that qi,j = 1 constraints (3.31e) and (3.31f), i.e., E2,mod, reflect the cou-
pling among the class/edge selection variables, while constraints (3.31c) and (3.31d),
i.e., E2, are always fulfilled irrespectively of the choice of class/edge selection variables.
Lc,1 =
{
1− βi,j ≥ α1,i,j + α1,i,l + α2,j,l − 2 (3.31a)
1
2
(α1,i,l + α2,j,l) ≥ α1,i,j − zl,i,j (3.31b)
1− βi,j + qi,j ≥ α4,i,j + α1,i,l + α4,i,l + α2,j,l + α5,j,l − 2 (3.31c)
1
2
(α1,i,l + α4,i,l + α2,j,l + α5,j,l) ≥ α4,i,j − zl,i,j − qi,j (3.31d)
2− βi,j − qi,j ≥ α4,i,j + α1,i,l + α2,j,l + α5,j,l − 2 (3.31e)
1
2
(α1,i,l + α2,j,l + α5,j,l) ≥ α4,i,j − zl,i,j − 1 + qi,j (3.31f)
1− βi,j ≥ α2,i,j + α2,i,l + α1,j,l − 2 (3.31g)
1
2
(α2,i,l + α1,j,l) ≥ α2,i,j − zl,i,j (3.31h)
1− βi,j + qi,j ≥ α5,i,j + α2,i,l + α5,i,l + α1,j,l + α4,j,l − 2 (3.31i)
1
2
(α2,i,l + α5,i,l + α1,j,l + α4,j,l) ≥ α5,i,j − zl,i,j − qi,j (3.31j)
2− βi,j − qi,j ≥ α5,i,j + α2,i,l + α5,i,l + α1,j,l − 2 (3.31k)
1
2
(α2,i,l + α5,i,l + α1,j,l) ≥ α5,i,j − zl,i,j − 1 + qi,j (3.31l)}
∀{i, j, l} ∈ G : l > j > i
For a pair of genes {i, j} ∈ G : j > i assume that βi,j = 0, α4,i,j = 1 and qi,j = 0.
Note that under those assumptions the remaining constraints in Lc,1/Lc are always
fulfilled. Furthermore, the LHS of Eq. (3.31c) amounts to 1 which poses no restrictions
on the RHS of Eq. (3.31c), i.e., α4,i,j + α1,i,l + α4,i,l + α2,j,l + α5,j,l ≤ 3. However,
in this case Eq. (3.23i) in the GI-GENIE problem enforces again that at least one
zl,i,j is not one, i.e., zl,i,j = 0, for at least one l ∈ G \ {i, j}. This forces the RHS
of (3.31d) to amount to 1 for that particular gene l which in turn implies that the
LHS of (3.31d) must be one as well, i.e., α1,i,l + α4,i,l + α2,j,l + α5,j,l = 2. Thus,
α4,i,j+α1,i,l+α4,i,l+α2,j,l+α5,j,l = 3 which states a violation of condition E2 which must
occur in AD, since βi,j = 0. Contrary, assume that βi,j = 1, α4,i,j = 1 and qi,j = 0. Note
that under those assumptions the remaining constraints in Lc,1/Lc are always fulfilled.
In this case, AD must be structured in such a way that there is no gene l ∈ G \ {i, j}
such that condition E2 is violated. With βi,j = 1, α4,i,j = 1 and qi,j = 0, the LHS of
(3.31c) is zero which yields that the RHS of (3.31c) must be less than or equal to zero,
i.e., α4,i,j +α1,i,l +α4,i,l +α2,j,l +α5,j,l ≤ 2, which reflects the case of condition E2 being
not violated. Conversely, assuming that α4,i,j = 1, qi,j = 0 and AD is structured in such
a way that condition E2 is false, then βi,j must be zero, i.e., βi,j = 0. Hence, there must
be at least one gene l ∈ G \{i, j} for which α4,i,j +α1,i,l +α4,i,l +α2,j,l +α5,j,l = 3 which
yields that the RHS of (3.31c) is 1. This implies that the LHS of (3.31c) must amount
to 1 as well, i.e., βi,j = 0. Moreover, the remaining constraints in Lc,1/Lc as well as
constraint (3.23i) are always fulfilled under the assumptions made. Finally, assuming
that α4,i,j = 1, qi,j = 0 and AD is structured in such a way that condition E2 is true,
then βi,j must be one, i.e., βi,j = 1. Consequently, there cannot be genes l ∈ G \ {i, j}
for which α4,i,j+α1,i,l+α4,i,l+α2,j,l+α5,j,l = 3. Hence, that causes the RHS of (3.31c) to
be less than 1. With the assumptions that α4,i,j = 1 and α1,i,l+α4,i,l+α2,j,l+α5,j,l < 2,
the LHS of (3.31d) is smaller or equal to 1
2
, while α4,i,j is 1 at the RHS of (3.31d).
Therefore, to fulfill constraint (3.31d) zl,i,j must be 1 for all l ∈ G \ {i, j}. This in
turn results in the RHS of (3.23i) to amount to |G − 1| forcing βi,j = 1 in order to
make the LHS of (3.23i) larger or equal than the RHS. Note again, that the remaining
constraints in Lc,1/Lc are always fulfilled under the assumptions made.
Now, assuming that βi,j = 0, α4,i,j = 1 and qi,j = 1, then condition E2,mod, given
by constraints (3.31e), (3.31f), reflects the coupling among the class/edge selection
variables. Again, under the assumptions made the remaining constraints in Lc,1/Lc are
always fulfilled. With βi,j = 0 and qi,j = 1, the LHS of Eq. (3.31e) amounts to 1 which
poses no restrictions on the RHS of Eq. (3.31e), i.e., α4,i,j + α1,i,l + α2,j,l + α5,j,l ≤ 3.
However, in this case Eq. (3.23i) in the GI-GENIE problem enforces again that at
least one zl,i,j is not one, i.e., zl,i,j = 0 for at least one l ∈ G \ {i, j}. This forces
the RHS of (3.31f) to amount to 1 for that particular gene l which in turn implies
that the LHS of (3.31f) must be one as well, i.e., α1,i,l + α2,j,l + α5,j,l = 2. Thus,
α4,i,j + α1,i,l + α2,j,l + α5,j,l = 3 which yields a violation of condition E2,mod and no
edge between genes i, j can exist in the reconstructed DAG. Conversely, assume that
βi,j = 1, α4,i,j = 1 and qi,j = 1. Note that under those assumptions the remaining
constraints in Lc,1/Lc are always fulfilled. In this case, AD must be structured in such
a way that there is no gene l ∈ G \ {i, j} such that condition E2,mod is violated. With
βi,j = 1, α4,i,j = 1 and qi,j = 1, the LHS of (3.31e) is zero which yields that the RHS of
(3.31e) must be less than or equal to zero, i.e., α4,i,j + α1,i,l + α2,j,l + α5,j,l ≤ 2, which
reflects the case of condition E2,mod being not violated. Hence, AD is structured in such
a way that E2,mod is true. Otherwise, given that α4,i,j = 1, qi,j = 1 and AD is structured
in such a way that condition E2,mod is false, then βi,j must be zero, i.e., βi,j = 0. Hence,
there must be at least one gene l ∈ G \ {i, j} for which α4,i,j + α1,i,l + α2,j,l + α5,j,l = 3
which yields that the RHS of (3.31e) is 1. This implies that the LHS of (3.31e) must
amount to 1 as well, i.e., βi,j = 0. Moreover, the remaining constraints in Lc,1/Lc
as well as constraint (3.23i) are always fulfilled under the assumptions made. Finally,
assuming that α4,i,j = 1, qi,j = 1 and AD is structured in such a way that condition
E2,mod is true, then βi,j must be one, i.e., βi,j = 1. Consequently, there cannot be genes
l ∈ G \ {i, j} for which α4,i,j + α1,i,l + α2,j,l + α5,j,l = 3. Thus this causes the RHS of
(3.31e) to be less than 1. With α4,i,j = 1 and α1,i,l+α2,j,l+α5,j,l < 2, the LHS of (3.31f)
is smaller or equal to 1
2
, while α4,i,j is 1 at the RHS of (3.31f). Therefore, for constraint
(3.31f) being fulfilled, zl,i,j must be 1 for all l ∈ G \ {i, j}. This in turn results in the
RHS of (3.23i) to amount to |G −1| forcing βi,j = 1 in order to make the LHS of (3.23i)
larger or equal than the RHS. Note again, that the remaining constraints in Lc,1/Lc
are always fulfilled under the assumptions made.
Similarly to condition E2,mod, condition E4,mod as defined by Eq. (3.32) for the case of
{i, j, l} ∈ G : l > j > i models a relaxation of condition E4 of Table 3.1 which allows
the reconstruction of all edges that do not create a topology, contradicting AD, given
that those edges decrease the GI-profile term in the GI-GENIE objective.
E4,mod : if “true” −→ βi,j = 1; directed edge {j, i} ∈ EG(
α5,i,j = 1
)∧(
@{l} ∈ G \ {i, j} : (α2,i,l = 1∨α5,i,l = 1)∧(α1,j,l = 1))
(3.32)
Constraints (3.31g) and (3.31h) model condition E3 of Table 3.1 and can be explained
with the same line of argument that was used to elucidate constraints (3.31a) and
(3.31b), respectively. Furthermore, constraints (3.31i) and (3.31j) reflect condition E4
while constraints (3.31k) and (3.31l) model condition E4,mod. Both constraint blocks,
i.e., (3.31i) together with (3.31j) and (3.31k) together with (3.31l), can be explained in
the same fashion as constraints (3.31c), (3.31d) and (3.31e), (3.31f), respectively.
Based on the solution of the GI-GENIE-problem, i.e., AGI and BGI, the topology ED,GI
of the GI-GENIE-estimate DGI of the true DAG D can be computed according to
Algorithm 5.
Algorithm 5 GI-GENIE Topology Reconstruction
1: Initialize:
E˜GI = ∅, AGI,BGI, G
2: for {i, j} ∈ G : j > i do
3:
4: if αGI,1,i,jβGI,i,j > 0 or αGI,4,i,jβGI,i,j > 0 then
5: E˜D,GI := E˜D,GI
⋃{i, j}
6:
7: else if αGI,2,i,jβGI,i,j > 0 or αGI,5,i,jβGI,i,j > 0 then








13: Set: ED,GI := E˜D,GI
14: for {i} ∈ G do
15: if ER “true” then
16: ED,GI := ED,GI
⋃{i, R}
17: return =⇒ GI-GENIE-topology estimate ED,GI
3.3 Scalability Techniques
Due to the combinatorial nature of the GENIE problem in Eq. (3.5) as well as the
GI-GENIE problem in Eq. (3.23), the proposed GENIE and GI-GENIE algorithms,
respectively, cannot be applied to large-scale data sets, since the number of candidate
solutions grows exponentially with the number of genes for both algorithms. How-
ever, the GENIE and the GI-GENIE algorithm, respectively, can be embedded in a
”divide-and-conquer” approach that makes use of those proposed algorithms in an it-
erative fashion. In this section, a sequential scalability procedure called SEQSCA is
introduced, that estimates the GI-network of simplified gene-gene interaction types
for large sets of genes based on DAG topology estimates provided by the GENIE/GI-
GENIE algorithm of small-size gene subsets. In particular, the SEQSCA method yields
a GI-network topology estimate which is a fully connected graph of weighted edges.
In this GI-network topology estimate, the empirical probability of two genes to inter-
act is described by the weight of the edge that links the associated genes with each
other. Hence, the SEQSCA algorithm does not yield GI-network estimates that follow
the terms of [BJW+10] and the associated data model MB. Ultimately, the SEQSCA
method provides a tradeoff between interaction model complexity and scalability in the
sense that only one interaction type can be distinguished for the benefit of the ability
to process large sets of genes.
The large set of genes G is decomposed into subsets Gs of equal size GS for all s ∈
{1, ..., S} where GS  |G| = G. The subsets Gs are chosen according to the famous urn-
model [KB97]. In particular, the sample space ΠGs of the urn-model random process




(gi1 , ..., giGS )︸ ︷︷ ︸
=pii
| i1, ..., iGS ∈ {1, ..., G}, with il 6= im
for l 6= m, and l,m ∈ {1, ..., GS}
}
(3.33)
where pii represents a particular element of the sample space that is a GS-dimensional
tuple of genes, i.e., a candidate subset Gs. A specific subset Gs is drawn from ΠGs as
pii with probability








∀pii ∈ ΠGs , s ∈ {1, ..., S} (3.34)
In plain words, each gene in Gs is drawn from G with equal probability and without
replacement.
For each subset of genes Gs the topology EDs of the corresponding DAG/GI-network Ds
is estimated by the GENIE/GI-GENIE algorithm, respectively. Furthermore, based on
EDs the corresponding adjacency matrix M s ∈ {0, 1}GS×GS of DAG Ds is computed
according to Eq. (3.35)
M s(i, j) =
{
1 if {i, j} ∈ EDs or {j, i} ∈ EDs
0 otherwise
∀i, j ∈ Gs, s ∈ {1, ..., S}. (3.35)
Let M ∈ [0, 1]G×G denote the “final” reliability matrix of the large-scale set of genes
G, where each entry M(i, j) of the M models the empirical probability that the corre-
sponding pair of genes {i, j} ∈ G interacts with each other. It is important to remark
that the reliability matrix M reflects a GI-network estimate of the large-scale set of
genes G which is a fully connected graph where each undirected edge {i, j} = {j, i} for
all pairs of genes {i, j} ∈ G is weighted with the empirical probability of interaction for
those specific pairs {i, j} ∈ G, i.e., weighted with the corresponding M(i, j). Hence,
the GI-network described by M is not a DAG.
The reliability matrix M is computed in an iterative fashion based on the sequence of
adjacency matrices M s corresponding to gene subsets Gs, respectively, for s = 1, ..., S.
In particular, the “initial” unnormalized reliability matrixM (0) is sequentially updated
according to Eq. (3.36)
M (s+1)(i, j) = M (s)(i, j) +M s(κi, κj) ∀i, j ∈ Gs (3.36)
where κi ∈ {1, ..., GS} for all i ∈ Gs and ∪κi = {1, ..., GS}. Essentially, the unnor-
malized reliability matrix M (s) at iteration s is updated at each entry i, j ∈ Gs by
incrementing M (s)(i, j) by the corresponding adjacency matrix entry (M s(κi, κj). Fi-
nally, unnormalized reliability matrix M (S) at iteration S is normalized to yield the
(normalized) reliability matrix M according to Eq. (3.37)
M (i, j) = M (S)(i, j)/max{1, c(S)i,j } ∀{i, j} ∈ G (3.37)
where c
(S)
i,j denotes the number of how frequent the two genes i, j of set G jointly
occurred in the sampled subsets G0, ...,GS. The entire procedure described in this
section is denoted as the sequential scalability (SEQSCA) algorithm and summarized
in Algorithm 6.
Algorithm 6 Sequential Scalability Technique – SEQSCA
1: Initialize:
M (0) = 0G×G, M s=0 = 0GS×GS ; frequency counter c
(0)
i,j = 0, s = 0
2: for s ≤ S do
3: select Gs of size GS according to Eq. (3.34)
4: estimate EDs of set Gs (e.g. with GENIE/GI-GENIE)
5: translate EDs to M s according to Eq. (3.35)
6: update reliability matrix M (s) according to Eq. (3.36)
7: update: c
(s+1)
i,j ← c(s)i,j + 1 for all {i, j} ∈ Gs
8: update: s← s+ 1
return =⇒M (S)
9: normalize M (S) to magnitude space [0, 1]:
M (i, j) = M (S)(i, j)/max{1, c(S)i,j } ∀{i, j} ∈ G
10: return M
3.4 Simulation Results
In this section, simulation results are presented in order to evaluate the performance
of the proposed ILP-algorithms (GENIE/GI-GENIE) described in Section 3.1 and Sec-
tion 3.2, respectively. In particular, in Subsection 3.4.1 the proposed ILP-algorithms
are evaluated in terms of synthetic data and compared to the method of [BJW+10]
that is based on the AIS algorithm presented in Section 2.3. In Subsection 3.4.2, the
proposed ILP-algorithms as well as the AIS based method of [BJW+10] are applied
to large-scale real data along with the SEQSCA-method of Section 3.3 to compute a
“simplified” GI-network according to Section 3.3.
3.4.1 Synthectic Data Results
In order to assess the graph learning performance of the proposed ILPs and the bench-
mark method of [BJW+10], Monte Carlo (MC) simulations with respect to the signal-
to-noise-ratio (SNR) have been conducted on synthetic data. As measures to evaluate
the quality of the network topology estimates EˆD, the performance metrics Ped depicted
in Eq. (3.38) and Pmis depicted in Eq. (3.39) are used. In particular, Ped describes the
number of learned edges in EˆD that do not exist in the true topology ED normalized by
the number of edges in the true topology. Hence, Ped describes the normalized number
of erroneously learned edges. Contrarily, Pmis describes the number of missing edges
in EˆD normalized by the number of edges in the true topology.
Ped =
∣∣∣(ED⋃ EˆD) \ ED∣∣∣
|ED| (3.38)
Pmis =
∣∣∣(ED⋃ EˆD) \ EˆD∣∣∣
|ED| (3.39)
Note that the DAG topology estimate EG provided by the GENIE algorithm is com-
puted according to Algorithm 4, whereas the GI-GENIE estimate of the DAG topology,
i.e., EGI, is computed according to Algorithm 5. Furthermore, the AIS topology esti-
mate is denoted as EAIS.
In systems biology, the most frequently considered cell function for conducting SK/DK
experiments on bacteria is bacteria colony growth/colony growth that serves as a proxy
of bacteria fitness. The colony growth is measured as the area of the fixed-size Petri
dish that is covered by the bacteria colony. Hence, the observed colony growth, i.e., the
covered area, varies between smin and a maximum area smax which is dictated by the size
of the Petri dish. Hence, any observed SK/DK data is related to a covered Petri dish
area which is situated between smin and smax. Given G, that is the set of genes under
study, the following steps have to be conducted to generate first a DAG/GI-network
according to the topology constraints of [BJW+10] and secondly generate synthetic
data for the MC simulations that stems from this DAG/GI-network:
Step 1:
Generate a DAG D =
(
G⋃ {R} , ED) according to the topology constraints
of [BJW+10] as described in Section 2.2. On a high level, the DAG generation
procedure according to [BJW+10] is composed of two stages: (I) generate a minimal
DAG that is connected in the sense that any leaf node only has one outgoing edge and
no incoming edge, and further, any other node, excluding the root node R, has exactly
one outgoing edge and one incoming edge (II) apply a densification stage where the
minimal DAG is densified by adding potentially multiple edges to the previously
generated minimal DAG.
Step 2:
Given the generated DAG topology ED, the hierarchical relationship classes αk,i,j
are identified according to conditions C1 to C5 of Table 2.1 for all gene pairs
{i, j} ∈ G : j > i
Step 3:
To generate the SK data R(i)∀i ∈ G, first the noise-free SK denoted by R˜(i) is
generated and distorted by Gaussian noise afterwards. Particularly, the noise-free
SK R˜(i) is drawn from a uniform distribution over the intervall [smin, smax], i.e.,
R˜(i) ∼ U(smin, smax) and is distorted afterwards by a Gaussian noise process denoted
as nSK(i) ∼ N (0, σ2SK). The noise nSK(i) is assumed to be independent and identically
distributed (i.i.d.) for different SKs R˜(i). Finally, the noise distorted SKs R(i) are
obtained according to Eq. (3.40):
R(i) =

smin if R˜(i) + nSK(i) < smin
smax if R˜(i) + nSK(i) > smax
R˜(i) + nSK(i) otherwise
∀i ∈ G (3.40)
Step 4:
The DK data generation is done in a similar fashion. First the noise-free DKs
R˜(i, j)∀{i, j} ∈ G : j > i are generated according to their hierarchical relationship
classes αk,i,j and the corresponding expected phenotype model of [BJW
+10] as de-
picted in Eq. (2.13). Consequently, R˜(i, j) =
∑
k∈K
αk,i,jµk(i, j). Secondly, the noise-free
SKs are corrupted by i.i.d. Gaussian noise denoted by nDK(i, j) ∼ N (0, σ2DK). Finally,
the noise distorted DKs R(i, j) are obtained according to Eq. (3.41):
R(i, j) =

smin if R˜(i, j) + nDK(i, j) < smin
smax if R˜(i, j) + nDK(i, j) > smax
R˜(i, j) + nDK(i, j) otherwise
∀{i, j} ∈ G : j > i
(3.41)
Note that the noise processes corrupting the SK and DK data, respectively, are
considered to be independent.
Step 5:
Based on the DK data R(i, j), the GI-profile data ρ(i, j)∀{i, j} ∈ G : j > i is computed
according to Eq. (2.11).
Using the procedure described above by Steps 1 − 5, the synthetic data for the MC
simulations is generated with the following parameterization: Note that the two dif-
SNR values: {0, 7.14, 14.29, 21.43, 28.57, 35.71, 42.86, 50}
MC-runs per SNR: 200
smin: 0
smax: 1
sets of genes under study G: {1, ..., 5}, {1, ..., 12}
network density: low, high
Table 3.3. Data generation settings
ferent network density cases, i.e., low and high, have the following meaning. With the
minimal number of edges in a DAG according to [BJW+10] being |G|, GI-networks in
the low density scenario are considered to have 1.2× |G| edges in average. In the high
density case, the considered GI-networks have an average number of edges of 2× |G|.
In Figures 3.8 to 3.15, the performance results of the proposed GENIE and GI-GENIE
algorithms as well as the results of the AIS method of [BJW+10], described in Sec-
tion 2.3, are displayed in a Monte Carlo fashion, with respect to the normalized number
of erroneously estimated edges Ped and the normalized number of missing edges Pmis,
for a SNR range of 0dB to 50dB. Furthermore, let the low SNR regime be defined to
comprise the region 0dB - 10dB, the intermediate SNR regime be comprised of 10dB -
40dB and the high SNR regime be defined from 40dB - 50dB.
In particular, Figures 3.8 to 3.9 show the performance results in terms of Ped and Pmis,
respectively, for a network size of |G| = 5 genes and a low network density.
In Figure 3.8, the algorithms under study are evaluated in terms of the normalized
number of erroneously estimated edges Ped against the SNR. With the exception of
the low SNR regime, the proposed GI-GENIE algorithm outperforms the GENIE and
the AIS method over the remaining range of SNRs, showing a remarkable performance
of almost 0 Ped in the high SNR regime. The proposed GENIE algorithm performs
inferior to the GI-GENIE algorithm for almost the entire range of SNRs. The AIS
method of [BJW+10], described in Section 2.3, is inferior to the proposed ILP based
algorithms in terms of Ped over the entire range of SNRs. Whereas the GENIE method
approaches the performance of the GI-GENIE method in the high SNR regime with
an error Ped tending to 0, the AIS algorithm of [BJW
+10] still performs worse than
the proposed ILP based methods exhibiting an error of 20% Ped which means that
the number of erroneously estimated edges by the AIS method amounts to 20% of the
total edges of the true DAG. In Figure 3.9, the algorithms under study are evaluated
in terms of the normalized number of missing edges Pmis against the SNR. Here, the
proposed GI-GENIE algorithm outperforms the GENIE and the AIS method over the
entire range of SNRs, exhibiting a considerable performance of almost 0 Pmis in the high
SNR regime. In a SNR range from 0dB to approximately 20dB, the proposed GENIE
algorithm performs equally well compared to the AIS method of [BJW+10]. However,
especially in the high SNR regime, the AIS method performs inferior to the GENIE
algorithm showing a performance gap of 5% Pmis. Note that the performance gap
between the GENIE algorithm and the GI-GENIE algorithm closes in the high SNR
regime. Despite the mentioned performance gap between the AIS method and the
proposed ILP based methods in the high SNR regime, the three investigated methods
perform remarkably well in terms of Pmis showing that only very few edges of the true
DAGs are not detected in the case of a high data quality. In summary, the proposed
ILP based algorithms as well as the AIS method of [BJW+10], described in Section 2.3,
perform considerably well in the high SNR regime in terms of Ped and Pmis for small
GI-networks of a low density.
Figures 3.10 to 3.11 show the performance results in terms of Ped and Pmis, respectively,
for a network size of |G| = 5 genes and a high network density.
In Figure 3.10, the algorithms under study are evaluated in terms of the normalized
number of erroneously estimated edges Ped against the SNR. Over almost the entire
SNR range, the proposed ILP based algorithms outperform the AIS method, showing
a good performance of less than 10% Ped in the high SNR regime. On the contrary,
the AIS method of [BJW+10] exhibits a less impressive performance compared to the
porposed ILP based methods almost stagnating in estimation quality for SNRs above
35%dB. In the low SNR regime, the GENIE algorithm outperforms the GI-GENIE al-
gorithm. In turn, the GI-GENIE algorithm performs better than the GENIE method
in the intermediate SNR region. In the high SNR regime, both ILP based algorithms
perform comparably well. In Figure 3.11, the considered algorithms are evaluated in
terms of the normalized number of missing edges Pmis against the SNR. Here, the
proposed GI-GENIE algorithm outperforms the GENIE and the AIS method over the
entire range of SNRs. In the low and intermediate SNR regimes, the AIS method and
the GENIE method perform approximately equally well showing a good performance
as well. However, in the high SNR region, the GENIE and the AIS method perform
differently. While the GENIE method approaches the performance of the GI-GENIE
algorithm, the AIS algorithm stagnates in error performance. In summary, the pro-
posed ILP based algorithms perform well in terms of Ped and Pmis, especially in the
high SNR regime. On the contrary, the AIS method of [BJW+10], described in Sec-
tion 2.3, reveals problems to estimate the true DAGs that are of a high network density.
Especially in terms of the normalized number of erroneously detected edges, i.e., Ped,
the AIS method of [BJW+10] shows its limitations to reduce the number of erroneously
detected edges even for a high data quality.
In the same fashion, Figures 3.12 to 3.13 show the performance results in terms of Ped
and Pmis, respectively, for a network size of |G| = 12 genes and a low network density.
In Figure 3.12, the algorithms under study are evaluated in terms of the normalized
number of erroneously estimated edges Ped against the SNR. With the exception of the
low SNR regime, the proposed GI-GENIE algorithm outperforms the GENIE and the
AIS method over the remaining range of SNRs, showing a remarkable performance of
almost 0 Ped in the high SNR regime. The proposed GENIE algorithm performs inferior
to the GI-GENIE algorithm for almost the entire range of SNRs, approaching the low
error performance of the GI-GENIE method in the high SNR regime. On the contrary,
the AIS method of [BJW+10], described in Section 2.3, displays a comparably high
error Ped over the entire range of SNRs. In Figure 3.13, the algorithms under study are
evaluated in terms of the normalized number of missing edges Pmis against the SNR.
Similar to the results presented in Figure 3.12, the GI-GENIE method outperforms the
GENIE and the AIS method over the entire range of SNRs, exhibiting a considerable
performance of almost 0 Pmis in the high SNR regime. In a SNR range from 0dB to
approximately 20dB, the proposed GENIE algorithm performs equally well compared
to the AIS method of [BJW+10]. However, especially in the high SNR regime, the
AIS method performs inferior to the GENIE algorithm showing a performance gap of
approximately 10% Pmis. Similar to the results in Figure 3.9, the performance gap
between the GENIE algorithm and the GI-GENIE algorithm closes in the high SNR
regime. Despite the mentioned performance gap between the AIS method and the
proposed ILP based methods in the high SNR regime, the three investigated methods
perform well in terms of Pmis showing that only few edges of the true DAGs are not
detected in the case of a high data quality. In summary, the proposed ILP based
algorithms perform considerably well in the high SNR regime in terms of Ped and Pmis.
In turn, the AIS method of [BJW+10] shows a solid performance in terms of Pmis,
however, failing to sustainably reduce the number of erroneously estimated edges Ped
with the SNR increasing.
Finally, Figures 3.14 to 3.15 show the performance results in terms of Ped and Pmis,
respectively, for a network size of |G| = 12 genes and a high network density. In Fig-
ure 3.14, the algorithms under study are evaluated in terms of the normalized number
of erroneously estimated edges Ped against the SNR. Over the entire SNR range, the
proposed ILP based algorithms outperform the AIS method, showing a good perfor-
mance of less than 10% Ped in the high SNR regime. The AIS method of [BJW
+10]
shows a decreasing error Ped with the SNR increasing. However, even in the high SNR
regime, the number of erroneously estimated edges Ped is still high with approximately
50% Ped. In Figure 3.15, the considered algorithms are evaluated in terms of the
normalized number of missing edges Pmis against the SNR. The proposed GI-GENIE
algorithm shows the best performance over the entire range of SNRs. Similar to the
high density network scenario with 5 genes, the AIS method and the GENIE method
perform approximately equally well within the range of 0dB SNR to 28dB SNR. Inter-
estingly, in this SNR range the AIS method performs slightly better than the GENIE
algorithm. However, for high SNRs the AIS method stagnates in performance around
15% Pmis whereas the GENIE method approaches the performance of the GI-GENIE
method.
The proposed optimization based algorithms, i.e., the GENIE method depicted in
Section 3.1 as well as the GI-GENIE method depicted in Section 3.2, are based on
ILP formulations of the graph learning problem. Although having a guarantee to
yield optimal solutions to the graph learning problem, given the data, those algorithms
suffer from a strong increase in computational cost with the GI-network size increasing.
In particular, the number of binary selection variables and constraints considerably
increases with the network size, while the number of candidate solutions of the proposed
ILP based algorithms explodes with respect to the network size increasing.
In Figure 3.6, the number of binary selection variables and constraints of the GENIE
and the GI-GENIE methods, respectively, are displayed with respect to the network
size increasing. Based on Figure 3.6, it is obvious that the GI-GENIE method is
computationally much more challenging than the GENIE method. As displayed in the
Figure, the number of binary selection variables for both methods is already large for
GI-networks of a size of 35 genes. The number of constraints of the GENIE and the
GI-GENIE methods, respectively, is growing much faster with the size of the networks
increasing, than the number of binary selection variables. In Figure 3.7, the numbers
of unconstrained solution candidates of the GENIE and the GI-GENIE methods, i.e.,
the whole number of combinations of binary selection variables of the ILPs without
considering the constraints, are exemplarily depicted for small GI-networks of sizes 4, 5
and 6. Note that the number of unconstrained solution candidates of the proposed ILP
based algorithms are displayed in log-10 space for the sake of a better comparability.
In essence, the larger the GI-network, the larger the unconstrained candidate space
for both methods. Furthermore, it becomes clear that the GI-GENIE algorithm is
computationally much more challenging than the GENIE method, although, for both
proposed methods the unconstrained solution space is still vast.
However, in light of the enormous numbers of unconstrained solution candidates, as
exemplarily depicted in Figure 3.7, the large numbers of constraints of the proposed
GENIE and GI-GENIE algorithms are not only guaranteeing the desired structural
properties of DAGs according to [BJW+10]. Furthermore, in terms of mathematical
tractability, they are absolutely necessary in order to considerably shrink the solution
spaces of both ILP based methods. On the other hand, the beneficial functionality of
the large number of constraints with respect to the size of the space of feasible solutions
comes at the cost of having large optimization problems in both, numbers of variables
and numbers of constraints, which extensively consumes computational resources.
































Figure 3.6. Complexity figure of the proposed ILP showing the number of binary
selection variables as well as the number of constraints with respect to the network size





































Figure 3.7. Number of unconstrained candidate solutions to the GENIE and the GI-
GENIE problem, respectively, for selected network sizes
Elaborating on the results shown in Figures 3.8 to 3.15, as well as on the complexity
Figures 3.6 and 3.7, the following observations can be made:
O1 : Independently of the network size, the number of erroneously estimated edges
Ped at low SNR is higher for low density networks compared to high density
networks, as shown by Figures 3.8, 3.10, 3.12 and 3.14. For low density networks
the number of edges is almost equal to the number of genes in the network.
Hence, such networks are (almost) minimal trees in the sense that any leaf node
has only one outgoing edge, while any internal node, i.e., any gene between the
leafs and the reporter node R, has excatly one outgoing edge and one incoming
edge. For ideal data, this property of minimal DAGs would be reflected by the
scores sk(i, j) in such a way that the scores s4(i, j)/s5(i, j) would be very high for
any pair of genes. However, for noisy data, this is not reflected at low SNRs. In
particular, at low SNRs the data is corrupted to such an extent that the scores
sk(i, j) indicate that there are definitely pairs of genes in classes k = 4/k = 5,
i.e., the scores s4(i, j)/s5(i, j) are quite low for some pairs. Indeed, this data
based observation also holds for high density networks at low SNR. However, the
structural difference between the topology estimates and the true DAGs at
low SNR is bigger in the case of low density networks compared to high density
networks. In the low network density case, the true DAGs Dtrue, ld are (almost)
always a minimal DAG whereas at low SNR the topology estimates aggregated as
tuple Eld definitely contain a considerable number of gene pairs that are classified
to classes k = 4/k = 5. Hence, the estimates Eld are dense compared to the true
DAGs D true, ld. In the high network density case, the true DAGs Dtrue, hd are
dense networks, as well as the estimates aggregated by Ehd.
At low SNR, the estimates in Eld and Ehd reflect dense GI-networks. Further-
more, in the low density case the true DAGs Dtrue, ld are generally sparse, while
in the high density case the true DAGs Dtrue, hd are dense. At low SNR, the dif-
ference between the true DAGs Dtrue, ld and the respective estimates Eld is larger
as the differene between Dtrue, hd and the respective estimates Ehd. This stems
from the fact that, given a sparse ground-truth Dtrue, ld, the more complex/dense
the estimates Eld are, the higher is the number of erroneously detected edges. On
the contrary, given a dense ground-truth Dtrue, hd, the complex/dense estimates
Ehd are structurally more similar to the true DAGs Dtrue, hd which results in a
comparably lower number of erroneously detected edges.
O2 : With the SNR/data quality increasing, the above described performance differ-
ence in terms of Ped due to the effect of structural difference vanishes.
O3 : For GI-networks of 5 genes and low density, the AIS method of [BJW
+10] shows
a strong performance approaching the one of the proposed GENIE algorithm.
However at high SNR, for high density GI-networks of the same size the AIS
algorithm according to [BJW+10] shows a deteriorated performance in terms of
Ped compared to low density networks. This stems from the fact that the initial
GI-network proposal of the AIS algorithm of [BJW+10] described in Section 2.3
is structurally more different to the true DAG, which underlies the high quality
data, the higher the density of the true GI-network. Due to the special structure
of the proposal distribution of the AIS algorithm under the terms of [BJW+10],
i.e., only one legal network modification summarized in Section 2.3 is proposed
and not necessarily accepted at each iteration of the SA MCMC-chain, the SA
sampling procedure of the AIS algorithm needs the more iterations to approach
the most likely DAG reflected by the data, the more dense the true networks.
In other words, given that the true DAGs are dense and the initial states/GI-
networks of the SA procedure are structurally far away from the true DAGs in
probability, more proposal iterations of the SA chain are needed, in order to
approach the most likely DAG, reflected by the data compared to a low density
true DAG.
O4 : Observation O3 also holds for GI-networks of larger size as shown by Figures 3.12
and 3.14, respectively.
O5 : Independently of the network density, the AIS algorithm of [BJW
+10] exhibits
a worse performance in terms of Ped and Pmis for networks of 12 genes com-
pared to networks of 5 genes, as reflected by comparing Figures 3.8 to 3.11 with
Figures 3.12 to 3.15. In general, for fixed numbers of Markov chain iterations
NMC and annealing runs NAR, the AIS algorithm performs worse with the size
of the true GI-networks increasing. This behaviour stems from the fact that the
larger the GI-networks to be estimated the harder the estimation problem from
a mathematical perspective. In particular, given a random initial GI-network of
the AIS method of [BJW+10] and a true DAG underlying the data, in probability
the topology difference between this initial GI-network and the true DAG is the
larger the bigger the networks to be estimated. Furthermore, with the special
construction of the proposal distribution of the considered AIS method, which
can only propose a single network modification at a time, it becomes clear that
the AIS method of [BJW+10] deteriorates in estimation performance with the
network size increasing.
O6 : For a given network density scenario, the performance of the GENIE algorithm
and the GI-GENIE algorithm, respectively, is similar for both network size sce-
narios. Whereas in the low SNR regime, the performance of the proposed GENIE
and GI-GENIE algorithms in the case of GI-networks of size 5 is better compared
to the performance of those algorithms in the 12-gene GI-network case, the view
changes for intermediate and high SNR regions. In the intermediate and the
high SNR regime, the performance of the GENIE algorithm and the GI-GENIE
algorithm, respectively, is approximately equally well for both network size sce-
narios. Hence, in the intermediate and high SNR regimes, the performance of the
proposed ILP based algorithms introduced in Sections 3.1 and 3.2, respectively,
is independent of the size of the GI-networks to be estimated.
O7 : Independently of the network size, in high network density scenarios the GENIE
and the GI-GENIE algorithms show an interesting behaviour in the high SNR
regime. In particular, the performance of the GENIE method in the SNR range of
43dB and 50dB in terms of Ped and Pmis is as good as the performance of the GI-
GENIE method as depicted in Figures 3.10 and 3.11, as well as in Figures 3.14 and
3.15. This means that, for a very high data quality, the incorporation of GI-profile
data into the DAG estimation procedure is not converted into a performance
gain. In different words, the estimates based on multiple data types of a very
high quality, i.e., the GI-GENIE DAG estimates, are as good as the estimates
that are only based on one data type of very high quality, i.e., the GENIE DAG
estimates. This, at the first sight, counterintuitive behaviour has its explanation
in the structure of the high density DAGs. In the high network density case, the
generated true DAGs also have a lot of edges that link a gene directly with the
reporter node. Since the reporter node is an artificial node in the GI-network
concept according to [BJW+10], there are neither SKs, DKs, nor GI- profile data
available to assess if there is an edge between some gene and the reporter node
R. In particular, the estimation of edges between genes and the reporter node
R is based on the ordering condition depicted in Eq. (3.20), which is completely
based on the estimated set of hierarchical relationship class selection variables
αk,i,j. At very high SNRs, the information about the true DAGs in the SKs and
DKs is that high, such that the information about the true DAGs contained in
the GI-profile data, does not contribute any information gain with respect to the
classification of the hierarchical relationship class selection variables αk,i,j. In
different words, using GI-profile data together with SK and DK data in order to
estimate the class selection variables αk,i,j does not improve the quality of the
estimated class selection variables αk,i,j compared to the case that the estimation
is based on SK and DK data only. Thus, the GENIE method performs as good
as the GI-GENIE method at very high SNRs.
O8 : In the high density network scenario, the performance of the proposed ILP based
methods, i.e., the GENIE and the GI-GENIE algorithm, respectively, in the high
SNR regime, is inferior to the performance of those algorithms in the case of
low density network scenarios, again at high SNR. This has numerical reasons.
Assume that the SKs R(i) and R(j) of two genes i and j are very similar, i.e.,
R(j) = R(i) + δ with δ ∈ R being close to zero. This can happen compara-
bly often, since the SKs are between zero and one. In this case, the absolute
difference between the expected phenotypes for classes k = 1 and k = 2 is
given by δs,1,2 = |µ1(i, j) − µ2(i, j)| = |δ|. Furthermore, the absolute differ-
ence between the expected phenotypes for classes k = 4 and k = 5 is given by
δs,4,5 = |µ4(i, j)− µ5(i, j)| = 12 |δ|.
In the low density scenarios at high SNR, given the data it is very rare that
two genes are in classes k = 4 or k = 5, respectively. In other words, the
mismatch scores s1(i, j), s2(i, j) and s3(i, j) are much smaller than scores s4(i, j)
and s5(i, j). The estimated set of classes will be dominated by classes k = 1,
k = 2 and k = 3. As shown above the decision whether to classify a pair of genes
{i, j} into classes k = 1 or k = 2 can be very hard, since the expected phenotypes
µ1(i, j) and µ2(i, j) are very close. Hence, misclassifications between classes k = 1
and k = 2 can happen even in the case of (almost) perfect data. In the high
density scenarios at high SNR, given the data it occurs quite frequently that
two genes are in classes k = 4 or k = 5, respectively. The estimated set of classes
will be dominated by classes k = 4 and k = 5. As shown above the decision
whether to classify a pair of genes {i, j} into classes k = 4 or k = 5 can be even
harder, since the expected phenotypes µ4(i, j) and µ5(i, j) can be even closer.
Thus, misclassifications between classes k = 4 and k = 5 can happen even in the
case of (almost) perfect data.
In summary, in the low density case at high SNR, the classification challange is to
distinguish between classes k = 1 and k = 2, whereas in the high density case at
high SNR, the challange is given by differentiating between the classes k = 4 and
k = 5. Since differentiating between classes k = 4 and k = 5 is numerically more
challenging in average than distinguishing between classes k = 1 and k = 2, the
errors Ped and Pmis are higher for high density networks compared to low density
networks, again at high SNR.
In essence, the following summarizing conclusions can be drawn based on the perfor-
mance results depicted in Figures 3.8 to 3.15 as well as on the observations O1 to O8
stated above.
With the given parameterization, the AIS method of [BJW+10] yields good estimation
results in terms of Ped and Pmis for low density networks of small size. However, with the
network size and the network density increasing, the presented AIS method deteriorates
in estimation performance, especially for the task of estimating large GI-networks. In
order to obtain better estimation results in the case of large networks or high density
networks, the number of SA Markov-chain iterations NMC, as well as the number of
annealing runsNAR can be increased. The so caused performance gain comes at the cost
of a higher computational cost which makes the inherently slow MCMC idea behind
the AIS method even slower. Furthermore, it is not known a priori how many iterations
are needed in order to obtain estimation results of a sufficient quality. However, despite
their being inherently slow, MCMC based algorithms like the AIS method of [BJW+10]
do not suffer from a combinatorial explosion like convex or discrete optimization based
techniques.
The proposed ILP based methods depicted in Sections 3.1 and 3.2, i.e., the GENIE
and the GI-GENIE algorithm, respectively, show strong performance results in terms
of Ped and Pmis in general. In particular, at intermediate and high SNR the error
performance of the proposed GENIE and GI-GENIE methods is independent of the
size of the underlying GI-network which is to be estimated. Although exhibiting a
slightly worse performance in the case of high density networks compared to the case of
low densit networks, the GENIE and the GI-GENIE algorithms still perform very well.
Especially in the situation of sufficient/high data quality, i.e., in the intermediate and
high SNR regimes, the proposed ILP based algorithms performance is approximately
independent of the underlying network density, taking into account the numerical issues
discussed in observation O8.
Furthermore, based on the performance results displayed in Figures 3.8 to 3.15, it
has been shown that the incorporation of multiple data types into the estimation
procedure, as in the GI-GENIE algorithm, is superior to the case when only SKs/DKs
are considered for in the estimation procedure, as in the GENIE algorithm. However,
the increased performance of the GI-GENIE algorithm with respect to the GENIE
algorithm comes at the cost of a much higher computational complexity. Although
the proposed ILP based methods perform independently of the network size in terms
of Ped and Pmis at intermediate and high SNR, the GENIE as well as the GI-GENIE
are not completely unaffected by the network size. With the network size increasing,
the computational cost increases exponentially. Due to the combinatorial explosion of
the feasible sets of the GENIE and the GI-GENIE as depicted in Figures 3.6 and 3.7,
respectively, those algorithms are computationally tractable only for moderate network
sizes if no large computation clusters are available.
































Figure 3.8. Normalized number of erroneously detected edges according to Eq. (3.38)
vs. SNR; network/DAG size |G| = 5; low density; 200-MC runs per SNR value; GI-
GENIE parameters: λd = 10, λc = 1, λp = 0.75; AIS parameters: annealing runs
NAR = 100, SA-iterations NMC = 100































Figure 3.9. Normalized number of missing edges according to Eq. (3.39) vs. SNR;
network/DAG size |G| = 5; low density; 200-MC runs per SNR value; GI-GENIE
parameters: λd = 10, λc = 1, λp = 0.75; AIS parameters: annealing runs NAR = 100,
SA-iterations NMC = 100
































Figure 3.10. Normalized number of erroneously detected edges according to Eq. (3.38)
vs. SNR; network/DAG size |G| = 5; high density; 200-MC runs per SNR value; GI-
GENIE parameters: λd = 10, λc = 1, λp = 0.75; AIS parameters: annealing runs
NAR = 100,SA-iterations NMC = 100































Figure 3.11. Normalized number of missing edges according to Eq. (3.39) vs. SNR;
network/DAG size |G| = 5; high density; 200-MC runs per SNR value; GI-GENIE
parameters: λd = 10, λc = 1, λp = 0.75; AIS parameters: annealing runs NAR = 100,
SA-iterations NMC = 100
































Figure 3.12. Normalized number of erroneously detected edges according to Eq. (3.38)
vs. SNR; network/DAG size |G| = 12; low density; 200-MC runs per SNR value; GI-
GENIE parameters: λd = 10, λc = 1, λp = 0.75; AIS parameters: annealing runs
NAR = 100, SA-iterations NMC = 100































Figure 3.13. Normalized number of missing edges according to Eq. (3.39) vs. SNR;
network/DAG size |G| = 12; low density; 200-MC runs per SNR value; GI-GENIE
parameters: λd = 10, λc = 1, λp = 0.75; AIS parameters: annealing runs NAR = 100,
SA-iterations NMC = 100
































Figure 3.14. Normalized number of erroneously detected edges according to Eq. (3.38)
vs. SNR; network/DAG size |G| = 12; high density; 200-MC runs per SNR value;
GI-GENIE parameters: λd = 10, λc = 1, λp = 0.75; AIS parameters: annealing runs
NAR = 100, SA-iterations NMC = 100































Figure 3.15. Normalized number of missing edges according to Eq. (3.39) vs. SNR;
network/DAG size |G| = 12; high density; 200-MC runs per SNR value; GI-GENIE
parameters: λd = 10, λc = 1, λp = 0.75; AIS parameters: annealing runs NAR = 100,
SA-iterations NMC = 100
3.4.2 Real Data Results
In this subsection, the SEQSCA algorithm proposed in Section 3.3 using the GENIE,
GI-GENIE and AIS algorithms, respectively, is applied to the large-scale dataset of [C+]
in order to compute the corresponding reliability matrices MG, MGI and MAIS which
reflect GI-networks of simplified gene-gene interactions weighted with their empirical
probability.
In particular, the SK and DK phenotypes as well as the GI-profile data reported in [C+]
have been generated by large-scale knockout experiments conducted on yeast. In those
experiments, the cell function under study is “bacteria growth” that serves as a proxy
for “bacteria fitness”. Typically, the bacteria growth is measured in terms of colony
size, which is normalized to the colony size of unmutated bacteria colonies, i.e., to
the wild type (WT). Due to the fixed-size Petri dishes where the yeast colonies are
grown, the size of the yeast colonies in [C+], i.e., the particular values of the SK/DK
phenotypes, is situated between 0 and a maximum value smax that is dictated by the
Petri dish size and the size of the WT. Hence, the SK/DK phenotypes in [C+] are
non-negative real numbers within the range [0, smax]. The query genes list of [C
+]
contains all genes that have been considered in this knockout experiment. However,
for computational reasons only the first 200 genes that list are considered. Thus, in
this subsection the set of genes under study, i.e., G, is composed of the first 200 genes
of the query genes list of [C+].
Since discovering genetic interactions, i.e., GI-networks/DAGs, for specific organisms
is an ongoing field of research and the knowledge on genetic interactions is far away
from being complete, there is generally no ground-truth to directly compare with, even
not for yeast which is one of the best understood organisms in this aspect.
Therefore, the quality assessement of the learned reliability matrices, i.e., MG, MGI
and MAIS, is based on the following two aspects:
Aspect 1:
In systems biology it is generally known that genetic interactions are rare. Thus,
the unknown true reliability matrix M true for the given data set G is sparse in a
sense that the overwhelming number of interactions/entries in M true are 0 and only
a very few are 1. Hence, M true ∈ {0, 1}200×200. Therefore, a reasonable estimate of
M true approaches sparsity in the sense that the very most of the considered gene
pairs interact with an emperical probability that is very small, a few considered gene
pairs interact with an emperical probability that is very high. Furthermore, the
number of considered gene pairs, that interact with an empirical probability of around
50% should also be small. Note that in this sense, there can be many equally well
performing reliability matrices having quite different structures.
Aspect 2:
There are research projects in systems biology that aim at aggregating as much ge-
netic information about some organism as possible in order to provide a database of
knowledge about that specific organism. For yeast, there is a genome database online
freely accessible under [yea]. This database aggregates the knowledge with respect
to genetic interactions of a plethora of knockout experiments. Furthermore, there is
also an abundance of hand- curated genetic interactions knowledge of experts based
on different kinds of biological and chemical experiments. Therefore, the number of
highly confident interactions present in the different reliability matrices, which are also
reported in the database of [yea], can be seen as one kind of quality measure of the re-
spective reliability matrices. As a general rule, the more highly confident interactions,
which are also reported in [yea], a reliability matrix has, the better the estimation
quality.
However, it is important to remark again that the knowledge in [yea] is far from being
complete and cannot be seen as a ground truth for assessing the estimation quality
of the learned reliability matrices. Consequently, the database in [yea] can be rather
seen as a helpful source of partial evidence assisting in the evaluation of the learned
reliability matrices.
In Figures 3.16 to 3.18, the reliability matrices MG, MGI and MAIS are displayed
that have been computed with the SEQSCA-method using the GENIE-algorithm, the
SEQSCA-method using the GI-GENIE-algorithm and the SEQSCA-method using the
AIS-algorithm of [BJW+10], respectively. For all of the presented results in Figures 3.16
to 3.18, the SEQSCA-method divided the large set of genes G into a sequence of S = 5e4
subsets each of size NS = 10.
Sparsity in terms of Aspect 1:
In order to evaluate the reliability matrices displayed in Figures 3.16 to 3.18 in terms of
sparsity according to aspect 1, the thresholds low and high are introduced. Any entry
of MG, MGI and MAIS, respectively, that is below low is considered to represent a
gene pair that interacts with a “lower empirical probability”. On the contrary, any
entry of the considered reliability matrices that is above high is assumed to represent a
gene pair that interacts with a “higher empirical probability”. Let the lower threshold
low be 0.3 and the higher threshold high be 0.7, i.e., low = 0.3 and high = 0.7.
With low and high as defined above, 87% of the considered genetic interactions in the
reliability matrixMG in Figure 3.16 either interact with an empirical probability that is
lower than low or higher than high. In other words, the decisions about the interactions
of the considered gene pairs are uncertain only in 13% of all cases. Furthermore, 77%
of the considered gene-pairs in MG interact with an empirical probability that is lower
than low. On the contrary, only 11% of the considered gene-pairs in MG interact
with an empirical probability that is higher than high. Hence, the performance of the
SEQSCA using the GENIE algorithm is quite well in terms of aspect 1.
In the case of the SEQSCA method utilizing the GI-GENIE algorithm, 95% of the con-
sidered genetic interactions in the reliability matrix MGI in Figure 3.17 either interact
with an empirical probability that is lower than low or higher than high. Consequently,
only 5% of the considered gene pairs interact with a chance of approximately 50%, i.e.,
the uncertainty about the very most gene pairs is very low. In particular, 87% of the
considered gene pairs in MGI interact with an empirical probability that is lower than
low and 8% of the considered gene pairs interact with an empirical probability that
is higher than high. In essence, the combination of the SEQSCA method with the
GI-GENIE algorithm shows an impressive performance in terms of sparsity according
to aspect 1.
The reliability matrix MAIS, that stems from the combination of the SEQSCA method
and the AIS algorithm of [BJW+10], exhibits that 71% of the considered genetic inter-
actions in the reliability matrix MAIS in Figure 3.18 either interact with an empirical
probability that is lower than low or higher than high. In addition, 71% of the con-
sidered gene pairs in MAIS interact with an empirical probability that is lower than
low. Furthermore, only 1% of the considered gene pairs in MAIS interact with an
empirical probability that is higher than high. Hence, in terms of sparsity according to
aspect 1, the combination of the SEQSCA algorithm with the AIS method of [BJW+10]
yields solid results, although it falls behind in performance compared to the SEQSCA
method using the GENIE and GI-GENIE algorithms, respectively. Moreover, the com-
bination of the SEQSCA algorithm and the AIS method interestingly shows only a very
few gene pairs that interact with an empirical probability of 70% or higher. Thus, SE-
QSCA together with the AIS method of [BJW+10] can be seen as a very “conservative”
estimator in a sense that only in the presence of strong evidence in the data, a pair
of genes is considered to interact with a higher empirical probability, i.e., an empirical
probability higher than high.
Performance in terms of Aspect 2:






where Nr() denotes the number of gene pairs in a reliability matrix which interact with
an empirical probability/confidence that is higher 1−  and Nt() denotes the fraction
of Nr() which is also reported in [yea]. Hence, the acceptance ratio Γ() with respect
to a confidence level  measures a reliability matrix’s performance in terms of aspect 2.
In Table 3.4, the acceptance ratios according to Eq. (3.42) with respect to  = 0.3 and
Method:  = 0.3  = 0.1
SEQSCA & GENIE Γ: 6.7% 11%
SEQSCA & GI-GENIE Γ: 9% 14%
SEQSCA & AIS Γ: 4.8% 0%
Table 3.4. Acceptance ratios
 = 0.1 are displayed for the reliability matrices MG, MGI and MAIS, respectively.
Hence, the acceptance ratios of Table 3.4 are based on “confident/highly confident”
interactions only. According to Table 3.4 and for  = 0.3, 6.7% of the interactions in
MG, which are more likely than 70%, are also reported in the database of [yea]. For  =
0.3 and the SEQSCA method using the GI-GENIE algorithm, 9% of the interactions
in MGI, that are more likely than 70%, are also reported in the database of [yea] which
emphasizes again that the the combination of multiple data types, i.e., SK/DK data
and GI-profile data, is beneficial in terms of estimation performance. Furthermore, for
 = 0.3 and the SEQSCA method using the AIS algorithm of [BJW+10], 4.8% of the
interactions in MAIS, that are more likely than 70%, are also reported in the database
of [yea].
The acceptance ratios for  = 0.1 are only based on genetic interactions that have
been found in the corresponding reliability matrices with very high confidence, i.e.,
only interactions more likely than 90% have been considered. In this case, 11% of
the interactions in MG, which are more likely than 90%, are also reported in the
database of [yea]. For the SEQSCA algorithm using the GI-GENIE method, 14% of the
interactions in MGI, which are more likely than 90%, are also reported in the database
of [yea]. Finally, for the SEQSCA algorithm using the AIS method of [BJW+10], no
interaction in MAIS has been estimated with more than 90% of empirical probability.
Hence, the acceptance ratio in this case is 0%. The results displayed in Table 3.4
essentially show that the higher the empirical interaction probability of a gene pair
in the computed reliability matrices, the more likely this specific interaction is also
reported in [yea]. At this point, it is important to remark, that although the acceptance
ratios in Table 3.4 might appear low the investigated algorithms’ performance is still
good. As mentioned above, the database of [yea] aggregates the knowledge of a plethora
of different knockout experiments and biochemical experiments. Hence, the interactions
reported in [yea] are based on a very rich data record, whereas for this dissertation
only the data of [C+] has been considered. Thus, in the light of this data record
disadvantage, the acceptance ratios in presented in Table 3.4 are still solid performance
results.
Similarity evaluation of the estimates:
Finally, one can compare the reliability matrices among each other in order to assess
how similar their results are. Let Γ˜() = (Γ˜()low, Γ˜()inter., Γ˜()high) denote the sim-
ilarity measures for two arbitrary reliability matrices denoted as M 1 and M 2 with
respect to the confidence . In particular, the similariy measures (Γ˜()low, Γ˜()inter. and
Γ˜()high) are defined according to Eq. (3.43)
Γ˜()low =
|Nlow,1 ∩Nlow,2|
|Nlow,1 ∪Nlow,2| , Γ˜()inter =
|Ninter,1 ∩Ninter,2|




where Nlow,1/Nlow,2 denote the sets of gene pairs {i, j} of reliability matrices M 1 and
M 2, respectively, for which the empirical interaction probability is lower than , i.e.,
M1(i, j) < /M2(i, j) < . Hence,
Nlow,1 =
{




{i, j} : M2(i, j) < 
}
. (3.44)
In a similar fashion Ninter.,1/Ninter.,2 as well as Nhigh,1/Nhigh,2 are defined as
Ninter.,1 =
{















{i, j} : M2(i, j) > 1− 
}
. (3.47)
In essence, the similarity measures defined in Eq. (3.43) measure how many of the
gene pairs, that interact with low/intermediate/high empirical probability, have two
arbitrary reliability matrices in common.
In Table 3.5, the reliability matrices MG, MGI and MAIS are compared with each
other based on the similarity measures Γ˜() defined in Eq. (3.43).
GENIE vs. GI-GENIE AIS vs. GENIE AIS vs. GI-GENIE
similarity Γ˜( = .3): similarity Γ˜( = .3): similarity Γ˜( = .3):
low inter. high low inter. high low inter. high
88% 21% 64% 61% 9% 1% 67% 4% 2%
Table 3.5. Similarity comparison of reliability matrices MG, MGI and MAIS that
correspond the to GENIE method, the GI-GENIE method and the AIS method of
[BJW+10], respectively.
The intuition that the results displayed by the reliability matrices MG, MGI as de-
picted in Figures 3.16 and 3.17, respectively, are similar, is objectively emphasised by
the respective similarity measures Γ˜() displayed in Table 3.5. In particular, 88% of
the gene pairs, which are in the low probability regime according to MG or MGI, i.e.,
they interact with an empirical probability of equal to or less than 30% ( = .3 ), are
also in the low probability regime in both reliability matrices MG, MGI. Furthermore,
64% of the gene pairs, which are in the high probability regime according to MG or
MGI, i.e., they interact with an empirical probability of equal to or more than 70%
(1−  = .7 ), are also in the high probability regime in both reliability matrices MG,
MGI. Finally, 21% of the gene pairs of the intermediate probability regime according
to MG or MGI, i.e., the empirical interaction probability of those gene pairs is be-
tween 30% and 70%, are also in the intermediate probability regime in both reliability
matrices MG, MGI.
Since the GENIE and the GI-GENIE are similar, but not identical algorithms, their
reliability matrices MG and MGI, respectively, should be similar as well. Exactly this
is demonstrated by the similarity measures displayed in Table 3.5 which emphasize
that the GENIE and the GI-GENIE based reliability matrices, i.e., MG and MGI,
respectively, are structurally very similar. Note that the reliability matrices MG and
MGI cannot agree to 100% with respect to the similarity measures Γ˜(), since the GI-
GENIE based reliability matrix MGI shows different (better) results in terms of aspect
1 and aspect 2 compared to the GENIE based reliability matrix MG, as elucidated
above in detail.
The detailed comparison between the AIS based reliability matrix and the GENIE and
the GI-GENIE bases reliability matrices, respectively, can be done in the same fashion
as the comparison between the GENIE and the GI-GENIE based reliability matrices.
Ultimately, it is important to remark that the intuitively recognized large difference
between MAIS and MG as well as between MAIS and MGI, is objectively justified by
the respecitive similarity measures depicted in Table 3.5.
Neither the GENIE based reliability matrix MG nor the GI-GENIE based reliability
matrixMGI share many gene pairs out of their intermediate/high empirical interaction
probability regime with the respective empirical interaction probability regime of the
AIS based reliability matrix MAIS. The relatively high agreement between MAIS and
MG as well as between MAIS and MGI in the low empirical probability regime stems
from the fact that the very most of the gene pairs under study interact with a low
empirical probability according to all of the three investigated methods.
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Figure 3.16. SEQSCA & GENIE: reliability matrix MG; S = 5e
4 subsets considered;
subset size NS = 10
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Figure 3.17. SEQSCA & GI-GENIE: reliability matrix MGI; S = 5e
4 subsets consid-
ered; subset size NS = 10; λd = 1e3, λc = 1, λp = 0.85
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Figure 3.18. SEQSCA & AIS: reliability matrix MAIS; S = 5e
4 subsets considered;
subset size NS = 10; annealing runs NAR = 100; MCMC-transitions NTR = 100
3.5 Summary
In this chapter, ILP formulations in order to learn the DAG, underlying SK/DK and
GI-profile data, have been proposed.
In particular, in Section 3.1 the GENIE algorithm has been presented which estimates
the DAG topology in a two stage procedure based on SK and DK data only. First, the
GENIE problem in (3.5), which is an ILP, is solved in order to obtain the hierarchical
class selection variables that describe the DAG in a different domain. Note that the
GENIE problem of (3.5) can be solved efficiently using BB and BC methods that are
embedded in commercial solvers as CPLEX [Flo95], Gurobi [Don] and Mosek [BV11].
In the second stage, the estimated hierarchical class selection variables are used to
recover the actual DAG topology according to the procedure described in Algorithm 4.
Furthermore, in Section 3.2 the GI-GENIE algorithm has been proposed which es-
timates the DAG topology and the corresponding representation in the domain of
hierarchical class selection variables jointly, based on multiple data types, i.e., SK/DK
data as well as GI-profile data. The GI-GENIE problem depicted in (3.23) is an ILP
and can be also solved efficiently by BB and BC methods embedded in CPLEX [Flo95],
Gurobi [Don] and Mosek [BV11], respectively. The entire DAG topology recovery pro-
cedure based on the GI-GENIE algorithm is compactly described by Algorithm 5.
Due to the combinatorial nature of the proposed ILP formulations for graph learning,
i.e., the GENIE and the GI-GENIE algorithm, the SEQSCA method has been proposed
in Section 3.3. The SEQSCA method utilizes a DAG learning algorithm in order
to learn the reliability matrix of a large-scale set of genes in a “divide-and-conquer”
fashion.
Finally, in Section 3.4 the performance of the proposed ILP algorithms is evaluated
first with respect to synthetic data and secondly with respect to real data. In Sub-
section 3.4.1, the GENIE and GI-GENIE algorithms are compared to the AIS method
of [BJW+10] in terms of DAG learning performance in terms of Ped and Pmis as defined
in Eq. (3.38) and Eq. (3.39), respectively. It has been shown that the ILP based DAG
learning algorithms are superior to the AIS method of [BJW+10] that is structurally
a heuristic method without any guarantees to yield the global optimum. In Subsec-
tion 3.4.2, the proposed ILPs as well as the AIS method of [BJW+10] are separately
used in combination with the SEQSCA algorithm in order to compute the correspond-
ing reliability matrices of the large set of genes under study with real data. The
reliability matrices of the considered methods reflect GI-networks of simplified genetic
interactions compared to the ones of [BJW+10] and have been evaluated according
to general biological assumptions and the yeast database of [yea]. It has been shown




Machine Learning Algorithms for Graph
Learning
As illustrated in Chapter 3, the proposed ILP-algorithms, i.e., the GENIE and the GI-
GENIE algorithm, are based on solving constraint discrete optimization problems. In
general, both problems are NP-hard which implies a poor scalability with respect to the
number of genes under study. In this chapter, well known ML-algorithms for classifica-
tion are utilized to learn network/DAG topologies according to [BJW+10] as presented
in Section 2.2 approximately, providing a tradeoff between topology estimation quality
and scalability.
In particular, the major contributions of this chapter are summarized in the following:
• In Section 4.1, two different feature attribute designs, that are based on SK/DK
and GI-profile data, are proposed. The first design approach aims at construct-
ing feature attributes that are suitable for learning the hierarchical relationship
classes of [BJW+10] described in Subsection 2.2.2 where the actual DAG topol-
ogy is determined according to Algorithm 4 and the learned relationship classes.
In contrast to the first design approach, the goal of the second feature attribute
design is to construct feature attributes that are suitable for directly learning the
GI-network/DAG topology.
• In Section 4.2, Section 4.3 and Section 4.4, the considered ML-methods for learn-
ing the hierarchical relationship classes of [BJW+10] and the network topology
directly are briefly reviewed. In particular, in Section 4.2 the SVM classifier for
multi-label classification is described [HL02]. Furthermore, in Section 4.3 the well
known random forest (RF) classifier is presented [Bre01]. Finally, in Section 4.4
the currently very popular concept of artificial neural networks (ANN) is briefly
explained [Bis95], [GBC16].
• In Section 4.5, the hierarchical relationship class / network topology learning
performance of the considered ML-algorithms is evaluated by means of MC- sim-
ulations with synthetic data. In essence, the hierarchical relationship class learn-
ing performance is evaluated in terms of class estimation accuracy, whereas the
ML- algorithms’ performance of directly learning the DAG topology is assessed
in terms of the normalized number of erroneously estimated edges Ped defined in
Eq. (3.38) and the normalized number of missing edges Pmis defined in Eq. (3.39).
4.1 Feature Engineering
This section is divided into two parts: first, in Subsection 4.1.1 the feature attribute
design for learning DAG topologies in the domain of the hierarchical relationship classes
of [BJW+10] is illustrated. Secondly, in Subsection 4.1.2 a feature attribute design for
learning the DAG topology directly is presented.
4.1.1 Hierarchical Relationship Class Learning
In supervised learning scenarios for classification, feature engineering is always a critical
task since there is no right or wrong. In principle, any feature attribute design is valid
for any classification task. However, there are designs that work well whereas others
are not successful. Hence, to avoid constructing feature attributes that show poor
performance in terms of learning accuracy, any reasonable design approach should
attempt to aggregate in the feature attributes as much information as possible related
to the class labels to be learned. Hence, the feature attributes to learn the hierarchical
relationship classes of [BJW+10] are designed in such a way to take account for the
following design criteria:
1) per edge feature vector:
Any considered pair of genes {i, j} ∈ G : j > i to be classified is associated with
one feature vector.
2) size independence:
The number of feature attributes, i.e., the length of the feature vector, is inde-
pendent of the GI-network/DAG size. This ensures that, once a ML-classifier
is trained, it can be applied to estimate DAG topologies underlying the SK/DK
data of differently sized sets of genes G under study.
3) pairwise estimation:
Given the SK/DK data of a DAG D with respect to the set of genes G. Further-
more, let set AD be given that describes DAG D in the domain of the hierarchical
relationship classes. Then the feature vectors are designed in such a way that
an estimate AˆD of AD can be computed in a pairwise fashion. More specifically,
the interaction class for each pair of genes {i, j} ∈ G : j > i, i.e., each αk,i,j, is
estimated by one of the considered supervised ML-algorithms for classification
only based on the feature vector for that specific pair. Hence, the feature vector
design allows for pairwise computation of AˆD.
4) information integration:
Any feature vector is composed of two parts: the first part contains the data
model of [BJW+10], i.e., the mismatch scores of Eq. (3.1) for all k ∈ K, while the
second part captures statistical information about the coupling among the class
selection variables αk,i,j.
Following the above mentioned coarse criteria, the feature vector of gene pair {i, j} ∈











max{s1(i, j), ..., s5(i, j)} [s1(i, j), ..., s5(i, j)]
T ∀{i, j} ∈ G : j > i (4.2)
reflects the data model of [BJW+10] and xTcoup(i, j) aggregates information about the
logical dependencies among the class selection variables αk,i,j. Since the set of class se-
lection variables AD, corresponding to DAG D, describes DAG D in a different domain,
the class selection variables αk,i,j in AD, which encode hierarchical relationship infor-
mation about the gene pairs in DAG D, are coupled with each other by the topology
of this particular DAG. Note that xsc(i, j) is normalized to the maximum mismatch
score max{s1(i, j), ..., s5(i, j)} in order to be of comparable magnitude to the feature
attributes contained in xTcoup(i, j), since the considered ML-algorithms are known to
be sensitive with respect to their classification performance to feature attributes of
different value domains. In other words, having feature attributes of vastly differing
magnitude ranges can be considered as an implicit weighting of the attributes which
is unwanted in most cases. In the following, the construction of the feature attributes
contained in xTcoup(i, j) is explained. Furthermore, an intuitive interpretation of the
feature attributes contained in xTcoup(i, j) is presented in order to convey a better un-
derstanding about the information encoded in xTcoup(i, j).
Let the least-mismatch model (LMM) of gene pair {i, j}, i.e., LMM(i, j), be defined
according to Eq. (4.3)
LMM(i, j) =
{
arg mink∈K sk(i, j) if j > i
arg mink∈K sk(j, i) if i > j
∀{i, j} :∈ G (4.3)
Furthermore, let
L(i)k = {l ∈ G \ i : LMM(i, l) = k} ∀k ∈ K, ∀i ∈ G (4.4)
denote the set of all genes l that are in class k with gene i based on the LMM as defined
in Eq. (4.3). Based on Eq. (4.4), the feature attributes L
(i,j)





∣∣∣L(i)k ∩ L(j)k ∣∣∣∣∣∣L(i)k ∪ L(j)k ∣∣∣ ∀k ∈ K, ∀{i, j} :∈ G : j > i (4.5)









∀{i, j} :∈ G : j > i. (4.6)
Definition 4.1.1. A path Plin in a DAG D is a “linear pathway” if all genes/nodes
traversed by Plin have at most one incoming edge and at most one outgoing edge.
Definition 4.1.2. Given a DAG D and set Plin which contains all linear pathways in
DAG D according to Definition 4.1.1. A longest linear pathway Plin,max in DAG D is a
linear pathway in DAG D that is not contained in any other linear pathway Plin ∈ Plin:
@Plin ∈ Plin : V (Plin,max) ⊂ V (Plin) (4.7)
Based on Definition 4.1.1 and Definition 4.1.2, respectively, the idea beyond designing
xcoup(i, j) according to Eq. (4.6) is illustrated in the following.
Since L
(i,j)
k ∈ [0, 1] for any relevant pair of genes, it follows that xcoup(i, j) ∈ [0, 1]5×1 as
well. Based on the “naive” LMM classification of Eq. (4.3), vector xcoup(i, j) = 0
5×1,
where 0M×N denotes the all zero vector of the dimensions M × N , reflects the case
when gene i interacts contrarily to all other genes l ∈ G \ {i, j} compared to gene j.
On the other hand, vector xcoup(i, j) = 1
5×1, where 1M×N denotes the all one vector
of the dimensions M ×N , reflects the case when genes i, j interact identically with all
other genes l ∈ G \ {i, j} in the network.
Seen from a topological perspective, the more xcoup(i, j) is approaching 1
5×1, the more
likely it is that both genes i, j are situated in the same longest linear pathway according
to Definition 4.1.2 in DAG D, with xcoup(i, j) = 15×1 denoting that genes i, j are in
the same longest linear pathway with emperical probability 1. On the other hand,
the more xcoup(i, j) is approaching 0
5×1, the more likely it is that both genes i, j are
not situated in the same longest linear pathway according to Definition 4.1.2 in DAG
D, with xcoup(i, j) = 05×1 denoting that genes i, j are not in the same longest linear
pathway with emperical probability 1. Note that in this case, both genes i, j must not
be situated in a linear pathway at all.
In essence, the feature attributes in xcoup(i, j) capture topology information which is
based on the LMM defined in Eq. (4.3). Moreover, the captured topology information
in xcoup(i, j) translates to information about the coupling among the class selection
variables αk,i,j, since there is a strong relationship between the topology ED of a DAG
D and the coupling of the αk,i,j ∈ AD and the ωi,j ∈ Ω(D), respectively, as elucidated
in Subsection 2.2.3.
For the purpose of training the considered ML-algorithms, a set of training data must
be generated. In particular, any feature vector x(i, j) used for training must be assigned
a corresponding class label y(i, j) as defined below in Eq. (4.8):
y(i, j) =

1 if α1(i, j) = 1 in DAG D
2 if α2(i, j) = 1 in DAG D
3 if α3(i, j) = 1 in DAG D
4 if α4(i, j) = 1 in DAG D
5 if α5(i, j) = 1 in DAG D
∀{i, j} ∈ G : j > i. (4.8)
It is important to remark that the SK data is related to the DK data by a DAG D that
describes the hierarchical relationships among the genes under study. Hence, the label
of y(i, j) of each feature vector x(i, j) is determined by DAG D that is underlying the
observed phenotypes of the current knockout experiment.
Finally, with the feature vectors x(i, j) according to Eq. (4.1) and the class labels y(i, j)
according to Eq. (4.8), a training set T is constructed according to Eq. (4.9)
T = {xt, yt}Trt=1 (4.9)
that consists of Tr labeled data samples {xt, yt} from various knockout experiments
where each specific training sample t stands for a specific pair of genes {i, j}.
4.1.2 Direct DAG Topology Learning
In order to find a suitable feature representation of the SK/DK data and the GI-
profile data, respectively, to learn the DAG topology directly with the considered ML-














max{s1(i, j), ..., s5(i, j)} [s1(i, j), ..., s5(i, j)]
T ∀{i, j} ∈ G : j > i (4.11)
reflects the data model of [BJW+10] presented in Subsection 2.2.2. In case of direct
topology learning, xcoup(i, j) only contains the GI-profile data ρ(i, j) which can be
interpreted as a measure of similarity of the interactions between gene i and all other
genes compared to the interactions between gene j and all other genes. Similarly to
Subsection 4.1.1, in order to train the considered ML-algorithms, a set of training data
must be generated. Therefore, any feature vector x(i, j) used for training must be
assigned a corresponding class label y(i, j) as defined below in Eq. (4.12):
y(i, j) =

0 if {i, j}, {j, i} /∈ ED
1 if {i, j} ∈ ED
2 if {j, i} ∈ ED
∀{i, j} ∈ G : j > i. (4.12)
where y(i, j) = 0 denotes that there is no edge between genes i, j in DAG D, y(i, j) = 1
states that there is an edge from gene i to gene j in DAG D and finally y(i, j) = 2
denotes that there is an edge from gene j to i in DAG D.
Based on feature vectors x(i, j) according to Eq. (4.10) and the class labels y(i, j)
according to Eq. (4.12), a training set T is constructed according to Eq. (4.13)
T = {xt, yt}Trt=1 (4.13)
that consists of Tr labeled data samples {xt, yt} from various knockout experiments
where each specific training sample t stands for a specific pair of genes {i, j}.
4.2 Support Vector Machine Approach
In this section, the multi-class SVM that is based on a specifically trained set of binary
SVMs is briefly explained.
Given a set of training data T according to Eq. (4.9)/Eq. (4.13), in order to cope with a
target variable yt that can take more than two possible values, i.e., yt is multi-categorial,
multiple binary SVMs according to the well known one-versus-one (OVO) design [HL02]
are trained. In particular, for each pair of classes {k, l} ∈ {1, ..., Nc} : l > k a binary
SVM is trained, i.e., the normal vector wk,l and the shift bk,l of the corresponding sep-




binary SVMs are trained. According to [HL02], the optimization prob-
lem that has to be solved in order to train an SVM that classifies between classes k









s. t. (wk,l)Tφ(xt) + b
k,l ≥ 1− ζk,lt if yt = k (4.14b)
(wk,l)Tφ(xt) + b
k,l ≤ ζk,lt − 1 if yt = l (4.14c)
ζk,lt ≥ 0 (4.14d)
wk,l ∈ RL×1, bk,l ∈ R, ζk,lt ∈ R (4.14e)
where wk,l, bk,l describe the normal vector and the shift from the origin, respectively,
of the separating hyperplane that classifies between classes k and l. The nonlinear
mapping function φ(·) transforms the original feature vectors xt into a high dimensional
feature space in order to obtain a data representation φ(xt) ∀t that allows for a better
separation in the class labels yt. The auxiliary variables ζ
k,l
t allow for misclassification
if the data is not separable. For computational efficiency, problem (4.14a) is usually
solved in its dual domain using the kernel trick where inner products of the nonlinear
mapping φ(·) of the data is replaced by a proper kernel function/kernel. Common
choices of the kernel function are:
• Polynomial function: K(x,x′) = (xTx′)dr with degree dr > 0




Note that the case of no kernel function in use is commonly referred to as “linear
kernel”. This convention is also adopted throughout this thesis. Given a set of
(N2c−Nc)
2
trained binary SVMs, the class label y ∈ {1, ..., Nc} for an unobserved feature vector

















Figure 4.1. General illustration of a binary decision tree T according to Eq. (4.15).
The nodes v1, ..., v11 are associated with their corresponding five-tuple that describe
the splits at the respective nodes. Nodes v3, v4, v5, v8, v10, v11 are succeeded by
“rectangular”-shaped terminal nodes that select the class of highest probability as
the label y for a given feature vector x.
4.3 Random Forest Classifier Approach
In this section, the Random Forest Classifier [Bre01] for multi-categorial target vari-
ables/labels y is briefly revised. First the concept of binary Decision Trees (DTs) [SL91]
for multiclass-classification is briefly presented which is afterwards extended to yield
the RFC.
A binary decision tree T can be described by the following recursive representation
T =
{
νv = (v,m, ψ, v
L, vR), TL, TR
}
(4.15)
starting from the root node where the five-tuple νv = (v,m, ψ, v
L, vR) describes a
binary partition of the entire feature space and TL and TR denote the subtrees defined
on the left and the right sets of the partition, respectively [SL91]. The depth d of a
binary DT is the maximal number of splits that have been traversed in order to get
from the root node to a leaf node. In Figure 4.1, a binary DT example is illustrated.
Starting from the root node, a binary decision tree sequentially partitions the entire
feature space RM into subspaces such that the resulting subspaces are increasingly
likely to be governed by only one class of the categorial target variable y ∈ {1, ..., Nc},
where Nc denotes the number of classes. In order to perform the above mentioned
feature space partitioning, starting at the root node the entire feature space, i.e., RM ,
is split at each subsequent internal node v by one feature attribute m according to a
threshold value ψ that divides the current space at node v into a left vL and a right
vR feature subspace. Particularly, the left feature subspace vL at v is obtained by
splitting the entire feature space of node v at the m-th feature attribute, denoted by
(x)m, according to (x)m < ψ. Hence, all elements of the feature space at node v, for
which (x)m < ψ holds, belong to v
L. Similarly, all elements of the feature space at
node v, for which (x)m ≥ ψ holds, belong to vR. Ideally, each leaf node in a DT has a
feature subspace that corresponds to one class only, i.e., during training the subspace
was completely governed by training samples of one class. However, in practice it
is usually sufficient that the feature subspace corresponding to a leaf node is mainly
governed by one class. Consequently, classification is done at the leaf nodes according
to the most dominant class in the leaf node’s feature subspace.
In order to train a DT, i.e., to learn the tree structure and the splits (feature attribute m
and the corresponding ψ) at the nodes v, based on a set of training data T = {xt, yt}Trt=1,
there are many well known algorithms as, for instance, the CART-algorithm [Cra89],
the IDE3-algorithm [Qui86] and the C4.5-algorithm [Sal94].
Given an unobserved feature vector x ∈ RM×1 and a trained decision tree T , the cor-
responding class label y ∈ {1, ..., Nc} is estimated by evaluating the feature attributes
according to the specified sequence of splits that is determined by the DT T .




, that have been trained on a data set T of size Tr in a randomized fashion. In
order to train decision tree T b, a “bootstrapped” data set Tb is generated by drawing
Tr samples {xt, yt} uniformly from T with replacement. Furthermore, the splits at
any node v in tree T b are only considered on uniformly drawn random subsets Mf ⊂
{1, ...,m} of feature attributes. Algorithm 7 summarizes that procedure.
Algorithm 7 Random Forest Generation
1: Initialize:
training data T = {xt, yt}Trt=1, xt ∈ RM×1, yt ∈ {1, ..., Nc},
number of DTs: B, b = 1, F = ∅
2: for b ≤ B do
3: construct bootstrapped training set Tb from T
4: construct T b using Tb according to algorithms [Cra89], [Qui86] or [Sal94]
such that the splits at any node v in tree T b are only considered on
uniformly drawn random subsets Mf ⊂ {1, ...,m} of feature attributes
5: update: F = F
⋃
T b
6: update: b← b+ 1
return =⇒ random forest F
Finally, given an unobserved feature vector x ∈ RM×1 and a trained random forest
F , the corresponding class label y ∈ {1, ..., Nc} can be estimated based on the single
decisions of the trees T b of the forest F in several ways, where the most common


















































































1st hidden layer Lth hidden layer
output layer
Figure 4.2. Schematic illustration of a non-recurrent artificial neural network (ANN)/
multi-layer perceptron (MLP) with m input nodes, L hidden layers and Nc output
nodes. The l-th hidden layer consists of M (l) neurons. The weights θ connect neigh-
bouring layers.
4.4 Artificial Neural Network Approach
In this section, the concept of artificial neural networks [Bis95], [GBC16] is presented
and briefly explained. Especially in recent years, there has been increasing attention to
ANNs that are widely applied in various fields of science and technology. Inspired by
the architecture of animal brains, ANNs are complex mathematical models designed
to perform cognitive tasks as for instance, object recognition and scene interpretation
in images, speech recognition, text interpretation and text generation. From a math-
ematical perspective, such cognitive tasks translate into basic mathematical problems
that are classification and regression, respectively.
As the name suggests, an ANN is a network of nodes that are connected with each
other by weighted edges where the nodes of an ANN are typically arranged in layers.
There are different types of layers where each of them is associated with a different
functionality. The first layer of an ANN is always denoted as the input layer where the
data is feed into the network. The final layer is denoted as the output layer and yields
the quantity of interest, for instance, a regression value or a class label, respectively,
assigned to the given input data by the ANN. The layers in between the input and
the output layer are denoted as the hidden layers. In general, any network topology,
that propagates the input data/signals to the output layer, is possible. However, in
practice there have been established specific ANN topologies depending on the field
of application. On a coarse scale, ANNs can be divided into two categories that are
non-recurrent and recurrent ANNs. The topology of non-recurrent ANNs do not have
cycles whereas recurrent ANNs exhibit cycles in their network topology. For instance,
in the field of image processing and image recognition, non-recurrent convolutional
artificial neural networks (CNN)s, which have a two dimensional node architecture
per layer, are recognized as the best choice [GBC16], [LB+95]. On the other hand, in
the field of sequence prediction, recurrent ANNs are considered to be the prominent
choice [Sch15].
Due to its simplicity, the most common ANN architecture is the non-recurrent feed-
forward network. The non-recurrent feedforward architecture contains no cycles and
each layer of nodes is only connected with its neighbouring layers. Hence, the network
architecture of such ANNs forms a bipartite graph. In this thesis, only non-recurrent
ANNs with a network topology, that corresponds to a bipartite graph are, considered.
In general, each node in an ANN mimics a biological neuron and the edges model the
signal propagation between the neurons. Similar to its biological counterpart, a neuron
in an ANN receives inputs from multiple other neurons where those incoming signals
are weighted with their corresponding edge weights. At each neuron, the incoming
weighted signals are summed up and given as the argument of a non-linear function
commonly referred to as the neural function. The outcomes of the neural functions
represent the outgoing signals of the neurons which serve as incoming signals for other
neurons. Consequently, by forwarding the input data/signals through the network,
the ANN processes its input data in order to yield the desired regression/classification
outcome. In the following, the non-recurrent ANN in bipartite graph architecture for
the purpose of classification is briefly revisited.
In mathematical terms, an ANN with L hidden layers that classifies a feature vector
x ∈ RM×1 to one specific class label y ∈ {1, ..., Nc} can be written as a function
hθ : x ∈ RM×1 7→ y ∈ {1, ..., Nc} (4.16)






where coefficient vector θ(l),T for l ∈ {0, ..., L} models the connection between neurons
of layer l with neurons of layer l + 1. Furthermore, the coefficient vectors θ(l),T for






















′ ∈ {1, ...,M (l)} (4.19)
models the connection between neuron m
′ ∈ {1, ...,M (l)} of layer l and all the neurons
of layer l + 1. Note that the input layer, i.e., the layer containing the data, and the
output layer that provides the classification results are denoted by l = 0 and l = L+ 1,
respectively.
The activation value of each neuron in any hidden layer and the output layer, re-
spectively, is given by a weighted superposition of all neural activation values of the
previous layer. For instance, the activation value of the first neuron in the first hidden
layer of the ANN in Fig. (4.2), i.e., o
(1)

















where fn(·) denotes the neural function that models the “stimulation” of the respective
neuron and belongs to the class of sigmoid functions and Λ
(1)
1 denotes the network input
of this particular neuron. Typically, fn(·) is selected as a:
• Logistic function: fn(x) = 11+e−a for x ∈ R
• Rectified linear unit function: fn(x) = max(0, x) for x ∈ R
• Hyperbolic tangent function: fn(x) = tanh(x) for x ∈ R
Given a non-recurrent feedforward ANN with L hidden layers that is parameterized by
θ as illustrated in Fig. 4.2 and a set of Tr training samples T = {xt, yt}Trt=1, the objec-




















denotes the value of the output neuron corresponding to class k ∈
{1, ..., Nc}, i.e., the k-th output neuron, and y˜t,k ∈ {0, 1}Nc×1 denotes the expanded
class label according to Eq. 4.22
y˜t,k =
{
1 if yt = k
0 otherwise
∀t ∈ {1, ..., Tr}, ∀k ∈ {1, ..., Nc}. (4.22)
It is important to remark that there are different choices of the loss function in (4.25)
for the training procedure possible. However, the quadratic loss function depicted in
Eq. (4.25) is a common and frequently used choice. Hence, the optimization problem






θ ∈ RNθ×1 (4.23b)
where the number of coefficients Nθ is dictated by the network architecture. It is
important to remark that problem (4.23) is non-convex and non-linear and the global
optimum of J(θ) is not guaranteed to be found. Training an ANN, i.e., solving problem
(4.23), is generally accomplished by gradient-descent algorithms [BV04]. However,
computing the gradient of J(θ) with respect to θ is generally a difficult problem,
due to the complex structure of the loss function with respect to θ that is dictated
by the ANN topology. In order to compute the gradient ∇J(θ), the backpropagation
algorithm [LBH15] has been established as the state-of-the-art which is briefly reviewed
in the following.
The ANN loss function in (4.25) can be fargmented into sample-wise components as




















denotes the loss associated with training sample t. The gradient dJ
dθ
can be also decom-











Therefore, the computation of the full gradient ∂J
∂θ
can be done in a sample-wise fashion










m′ ,m′′ , m
′ ∈ {0, ...,M (l)} and m′′ ∈ {0, ...,M (l+1)}, that connects neuron m′
of layer l with neuron m
′′
of layer l+ 1, the chain rule of computing the derivative of a
composite of two or more functions is applied. In particular, the derivative of Jt with
respect to weight θ
(l)











































denotes the partial derivative of the output o
(l+1)
m′′ of neuron m
′′
in layer l+ 1 with respect to Λ
(l+1)
m′′ that is the input of weighted outputs of all neurons











denotes the partial derivative of the input of weighted
outputs of all neurons of layer l, i.e., the network input Λ
(l+1)
m′′ of neuron m
′′
in layer
l+ 1, with respect to the weight θ
(l)
m′ ,m′′ that connects neuron m
′
of layer l with neuron
m
′′



































which states that the change in the network input of neuron m
′′
of layer l + 1, i.e.,
Λ
(l+1)
m′′ , with respect to weight θ
(l)
m′ ,m′′ , is given by the output of neuron m
′
of layer l.
























Eq. (4.29) states that the change in the output of neuron m
′′
of layer l+ 1 with respect
to its network input, i.e., Λ
(l+1)
m′′ , is given by the partial derivative of the neural function
in use for the ANN under study. Note that the neural function fn(·) is chosen in such a
way that the derivative or subderivative can be always computed. In order to compute





two cases have to be considered:
case 1: neuron m
′′
, which is connected via weight θ
(l)
m′ ,m′′ with neuron m
′
of the previous
layer, is a node in the output layer of the ANN, i.e., an output neuron
case 2: neuron m
′′
, which is connected via weight θ
(l)
m′ ,m′′ with neuron m
′
of the previous
layer, is a node in a hidden layer of the ANN, i.e., an inner neuron.
In the first case, i.e., neuron m
′′
of layer l + 1 is an output neuron of the ANN, the
partial derivative of Jt with respect to the output o
(l+1)
m′′ of neuron m
′′
in the output























which states that the change in the loss function Jt with respect to the neural output
o
(l+1)








= k, and the corresponding label y˜t,k provided by the training data.
In the second case, i.e., neuron m
′′
of layer l + 1 is situated in a hidden layer of the





is more difficult. However, as shown in the following,





can be computed in a recursive fashion which is the funda-





in layer l+ 1 is passed forward as an input to the neurons of the next hidden layer,
the output o
(l+1)
m′′ affects the loss function Jt via the neurons in layer l + 2.
Furthermore, since the network inputs Λ
(l+2)
m˘ of each neuron m˘ of layer l+2 is a function
of the output o
(l+1)
m′′ ) of neuron m
′′
of layer l+ 1, the loss function Jt can be interpreted
as a function of the network inputs Λ
(l+2)




















m′′ affects the loss function Jt via each neuron in layer l + 2, the partial
derivatives of Jt of each node in layer l + 2 with respect to their network inputs, i.e.,
Λ
(l+2)




′′ for the loss function Jt. Hence, the total derivative is computed based on the























where the RHS of Eq. (4.31) has been obtained by using the chain rule of derivatives.
Since o
(l+2)
m′′ is a function of the network input Λ
(l+2)
m˘ , as described in Eq. (4.20), the







































































Since the summands of the RHS of Eq. (4.33) are the partial derivatives of the loss
function Jt with respect to all weights θ
(l)
m′′ ,m˘, that connect the neurons of layer l + 1







can be computed in a






of the next layer are known. The
above described recursion is the essential idea beyond the Backpropagation algorithm.







of all weights are computed in a top-down fashion, i.e.,
starting with the weights that connect the output layer of the ANN with the last hidden
layer and finishing with the weights that connect the first hidden layer with the input
layer.































































m′′ ) hidden layer
(4.35)
In practice, the gradient computation via the Backpropagation algorithm involves four
steps:
• initialization:
All weights aggregated in θ are initialized.
• feed-forward:
The training feature vectors xt are forwarded through the ANN and the loss Jt
for each training example {xt, yt} is computed. Furthermore, the outputs of all
neurons are stored.
• sample-wise gradient backpropagation:





The final gradient is obtained as the sample-wise gradients according to
Eq. (4.26).
Once the gradient has been computed by the Backpropagation algorithm according
to the steps described above, the computed gradient can be used by gradient descent
methods in order to train the ANN with the given set of training data. After the
training phase, class label predictions for unseen feature vectors x are made by for-
warding the data through the ANN and assigning the class label associated with the
highest output neuron to the data x. Finally, it is important to remark that the field
of ANNs is ongoing research and many important questions are not yet answered, as
for instance, what ANN topology to choose for a given task. Furthermore, training
ANNs with many hidden layers denoted as deep networks is none-trivial and causes
many problems, as for instance, the vanishing gradient problem [Hoc98], [LBH15].
4.5 Simulation Results
In this section, simulation results on synthetic data are presented in order to evalu-
ate the graph learning performance of the ML approaches presented in Section 4.2,
Section 4.3 and Section 4.4, respectively. In particular, in Subsection 4.5.1 the afore-
mentioned ML algorithms are applied to the hierarchical relationship class problem of
(3.5) that is to learn the set of hierarchical relationship classes which best describes
the observed SK/DK phenotypes. The ML algorithms presented in Section 4.2 to
Section 4.4 yield approximate solutions to that problem that provide a good tradeoff
between estimation accuracy and scalability with respect to the number of genes un-
der study. In Subsection 4.5.2, the considered ML algorithms are utilized in order to
directly learn the DAG topology underlying the observed phenotypes.
4.5.1 Hierarchical Relationship Class Learning
In this subsection, the considered ML algorithms are compared to the GENIE algorithm
with respect to their hierarchical relationship class learning performance in terms of
the accuracy score that measures the number of correctly estimated classes normalized
to the total number of class selection decisions to be made.
The ML algorithms are trained based on training set T . In particular, the set of
training data T = {xt, yt}Trt=1 has been generated according to Eqs. (4.2) and (4.6)
and Eq. (4.8), respectively, where the feature vectors xt have been computed based
on synthetic SK/DK data that has been generated according to steps 1 to 5 of the
procedure described in Subsection 3.4.1. The training set T aggregates the data of
104 equally sized DAGs of different data quality regimes, i.e., the SNRs are different
in general. Ideally, the data in the training set T should reflect all possible topology
configurations, which DAGs can exhibit, under all possible SNR scenarios, in order
to have observed all patterns in the feature attributes that belong to the respective
hierarchical relationship classes of [BJW+10]. Accounting for this aspect and pratical
limitations in computational resources, the size of the DAGs is fixed to 10 genes which
yields a total number of Tr = 45× 104 training samples {xt, yt} which has established
as a reasonable choice.
In order to evaluate the performance of the algorithms in terms of the accuracy score
with respect to the estimated hierarchical relationship classes of [BJW+10], two types
of MC simulations are conducted. The number of Monte Carlo runs per SNR and
network size sample, respectively, have been set to 200. This choice represents a good
tradeoff in terms of computational cost and variance reduction of the performance
results shown. In particular, the variance of the different performance results per
SNR/network size samples is not sufficiently decreased with higher numbers of MC-
runs such that the resulting computational cost is compensated. In the first type of
MC simulations, the accuracy score of estimated hierarchical relationship classes is
evaluated versus varying SNR values with 200 MC simulations per SNR sample and
a fixed size of considered DAGs of 10 genes. In the second type of MC simulations,
the accuracy score of estimated hierarchical relationship classes is evaluated versus a
changing DAG size with a fixed SNR value of 30dB. Furthermore, 200 MC simulations
are conducted per network size sample. The simulation settings for both types of
described MC simulations are summarized in Tables 4.5.1 and 4.5.1, respectively.
Each of the considered ML classifiers, i.e., the SVM, the RF as well as the ANN,
requires choosing a set of configuration parameters that is obtained by a cross-validation
procedure. In particular, the three considered ML methods for classification have been
evaluated on a set of cross-validation test data in terms of the accuracy score, in order to
obtain the best parameter configuration for the respective method. Note that the space
of configuration parameters of any of the considered ML algorithms for classification is
infinite, due to continuous parameter values and parameters with an unlimited degree
of freedom, respectively, as for instance, hidden layers in an ANN, number of neurons in
an ANN, depth of an RFC, number of DTs in a RFC. Hence, it is common to manually
define the parameter set of interest in order to enable a grid-search over the different
parameter configurations. The possible parameter configurations of the respective ML
classifier methods, considered in this work, are displayed in Table 4.1 in the sense that
the possible manually defined choices of the different parameters are given. Hence, the
full parameter space of a particular method is given by the Cartesian product of all
possible parameter choices of the respective method. It is important to remark that
the following parameters of the respective methods
• SVM transformation kernels: linear, polynomial, RBF
• RFC maximal depth: d = 5, d = 7, d = 10
• ANN neural function: Logistic function, tanh function, Rectified linear unit func-
tion
are excluded by the cross-validation procedure for the sake of illustrative purposes as
shown in the sequel of this section. In particular, C denotes the penalty parameter
of the SVM problem formulation depicted in Eq. (4.14) that controls the allowed mis-
classification in the SVM training procedure. The parameter dr denotes the degree
of the polynomial kernel function and γ denotes a damping factor of the exponential
RBF kernel function. In order to translate the original SVM formulation, that deals
with two classes only, into the multiclass scenario, there are two common strategies ac-
cording to [HL02]. The first decision strategy is denoted as one-vs-rest, where for each
class k ∈ {1, ..., Nc} a SVM is trained against all the other classes. On the other hand,
the one-vs-one decision strategy, which is also adopted in this work, trains a SVM for
each pair of classes {k, l} ∈ {1, ..., Nc} : l > k that separates the data corresponding
to class k from the data that corresponds to class l. During the training phase of the
RFC algorithm, at each node of any binary DT, the feature space is successively split
into subspaces with respect to a split criterion. The most prominent split criteria are
based on the concept of the Information Gain and the Gini-Index [Pal05] which have
been also considered in this thesis. In order to obtain a reasonable ANN architecture,
the corss-validation procedure has been applied to the proposal network topologies an
SVM linear kernel
C: {0.1, 0.4, 0.5, 0.7, 1, 1.5, 2}
decision strategy: {One-vs-One}
SVM polynomial kernel
C: {0.1, 0.4, 0.5, 0.7, 1, 1.5, 2}
decision strategy: {One-vs-One}
poly. degree dr: {3, 4, 5, 6}
SVM RBF kernel
C: {0.1, 0.4, 0.5, 0.7, 1, 1.5, 2}
decision strategy: {One-vs-One}
exp. damping factor γ: {0.5, 1, 2, 2.5, 2.75, 3, 3.25, 5, 7, 8, 9}
RFC
number of trees B: {100, 200, 500}
split criterion: {Information gain,Gini-Index}
ANN
architectures an: {(10), (20), (30), (10, 5), (10, 10), (15, 5), (20, 5), (30, 5),
(30, 5), (7, 7, 5), (6, 6, 4), (5, 5, 3), (4, 4, 2), (20, 5, 2), (10, 10, 5)}
Table 4.1. Set of considered parameter configurations of the cross-validation procedure
as depicted in Table 4.1. In particular, the tuples an are of different dimensions where
the n-th element of an specifies the number of neurons in hidden layer n of the ANN.
Consequently, given that an = (4, 4, 2) corresponding ANN is composed of three hidden
layers where the first hidden layer is composed of 4 neurons, the second hidden layer
is composed of 4 neurons and the third hidden layer has 2 neurons.
Based on the parameter configurations of interest depicted in Table 4.1, the cross-
validation procedure has yield the following parameterization of the considered meth-
ods:
• SVM linear kernel: {C : 1, decision strategy: One-vs-One}
• SVM poly. kernel: {C : 1, decision strategy: One-vs-One, dr : 3}
• SVM RBF kernel: {C : 1, decision strategy: One-vs-One, γ : 9}
• RFC d = 5: {B : 500, split criterion: Information Gain}
• RFC d = 7: {B : 500, split criterion: Information Gain}
• RFC d = 10: {B : 500, split criterion: Information Gain}
• logistic ANN: {an = (10, 10, 5)}
• tanh ANN: {an = (10, 10, 5)}
• ReLu ANN: {an = (10, 10, 5)}
SNR values [dB]: {0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50}
MC-runs per SNR: 200
smin: 0
smax: 1
Network size: |G| = 10
Table 4.2. Simulation setup for ML vs. GENIE “SNR”-MC simulation
Network Size: {10, 15, 20, 25, 30, 40, 50}




Table 4.3. Simulation setup for ML vs. GENIE “Network Size”-MC simulation
The SK/DK data for both types of MC simulations have been generated according
to the procedure described by steps 1 to 5 in Subsection 3.4.1 as well. Based on
the so generated MC data, the feature vectors x for both types of MC simulations
have been generated according to Eqs. (4.2) and (4.6), respectively. In Figures 4.3
to 4.8, the results of both types of MC simulations of the considered ML algorithms
are shown with respect to different parameterizations of the respective ML algorithms.
In particular, Figures 4.3 to 4.4 display the estimation performance in terms of the
accuracy score against the SNR and the network size, respectively, of multiclass SVMs
according to Section 4.2 with three different transformation kernels, i.e., a linear ker-
nel, a polynomial kernel and an exponential kernel denoted as “radial basis function
(RBF)”. As shown in Figure 4.3, in a range from 0 dB to 30 dB the considered SVMs
perform approximately equally well. However, above a SNR of 30 dB the SVMs using
a more complex kernel, i.e., the polynomial kernel and the RBF kernel, start showing
a consistently better estimation performance than the SVM utilizing a linear kernel.
Especially the SVM using the polynomial kernel outperforms the two other configura-
tions providing a better partitioning of the feature space with respect to the classes.
Nevertheless, each of the considered SVMs exhibits a good hierarchical relationship
class estimation performance that ranges at 50 dB from 75% accuracy in the case of a
linear kernel to 86% accuracy in the case of a polynomial kernel. As displayed in Fig-
ure 4.4, the three different SVM-kernel combinations perform differently well with the
network size increasing. Whereas the estimation performance of the multiclass SVM
using the RBF kernel stagnates with an increasing network size, the linearly and poly-
nomially kernelized multiclass SVMs show an increase in accuracy with the number of
genes in the network increasing. This observation stems from the fact that the feature
attributes in the statistical/coupling part of feature vector x, i.e., in xcoup according to
Eq. (4.6), become more expressive in the sense that certain patterns in xcoup reflect a
specific topology configuration/class coupling situation with a higher probability. In-
terestingly, the RBF kernelized multiclass SVM could not capitalize on that fact, hence
showing that the RBF kernel in a certain sense over-adapts to the specific data at hand
at the cost of a generalization of the data. In essence, the results in Figure 4.4 show
that the SVM configurations under study can be trained on small GI-networks/DAGs
while being able to estimate the hierarchical relationship classes for much larger DAGs.
Hence, in order to predict hierarchical relationship classes for large-scale DAGs it is
sufficient to train the SVMs on small DAGs which saves much computational power.
Furthermore, for the hierarchical relationship class learning problem, as well as for the
given parameter settings and the given feature vector design, the choice of the kernel
function substantially affects the estimation performance.
In Figures 4.5 to 4.6, the estimation performance of the RFC algorithm according to
Section 4.3 with three different parameter settings is displayed with respect of to the
accuracy score against the SNR and the network size, respectively. In particular, each
of the three trained RFCs is composed of B = 500 binary decision trees where the
DTs of the three different random forests are of depths d = 5, d = 7 and d = 10,
respectively. As shown in Figure 4.5, in a range from 0 dB to 30 dB the considered
RFCs perform approximately equally well. However, above a SNR of 30 dB the RFCs
using deeper DTs, i.e., DTs with depth d = 7 and depth d = 10, start showing a
consistently better estimation performance than the RFC built of DTs of depth d = 5
only. Note that the performane gap between the RFC with DTs of depth d = 5
and the RFC with DTs of depth d = 7 is consistently larger then the performance
gap between the RFC with DTs of depth d = 7 and the RFC with DTs of depth
d = 10, although the change in depth from d = 5 to d = 7 is smaller than the change
from d = 7 to d = 10. Hence, this indicates that an increase in DT depth beyond
d = 10 would not considerably increase the estimation performance of a RFC, i.e., the
performance of a RFC is close to saturation in terms of DT depth. In essence, each of
the considered RFCs performs considerably well in the high SNR regime in terms of
estimation accuracy with up to 95% accuracy shown by the RFC with DT depth d = 10.
As displayed in Figure 4.6, the RFCs of depths d = 5, d = 7 and d = 10, respetively,


























Figure 4.3. Accuracy score vs. SNR; Comparison of different SVM kernels; Polynomial:
dr : 3; RBF: γ = 9
perform approximately equally well with the network size increasing. Again, note that
the accuracy of the estimated hierarchical relationship classes is constantly increasing
with the networks size which stems from the same fact as explained regarding the SVM
results in Figure 4.4. Interestingly, the least complex model, i.e., the RFC with a depth
of d = 5, performs best. This observation has already been seen in Figure 4.4 where the
linear kernel performed best as well. Furthermore, the results in Figure 4.6 show that
the RFC configurations under study can be trained on small GI-networks/DAGs while
being able to estimate the hierarchical relationship classes for much larger DAGs. Thus,
in order to predict hierarchical relationship classes for large-scale DAGs it is sufficient
to train the RFCs on small DAGs which saves much computational power.
In Figures 4.7 to 4.8, the estimation performance of the ANN algorithm according to
Section 4.4 with three different parameter settings is displayed with respect of to the
accuracy score against the SNR and the network size, respectively. In particular, each
of the three trained ANNs is composed of 10 input nodes/neurons, a first hidden layer
of 10 nodes/neurons, a second hidden layer of 10 nodes/neurons, a third hidden layer
of 5 neurons and an output layer of 5 nodes/neurons, however, with different neural
functions fn(·), i.e., the logistic function, the rectified linear unit (Relu) function and
the hyperbolic tangent function.
























Figure 4.4. Accuracy score vs. network size; Comparison of different SVM kernels;
Polynomial: dr : 3; RBF: γ = 9
Displayed in Figure 4.7, the considered ANNs perform approximately equally well over
the SNR range of 0 dB to 25 dB. However, from SNRs above 25 dB the differently pa-
rameterized ANNs start exhibit a different performance. While the ANNs using a Relu
and hyperbolic tangent function, respectively, still perform comparably well, the ANN
utilizing a logistic neural function degrades in performance with respect to the other
considered ANN configurations. As displayed in Figure 4.8, the estimation performance
of the considered ANNs shows a non-decreasing trend with growing network size which
can be explaind with the same line of argument as before. In the high SNR regime,
the considered ANN classifiers show different performances with the ANN using a Relu
function as the neural function performs best. In an overall assessment, for the hierar-
chical relationship class learning problem, as well as for the given parameter settings
and the given feature vector design, the choice of the neural function does affect the es-
timation performance. Furthermore, it is sufficient again to train the considered ANNs
on small GI-networks in order to predict hierarchical relationship classes for large-scale
DAGs.
In Figures 4.9 to 4.10, the estimation performance in terms of the accuracy score
against the SNR and the network size, respectively, is displayed for the multiclass
SVM classifier according to Section 4.2 using a polynomial kernel, the RFC according























RFC: d = 5
RFC: d = 7
RFC: d = 10
Figure 4.5. Accuracy score vs. SNR; Comparison of RFCs of different DT depths;
Number of DTs per forest: B = 500
to Section 4.3 of DT depth d = 10 and forest size B = 500, and the ANN classifier
according to Section 4.4 with the same architecture as before (10 input neurons, first
hidden layer of 10 neurons, second hidden layer of 10 neurons, third hidden layer of 5
neurons and an output layer of 5 neurons) using the Relu function as the neural function
fn(·). Furthermore, in both figures the above described ML algorithms are compared
to the estimation performance of the proposed ILP based algorithms of Section 3.1 and
Section 3.2, respectively.
As shown in Figure 4.9, in the low SNR regime the considered ML algorithms perform
better than the proposed ILP algorithms showing a more robust hierarchical relation-
ship class learning performance in the low SNR regime. However, above a SNR of
10 dB the GENIE algorithm performs constantly better than the considered ML algo-
rithms exhibiting almost 100% estimation accuracy at a SNR of 50%. Furthermore,
in this SNR range the proposed GI-GENIE algorithm clearly outperforms the other
methods displaying an excellent estimation performance. In a SNR range from 0 dB
to 25 dB, the considered ML algorithms perform approximately equally well. However,
above a SNR of 25 dB and the given parameter configurations, the RFC algorithm
performs better than the multiclass SVM classifier and the ANN classifier approaching
the accuracy performance of the GENIE method. Displayed in Figure 4.10, with an





















RFC: d = 5
RFC: d = 7
RFC: d = 10
Figure 4.6. Accuracy score vs. network size; Comparison of RFCs of different DT
depths; Number of DTs per forest: B = 500
increase in GI-network size the learning accuracy increases which can be explaind with
the same line of argument as before. Not using the feature vectors but the raw SK/DK
data instead, the GENIE algorithm shows no such trend which is the same for the GI-
GENIE algorithm. Furthermore, the GENIE and the GI-GENIE algorithms are only
able to learn the hierarchical relationship class representation of DAGs which have at
most 25 and 15 genes, respectively. It is important to remark that above a DAG size
of more than 25 genes the GENIE algorithm could not solve one instance of problem
(3.5) within the set time limit that was one hour. Moreover, the GI-GENIE algorithm
was unable to solve a single instance of (3.23) within this particular time limit for
DAGs of more than 15 genes. The ILP based algorithms’ inability to find a topology
reconstruction for DAGs larger than 15 and 25 genes, respectively, is indicated by an
accuracy score of 0%.
This observation reflects the combinatorial nature of the ILP problems in (3.5) and
(3.23), respectively, and showcases the weak scalability of this algorithms. In essence,
the presented results in Figures 4.9 to 4.10 demonstrate that the considered ML algo-
rithms with the mentioned parameter configurations and the proposed feature vector
design in Section 4.1 provide a good tradeoff between learning accuracy and scalability
in terms of genes under study.


























Figure 4.7. Accuracy score vs. SNR; Comparison of ANN classifiers of different neural
functions fn(·)
























Figure 4.8. Accuracy score vs. network size; Comparison of ANN classifiers of different
neural functions fn(·)


























Figure 4.9. Accuracy score vs. SNR; GENIE vs. ML algorithms; SVM: poly. Kernel:
dr = 3; RFC: depth d = 10, DT number B = 500; ANN: Relu neural function; λd = 10,
λc = 1, λp = 0.85


























Figure 4.10. Accuracy score vs. network size; GENIE vs. ML algorithms; SVM: poly.
Kernel: dr = 3; RFC: depth d = 10, DT number B = 500; ANN: Relu neural function;
λd = 10, λc = 1, λp = 0.85
4.5.2 Direct DAG Topology Learning
In this subssection, the considered ML algorithms are compared to the GI-GENIE
algorithm with respect to their DAG topology learning performance in terms of Ped
and Pmis according to Eqs. (3.38) and (3.39), respectively.
The ML algorithms are trained based on training set T . In particular, the set of
training data T = {xt, yt}Trt=1 has been generated according to Subsection 4.1.2 where
the feature vectors xt have been computed based on synthetic SK/DK data that has
been generated according to steps 1 to 5 of the procedure described in Subsection 3.4.1.
Following the same line of argument of Subsection 4.5.1, the training set T essentially
aggregates the data of 104 equally sized DAGs of different data quality regimes, i.e.,
the SNRs are different in general. The size of the DAGs is fixed to 10 genes which
yields a total number of Tr = 45 × 104 training samples {xt, yt}. Following a cross-
validation procedure, the parameterization of the considered methods in the case of
direct DAG topology learning is identical to the one depicted in Subsection 4.5.1. This
observation stems from the fact that the feature vector designs of Subsection 4.1.1 and
Subsection 4.1.2, respectively, i.e., the hierarchical relationship class learning design
approach and the direct DAG topology learning approach, share the first five feature
attributes.
y = 0 y = 1 y = 2
emp. Pr. 75% 12% 13%
Table 4.4. Empirical probability of class labels y according to Eq. (4.12) to occur in
training set T
In Table 4.4, the empirical distribution of class labels y according to Eq. (4.12) in the
training set T is displayed, where y = 0 denotes the case that no edge exists between
the considered two genes and y = 1/y = 2, respectively, indicate the presence of an edge
between the considered two genes with orientation specified according to Eq. (4.12).
Note that the predominance of class label y = 0 originates from the fact that most
DAGs are rather sparse in terms of their number of edges.
In a similar fashion as in Subsection 4.5.1, the performance of the algorithms is eval-
uated in terms of Ped and Pmis, respectively, where two types of MC simulations are
conducted, i.e., the considered algorithms are evaluated in terms of Ped and Pmis versus
a varying SNR and a varying network size, respectively. With the same line of argument
as used in Subsection 4.5.1, the number of MC-runs is set to 200 per SNR/network
size sample. In order to compare the GI-GENIE algorithm to the considered ML algo-
rithms, the parameter settings in the case of the “SNR”-MC simulations are identical to
the ones in Subsection 4.5.1 whereas the parameter settings in the case of the “Network
Size”-MC simulations slightly differ in the considered DAG sizes. For better reference,
the parameter configurations of both types of MC simulations are displayed below in
Tables 4.5.2 and 4.5.2.
SNR values [dB]: {0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50}
MC-runs per SNR: 200
smin: 0
smax: 1
Network size: |G| = 10
Table 4.5. Simulation setup for ML vs. GI-GENIE “SNR”-MC simulation
Network Size: {6, 7, 8, 9, 10, 12, 15, 20}




Table 4.6. Simulation setup for ML vs. GI-GENIE “Network Size”-MC simulation
In Figures 4.11 to 4.12 and 4.13 to 4.14, the “SNR”-MC simulation and the “Network
Size”-MC simulation, respectively, are shown in terms of Ped and Pmis with respect to
three multiclass SVMs according to Section 4.2 with different transformation kernels,
i.e., linear kernel, a polynomial kernel and an exponential kernel denoted as “radial
basis function (RBF)”.
In Figure 4.11, the percentage of erroneously detected edges in the sense of Ped ac-
cording to Eq. (3.38) is displayed. In the low SNR regime, i.e., between a SNR of
0 dB to 20 dB, the performance of the differently kernelized multiclass SVMs is differ-
ing considerably. While the multiclass SVM using a polynomial kernel shows a solid
performance in terms of Ped, the two other kernelized multiclass SVMs perform worse.
In the high SNR regime, i.e., upwards a SNR of 20 dB, the tide is turning with the
polynomially kernelized multiclass SVM now exhibiting the worst performance. How-
ever, in this SNR region the performance gap is not substantial and the performance
of the considered multiclass SVMs is in a low error range of 7% to 14% with respect
to Ped. In Figure 4.12, the percentage of missing edges in the sense of Pmis according
to Eq. (3.39) is displayed versus the SNR. Although the error Pmis is constantly de-
creasing for all of the considered multiclass SVMs, the performance gap between the
considered methods is enormous, especially in the high SNR region. In particular, Pmis
is constantly decreasing for the polynomially kernelized multiclass SVM reaching an
error rate in terms of Pmis of 40% at SNR 50 dB. However, the two other multiclass
SVM configurations perform considerably better showing a low error rate in terms of
Pmis of 15% and 8%, respectively.
Turning towards Figure 4.13, the performance of the considered multiclass SVM con-
figurations in terms of Ped against the network size is displayed at 30 dB SNR. Over the
entire range of considered network sizes, the considered multiclass SVMs show com-
parable error rates Ped, especially for networks of more than 12 genes. For networks
consisting of 20 genes, the error rates Ped of the considered methods are quite low and
situated between 12% and 8% Ped. Displayed in Figure 4.14, the error in terms of
missing edges according to Pmis against the network size considerably differs among
the different multiclass SVMs. The multiclass SVMs using a linear and RBF kernel,
respectively, show a performance gap of roughly 10% Pmis over the entire range of net-
work sizes. On the contrary, the multiclass SVM using a polynomial kernel exhibits a
high error rate Pmis of 47% at a network size of 6 genes which increases up to an error
of almost 60% Pmis for networks with 20 genes. Thus, the performance gap between the
multiclass SVM using a polynomial kernel and the other multiclass SVM configurations
is enormous.
In essence, the multiclass SVMs using a linear and RBF kernel, respectively, show a
strong performance in terms of Ped and Pmis with respect to SNR and network size
variations. Although trained on smaller networks, the good estimation performance
also translates to larger networks of 12 genes and more which saves a lot of computation
costs during the training phase. Overall, both multiclass SVM configurations provide a
good tradeoff between topology learning performance and scalability. On the contrary,
the multiclass SVM using a polynomial kernel fails in providing an acceptable topology
learning error in terms of Pmis for both types of MC simulations. Thus, the choice of
the kernel function is of great significance for the multiclass SVM.
In Figures 4.15 to 4.16 and 4.17 to 4.18, the “SNR”-MC simulation and the “Network
Size”-MC simulation, respectively, are shown in terms of Ped and Pmis with respect
to three differently parameterized RFCs according to Section 4.3. In particular, each
RFC consists of B = 500 binary DTs all of maximum depth d = 5, d = 7 and d = 10,
respectively.
In Figure 4.15, the percentage of erroneously detected edges in the sense of Ped ac-
cording to Eq. (3.38) is displayed against the SNR. Over the entire SNR range, the
error Ped is very low for all considered RFC configurations. Especially in the high SNR






























Figure 4.11. Ped vs. SNR; Comparison of different SVM kernels; Polynomial: dr : 3;
RBF: γ = 9
regime, the error in terms of Ped tends to zero. Figure 4.16 displayes the error in terms
of Pmis of the considered RFCs against the SNR. Starting from a high error Pmis in
the low SNR regime, the considered RFCs show a constantly decreasing error rate Pmis
with the SNR increasing. At the SNRs, the error rates Pmis are situated between 22%
and 12%. Furthermore, the considered RFCs performance in terms of Ped and Pmis,
respectively, against the SNR is close.
In Figure 4.17, the performance of the considered RFC configurations in terms of Ped
against the network size is displayed at 30 dB SNR. Over the entire range of considered
network sizes, the RFC configurations under study show comparable error rates Ped
which are remarkably low and roughly 4% only. The rate of normalized missing edges,
i.e., Pmis, for all considered RFCs against the network size is displayed in Figure 4.18.
Here, the difference in performance is obvious where the RFC with the largest depth,
i.e., d = 10, performs best. Note that the RFCs’ performance in terms of Pmis is much
worse than their performance in terms of Ped. Furthermore, Pmis increases with the
network size increasing.
In essence, all considered RFC configurations perform well in terms of Ped and Pmis,
respectively, against a varying SNR and a changing network size, respectively. The































Figure 4.12. Pmis vs. SNR; Comparison of different SVM kernels; Polynomial: dr : 3;
RBF: γ = 9
difference in overall performance, with respect to the choice of the binary DT depth
d, is not substantial. Although trained on smaller networks, the good estimation
performance also translates to larger networks of 12 genes and more which saves a
lot of computation costs during the training phase. In summary, the considered RFC
configurations provide a good tradeoff between topology learning performance and
scalability.
In Figures 4.19 to 4.20 and 4.21 to 4.22, the “SNR”-MC simulation and the “Net-
work Size”-MC simulation, respectively, are shown in terms of Ped and Pmis with re-
spect to three ANNs according to Section 4.4 with different neural functions fn(·),
i.e., the logistic function, Relu function and the hyberbolic tangent function, respec-
tively. Furthermore, each ANN is of the same network architecture that consists of
10 input nodes/neurons, a first hidden layer of 10 nodes/neurons, a second hidden
layer of 10 nodes/neurons, a third hidden layer of 5 neurons and an output layer of 5
nodes/neurons.
In Figure 4.19, the percentage of erroneously detected edges according to Ped described
in Eq. (3.38) is displayed against the SNR. Over the entire SNR range, the error
performance of the considered ANN configurations in terms of Ped is very close to each






























Figure 4.13. Ped vs. network size; Comparison of different SVM kernels; Polynomial:
dr : 3; RBF: γ = 9































Figure 4.14. Pmis vs. network size; Comparison of different SVM kernels; Polynomial:
dr : 3; RBF: γ = 9



























RFC: d = 5
RFC: d = 7
RFC: d = 10
Figure 4.15. Ped vs. SNR; Comparison of different RFC depths; B = 500




























RFC: d = 5
RFC: d = 7
RFC: d = 10
Figure 4.16. Pmis vs. SNR; Comparison of different RFC depths; B = 500



























RFC: d = 5
RFC: d = 7
RFC: d = 10
Figure 4.17. Ped vs. network size; Comparison of different RFC depths; B = 500




























RFC: d = 5
RFC: d = 7
RFC: d = 10
Figure 4.18. Pmis vs. network size; Comparison of different RFC depths; B = 500
other, converging to an error Ped of almost zero in the high SNR regime. Figure 4.20
displayes the error in terms of Pmis of the considered ANNs against the SNR. Starting
from a high error Pmis in the low SNR region, the considered ANNs show a constantly
decreasing error rate Pmis with the SNR increasing. Moreover, at SNRs above 40 dB,
the error rates Pmis of the considered ANN configurations are situated between 3% and
5%, respectively, which depicts a remarkably good performance.
In Figure 4.21, the performance of the considered ANN configurations in terms of Ped
against the network size is displayed at 30 dB SNR. Over the entire range of consid-
ered network sizes, the ANN configurations under study show comparable error rates
Ped which are remarkably low and roughly 5% only. The rate of normalized missing
edges Pmis displayed in Figure 4.22 shows again that the considered ANN configura-
tions perfrom approximately equally well over the entire range of network sizes with a
substantially low error Pmis of around 5%.
Essentially, all considered ANN configurations perform well in terms of Ped and Pmis,
respectively, against a varying SNR and a changing network size, respectively. Fur-
thermore, the difference in overall performance, with respect to the choice of the neural
function fn(·), is neglectable. Identically to the multiclass SVMs and the RFCs, the
considered ANNs are trained on smaller networks only, but they are still able to trans-
late the good estimation performance to larger networks of 12 genes and more saving
a lot of computational costs during the training phase. Moreover, the considered ANN
configurations yield a very good tradeoff between network topology learning perfor-
mance and scalability.
It is an interesting observation that all considered ML algorithms show a substantially
low error in terms of erroneously estimated edges, i.e., Ped, for both types of MC
simulations. However, this can be explained by considering the implications of the
empirical distribution of the labels y according to Table 4.4. Loosely speaking, during
the training procedures the considered ML classifiers are adapted to the training set
T in the sense that their parameters are determined to map as many feature vectors
x ∈ T as possible to their correct labels y. Hence, the considered ML classifiers are
only well trained if feature vectors corresponding to class y = 0, i.e., “no edge present”,
are correctly mapped to this class label, due to the heavy dominance of class y = 0
in the data. In other words, the considered ML algorithms predominantly learned to
reliably identify the case when no edge is present. Consequently, this leads to the
described strong performance in terms of Ped.
Finally, in Figures 4.23 to 4.24 and 4.25 to 4.26, the multiclass SVM with a RBF ker-
nel, the RFC with B = 500 binary DTs of maximal depth d = 10 as well as the ANN






























Figure 4.19. Ped vs. SNR; ANN comparison using different neural functions































Figure 4.20. Pmis vs. SNR; ANN comparison using different neural functions






























Figure 4.21. Ped vs. network size; ANN comparison using different neural functions































Figure 4.22. Pmis vs. network size; ANN comparison using different neural functions
classifier with a logistic neural function are compared to the proposed GENIE and
GI-GENIE algorithms for both types of MC simulations. In particular, in Figures 4.23
to 4.24 the considered ML algorithms are compared to the GENIE/GI-GENIE algo-
rithms in terms of Ped versus the SNR. In the low SNR regime, the considered ML
classifiers outperform the GENIE/GI-GENIE algorithms. However, for SNRs above
30 dB the GI-GENIE algorithm outperforms all competing methods. Interestingly, the
GENIE algorithm shows an inferior performance over almost the entire SNR region.
Figures 4.25 to 4.26 show the considered algorithms’ performance in terms of Pmis
against the SNR. Here, the GI-GENIE algorithm outperforms the other methods over
the entire range of SNR. In this case, the GENIE algorithm shows a solid performance
being superior to the considered ML classifiers in the low and high SNR region.
In Figures 4.25 to 4.26, the considered algorithms are compared in terms of Ped and
Pmis with respect to a changing network size. As depicted in Figure 4.25, all considered
methods show a trend of an increasing error Ped with the network size increasing.
Interestingly, the error Ped almost doubles in the case of the GENIE algorithm, whereas
the remaining methods only exhibit a moderate error increase. Note that above a DAG
size of more than 15 genes the GI-GENIE algorithm could not solve one instance of
problem (3.23) within the set time limit that was one hour. Hence, for such networks
the GI-GENIE’s performance in terms of Ped has been set to 1 in order to indicate that
the considered problem instance could not be solved. Turning towards Figure 4.26, all
considered methods show a trend of a slightly increasing error Pmis. Note again that
the GI-GENIE algorithm has not been able to solve one problem instance of (3.23) for
DAGs bigger than 15 genes within the set time limit, indicated by an error in terms of
Pmis of 1.
Despite the ML algorithms’ considerable performance in terms of Ped and Pmis, respec-
tively, against the SNR and a changing network size, they cannot guarantee that their
estimated DAG topologies fulfill the structure requirements according to [BJW+10]
as discussed in Section 2.2 which is a major shortcoming of those off-the-shelf ML
classifiers.
































Figure 4.23. Ped vs. SNR; GENIE/GI-GENIE vs. ML algorithms; SVM: RBF Kernel:
γ = 9; RFC: depth d = 10, DT number B = 500; ANN: logistic neural function;
λd = 10, λc = 1, λp = 0.85

































Figure 4.24. Pmis vs. SNR; GENIE/GI-GENIE vs. ML algorithms; SVM: RBF Kernel:
γ = 9; RFC: depth d = 10, DT number B = 500; ANN: logistic neural function;
λd = 10, λc = 1, λp = 0.85
































Figure 4.25. Ped vs. Network Size; GENIE/GI-GENIE vs. ML algorithms; SVM:
RBF Kernel: γ = 9; RFC: depth d = 10, DT number B = 500; ANN: logistic neural
function; λd = 10, λc = 1, λp = 0.85
centering

































Figure 4.26. Pmis vs. Network Size; GENIE/GI-GENIE vs. ML algorithms; SVM:
RBF Kernel: γ = 9; RFC: depth d = 10, DT number B = 500; ANN: logistic neural
function; λd = 10, λc = 1, λp = 0.85
4.6 Summary
In this chapter, selected ML algorithms for multi-categorial classification have been
presented in order to learn GI-networks in their hierarchical relationship class repre-
sentation as well as in their graph representation, respectively.
In Section 4.1, two different feature engineering approaches for DAG learning are pre-
sented. The first feature vector design approach is dedicated to learning DAGs in their
hierarchical relationship class representation, whereas the second feature vector design
approach aims at directly learning DAG topologies in graph domain.
Furthermore, in Section 4.2 to Section 4.4 the considered ML classifiers are briefly
presented that are the multiclass SVM, the RFC as well as the ANN.
In Section 4.5, the performance of the considered ML classifiers is evaluated and com-
pared to the ILP formulation based algorithms, i.e., the GENIE and the GI-GENIE
algorithm, in terms of two types of MC simulations on synthetic data. In the first
type of MC simulations, the algorithms’ performance is evaluated against a changing
SNR with a fixed considered network size. On the contrary, in the second type of MC
simulations the algorithms’ performance is evaluated against a changing network size
with a fixed SNR.
In particular, in Subsection 4.5.1 the considered ML classifiers are utilized to learn the
DAGs in their hierarchical relationship class representation based on the feature vector
design proposed in Subsection 4.1.1. The performance measure used in both cases of
MC simulation types is the accuracy score. Different parameterizations of the consid-
ered ML classifiers are investigated in order to evaluate their impact on the estimation
performance. Furthermore, the proposed GENIE/GI-GENIE algorithms are compared
to the considered ML classifiers in terms of hierarchical class learning performance.
In essence, the considered ML classifiers using the feature design according to Sub-
section 4.1.1 provide a good tradeoff between hierarchical relationship class learning
accuracy and applicability to large-scale networks. However, it is worth mentioning
that the presented ML classifiers cannot ensure that their respective sets of estimated
hierarchical relationship classes encode a GI-network of the desired structure under the
terms of [BJW+10].
In Subsection 4.5.2 the considered ML classifiers are utilized to learn the GI-network
topology in graph domain based on the proposed feature design of Subsection 4.1.2.
The metrics used in both cases of MC simulation types to evaluate the topology learn-
ing performance are Ped according to Eq. (3.38) and Pmis according to Eq. (3.39),
respectively. Again, different parameter choices for the considered ML classifiers are
investigated to evaluate their impact on the estimation performance. Finally, the pro-
posed GENIE/GI-GENIE algorithms are compared to the considered ML classifiers in
terms of Ped and Pmis for both types of MC simulations. The ML classifiers’ perfor-
mance in terms of Ped and Pmis for both types of MC simulations is remarkably well.
Again, it is important to note that none of the considered ML classifiers can guarantee
that their estimates are of the desired DAG topology. Nevertheless, the considered ML





In this dissertation, several graph learning algorithms, especially customized for es-
timating GI-networks of a desired structure, are proposed. The methods proposed
throughout this thesis can be essentially divided into the following two types: first,
ILP based graph learning algorithms and secondly, general off-the-shelf ML algorithms.
In particular, the proposed ILP based graph learning algorithms directly incorporate
the regularities of the considered biological data model into the learning procedure.
Furthermore, this data model incorporation provides certain structure guarantees with
respect to the learned GI-network topology. On the contrary, the proposed graph
learning methods, which are based on off-the-shelf ML techniques, do not intrinsically
incorporate the system knowledge of the considered biological data model and hence,
cannot provide any guarantee that the learned GI-network is always of the desired
structure.
One of the major contributions of this work is the proposed GENIE algorithm that
makes use of SK and DK data. As an ILP formulation based method, it is able
to model the complex dependencies, which arise from the considered biological data
model, in order to enhance the topology learning performance and to guarantee the
desired network structure. The second proposed ILP formulation based method is the
GI-GENIE algorithm. As an extension to the proposed GENIE method, the GI-GENIE
algorithm adresses one significant shortcoming of the GENIE algorithm, that is the use
of a single data type only, by incorporating multiple data types into the graph learning
procedure. Due to their combinatorial nature, the proposed GENIE algorithm as well
as the proposed GI-GENIE algorithm, respectively, suffer from a limited capability of
learning large scale GI-networks. To overcome this deficit, the SEQSCA method is
developed and serves as a broader framework for any type of graph learning method
that is dedicated to the special structure of the considered GI-networks. It is worth
mentioning that the interaction network learned by the SEQSCA algorithm is not of
the originally desired GI-network structure, but of a different nature instead.
In order to assess the performance of the proposed ILP formulation based methods,
they are compared to a heuristic algorithm based on a customized variant of the well
known AIS method that is also cabable of ensuring the desired structure of the GI-
network estimates. For this purpose, MC simulations on synthetic data have been
conducted. Furthermore, the proposed ILP formulation based methods, along with the
mentioned benchmark method, are applied to a large scale set of real data by means
of the SEQSCA algorithm. The following observations are worth mentioning:
• In the case of the conducted MC simulations, the considered variant of the AIS
method shows robust estimation results in the noisy data regime, however it is
clearly outperformed by the proposed ILP formulation based algorithms over the
entire range of considered SNR scenarios.
• The presented real data results of the ILP formulation based algorithms and
the considered AIS method demonstrate that the GENIE/GI-GENIE methods
are superior to the considered AIS variant in terms of the mentioned important
biological aspects.
As the proposed ILP formulation based algorithms naturally scale badly with the net-
work size, well known off-the-shelf ML algorithms for classification are trained with two
different types of feature vector designs, respectively, in order to learn GI-networks of
the desired structure. In particular, the considered ML classifiers, including the multi-
class SVM, the RFC and the ANN, are trained on data according to the first feature
design that aims at estimating GI-networks in the domain of the hierarchical rela-
tionship classes. In addition to that, the considered ML classifiers are also trained
with respect to the second feature design which aims at estimating the GI-networks in
terms of their sets of directed edges, i.e., to directly estimate the GI-network topology.
For both feature designs, the investigated standard ML classifiers are compared to the
GENIE/GI-GENIE methods by MC simulations against the SNR and the network size,
respectively. The following observations are made:
• In the case of the first feature design approach, the considered ML classifiers
exhibit a good estimation accuracy in the SNR MC simulations, though they are
clearyl inferior to the proposed ILP formulation based algorithms. In the network
size MC simulations, the proposed ILP based algorithms show their limitations in
terms of applicability to large networks, whereas the considered ML algorithms
are able to manage large network sizes well. In essence, the considered ML
algorithms provide a good tradeoff between estimation quality and scalability in
terms of the network size.
• In the case of the second feature design approach, the same observations as for
the first feature design approach can be made. For the second feature design
approach, the considered ML classifiers perform fairly well in both types of MC
simulations, partly outperforming the proposed GENIE algorithm. Hence, the
considered ML algorithms provide a good tradeoff between estimation quality
and scalability in terms of the network size.
• However, it is worth to mention that the considered ML classifiers cannot guar-
antee the desired structure of the GI-networks in the estimates which is a major
shortcoming of those methods.
Several interesting directions are envisioned in order to extend the ideas presented in
this thesis. A selection of those is listed below:
• The impact of the weighting parameters in the GI-GENIE problem for the es-
timation outcome is considerable. Therefore, a promising direction to enhance
the GI-GENIE’s estimation performance is to device new strategies of selecting
those parameter.
• As illustrated in detail throughout this work, the proposed ILP formulation based
algorithms can hardly be applied to estimate large scale GI-networks due to their
combinatorial nature. Research could be carried out in order to reformulate
the GENIE/GI-GENIE problems in a computationally more tractable fashion to
make the GENIE/GI-GENIE algorithms applicable to large networks. A possi-
ble direction is to reformulate the ILPs as linear programs and attach a post-
processing procedure to meet the original requirements.
• Although performing well in terms of estimation quality and scalability with
respect to the network size, the considered ML classifiers cannot ensure that their
estimates are of the desired GI-network structure. A post-processing procedure




The Lemma is proofed by contradiction.
Assume, that by applying an appropriate ordering procedure, the reconstruction Dˆ of
D based on Ω0 does not fulfill DAG-family-equivalence, i.e., Dˆ /∈ FΩ0 . In this case,
Ω(Dˆ) 6= Ω0. However, this states a contradiction, since Dˆ has been derived from Ω0.
Hence, Dˆ ∈ FΩ0 must be true.




α1,j,l + α2,j,l ≥ α1,i,j + α1,i,l − 1 (A.1a)
α2,j,l ≥ α1,i,j + α2,i,l − 1 (A.1b)
α2,j,l + α3,j,l + α5,j,l ≥ α1,i,j + α3,i,l − 1 (A.1c)
α2,j,l + α4,j,l ≥ α1,i,j + α4,i,l − 1 (A.1d)
α5,j,l + α2,j,l ≥ α1,i,j + α5,i,l − 1 (A.1e)}
∀i, j, l ∈ G : l > j > i
L2 =
{
α1,j,l ≥ α2,i,j + α1,i,l − 1 (A.2a)
α3,j,l ≥ α2,i,j + α3,i,l − 1 (A.2b)
α4,j,l ≥ α2,i,j + α4,i,l − 1 (A.2c)
α3,j,l + α5,j,l ≥ α2,i,j + α5,i,l − 1 (A.2d)}
∀{i, j, l} ∈ GD : l > j > i
L3 =
{
α1,j,l + α3,j,l + α4,j,l ≥ α3,i,j + α1,i,l + α4,i,l − 1 (A.3a)
α3,j,l ≥ α3,i,j + α2,i,l − 1 (A.3b)
α3,j,l + α5,j,l ≥ α3,i,j + α5,i,l − 1 (A.3c)}
∀{i, j, l} ∈ GD : l > j > i
L4 =
{
α1,j,l + α5,j,l ≥ α4,i,j + α1,i,l − 1 (A.4a)
α5,j,l ≥ α4,i,j + α2,i,l − 1 (A.4b)
α2,j,l + α3,j,l + α5,j,l ≥ α4,i,j + α3,i,l − 1 (A.4c)
α5,j,l ≥ α4,i,j + α5,i,l − 1 (A.4d)}
∀{i, j, l} ∈ GD : l > j > i
L5 =
{
α1,j,l + α4,j,l ≥ α5,i,j + α1,i,l − 1 (A.5a)
α3,j,l + α4,j,l ≥ α5,i,j + α2,i,l + α3,i,l − 1 (A.5b)
α4,j,l ≥ α5,i,j + α4,i,l − 1 (A.5c)}
∀{i, j, l} ∈ GD : l > j > i




1− βi,j ≥ α1,i,j + α1,i,l + α2,j,l − 2 (A.6a)
1
2
(α1,i,l + α2,j,l) ≥ α1,i,j − zl,i,j (A.6b)
1− βi,j + qi,j ≥ α4,i,j + α1,i,l + α4,i,l + α2,j,l + α5,j,l − 2 (A.6c)
1
2
(α1,i,l + α4,i,l + α2,j,l + α5,j,l) ≥ α4,i,j − zl,i,j − qi,j (A.6d)
2− βi,j − qi,j ≥ α4,i,j + α1,i,l + α2,j,l + α5,j,l − 2 (A.6e)
1
2
(α1,i,l + α2,j,l + α5,j,l) ≥ α4,i,j − zl,i,j − 1 + qi,j (A.6f)
1− βi,j ≥ α2,i,j + α2,i,l + α1,j,l − 2
1
2
(α2,i,l + α1,j,l) ≥ α2,i,j − zl,i,j (A.6g)
1− βi,j + qi,j ≥ α5,i,j + α2,i,l + α5,i,l + α1,j,l + α4,j,l − 2
1
2
(α2,i,l + α5,i,l + α1,j,l + α4,j,l) ≥ α5,i,j − zl,i,j − qi,j (A.6h)
2− βi,j − qi,j ≥ α5,i,j + α2,i,l + α5,i,l + α1,j,l − 2
1
2
(α2,i,l + α1,j,l + α5,i,l) ≥ α5,i,j − zl,i,j − 1 + qi,j (A.6i)}
∀{i, j, l} ∈ G : l > j > i
Lc,2 =
{
1− βi,j ≥ α1,i,j + α2,l,i + α1,l,j − 2 (A.7a)
1
2
(α2,l,i + α1,l,j) ≥ α1,i,j − zl,i,j (A.7b)
1− βi,j + qi,j ≥ α4,i,j + α2,l,i + α5,l,i + α1,l,j + α4,l,j − 2 (A.7c)
1
2
(α2,l,i + α5,l,i + α1,l,j + α4,l,j) ≥ α4,i,j − zl,i,j − qi,j (A.7d)
2− βi,j − qi,j ≥ α4,i,j + α2,l,i + α1,l,j + α4,l,j − 2 (A.7e)
1
2
(α2,l,i + α1,l,j + α4,l,j) ≥ α4,i,j − zl,i,j − 1 + qi,j (A.7f)
1− βi,j ≥ α2,i,j + α1,l,i + α2,l,j − 2
1
2
(α1,l,i + α2,l,j) ≥ α2,i,j − zl,i,j (A.7g)
1− βi,j + qi,j ≥ α5,i,j + α1,l,i + α4,l,i + α2,l,j + α5,l,j − 2
1
2
(α1,l,i + α4,l,i + α2,l,j + α5,l,j) ≥ α5,i,j − zl,i,j − qi,j (A.7h)
2− βi,j − qi,j ≥ α5,i,j + α1,l,i + α4,l,i + α2,l,j − 2
1
2
(α1,l,i + α4,l,i + α2,l,j) ≥ α5,i,j − zl,i,j − 1 + qi,j (A.7i)}
∀{i, j, l} ∈ G : j > i > l
Lc,3 =
{
1− βi,j ≥ α1,i,j + α1,i,l + α1,l,j − 2 (A.8a)
1
2
(α1,i,l + α1,l,j) ≥ α1,i,j − zl,i,j (A.8b)
1− βi,j + qi,j ≥ α4,i,j + α1,i,l + α4,i,l + α1,l,j + α4,l,j − 2 (A.8c)
1
2
(α1,i,l + α4,i,l + α1,l,j + α4,l,j) ≥ α4,i,j − zl,i,j − qi,j (A.8d)
2− βi,j − qi,j ≥ α4,i,j + α1,i,l + α1,l,j + α4,l,j − 2 (A.8e)
1
2
(α1,i,l + α1,l,j + α4,l,j) ≥ α4,i,j − zl,i,j − 1 + qi,j (A.8f)
1− βi,j ≥ α2,i,j + α2,i,l + α2,l,j − 2
1
2
(α2,i,l + α2,l,j) ≥ α2,i,j − zl,i,j (A.8g)
1− βi,j + qi,j ≥ α5,i,j + α2,i,l + α5,i,l + α2,l,j + α5,l,j − 2
1
2
(α2,i,l + α5,i,l + α2,l,j + α5,l,j) ≥ α5,i,j − zl,i,j − qi,j (A.8h)
2− βi,j − qi,j ≥ α5,i,j + α2,i,l + α5,i,l + α2,l,j − 2
1
2
(α2,i,l + α5,i,l + α2,l,j) ≥ α5,i,j − zl,i,j − 1 + qi,j (A.8i)}





DSS Decision Support Systems
GSP Graph Signal Processing
PPI Protein-Protein Interaction
GI Genetic Interaction
PDF Probability Densitiy Function
PDFs Probability Densitiy Functions
CI Conditional Independence
DAG Directed Acyclic Graph
MRF Markov Random Field
GRF Gaussian Random Field
TSP Traveling Salesman Problem
MTSP Multiple Traveling Salesmen Problem
SVM Support Vector Machine










GI-GENIE GI-profile data extended Genetic-Interactions-Detector








GSO Graph Shift Operator
LS Least-Squares
SDP Semidefinites Program
ADMM Alternating Direction Method of Multipliers
SEM Structural Equation Model





A graph of general topology
ai node i of graph with general topology
aj node j of graph with general topology
EA set of edges of graph with general topology
VA set of vertices of graph with general topology
P a general path in a graph
GI GI-network for general biological system model
EGI set of edges/interactions among the genes for general bio-
logical system model
VGI set of genes of a GI-network for a general biological system
model
D GI-network/DAG according to the biological system model
of [BJW+10]
D space of all possible DAGs under the terms of [BJW+10]
ED set of interactions of a GI-network/DAG according to
[BJW+10]
VD set of nodes/vertices of a GI-network/DAG according to
[BJW+10]
G set of genes under study
G number of genes under study
R reporter level of a DAG according to [BJW+10]
R(i) SK of gene i
R(i, j) DK of genes i, j
ρ(i, j) GI-profile measurement for gene pair i, j
K set of hierarchical relationship classes of [BJW+10]
µk(i, j) expected DK phenotype of gene pair i, j being in class k
P iτ path τ from gene i to the reporter node in a DAG according
to [BJW+10]
P jκ path κ from gene j to the reporter node in a DAG according
to [BJW+10]
P lζ path ζ from gene l to the reporter node in a DAG according
to [BJW+10]
Pi set of all paths from gene i to the reporter node in a DAG
according to [BJW+10]
Pj set of all paths from gene j to the reporter node in a DAG
according to [BJW+10]
Pl set of all paths from gene l to the reporter node in a DAG
according to [BJW+10]
Ω(D) representation of DAG D in the domain of hierarchical re-
lationship classes of [BJW+10]
ω(i, j) class indicator coefficient of gene pair i, j
FΩ0 family/collection of all DAGs that are represented by Ω0
in the domain of hierarchical relationship classes
sk(i, j) score to measure the mismatch to the model of [BJW
+10]
for the case that gene pair i, j is classified to class k
αk,i,j class selection variable for class k of gene pair i, j
AD representation of DAG D in the domain of class selection
variables
L set of logical class coupling constraints
Lk subset of logical class coupling constraints assuming that
αk,i,j = 1
αG,k,i,j GENIE estimate of the true class selection variables αk,i,j
AG GENIE estimate of the true collection of class selection
variables AD of DAG D
ΩG GENIE estimate of the true class indicator coefficient rep-
resentation Ω(D) of DAG D
DG GENIE estimate of the true DAG topology D
Smin overall mismatch score associated with the solution of the
GENIE-problem
I(i) interaction set of gene i
S SMAP in DAG D
NS,in set of “inward” genes of SMAP S
NS,out set of “outward” genes of SMAP S
Dr,k relevance DAG under the assumption that αk,i,l = 1
A˜G redundantly expanded GENIE estimate of the true collec-
tion of class selection variables AD of DAG D
Mi set containing all genes l for which α4,i,l = 1
M′i set containing all gene pairs {l, l˜} ∈ Mi that are indepen-
dent of each other
Ped number of erroneously learned edges normalized by the
number of “true” edges
Pmis number of missing edges normalized by the number of
“true” edges
Plin a linear pathway in a DAG
Plin,max a longest linear pathway in a DAG
P lin set of all linear pathways in a DAG
L(i)k set of all genes l that are in class k with gene i in DAG D
L
(i,j)
k normalized number of genes in DAG D that are in interac-
tion class k with both genes i and j
x(i, j) feature vector of gene pair {i, j}
xsc(i, j) part of the overall feature vector that captures the data
model of [BJW+10] of gene pair {i, j}
xcoup(i, j) part of the overall feature vector that captures the class
coupling/statistical similarities of gene pair {i, j}
y(i, j) corresponding feature vector label
T set of training data
{xt, yt} t-th training data sample
Tr number of training data samples in training set T
Nc number of feature vector labels
wk,l parameterization vector of the hyperplane separating class
k from class l according to SVM design
bk,l shift of the hyperplane separating class k from class l ac-
cording to SVM design
ζk,l auxiliary variables that allow for misclassification during
the SVM design
T binary decision tree
νv split v in a binary decision tree
v node v in binary decision tree
m feature attribute to be split on at node
ψ threshold value vor split
νL resulting feature space of the left partition
νR resulting feature space of the right partition
TL decision subtree corresponding to left partition
TR decision subtree corresponding to right partition
(x)m m-th attribute of feature vector x
F a random forest of binary decision trees
B number of decision trees in a random forest
Mf a random subset of feature attributes
θ ANN weighting coefficients





value of output neuron that corresponds to class k
y˜ expanded class label
Sb subset of genes of the entire set of genes under study
RSb,n collection of all n-dimensional knockout observations
R collection of all possible knockout observations given the
gene set of interes, i.e., G
nΨ number of all possible data types that can be derived from
knockout observations
C collection of all possible data types based on knockout ob-
servations
M biological data model
tM nM-dimensional tuple of knockout measurements and de-
rived data types associated with model M
TM GI-network topology information associated with modelM
z state vector in an simulated annealing context
T temperature in an simulated annealing context
H set accumulating all constraints of an optimization problem
CN normalizing constant of a target PDF/distribution in an
simulated annealing context
Hsupp support of a target PDF p(z) in an simulated annealing
context
w(z) importance weight
NMC number of Markov-chain iterations in an simulated anneal-
ing context
NIS number of samples in an importance sampling context
NAR number of annealing runs in an annealed importance sam-
pling context
Notation
V (·) operator that yields the set of nodes of a graph and a path
in a graph, respectively
E(·) operator that yields the set of edges of a graph
| · | operator that yields the number of elements of a set
Ω(·) transformation of a GI-network/DAG from graph domain
to the domain of hierarchical relationship classes
f(·) function that maps class k to class k′ according to the
symmetry properties of the classes of [BJW+10]
0M×N all zeros vector of dimensions M ×N
1M×N all ones vector of dimensions M ×N
φ(·) function that maps the original feature space into a high
dimensional space
hθ(·) general classifier function parameterized by coefficients θ
fn(·) neural activation function
r(·) general regulator term in ANN objective function
Ψ1(·)−ΨnΨ(·) possible knockout data transformation functions
E(z) arbitrary objective function denoted as free energy in an
simulated annealing context
p(z) target PDF/distribution in an simulated annealing context
p˜(z(t)|z(t−1), ...,z(0)) conditional PDF/distribution of state z(t) having observed
states z(t−1), ...,z(0)
Q(z(t)|z(t−1)) transition kernel that maps from state z(t−1) to state z(t)
pt(z




) probability of accepting proposal state z
′
given state z(t)
r(z(t)) probability of staying in state z(t)
p˘(z) target distribution in an importance sampling context
q˘(z) proposal distribution in an importance sampling context
fis(z) function of interest in an importance sampling context
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