claims that a period of distraction-designed to promote unconscious thought-improves decisions relative to a period of conscious deliberation are as multifarious as they are controversial. we reviewed 16 experimental studies from two labs, across a range of tasks (multi-attribute choice, creativity, moral dilemmas), only one of which found any significant advantages for unconscious thought. The results of each study were analyzed using Bayesian t tests. Unlike traditional significance tests, these tests allow an assessment of the evidence for the null hypothesis-in this case, no difference between conscious and unconscious thought. This is done by computing the likelihood ratio (or Bayes factor), which compares the probability of the data given the null against the probability of the data given a distribution of plausible alternate hypotheses. Almost without exception, the probability of the data given the null exceeded that for the alternate distribution. A Bayesian t test for the average effect size across all studies (N= 1,071) yielded a Bayes factor of 9, which can be taken as clear evidence supporting the null hypothesis; that is, a period of distraction had no noticeable improving effect on the range of decision-making tasks in our sample.
lows "cognitive and/or affective task-relevant processes [to] take place outside of consciousness awareness" (Dijksterhuis, 2004, p.586; i.e., unconscious thought) is claimed to benefit multiple-cue judgment (Dijksterhuis, 2004) , multi-attribute choice (Dijksterhuis, Bos, Nordgren, & Van Baaren, 2006) , creativity (Dijksterhuis & Meurs, 2006; Zhong, Dijksterhuis, & Galinsky, 2008) , legal reasoning (Ham, Van den Bos, & Van Doorn, 2009) , forecasting (Dijksterhuis, Bos, Van der Leij, & Van Baaren, 2009 ), moral decision making (Ham & Van den Bos, 2010) , and medical diagnosis (de Vries, Witteman, Holland, & Dijksterhuis, 2010) . The evidence to support these claims comes from experiments where participants' data encoding and response (decision or judgment) are interpolated by either a period of conscious deliberation ("conscious thought condition") or a period of distraction ("unconscious thought condition").
Unconscious thought is but one variant of the intuitive processes that have often been claimed to play a guiding role in our judgments and choices (e.g., Glöckner & Witteman, 2010; Hogarth, 2010) . However, claims about the abilities of unconscious thought lie at the more extreme end of the 'intelligent unconscious' spectrum. Not only are the merits of unconscious thought espoused for the range of tasks mentioned above (and probably more), but the process itself is claimed to harness huge computational brain power that would otherwise be left untouched by the poor (capacity limited) cousin-conscious thought .
Many of these bold claims have been given the intense scrutiny they deserve. Some have found these claims lacking on theoretical grounds (e.g., GonzalezVallejo, Lassiter, Bellazza, & Lindberg, 2008) , or offered alternative (less startling) explanations for the apparent advantages of unconscious thought in complex tasks (e.g., Lassiter, Lindberg, Gonzalez-Vallejo, Belleza, & Phillips, 2009; Payne, Samper, Bettman, & Luce, 2008; Rey, Goldstein, & Perruchet, 2009; Srinivasan & Mukherjee, 2010) . Others have challenged the claims of unconscious thought theory on empirical grounds-via failures to replicate advantages for unconscious thought (e.g., Acker, 2008; Calvillo & Penaloza, 2009; Mamede et al., 2010; Newell, Wong, Cheung, & Rakow, 2009; Thorsteinson & Withrow, 2009; Waroquier, Marchiori, Klein, & Cleeremans, 2010) .
No doubt the debate will continue; the idea of a powerful unconscious has an enduring appeal, and given that intuition appears to be so central to much of our cognition, researchers will continue to expend their efforts to understand its role (cf. Hogarth, 2010) . Indeed, we were sufficiently intrigued by this idea, and the accompanying debate, to conduct 16 experiments that compared the effectiveness of conscious and unconscious thought. We report the fruits of our labor in this article, with the aim of offering researchers (and fellow-travelers) on the quest to understand unconscious cognition a different perspective on their own data. To some, this perspective will be novel, to others familiar, but we believe that it is the first time this particular statistical tool-Bayesian inference-has been applied to the Unconscious Thought Theory (UTT) paradigm.
We argue that the use of Bayesian inference for evaluating the effects of unconscious thought is particularly apposite given the controversy surrounding the replicability of the basic effect (e.g., Acker, 2008; Newell et al., 2009; Waroquier et al., 2010) . While it is clear that there is more than one research group or lab that is able to find the effect (see Strick et al., this issue) , there are rather more published failures to replicate than one might be comfortable with given the bold claims and prescriptions for reliance on unconscious thought in various real-world situations (e.g., Ham et al., 2009) . The appealing aspect of Bayesian statistical inference is that it provides a more coherent analytic framework than standard approaches (Dienes, 2011; Matthews, in press; Wetzels et al., 2011) and allows stronger conclusions to be drawn on the basis of null results. It provides us, arguably, with a more balanced view of the merits of unconscious thought by permitting principled evaluation of the theoretically interesting possibility that conscious and unconscious thought do not differ according to the quality of the decisions that they deliver.
BayeSIan reanalySeS of the unconScIouS thought effect
In psychological research, null results-failures to find a statistically significant effect-are generally deemed inconclusive: one is unable to draw any clear conclusion from the data. Arguably, this practice owes much to Ronald Fisher (see Hogben, 1970) , one of the fathers of significance testing, for whom "every experiment may be said to exist only in order to give the facts a chance of disproving the null hypothesis" (Fisher, 1935, p. 19) . Thus, the null (the hypothesis to be nullified) could be disproved, but never proved or established.
1 This position rapidly became the standard view in psychology, so much so, that by 1974 the APA Publication Manual equated "negative results" with failures to reject the null, and "positive results" with rejections of the null (Gigerenzer, 1993) . Much has been written concerning the adverse consequences of this "prejudice against the null" (Greenwald, 1993, p. 419) . These include: questionable research practices (e.g., recasting a secondary hypothesis or chance result as the main hypothesis), unfortunate dissemination practices (e.g., publication biases), incomplete interpretation of findings (e.g., ignoring effect size), and plain-and-simple misinterpretation of the p value (Cohen, 1990 (Cohen, , 1994 Greenwald, 1993; Meehl, 1967 Meehl, , 1978 Rozeboom, 1960; Zilak & McCloskey, 2008) .
However, just suppose that the null hypothesis were true (precisely, or within some degree of tolerance). For instance, imagine that, for the kinds of complex decisions explored via the UTT paradigm, there really was no difference between the conditions (i.e., conscious thought, when a period of deliberation is provided, and unconscious thought, when participants are distracted before making a decision). How would we ever learn that this were so? Presumably there would be a large accumulation of null results, and a small number of significant results in either direction.
Alternatively, suppose that the null hypothesis were true most of the time, but a genuine effect were present some of the time (e.g., in specific domains). Only after particularly extensive investigation of the effect through numerous studies would it be possible to assess whether a body of evidence was consistent with the null in each of several different domains. In either case, we cannot assess the evidence for the null in each individual study-we can only do so if we are prepared to wait for many studies to become available (and even then, the picture is approximate).
Moreover, where would we find these many studies? We know that there is some disinclination (from researchers and editors) to publish nonsignificant results (Rosenthal, 1979) . Consequently, the road to assessing the evidence for the null hypothesis is a rocky one if we rely on published research reporting tests of significance. However, there are alternative approaches to statistical inference that allow a precise evaluation of the evidence for the null hypothesis in a single study. One of these is the Bayesian approach, which we illustrate here.
The recommendation to employ Bayesian statistical inference in psychology is not a new one (e.g., see Edwards, Lindman, & Savage, 1963) , but the approach has attracted increased attention in recent years. For instance, Wagenmakers, Wetzels, Borsboom, and Van der Maas (2011) and Rouder and Morey (2011) reanalyzed experiments on psi or extra-sensory phenomena (Bem, 2011) using Bayesian inference, on the basis that this is exactly the kind of situation where one needs to assess the evidence for the (theoretically important) null hypothesis (reflecting the absence of an extra-sensory effect).
The Bayesian perspective treats probability as "personal" or "subjective," in other words, reflecting the strength of belief in a proposition or hypothesis (e.g., Lindley, 1971) -and this perspective is adopted in our exposition that follows. However, many aspects of Bayesian theory are applicable to other definitions of probability. The basic result that underpins Bayesian inference is as follows. For a null hypothesis (H 0 ) and a specific alternate hypothesis (H 1 ), it is possible to assess the probabilities of these hypotheses given new data (D) using the equation:
posterior odds = Likelihood ratio ("Bayes factor")
× prior odds
When thinking through the implications of this equation, it helps to consider a specific example of examining the difference between two means: H 0 states that the effect size is zero (d = 0); H 1 assumes an exact effect size in a specified direction (e.g., d = +0.5); and the data (D) would be the outcome of an experiment as summarized by the t value (or equivalently, by the effect size and sample size). In equation (1), the prior odds reflect how strongly one's beliefs favor H 0 or H 1 (before the new data are obtained). Prior odds above 1 reflect the belief that H 0 has higher probability than H 1 : for instance, prior odds of 10 (i.e., 10/1) reflect the belief that the null is ten times more probable than the alternate hypothesis. Prior odds below 1 reflect the belief that H 1 has a higher probability than H 0 : for instance, prior odds of 0.1 (i.e., 1/10) reflect the belief that the alternate is ten times more probable than the null hypothesis.
The posterior odds result from revising the prior odds in light of the new data. Crucially, these odds reflect the probabilities of the hypotheses given the dataprobabilities which significance testing does not generate, though people often 2. Berry (1996) provides an accessible introduction to Bayesian statistics, as does Dienes (2008 Dienes ( , 2011 in the context of psychological research. Further explanation of, and justification for, the Bayesian t tests (that we used) can be found in Rouder et al. (2009), Rouder and Morley (2011) , and Wagenmakers et al. (2011). wish (or erroneously assume) that it does (Cohen, 1994) . The likelihood ratio (also known as the Bayes factor) specifies the scale and direction of the revision to the prior odds, and reflects the probability of the data given each of the hypotheses. If the Bayes factor is above 1, the odds will revise to become favorable to the null (favoring H 0 even more strongly for prior odds > 1, or favoring H 1 less strongly for prior odds < 1). Conversely, a Bayes factor below 1 yields a revision in the opposite direction: reducing the odds, reflecting a lowering of the probability of H 0 relative to the probability of H 1 .
It is a key point to appreciate that the Bayes factor tells you precisely how much, and in which direction, you should revise your beliefs in light of the data. Two experimenters may have different prior beliefs about the probabilities of H 0 or H 1 , but given new data (D) both experimenters should revise their prior odds in the same direction and to the same extent, where the Bayes factor (likelihood ratio) specifies the direction and extent of this revision.
A logical extension to this approach is to consider a distribution of plausible alternate hypotheses, as opposed to a single point hypothesis (such as d = +0.5). It makes sense that, if there is an effect, the true effect size (d) might plausibly take one of quite a large number of possible values. If one is prepared to use familiar statistical distributions, such as the normal distribution, to represent such prior distributions for H 1 , then the calculations involved in extending equation (1) to this more general case are tractable.
In this general case, the Bayes factor represents a kind of weighted average of individual Bayes factors: averaging across the Bayes factors for each individual (point) H 1 within the distribution, where most weight is given to the Bayes factors for the alternate hypotheses with the highest probability density in the prior distribution for H 1 .
AppLyiNG BAyesiAN iNFereNce To UNcoNscioUs ThoUGhT
This, then, is the novel approach that we took to reanalyzing our data on the deliberation-without-attention (DwA) effect . For the purposes of this analysis, we operationalize the DwA effect as the effect size (d) for the mean difference between conscious and unconscious thought conditions for a continuous dependent variable in a complex cognitive task. These dependent measures reflect decision quality or some related aspect of the decision that UTT predicts will be enhanced by unconscious thought (e.g., utilitarian considerations; see Ham & Van den Bos, 2010) .
Findings consistent with the proposal that unconscious thought is superior to conscious thought for such measures are denoted by a positive DwA effect. Therefore, a negative effect size indicates results where conscious thought was superior to unconscious thought. Table 1 summarizes all studies conducted in our labs that examined the DwA effect (as defined above). Note.
a All analyses collapse multiple unconscious thought conditions into a single unconscious thought condition, and similarly for multiple conscious thought conditions (where more than one condition of the relevant kind was included).
b positive effect and t value denotes direction of mean difference consistent with superior performance in the unconscious thought condition. odds above 1 favor the null (h0) over the prior distribution for the alternate hypothesis (h1), whereas odds below 1 favor h1 over h0. The cauchy prior assumes a median magnitude of effect under h1 of |d| = 0.5, and a 30% chance that |d| exceeds 1. The normal prior assumes a median magnitude of effect under h1 of |d| = 0.34, and a 5% chance that |d| exceeds 1. To achieve this, the "scale r on effect size" parameter is set to 0.5 on the Bayesian t-test calculator at the University of missouri (http://pcl.missouri.edu/). d studies 1, 2, and 3 are experiments 1, 2, and 3 (respectively) of Newell et al. (2009) . A fourth experiment from that paper is not included as it examined the influences on decisions under (un)conscious thought conditions but included no measure of decision quality.
e For the generic measures, the "best" and "worst" option are experimenter-defined according to the number of attributes favoring an option, or via a weighted additive model using average attribute weightings. individual measures reflect the personal values of the participant: the "best" and "worst" options are defined via weighted additive models using the participant's own attribute weightings.
f Bracketed sample sizes indicate where N is reduced because a dependent variable could not be computed for all participants. studies 1-3, 11, and 13-16 were conducted at the University of New south wales (sydney, Australia). studies 4-10 and 12 were conducted at the University of essex (colchester, UK).
In all studies, task instructions and data encoding preceded a period of conscious or unconscious thought, after which participants made their response(s). Conscious thought was usually for a specified length of time (4 minutes was typical), though in some cases was self-paced (e.g., "think for as long as you like"). Unconscious thought conditions comprised a specified period of "cognitive busyness"-unrelated to the target task-requiring the participant to carry out one or sometimes two simultaneous, distracter tasks (e.g., anagram completion, Sudoku number puzzles, n-back tasks, or digit cancellation). For the dependent measures in studies of multi-attribute choice (MAC), we followed the practice used by Dijksterhuis (2004) and of computing the difference in attractiveness ratings for the "best" and "worst" option. In creativity tasks, the dependent measures followed standard methods from creativity research (e.g., as per Dijksterhuis & Meurs, 2006; Zhong et al., 2008) to assess qualities such as the fluency of responses (e.g., solution generation times or frequency/variety of responses) or the (independently judged) creativity of responses. In studies of moral judgment, dependent measures reflected the utilitarian character of responses or the rational character of decision-relevant considerations (e.g., as per Ham & Van den Bos, 2010) .
Our analysis follows that of Rouder, Speckman, Sun, Morey, and Iverson (2009), who give the name "Bayesian t test" to the analytic technique using the Bayes factor that we have described above. The analyses were conducted using the University of Missouri Web-based program for Bayesian t tests (http://pcl.missouri. edu/). This approach is explicitly designed to permit "rejection" or "acceptance" of the null hypothesis. For our data, either a positive DwA effect (unconscious outperforms conscious thought) or a negative DwA effect (conscious outperforms unconscious thought) in any given experiment could provide evidence against the null.
The two prior distributions for H 1 that we adopted (for separate analyses) are shown in Figure 1 : a normal (or "scaled information") prior (dashed line), and a prior with a Cauchy distribution (which is a t distribution with 1df). We set the standard deviation (SD) of the normal prior to 0.5 (in units of d), and set the interquartile range (IQR) of the Cauchy prior to 0.5 (by setting its scaling factor at r = 0.5). Both priors reflect an assumption that, if there is a DwA effect, it is more likely to be "small" or "medium" in size than it is to be "large," and that (particularly in the case of the normal prior) the effect is unlikely to be "very large," This assumption was informed by our understanding that proponents of a positive DwA effect make no claim that the effect is likely to be large under laboratory conditions, though they do, of course, hold that an effect is there (e.g., Strick et al., 
this issue).
On the other side of the fence, advocates for the superiority of conscious thought have argued that forgetting, memory interference, and the possibility of on-line decision making in the UTT paradigm may ameliorate the effect (Lassiter et al., 2009; Newell et al., 2009; Payne et al., 2008; Rey at al., 2009; Shanks, 2006) . Therefore, while these "UTT-critics" assume that negative DwA effects are the norm, they too may not expect this (negative) effect to be large in laboratory experiments.
It is important to note that this assumption that a small DwA effect is more probable than a large one makes it more likely that the Bayes factor will favor the alternate than would be the case for a prior distribution that gave more density to larger effect sizes. 4 In simple terms, we are letting the null hypothesis fight it out with the alternate hypothesis, and we have set fight rules that give the alternate every opportunity to show its mettle.
Inspection of the mean difference columns of Table 1 reveals that almost all of the DwA effects obtained in our labs were small or small-to-moderate in size (Cohen, 1992) , and that positive and negative effects were similarly frequent. One of the (standard) t tests detected a significant and positive DwA effect in Study 12 (creative thought task), and a significant negative DwA effect was found in Study 13 (remote associations task). However, in the other 14 studies (and indeed, for other dependent variables in those two studies), the evidence against the null from these standard t tests was inconclusive.
What of the evidence in support of the null? The Bayesian t tests almost always yielded Bayes factors greater than 1. In other words, in almost every study, P(D|H 0 ) exceeded P(D|prior distribution for H 1 ). Recall that the Bayes factor tells us how much to revise our opinion in light of the evidence. Thus, given the evidence from a typical experiment from this set, with a Bayes factor of about 2, we should double our odds in favor of H 0 over H 1 . Such a revision might not be considered substantial. Indeed, Wagenmakers et al. (2011 ), following Jeffreys (1961 , propose that Bayes factors in the range 1-3 provide "anecdotal" evidence for H 0 , whereas a Bayes factor above 3 is required for "substantial" evidence in favor of H 0 .
However, this is how we might interpret a single result. A Bayesian t test for the average effect size in Table 1 of d = -.034 (total N = 1,071) yields a Bayes factor of 9 for the Cauchy prior and 7 for the normal prior. The same result (Bayes factor of 9) is obtained using the technique for calculating a meta-analytic Bayes factor described in Rouder and Morey (in press). 5 The simple interpretation of this result is that the accumulated evidence of Table 1 points decisively toward revising beliefs about DwA in the direction of favoring the null hypothesis.
dIScuSSIon
We introduced a method of analyzing results that has been argued to provide a more coherent approach to statistical inference (Dienes, 2011; Matthews, in press) and is better able to address the frustration of a null finding-a pattern that has plagued several researchers interested in UTT (e.g., Acker, 2008; 4. The reason for this is that if a small effect is observed (e.g., d = 0.2) this is much more probable under the H 0 of d = 0 than it is under an alternate hypothesis that assumes a large effect such as d = 0.9 or d = 1.5. Therefore, if a prior gives more density to such possibilities for H 1, the Bayes factor will indicate that the data are more likely given H 0 than they are given the prior distribution for H 1 -thereby indicating that the evidence favors the null over the prior distribution for H 1 . We, therefore, stress that our choice of prior distribution(s) for H 1 (reflecting a "real" DwA effect) makes it harder to recruit evidence for H 0 than would be the case under standard defaults of unit SD for the normal prior or unit IQR for the Cauchy prior (Rouder et al., 2009) . 5. We used two different methods to calculate an overall Bayes factor. The first involved effectively pooling the data to obtain an average effect (d), which was computed by finding the median effect of each study in Table 1 , and then taking the mean of these effects. This avoided placing undue weight on those studies that had a greater number of dependent measures than the other ones. The second involved taking one t value per independent study, and following the methods detailed in Rouder and Morey (2011) to obtain a meta-analytic Bayes factor. This latter method could be considered more technically correct (as it takes the different sample sizes across studies into account)-though, in this instance, both methods yielded the same result.
2009; Waroquier et al., 2010) . Our reanalysis suggests that rather than treating such findings as inconclusive, they point in the direction of supporting the null hypothesis. Here we discuss briefly the questions and implications that follow from this conclusion.
is There someThiNG UNUsUAL ABoUT This seT oF eXperimeNTs?
Some readers might be tempted to conclude that the support for the null found in these experiments was something specific to the location, participants, or materials that were used. We have two responses. First, as indicated in Table 1 , these experiments come from two labs separated by approximately 17,000km, and, of course, participants, experimenters, and so forth, were all different at the two locations. Many of the studies were designed independently by the authors, and the starting point for these independently run studies were the methods described in published tests of UTT (that did find positive DwA effects). Second, ours are not the only labs that have been unable to replicate the basic effect (e.g., Acker, 2008; Calvillo & Penaloza, 2009; Mamede et al., 2010; Thorsteinson & Withrow, 2009; Waroquier et al., 2010) , and we would hazard a guess (on the basis of comments received when we have discussed our data, and the well-documented reluctance of journals to publish null results) that there are others out there with file drawers similar to our own. FiGUre 1. Two possible prior distributions for the alternate hypothesis, each shown for a scaling factor for the dispersion of the distribution set to r = 0.5. The normal prior (dashed line) assigns relatively high probabilities to small effect sizes, and (for this example, where r = 0.5) assumes that effects of size |d| > 1.0 are unlikely, and effects of size |d| > 1.5 are highly unlikely. in contrast, the cauchy prior (solid line) assigns more density to larger effect sizes.
wAs This Form oF BAyesiAN ANALysis sUiTABLe?
The approach that we have taken is not the only one that Bayesian methods permit. One could test the null against an alternate prior distribution that only allowed for positive DwA effects (consistent with UTT), or against one that only allowed for negative DwA effects (consistent with "traditional" models of decision making). If one were to take this approach, a "half-normal" or "half-Cauchy" onetailed distribution would be a suitable form for the alternate prior distribution (Dienes, 2011; Rouder & Morey, 2011 ). An advantage of this approach is that it tests the null against an alternate distribution that reflects one specific theory-thereby providing a test of that theory. However, any result in the opposite direction to that anticipated by the theory under test would constitute greater evidence for the null than for the alternate,even if the null were a poor representation of the true state of the world. Our goal was to assess the evidence for and against the null hypothesis; therefore, we were content to undertake a strong test of the null by utilizing a two-tailed alternate prior (which permit positive or negative effects to contribute evidence against the null). Inspection of Table 1 indicates that the alternative "half normal" approach would not have been more favorable to UTT, because many of the studies showed a negative DwA effect.
how cAN The BAyesiAN reANALysis Be recoNciLeD wiTh A meTA-ANALysis showiNG A reLiABLe DwA eFFecT?
This special issue includes a meta-analysis of the DwA effect (Strick et al., this issue) , the final version of which was not available to us at the time of writing. We understand that it shows small but nonetheless reliable overall benefits of unconscious over conscious, and unconscious over immediate thought conditions (Dijksterhuis, personal communication) . Because we are unable to comment on the specifics of the new meta-analysis, we note simply that our conclusions are in line with Acker (2008) , who found in an earlier meta-analysis of 17 data sets that there was "little evidence" (p. 292) for an advantage of unconscious thought. He also found that the largest unconscious thought effects were in the studies with the smallest sample sizes. Although it is clear that the Strick et al. meta-analysis draws the opposite overall conclusion, it will be intriguing to explore the relationship between effect size and sample size in this larger set of studies.
Regardless of the take-home message from the meta-analysis, our results offer an unequivocal conclusion. As we noted in the introduction, the Bayesian approach treats probability as subjective, reflecting the strength of belief in a proposition or hypothesis. How should one's belief be revised in light of our data? For instance, perhaps you read the Strick et al. article before reading this one and that led you to have a strong prior belief that there is a genuine DwA effect. On the basis of the evidence from our labs, you should now hold to that position less strongly. To illustrate with some numbers: if your prior odds were 10:1 in favor of a DwA effect, your posterior odds (on the basis of a Bayes factor of 9) would now be 1.1:1 (i.e., favoring H 1 but at close to even odds). Alternatively, if you came to this article as a UTT skeptic with a strong leaning toward the null hypothesis (perhaps you are yet to read Strick et al.) , our data should push you to believe more strongly in the null hypothesis of no DwA effect. For illustration, if your prior odds were 10:1 in favor of the null, your posterior odds would now be 90:1 in favor of the null (see equation 1).
Crucially, this prescription to favor the null more strongly applies not only to skeptics who suspect that unconscious thought is no different to conscious thought in UTT experiments, but also to those who anticipate that conscious deliberation will produce superior performance to a period of distraction. Thus, the proponents of a positive DwA effect and the proponents of a negative DwA direction should each now show more sympathy for the null hypothesis.
why DoesN'T "coNscioUs" ThoUGhT improve DecisioN mAKiNG?
The evidence for the null is clearly problematic for proponents of UTT, but it can also be viewed as inconsistent with traditional models of decision making that emphasize the importance of deliberation (Newell, Lagnado, & Shanks, 2007) . The extent of the problem for such traditional views, however, is dependent on whether one views the standard UTT-paradigm as providing a sound basis for adequately assessing decision making. There are two separate issues to consider.
First, there is clear evidence that many participants make their decisions before they enter into the different modes of thought, thereby potentially rendering the manipulation peripheral to the decision-making process itself (e.g., Lassiter et al., 2009; Newell et al., 2009 ). Even Strick, Dijksterhuis, and Van Baaren (2010) in challenging such an explanation noted that the majority of their participants (60%) made a decision during information encoding. If the decision is relatively trivial and nonconsequential (which is true for most of those made in the UTT paradigm), then it would not be surprising if few participants reevaluated their initial decision during a period that allowed deliberation. Such a practice would lead to the null effects we have often observed (e.g., Table 1 ).
Second, when reliable positive DwA effects do occur, care needs to be taken to establish that these are not due to deleterious effects on conscious thought rather than superiority of unconscious thought. Many researchers (e.g., Payne et al., 2008; Shanks, 2006) have noted that the conditions for deliberative reasoning are extremely poor in most UTT experiments (e.g., randomly and briefly presented attributes, no information present during deliberation, forced and fixed amount of time to think). Payne et al. (2008) demonstrated that allowing participants to think consciously for as long they liked (rather than for a forced amount of time) led to decisions that were superior to those made following distraction. In a similar vein, Mamede et al. (2010) showed that expert doctors given a structured diagnosis-elicitation tool during the deliberation period produced more accurate diagnoses in complex cases than when they were distracted or made an immediate diagnosis. Interestingly, in the same study novice doctors made poorer diagnoses in complex cases following deliberation compared to an immediate judgment (the accuracy of deliberative and distracted diagnoses did not differ). This suggests that the period of structured deliberation is only useful if particular key facts are already part of one's knowledge base (Mamede et al., 2010) .
coNcLUDiNG ThoUGhTs
The debate over the merits of unconscious thought will no doubt continue; the ideas are intriguing and have strong intuitive appeal and anecdotal relevance, even if the methods are not ideal. As methods advance, we hope our understanding of the boundary conditions will improve. For example, Usher, Russo, Weyers, Brauner, and Zakay (2011) recently presented a set of experiments that addressed a number of the limitations raised above and still found results consistent with UTT (although Usher et al. were unable to conclude whether an active unconscious thought process during distraction was critical for explaining their effects). In whatever way the debate over UTT is finally resolved, our hope is that by urging researchers to adopt a Bayesian approach to analyzing data from the UTT paradigm, other researchers whose file drawers might rival our own can help us to revise our beliefs about the merits (or otherwise) of unconscious thought.
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