The general theory of first-order spatiotemporal distortions provides a very helpful framework for understanding beam couplings in ultrashort pulses. The theory describes both real and imaginary coupling terms between 4 pairs of dimensions. The imaginary coupling terms are difficult to understand and visualize because they are difficult to plot in a meaningful way. In general, plotting the spatiotemporal intensity and phase of pulses in in two and three dimensions is a difficult problem. Our work on pulse visualization provides an unprecedented opportunity to study spatiotemporal couplings in ultrashort pulses. We create movies of pulses as they would appear naturally, with all of their evolving spatial, temporal, and spectral structure readily apparent.
INTRODUCTION
The introduction of the general theory of first-order spatiotemporal distortions was a significant step forward in the understanding of beam couplings. In addition to describing the relationships between well-known couplings like spatial chirp, angular dispersion, and pulse-front tilt, this paper by Akturk et al 1, 2 drew attention to the angular counterpart to pulse-front tilt -known as "time vs. angle" or the "ultrafast lighthouse effect". Perhaps more importantly, this paper identified and described four imaginary coupling terms that must accompany the real coupling terms. This theory provides a complete and general framework for understanding first-order beam distortions.
However, despite their best attempts to describe and plot new distortions, the effects of these distortions are not very clear. The authors attempted to show phase couplings by plotting phase fronts in space vs time and frequency. While these plots are certainly correct, they do not impart any understanding about the appearance of such a pulse or how it would evolve as it propagates.
Given that four imaginary beam distortions must exist to complement the four real beam distortions, plotting the electric field with its spatiotemporal phase is necessary to fully understand beam couplings. Unfortunately, plotting the electric field is challenging. Even if we consider the field only at a single z-plane, the complex field ( , , ) effectively contains two three-dimensional datasets, ( , , ) and ( , , ), corresponding to intensity and phase functions varying with time and two transverse spatial coordinates. Therefore, the electric field ( , , ) that contains the complete pulse information still has far too many degrees of freedom to be readily displayed in one simple diagram.
In this paper, we will solve this challenging field display problem in a way that is intuitive to the human eye, even though the waveforms are approximately 13 orders of magnitude faster than the eye can resolve. Creating a movie is a good, intuitive way to display the evolution of the field ( , , ) as it propagates along z. We then must plot both the intensity and phase, ( , , ) and ( , , ), for each z-plane. We use semi-transparent surfaces of constant intensity to show the pulse's spatial and temporal intensity profile and color to represent the pulse's temporal phase variations. We propose a color computation that generates movies of the pulse as it would appear if it could be observed while propagating. We show that our method of generating spectrogram-based color movies is a straightforward and meaningful way to plot pulses in 3D, whether the field originates from theory or from a spatiotemporal measurement. We will leverage this plotting technique to display pulses containing real and imaginary spatiotemporal couplings in order to better understand the effects of these couplings on pulses. As an alterna response fun red, green, an instantaneou whole pulse
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To color-code the spectrogram for display purposes, we define red, green, and blue response functions ( ), ( ), and ( ), centered at longer, middle, and shorter wavelength sides in the pulse spectrum. We then use overlap integrals to compute how much red, green, and blue content is present at each time and position in the pulse.
( , , ) = ( , , , ) ( )
Each of these functions is scaled afterwards such that each function has the same total energy and the RGB values are between zero to one, normalizing the colors to the pulse spectrum. This leaves us with three-dimensional RGB functions to plot for each spatial point at each delay, which is ideal for showing how the spectral characteristics of the pulse's spatial profile change over time. More intense color at each position and delay represents more frequency content of the pulse in that spatiotemporal voxel. Additionally, any part of the pulse that contains the whole pulse spectrum should be unbiased in color and thus appear white (or colorless).
The normalization in this data presentation technique is appropriate for ultrashort pulses because pulses from wellengineered ultrashort lasers tend to have simple, smooth and broad Gaussian spectra with essentially no biases towards high or low frequencies. As a result, using color to display the average spectrum is not what we are very interested in. Instead, we are more interested in cases where different frequencies are present and a local spectrum is (potentially) biased. For other applications, a different normalization system that puts more focus on the average spectrum could be more appropriate.
Effects of parameter choices on color
The degree of color saturation in the generated movies is determined by two factors. The choice of the gate pulse plays a very large role. Shorter gate pulses generate spectrograms with better temporal resolution but poorer spectral resolution. This means that the spectrogram signal at each delay will be shorter in time and consequently more broadband in frequency. Given the same spectral response functions, a spectrogram with a shorter gate will result in a lower color saturation and a more white-looking movie. Conversely, choosing a longer gate pulse -implying poorer temporal resolution of the spectrogram -results in a better spectral resolution. A movie made from such spectrogram will have higher color saturation.
Generally speaking, the most informative results come from achieving an optimal balance between temporal and spectral resolution of the spectrogram. Often the best compromise for ultrashort pulses is to choose a gate pulse close to the same temporal duration as the pulse itself 5 . However, in some cases it may be interesting to emphasize either good spectral resolution or good temporal resolution. When the signal has variations in instan 51,2 taneous frequency that must be resolved, the optimal gate length scales inversely with the rate of change of the instantaneous frequency (the second derivative of the temporal phase of the pulse) 6 . In other words, the more complicated and quickly varying the signal is in time, the shorter the gate pulse must be to catch these variations.
The two limiting cases for the gate pulse are when the gate is an impulse δ-function in time and when the gate is infinitely long. The first case has the best temporal resolution but totally uncertain, washed-out frequency information, resulting in a movie that shows no spectral energy variations. The arrival time of spatial structures is precise, but the pulse will appear white at all times. The second case gives ultimate frequency resolution but totally non-localized temporal distribution. The spatial distribution of colors will be very well defined, but it will not evolve in time. Both of these cases result in loss of information in the movies. It is always important to understand that the choice of gate function has a strong impact on the ability of movies to display frequency variations. Color response functions cannot recover frequency resolution that has been lost in making a spectrogram with a short temporal gate function.
While the width and placement of spectral response functions certainly play a role in the color saturation of the movies, the choice of these functions is somewhat less critical, due to the choice of smoothly-varying Gaussian color functions and the normalization of colors. There should be some overlap between the functions chosen so that there are no areas of zero or near-zero response within the spectrum of the pulse. Otherwise, there may be unnatural-looking divisions of color in movies, or regions that look monochromatic despite actual presence of many different frequencies. If there is a large overlap between the response functions, the color differentiation will be weak and the pulse will simply appear white. Similar to choosing a gate pulse, there are trade-offs and compromises in choosing spectral response functions depending on the plotting purposes.
Pulse propagation
One important strength of the plotting scheme shown in Figure 1 is that it indirectly indicates the spatial phase of the pulse by plotting the pulse at several planes along the z-direction. The spatial curvature of the phase fronts is evident in the fact that the pulse is focusing and then diverging. If only a single z-plane were shown, it would be very difficult to differentiate a focusing or diverging beam from a collimated beam. We will use this strategy to show spatial phase in our plots.
Propagating the electric field shows how the spatial phase of the pulse affects its evolution. In this way we can indirectly plot the spatial phase in a way that more intuitively and compactly conveys the desired information. Because the electric fields of laser pulses are generally well localized, they can be numerically propagated with very reasonable computation times.
For this application, the angular-spectrum description of diffraction is most convenient. This method is simple, fast, and valid in the near field. The electric field ( , , , ) in the initial plane = undergoes three Fourier transforms to obtain , , , . Then the field can be propagated by a simple transfer function 7 :
Three inverse transforms are then performed to determine ( , , , ) at each plane of interest . While this may seem computationally intensive, computing the electric field for an entire plane at once is a substantial advantage over other near-field methods. For still plots, only a few z-planes are necessary. For movies, however, many planes must be computed.
One complication in plotting the propagation of laser pulses, particularly for ultrashort pulses, is the relative scales of the temporal structure and the propagation distance. To understand the spatial phase, we will often want to propagate the pulse over tens of millimeters. However, the temporal structure of short pulses is significantly smaller. For example, a 500 fs pulse is only 150 m long along its propagation direction. Because the overall range is two to three orders of magnitude larger than the structure of the pulses, it often becomes necessary to scale the implicit time axis. If the temporal structure is too small to be seen, then the desired information cannot be conveyed.
While the time axis can in principle be scaled by any amount that makes the temporal structure clear, we choose to scale time such that the pulse structure is not stretched in the transverse or longitudinal directions. This means that the tilt angle of tilted pulse fronts will be correctly shown. Because pulses with spatiotemporal couplings are a focus of this paper, this scaling is especially appropriate here.
Plotting pulses in three dimensions
After propagating the pulse to z-planes of interest and color-coding its temporal phase, we plot three-dimensional surfaces of constant intensity to show the pulse amplitude shape at each z-plane. These surfaces of constant intensity are drawn every 10% of the peak intensity with opacity that increases with intensity. The surfaces are then colored using the colors computed from the spectrogram-based coloring process. We also project the three-dimensional electric field into the -and -planes and color-code the projected field in the same way. The result is an intuitive and informative representation of the electric field.
SPATIOTEMPORAL COUPLINGS
For simplicity and clarity, we will restrict the spatiotemporal distortions we consider to one transverse spatial dimension only. Generalizing to include the second spatial dimension is simple, but the plots may become visually confusing. Since adding another dimension does not improve our understanding of these effects, it is best to study them with one transverse dimension.
Starting from the space and frequency dimensions (in the spatiospectral domain), the expression for a first-order coupled field is: The and terms describe the beam size, radius of curvature, spectrum, and spectral phase. The term describes the coupling between space and frequency. The real part of the coupling term causes an effect called spatial chirp, where the frequency of the pulse varies with transverse position (see Fig 2a) . The imaginary part of the coupling term causes the angle of the phase fronts in space to vary with frequency. This effect is called wave-front tilt dispersion (see Fig 2b) . Taking the Fourier transform of (6) with respect to time leads us to space and time domain (the spatiotemporal domain), where the expression for a first-order coupled field is:
Note that the spatial dependence term is not necessarily the same as the spatial dependence term in the spatiospectral domain. The real part of the space-time coupling term causes pulse-front tilt (see Fig 3a) . In a pulse with pulse-front tilt, the arrival time of the pulse varies across the spatial profile. The imaginary part, called wave-front rotation, causes the tilt angle of the phase fronts to vary with time (see Fig 3b) . Taking the Fourier transform of (6) with respect to space yields an expression in terms of time and spatial frequency. The field in the -domain is then given by:
The real part of is called time versus angle or the ultrafast lighthouse effect (see Fig 4a) . It causes early parts of the pulse to propagate in a different direction from the later parts. The imaginary part of , referred to as the angular temporal chirp, causes different propagation directions to have different relative phases as time evolves. The fourth domain is the frequency and spatial frequency domain. In this domain, the electric field is:
The real part of the coupling term between frequency and spatial frequency is angular dispersion (see Fig 5a) . Different frequencies propagate in different directions. The phase coupling term, called the angular spectral chirp (see Fig 5b) , causes different propagation directions to gain different relative phases for different frequencies. 
CONCLUSIONS
In conclusion, we have discussed the challenges associated with displaying multidimensional characteristics of electromagnetic fields of ultrashort pulses. Because such pulses possess intensity and phase characteristics as a function of time and space and in general have couplings between the spatial and temporal dimensions, a powerful method for displaying such interesting and complex signals is desirable. Previous efforts to display such pulses were subject to ambiguities in the local spectral energy distribution, due to the use of instantaneous frequency plotting values. We solved this problem by calculating a numerically generated spectrogram of the data. This spectrogram is integrated with three separate response functions ( ), ( ), and ( ). The values acquired from each of these spectrogram integrals are assigned to R, G, and B functions, respectively, and a color movie is generated using surfaces of constant intensity colored using this RGB phase representation. This method of displaying ultrashort pulses offers key advantages in the representation of the spectral energy content as a function of space and time, thereby overcoming the ambiguities encountered by previous methods. We have summarized first-order couplings between space and time (and their respective frequency domains) and displayed how our technique can plot these effects as well. We reiterate that the choice of parameters, such as temporal gate function used in generating the spectrogram, the color functions used for ( ), ( ), and ( ), and the choice of which -planes to display allows for versatility in the presentation of complex pulse fields. Multiple plots or movies with sets of varying display parameters could be used in clearly conveying the information for most complicated pulses, addressing different perspectives of the measured field.
