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Abstract
Several problems concerning the behaviour of gas during structure formation in 
the Universe are investigated.
The beta problem concerns the relative distributions of gas and gravitating 
matter in clusters of galaxies. One-dimensional self-similar simulations of clus­
ter collapse are used to investigate whether the different collisional properties of 
the gas and gravitating matter in clusters can significantly affect their relative 
distributions. These models can produce beta values similar to those observed.
Data for the beta problem are considered next. Beta is found to correlate 
with cluster temperature. This trend can be explained by a fixed specific energy 
excess in the gas, but simple modelling shows that the range of excesses required 
by the data is large. The energy excess can be a significant fraction of the total 
specific energy of the gas. Possible mechanisms for the excess are considered in 
the light of these results.
A new axisymmetric iV-body/hydrodynamic code is outlined. The axisym- 
metric code gives better resolution than 3-dimensional codes using the same num­
ber of particles. .
The axisymmetric code is adapted to study the collapse and formation of disk 
galaxies. This code includes the effects of shock heating, radiative cooling, shear 
viscosity and mass deposition. Radiative cooling within shocks is shown to be a 
severe problem in numerical simulations of galaxy collapse.
The collapse code is used to simulate galaxy formation following the model 
of Nulsen & Fabian (1995). The disk galaxies formed during these simulations 
resemble observed spirals, with flat rotation curves and exponential surface den­
sities, but the disk masses are low. The disks are formed from radiatively cooled 
hot gets and so form later than in previous models. The low disk masses are, at 
least in part, due to problems of simulating radiative cooling.
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Chapter 1 
Introduction
1.1 The formation of galaxies and clusters
In most currently accepted models for structure formation, the universe started 
out as nearly uniform, freely expanding matter. Primordial conditions, modified 
by physical processes in the early universe, resulted in small density fluctuations 
in the distribution of matter. These acted as seeds for the growth of structure 
under the influence of gravity (the dominant force on large scales). Eventually, 
these perturbations grew to the point where they decoupled from the expanding 
Hubble flow and recollapsed (e.g. Padmanabhan 1993).
The collapse time for a density fluctuation is related to its amplitude: higher 
amplitude ones collapse earlier. For fluctuation spectra currently thought to be 
realistic, higher amplitude perturbations occur on smaller scales and so the smaller 
structures tend to collapse earlier. These smaller structures merge into larger ones 
as they collapse later, and so on. This hierarchical model for structure formation 
provides a good qualitative explanation for the distribution of systems with various 
masses that we see today, from the stability of relatively small systems such as 
isolated galaxies, up to evidence that larger systems such as clusters are still 
undergoing significant merging (e.g. Briel et al. 1991).
The spectrum of initial density fluctuations, together with other cosmological 
parameters, such as the ratio of the mean density of the universe to the critical 
density (fio)> determines the way that structure forms in detail. Models for struc­
ture formation are constrained by the observational data on galaxies and clusters
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of galaxies at moderate redshifts. A reasonable timetable for structure formation 
can be found in Peebles 1993.
The universe appears to be dominated by some form of dark (i.e. non lumi­
nous) matter, the presence of which is felt almost exclusively via gravity. Clusters 
of galaxies are some of the largest gravitationally bound systems, but only ~  10% 
of the binding mass is visible in galaxies (e.g. Sarazin 1988) and up to ~  20% 
in the hot X-ray emitting intracluster medium (e.g. White & Fabian 1995). This 
means that over 50% of the total mass of clusters is in the form of non-luminous 
matter. There is further evidence that dark matter exists in smaller systems such 
as galaxies (e.g. see Binney & Tremaine 1987 for a review).
The nature of this dark matter is unknown, although many possibilities have 
been suggested (e.g. see Carr 1994). These range from small dark condensations of 
gas and brown dwarfs to exotic subatomic particles. So long as its only significant 
interaction with other matter is through gravity, it can be treated simply and the 
exact type of dark matter is a secondary issue. A review of observational evidence 
for dark matter and possible candidates can be found in Peebles (1993).
Gravitational microlensing results for stars in the Large Magellanic Cloud, and 
towards the centre of our own galaxy, suggest that at least some of the dark matter 
may be in the form of small (< 1M©) cold objects (Alcock et al. 1993; Aubourg 
et al. 1993; Alcock et al. 1996). It is unclear just how much matter exsists in the 
form of these massive astronomical compact halo objects (MACHOs), but it may 
be around 50% of the total galaxy mass.
Along with the evolving dark matter haloes, the visible parts of the universe 
take shape. Gas can be heated by infall and radiatively cool to form stars and 
other structures. Stars produce heavy elements via nuclear burning, and feed 
energy and matter back into the gas through supernovae and other forms of stellar 
mass loss. All of our observational evidence is based on these components, so an 
understanding of their evolution is critical.
Although many processes which affect the gas are believed to be well under­
stood, some are still quite uncertain. This is especially true for star formation and
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the details of energy, momentum and mass feedback due to supernovae and stellar 
mass loss. Even seemingly well understood processes such as radiative cooling are 
complicated by inhomogeneity of the gas. Early work on the behaviour of the gas 
component in dark matter haloes was performed by Rees & Ostriker (1977) and 
White & Rees (1978). The evolution of the baryonic component during galaxy 
formation is discussed further in Chapter 5.
1.2 M ethods for studying structure formation
While the density contrast in the perturbations remain small (applicable until 
the commencement of the era of recollapse, z ~  100), they can be studied using 
linear perturbation theory (e.g. see Padmanabhan 1993). Formulations of linear 
theory, e.g. the Zel’dovich approximation (Zel’dovich 1970), have been used to 
explain a variety of phenomena, including the acquisition of angular momentum 
by protogalaxies.
For density contrasts of order unity or greater, linear theory breaks down 
and it is necessary to do detailed non-linear calculations. Many structures visible 
now have density contrasts orders of magnitude greater than unity. For example, 
clusters of galaxies, the largest virialised structures which have collapsed only 
recently, have mean densities several hundred or more times the critical density. 
It is thus essential to use non-linear theory in order to gain an understanding of 
their present state.
In the non-linear regime, the growth of structure can only be followed analyt­
ically by making rather restrictive assumptions. Gunn & Gott (1972) considered 
the evolution of a simple step density perturbation in an otherwise flat and uni­
formly expanding dust universe. They were able to deduce simple relationships 
between the amplitude of the perturbation and its collapse time. Although they 
originally considered a rather simple perturbation, their method is directly appli­
cable to any spherical perturbation where the density is a monotonically decreasing 
function of the radius.
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Various techniques for studying non-linear structure analytically have been 
developed. However, eventually more complex techniques become necessary, espe­
cially when considering the baryonic component. In this section numerical simu­
lation techniques, together with other methods (here referred to loosely as merger 
models) are reviewed.
1.2.1 Numerical simulation techniques
Numerical simulation methods have become widespread in the study of the devel­
opment of structure. These include a range of iV-body codes, from purely gravi­
tational ones to more complex codes which incorporate hydrodynamic effects, On 
large scales, gravity is the only significant effect. Since iV-body simulations are 
relatively simple, they have been an important avenue of research.
In an iV-body code, the dark matter is represented by a set of softened point 
particles which sample the true distribution of matter. The equations of motion 
for this representative set of particles are then integrated in order to mimic the 
actual evolution of the matter. It is not possible to follow individual particles of 
matter (compare the masses of subatomic particles to galaxies), but the particles 
used may be thought of as representative galaxies or stars etc.
iV-body methods can be broadly divided into two categories: particle methods 
and mesh methods. The number of computations required to follow N  particles 
scales as N 2 in direct calculations of the gravitational force. Despite this, much 
of the earlier work used such techniques (e.g. Aarseth, Turner & Gott 1979). 
Newer methods use various approaches to reduce this, typically to IV log IV. The 
most commonly used particle methods in recent years are treecodes (Porter 1985; 
Barnes & Hut 1986; Benz et al 1990) in which distant groups of particles are 
replaced by nodes (acting as single particles, perhaps including some higher mo­
ments of the mass distribution). The force on a particle is then the sum of nearby 
particle-particle interactions and particle-node interactions for suitably well sep­
arated groups of particles. Another particle code is the fast multipole method
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(Rokhlin k  Greengard 1987). Particle techniques are lagrangian, giving them the 
advantage of being able to handle quite large dynamic ranges of density.
A review of mesh methods can be found in Hockney k  Eastwood (1988). The 
most common of these is the particle-mesh (PM) technique. Here, the poten­
tial is solved on a regular grid, from which the force on a particle is calculated 
by interpolation. This limits resolution to the mesh spacing. Particle-particle, 
particle-mesh (P3M) schemes use the PM method for far off particles, but those 
within about two mesh spacings have the force calculated exactly, greatly improv­
ing the accuracy of force calculations. However, if significant clustering develops 
and many particles fall within a couple of mesh spacings, performance can degrade 
dramatically. Adaptive P3M methods have also been suggested (Couchman 1991; 
Couchman, Thomas k  Pearce 1995) in which the mesh can be subdivided in re­
gions of high density, thus allowing much better resolution when high clustering 
develops (comparable to particle methods).
On smaller scales the effects of stars and gas must be included in complete 
simulations. Even in clusters, gas may amount to 20-30% of the total mass and 
should be included in detailed simulations (although the effects are small enough 
to be largely ignored as yet). Some early work including gas dynamics in iV-body 
methods can be found in Evrard (1988), Hernquist h  Katz (1989), and Navarro 
k  Benz (1991).
Hydrodynamic codes can also be divided into two distinct types: particle and 
grid. In particle methods the fluid is represented by a set of discrete points (the 
particles) each of which carries fluid properties such as density and temperature. 
Grid methods solve the hydrodynamic equations on a fixed or moving grid.
One of the most common particle methods is smoothed particle hydrody­
namics (SPH), introduced by Lucy (1977) and developed further by Gingold k  
Monaghan (1977). A review of the SPH method can be found in Monaghan 
(1992). SPH and tree codes marry very well, which has meant that the two have 
frequently been used together (e.g. Hernquist k  Katz 1989; Benz et al. 1991; 
Navarro k  White 1993).
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Grid methods can be divided further into eulerian and lagrangian schemes. 
Eulerian schemes have been most widely used in cosmological scale simulations 
(Chiang, Ryu k  Vishniac 1989; Ryu, Vishniac k  Chiang 1990; Cen et al. 1990; 
Cen k  Ostriker 1992). Such codes are easier to implement because of the lack 
of grid distortion, but the fixed grid restricts the dynamic range of scale. A 
comparison of various hydrodynamic codes, both particle and grid, when applied 
to cosmological structure formation can be found in Kang et al. 1994.
1.2.2 Types of numerical simulations
Simulations of structure formation and evolution can be broadly divided as cosmo­
logical or individual. In cosmological simulations a cubic region of the expanding 
universe is considered. Individual simulations deal with isolated clusters or galax­
ies.
Cosmological simulations clearly give better treatments of large-scale effects 
such as tidal torques, late infall of matter, multiple mergers etc. However, since 
the total number of particles in a simulation is limited by the computing hardware 
available, the numbers of particles in individual structures can be rather small 
(possibly less than 100 in an individual galaxy even in large simulations). This 
results in poor resolution on small scales.
Individual simulations are generally less realistic in their treatment of large- 
scale effects. However, with all of the particles in a single system, resolution, 
while still inadequate for some physical processes, is much better than in the 
cosmological scale simulations.
One compromise between the two approaches is to first conduct large-scale 
purely gravitational (i.e. N-body) calculations, and then to resimulate some of 
the resulting dark haloes with added gas components at higher resolution. This 
allows some large-scale effects, such as tidal torques and merging, while still giving 
reasonable resolution (e.g. see Navarro k  Steinmetz 1996).
Simulations have been applied to a wide range of problems, including galaxy 
formation {e.g. Katz k  Gunn 1992; Navarro k  White 1994; Evrard, Summers k
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Davis 1994; Steinmetz & Muller 1994, 1995) and cluster formation (e.g. Evrard 
1988, 1990; Thomas & Couchman 1992; Katz & White 1993; Bryan et al. 1994; 
Metzler h  Evrard 1994; Navarro, Frenk & White 1995b). Simulations relevant 
to galaxy formation (in particular the baryonic component) are discussed in more 
detail in Chapter 5.
A major problem with current simulations is lack of dynamic range in res­
olution. Typically, simulations have contained less than 105 particles. For 3­
dimensional modelling of a single galaxy, this is insufficient to provide resolution 
down to scales of around 1 kpc, and thus may be causing problems in the dense 
cores of such calculations. Also, poor resolution can significantly change the re­
sults when effects such as radiative cooling and ionisation by the UV background 
are included (Weinberg, Hernquist & Katz 1996). The subject of resolution in 
numerical simulations is discussed further in Chapter 5.
1.2.3 Press-Schechter theory and merger models
Semi-analytical methods offer advantages by reducing the magnitude of computa­
tions involved in a simulation, allowing much wider areas of parameter space to be 
explored. However, they usually have limitations which make them suitable only 
to address particular types of question. Such a method which has been widely 
used in cosmological simulations is the Press-Schechter (1974) formalism. Because 
the effects of some processes are estimated heuristically in such simulations, these 
models have many more parameters than the big numerical hydrodynamic simu­
lations. This is offset by two major gains, a much larger range of parameter space 
can be studied, and physical processes which are unresolvable in the hydrodynamic 
simulations can be included in the semi-analytic models.
In Press-Schechter theory structure grows from gaussian random initial per­
turbations. Non-linear clumps are identified as overdensities in the linear density 
field. An over density, where the mean fractional density inside radius R  exceeds 
some critical threshold Sc, has its mass incorporated into a non-linear object of
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mass (4/3)7rpR3 where p is the mean density of the universe at the time of col­
lapse. The probability that a volume of the universe will have a given overdensity 
is determined by the power spectrum of linear density fluctuations and the theory 
gives the multiplicity function for non-linear objects at any redshift, i.e. the num­
ber of objects per unit volume in the mass range M,M + dM  at redshift z. This 
theory has been tested extensively by comparison to iV-body simulations in an 
Q = 1 universe (Efstathiou, Frenk, White k  Davis 1988). Press-Schechter theory 
has been applied to a variety of problems including the evolution of rich clusters 
(Kaiser 1986).
Bond et al. (1991) rederived the Press-Schechter results using a different for­
malism, putting in onto a firmer theoretical foundation.
Extensions to the basic Press-Schechter theory by Bower (1991) and Bond et 
al. (1991) give the conditional probability that material in an object of mass M\ 
at redshift z\ ends up in a halo with mass Mo at redshift zq (Mi < Mo, z\ > zq). 
These additional probabilities allow models for the merging of dark haloes in 
hierarchically clustering universes to be examined.
The first use of this technique for doing cosmological simulations of galaxy 
formation was made by White & Frenk (1991). Their method was to use Press- 
Schechter theory as the basis for Monte Carlo simulations of merger histories. On 
top of this they used heuristic methods to follow the development of the galaxies in 
collapsed regions. Further work on these and other similar Monte Carlo methods 
was done by Kaufmann k  White (1993) and Lacey k  Cole (1993).
Cole k  Kaiser (1988) formulated similar “block models” for hierarchical struc­
ture formation, in which the masses of haloes double at each step of the hierarchy.
These models have been extended to incorporate simple models for the evo­
lution of a gas component in the merging dark matter haloes (Kaufmann, White 
k  Guiderdoni 1993; Cole et al. 1994).
A highly simplified implementation of Press-Schechter based simulation tech­
niques was implemented by Nulsen k  Fabian (1995) for the purpose of studying 
the behaviour of the gas during hierarchical structure formation. In their model
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the total mass of the system doubled at equal redshift intervals, similar to the 
Cole & Kaiser (1988) block model. Although this is a gross simplification of the 
merging histories of real structures, it allowed more effort to be concentrated on 
attempting to model the behaviour of the gas component.
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Chapter 2
The intracluster medium
2.1 Introduction
Clusters are the largest virialised structures in the universe, having masses and 
radii of the order of 1015Mq and 3 Mpc respectively (Sarazin 1988). They can 
contain 1000 or more galaxies, but their major baryonic component is the hot (107-  
108K) low density (n < 10-3cm-3) intracluster medium (ICM, e.g. see Sarazin 
1988, White k  Fabian 1995). Observations of both cluster galaxies and the in­
tracluster gas show evidence of recent or ongoing mergers of subclusters in many 
systems (e.g. Briel et al. 1991; Zabludoff k  Zartisky 1995; Markevitch 1996). This 
indicates that their collapse is ongoing and that clusters have only collapsed re­
cently in cosmological terms.
Measurements of cluster masses suggest that the ICM may provide up to 
around 20% of the total mass of the system (e.g. White k  Fabian 1995). This 
places severe constraints on theories of structure formation (e.g. White et al. 1993). 
Calculations of primordial nucleosynthesis suggest that the overall density of bary­
onic matter is less than 6% of the closure density (Walker et al. 1991). In order to 
reconcile this with the baryon fraction in clusters, either some process must seg­
regate baryons into clusters, which seems unlikely given their size, or fio must be 
small (Qo ^  0.25, e.g. White k  Fabian 1995). A low value for D0 would mean that 
structure formation should have stopped before now, at odds with observations of 
ongoing clustering. Introducing a cosmological constant, A, so that Dq + A = 1, 
alleviates the last problem (e.g. Caroll, Press k  Turner 1992).
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A typical thermal speed of the gas particles is close to the velocity dispersion 
of the galaxies in a cluster, as required if they are both in equilibrium in the same 
cluster potential (e.g. Sarazin 1988). The typical thermal speed of a gas particle, 
vt, is given by = kT /fim a , where T  is the gas temperature, ¿¿ra# is the mean 
gas particle mass, and k is the Boltzmann constant. Thus high cluster velocity 
dispersions (~300 -  1000 km s-1) imply high gas temperatures. At such high 
temperatures, the ICM emits in the X-ray band via thermal bremsstrahlung (with 
line radiation being more important at the lower end of the temperature range). 
The cooling time for the bulk of the gas is long, so it can remain close to the virial 
temperature for longer than the Hubble time.
X-ray emission with temperatures close to kT ~  1 keV (T ~  107 K) has also 
been detected from some groups of galaxies (e.g. Ponman & Bertram 1993; Davis 
et al. 1995; Pildis, Bregman & Evrard 1995; Mulchaey et al. 1996), indicating that 
they too contain large amounts of gas. It is not clear if the gas mass fraction in 
these cooler systems is as high as in richer clusters, but it is still appreciable in 
some cases.
Here, the observational and theoretical status of the ICM is reviewed. In 
particular, the density and temperature information available about the ICM is 
examined. Attention is also paid to the way in which mass profiles are obtained 
for clusters, how the profiles for the various components (dark matter and gas 
in particular) relate to each other and what problems this raises for theories of 
cluster formation and evolution.
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2.2 X-ray observations
The Virgo cluster was the first extragalactic X-ray source detected (Byram et al. 
1966; Bradt et al. 1967). This was followed by observations of Perseus (Fritz et al. 
1971; Gursky et al. 1971a) and Coma (Meekins et al. 1971; Gursky et al. 1971b). 
Cavaliere et al. (1971) suggested that clusters in general may be X-ray emitters.
The X-ray spectra of clusters have been shown to be well fitted by thermal 
bremsstrahlung emission, much better than by non-thermal models (Mushotzky 
et al. 1978; Mitchell et al. 1979). Also, the detection of line emission from highly 
ionised iron suggests that a significant fraction of the gas must have been processed 
through stars at some stage (Mitchell et al. 1976). Clusters and groups tend to 
display iron abundances up to about half the solar value (e.g. Rothenflug k  Arnaud 
1985; Mushotzky 1994).
A variety of models has been fitted to the intracluster gas profile. Commonly, 
hydrostatic isothermal models have been used (Cavaliere & Fusco-Femiano 1976, 
1981; Bahcall &; Sarazin 1977, 1978; Sarazin k  Bahcall 1977; Gorenstein et al. 
1978; Jones k  Forman 1984) because of their simplicity and the fact that the 
cluster gas appears to be roughly isothermal in many systems.
In the isothermal model the gas and galaxies are assumed to isothermal and 
to have reached a steady state in the cluster potential, i.e. the gas is hydrostatic 
and the galaxy distribution obeys the time-independent, collisionless Boltzmann 
equation, but not necessarily to have the same “temperature”. The parameter ft 
is defined as
P =
f i r u H V i
kT<
(2.1)
g
where /¿ra#, ax and Tg are the mean particle mass in the gas, the line-of-sight 
velocity dispersion of the galaxies (or dark matter) and the gas temperature, re­
spectively.
The distribution of the galaxies (and dark matter) is taken to have the form 
given by the King analytic approximation to the truncated isothermal sphere (King
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1966), so that the X-ray surface brightness at projected distance b from the cluster 
centre behaves as
u \  2-| - 3/3+ 1/2
, (2 .2)S(b) oc 1 +  -
where rc is the core radius of the galaxy distribution (used as a fitting parameter in 
practice). This profile has been fitted to a wide range of cluster surface brightness 
profiles, regardless of the validity of assumptions regarding mass distributions (e.g. 
Jones k  Forman 1984; Briel et al 1991). Under the assumption of isothermality, 
the surface brightness can be inverted to give the density profile for the ICM. 
Since surface brightness is only weakly dependent on the gas temperature for 
kTg > 2 keV, the inversion can be done with reasonable accuracy even if the gas 
is not isothermal. The model assumes spherical symmetry, which is a reasonable 
approximation, though certainly not exact, for real clusters (e.g. Sarazin 1988).
Many clusters have been shown to have ¡3 < 1, with typical values ranging 
from 0.5 for groups and poor clusters such as Virgo (Nulsen k  Bohringer 1994; 
Neumann k  Bohringer 1995) up to 0.8 for hot, rich clusters (e.g. Henry, Briel k  
Nulsen 1993).
For many clusters, the /3-model provides a good fit to the surface brightness 
profile. However, some have excess central emission, which means that a /3 model 
fitted to the whole cluster gives a poor description of the profile at large radii 
(Jones k  Forman 1984). If the central excess is omitted, the fits are much better 
at large radii. Jones & Forman suggested that this excess emission may be due 
to the presence of cooling flows, i.e. cooling gas which is flowing radially inward. 
This has since been verified for many systems (e.g. see Fabian et al. 1994; Allen 
et al. 1995).
Just as important as information concerning the surface brightness (and thus 
density) of the ICM, is the temperature profile of the gas. Unfortunately, there 
is currently a lack of good spatially resolved temperature profiles, especially for 
relatively hot systems.
With ROSAT (Trumper 1983), it has been possible to measure temperature 
profiles for clusters and groups with low gas temperatures (~ 2 keV). This has
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enabled mass estimates for some cool systems such as Virgo (Nulsen h  Bohringer 
1995).
The ASCA satellite (Tanaka 1990) is starting to deliver temperature profiles 
for systems with higher temperatures (e.g. Mushotzky 1994; Markevitch 1996). 
However, the spatial resolution of their data is still barely enough to give good 
temperature profiles for many clusters. It will be necessary to wait for a new gener­
ation of X-ray instruments before this situation is resolved (e.g. AXAF, Weisskopf 
1988).
2.3 Cooling flows
In the cores of many clusters, the cooling time for the gas is shorter than the 
Hubble time. Under these conditions the gas can cool and flow radially inwards, 
forming a cooling flow. The flow arises because as the gas radiates away its thermal 
energy its density has to rise in order to support the weight of the overlying gas. 
Cooling flows were first proposed in clusters by Cowie & Binney (1977), Fabian &; 
Nulsen (1977) and Mathews & Bregman (1978).
Evidence of cooling flows has been observed in possibly 70% of nearby clusters 
(Arnaud 1988, Pesce et al. 1990; Edge, Stewart & Fabian 1992). Also, many 
systems in which they are not observed contain a pair of supergiant ellipticals 
which may be evidence of a recent merger (Stewart et al. 1984; McGlynn & Fabian 
1984). Mergers between systems of similar size would be expected to disrupt 
cooling flows (McGlynn k, Fabian 1984). It may take considerable time (~ 109yr) 
for the flow to be reestablished and so systems which display flows are to some 
extent well relaxed.
Most observational evidence for cooling flows is found in X-ray data. The 
steeply rising gas density in the core results in a sharply peaked surface brightness 
profile. As stated above, the surface brightness measured by typical X-ray detec­
tors depends weakly on the gas temperature, so a temperature decrease does not 
decrease the surface brightness appreciably.
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X-ray measurements can also be used to determine the mass deposition profile 
for the cooling gas. Typical deposition rates are of the order of 10 -  100 MQyr-1 , 
but some systems have M  > 500 M0 yr_1 (e.g. Allen, Fabian k  Kneib 1996; 
Schindler et al 1996). The mass deposition profile commonly scales roughly as 
M (r) oc r. This indicates that gas may be inhomogeneous, cooling out at a range 
of radii rather than flowing into the centre and being deposited there (Nulsen 1986; 
Thomas, Fabian k  Nulsen 1987).
The fate of the cooling gas is not known. A review of the evidence surround­
ing the fate of the cooling gas can be found in Fabian (1994), but basically it 
cannot be forming stars with an initial mass function (IMF) similar to that of 
our Galaxy. Such star formation would result in large optical luminosities, which 
are not observed. As a result, it is assumed that the flow must for the most part 
be forming small (< 1M0 ) stars or jupiters, although there is evidence of some 
normal star formation in some systems.
Cooling flows may play an important role in galaxy and other structure for­
mation. The possible effects of cooling flows during structure formation have been 
investigated by Ashman k  Carr (1988), Thomas k  Fabian (1990), Ashman k  Carr 
(1991), Fabian k  Nulsen (1994), and Nulsen k  Fabian (1995). The distributed 
mass deposition by the flow could explain the compact dark objects in the halo of 
our galaxy (see Chapter 1). Further discussion on cooling flows in the context of 
galaxy formation is presented in Chapter 5.
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2.4 Cluster mass profiles
Since clusters are some of the largest gravitationally bound structures, their mass 
distributions are of great importance in cosmological models. Also, the relative 
distributions of the various components (dark matter, galaxies and hot gas) pro­
vide further information on their formation history. Most mass estimates rely on 
the assumption that the cluster galaxies or gas are in equilibrium in the cluster 
potential. An exception is the use of gravitational lensing, but this is restricted to 
those systems in which lensing has been observed.
Early mass estimates relied on optical observations of cluster galaxies (Zwicky 
1933; Smith 1936; see Faber & Gallagher 1979 for a review). If the spatial and 
velocity distributions of the galaxies are known, then the total gravitating mass 
can be determined by application of the virial theorem.
This method suffers from several problems, including the difficulty of dis­
tinguishing galaxies which are cluster members from foreground and background 
objects, and substructure in the galaxy distribution that has resulted from recent 
merger events.
A further complication is that only one component of the velocities of the 
cluster galaxies is directly measurable. This makes it necessary to assume that 
the galaxy velocities are isotropic in order to proceed (e.g. Binney & Tremaine 
1987).
These problems have made it desirable to develop other techniques, such as 
mass determinations using the ICM and gravitational lensing.
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2.4.1 X-ray mass determinations
Mass profiles can be determined from observations of the ICM in a manner that 
is similar in principle to that applied using cluster galaxies. Since collisions be­
tween gas particles isotropise and thermalise their velocity distribution, instead of 
needing the 3-dimensional velocity distribution, only the gas temperature profile 
is needed. The method relies on the assumption that the ICM is in hydrostatic 
equilibrium (Sarazin 1988).
It is usually assumed that the cluster is spherically symmetric, in which case 
the total mass distribution for a cluster, M (r), is given by
M(r) = kTgr \dinpg dinTf+ (2.3)GfiTTip [_ dlnr dinr
where pg and Tg are the gas density and temperature, respectively.
The problem appears to be a simple one: measure the gas density and temper­
ature profiles and the total mass is fully determined. Unfortunately, as discussed 
above, there is currently a lack of well determined gas temperature profiles, es­
pecially for hotter systems. The temperature is more important than the density 
in determining the mass profile, so this is a serious constraint on the method. 
Furthermore, we need the radial derivatives of the temperature and density, which 
are really only constrained by the data when we make further assumptions of 
smoothness.
In order to get around the constraints imposed by the paucity temperature 
data, it is usually necessary to make additional assumptions regarding either the 
form of the temperature profile (e.g. Hughes 1989) or the form of the gravitating 
matter distribution (e.g. Stewart et al. 1984; Henry, Briel & Nulsen 1993).
Some model dependent mass determinations have been made for hot clusters, 
including Coma (Hughes 1989) and A2256 (Henry, Briel & Nulsen 1993). Although 
inconclusive, the results obtained suggest that the gas is less centrally concentrated 
than the gravitating mass.
One of the best X-ray mass determinations to date is for the inner regions of 
the Virgo cluster (Nulsen & Bòhringer 1995). The low temperature (~ 2.4 keV)
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of this cluster means that a reasonable temperature distribution could be found 
using ROSAT. The determination is only for the inner (200 kpc) regions of the 
system, but the results suggest that here too the gas is more extended than the 
gravitating matter.
By integrating the equation of hydrostatic equilibrium, Nulsen & Bohringer 
were able to find a series of upper and lower limits on the cluster mass without 
differentiating the gas pressure. Use of this method still requires good temperature 
data, but avoids the need for model dependent assumptions in constructing (useful 
limits on) the cluster mass profile.
2.4.2 Gravitational lensing mass determinations
Gravitational lensing by clusters in the form of giant arcs was first recognised by 
Lynds & Petrosian (1986) and Soucail et al. (1987). Whereas X-ray measurements 
can be made on many clusters, as they are generally strong X-ray emitters, mass 
estimates based on strong gravitational lensing are reliant on lensing arcs being 
present. As a result, such mass determinations have been made for only a few 
clusters. A review of gravitational lensing by clusters can be found in Fort & 
Mellier (1994).
Lensing arcs in clusters provide a relatively simple way of making an estimate 
of the mass within a circle traced by the arc. Assuming circular symmetry, the 
average surface mass density within the curve equals the critical surface density, 
£ cr. This critical surface density is the minimum surface density required to focus 
a light ray from a source to an observer, and is given by
C2D qs
cr 4tt GDolDl s '
where Dls  is the observer-source distance, Dol is the observer-lens distance, 
D os is the lens-source distance, c is the speed of light and G is the gravitational 
constant. From the surface density, the total mass within the arc can be calculated.
Strong lensing is restricted in not being able to determine a full mass profile, 
just the mass within the central regions (although weak lensing is starting to
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remedy this). Nevertheless, it does provide a useful technique as it is not reliant 
on the assumptions of equilibrium. It thus provides a good comparative test for 
X-ray determinations.
Lensing mass determinations for A1689 (Loeb & Mao 1994; Tyson & Fischer 
1995) and A2218 (Miralda-Escude & Babul 1995) have been compared to masses 
from X-ray studies. In both cases the lensing mass estimates have been a factor 
of ~  2 higher than the X-ray masses. Both of these systems show evidence of 
ongoing mergers, suggesting that they are not relaxed and that the discrepancy 
in mass estimates may not be a severe problem. Analysis of simulation results 
shows that just such a discrepancy can occur in merging clusters (Bartelmann & 
Steinmetz 1996).
Allen, Fabian & Kneib (1996) compared X-ray and lensing estimates for PKS 
0745-191, and found them to be in good agreement. There is also a large 
1000 M©yr-1) cooling flow in this system, suggesting that this system is reasonably 
relaxed.
Recently, Kaiser & Squires (1993) have suggested that weak lensing by clusters 
may be used to determine their mass distributions. This method would enable a 
direct comparison of the mass distributions from lensing and X-ray studies. The 
ability of this technique to recover cluster masses has been tested using simulated 
CCD frames of model clusters by Wilson, Cole & Frenk (1996). They found that 
it was capable of giving quantitative estimates of the mass distribution.
2.5 Problem s arising from the mass distributions
The mass distributions of the various cluster components obtained from X-ray and 
lensing studies highlight several problems which theories for structure formation 
need to address. Two of these are discussed here: the baryon overdensity problem 
and the beta problem.
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2.5.1 The baryon overdensity problem
One of the most severe problems concerning the masses of clusters is the baryon 
overdensity problem. Put simply, clusters appear to have too much baryonic mass.
Homogeneous primordial nucleosynthesis calculations (Walker et al 1991) 
place severe constraints on the baryonic content of the universe, requiring = 
0.05 ±  O.OI/ijTq2. This means that the baryon density must be less than 6% of the 
closure density (for Hq = 50 kms-1Mpc-1). Inhomogeneous calculations allow a 
slightly wider range of values, but do not allow for a much higher value (Jedamzik, 
Fuller & Mathews 1994).
The problem arises when the nucleosynthesis limits are compared to the 
baryon fractions determined for clusters if Qo = 1- This problem was pointed 
out by White & Frenk (1991) in previous mass determinations for the Coma clus­
ter (e.g. Hughes 1989). For this system, the gas mass fraction is at least 20%, 
so, combined with the galaxies, this gives i^b/^o ~  0.3 (White & Frenk 1991; 
White et al. 1993). Unless baryons can somehow be concentrated into clusters, 
this number is clearly much higher than allowed by the nucleosynthesis limits in 
a flat universe.
White & Fabian (1995) examined a set of 19 clusters using EINSTEIN ob­
servations, and found that the baryon fractions in these systems are similar to 
that for Coma, hence too large. Some of these were further confirmed by Buote 
& Canizares (1996) using ROSAT data.
A number of possible solutions to this problem have been proposed. These 
include the possibility that X-ray mass estimates are too low, the X-ray emitting 
gas has been concentrated at the centres of much larger dark matter haloes, the 
observed baryon densities in those clusters studied so far are not representative of 
the universe as a whole, or that current nucleosynthesis calculations are incorrect 
(White & Fabian 1995).
The problem goes away in a low density (fio < 1) universe. However, observa­
tions of ongoing evolution of clusters suggest that they have formed only recently. 
In a low density universe (say Dq ~  0.2) structure formation would have ended
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long ago and no significant collapse would be observed now. This suggests that 
Qo cannot be far from 1. A non-zero contribution to the density parameter from 
the cosmological constant A, such that i20 = ilmatter -f A = 1 could possibly help 
this problem (e.g. see Carrol, Press & Turner 1992).
There does not appear to be any totally satisfactory explanation for all this 
at present.
2.5.2 The beta problem
Although there are many problems in making accurate determinations of cluster 
mass profiles, it does appear that the ICM is less centrally concentrated than the 
total gravitating matter distribution in clusters.
Before considering the P problem, I discuss a related issue: the ¡3 discrepancy. 
Cavaliere & Fusco-Femiano (1976) first applied the analytical King model to the 
Coma cluster, obtaining (3 =  0.78. Later, Jones and Forman (1984) fitted the 
(X-ray surface brightness profile for this) model to a wide range of clusters and 
obtained an average value of (/3) ~  2/3. However, (3 values obtained from fits to the 
X-ray surface brightness profile often do not agree with those computed directly 
from the galaxy velocity dispersion and the gas temperature. Values obtained by 
the latter method are usually rather uncertain, particularly due to the problems 
of measuring the velocity dispersion of the galaxies. Nevertheless, this is called 
the P discrepancy. Bahcall and Lubin (1994) have argued that the analytical King 
profile is a poor fit to the galaxy distribution in clusters (also suggested by Sarazin 
1988) and that more realistic fits eliminate the P discrepancy. Their analysis also 
gives an average value of P ~  0.9 for a large sample of clusters. There may or 
may not be a P problem when gas and galaxy profiles are compared, although 
observations suggest that there is (e.g. Fabricant et al. 1989; note that Navarro et 
al. 1995 have used numerical .simulations to show that a P discrepancy is possible 
in merging systems.)
The P problem, as considered here, refers to the observed relationship between 
gas and gravitating matter profiles: the gas appears more extended.
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Nulsen & Bohringer (1995) used X-ray data to determine the gas and grav­
itating mass profiles for the central Virgo cluster (r < 200 kpc). Their analysis 
shows that the gravitating mass rises approximately linearly with radius, while the 
gas mass rises nearly quadratically, giving ¡3 ~  0.5. This is one of the best current 
estimates for ¡3, using some of the best data and a model-independent analysis, 
but only applies to the central region of the cluster.
Hughes (1989) calculated both gas and gravitating mass profiles for the Coma 
cluster, using a variety of models, but was unable to get accurate estimates due to 
the scarcity of gas temperature information. Later, Briel et al. (1992) made more 
accurate estimates using gas surface brightness data out to larger radii, but still 
relying on sparse temperature information. The two results were found to be in 
rough agreement. In particular, the gas mass fraction increased with radius in both 
cases. The conclusion which may be drawn from these is that the density profiles 
of the gas and the gravitating matter are different, with ¡3 < 1. Similar trends 
have been found in other clusters such as Perseus (Eyles et al. 1991), indicating 
that the /3 problems for Virgo and Coma are not isolated cases, but a property of 
clusters in general. Recent results finding a high gets fraction in clusters generally 
(White & Fabian 1995) support the finding that the gas fraction increases outward 
in all clusters. Incidentally, both Hughes and Briel et al found the galaxy density 
profile to be close to that of the gravitating matter. If this is the case, the galaxies 
can be taken as reasonable tracers of the gravitating mass distribution, and there 
is a P problem using galaxy and gas profiles (cf. Bahcall &, Lubin 1994).
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Chapter 3
Dynam ics of cluster collapse and 
the beta problem
3.1 Introduction
Observations of clusters of galaxies reveal that the density of the intracluster 
gas decreases with radius more slowly than the density of the gravitating matter 
(Hughes 1989; Eyles et al. 1991; Briel et al. 1992; Watt et al. 1992; Nulsen & 
Bohringer 1995). This is sometimes referred to as the beta problem. While the 
name arises from simple analytic fits to the density profiles (Cavaliere h  Fusco- 
Femiano 1976), it remains when more realistic fits are performed. Typical values 
for f3 range from 0.5 for groups up to 0.8 for rich clusters such as Coma (Watt et 
al. 1992; Briel et al. 1992).
One possible explanation lies in the different collisional properties of the gas 
and gravitating matter. The gas behaves as a fluid (Sarazin 1988), so that during 
cluster formation the gas can be held up by a shock. In contrast, the collisionless 
matter is free to fall into the cluster core. During the time that collisionless 
particles pass through the core, continuing infall deepens the potential, so they 
can return to apocentre more tightly bound. Separation of the gas and gravitating 
matter provides a mechanism for energy transfer between the two, possibly driving 
¡3 away from one.
A number of three-dimensional simulations of cluster formation via the merger 
of subclusters have been performed (Evrard 1990; Schindler k, Muller 1993; Pearce
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et al. 1994; Navarro et al. 1995). These have used n-body codes to model the 
gravitating component coupled with fluid codes to model the evolution of the 
intracluster gas. In such calculations values for beta can be obtained once systems 
have settled into a relaxed state.
Evrard (1990) conducted cosmological scale simulations using a smoothed- 
particle-hydrodynamic (SPH) code for the gas. He found that the gas and gravi­
tating mass profiles were different and that ß < 1. Pearce et al. (1994) conducted 
a simulation involving the collision of two equal mass clusters. They also used 
an SPH code, but with much better resolution than Evrard’s code. The resulting 
density profiles were very similar in all but the core region of the relaxed cluster, 
where resolution was still poor. They concluded that ß ~  1. Navarro et al (1995) 
selected regions from previous cosmological simulations, redoing the simulations at 
higher resolution. Although their simulations may provide a more realistic treat­
ment of the formation of a cluster, they do not have the resolution of Pearce et al. 
(1994).
Where SPH codes have been used, caution needs to be exercised when inter­
preting results. Pearce et al. 1994 point out that several thousand gas particles 
are insufficient to properly resolve the gas dynamics, and it is unlikely that these 
problems will be overcome until much larger numbers of particles are used. Small 
numbers of particles result in poor spatial resolution and allow gas populations 
to interpenetrate rapidly, causing unphysically high transport effects. As a conse­
quence, the models are physically inaccurate in core regions and good determina­
tions of ß  are not yet possible.
Schindler k  Müller (1993) used an eulerian finite difference code instead of 
SPH. Their simulations covered a cubic region in the expanding universe in which 
a large cluster formed. Although their ß values are in rough agreement with 
observations of rich clusters, resolution is still poor, also resulting in excessive 
transport.
Recently, Bahcall and Lubin (1994) reexamined the so-called beta discrepancy, 
which is a related but distinct problem concerning gas and galaxies. They conclude
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that this discrepancy is an artefact of the application of unrealistic analytical 
models, such as the analytical King model approximation (King 1966) used by 
Cavaliere &; Fusco-Femiano (1976), to the galaxy distribution. According to their 
revised analysis, the gas and galaxy profiles are virtually identical, which is in 
conflict with some observations (Fabricant et al. 1989). Also, this says little about 
the beta problem, as they do not compare gas and gravitating matter profiles. 
Observations suggest that core values for the gas-to-total density ratio are very 
different from cluster averages for the same quantity, indicating that the density 
profiles are not identical (see Chapter 2).
In view of the difficulties discussed above, it is desirable to develop alter­
native strategies for estimating the effect that the different collisional properties 
have on ¡3. Here, a self-similar, spherical collapse model is presented. Matter 
is divided into collisionless (gravitating matter) and collisional (intracluster gas) 
components. The methods for their treatment are described in Sections 3.2 and
3.3 respectively. It has clear advantages over three-dimensional calculations by 
achieving far superior spatial resolution, eliminating the possibility of particle in­
terpenetration, and allowing transport coefficients to be better controlled. The 
model does not attempt to simulate all of the processes which may occur during 
cluster formation, but allows the effects of the different collisional properties of 
the cluster components to be examined simply. These properties are the same 
ones which may be responsible for j3 values less than one in three-dimensional 
simulations, and so the method allows the physical mechanisms to be examined 
in detail without computational difficulties confusing the results.
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3.2 G ravitating M atter
The calculation presented here attempts to model hierarchical clustering as a self­
similar spherical collapse. Matter is divided into collisionless (gravitating matter) 
and collisional (intracluster gas) forms. A self-consistent distribution is found for 
the gravitating matter and then the gas component is dropped into the resulting 
potential.
Gunn &; Gott (1972) considered the effect of a simple step density pertur­
bation in an otherwise flat and uniformly expanding dust universe. This small 
over density acts as a seed for accretion. Matter which is initially moving outward 
with the Hubble flow halts and recollapses due to gravitational instability. Their 
analysis can be directly extended to other density perturbations where the mean 
overdensity decreases monotonically with radius. Here, a model is considered 
where the initial density perturbation is of a power law form,
Sp oc r~2̂ 1+3e\  (3.1)
where e is a constant parameter. The total mass in the perturbation, 5M , scales 
as 5M oc r (1+9e)/(1+3g). The turn around radius rt (the radius of matter which 
has just halted and is about to recollapse) propagates outwards as rt oc t 1+e, so 
that the velocity of turn around propagation is vt oc te. Also, the mass which has 
turned around increases with time as Mt oc t3e+1.
For e = 0, the turn around radius expands at constant speed, and the mass 
of the system increase linearly with time. In this special case, the system result­
ing from the collapse is isothermal. The case e —> oo corresponds to an initially 
flat perturbation (ie. uniform density; all shells of matter turn around simultane­
ously) .
Previous self-similar collapse calculations have assumed the matter to have 
zero kinetic energy at the turn around radius, i.e. the matter falls in cold (Fillmore 
& Goldreich 1984; Bertschinger 1985). In the models presented here, the infalling 
matter has a finite temperature. Note that e here is related to that in Fillmore h  
Goldreich by cgf = 2/(3 4- 9e).
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Subclustering of the infalling gravitating matter is simulated by giving matter 
at turn around a gaussian transverse velocity distribution, but zero radial disper­
sion. The width of the distribution of transverse velocities at turn around scales 
with time in the same manner as the velocity of turn around. The binding energy 
associated with subclusters is ignored in this treatment.
Positions are measured in terms of the similarity variable
r (1 + e)r r
—  = ---------------oc — —-—.
rt vtt t 1+e (3.2)
Although the gravitating matter distribution is self-similar in form, orbits are 
calculated in real space and time coordinates.
The mass distribution can be expressed self-similarly as
# ^ >  =  ^ ( 4  (3-3)
In view of the spherical symmetry, angular momentum is conserved. The radial 
equation of motion for a (collisionless) particle is
2 r^m(x) t 2
r2t2 r 3 ’
(3.4)
where the mass distribution in equation (3.3) has been inserted and £ is the specific 
angular momentum of the particle. Equation (3.4) is solved using a fourth-order 
Runge-Kutta method to integrate the orbit, r ( i ,r t ,u), from turn around. Here u 
is the initial transverse velocity.
Self-similarity means that it is only necessary to calculate an orbit once for 
a particular value of ut(rt)/rt, where t(rt) is the time that a particle is released 
from turn around at rt . If m(x) is known, the orbit for any particle can be 
found. Because the mass infall rate is a known function of time, the orbits for any 
distribution of particles can then be used to determine m(x). The approach taken 
here is to start with an initial guess for m(x) and use this procedure to obtain a 
refined value for m(r), repeating until self-consistency is obtained.
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The self-similar scaling allows us to express an orbit with transverse velocity 
u at turn around in the form
= (3-5)
where t t is the time at which the particle turned around, rt (tt) is the radius at 
which it turned around and /  is a universal function for a particular value of 
utt/rtiU). All orbits with the same initial value of utt/r t (tt) are identical apart 
from scaling r and t by factors of rt and t t , respectively.
In order to determine the self-similar mass distribution, it is convenient to 
introduce a parameter a which is proportional to the mass which has turned 
around, M t oc a. From equation (3.3), Mt oc i 1+3e, thus tt oc a 1A1+3e). If we set 
a  =  1 at t = to, then a particle which turned around at some time ta = o:1A1+3e)i0 
has an orbit of the form
r  _  „ ( l + e ) / ( l + 3 e )  f  ( J _  Ut<x
rt (io) J W n ( t a)
Similarly, the particle velocity, v , may be expressed as
=  a £/(1+3e> g (
n{to) y \ta rt(ta))
(3.6)
(3.7)
where g is another universal function.
By construction, the total mass which turns around in the time interval corre­
sponding to da is directly proportional to da. The self-similar transverse velocity 
distribution can therefore be expressed as
d2M
d(utt/r t)da
h{utt/r t). (3.8)
Integrating an orbit for given u determines /  in equation (3.6) for some fixed value 
of utt /r t . A differential mass distribution for the similar orbits at some fixed time 
is then constructed by dividing r /r t into a set of bins. Stepping a by da from 0 
to 1 in equation (3.6), with utt/r t fixed, gives a set of mass elements proportional 
to da which are added to the appropriate radial bins. Once the differential mass
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Figure 3.1: (a) Single particle orbit for utt/r t(tt) =  0 .2 . Both r and t are nor­
malised to their values at turn around. Note that the particle virialises at a radius 
close to its turn around radius, (b) The same orbit as a function of a  in the form 
of equation (3.6), i.e. the form used to calculate m(x).
distributions have been constructed for a complete set of values of utt/r t , the total 
mass distribution is found by summing these over utt/r t with weight h(utt/r t).
A kinetic energy profile can be found simultaneously. A set of energy bins 
parallel the mass bins and when da is added to a particular mass bin, | dav2 is 
added to the corresponding energy bin. Here, v is the particle speed.
Figure 3.1 shows a typical orbit, in both r(t,rt,u) and r(a ,u ta/vt)/rt(ta) 
forms. Note from the first of these that the orbit rapidly approaches a stable 
form.
The one-orbit mass distribution function obtained from this orbit can be seen 
in Figure 3.2. The most noticeable features are a series of caustics, where infalling 
particles are at radial extrema.
As a test of the code, a single orbit particle distribution was generated cor­
responding to similar solutions obtained by Bertschinger (1985). Bertschinger 
considered the purely radial collapse onto a point perturbation, corresponding to 
e =  —1/9 in the notation used here. The code used here does not cope well with
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Figure 3.2: The self-similar mass distribution m(x) constructed from the orbit of 
Figure 3.1, where x is the self-similar radius. This is the mass distribution of all 
particles with the same initial value of utt/r t(tt) which have fallen in prior to the 
current turn  around time. Note the set of caustics.
purely radial motions, and so the particle was given a small initial transverse ve­
locity (around 1% of the turn  around velocity). Figure 3.3 shows a comparison of 
the mass profiles obtained from the code presented here and Bertschinger’s results. 
Agreement is very good except at small radii, which would be expected due to the 
different angular momenta used.
The transverse distribution function, h, is taken to be a two dimensional 
gaussian with 1-dimensional dispersion crt . Using this the mass distribution is 
constructed as described above, giving a refined m{x) to be used in the next solu­
tion for the motion of the particles. The process is repeated until self-consistency 
is obtained. The energy distribution is divided by the mass distribution to get a 
specific energy distribution.
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Figure 3.3: The mass distribution obtained using a particle with a small initial 
transverse velocity, compared to a similar result from Bertschinger (1985). The 
solid line is the results obtained using the method outlined in the text, while the 
dashed line is Bertschinger’s result. The similarity variable is e =  —1/9.
Figure 3.4 shows the set of mass distributions obtained using 35 orbits for 
0 oo =  (Ttt/rt =  0.65 and 0 < e < 0.8. It was found th a t at least 20 orbits 
were necessary in order to give a reasonable accuracy, and tha t there was no 
noticeable gain using more than 35. Note that the caustics visible in the single 
orbit distribution are well smoothed. This was found to be the case for all values 
of at used. Also, the gravitating mass distributions were found to converge within 
four iterations (variations less than 0.3% at this stage).
For the isothermal (e =  0) case, core velocity dispersions were also calculated. 
When a self-consistent form for m(x) is known, the slope at small x gives the 
(core) velocity dispersion of the resulting system. From the form of M(r) for a
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Figure 3.4: Gravitating mass profiles for cr00 =  0.65 and e =  0 , 0.1, 0.2, 0.4,0.6, 
and 0.8 (e =  0 at top). These are constructed using 35 orbits each, with a gaussian 
distribution of transverse velocities at turn around.
singular isothermal sphere, it can be seen that
m(x) =  ^ x (3.9)
in the limit i < 1, where a  is the final (core) velocity dispersion. For the range of 
param eters used here, the slope at small x was found to be nearly constant over 
the range 0.05 < x < 0.15, and so a could be obtained reasonably accurately.
In order to avoid numerical problems, arbitrarily large values for crt are not 
considered. The gaussian distribution must be truncated in a reasonable manner, 
typically at u /at =  3. This is to avoid particle orbits crossing x =  1, i.e. cross­
ing the tu rn  around radius which is moving outwards. In practice, the gaussian 
distribution was found to be adequate for dispersions a 00 < 0.75. No calculations 
were performed for larger values. Larger initial transverse kinetic energies are 
achievable using non-gaussian distributions.
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3.3 Intracluster Gas
The intracluster gas is treated as an ideal fluid, with 7  = 5/3. In spherical 
symmetry, the lagrangian flow equations are
• I d ( 2 \
P = -P -2 Y t {T V)'
(3.10)
• 1 d r frn xi d(f)
V = - p d - M T + q^ - Y r ’
(3.11)
t  = - ì {T + ^ Ì r ^ ’
(3.12)
and
where p, T, v are the fluid density, temperature and radial velocity respectively, 4> 
is the gravitational potential and q gives rise to artificial viscosity. Dot indicates 
the total (lagrangian) time derivative. Note that the units of T  are chosen so that 
p =  pT, where p is the fluid pressure, i.e. T  has units of velocity squared. The 
form used for the artificial viscosity is
= f a£2(V .v )2, if V . v < 0 
 ̂ \  0, otherwise
(3.13)
where 5 is the grid spacing in the numerical scheme and a is a constant of order 
unity. The choice of a value for a is a tradeoff: larger values result in shocks being 
smoothed over more grid cells, but produce less post-shock oscillation.
An explicit lagrangian finite-difference scheme was constructed from equations 
(3.10) -  (3.12). Cell positions and velocities are recorded at cell boundaries, while 
all other quantities are recorded at cell centres. The difference equations are
rn+1
3
A t
2. = v”+l
«r1 -
A t P"+i + P"_i )
2 J 2
\  (S(p(T + q)))? (S4>)?
(H -  ( H -
nnn+l rpn
1j+Ì 13+i
A t = - 3  (2?+ i +9"+j)(V-v)?+i
(3.14a)
(3.146)
(3.14c)
n+l _1 -
2
P i
3dmj+i
-  ( r ^ 1)3’
(3.14d)
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where
n n
and
< T1+1 ■- r ? ) 2((V .v ) ;+ i )2, if (V • v)»+ i < 0; (3.14e)
0, otherwise
(V. \n .. J rl+l')2vl + l - ( rl ) 2vl
' Ì+* (rj+l)3 -  (r")3 '
(3.14/)
Subscript j  refers to the cell number and superscript n to the step number. Here, 
A t is the timestep and drrij+i  is the gas mass in cell j  (which is time independent). 
Spatial differencing is performed according to
dQ
dr
m i3 _ Q",1 -  Q?_i.Jt 2 3 2 (3.15)
. ( H "  °-5(r "+i -  r "-i)
Code stability was ensured by selecting the timestep using the standard Courant
condition
< 1
nr* LX  nr*TX
ri +1 ri
(3.16)
for all n ,j ,  where a numerical factor of (5/3 )1//2 has been omitted. The potential 
is calculated using the gravitating matter distribution
GM (r,t) 2 r^m(x)d(j)
dr r2t2
(3.17)
A number of tests were performed on the resulting fluid code, including a 
static isothermal atmosphere and shock propagation. After ten sound crossing 
times gas in the isothermal atmosphere was found to possess a small amount of 
kinetic energy (less than 0.1%), and the total energy was conserved to better 
than 1%. Shock tests were carried out using a standard shock tube and on the 
spherically symmetric code. Observed shock speeds agreed with calculated values 
to within 2%, and postshock ringing was less than 5% for pressure jumps of about 
10. In the shock tests, as well as actual calculations, a = 4.
As with the gravitating matter section of the code, the hydrodynamic part was 
tested against the similarity solutions of Bertschinger (1985). Here, the comparison 
is with the 7  =  5/3 self-gravitating gas. Figure 3.5 shows a comparison of the 
density, pressure and velocity from the code and Bertschinger’s results. Note that
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Figure 3.5: Gas density, pressure, and 
tating gas. The similarity param eter is 
the 1-dimensional hydrodynamic code, 
results.
log(x)
velocity profiles for a 7  =  5/3 self gravi­
e =  —1/9. Solid lines are the results from 
while the dotted lines are Bertschinger’s
Bertschinger’s results correspond to e =  —1/9. For all quantities the agreement is 
good, except for the region surrounding the shock where smoothing is present.
For the collapse calculations a fixed, finite inner flow boundary was specified, 
to avoid numerical problems near r =  0. A mass of gas was initially given a 
density and tem perature profile to make it close to hydrostatic equilibrium in the 
self-similar potential, then, as the turn around radius moved outwards, new cells 
were added at the outer point. The new cells had a thickness proportional to the
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Figure 3.6: Gas density, temperature, and velocity profiles for 3T/2 =  erf, crQQ =  
0.65 and e — 0, 0.1,0.2,0.4,0.6, and 0.8 (e =  0 at top). The density is in units 
of the density at turn around, while the temperature and velocity normalisations 
are arbitrary.
turn  around radius and contained enough mass to make the infall rate M <x t3e. 
Also, they were given a tem perature such that the specific therm al energy of the 
gas was equal to the mean specific kinetic energy of the gravitating m atter. Since 
all orbits were started with zero radial motion, this tem perature is related to the 
velocity dispersion of the infalling gravitating m atter by Tt =  § of.
Flows were followed until the mass in the initial distribution was negligible 
(typically less than one percent of the total gas mass) and were observed for
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the development of a self-similar profile. Self-similarity was found to develop 
quite quickly and was stable for arbitrarily long times. Typically, the final flows 
contained up to 2000 cells, giving excellent spatial resolution. Figure 3.6 shows 
typical gas density, temperature, and velocity profiles for an initial gas temperature 
of 3Ti/2 =  cr2 =  (0.65rt/ i ) 2 and 0 < e < 0.8. The gas temperature rises sharply 
at the shock then varies smoothly from there to deep within the core. Inside the 
shock the density profile is nearly a power law. The gas velocity decreases sharply 
at the shock as kinetic energy is transformed into thermal energy.
3.4 R esults
Calculations were performed for the special case e = 0, 0.45 < <7oo < 0.75 and 
then for 0 < e < 0.8, <7oo =  0.65.
3.4.1 Isothermal case: e = 0
Figure 3.7 shows the gravitating and gas mass profiles for the case e =  0 and 
=  0.65. The dotted line is a plot of m(x) = x (singular isothermal sphere) for 
comparison. The two profiles are similar inside the gas shock at :cSh — 0.4, the hot 
gas being slightly more extended than the galaxies. Fits to these density profiles 
should give a ¡3 slightly less than one.
In Figure 3.8 the specific kinetic energy of the gravitating matter, and the 
specific thermal and kinetic energies of the gas are plotted for the same parameters 
as used in Figure 3.7. The most striking feature of the gravitating matter curve is 
the large dip at x  ~  0.3. This corresponds to the position of the first shell crossing, 
i.e. the radius of the matter reaching apocentre for the first time. Here much of 
the mass has a low velocity. Smaller dips, corresponding to other shell-crossings, 
can be seen further in, but these are quickly buried in the noise due to the finite 
number of particles.
The thermal energy profile of the gas is smoother, except for a large jump at 
the shock where gas kinetic energy is transformed into thermal energy. Within
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Figure 3.7: Mass profiles for the gas and gravitating m atter are given by the 
dashed and solid curves respectively, for the case e =  0 and =  0.65. The 
dotted line is the profile for a singular isothermal sphere.
the shock, the two profiles are similar, apart from the dips. Values for ¡3 were 
obtained from the average ratio of the gravitating m atter kinetic energy to the gas 
therm al energy within the shock. The large dip in the gravitating m atter energy 
profile only had a small effect on the results since the most of the mass lies closer 
to the origin. Calculations were performed for a range of values of <Too giving the 
results in Table 3.1. The final core velocity dispersion is close to one in all cases, 
increasing slightly as aQ0 decreases.
Results in the last row of the Table are generated by making the initial energy 
of the gas 50% higher than tha t of gravitating m atter. This only causes a small 
reduction in /?, showing tha t ¡3 is insensitive to the initial tem perature of the gas. 
Exam ination of the energy profiles in Figure 3.9 reveals why. The main effect of 
the tem perature increase is to move the shock outwards, with the gas distribution
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Figure 3.8: Kinetic energy of the gravitating m atter (solid line) and therm al and 
kinetic energies of the gas (dashed and dotted lines, respectively) for the collapse 
of Figure 3.7. The energy normalisation is arbitrary.
x
Figure 3.9: Same as Figure 3.8, but with 50% more energy in the gas at turn 
around.
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Table 3.1: Collapse calculation parameters for the case e = 0. <Joo = 
measures the transverse velocity dispersion of the galaxies at turn around. The 
core velocity dispersion a is also given in units of rt/t. r  = 3Tt/(2cr() gives the 
temperature of the infalling gas in units of the gravitating matter “temperature” 
at turn around. xsh is the shock radius in self-similar units.
&oo a T ^sh p
0.45 1.11 1 0.32 0.96
0.50 1.09 1 0.34 0.96
0.55 1.06 1 0.36 0.96
0.60 1.03 1 0.38 0.95
0.65 1.01 1 0.41 0.95
0.70 0.98 1 0.46 0.95
0.75 0.95 1 0.51 0.95
0.65 1.01 1.5 0.52 0.92
overlying the bulk of the gravitating matter only being altered slightly. Since the 
bulk of the gas is unaffected there is little change in ¡3.
It is surprising that adding a significant amount of thermal energy to the gas 
has such a small effect on ¡3. However, as discussed in Appendix A, self-similarity 
tends to force /3=1  locally in the core. The large core in the isothermal solutions 
keeps the global (3 close to 1.
The core velocity dispersion, cr, is within about ten percent of the velocity of 
the turn around radius for all runs. As a result the turn around radius, r*, and 
the mass that has turned around, Mt, are related to a as
and
rt — 10
Mt ~  3 x 1015
a U
_103km s-1 _ 1010yr
Mpc,
a 3 ‘ U '
,103km s“ 1. IQlOyr
M r:O'
From these, the virialised region of a large cluster has rvlT — 0.3rt ~  3 Mpc and 
M (rvir) ^  1.5 x 1015Mo . These numbers are comparable to measured values for 
rich clusters such as Coma, again indicating that they have collapsed recently.
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3.4.2 More general distributions: e > 0
Figure 3.10 shows the gravitating matter and gas mass profiles for 0 < e < 0.8 and 
0oo =  0.65. As e increases, the turn around radius rt accelerates outwards more 
quickly (since vt a  te). Examination of single orbits reveals that they virialise 
at a radius, rvlT, close to that at which they turned around (see Figure 3.1, for 
example). However, the time dependence of vt means that the ratio of the virial 
radius to the turn around radius, at any particular instant, decreases as e increases. 
Similarly, since the mass which has turned around scales as Mt oc i3e+1, the ratio of 
the mass which has virialised to the mass which has turned around also decreases 
as e increases.
Table 3.2: Results from collapse calculations for 0 < e < 0.8. zSh is the radius of 
the gas shock in self-similar units. rSh/rt is the ratio of the radius at which an 
element of gas is shocked to the radius at which the same element turned around 
(not the current turn around radius). Initial energies of the gravitating matter 
and gas are equal in all runs, with cJoo = 0.65.
e ^sh rSh /n p
0.0 0.41 0.76 0.95
0.1 0.40 0.73 0.90
0.2 0.37 0.70 0.87
0.4 0.33 0.67 0.78
0.6 0.30 0.63 0.73
0.8 0.29 0.59 0.65
Table 3.2 contains data from the collapse calculations for 0 < e < 0.8. Here, 
a;sh is the self-similar shock radius, i.e. the ratio of the radius at which the shock 
occurs to the turn around radius at any particular instant, r ^ /r t  is the ratio of the 
radius at which a particular gas element shocks to the radius at which it turned 
around (not the current turn around radius). Both of these quantities decrease as 
e increases. The quantity rSh /rt decreases because the temperature of the infalling
m
(x
)
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Figure 3.10: Gas (dashed) and gravitating (solid) mass profiles for e =  0.0, 0.1, 
0.2, 0.4, 0.6, and 0.8.
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gas increases more rapidly with time for larger e (the density of infalling gas only 
depends on the time, not e). This increases the importance of the pressure of the 
infalling gas, requiring it to fall in further before shocking. Note also that as e 
increases, the ratio of shock radius (rsh) to virial radius (rvlT) increases, i.e. the 
hot gas becomes relatively more extended. Despite this, within the virial radius 
the two mass distributions remain very similar up to e = 0.8. It is apparent that 
there is excess hot gas at large radii, which would be expected to give ¡3 < 1. Fits 
to the density profiles for r < rvir would not show any significant effect, but fits 
for r < r sh would. Further, since the gas becomes relatively more extended as e 
increases, we would expect (3 to decrease. As before, ¡3 values are not calculated 
from the density profiles but from the relative energies of the two components.
Energy profiles for the two mass distributions can be seen in Figure 3.11. In 
all cases the gas and gravitating matter energy profiles are similar within the core, 
tending to keep ¡3 close to 1. ¡3 decreases almost linearly as e increases, as can 
be seen in Figure 3.12. The decrease is mostly due to the gas shock moving out 
relative to the virial radius for the gravitating matter as e increases. As a result 
there is more mass outside ryiT but inside rsh, where the gravitating matter energy 
is relatively low.
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Figure 3.11: Energy profiles corresponding to the range of e used in Figure 3.10. 
Solid lines are for the kinetic energy of the gravitating m atter. Dashed and dotted 
lines are for the gas thermal and kinetic energies, respectively.
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3.5 Discussion
The results in Table 3.2 show tha t the self-similar collapses can produce systems 
with ¡3 significantly less than 1 through purely dynamical effects. Increasing e 
reduces the central concentration of the overdensity which gave rise to the collapse 
(e —>• oo represents a constant overdensity). Thus models with larger e better 
represent the collapse of the central part of a smooth overdensity, so making better 
models of cluster formation. These are also the models which produce (3 values 
significantly less than 1, as required by observations. Numerical problems (due 
to rapid acceleration of the turn around radius) prevented consideration of larger 
values of e.
Systems with smaller values of e form a steady core (see Appendix A). Since 
the galaxy distribution within this region is approximately isotropic in all models 
considered here, ¡3 =  1 locally in the steady core (see Appendix A). Thus, low
t------ 1------ 1------ r t------ 1------ 1------ r
j __________i__________ i__________L
0
J__________I--------------- 1--------------- L.
0.5
12: Plot of ¡3 versus e
DYNAMICS OF CLUSTER COLLAPSE 46
in
Figure 3.13: Trajectory of infalling m atter for e =  0. The dashed line shows 
the radius vs time for a gas parcel after release from turn  around. The solid 
line shows the mean radius (weighted by potential energy) vs time of gravitating 
m atter released from turn  around at the same time as the gas.
beta  values cannot be due to the steady core. Note that ¡3 =  1 in the steady core 
largely due to self-similarity, and so is an artefact of the simulations.
Figure 3.13 shows, as a function of time, the position of an element of gas 
together with the mean position (weighted by potential energy) of galaxies released 
from tu rn  around at the same time. In all of the models presented here the gas 
ends up closer to the centre of the collapse than the galaxies which fell in with 
it. Since low beta results when the gas distribution is more extended than  the 
galaxies, this cannot result in a low beta value. However, by the time tha t the 
gas and galaxies reach “equilibrium” positions they are deep within the collapsed 
object (in the steady core), since the turn around radius constantly moves outward. 
This is really another manifestation of ¡3 being 1 in the steady core.
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Although [3 = 1 in the core, the thermal energy of the gas outside the steady 
core but within the shock is sufficient to make the overall (3 smaller than 1 in 
simulations with e > 0. However, another effect which can be seen in Figure 3.13 
is that, after being released from turn around, the gas moves inward ahead of the 
galaxies. This causes infalling gas to reach the shock before galaxies that were 
released at the same time and plays a role in reducing the overall ¡3.
Since it is released with a finite temperature, the gas is driven ahead of the 
galaxies by thermal expansion. Spherical symmetry forces the expanding gas to 
rush radially inward, while the “thermal” motions of the galaxies take them in 
random directions, so that, on average, they move in more slowly. This is clearly 
an artefact of the enforced spherical symmetry. In reality the gas from an infalling 
subclump would not be released until either it was stripped by ram pressure or 
the clump was tidally disrupted. Although this effect is not entirely physical, the 
gas from an infalling clump will tend to move coherently, so that there may be 
some parallel effect in reality.
Another issue is the problem of relating a time-dependent model to a virialised 
cluster. For a realistic model the infall needs to be stopped at some point and the 
system allowed to relax before it is compared to a cluster. Since a great deal of 
the mass in the self-similar models resides in the outer part of the collapse, which 
is a long way from equilibrium, it is not clear what would happen if the infall 
was stopped at some point and the system allowed to virialise. The analysis here 
assumes that the overall p  at any time will reflect the final P when the system 
settles down.
Taken together, these factors mean that we should be cautious in trying to 
relate these models to real clusters. The strongest conclusion that can safely be 
drawn is that it is possible to produce low beta from purely dynamical effects. 
High resolution time-dependent collapse models are still needed to resolve this 
issue unambiguously.
DYNAMICS OF CLUSTER COLLAPSE 48
3.6 Conclusions
The issue of whether the beta problem can be due to purely dynamical effects 
during cluster collapse has been investigated. Since the galaxies are collisionless 
while the gas undergoes shocking in the collapse they become separated during 
the period of violent relaxation and so may end up with different distributions.
In order to model cluster collapse it is necessary to use numerical simula­
tions, but 3-dimensional simulations currently have insufficient spatial resolution 
to model the process accurately. In order to bypass this difficulty a spherically 
symmetric, self-similar collapse model has been used, in which subclustering is 
simulated by a finite temperature for gas and galaxies at turn around. The most 
significant free parameter in these models is e, with the turn around radius prop­
agating outward as rt oc t 1+e. Models with e = 0 produce a perfect isothermal 
sphere in their core. Models with larger e represent less centrally concentrated 
collapses, tending to the collapse of a uniform overdensity in the limit e —>■ oo.
Models with e = 0 produce systems with ¡3 close to 1. Increasing e reduces 
the resulting /?, with p  =  0.65 for models with e =  0.8. Of the models for which 
results exist, those with e =  0.8 would give the best representation of a cluster 
collapse. However, artefacts of the simplified model mean that the results should 
be treated with caution. It has been shown that it is certainly possible to obtain 
p  < 1 from purely dynamical effects in a collapse. The models are capable of 
generating p  values appropriate to a wide range of systems, from poor groups 
to rich clusters. Nevertheless, high resolution 3-dimensional simulations are still 
needed to determine whether this effect is really significant in clusters of galaxies.
It should also be noted that the modelling here offers no reason why a par­
ticular value of P should occur in the formation of a group or cluster. The effects 
discussed here are purely dynamical and, as such, possess no natural mass scale. 
There is thus no reason why they should be able to simultaneously fit both high 
and low P systems. The effects discussed here would be expected to cause a P 
value independent of cluster size.
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Chapter 4
Excess energy in the intracluster 
m edium
4.1 Introduction
As discussed in Chapter 2, the gravitating mass profile for a cluster of galaxies 
can be obtained from X-ray observations of the hot intracluster medium (Sarazin 
1988). Such determinations rely on the cluster gas being in hydrostatic equilibrium 
with the cluster potential, usually also assuming spherical symmetry. Neither of 
these assumptions is strictly correct. X-ray measurements of many clusters show 
substructure which is probably not in perfect hydrostatic equilibrium, but there 
are good theoretical and observational arguments to support the assumption that 
the ICM is nearly hydrostatic (Sarazin 1988). Since most clusters do not appear 
circular on the sky they cannot be exactly spherically symmetric. The observed 
deviations from spherical symmetry would not be expected to have a major impact 
on mass determinations. In principle, optical observations of cluster galaxies could 
also be used. However, difficulty in obtaining all of the required information makes 
X-ray estimates more reliable (Chapter 2; Sarazin, 1988).
There are still problems with obtaining mass profiles from X-ray data. A lim­
iting factor for many determinations is the paucity of spatially resolved tempera­
ture data, especially for hot clusters. This, together with the need to differentiate 
the pressure (Chapter 2) to get the mass, means that additional assumptions are 
needed, so that mass estimates are rather model dependent. The surface bright­
ness is insensitive to the exact temperature profile (see Chapter 2) and so the gas
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density profile may be determined with reasonable certainty. However, the tem­
perature profile is essential in order to have a well determined gravitating mass 
profile.
Mass profiles determined from the X-ray data appear to be more centrally 
concentrated than the gas itself, although the problems of the mass determination 
make it difficult to be certain of this. If the gravitating matter is more centrally 
concentrated than the gas, the energy per unit mass in the gas is larger. In order 
to understand what mechanism is responsible for this, it is necessary to be able to 
quantify this energy excess. Here, the properties of several well studied clusters, 
including mass distributions, are examined with this in mind.
In Section 4.2, parameters relating to the intracluster medium and the grav­
itating matter distribution, as found in the literature, are presented. Trends in 
these quantities are examined. The parameter /3fit , which measures the relative 
extension of the gas and gravitating mass components is introduced. Also, a sim­
ple method is used to estimate the excess temperature of the intracluster medium 
from fa t . Section 4.3 describes simple spherical models for the mass distributions 
of the gas and gravitating matter, incorporating excess temperatures from Section 
4.2. These distributions are compared to observational data. The purpose of these 
models is to relate the observed betas to the actual state of the gas in clusters.
The mass profiles for a few well studied systems are reviewed. These include 
Coma (Hughes 1989; Watt et al. 1992; Briel et al. 1992), Perseus (Eyles et al. 
1991), A2256 (Henry et al. 1993), and Virgo (Nulsen & Bohringer 1994). There 
is some suggestion that gas in the cooler systems such as Virgo is less centrally 
concentrated than in the hotter systems like Coma.
It is shown that the cluster data is consistent with an excess energy in the gas 
of ~  few keV, and that simple models for the two mass distributions are capable of 
reproducing observed trends. The chapter finishes with some discussion of possible 
causes for the excess energy.
4.2 C luster properties
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Intracluster gas density profiles can be obtained directly from fits to the X-ray sur­
face brightness profile (Sarazin 1988; Chapter 2). Commonly, spherical symmetry 
is assumed and X-ray surface brightness data are fitted by the /3 model (Cava­
liere Sz Fusco-Femiano 1976) given by equation (2.2). Under the assumption of 
isothermality, this can be inverted to give a gas density profile of the form
pg(r) = p9o 1 +
2t - 3 / W / 2
(4.1)
The perceived surface brightness depends weakly on the gas temperature (ex­
cept at low temperatures, Nulsen & Bohringer 1994), so that gas density profiles 
can be obtained with some certainty, even if temperature information is limited.
Jones h  Forman (1984) obtained /3SUTf values for a sample of clusters. Later, 
a variety of authors obtained many further values. These are summarised in Table
4.1, together with data on iron abundance. Data are also included for a number 
of small groups of galaxies.
Some clusters have excess central emission which is taken to be the signature 
of a cooling flow (Fabian 1994). In order for the (3 model to provide a good fit 
to the data at large radii, it is necessary to omit the excess central region from 
the fitting process. Where necessary, the authors have taken this into account in 
obtaining the f3smf values in Table 4.1.
The /?surf data from Table 4.1 are plotted versus the gas temperature kTg in 
figure 4.1. Note that there is a clear trend of increasing /?surf with kTg. A least 
squares fit for constant beta gives (3sm{ =  0.57 and a chi squared of 1354 for 30 
degrees of freedom. Fitting f3surf = AIoqiqT+ B  gives A = 0.29 and B = 0.46, with 
a chi squared of 707 for 29 degrees of freedom. The F statistic for the improvement 
in the fit is .F(l, 29) = 26.5, close to twice the 99.9% confidence limit of 13.4.
The iron abundance in the intracluster medium is plotted versus kTg in figure
4.2. It is difficult to draw any firm conclusions from these data. If the point for 
WP23 is ignored (there is reason to doubt the result— Mushotzky 1994), then 
there may be a trend for abundance to decrease with increasing temperature as
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Table 4.1: Cluster sample data. The source of all data is indicated.
Cluster k T g  (keV) Fe abund. /^surf
Coma 8.0 ±  0.36 0.22 ±  0.02a 0.75 d= 0.03a
A2256 6.9 ±  0.6C 0.28 ±  0.04c 0.795 ±  0.02c
Virgo 9  A+Q A d, z>^ - 0.2 0.44 ±  0.02d 0.46d
Perseus 6.4 ±  0.4n 0.32 ± 0.036 0.57±0.03/
A85 n  9 + 0 .3m  O.Z_ 0-2 - 0.62 ±  0.03n
A106 4.0 ±  1.0n - 0.67 ±  0.08n
A119 5.9±0.6m n qq+0.266U.ZO_o 25 0.58 ±0.02°
A262 2.4±0.8m -1 q +  0.96 i - ° - 0 .7 0.55 ±  0.05n
A400 2.5 ±  0.4m 0.57 ±  0.08n
A401 6.55 d= 1.0n - 0.66 ±0.06°
A496 a 17+l.Ob ^ • ‘ - 0.8 0.32 ±  0.02S 0.60 ±  0.03S
A539 1 q + 0 .8<jri - ° - 0 . 3 - 0.65 ±  0.03S
A576 4.4 ±  0.9n 0.43lg 'lf 0.49 ±  0.03n
A754 q -I + 0 .8my -i - o .6 - 0.77 ±  0.08s
A1367 q 17+ 0 .2m  ' - 0 .1 <  0.29a 0.53 ±  0.13n
A1795 c 1 +0.46  0.5 0.27 ±  0.05S 0.81 ±  0.01s
A2029 n  9 + 2 .6n - 0.73 ±0.10"
A2063 7.2 ±  1.8n - 0.62 ±  0.05n
A2199 4.8 ±  0.8n 0.32 ±  0.04s 0.73 ±  0.02s
A2319 8.9 ±  2.1n - 0.68 ±  0.05n
A2589 q rv+0.9qro .U _o .6 - 0.57 ±0.03«
A2657 3.6 ±  1.2n - 0.53 ±  0.04n
AWM7 -  & - 0.53 ±  o.op
HCG12 0.72 ±  0.36ft - 0-92ig;nft
HCG62 0.96 ±  0.04* - 0.512 ±  0.015h
HCG68 0.98 ±  0.13h - 0.61 ±  0.04h
HCG97 0.97 ±  0.11h - n /IQ+O-Oio^ U.4(5_0.015
N2300 0.93 ±  0.20h - 0.321 ±  0.015'1
N4261 0.85iSiefc <  0.08* 0.31fc
N5044 0.98 ±  0.02' - 0.53 ±0.01'
WP23 l .Q S 0.26 ±  0.03s 0.54 ±  0.03s
found by (Arnaud et al. 1992). Observations of poor groups suggest that their 
abundances are around 0.1 or less (Davis et al. 1995). This is much lower than 
the average for richer systems and conflicts with the decreasing trend. Either the 
trend of abundance with temperature is non-monotonic, or the data are too poor
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Table 4.1 continued;
Reference list for table 4.1.
aBriel, U. G., Henry, J. P., Bòhringer, H., 1992, A&A, 259, L31
mDavid, L. P., et al., 1993, ApJ, 412, 479
*David, L. P., Jones, C., Forman, W., 1994 ApJ, 428, 544
^David, L. P., Jones, C., Forman, W., 1995 ApJ, 428, 544
fcDavis, D., et al., 1995, ApJ 444, 582
bEdge, A. C., Stewart, G, 1991, MNRAS, 252, 414
pFabricant, et al., 1986, ApJ, 308, 530
°Henriksen, M. J., Mushotzky, R. F., 1985, ApJ, 292, 441
cHenry, J. P., Briel, U. G., Nulsen P. E. J., 1993, A&A, 271, 413
n Jones C., Forman W., 1984, ApJ, 276, 38
^Mushotzky, R. F., 1994, Preprint
^Neumann, D. M., Bòhringer, H., 1995, A&A, 301, 865
dNulsen, P. E. J., Bòhringer, H., MNRAS, 274, 1093
h'Pildis, R. A., Bregman, J. N., Evrard, A. E., 1995, ApJ, 443, 514
*Ponman, T. J., Bertram, D., 1993, Nature, 363, 51
•^Schwartz, R. A., et al., A&A, 256, L ll
to draw firm conclusions yet.
From the equation of hydrostatic equilibrium, the gravitating mass profile 
M (r) can be obtained using the gas density and temperature profiles, pg(r) and 
Tg(r) respectively, and is given by equation (2.3). The gas density can be obtained 
from the X-ray surface brightness profile. However, temperature profiles require 
good spatially resolved spectroscopic information, which is currently scarce. This 
is a severe constraint, often requiring the use of models for the temperature profile 
when attempting to calculate masses.
Apart from cooling flows, most systems exhibit nearly isothermal tempera­
ture profiles or weak temperature gradients. For convenience, it has often been 
assumed that the gas is isothermal when modelling clusters. The high (kTg ~  8 
keV) temperature of the Coma cluster has made it even more difficult to obtain 
information on its profile. Despite this, it has been possible to determine the mass 
out to 5/i q̂1 Mpc to within a factor of two (Briel et al 1992). Where limited tem­
perature information is available for a particular cluster, models are usually fitted
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Figure 4.1: Plot of ¡3 versus gas tem perature (in keV) using the data  from Table
1.
to the data. These models include a linear ramp, Ts =  To — Ar, and poly tropic 
models with Tg a  Pg“ 1-
Good gravitating mass profiles have only been obtained for a small number of 
well-studied clusters. These include Coma (Hughes 1989, W att et al. 1992, Briel 
et al 1992), Perseus (Eyles et al. 1991), A2256 (Henry et al. 1993), and Virgo 
(Nulsen & Bohringer 1994). A number of more speculative mass distributions 
have been found for other systems. Table 4.2 shows a list of properties collected 
from the literature for well studied clusters. It is possible to fit a density profile of 
the form in equation (4.1) to the gravitating mass profile, but with A urf replaced 
by Aim- Note that Aim =  1 if the analytical approximation to the truncated 
isothermal sphere (King 1966) fits the gravitating m atter distribution well. This 
is a key assumption of the (3 model.
The param eter A lt is defined as A it =  A urf/A im - This gives a measure of the
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Figure 4.2: Plot of iron abundance (in units of the solar abundance) versus gats 
tem perature for the clusters in Table 4.1.
relative distributions of the gas and gravitating components; fa t <  1 meaning that 
the gas density profile is more extended than that of the gravitating m atter. If the 
gas and dark m atter are both isothermal, then fa t =  limner2/kT  as outlined in 
Chapter 2 (equation 2.1). The assumption used in the simple (3 model (Cavaliere 
h  Fusco-Femiano 1976), tha t fa m — 1, is an approximation at best. Provided that 
the velocity distribution of the gravitating m atter is approximately isotropic and 
isothermal, fa t should be expected to provide a measure of the relative tem pera­
tures of the gas and dark matter.
In order to calculate the relative extensions of the two components from the 
Amrf values in Table 4.1 it is necessary to examine the existing estimates for the 
gravitating mass profiles in clusters. Each of the clusters was analysed in a different 
manner. Here, we are interested in comparing the clusters with one another, and 
so it is necessary to do some further analysis to get consistent data. Below, the
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Table 4.2: Data for well studied clusters. Temperatures are in keV and iron 
abundances are relative to solar.
Cluster kTs Fe abund. ßsuri ßdm ßüt
Coma 8.0 ±0.3 0.22 ±0.02 0.75 ±  0.03 0.9 ±0.2 0.75 ±0.13
A2256 6.9 ±0.6 0.28 ±0.04 0.795 ± 0.02 0.92 ±  0.42 0.86 ±0.27
Perseus 6.4 ±0.4 0.32 ±0.03 0.59 ±0.05 0.77 ±0.03 0.77 ±0.1
Virgo 2 4+0-4 z-^-0.2 0.44 ±0.02 0.46 0.67 0.69
data for each cluster are examined in an attempt to get some form of consistency.
(i) Coma
The best mass profile obtained so far for Coma was by Briel et al (1992) using 
ROSAT PSPC data. Even using their data, there is an uncertainty in the total 
mass within Mpc of a factor of two. They fitted King models to the gravi­
tating mass profile (equation 4.1 with /3 = 1), and concluded that the gravitating 
mass was more centrally concentrated than the gas. An examination of their mass 
limits shows that models with ¡3 < 0.7 appear to be poor fits, as do models with 
¡3 much greater than 1. The value in Table 4.2 was arrived at using these 
approximate limits.
Watt et al. (1992) also determined the mass profiles for Coma. Unlike the Briel 
et al. measurement, they used data from the unorthodox SL2 XRT instrument. 
Both their gas and gravitating mass profiles appear to be too shallow.
(ii) A2256
Henry et al (1993), as with the Briel et al. Coma data, used ROSAT information 
for A2256. Limited temperature information, combined with a well determined 
gas density profile, made a reasonable mass determination possible. Although they 
conclude that the two density distributions may have the same form at large radii, 
the data is consistent with a more centrally concentrated gravitating mass. The
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gas density profile appears to be similar to that of Coma (/?surf — 0.7 — 0.8), and 
may be typical of large, hot (kTg > 5 keV) clusters.
(iii) Perseus
The best determination for Perseus is by Eyles et al. (1991). Their method is 
the same as that used by Watt et al. (1992) in their analysis of Coma data, and 
the data were obtained using the same instrument. This suggests the exercise of 
caution in using their results. It is interesting to note that /?SUrf is identical for 
the two systems using their method. However, the gas density profile for Perseus 
obtained by these authors agrees with that obtained using Einstein data (Jones & 
Forman 1984), increasing confidence in their results. Despite possible problems, 
the Eyles et al. Perseus data are included in Table 4.2 because they are the best 
available.
A number of models were fitted to the temperature data, including those dis­
cussed above and a simple power law. They conclude that the gas is definitely more 
extended than the gravitating matter (the gas mass fraction rises with radius), as 
is evident from the results in Table 4.2.
(iv) Virgo
One of the best, model independent, mass estimates so far published is for the 
central region of the Virgo cluster. Nulsen & Bohringer (1994) used ROSAT data 
to place bounds on the mass distribution near the centre of the Virgo cluster (out 
to around 200 kpc). Due to the much lower temperature of Virgo (2.4 keV) and its 
closeness compared to other systems, they are able to map the temperature profile 
with reasonable accuracy. Their best fitting gravitating mass profile rises nearly 
linearly outside the core region. They quote only a best fitting power law for the 
gas density, so no errors are present in either parameter in Table 4.2. The gas 
density profile is well determined, so the lack of an error in this parameter is of 
little concern. As for the gravitating mass profile, it does not appear that a very
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different profile would fit the data. It should be stressed that these measurements 
concern only the inner regions of the Virgo cluster.
The values from Table 4.2 (for all but Virgo) are consistent with a single 
value, /?dm — 1- Also, the lower value for Virgo is not seen as a severe problem as 
the mass estimates were only made using the very innermost regions of the cluster.
P was originally defined as the ratio of the specific kinetic energy of the 
gravitating matter to the specific thermal energy of the gas (2.1). If T  is the gas 
temperature which would make P = 1 , Tg is the gas temperature and Texc is the 
excess, then,
= T  = Tg -  Texc (4.2),
S O
Texc =  (1 -  P)Tg. (4.3)
For the clusters in Table 4.1, we have a direct estimate of P = psurf-
Figure 4.3 plots the quantity kTexc (obtained from equation 4.3 using psurf) 
versus kTg for the clusters of Table 4.1. There is a clear trend of increasing kTexc 
with gas temperature. However, since there is a factor of Tg in the expression
(4.3) for Texc, a correlation should be expected even for random p. Taken at face 
value the excess for hot systems is around 1-3 keV. Groups with temperatures 
around 1 keV have lower excesses. In using the psnTf values to calculate the excess, 
the gravitating matter is effectively assumed to have Aim =  1 , i.e. Aurf/Aim = 
Psnri- Using 1.2/?surf instead assumes the shallower gravitating matter distribution, 
corresponding to Pdm = 5/6, and decreases the estimated energy excesses. These 
reduced excesses are plotted in figure 4.4. This reduces the (spurious) correlation 
between kTexc and feTg, also reducing the average excess to around 1-2 keV.
In figure 4.5, the excesses are plotted as in figure 4.3 but only for those 
systems in Table 4.2, i.e. those for which gravitating mass profiles have been 
determined. Since the gravitating mass profile is known for these systems, excesses 
were calculated using Pat in equation (4.3). It can be seen that the excesses for 
these few systems are all around 1-2 keV. The errors are too large and the data 
too sparse to draw firm conclusions, but these results are consistent with a fixed
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Figure 4.3: Excess energy in the intracluster medium, calculated using equation
(4.3).
kT (keV)
Figure 4.4: Excess energy in the intracluster medium, this time using 1.2/3.
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Figure 4.5: Excess energy in the ICM for the clusters in Table 4.2, using the 
values.
energy excess in the gas. Note tha t the error bars on the Virgo point are small 
only because there is no error estimate given for /3dm-
EXCESS ENERGY IN THE ICM 61
4,3 M odels
In this section simple spherical models for the mass distributions in clusters are 
used to determine the observational consequences of a fixed specific energy excess 
in the intracluster gas. In other words, we wish to see how the gas distribution in 
a simple model for the excess energy compares to the observed gas distribution.
The procedure is as follows. A gravitating matter density profile is assumed, 
from which a gravitating matter temperature is calculated. The gas density profile 
is then found on the assumption that the gas is hydrostatic and isothermal, with a 
temperature equal to the gravitating matter temperature plus some fixed excess. 
The gas density determines the surface brightness profile and to this profile a [3 
model (2.2) is fitted.
The gravitating matter density distribution is assumed to have the form
P(r) =  Po 1+ r
rc
2-j —3 a /2
(4.4)
where po is the central density, rc is a core radius and a  is a parameter. The 
distribution is truncated at some integer number of core radii. The core radius for 
a typical cluster is about 200 kpc, whereas the cluster itself extends to about 2-4 
Mpc, so the models are truncated at 15 core radii. In real clusters, the emission 
from the gas would disappear into the background at large radii. In the models 
considered here, failing to truncate the distribution would result in a uniform, 
infinite background due to the gas.
From the density distribution, a gravitating mass temperature T^m is calcu­
lated using the virial theorem, giving
3 kTfa - W 2?tG T  cu t p{r)M(r)r dr, (4.5)
2 pmH 2M  M (rcut) J0
where M (r) is the mass profile obtained by integrating equation (4.4) and rcut 
is the cutoff radius. Although a sharply truncated density profile requires the 
velocity dispersion to be highly anisotropic, the average line-of-sight velocity dis­
persion is still that given by the virial theorem (so long as the model is spherically 
symmetric).
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The gas density profile is found from the equation of hydrostatic equilibrium,
1 dPt ^ GM(r) ,4 g .
Pg dr kTg r2
assuming the gets to be isothermal at temperature Tg. For the calculations, the 
gas temperature is set equal to gravitating matter temperature Tdm plus a fixed 
excess,
kTg = kTdm + 77 (4-7)
where 77 is a parameter.
A gravitating mass profile is specified by supplying a  and the cutoff radius 
rcut/ r c =  £cut- M(r) and Tdm(r) are then obtained by integrating equations
(4.4) and (4.5) respectively. The equation of hydrostatic equilibrium is used to 
determine the gas density profile.
The assumption that the gas is isothermal is clearly a simplification, although 
observations do suggest that the intracluster gas is close to isothermal, at least in 
the core regions. This simplification is made, as with most others, to avoid the 
addition of further parameters to the models.
Making the gas isothermal means that the gas and dark matter temperatures 
are being treated quite differently. The gas is constrained to have a single temper­
ature, while the dark matter temperature may decrease considerably with radius. 
Thus, although the gas temperature is higher than the mean dark matter temper­
ature, it may be comparable or even lower than the dark matter temperature in
the core region.
The data in Table 4.1 were obtained from fits to the resulting X-ray surface 
brightness profiles. For consistency, the model gas density profile is used to deter­
mine the surface brightness distribution which is fitted with the profile given by 
equation (2.2). The surface brightness S  at a projected distance b from the cluster
centre is given by
r°° e(r)dr2
L  (r2 — 62)1/2 ’
Since the gas is isothermal e(r) a  p2.
(4.8)
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4.4 R esults and discussion
Although the cluster data in Table 4.2 tend to indicate that the slope of the 
gravitating matter profile may be similar for a wide range of gas temperatures, it 
is still worth investigating a range of models to see how they compare. Calculations 
were performed using a  =  6/5, 1, 5/6, and 2/3 (see equation 4.4) in the model of 
the previous section.
Table 4.3: Model results. The fractional excess is the ratio of the excess tem­
perature to the observed temperature rj/kTg from equation (4.7). /? values were 
obtained from fits to the X-ray surface brightness, which was calculated using the 
gas density profiles and equation (4.8).
fractional
excess
2/3
P
5/6
P
i
p
6/5
P
0.1 0.91 1.12 1.35 1.49
0.2 0.85 1.02 1.22 1.36
0.3 0.79 0.94 1.12 1.22
0.4 0.74 0.87 1.02 1.11
0.5 0.70 0.81 0.94 1.01
0.6 0.66 0.75 0.87 0.93
0.7 0.62 0.70 0.80 0.85
Table 4.3 summarises the results obtained using the simple models. The ¡3 
values in the table are found from surface brightness fits. Statistical weights were 
used in performing the fits, i.e. the weights varied as l/rS (r)  for equal width rings.
Figure 4.6 shows plots of /?SUrf versus kTg obtained from the models and 
compared with the (3SUTf values from Table 4.1. Error bars for the /?surf data 
are omitted for clarity. Model results are plotted for excess temperatures (rj in 
equation 4.7) of 0.5, 1, 2 and 3 keV.
As a  increases at a fixed temperature, the slope of the model curves increases, 
as does the temperature excess required to fit the data. For a  =  2/3, the range
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Figure 4.6: Comparison between model ¡3 curves and data. Model curves are 
plotted for a range of assumed excesses. The dash-dot, solid, dashed and dotted 
lines are for 0.5 keV, 1 keV, 2 keV and 3 keV excesses respectively.
of excess energies used roughly spans the data. For a =  5/6 higher tem perature 
excesses are needed to cover the full range of the data, while the models give a 
poor fit to the data for a  =  1 and 1.2 .
The simple model used here only allows for the thermal energy excess in the 
gas. W hen extra energy is put into the gas some of this is used as gravitational 
potential energy in rearranging the gas. Thus, the total excess energy in the gas 
would be 3fcTexc /2 Ti£grav5 where F7grav is the extra gravitational potential energy. 
The excess tem perature calculated from /?surf thus provides a lower limit to the
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total excess energy of the gas. This effect is larger when the fractional excess 
energy is large, i.e. in the lower Tg systems here. This is a limitation of the simple 
models used here. Without further calculations it is not clear whether or not 
the data for the lowest temperature systems can be explained by a fixed range of 
excess specific energy in the gas. Also, taking the observed ¡3 at face value the 
excesses in some hotter systems are 5 keV or more.
A stated in section 4.3, the models have a mass distribution which has been 
artificially truncated at a fixed radius. It is worth investigating the effect this 
has on the model results. Truncation of the gas distribution alone would not 
be expected to significantly affect (3 as the emission at large radii is small. The 
truncation of the gravitating mass distribution is a more serious problem. Altering 
the cutoff will change the total mass and binding energy, thus altering the virial 
temperature and changing p.
Further calculations were performed with an fixed excess corresponding to 1 
keV, and cutoff radii of 10, 15 and 20 core radii. The results of these calculations 
are plotted in figure 4.7. For all values of a used here the change in ¡3 with core 
radius is small. In fact, for a = 2/?>, (3 decreases with increasing cutoff radius, 
while for a  =  1 it increases with cutoff radius. This indicates that ¡3 is insensitive 
to the cutoff within the region of interest, a ~  1.
Despite their shortcomings, these simple models show much the same trend 
of ¡3 with temperature as the data. They indicate that, while a range of excess 
energies are required to fit the data, the range does not depend strongly on the 
temperature. This places some constraint on models for the origin of the excess. 
The range of excess temperatures which fit the data, at any given temperature, is 
quite large. Since the ¡3 model fit to the surface brightness is somewhat sensitive to 
the range over which it is fitted (e.g. cooling flow systems) and to the presence of 
substructure contaminating spherical averages etc, there may still be inaccuracies 
the ¡3 values in Table 4.1. Most errors which could occur when fitting ¡3 models 
tend to cause (3 values to be underestimated. Better data are needed in order to 
be certain that the high excess temperatures in hot, low P systems are real.
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Figure 4.7: Variation of ß with model truncation radius.
A number of mechanisms have been suggested to explain the apparent excess 
energy in the intracluster medium. These include purely dynamical effects (Chap­
ter 3), and heating associated with heavy metal enrichment (Arnaud et al. 1992). 
There is also the possibility tha t the cooling of central gas during the hierarchical 
growth of structure eliminates this gas, thus raising the average energy of the re­
maining gas (see Chapters 5 and 7). Given that the excess is about 1-3 keV for 
systems of all sizes, it is worth discussing what mechanism may be responsible.
As discussed in Chapter 3 the different collisional properties of the gas and 
gravitating components of a cluster may provide a mechanism for energy transfer 
between them  during cluster collapse. Unfortunately, complex high resolution
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simulations will be needed to test this suggestion thoroughly. Also, while the 
simple model discussed in Chapter 3 is capable of generating f3 values comparable 
to those of clusters, it would be surprising if a purely dynamical effect was able 
to produce a roughly constant energy excess in the gas. In fact, the mechanism 
discussed in Chapter 3 would be expected to give a ¡3 value independent of gas 
tem perature. This is inconsistent with the data presented here (see figure 4 .1).
o
Iron abundance (solar)
Figure 4.8: Plot of the excess tem perature (77 from equation 4.7) in the ICM versus 
iron abundance for the data  in Table 4.1.
A fixed range of energy excesses fits better with models in which the excess is 
produced by heating associated with heavy element production. The presence of 
iron with an appreciable fraction of the solar abundance in the ICM indicates tha t 
a significant fraction of the gas has been processed through stars at some stage. 
Recent data  on the abundance of the ICM (Mushotzky et al. 1995) indicates that 
much of the gas has been enriched by supernovae (Loewenstein k. Mushotzky
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1995). If the iron has been introduced to the ICM by supernovae which also 
supplied the excess energy then iron abundance should correlate with the energy 
excess. Figure 4.8 shows a plot of excess energy versus iron abundance in the ICM 
for the data of Table 4.1. There appears to be no correlation between the two, 
although the errors are too large and the data too sparse to draw firm conclusions.
Several authors have modelled the iron yields and heating levels produced 
by supernovae in cluster galaxies (Thomas & Fabian 1990; David, Forman & 
Jones 1991; Renzini et al. 1993). Most conclude that supernovae are capable 
of simultaneously producing both the observed iron abundance and the excess 
energy in the ICM. These models do, however, generally need a rather flat initial- 
mass-function (</> oc M ~(l+X\  with x ~  1) for stars in cluster galaxies. Thomas 
and Fabian state that an excess temperature of around 1 keV results from ICM 
enrichment of around 0.24 solar.
While these estimates do allow supernovae to produce excesses up to about 1 
keV for abundances ~  0.3 solar, they assume a high efficiency for the heating. That 
is, they assume that most of the mechanical energy released by the supernovae 
is preserved in the gas rather than being radiated away. Given that some hotter 
systems may have excess energies close to 5 keV and many have energy excesses of 
2-3 keV, it is difficult to see how supernovae could be the mechanism responsible.
More recently Nulsen & Fabian (1995) have used simplified models for galaxy 
formation to look at this effect. In their models supernovae occur early, during 
collapses of dwarf and normal galaxies. These supernovae play a fundamental 
role by limiting the amount of star formation, so that an appreciable fraction of 
the primordial gas is preserved to the stage when clusters collapse. They treat 
the mechanical energy release per supernova as a parameter, but regardless of its 
value, they find that the supernova energy does not significantly heat the ICM. 
This is because the supernova energy output plays a key role in controlling the 
collapse process, so that it is not effectively free. Adjusting the energy yield per 
supernova has little effect on the total supernova heating, mostly affecting the final
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abundances of the gas. More sophisticated treatment of the same collapse model 
gives similar results (P. Nulsen, private communication).
The heuristic arguments in the collapse model of Nulsen h  Fabian do leave 
room to manoeuvre, so that this result may be revised with more realistic treat­
ments. Also, the paucity of the data makes it difficult to say that the iron abun­
dance is definitely not correlated with the energy excess. Nevertheless, currently 
the data and theory argue against supernova heating as the origin of the excess 
energy.
Of the possible mechanisms outlined above, this only leaves the removal of 
tightly bound gas by cooling as a possible cause for the energy excess. It is too 
early to say much more about this mechanism, but it would be surprising if it 
could account for excesses as large as 5 keV or more (since this would require 
extensive cooling in systems where /cTg ~  5 keV).
4.5 Conclusions
Data from ¡3 fits to the X-ray surface brightness profiles, together with iron abun­
dances have been examined for a number of clusters. Data on the gravitating 
matter profiles have also been used for a small number of systems where these 
are available. ¡3 increases with ICM temperature, while the iron abundance may 
decrease.
A parameter called the excess temperature, Texc, is calculated from the /3surf 
and Tg data. This parameter is a measure of the amount of excess energy in 
the gas relative to the gravitating matter. A plot of Texc versus gas temperature 
indicates that the gas in many clusters has an excess of around 1-3 keV, although 
the data are not accurate enough (and the model is too crude) to allow any more 
definite statements to be made concerning this excess.
Simple models for the mass distributions in clusters were examined in an 
attempt at investigating what observational evidence would be available if there 
was a fixed energy excess in the gas. Although the models are simple, and do
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not allow for the redistribution of gas which would occur when extra energy was 
added to it, they do roughly reproduce the observed trend in pSUTf vs kT%.
These models have difficulty in producing low ft values, as observed in many 
cool systems. Either a very flat gravitating mass profile is needed (low a in the 
models described here), or a very large excess energy in the gas is present.
The trend of increasing /?surf with gas temperature indicates that purely dy­
namical effects are responsible for the excess energy. Although the presence of 
significant amount of iron in the ICM argues for supernova enrichment, super­
nova heating would need to be very efficient in order to produce energy excesses 
of 1 keV or more and cannot account for very high excesses. Furthermore, the 
correlation this would cause between excess energy and iron abundance is absent, 
although better data are needed to rule it out altogether. Cooling during hierar­
chical clustering might account for them, but it is not clear how the excesses can 
be explained at this point.
There is still great uncertainty in the amount of excess energy in the intra­
cluster gas. This is due to a lack of accurate data and also the simplistic model 
used here. Both of these problems will need to be addressed to obtain a more 
reliable estimate of the excess. With current data, the models here suggest that 
the excess in some systems is substantial, several keV or more. This is a significant 
problem for any possible heating mechanism.
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Chapter 5
Galaxy formation
5.1 Introduction
Hierarchical structure formation was briefly reviewed in Chapter 1 . Here, the sub­
ject of galaxy formation is considered in greater detail, focussing on the behaviour 
of the baryonic component. Although the baryonic component is only a modest 
fraction of the mass of galaxy sized systems, it provides essentially all observational 
information on galaxies.
The evolution of the dark matter component during structure formation is 
relatively easy to model. The exact nature of the dark matter is unimportant, 
so long as it only interacts strongly via gravity. Before the onset of gravitational 
collapse the baryonic matter was a gas, and its behaviour is a lot more difficult 
to model. Effects such as shock heating, radiative cooling, star formation and 
the associated feedback of energy, momentum and mass, and ionisation by back­
ground radiation all need to be considered. There is still considerable uncertainty 
surrounding many of these processes. Nevertheless, simple arguments can be used 
to explain many qualitative features of galaxy structure.
Current theories concerning the evolution of the baryonic component are re­
viewed in Section 5.2. This is followed by an overview of previous numerical 
simulations of structure formation in Section 5.3. Problems with previous simu­
lation methods are discussed in some detail. In Section 5.4, the relevance of the 
work described in the following chapter is discussed.
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5.2 M odels for galaxy formation
Early work on the formation of the visible parts of galaxies from gas was conducted 
by Hoyle (1953), Rees k  Ostriker (1977) and Silk (1977). These studies showed 
the importance of radiative cooling in the formation of visible galaxies.
The important timescales in theories of galaxy formation are the cooling time 
for the gas, icooi = ^riTkT /n eriHA, the infall time igrav ~  (247rGp)-1/2 and the 
Hubble time to. Here, n^, ne and n#  are the total, electron and proton densities 
in the gas, T  is the gas temperature, p is the critical mass density at the time of 
collapse and A is the cooling function. The behaviour of the gas during collapse is 
determined by the ratio of the cooling to the free-fall time, usually denoted by r.
There are three possibilities: ¿cooi > to, implying that cooling is unimportant 
up until the present time and the gas will remain close to the virial temperature; 
r  > 1 , meaning that the gas can remain relatively hot and retain pressure support 
while cooling in a subsonic inflow (a cooling flow); and r  < 1 , meaning that the gas 
cools too rapidly to become hydrostatic, forming cold clouds (and normal stars).
The visible parts of normal galaxies have a characteristic mass and radius of 
~  10n Mo and 10 kpc respectively. Dissipationless gravitational collapse does 
not provide a natural explanation for such characteristic scales. Rees k  Ostriker 
(1977) demonstrated that radiative cooling imposes a characteristic size of ~  70 
kpc on a self-gravitating gas body (larger bodies have r  > 1), which is sufficiently 
close to the size of normal galaxies to argue that radiative cooling has played a 
role in determining their sizes (Fabian k  Nulsen 1994 have argued that Rees k  
Ostriker overestimated this size).
White and Rees (1978) considered the formation of galaxies as a gas collapse 
within a dark halo. They were able to qualitatively explain the luminosity function 
of galaxies using simple arguments.
Numerical techniques, such as iV-body simulations, and other simplified meth­
ods in which merging is treated analytically (Chapter 1), have also been used in 
studying galaxy formation.
Cooling flows deposit cooled gas at substantial rates around the centres of 
group and cluster galaxies (Fabian 1994). It has been noted that the mass de­
posited by the larger cooling flows over their lifetime can exceed that of a large 
galaxy (Fabian 1994; even more in some distant cooling flows). However, such 
cooling flows are uncommon and most of the deposited gas does not form normal 
stars (Fabian 1994), so that they cannot be responsible for normal galaxy forma­
tion. Observations of cooling flows in clusters show that the deposited mass does 
not form stars with a normal initial mass function, probably forming small stars 
or jupiters instead.
Thomas k  Fabian (1990) suggested that as hierarchical structure formation 
proceeds, when collapsed objects reach a size where r  > 1 the nature of star forma­
tion changes and few high mass stars are formed. The cooling flows which develop 
in these systems then deposit mass in the form of dark objects: baryonic dark 
matter. They concluded that cooling flows would be important in the formation 
of large galaxies, generating significant amounts of baryonic dark matter.
Since then several groups have detected microlensing events in the galactic 
halo, consistent with the presence of a substantial mass of massive astronomical 
compact halo objects (or MACHOs, i.e. a form of baryonic dark matter; Alcock 
et al 1993; Aubourg et al. 1993; Alcock et al. 1996).
Prompted by this, Fabian k  Nulsen (1994) extended the work of Thomas k  
Fabian , showing that for any reasonable model of a protogalaxy, r  increases with 
radius. Thus, even if r  < 1 in the core, it may exceed unity at large radii. In that 
case gas at small radii may cool quickly to form stars with a normal IMF, while 
the gas at larger radii participates in a cooling flow. They found that the cooling 
flow could depost a significant fraction of the halo mass in a normal galaxy.
Using heuristic methods, like those of White k  Frenk (1991) and a crude 
merger model, Nulsen k  Fabian (1995) performed some highly simplified modelling 
of galaxy formation according to the models outlined by Fabian k  Nulsen (1994). 
In these models r  < 1 throughout a dwarf galaxy, but only in the central regions of 
a normal galaxy. Rapid cooling in the central regions of the protogalaxy keeps the
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gas temperature low, allowing the gas to form stars quickly, forming the spheroid. 
The surrounding gas is heated to about the virial temperature by shocks (r > 1) 
and forms a roughly hydrostatic cooling flow. This flow deposits a large amount 
of mass in the form of low mass objects. Since the effective viscosity in the hot gas 
is appreciable, much of the angular momentum in the hot gas is left behind as it 
cools and flows inward. The last of the hot gas gas contains a significant fraction 
of the angular momentum originally in the gas, and so as it cools it forms a disk. 
The mass of this disk is determined largely by the initial angular momentum of 
the hot gas.
Instead of disks forming soon after the collapse of the system (as happens in 
many former simulations of disk galaxy formation— see the following section), the 
disk forms later, from the tail end of the cooling flow. In this model there is a lower 
limit to the mass of normal disk galaxies (disks in dwarf galaxies form in a different 
way). If subsequent collapse occurs before the gas has cooled to completion, then 
no disk forms. As a result, a lower fraction of disk galaxies would be expected in 
rich environments such as clusters, as is observed (e.g. Sarazin 1988).
One difficulty for theories of galaxy formation is the amount of angular mo­
mentum possessed by disk galaxies. The spin parameter A is defined as A = 
J |£ '|1/2/G M 5/2 where J , E  and M  are the total angular momentum, energy and 
mass of the system respectively. Galaxy disks have A ~  0.4-0.5, whereas the spin 
parameter acquired by tidal torques is of the order of A ~  0.05. This difference 
can be explained by a dissipational collapse of the gas by a factor of ~  10 in radius 
within a massive dark halo (Fall & Efstathiou 1980). In the process outlined above, 
the viscous redistribution of angular momentum enhances the spin parameter of 
the disk and so does not require contraction by such a large factor.
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5.3 Sim ulations of galaxy formation
There have been many numerical simulations of galaxy formation and evolution. 
The application of numerical methods to structure formation was reviewed in 
Chapter 1 . Those relevant to the evolution of the baryonic component in galaxies 
are discussed in greater detail here. In particular, simulations of disk galaxy 
formation are reviewed.
A variety of gas dynamic processes can play a significant part in galaxy forma­
tion. These include: shock heating; radiative cooling; star formation; the feedback 
of energy and heavy elements from supernovae and other stellar mass loss. The 
feedback processes are poorly understood, so that they can only be included in 
numerical simulations by using heuristic methods, typically some form of param- 
eterised model.
A problem which has (largely) been ignored in such simulations is excessive 
cooling in shocks. Most hydrodynamic codes use some form of artificial viscosity to 
permit modelling of shocks. This generally smoothes shocks over several resolution 
lengths, making them much thicker than the real shocks being modelled. Gas 
passing through such a shock can undergo significant cooling which does not occur 
in a real shock, and this may prevent it from ever reaching the correct post-shock 
temperature. This point has not been given the consideration it deserves and is 
expanded on in Chapter 7, where some possible solutions are also considered.
Such a problem can qualitatively change the behaviour of the gas during col­
lapse. For example, consider the collapse of an isolated, rotating protogalactic 
cloud (mass ~  1012M©, radius ~  100 kpc). In a typical simulation with cooling, 
the gas cools so effectively in shocks that it forms a disk containing the bulk of the 
gas at the same time as the halo collapses, with only modest evolution thereafter. 
Little gas ever gets heated close to the virial temperature. Such simulations un­
derestimate the importance of a possible cooling flow phase, suggesting that hot 
gas plays little role in the formation of normal galaxies. This is at odds with the 
results of Fabian h  Nulsen (1994).
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Beyond adiabatic collapse, the simplest effect which can be included is radia­
tive cooling. Several simulations have done this, including Katz & Gunn (1991), 
Navarro & White (1993,1994), and Steinmetz (1996).
Steinmetz (1996) reported ongoing simulations. Haloes formed in large scale 
iV-body simulations were resimulated at higher resolution, with gas included. In 
this type of simulation mergers are treated more realistically with gas falling in as 
a succession of lumps.
Such simulations produce realistic disk galaxies, except that the disks may 
be a bit small (radii around 20 kpc). Also, most simulations have produced disks 
with exponential surface density profiles and flattened rotation curves (e.g. Katz 
h  Gunn 1991; Katz 1992; Steinmetz & Muller 1995).
There have been some problems, however. Many simulations give rise to very 
dense “knots” of gas near the centre of the disk. These knots can contain ~  70% 
of the gas {e.g. Katz & Gunn 1991, Steinmetz 1996), and have almost no angular 
momentum. The disks also tend to have specific angular momenta close to those 
of the surrounding dark halo (a factor of several too small).
Steinmetz (1996) proposes a number of possible solutions to the problem 
of the dense central knot, including the effects of star formation and supernova 
feedback. These processes are clearly important, but it is not clear if such models 
can produce realistic disk galaxies. In the model considered here, the central gas 
which never reaches the virial temperature forms the visible spheroid, while cooled 
gas deposited later in the halo forms dark matter. Thus there is no central knot.
Some attempts to include the effects of photoionisation due to the UV back­
ground at the era of galaxy formation have also been made recently (Weinberg, 
Hernquist & Katz 1996; Navarro & Steinmetz 1996). Photoionisation does not 
help to resolve the problem of the low angular momentum of disks, actually mak­
ing things worse (Navarro & Steinmetz 1996). Weinberg, Hernquist & Katz also 
showed that low resolution simulations including photoionisation were, in some 
sense, less accurate than ones without, due to the problems of poor resolution. 
The resolution limits the maximum density of the gas, thus placing an upper limit
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on the cooling rate (the cooling time is inversely proportional to the density at 
fixed temperature). This may have affected other processes reliant on cooling, 
including star formation.
None of these simulations have included shear viscosity, beyond the artificial 
viscosity needed for shock smoothing. The viscosity of the hot gas is likely to 
be appreciable, so that where the hot gas is pressure supported its effects are 
significant (Fabian k  Nulsen 1994; Nulsen k  Fabian 1995). Shear viscosity re­
distributes angular momentum in the hot gas, and so may account for the high 
angular momenta of disks. Simulations which include a shear viscosity are needed 
to investigate this effect.
As discussed above, the processes of star formation with the associated en­
ergy and mass feedback via supernovae and other stellar mass loss are poorly 
understood. Observations of these processes in the relatively stable, quiescent en­
vironment of the disk of our Galaxy should not give confidence that these processes 
are similar in the highly dynamic environment of a collapsing protogalaxy. Fur­
ther, the small size of stars and star forming regions relative to their host galaxy 
(both in mass and radius) means that they are not resolved in current simulations, 
even if the processes governing them were accurately known. Because of these dif­
ficulties, these processes are handled by parametrised heuristic models in current 
simulations.
Katz (1992), Navarro k  White (1993), Summers (1993), Mihos k  Hernquist 
(1994) and Steinmetz k  Muller (1995) have all made some effort to include star 
formation in galaxy collapse models. Most of this work shares some common 
properties: regions which have high density, are collapsing and rapidly cooling 
are identified as possible sites of star formation. The methods differ in how star 
forming regions are treated once identified.
In Navarro k  White and Steinmetz k  Muller, new star particles are formed 
from the gas particles, with the gas mass being reduced accordingly. The new star 
particles interact via gravity, and also influence the gas via the effects of energy 
input via supernovae. This method has the disadvantage that many new particles
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are created and thus the computing time can rise dramatically. For example, a 
simulation reported by Steinmetz & Müller (1995), starting with 4000 particles for 
each of the gas and dark matter formed approximately 30000 new star particles.
The approach used by Mihos & Hernquist (1994) avoids this problem. In their 
simulations each gas particle has a total and a gas mass, and is considered to be 
a hybrid gas/star particle. As stars form, the gas mass of the particle decreases 
while the total mass remains fixed. No new particles are formed and some gas 
particles can be converted totally into collisionless star particles, thus actually 
reducing the computing required (no SPH summations needed for these particles). 
One disadvantage of their method is that the gas and stars are rigidly coupled to 
one another.
Energy feedback from stair formation can reduce the mass of gas in the dense 
central knot (e.g. Katz 1992). However, the uncertainty in the star formation 
models means that further work is needed. Also, this does not solve the problem 
of low disk angular momentum.
Although resolution is constantly improving (using faster computers and bet­
ter algorithms), much larger numbers of particles are still necessary before the 
results of simulations will be totally satisfactory. About 10000 gas particles are 
used in a typical simulation of a single galaxy. This is not even enough to resolve 
scales around 1 kpc in a 3-dimensional simulation and is a significant limit in the 
accuracy of the results in dense cores etc.
A temporary way around this problem is to perform simulations in lower 
dimension. Such calculations allow much higher resolution. Thoul & Weinberg 
(1995, 1996) performed 1-dimensional simulations including effects such as radia­
tive cooling. Although their calculations are highly simplified due to their high 
symmetry, they do allow certain physical phenomena to be examined quickly with­
out the added confusion of poor resolution. It is interesting to note that Thoul and 
Weinberg find that a smaller fraction of gas cools catastrophically in their calcu­
lations than in 3-dimensional ones. This may well be due to the higher resolution 
reducing the excessive cooling within artificially thickened shocks (see Chapter 7
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for further discussion of this problem). 3-dimensional simulations with resolution 
comparable to their 1-dimensional calculations are needed to resolve this matter.
5.4 This work
An axisymmetric code developed for studying galaxy formation is described in the 
next chapter. Simulations of disk galaxy formation, including cooling flows and a 
shear viscosity are described in the last chapter. Star formation and the associated 
feedback of energy and heavy elements are not included in these simulations, but 
an attempt is made to overcome the problems associated with in-shock cooling. 
As discussed, this has been a severe problem in previous simulations and some 
possible resolutions to this problem are considered.
The axisymmetric code gives good resolution at moderate computational ex­
pense, as is demonstrated in the next chapter. Being axisymmetric it cannot be 
used to address questions of spiral or bar formation in the disk, since all quantities 
are independent of azimuith. However, the extra resolution is a real advantage 
over previous work.
These simulations do not consider the evolution of galaxies as part of an 
ongoing hierarchical collapse. The systems under discussion are isolated, meaning 
that no mergers or late infall of matter is possible. While this makes them crude 
approximations to the formation of real galaxies, it does permit closer investigation 
of some of the physical processes involved in galaxy collapse.
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Chapter 6
The binary tree /S P H  code
6.1 Introduction
The combined iV-body/hydrodynamic code developed for investigating axisym- 
metric collapse phenomena is outlined in this chapter. This code is a hybrid of the 
binary tree method for calculating gravitational forces (Benz et al. 1990, hereafter 
BBCP) and smoothed particle hydrodynamics (SPH) for handling gas (Lucy 1977, 
Gingold & Monaghan 1977, or see Monaghan 1992 for a recent review). The code 
differs from many implementations in that it is axisymmetric, with the particles 
representing rings of matter.
The most time consuming part of iV-body calculations is the force calculation. 
Direct summation of forces between pairs of objects has a computational cost which 
is 0 (iV2), making it prohibitively expensive for even modest numbers of particles. 
More elaborate techniques such as treecodes reduce this to 0 (N \ogN ), but there 
is a trade-off in loss of force accuracy. A treecode achieves the increase in speed 
by only calculating forces directly for nearby particles. A group of particles which 
is well separated from a particular particle is treated as a single particle, with 
its aggregate properties being used to calculate the force on the well separated 
particle.
Smoothed particle hydrodynamics is a fully lagrangian method of numerical 
hydrodynamics where the fluid is represented by a set of points (particles). It 
has the advantage over eulerian finite difference codes and the particle in cell 
technique of not requiring a grid, and thus the resolution can be increased where
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it is needed. Spatial derivatives are calculated by analytical differentiation of 
interpolation formulae.
Treecodes offer advantages over other iV-body techniques, such as particle- 
particle particle-mesh P3M (Hockney h  Eastwood 1981), in that they do not 
require a regular grid, also allowing increased resolution where it is needed. The 
tree constructed for performing the gravitational force calculation in the treecode 
can be used as an efficient means of finding near neighbours in the SPH calcula­
tions. Thus SPH and the tree method form a natural partnership (see, for example 
Hernquist & Katz 1989 and Navarro & White 1993).
The code is axisymmetric with each “particle” representing a ring of matter. 
This complicates the force calculations, but enables acceptable accuracy to be ob­
tained using only “monopole” terms in the gravitational force (i.e. treating groups 
of rings as a single ring). There is a significant improvement in spatial resolution 
from working in two dimensions. For example, 104 particles in 2-dimensions gives 
the same resolution as ~  106 particles covering the same volume in 3-dimensions. 
The latter number would currently require very large computing resources, whereas 
the former is achievable on mid-range workstations.
Previous axisymmetric versions of SPH (Coleman & Bicknell 1985) have had 
limitations, such as poor resolution on axis. This is due to an ad hoc choice of 
kernel with little mathematical justification. By using the appropriate form for 
kernel the implementation described here avoids such restrictions.
Section 6.2 describes the tree construction method. Sections 6.3 and 6.4 dis­
cuss calculation of the gravitational forces and hydrodynamic quantities respec­
tively. Several tests performed on the code are detailed in Section 6.5.
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6.2 Tree construction
The force calculation is done efficiently by first constructing a tree containing the 
particles. There are several different types of tree including the top down Barnes 
& Hut type (Barnes & Hut 1986, hereafter BH), and the bottom up BBCP type. 
In the BBCP implementation a hierarchical tree is constructed by replacing mu­
tual nearest neighbours with nodes. This process is then repeated using the new 
nodes and the as yet unpaired particles, and so on until just one node remains. At 
each stage aggregate properties of the node, such as position and mass, are calcu­
lated. When doing the force calculation, a node opening criterion is used. This 
determines whether the aggregate properties of a node are used in the calculation, 
or whether the node is opened up and its children checked. Opening criteria are 
discussed in the section on calculation of the gravitational force.
A full comparison of both BH and BBCP tree construction methods, together 
with accuracy of the gravitational forces, can be found in Makino (1990).
Recently, a modification of the mutual nearest neighbours scheme has been 
proposed by Steinmetz & Muller (1993). Their method may offer an advantage for 
cases such as regular grids, where there may be more than two nearest neighbours. 
However, as it stands the implementation given here copes well with regular grids.
An example BBCP tree can be seen in Figure 6.1. This shows a set of 64 points 
placed randomly in a unit square, with each node shown located at the centre-of- 
mass of its children. Since mutual nearest neighbours are replaced with nodes, the 
structure of the tree closely follows the dumpiness of the particle distribution.
One problem with using a treecode in the axisymmetric case is the location 
of the nodes. It is desirable to locate nodes such that the error in the force 
calculation is minimized. For point particles the best location for nodes is at the 
centre-of-mass of their children. Although this is true for the z component of the 
node position in the axisymmetric case, it is not clear if this is useful for the zu 
(cylindrical radius) component. The mass M  and coordinates w  and £ of a node 
are determined by those of its children using
M  —  7711 - f  7712
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Figure 6.1: Binary tree constructed from 64 particles placed randomly in a unit 
square. This was constructed using the algorithms of Benz et al. 1990. Note how 
the tree structure follows the clumping of the particles.
VJ =
m iWi +  m 2rc72
M
and
z —m\Z\ + m2Z2 M
Tests show tha t the errors in the axisymmetric force calculation using this pre­
scription are comparable to those in the cartesian case. Along with coordinates 
and a mass, a node radius is defined. The radius is calculated so tha t all particles 
which are children of the node are guaranteed to lie within tha t distance of the 
node. As in BBCP, the radius of a node is calculated as
R =  max
m i 
~M
|r2 -  ri| + R2, |r2 — ri| + Ri^j, (6 .1)
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where i?x and R 2 are the radii of the node’s children. Particles are defined to have 
a radius of zero. Makino (1990) has pointed out that this is not the optimum 
method, but it is acceptable. In particular, this radius tends to become larger 
than the true bounding radius as the tree is built. The node radius forms the 
basis of the node opening criteria which are discussed later.
Binary trees constructed using the BBCP algorithm take slightly longer to 
make than the trees in the BH method (Makino 1990). However, the tree construc­
tion time is still much less than the force calculation time for reasonable accuracy 
levels. Also, it is not necessary to reconstruct the tree at each timestep. Tests 
show that there is little effect on accuracy if the tree is rebuilt every 10 timesteps. 
This point has been made previously (Makino 1990). At other times the tree is 
merely recycled, i.e. the node properties are recalculated. A more quantitative 
approach is to calculate a timescale for each node (Steinmetz & Muller 1993)
^node — &
R
maxflvil, Iv21)
(6 .2)
where a is a constant of order unity, and vx and v2 are the velocities of the nodes 
children. Using this, the tree need only be reconstructed at every timestep if 
fitnode < St, the current timestep. This approach can be particularly useful when 
individual particle timesteps are used, although this is not implemented here.
The BBCP tree follows “dumpiness” of the particle distribution much better 
than BH type trees. In effect, the BH tree still imposes a regular grid on the 
particle distribution. This should give BBCP trees the advantage when the particle 
distribution is significantly clumped.
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6.3 G ravitational force calculation
As has been stated, each particle represents a ring of mass. This complicates the 
calculation of the gravitational force relative to the case where point particles are 
used. In particular, the potential is not just a function of the distance between 
particles.
The potential at a point tu, z due to a ring of radius wo at zq with mass mo 
is
< j)(w ,z)--  K (a) (6.3)
where
i f  \ 1  t  \2 4 u 7ZUqb =  (vj +  WqY  + (z -  z0) , a = -------
and K (a ) is an elliptic integral (Abramowitz h  Stegun 1965). Prom this the force 
components are
2Gmo
7r
(tu +  tuo) K(a)
+
(6.4)
and
Fz =
2Gmo
7r
( z - z 0)K(a) 1 rE{a) , 1 . /
'  "  2a ^  "  K{a)\ W ^ WaW{Z ~ Zo)b3/2
(6.5)
respectively. Here, E(a) is another elliptic integral (Abramowitz & Stegun 1965).
The total gravitational force on a particle is the sum of direct particle-particle 
and particle-node forces. A node is considered well separated from a particle if
(6.6)
where R  is the node radius, D is the distance from node to particle and 9 is a user 
specified parameter known as the opening parameter. For well separated nodes,
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Figure 6 .2 : RMS error in the gravitational force when calculated using the treecode. 
(a) is a plot of error versus opening parameter 6, while (b) is a plot of error versus 
average number of terms in the force calculation for each particle.
the force is calculated by taking the node to be a single particle with the aggregate 
properties of its children.
Figure 6.2 shows a plot of rms error in the force vs 6 and vs the average number 
of (particle-particle plus particle-node) interactions for 8192 particles distributed 
in the form of the analytical King model. This can be compared to figure 3 in 
Makino, where the distribution for a Plummer model was used. The force accuracy 
is similar for the two cases. The error is calculated as
\  i/2
=
miei
where
6i = |F tre e ,i F d irect,i|
direct,» |
and Ftree and Fdirect are the forces calculated using the treecode and by direct 
summation respectively, M  is the to tal mass of the system, and m* is the mass of 
ring i. The error is mass weighted because of the large variations in ring masses, 
since the ring masses were made oc (see the next session for a discussion of the
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advantages of varying ring mass). The relative error can be large for some of the 
innermost rings, but this does not affect the dynamics severely because the total 
mass in these rings is small. If the errors are not mass weighted, then the total 
rms error is roughly twice that calculated above.
The complicated form for the force would make it computationally expensive 
to calculate forces due to moments of the mass distribution of a node, other than 
of the point mass (i.e. the ring), whereas quadrupole order terms are usually 
included in 3-dimensional codes. Since the mass of a particle is spread over a 
ring rather than being just a point, the “monopole” term should provide a better 
approximation here.
Several authors have softened the gravitational forces in SPH calculations by 
taking the mass of each particle to be smoothed by the SPH kernel (Gingold & 
Monaghan 1977). Commonly, the gravitational softening length remains fixed. 
This technique would be more difficult for the forces used here. Note that, since 
the particles represent rings, the force between close pairs of “particles” diverges as 
1/separation, rather than 1 /(separation)2 as in the 3-dimensional case. This means 
that 2-body relaxation effects are less significant in the axisymmetric simulations.
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6.4 H ydrodynam ics
The basic starting point of SPH is a Monte-Carlo approximation to the integral 
approximation
f ix )  ~  f  f(x ')W {x  -  x')d3x', (6.7)
where W  is an approximate Dirac delta function. This leads to the standard SPH 
result (e.g. Monaghan 1992)
f ix )  *  Y ,  — w (x -  *)> (6-8)
i pi
where /* and pi are the values of the function /  and the density at the ¿th particle 
and W  is called the kernel. This result presupposes that the distribution of the 
randomly placed particles follows the density distribution in such a way that a 
mass rrii can be associated with the ith particle.
Here, a particle at zui and Zi represents a family of particles in 3-dimensions 
placed randomly in (¡> (azimuth). If cylindrical symmetry is assumed, i. e. d f  /d(/> = 
0, then equation (6.8) can be averaged in fa (i.e. in the 0 where a particle is 
placed in 3-dimensions) before application. Using the more general Monte Carlo 
approximation, where N  samples are drawn from the distribution g ,
f i x)  ^  T j '5 2 —W (x--X i), (6.9)
JV i 9i
and averaging in fa gives
f(x) ~  ^ ^ 2 —Wim,Wi,z,zi), (6 .10)
» . 9i
where
— 1 r 2n
W{a7 , w\ z, z') =  — W(x -  x!)dfa.
¿ f t  J o
Now, taking the 3-dimensional particle distribution function as g = p /M , where p 
is the density and M  is the total mass, as in conventional SPH, this becomes
(6.11)
/(x ) ~  —rriiW(zu, z u z, Zi), 
“  Pi
(6.12)
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where the mass per particle, M / N , has also been allowed to vary (as usual in SPH). 
However, ra* must now be regarded as the mass per ring (particle) with particles 
chosen from the 2-dimensional distribution 2nzup/M in such a way as to associate 
the mass rrii with particle i. The same result can be found by integrating (6.7) 
in (/) and then applying the Monte Carlo method to the remaining 2-dimensional 
integration.
If the 3-dimensional kernel, W, is gaussian, then
T T  T (  \ -1  J  (  ZXJZXJ{\ (  ZU ZU I
W{w,Wi,z,Zi) = 7KZÏHÏUto I T 5 -  )exp( -  - t fTI  (
LaJ LaJ '
h2
exp
( -
(6.13)
where Iq is a modified Bessel function (Abramowitz h  Stegun 1965).
Figure 6.3: Plots of the function I0(x) exp(-x) and its derivative.
This kernel is the product of a two dimensional gaussian with Io(x) exp(—x). 
The latter function and its derivative are plotted in Figure 6.3. Like all gaussian
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kernels, this modified kernel does not vanish at finite distance and so must be 
truncated in some manner. The factor I0(x) exp(-ar) does not have a major effect 
on the gaussian, so that it is truncated at a fixed multiple of h, with points outside 
this making no contribution to the sums. The cutoff is typically set to be Ah and 
no correction is made for the small, outlying contributions to the sums that is 
discarded by this procedure.
Unlike some other axisymmetric kernels (Coleman k  Bicknell 1985), this ker­
nel is symmetric in m and (also x and x'). As should be expected, it reverts in 
effect to gaussian form at large values of m. (The factor of (mmi)~xl 2 that occurs 
in the asymptotic form acts as a factor o i l /m i  and really arises from converting 
the 3-dimensional distribution function to a 2-dimensional one.) Commonly used 
kernels in rectangular coordinates are of the form W^x — x*), and so can easily be 
shown to conserve energy and momentum (e.g. Bicknell 1991). The axisymmetric 
kernel given here is a function of z — Zi and so conserves the z component of the 
momentum. Given the symmetry, there is no expectation that a m component 
of momentum should be conserved. Also, it is not possible to demonstrate that 
energy is conserved. Tests show that the energy is conserved to an acceptable level 
when using this kernel (see Section 5 of this chapter).
Another improvement over the axisymmetric code of Coleman k  Bicknell 
(1985) is the ability to use particles with unequal masses. Their code had a fixed 
mass per ring so that, for uniform mass density, the number density of particles in 
the m -z  plane varied as 1/m. This results in poor resolution near the axis m =  0. 
In the code presented here, m* oc tu*, so that a uniform mass density gives uniform 
number density of particles in the w -z  plane, as in the rectangular case with equal 
particle masses. Resolution is thus independent of m.
Other kernels, including the commonly used spline kernel (Monaghan k  Lat­
tanzio 1985) can also be made axisymmetric as outlined here.
One significant feature of the azimuthally averaged kernel is that d W / dm /  0 
when m = mi. Amongst other things, this gives rise to a self-force in the particle 
pressure terms near to the axis. These terms are due to the (other members of
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the) family of particles spread around the axis which the one particle represents. 
They cause an isolated particle to be repelled from the axis by pressure forces. It 
must be emphasised that these force terms have a physical basis and should not be 
ignored. In contrast to standard, rectangular, SPH, a self-force term, for example, 
must be included in the sum for the pressure force. Henceforth, the axisymmetric 
kernel is denoted by W  rather than W.
6.4.1 Flow equations
The flow equations for an axisymmetric system (neglecting viscosity and radiative 
cooling), can be written in cylindrical polar coordinates as
dp
dt =  -P
'LA.
w dw (™vw) +
dvz 
dz ’
(6.14)
dV TZ7 1 dP d t  l\ (6.15)
dt p dw dw w 3 ’
dvz _  l d P  d t (6.16)
dt p dz dz
and
(6 .
where p, P , and u are the density, pressure and thermal energy of the gas re­
spectively, lz is the z component of the specific angular momentum, and (j) is the 
gravitational potential.
Using the special axisymmetric kernel, and symmetrising the pressure force 
terms (Monaghan 1992) these are converted to the SPH equations
du P
dt p
1 d . . dvz{wvm) +
w dw dz
pi =  y 'm jWjj ,
dvmii _
dt
dvz,i
dt
p i , Pj , n  \  d w t] d t  , lU
+ l*J)  i
\  dWij d t
j [p ï  PÎ ij)  dw> d w C  w f ’I rj
Pi , Pj
+ i  + IIiV “9 Î  " â ü
(6.18)
(6.19)
(6.20)
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and
dui
dt
x LàJ j Vm,jVJ i
m j
dzui d" (Vz,j v z,i)
dWjj'
dzi
(6 .21)
Here, n^- is an artificial viscosity, which is discussed later. Some terms are sym­
metrised in an effort to conserve momentum and energy (e.g. Monaghan 1992).
Since smoothing lengths vary from place to place, in constructing Wij there 
are two options which help to symmetrise the equations. The first is to average 
smoothing lengths, taking hij = (hi +  hj) /2 and then using this in Wij. The 
second is to average kernels, i.e. W — (Wj -1- W j)/2. Both choices will result 
in momentum and energy conservation in the rectangular case, and for the 2 
component of the momentum in the case considered here. Also, the code explicitly 
conserves angular momentum about the 2 axis. The average of the smoothing 
lengths is chosen here, giving a slight speed advantage.
6.4.2 Smoothing lengths
Each particle has an individual smoothing length which varies with time. Early 
implementations of SPH had a fixed smoothing length, but the use of variable 
smoothing lengths allows better resolution when a large density contrast is present 
(e.g. Monaghan 1992). The use of variable smoothing lengths is well known to 
create problems with energy conservation (Bicknell 1991, Hernquist 1993, Nelson &; 
Papaloizou 1994). The method presented here chooses to ignore these problems, 
and so cannot be expected to be very accurate for problems where smoothing 
lengths vary considerably.
There is a variety of ways in which smoothing lengths can be set and updated. 
The basic fact is that the smoothing length should be related somehow to the lo­
cal particle density. Since the particle (ring) mass is chosen to be proportional zz7, 
with the distribution outlined above, the particle density ends up being propor­
tional to the matter density, so that it is desirable to have h oc p-1/ 2. In some
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implementations, the smoothing lengths are adjusted so as to keep the number 
of particles under the kernel (i.e. the number of particles used in the smoothed 
estimates), TV*, close to some particular value, Nsph, say (Hernquist & Katz 1989). 
In others, the smoothing lengths are integrated in time along with the other fluid 
quantities.
Tests show that the method used by Hernquist and Katz can cause large (un­
physical) variations in the pressure forces near the edges of a particle distribution. 
This is because the the smoothing length must vary rapidly there in an attempt to 
keep Ni fixed. This may not cause problems in codes with rectangular symmetry 
as the only edges are at the outer edge of the particles distribution. However, for 
an axisymmetric code there is an edge at m = 0. Attempting to fix Ni there leads 
to the same problems as seen at other edges, resulting in large unphysical varia­
tions in the pressure force. This effect would not have been noticed in previous 
SPH codes where the mass per ring was fixed (e.g. Coleman &; Bicknell 1985) since 
the number of particles close to the axis in them is small.
In the code presented here, the smoothing lengths are integrated in time 
according to
dhi 1 hi dai 1 /  dv^ dvz \
dt 2 &i dt 2 \  dm dz )  ’
where a is the 2-demonsonal number density of particles in the m-z  plane. This 
gives the SPH equation
dhi
dt
1 hi
2  Pi j
m. v  dWij ,  v  dWij\v va,j Vvj,i) <3_ d" \v z,j v z,i)dmi dzi
(6 .22)
Note that the 2-dimensional rather than the 3-dimensional divergence is used here 
as the smoothing lengths only depend on the number density of particles in the 
m -z  plane. The smoothing lengths are initially set according to the mass density. 
This results in smaller numbers of neighbours for particles near edges, typically 
dropping to about iVSph/2. Provided that iVsph > 30, this does not cause major 
problems.
One possible problem with using equation (6.22) to update hi is that the 
average number of particles used in kernel estimates can drift away from N sph
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over time. In practice this is not found to be a severe problem, as also found by 
Navarro k  White (1993). The smoothing lengths are adjusted occasionally (to 
keep iVSph roughly constant).
6.4.3 Artificial viscosity
The code employs an artificial viscosity in order to handle shocks. A comparison 
of several different forms for the artificial viscosity can be found in Monaghan 
k  Gingold (1983). The artificial viscosity used is the standard form (Monaghan 
1992),
%  —
Çcijflij +  ßPij 
Pij
0,
if Vij - Tij
otherwise
< 0; (6.23)
where
Pij —
h i j  v  i j ■ ij
„2 T-- *3 + 7}4
C and ¡3 are constants of order unity, p i j  =  { p i + p j ) / 2 and Cij  =  ( a  + C j ) / 2  are 
the average densities and sound speeds respectively, and rj2 =  0.01 h2j is used to 
avoid numerical divergences. Also, = rj -  r j and \ i j  =  v* — Wj. The C term 
produces shear and bulk viscosity, while the (3 term is similar to the standard Von 
Neumann-Richtmyer viscosity used in finite difference methods.
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6.4.4 Timestepping
Timestepping is commonly done using a simple leapfrog scheme (Gingold & Mon­
aghan 1982, Hernquist & Katz 1989) or 2nd order Runge-Kutta method (Navarro 
& White 1993). The latter method is chosen for this code. In order to pre­
serve second order accuracy, both methods require forces to be evaluated at the 
half-timestep. The Runge-Kutta scheme has the advantage that all quantities are 
synchronised at the end of each step. This makes diagnostics easier and would 
also allow for a simpler implementation of individual particle timesteps. It also 
gives a quick method for estimating errors in all stepped quantities, which assists 
greatly in the choice of timestep.
The timestep is calculated by first setting
ôtf = min)
Wi
1/2
and
Sto = min hi
(6.24)
(6.25)
i Ci +  0.6(Cci +  (3maxj 
and then 5t = Bmin(5tf ,Sts) (e.g. Monaghan 1992). Here c* is the sound speed 
at particle i , and £ is its acceleration. The Courant factor B  is typically 0.1 to 
0.3. It is not necessary to calculate the timestep in this manner when using the 
Runge-Kutta method and individual particle timesteps (Navarro & White 1993). 
Here a single timestep is used for all particles, so the above method is used.
The position, velocity, temperature (and smoothing length if necessary) are 
all updated from step n to step n + 1 using
A" +1 = A" + / i " +1/2<5i + (1 -  f)À?5t, (6.26)
for A{ = Xj, Vi, Ti, and hi, where /  is a constant. The evaluation of the derivatives 
at the half timestep, n +  1/ 2, requires knowledge of all quantities at that time. 
These values are obtained by linear prediction from the derivatives at step n. For 
example,
w?+1/2 = w? + w?St/2. (6.27)
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A more complex method for integrating the thermal energy equation is nec­
essary if cooling occurs (Lucy 1977, Hernquist & Katz 1989). This is because the 
cooling time for the gas can be significantly shorter than the relevant dynamical 
timescales. Methods for incorporating cooling are discussed in Chapter 7.
For convenience, the computational units used in the code are the same as 
those in Navarro, Frenk and White (1995). Specifically, they are
G = l,
[mass] = 10lurau M0 ,
[distance] = ldu kpc,
/  A3 \  V2
[time] = 4.71 x 106 ( —— ) yr, \ m uJ
[velocity] =  207.4
vnu
dy.
1/2
km s- l
[density] = 6.77 x 10 22 S cm 3>
(  \  5/2
[energy/time] =  5.75 x 1043i erg s'
Expressed in this manner it is simple to rescale the size of the system being sim­
ulated by changing the values of mu and du.
6.5 Tests
A number of tests were performed with the code. As indicated earlier, the ax- 
isymmetric. SPH equations cannot be shown to conserve energy. The degree to 
which the code conserves energy needs to be checked carefully. Here, the results of 
three such tests are discussed. These demonstrate that the code conserves energy 
as well as 3-dimensional codes, but using fewer particles.
For all tests, the equation of state used is that of an ideal gas, p = (7 — 1 )pu, 
where 7  =  5/3.
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Figure 6.4: Evolution of the energy for the freely expanding gas sphere. The 
solid, dashed and dot-dashed lines show the total, kinetic, and therm al energies 
respectively. The units of time and energy are arbitrary
6.5.1 Free expansion of a gas sphere
A good dynamic test of the SPH code is the free expansion of a gas sphere. Initially, 
the density and tem perature are uniform in the sphere, with zero pressure outside. 
A to ta l of 2048 particles were placed on a uniform grid. Once released, the system 
expands freely at the outer edge, converting thermal energy into kinetic energy. 
This behaviour can be seen in Figure 6.4, which is plotted in arbitrary units. As 
the system starts to expand there is an initial increase in the to tal energy of the 
system, amounting to about 1.5%. During this period the most massive rings (i.e. 
the outerm ost in w, since m» oc zui) are beginning to move. The energy is close 
to constant after this increase, while the system expands by a factor of more than
100.
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All of the gas properties vary dramatically in this test, including the smooth­
ing length, which increases by a factor of more than 100. Rapid variation of the 
smoothing length could lead to problems with energy conservation, but the code 
copes quite well.
z
Figure 6.5: Distribution of gas at a late instant during the freely expanding sphere 
test. A part from edge effects (including on the w =  0 axis), the system is nearly 
spherically symmetric. This indicates that the initial pressure forces are nearly 
isotropic.
This test provides other useful information about the accuracy of the code. 
In particular, the form of the SPH kernel used (equation 6.13) does not obviously 
make the pressure force isotropic. The freely expanding gas gets a large “jo lt” 
from the pressure force early during the expansion. If this was anisotropic, the 
velocity of the gas along the zu axis would be noticeably different to that along 
the z axis. Thus, a view of the system at late times would reveal any appreciable
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anisotropy in the pressure force as deviations from spherical symmetry. Figure 
6.5 a shows the particles late during the evolution of the freely expanding sphere. 
There are some edge effects, both at the outer edge and at w = 0, but apart from 
these the distribution is almost spherical. The initial radius of the sphere was 1 .
6.5.2 Collapse of a rotating “protogalaxy”
A more demanding and more appropriate test is the collapse of a 1O12M0 pro­
togalactic cloud. The test here is performed on a system composed of 90% dark 
matter and 10% cool 103K) gas.
This system is similar to one investigated by Navarro & White (1993) in test­
ing their binary tree/SPH code, except that a higher value for the spin parameter 
A is used here. The spin parameter is defined as A = J l E ^ ^ / G M 5̂ 2, where J , M, 
and E  are the total angular momentum, mass and energy of the system respec­
tively. Navarro & White used A ~  0.1, whereas here A ~  0.15. Also, the initial 
density profile used here has p(r) oc (1 4* (r /rc)2)~l^2 rather than p(r) oc r -1 . 
These two forms have the same asymptotic behaviour.
Due to the higher value of the spin parameter, the evolution of the system 
here is slightly different to that in Navarro & White. However, this should not 
have a major effect on the comparison. In particular, the timescales for evolution 
should be similar.
Tests were performed with 512 gas and 512 dark matter particles, initially 
distributed on a regular grid. Snapshots of the dark matter and gas at times 
roughly corresponding to those in Navarro & White can be seen in Figures 6.6 
and 6.7, respectively. Note that these are just the points where rings intersect 
the w -z  plane, and so do not give a full projection of the system. Taking this 
into account, and the fact that a higher spin parameter tends to produce a flatter 
final distribution, the systems bear a reasonable resemblance to one another. The 
dark matter distribution is slightly flatter than that from Navarro & White, as 
would be expected for a higher spin parameter. Also, the gas distribution is more 
spherical than the dark matter at the end of both simulations.
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Figure 6.6: Distribution of dark m atter at various times during the protogalactic 
collapse test. Distance and time units use nnu — du — 100. Times are chosen to 
roughly correspond with those from Navarro & White (1993).
Figure 6.8 shows the evolution of the various energies in the system. The 
double peak in the gas kinetic energy is a result of separate maxima in the rota­
tional and radial parts of the kinetic energy. Overall, energy is conserved to within 
around 0.2%.
Navarro & W hite noted that the gas can gain an appreciable amount of energy 
from the dark m atter component when insufficient particles are used in a simu­
lation. Their highest resolution simulation (1796 particles in each component) 
showed only modest energy gain, around 10%, whilst the gas energy changed by
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Figure 6.7: Distribution of gas at various times during the protogalactic collapse 
test, corresponding to the dark m atter plots is Figure 6.6
over 30% in their next best model (368 particles in each). This energy transfer 
is a ttributed to poor spatial resolution resulting in shock smoothing over large 
regions by the artificial viscosity.
The to tal energy of the gas in the simulation presented here shows a moderate 
increase, of around 7%. This is less than in the best simulation presented by 
Navarro &; W hite, indicating that the resolution is better, even with less than one 
third the number of SPH particles. This is the real advantage of the axisymmetric 
code.
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Figure 6.8: Energy profiles for the dark m atter and gas components in the rotating 
protogalactic collapse test. Solid fines show the evolution of the dark m atter 
energies (kinetic, total, and potential top to bottom), while dotted fines are for 
the gas energies. The gas therm al energy is shown as a dashed fine.
6.5.3 Collision between gas spheres
The collision of two self-gravitating bodies of equal mass is one of the most dra­
matic events tha t they can undergo. This makes another a good test of the ax- 
isymmetric code.
Here, two identical self-gravitating spheres of gas are made to collide head 
on. Each sphere contains 512 gas particles with zero initial angular momentum. 
For the sake of speed, the spheres were not allowed to relax prior to the collision. 
However, they are started a short distance apart (which allows some evolution 
prior to  collision) and with a relative velocity comparable to th a t which they 
would have had if they had fallen together from infinity. The artificial viscosity
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Figure 6.9: Distribution of gas particles at various points during the head on 
collision test. In the second frame only half of the gas particles are plotted so 
th a t flattening along the collision plane can be seen clearly. The asymmetry in 
the final distribution is a result of small perturbations in the initial conditions.
coefficients used are (  =  0.5, ¡3 =  1.0, the values commonly used in such tests by 
other authors (Hernquist 1993).
The evolution of the system can be seen in Figure 6.9. As the two bodies 
collide, the gas at the interface is shocked and flattens out. After this encounter, 
the system quickly settles down to an almost spherical state. The system, which 
initially has significant kinetic energy, comes to almost a complete halt during the
collision.
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Figure 6.10: Evolution of the energy during the head-on collision of equal mass 
gas spheres.
Figure 6.10 shows the evolution of the energy during the collision. Energy 
during the encounter is conserved remarkably well. Early during the collision the 
to tal energy changes by about 2%, after the collision, the energy remains virtually 
unchanged.
There is a significant change in the various energies prior to the collision, as 
the spheres relax towards equilibrium. This process is interrupted by the merger. 
It can be seen tha t there is very little post-shock oscillation, with all energies 
approximately constant and only a small amount of residual kinetic energy.
Several authors have performed similar gas collision calculations using 3­
dimensional SPH codes (Hernquist 1993, Pearce, Thomas & Couchman 1993). 
Hernquist (1993) uses a variety of methods to integrate the energy equation for 
the gas in order to examine the effect of variable smoothing length on energy 
conservation. Although he concludes tha t good energy conservation can be mis­
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leading, his tests with 2 x 2048 particles conserve energy about as well as the tests 
given here. Again, the axisymmetric code seems to produce comparable results 
with fewer particles.
6.6 Conclusions
A combined iV-body/hydrodynamic code for studying the evolution of astrophys- 
ical bodies has been described. The code combines the binary tree approach to 
calculating gravitational forces with smoothed particle hydrodynamics for treating 
gas.
The code is axisymmetric, allowing much better resolution than 3-dimensional 
simulations using the same number of particles. Tests with smaller numbers of 
particles than similar 3-dimensional calculations show comparable (if not better) 
accuracy.
The gravitational force calculation is more complex than in rectangular sim­
ulations, since each “particle” represents a smoothed ring of matter rather than 
a smoothed point mass. In particular, the gravitational forces are no longer just 
functions of the distances between particles. In view of the added complexity 
only the lowest order terms are used to calculate the gravitational force due to 
aggregate nodes (i.e. the node is approximated as a thin ring).
Starting with a regular 3-dimensional gaussian kernel and assuming axial 
symmetry, the relevant form for the SPH kernel is found by averaging in the 
azimuthal direction. Such a procedure is possible with other kernels. This kernel, 
like the gravitational force, is no longer just a function of the distance between 
particles.
The axially symmetric SPH flow equations do not explicitly conserve energy, 
but conserve linear momentum parallel to the symmetry axis and angular momen­
tum about it. The code is also shown to conserve energy well in fairly stringent 
tests. Where comparison is possible, energy conservation appears to be at least as 
good as that in rectangular codes.
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Axial symmetry requires some extra care to be taken in choosing a procedure 
to update individual particle smoothing lengths. The number of particles under 
the kernel (i.e. included in the sums used to estimate smoothed quantities such 
as the density) cannot be fixed for all particles. Smoothing lengths are set by the 
local gas density.
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Chapter 7
Simulations of disk galaxy 
formation
7.1 Introduction
In this Chapter the results of simulations of disk galaxy formation are presented. 
These were performed using the axisymmetric binary tree/SPH code outlined in 
Chapter 6. The simulations include dark matter and gas components, including 
the effects of shock heating, radiative cooling, mass deposition by cooling gas and 
shear viscosity. Isolated protogalactic clouds are considered, allowing the influence 
of these effects to be seen more clearly.
Recently is has been shown that cooling flows (Fabian 1994) may be important 
in the formation of most galaxies (Thomas & Fabian 1990; Fabian & Nulsen 1994; 
Nulsen & Fabian 1995). While previous simulations of galaxy formation have 
included shock heating and cooling of the gas (Chapter 5), for the reasons outlined 
below, these codes have overestimated the importance of cooling. As a result, no 
simulations of galaxy formation including substantial cooling flow phases have 
been performed so far. The simulations presented here are a first attempt at 
investigating such models.
Previous simulations have suffered from the problems outlined in Chapter 5. 
In particular results have been hampered by poor spatial resolution, and excessive 
cooling in artificially smoothed shocks has limited the formation of hot gas phases 
during the collapse of structures the size of normal galaxies. These effects have
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a significant impact on the final results: although many simulated disks bear 
a superficial resemblance to actual galaxy disks they tend to have low specific 
angular momenta.
The importance of viscosity has been largely overlooked in previous simula­
tions of disk formation. It has long been argued that the effective viscosity will 
be appreciable in hot gaseous haloes (Nulsen, Stewart & Fabian 1984; Fabian & 
Nulsen 1994) and can have a significant influence on galaxy formation. In partic­
ular, the viscous transport of angular momentum outward in a cooling flow phase 
could account for the relatively large angular momentum in galactic disks (Fabian 
h  Nulsen 1994).
Some time is spent considering the problem of excessive radiative cooling in 
numerically simulated shocks (“in-shock cooling”). The artificial viscosity, com­
monly used to allow hydrodynamic codes to deal with shock formation (Section 
6.4.3), results in shocks being smoothed over much greater spatial extents than 
the real shocks being simulated, allowing excessive cooling of the gas within this 
artificially expanded region. This excessive cooling can be a severe problem, re­
sulting in a qualitative change in the behaviour of the gas component. A number 
of possible solutions to the problem are considered, although none of these is found 
to be satisfactory.
No attempt is made to model star formation or the associated feedback from 
supernovae. These are clearly very important processes in forming the visible parts 
of galaxies, but are not the primary concern here and neglecting them allows other 
processes to be studied in isolation. Furthermore, these processes are uncertain 
and cannot be resolved in current simulations so that they could only be treated 
heuristically (Section 5.3).
Section 7.2, discusses the modifications to the basic ]V-body/hydrodynamic 
code needed to handle radiative cooling, mass deposition and viscosity. In Section 
7.3.1, the problem of in-shock cooling is investigated. Results of simulations of 
galaxy formation are presented in Section 7.3.2.
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7.2 The code
The TV-body/hydrodynamics code employed here is described in Chapter 6. It 
employs a binary tree to calculate gravitational forces with smoothed particle 
hydrodynamics (SPH) to treat the gas. The code is axisymmetric with particles 
representing rings of matter. This requires a new form for the SPH kernel, which 
can be derived from a standard 3-dimensional form (Section 6.4).
The advantage of the axisymmetric code is that higher resolution can be 
obtained using modest numbers of particles. The gain in resolution in the w -z  
plane is at the expense of all knowledge of variations in the </> direction, however. 
For example, spiral structure cannot develop in the axisymmetric code.
In order to simulate processes which may occur in galaxy formation, several 
extensions to the basic code are necessary. Here, the numerical procedures used to 
model radiative cooling, mass deposition by cooling gas and viscosity are described.
7.2.1 Radiative cooling
When radiative cooling is taken into account, the extra term —nerihk/p must be 
added to the energy equation (equation 6.17) giving
du
dt
I d ,  dvz{wVn) +p [w dw
The cooling time for the gas is defined as
dz
nenh A
(7.1)
3 tit^T
tcooi 2 nenhA ’
(7.2)
where ne, and rih are the total, electron and proton densities respectively, p 
is the total mass density of the gas, T  is its temperature and A is the cooling 
function. The cooling function used here is the same as that used in Nulsen & 
Fabian (1995), based on data from Bohringer & Hensler (1989). A plot of the 
cooling function for a range of abundances can be seen in Figure 7.1. The cooling 
function is truncated at 104K, with no radiative cooling below this temperature.
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Figure 7.1: Cooling function based on data from Bohringer & Hensler (1989). 
From top to bottom , lines are for abundances (relative to solar) of Z =  2, 0.5, 0.1 
and 0, respectively.
One problem of incorporating radiative cooling is that the cooling timescale 
can be much shorter than the im portant dynamical timescales. Thus, if cooling 
is implemented in the same manner as all other fluid effects it can impose severe 
constraints on the size of the timestep.
Two approaches have been suggested to get around this problem. The first is 
to update the energy equation (with cooling included) using some form of iterative 
process (Lucy 1977; Hernquist & Katz 1989). The second is to integrate the energy 
equation assuming isochoric cooling (Thomas & Couchman 1992).
In the first method, the energy is integrated according to
< +1 =  <  +  y ( f l ? +1 + fl?)
where u™+1 and u” are the thermal energies of particle i at steps n +  1 and n 
respectively, At is the timestep, and Hi is the right hand side of equation (7.1),
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in the appropriate SPH form. The iterative procedure proceeds as follows. A 
predicted estimate of u™+1 is made using Hi from the previous step,
u?+l = y* + A tH?.
This is then used to obtain an estimate for which in turn can be used to
make a new estimate for u™+1 and so on. Iteration continues until u™+l converges. 
One disadvantage with this method is that it can be slow, since many iterations 
may be needed.
Using the method of Thomas & Couchman (1992), the change in specific 
thermal energy, Au, for particle i due to radiative cooling is given by
du n?Ai 
A ~  Pi ’
where At  is the timestep. The integral can be tabulated for a given abundance, 
and could be updated periodically if the gas abundances change. This method 
is physically appropriate, since cooling is so fast it will be isochoric when this 
approach is needed.
The approach used here is to integrate the energy equation, including radia­
tive cooling, along with all other SPH equations using the Runge-Kutta method. 
However, the cooling does not set the limiting timestep, which is set as described 
before (Section 6.4.4). This method is crude, but given the problems associated 
with radiative cooling (see below) it does not amount to a grave shortcoming. 
Using this approach also keeps the code simple.
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7.2.2 In-shock cooling
The severe problem with radiative cooling in shocks was discussed briefly in Sec­
tion 5.3. It is now considered in more detail. The artificial viscosity smoothes 
shocks over several smoothing lengths. The smoothing length is comparable to 
the interparticle spacing, so the shock is smoothed over an appreciable distance. 
As a result, gas spends a significant time passing through the shock, much longer 
than for a real shock under the same conditions. Shock thickness is a few times the 
particle mean free path (Shu 1991). For gas at 106T6 K with electron density ne 
cm-3 , the Coulomb mean free path is roughly 10- 3T6/n e pc (e.g. Spitzer 1962). 
This is typically several orders of magnitude smaller than the spatial resolution of 
the numerical models.
For example, consider a typical protogalactic collapse simulation, similar to 
those discussed later in this chapter. Smoothing lengths in well resolved regions 
are of the order of 100 pc to 1 kpc. This is the limit of numerical (and thus shock) 
resolution. Post-shock temperatures and densities are of the order of 106 K and 
10 cm-3 respectively, giving a Coulomb mean free path of around 10-2 pc. Thus, 
the ratio of simulated to actual shock thickness is of the order of 104 to 105. Since 
speed of shock propagation is not severely affected by the numerical resolution, 
the amount of time that the gas spends being shocked is increased by a similar 
factor. There is thus an artificially high length of time during which the gas can 
radiatively cool.
The gas temperature inside the shock is lower than that with which it emerges 
and, because cooling is more efficient at lower temperatures, it can radiate away 
a significant amount of its thermal energy before passing through the shock. This 
can prevent gas from reaching the correct post-shock temperature. The approaches 
to integrating the energy equation outlined above both make this problem worse, 
since the cooling rate at the end of a timestep can be very large (of course the 
problem arises from the excessive shock thickness, not flaws in these methods of 
treating the energy equation).
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In the simulation of collapsing protogalaxies, the post-shock cooling time will 
often be close to the dynamical time, so that conditions inside shocks make in­
shock cooling severe and a hot phase often cannot form. The gas remains much 
cooler than the virial temperature (close to the lower cutoff in the cooling function, 
e.g. Navarro & White 1994a). This is a problem in many previous simulations of 
disk formation, where disks form from gas on the same timescale as the collapse of 
the dark halo (e.g. Navarro & White 1993). When cooling times are short within 
shocks the post-shock cooling time is also likely to be short, so that shocks may 
only have a transient effect in heating the gas. Since post-shock cooling would be 
fast anyway it is difficult to know how much of the rapid cooling is solely due to 
shock smoothing and how much is physically realistic.
For a 1-dimensional flow, it is relatively easy to decide when gas is passing 
through a shock. Thus it might be possible to apply the shock jump conditions 
directly or to adjust the cooling rate to prevent excessive in-shock cooling. How­
ever, this is a great deal harder in 2 or 3 dimensions, where shock structure can 
be much more complex. This problem is investigated further in Section 7.3.1.
7.2.3 Mass deposition
In order to simulate the unstable cooling of inhomogeneous gas, as it cools mass 
is deposited by the cooling flow (e.g. Nulsen 1986). This is done using the simple 
prescription of Nulsen (1988; see also White & Sarazin 1987). To allow for this, 
the mass of a gas particle is updated by
*2* =  - f 22L, (7.3)
dt S ¿cool
where £ is a factor of order unity and the cooling time icooi is defined by equation 
(7.2). For example, a simple isothermal mass distribution, with an “isothermal” 
cooling flow and Mocr ,  has £ ~  0.7. The simplest models assume £ is constant. 
The cooled gas mass is deposited near the gas particle by adding it to a nearby 
dark matter particle with similar velocity. The assumption here is that, as in
cluster cooling flows, the cooled gas forms some type of baryonic dark matter 
(Fabian 1994).
The velocity and angular momentum of the dark matter particle which gains 
mass are adjusted so that linear and angular momentum are conserved. Masses 
of gas particles are integrated using the same Runge-Kutta scheme as the other 
fluid variables. After all gas particle masses are updated, the gas density is found 
by the usual summation.
In an inhomogeneous flow, the matter which is deposited is assumed to be 
cold gas. Hence, mass deposition raises the mean entropy of the remaining gas, in 
effect reducing the radiative energy loss in the remaining gas by a factor of (1 — £). 
Two extreme cases are £ = 0, corresponding to homogeneous gas which deposits 
no mass, and £ = 1 , where the density distribution of the inhomogeneous gas is 
such that the mean temperature of the remaining gas is not affected while there 
is considerable mass loss.
Adding deposited mass to existing dark matter particles keeps the number 
of dark matter particles fixed. This avoids the proliferation of low mass particles 
that would occur if new particles were created for the deposited mass, preventing 
a large increase in computing time. With the method presented here, the only 
change in particle number occurs when a gas particle disappears if it deposits all 
of its mass, decreasing the number of gas particles by 1 and thus reducing the 
computational cost (similar to Mihos & Hernquist 1994 — see Chapter 5).
A method similar to that of Mihos &; Hernquist could have been employed 
here, with baryonic dark matter only being deposited by the gas when some ap­
preciable fraction of the gas mass has been cooled. This would reduce the need 
to transfer mass to the dark matter particles at every step. It would keep the de­
posited matter moving with the flow for some time, but there would be a sudden 
large change in the properties of the gas particles when mass is transferred. This 
is undesirable.
Since neigbouring dark matter particles are found during the SPH force cal­
culations, the computing cost of allowing mass loss at every timestep is modest.
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7.2.4 Viscosity
A high effective viscosity in the hot gas will play a major role in disk forma­
tion (Fabian k  Nulsen 1994). However, previous simulations have only included 
viscosity in the form of an artificial viscosity, primarily to deal with shocks.
If the shear viscosity of the hot gas is high, it tends to corotate, putting much 
of the angular momentum at large radii. When cooling gas flows inward (in a 
cooling flow) the tendency to corotate means that it leaves its angular momentum 
behind, so that the gas which is last to cool can accumulate substantial angular 
momentum. Viscosity may explain the large angular momenta of galaxy disks 
without requiring a large collapse factor (in excess of 10; Fall k  Efstathiou 1980).
Few authors have included shear viscosity (beyond the artificial viscosity— 
Section 6.4) in SPH calculations. Also, when it has been included, the codes have 
been applied to accretion disks in stellar systems and not to galaxies. Flebbe 
et al. (1994) introduced a tensor viscosity into their code. However, the SPH 
summations involved were quite complex, involving many evaluations of kernel 
gradients.
Murray (1996) showed that the linear term in the artificial viscosity (i.e. the 
C term in equation 6.23) could be used to provide a useful viscosity for simulating 
accretion disks. Instead of using a viscous switch (as needed for shocks), the 
viscosity was permanently on. It was demonstrated that this viscosity could be 
written in the form of the so-called a model (Shakura k  Sunyaev 1973). In this 
parameterised form, the viscosity is written
p  =  a p c X ,
where p, c and A are the gas density, sound speed and scale height respectively, 
and a  is a dimensionless parameter less than 1.
Here a simple physical model is used to mimic the effects of viscosity. This 
approach allows good quantitative control over the value of the viscosity. It is based 
on the approach used by Lin k  Pringle (1976) and Hensler (1982) in simulating 
accretion disks in close binaries. Viscosity results in the diffusion of momentum
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Figure 7.2: Example of a set of grid cells used to calculate the viscosity. The 
criterion used for subdivision was Ax > A/2. Note that this is not from an actual 
flow simulation.
and dissipation of kinetic energy. The method used here can easily be shown to 
perform these functions.
The method used is to smooth particle velocities over grid cells, simulating 
viscous effects. A set of grid cells are overlaid on the gas particles. Some average 
properties of each grid cell, such as smoothing length hi and sound speed a ,  are 
then calculated. W ithin each cell the particle velocities and thermal energies are 
then adjusted to simulate the effect of viscosity.
In order th a t the viscosity is well behaved physically, certain constraints need 
to be placed on the grid scheme. In particular, the cell size should be smaller than 
the scale height of the gas, but larger than the smoothing length, i.e. for the ith 
cell, hi <  Ax <  A¿. Cells with Ax > A» are recursively subdivided, as illustrated 
in Figure 7.2. In this Figure, cells have been subdivided when Ax > A/2. Note 
th a t the cells at the edges of the distribution have all been subdivided, due to the 
rapid variation of the density (and thus small scale height) there.
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Scale heights are found by fitting a linear density profile within each cell. This 
averages cell properties, avoiding problems due to one or two rogue particles.
Once all of the cells satisfy the size criteria, the particles in each cell have 
their velocities and angular momenta modified according to
v r w =  (1 -  U ) y f d + U v
and
i r  =  (i -  u ) i f d + /„n®?,
where f ^ <  1 , v  is the 2-dimensional velocity of the centre of mass for the cell and
Q _  Yli m ih 
~  E ;  m , ^
corresponding to rigid rotation in the cell. Angular momentum is conserved within 
each cell. This form for the viscous diffusion is not isotropic. However, the primary 
concern is with the transport of the z component of the angular momentum, so 
the method is adequate.
After the smoothing is performed, the new kinetic energy of each cell is cal­
culated. Any kinetic energy lost in the smoothing is then added to the thermal 
energy of the gas. This simulates the effect of viscous dissipation.
By considering the diffusion of momentum for a simple shear flow it can be 
shown (see Appendix B) that the above procedure gives rise to a physical viscosity 
of
/i ~ M  Ax)2
12A t
where p is the gas density, Ax  is the cell size and At  is the timestep. This can be 
cast in the form of an a  model, giving
U(&x)2
12 cAt Xa —
(7.4)
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Figure 7.3: The effect of large f^ on the velocities within cells. Frames a and b 
show the velocity field in two nearby cells before and after smoothing respectively. 
Dotted lines indicate cell boundaries. If / M is large, considerable discontinuity can 
arise between cells. So long as f^ is small, diffusion of particles between cells will 
ensure th a t the discontinuity does not become too great.
The quantity f^ is chosen to keep a  approximately constant.
There is a further constraint on the size of / M. If it is close to 1, the smoothing 
produces undesirable velocity discontinuities between adjacent cells, as illustrated 
in Figure 7.3. So long as is small, diffusion of particles is sufficient to prevent 
significant discontinuities from developing. The Courant condition (equation 6.25) 
ensures Ax/(12cAt) > 1, while Ax/X < 1 by construction. Thus moderate values 
of a  can be achieved without making too large.
Viscous dissipation is applied between timesteps and is very quick. For a 
reasonably uniform gas particle distribution, such as that shown in Figure 7.2, 
applying the viscous dissipation takes about 0.2% of the execution time (half gas, 
half dark m atter with a few thousand particles). When disk like structures form, 
the computational cost can increase by an order of magnitude, but it is still only 
a few percent of the total execution time. This is much quicker than the method
of Flebbe et al.
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7.3 R esults
Before considering models for galactic collapses, some further analysis of the prob­
lems associated with radiative cooling is presented. Radiative cooling is a vital 
process in the formation of galaxy sized structures, so an understanding of the 
numerical difficulties in implementing cooling is very important.
7.3.1 The effect of numerical resolution on radiative cooling
There are two major problems associated with radiative cooling in numerical sim­
ulations. One is the unphysically high cooling in smoothed shocks, which has 
already been discussed to some extent. The other is related to cooling in high 
density regions.
The latter problem is well known (e.g. Weinberg, Hernquist h  Katz 1996), 
but it may affect results of the simulations conducted here, so warrants a brief 
discussion. The number of particles used places an artificial upper limit on the 
density. Since the specific radiative energy loss is proportional to 1/p, this places 
an upper bound on the radiative energy loss in high density regions. The effect 
may be more severe in simulations where there is mass loss, such as the prescription 
described in Section 7.2.3, because the mass loss depends on the radiative energy 
loss.
Excessive in-shock cooling (Section 7.2.2) is a much more severe problem, and 
one which hats not been discussed in other numerical collapse simulations. Any 
simulations in which the gas has undergone significant shocking and has post­
shock cooling times comparable to the dynamical time can be expected to have 
excessive in-shock cooling. Mass deposition linked to cooling, as used here, also 
leads to excessive mass deposition in shocks. As a result, only a small percentage 
of the gas may survive the initial shocking, leaving very little hot material after 
collapse.
Consider a collapsing protogalaxy. Once infalling gas passes through a shock, 
its temperature is raised, making the cooling time relatively large. It is the initial
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Figure 7.4: The tem perature dependence of the cooling time, kT/A(T). This 
curve is for zero abundance.
difficulty of getting through the shock which provides the problem. The temper­
ature dependence of the cooling time is governed by T/A(T). This is plotted in 
Figure 7.4. Initially, as cool gas begins to be heated in the shock, T /A  can be very 
much smaller than it is finally, after the passage of the shock. As gas enters the 
shock, the m oling time is very short and the gas can lose its thermal energy so 
quickly that, effectively, there is no shock heating. This effect is illustrated by a 
collapse with no cooling in Figure 7.5, where it can be seen tha t gas undergoing 
shocking has a cooling time more than an order of magnitude shorter than in the 
shocked gas. The artificial thickness of shocks in numerical simulations makes this 
a m ajor problem.
Although the artificial thickness of the shock does increase cooling, the gas 
may still be shock heated if the heating rate is sufficient. It is the ratio of the 
shock heating rate to the radiative cooling rate which determines whether or not
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Figure 7.5: The distribution of cooling times for gas particles during a protogalac­
tic collapse test. Cooling has been turned off. Gas to the right of the shock would 
be in equilibrium at some low temperature, so the short cooling times there are 
spurious. However, as gas enters the shock it is heated away from equilibrium, 
but initially with very short cooling times. Thus, thickening the shock can result 
in excessively large cooling.
the gas is shock heated. The volume heating rate of the gas due to the shock 
can be measured by 3 /2dP/dt (where P  is the gas pressure), while the volume 
cooling rate can be obtained from the cooling time as 3/2P/tcoo\. Thus, the ratio 
of heating to cooling, x, is given by
_1_dP 
x ~  p  dt
Clearly the gas will not be shock heated if x  < 1* Poor numerical resolution 
amounts the term  dP/dt being vastly underestimated.
Consider again the protogalactic collapse shown in Figure 7.5, where cooling
SIMULATIONS OF DISK GALAXY FORMATION 122
has been turned off. Gas entering the shock has x ~  0.1 and so cannot be sub­
stantially heated. Some gas may have x ~  1? and can be briefly heated, but this 
is not a significant amount. Running the simulation again with cooling turned on 
shows that shock heating does fail.
A number of strategies to overcome the in-shock cooling problem were tested. 
These are discussed now.
1. A(T + q) cooling
Artificial viscosity effectively raises the temperature of the gas which is being 
shocked by an amount q (equation 6.21). One strategy to reduce in-shock cooling 
is to use T  +  q instead of just T in the cooling function. Raising the temperature 
could in principle get the gets over the “hump” to a point where cooling is less of 
a problem. However, it actually makes the situation worse. As the gas enters the 
shock, q/T  < 1. Since A is a rapidly increasing function of temperature just above 
104 K, A(T + q) > A(T) and the cooling is larger with q included. In short, a very 
strong shock would be needed to make T + q > 105K (Figure 7.4) and thus get 
the gas up to a temperature where cooling would be slower. This strategy simply 
moves the problem into the shock “precursor”.
2. Restricted cooling for gas within shocks
Another possibility is to decide when gas in undergoing significant shocking 
and to adjust the cooling accordingly. The value of q is a measure of how much 
shocking the gas is undergoing, so the dimensionless ratio q/T  could be used by 
switching cooling off when q/T  exceeds a given threshold. However, as has been 
demonstrated, the main problem occurs when gas first enters a shock. Here q is 
relatively small, so the threshold would have to be set very low. This would then 
prevent the gas cooling when it undergoes almost any compression.
Tests show that even using a large threshold value of q/T  helps to reduce 
in-shock cooling.
3. Modifying gas properties of the infalling matter
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Since the cooling time is proportional to p” 1, lowering the gas density reduces 
cooling. This can be done in two ways: reducing the gas mass or increasing the 
initial radius. The high gas fraction in clusters (Section 2.4.3) argues strongly for, 
at least, a similar gas fraction at the time of galaxy formation. In the models 
used here, reducing the gas mass reduces the total angular momentum in the gas, 
thereby reducing the size, mass and angular momentum in the resulting disk. This 
would also reduce the mass available to form MACHOs (Chapter 1).
Increasing the initial radius of a protogalaxy (for the same mass) lowers the 
density considerably. However, this also reduces the virial temperature of the 
collapsed system, so that its impact on cooling is not so pronounced. In the 
simple models for hierarchical structure formation considered by Nulsen h  Fabian 
(1995), the gas in systems the size of a normal galaxy (~ 1012 M©) is significantly 
less tightly bound than the dark matter (due to the effect of supernovae in earlier 
stages of the collapse). This is also true in more sophisticated modelling of the 
same process (Nulsen private communication). A physically realistic models of 
this effect is to make the radius of the protogalactic gas larger at the time of turn 
around than that of the dark matter.
A number of relative extensions were tested, ranging up to R g/ R d m = 1-8. 
The fraction of initial gas mass left at t = 1.5 (corresponding to ~  7 x 109 yr after 
turn around) was used as an indicator of the effectiveness of this approach. This 
time is approximately that at which the system has fully collapsed and started to 
reexpand. For R g / R d m  < 1-3, shocks produce no hot gas.
' None of these methods for reducing in-shock cooling provided a satisfactory 
resolution of the problem. Because cooling is an important process in the formation 
of galaxy size objects a good numerical solution is required. The difficulty that 
remains is that while some prescriptions do ensure that some gas is heated close 
to the virial temperature, the mass of this hot gas is still significantly smaller than 
anticipated by analytical estimates. It appears that in-shock cooling remains a 
serious problem.
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As has been stated, in the collapse of a protogalaxy, analytical estimates 
suggest that a significant fraction of the gas will be heated to the virial temperature 
by shocks before beginning to cool appreciably. The strategy used to achieve this 
here is to turn off cooling until after the shock has propagated out through a 
significant fraction of the system. There is a delicate balance here. Clearly this is 
unphysical and cooling needs to be turned on as early as possible, so that it does 
not compromise the usefulness of the results too badly. However, if it is turned on 
too early any hot gas cools very rapidly and in-shock cooling again leaves no hot 
gas.
Although artificial, this is the only solution currently available. Since some 
of the gas would have actually cooled during the initial period, the gas fractions 
used here in simulations can be thought of as being the upper limit to the actual 
protogalactic gas fraction.
Note that the problem of in-shock cooling is exacerbated by the almost spher­
ical initial conditions used here. By the time of normal galaxy collapse previous 
collapse will have made any remaining gas highly inhomogeneous. Furthermore, 
in the models of Nulsen & Fabian (1995), supernovae in dwarf galaxies drive gas 
away, depleting it from the densest regions and giving it significant velocity per­
turbations. This will tend to enhance shock heating and keep gas away from the 
centre of the collapse where cooling is most effective. In contrast, a spherical, 
nearly homogeneous collapse leads to weak shocking and drives all the gas to the 
centre of the collapse.
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7.3.2 Initial conditions for the disk simulations
As described earlier, the system under consideration is an isolated protogalaxy. 
The simulations start when the system has just reached turn around (i.e. when 
expansion has halted and the system is about to recollapse). For protogalaxies of 
around 1012 M© turning around at t ~  109 yr, the radius at turn around is about 
100 kpc (e.g. Padmanabhan 1993).
Tidal torques are expected to give protogalactic clouds some angular momen­
tum. This is characterised by the spin parameter A = J | ^ |1/2/GrM 5/2, where J, 
E , and M  are the total angular momentum, energy, and mass of the system re­
spectively. Models for hierarchical clustering typically give A ~  0.03-0.07 (Peebles 
1969; Barnes & Efstathiou 1987). Values in this range are used in the simula­
tions described here, with the additional constraint of initially being in rigid body 
rotation about the z axis.
As in Nulsen & Fabian (1995), the baryon fraction for the simulations are 
assumed to be quite high (around 20%). As discussed in Section 2.4.3, this figure 
is close to that observed in clusters of galaxies but is at odds with estimates from 
cosmic nucleosynthesis calculations in a flat universe. Given the high baryonic 
dark matter fractions inferred from microlensing studies of our own galaxy, this 
figure may even be too low (see Chapter 2 for a discussion of baryonic dark matter).
For all runs, initially 2048 particles each of dark matter and gas are placed 
on a regular spherical grid, with a flat density profile. These numbers of particles 
are sufficient to provide adequate resolution in the axisymmetric code, as noted 
earlier.
A real galaxy would be formed by the merger of several smaller systems. It 
is difficult to simulate this form of initial condition using an axisymmetric code. 
The flat initial mass distribution, rather than a more centrally concentrated one, 
is partially to address this. Small random velocity and temperature perturbations 
are also used to simulate this condition.
The gas is initially isothermal at a temperature of ~  300 K. This is well 
below the post-collapse virial temperature of ~  3 x 106 K. Starting the gas this
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cold ensures that it does not undergo significant cooling or mass loss before being 
shocked by infall.
Table 7.1: Initial parameters for the protogalactic collapse simulations. Here, Ri 
is the initial radius of the protogalactic cloud (in kpc), / gas is the initial gas mass 
fraction, A is the spin parameter, £ is the mass loss parameter (equation 7.3), and 
a is the viscosity coefficient (equation 7.4).
run Ri /g a s A ? a
1 100 0.2 0.08 0.4 0
2 100 0.2 0.08 0.4 0.08
3 100 0.2 0.08 0.4 0.16
4 100 0.1 0.08 0 0
5 100 0.2 0.04 0.4 0.08
6 150 0.2 0.08 0.4 0.08
Initial parameters for all runs are listed in Table 7.1. As described earlier 
(Section 7.2.3), £ ~  0.7 for an isothermal cooling flow. £ is determined by the 
(highly uncertain) density distribution of the inhomogeneous gas, and so its value 
is not known. It is reasonable to suggest that £ = 0 until appreciable cooling 
hats occurred, as the cooling would be needed in order to amplify initially small 
inhomogeneities in the gas. Here, a fixed value is used as it is the simplest case.
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Table 7.2: Final parameters for the disk galaxies. Masses are in units of 101oMq , 
and distances are in kpc. Mdisk is the disk mass, R xj 2 is the disk half-mass 
radius, and R s is the scale length for the disk obtained from an exponential fit to 
the surface density. J/M&, J/Md+b and J/M h are the specific angular momenta 
of the disk, disk plus central knot and halo respectively. These are in units of 
2.074 x 104 km s-1 kpc.
run -^disk Rl/2 R 3 J/M d J/Md+b J /M h
1 0.32 7.0 2.8 0.21 0.15 0.13
2 0.38 5.5 3.1 0.17 0.12 0.13
3 0.55 5.4 3.3 0.16 0.09 0.13
4 8.11 3.5 2.9 0.16 0.13 0.13
5 0.35 2.0 2.2 0.11 0.07 0.06
6 0.64 7.14 4.5 0.17 0.15 0.14
7.3.3 Disk formation
The final parameters for the runs can be seen in Table 7.2. In the following 
discussion times are measured relative to the turn around time, i.e. the time at 
which the protogalaxy has halted and is just about to recollapse. Runs were 
followed up to t ~  5, corresponding to an elapsed time of ~  2.5 x 109 yr (Section 
6.4.4), except for the the comparison run (run 4) which was only followed up to 
t ~  3, since the disk forms much earlier.
The collapse of the dark halo is similar in all cases, since it is the dominant 
mass component. Collapsing haloes reach minimum size at t ~  6 x 108 yr, then pass 
through a series of oscillations eventually settling down into a flattened spheroid 
by t ~  1.5 x 109 yr, with most of the mass within a radius of approximately 50 
kpc (half-mass radius ~  40 kpc in all runs).
Figure 7.6 shows the evolution of a typical halo (this one is from run 3).
One of the features of cooling flow models for galaxy formation is the depo­
sition of large amounts of mass in the form of baryonic dark matter (Chapter 5).
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Figure 7.6: Evolution of the dark m atter particles for run 3. The length scales are 
in units of 100 kpc, while the time is in units of 4.77 x 108 yr. The halo is similar
in all other runs
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It would thus be interesting to determine the mass profile for m atter deposited by 
the cooling hot gas, and the mass profile for the baryonic dark matter. However, 
since only a small amount of gas survives the initial cooling, the amount of gas 
which can be deposited as baryonic dark m atter is small. In order to be able to get 
any useful results for the distribution of baryonic dark m atter, a resolution to the 
in-shock cooling problem will be needed. The final gravitating mass distributions 
for the runs are shown in Figure 7.7. These mass profiles are divided into the orig­
inal dark m atter, that deposited soon after cooling is switched on (within t ~  0.3 
of this point) and that deposited by the slowly cooling gas. The distributions of 
all three components are similar in those runs which have mass deposition.
Since cooling (and thus mass deposition) is greater in high density regions, it 
would be reasonable to suggest th a t the deposited mass should be more centrally 
concentrated than the original dark m atter. The mass plots, however, do not 
support this: if anything the ratio of deposited dark m atter to initial dark m atter 
increases with radius for most runs with mass deposition, at least out to ~  50 kpc. 
The explanation lies in the fact tha t cooling was turned on well before the shock 
had propagated to the outer edges of the gas distribution. This means that an 
appreciable amount of in-shock cooling (and therefore mass deposition) occurred 
at large radii.
Figure 7.8 shows the evolution of the gas for runs 1, and 3-5. These diagrams 
show the differences in evolution for the various parameters. In particular, the dif­
ferences between runs with and without delayed cooling (e.g. 3 and 4 respectively) 
are evident.
As has been pointed out in previous simulations of disk galaxy formation (e.g. 
Navarro & W hite 1993) there are two ways in which a disk could form: by rapid 
dissipative collapse (essentially in free fall), as in run 4, or by cooling from hot 
gas, as in the other runs.
In run 4, with unimpeded cooling and no mass deposition, the gas begins 
to shock as the system collapses. However, the cooling time for the gas is short, 
so only a very small amount of the gas can get close to the virial temperature
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o
Figure 7.7: Final gravitating mass profiles from the galaxy formation simulations. 
The solid, dashed and dotted lines are the original dark m atter, m atter deposited 
just after cooling is switched on, and m atter deposited by the cooling flow, re­
spectively.
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Figure 7.7 continued.
10%). Just after the collapse time of the halo most of the gas has formed
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Figure 7.8: Evolution of the gas for runs 1, 3, 4, and 5 (see following pages). Run 
2 is om itted as it is very similar to run 3. For runs 1 and 3 the frames start just 
after cooling is switched on. For run 4, the frames start at the beginning of the 
simulation. For run 5, the frames start just before the system has reached minimum 
radius.
into a thin, rotationally supported disk with a temperature close to the cutoff 
tem perature of the cooling function (104 K). The disk evolves little thereafter,
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Figure 7.8 continued (run 3).
with the residual hot gas slowly cooling onto the disk by t ~  3 (1.5 x 109 yr).
In a model such as this, it is difficult to see how a collapsing protogalactic 
cloud with any appreciable angular momentum could not form a disk. Such large 
stable disks would not easily be disrupted by mergers. Further, since the gas cools 
so efficiently it would be difficult to see how the large amounts of gas present 
in clusters could remain until clusters formed. In essence, the model has several
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Figure 7.8 continued (run 4).
problems with regard to the formation of elliptical galaxies or clusters. These 
points have been made previously (Navarro & White 1994).
In models where cooling and mass deposition were turned off for the early part 
of the collapse, the evolution of the gas is quite different. Shocks can now heat the 
great bulk of the gas to the virial temperature. Cooling is turned on at time t =  1.5 
( ^  6 x  108 yr) in all mass deposition runs (except run 6, where the collapse time is
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Figure 7.8 continued (run 5).
longer), by which time most of the gas has passed through the initial shock. Over 
half of the gas is still deposited rather quickly. The remainder of the gas, which 
initially moves outwards after the deposition (as the outer regions of the system 
are reexpanding after the initial collapse), stays close to the virial tem perature in 
an extended atmosphere which is flattened by rotation. The cooling time in the 
remaining hot gas is large (few times 109 yr), so it slowly begins to cool, contracting
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and depositing more mass. Disk formation is not evident until t ~  3, and it slowly 
grows up to the end of the simulation (t ~  5). The final disks have masses up 
to about 10ltJ M q . These disk masses are too small (although recent larger scale 
simulations have produced disks with masses in the range 1010—1011 M q , Navarro 
& Steinmetz 1996).
The time for disk formation in the cooling flow runs (1-3, 5, 6) is consider­
ably longer than in run 4. Instead of forming on the dynamical timescale, after 
approximately 6 x 108 yr, the disk starts to accumulate substantial mass after ap­
proximately 3 x 109 yr. The long disk formation time makes it easier for mergers 
to heat and possibly remove the gas, thus preventing the disk from forming at all. 
This would make it easier for elliptical galaxies to be formed by mergers in rich 
environments such as clusters.
The delay between collapse and disk formation could also provide an ex­
planation for the G-dwarf problem, which concerns the discrepancy between the 
observed high abundance of heavy elements in G-dwarfs in the solar neighbour­
hood and simple models for nucleosynthesis in the Galaxy (e.g. Binney & Tremaine 
1987). The gas which cools catastrophically just after cooling is switched on would 
form the spheroid. Stars formed in this spheroid would have sufficient time to pro­
duce large amounts of heavy elements and feed these back into the remaining gas 
(supernova heating from the spheroid may also delay cooling in the remaining hot 
gas). Thus, the gas which collapses to form the disk would have abundances much 
greater than the abundances in the gas which initially formed the spheroid. If the 
disk gas was stripped before the disk formed, or there was insufficient gas or an­
gular momentum to form a disk, then only the lower abundance regions would be 
formed. Similar arguments have been made previously (Ostriker & Thuan 1975).
An investigation of the abundances present in the various gas components is 
beyond the scope of this work, as star formation is not modelled.
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7.3.4 Disk structure
While it has been suggested that previous simulations of disk galaxy formation 
have not handled radiative cooling of the gas adequately, they have been success­
ful in reproducing many observed disk properties. In particular, they have been 
able to produce flat rotation curves with rotational velocities comparable to those 
observed in disk galaxies and surface density profiles that are well fitted by expo­
nential profiles like those found to fit galactic disks. It is remarkable that virtually 
all previous simulations, regardless of the inclusion of further effects such as star 
formation, have produced exponential disks (e.g. Katz 1992; Steinmetz & Müller 
1995). Although the rotation curves in most previous simulations have had ap­
proximately the correct velocity, the disks have generally been too small. This is 
a consequence of the gas component contracting by a much larger factor than the 
dark matter and may be related to the low angular momenta of these disks.
Surface density profiles for the disks formed in the current simulations can be 
seen in Figure 7.9. These were obtained by allocating disk gas particles to a set 
of concentric cylindrical bins. Each plot also shows the best fitting exponential 
profile. In all runs, the central few kpc are excluded from the exponential fits. 
These central regions are dense, with only small amounts of angular momentum. 
The innermost bin may be affected by the lower limit imposed on the smoothing 
length and should be ignored. However, the rest of this high density region appears 
to be a real effect. Dense gas cores are observed in previous simulations which 
included cooling (Navarro & White 1994; Steinmetz 1996). Although the cores 
here are still very dense, the density is lower than in other simulations, possibly 
as a result of mass deposition by the gas. In a real galaxy, star formation and the 
resultant supernovae might prevent such a dense region from forming (Katz 1992).
Most previous simulations had ~  5000 gas particles. In 3-dimensions this may 
not be enough to adequately resolve the core, making it unclear as to how dense 
the central regions really are (low resolution sets an upper limit to the density).
The dense knot of gas at small radii indicates that much gas is concentrated 
there. This is evident in the half-mass radii of the disks. Previous simulations with
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Figure 7.9: Surface density profiles for all runs. The line is the best fitting expo­
nential profile.
radiative cooling have produced disks with half-mass radii of 2-3 kpc (Steinemtz
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Figure 7.9 continued.
1996). Here, the run with unimpeded cooling and no mass loss gives a similar
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Figure 7.9 continued.
value of 3.5 kpc. W ith mass loss and viscosity, this problem is less severe: runs
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1-3 produce half-mass radii from 5-7 kpc. Note that there may also be some edge 
effects in the innermost bins due to the boundary at the axis, although this will 
not affect the disk outside 2 kpc.
Typical scale lengths for observed galaxy disks are in the range 2-9 kpc. All 
of the disks formed here have scale lengths within this range, although they are 
slightly lower than values obtained by other authors for systems with comparable 
spin parameters (Katz & Gunn 1991; Navarro & White 1994; Steinmetz & Muller 
1995). Lower A (run 5) produces a disk with a smaller scale length, as would be 
expected. Both this scale length and the corresponding initial spin parameter are 
at the lower ends of the expected/observed ranges, respectively. Note that the 
lower A disk is also smaller, around 12 kpc as opposed to ~  20 kpc for a typical 
A =  0.08 run. The inclusion of viscosity does not appear to have a large impact 
on the scale length, although the resulting disk is more massive.
Figure 7.10 shows rotation curves for the various disks, together with the 
corresponding radial velocity profiles. Rotational velocities rise in the core, and 
are roughly flat outside this region out to the edge of the disk. The radial velocities 
are small compared to the rotational ones, indicating that the disks are rotationally 
supported and close to equilibrium. There is considerable variation in how steeply 
the rotational velocity rises in the inner few kpc. In particular, a comparison of 
runs with low and high viscosity (e.g. runs 1 and 3) shows that higher viscosity 
results in a slower increase in rotational velocity in the core. Variations in the 
core rotation curve are evident in the observations of real spirals (e.g. Binney & 
Tremaine 1987; Sanders 1996).
Typical rotational velocities for galaxy disks are in the range 200 -  300 km 
s“ 1. In all but run 6 (where the initial radius is larger) the rotational velocities 
are at the upper end of this range. The rotational velocity is set principally by 
v*ot oc G M /R , where M  and R  are the mass and initial radius of the protogalaxy 
respectively. Thus, increasing the initial radius would be expected to lower the 
rotational velocity. This can be seen in a comparison of the rotational velocities
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Figure 7.10: Rotational (solid circles) and radial (crosses) velocities for the disks. 
In all cases the radial velocities are much smaller than the rotational ones, indi­
cating th a t the disks are rotationally supported.
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Figure 7.10 continued.
for runs 1 (Ri =  100 kpc) and 6 (Ri =  150 kpc). A further increase in the initial
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Figure 7.10 continued.
radius could thus easily produce rotational velocities close to 200 km s 1
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7.4 Conclusions
Simulations of isolated disk galaxy formation have been presented. The numerical 
method employed incorporates the effects of shock heating, radiative cooling, mass 
deposition by cooling gas and shear viscosity.
When a disk forms from cooling hot gas in these models it takes considerably 
longer than in previous simulations: several times 109 yr as opposed to < 109 
yr for a 1012 MQ, 100 kpc protogalaxy. There is considerable delay between the 
formation of the dark halo and the disk, providing an explanation for the low 
fraction of spirals in rich environments (since there is a longer time for subsequent 
collapse to strip the hot gas).
Disks formed in these simulations are similar to observed galaxy disks in many 
ways, including their sizes, exponential profiles (with reasonable scale lengths) and 
rotation curves. One problem is that the disk masses are too small (less than 
1010 M©). Some of this is due to “in-shock” cooling: artificially smoothed shocks 
cause unphysically high cooling and mass deposition. Some is due to the high 
symmetry of the initial conditions used. Some is also due to excessive mass depo­
sition by the hot gas (caused by an oversimple deposition model). These effects 
severely restricts the amount of hot gas produced in the numerical simulations. 
No satisfactory solution to the in-shock cooling problem exists currently.
There is still considerable uncertainty in the models and a large degree of 
flexibility in the parameters. The initial masses and radii of the protogalaxies 
considered here are at the lower end of the range expected to form disk galaxies in 
the models of Nulsen & Fabian (1995). The high rotation velocities of the model 
galaxies are at the high end of the observed range. Protogalaxies with larger 
initial radii produce rotation velocities closer to those observed in spirals, so this 
avenue needs to be pursued. Models with a time- (cooling-) dependent mass loss 
parameter should also be investigated.
The inclusion of star formation in the models would allow an investigation of 
whether the delay between halo and disk formation in these models can account 
for the G-dwarf problem.
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A ppendix A: The constraint of 
self-sim ilarity
Provided that the pressure of the infalling material decreases quickly enough with 
time, the centre of the collapsed system will be little affected by later infall. In 
that case the collapsed system should be steady at small radii (r <C rt). The 
distributions of the gas and the galaxies are expressible in the self-similar form of 
equation (3.3). If these are also to be steady, then both must be distributed as 
M(r)  oc r(1+3e)/(1+e), giving densities varying as p(r) oc r _2/(1+e) and a gravita­
tional potential which behaves as </>(r) oc r 2e/(1+e) (for e ^  0). The temperature of 
the gas and velocity dispersion of the galaxies within the steady region must scale 
as T oc (v2) oc r 2e/(1+e).
Within the steady region the gas must be hydrostatic,
dp d(j> 
dr ^ dr'
so that, given the scaling above, the gas temperature is determined as
T = €</>/(!-€), (Al)
in the notation of equation (3.11) (for e ^  0; for e > 1 see below). If the velocity 
distribution of the galaxies is isotropic, then they also satisfy an equation of hy­
drostatic equilibrium with T  replaced by <r2, where a is the line-of-sight velocity 
dispersion. This gives a2 — T  and, since ¡3 = cr2/T,  would make ¡3 =  1 locally in 
the steady part of the collapse.
More generally, whether or not the velocity distribution of the galaxies is 
isotropic, the form of the distribution function for the galaxies is restricted. If this 
distribution function is /( r ,  v ,i), then the self-similar scaling requires
/ ( r ,v ,* i )  =
, \  2+3e
I) / tl
1+ e
, V
¿2
t l
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By Jeans’ Theorem, the distribution function in any steady region can also be 
expressed as / ( r ,  v ,t)  = g(E,£), where E =  ^v2 + </> is the total (specific) energy 
and i  — rv± is the (specific) angular momentum of a galaxy. Applying the self­
similar scaling to g, we need
g(E,e) = ¿2t l
2+3e
9 ?
and the requirement that this is independent of the time gives a differential equa­
tion (e^O ):
(2 -I- 3e)g -1- + (1 + 2e) ̂  =
The general solution to this
g(E,£) = \ E \ ~ ^ y ^ h ( w l
where
w = £2\E\~(1+2e)/e
and the function h is arbitrary.
Similar arguments can be used for e =  0, except that </>(r) = 2a2ln r + 
constant. These lead to the differential equation
2 g -f 2d' dg
dg
+ l-^-n =  0,dE d£
the general solution for which is
g(E,£) = e~E/a2h(w),
with
w = f e - B
and h arbitrary. Note that for the isothermal case (e — 0) w only depends on the 
velocities,
w ocv 2_Le ~ v 2/ ( 2 a 2)
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and is a measure of the transverse velocity. This scaling is appropriate since the 
velocity dispersion is independent of r in the steady region. For e ^  0,
,2 \  — ( l + 2e) / 6
W O C 1
w
1 + 2<j>
which is also a scaled measure of the transverse velocity.
Expanding h(w) as h(w) = clq + a\w 4 -... (i.e. about the isotropic solution) 
gives the galaxy velocity dispersion as (e ^  0; for e = 0 replace e</>/( 1 — e) by a2)
(v2) =
3e
1 — e
1 +  — q(r\e) +
do (A2)
where q(r\e) < 0 for e > —1/5, while the ratio of the transverse to the radial 
velocity dispersion is given by (vr is the radial velocity)
K ) _  
<«*>
= 2 1 + —s(r;e) + . . .
a0 .
with s(r;e) > 0 for all physically reasonable e (see below). Thus, for e > —0.2, 
a perturbation which makes the velocity distribution more radially dominant in­
creases the total velocity dispersion. Since the gas temperature is fixed, this would 
increase It seems likely that any deviation from isotropy resulting from a warm 
collapse would be radially dominated, so that we should expect ¡3 > 1 locally in 
the steady core of the self-similar models.
We note in passing that for e =  0 the self-similar form of the steady distribu­
tion function gives (v3.) = 2a2 for any h. To show this consider H, an indefinite 
integral of h, so that
= h(w)e~E^ 2 v ±r2 ( l  -  g j )  .
Integrating both sides of this equation from 0 to oo with respect to v± , and noting 
that w(v± = 0) =  w(v± = oo) =  0, we see that the integral on the left vanishes. 
Rearranging the resulting equation and integrating with respect to vr then gives
poo poo poo poo 2
I I e~Ef° h(w)vj_27rv±dv±dvr = 2a2 e ' a h(w)2irv±dv±dvr,
Jo Jo Jo Jo
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proving the desired result. This argument can be generalised for e ^  0 but the 
result is not very useful (in fact (E ~ 1̂ 2) = (1 -f 2e)/(2e){v\E~z^2)). It is a direct 
result of the constrained form of the self-similar solution.
The expression (Al) for the temperature fails for e > 1 (the integral for (v2) 
also diverges, see A2). This reflects the failure of the argument for a steady core 
when € > 1.
Consider the time dependence of the “pressure” pt of the infalling material 
(the gas pressure or p(v2) for the galaxies). From the scaling given in section 3, 
we have pt oc so that this increases with time for e > 1. In that case
the pressure from later infall cannot be ignored and the pressure at the centre of 
the collapsed system must continue to rise forever. As a result there is no steady 
region in the core and the argument leading to the restricted distribution functions 
fails.
In summary, in cases where the core becomes steady (e < 1) we should expect 
¡3 > 1 locally in the steady core. In practice, the steady cores are almost isotropic 
and p  is close to 1 in them. For the self-similar models described in Chapter 3 p  
can only be small when e is large. While the arguments presented here only apply 
to the steady core, we should most expect larger values of e to lead to global P 
values smaller than 1.
Finally, note that there are physical limits to the range of e. The collapsed 
mass, M t , cannot decrease in time or, alternatively, the turn around radius cannot 
move inward in comoving coordinates. From the scaling in section 3 this requires 
e > -1 /3 , with no infall for c = -1 /3 . For -1 /3  < c < -1 /9 , the density 
perturbation actually consists of a point mass at the origin, with the local density 
perturbation being negative (8M(r) is a decreasing function of r). The solution 
for e =  -1 /9  (Bertschinger 1985) represents infall onto a point mass, with zero 
density perturbation elsewhere (the late development of the Gunn k  Gott model). 
The local density perturbation is positive for all solutions with e > -1 /9 . In 
general, solutions with e < 0 represent weak infall (the perturbation is centrally 
dominated). Solutions with e > 0 represent greater infall, with the limit e —> oo
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corresponding to the collapse of a uniform overdensity. The early part of a major 
collapse is better modelled by larger e, for which we most expect ft < 1.
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A ppendix B: The viscosity for the  
cell sm oothing m ethod
In this appendix, the form for the viscosity arising from the smoothing procedure in 
Section 7.4.4 is calculated. This is done by considering both the viscous transport 
of momentum and the dissipation of kinetic energy.
Consider a uniform, laminar, viscous, simple shear flow in the y-direction, 
with the flow velocity given by
v(x) = ax, (Bl)
where a is a constant. Now consider a smoothing cell of the type described in 
Section 7.4.4, with lower and upper boundaries of x\  and X2 repectively, embedded 
in the flow. The centre-of-mass velocity for the cell is given by
n X 2  / P X 2
v = v dm dm
J  X \  I j  X \
and for the flow velocity (Bl) this gives
v = a(x 2 +  xi)/2  =  ax,
where x = (x2 +  #i)/2  is the position of the cell centre.
The smoothing procedure changes the velocity from v to unew according to
^new =  (1 _
= (1 -  fy)ax + f^ax,
so that the change in velocity due to smoothing is
Sv =  unew v =  ~  x ) . (B2)
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(i) Change in mometum
The cell smoothing will transport momentum from the high velocity regions 
to the low velocity ones. Momentum is conserved within a cell, so that if the cell 
is divided at x 0 the mometum change in the portion x > x 0 will be the opposite 
of the momentum change in the portion x < xq. Let the cross-sectional area of 
the cell be A. The momentum exchange between the two parts of the cell in a 
timestep St is then (Batchelor 1974)
dvÇ X 2p SvAdx ~  —pA 
Jx0 dx
St, (B3)
where p is the viscosity. Putting in the form for Sv (B2), the integral is found to 
be (ignoring signs)
1 aflJ,A{x2 -  x0)(xq -  xi)
2 St
Averaging this over the cell gives
pU (Sx )2
^  12 St
(B4)
where Sx = x 2 — xi  is the size of the cell.
(i) Dissipation of kinetic energy
A similar result can be obtained by considering the viscous dissipation of
kinetic energy. From Batchelor (1974), the rate of dissipation of kinetic energy
per unit mass due to viscosity is given by
,  2pn f l d v \ 2 
~  ~p2 \ 2 d x )  ’
so that the total dissipation over the cell is
J dm = pAa2Sx.
This should be equal to the change in kinetic enegy of the cell, which is
(B5)
JL  ( - p v ^ d V  ~  —  
d t \ 2 ^  )  2St
X2
2vSv dx
X l
AcPfppj&xf 
12 St
(B6)
Equating (B5) and (B6) gives
pU(Sx)' 
12 St
which agrees with the estimate from momentum transport (B4).
