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ABSTRACT 
The development of preferred crystal orientation fabrics (COF) within the ice column can 
have a strong influence on the flow behavior of an ice sheet or glacier. Typically, COF 
information comes from ice cores. Observations of anisotropic seismic wave propagation and 
backscatter variation as a function of antenna orientation in GPR measurements have been 
proposed as methods to detect COF. For this investigation I evaluate the effectiveness of the 
GPR and seismic methods to detect COF by conducting a seismic and GPR experiment at the 
North Greenland Eemian Ice Drilling facility (NEEM) ice core location, where COF data is 
available. 
The seismic experiment was conducted 6.5 km North West of the NEEM facility and 
consisted of three multi-offset seismic gathers. The results of the anisotropy analysis conducted 
at NEEM yielded mean c-axes distributed over a conical region of I angle of 30 to 32 degrees. 
No internal ice reflectors were imaged. Direct COF measurements collected in the ice core are in 
agreement with the results from the seismic anisotropy analysis.  
The GPR experiment covered an area of 100 km2 and consisted of parallel, perpendicular, 
oblique and circular (radius: 35 m) acquisition patterns. Results show evidence for COF for the 
entire 100 km2 area. Furthermore, for the first time it was possible to image three different COF 
(random, disk and single maxima) and their respective transition zones. The interpretation of the 
GPR experiment showed a strong correlation with the ice core measurements.  
Glacier basal drag is also an important, and difficult to predict, property that influences 
glacier flow. For this investigation I re-processed a 10 km-long high-resolution reflection seismic 
line at Jakobshavn Isbræ, Greenland, using an iterative velocity determination approach for 
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optimizing sub-glacier imaging. The resultant line imaged a sub-glacier sediment layer ranging 
in thickness between 35 and 200 meters. I interpret three distinct seismic facies based on the 
geometry of the reflectors as a basal till layer, accreted sediments and re-worked till. The basal 
till and accreted sediments vary in thickness between 4 and 93 meters and are thought to be 
water-saturated actively-deforming sub-glacier sediments. A polarity reversal observed at one 
location along the ice-sediment interface suggests the presence of water saturated sediments or 
water ponding 2-4 m thick spanning approximately 240 m across.  
Using information from the seismic line (bed geometry, ice thickness, till thickness) as 
well as information available for the area of study (ice surface elevation and ice flow velocity) 
we evaluate the effect of sub-glacier sediment viscosity on the basal drag using a linearly viscous 
model and the assumption of a deforming bed. Basal drag values estimated for the study area fall 
within the range of physically acceptable values. However, the analysis revealed that the 
assumption of a deforming bed might not be compatible for the area of study given the presence 
of water at the ice/bed interface. 
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1.0 INTRODUCTION 
 
Over the past two decades, remote sensing has provided scientists an unprecedented view 
of remote locations including the ice sheets in Greenland and Antarctica. Airborne and satellite 
measurements over the Greenland Ice Sheet have shown that over the last 20 years the speed and 
discharge of ice has increased significantly (e.g. Rignot and Kanagaratnam, 2006). These 
observations have heightened the need to better understand the processes that control glacier 
dynamics and their contribution to rising sea levels (e.g. Luthcke et al., 2006; Rignot et al., 2008; 
Velicogna, 2009, Rignot, and Kanagaratnam, 2006). Numerical models are used to predict the 
behavior of ice sheets and glaciers. A comparison of multiple numerical model simulations has 
revealed that no ice-sheet model could reproduce recent observed rapid changes in ice-sheet 
elevation and velocity (Bindschadler et al., 2013). One of the challenges faced by ice flow 
modelers is the lack of data regarding key model parameters, including the nature of the bed 
under the glacier and physical properties of the ice. Large-scale data sets of ice column 
properties would allow scientists to constrain and improve numerical flow models. Therefore, 
developing tools that can map these properties over large areas of the ice sheet is one of the most 
significant challenges faced by modern glaciology. 
Ice aligned at a preferred orientation is about three times softer than ice with crystals 
oriented randomly (Dahl-Jensen, 1985). To account for this softening effect numerical modelers 
often introduce enhancement factors that are tuned to obtain agreement between predicted and 
observed surface velocities (e.g. Seddik et al., 2009; Wang et al., 2012). But ice crystal 
orientation measurements are only available for a few ice cores. However, most deep ice cores 
are drilled in areas mostly free from the shear stress parallel to the ice sheet surface that controls 
deformation in most of the volume of ice sheets and only provide information about the ice at the 
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drilling site. Therefore, it is necessary to develop techniques to describe ice fabrics using remote 
sensing methods covering large areas. This would provide modelers information on the spatial 
variability in enhancement factors over large regions or the entire ice sheets. For this 
investigation, I used a combination of radar and seismic measurements collected near the NEEM 
ice core to detect the presence of preferred ice crystal orientation for a 100 km2 region. The 
results of the analysis were compared to the NEEM ice core crystal orientation and electrical 
resistivity measurements in order to establish a direct relationship between the radar and seismic 
results.  
The basal character of an ice sheet or glacier has a significant effect on ice flow. 
Calculations show that glacier flow can be dominated by processes at the bed especially in areas 
where deformable layers are present (e.g., Alley 1986; Budd et al., 1984; Alley et al., 1987). 
Thus, it is reasonable to suppose that ice flow behavior will be different on deforming till as 
opposed to water-lubricated ice/bed interface (Alley et al., 1987). Given the importance of the 
basal character to the behavior of ice sheets and glaciers it is necessary to determine the type of 
material at the ice/bed interface. Gravitational and magnetic measurements collected over 
Jakobshavn Isbræ suggest that soft bed sliding is the dominant mechanism of fast flow (Block 
and Bell, 2011). For this investigation, I re-processed a 9 km seismic line collected by Horgan et 
al., (2008) to determine the thickness and spatial distribution of the sub-glacier material beneath 
the Jakobshavn catchment region. Using the seismic interpretation, I generated a 2D model of the 
area in order to test a linearly viscous model to simulate flow and investigate whether the 
presence of a deforming bed is compatible with observed surface velocities and inferred basal 
drag. Drag at the base of the glacier can be inferred from surface ice velocity observations 
3 
 
(Joughin, et al., 2010), and this provides the upper boundary condition for a simple model 
describing sediment (e.g. Van der Veen, 2013).  
 
This dissertation has three objectives:  
1) Assess the utility of ground-based seismic and radar methods for detecting the presence 
of preferred ice crystal orientation near the NEEM ice core site. 
2) Use seismic reflection to image the sub-glacier material beneath Jakobshavn Isbrae. 
3) Assess whether flow characteristics of Jakobshavn Isbræ inferred from consideration of 
force balance are compatible with the presence of a layer of deforming sediment. 
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2.0 CHAPTER I: COMPARISON OF PREFERRED ICE CRYSTAL 
ORIENTATION DATA AT THE NEEM ICE-CORE SITE WITH 
MULTI-POLARIZATION RADAR MEASUREMENTS 
2.1 CHAPTER I: INTRODUCTION 
 
Accurate modeling of ice flow is of critical importance for understanding the contribution 
of large ice sheets to sea level change. As a result, scientists and engineers have developed an 
array of mathematical models and remote sensing technologies to improve our understanding of 
large ice sheets. Most studies have concentrated on areas of fast flow, where ice flow is mostly 
controlled by processes occurring at the ice/bed interface (e.g., Van der Veen, 2011). However, 
ice streams and fast flowing glaciers are fed from inland sources where motion is mostly 
controlled by ice rheology (Matsuoka et al., 2003) as well as the driving force and the basal drag 
(Van der Veen, 2013). Studies have shown that ice characterized by crystal orientation fabrics 
(COF) is about three times softer than ice with crystals oriented randomly (Dahl-Jensen, 1985). 
Despite acting at the microscopic scale, processes such as fabric evolution and recrystallization 
affect the large-scale macroscopic behavior of ice masses. Given the importance of COF to ice 
flow, modelers use enhancement flow factors to incorporate the effects of COF and obtain 
agreement between modeled and observed surface velocity measurements (e.g. Seddik et al., 
2009, Wang et al., 2012). Therefore, it is necessary to obtain information of the variables that 
affect ice rheology for large areas in order to gain a better understanding of the behavior of the 
entire ice sheet.  
Advances in remote sensing methods have significantly improved our knowledge of the 
bed topography for large ice sheets. In particular, ice-penetrating radars are powerful tools for 
observing the internal properties of ice masses (e.g. Robin et al., 1969; Bogorodsky et al., 1985). 
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There are three major causes of internal ice reflections in radar measurements: 1) Changes in 
dielectric permittivity due to density (e.g. Paren and Robin, 1975; Clough, 1977); 2) Changes in 
dielectric permittivity due to COF (e.g. Harrison, 1973; Fujita et al., 1993); and 3) Changes in 
electrical conductivity due to acidity (e.g. Millar, 1982; Moore, 1988; Moore and Fujita, 1993; 
Matsuoka et al., 1996). The power reflection coefficient due to electrical conductivity changes is 
dependent on radar frequency and ice temperature (Fujita and Mae, 1994). For this reason dual 
frequency radars have been developed to differentiate reflections caused by COF (not affected by 
radar frequency), density and ice temperature (affected by radar frequency). However, the vast 
majority of large-scale radar data sets are collected in a grid pattern and have been acquired 
using a single center frequency and a bandwidth usually not exceeding 30 MHz. For this reason, 
it is necessary to develop a simple method that allows the extraction of COF information from 
single center frequency grid radar data. 
The refractive index of single ice crystals is 1.1% larger along the crystal c axis when 
compared to the other axes (Matsuoka et al., 1997). Therefore, the backscatter power response is 
dependent on the polarization of the electromagnetic (EM) wave relative to the orientation of the 
ice crystal. This non-uniform backscatter response due to COF is commonly known as dielectric 
anisotropy. If we assume that the chemical composition and temperature within individual ice 
layers is constant for the area of study and with the same radar settings, any backscatter power 
variation observed between intersecting lines with different antenna orientations must be the 
result of COF.  As a result, it is possible to detect the presence of COF for single frequency radar 
surveys collected in a grid pattern by comparing the backscatter power of parallel and orthogonal 
lines at individual layers along the ice column.   
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 Figure 2.1: Area of study with both airborne (red) and ground-based radar data acquisition 
around NEEM site.  
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For this investigation I examine three radar data sets acquired near the North Greenland 
Eemian Ice Drilling site (Figure 2.1). Two of the data sets were collected in 2008 using a 
ground-based Multi-Channel Radar Depth sounder (MCRDS) developed by the Center for 
Remote Sensing of Ice Sheets (CReSIS) and especially configured to extract information about 
ice column properties.  A combination of multi-polarization antenna configurations was used to 
acquire data in circular and grid patterns. Using the dual polarization circular data and a method 
developed by Matsuoka et al. (2003), we detected zones where single maxima and disk shape 
COF patterns are present. The NEEM ice core COF data comparison with the dual-polarization 
radar interpretation shows good agreement. The backscatter responses at six individual layers 
were extracted for the entire area of study and reveal strong dependency of backscatter power on 
antenna orientation for the entire 100-km2 grid. Comparisons between the dual polarization 
circular data, the NEEM ice core and the grid lines show that the backscatter power variation 
observed between the parallel, perpendicular and orthogonal lines can be explained by the 
presence of COF. The final dataset was collected using the airborne MCRDS system. The data 
set consisted of three semi linear lines (40 km) and one circular line (12-km diameter). The 
backscatter responses of three internal layers were extracted from the airborne dataset to 
determine if a relationship exists between the antenna orientation and the backscatter power.  
2.2 AREA OF STUDY 
 
The NEEM ice core is located in northwest Greenland (Figure 2.1). This facility was 
established to retrieve a complete ice core covering the early Eemian (approximately 115,000 
yeas ago) and reconstruct the temperature record of that era. Radar surveys collected near NEEM 
show continuous and undisturbed internal layers to a depth of about 2,200 m, which agree with 
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ice-core observations (Dahl-Jensen et al., 2013). Below 2,200 m, internal layer amplitude and 
continuity decreases: undulations and even overturned folds and shearing of basal material are 
observed. The transition between clear and lower amplitude layers often appears at the interface 
between ice from the glacial and Eemian periods. Very large differences in ice rheological 
properties are documented between glacial ice (with crystal sizes of 1.5 mm and a strong 
preferred vertical c-axis orientation) and interglacial Eemian ice (with crystal sizes of 25 mm and 
multiple maxima fabrics). The viscosities of these two types of ice differ by a factor of 50 100. 
The glacial ice deforms very easily while the interglacial ice remains more rigid (Dahl-Jensen et 
al., 2013). COF measurements are commonly displayed in terms of three eigenvalues, where the 
combination of each eigenvalue represents an ice fabric (more details in chapter 2.7). 
Furthermore, centimeter resolution measurements of dielectric permittivity (Figure 2.2A) and 
electrical conductivity (Figure 2.2B) were collected along the NEEM ice core. 
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Figure 2.2: A) Dielectric permittivity; B) Electrical conductivity measured in the NEEM ice core 
(http://www.iceandclimate.nbi.ku.dk/data/). 
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2.3 DATA ACQUISITION 
 
2.3.1 GROUND BASED DATA 
 
The radar system for both the ground-based and airborne data sets used in this 
investigation is the Multi-Coherent Radar Depth Sounder (MCRDS) system designed and 
developed at CReSIS. In the case of the ground-based dataset the antenna arrangement for the 
survey consisted of two transmitters and eight receivers. The MCRDS system transmitted a 
linear chirps swept from 135 to 165 MHz. Two antenna configurations were used in data 
acquisition as shown in Figures 2.3 and 2.4. The first grid data set was collected along twenty 
10-km NW-to-SE lines and three 10-km NE-to-SW lines using an E-field co-polarized antenna 
arrangement (Figure 2.3). The second data set was acquired along a circle of radius of 35 m and 
lines oblique to the grid data set using two antenna configurations where the two transmitters and 
eight receivers were arranged in a co-polarized and cross-polarized orientations (Figure 2.4). The 
antennas were mounted on a sled and pulled at a speed of 5 km/h as shown in Figure 2.5. 
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Figure 2.3: Grid data set antenna arrangement. Orientation of transmit (T) and receive (R) 
antennas. Pulses were transmitted alternatively by T1 and T2 
 
 
Figure 2.4: Circular data set antenna arrangement. Orientation of transmit (T) and receive (R) 
antennas. Pulses were transmitted alternatively by T1 and T2. 
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Figure 2.5: MCORDS GPR system mounted on a sled (Photo courtesy of Carl Leuschen: 
CReSIS). 
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2.3.2 AIRBORNE DATA ACQUISITION 
 
The MCRDS system used for the airborne data acquisition transmitted a linear chirp 
swept from 140 to 160 MHz (Li et al., 2012). Six folded dipoles mounted under the starboard 
wing of the aircraft transmitted this signal with an array gain and a combined peak power of 800 
W.  Six folded dipoles, identical to the transmit array, were mounted under the port wing of the 
aircraft.  The signals incident on these antennas were digitized individually and recorded to hard 
drives for post processing.  The loop sensitivity of this radar system was around 217 dB with a 
receiver noise figure of 3.9 dB. 
A De Havilland DHC-6, more commonly known as a Twin-Otter, was used as the 
platform for this airborne radar survey.  This aircraft has an average cruise speed of 143 knots 
with a range of 920 nautical miles.  Survey lines were flown at 500 meters above the ice surface.  
Additional scientific instruments onboard the aircraft included KU-Band altimeter and GPS 
system. As shown in figure 2.1, three of the lines of the airborne data set were collected over the 
ground-based NEEM grid survey area while the circular data was collected 50 Km south-east 
from the NEEM core site.  
2.4 GROUND-BASED AND AIRBORNE DATA PROCESSING 
 
Processing of the data from both radar systems includes various procedures in range 
(range compression), azimuth (F-K migration) and cross-track dimensions (channel combining). 
These processing steps are meant to increase signal to noise and refocus the energy in to the 
correct location in space or time (Li et al., 2012). Frequency filtering and pulse compression are 
the primary steps in range processing. Pulse compression and frequency filtering are done in the 
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frequency domain to increase the efficiency of processing. A reference copy of the transmitted 
linear chirp with tapered edges (Ground-Based: 135 to 165 MHz, Airborne: 140 to 160 MHz) is 
transformed into the frequency domain through fast Fourier Transform (FFT). The raw radar data 
traces are then converted into the frequency domain and multiplied by the conjugate of the 
reference chirp. The results are then converted back to the time domain using inverse FFT. Zero 
padding is applied in time domain to satisfy linear convolution requirements and the acquisition 
time vector is adjusted according to this padding.  
F-K migration is the main component of along-track processing to improve signal to 
noise ratio, azimuth resolution and to suppress along-track clutter. The motions of the platform 
including variations in velocity, altitude, heading angles, pitch, roll and yaw have been 
compensated to satisfy the equal spacing and elevation assumptions of the half-space frequency-
wavenumber processing algorithm.  Usually the F-K migration adapts a +/- 5-degree nadir 
looking filter in frequency-wavenumber domain.  
Channel combining and beam steering compose the processing steps in cross-track 
dimension. Recording each of the six receiver array elements individually allows us to perform 
more dynamic cross-track processing such as Minimum Variance Distortionless Response 
(MVDR) to reduce cross track clutter (Li et al., 2012).  The majority of the data set is combined 
using a Hanning window.  The results from this processing are quality checked to ensure that 
off-angle returns from the surface do not interfere with the interpretation of the internal layer.   
2.5 MULTI-POLARIZATION PLANE TECHNIQUE 
 
The theoretical basis for the multi-polarization technique was first described by 
Hargreaves, 1977 and successful experiments have been conducted using GPR measurements of 
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the ice sheets (e.g. Matsuoka et al., 2003; Matsuoka et al., 2012). As mentioned previously, the 
refractive index of single ice crystals is 1.1% larger along the crystal c axis when compared to 
the other three crystallographic axes, making ice a birefringent material (Matsuoka et al., 1997). 
In the case of a birefringent material, the ordinary and extraordinary components of the EM wave 
split causing a phase differential between both waves. The phase differential causes destructive 
interference inducing a decrease in backscatter power (amplitude). Therefore, when a linearly 
polarized antenna transmits a pulse-modulated signal through an ice column characterized by 
COF, the pulse changes from linearly to elliptically polarized. When the antenna is rotated, the 
ordinary and extraordinary wave components superimpose either constructively or destructively, 
depending on their phase difference. This means that the backscatter power will vary depending 
on the antenna orientation for the same target if COF is present in the ice column (Figure: 2.6). 
By collecting radar data with two antennas polarized at 90 degrees of each other in a circular 
pattern and measuring the received backscatter power and phase, it is possible to determine the 
polarization state of a the EM wave thereby confirming the presence or absence of COF (Figure 
2.6).  
In the case of disk shape COF patterns (birefringent ice) the phase difference between the 
magnetic and electric power component response is not zero. The backscatter power varies 
periodically with the antenna orientation and the amplitude of the variation depends on the phase 
difference. With single maxima COF patterns (anisotropic ice), the phase difference between the 
magnetic and electric power component response is zero. The received power varies sinusoidally 
and the amplitude of variation equals the anisotropy in reflectivity (Matsuoka et al., 2003).  
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In ice sheets, disk shape and single maxima COF patterns change the polarization state of 
the EM wave. However, one of the effects of the COF may dominate (Figure 2.6). When the data 
is collected along the circular pattern (antenna rotation), amplitude extinctions are exhibited 
every 90 degrees for ice characterized by a disk fabric (Figure 2.6 B). On the other hand, in 
single maxima COF patterns the reflectivity has one axis of symmetry and amplitude extinctions 
occur every 180 degrees (Figure 2.6 A). In a transition between the two COF patterns the radar 
signal either constructively or destructively interfere resulting in a mix amplitude response 
(Figure 2.6 C). Therefore, we can use the multi-polarization plane technique to discriminate the 
backscatter response of either birefringent or anisotropic ice (Matsuoka, et al., 2003).  
The chemistry within a single ice layer should remain constant assuming the depth of the 
layer does not change significantly. Therefore, variations in backscatter power within internal 
layers between orthogonal and perpendicular lines must be the result of COF assuming the 
acquired radar lines are aligned to the minima and maxima of the extinction pattern. Disk COF 
patterns exhibit four extinctions while single maxima COF patterns exhibit two extinctions. As a 
result, disk COF will be easier to detect when compared to single maxima COF for single-
frequency grid radar measurements. 
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Figure 2.6: Model amplitude response for A) Anisotropic Ice (Single Maxima fabric). B) 
Birefringent ice (Disk Fabric). C) Transitional zone (Figure modified from Matsuoka et al., 
2003). 
A 
B 
C 
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2.6 RESULTS AND INTERPRETATION 
 
2.6.1 CIRCULAR DATA RESULTS  
 
The ground-based radar data set imaged hundreds of internal layers and the ice bed with 
along-track spacing of 0.2 m (Figures 2.7A and 2.8A). Close examination of the circular E-field 
data shows four extinction patterns first appearing at a depth of approximately 370 m (Figure 
2.7A-2.8A). The four extinction patterns become well-defined at a depth of 720 m and continue 
to be apparent to approximately 1500 m (Figure 2.7A). The H-field data (Figure 2.8B-D) set also 
exhibits four maxima ( -140 to -150 dB) but are not as pronounced as the E-field data (-130 to -
150 dB: Figure 2.8A-E). A comparison of one extracted layer for both the E and H field shows a 
phase shift of 30 degrees (Figure 2.8 E). Between 1300 and 1470 m two of the four extinctions 
begin to curve (Figure 2.7A).  Below 1470 m the internal ice reflectivity is dramatically reduced 
to just a few internal ice layers for both the H and E field data (Figures 2.8A-B).  The backscatter 
extraction for one horizon at 1735 m shows two power maxima (-165  -172 dB) indicating a 
pronounce change in the backscatter (Figure 2.7E). 
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A
B C
D
E
Figure 2.7: Co-polarized radar data collected in a circular pattern. A) Circular data echogram 
with two interpreted layers at 1142 and 1735 m. Extracted backscatter amplitude corresponding 
to disk COF of internal layer at 1142 m (C and D) and extracted backscatter amplitude for 
internal layer at 1735 m corresponding to single maxima COF (B and E). 
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Figure 2.8: Co-polarized radar data acquired in a circular pattern collected using E (A) and H (B) 
field antenna orientations. Layer extracted at 1142 m for both E (C and E) as well as H field (D-
E) antenna orientations. 
 
 
A B
C D
E
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2.6.2 INTERPRETATION OF CIRCULAR DATA 
 
Based on the work from Hargreaves (1977), the four well-defined extinction patterns 
observed from 720 to 1500 m (Figure 2.7A and 2.8A), combined with the 30 degree phase shift 
observed between the H and E field data (Figure 2.8E) indicate that the ice column is 
characterized by birefringent ice (disk COF) from 720 to 1470 m.  From 1280 1500 m two of the 
four extinction patterns exhibit a 20 degree phase shift (Figure 2.7A). Two of the four minima 
from the birefringent ice correlate with the two maxima extracted at 1735 m. The maxima 
response from the birefringent (azimuthal range 90 degrees) and anisotropic (azimuthal range 
180 degrees) ice caused constructive interference thus increasing to the backscatter power of two 
of the four minima (see Figure 2.6 C for model-based example). Given that the azimuthal range 
from the maxima in the anisotropic ice is 25 degrees larger than the birefringent ice, the 
discrepancies between both maxima are manifested as a phase shift. Therefore, the zone where 
two of the four extinctions are shifted is interpreted as a transitional zone between birefringent 
and isotropic ice. Below 1470 m the internal reflectivity within the ice is reduced dramatically 
and the ice backscatter response changes to two maxima in one revolution (Figure 2.7E). 
Therefore the GPR response below 1470 m indicates that for the majority of the ice (1500-2490 
m) the ice column becomes electromagnetically constant and that the ice column is characterized 
by anisotropic ice (single maxima COF). Although the variation in COF was easily detectable by 
examining the power variation as the antenna was rotated, a comparison between the echogram 
and the NEEM  ice core data (Dahl-Jensen et al., 2013) shows no variation in power response as 
the result of increased ice crystal size (see chapter 2.6 for more details). 
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2.6.3 GROUND-BASED GRID DATA RESULTS 
 
The ground-based data set was up-loaded into the IHS software package to track internal 
layers across the grid. Seven internal layers at different depths were tracked and interpreted for 
the entire grid (Figure 2.9). The first horizon extracted is located at a mean depth of 
approximately 682 m. The northeastern section of the survey has a mean backscatter response of 
-118 dB (± 8 dB) while the southwestern one is -122 dB (±13dB: Figure 2.10). The horizon 
below that location is approximately 20 m shallower than it is below the south-west side of the 
survey. Horizon 2 is at approximately 742 m depth and maintains a relatively uniform 
backscatter power of -118 dB (± 5 dB) independent of antenna orientation for the entire area 
(Figure 2.11). The backscatter response of Horizons 3-5 (Figures 2.12-2.14) closely resemble 
one another with the average backscatter power gradually increasing by approximately 10 dB 
from 870 m to 1168 m. The east-to-west lines have an average backscatter response of -135 dB 
(± 3 dB) with the exception of one line with an average backscatter power of -125 dB (seventh 
line from north to south: Figures 2.12-2.16). The north to south lines have an average backscatter 
response of -123 dB (± 4 dB) while the oblique lines vary between -160 and -112 dB making 
them the most variable backscatter responses (Figure 2.12-2.14). In the case of Horizon 6 the 
backscatter response of two of the four oblique lines begin to match with the west-to-east lines  
(-143 dB ± 2 dB), while the north-to-south lines maintain a 10 dB increase in power (Figure 
2.15). Finally, horizon 7 was extracted at a mean depth of 1735 m. East-west lines maintain an 
average backscatter power of -158 dB while north-south lines maintain an average backscatter of 
-150 dB (Figure 2.16) with one of the lines exhibiting errors (sixth line from south to north).  
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Figure 2.9: Interpreted horizons on ground based data set. 
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Figure 2.10: Extracted horizon at 682 m (Horizon 1). 
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Figure 2.11: Extracted horizon at 742 m (Horizon 2). 
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Figure 2.12: Extracted horizon at 870 m (Horizon 3). 
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Figure 2.13: Extracted horizon at 1128 m (Horizon 4). 
 
 
 
 
28 
 
 
 
 
 
 
Figure 2.14: Extracted horizon at 1168 m (Horizon 5). 
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Figure 2.15: Extracted horizon at 1256 m (Horizon 6). 
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Figure 2.16: Extracted horizon at 1735 m (Horizon 7). 
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2.6.4 INTERPRETATION OF GROUND-BASED GRID DATA SET 
 
The analysis of the circular data suggests that from 320 m to 700 m the ice column 
transitions from isotropic ice to birefringent ice (See: Section 2.6.2). Therefore, horizon 1 (682 
m) was extracted from the transition zone of the ice column. Horizon 1 deepens by 20 m from 
north to south of the study area. Close analysis of the radar signal decay shows that the radar 
attenuates 23 dB per km (Figure 2.10). Therefore, the decay in 6 dB observed in horizon 1 
cannot be attributed to the deepening of the layer. Variations of temperature and acidity along the 
layer for the 100 km2 area of study are unlikely. Given that horizon 1 is located on the transition 
zone (random to disk COF) of the ice column, a more likely explanation for the 6 dB power 
decay from north to south maybe the result of variations in preferred ice crystal orientation 
within the layer.  
Horizon 2 exhibits very little variation in backscatter response for the entire area of study 
(Figure 2.11). Close examination of the electrical permittivity measurements along the NEEM 
ice core shows a spike at 742 m (Figure 2.17). The lack of backscatter variability dependent on 
antenna orientation, coupled with the spike in the electromagnetic permittivity observed in the 
ice core data, leads to the interpretation that the cause of the Horizon 2 is increased ice acidity 
within the layer. Horizons 3 and 4 closely follow the same dependency of backscatter power on 
antenna orientation (Figure 2.12-2.13). As seen in Figure 2.18, small changes in antenna 
orientation (>5 degrees of azimuth) can have significant changes in the backscatter power 
especially if the E-Field is oriented in the low- to-high or high-to-low backscatter transition zone 
(see Figure 2.6 for model based example). Therefore, changes in the along-track heading (5-20 
degrees of azimuth) can vary the backscatter power response as much as 25 dB.  Figure 2.18 
displays magnified sections of Horizon 4 (Figure 2.14) and shows how small changes in along-
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track heading (>5 degrees of azimuth) change the backscatter by ±15 dB (Figure 2.18 B). Abrupt 
changes in along-track heading exceeding 25 degrees of azimuth have rapid changes in 
backscatter power up to ±25 dB (Figure 2.18 A, C and D). Therefore lines which are not 
perfectly parallel to each other (>5 azimuthal degrees) may have a variation in backscatter 
response as seen in Figures 2.18B. Based on the interpretation of the circular data, Horizon 6 is 
extracted in the transition zone between the disk and single maxima COF (Figure 2.15). As 
mentioned previously, in the transition zone, two of the four-backscatter maxima decrease in 
power due to destructive interference (Figure 2.6C). Therefore, the similarity between two of the 
four oblique lines to the east-west lines is attributed to this decrease in power. Horizon 7 was 
extracted at a depth of 1745 m (Figure 2.16). The extracted horizon shows a dependency of 
backscatter power with antenna orientation. 
 As mentioned previously, the only ice properties that would cause variation in 
backscatter power, as a function of antenna orientation is birefringence from an ice column 
characterized by COF. Hence, the backscatter variation between orthogonal lines is about 10 dB 
and must be the response of COF. Therefore, the detection of single maxima as well as disk COF 
is possible by observing the backscatter variation between orthogonal lines.  
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Figure 2.17: Electrical permittivity measured at the NEEM ice core (http://www.iceandclimate. 
nbi.ku.dk/data/). 
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Figure 2.18: Magnified sections of the extracted horizon at 870 m from ground-based GPR 
measurements: A) Backscatter response of circular data overlaid by east-west line. B) Variation 
in backscatter as a response of small changes (5-20°) in azimuthal orientation (Purple 10°, Black 
15°). C and D: Variation in backscatter as a response of abrupt changes in azimuthal orientation 
(>20°). 
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2.6.5 AIRBORNE DATA SET RESULTS 
   
The airborne data set was also uploaded into the IHS software package in order to track 
internal layers across the grid. The resulting airborne data set consistently shows continuous 
returns throughout the entire ice volume.  However, several vertical amplitude striping events are 
observed along the airborne data set (Figure 2.19-2.20). The striping correlates with variations in 
the airplane s elevation, roll, pitch and yaw.  Two internal layers were extracted from the 
birefringent portion of the ice column. Close examination of the horizon reveals variations in 
backscatter power between -110 and -148 dB (Figure 2.20).  
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Figure 2.19:  Airborne GPR measurements along each flight path. 
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Figure 2.20: Horizon extracted at the birefringent portion of the ice column form airborne data. 
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2.6.6 INTERPRETATION OF AIRBORNE DATA SET 
 
The CSARP (CReSIS Synthetic Aperture Radar Processor) is a processing algorithm 
developed at CReSIS (See: Li et al., 2011) which is designed to correct for the challenges faced 
by data acquisition on airborne platforms (e.g. corrections in elevation, roll, pitch and yaw). One 
of the challenges faced by scientists and engineers in airborne radar platforms is a spherically 
spreading wave field. As a result, it is difficult to determine the azimuth and incidence angle of 
the incoming backscatter. The beam steering technique is used in CReSIS radars to focus the 
energy of the radar pulse directly perpendicular to the airplane. However, processing steps like 
beam steering are based on the premise that the antenna array is oriented perpendicular to the ice 
surface, which is not the case when the aircraft is changing heading.  
CReSIS has spent decades developing radars which are optimized to image the bed 
response. As a result, the bed response is clearly imaged for the entire airborne survey area at 
NEEM. The backscatter response from the extracted horizons fluctuates between -110 to -148 dB 
and most of the variation is concentrated in sections were the aircraft is changing heading 
(Figure 2.20). Although, the aircraft motion has been compensated in the CSARP processing, 
several striping events are still observed in the data (Figure 2.19). Close examination of the 
striping shows that the extinction begins at the ice surface in the airborne data set, un like the 
ground-based data set where the extinction patterns commence at 720 m (Figure 2.7-2.8). For 
this reason, the striping events are probably not the result of changing ice column properties. The 
interaction between an electromagnetic wave transmitted at a non-vertical orientation and a 
smooth surface (e.g. ice) may result in a large part of the transmitted power being scattered away 
from the radar receiver. Thus, the roll of the aircraft during acquisition can significantly reduce 
the amount of energy recorded by the radar system, resulting in the striping events observed in 
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the data. Given that the effect of the energy scattering is larger than the birefringent caused by 
COF, it was not possible to discriminate between extinction caused by COF and data acquisition 
effects using this dataset.  
2.7 COMPARISON BETWEEN GROUND-BASED RADAR DATA 
SET AND ICE CORE MEASUREMENTS 
 
The NEEM ice fabric data were measured in the field, at the NEEM camp, during field 
seasons 2009 to 2011.  Measurements were performed on the core from 33m to 2461m depth at 
an interval of 10m. The raw fabric data were obtained using two automatic ice texture analyzers 
(AITA). Two versions of AITA were used to obtain the c-axis orientation information. The 
AITA provided c-axis orientations from thin sections of dimensions up to 12×12 cm2, at a 
Orientation measurements were provided together with a quality factor that enabled the 
elimination of sample areas with too much uncertainty, such as grain boundaries. A threshold 
value for this quality factor was chosen at 70% for all the thin sections studied (see Montagnat, et 
al., 2014 for more information).  
The ice crystal information from the NEEM ice core was provided by Montagnat, et al., 
(2014), and obtained by determining the second-order orientation tensor a and its eigenvalues. 
The three eigenvalues a1, a2 and a3 are used to determine the type of fabric present in the ice 
column by the relation:   
a1 2 3    Isotropic 
a1 2 3 <   Single Maxima 
a1 2   and a3 <  Disk Fabric 
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Figure 2.21 shows a direct comparison between the GPR ground based circular data and 
the three eigenvalues obtained from the NEEM ice core. Results from the ice core show mean 
eigenvalues of 0.55 for a1 and 0.22 for a2and a3 between 0 and 370 m which mostly corresponds 
to isotropic ice fabric. From 370 m to 720 m a2 and a3 start to diverge while, a1 remains constant. 
These changes in the eigenvalues correlate with the four faint bands in the GPR circular data, re-
enforcing the interpretation of the transition zone between isotropic ice and anisotropic ice from 
370 to 712 m. From 720 m and 1280 m the four extinction patterns become well defined and a2 
as well as a3 diverge by approximately 0.1. The curvature of two of the four extinction patterns 
was interpreted as the transition between disc fabric and single maxima between 1280 m to 1500 
m (see chapter 2.6.2 for details). In this section, a3 decreases to less than 0.1 while a2 is 
approximately 0.2 and a1 = 0.75. Below 1500 m the eigenvalues a2 as well as a3 rapidly decrease 
to less than 0.05 while a1 increase to 0.95 indicating the presence of a single maxima fabric. At 
2200 m the ice crystals increase size and the orientation measurements become inconclusive. 
Based on the direct comparison between the circular ground base GPR measurements and the 
NEEM ice core measurements we can determine a good agreement between the radar 
interpretation and the ice core observations.  
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Figure 2.21: A) Ground based circular GPR dataset compared to NEEM ice core measurements. 
B) Fabric profile along the NEEM ice core, represented by the eigenvalues of the orientation 
tensor a (dot: a1, cross: a2 , plus: a3). Error bars were obtained from a relation between the 
number of grains in the thin section, and the eigenvalues calculated (see Montagnat, et al., 2014). 
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2.8 CHAPTER I: CONCLUSIONS  
 
A combination of single and multi-polarization radar measurements were used to detect 
the presence of COF by exploiting the birefringent properties of ice. Close examination of the 
ground-based circular dataset shows four weak extinction patterns from 320 - 720 m. The four-
weak extinctions were interpreted as the transition between random ice crystal orientation and a 
disk COF pattern. From 720 to 1500 m the four-week extinctions become well defined (Figure 
2.7). A comparison between the H and E field shows a 20-degree phase shift (Figure 2.8). The 
combination of the extinction patterns and the phase shift leads to the conclusion that the ice 
column is characterized a disk COF pattern from 720 to 1500 m. Two of the four extinction 
patterns from 1290 1500 m exhibit a 20-degree phase shift and can be interpreted as a COF 
transition zone. Below 1500 m the internal reflectivity within the ice is reduced dramatically and 
the ice becomes electromagnetically constant (Figure 2.7). The extraction of one internal layer 
shows two maxima in one revolution. Therefore, the ice below 1500 m is interpreted as ice with 
a single maxima COF pattern. The comparison between the ice crystal orientation measurements 
of the NEEM ice core and the ground-based GPR data yields a very good correlation. The 
quality of the interpretation is the result of the effectiveness of the method presented by 
Matsuoka et al., 2003 and the high quality of the data collected by the MCORDS radar. This is 
the first documented example of three different COF (random, disk and single maxima) and their 
respective transition zones imaged using GPR measurements.  
The analysis of the NEEM ground-based grid data set reveals a definite dependency 
between the backscatter power for six of the seven internal layers interpreted in this 
investigation. In the case of Layer 2 (742 m) no dependency is observed between the backscatter 
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power and antenna orientation (Figure 2.11). Close examination between the ice core data and 
the radar data reveals that the internal layer was the result of increased ice acidity. The 
backscatter dependency on antenna orientation seen in the remaining six layers is interpreted as 
the result of COF. The analysis shows that changes in azimuth (> 5 degrees) could result in a ± 
25-dB difference in backscatter power, demonstrating the sensitivity of the method. The method 
is effective in the detection of both single maxima and disk COF. Therefore, it is possible to 
discriminate between reflections caused by acidity and COF by observing the backscatter 
response of ice layers from echograms acquired in varying azimuth angles with single  
polarization antennas. 
The analysis of the airborne dataset shows the several striping events in the echogram 
(Figure 2.19) result from the roll of the aircraft during data acquisition. The roll effect is larger 
than the effect of birefringence, therefore, the airborne dataset used in this investigation is not 
able to detect the presence of COF.  
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3.0 CHAPTER II: EVIDENCE OF PREFERRED ICE CRYSTAL 
ORIENTATION AT NEEM ICE DRILLING FACILITY, 
GREENLAND FROM SEISMIC ANISOTROPY 
OBSERVATIONS 
3.1 CHAPTER II: INTRODUCTION 
 
Observations made over a period of 30 years (1990-2010) show that the Greenland Ice 
Sheet mass loss has been increasing, reaching 263 ± 30 Gt/y (Csatho et al., 2014). Most studies 
have concentrated on areas of fast flow, where ice flow is mostly controlled by processes 
occurring at the ice/bed interface (e.g., Van der Veen, 2011). However, ice streams and fast 
flowing glaciers are fed from inland sources where motion is mostly controlled by ice rheology 
(Matsuoka et al., 2003) as well as the driving force and the basal drag (Van der Veen, 2013). 
Studies have shown that ice characterized by crystal orientation fabrics (COF) is about three 
times softer than ice with crystals oriented randomly (Dahl-Jensen, 1985). Given the importance 
of COF to ice flow, modelers use enhancement flow factors in order to incorporate the effects of 
COF and obtain agreement between modeled and observed surface velocity measurements (e.g. 
Seddik et al., 2009, Wang et al., 2012). Therefore, it is necessary to obtain information of the 
variables that affect ice rheology for large areas in order to gain a better understanding of the 
behavior of the entire ice sheet.  
 
Ice crystals are formed by stacking multiple layers of water molecules arranged in 
hexagonal rings. These layers are called the basal planes of the crystal, and the normal to the 
basal plane is called the c-axis or the optical axis of the crystal. Crystal orientation fabric (COF) 
is the result of shear and compressional or extensional stresses induced on the ice column as a 
response to flow or loading (Hooke, 1981). Laboratory measurements have shown that glacial 
ice characterized by COF is three times more deformable than ice with randomly oriented 
crystalline structures. Therefore, the presence of COF can influence the ice flow behavior of 
glaciers and ice sheets (Dahl-Jensen, 1985). COF data is typically obtained from ice core 
measurements.  
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Ice core drilling presents engineering challenges due to core deviation resulting from ice 
flow. As a result, ice cores are mostly drilled in areas with horizontal flow like domes and ice 
divides. However, the areas of most active research in the cryosphere are located in areas of fast 
flow.  Therefore, it is important that we increase our understanding of the extent of COF layers 
within the ice sheets and areas of fast flow in order to comprehend their effects on large-scale 
ice-flow processes.  
 
Seismic waves in ice propagate up to 5% faster along the c-axis than perpendicular to the 
c-axis (Bennett, 1968; Bentley, 1971; Röthlisberger, 1972). Bennett (1968) investigated the 
propagation of p-waves through mono-crystalline ice and concluded that layers of ice 
characterized by preferred ice crystal orientation can be treated as a transversely isotropic (TI) 
medium (See chapter 3.3 for more details). Based on this information Blankenship and Bentley 
(1987) developed a method to detect the mean c-axis ice crystal orientation within the ice 
column by exploiting the anisotropic properties of single ice crystals at -10  C using common 
midpoint seismic measurements. 
In order to test the accuracy of the method developed by Blankenship and Bentley (1987) 
a seismic experiment (Figure 3.1) was conducted 6.5 km north of the NEEM ice core facility (see 
chapter 2.2 for details of the area of study). By comparing the results of the Blankenship and 
Bentley analysis to the direct measurements of the NEEM ice core it is possible to determine the 
accuracy of the method. Additionally, by comparing the results of the NEEM experiment with 
seismic anisotropy results collected on Jakobshavn (Vélez, 2012) it is possible to compare the 
COF related anisotropy response from two different ice crystal fabric patterns at two sites.  
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Figure 3.1: Location of seismic anisotropy experiment near the NEEM ice core and orientation 
of the ice divide. 
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3.2 CALCULATION OF MEAN ICE CRYSTAL ORIENTATION 
FROM SEISMIC MEASUREMENTS 
 
The theory of wave propagation through anisotropic bodies is not a common topic of 
discussion in seismic studies of the cryosphere. Therefore, in this section we will provide a brief 
overview of the method developed by Blankenship and Bentley (1987). For more information 
see Bennett (1968) and Blankenship (1982).  
A linearly elastic material is defined as one in which each component of stress is linearly 
dependent upon every component of strain (Nye, 1957). The theory of elasticity of solid 
anisotropic bodies makes use   
 
                                                              (3.1) 
where  represents nine components of stress,  represents nine components of strain and 
 represents a stiffness tensor that contains eighty-one elastic constants. Given the 
complexity of the behavior of a medium with a stiffness tensor consisting of eighty-one elastic 
constants, several tensor symmetries are commonly used to describe the stiffness of a medium 
and consequently the velocity the wave travels through solids (e.g. isotropic, monoclinic, 
triclinic, cubic, orthorhombic and transversely isotropic). These symmetries are distinguished 
from one another by the form of their tensor (Tsvankin, 2005). 
 
Bennett (1968) showed that the type of anisotropy characteristic of hexagonal crystals 
like ice is similar to that of layered media. A medium of this type is known as transversely 
 of broad geophysical applicability, it has one 
distinct direction (usually, but not always, vertical), while the other two directions are equivalent 
 1986). As a result, the elastic properties only vary as a function of the 
angle from the vertical, i.e. the angle of incidence. A medium of this type has elastic properties 
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which are radially symmetric with respect to a fixed axis of symmetry. In the case of layered 
media, the axis of symmetry is normal to the layering. Therefore, if an ice column is composed 
of ice with COF, the elastic properties of the ice column would be symmetrical normal to the c-
axis (Bennett, 1968). The TI tensor contains five independent elastic constants. Bennett (1968) 
determined five elastic constants for single ice crystals obtained from the Mendenhall Glacier in 
Alaska (ice temperature:-10° C) by means of ultrasonic measurements. Using the elastic 
constants, Bennett (1968) modeled the mean slowness (inverse of velocity) of ice crystals at -10° 
C by assuming that the crystallographic c-axes were spaced evenly along a solid cone of semi-
apex angles I with radial symmetry about the  axes (Figure 3.2). The choice of a solid cone was 
not random. The geometry of the solid cone is frequently observed in core measurements 
collected in ice sheets (Blankenship, 1982) where small I angles (closed cone) represent single 
maxima COF and large I angles represent random ice crystal orientation. The reconstruction of 
 
and the direction of wave propagation S (Figure 3.2). The expression for mean slowness was 
obtained by spatial averaging the slowness contribution of each single ice crystal orientation as a 
surface on a solid cone 
for mono-crystalline ice at -10o C is given by: 
                                                                           (3.2) 
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where a, b, and c are coefficients empirically derived (a=256.28 s/m, b = -5.08 s/m, and c = -
5.92 s/m),  is the angle between the axis of symmetry  and the direction of wave propagation 
S, and I represents the ice crystal orientation in a conical distribution (Figure 3.2). In figure 3.3, 
equations (3.2) are used to model the variation of slowness as function of  for multiple I, where 
I = 90° represents perfectly random ice crystal orientation (no variation of slowness as a function 
of sigma: solid line) and I = 0° represents single maxima COF (maximum variation of slowness 
as a function of sigma: triangles). 
The velocity surface can be easily constructed for an ice column from a common mid-
point seismic gather if the bed geometry is known for the area of study. Furthermore, the 
slowness surface as 
comparing the modelled slowness surfaces (e.g. Figure 3.3) and the slowness surface observed 
from a CMP seismic experiment it is possible to determine if COF is present in the area of study.  
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Figure 3.2: Geometry and notation for a conical c-axis distribution (from Blankenship and 
Bentley, 1987). 
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Figure 3.3: Model for slowness surface on a solid cone for mono-crystalline ice at -10  (from 
Bennett, 1968). 
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3.3 DATA ACQUISITION 
 
Three source shots with increasing offset were recorded in a pseudo-CMP configuration. 
Each shot was recorded using a 1900 m long geophone line with ninety-six 100 Hz geophones at 
20 m spacing. The first shot offset range was 20 m to 1920 m in order to obtain near offset 
coverage at small incidence angles. For shots two and three, source locations and receiver 
locations were rolled 480 m in opposite directions resulting in offset ranges of 1940 - 3840 m 
and 3860 - 5760 m respectively. Shot records two and three provided wide angle, far offset 
coverage of approximately twice the thickness of the ice column. The seismic source was 0.5 
kilograms of pentaerythritoltetranitrate (PETN) placed in shot holes buried 10 meters below the 
surface. Data were recorded for eight seconds with a 0.25 millisecond sampling interval using 
four 24-channel seismographs. Shot triggering and recording was enabled by GPS 
synchronization. 
3.3 EXPERIMENT RESULTS 
 
The analysis presented in Blankenship and Bentley (1987) requires knowledge of the bed 
geometry (dip angle and depth). I used an average seismic velocity for ice of 3,840 m/s to NMO 
correct the shot gather based on an ice temperature of -14° C (Rasmussen et al., 2013) and the 
temperature to p-wave velocity relationship from Kohnen, (1974). As seen in figure 3.4B, the 
bed reflection is flattened for the first 2/3 of offset range of the shot gather, but moveout remains 
at far offsets between 1200 to 1920 m. This residual moveout (reflectors at far offsets exhibiting 
later arrival times) may be the result of bed topography or due to a decrease in seismic velocity 
caused by the anisotropy in the ice column. The data were filtered using a band pass filter of 80 
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to 350 Hz in order to increase the signal to noise ratio and facilitate the extraction of time picks 
for the base of ice (bed) interface.  
Assuming a horizontal bed geometry and the time picks extracted from all three shots, the 
slowness surface was calculated as a function 
ranging from zero to 48 degrees (Figure 3.5). Modeled slowness curves are also shown for  I = 
30° and I = 32°.Near °  are bounded by 
model curves for I = 30° and I = 32°. Longer offset slowness analysis results closely match the 
model I = 30° (Figure 3.5). 
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Figure 3.4: Shot one of near-offset data displayed with band pass filter 80-350 Hz: A) Raw 
filtered data. B) NMO corrected data using ice velocity of 3,840 m/s.  The upper reflection (1280 
ms) is interpreted to be from the base of ice  top of till interface. The lower reflection (1310 ms) 
is interpreted as the top of bedrock.   
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Figure 3.5: Slowness results from Blankenship and Bentley, (1987) analysis for NEEM site 
showing an I = 30 under a flatbed assumption. 
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3.4 DISCUSSION 
 
COF measurements are commonly displayed in terms of c-axis orientation and presented 
in Schmidt plots (Figure 3.6). Schmidt plots (Ferrick and Claffey, 1992) display the relative 
concentration of the data in one dimension by projecting in the center of the plot the angle 
between the crystallographic c-axis and the direction normal to the surface. The distribution of 
the c-axis orientation determines the type of COF (e.g. random, single maxima and disk fabric) 
and are used to infer information of the stresses acting in the ice column (e.g. Van der Veen and 
Whillans, 1994). Ice core measurements at NEEM confirmed the presence of COF for 
approximately 76% (600 to 2500 m depth) of the ice column with 16% of the ice column 
characterized by single maxima COF and 60% by a disk ice fabric (Montagnat et al., 2014). At 
NEEM, the transition between random ice and the disk fabric is gradual, changing over an 
interval approximately 400 m thick. The same behavior is observed in the transition between 
disk fabric and single maxima over an interval of approximately 220 m. An examination of the 
seismic data at NEEM reveals no internal ice column reflectivity. The lack of COF seismic 
reflections is interpreted to be the result of the gradational COF transition, occurring over 
hundreds of meters, and the relatively short seismic wavelengths (approximately 20 m) of the 
seismic data. 
Although ice measurements are not given in the form of I values, based on the 
eigenvalues published by Montagnat et al. (2014), I values in the range of 15 to 25 degrees 
should be expected for the bottom 60% of the ice column. The seismic line was oriented oblique 
to the northwest-southeast trending ice divide, at about 50 degrees (Figure 3.1). Numerical 
models of ice deformation show that ice subjected to extensional forces (such as at an ice divide) 
tend to generate a disk fabric, where the disk is oriented perpendicular to the extensional forces 
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(e.g. Van der Veen and Whillans, 1994). Given the extensional forces at NEEM, the disk fabrics 
observed at the area of study should be oriented parallel to the ice divide. As a result, the seismic 
line is oriented obliquely to the anisotropy of the disk, and the variation of seismic velocity as a 
function of angle of incidence may not follow a single model of I. This analysis shows that the 
slowness model of I = 30° fits the mid and far offsets whereas I = 32° fits the near offsets (Figure 
3.5). Furthermore, the data acquired in the oblique seismic line measures apparent seismic 
anisotropy less than the true maximum anisotropy present in ice. It should also be noted that the I 
estimates are average over the entire propagation path of the seismic wave field, including 
shallow isotropic ice (I = 90°) and deeper anisotropic ice. The effect of propagation through 
isotropic ice (24% of travel path at NEEM) results in overall higher I estimates than the COF 
measurements at the ice core. Therefore, our mean COF I estimates of 30 and 32 degrees are 
deemed to be in good agreement with localized measurements of 15 to 25 degrees for the bottom 
of the ice core (Figure 3.5). 
Seismic studies have associated the presence of internal ice reflections with sharp 
transitions in COF (e.g. Horgan et al., 2008; Horgan et al., 2011; Hofstede et al., 2013). 
However, the experiment performed at NEEM shows that the lack of internal ice reflectivity 
does not necessarily indicate the absence of COF. The absence of abrupt COF transitions at 
NEEM is compatible with the location of the site in the interior of the Greenland ice sheet 
compared to COF patterns that may be expected at faster flowing regions.  
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Figure 3.6: A) I angles of 20, 60 and 90 degrees drawn as concentric circles for an ice c-axis 
conical distribution displayed in a Schmidt plot. Examples of:  B) random C) disk, and D) single 
maxima COF (based on Van der Veen, 1994). 
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3.5 CHAPTER II: CONCLUSION 
 
Analysis of the seismic wave slowness variability as a function of wave field angle with 
ice crystal orientation was used successfully at the NEEM site to determine COF. The analysis of 
the flat bed interface shows a correlation between the slowness results and models of I = 30° to 
32° for most of the area of study based on the assumption of a flat bed at a depth of 2540 m. 
Near offsets vs. far offset slowness observations may fit slightly different I models due to the 
variation of seismic velocity traveling through different parts of the disc ice fabric as the angle of 
incidence increases. Given the ice column properties of the area of study, the mean I angle of 30° 
is considered acceptable and confirms the utility of the Blankenship and Bentley (1987) method 
for single azimuth data to detect preferred ice crystal orientation. However, because the angle at 
which the wave front travels relative to the orientation of the disk fabric is not known, a direct 
one-to-one comparison between the seismic anisotropy analysis and the NEEM ice crystal data is 
not possible. The use of multi-azimuthal data should substantially increase the robustness of the 
analysis, thus allowing the comparison between the mean ice crystal orientation based on direct 
ice crystal measurements and the mean ice crystal orientation based on the seismic anisotropy 
analysis.  
The presence or absence of englacial reflectors also provides an insight in to the nature of 
the transition between random and anisotropic ice. In the case of the experiment preformed at 
NEEM, no reflectors were observed in the areas of transition between COF. This is attributed to 
the thickness of the transition zone (> 100 m). An important observation is that while the 
presence of englacial reflectivity provides evidence of COF development, the absence of 
reflectivity does not exclude the presence of COF layers.   
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4.0 CHAPTER III: SEISMIC IMAGING OF SUB-GLACIAL 
SEDIMENTS AND ASSESSMENT OF BASAL PROPERTIES AT 
JAKOBSHAVN ISBRAE, WEST GREENLAND 
4.1 CHAPTER III: INTRODUCTION  
 
Observations made over a period of 20 years (1990-2010) have shown that the Greenland 
ice sheet mass loss has been increasing, reaching 263 ± in 2010 (Csatho et al., 2014). 
These, and many other observations, have raised the concern that in the foreseeable future the 
contribution of the Greenland Ice Sheet to global sea level may be substantially greater than 
predicted by ice-sheet models that do not incorporate the physics of rapidly changing outlet 
glaciers (e.g. Solomon et al., 2007; IPCC, 2014). Therefore, improving the understanding of 
mechanisms involved in the speed-up of Greenland outlet glaciers is imperative to better 
constrain predictions of future sea-level rise. One of the most uncertain properties necessary to 
model glacier flow is strength of the ice-bed interface. Basal resistance can be affected by 
multiple variables, including presence of subglacial water, sediment viscosity, and sediment 
layer thickness (Alley et al., 1986; Van der Veen, 2013). Studies have shown that processes at 
the bed, especially in areas where deformable layers are present, can dominate ice stream flow 
(e.g., Budd et al., 1984; Alley et al., 1986). Therefore, ice stream behavior may be different over 
deforming till than on a water-lubricated ice/bed interface (Alley et al., 1987). Given the 
potential importance that the bed character may have on the behavior of an ice sheet or a glacier, 
it is necessary to determine the type of material at the ice/bed interface and extract information of 
variables that can influence ice flow, such as bed topography, the presence of water at the bed, 
sub-glacial sediment thickness and viscosity.  
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Seismic reflection profiles have the capability to image sub-glacier sediments (e.g. 
Blankenship et al., 1987; Smith, 1997; Anandakrishnan et al., 1998; Peters et al., 2006; Smith, 
2007). However, challenging field conditions in polar environments typically result in low-fold 
data acquisition that cannot support traditional CMP based seismic velocity analysis. For this 
investigation, we present a novel iterative approach for estimating stacking and migration 
velocities for the geologic materials near the ice/bed interface by exploiting the continuity of the 
bed reflection. Sub-glacier sediments were imaged below the ice and three facies are identified 
based on seismic reflector character. 
Sub-glacier sediment deformation can account for up to 90% of ice movement (e.g. Alley 
et al., 1986, 1987). Moreover, the consensus view is that soft sediment is unable to provide large 
resistance to flow of the glacier through basal drag (e.g. Murray, 1997). However, force-balance 
estimates at Jakobshavn Isbræ suggest regions of large basal drag (Van der Veen et al., 2011), 
which would be incompatible with the presence of a deformable weak sedimentary layer.  Using 
the information extracted from the seismic profile (i.e. bed geometry, ice and sub-glacier 
sediment thicknesses) and satellite based ice flow velocities (Joughin et al., 2010), we investigate 
the possibility that the sediment layer is actively deforming, adopting a linear viscosity model 
(Alley et al., 1986; Van der Veen, 2013) and estimating basal drag from the driving stress.   
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Figure 4.1: Location of seismic profile (dotted line) approximately 100 km from the terminus of 
Jakobshavn Isbræ. Contours represent ice surface elevation in meters (elevation data provided by 
CReSIS). Ice flow velocity shown in gray scale (from Joughin, et al., 2010). 
 
 
 
 
63 
 
4.2 BACKGROUND 
 
Jakobshavn Isbræ (Figure 4.1) is one of the fastest flowing glaciers on earth, and the 
major discharging outlet glacier in Greenland, draining approximately 7% of the mass of the ice 
sheet (Csatho et al., 2008). Its flow speed increased from 6 km a-1 in 1995 to over 17 km a-1 in 
2012; additionally, by 2012, the summer speed-up had increased four-fold compared to the 
1990s (Joughin et al., 2014). Gravitational and magnetic measurements collected over 
Jakobshavn Isbræ suggest that the ice/bed interface in the main trunk of the glacier consists of a 
sediment wedge of up to 2400 m thick that reaches more than 54 km inland of the grounding line 
(Block and Bell, 2011). Direct core measurements and analysis of seismic data support the 
presence of sub-glacier sediments, but do not provide estimates of sediment thickness or a 
geometrical distribution for said layer (Iken et al., 1989; Clarke and Echelmeyer, 1996).  
The polar ice sheets are explored using airborne radar soundings which efficiently image 
ice masses but provide no sub-glacier imaging. Seismic waves have the capability to penetrate 
below the ice, thus allowing the study of sub-glacier materials. Explosive charges are commonly 
used as seismic sources in polar environments and km-long geophone lines are deployed in a 2-D 
acquisition geometry. Seismic data collected in remote Arctic locations tends to be low fold due 
to the harsh weather, short time duration of field deployments, and the limited size of field 
crews. Given the low fold nature of seismic data commonly acquired in polar environments it is 
difficult to estimate subsurface seismic velocities (Smith, 2007) which in turn hinders data 
processing and the reconstruction of sub-glacier seismic images.  
In the special case of seismic studies on ice, it is possible to make assumptions of the 
material properties in the subsurface since a significant percentage of the seismic profile is 
composed of a known material (ice). Seismic velocity in ice is mainly affected by density, ice 
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temperature and preferred crystal orientation, where the p-wave velocity varies from 3740 to 
3940 m/s (Kohnen, 1974; Blankenship and Bentley, 1987). Reflection profiling commonly uses 
an average ice column temperature and the temperature to p-wave velocity relationship published 
by Kohnen (1974) to estimate ice velocity (e.g., Smith, 1997; Horgan et al., 2008). Another 
significant advantage of seismic studies conducted on glaciers is the relatively high impedance 
contrast at the ice/bed interface which is commonly the most prominent feature seen in a seismic 
profile and is characterized by a strong, continuous reflector.  
Close examination of the amplitude and phase of the seismic response at the bed can 
yield important information about basal properties (e.g. Anandakrishnan, 2003; Smith, 2007). 
Studies have shown reflected wave polarity reversals  introduced by the presence of water at the 
ice bed interface (Peters et al., 2008) or changes in sediment properties affecting the flow 
character of the ice sheet, e.g. from basal sliding to deforming bed and vice versa (Smith, 2007).  
Previous seismic studies conducted at the same site focused on imaging the bed geometry 
and determining ice-column properties (Horgan et al., 2008; Peters et al., 2012; Vélez, 2012). 
They showed that the lower 20% of the ice column is characterized by preferred  ice crystal  
orientation (Horgan et al., 2008; Vélez, 2012) with the ice temperature ranging from -22° C (at 
1120 m depth) to approaching 0° C at the bed (Peters et al., 2012), and an average seismic 
velocity in ice of 3745 m/s (Vélez, 2012). In this study, we re-process the seismic profile 
presented by Horgan et al. (2008) with the objective of imaging sub-glacier sediments and 
assessing their impact on glacier flow.  
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4.3 DATA ACQUISITION AND PROCESSING 
 
The seismic data set used in this investigation was acquired in the summer of 2007 
approximately 100 km from the terminus of Jakobshavn Isbræ and consisted of a 9.8 km 
reflection profile oriented along the flow direction of the glacier (Figure 4.1). Twenty-four 28 Hz 
vertical-component geophones were deployed at a spacing of 20 m along the receiver line with 
minimum and maximum shot receiver offsets of 10 m and 470 m, respectively. The seismic 
source was 500 g of PETN (pentaerythritoltetranitrate) at a depth of 10 m below the surface. The 
geophone line and source locations were advanced 160 m, resulting in a maximum fold of two 
traces. Data were recorded on a Geometrics Geode system with simultaneous shot triggering and 
data recording enabled by GPS synchronization.  Horgan et al. (2008) used the seismic profile to 
image the ice column which revealed en-glacial reflectivity that was attributed to ice fabric 
development. In this investigation we reprocess the reflection line to optimize imaging of the 
section below the base of the ice.  
The seismic data acquired at Jakobshavn Isbræ imaged the bed and sub-glacier sediments 
along most of the 9.8 km 2-D profile. Occasional ice-quakes triggered by the explosive source 
masked bed reflections due to signal saturation. These traces were eliminated and given the low 
fold nature of the data, several trace gaps appear on the final processed seismic profile. Most 
seismic studies in polar environments focus on bed imaging due to the difficulty of imaging sub-
glacier reflections using low fold seismic data. However, it is possible to approximate the 
stacking and migration velocities by using iterative methods. A relatively conventional 
processing sequence was applied to the data, using a commercial processing software package 
(Figure 4.2). Initial processing steps included geometry definition, eliminating bad traces, muting 
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the direct arrival and band-pass filtering (75-375 Hz).  Vélez (2012) determined the average 
seismic velocity in ice at the site location to be 3745 m/s by examining the hyperbolic move-out 
of internal ice reflections in a coincident multi-offset receiver gather. Given that seismic velocity 
in ice is unlikely to vary laterally (Smith, 2007) a constant velocity stack was generated using a 
velocity of 3745 m/s. The constant velocity stack imaged the bed between 0.87 and 1.07 seconds 
two-way time (approximately 1630 to 2000 m depth). The resulting bed topography was used to 
define a two layer velocity model, one ice velocity layer and one sub-glacier geology velocity 
layer. The velocity in ice was kept constant at 3745 m/s while velocities consistent with sub-
glacier sediments (Peters et al., 2007) were varied from 2800 to 4000 m/s at 200 m/s intervals. 
Four sample profiles processed at different velocities are shown in Figure 4.3. Based on the 
continuity of the bed and shallow sub-glacier reflections, a velocity of 3600 m/s was selected as 
the sub-glacier sediment stacking and migration velocity.  
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Figure 4.2: Seismic data-processing flow. 
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Figure 4.3: Migrated seismic panels using two-layer velocity models. Ice velocity is held 
constant to 3745 m/s. Sub-glacier sediment velocities are shown as inserts in each panel. 
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Bedrock is expected to be present below the sub-glacier sediments and to exhibit high 
velocity with small internal variability. As a result, diminished reflectivity is commonly observed 
within bedrock sections (Büker et al., 1998; Büker et al., 2000). Therefore, the transition between 
high amplitude continuous reflectors and low amplitude discontinuous reflectors was used to 
define a third velocity layer (Figure 4.4) thus dividing the sub-glacier geology into shallow sub-
glacier sediments and bedrock. The velocity of the third deeper layer was estimated in an 
iterative fashion using velocities consistent with well-lithified materials from 4800 to 6800 m/s 
at 200 m/s intervals (Burger, 2006) and examining the continuity of deeper reflections, while 
using constant velocities for the ice and shallow sub-glacier layers. The third layer velocity that 
yielded the most coherent deeper section image was 5800 m/s, although weak and discontinuous 
deeper events made such determination challenging. Figure 4.5 shows the entire processed 
seismic profile using the three-layer velocity model with the interpretation of sub-glacier geology 
(refer to the interpretation section for additional information). Given the low fold of the data and 
the two dimensional nature of the acquisition it was not possible to completely focus the energy 
in the deeper portions of the profile.  
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Figure 4.4: Section of the processed seismic line with amplitude data shown as wiggle traces and 
the three-layer velocity model as color overlay. Layer velocities are marked on the section. 
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4.4 INTERPRETATION 
 
The seismic profile is located 100 km from the nearest outcrop
coast and no near-by ice cores are available (Figure 4.1). Therefore, it is not possible to establish 
a direct correlation between the seismic facies observed along the 2D line and sub-glacial 
depositional environments. However, information about subsurface geology can be obtained by 
comparing the geometry and distribution of seismic reflectors (referred to as seismic facies) to 
known geomorphological and sedimentary structures expected in glacial till and associated 
deposits. Furthermore, comparisons can be made with seismic facies observed at analogous 
depositional environments.  
The ice/bed interface was imaged along the entire line (Figure 4.5) and marks the base of 
velocity layer one (the ice column) and the top of velocity layer two (the sub-glacier sediments). 
The top of the third velocity layer (the bedrock) was interpreted at the transition from high 
amplitude continuous reflections of layer two to low reflectivity discontinuous events below 
(Figure 4.5). The seismic character along with the high processing velocity of that interval (5800 
m/s), leads to the interpretation of velocity layer three as the bedrock for the area of study 
(Figure 4.4).   
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Figure 4.5: Seismic Facies interpreted along seismic line (see table I). 
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Figure 4.6: Sections of the seismic line showing examples of the sub-glacier sediment seismic 
facies: A) Re-worked sub-glacier sediments (discontinuous facies) overlaid by accreted 
sediments (lapping facies). B)  Bedrock (low signal) overlaid by basal till (continuous facies) C) 
Bedrock (low signal) followed by re-worked sediment (discontinuous facies) overlaid by basal 
till (continuous facies). (see: table I for facies description). 
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Table (I):  Description of seismic facies, deposition order and interpretation of seismic line of 
figures 4.6B based on facies interpretation of Büker et al., (2000) as well as Büker et al., (1998). 
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Sub-glacier sediments within velocity layer two range in thickness from 35 to 200 m and 
exhibit characteristic reflector geometries which were divided in to three distinct seismic facies: 
A) Discontinuous reflectors, B) Continuous reflectors and C) Lapping reflectors (Figures 4.5 and 
4.6). The discontinuous reflector facies is observed over 80% of the profile and varies in 
thickness between 43 and 109 m, making it the most dominant facies of the dataset (Figure 4.5). 
This seismic facies is at the base of the sub-glacier sediments and it is associated with reworked 
till materials (Büker et al., 2000). The discontinuous reflector facies becomes prevalent in the 
sloping section of the profile while continuing toward the eastern portion of the line (Figure 4.5). 
The deep portion of the sloping section is disturbed by several seismic artifacts which make the 
interpretation of the slope difficult (Figure 4.5). In the eastern part of the line the discontinuous 
reflector facies. 
Approximately two thirds of the seismic line exhibits a continuous double reflector below 
the ice/bed interface and above the discontinuous facies described earlier (Figure 4.5). The 
continuous double reflector facies thickness is between 24 and 67 m (Figure 4.5). Seismic studies 
conducted over an analoguous depositional environment show a correlation between the 
continuous double reflector facies and a basal till layer based on a comparison between the 
seismic data and well log information (Büker et al., 2000). Investigations of till deposition and 
analysis of till depositional models (e.g. Evans et al., 2006) show that a stratified and inter-
bedded sediment layer can be present at the base of a glacier. This depositional environment is 
possible when the basal till layer is continually replenished by eroded sediments from the up-
flow direction (Evans et al., 2006). Based on the comparison of the continuous reflector facies 
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with similar seismic responses on data collected over paleo-till depositional environments (Büker 
et al., 2000) we interpret the continuous reflector facies as a basal till layer.  
A lapping reflector facies is observed in areas of changing bed elevation (Figures 4.5, 
4.6A) reaching a maximum thickness of 93 m. Given the area of study, the location of the 
lapping reflection facies, the geometry of the reflectors and the direction of ice flow (east to 
west), the most likely explanation for this facies is the accretion or deposition of sediments 
transported by the glacier. As seen in figure 4.6A, the lapping facies is characterized by 
continuous arcuate reflectors lapping over sub-glacier sediments.  
As seen in Figure 4.5, both the lapping and continuous reflector facies are located above 
the bedrock and the discontinuous facies, and below the ice. Based on the principle of 
superposition, the reworked till material (discontinuous reflectors) must have been deposited 
before the basal till (continuous reflectors) and the accreted sediments (lapping reflectors). 
Therefore, the facies of continuous and lapping reflectors is interpreted as the zone of most 
recent sedimentary activity (e.g. deposition or deformation) and we will refer to it as the active 
sediment layer. 
Close inspection of the ice bed interface shows evidence of reflection phase reversals at 
the topographic low region of the line (Figure 4.7, Position 4850). Seismic modeling was used to 
evaluate impedance contrasts and infer properties of geologic materials at the bed interface. A 
three-layer convolutional model was used where the middle layer varied in thickness (i.e. wedge 
model) and material properties. The source signal used for the model was a 190 Hz Ricker 
wavelet based on the frequency at the ice/bed interface reflection. Layer P-wave velocities and 
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densities are based on expected values for saturated sub-glacier sediments of high and low 
porosity, and water (Table II). 
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Figure 4.7: Phase reversal observed on seismic data at the ice bed interface (black line) attributed 
to a layer of water 2 m thick and 200 m wide. Insert: Waveforms modeled for layers of low and 
high porosity water saturated sediments and for a layer of water. 
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Material Velocity (m/s) Density (g/cc) 
Ice 3745 0.97 
Sediment 3600 2.2 
Low Porosity 
Sediment 3200 2 
High Porosity 
Sediment 1700 1.7 
Water 1500 1 
 
Table (II): Data used for wedge amplitude model. Material seismic properties (seismic velocity 
and density) were taken from Christensen (1989) with the exception of the ice velocity obtained 
based on seismic velocity analysis at the area of study.  
 
 
 
 
 
 
80 
 
The wedge models reveal that a positive reflection coefficient is expected at the ice/bed 
interface for low porosity water saturated tills, while a negative reflection coefficient is expected 
for high porosity water saturated tills and ponded water (Figure 4.7). The seismic profile shows 
positive amplitude reflections along the ice/bed interface, with the exception of the region where 
phase reversals occur (Figures 4.7). Therefore, most of the profile is interpreted to be underlain 
by low porosity water saturated tills. Furthermore, modeling shows that the negative reflection 
amplitudes resulting from the high porosity till are on average 50% less in magnitude than those 
observed for a water layer negative reflection or a low porosity till positive reflection. In order to 
assess the relative magnitude of the phase reversal reflections, amplitudes were extracted along 
the bed reflection and used to determine a mean low porosity till reflection magnitude baseline. 
The analysis shows that the amplitude magnitude extracted from traces exhibiting phase reversal 
is comparable to the amplitude response expected for a water-filled layer. For this reason the 
phase reversal is attributed to a sub-glacier river channel or ponded water. A study in this region 
using seismic attenuation showed evidence of pressure melting point temperatures at the ice bed 
interface (Peters et al., 2012). Therefore, the conditions at the ice/bed interface are favorable for 
the presence of liquid water in topographic low locations. Based on the quarter wavelength 
resolution criterion and using a velocity of propagation through water of 1,500 m/s and a signal 
frequency of 190 Hz, the water layer is estimated to be up to 2 m thick and 200 m wide.   
4.5 SEDIMENT DEFORMATION  
 
In this section, we provide an overview of the sediment deformation model used in this 
investigation and the assumptions involved in the estimation of the basal drag. Driving stress is 
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the force that makes ice flow in the direction of decreasing surface elevation and is given by the 
equation:  
 
were  represents the density of ice (917 kg/m3), g the earth gravitational constant (9.8 m/s2), 
H the ice thickness, h the elevation of the ice surface and x is the coordinate in the flow direction 
(Van der Veen, 2013). The driving stress is opposed by resistive stresses that may originate at the 
glacier bed and at the lateral margins, or resistance may be associated with gradients in 
longitudinal stress. The area of study is located in the interior of the ice sheet, approximately 100 
km from the mouth of the glacier (Figure 4.1), and the main resistance to flow is expected to 
originate at the glacier bed. This assumption allows basal drag to be estimated from the driving 
stress (equation 4.1). Adopting a linear viscous rheology for the sediment flow (Alley et al., 
1987), the basal drag can also be estimated from the following equation (Van der Veen, 2013):  
 
 
 
were   is the till density,  is the ice density, g the gravitational constant,  till 
slope  is the velocity of 
the till, and b  the drag at the ice/sediment interface. This shear stress is assumed to be constant 
throughout the comparatively thin sediment layer and resistance is transferred to the solid 
bedrock below.The terms on the right-hand side of equation (4.2) represent the effect of 
gradients in ice-overburden pressure (A), bed slope (B) and viscous deformation (C). With the 
A B C 
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exception of till velocity and till viscosity, all variables on the right-hand side of equation 4.2 can 
be determined from the seismic data (ice thickness, till thickness and bed slope), whereas 
material density values can be taken from the literature (             = 2000 / ^  and 
913 /m^ ). The till thickness is the interval were the continuous and lapping facies 
are present (i.e. the active sediment layer) and a thickness profile is obtained using a sediment 
velocity of 3600 m/s (Figure 4.8A). 
The till flow velocity is not known for the area of study, but making the assumption that 
all ice flow is the result of sediment deformation, no deformation occurs within the ice column 
and the measured surface speed (100 m/-a, Joughin et al., 2010 ) equals the till velocity at the top 
of the sediment layer. With this assumption, basal drag can be estimated from equation (4.2) for 
different values of viscosity. The viscosity which yields a basal drag similar to the driving stress 
would constitute the viscosity necessary for the deformable bed case at Jakobshavn Isbræ.    
The only two available estimations of sub-glacier sediment viscosity were presented by 
Boulton and Hindmarsh (1987), obtained from direct measurements at the Breidamerkurjökull 
Glacier in Iceland (6.5 1010 to 5.6 1011 Pa s). Using these viscosity values, equation (4.2) predicts 
basal drag values between -87 and 166 kPa and -87 and 155 kPa, respectively. These values fall 
outside the range of basal drag estimated from the driving stress (111 to 145 kPa; Figure 4.8B). 
In order to achieve a mean basal drag value of 135 kPa that corresponds to the average driving 
stress, a viscosity of 3.6 1012 Pa s must be used (Figure 4.8B).  
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Figure 4.8: A) Active sediment layer thickness extracted from seismic line (Figure 4.5) and 
smoothed thickness used for basal drag modeling. B) Driving stress for area of study (equation 
4.1: open circles) and basal drag (using equation 4.2) for two viscosities:  3.6 1012 and 1.9 e11 Pa 
s.  
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4.6 SEDIMENT DEFORMATION DISCUSSION  
The combination of the study location and depositional environments interpreted from the 
seismic facies allows for the reconstruction of the depositional history in the area of study (see: 
Figure 4.5-4.6 and Table I). The interpretation of the basal till coupled to evidence of accreted 
sediments, points to the possibility of active sub-glacier sediment transport for the area of study. 
Eighty-percent of the reworked till is covered by either the basal till or accreted sediments. 
Following the law superposition, the reworked till layer may have been deposited above the bed 
rock before the deposition of the basal till layer and may pre-date the formation of the current ice 
sheet. Erosion and sediment transport resulted in the deposition of the basal till and accreted 
sediments above the reworked till layer. The lapping (accreted sediments) and continuous 
reflector (basal till) facies may represent the sediment actively transported today. As a result, a 
layer which includes the lapping and continuous reflector facies is interpreted and the thickness 
of this layer is estimated based on a seismic velocity of 3600 m/s (Figure 4.8A). The analysis of 
the extracted horizons shows that this layer varies in thickness between 4 and 93 m. The decrease 
in thickness of the double reflector and down-lapping facies in the slope region (Figures 4.5 and 
4.8A, position 3600 to 4000 m) may be the consequence of an intensification of basal drag 
caused by an increase in bed elevation resulting in a zone of erosion. However, the exact flow 
state of the till layer (thickening, thinning or steady state) or conclusive evidence of active 
sediment transport cannot be obtained from the data available.  
Adopting a linear viscous model for deformation of the active sediment layer, basal drag was 
estimated and compared to the driving stress. The viscosity necessary for the basal drag to match 
the mean driving stress is 3.6 1012 Pa s (Figure 4.8B). However, using this viscosity along the 
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entire line results in an unrealistically large peak in basal drag (533 kPa) in the area of decreased 
layer thickness near position 4000 m (Figure 4.8). This spike is due to the viscosity term C in 
equation (4.2) and can be eliminated by using a smaller viscosity.  
Water saturation may significantly influence the deformation of sediments due to its 
effects on viscosity (e.g. Boulton and Jones, 1979; Clarke et al., 1984). In the case of the 
Breidamerkurjökull Glacier, analysis of sediment deformation combined with active pumping 
tests conducted at the bottom of the glacier showed a direct correlation between a decrease in 
sediment viscosity (more deformable) and an increase in water pressure (Boulton and 
Hindmarsh, 1987). The analysis of the seismic data in this investigation shows evidence for 
water at the bed of Jakobshavn Isbræ (Figure 4.7). Therefore, the sediment in the area of study 
could be saturated which is not compatible with high viscosity values. As a result, a second 
viscosity, 1.9 1012 Pa s, was used to obtain balance between the driving stress and the basal drag 
for the slope region (3500-4300 m: Figure 4.5) of the area of study and account for highly 
saturated sediments transported from the pond region (5200 m: Figure 4.7). Thus, a dual 
viscosity model is necessary for the deformable bed assumption to be compatible with 
glaciological observations (Figure 4.8B). 
 
4.7 CHAPTER III: CONCLUSIONS  
 
A 9.8 km seismic line was re-processed using an iterative seismic velocity processing 
approached in order to optimize the imaging of sub-glacier materials. Close examination of the 
iterative velocity analysis yielded two layers of sub-glacier velocities which were interpreted as 
sub-glacier sediments (Velocity Layer 2: 3600 m/s,) and the bedrock (Velocity Layer 3: 5800 
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m/s). The sub-glacier sediments were divided into three seismic facies (continuous, lapping and 
discontinuous reflectors) which are thought to correspond to three depositional environments 
(basal till, accreted sediments, and re-worked till) allowing for an interpretation of the 
depositional history of the sub glacial sediments beneath the Jakobshavn catchment region for 
the area of study (Figure 4.5-4.6 and Table I). The lapping and continuous reflectors were 
interpreted as the youngest depositional facies and may act as a lubrication layer varying in 
thickness between 4 and 93 meters.  
 Close examination of the reflection amplitudes at the ice/bed interface show phase 
reversals at the topographic low region of the line (Figure 4.7). Simulations of the ice/bed 
interface amplitude response using velocities and densities expected for till sediments under 
varying levels of water saturation as well as water (Table II) show that the best explanation for 
the phase reversals is the presence of water ponding or a sub-glacier river channel. The water 
layer is estimated to be approximately 2 m thick and 200 m wide. 
The analysis of a deforming sediment layer showed that a dual viscosity model of 1.9 
1012 and 3.6 1012 Pa s is needed to balance the basal drag and the driving stress at Jakobshavn 
Isbræ. Given that the maximum viscosity estimated at the Breidamerkurjokull Glacier (5.6 1011 
Pa s) is within one order of magnitude to our estimated viscosities, we can conclude that the 
linear viscous model yields acceptable results in this study. The viscosity term is the dominant 
term in the basal drag equation 4.2 for deforming sediment, and the model is very sensitive to 
variations in till thickness. Given the presence of sub-glacier sediments along the entire seismic 
line, it is possible that sediments are common for the catchment region of Jakobshavn Isbræ. 
Therefore, further testing needs to be conducted to determine if a deforming bed model is 
appropriate for Jakobshavn Isbræ.  
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5.0 SUMMARY AND CONCLUSIONS 
 
Several important conclusions resulted from this investigation. In the case of the NEEM 
radar experiment it was possible to detect the presence of three distinct COF patterns (isotropic, 
disc and single maxima) and the transition between each fabric using single frequency ground 
based radar measurements. Furthermore, it was possible to detect the presence of COF using 
single frequency grid radar measurements at multiple depths along the ice column by using the 
variation in backscatter power between orthogonal lines. It was not possible to detect the 
presence of COF using airborne radar measurements. However, future work using straight flight 
paths might yield variation in backscatter power resultant from COF as a function of flight path 
orientation.  
The seismic experiment at NEEM successfully detected the presence of COF, confirming 
the feasibility of the Blankenship and Bentley method. However, it was not possible to fit the 
mean slowness results to one single model of I due to the variation of seismic velocity traveling 
through different parts of the disc ice fabric as the angle of incidence increases. The use of multi-
azimuthal data should substantially increase the robustness of the analysis, thus allowing the 
comparison between the mean ice crystal orientation based on direct ice crystal measurements 
and the mean ice crystal orientation based on the seismic anisotropy analysis.  
In the case of the seismic experiment preformed at NEEM, no reflectors were observed in 
the areas of transition between COF. This is attributed to the thickness of the transition zone (> 
100 m). An important observation is that while the presence of englacial reflectivity provides 
evidence of COF development, the absence of reflectivity does not exclude the presence of COF 
layers.   
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Finally, the experiment in Jakobshavn Isbræ showed the feasibility of iterative velocity 
analysis to determine the sub-glacier sediment velocity by exploiting the continuity of the bed. 
The interpretation of the processed seismic line yielded three distinct seismic facies that point to 
the possibility of active sediment transport for the area of study. The interpreted zone of active 
sediment ranges in thickness between 5-80 m. The analysis of the bed showed phase reversals at 
the ice/bed which were attributed to the presence of water. Using the information extracted from 
the seismic experiment (i.e. bed geometry, ice and sub-glacier sediment thicknesses) and satellite 
based ice flow velocity estimations for the area of study, we provided an estimation of the sub-
glacier sediment viscosity for the area of study, by means of a linear viscosity model based on 
the assumption of ice flow controlled by a deforming bed.  The viscosity necessary for the basal 
drag to match the mean of the driving stress is 3.6 1012 Pa s. Given the presence of water at the 
bed and the high viscosities necessary for the model, the deformable bed assumption may not be 
appropriate for the area of study.  
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