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INTRODUCTION 
Biomedical Engineering 
The purpose of an introduction to any subject material is to prepare 
the reader for the subject content which follows the introduction. With 
this in mind, the introduction to this dissertation has been divided into 
two parts. Prior to discussion of the research objectives of this thesis, 
a short discussion of the academic area in which this investigation is 
being undertaken will be included. This will be followed by the second 
part of the introduction, which will be a formal outline of the motiva­
tions and the objectives of this investigation. It is felt that the reader 
will have a better appreciation of the problem under investigation if the 
general problem area is first discussed. 
Engineering methods have been increasingly utilized in the disciplines 
of physiology and biology. The application of these methods has, in turn, 
within the last decade fostered a separate new discipline, biomedical 
engineering. Biomedical engineering is then that area of engineering which 
applies engineering methodology to problems of physiology and biology. 
Some of the current general areas of interest in biomedical engineering 
are as follows; 
The mathematical modeling of physiological systems 
Increasing interest is being shown in the mathematical modeling of 
physiological systems, because the derived mathematical models often pro­
vide additional insight into the physiological system being modeled, in­
sight which is not always evident from strictly physiological considera­
tions. Development of an adequate model of a physiological system often 
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permits the investigation of effects which vould be difficult or undesirable 
to investigate in the laboratory. For example, use of an adequate model of 
the respiratory system would permit investigations involving a lethal ex­
posure to a toxic gas, thereby avoiding the loss of experimental animals. 
Some other benefits gained from the modeling of physiological systems can 
be listed as follows; transient effects are more easily investigaged with 
a model than i^ vivo, system parameter influences are easier to study with 
a model than i^ vivo, and the effects of many different types of physio­
logical system forcing functions (i.e., inputs) can be more readily inves­
tigated with a model. Implicit in this discussion of modeling is the 
assumption that the model equations can be solved by some means; in most 
cases a digital or an analog computer must be used to obtain the solution. 
The application of engineering theory to physiological system analysis 
In many instances engineering theory has been used as an aid to better 
understanding of a physiological process. Engineering control theory has 
been utilized frequently in this regard, since many physiological systems 
serve as regulatory control systems. Thus the application of engineering 
control theory, an engineering area having a well developed theory, to 
analysis of a physiological process often leads to a better understanding 
of that process. As an example, it is well known in control systems 
theory that the effect of a sufficiently large time delay in a system will 
be system instability. This system instability will be reflected as a 
nondecreasing oscillatory mode of the system. Guyton e;^ aJ. (l) have 
shown that the respiratory system, which has many of the properties of a 
feedback control system, will exhibit instability when the arterial 
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circulation time delay is made sufficiently large. This physiological 
observation is then better understood when the stability theory of feed­
back control systems is considered. 
Other examples of the application of engineering theory to physio­
logical situations could be cited. For example, the application of the 
theory of electric transmission lines has been used as an aid to better 
understanding of the pressure characteristics of the arterial circulation 
system. See, for example, the paper by Fry (2). 
The design of specialized equipment to meet physiological needs 
Often the equipment required to satisfy a physiological or medical 
requirement is not available commercially. This lack of specialized 
equipment has provided the impetus for the development of many new instru­
ments designed to meet specific physiological needs. Two examples will be 
given for which specialized equipment was engineered to meet a specific 
physiological need. 
Carlson (3) has designed a neonatal respiratory augmenter to meet a 
specialized physiological requirement. The augmenter was engineered to 
provide mechanically assisted respiration for the treatment of the 
respiratory distress syndrome occurring in newborn infants. The engineer?, 
ing design of this instrument required careful consideration of the 
respiratory physiology of the neonate. 
Clynes (k) has also engineered an instrument to meet a specific 
physiological need.- In this case, a small digital computer was specifi­
cally designed to provide an arithmetic average of signaxs contaminated 
with noise. Under certain conditions the averaging process can effectively 
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improve the signal to noise ratio of the signal. This instrument has been 
used extensively as an aid in the study of certain types of electro-
encephalographic signals, particularly electroencephalographic evoked 
responses to various stimuli. 
The application of computer techniques to problems of physiology 
Much effort is presently being expended by many investigators in the 
application of computer techniques as an analysis aid for physiological 
problems. In addition to the routine application of the computer to the 
processing of volumnious amounts of physiological data, there are two 
other computer application areas that potentially have great importance 
in physiology and medicine. 
The first of these two areas involves basically the problem of pattern 
recognition. That is, given the nomal range of a physiological signal, 
e.g., an electrocardiogram; how can a machine be programmed to recognize 
the presence of an abnormal signal? An adequate solution to this problem 
will prove to be enormously valuable for routine clinical diagnosis. 
Advances in this area have been reported by Gustafson (5) who investigated 
the feasibility of digital computer recognition of the electrocardiogram. 
A second area of computer application involves analysis of physiolog­
ical data using statistical techniques. With the aid of a computer, data 
analysis using correlation techniques and spectral analysis methods for 
the interpretation of physiological data is becoming more common. An 
example of a rather complete statistical treatment of physiological data 
is given by Wooley (6), who computed autocorrelation functions, cross-
correlation functions, and power spectral densities for electroencephalo­
graphic signals recorded from the hippocampus area of the brain. 
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The development of replacement artificial organs 
An area of great importance in biomedical engineering is the develop­
ment of replacement artificial organs for the human body. The ultimate 
goal is to develop artificial organs capable of replacing nonfunctioning 
organs of the human body. The development of artificial organs requires 
close design cooperation between the engineer and the physiologist. For 
example, if the artificial organ is to be implanted within the body; the 
device material selected must cause minimal tissue reaction. At the same 
time, however, the device material chosen will have to satisfy certain 
engineering considerations, e.g., distensibility, dielectric constant, etc. 
There are presently three areas of artificial organ replacement which 
are receiving intense investigation. These are as follows: development 
of an artificial heart, development of an artificial kidney, and the 
development of prosthetic limbs. 
The preceding discussion has listed five general areas of interest in 
biomedical engineering. A brief description of each area was given, and 
examples were cited of current research endeavors. The purpose of this 
discussion was to demonstrate some of the applications of engineering 
methodology to physiology. The motivation for such a discussion is the 
anticipation that the thesis problem under investigation may be of interest 
to both the engineer and the physiologist. 
The research to be reported in this dissertation will utilize three 
of the five general areas previously discussed. The objectives of this 
study can be listed basically as follows. 
1. Development of mathematical models for both the adult human 
respiratory system and the neonatal human respiratory system. 
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2. Analysis of these models using two new engineering systems 
analysis techniques, engineering dynamic sensitivity analysis 
and Lyapunov stability analysis. 
3. Computer computation of the sensitivity of various parameters 
of the respiratory system models and the physiological impli­
cations of these calculations. 
In summary, the objective of this study is to investigate the feasi­
bility of obtaining, through use of new engineering systems analysis 
methods, additional information regarding the respiratory system of man. 
The Objectives of this Research 
It is anticipated that the research to be reported in this thesis may 
be of interest to both the physiologist and to the engineer, since this 
thesis basically dexcribes an engineering analysis of a given physiological 
system. Because of this dual interest, a brief description of how engineer­
ing methods can be utilized in physiological research has been given. 
The purpose of the present discussion will be to discuss the overall 
research objectives of this thesis. In addition, the motivations which led 
to the consideration of the present thesis problem will be indicated. 
The main objective of this study is to obtain through use of two new 
engineering analysis techniques additional information about a given 
physiological system, the human respiratory system. Both the respiratory 
systems of the adult and the neonate will be considered in order that 
comparisons between the two can be made. 
The engineering analysis methods to be utilized in this thesis are 
known in the engineering literature as enginerring dynamic sensitivity 
7 
analysis (Toraovic, 7), and second, Lyapunov stability analysis. The 
theory of both methods is still being developed in the literature. 
This these describes the first known application of dynaraie sensi­
tivity analysis to a physiological situation. For brevity, the term 
"engineering dynamic sensitivity analysis" will normally be shortened to 
"sensitivity analysis". It will be necessary at this point to briefly 
describe sensitivity analysis in order to put the objectives of this study 
in proper context. 
Sensitivity analysis, as the term is used in the engineering litera­
ture, attempts to provide answers in an analytical method to questions of 
the following type. Suppose that a given system (electrical, mechanical, 
physiological, etc.) is described in terms of its component parameters. 
This system description can take one or both of two forms; a mathematical 
model description, or an actual physical model. For both cases the question 
arises, how much is the system performance changed as a result of a change 
in a system parameter? Do all the parameters of the system exert compara­
ble effects on system performance, or is one parameter more critical than 
the others? Is there a range of values for a system parameter for which 
the system is more sensitive to a parameter change than when the parameter 
values lies outside the range? These are the types of questions which 
sensitivity analysis attempts to answer. 
There are two ways in which sensitivity analysis can be applied to a 
physical situation. These two ways can be outlined as follows: 
1. An analytical approach, which requires application of certain 
sensitivity equations to a mathematical model of the physical 
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process. 
2. A measurement approach, which requires measurement of certain 
sensitivity coefficients of the entact physical process. 
For the purposes of this study, only the first approach, the analytical 
approach, will "be utilized. This approach will obviously require the 
development of appropriate mathematical models of the human respiratory 
system. One of the objectives of this study then is the development of 
the appropriate mathematical models of the human respiratory system, 
models which are amenable to sensitivity analysis. 
It is appropriate then to briefly describe at this point those aspects 
of the respiratory system which will be required to further clarify the 
objectives of this study. 
The human respiratory system has a primary responsibility in regula­
tion of blood gas concentrations and body pH regulation. Close regulation 
of both of these quantities is required to maintain the metabolic balance 
of the body cells. The respiratory system achieves this regulation 
through a change in effective alveolar ventilation. Thus, when the human 
encounters an anoxic atmosphere, he immediately begins to hyperventilate 
in an effort to supply the body with more oxygen. Hyperventilation is 
also observed when an atmosphere containing carbon dioxide is inhaled and 
also when metabolic acidosis occurs for any reason. 
The respiratory system exhibits then the properties of a feedback 
regulator, having effective alveolar ventilation as the dependent variable. 
The independent variables are the blood pH, carbon dioxide tension in the 
blood, and the oxygen tension in the blood. The pertinent anatomy and 
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physiology of the human respiratory system will be given in Part I of 
this thesis. 
For the present, though, assume that it is known that an inhalation 
of carbon dioxide into the lungs will effect increases in alveolar vent­
ilation and carbon dioxide tension in the arterial blood (there are, of 
course, additional effects). Then one aspect of the response of the 
respiratory system of an adult to a change in carbon dioxide inhalation 
iti illiiuLrutcd In 1, wlii.ch in taken f.'rom DefurcLi (8). A carol'ul 
examination of the carbon dioxide tension in the arterial blood (P co^)^ 
curve shows that the "on" and the "off" transients are asymmetric, in 
particular, the "off" transient exhibits a pronounced undershoot. How 
can this asymmetry be explained? As state by Defares (8), "We can only 
claim that we understand its mechanism (i.e., the mechanism responsible 
for the asymmetry) if we are able to predict the phenomenon on the basis 
of knowledge of the parameters and the initial conditions of the system. 
This requires a theoretical analysis of the system in terms of what is 
generally called a mathematical model." 
Therefore, another objective of this study is to analytically deter­
mine, using sensitivity analysis, those parameters of the respiratory 
system which are the most important during the transient periods shown in 
Figure 1. How do the parameter sensitivities of the adult respiratory 
system compare with those of the neonatal respiratory system during the 
transient periods? To illustrate, one of the important parameters 
associated with both the adult and the neonatal respiratory systems is 
the cardiac output of the heart, since the heart serves to pump blood 
through the lungs. It is then desirable to know the sensitivity of the 
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adult and the neonatal respiratory systems to a change in cardiac output 
when both systems are operating under normal physiological conditions. 
Of course, other model parameter sensitivities will also be examined in 
addition to the cardiac output. 
It has "been mentioned previously that Guyton (l) has shown that the 
adult respiratory system will exhibit instability (persistent oscillations 
in the alveolar ventilation) for a sufficiently large arterial blood 
circulation time delay. The following question then arises, what are the 
sufficient conditions required to insure stability of the respiratory 
systems of the adult and the neonate? And further, which are the most 
important respiratory system parameters as the instability condition is 
approached? It will be an objective of this study to provide the stability 
information for these two physiological systems. This information is of 
interest in those clinical respiratory cases for which abnormal respiratory 
oscillations are observed. A combinational analysis using stability theory 
from nonlinear control systems, Lyapunov stability theory, together with 
sensitivity analysis will be used to obtain the desired stability 
information. 
Finally, it will be an objective of this research to investigate the 
sensitivities of certain respiratory parameters for those parameter values 
which would indicate abnormal physiological conditions. This line of in­
vestigation is motivated by the following type of question. Assume a 
person has the disease emphysema, a lung disease which basically causes a 
decrease in total alveolar volume. Is such a person's respiratory system 
now more sensitive to a change in, e.g., cardiac output, than under normal 
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physiological conditions? Again, this type of question can be best 
answered through use of sensitivity analysis. 
The preceding discussion has outlined the objectives of the present 
study. These objectives can be summarized then as follows: 
1. Development of appropriate mathematical models of the respiratory 
systems of the adult and the neonate. 
2. Determination of thos parameters which have the greatest effect 
on the respiratory systems' transient response. 
3. Determination of sufficient conditions which will insure 
stability of the respiratory systems of the adult and the 
neonate. 
i+. Determination, using sensitivity analysis, of the sensitivity 
of the respiratory systems of the adult and the neonate for 
certain abnormal physiological conditions. 
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PART I. MATHEMATICAL MODELS OF THE RESPIRATORY SYSTEM 
PERTINENT ANATOMY AND PHYSIOLOGY OF THE RESPIRATORY SYSTEM 
As was mentioned in the Introduction, the respiratory system of man 
is the physiological system which has been chosen for investigation in 
this thesis. It is the purpose of Part I of this thesis to develop the 
mathematical models of the respiratory system to be used in this study, 
since the ultimate purpose of this study is the analysis of these models 
using the methods of sensitivity analysis and Lyapunov stability analysis. 
The development of the respiratory system models which follows is 
based upon knowledge of the physiology and anatomy of the respiratory 
sysbem. The present chapter will therefore discuss the pertinent anatomy 
and physiology of the human respiratory control system required for the 
development of the ensuing mathematical models. 
The Mechanics of Respiration 
The functional purpose of the respiratory effort can be described by 
consideration of the effects of two gases: oxygen and carbon dioxide. 
Each body cell requires oxygen as a vital constitutent of its energy-
producing processes. And as a consequence of the cellular utilization of 
oxygen, there is a corresponding cellular production of carbon dioxide. 
The functional purpose of the respiratory effort is then to supply the 
cells of the body with adequte quantities of oxygen and, in addition, to 
remove the consequent carbon dioxide as this product is produced by the 
body cells. 
The action of the respiratory system pertinent to the present dis­
cussion can best be understood by functional division of the respiratory 
system into three separate anatomical groups as follows : 
1. The respiratory tree. 
2. The circulatory system. 
3. The cells of the liody. 
The respiratory tree is considered to be that part of the respiratory 
system which serves as the "exchange" unit between man and his atmosphere. 
The respiratory tree is considered to be composed of the following separate 
anatomical structures: the nasal passages, pharynx, glottis, trachea, and 
the lungs. The lungs, of course, are the basic gaseous exchange units for 
man. Each inspiratory effort brings a fresh supply of oxygen into the 
lungs to replace the oxygen which has been used in body metabolism. The 
inspiratory effort is the direct result of an increase in the volume of 
the chest, or thorax. As the volume of the thorax is increased through 
the action of the respiratory muscles of inspiration, the pressure of the 
gaseous mixture within the lungs decreases to a slightly negative value 
(relative to the atmospheric pressure). And as a consequence, a gaseous 
mixture from the atmosphere is forced into the lungs. During expiration 
exactly the opposite effects to those of inspiration occur; compression of 
the thoracic cage around the lungs compresses the lungs and forces air out 
of the lungs into the atmosphere. The rate and depth of the respiratory 
effort are controlled by the muscles of respiration (the most important 
of which is the diaphragm), and these muscles, in turn, are controlled by 
a respiratory center situated in the brain stem. 
The functionally active unit s of the lungs are the alveoli, which are 
approximately spherical sacs having a diameter which varies from T5 to 300 
microns. Each lung in an adult man contains approximately I50 million 
alveoli. The alveolar wall is composed of a 1 to H micron thick membrane 
vhich is highly permeable to the passage of molecules of oxygen and carbon 
dioxide. The alveoli are anatomically situated as terminal sacs to the 
bronchioles, which are small passageways arising, in turn, from the two 
bronchi. The alveoli-bronchiole portion of the lung can conceptually be 
likened to a cluster of grapes. The point to be emphasized, though, is 
that it is at the alveolar level of the lung that the vital process of 
gaseous exchange occurs. 
The circulatory system serves as the connecting link between the 
respiratory tree and the cells of the body. For it is the circulatory 
system that transports to the body cells blood which.has been oxygenated 
in the lungs. In addition, carbon dioxide is transported from the body 
cells to the lungs where the CO^ is experlled from the body. The role 
that the circulatory system plays in the overall respiratory process is 
shown schematically in Figure 2. The respiratory processes associated 
with Figure 2 are crucial to an understanding of the functioning of the 
respiratory system and therefore will be explained in more detail. 
Each inspiratory movement seves to move a quantity of oxygen into the 
alveoli. Since this oxygen is still in the gaseous phase while in the 
alveoli, it exerts a partial pressure (or tension) which can be calculated 
from Dalton's law of partial pressure. Experimental measurements have 
shown the partial pressure of oxygen (denoted, by convention, as Po^) in 
the alveoli to be equivalent to 103 millimeters of mercury (mm. Hg.). 
However, the systemic venous blood present in the pulmonary artery is 
deficient in 0^ due to tissue 'oxygen utilization. The equivalent partial 
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pressure of 0^ in the pulmonary artery is approximately 1+0 mm. Hg. Hence, 
a partial pressure gradient exists. This pressure gradient effects 
diffusion of 0^ molecules from the alveoli into the pulmonary capillary 
blood. The 0^ molecules are held in reversible chemical combination vith 
the hemoglobin molecule present in the erythrocytes of the blood. The 
reverse process occurs in the systemic capillaries. Here the systemic 
arterial blood has a Pco^ of approximately 100 mm. Hg. at the arterial end 
of the systemic capillaries. Since the equivalent 0^ tension of the body 
cells is Uo mm. Hg., oxygen is releasted from the hemoglobin of the 
arterial blood to diffuse through the capillary wall into the body cells. 
The net effect is that an adequate supply of 0^ is made available for 
utilization by the body cells. 
In a manner analogous to that of 0^ delivery to the cells, carbon 
dioxide is transported from the body cells to the lungs for expulsion. 
The systemic arterial blood has an equivalen Pco^ of ^0 mm. Hg. The Pco^ 
in the body tissues (intracellular fluid), however, is 50 mm. Hg. CO^ is 
thus forced from the body cells into the venous blood by the partial 
pressure gradient. The net effect is that systemic venous blood arrives 
at the pulmonary level having an effective Pco^ of k6 mm. Hg. Since the 
PcOg in the alveolar air is only 4o mm. Hg., CO^ diffuses through the 
pulmonary membrane (the membrane composed of the pulmonary capillary wall 
and the alveolar wall) into the alveoli. The respiratory cycle is 
completed when alveolar CO^ is expelled from the lungs into the atmosphere. 
It has been mentioned that oxygen is transported in the blood in 
chemical combination with hemoglobin; rather than in physical solution in 
the blood plasma. The major portion of the carbon dioxide is also carried 
in chemical combination in the blood. The forms of combined CO^ in the 
blood are carbonic acid (H^CO^), bicarbonate ion (HCO^ ), and carbaraino 
hemoglobin (HHbCOg). The volume of CO^ in the blood is expressed by the 
"COg dissociation curve", which is shown in Figure 5» 
Regulation of Respiration 
Respiration normally takes place rhythmically and unconsciously. 
Under normal, resting conditions the respiratory effort is well regulated 
at a level which minimizes the mechanical work required to effect respira­
tion. Since it is desired to mathematically describe this regulator action 
those factors that influence respiration regulation must be discussed. 
Respiration appears to be primarily regulated by three chemical agents 
carbon dioxide tension, oxygen tension, and hydrogen ion concentration (pH) 
The anatomical sites at which these chemical factors have their effects are 
two in number. First, there appear to be diffuse areas in the brain stem 
(medulla and pons) responsible for the basic oscillatory pattern of normal 
breathing. The nerve impulses that activate the muscles of respiration 
arise in this area of the brain. These brain stem areas are collectively 
called "the respiration center" of the brain. There appear to be three 
functionally distinct areas of the respiratory center. These areas are 
as follows; the inspiratory area, the expiratory area, and the pneumo-
taxic area. Although the physiology of the respiratory center has not 
been fully elucidated, it is generally agreed that the basic respiratory 
rhythm is generated by the inspiratory and the expiratory areas of the 
respiratory center. , The pneUmotaxic area modifies the action, i.e., the 
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rate and depth of respiration, of the expiratory and inspiratory areas. 
There is another important area of the body which contains specialized 
receptors that helps regulate respiration. This area is comprised of re­
ceptors found at the "bifurcation of the common carotid arteries together 
with receptros located in the arch of the aorta. Two different types of 
receptros are present at these two sites. One type of receptor, called 
the chemoreceptor, is selectively responsive to the chemical composition 
of the "blood perfusing them. The second type of receptor, called the 
pressoreceptor, is responsive to the pressure exerted by the arterial 
blood. Under normal blood pressure conditions the pressoreceptros have 
little effect on respiration, since the pressoreceptors are stimulated 
only when blood pressure changes to a value considerably different from 
the normal value. The chemoreceptors, in contrast, can greatly influence 
respiration under certain conditions. Both types of receptors have nerve 
fibers which pass to the brain where nerve impulses can modity the 
activity of the brain respiration center. 
There are other factors which can have an effect on respiration 
regulation. One of these factors is the voluntary control the individual 
has over his respiratory pattern. However, longterm regulation of 
respiration is an involuntary process. For the purposes of this thesis 
no voluntary respiration effects are considered. 
In addition to the chemoreceptors and the pressoreceptors previously 
discussed, there are other specialized body receptors that can affect 
respiration. Some of these receptros are situated, for example, in the 
hypothalamus of the brain (thermoreceptors), the lungs (pulmonary stretch 
receptros), and the muscles and "body tendons (primarily stretch receptors). 
The contributions these receptors ma.ke toward respiratory regulation is 
usually minor in comparison with other regulatory mechanisms. 
In summary, the regulation of respiration is under the control, 
primarily, of specialized receptors situated in the "brain and the aorta. 
These receptros are, in turn, influenced by the chemical composition of 
the blood perfusing these sites. 
Respiratory Effects of Blood Gases 
The chemical composition of the blood perfusing the receptors 
responsible for respiratory activity serves as the "signal" required for 
respiratory regulation. As has been mentioned previously, the blood gas 
tensions of carbon dioxide, oxygen, together with hydrogen ion concentra­
tion are the main determinants of respiratory activity. The magnitudes 
of the respiratory effects of these three are not equal, and in addition, 
the sites at which these concentrations have their effects differ. 
The brain respiratory center serves as the primary area of respiratory 
regulation. Medullary respiratory centers are affected directly by changes 
in the blood gas tensions of carbon dioxide and hydrogen ion concentration. 
The respiratory center does not appear to be stimulated by a decrease in 
the oxygen tension of the blood. Thus oxygen tension does not carry the 
same weight in regulation of respiration as do pCO^ and pH (g). 
Haldane (lO) discovered experimentally that an increase in the 
arterial Pco^ increased the respiratory ventilation (i.e., the volume of 
air passed into and out of the lungs per minute). This same respiratory 
response is also observed when the arterial pH becomes slightly acidic. 
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However, the magnitudes of these two effects are different. As stated hy 
Cherniack (9), "A rise in arterial carbon dioxide tension is the most 
outstanding of all the known chemical influences on ventilation." In 
addition, since an increase in Pco^ in the arterial blood is also reflected 
as a decrease in pH, it has been difficult to separate the effects of pCOg 
increases and pH decreases. However, recent work by Hamilton and Brown 
(11) suggests the respiratory effects of Pco^ and pH to be distinct 
mechanisms. 
The aortic and carotid chemoreceptos are also influenced by gas 
tensions in the blood. These receptors are particularly sensitive to 
changes in the amount of dissolved oxygen in the plasma, a decrease in 
the arterial oxygen tenstion inducing an increase in ventilation. However, 
under normal conditions, the role of the peripheral chemoreceptors in the 
regulation of ventilation is suboridnate to that of the chemoreceptors in 
the medullary centers. The aortic and carotid chemoreceptros do not appear 
to be particularly sensitive to changes in PcOg and pH (9)* 
Summary of Regulation of Ventilation 
In summary, ventilation is regulated by the body in an effor to main­
tain the blood pH at a constant level and, in addition, to minimize the 
mechanical work required for ventilation. Ventilation regulation is norm­
ally controlled, by the blood gas tensions of carbon dioxide and oxygen, 
and hydrogen ion concentration. There are two sites in the body which 
possess specialized receptors that are sensitive to blood gas concentra­
tions. These sites are the respiratory center of the brain and the aortic 
and carotid chemoreceptor complex. Present data suggest that the single 
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most important determinant of respiratory regulation is the carbon dioxide 
tension in the brain respiratory center. The respiratory models to be 
utilized in this thesis are based upon this premise. 
It must be pointed out that the preceding discussion of respiration 
regulation has been drawn from the literature, and as such, the results 
reported were for the adult. However, it is also of interest in this study 
to investigate the respiratory regulation of the neonatal infant. A review 
of the literature shows that the regulation of respiration in the neonate 
has not been adequately investigaged. However, for the purposes of this 
study the contention of Cross (l2) that "It is likely that normal adult 
physiological controls are functioning at birth." is accepted. That is, 
it is assumed that carbon dioxide tension in the brain respiratory center 
is the predominant regulator of ventilation for the neonate. 
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MATHEMATICAL MODELS OF CARBON DIOXIDE REGULATION OF RESPIRATION 
It is the purpose of the present discussion to present the develop­
ment of mathematical models appropriate to describe carbon dioxide regu­
lation of ventilation in man. The respiratory models developed will sub­
sequently be analyzed using the engineering analysis methods of dynamic 
sensitivity analysis and Lyapunov stability analysis. Mathematical models 
appropriate for both the adult and the neonatal infant will be developed. 
The involuntary factors that effect respiratory regulation were given 
in the preceding chapter as blood PcOg, Po^, and pH. It was pointed out 
there that the tension of carbon dioxide in the arterial blood is the pre­
dominant factor regulating ventilation. Oxygen tension and pH of the 
arterial blood exert strong effects on ventilation only when the arterial 
PcOg is at or below its normal value. It has been experimentally estab­
lished that an increase in arterial blood PcOg is always accompanied by an 
increase in ventilation. This increase in ventilation reflects an attempt 
by the body to maintain the tissue level of CO^ constant. Increased venti­
lation then tends to lower body CO^ tension. A response of this nature is 
characteristic of a proportional feedback control system. That is, part 
of the system output (tissue PcOg) signal is used by the body to stabilize 
the tissue Pco^ level against system disturbances (e.g., an inhalation of 
COg). The desired corrections needed to control tissue Pco^ are made 
through changes in ventilation. Thus it has become common practice to con­
sider the respiratory system as a feedback control system when studying 
respiratory regulation. 
Review of Literature 
Mathematical analyses of various aspects of respiration are numerous 
in the literature. Such analyses usually have the intended purpose of 
clarifying a physiological situation which is difficult to examine experi­
mentally. The development of mathematical mdoels for the regulatory effect 
of carbon dioxide on ventilation falls in this category. 
The first mathematical model of the regulatory action of carbon 
dioxide was offered by Grodins e_^ al. (l3)> Their model of the regulatory 
action of carbon cioxide was derived by considering the body as being 
divided into three compartments: the lungs, the tissues, and an error 
sensing controller. The controller is that part of the respiratory control 
system that measures the system variable being regulated and makes the 
required corrections. Equations describing the regulatory action of CO^ 
were derived by applying laws of mass continuity. The model derived by 
Grodins assumed all body tissues exterior to the lungs and the circulatory 
system to be lumped into a single compartment, the "body tissues" compart­
ment. In addition, it was assumed that all circulation times (i.e., the 
time required for the blood to circulate throughout the body) were zero. 
From a physiological standpoint both assumptions are invalid. Neverthe­
less, Grodins' model was quite successful in predicting certain respiratory 
effects of an inhalation of CO^. 
Chilton and Stacy (l4) developed a model that accurately accounted 
for the distribution of carbon dioxide in the lungs and its evolution from 
the pulmonary blood into the alveoli. They later developed a respiratory 
model which was concernted with the distribution of oxygen in the lungs 
and its absoprtion into the arterial blood (l5)* Neither study, though, 
was explicitely concerned with the regulatory action of carbon dioxide or 
oxygen. 
Defares e;^ (l6) extended Grodins ' work by including two factors 
not included in the Grodins' model. First, circulation time was included 
in the Defares model. Second, Defares subdivided the "tissue" compartment 
of Grodins into two separate compartments; tissues external to the brain, 
and brain tissues. Ventilation was then controlled by the Pco^ level in 
the brain tissues. In a series of later papers, Defares extended this 
work by including the regulatory effects of pH and oxygen tension (IT, l8, 
19). 
Both Defares and Grodins made use of engineering control theory as an 
aid in analysis of the respiratory control system. However, even though 
the respiratory control system has been shown to be a nonlinear system by 
Grodins and Defares, no analysis using theory from nonlinear control 
systems has been attempted by previous investigators. 
Important contributions to respiratory control system analysis have 
been made by Horgan and Lange (20, 21, 22). These investigators extended 
Defares' work by including a more accurate description of the circulation 
time delay effect. This was achieved by expressing the circulatory time 
delay as a transfer function (i.e., the ratio of the output of the delay 
device to the input). In addition, it was assumed that the algebraic 
expression of ventilation control was that given by Gray (23). That is, 
ventilation is controlled by the blood gas tensions in the arterial blood. 
This differs from the approach taken by Grodins ar.d Defares, since they 
both assumed that carbon dioxide control of ventilation was localized 
somewhere in the body tissues. Horgan and Lange have utilized their 
respiratory model to investigate those respiratory factors which could 
contribute to an abnormal breathing situation called Cheyne-Stokes breath­
ing. This clinical abnormality is characterized by persistent oscillatory 
ventilation. However, no analytic treatment of respiratory oscillatory 
activity was attempted. 
Additional improvements in the mathematical modelling of the respira­
tory system have been made by Milhorn and Guyton (2^, 25, 26). The regu­
lator model developed by them considered respiratory regulation by pH, 
PcOg and Po^. The model so developed {2k) differed from the Horgan-Lange 
model (20) in two respects. First, the representation of the circulation 
time delay differed. Horgan and Lange used a transfer function represent­
ation. Milhorn and Guyton utilize a time delay operator in their equations. 
Second, Milhorn and Guyton follow Grodins when they assume that carbon 
dioxide tension is regulated at the tissue level (i.e., the respiratory 
center in the brain). Horgan and Lange, in contrast, considered carbon 
dioxide tension in the arterial blood to be the regulating carbon dioxide 
tension. 
Milhorn and Guyton also investigated the possible mechanism of Cheyne-
Stokes respiration (25). Thier approach was to examine with an analog 
computer a respiratory model of Pco^ control of ventilation. Again, like 
Horgan and Lange, no analytic analysis of persistent respiratory 
oscillations was attempted. 
Other contributions to respiratory system modeling have been made by 
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Grodins a2. (27, 28) and Longobardo aJ. (29, 30). A rather complete 
"bibliograjJiy of mathematical modeling of the respiratory control system is 
found in reference 19. 
The literature cited thusfar has been concerned entirely with the 
respiratory system of the adult. The mathematical modeling or respiratory 
regulation in the neonatal infant has received little attention in the 
literature. This can be attributed to the lack of physiological informa­
tion regarding the infant's respiratory control system. 
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A MATHEMATICAL MODEL OF THE CARBON DIOXIDE RESPONSE OF THE RESPIRATORY 
SYSTEM 
It is the purpose of the present discussion to develop mathematical 
models for the carton dioxide response of the respiratory system. It is 
desired to analyze these models using the engineering methods of sensiti­
vity analysis and Lyapunov stability analysis. In order to achieve this 
aim, a compromise has to be made between the complexity of the model and 
the complexity of the engineering analysis of the models. This situation 
arises because the engineering methods to be employed are computationally 
difficult. The mathematical models developed must therefore meet two 
criteria: they must reasonably predict the regulatory action of the 
respiratory system and consistent with this, the models must be of minimum 
mathematical complexity. For this reason only the respiratory effects of 
carbon dioxide regulation will be considered. It was shown in the previous 
chapter that this is a reasonable physiological assumption. 
The respiratory control system can be divided into four functional 
units as shown in Figure 3. These four units are as follows: 
1. The lungs. 
2. The circulatory system. 
3. The body tissues. 
4. The ventilation controller. 
It is evident from consideration of Figure 3, together with the prior dis­
cussion, that there are several factors that complicate any attempt to 
mathematically model the respiratory system. Some of these factors are 
as follows: 
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The lung volumes are functions of time, since breathing is 
a cyclic process. 
Only a fraction of the inspired air reaches the alveoli to 
participate in gas exchange. This is caused by the presence 
of dead space in the respiratory tree. The dead, space areas 
of the respiratory tree are defined as being those areas that 
do not participate in gas exchange. The anatomical dead space 
areas are composed then by the nasal passages, trachea, bronci, 
and bronchioles. In addition, not all the alveoli participate 
in the gas exchange process, thus giving use to a physiological 
dead space. 
The blood passes through the pulmonary circulatory system in 
a pulsatile flow, since the heart pumps the blood in such a 
manner. 
The process of gas exchange in the alveoli requires a finite 
amount of time, since passage of blood through the lungs is 
not instantaneous. In addition, a finite amount of time is 
required for the gas molecules to diffuse through the pul­
monary membrane. 
Oxygen as well as carbon dioxide is exchanged across the pul­
monary membrane. If the respiratory quotient, R.Q., (the 
ratio of CO^ produced to 0^ consumed) is not unity, dry 
inspired and expired gas volumes will differ. 
The rate of carbon dioxide production by the body tissues 
varies with the different types of tissues. 
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It must be pointed out, though, that these complicating factors are 
secondary in nature when considering the overall regulation of respiration. 
That is, breath-by-breath regulation of respiration is not of primary 
concern in this thesis, but rather, long term regulation (e.g., over a 
time interval of 20 minutes) is of primary interest. 
It is common practice to divide any physiological system being 
mathematically modeled into functional compartments. Such a division is 
shown in Figure 3 for the respiratory control system. It is then required 
that mathematical relations among the compartments be established. These 
equations always take the form of continuity of mass equations whenever 
the system under consideration involves the movement of materials among 
compartments. As an example of this approach consider Figure h, which 
shows a compartment of the body to which a solute S is delivered via fluid 
flow F^(t). The solute is removed from the compartment via fluid flow 
F^(t). Since in general the quantity of solute introduced into the com­
partment differs from the quantity removed from it, it is of concern to 
be able to express how the solute changes as a function of time within the 
compartment. This is effected by writing a mass continuity equation for 
solute S. Such aji equation states the physical fact that the quantity of 
solute S entering the compartment must equal the quantity of S leaving 
plus any quantity change within the compartment. All quantities are 
referred to unit time. Thus if the quantity (e.g., liters) of solute S 
within the compartment is denoted by Q^(t); then the continuity law can 
be stated mathematically as follows: 
dQ (t) • . 
-dF- = Qi't) - qjt) (1) 
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where Q^(t) equals the rate (liters/unit time) at which solute S is 
delivered to the compartment. Q^(t) equals the rate at which solute S is 
removed from the compartment. Equation 1 states that the change per unit 
time in the quantity of S in the compartment is equal to the rate at which 
S is delivered minus the rate at which S is removed from the compartment. 
An appreciation of Equation 1 is vital for understanding of the respiratory 
models which follow. 
It is usually desirable to express the dependent variables of a model 
in terms of measurable quantities of the physical process. Thus, it would 
be desirable to express the time variations of solute S in Figure 4 in 
terms of solute concentrations. If it is known that the concentrations of 
S in the fluid being delivered to the compartment is C^(t) (liters of S 
per liter fluid), and since the input fluid flow is F^(t) then the rate 
at which S is delivered to the compartment is 
Q^(t) - C^(t)F^(t) liters solute/unit time. (s) 
In a similar manner, the rate at which solute S is removed from the com­
partment is given by 
Q (t) = C (t)F (t) liters solute/unit time. (S) 
o o o 
Thus, Equation 1 can be expressed as follows: 
aquCt) 
— — =  C^ ( t ) F ^ ( t )  -  C ^ ( t ) F ^ ( t )  .  ( 1 + )  
The concentration os S within the compartment can be expressed by 
definition as 
Cg(t) = Q^(t)/V^(t), (5) 
where V^(t) is the volume of the compartment in liters. If Equation 5 is 
substituted into Equation U the result is given by 
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dC (t) dV (t) 
Vjt) C^(t) C^(t)Fi(t) - C^(t)F^(t). (6) 
If it is assumed that the compartment has constant volume, and in addition, 
that the fluid flows F^(t) and F^ft) are equal, then Equation 6 reduces to 
dC (t) F.(t) 
dt " "V [Cj_(t) - C^(t)]. (7) 
c 
Equation 7 thus describes the time variations of solute S within the com­
partment. Equation 7 can be solved for C^(t) when know relationships for 
C^(t), Cg(t), and F^(t) are substituted. 
The preceding discussion illustrated the use of compartments and 
development of continuity equations to arrive at a model of a physiological 
process. For example, the preceding discussion could apply to delivery 
via the "blood of a drug to a specific area of the body, e.g., the brain. 
The principles illustrated by the one-compartment model discussion are 
basic to development of the respiratory system models. 
Assumptions 
In order to arrive at a reasonable model of the regulator action of 
the respiratory system, certain assumptions have to be made. These 
assumptions are as follows: 
1. The respiratory control system is controlled only by the body 
tissue tension of carbon dioxide. 
2. All voluntary respiratory effects are excluded from analysis, as 
well as breath-by-breath analysis of respiratory control. 
3. The respiratory system can be divided into four functional 
divisions as shown in Figure 3. 
32 
h. The lungs contain zero dead space, and the volume of the alveolar 
compartment can be represented "by an effective volume of constant value. 
5. The cardiac output of the heart is not a function of time, and is 
not a function of any carbon dioxide tension. 
6. All circulation times are finite, and the pulmonary circulation 
times are negligible in comparison to systemic circulation times. 
7. Carbon dioxide dissociation curves are equal for arterial and 
venous blood and body tissues. 
8. The respiratory quotient remains constant and equal to unity. 
9. Arterial blood carbon dioxide tension remains equal to alveolar 
carbon dioxide tension at all time. 
10. Venous blood carbon dioxide tension remains equal to tissue 
carbon dioxide tension at all time. 
11. The effects of pulmonary blood shunting can be accounted for by 
assuming a single equivalent circulatory shunt. 
12. Carbon dioxide encounters no resistance in diffusing through the 
pulmonary membrane. 
Assumptions 1, 2, 4, 3, 7, 8, 9, 10, and 12 are assumptions made by 
Grodins et al. in their work (l3). A discussion of the validity of these 
assumptions is given by Grodins. In general, there are physiological data 
to support all assumptions except Assumptions 1 and 3. Later investigators 
(16, 20) have considered the respiratory system as having an additional 
compartment', the brain compartment; which is an extention of Assumption 3-
Assumption 1 has been questioned by several investigators (20, 29), who 
consider ventilation controlled by arterial blood Pco^ rather than tissue 
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PcOg. These refinements by later investigators to the Grodins respiratory 
model have not changed the basic validity of the Grodins model. For this 
reason, Assumptions 1 and 3 are maintained in this thesis. Assumptions 6 
and 11 permit extensions of Grodins' model to a more realistic physio­
logical situation. 
The Model Equations 
The alveolar compartment 
Consideration of Figure 3 permits writing a carbon dioxide continuity 
equation for this compartment. The rate of change of the quantity of CO^ 
in the alveolar volume is equated to the rate at which COg is delivered 
minus the rate at which CO^ is removed from the alveoli. Thus, it follows 
that the alveolar CO^ continuity equation can be written as 
av (t) 
—- = v^(t)c^(t) - v^(t)Vt) + Q^o^^ct) - Q^C^^(t) (8) 
Table 1 lists all symbols used. All equations will be expressed in terms 
of carbon dioxide concentrations (i.e., volume percent), rather than carbon 
dioxide tensions (ram. Hg.). This consideration is made for mathematical 
convenience. 
The respiratory ventilation is expressed in terms of an effective 
alveolar ventilation, V^(t). The effective alveolar ventilation is the 
volume of air per minute required to produce the same gas exchange in a 
real lung as in the constant volume idealized lung compartment. C^(t) 
represents the CO^ volume percent inhalation into the alveoli. This 
inhaled CO^ concentration serves as the system driving function, and is 
used to assess the control action of the respiratory system. Such an 
3h 
inhalation is used clinically also, to assess the control ability of the 
respiratory system (p). 
The tissue compartment 
A carbon dioxide continuity equation for the tissues compartment is 
derived from consideration of Figure 3, together with the previously list­
ed assumptions. This equation is as follows: 
av (t) 
-at- = + M. (9) 
An equivalent metabolic production of carbon dioxide by the tissues is 
represented by M. Since the tissue metabolic rate of CO^ production 
varies with tissue type, M represents an average value for all tissues. 
The controller 
It has been assumed that the tissue concentration level of CO^ 
serves as the regulator of respirtation, i.e., ventilation. Thus as the 
tissue level of CO^ increases, the ventilation also increases; thereby 
decreasing the body CO^ levels. It is evident then that a feedback rela­
tion exists between alveolar ventilation and tissue CO^ concentration. 
This control action is invested in the "respiratory controller" shown in 
Figure 3. It is assumed that the controller provides proportional feed­
back given by the following relation: 
V^(t) = aC^(t) - b ^  0. (10) 
Reduction of unknowr. variables 
The number of unknown CO^ concentrations can be reduced to two by 
utilization of the previously listed assumptions. It has been assumed 
from Assumption 9 that arterial Pco^ equals elveolar Pco^ at all time. 
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The relation between the concentration (involume percent) of CO^ in the 
arterial blood and its equivalent tension is expressed by the CO^ dis­
sociation curve (32). This curve is shown in Figure 5* It is assumed 
that this curve can be approximated over the range shown by a straight 
line approximation given by 
= kl'PCOglAa = kg , (11) 
where and kg are constants and are the slope and intercept, respective­
ly, of the linerized CO^ dissociation curve. The partial pressure of CO^ 
in the alveolar compartment can be calculated using Dalton's law of partial 
pressures as follows: 
(Pco2)a = B , (12) 
where B represents the barometric pressure corrected for the presence of 
water vapor in the lungs. It follows from Assumption 9 then that 
® ^ - kg] , (13) 
or in terms of arterial CO^ concentration, 
C^g^t) = k^ B C^{t) + kg . (l4) 
Assumptions J and 10 permit the equating of venous blood CO^ and 
tissue COg concentrations. Thus, it follows that 
= C^(t) . (15) 
Assumptions 3 and permit considering the alveolar and tissue com­
partments as compartments of constant volume. Thus it is possible to 
express Equations 8 and 9 in terms of CO^ concentrations through use of 
the relations 
= CA(t)VA and v^(t) = C^(t)V^ . (16) 
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Substitution of Equations , 15, and l6 into Equations 8 and 9 
yields the following set of equations: 
dC (t) 
\ —d—= V" ^ - W*' - "s' 
and 
ac_(t)  
dF" = Q + M . (18) 
It is required to now express the CO^ concentrations C_^^(t) and 
C^^(t) in terms of C^(t) and C^(t). From Assumption 6 (and Figure 3) it 
follows that venous-alveolar blood CO^ concentration, C^^(t), is related 
to the venous-tissue CO^ concentration, C^^(t) by 
CvA(t) = Cyytt - Ty) = CyCb _ (19) 
where represents venous circulation time. The arterial-tissue COg con­
centration, C^^(t), is related to the CO^ concentration in the pulmonary 
venous blood, C (t), as follows: pv^ 
= V'" - • (20) 
where represents arterial circulation time. However, C^^(t) consists 
of a mixture of two CO^ concentrations, C^^^t) and C^^^t), and it is de­
sired to express both these concentrations in terms of alveolar and tissue 
concentrations. This is effected by accounting for the quantity of CO^ 
per minute being returned to the left side of the heart as follows: 
Q . (21) 
Continuity of blood flow (Figure 3) requires that 
Q = 0% + Qg • (22) 
From Assumption 12 it follows that the fraction of blood being shunted 
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around the lungs can be expressed by the following relation: 
Qg = k Q , (23) 
where k represents the shunting fraction and varies form 0 to 1. Substi­
tution of Equation 23 into Equation 22 yields for the following: 
= (1 - k) Q . {2k) 
Substitution of Equations 2k, 23, 19, and ij^ into Equation 21 yields 
Q C y(t) = k Q C^(t - T^) + (1 - k) Q[k^B C^(t) + kg] , (25) 
and substitution of this equation into Equation 20 yields for (t): 
C^^(t) = kC^(t - Ty - T^) + (l-k)[k^B C^(t-T^) + kg] . (26) 
It is now assumed that the venous circulation time and the arterial circu­
lation time are qual. This assumption is made for sake of mathematical 
simplicity, but is also reasonable from a physiological standpoint. 
Equation 26 can thus be written as 
C^^(t) = kC^(t-2T) + (l-k)[k^B C^(t-T) + kg] . (27) 
Substitution of Equations 19 and 27 into Equations 17 and l8 yields 
two difference-differential equations in two unknowns, C^Xt) and C|j,(t): 
dC (t) _ 
\ at " V^^t)[C^(t) - C^(t)] + (l-k)Q[C^(t-T)-k^BC^(t)-k2] (28) 
aCm(t) 
\ dt~~" kQC^(t-2T) + (l-k)Qk^BC^(t-T) + (l-k)Qkg - QC^(t) + M. 
(29) 
It is not possible to apply the engineering methods of sensitivity 
analysis and Lyapunov stability analysis to Equations 28 and 29, since 
neither method is presently applicable to difference-differential equations. 
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However, this objection can he removed if all time delays are approximated 
by the first two terms of a Taylor's series as follows: 
This approximation has the effect of representing, in engineering termin­
ology, the circulation time as a first-order lag. This assumption is not 
physiologically justified, but physiological evidence is lacking as how to 
represent the circulation time delay effect. It will be shown, however, 
that the approximation used does account for certain respiratory effects 
reported in the physiological literature. Since respiratory control action 
is exerted only when ventilation is greater than zero (i.e., the feedback 
is present), it will be assumed that normally V^(t) is greater than zero. 
All digital computer solutions of the respiratory equations are programmed 
to provide a continuous check on this assumption. Therefore, when Equa­
tions 28 and 29 have substituted into them Equations 10 and 30, the result 
is as follows: 
ac (t) 
C^(t-T) ^ c^(t) - T—— 
(30) 
acm(t) 
C^(t-2T) ^ C^(t) - 2T 
ac.(t)  dc (t) 
\ dt""^ (l-k)QT —^7--= [b - (l-k)Qk^B]C^(t) 
+ [aC^(t) + (l-k)Q]C^(t) - aC^(t)C^(t) - bCj(t) 
- (l-k)Qk2 (31) 
(l-k)Qk^B T 
dC^(t) 
+ (Vj + 2kQT) 
dCyft) 
= (l-k)Qk^B C^(t) 
dt dt 
- (l-k)QC^(t) + (l-k)Qkg + M. (32) 
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It is desirable to be able to express each of the independent variables, 
and C^jin the form of a single first-order differential equation. There­
fore, if Equations 31 and 32 are algebraically solved simultaneously, using 
Cramer's rule, the result is a set of two nonlinear, first-order different­
ial equations. This result is given by 
dC^(t) 
at- = *llCA(t) + SigCTft) -
- *16 (33) 
dC (t) 
--dt-- = *2lCA(t) - aggCTft) a23CA(t)CT(t) " a2kCi(t)C,(t) + ag^C^tt) 
+ *26 . (3k) 
where the following definitions have been made; 
ail = ((V? + 2kQT) [b - (l-k)QkiB] - (l-k)VkiBT}/D 
^12 = (1 - k) Q[V^ + (1 + k) Q T]/D 
ai3 = a (V^ + 2 k Q T)/D 
= a (Vm + 2 k Q T)/D a 14 - ^"T 
ai^ = b (V^ + 2 k Q T)/D 
aig = (1 - k)Q[kgV^ + (1 + kjkg QT + MT]/D 
Sgl = {(1 - k)kiBQ[V^ - T {b - (1 - k)QkiB}]}/D 
agg = {(1 - k)Q[V^ + ki B T (1 - k) Q]}/D 
agg = a (l - k) Q T ki B/D 
ag^ = a (1 - k) Q T ki B/D 
ag^ = b (1 - k) Q T ki B/D 
agg = {V^[M + (1 - k) Q kg] + (1 - k)^ Q^kgkiB T}/D 
1+0 
D = (V^ + 2 k Q T) - (1 - k)^ k^ B 
The simultaneous solution of Equations 33 and 3l+ then describes the 
respiratory system's response to an inhalation of CO^. Since the equations 
are nonlinear in nature (due to the product terms of dependent variables), 
digital computer solutions will be obtained for the respiratory equations. 
Open loop equations 
Equations 33 and 34 describe CO^ control of ventilation assuming that 
feedback control is present. The respiratory effects of open loop (i.e., 
no feedback between tissue CO^ concentration and alveolar ventilation) 
operation are also of interest in this investigation. This is due to the 
fact that sensitivity analysis will be applied to both the open loop and 
the closed loop siturations. Such an investigation will shed light on the 
effects of feedback control on respiration. 
The open-loop respiratory equations are derived from Equations 28, 
29, and 30. It is assumed that alveolar ventilation, V^(t), is a constant, 
since no feedback exists. The open-loop respiratory equations can then 
be investigated as the respiratory system is subjected to an inhalation of 
COg from rest while ventilation is constant. The open-loop respiratory 
equations can be written as follows: 
dC (t) dC (t) _ 
--ât-- + (l-k)ST --at-- = VACl(t) + (l-k)QCT(t) 
- [v^ + (l-k)Qk^B] C^(t) - (l-k)Qkg (35) 
_ ac (t) dC (t) 
(l-k)Qk^BT 2t + + 2kQT] = (l-k)Qk^BC^(t) - (l-k)QC^(t) 
+ (l-k)Qkg + M. (36) 
1+1 
Again, it is desirable to express Equations 35 and 36 as two first-
order differential equations. This result is - using Cramer's rule - as 
follows : 
ac (t)  
(3T) 
dCm(t) 
_ bg^C^ft) _ bg^C^ft) + bg^ (38) 
where the equations constants are given by 
\l ^ + 2kQT) [V^ + (l-k)Qk^B] + (l-k)^Q^k^BT}/D 
b^2 = (l-k)Q[V^ + (l+k)QT]/D 
^13 " + 2kQT)/D 
b^^ = (l-k)Q[TM + kgV^ + kgQT + kk^QTj/D 
bg^ = {(l-k)Qk^B [V^ + TV^ + T(l-k)Qkj_B]}/D 
bgg = {(l-k)Q [V^ + (l-k)Qk^BT]}/D 
= k^BQTV^(l-k)/D 
p p 
= {V^M + (l-k)QkgV^ + (1-k) Q k^kgBT}/D 
D = \(\ + 2kQT) - (l-k)^Q^T^k^B 
It is to be noted that the open-loop respiratory equations are linear, 
first-order differential equations, whereas the closed-loop respiratory 
equations are nonlinear in nature. The solution of Equations 37 and 38, 
in response to an inhalation of COg, will provide insight into the control 
effectiveness of the respiratory system when this solution is compared to 
the closed-loop solution for the same COg inhalation. 
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Calculation of steady state values 
The preceding respiratory equations, both closed and open-loop, pro­
vide information regarding the transient phase of respiration regulation. 
The steady-state (i.e., the state that prevails after all transients have 
disappeared) nature of the respiratory control system is also of interest, 
since calculation of the steady-state values of alveolar and tissue CO^ 
concentrations will be required for the Lyapunov stability analysis to 
follow. In addition, expressions for the steady-state CO^ concentrations 
are of considerable importance themselves, since considerable insight into 
respiratory control can be gained from their analysis. The steady-state 
values can be calculated from the respiratory equations previously develop­
ed by equating to zero all derivatives with respect to time. The steady-
state alveolar and tissue CO^ concentrations will be denoted by and C^, 
respectively. 
The closed loop steady state COg concentrations are found from Equa­
tions 31 and 32 by setting the following to zero: 
ac (t) dc (t) 
—° = ° 
and solving the resultant algebraic equations. These equations are as 
follows : 
[b - (l-k)Qk^B]C^^ +.[aC^ + (l-k)Q]C^^ - - bC^ - (l-k)Qkg = 0 
(l-k)Qk^B - (l-k)QC^^ + (l-k)Qkg + M = 0. 
The solution of these equations for steady-state alveolar and tissue COg 
concentrations and is given by 
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- ^ , G + 1/G^ - H ( M )  
0 = k . " '  
k^B (l-k)Qk^B 
where 
G = aM + (l-kÏQfakg + b + ak^BC^) 
H = Ua(l-k)Q{bM + (l-k)Q bk + k^B(bC^ - M)]} 
<J — 2a(l—k)Q. 
It.has been assumed in the derivation of Equations and h2 that the 
inhaled CO^ concentration, , was constant. It should be pointed out that 
the derivation of Equation 4l required solving a quadratic equation in C^. 
The solution to such an equation always results in two roots. The second 
root of Equation Ul can be found by changing the plus sign that precedes the 
radical to a minus sign. However, this second root of Equation Ul will 
always result in a negative when substituted into Equation h2. This 
situation is physically disallowed since represents a CO^ concentration. 
The steady state CO^ concentrations can be derived for the open-loop 
case in a manner similar to the derivations for the closed-loop respiratory 
equations. That is, all derivatives with respect to time in Equations 35 
and 36 are set equal to zero and the resultant algebraic equations solved. 
The equations to be solved are as follows: 
(l-k)QC^^ - [V^ + (l-k)Qk^B]C^^ = (l-kjQkg -
-(l-k)QC^^ + (l-k)Qk^B = - (l-k)Qkg - M. 
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The solution of these equations for the open loop, steady state alveolar 
and tissue CO^ concentrations is given hy 
— - k BM M ' / ) \ 
CTO = kg + klBCi + + (Y:k)ô (43) 
A 
C. = + — . {kk) 
AO 1 --
A 
It is noted that the steady state CO^ concentrations (both open and 
closed loop) are not functions of tissue volume (V^), alveolar volume (V^), 
or circulation time (T). The effects of respiratory parameter variations 
on the steady state CO^ concentrations can be examined when the appropriate 
parameter values have been substituted into the steady state equations. 
It is necessary first, though, to establish a set of normal values for the 
physiological parameters. 
Establishment of 'normal' respiratory parameter values 
In order to numerically solve any of the respiratory equations pre­
viously derived, parameter values must be substituted. Parameter values 
for hypothetical 'normal' individuals (both adult and infant) must be 
established prior to investigation of any abnormal respiratory effects. 
In this context, 'normal' will denote an individual whose respiratory para­
meters fit the mathematical model parameters derived for an individual in 
good health and at rest. The 'normal' respiratory parameter values to be 
utilized are both calculated and experimentally determined in nature. The 
experimentally determined values will be taken from the physiology litera­
ture . The calculated parameter values will be obtained from the steady 
state respiratory equations previously discussed. Since several 
^+5 
simplifications were employed to arrive at a mathematical model of 
respiratory control, certain respiratory parameters have to be calculated 
in order to make the model performance approximate data reported in the 
physiology literature. 
The parameter values for normal individuals are listed in Table 2. 
The parameter values in Table 2 marked with an asterisk are calculated 
values. The normal parameter values for tissue metabolic rate of COg 
production (M) and ventilation controller intercept (b) are the two 
respiratory parameters that are calculated. This implies, in turn, that 
the tissue CO^ tension, as well as tissue CO^ content (C^), are calculated 
values, as shown in Table 2. 
The normal value for the adult metabolic rate of CO^ production (M) 
can be established in the following manner. It is assumed that a 70 kg. 
adult is at rest, at one atmosphere pressure (760 mm. Hg.), achieving 
normal ventilation, and experiencing no CO^ disturbance. These conditions 
imply that the steady state, open loop respiratory equations apply, and 
further, that is zero. Thus, Equations 43 and 44 are applicable, and 
reduce by the listed assumptions to the following: 
k, BM 
So = •'s  ^7-- nSeyQ <'*5> 
A 
A 
Equations 4) and 46 are extensions of analogous equations given by Grodins 
(13, 28). Using Equation 12 to express Equation 46 in terms of CO^ tension, 
and then solving for tissue metabolic rate of CO^ production (m) yields 
h6 
Va (Pcop)* ,, t 
M = 2 liters/minute. (b?) 
B 
Guyton (32, p. 51^) states the normal respiratory minute volume (commonly 
denoted by V in young males averages about 6 liters per minute. However, ilj 
the effective alveolar ventilation, V^, will be a lesser value due to the 
dilution effect of respiratory dead space. Avery e;^ . (3l) state that 
the ratio of V. to V is from 0.7 to 0.8. The 'normal' value of effective A Ji 
alveolar ventilation is thus chosen to be 5-0 liters per minute. Guyton 
(32, p. 5^4) also,states that the normal alveolar Pco^ is 40 mm. Hg. Since 
it has been assumed that the individual is at one atmosphere of pressure, 
it follows then that 
"adult = 
where the barometric pressure has been corrected for the partial pressure 
of water vapor in the lungs. This value compares favorably with the value 
used by Grodins (l3), and Milhorn (24), who used Grodins' value in his 
study. The Grodins' value for metabolic rate of CO^ production was 0.263 
liters per minute. However, this value was calculated by Grodins without 
correcting for the effect of water vapor partial pressure in the lungs. 
The calculation of the metabolic CO^ production for the infant pro­
ceeds in a manner analogous to that of the adult. However, the establiah-
ment of 'normal' parameters for the neonatal infant are somewhat hypo­
thetical, since 'normal' values vary widely among healthy infants. In 
addition, certain infant respiratory parameters are age dependent, due 
primarily to the gradual closing of the ductus arteriosus and the foramen 
ovale. These two circulatory shunts are normally both fully closed at 
about 7 weeks of age. The blood gas concentrations are dependent on the 
degree of pulmonary blood shunted around the lungs. Carlson (3) reported 
that the alveolar CO^ tension averaged 32 mm. Hg. during the first few 
days of life. The 'normal' value of alveolar ventilation, V^, is assumed 
to be 0.6 liter per minute, which represents an average of data presented 
in Reference 31. It follows then from Equation kj that the metabolic rate 
of COg production for the 'normal' infant is calculated to be 
M. , ^ . (0.6 llter/mlnute)(32 mm. g.oggg llters/min. 
infant 713 mm. Hg. 
This value is somewhat larger than that given by Avery al. (3l) who 
use a value of 0.018 liters per minute, assuming a 3 kg. infant. 
The fraction of blood shunted around the lungs is an important 
respiratory parameter, even for the adult. In the newborn, the major 
shunting of blood around the lungs (Figure 3) is via the forament ovale 
and the ductus arteriosus. • This shunting, which is a necessary aspect of 
fetal life, can average 25% in healthy newborns (3), and may approach 70% 
in respiratory distressed infants (3). Accordingly, a shunting fraction 
(k) of 25% will be considered normal for the infant. Cherniack et al. 
(9, p. 48) state that in the adult a shunting effect equivalent to 2.5^ 
is normal. The shunting in the adult is caused by passage of blood from 
the right to the left side of the heart via the thebesian and the bronchial 
veins. In addition, certain disease states cause the pulmonary blood to 
come into contact with nonfunctioning alveoli, which can be considered an 
effect analogous to pulmonary blood shunting. 
The normal value of the cardiac output, Q, for the adult (70 kg. 
young male at rest) is given by Guyton (32) as 6.0 liters per minute. The 
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normal value for infant cardiac output is assumed to be 0.3 liter per 
minute, the value cited by Cross (12). 
The normal value for the controller slope, 'a', is obtained from 
Avery e^ (3l). Data taken from this study that are pertinent to the 
present study are shovn in Figure 7* This plot shows minute ventilation, 
V^, as a function of alveolar Pco^ for both the adult and the infant. 
Associated with each plot is a slope relating change in minute ventilation 
to a change in alveolar Pco^. It follows from Figure 7 that 
d V 
TTzr = 2.24 liters/min/mm Hg for the adult d^Pco^;^ 
and 
d(Pco"~')' ' ~ 0-0962 liter/min/mm Hg for the infant. 
Using these values, it is possible to calculate the controller slope 'a' 
as follows. Since the COg controller equation (Equation lO) is given by 
= s^T -
then it follows that 
Application of the chain rule of differentiation yields 
(481 
The first term of Equation i+9 has been obtained from Figure 7* The second 
term can be obtained through use of Assumptions 7 and 9, i.e., 
«T = kl'fcOs'A "2 ' 
1+9 
from which it follows that 
The normal value for the controller slope for the adult is thus calculated 
to be 
a = 2.2I+/.OO5 = 448 liters/minute, 
and for the infant the controller slope is calculated to he 
a = .0962/.OOkk = 21.8 liters/minute. 
There remains now only the calculation of the controller set point, 
'b', to complete the parameter specifications for normal individuals. The 
procedure required to specify 'b' assumes an individual under normal, 
resting conditions. The va,lue of 'b' required to effect normal minute 
ventilation is then calculated. Specifically, if Equation 43 is solved 
for as a function of the result is 
V^[C^o - kg - M/(l-k)Q] = k^BM . (5l) 
If Equation 10 is solved for and substituted into Equation 51, the 
controller set point 'b' can be expressed in terms of known parameters as 
follows : 
ak BM 
\ ^ (ïf)Q ^  • (5.) 
A 
Using Equation 52, the normal set point for the adult is calculated to be 
b = 231.52 liters/minute, 
and for the infant, 
b = 8.99 liters/minute. 
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A complete list of all normal respiratory parameter values is given 
in Table 2. 
Calculation of equilibrium minute ventilation 
It is instructive to examine the effects of individual parameter 
changes on steady state alveolar ventilation. That is, alveolar ventila­
tion, V^, is computed as a function of each of the respiratory parameters, 
assuming only one parameter varies each time, while all other parameters 
are held constant. Figure 8 is a plot of steady state minute ventilation 
for the adult as a function of the respiratory parameters kg, M, a, k, B, 
Q, and CO^ inhalation level (C^). Figure 9 is a similar plot for the 
infant's minute ventilation. Each curve shown in Figures 8 and 9 vas 
arrived at by solving Equation 4l for using the normal parameter values 
listed in Table 2. This value of was then substituted into Equation 10 
to arrive at V^. 
Examination of Figure 8 shows that decreased cardiac output, and 
increases in controller slope, cardiac output shunting, CO^ dissociation 
curve intercept, barometric pressure, or CO^ inhalation Jevel will increase 
the minute ventilation. These effects are all in agreement with physio­
logical observations with one exception. Figures 8 and 9 indicate that 
decreased barometric pressure effects decreased minute ventilation, which 
is contrary to experimental observations. The failure of the model to 
predict increased minute ventilation with decreased barometric pressure 
is explained by the fact that oxygen control of respiration was not in­
cluded in the model. In the normal indifidual it is the chemoreceptor 
action in response to low blood Po^ that causes increased ventilation at 
low "barometric pressures. It is to be noted from Figures 8 and 9 that 
increases in the controller slope 'a' have the greatest effect on venti­
lation. It is also interesting to note that the degree of cardiac shunt­
ing, k, has little effect on steady state minute ventilation in the adult. 
Several interesting comparisons can be made between curves from 
Figures 8 and 9* First, it is noted that the infant's response to CO^ 
inhalations is less than that for the adult. For example, an inhalation 
of 8% COg causes the minute ventilation to increase to a value 10 times 
the normal value for the adult. However, a 6% inhalation level for the 
infant causes an increase in ventilation to a value of only 6 times the 
normal level. The implication, then, is that the infant's CO^ control 
system is more efficient than the adult's system, since the percentage 
increase in ventilation is lower for the infant. It will be shown in the 
next section when transient effects are considered that this implication 
is incorrect. 
Comparisons between corresponding curves of Figures 8 and 9 for 
controller slope (a), cardiac output (Q), and cardiac shunting fraction 
(k) reveal that changes in these three parameters have greater effects 
in the infant than for the adult. Thus a $0% increase from normal in 
infant controller slope results in a l60% increase in minute ventilation; 
whereas the same increase in the adult causes only a kO% increase in 
minute ventilation. Reduction of cardiac output to one-third normal 
results in a h30% increase in minute ventilation for the infant, but only 
an 80% increase in for the adult. An increase in cardiac output shunt­
ing fraction to 30%, which is twice normal for the infant, results in an 
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increase of 100% in minute ventilation. The same percentage increase in 
the adult effects only a 1% increase in ventilation. 
Percentage changes in metabolic rate of CO^ production (M) and CO^ 
dissociation curve intercept (kg) appear to effect the identical corres­
ponding changes in ventilation in the adult and the infant. That is, a 
50% increase in M from the normal value effects a 50% increase in for 
both the adult and the infant. Similarly, a 50% increase in will cause 
a 100% change in for both infant and adult. 
The results that have been discussed in this section have all been 
taken from Figures 8 and 9» With the one exception of the effects of 
barometric pressure, the data of Figure 8 agree qualitatively with results 
found in Guyton (32). No such comparison of results can be made for 
Figure 9, since information regarding the respiratory chemostat for the 
infant is lacking. The implication, though, is that the infant's 
respiratory control system is more sensitive to parameter variations in 
the steady state than is the adult system. 
Calculation of transient minute ventilation 
The value of the respiratory model under discussion lies in its 
ability to predict transient phenomenon, in addition to steady state 
effects. Figure 10 shows the effects of three different CO^ inhalation 
levels on the minute ventilation of a normal adult. The three curves of 
Figure 10 were obtained by simultaneous solution of Equations 33 and 3^ 
for C^(t) and substitution of these values into the ventilation controller 
equation (Equation lO) to give V^Ct). Each curve has been computed assumT> 
ing a step function (Figure l) inhalation of CO^ commencing at time zero 
and terminating at 20 minutes. It has been assumed that at time zero the 
individual is exhibiting normal minute ventilation. The ventilation 
responses shown plotted in Figure 10 were obtained by solving the respira­
tory equations on an IBM 1130 digital computer. A numerical solution 
routine based upon both the Runge-Kutta method and the Milne method for 
the numerical solution of differential equations was utilized (33)• Both 
methods are discussed by Hildebrand (3^). The numerical solution routine 
employed used the Runge-Kutta method to solve for the first three solution 
points, following which the numerical method was switched to the Milne 
method. The Runge-Kutta method was used because of its self-starting 
nature of solution. The Milne method was utilized because less computer 
time is required to obtain a solution than with the Runge-Kutta method. 
The integration interval, h, used was 0.05 minute. It was found that 
changing the integration interval to 0.01 minute changed the solution 
values for C^^t) and C^Ct) (from Equations 33 and 3^) at the sixth decimal 
place; and hence a 'h' of 0.05 was used in order to decrease the computer 
solution time. 
The transient changes of adult minute ventilation in response to three 
separate CO^ inhalation levels of 2, 5» and are shown in Figure 10. 
Similar curves were first obtained by Grodins e^ al. (l3), who showed that 
the computed curves for were in good agreement with averaged clinical 
results. The outstanding characteristic of the ventilation curves of 
Figure 10 is their asymmetry, i.e., the 'on' portion of the response 
differs from the 'off portion. This asymmetry is a direct consequence 
of the nonlinearity of the CO^ control system. It is to be noted that 10 
minutes are sufficient to allow the minute ventilation to return to the 
steady state level following termination of the CO^ inhalation. 
Transient changes in adult alveolar CO^ tension are shown in Figure 
20. These curves were obtained by solution of the respiratory equations 
for C^^t) and multiplication of these values by B to yield alveolar Pco^. 
Again, these curves are similar to corresponding curves first obtained 
by Grodins. The salient features of these curves are the 'overshoot' by 
the alveolar Pco^ for low inhalation levels and the pronounced 'undershoot 
of the steady state PcOg. Both effects have been shown to be physilogical 
ly correct. However, the amount of undershoot shown in Figure 20 exceeds 
that which is experimentally observed - for the higher CO^ inhalation 
levels the predicted undershoot may be 50% greater than that observed. 
Defares (l6) corrected this situation by adding another compartment, the 
brain compartment, to the Grodins model. The price paid for this correc­
tion, though, was increased complexity of the model. 
Figure 15 and 21 show plots of minute ventilation and alveolar Pco^ 
respectively, as functions of CO^ inhalation levels. Similar curves are 
not available in the literature. Cross (l2) has recorded the change in 
minute volume in response to a 2.% CO^ inhalation for an infant, and com­
parison of this result with the 2% curve of Figure 15 shows good agreement 
Comparison of the adult minute ventilation responses (Figure 10) to those 
of the infant (Figure I5) shows that the 'turn on' response (i.e., from 
0-20 minutes) to be the same for both the adult and the infant. However 
the 'turn off ventilation response (commencing at t = 20 minutes) of the 
infant differs considerably from that of the adult. In general, the time 
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required for the infant's minute ventilation to return to the steady state 
level is approximately twice the time required by the adult for the same 
inhalation level. This implies that the infant's CO^ control system is 
less efficient at reducing excess CO^ concentrations than is the adult 
system. 
Comparison of Figures 20 and 21 shows differences between adult and 
infant alveolar Pco^ for the same CO^ inhalation level. First, it appears 
that the 'overshoot' of the Pco^ curves associated with the 2 and 5% 
levels are sustained for a longer time in the infant's response curves. 
Also, the time required for the alveolar PcOg to recover from the under­
shoot following the termination is greater for the infant than for the 
adult. Finally, the percentage by which alveolar PcOg undershoots the 
steady state level is somewhat greater for the infant than for the adult. 
For example, a 7% CO^ inhalation causes the adult alveolar PcOg to under­
shoot the steady state value of 40 mm. Hg. by approximately hO%, but the 
same causes an infant Pco^ undershoot of 30%. 
One of the benefits derived from using a mathematical model of a 
physiological system is the availability of studying individual parameter 
effects. The effects on minute ventilation of changing certain respiratory 
parameters of the adult are shown in Figures 11 through 1^. All curves 
were computed assuming a 3% inhalation of CO^. Figure 11 show the effects 
on minute ventilation as a result of changes in cardiac output. Thus, 
e.g., decreased cardiac output will increase the time that is required for 
to approach an equilibrium. It was assumed in the computation of the 
curves of Figure 11 that circulation delay time varied inversely with 
cardiac output. Figure 12 shows the effect of changes in COp controller 
slope. The controller set point was adjusted to maintain at its normal 
steady state level. Examination of Figure 12 shows that increased con­
troller slope results in decreased time required for to reach equili­
brium. Figure 13 shows the effects of increased cardiac shunting and also, 
an increase in the CO^ dissociation curve intercept. Examination of 
Figure 13 shows that the increase of cardiac shunting to a value 10 times 
normal does not substantially affect the minute ventilation. However, an 
increase in kg (to a value typical of reduced blood) results in increased 
time required to each equilibrium. The effects of an increased circulation 
time to 5 times normal (without a corresponding change in cardiac output) 
and also, a alveolar volume decreased to one-half normal are shown in 
Figure lU. It is noted that neither change affects the minute ventilation 
greatly. 
The effects on minute ventilation of individual parameter changes in 
the infant's CO^ control system are shown in Figures l6 through 19. The 
most interesting comparisons are those between comparable adult and infant 
COg responses. Comparison of Figures 12 and IT shows that an increase in 
controller slop to twice normal for the infant results in an increase in 
the 'turn on' time constant of V^, but effects a decrease in the adult's 
'turn on' time constant. The general trend of an increased (with respect 
to the adult) 'turn off time constant for the infant minute ventilation 
remains when individual parameter changes are considered. Other compari­
sons between adult and infant transient minute ventilations show that the 
effects of individual parameter variations follow the same trends as 
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parameter variations in the steady state. For examplf?, comparison of 
Figures 13 and l8 reveals that the effects of increased cardiac shunting 
are much greater in the infant than in the adult. 
The present chapter has given the development of a mathematical model 
of the COg control system of the adult and the infant. Solution of the 
mathematical model equations for various combinations of respiratory 
parameters vas given. There remains the problem of analyzing the effects 
of respiratory system parameter variations, using a precise definition of 
parameter sensitivity. This problem will be resoved in Part II of this 
thesis. 
58 
PABT II. ENGINEERING DYNAMIC SENSITIVITY ANALYSIS 
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A REVIEW OF THE LITERATURE AND MATHEMATICAL THEORY 
The objectives of this thesis have been outlined in the Introduction. 
It was pointed out there that the two engineering analysis tools to be 
utilized in this study are known in the literature as dynamic sensitivity 
analysis and Lyapunov stability analysis (35, 36). Of the two methods, 
dynamic sensitivity analysis is the more recent to the literature (37). 
For this reason. Part II of this thesis will be a discussion of the theory 
and the application of engineering dynamic sensitivity analysis. Lyapunov 
stability analysis will be discussed in Part III. 
Mathematical models of the respiratory control systems of the adult 
and the neonate were developed in Part II. The actual application of 
sensitivity analysis to respiratory control system analysis will comprise 
Part II of this thesis. The present chapter will review the literature 
of engineering sensitivity analysis and, in addition, present the necessary 
mathematical theory of the method. 
Modern engineering analysis methods rely heavily on the establishment 
of mathematical models of the process under analysis (38). For example, a 
feedback control system - which might typically be composed of electronic 
amplifiers, potentiometers, electric motors, etc. - can be mathematically 
described by application of the laws of physics to the individual system 
components; taking into account, of course, the various component intercon­
nections. However, any design based upon such a mathematical model must 
take into account the fact that system components are never exact, but have 
tolerances about the nominal value. The question of system sensitivity 
then arises; i.e., how much will the system performance be changed as a 
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result of parameter variations? (39^ i+Q, Ul, U2). 
The mathematical definition of sensitivity, as the term vas used to 
analyze electrical circuits, was given originally "by Bode (^-3), although 
the reciprocal of Bode's original definition is now preferred in the 
literature. The classical definition of sensitivity was based on the 
percentage change of the overall transmission T(S)* (the transfer function 
relating the system output to the input) of a process with a given per­
centage change in a single variable element X. The reciprocal of Bode's 
original definition is given "by 
(») 
T 
where denotes the sensitivity of T(s) with respect to X. The physical 
significance of Equation 53 is more apparent if Equation 53 is rewritten 
as 
< = • (5^) 
It is important to note that the definition given above applies only to 
linear, time-invariant, single-input, single-output systems. Also, Equa­
tion 53 specifies that incremental parameter variations are considered. 
For large parameter variations the sensitivity function may be defined as 
= <55) 
where AT(s) is the change in T(s) due to a change AX in A, and X and T(S) 
represent the unchanged or nominal values. 
*T(S) indicates that the transmission T is a function of the complex 
frequency operator 's'. 
6i 
One of the difficulties encountered "by the application of Equation 53 
T is that time information is lost; i.e., is a function of frequency, not 
time. Nevertheless, some system design techniques based upon the use of 
Equation 53 can be found in the literature. For example, Horowitz and 
Truxal (4l) have utilized sensitivity analyses in the synthesis of linear, 
time-invariant feedback control systems. Hoffman (hO) has indicated the 
use of sensitivity considerations in the analysis of the stability of 
linear feedback control systems. 
Horowitz (35) extended the use of Equation 53 to the case of multi-
variable, linear, time-invariant systems. In this instance the system 
transfer function, T(S), became a matrix of transfer functions. 
Cruz and Perkins (39, 42) introduced a new approach to the problem of 
system sensitivity to parameter variations. The problem that was of con­
cern was the determination of feedback structures that would insure that 
open loop system variations due to parameter changes would be decreased. 
Cruz and Perkins defined a sensitivity matrix, which related the effects 
of parameter variations in the open loop configuration to cosed loop 
effects, that was the basis of their solution to the feedback structure 
problem. Utilization of this sensitivity matrix, together with a perform^ 
ance index based on the integrated square of the error, was proposed as a 
design procedure. 
The previously referenced literature on sensitivity analysis has two 
common shortcomings. First, sensitivity as a function of time is not 
easily obtained from use of the classical sensitivity definition. Second, 
classical sensitivity analysis cannot be applied to nonlinear system. To 
overcome these difficulties, a new approach, called dynamic sensitivity 
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analysis, has been introduced into the engineering literature. 
Dynamic sensitivity analysis involves basically an investigation of 
the partial derivatives of the system's dependent variables with respect 
to the system parameters. The pertinent partial derivatives are obtained 
from the solution of corresponding sensitivity differential equations. To 
explain the sensitivity method, it will be sufficient to use the following 
mathematical model of a dynamic system: 
F(X, X, X, t, q^) = 0 (56) 
where x is the,system's dependent variable, x is the first derivative with 
respect to time, t is time, x is the second derivative of x with respect 
to time, and q^ represents the nominal values of some system parameter q. 
The solution of Equation 56 will be written as 
X = x(t, q^) (57) 
where it has been indicated that the dependent variable x is a function of 
time and parameter q. If parameter q^ is changed by an amount Aq, and if 
it is assumed that this change does not change the order of the system's 
equation, then the system description becomes 
F(X, X, X, t, q^ + Aq) = 0 (58) 
The solution to the perturbâted system. Equation 58, can be expressed as 
X = x(t, q^ + Aq) . (59) 
It then follows that an indication of the effect that a change in parameter 
q has on the system (Equation 56) can be expressed by the fraction 
x(t, q + Aq) - x(t, q ) 
^ («<» 
If Equation 60 has a limiting value as Aq approaches zero, then it follows 
that 
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x(t, + Aq) - x(t, q^) 3x(t, q_) 
(61) 
Aq 
The function u(t, q^) in Equation 6l is called the 'sensitivity 
coefficient' of the dynamic system by Tomovic (7, 37), and it plays a 
significant role in dynamic system analysis. 
Equation 6l provides the basic definition of the sensitivity coeffi­
cients of a dynamic system. Tomovic (7) considers three separate types 
of sensitivity coefficients: static sensitivity coefficients, dynamic 
sensitivity coefficients, and parametric sensitivity coefficients. If 
the dynamic system is in a steady state, that is, is time invariant, then 
the sensitivity coefficient becomes a function only of the parameter q^, 
and is denoted by u^ = u(q^). For example, electrical circuits in a 
steady state are described by ordinary, and not by differential equations. 
For non-steady state conditions, Equation 6l applies, which Tomovic calls 
the dynamic sensitivity coefficient u^(t, q^). It is apparent that the 
dynamic sensitivity coefficient contains both time and parameter informa­
tion. The fact that the sensitivity coefficient u^ depends also on the 
value of the parameter q^ represents an additional difficulty in the 
sensitivity analysis of dynamic systems. The inherent assumption in the 
computation of u^ is that the basic parameter values of a given dynamic 
system have been fixed, and parameter tolerances near this nominal value 
are of concern. At times this assumption is not valid, because of the 
presence of parameters that may change within quite broad limits. The 
synthesis of adaptive control system provides such an example. In addi­
tion, the sensitivity considerations may require the consideration of 
several system parameters that may have,quite large tolerances. This 
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situation of having several parameters that can have quite large tolerances 
requires the use of parameter sensitivity coefficients, 
u(t, q^, q^, q^, ... q^) = u^. The dynamic sensitivity coefficient u^ is 
currently being utilized in the literature as an aid in the synthesis and 
analysis of dynamic systems. The use of parametric sensitivity coefficients 
u^ has not been wide spread, due to lack of acceptable methods for computa­
tion of u^. This thesis will utilize only the dynamic sensitivity coeffi­
cient u^ in the sensitivity analysis of the respiratory control system. 
There are two possible methods of obtaining the dynamic sensitivity 
coefficients for a given system. First, it is possible to measure the 
sensitivity coefficients, u^, using the actual dynamic system, or a physi­
cal model of it. Measurement techniques to achieve this end have been 
given by Tomovic (T). The alternative approach is based on the use of a 
mathematical model of the dynamic system under consideration. The dynamic 
sensitivity coefficients are then obtained from the model equations. 
Assuming that the dynamic system under consideration can be expressed by 
Equation $6, then the definition of the dynamic sensitivity coefficients, 
Equation 6l, requires taking the partial derivatives of all dependent 
variables with respect to a parameter q^. Thus, it follows from Equation 
36 that 
It is possible to interchange the order of differentiation indicated in 
two of the terms of Equation 61, and express them as follows: 
" 4 - ? %  •  
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Consideration of Equations 63 and 6l gives then 
u(t, q^) and = ù(t, q^) . (6k) 
o o 
Substitution of Equation 6k into Equation 62 yields the 'sensitivity 
differential equation' in u^: 
= . (65) 
3x 9x ^ % 
The solution of Equation 65 requires the solution of the model equa­
tions (Equation 56), since these solutions for the dependent variables of 
the model are coupled into the sensitivity differential equation as driving 
functions. In practice, the model equations and the sensitivity equations 
are solved as a simultaneous set of differential equations. As an example 
of the method, consider a dynamic system described by the inhomogeneous 
linear equation 
X + MX + Ax = f(t) (66) 
where y and X are constants of the system. The sensitivity differential 
equation for the parameter y can be established as 
u + yu + Xu = - X (67) 
where the following definition has been made: 
The sensitivity differential equation for the parameter X can be establish­
ed as being 
V + yv + Xv = - X (68) 
where the following definition holds: 
„ _ 3x(t,X) 
- ax 
Comparison of Equations 6T and 68 shows differences only in the right-hand 
side of the equations, i.e., the driving function. A solution of a sensi­
tivity equation requires then that the solution of the model equations for 
the dependent variables appear as driving functions in the sensitivity 
equations. It is also apparent that the model equations (e.g.. Equation 
66) and the sensitivity equations will have the same characteristic equa­
tion if the model equations are linear in nature. 
A solution of the sensitivity differential equations requires the 
establishment of appropriate initial conditions. The initial conditions 
for the sensitivity equations are established by using the basic definition 
(Equation 6l) of the sensitivity coefficients. 
The previous development of the sensitivity coefficients is based on 
mathematical foundations established by Miller and Murray (45), who in­
vestigated the effects of analog computer parameter errors on the computer 
solutions of differential equations. However, the use of sensitivity 
coefficients as an analysis tool in dynamic systems is due primarily to 
Meissinger (38). Tomovic (7, 37) has made several important contributions 
to the application of sensitivity coefficients to the analysis of dynamic 
systems, primarily in the application of sensitivity coefficients to non­
linear feedback control systems. Chang (36) reports the use of sensitivity 
coefficients to determine the amount of overshoot and damping of linear 
control systems as a function of component parameter inaccuracies. 
The discussion has indicated the theory of dynamic sensitivity 
analysis as it has been developed in the literature. Attention has been 
focused on the sensitivity coefficients and the obtaining of these 
coefficients from the sensitivity differential equation. The discussion 
utilized a model of a second order system (Equation $6), but the conclu­
sions reached are valid for any order system. 
It should he emphasized that the discussion of this chapter has not 
"been restricted to only linear systems; but applies to both linear and 
nonlinear systems. In addition, both constant coefficients and time-
varying coefficients are allowed in the system describing equations. The 
only condition inherent in the development of the sensitivity equations 
(Equation 65, for example) is that the solutions of the model differential 
equations must depend analytically on the model parameters. 
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SOME APPLICATIONS OF DYNAMIC SENSITIVITY ANALYSIS 
The preceding discussion reviewed the literature of dynamic sensitivity 
analysis and presented the mathematical theory of the method. It will he 
the purpose of the present discussion to outline and illustrate some of 
the uses of the dynamic sensitivity coefficients in the analysis of dynamic 
systems. 
An important application of the dynamic sensitivity coefficients is 
the analysis of the effects on system performace of errors in component 
parameters. That is, determination of the influence of parameter toler­
ances on the behavior of the dynamic system can he based on a knowledge of 
the sensitivity coefficients. The mathematical formulation of the problem 
can be given as follows. Assume that the solution of the system's 
describing equation, x (t, , is known where this solution has been ob­
tained assuming nominal or 'design center' parameter values. An error in 
one of the system parameters will effect a different system solution, 
x(t, + Aq). Assuming that the solutions to the system's equations 
depend analytically on the parameters, and that the difference Ax is small, 
then the function x(t, q^ + Aq) can be expanded in a Taylor's series as 
follows : 
2 
x(tq, + Aq) = x(t,q ) + Aq + ^  (Aq)^ + ••• (69) 
° O 3*0 21 
If it is assumed that the parameter tolerances are small, then Equation 69 
can be terminated at the linear term; that is 
x(t,q^ + Aq) = x(t,q^) + A q  CTO) 
o 
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The error due to neglecting higher order terms in Equation 69 is discussed 
by Tomovic (7) and can be determined analytically. 
Equation TO places in evidence the use of dynamic sensitivity coeffi­
cients in the error analysis of dynamic systems, since the term 3x/8q^ is 
by definition the dynamic sensitivity coefficient. 
Two points are raised from consideration of Equation TO. The first 
point relates to the difference Ax = x(t, q^ + Aq) - x(t, q^). Since the 
solution of the system equation plus the sensitivity differential equations 
generally requires a computer solution, it would seem reasonable to cal­
culate Ax directly. That is, solve for both x(t, q^) and x(t, q^ + Aq) 
and subtract the two solutions to obtain Ax. However, for small values 
of Aq the difference Ax will also be small, and the machine results un­
reliable. But by using the sensitivity coefficients. Ax can be calculated 
using the full scale of the machine. 
The second point relating to the use of Equation TO relates to the 
effect of having several parameters that have tolerances. Equation TO 
implies a linearization process, and as such, the principle of superposi­
tion is valid. By applying this principle, the simultaneous influence of 
several parameters on the performance of the dynamic system can be calcu­
lated by the following: 
m ax 
= x(t, (ASi) , (7l) 
which amounts to computing a 'worst case' design. If it is know that the 
parameter errors follow a Gaussian distribution, then the average values 
and standard deviations; a^^ and d^, respectively, will be known usually. 
TO 
Due to the linear nature of Equation TO, the average value a^ and the 
standard deviation d^ of the solutions of the dynamic system can be ob­
tained by superposition as being as follows: 
2 ® 2 
a, = k Z u(t,q )a, and d = k, Z u(t,q ) d. 
k a . ^ ' '^o 1 X d . ^ o 1 1=1 1=1 
vhere k and k, are scale factors. 
a d 
As an example ùf the use of sensitivity coefficients in the error 
analysis of a dynamic system, the error analysis of a simple RC circuit, 
shown in Figure 22, will be illustrated. It is desired to ascertain the 
effects of resistance and capacitance errors on the step function response 
of the circuit. That is, how do comparable errors in R and C affect the 
system response e^(t), and which component exerts the greater influence? 
The system response, e^(t), can be obtained from the system equation, 
which is given by 
RC e^(t) + e^(t) = e^(t) e^fO) = 0. (72) 
Assuming an unit voltage step function input, e^(t), the output voltage 
can be shown to be as follows: 
e^(t) = 1 - . (73) 
The sensitivity differential equation for the resistor R can be established 
from Equation 72 by taking the partial derivatives with respect to R of 
Equation 72: 
5a + âl % ' 5R(7k) 
from which the resistance sensitivity equation for R follows: 
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RC u(t) + u(t) = - C e^(t) , u(0) = 0 (75) 
where the following definition has been made: 
3 e (t,R) 
, u(t,R) = ^ 
3R 
Solution of Equation 75» which requires using the derivative of Equation 
73, results in the sensitivity coefficient for R: 
__t_ 
u(t, R )  =  -  E (76) 
R  C 
In order to make a meaningful comparison of results, it will be arbitrarily 
assumed that 1% tolerances in R and C are of interest. Thus, the error 
Ae^ due to a \% error in R can be obtained by using Equations 76 and 70, 
from which it follows that the output error is 
Ae^(t,R) = - 0.01 t E't/^C/RC . (77) 
The dynamic sensitivity coefficient with respect to the capacitor can 
be established in a manner similar to that for the resistor. The sensitivi­
ty coefficient for the capacitor is then given by 
v(t.c) = - t E-t/RC/acZ ^ (78) 
and a 1% error in C will effect an output error Ae^(t, C) of 
Ae^(t, C) = - 0.01 t e't/RC/Rc (79) 
Comparison of Equations 77 and 79 shows that comparable errors in R and C 
will thtî ori'or in t>hf3 ovitpul 
Another area of dynamic systems analysis in which sensitivity coeffi­
cients are utilized involves the question of system stability (7, 38). 
stability will be considered in the Lyapunov sense (33). That is, if the 
system is perturbated to a point away from an equilibrium state, does the 
system return to the equilibrium state? Thus, three possibilities exist; 
the system returns to the original equilibrium state (possibly in a damped 
os.cillatory manner); the system establishes a new equilibrium state dis­
tinct from the original equilibrium; and third, the system diverges in an 
ever increasing manner. A system that returns to the original equilibrium 
state is termed aqynp,totically stable. A system that achieves a new equili­
brium (or exhibits persistent oscillations about the original equilibrium 
point) is termed conditionally stable. A system that diverges is called 
an unstable system. An inherent assumption is that the system's motion in 
response to a perturbation is observed over infinite time. Obviously when 
computer investigations of stability are undertaken by solving the system 
equations directly, the requirement of an infinite time observation has to 
be violated. For those cases in which stability (or instability) is 
evident, the problem of a finite observation of the system's motion is of 
no consequence. However, situations arise in which the damping time con­
stant of the system's oscillatory motion is quite large, and as a conse­
quence it is difficult to distinguish this case from the case of pure 
oscillatory, that is, no damping, motion. The case of slowly diverging 
oscillations in an unstable system are also difficult to distinguish when 
compared to oscillations of constant amplitude.. In these instances the 
use of sensitivity equations can serve to clarify the situation. For 
example, consider the linear, n^^' order differential equation with 
constant coefficients given by 
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n . . 
Z a. p x(t) = f(t) , p x(o) = C. , 1=0,1,(8o) 
i=0 ^ ^ 
i i i 
where the differential operator p = d /dt has been utilized. The solu­
tion of Equation 80 can he written as 
n 
s(t) = Z A. x.(t), + X(t) (81) 
i=l ^ ^ 
where the homogeneous solution of Equation 80 has been denoted by X(t), 
and the solutions x_(t) will have the form 
%l(t) = c'r+jslt (82) 
where r and s are the real and imaginary partos of the roots of the 
characteristic equation of Equation 80. The sensitivity equation for an 
arbitrary parameter a^ can be established as being 
Z a. p^ u(t) = -p^ x(t) , = u(t) (83) 
i=0 ^ 
which reduces to the following, using Equation 82: 
n . , n 
E a. p u(t) = -p [ E A. x.(t) + X(t)] . (84) 
i=0 ^ i=l 1 ^ 
Equation 84 can be utilized to examine the stability of linear systems 
with constant coefficients. It is to be noted that the homogeneous parts 
of Equations 80 and 84 have the same characteristic equation. At the same 
time, the solutions of the homogeneous part of Equation 80 are introduced, 
via the differential operator p , as independent terms into the sensitivity 
equation. Equation 84. As a result, if some roots of Equation 80 have real 
parts equal to zero, indicating that undamped oscillations will appear in 
the solution of Equation 8O; then the sensitivity equation will exhibit 
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oscillations of ever increasing amplitudes. Thus, in those cases for which 
decisions must be made between stable systems having oscillations possess­
ing long time constants and on the other hand, conditionally stable systems 
having persistent oscillations; the sensitivity equations can be used to 
provide the differentiation. As an example of this approach, consider the 
second order linear differential euqation given by 
x(t) + a x(t) + b x(t) = 0 x(0) = 1, x(0) = 0 (85) 
where 'a' and 'b' are constants. The solution for x(t) can be written 
for the underdamped case as 
-at 
x(t) = ^ g ' singt (86) 
where the constants are defined by 
2 2 
a = a/2 and a +3 = b. 
The sensitivity equation for parameter 'b' can be shown to be 
u(t) + a u(t) + b u(t) = - x(t) u(0) = u(0) = 0 (8%) 
where the sensitivity coefficient is given by 
u(t, b) . » . 
If Equation 86 is substituted into Equation ÔJ and a solution effected, the 
result is given by 
-at 
u(t, b) = - -—- (singt - gt cosgt). (88) 
2 3 
Examination of Equation 88 shows that when the system's oscillatory motion 
(Equation 86) is damped (i.e., a > O) , the sensitivity coefficient u(t) is 
also damped. But when the system motion has zero damping (a = O), the 
sensitivity coefficient u(t) will exhibit an increasing amplitude with time. 
Thus the sensitivity equation can be utilized to differentiate between 
stable systems having large time constant damped oscillations and con­
ditionally stable systems having zero damping. 
The previous discussion has indicated the usefulness of a sensitivity 
analysis in the investigation of linear system stability. It was shown 
that in certain cases it is possible to draw conclusions about the charac­
ter of the original system's stability from the solutions of the sensiti­
vity equation considered in a finite, not infinite, time interval. In 
principle the use of sensitivity coefficients in the stability analysis 
of nonlinear systems presents the same problem as with linear systems. 
Here again it is desirable to study the connection between the system's 
behavior and its sensitivity equations and then establish whether or not 
in a finite time interval it is easier to determine the stability of the 
original system on the basis of sensitivity coefficients. At present the 
relations desired are not available in the literature. Nevertheless, it 
is possible to demonstrate through use of an example that the sensitivity 
equations can indicate stability trends in nonlinear systems. 
It would seem reasonable that as instability is approached in a dynamic 
system, the sensitivity coefficients should increase in magnitude, that is, 
the system should become more sensitive to parameter perturbations as in­
stability is approached. This point was explored for the control system 
shown in Figure 23. The control system has been drawn using state variable 
notation (33). By proper selection of feedback element g(x^) the system 
can be linear or nonlinear in nature. Both types of systems will be 
illustrated in order that comparisons can be made. Two points of interest 
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will be the following: changes in which system parameter affects the 
system output most, and do the sensitivity coefficients indicate any 
trends in system stability? 
The system equations for the control system of Figure 23 are as 
follows : 
Xi(t) = Xgft) 
Xgft) = - ei\) - a Xgft) 
eind the initial conditions will be chosen to be 
x^(0) = 1 and Xgfo) = 0. 
If the feedback element is chosen to be g(x^) b x^, then the system becomes 
a linear system having constant coefficients, and the linear system equa-
. tions are given by 
x^(t) = Xgft) 
Xgft) = - b x^(t) - a Xgft) . (90) 
This set of equations can be reduced to a single second order differential 
equation: 
v(t) + a v(t) + b v(t) = 0. (91) 
A necessary and sufficient condition that Equation 9I be asymptotically 
stable is that both the parameters 'a' and 'b' be greater than zero (4?). 
Thus, as 'a' and 'b' approach zero, the system will approach instability. 
This condition can be explored via the sensitivity coefficients. The 
sensitivity coefficients can be obtained from the following sensitivity 
differential equations: 
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Xgft) = Xj^(t) 
x^(t) = - b Xgft) - a - Xg(t) 
.x^(t) = Xg(t) (92) 
Xg(t) = - b x^(t) - a Xg(t) - x^(t) 
Xgfo) = x^(0) = x^(0) = Xg(0) = 0 
where the sensitivity coefficients are defined by the following: 
3Xi 8Xg 3x^ aXg 
*3 = ' *5 = ^ 3b ' *6 = "Fb • 
Equations 90 and 92 were solved simultaneously on an IBM 1130 digital 
computer for two separate sets of values for the system parameters: a = 2, 
b = 4 was one set, and a = .2, b = was the other set. The sensitivity 
curves for the system's output (x^) , assuming 1% variations in 'a' and 'b' 
are shown in Figures 2^. and 25. Equal percentage variations in 'a' and 'b' 
were chosen in order that meaningful comparisons could be made. The symbol 
_ 2 denotes, for example, the sensitivity of the system's output 
(computed with a = 2 and b = 4) with respect to a 1^ variation in parameter 
'a' about the value 2. Examination of Figures 2h and 25 shows that for both 
sets of parameter values, parameter 'b' will have a greater effect on the 
system output than will parameter 'a'. And an error in 'b' had a greater 
effect, relative to an error in 'a', as the system damping was decreased. 
In addition. Figure 2k reveals that as 'a' and, 'b' were decreased toward 
zero, the system moved in the direction of instability. That is, the 
sensitivity coefficients of Figure 25 are greater in magnitude than are 
those of Figure 24. 
O 
If the feedback element of Figure 23 is chosen to be g(x^) = b x^, the 
system becomes nonlinear, and the system equations are then 
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x^(t) = Xg(t) 
Xgft) = - b - a Xgft) (93) 
x^(0) = 1 and Xgfo) = 0 
Der.usso al. (33) have shown the sufficient conditions to insure 
asymptotic stability for this particular nonlinear system to be 
(1) a > 0 
(9k) 
(2) g(u)/u > 0 , u ^  0 . 
O 
Since g(u) = b u , the sufficient conditions for asymptotic stability re­
duce to: 
a > 0 and b > 0 . 
The sensitivity equations for the nonlinear system can be shown to be as 
follows : 
Xgft) = x^(t) 
x^(t) = - 3 b x^^(t)x2(t) - a x^(t) - XgCt) 
x^(t) = xg(t) (95) 
Xg(t) = - 3 b x^^(t)x^(t) - x^3(t) - a Xg(7) 
x^{0) = x^(0) = x^(0) = Xg(t) = 0 
where the sensitivity coefficients are defined by 
9x^ 9Xg 8x^ SXg 
*3 = "al ' H ' *5 = "Fb ' *6 = "Fb ' 
As with the linear system, two separate sets of parameter values were in­
vestigated; a = 2, b = 4 and a = 0.2, b = 0.4. The sensitivity coefficients 
for the nonlinear system, assuming 1^ variations again, are shown in 
Figures 26 and 27. Examination of Figures 26 and 27 shows that variations 
in parameter 'a' exert a greater effect on the system's output than do 'b' 
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variations. This effect is opposite to that for the linear system pre­
viously discussed. It is also apparent that the nonlinear system is over-
damped for the parameter values a = 2 and h = 4 from examination of Figure 
26, which contrasts with the underdamped linear system for the same set of 
parameter values. Figure 27 reveals that the system's motion has been 
moved in the direction of instability with decreased 'a' and 'b' values, 
since the sensitivity coefficients became greater in magnitude. It is 
apparent, then, that use of the sensitivity coefficients can shed insight 
into both stability and error analyses of certain types of nonlinear systems. 
The present chapter has discussed some applications of the dynamic 
sensitivity coefficients in the analysis of dynamic systems. Other appli­
cations, such as in the synthesis of optimum control systems, can be found 
in the literature previously cited in this chapter. 
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PART III. A DYNAMIC SENSITIVITY ANALYSIS OF THE COG RESPIRATORY CONTROL 
SYSTEM 
81 
THE DEVELOPMENT OF THE RESPIRATORY SENSITIVITY EQUATIONS ' 
The basic objective of the present study is to provide a sensitivity 
analysis of the human CO^ respiratory control system. A full appreciation 
of the regulator effectiveness of this system is not possible without an 
appreciation of the effects that chajiges in the component parameters will 
have on the system. Part II of this thesis has given the theory of dynamic 
sensitivity analysis. The present discussion will give the derivation of 
the appropriate sensitivity equations of the respiratory control system. 
It is possible to derive sensitivity equations for each of the para­
meters of the respiratory control system. However, sensitivity equations 
will be derived only for those parameters that seem most subject to change 
under abnormal physiological states. To this end, sensitivity equations 
for nine of the respiratory parameters will be developed. These parameters 
are as follows: alveolar volume (V )^, cardiac output (Q), cardiac output 
shunting (k), circulation time delay (T), COg controller slope (a), COg 
controller set point (b), COg dissociation curve intercept (kg), metabolic 
rate of COG production (M), and barometric pressure (B). It is thus 
assumed that the tissue volume (V^) and COg dissociation curve slope (k^^) 
remain constant at their normal physiological values. 
Sensitivity equations for both the open loop and the closed loop 
respiratory control systems will be derived. 
The sensitivity equations for the closed loop respiratory system are 
best derived from Equations 31 and 32, which are repeated below: 
\ ^A + (1 - k)QT = [b - (1 - k)Qk^B]CA + [aC^ + (l - k)Q]C^ - aC^C^ 
- bC^ - (1 - k)Qkg (31) 
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(1 - k)Qk^BT + (V^ + 2kQT)C^ = (l - k)Qk^B - (l - k)Q + (l - k)Qkg 
+ M (32) 
The derivation of the sensitivity equations for the cardiac output 
will he illustrated first. The sensitivity equations for the remaining 
parameters follow the same derivation procedures. 
Closed Loop Equations 
Cardiac output sensitivity equations 
The cardiac output sensitivity equations are derived from Equations 
31 and 32 by taking the partial derivatives with respect to Q of each term. 
This result is 
à 'Va' + s'  = t ^ [a Cj + (l-k)«]C^,} ' 
(96) 
3|[(l-k)«k^B T C^l f â|{(VT + 2k«T)C^] = 5|t(l-k)Qi^B C^l - 4[(l-k)« C^l 
(97) 
+ kg] + âi  (M) 
If it is assumed that each parameter is independent of the other parameters, 
then Equations 96 and 97 reduce to the following 
ac 3C _ 9C _ 3C 
-3Q + (l-k)QT -3Q = _ (l-kOk^ B + a 
(98) 
acL 3C 8C 
+ (l-k)Q gq + (l-k)C^ - aC^ gq ~ 3Q (l-kJkg - (l-k)T C^ 
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ac. 9C __ 30 _ 3C 
(l-k)Qk^B T + (V? + ZkQT)-^ = (l-k)Qk^B + (l-k)k^B - (l-k)Q— 
(99) 
- BCa 3^ 
- (l-kjC^ + (l-k)kg - (l-k)k^BT ^  - 2k 1!~ 
Let the following definitions of the sensitivity coefficients he made 
3C.(t,Q) ac (t,Q) 
= 3Q and Vg(t,Q) = — (lOO) 
Using these definitions, together with the properties of the sensitivity 
coefficients (Equation 63), the cardiac output sensitivity differential 
equations follow from Equations 98 and 99' 
V^u^ + (l-k)QTVç^ = [b-k^B(l-k)Q]ug - aC^u^ + (l-k)QvQ + aC^v^ - aC^v^ 
- (l-k)k^BC^ - aC^VQ - (l-k)TC^ + (l-k)C^ - (l-kjkg 
(101) 
(l-k)k^BTQuQ + (V^ + 2kQT)v^ = (l-k)Qk^Bu^ - (l-k)QvQ - (l-k)C^ - 2kTC^ 
(102) 
- (l-k)k^BTC^ + (l-k)k^BC^ + (l-k)kg 
It is desirable to solve Equations 101 and 102 explicitely for u^ and 
VQ. Using Cramer's rule, this result is 
"qft) = *ll"Q + *12^4 - *13CT"Q - *1306*% + *13017% " anCA + AigC? 
"*• ^13^A ~ " ^^15 
^21^Q ~'^ 22\ &23^T*Q ^23^A^Q " *23^1^% ^21^A " ^22^ 1 
(103) 
(104) 
*23°A ^2U^T "^25 
where the 'a' coefficients are those given in Chapter 5 for the model 
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Equations 33 and 3^. The 'd' coefficients are defined as follows: 
d^^ = (l-k)k^B[V^ + (l+k)QT]/D 
di2 = (l-k)[V^ + (l+k)QT]/D 
d^2 = k^B(l-k)^QT^/D 
d^^ = (l-k)V^T/D 
d^ = (l-kikg^V^ + (l+k)QT]/D 
dg^ = (l-k)k^B[V^ + (l-k)Qk^BT]/D 
dgg = (l-k)[V^ + (l-k)Qk^BT]/D 
dg^ = (l-k)k^BTV^/D 
dgi^ = [k^B(l-k)^QT^ - 2kTV^]/D 
dg^ = (l-kjkgLV^ + (l-k)Qk^BT]/D . 
Equations 103 and lOU represent the sensitivity differential equations 
for the cardiac output. It is to be noted that these equations are linear 
differential equations (with time varying coefficients), whereas the 
respiratory equations are nonlinear. Also, it is to be noted that both 
the system's dependent variables (C^ and C^) and these variables' time 
derivatives appear in the sensitivity equations. To effect solutions of 
the sensitivity equations, initial conditions have to first be established. 
It will be assumed for all the results to be reported in this thesis, that 
the initial conditions are identical to the steady state conditions with 
zero inhalation of CO^. Thus C^(0) and C^^O) are found from Equations 4l 
and 42 assuming that = 0, and using those values listed in Table 1 for 
normal parameter values. The initial conditions for u (O) and v (O) can 
be obtained from Equations 4l and h2 (with = O) using the basic defini­
tion of the sensitivity coefficients. Equations 4l and 42 are listed 
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below (with = O): 
-  ,  G  • >  ( 4 i a )  
3  _  M  .  
k^B (l-k)Qk^B) 
where G = aM + (l-k^Qfakg + b) 
H = i+a(l-k)Q{bM + (l-kjQfbkg - k^BM]} 
J = 2a(l—k)Q . 
The initial conditions for u (o) and v (O) are found from Equations hla 
H «i 
and 42a as follows: 
, (0) = !| = II 
Q oQ 
3C. , 9C^ Q(l-k)k_ - [M + (l-k)Qk^] 
Now it is true that 
à - » 1 = I5 ^  I to" - "1 ^ I2G II - ||] (106) 
and that 
II = (l-k)(ak2 + b) (107) 
1^ = 4a(l-k)bM + 8a(l-k)^Q(bk2 - k^BM) (IO8) 
II = 2a(l-k) . (109) 
Substitution of normal respiratory parameter values from Table 1 into 
Equations lOi+a-109 provides the desired initial values for •Vq(o) and-
Ug,(0). 
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Simultaneous solution of the respiratory equations. Equations 33 and 
34, and the sensitivity equations. Equations 103 and 104, using the 
initial values C., C^, u_(0), and v^(0), is required in order to obtain 
A 1 (oj (4 
u (t) and V (t). In order to compare sensitivity results for various Q g 
parameter combinations, an error analysis approach will be taken. Specific­
ally, all sensitivity results will be reported in terms of the error 
effected by a one percent increase in the parameter under consideration at 
a particular point in parametric space. In addition, since the basic func­
tion of the respiratory control system is to regulate the tissue CO^ con­
centration at a constant level, then the sensitivity of C^(t) will be the 
variable of concern. Thus, for example, the sensitivity results for C^(t) 
with respect to Q at the normal value of Q(Q = 6 lit/min) will be reported 
as follows: 
Sq = 6 = = ( .01)(6)V|^(t) . (no) 
The remaining sensitivity equations can be established in a like manner to 
that of the cardiac output sensitivity equations. 
Alveolar volume sensitivity equations 
The sensitivity differential equations for the alveolar volume can be 
shown to be as follows : 
° * '•23pA'v^  ' ®23°l''v^ * °21^A 
where c^^ = (V^ + 2kQT)/D 
= (l-k)Qk^BT/D . 
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The initial conditions are 
(O) = 0 and v (o) = 0, 
A A 
since and are independent of V^. 
Cardiac output shunting sensitivity equations 
The sensitivity differential equations for the cardiac output shunting 
are 
"k't) = Vk »12\ - - ^ sVk " " "lA - =12^ . 
(113) 
" ®13°A ®lit^T ®15 
Vj^(t) = Bgi^k ~ *22^k ®'23^T\ ®'23^A^k " *23^I^k ~ ®21^A " ®22^T 
(ll4) 
*.^22^T •*" ®23^A " ®2l+S " ®25 
where the following definitions hold; 
®11 + (l+k)QT]/D 
®12 = •*• (l+k)Q]/D 
e^2 = k^B(l-k)Q^T^/D 
= QT(V^ + 2QT)/D 
e^^ = kgOiV^ + (l+k)QT]/D 
®21 " + (l-k)Qk^BT]/D 
®22 " + k^B(l-k)QT]/D 
=23 = klSQT V^/D 
= QT[2V^ + (l-k)Qk^BT]/D 
= kgQEV^ + (l-k)Qk^BT]/D 
The initial conditions for u^^t) and v^^t) are obtained from the following: 
88 
-  « 1  '  i  -  I f i )  - #  
= -Ik = 7 
'' k B (1-k)^ Qk B 
X _L 
where 
3k = - Sfakg + b) 
II" = - liaQbM - 8a(l-k)Q2(bkg - k^BM) 
Ik = - ' 
Circulation time delay sensitivity equations 
The sensitivity differential equations for the circulation time delay 
are as follows : 
u^(t) = a^^u^ + a^GV^ - ^ i3^T^T ~ ^13^A^T ^13^I^T ^ll^A " ^12^T 
"v^ ('fc) = &21^ T " ®'22^ T 2^3^ T*T 2^3'^ A^ T ~ ®'25^ I^ T " ^ 21^ A 2^2^  
where f^^ = k^BT (l-k)^Q^/D 
f^2 = (l-k)QV^/D 
fgl = k^By^(l-k)Q/D 
fgg = Q[(l-k)^Qk^BT - 2kV^]/D 
The initial conditions for u^(0) and v^(0) are zero, since and are 
indenpent of T. 
COg controller slope sensitivity equations 
The controller slope sensitivity equations are as follows: 
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^ Va - ®13Va " + «ll^l'^T " «11 VT 
(117) 
T^/t) = agiU^ - *227% + agsCT^a + ' (^.sClVa " SgiCiCT + ggiC^CT 
(118) 
where = (V^ + 2kQT)/D and = (l-k)Qk^BT/D 
The initial conditions for u^^t) and v^(t) can he calculated from 
V°) - ~âi = ^ :2 
where 
9G 
3a = M + (l-k)Qkg 
= U(l-k)Q[hM + (l-kjQXbkg - k^BM)] 
If . 2 (i-k)q 
COg controller set point sensitivity equations 
The controller set point sensitivity equations can be shown to be: 
i^(t) = a^^u^ + a^gV^ - - a^^C^v^ + a^^C^v^ + a^^C^v^ + 
-hiiC; (119) 
Vb(t) = ag^u^ - AggV^ + &23^T"b * ^ 23^A^b ~ ^23^I^b " ^2l'^A ^21*^1 
where h^^ = (V^ + 2kQT)/D and h^^ = (l-k)Qk^BT/D . 
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The initial conditions for u^(t) and v^(t) are obtained from 
where 
= ( l -k)Q 
II = 1+ a(l-k)QM + kfl-kj^ofakg 
COg dissociation curve intercept sensitivity equations 
The COg dissociation curve intercept sensitivity equations are as 
follows : 
\2\ - ^ ''isVk^ - ''ll 
- "22% + "23^% + »23CA% - »23«l\ + ^ 21 
where 
= (1-k) Q[V^ + (l+k)QT]/D 
= (l-k)Q[V^ + (l-k)Qk^BT]/D 
The initial conditions are calculated from the following: 
aô, -%)- 'a (2G|S__|^) 
v,. (0) . T - 2 2 2 
"2 '"2 
u, (0) . _ 1 1 
"2 k,B t,B 
where 
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9G 
5kg = a(l-k)Q 
||-= iia(l-k)Vb 
Metabolic rate fo CO^ production sensitivity equations 
The sensitivity equations for M are as follows: 
y*)  = -  =13% -  (121)  
~ =2I"M " ^ 22^M ~ ^ 23^I^M "21 (122) 
where = (l-k)QT/D and = V^/D . 
The initial conditions for u^(t) and v^(t) are calculated from 
v°)  = J  — 
V°)  = '  
3M 8M (i_]j)Q B 
where 
9G 
9M ^ 
II = l+a(l-k)Qb - i+a(l-k)Vk^B. 
Barometric pressure sensitivity equations 
The barometric pressure sensitivity equations can be shown to be 
u^(t) = "ll^A " ^12^4. ^^^3) 
v^(t) = a^^u- - SggV- + ag^C^u- + a^^C^v- - a^^C^v- - ngi^A + "22°A 
where 
"ll ^  (l-k)\^T^k^/D 
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n^2 = (l-k)k^Q[V^ + (l+k)QT]/D 
«2^ = (l-k)Qk^TV^/D 
Dgg = (l-k)Qk^[V^ + (l-k)Qk^BT]/D 
The initial conditions for u (t) and v (t) can be calculated from 
1 
Vg(0) = 
9C^ 2(G^ - H) ^ a(l-k)\^k^M 
3C 
'A 1 3C, 'T C, 'T M + {l-k)Qk2 
2 9B k^B 3B 2 
-, + 
(l-k)Q k^ B 
where is calculated from Equation 4la. 
A discussion of the solutions of the closed loop sensitivity equations 
will he given in the next chapter. 
Open Loop Sensitivity Equations 
By employment of a sensitivity analysis of the open loop respiratory 
control system, a measure of the respiratory benefits to be gained from 
feedback can be gained. Sensitivity equations for seven of the respiratory 
parameters will be given. These seven parameters are as follows: alveolar 
volume (V^), cardiac output (Q), cardiac shunting (k), circulation time 
delay (T), CO^ dissociation curve intercept (k^), metabolic rate of CO^ 
production (M), and barometric pressure (B). Since open loop considera­
tions do not include the C0„ controller constants 'a' and 'b', sensitivity C I 
equations for these two parameters cannot be developed. The derivation 
procedures for the open loop equations are the same procedures that were 
illustrated for the cardiac output sensitivity equations for the closed 
loop system. The sensitivity equations for the open loop situation are 
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derived from the open loop respiratory control equations. Equations 35 
aJid 36. 
Cardiac output sensitivity equations 
The cardiac output sensitivity equations can he shown to be as 
follows : 
b k B b (l-k)TV . 
+ tigYq - Ca + -Q- c? - ---D c. 
(l-k)T b^, . b^g 
"A - ~T 
+ — c„ - —- (125) 
H 
- 2kV . b k 
+ I[- 5 -] (126) 
where the 'b' constant and 'D' are defined by Equations 37 and 38. The 
steady state minute ventilation is represented by V^, which is assumed 
constant at its normal resting value (Table l). The initial conditions 
for u (t) and v (t) are obtained from the steady state open loop equations, 
<4 ti 
Equations 43 and 44. The initial conditions for u (t) and v (t) are as 
«i y 
follows : 
v„(0) = 
and 
Q (l-k)Q2 
3C. 
u^(0)=^=0. 
9h 
Alveolar volume sensitivity equations 
The alveolar volume sensitivity equations can be shown to be the 
follwoing: 
= - \l\ * ^ 2\ 
- ^ 22\ " ^  
The initial conditions are both zero, since Equations k3 and are in­
dependent of V^. 
Cardiac output shunting sensitivity equations 
The cardiac output shunting sensitivity equations can be shown to be 
as follows: 
u^(t) = - + b^gV^ + - ?i2^T ~ ^ 13^A ^ik^T ^15 
Vk(t) = " \2\ ~ Sgl^A ^23^A " ^ 2l+S ~ ^25 
where the constants are defined by 
Ç _ ^1^^12 Ç ^ ^ 12V 
11 ~ (1-k) 21 (1-k) 
E \2 E \2 
12 (1-k) 22 (1-k) 
Q T b23 ^23 
° V ^23 ' V 
A A 
Q T(V^ + 2QT) QT[2V^ + (l-k)k^BQT] 
^l4 " D ^2h 
. ^ ^ 2 ^ 12 ^ ^ 2 ^ 12 
'15 (1-k) ^25 (1-k) 
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The initial conditions for u^(t) and v^(t) are calculated from the follow­
ing; 
9C 
= liT ° ° 
° ^  ° jiik 
Circulation time delay sensitivity equations 
The circulation time delay sensitivity equations can be shown to be 
the following: 
\(t) " ^ll^T ^12^T ~ "l2^T (^31) 
" "21^A ^22 ^ T 
where the constants are defined by the following: 
(l-k)Q b V ^23 
(l-k)Q V (1-k) Vk BT - 2kQV 
"12 ~ D "22 ~ D 
The initial conditions u^(O) and v^(0) are both zero. 
Metabolic rate of CO^ production sensitivity equations 
The sensitivity equations for M can be shown to be • 
u^(t) = - D~^ (133) 
V*)  = ^2i"M - \2'M * "D • <^31.) 
The initial conditions are calculated from the following: 
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A 
^ (1-k) Q ' 
A 
Barometric pressure sensitivity equations 
The sensitivity equations for B are as follows: 
(l-k)QT b . 
V*)  = - \i"B ^  - h\2°A * - - t"5) 
%(t) = - bggVg 4. . (136) 
The initial conditions for u^t). and Vg{t ) are calculated from 
COg dissociation curve intercept sensitivity equations 
The sensitivity equations for the CO^ dissociation curve intercept 
can be given as 
= - "11%  ^\2\ - (137)  
+ bg, (136) 
The initial conditions are found to be 
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ac, 9c 
° âkf = ° ^ • (138a) 
These particular sensitivity equations are unique with respect to the 
others in that they are independent of the respiratory system's dependent 
variables, C^(t) and C^/t). It is possible to solve Equations 137 and 138 
explicitely for the sensitivity coefficients. If the Laplace transform 
(U6) of these equations is taken and the resultant simultaneous algebraic 
equations solved for the transformed variables U (s) and V (s), the 
2 *2 
results are 
u(0) s + v(0)b - b + b _u(0) 
U (s) = ^  (139) 
2 s + + bggjs + ~ ^12^21^ 
^ B[V(0)B + b^v(O) + bgg + tg^utO)] + 
"2 + (b^^ + bgs's + (V22 -
(l40) 
Substitution of the initial conditions, Equation 138a, into Equations 139 
and l40 yields: 
U (s) = 0 
2 
V (s) = 1/s 
^2 
for which the inverse Laplace transforms are given by 
u (t) = 0 and v, (t) = u(t) , 
2 *2 
where u(t) is the unit magnitude step function. It is thus observed that 
the sensitivity coefficients for are time invariant. The sensitivity 
of the open loop control system with respect to k^ would be reported as 
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Q 
8,^ = ACL = (.01)(.28) V (t) = 2800 x lO"^ (lUl) 
2 2 2 
for the adult, assuming the normal value of listed in Table 1. Equation 
l4l indicates that a 1% increase in kg from the normal value will change 
the tissue conecntration of CO^ by 2800 x 10 ^  liters/liter. 
This completes the development of the sensitivity equations for the 
COg respiratory control system. The results of the solutions for these 
equations follow. 
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SOLUTIONS OF THE SENSITIVITY EQUATIONS FOR THE RESPIRATORY SYSTEM 
The preceding discussion presented the derivation of the parameter 
sensitivity equations for the CO^ respiratory control system. Equations 
for "both the open loop and the closed loop respiratory control systems 
were derived. It was shown previously that the sensitivity equations are 
linear differential equations with time varying coefficients, specifically, 
C^(t) and C^(t). In addition, the control system's two dependent variables, 
C^(t) and C^(t), together with the derivatives with respect to time of 
these variables, and the COg inhalation level, C^(t), all appear as driving 
functions in the sensitivity equations. It is apparent then that solution 
of a given set of sensitivity equations for u(t) and v(t) requires a 
simultaneous solution of the sensitivity equations and the respiratory 
model equations. All such solutions were made on an IBM 1130 digital 
computer using the combined Runge-Kutta and Milne numberical integration 
routine previously discussed. 
All results to be reported were obtained by using steady state values 
of C^(t) and C^(t) (computed with C^(t) = O) as the initial values C^^O) 
and C^(0) of the respiratory control system equations, Equations 33 and 
34. The initial conditions for the sensitivity equations were given in 
the preceding chapter. 
It should be pointed out again at this point that the CO^ respiratory 
control system serves the function of a regulator. That is, this system 
attempts to regulate the tissue concentration of CO^ at a physiologically 
normal level and fee of wide fluctuations. Any regulator - whether tech­
nological or physiological in nature - to be effective must be designed 
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so that parameter changes will have minimal effect on system performance. 
c? 
Thus an increased sensitivity, S , to a change in a given parameter of 
the respiratory system will indicate a decrease in the regulator effec­
tiveness of the control system. The sensitivity results to he reported 
should "be interpreted with this in mind. 
The sensitivity results to be reported can be divided into three groups: 
1. An open loop control system study for the adult. 
2. A closed loop control system study for both and adult and 
an infant, assuming normal parameter values, and varying 
the COg inhalation level, C^(t). 
3. A closed loop control system study for the adult and the 
infant assuming abnormal parameter values and a five per­
cent inhalation of COg. 
The Open Loop Study 
The open loop sensitivity equations of Chapter 8 were solved for the 
adult control system, assuming normal values for the respiratory parameters. 
The sensitivity results are shown in Figure 28 and Table 3. It should be 
noted that all results have been state in terms of the change in C^(t) to 
be expected from a one percent change in a given parameter. The CO^ in­
halation level, C^(t), was chosen to be a step function having a magnitude 
representing a five percent inhalation of COg. The inhalation of CO^ was 
commenced at time zero in Figure 28 and terminated at 20 minutes. A five 
percent inhalation of CO^ was chosen because this is a common value used 
clinically to assess the state of the respiratory system in individuals 
who have certain types of respiratory impairment (9)• 
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Figure 28 shows plots of the sensitivity data for two of the respira­
tory parameters, the circulation time delay (T) and the effective alveolar 
volume (V^). It is to be noted that the effects of a change in T and 
are opposite in sign and increase with time. The sensitivity of C^(t) 
with respect to a change in the circulation time delay is somewhat greater 
in magnitude at t = 20 minutes than for the alveolar volume sensitivity. 
Table 3 contains sensitivity data for the respiratory parameters not 
^T 
shown in Figure 28. The initical values of S and the 20 minute values 
are sufficient to characterize the sensitivity data for the open loop 
system. It is apparent from the data in Table 3 that the open loop system 
is more sensitive to changes in M, , and B at t = 0 than to changes in 
the other parameters. However, after 20 minutes the predominate parameter 
"^T -6 becomes the cardiac output. at 20 minutes increased to - 11,910 x 10 , 
which represents a minimum of 5 times the sensitivity value for any other 
parameter. This result means that if the cardiac output were increased by 
one percent from normal, there would be a decrease in C^(t) of 0.119 
liters/liter at 20 minutes in response to a five percent CO^ inhalation, 
relative to the normal response. 
Using the date from Table 3 it is possible to rank the parameters in 
order of their importance in determining the tissue COg concentration, 
C„(t). This raaking, in order of decreasing influence, is as follows: 
^T Q, kg, M, B, k, T, and using the values of S at 20 minutes. If this 
ranking had been compiled on the basis of the initial values of Table 3, 
the ranking would be as follows: k^, M, B, Q, k, T, and V^. It is 
apparent that the two rankings are different. A comparison of this nature 
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shows the value of a dynamic sensitivity approach, which contains time 
information, over a static (i.e., steady state) axialysis. 
The Closed Loop, Normal Parameters, Study 
A second study was undertaken to determine the closed loop respiratory 
system's sensitivity coefficients using normal parameter values. The 
procedure involved simultaneous solution of the closed loop respiratory 
equations, Equations 33 and 3^, and the closed loop sensitivity equations 
derived in chapter 8. The sensitivity coefficients were computed for both 
the adult and the infant control systems. In addition, the effects of 
changing the COg inhalation level on the sensitivity coefficients was 
examined. 
Sensitivity coefficients for the normal adult 
S 
The parameter sensitivites, S , for the normal adult are shown 
plotted in Figures 29 through 37- All data have been plotted for a 30 
minute time interval. Examination of these figures reveals several 
interesting trends in parameter sensitivity. 
Figure 29 shows that the sensitivity of C^(t) with respect to the 
alveolar volume diminishes with time after reaching a negative peak for 
the interval 0-20 minutes. At t = 20 minutes there is a sign reversal of 
the sensitivity data, indicating that C^(t) will he increased because of 
a one percent increase in over the C^(t) computed with the normal 
alveolar volume. It is observed that the alveolar volume sensitivity 
increases in magnitude as the magnitude of C^(t) is increased, indicating 
that the control system's effectiveness with respect to changes in V. 
c? 
decreases somewhat. Examination of the S curve for the interval 0-20 
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minutes of Figure 29 computed with C^(t) = 5^ shows a negative peak of 
magnitude 5 x 10 For the same time interval, the maximum value of 
-6 
S„ for the open loop system was -10.1 x 10 
A 
The cardiac output sensitivity data is shown in Figure 30. It is 
apparent that changes in Q will have a greater effect on C^(t) during the 
'turn off period (i.e., the time greater than 20 minutes) of C^(t) than 
for the 'turn on' period; and the greater the magnitude of C (t), the 
greater in magnitude is the peak. It is to be noted that for the time 
^T interval 3 to 12 minutes, a five percent CO^ inhalation will cause to 
he larger than for a seven percent inhalation. The maximum magnitude of 
, assuming = 5^» for the 0-20 minute interval is approximately 
-6 175 X 10 . For this same interval the comparable open loop value was 
11,190 X 10 Again the benefits of closed loop control are apparent. 
The sensitivity effect of cardiac output shunting are shown in Figure 
^T 31 for the adult. It is interesting to note that the S curves appear to 
CT 
be mirror images of the S curves of Figure 30; that is, the wave forms 
are the same, but reversed in sign. Thus the remarks for the S data 
S S 
pertain also to the 8^ data. The maximum magnitude of the 5^ 8^ curve 
of Figure 31 for the interval 0-20 minutes is 4 x 10 whereas the 
-6 
comparable open loop value was 152 x 10 . Again the benefits of closed 
loop control are apparent. 
The circulation time delay sensitivity data is shown in Figure 32. 
S 
The 8^ curves show a biphasic characteristic similar to that of the 
alveolar volume sensitivity data. The effect of a change in T diminishes 
with time, but becomes rather large during the 'turn off period. The 
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.  S  
maximum magnitude of the 5% closed loop curve for the interval 0-20 
minutes is 1500 x 10 but only l8 x 10 ^  in the open loop system; which 
indicates a decreased respiratory effectiveness due to closing the feedback 
loop. 
The sensitivities of the parameters of the brain CO^ controller, 'a' 
S 
and 'b', are shown in Figures 33 and 34. It is to be noted that the 
data and the data are approximately equal in magnitude but opposite 
in sigh (which would be expected from the form of Equation 10). It is 
also quite interesting to note that by increasing the CL(t) magnitude, the 
c? c, 
S and S- sensitivities will be reduced. It is also important to note 
a b 
that any CO^ inhalation will reduce the sensitivities with respect to 
'a' and 'b'. The importance of this observation will be discussed in the 
next chapter when the stability of the respiratory system is discussed. 
The sensitivity data for the metabolic rate of CO^ production, CO^ 
dissociation curve intercept, and barometric pressure are shown in Figures 
35» 36, and 37» respectively. In general, all three sets of data have the 
same curve shape. The data indicates that changes in B and kg exert 
approximately 3 times the effect on tissue 00^ concentration that a change 
in M will effect. Comparisons of the maximum values for the 0-20 minute 
C-m _c 
interval for a 5% COg inhalation are as follows: 8^ = 425 x 10 , 
^T C 
^k^ = 1100 X 10 and 6L^= 900 x 10 The comparable values for the 
d D 
open loop system are 2479 x 10 28OO x 10 and 2279 x 10 respectively. 
It is apparent that closed loop operation greatly reduces the sensitivity 
of the respiratory control system to variations in M, kg, and B. 
A ranking of the respiratory parameters in order of their importance 
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in determining the tissue CO^ concentration can he made based on the 
maximum magnitude of the sensitivity data for the 30 minute interval, 
assuming that = 5^. This ranking is as follows for the adult closed 
loop control system: 
-6 
Parameter Maximum Sensitivity Value, x 10 
a 5000 
h 5000 
T 2000 
kg 1100 
B 900 
M U25 
Q 200 
\ • - 8 
k 5 
It is apparent that the dominant parameters of the adult respiratory 
system are the CO^ controller constants and the circulation time delay. 
This observation will be shown to have great significance when stability 
considerations are considered in the next chapter. 
Sensitivity coefficients for the normal infant 
^T The parameter sensitivities S for the normal infant are shown 
plotted in Figures 38 through 46. In general, the infant sensitivity data 
shows the same curve shapes as corresponding adult sensitivity data. The 
most pronounced difference between the infant sensitivity curves and the 
adult sensitivity curves is the lengthening of the time constants of most 
S infant sensitivity curves. For example, the S curve of Figure 38 
A 
io6 
computed with = 5^ shows a value of -5 x 10 ^  at 20 minutes. However, 
the corresponding adult sensitivity curve of Figure 29 shows a sensitivity 
value of zero. 
Interesting comparisons between the parameter sensitivities of the 
adult and the infant CO^ control systems can be made if the infant para­
meter sensitivities are ranked in order of their importance in determining 
the tissue COg concentration. As with the adult sensitivity data, the 
infant parameter sensitivities will be ranked according to their maximum 
magnitudes for the interval 0-30 minutes and with = 5^- From Figures 
38 - 46 this ranking would be as follows : 
— 6  
Parameter Maximum Sensitivity Value, x 10 . 
a 2000 
b 1750 
B 1100 . 
k 1000 
M 1000 
Q TOO 
k 250 
\ 35 
T 13 
A comparison of this ranking with the adult sensitivity ranking 
reveals several interesting facts. First, the most pronounced difference 
between the two systems is the apparent lack of sensitivity of the normal 
infant's control system to changes in the circulation time delay. The 
infant control system appears to be more sensitive to changes in cardiac 
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output, cardiac output shunting, metabolic rate of CO^ production, and 
alveolar volume than does the adult system. However, the sensitivities 
of the infant's respiratory CO^ controller parameters, 'a' and 'h', are 
less than half the adult values. The remaining respiratory parameters, 
kg and B, appear to have sensitivity values approximately equal for the 
adult and the infant. 
It has been reported in the literature (26) that the two respiratory 
parameters that are the main determinants of respiratory system instability 
(i.e., persistent oscillations in the minute ventilation) are 'a' and 'T'. 
The sensitivity data would indicate then that the infant's respiratory 
system is more stable than is the adult's system, since S and S for 
the infant are less in magnitude than the comparable adult values. This 
prediction, based at this point on a sensitivity analysis prediction, 
will be verified in the next chapter, which will deal with a Lyapunov 
stability analysis of the respiratory system. 
The Closed Loop, Abnormal Parameters, Study 
The development of the parameter sensitivity equations given in 
chapter 8 emphasized that the sensitivity with respect to a given parameter 
is a function of all the parameters of the respiratory system. The 
sensitivity data discussed thus far in this chapter were computed for 
normal respiratory parameter values. It is reasonable then to also 
investigate how the parameter sensitivities change when compute using 
'abnormal' parameter values. In this context, an 'abnormal' parameter 
value is a value that differs from the 'normal' value listed in Table 1, 
though in most instances the 'abnormal' values used in this study would be 
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characteristic of certain abnormal physiological states. 
Adult sensitivity data 
Parameter sensitivity data for the adult CO^ control system were 
computed for ten abnormal parameter values. Each set of sensitivity data, 
c? 
e.g., SQ was computed assuming that all the respiratory parameters were 
normal except one, which then assumed an 'abnormal' value. The abnormal 
values chosen for the adult were as follows (normal values are shown in 
parenthesis): = 1.5 liters (3), Q = 2 lit/min (6), Q = 10 lit/min (6), 
T = 0.8 minute (0.l6), k = 0.25 (0.025), a = 22k lit/min (kkô), a = 896 
lit/min (4^8), kg = 0.32 mm Hg ^ (0.28, B = 350 mm Hg (713), and B = lUOO 
ram Hg (713). In order to conform to physiological fact, the circulation 
time delay was varied inversely with the cardiac output for the two 
instances of abnormal cardiac output. Also, when the 00^ controller slope 
was set to its two abnormal values, the set point 'b' was recalculated 
(via Equation 52) to maintain the steady state minute ventilation at its 
normal, resting value). 
The sensitivity data for the adult CO^ control system are given in 
Tables 4 through 12. Each table gives parameter sensitivity data for ten 
selected times during the thirty minute interval for which all data were 
computed. It is possible to put the data of Tables k - 12 into a better 
perspective if maximum values only are considered. For each parameter 
sensitivity curve computed with normal parameters, there existed a point 
of maximum (in magnitude) sensitivity. Examination of the data in Tables 
h - 12 shows that in most instances computation of a given sensitivity 
curve assuming an abnormal parameter value resulted in a new value for the 
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maximum sensitivity. The ratio of this new maximum value to the 'normal' 
maximum value can then be taken as an index of the change in sensitivity 
that the abnormal parameter value effected. Following this procedure, the 
data contained in Tables k - 12 were reduced to that of Table 22. Only 
the S and S, data of Table 22 were not based on the ratio of maximum 
a b 
values, but in these two cases the ratio of the 20 minutes abnormal value 
to the 20 minute normal value was used as an index of change, since these 
values at 20 minutes seemed more representative of change. 
Examination of Table 22 shows the following general trends. First, 
a decrease of to half its normal value causes a decrease in and T 
sensitivity and has no effect on the other parameter sensitivities. A 
decrease in cardiac output to one - third normal will effect an increase 
in all parameter sensitivities except 'a' and 'b',. which show a decrease. 
An increase in Q to three times normal has a tendency to decrease the 
sensitivities of all parameters, except the controller parameters, which 
show a slight increase in sensitivity. An increase in the circulation time 
delay to five times normal effected a five times normal increase in the 
time delay sensitivity, but had little effect on the remaining parameter 
sensitivities. In fact, the greatest change in sensitivity found in Table 
22 was for evaluated with T equal to five times normal. The importance 
of this observation will be evident in the next chapter, which deals with 
respiratory stability. An increase in k to ten times normal, a decrease 
in 'a' to one-half normal, and an increase in 'a' to twice normal, 
respectively has little effect on system sensitivity. An increase in kg 
to a value typical of reduced blood showed a general trend of increasing 
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slightly the parameter sensitivities, though and are decreased. 
The effects of 'abnormal' barometric pressures show a trend of decreased 
parameter sensitivity as B is decreased, and an increased sensitivity 
when B is increased. 
Infant sensitivity data 
Parameter sensitivity data for the infant control system were also 
computed for ten abnormal parameter values. The abnormal values chosen 
for the infant parameters were as follows (with normal values in 
parenthesis): = 0.4 liters (0.8), Q = 0.1 lit/min (0.3), Q = 0.9 lit/ 
min (0.3), T = 0.4 minute (O.O8), k - 0-5 (0.25), a = 10.9 lit/min (21.8), 
a = U5.6 lit/min (21.8) kg = 0.25 mm Hg ^ (O.I8), B = 350 mm Hg (713), and 
B = l400 ram Hg (713). The same computational procedures used for the adult 
were also used for the infant sensitivity data. The sensitivity data for 
the infant control system, computed assuming abnormal parameter values, 
are given in Tables 13 - 21, and summarized in Table 23. 
Examination of Table 23 shows that the infant sensitivity data 
computed for abnormal parameter values follow the same trends noted for 
the adult data of Table 22 with one exception. An increase in cardiac 
shunting to twice normal increased the sensitivity with respect to 'k' to 
five'times normal for the infant. The corresponding adult sensitivity 
was not nearly as great, only 1.8 times normal. 
Summary of all sensitivity data 
The present chapter has illustrated the use of dynamic sensitivity 
analysis to gain insight into the human CO^ respiratory control system. 
It has been shown that one of the benefits from closed loop operation of 
Ill 
the COg control system, relative to open loop operation, is a decreased 
sensitivity to parameter variations (with the exception of the circulation 
time delay T). 
A sensitivity analysis of the normal adult and the normal infant 
control systems showed that the parameters 'a', 'b', and T exert the 
greatest influence on the determination of the tissue COg concentration. 
In addition, it was concluded that the sensitivities of these three 
important parameters were greater for the adult than for the infant. 
A sensitivity analysis of the 00^ control system, using certain 
abnormal parameter values, showed essentially that both the adult and 
the infant control systems' parameter sensitivities are not greatly 
affected through use of the 'abnormal' parameter values previously cited. 
The greatest changes in parameter sensitivites were obtained for low 
cardiac output and increased circulation time delay. 
It will be shown in the next chapter how the sensitivity data dis­
cussed in the present chapter can be used to indicate respiratory control 
system instability, a problem of clinical importance. 
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LYAPUWOV STABILITY ANALYSIS OF THE CO. RESPIRATORY CONTROL SYSTEM 
It was mentioned in the Introduction of this thesis that one of the 
theses objectives was to present a stability analysis of the respiratory 
control system. In addition, it was shown in Part II that the sensitivity 
coefficients can provide stability information in certain instances. It 
will be the purpose of the present discussion to give a Lyapunov stability 
analysis of the human CO^ respiratory control system and, in addition, 
compare these results with those predicted by the sensitivity analysis. 
The theory of engineering control systems places great emphasis on an 
adequate understanding of system instability. The stability theory of 
linear control systems is well established in the literature (46). How­
ever, the stability theory of nonlinear control systems is still being 
developed. At present the only analytic theory of stability applicable 
to nonlinear control systems is the theory developed by the Russian 
mathematician, Lyapunov. Two excellent references on Lyapunov stability 
analysis are those provided by Derusso al. (33) and Pontryagin (4?). 
The concept of the stability of nonlinear systems differs somewhat 
from the stability concept of a linear system. First, the stability of 
a linear system is a property of the system itself (i.e., its characteris­
tic equation) and is not influenced by the input signals. And a linear 
system is stable or unstable in all of the state space (i.e., the space 
composed of those dependent variables that describe the system's motion). 
In contrast, the stability of a nonlinear system must be restricted to an 
infinitesimal region about each of the singular points in state space 
(i.e., the points in state space where the derivatives with respect to 
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time of the state variables are zero). In addition, the stability of a 
nonlinear system will be influenced by the input signal. 
The concept of stability can be mathematically defined in the follow­
ing manner. Let the system be described by the following vector - valued 
equation: 
x(t) = f(x, t) with f(O, t) = 0_ , (1^2) 
where the vector x has as its components the system's state variables. 
It is also to be noted that the origin (i.e., x ~ P.) state space is an 
equilibrium point (i.e., x = O) . If the system is perturbated away from 
an equilibrium (Figure 47) there are three possible occurrences: the 
system's motion may return to the equilibrium point, the motion may in­
crease in amplitude with time and move away from the equilibrium, or the 
motion may oscillate about the equilibrium. These concepts can be pre­
cisely defined as follows: an equilibrium point of Equation lh2 is stable 
if, given any e > 0, there exists a 6(e, t^) > 0 such that | |2ç^|  < 6 
implies I|x(t: x , t )1] < e for all t > t ; where x(t; x , t ) denotes the 
^ ''— -TO o ' ' — o — —o o 
response of the system at time t to a sudden perturbation x^ = 2L(t^). The 
Euclidian length of the vector x is denoted by [[xj |. Stated in words, a 
bound e on the perturbated response is first specified. If a bound 6 on 
the size of the perturbation x can be found such that the perturbated 
—o 
response x(t; 2^, t^) due to any x^ within the bound 6 always remains 
within its bound e, then the equilibrium is said to be stable. The 
equilibrium is unstable if it is not stable. The equilibrium, defined 
at the origin, is asymptotically stable if, in addition to the equilibrium 
being stable, there exists a 6 (e, t ) > 0 such that, if IIx I I < 6 , the 0  0  ' o '  '  o  
il4 
solution x(t ; 2£Q> approaches ^  as t approaches infinity. 
The application of Lyapunov stability theory often requires the 
establishment of a Lyapunov function for the system. This function is 
commonly denoted by V(x) and is a continuous scalar function of the state 
variables x« Depending on the properties of V(x) and its time derivative, 
instability or various forms of stability of the equilibrium can be proved. 
The form of the Lyapunov function will depend on the particular system 
under consideration. However, there now exists in the literature theorems 
which guarantee the existence of a Lyapunov. function for a given system, 
even though V(x) itself may not be known. The stability analysis to be 
presented in this thesis will be based on such a theorem. 
The stability theorem alluded to has been given by Pontryagin (4?, 
Theorem I9) as follows: "if all eigenvalues of the matrix A = (a'), 
i 31^ (X)) 
where (a.) = — have negative real parts, then the equilibrium state 
J axj 
x^ of the system (Equation 1U2) is asymptotically stable." Two points 
need to be emphasized with regard to use of this theorem. First, the 
theorem applies only for an autonomous system (i.e., a system having no 
driving functions). Second, the equilibrium of the system is considered 
to be at the origin in state space. Thus, in some instances the system's 
equilibrium may have to be mathematically shifted to the origin. 
The stability of the respiratory control system is of considerable 
clinical importance, since clinical situations arise in which the resting 
minute ventilation is not constant (5 lit/min for the adult), but rather, 
displays cyclic oscillations having a period of approximately 1 minute. 
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These oscillations can be considered indicative of respiratory control 
system instability. The most common occurrence of such ventilation is 
called Cheyne - Stokes breathing (32). Ventilation oscillations are also 
normally observed in infants. These particular oscillations gradually 
disappear as the infant matures. However, Cheyne - Stokes breathing per­
sists in the adult. Little is known of the cause of such oscillations, 
and hence, treatment effects are lacking. A common treatment of such 
breathing is to give inhalations of COg. Recent work reported in the 
literature by Milhorn and Guyton (25) and others (29, 30), based on 
computer solutions of various models of the respiratory control system, 
have shed light on possible mechanisms that could effect Cheyne - Stokes 
breathing. However, no analytic study using mathematical stability theory 
has been reported in the literature. 
The closed loop respiratory equations, Equations 33 and 3^, can be 
investigated for instability if they are manipulated into a form which 
meets the requirements of Pontryagin's stability theorem. First, the 
system's input, C^(t), must be set equal to zero. The following equations 
result then from Equations 33 and 34: 
C^Ct) = (ikS) 
C^(t) = + a22C^Ct)C^(t) + a^g 
where the 'a' coefficients have been defined previously in Equations 33 
and 34. However, the origin of Equations 14-3 and l44 is not an equilibrium 
point. The equilibrium of Equations l43 and l44 is given by the steady 
state values, C^ and C^, derived in chapter 5, with C^ equal to zero. 
Specifically, let the equilibrium value of C^(t) be denoted by C^, where 
li6 
is calculated from Equation h2 with set equal to zero, and let the 
equilibrium value of C^Ct) he denoted hy C^, where is computed from 
Equation Ul with set to zero. Define two new dependent variables as 
follows : 
= C^(t) - (li+5) 
= C^(t) - . (lU6) 
These two new variables will thus have their equilibrium at the origin. 
Substitution of Equations li+5 and l46 into Equations l43 and lUU results 
in the following : 
p^(t) = ~ a^3P;^Ct)p^(t) + ^ ^ 12^T 
- =13% - ''16 (^'•7) 
Pf^Ct) = (&21 ~ =23'^A^^^ '^2l'^A ~ ^ 22^T 
+ "23^1 - =26 (ikG) 
Since it is now known that the origin is an equilibrium point (i.e., when 
Pa = P,j = 0 ; then = Pij, = O); hence the constant terms in Equations 1^7 
and 1^8 have to equal zero. It then follows that the equations to be 
investigated for instability are as follows: 
PA'*' ° '\l-=13S'^<*> + (=12-=13°A>''T<*> - »13PA<t)PT(t) (1^9) 
P%(t) = (agi+aggC^jp^Ct) - (agg-GggCAip^Ct) + (150) 
If the vector p_ is defined as the column vector 
P_ = 
HT 
then Equations 14% and l48 can be written as follows in vector notation: 
p_(t) = f.(p_, t) with £(0_, t) = 0 
where the vector function f is defined as 
f(p_. t) = 
(*21 
(^12 ~ 
(*22 " ^23^p) ^23^A(t) 
P  ( t )  
(151) 
The stability matrix A defined in Pontryagin's theorem is obtained 
then from Equation 151 as: 
9f 
A = 
3p p_ = 0 
*11 - *13CT 
L *21 *23^T 
*12 *13^A 
*23^A " *22 
(152) 
Application of the stability theorem requires an investigation of the 
eigenvalues of matrix A. The eigenvalues of any square matrix A are 
defined as the values X that satisfy the following algebraic equation 
det[XI - A] = [0] (153) 
where "det" denotes the determinant of the quantity in brackets, and I is 
a unit matrix of dimension equal to the dimension of A. Thus, the eigen-
Y-alUoo oX" iilquubioii l^c oi'c fuund uo fulluwu: 
r i ^  
det ^ 
I 
a_ - a 
xl 13 "T 
L*21 *23^T 
:12 - *13% ,11 fo ol 
which reduces to the following 
det 
^ *11 "*• *13^T 
- ag^ - SggCg 
*23^A ~ *22 
- *12 + *13CA 
A + *22 - *23CA 
0 0 
= 0 
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Taking the indicated determinant in Equation 15^ yields the following 
algebraic equation for A: 
+ (&22"^23^A)(^13^T"^ll) ° 
The roots of Equation 1^4 are found from use of the quadratic formula to 
/I M + /M - 1+ N 
^i,a = 2 <155) 
whers M . - a^jÔ,, 
H  =  * ' " a S ' ^ a S ^ A ' '  
Pontryagin's stability theorem states then that if both the roots of 
Equation 155 have negative real parts. Equations IU9 and 150 will be 
asymptotically stable. 
The investigation of the stability of the respiratory control system 
was based on an investigation of the roots of Equation 155* Two initial 
determinations were made to ascertain the effects of increased circulation 
time and also, an increased controller slope on respiratory stability, since 
the respiratory system was shown in the previous chapter to be affected most 
by changes in these two parameters. Equation 155 was programmed on an IBM 
1130 digital computer. It was found that an increase in the circulation 
time delay of 1.0 minute was sufficient to effect respiratory instability. 
This value was obtained by assuming that all the respiratory parameters had 
normal values, except T, which was incremented in value until an eigenvalue 
having a positive real part appeared. Milhorn et al. (25, 26) reported in 
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a study on an analog computer solution of similar equations that a circula­
tion time of 3 minutes was required to effect instability. The difference 
in the two results is attributed to the use of the Taylor series approxima­
tion to the time delay operator. The results, though, show that an in­
creased circulation time by itself can cause respiratory instability. 
Equation 155 was also investigated to ascertain the increase in the 
controller slope 'a' required to effect instability. For this case the 
controller set point 'b' was recomputed for each 'a' value used in Equation 
155 in order to maintain the resting ventilation normal. The alternative 
is to increase 'a' without regard to 'b', which will result always in 
unrealistic values for the ventilation. The value of 'a' was increased, 
assuming that all the remaining parameter values were normal, until an 
eigenvalue having a positive real part appeared. The value of 'a' re­
quired for the adult was found to be 5835 liters/minute, or 13 times 
normal. Using this value predicted by the stability analysis, the original 
respiratory equations. Equations 33 and 3^, were solved in the digital 
computer. The results are shown in Figure 48, which shows well - defined 
cyclic oscillations having a period of approximately one minute, a typical 
value for Cheyne - Stokes breathing. The ventilation oscillations of 
Figure hQ appear to be damping out with time. This is because the value 
of 'a' used in the solution of the respiratory equations had been set to 
5800, not the critical value of 5835, through oversight. 
A similar study was carried out for the infant control system. It 
was found that the circulation time delay required to cause instability 
was 3.5 minutes, or about 1+3 times the normal value. The controller slope 
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required to cause instability was computed to be 1100 liters/minute, or 
51 times normal. It is apparent then that the infant's CO^ control system 
is more difficult to drive into instability than is the adult CO^ control 
system. This observation vas predicted previously on the basis of the 
sensitivity analysis. 
The results of a more complete stability analysis for the adult are 
shown in Figure h9. The effects on stability of individual parameters 
are shown plotted. These curves were obtained by setting, for example, 
Q to some value. All the remaining parameter values were assumed normal. 
For this situation a resting ventilation was computed. The controller 
slope 'a' was then incremented (and 'b' was computed for each 'a' to main­
tain the previously calculated) until Equation 155 indicated instability. 
This procedure reduced all the data to a common basis for comparison. 
Examination of Figure U9 shows that increases in kg, B, k, M, and k^ 
tend to make the system more stable. Conversely, increases in Q and T 
tended to make the system unstable. Changes in had little effect on 
respiratory stability, which was predicted by the sensitivity analysis. 
Also, changes in cardiac shunting were relatively important in determining 
system instability. The general trend indicated by the results of Figure 
49 is that any factor that tends to decrease the tissue CO^ level will 
move the respiratory system in the direction of instability. To reverse 
this situation it is apparent that one should raise the tissue CO^ level 
by some means. To temporarily relive Cheyne - Stokes breathing inhalations 
of COg are often administered. 
Similar data for the infant CO^. control system are shown in Figure 
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50. The general trend of decreased CO^ tissue levels driving the system 
in the direction of instability also holds for the infant control system. 
However, examination of Figure 50 shows that the infant control system 
appears to be inherently more stable than the adult control system. This 
is probably due to the fact that the infant control system is more heavily 
damped than is the adult system. 
The factors that can drive the respiratory system toward instability 
are additive in their effects. This means that while the circulation time 
delay is a most important factor in determining instability, its effects 
can be increased or decreased by changes in the other parameters. Figure 
51 shows the effect on T that changes in the cardiac output for the adult 
will have. It is apparent that n increased cardiac output will decrease 
the value of T required for instability to occur. And the data of Figure 
52 show that the required time delay to cause instability will be reduced 
even more when Q is abnormally large and also, B has decreased. 
The conclusions drawn from the data presented in this section can be 
summarized as follows. Although respiratory system stability is a compli­
cated function involving all the parameters of the respiratory system, 
increased circulation delay time (due usually to an enlarged left ventricle 
of the heart) and increased sensitivity of the brain COg controller to 
changes in tissue CO^ levels appear to be the main determinants of respira­
tory system instability. Either parameter by itself can cause instability. 
In general, any factor that tended to decrease the tissue COg level drove 
the respiratory system in the direction of instability. It is concluded 
that the infant CO^.control system is inherently more stable than is the 
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adult system. 
While the data cited in this section obviously can not offer a com­
plete explanation of vhy abnormal periodic breathing occurs, it is felt 
that such an analysis does lead to a better appreciation of possible 
contributing factors. 
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CONCLUSIONS AND SUMMARY 
Engineering and mathematical methods are being increasingly utilized 
in the biological sciences as an aid to better understanding of biological 
systems. It was the purpose of this thesis to investigate the regulator 
effectiveness of the physiological system which regulates respiration by 
use of engineering sensitivity analysis. The major effort expended in this 
thesis was in providing a parameter sensitivity analysis of the CO^ control 
system. In order to make comparisons between the sensitivity of an adult 
COg control system and an infant control system, a mathematical model was 
derived for both systems. 
Transient changes in tissue CO^ concentrations C^ were computed for 
both the adult and the infant in response to an inhalation of 00^, which 
was applied at t = 0 and terminated at t = 20 minutes. It was found that 
the infant control system is not as efficient at removing excess 00^ from 
the body as is the adult's system. It is postulated from the sensitivity 
analysis data that this "inefficiency" of COg removal is probably due to a 
decreased sensitivity of the brain tissue CO^ controller to changes in CO^ 
content. 
An engineering dynamic sensitivity analysis was effected for the 
mathematical model equations in three separate studies. A dynamic sensi­
tivity analysis is to be preferred over a steady state (or static) sensi­
tivity analysis, since this study showed that peak magnitudes of sensitivi­
ty exist that would not be detected using a steady state approach. 
The parameter sensitivities of the adult open loop CO^ control system 
were computed. The effects on the tissue CO^ concentration as a consequence 
12h 
of individual 1% changes from normal in the cardiac output, cardiac output 
shunting, CO^ dissociation curve intercept, circulation time delay, alveolar 
volume, metabolic rate of CO^ production, and barometric pressure were 
computed. All results were computed using dynamic sensitivity coefficients. 
These results were compared with analogous sensitivity data for the adult 
closed loop COg control system. Comparison indicates that the closed loop 
COg control system is considerably less affected by respiratory system 
parameter changes than is the open loop system, which indicates one of 
the benefits of feedback. 
A second sensitivity study compared the parameter sensitivities, 
based on normal parameter values, of the closed loop C)^ control systems 
of the adult and the infant. It was found that the parameters that are 
of the greatest importance in the determination of the adult's tissue CO^ 
concentration are those parameters associated with the brain controller 
(a and b) ani the circulation time delay (T). It was also found that 
changes from normal in the cardiac shunting fraction and the alveolar 
volume (V^) had little effect on the tissue CO^ concentration. The para­
meter sensitivities of the infant were found to differ somewhat from the 
adult sensitivities. The parameters associated with the infant's con­
troller (a and b) were found to have the greatest effect on tissue CO^ 
concentration, but had half the effect that these same parameters had in 
the adult control system. The major difference between the two systems is 
the relative unimportance of the circulation time delay in the normal 
infant. 
A third study computed adult and infant sensitivity data assuming 
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physiologically abnormal parameter values. The major finding was that an 
increased circulation time delay will become a dominant factor in the 
determination of tissue COg concentration. 
It was shown that the dynamic sensitivity coefficients can indicate 
control system stability trends in certain instances. Accordingly a 
stability analysis of the respiratory control system was effected using 
Lyapunov stability analysis. It was found that the stability of the 
respiratory control system involves a complex interrelationship of all 
the model parameters. In general, though, the two parameters that appear 
to be most important are the circulation time delay and the slope (a) of 
the COg controller. It was found that the infant control system is 
inherently more stable than is the adult control system, though both 
systems are quite stable for normal values of the respiratory parameters. 
Finally, it was found that any parameter change that tended to decrease 
tissue COg content moved the respiratory system in the direction of 
instability. 
Sensitivity analysis appears to have at least two important area of 
application in physiological research. First, sensitivity analysis can 
indicate quantitative error information prior to the performance of an 
experiment. That is, it is desirous to have an idea of the effects on 
measured quantities that changes in parameters will have during the course 
of the experiment. This is, of course, contingent on having an acceptable 
mathematical model of the process under study. 
A second area of application would be in the area of measurements. 
For example, assume that it is estimated that a parameter will change 
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during the course of an experiment. And assume that the effects of this 
parameter change will "be reflected as a change in some system dependent 
variable. Sensitivity analysis can be used to predict the change in the 
dependent variable to be expected, and thus provide an estimate of the 
measurement requirements. 
The limitations of this work are centered about the mathematical 
model employed and the parameter values chosen. It is probably true that 
any model of a physiological system will depart from physical reality to 
a degree. It is felt, though, that the model employed in this thesis is 
reasonable in that it predicts many experimentally observed respiratory 
occurrences. 
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Table 1. Respiratory nomenclature used in Figure 3 
Parameter Symbol Units 
Alveolar COg concentration c^ (t) Liters/Liter 
Arterial-alveolar CO^  concentration CAa't) Lit er s/Liter 
Venous pulmonary CO^  concentration Cpv't) Liters/Liter 
Arterial-tissue CO^  concentration Liters/Litor 
Tissue COg concentration CjCt) Liters/Liter 
Tissue-venous CO^  concentration Cïv't) Liters/Liter 
Venous-alveolar CO^  concentration <=VA<"> Liters/Liter 
Alveolar compartment volume Liters 
Tissue compartment volume Liters 
Inspired fractional CO^  concentration C^ (t) Unitless 
Effective alveolar ventilation V^ ft) Liters/Minute 
Cardiac output Q Liters/Minute 
Shunted cardiac output Qs Liters/Minute 
Pulmonary "blooc flow \ Liters/Minute 
Metabolic rate of CO^  production M Liters/Minute 
Volume of CO^  in the alveoli Va/t) Lit er s 
Volume of CO^  in the tissues 
•
p 
Liters 
Arterial circulation time T 
a 
Minutes 
Venous circulation time T 
V 
Minutes 
Ventilation controller slope a Liters/Minute 
Ventilation controller intercept b Liters/Minute 
187 
Table 2. Respiratory parameter values for 'normal' individuals 
Parameter Adult value^  Neonatal value^  
Cardiac output, Q 6 liters/min. 0.30 liters/min. 
Cardiac shunting fraction, k 2.5# 
Metabolic 00^  production, M 0.2805 lit./min.* 0.0269 lit./min.' 
Minute ventilation, 5 liters/min. 0.60 liters/min. 
COg dissociation curve slope, 0.005^ mm. Eg. ^  0.0044'^ mm. Hg. ^  
COg diss, curve intercept, k^  0.28 lit./min.^  0.18 lit./min.^  
Ventilation controller gain, a lit./min.* 21.8 lit./min.* 
Vent, controller intercept, b 231.52 lit./min.* 8.997 lit./min.* 
Barometric pressure, B 713 mm. Hg. 713 mm. Hg. 
Tissue volume, V^  40. liters 2.0 liters 
Alveolar volume, V^  3.0 liters 0.80 liters 
Circulation time, T 1/6 minute 1/12 minute 
Alveolar pCO^ , (pCO^ )^  40 mm. Hg. 32 mm. Hg. 
Tissure pCOg, (pCO^ )^  49.6 mm. Hg.* 59 mm. Hg.* 
Alveolar CO^  concentration, 0.0561* 0.04488* 
Tissure CO^  concentration, C^  0.5279 0.4402 
Weight 70 kg. 3 kg. 
F^rom References 13 and 31 *A calculated value 
F^rom References 3 and 40 
'^ From Figure 5 
*^ rom Figure 6 
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Table 3- Initial and 20.minute values of the sensitivity coefficients for 
the open loop adult respiratory system 
Sensitivity Value at t = 0 Value at t = 20 minutes 
V 
A 
- 10.1 X 10 
Q - 474 X 10 
-6  
2800 X 10 -6 
- 11,910 X 10 -6 
2800 X 10 
-6 
k 
4^ 
0.3 X 10 
2479 X 10 
-6 
2060- X 10 -6 
152 X 10 
18 X 10"^  
2471 X 10 
2279 X 10 
-6 
-6 
Table 4. The effects of abnormal adult respiratory parameter values on the sensitivity of C„(t) 
-6 
with respect to V^ , x 10 
Time 
(Mins.) 0 1 2 5 10 15 20 21 22 25 30 
Normal 0 -5.0 -4.2 -2.5 -1.1 - .48 - .23 +6.9 +3.3 -1.0 -.32 
0 
-2.5 -2.1 -1.2 - .50 - .24 - .11 +3.1 +1.4 - .50 -.15 
Q=2 0 -8.4 -8.4 
-6.7 -4.9 -3.6 -2.8 +2.6 +2.3 +1.5 + .33 
Q=l8 0 -2.1 
-1.9 -1.4 - .56 - .20 - .07 +2.5 + .87 - .07 -.01 
T=0.8 0 -4.9 -4.2 -2.7 - .92 - .60 -0.3 +8.9 +4.7 -1.3 -.4 
k=.25 0 -6.1 -5.2 -3.2 -1.6 - .80 - .40 7.2 4.4 - .67 -.22 
a.=22h 0 
-5.3 -5.0 -4.1 -2.6 -1.6 - .96 6.7 4.8 1.3 -.26 
a=896 0 -4.5 -3.0 -1.1 - .2 - .04 -0.00 5.4 - .4 - . 6 
k2=0.32 0 -6.0 
-5.7 -4.5 -2.7 -1.5 - .8 6.8 4.4 — . 07 -.67 
B=350 0 -4.0 
- .9 + .48 + . 06 + 0
 
0
 
+ .00 +5.4 - .87 - .17 
0
 
0
 
+
 
B=IHOO 0 -6.0 
-7.2 -8.9 -7.8 -5.6 -3.6 4.2 3.2 .9 -.4 
Table 5. The effects of abnormal adult respiratory parameter values on the sensitivity of C (,t) with 
6 
respect to Q, x 10 
Time 
(Mins. ) 0 1 2 5 10 15 20 21 22 25 30 
Normal 
- 25. - 23. - 28.2 - 52.6 -103. -145. -174. -191. -179. - 86. - 30.7 
V^ =1.5 
- 23.T - 25.1 - 30. 
- 53.7 -103. -145. -174. -190. -176. - 65. 
Q=2 
-214.7 -214.4 -214. -230. -301. 
-391. .486. -526. -589. -719. -760. 
Q=l8 - 1+. 
- 7. - 10.1 - 20.5 - 34.9 - 42.3 - 45.4 - 41.9 - 28.9 - 10.3 6.6 
T=.8 
- 16 
- 19 - 28.5 - 57 -105 -l44 • -171 -206 -201 - 93 
k=.25 
- 39. - 35 - 40 - 68 -129 -188 -234 -261 -265 -169 - 57 
a=22% - 1(8 
- 45.2 - 48.3 - 63.2 
- 99 -137 -170 -190 -196 -163 - 95 
8=896 
- 13.00 - 11.5 
- 19.7 - 55.1 -112 -148 -167 -176 -120 - 17.2 
k2=.32 - 37 - 34 - 38 - 59 -113 -171 -218 -260 -274 -191 - 68 
B=350 - l4. - 11.4 - 18.6 
- 33 - 39 - 39 - 39 - 4l - 26 - 13 
B=lUOO 
- Ul - 40.2 - 38.7 - 19.4 3.0 31.4 -103 -250 -363 -427 -230 
Table 6. The effects of abnormal adult respiratory parameter values on the sensitivity of C^ (t) 
with respect to k, x 10 ^  
Time 
:^ins. ) 0 1 2 5 10 15 20 21 22 25 30 
Normal .65 .55 .64 1.2 2.5 3.6 4.4 5.0 4.7 2.3 .8 
V^ =1.5 .62 . 6o .69 1.2 2.5 3.6 4.4 4.9 4.6 2.3 
Q=2 5-5 5-5 5.4 5.8 7.4 9.6 12.1 13.1 l4.8 18.4 19.6 
1 
CO if 
• TO .40 .45 .87 2.1 3.2 4.1 5.3 5.7 2.9 
Q=l8 .06 .14 .19 .43 .84 l.l6 l.l6 1.15 .83 .29 .17 
k=.25 1.3 1.1 1.2 2.1 4.1 6.1 7.7 8.8 9.0 5.8 1.9 
a=22h 1.25 1.1 1.2 1.5 2.3 3.4 4.2 4.9 5.1 4.3 2.5 
a-89è .41 .26 .43 1.3 2.8 3.8 4.3 4.6 3.2 .4 
k2=.32 .83 .88 1.3 2.7 4.2 5.5 6.7 7.1 5.1 1.8 
B=350 .41 .28 .46 .85 .99 1.0 1.0 1.1 .68 .35 
B=l400 1.1 .95 .79 - .04 - .91 - .02 1.9 6.1 9.3 11.4 6.0 
Table T. The effects of abnormal adult respiratory parameter values on the sensitivity of C (t) 
'  — 6  
•with respect to T, x 10 
Time 
(Mins.) 0 1 2 5 10 15 20 21 22 25 30 
Normal 0 - 818 - 683 - 4o4 - 170 - 76 - 33 1538 750 - 133 - 46 
V^ =1.5 0 - 403 - 337 - 201 - 88 39 - 17 729 360 60 
0=2 0 -2661 -244 0 -1923 -1378 -1019 - 763 3194 2911 2112 984 
Q=l8 0 - 300 - 285 - 201 - 84 - 31 - 11 383 136 6. 8 - 1.4 
C
O
 11 EH 0 -3784 -3255 -2079 - 989 - 472 - 226 8258 3992 - 972 
k=.25 0 - 835 - 702 - 433 - 205. - 100 - 49 1600 994 - l4. 8 -86 
a=22H 0 
- 889 - 84l - 687 - 452 - 283 - 172 1427 1023 300 -20 
8=896 0 - 686 - 446 - 138 - 13. 5.6 5. 6 1212 - 25 - 83 - .21 
k2=.32 0 -1058 -1004 - 800 - 491 - 286 - 162 2001 1317 130 -96 
B=350 0 - 246 6. 43 4.6 .3 0 273 155 - 6 
B=l400 0 -2083 -2487 -3166 
-2974 -2219 -1506 3812 2996 1210 21 
Table 8. The effects of abnormal adult respiratory parameter values on the sensitivity of C^ (t) 
with respect to 'a', x 10 ^  
Time 
(Mins.) 0 1 2 5 10 15 20 21 22 25 30 
Normal -5000 -h92h -I+807 . -4420 -3881 
-3537 -3338 -3578 -3900 -4644 -4970 
-5000 -Î+9IT 
-4797 -44o8 -3868 -3521 -3317 -3570 -3892 -4628 
Q=2 
-h6oo 
-^ 519 -4433 -4135 -3623 -3160 -2765 -2730 -2714 -2732 -2981 
Q=l8 
-5050 -h95% -4829 -4465 -4091 -3940 -3887 -4320 -4631 -4982 -5049 
T=.8 
-5050 -U998 -4912 -4567 -4015 -3635 -3403 -3411 -3706 4579 
k=.25 
-5100 -5069 -4963 -46io -4096 -3741 -3514 -3692 -3949 -4672 -5089 
a=22U 
-UT80 -1+679 -4580 -4262 
-3790 -3446 -3219 -3370 -3561 -4O45 -4505 
a=896 -51I+O 
-5055 -4914 -4458 -3914 -3629 -3494 -3887 -4436 -5109 -5136 
k2=.32 -U900 -4788 -4630 -4102 -3330 -2808 -2487 -2715 -3030 -3957 -4721 
B=350 
-5077 -5043 -4989 -4880 -4841 -4838 -4838 -4911 -5004 -5077 -5077 
B=lUOO 
-U895 -47^ 5 -4523 -3728 -2510 -1716 -1267 -1542 -1878 -2853 -3890 
Table 9. The effects of abnormal adult respiratory parameter values on the sensitivity of Cr^(t) 
—6 '  
with respect to 'b', x 10 
Time 
(Mins.) 0 1 2 5 10 15 20 21 22 25 30 
Normal 4900 4820 4700 4292 3714 3341 3125 3342 3659 4464 4856 
V^ =1.5 U9OO 4811 4689 4279 3700 3326 3104 3333 3651 4448 
Q=2 UhSO 4353 4269 3974 3461 2996 2598 2556 2530 2523 2747 
Q=l8 4950 4860 4729 4333 3912 3739 3676 4100 4438 4863 4955 
T=.8 4940 4895 4811 4451 3862 3449 3196 3184 3449 4380 
k=.25 5050 4964 4856 4483 3932 3549 3306 3464 3713 4483 4971 
a=22U U600 4481 4382 4059 3559 3186 2934 3057 3228 3713 4236 
8=896 5090 5000 4852 4367 3787 3483 3339 3716 4287 5049 5081 
k2=.32 HTTO 4664 4507 3973 3178 2632 2292 2486 2776 3712 4561 
B=350 5022 4988 4927 4797 4751 4747 4747 4820 4927 5022 5022 
B=l400 4561 4355 3624 2471 1676 1196 1375 1621 2453 3513 
Table 10. The effects of abnormal adult respiratory parameter values on the sensitivity of C (t) 
-6 
with respect to k^ , x 10 
Time 
(Mins. ) 0 1 2 5 10 15 20 21 22 25 30 
Normal 135 188 253 474 788 989 1107 989 818 381 169 
139 193 260 481 795 998 1118 994 822 390 
Q=2 435 kh2 487 647 925 1177 1392 l4l6 1429 1432 1312 
Q=l8 90 167 238 452 680 774 808 578 396 165 
CO II E
H 
123 l48 193 388 708 931 1068 1074 . 931 427 
k=.25 157 208 270 486 812 1048 1204 1125 1000 574 229 
a=22k 2720 318 373 552 829 1036 1175 1107 1013 744 454 
a=896 65 119 199 459 770 933 1010 808 502 94 76 
.32 200 312 409 740 1232 1570 1781 1660 l48l 902 376 
B=350 75 97 130 201 226 228 228 188 130 79 
B=IHOO 200 329 440 837 i46o 1892 2152 2055 1922 1471 783 
Table 11. The effects of abnormal adult respiratory parameter values on the sensitivity of C^ (t) 
with respect to M, x 10 ^  
Time 
(Mins.) 0 1 2 5 10 15 20 21 22 25 30 
Normal 122 I6Ï+ 204 291 372 412 430 382 322 193 . ' 136 
Vl-5 123 168 207 294 377 4l8 438 387 327 198 
CM 
360 . 4o6 446 559 724 858 966 973 975 965 888 
Q=l8 " '90. . 138 171 228 258 262 263 193 149 106 
CO a
 95 ., L4O 180 272 361 405 427 4l8 358 203 
k=.25 ' 
0
 H 183 223 319 422 481 515 476 426 278 169 
a=22h '2ho 281 319 409 496 539 559 520 476 375 290 
a=896 62 101 139 220 291 322 336 270 182 72 67 
k2=.32 160 203 2U9 355 454 500 521 480 430 296 189 
B=350 62 83 99 122 129 130 ' 130 108 85 68 
B=l400 220 300 378 567 717 747 734 685 632 495 337 
Table 12. The effects of abnormal adult respiratory parameter values on the sensitivity of C^(t) with 
— 
respect to B, x 10 
Time 
(Mins.) 0 1 2 5 10 15 20 21 22 25 30 
Normal 95 145 201 388 650 817 914 778 615 270 120 
V^ =1.5 97 147 204 392 654 822 921 778 616 275 
Q=2 • • 135 190 235 375 603 801 966 960 916 791 601 
Q=18 Bo 142 205 398 606 693 725 503 338 137 
: 
H
 
, 
ji oo
 
84 110 150 314 582 767 881 857 700 299 
k=.25 100 152 205 385 651 840 964 857 723 380 149 
a=22L 190 239 287 448 697 886 10l4 923 819 564 328 
a=8$6 43 96 161 370 6i4 739 798 593 350 66 54 
k2=.32 112 173 237 459 794 1027 1174 1039 875 479 190 
B=350 50 74 96 l44 160 162 162 124 88 55 
B=litOO 150 265 378 819 1617 2243 2661 2408 2116 1398 646 
Table 13. The effects of abnormal infant respiratory parameter values on the sensitivity of C (t) 
-6 ^ 
with respect to V^ , x 10 
Time 
(Mins.) 0 1 2 5 10 15 20 21 22 25 30 
Normal 0 -20.8 -3^ .1 -2h .  9 -11.9 - 6.0 - 3.1 26.0 29.1 10.2 -4.1 
0 -18.3 -18.8 -11. 6 
- 5.7 - 2.9 - 1.5 16.H 13.2 3.9 -1.9 
Q=.l 0 -10.6 
-11.7 -10. .U - 8.6 - 7.1 - 5.8 2.5 • 2.7 2.1+ 2.0 
Q=.9 0 -I8.lt -18.0 - 8. 6 - 2.3 
- .57 - .lU 28.1 13.9 -2.2 - .2 
0 -13. U -32.5 -26, .0 -12.8 - 6.6 - 3.H 21.5 30.0 
0
 O
J H
 -4.1 
k=.5 0 -20.2 
-33.5 -28, .7 -18.3 -12.0 - 7.9 lU.l 16.7 11.3 4.1 
a=10.9 0 -20.9 -36.1 -32, .6 -19.7 -11.7 - 6.9 21.6 31.0 18.7 4.6 
a=U5•6 0 -23.3 -34.0 -22 .2 
o
 
1—
1 V 
-5.8 - 3.1 21.8 19.1 4.7 -6.1 
k2=.25 0 -26.7 -38.7 -31, .8 -19.2 -11.4 - 6.7 ro
 
H
 0
 
21.1 12.4 3.2 
B=350 0 - 8.5 -19.1 -11 .3 - 1.6 1.2 .51 11.7 23.8 3.1 -6.4 
B=IHOO 0 -36.2 -%5.2 -U2 .0 -29.8 -19.5 -12.4 22.3 19.7 11.0 1.7 
/ 
Table lU. The effects of abnormal infant respiratory parameter values on the sensitivity of C (t) 
-6 
vith respect to Q, x 10 
Time • 
(Mins.) 0 1 2 5 10 15 • 20 • 21 22 25 30 
Normal, 
- 195 - 190 - 191 - 243 - 379 - 507 - 605 - 645 - 688 - 660 - 397 
- 195 - 190 - 196 - 253 - 389 - 5I4 - 610 - 658 - 692 - 647 - 391 
Q=.l 
-3070 -3065 -3028 -2928 -2819 -2763 -2745 -2764 -2809 -2933 -3087 
Q=.9 -10.2 -20.6 -30.4 
-70.7 - 116  ^ - 135 - l4l - 157.. - 122 - 46 - 32 
T=.U 
- 198 - 192 - 191 - 24o - 372 - 498 - 596 - 624 - 675 - 4i6 
k=.5 
- 5^ 2 - 549 - 550 - 569 - 672 - 807 - 937 - 989 -1062 -1195 -1188 
a=10.9 
- 336 - 327 - 322 - 340 - 420 - 515 - 601 - 641 - 687 - 728 - 631 
a=ij-5 .7 
- 150 - l48 - 156 - 235 - 4l6 - 577 - 699 - 761 - 828 - 779 - 318 
k2=.25 - 401 - 397 - 389 - 395 - 480 - 598 - 709 - 776 - 857 - 962 - 869 
B=350 - 124 - 123 - 126 - 181 - 288 - 339 - 359 - 358 - 351 - 253 - ii4 
B=litOO 
- 275 - 255 - 243 - 227 - 276 - 396 - 537 - 674 - 819 -1014 - 887 
Table 15. The effects of abnormal infant respiratory parameter values on the sensitivity of C (t) 
-6 • 
with respect to k, x 10 
Time 
(MIWS.) 0 . 1 2 5 10 15 20 21 22 25 ,30 
Normal 65 63 63 80 124 168 201 215 230 221 133 
69 63 65 83 . 127 170 202 219 232 217 131 
Q=.l 1023 1022 1009 975 937 918 911 917 933 975 1028 
Q=.9 3.5 6.6 9.5 22.8 38.4 44.9 47.0 52.9 41.7 15.8 10.7 
T=.4 66. 63. 60.7 73. 116 159 193 205 226 231 143 
k=.5 542 5^7 547 563 665 799 930 983 1058 1197 1192 
a=21.8 112 109 106 112 l4o 170 199 213 229 243 212 
a=U5•6 50 49 51.2 76 136 191 231 253 277 262 107 
k2=.25 134 132 129 129 157 197 234 258 286 322 292 
B=350 i+2 4l 42 60 96 113 120 120 117 65 38 
B=l400 92 84 79 72 86 127 175 222 272 340 299 
Table l6. The effects of abnormal infant respiratory parameter values on the sensitivity of C (t) 
-6 
with respect to T, x 10 
Time 
(Mins. ) 0 1 2 5 10 15 20 21 22 25 30 
Normal 0 - 8.1 - 8.9 — 6.9 - 4.4 - 2.7 - 1. 7 12.4 11.2 5.6 .65 
0 - It.9 - h.9 - 4.3 - 3.1 - 2.1 - 1, ,4 6.3 5.7 3.5 .89 
Q=.l 0 -20.4 -20.2 -18.9 -16.8 -14.9 -13. ,1 8.3 8.1 7.7 6.9 
Q=-9 0 - 3.2 - 3.3 - 2.3 - - .87 - .27 - .08 5.0 2.9 .31 .00 
T=.4 0 -38. -42.7 -33.9 -22.1 -i4.o - 9 .0 61.3 55.1 28.9 3.7 
k=.5 0 - 8.2 
- 9-7 - 9.5 - 8.3 - 6.9 - 5 .6 6.8 7.3 6.9 5.2 
a=10.9 0 - 8.1 
- 9.5 - 8.9 — 6.9 - 4.9 - 3 .4 9.5 9.7 7.0 3.5 
a=U5.7 0 - 7.8 - 7.8 - 4.5 - 2.4 - 1.3 - .75 14.5 11.5 1.9 - .45 
k2=.25 0 -11.3 -12.4 -11.4 - 8.5 - 5.9 - 4 .0 12.9 12.1 8.9 4.6 
B=350 0 - 2.8 - 3.3 - 1.0 + .07 + .06 .03 4.4 4.3 - .09 - .3 
B=lUOO 0 -18.5 -20.9 -22.5 -19.4 -14.8 -10 . 6 21.6 20.0 14.9 7.6 
Table IT. The effects of abnormal infant respiratory parameter values on the sensitivity of C (t) 
-6 
with respect to 'a', x 10 
Time 
(Mins.) 0 1 2 5 10 15 20 21 22 25 30 
Normal -3690 -3607 -3487 -3134 -2622 -2264 -2033 -2143 -2250 -2613 -3263 
v-** 
-3T00 -3588 -3469 -3105 -2595 -2245 -2021 -2123 -2226 -2632 -3279 
Q=.l 
- 81*0 
- 776 - 761 - 730 - 679 - 630 - 586 - 602 - 600 - 595 - 590 
Q=.9 
-3965 -3875 -3745 -3393 -3082 -2978 -2947 -3223 -3495 -3881 . -3963 
T=.H 
-3690 -3646 -3535 -3200 -2687 -2317 -2073 -2127 -2229 -2550 -3210 
k=.5 
-3180 -3078 -2969 -2699 -2281 -1941 -1682 -1725 -1742 -1808 -2055 
a=10.9 
-3170 -3102 -3002 -2736 -2368 -2105 -1928 -1999 -20^4 -2293 -2628 
a=H5-T -1+030 
-39^3 -3803 -3345 -2694 -2269 -2009 -2172 -2319 -3079 -3994 
k2=.25 -3o4o -2905 -2746 -2350 -1833 -i486 -1264 -1357 -l4i8 -1622 -2061 
B=350 -381+0 -3800 -3740 -3537 -3261 -3129 -3079 -314i -3250 -3553 -3843 
B-lUOO -3560 -3I106 -3215 -2676 -1978 -1526 -1245 -1377 -1484 -1834 -2459 
Table l8. The effects of abnormal infant respiratory parameter values on the sensitivity of C^(t) 
with respect to 'b', x 10 ^ 
Time 
(Mins. ) 0 1 2 5 10 15 20 21 22 25 30 
Normal 3460 3381 3267 2910 2377 2002 1759 l84o 1927 2270 2967 
3450 3363 3247 2877 2347 1981 1746 1822 1908 2295 2986 
Q=.l 6lO 568 557 • 533 493 454 419 426 424 417 411 
Q=.9 - 3800 3709 3573 3179 28I4 2689 2651 2905 3186 3672 3792 
T=.4 3466 3418 3314 2980 2447 2058 1801 1835 1911 2205 2906 
k=.5 2900 2800 2T00 2441 2031 1696 1438 l46l 1465 1507 1732 
a=10.9 2780 2715 2626 2378 2011 1738 1551 1594 1652 1820 2151 
a=H5.T 3910 3824 3684 3205 2526 2084 1815 1952 2085 2860 3868 
k2=.25 2750 2624 2478 2109 1609 1266 1043 1104 1145 1309 1723 
B-350 3700 3668 3608 3388 3079 2933 2880 2936 304I 3371 3714 
B=aÀOO 3210 3056 ' 2885 2399 1744 1298 1009 1077 1138 1388 1959 
Table 19. The effects of abnormal infant respiratory parameter values on the sensitivity of C (t) 
-6 
with respect to kg, x 10 
Time 
(Mins.) 0 1 2 5 10 15 20 21 22 25 30 
Normal 270 325 375 531 763 927 1033 997 960 810 505 
280 330 383 545 776 936 1038 1051 968 799 498 
Q=.L L$4O 1552 1557 1568 1585 1602 1617 I6I4 1615 1618 1620 
Q=.9 122 182 241 412 572 627 643 532 409 198 I46 
T=.4 . 259 309 355 500 733 902 1014 995 966 839 533 
k=.5 528 578 623 735 914 1060 1172 1163 1161 1142 1045 
a=10.9 490 532 573 690 861 989 1076 1056 1029 950 796 
A=IT5.7 126 188 247 449 735 922 1035 977 922 594 170 
k2=.25 820 910 998 1222 1525 1733 1868 1831 1807 1707 1456 
B=350 170 199 227 322 457 520 544 519 473 330 180 
B=IHOO 370 467 541 753 1039 1234 1360 1330 1303 1195 945 
Table 20. The effects of abnormal infant respirator parameter values on the sensitivity of C (t) 
-6 
with respect to M, x 10 
Time 
(mins.) 0 1 2 5 10 15 20 21 22 25 30 
Normal 4io kjo 534 682 849 949 1008 967 928 806 583 
420 480 540 687 853 952 1009 972 935 799 576 
Q=.l 3310 3313 3323 3343 3374 3401 3425 3416 3416 3418 3418 
Q=.9 200 240 302 389 432 44i 442 369 302 218 201 
T=..U 390 448 512 . 663 833 937 1000 977 939 827 602 
k=.5 860 880 943 1078 1257 1388 1483 1462 1453 1423 • 1320 
a=10.5 719 769 825 948 1073 1142 1181 1150 lll4 1034 917 
a=k .^6 210 270 341 512 714 835 904 850 803 560 236 
k2=.25 690 753 820 952 1080 1149 1187 1156 1135 1076 961 
B=350 2kh 274 308 398 498 545 562 536 490 372 253 
B=l400 625 725 826 1039 1223 1302 1334 1291 1255 1150 974 
Figure 21, The effects of abnormal infant respiratory parameter values on the sensitivity of C (t) 
-6 i 
with respect to B, x 10 
Time 
(Mins.) 0 1 2 5 10 15 20 21 22 25 30 
Normal 210 28l 358 564 846 1036 1156 1059 946 682 386 
215 292 366 577 858 1044 1161 1059 
O
J 
1 0^ 
677 382 
Q=.l 200 250 298 436 635 801 939 930 902 824 713 
Q=.9 i6o 240 320 547 760 834 856 661 490 234 171 
T=.l| 190 256 330 526 809 1006 1134 1085 972 712 405 
k=.5 270 332 403 585 840 1031 1171 lli4 1045 870 649 
a=10.6 380 41+3 515 699 954 1138 1263 1196 1104 900 668 
a=k3.6 90 174 255 485 787 977 1089 958 822 445 132 
k2=.25 280 358 447 680 987 1193 1326 1231 1125 874 598 
B=350 110 152 188 276 371 415 431 396 334 210 132 
B=ll+00 335 475 6l4 1039 1666 2122 2429 2244 2049 1563 1002 
Table 22. Summary of adult sensitivity data of Tables H - 12 
Vl-5 Q=2 Q=18 T=.8 k=.25 a=224 a=896 k2= .32 B=350 B=I4OO 
0.5 1.2 O.h 1.3 1.0 1.0 0.8 1,0 0.8 1.3 
1.0 4.0 0.2 1.1 1.4 1.0 0.9 1.4 0.2 2.2 
1.0 U.o 0.2 1.1 1.8 1.0 0.9 1.4 0.2 2.3 
0.5 2.1 0.3 5.4 1.0 1.0 0.8 1.3 0.2 2.5 
a 
1.0 0,8 1.2 1.0 1.1 1.0 1.0 O.T 1.5 0.4 
1.0 0.8 1.2 1.0 1.1 0.9 1.1 O.T 1.5 0.4 
1.0 1.3 O.T 1.0 1.1 1.1 0.9 1.6 0.2 2.0 
1.0 2.3 0.6 1.0 1.2 1.3 0.8 1.2 0.3 L.T 
4^ 
1.0 1.1 0.8 1.0 1.1 1.1 0.9 1.3 0.2 2.9 
Table 23. Summary of infant sensitivity data of Tables 13-21 
Q= .1 Q=.9 T=.4 k=.5 a=10.9 A=45.6 kgT-ZS B=350 B=I4OO 
0.6 0.3 0.8 0.9 1.0 1.1 1.0 1.1 0.7 1.3 
Cm 
1.0 h.^ 0.2 1.0 1.7 1.1 1.2 1.4 0.5 1.5 
4' 1.0 4.5 0.2 1.0 5.2 1.1 1.2 1.3 0.5 1.5 
0.5 1.6 0.4 5.0 0.8 0.8 1.2 1.0 0.4 1.7 
a 
1.0 0.3 1.5 1.0 0.8 1.0 1.0 0.6 1.5 0.6 
4' 1.0 0.2 1.5 1.0 0.8 0.9 1.0 0.6 1.6 0.6 
1.0 1.5 0.5 1.0 1.1 1.0 1.0 1.8 0.5 1.3 
1.0 3.4 0.4 1.0 1.5 1.2 0.9 1.2 0.6 1.3 
4^ 1.0 0.8 0,6 1.0 1.0 1.1 1.0 1.1 0 .4  2.1 
