In many applications, the detection of a visually obscured magnetic target is followed by the characterization of the target, i.e. localization and magnetic moment estimation. Effective target characterization may reduce the detection false alarm rate as well as direct the searcher toward the target. We address the characterization of a static magnetic target by a three-axis fluxgate magnetometer installed on a stabilized mobile platform. The magnetometer readings are contaminated by magnetic noise, which results in a low signal-to-noise ratio. We formulate the problem as an over-determined nonlinear equation set using a magnetic dipole model for the target and use simulated annealing (SA) in order to rapidly find a good approximation to the global optimum of this equation set. Computer simulations demonstrate high accuracy of the SA method in localizing the target and estimating its magnetic moment in the presence of high-level noise. The high accuracy of the SA method is also exemplified in tests employing real-world magnetic signals. In addition to its high accuracy, the SA method is very rapid, making it appropriate for real-time practical applications.
Introduction
The magnetic field produced by a distant ferromagnetic target is considered as a dipole field which produces an anomaly in the Earth magnetic field [1] . Detection of this anomaly in the Earth magnetic field reveals the target [2] . Detection of a ferromagnetic target by a magnetic sensor installed on a mobile platform originated in the days of World War II. Detection of underwater vessels was expanded during the 'cold war', where each side wanted to localize submarines of the other side. In contrast to active detection methods [3] , the magnetic anomaly detection technique allows the searcher to stay undiscovered.
In many applications, detection should also be followed by characterization of the ferromagnetic target, i.e. localization and magnetic moment estimation [4] .
Localization is important in order to direct the searcher toward the target. Both localization and magnetic moment estimation aid in reducing the detection false alarm rate. Several algorithms have been proposed for target localization and magnetic moment estimation, such as Marquardt's gradient expansion algorithm [5] , LevinsonDurbin [6] and the genetic algorithm [7] . Nevertheless, an effective method that can handle real-time processing of a magnetic target signal contaminated by high-level magnetic noise has not yet been accomplished. We propose simulated annealing (SA) [8] as a global search method for finding the fittest solution to this problem.
Assuming a magnetic dipole model of the target, the problem of target characterization is formulated as a nonlinear, Figure 1 . A three-axis magnetometer installed on a mobile stabilized platform that moves along a track searching for a ferromagnetic target.
over-determined equation set. The SA method is applied to (sub) optimally solve the equation set and thereby to estimate the model parameters. Computer simulations demonstrate high accuracy and rapid execution of the method in the presence of high-level noise. In addition, the SA method achieves superiority over a state-of-the-art method, called population-based incremental learning (PBIL) [9] , for signalto-noise ratio values that correspond to practical applications. Besides being accurate in simulations, the SA method provides good target characterization of real-world magnetic signals.
Problem formulation
Consider a static ferromagnetic target which produces a distant magnetic field. The field can be modeled as a dipole field [1] ,
The vector B( m, r) is the measured magnetic field at location r from the target, m is the magnetic moment of the target and µ 0 is the permeability of free space. A three-axis magnetometer installed on a mobile platform can be used to sample the magnetic field at N different locations, as is depicted in figure 1 .
For N 1, we get from (1) an over-determined nonlinear equation set:
The samples B 
Substituting (3) into (2) leaves the model parameters m and r as the only unknown variables in (2) . Thus, for estimating the target magnetic moment and location, we should solve (2) for m and r. In practice, the target signal is contaminated by noise [10] ; hence, only an approximate solution can be found.
The SA approach
Simulated annealing is a global search method used to solve optimization problems [8] . Here, we propose the SA method in order to find a (sub) optimal solution of (2). For an effective application of the SA method, it is essential to make proper adjustment of the method parameters and design an object function which properly reflects state energy. The object function role is to evaluate the solution fitness and rank possible solutions in order to choose the most appropriate one.
The SA principle
Simulated annealing is inspired by physical annealing, which is a thermal process for obtaining low energy states of a solid in a heat bath. By analogy, SA assumes a system that has L different states: S 1 , . . . , S L . At each instant, the system can take only one state. Let us denote the current state by S k . Then, the acceptance of the system to take state S j in the next instant is defined by
where the energy values of states S k and S j are denoted by E k and E j , respectively, and temperature T is a control parameter. An acceptance value of unity ensures the transition from state S k to state S j , whereas the acceptance value of zero rejects the transition. A higher value of a kj indicates a higher probability for the proposed transition. For a constant temperature value, the system follows the thermal equilibrium principle [11] . Since the system is allowed to change states, it is more probable that it will reach a state with a lower energy. However, the system is permitted to transit temporarily from a low energy state to a higher energy state. This feature enables overcoming local minima. High values of T result in a higher probability of escaping local minima. As T decreases, the chances to escape local minima decrease. Thus, starting with a relatively high value of T, and moderately decreasing T, will allow the system to escape a local minimum and settle in new, lower energy equilibrium, which is closer to the optimal state. This process is summarized in the algorithm that is depicted in figure 2 . The definition of a state and the strategy for choosing a neighboring state, which are mentioned in figure 2, will be discussed below. 
Implementation of SA
The unknowns in (2) 
The indices x, y and z represent the projections onto the North, East and downward directions, respectively. Combining m and r into a single six-dimensional vector forms a state prototype:
In order to limit the number of examined states to a finite value, we use practical considerations. According to the expected target magnetic moment and location, we bound each of the state elements by minimum and maximum values. The desired resolution is determined based on the practical resolution required for target localization and magnetic moment estimation. Now, each of the state elements takes only a finite number of listed values. As a consequence, solving (2) turns into a problem of searching for the fittest state among a finite number of possible states. The SA algorithm considers accepting these neighboring states as an alternative for the current state. We identify neighboring states as those in which corresponding elements differ by no more than the resolution value. We describe the energy of state S j using the following object function:
The magnetic field B i m is measured by the three-axis magnetometer at the ith sample and B i c (S j ) is the magnetic field calculated by (1) for the same sample due to a dipole with the parameters defined in state S j . We see that the object function represents the mean-squared error between the measured and the calculated magnetic fields. Since the measured magnetic field is composed of the optimal (calculated) solution and noise, we can write
When the optimal solution is reached, the object function value approaches the noise power level.
Simulation with the SA method
Several tests were carried out in order to examine the ability of the SA method to localize a ferromagnetic target and estimate its magnetic moment. A target was placed at the origin of the coordinate frame. The target magnetic moment components were set to (10 A m Normal white noise was added to the samples and the noise power was adjusted according to the examined signal-tonoise ratio (SNR). Here, we use SNR as the ratio of the target signal power to the noise power in a window with a length of 2CPA, which contains most of the signal energy [2] . The magnitude of a magnetic target signal example contaminated by additive noise is shown in figure 3 .
After a short preliminary experimentation, the starting value of T was set at 10 −7 and the cooling rate at 0.95. The chosen resolution was 0.2 m for localization and 0.1 A m 2 for magnetic moment estimation. The SA algorithm ran for 300 successive decreasing values of T, where for each value of T, 60 neighboring states were examined resulting in a total of 18 000 possible solutions to check. 
Simulation results
Running the simulation for M noise realizations results in M localizations of the target and estimations of its magnetic moment.
The spread of localizations for 1000 noise realizations (M = 1000) with an SNR of 0 dB is depicted in figure 4 .
In order to evaluate the localization accuracy, we define the normalized mean localization error e r :
The normalized mean localization error can be considered as the radius of the localization spread around the actual target location normalized by CPA. Similarly, the target magnetic moment estimation accuracy is represented by the normalized mean moment error e m :
where | m| is the magnitude of the magnetic moment. A histogram of the estimated magnetic moment error normalized by | m| for 1000 SA executions is shown in figure 5 . Estimated values of e r and e m for increasing SNR values are depicted in figures 6 and 7, respectively. One thousand executions with different noise realizations were performed for each value of SNR in order to get reliable results. We note that e r and e m decrease with the SNR nearly to the value determined by the corresponding resolutions. The localization resolution was 0.2 m in each direction, and therefore for high SNR values, e r will tend to the ultimate (lowest) value e * r :
In the same manner, we can evaluate the ultimate magnetic moment error e * m for the above parameters, i.e. estimation resolution of 0.1 A m 2 and target magnetic moment magnitude of about 11.5 A m 2 , Figure 5 . Histogram of the estimated magnetic moment error for 1000 executions of the SA method and an SNR of 0 dB. 
Comparison to the PBIL method
The accuracies of the SA method in the localization of a magnetic target and estimation of its magnetic moment were compared to those of the PBIL method [9] . PBIL, a statistical approach to evolutionary computation that combines elements of genetic algorithms and competitive learning, is considered a state-of-the-art estimation method. Both methods were tested on the same simulation input signals, each checking 18 000 possible solutions in every algorithm execution. Figures 6 and 7 show that the SA method is more accurate than the PBIL method in target localization and magnetic moment estimation, respectively, for almost any value of SNR. For SNR < −2 dB, the PBIL method has some advantage with respect to localization error over the SA method; however, this advantage is insignificant. We also note that the standard deviation (STD) of the errors is smaller using the SA method than using the PBIL method, indicating the enhanced reliability of the former method. Therefore, considering both target localization and magnetic moment estimation and for practical SNR values, the SA method is superior to the PBIL method.
SA convergence
We have evaluated the convergence of the SA method using two criteria. The first criterion is the final value of the object function. The typical pattern of convergence in figure 8 demonstrates the tendency of the object function toward the noise power level, as was predicted by (8) .
The second criterion of convergence evaluation is the acceptance rate [11] , which is the ratio of the number of , where the energy level is high, the acceptance rate is about 1, indicating that almost every proposed state is accepted. The acceptance rate decreases with temperature until it reaches zero. As a consequence no more state transitions occur, because there is a low possibility for a neighboring state to further reduce the energy level. The convergence is successful if the state reached is nearly the fittest. Examination of the final values of the object function and acceptance rate helps in determining the SA parameters, namely the starting temperature, cooling rate, number of cooling phases and number of neighboring states to examine.
Experimental results
We have tested the ability of the SA method to handle realworld signals by applying it to a magnetic dipole target signal embedded in real-world magnetic noise. We moved the target with a magnetic moment of 1 A m 2 along a straight track from South to North. The track was designed so that the target would pass by a magnetic sensor at a CPA of 9 m. The magnetic sensor is based on the LEMI-019 fluxgate magnetometers with an intrinsic noise of less than 15 pT/ √ Hz at 1 Hz [12] 3 . There exist profound reviews of the principles and applications of fluxgate magnetometers [13, 14] . The magnetometer output was sampled with a sampling rate of ten samples per second. An acquired signal with an SNR of −1 dB is depicted in figure 10 . The dc component was removed by a built-in filter embedded in the magnetometer. We note that this signal is similar to the signal that would have been acquired by a moving magnetometer in the presence of a static magnetic target (platform and maneuver interferences can be compensated [15] ). We applied the proposed SA method to the acquired signal in order to obtain an estimation of the target magnetic moment and its location at the CPA point. The value of the estimated target magnetic moment was 0.9 A m 2 and that of the estimated location was 0.9 m away from the CPA point, which are erroneous by 10% compared with the real values. The limiting distance is determined by the SNR and the acceptable error value. For many practical applications, an error of 10% is acceptable and, therefore, for a target with a magnetic moment of 1 A m 2 the limiting distance is about 9 m.
In addition, figure 10 illustrates an estimated target signal that is obtained by substituting the estimated target magnetic moment and location into (1). The estimated target signal is compared to the pure target signal, which was calculated according to the actual (a priori known) target magnetic moment and location. Figure 10 shows the strong correspondence between the pure and estimated target signals, which indicates high quality of target characterization by the SA method even with a low SNR.
Further research
Future research will address in more detail the suitability of the proposed method to real-world magnetic noise with a 1/f power spectral density. The SA method will be applied to the magnetic signal preprocessed using a whitening filter [16] . In addition, we are interested in extending the use of the SA method to scalar magnetometer signals. This magnetometer has higher immunity to platform maneuver noise than the three-axis magnetometer we used here, which is advantageous for a mobile platform.
Conclusions
We addressed the localization and magnetic moment estimation of a static ferromagnetic target by a mobile threeaxis magnetometer. Assuming a magnetic dipole model of the target, the problem was formulated as a nonlinear, overdetermined equation set. We used the SA method to solve the equation set, and thereby estimated the model parameters. Accurate localization and magnetic moment estimation were demonstrated using numerous computer simulations. In addition, the SA method was found superior to the state-ofthe-art PBIL method. Besides being accurate in simulations, the SA method provided good target characterization for realworld magnetic signals, which were acquired by a fluxgate magnetometer under field conditions. The error in estimating either the target magnetic moment or the location was 10%. The short execution time together with its high accuracy make the SA method appropriate for real-time applications such as aeromagnetic search for ship wrecks [7] , localization of unexploded ordnance [17] and buried waste detection [18] . For these applications, both accurate localization and target magnetic moment estimation are of paramount importance.
