Abstract. Let Ω ⊂ R N , N ≥ 2, be a smooth bounded domain. We consider the boundary value problem
Introduction and main results
In this paper we study the existence and multiplicity of solutions to boundary value problems of the form (P)
where Ω ⊂ R N , N ≥ 2, is a bounded domain with smooth boundary, c and h belong to L q (Ω) for some q > N /2, µ belongs to L ∞ (Ω) and the solutions are searched in H 1 0 (Ω) ∩ L ∞ (Ω). There exist several mathematical reasons that make the study of nonlinear elliptic PDEs with quadratic growth in the gradient interesting. For instance, J.L. Kazdan and R.J. Kramer observed in 1978 that second order PDEs with quadratic growth in the gradient are invariant under changes of variable of type v = F(u). This took them to claim in [27, page 619] that "In the long run, the class of semilinear equations should be less important than some more general class of equations that is invariant under changes of variables". From a pure mathematical point of view, it is worth noting that, in Riemannian geometry, this type of equations naturally appears in the study of gradient Ricci solitons, see for instance [31, Section 1] . We also mention that problem (P) with c ≡ 0 corresponds to the stationary case of the Kardar-Parisi-Zhang model of growing interfaces introduced in [26] .
If c(x) 0 a.e. in Ω, i.e. c 0 or c changes sign, problem (P) behaves very differently and becomes much more richer than for c ≤ 0. The first paper which addressed this situation was [25] . Following [36] , which considered a particular case, the authors studied (P) with c 0 and µ(x) ≡ µ > 0 constant. For c q and µh N /2 small enough the existence of two solutions to (P) was obtained. This result has now been complemented and improved in several ways. The restriction µ constant was first removed in [6] . In that paper the authors imposed on c a dependence on a real parameter λ and considered λc 0. For µ(x) ≥ µ 1 > 0 a.e. in Ω and h 0, they proved the existence of at least two solutions for λ > 0 small enough. In this direction we refer also to [15] where, imposing stronger regularity on c and h, the authors removed the condition h 0. Under different sets of assumptions, the authors clarified the structure of the set of solutions to (P) for λc 0. Note that in [13] the above results were extended to the more general p-Laplacian case at the expense of considering µ constant. Also, in the frame of viscosity solutions and fully nonlinear equations, similar conclusions have been obtained in [32] under corresponding assumptions. All the above mentioned results require either µ to be constant or to be uniformly bounded from below by a positive constant (or similarly bounded from above by a negative constant). In [37] , assuming that λc, µ and h were non-negative, a first attempt to remove this restriction was presented. Under suitable assumptions on the support of the coefficient functions and for N ≤ 5, the existence of at least two solutions for λ > 0 small enough was obtained. Finally, let us point out that the only papers dealing with c which may change sign are [14, 24] . In [24] , the authors dealt with µ(x) ≡ µ > 0 constant and h 0 and they proved the existence of two solutions to (P) for c + q and µh N /2 small enough. The restrictions µ > 0 constant and h 0 were removed in [14] at the expense of considering a "thick zero set" condition on the support of c and suitable assumptions on µ. Let us stress that [14] is the unique paper dealing with the non-coercive case c 0 where µ may change sign.
In this paper we pursue the study of (P) and consider several situations where c and h may change sign. At the expense of considering µ constant we remove the "thick zero set" condition on c considered in [14] . Moreover, we extend in several directions the previously known results and clarify the structure of the set of solutions in the case c + 0. In order to state our main results, let us introduce the following order notions. Definition 1.1. For h 1 , h 2 ∈ L 1 (Ω) we write
• h 1 ≤ h 2 if h 1 (x) ≤ h 2 (x) for a.e. x ∈ Ω,
• h 1 h 2 if h 1 ≤ h 2 and meas({x ∈ Ω : h 1 (x) < h 2 (x)}) > 0.
For u, v ∈ C 1 (Ω) we write • u < v if, for all x ∈ Ω , u(x) < v(x),
• u ≪ v if u < v and, for all x ∈ ∂Ω, either u(x) < v(x), or, u(x) = v(x) and ∂u ∂ν (x) > ∂v ∂ν (x) , where ν denotes the exterior unit normal.
As a first main result, we completely characterize the limit coercive case. Let us consider the boundary value problem As observed in [14] , the structure of the set of solutions to (P) depends on the size of c + but it is not affected by the size of c − . To enlighten this, we replace c by a function c λ := λc + − c − with λ a real parameter. More precisely, we consider the boundary value problem Before going further and due to its importance in the rest of the paper, let us stress that for λ = 0 the problem (P λ ) reduces to
As an immediate corollary of Theorem 1.1, we have the following result. Having at hand this information about the limit coercive case, we turn to the study of the noncoercive case λ > 0. First, using mainly variational techniques, we prove the following theorem. Theorem 1.3. Assume (A 1 ) and suppose that (P 0 ) has a solution. Then, there exists Λ > 0 such that, for all 0 < λ < Λ, (P λ ) has at least two solutions. Remark 1.3. This result improves and generalizes the main results obtained in [24, 25] .
Considering stronger regularity assumptions on the coefficient functions and combining lower and upper solution methods with variational techniques, we improve the conclusions of Theorem 1.3. We derive a more precise information on the structure of the set of solutions to (P λ ) when λ > 0. Under the assumption 
• for λ > λ the problem (P λ ) has no solutions u such that c + u ≥ 0. Theorem 1.5. Assume (A 2 ) and suppose that (P 0 ) has a solution u 0 with c + u 0 0. Then, for every λ > 0, the problem (P λ ) has at least two solutions u λ,1 , u λ,2 ∈ C 1 0 (Ω) such that:
To state our next result, let us assume that (P 0 ) has a solution u 0 , define the linearized operator
and denote by γ 1 > 0 the principal eigenvalue of
(Ω). We refer to the proof of Proposition 2.8 for its existence under the assumption (A 2 ). Then, we have the following result. Theorem 1.6. Assume (A 2 ) and suppose that (P 0 ) has a solution u 0 with c + u 0 ≡ 0. Then:
a) Under the assumption (A 2 ), for all λ ∈ R, every solution to (P λ ) belongs to C 
Theorems 1.4, 1.5 and 1.6 extend the main existence results of [15] to the case where c may change sign. Moreover, unlike [15] , we do not assume global sign conditions on u 0 (solution to (P 0 )). Hence, even in the case where c − ≡ 0, i.e. c has a sign, our hypotheses are weaker than the corresponding ones in [15] . c) Theorem 1.4 removes the "thick zero set" condition on the support of c λ considered in [14, Theorem 1.2] and gives somehow a more precise information. In turn, here µ is constant and we require stronger regularity on the coefficient functions c λ and h + .
Finally, we give sufficient conditions in terms of h ensuring that the hypotheses of Theorem 1.4, 1.5 or 1.6 are satisfied.
Corollary 1.7. Under the assumption (A 2 ), it follows that:
• If h 0 and (P 0 ) has a solution, then the conclusions of Theorem 1.4 hold.
• If h 0, then the conclusions of Theorem 1.5 hold.
• If h ≡ 0, then the conclusions of Theorem 1.6 hold.
, by Theorem 1.1, the problem (P 0 ) has always a solution. b) Let us consider the boundary value problem
which changes sign, and
The unique solution to (P 0 ) is given by
and satisfies u 0 0 and c + u 0 ≡ 0. This example first shows that u 0 0 does not imply c + u 0 0. It also shows that we can have c + u 0 ≡ 0 without having h ≡ 0 and finally that we can enter in the framework of Theorem 1.6 without having a sign on h.
We provide now some ideas of the proofs of Theorems 1.3, 1.4 , 1.5 and 1.6. First of all we notice that, as µ is assumed to be a constant, we can perform a Cole-Hopf change of variable and reduce (P λ ) to a semilinear problem. Considering
one can check that u is a solution to (P λ ) if, and only if, v > −1/µ is a solution to
where g is given by
Hence, we need to control from below the solutions v to (1.7). This is one of the main difficulties we have to face when dealing with (1.7). More precisely, we need to verify that every solution v to (1.7) satisfies v > −1/µ. To that end, we truncate problem (1.7) using a lower solution u λ to (P λ ). More precisely, we define
and introduce the problem
We then show that the solutions to (Q λ ) satisfy v ≥ α λ > −1/µ and so, they give solutions to (P λ ).
Under the assumptions of Theorem 1.4, we easily see that u 0 is a lower solution to (P λ ) for all λ > 0 and we shall use it as u λ in the definition of α λ . In the other cases, we do not have an obvious lower solution at hand. However, in Section 5, we manage to construct a lower solution u λ to (P λ ) below every upper solution to this problem. Using this lower solution u λ in the definition of α λ , we obtain a problem (Q λ ) which is completely equivalent to (P λ ). Let us point out that the fact that c λ has no sign causes several difficulties in this construction. We refer to Proposition 5.2 for more details.
The main advantage of problem (Q λ ) which respect to (P λ ) is that it admits a variational formulation. We shall then look for solutions to (Q λ ) as critical points of the associated functional
and
When λ is positive, this functional is unbounded from below. Then, in trying to obtain critical points, we have to overcome several difficulties. First, we shall notice that g is only slightly superlinear at infinity. Hence, I λ does not satisfies an Ambrosetti-Rabinowitz type condition. Moreover, the coefficient functions c λ and h have no sign. In this context, to prove that the Palais-Smale sequences are bounded requires a special care. See Section 4 for more details.
Having at hand the Palais-Smale condition for I λ with λ > 0, we shall look for critical points which are either local minimum or of mountain-pass type. In Theorem 1.3, we work mainly with variational techniques as in [24, 25] . Nevertheless, since our hypotheses are weaker than the corresponding ones in [24, 25] , to prove that the mountain-pass geometry holds becomes more involved.
In Theorems 1.4, 1.5 and 1.6 we combine lower and upper solution with variational techniques. In all three theorems, a first solution is obtained throughout the existence of well-ordered lower and upper solutions. This solution is further proved to be a local minimum. Then, we obtain a second solution by a mountain-pass type argument.
The rest of the paper is organized as follows. In Section 2 we recall some auxiliary results that will be useful in the rest of the paper. Section 3 is concerned with the proof of Theorem 1.1. In Section 4 we prove the Palais-Smale condition for the functional associated to (Q λ ). Section 5 is devoted to the construction of the strict lower solution u λ to (P λ ) below every upper solution to this problem. The proofs of Theorems 1.3, 1.4 and 1.5 are done respectively in Sections 6, 7 and 8. In Section 7 we prove the first part of Theorem 1.6 and of Corollary 1.7, the rest of their proofs being postponed to Section 8. Finally, in Appendix A, we prove a Hopf's boundary point Lemma with unbounded lower order terms. 
Notation.
R − = ] − ∞, 0[. 3) For v ∈ L 1 (Ω) we define v + = max(v, 0) and v − = max(−v, 0). 4) For a, b ∈ L 1 (Ω) we denote {a ≤ b} = {x ∈ Ω : a(x) ≤ b(x)} . 5) The space H 1 0 (Ω) is equipped with the norm u := Ω |∇u| 2 dx 1/2 . 6) For p ∈ [1, +∞[, the norm ( Ω |u| p dx) 1/p in L p (Ω)2N /(N − 2) if N ≥ 3 and 2 * = +∞ in case N = 2. The norm in L ∞ (Ω) is u ∞ = esssup x∈Ω |u(x)|.
Preliminaries
This section presents some definitions and known results which are going to play an important role throughout the work. Let us start with some results on lower and upper solution. We consider the boundary value problem (2.1)
where ξ belongs to L 1 (Ω) and 
. This problem can be handled variationally. We consider the associated functional J :
and we recall the following results. 
Then the infimum of J on M is achieved at some v, and such v is a solution to (2.2). Proof. The proof follows as in [13, Corollary 2.6] using Proposition 2.2 and the fact that, as f is an L p -Carathéodory function for some p > N , the classical regularity results imply that v ∈ C 1 (Ω). 
for some C > 0 and σ ≤ 2 * − 1. In that case, we are exactly in the framework of [12] . Now, let us recall some abstract results in order to find critical points of J other than local minima. Definition 2.3. Let (X, · ) be a real Banach space with dual space (X * , · * ) and let Φ : X → R be a C 1 functional. The functional Φ satisfies the Palais-Smale condition at level c ∈ R if, for any Palais-Smale sequence at level c ∈ R, i.e. for any sequence {x n } ⊂ X with
there exists a subsequence {x n k } strongly convergent in X.
Take two points e 1 , e 2 ∈ X and define
Assume that Φ satisfies the Palais-Smale condition at level c and that
Then, there is a critical point of Φ at level c, i.e. there exists x 0 ∈ X such that Φ(x 0 ) = c and Φ ′ (x 0 ) = 0. 
and assume that Φ satisfies the Palais-Smale condition at any level d ∈ R. Then:
Another key ingredient in the proofs of Theorems 1.4, 1.5 and 1.6 is the following result that can be seen as a combination of the Strong maximum principle and the Hopf's Lemma with unbounded lower order coefficients. This can be obtained as a Corollary of [35, Theorem 4.1] . Nevertheless, for the benefit of the reader, we provide a self-contained proof adapted to our setting in Appendix A. Under the assumption
we obtain the following result.
Theorem 2.7. Assume (2.3) and let u ∈ C 1 (Ω) be an upper solution to We also need the following maximum and anti-maximum principles for non-selfadjoint second order operators with unbounded lower order coefficients. 
has a unique principal eigenvalue γ 1 > 0 with corresponding eigenfunction
• For all γ ∈ ] − ∞, γ 1 [, the solution w to (2.5) satisfies w ≫ 0.
• For γ = γ 1 the problem (2.5) has no solution.
• There exists
Proof. Let us define m = max{m, 1} and consider the eigenvalue problem
It is clear that γ is an eigenvalue of (2.4) if and only if µ = 0 is an eigenvalue of (2.6). Note also that a − γ m + γ + m ≥ 0. Then, we consider the operator
where v is the unique solution to
By the compact embedding from W 2,p (Ω) → C 1 0 (Ω), the choice of m and Theorem 2.7, we observe that K γ is compact and strongly positive (i.e. u 0 ⇒ K γ u ≫ 0). Hence, applying the Krein-Rutman Theorem (see for instance [40, Theorem 7 .C and Corollary 7.27]), we prove the existence of a unique eigenvalue µ 1 (γ ) of (2.6) with eigenfunction ϕ ≫ 0 and, for h ∈ L p (Ω) with p > N and h 0, that the non-homogeneous problem
Now, arguing as in [30] , we prove that the function µ 1 (γ ) is concave and, following [20] , that µ 1 (0) > 0 and lim γ →+∞ µ 1 (γ ) = −∞. This proves the existence of a unique γ 1 > 0 such that µ 1 (γ 1 ) = 0, i.e. a unique principal eigenvalue γ 1 > 0 to problem (2.4).
Finally, having at hand the existence and uniqueness of the principal eigenvalue γ 1 > 0, the rest of the proof follows exactly as in [20] .
Solving the limit coercive case
This section is devoted to the proof of Theorem 1.1. Let us first recall some of the notation introduced in Section 1. For a function d ∈ L q (Ω) for some q > N /2 we recall that
Let us emphasize that W 0 = {w ∈ H 
we can prove that Assume that (
Now, by Young's inequality, observe that
Hence, gathering (3.3)-(3.4) and using the density of
and W d ⊆ W 0 , we obtain by (3.5) that
Assume by contradiction that
Then, by standard arguments there exists φ 0 ∈ W d ⊆ W 0 non-negative such that
Thus, by Remark 3.1, (3.6) and (3.7), we have that
and so, that φ 0 is an eigenfunction associated to the first eigenvalue (which is then equal to zero) of the eigenvalue problem
Applying then [19, Theorem 8.20] we deduce that φ 0 > 0 in Ω. Since d 0, this contradicts that φ 0 ∈ W d and the result follows.
4. An auxiliary variational problem and its Palais-Smale condition
As explained in the introduction, to control from below the solutions to (1.7), we modify the problem using a lower solution to problem (P λ ). The aim of this section is to introduce and study this auxiliary problem. First of all, inspired by [13, Section 5], let us define
In the following lemma we gather some already known properties of these functions.
Proof. See [13, Lemma 5.1] for i), ii) and iii). See [25, Lemma 7] for iv). Now, let u λ ∈ H 1 (Ω) ∩ L ∞ (Ω) be a lower solution to (P λ ). We define the function
and, before going further, observe that α λ ≥ −1/µ + ε for some ε > 0. We consider then the auxiliary truncated problem
and g is defined in (4.1). Following [13, Lemma 5.2] one can obtain the next lemma.
be a lower solution to (P λ ) and define α λ by (4.2). Then, it follows that: 
and (4.6)
Note that, under the assumption (A 1 ), since g has subcritical growth (see Lemma 4.1), it is standard to show that I λ, α λ ∈ C 1 (H 1 0 (Ω), R). Now, we are going to show that, for any λ > 0, the functional I λ, α λ satisfies the Palais-Smale condition (see Definition 2.3). First we show that the Palais-Smale sequences are bounded. Actually, we prove a slightly more general result. Our proof is inspired by [24] . However, since we do not assume h 0 and truncate the nonlinearity, it is significantly more involved. Let us define
where 
Gathering (4.8) and (4.9) we deduce that
, and the claim follows. To prove that {v + n } is also bounded we assume by contradiction that v n → ∞ and introduce the sequence {w n } ⊂ H Hence, up to a subsequence, it follows that w n ⇀ w weakly in H 1 0 (Ω), w n → w strongly in L r (Ω) for 1 ≤ r < 2 * and w n → w a.e. in Ω. We split the rest of the proof into several steps:
Step 1: w ≡ 0.
As v − n is bounded and by assumption v n → ∞, clearly w − ≡ 0. It then remains to prove that w + ≡ 0. We first prove that c λ w ≡ 0. Assume by contradiction that c λ w + 0 and observe that for every ϕ ∈ H 1 0 (Ω), we can write (4.10)
Actually, using that g is bounded on ] − ∞, α + λ ∞ ] and that w − ≡ 0, we obtain that
Equivalently, we deduce that, for every ϕ ∈ H 1 0 (Ω),
Since c λ w + 0, we may choose ϕ ∈ H 1 0 (Ω) and a measurable subset
As g(s) − s ≥ 0 on R (see Lemma 4.1), it follows that
Moreover, observe that
Hence, applying Fatou's Lemma we deduce that lim inf
which yields a contradiction with (4.11). Thus, we conclude that c λ w ≡ 0. Now, we take ϕ = w in (4.10) and divide by v n . Using that c λ w ≡ 0 and that
and so, since w n ⇀ w weakly in H 1 0 (Ω) and w n → w strongly in L r (Ω), for 1 ≤ r < 2 * , that
By this last identity and the facts that w ≥ 0 and c λ w ≡ 0, the condition m c λ > 0 implies that w ≡ 0.
Step 2:
First of all, observe that
Hence, using that w ≡ 0 and that
Step 3:
By the definition of g (see (4.1)) and Step 2, we have
Now, as there exists D > 0 such that
we deduce that
and, since w n → w ≡ 0 strongly in L r (Ω) for all 1 ≤ r < 2 * , we obtain that
The claim then follows from (4.12) and the property of the logarithm that implies
Step 4: lim sup
First of all, defining H(s) = 1 2 g(s)s − G(s), observe that
or equivalently (4.13)
Now, using that for every s > − 
We easily deduce that each term of the right hand side goes to zero and the Claim follows.
Step 5: Conclusion.
Considering together Steps 3 and 4, we deduce that lim inf
which clearly contradicts the fact that w ≡ 0. Since we have a contradiction, we conclude that v n is bounded, as desired. 
A lower solution to (P λ ) below every upper solution
The aim of this section is to construct a lower solution to (P λ ) below every upper solution to the problem. The construction of this lower solution relies on the following a priori lower bound proved by the first author and L. Jeanjean in [15] . Let us consider the boundary value problem
under the assumption 
Thanks to Lemma 5.1, there exists M λ,2 > 0 such that, for every
and denote by α its solution. Since −λM λ,2 c + (x) − h − (x) − λM λ,1 c + (x) − 1 < 0, the weak maximum principle implies that α ≤ 0. Then, observe that, for every β 1 upper solution to (5.3), we have that
Consequently, it follows that
on ∂Ω, and, by the comparison principle, that β 1 ≥ α. Now, we introduce the problem
Observe that β 1 and 0 are upper solutions to (5.5) . Recalling that the minimum of two upper solutions is an upper solution, it follows that β = min{0, β 1 } is an upper solution to (5.5). As α is a lower solution to (5.5) with α ≤ β, applying Theorem 2.1, we conclude the existence of v λ minimal solution to (5.5) with α ≤ v λ ≤ β = min{0, β 1 }.
Now, observe that v λ is an upper solution to (5.3). Hence, it follows that v λ > −M λ,2 and so, that v λ is a solution to (5.3).
Finally, let us introduce u λ = v λ − M λ,1 and observe that
Hence, we have that u λ is a lower solution to (P λ ) with u λ ≤ −M λ,1 . Thus, since every β upper solution to (P λ ) satisfies min Ω β > −M λ,1 , we have that u λ is the desired lower solution.
Remark 5.2. The constant µ > 0 can be replaced by a function µ ∈ L ∞ (Ω) with µ(x) ≥ µ 1 > 0 a.e. in Ω and the result still holds true.
Proof of Theorem 1.3
The aim of this section is to prove Theorem 1.3. For every λ ∈ R, let us denote by u λ ∈ H 1 (Ω) ∩ L ∞ (Ω) the lower solution to (P λ ) constructed in Proposition 5.2. We choose this u λ as lower solution in (4.2) and we consider, for the sake of simplicity, the more compact notation I λ := I λ, α λ for the functional I λ, α λ defined in (4.4) . First of all, we are going to prove that I λ has a mountain-pass geometry for λ > 0 small enough. We begin proving some auxiliary estimates. 
Proof. First of all, observe that for all v ∈ H 1 0 (Ω) we can write
Hence, using that, for all λ ∈ R, α λ ∈ [−1/µ, 0] and Lemma 4.1, i), we have that, for all λ ∈ [0, Λ 1 ],
The estimate (6.1) follows immediately from the Sobolev inequality. 
Gathering (6.3) and (6.4) we deduce the existence of 0 < Λ ≤ Λ 1 such that, for all λ ∈ [0, Λ] and all v ∈ H 1 0 (Ω) with v + = R, the following inequality holds (6.5)
Now, for the constants Λ > 0 and R > 0 previously given, we define D := {v ∈ H 1 0 (Ω) : v + < R} and consider an arbitrary λ ∈ [0, Λ]. In order to finish the proof, we are going to show that
Let v ∈ ∂D fixed but arbitrary. By (6.2), (6.5) and the fact that 
Now, since by Lemma 4.1, we have
we deduce that lim t→∞ I λ (tv) = −∞ and the lemma follows.
Gathering Lemmas 6.2 and 6.3 we deduce that, for λ > 0 small enough, I λ possess a mountainpass geometry. Once this is proved, we first show the existence of a local minimum of I λ and then we prove Theorem 1.3. Proof. i) Let β ∈ C 1 0 (Ω) be an upper solution to (P λ ) with λ > 0 and c + β ≥ 0. It is clear that β is an upper solution to (P 0 ). Hence, by Lemma 7.1, we have β ≥ u 0 . Now, let us prove that β ≫ u 0 . To that end, we define w = β − u 0 and observe that
Applying then Theorem 2.7, we deduce that w ≫ 0 and so that β ≫ u 0 .
ii) As c + u 0 0, we easily observe that u 0 is a lower solution to (P λ ). Moreover, if u is a solution to (P λ ) with u ≥ u 0 then c + u ≥ c + u 0 0. By i), we have that u ≫ u 0 . This proves that u 0 is a strict lower solution to (P λ ). ) We argue by contradiction. Suppose that u is a solution to (P λ ) with c + u ≥ 0 and let γ 1 > 0 be the first eigenvalue and ϕ 1 > 0 be the first eigenfunction to the eigenvalue problem
Multiplying (P λ ) by ϕ 1 and integrating it follows that
Hence, as by i) we know that u ≥ u 0 , if λ > γ 1 it follows that
Since c + u 0 0 and ϕ 1 > 0 , (7.1) gives a contradiction for λ large enough. Now, we split the proof into several steps:
Step 1: For all 0 < λ < λ, (P λ ) has a strict upper solution β λ ≫ u 0 .
By the definition of λ, we can find λ ∈ ]λ, λ[ and u λ solution to (P λ ) with c + u λ ≥ 0. Then, observe that u λ ∈ C 1 0 (Ω) is an upper solution to (P 0 ) and so, by Lemma 7.2, u λ ≫ u 0 . Finally, in order to prove that u λ is a strict upper solution to (P λ ), let us consider a solution u to (P λ ) with u ≤ u λ and introduce
Hence, applying Theorem 2.7, we obtain that w ≫ 0, and so that β λ = u λ is the required strict upper solution.
Step 2: For every 0 < λ < λ, there exists v ∈ C Step 3:
Step 2, we have the existence of a first critical point v λ,1 ∈ C 1 0 (Ω), which is a local minimum of J λ and satisfies v λ,1 ≫ v 0 . Since the Palais-Smale condition at any level d ∈ R holds, by Theorem 2.6, we have two options. If we are in the first case, then together with Lemma 6.3, we see that J λ has the mountain-pass geometry and by Theorem 2.5, we have the existence of a second solution to (Q λ, v 0 ) . In the second case, we have directly the existence of a second solution to (Q λ, v 0 ) . Then, by Lemma 4.2, we conclude the existence of at least two solutions u λ,1 , u λ,2 to (P λ ) with u λ,i ≥ u 0 for i = 1, 2.
Moreover, without loss of generality we can choose the first solution u λ,1 as the minimal solution with u λ,1 ≥ u 0 . Hence, we have u λ,1 u λ,2 as otherwise there exists a solution with u 0 ≤ u ≤ min{u λ,1 , u λ,2 } which contradicts the minimality of u λ,1 . As u 0 is strict, we obtain that u λ,1 ≫ u 0 . Now observe that, by convexity of y → |y| 2 , the function β = Step 1, we can see that β is a strict upper solution to (P λ ). As u λ,1 β u λ,2 and β is strict, we deduce that u λ,1 ≪ u λ,2 .
Step 4:
Directly observe that u λ 2 ,1 is an upper solution to (P λ 1 ) which is not a solution. Hence, as u λ 1 ,1 is the minimal solution to (P λ 1 ) with u λ 1 ,1 ≥ u 0 , we deduce that u λ 1 ,1 ≤ u λ 2 ,1 . Arguing as in Step 1, we conclude that u λ 1 ,1 ≪ u λ 2 ,1 , as desired.
Step 5: Existence of solution to (P λ ).
Let {λ n } be a sequence with 0 < λ n < λ and λ n → λ and let {v n } be the corresponding sequence of minimum of J λ n obtained in Step 2. This implies that Applying Lemma 4.2 we conclude that u λ = 1 µ ln(1 + µv λ ) is a solution to (P λ ). Moreover, by construction and as u 0 is a strict lower solution, we have u λ ≫ u 0 ;
Step 6: Uniqueness of solution to (P λ ).
Assume by contradiction the existence of two solutions u 1 , u 2 to (P λ ) with c + u 1 ≥ 0 and c + u 2 ≥ 0. As in Step 3, we can assume that u 0 ≪ u 1 ≪ u 2 . By strict convexity of the nonlinearity and Theorem 2.7, it is easy to prove that, for all λ ∈ ]0, 1[, β λ = λu 1 + (1 − λ)u 2 is a strict upper solution to (P λ ). This implies in particular that there is no solution u 3 to (P λ ) with
as otherwise, defineλ = sup{λ ∈ [0, 1] | λu 1 + (1 − λ)u 2 − u 3 ≫ 0} and observe that u 3 is a solution to (P λ ) with u 3 ≤ βλ but not u 3 ≪ βλ, which contradicts the fact that βλ is a strict upper solution to (P λ ). Now, let us define v i = 1 µ (e µu i − 1) for i = 1, 2, the corresponding solution to (Q λ, v 0 ). By Lemma 4.2, we deduce from the above argument that the problem (Q λ, v 0 ) has no solution v 3 with
As v 0 and β 1/2 are strict lower and upper solutions to (Q λ, v 0 ) and v 1 is the unique solution of (Q λ, v 0 ) with v 0 v 1 β 1/2 , we deduce from Corollary 2.3 and Proposition 2.4 that v 1 is a local minimum of J λ . Let us prove the existence of r > 0 such that (7.3) inf
Otherwise, by Theorem 2.6, for all n ∈ N, there exists w n with w n − v 1 = 1 n , J λ (w n ) = J λ (v 1 ) and w n is a solution to (Q λ, v 0 ). Moreover, as v 1 is the minimum solution to (Q λ, v 0 ), we have also w n v 1 . By a bootstrap argument, we prove that w n − v 1 C 1 → 0 and hence, for n large enough,
which contradicts (7.2).
This implies the existence of ε > 0 such that, for all λ
Hence, arguing as in the proof of Proposition 6.4, we deduce that, for some λ > λ, the problem (Q λ, v 0 ) has a solution which is a local minimum of J λ (v) . This contradicts the definition of λ.
As a consequence of this result we prove the first part of Corollary 1.7.
Proof of the first part of Corollary 1.7. Let u 0 be the unique solution to (P 0 ). Since (A 2 ) holds, we know that u 0 ∈ C 1 0 (Ω). Now, observe that
Hence, since h 0, by Theorem 2.7, it follows that that u 0 ≫ 0 , and so, in particular that c + u 0 0. The corollary then follows immediately from Theorem 1.4.
We end this section with the proof of the first part of Theorem 1.6. Proof. First of all, by Proposition 2.8 applied to L u 0 (defined in (1.4) ) with m = c + and h ≡ 1, we know that, for 0 < λ < γ 1 there exists w ≫ 0 solution to
We consider then β := u 0 + εw with ε > 0 and we are going to prove that, for ε > 0 small enough, β is an upper solution to (P λ ). Directly observe that, for ε > 0 small enough,
Hence, since β = 0 on ∂Ω and w ≫ 0, we have that β is an upper solution to (P λ ) with β ≫ u 0 .
To prove that β is strict, let u be a solution to (P λ ) with u ≤ β. Define ϕ = β − u and observe that
Applying Theorem 2.7, we obtain that ϕ ≫ 0, and so that β is strict.
Proof of the first part of Theorem 1.6. Let us split the proof into two steps:
Step 1 Step 2: Conclusion.
As in
Step 3 of the proof of Theorem 1.4, we have the existence of two solutions to (P λ ). As u 0 is a solution to (P λ ), now the minimal solution above u 0 is u 0 . Hence the two solutions satisfy u 0 ≡ u λ,1 u λ,2 . Then, arguing as in the proof of Theorem 1.4, Step 3, we deduce that u 0 ≡ u λ,1 ≪ u λ,2 and the result follows. The aim of this Section is to prove Theorem 1.5 and the rest Theorem 1.6 and of Corollary 1.7. As in Section 6, we choose u λ ∈ H 1 (Ω) ∩ L ∞ (Ω), the lower solution to (P λ ) constructed in Proposition 5.2, as lower solution in (4.2) and we use the notation I λ := I λ, α λ for the functional I λ, α λ defined in (4.4). We begin proving the uniqueness of solutions with c + u ≤ 0 under suitable assumptions. Proposition 8.1. Assume (A 2 ) and suppose that (P 0 ) has a solution u 0 with c + u 0 0. Then, for every λ ∈ R, the problem (P λ ) has at most one solution u with c + u ≤ 0.
Proof. First of all, observe that for λ ≤ 0 the result follows from [5, Theorem 1.1]. Hence, we just consider the case λ > 0. Let us split the proof into three steps:
Step 1: If u is a lower solution to (P λ ) with c + u ≤ 0 then u ≪ u 0 .
Let u be solution to (P λ ) with c + u ≤ 0. We easily observe that u is a lower solution to (P 0 ). Hence, by Lemma 7.1, it follows that u ≤ u 0 . Now, let us introduce w = u 0 − u and observe that
Hence, by Theorem 2.7, we deduce that w ≫ 0 and so, that u ≪ u 0 , as desired.
Step 2: If we have u 1 and u 2 two solutions to (P λ ) with c + u 1 ≤ 0 and c + u 2 ≤ 0 then we have two ordered solutionsũ 1 ũ 2 ≤ u 0 .
By
Step 1, we have u 1 ≪ u 0 and u 2 ≪ u 0 . In case u 1 and u 2 are not ordered, using that u 0 is an upper solution to (P λ ) and the maximum of two lower solutions is a lower solution, by Theorem 2.1, we deduce the existence of u 3 solution to (P λ ) such that max{u 1 , u 2 } ≤ u 3 ≤ u 0 . We conclude taking u 1 = u 1 andũ 2 = u 3 .
Step 3: Conclusion.
We assume by contradiction the existence of u 1 and u 2 solutions to (P λ ) such that c + u 1 ≤ 0 and c + u 2 ≤ 0. By Steps 1 and 2, we can suppose without loss of generality that u 1 u 2 ≪ u 0 . As u 0 − u 2 ≫ 0, observe that the set {v ∈ C 1 0 (Ω) | v ≤ u 0 − u 2 } is an open neighbourhood of 0 and so, that the set {ε > 0 | u 2 − u 1 ≤ ε(u 0 − u 2 )} is not empty. We definē
Observe that 0 <ε < ∞ and (Ω) and we use the compact notation I λ := I λ, α λ . Then, we split the proof into several steps:
Step 1: For every λ > 0, there exists v ∈ C Step 2: For every λ > 0 the exists at least two solutions u λ,1 , u λ,2 ∈ C Step 3:
The proof follows as in Step 4 of the proof of Theorem 1.4.
Proof of the second part of Corollary 1.7. Since h 0 and (A 2 ) holds, the problem (P 0 ) has always a solution u 0 ∈ C 1 0 (Ω). Moreover, observe that 0 is an upper solution to (P 0 ). Hence, by Lemma 7.1, it follows that u 0 ≤ 0. Now, as u 0 satisfies
we deduce by Theorem 2.7 that u 0 ≪ 0 and, in particular that c + u 0 0. Thus, the corollary follows immediately from Theorem 1.5. Step 2: For λ > γ 1 , the problem (P λ ) has at least two solutions u λ,1 ≡ u 0 ≫ u λ,2 ∈ C 1 0 (Ω). Since c + u 0 ≡ 0, it is clear that u λ,1 ≡ u 0 is a solution for every λ ∈ R. On the other hand, by Step 1, we deduce the existence of a second solution u λ,2 ∈ C 1 0 (Ω) with u λ,2 ≪ u λ,1 ≡ u 0 .
We assume by contradiction that there exists u solution to (P γ 1 ) with u u 0 . Let us then define w := u − u 0 and observe w solves In this section we prove Theorem 2.7 which can be seen as a combination of the Strong maximum principle and the Hopf's Lemma. As said in Section 2, our proof is inspired by [35] . Let us begin with some preliminary results that will be needed to prove Theorem A.6. Throughout the appendix we assume N ≥ 2. in Ω, u = 0, on ∂Ω.
As a consequence of the previous lemma we obtain an existence result with inhomogeneous boundary conditions. Proof. We argue by contradiction. Assume the existence of sequences {ε n } ⊂ [0, 1/4] and {u n } solutions to (P ε ) with ε = ε n such that u n C 1 (ω) → +∞, as n → ∞.
Without loss of generality (up to a subsequence if necessary) we may assume that 1 ≤ u n C 1 (ω) , ∀ n ∈ N.
We consider then v n := From the definition of w n , we deduce the existence of C 2 > 0 (independent of n) such that v n W 2,p (ω) ≤ C 2 .
Since p > N , by the Sobolev compact embedding, we have that, up to a subsequence v n → v in C 1 (ω) for some v ∈ C 1 (ω). Moreover, by Lemma A.4, we have a ∈ L p (ω) (resp. B ∈ (L p (ω)) N ) with a ≥ 0 such that a ε n ⇀ a weakly in L p (ω) (resp. B ε n ⇀ B weakly in (L p (ω)) N ). This implies that v is a weak solution to        −∆v + B(x), ∇v + a(x)v = 0, in ω, v = 0, on ∂ω.
By [28, Proposition 3.10], we deduce that v ≡ 0. This contradicts the fact that v n → v in C 1 (ω) and the result follows.
Having at hand all the needed ingredients, we prove the Hopf's Lemma with unbounded lower order terms. Step 2: Let M > 0 given by Lemma A.5. For every ε ∈ (0, 1/4) there exists ϕ ε ∈ C 1,τ (ω) for some τ > 0 solution to (P ε ) such that ϕ ε C 1 (ω) ≤ M.
The existence follows from Corollary A.2 and the uniform bound from Lemma A.5.
Step 3: Let ϕ ε the solution to (P ε ) given by Step 2. There exists ε ∈ (0, 1/4) such that, for all ε ∈ (0, ε), it follows that 
