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matter projections are more expensive in terms of their material and energy costs, thus making connections between spatially far brain structures less likely 8 .
Interestingly, the topology of many real networks seems to be characterized by a latent hyperbolic geometry and the hyperbolic space is a promising universal space of representation for real networks, preserving many of their fundamental topological properties 9 . However, mapping a given real network to its hyperbolic space remains still an open challenge. The Popularity Similarity Optimization (PSO) model proposed that the trade-off between node popularity and similarity contributes to establish new connections and the hyperbolic space offers a congruous geometrical representation for this mechanism of self-organization 9 . In particular, according to the PSO model, the radial coordinates and the angular distances of the nodes in the hyperbolic disk respectively represent the node popularity and similarity.
To the best of our knowledge, the few attempts that have been made to reveal the brain connectivity's intrinsic geometry in the Euclidean space failed 10 , and the embedding of brain connectomes is still an unexplored field. In this regard, by using game theory and threedimensional Euclidean embedding, Gulyás et al. 11 showed that the brain has a highly navigable skeleton, which reflects that the spatial organization of the brain is nearly optimal for information transfer. Ye et al. (2015) , using dimensionality reduction techniques, one linear (multidimensional scaling) and one nonlinear (Isomap), introduced a new mathematical framework that, as anticipated above, failed to represent the three-dimensional intrinsic geometry of the human brain connectome 10 , concluding that such "intrinsic geometry only minimally relates to neuroanatomy" 10 . However, the fact that the intrinsic geometry they inferred did not relate to neuroanatomy could be imputed to embedding limitations of the employed algorithms. In fact, the brain networks are physically expensive systems and it is likely that several features of real brain anatomy have been structured to control such wiring costs 8 . It is well known that human brain networks show both anatomically short-distance connections and long-distance pathways between several spatially remote modules and anatomical areas.
Network geometry is a promising field and has the potential to promote a significant improvement in revealing and understanding the hidden geometry from which emerges a complex network structure in healthy and pathological conditions. Nevertheless, as we mentioned above, mapping real networks into the hyperbolic space remains an open problem.
Recently, Thomas et al. 12 and Muscoloni et al. (article under revision) 13 proposed coalescent embedding, a class of topological-based unsupervised nonlinear dimension reduction machine learning able to perform efficient mapping of complex networks in the 2D hyperbolic disk, the 3D hyperbolic sphere, and potentially also in higher-dimensions. Applying this new class of algorithms, we investigated whether we were able to demonstrate unsupervisedly -exploiting only the mere topology of the brain networks -that it is possible to disclose in the hyperbolic space the fundamental properties of the hidden brain geometry, which in our case is inferred from the MR-DTI structural connectivity. We considered three different brain weighted networks, each network was obtained from a different dataset (Table 1) as the mean or median of all the weighted networks that characterized the healthy individuals included in the dataset.
The network weights of the first and second datasets present a value that relates to the number of streamlines (NOS) between brain regions, while in the third dataset the streamlines distance (SD) is reported. In general, we selected datasets that differ for typology of weights and the technical details are given in the Methods and Suppl. Information.
Coalescent embedding in the 2D hyperbolic disk perfectly segregates the structural networks into two distinct sections, corresponding to the left and right hemispheres ( Fig. 1 ) of the brain.
The segregation has value 1 on a range of [0,1] estimated using two different circularseparation-scores (see methods for technical details), which are measures of accuracy that evaluate the level of correct separation of the node labels (in this case left and right) on the angular coordinates of the disk. Such pattern of segregation clearly emerged from all the datasets analysed (Table 1) , but for simplicity of narration hereafter we will show the figures of the dataset that offered the best results. In this case, we selected Dataset I (Nigro et al.
)
and the median-network is represented in Fig. 1 . It seems that the first rule of organization of brain networks that emerges in the geometrical space is their structural segregation in two hemispheres, which is a simple concept yet quite neglected in previous studies on brain connectomics. Furthermore, we observed that also the anterior, central and posterior part of the brain were correctly allocated and segregated in the 2D hyperbolic disk (Fig. 2) . Circularseparation-scores -evaluating the matching between the angular organization of the nodes in the 2D embedding space and their real anatomical arrangement (according to node labels anterior-central-posterior) -are shown in Table 1 for the three datasets analysed. Interestingly, for the Dataset I, ncMCE offered also in this case a perfect angular node alignment (Fig. 2) .
Hence, we can conclude that both left-right and frontal-central-back node arrangementobtained by coalescent embedding in the 2D hyperbolic disk -respected the brain morphology with an impressive level of accuracy, providing the first important result of this study.
At this point, we were ready to investigate a more complicated hypothesis: if the structural brain networks hide a latent but clear anatomy-related geometry, the result of coalescent embedding in the 2D hyperbolic disk should respect also the traditional and well-known brain lobes organization. A previous study failed to prove this important correspondence 10 . Fig. 3 instead surprisingly confirms such hypothesis, and shows that the brain median-network of the Dataset I embedded by ncMCE segregates into spatially and anatomically distinct subnetworks corresponding to the brain lobes with almost perfect matching. Table 1 shows the circular separation scores for each of the three datasets, considering both mean and median networks for each dataset, and using all the coalescent embedding algorithms. Interestingly, the level of matching between embedding and anatomy is always high (accuracy>0.7) for at least one of the coalescent embedding algorithms in all the three datasets. In particular, we notice that ncMCE, which is a hierarchical embedding technique, offers top performance in the first dataset, while manifold techniques such as ISO and ncISO works better in the other two datasets. We speculate that these results might be related with the different strategies and linkweight-variables used to build the connectomes of the three different datasets, and we leave
this technical topic open for future studies.
As explained in 12, 13 , among the unsupervised machine learning techniques adopted for coalescent embedding, the manifold-based (ISO, ncISO and LE) were the only ones that could be extended for mapping to the three-dimensional (3D) hyperbolic space. Although the 2D hyperbolic disk already offers an almost perfect reconstruction of the brain anatomy, the addition of the third dimension highlights the close relation between the latent geometry and the real brain lobes anatomy. Astonishingly, Figs. 4-6 and Suppl. Video 1,2,3 show that regardless of the manifold-based coalescent embedding technique adopted, all of them could reconstruct a 3D brain network mapping that resembles that original lobar geometrical arrangement proper of the known brain anatomy.
In addition, in Dataset III (van den Heuvel), we found that human structural brain networks exhibited a significant different geometry in two age range-specific groups (22-25 and 31-35 years old respectively). This latent geometry variation clearly emerged using coalescent embedding and considering as markers for the discrimination the average hyperbolic distance (HD) and hyperbolic shortest path (HSP) between the nodes 12, 13 . On the contrary, the average of the original weights could not reveal any significant change between the two groups ( Table   2 ). We also investigated the possibility to detect age-related geometrical changes in the brain networks using the 3D hyperbolic sphere. Suppl. Table 1 confirms that all the methods and hyperbolic markers, apart from LE-3D-HSP, allow to discriminate between the two conditions using the three dimensions. However, there is not a significant improvement with respect to the 2D embedding, which appears to be enough to detect age-related between-groups variation in the latent geometry of brain networks contained in this dataset.
If the age modifies the latent geometry of the healthy connectomes, pathological conditions related with brain degeneration should impair the latent geometry of patients' connectomes.
Therefore, it was natural to investigate whether hyperbolic markers such as the ones described above, could be useful tools also to detect pathological-related between-groups variations in de novo drug naïve Parkinson's Disease (PD) patients in respect to healthy controls. The last interesting finding of our work is that our algorithms allow the detection of brain network geometrical pathological differences in the hyperbolic space. Indeed, we demonstrate that both the HD and HSP markers allow to uncover the altered latent geometry in the structural brain networks of the PD patients. On the contrary, also in this comparison, the mean of the weights in the original topology could not provide significant differences between the controls and PD groups (Table 3) . Then, we widened the framework from the 2D to the 3D hyperbolic space.
The analysis of the 3D hyperbolic embedding revealed that all the coalescent embedding methods and all the hyperbolic markers could significantly identify the alteration in the intrinsic brain geometry of de novo drug naïve PD patients as shown in Suppl. Table 3 shows that just HyperMap-HD allows to significantly detect latent geometry variations, but not the others HyperMap-based approaches. On one side this suggests that the HyperMap approaches generally offer a lower discriminative power, but on the other side confirms the latent geometry network modifications occurring in the 2D hyperbolic space because of the pathological condition.
Taken together our results suggest that, although the human structural brain networks are weakly hyperbolic (Table 4) , the coalescent embedding algorithms still offer a powerful tool for revealing the latent brain geometry. We hope that these findings will represent a convincing starting point to bridge the gap between brain networks topology and latent geometry. Finally, we believe that the introduced methodology of connectomic investigation will open a new scenario for analysing brain disorders. The 2D geometrical space for structural brain connectome representation could be used for diagnostic and prognostic purpose and for therapeutic treatment evaluation, with possible impact across many domains of neurology and psychiatry.
Methods

Brain networks datasets
The coalescent embedding methods have been tested on 4 structural human brain networks datasets.
Dataset I:
The first healthy controls dataset was taken from a study on structural network connectivity in Parkinson's Disease patients 14 , from which we included tractography-based networks of 30 healthy controls. For description and details of the construction of the structural connectivity matrices we refer to previous work of 14 . In 
Dataset III:
The third healthy controls dataset, including the tractography-based connectivity matrices of 486 healthy subjects, was constructed from the T1 and diffusion weighted imaging data of the Human Connectome Project (WU-Minn HCP Data -1200 Subjects release) 17, 18 .
Individual connectomes have been provided by the Dutch Connectome Lab, Utrecht, Netherlands and have been created following a procedure as explained in 19, 20 . The streamlines distance (SD) between each node has been considered as the weight of the connectomes in order to reconstruct a distance network.
Dataset IV: this dataset is a patient-control dataset including de novo drug naïve Parkinson's Disease patients. Data was acquired on a 3T Philips Achieva clinical scanner at the IRCCS Centro Neurolesi "Bonino Pulejo", Messina, Italy. A detailed description of enrolled participants, magnetic resonance imaging data acquisition, preprocessing procedure, tractography and connectome reconstruction can be found in Suppl. Information. In the connectivity matrices, each edge represents the connectivity strength measured by NOS as provided by Constrained Spherical Deconvolution-based tractography 21, 22 . Table 4 summarizes some characteristics of the brain connectomes used in the present paper.
Evaluation of the anatomical arrangement
In order to evaluate the latent geometry of brain networks, each network node was assigned to For each dataset and every anatomical arrangement, the evaluation has been performed according to the following procedure:
1. Given a set of connectivity matrices, an average connectivity matrix is generated using either the mean or the median operator.
2. The accuracy of the coalescent embedding techniques can be improved if the network links are weighted using values that suggest the connectivity geometry 12, 13 . Since the weights in the given connectivity matrices can indicate either connection strength (i.e. in
Datasets I and II) or distances between the adjacent nodes (i.e. Dataset III), in the first
case the values need to be reversed. The assumption is that the higher the strength the higher the similarity between the adjacent nodes, therefore the lower their distance. For every edge ( , ) the weight is reversed according to the following formula:
Where is the average connectivity matrix computed at the previous point, ′ is the reversed average connectivity matrix, x and x are respectively the maximum and minimum edge weights in .
The average connectivity matrix (reversed or not according to the previous point) is embedded in the two-dimensional hyperbolic space using the coalescent embedding techniques (MCE, ncMCE, ISO, ncISO and LE), which give as output the polar coordinates ( , ) of the nodes in the hyperbolic disk (for details on the methods please refer to the original publication 12, 13 ).
3. The arrangement of the nodes over the angular coordinate space is compared to the annotated anatomical arrangement in order to evaluate the extent to which nodes belonging to the same anatomical class are close to each other in the angular coordinate 
Evaluation of geometrical modifications in two conditions
In order to evaluate the geometrical modifications of the brain networks corresponding to subjects in two different conditions (i.e. two age ranges in Dataset III and healthy versus pathological in Dataset IV), we assigned a geometrical marker to every network in the dataset and then we performed tests for assessing the discrimination between the two groups.
For each connectivity matrix in the dataset, the geometrical marker has been assigned according to different methods.
1. The matrix is embedded in the 2-dimensional hyperbolic space using the coalescent embedding techniques (MCE, ncMCE, ISO, ncISO and LE as dimension reduction methods, with and without equidistant adjustment). Note that if the weights of the connectivity matrices indicate connection strength and not distances, they need to be reversed as described in the previous section. The marker is computed with two different options:
a. Mean among all the pairwise hyperbolic distances of the nodes in the hyperbolic disk.
b. Mean among all the pairwise hyperbolic shortest paths of the nodes in the hyperbolic disk, where the hyperbolic shortest path is defined as the sum of the hyperbolic distances over the shortest path.
2. The matrix is embedded in the 3-dimensional hyperbolic space using the coalescent embedding techniques (ISO, ncISO and LE as dimension reduction methods). Note that if the weights of the connectivity matrices indicate connection strength and not distances, they need to be reversed as described in the previous section. The marker is computed with the same two different options described in 1.a and 1.b, but considering distances in the hyperbolic sphere rather than in the hyperbolic disk.
3. The matrix is embedded in the 2-dimensional hyperbolic space using the HyperMap 15 and HyperMap-CN 16 techniques. Note that in this case the matrix is treated as unweighted (for details on the methods please refer to the original publications). The marker is computed with the same two different options described in 1.a and 1.b.
4. The marker is computed as the mean of all the edge weights in the original matrix.
Once assigned for each method a geometrical marker to every connectivity matrix, three different tests are applied to the two populations of markers associated to the two groups in order to assess the ability of every method to discriminate the brain networks in the two conditions. The first test is the Wilkoxon rank-sum test, equivalent to the Mann-Whitney Utest, which is a nonparametric test for equality of population medians of two independent samples X and Y 23 . The other measures reported are the area under the receiver operating characteristic curve (AUROC or AUC for brevity) 24 and the area under the precision-recall curve (AUPR) 25 , two performance scores usually adopted in classification tasks.
Hardware and software details AlbC, AM and CVC analysed the results. CVC led, directed and supervised the study.
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https://github.com/biomedical-cybernetics. . All the groups are perfectly separated over the hyperbolic disk, apart from the filled grey nodes, which were not considered when computing the circular separation scores, since they did not suit to be included in any anatomical class due to their deep subcortical location. have not been considered when computing the circular separation scores, represent grey matter structures placed in the deep white matter and therefore they did not suit to be included in any brain lobe. Note that the circular separation scores, reported in Table 1 for this figure, have value 1 because they are rounded, in reality there is only one mistake in the bottom-right region of the disk where one purple and one blue are swapped. Lobe, the magenta colour the Temporal Lobe, the blue the Occipital Lobe, whereas the grey colour characterizes the nodes that have not been assigned to any lobe, since they represent grey matter structures placed in the deep white matter. It is worthy to note that the brain network geometry resembles almost perfectly the real brain anatomy, as evident from the 3D representation of a real brain. The whole brain placed anteriorly to the reconstructed network has been split into the left and right hemispheres in order to show the Right Temporal (magenta) and Occipital (blue) Lobes and to make even more visible the close relation between the latent geometry of the brain and the brain anatomy itself. Furthermore, another interesting finding is that we were able to reconstruct such latent geometry unsupervisedly starting from the mere topology of the network. MRI Acquisition, quality control, preprocessing and processing.
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Whole brain structural (diffusion tensor imaging, DTI) data was acquired from 115 healthy subjects (58Males, 57Females) using a 3.0T MRI scanner (Siemens Trio; Siemens, Erlangen, Germany). Detailed information on the standardized acquisition protocols, quality control measures, and image preprocessing are provided in previously published studies [1] [2] [3] [4] [5] .
Structural gray-matter. Structural T1-image segmentation and regional parcellation were conducted using FreeSurfer 6,7 following the nomenclature described in Destrieux et al. 6 and the Harvard-Oxford subcortical Atlas. This parcellation results in the labeling of 165 regions, 74 bilateral cortical structures, 7 subcortical structures, the brainstem, and the cerebellum.
Anatomical network construction. Regional parcellation and tractography results were combined to produce a weighted, undirected connectivity matrix. White matter connectivity for each subject was estimated between the 165 brain regions using DTI fiber tractography MRI Acquisition, quality control, preprocessing and processing.
The following MRI sequences were acquired using a 3T Achieva Philips scanner equipped with a 32-channels SENSE head coil (Best, Netherlands): Detailed information on image preprocessing, diffusion signal modeling and tractography are provided in previous works [14] [15] [16] [17] [18] . Briefly image preprocessing included: i) realignment and reorientation of individual images (both DWIs and T1) to the anterior commissure so that each part of the brain in all volumes was in the same position; ii) motion and susceptibility distortion artefacts correction using tools available within SPM8 Matlab toolbox Structural gray-matter. For both controls and PD subjects, cortical parcellation and subcortical segmentation were performed on co-registered T1 images with the default reconstruction pipeline of Freesurfer image analysis suite by using the Desikan-Killiany atlas 20 , which is documented and freely available for download online 21 (http://surfer.nmr.mgh.harvard.edu/).
In this way, we obtained a total of 84 nodes, including sub-cortical GM nuclei and cerebellar hemispheres. However, FreeSurfer may lead to high variability in spatial location and extent of deep GM structures 22 , thus we overcame this problem by replacing them with the more biologically accurate segmentations provided by FSL's FIRST tool 23 . The quality of parcellation and segmentation was manually checked for each subject by two of the authors (Alb. C. and Ale. C.)
Anatomical network construction. Diffusion signal was modeled using a modified High Angular Resolution Diffusion Imaging (HARDI) technique, namely CSD which consists in estimating, for each voxel, a fiber Orientation Distribution Function (fODF). fODF is a continuous function of the sphere which reflects the number and direction of the orientations within a given voxel and their relative weightings. Further information on CSD technique can be found in [14] [15] [16] [17] [18] .
CSD probabilistic whole brain tractography by generating one million streamlines using WM masks previously estimated both as seed and mask ROIs. Before this step, a small dilatation to WM masks was applied in order to allow streamlines to reach our ROIs, placed in GM, for subsequent analyses. Both fODF estimation and tractography were performed by using MRtrix3 software package (http://www.mrtrix.org). For each subject, streamlines were mapped to the relevant nodes defined by the parcellation of that subject's anatomical image. In line with other studies 24, 25 , we considered each brain structure as a node and the inter-regional number of streamlines as edges to construct an 84x84 connectivity matrix Cij=[cij], as the connection strength between pairwise nodes is usually measured by the number of streamlines via which they are interconnected [26] [27] [28] . oscillations between a small increase and a little decrease of performance depending on the method.
