Abstract
Introduction
Power consumption is one of the top concerns of Very Large Scale Integration (VLSI) circuit design, for which Complementary Metal Oxide Semiconductor (CMOS) is the primary technology. Today's focus on low power is not only because of the recent growing demands of mobile applications. Even before the mobile era, power consumption has been a fundamental problem. Power consumption of CMOS consists of dynamic and static components. Although dynamic power accounted for 90% or more of the total chip power previously, as the feature size shrinks, e.g., to 0.09µ and 0.065µ, static power has become a great challenge for current and future technologies. Based on the International Technology Roadmap for Semiconductors (ITRS) [1] , Kim et al. report that subthreshold leakage power dissipation of a chip may exceed dynamic power dissipation at the 65nm feature size [2] .
One of the main reasons causing the leakage power increase is increase of subthreshold leakage power. When technology feature size scales down, supply voltage and threshold voltage also scale down. Subthreshold leakage power increases exponentially as threshold voltage decreases. Furthermore, the structure of the short channel device lowers the threshold voltage even lower. Another contributor to leakage power is gate-oxide leakage power due to the tunneling current through the gate-oxide insulator. Although gate-oxide leakage power may be comparable to subthreshold leakage power in nanoscale technology, we assume other techniques will address gateoxide leakage; for example, high-k dielectric gate insulators may provide a solution to reduce gate-leakage [2] . Therefore, this paper focuses on reducing subthreshold leakage power consumption.
Although leakage power consumption is a problem for all CMOS circuits, in this paper we focus on SRAM because SRAM typically occupies large area and transistor count in a System-on-a-Chip (SoC). Furthermore, considering an embedded processor example, SRAM accounts for 60% of area and 90% of the transistor count in Intel XScale [3] , and thus may potentially consume large leakage power.
In this paper, we propose the sleepy stack SRAM cell design, which is a mixture of changing the circuit structure as well as using high-V th . The sleepy stack technique [4] achieves greatly reduced leakage power while maintaining precise logic state in sleep mode, which may be crucial for a product spending the majority of its time in sleep or stand-by mode. Based on the sleepy stack technique, the sleepy stack SRAM cell design takes advantage of ultralow leakage and state saving. This paper is organized as follows. In Section 2, prior work in low-leakage SRAM design is discussed. In Section 3, our sleepy stack SRAM cell design approach is proposed. In Section 4 and 5, experimental methodology and the results are presented. In Section 6, conclusions are given.
Previous work
In this section, we discuss state-of-the-art low-power memory techniques, especially SRAM and cache techniques on which our research focuses.
One easy way to reduce leakage power consumption is by adopting high-V th transistors for all SRAM cell transistors. This solution is simple but incurs delay increase.
Azizi et al. observe that in normal programs, most of the bits in a cache are zeros. Therefore, Azizi et al. propose an Asymmetric-Cell Cache (ACC), which partially applies high-V th transistors in an SRAM cell to save leakage power if the SRAM cell is in the zero state [5] . However, the ACC leakage power savings are quite limited in case of a benchmark which fills SRAM with mostly nonzero values.
Nii et al.
propose Auto-Backgate-Controlled Multi-Threshold CMOS (ABC-MTCMOS), which uses Reverse-Body Bias (RBB) to reduce leakage power consumption [6] . RBB increases threshold voltage without losing logic state. This increased threshold voltage reduces leakage power consumption during sleep mode. However, since the ABC-MTCMOS technique needs to charge large wells, ABC-MTCMOS requires significant transition time and power consumption.
The forced stack technique achieves leakage power reduction by forcing a stack structure [7] . This technique breaks down existing transistors into two transistors and takes an advantage of the stack effect, which reduces leakage power consumption by connecting two or more turned off transistors serially. The forced stack technique can be applied to a memory element such as a register [8] or an SRAM cell [9] . However, delay increase may occur due to increased resistance, and the largest leakage savings reported under specific conditions is 90% compared to conventional SRAM in 0.07µ technology [9] .
Sleep transistors can be used for SRAM cell design. Using sleep transistors, the gated-V dd SRAM cell blocks pull-up networks from the V dd rail (pMOS gated-V dd ) and/or blocks pull-down networks from the Gnd rail (nMOS gated-V dd ) [10] . The gated-V dd SRAM cell achieves low leakage power consumption from both the stack effect and high-V th sleep transistors. However, the gated-V dd SRAM cell [10] loses state when the sleep transistors are turned off.
Flautner et al. propose the "drowsy cache" technique that switches V dd dynamically [11] . For short-channel devices such as 0.07µ channel length devices, leakage power increases due to Drain Induced Barrier Lowering (DIBL), thereby increasing subthreshold leakage current. The drowsy cache lowers the supply voltage during drowsy mode and suppresses leakage current using DIBL. The drowsy cache technique can retain stored data at a leakage power reduction of up to 86% [11] .
Our sleepy stack SRAM cell can achieve more power savings than a high-V th , an ACC or a drowsy cache SRAM cell. Furthermore, the sleepy stack SRAM does not require large transition time and transition power consumption unlike ABC-MTCMOS.
Approach
We first introduce our recently proposed low-leakage structure named "sleepy stack" in Section 3.1. Then, we explain our newly proposed "sleepy stack SRAM" in Section 3.2.
Sleepy stack leakage reduction
The sleepy stack technique has a structure merging the forced stack technique and the sleep transistor technique. We use half size transistor width of the original transistor (i.e., we use W 0 /2) for the sleep transistor width of the sleepy stack.
During active mode, S=0 and S =1 are asserted, and thus all sleep transistors are turned on. This structure potentially reduces circuit delay (compared to not adding sleep transistors) because (i) added sleep transistors are always on during active mode and thus at each sleep transistor drain, the voltage value connected to a sleep transistor is always ready during active mode and (ii) there is a reduced resistance due to the two parallel transistors. Therefore, we can introduce high-V th transistors to the sleep transistors and transistors in parallel with the sleep transistor without incurring large (e.g., 2X or more) delay overhead. During sleep mode, S=1 and S =0 are asserted, and so both of the sleep transistors are turned off. The high-V th transistors and the stacked transistors in the sleepy stack approach suppress leakage current. In short, using high-V th transistors, the sleepy stack technique potentially achieves 200X leakage reduction over the forced stack technique. Furthermore, unlike the sleep transistor technique [10] , the sleepy stack technique can retain exact logic state while achieving similar leakage reduction.
Sleepy stack SRAM cell
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Figure 2: SRAM cell leakage paths
We design an SRAM cell based on the sleepy stack technique. The conventional 6-T SRAM cell consists of two coupled inverters and two wordline pass transistors as shown in Figure 2 . Since the sleepy stack technique can be applied to each transistor separately, the six transistors can be changed individually. However, to balance current flow (failure to do so potentially increases the risk of soft errors [9] ), a symmetric design approach is used. There are two main types of subthreshold leakage currents in a 6-T SRAM cell: cell leakage and bitline leakage (see Figure 2 ). It is very important when applying the sleepy stack technique to consider the various leakage paths in the SRAM cell. To address the effect of the sleepy stack technique properly, we consider four combinations of the sleepy stack SRAM cell as shown in Table 1 . In Table 1 , "Pull-Down (PD) sleepy stack" means that the sleepy stack technique is only applied to the pull-down transistors of an SRAM cell as indicated in the bottom dashed box in Figure 3 . "Pull-Down (PD), wordline (WL) sleepy stack" means that the sleepy stack technique is applied to the pull-down transistors as well as wordline transistors. Similarly, "Pull-Up (PU), Pull-Down (PD) sleepy stack" means that the sleepy stack technique is applied to the pull-up transistors and the pull-down transistors (but not to the wordline transistors) of an SRAM cell. Finally, "Pull-Up (PU), PullDown (PD), wordline (WL) sleepy stack" means that the sleepy stack technique is applied to all the transistors in an SRAM cell.
The PD sleepy stack can suppress some part of the cell leakage. Meanwhile, the PU, PD sleepy stack can suppress the majority of the cell leakage. However, without applying the sleepy stack technique to the wordline (WL) transistors, bitline leakage cannot be significantly suppressed. Although lying in the bitline leakage path, the pull-down sleepy stack is not effective to suppress both bitline leakage paths because one of the pull-down sleepy stacks is always on. Therefore, to suppress subthreshold leakage current in a SRAM cell fully, the PU, PD and WL sleepy stack approach needs to be considered as shown in Figure 3 .
The sleepy stack SRAM cell design results in area increase because of the increase in the number of transistors. However, we halve the transistor widths in a conventional SRAM cell to make the area increase of the sleepy stack SRAM cell not necessarily directly proportional to the number of transistors. Halving a transistor width is possible when the original transistor width is at least 2X larger than the minimum transistor width (which is typically the case in modern high performance SRAM cell design). Unlike the conventional 6-T SRAM cell, the sleepy stack SRAM cell requires the routing of one or two extra wires for the sleep control signal(s). 
Experimental methodology
To evaluate the sleepy stack SRAM cell, we compare our technique to (i) using high-V th transistors as direct replacements for low-V th transistors (thus maintaining only 6 transistors in an SRAM cell) and (ii) the forced stack technique [7] ; we choose these techniques because these two techniques are state saving techniques without high risk of soft error [9] . Although Asymmetric-Cell SRAM explained in Section 2 is also a state-saving SRAM cell design, we do not consider Asymmetric-Cell SRAM because we assume that our SRAM cells are filled equally with '1s' and '0s.' This is not the condition that ACC prefers, and under this condition the leakage power savings of ACC are smaller than the high-V th SRAM cell, which uses high-V th for all six transistors.
We first layout SRAM cells of each technique. Instead of starting from scratch, we use the CACTI model for the SRAM structure and transistor sizing [12] . We use NCSU Cadence design kit targeting TSMC 0.18µ technology [13] . By scaling down the 0.18µ layout, we obtain 0.07µ technology transistor level HSPICE schematics [4] , and we design a 64x64bit SRAM cell array.
We estimate area directly from our custom layout using TSMC 0.18µ technology and scale to 0.07µ using the following formula: 0.07µ area = 0.18µ area × (0.07µ) 2 / (0.18µ) 2 × 1.1 (non-linear overhead) [4] . We are aware this is not exact, hence the word "estimate." We also assume the area of the SRAM cell with high-V th transistors is the same as with low-V th transistors. This assumption is reasonable because high-V th can be implemented by changing gate oxide thickness, and this almost does not affect area at all. We estimate dynamic power, static power and read time of each of the various SRAM cell designs using HSPICE simulation with Berkeley Predictive Technology Model (BPTM) targeting 0.07µ technology [14] . The read time is measured from the time when an enabled wordline reaches 10% of the V dd voltage to the time when either bitline or bitline' drops from 100% of the precharged voltage to 90% of the precharged voltage value while the other remains high. Therefore, one of the bitline signal remains at V dd , and the other is 0.9xV dd . This 10% voltage difference between bitline and bitline' is typically enough for a sense amplifier to detect the stored cell value [15] . Dynamic power of 
Results
We compare the sleepy stack SRAM cell to the conventional 6-T SRAM cell, high-V th 6-T SRAM cell and forced stack SRAM cell. For the "high-V th " technique and the forced stack technique, we consider the same technique combinations we applied to the sleepy stack SRAM cell -see Table 1 .
To properly observe the techniques, we compare 13 different cases as shown in Table 2 . Case1 is the conventional 6-T SRAM cell, which is our base case. Cases 2, 3, 4 and 5 are 6-T SRAM cells using the high-V th technique. PD high-V th is the high-V th technique applied only to the pull-down transistors. PD, WL high-V th is the high-V th technique applied to the pull-down transistors as well as to the wordline transistors. PU, PD high-V th is the high-V th technique applied to the pull-up and pull-down transistors. PU, PD, WL high-V th is the high-V th technique applied to all the SRAM transistors. Cases 6, 7, 8 and 9 are 6-T SRAM cells with the forced stack technique [7] . PD stack is the forced stack technique applied only to the pull-down transistors. PD, WL stack is the forced stack technique applied to the pull-down transistors as well as to the wordline transistors. PU, PD stack is the forced stack technique applied to the pull-up and pull-down transistors. PU, PD, WL stack is the forced stack technique applied to all the SRAM transistors. Please note that we do not apply high-V th to the forced stack technique because the forced stack SRAM with high-V th incurs more than 2X delay increase. Cases 10, 11, 12 and 13 are the four sleepy stack SRAM cell approaches as listed in Table 1. For sleepy stack SRAM, high-V th is applied only to the sleep transistors and the transistors parallel to the sleep transistors as shown in Figure 3 . Table 2 shows the area of each technique. Please note that SRAM cell area can be reduced further by using minimum size transistors, but reducing transistor size increases cell read time. Some SRAM cells with the forced stack technique show smaller area even compared to the base case. The reason is that divided transistors can enable a particularly squeezed design [4] . The sleepy stack technique increases area by between 33% and 113%. The added sleep transistors are a bottleneck to reduce the size of the sleepy stack SRAM cells. Further, wiring the sleep control signals (an overhead we do not consider in Table 2) makes the design more complicated. Although SRAM cell read time changes slightly as temperature changes, the impact of temperature on the cell read time is quite small. However, the impact of threshold voltage is large. We apply 1.5xV th and 2xV th for the high-V th technique and the sleepy stack technique. As shown in Table 3 , the delay penalty of the forced stack technique (with all low-V th transistors) is between 35% and 70% compared to the standard 6-T SRAM cell. This is one of the primary reasons that the forced stack technique cannot use high-V th transistors without incurring dramatic delay increase (e.g., 2X or more delay penalty is observed using either 1.5xV th or 2xV th ).
Area

Cell read time
Among the three low-leakage techniques, the sleepy stack technique is the second best in terms of cell read time. The PU, PD, WL high-V th with 2xV th is 16% faster than the PU, PD, WL sleepy stack with 2xV th at 110 o . Since we are aware that area and delay are critical factors when designing SRAM, we will explore area and delay impact using tradeoffs in Section 5.4. However, let us first discuss leakage reduction (i.e., without yet focusing on tradeoffs, which will be the focus of Section 5.4).
Leakage power
We measure leakage power while changing threshold voltage and temperature because the impact of threshold voltage and temperature on leakage power is significant. Table 4 shows leakage power consumption with two high-V th values, 1.5xV th and 2xV th , and two temperatures, 25 o C and 110 o C, where Case1 and the cases using the forced stack technique (Cases 6, 7, 8 and 9) are not affected by changing V th because these use only low-V th . (Please note the absolute numbers are available in [4] .) Our results at 25 o C show that Case5 is the best with 2xV th and Case13 is the best with 1.5xV th . Specially, at 1.5xV th , Case5 and Case13 achieve 25X and 60X leakage reduction over Case1, respectively. However, the leakage reduction comes with delay increase. The delay penalty is 11% and 45%, respectively, compared to Case1.
Results at 110
o C Absolute power consumption numbers at 110 o C show more than 10X increase of leakage power consumption compared to the results at 25 o C. This could be a serious problem for SRAM because SRAM often resides next to a microprocessor whose temperature is high.
At 110 o C, the sleepy stack technique shows the best result in both 1.5xV th and 2xV th even compared to the high-V th technique. The leakage performance degradation under high temperature is very noticeable with the high-V th technique and the forced stack technique. For example, at 25 o C the high-V th technique with 1.5xV th (Case5) and the forced stack technique (Case9) show around 96% leakage reduction. However, at 110 o C the same techniques show around 91% of leakage power reduction compared to Case1. Only the sleepy stack technique achieves superior leakage power reduction; after increasing temperature, the sleepy stack SRAM shows 5.1X and 4.8X reductions compared to Case5 and Case9, respectively, with 1.5xV th .
When the low-leakage techniques are applied only to the pull-up and pull-down transistors, leakage power reduction is at most 65% (2xV th , 110 o C) because bitline leakage cannot be suppressed. The remaining 35% of leakage power can be suppressed by applying lowleakage techniques to wordline transistors. This implies that bitline leakage power addresses around 35% of SRAM cell leakage power consumption. This trend is observed for all three technniques considered, i.e., high-V th , forced stack and sleepy stack.
Tradeoffs in low-leakage techniques
Although the sleepy stack technique shows superior results in terms of leakage power, we need to explore area, delay and power together because the sleepy stack technique comes with non-negligible area and delay penalties. To be compared with the high-V th technique at the same cell read time, we consider four more cases for sleepy stack SRAM in addition to the cases already considered in Table 4 ; we increase the widths of all wordline and pull-down transistors (including sleep transistors). Specifically, for the sleepy stack technique, we find new transistor widths of wordline transistors and pull-down transistors such that the result is delay approximately equal to the delay of the 6-T high-V th case, i.e., Case5. The new cases are marked with '*' (Cases 10*, 11*, 12*, 13*). The results are shown in Table 5 . To enhance readability of tradeoffs, each table is sorted by leakage power. Although we compared four different simulation conditions, we take the condition with 2xV th at 110 o C and 2xV th at 110 o C as important representative technology points at which to compare the trade-offs between techniques. We choose 110 o C because generally SRAM operates at a high temperature and also because high temperature is the "worst case." In Table 5 , we observe six Pareto points, respectively, which are in shaded rows, considering three variables of leakage, delay, and area. Case13 shows the lowest possible leakage, 2.7X smaller than the leakage of any of the prior approaches considered; however, there is a corresponding delay and area penalty. Alternatively, Case13* shows the same delay (within 0.2%) as Case5 and 2.26X leakage reduction over Case5; however, Case13* uses 125% more area than Case5. In short, this paper presents new, previously unknown Pareto points at the low-leakage end of the spectrum (for a definition of a "Pareto point," please see [16] ). Table 6 shows power consumption during read operations. The active power consumption includes dynamic power used to charge and discharge SRAM cells plus leakage power consumption. At 25 o C leakage power is less than 20% of the active power in case of the standard low-V th SRAM cell in 0.07µ technology according to BPTM [14] . However, leakage power increases 10X as the temperature changes to 110 o C although active power increases 3X. At 110 o C, leakage power is more than half of the active power from our simulation results. Therefore, without an effective leakage power reduction technique, total power consumption -even in active mode -is affected significantly.
Active power
Static noise margin
Changing the SRAM cell structure may change the static noise immunity of the SRAM cell. Thus, we measure the Static Noise Margin (SNM) of the sleepy stack SRAM cell and the conventional 6-T SRAM cell. The SNM is defined by the size of the maximum nested square in a butterfly plot. The SNM of the sleepy stack SRAM cell is measured twice in active mode and sleep mode. The SNM of the sleepy stack SRAM cell in active mode is 0.299V and almost exactly the same as the SNM of a conventional SRAM cell; the SNM of a conventional SRAM cell is 0.299V . Although we do not perform a process variation analysis, we expect that the high SNM of the sleepy stack SRAM cell makes the technique as immune to process variations as a conventional SRAM cell.
Conclusions and future work
In this paper we have presented and evaluated our newly proposed "sleepy stack SRAM." Our sleepy stack SRAM provides the largest leakage savings among all alternatives considered. Specifically, compared to a standard SRAM cell -Case1 - Table 4 shows that at 110 o C and 2xV th , Case13 reduces leakage by 424X as compared to Case1; unfortunately, this 424X reduction comes as a cost of a delay increase of 50.4% and an area penalty of 113%. Resizing the sleepy stack SRAM can reduce delay significantly at a cost of less leakage savings; specifically, Case13* is an interesting Pareto point as discussed in Section 5.4.
We believe that this paper presents an important development because our sleepy stack SRAM seems to provide, in general, the lowest leakage Pareto points of any VLSI design style known to the authors. Given the nontrivial area penalty (e.g., up to 125% for Case13* in Table 5), perhaps sleepy stack SRAM would be most appropriate for a small SRAM intended to store minimal standby data for an embedded system spending significant time in standby mode; for such a small SRAM (e.g., 16KB), the area penalty may be acceptable given systemlevel standby power requirements. If absolute minimum leakage power is extremely critical, then perhaps specific target embedded systems could use sleepy stack SRAM more widely.
For future work, we will explore how process variations affect leakage power reduction using sleepy stack SRAM.
