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Abstract
In this paper, we consider a derivative Ginzburg–Landau equation with periodic initial-value condition in three-dimensional space.
A fully discrete Galerkin–Fourier spectral approximation scheme is constructed, and then the dynamical behaviour of the discrete
system is analysed. Firstly, the existence of global attractorsA
N
of the discrete system are proved by a priori estimate of the discrete
solution. Next, the convergence of approximate attractors is proved by error estimates of the discrete solution. Furthermore, the
long-time convergence as N → ∞ and  → 0 simultaneously as well as the numerical long-time stability of the discrete scheme
are obtained.
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1. Introduction and construction of discrete scheme
The study of the long-time behaviour of the solutions of dissipative partial differential equations is a major problem
of mathematical physics, directly related to the understanding of turbulence. In general, the long-time behaviour of
systems can be characterized by the existence and structure of global attractors. Nevertheless, further study for attractors
depends on numerical experimentation results to a great extent, and then it is worth studying whether numerical results
are reliable and computational schemes are suitable. This work began in the late 1980s. Our aim in this paper is to
consider the discrete approximation scheme for the derivative Ginzburg–Landau equation in three space dimensions
and to discuss related discrete dynamical issues.
The Ginzburg–Landau-type equation is an important nonlinear evolution equation and has many forms. In 1989,
Brand and Deissler [1] derived ﬁrstly the one-dimensional derivative Ginzburg–Landau equation as follows:
ut + ux = u + (r + ii )uxx − (r + ii )|u|2u − (r + ii )|u|4u − (r + ii )|u|2ux − (r + ii )u2ux ,
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where the overline denotes the complex conjugate. After this, there has been some work on the following more general
derivative one-dimensional or two-dimensional Ginzburg–Landau equation derived by Doelman [3]:
ut = 	0u + 	1uxx + 	2|u|2ux + 	3u2ux + 	4|u|2u + 	5|u|2
u (*)
and
ut = u + (1 + i)u − (1 + i)|u|2
u + 	(1 · ∇u)u2 + (2 · ∇u)|u|2. (**)
For example, Duan et al. [4,5] obtained the existence and uniqueness of global solutions for equation (∗) for the case
of 
 = 2; Guo and Gao [8] discussed the ﬁnite-dimensional behaviour of (∗) and proved the existence of a global
attractor with ﬁnite Hausdorff and fractal dimensions; [6,10] obtained the existence and uniqueness of global solutions
for the Cauchy problem of equation (∗∗) in two-dimensional spaces; Gao and Lin [7] Guo and Wang [9] proved the
existence of a global attractor with ﬁnite Hausdorff and fractal dimensions for equation (∗∗) in two-dimensional spaces
under appropriate assumptions on 
. However, relevant results are seldom for the case of three-dimensional space.
The main reason is that some of the Sobolev interpolation inequalities used in one- or two-dimensional cases fail in
the three-dimensional case. Especially, there is scarcely discussion about discrete dynamical issues for this kind of
equations in existing literature.
Now we consider the periodic initial-value problem of the following three-dimensional derivative Ginzburg–Landau
equation:
ut − (+ i	)u + (+ i)|u|2
u − u + 1 · |u|2∇u + 2 · u2∇u = 0, x ∈ R3, t ∈ R+, (1.1)
u(x, 0) = u0(x), x ∈ R3, (1.2)
u(x + Lej , t) = u(x, t), x ∈ R3, t ∈ R+, (1.3)
where , 	, , , , 
 are real constants and > 0, > 0, 
> 0, > 0. In our previous work [11], the existence and
uniqueness of a global solution, the existence of global attractors and the estimates of upper bounds of their Hausdorff
and fractal dimensions were proved for problem (1.1)–(1.3) under the following assumption on ,  and 
:
(H)
||

<
√
2
+ 1


and 
> 2.
In this paper, our main intention is to study the discrete dynamical behaviour for (1.1)–(1.3). In what follows, we
construct ﬁrstly a fully discrete Fourier spectral approximation scheme (1.4), (1.5). Then the existence of approximation
attractorsAN is obtained in terms of t-independent a priori estimates of discrete solutions in Section 2 (Theorem 2.2).
In addition, the convergence of approximate attractors as N → +∞ and  → 0 is proved by the error estimates
on (0,+∞) of the discrete solutions in Section 3 (Theorem 3.3). Next, the numerical stability of discrete scheme on
[0, T ] is proved in Section 4 (Theorem 4.1). Finally, the long-time convergence as N → ∞ and  → 0 as well as the
long-time numerical stability of the discrete scheme are obtained under the assumption (H) in Section 5 (Theorem 5.1
and Theorem 5.2).
For any given positive integer N, let SN = Span{(1/
√
L3)ei(2/L)k·x : |k|N} and denote by PN : L2p() → SN
the orthogonal projection operator(see [2]).
Let  be the discrete step in the variable t, tk = k, uk = u(x, tk), t uk = (1/)(uk − uk−1). We construct the Fourier
spectral approximation scheme for problem (1.1)–(1.3) as follows: to ﬁnd ukN ∈ SN such that
(t u
k
N − (+ i	)ukN + (+ i)|ukN |2
ukN − ukN,)
= −(1 · |ukN |2∇ukN + 2 · (ukN)2∇ukN,) ∀ ∈ SN, k1 (1.4)
and
u0N = PNu0. (1.5)
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It is a nonlinear iteration scheme, and applying the ﬁxed point theorem we can prove that there exists a unique
solution ukN for (1.4), (1.5).
Throughout this paper we use the following notions: = [0, L] × [0, L] × [0, L]; (·, ·) denotes the inner product of
L2(), ‖ · ‖m the norm of Sobolev spaces Hm(), and ‖ · ‖ = ‖ · ‖0, ‖ · ‖∞ = ‖ · ‖L∞().
In addition, we denote
∫
f dx and Re((A + iB) ∫ f dx) by the notations ∫ f and Re(A + iB) ∫ f , respectively.
Finally in this section, we give the following lemmas which are necessary for further discussion.
Lemma 1.1 (Canuto and Quarteroni [2]). If u ∈ Hmp (), then there exists a constant c independent of u,N such that
‖u − PNu‖cN−m‖Dmu‖ for all 0m.
Lemma 1.2 (Shen [12] (discrete Gronwall’s inequality)). Let yk, gk, hk be three non-negative series satisfying
yk+1 − yk

gkyk + hk, k = 0, 1, 2, . . . . (1.6)
Then we have
yny0 exp
(

n−1∑
k=0
gk
)
+ 
n−1∑
k=0
hk exp
(

n−1∑
i=k
gi
)
for all n1.
Lemma 1.3 (Shen [12] (discrete uniformGronwall’s inequality)). Letyk, gk, hk be three non-negative series satisfying
(1.6) and

n0+k1∑
k=k1
gk	1, 
n0+k1∑
k=k1
hk	2, 
n0+k1∑
k=k1
yk	3 for all k1k0,
with n0 = r . Then
yk
(	3
r
+ 	2
)
e	1 for all k n0 + k0.
2. Existence of approximation global attractors AN
To obtain the existence ofAN , we need the following lemmas:
Lemma 2.1. Suppose that u0 ∈ L2p(), 
> 2. Then for the solution unN of problem (1.4), (1.5), we have following
estimates:
‖unN‖2 + 
n∑
k=1
(1 + )k−1−n(2‖∇ukN‖2 + ‖ukN‖2 + ‖ukN‖2
+2L2
+2)E0 for all n1,
lim
n→∞
(
‖unN‖2 + 
n∑
k=1
(1 + )k−1−n(2‖∇ukN‖2 + ‖ukN‖2 + ‖ukN‖2
+2L2
+2)
)
′0,
where the constant ′0 > 0 is independent of n,  and ‖u0‖; E0 = E0(‖u0‖)> 0 independent of n, .
Proof. Setting = ukN in (1.4), using Green’s formula and taking the real part, we have
1
2
t‖ukN‖2 + ‖∇ukN‖2 + ‖ukN‖2
+2L2
+2‖ukN‖2 − Re
∫
(1 · |ukN |2∇ukN + 2 · (ukN)2∇ukN)ukN .
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By using Hölder’s inequality andYoung’s inequality, we have
− Re
∫
(1 · |ukN |2∇ukN + 2 · (ukN)2∇ukN)ukN
(|1| + |2|)‖∇ukN‖
(∫
|ukN |2
+2
)3/(2
+2)
||(
−2)/(2
+2)
 
2
‖∇ukN‖2 +

4
‖ukN‖2
+2L2
+2 +

− 2

+ 1
(
12
(
+ 1)
)3/(
−2)( 1
2
(|1| + |2|)
)(
+1)/(
−2)
||,
2‖ukN‖22‖ukN |2L2
+2 ||
/(
+1)

4
‖ukN‖2
+2L2
+2 +
2


+ 1
(
8
(
+ 1)
)1/

||,
where || = ∫ 1. Hence we have
t‖ukN‖2 + ‖t ukN‖2 + ‖∇ukN‖2 + 2‖ukN‖2 + ‖ukN‖2
+2L2
+2′0, (2.1)
where
′0 =
4
||

+ 1
(
8

(
+ 1)
)1/

+ 2(
− 2)||
(
+ 1)
(
12
(
+ 1)
)3/(
−2)( |1|2 + |2|2

)(
+1)/(
−2)
.
Multiplying (2.1) by (1 + )k−1, and summing them for k from 1 to n, we have
‖unN‖2 + 
n∑
k=1
(1 + )k−1−n(2‖∇ukN‖2 + ‖ukN‖2 + ‖ukN‖2
+2L2
+2)
(1 + )−n‖u0‖2 + ′0. (2.2)
Denote E0 = ‖u0‖2 + ′0, then inequality (2.2) implies
‖unN‖2 + 
n∑
k=1
(1 + )k−1−n(2‖∇ukN‖2 + ‖ukN‖2 + ‖ukN‖2
+2L2
+2)E0.
Letting n → ∞ in (2.2), we obtain
lim
n→∞
(
‖unN‖2 + 
n∑
k=1
(1 + )k−1−n(2‖∇ukN‖2 + ‖ukN‖2 + ‖ukN‖2
+2L2
+2)
)
′0.
Now we recover the proof of this lemma. 
Corollary 2.1. For any 0 > ′0 and R0 > 0, if ‖u0‖2R0, then we have
‖∇unN‖21 for all n satisfying tn t0 =
1

ln
R0
0 − ′0
.
Lemma 2.2. In addition to the conditions of Lemma 2.1, suppose that ||/<√2
+ 1/
, u0 ∈ H 1p(). Then for the
solution unN of problem (1.4), (1.5) we have the estimates
‖∇unN‖2 + 
n∑
k=1
(1 + )k−1−n(‖ukN‖2 + m
∫
|ukN |2
|∇ukN |2)E1 for all n1
and
lim
n→∞
(
‖∇unN‖2 + 
n∑
k=1
(1 + )k−1−n(‖ukN‖2 + m
∫
|ukN |2
|∇ukN |2)
)
′1,
where E1, ′1 are given in the proof of this lemma. All of them are independent of N,  and ′1 independent of u0.
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Proof. Letting = −ukN in (1.4) and taking the real part, we have
1
2 t‖∇ukN‖2 + ‖ukN‖2 − Re(+ i)(|ukN |2
ukN,ukN)
‖∇ukN‖2 + Re(1 · |ukN |2∇ukN + 2 · (ukN)2∇ukN,ukN). (2.3)
At ﬁrst,
−Re(+ i)(|ukN |2
ukN,ukN) = Re(+ i)
∫
|ukN |2
−2((
+ 1)|ukN |2 |∇ukN |2 + 
(ukN∇ukN)2)
=
∫
|ukN |2
−2((2
+ 1)A2 + B2 − 2
AB),
where
A = Re(ukN∇ukN), B = Im(ukN∇ukN). (2.4)
Note that if ||/<√2
+ 1/
, (2
 + 1)A2 + B2 − 2
AB is positive. Now let m be the smaller eigenvalue for
the matrix
M =
(
(2
+ 1) −

−
 
)
.
Due to the condition of this lemma, we know that m > 0. Then we obtain∫
|ukN |2
−2((2
+ 1)A2 + B2 − 2
AB)m
∫
|ukN |2
|∇ukN |2.
In addition, by using Hölder’s inequality andYoung’s inequality, we ﬁnd that
Re
∫
(1 · |ukN |2∇ukN + 2 · (ukN)2∇ukN)ukN(|1| + |2|)
∫
|ukN |2|∇ukN | |ukN |
(|1| + |2|)‖ukN‖‖∇ukN‖(
−2)/

(∫
|ukN |2
|∇ukN |2
)1/

 
4
‖ukN‖2 +
m
2
∫
|ukN |2
|∇ukN |2 + 24/(
−2)(
− 2)(
)−
/(
−2)−2/(
−2)m (|1| + |2|)2
/(
−2)‖ukN‖2,
2‖∇ukN‖22‖ukN‖ ‖ukN‖

4
‖ukN‖2 +
42

‖ukN‖2.
Thus (2.3) can be rewritten as
t‖∇ukN‖2 + ‖ukN‖2 + 2‖∇ukN‖2 + m
∫
|ukN |2
|∇ukN |2c0‖ukN‖2, (2.5)
where
c0 = 8
2

+ 2(
+2)/(
−2) (
− 2) (
)−
/(
−2)−2/(
−2)m (|1| + |2|)2
/(
−2).
Multiplying (2.5) by (1 + )k−1, summing them for k from 1 to n and applying Lemma 2.1, we obtain that
‖∇ukN‖2 + 
n∑
k=1
(1 + )k−1−n
(
‖ukN‖2 + m
∫
|ukN |2
|∇ukN |2
)
(1 + )−n
(
‖∇u0‖2 + c0
n∑
k=1
(1 + )k−1‖ukN‖2
)
(1 + )−n(‖∇u0‖2 + c0

‖u0‖2) + c0

′0. (2.6)
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Denote
E1 = ‖∇u0‖2 + c0

‖u0‖2 + c0

′0 and ′1 =
c0

′0,
then from (2.6) we have
‖∇unN‖2 + 
n∑
k=1
(1 + )k−1−n
(
‖ukN‖2 + m
∫
|ukN |2
|∇ukN |2
)
E1
and
lim
n→∞
(
‖∇unN‖2 + 
n∑
k=1
(1 + )k−1−n
(
‖ukN‖2 + m
∫
|ukN |2
|∇ukN |2
))
′1. 
Corollary 2.2. Suppose that ‖u0‖21R0. Then for any 1 > ′1 we have
‖∇unN‖21 for all n satisfying tn t1 = max
{
−1 ln R0
1 − ′1
, t0
}
.
Lemma 2.3. Suppose that the conditions of Lemma 2.2 hold and u0 ∈ H 2p(). Then for the solution unN of problem
(1.4), (1.5) we have
‖unN‖2
+2L2
+2 + 
n∑
k=1
(1 + )k−1−n‖PN(|ukN |2
ukN)‖2E′1,
lim
n→∞
(
‖unN‖2
+2L2
+2 + 
n∑
k=1
(1 + )k−1−n‖PN(|ukN |2
ukN)‖2
)
′′1,
where E′1, ′′1 are independent of N,  and ′′1 is independent of u0.
Proof. Letting = PN(|ukN |2
ukN) in (1.4), we have
Re(t u
k
N , |ukN |2
ukN) + ‖PN(|ukN |2
ukN)‖2 − ‖ukN‖2
+2L2
+2
= Re(+ i	)
∫
|ukN |2
ukNukN − Re
∫
(1 · |ukN |2∇ukN + 2 · (ukN)2∇ukN)PN(|ukN |2
ukN). (2.7)
Now we estimate every term in the above equation. Firstly, because
Re(t u
k
N , |ukN |2
ukN) = 12Re(t ukN , |ukN |2
(ukN + uk−1N )) + 12Re(t ukN , |ukN |2
(ukN − uk−1N )),
where
1
2
Re(t u
k
N , |ukN |2
(ukN − uk−1N )) =

2
∫
|t ukN |2|ukN |2
0
and
1
2
Re(t u
k
N , |ukN |2
(ukN + uk−1N ))
1
2(
+ 1)t‖u
k
N‖2
+2L2
+2 ,
we have
Re(t u
k
N , |ukN |2
ukN)
1
2(
+ 1)t‖u
k
N‖2
+2L2
+2 .
Secondly,
Re(+ i	)
∫
|ukN |2
ukNukN(2
+ 1)|+ i	|
∫
|ukN |2
|∇ukN |2.
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Finally,
Re
∫
(1 · |ukN |2∇ukN + 2 · (ukN)2∇ukN)PN(|ukN |2
ukN)
 
2
‖PN(|ukN |2
ukN)‖2 +
1
2
(|1| + |2|)2‖∇ukN‖(2
−4)/

(∫
|ukN |2
|∇ukN |2
)2/

 
2
‖PN(|ukN |2
ukN)‖2 +
1
2
(|1| + |2|)2
(
2


∫
|ukN |2
|∇ukN |2 +

− 2


‖∇ukN‖2
)
.
Then (2.7) can be rewritten as
t‖ukN‖2
+2L2
+2 + ‖ukN‖2
+2L2
+2 + ‖PN(|ukN |2
ukN)‖2
c1
∫
|ukN |2
|∇ukN |2 + c2‖∇ukN‖2 + c3‖ukN‖2
+2L2
+2 , (2.8)
where
c1 = 2(
+ 1)
(
(2
+ 1)|+ i	| + (|1| + |2|)
2


)
, c2 = (
− 2)(
+ 1)(|1| + |2|)
2


, c3 = 3(
+ 1).
Multiplying (2.8) by (1+)k−1, summing them for k from 1 to n and using Lemmas 2.1, 2.2 and Sobolev interpolation
inequality, we obtain
‖unN‖2
+2L2
+2 + 
n∑
k=1
(1 + )k−1−n‖PN(|ukN |2
ukN)‖2
(1 + )−n‖u0N‖2
+2L2
+2 + 
n∑
k=1
(1 + )k−1−n(c3‖ukN‖2
+2L2
+2 + c1‖(|ukN |
∇ukN)‖2 + c2‖∇ukN‖2)
(1 + )−n
(
c‖u0‖2
+22 +
(
c3

+ c2
2
+ c0c1
m
)
‖u0‖2 + c1
m
‖∇u0‖2
)
+
(c3

+ c2
2
)
′0 +
c1
m
′1. (2.9)
Denote
′′1 =
(c3

+ c2
2
)
′0 +
c1
m
′1
and
E′1 = c‖u0‖2
+22 +
(
c3

+ c2
2
+ c0c1
m
)
‖u0‖2 + c1
m
‖∇u0‖2 + ′′1.
Then from (2.9), we have
‖unN‖2
+2L2
+2 + 
n∑
k=1
(1 + )k−1−n‖PN(|ukN |2
ukN)‖2E′1
and
lim
n→∞
(
‖unN‖2
+2L2
+2 + 
n∑
k=1
(1 + )k−1−n‖PN(|ukN |2
ukN)‖2
)
′′1. 
Corollary 2.3. For any ˜1 > ′′1 and R0 > 0 given in Corollary 2.1, if ‖u0‖22R0, then there exits t ′1 = t ′1(R0)> t1 such
that
‖unN‖2
+2L2
+2 ˜1 for all n satisfying tn t ′1.
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Lemma 2.4. Under the conditions of Lemma 2.3, suppose that ‖u0‖22R0. Then we have
‖unN‖2 + ‖t unN‖2E2 for all n1,

n∑
k=1
‖∇ukN‖2c(1 + tn) for all n1.
In addition, there exits t2 = t2(R0) t1 such that
‖unN‖2 + ‖t unN‖22 for all n satisfying tn t2.
Here, E2 and c depend on E0, E1 and E′1; 2 depends on 0, 1, ′1 and R0.
Proof. Let vkN = t ukN . Then from (1.4) {vkN }k1 satisfy
(t v
k
N − (+ i	)vkN +
+ i

(|ukN |2
ukN − |uk−1N |2
uk−1N ) − vkN ,)
= −1

(1 · (|ukN |2∇ukN − |uk−1N |2∇uk−1N ) + 2 · ((ukN)2∇ukN − (uk−1N )2∇uk−1N ),). (2.10)
Letting = vkN in (2.10) and taking the real part, we have
1
2
t‖vkN‖2 + ‖∇vkN‖2 − ‖vkN‖2 +
1

Re(+ i)
∫
(|ukN |2
ukN − |uk−1N |2
uk−1N )vkN
 − 1

·
∫
(|ukN |2∇ukN − |uk−1N |2∇uk−1N )vkN −
2

·
∫
((ukN)
2∇ukN − (uk−1N )2∇uk−1N )vkN . (2.11)
Now we estimate the last three terms in (2.11). Firstly, in view of Taylor’s formula, we can easily check by ||/√
2
+ 1/
 that
1

Re(+ i)
∫
(|ukN |2
|ukN − |uk−1N |2
uk−1N )vkN0.
Furthermore,
−1

∫
1 · (|ukN |2∇ukN − |uk−1N |2∇uk−1N )vkN = −
∫
1 · (|ukN |2∇vkNvkN + ∇uk−1N (vkN)2 + ∇uk−1N ukN |vkN |2).
Because, in terms of Hölder’s inequality, Young’s inequality and Sobolev interpolation inequality, we ﬁnd that
−Re
∫
1 · |ukN |2∇vkNvkN |1|
(∫
|ukN |2
+2
)1/(
+1)(∫
|vkN |(2
+2)/(
−1)
)(
−1)/(2
+2)
‖∇vkN‖
c‖ukN‖2L2
+2‖∇vkN‖ ‖vkN‖3/(
+1)1 ‖vkN‖(
−2)/(
+1)
c‖ukN‖2L2
+2(‖∇vkN‖(
+4)/(
+1)‖vkN‖(
−2)/(
+1) + ‖∇vkN‖ ‖vkN‖)
 
24
‖∇vkN‖2 + c(‖ukN‖(4
+4)/(
−2)L2
+2 + 1)‖vkN‖2,
−Re
∫
1 · ∇uk−1N ukN |vkN |2c‖ukN‖L2
+2 ‖∇uk−1N ‖(‖∇vkN‖(3(
+2))/(2
+2) ‖vkN‖(
−2)/(2
+2) + ‖vkN‖2)
 
24
‖∇vkN‖2 + c(‖ukN‖(4
+4)/(
−2)L2
+2 ‖∇uk−1N ‖(4
+4)/(
−2) + 1)‖vkN‖2
and
−Re
∫
1 · ∇uk−1N uk−1N (vkN)2c‖uk−1N ‖ ‖∇uk−1N ‖(‖∇vkN‖(3(
+2))/(2
+2) ‖vkN‖(
−2)/(2
+2) + ‖vkN‖2)
 
24
‖∇vkN‖2 + c(‖uk−1N ‖(4
+4)/(
−2)L2
+2 ‖∇uk−1N ‖(4
+4)/(
−2) + 1)‖vkN‖2,
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− Re
∫
1 · (|ukN |2∇ukN − |uk−1N |2∇uk−1N )vkN
 
8
‖∇vkN‖2 + c((‖uk−1N ‖(4
+4)/(
−2)L2
+2 + ‖ukN‖
(4
+4)/(
−2)
L2
+2 )‖∇uk−1N ‖(4
+4)/(
−2)
+ ‖ukN‖(4
+4)/(
−2)L2
+2 + 1)‖vkN‖2.
Similarly,
− 2 ·
∫
((ukN)
2∇ukN − (uk−1N )2∇uk−1N )vkN
 
8
‖∇vkN‖2 + c((‖uk−1N ‖(4
+4)/(
−2)L2
+2 + ‖ukN‖
(4
+4)/(
−2)
L2
+2 )‖∇uk−1N ‖(4
+4)/(
−2)
+ ‖ukN‖(4
+4)/(
−2)L2
+2 + 1)‖vkN‖2.
Thus (2.11) can be rewritten as
t‖vkN‖2 +
3
2
‖∇vkN‖2 + ‖vkN‖2 + 02
‖vkN‖2
+2L2
+2
c((‖uk−1N ‖(4
+4)/(
−2)L2
+2 + ‖ukN‖
(4
+4)/(
−2)
L2
+2 )‖∇uk−1N ‖(4
+4)/(
−2) + ‖ukN‖
(4
+4)/(
−2)
L2
+2 + 1)‖vkN‖2.
(2.12)
Setting = vkN in (1.4), we have
‖vkN‖2 =
∫
((+ i	)ukN + ukN − (+ i)|ukN |2
ukN − 1 · |ukN |2∇ukN − 2 · (ukN)2∇ukN)vkN ,
where
Re(+ 	i)
∫
ukNvkN
1
8
‖vkN‖2 + 2|+ i	|2‖ukN‖2,

∫
ukNv
k
N
1
8
‖vkN‖2 + 22‖ukN‖2,
−Re(+ i)
∫
|ukN |2
ukNvkN
1
8
‖vkN‖2 + 2(2 + 2)‖PN(|ukN |2
ukN)‖2
and
Re
∫
(1 · |ukN |2∇ukNvkN + 2 · (ukN)2∇ukN)vkN
(|1| + |2|)
∫
|ukN |2|∇ukN ||vkN |
(|1| + |2|)‖vkN‖
(∫
|ukN |2
|∇ukN |2
)1/

‖∇ukN‖(
−2)/

 1
8
‖vkN‖2 + 2(|1| + |2|)2
(
‖∇ukN‖2 +
∫
|ukN |2
|∇ukN |2
)
.
Thus
‖vkN‖24(2‖ukN‖2 + |+ i 	|2‖ukN‖2 + (2 + 2)‖PN(|ukN |2
ukN)‖2)
+ (|1| + |2|)2
(
‖∇ukN‖2 +
∫
|ukN |2
|∇ukN |2
)
.
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Now Lemma 1.3 is applied to the relation (2.12). If k1 satisﬁes tk1 t ′1, then from Lemmas 2.1–2.3 and their corollaries
we have

k1+k0∑
k=k1
‖vkN‖24(20 + (|1| + |2|)21)r + 4
(
|+ i	|2

+ (|1| + |2|)
2
m
)
(c00r + 1)
+ 4|+ i|
2

((c3˜1 + c21)r + ˜1) +
4c1|+ i|2
m
(c00r + 1)
= c4r + c5 = 	3,

k1+k0∑
k=k1
hkc(˜2/(
−2)1 
(2
+2)/(
−2)
1 + ˜2/(
−2)0 + 1)
k0+k1∑
k=k0
‖vkN‖2
c(˜2/(
−2)1 
(2
+2)/(
−2)
1 + ˜2/(
−2)0 + 1)(c4r + c5) = 	2,
where r = k0. Therefore, from (2.12) we obtain
‖vnN‖2
	3
r
e	1 = ′2 for all n satisfying tn t ′2 = t ′1 + r . (2.13)
For n satisfying tn t ′2, taking the sum of (2.12) for k from 2 to n and using Lemmas 2.1—2.3, we arrive at
‖vnN‖2 + 
n∑
k=2
(‖∇vkN‖2 + ‖vkN‖2 + 02
‖vkN‖2
+2L2
+2)
c((E′1)2/(
−2)E
(2
+2)/(
−2)
1 + (E′1)2/(
−2) + 1)(‖v1N‖2 + (E0 + E1 + E′1 + t ′2)). (2.14)
Now we estimate ‖v1N‖2. Let = t ukN = vkN in (1.4). Setting k = 1, we have
‖v1N‖2 − Re(+ i	)(u1N, v1N) + Re(+ i)(|u1N |2
u1N, v1N)
= Re(u1N, v1N) − (1 · |u1N |2∇u1N + 2 · (u1N)2∇u2N, v1N). (2.15)
We estimate every term in (2.15) below. Firstly,
−Re(+ i	)(u1N, v1N) = − Re(+ i	)((v1N, v1N) + (u0, v1N))
= ‖∇v1N‖2 − Re(+ i	)(u0, v1N)
‖∇v1N‖2 − 18‖v1N‖2 − 2(2 + 	2)‖u0‖2.
Secondly,
Re(+ i)(|u1N |2
u1N, v1N) = Re(+ i)((|u1N |2
u1N − |u0N |2
u0N, v1N) + (|u0N |2
u0N, v1N)).
By using Taylor’s formula and ||/√2
+ 1/
, we obtain
Re(+ i)(|u1N |2
u1N − |u0N |2
u0N, v1N)0;
applying Lemma 1.1 and Sobolev interpolation inequality, we ﬁnd that
|Re(+ i)(|u0N |2
u0N, v1N)| 18‖v1N‖2 + c‖u0‖3
2 ‖u0‖
+2 18‖v1N‖2 + c.
Thirdly, from the proof of Lemma 2.1, we ﬁnd that
|(u1N, v1N)|‖u1N‖ ‖v1N‖ 18‖v1N‖2 + 22(‖u0‖2 + ′0) 18‖v1N‖2 + c.
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Finally, by applying Hölder’s inequality, Sobolev interpolation inequality and Lemmas 2.1–2.3, we arrive at
−Re
∫
1 · |u1N |2∇u1Nv1N = − Re
∫
1 · (|u1N |2∇v1Nv1N + |u1N |2∇u0Nv1N)
c‖u1N‖2L2
+2(‖∇v1N‖‖v1N‖L(
−1)/(2
+2) + ‖v1N‖‖∇u0N‖L(
−1)/(2
+2) )
c(‖∇v1N‖(
+4)/(
+1)‖v1N‖(
−2)/(
+1 + ‖∇v1N‖‖v1N‖) + c‖v1N‖‖u0N‖2
c((
+4)/(2
+2)‖∇v1N‖(
+4)/(
+1)‖v1N‖(
−2)/(2
+2)
+ 1/2‖∇v1N‖‖v1N‖1/2) + c‖v1N‖
 
4
‖∇v1N‖2 +
1
8
‖v1N‖2 + c.
Similarly,
−Re
∫
2 · (u1N)2∇u1Nv1N

4
‖∇v1N‖2 +
1
8
‖v1N‖2 + c.
Thus substituting the above relations in (2.15), we obtain
‖v1N‖2 = ‖t u1N‖2c. (2.16)
Substituting (2.16) to (2.14) and using Lemmas 2.1 and 2.2, we have
‖vnN‖2 + 
n∑
k=2
(‖∇vkN‖2 + ‖vkN‖2 + 02
‖vkN‖2
+2L2
+2)E′2 for all n satisfying tn t ′2.
Denote E′′2 = max{′2, E′2}, then from (2.17) and (2.13) we have
‖vnN‖2E′′2 for all n1. (2.17)
Now we estimate ‖unN‖2. To this end, set = −ukN in (1.4). Then we arrive at
‖ukN‖2 + Re(+ i)
∫
|ukN |2
−2((2
+ 1)|ukN |2|∇ukN |2 + 
(ukN∇ukN)2)
= ‖∇ukN‖2 + Re
∫
t u
k
NukN + Re
∫
(1 · |ukN |2∇ukN + 2(ukN)2∇ukN)ukN .
Because
Re(+ i)
∫
|ukN |2
−2((2
+ 1)|ukN |2|∇ukN |2 + 
(ukN∇ukN)2)m
∫
|ukN |2
|∇ukN |2,
Re
∫
t u
k
NukN
1
4
‖ukN‖2 + ‖vkN‖2
and
Re
∫
(1 · |ukN |2∇ukN + 2 · (ukN)2∇ukN)ukN(|1| + |2|)
∫
|ukN |2 |∇ukN | |ukN |
(|1| + |2|)‖ukN‖
(∫
|ukN |2
|∇ukN |2
)1/
(∫
|∇ukN |2
)(
−2)/(2
)
 1
4
‖ukN‖2 +
m
2
∫
|ukN |2
|∇ukN |2 +

− 2
2

(
4(|1| + |2|)
m

)(2
)/(
−2)
‖∇ukN‖2,
we have
‖ukN‖22‖∇ukN‖2 + 2‖vkN‖2 +

− 2


(
4(|1| + |2|)
m

)2
/(
−2)
‖∇ukN‖2. (2.18)
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Combining (2.13), (2.17), (2.18) and using the previous estimates, we obtain the ﬁrst two estimates of this lemma.
Setting  = 2ukN in (1.4) and applying Sobolev interpolation inequality and the previous estimates, we obtain the
last estimate of this lemma. Then the proof of lemma is complete. 
In view of Lemmas 2.1–2.4 and Sobolev interpolation inequality, we obtain the following corollary:
Corollary 2.4. Under the assumption of Lemma 2.2, we have
‖unN‖∞c(0, 1, 2) for all nn2,
‖unN‖∞c(E0, E1, E2) for all n1.
To prove the existence of global attractorsAN of problem (1.4), (1.5), we also need the following result (see [13]).
Theorem 2.1. Let H be a Banach space, {S(t)}t0 a semi-group of continuous operators, i.e., S(t) : H → H satisﬁes
S(t + ) = S(t) · S() for all t0, 0, S(0) = I ,
where I is the identity operator. We also assume that
(i) there exists a bounded absorbing set B0 ⊂ H , i.e., for any given bounded set B ⊂ H , there exists a constant
T (B) such that
S(t)B ⊂ B0 for all tT (B)
(ii) the operator S(t) is uniformly compact for t large enough; that is, for any bounded set B there exists a constant
t0 = t0(B) such that⋃
t t0
S(t)B
is relatively compact in H.
Then the semi-group of operators {S(t)}t0 has a compact global attractorA ⊂ H , which satisﬁes
(a) S(t)A=A, for all t0.
(b) For any given bounded set B ⊂ H , lim
t→∞ dist(S(t)B,A) = 0, where
dist(X, Y ) = sup
x∈X
inf
y∈Y ‖x − y‖H .
Remark. The result of this theorem is also valid for discrete semi-groups {S(n)}n0 of operators.
Now we give the main result in this section.
Theorem 2.2. Suppose that u0(x) ∈ H 2p(), ||/<
√
2
+ 1/
, and 
> 2. Then the semi-group {SN(n)}n0 gen-
erated by problem (1.4), (1.5) has a compact global attractorAN ⊂ H 2p() ∩ SN .
Proof. Let H = H 2p() ∩ SN , {SN(n)}n0 be a semi-group of operators, i.e., SN(n) are the solution operators
generated by problem (1.4), (1.5). On account of Theorem 2.1, we prove this theorem by checking the conditions
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(i) and (ii) in Theorem 2.1.
(i) By using Lemmas 2.1–2.4, for any bounded set B ⊂ H 2p() ∩ SN ⊆ {‖u0N‖22R0} we have
‖SN(n)u0N‖2 = ‖unN‖2
√
0 + 1 + 2 for all nn2(R0).
Hence
B0 = {u ∈ H 2p() ∩ SN : ‖u‖2
√
0 + 1 + 2}
is a bounded absorbing set of the semi-group of operators SN(n).
(ii) By using Lemmas 2.1–2.4 and their corollaries, we have
‖SN(n)u0N‖2
√
E0 + E1 + E2 for all n0,
that is, {SN(n)} is uniformly bounded in H 2p() ∩ SN . Since the bounded closed set is compact in the ﬁnite-
dimensional space H 2p() ∩ SN , the operator SN(n) is uniformly compact for any n0.
On the other hand, it is easy to check the continuity of operator SN(n) from its boundness. Thus, the proof of the
theorem is complete. 
3. Convergence of global attractors AN
In this section, we prove the convergence of the discrete attractorAN as N → +∞ and  → 0. To this end, we
need the following results.
Theorem 3.1 (Lü and Lu [11]). Suppose that the conditions of Theorem 2.2 are satisﬁed. Then for the problem
(1.1)–(1.3), there exists a unique global solution u(x, t) ∈ L∞(R+;H 2p())∩L2([0, T ];H 3p()) such that ut (x, t) ∈
L∞(R+;Lp()) ∩ L2([0, T ];H 1p())),∫ t
0
(‖u‖23 + ‖ut‖21) dtc(t + 1) for all t ∈ R+
and
t‖u‖23c(t2 + 1) for all t ∈ R+,
where the constant c is independent of t. Moreover, there exists a global attractorA ⊂ H 2p() of problem (1.1)–(1.3),
i.e., there is a setA ⊂ H 2p() such that
(a) S(t)A=A, for all t0.
(b) dist(S(t)B,A) → 0, as t → +∞.
where
dist(A,A) = sup
u∈A
inf
v∈A
‖u − v‖2.
Theorem 3.2 (Temam [13]). Suppose that
(1) {H}0<0 is a family of closed sub-spaces of Banach space H such that
⋃
0<0 H is dense in H.(2) S(t): H → H and S(t): H → H are nonlinear semi-group operators,A ⊂ H andA ⊂ H are the global
attractors of S(t) and S(t), respectively.
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(3) For every compact interval I ⊂ (0,+∞),
(I ) = sup
u0∈H
sup
t∈I
dist (S(t)u0, S(t)u0) → 0 as  → 0.
ThenA is convergent toA in the sense of the semi-distance:
dist(A,A) → 0 as  → 0.
Finally, similar to we can prove easily the following result:
Lemma 3.1. Under the assumption of Theorem 2.2, we have the following estimates for the smooth solution u(x, t)
of problem (1.1)–(1.3):
t (‖ut‖21 + ‖u‖23) +
∫ t
0
s(‖utt‖2 + ‖ut‖22) dsc(1 + t2) for all t ∈ R+,
t2(‖utt‖2 + ‖ut‖22) +
∫ t
0
s2‖utt‖21 dsc(1 + t3) for all t ∈ R+,
t3‖utt‖21 +
∫ t
0
s3‖utt‖22 dsc(1 + t4) for all t ∈ R+,
where the constant c is independent of t.
Now we give the main result of this section.
Theorem 3.3. Suppose that the conditions of Theorem 3.1 hold. Then we have
dist(AN,A) → 0 as  → 0, N → +∞.
Proof. Let ‖u0‖2R0. Taking account of Theorem 3.2, we prove this theorem in terms of the error estimates of
solution unN of the discrete problem (1.4), (1.5).
Let uk − ukN = (uk − PNuk) + (PNuk − ukN)
= k + k . Then 0 = 0 and {k}k1 satisfy
(t
k − (+ i	)k − k + (+ i)(|uk|2
uk − |ukN |2
ukN),) − (t uk − ukt ,)
= −(1 · (|uk|2∇uk − |ukN |2∇ukN) + 2((uk)2∇uk − (ukN)2∇ukN),) ∀ ∈ SN , (3.1)
Letting = k in (3.1) and taking the real part, we have
1
2
t‖k‖2 +

2
‖tk‖2 + ‖∇k‖2 − ‖k‖2 + Re(+ i)(|uk|2
uk − |ukN |2
ukN, k)
= (t uk − ukt , k) − Re(1 · (|uk|2∇uk − |ukN |2∇ukN) + 2 · ((uk)2∇uk − (ukN)2∇ukN, k). (3.2)
Now we estimate the every term in above relation. Firstly, because
‖k‖2‖k‖(‖k−1‖ + ‖tk‖) 12‖k‖2 + ‖k−1‖2 + 22(‖t uk‖2 + ‖t ukN‖2),
we have from Lemmas 2.2–2.4 and Theorem 3.1,
‖k‖22‖k−1‖2 + 42‖t ukN‖2 + 4
∫ tk
tk−1
‖ut‖2 dt2‖k−1‖2 + c2. (3.3)
Secondly,
Re(+ i)(|uk|2
uk − |ukN |2
ukN, k)
= Re(+ i)(|uk|2
uk − |PNuk|2
PNuk, k) + Re(+ i)(|PNuk|2
PNuk − |ukN |2
ukN, k).
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By using Taylor’s formula and assumption (H), we have
Re(+ i)(|PNuk|2
PNuk − |ukN |2
ukN, k)0.
By using Taylor’s formula, Young’s inequality, Lemmas 1.1, 2.1–2.4, and Corollary 2.4, we ﬁnd
Re(+ i)(|uk|2
uk − |PNuk|2
PNuk, k)
= Re(+ i)
∫
(|uk|2
k + 
PNuk(|uk|2 + (1 − )|PNuk|2)
−1(ukk + PNukk))k
c‖k‖ ‖k‖c(‖k−1‖2 + N−4 + 2).
Thirdly, by using Taylor’s formula we have
(t u
k − ukt , k)‖t uk − ukt ‖ ‖k‖‖k−1‖2 + c2 +
1
k
∫ tk
tk−1
s‖utt‖2 ds.
Finally, because
(1(|uk|2∇uk − |ukN |2∇ukN), k)
= 1
∫
(∇uk(uk(k + k) + ukN(k + k))k + |ukN |2(∇k + ∇k)k),
where
Re1 ·
∫
|ukN |2∇kk = −Re1 ·
∫
k(|ukN |2∇k + k(ukN∇ukN + ukN∇ukN))
(‖ukN‖2L∞‖∇k‖ + 2‖ukN‖L∞‖∇ukN‖L4‖k‖L4)‖k‖
 
12
‖∇k‖2 + c(‖k‖2 + ‖k‖2) 
12
‖∇k‖2 + c(‖k−1‖2 + 2 + N−4),
Re1 ·
∫
|ukN |2k∇k

12
‖∇k‖2 + c(‖k−1‖2 + 2),
Re1 ·
∫
∇uk(uk(k + k) + ukN(k + k))k

12
‖∇k‖2 + c(‖k−1‖2 + 2 + N−4),
we have
Re(1 · (|uk|2∇uk − |ukN |2∇ukN), k)

4
‖∇k‖2 + ‖k−1‖2 + 2 + N−4.
Similarly,
Re(2 · ((uk)2∇uk − (ukN)2∇ukN, k)

4
‖∇k‖2 + ‖k−1‖2 + 2 + N−4.
Hence, (3.2) can be rewritten as
t‖k‖2 + ‖∇k‖2 + ‖k‖2c
(
‖k−1‖2 + 2 + N−4 + 1
k
∫ tk
tk−1
s‖utt‖2 ds
)
. (3.4)
By using Lemma 1.2 (discrete Gronwall’s inequality), we obtain
‖n‖2cectn(2 + N−4) + c
∫ tn
0
s‖utt‖2 dscectn(N−4 + ). (3.5)
Taking the sum of (3.4) for k from 1 to n, then by virtue of (3.5) we see that
‖k‖2 + 
n∑
k=1
(‖∇k‖2 + ‖k‖2)cectn(N−4 + ). (3.6)
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Let = −k in (3.1) and take the real part. Similar to (3.4), we have
t‖∇k‖2 + ‖k‖2c
(
‖k‖2 + N−2 + 1
k
∫ tk
tk−1
s‖utt‖2 ds
)
. (3.7)
Multiplying (3.7) by , taking the sum of them for k from 1 to n and using (3.6), we obtain
‖∇n‖2 + 
n∑
k=1
‖k‖2cectn(N−2 + ). (3.8)
Letting = 2k in (3.1) and taking the real part, we can ﬁnd that
t‖k‖2 + ‖∇k‖2c
(
‖k‖2 + ‖k‖2 + 1
k2
∫ tk
tk−1
s2‖∇utt‖2 ds
)
. (3.9)
Multiplying this by tk , taking the sum for k from 1 to n and applying Lemma 3.1 and (3.6), (3.8), we arrive at
tn‖n‖2
n∑
k=1
‖k‖2 + c
n∑
k=1
tk(‖k‖2 + ‖k‖22) + c
∫ tn
0
s2‖∇utt‖2 ds
cectn(N−2 + ) + cN−2
n∑
k=1
tk‖∇uk‖2 + c
∫ tn
0
s2‖∇utt‖2 ds
cectn(N−2 + ) + ctn(1 + t2n)N−2 + c(1 + t3n), (3.10)
namely,
‖n‖2cectn 1
tn
(N−2 + ) for all n1. (3.11)
Now using the triangle inequality, Sobolev interpolation inequality and Lemma 3.2, we obtain
‖un − unN‖22  2(‖n‖22 + ‖n‖22)c(N−2‖∇un‖2 + ‖n‖22)
 cectn t−1n (N−2 + ) for all n1.
Thus, for any given interval [t0, T ] ⊂ R+, we can see that
‖un − unN‖22cecT (1 + t−10 )(N−2 + ) → 0 as N → ∞,  → 0,
then from Theorem 3.2 we complete the proof of this theorem.
4. Numerical stability of the discrete system
In this section, we discuss the numerical stability of the discrete scheme on [0, T ].
Theorem 4.1. Suppose that ||/√2
+ 1/
. Let {unN }, {vnN } be two solutions of the discrete scheme (1.4), (1.5)
with the initial values u0N, v0N , respectively, and the initial values satisfy ‖u0N‖2R, ‖v0N‖2R. If the time step  is
small enough, then we have
‖unN − vnN‖22cectn‖u0N − v0N‖2 for all n1.
Proof. Let wkN = ukN − vkN . Then {wkN }k1 satisfy
(tw
k
N − (+ i	)wkN + (+ i)(|ukN |2
ukN − |vkN |2
vkN) − wk,)
= ( · (|ukN |2∇ukN − |vkN |2∇vkN) + 2 · ((ukN)2∇ukN − (vkN)2∇vkN),) for all  ∈ SN . (4.1)
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Letting = wkN in (4.1) and taking the real part, we have
1
2
t‖wkN‖2 +

2
‖twkN‖2 + ‖∇wkN‖2 − ‖wkN‖2 + Re(+ i)(|ukN |2
ukN − |vkN |2
vkN ,wkN)
= (1 · (|ukN |2∇ukN − |vkN |2∇vkN) + 2((ukN)2∇ukN − (vkN)2∇vkN),wkN). (4.2)
Now we estimate every term in (4.2). Firstly, in view of Taylor’s formula and condition ||/√2
+ 1/
,
we ﬁnd that
Re(+ i)(|ukN |2
ukN − |vkN |2
vkN ,wkN)0.
Next, from the triangle inequality andYoung’s inequality we have
‖wkN‖22(‖wk−1N ‖2 + 2‖twkN‖2). (4.3)
Finally, we obtain by using Hölder’s inequality, Sobolev interpolation inequality, Young’s inequality and (4.3)
(1 · (|ukN |2∇ukN − |vkN |2∇vkN),wkN) =
∫
1 · (|ukN |2∇wkN + ∇vkN(ukNwkN + vkNwkN))
 
4
‖∇wkN‖2 + c(‖wk−1N ‖2 + 2‖twkN‖2)
and
2((u
k
N)
2∇ukN − (vkN)2∇vkN),wkN)

4
‖∇wkN‖2 + c(‖wk−1N ‖2 + 2‖twkN‖2).
Hence (4.2) can be rewritten as
1
2
t‖wkN‖2 +

2
‖twkN‖2 +

2
‖∇wkN‖2c(‖wk−1N ‖2 + 2‖twkN‖2).
If 1/2c, then from the above relation we have
t‖wkN‖2 + ‖∇wkN‖22c‖wk−1N ‖2. (4.4)
Applying Lemma 1.2 (discrete Gronwall’s inequality), we obtain
‖wnN‖2e2ctn‖w0N‖2. (4.5)
Taking the sum of (4.4) for k from 1 to n and using (4.5), we have
‖wnN‖2 + 
n∑
k=1
‖∇wkN‖2e2ctn‖w0N‖2. (4.6)
Letting=−wkN in (4.1), taking the real part and applying Sobolev interpolation inequality andYoung’s inequality,
we have
t‖∇wkN‖2 + ‖wkN‖2c‖wkN‖2. (4.7)
Taking the sum of (4.7) for k from 1 to n and using (4.5), we ﬁnd that
‖∇wnN‖2 + 
n∑
k=1
‖wkN‖2‖∇w0N‖2 + ce2ctn‖w0N‖2. (4.8)
Let = 2wkN in (4.1) and take the real part. Then similar to (4.7), we see that
t‖wkN‖2 + ‖∇wkN‖2c‖wkN‖2. (4.9)
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Taking the sum of (4.9) for k from 1 to n and using (4.5), we have
‖wnN‖2‖w0N‖2 + c‖∇w0N‖2 + c e2ctn‖w0N‖2 (4.10)
Combining (4.5), (4.8) and (4.10), we complete the proof of this theorem. 
Remark. For the sake of convenience, we suppose that > 0 in the above discussions. In fact, all of the results in
Sections 2–4 also hold for 0.
5. Long-time convergence and stability of the discrete scheme
In this section, we consider the case of < 0, Im 1=Im 2 and prove the long-time convergence asN → +∞,  →
0 and long-time stability of discrete scheme (1.4), (1.5). To this end, we need the following results:
Lemma 5.1. Under the conditions of Theorem 2.2, suppose that u0 ∈ Hmp ()(m4). Then we have for the solution
u(x, t) of problem (1.1)–(1.3)
‖u‖2m + ‖ut‖2m−2 + ‖utt‖2m−4 +
∫ t
0
(‖u‖2m+1 + ‖ut‖2m−1 + ‖utt‖2m−3) dsc for all t0.
Lemma 5.2. Under the conditions of Theorem 2.2, suppose that u0 ∈ Hmp () (m2). Then we have for the solution
unN of problem (1.4), (1.5)
‖unN‖2m + 
n∑
k=1
(‖ukN‖2m+1 + ‖t ukN‖2m)c for all n1.
The proof of Lemmas 5.1 and 5.2 is similar to that of Lemmas 2.1–2.4.
Now we give two results in this section.
Theorem 5.1. Under the conditions of Lemma 5.1, we have the following error estimates for the solution unN of discrete
scheme (1.4), (1.5):
‖un − unN‖22c(N2(2−m) + 2) for all n1,
where the constant c = c(‖u0‖m) is independent of N and .
Proof. The proof of this theorem is almost similar to that of Theorem 3.3, but there is a little difference. Let uk −ukN =
(uk − PNuk) + (PNuk − ukN) = k + k . Then 0 = 0, and {k}k1 satisfy
(t
k − (+ i	)k − k + (+ i)(|uk|2
uk − |ukN |2
ukN) − (t uk − ukt ),)
= −(1 · (|uk|2∇uk − |ukN |2∇ukN) + 2 · ((uk)2∇uk − (ukN)2∇ukN),) for all  ∈ SN , (5.1)
Let = k in (5.1) and note that < 0, then (3.3) can be rewritten as
t‖k‖2 + ‖∇k‖2 − ‖k‖2c(‖uk‖22 + ‖ukN‖22)‖k−1‖2
+ c
∫ tk
tk−1
(‖utt‖2 + ‖ut‖22) ds + c(‖uk‖22 + ‖ukN‖22)(2 + N−2m). (5.2)
Integrating by parts, we derive immediately

n∑
k=0
‖uk‖22
∫ tn
0
‖ut‖22 dt + (1 + )
∫ tn
0
‖u‖22 dt for all n1.
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Thus, applying Lemma 1.2 (discrete Gronwall’s inequality) and using Lemmas 5.1 and 5.2, we can obtain
‖n‖2c(N−2m + 2). (5.3)
Taking the sum of (5.2) for k from 1 to n and using (5.3), we ﬁnd that
‖n‖2 + 
n∑
k=1
(‖∇k‖2 − ‖k‖2)c(N−2m + 2) for all n1. (5.4)
Let = −$k in (5.1). Similar to (3.6), we have
t‖∇k‖2 + ‖‖2 − ‖∇k‖2c(‖uk‖22 + ‖ukN‖22))(‖k‖21 + ‖k‖2) + 
∫ tk
tk−1
‖utt‖2 ds. (5.5)
Taking the sum of (5.5) for k from 1 to n and using Lemmas 5.1–5.2, 1.1 and (5.5), we can see that
‖∇n‖2 + 
n∑
k=1
‖k‖2c(N2(1−m) + 2) for all n1. (5.6)
Letting = 2k in (5.1), (3.8) can be rewritten as
t‖k‖2c(‖uk‖22 + ‖ukN‖22)(‖k‖22 + ‖k‖2) + 
∫ tk
tk−1
‖∇utt‖2 ds. (5.7)
Taking the sum of (5.7) for k from 1 to n and using Lemmas 5.1–5.2, Lemma 1.1 and the previous estimates,
we arrive at
‖n‖2c(N2(2−m) + 2). (5.8)
Using the triangle inequality and Lemma 1.1, (5.4), (5.6) and (5.8), we can see that
‖un − unN‖222(‖n‖2 + ‖n‖2)c(N2(2−m) + 2) for all n1.
Now the proof of this theorem is ﬁnished. 
Theorem 5.2. Suppose that the conditions of Theorem 2.2 hold. Let {unN }, {vnN } be two solutions of discrete scheme
(1.4), (1.5) with initial values u0N, v0N , respectively. When  is small enough, we have the following result:
‖unN − vnN‖2c‖u0N − v0N‖2 for all n1.
Proof. The proof of this theorem is similar to that of Theorem 4.1. If  is small enough, then similar to (4.4), we can
ﬁnd that
t‖wkN‖2 + ‖∇wkN‖2 − ‖wkN‖2c(‖ukN‖22 + ‖vkN‖22)‖wk−1N ‖2. (5.9)
By using the discrete Gronwall inequality and Lemma 5.2, we obtain
‖wnN‖2 exp
(
c
n∑
k=0
(‖ukN‖22 + ‖vkN‖22)
)
‖wkN‖2c‖w0N‖2. (5.10)
Taking the sum of (5.9) and applying (5.10), we have
‖wnN‖2 + 
n∑
k=1
(‖∇wkN‖2 − ‖wkN‖2)c‖w0N‖2. (5.11)
Similar to (4.7), we have
t‖∇wkN‖2 + ‖wkN‖2 − ‖∇wkN‖2c(‖ukN‖22 + ‖vkN‖22)‖wkN‖2.
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Taking the sum of the above relation for k from 1 to n and using (5.11), we ﬁnd
‖∇wnN‖2 + 
n∑
k=1
(‖wkN‖2 − ‖∇wkN‖2)‖∇w0N‖2 + c‖w0N‖2. (5.12)
Similar to (4.9), we have
t‖wkN‖2c(‖ukN‖22 + ‖vkN‖22)‖wkN‖2.
Taking the sum of the above relation for k from 1 to n and using (5.11), we obtain
‖wnN‖2‖w0N‖2 + c‖w0N‖21. (5.13)
Combining (5.10), (5.12) and (5.13), we complete the proof of this theorem. 
Remark. All of the results obtained in this paper is valid for one-dimensional or two-dimensional derivative
Ginzburg–Landau equations. Particularly, for the most well-known case of one-dimensional cubic Ginzburg–Landau
equation, namely, the case of 1 = 2 = 0, 
 = 1 in Eq. (1.1), all of the results obtained here hold as long as the
assumption (H) is replaced by the condition ||/<√3.
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