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The main theorem of this paper, proved using Mahler’s method,
gives a necessary and suﬃcient condition for the values Θ(x,a,q)
at any distinct algebraic points to be algebraically independent,
where Θ(x,a,q) is an analogue of a certain q-hypergeometric
series and generated by a linear recurrence whose typical example
is the sequence of Fibonacci numbers. Corollary 1 gives Θ(x,a,q)
taking algebraically independent values for any distinct triplets
(x,a,q) of nonzero algebraic numbers. Moreover, Θ(a,a,q) is
expressed as an irregular continued fraction and Θ(x,1,q) is an
analogue of q-exponential function as stated in Corollaries 3 and 4,
respectively.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Various authors have studied necessary and suﬃcient conditions for values of analytic functions
at algebraic points to be algebraically independent. The ﬁrst such result in history is Lindemann–
Weierstrass theorem asserting that the values eα1 , . . . , eαs of exponential function at algebraic num-
bers α1, . . . ,αs are algebraically independent if and only if α1, . . . ,αs are linearly independent over Q
(cf. Shidlovskii [7]). In this paper we give such a necessary and suﬃcient condition for a certain func-
tion of three variables, using Mahler’s method explained in Section 2.
Let {Rk}k1 be a linear recurrence of positive integers satisfying
Rk+n = c1Rk+n−1 + · · · + cnRk (k 1), (1)
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Θ(x,a,q) =
∞∑
k=1
xkqR1+R2+···+Rk
(1− aqR1)(1− aqR2) · · · (1− aqRk ) =
∞∑
k=1
k∏
l=1
xqRl
1− aqRl .
In what follows, let
U = {(x,a,q) ∣∣ x,a,q ∈ Q \ {0}, |a| 1, |q| < 1}.
Then Θ(x,a,q) converges at any point in U . Let (x1,a1,q1), (x2,a2,q2) ∈ U . We write (x1,a1,q1) ∼
(x2,a2,q2) if x1/a1 = x2/a2 and if a1qRk1 = a2qRk2 for all suﬃciently large k. Then ∼ is an equivalence
relation.
Theorem. Let {Rk}k1 be a linear recurrence satisfying (1). Suppose that {Rk}k1 is not a geometric progres-
sion. Let
Φ(X) = Xn − c1Xn−1 − · · · − cn. (2)
Assume that Φ(±1) = 0 and the ratio of any pair of distinct roots of Φ(X) is not a root of unity. Then the
values
Θ(x,a,q)
(
(x,a,q) ∈ U)
are algebraically dependent if and only if there exist distinct (x1,a1,q1), (x2,a2,q2) ∈ U such that
(x1,a1,q1) ∼ (x2,a2,q2).
Remark 1. We can regard Θ(x,a,q) as an analogue of a sort of q-hypergeometric series
∞∑
k=1
(−1)kqk(k−1)/2xk
(1− a)(1− aq) · · · (1− aqk−1) (3)
(cf. Gasper and Rahman [2]), replacing k− 1 (k 1) in the exponent of q in (3) by Rk , where {Rk}k1
is a linear recurrence satisfying (1), and replacing x by −x in (3), which does not lose the generality
since x runs through all the algebraic numbers in the theorem.
Remark 2. Let q1, . . . ,qs be algebraic numbers with 0 < |qi | < 1 (1  i  s). The author [10] proved
that the values Θ(1,1,q1), . . . ,Θ(1,1,qs) are algebraically dependent if and only if there exist some
k 1 and distinct i, j (1 i, j  s) such that qi/q j is an Nk-th root of unity, where Nk is the greatest
common divisor of n consecutive terms Rk, Rk+1, . . . , Rk+n−1. For Liouville series F (q) = ∑∞k=1 qk! ,
Nishioka [5] proved that the values F (q1), . . . , F (qs) are algebraically dependent if and only if there
exist distinct i, j (1 i, j  s) such that qi/q j is a root of unity.
Let f (q) =∑∞k=1 qRk , g(q) =∑∞k=1 qRk/(1 − qRk ), and h(q) =∏∞k=1(1 − qRk ), where {Rk}k1 is a
linear recurrence satisfying (1). The author [8,11] gave a necessary and suﬃcient condition for the
values f (q1), . . . , f (qs), g(q1), . . . , g(qs), h(q1), . . . ,h(qs) to be algebraically dependent.
Corollary 1. Let {Rk}k1 be as in Theorem. Suppose in addition that g.c.d.(Rk+1 − Rk, Rk+2 − Rk+1, . . . ,
Rk+n − Rk+n−1) = 1 for any k  1. Then the values Θ(x,a,q) ((x,a,q) ∈ U ) are algebraically independent,
namely the inﬁnite set {Θ(x,a,q) | (x,a,q) ∈ U } is algebraically independent.
Proof. By the theorem, if the values Θ(x,a,q) ((x,a,q) ∈ U ) are algebraically dependent, then there
exist distinct (x1,a1,q1), (x2,a2,q2) ∈ U such that x1/a1 = x2/a2 and a1qRk1 = a2qRk2 for all suﬃ-
ciently large k. Then there exists a positive integer k0 such that a1q
Rk
1 = a2qRk2 (k0  k k0 + n). Thus
(q1/q2)Rk+1−Rk = 1 (k0  k  k0 + n − 1) and so q1/q2 = 1 since g.c.d.(Rk0+1 − Rk0 ,
Rk0+2 − Rk0+1, . . . , Rk0+n − Rk0+n−1) = 1. Hence (x1,a1,q1) = (x2,a2,q2), which is a contradiction. 
T. Tanaka / Journal of Number Theory 129 (2009) 3081–3093 3083Corollary 2. Let {Rk}k1 be as in Theorem. Suppose in addition cn = 1. Let N∗ = g.c.d.(R2 − R1,
R3 − R2, . . . , Rn+1 − Rn). Let ζ be a primitive N∗-th root of unity and G = 〈(ζ R1 , ζ R1 , ζ−1)〉 a cyclic group
generated by (ζ R1 , ζ R1 , ζ−1) with componentwise multiplication. Then the values Θ(x,a,q) ((x,a,q) ∈ U )
are algebraically dependent if and only if there exist distinct (x1,a1,q1), (x2,a2,q2) ∈ U such that (x1/x2,
a1/a2,q1/q2) ∈ G.
Proof. Let R∗k = Rk+1 − Rk and N∗k = g.c.d.(R∗k , R∗k+1, . . . , R∗k+n−1) (k  1). Since {R∗k }k1 satisﬁes (1),
noting that cn = 1, we see that N∗k = N∗ for any k  1. If distinct (x1,a1,q1), (x2,a2,q2) ∈ U satisfy
(x1/x2,a1/a2,q1/q2) ∈ G , then x1/x2 = a1/a2 and (q1/q2)R∗k = 1 (k  1) and hence x1/a1 = x2/a2 and
(q1/q2)Rk = (q1/q2)R1 = a2/a1 (k  1), which implies that Θ(x,a,q) ((x,a,q) ∈ U ) are algebraically
dependent by the theorem. Conversely, if Θ(x,a,q) ((x,a,q) ∈ U ) are algebraically dependent, then by
the theorem there exist distinct (x1,a1,q1), (x2,a2,q2) ∈ U such that x1/a1 = x2/a2 and a1qRk1 = a2qRk2
for all suﬃciently large k. Then there exists a positive integer k0 such that a1q
Rk
1 = a2qRk2 (k0  k 
k0 +n). Thus (q1/q2)R∗k = 1 (k0  k k0 +n−1) and hence (q1/q2)N∗ = 1. Since (q1/q2)R∗k = 1 (k 1),
we see that a2/a1 = (q1/q2)Rk0 = (q1/q2)R1 and so (x1/x2,a1/a2,q1/q2) ∈ G . 
Example 1. Let {Gk}k0 be the generalized Fibonacci numbers deﬁned by
G0 = 0, G1 = 1, Gk+2 = bGk+1 + Gk (k 0), (4)
where b is a positive integer, and let
Θ(x,a,q) =
∞∑
k=1
xkqG1+G2+···+Gk
(1− aqG1)(1− aqG2) · · · (1− aqGk ) .
By Corollary 2 with N∗ = g.c.d.(G2 − G1, G3 − G2) = g.c.d.(b − 1,b2 − b + 1) = 1 the values Θ(x,a,q)
((x,a,q) ∈ U ) are algebraically independent. In particular, the inﬁnite set{ ∞∑
k=1
xkqF1+F2+···+Fk
(1− aqF1)(1− aqF2) · · · (1− aqFk )
∣∣∣∣ x,a,q ∈ Q \ {0}, |a| 1, |q| < 1
}
is algebraically independent, where {Fk}k0 is the sequence of Fibonacci numbers deﬁned by
F0 = 0, F1 = 1, Fk+2 = Fk+1 + Fk (k 0). (5)
Corollary 3. Let {Rk}k1 be as in Theorem. Deﬁne
Θ(a,q) =
∞∑
k=1
akqR1+R2+···+Rk
(1− aqR1)(1− aqR2) · · · (1− aqRk )
= aq
R1
1− aqR1 + −aq
R2(1− aqR1)
1+ −aq
R3(1− aqR2)
1+
. . .
+ −aq
Rn (1− aqRn−1)
1+
. . . .
(6)
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Θ(a,q)
(
a,q ∈ Q \ {0}, |a| 1, |q| < 1)
are algebraically dependent if and only if there exist some distinct pairs (a1,q1) and (a2,q2) of nonzero alge-
braic numbers a1,a2,q1,q2 with |a1|, |a2| 1 and |q1|, |q2| < 1 such that a1qRk1 = a2qRk2 for all suﬃciently
large k.
In particular, if g.c.d.(Rk+1 − Rk, Rk+2 − Rk+1, . . . , Rk+n − Rk+n−1) = 1 for any k  1, then the val-
ues Θ(a,q) are algebraically independent for any distinct pairs (a,q) of nonzero algebraic numbers a,q with
|a| 1 and |q| < 1, namely the inﬁnite set {Θ(a,q) | a,q ∈ Q \ {0}, |a|  1, |q| < 1} is algebraically inde-
pendent.
The continued fraction expansion (6) in Corollary 3 is obtained from the identity
∞∑
k=1
z1z2z3 · · · zk
(1− z1)(1− z2)(1− z3) · · · (1− zk) =
z1
1− z1 + −z2(1− z1)
1+ −z3(1− z2)
1+
. . .
+ −zn(1− zn−1)
1+
. . . ,
where {zn}n1 is a sequence of complex numbers with |zn| < 1 such that limn→∞ zn = 0.
Example 2. Let {Gk}k0 be the generalized Fibonacci numbers deﬁned by (4) and let
Θ∗(a,q) = −
∞∑
k=1
(−a)kqG1+G2+···+Gk
(1+ aqG1)(1+ aqG2) · · · (1+ aqGk )
= aq
G1
1+ aqG1 + aq
G2(1+ aqG1)
1+ aq
G3(1+ aqG2)
1+
. . .
+ aq
Gn (1+ aqGn−1)
1+
. . . .
Since g.c.d.(Gk+1 − Gk,Gk+2 − Gk+1) = g.c.d.(G2 − G1,G3 − G2) = 1 for any k  1 (see Example 1),
by Corollary 3 with Θ∗(a,q) = −Θ(−a,q), the values Θ∗(a,q) are algebraically independent for any
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continued fractions
aqF1
1+ aqF1 + aq
F2(1+ aqF1)
1+ aq
F3(1+ aqF2)
1+
. . .
+ aq
Fn (1+ aqFn−1)
1+
. . .
(
a,q ∈ Q \ {0}, |a| 1, |q| < 1)
are algebraically independent, where {Fk}k0 is the sequence of Fibonacci numbers deﬁned by (5).
The following result on an analogue of q-exponential function
Eq(x) = 1+
∞∑
k=1
xkq1+2+···+k
(1− q)(1− q2) · · · (1− qk)
gives a generalization of the author’s previous result [10] mentioned in Remark 2 above.
Corollary 4. Let {Rk}k1 be as in Theorem. Let a be a ﬁxed algebraic number with 0< |a| 1 and deﬁne
E(x,q) =
∞∑
k=1
xkqR1+R2+···+Rk
(1− aqR1)(1− aqR2) · · · (1− aqRk )
=
∞∑
k=1
k∏
l=1
xqRl
1− aqRl .
Then the values
E(x,q)
(
x,q ∈ Q \ {0}, |q| < 1)
are algebraically dependent if and only if there exist some distinct pairs (x1,q1) and (x2,q2) of nonzero al-
gebraic numbers x1, x2,q1,q2 with |q1|, |q2| < 1 such that x1 = x2 and qNk1 = qNk2 for some k  1, where
Nk = g.c.d.(Rk, Rk+1, . . . , Rk+n−1).
In particular, if Nk = 1 for any k 1, then the values E(x,q) are algebraically independent for any distinct
pairs (x,q) of nonzero algebraic numbers x,q with |q| < 1.
Proof. By the theorem, the values E(x,q) (x,q ∈ Q \ {0}, |q| < 1) are algebraically dependent if and
only if there exist a positive integer k0 and some distinct pairs (x1,q1) and (x2,q2) of nonzero alge-
braic numbers with |q1|, |q2| < 1 such that x1 = x2 and qRk1 = qRk2 for any k  k0, which implies that
q
Nk0
1 = q
Nk0
2 . Conversely, if q
Nk0
1 = q
Nk0
2 , then q
Rk
1 = qRk2 for any k  k0, since Nk0 divides Rk for any
k k0 by (1). 
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Let F (z1, . . . , zn) and Fz1, . . . , zn denote the ﬁeld of rational functions and the ring of formal
power series in variables z1, . . . , zn with coeﬃcients in a ﬁeld F , respectively, and F× the multiplica-
tive group of nonzero elements of F . Let Ω = (ωi j) be an n × n matrix with nonnegative integer
entries. Then the maximum ρ of the absolute values of the eigenvalues of Ω is itself an eigenvalue
(cf. Gantmacher [1, p. 66, Theorem 3]). If z = (z1, . . . , zn) is a point of Cn , we deﬁne a transformation
Ω : Cn → Cn by
Ωz =
(
n∏
j=1
z
ω1 j
j ,
n∏
j=1
z
ω2 j
j , . . . ,
n∏
j=1
z
ωnj
j
)
. (7)
We suppose that Ω and an algebraic point α = (α1, . . . ,αn), where αi are nonzero algebraic numbers,
have the following four properties:
(I) Ω is nonsingular and none of its eigenvalues is a root of unity, so that in particular ρ > 1.
(II) Every entry of the matrix Ωk is O (ρk) as k tends to inﬁnity.
(III) If we put Ωkα = (α(k)1 , . . . ,α(k)n ), then
log
∣∣α(k)i ∣∣−cρk (1 i  n)
for all suﬃciently large k, where c is a positive constant.
(IV) For any nonzero f (z) ∈ Cz1, . . . , zn which converges in some neighborhood of the origin, there
are inﬁnitely many positive integers k such that f (Ωkα) = 0.
We note that the property (II) is satisﬁed if every eigenvalue of Ω of absolute value ρ is a simple
root of the minimal polynomial of Ω .
Lemma 1. (See Lemma 4 and Proof of Theorem 2 in [8].) Suppose that Φ(±1) = 0 and the ratio of any pair of
distinct roots of Φ(X) is not a root of unity, where Φ(X) is the polynomial deﬁned by (2). Let
Ω =
⎛
⎜⎜⎜⎜⎜⎜⎝
c1 1 0 . . . 0
c2 0 1
. . .
...
...
...
. . .
. . . 0
...
...
. . . 1
cn 0 . . . . . . 0
⎞
⎟⎟⎟⎟⎟⎟⎠ (8)
and let β1, . . . , βt be multiplicatively independent algebraic numbers with 0 < |β j | < 1 (1 j  t). Let p be
a positive integer and put
Ω ′ = diag(Ω p, . . . ,Ω p︸ ︷︷ ︸
t
)
.
Then the matrix Ω ′ and the point
β = (1, . . . ,1︸ ︷︷ ︸
n−1
, β1, . . . . . . ,1, . . . ,1︸ ︷︷ ︸
n−1
, βt)
have the properties (I)–(IV).
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pose that f1(z), . . . , fm(z) ∈ Kz1, . . . , zn converge in an n-polydisc U around the origin and satisfy the
functional equations
f i(z) = ai(z) f i(Ωz) + bi(z) (1 i m),
where ai(z),bi(z) ∈ K (z1, . . . , zn) and ai(z) (1 i m) are deﬁned and nonzero at the origin. Assume that
the n × n matrix Ω and a point α ∈ U whose components are nonzero algebraic numbers have the properties
(I)–(IV) and that ai(z) (1 i m) are deﬁned and nonzero at Ωkα for all k  1. If f1(z), . . . , fm(z) are al-
gebraically independent over K (z1, . . . , zn), then the values f1(α), . . . , fm(α) are algebraically independent.
In what follows, C denotes a ﬁeld of characteristic 0. Let L = C(z1, . . . , zn) and let M be the quo-
tient ﬁeld of Cz1, . . . , zn. Let Ω be an n × n matrix with nonnegative integer entries having the
property (I). We deﬁne an endomorphism τ : M → M by
f τ (z) = f (Ωz) ( f (z) ∈ M)
and a subgroup H of L× by
H = {gτ g−1 ∣∣ g ∈ L×}.
Lemma 3. (See Kubota [3], see also Theorem 3.5 in Nishioka [6].) Let f i j ∈ M (i = 1, . . . ,h; j = 1, . . . ,m(i))
satisfy
f i j = ai f τi j + bij,
where ai ∈ L× , bi j ∈ L (1 i  h, 1 j m(i)), and aia−1i′ /∈ H for any distinct i, i′ (1 i, i′  h). Suppose
for any i (1 i  h) there is no element g of L satisfying
g = ai gτ +
m(i)∑
j=1
c jbi j,
where c1, . . . , cm(i) ∈ C are not all zero. Then the functions fi j (i = 1, . . . ,h; j = 1, . . . ,m(i)) are algebraically
independent over L.
Let {Rk}k1 be a linear recurrence satisfying (1) and deﬁne a monomial
M(z) = zRn1 · · · zR1n , (9)
which is denoted similarly to (7) by
M(z) = (Rn, . . . , R1)z. (10)
Let Ω be the matrix deﬁned by (8). It follows from (1), (7), and (10) that
M
(
Ωkz
)= zRk+n1 · · · zRk+1n (k 0).
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and the ratio of any pair of distinct roots of Φ(X) is not a root of unity. Let C be an algebraically closed ﬁeld of
characteristic 0. Suppose that F (z) is an element of the quotient ﬁeld of Cz1, . . . , zn satisfying the functional
equation of the form
F (z) =
( p+u−1∏
k=u
Qk
(
M
(
Ωkz
)))
F
(
Ω pz
)
,
where Ω is deﬁned by (8), p > 0, u  0 are integers, and Qk(X) ∈ C(X) (u  k p + u − 1) are deﬁned and
nonzero at X = 0. If F (z) ∈ C(z1, . . . , zn), then F (z) ∈ C and Qk(X) ∈ C× (u  k p + u − 1).
We adopt the usual vector notation, that is, if I = (i1, . . . , in) ∈ Nn0 with N0 the set of nonnegative
integers, we write z I = zi11 · · · zinn . We denote by C[z1, . . . , zn] the ring of polynomials in variables
z1, . . . , zn with coeﬃcients in C .
Lemma 5. (See Lemma 3.2.3 in Nishioka [6].) If A, B ∈ C[z1, . . . , zn] are coprime, then (Aτ , Bτ ) = z I , where
I ∈ Nn0 .
Lemma 6. (See [9, Lemma 12].) Let Ω be an n × n matrix with nonnegative integer entries which has the
property (I). Let R(z) be a nonzero polynomial in C[z1, . . . , zn]. If R(Ωz) divides R(z)z I , where I ∈ Nn0, then
R(z) is a monomial in z1, . . . , zn.
Lemma 7. (See [10, Lemma 6].) Let P (z) be a nonconstant polynomial in z = (z1, . . . , zn) with n  2. Let Ω
be an n × n matrix with positive integer entries which has the property (I). Then
degz P (Ωz) > degz P (z).
3. Proof of Theorem
Proof of Theorem. First we prove that, if there exist distinct (x1,a1,q1), (x2,a2,q2) ∈ U such that
(x1,a1,q1) ∼ (x2,a2,q2), then the values Θ(x1,a1,q1) and Θ(x2,a2,q2) are algebraically dependent.
Since x1/a1 = x2/a2 and since there exists a positive integer k0 such that a1qRk1 = a2qRk2 for all k k0,
we have
k0−1∏
k=1
1− a1qRk1
x1q
Rk
1
(
Θ(x1,a1,q1) −
k0−1∑
k=1
k∏
l=1
x1q
Rl
1
1− a1qRl1
)
=
∞∑
k=k0
k∏
l=k0
x1
a1
a1q
Rl
1
1− a1qRl1
=
∞∑
k=k0
k∏
l=k0
x2
a2
a2q
Rl
2
1− a2qRl2
=
k0−1∏
k=1
1− a2qRk2
x2q
Rk
2
(
Θ(x2,a2,q2) −
k0−1∑
k=1
k∏
l=1
x2q
Rl
2
1− a2qRl2
)
,
which implies that Θ(x1,a1,q1) and Θ(x2,a2,q2) are algebraically dependent.
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Θ(x,a,q)
(
(x,a,q) ∈ U)
are algebraically dependent. Then there exist distinct (x1,a1,q1), . . . , (xs,as,qs) ∈ U such that the
values Θ(x1,a1,q1), . . . ,Θ(xs,as,qs) are algebraically dependent. In what follows, we prove that there
exist some distinct i, i′ (1 i, i′  s) such that (xi,ai,qi) ∼ (xi′ ,ai′ ,qi′), which yields the theorem by
putting (xi,ai,qi) = (x1,a1,q1) and (xi′ ,ai′ ,qi′ ) = (x2,a2,q2). There exist multiplicatively independent
algebraic numbers β1, . . . , βt with 0 < |β j | < 1 (1 j  t) and a primitive N-th root of unity ζ such
that
qi = ζmi
t∏
j=1
β
ei j
j (1 i  s), (11)
where m1, . . . ,ms are integers with 0mi  N − 1 and ei j (1 i  s, 1 j  t) are nonnegative in-
tegers (cf. Loxton and van der Poorten [4], Nishioka [6, Lemma 3.4.9]). We can choose a positive inte-
ger p and a suﬃciently large integer u, which will be determined later, such that Rk+p ≡ Rk (mod N)
for any k  u + 1, and all the entries of Ω p are positive. In fact, we can choose such a p satisfy-
ing the latter condition. (For the proof see [8].) Let y jλ (1  j  t, 1  λ  n) be variables and let
y j = (y j1, . . . , y jn) (1 j  t), y = (y1, . . . , yt). Deﬁne
f i(y) =
∞∑
k=u
k∏
l=u
xiζmi Rl+1
∏t
j=1 M(Ω l y j)ei j
1− aiζmi Rl+1 ∏tj=1 M(Ω l y j)ei j (1 i  s),
where M(z) and Ω are deﬁned by (9) and (8), respectively. Letting
β = (1, . . . ,1︸ ︷︷ ︸
n−1
, β1, . . . . . . ,1, . . . ,1︸ ︷︷ ︸
n−1
, βt),
we see that
f i(β) =
∞∑
k=u
k∏
l=u
xiq
Rl+1
i
1− aiqRl+1i
=
∞∑
k=u+1
k∏
l=u+1
xiq
Rl
i
1− aiqRli
and so
Θ(xi,ai,qi) =
(
u∏
k=1
xiq
Rk
i
1− aiqRki
)
f i(β) +
u∑
k=1
k∏
l=1
xiq
Rl
i
1− aiqRli
.
Since Θ(x1,a1,q1), . . . ,Θ(xs,as,qs) are algebraically dependent, so are f i(β) (1 i  s). Let
Ω ′ = diag(Ω p, . . . ,Ω p︸ ︷︷ ︸
t
)
.
Then each f i(y) satisﬁes the functional equation
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( p+u−1∏
k=u
xiζmi Rk+1
∏t
j=1 M(Ωk y j)ei j
1− aiζmi Rk+1 ∏tj=1 M(Ωk y j)ei j
)
f i(Ω
′ y)
+
p+u−1∑
k=u
k∏
l=u
xiζmi Rl+1
∏t
j=1 M(Ω l y j)ei j
1− aiζmi Rl+1 ∏tj=1 M(Ω l y j)ei j ,
where Ω ′ y = (Ω p y1, . . . ,Ω p yt). Let D = |det(Ω − E)|, where E is the n × n identity ma-
trix. Then D is a positive integer, since Φ(1) = 0. Let y′jλ = y1/Djλ (1  j  t, 1  λ  n),
y′j = (y′j1, . . . , y′jn) (1 j  t), and y′ = (y′1, . . . , y′t). Noting that
∏t
j=1 M((Ω − E)−1Ωu y j)ei j =∏t
j=1 M(D(Ω − E)−1Ωu y′j)ei j ∈ Q(y′), we deﬁne
gi(y
′) =
(
t∏
j=1
M
(
(Ω − E)−1Ωu y j
)ei j) f i(y) − Ti(y′)
=
(
t∏
j=1
M
(
D(Ω − E)−1Ωu y′j
)ei j) f˜ i(y′) − Ti(y′) (1 i  s),
where
f˜ i(y
′) =
∞∑
k=u
k∏
l=u
xiζmi Rl+1
∏t
j=1 M(Ω l y′j)
D eij
1− aiζmi Rl+1 ∏tj=1 M(Ω l y′j)D eij ∈ Qy′,
Ti(y
′) =
(
t∏
j=1
M
(
D(Ω − E)−1Ωu y′j
)ei j) k1∑
k=u
k∏
l=u
xiζmi Rl+1
∏t
j=1 M(Ω l y′j)
Deij
1− aiζmi Rl+1 ∏tj=1 M(Ω l y′j)Deij ∈ Q(y′),
and k1 is a large integer such that gi(y′) ∈ Qy′ (1 i  s). Then each gi(y′) satisﬁes the functional
equation
gi(y
′) =
( p+u−1∏
k=u
xiζmi Rk+1
1− aiζmi Rk+1 ∏tj=1 M(Ωk y′j)D eij
)
gi(Ω
′ y′)
+
(
t∏
j=1
M
(
D(Ω − E)−1Ωu y′j
)ei j) p+u−1∑
k=u
k∏
l=u
xiζmi Rl+1
∏t
j=1 M(Ω l y′j)
D eij
1− aiζmi Rl+1 ∏tj=1 M(Ω l y′j)D eij
+
( p+u−1∏
k=u
xiζmi Rk+1
1− aiζmi Rk+1 ∏tj=1 M(Ωk y′j)D eij
)
Ti(Ω
′ y′) − Ti(y′),
where Ω ′ y′ = (Ω p y′1, . . . ,Ω p y′t) and we use the fact that for any ﬁxed i and j, we have
M
(
(Ω − E)−1Ωu y j
) u+p−1∏
k=u
M
(
Ωk y j
)= M
((
(Ω − E)−1Ωu +
u+p−1∑
k=u
Ωk
)
y j
)
= M((Ω − E)−1Ωu+p y j).
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β ′ = (1, . . . ,1︸ ︷︷ ︸
n−1
, β
1/D
1 , . . . . . . ,1, . . . ,1︸ ︷︷ ︸
n−1
, β
1/D
t
)
.
By Lemma 1, the matrix Ω ′ and β ′ have the properties (I)–(IV). By Lemma 2, the functions gi(y′)
(1 i  s) are algebraically dependent over Q(y′).
In order to apply Lemma 3, we assert that
Q ii′(y
′) =
p+u−1∏
k=u
xiζmi Rk+1(1− ai′ζmi′ Rk+1 ∏tj=1 M(Ωk y′j)Dei′ j )
xi′ζmi′ Rk+1(1− aiζmi Rk+1 ∏tj=1 M(Ωk y′j)Deij ) ∈ H
=
{
h(Ω ′ y′)
h(y′)
∣∣∣ h(y′) ∈ Q(y′) \ {0}}
if and only if aiζmi Rk+1 = ai′ζmi′ Rk+1 (u  k  p + u − 1), (ei1, . . . , eit) = (ei′1, . . . , ei′t), and api xpi′ =
api′ x
p
i . It is clear that, if aiζ
mi Rk+1 = ai′ζmi′ Rk+1 (u  k  p + u − 1), (ei1, . . . , eit) = (ei′1, . . . , ei′t), and
api x
p
i′ = api′ xpi , then Q ii′(y′) = 1 ∈ H . Conversely, suppose that Q ii′(y′) ∈ H . Then there exists an F (y′) ∈
Q(y′) \ {0} satisfying
F (y′) =
( p+u−1∏
k=u
xi′ζmi′ Rk+1(1− aiζmi Rk+1 ∏tj=1 M(Ωk y′j)Deij )
xiζmi Rk+1(1− ai′ζmi′ Rk+1 ∏tj=1 M(Ωk y′j)Dei′ j )
)
F (Ω ′ y′). (12)
Let P be a positive integer divisible by D and let
y′j =
(
y′j1, . . . , y
′
jn
)= (zP j/D1 , . . . , zP j/Dn ) (1 j  t).
We choose P suﬃciently large so that the following two properties are both satisﬁed:
(a) If (ei1, . . . , eit) = (ei′1, . . . , ei′t), then ∑tj=1 ei j P j =∑tj=1 ei′ j P j .
(b) F ∗(z) = F (zP/D1 , . . . , zP/Dn , . . . , zP
t/D
1 , . . . , z
Pt/D
n ) ∈ Q(z1, . . . , zn) \ {0}.
Then by (12), F ∗(z) satisﬁes the functional equation
F ∗(z) =
( p+u−1∏
k=u
xi′ζmi′ Rk+1(1− aiζmi Rk+1M(Ωkz)Ei )
xiζmi Rk+1(1− ai′ζmi′ Rk+1M(Ωkz)Ei′ )
)
F ∗
(
Ω pz
)
, (13)
where Ei =∑tj=1 ei j P j (1 i  s). Therefore by Lemma 4 we see that
xi′ζmi′ Rk+1(1− aiζmi Rk+1 XEi )
xiζmi Rk+1(1− ai′ζmi′ Rk+1 XEi′ ) ∈ Q
×
for any k (u  k p + u − 1), where X is a variable, and F ∗(z) ∈ Q× . Hence Ei = Ei′ and aiζmi Rk+1 =
ai′ζmi′ Rk+1 (u  k  p + u − 1). Thus (ei1, . . . , eit) = (ei′1, . . . , ei′t) by the property (a), and the func-
tional equation (13) becomes
F ∗(z) = a
p
i x
p
i′
api′x
p
i
F ∗
(
Ω pz
)
.
Since F ∗(z) ∈ Q× , we have api xpi′ = api′ xpi , and the assertion is proved.
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algebraic numbers a, ξ , and nonnegative integers m, e1, . . . , et such that for any i ∈ S we have
aiζmi Rk+1 = aζmRk+1 (u  k p + u − 1), (ei1, . . . , eit) = (e1, . . . , et), and xpi /api = ξ , and there exists a
G(y′) ∈ Q(y′) satisfying
G(y′) = ξ
( p+u−1∏
k=u
aζmRk+1
1− aζmRk+1 ∏tj=1 M(Ωk y′j)D e j
)
G(Ω ′ y′)
+
(
t∏
j=1
M
(
D(Ω − E)−1Ωu y′j
)e j)
×
p+u−1∑
k=u
∑
i∈S
ci
(
xi
ai
)k−u+1 k∏
l=u
aζmRl+1
∏t
j=1 M(Ω l y′j)
D e j
1− aζmRl+1 ∏tj=1 M(Ω l y′j)D e j
+ ξ
( p+u−1∏
k=u
aζmRk+1
1− aζmRk+1 ∏tj=1 M(Ωk y′j)D e j
)∑
i∈S
ci T i(Ω
′ y′) −
∑
i∈S
ci T i(y
′),
where ci (i ∈ S) are algebraic numbers not all zero. Then
G∗(y′) =
(
t∏
j=1
M
(
D(Ω − E)−1Ωu y′j
)e j)−1(G(y′) +∑
i∈S
ci T i(y
′)
)
∈ Q(y′)
satisﬁes the functional equation
G∗(y′) = ξ
( p+u−1∏
k=u
aζmRk+1
∏t
j=1 M(Ωk y′j)
D e j
1− aζmRk+1 ∏tj=1 M(Ωk y′j)D e j
)
G∗(Ω ′ y′)
+
p+u−1∑
k=u
∑
i∈S
ci
(
xi
ai
)k−u+1 k∏
l=u
aζmRl+1
∏t
j=1 M(Ω l y′j)
D e j
1− aζmRl+1∏tj=1 M(Ω l y′j)D e j . (14)
Let P be a positive integer divisible by D and let
y′j =
(
y′j1, . . . , y
′
jn
)= (zP j/D1 , . . . , zP j/Dn ) (1 j  t).
We choose P suﬃciently large so that
H(z) = G∗(zP/D1 , . . . , zP/Dn , . . . , zPt/D1 , . . . , zPt/Dn ) ∈ Q(z1, . . . , zn).
Then by (14), H(z) satisﬁes the functional equation
H(z) = ξ
( p+u−1∏
k=u
aζmRk+1M(Ωkz)E
1− aζmRk+1M(Ωkz)E
)
H
(
Ω pz
)
+
p+u−1∑ ∑
ci
(
xi
ai
)k−u+1 k∏ aζmRl+1M(Ω lz)E
1− aζmRl+1M(Ω lz)E , (15)k=u i∈S l=u
T. Tanaka / Journal of Number Theory 129 (2009) 3081–3093 3093where E =∑tj=1 e j P j . Letting H(z) = A(z)/B(z), where A(z) and B(z) are coprime polynomials in
Q[z1, . . . , zn] with B = 0, by (15) we have
A(z)B
(
Ω pz
) p+u−1∏
k=u
(
1− aζmRk+1M(Ωkz)E)
= ξ A(Ω pz)B(z) p+u−1∏
k=u
aζmRk+1M
(
Ωkz
)E
+
p+u−1∑
k=u
∑
i∈S
ci
(
xi
ai
)k−u+1
B(z)B
(
Ω pz
) k∏
l=u
aζmRl+1M
(
Ω lz
)E
×
p+u−1∏
l′=k+1
(
1− aζmRl′+1M(Ω l′ z)E). (16)
We can write the greatest common divisor of A(Ω pz) and B(Ω pz) as z I , where I is an n-
dimensional vector with nonnegative integer components, by Lemma 5. Then B(Ω pz) divides
B(z)z I
∏p+u−1
k=u M(Ω
kz)E by (16). Therefore B(z) is a monomial in z1, . . . , zn by Lemmas 1 and 6.
If u is suﬃciently large, since p and u are independent, the right-hand side of (16) is divisible by
z1 · · · znB(Ω pz) and thus A(z) is divisible by z1 · · · zn . Since A(z) and B(z) are coprime, B(z) ∈ Q× .
If A(z) /∈ Q, then by Lemma 7, degz A(Ω pz) > degz A(z), which is a contradiction by comparing the
total degrees of both sides of (16). Hence A(z) = 0. Then by (16), we see that ∑i∈S ci(xi/ai)k−u+1 = 0
(u  k  p + u − 1) and so ∑i∈S ci(xi/ai)k = 0 (1  k  p). Hence xi/ai = xi′/ai′ for some dis-
tinct i, i′ ∈ S since ci (i ∈ S) are not all zero. Since i, i′ ∈ S and Rk+p ≡ Rk (mod N) for any
k  u + 1, we have aiζmi Rk+1 = ai′ζmi′ Rk+1 (k  u). By (11) with (ei1, . . . , eit) = (ei′1, . . . , ei′t) we get
aiq
Rk+1
i = ai′qRk+1i′ (k  u). Therefore (xi,ai,qi) ∼ (xi′ ,ai′ ,qi′), and the proof of the theorem is com-
pleted. 
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