On the Universality of the Energy Response Function in the Long-Range
  Spin Glass Model with Sparse, Modular Couplings by Park, Jeong-Man & Deem, Michael W.
ar
X
iv
:1
30
1.
68
41
v3
  [
co
nd
-m
at.
sta
t-m
ec
h]
  2
0 J
an
 20
14
On the Universality of the Energy Response Function in the
Long-Range Spin Glass Model with Sparse, Modular Couplings
Jeong-Man Park1,2 and Michael W. Deem1
1Department of Physics & Astronomy
Rice University, Houston, TX 77005–1892, USA
2Department of Physics, The Catholic University of Korea, Bucheon 420-743, Korea
Abstract
We consider energy relaxation of the long-range spin glass model with sparse couplings, the
so-called dilute Sherrington-Kirkpatrick (SK) model, starting from a random initial state. We
consider the effect that modularity of the coupling matrix has on this relaxation dynamics. In
the absence of finite size effects, the relaxation dynamics appears independent of modularity. For
finite sizes, a more modular system reaches a less favorable energy at long times. For small system
sizes, a more modular system also has a less favorable energy at short times. For large system
sizes, modularity may lead to slightly more favorable energies at intermediate times. We discuss
these results in the context of evolutionary theory, where horizontal gene transfer, absent in the
Glauber equilibration dynamics of the SK model studied here, endows modular organisms with
larger response functions at short times.
PACS numbers: 87.10.-e,87.15.A-,87.23.Kg,87.23.Cc
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I. INTRODUCTION
We here consider energy relaxation in a dilute, modular spin glass. The form of the energy
function, its sparseness and modularity, is motivated by fitness functions encountered in
biology [1–4]. We emphasize that our calculation is one of statistical mechanics, rather than
of a detailed evolutionary model. The model is similar in spirit to the spin-glass models that
have been introduced to analyze the relation between genotype and phenotype evolution [5–
8]. The model is also quite similar to a model of associate memory recall, in which modularity
was shown to increase the rate of pattern matching [9]. Multi-body contributions to the
fitness function in biology, leading to a rugged fitness landscape and glassy evolutionary
dynamics, are increasingly thought to be an important factor in evolution [10]. That is,
biological fitness functions may be characterized as instances of fitness functions taken from
a spin glass ensemble. Importantly, though, biological fitness functions have a modular
structure, and their dependence on the underlying variables is somewhat separable [11–13].
Glassy evolutionary dynamics has been noted a number of times [14, 15]. The generalized
NK model used to understand the immune response to vaccines and evolving viruses is a
type of modular, dilute spin glass model [16–22].
We here analyze, within the context of statistical mechanics rather than a detailed evo-
lutionary model, the dependence of a spin glass response function on the modularity of the
interactions. We consider how the spin glass equilibrates from an initially random state by
Glauber dynamics. At long times, the finite-size corrections to the energy per spin in the SK
spin glass scale as L−2/3, where L is the system size [23–26]. The timescale for convergence,
tERG grows exponentially with system size, tERG ∼ t0 exp(cL1/3) [27–30].
Here, we derive the approximate response function at short times. Since modularity is a
relevant, emergent order parameter in dynamical systems [31–36], we consider the ensemble
of spin glass Hamiltonians parametrized by modularity, M . In particular, we make pre-
dictions for how the energy relaxation of a dilute spin glass depends on the modularity of
the coupling matrix. Numerical calculations have shown that the energy per spin relaxes
at different rates for spin glass systems of different sizes [37], and these simulations provide
additional motivation for the present calculations.
In a replica calculation, we will show that the response function at short times is inde-
pendent of modularity for large system sizes. This calculation generalizes the dynamical
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equations of magnetization and energy [38] to the dilute SK model and determines the form
that these equations take near the spin glass phase transition. The universality of the re-
sponse function may be broken by finite size effects. At long times, greater modularity leads
to less favorable energies due to these finite size effects. Near the spin glass transition, there
are two opposing finite size effects, and greater modularity may lead to a slightly more rapid
energy decay.
The rest of the paper is organized as follows. In Section II we describe simple scaling
arguments for the energy relaxation curve at short and long times as a function of modularity.
In Section III we introduce the dilute, modular SK model and the projection of the energy
dynamics onto the slow modes. In Section IV we derive the slow mode dynamics by a
replica approach. In Section V we analyze these equations to produce the energy relaxation
curve. In Section VI we use known thermodynamic finite scaling results to argue how the
dynamical equations depend on system size. In Section VII we compare the results to
numerical calculations. We discuss these results in Section VIII and conclude in Section IX.
II. MODULARITY AS A FINITE SIZE EFFECT
We consider a spin glass with long range couplings. The entries in the N × N coupling
matrix are symmetrically distributed around zero, and the sum of the variances of the
couplings in each row is O(1). We contrast this case where every entry of the matrix may
be nonzero to the case where only the entries along the L × L block diagonals may be
nonzero. This latter case is an example of a modular coupling matrix. The parameter L is a
measure of the effective modularity in the system, with smaller L indicating greater effective
modularity.
A system with smaller L has a less favorable ground state energy. In particular, if we
set the negative of the energy per spin to be r, it is known that r∗ = r∞ − aL−2/3 [26].
The value of K in the Parisi hierarchy required to stabilize a system of size L grows as
K ∼ (Tc − T )L1/6, where T is temperature [26]. This result can be used to estimate finite
effects if observables are known as a function of K. In our case, arguing that the barriers to
equilibration of a larger system further down in the Parisi hierarchy are of the same order
as the energy of the smaller system from the K → ∞ ground state, ∆E ∼ N(r∞ − r∗),
we would expect tERG ∼ t0 exp(cL1/3) [27–29]. We expect logarithmic convergence to the
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FIG. 1: Shown is a simplified view of the couplings in the dilute SK model. In this figure, we
consider a system of size N = 20. If spin i interacts with spin j, a dot is displayed at matrix
position i, j. Each position i interacts on average with C other positions. Here C = 6. Left) A
non-modular structure, M = 0. Middle) A moderately modular structure, M = 2/3. Right) A
fully modular structure, M = 1. The matrix shown here is the connection matrix, denoted by the
symbol ∆. Here, there are two modules, each of size L = 10. We define modularity from the excess
number of interactions within the two L × L block diagonals over that expected based upon the
probability observed outside the block diagonals. This number is divided by the total number of
interactions to give the modularity, M .
ground state at long time [30]. Smoothing the short time behavior, the scaled energy might
follow rL(t) = r∞−aL−2/3 tanh t−b[1+ln(1+t/tERG)]−2/ν , where ν = 1 to have the expected
L dependence at large time, and a and b are constants of order unity. The long time ordering
of these curves with L is a result of equilibrium finite size effects. Whether the curves cross
at short time depends on the details of the equilibration dynamics and is the subject of the
rest of this paper.
The rest of this article will calculate the short time behavior of the energy relaxation
curve for a class of coupling matrices that interpolate between the fully connected N × N
matrix and one with L×L block diagonals. The modularity order parameter, M , is zero in
the first case and unity in the second.
III. MODEL
The focus of the present study is how to introduce modularity to the SK model, and
the resulting short-time dynamics. The coupling matrix must have local structure, and it
must be sparse, as modularity can not be identified in a fully connected matrix. A visual
depiction of the non-zero entries in coupling matrix is shown in Fig. 1.
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We define a spin glass model that generically incorporates sparseness and modularity.
The connection matrix for a given system α is denoted by ∆α with ∆αij = 0, 1, as shown in
Fig. 1. Each spin i is connected to C other spins, on average. Putting these points together,
our simplified model is a dilute SK model:
Hα({σ}) = −
∑
i<j
Jijσiσj∆
α
ij (1)
with Jij = Jzij where z is a quenched Gaussian with zero mean and variance 1/C. The
number C is the average number of connections, and so in the absence of modularity
P (∆ij) = (1 − C/N)δ∆ij ,0 + (C/N)δ∆ij ,1. We have σi = ±1. The spin dynamics is gov-
erned by Glauber dynamics such that the rate to flip spin k in the sequence is given by
wk({σ}) = 12(1− σk tanhβhk) where hk =
∑
j 6=k Jkj∆kjσj = Jzk, with zk =
∑
j 6=k zkj∆kjσj .
Now we generalize this model by introducing modularity, such that there is an excess
of interactions in ∆ along the L × L block diagonals of the N × N connection matrix.
There are k1 = N/L of these block diagonals. Thus, the probability of a connection is
C0/N when ⌊i/L⌋ 6= ⌊j/L⌋ and C1/N when ⌊i/L⌋ = ⌊j/L⌋. The number of connections is
C = C0 + (C1 − C0)/k1. Modularity is defined by M = (C1 − C0)/(k1C). To see the spin
glass phase, the system must be macroscopic, N → ∞. In addition, the module size must
be large, so that the glass phase appears. We also require C is large so that the spin glass
remains mean field.
We define the total magnetization m = (1/N)
∑N
i=1 σi and scaled energy per spin
r = −H/(JN). We split the energy per spin into a component inside the block
diagonals and a component outside: rI = −
∑
i<j,⌊i/L⌋=⌊j/L⌋ Jijσiσj∆
α
ij , and rO =
−∑i<j,⌊i/L⌋6=⌊j/L⌋ Jijσiσj∆αij , with r = rI+rO. We also define zIk =∑j 6=k,⌊j/L⌋=⌊k/L⌋ zkj∆kjσj
and zOk =
∑
j 6=k,⌊j/L⌋6=⌊k/L⌋ zkj∆kjσj . We project the microscopic probability of a given state,
Pt(σ), onto these order parameters. These order parameters evolve according to [38] (see
Eqs. 8 and 9 therein)
dm
dt
=
∫
dxdyDm,rI ,rO;t[x, y] tanhβJ(x+ y)−m
drI
dt
=
∫
dxdyDm,rI ,rO;t[x, y]x tanhβJ(x+ y)− 2rI
drO
dt
=
∫
dxdyDm,rI ,rO;t[z, y]y tanh βJ(x+ y)− 2rO (2)
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where
Dm,rI ,rO;t[x, y] = lim
N→∞
∑
σ
Pt(σ)δ([m−m(σ)]δ[rI − rI(σ)]δ[rO − rO(σ)]
×
1
N
∑N
k=1 δ[x− zIk(σ)]δ[y − zOk (σ)]∑
σ′ Pt(σ
′)δ([m−m(σ′)]δ[rI − rI(σ′)]δ[rO − rO(σ′)] (3)
We assume that Dm,rI ,rO;t[x, y] is self-averaging over the disorder, which numerical simula-
tions out to intermediate times seem to support [38]. We will also assume equipartitioning
of probability in the macroscopic subshell (m, rI , rO) [38]. These assumptions allow us to
drop Pt(σ) and to perform the averages over the quenched random zij and ∆ij variables:
Dm,rI ,rO;t[x, y] = lim
N→∞
〈∑
σ
δ[m−m(σ)]δ[rI − rI(σ)]δ[rO − rO(σ)]
×
1
N
∑N
k=1 δ[x− zIk(σ)]δ[y − zOk (σ)]∑
σ′ δ[m−m(σ′)]δ[rI − rI(σ′)]δ[rO − rO(σ′)]
〉
{zij},{∆ij}
(4)
IV. REPLICA ANALYSIS
We now proceed to analytically calculate the averages required to determine the solution
to Eq. (2). We define w(σ) = δ([m − m(σ)]δ[rI − rI(σ)]δ[rO − rO(σ)]. We use the replica
expression in the form
〈Φ(σ)〉w = Trσw(σ)Φ(σ)
Trσw(σ)
=
Trσ1...σnw(σ
1)Φ(σ1)w(σ2) · · ·w(σn)
Trσ1...σnw(σ1) · · ·w(σn)
=
Trσ1...σnw(σ
1)Φ(σ1)w(σ2) · · ·w(σn)
[Trσw(σ)]n
= lim
n→0
Trσ1...σnw(σ
1)Φ(σ1)w(σ2) · · ·w(σn)
[Trσw(σ)]n
= lim
n→0
Trσ1...σnw(σ
1)Φ(σ1)w(σ2) · · ·w(σn) (5)
to write
Dm,rI ,rO;t[x, y] = lim
N→∞
lim
n→0
1
N
N∑
k=1
〈
Trσ1...σnδ[x− zIk(σ1)]δ[y − zOk (σ1)]w(σ1)w(σ2) · · ·w(σn)
〉
{zij},{∆ij}
(6)
6
Using the Fourier representation of the delta function, we find [38]
Dm,rI ,rO [x, y] = lim
N→∞
lim
n→0
1
N
N∑
k=1
∫
dξdη
(2π)2
[
n∏
α=1
Ndm˜α
2π
Ndr˜IαNdr˜
O
α
(2π)2
]
eiξx+iηy
Trσe
iN
∑
α[m˜α(m−m(σ))+r˜
I
αrI+r˜
O
α rO ]
×
〈
e−iξ
∑I
j 6=k zkjσ
1
j∆kj−iη
∑O
j 6=k zkjσ
1
j∆kj−i
∑
α r˜
I
α
∑I
i<j zijσ
α
i σ
α
j ∆ij−i
∑
α r˜
O
α
∑O
i<j zijσ
α
i σ
α
j ∆ij
〉
{zij},{∆ij}
(7)
where in the limits of the sum we have used the notation I for restriction inside the block
diagonals and O to restriction outside the block diagonals. We average the quantity in
brackets over the ∆ij , setting k = 1 by permutation symmetry to find
L∏
j=2
[(
1− C1
N
)
+
C1
N
e−iξz1jσ
1
j−i
∑
α r˜
I
ασ
α
1 z1jσ
α
j
]
N∏
j=L+1
[(
1− C0
N
)
+
C0
N
e−iηz1jσ
1
j−i
∑
α r˜
O
α σ
α
1 z1jσ
α
j
]
I∏
1<i<j
[(
1− C1
N
)
+
C1
N
e−i
∑
α r˜
I
ασ
α
i zijσ
α
j
]
O∏
1<i<j
[(
1− C0
N
)
+
C0
N
e−i
∑
α r˜
O
α σ
α
i zijσ
α
j
]
(8)
Recognizing that C0/N and C1/N are small, so that the above expression can be written in
exponential form, Eq. (7) becomes
Dm,rI ,rO [x, y] = lim
N→∞
lim
n→0
1
N
N∑
k=1
∫
dξdη
(2π)2
[
n∏
α=1
Ndm˜α
2π
Ndr˜Iα
2π
Ndr˜Oα
2π
]
eiξx+iηy
Trσe
iN
∑
α[m˜α(m−m(σ))+r˜
I
αrI+r˜
O
α rO]
e
C1
N
∑I
i<j
(
〈exp(−i∑α r˜Iασαi zijσαj )〉{zij}−1
)
e
C0
N
∑O
i<j
(
〈exp(−i∑α r˜Oα σαi zijσαj )〉{zij}−1
)
e
C1
N
∑L
j=2
(
〈exp(−iξz1jσ1j−i∑α r˜Iασα1 z1jσαj )〉{zij}−〈exp(−i
∑
α r˜
I
ασ
α
1 z1jσ
α
j )〉{zij}
)
e
C0
N
∑N
j=L+1
(
〈exp(−iηz1jσ1j−i∑α r˜Oα σα1 z1jσαj )〉{zij}−〈exp(−i
∑
α r˜
O
α σ
α
1 z1jσ
α
j )〉{zij}
)
(9)
We introduce overlap parameters for the whole matrix and for the block-diagonal part of
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the matrix as
qIαβ(σ) =
1
L
L∑
i=1
σαi σ
β
i ,
qOαβ(σ) =
1
N − L
N∑
i=L+1
σαi σ
β
i , (10)
The four sums inside the exponential in Eq. (9) sum to Nψ[q(σ)] + g[σ1, q(σ)], so that
Dm,rI ,rO [x, y] = lim
N→∞
lim
n→0
1
N
N∑
k=1
∫
dξdη
(2π)2
[
n∏
α=1
Ndm˜α
2π
Ndr˜Iα
2π
Ndr˜Oα
2π
]
eiξx+iηyeiN
∑
α[m˜αm+r˜
I
αrI+r˜
O
α rO]
Trσe
Nψ[q(σ)]+g[σ1,q(σ)]−i
∑
α m˜ασ
α
(11)
where
ψ[q(σ)] =
C1
2k1
[
(T0(r˜I)− 1) +
∑
α<β
T αβ2 (r˜I)
(
1
k1
qIαβ(σ)
2 +
k1 − 1
k1
qOαβ(σ)
2
)]
C0(k1 − 1)
2k1
[
(T0(r˜O)− 1) +
∑
α<β
T αβ2 (r˜O)
(
2
k1
qIαβ(σ)q
O
αβ(σ) +
k1 − 2
k1
qOαβ(σ)
2
)]
+ . . . (12)
and
g[σ1, q(σ)] =
C1
k1
[
(ChT0(ξ, r˜I)− T0(r˜I)) +
∑
α
ShT α1 (ξ, r˜I)σ
α
1 q
I
1α(σ)
+
∑
α<β
(
ChT αβ2 (ξ, r˜I)− T αβ2 (r˜I)
)
σα1 σ
β
1 q
I
αβ(σ)
]
C0(k1 − 1)
k1
[
(ChT0(η, r˜O)− T0(r˜O)) +
∑
α
ShT α1 (η, r˜O)σ
α
1 q
O
1α(σ)
+
∑
α<β
(
ChT αβ2 (η, r˜O)− T αβ2 (r˜O)
)
σα1 σ
β
1 q
O
αβ(σ)
]
(13)
where terms higher order in the spin overlaps have been omitted. Here T , ChT , and ShT
are combinatorial factors:
T α1α2···αkk (r˜) =
〈
tanh(−ir˜α1zij) · · · tanh(−ir˜αkzij)
n∏
w=1
cosh(ir˜wzij)
〉
{zij}
ChT α1α2···αkk (x, r˜) =
〈
cosh(ixzij) tanh(−ir˜α1zij) · · · tanh(−ir˜αkzij)
n∏
w=1
cosh(ir˜wzij)
〉
{zij}
ShT α1α2···αkk (x, r˜) =
〈
sinh(−ixzij) tanh(−ir˜α1zij) · · · tanh(−ir˜αkzij)
n∏
w=1
cosh(ir˜wzij)
〉
{zij}
(14)
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Expanding these in ρ and 1/C:
T0 = 1 +
n∑
w=1
ρ2w/(2C) +
∑
w
ρ4w/(8C
2) +
∑
w<w′
3ρ2wρ
2
w′/(4C
2) + . . .
T αβ2 = ραρβ/C − ραρβ/C2(ρ2α + ρ2β) + 3ραρβ/(2C2)
∑
w
ρ2w + . . .
T αβγδ4 = (3/C
2)ραρβργρδ + . . .
ChT0 = 1− x2/(2C) + x4/(8C2) + . . .
ChT2 = ρ
2/C − 2ρ4/C2 − 3ρ2x2/(2C2) + . . .
ChT4 = 3ρ
4/C2 + . . .
ShT1 = (−ix)ρ/C − (−ix)ρ3/C2 + (−ix)3ρ/(2C2) + . . .
ShT3 = (−ix)3ρ3/C2 + . . . (15)
Introducing a Fourier representation for the q, we find a final expression of
Dm,rI ,rO [x, y] = lim
N→∞
lim
n→0
∫
dξdη
(2π)2
eiξx+iηy
n∏
α=1
Ndm˜α
2π
Ndr˜Iα
2π
Ndr˜Oα
2π
n∏
β=1
Ndq˜Iαβdq
I
αβ
2π
Ndq˜Oαβdq
O
αβ
2π
eNf〈eg(σ)〉XI(σ) (16)
where g(σ) = g[σ, q(σ)→ q] and
〈eg(σ)〉XI/O =
Trσe
g(σ)eXI/O(σ)
Trσe
XI/O(σ)
(17)
Here
XI(σ) = −i
[∑
α
m˜ασ
α +
I∑
α<β
q˜Iαβσ
ασβ + . . .
]
XO(σ) = −i
[∑
α
m˜ασ
α +
O∑
α<β
q˜Oαβσ
ασβ + . . .
]
(18)
and the f from Eq. (16) is given by
f = i
∑
α
[m˜αm+ r˜
I
αrI + r˜
O
α rO] + i
∑
α<β
(
1
k1
q˜Iαβq
I
αβ +
k1 − 1
k1
q˜Oαβq
O
αβ
)
+ ψ[q(σ)]
+
1
k1
lnTrσe
XI(σ) +
k1 − 1
k1
ln Trσe
XO(σ) (19)
In the large N limit, these integrals reduce to a saddle point calculation, and for stability
we find m˜α = iµα, r˜
I
α = iρ
I
α, and r˜
O
α = iρ
O
α .
9
We find
m =
1
k1
〈σα〉XI +
k1 − 1
k1
〈σα〉XO ,
rI =
∂
∂ρIα
ψ(ρI , ρO)
rO =
∂
∂ρOα
ψ(ρI , ρO) (20)
here ψ(ρI , ρO) = ψ[q(σ) → q, r˜Iα → iρIα, r˜Oα → iρOα ], and the overlap parameters to be the
expected multipoint averages: qIαβ = 〈σασβ〉XI and qOαβ = 〈σασβ〉XO . We now consider the
zero net magnetization case, m = 0. The saddle point conditions become
rI =
1
2a
ρI
[
1 +
∑
1<β
(
1
k1
qI1β
2
+
k1 − 1
k1
qO1β
2
)]
+O(ρ3, 1/C2)
rO =
1
2b
ρO
[
1 +
∑
1<β
(
2
k1
qI1βq
O
1β +
k1 − 2
k1
qO1β
2
)]
+O(ρ3, 1/C2) (21)
with XI(σ) =
∑
α<β ρ
2QIαβσ
ασβ and XO(σ) =
∑
α<β ρ
2QOαβσ
ασβ where
ρ2QIαβ =
1
a
ρ2Iq
I
αβ +
1
b
ρ2Oq
O
αβ
ρ2QOαβ =
1
a
ρ2Iq
O
αβ +
1
b(k1 − 1)ρ
2
O
[
qIαβ + (k1 − 2)qOαβ
]
(22)
where 1/a = C1/(k1C) and 1/b = C0(k1 − 1)/(k1C) = 1 − 1/a. Note that this equation
contains order parameters to all orders. Near the phase transition, we will keep terms to
second order in ρ.
V. DYNAMICAL ANALYSIS
We initiate the dynamical equations (2) with a random distribution of spins and watch
the relaxation to equilibrium. The relaxation undergoes a change when the paramagnetic
phase looses stability to the spin glass phase. At this point qI and qO become non-zero.
This happens when r = 1/2. We are interested in the regime r = 1/2 + ǫ. Since ǫ is small,
and since we have assumed D is self-averaging, we assume replica symmetry holds. The
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self-consistent equations for the order parameters are
qI =
∫
du√
2π
e−u
2/2 tanh2 ρ
√
QIu
qO =
∫
du√
2π
e−u
2/2 tanh2 ρ
√
QOu (23)
To second order in ǫ these equations have four solutions. Appendix A shows that the most
stable solutions is qI = qO = 0 for r < 1/2 and qI = qO = q = (4r
2 − 1)/(32r4) ∼ 2ǫ for
r > 1/2. Here ρI = ρO = ρ plays the role of a time-dependent inverse temperature.
Appendix B shows that drI/dt and drO/dt satisfy the same differential equation. Since
they have the same initial condition rI(0) = rO(0) = 0, they are proportional. In fact, we
find arI(t) = brO(t) = r(t). This result is expected since it says the average energy inside
(outside) the block diagonals is proportional to the number of connections inside (outside).
Appendix B shows
dr
dt
= −2r − 1
π
Re
∫ ∞
−∞
dη
η
d
dη
{
e−C+Ce
−η2/(2C)+2irηe−η
2/(2C)
[
1 + 2irq2ηe−η
2/(2C) + 2r2q2η2e−η
2/C − 8ir3q2η(1− η2/C)e−η2/C +O(q3)
]}
∼ −2r +
√
2
π
e−2r
2
+ 2rerf(
√
2r)− q2
[√
2
π
2r2e−2r
2
+ 2r(4r2 − 1)erf(
√
2r)
]
as C →∞
(24)
Figure 2 shows how the energy per spin relaxes in the paramagnetic and spin glass phases.
At r(tc) = 1/2, the spin glass phase emerges. This occurs at tc =
∫ 1/2
0
dr/(dr/dt) ∼ 1.439
as C → ∞. That is, rSG = rPARA = 1/2 at t = tc. The term proportional to q2 is always
negative for r > 1/2. Thus, for r > 1/2, rSG < rPARA because drSG/dt < drPARA/dt. In
other words, the spin glass relaxes more slowly than does the paramagnetic phase for t > tc.
This calculation suggests that the energy relaxation is universal, i.e. r(t) does not have
an explicit dependence on the modularity, M . Presumably, this is because the effect of
modularity is a finite size effect. It also happens that projecting the energy onto the rI and
rO components gives the same result as projecting the energy onto r.
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FIG. 2: Shown are the paramagnetic (solid, q = 0) and spin glass(dashed, q > 0) solutions to Eq.
(24). After the critical point at r = 1/2, the spin glass phase relaxes more slowly than does the
paramagnetic phase. Here C = 12.
VI. FINITE-SIZE CORRECTIONS TO THE DYNAMICS
Finite-size scaling of spin glass thermodynamics near the phase transition has been an-
alyzed by the TAP equations [39]. The analysis proceeds by analyzing a matrix that at
the transition has the form Aij = 2I − Jij. The density of eigenvalues, λ, takes the form
ρ(λ) =
√
λ/π for small λ. The susceptibility goes as χ =
∫
dλρ(λ)/λ2 ∼ 2λ−1/21 /π where λ1
is the smallest eigenvalue. It has been argued that finite size thermodynamics for a spin glass
of size N can be understood by thermodynamics of an infinite spin glass with a finite value
of K in the Parisi RSB scheme [26]. It is argued that to stabilize the Gaussian propagator,
the self-energy in the RSB scheme, 4∆t2/(2K + 1)2/3, with ∆t = 1 − T/Tc, should be set
to the inverse of the susceptibility, calculated above as πλ
1/2
1 /2 [26, 40]. Corrections to the
spin coupling parameter scale as q = ∆t +∆t2 − 2∆t2/(2K + 1)2/3 [40]. Combining these
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results, one finds
q = 2ǫ− πλ1/21 /4 (25)
The factor π/4 is only an estimate and may be replaced by another constant. For a Gaussian
coupling matrix, λ1 ∼ N−2/3 [39], and λ1 is distributed according to the Tracy-Widom
distribution [41], This distribution is universal for matrices with variances equal to the
Gaussian ensemble and symmetric probability distributions [42]. We, thus, conclude
q = 2ǫ−∆q,
∆q ≈ πN−1/3/4 (26)
Expression (26) tells us the finite size effects on dr/dt for large N for non-modular matri-
ces, with M = 0. For a perfectly modular matrix, M = 1, we can use this expression with
N → L. In Appendix C, we show that λ1 increases from the M = 0 value to the M = 1
value. Thus, q will be somewhat smaller in the M = 1 case than in the M = 0 case. Near
r = 1/2 + ǫ , for C →∞ and q = O(ǫ), the dynamical equation (24) takes the form
dr
dt
= −2r + 1.167 + 1.365ǫ+ 0.968ǫ2 − 0.242q(M)2 +O(ǫ3) (27)
Since q becomes smaller as M increases from 0 to 1, we see that rM(t) > rM=0(t) for
r > 1/2. Thus, this calculation suggests that modularity increases the rate of relaxation for
t > tc. Interestingly, if q = 2ǫ, a non-vanishing q exactly cancels the O(ǫ
2) term in the above
expression.
VII. NUMERICAL RESULTS
We here use a Lebowitz-Gilespie algorithm to sample the continuous-time Markov process
that describes the Glauber dynamics that lead to Eq. 24 [38, 43, 44]. We first consider the
case of a small matrix, N = 64, with k1 = 4, C = 16. We performed 10
6 samplings
of the Markov process, collecting the continuous time r(t) curves into bins in time. For
large matrices and short times, t ≪ tc, the results reproduce those of Eq. (24), which are
independent of M , in agreement with previous calculations for M = 0 [45]. The average
results for small matrices withM = 0 andM = 1 are shown in Fig. 3. The response function
of the modular matrix is below that of the non-modular matrix.
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FIG. 3: Shown is the r(t) curve for N = 64, N/L = 4, C = 16 for M = 0 (solid) and M = 1 (short
dashed). Also shown is the prediction of Eq. (24) for rPARA(t) (dotted) and rSG(t) (long dashed).
We next consider the case of a large matrix, N = 16000 with k1 = 4, C = 4000. This is a
large matrix, so we performed 103 samplings of the Markov process for M = 0 and M = 1.
We performed the calculation independently two times, and the results are qualitatively
similar, with a crossing of the average rM=1(t) and rM=0(t) curves at some t > tc. We fit
difference between the continuous time r(t) curves for t > tc to k
th order polynomials in time,
shown in Fig. 4. There is an interval after the critical point, tc < t < t
∗ during which the
response function of the modular matrix appears to be above that of the non-modular matrix.
The standard error of the average of the histogrammed points in this range is 5.1 × 10−5.
Thus, the observed difference between theM = 1 andM = 0 response functions is about two
standard errors. From equilibrium finite size effects, we know rM=1(t)−rM=0(t) = ∆r(t) < 0
for large enough t, and Fig. 4b reproduces this expected trend.
The projection of the dynamics to rI , rO, m in Eq. (2) is approximate. A more accurate
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FIG. 4: a) The 8th order polynomial fits to r(t) for N = 16000, N/L = 4, C = 4000 for M = 0, 1.
The M = 0 and M = 1 curves (solid) are indistinguishable on this scale. Also shown is the
prediction of Eq. (24) for rPARA(t) (dotted), rSG(t) (long dashed), and rSG(t) using Eq. (26)
(short dashed). b) Shown is the kth order polynomials curve fits for k = 6, 8, 10 to the difference,
rM=1(t)− rM=0(t), between 2000 samples of the Markov process.
approximation is obtained by projecting to the distribution of local fields [45]. The result
is qualitatively similar to Fig. 4a: the spin glass phase emerges at tc when q > 0, and
rSG(t) < rPARA(t). Quantitatively, tc shifts from 1.439 for C → ∞ to a value 1.85, also
observed in the numerical simulations here. We expect that the argument of Eq. (26) will
also apply to this more involved calculation, which again, does not take into account the
t → ∞ finite size effects. We expect that the qualitative conclusions for such a calculation
will be similar to those of Section VI.
VIII. DISCUSSION
For Glauber dynamics, the effect of modularity on the dynamics at short time is a small
finite-size effect. From Figure 2 we see that the difference between the paramagnetic and
spin glass dynamics is not large near tc, and the effects of modularity are only a small
perturbation of the spin glass dynamics, Eq. (26). At long time, there is a clear effect of
modularity, because the less modular matrix converges to a more stable energy per spin
than does a more modular matrix. Figure 4b suggests a modest crossing of the rM=1(t) and
rM=0(t) curves after tc.
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The results of Fig. 4 are not dramatic and are smaller than Eqs. (24) and (26) would
predict. Eq. (26) is approximate and cannot be used near r = 1/2, but if it is, it predicts
an effect 10× larger than what is observed in Fig. 4 at t = tc + 0.4. What Eqs. (24) and
(26) miss is the equilibrium finite size effects for large t. These effects are opposite in sign
to what Eq. (26) suggests and cause rM(t) < rM=0(t) for large enough t.
In biology horizontal gene transfer significantly enhances the emergence of modularity
in different individuals evolving on a common, rugged fitness landscape [36]. In the spin
glass language, the simple mechanistic picture is that different instances of the dynamical
ensemble can find states that approximately optimize r within one of the L × L block
diagonals. Horizontal gene transfer can then combine N/L of these partial solutions of
length L into a near optimal state of length N . This recombination of partial states is
thought to exponentially speed up identification of optimal states. Due to the mean field
nature of model (1), nucleation of correlations corresponding to ground states in the modules
is averaged out. Perhaps more significantly, the Glauber dynamics studied here does not
have the multi-spin flip analog of the horizontal gene transfer move.
IX. CONCLUSION
We have performed a replica calculation for the dynamics of a dilute, modular SK model.
Correlations in this model were defined by a connection matrix, which was parametrized
by its modularity. These calculations suggest that the energy relaxation of the dilute SK
model is universal, independent of the value of modularity for infinite systems. Finite size
arguments show that a non-modular matrix relaxes to a more stable energy at long times.
Finite size arguments suggest that the energy relaxation may be quicker for a modular
connection matrix, possibly leading to more slightly favorable energy values at intermediate
times near the spin glass transition. The effect for Glauber dynamics is quite modest.
Interestingly, in biology horizontal gene transfer significantly enhances the emergence of
modularity, and modularity can enhance biological fitness [36]. In the absence of horizontal
gene transfer, modularity does not significantly change fitness in these models. The present
statistical mechanics calculations, showing little dynamic effect of modularity, are consistent
with the latter biological results. The Glauber dynamics used here do not contain a multi-
spin move that is analogous to horizontal gene transfer. Calculation of the effect of horizontal
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gene transfer for finite, modular biological systems is an open problem.
X. APPENDIX A: STABILITY OF THE OVERLAP FUNCTION
We expand Eq. (23) to second order in qI and qO, using Eq. (21) and replica symmetry.
This coupled set of equations can be solved by the quartic formula to yield four solutions,
with lengthy explicit expressions. The first solution is qAI = q
A
O = 0. The second solution can
be found by setting qBI = q
B
O = q
B, with solution qB = (4r2 − 1)/(32r4). The third solution
can be found by searching for a solution that goes to zero at rC0 and is of order r− rC0 . This
yields an additional solution with qCI 6= qCO and rC0 = 1/(2
√
M). Near r0, this solution looks
like qCI = −(k1 − 1)qCO = 2(k1 − 1)/(k1 − 2)
√
M(r − rC0 ). There is a fourth solution that
changes from complex to real at rD0 = [1 + 2(1−M)
√
k1 − 1/(k1M)]1/2/2. Interestingly qC
also turns from complex to real at rD0 , with q
C
I (r
D
0 ) = q
D
I (r
D
0 ) and q
C
O(r
D
0 ) = q
D
O (r
D
0 ).
The solution that is most stable is the one which extremizes (which means maximize as
n→ 0) the dynamical free energy. The dynamical free energy is
βf = − lim
n→0
f ∗/n
= − ln 2 + ρ
2
I
4a
+
ρ2O
4b
− 3
4
ρ2I
a
(
1
k1
q2I +
k1 − 1
k1
q2O
)
− 3
4
ρ2O
b
(
2
k1
qIqO +
k1 − 2
k1
q2O
)
+
1
4k1
(
ρ2IqI
a
+
ρ2OqO
b
)2
+
k1 − 1
4k1
(
ρ2IqO
a
+
ρ2O(qI + (k1 − 1)qO
k1b
)2
(28)
The dynamical free energy can be evaluated for the four solutions. We consider g =
βf¯ + ln 2. We find gA = r2. When qI = qO, we find g = r
2 + ǫq2I , so that g
B = r2 + 4ǫ3.
At rD0 , we find g
C = gD = r2 − 4ǫ3[k21 − 4k1(
√
k1 − 1 − 1) − 4]/(8k1
√
k1 − 1). The term
proportional to ǫ3 in gC = gD is always negative, so that solution B is more stable at rD0 .
At rC0 , g
C = r2. We find that gD(rC0 ) = r
C
0
2
+ 4ǫ3[1 − 8/k1 + 24/k21 − 32/k31 − 16/k41]. For
k1 > 1, solution B is again most stable. There does not appear to be a crossing of the C,D
free energies with the more stable B free energy. We, thus, find solution B is most stable for
r > 1/2.
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XI. APPENDIX B: drI/dt AND drO/dt
At the saddle point, Eq. (16) becomes
Dm,rI ,rO [x, y] = lim
N→∞
lim
n→0
∫
dξdη
(2π)2
eiξx+iηy
Trσe
g(σ)+XI (σ)
TrσeXI (σ)
(29)
since f ∗ = −βnf¯ → 0. Here g(σ) = g1(ξ, ρI , qI)/a+ g1(η, ρO, qO)/b where
g1(x, ρ, q) = C(e
−x2/(2C) − 1)− ixρe−x2/(2C)σ1 − ixρe−x2/(2C)
∑
1<α
q1ασα
+ρ2(1− x2/C)e−x2/(2C)
∑
α<β
qαβσασβ (30)
We also have
XI(σ) =
∑
α<β
[
ρ2Iq
I
αβ
a
+
ρ2Oq
O
αβ
b
]
σασβ (31)
Near the spin glass transition, the q are small. Assuming replica symmetry, we find
Trσe
XI (σ) = 1 + n(n− 1)(ρ2IqI/a+ ρ2OqO/b)2/4 +O(q3)→ 1 as n→ 0 (32)
We also find
Trσe
g(σ)+XI (σ) = eC(e
−ξ2/(2C)−1)/a+C(e−η
2/(2C)−1)/bTrσe
f1σ1+
∑
1<α fασα+
∑
α<β Fαβσασβ (33)
where
f1 = −iξρIe−ξ2/(2C)/a− iηρOe−η2/(2C)/b
fα = −iξρIe−ξ2/(2C)qI1α/a− iηρOe−η
2/(2C)qO1α/b
Fαβ = ρ
2
I(1− ξ2/C)e−ξ
2/(2C)qIαβ/a+ ρ
2
O(1− η2/C)e−η
2/(2C)qOαβ/b (34)
Taking the trace over σα>1, we find
Trσe
g(σ)+XI (σ) = eC(e
−ξ2/(2C)−1)/a+C(e−η
2/(2C)−1)/b
×Trσ1ef1σ1
[
1 +
1
2
(n− 1)f 2 + (n− 1)fFσ1 + (n− 1)(n− 2)
2
F 2 + (n− 1)F 2
]
→ eC(e−ξ2/(2C)−1)/a+C(e−η2/(2C)−1)/b
[(
1− f
2
2
)
cosh f1 − fF sinh f1
]
as n→ 0
≡ G(ξ, η) (35)
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We consider the dynamical equations (2) in the limit βJ →∞, so that tanh βJ(x+y)→
sgn(x + y). We can integrate out the x, y dependence in Eq. (2) given Eq. (29) by using
integration by parts to see∫
dxdyeiξx+iηyxsgn(x+ y) = 2(2π)
δ′(ξ − η)
η
(36)
and ∫
dxdyeiξx+iηyysgn(x+ y) = 2(2π)
δ′(η − ξ)
ξ
(37)
Eq. (2) and integration by parts leads to
drI
dt
= −2rI − 1
π
Re
∫ ∞
−∞
dη
η
[
d
dξ
G(ξ, η)
]
ξ=η
drO
dt
= −2rO − 1
π
Re
∫ ∞
−∞
dξ
ξ
[
d
dη
G(ξ, η)
]
η=ξ
(38)
Evaluating these derivatives, we find
drI
dt
=
1
a
dr
dt
drO
dt
=
1
b
dr
dt
(39)
where
dr
dt
= −2r − 1
π
Re
∫ ∞
−∞
dη
η
d
dη
{
e−C+Ce
−η2/(2C)+iη(ρI/a+ρO/b)e
−η2/(2C)
[
1 +
1
2
(ρIqI
a
+
ρOqO
b
)2
η2e−η
2/C
−i
(ρIqI
a
+
ρOqO
b
)(ρ2IqI
a
+
ρ2OqO
b
)
η(1− η2/C)e−η2/C
]}
(40)
Using Eq. (21) and replica symmetry leads to Eq. (24).
XII. APPENDIX C: DISTRIBUTION OF SMALLEST EIGENVALUE FOR A
MODULAR MATRIX
We here consider how the smallest eigenvalue of a modular matrix changes from the N−1/3
scaling to the L−1/3 scaling as M increases from 0 to 1 in a random modular matrix. Up to
logarithmic corrections, the density of states and the distribution of the smallest eigenvalue
of any large random matrix are equivalent to that of a large matrix from the Gaussian
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ensemble, essentially as long as 〈Jij〉2, which may depend on i and j, is the same in the two
cases [46]. We, therefore, consider the matrix
B(M) = 2I +
√
MA1 +
√
1−MA0 (41)
where A1 is a block diagonal symmetric random Gaussian matrix with variance 1/L in the
L × L blocks and A0 is a N × N symmetric random Gaussian matrix with variance 1/N
at all entries. For any M , the sum of the variances of in a row is unity. We consider the
standard deviation of the smallest eigenvalue of this matrix, σM(λ1). We expect σM/σ0
goes from 1 to d(N/L)2/3 as M increases from 0 to 1, where d is the standard deviation of
the maximum of N/L Tracy-Widom random variables divided by the standard deviation of
one Tracy-Widom random variable. The form of this function is shown in Figure 5 for the
case N/L = 4. We see that σM/σ0 increases with M . Whether there is spectral rigidity for
M < M∗ in the limit N → ∞ is unclear [47]. Recall that σM/σ0 > 1 implies the response
curve in Figure 2 in the spin glass phase lies above the curve for M = 0.
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