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ADAPTIVE FINITE ELEMENT METHODS FOR
MIXED CONTROL-STATE CONSTRAINED OPTIMAL
CONTROL PROBLEMS FOR ELLIPTIC BOUNDARY
VALUE PROBLEMS
R.H.W. HOPPE AND M. KIEWEG
Abstract. Mixed control-state constraints are used as a relaxa-
tion of originally state constrained optimal control problems for
partial differential equations to avoid the intrinsic difficulties ari-
sing from measure-valued multipliers in the case of pure state con-
straints. In particular, numerical solution techniques known from
the pure control constrained case such as active set strategies and
interior-point methods can be used in an appropriately modified
way. However, the residual-type a posteriori error estimators de-
veloped for the pure control constrained case can not be applied
directly. It is the essence of this paper to show that instead one has
to resort to that type of estimators known from the pure state con-
strained case. Up to data oscillations and consistency error terms,
they provide efficient and reliable estimates for the discretization
errors in the state, a regularized adjoint state, and the control. A
documentation of numerical results is given to illustrate the per-
formance of the estimators.
Keywords: distributed optimal control problems, mixed control-state con-
straints, adaptive finite elements, a posteriori error analysis,
AMS/MOS Classification: 65N30, 65N50; 49K20, 65K10
1. Introduction
Adaptive finite element methods based on reliable a posteriori error
estimators are powerful algorithmic tools for the efficient numerical
solution of boundary and initial-boundary value problems for partial
differential equations (PDEs) (cf. [1, 3, 4, 14, 35, 41] and the references
therein). On the other hand, considerably less work has been done with
regard to optimal control problems for PDEs. The so-called goal ori-
ented dual weighted approach has been applied in the unconstrained
case in [4, 5] and to control constrained problems in [20, 42], whereas
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residual-type a posteriori error estimators for control constrained prob-
lems have been derived and analyzed in [16, 17, 21, 25, 28, 30, 31].
Unlike the control constrained case, pointwise state constrained opti-
mal control problems are much more difficult to handle due to the fact
that the Lagrange multiplier for the state constraints lives in a mea-
sure space (see, e.g., [8, 9, 23, 39]). Therefore, it is a natural idea to
regularize state constrained problems by means of mixed control-state
constrained ones, since with regard to numerical solution techniques
the regularized problems can be formally treated as in the case of pure
control constraints (cf. e.g., [2, 11, 33, 36, 37, 38, 39, 40]). However, so
far an a posteriori error analysis of adaptive finite element approxima-
tions has not been provided for mixed control-state constrained control
problems.
In this paper, we will be concerned with the development, analysis
and implementation of a residual type a posteriori error estimator for
mixed control-state constrained distributed optimal control problems
for linear second order elliptic boundary value problems. The paper is
organized as follows: In section 2, as a model problem we consider a dis-
tributed optimal control problem for a two-dimensional, second order
elliptic PDE with a quadratic objective functional and mixed unilateral
constraints on the state and on the control. The optimality conditions
are stated in terms of the state, the adjoint state, the control, and
a Lagrangian multiplier for the mixed constraints. It is, however, not
possible to use the residual-type a posteriori error analysis for pure con-
trol constrained problems, since the reliability and efficiency estimates
involve constants that blow up when the regularization parameter goes
to zero. Instead, one has to adopt the error analysis as developed for
the pure state constrained case [26]. In this spirit, we further consider a
regularized multiplier and a regularized adjoint state which will play an
essential role in the error analysis. In section 3, we describe the finite
element discretization of the control problem with respect to a family
of shape regular simplicial triangulations of the computational domain
using continuous, piecewise linear finite elements for the state, the con-
trol, and for the adjoint and the regularized adjoint state. In section 4,
we present the residual-type a posteriori error estimator for the global
discretization errors in the state, the regularized adjoint state, and the
control. Data oscillations and consistency errors are considered as well,
since they enter the subsequent error analysis. In section 5, we prove
reliability of the error estimator, i.e., we show that it gives rise to an
upper bound for the global discretization errors up to data oscillations
and consistency errors. Section 6 is devoted to the efficiency of the
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estimator by showing that, modulo data oscillations, the error estima-
tor also provides a lower bound for the discretization errors. Finally,
section 7 contains a documentation of numerical results for two rep-
resentative test examples in terms of the convergence history of the
adaptive finite element process.
2. The mixed control-state constrained distributed
control problem
Let Ω be a bounded domain in R2 with boundary Γ := ΓD ∪ ΓN ,ΓD ∩
ΓN = ∅. We use standard notation from Lebesgue and Sobolev space
theory. In particular, we refer to L2(Ω) as the Hilbert space of square
integrable functions with inner product (·, ·)0,Ω and associated norm
‖ · ‖0,Ω. We denote by L
2
+(Ω) the non-negative cone of L
2(Ω), i.e.,
L2+(Ω) := {v ∈ L
2(Ω)|v(x) ≥ 0 f.a.a. x ∈ Ω}. Moreover, Hk(Ω), k ∈
N, stands for the Sobolev space of square integrable functions whose
weak derivatives up to order k are square integrable as well, equipped
with the norm ‖ · ‖k,Ω. H
k
0 (Ω) denotes its subspace H
k
0 (Ω) := {v ∈
Hk(Ω)|Dαv|Γ = 0, |α| ≤ k − 1} and H
−k(Ω) is the dual of Hk0 (Ω).
For given c ∈ lR+, we refer to A : V → H
−1(Ω), V := {v ∈
H1(Ω) | v|ΓD = 0}, as the linear second order elliptic differential oper-
ator
Ay := −∆y + cy , y ∈ V
and to a(·, ·) : V × V → lR with a(y, v) :=
∫
Ω
(∇y · ∇v + cyv)dx as
the associated bilinear form. We assume c > 0 or meas(ΓD) 6= 0. In
particular, this assures that A is bounded and V -elliptic, i.e., there
exist constants C > 0 and γ > 0 such that
(2.1) |a(y, v)| ≤ C‖y‖1,Ω‖v‖1,Ω , a(y, y) ≥ γ‖y‖
2
1,Ω .
Now, given a desired state yd ∈ L2(Ω), a shift control ud ∈ L2(Ω),
regularization parameters α > 0, ε > 0, and a function ψ ∈ L∞(Ω), we
consider the objective functional
(2.2) J(y, u) :=
1
2
‖y − yd‖20,Ω +
α
2
‖u− ud‖20,Ω
and the mixed control-state constrained distributed optimal control
problem: Find (y, u) ∈ V × L2(Ω) such that
inf
y,u
J(y, u) ,(2.3a)
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subject to the constraints
Ay = u in Ω , y = 0 on ΓD , ν · ∇y = 0 on ΓN ,(2.3b)
εu+ y ∈ K := {v ∈ L2(Ω) | v(x) ≤ ψ(x) f.a.a. x ∈ Ω}.(2.3c)
The usual way to look at (2.3a)-(2.3c) is as a regularized state con-
strained problem, since the multiplier associated with the inequality
constraint (2.3c), usually called the adjoint control for control con-
strained problems, lives in the non-negative cone of L2(Ω) and not in a
measure space as in the case of pure state constraints. Obviously, the
latter case is much more difficult to handle.
We define G : L2(Ω)→ V as the control-to-state map which assigns
to u ∈ L2(Ω) the unique solution y = y(u) of (2.3b). We note that the
control-to-state map G is a bounded linear operator. Substituting the
state y = y(u) by y(u) = Gu leads to the reduced objective functional
(2.4) Jred(u) :=
1
2
‖Gu− yd‖20,Ω +
α
2
‖u− ud‖20,Ω,
and the mixed control-state constrained problem (2.3a)-(2.3c) can be
restated as
(2.5) inf
εu+Gu∈K
Jred(u).
Standard arguments from convex optimization reveal the existence and
uniqueness of a solution. The optimality conditions for the optimal
solution (y, u) ∈ V × L2(Ω) are as follows.
Theorem 2.1. The optimal solution (y, u) ∈ V × L2(Ω) of (2.3) is
characterized by the existence of an adjoint state p ∈ V , and a multi-
plier σ ∈ L2+(Ω) such that
(∇y,∇v)0,Ω + (cy, v)0,Ω = (u, v)0,Ω, v ∈ V,(2.6a)
(∇p,∇w)0,Ω + (cp, w)0,Ω = (y − y
d, w)0,Ω + (σ,w)0,Ω, w ∈ V,(2.6b)
p+ α(u− ud) + εσ = 0,(2.6c)
(σ, εu+ y − ψ)0,Ω = 0.(2.6d)
The residual-type a posteriori error analysis known from the pure
control constrained case [21] is not applicable to (2.6a)-(2.6d) uniformly
in the regularization parameter ε, since the constants in the reliability
and efficiency estimates for the associated error estimator depend on ε
in the sense that they blow up as ε→ 0. Instead, the a posteriori error
analysis has to be adopted to that what is known from the pure state
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constrained case. Following [26], we define a regularized multiplier
σ ∈ V as the solution of
(2.7) (∇σ,∇v)0,Ω + (cσ, v)0,Ω = (σ, v)0,Ω , v ∈ V ,
and further introduce a regularized adjoint state p ∈ V according to
(2.8) (∇p,∇v)0,Ω + (cp, v)0,Ω = (y − y
d, v)0,Ω , v ∈ V.
Obviously, p, p, and σ are related by
(2.9) p := p + σ.
3. Finite element approximation
We consider a family {Tℓ(Ω)} of shape-regular simplicial triangula-
tions of Ω which align with ΓD,ΓN on Γ. We denote by Nℓ(D) and
Eℓ(D) , D ⊆ Ω, the sets of vertices and edges of Tℓ(Ω) in D ⊆ Ω,
and we refer to hT and |T | as the diameter and the area of an element
T ∈ Tℓ(Ω), whereas hE stands for the length of an edge E ∈ Eℓ(D). For
E ∈ Eℓ(Ω) such that E = T+∩T−, T± ∈ Tℓ(Ω), we define ωE := T+∪T−.
For T ∈ Tℓ(Ω) and E ∈ Eℓ(Ω) we further denote by λi(T ), 1 ≤ i ≤ 3,
and λi(E), 1 ≤ i ≤ 2, the barycentric coordinates associated with the
vertices of T and E, respectively. We will also use the following nota-
tion: If A and B are two quantities, then A . B means that there exists
a positive constant C such that A ≤ CB, where C only depends on the
shape regularity of the triangulations, but not on their granularities.
The mixed control-state constrained optimal control problem (2.3a)-
(2.3c) is discretized by continuous piecewise linear finite elements with
respect to the triangulation Tℓ(Ω). In particular, we refer to Sℓ :=
{vℓ ∈ C0(Ω) | vℓ|T ∈ P1(T ) , T ∈ Tℓ(Ω)} as the finite element space
spanned by the canonical nodal basis functions ϕpℓ , p ∈ Nℓ(Ω), associ-
ated with the nodal points in Ω and to Vℓ as its subspace Vℓ := { vℓ ∈
Sℓ | vℓ|ΓD = 0}.
Given some approximation udℓ ∈ Sℓ of u
d and ψℓ ∈ Sℓ of ψ, we refer
to Jℓ : Vℓ × Sℓ → lR as the discrete objective functional
(3.1) Jℓ(yℓ, uℓ) :=
1
2
‖yℓ − y
d‖20,Ω +
α
2
‖uℓ − u
d
ℓ‖
2
0,Ω .
The finite element approximation of the mixed control-state constrained
optimal control problem (2.3a)-(2.3c) reads as follows:
Find (yℓ, uℓ) ∈ Vℓ × Sℓ such that
inf
yℓ,uℓ
Jℓ(yℓ, uℓ) ,(3.2a)
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subject to the constraints
(∇yℓ,∇vℓ)0,Ω + (cyℓ, vℓ)0,Ω = (uℓ, vℓ)0,Ω , vℓ ∈ Vℓ,(3.2b)
εuℓ + yℓ ∈ Kℓ := {vℓ ∈ Sℓ | vℓ ≤ ψℓ}.(3.2c)
As in the continuous setting, the discrete state constrained optimal
control problem (3.2a)-(3.2c) admits a unique solution (yℓ, uℓ) ∈ Vℓ×Sℓ.
We obtain the discrete optimality conditions:
Theorem 3.1. Let (yℓ, uℓ) ∈ Vℓ × Sℓ be the unique solution of (3.2a)-
(3.2c). Then, there exist a discrete adjoint state pℓ ∈ Vℓ as well as a
discrete multiplier σℓ ∈ Vℓ ∩ L
2
+(Ω) such that
(∇yℓ,∇vℓ)0,Ω + (cyℓ, vℓ)0,Ω = (uℓ, vℓ)0,Ω , vℓ ∈ Vℓ,(3.3a)
(∇pℓ,∇vℓ)0,Ω + (cpℓ, vℓ)0,Ω = (yℓ − y
d, vℓ)0,Ω +(3.3b)
+ (σℓ, vℓ)0,Ω , vℓ ∈ Vℓ,
pℓ + α(uℓ − u
d
ℓ ) + εσℓ = 0,(3.3c)
(σℓ, εuℓ + yℓ − ψℓ)0,Ω = 0.(3.3d)
As in section 2 before, we introduce a regularized discrete multiplier
σℓ ∈ Vℓ as the solution of
(3.4) (∇σℓ,∇vℓ)0,Ω + (cσℓ, vℓ)0,Ω = (σℓ, vℓ)0,Ω , vℓ ∈ Vℓ,
and define pℓ ∈ Vℓ as the solution of the discrete analogue of (2.8), i.e.,
(3.5) (∇pℓ,∇vℓ)0,Ω + (cpℓ, vℓ)0,Ω = (yℓ − y
d, vℓ)0,Ω , vℓ ∈ Vℓ.
As in the continuous setting, we obtain the fundamental relationship
(3.6) pℓ = pℓ + σℓ.
We further define A(yℓ) and I(yℓ) as the discrete active and inactive
sets according to
A(yℓ) :=
⋃
{ T ∈ Tℓ(Ω) | yℓ(p) = ψℓ(p) , p ∈ Nℓ(T )} ,
I(yℓ) := Tℓ(Ω) \ A(yℓ) .
4. The residual type error estimator
The residual-type a posteriori error estimator involves estimators of
the state y and of the regularized adjoint state p¯ according to
(4.1) ηℓ := ηℓ(y) + ηℓ(p).
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where ηℓ(y) and ηℓ(p) consist of element and edge residuals
ηℓ(y) :=
( ∑
T∈Tℓ(Ω)
η2T (y) +
∑
E∈Eℓ(Ω)
η2E(y)
)1/2
,(4.2a)
ηℓ(p¯) :=
( ∑
T∈Tℓ(Ω)
η2T (p¯) +
∑
E∈Eℓ(Ω)
η2E(p¯)
)1/2
.(4.2b)
The element residuals ηT (y) and ηT (p), T ∈ Tℓ(Ω), are weighted element-
wise L2-residuals with respect to the strong form of the state equation
(2.3b) and the modified adjoint state equation (2.8), respectively:
ηT (y) := hT‖cyℓ − uℓ‖0,T , T ∈ Tℓ(Ω),(4.3a)
ηT (p) := hT‖cpℓ − (yℓ − y
d)‖0,T , T ∈ Tℓ(Ω).(4.3b)
The edge residuals ηE(y) and ηE(p¯), E ∈ Eℓ(Ω), are weighted L
2-norms
of the jumps νE · [∇yℓ] and νE · [∇pℓ] of the normal derivatives across
the interior edges
ηE(y) := h
1/2
E ‖νE · [∇yℓ]‖0,E , E ∈ Eℓ(Ω),(4.4a)
ηE(p) := h
1/2
E ‖νE · [∇pℓ]‖0,E , E ∈ Eℓ(Ω).(4.4b)
Denoting by ydℓ ∈ Sℓ some approximation of the desired state y
d, we
further have to take into account data oscillations with respect to the
data ud, yd, ψ of the problem
(4.5) oscℓ :=
(
osc2ℓ(u
d) + osc2ℓ(y
d) + osc2ℓ(ψ)
)1/2
,
where oscℓ(u
d), oscℓ(y
d), and oscℓ(ψ) are given by
oscℓ(u
d) :=
( ∑
T∈Tℓ(Ω)
osc2T (u
d)
)1/2
,(4.6a)
oscT (u
d) := ‖ud − udℓ‖0,T , T ∈ Tℓ(Ω),
oscℓ(y
d) :=
( ∑
T∈Tℓ(Ω)
osc2T (y
d)
)1/2
,(4.6b)
oscT (y
d) := hT‖y
d − ydℓ ‖0,T , T ∈ Tℓ(Ω),
oscℓ(ψ) :=
( ∑
T∈Tℓ(Ω)
osc2T (ψ)
)1/2
,(4.6c)
oscT (ψ) := ‖ψ − ψℓ‖0,T , T ∈ Tℓ(Ω).
We will show that, up to data oscillations and consistency errors, the
residual-type a posteriori error estimator (4.1) provides an upper and
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a lower bound for the discretization errors in the state, the regularized
adjoint state, and the control which are given by
(4.7) ey := y − yℓ , ep := p− pℓ , eu := u− uℓ.
In much the same way as in case of adaptive finite element discretiza-
tions of pure state constrained elliptic boundary value problems (cf.
[26]), the a posteriori error analysis requires an auxiliary state y(uℓ) ∈
V and an auxiliary adjoint state p(yℓ) ∈ V . These are defined as the
solutions of the following variational equations
(∇y(uℓ),∇v)0,Ω + (cy(uℓ), v)0,Ω = (uℓ, v)0,Ω , v ∈ V,(4.8a)
(∇p(yℓ),∇v)0,Ω + (cp(yℓ), v)0,Ω = (yℓ − y
d, v)0,Ω , v ∈ V.(4.8b)
We further introduce an auxiliary discrete state yℓ(u) ∈ Vℓ as the solu-
tion of the finite dimensional variational problem
(4.9) (∇yℓ(u),∇vℓ)0,Ω + (cyℓ(u), vℓ)0,Ω = (u, vℓ)0,Ω , vℓ ∈ Vℓ.
The auxiliary states y(uℓ) ∈ V and yℓ(u) ∈ Vℓ do not necessarily satisfy
the state constraints, i.e., it may happen that εu+ y(uℓ) /∈ K or εuℓ +
yℓ(u) /∈ Kℓ. Therefore, we introduce the consistency errors
e(1)c (ψ, ψℓ) := max((σ − σℓ, ψ − ψℓ)0,Ω, 0)(4.10a)
e(2)c (u, uℓ) := max((σℓ, εuℓ + yℓ(u)− ψℓ)0,Ω+(4.10b)
+ (σ, εu+ y(uℓ)− ψ)0,Ω, 0).
Obviously, e
(1)
c (ψ, ψℓ) = 0 for ψ = ψℓ. Moreover, we note that for u =
uℓ we have e
(2)
c (u, uℓ) = 0, since in this case y(uℓ) = y and yℓ(u) = yℓ,
and hence, e
(2)
c (u, uℓ) = 0 due to (2.6d) and (3.3d). We thus define
e˜(1)c (ψ, ψℓ) :=
{
e
(1)
c (ψ, ψℓ)/‖ψ − ψℓ‖0,Ω , ψ 6= ψℓ
0 , ψ = ψℓ
,(4.11a)
e˜(2)c (u, uℓ) :=
{
e
(2)
c (u, uℓ)/‖u− uℓ‖0,Ω , u 6= uℓ
0 , u = uℓ
.(4.11b)
The refinement of a triangulation Tℓ(Ω) is based on bulk criteria that
have been previously used in the convergence analysis of adaptive fi-
nite element for nodal finite element methods [13, 34]. For the mixed
control-state constrained optimal control problem under consideration,
the bulk criteria are as follows: Given universal constants Θi ∈ (0, 1), 1 ≤
i ≤ 5, we create a set of edges ME ⊂ Eh(Ω) and sets of elements
Mη,T ,Mud,T ,Myd,T ,Mψ,T ⊂ Tℓ(Ω) such that
Θ1
∑
E∈Eℓ(Ω)
(
η2E(y) + η
2
E(p¯)
)
≤
∑
E∈ME
(
η2E(y) + η
2
E(p¯)
)
,
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Θ2
∑
T∈Tℓ(Ω)
(
η2T (y) + η
2
T (p¯)
)
≤
∑
T∈Mη,T
(
η2T (y) + η
2
T (p¯)
)
,
Θ3
∑
T∈Tℓ(Ω)
osc2T (u
d) ≤
∑
T∈M
ud,T
osc2T (u
d),
Θ4
∑
T∈Tℓ(Ω)
osc2T (y
d) ≤
∑
T∈M
yd,T
osc2T (y
d),
Θ5
∑
T∈Tℓ(Ω)
osc2T (ψ) ≤
∑
T∈Mψ,T
osc2T (ψ).
The bulk criteria are realized by a greedy algorithm (cf., e.g., [21]). We
set
MT := Mη,T ∪Mud,T ∪Myd,T ∪Mψ,T
and refine an element T ∈ Tℓ(Ω) by bisection (i.e., by joining the
midpoint of the longest edge with the opposite vertex), if T ∈MT and
an edge E ∈ Eℓ(T ) by bisection (joining its midpoint with the opposite
vertices of the adjacent elements), if E ∈ME.
Denoting by NT := {T
′ ∈ Tℓ(Ω)|T
′ ∩ T 6= ∅} the set of all neighboring
triangles of T ∈ Tℓ(Ω), we define the set
Fℓ(yℓ) := ∂A(yℓ) ∪ ∂I(yℓ) ,
where
∂A(yℓ) :=
⋃
{T ⊂ A(yℓ) | NT ∩ I(yℓ) 6= ∅} ,
∂I(yℓ) :=
⋃
{T ⊂ I(yℓ) | NT ∩ A(yℓ) 6= ∅} .
The set Fℓ(yℓ) represents a neighborhood of the discrete free boundary
between the discrete active and inactive sets A(yℓ) and I(yℓ). In order
to guarantee a sufficient resolution of the continuous free boundary
between A(y) and I(y), at each refinement step, the elements T ∈
Fℓ(uℓ) are refined by bisection.
5. Reliability of the error estimator
We prove reliability of the residual-type error estimator (4.1) in the
sense that it provides an upper bound for the discretization errors ey, eu,
and ep up to the data oscillations oscℓ(u
d) and oscℓ(ψ) and the consis-
tency errors e˜
(2)
c (u, uℓ) and e˜
(1)
c (ψ, ψℓ).
Theorem 5.1. Let (y, u, p, σ) and (yℓ, uℓ, pℓ, σℓ) be the solutions of
(2.6a)-(2.6d) and (3.3a)-(3.3d) and let ηℓ , oscℓ(u
d) and e˜
(2)
c (u, uℓ) as
well as e˜
(1)
c (ψ, ψℓ) be the error estimator, the data oscillation in the shift
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control, and the consistency errors according to (4.1),(4.6) and (4.11),
respectively. Further, let p and pℓ be the regularized adjoint states as
given by (2.8),(3.5). Then, there holds
‖ey‖1,Ω + ‖eu‖0,Ω + ‖ep‖1,Ω .(5.1)
. η + oscℓ(u
d) + oscℓ(ψ) + e˜
(1)
c (ψ, ψℓ) + e˜
(2)
c (u, uℓ).
The proof of Theorem 5.1 will be given by the following three Lemmas
5.2, 5.3 and 5.4.
Lemma 5.2. In addition to the assumptions of Theorem 5.1 let y(uℓ)
and p(yℓ) be the auxiliary state and auxiliary adjoint state according
to (4.8a),(4.8b). Then, there holds
(5.2) ‖ey‖1,Ω + ‖ep‖1,Ω . ‖y(uℓ)− yℓ‖1,Ω + ‖p(yℓ)− pℓ‖1,Ω + ‖eu‖0,Ω.
Proof. Obviously, ey and ep can be estimated from above by
‖ey‖1,Ω ≤ ‖y − y(uℓ)‖1,Ω + ‖y(uℓ)− yℓ‖1,Ω,(5.3a)
‖ep‖1,Ω ≤ ‖p− p(yℓ)‖1,Ω + ‖p(yℓ)− pℓ‖1,Ω.(5.3b)
Setting v = y−y(uℓ) in (2.6a),(4.8a), andM := 1/γ with γ from (2.1),
for the first term on the right-hand side in (5.3a) we readily get
‖y − y(uℓ)‖
2
1,Ω ≤M‖eu‖0,Ω‖y − y(uℓ)‖0,Ω ≤M‖eu‖0,Ω‖y − y(uℓ)‖1,Ω,
and hence,
(5.4) ‖y − y(uℓ)‖1,Ω ≤ M‖eu‖0,Ω.
Likewise, choosing v = p− p(yℓ) in (2.8) and (4.8b), for the first term
on the right-hand side in (5.3b) it follows that
‖p− p(yℓ)‖
2
1,Ω ≤M‖ey‖0,Ω‖p− p(yℓ)‖0,Ω ≤M‖ey‖1,Ω‖p− p(yℓ)‖1,Ω.
Consequently, in view of (5.3a) and (5.4) we obtain
(5.5) ‖p− p(yℓ)‖1,Ω ≤ M‖ey‖1,Ω ≤M
2‖eu‖0,Ω +M‖y(uℓ)− yℓ‖1,Ω.
Using (5.4),(5.5) in (5.3a),(5.3b) gives (5.2). 
Lemma 5.3. Under the same assumptions as in Lemma 5.2 there holds
‖eu‖
2
0,Ω ≤
3
α2
(
M2‖y(uℓ)− yℓ‖
2
1,Ω + ‖p(yℓ)− pℓ‖
2
1,Ω +(5.6)
+(e˜(1)c (ψ, ψℓ))
2 + (e˜(2)c (u, uℓ))
2 + osc2ℓ(u
d)
)
+
1
3
osc2ℓ(ψ).
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Proof. Using (2.6c),(2.9) and (3.3c),(3.6), we find
α‖eu‖
2
0,Ω = (eu, pℓ − p)0,Ω + ε(eu, σℓ − σ)0,Ω +(5.7)
+(eu, σℓ − σ)0,Ω + α(eu, u
d − udℓ )0,Ω .
The first term on the right-hand side in (5.7) can be split according to
(5.8) (eu, pℓ − p)0,Ω = (eu, pℓ − p(yℓ))0,Ω + (eu, p(yℓ)− p)0,Ω .
An application of Young’s inequality yields
(5.9) (eu, pℓ − p(yℓ))0,Ω ≤
α
12
‖eu‖
2
0,Ω +
3
α
‖pℓ − p(yℓ)‖
2
0,Ω .
On the other hand, choosing v = p − p(yℓ) in (2.6a),(4.8a) and v =
y − y(uℓ) in (2.8),(4.8b), for the second term on the right-hand side in
(5.8) we get
(eu, p(yℓ)− p)0,Ω = −(y − yℓ, y − y(uℓ))0,Ω =(5.10)
= −‖y − y(uℓ)‖
2
0,Ω + (yℓ − y(uℓ), y − y(uℓ))0,Ω ≤
≤ ‖y − y(uℓ)‖1,Ω‖y(uℓ)− yℓ‖1,Ω ≤
≤
α
12
‖eu‖
2
0,Ω +
3M2
α
‖y(uℓ)− yℓ‖
2
1,Ω ,
where we have further made use of (5.4) and of Young’s inequality in
the last estimate. Using (5.9) and (5.10) in (5.8) results in
(eu, pℓ − p(yℓ))0,Ω ≤(5.11)
≤
α
6
‖eu‖
2
0,Ω +
3
α
(
‖pℓ − p(yℓ)‖
2
1,Ω +M
2‖y(uℓ)− yℓ‖
2
1,Ω
)
.
As far as the third term on the right-hand side in (5.7) is concerned,
in view of (2.6a), (3.3a), (4.8a), (4.9), (2.7) and (3.4) we obtain
(eu, σℓ − σ)0,Ω =(5.12)
= (∇(yℓ(u)− yℓ),∇σℓ)0,Ω + (c(yℓ(u)− yℓ), σℓ)0,Ω −
−(∇(y − y(uℓ)),∇σ)0,Ω − (c(y − y(uℓ)), σ)0,Ω =
= (σℓ, yℓ(u)− yℓ)0,Ω + (σ, y(uℓ)− y)0,Ω.
Combining (5.12) with the second term on the right-hand side in (5.7)
and using the complementarity conditions (2.6d) and (3.3d) as well as
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(4.11a) and (4.11b), we find
ε(eu, σℓ − σ)0,Ω + (eu, σℓ − σ)0,Ω = (σℓ, εu+ yℓ(u)− (εuℓ + yℓ))0,Ω
−(σ, εu+ y − (εuℓ + y(uℓ)))0,Ω = (σℓ, εu+ yℓ(u)− ψ)0,Ω
+(σ, εuℓ + y(uℓ)− ψℓ)0,Ω + (σℓ − σ, ψ − ψℓ)0,Ω
+(σℓ, ψℓ − (εuℓ + yℓ))0,Ω︸ ︷︷ ︸
= 0
− (σ, εu+ y − ψ)0,Ω︸ ︷︷ ︸
= 0
≤ ‖u− uℓ‖0,Ω e˜
(2)
c (u, uℓ) + ‖ψ − ψℓ‖0,Ω e˜
(1)
c (ψ, ψℓ),
whence by Young’s inequality
ε(eu, σℓ − σ)0,Ω + (eu, σℓ − σ)0,Ω ≤(5.13)
≤
α
6
(
‖eu‖
2
0,Ω + osc
2
ℓ(ψ)
)
+
3
2α
(
(e˜(1)c (ψ, ψℓ))
2 + (e˜(2)c (u, uℓ))
2
)
.
Finally, another application of Young’s inequality gives us the following
upper bound for the fourth term on the right-hand side in (5.7)
(5.14) α(eu, u
d − udℓ )0,Ω ≤
α
6
‖eu‖
2
0,Ω +
3
2α
osc2ℓ(u
d) .
Taking advantage of the estimates (5.11),(5.13),(5.14) in (5.7) allows
to conclude. 
Lemma 5.4. Under the same assumptions as in Lemma 5.2 there holds
‖y(uℓ)− yℓ‖1,Ω . ηy,(5.15a)
‖p(yℓ)− pℓ‖1,Ω . ηp.(5.15b)
Proof. Due to Galerkin orthogonality, the assertion follows by standard
arguments from the a posteriori error analysis of adaptive finite element
methods (see, e.g., [41]). 
Proof of Theorem 5.1. Combining the estimates from Lemma 5.2,
Lemma 5.3, and Lemma 5.4 results in (5.1).
6. Local efficiency of the error estimator
Efficiency of the estimator means that up to data oscillations it also
provides a lower bound for the discretization errors in the state, the
regularized adjoint state, and the control.
Theorem 6.1. Let (y, u, p, σ) and (yℓ, uℓ, pℓ, σℓ) be the solutions of
(2.6a)-(2.6d) and (3.3a)-(3.3d) and let ηℓ and oscℓ(y
d) be the error
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estimator and the data oscillation as given by (4.1) and (4.6b), respec-
tively. Further, let p and pℓ be the modified adjoint states as given by
(2.8),(3.5). Then, there holds
(6.1) ηℓ − oscℓ(y
d) . ‖ey‖1,Ω + ‖eu‖0,Ω + ‖ep‖1,Ω.
The proof of the efficiency of the estimator is usually done by estab-
lishing local efficiency in the sense that the element and edge residuals
can be bounded from above by norms of the discretization errors on
the elements and associated patches, respectively. Local efficiency will
be provided by the subsequent two lemmas.
Lemma 6.2. Let ηT (y) and ηT (p), T ∈ Tℓ(Ω), be the element residuals
as given by (4.3). Then, there holds
η2T (y) . ‖ey‖
2
1,T + h
2
T‖eu‖
2
0,T ,(6.2)
η2T (p) . ‖ep‖
2
1,T + h
2
T‖ey‖
2
0,T + osc
2
T (y
d).(6.3)
Proof. We denote by ϕT =
∏3
i=1 λi(T ) the element bubble function
associated with T ∈ Tℓ(Ω) (cf., e.g., [41]). Then, ξℓ := (uℓ − cyℓ)ϕT is
an admissible test function in (2.6a). Observing ∆yℓ|T = 0, we obtain
η2T (y) . h
2
T (uℓ − cyℓ, ξℓ)0,T =
= h2T
(
(u, ξℓ)0,T + (∆yℓ − cyℓ, ξℓ)0,T + (uℓ − u, ξℓ)0,T
)
=
= h2T
(
(∇(y − yℓ),∇ξℓ)0,T + (c(y − yℓ), ξℓ)0,T + (uℓ − u, ξℓ)0,T
)
.
Using standard estimates for ‖∇ξℓ‖0,T and ‖ξℓ‖0,T (cf., e.g., [41]) readily
gives (6.2). The estimate (6.3) can be verified in the same way. 
Lemma 6.3. Let ηT (y), ηT (p), T ∈ Tℓ(Ω), and ηE(y), ηE(p), E ∈ Eℓ(Ω),
be the element and edge residuals as given by (4.3),(4.4). Further, let
oscT (y
d), T ∈ Tℓ(Ω), be the element contribution to the data oscillation
in yd according to (4.6b). Then, there holds
η2E(y) . ‖ey‖
2
1,ωE
+ h2E‖eu‖
2
0,ωE
+ η2ωE(y),(6.4)
η2E(p) . ‖ep‖
2
1,ωE
+ h2E‖ey‖
2
0,ωE
+ η2ωE(p) + osc
2
ωE
(yd),(6.5)
where ηωE(y) := (η
2
T+
(y) + η2T
−
(y))1/2 and ηωE(p), oscωE(y
d) are defined
analogously.
Proof. We denote by ϕE =
∏2
i=1 λi(E), the edge bubble function asso-
ciated with E ∈ Eℓ(Ω) (cf., e.g., [41]). We set ζE := (νE · [∇yℓ])|E and
ξℓ := ζ˜EϕE, where ζ˜E is the extension of ζE to ωE as in [41]. Taking
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advantage of the fact that ξℓ is an admissible test function in (2.6a)
and ∆yℓ|T = 0, it follows that
η2E(y) . hE(νE · [∇yℓ], ζEϕE)0,E =
= hE
∑
T⊂ωE
(
(ν∂T · ∇yℓ, ξℓ)0,∂T − (∆yℓ, ξℓ)0,T
)
=
= hE
(
(∇(yℓ − y),∇ξℓ)0,ωE + (c(yℓ − y), ξℓ)0,ωE +
(u− uℓ, ξℓ)0,ωE + (uℓ − cyℓ, ξℓ)0,ωE
)
.
Standard estimates for ξℓ (cf., e.g., [41]) readily give (6.4). The estimate
(6.5) can be proved along the same lines. 
Proof of Theorem 6.1. The efficiency estimate (6.1) follows by summing
up the estimates (6.3)-(6.5) over all T ∈ Tℓ(Ω) and E ∈ Eℓ(Ω). Using
the fact that the union of the patches ωE has a finite overlap allows to
conclude.
7. Numerical Results
In this section, we illustrate the approximation of state constrained op-
timal control problems by its Lavrentiev type regularizations using two
numerical examples representing two different instances of the possible
structure of the Lagrange multiplier according to the classification by
Bergounioux and Kunisch [8]. The first example features a solution y
that strongly oscillates around the origin where the coincidence set is
a connected subdomain with smooth boundary. In contrast to that,
the second example, which is taken from [32], features a multiplier in
M+(Ω) where the coincidence set degenerates to a single point. In
both cases the adaptive process generates finite element meshes that
are close to those created when one uses the adaptive strategy for state
constrained problems as suggested in [26].
Example 1 (Simply connected coincidence set with smooth
boundary): The data of the problem are as follows
Ω := (−2, 2)2 , ψ := 0 , α := 0.1 , c = 0 , ΓD := ∂Ω ,
yd := y(r) + ∆p(r) + σ(r) , ud := u(r) + α−1 p(r) .
Here, y = y(r) , u = u(r) , p = p(r) and σ = σ(r) , r := (x21 + x
2
2)
1/2,
(x1, x2)
T ∈ Ω, represent the exact optimal solution of the pure state
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constrained problem (ε = 0) according to
y(r) := −r
4
3 γ1(r) , u(r) := −∆y(r) ,
p(r) := γ2(r) (r
4 −
3
2
r3 +
9
16
r2) , σ(r) :=
{
0 , r < 0.75
0.1 , otherwise
,
where
γ1 :=


1, r < 0.25
−192(r − 0.25)5 + 240(r − 0.25)4−
−80(r − 0.25)3 + 1, 0.25 < r < 0.75
0, otherwise
,
γ2 :=
{
1 , r < 0.75
0 , otherwise
.
Figure 1 shows the computed optimal state yℓ and optimal control
uℓ in case of an adaptively generated simplicial triangulation with 9194
degrees of freedom and ǫ = 10−6, whereas Figure 2 displays the adap-
tively generated meshes after 12 (left) and 14 (right) refinement steps
for ǫ = 10−6.
Figure 1. Example 1: Visualization of the discrete op-
timal state yl (left) and the discrete optimal control ul
(right) on a triangulation with 9194 nodes and with re-
gularization parameter ǫ = 10−6
Table 1 documents the convergence history of the adaptive refine-
ment process with respect to the convergence of the solutions of the
discrete mixed control-state problems (ε = 10−6) to the exact solution
of the pure state constrained problem. We remark that the impact
of the regularization parameter ε has to be observed in the error esti-
mates. In particular, Table 1 contains the H1-error in the state, the
L2-errors in the control and in the adjoint state as well as the H1-error
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Figure 2. Example 1: Adaptively generated grid after
12 (left) and 14 (right) refinement steps, Θi = 0.7 , ǫ =
10−6
Table 1. Example 1: Convergence history of the adap-
tive FEM. Errors in the state, the control, the adjoint
state, and the regularized adjoint state (ε = 10−6)
ℓ Ndof ‖u− uℓ‖0 ‖y − yℓ‖1 ‖p¯− p¯ℓ‖1 ‖ p− pℓ‖0
1 13 1.37e+01 1.03e+00 1.91e-01 9.67e-01
2 41 1.01e+01 1.58e+00 1.51e-01 8.61e-01
4 74 9.53e+00 1.31e+00 1.01e-01 9.48e-02
6 142 6.01e+00 6.56e-01 1.12e-01 3.06e-02
8 290 3.36e+00 3.72e-01 1.27e-01 1.94e-02
10 623 2.19e+00 2.34e-01 1.29e-01 8.47e-03
12 1412 1.47e+00 1.32e-01 1.31e-01 1.08e-02
14 3498 1.01e+00 7.92e-02 1.30e-01 1.29e-02
Table 2. Example 1: Convergence history of the adap-
tive FEM. Discretization errors in the pure state con-
strained case (ε = 0); from [26]
ℓ Ndof ‖u− uℓ‖0 ‖y − yℓ‖1 ‖p¯− p¯ℓ‖1 ‖ p− pℓ‖0
1 13 2.37e+01 1.51e+00 6.74e-01 2.06e+00
2 41 1.35e+01 1.02e+00 1.06e-01 1.28e-01
4 105 9.41e+00 7.34e-01 7.88e-02 9.54e-02
6 244 6.01e+00 5.41e-01 6.02e-02 4.78e-02
8 532 3.18e+00 2.80e-01 4.53e-02 3.92e-02
10 1147 1.91e+00 1.74e-01 3.44e-02 2.36e-02
12 2651 1.29e+00 1.03e-01 2.02e-02 1.81e-02
14 6340 9.74e-01 6.32e-02 1.17e-02 1.22e-02
in the regularized adjoint state. The adaptive refinement process has
been terminated when the size of the regularization parameter ε = 10−6
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started to blur the results. The same effect could be observed for larger
values of ε (see also Figure 3 (right)). For a comparison, Table 2 shows
the decrease of the discretization errors in the limiting case ε = 0 (pure
state constraints). We observe that in this example the most significant
impact of the regularization parameter is on the errors in the adjoint
state and the regularized adjoint state.
Figure 3 (left) illustrates the benefit of adaptive versus uniform re-
finement by showing on a logarithmic scale the error in the control
as a function of the degrees of freedom (ǫ = 10−6). Figure 3 (right)
contains a comparison of the error in the control for the pure state
constrained problem (ǫ = 0) and its Lavrentiev regularizations (ε =
10−2, 10−4, 10−6).
1 2 3 4 5 6 7 8 9 10
−0.5
0
0.5
1
1.5
2
2.5
3
log(#nodes)
log(\|u−u_h\|)
uniform
adaptive
1 2 3 4 5 6 7 8 9 10
−0.5
0
0.5
1
1.5
2
2.5
3
3.5
log(#nodes)
log(\|u−u_h\|)
ε = 0
ε = 10−2
ε = 10−4
ε = 10−6
Figure 3. Example 1: Adaptive refinement [straight
line] versus uniform refinement [dotted line] (left) and
discretization error in the control for different regular-
ization parameters (right)
The residual-type estimators ηℓ(y) in the state and ηℓ(p¯) in the regu-
larized adjoint state as well as the data oscillations oscℓ(u
d) in the shift
control and oscℓ(y
d) in the desired state are given in Table 3. Again,
for a comparison with the pure state constrained case, Table 4 contains
the corresponding values in case ε = 0.
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Table 3. Example 1: Convergence history of the adap-
tive FEM. Estimator in the state and regularized adjoint
state, data oscillations (ε = 10−6)
ℓ Ndof ηℓ(y) ηℓ(p¯) oscℓ(u
d) oscℓ(y
d)
1 13 4.20e+00 1.04e+00 1.37e+01 5.42e-01
2 41 4.25e+00 1.04e+00 1.36e+01 6.22e-01
4 74 4.01e+00 4.71e-01 9.67e+00 3.32e-01
6 142 1.77e+00 3.14e-01 6.03e+00 1.11e-01
8 290 1.27e+00 2.49e-01 3.38e+00 5.36e-02
10 623 8.70e-01 1.80e-01 2.19e+00 2.78e-02
12 1412 5.50e-01 1.12e-01 1.47e+00 1.50e-02
14 3498 3.42e-01 6.90e-02 1.01e+00 7.08e-03
Table 4. Example 1: Convergence history of the adap-
tive FEM. Estimators and data oscillations in the pure
state constrained case (ε = 0); from [26]
ℓ Ndof ηℓ(y) ηℓ(p¯) oscℓ(u
d) oscℓ(y
d)
1 13 2.19e+01 2.04e+00 1.37e+01 5.42e-01
2 41 9.83e+00 8.10e-01 1.36e+01 6.22e-01
4 105 3.67e+00 4.35e-01 9.42e+00 3.32e-01
6 244 1.63e+00 2.60e-01 5.99e+00 1.11e-01
8 532 1.17e+00 1.69e-01 3.17e+00 4.47e-02
10 1147 7.72e-01 1.22e-01 1.90e+00 2.17e-02
12 2651 4.71e-01 7.37e-02 1.29e+00 9.27e-03
14 6340 2.93e-01 4.55e-02 9.74e-01 4.62e-03
Example 2 (Degenerated coincidence set [32]): The data of
the problem are as follows
Ω := B(0, 1) , ΓD = ∅ , α := 1.0 , c = 1.0 ,
yd(r) := 4 +
1
π
−
1
4π
r2 +
1
2π
ln(r) ,
ud(r) := 4 +
1
4π
r2 −
1
2π
ln(r) , ψ(r) := r + 4 .
The optimal solution in the pure state constrained case is given by:
y(r) ≡ 4 , p(r) =
1
4π
r2 −
1
2π
ln(r) ,
u(r) ≡ 4 , σ = δ0 .
Figure 4 displays the computed optimal state yℓ and optimal control
uℓ for a simplicial triangulation with 964 degrees of freedom. For the
regularization parameter ǫ = 10−6, the adaptively generated grids after
12 and 14 refinement steps are shown in Figure 5.
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Figure 4. Example 2: Visualization of the discrete
state yl (left) and the discrete control ul (right) on an
adaptive generated mesh with 964 nodes and with regu-
larization parameter ǫ = 10−6
Figure 5. Example 2: Adaptively generated grid after
12 (left) and 14 (right) refinement steps, Θi = 0.7, ǫ =
10−6
In case ε = 10−6, Table 5 and Table 7 reflect the convergence history of
the adaptive refinement process with data analogous to those in Exam-
ple 1. As before, in order to compare with the pure state constrained
case (ε = 0), the associated data are given in Table 6 and Table 8.
We remark that there are no data oscillations in ψ in the pure state
constrained case ε = 0, since 〈σ−σℓ, ψ−ψℓ〉 = 0 where 〈·, ·〉 stands for
the dual pairing between the space of Radon measures and the space
of continuous functions (cf. [26]). We see that here the impact of the
regularization parameter is less pronounced than in the first example
(provided ε is chosen sufficiently small; see also Figure 6 (right)). The
benefit of adaptive versus uniform refinement is addressed in Figure 6
(left) which displays on a logarithmic scale the discretization error in
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Table 5. Example 2: Convergence history of the adap-
tive FEM. Errors in the state, the control, the adjoint
state, and the regularized adjoint state (ε = 10−6)
ℓ Ndof ‖u− uℓ‖0 ‖y − yℓ‖1 ‖p¯− p¯ℓ‖1 ‖ p− pℓ‖0
1 13 8.62e-02 1.75e-02 2.24e-02 6.73e-02
2 41 6.50e-02 1.01e-02 1.21e-02 2.93e-02
4 73 5.56e-02 6.89e-03 9.36e-03 1.54e-02
6 121 3.39e-02 2.34e-03 6.02e-03 8.30e-03
8 243 1.98e-02 6.96e-04 3.91e-03 4.35e-03
10 603 1.14e-02 2.25e-04 2.32e-03 2.00e-03
12 1618 6.39e-03 6.98e-05 1.46e-03 9.37e-04
14 3989 3.55e-03 2.58e-05 8.54e-04 4.57e-04
16 10656 1.95e-03 1.10e-05 4.76e-04 2.21e-04
Table 6. Example 2: Convergence history of the adap-
tive FEM. Discretization errors in the pure state con-
strained case (ε = 0); from [26]
ℓ Ndof ‖u− uℓ‖0 ‖y − yℓ‖1 ‖p¯− p¯ℓ‖1 ‖ p− pℓ‖0
1 13 1.04e-01 8.51e-03 1.74e-02 3.73e-02
2 41 6.95e-02 4.43e-03 9.01e-03 1.86e-02
4 73 5.73e-02 2.30e-03 7.36e-03 1.00e-02
6 121 3.42e-02 1.79e-03 6.11e-03 7.41e-03
8 243 1.99e-02 1.07e-03 4.02e-03 4.13e-03
10 604 1.14e-02 4.02e-04 2.43e-03 1.95e-03
12 1621 6.39e-03 1.60e-04 1.52e-03 9.26e-04
14 3991 3.55e-03 6.81e-05 8.79e-04 4.55e-04
Table 7. Example 2: Convergence history of the adap-
tive FEM. Estimators and data oscillations (ε = 10−6)
ℓ Ndof ηℓ(y) ηℓ(p¯) oscℓ(u
d) oscℓ(ψ) oscℓ(y
d)
1 13 6.15e-02 7.38e-02 1.29e-01 1.11e-01 4.36e-02
2 41 2.29e-02 3.76e-02 8.14e-02 3.25e-02 1.26e-02
4 73 1.00e-02 2.52e-02 5.95e-02 2.13e-02 7.78e-03
6 121 3.11e-03 2.01e-02 3.56e-02 1.23e-02 4.96e-03
8 243 9.15e-04 1.32e-02 2.06e-02 5.27e-03 1.87e-03
10 603 2.59e-04 8.12e-03 1.17e-02 2.25e-03 8.28e-04
12 1618 7.23e-05 4.76e-03 6.54e-03 9.86e-04 3.17e-04
14 3989 2.01e-05 2.89e-03 3.62e-03 3.95e-04 1.42e-04
16 10656 5.53e-06 1.78e-03 1.98e-03 1.86e-04 5.89e-05
the control as a function of the degrees of freedom (dotted line: adap-
tive refinement, straight line: uniform refinement, ε = 10−6). Finally,
Figure 6 (right) contains a comparison of the error in the control for
MIXED CONTROL-STATE CONSTRAINED CONTROL PROBLEMS 21
Table 8. Example 2: Convergence history of the adap-
tive FEM. Estimators and data oscillations in the pure
state constrained case (ε = 0); from [26]
ℓ Ndof ηℓ(y) ηℓ(p¯) oscℓ(u
d) oscℓ(y
d)
1 13 7.32e-02 7.62e-02 1.29e-01 4.36e-02
2 41 2.45e-02 3.83e-02 8.14e-02 1.26e-02
4 73 1.02e-02 2.54e-02 5.95e-02 7.78e-03
6 121 3.11e-03 1.97e-02 3.56e-02 4.96e-03
8 243 9.10e-04 1.32e-02 2.06e-02 1.87e-03
10 604 2.59e-04 8.07e-03 1.17e-02 8.27e-04
12 1621 7.22e-05 4.75e-03 6.54e-03 3.16e-04
14 3991 2.01e-05 2.89e-03 3.62e-03 1.41e-04
1 2 3 4 5 6 7 8 9 10
−6.5
−6
−5.5
−5
−4.5
−4
−3.5
−3
−2.5
−2
log(#nodes)
log(\|u−u_h\|)
uniform
adaptive
1 2 3 4 5 6 7 8 9 10
−6.5
−6
−5.5
−5
−4.5
−4
−3.5
−3
−2.5
−2
−1.5
log(#nodes)
log(\|u−u_h\|)
ε = 0
ε = 10−2
ε = 10−4
ε = 10−6
Figure 6. Example 2: Adaptive versus uniform refine-
ment (left) and discretization error in the control for dif-
ferent regularization parameters (right)
the pure state constrained problem (ǫ = 0) and its Lavrentiev regular-
izations (ε = 10−2, 10−4, 10−6).
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