Introduction {#S0001}
============

Vaccines can protect us from infectious diseases by preparing the immune system to elicit antibody- and/or cell-mediated responses which are specific against the pathogen. The vaccine ability in inducing such responses is called immunogenicity. To become effective and to yield long-lasting immunity, vaccines must properly activate both innate and adaptive responses^[1](#CIT0001)^ to generate memory T and B cells. Upon subsequent infection, these memory cells will differentiate into effector T cells and/or will produce neutralizing antibodies.

Vaccines may also cause adverse and non-intentional effects. Manufacturing issues, inappropriate handling, route of administration, genetic factors (e.g., race, sex, hormones, body mass index) among other factors have been associated with vaccine-associated adverse effects.^[2](#CIT0002)-[4](#CIT0004)^ Also, highly immunogenic vaccines usually trigger more adverse events than low immunogenic ones.^[5](#CIT0005)^ The events range from mild manifestations (e.g., itching, swelling, redness, fever, headache, and pain at the injection site) to more severe physiological alterations that may even culminate with the death of the vaccinee.^[6](#CIT0006)^

Methods that use molecular data to predict vaccine-induced immunogenicity or reactogenicity before or soon after vaccination are highly desired. Systems Vaccinology^[7](#CIT0007)^ achieved this by utilizing omics data and machine learning techniques to identify sets of genes that can predict vaccine immunogeniticy. By measuring the expression levels of few genes in the blood of vaccinees up to 1 week after vaccination, it is possible to predict whether the vaccinee will induce a high or low antibody or CD8 T cytotoxic responses several weeks after vaccination. Such approaches were successfully applied to vaccines against Yellow Fever,^[8](#CIT0008)^ Influenza,^[9](#CIT0009)-[11](#CIT0011)^ shingles,^[12](#CIT0012)^ meningococcus^[13](#CIT0013)^ and Malaria.^[14](#CIT0014)^ Similarly, the same strategy can be used to predict reactogenicity of vaccines.^[15](#CIT0015)^

Despite the enormous importance of machine learning methods in predicting the beneficial or harmful effects of vaccination, most vaccinologists do not understand the technical details of these methods. We try to describe here, in an accessible way, how machine learning can be utilized within systems vaccinology. For simplicity, we will assume that the input data are derived from the blood transcriptome of vaccinees before or soon after vaccination ([Figure 1](#F0001)). In general, any type of medium- to high-throughput data such as proteomics and metabolomics, cytokine profiling, mass cytometry, among others can serve as input. The machine learning module then establishes a classification/predictive rule. The output of this rule predicts the status of immunogenicity (e.g., vaccinees that generated high or low antibody titers and CD8 T cell frequencies) or reactogenicity (e.g., vaccinees with low number of adverse events or with high/severe adverse events).10.1080/21645515.2019.1697110-F0001Figure 1.Using machine learning methods to predict vaccine-induced immunity and reactogenicity.

[Figure 2](#F0002) shows the basic four steps for the prediction framework. There are several software and packages that perform part of these steps. For instance, the open-source Java software Weka^[16](#CIT0016)^ provides a great collection of commonly used machine learning algorithms for data mining. In addition, the open-source software Orange contains several machine learning and data visualization features^[17](#CIT0017)^ that are designed for researchers with no bioinformatics training or background in computational biology.10.1080/21645515.2019.1697110-F0002Figure 2.The main four steps for identifying discriminatory signatures for vaccine-induced immunity and reactogenicity.

Step 1: assessing and preprocessing (prepare your dataset) {#S0002}
==========================================================

The quality of the input data directly impacts the performance of the predictive model. Thus, it is critical to have good quality data which are also properly normalized^[18](#CIT0018)^ Because most datasets are large, samples are often processed on different days, with different kits and protocols, and by different people. To minimize the impact of these practice variance technical factors on the downstream analysis, systems vaccinologists may randomize samples across different batches and run batch correction methods.^[19](#CIT0019)^ In addition, the Bioconductor R tool PVCA (Principal Variance Component Analysis) can be used^[20](#CIT0020)^ to assess the effect of the technical batches, as well as the effect of biological confound factors (gender, age, immunological parameters, etc.) on your dataset. The good quality of the immune response (to be predicted) should also be ensured. And the best way to improve data reliability is to assure that the serological assay is qualified if not validated according to known parameters for assay development. It is usually required that the serological assay being used for a clinical trial be at least qualified. Such parameters include LLOQ, LLOD, ULOQ, linearity, specificity, reproducibility, ruggedness, etc.

In supervised machine learning, the goal is to identify sets of features (i.e., biological components) that can predict an outcome (see [Box](#UF0001)). The outcome represents the "labels" of vaccinees that must be previously defined in the training process. In classification models, the aim is to predict discrete class of labels. For instance, subjects that received the inactivated influenza vaccine may be labeled "high-responders" if their antibody titers 28 days post-vaccination had increased fourfold or more when compared to their baseline antibody titers.^[10](#CIT0010)^ Labels related to vaccine protection after challenge^[14](#CIT0014),[21](#CIT0021),[22](#CIT0022)^ or to the occurrence of severe adverse events^[23](#CIT0023)^ after vaccination can also be used for classification. Regression predictive modeling should be applied instead when the goal is to predict continuous values, such as the magnitude of the response (i.e., increase of antibody titers, number of adverse events or frequency of activated CD8 T cells) ([Figure 1](#F0001)).

Step 2: select the vaccinees and relevant genes {#S0003}
===============================================

In systems vaccinology, the main goal of machine learning techniques is to use a set of known data to train the model to uncover the combination of genes and parameters that best predict the outcome of vaccinees. This initial dataset (e.g., data derived from omics experiments) that is used to identify this combination is called the training set. Feature selection and model training are performed through k-fold cross-validation (see [Box](#UF0001)) or take-one-out on the training set to obtain an unbiased accuracy of the established rule. It is possible that feature selection fails to find the representative discriminatory gene signatures. In this case, the resulting model may have poor unbiased accuracy; or that even if it has high unbiased accuracy on the training set, that is, it is able to predict the response of vaccinees that were part of the training set, it fails to predict the response of new vaccinees (that were not part of the training set). To properly evaluate the predictive power of the model, and thus ensuring that the model can be generalized to future vaccinees, additional datasets are required. Such datasets are called testing, validating or blind prediction sets.

This step aims to select which vaccinees or vaccine cohorts will be used to train and which to test the model. Ideally, the testing set should comprise vaccinees from an independent cohort^[8](#CIT0008)^ or from a different Influenza season in the case of influenza vaccine.^[9](#CIT0009)^ When it is not possible to have an independent dataset, the initial dataset can be split randomly into training and testing sets. While there is no rule for defining the fraction of vaccinees that should be used for training, a fraction between 50% and 70% is recommended since using too high of a fraction will lead to overfitting (see [Box](#UF0001)).

Let's now assume that in a hypothetical cohort 90% of the vaccinees are low-antibody responders and 10% are high-antibody responders. If your classification model predicts that all vaccinees are low responders, the overall accuracy of your prediction appears to be 90%. However, this does not mean your model did a good job -- although the sensitivity is 100% (that is all low responders are predicted correctly), the specificity is 0% (all high responders are predicted wrongly). Hence, it is very critical to report accuracy for each group rather than the overall accuracy. Imbalanced data, as in this example, remains a major challenge in machine learning. In this case, the overall accuracy reflects little confidence in the predictive accuracy for each group. Better performance metrics, such as the F1 score, or the confusion matrix, which reports accuracy of both groups (sensitivity and specificity) should be employed.

Active research is currently pursued in managing imbalanced data. One approach is to collect more data, though this may not be viable in practice. If the number of vaccinees is large enough, one tactic is to resample the dataset to have more balanced data. However, resampling does not guarantee a better outcome. Some machine learning techniques are designed to address imbalanced data (see step 3 below). For example, the penalized models (i.e., mistakes on the minority class receives higher costs during training) may help in dealing with this problem.

System vaccinology utilizes high-throughput omics data that describe the levels of tens of thousands of genes, proteins or metabolites before or after vaccination. Most of these biological components (i.e., the "features") do not contribute to the model (that is they are not predictors). In fact, they may negatively impact model performance. Thus, feature selection is a fundamental step to remove the irrelevant or partially relevant genes. This step can be performed before the training is initiated, which helps simplify the models while facilitate their interpretation, reduces training time, and increases the generalization of the model.^[24](#CIT0024)^ Feature selection can also be embedded successfully within the classification machine learning process, which offers a more unbiased system feature selection.^[25](#CIT0025)^

There are three main types of feature selection methods that can be applied to Systems vaccinology: (i) Filter, (ii) Wrapper and (iii) Embedded. These methods differ in the way they combine the selection algorithm and the machine learning model. The choice of the feature selection methods can be based on the dataset size and outcome complexity. Also, Filter methods can often be combined with either Wrapper or Embedded ones. Filter methods

Filter methods are faster than others because they work independently of any learning algorithm and of cross-validation performance. These methods can select or remove features based on different criteria. Low-expressed genes or genes whose expression does not vary between samples (low variance) can be removed because they are either not reliable or not informative. Filters can select features based upon their ability to distinguish between groups of samples (e.g., low- versus high-responders) or based upon their association with the response (e.g., correlation with antibody titers). A variety of predefined metrics or information content is available and widely used, including the traditional t-statistic,^[9](#CIT0009)^ the information gain,^[26](#CIT0026)^ and the mutual information.^[27](#CIT0027)^ (ii) Wrapper methods

Wrapper methods measure the usefulness of features based on the classifier performance. Because they are computationally more expensive when compared to other feature selection methods, a wrapper method works well when the dataset contains a relatively small number of features. Cytokine profiling data are a good example of a "small dataset". Recursive feature elimination (RFE) is a method that follows an iterative procedure where features are ranked based upon their importance in classifying the training set and then the feature(s) with smallest ranking criterion is(are) removed. The RFE was implemented from Support Vector Machines^[28](#CIT0028)^ or Random Forest^[29](#CIT0029)^ algorithms. Besides that, both algorithms can be used to rank the feature importance and also remove correlated predictors.(iii) Embedded methods

Embedded algorithms also select features during classification process as part of the learning. It differs from filter and wrapper strategies which perform selection in a preprocessing phase.^[30](#CIT0030)^ Classification algorithms that employ an embedded feature selection strategy include decision trees,^[31](#CIT0031)^ Random Forest,^[32](#CIT0032)^ neural networks,^[33](#CIT0033)^ discrete support vector machine^[11](#CIT0011),[25](#CIT0025)^ among others.

Step 3: choose the machine learning algorithm {#S0004}
=============================================

Supervised learning is the process of establishing a predictive model by using labeled data for training, whereas unsupervised learning is applied when there is no a-priori knowledge about the labels present in the dataset. A semi-supervised learning combines both strategies and it is used when only a fraction of the training data is labeled.

For supervised learning approaches, there is a wide range of open-source algorithms to choose from.^[34](#CIT0034)^ Each algorithm has specific characteristics and several of them operate in a "Black Box" mode.^[35](#CIT0035)^ Depending on the input data set and the prediction objectives, the algorithms will produce varying performances. Therefore, it is important to test different machine learning algorithms, such as Support Vector Machines, K-nearest neighbor, Artificial Neural Networks, Logistic Multiple Network-constrained Regression, Classification And Regression Tree, Random Forest, Adaboost and XGboost. The applications of such methods in systems biology and genomics were extensively reviewed by Eraslan et al.^[34](#CIT0034)^ and Camacho et al.^[35](#CIT0035)^

Regression analysis is a statistical method which has long been used in analyzing medical data.^[36](#CIT0036)^ This type of analysis examines the influence of one or more independent variables (e.g., genes, metabolites, cytokines) on a dependent variable (e.g., antibody titers). This simple approach can reveal novel insights about the molecular mechanisms of vaccine-induced immunity.^[37](#CIT0037)^

The Support Vector Machines are supervised linear or nonlinear optimization-based classification algorithms that, given a training data set, identify a hyperplane that separates the two classes (e.g., high- or low-vaccine responders) and thus assembles a model capable of classifying new samples.^[38](#CIT0038)^ Discriminant analysis via mixed integer programming (DAMIP) is a multi-group classifier with an embedded combinatorial feature selection algorithm.^[25](#CIT0025)^ The multi-group predictive model can incorporate heterogeneous types of data as input; it has a high-dimensional data transformation that reduces noise and errors; it incorporates constraints to limit the rate of misclassification, and a reserved-judgment region that provides a safeguard against over-training (which tends to lead to high misclassification rates from the resulting predictive rule). The DAMIP classifier is totally universally consistent, and hence handles imbalanced data very well. DAMIP has been applied successfully to predicting vaccine immunogenicity in yellow fever, influenza, and malaria.^[8](#CIT0008)-[10](#CIT0010),[14](#CIT0014)^

The artificial neural networks are statistical methods capable of modeling nonlinear systems, where the relationship between the variables is unknown or complex. Its name is due to the representation of its architecture, which refers to the human neural network, and its ability to "learn/assimilate".^[39](#CIT0039)^

Two other predictive frameworks were recently developed and applied to assess influenza vaccine responses.^[40](#CIT0040),[41](#CIT0041)^ The Logistic Multiple Network-constrained Regression (LogMiNeR)^[40](#CIT0040)^ incorporates prior knowledge on human signaling pathways to produce models that help us understand how the immune system responds to influenza vaccination at molecular level. This method identified associations between specific B cell genes and mTOR signaling and an effective response to influenza vaccination.^[40](#CIT0040)^ The Sequential Iterative Modeling "OverNight" (SIMON)^[41](#CIT0041)^ is an automated machine learning approach that combines results from 128 different algorithms and can be applied to analyze multidimensional clinical data collected across multiple vaccine cohorts. SIMON was able to reveal a strong association between CD4+ and CD8 + T cell subsets with a robust antibody response to influenza antigens.^[41](#CIT0041)^

Step 4: test your model {#S0005}
=======================

Cross-validation is a technique to evaluate the quality of the classifiers by partitioning the dataset into a training set to train the model, and a test set to evaluate it. In k-fold cross-validation (see [Box](#UF0001)), the dataset is randomly partitioned into k roughly equal size. In each iteration, a single partition is withheld as the validation/testing data for the model, and the remaining k-1 partitions are used as training data. The cross-validation process is then repeated k times (the folds), with each of the k partitions used exactly once as the validation data. The k results from the folds are then combined to produce the unbiased estimate for the classifier. The advantage of this method is that all observations are used for both training and validation, and each observation is used for validation exactly once. Furthermore, when the patient cohort is relatively small, cross-validation provides some confidence in the predictive accuracy.

More ideally, the testing dataset should be an independent set of patient data. When that is not available, the hold-out method can be used. Specifically, the vaccine cohorts are divided into intro training and testing sets before the training starts. The testing set is only utilized at the end to evaluate the model accuracy in predicting the class of new vaccines.

In our recent work on yellow fever,^[8](#CIT0008)^ human influenza^[9](#CIT0009),[10](#CIT0010)^ and malaria^[14](#CIT0014)^ vaccine immunogenicity prediction, we employed 10-fold cross-validation on the training set to establish the predictive rules with the set of discriminatory signatures, and use hold-out and an independent testing set for blind prediction to establish confidence in the predictive accuracy.

The choice of evaluation metrics depends on the specific machine learning task. Some common metrics include Accuracy, Confusion matrix, Logarithmic Loss, and Area Under the ROC Curve (see [Box](#UF0001)). Accuracy is a common metric and it is calculated as the number of correct predictions divided by the total number of input data. However, this may not be sufficiently informative since the model can learn to classify only the most frequent class, as shown in the imbalanced data scenario. In general, the confusion matrix, which reports true positives, true negatives, false positives, false negatives, provides a more detailed of unbiased analysis of correct and incorrect classifications for each class. Confusion Matrix forms the basis for the other types of metrics.

In regression problems, the most common metrics for evaluating are Mean Absolute Error and Root Mean Squared Error. The former is equivalent to the sum of the absolute differences between predictions and actual values, while the latter measures the average magnitude of the error by taking the square root of the average of squared differences between prediction and actual observation.

Challenges and perspectives {#S0006}
===========================

In systems vaccinology, there are several potential confounding variables. These variables may influence both the independent variables (e.g., expression levels of genes) and dependent variable (e.g., vaccine immune response). If not properly managed, confounding variables may directly impact the machine learning results. Also, in addition to the intrinsic heterogeneity between individuals, the noise and biases introduced by high-throughput technologies make systems vaccinology analyses even more challenging.

The gender of vaccinees is associated with differences in the immune responses to certain vaccines. Females may display greater responses than male upon vaccination against pneumococcal,^[42](#CIT0042)^ influenza,^[43](#CIT0043)^ yellow fever,^[2](#CIT0002)^ among others. Similarly, the route of vaccine administration may also be a critical confounding variable.^[43](#CIT0043)^ Finally, the vaccinee's preexisting immunity,^[44](#CIT0044)^ microbiota,^[45](#CIT0045)^ and existing chronic inflammatory conditions or infections^[46](#CIT0046)^ may directly impact vaccine immunogenicity. These data can all serve as part of the input to the model, in addition to the omics and biological data.

Response to vaccination relies on the orchestration of multiple biological processes, including differentiation and interaction of multiple cell types. Most system vaccinology papers have applied transcriptomics to study the dynamics of vaccine response in PBMCs.^[47](#CIT0047)^ Nevertheless, variation in mRNA levels observed in blood can reflect both changes in cell frequency and in mRNA abundance.^[7](#CIT0007)^ Moreover, different cell populations present diverse patterns in activation of biological pathways, production of proteins or gene methylation in response to perturbations. Bulk phenotype assessment is not equipped to resolve the contributions of different cell types to these perturbations. Exciting new technological developments offer the possibility to quantify complete sets of biological molecules at a single-cell level and at a high-resolution. For example, a time course single-cell experiment performed by Jaitin et al.^[48](#CIT0048)^ revealed that a high-fat diet causes a massive reorganization of the immune cell populations in visceral adipose tissue in mice. A similar longitudinal experiment at single-cell level may better characterize human immune responses to vaccination.

Recent technological developments can interrogate and question millions of variables in the same sample. Nevertheless, this can also bring disadvantages. Increasing the number of measured variables without an exponential increase in sample size implies that data points will not be evenly distributed in this n-dimensional space. This is known as the "curse of dimensionality".^[49](#CIT0049)^ To circumvent this issue and increase the predictive power of classifiers, one can design experiments with enough vaccinees.^[50](#CIT0050)^ More importantly, dimension reduction and feature selection approaches must be advanced within machine learning framework to uncover the small set of critical predictive system features.

The predictive power of signatures increases when more data are available for training.^[51](#CIT0051),[52](#CIT0052)^ With the current high-throughput techniques, many laboratories can easily generate large amounts of data. As more and more systems vaccinology studies are published, the greater the chances of obtaining very robust predictive signatures of vaccine reactogenicity and immunogenicity. These can contribute to the development and design not only of new vaccines but also to the optimization of current ones. 10.1080/21645515.2019.1697110-UF0001Box.Glossary of common Machine Learning jargons applied to Systems Vaccinology.

Let us consider a set of 10 vaccinated people, of which 5 had a high-antibody response and 5 had a low-antibody response post-vaccination. For explanation, let the positive response people be denoted by the dark green dots, and the light green dots correspond to the low antibody group (Panel A).

Overfitting {#S0006-S2001}
-----------

In statistics, overfitting is "the production of an analysis that corresponds too closely or exactly to a particular set of data, and may therefore fail to fit additional data or predict future observations reliably". In our context, in a cohort of vaccinated people, we may identify genes and relationships that align and describe perfectly this given set of people. However, the genes and its relationship fail to describe another set of vaccinated people. Overfitting leads to poor prediction. In a cohort of vaccinated people, we can identify a gene that has a linear correlation between its expression and the vaccine-induced antibody response. By plotting each vaccinee as a dot on a scatter plot where the x-axis is the gene expression level and the y-axis is the antibody levels, it is possible to draw a line that explains this linear model (Panel B). The graph will show that most of the vaccinees are not exactly over the line that represents the model. It is possible to create a non-linear model that goes through all dots of the graph. In this case, the model will perfectly explain the gene and antibody expression levels of all vaccinees in the cohort. However, fitting the model this way would not make it applicable to a different cohort of vaccinees. In this situation, we say that the model is overfitted.

K-fold cross-validation {#S0006-S2002}
-----------------------

Ten-fold cross-validation is a standard technique used in classification to unbiased estimate of the resulting predictive rule. Ideally, it is also important to blind test the predictive power of the resulting rule using an independent set of samples. However, this may not be possible in practice. In this case, one can partition the cohort of patients randomly into two sets, the training set, and the blind validation set. Usually, 70% of the samples are used for training to establish the predictive rule. For the 100 vaccinees, we can withhold 30 of them for blind test. To perform a 10-fold cross-validation (k = 10), 10 subgroups containing 7 random vaccinees are created. For each of the subgroups, the model is trained on 63 people who are not in the subgroup and then validated in the subgroup. The sum of the results of these processes are calculated, providing the unbiased estimate of the model. Leave-one-out cross-validation is when the value of "k" is equal to the total number of samples, i.e., each single sample is separated from the whole and used to validate the accuracy of the model. Once the rule is established, it will be used to blind test the group status of the blind test set. This provides a predictive accuracy of the resulting classification rule. The Panel C shows a fivefold cross-validation example.

Confusion matrix {#S0006-S2003}
----------------

A confusion matrix is a table that is often used to describe the performance of a classification model (or "classifier") on a set of test data for which the true values are known. It allows the visualization of the performance of the classification model. If there are two groups, then the confusion matrix includes 22 entries: true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN), precisely as shown in Panel D. For example, assume that in the cohort of 10 vaccinees shown in Panel A, the algorithm predicts seven high-responders and three low-responders. Of the seven vaccinees predicted as high-responders, four are truly high-responders (True Positives) and three others are therefore False Positives. Of the three people predicted as low-responders, two are really low-responders (True Negatives) and one is a high-responder (False Negative). The confusion matrix will show how many people predicted as one of the classes (high or low responders) actually belong to this class (Panel D). From this table, we can calculate the precision, recall, F1 score and accuracy (among other metrics). **Accuracy** is the sum of true positives (four vaccinees) and true negatives (two vaccinees) divided by the total of true positives (5) and true negatives (5). In our example, the accuracy is 0.6. **Precision** is the number of predicted results that are true positives (4) divided by the number of true positives (4) plus the false positives (3). In our example, precision is 0.57. **Recall** is the number of predicted results that are true positives (4) divided by the number of true positives (4) plus false negatives (1). So, Recall is then given by 4/(4 + 1) = 0.8. The **F1-score** metric is a harmonic mean of precision and recall. It is calculated with the formula 2 \* \[(precision \* recall)/(precision + recall)\]. So, F1-score would be 2 \* \[(0.57 \* 0.8)/(0.57 + 0.8)\] = 0.67.
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