0 B ] be a 2 × 2 upper triangular operator matrix acting on the Banach space E ⊕ F . We investigate the set of the operators C for which σ(M C ) = σ(A) ∪ σ(B), where σ(.) denotes the spectrum.
Let E, F be complex Banach spaces and let L(F, E) be the space of all bounded linear operators from F to E. We abbreviate L(E, E) by L(E). When A ∈ L(E), B ∈ L(F ) and C ∈ L(F,
For T ∈ L(E), we let σ l (T ), σ r (T ), σ le (T ), σ re (T ), r(T ), N (T ) and R(T ) denote the left spectrum, right spectrum, left essential spectrum, right essential spectrum, spectral radius, null space and range of T respectively. If G is a subset of L(F, E), we denote cl [G] as its closure.
For bounded linear operators A, B and C, the equality
was studied by numerous authors. In [4] , it was shown that if σ(A) ∩ σ(B) has no interior points, then (1) is satisfied for every C ∈ L(F, E). In the Hilbert space setting, equality (1) was considered in [1, 4] , where it was shown that if in particular A and B are normal operators, then (1) holds for every C ∈ L(F, E). The aim of this note is the investigation of the set of operators C ∈ L(F, E) for which (1) holds.
Our main result is the following
As a corollary of Theorem 1, we have 
Proof. Since R(δ A,B ) is norm dense (see [2] ), the result follows from Theorem 1.
For the proof of Theorem 1, we need some auxiliary results. We begin with the following well known lemma.
Proof. For every λ ∈ C, we have
This completes the proof.
The inclusions in (2) are proper in general. To see this, consider the following example from [1] .
Example 4.
Let H be a Hilbert space with an orthonormal basis {e n } n≥1 . Define the operators S and C by
Also, we have
For operators A ∈ L(E) and B ∈ L(F ), let
It is clear that 0 ∈ M (A, B) and M (A, B) = M (A − λ, B − λ) for all complex number λ. By using the operators S, S * and C in Example 4, we see that the equality M (A, B) = M (B, A) fails to be true in general.
The
Thus, the upper semi-continuity of the spectrum (see [3, Problem 86 
The following result will be useful in the sequel.
Proof. The proofs for the statements T N = 0 and N T = 0 are similar, therefore we may assume that T N = 0. Observe first that since (T + N )N = 0 and N = 0, then 0 ∈ σ(T + N ) ∩ σ(N ). Next, let λ ∈ C \ {0}. Since T N = N 2 = 0, we have that N − λ is invertible, and
From this, we conclude that λ ∈ σ(T + N ) if and only if λ ∈ σ(T ). Consequently,
The proof is finished.
The next lemma is well known, so its proof will be omitted.
Lemma 6. Let T, N ∈ L(E) such that σ(N ) = {0} and T N = N T . Then σ(T + N ) = σ(T ).
Using Lemma 5 and Lemma 6 we prove
By a similar argument, we show that if
The proof is complete.
Lemma 8. If A ∈ L(E) and B ∈ L(F ), then

R(δ A,B ) + N (δ A,B ) ⊆ M (A, B).
Proof. Let C ∈ R(δ A,B ) and D ∈ N (δ A,B ). A straightforward computation shows that
On the other hand, since C ∈ R(δ A,B ), there is an operator X ∈ L(E) such that C = AX − XB. Therefore, M C is similar to [ A 0 0 B ], where the similarity is implemented by the invertible operator [ I X 0 I ]. Consequently, we have
Combining (4) and (5) shows that C+D ∈ M (A, B) , which completes the proof. (A, B) . Now Lemma 7 can be used twice. It shows that
Proof of Theorem 1. Let
Therefore the result follows by the closedness of M (A, B) . This ends the proof.
Remark 1. If given A, B
and C such that (1) holds, then using the same reasoning as in the above we check that C + D ∈ M (A, B) for every
As an application of Theorem 1 we have the next example.
Indeed, write
Since
Next, we have
Consequently, Theorem 1 implies that C ∈ M (A, B) . If, in particular, A 1 = S and B 1 = S * , where S is the operator defined in Example 4, we see that σ r (A) ∩ σ l (B) may be large in a certain sense.
We conclude with the next proposition.
Proposition 10. Let A ∈ L(E), B ∈ L(F ) and C ∈ L(F, E). Assume that there exists some
Proof. Without loss of generality we may assume that λ = 0. Since 0 / ∈ σ(M C ), Lemma 3 implies that 0 / ∈ σ l (A). Hence there is an operator U ∈ L(E) such that U A = I (I: the identity operator). Let 1 = 1 r(U) and let |λ| < 1 . Then I − λU is invertible, and
On the other hand we deduce from (3) that AU = I. Thus
From (6) and (7) we derive that
Consequently, we have
. By a similar argument, we claim that there exists 2 > 0 such that
This ends the proof. 
If in particular E
= F and A = B, then M (A, A) = L(E).
