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Harmful programs that are created to thieve user credentials have become a 
lot over the recent years, potentially leading to a loss of cash. The methods which are 
utilized by attackers to collect confidential information vary, when online banking 
systems continue to be the main goal of these attacks. Nowadays most widespread 
approach to protect against phishing attack is using blacklists in antiviruses and 
browser toolbars. Unfortunately, blacklist method fails in responding to newly 
emanating phishing attacks since registering new domain names has become easier, 
no comprehensive blacklist can ensure a perfect up-to-date database. Therefore it 
requires another approach to counter phishing attack which is more accurate and 
efficient than blacklist method. The purpose of this work is to evaluate and analyze 
the effectiveness of applying machine learning algorithms such as an Artificial 
Neural Network, Support Vector Machines and K-nearest Neighbor to website 
phishing detection. The datasets of phishing and non-phishing websites were 
gathered in order to train, test machine learning algorithm models, compare 
evaluative metrics of algorithms between each other. In addition, the final dataset 
was divided into three datasets with different ratios to see whether or not the trained 
models will show constant performance in testing results and whether these 
proportions have a good or bad influence on the ability of trained models to classify 
website. After all the analysis of the performance of each machine learning algorithm 
was made. This project suggests the Support Vector Machines algorithm as the best 
one to be used in phishing detection regardless of dataset proportion, because it 







Aplikasi merbahaya yang dicipta untuk mencuri maklumat sulit pengguna 
kini semakin bertambah dan berpotensi menyebabkan kerugian tunai. Sasaran utama 
adalah sistem kewangan dalam talian dan kaedah yang digunakan untuk mengumpul 
maklumat yang sensitif adalah berbeza. Pada masa kini, pendekatan yang paling 
meluas untuk berlindung daripada serangan pemalsuan adalah dengan menggunakan 
senarai hitam dalam antivirus dan bar alat pelayar. Malangnya, kaedah menyenarai 
hitam gagal untuk bertindak balas terhadap serangan pemalsuan baru yang bermula 
sejak pendaftaran nama domain baru menjadi lebih mudah, tiada senarai hitam yang 
komprehensif yang dapat memastikan pangkalan data yang terkini dan sempurna. 
Oleh itu, pendekatan lain diperlukan untuk menangani serangan pemalsuan dengan 
lebih tepat dan berkesan daripada kaedah senarai hitam. Tujuan kajian ini adalah 
untuk menilai dan menganalisa keberkesanan penggunaan algoritma pembelajaran 
mesin seperti ‘Artificial Neural Network’, ‘Support Vector Machines’ dan ‘K-nearest 
Neighbor’ dalam mengesan pemalsuan laman web. Dataset laman pemalsuan dan 
bukan pemalsuan telah dikumpul untuk melatih, menguji model algoritma 
pembelajaran mesin, membandingkan pestasi algoritma di antara satu sama lain. Di 
samping itu, dataset terakhir telah dibahagikan kepada tiga dataset dengan nisbah 
yang berbeza untuk melihat sama ada model yang terlatih itu akan menunjukkan 
prestasi yang berterusan dalam keputusan ujian dan sama ada kadar ini mempunyai 
pengaruh yang baik atau buruk kepada keupayaan model terlatih untuk 
mengklasifikasikan laman web. Setelah itu, kesemua analisis prestasi setiap 
algoritma pembelajaran mesin itu dilaksanakan. Projek ini mencadangkan algoritma 
‘Support Vector Machines’ sebagai yang terbaik untuk digunakan dalam pengesanan 
pemalsuan tanpa  mengira kadar dataset, kerana ia menunjukkan prestasi yang 
hampir sama sepanjang semua fasa ujian iaitu 98.5% secara purata. 
