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ABSTRACT 
A general method for incomplete factorization of M-matrices in block-matrix form 
is presented. The method generalizes previous methods for pointwise incomplete 
factorization [methods of Varga (1960) of Woinicki (1973) and of Meijerink and van 
der Vorst (1977)] as well as a method for tridiagonal block matrices. Also we present a 
new and more general result on the existence of so-called modified incomplete 
factorizations which satisfy a generalized rowsum criterion. 
1. INTRODUCTION 
We shall consider iterative solution methods of a linear system Ax = b of 
algebraic equations, where A is an M-matrix ( ai j < 0, i # j, A I > 0) and 
partitioned into block-matrix form 
AI, A,, . . . A,, 
(1.1) 
Here Aij is of order m, X mj, 1 < m, < m, 1 Q mj < m. In most practical 
applications, the matrices A i j are sparse and many of the block matrices may 
even be zero. 
For this purpose we consider the splitting A = M - N, where M = LU is 
an incomplete block-matrix factorization; its exact form will be determined 
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later. The method used include as special cases the pointwise incomplete-fac- 
torization methods of Varga [18], Woinicki [20], and Meijerink and van der 
Vorst [ 171, and also the incomplete factorization method for block-tridiagonal 
matrices, recently discussed in [ll] and [7]. 
An associated iterative method in its basic (stationary) form is 
M( x’+l - x’) = T( h - AZ’), I=O,l,..., 
where T is a parameter. For r = 1, we get 
Mx” ’ = Nx'+ h, Z=O,l,..., (1.2) 
and this is the method we shall mostly consider in this paper. (1.2) converges, 
for an arbitrary initial approximation x ‘, if and only if p( M 'N ) < 1, where 
p( .) denotes the spectral radius. In particular (see [lq]), if A = M - N is a 
regular splitting (i.e., Mm-' > 0, N >, 0), then p(M 'N) < 1 if and only if 
A ~’ B 0. We shall prove that the new incomplete block-matrix factorization 
gives us a convergent regular splitting. Several of the results are similar to 
those in Beauwens [B]. However, he did not consider sparse approximation 
methods for inverses of the diagonal block matrices one encounters, and he 
did not consider modifications of the methods to satisfy certain rowsums 
criteria. For a more recent paper, see Beauwens [q]. 
As usual, the matrix M may also be used as a preconditioner for some 
acceleration method, such as 
M(x'+' - x') = ~,(b - Ax’), Z=O,l,..., 
where { rl} is a sequence of parameters chosen as in the Chebyshev accelera- 
tion method. Similarly, some form of (generalized) preconditioned conjugate- 
gradient method for symmetric or unsymmetric problems may be used. Early 
papers dealing with preconditioned acceleration methods are [ 121 (Chebyshev 
acceleration), [l] and [2] (where comparisons of the preconditioned Chebyshev 
and the preconditioned conjugate-gradient acceleration methods are made), 
and [ 171 (conjugate-gradient acceleration). 
Furthermore, the incomplete factorization method may be modified to 
increase its asymptotic rate of convergence in certain applications, such as in 
connection with discretized partial differential equations; see for instance 
[13], [5], and [6]. (A block modified factorization is also considered in [ 111.) 
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These latter aspects of the new method will be discussed in forthcoming 
papers. 
2. REGULAR SPLITTINGS 
In this section we recall some basic results regarding regular splittings and 
M-matrices. For completeness some proofs are included when these seem to 
be simplified or when a theorem is extended slightly as compared to those in 
[19]; see also [lo]. 
The fundamental theorem is: 
THEOREM 2.1 (Varga, 1958). Let A = M - N be a regular splitting of A. 
Then p(M--‘N)<l ifandonlyifAP’>O. 
COROLLARY 2.1. if A is an M-matrix and A = M - N is a regular 
splitting of A, then p( M-IN) < 1. 
LEMMA 2.1. Zf A is an M-matrix, then the diagonal entries a,, of A ure 
positive. 
LEMMA 2.2. Zf A is an M-matrix and if C = &A, a Hudamard matrix 
product (i.e., clj = aija,j where cij, aij, and a,j are the entries of C, LY, and 
A, respectively), and if ai, 2 1, i = 1,2,. . . , and 0 < ~ll,~ < 1, i f j, then C is 
also an M-matrix. 
Proof. (This is a slight extension of Theorem 3.12 in [19].) Let DA = 
diag( A), D, = diag(C), and BA=DA-A, B,=D,-C. Wehave Di’A=Z 
- Di ‘B,. Since DA > 0 (by Lemma 2.1), Di ‘BA 2 0. Hence I - Di ‘B, is a 
regular splitting of Di ‘A. Furthermore, since (Di ‘A) ~ ’ = A- ‘DA 2 0, Theo- 
rem 2.1 implies that p( Di ‘A) < 1. By construction of C, 
Hence by the Perron-Frobenius theorem, p( DC; ‘B,) < p( Di ‘BA) < 1, SO, 
again by Theorem 2.1, ( DC7 ‘C)- ’ > 0. Hence C- ’ > 0, i.e., C is an M-matrix. 
n 
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REMAIW 2.1. As was noted by an anonymous referee, the above proof 
can be simplified by noting (see section 4) that A is an M-matrix if and only 
if it is generalized strictly diagonally dominant. Hence if one increases the 
value of the diagonal elements and decreases the absolute value of the 
off-diagonal elements, the new matrix is still generalized strictly diagonally 
dominant and hence an M-matrix. 
In this paper the Hadamard matrix product will be used only for some 
proofs to follow. 
LEMMA 2.3. Let 
he un M-matrix. Then A,,, Ag2, and the Schur complement A /A,, = A 28 - 
A B,A ,;‘A 12 are also M-m&rices. 
Proof. (The above results appear in [18] and in [16].) The first part 
follows by Lemma 2.2 and a proper choice of (Y. As is easily seen, (A m’),i = 
(A,, - A,iA;jlAj,)ml, i # j, i, j = 1,2. Hence the result for the Schur com- 
plement follows by noting that (A /Air ) i is the block-lowerdiagonal part of 
A ’ and hence nonnegative. W 
3. THE INCOMPLETE BLOCK-MATRIX FACTORIZATION 
Consider a matrix A”’ = A of the form given in (1.1). Let J be a subset of 
the index set {(i, j), 1~ i, j < n}, which always includes the diagonal set 
{(i, i), i = l,..., n}. 
The incomplete factorization method consists at every stage r, r = 
1,2,. . . , n - 1, of the following three steps: 
(i) Let X”’ be any matrix which satisfies 
(3.1) 
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(ii) Let 
ACT+ 1) = A”‘_ A(‘) _ A”‘+ B”’ _ C”‘X”‘C”’ 
_‘, _,’ ‘T r’ ) 
the approximate Schur complement (see Remark 3.1). Here 
fj(‘)= (r; 
0. 
A”’ 
rr 
A”‘= 
” 
0 0. 
A’,‘) = [0, . . . , A’,‘),, A(;,),+ ,, . . . , A’,?,‘,] ; (3.2) 
0 
A”’ 
r. ’ 
A(‘) ’ 
r+l.r 
A”’ 
‘I,’ 
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C!:’ and Cjr) equal A(Ij and A(J), respectively, except their rth blocks, which 
are 0; and A(T) ( A’J.‘) are the extensions of A(I) (A(,‘.)) to the full matrix order 
by the addition of zero blocks. 
(iii) Let 
A(‘+])= &,A(‘+l) 
a Hadamard block matrix product, where 
. . . 
. . . 
. * . 
. . . 
1 
:I ; nr, X n1, 
0 
:I 0 n,, X “I, 
(i,j)EJ, 
(i, j) 4 J. 
The incomplete block-matrix factorization is now defined as 
M= LU= t L.,U,., 
r=l 
(3.3) 
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L.,= U, = [O ,..., A',',',.. ., A’;,‘,,]. 
and where L r (U,. ) is the r th block column (row) of L (U ). 
REMARK 3.1. Step (ii) corresponds to an approximate block-matrix 
Gaussian elimination. It is approximate in the respect that from the block- 
matrix entries we do not subtract the corresponding entries of the exact 
elimination, C(:‘( A(,‘,‘))‘C~.r’, but instead those of C(:)X(‘)C,(.‘). 
Note that usually (A!;‘) PI is a full matrix. In order to preserve sparsity, 
Xcr’ is chosen as a sparse matrix, such as a band matrix with small bandwidth. 
An efficient choice is Xcr) = [( A(,‘,‘) i](P), where Z%(p) denotes the bandmatrix 
of bandwidth p, located symmetrically about the main diagonal, whose 
entries within the band equal the corresponding ones in the given matrix R. 
This was one of the two choices made in [7] (the “ABZ ” method). It was also 
one of the methods used in [ll]. (In this latter paper only symmetric matrices 
were considered.) A similar method seems to have been used in [15], the 
incomplete line LU (ILLU) decomposition method, although it is not stated 
there exactly how the approximate inverse is going to be calculated. 
Note that the nonzero entries in Xcr) may be calculated efficiently 
without the need to calculate the full matrix (A(J,)) ‘. For p >, q, the 
calculation of the relevant entries is especially simple when A(,‘,) itself is a 
band matrix of bandwidth q. The case p = q = 3 was considered in [ 1 l] and 
[7]. The general case has been considered in [ 141. 
REMARK 3.2. In an actual implementation of the algorithm for incom- 
plete factorization of sparse matrices, arithmetic calculations are only 
performed on nonzero entries, and steps (ii) and (iii) are performed simulta- 
neously. Also, to save computer storage, all matrices are stored in compact 
form, i.e., only nonzero entries and pointers are stored. At every step of the 
iterative algorithm (1.2) we have to solve two triangular systems of linear 
equations. Note that the appearance of A!!) in U and (A!:)) i in L means 
the solution of a linear systems with this matrix. We assume that this may be 
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performed with little expense in practice. This will be the case if for instance 
A’,‘,’ is a band matrix with a small bandwidth. It is most efficient to keep A(:> 
in a (sparse) factored form. 
Since the factors L, U have about the same sparsity as the corresponding 
parts of A (if needed, imposed by application of the Hadamard matrix 
product with p as in Remark 3.3), the cost per iteration is not much larger 
than about two matrix-vector multiplications with A. 
REMARK 3.3. Step (i) does not appear in the usual pointwise incomplete 
factorization method, because then Xcr) = (a~:‘))’ is a scalar. Step (iii) does 
usually not appear in the case that the matrix A is a block matrix of banded 
form, such as the tridiagonal block matrix treated in [7], [ll], and [ 151. 
For more general sparse block matrices we may use the matrix (Y (or 
equivalently the set J) to control the fill-in of block matrices, in the same way 
as it is used to control fill-in for pointwise methods; see [5], [6], and [13]. The 
notation used in the present paper follows most closely that in [6]. Our choice 
of the set J controls the exact amount of permitted fill-in of new blocks. 
Hence for a two-dimensional difference matrix, such as in [ll] and [7], (Y 
plays no rule (we let eij = l), but for a threedimensional problem, we may 
use a proper J to eliminate unwanted block fill-in. For a different treatment of 
three-dimensional problems, see [ 141. 
Note also that when X(‘) = 0, r = 1,2,. . . , n - 1, the lower and upper 
block-matrix parts of L and U, respectively, are identical to the corresponding 
parts of the original matrix A. If we modify our algorithm so as to preserve 
the rowsums of A (or of A plus a small perturbation) then we see that our 
new method also generalizes the so-called DKR method ([ 121; see also [ 11). 
(The original DKR method was presented as a pointwise method for five-point 
or seven-point difference schemes only.) The modification of our method is 
made by subtracting a proper positive diagonal matrix from A(‘+ r) in step 
(iii); see Section 4. Clearly the methods include also as special cases the 
Jacobi, Gauss-Seidel, SOR, SSOR [21], and generalized SSOR [l] methods, 
both their point and their block versions. It follows also easily that step (ii) 
can be generalized to include a Hadamard matrix product of the last term of 
A(rtl’ with a matrix p for which 0 6 pij < 1; see Beauwens [8]. In general 
this is indeed needed (with pi j = 0 for a proper set { i, j }) in order to prevent 
the block matrices from becoming less sparse as r increases. 
REMARK 3.4. There are many important applications where matrices of 
the form (1.1) occur. These include systems of partial differential equations, 
discretized by finiteelement or finitedifference methods. Applications on 
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such problems in two and three dimensions will be reported in forthcoming 
papers. 
Numerical tests in previous papers, [7]’ and [ll], indicate that block 
versions of incomplete factorization are more efficient with respect to com- 
puter time than pointwise versions and do not require more storage. Further- 
more, there exists an alternative form of the block version which is much 
better adapted to vectorization (see [14]). 
We shall now prove that the factorization exists, i.e. may be performed for 
any M-matrix A. For this we must prove that the matrices A’,:’ are nonsingu- 
lar and that (A(,‘,‘)-’ > 0. This in turn will follow if A”’ are M-matrices, 
r=1,2 ,..., n, which we shall prove. We shall also prove that N = M - A is 
nonnegative. Hence A = M - N is a convergent regular splitting of A. 
THEOREM 3.1. L& A he an M-matrix of the form (1.1). Then the rnuin 
submatrix part A(‘) ofA c onsisting of block rows and columns r, r + 1,. . . , n 
me also M-matrices. 
Proof. By induction. Note first that by assumption, A”’ = A is an M- 
matrix and in particular ( A(rrl))’ >, 0. Assume then that A(‘) is an M-matrix. 
Then (A(,:‘) ’ > 0, so there exists a matrix X”’ satisfying (3.1). Clearly A’I ’ ‘) 
and A(‘+” have nonpositive off-diagonal entries. Further 
the Schur complement. By Lemma 2.3, Jr+ ‘) is an M-matrix. The inequality 
&rtl,, &+I) means that there exists a matrix p such that &‘+r’= fi@A -CT+ 1) 
whereIpiy> 1 and 0 < pij < 1, i # j. Hence by Lemma 2.2, AC” r) is also an 
M-matrix. Finally, by the same lemma, A(‘il)=a@~(‘+” is an M-matrix, 
because 
a,, = 
1 . . 1 
. . . . . . . . . 
1 . . . 1 
1 . . . 1 
. . . . . . . . . 
i 1 , i+j, 1 . . 1 
since(i,i)EJ,i=l,Z ,..., n. n 
THEOREM 3.2. Let A be an M-matrix of the form (l.l), and let M = LU 
be defined by (3.3). Then N = M - A > 0, and the splitting A = M - N is a 
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convergent regular splitting. 
Proof. We have by (3.3) and (3.2) 
= ,F, (i_i ., + 4, - B(r) + cyX”‘C,‘? 
_ X”‘] c”“) + A(“) 
,1 ~ 1 
= c (A”‘_ &r+l, 
i-=1 r=l 
r, - 1 
=A”‘+ c (A(r+l)_~(r+l)+~(:‘[(A(~~)-l-X’r’]C,”’j 
r=l 
,1 I 
=A+ c (a 
r=l 
(r,@iCr+l, _ A(r+I) + Cc;) [ (A’,‘,‘) 1 _ X(r)] “.r’j 
=A+N. 
Note that Cc:) 6 0 and C,CrJ < 0. By the choices made for Xcr) and a(‘), it 
follows that N >, 0. 
Since it follows form Theorem 3.1 that M is an M-matrix and that the 
incomplete factorization may be carried out, we have proved that A = M - N 
is a convergent regular splitting. n 
4. MODIFIED INCOMPLETE FACTORIZATION BY A 
GENERALIZED ROWSUM CRITERION 
DEFINITION 4.1. If a i j < 0, i # j, and if AC > 0 for some positive vector 
c, c > 0, then A is called generalized strictly diagonally dominant. 
It is known (see for instance [lo]) that a matrix A is an M-matrix if and 
only if a, j < 0, i f j, and there exists a vector c > 0 such that AC > 0. 
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Assume now that A is an M-matrix and that a vector c > 0 such that 
AC > 0 is known. This vector will be utilized in the mcdified incomplete 
factorization process in the following way. 
Let d = AC and d(r) = d. We shall modify the incomplete factorization 
algorithm in Section 3, so that the vector c remains a solution during each 
stage of the factorization, i.e. so that 
k (L.jUj.+&+“)c=d. 
j=l 
(4.1) 
Here Acr+ ‘) denotes the corresponding modification of A(‘+ ‘). Hence 
A(r+l)c=&T+l)=& 2 L,juj_c. 
j=l 
By induction (on T), it follows that U,.c > 0 and hence that 
djr+‘)> di > 0, r+l<i<n, (4.2) 
where d I denotes the ith component of the block vector d. At the end of the 
algorithm we have 
Mc=LUc=d. (4.3) 
The actual modification is usually (but not necessarily) made by changing the 
diagonal entries of the matrix. Hence in addition to steps (i), (ii), and (iii) of 
Section 3, we include a new step 
(iv) AC’+ 1) = A(‘+ 1) _ DC’+ 1) (“modification”). 
Here II”+ ‘) is a diagonal matrix such that 
&r+ lc = d(r+ 1). (4.4) 
Since the off-diagonal entries of A(‘+ ‘) are nonpositive, it follows from (4.4) 
and (4.2) that ACr+ ‘) is generalized strictly diagonally dominant and hence an 
M-matrix. This implies that the modified incomplete factorization may be 
carried out for any M-matrix A for which a positive vector c is known such 
that AC is also positive. 
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We leave it to the reader to prove that DC’+ ‘) is nonnegative. This 
generalizes the existence theorems for modified incomplete factorizations of 
diagonally dominant M-matrices (pointwise versions) in Gustafsson [13] and 
Axelsson and Barker [6]. There the vector c = e = (1, 1, . , . , 1)‘. In the present 
paper, the existence of modified incomplete factorization for an arbitrary 
M-matrix, of scalar form or partitioned into blocks, is proven. 
REMARK 4.1. The vector c may be chosen in many ways. If the first 
(harmonic) eigenvector u (l) of A or a sufficiently accurate approximation 
thereof is known, then c = e + lu (l) for some 5 > 0 may be a good choice, if 
Au(‘) > 0. It is interesting to note that, because Au’” = O(h2), h -+ 0, this 
choice has the same effect as the perturbations applied on second-order 
difference equations in [l], [13], and [6] ( see also [9]). These perturbations 
were applied in order to prove that the resulting condition number after a 
“ modified” preconditioning is 0( h - ‘), versus 0( h -2) for A itself, where h is 
an average steplength. This topic will be treated in more details elsewhere. 
For parabolic problems with time-dependent coefficients, solved by im- 
plicit time-stepping, the solution u at the previous time step can be utilized, 
I.e., c = e + {u, { > 0, assuming that u > 0 and Au > 0, which is frequently 
the case. This vector c is then used for the incomplete factorization of the 
matrix which arises at the new time step. Numerical tests, to be reported 
elsewhere, do indicate that the incomplete factorization may perform better 
with such choices of c than with 5 = 0. 
Careful comments by Howard Elmun and an anonymous referee on an 
earlier version of this report are gratefully acknowledged. 
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