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Abstract
Telepresence systems can be used for repair and maintenance in environments
that are hard to access or dangerous for the human. Current systems can effec-
tively the gross motor skills of the human operator into actions in the remote
environment. In comparison, fine manipulation, like the secure grasping and
handling of complex objects, is error-prone and strenuous for the operator. To
execute such tasks in a more precise and robust way, this thesis increases the
level of autonomy of a complex telepresence system in order to help the opera-
tor during the interaction with the remote environment.
The focus of the work is to assist teleoperated grasp and manipulation tasks,
which the operator should be able to execute with the lowest possible work-
load. Therefore, immersion is crucial, and hence, the developed approach does
not decrease the high immersion of the human in a telepresence system, but
retains important properties like haptic force feedback and 3D stereo view on
the remote environment. The operator stays in the loop during prehension and
participates actively by commanding continuously the position of the end ef-
fector and hence, the hand position from where the object is grasped.
To realize this seamless integration of semi-autonomy in a telerobotic system,
first, a new grasp planner is developed. It computes physically feasible and ro-
bust grasps fast enough to cope with the movement speed of the operator. The
main feature of the approach is, next to the low computation time, the consider-
ation of contact forces that the robotic end effector is able to apply on the surface
of the object. Hence, the assumption of normalized contact forces, common in
state of the art approaches, is overcome and the grasp can be evaluated real-
istically with respect to external disturbance forces. Second, an assistance for
positioning the end effector relative to the object is developed, which combines
a dense database of grasps with the concept of adaptive virtual fixtures. This
enables the operator to determine the approach direction towards the object
iii
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according to the task at hand and additionally, he can continuously influence
the selection and execution of grasps.
Besides an objective analysis of both developed assistances, the new telepres-
ence system with shared autonomy is also evaluated with psycho-physical user
studies. The human machine interface of the system is enhanced such that the
semi autonomous function can be used with haptic force feedback and visual
assistance.
The conducted user studies confirm the advantages of the new approach of
shared autonomy in a complex telepresence system, which does not reduce the
high immersion of the human. The newly developed assistances for grasp and
manipulation tasks can be used intuitively by the operator and lead to a con-
siderably more robust and faster execution of the tasks than using direct tele-
operation. Additionally, the workload of the operator is reduced when using
the new, shared autonomy system.
iv
Kurzfassung
Telepräsenzsysteme können für Reparaturen oder Instandhaltung in Umge-
bungen eingesetzt werden, die schwer zugänglich sind oder Gefahren für den
Menschen bergen. Aktuelle Systeme können die grobmotorischen Fähigkeiten
des menschlichen Bedieners gut in der entfernten Umgebung umsetzen. Im
Gegensatz dazu ist feinmotorische Manipulation, wie das sichere Greifen und
Handhaben komplexer Objekte, fehleranfällig und für den Operator anstren-
gend. Um solche Aufgaben präziser und robuster zu gestalten, wird in dieser
Arbeit der Grad an Autonomie eines komplexen Telepräsenzsystems gestei-
gert, um dem Operator während der Interaktion mit der entfernten Umgebung
zu assistieren.
Der Fokus der Arbeit liegt auf der Unterstützung von teleoperierten Greif- und
Manipulationsaufgaben, die mit möglichst geringer Operatorbelastung durch-
geführt werden sollen. Dazu ist Immersion erforderlich, weswegen das en -t
wickelte Konzept die hohe Immersion des Menschen in Telepräsenzsystemen
nicht verringert, sondern wichtige Eigenschaften, wie z.B. Kraftrückkopplung
und 3D Sicht auf die entfernte Umgebung, erhält. Der Operator bleibt im
Greifvorgang eingebunden und kann ihn kontinuierlich und intuitiv steuern
und beeinflussen, da er weiterhin die Position des Endeffektors bestimmt und
damit die Handposition, aus der das Objekt gegriffen wird.
Um diese nahtlose Integration von Teilautonomie in ein Telerobotiksystem zu
verwirklichen, wird als erstes eine neue Methode zur Greifplanung entwickelt,
die physikalisch realisierbare und robuste Griffe schnell genug berechnet, um
mit den Bewegungen des Operators mithalten zu können. Die Besonderheit
des Ansatzes ist neben der geringen Berechnungszeit die Berücksichtigung von
Kontaktkräften, die der robotische Endeffektor tatsächlich aufbringen kann.
Damit wird die Annahme von normalisierten Kontaktkräften, wie bei bisheri-
gen Ansätzen in der Literatur, überwunden und der Griff kann in Bezug auf
externe Störkräfte erstmals realistisch bewertet werden. Als zweites wird eine
v
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Assistenz zur Positionierung des Endeffektors relativ zum Objekt erarbeitet,
die das Konzept einer großen Datenbank an Griffen mit adaptiven virtuellen
Orientierungshilfen verbindet. Auf diese Weise kann der Operator die Rich-
tung aus der das Objekt gegriffen werden soll je nach Aufgabe selbst bestim-
men und die Auswahl und Ausführung der Griffe beeinflussen.
Neben der objektiven Evaluierung der beiden entwickelten Assistenzen, wird
das neue teilautonome System zusätzlich anhand psycho-physischer Studien
bewertet. Dazu wird die Mensch-Maschine Schnittstelle des Systems so er-
weitert, dass die teilautonomen Funktionen mit haptischer Rückkopplung und
visueller Assistenz verwendet werden können.
Die durchgeführten Benutzerstudien bestätigen den neuen Ansatz von Teilau-
tonomie in einem komplexen Telepräsenzsystem, durch den die hohe Immer-
sion des Menschen nicht verringert wird. Die neu entwickelten Assistenzen
für Greif- und Manipulationsaufgaben können vom Operator intuitiv bedient
werden und bewirken eine deutlich robustere und schnellere Ausführung der
Aufgaben. Zusätzlich wird die Arbeitsbelastung des Operators während der
Steuerung des neuen teilautonomen Systems reduziert.
vi
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During the industrial revolution, the combination of electrics and mechanics
allowed the realization of the first automation machines. Ever since, the de-
velopment of automatisms and robots advanced towards the ultimate goal of a
machine that equals, or even outperforms, the human being in terms of phys-
ical and cognitive abilities. Although machines might surpass the human in
particular skills, this goal is most likely not reachable within one machine for
a general variety of tasks. Yet, robots are nowadays part of our every day life.
They are used, for example, as fully integrated automation machines in indus-
trial settings, inside our homes as vacuum cleaners, and enrich our professional
life as advanced video conferencing tools. Nevertheless, applications that in-
volve physical interaction with the environment are far from being solved by a
fully autonomous robot. This especially holds true for general-purpose robots
with a high number of degrees of freedom, like a humanoid equipped with
robotic hands. Although the robotic hardware itself may be physically capable
of performing certain tasks, the complexity of planning and controlling, the de-
mand of cognitive abilities like scene understanding and interpretation, as well
as the absence of appropriate reactions in unforeseen circumstances still pose
unsolved challenges for the autonomous behavior of these robots.
1
1. Introduction
A widely used technique to overcome these limitations is direct teleoperation. It
enables a human operator to remotely control a robot via direct coupling and
to use the robot as an advanced technological tool to interact with a distant or
potentially inaccessible environment. Hence, the robot needs only a low level
of autonomy and strictly follows the commands of its operator who makes the
cognitive decisions. In telerobotics, where the robot is located a significant dis-
tance from the human operator, these decisions are more likely to be appropri-
ate and a high task success rate can be achieved if the operator experiences tel-
epresence. This is the feeling of being physically present in the remote environ-
ment by means of high immersion, for instance by using multi-modal feedback
like simultaneous visual and haptic feedback. Still, it remains a tedious task
for the human to manually operate a robotic system from a distance to solve
physical interaction tasks like grasping and manipulation, especially if a multi-
fingered robotic hand is used. Moreover, training is needed to understand the
technical capacities of the hardware and its efficient use. The difficulty of tele-
manipulation increases especially when appropriate feedback is missing, for
example a lack of haptic feedback on the fingers for grasping tasks.
While grasping and manipulation are challenges in telemanipulation, they can
also not be solved in a completely autonomous way by the robot due to, for ex-
ample, missing or incomplete task knowledge, absent reaction to failures and
unforeseen events, or lack of understanding of the physical behavior of envi-
ronmental objects. To bridge this gap between fully autonomous robots on the
one side and directly teleoperated robots on the other side, varying levels of
autonomy can be realized. These systems are called shared autonomy systems,
which combine advantages of both direct coupling and full autonomy. In unex-
pected situations or delicate tasks, the human knowledge can be accessed while
repetitive and tedious tasks are automated. Similar to teleoperated systems,
the performance of shared autonomy systems also depends on the capabilities
of the human operator, and it is therefore important to keep the operator im-
mersed. Then, he stays in-the-loop, is focused, and concentrated. This is, for
example, influenced by the distribution of load for the task execution between
the autonomous behavior and the human operator, and also the user interface
for accessing the autonomous functions.
In this thesis, a shared autonomy system is designed and realized to assist a
human operator in telemanipulation tasks in order to make them more precise
and robust when compared to direct teleoperation. It is based on a telepresence
system that allows the human operator to control a dexterous robot while be-





Figure 1.1.: Semi-autonomous grasping using DLR’s telepresence system. It consists of the remote
robot SpaceJustin (on the left, [27]) and the human-machine interface HUG (on the
right, [249]). Visual assistance, additional to the camera stream of the remote envi-
ronment, is displayed using the head-mounted display.
ure 1.1). In contrast to current shared autonomy systems, the developed sys-
tem sustains the immersion with important factors like haptic feedback for the
hands and hence, keeps the human concentrated and involved in the task. Es-
pecially grasping and manipulation of objects with teleoperation systems often
results in steep learning curves, grasp failures, and a high workload of the op-
erator due to the shortcomings of teleoperating a multi-fingered robotic hand.
Thus, the focus of the thesis is the assistance of grasping and manipulation
tasks to overcome drawbacks in the telepresence system such as missing haptic
feedback for the fingers.
To realize an immersive shared autonomy system for grasping and manipula-
tion, new autonomous grasp planning methods in combination with a grasp
force optimization are developed. Additionally, the interface allows for an in-
tuitive use by the operator by realizing kinesthetic feedback for the arm and
an optional force feedback for the fingers with a one degree of freedom device
that reflects a force proportional to the grasp forces in the system. Therefore,
we developed a system that involves the operator in the grasping process. The
overall structure of the presented assistance is derived from human prehen-
sion. There, the movement of the human hand can be divided into three steps:
hand positioning relative to the object, finger adjustment to the object, and the
actual grasp. Each of these steps is assisted with newly developed autono-
mous functions that can be used in telepresence systems (left and middle part
3
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Figure 1.2.: Assistance realized with shared autonomy. Left: semi-autonomous functions, middle:
intuitive control of the actual grasp, right: visual assistance for the operator.
of Figure 1.2). As can be seen in Figure 1.1, the operator continuously controls
the pose of the end effector while having a stereo view of the remote environ-
ment. This setup allows the human to determine and adjust the hand pose to
grasp the object. The resulting hand pose is then used by the semi-autonomous
functions as basis of computation ensuring a close cooperation between au-
tonomous functions and the human operator. To allow an intuitive use of the
autonomous functions by the operator to perform the actual grasp, an inter-
face with haptic feedback and visual assistance is developed (right side of Fig-
ure 1.2). All assistances are evaluated with suitable user studies. The remainder
of the thesis is structured according to the developed assistance functions and
their evaluation, as summarized in Figure 1.3.
Chapter 2: Assistance for Grasping in Telepresence Systems
This chapter offers an initial introduction to teleoperation and telepresence sys-
tems. Then, several classifications are introduced to describe the various levels
of autonomy, that can be realized in robotic systems. Based on these, the state
of the art systems for shared autonomy, used for grasping and manipulation
are presented. An overview of human prehension is also provided, as it is the
base of the newly developed framework. Each assistance functionality is then














Conclusion and Future Work
Planning
State of the Art
Evaluation
Figure 1.3.: Structure of the thesis.
Chapter 3: Online Grasp Planning
The “finger adjustement in human prehension corresponds to the autonomous
computation of contact points and forces for a robotic hand. It is realized with
a newly developed grasp planner that is based on the concept of “Independent
Contact Regions (ICRs). This concept enables finding contact patches on the
object rather than single contact points. It improves the robustness of the grasp
against positioning errors in the execution with a real system, as the grasp is
stable as long as the chosen contact point lies within the contact regions. The
concept of ICRs was enhanced by taking into account the joint and torque lim-
its of the robotic hand while still guaranteeing a low computation time. This
was achieved by splitting the algorithm into online and offline elements. Of-
fline, the workspaces of the robotic fingers are computed, and they are later
used online to obtain reachable regions on the object. Based on these reach-
able regions, contact regions for a stable grasp are determined. As a grasp





thesis presents a method based on “ray-shooting” to simultaneously plan both
of them while taking into account the torque limits of the robotic hand. This
serves to overcome the assumption of normalized contact forces used in state
of the art approaches, and to realistically evaluate the grasp with respect to
external disturbance forces. Finally, the method chooses a grasp where the fin-
gers can apply the maximal contact force in their current configuration which
is particularly important when heavy objects have to be lifted.
Chapter 4: Guiding the Hand Pose
As a next step, two assistances for positioning the end effector relative to the
object are presented. These assistances are particularly important if the kine-
matic of the end effector is not intuitively understood by the operator, or if the
human or the human-machine interface have limited input capabilities. Then,
this assistance can be enabled to find a better grasping configuration either with
visual assistance or using virtual fixtures. The visual assistance is based on the
grasp planning approach presented in Chapter 3, and the operator is led to
a valid hand pose relative to the object with a virtual arrow. The assistance
with virtual fixtures guides the hand pose toward a valid grasp. This method
uses an offline computation of a database of grasps, the so-called “graspability
maps”. To obtain them, the space around an object is sampled and the valid
grasps for a certain approach direction are stored for a hand-object combina-
tion. Online, this database is searched for a suitable hand pose relative to the
object taking into account the current approach velocity, the current hand pose,
and the number of valid grasps for the target pose. The main feature of the
developed method is the continuous re-evaluation of the target pose, which al-
lows the operator to withdraw from the object, move around it, and in this way
choose the optimal grasp with respect to the task at hand.
Chapter 5: Evaluation of Assistance
In this chapter, the newly developed assistance functionalities are evaluated
with respect to the human operator by well-established psycho-physical meth-
ods. The assistances are implemented for DLR’s telepresence system, and ad-
ditionally tested in a setup designed for assistive robotics. In both systems, the
anthropomorphic DLR-HIT Hand II is used as end effector. It has five fingers
with three degrees of freedom each [124]. Three user studies are presented to
evaluate the assistances with standard psycho-physical methods, which pro-
vide information to select an intuitively understandable visual assistance. The
visual assistance continuously displays the results of the grasp planning and
additional information, like detected object pose, during prehension. The
6
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studies show in a statistically significant way that the assistances reduce the
workload of the operator while simultaneously improving the performance of
grasping tasks. The visual assistance increases the immersion of the operator
into the remote environment.
Chapter 6: Conclusion and Future Works
Finally, the thesis is summarized and future steps are pointed out.
In summary, four major contributions are presented in this thesis:
• A new approach to shared autonomy is developed to be used in a tele-
presence system for grasping and manipulation tasks in order to reduce
the workload of the operator while maintaining the high immersion of
the operator into the remote environment. Assistance functions are au-
tonomous grasp planning and guidance for positioning the end effector
relative to the object.
• The development of a grasp planning algorithm with low computation
time to increase the stability of grasps. The planner takes into account the
kinematics of the robotic hand and its torque limits. In contrast to other
state of the art approaches, this planner allows to realistically evaluate
grasps as it includes the information for the contact forces that the robotic
hand can apply on the object with its current configuration.
• The guidance for the position of the end effector is a new method that
merges the ideas of adaptive virtual fixtures and a pre-computed grasp
database. Due to dynamic recalculation of the target pose, the operator
is not limited to a few preselected grasps but can freely move around the
object and therefore, explore all possibilities of the database.
• An intuitive interface for the operator is presented, which merges haptic
feedback and visual assistance. It is developed based on user studies,
which show a reduction in operator workload and an increase in task
performance of the system.
This thesis presents only parts of the papers published by the author, and







At first, this chapter gives a general introduction to telerobotics and telepres-
ence systems and provides details on the performance measures used to eval-
uate such human-centered systems in Section 2.1. Challenges in grasping and
manipulation tasks are pointed out, especially for systems using direct teleop-
eration. To overcome drawbacks and limitations in these systems and to sup-
port the human operator, they can be enhanced with an autonomous capacity
of reaction to the environment. These types of systems are then called shared au-
tonomy systems, and they are classified in general in Section 2.2. The state of the
art of these systems is described focusing on telerobotic systems for grasping
and manipulation. Based on this knowledge, the background for the specific
approach developed in this thesis is then given in Section 2.3. We present a
method for a shared autonomy system with assisted grasping and manipula-
tion using a multi-finger hand while providing a high level of immersion of the
human operator. Thus, we analyze first a control scheme of human prehension
in order to identify requirements for an intuitive assistance. As a second step,
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we present the conceptual approach taken in this thesis for assisted grasping
and manipulation in dexterous telerobotic systems.
2.1. The Basics of Telerobotics and Telepresence
In telerobotic systems, the operator is enabled to control a remote robot, the
slave, by using a human-machine interface, the HMI or master, as outlined in
Figure 2.1. The commands from master to slave and the feedback from slave
to master are transmitted via a communication channel [149]. Telerobotics al-
lows to explore or interact with a remote environment and is used in many
applications. The first application of bilateral telerobotics, in the 1940s, was
the handling of radioactive material and a wide range of telerobotic systems
has been since then developed [14]. They are nowadays available for fields of
application like minimal invasive surgery, combat and security, nuclear plants,
maintenance and repair, or on-orbit servicing [15, 48, 120, 157, 204]. Shortly,
telemanipulation systems are applied in all areas where the environment is po-
tentially dangerous or hard to access for the human.
Although the structure of the systems is always the same, they differ in their
embodiment significantly. Figure 2.2 and 2.3 show some examples of currently
available master and slave devices. The kinematic capabilities of the HMIs (Fig-
ure 2.2) range from a few degrees of freedom, e.g. a computer mouse [218], to
highly dexterous input devices that can even display haptic feedback on fingers
of the human hand, e.g. Sigma from Force Dimension [50] or CyberForce from
CyberGrasp [205]. The remote robots (Figure 2.3) are usually adapted to their
application, e.g. a remotely operated vehicle for survey operations in deep sea
by Schilling Robotics [176] or the DaVinci Surgical System for minimal invasive














Figure 2.1.: Schematic structure of a telerobotic system.
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Figure 2.2.: Some examples for human-machine interfaces: a computer mouse [218], a Space-
Mouse [1], the XBox Controller [137], a body suit to track the movements of the human
body [221], an interface to interact with a virtual environment consisting of several
trackers, datagloves, and a head-mounted display [146], a tactile feedback device [185],
several haptic feedback devices with varying numbers of degrees of freedom, i.e. the
Falcon [150], Phantom Omni [189], Sigma [50], the Cyber Force [205], a wearable hap-
tic device [111], and a bimanual haptic device with a large workspace [249]. The HMIs
range from devices with a few degrees of freedom, e.g. [218], to highly dexterous haptic
devices, e.g. [249].
and dynamic capabilities including size of workspace, strength, and speed. The
conditions in operation lead to telerobotic systems with communication chan-
nels ranging from high-bandwidth and almost no time delay, e.g. in minimal
invasive surgery, to low-bandwidth and high time delays of several seconds,
e.g. in deep sea or space applications.
Major goals of development are to ensure a safe and intuitive handling of the
system for the human while simultaneously reaching a high task success rate.
Achieving these goals depends on all subsystems of the telerobotic system: the
human, the human-machine interface, the properties of the communication
channel, the remote robot, and the environment to interact with (Figure 2.1).
Any limitation in one of these elements potentially drops performance of the
system, as they are tightly coupled, and restricts the tasks that the system can
fulfill. In the following, we focus on components that have a large influence on
11








Figure 2.3.: Some examples for remote robots in the fields of minimal invasive surgery [204], inspec-
tion [158], deep sea [176], or military intervention [95], general-purposed robots [27, 65],
and telepresence robots used as advanced video conferencing tools [175].
the performance of systems designed for manipulation: the human, the dex-
terity of remote robot and HMI, the capability of the system to display multi-
-modal feedback enabled by sensor modalities and control, and the mapping
between remote robot and HMI.
As the human is a permanent component in telerobotics, his subjective impres-
sion of the handling of the system plays an important role and also influences
the task success rate. The subjective sense of the operator to feel present in
the remote environment is called telepresence and enables intuitive interac-
tion with the remote environment [201]. This mental state is influenced by
the characteristics of the system that the human is working with, the task he
is performing, and his innate abilities and personal experiences [53]. The term
telepresence has been recently employed to also describe enhanced video con-
ferencing tools like the ones commercialized by e.g. iRobot or VGo Commu-
nications, where cameras and a screen are attached to a mobile platform [47,
175]. In contrast, this thesis focuses on systems for remote hand-arm manipu-
lation. The ideal state for a technical mediated presence is called transparent
when the operator cannot distinguish between the interaction with the distant
environment and the interaction displayed by the HMI [201]. Transparency
involves the evaluation of different factors that influence people’s feeling of
presence such as multi-modal presentation and its consistency, immersion and
12
2.1. The Basics of Telerobotics and Telepresence
realism [219]. Increasing the sense of presence is therefore assumed to benefit
the operator with a decreased workload and an increased focus on the task.
The technological realization of the system influences the subjective impression
of the human operator, i.e. by the capabilities of displaying multi-modal feed-
back, as well as the range of manipulation tasks that the system can perform. In
order to create a telerobotic system that is capable of a wide range of manipula-
tion tasks, the remote robot and the HMI need to be dexterous. As pointed out
by Shimoga in 1993 [193], a remote robot equipped with a multi-finger hand as
end effector is crucial to increase task performance. In comparison to two-fin-
ger grippers, a hand allows grasping an object with uneven surfaces more eas-
ily, and can perform its reorientations with in-hand manipulation. A hand can
even make use of the structural properties of the object, like activating a power
button while holding the tool in the hand.
A dexterous robot usually also extends the possibility to sense the remote envi-
ronment which can lead to multi-modal feedback to the human, and therefore,
an increased feeling of telepresence [120]. However, the master device requires
therefore at least the same dexterity as the slave. It needs to be able to measure
the human motion and display the perceptual information from the remote en-
vironment. This perceptual information is usually reduced to visual and hap-
tic feedback in telemanipulation systems, human’s most needed modalities to
perform effective and useful manipulation [212]. Stereo visual feedback pro-
vides the human operator with depth information about the remote environ-
ment. It has been found superior to other display types [42, 194], but requires
a high-bandwidth communication channel. Additionally, the human needs to
use a device that enables impression of stereo like head-mounted displays, au-
tostereoscopic devices, or polarized glasses. Haptic feedback should be dis-
played on the whole hand of the human, including the fingers, in the context
of controlling a dexterous robotic end effector in direct teleoperation in order
to increase consistency and realism of the feedback.
An entire research field of bilateral teleoperation is dedicated to develop control
methods enabling haptic feedback, thus closing the haptic control loop such
that a stable and transparent interaction with the remote environment is pos-
sible [91]. In this field, major challenges in the communication channel like
time delay, jitter, and packet loss are tackled as they can additionally degrade
the performance of telemanipulation systems [149]. This research field mainly
focuses on enabling haptic feedback for the hand, commonly on one point at
the palm. It has still been found to increase system performance significantly
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compared to systems without haptic force feedback by reducing task comple-
tion time, lowering the magnitudes of contact forces, and reducing the errors
during the task [42, 77, 216]. Additional haptic force feedback for the fingers is
equally important [193] but harder to realize due to the kinematic complexity
of the human hand. Without force feedback, participants were found to exert
a higher grip force especially when accuracy demands are high [67]. Observ-
ing the finger motion of a human hand to command the robotic hand using
a vision system is challenging due to occlusions as the human hand can be at-
tached to a haptic device. Hence, sensorized gloves are usually used [51]. Their
results highly depend on the calibration routine, which can be quite complex to
account e.g. for varying sizes of human hands [62, 74]. Several hand exoskele-
tons have been developed providing haptic feedback for the fingers but usually
without combination of feedback for the hand [84].
Intuitive control of the remote robot depends also on the chosen mapping from
human to robot actions. The mapping usually translates human to robotic mo-
tion and also influences the force feedback. The simplest form is joint-to-joint
mapping, where each joint of master and slave are coupled. This is often used
for teleoperating anthropomorphic robotic hands [119], but it does not take the
kinematic constraints of the robot into account potentially resulting in unex-
pected behavior. The most common mapping for the coupling of the arms is
point-to-point or Cartesian mapping. A point on the end effector of the master
is coupled to a point on the end effector of the slave. For hands, this strategy
can be realized by coupling points on the fingertips [159, 177]. In [163], a data
driven mapping strategy is developed for the arms which could also be used for
hands. There, the human follows the motion of a robot freely, his movements
are recorded, and the chosen mapping is applied and then used to control the
arm. Coupling predefined poses or gestures has the advantage of not relying
on the precise shape of the human hand [45, 122]. Synergies or virtual objects
can be used to provide a mapping between human and robotic hand, which
results in commands that are independent from the kinematics of the robotic
hand [69, 183].
Current telemanipulation systems only partially realize a dexterous, transpar-
ent system due to the mechanical complexity of simultaneously displaying
haptic feedback for both the hands and the fingers and additionally controlling
a multi-finger robotic hand. Instead, finger feedback is either left aside [111], or
simplified with the use of a robotic gripper with one degree of freedom (DoF)
which can be easily displayed to the human with force feedback at the ex-
pense of reduced manipulation capabilities [37, 107]. Robotic hands are usually
14
2.1. The Basics of Telerobotics and Telepresence
controlled with a dataglove without haptic feedback for the fingers [19, 128] or
without haptic feedback for the wrist [84]. Both options degrade the perfor-
mance of grasping and manipulation tasks. So, even when dexterous telepres-
ence systems are used, a major loss of dexterity is likely to happen [66].
Performance Measures
As the performance of a telerobotic system depends on all components of the
system and their interaction, several evaluation methods have been developed.
They usually focus on single characteristics of the overall system. For example,
for the control aspects of the direct coupling in teleoperation, transparency is
typically used as goal for the developed control. It is analyzed with several an-
alytical measures that result in comparisons between the remote robot and the
HMI, like comparing the position and force error for the quality of haptic tele-
presence [85]. Also, the mapping between master and slave can be evaluated as
subpart. Examining for example the mapping between hands, the similarity of
certain hand shapes or fingertip positions is measured, dependent on the em-
phasis of the system [45, 159]. Focusing on the human in the telerobotic system,
the subjectively achieved level of telepresence can be evaluated [8]. It can be
determined by psycho-physical user studies where participants fill out ques-
tionnaires according to their individual feelings [53, 219]. There, multi-modal
presentation, its consistency, immersion, and realism are considered as factors
that influence the transparency of the system and hence, the feeling of presence.
Finally, the task performance can be taken into account by measuring the task
completion time, the reaction time to a secondary task, or the task success for
certain exercises.
In general, all characteristics of a telerobotic system need to be considered to
evaluate its performance. First, the subparts should be analyzed with their
specific criteria and then the task performance as well as the subjective sense of
telepresence of the operator needs to be taken into account. Therefore, an eval-
uation of telerobotic systems always needs to incorporate psychophysical user
studies with both objective and subjective measures, since the feeling of intu-
itive interaction depends on the subjective perception of the operator. In gen-
eral, intuitive interaction can be coupled to the subjective sense of telepresence
of the operator [53]. In detail, multi-modal presentation, its consistency, im-
mersion, and realism are considered as factors that influence the transparency
of the system and hence, the feeling of presence [219]. Increasing the sense of
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presence is then assumed to benefit the operator with a decreased workload
and an increased focus on the task.
2.2. Classification and Overview
of Shared Autonomy
To overcome the drawbacks of direct coupling in teleoperation and telepres-
ence systems, varying levels of autonomy can be introduced. An autonomous
robot was defined by Beer et al. [16], which is based on the sense-plan-act par-
adigm reviewed in [142], as:
“The extent to which a robot can sense its environment, plan based on that environ-
ment, and act upon that environment with the intent of reaching some task-specific
goal (either given to or created by the robot) without external control” [16].
The level of autonomy of a robotic system towards the completely autonomous
robot can be classified from a human- or a robot-centered perspective. The ro-
bot-centered approach does not take into account the interaction or supervision
of a human. Instead, the robot’s autonomy level increases with its abilities to
execute tasks, react to failures, and take cognitive decisions. In the human-cen-
tered approach, the human is recognized as an important part of the system
who can provide the robot with required input to execute tasks. The level of
autonomy is then categorized according to the distribution of decisions taken
by the human or the robot, or for example according to the amount of time
the human or the robot need to execute a task. As we focus on increasing the
performance of telepresence system in this thesis, taking the human-centered
approach is natural. In the following, a short review on human-centered tax-
onomies for telerobotic systems is given and the wording is clarified. Then,
several state of the art shared autonomy systems, i.e. telerobotic systems that
are suitable for manipulation and incorporate some degree of autonomy, are
presented and classified according to the chosen taxonomy. After a general
overview, we describe systems in particular that use multi-finger hands as end
effectors.
2.2.1. Levels of Autonomy
Several human-centered taxonomies describing the levels of autonomy of tech-
nical systems have been developed. The earlier classifications are in the context
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Table 2.1.: Scale of degrees of automation [191].
1. The computer offers no assistance, human must do it all.
2. The computer offers a complete set of action alternatives, and
3. narrows the selection down to a few, or
4. suggests one, and
5. executes that suggestion if the human approves, or
6. allows the human a restricted time to veto before automatic execution, or
7. executes automatically, then necessarily informs the human, or
8. informs him after execution only if he asks, or
9. informs him after execution if it, the computer, decides to.
10. The computer decides everything and acts autonomously, ignoring the human.
of automation of industrial processes [191] and focus on the distribution of de-
cisions between human and computer and the amount of information they ex-
change. At that time, the term computer was used instead of machine and we
keep this terminology to emphasize that the developed classifications focus on
the decision making process and explicitely do not take into account a robot.
The most descriptive taxonomy was presented by Sheridan in 1992 [191]. It
consists of 10 levels of automation (LOAs), summarized in Table 2.1. They
range from Level 1, where the human decides everything without assistance
of a computer, to Level 10, where the computer is completely in charge and
ignores the human. This taxonomy, however, is rather specific for the decision
making process and its output. Endsley and Kaber [57] published a more gen-
eral description of LOAs taking into account four major stages of autonomy:
monitoring, generating, selecting, and implementing. Thereby, they broaden
the one-dimensional scale of Sheridan to two dimensions, as presented in Ta-
ble 2.2. In monitoring, displays are utilized to perceive the system status which
is then used to generate options or strategies for achieving goals. Among the
options, a particular strategy is decided and implemented, i.e. executed. This al-
lows to distinguish the roles of human and machine more specifically. Again,
the human is in charge of all functions in the lowest level of automation (manual
control), while for the highest (full automation) the computer takes over. In be-
tween, the computer gets gradually more sophisticated. For example, Level 4
is named shared control where both the human and the computer generate pos-
sible decision options. The human still holds full control over the selection of
which option to implement; however, carrying out the actions is shared be-
tween the human and the computer [57]. Level 9, one level before full automa-
tion, is supervisory control where the computer generates options, selects them,
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Table 2.2.: Two-dimensional hierarchy of levels of automation (LOAs) [57]; H: human, C: computer.
Level of automation Monitoring Generating Selecting Implementing
1. Manual control H H H H
2. Action support H/C H H H/C
3. Batch processing H/C H H C
4. Shared control H/C H/C H H/C
5. Decision support H/C H/C H C
6. Blended decision making H/C H/C H/C C




H/C H/C C C
9. Supervisory control H/C C C C
10. Full automation C C C C
and executes them as well. The human only monitors the process and inter-
venes if necessary. During intervention, the LOA of the system changes, for
example to Level 5 where the human can select his own option of action.
Four stages or functions of automation were also identified by Parasuraman et
al. [156] but referred to as information acquisition, information analysis, deci-
sion and action selection, and action implementation. They proposed to distin-
guish the LOA in each of the four stages in more detail by using not only H, C,
or H/C as levels (like Endsley et al. [57]), but using the 10 LOAs by Sheridan
(Figure 2.4). This allows to reflect the various degrees of automation that can
be realized in each function. The stages of automation by Parasuraman et al.
can be well connected to the highlighted words in the definition of autonomous
robots: sense (information acquistion), plan and goal (information analysis and
decision selection), and act or control (action implementation). This indicates
that a classification of the autonomy of a robot with a two-dimensional scale is
appropriate [16].
In addition to the classification of technical systems in the context of automa-
tion, various methods and taxonomies have been developed to categorize lev-
els of autonomy in telerobotic systems [7, 16, 52, 100, 138]. In comparison to the
previous taxonomies, the task is always executed by the remote robot as the hu-
man has no possibility to interact with the remote environment. However, the
systems vary significantly in the capabilities of the robot to react autonomously
to its environment or how much it can alter the commands of the human. The
level of autonomy of the robot is also correlated to the amount and frequency
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Figure 2.4.: Levels of automation for independent functions of information acquisition, information
analysis, decision selection, and action implementation (two examples for potential sys-
tems are given) [156].
of information per task needed from the human operator to remotely control
the robot in order to fulfill a task. This mirrors the level at which the opera-
tor gives input to the remote robot. Unfortunately, the names for the levels of
autonomy of telerobotic systems and for the methods to achieve a certain level
have not been used consistently in literature. Therefore, we give an overview
of the wording in the field in the following and clarify their meaning.
Direct Teleoperation, Direct Control, Remote Programming
Direct teleoperation or direct control does not include autonomy of the remote
robot, but corresponds to a basic teleoperation system. It describes direct cou-
pling between a human operator and the robot, where the robot strictly follows
the continuously given commands by the operator and optionally sends con-
tinuously measured sensor signals as feedback. In this concept, the mapping
between human and robot can vary, introducing for example a scale in the com-
manded movement or velocity. This is often used in medical applications to
enable very small precise motions of the remote robot [108], or for controlling
robotic hands with datagloves choosing an appropriate mapping between hu-
man and robotic finger motions [51]. Additionally, impedance control, position
interpolation, or adaptations due to joint limits or internal posture optimization
(e.g. [37, 180]) are treated as standard functionalities in robot control without
increasing the level of autonomy.
Shared Autonomy or Semi-Autonomy
We use the term shared autonomy or semi-autonomy for all robotic systems that
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have some level of autonomy and where the human provides additional infor-
mation or decisions, or completely guides the robot during execution. To visu-
alize our understanding of the field of semi-autonomous systems, we modified
a figure by Sheridan [191]. He related supervisory systems to their degree of
automation and the task entropy that these systems are able to cope with (de-
tailed below in the paragraph supervisory control). Figure 2.5a shows our under-
standing of the field of semi-autonomous systems ranging between industrial
robots, that work almost completely automatic in predictable and known envi-
ronments, systems that use direct teleoperation in unpredictable situations, and
the ultimate robot that can handle unforeseen circumstances in a completely au-
tonomous way. All the terms described in the following correspond to systems
that are semi-autonomous.
Shared or Guided Control
Goodrich et al. [72] defined shared control as a level of autonomy where the
robot uses an internal control loop to realize the continuously given commands
by the human and alters them if necessary, e.g. by reacting to the environment
in order to avoid obstacles. The term was also used in [7] to describe the level of
autonomy that allowed blending of characteristics and superimposing inputs.
Shortly, task execution is shared between direct control, local sensory feedback,
and autonomy such that the human and the robot each control a subtask si-
multaneously [149]. The technique of virtual fixtures is also located in shared
control. In this technique, the HMI displays additional feedback to the opera-
tor for assistance in fulfilling the task for example by constraining the motion
along a certain path [31].
Traded Control
While in shared control human and robot work at the same time during the ex-
ecution of a task, traded control was defined by [52] as a level of automation
meaning “the consecutive assignment of subtask control to the human and ma-
chine”. It means that the operator initiates a subtask or a behavior for the robot
to perform and monitors its execution without further interference [72]. After
the execution by the robot, the control is traded back to the human, who can ini-
tiate another subtask or use for example direct teleoperation to proceed. For the
execution of behaviors, the human input reduces to set or trigger commands,
and the robot replays pre-programmed behaviors, i.e. the fingers of a robotic
hand form a certain shape after the human triggers the behavior. Another form
of traded control is the setting of a goal point by the human, and then the robot
performs motion planning to reach that goal point.
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Figure 2.5.: (a) In this thesis, the term shared autonomy will be used covering all types of robotic sys-
tem that combine some level of autonomy with input from the human. (b) Supervisory
control relative to degree of automation and task predictability (Sheridan 1992, [191]).
Supervisory Control
The term supervisory control is used by Sheridan et al. [191] as a general term
describing all robotic systems with some degree of autonomy. In their under-
standing, the human role in the system is not fixed but can vary from providing
low-level input by changing control parameters to high-level input by only se-
lecting the task goal. These robotic systems are classified in between directly
teleoperated systems and industrial robots, as shown in Figure 2.5b. In con-
trast, supervisory control was used by Endsley et al. [57] as a level of automation
where the human only monitors the autonomously working technical system
(as described above) and gives high-level goals. We will also use the term in
consensus with its linguistic usage, e.g. according to the Oxford dictionary, as
synonym for observe and oversee. Hence, in our understanding of this classi-
fication of autonomy, the robot receives only symbolic, high-level goals from
the operator (like “grasp the blue cup”). It autonomously plans its global be-
havior to reach the goal, for example by splitting it into known behaviors, and
adapts the plan to the environment if necessary. The human solely monitors
the execution, e.g. with a 2D video feed from the remote site. He does not need
to be familiar with the subtask or behavior-based execution of the robot, but
can focus on the task achievement. Upon intervention at failures, the mode of
supervisory control can switch to other modes of shared autonomy like shared or
traded control where lower-level control is possible.
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Teleprogramming or Telesensor Programming
In telerobotic scenarios with a high time delay between master and slave, the
method of teleprogramming or telesensor programming is mostly used [17, 64, 87].
There, the human interacts with a predictive display that shows the current
(delayed) video feedback and a predicted state of the robot resulting from the
current (undelayed) human input. The human commands are transferred to
the remote site where the robot executes the programmed behavior accord-
ing to the predicted model. Human input can either be on a higher language
level [149] or continuous motion [35]. If the human interacts continuously with
the simulation, behaviors, elementary motion, or symbolic commands can be
extracted which are then commanded to the robot [64, 199, 200]. A more recent
example is [169], where the Robonaut is operated with the use of a predictive
display to trigger elementary behaviors. This approach is also used to create
a natural user interface [117] where the human interacts with a virtual envi-
ronment with gesture based commands like drag and drop to pick and place
objects. These inputs trigger automatic object detection and parametrize a mo-
tion planner to provide a collision-free planning. As the grasp planner in this
case can choose any kind of grasp that is valid, it might result in unpractical
grasps for the task. In accordance with the Handbook of Robotics [149], we
classify telesensor programming as a special form of supervisory control, as the
human always interacts through an abstraction layer with the robot (the local
simulation). Robot and human never share a simultaneous execution of the
task nor is the control entirely traded to the human, but the robot always needs
to execute the programmed behavior autonomously.
Collaborative Control
This term is often used to describe a team where human and robot act as peers
and work together shoulder-to-shoulder in the same workspace [13, 90]. In tel-
erobotic scenarios, collaboration emphasizes the information exchange between
human operator and the robot in a supervisory setup. Hence, the interaction
is not focused on the human to superintend the robot, but human and robot
engage in a dialog to exchange ideas, ask questions, and to resolve inconsisten-
cies [63, 72].
Mixed Initiative Control
As summarized by [5], the term mixed initiative control has many interpreta-
tions. Goodrich et al. [72] used the term for example as synonym for collabora-
tive control focusing on the dialoge between human and robot, while [109] use
it to avoid problems in traded control if the robot cannot monitor what parts of
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the task have been accomplished while the human was in control. Also, mixed
initiative control can be used to describe a system where the control is not com-
pletely shifted to the robot during execution, but intermediate forms of shared
control can be found [34].
Cooperative Control or Multi-user/agent Systems
In cooperative control, several operators and/or multiple remote robots work
together to accomplish a task. For example, multiple operators cooperate to
control a single robot via any form of shared autonomy [72], or several vehicles
achieve a task in combination [143].
Autonomous Robot
The highest autonomy level refers to a fully autonomous robotic system where
the human is neither needed to intervene nor informed about the cognitive
reasoning of the robot. Technically, this is not a telerobotic system.
Others
Terms using adaptive, sliding, or adjustable autonomy refer to systems where the
mode of shared autonomy can switch or can be adjusted during operation [110].
In comparison, the term adaptive control is understood as a control approach
to automatically adapt the controller gains [9] and is not taken into account
here. Adaptive automation is an automation that adapts to changes in the human
operator or the environment, e.g. a system that adapts its display information
based on the workload of the human or the task completion time [192]. Other
terms like direct agent control, manual control with intelligent assistance, strategic
control, or partial autonomy are also not considered.
The various, inconsistent uses of the terms introduced above, makes it difficult
to estimate the work done in each sub-area. Nevertheless, we tried to visual-
ize the broad field of shared autonomy systems by the number of results on
scholar.google.com, accessed in January 2015, in Figure 2.6 (y-axis is in
logarithmic scale). The search included each term in quotation marks plus the
word “robot” to focus on robotic systems. Clearly, supervisory control, coopera-
tive control, and shared control are mostly used in literature. Some terms have
been extensively used in the past few years like cooperative control, adjustable au-
tonomy, or sliding autonomy, while some terms like teleprogramming were more
common in the 20th century. It is interesting, that very general expressions like
shared autonomy or semi-autonomy have only few results compared to supervisory
or cooperative control.
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Figure 2.6.: Wording used for varying levels of autonomy and overall the number of results on
scholar.google.com (January 2015): 1: supervisory control (21,600); 2: cooperative
control (13,200); 3: shared control (3,890); 4: adjustable autonomy (1,530); 5: adap-
tive automation (917); 6: teleprogramming (799); 7: shared autonomy (666); 8: remote
programming (616); 9: semi autonomy (469); 10: partial autonomy (405); 11: mixed ini-
tiative control (400); 12: sliding autonomy (331); 13: traded control (317); 14: adaptive
autonomy (277)
2.2.2. State of the Art
This section reviews the state of the art in shared autonomy for telerobotic sys-
tems, where a robot is operated to perform manipulation tasks. We present the
state of the art sorted in five levels of autonomy. After the categorization of the
systems in these five levels, we discuss two additional important factors that
have to be considered for shared autonomy systems in telerobotics: the dex-
terity of the remote robot, which determines the range of achievable tasks, and
the immersion created by the HMI, which influences the mental workload of
the human and his focus on the task.
The levels of autonomy range from direct teleoperation (Level 1), where the robot
strictly follows the continuously given commands by the operator, to supervi-
sory control (Level 5), where the operator only monitors the execution of the
robot and commands high-level goals. The intermediate levels are sorted ac-
cording to the amount of information sent to the robot and the autonomous
ability to adapt to a new situation. Therefore, Level 2 is classified as shared
control where the robot uses an internal control loop to realize and adapt
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continuously given commands. Level 3 and 4 are forms of traded control where
either the robot or the human controls the execution of the task. The input
of the human can be a continuous motion or is reduced to set or trigger com-
mands. While in Level 3 the robot only replays preprogrammed behaviors or
elementary functions, it requires general motion or grasp planners in Level 4 to
execute its task. Of course, some systems incorporate combinations of different
levels of autonomy.
State of the Art on Level 1, Direct Teleoperation
The focus of direct teleoperation lies mostly in creating a highly immersive
system for the operator, and methods for bilateral teleoperation are usually
analyzed, like in [37, 93, 209]. The robot strictly follows the continuously given
commands by the operator (e.g. joint-to-joint coupling), but also optimizes the
nullspace of the arm, and avoids singularities or joint limits [10, 112]. Level 1
is commonly used to control the end effector, for example in [37, 180, 198, 209],
or as fallback strategy for the arm if other levels of autonomy fail [24, 48].
State of the Art on Level 2, Shared Control
For manipulation tasks, a common practice to increase the level of autonomy
from Level 1 to Level 2 is to automatically optimize the posture of the robotic
arm, while the human commands a continuous motion. Then, the Cartesian
pose of the end effector of remote robot and HMI are continuously coupled,
while the robot uses an internal control loop to realize and adapt the continu-
ously given commands to the environment. This includes for example avoid-
ing collisions with obstacles in the environment [125, 180]. Without influencing
and modeling the motion to fulfill the task, avoidance of joint limits or of colli-
sions with the environment can ensure a safe operation of the robot, i.e. as the
motion simply stops before collision or the workspace limits. Then, the human
can adjust his commands to move the robot to a safer region [180]. Also, the
redundancy of the remote robot can be used to optimize its configuration for a
certain goal, i.e. increase manipulability, while ensuring the task tracking by the
slave [125]. Obstacle avoidance in combination with an optimal configuration
of the robot can be modeled as repellent forces and displayed to the operator
using haptic feedback [10].
The concept of assistance using force feedback leads to a popular method of
support: virtual fixtures. These fixtures are constraints that guide the operator
along a certain task-specific pathway or prevent him to enter forbidden regions,
as reviewed in the survey papers [4, 31]. This restricts the motion of the manip-
ulator into alignment with a task. For static virtual fixtures, this can result in a
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drastic reduction in flexibility of the telemanipulation system, as usually only
a few simple tasks are considered [3]. Nevertheless, for specific applications
like maintenance in a nuclear plant, a virtual fixture can guarantee task suc-
cess, ensuring a certain orientation of a brush in combination with force feed-
back [48]. Another approach by [104] presented the use of “reflexes” that are
applied during continuous commands of the operator. These reflexes are vir-
tual fixtures preventing the end effector to leave the desired work area on the
one side and on the other side attracting it towards a desired relative position
to a goal. Overall, static virtual fixtures result in a decrease of variance in the
desired trajectory and operator workload for the specified task [31]. Recently,
approaches have been developed to dynamically adapt the virtual fixtures, for
example [2, 24]. In [2], the task is first demonstrated and then the motion is di-
vided into subtasks, where each subtask is represented as a straight line using
Hidden Markov Models and Support Vector Machines. After learning the task,
the method allows to handle deviations during execution in a flexible manner:
when the classification of the current state in the task has a low match, the user
has free control, otherwise the motion is constrained with the fixture. Haptic
shared control is used by [24] to increase situation awareness of the operator
with continuous haptic feedback, which is based on an optimal control action
computed from additional information coming from the human, the task, and
the environment. In order to train the operator for controlling a second order
mass-spring-damper system, [151] analyzes the so-called active haptic cues.
They compare static and dynamic virtual fixtures and find them to perform
equally for a simple two dimensional movement to hit a target. In [131], the
control of movements is shared between operator and autonomy, assuming a
known task. The degree of sharing is realized with a task-space weighting ma-
trix that enables smooth transitions.
Instead of influencing the commands from the human by virtual fixtures, they
can be alternated by changing the mapping to the remote robot. This results
for example in variable velocity scaling [55, 161]. The closer the end effector
is located to a goal, the smaller the scaling, meaning that movements of the
human result in small movements of the slave robot, thus enabling both fast
approach motions far from the goal, and high precision motion close to the
tool. An extension of [161] was provided by [225] where the movement scaling
adapts according to a preprogrammed task sequence.
The direct mapping of every finger can clearly be enhanced by increasing the
level of autonomy from Level 1 to Level 2. For example, the grasping forces
are autonomously handled once a grasp is established [73]. Another approach
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by [106] splits the control of single fingers. For a pre-specified pinching task,
one finger is directly controlled by the operator while the other stabilizes the
pinching force automatically. Also, changing the mapping such that hand
shapes are repoduced by the hand (instead of commanding single joint an-
gles) increases task performance [121]. Introducing gestures as commanded
motions allows to match the behavior of the manipulated object, instead of the
finger motion by using a library of tasks [122, 206].
State of the Art on Level 3, Traded Control
Increasing the level of autonomy while still enabling the operator to command
motions leads to traded control. Here, the level of autonomy is increased to
Level 3 where the robot executes preprogrammed behaviors or elementary ac-
tions autonomously. These actions can be triggered, e.g. by a single mouse
click, or automatically detected during the motion of the operator. Then, con-
trol is traded from the human to the autonomous execution of the robot. This
reduces the demands on the immersion level of the human as the remote robot
(at least partially) interprets and executes the commands autonomously. How-
ever in Level 3, autonomous re-planning due to changes in the environment
is not required. Teleprogramming systems like [64, 169, 200] also use Level 3
during autonomous execution. A structured task environment allows the au-
tonomous system to recognize the intention of the user and take completely
over the control of the arm if a task can be automated [26]. During the autono-
mous execution of a subtask, the operator supervises and can stop the action if
needed.
The main focus of [26] is to overcome time delay and a low bandwidth commu-
nication. The concept is proven to be valid by recognizing grasping tasks where
a few grasp poses for each object are precomputed. An object is chosen to be
grasped if the end effector is close enough and moves towards it. A similar
approach is presented by [154], but the task to fulfill is learned by demonstra-
tion in advance, and encoded with Hidden Markov Models (HMMs). As soon
as the system recognizes the human intent, it finishes the action autonomously
and returns then the control back to the human who has to take over. The con-
tact forces during maintenance tasks were used in [198] to encode constraint
manipulation in HMMs. This allowed to create virtual fixtures that helped the
operator to keep the task constraints. Although the time to complete the task
did not change between assisted and non-assisted modes, operators acted more
precisely and with less effort when assisted [198]. Instead of simply aborting
the autonomous action, the human can intervene the executed path and move
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the robot around obstacles via direct teleoperation in [102]. There, he is also
given the possibility to program the robot by selecting via points by pressing
keys on a keyboard during a trajectory teaching. The trajectory is obtained
by linear interpolation between these points, while the orientation of the end
effector is constrained by the surface normal of the target object which is de-
termined with several laser measurements. Whereas this method is a simple
form of trajectory generation, it is yet very flexible due to the easy possibility
for the human to intervene and reprogram [103]. Two assistance modes of vi-
sual guidance of an ideal trajectory and an auto pilot in a move-to-target task
are compared in [118]. They confirm the results found in [57] that higher levels
of autonomy (meaning the auto pilot) increases the routine performance and
lowers the mental workload, but decreases performance in the case of failure.
In the approach presented by [160], the operator teleoperates a robot with con-
tinuous motion with one hand and has the possibility to select objects with the
other hand. After selection, the robotic arm uses visual servoing to reach a
preprogrammed pose of the arm relative to the target object to grasp it. This
overcomes the problem for visual servoing to continuously see the target object
with the camera as the operator can first approach the object and let the fine
motion for grasping be executed by the robotic arm.
Level 3 of autonomy is commonly used for the end effectors as most systems
use preprogrammed grasps, meaning preprogrammed finger configurations,
to grasp an object. For end effectors with one DoF, the open and close motion is
usually triggered (e.g. [43, 116, 162, 220]), while for more complex end effectors
several grasping shapes can be realized [89, 93, 112, 113, 135, 223]. Similarly,
preprogrammed manipulation primitives can be triggered with a low DoF in-
put device [136].
State of the Art on Level 4, Traded Control
The robot plans its local behavior according to the triggered command and
can adapt it to the environment (e.g. on a set command of a goal point, the
robot issues a motion planner to reach the goal and to avoid dynamic obstacles
during execution).
When Level 4 of autonomy is reached for the arm, usually the immersion level
of the operator involves 2D visual feedback on a computer monitor (without
haptic feedback) as the main interactions are triggering commands instead of
continuous motion. Nevertheless, most systems still allow for setting low level
joint angles as a fallback strategy if autonomy fails. The view on the remote
scene, the commands, and motions are issued with a computer mouse. The
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Figure 2.7.: The interactive markers shown are used to move the pose of the end effector [116]. Left
image: “Gripper control (6D) and shoulder ring (1D). Right images show a gripper-
aligned (top) and world-aligned (bottom) control.”
majority of work in this level of autonomy of the arm is contributed either by
teams working with the PR2 [65] or in the context of the DARPA robotics chal-
lenge (DRC) [210].
In combination with the development of the PR2, Willow Garage also devel-
oped the Robot Operating System ROS. Its standard viewer is called RViz [153]
and it is widely used in the robotics community. It shows an RGB view of a
camera and a rendered 3D scene, e.g. obtained from a pointcloud. Inside the
visualization, the concept of interactive markers is used to select an end effector
or an object and move it along a specified axis with the computer mouse (Fig-
ure 2.7). This concept is useful to quickly correct the position of a robotic arm,
but can be tedious when it comes to commanding large motions or moving ev-
ery fingertip of a multi-finger hand. This means that the introduced autonomy
mainly overcomes the limited input capabilities, which for instance leads to
performance improvements of a mobile manipulation system in cluttered en-
vironments [43], or to higher efficiency in grasping tasks [116]. Grasping was
performed with a two-finger gripper that closes on trigger commands. The
grasp pose of the end effector relative to the object was either precomputed
and retrieved from a database or generated online from a point cloud. Then,
the motion of the arm to that target pose is autonomously planned [116]. This
concept was further developed by [220] where the user refines context informa-
tion for the task such that a suitable grasp for a task can be chosen.
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(a) (b)
Figure 2.8.: Images adapted from [217]. (a) User with a brain computer interface controlling the
system. (b) The grasp planning interface where the human can select grasps and adjust
the opening angle online.
In the DRC, several tasks have to be completed with a humanoid robot like
walking, climbing a ladder, turning a valve, or driving a car. Although direct
teleoperation is allowed, it is disturbed by communication swapping between
a high quality (1 Mbps, 50 ms one way latency) and a low quality (100 Kbps,
500 ms one way latency) link. This motivated the participating teams to in-
vestigate in various forms of shared autonomy where for example balancing is
performed autonomously while the step planning is carried out by a human
operator [98]. In general, the tasks required whole body planning and mul-
ti-contact planning for robust grasps rather than fine manipulation of objects.
Therefore, almost all teams use a form of drag and drop commands to position
the end effector. Many teams also used the viewer RViz and the concept of in-
teractive markers to control the robot arm on this lowest level. Given the goal
point, the motion of the arm is solved via inverse kinematics [60, 98] or a mo-
tion planner is employed [60, 130, 162]. Another strategy is based on motion
primitives that can be adapted to the current environment [190]. Despite amaz-
ing performance of some teams, they reported that the workload of a single
operator was too high to be handled. Therefore, teams used several operators
with dedicated tasks, e.g. a perception operator [60] or a GUI operator [130],
to control the robot. Overall, the concept of shared autonomy proved to be
very effective for the DRC if principles of effective human-machine teamwork
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were considered during the design phase as pointed out by [98]. They argue
against traded control, where the control is completely shifted to the robot, and
rather decided to use shared autonomy systems that combine the capabilities
of human and robot. Also, multiple ways for executing a task are important to
guarantee a high success rate. In the context of the DRC, teams did not describe
in detail how they handled the planning for the fingers of the end effector. We
assume that they use pre-specified grasps or follow a simple close-joints strat-
egy (Level 3) [130, 162, 190]. Only Team MIT [60] states that they could issue an
optimization-based grasp planner solving for feasible grasps that satisfied force
closure constraints. These grasps were planned for the Robotiq gripper with 4
DoF, but it is unclear if they actually used the planner during the trials [60].
Besides these works, a shared autonomy system that uses grasp planning, and
thus reaches Level 4 of autonomy for the end effector, is presented by [217]. It
is developed in the context of assistive robotics where the operator commands
grasps for the three finger Barrett hand using a brain computer interface (four
facial gestures) to select and execute grasps (Figure 2.8a). The operator can
browse through a list of precomputed grasps from a database and select the
most suitable. The selected grasp can either be executed or used as initial guess
to rerun a grasp planner in order to find grasps similar to the selected one.
The mean time to grasp an object (from the end of the object detection to the
beginning of the motion of the robotic arm) ranges from 53 s to 151 s.
State of the Art on Level 5, Supervisory Control
The robot receives only high-level goals from the operator, can autonomously
plan its global behavior to reach the goal and adapt it to the environment if nec-
essary. A concept for such a shared autonomy system was developed by [59]
for a health care application in hospitals, although a detailed description of the
capabilities of the supervised robot arm is missing. More recently, several sys-
tems have been developed for using tablet computers as interface to supervise
the robot, for example [23, 145]. While [145] provides the user with multiple
skills that he can sequence for a task, [23] uses an object-centered approach. The
operator can select feasible actions for each object, which are an autonomously
chosen selection of all possible actions assigned to the object, dependent on the
current situation. It is important to note that these systems use Level 3 for the
end effector, i.e. preprogrammed grasps.
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Discussion and Summary
The presented classification of shared autonomy systems in telerobotics for
grasping and manipulation according to five levels of autonomy does not ex-
plicitely consider the range of tasks that a system can achieve nor the immer-
sion that an HMI can create. Therefore, we visually summarize the previous
work in Figure 2.9, where the dexterity of the remote robot is represented on
the x-axis as number of DoF involved in the manipulation task, and the y-axis
displays the level of immersion. The level of autonomy is considered sepa-
rately for the arm and for the end effector, and each one is represented with a
half-circle (arm in blue with a colored area, end effector in orange, see legend
at the bottom of the figure). The fuller the half circle, the higher the level of
autonomy.
As all parts of the task are executed by a robot, its manipulation capability
directly determines the achievable complexity of tasks for dexterous and fine
manipulation. We assume that with an increasing number of DoF, the robot
can fulfill more complex tasks. In Figure 2.9, we consider only the DoF of the
system involved in a single-arm manipulation task, comprising one arm, one
hand, and the head. Therefore, we treat bimanual tasks as the extension of sin-
gle-arm manipulation. Although previous discussion also included humanoid
systems, and even though the legs might be important for a humanoid during
the task to stabilize the robot, these additional DoF are not taken into account.
The immersion possibly created by an HMI is rated highest if all modalities,
that the human would experience during execution of a task with his own body,
can be provided. For manipulation with one arm, this implies commanding of
motion in all DoF of the human hand base, the fingers, and the head. Further-
more, haptic feedback for fingers and arm, and stereo vision with changing
viewpoint are considered. Additionally, the term “audio" summarizes all types
of audio feedback (like mono, stereo, and 3D feedback). In comparision, we dis-
tinguish between 2D and 3D visual feedback. A 2D visual feedback on a screen
with a fixed viewpoint without the possibility of commanding continuous arm
or finger motions to the robot is rated lowest in terms of immersion.
In order to simplify the reading of Figure 2.9, we summarize all cited state
of the art works in Table 2.3. The last two columns give the quadrant of the
system in the figure, i.e. Aarno et al., 2005, [2] can be found at x position 10 and
y-quadrant E. The table is sorted according to the citation number.
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In summary, there are many concepts and systems that use shared autonomy
for grasping and manipulation. Most of them focus on controlling the robotic
arm and end effectors are either neglected (e.g. [81, 151]) or have only a few
DoF, thus simplifying the control and planning (e.g. [43, 116]). The most pop-
ular approaches are either to trigger preprogrammed grasps (e.g. [89, 93, 113,
135, 223]) which heavily reduces the capabilities of a dexterous end effector, or
to manually control the hand with a dataglove (e.g. [180, 209]). Approaches
that split the grasping process in teleoperated motion and autonomous stabi-
lization of grasp forces on the object (e.g. [73]), as well as methods that use
manipulation primitives (e.g. [136]) are limited to a few specified tasks. In
general, it is difficult to port concepts for teleoperation and shared autonomy
for the arm to the hand. Although the use of interactive markers as shown in
Figure 2.7 might be sufficient to manually move the pose of an end effector on
a 2D screen, it can be very tedious if not impossible to position every finger
of a dexterous hand on an object and command it to squeeze it. Additionally,
some fingers might be invisible within the available camera viewpoints during
the grasping process if the object occludes them. Most importantly, a grasp has
in general the goal to hold the object stable and to withstand external distur-
bance forces. This makes it difficult to judge the quality of a grasp based on
visual information only, as it is shown in [217]. To sum up, grasp planning for
multi-finger hands is seldomly used in shared autonomy systems, and never
in telepresence scenarios where the operator is highly immersed in the remote
environment.
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Figure 2.9.: Summary of state of the art shared autonomy systems for grasping and manipulation.
For each system, the level of autonomy is depicted as a half circle for the arm (left,
blue semicircle) and another one for the hand (right, orange semicircle), and a “full"
half circle corresponds to Level 5. If several levels of autonomy are realized, the cor-
responding half circle shows multiple levels. The systems are sorted according to the
number of degrees of freedom involved in the manipulation task (usually, one arm, a
hand, and the head) and the level of immersion. We assume immersion increases from
2D to 3D view; from setting trigger commands (set cmd) to commanding motions and
influence on the viewpoint on the remote scene (motion+view). Then, force feedback
(FF) and audio feedback increases immersion even more.
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Table 2.3.: Authors and publications in Figure 2.9
Authors Year
Citation Quadrant Quadrant
number at y-axis at x-axis
Aarno et al. 2005 [2] E 10
Backes and Tso 1990 [10] D 5–10
Birkenkampf et al. 2014 [23] A 20–25
Boessenkool et al. 2013 [24] B 1–5
Bohren et al. 2013 [26] D 5–10
Brunner et al. 1993 [35] E 5–10
Buss et al. 2010 [37] G 10
Ciocarlie et al. 2012 [43] B 10
Desbats et al. 2006 [48] F 5–10
Dubey et al. 2011 [55] F 5–10
Ettelt et al. 1998 [59] A 5–10
Fallon et al. 2014 [60] B 10–15
Funda and Paul 1990 [64] D 5–10
Griffin et al. 2005 [73] G 5–10
Hauser 2013 [81] B 5–10
Hochberg et al. 2012 [89] D 20–25
Hu et al. 2005 [93] F 20–25
Johnston and Rabe 2006 [99] E 20–25
Khokar et al. 2011 [102] E 5–10
Khokar et al. 2010 [103] E 5–10
Kim et al. 2006 [104] D 1–5
Kobayashi et al. 2012 [106] E 5–10
Kremer et al. 2009 [112] F 20–25
Krueger and Schiele 2012 [113] E 20–25
Leeper et al. 2012 [116] B 10
Levine et al. 2014 [117] B 5–10
Li et al. 2014 [118] B 5–10
Lii et al. 2010 [121] F 15
Lii et al. 2012 [122] E 15
Liu and Chopra 2011 [125] D 1–5
Mainprice et al. 2014 [130] B 10–15
Malysz and Sirouspour 2012 [131] E 1–5
Markovic et al. 2014 [133] E 5–10
Mast et al. 2012 [135] B 15–20
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Table 2.3.: Authors and publications in Figure 2.9
Authors Year
Citation Quadrant Quadrant
number at y-axis at x-axis
Michelman and Allen 1994 [136] B 20–25
Muszynski et al. 2012 [145] B 10
O’Malley et al. 2006 [151] C 1–5
O’Malley and Ambrose 2003 [152] F 20–25
Padoy and Hager 2011 [154] D 10–15
Perez Quintero et al. 2014 [160] B 10–15
Phillips-Grafflin et al. 2014 [162] B 10
Rehnmark et al. 2005 [169] F 20–25
Rosell et al. 2013 [180] E 20
Settimi et al. 2014 [190] B 5–10
Stefanov et al. 2013 [198] F 5–10
Stein et al. 1995 [200] D 5–10
Toh et al. 2012 [206] E 25–30
Tsui et al. 2011 [208] B 5–10
Turner et al. 2000 [209] F 5–10
Weisz et al. 2013 [217] A 5–10
Witzig et al. 2013 [220] B 10
Yoshimura and Ozawa 2012 [223] E 5–10
You and Hauser 2011 [224] B 1–5
Yu et al. 2003 [225] C 5–10
Hertkorn et al. 2013 [243] F 20–25
2.3. The Shared Grasping Approach:
a Combination of Telepresence and
Grasp Planning
The summary of related works, presented in the previous section, revealed a
lack of shared autonomy systems that enable grasping and manipulation with
a dexterous hand and a high level of autonomy (Level 4 for the hand), while
simultaneously providing an intuitive interface for the human operator. This
is mainly due to the hardware challenges that are imposed by the human hand
both as input device as well as output device on the side of the remote robot.
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In comparison, this thesis presents an approach for combining grasp planning
with a telepresence system and hence, developing a system that provides a
high level of autonomy of a dexterous hand with an intuitive interface for the
human. Our system can be found in Figure 2.9 in the upper right corner F,
20–25 [243]. This section presents the background for the specific approach
developed in this thesis.
We consider the interface to the operator as crucial in a teleoperation system be-
cause not only the autonomy of the remote robot but also the interaction with
the human determines the performance of the telerobotic system. On the one
hand, empirical studies show an increase of performance using a higher de-
gree of autonomy while decreasing the workload of the human operator [100].
On the other hand, for high levels of autonomy, a weaker sense of telepresence
and lower performance in situations that require failure recovery are reported,
resulting from “out-of-the-loop” phenomena [58]. This can happen when the
human is not completely immersed in the remote environment and his situ-
ational awareness is too low to detect system failures. According to [57, 58],
the human is generally ill-suited for a long-term monitoring of automated pro-
cesses. Sometimes, an increase in autonomy of the robot can even lead to more
complex interaction for the human operator [11]. Therefore, we choose a mod-
erate level of autonomy which is more appropriate especially in complex envi-
ronments; this is obtained by automating some parts of the tasks, while others
are left under human control. For example, including additional visual infor-
mation might increase system transparency, mitigating the effect of mapping
inconsistencies and unnatural interaction modes. However, this might lead to
problems like visual cluttering, which results in a higher cognitive load for the
operator and a slower execution of tasks. These results stress the importance of
a careful design of the autonomy level of a remote robot in a telerobotic setup.
The human should be able to use the advancements on the robotic side effec-
tively while still perceiving sufficient and appropriate control over the robot.
Then, the abilities of a human operator in terms of judgement and reasoning
can be combined with the precision and repeatability of autonomous robots.
Like the factors influencing the sense of telepresence, the design of the inter-
face and the needed control over the robot heavily depend on the task and the
experience of the operator.
We first analyze a control scheme of human prehension in order to deduce re-
quirements under which the later described assistance for grasping was devel-
oped. Due to the importance of keeping the human in the loop and focused
on the task, we want to preserve the high level of immersion of the human
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Figure 2.10.: Human control scheme for prehension tasks. It can be divided in two main parts: ex-
traction of relevant task information from the visual scene (on the top), and execution
(on the bottom). The execution can be separated into reaching (on the left) and grasp-
ing (on the right) which are synchronized motions. Positioning of the hand and finger
adjustement correlates to a high speed of the reaching motion (blue squares) while the
actual grasp is executed during slow movement of the arm (orange squares) [129].
operator in telepresence systems. Hence, we combine requirements from both
human prehension and teleoperation, and derive a new framework for assis-
tance.
Human hands and the process of grasping and manipulation are active re-
search areas. In various fields like psychology, neuroscience, or mathemat-
ics, researchers try to understand human prehension by performing empirical
studies or by building computational models in order to verify their conceptual
models. It is not clear yet, how humans perform grasping and how they control
their hands, and several contradictory findings have been presented, summa-
rized for the neuroscience of grasping for example in [40]. Nevertheless, the
main phases of natural prehension behavior could be identified: Figure 2.10
shows the model of Arbib (according to [129]) dividing prehension into two
main sequential parts: extraction of relevant task information from the visual
scene, and grasp execution. Some conceptual models describe prehension as
a distributed action, as proposed by Arbib and also Paillard, in contrast to hi-
erarchical models presented by Brooks, Keele and Green [129]. However, they
all share the description of prehension as distributed motor schemes that are
synchronized during the execution.
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The model of Arbib (Figure 2.10), in compliance with other traditional ap-
proaches, identifies two phases during approaching an object: a high and a
low velocity phase of the arm [96]. During the high velocity phase the fingers
are preshaped to adapt to the object geometry; fingers are closed during the
slow movement of the arm to actually perform the grasp. Prior to the move-
ment, the grasp is planned by selecting a grasp strategy and planning a hand
location and orientation. This leads to suitable positions for the fingers on the
object’s surface [196]. More recent results confirm that a sub-sequential execu-
tion can be separated into reaching and grasping phases [101]. The movement
is influenced by several aspects like the physical properties of the object [129]
or the visibility of contact points [196]. A recent result even postulates that hu-
man grasping is guided by the finger that aims toward the visible contact point
on the object [215].
According to the presented grasping motor scheme of the human, three main
challenges for executing a grasp in teleoperation systems are identified (Fig-
ure 2.10):
C1 - hand positioning
Setting up a position and orientation of the hand relative to the object.
C2 - finger adjustment
Finding contact points and the corresponding finger joint configurations
for a stable grasp.
C3 - actual grasp
Moving into contact with all fingers, applying suitable contact forces, and
ensuring grasp stability.
From a telerobotics perspective, all three requirements can be assigned to prop-
erties of the system. C1 and C2 are highly influenced by the chosen mapping
between human hand/arm and robot: C1 directly relates to the reachability of
the grasps planned in C2. Increased difficulty (also affecting C3) comes with
higher differences in kinematic and dynamic properties between robotic and
human hand. The process of finding suitable grasping points on an object sur-
face and the corresponding hand pose relative to the object needs to be adjusted
according to the robotic end effector used in the system and to the object. This
procedure might not be intuitively understandable for an unexperienced oper-
ator using direct mapping. If a limited number of pre-programmed hand pos-
tures are used as grasps, the hand positioning needs to be learned (or guessed)
by the human operator. This is particularly crucial if the robotic end effector
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has a large number of degrees of freedom, but is not anthropomorphic [21]. Per-
forming the actual grasp (C3) with some visual occlusion and without sufficient
haptic finger feedback makes it almost impossible for the human to command
the desired grasping forces in direct teleoperation. This results in undesired
behaviors like grasp failure, toppling or dropping the object.
Most shared autonomy systems developed so far using complex end effectors
neglect C1 and C2 and just approach the problem of performing an actual grasp
(C3), e.g. by replacing the control of the finger movement by the user with a
trigger for a preprogrammed autonomous grasp, as presented in the previous
section. In contrast, assistance for grasping and manipulation needs to tackle all
described challenges, while enabling the human to perform the natural reach-
ing behavior, and keeping a high level of immersion by the active participation
in the prehension process. To realize such an assistance, two aspects have to be
considered: Aspect Handling and Aspect Interface.
Aspect Handling
The human operator needs to be able to use and apply his task knowledge, as
well as his ability to solve problems in unexpected situations. Therefore, the
system should be usable without expert knowledge about the robotic system.
This aspect is highly influenced by the grasp direction, i.e. from which direc-
tion the hand should grasp the object, and by the part of the object surface
that the fingers touch to grasp the object. The task knowledge of the human
can be incorporated by choosing grasps based on the relative pose of the hand
with respect to the object. This requires a grasp planning that is based on a
hand pose relative to the object and that can cope with the speed of motion of
the operator (C2). The outcome of the grasp planning phase are contact points
for the fingers that should ensure a stable grasp and guarantee that the object
can be manipulated without exceeding the torque limits of the fingers. This
concept overcomes the limitation of pre-programmed grasps, by incorporating
task knowledge and the correction of errors, and of a static mapping, by plan-
ning and hence guaranteeing grasp stability. Like in previous shared auton-
omy approaches, the actual grasp (C3) is executed autonomously. The closing
of the robotic fingers is triggered by the human operator. It is important to note
that the operator should be able to choose a different grasp at any time using
the simple trigger in combination with re-positioning the hand relative to the
object. Additionally, an assistance for the hand pose (C1) has to be provided in-
dicating the feasibility of grasps to support the human in finding a hand pose
relative to the object that most likely leads to a stable grasp.
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Figure 2.11.: Schematic overview of the shared autonomy system. While the human still processes
the visual information to detect the object and estimate its pose, the execution of the
prehension task is commanded by the human but performed by the remote robot.
Aspect Interface
Additional information provided by the autonomous functions should be ap-
propriately displayed to the human operator. The field of augmented reality
has shown that the display of additional information given by autonomous
functions is helpful for humans to learn and fulfill tasks, e.g. for mechanics
who assemble parts [83]. Thus, providing additional information for the hu-
man operator during the manipulation task can be beneficial. For example, the
information if a feasible grasp can be executed in the given relative hand pose
shoud be visualized to avoid that the human operator has to reason about the
robotic capabilities. Considering the complexity of the overall telepresence sys-
tem, simple visualization techniques, like changing the color of objects, seem
desirable to avoid increasing the workload of the operator unnecessarily.
In the context of this work, a framework for a shared autonomy system was
derived based on the reasoning above. Its structure is shown in Figure 2.11,
where the dotted boxes correspond to the parts of the human control scheme
for prehension (Figure 2.10), and the arrows show the links between the parts
of the telerobotic system. While the human still processes the visual informa-
tion to detect the object and estimate its pose, the execution of the prehension
task is commanded by the human but performed by the remote robot. The
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next two chapters present the algorithms enabling assistance for C1 and C2 by
using autonomous grasp planning. The calculation of the actual grasp based
on the given hand pose is described in Chapter 3 and the method to guide the
hand pose in Chapter 4. Both chapters include the analysis of the developed
algorithms. Chapter 5 describes then the implementation of the concept on
two hardware platforms at DLR and the development of the visual assistance.
As an evaluation of a telerobotic system has to consider the human operator,





This chapter describes the algorithms developed to assist grasping in teleop-
eration systems. The concept of assistance introduced in the previous chapter
leads to the following requirements for the grasp planning:
General: As tasks are completed with the human in the loop, a major goal is to
sustain his task knowledge and therefore, the grasp planner should restrict the
possibilities to grasp an object as little as possible. Grasps on the overall surface
of the object, with varying numbers of fingers, and without training should be
possible.
Robust: Reaching the exact contact points using a real robotic system can hard-
ly be guaranteed due to different sources of uncertainty, including errors in the
object location, noisy sensors, or inaccurate models of the robot kinematics and
dynamics. Hence, the computed grasps should be robust to be able to deal with
these uncertainties.
Realistic: The grasp planner needs to take into account the kinematic and dy-
namic behavior of the robotic hand to ensure that the computed grasps can be
actually executed by the hand.
43
3. Online Grasp Planning
Multi-finger hand: The concepts are applied to a system using a multi-finger
hand. This type of end effector provides a large flexibility to handle different
tasks, including grasping objects of different shapes and sizes.
Fast: The grasp planner needs to be able to cope with the speed of motion of
the operator as he controls the hand pose.
This chapter includes content of previous publications [245], [251], and [252]. It
starts with a description of related works (Section 3.1) and introduces then the
preliminaries for grasp planning where the underlying assumptions are pre-
sented (Section 3.2). The developed grasp planning is based on the computa-
tion of independent contact regions [172], shortly summarized in Section 3.3.
The algorithm was extended with a reachability and a feasibility check, i.e. the
joint and the torque limits of the robotic hand are now considered during grasp
planning. Both extensions rely on a representation of the workspace of the
robotic hand presented in Section 3.4. Then, the algorithms for realistic grasp
planning are introduced and evaluated in Section 3.5 and Section 3.6.
3.1. Related Works
Grasping an object implies finding contact points, contact forces, and a suit-
able hand configuration (position and orientation of the hand and its joint an-
gles) such that the computed contact points and forces can be reached and ap-
plied by the robotic hand. In addition, the grasp is selected such that a good
performance in the real environment can be guaranteed, for instance avoiding
collisions with obstacles and resisting perturbations on the object. Several ap-
proaches to grasping have emerged ranging from purely analytical concepts
in 2D [127] to machine learning approaches without the use of analytic grasp
validation [184], summarized in [25]. Additionally, aspects like the number of
fingers of the hand or the amount of prior object knowledge differ between the
approaches.
In this thesis, we use an analytic approach as it provides quantifiable evalua-
tion of the grasp properties such as equilibrium and stability, and also allows
to find grasps in situations that the system was not trained for. These measures
are especially crucial when it comes to grasping with multi-finger hands where
a simple push with one finger or an unsynchronized touch of the object sur-
face can be sufficient to lead to grasp failure of an otherwise stable grasp. Also,
simplified “close-fingers” strategies like with two-finger grippers do not meet
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the capabilities of the high dimensionality of the configuration space of a multi-
finger hand. However, it is important to note that analytic approaches rely on
the correct modeling (and execution) of the grasp [22] and in order to make the
problem tractable, assumptions like rigid-body modeling, simplified punctual
contact models, and known objects are used. This emphasizes the need of tak-
ing into account uncertainties in the grasp planning. In analytic approaches, the
three problems in grasping of finding contact point, contact forces, and a hand
configuration are traditionally tackled as independent problems which has a
major drawback: the contact points initially computed might not be reachable
by a particular hand and the required contact forces might not be applicable
by the robotic fingers. This could force the planner to iterate between finding
contact points on the object [165, 235], computing the corresponding hand con-
figuration, for example using heuristics [29] or optimization [179], and check
for the contact forces [36, 76].
Approaches that lead to contact points that are reachable with a particular hand
configuration use for example simulation tools like [49, 139, 211] and store the
resulting grasps in databases [71, 82]. During runtime, a grasp is chosen ac-
cording to the current environment or a given aim of the task. Although this
approach is appealing due to the cheap computation of grasps, it is not easily
adaptable for the use in our shared autonomy concept. As the human com-
mands the hand pose relative to the object, the grasp database would need to
be very dense despite the high dimensionality of the hand configuration space.
An approach that iteratively utilizes a wrist position and orientation provided
by the user to compute force closure grasps on the object uses eigengrasps [44].
They reduce the high dimensionality of the hand configuration space by ob-
taining hand motions with a principal component analysis of the full configu-
ration space. However, the computational times do not allow the application of
such a system in real-time applications. Another approach analyses the finger
workspace offline to obtain all the possible contact points between a partic-
ular hand and object, for a fixed position and orientation of the hand [222].
Fast online generation of potential grasp candidates can be obtained by using
a heuristic to quickly discard unreachable grasp configurations, although the
heuristic is usually suited for a particular hand [28].
The above mentioned approaches neglect the contact forces, which are consid-
ered as a separated problem that is solved via grasp force optimization and
grasp control (where, on the other hand, contact points are assumed to be
known). Finding contact forces has been in general tackled avoiding the lin-
earization of the friction cone constraints. Instead, they are formulated as the
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positive definiteness of suitably defined matrices [36], or reformulated as a con-
vex optimization problem using linear matrix inequalities [76]. These formula-
tions of the friction cones allow a general description and solution to the grasp
force optimization problem [32, 123, 187]. Multi-objective optimization can be
used to avoid a solution of the grasp force optimization that leads to contact
forces being on the boundary of the friction cone, as that is error-prone [75].
Another technique solves the force optimization problem in the wrench space
with a ray-shooting approach [233]. Rosales et al. [178] find a suitable hand
configuration for known contact points using a model of compliance. They use
constrained optimization to tackle contact reachability, force controllability, and
object restraint simultaneously. While there are many data-driven approaches
that consider contact forces without explicitly planning them [25], approaches
for an analytic computation of contact points and forces simultaneously are
usually based on optimization techniques or considered implicitly with a grasp
quality measure. El-Khoury et al. [56] formulate for example a constrained opti-
mization problem to obtain reachable grasps that are optimal in terms of a force
related quality measure. They model the object as superquadric and manually
select a region of interest on the object. The friction cone is linearized and they
assume that the overall maximum applicable force of the hand is bounded.
To evaluate a grasp, several grasp quality measures have been proposed [174].
For the most common one, the test for force closure can be used to compute the
maximum magnitude ε of a disturbance wrench that can act on the object in any
direction without breaking the grasp closure. This ε-metric is either obtained
by assuming a common power source for all the fingers [61], which simplifies
the computation, or by having an independent power source for each finger [28,
231]. Other grasp quality measures were developed using physically motivated
task wrench spaces [30] or taking into account the geometry of the object [202].
Most importantly, all these grasp quality measures are computed in a wrench
space based on normalized contact forces, i.e. the maximum contact force per
finger is smaller or equal to one. This neglects that force closure grasps need
to be transformed to stable grasps by considering the realistic (not normalized)
contact forces [147]. Additionally, this procedure only works if the single con-
tact point and the optimized contact forces can be encountered accurately on
the real object, which assumes that the robotic fingers are strong enough to
counteract the expected disturbance wrench, i.e. the torque limits of the fingers
are not exceeded. The hand configuration plays also an important role as the
maximum force that a robotic finger can apply in a certain direction changes
drastically within its workspace. Therefore, the success in the real world of the
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drastically within its workspace. Therefore, the success in the real world of the
contact points planned with the ε-metric highly depends on these contact forces
(and the hand configuration). Approaches to evaluate grasps with a physic-
s-based simulation focus on finding stable grasps, exploring the fact that force
closure is a sufficient but not necessary condition for stability [92]. Also, force
closure can be tested for stability by perturbing the object pose, which can eas-
ily be done in simulation [105]. On the other hand, there is usually a simplified
strategy to close the fingers in simulation and also the contact force distribution
is not taken into account, which is crucial for successful grasps with multi-fin-
ger hands.
Among the analytic approaches, there is the concept of independent contact
regions (ICRs) that is used in this thesis to provide semi-autonomous grasp
planning for the human operator. ICRs provide a contact region instead of
a single contact point that satisfies the force closure condition, and therefore
they provide robustness to uncertainties in the grasping pipeline [148]. Start-
ing from an initial force closure grasp, the concept can be used to geometri-
cally construct families of grasps [164] or to compute contact regions on dis-
cretized objects [114, 172] using both frictionless and frictional contact models.
The friction cone is always discretized, its magnitude normalized, and a com-
mon power source for all fingers is assumed. The approach presented in [172]
creates a conservative search space that leads to a quick computation of the re-
gions around an initial force closure grasp. [114] considers a more complete
condition for computing the contact regions that includes the linear combina-
tion of the primitive wrenches for a given contact point, but is computationally
very expensive due to an inclusion test that repetitively solves a linear pro-
gramming problem. Actual executions of grasps involve different sources of
uncertainty that influence the computation of the contact regions; for instance,
uncertainties in the location of the contact points and their normal direction can
be considered by reducing the problem to the selection of a suitable (and con-
servative) friction coefficient for the computation [170]. Further extensions of
the concept involve the computation of ICRs for vision-acquired object models
[41], and for planning of in-hand manipulation strategies such as regrasp [173]
and rolling [97]. All of these approaches do not consider the hand kinematics,
but assume only one contact point per finger. Nevertheless, the concept of ICRs
can be used to compute force closure grasps that are robust to uncertainties in
position of the fingers and/or the object.
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The methods described in this chapter are a reformulation of the ICR algorithm
in [172] and extend the ICR approach to synthesize reachable and feasible fin-
gertip (precision) grasps. They are all based on a given hand pose relative
to the object as that is provided by the human operator. The extended algo-
rithms make use of the workspace of the robotic hand (Section 3.4). In Sec-
tion 3.5, the workspace guarantees the computation of reachable contact points
while the corresponding finger configurations are obtained that are needed to
touch the object surface. The evaluation shows that the computation time of the
method is fast enough to cope with the movement speed of the human operator.
To overcome the limitation of normalized contact forces and to transform the
planned force closure grasps into stable grasps, the contact forces that the finger
can apply on the object surface depending on the current hand configuration
are taken into account in Section 3.6. The method uses a ray-shooting approach
(an extension of [231]) to determine the maximal external disturbance wrench
that can act on the object while simultaneously shaping the wrench space ac-
cording to the available contact forces taking into account the torque limits of
the fingers. This allows for a realistic evaluation of the grasp.
3.2. Preliminaries
In this work, the object surface is represented by a cloud P of N points. The
points are specified by position vectors pi measured with respect to a reference
system located in the center of mass (CM) of the object. Each point has also
an associated local coordinate system, where ni is the unitary inward pointing
normal, and si and ti are the tangential vectors such that ni = si × ti is satis-
fied (Figure 3.1a). N is assumed to be large enough to accurately represent the
object.
A grasp is defined as a set C of n contact points and a set F of n correspond-
ing contact forces that are applied by the robotic hand on the object surface.
The contact between each finger and the object can be modeled as a punctual
contact (with or without friction) or as a soft finger contact. In general, the
contact force fi is expressed in the coordinate system of the contact point as
fi =
[
fi,1 fi,2 fi,3 fi,4
]T
, where fi,1 is the normal component along ni, fi,2
and fi,3 are the tangential components along si and ti respectively, and fi,4 is
the moment around ni. To ensure a stable contact without slippage, the contact

















Figure 3.1.: (a) The object surface is represented by a pointcloud, and each point has an associated
local coordinate system where ni is the inward pointing normal. The friction cone Fj
can either be described as the convex cone of the set Uj or (b) by linearizing it with an
m-side polyhedral convex cone. Note that in both cases the magnitude of the normal
componant is normalized to one.
and friction constraints for the chosen contact model [144]. For instance, for the







i,3 ≤ μfi,1, fi,4 = 0
}
, (3.1)
where μ is the friction coefficient. Furthermore, the friction cone can be de-
scribed as the convex cone of a set Ui, which depends on the chosen contact
model [234]. For the PCwF model, the set Ui is
Ui =
{




i,3 = μ, fi,4 = 0
}
. (3.2)
Note that the set uses fi,1 normalized to one [234]. In the remainder of the
section, the PCwF model is employed, although the proposed algorithms can
also be used with frictionless point contacts or soft finger contacts. In the
3-dimensional space, this model is nonlinear and, to simplify it for the com-
putation of the independent contact regions (Section 3.3), the friction cone is
linearized using an m-side polyhedral convex cone. Thus, by representing the
unitary vector along the j-th edge of the convex cone at the i-th contact with n̂ij ,




αijn̂ij , αij ≥ 0, ‖n̂ij‖ = 1. (3.3)
The force fi applied on the object at pi generates a torque τ i = pi × fi with
respect to CM. fi and τ i are grouped together in a wrench vector given by
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)T . The wrench wij = (n̂Tij , (pi × n̂ij)T )T generated by a unitary
force n̂ij along the edge j of the linearized friction cone is called a primitive
wrench (Figure 3.1b). The set Wi contains the primitive contact wrenches of the
linearized friction cone Wi = {wi1, . . . ,wim} .
The wrench ωi can also be computed as ωi = Gi · fi. Here, Gi ∈ R6×4 gives
the transformation from the coordinate system of the contact point to the object
coordinate system and is defined as
Gi =
[
ni si ti 0
pi × ni pi × si pi × ti ni
]
. (3.4)
The matrix Gi can also be used to obtain the set Wi of primitive wrenches
that can be applied at a contact point without linearizing the friction cone:
Wi = Gi(Ui) [234]. The overall wrench ω acting on the object can then be ex-
pressed by:
ω = G · f =
[









with f ∈ R4n, and G ∈ R6×4n being the grasp matrix.
A force closure (FC) grasp must be able to counteract any external wrench ωext
that acts on the object, i.e. ω = −ωext [144]. In other words, any ωext can be ex-
pressed as a positive combination of contact wrenches or, geometrically speak-
ing, any ωext lies within the set of all possible wrenches acting on the object.
A grasp is then said to be force closure if and only if the origin of the wrench
space lies strictly inside the set of all possible wrenches, computed as the con-
vex hull CH(W ) of a set W that contains the primitive wrenches for the current
grasp [61, 144]. This implies that a ray emerging from the origin along the di-
rection of ωext has always one (and only one) intersection point with CH(W ).
Hence, the FC test is not dependent on the magnitudes of the external wrench
or the contact forces, but can be checked using the sets of primitive contact
wrenches Wi. Under the assumption that the magnitude of the overall contact
force is bounded, i.e. the robotic hand has one limited power source, the set W
can be derived as the union of all convex cones Wi















Figure 3.2.: (a) An abstract 2-dimensional wrench space for a three-finger frictional grasp. Two
primitive wrenches Wi = {wi1,wi2} are defined per contact point i. (b) The convex
hull of the set WL1 = ∪i Wi (c) The convex hull of the set WL∞ = ⊕i Wi.
Contradictory, physical hands usually have independent power sources for ev-
ery finger, i.e. the magnitude of each contact force is independently bounded.
In this case, W is defined as
W = WL∞ = W1 ⊕ ...⊕Wn, (3.7)
with ⊕ being the Minkowski sum. For two arbitrary subsets W1,W2 ⊂ Rm, the
Minkowksi sum is [155]
W1 ⊕W2 = {c = a+ b | a ∈ W1,b ∈ W2}. (3.8)
Figure 3.2 shows an abstract 2-dimensional wrench space, the corresponding
sets WL1 and WL∞ , and their convex hulls. Although WL∞ uses more realistic
assumptions than WL1 , typically WL1 is used to verify the FC property as it is
simpler to compute. The result is a conservative estimate of the FC property.
Also the approach used for the computation of independent contact regions
relies on WL1 and a linearized friction cone (see Section 3.3). However, for the
computation of contact forces in Section 3.6, we overcome the linearization of
the friction cone, the assumption of normalized contact forces, and use WL∞
for a realistic estimation of the capacities of the robotic hand.
Besides the requirement of force closure, which leads to a stable grasp, grasps
can analytically be evaluated with a certain quality [203]. Mostly the ability of
the grasp to counteract an external disturbance wrench is rated. Usually the
direction of the external wrench ωext is not known a-priori and hence, all direc-
tions are taken into account by measuring the radius ε of the largest inscribed
ball in CH(W ) as shown in Figure 3.2b. Note that this widely used ε-metric is
purely based on geometrical considerations of contact points and normalized
contact forces.
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Figure 3.3.: (a) An abstract 2-dimensional wrench space for a three finger frictional grasp. Two
primitive wrenches Wi = {wi1,wi2} are defined per contact point i and the con-
vex hull of the set WL1 = ∪i Winit,i is shown in red. (b) The dotted lines show the
shifted hyperplanes for the initial contact point corresponding to finger 1 and the grey
regions correspond to their spanned half-plane. The wrenches depicted in green belong
to ICR1.
3.3. Independent Contact Regions
The basic approach used in this thesis allows for a fast computation of the in-
dependent contact regions (ICRs) and is a reformulation of the algorithms pre-
sented in [46, 172]. The surface of the object is described with a set P of points
and a friction coefficient μ that estimates the friction between the fingertips
and the object. The algorithm uses geometrical relations in the wrench space
starting from an initial force closure grasp Cinit = {g1, . . . ,gn}, gi ∈ P . The cor-
responding set of primitive wrenches Winit,i per finger i is obtained from lin-
earized friction cones (with m sides) at the contact points. Figure 3.3a shows an
abstract 2-dimensional wrench space. The black circles are the corresponding
primitive wrenches for an initial three finger frictional grasp where the friction
cone is represented by two primitve wrenches per contact point. The set of
all possible wrenches acting on the object is represented by the convex hull of
WL1 = Winit = ∪iWinit,i (the red line in Figure 3.3a). The boundary of the con-
vex hull can also be described by intersecting hyperplanes Hj that are spanned
by the primitive wrenches that lie on the boundary. These supporting hyper-
planes are used to calculate the ε quality of the grasp by computing the distance
of each hyperplane to the origin of the wrench space. The smallest distance de-
termines the ε quality. In a next step, the supporting hyperplanes are sorted
into sets Ki.
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Algorithm 1: Computation of ICRs
Given:
• set of points P describing the object surface and corresponding
wrenches Wi from the linearized friction cones
• friction coefficient μ
• ratio α for a minimum grasp quality εmin = αε for all grasps
contained in the ICRs
• initial force closure grasp Cinit = {g1, . . . ,gn}, gi ∈ P
Output: ICR = {ICR1, . . . , ICRn}
1 Winit ← {Winit,1 ∪ . . . ∪Winit,n};
2 Obtain CH(Winit) and grasp quality ε;
3 foreach contact point gi do
4
Ki ←All the supporting hyperplanes of CH(Winit) that
contain at least one primitive wrench of gi;
5
K‖i ←All hyperplanes parallel to Ki and
tangent to the sphere of radius εmin;
6 Create a queue Q;
7 Enqueue gi into Q;
8 while Q is not empty do
9 pt ← Q.dequeue();
10 if inclusionTest(pt, K‖i ); // Algorithm 2
11 then
12 ICRi ← pt;
13 forall the points pv neighbor of pt do
14 if pv is not marked then
15 Mark pv ;
16 Enqueue pv into Q;
A hyperplane Hj belongs to Ki if it contains at least one primitive wrench of the
i-th contact point gi (H1, H2, and H3 in Figure 3.3b). After sorting, all hyper-
planes of the set Ki are shifted such that they are tangent to the sphere of radius
εmin = αε, where 0 < α ≤ 1 is a given factor defined beforehand that specifies
a minimum desired ε-quality for the ICRs. The shifted hyperplanes H
‖
k are
stored in the set K‖i and the surface point gi is the first point that belongs to
the independent contact region ICRi. The region is expanded in a next step
by exploring the neighboring surface points of gi with a breadth-first search. A
point belongs to the contact region if it is ensured that the force closure prop-
erty with the contact points of the other fingers is fulfilled and the grasp has a
minimum grasp quality of εmin. This is tested with the positive halfspace of the
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i that points away from the origin of the wrench
space. A point is included in ICRi if there is at least one corresponding prim-




i . Figure 3.3b shows the positive halfspaces in
grey and primitive wrenches of points that belong to ICRi in green. Green







3 , while green circles depict a point whose
primitive wrenches do not lie in the intersection region but still fulfill the con-
dition of having at least one primitive wrench inside each positive half-space,
therefore belonging to the ICRi. Algorithm 1 summarizes the concept of the
independent contact regions and Algorithm 2 details the inclusion test.
Algorithm 2: Inclusion test for ICRs
Given:
• tested point pt
• shifted hyperplanes K‖i that contain at least one primitive wrench of gi
Output: a boolean (true if ∀H‖k ∈ K
‖
i , ∃ωtj ∈ H
‖+






2 contain ← false;
3 H
‖+
k ← positive side of H
‖
k ;
4 forall the primitive wrench ωtj of pt do
5 if ωtj ⊂ H‖+k then
6 contain ← true;
7 break ; /* go to next plane */
8 if contain is false then
9 return false;
10 return true;
3.4. The Workspace of the Robotic Hand
3.4.1. Concept
The workspace of the robotic hand depends only on its kinematic configuration
and can therefore be computed offline as it does not change during the planning
process. The workspace presented in this section is later used for the online
computation of reachable points on the object (Section 3.5), and also to quickly
obtain the solution of the inverse kinematics, and hence, the forces that the
finger can apply on the surface of the object (Section 3.6).
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(a) (b)
(c) (d)
Figure 3.4.: Workspaces for several robotic hands (a) Set Φft of reachable points for the fingertips
of the Barrett Hand (b) The corresponding set Φfc of points that potentially lead to FC
grasps for the Barrett Hand. (c) Set Φft for the DLR Hand (d) Set Φft for the DLR-HIT
Hand II.
A multi-fingered hand can be considered as a collection of small manipulators
(fingers) with a common base (palm), and the hand workspace is thus the union
of the workspaces of each finger. In other words, the workspace Φ of the robotic
hand is the set of all spatial points, located with respect to the base coordinate
system of the hand, that are reachable for at least one possible hand configura-
tion. For a hand with n fingers, the workspace is Φ = φ1 ∪φ2 ∪ . . .∪φn, with φi
the workspace of the i-th finger. Note that there is no restriction on the part of
the hand that reaches a point in Φ, i.e. potential contact points with any part of
the finger are possible.
This work is centered on precision grasps, therefore only the points reachable
with the tips of the fingers must be considered, which defines the set Φft ⊂ Φ.
We are also interested in obtaining fingertip FC grasps, which leads to the
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definition of a new set of points Φfc ⊂ Φft reachable for the fingertips and
that potentially allow an FC grasp; Φfc = φfc,1 ∪ . . . ∪ φfc,n. In practice, φfc,i
can be obtained from φft,i by trimming the parts of the fingertip workspace re-
sulting from finger positions not useful for precision grasps. For this, the hand
configuration space is uniformly sampled, and the position of the fingertip re-
gion is computed via the direct kinematics of the hand. The FC condition can
be tested using the normals to the fingertips, a predefined coefficient of friction
μp, and a common coordinate system with its origin located at the centroid of
the considered fingertip points. The artificially imposed μp should be the max-
imal value expected for the applications of the real hand-object system. As an
example, Figure 3.4a shows for a Barrett hand [207] the set of reachable points
Φft for a patch defined on each fingertip. Figure 3.4b shows for the same hand
the set Φfc, computed with a friction coefficient of μp = 0.5.
Additional restrictions can be considered to further restrain the workspace of
the hand considered in the online stage. In particular, avoiding self-collisions is
a desirable property, although the workspace that guarantees no self-collisions
for the case of anthropomorphic hands would be so reduced that it renders this
consideration impractical [251]. For this work, the set Φfc is taken as the useful
portion of the hand workspace in case of hands with non-modular fingers. In
case of an anthropomorphic hand like the DLR Hand II [38] or the DLR-HIT
Hand II [124], Φft is used to restrict the capabilities of the hand as little as
possible (Figure 3.4c and 3.4d). This set is used for a fast check of reachability
for points on the object surface.
In [251], we presented a workspace representation of the robotic hand, which
provided all the points that each fingertip could reach for one predefined point
on its surface. The assumption of one contact point per fingertip was an over
simplification of the capabilities of the hand. In this work, we assume that the
fingers are not kinematically redundant, and the fingertip is approximated as a
sphere. The end of the kinematic chain is then the central point of the fingertip
sphere as shown in Figure 3.5.
To consider not only reachability of the grasp but also feasibility, the achievable
contact forces of the robotic hand must be taken into account. Those forces de-
pend on the joint configuration of the finger, i.e. they change within the hand
workspace, and additionally, on the direction of the normal at the desired con-
tact point. Figure 3.6b depicts two exemplary contact points and their max-
imal applicable forces (in yellow) for one joint configuration. Besides, these
forces need to be quickly obtained to guarantee that the grasp planning can be
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(a) (b) (c)
Figure 3.5.: The upper part of the fingertip of the DLR-HIT Hand showing the approximation with
a sphere (in green). The parts of the fingertip considered for grasping are shown in
black.
executed with a low computation time. This is realized by storing the solution
to the inverse kinematics for the finger, as detailed in the next paragraph.
3.4.2. Implementation Details
For a robotic manipulator, the representation of the regions where the Tool Cen-
ter Point (TCP) can be moved to is known as a reachability map [226]. It can be
computed as a grid in the 6D space (position and orientation) where each cell
has a binary value that indicates if it is reachable or not. The same approach is
used here to compute the reachable workspace for the fingers. The reachability
map for each finger is computed offline using a hybrid approach that combines
forward and inverse kinematics to obtain an accurate and structured descrip-
tion of the finger capabilities [166]. The finger configuration leading to each
point in space is also computed and stored for later use in the verification of di-
rectional reachability for the points on the object and to easily obtain the finger
pose leading to some particular goal contact point. With a high resolution of
the sampled grid, the finger joint configurations that reach the cartesian space
enclosed within one grid step are not significantly different.
The workspace of each finger of the DLR-HIT Hand II [124] is voxelized with
0.001 m voxel size which results in a bounding box including 573400 voxels,
where 438438 voxels are not reachable and 134962 voxels are reachable. For
the reachable voxels, the corresponding joint configurations are stored. Using
[166], the offline computation of the workspace takes about 6 min and has to be
calculated only once. The computation of the workspace can also be done by
sampling the possible joint configurations and storing each reachable voxel. It
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(a) (b)
Figure 3.6.: (a) Workspace of one finger of the DLR-HIT Hand II, shown with a particular joint angle
configuration. The workspace describes the reachable positions for the end of the for-
ward kinematics which is marked by the upper coordinate system. (b) The magnitudes
of forces that the finger can apply, even for the same joint configuration, may change
depending on the particular contact point and the direction of the required force. Two
exemplary contact points and their maximal applicable forces are shown here in yellow.
leads to the same result as using [166] but is computationally more expensive.
The reachable voxels are shown in grey for the thumb in Figure 3.6a. In the
shown workspace, the end of the forward kinematics is in the middle of the
sphere that represents the fingertip. The radius of the sphere is 0.011 m. The
approximation of the fingertip as a sphere is only valid for parts of the fingertip
as shown in Figure 3.5. We restrict the reachability to the black parts of the
fingertip.
This representation of the workspace is later used during the planning pro-
cess in order to quickly obtain the intersection between object and workspace,
i.e. the reachable points on the object surface, and the joint configurations of
the fingers that lead to those reachable points. This intersection is computed
with an enhanced version of the Voxmap-Pointshell (VPS) algorithm [181, 182].
The VPS is a haptic rendering algorithm providing fast responses to collision
queries even for arbitrarily complex scenarios. This is realized by using two
datastructures: voxmaps and pointshells as depicted in Figure 3.7a. Voxelmaps
are 3D grids in which each voxel stores a discrete distance value s ∈ Z to the
surface. Voxels on the surface layer have s = 0, voxels in the kth inner layer
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Figure 3.7.: (a) Datastructures of the Voxmap-Pointshell (VPS) algorithm. Object A is a voxmap
where the surface is represented as voxels with layer 0. Object B is represented as
pointshell depicted in blue. (b) Computation of the collision force generated by a single
colliding point.
s = k, and voxels in the kth outer layer have s = −k. Additionally, the scalar
voxelmap function V (p) yields the signed distance value of a point p in the
voxelmap. Pointshells are sets of points uniformly distributed on the surface
of the object; each point pi has additionally an inwards pointing normal vector
ni. The total collision force and torque (ftot, ttot) for each colliding object-pair
is computed as the sum of all collision forces and torques (fi, ti) generated by
colliding points pi (Figure 3.7b).
Points are colliding if s ≥ 0, and their normal vectors ni are weighted by their
penetration in the voxelmap V (pi), resulting in the collision force fi. Torques ti
generated by colliding points are the cross product between forces fi and point
coordinates pi, all magnitudes expressed in the pointshell frame, with its origin
in the center of mass. A detailed description of the use of the VPS during the
grasp planning is given in the next sections.
3.5. Reachable Independent Contact Regions
The algorithm of Roa et al. [172], presented in Section 3.3, is a search for con-
tact regions independent of a robotic hand. Hence, the contact points are com-
puted in order to fulfill force closure but they might not be reachable by a real
robotic hand. This section considers the problem of computing contact regions
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(a) (b) (c) (d)
Figure 3.8.: Process to find rICRs on the object: (a) Reachable regions for the fingertips on the object
surface (b) Initial FC grasp on the object (c) rICRs on the object (d) Goal contact points
and a corresponding hand configuration to provide a robust FC grasp.
that can be reached by a robotic hand for the application in a shared auton-
omy setup. Computing optimal contact regions requires more computational
power and has been tackled in [46, 252]. Figure 3.8 schematically describes the
complete approach. First, reachable points on the object surface are computed
using a given hand (palm) pose relative to the object and a representation of
the hand workspace. Then, a first force closure (FC) grasp on the object is ob-
tained among the reachable points. This initial FC grasp serves as the basis to
expand the reachable independent contact regions (rICRs) on the object surface.
Finally, goal contact points inside the rICRs are chosen, to decide the best finger
configuration for obtaining a robust grasp on the object.
This computation of rICRs is realized in an offline and an online stage. The
offline stage was presented in the previous section and deals with the compu-
tation of a suitable hand workspace Φ that describes the configurations of the
robotic hand that will potentially lead to good grasps. The online stage looks
for the intersection between the workspace Φ and the set P of points describing
the object boundary, and uses this information for the computation of rICRs on
the object.
3.5.1. Algorithm
The online computation of rICRs requires, like the computation of IRCs, a set P
of points describing the object surface, and a friction coefficient μ that estimates
the friction between the fingertips and the object. Additionally, a hand pose
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(position and orientation) relative to the object is used as an input. The search
for an initial FC grasp is described as well in this section.
The basis for the rICRs are the reachable points for each fingertip on the object.
They are computed as the intersection ψi between the useful workspace of the
finger and the point cloud of the object, i.e. ψi = φfc,i ∩ P . A detailed de-
scription of the positional and directional reachability verification is provided
in Section 3.5.2. The point gi ∈ ψi closest to each fingertip is computed and
these points are used to form an initial grasp Cinit. The FC property on this
initial guess is tested via a simplified ray-shooting test [232] which provides a
fast answer to the query. If Cinit is not FC, a search is performed for one con-
tact point at a time to try and relocate it inside its corresponding set ψi to get
an FC grasp with the remaining n − 1 contact points, following the algorithm
proposed in [172]. Algorithm 3 summarizes the procedure.
If ψ = {ψ1, . . . , ψn} is empty (i.e. there are no reachable points for the current
hand configuration), if there is only one finger with a non-empty ψi, or if no
initial FC grasp is found, then the relative hand pose will not provide rICRs.
Algorithm 3: Search for an initial FC grasp
Given:
• set of points P describing the object surface
• suitable subset Φ of the hand workspace
Output: ψ = {ψ1, . . . , ψn}, Cinit
1 foreach Finger i do
2 Compute ψi ← φi ∩ P ;
3 if ψi = ∅ then
4 Compute closest point pi in P ; /* pi is not reachable and
is not considered for Cinit */
5 else
6 Compute closest point gi in ψi;
7 Form the initial grasp Cinit = {g1, . . . ,gl}, and obtain the set Winit of
primitive wrenches ; /* Cinit must contain at least l = 2
reachable points */
8 Check force closure ; /* Uses a ray-shooting test, [232] */
9 while Cinit is not FC do
10 look for a new grasp Cinit, changing a contact point gi ∈ ψi at a time ;
/* Uses algorithm from [172] */
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In some particular applications, like using rICRs as a visual help in telema-
nipulation for grasping known objects (as in Section 5.4, [243]) the closest, but
not reachable, points pi to each fingertip (Line 4 in Algorithm 3) are then used
as an initial guess to find the closest FC grasp (following again the algorithm
in [172]), to provide it as a suggestion for the user so that the hand posture can
be adapted to try to reach those points.
If an initial FC grasp Cinit is found with Algorithm 3, the contact regions are
computed using Algorithm 4. To guarantee reachable ICRs, the breadth-first
search in the neighboring surface points of Cinit (Line 13 in Algorithm 1) is al-
tered. Every new point pv potentially belonging to ICRi needs to be among
the set of reachable points ψi.
Algorithm 4: Computation of reachable ICRs and a goal grasp Cgoal
Given:
• set of points P describing the object surface and corresponding
wrenches Wi from the linearized friction cones
• friction coefficient μ
• ratio α for a minimum grasp quality εmin = αε for all grasps contained
in the ICRs
Output: rICR = {rICR1, . . . , rICRn}, Cgoal = {p1, . . . ,pn}
1 Obtain reachable points ψ and an initial force closure grasp
Cinit = {g1, . . . ,gn}; // Algorithm 3
2 Winit ← {Winit,1 ∪ . . . ∪Winit,n};
3 Obtain CH(Winit) and grasp quality ε;
4 foreach contact point gi do
5 Get K and K‖i ;
6 Create a queue Q and enqueue gi;
7 while Q is not empty do
8 pt ← Q.dequeue();
9 if inclusionTest(pt, K‖i ); // Algorithm 2
10 then
11 rICRi ← pt;
12 forall the points pv neighbor of pt do
13 if (pv is not marked) and (pv ∈ ψi) then
14 Mark pv ;
15 Enqueue pv into Q;
16 Compute the goal contact points Cgoal
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As a last step for grasping, goal contact points Cgoal need to be chosen within
the computed rICRs. Different criteria can be used here, for instance, selecting
the points that provide maximum grasp quality, the centroid of each rICR, or
contact points that lead to finger joint configurations as far from singularities
as possible. A primary goal is to avoid collisions between the fingers while
reaching the goal contact points. Hence, a collision free path from initial fin-
ger joint angles to a final configuration somewhere in the rICRs would be ide-
ally planned. Instead of this computationally expensive step, two checks are
performed to limit the probability of collision. First, potential intersections be-
tween the computed rICRs are verified. If there is some overlapping between
a pair of rICRs, the points lying in the intersection are divided between the
two conflicting rICRs to create disjoint sets. Then, the centroid of each disjoint
rICR is chosen as goal contact point, to increase the likeliness of the real con-
tact points being within the computed contact region despite positioning errors
(due, for instance, to errors in the forward kinematics of the hand, or on the ob-
ject location with respect to the hand). The finger joint angles are obtained to
place the fingers at these contact points (Section 3.4) and a collision check be-
tween the fingertips is performed. If the fingers collide, the goal contact points
are moved away from each other to avoid collision.
Finally, note that there is no explicit mention of a particular contact model (fric-
tionless grasp, punctual frictional grasp or soft finger contacts [144]), which
influences how the primitive wrenches in W are computed. As the rICR ap-
proach works directly on the wrench space (i.e. it only considers the set W
of primitive contact wrenches for the computation), it is general enough to be
used with any contact model. The overall algorithm is summarized in Algo-
rithm 4.
Complexity
The computation of the initial FC grasp uses a simplified ray-shooting
approach [232] which provides a fast boolean answer by solving an LP prob-
lem. The computation of the convex hull CH(Winit) in Step 2 of Algorithm 4
uses the Qhull-package [12]. For a 6-dimensional input, it has a complexity
of O((nv · m)3/6) where nv is the number of contact points whose associated
m primitive wrenches form the vertices of CH(Winit). Regarding the breadth-
first-search required to build the rICRs, since each neighbor for each contact i
is inspected, the complexity is O(Nr,i · n), with Nr,i the total number of points
63
3. Online Grasp Planning
inside the corresponding reachable region ψi. Hence, the overall complexity is
O(((nv ·m)3/6) +Nr · n).
3.5.2. Implementation Details
One of the critical parts for the implementation of rICRs is precisely the compu-
tation of the sets ψ of reachable points on the object surface, resulting from the
intersection of the finger workspaces with the object (Step 1 in Algorithm 4).
In the rICRs implementation, the pointshell for the VPS algorithm corresponds
to the set P of points on the object boundary (Figure 3.9a). The voxmap is the
finger workspace, computed as described in Section 3.4.2. The outcome of the
VPS algorithm includes the sets ψi of intersecting points on the object, and the
corresponding colliding voxels.
As the voxmap index indicates the finger joint configuration that leads to the
middle of the fingertip being on the object surface, the correct voxel is found
by moving backwards, following the negative direction of the surface normal,
with a distance equal to the radius of the fingertip (Figure 3.9b). If the new
point results in a voxel that is outside of the finger workspace, the point on the
object surface is discarded.
This initial result accounts for positional reachability, i.e. the intersecting points
are within the workspace of the finger. However, an additional test must be
(a) (b)
Figure 3.9.: (a) The object is represented as a pointshell (blue points and surface normals) and the
workspace of the finger is represented as a voxmap (grey grid). The colliding pointshell
points are depicted in red, and the shaded boxes show the colliding voxels on the sur-
face of the object (b) Obtaining the correct voxel (shaded red) that leads to the fingertip
being on the object surface. In cyan: the fingertip represented as a sphere.
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performed to verify the directional reachability, which guarantees that the fin-
gertip can apply forces within the friction cone at the possible contact points.
To verify this condition, the fingertip normal at each potential contact point pi
is computed using the stored finger configuration at the corresponding voxel.
Then, the angle θ between the fingertip normal and the corresponding surface
normal at the contact point pi is computed, and the point is also considered
reachable in direction if θ ≤ 2 atan(μ). An area of possible contact points on the
spherical fingertip can also be considered for this reachability verification.
The VPS algorithm is additionally used to compute the closest point on the
object with respect to each fingertip (Line 4 in Algorithm 3) and to check for
the collision of the fingertips in the goal configuration of the hand. For this
purpose, the last link of each finger is voxelized offline. The voxmap size is
artificially increased by expanding the outer layer of voxels, i.e. creating a
distance field around the fingertips. Checking the collision of the pointshell of
the object with these layers allows a fast detection of the closest point on the
object.
3.5.3. Evaluation
The proposed approach was implemented using Matlab/Simulink and C++.
Computational times were evaluated on a standard Linux computer with an
Intel Xeon CPU E5-1620 v2 processor running at 3.7 Ghz. The calculation
of rICRs is analyzed for the two most time-consuming parts: computation of
reachable points on the object surface, and calculation of the contact regions.
The computation of reachable points is executed in parallel using a separate
thread for each finger. Therefore, this calculation time mainly depends on the
number N of points in the set Ω. The influence of the computation of reachable
points is analyzed by choosing a fixed pose for the DLR-HIT Hand II [124] rel-
ative to an industrial object, as illustrated in Figure 3.10a, where the workspace
of the thumb in shown in green. Different resolutions for discretization of the
object are used, with N ∈ {3104, 4564, 6606, 10733, 18350}, which correspond
to a point every 3.5, 2, 2.5, 2, and 1.5 mm on the object surface, respectively.
Additionally, the size of the region on the fingertip that is allowed to contact
the object is changed, to provide different numbers of reachable points. Fig-
ure 3.11 shows the computational time required to find reachable points on the
object surface under these conditions; the figure shows the result of 1000 trials,
and mean and standard deviation are plotted in the graph. The time depends
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(a) (b) (c)
Figure 3.10.: Setup for the evaluation of the computation of reachable points: a) Fixed hand pose of
the DLR-HIT Hand II relative to the object. The workspace of the thumb is displayed
in green; b) Object discretized with N = 3104 points (a point every 3.5 mm) showing
both the mesh and the surface points; c) Object discretized with N = 18350 points (a
point every 1.5 mm).


























Figure 3.11.: Computational time. The colors correspond to the number N of points that discretize
the object.
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Figure 3.12.: Evaluation of the computation of rICRs using: a) 4-finger grasp; b) 5-finger grasp. The
number m of sides to approximate the friction cone changes between 3 and 6.
mainly on the discretization level of the object, as it defines the total number of
points that VPS must process in one query. The response time for reachability
queries is under about 2 ms, even for objects with a dense point cloud.
The main factors influencing the calculation of rICRs are the number of fingers
with reachable points (it could happen that not all the finger workspaces in-
tersect the object, i.e. some ψi = ∅), the overall number of reachable points Nr
in ψ, and the number m of sides that approximate the friction cone. Figure 3.12a
and 3.12b show how the computational time changes for 4- and 5-finger grasps
with respect to Nr. Clearly, the larger the number of points that the algorithm
has to process, the higher the computational time. The curves do not increase
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monotonically, since the final time required to compute the rICRs depends also
on the particular distribution of wrenches in the wrench space. Note that the
complexity of the real object described with the set Ω has no influence on the
computational times, as the proposed approach deals only with the point co-
ordinates and the corresponding normals. Also, the figure shows the influence
of the number m of sides for the approximated friction cone. Choosing a low
m provides a very rough approximation to the friction cone, but significantly
speeds up the computation; for instance, for the same number of reachable
points, the computation with m = 3 is up to 4 times faster than with m = 6.
The influence of m decreases in importance for a higher number of reachable
points; for the figure, with the highest number of reachable points the gain in
speed using m = 3 with respect to m = 6 is of 2X. For practical purposes, there
must be a trade-off between computational time and precision required for the
resultant rICR.
3.6. Feasible Independent Contact Regions
In this section, we present a method to plan both contact points and contact
forces simultaneously. The approach is based on a ray-shooting approach pre-
sented by Zheng [231], which is introduced in Section 3.6.1.
First, we generalize the ray-shooting algorithm of [231] to consider the achiev-
able forces by the robotic fingers. Thus, we overcome the limitation of assum-
ing normalized contact forces. Additionally, contact forces can be computed
such that they lie within the friction cone and not only on its boundary. The
achievable forces are the contact forces that the finger can apply within the fric-
tion cone on the object surface given its joint angle configuration and taking the
torque limits into account. Hence, these forces reflect the physical limitations of
the robotic hand. Given the direction of an external disturbance wrench, for ex-
ample the direction of gravity, the algorithm presented is used to calculate the
maximum magnitude of the wrench that can be counteracted by the grasp with
the robotic hand. That means, for example the maximum weight of the object
can be computed and also updated during the execution of a task. This allows
the robot to predict grasp failures due to movements of the grasped object, or to
define online the limitations of manipulation actions on the grasped object. We
also give a simple 2D example comparing the results of the proposed algorithm
with the algorithm of [231].
68
3.6. Feasible Independent Contact Regions
Second, an algorithm to find a grasp within the reachable ICRs, which can best
counteract a given disturbance wrench, is presented in Section 3.6.3. This al-
lows us to plan contact points combined with contact forces and thus, select
the grasp where the fingers can apply the maximal contact force in their current
configuration. Similar to the calculation of rICRs, the algorithm is separated in
an offline and an online stage, where the offline process includes the computa-
tion of the workspace of the robotic hand as previously described in Section 3.4.
This workspace is then used online to obtain the physically achievable forces of
the robotic hand at each potential contact point as shown in Section 3.6.2. Then,
a local optimization finds the most suitable grasp. Finally, both algorithms are
evaluated in Section 3.6.4.
3.6.1. Planning of Contact Forces
Zheng [231] presented a very efficient ray shooting algorithm to determine the
intersection point of a ray with the convex hull of a compact convex set. He uses
the duality between the convex hull of a finite number of points (e.g. CH(W ))
and a convex polyhedron (the intersection of a finite number of halfspaces)
to calculate an improved grasp quality based on W without computing the
Minkowski sum explicitely and to solve the grasp force optimization problem
for one specified grasp [231]. As the algorithm forms the basis for the approach
proposed in this section, we provide a short introduction here; additional de-
tails can be found in [231]. First, we define the ray-shooting problem and the
duality between a convex hull and a convex polyhedron.
Ray-shooting problem [126]: Let B be a given set of points bi ∈ Rm and as-
sume that the convex hull CH(B) contains the origin. Given a ray
R = {λr, λ ≥ 0} (3.9)
emanating from the origin, find the facet of CH(B) that is intersected by R at
the intersection point s. In Figure 3.13, the set B and its convex hull are shown
in black, the ray R in red.
Duality [126]: If the convex hull CH(B) contains the origin, it can be du-
ally transformed to a convex polyhedron CP (B). That means, there exists a
reversible transformation T that maps the point bi ∈ Rm to the hyperplane
H(bi):
H(bi) : bi · x = bi1x1 + . . .+ bimxm = 1. (3.10)
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Figure 3.13.: Duality between a convex hull and a convex polyhedron: the set B and its convex hull
CH(B) are shown in black, the ray R in red. The dual polyhedron CP (B) is the area
shaded in grey, the hyperplanes H(bi) are depicted in green.
The polyhedron CP (B) is then bounded by hyperplanes and is described by
CP (B) : bTi x ≤ 1 ∀ bi ∈ B. (3.11)
In Figure 3.13, CP (B) is the area shaded in grey, the hyperplanes H(bi) are de-
picted in green. The ray-shooting problem can be reformulated to finding the
hyperplane H(s) : sTx = 1. The corresponding point in CH(B) is the intersec-
tion point s between ray R and the facet of CH(B) (as shown in Figure 3.13).
The duality between CH(B) and CP (B) is used in two places in Zheng’s al-
gorithm [231]: to determine the normal of a facet and for the termination cri-
terium. The algorithm is an iterative search for the points on the boundary of
CH(B) that form a facet which is intersected by the ray and the intersection
point is furthermost from the origin. The algorithm is visualized in Figure 3.14
and summarized in Algorithm 5. It starts with an initial set V that consists of
m+ 1 points w0, . . . ,wm whose convex hull forms a simplex and contains the
origin. That guarantees that there is a facet of the convex hull of V that inter-
sects with the ray. A facet is described as Aj = [w0, . . .wj−1,wj+1, . . . ,wm].
Furthermore, the point r can be described as a convex combination of the edge
points of the facet Aj , such that cj = A−1j r. The ray intersects with the facet if

























Figure 3.14.: Ray shooting algorithm proposed by Zheng [231]. The colors mark the iterations k
towards the intersection point s. In each iteration the normal uk defines the search
direction used to find ŵk+1.
Algorithm 5: Ray shooting algorithm according to [231]
Given: Ray R through r and sets W1,W2, . . . ,Wn
Output: Intersection point s between the ray R and the convex hull of
WL∞ based on normalized contact forces
1 Form initial set V ;
2 repeat
3 j = 0;
4 repeat
5 j = j + 1;
6 Aj = [w0, . . .wj−1,wj+1, . . . ,wm];
7 cj = A
−1
j r;
8 until min(cj) ≥ 0;
9 remove the jth point from V ;
10 compute the normal of the facet Aj (Eq. (3.14));
11 add ŵ to V as its last point ( Eq. (3.18)-(3.24) );




Note that the norm of the intersection point s, Eq. (3.12), gives the maximum
magnitude of the normalized disturbance wrench that the grasp can counteract,
assuming that the contact force at each finger has a maximal normal force of
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one as defined by Eq. (3.2). Each of the points in Aj can be transformed to a
hyperplane according to Eq. (3.10):
wTj uj = 1. (3.13)
Stacking the equations for all points in Aj , the normal of the facet uj is com-
puted as
ATj uj = [1, 1, . . . , 1]
T ⇒ uj = (ATj )−11. (3.14)
This normal is used as search direction to find a new point ŵ in W that has the
largest projection ûW of the convex set W in direction u ∈ Rm. For that, [231]
defines a function hW :
hW (u) = ûW = max
w∈W
(uTw). (3.15)
The vector causing the maximal projection is ŵ ∈ W such that ûW = uT ŵ.
Points w that are on the plane described by the normal u result in hW (u) = 1,
points that are further from the origin result in hW (u) > 1. The point ŵ is
added to the set V as its last point and replaces the previous jth point in the set.
The procedure is repeated until ûW − 1 = uT ŵ − 1 < ε. Then, the algorithm
stops as the new point is on the plane described by the normal u (within the
termination tolerance ε).
As computing W might be computationally expensive, we use the following
Lemma to determine ûW and its corresponding ŵ.
Lemma 1 The Minkowski sum of finitely many polytopes is the convex hull of
the sum of its extreme points [155].
Therefore, the value ûW of the maximum projection in a certain direction in the
convex set W can be calculated as the maximum of the Minkowski sum of its
subsets W1,W2, . . . ,Wn. We define a set vu that holds all combinations of ûi
and a set vw that holds all combinations of ŵi:
vu =
{





ûW1 , ûW2 , . . . , ûWn ,
ûW1 + ûW2 , . . . , ûW1 + ûWn , . . .
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The maximum projection ûW is found as
ûW = max(vu). (3.18)
Now, ûW = vu(l) holds, and the index l is used to get the corresponding vec-
tor ŵ:
ŵ = vw(l). (3.19)
Given a search direction uj , the calculation of ŵi and ûWi is given in the fol-
lowing equations for the PCwF model; other contact models can be also used
[230]. First, uj is transformed into the coordinate system of the contact point
fi = G
T
i · uj . (3.20)
According to Eq. (3.2), the maximum projection ûi of fi onto the boundary of






ûi = fi,1 + hT (3.22)
with the corresponding vector




This vector always lies on the boundary of the friction. Finally, the force is
transformed to the object coordinate system
ŵi = Gi · f̂i. (3.24)
The overall maximum projection û and its wrench vector ŵ are calculated using
Eq. (3.18) and (3.19).
3.6.2. Computation of Physically Achievable Contact Forces
In this section, the ray-shooting algorithm is generalized such that it can in-
clude physically achievable contact forces taking into account the torque limits
of the robotic hand. Hence, a realistic maximum magnitude of the disturbance
wrench can be computed by detecting the intersection point of the expected di-
rection of wrench perturbation with the boundary of the convex hull of WL∞ .
The mapping defined in [231] (Eq. (3.20)-(3.24)) gets the maximum projection
of a direction u onto a force in the friction cone. Assuming that all forces in the
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(a) (b)
Figure 3.15.: (a) Sampled friction cone with 21 samples. (b) Three rings of friction cones with fric-
tion coefficients μ1 = 0.1, μ2 = 0.2, μ3 = 0.3.
friction cone have the same magnitude (i.e. one), this force always lies on the
boundary of the friction cone. In realistic friction cones, the magnitudes of the
forces might change and the maximum projection of u might now lie within
the friction cone. There are several methods to obtain forces within the friction
cone, e.g. sampling the friction cone as shown in Figure 3.15a or creating rings
of cones within the original friction cone as shown in Figure 3.15b. Sampling
has the disadvantage that many samples are needed which negatively affects
the computation time of the algorithm. In the following, we use rings of cones
to approximate the structure of a friction cone: The friction cone is divided into
k friction cones with μk their corresponding friction coefficient. It holds 0 <
μk ≤ μ. For each cone k and each contact point i, the maximum projection ûi,k
and the vector f̂i,k with the maximal projection in direction u are calculated
fi = G
T






û′i,k = fi,1 + hT (3.27)




kfi,3)/hT , 0]. (3.28)
The force f̂i,k lies on the boundary of each normalized friction cone k. There-
fore, the magnitude ηi,k of this force needs to be computed according to the
achievable force on this contact point i.
In this section, the corresponding joint configuration qi for the contact point on
the object surface is given. Hence, for each finger i, the joint torques needed to
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apply a force fi can be calculated with the corresponding body Jaco-
bian Ji(qi) [168]:
τ i = Ji(qi)
T · fi. (3.29)
The fi marks a force described in the finger base coordinate system. The maxi-
mal magnitude ηi of the force fi is obtained by scaling the linear equation such
that at least one entry of τ ′i is equal to the corresponding torque limit (τ i is the
vector of joint torques for finger i):




The maximal magnitude ηi is then the magnitude of the scaled force along the
normal direction, i.e. ηi = a · fi(1).




f̂i,k = ηi,k f̂
′
i,k. (3.32)





Formally, the new Algorithm 6 is similar to Algorithm 5, but due to Eq. (3.32)
the magnitude of the contact force is shaped according to the physically achiev-
able forces of the finger, without the linearization of the friction cone.
Example
In the following, we discuss a simple 2D example to show the influence of
non-normalized forces on grasp force optimization. An ellipse is grasped with
two fingers, the contacts are modeled as point contacts with friction (Fig-
ure 3.16a). The border of the friction cone (friction coefficient μ = 0.4) is dis-
played in red in all figures. The direction of gravity is in negative y-direction:
g = [0,−1] (in pink). Blue marks the contact forces to lift the object with the
calculated maximal weight.
We compare the calculated contact forces using 1) the original mapping by [231]
(Eq. (3.18)-(3.24)) and 2) the presented mapping where scaled forces are ap-
proximated with rings of friction cones (Eq. (3.25)-(3.32)).
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Algorithm 6: Ray shooting algorithm taking into account physically
achievable forces
Given: Ray R through r and sets W1,W2, . . . ,Wn
Output: Intersection point s between the ray R and the convex hull of WL∞
using physically achievable forces
1 Form initial set V ;
2 repeat
3 j = 0;
4 repeat
5 j = j + 1;
6 Aj = [w0, . . .wj−1,wj+1, . . . ,wm];
7 cj = A
−1
j r;
8 until min(cj) ≥ 0;
9 remove the jth point from V ;
10 uj = A
−T
j · [1, 1, . . . , 1]T ;
11 foreach friction cone k do
12 shape the wrench sets (Eq. (3.25)-(3.32));
13 calculate the maximal projections ûi (Eq. (3.33));
14 get ŵ (Eq. (3.18), (3.19));
15 add ŵ to V as its last point;
16 until û− 1 ≤ ε;










Figure 3.16.: (a) 2D example: an ellipse is grasped with two fingers. The border of the friction cone
is displayed in red, the direction of gravity in pink. Particular contact forces within
the friction cone with a normal component of 1 are shown in green. (b) Standard
assumption: the normal component of the contact forces within the friction cone is
normalized to one. (c) and (d) examples of physically achievable friction cones. The
magnitude of the contact forces changes depending on the configuration of the robotic
finger.
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Figure 3.17.: Mapping: Original ray-shooting algorithm by [231], the resulting contact forces lie on
the border of the friction cones. (a) The allowed contact forces are normalized. The
maximal weight of the object is 0.08 kg. (b) The normalized contact forces are scaled
by 1.5. The maximal weight of the object is 0.12 kg. Scaling of the normalized contact
forces does not change the direction of the resulting contact forces.
The original mapping allows only primitive contact forces at the boundary of
the friction cone. Forces within the friction cone (depicted in green in Fig-
ure 3.17a) are only implicitely considered assuming that all forces have a nor-
mal component of one. Scaling these forces does not change the direction of the
resulting contact force.
The next mapping function deals with non-normalized friction cones as shown
in Figure 3.16c–d. Assume that the achievable contact forces for the chosen
contact points on the ellipse are shaped according to Figure 3.18a. This shape
is approximated with four friction cones (red, blue, orange, and green in Fig-
ure 3.18b). As the scaling of the contact forces is only dependent on the pro-
jected direction within the friction cone (Eq. (3.32)), the borders of the friction
cones are scaled differently. One can see in Figure 3.18c, that the resulting con-
tact forces move towards the center of the friction cone where the magnitude
of possible contact forces is higher. With this mapping, we allow contact forces
to be inside of the friction cone and not only at its border.
3.6.3. Optimal Grasp
In the previous section, we discussed the computation of a realistic magni-
tude of the disturbance wrench that one grasp can resist without exceeding the
torque limits of the hand. This section defines an algorithm to find an optimal
grasp Gopt within a set of possible force closure grasps G, such that the fingers
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Figure 3.18.: Mapping: rings of friction cones. (a) The magnitudes of the achievable forces in the
friction cone. (b) The friction cone is approximated with four friction cones with dif-
ferent magnitudes of contact forces. (c) The resulting contact force is now within the
friction cone where the magnitude of possible contact forces is higher. The maximal
weight of the object is 0.032 kg.
can counteract the largest possible perturbation along a given direction for the
external wrench wext without exceeding their torque limits.
The set of possible force closure grasps can be obtained for example by com-
puting reachable independent contact regions (rICRs in Section 3.5 and [251]).
Reachability of the ICRs is guaranteed when the workspace of the hand is in-
cluded in the computational loop [251]. However, those regions indicate reach-
able force closure grasps but do not provide any relation to the maximum ex-
ternal load that can be resisted, as the computation relies on normalized contact
forces. Other grasp planning algorithms that provide sets of reachable contact
points that guarantee force closure grasps are applicable as well.
The set of force closure grasps G consists of p grasps: Gk ∈ G, k ∈
{
1, . . . , p
}
.
Each grasp corresponds to a set of contact points and forces with n contact
points. The set of possible contact wrenches for the grasp Gk is defined as
W k = W k1 ⊕W k2 ⊕ . . .⊕W kn .
The goal of the algorithm is to find the grasp Gopt that can counteract the largest
possible perturbation without explicitly computing the largest perturbation for
all grasps. We start with an initial grasp G0 ∈ G and compute the intersection
point between the ray R and the convex hull of W 0 using Algorithm 6. The
normal u of the facet intersecting with R is used to search for the next grasp
Gk+1 ∈ G and its intersection point with R. The next grasp Gk+1 is chosen
based on the maximum projection û and its corresponding new point ŵ. For
that, we use Lemma 1: the value of the maximum projection û can be calculated
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Figure 3.19.: Algorithm to find the optimal grasp Gopt. Grasp G0 is a randomly chosen initial grasp
(shown in orange). In each iteration k, the intersection point sk is found using Algo-
rithm 6. The normal uk of the facet intersection with the ray R is used to find the next
grasp Gk+1.
as the maximum of the Minkowski sum of the maximal projections ûi for each
finger i (similar to Eq. (3.18)):
û = max(û1 ⊕ û2 ⊕ . . .⊕ ûn). (3.34)
Assume that finger i has pi possible contact points within its reachable contact
region, each one with corresponding primitive sets W 1i , . . . ,W
pi
i . Similar to
Eq. (3.18), the maximum projection ûi is found using a set vu,i:
ûi = max(vu,i) = vu,i(li). (3.35)
As a valid grasp has only one contact point per finger, the set vu,i is defined as










The contact point for finger i is chosen according to the index li. The grasp
Gk+1 is then defined by the indices of the contact points l1, . . . , ln. The change
between grasps is depicted in Figure 3.19.
Suppose, uk+1 points in a similar direction as uk, then the same grasp is found
again but it does not mean that this grasp can counteract the maximum external
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force. To avoid that the same grasp is checked several times, we keep track of
the grasps. If the grasp had already been selected, we choose a random grasp
for the next iteration.
In contrast to Algorithm 6, we cannot use the duality to find a stopping cri-
terium. With duality we can check if the new point ŵk+1 is on the same dual
plane as the intersection point of the previous grasp. If that is the case, û = 1,
but that has no relation to the distance of the intersection point. Instead, we use
the distance of the intersection point as stopping criterium. As [231] pointed
out, this does not guarantee the overall maximum distance of the intersection
point but only a local minimum.
The complete algorithm is summarized in Algorithm 7.
Algorithm 7: Find an optimal grasp Gopt that can best resist a given
wrench
Given: Ray R through r, a set of force closure grasps G, sets W1,W2, . . . ,Wl,
and the external wrench direction.
Output: An optimal grasp Gopt described by contact points and contact forces.
1 Choose random grasp G0 ∈ G;
2 k = 0;
3 repeat
4 dold = dglobal;
5 add Gk to the visited grasps U ;
6 get G and J that correspond to Gk;
7 get V k and r/
∑
j(cj) by computing Algorithm 6;
8 d = [d, r/
∑
j(cj)];
9 dglobal = max(d);
10 Find new grasp Gk+1 (see Eq. (3.35));
11 if Gk+1 ∈ U then
12 choose random contact points for Gk+1;
13 k = k + 1;
14 until |dglobal − dold| < ε;
15 return Gk, V k, dglobal
3.6.4. Evaluation
We evaluate the algorithm using the DLR-HIT Hand II [124] as robotic hand.
It is a five-fingered, anthropomorphic hand with modular fingers. Each finger
has three degrees of freedom and all joints have the same motors and torque
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limits of τmin = −1 Nm and τmax = 1 Nm. A particularity of the anthropomor-
phic design is the opposing thumb that leads to an asymmetric distribution of
possible contact forces. During grasping, the thumb needs to counteract the
forces of all other fingers, the external wrench, and guarantee a firm grasp on
the object. Therefore, it is often the critical finger for a stable grasp.
For all experiments, the external wrench represents the gravity force of the ob-
ject wext = mo · 9.81m/s2 · g, where mo is the weight of the object and g the
normalized direction of gravity. Note that the computation of the rICRs does
not depend on g. The contact regions only depend on the relative pose between
hand and object.
The given computation times are based on a implementation using Matlab/Si-
mulink and run on a standard Linux computer with an Intel(R) Xeon(R) CPU
E5 - 1620 v2 processor running at 3.7GHz.
In a first experiment, we compute the achievable contact forces using Algo-
rithm 6 given one grasp to show the influence of the torque limits of the robotic
hand on the computed contact forces. Then, Algorithm 7 is evaluated show-
ing the advantage of simultaneous computation of contact points and contact
forces. By choosing appropriate contact points, lifting an object becomes feasi-
ble despite the limiting strength of the finger motors.
Evaluation of Algorithm 6
As a first evaluation of the algorithm, we show the dependency of the com-
putation time on the number of iterations, rings of friction cones, and on the
number of fingers that form the grasp. We compare five different grasps where
the contact forces are computed using Zheng’s algorithm (Algorithm 5) and the
new algorithm (Algorithm 6) with one, two, and three rings of friction cones.
For each grasp, the contact forces are calculated 2000 times and mean and stan-
dard deviation of the computation times are given. Figure 3.20 summarizes
the results, where red diamonds correspond to Algorithm 5, and black squares,
green crosses, and blue circles represent Algorithm 6 with one, two, and three
rings of friction cones. In general, the computation time rises with the number
of iterations that is needed to converge to the result. This number is neither
dependent on the number of fingers that form the grasp nor on the number of
rings of friction cones. It rather depends on the shape of the convex hull which
cannot be estimated prior to the computation. Also, the computation times of
Zheng’s algorithm are always slightly smaller than with the new algorithm.
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Figure 3.20.: Computation times, sorted by the number of iterations. Red diamonds: using the
Zheng’s mapping, black squares: one ring of friction cones, green crosses: two rings
of friction cones, blue circles: three rings of friction cones (a) grasp with four fingers
(b) grasp with five fingers
This results from additional computations like the Jacobian and the varying
number of rings of friction cones. As can be seen in Figure 3.20b, the computa-
tion times can rise above 10 ms if the number of iterations is very high.
To analyze the computation times in detail, Figure 3.21 shows the computation
time per iteration for the same 40 grasps that are shown in Figure 3.20. This
time, the dependency of the computation time per iteration on the number of
rings of friction cones is shown more clearly. The more rings, the higher the
time starting from Zheng’s mapping which stays below 0.1 ms per iteration up
to three rings of friction cones which reach an average computation time of
below 0.14 ms.
Given one grasp with five contact points on a box, as shown in Figure 3.22a,
we evaluate the computation of achievable contact forces. The box to grasp
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Figure 3.21.: Computation times per iteration, sorted by the number of friction cones. Red dia-
monds: using the Zheng’s mapping, black squares: one ring of friction cones, green
crosses: two rings of friction cones, blue circles: three rings of friction cones (a) grasp
with four fingers (b) grasp with five fingers
weighs mo = 0.5 kg =̂ ‖wext‖ = 4.91 N. The direction of gravity is indicated
with the pink arrow. Figure 3.22b shows the contact forces computed using Al-
gorithm 5, assuming that the maximum contact force is normalized to 1 N. The
calculated maximum force that the grasp can counteract is then 0.96 N. Note
that the contact forces of the middle and the ring fingers are close to zero as
they are not needed to counteract the external wrench. Figure 3.22b shows the
contact forces for the physically achievable contact forces of the robotic finger.
They are computed using Algorithm 6 with a friction coefficient of μ = 0.5 and
three inner friction cones. The display of the force arrows is downscaled with
a factor of 0.2 due to space restrictions. The realistic maximum force that the
hand can counteract is 7.70 N. Compared to Zheng’s algorithm, the direction
of the achievable contact forces moves towards the middle of the friction cone
from 0.32 ◦ for the thumb to 0.001 ◦ for the pinky.
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(a) (b) (c) Display of force arrows down-
scaled with factor 0.2.
(d) (e) (f) (g)
Figure 3.22.: (a) Given grasp on a box. The direction of the gravity force g is shown in pink. (b)
Using normalized contact forces of maximal 1 N, the maximum weight of the object
can be 0.96 N. (c) Using the physically achievable forces of the robotic fingers, the
maximal weight of the object is 7.70 N. (d) Rotation angle 90 ◦, maximal weight 2.49 N
(e) Rotation angle 45 ◦, maximal weight 3.16 N (f) Rotation angle -45 ◦, maximal weight
19.44 N (g) Rotation angle -90 ◦, maximal weight 25.62 N
The computation of achievable contact forces allows monitoring the realistic
maximum weight that the hand can counteract and its importance becomes
obvious when the object is rotated, as shown in Figure 3.22d–g. The contact
points and the hand pose relative to the object stay the same as in Figure 3.22a.
During a positive rotation around the z-axis of the robotic hand, the weight
of the object has to be counteracted mostly by the thumb. Its torque limits
are the bottleneck for the maximum weight that can be counteracted and the
magnitude of the external wrench decreases to 2.49 N for a rotation angle of
90 ◦ (Figure 3.22d). If the object is rotated -90 ◦, the weight can be counteracted
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all combinations of grasps
Figure 3.23.: Computation time of Algorithm 7 (green line with circles) and the calculation of all
combinations of grasps (black line with crosses). The y-axis is given in log scale.
by four fingers of the hand and such, the maximum magnitude of the external
force increases to 25.62 N (Figure 3.22g). For all shown grasps (Figure 3.22),
the average computation time of the algorithm [231] is 3.3 ms (std 1.0 ms). The
presented algorithm takes 5.5 ms on average (std 1.7 ms).
Evaluation of Algorithm 7
This section analyzes Algorithm 7, finding an optimal grasp out of a set of
reachable FC grasps. We use rICRs as this set in all evaluations and the ini-
tial grasp G0 ∈ G for the search of the local optimum is formed by the contact
points located in the centroid of each region. We show the computation time
of the algorithm and compare it to the time needed to find the global optimum
by evaluating all combinations of grasps. For different sizes of contact regions,
Algorithm 7 is calculated 1000 times and the average computation time with its
standard deviation is reported in Figure 3.23 indicated by the green line with
circles. The y-axis is displayed in log scale. The black line with crosses visu-
alizes the times for evaluating all combinations of grasps. Clearly, the compu-
tation time for all combinations increases with the number of possible grasps,
but the computation time of Algorithm 7 stays nearly constant. It is on average
14.93 ms (standard deviation 2.74 ms) with a maximum of 0.48 s. The computa-
tion of all combinations increases from 0.10 s to 54.69 s.
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Figure 3.24.: (a) The maximal weight of the object that can be counteracted by the optimal grasp
within the set of rICRs (black line with crosses). The locally optimal result of Algo-
rithm 7 is given as the green line (with circles). The blue bars indicate the range of
weights that the grasps within all possible grasps can counteract. (b) The deviation
between local and global optimum is given in percentage.
Next, we compare the results achieved by computing the local optimum with
Algorithm 7 compared to the global optimum, see Figure 3.24. We choose set
of grasps that lead to a similar global maximal weight of the object to ensure
comparable results. The optimal weight of the object varies from 0.83 kg to
0.95 kg. For the shown examples, the result of the local optimum deviates only
a maximum of 2.2 % of the global result, see Figure 3.24b. This shows a clear
benefit using the developed algorithm as it calculates results close to the global
optimum with a low computation time.
To analyze the algorithm in detail, we use one hand pose relative to the object
which allows for a three finger grasp. The setup is visualized in Figure 3.25a
with a typical distribution of contact regions for each finger. Each contact re-
gion and its corresponding fingertip are indicated with the same color (thumb:
red, index finger: green, middle finger: cyan), and they contain 8 contact points
for the thumb and the index finger and 18 contact points for the middle fin-
ger. Figure 3.25b shows the centroid of each ICR in white. Without taking the
contact forces into account, these contact points are chosen as target grasp and
they represent the initial grasp for the computation of the optimal grasp. In the
same figure, the contact points for the optimal grasp are visualized in black. As
can be seen, they are moved towards the edges of the contact region. Clearly,
the advantage for an optimal grasp must be balanced with the requirement for
a robust grasp. Figure 3.25c shows the contact points for the grasp which can
counteract the minimal magnitude of a disturbance wrench in the direction of
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gravity in white, the optimum grasp is still shown in black. The magnitude
of the disturbance wrench can be 9.0 N for the white grasp and 10.0 N for the
black grasp. Additionally, Figure 3.25d shows the minimal (white) and the op-
timum grasp (black) for a different direction of gravity, where the white grasp
can counteract 1.4 N and the black grasp 3.3 N.
(a) (b)
(c) (d)
Figure 3.25.: (a) Initial rICRs for a three finger grasp. In pink: external wrench wext (b) Centroid
contact points of each rICR are shown in white, and the contact points for the optimal
grasp in black. (c) The contact points for the grasp which can counteract the minimal
magnitude of a disturbance wrench in the direction of gravity in white, the optimal
grasp in black. (d) The minimal (white) and the optimal (black) grasp for a different
disturbance direction
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3.7. Conclusion
This chapter introduced the theoretical background and the developed meth-
ods for planning grasps in a shared autonomy setup with a high immersion of
the human operator. Five requirements for such a grasp planning were identi-
fied: it needs to be general, robust, realistic, usable for multi-finger hands, and
fast. We were able to develop a grasp planner that meets all requirements.
By choosing an analytic approach, the planned grasps are general in the sense
that they can be rated according to mathematical concepts like force closure
and stability. Additionally, grasps on the overall surface of the object can be
computed, no training of the system is needed previous to the execution, and
they are applicable to objects of any shape. Robustness is guaranteed by choos-
ing the concept of independent contact regions (ICRs). This method allows to
compute contact regions instead of single contact points. If the finger is placed
within its corresponding region, force closure is guaranteed. Hence, instead
of demanding that the robotic finger touches the object at one specific contact
point, like traditional analytic grasp planning concepts, the finger only needs to
be placed within the computed region. This gives inherent robustness towards
finger positioning errors or uncertainties in the object detection.
In order to plan realistic grasps, the concept of ICRs was enhanced in this thesis
in two ways. First, the workspace boundary of the robotic hand and second the
torque limits of the fingers are taken into account in the grasp planning. Con-
sidering the workspace boundary leads to force closure grasps that are reach-
able by the robotic hand. The method was realized such that the resulting con-
tact regions can be touched by the robotic finger and forces can be applied in
the direction towards the surface of the object. However, to obtain stable grasps
from force closure grasps, the contact forces need to be computed. Therefore,
we developed a method to obtain realistic contact forces that respect the torque
limits of the fingers. Additionally, it allows to plan contact points and contact
forces simultaneously which is a considerable advantage with respect to tradi-
tional grasp planning approaches, where contact points and forces are mostly
solved as independent problems. Changing the contact points according to the
forces that the robotic fingers can apply at their position enables to plan grasps
that can best counteract expected disturbance forces during the task.
All developed methods can be used with a multi-finger hand and we show the
evaluation of the algorithms with a five-finger hand that performs three, four,
88
3.7. Conclusion
and five-finger grasps. The computation of reachable ICRs combined with ob-
taining the contact forces for a certain grasp is fast enough (<50 ms) to cope
with the movement speed of the human operator. Planning contact forces and
contact points simultaneously slows down the computation to an overall com-
putation time of approx. 90 ms. Nevertheless, for crucial tasks, that are usually




Guiding the Hand Pose
This chapter describes the developed assistance for positioning the robotic hand
relative to the object in order to find a stable grasp. The main requirements for
such an assistance in a telerobotic scenario are the following:
General: Similar to the grasp planner, the assistance for hand positioning needs
to allow for a general approach direction towards the object. This ensures that
the user can profit from his task knowledge without being restricted by the
assistance and too few possible approach directions.
Adaptive: The operator needs the possibility to correct the chosen grasp con-
figurations continuously during operation, to deviate from the constraints to
avoid obstacles or unforseen events, and also to retract from the object if needed.
Two assistance modes are presented within this thesis that are both based on
the methods described in Chapter 3. Therefore, they lead to robust grasps
that can be executed in a realistic scenario. The first mode provides the op-
erator with visual assistance and the second one uses an offline computation
of a dense database of grasps to provide the operator with virtual fixtures. The
background for the visual assistance was presented in Section 3.5, and thus, this
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chapter focuses on the assistance with virtual fixtures. First, related works re-
garding the computation of grasp databases and virtual fixtures are presented
in Section 4.1 and the developed approach is motivated. Then, the computa-
tion of the graspability map, a dense grasp database, is detailed and evaluated
in Section 4.2. This section includes content of the previous publication [253].
Section 4.3 describes the approach for adaptive virtual fixtures based on the
graspability map, and the chapter is concluded in Section 4.4.
4.1. Related Works
There are two dominant approaches to solve reach and grasp tasks for autono-
mous robotic systems: focusing on grasping as the primary goal, and thereby
considering reaching as means to the goal, or considering grasping as the final
step in the reaching task. In the first approach, several solutions have been pro-
posed in the context of autonomous manipulation to the problem of planning
online the movements required to successfully grasp an object, especially when
the scene is cluttered [78, 228]. In these approaches, a grasp planner is gener-
ally used to compute one feasible grasp on the object, and then the movement
of the arm is planned to reach the pose of the hand provided by the grasp plan-
ner. A verification step is required at some point to determine if the planned
hand pose is reachable in the current scene. If it is not reachable, a new grasp
must be found. In the second approach, depending on the current motion path,
it is first evaluated what hand positions and orientations can be reached in the
current scenario, these are evaluated for possible valid grasps, and only then a
collision-free movement of the hand/arm system is planned. For that, a com-
pact representation of the capabilities of a robotic arm, i.e. of the different poses
that the end-effector can adopt to reach different regions of the workspace, is
needed like presented in [166, 226]. Such representation, called the capabil-
ity map, has proved very useful in the fast planning of manipulations with a
humanoid robot [229].
The grasp planner should include the hand kinematics in the computational
loop, and provide a grasp configuration and the corresponding hand pose si-
multaneously for a particular object and hand [28, 222]. Recent approaches try
to simplify the problem, either by generating sets of starting hand positions for
a simplified model of the object to be grasped [70] or by using eigengrasps, i.e.
hand postures obtained by a principal component analysis of the full hand con-
figuration space [44]. The eigengrasps are used to create a grasp planner that
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optimizes the finger poses and wrist position and orientation to get FC grasps
on the object. However, the computational times do not allow the system to be
suitable for real-time applications, even for the case of a hand with low degrees
of freedom such as the Barrett hand. Grasp planners could take advantage of a
previous knowledge of the hand positions and orientations that might lead to
an FC grasp on a particular object, therefore reducing the search space for the
planning algorithm.
When the model of the object is known beforehand, such as in applications with
semi-structured environments (e.g. a home environment), information useful
for speeding up the online computation of a valid grasp can be obtained and
stored offline, to be consulted when the online task planner requires it. For
instance, the Columbia grasp database stores thousands of grasps for differ-
ent objects and hands [71]. Such databases can easily be used in the second
approach for grasping, as the problem of synthesizing valid grasps can be re-
duced to estimate the object pose and then filtering the hypotheses by reacha-
bility. Additional rankings can be applied, like the previously discussed grasp
quality ε or a measure for grasp robustness, to sort the available grasps and
select the one most suitable for the current scene [25]. The approaches to gener-
ate grasp databases vary mostly in the method to sample the grasp candidates,
and therefore in the method to find suitable hand poses around the object. The
object geometry has a large influence on the final FC grasps. Therefore, geo-
metrical properties of basic shapes [94, 140, 141] or the axis directions of the
object [171] are for example used to obtain promising hand poses. In [227], it
is considered that some regions on the object surface contribute to high quality
grasps more than others. This information is represented in an object-specific
grasp map, which can later be used to bias the generation of force closure preci-
sion grasps by concentrating on the most promising regions. The construction
of a task map for representing feasible power grasps on a particular object was
previously proposed in [68]. The 6-dimensional space of positions and orien-
tations for a particular hand with respect to an object frame is explored using
Rapidly exploring Random Trees (RRTs). For a given initial pose, the hand
moves forward towards the object until a contact is detected. Then, the fingers
are closed until a sufficient enclosing force is achieved, and the object is lifted
and slightly rotated to verify that the power grasp is successful. The explo-
ration using RRTs allows the detection of contiguous regions of valid parame-
ters in the pose space. The specification of continuous regions, defined as boxes
in the pose space, has also been used for meeting task specifications despite of
pose uncertainties [18].
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Inspired by the approach to use a grasp database to choose grasps suitable for
the current scenario, we propose a method to assist the operator of a shared au-
tonomy system in positioning the robotic hand relative to the object such that a
stable grasp can be executed. As the user provides the task knowledge, we con-
sider grasping as the final step of a reaching motion, and the grasp pose should
be maintained dependent on the commanded approach direction towards the
object. Hence, a grasp pose is selected from a database based on functional
aspects like the grasp quality ε, but also based on the user input. In order to re-
strict the user and his intended motion as little as possible, the database should
be dense and additionally, the selection of target grasps of the database needs
to be updated continuously. As assistance to reach the currently selected tar-
get grasp, the commonly used method of virtual fixtures is incorporated which
also allows for providing haptic feedback for the operator [3].
Virtual fixtures constrain the movements of the user to either guide the robot
along a specific pathway or prevent it from entering undesired regions [4, 188].
They have been extensively studied and applied to fields of applications like
surgical or rehabilitation robotics, as summarized in the survey [31]. Several
types of guidance constraints have been analyzed which can be distinguished
on the dimensionality of the space they constrain. Using for example point
constraints, the robot is attracted to a single point in its workspace which can
be useful to assist with tool positioning [167]. Line constraints align the robot
along straight lines [197] or parametric curves [132] which adds flexibility and
the possibility to describe complex tool paths at the cost of higher computa-
tional effort. Furthermore, hyperplanar, parametric surface, polygonal mesh,
or point cloud constraints can be incoorporated [31]. However, the vast ma-
jority of these methods considers a static constraint geometry and hence, the
constraint does not change which results in inflexibility to react to changes
in task or the environment. In comparison, various methods propose adap-
tive constraints that change depending on the user commands or the task, for
example using a hidden markov model (HMM) in combination with a sup-
port vector machine to generate a line constraint composed of several straight
lines [2]. Similarly, also curved constraints can be considered within this frame-
work [225]. Although these methods show flexibility to changing environ-
ments, generating constraints with HMMs requires always training where an
expert user needs to perform the intended motion several times. Another ap-
proach is to generate a library of geometrical constraints and force fields based
on primitive shapes [115]. Then, these fixtures can be combined into new fix-
tures but have to be statically pre-defined for each task. Additionally, the in-
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troduced methods might run into problems when unpredicted obstacles or un-
planned targets prevent the robot from moving along the learnt or the specified
constraint. If a stiff guidance constraint is implemented, which strongly influ-
ences the motion of the robot, the user might not be able to deviate from the
constraint path.
This chapter describes the novel approach of using a grasp database to create
adaptive virtual fixtures to assist a user in hand positioning of a telerobotic sys-
tem. Such an assistance has two main requirements: it should be general and
adapative. We realize these demands in the proposed approach by presenting
the computation of a dense database of grasps, the graspability map (Section 4.2)
and by incorporating adaptive virtual fixtures (Section 4.3). The graspability
map is based on the concepts of reachable independent contact regions that
were introduced in the previous chapter. It represents for a particular object
the positions and orientations of a mechanical hand that lead to a force closure
precision grasp. Besides the potential application of graspability maps in on-
line grasp planning, the same maps can be used to compare the precision grasp
capabilities for different designs of mechanical hands. Previous attempts to
compare different hands are mainly based on physical characteristics (number
of fingers, number of degrees of freedom, type and number of actuators), or fea-
tures related to the performance (velocity, maximum force applied at the finger-
tips) [6]. Two indices were presented in [20] to allow the comparison between
different hands: an anthropomorphical index, which measures the similarity to
the human hand in terms of aesthetic and kinematical aspects, and an index of
dexterity, which tries to quantify the ability of the hand to grasp objects based
on its kinematic configuration, available sensors and control system. However,
aspects such as the reachable workspace of the hand and the relation of the
hand structure to the objects to be grasped have not been taken into account.
The graspability map considers such aspects, and therefore provides a valu-
able tool to compare the grasp capabilities of different mechanical hands acting
on a particular object. The virtual fixtures use a simple point constraint, but
provide flexibility by dynamically changing the target point dependent on the
user velocity. The dense grasp database allows for smooth transitions between
the changes in target poses and we additionally take into account the distance
between the hand and the object to change the stiffness of the constraint. This
naturally allows the user to adapt the selected grasp configuration, retract from
the object, or avoid obstacles in the scene.
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4.2. The Graspability Map
This section describes the approach for generating the graspability map. It is
computed based on the concept of reachable independent contact regions pre-
sented in the previous chapter. We define Γ = {T0, . . . ,Tm} as the set of posi-
tions and orientations for the hand base frame relative to a given object where a
force closure (FC) precision grasp can be achieved. Additionally, for each pose
in Γ, the grasp quality ε, the size of the computed contact regions z, as well as
the finger configuration qgoal to perform the grasp are stored. The computation
of the graspability map requires the following data:
• A 3D object model represented as point cloud with normals, according
to Section 3.2.
• A workspace representation Φ for the fingertips of a mechanical hand,
which potentially lead to FC precision grasps, as described in Section 3.4.
• A friction coefficient μ that estimates the friction between the fingertips
and the object.
In order to generate the map, first, the generation of possible hand poses ΓP
relative to the given object is described and then, the computation of FC grasps
and its implementation details are discussed. Although the approach to com-
pute the graspability map is the same as in the previous publication [253], we
present here several improvements to the concept:
• The computation of the FC test is not approximated, but conducted
accurately in the full 6D wrench space.
• A better heuristics for the initial FC grasp is used, which more likely
leads to FC grasps.
• A higher density of hand poses relative to the object is incorporated.
This section finishes with an evaluation of the graspability map and application
examples.
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Figure 4.1.: Steps in the computation of the graspability map: a) Bounding box BBmap for the map,
dependent on the length of the hand lhand and the bounding box of the object BBobj.
b) Voxel grid with resolution r c) Sampling of orientations with kz points on a sphere
d) Sampling of kxy roll angles around each orientation on the sphere.
4.2.1. Sampling: Generation of Hand Poses
In order to find the set Γ of hand poses that allow a valid FC grasp, we discretize
R
3 and SO(3) around the object. The discretized space results in a set ΓP =








First, the potential positions pv,i ∈ R3 are obtained. The space surrounding
the object that allows grasping the object with a robot hand is enveloped by a
parallelepiped as bounding box BBmap (Figure 4.1a), which is a scaled version
of the bounding box of the object BBobj. Its center is the center of mass of the
object pcm and the length of its edges lmap depends on the sizes of BBobj and the
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maximal distance from the palm to the fingertips of the robotic hand lhand. A
bounding box is defined by its minimal and maximal point BB = {pmin;pmax},
as shown in Figure 4.1a. Then, lmap can be computed as
lmap = pmax,o − pmin,o + lhand2. (4.2)
The bounding box is voxelized, i.e. partitioned into an axis-aligned, regular
grid of cubes (Figure 4.1b), and the length of each voxel is given by the reso-







+ 1 = (n(0),n(1),n(2))T . (4.3)
To obtain an equal number of voxels on each side of the center of mass,
n = n+ 1 for all even numbers contained in n, and the complete number of
voxels is nc =
∏
(n). Then, BBmap is defined by its minimum and maximum
point





The position of each point p ∈ R3 in the cartesian space within the boundaries







v = v(2) + v(1)n(2) + v(0)n(1)n(2).
(4.5)











v(2) = v − an(1)n(2) + bn(2)




In a second step, the orientations in SO(3) are sampled. In each voxel, a sphere
is inscribed, and along its lines of latitude and longitude, kz points are sam-
pled by varying the two angles of the spherical coordinates (Figure 4.1c). The
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normal to the sphere at a sphere point determines the z-axis (black arrow) of
the hand frame. Then, x- and y-axis are determined such that they are tan-
gent to the surface of the sphere and form a right hand coordinate system. The
resulting frame is rotated equidistantly around its z-axis to obtain kxy frames
(Figure 4.1d). Thus, each voxel v contains kzkxy hand orientations, whereas the
position of the base of the hand is for all of them at pv . Algorithm 8 formalizes
the process to obtain hand poses for the computation of the graspability map.
Algorithm 8: Generate all potential hand poses ΓP
Given:
• bounding box of the object BBobj
• maximal distance from the palm to the fingertips of the robotic
hand lhand
• resolution r of the voxel grid
• number of discretization steps for the orientation kz and kxy
Output: ΓP = {pT0, . . . ,p Tr}
1 Obtain the bounding box of the map BBmap (Eq. (4.4));
2 Voxelize the enclosed space with the resolution r;
3 Get all positions pv,i of the hand base (Eq. (4.6));
4 Sample a sphere uniformly with kz points on its surface;
5 z-axis ← surface normal at each sampled point;
6 Form a right handed coordinate frame with x- and y-axis tangent to the
surface of the sphere;
7 Rotate this frame kxy-times;
8 forall the positions pv,i do









In this section, we present the approach to compute the graspability map by
obtaining the hand poses Γ ∈ ΓP . It is summarized in Algorithm 9 and uses
Algorithm 10 to initialize the search for contact regions. First, all possible hand
positions and orientations ΓP are computed using Algorithm 8, described in
the previous section. Then, a slightly modified version of the computation of
reachable ICRs (Algorithm 4 presented in Section 3.5.1) is used to search for
valid FC grasps.
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Algorithm 9: Computation of the graspability map Γ
Given:
• set of points P describing the object surface and corresponding
primitive wrenches Wi from the linearized friction cones
• set Φ = ⋃i φi of the fingertip workspaces• friction coefficient μ
• minimum grasp quality εmin = αε
• resolution of the voxel grid r
• number of discretization steps for the orientation kz and kxy
Output: Γ, ε, z, qgoal
1 Obtain the set of potential hand poses ΓP ; // Algorithm 8
2 foreach potential pose pTi ∈ ΓP do
3 if collision between hand and object then
4 continue;
5 Obtain random initial force closure grasp Cinit = {g1, . . . ,gn} and
reachable points ψ; // Algorithm 10
6 Follow Algorithm 4 to compute the reachable ICRs;
7 Γ.push_back(pTi);
8 Store also the grasp quality ε, the size of the contact regions z, and the goal
joint configuration for the fingers qgoal;
Algorithm 10: Search for a random initial FC grasp
Given:
• set of points P describing the object surface
• set Φ = ⋃i φi of the fingertip workspaces
Output: ψ = {ψ1, . . . , ψn}, Cinit
1 foreach Finger i do
2 Compute ψi ← φi ∩ P ;
3 nψ,i ← number of reachable points in ψi;
4 if not ψi = ∅ then
5 Get random contact point gi ∈ ψi;
6 Form the initial grasp Cinit = {g1, . . . ,gl}, and obtain the set Winit of primitive
wrenches ; /* Cinit must contain at least l = 2 reachable
points */
7 Check force closure ; /* Uses a ray-shooting test, [232] */
8 cnt = 0;
9 while (Cinit is not FC) ∧ (cnt < min(maxCnt,
∏
i nψ,i)) do
10 Look for a new random grasp Cinit with gi ∈ ψi ;
11 Check force closure ; /* Uses a ray-shooting test, [232] */
12 cnt ← cnt + 1;
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(a) (b) (c) (d) (e) (f)
Figure 4.2.: Benchmark objects and their pointshell representation (a) a cylinder (b) cylinder sam-
pled with 2616 points (c) a ketchup bottle (d) ketchup bottle sampled with 4578 points
(e) a coffee mug (f) coffee mug sampled with 4842 points. The coordinate axis are given
in RGB-order (x-axis red, y-axis green, and z-axis blue).
For each potential pose pTi ∈ ΓP , a collision detection between the object and
the hand is performed, with the fingers in the configuration of maximum aper-
ture of the hand. If there is no collision, then the intersection ψi between the
object and the workspace φi for each finger is computed and the reachability
of the points is verified according to Section 3.5. If at least two sets ψi are not
empty (as a grasp requires at least two fingers in contact with the object), a ran-
dom initial FC grasp is searched for and if one is found, rICRs are computed.
The search for an initial FC grasp is capped if either a fixed maximal number of
iterations maxCnt, or the amount of all possible combinations of reachable con-
tact points
∏
i nψ,i is reached. The algorithm returns not only the set Γ of hand
poses that lead to a FC grasp but also the computed grasp quality ε, the size
of the contact regions z, and the goal joint configuration for the fingers qgoal.
In this way, one representative grasp configuration is stored for each pose that
leads to a FC grasp.
4.2.3. Evaluation and Application Examples
This section presents the evaluation of the graspability map as well as some
examples using three benchmark objects: a cylinder, a ketchup bottle, and a
coffee mug, shown in Figure 4.2. They are represented with 2616, 4578, and
4842 points respectively. Also, we use two hands, namely the five-fingered
DLR-HIT Hand II [124], and the four-fingered DLR Hand [38], to show how
the graspability map can be used to compare the grasp capabilities of different
robotic hands (Figure 4.3).
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(a) (b)
Figure 4.3.: Benchmark hands (a) the four-fingered DLR Hand [38] (b) the five-fingered DLR-HIT
Hand II [124]
The proposed approach was implemented in C++. An overview of the com-
putational times is given, as evaluated on a standard Linux computer with an
Intel Xeon CPU E5-1620 v2 processor running at 3.7 Ghz. The algorithm
can be highly parallelized as the computation of each hand pose is indepen-
dent of the result of the other poses. Currently, we parallelize the computation
per batches of 500 voxels, but this can of course be improved. A mean of 1800
hand poses are evaluated per minute (with a standard deviation of 10 poses),
and thus, the computation of 500 voxels with 1,424 poses each (kz = 122, and
kxy = 12 ) takes approximately 6.6 h.
First, we evaluate the dependency of the map on its sampling parameters. The
resolution r, and the parameters kxy and kz for the translational and orienta-
tional discretization are varied. We use the cylinder as basic shape as test object
in combination with the DLR-HIT Hand II and the results are summarized in
Table 4.1. The size of the bounding box of the cylinder is (0.05, 0.05, 0.1245),
resulting in three step sizes for the resolution r (0.01 m, 0.02 m, and 0.03 m). We
compare kz = 122 vs. 62 points on the sphere, and kxy = 12 vs. 6 rotations
around the z-axis of the object. Apparently, for this hand/object combination,
both numbers of rotations kxy and kz are important, as decreasing their number
results in half of the maximum of valid poses per voxel. Nevertheless, lowering
kz and keeping kxy = 12 results in less decrease of valid FC poses than lower-
ing kxy . In terms of resolution r, a smaller stepsize is beneficial to reach a high
number of valid grasp poses. To balance the computational effort and accuracy
of the results, we choose r = 0.02, kz = 122, and kxy = 12 for the following
graspability maps.
102
4.2. The Graspability Map
























































































































































































































































































































































































































Figure 4.4.: Graspability maps for the cylinder with the five-fingered DLR-HIT Hand II. Each sub-
figure shows the map for all voxels with valid FC grasps on the left and on the right,
only the voxels with at least 70 % of the maximal number of FC grasps per voxel are
shown. a) r = 0.01, kz = 122, kxy = 12 b) r = 0.02, kz = 122, kxy = 12 c) r = 0.03,
kz = 122, kxy = 12
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Figure 4.4 shows the graspability maps for the three resolutions with kz = 122,
and kxy = 12. The spheres are colored according to the number of frames on the
sphere per voxel that allow an FC grasp. Red indicates regions from which the
object is well graspable, and blue indicates regions from which the object can
only be grasped with few hand orientations. This number, however, does not
provide information about directional preferences. For clarity, we show two
figures per resolution. The left one visualizes all voxel positions that contain
valid FC grasps, and the right figure shows only the voxels that have a number
of valid grasps which is at least 30 % of the maximum value. The colors of the
spheres show how the ability of the hand to grasp an object changes around the
object. One can clearly see that the regions with the highest numbers of valid
grasps (voxels depicted in green to red) do not change relative to the object for
different resolutions. In the case of the cylinder combined with the DLR-HIT
Hand II, an approach direction from the top or bottom provides a high density
of valid FC grasps.
The advantage of creating a dense database of grasps is that any chosen quality
for grasps achievable at a certain voxel can be visualized on the same map. For
example, the grasp quality (ε-metric) or the size of the reachable independent
contact regions can be used to color-code the voxels. Then, approach directions
that lead to a high grasp quality or grasps robust to position errors can be iden-
tified. For example, Figure 4.5 visualizes the graspability map for a ketchup
bottle (left column) and a coffee cup (right column) for the DLR-HIT Hand II.
Each row depicts a different color code: Figure 4.5a and 4.5b show the num-
ber of available FC poses per voxels, Figure 4.5c and 4.5d visualize the size
of the reachable independent contact regions per voxel, and Figure 4.5e and
4.5f color code the grasp quality according to the ε-metric. Both measures are
normalized: the sizes of the regions for all hand poses and the grasp quality
within one voxel are separately summed and divided over the number of hand
poses. Blue indicate regions that have small regions while grasp configurations
in red voxels have large contact regions. Compared to the maps that visual-
ize the number of available grasps, the robust grasps are closer to the object.
In the example of the ikea mug, this suggests that grasps from the side might
be more robust rather than the grasps from top. In contrast, the grasp quality
shows no distinct pattern, but rather identifies single, preferred voxels. Further
investigations on the consequence for grasping the object are future work.
The graspability map is also a useful tool to compare the grasp capabilities
of different mechanical hands. Therefore, we use two benchmark hands: the
five-finger DLR-HIT Hand II and the four-finger DLR Hand II, as shown in
105




















































































































Figure 4.5.: Graspability maps for the five-fingered DLR-HIT Hand II for the ketchup bottle and the
ikea mug respectively. (a) and (b) show the spheres colored according to the number
of frames on the sphere that allow an FC grasp, while the coloring in (c) and (d) cor-
responds to the size of the reachable independent contact regions, (e) and (f) show the
average grasp quality (*1000) per voxel.
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Figure 4.6.: Graspability maps for the four-finger DLR Hand II for the ketchup bottle and the ikea
mug respectively. (a) and (b) show the spheres colored according to the number of
frames on the sphere that allow an FC grasp, while the coloring in (c) and (d) corre-
sponds to the size of the reachable independent contact regions. (e) and (f) show the
average grasp quality (*1000) per voxel.
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Figure 4.3. For instance, Figure 4.6 shows the graspability maps for the ketchup
bottle and the ikea mug for the DLR Hand II. When comparing the maps for
the two hands (Figure 4.5 and 4.6), the main highlight is that the graspability
maps for the four-fingered hand are much larger in the size, despite the same
resolution, than the other maps. In fact, that hand has a larger size, as shown
in Figure 4.3, and has a larger workspace that allows more potential poses to
get FC grasps on different objects. For instance, the graspability map for the
ketchup bottle contains 6,964 FC grasps for the DLR-HIT Hand (Figure 4.5a)
and 185,874 for the DLR Hand II (Figure 4.6a). In the case of the ikea mug
(Figure 4.5b and 4.6b), although the four- and five-fingered hand are both an-
thropomorphic, the graspability map for the five-fingered hand contains most
of its FC grasps above and below the cup. That means, this hand is able to grasp
the cup using basically the internal surface of the cup or the smaller bottom, as
its maximum aperture barely allows the mug to fit inside the hand, i.e. a grasp
with all the fingers on the external surface is very difficult to get.
4.3. Adaptive Virtual Fixtures
This section describes the approach taken to compute adaptive virtual fixtures
in order to assist the operator to reach a hand pose where a FC grasp can be
executed. We follow the convention of using T ∈ R4×4 for a transformation







The developed method for virtual fixtures can be divided into two major com-
ponents: determining the target hand pose Ttarg,k and guiding the end effector,
dependent on the user velocity, towards that pose. In every time step k, Ttarg,k
is computed through an online rating of grasps within the graspability map,
described in Section 4.3.1. Although all components are recomputed and up-
dated in every time step k, we neglect the subindex k for simplicity in the fol-
lowing. We realize the hand guidance by influencing the translational velocity
commands from the operator as well as interpolating the orientation of the end
effector (Section 4.3.2). The section finishes by mentioning the implementation
details. The evaluation is shown in User Study 3 in the next chapter.
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Figure 4.7.: Calculation of a point of interest po dependent on the current position of the end effec-
tor pmsr. a) Inscribed cylinder with radius rc and distances ht and hb from the center of
mass pcm to the upper and lower intersection point of the gravity direction gcm with
the cylinder. b) The projection point ppr is outside of the bounding box of the object
and po is at the top of the object. The inscribed cylinder is depicted in yellow the c) ppr
is within the object and po is at the side of the object.
4.3.1. Online Rating of Grasps
The goal is to find a target hand pose Ttarg within the graspability map of the
object that matches with the user intent, meaning that the resulting movement
of the robotic arm and the grasp configuration are natural to the human oper-
ator. If the human chooses an approach direction above the object, we assume
that it should be grasped from top, and when the object is approached from
the side, the grasp pose should also be on the side of the object. Therefore, we
define a point of interest po of the object that depends on the projection of the
position of the current end effector pose pmsr onto the direction of gravity gcm
passing through the center of mass of the object pcm. This results in the pro-




ppr + rc if ppr = Pr(pmsr,gcm) within the object
pcm − ht‖gcm‖gcm if ppr above the object
pcm +
hb
‖gcm‖gcm if ppr below the object,
(4.8)
where rc is the radius, and ht and hb are the distances from the center of mass
to the top, resp. bottom, of the inscribed cylinder (displayed in yellow in Fig-
ure 4.7a). This cylinder is sufficient to describe po as the point of interest is only
needed to determine the intended approach direction towards the object.
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Figure 4.8.: Obtain valid hand poses from vuser. Blue: intersection point pout with BBmap, green:
voxel with valid FC grasps, red: voxel without valid FC grasp.
Then, we use po to obtain the relevant, valid grasp poses from the graspability
map in this time step: Tr ∈ Γ, Tr = {Tr,1, . . . ,Tr,m}. First, the intersection
point pout between the commanded velocity direction vuser and the bounding
box of the map BBmap is found (blue circle in Figure 4.8). If the hand is already
within the bounding box of the map, the intersection point pout is not com-
puted, but the current position of the end effector is taken instead. Then, along
the line from pout to the point of interest po, all valid hand poses are obtained.
The line po − pout is divided by the resolution r of the map and for each point
on the line the corresponding voxel is found (red and green circles). For all
non-valid voxels, the closest voxel with a valid FC grasp is determined (green
circles with black lines, detailed in Section 4.3.3) and Tr contains all these valid
FC grasps.
In a second step, all poses Tr,i ∈ Tr are rated to determine the most suitable
grasp configuration in the current situation. The rating depends not only on
the functional aspects of the grasp, but also on how natural this pose feels for
the human operator and how much the end effector needs to rotate to achieve
that pose.
First, the functional aspects of each relevant grasp pose are reflected in
F (ε, zricr,mmax)i, which depends on the grasp quality ε, the size of the reach-
able independent contact regions zricr, and the maximal magnitude mmax of a
disturbance wrench that the grasp can counteract. Second, three parameters are
used for the rating of the rotational movement of the end effector Ni: θalign, θtot,
and θroll. The parameter θalign rates grasp configurations with respect to their
alignment of the hand with the object axes. Similar to the computation of the
point of interest, it depends on whether the projection of the voxel center pr,i
110
4.3. Adaptive Virtual Fixtures
on the direction of gravity gcm lies within or outside the object. The projected
point is ppr = Pr(pr,i,gcm), and the resultant major axis a is computed as
a =
{
ppr − pr,i if ppr = Pr(pr,i,gcm) within the object
pcm − ppr if ppr outside the object.
(4.9)
Then, the deviation in orientation between an axis-aligned hand and the cur-
rent target pose is θalign = (a, ahand) ∈ [0;π], where ahand is the axis of the
hand pointing from the palm towards the fingertip, i.e. in case of the DLR-HIT
Hand II the third column of Rr,i (Figure 4.9b). We rate the total angular rota-
tion θtot between the target orientation of the grasp configuration Rr,i and the
initial hand orientation Rinit, i.e. the start pose of the hand. Therefore, both




[β,b] = angle-axis(R12), (4.11)
where b is the axis and β the angle of the rotation from the initial rotation to
the target rotation of the hand. The total angular rotation is then
θtot =
∑
(βb) ∈ [0; 2π]. (4.12)
Third, the roll angle around the z-axis of the hand ahand is rated specifically with
θroll ∈ [0;π] using the Euler angle representation. While grasp configurations
with a high rotation around this axis do not represent any problem from the
grasp capability point of view, they might not seem natural, as illustrated in
Figure 4.9.
In summary, the overall rating λi for each relevant hand pose is









We choose the exponential function to ensure a low weighting of grasp con-
figurations where the evaluation of at least one of the criteria results in a low
rating. To weight all criteria equally, wj are the weights for each rating and
f1, f2, and f3 are functions such that the value of the exponent is normalized.
Finally, the pose with the highest λi is selected as the target pose Ttarg at that
particular time step.
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Figure 4.9.: Three hand poses for the same voxel are shown. While a) and b) look like natural
grasps, c) seems akward. These poses are rated as λa = 1.20, λb = 1.74, λc = 0.70,
For the example shown in Figure 4.9, all exponents are normalized to 2π and












where max(Q), max(Z), and max(M) are the maximal values for the grasp
quality, the sum of rICR sizes, and the maximal magnitude of the disturbance
wrench that the grasp can counteract. The three hand poses shown in Fig-
ure 4.9, are rated as λa = 1.20, λb = 1.74, and λc = 0.70.
4.3.2. Velocity Mapping
In general, the proposed method continuously modifies a commanded transla-
tional user velocity vuser, such that the end effector reaches a hand pose relative
to the object where a stable grasp can be executed. The behavior of the algo-
rithm depends on the distance dmsr between the current end effector pose Tmsr
and the object Tobj: the closer the end effector is to the object, the higher the
influence of the autonomy. Of course, the desired behavior depends on the size
of the object as well as on the size of the mechanical hand. Therefore, we split
the space around the object in four zones, as shown in Figure 4.10. In each
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Figure 4.10.: Zones of Operation: green: autonomous zone α = 1, white: buffer zone α = 1, blue:
interpolation zone α ∈ [0, 1], and outer zone α = 0.
zone, the influence of the autonomy is determined by the factor α ∈ [0, 1], and
the resultant velocity vres of the end effector is
vres = (1− α)vuser + αvauto, (4.15)





depends on the current position of the end effector pmsr and the position of
the target hand pose ptarg. Additionally, the continuous update for target hand
poses Ttarg also changes according to the zone. In the outer zone, where the
hand is still far from the object, the autonomy has no influence on the velocity
of the end effector and α = 0. Nevertheless, when vuser points towards the
object and an intersection point pout on the bounding box of the map can be
found, the target hand pose Ttarg is updated. If the user retracts from the object
or wants to reach towards a different goal, the search for Ttarg is not carried out.
As soon as the hand enters the interpolation zone (d1+d2 ≤ dmsr ≤ d1+d2+d3),
the velocity is gradually influenced by the autonomy. In fact, α varies according
to
α = min(e−(dmsr−d1)/d3 , 1). (4.17)
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(a) (b)
(c) (d)
Figure 4.11.: Interpolation of the orientation a) t = 0, b) and c) 0 < t < 1, d) t = 1.
Also, the probability of changing Ttarg decays along with 1 − α. This ensures
that the target pose is only updated if there is a significant improvement in the
pose rating or the commanded user velocity is drastically different to previ-
ous time steps. Hence, we avoid sudden exchanges of Ttarg and guarantee a
smooth trajectory towards the target pose the closer the hand is to the object.
Please note that this does not restrict the operator in choosing an approach di-
rection, as he can always retract from the object. Similarly, the interpolation of
the orientation of the hand pose to the orientation of the target pose is carried




0 if dmsr > (d1 + d2 + d3)
(dmsr − d1 − d2)/d3 if d1 + d2 < dmsr ≤ (d1 + d2 + d3)
1 if dmsr ≤ (d1 + d2).
(4.18)
An example is visualized in Figure 4.11. The rotation matrices for the initial and
target poses are converted into quaternions (qinit and qtarg), and the intermediate
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The distance d3 that determines the length of this interpolation zone should be
at least the length of the hand from its palm to the fingertips to enable a col-
lision free interpolation of the hand orientation with the object. Therefore, d3
is a tradeoff between the chosen speed of the interpolation and the radius of
influence of the autonomy on the movement of the hand. When the hand en-
ters the buffer zone, i.e. dmsr = (d1 + d2), the interpolation of the orientation
of the hand pose to the orientation of the target pose is completed. The buffer
zone is essentially a small zone where the user can observe the hand orienta-
tion to decide if it matches his expectations and thus, if he wants to trigger a
grasp or retract from the object to find a better grasp configuration. This zone
enables users to make any final changes to the approach direction as the up-
date of the target pose is still enabled. Once the autonomous zone (dmsr ≤ d1)
is entered, α = 1 and thus, the velocity direction is completely autonomous.
Only if the user wants to retract, the autonomus movement towards the object
is aborted. No further update of the target pose is carried out. Grasping is of
course still enabled in this zone and once the target voxel is reached, the end
effector cannot move further towards the object. The selected hand orientation
is held and can be changed only if the end effector point moves out of the au-
tonomous zone. Finally, if the user triggers the grasp, the end effector moves
autonomously to the selected grasp point. The distance d1 is determined by
the radius of a sphere inscribed in the bounding box of the graspability map,
and d1 + d2 is the radius of a sphere that circumscribes the map. Therefore, the
autonomous zone lies completely within the bounds of the graspability map.
4.3.3. Implementation Details
The concept is realized by splitting the pose rating of grasps and the velocity
mapping in two separate modules. This allows to execute the velocity mapping
in the hard realtime of the control loop of the robot, in our case within 1 ms.
The pose rating only needs to match the commanded user velocity to provide
updates to the target grasp pose without slowing down the operator. There-
fore, we precompute the nearest force closure point for each voxel position that
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does not contain a valid force closure grasp (the red circles in Figure 4.8). As
it is precomputed offline, we use a brute force search within the voxel space
to search for the closest voxel (using the L2-norm) that contains a valid grasp
configuration.
4.4. Conclusion
This chapter presents a newly developed assistance for positioning the robotic
hand relative to the object in order to find a stable grasp. Two requirements
need to be fulfilled: First, the operator should be constrained as little as pos-
sible in the approach directions towards the object to be able to use his task
knowledge fully. Second, the human needs the possibility to correct the cho-
sen grasp configurations continuously during operation, to deviate from the
constraints to avoid obstacles or unforseen events, and also to retract from the
object if needed.
We take these requirements into account by combining a grasp database with
the concept of virtual fixtures to create a flexible assistance. In order to allow
for a variety of approach directions, a grasp database, the graspability map, is
developed, which covers the space around the object in a dense manner. The
method of computation is based on the concept of reachable independent con-
tact regions presented in the previous chapter, and was additionally enhanced
compared to the previous publication [253]. A higher density of hand poses rel-
ative to the object is incorporated by using a better heuristics for the initial FC
grasp, which leads more likely to FC grasps. The force closure test is conducted
in the full 6D wrench space and thus, leads to accurate graspability maps. The
parameters for choosing the discretization of sampling are evaluated, and ad-
ditional use of the map for comparison of grasp capabilities of different robotic
hands is discussed. The graspability map also simplifies the comparison of dif-
ferent quality measures of grasps like the traditional ε-metric or the size of the
independent contact regions.
The virtual fixtures are adaptively created by searching through the graspa-
bility map for the most suitable grasp dependent on the commanded veloc-
ity direction of the operator. Using this dense database of grasps, the target
grasp can be continuously updated according to the functional aspects of the
available grasps (grasp quality, icr sizes, maximum magnitude of disturbance
wrench) and the perceived naturalness of the movement of the robotic hand
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(overall rotation angles). As constraint geometry for the virtual fixture, a sim-
ple point constraint (the target grasp) is chosen. However, this point is not
static but allows for retraction from the object and deviation from the desired
path, which allows flexibility for the operator, while at the same time assisting




Evaluation of Shared Grasping
This section presents the evaluation of the developed assistance methods for
grasping and manipulation with psycho-physical user studies. In all studies,
objective and subjective measures are used to analyze system performance. All
three challenges of shared grasping, introduced in Section 2.3, are examined:
C1 - hand positioning
Setting up a position and orientation of the hand relative to the object.
C2 - finger adjustment
Finding contact points and the corresponding finger joint configurations
for a stable grasp.
C3 - actual grasp
Moving into contact with all fingers, applying suitable contact forces, and
ensuring grasp stability.
Three user studies are conducted that focus each on different aspects of the
challenges, which is why we use two hardware setups to conduct the stud-
ies. A shared autonomy system based on DLR’s telepresence system is used at
first to evaluate the influence of the online grasp planning (C2) and the actual
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Table 5.1.: Overview of the conducted user studies.
Challenge Hardware setup End effector
Study 1 C2, C3 DLR shared autonomy system 1, 2
Study 2 C1 (visual) DLR shared autonomy system 1, 3
Study 3 C1 (virtual fixture) DLR assistive robotics system 1
grasp (C3) in a real scenario, where the operator experiences multi-modal feed-
back. This study additionally analyzes the influence of different kinematics of
the end effector on the task success and the immersion of the operator. Second,
the same multi-modal human-machine interface is used to study the effect of a
visual assistance for hand positioning (C1) while varying again the kinematics
of the end effector. Finally, a third study is conducted using a DLR’s assistive
robotics system to investigate the assistance for hand positioning using virtual
fixtures (C1). This hardware realization is particularly suitable as the human
interface in this system limits the operator in the degrees of freedom to posi-
tion the hand relative to the object. Hence, the assistance is crucial to perform
grasping of objects from different approach directions. Table 5.1 summarizes
the conducted user studies and their specifics.
This chapter is organized as follows. The DLR shared autonomy system is in-
troduced in Section 5.1 and the methodology for both user studies conducted
on this system (Study 1 and 2) summarized in Section 5.2. The corresponding
user studies are then detailed in Section 5.3 and 5.4. Section 5.5 introduces the
DLR assistive robotics system which is used to analyze the assistance for hand
positioning with virtual fixtures in Study 3. The user study is then presented in
Section 5.6. Section 5.7 concludes the chapter with a discussion on the results
of the studies.
Semi-autonomous grasping with DLR’s telepresence system was previously
published in [243, 257] and the first two user studies were made public in [247,
248, 259].
5.1. The DLR Shared Autonomy System
Semi-autonomous grasping is realized and evaluated using DLR’s telepresence
system [243]. It consists of the multimodal human machine interface HUG [249]
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(a) (b)
Figure 5.1.: Semi-autonomous grasping using DLR’s telepresence system. It consists of the remote
robot SpaceJustin (on the left) and the human-machine interface HUG (on the right).
and the remote robot SpaceJustin, which is a modified version of DLR’s hu-
manoid robot Justin [27], see Figure 5.1a. SpaceJustin has 17 actuated degrees
of freedom (DoF) for torso, head, and arms and interacts with the environment
with two DLR-HIT Hands II [124]. These anthropomorphic hands have five fin-
gers with 3 DoF each. HUG is composed of two DLR Light Weight Robot (LWR)
arms with seven DoF each, which are mounted behind the user as shown in
Figure 5.1b. The positions of the LWRs have been optimized to enable the op-
erator to use the complete workspace of his arms. The robot arms of HUG and
SpaceJustin are coupled in Cartesian space, which allows the operator to expe-
rience realistic force feedback on his hands. He also perceives visual feedback
by wearing a head-mounted display (HMD, NVisorSX60 from NVIS1) showing
the remote environment in 3D. Additionally, virtual scenes and visual assis-
tances can be displayed in the HMD using the InstantPlayer from Fraunhofer
IGD2. In order to allow a high degree of immersion, the head movements of the
operator are additionally tracked so that he can directly control the movement
of SpaceJustin’s head by using his own. In this way, human’s most effective
modalities to perform prehension tasks are provided: visual feedback and hap-
tic feedback on the palm.
For grasping, there exist two hand interfaces as shown in Figure 5.2. Cyber-
gloves3 allow the individual control of the fingertips of the DLR-HIT Hands
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(a) Cyberglove (b) Grasp Force Master
Figure 5.2.: Hand Interfaces used to control the robot hand: (a) the cyberglove allows teleoperated
control of each finger of the DLR-HIT Hand II without force-feedback (b) the grasp-
force master is a one degree of freedom device which enables force-feedback. It simpli-
fies the command to “open" and “close" the end effector.
The glove tracks the motion of the human fingers, which are then mapped to
the robotic hands with a point-to-point mapping. The DLR-HIT Hands execute
the motion via a Cartesian impedance controller. Figure 5.2b shows a one DoF
force feedback device (grasp force master, GFM) similar to the hand interface
of the haptic device Sigma built by Force Dimension4. It allows the user to ex-
perience feedback of the grasping forces and simplifies the interaction between
human and robotic hand. The GFM is used in the shared autonomy setup (and
Study 2), where it replaces the teleoperated control of every single finger of the
robotic hand.
To increase the level of autonomy of a telepresence system, not only planning
algorithms but also object detection or scene analysis are needed. They provide
information about which objects are in the remote environment and where they
are located. Within the framework of this thesis, two methods have been in-
tegrated. First, a sequential analysis framework is utilized that is able to keep
track of the changes to the remote scene over time [33]. Due to the expected lack
of texture information in telepresence scenarios, the object recognition module
of the framework is based on dense depth images, as produced by, e.g. stereo
camera systems [86] or Kinect-like sensors. Specifically, a geometric matching
approach [54], that was extended by a fast GPU based verification step, is used.
Second, this scene analysis framework is used to initialize an algorithm that al-
lows tracking of articulated objects in realtime [257]. In particular, both hands
of the robot as well as the object to interact with can be tracked with depth-only
4 http://www.forcedimension.com/products/sigma-7/overview
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Figure 5.3.: Comparison of thumb configurations. Configuration 1 corresponds to the natural-
looking hand (NL) used in both user studies. Configuration 2 and 3 are used in Study
1 and 2, respectively, as NNL hand.
information. This approach has the advantage that the relative pose between
hands and object as well as the finger positions are computed and thus, no
extrinsic calibration of the system is needed. Additionally, interpenetration of
multiple interacting objects is avoided and contact detection by the robot is in-
tegrated to provide a physically correct estimate of the pose of the objects and
fingers. The issue of estimate stability is handled by using many frames of data
to converge over time to an accurate object pose estimate when the object is
stationary, either relative to the camera (while on the table) or relative to one of
the palms (while firmly grasped). The videos provided in the publications [243,
257] show the developed shared autonomy system.
5.2. Methodology: Study 1 and 2
The described shared autonomy approach is evaluated with two user studies.
The studies have different foci according to the described challenges in grasp-
ing: Study 1 takes C2 and C3 into account; Study 2 uses the insights of Study 1
and focuses on visual assistance for C1. Both studies report the influence of the
assistance functions on the objective and subjective performance of the system.
We are particularly interested in the subjective workload of the human oper-
ator and his sense of presence. Since it is very likely that the kinematic con-
figuration of the end effector has an effect on the performance of the system,
each study uses two different hand dispositions: a natural-looking (NL) and
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a non-natural-looking (NNL) configuration. The configurations are physically
realized using the DLR-HIT Hand II – a modular five-finger robotic hand [124],
where all fingers have the same kinematics. The hand configuration is varied
by changing the position of the thumb, as this finger has the largest influence on
the grasping tasks (as it opposes all other fingers), and its position during the
grasp execution is crucial to form a stable grasp. Also, this finger is the most
visible one during the task execution. Figure 5.3 shows a comparison of the
thumb configurations used in the user studies. Thumb configuration 1 denotes
the NL hand used in both studies; it has a relatively small hand workspace.
In Study 1, thumb configuration 2 is used as NNL hand. There, the thumb
opposes the middle finger and has an opening angle of 60 ◦, which results in
a large workspace. In Study 2, thumb configuration 3 is used as NNL hand,
which ensures the same size of workspace as configuration 1. Both NNL hands
are less intuitive to operate compared to the NL hand.
The NL hand has a thumb position that suggests kinematic equivalence to the
human hand; however, the robotic hand has a highly restricted abduction/ad-
duction angle of the thumb when compared to the human thumb. Neverthe-
less, we assume that the appearance induces the user to apply well-learned
motor scripts with the NL hand, which might introduce difficulties in control-
ling the robotic hand when the subjective world model is incongruent with the
perceived sensory data (i.e., the hand might not behave in the expected way). If
system transparency is not high enough, this may lead to a trial-and-error strat-
egy for grasping [39]. If the end effector is evidently morphologically different,
as in the case of the NNL hands, this effect might not occur. Yet, the user then
actively tries to learn the system, resulting in prolonged learning phases, i.e.
higher cognitive load, decreased performance and a weaker sense of presence
[219]. One possible solution to improve system transparency and to reduce the
learning phase of the operator is the visualization of information about the sys-
tem state. With this purpose in mind, we propose and evaluate the effectiveness
of different visual assistance modes.
In summary, the main hypotheses for Study 1 and Study 2 are
H1 Performance increases when using assistance.
H2 Workload decreases when using assistance.
H3 The positive effects of assistance are higher for a NNL hand.
H4 A NL hand increases the level of presence and a NNL hand decreases it.
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(a) Binary Assistance (b) Assistance with Regions
Figure 5.4.: Visual Assistance for Study 1.
5.2.1. Study 1 – Evaluation of Finger Positioning
and Grasping
The first user study evaluates the developed assistance for finger adjustment
and grasping (Challenges C2 and C3) in a real teleoperation system. A data-
glove is used as hand interface, and two mapping strategies to control the
robotic hand are implemented. The “assistance" and “no assistance” condi-
tions are compared. Without assistance, the human controls the movement of
every finger of the robotic hand via point-to-point mapping of the fingertips,
and the computation of reachable independent contact regions (rICRs) does
not influence the grasp at all. In the “assistance" condition, the online grasp
planning computes rICRs (as described in Section 3.5). The result of the plan-
ning algorithm is presented to the human as visual assistance for the finger
adjustment (Challenge C2) before execution of the grasp. In order to study the
transparency of the system, two levels of visually displayed information for as-
sistance are implemented. Both show if a force closure (FC) grasp is available
for the current hand position relative to the object. In a simple binary assis-
tance mode, a low amount of information is transmitted by changing the color
of the object to green if a FC grasp is found and the object can be grasped (Fig-
ure 5.4a). For comparison, the other assistance mode displays the calculated
contact regions on the object (Figure 5.4b). These regions give more informa-
tion about the computed grasp, as the larger the region, the more robust the
grasp is. Once the human decides to trigger the grasping action by closing his
thumb and index finger, the robotic fingers are automatically directed towards
a fingertip position inside their corresponding contact region (Challenge C3).
The experimental conditions for Study 1 are summarized in Table 5.2.
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Table 5.2.: Overview of Experimental Conditions for Study 1
Kinematic
Setup



























5.2.2. Study 2 – Focus on Visual Assistance
for Hand Positioning
The second user study focuses on assisting the hand positioning for grasping
(Challenge C1). The study is conducted using the human machine interface
HUG coupled to a virtual environment (not to the real robot), thus resulting in
a high degree of experimental control as influences of the real robotic system are
discarded. Again, in this study a visually assisted condition is compared to an-
other one with no visual assistance. The visual assistance for hand positioning
is based on the computation of a non-reachable FC grasp by iteratively allowing
a new contact point for each finger outside of its reachable points, starting with
the thumb. This non-reachable FC grasp is used to indicate the operator how to
move the robotic hand such that the thumb has reachable points on the object
that lead to a FC grasp. This movement is visualized with an arrow pointing
from the fingertip of the thumb to its desired goal position on the object (Fig-
ure 5.5a). As soon as a stable grasp is found for a new hand pose, the arrow
disappears. Then, the rICRs are displayed on the object surface (according to
the results of Study 1), thus enabling assisted grasping. Instead of cybergloves,
a one degree of freedom grasp force master (GFM) is used as interaction tool
as its one DoF is sufficient to command the closing and opening of the robotic
hand. The contact region for the thumb is colored red and the remaining re-
gions for the opposing fingers are grey, to better distinguish the contact regions
on both object surfaces.
In this study, the dynamic feasibility of the grasp is also evaluated. Given a
kinematically feasible grasp, the maximum weight that the hand can lift is eval-
uated and compared to the current object’s weight (as described in Section 3.6).
The outcome is displayed with a billboard right next to the object, which contin-
uously changes its color from red (object is not liftable with the current grasp)
to green (object is liftable, chosen grasp is valid) as shown in Figure 5.5b. To
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(a) Assistance for Hand Position-
ing
(b) Assistance for Liftable Weight
Figure 5.5.: Visual Assistance for Study 2.
Table 5.3.: Overview of Experimental Conditions for Study 2
Kinematic
Setup
Thumb Configuration 1 (NL) Thumb Configuration 3 (NNL)
Hand Control
Mode
Shared Autonomy Shared Autonomy
Visual Info.
Contact Regions, Contact Regions,











execute a grasp, the user simply has to close the GFM using the index finger,
and the fingertips will be autonomously directed towards their corresponding
contact region.
The experimental conditions for Study 2 are summarized in Table 5.3.
5.2.3. General Experimental Setup
Prior to the experiments, the users were informed about the objectives of the
corresponding experiment and signed an informed consent. Then, subjects
took seat in the human machine interface HUG and were informed about the
experimental task and procedure, as well as the safety features of the interface
(dead man pedal, magnetic clutch5 at the handle). In both user studies, the par-
ticipants used only the right arm of HUG to shorten the exercise phase prior
5 Patent DE 10 2008 058 218.2
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to the experiments. All the participants were right-handed, so this had no in-
fluence on the skill level of the operator. Their hand was attached to the right
robot of HUG with the respective hand interface, and they could get familiar
with the system being either coupled to a real robot (Study 1) or to a virtual
environment (Study 2). The participants could always experience haptic feed-
back on their hand. Visual feedback is provided to the human using the HMD
but the head tracking was not used. Instead, the viewpoint on the scenes was
predefined and fixed to ensure comparability of the visual assistances between
subjects. All participants had normal or corrected to normal vision, and were
not paid to participate in the studies.
The studies are evaluated using objective performance data (for instance, time
to complete the task and grasp quality) and subjective user feedback gathered
through questionnaires applied after the experiment had finished.
5.3. Study 1 – Evaluation of Finger Positioning
and the Actual Grasp
This section presents Study 1, where the effect of assistance for Challenges C2
and C3 is evaluated. The specific experimental setup is described first, followed
by the numerical results and a discussion on their implications.
5.3.1. Experimental Setup
The NL and NNL hands used in this study are shown in Figure 5.6. The visual
feedback is provided to the users in two windows, as shown in Figure 5.7a. The
virtual scene where the assistance modes are visualized is rendered in 3D, and
a smaller reference window shows the live stream of one SpaceJustin camera
(in 2D). Both scenes provide the same viewpoint on the scenario. We found this
dual feedback natural for the participants, in agreement with the results from
other studies [43]. To reduce the influence of factors such as errors in object de-
tection or forward kinematics, hand and object positions were optically tracked
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(a) NL Hand: Thumb Config. 1 (b) NNL Hand: Thumb Config. 2
Figure 5.6.: Two hand (thumb) configurations employed for user study 1.
(a) View in Head-Mounted Display (b) Objects
Figure 5.7.: Experimental setup for study 1.
Procedure
The participants were instructed to grasp four objects with basic shapes, see
Figure 5.7b: two cylinders and two cuboids with a small and a larger version
of each. The heaviest object weighs 3.4 N. The small cylinder is easier to grasp
with the NL hand and the large cylinder easier for the NNL hand due to the
change in workspace related to the thumb configuration. The basic shapes were
chosen to be able to study the influence of assistance with objects that are in-
tuitive to grasp, therefore avoiding more complex objects that might lead to
additional cognitive processing of the user.
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Overall, three assistance conditions were tested: a no-assistance condition, and
two conditions with assisted grasping. They differ in the amount of displayed
information coming from the grasp planning process (Section 5.2.1). In all con-
ditions, individuals were told to grasp the objects from the side with the finger-
tips of the robotic hand, to avoid object collisions and marker occlusions when
performing the task. At the same time, they should perform secure grasps as
quickly and reliably as possible. For each block of trials with 1 assistance mode
and 1 thumb configuration, subjects completed a training trial first, trying to
grasp an object that was easy to grasp with the current thumb configuration,
and then they grasped the four objects one after the other. Altogether, a num-
ber of 6 blocks of grasp trials (2 thumb configurations x 3 assistance conditions)
and 30 total grasp trials (6 blocks x 5 trials (1 training and 4 experimental trials))
had to be completed. After each grasp, the arm lifted the object 0.1 m straight
up and rotated the object 30 ◦ towards the thumb and 25 ◦ forward to evaluate
the grasp stability.
Sample
Twenty male participants were recruited from the student and staff population
of the German Aerospace Center (Mean MAGE = 28.4 y; standard deviation
SD = 4.0 y) Five of the 20 participants had experience in using HUG but
none in controlling the remote robot SpaceJustin. The other participants had
no previous system experience. Overall, the subjects had a medium experi-
ence in using CAD programs (evaluated with the sentence “I work with CAD
programs on a regular basis” on a 7-point Likert scale (1 “Does not apply", 7
“Fully applies") M = 3.6, SD = 2.5). Analysis of results revealed that previ-
ous experience with the system or with CAD programs had no influence on the
performance in the study.
For the experiments, a within-subjects design with robotic hand (NL vs. NNL)
and assistance (none vs. binary vs. regions) as within factors was utilized,
i.e., each subject finished all six blocks of trials. The order of these blocks was
systematically permuted to control for potential time effects like learning or fa-
tigue. After each block, subjects filled out the NASA-TLX questionnaire (Ger-
man version; [79]; given in Section A.1.1) and a specific questionnaire to evalu-
ate interaction realism and usability (Section A.1.2 and A.1.3). Finally, partici-
pants compared and evaluated all assistance conditions (Section A.1.4)
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Figure 5.8.: Objective measures for Study 1; (a) time to complete the task (b) grasp quality
5.3.2. Results
The results are summarized in Table 5.4 and we start by giving the results of
the objective data, namely time to complete (TTC), grasp quality, and task suc-
cess.
Time to Complete (TTC, Figure 5.8a)
A repeated measures analysis of variance (ANOVA) with hand (NL vs. NNL)
and assistance (none vs. binary vs. regions) as repeated measures was per-
formed on the time to complete (TTC) each grasp. A highly significant main
effect of hand (F (1, 17) = 10.9; p < 0.01) occurred, revealing higher TTC when
performing the task with the NL hand (M = 28.1 s) compared to the NNL hand
(M = 21.1 s) when all the assistance modes are averaged. Moreover, a highly
significant assistance main effect (F (2, 16) = 10.7; p = 0.001) indicates signifi-
cantly shorter TTC in the binary assistance condition (M = 20.7 s) compared to
conditions without assistance (M = 28.9 s; t(40) = 3.93; p < 0.001). Yet, a sig-
nificant two-way interaction effect hand x assistance (F (2, 16) = 4.9; p < 0.05)
revealed that the positive effect of assistance conditions is stronger when using
the NNL hand. In this case, TTCs were significantly shorter when having bi-
nary (M = 16.6 s) or grasp region assistance (M = 18 s) compared to the condi-
tions without assistance (M = 28.8 s; both ts(18) > 3.7 and
ps < 0.01). No significant (n.s.) difference between both assistance conditions
was found (t(18) = 0.7; n.s.).
Grasp quality (*100, Figure 5.8b)
Repeated measures ANOVA performed on the grasp quality revealed a highly
significant hand main effect (F (1, 17) = 45.2; p < 0.001), with better results for
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5.3. Study 1 – Evaluation of Finger Positioning and the Actual Grasp
the NNL hand (M = 0.29) than for the NL hand (M = 0.12). Additionally, a sig-
nificant assistance main effect (F (2, 16) = 10; p < 0.01) indicated worst grasp-
ing quality without assistance (M = 0.16), better quality with binary assistance
(M = 0.23) and grasp regions assistance (M = 0.23). Again, a significant two-
way interaction effect hand x assistance occurred (F (2, 16) = 4.1; p < 0.05), i.e.
grasp quality was significantly better when working with the contact regions
and NNL hand compared to the NL hand.
Task Success
The automated test routine for grasp stability revealed no significant effects (all
Fs < 2.2), sometimes objects fell out of the hand or changed the pose inside the
hand in all the tested assistance modes. This happened three to five times out of
160 grasps per assistance mode. For instance, with the grasp regions assistance
all grasps were stable when using the NL hand, while only 92 % were stable
with the NNL hand.
Subjective Data
Besides the objective measures, participants answered questions regarding their
workload. After finishing all blocks with one hand variant, the sense of pres-
ence and the interaction with that robotic hand was evaluated. Also, the eval-
uation of the assistance functions is presented.
Workload
A repeated measures ANOVA on the NASA-TLX overall score (range from 0 to
20) revealed no hand condition main effect (F (1, 20) = 1.8; n.s.), but a highly sig-
nificant assistance condition main effect (F (2, 19) = 14.3; p < 0.001). For both
hand configurations, we found significantly lower workload scores for the bi-
nary feedback conditions (MNL = 6.4; SDNL = 3.2; MNNL = 5.7; SDNNL = 3.0)
and the grasp region conditions (MNL = 6.9; SDNL = 3.0; MNNL = 5.6;
SDNNL = 3.2) compared to the no assistance conditions (MNL = 8.3;
SDNL = 3.6; MNNL = 8.4; SDNNL = 3.7; all ts(20) > 2.2; ps < 0.05). This effect
was particularly evident when working with the NNL hand (both ts(20) > 4.7;
ps < 0.001). The average workload scores in the binary feedback and grasp
regions condition did not differ significantly (both ts(20) < 0.9).
Sense of Presence
The sense of presence was evaluated with a four-item-questionnaire that eval-
uated in a range from 0 to 24 the consistency of expectation, natural interac-
tion, effort, and tool embodiment (the sensed fusion between your own and
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the robotic hand). There were no significant main effects of the configuration
of the hand on the sense of presence (t(19) < 0.9, n.s.).
Interaction with robotic hands
We asked participants to which degree they felt disturbed when working with
the respective thumb positions of the robotic hand “The thumb position sev-
erely disturbed me during interaction” (does not apply: 1; fully applies: 7).
Subjects reported that they felt significantly more disturbed by the thumb posi-
tion of the NL hand (M = 4.5; SD = 1.8) compared to the NNL hand (M = 2.4;
SD = 1.0; t(19) = 5.2; p < 0.001). Moreover, participants also indicated that
they got used to the thumb position of the NNL hand after a short phase of
training; for the item “After a short period of training, I did not longer worry
about the thumb position” ratings were significantly higher for the NNL hand
(M = 5.5; SD = 1.2) compared to the NL hand (M = 4.3; SD = 1.7).
Assistance functions
Participants had to answer the following question (all scales using the 7-point
Likert scale): “Even before completing the grasp I was sure that I would se-
curely grasp the object”. When working without assistance function, signifi-
cantly lower ratings were reported (M = 2.3; SD = 1.0) compared to binary
(M = 5.0; SD = 1.4) and grasp regions assistance (M = 5.8; SD = 1.1; both
ts(19) > 6.4; ps < 0.001). Moreover, ratings in the grasp regions conditions
were significantly higher than in the binary feedback condition (t(19) = 2.2;
p < 0.05). The users perceived that binary assistance did not give enough in-
formation about possible grasps; the item was “When working with binary
feedback there were situations in which I did not know how to modify the
hand position to find an optimal grasp” (M = 4.0; SD = 1.8).
5.3.3. Discussion
Both objective measures revealed better grasping performance with assistances
for both hand configurations, and a decrease in workload was reported (hy-
potheses H1 and H2 confirmed). Moreover, the assistance effect was stronger
for the NNL hand, as hypothesized (H3 confirmed). Yet, the assistance show-
ing the grasp regions leads to a slightly higher TTC than in the case of bi-
nary feedback. As the grasp regions give a more detailed description of the
grasp robustness, the higher TTC results in grasps with higher quality for the
NNL hand, where human intuition is not so helpful as the configuration is less
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anthropomorphic. Overall, the NNL hand leads to a reduction of TTC and to
an increment in grasp quality compared to the NL hand.
There was no significant difference in objective performance measures between
the two assistance modes, although people felt more secure when being as-
sisted with the contact regions. Comparing the hand configurations, we noticed
that the grasp quality decreases and the TTC increases for the NL hand when
using the assistance with regions (compared to the binary assistance). This can
be induced by the differences in kinematic and dynamic capabilities between
the human and the NL hand. In general, it is important to place the thumb in
opposition to the other fingers for getting a robust grasp. The human can sim-
ply move the thumb to ensure this opposition. Although the NL hand looks
anthropomorphic, the restricting limit on the abduction/adduction angle and
the lack of rotation for the thumb impedes such behavior. For a proper hand
positioning, an additional hand rotation is needed. This fact was empirically
verified when comparing the overall rotational movement of the hands; the
users rotated more the NL than the NNL hand. Additionally, one could observe
that the participants rotated the hand the most when using binary assistance,
as they had no information on “how close” they were to a valid grasp. The
display of the rICRs created the feeling of “being close to a good grasp,” and
people usually relied more on translational exploration (rather than rotational
exploration) to improve the grasp, which resulted in a higher TTC and often in
less stable grasps. The contact regions improve system transparency and trust,
as indicated by the participants, while the additional visual information did
not result in higher workload compared to a simpler on/off visualization.
There was no significant effect regarding the sense of presence comparing the
hand variants (H4 not confirmed). Moreover, the sense of presence was even
rated slightly higher for the NNL hand compared to the NL hand. As the NL
hand looks more human like, we expected people to handle that hand more
intuitively, which was not confirmed in the subjective data. In fact, participants
felt more disturbed by the thumb configuration in the NL hand, although there
was no difference in TTC without assistance between both hand configurations.
Reactions on the thumb positions included: Thumb configuration 1 (NL) is
“more intuitive but with smaller workspace”, and “the opening angle is too
small”. Configuration 2 (NNL) is “less intuitive to control”, “the thumb has an
unnatural position, but is easier to handle after some training”, “small objects
are hard to grasp”, and “the larger opening angle of the thumb is helpful”.
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With no assistance users sometimes grasped with a poorly positioned thumb,
which lead to unstable grasps We additionally observed that poor fingertip
grasps sometimes moved the object within the hand producing very stable
power grasps (although the intention was to make a precision grasp). In the
cases where assisted grasping failed the test, it was mainly due to two rea-
sons: tracking errors and torque limits in the thumb. Due to the modular hand
design, the thumb has the same motors as the other four fingers. As the cal-
culation of rICRs does not consider the dynamics of the fingers, the thumb
sometimes could not exert enough forces to counteract the object’s weight, and
the object was dropped during the test routine. This happened especially for
the NNL hand as the thumb here has to travel more space to reach the object
surface, thus resulting in configurations of the finger that only allowed very
low forces applied on the object.
5.4. Study 2 – Focus on Visual Assistance
This section presents Study 2, where the effect of assistance for hand position-
ing relative to the object (C1) is evaluated. As the shared autonomy approach
was found to increase system performance in a real teleoperation scenario in
Study 1, this study focuses on the visual assistance under the influence of dif-
ferent kinematics of the end effector. The visual assistance is evaluated in a vir-
tual reality (VR) scenario. The experimental setup is first described, followed
by the summary of results and a discussion on the findings.
5.4.1. Experimental Setup
For this study, the thumb of the NNL hand is not opposing the middlefinger,
but it was moved even further such that the hand looks like a left hand, as
shown in Figure 5.9. Therefore, the user feels like controlling a left hand with
his right hand in the experiment. Both haptic and visual feedback are provided
to the users during the study. They could see a virtual scene through the head-
mounted display, and perceived force feedback on their hand when a collision
happened in the VR environment. The scene includes a static cuboid placed
on a surface, and the virtual hand. The cuboid as well as the thumb were dis-
played in a semi-transparent way to avoid complete occlusions of the fingers
or visual aids.
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(a) NL Hand: Configuration Right (b) NNL Hand: Configuration Left
Figure 5.9.: Two configurations of the DLR-HIT Hand II for Study 2.
Procedure
Participants had to grasp the cuboid from the right side using the fingertips,
without actually lifting the object. Specifically, the hand position and orienta-
tion had to be optimized until reaching a hand pose where the finger joint con-
figuration allowed exerting a force high enough to counteract the weight of the
object. The difficulty of the reaching and grasping task is modified by using dif-
ferent relative initial positions between the cuboid and the hand (Figure 5.10)
to demand various reaching strategies. A larger hand rotational motion was
required for pose 1 than for pose 3, while for pose 2 mainly a translational
movement was required. The different object poses were also chosen to avoid
that subjects simply memorized the optimal grasping strategy when repeatedly
performing the same grasp and it was taken care that the visual aids used in the
study were not obstructed. As soon as a valid grasp for the current hand pose
was found, contact regions were displayed on the cuboid, showing the final
positions of the fingers on the cuboid surface if the hand would be closed (Fig-
ure 5.5). Participants could close the GFM whenever they felt the hand position
was appropriate, and the scene would display the hand closed around the ob-
ject (Figure 5.5b). The task was only completed when the grasp was valid, i.e.,
the billboard visualizing the liftable weight of the object was green.
In all conditions subjects were given a time limit of 60 s for the task, so they
should try to grasp the cuboid as quickly as possible with a valid grasp. The
task was finished and data logging was stopped when the user pressed the
grasping mechanism of the GFM and afterward released the dead man pedal of
HUG. A within-subjects design was utilized, with hand variant (NL vs. NNL),
hand orientation aid (arrow on vs. off) and object pose as within-subject factors.
The order of the within factors was counterbalanced to control for potential
time effects (like learning or fatigue). In each experimental block, subjects could
train the grasps once (with one random object pose), before starting with the
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Figure 5.10.: Positions of the Cuboid for Study 2. The angle between the x-axis of the object
and the x-axis of the initial pose of the hand are: object pose 1: 28 ◦, pose 2: 5 ◦ and
pose 3: 11.5 ◦
actual grasps of the object in the three predefined poses. Altogether, a number
of 4 (1 training grasp + 3 experimental grasps) x 2 (thumb configurations) x 2
(hand orientation aid) = 16 trials had to be completed.
After each experimental block, the NASA-TLX questionnaire was administered
for measuring mental workload. The sense of presence was indicated by an-
swering the item “How strong was your sense of presence in the virtual envi-
ronment (no sense of presence: 0 % to sense of presence like in the real world:
100 %)”. In Study 1, participants filled out the German version of the “Presence
Questionnaire” (PQ, [186]) after all blocks of trials for one hand, which lead to
no significant results. In this study, the questionnaire was administered after
each experimental block (within one hand variant) with the subscales “spatial
presence”, “interface quality” and “involvement and motivation”. Also, the us-
ability of the assistance was evaluated with the “AttrakDiff" questionnaire with
the subscale “quality" [80]. Furthermore, the German version of the “Immer-
sive Tendencies Questionnaire” with the subscales “emotional involvement”
was administered after having finished the whole experiment [186]. All ques-
tionnaires are given in Section A.2.
Secondary Task
During all of these trials, a secondary task had to be performed, to measure
attention allocation toward the virtual scene vs. the real environment. With this
task, we validate the values given by the participants in the PQ questionnaires.
Specifically, subjects had to respond as quickly as possible to a sound (0.5 s
long buzzer-like sound similar to the sound of a cell phone vibration alert)
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by pressing a foot pedal. The sound was played randomly every six to nine
seconds.
Sample
Sixteen (one female, fifteen male) subjects from the student and staff popula-
tion of the DLR with an average age M = 29.9 y (SD = 5.8) participated in
the study. Seven subjects had never worked with HUG, five had been work-
ing with it during one or two sessions, and the remaining four were expert
users (> 20 sessions). Participants’ sensorimotor skills were assessed with the
sensorimotor coordination (SMC) module of the Vienna Test System7 prior to
the main experiment. Although both abilities were distributed normally (Kol-
mogorov-Smirnov-Zs = 0.69; non-significant, n.s.), the mean percentile rank of
MSMC = 72 (SD = 24) indicates above-average abilities of the recruited sam-
ple.
5.4.2. Results
The results are summarized in Table 5.5 and first, the results for the objective
measures are given. We considered time to complete the task (TTC), time to
orient the hand (TOH), the rotational movements, the task success, as well as
the amount of liftable weight.
Time to Complete the task (TTC)
TTC is the time interval between the first movement of the hand until the fi-
nal, successful grasp. A repeated measures analysis of variance (ANOVA) with
hand variant (NL vs. NNL), hand orientation aid (on vs. off) and object pose (1
vs. 2 vs. 3) as repeated measures was performed on the TTC measure. While
there was no significant main effect of hand orientation aid (F (1, 14) = 0.92;
n.s.) and object pose (F (2, 13) = 1.13; n.s.), a marginally significant hand vari-
ant main effect (F (1, 14) = 2.31; p < .10, η2 = .14, one-tailed testing) occurred:
as expected, TTC with the NNL hand was longer (M = 28.3 s; SD = 17.4) than
with the NL hand (M = 23.5 s; SD = 13.4).
Time to Orient Hand (TOH, Figure 5.11a)
For a more detailed analysis of grasping procedure, the time interval between
the first hand movement and a successful alignment of hand pose such that
contact regions could be displayed, was analyzed. ANOVA indicated a signifi-
cant main effect of the hand orientation aid (F (1, 14) = 4.29; p < .05, η2 = .25,
7 http://www.schuhfried.com/viennatestsystem10/vienna-test-system-vts/
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Figure 5.11.: Objective measures for Study 2; (a) time to orient the hand (b) secondary task reaction
time
one-tailed testing), with shorter TOH when the aid was activated (M = 5.7 s;
SD = 3.0) compared to conditions without aid (M = 6.7 s; SD = 3.5). No such
effects were evident for hand variant and object pose (both Fs < 2.24).
Rotational Movements
Furthermore, we explored the cumulative rotational movements (in degrees)
during the whole grasping movement. Indeed, ANOVA showed that with
hand orientation aid less rotations were performed (M = 293.7 ◦; SD = 143.1)
than without aid (M = 376.3 ◦; SD = 170.9), reaching the conventional level
of significance (F (1, 14) = 4.29; p < .05, η2 = .27). No significant effect oc-
curred for hand variant. Yet, as expected, the object pose had a significant
effect (F (1, 14) = 4.78; p < .05, η2 = .27). Pairwise t-tests with Bonferroni cor-
rection indicated that the higher rotation values were obtained with object pose
1 compared to pose 2 and pose 3 (pose 1 vs. 3 < .05; pose 1 vs. 2 < .10).
Task Success
Analyzing the task success (i.e. a successfully performed grasp within the 60 s
time limit) revealed a similar result pattern, with a significant hand variant
main effect (F (1, 13) = 5.54; p < .05, η2 = .30) and no significant main or in-
teraction effects of the other factors (all Fs < 1.1; n.s.). Using the NNL hand
decreased performance with an average task success of M = 79% (SD = 16%)
compared to the NL hand with M = 89% (SD = 25%).
Liftable Weight
The mean liftable weight during the grasp procedure was analyzed next. Al-
though the task specification did not include maximizing this weight, partic-
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ipants needed to reach a minimum threshold to successfully end the experi-
mental trial. No significant hand variant effect occurred (F (1, 13) = 0.46; n.s.),
but a marginally significant hand orientation aid effect (F (1, 13) = 3.5; p = .08,
η2 = .21) and object pose effect (F (2, 12) = 3.6; p = .06, η2 = .38). The mean
liftable weight was higher with the arrow activated (M = 0.28, SD = 0.10)
compared to no arrow assistance (M = 0.25, SD = 0.10). Moreover, mean
weight for object pose 3 was significantly higher than for object pose 1 as re-
vealed by subsequent t-tests (Mpose1 = 0.23; Mpose2 = 0.27; Mpose3 = 0.29;
p1−3 < .05); all other contrasts did not reach significance.
Secondary Task Reaction Time (STRT, Figure 5.11b)
Performing an ANOVA on the reaction times on the sound signal showed a
marginally significant main effect of the hand variant (F (1, 13) = 2.39; p < .10,
η2 = .16, one-tailed testing), i.e. STRTs were longer when grasping with the
NNL (M = 1.23 s; SD = 0.35) compared to the NL hand (M = 1.15 s; SD =
0.30). Moreover, a significant main effect of hand orientation aid occurred
(F (1, 13) = 3.32; p < .05, η2 = .20, one-tailed testing), with longer STRTs
when the hand orientation aid was activated (M = 1.27 s; SD = 0.35 vs.
M = 1.11 s; SD = 0.35). No significant main effect for the object pose was evi-
dent (F (2, 12) = 2.76; n.s.).
Interestingly, explorative analyses revealed that the immersive tendencies pre-
dict the average STRT, i.e. the answers to questionnaires correlate to the mea-
sured reaction times. This is indicated by a multiple regression analysis with
“emotional involvement” (β = .67, p < .01) and “focus” (β = .33, p < .10) as
predictors (adjusted R2 = .60, i.e. 60 % of the variance).
Subjective Measures
Mental Workload
Analyzing the weighted overall NASA-TLX sum score (scale ranging from 0 to
20) revealed no significant main effects. While no main effect was found for the
hand variant (F (1, 14) = .64; n.s.), a marginally significant effect of the hand
orientation aid occurred (F (1, 14) = 3.63; p < .10, η2 = .21). i.e. workload
decreased when using the aid (MNoAid = 9.7; SD = 3.5; MAid = 8.4; SD = 3.7).
However, the isolated analysis of the NASA-TLX mental demand item (“How
mentally demanding was the task?”) showed that with the NNL hand ratings
tended to be higher (M = 9.9; SD = 6.7) compared to the NL hand (M = 8.4;
SD = 5.4; F (1, 14) = 3.6; p < .10, η2 = .20).
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Table 5.5.: Overview of results of Study 2 with means (standard deviation)
NL Hand NNL Hand
No Arrow Arrow No Arrow Arrow
TTC, Time to
Complete [s]




7.2 (3.2) 5.8 (3.2) 6.3 (4.1) 5.5 (4.8)
Rotational
Movement [◦]
363.3 (188.1) 261.1 (114) 389.2 (212.9) 326.2 (227.9)
Task Success [%] 86.1 (20.7) 91.7 (20.7) 75.9 (30.2) 82.4 (26.2)
Liftable
Weight [N]








9.0 (3.4) 8.4 (3.6) 10.3 (4.3) 8.3 (4.8)
Sense of
Presence [%]
64.4 (25.0) 62.9 (23.0) 53.3 (23.0) 60.8 (24.6)
Usability (none:
0; very high: 36)
28.7 (6.2) 31.3 (7.5) 28.2 (5.2) 29.0 (8.1)
Next, we analyzed the user’s experience with the haptic user interface (novice
vs. moderate experience vs. expert) in an ANOVA performed on the sum
score with user experience as additional between-subjects factor. First, there
was a marginally significant main effect of user experience on mental workload
(F (2, 6) = 4.53; p < .10, η2 = .69), showing that the more experience subjects
had, the lower the reported workload (MNovices = 9.3; SD = 3.4; MModExp = 8.1;
SD = 7.6; MExperts = 5.4; SD = 4.4). Furthermore, a significant interac-
tion effect hand orientation aid x user experience was evident (F (2, 4) = 7.28;
p < .05, η2 = .79). This effect means that the magnitude of the positive effect of
the hand orientation aid is higher the less experienced the subject is (novices:
MNoAid = 10.9; MAid = 8.0; Moderate Experience: MNoAid = 9.0; MAid = 7.3;
experts: MNoAid = 5.4; MAid = 4.7). There were no effects of user experience on
the other measures.
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Sense of Presence (SP)
Subjects had to indicate how much they felt that they were physically present in
the virtual environment (from 0-100%). Here, ANOVA indicated 1) a significant
hand variant main effect (F (1, 14) = 5, 15; p < .05, η2 = .27) and 2) a signif-
icant hand variant x hand orientation aid interaction effect (F (1, 14) = 5.18;
p < .05, η2 = .27). First, SP was higher for the NL (M = 63.7%; SD = 23.4)
compared to the NNL hand (M = 57%; SD = 22.6). Second, a marginally
significant positive effect of the hand orientation aid was evident for the NNL
hand variant (MNoAid = 53.3%; SD = 23; MAid = 60.8%; SD = 24.6; pdiff < .10,
one-tailed t-test), while no significant difference was found for the NL hand
(MNoAid = 64.4%; SD = 25; MAid = 62.9%; SD = 23).
The moderating impact of sensorimotor skills (SMC high vs. low scorers) was
explored. A highly significant interaction effect of hand orientation aid and
SMC (F (1, 9) = 23.15; p = .001, η2 = .72) occurred. For the low SMC subjects
the hand orientation aid did not improve the sense of presence (MNoAid = 55.4%;
SD = 36.2; MAid = 52.8%; SD = 34.0), while for subjects with high SMC
scores, the hand orientation aid significantly enhanced the SP (MNoAid = 61.0%;
SD = 35.0; MAid = 70.4%; SD = 33.0). In addition to the SP-item reported
above, the subscales from the presence questionnaire were explored. Yet,
ANOVA with the hand variant as within factor did not reveal any significant
effects. Still, explorative correlation analyses indicated significant positive re-
lationships between the average SP as measured with the one-item approach
and the subscales “interface quality” (r = .65; p < .01) and “involvement and
motivation” (r = .65; p < .01). The subscale “spatial presence” did not reach
significance (r = .22; n.s.).
Usability
ANOVA did not reveal any significant effects (all Fs < 1.5). As expected, the
highest usability rating was reported for the NL hand with hand orientation
aid activated (M = 31.3; SD = 7.5).
Interaction with robotic hands
Additionally, after the whole experiment the subjects rated whether they felt
disturbed by the hand configuration during interaction (1: does not apply at
all, 7: fully applies). Indeed, a significant effect occurred in a t-test when com-
paring both hands, with lower values for the NL hand (MNL = 2.1; SD = 1.1;
MNNL = 3.4; SD = 1.9; t = 2.5; p < .05). Finally, subject ratings for the
item “After a short period of training, I did not longer worry about the thumb
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position" revealed non-significant higher values for the NL compared to the
NNL (MNL = 5.9; SD = 1.5; MNNL = 5.4; SD = 1.7; t = 1.5; p = .15).
5.4.3. Discussion
The objective performance measures “TTC”, “TOH” and “liftable weight” di-
rectly measure the behavior during the two phases of grasping. The approach
phase is mainly influenced by the hand orientation aid, as no grasp (and hence
no rICRs) are found and displayed. Once there is a hand configuration with a
grasp, the hand orientation aid is not necessary anymore and the goal is find-
ing a grasp able to counteract the weight of the object. Thus, the objective per-
formance measure mainly influenced by the hand orientation aid is the TOH.
The hand positioning aid served its function well, as reflected by the signifi-
cantly reduced hand orientation times for positioning the hand with respect to
the object, and the reduced overall rotational movements (Hypothesis H1 con-
firmed). TTC shows no significant influence by the hand orientation aid, but
interestingly, the liftable weight is higher with assistance (even though the ori-
entation aid does not include information about grasp robustness). Workload
was decreased using the assistance for hand orientation (H2 confirmed).
Using the objective measures, hypothesis H3 (assistance effects are higher for
a NNL hand) cannot be confirmed. Nevertheless, the overall task performance
using the NNL hand was worse compared to the NL hand (completion times
were longer and the number of successful grasps was lower). This can be ex-
plained by the obvious mismatch between the robotic and the user’s hand,
which triggers a familiarization or learning process that results in a new in-
ternal representation of the input-output mapping. Yet, the results of the mean
liftable weight were not significantly different for the hand variants. This find-
ing might be explained by the fact that subjects paid greater attention to the vi-
sual assistance for hand fine adjustment (contact regions and billboard) when
working with the NNL hand once they learned the mapping, which would
support hypothesis H3.
Consistently, when grasping with the NNL hand more attention was attributed
to the virtual scene (as indicated by longer STRTs) due to the learning pro-
cess described above and a stronger focus on visual assistance. Additionally,
the strong link between individuals’ immersive tendencies and the STRT also
suggests that individuals were emotionally more involved in the virtual task.
The higher involvement did not result in a stronger sense of presence when
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working with the NNL hand, but in a higher mental workload. Seemingly, the
interface or mapping to the NNL hand was more difficult compared to the NL
hand which led to a weaker sense of presence despite the high level of task
involvement (H4 confirmed).
A stronger attention focus on the virtual scene was not only triggered by the
NNL hand but also by the hand orientation aid, as additional information had
to be processed. Yet, the assistance function obviously facilitated the spatial in-
terpretation of the virtual scene, decreasing subjective workload - particularly
for less experienced operators. The improved spatial awareness and system
transparency also led to improved presence ratings for the NNL hand. For
both hands, sense of presence was facilitated for individuals with high sen-
sorimotor skills. Apparently, these subjects were better able to interpret and
intuitively understand the hand orientation aid and thus experienced a higher
level of interactivity and presence in the virtual scene.
5.5. The DLR Assistive Robotics System
A setup for assistive robotics is used to evaluate the assistance for hand po-
sitioning with virtual fixtures. The focus of this robotic system lies in con-
trolling a robotic manipulator with a bio-signal based HMI in order to assist
people with disabilities. In particular, the manipulator is a DLR light-weight
robot arm III [88] equipped with the DLR-HIT Hand II, the five-finger robotic
hand also used in the previous studies [124]. This version of the hand uses
the commercially available thumb configuration (NL hand, thumb configura-
tion 1, shown in Figure 5.3). The HMI is realized with two interfaces: one uses
neural signals [89], while the other detects remaining muscular activity with
a surface EMG [213]. With both interfaces, the continuously measured signals
are decoded in three Cartesian (translational) degrees of freedom and a discrete
grasp trigger, as shown in Figure 5.12. These Cartesian degrees of freedom are
mapped to the velocity of the end effector position of the manipulator [214].
Thus, during teleoperation the user has no direct influence over the rotational
behavior of the robotic arm which limits its workspace and the approach di-
rections to objects. Additionally, the performed grasp by the fingers is prepro-
grammed and executed upon the grasp trigger [89]. The operator shares the
same workspace as the robotic manipulator and therefore, gets natural visual
and auditory feedback.
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Figure 5.12.: Semi-autonomous grasping with the DLR Assistive Robotics System with courtesy of
Jörn Vogel.
Although very promising to increase self-determination of disabled people, in
addition to the workspace restriction mentioned above, the velocity directions
obtained from bio-based signals are noisy which requires the user to learn how
to control the arm during direct teleoperation in order to approach objects.
Slightly inaccurate commands can lead to grasp failures which make grasp-
ing and manipulation of objects a slow and tedious task. Therefore, the level
of autonomy of this system was increased to incorporate assistance for hand
positioning, which is based on the methods described in Chapter 4. The op-
erator remains in full control of the translational velocity of the end effector.
These velocity commands are enhanced using virtual fixtures. They are not
preprogrammed to support one approach direction to the object, but they are
adapted online according to the movement suggested by the human. This is
realized with the help of the graspability map for each object, which covers
all hand poses around the object and rates them according to a quality crite-
rion. During runtime, the commanded velocities and the current position of the
robot with respect to the available objects are used to determine the object to be
grasped and to search for a stable grasp pose in the database. To simplify the
motion of the robot towards the object, the user-commanded velocity is grad-
ually modified to converge to the selected grasp pose. The modification of the
velocity direction is mainly dependent on the distance to the object. As the op-
timal grasp pose is continuously updated, the human can always influence the
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position of the hand relative to the object, i.e., the human can withdraw the ac-
tion, or move around the object to select different grasp configurations. Thus,
the proposed semi-autonomy scheme supports the user in moving and orient-
ing the robot towards the object, and automates the grasping process when it is
triggered, as shown in Figure 5.12. The object detection is realized in combina-
tion with a scene analysis and uses the same method as integrated in the DLR
Shared Autonomy Setup (Section 5.1, [33]).
5.6. Study 3 – Assisting Hand Positioning
This section presents Study 3, where the effect of assistance for hand position-
ing relative to the object (C1) is evaluated in the context of the DLR assistive
robotics system. In this setup, the operator can only directly control three de-
grees of freedom of the robotic end effector and hence, is very restricted in the
tasks he can perform with the robotic arm. Therefore, the semi-autonomous as-
sistance is used to set the rotational degrees of freedom and enable the operator
to choose his approach direction to the object according to his task. In compari-
son to the DLR shared autonomy system, this limitation in the human interface
makes the the DLR assistive robotics system particularly suited for Study 3. We
are especially interested in how the assistance influences the objective perfor-
mance of the system and the workload of the human operator. As we focus
on the reaching motion towards the object, it is very likely that the mapping
between HMI and robot has an effect on these measures. Therefore, we do not
vary the hand configurations as in the previous studies, but we vary the degree
of distortion between commanded velocities of the user and executed velocities
by the robot. We assume that if the subjective world model is incongruent with
the perceived sensory data (i.e. the robot moves in a different direction than the
commanded one), users need to rely more on assistance in order to grasp the
object.
In summary, the main hypotheses for Study 3 are
H1 Performance increases when using assistance.
H2 Workload decreases when using assistance.
H3 A distorted mapping leads to a more significant effect of assistance.
The experimental setup is first described, followed by the summary of results
and a discussion on the findings.
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Figure 5.13.: Setup for Study 3 to evaluate the assistance for hand positioning with virtual fixtures.
5.6.1. Experimental Setup
In order to reduce the complexity of the system, the operator controls the veloc-
ity of the end effector of a simulated manipulator arm with a SpaceMouse [1].
Replacing an input based on bio-signals with a SpaceMouse allows for a faster
setup (as no training for the bio-signals is needed) and a reduction of side ef-
fects that might occur from that training. Using a simulation instead of real-
world experiments, minimizes the effect of errors from calibration and object
detection in the real world and allows to explore the effect of assistance specifi-
cally. Thus, the chosen experimental setup leads to a high degree of experimen-
tal control, leading to a fair comparison of trials between the participants. The
overall setup is shown in Figure 5.13, where a participant sits in front of the
simulation visualized on a 3D TV8. In order to ensure depth perception during
the task, participants wear active shutter glasses. As visualization software,
the Instantplayer from Fraunhofer IGD9 is used. The virtual scene resembles
the physical robotic setup and consists of a DLR light-weight robot arm, the
DLR-HIT Hand II, and a cylindric object that should be grasped. The scene is
viewed on the screen from the perspective of a user sitting next to the robot
base on the left, as shown in Figure 5.13.
8 Samsung UE46ES6300 46inch 3-D LED monitor
9 http://www.instantreality.org/
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(a)
grasp trigger start trial
(b)
Figure 5.14.: Control of (a) the end effector velocity as well as (b) the grasp trigger with the Space-
Mouse.
(a) (b) (c)
Figure 5.15.: Three different relative initial positions between the cylinder and the robotic hand.
(a) “Easy”: Motion in one axis required; (b) “Medium”: Motion in two axis required;
(c) “Difficult”: Motion in three translational axis required.
Procedure
Participants were asked to grasp a virtual cylinder from the right side as fast as
possible. They used the SpaceMouse to command the translational velocity of
the DLR-HIT Hand II, and its buttons to start each trial and to trigger a grasp as
shown in Figure 5.14. To vary the reaching motion towards the object, three dif-
ferent relative initial positions between the cylinder and the robotic hand were
chosen as depicted in Figure 5.15. The difficulty of the positions increases from
an “easy” position (Figure 5.15a), where the user needs to move the end effec-
tor only in one translational axis, to “difficult” (Figure 5.15c), where a motion
in all three translational axis is required to grasp the object from the side. The
object is not placed on a table, but instead is free floating in space. This does
purposely not restrict the approach directions to the object although grasping
from below was prevented.
The influence of mapping between user command and robot motion is addi-
tionally analyzed, as an HMI based on bio-signals often results in noisy data
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Figure 5.16.: Participants had to control the velocity of the end effector of the robot in two modes:
(a) undistorted and (b) distorted.
and hence, in a distorted mapping between commanded velocity direction vcmd
and movement of the robot vee. Therefore, all participants had to grasp the ob-
ject in two modes, distorted and undistorted mapping:
vee =
⎧⎪⎪⎨⎪⎪⎩
I · vcmd undistorted mapping⎛⎝ σxx σxy σxzσyx σyy σyz
σzx σzy σzz
⎞⎠ · vcmd distorted mapping. (5.1)
For the experimental setup in the user study, we choose |σi,j | = 0.3 for i = j
and σi,j = 1 for i = j and the distoration matrix was normalized to prevent a
scale of the magnitude of the user commandeed velocity. The signs of σi,j are
selected such that the distorted directions point away from the target object.
Undistorted, the mapping between commanded velocity direction and move-
ment of the robot match, as depicted exemplary for a velocity command in the
z-axis in Figure 5.16a. In distorted mode, a command in one axis results in a
movement of the robot in all three translational axis (Figure 5.16b).
Overall, three assistance conditions were tested: a no-assistance (manual) con-
dition, and two conditions with assisted hand positioning. In the manual con-
dition, the participant moves the end effector manually to the object by com-
manding translational velocities and the robot follows the commands accord-
ing to the chosen mapping. When the end effector is within an area of 0.05 m
from the surface of the object, the object color changes to green, and the user can
trigger the grasp to successfully finish the grasp trial. In this mode, the fingers
of the hand move to a pre-defined joint configuration reflecting the behavior
of the hand in the physical setup. For both assistance conditions, the method
of assistance is based on dynamic virtual fixtures as presented in Section 4.3.
150
5.6. Study 3 – Assisting Hand Positioning
Thus, the participant commands the translational velocities, the autonomous
behavior selects a target grasp according to the intend of the user, and adapts
the orientation of the end effector accordingly. The two conditions differ only in
the distance between hand and object that is allowed upon triggering a grasp:
in the condition “trigger-when-near", the end effector needs to enter the same
area as in the “manual" condition, while in the condition “trigger-when-far",
a distance of 0.13 m from the surface of the object is allowed. As soon as a
grasp trigger is authorized, the object color changes to green as in the manual
condition, and when the grasp is activated, the fingertips move to the planned
contact points to form the grasp.
For each block of trials with 1 assistance condition and 1 mode of mapping,
subjects had to grasp the object in all three poses in ascending difficulty with
two repetitions of the complete cycle. Altogether, a number of 6 blocks of grasp
trials (3 assistance conditions x 2 modes of mapping) and 36 total grasp trials
(6 blocks x 6 trials) had to be completed. The order of the assistance conditions
was systematically permuted to control for potential time effects like learning
or fatigue. After completing 3 blocks of grasp trials with the undistorted map-
ping, the same order of assistance conditions was executed with the distorted
mapping. Hence, all participants were already trained to use the system when
they controlled it with the distorted mapping. The participant started each trial
by pressing a button on the SpaceMouse, and he had then a maximum of 20 s to
reach the object and trigger the grasp. After each block, parts of the NASA-TLX
questionnaire [79] regarding mental and physical demand of the task, as well
as a specific questionnaire to evaluate naturalness of interaction, interactivity,
and consistency of mapping [186] were administered (given in Section A.3.1).
The sense of presence was indicated by answering the item “How strong was
your sense of presence in the virtual environment (no sense of presence: 0 %
to sense of presence like in the real world: 100 %)”. After three blocks of trials
within one mode of mapping, participants evaluated the assistance conditions
in terms of workload, consistency, and usefulness (Section A.3.2). Prior to the
experiments, participants were informed about the objectives of the experiment
and signed a consent form. Then, they were introduced in the setup, the exper-
imental task, and the procedure. They explored the behavior of the system in a
short training phase of 60 s in manual, undistorted mode.
Sample
All participants are technical staff and students from the Institute of Robotics
and Mechatronics at DLR. 18 subjects participated in the user study with an
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Figure 5.17.: Time to complete the task (TTC) in Study 3 for undistorted (blue) and distorted (red)
control mode.
average age of M = 26.7 y (SD = 2.6). 11 participants were male and 7 female,
all with a background of engineering, but none of them had previous experi-
ence with the setup. In fact, 12 of the participants do not work at all with CAD
programs, and hence, had only limited to no experience with the SpaceMouse.
The other 6 participants work on average 3.7 h per week with CAD programs.
Nevertheless, analysis revealed that it had no influence on their performance
during the study.
5.6.2. Results
All results are summarized in Table 5.6, and we start by giving the results of the
objective data, namely time to complete the task (TTC), the overall translational
movement of the end effector during the task, and the task success. Then, the
subjective measures in terms of workload, sense of presence, consistency of
interaction, and usefulness of the conditions are reported.
Time to Complete (TTC, Figure 5.17)
A repeated measures analysis of variance (ANOVA) with assistance (manual
vs. trigger-when-near vs. trigger-when-far) as repeated measures was per-
formed on the time to complete (TTC) each grasp, averaged over all object po-
sitions. For both control modes (undistorted and distorted), a highly signifi-
cant main effect occurred (Fs(2, 34) > 7.0; ps < 0.005). Paired difference t-tests
(two-sided) revealed a significantly shorter TTC for the distorted mode, when
performing the task with assistance compared to no assistance (M = 9.39 s).
The effect was higher for assistance far (M = 7.75 s, t(17) > 2.88, p < 0.01)
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Figure 5.18.: Complete translational movement of the end effector in Study 3 for the undistorted
(blue) and the distorted (red) control mode.
than for assistance near (M = 7.87 s, t(17) > 2.70, p < 0.015). No effect be-
tween the assistance modes was found (t(17) = 0.45, n.s.). Interestingly, in
the undistorted control mode, only the TTC of the trigger-when-far condition
(M = 6.73 s) is significantly shorter than the manual condition (M = 8.77 s,
t(17) = 3.79, p < 0.005). Comparing trigger-when-near to the manual condi-
tion revealed no significant effects (M = 7.87 s, t(17) = 1.84, n.s.).
Translational Movement, Figure 5.18
The analysis revealed a significant main effect of the assistance for both the
undistorted (F (2, 34) = 9.96, p < 0.001) and the distorted control mode
(F (2, 34) = 23.45, p < 0.001). As expected, the effect is more significant for
the distorted mode. In both control modes, the manual condition revealed sig-
nificantly more translational movement (Mundist = 0.80m, Mdist = 0.87m) than
the trigger-when-far condition (Mundist = 0.56m, Mdist = 0.63m, ts(17) > 4.96,
ps < 0.001). In the distorted mode, also the trigger-when-near condition
(M = 0.66m) reduced the translational movement significantly compared to
the manual condition (t(17) = 4.38, p < 0.001). Between the assistance condi-
tions, no significant effects could be found for both modes (ts < 1.85, n.s.).
Task Success
Repeated measures ANOVA revealed no significant effects regarding the task
success (Fs < 3.3,n.s). Sometimes, participants could not finish the task within
the 20 s in all conditions and modes. This occurred once or twice during the 12
grasps a participant had to execute. Only in distorted, manual control mode all
grasp trials succeeded.
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5.6. Study 3 – Assisting Hand Positioning
Workload
We monitored the mental and the physical workload of the participants sepa-
rately. As shown by repeated measures ANOVA, both measures yield signif-
icant results, although the effect is stronger for the distorted mode. In undis-
torted control mode, the effect for mental workload is F (2, 34) = 7.20, p < 0.005,
and for the physical workload F (2, 34) = 7.27, p < 0.005. The mental demand
in the trigger-when-far condition (M = 3.28) is significantly lower than in the
manual condition (M = 5.67, t(17) = 3.72, p = 0.0017) as well as in the trig-
ger-when-near condition (M = 4.50, t(17) = 2.93, p < 0.01). There was no sig-
nificant difference found between the assistance conditions (t(17) = 1.5, n.s.).
The physical demand of the trigger-when-far condition (M = 2.33) is signifi-
cantly lower than the manual condition (M = 3.61, t(17) = 3.38, p < 0.005), the
other comparisons were not significant (ts(17) < 2.6, n.s.).
The effects for the distorted control mode show the same pattern. Mental de-
mand reduced significantly comparing the manual condition (M = 7.22) to the
trigger-when-far (M = 4.56, t(17) = 3.76, p = 0.0016) and the trigger-when-
near condition (M = 5.0, t(17) = 3.08, p = 0.007). No significant difference
between the assistance conditions could be found (t(17) = 0.88, n.s.). Also, the
physical demand reduced from manual condition (M = 4.50) compared to the
trigger-when-far condition (M = 2.78, t(17) = 2.95, p < 0.01), but not for the
other conditions (ts(17) < 2.85, n.s.).
Additionally, participants rated the workload in the different conditions with
the following question “In following condition, it was easy for me to grasp the
object” (not true at all: 1; fully true: 7). In both control modes, highly significant
effects are found (Fundist(2, 34) = 16.86, Fdist(2, 34) = 14.64, ps < 0.001). T-tests
revealed that grasping with assistance is significantly easier for participants
compared to the manual condition (Undistorted: Mmanual = 4.33, Mt-near = 5.83,
Mt-far = 6.17, ts(17) > 3.79, p < 0.002; Distorted: Mmanual = 4.0, Mt-near = 5.17,
Mt-far = 5.83, ts(17) > 3.60, ps < 0.003).
Consistency of Interaction
The consistency of interaction was rated with the question “In following con-
dition, I understood when I could grasp the object” (not true at all: 1; fully
true: 7). Interestingly, no main effect could be found in the undistorted con-
trol mode (F (2, 34) = 3.04, n.s.), but for the distorted mode (F (2, 34) = 31.9,
t(17) < 0.001). Apparently, the assisted motion was more consistent to their
expectation (Mt-near = 5.5, Mt-far = 6.0) than the distorted, manually operated
motion (M = 5.0, ts > 3.33, ps < 0.004).
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Usefulness
Finally, participants reported the usefulness (“Rate the usefulness of the condi-
tions to grasp an object” (not at all: 1; very much: 7)). For both control modes,
highly significant effects were revealed (Fundist(2, 34) = 13.16, Fdist(2, 34) =
40.27, ps < 0.001). In the undistorted control mode, the manual condition
(M = 4.0) was rated less useful than the assistance conditions (Mt-near = 5.17,
Mt-far = 5.33, ts(17) > 3.17, ps < 0.006). The same effect was reported in the
distorted mode (ts(17) > 4.42, ps < 0.001). Additionally in this mode, the trig-
ger-when-far condition was significantly more useful than the trigger-when-
near condition (t(17) = 4.12, p < 0.001).
5.6.3. Discussion
In summary, all three hypotheses could be confirmed with the results of the
user study. Performance significantly increased with assistance as shown with
a decreased TTC and translational movement (H1 confirmed). The effect was
significant for both assistance conditions for the undistorted mode, but only for
the trigger-when-far condition in distorted mode. This leads to the conclusion
that the assistance was especially necessary when participants were unfamil-
iar with the system. Once they learned to control the hand, even if the control
was distorted, the trigger-when-far condition was more helpful to increase per-
formance. No significant effect for the task success rate was found, but in all
conditions, grasps failed from time to time. In manual control mainly because
participants were not familiar with the system. For the assistance conditions,
failures occured as the workspace of the arm was not taken into account when
selecting the target grasp pose. Thus, the autonomy sometimes chose grasps
poses for the hand, that the arm could not reach. The workload of participants
decreased with the use of assistance, thus, we can support H2, especially for
the trigger-when-far assistance. Also, H3 can be confirmed: the positive effects
of assistance are stronger for the distorted control mode. TTC and translational
movement reached a higher level of significance compared to the undistorted
mode. Especially in the subjective measures of consistency and usefulness, par-
ticipants found assistance more important in the distorted mode. There, the
assisted motion is significantly more consistent to their expectation, in contrast
to the undistorted mode. In terms of usefulness, only in distorted mode, a
significant difference between the assistance conditions could be found. These
findings stress the importance of assistance in the real setup, as signals obtained




In all studies, the developed assistance supports the operator in finding and
executing stable grasps in all the steps in human motor schemes for grasping:
hand positioning, finger adjustment, and the actual grasp. He receives visual
assistance and assistance with virtual fixtures for finding a hand pose relative to
the object that leads to stable force closure grasps. Adequate contact positions
on the object surface are computed online using reachable contact regions, and
are displayed to the human operator to assist him in adjusting the finger posi-
tion for grasping. The actual grasp is finally executed by the robotic hand when
commanded by the human using a one degree of freedom hand input device
that leads the fingers to the desired contact positions inside the contact regions.
Nevertheless, the overall level of autonomy evaluated in this section is moder-
ate, to avoid “out of the loop” phenomena: the human is in control of the arm
motion, thus enabling his active participation in the prehension process.
The assistance is first evaluated with two user studies (Study 1 and 2) that also
evaluate the influence of different kinematics of the robotic end effector, and
therefore the influence of mapping in the performance of telepresence systems
with assistance. In both studies, the kinematics of the end effector was modi-
fied to compare a natural looking (NL) hand with a non-natural looking (NNL)
hand by changing the position of the thumb. Both studies revealed a better
grasping performance with assistance for both hand configurations, and also
reported a decrease in workload for the operator. Then, the influence of map-
ping is considered specifically in Study 3, where an undistorted velocity map-
ping is compared to a distorted mode. In general, the study confirmed a higher
workload of the user with a distorted mapping which could be significantly
reduced using assistance for hand positioning. Also, the grasping performance
increased with assistance for both mapping modes.
Taking a closer look into the assistance effects caused by the appearance and
functionality of the end effector, Study 1 and 2 reported two different results. In
Study 1, the assistance effect was stronger for the NNL hand, which could not
be confirmed in Study 2. The unnatural position of the thumb of the NNL hand
in Study 1 lead to an increased workspace that was better suited for the grasp-
ing tasks. Although the mapping between the hands was different, the reaching
motion was almost the same for all prehension tasks as all objects were placed
on the same position. Thus, the operators could focus on the presented assis-
tance for the finger adjustment, and the better thumb functionality allowed a
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better performance for the NNL hand. In contrast, one focus of Study 2 was the
assistance for reaching motions, which were changed by using different target
poses for the object. The mismatch in mapping between the human and the
NNL hand triggered a learning process that resulted in increased attention to-
wards the virtual scene and higher workload for the operator. The assistance
for hand pose did not strongly influence the performance of the task, as the
mapping for the hand needed to be learned first. In Study 3, the positive assis-
tance effect was stronger with a distorted mapping mode which corresponds
to the findings in Study 1. It leads also to the conclusion, that a pure visual
assistance might not be sufficient to assist hand positioning if the mapping is
unintuitiv. This can result from the higher workload which was reported in
Study 2 and 3 for a change in mapping. Then, users have to process additional
information, in contrast to an assistance with virtual fixtures for hand position-
ing.
In Study 1 and 2, the perceived sense of presence depends on the mapping
between the human hand and the robotic end effector, but in Study 3 this ef-
fect could not be confirmed. In Study 1, the NL hand was tougher to operate
as it looks like an anthropomorphic hand but has different capabilities. This
mismatch resulted in a slightly lower sense of presence for the NL hand than
the NNL hand. In Study 2, the thumb position of the NNL hand was so awk-
ward for the operators that the sense of presence was higher for the NL hand
in general. Nevertheless, visual assistance increased the sense of presence for
the NNL hand.
Summarizing, the performance of operators in telepresence systems with robot-
ic hands as end effectors can be increased with the presented assistance, while
also decreasing the workload. Results reveal a high influence of the shape of
the end effector, and suggest that an increase in functionality (as obtained for
the NNL hand in Study 1) can counterbalance a decrease in "naturalness". In
fact, this decrease can even be helpful to visualize differences between human
and robotic hands, which triggers a learning process for the human that can be
later beneficial for obtaining a higer involvement of the user with the system.
Study 2 showed that the increased task difficulty (the object had to be liftable)
lead to a decrease in task success rates. Obviously, the dynamic behavior of the
hand was not visualized in a transparent way and was not easily interpretable
by the participants. In contrast, Study 3 revealed a highly positive effect of task
usefulness, robot behavior expectations, and grasping for distorted mapping
although they had already familiarized with the system.
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6.1. Conclusion
This thesis presents a new concept for assisting the operator of a complex tel-
epresence system in grasping and manipulation tasks. Assistance is crucial in
these tasks as they are error-prone and it is exhausting for the human opera-
tor in current telepresence systems. For designing such assistance, we consider
two major aspects:
Handling: The human operator needs to be able to use and apply his task
knowledge, as well as his ability to solve problems in unexpected situations.
Furthermore, the system should be usable without expert knowledge about the
robotic system.
Interface: Additional information provided by the autonomous functions
should be displayed appropriately to the human operator.
In comparison to state of the art approaches for assistance, we take these chal-
lenges into account by keeping the high level of immersion of the human in
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telepresence systems. This enables a low workload for the operator, keeps him
concentrated on the task, and hence, he is able to apply his task knowledge. It
also avoids “out-of-the-loop” phenomena, as described by [58], which can lead
to incorrect reactions of the human, particularly in the case of system or task
failure. We allow the human to actively participate in the prehension process as
he continuously controls the hand pose relative to the object. Additionally, the
operator experiences multi-modal feedback, including haptic force and stereo
visual feedback. The visual feedback of the remote environment is augmented
such that the operator is informed about the current system capabilities and the
current state of the autonomous functions.
After analyzing human prehension, we also identified three challenges for
grasping and manipulation in teleoperation systems:
C1 - hand positioning
Setting up a position and orientation of the hand relative to the object.
C2 - finger adjustment
Finding contact points and the corresponding finger joint configurations
for a stable grasp.
C3 - actual grasp
Moving into contact with all fingers, applying suitable contact forces, and
ensuring grasp stability.
These three challenges are met by developing new assistance methods for hand
positioning (C1) and grasp planning (C2), which also improve the execution of
the actual grasp with the robotic hand (C3).
The developed grasp planning is based on the concept of independent contact
regions, which makes it possible to compute contact areas instead of single con-
tact points. Hence, a certain robustness to positioning errors in the real robotic
system is inherently built in. Additionally, the method makes it possible to plan
contact points and contact forces simultaneously, and in contrast to state of the
art approaches, it takes into account the realistic contact forces that the robotic
hand can apply on the object surface. This allows to plan grasps that consider
the workspace boundaries and the torque limits of the hand. The grasps are
computed only based on the hand pose relative to object, which is given by the
human operator. A low computation time ensures that the grasp planner can
cope with the movement speed of the human.
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The assistance for hand positioning combines a dense database of grasps with
the concept of virtual fixtures. This ensures that the human can choose the
approach direction to the object freely and is not restricted to a few pre-pro-
grammed grasps. The dense database of grasps is based on the developed
grasp planning and stores all precision grasps for a hand-object combination.
Within this database and based on the currently commanded velocity direc-
tions, a grasp is chosen. It represents the goal for the virtual fixture, which
guides the hand movement towards it. The target grasp is adaptively recom-
puted in every time step of the reaching motion, which means that the human
can always choose a different grasp, change the approach direction, or even
retract from the object.
Finally, the presented concept of assistance for grasping and manipulation in
telepresence systems is evaluated with psycho-physical user studies. They take
into account objective and subjective measures, like time to complete the task
and the perceived level of presence, to examine system performance. The stud-
ies show that each developed assistance reduces the workload of the operator
statistically significantly while simultaneously improving the performance of
grasping tasks. The perceived level of immersion of the operator into the re-
mote environment is not at the same level as in the telepresence system without
assistance, but it is even increased by the provided assistance.
6.2. Future Works
Shared autonomy in telerobotics is a tool to improve system performance and
its extensive use in scenarios such as the ones provided in the DARPA robotics
challenge, shows its importance. The method of integrating assistance in a
complex telepresence system while keeping the high immersion of the oper-
ator into the remote environment has a high potential to realize an all-purpose
telerobotic system. The presented approach can serve as the basis for such a
system. Thereby, it is important that the flexibility to react to unforeseen events
provided by direct teleoperation is still given with telerobotic systems with
a higher level of autonomy. In this thesis, a grasping assistance is presented
which is limited to precision grasps. As a next step, the grasping and manip-
ulation assistance should therefore be enhanced to consider other grasp types,
like power grasps, or in-hand manipulation. Similar to the graspability map,
a dense database of power grasps or of in-hand manipulation tasks can be in-
cluded within the framework. The current approach for precision grasps relies
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Figure 6.1.: Towards a higher level of autonomy in telerobotic systems.
on the analytic force closure criterion in combination with the computation of
contact forces. For power grasps, this concept is computationally more expen-
sive which can lead to high calculation times. Therefore, the use of a physics
simulation to calculate the database should be considered, although the grasps
selected by current physics simulations do not necessarily lead to good grasps
in the real world. In [242], we proposed a method to plan in-hand manipulation
tasks, that can be incorporated in the proposed shared autonomy framework.
In comparison to commanding power or precision grasps, the selection of in-
-hand manipulation tasks demands further investigation in the interface to the
human operator, which was not considered in the publication. The interface to
the human also needs to be extended such that he is able to choose between the
provided grasp types.
Another restriction, which should be overcome by future works, is the assump-
tion of known objects. Finding grasps for unknown objects is tough especially
if visual information is limited to only one side of the object. Then, some as-
sumption has to be made to estimate the missing parts of the object in order
to be able to place the fingers of a robotic hand on the object surface such that
the grasp is stable. We would combine the approach of fitting basic shapes, like
cylinders and spheres [134], and exploring the unknown object with the robotic
hand. An iterative refinement of the basic shape by letting the human move the
robotic hand around the object or even applying forces on the surface can lead
to an accurate estimate of the object.
Finally, a system that enables different assistance modes and a method to han-
dle unknown objects opens the way to realize the concept of teleprogramming
in a new, flexible manner. As shown in Figure 6.1, in this concept, the human
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is coupled to a simulation environment which communicates with the world
representation of the remote robot. Instead of selecting pre-programmed skills
or behaviors, as proposed in state of the art teleprogramming, the coupling to
a physical simulation, which can be updated by the sensor measurements of
the remote robot and can incorporate unknown objects, restores the flexibility
to cope with unforeseen situations. Of course, the concept relies on an accurate
simulation of the physical properties of the environment and a correct estimate






A. User Study Questionnaires
A.1. Study 1
A.1.1. Questionnaire “TLX”
Zwischenfragebogen - Arbeitsbelastung (NASA-TLX) 
  
Vp-Nr.: ____________  Bedingung: |AH| |NH| - |K| |D| |GR| (vom Versuchsleiter auszufüllen) 
 
Die folgenden Fragen beziehen sich auf die Arbeitsbelastung im letzten Durchgang.  
 
 
Geistige Anforderungen          Wie viel geistige Anstrengung war bei der Informationsaufnahme 
und bei der Informationsverarbeitung erforderlich? War die Aufgabe einfach oder komplex?  
 
sehr wenig/                                                                                                                                  sehr viel/ 
einfach                                                                                                                                         /komplex 
 
 
Körperliche Anforderungen      Wie viel körperliche Aktivität war erforderlich? War die Aufgabe 
einfach oder anstrengend?    
                     
sehr wenig/                                                                                                                                  sehr viel/ 
einfach                                                                                                                                   anstrengend  
 
 
Zeitliche Anforderungen        Wie viel Zeitdruck empfanden Sie hinsichtlich der Häufigkeit oder 
dem Takt mit dem Aufgaben oder Aufgabenelemente auftraten? War die Abfolge langsam oder 
geruhsam oder schnell und hektisch? 
 
Gering/                                                                                                                                              hoch/ 
sehr langsam                                                                                                                          sehr schnell  
 
 
Ausführung der Aufgaben      Wie erfolgreich haben Sie Ihrer Meinung nach die vom 
Versuchsleiter (oder Ihnen selbst) gesetzten Ziele erreicht? (1= Perfekt; 20 = Fehlschlag) 
Perfekt                                                                                                                                    Fehlschlag  
 
 
Anstrengung                           Wie sehr mussten Sie sich anstrengen, um Ihren Grad an 
Aufgabenerfüllung zu erreichen? 
 
sehr wenig                                                                                                                                    sehr viel 
 
 
Frustration                                    Wie unsicher, entmutigt, irritiert, gestresst und verärgert (versus 
sicher, bestätigt, zufrieden, entspannt und zufrieden mit sich selbst) fühlten Sie sich während der 
Aufgabe? 
 
sehr wenig                                                                                                                                    sehr viel 
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A.1. Study 1
Geben Sie bitte an, welche relativen Bedeutungen für die empfundene Gesamtbeanspruchung in allen 
Durchgängen die sechs Beanspruchungsdimensionen Geistige Anforderungen, Körperliche 
Anforderungen, Zeitliche Anforderungen, Ausführung der Aufgaben, Anstrengung und Frustration für 
Sie hatten.  
Im Folgenden werden jeweils zwei der sechs Beanspruchungsdimensionen in verschiedenen 
Kombinationen gegenübergestellt. Geben Sie jeweils an, welche Beanspruchungsdimension für die 
Gesamtbeanspruchung, die Sie empfunden haben, bedeutsamer war. Es geht also nicht darum, wie 
hoch die Beanspruchung in den einzelnen Dimensionen war, sondern wie wichtig die jeweilige 
Dimension für das Gesamtempfinden war! 
Bsp.: Wenn die geistigen Anforderungen, die die Aufgabe gestellt hat für die empfundene 
Gesamtbeanspruchung bedeutsamer waren als die Anstrengung, die Sie aufbringen mussten, dann 
kreuzen Sie wie folgt an: 
 
Anstrengung 
    X 




   
  Ausführung der Aufgabe 
 
Anstrengung  
   
  Frustration 
 
Ausführung der Aufgabe  
   
  Frustration 
 
Ausführung der Aufgabe  
   
  Geistige Anforderungen 
 
Ausführung der Aufgabe  
   
  Zeitliche Anforderungen 
 
Frustration  
   
  Geistige Anforderungen 
 
Frustration  
   
  Körperliche Anforderungen 
 
Frustration  
   
  Zeitliche Anforderungen 
 
Geistige Anforderungen  
   
  Anstrengung 
 
Geistige Anforderungen 
    
  Körperliche Anforderungen 
 
Körperliche Anforderungen 
    
  Anstrengung 
 
Körperliche Anforderungen  
   
  Ausführung der Aufgabe 
 
Zeitliche Anforderungen 
    
  Anstrengung 
 
Zeitliche Anforderungen  
   
  Geistige Anforderungen 
 
Zeitliche Anforderungen  
   
  Körperliche Anforderungen 
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A.1.2. Questionnaire “Hands”
Zwischenfragebogen  Hände  
 
Vp-Nr.:_____________ Bedingung: |AH| |NH|  (vom Versuchsleiter auszufüllen)   
 
 
Die folgenden Fragen beziehen sich auf die Roboterhand, die in den vorangegangenen drei 
Aufgabenblöcken verwendet wurde. Bitte beantworten Sie alle Fragen, es gibt keine 
 
 
1. Das Verhalten der Roboterhand entsprach stets meiner Erwartung. 
2. Wie natürlich erschien Ihnen die Interaktion mit der Roboterhand in der entfernten 
Umgebung?  
3. Ich fand es sehr mühsam, mit der Hand zu arbeiten.  
4. Ich hatte das Gefühl, die Roboterhand sei meine eigene. 
A.1.3. Questionnaire “Attrak-Diff”
Zwischenfragebogen  Gebrauchstauglichkeit (AttrakDiff: PQ) 
Vp-Nr.:____________   Bedingung: |AH| |NH| - |D| |GR| (vom Versuchsleiter auszufüllen) 
 
Nachfolgend finden Sie Wortpaare, mit deren Hilfe Sie die Assistenzvariante bewerten 
können. Sie stellen jeweils extreme Gegensätze dar, zwischen denen eine Abstufung 
möglich ist. 
Beziehen sie sich in diesem Fragebogen bitte nur auf die vorangegangene 
Versuchsbedingung. 
Denken Sie nicht lange über die Wortpaare nach, sondern geben Sie bitte die Einschätzung 
ab, die Ihnen spontan in den Sinn kommt. Kreuzen Sie bitte immer eine Antwort an. Denken 
Sie daran, dass es keine "richtigen" oder "falschen" Antworten gibt - nur Ihre persönliche 
Meinung zählt! 
 
Die Assistenz in dieser Bedingung war: 
Kompliziert        Einfach 
Unpraktisch        Praktisch 
Voraussagbar        Unberechenbar 
Verwirrend        Übersichtlich 
Direkt        Umständlich 
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A.2. Study 2
A.2.1. Questionnaire “TLX”
Zwischenfragebogen - Fragebogen zur Arbeitsbelastung (NASA-TLX) 
  
Vp-Nr.: ____________________   Bedingung: _______  (vom Versuchsleiter auszufüllen) 
 
Die folgenden Fragen beziehen sich auf die Arbeitsbelastung im letzten Durchgang.  
 
 
Geistige Anforderungen          Wie viel geistige Anstrengung war bei der Informationsaufnahme 
und bei der Informationsverarbeitung erforderlich? War die Aufgabe einfach oder komplex?  
 
sehr wenig/                                                                                                                                  sehr viel/ 
einfach                                                                                                                                         /komplex 
 
 
Körperliche Anforderungen      Wie viel körperliche Aktivität war erforderlich? War die Aufgabe 
einfach oder anstrengend?    
                     
sehr wenig/                                                                                                                                  sehr viel/ 
einfach                                                                                                                                   anstrengend  
 
 
Zeitliche Anforderungen        Wie viel Zeitdruck empfanden Sie hinsichtlich der Häufigkeit oder 
dem Takt mit dem Aufgaben oder Aufgabenelemente auftraten? War die Abfolge langsam oder 
geruhsam oder schnell und hektisch? 
 
Gering/                                                                                                                                              hoch/ 
sehr langsam                                                                                                                          sehr schnell  
 
 
Ausführung der Aufgaben      Wie erfolgreich haben Sie Ihrer Meinung nach die vom 
Versuchsleiter (oder Ihnen selbst) gesetzten Ziele erreicht? (1= Perfekt; 20 = Fehlschlag) 
Perfekt                                                                                                                                    Fehlschlag  
 
 
Anstrengung                           Wie sehr mussten Sie sich anstrengen, um Ihren Grad an 
Aufgabenerfüllung zu erreichen? 
 
sehr wenig                                                                                                                                    sehr viel 
 
 
Frustration                                    Wie unsicher, entmutigt, irritiert, gestresst und verärgert (versus 
sicher, bestätigt, zufrieden, entspannt und zufrieden mit sich selbst) fühlten Sie sich während der 
Aufgabe? 
 




Beanspruchungsstruktur im Experiment (NASA-TLX) 
 
Geben Sie bitte an, welche relativen Bedeutungen für die empfundene Gesamtbeanspruchung in allen 
Durchgängen die sechs Beanspruchungsdimensionen Geistige Anforderungen, Körperliche 
Anforderungen, Zeitliche Anforderungen, Ausführung der Aufgaben, Anstrengung und Frustration für 
Sie hatten.  
Im Folgenden werden jeweils zwei der sechs Beanspruchungsdimensionen in verschiedenen 
Kombinationen gegenübergestellt. Geben Sie jeweils an, welche Beanspruchungsdimension für die 
Gesamtbeanspruchung, die Sie empfunden haben, bedeutsamer war. Es geht also nicht darum, wie 
hoch die Beanspruchung in den einzelnen Dimensionen war, sondern wie wichtig die jeweilige 
Dimension für das Gesamtempfinden war! 
Bsp.: Wenn die geistigen Anforderungen, die die Aufgabe gestellt hat für die empfundene 
Gesamtbeanspruchung bedeutsamer waren als die Anstrengung, die Sie aufbringen mussten, dann 
kreuzen Sie wie folgt an: 
 
Anstrengung 
    X 
  Geistige Anforderungen 
 
    
Anstrengung 
   
  Ausführung der Aufgabe 
 
Anstrengung  
   
  Frustration 
 
Ausführung der Aufgabe  
   
  Frustration 
 
Ausführung der Aufgabe  
   
  Geistige Anforderungen 
 
Ausführung der Aufgabe  
   
  Zeitliche Anforderungen 
 
Frustration  
   
  Geistige Anforderungen 
 
Frustration  
   
  Körperliche Anforderungen 
 
Frustration  
   
  Zeitliche Anforderungen 
 
Geistige Anforderungen  
   
  Anstrengung 
 
Geistige Anforderungen 
    
  Körperliche Anforderungen 
 
Körperliche Anforderungen 
    
  Anstrengung 
 
Körperliche Anforderungen  
   
  Ausführung der Aufgabe 
 
Zeitliche Anforderungen 
    
  Anstrengung 
 
Zeitliche Anforderungen  
   
  Geistige Anforderungen 
 
Zeitliche Anforderungen  
   
  Körperliche Anforderungen 
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A.2.2. Questionnaire “Attrak-Diff”
Zwischenfragebogen  Gebrauchstauglichkeit (AttrakDiff: PQ) 
Vp-Nr.:____________   Bedingung: _______________(vom Versuchsleiter auszufüllen) 
 
Nachfolgend finden Sie Wortpaare, mit deren Hilfe Sie die Assistenzvariante bewerten 
können. Sie stellen jeweils extreme Gegensätze dar, zwischen denen eine Abstufung 
möglich ist. 
Beziehen sie sich in diesem Fragebogen bitte nur auf die vorangegangene 
Versuchsbedingung. 
Denken Sie nicht lange über die Wortpaare nach, sondern geben Sie bitte die Einschätzung 
ab, die Ihnen spontan in den Sinn kommt. Kreuzen Sie bitte immer eine Antwort an. Denken 
Sie daran, dass es keine "richtigen" oder "falschen" Antworten gibt - nur Ihre persönliche 
Meinung zählt! 
 
Die Assistenz in dieser Bedingung war: 
Kompliziert        Einfach 
Unpraktisch        Praktisch 
Voraussagbar        Unberechenbar 
Verwirrend        Übersichtlich 
Direkt        Umständlich 
Handhabbar        Widerspenstig 
 
Wie stark war Ihr Präsenzempfinden in der virtuellen Umgebung (0% = keine Präsenz bis 
100% = das Präsenzempfinden in der realen Welt) 
 
 





































































































































A.3.1. Questionnaire “TLX” and Naturalism
189









A. User Study Questionnaires
194
List of Figures
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"shared Grasping" describes a new approach to 
shared autonomy for grasping and manipulation 
tasks to be used in a telepresence system. it is re-
alized with two assistance functionalities and an 
intuitive user interface, which merges haptic feed-
back and visual assistance. A fast grasp planning 
algorithm increases the stability of grasps and 
allows their realistic evaluation by taking into ac-
count the kinematics of the robotic hand and its 
torque limits. furthermore, the operator is guided 
to position the end effector relative to the object 
to perform a robust grasp by merging adaptive 
virtual fixtures and a pre-computed grasp data-
base. User studies confirm a reduction in operator 
workload and an increase in task performance of 
the semi-autonomous system while maintaining a 
high immersion of the operator into the remote 
environment when using the assistance functions.
