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Introduction Générale 
Cette thèse a pour thème l'étude des méthodes de Monte-Carlo accélérées, 
parfois appelées méthodes '"Quasi Monte-Carlo". Elle comprend trois par-
ties. La première concerne l'étude de la suite de Van der Corput et des 
suites ina) en dimension un, ia seconde donne quelques remarques sur les 
suites de Halton à base variable avec permutations et la suite de Faure en 
dimension supérieure à un, et la troisième étudie l'intégration numérique de 
fonctions périodiques régulières par les suites à discrepance faible. 
La méthode de Monte-Carlo, fondée sur la simulation du hasard, permet 
le calcul numérique d'intégrales. Concrètement, si l'on ramène le domaine 
d'intégration à Is = [0,l]3,s > 1, alors, on a l'approximation suivante pour 
toute fonction integrable / : 
L i -
v 
f(t)dt * — y / ( x n ) (dt = dtx---dt,) (0.0.1 ' 
' n-l 
où Xi, • • • ,x n , • • • sont des tirages indépendants d'une variable aléatoire de 
loi uniforme sur Is. La convergence presque sûre de ^ H ñ = 1 / ( x n ) vers 
Jj, f(t)dt est garantie par ia loi des grands nombres. Lorsque / est de carré 
integrable, des théorèmes de probabilité permettent de préciser la vitesse de 
convergence: D'après le théorème centrale limite (cf. [l]) lorsque ;V tend 
vers oo: la variable aléatoire 
N/W-J-£/(xn) - j f(t)dt) 
converge en loi vers une gaussienne centrée de variance a2 avec a2 — \'ar(f) -
/ / . . ( / ~ I[' / ) 2 ; e t d'après la loi du logarithme itéré on a presque sûrement: 
••
 rff . . /(*.>-*W. • 
jv_co \j¿v ar( 
et 
I- • i E n V = 1 / ( X n ) - i V j p / 
lim ml , == = - 1 . 
V—* ^2\'ar(f)Nlog\ogN 
Donc, l'erreur dans l'approximation (0.0.1) est en O (y °&--Çfi-
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En fait, pour certaines fonctions, on peut avoir la convergence (0.0.1) 
en remplaçant les suites random par des suites déterministes. Une suite 
X = (xn)n>î à valeurs dans P est dite équirépartie si pour toute fonction 
/ integrable au sens de Riemann la convergence (0.0.1) a lieu (cf. [15]). 
Les suites random sont des suites équiréparties très particulières possédant 
bien d'autres propriétés. Il existe des suites déterministes équiréparties 
qui permettent une vitesse de convergence plus grande que les suites au 
hasard et des estimations effectives de l'erreur facilitant les critères d'arrêt. 
Les méthodes de "Quasi-Monte-Carlo" sont basées sur l'utilisation de telles 
suites. 
La notion de discrepance permet de mesurer Féquirépartition d'une suite. 
Soit X = (x n ) n>i une suite de points de P et soit P un borélien de P, de 
volume \P\, on note A(P,N,X) le nombre de termes de la suite X, d'indice 
inférieur ou égal à N, qui appartiennent à P et on pose: 
E(P,N,X) = A(P,N,X) - ¡P|Ar. 
On définit alors la discrepance de la suite X par: 
D(N,X) = 4F sup \E(P,N,X)\ (0.0.2) 
et la discrepance à l'origine par: 
D'(N,X) = 4r sup \E(P,N,X)\. (0.0.3) 
A PS?; 
où Vs l'ensemble des pavés de la forme n¿_j[a*,6^[,0 < a^ < bk < 1 et V~ 
l'ensemble des pavés de la forme n^=1[0,6fc[, 0 < 6jt < 1. Ces deux mesures 
sont reliées l'une à l'autre par les inégalités (cf. [16]): 
D*(N,X) < D(N,X) < 2*D*(N,X). 
Alors la suite X — (xn)n>i est équirépartie si et seulement si 
lim D(N,X) = 0 
JV-*oo 
ou encore, si et seulement si 
lim D"{N,X) = 0 
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Les quantités D(N,X) et D"(N, X) apparaissent comme des mesures de 
l'equirépartition de la suite X. 
Rappelons que, pour les suites random, on a presque sûrement: (cf. 
[2],[H]) 
s/2ÏÏD'{N) 
hmsup . . , = 1, jv—oo VloglogA 
donc presque sûrement D(N) = 0(y / 'oS^S-v). 
L'intérêt de la quantité D*{N,X) est qu'elle apparaît dans les estima-
tions d'erreurs pour le calcul approché d'intégrales, comme le montrent le 
théorème classique suivant: 
Théorème 0.1 (cf. [16]) Soit f une fonction à variation bornée au sens de 
Hardy et Krause sur Is et X — (x„)n>i une suite à valeurs dans Is, alors 
1 N r 
\j E /(*«) - j JMdtl < V(f)D'(N,X) (0.0.4) 
n—l 
où V(f) est la variation totale au sens de Hardy et Krause de / . 
A part ces deux mesures de l'equirépartition, on utilise souvent les mesures 
suivantes: 
1. Soit 1 < p < oo, alors la discrepance-V est définie par 
D^(N,X) = ~(f \C{t,N,X)\'dt)p (0.0.5) 
iV Ji> 
où C(t,N,X) = E(Pt,N,X) avec Pt = ULifiM- Lorsque p = 
+00, Dl+o0)(N,X) = D*{N,X). On s'intéresse souvent à D(2)(.V, .Y). 
appelée la discrepance quadratique et notée T(N,X) 
2. La diaphonie de X est définie par: (cf. [33]) 
F(N,X) = ^ ~ ( Y ! / C(t,,V,Ä')exp27ri(h.t)dti2j? (0.0.6) 
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La discrepance quadratique et la diaphonie sont liées par la relation 
suivante appelée la formule de Koksma (cf. [12]): 
T\N,X) = ( i £ ¿ ( 1 - <) - ¿ ) 2 + J5¡tf;f*(N>X) (0-0-7) 
Pour la discrepance-Lp et la diaphonie F(N,X) il existe des inégalités 
du même genre que (0.0.4) (cf. [32],[21]). 
En dimension un, le meilleur ordre possible de convergence vers 0 de la 
discrepance d'une suite est 0 ( -^—). En effet, pour toute suite X = (xn)u>i 
à valeurs dans / = [0,1] on a D(N,X) = Q(^j£L) (c'est-à-dire qu'il existe 
une constante C telle que D(N,X) > C ^ ^ pour une infinité de N). Plus 
précisément, W.M.Schmii (cf. [29]) a démontré que D{N, X) > D'(N,X) > 
j^jV pour une infinité de ¿V. n existe des suites dont la discrepance est en 
Ol °fj ). Une des plus célèbres est la suite de Van der Corput définie par 
<pr = (<f>r(n))n>i a v e c r u n nombre entier > 2 et 
oo 
i = 0 
où n = Ylî^o nir\ n< £ {0< li • • • î r - 1} est le développement de n en base 
r. La suite 4>2 a été introduite par Van der Corput en 1935 (cf. [30]). Le 
meilleur ordre possible de convergence vers 0 de la discrepance quadratique 
T(N,X) et de la diaphonie F(N,X) d'une suite est Q(Y^f' ). On trouvera 
une présentation détaillée des résultats connus en dimension un au début de 
la partie I. 
En dimension plus grande que un, on ne sait pas encore le meilleur ordre 
possible de convergence vers 0 de la discrepance. Ce qu'on connaît pour 
la borne inférieure (cf. [16], p.105) est en 0 ( ' - ° ^ > j (c'est le même pour 
T(N,X) et F(N,X)) et pour la borne supérieure en O( ' °^. ' ). Citons les 
suites les plus connues 
1. Suite de Halton (<-f [10]) 
Soient F j , . . . , r, ii»»> .•nners premiers entre eux deux à deux, alors la 
suite de Halton <<-t i»>ñnie par: 
„V -, - i O r , ( n ) , - - - , ^ r j ( n ) ) „ > i . 
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Elle a une discrepance 
D'(N,4>T1 r j ) < ~[f[ T¡ i ° S ( r " V - ] dès que N > max, r„ 
Cette estimation a été améliorée dans [14],[3] et [21]. Remarquons 
qu'une famille de suites proches de la suite de Halton a été étudiée 
dans [13]. 
2. Suite de Faure (cf. [4]) 
On définit une application de l'ensemble des nombres r-adiques de [0, l[ 
dans [0,1[ de la façon suivante: si 
x 
t=0 
; 0.0.8) 
Epr r o<*,-<r- i , i i SN 
alors on pose 
771 
3
 ¿—1 J.l+1 
«=0 
avec 
y i = YlciXi (mod r^ 
»>J 
où C\ — ,r¡z-\r La suite de Faure est alors définie pour .V > 1 et r 
premier au moins égal à s par 
> i SrRi = ( 0 r ( n - l ) , C ( 0 r ( n - l ) ) , - - - < C s ~ 1 ( ^ ( n ~ l)))n 
et elle a une discrepance 
D~(N,SrRi) < -L[ISLL]'(logNy + 0((logNY-1), dès que .V > max, 
Les méthodes de [4] ont été généralisées par Niederreiter dans [18], [19] 
et [20]. 
3. Suite (na) (cf. [16]) 
Soient a = (a\,- • • ,as) un point de Rä et ai,---,as des nombres 
algébriques tels que l,ar . • • • , et, soient linéairement indépendants sur 
Q, alors la suite 
(na) = ({na1},--- ,{na s})n>i 
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(où {x} désigne la partie fractionnaire du réel x), a une discrepance 
telle que quel que soit s > 0, il existe une constante C{a,e) telle que 
pour tout N > 1 
D'{2Wt{na))<C(oL,e)j^ 
Pour les suites finies. Tune des plus célèbres est la suite de Hammersley 
qui est définie par l'ensemble des points: 
("y ><?>>•! («•),• ••,ér,_1{n)} pour 1 < n < N 
où r i , . . . , rá_i sont des entiers positifs premiers entre eux deux à deux. Elle 
a une discrepance 
B-,.v,<i[n2Jaí2ía,. 
y L\ logr,-
Pour d'autres suites finies intéressantes, nous renvoyons à [17],[5] et [28]. 
Le point de départ de notre travail a été l'étude de l'intégration numérique 
des fonctions périodiques. Nous avons été motivé par un résultat de Nieder-
reiter sur les suites (no) (cf. théorème 0.2 ci-dessous). Rappeions qu'un 
point a € R s à coordonnées irrationnelles est dit de type r¡ (pour un réel 
T) > 1) si: 
inf{a G R\3C{a,a) > 0 telle que r (h )°{h-a ) > C{a,a)} = ,¡ 
où 
{/) = min je — m\ pour Í S R 
Alors, étant donné une constante c > 0 et un réel k > 1 si £k(c) <i«;>i^ ne ia 
classe des fonctions périodiques sur [0, l]s dont le développement (!>• ¡-ourier: 
/ (x ) = Y] chexp(27Tîh-x) ÎO.U.9) 
hez» 
vérifie 
khi < cr(h)~* pour tout h ^ 0, 
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où 
r(h) = JJmax(l , j / i J¡) , 
j = i 
on a le théorème suivant: 
Théorème 0.2 Soient s > 1, a £ R8 un vecteur à coordonnées irra-
tionnelles, de type n < oo, a/ors on a: 
i N r i 
- £ / ( (na ) ) - / / ( t )d t = O ( - ) (0.0.10) 
pour toute / G £*(c) ßfec k > n (souvent on prend a de type n = l) 
Dans la troisième partie de cette thèse nous démontrons un résultat ana-
logue en dimension un pour les suites de Van der Corput. En dimension 
supérieure à un, nous n'avons pas de résultats pour les suites de Halton et 
Faure, et nous avons fait une étude numérique de la vitesse de convergence 
pour quelques fonctions tests (cf. III.2). La méthode utilisée en dimension 
un (cf. III. 1) repose sur une formule explicite pour la "somme exponen-
N-l 
tielie" 5,v(/i) = y j exp(2xih(j)T(n)), h £ Z, qui est présentée dans la partie 
1.1. En lisant les acticles de Proinov et ses collaborateurs ([26],[27]), nous 
avons pensé que cette formule pouvait faciliter l'étude de la diaphonie des 
suites de Van der Corput et nous avons effectivement obtenu des résultats 
améliorant ceux de [26] sur l i m s u p ^ ^ ^ ¡ ' , pour les suites 0,. avec r > 3 
(cf. partie 1.1 et [31]). Depuis, H.Chaix et H.Faure [6] [7] ont obtenu une 
formule pour lim sup^-^^ > > 1 pour les suites de Van der Corput avec 
permutations; cette formule peut se calculer exactement pour r = 2,3,4 et 
de façon approchée pour les autres valeurs de r. 
Nous avons ensuite étudié la diaphonie des suites (na) en dimension 
un. Ces suites avaient été étudiées par Proinov dans [22],[24], En utilisant 
les propriétés des fractions continues, nous avons obtenu des estimations 
plus fines de la diaphonie et, en corollaire, de la discrepance quadratique 
des suites symétrisées. Dans le cas où a est le nombre d'or nous obtenons 
l imsup^/^^ ' .i-l« t < 2.7380 (l'estimation donnée par Proinov dans [24] est; 
limsup/v—oo i •*'-* < 9.5036). Cette étude fait l'objet du paragraphe 1.2. 
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Dans la deuxième partie nous étudions les suites de Halton à base vari-
able avec permutation: nous montrons que les estimations déjà connues pour 
les suites de Halton classiques restent valabes, et nous donnons quelques 
résultats numériques. Puis, nous présentons les résultats de H.Faure [4], en 
essayant de préciser certaines estimations. 
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Partie I 
Les Suites à discrepance 
faible unidimensionnelles 
Dans cette partie, on étudie la suite de Van der corput et les suites (na). 
Il est connu que le meilleur ordre possible de convergence vers zéro de la 
discrepance d'une suite X - (xn)„>! à valeurs dans [0,1] est 0(lsj^-). Les 
spécialistes ont essayé de trouver la suite X — (xn)n>i avec lim sup,v_co |o(_v— 
le plus faible possible. Notons 
, v , ,. ND(N,X) „ „ , ,. ND'(N,X) 
s(A ) = l imsup—: — et s ( A ) = ljmsup
 ; . 
V }
 N-J logiV y ; N-.J logiV 
Pour la suite 4>2 de Van der Corput, S.Haber (cf. [10]) a démontré en 1966 
que 
puis R.Bejian et H.Faure (cf. [3]) ont montré s ( ^ ) = s*(fa)- Eri 1981, 
H.Faure (cf. [4]) a trouvé une formule qui permet de calculer s et s' ex-
actement pour une classe de suites de Van der Corput avec permutations, 
contenant toutes les suites 4>r avec r entier positif quelconque, et il a obtenu 
à l'aide de cette formule deux suites aly cr2 (obtenues à partir de la suite ¿>12) 
qui vérifient: 
0.375 < s(ffi) < 0.38 
et 
s'(a2) = — ^ — = 0.223 ••-, 
^
 2
' 3454 log 12 
14 
qui sont les estimations les meilleures obtenues jusqu'à présent. 
Le calcul de s et s* a pu être fait pour d'autres suites, notamment les 
suites (na). Y.Dupain, V.T.Sos et L.Rawshow ([l],[2],[25j) ont obtenu les 
meilleurs estimations pour cette classe de suites: 
inf s'(a) = s"( V2) = \= = 0.283 • • •, 
« 41og(>/2+l) 
et 
inf s(a) = ,$(1 t , ) = —yr- = 0.415 • • •. 
° 2 ' 51og(ii^S) 
{ici s(a) signifie s((na)) de même pour s*(a)) 
Sur la discrepance quadratique on sait que O(^ r^ ) est le meilleur ordre 
possible de convergence vers zéro pour les suites de Van der Corput et les 
suites (na). C'est Proinov (cf. [20]) qui a montré que le meilleur ordre pos-
sible de convergence vers zéro de la discrepance quadratique et la diaphonie 
d'une suite est 0 ( T 8 ). Les exemples connus de suites dont la discrepance 
- -y/iog N . quadratique est en 0(-*-jj—) sont obtenus en symétrisant les suites dont la 
diaphonie est en 0(^ °f ). En notant 
.Y. NT(N,X) ti(X) = hm sup—; — , 
, v , ,. N2T2(N,X) t2(X) = bmsup : — , 
¿V-co ÎOg N 
et 
. . . . . N>F*(N,X) /(A = Lm sup — - , jv-«, log N 
on peut faire le bilan suivant, concernant successivement i1( / et i2: 
Pour ti, on déduit de résultats de S.Haber (cf. [10]) et Sobol' (cf. [26]) 
que: 
fi(02) = j r - ^ = 0.240. ••. 6 log 2 
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Proinov et Atanassov ont montré (cf. [24]) 
k{4>r) i i ^ si r es t pair _ 
l ÏHS?7 S1 r e s î ^ P ^ 1 
Sur les suites (na) on a un seul résultat donné par Niederreiter en 1973 
(cf. [17]): 
1
 M 2 M 
M û )
- \ log(M + l ) ( i 0g(lYI) + 31og(M + î ) } 
où a admet un développement en fraction continue: a — [a0; a1( • • •, an, • • •] 
avec a¿ < M,i > 1. 
En ce qui concerne la diaphonie Proinov et Grozdanov donnent en 1986 
(cf. [23]) un résultat sur la suite de Van der Corput: 
7T2fr2 - 1) f(0r)<^—^, r > 2 , 
ensuite, Proinov a démontré avec Atanassov en 1988 (cf. [24]) 
f{<h) = w
2 
9 log 2 
Dans [27], nous avons obtenu pour r > 3: 
47T 2 i r 2 - l ) 
!(Or)<~~^ l, r>2, 
27 log r 
(Nous avons repris les résultats de [27] dans le premier chapitre de cette 
partie et précisé un peu cette estimation sous la forme; 
, T 3 f r - H ) a ( r 2 - 1 ) . . . 
,M Or ! < ; -, T > 2), 12r2logr 
En même temps. H.Chaix et H.Faure (cf. [7],[8]) ont obtenu une formule 
donnant / exactement pour des suites de Van der Corput avec permutations 
et à l'aide de cette fnrmu> ils ont calculé f(<f>r) pour r — 2,3, 4 et ont donné 
une suite S (obtenu ;>.ir ;>• nnutation à partir de la suite <pg) telle que: 
/ ( 5 ) < 1.451, 
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ce qui donne la diaphonie asymptotique la plus faible actuellement connue. 
Sur les suites (na) avec a — [ß0; a¡ , • • •, an, • • •] un nombre irrationnel tel 
que a¿ < M, i > 1, Proinov a montré en 1986: (cf. [21]) 
O T T 2 
¡(a) < (16 + —-){M + l )2 = 22.579 •••(M + l)2 . 
Dans le deuxième chapitre de cette partie, nous montrons que; 
f(a) < - '(l + y T T W ) ' ! < 5.4%<M<
 + 4M) 
l o g ( i ^ ) 
où 5(a;) = £^_i
 ( n j r U| et dans le cas du nombre d'or: 
< ( 1 + t t . ) . + 5 ( l - g ) < 7 4 M 
- 2 a ' loga 
Pour t2, la meilleure estimation est donnée par H.Faure (cf. [9]) en 
symétrisant la suite <p2-, il a en effet: 
0.089 < t2{4>2) < 0.103. 
Pour la suite (n( 1-"Y )), nous obtenons: 
Í2((n(i±^5))) < 0.7597. 
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1 Quelques propriétés des sommes exponentielles 
et des sommes partielles de la suite de VDC 
1.1 Introduct ion 
Soit une suite a = (£n)n>o à valeurs dans [0,1], Rappelons que la discrepance 
quadratique est définie par: 
T(N,<x)=(f \C(N,t)/N ~t\2 dtY ( l . i . l ) 
où 
C(N,t) = Card{ £„ | £„ < i. 0 < n < N - 1}, 
et la diaphonie, définie par: 
i 
, / oc , /V - l \ 5 
F(N,0) = - ( 2 £ p ! 5>xp(2irt7i{nn) | 2 ) . (1.1.2) 
V h=l ' n=0 / 
Remarque : La diaphonie donnée ci-dessus peut s'écrire aussi sous la 
forme suivante (cf. [23]): 
1 ,V 
F(N^) = {~ J2 0(fr-&»))* 11.1.3) 
où g(x) — T 2 ( 2 X 2 - 2\x\ + ^) . 
Notons que les conditions suivantes sont équivalentes (cf. !23j): 
1. a — (£n)n>o est équirépartie. 
2. lim^_ocT(A r,cr) = 0. 
3. limjv—co F(N,a) - 0. 
Les quantités F(N,a) et T(.\,cr) sont liées par la relation suivant!-, .ippelée 
formule de Koksma (cf. [!"]): 
W ¡ 2 = (^¿(í-5)) ! + ( ¿ w ) 2 -
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Nous nous proposons d'étudier F(N,a) et T(N,a) quand a — 4>r est la suite 
de VAN DER CORPUT en base r > 2, (abr. suite-VDC) définie par: 
Mn) = ZziTÎ (1-1-5) 
où n = 53So n*r* es , ; ^e développement de n en base r, 0 < ra, < r - 1. Dans 
1.1.2, nous donnons une formule explicite de la somme exponentielle pour 
la suite-VDC, qui permet d'obtenir des estimations portant sur F(N,ç>T) 
(1.1.3), puis sur T(N,4>T) (1.1.4). Cette formule sera utilsée dans la partie 
III de cette thèse. Dans 1.1.5, nous déduisons des résultats précédents des 
estimations pour la discrepance quadratique de la suite de Van der Corput 
symétrisée. 
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1.2 Formule explicite pour la somme exponent ie l le 
L'objet de ce paragraphe est d'étudier l'expression: 
/ V - l 
Sw{h) = Y, exp{2wih(pr(n)), heZ. (1.2.1) 
Notations: 
1. vr(h) ~ max( í £ N j r ! divise h) ou r et h sont des entiers > 0. 
771 — 1 
2. 6m(h) = — ^ exp(2irihnfm). 
Remarque : 
1. En notant a\b si a divise b et a ß si a ne divise pas 6, on a: 
Í 1. si ml h. 
6
^
h>-[ o, si m / i 
2. t»r(/i) < M - l «• r M / / i «• /i pÉ 0 mod r M . 
3. vr(h) > M <* r M | h o A = 0 mod r M . 
Le lemme suivant, qui est la clé des estimations de S.w(h), se trouve dans 
[23]. 
Lemme 1.1 : 
0, si vJh) < M - 1. 
sivr{h)>M. [ ' SrM(h) = l ^ 
Autrement dit: STMI^\ = r"èrM{h). 
Le lemme suivant est classique, un résultat analogue se trouve dans [23| 
Pour la ciairté de l'exposé, nous en donnons la démonstration. 
Lemme 1.2 : 
Soient P = 0 mod rM et 1 < Q < rM avec m entier positif, alors 
P+Q-l 
y^ exp(2irih<j>r(n)) = exp(2itih<i>T{P))SQ(h), 
n-P 
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.'-V/C*-'* .r-Ot'V '^ . 
D é m o n s t r a t i o n : D'après l'hypothèse sur P et Q, il est facile de vérifier 
que 
4>r(P+ n) = <t>r(P) + 0r{n), V O < n < Q - l , 
il en résulte: 
P-tQ-i Q~\ 
y ^ ezp(2xi'/i<£>r(n)) = y ^ exp(2irih<f>T(P) + 0 r ( " ) ) 
n=P n=0 
= eip(27ri/i^) r(P))5Q(/i). 
O 
La convention Yll~X = 0 s e r a utilisée par la suite. 
Corol laire 1.3 : 
Soit a un entier positif ou nul, alors 
- i - i 
SarM{k) = {^2 exp(2xih<l>r(krM)]Sr\f(h,). 
k = Q 
D é m o n s t r a t i o n : Si a = 0, c'est évident. Si a ^ 0 d'après le lemme 1.2 
a - l /(fc + l ) r**- l N 
5 3 Ï M ( / I ) = Y2 S ezp(2i:ih$r(n)) 
k-Q \ n-krM ) 
• i - \ 
= iJ2exp(2irih4>r(MM)}STM(h). 
k = 0 
O 
P r o p o s i t i o n 1.4 : / Formule explicite ] Soient 
• # = £ ~ 0 n , r ' 
alors 
™ v r ( h ) - l 
5AT(/Î) = e-rprjT,'. .-. \ - V ^ n ) ) ) ! ^ ! 1 1 ) £ exp(27rt/i<Mfcr ly( ' l))) 
fc=0 
+ ^ ; I . . ' T . - . . - •. . „ r ^ C 1 ) ) ) ^ ) . , } . (1.2.3) 
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Demons t ra t ion : Posons: 
r iogiV 
m = logr 
alors 
Tlm~ — 1 
SN(h) = J2 exp(2Trih4>T(n)) (1.2.4) 
n=0 
m n m r
m
 + . . -+n , r , +n,_ 1 r
,
- ' - l 
+ ] T ] T ezp(27r¿/i<¿r(n)). 
D'après le lemme 1.2, le corollaire 1.3 et en remarquant Nm = iV, 
m 
S/v(/i) = Snmrm(h)+ ^exp(2xih<j)T{nmrrn + • •• + ntrl))Sni_iri-.i(h) 
1=1 
' ' « m - l \ 
J2 exp(2Trihôr(krm))\ Srm(/i) (1.2.5) 
*=o / 
m n , _ i — 1 
+ 5^exp(27ri/ic!>r(Ar - JV,-_i))( ^ exp(2Trih<j>T(krt~1))Sr,-i{h) 
i '=l fc=0 
m + 1 n , _ i - l 
= ] T exp{2Trihç>r(N - JV,_i)){ ^ exp(27ri/i0r(fcr,-l))S7.,-:(Ä). 
t = l * = Q 
1) Si tv(/i) > m, il est évident que: 
SN{h) = iV, 
qui satisfait le (1.2.3). 
2) Si vT(h) < m, d'après le lemme 1.1 et (1.2.5), 
vr(h) + \ n . _ i - l 
S s {h) - ] P ex^(2.Tf/io-i.V - 7V,-_1))( V^ exp(27r¿/i<t>r(fcr'~1))5r,-i(^; 
i=i fc=o 
r ( / l ) - l 
„ V r ( / l ) 
= exp(2-KihOr{ A - .V(r(/l))) J J ^ exp(2irih0r(kTVr^}) j r" 
\ fc=o / 
+ ¿ ^ / V 2 T I / , o . , \ - i V „ r ( f c ) _ 1 ) ) ¿ exp(27rî/ î0 r(^r'-1î)r1-1 
t = l fc=0 
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n „ r ( h ) - l 
= exfâicihMM - Xvr(h))){rVr(h) Yl exp(2TTih4>r(kr^^)) 
Vr(h) n , _ i - l 
+ ¿ exp(2xih<pT{nVrih)rvrW)) ¿ exp(2irih<pr(kr'-1))r1~1} 
i = l k=0 
1 u r < / l ) - l 
= carp(2ffiA^.(iV - iVMA))){r,"W £ exp(27rz/i0r(^r^^))) 
fe=0 
VrW 
+expí2irih,t>rínVr(k)rVr{h})) £ n ^ r ' " 1 } 
1=1 
n
^ ( í i ) - i 
= eip(2îri/»^(JV-1V l ; r ( f c ))){r ," (^ ¿ exp(2xih<>>r{krv'lh>)) 
k=o 
+exP(27nh<pr(nVr{h}rVrih)))NVr{k)_l}, (1.2.6) 
d'où le (1.2.3). O 
Remarque : 
iç ¡LU _ j J^' si M M > m. 
•^
 )
 ~ [ exp(2izih0T{N - NVr(h)_l))NVr(h)^l, si vr(h) < m et nVr{h) = 0. 
Corollaire 1.5 : Si r = 2, alors |SjvC0l est un entier positif ou nulVh 6 Z. 
rlus précisément, si et m = {- j , on a: 
( N, si V2(h) > m. 
2vAh) ~ K2(k)-i, sinMh) = l. 
NV2(k)_u si v2(h) < m et nV2(ll) = 0. 
Démonstration : C'est une simple application de la formule explicite de 
la somme exponentielle au cas r = 2. O 
Corollaire 1.6 Si N = 0 mod rk, avec k entier positif tel que <VI/¿I < k, 
alors, 
SN(h) = 0. 
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Démonstration : Puisque vT{h) < k on a nVr^ — 0, et en remarquant 
que ArVr(h)_i = 0, 
SN(h) - 0 
d'après la formule explicite de la proposition 1.4. O 
log N Corollaire 1.7 : Soient h ¿ 0 et m = [- ], alors, logr 
1- SÍnVr(h) = 0, 
\SN(h}\ < rVr^ - 1. (1.2.7) 
2- si nvr(h) # 0, 
\SN(hï\ < ^^rVr(h}. (1.2.8) 
3. si r — 2, 
\SN(h)\ < 2V2{h). (1.2.9) 
Démonstration : D'après la proposition 1.4, 
1. si n„r(/,) = 0,vT(h) > m, 
\SN(h)\ = N 
<
 r f ' C i ) _ ^ 
si ^ ( / j ) = 0, vT(h) < m, 
¡5,v(/i)| = A7vr(/i)-i 
< r ,v(A) - 1, 
d'où le (1.2.7). 
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2. si n„r(/v) ^ 0: 
a) si iVw ( A )_1 = 0, 
\SN(h)\ = rVr^\ Y, exp(2iriR(h)k/r) 
k=Q 
r«r(fc) 
< 
sin(KR(h)¡r}' 
En utilisant sinOO > 2i si 0 < t < 1/2, 5mi>i) > 2(1 — í) si 1/2 < 
t < 1, on a 
\SN(h)\ < { 
< 
(
 rVr(h) + l 
2R(h) 
rUr(í) + l 
{ 2(r - fi(/i)) 
j.l/r(/l) + l 
si 1/r < Ä(Ä)/r < 1/2 
si 1/2 < R(h)/r < (r- l ) / r 
1.2.10) 
b) si 0 < NVr^_i < rVr^/2, en utilisant la proposition 1.4 et le 
résulta du a), on a: 
\SN(h)\ < 
j . « r ( ñ ) r V r ( A ) 
Í 
-r sin(irR(h)/r) 2 
< Ltlr<"(*), 1.2.11) 
c) si rVr^/2 < JVVr(M_i < rV r^' , de même que dans le cas bj 
r(h) 
\Sv(h)\ < \rv'W J2 exp(2iriR{h)k/r) 
k=0 
+exp(2-iR(h)nVr{h)/r)(NVr(h)„l - rv'M >\ 
n
"r(h)
 rvr(h) 
< rv'W\ Y, exp{2xiR(h)k/r)\ + --— 
k=Q 
rvr(h) rVr(h) 
< + 
sin(it R(h) / r) 2 
25 
< f + lTVr(h) 
V + l
rVr(k) 
2 
d'où de a),b) et c) 
r + 1
 UrW \SN(h)\ < —^-T 
3. si T = 2, d'après le corollaire 1.5, on a 
I5,v(/i)i < max{2" î ( A ) - l ,2 V î ( ' l ) } 
d'où le (1.2.9). 
Remarque : Le corollaire 1.7 implique: V/i ^ 0 
{ |/ij, si r = 2. |n|, si r > 3. 
Ce résultat améliore celui de Proinov et Grozdanov (cf. [ 
|S/v(/i)| < rh - 1 où r > 2 et h > 0. 
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1.3 U n e est imation de la diaphonie de la suite V A N D E R 
C O R P U T 
Dans cette partie, on utilise les résultats pécédents pour estimer la diaphonie 
de la suite-VDC. 
0 0
 i i 
F(A^)^2£-!-S^)l¥-
Lemme 1.8 Soit des entiers m et M tels que m < M - 1, alors 
Card{ h | vT{h) = m et 1 < h < rM - 1} = (r - i)rM-m~l 
Démons t ra t ion : Immédiate. O 
Théorème 1.9 Soit {4>r(n))n>o la suite-VDC en base r, alors, pour tout 
N > 1: 
1. si r > 3; 
F(X*^* 1 , (r+l)2 , ( r + l ) 2 ( r 2 - l ) l o g r J V F{N,4>T) < — , / - 4 - — — • + 7—T1 (1.3.1 iV y 3 12r i2Hlogr 
2. si r = 2: 
TT / log N 
n : V . ^ ) < — J 3
 + 1 X _ (1.3.2) 
Démonstration : Il suffit d'estimer: 
/ i 2 E-2^ ^ 3 - 3 > 
log N 
où Ar = X ^ o n > r ' - En notant m = [- ], (1.3.3) peut être développée logr 
sous la forme 
h=i ' h,0<vr(h)<m 
k,vr(h.)>m 
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Comme vr(h) > m <=*• h = krm+1,k = 1,2, ••-, il résulte de la propositon 
1.4 que 
V ¡SNÍh)¡2 = V N2 
2-¿ fr2 ¿ -
 r2(m + l)¿2 
h,Vr(h)>m k=l 
< Y (L3-5j 
Pour le premier terme de (1.3.4), on remarque que Ü < vr(h) < m <=?> 3v G 
(0.1,2,---}. 3k, avecl < k < r m + 1 - 1 tels que: 
h = i?rm+1 + k 
d'où 
S,v(h)\2 ^ r ( " ^ ; - 1 ¡5^(ur m + 1 + k)\2 
A 2 _ 2-( Y" 
¿ w i .2 
u = l Jfc=l v ' 
car SJv(t,rm+i4-fc) = S\(k),^k € ZetVw g N. On va maintenant distinguer 
le cas r > 3 et le cas r = 2. 
1) Si r > 3, d'après le corollaire 1.7 
\S,\-(h)\ < LllrMh)
 yh u o (1.3.7) 
1 :
 - 2 
Donc 
r
'
; m
^ - ' j.Sy.MI2
 < (r+l)2^-1^^) 
Z^  /, ¿ - 4 ¿w A 2 
Notons, pour chaque «MI'MT / 
t. {h e N | vr(/t) = /} 
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Il est ciair que h 6 A¡ si et seulement si il existe un entier q > 0 et un entier 
j 6 {1, . •., r - 1} tels que h = rl(qr + j). D'où: 
y ^ * , 9 ; | (1.3.8) 
< ÍI±i£y* y- lu 
— i ¿_J L—ä hfl 
= ( r + ^ f mf- l Pyi_J_ 
o2 
l- 1 r ¿-4 ^ 1 
—(m + ^ V T - i -
( r + l ) 2 ~ 1 » 1 
7T2(r+ l)2(r2 - l ) ( m + 1) 
24r2 
7T2(r+ l ) 2 ( r 2 - l)logriV 
~ 24r2log r 
Pour le deuxième terme de (1.3.6), en utilisant le corollaire 1.7. puis le 
lemme 1.8: 
( r + l ) 2 « f ( ' Ç ) - 1 r2 (^fc) 
— 4. ¿_« /—»
 ? , 2 r 2 ( m + l ) 
( r + l ) 2 « _ L r t m + 1 ) _ l 
v=l fc=l 
LL±_ILf*_L v r2-(*) 
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2c_ , i \ 2 m 
. 2 / 7r
2(r-H)  ™ y , 
24j-2(m + l) Z~* Z J 
/=0 ( t € 4 1 f | [ l , r ( " '+ l ) - l ] 
2 / i i \ 2 m 
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7 T 2 ( r + I ) 2 „ , „ x i 
=
 v ;
 -mr-m + l _ i 
24 r 2(m+l) ^ L> 
24r 
il résulte de (1.3.4), (1.3.5), (1.3.6), (1.3.7) et (1.3.8) que 
<
 2 ( ^
2
 T2(r + 1)2 , x2(r + l ) 2 ( r 2 - l ) l o g r N 
{
 6 24r r 24r2 log r ' 
=
 T 2 f l , ( r + 1 ) 2 (r + l ) 2 ( r 2 - l ) log rN 
l 3 12r 12r2logr ' 
2) Si r = 2, d'après le corollaire 1.7 
\SN(h)\ < 2V2{h) VA3ÍO (1.3.9) 
En utilisant le même raisonnement que dans le cas r > 3, on a: 
2mf-1 \SK[h)\2 < *3l°*2N 
¿ J h? S 81og2 a ' J - 0 ) 
- ^ Í S M ^ ^ + ZQ!2^2 , 
Z - 2-, (t,2"»+i + Ä)2 - 12 U-3..1J 
Donc, de (1.3.4), (1.3.5), (1.3.6), (1.3.10) et (1.3.11), on a 
2 4log2 
Corollaire 1.10 (Comportement asymptotique) 
1) Si r > 3, 
NF{N,4>r) ^ ffC+l) ¡r2-l lim sup — . _— < jv-,» VHN - 2r V31ogr 
5; Si r = 2 
lim sup . -, < —;==== = 1.886 • • 
O 
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Demons t ra t ion : 
Ces résultats sont immédiats à partir du Théorème 1.9. O 
Remarque : 
Les deux résultats du corollaire 1.10 sont meilleurs que ceux obtenus par 
Proinov et Grozdanov (cf. [23]), qui donnent: 
l ) S i r > 3 , 
r NFiN^r) M - i ' 
urn sup •. —•- < TT\— 
,v_oo ylog " y 3 log r 
2) Si r = 2 
NF(N,4>T) 7T 
¡imsup ' — < 
.v_.Ä v^og iV / log 2 
Mais dans le cas r = 2 Proinov et Atanassov (cf. [24]) donnent le résultat 
le meilleur possible: 
NF(N,çr) T 
urn sup .,— = —- = 1.257 • • • 
jV-.oo V^TF 3v/[oi2 
Corollaire 1.11 Si r = 2, on a: 
sup .l ., = IlZJ = - = = ViV>2 (1.3.12) 
•v>2 v/îofT y/iïgï X/3TOÍ2 
7T\/lo£ JV 
F(.V,o 2)< - — = % r ViV>2 (1.3.13) V3 log 2iV 
Démons t ra t ion : 
2^2(^2) 7r 
Pour iV = 2 un calcul facile donne: —- = , ,_ et pour 3 < 
Vîop yTiôgl! JV < 6, on vérifie, à l'aide de l'ordinateur et de la formule (1.1.3) que 
NF(N,h)
 < * 
VTöglV ~ y/2 lo^ 2 
Pour N > 7, on v * - r 111 » - :'.u dement que: 
loe.V /logiV 
i S— <
 t / _ § — (1.3.14) 
log 2 - V3 l°g2 
ce qui entraîne (1.3.13 •:. -iT 1 lisant le théorème 1.9. 
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1.4 Estimation de la discrepance quadratique de la suite de 
VAN DER CORPUT. 
Dans cette partie, on va utiliser la formule de Koksma: 
T(N,4>r)2 = (jj'f: ( ^ n ) - i ) ) + ( ¿ F ( A f , ^ ) ) 2 
et les estimations de la diaphonie F(N,<j>r) obtenues dans le paragraphe 
1.1.3 pour estimer T{N,4>r) dans le cas de îa suite-VDC. Nous aurons donc, 
à estimer le terme: 
RN(A) = J'Í2 Q-^(n)). (1.4.1) 
Lemme 1.12 : Soit 
N-l 
P{N)= £ 0 r ( n ) , (1.4.2) 
n=0 
alors 
rM - 1 
P(rM) = ^ . 
Démonstration : Immédiat. O 
Lemme 1.13 : Soit a un entier, 1 < a < r - 1, alors 
P{arm) = U— + rm~l). 2 r 
Démonstration : 
ar
m
-\ a - l ( v + l ) r m - l 
n=0 v=0 n=vrm 
a-ï (Tm~\ 
= "¿r>r(t,rm) + ]TP(/") 
ii=0 v=0 
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a - 1 
v a 
• E ; + | e" - i ) 
v= l 
a,a - I _ 
A 
P r o p o s i t i o n 1.14 (Formule expl ic i te ) : Soit: 
CO 
jV = V" n , r \ où 0 < n, < r - I, 
¿=o 
alors on a: 
'V 1 °° 
2 ¿ r
 ,=o 
i = i 
+ 5Z;£r*-i. 
D é m o n s t r a t i o n : Pour faciliter la démonstration, on représente .V > i 
sous la forme: 
N =
 qir^ -f q2r^ +••• + qarm" +••• + q¡rm>. 
où 0 < mi < raí < • • • < m¡, 1 < qa < r — 1, a = 1, • • •, /, et <<n notant 
No, — H¡e=i qpr™13 on va montrer: 
V 1 ' 
2 2r 
a = l 
+ '£iqa-irm°->MN-i\0-i) 
a-2 
-V 1 ^U 
Y + ^ L Í ^ « - ^ 1 ) 
a=l 
J=2 Q=2 
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ce qui est bien équivalent à (1.4.3). 
On a: 
P(N) = P(g/rm') + E E Mn) 
l q a - ] > - m ° - l - l 
= / ,(9/rm ,) + E E <Mçir"l' + . . . + çar'n<»+fc) 
l 
+ E 9 Q - i r m a - ! o r { C / r m ¡ + - - • + qarm°) 
Q = 2 
í Í 
= ^ J P ( ? a r - m a ) + £ g 9 - i r m - 1 0 r ( î , r n i + - + ? arm»), 
d'où, en utilisant le lemme 1.13: 
P(N) = É ^ ( ^ ~ + r™«-l)+¿ga_1r"-^(C/r'n« + ... + 9u 
a=l a=2 
= E - ^ — + 2 ; E ? « ( ? « - r - 1 ) 
O r = l or = l 
Í 
+ E Ç a - i r 7 n - 1 M ? i r m ' + • • • + ferm*) 
a=2 
= y + 5; E &»(?<*-r - 1 ) 
Cr = l 
i / 
Î 0 
+ Efc- l r m a - , E7m j , + l 
N 1 ' 
=
 T + T" E 9»Í9o - r - 1) 
ûr = l 
' 0 _
 r m a _ ¡ 
^ 2 ^ —j^+r-. 
/3=2 a = 2 
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Remarque : : Comme H.Faure nous l'a fait remarquer, la formule (1.4.3) 
est une version équivalente du résultat de Proinov et Atanassov (cf [24]) sur 
la discrepance-Z*1 pour 4>T, On a en effet: 
Jo A 
ou 
C(N,t) = Card{ fB | <pr{n) < t, 0 < n < N - 1}. 
D'après H.Faure (cf. [4]), on a: t > '^r' ' et par conséquent: 
1 ÍN 
= ÑÍT-W 
-
 1
 ^ nj T + 1 - n, jVt_i 
où A = Eí.-¿n¿r'' et A, = E ^ o « ^ J 0 v - i = 0). 
Dans la suite on va donner un résultat sur le comportement asymptotique 
de la discrepance quadratique de la suite 0n(r) . Ce résultat est dû Proinov 
et Atanassov (cf [24]). Puisque la démonstration n'est pas encore publiée, 
nous en donnons une, obtenue grâce aux indications de H.Faure avec l'aide 
de D.Lamberton, en utilisant la formule explicite (1.4.5) ci-dessus. 
Théorème 1.15 : 
1) Si r est impair, 
NT(N,àr) r 2 ~ l hmsup • ' = —-. • (1.4.6) /v_co log A 8r log r 
2) Si r est pair, 
v NT(N^r) r2 4- r - 2 
hmsup—; — = — — . (I-4.i) 
yv-.oo log A 8(r + l ) logr 
Avant de commencer la démonstration, on a besoin d'un lemme qui va 
être utilisé dans le cas où r est pair. 
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L e m m e 1.16 Soit la fonction: 
ï - i ¿ - i 
S(e0 , • • • ,€¿-1) = E E e*eJ7J~ ,> (1-4-8) 
i=0 j = 0 
où €,• 6 { —1,1},¿ = 0 , . . . , / — 1, alors quels que soient les e,-, on a: 
5 (e 0 , • • - ,€ ;_! ) > 5 ( ( - l ) , ( - l ) 2 , • • - , ( - 1 ) ' ) . (1.4.9) 
D é m o n s t r a t i o n : Puisque 
5 ( ( - l ) , ( - l ) 2 , - - - , ( - l ) ' ) = 5 ( ( - l ) ' - 1 6 / _ 1 , ( - l ) ' - 2 C , _ l , • • - . € , - ! ) , 
il suffit de démontrer que, pour k = 0 , 1 , . . . , / - 2 
5( ( - l ) f c £ f c , ( - l ) f e - l C J t , - - - , ( - l )€ J f e ,€ fc , ••- .€,_!) (1.4.10) 
> 5 ( ( - l ) t + 1 c t + , , ( - l ) * e f c + l , . . . , ( - l ) € * + 1 , C j f e + 1 . - - - . e i - i ) . 
Or: 
S ( ( - l ) * £ f c , ( - i ) f e - l e * , - . • , ( - ! ) £* ,** , • • • , £ , _ ! ) ( 1 .4 .11 ) 
= ¿D-i) l t- j^- i+ E ¿ > ( - D ^ - -
i = 0 j = 0 ¿ = f c + l j = 0 
Í - 1 1 - 1 
+ E E ^J"!-
Mais 
et 
i '=0j=0 i = 0 ; ' = 0 
E E^-1^'«^* = ^(D-^-^xE 7) 
> _
€fc+1(E(-i)^)( E :^ 
j = 0 i'=fc + l 
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/ - I 
e¿ 
car X ] ( - l ) f c J f J > O et ^ -4 est du signe e¿ + 1 ; d'où en changeant €¿. par 
j ' =0 «'=<: + 1 
-f/t+i dans (1.4.11), on a (1.4.10). O 
D é m o n s t r a t i o n : du thérème 1.15. 
D'après la formule de Koksma et la diaphonie F(N,0r) de la suite VDC, 
on voit qu'il suffit d'estimer R^(éT) pour étudier T(N,ç>r). On va donc 
estimer NR^(ér). 
Puisque 
1-1 , -, l ' - l 
rNRN{<pr) = ¿Z^ii 5 L - ¿ j re,rJ~t), 
1 = 0 J = 0 
on introduit la fonction de l variables réelles définie par: 
, _ I
 4 - 1 _ • > _ î 
.4(2r0 , . . . ,X(_i) = ^ x , ( - 5 3 i j r J _ ' : 
j = o 
La fonction A vérifie les propriétés suivantes: 
1. pour k — 0 , . . , ,/ - 1 
dA(xo Zf-i) r + 1 
1.4.12) 
dxL 
k-l 1-1 
; = 0 ¿=fc+l 
2. La matrice des dérivés secondes de la fonction A est donnée par: -M 
où A/ est la matrice symétrique: 
/ J _ \ 
rl-l 
\ ,..-1
 r i - 2 
ri-2 
•• 1 
1.4.14) 
i - i On vérifie qin' ¡<' <!<'NTmiuant de M est égale à (1 - ) et que, 
puisque r > 1. k-. » n ^ .¡«'terminants principaux de Ai sont positifs. 11 
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en résulte que la fonction A est concave. Et en résolvant le système 
d'équations: 
fc-i i - i . 
xic + J2xirJ~k + J2 Xirk~l - ~~y' * = 0 , 1 , . . . , / - 1,(1.4.15) 
j = 0 i = i + l 
on voit que A(XQ, . • • ,H-\) atteint son maximum au point (xj, • • • • xj_l) 
r r — 1 
avec xQ = xl_l = - et x} = —-— pour 1 < j < / - 1. 
3. Quand on fixe toutes les variables x¿ pour j ^ i , la fonction x^ i—• 
A(XQ,... ,Xk,-.. . x/_i ) est un polynôme du seconde degré qui atteint 
son maximum en: 
n = -7T-Y,x>rl - E *.-r G 3—5—» —5—j (1-4.16) 
¿
 j=o ,=/t+i z z 
Puisque en ce qui concerne nos problèmes, les n-¡ sont à valeurs dans 
{0,1,- • -, r — 1}, on va discuter selon les cas suivants. 
x ' r - 1 1) Si r est impair, en prenant n, = —-—, on a: 2 
NR»«» = g ^ L Í ( l ± l - I Z Í g H - ) (1.4.17, 
( r - l , ( r + 3) ( r - 1 ) ' " 1 
~¿(i-¿: 8r 4.
 j = 0 
= /ü^Hi±22 + 0 ( 1 ) . 
Sr 
D'autre part, d'après la propriété 2) de la fonction A(XQ x¡..i ). on a 
r r — 1 r — 1 r 
A(no, . . . ,n ,_i) < .4( - . — — , - • • , — — .5 ) 
r - | 1_? r + 3 r - 1 ¿ i ,• ,- r , 
1 = 1 1 = 1 
r ' - 1 
= , /-• . .) i + 0(1) 
S 
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qui entraine 
NRN(<pr)<l^l + 0{l). (1.4.18) 
D'où de (1.4.17) et (1.4.18) ie (1.4.6) en remarquant / - 1 < logN < l. 
. T , , T 
2) Si r est pair, en prenant n, = - si z est pair et n,• =
 : 1 si ¿ est 
impair avec Z = 2k -f 1, on obtient: 
NRN(4>r) = ^ I ( l ± ^ _ - L g „ ^ ) fi.4.19) 
p=0 " j=0 
Mais 
et 
d'où 
y -(- - Mf r + _ __L_ v -
•<—* r 2 4 7-2P+1 2 ^ ' 
p=0 j = 0 
2p- l 2p- l p- i 
¿ y n y _ i . r I r j _ _ L y r2j+i 
r2p /_-/ 3 r2p Z—i o r^p ^ -< 
1 r 2 " - l r r2P - 1 
_
 2r2f-1 r - 1 r2? r2 - 1 
r2p _ x , , 
( r_ l)r2P-i^2 ~ r + r 
r 1 
2(r + 1) ~ 2(r + l)r2P - 1 
1 r „ 1 ri; i i * ^ 
-j-pj. ^ J 71^ = ~-p^ 22 n3rl + ~2 r2p+i 2 
1 1 1_ 
2 ( r + 1) ~ 2(r + l)r2P + 2 
r + 2 1 
2(r + l ) 2(r + l)r2P 
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, v-*1 V ,,,»• + 4 r + 2 1 
p=0 r
v 2 /v 4 2(r + l) 2(r + l)r2P' 
- ^
fc + 1 )
 8(r + 1)
 + k (
 8(r + 1) +
 0
^ 
S(r+ 1) v ; 
TI > n ,- XRN(<PT) . (r2 + r - 2 ) ü en resulte que iim sup —- ——- > 
.v-oo log A7 - 8 ( r + l ) l o g r ' 
Pour la majoration, on note E - {| - 1, | } et d'après la propriété 3) de 
ia fonction A(x$,... ,x/_i), on a 
A(UQ,. .., n/_i) < max .4(mo,ni,. . ., ra('_i) 
mo6£ 
< max A(mo,mi, . . ., n-/_x ) 
< max y4(m 0 ,m 1 , . . . ,m/_i) . 
Donc pour majorer NRN{<PT), dans la suite il suffit de considérer le ca¿ où 
n0,.,., 7i/_! € £7. 
On peut alors écrire n,- sous la forme: 
r - 1 - 6, 
ni = — , (1.4.21! 
avec e,- € { — 1,1} pour z = 0 , 1 , . . . , / — 1, et donc en écrivant r.\R\(or ) et 
en utilisant le lemme 1.16, on a 
r*RN(<t>r) = J2( •)( 4 E i 5 -^ ) 
( r - l)(r + 3) - 4c,-- 1 
•=0 j = 0 
Í - 1 
8 
_ V" V" (r - l ) 2 - f,-(r - 1) - €,(r - 1) - g.fj _,_, 
= f ( r - l ) ( r + 3 ) - l | ^ ^ ( r - l ) ' 1 ^ 8
 ses 4 2 n r 0 ' 
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+-
_ , í - 1 . - 1
 1 1 - 1 . - 1 , / - l s - 1 
4 s>E^-+^x:i>'--ii;x>^' 
i = 0 ;' = 0 i'=0 > = 0 i = Q j = 0 
OU 
2 _ o , í - 1 » - 1 
= ' ^ — E E w ' - ' + on) 
1=0 j = 0 
< lr—p--\s((-l),(-l)2...-,(-i)') + 0(l) 
= ' —
 +
 íFÍT) + 0 (1) 
= rl;' + r - ! i ' + 0 ( 1 ) . 
8(r + I) 
S ( ( - l ) . ( - l)2. . . . , ( - l ) ' ) = L
 + r ( i _ L Í l ) 
r + 1 r 
définie par (1.4.9). Done 
-VA.v(ór) < / Í l l t l ^ i l + Od). (1.4.23) 
5(r + 1J 
D'où de (1.4.20) ec (1.4.23) le (1.4.7) en remarquant / - 1 < log Ar < /. O 
Remarque : A partir du iemme 1.16, on peut obtenir l'égalité 
l i m s u p . ,-— = — 
.v_.^F v^foJF 3 V K P 
donnée par Proinov et Atanassov dans [24]. 
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1.5 E s t i m a t i o n de la d i s c r e p a n c e q u a d r a t i q u e d e ia s u i t e d e 
V A N D E R C O R P U T s y m é t r i s é e 
Définition 1: 
Soit a = (£n)n>o u n e suite infinie de [0,1], on dit que a est symétrique 
si Vn > 0, 
?2n + £2n+l = 1-
Définition 2: 
Soit à = (yn) une suite symétrique de [0,1], alors on dit que ö est en-
gendrée par la suite infinie a = (xn) si Vn > 0: 
Xn - V2n OU Xn - y 2 n+l-
Lenime 1.17 (cf. [22]): Soit à une suite symétrique de [0,1] engendrée 
par a, alors ViV > 1, 
(NT(N,à))2 < i-nFn(a) + a)2 + &2, 
TT 
où n = [—•}, a = b — 0, si N est pair et a = —T« ó = ^ si iV esí impair. 
Théorème 1.18 • 
Soif <j>T une suite symétrique engendrée par la suite-VDC en base r, alors 
V,V > 2 
1) 
*T(*t) < Jl
 + i l± i l !4-^ 1 ) 2 ( r 2 - 1 ) l 0 g r i V ^l 
5; 
52 r > 3 . 
NT(N,4>r) , r + 1 / r 2 - l . . , 
hmsup ~ a j , - - < 1/— , SÍ r > 3. 
7V,«r VTo?^ " 2r V31ogr' 
lîmsup 1—X < . — - ~ 0.6005- •• , si r = 2. 
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D e m o n s t r a t i o n : En utilisant le lemme 1.17 et l'estimation de la dia-
phonie de la suite-VDC, on obtient directement ces résultats. O 
R e m a r q u e : Soit 
NT(N,<h) C = b m s u p — . 
/V-~oo V l O g iV 
Proinov et Grozdanov (cf. [23]) ont obtenu la majoration: 
C < . ~ 1.201 ••• . 
~ V ^ g 2 
Avec le lemme 1.17, Proinov et Atanassov déduisent (cf. [24]): 
C < —•= ~ 0.4000 • • • . 
3y log2 
Pour la suite particulière: 
à = (<h(0), 1 ~ ^a(O), & ( 1 ) , 1 - ¿2(1), • • •), 
H.Faure (cf. [5]) obtient: 
0.29 < C < VOAÏ. = 0.331 ••• 
Corol laire 1.19 : Soit o o ' a -sm'íe symétrique engendrée par la .-mit- VDC 
alors 
1) si N est pair, 
1
 - y 3 l o g 2 
2) si N > 3 est impair, 
/log N 
• V T ( . V . ( p 2 ) < , / T 2 — . -!..V2) V iog3 
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Démonst ra t ion : 
1) Si iV est pair, d'après le lemme 1.17, il suffit de démontrer pour k > 1 
entier: 
sup—-—=— = —==== (1.5.3) 
et cela équivaut à d'après le théorème 1.9: 
1 / loe k 1 
^W3 + •—^ < ^ ^ v ^ Â . (1.5.4) 
2 y log 2 V3 log 2 
Par un calcul direct, on voit que ceci est vrai si 
3
-
4(-rà^ ) 2 1 os2 
k > exp( i—? -1—) > 38.1. (1.5.5) 
4 ( i — ) a i _ 
V 3 1 °8 2 log 2 
Pour fc = 1 un calcul facile donne: —*;,. —. = - , , et pour 2 < 
rv/bg2 v^îôi2 
fc < 38, on vérifie, à l'aide de l'ordinateur et de la formule (1.1.3) que 
kFk(<p2) 1 
n^\^2k - V3To?2 
2) Si N est impair, de même que dans le cas où N est pair, d'après le 
lemme 1.17, il suffit de démontrer pour k > 1 entier: 
kFk{4>i) , _x2 , -2 
sup _. . , „ . , . _
 = _____ (1,5.6) 
k>\ v
/log(2fc + 1) v / ïo iT 
et cela équivaut à d'après le théorème 1.9: 
( W^S + ° ) ! + 6 ! s ^ i o g ( 2 t + i ) ' a5i) 
qui est vrai si 
1
 \ 2 , i o L \ Z 1 1 . * ° S * , ~ \ 2 L2 ) (log2*) - ( - , 3 + -S- + af - 6  > 0. (1.5.8) 
V l o g l ^ ' ' " 6 - " ' V2V ' log 2 
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Puisque c'est une fonction croissante en k et supérieure à 0.2 lorsque k — 13, 
d'où (1.5.7) est vrai pour k > 13. 
\ / ( - 7 - + < + 62 ! 
Pour k = 1 on a = — = . • par un calcul facile et 
\/log3 \/iog3 
TT 1 
pour 2 < k < 12, on vérifie directement - ,.^ •• = < —---
>/log(2* + l) v 1 °S3 
par l'ordinateur. O 
Remarque : Ce résultat améliore celui de Proinov et Grozdanov [22]: 
NT(N,d) < 2vlog]V. 
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2 Suites (na) 
2.1 I n t r o d u c t i o n 
Dans ce chapitre, on travaille sur la suite a = ({na})„>i et sa symétrisée 
à = ({(-l)n + 1[(rc + l)/2]ö})n>i, ou {.} est la fonction partie fractionnaire et 
a € R est un nombre de type constant, c'est à dire qu'il existe une constante 
C > 0 telle que 
\h\(ha) > C, VA g Z - {0} (2.1.1) 
où {.) est la fonction définie par: 
(.) = rnin I. - fi. w
 tez 
Dans la suite on notera C{a) la plus grand réel C vérifiant (2.1.1). 
Rappelons (cf: []6])queoG R est un nombre de type constant si et seule-
ment si les quotients partiels de fraction continue de a — [ao; ai, • • • ,an , • • •] 
sont bornés, c'est à dire qu'il existe un entier positif M tel que: 
on < M, n > 1. 
Dans [20] et [21], Proinov a obtenu des estimations de la diaphonie et de 
la discrepance quadratique de ces suites en fonction de la borne supérieure 
M des quotients partiels de a. Nous nous proposons d'une part d'affiner les 
estimations de Proinov et d'autre part d'étudier plus précisément le cas où 
les quotients partiels sont constants, en particulier le cas du nombre d'or. 
Nous donnons aussi une estimation sur la constante C(a) dans 1.2.4. 
Pour alléger les énoncés, nous nous limiterons à l'étude du comportement 
asymptotique de la diaphonie et de la discrepance quadratique de ces suites 
et nous noterons pour j > 0. 
00
 1 
™ (n -f ï ) 2 ' 
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Théorème 2.1 Soit a — [ao; 0.1,0,2, •••,•• •] un nombre irrationel dont les 
quotients partiels sont bornés par un entier M > 0; on a alors: 
Ihn sup Í ™ (2X2) 
llog(—~) 
1 + V5 \ 4 ' ( 1 + V1 + 4/AÍ)2 
< 2.3445 s/M2 + 4M, 
>¡msup^£> (2.1.3, 
1 . . .
 A.. (y/M't+AM + M)*C, 4/M 
- /
 1 + ^ V+4M + ï 5 < u w i + W 
"•yiogi—0—) 
< 0.7463V'M2 + 4M. 
Remarque : Dans [21], Proinov donne ies résultats suivants: 
lim sup .v ' . . ' < ( M + 1)\/(16 + — - ) = 4,751814... (M + 1), 
Viog JV y 3 
Um sup NT¿N\? < ( M + i ) , / ( H + | ) = 1.512549 . . . (M + 1). 
M~™ \AoeN V 7H 3 
, , , NF(N,a) 
Rappelons également (cf. 21 ) que pour toute suites, on ahm sup—„ ' —. > 
JV-OO %/lOg N 
1
 • r NT(y.o) ^ 1 
-— et urn sup — . ...--T > -—. 68
 N^J v ' î^gT - 214 
Dans le cas où les quotients partiels de a sont constants, les résultats 
peuvent être précisés sous la forme suivante: 
Théorème 2.2 Soit <i = 0; a, • • • , a, • • •] un nombre irrationnel à quotients 
partiels constants. 
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1. Si a > 2, on a: 
y. NF(N,v) ^ l + d<r + S(l-a) 
urn sup — < — 
iV-*co Vlog N a V - log a 
(2.1.4) 
.. NT(N,â) s x/(l + a ^ + S ( l - a ) 
v/log N xav— log a N—CO 
(2.1.5) 
2. Si a = 1 (a es/ a/ors e'gai au nomère d'or.* a = v52 1J 
NF(N,ff) J(l + a¿)2 + 5(1 - a ) 
ümsup — y .. ; < - ^ — — / T v ¿ < 2.7380, (2.1.6) 
N-oo \/I°g"V aV-2 iogQ 
NT(N,à) y/(l + a*)* + S{l-a) 
hmsup . .. < — ; • < 0.8716. (2.1.7) N-.00 Vlog A 7ra v / -2ioga 
R e m a r q u e : 
1. L'estimation de Proinov donne, dans le cas du nombre d'or: 
NF(N,a) limsup — , ' .. < 9.5036, 
;V-co VlOgiV 
l imsup— < 3.0250. 
2. Pour la suite symétrisée û de la suite de Van der Corput, H.Faure a 
obtenu dans (5j: 
0 2983 < l imsup—. v \. < 0,3317. 
V-oc l/IogiV 
Les démonstrations d<>s théorèmes 2.1 et 2.2 seront données dans la 
troisième partie de ce r napare. ¡a deuxième partie étant consacrée a quelques 
résultats préliminaires 
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2.2 R é s u l t a t s p r é l im ina i r e s 
Dans toute la suite, nous noterons (x) la distance du nombre réel x à l'entier 
le plus proche: 
(x) = m i n | i - i | . 
seZ 
Nous nous appuierons, comme Proinov, sur le lemme classique suivant: 
Lemme 2.3 (cf. [12], Chap. 7). Pour tout nombre réel ê et pour tout entier 
n > 1: 
!¿e2^!<min(n,^y) 
De ce lemme on déduit immédiatement l'inégalité: F2(N,o~) < 2G,v(<r) où 
GN{O) est définie par: 
00
 i i 
G^)
 = ^ - m i n ( l , ). 
Les estimations de F(N,a) seront déduites de l'étude de G^{a). 
Nous allons maintenant rappeler quelques résultats classiques sur les 
fraction continues. Soit a = [ao;a\,a,2,- • • ,an, • ••] un nombre irrationnel, 
on introduit les suites (pn)n>-i et (qn)n>-i définies par: 
p„+i = a„+iPn+Pn-i , « > 0, p_i = 1, po = a0; (2.2.1) 
et 
qn+i = an+¡qn + qn~i, n > 0, q_x = 0, qQ - 1. (2.2.2) 
On a alors pour n > 1: — = [ao;ai,a2,- • • ,an] et n~ — [0;o„, • • • ,ai). 
Dans la suite, nous noterons: 
f„ = [0 ;a n , . - . , a i ] , (2.2.3) 
et 
*n = ^¡Çn« -Pnl- (2.2.4) 
Nous utiliserons !es propriétés classiques suivantes: (cf. [12], Chap.10) 
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1. Pour g„_i < h < qn: 
2. Pour n > 1: 
(ha) > {qn-ia). 
¡a 1 < 
?n CriCn+l 
3. Pour n > 1: 
J>nÇn-l - Pn-lÇn = ( - l ) " + l -
4. Si m < a,- < M pour tout i > I, alors pour tout n > 0: 
5. Si m < a,- < M pour tout î > 1, alors: 
lim sup Sn < [0;m, M, m, M, • • • ,m, M, • • 
n—oo 
2AÍ 
(2.2.5) 
(2.2.6) 
(2.2.7) 
(2.2.8) 
(2.2.9) 
et 
liminf¿„ > [ 0 ; M , m , M , m , - - - , m , M , - " j (2.2.10) 
n—»oo 
2m 
iM + \J m2 M2 + 4mM !7li 
Remarquons que pour n > 1, ¡çna — pn\ < —^— < | et par conséquent: 
9n = 9n{?na}. 
Dans toute la suite nous supposerons ÜQ = 0, de sorte que a e]0, l[. Soit 
T la transformation définie par: 
T(x) = - - [ - ] pour x G|0,1[ . 
Alors on a: 
T ( [0 ; a 1 ; a 2 , . . . , a n , . . . ] ) = [0;o 2 ,a 3 , . . . ,aB , . . . ] (2.2.ir 
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e » 0 1 - « / ^ / 
et J » * *
0
^ 
** = — 
+ 
< ? n - l 
(2.2.12) 
r»(a) <?„ 
Cette formule est utilisée par HJager dans [13], qui renvoie à [14]. Elle se 
déduit facilement de la démonstration du théorème 2.4, p.253 de [12]. 
Proposi t ion 2,4 
1. Soit a un nombre irrationnel à quotients partiels bornés par M, on a 
alors: 
1 Urämien > - , 
» - » ~ VM2 + 4M 
2. Dans le cas particulier où a = [0; a, • • •, a, • • •], a > 1, on a: 
a 
lim 9n — 
n—oo 1 + a* 
1 
(2.2.13) 
(2.2.14) 
Démons t ra t ion : 
Ç n - l 1) En remarquant que —— = ên = [Q;an,an_!, • • • ,02,01], et Tn{a) = 
[0; an+i,an+2,. . . ] = 
1 
[ûn+l! an+2, • • •] 
qniQna) = #n 
, et en utilisant la formule (2.2.12), on 
(2.2.15) 
1 
> 
[an+i;On+2,...] + 6n 
1 
[M;l ,Af , l , . . . ] + *n 
r ! ^ rw 1 „ 1 1 M + VM2 + 4M . 
car [a n + i ;o n + 2 , . . . ] < [A/; l ,Ai, l , . . .J = . D ou 
Îiminf0n > [A/; 1, M. 1,...] + lim sup 6n 2.2.16) 
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> 1 
~ M + VM2 + 4M , VM2 + 4M - M 
2 T 2 
1 
VA/2 + 4M 
2) Conséquence immédiate du fait que T n (a ) = a et du fait que lim,,....» Sn 
a. O 
Le lemme suivant permet de passer des estimations de F(N,a) à des 
estimations portant sur T(N,â). 
Lemme 2.5 (cf. [22]) 
Soit à la suite symétrisée d'une suite a, alors pour tout N > 1, on a: 
(NT(N,â))2 < (-nFn{<r) + a)2 + b\ 
où n — [£[•}, a = 6 = 0, s» N est pair et a = —j^ b — ^ si N est impair. 
Pour terminer, nous énonçons un lemme qui se trouve essentiellement 
dans [20]. 
Lemme 2.6 Pour tout réel X > 1; 
£ h B**1' Iv37i^î> * WFTTT- i2'2"17) 
k>X h2 ^^^N
2{ha)2' - XNC(a)' 
Démonstration : ( La méthode est la même que dans [20] ) 
Soit (ij)j>o u n e s^ite strictement croissante de réels telle que io = X. 
On a: 
Y" - j r m W l , *
 v , ) (2.2.18) 
Notons Aj l'ensemble des réels de la forme (ha), avec /i G [XJ_I,XJ[. Il est 
clair que si x 6 AJ: 
C(a) 
x > • . 
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De plus, en remarquant que pour tous réels a et b 
\(a)-(b)\ = min((a+b),(a-b)) 
(cf. [20]), on voit que: 
C(a) 
Vx, y € Aj, x fé y = * ¡x - yj > 
2XJ 
D'où: 
5 min(i'üv4^) 
xeA3 
Par suite: 
< > minfl, _, . ) 
oo . oo 2 
Pour estimer la somme sur le, on écrit: 
x2 
x? 
- S , * + ¿ - , JV*C2(a)Jfc2 
- NC(a) JV2C2(a) ¿ - , Â:2 
< 1
 + 
xj 1 
NC(a) ' ^ C ' ( a ) m a x ( 1 , [ _ £ L _ ] ) 
(2.2.19) 
E - ^ F ] v ^ ) *2-2-20) 
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- NC {a) 
( la dernière inégalité est évidente si
 %rJ. . < 1; dans le cas contraire elle NC{a) 
X ' X ' 
résulte de l'inégalité: [..' 1 > ' ). En reportant dans l'inégalité 
NC(a) 2NC(a) 
(2.2.19), on obtient: 
Y" 77 mini 1,—--rj—--r) < — — — • ' ¡ r ^ r - (2.2.21) 
hfx ft2 K 4N2{ha)*; - NC(a) ^ *)-x 
et, si l'on prend x} — A*2J: 
1 , 1 3 ^2, 2 12 
JC F " ^ L' ¿V^/m)2 ) ^  A-JVC(a) ^  2^î = A-JVC(Q) ( 2 '2 '22) 
O 
2.3 D é m o n s t r a t i o n s des t h é o r è m e s 2.1 et 2.2 
Nos estimations reposent sur les observations suivantes: 
Lemme 2.7 
i j Soîi a = \a,Q\ a5, Ü2, •••,-• •] un nombre irrationel et soit n > 1. S¡ 
ft € [çn-i»Çn[> ' ' «»sie un eniz'er r(ft) > 1 îe/ çue: 
{ / ^ } = r ^ ) _ ( 2 3 1 ) 
St h ^ h' avec h, h' <= [<?n-i.Çn[, on a; 
r(/i) # t{tí). (2.3.2) 
2J Si a = [ao; 1,1. .^ on a, avec /es mêmes notaiions: 
9n-i < ft - </n = > 2 < r ( A ) < ? n - 2 . (2.3.3) 
£7í si á ^ /i', arec ft. ft' - •,•.,.,. qn{: 
" ft i - r(Ä')| > 2. (2.3.4) 
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Démons t ra t ion : 
1) L'existence de r(h) > 1 résulte du fait que p„ et qn sont premiers 
entre eux et du fait que h est inférieur à qn. Si h et h' sont deux entiers 
distincts dans [qn-iiQn[, on a \h — h'\ < qn - çn_i, donc (h - h')pn n'est pas 
divisible par qn. D'où r(h) ^ r(h'). 
2) Dans le cas du nombre d'or, si on a \r(h) - r(h')\ = 1, alors on peut 
supposer, quitte à échanger les rôles de h et h': 
{h-h')pn = l (mod qn). 
Par la propriété (2.7) 
( A - * ' ) = ( _ î y - V - i (mod Ç n ) . 
Ce qui entraine selon la parité de n: 
h - h' = qn_x (mod qn) ou h - h' = qn - qn_i (mod qn). 
Dans les deux cas on aura: 
\h-h'\~qn-i (mod qn) ou \h - h'\ = qn - çn_3 (mod ?n). 
Ce qui est impossible car \h — h'\ < qn - qn_x = g„_2 < qn-i-
Un raisonnement analogue conduit à: 2 < r(h) < qn — 2 pour gn_i < 
/ i < ?„. O 
Le m me 2.8 Pour íouí entier n > 1: 
qn-i<h<qn { al P « ~ l ¡ fc=2^Ö n Ö " ö " + 1 ^ 
De p/us, si a est le nombre d'or: on peut supprimer le facteur 2 dans le 
membre de droite. 
Démons t ra t ion : On remarque, en utilisant (2.2.6), que, pour h £ 
[9n-l»în]: 
(ha) > < ^ > ~ k 
9n Çn9n+1 
?n Çn+1 
Çn ? n - l 
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Soit alors 
H^{he[qn-x,qn)\~<{^-}<1-}, 
et soit 
Hn2 = {h G [gB-ll?B] ! J < { ^ i } < 1 - 1 } . 
On a, en utilisant (2.2.5) et le lemme 2.7: 
< 2(&-i , y l
 + y l 
In Ç n - 1 Qn Çn-l 
Du lemme 2.7, on déduit que si h,h' G ff" ( resp./i,/i' 6 # £ ) avec /i ^ /i', 
on a: 
A, _ A,, > 1 
Çn Çn în 
De plus, pour h G # " U H2 
D'où pour j = 1,2: 
^ 1 Ä 1 
0 0
 o 2 
= E - - n_1 -fc=2 ^ n - M n + l ) 2 ' 
et en reportant dans (2.3.5), on obtient le résultat annoncé. 
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Dans le cas du nombre d'or, on remarque que compte-tenu du lemme 3.1 
{h\qn-i <h<qn} = {qn-i}\JH? {JH% et que, pour j = 1,2, si h,h' £ H? 
avec h ^ h' on a: 
I Ä , -<^)i>f 
?n qn qn 
De plus, si i 2 2 ^ 1 } < 5 et h ¿ qn_lf on a: 
9n' 
Donc: 
2 
? n - l 1 °° 
et 
<7n-i 1 °° 
¿ (W * S (2**n - Mn+i')2 " 
D'où: 
„ i 
Un raisonnement analoque dans le cas où {-^-—-} > - conduit au même 
qn 2 
résultat. O 
Démonstration du Théorème 2.1: 
Comme nous l'avons vu dans la deuxième partie, on a: 
où 
GN(°) = E p m i n ( l , 4 j y a w ) . (2.3.6) 
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Dans la suite on va estimer G^(cr). On écrit: 
GN(a) = G%)(<7) + G%)(<r). (2.3,7) 
où: 
N-i 
et 
G&V)=Epmin(l,^pi^), (2.3.8) 
°° 1 1 
Par le lemme 2.6: 
-,(2)/ - - 12 
< * < " £ î»Ew- !2"310) 
i l ) 
Pour estimer GN (a), on écrit, grâce au lemme 2.8: 
n,?n_i<iV7n_i</K9n v ' 
2-, 72 Z^ 
^ v ? n 1 ^ t 4.V2(/ia)2 
1 2<?n-W 1 < V 1 2<? lf , ^  1 
n, , n _¡<iV ""»-1 — " n - 1 fc=2 
1 1 °° 
D'où: 
2N2G%\a) 1 ^ J^_ ^  1 
logiV - log .V
 n . ¿<;v 0»-l + h <**» - M»+i)2 S i2-3' ' 
1 
< 
^ . 1 .2, 
i0
«-
V
 , , • • . . » ^ - 1 fc(Wn-Mn+ 
ri< 24" " a ' ^ " ' S — * 
i ) 2 
58 
car Çn_i > ( — - — ) n 2 d'après (2.8). Quand N tend vers oo, en utilisant 
2 (2.9), (2.10) et (2.13) la Um sup du membre de droite peut être majorée par: 
. , CO , 
i (__i
 + y* I ) 
, ,1 + V^v l iminf^ ^ l i m i n f ^ f c - l i m s u p ^ ) ^ 
iog( 7,—') n-*0° "-*°° i - » 
< 7=-{M + 4 M + --Si , 
- , , l + \ / 5 , 4 H i ( v / l + 4 / M + l)2' 
logl—g—> 
¿
 —Tw!" (1 + T> 
i o g ( — - — ) 
< 5.4965(A/2 + 4M). 
Ce qui achève la démonstration du théorème 2.1. 
Démonstration du théorème 1.2: 
La démonstration de ce théorème est identique à celle du théorème 2.1 
jusqu'à (2.3.12) (sauf que dans ie cas du nombre d'or, on peut encore di-
viser le membre de droite par un facteur 2). On utilise ensuite les relations 
suivantes: 
a 
lim 8n = n—oo i -f or 
lim ên - a, 
«—•oc 
et 
D'où: 
qn_t>( _ } _ _ ^ _ 5 -2 
a" 
2N2G\{rr) 1 1 +
 a \ , Ä 1 limsup S < — - ^ _ 2
 + £ —Ï2.3.13) 
1 
Tv-oo log .V - l o g a a ^ ( * Q _ a 2 ) 2 
-a2 logû ( ( l + a ^ + S ( i - a ) 
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et dans ie cas du nombre d'or, on a: 
hmsup—• -f— (2.3.14 
I__(5 + (ñ±±f £ -!-^)) < — 
2 l o g ( — - — ) * = i ( f c + — ^ - ) 2 2 
1
 (5 + (^±lfs((3-VEy2)) 
2log(i^) 
< 7.4966 
car 5((3 - \/5)/2) < 0.8460. Ce qui achève la démonstration du théorème 
2.2. 
2.4 Est imat ions sur la constante C(a) 
Soit a un nombre de type constant. Nous avons vu, dans ce qui précède 
l'importance de la constante C(a) (cf. lemme 2.6). Ü est intéressant d'avoir 
un nombre a avec C(a) grand. Nous donnons donc dans la suite quelque 
résultats sur les estimations de C(a). 
Rappelons que C(a) intervient aussi dans d'autres cas, par exemple, 
pour estimer la discrepance quadratique de la suite (no) (cf. [20]), pour 
estimer l'erreur de l'intégration numérique d'une fonction périodique par la 
suite (na) (cf. [18]), etc. 
Théorème 2.9 Soit a = [ao;ai,a2, •--,-• •] un nombre irrationel dont les 
quotients partiels du développement en fraction continue vérifient: m < a, < 
M, i > 1, où m et M sont deux entiers positifs, alors: 
2m 
2.4.1 C(a) > = = = = = = , 
v
 mM + y/m2 M2 + 4mM + 2 
et c'est une estimation la meilleure possible. En effet si a = [ao; rn, M, • • •, m. M, 
alors: 
2m
 -2.4.2) C(a) = mima) ~ , •. 
mM + y/m2M2 4- AmM + 2 
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Demonstration : On prend ÜQ = 0, D'après (2.5) et (ha) = {-ha), 
cia) = >nf qn{qna). 
n>0 
D'après (2.2.12) pour n > 1 
?n(Çnû) = &n 
Puisque 
[an+i;ûn+2,---] + ¿n 
ên = [0;an , --- ,ai] 
< [0;m,M, m, Af, •••] 
< [0;m] 
J_ 
m 
et 
[ a n + i ; a n + 2 , . . . j < [M; m, Af, m, M,- • •} 
_ mM + s/m2 M2 + 4mM 
d'où pour n > 1: 
1 
~ mM + y/m2M2 + 4mM 1 
2m m 
2m 
mM + y/m2 M2 + 4mM + 2 
(2.4 
D'ailleur en remarquant que si m > 2, (a) = a et si m = 1, (a) 
min{a, 1 - a } , on a pour m > 2: 
(a) > [0;Af,m,M,m,---] (2.4 
2m 
> , 
mAf + Vm2M2 + 4mM + 2 
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et pour m = 1: 
(a) > min{[0 ;M, l ,Af , l , - - - ] , l - [0 ; l ,Af , l ,M,- - - ]} (2.4.5) 
2 
M + VAP + 4AÍ+ 2' 
D'où de (2.4.3), (2.4.4) et (2.4.5): 
C(o) = iniqn{qna) (2.4.6) 
n>0 
mM + s/m2 M2 + AmM + 2 ' 
En prenant a — [0; m, M, m, M, • • •], on a: 
qi(qia) - m(ma) (2.4.7) 
1 
[Ai; m, M, •••] + *! 
2m ^ ^ 
mM + \/m2M2 + AmM + 2 ' 
d'où: 
C(a) = , , 2 m . (2.4.8) 
mM + s/m2 M2 + AmM + 2 
O 
D'après ce théorème on a immédiatement: 
Corollaire 2.10 Soit a = [ao; a, a, • • •, a, - - •], a > 1, a/ors on a: 
la 
C(a) = a(aS) = y ^ , ^ . , - i 2 A 9 } 
a2 + ova 2 + 4 + 2 
R e m a r q u e : 
1. Sur la constante C ( Q ) , Proinov (cf: [20]) donne l'estimation suivante: 
Soit a — [ao,oi,a2,...] un irrationel tel que 1 < o, < M, i > 1, où 
M > 0; alors 
1 
C ( Q ) > 4(Af + 1)' 
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2. Dans [13], 1'inégaJité (2.3): 
attribuée par les auteurs à N.Obrechkoffet F.Bagemihl-J.R.McLaughlin 
(où 0n définie par (2.2.4)) entraîne: 
C(a) < , ,si M = sup{an ,n > 3}. 
VM¿ -f 4 
Mais on ne sait pas si elle est la meilleure possible ou non lorsque 
1 < a, < M, i > 1? 
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Partie II 
Les Suites à discrepance 
faible multidimensionnelles 
1 La discrepance de la suite de Halton généralisée 
dans le cas s > 2 
1.1 I n t r o d u c t i o n e t n o t a t i o n s 
On estime dans ce chapitre la discrepance à l'origine de suites de Hal-
ton généralisées (à base variable avec ou sans permutations) par la même 
méthode que pour estimer la suite de Halton classique (cf. [17]). On obtient 
une estimation de la discrepance du même ordre, c'est à dire: 
Dm{N,Sz*l'-<z*') = 0{N-l{logNy), 5 > l , n > 1, (1.1.1) 
où S ft1''"' R' représente la suite qui va être définie plus loin, s étant la 
dimension. 
Dans le cas 3 = 1, d'après W.M.Schmit (cf. [17]) D*(N,X) = Sl(N-l(\ogN)) 
pour X = (in)n>i une suite quelconque. Donc la discrepance d'une suite 
Van der Corput généralisée a le meilleur ordre de convergence possible; 
H.Faure (cf. [8]), P.D.Proinov et E.Y.Atanassov (cf. [l] et [15]) ont des 
résultats plus précis pour cette suite. 
Pour 3 > 2, H.Faure a donné une estimation du même ordre de grandeur 
que (1.1.1) pour la discrepance à l'origine de la suite de Halton à base 
constante avec permutations (cf. [9]); puisque l'on ne sait pas quel est le 
meilleur ordre pour la borne inférieure de la discrepance (on sait seulement 
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pour toute suite X, D"(N,X) = Çl(N-lQogN)l) par Roth (cf. [16])) on 
peut simplement dire que la famille des suites de Halton généralisée s a pour 
l'instant le meilleur ordre de convergence connu. Rappelons que, pour s > 2, 
on ne connaît pas de suite X dont la discrepance vérifie: 
,im_£i£4> o. 
n~oo j V - ^ l o g A ) 4 
Depuis H.Niederreiter (cf. [14]), on croit fortement que pour la suite de 
Halton classique, 0(n_ 1(îog n)a), s > 2 est le meilleur ordre, mais jusqu'à 
maintenant il semble que ce soit une conjecture très difficile. 
On montre d'abord un résultat sur l'estimation de la discrepance à 
l'origine de la suite de Halton à base variable avec permutations dans la 
section 2, ensuite on donne quelques résultats expérimentaux sur les suites 
de Halton à base constante avec permutations dans la section 3. 
Soit U un ensemble fini de pavés tel que 0 £ U, [0, l[3£ 14, Quel que soit 
P 6 V, on définit: 
6u{P)= min (\P2\-\P1\), (1.1.2) 
Su = sup 6U{P) (1.1.3) 
P£P, 
et 
61 = sup 6u(P). (1.1.4) 
P€v; 
On pose 
ùu{N) = SÜV\E(P,N,X)\. (1.1.5) 
Peu 
Proposi t ion 1.1 (cf. ¡17j, Chap. 1) 
ND{S.X)<Au(N) + N6u (1.1.6) 
et 
y D'i.WX) < &u(N) + N6ù ( 1 . 1 . 7 ) 
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Base variable et Suite de Halton généralisée 
Soit 1 = ro ,n , • • •, une suite d'entiers tels que r¿ > 2 pour i > 1. Si on 
note: 
Ä; = f l ^ , j> 1; Äo = 1, (1.1.8) 
i = i 
alors Vn > 0 entier, on a une représentation unique sous la forme: (cf. [12]) 
oo 
n = Yln]R]' n ; G { 0 , l , . . . , r i + 1 - 1} (1.1.9) 
j = o 
Notant R la suite (r J) J>0 , on parle de système de numération R-adique, et 
la base R — (r3)j>o ainsi définie est une base variable. 
Soit, pour chaque ; > 0, c^ une permutation de l'ensemble { 0 , 1 , . . . , r ; + 1 — 
1}, A la suite EH = (c^) ;>o on associe la suite de Van der Corput à base 
variable avec permutations en base R = (fj)j>o, notée S R et définie par: 
S~*(n) = T - ^ - » ,
 n = 1,2,-. -. (1.1.10) 
Considérons maintenant s bases variables Ä1 = (rj)¿>o,- • • ,Rk = {TJ)J>O, • • • ,RS = 
(rj)j>o e t posons: /?* = I~[^ _0 r*, 1 < k < s. On suppose les Rk premiers 
entre eux au sens suivant: 
p.g.c.d{Rkl ,fif23) = 1. Vt'i, ¿2 > 1 et 1 < AÏI < fc2 < a. (1.1.11) 
Oi t 
Si pour chaque k £ {[, j ) , o n a une suite de permutations S = 
(<7j *)¿>0Í alors on peut definir la suite de Halton à base variable avec per-
mutations de la façon suivante: 
5ER1 -- =:SZR>(n),---,S**'{n))n>1. (1.1.12) 
1.2 E s t i m a t i o n de la d i s c r epance 
Lemme 1.2 (cf. _'/'/ N.MÎ ,I un nombre entier positif, alors 
Card{ h K -- . - M m), l < k < n} = [—} ou [—] + 1. 
m m 
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Lemme 1.3 (cf. [13]) (Théorème chinois) 
Soient ai , • • •, Oj s nombres entiers. Si m\, • • •, m, sont des entiers pre-
miers deux à deux, alors le système d'équations congruentes: 
k = ai (mod m,-), 1 < i < s 
a une solution unique modulo m\ X • • • X ms. 
Théorème 1.4 Soient 5 E « 1 ' " ' , Ä * la suite de Halton à base variable avec 
permutations définie dans le paragraphe 1, si elle vérifie: 
N 
¿ Ï \ V = 0 ( J V ) , 1 < v < s, (1.2.1) 
i=i 
alors 
ND'(N, 5 £«' •-•E«' ) = O((log NY). ( 1.2.2) 
Si on suppose plus précisément pour tout k £ {1, • • - ,s} il existe C^ > 1 tels 
que pour tout N > 1 
N 
£r , f c <C f c JV (1.2.3) 
¿=i 
et il existe B^ > log2 tels que pour tout M > 1 
eBkM <RkMr (1.2.4) 
NDm(N,S**l'-'z*')< U.{Ck-l)(l-^- + l) + s. (1.2.5) 
Démonstration : 
Si hi,- • - ,ha sont des entiers positifs, on note V*{h\, •• • ,hs) l'ensemble 
des pavés de la forme PIJ_x[0, —r-[ où, pour chaque k, b^ est un entier tel 
que 0 < 6jt < Ä* . Alors, comme le montre W.M.Schmit (cf. [17] page 8): 
s 
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où Vl{hk) est l'ensemble des intervalles de la forme [0, —£-[. Il est clair que. 
Rh„ 
pour l < k < s: 
d'où 
1 
6V;M < -fir, 
^ 1 
5P'(/»i,-,/i.) - 2- , ^ 
(1.2.7) 
; 1.2.8j 
fc=l "fc* 
Donc d'après la proposition 1.1 
i V D ' f . V ^ 2 « ' - - - 2 « ' ) ^ A7 , . ( / l l , . . . , , s ) + ¿ - ^ - . (1.2.9) 
On va ensuite estimer A p . j ^ , . , ^ ) . 
On appelle pavé élémentaire de type (A 1 , • • • ,RS) un pavé de la forme: 
*=1 ^p* -"p* 
(1.2.10) 
où Uk et pfc sont des entiers positifs ou nuls tels que uk < Rkk, On démontre 
s , i 
d'abord que quelque soit B — TT [-gr-, — r t — [ , un pavé élémentaire de t vpe 
k=1
 R
Pk
 R
Pk 
(R\---,RS) on a 
| £ ( i V , Ä , 5 E / i 1 ' - - E ' l , ) | < 1. 
En effet pour 1 < n < N 
5 E R 1 - - ' s * * ( n ) 6 B 
si et seulement si pour tout k G {1, • • •, s} 
„v
 r lit Ut + 1 . 
^ ( n ) €[)>£-,- lan-f . i i p * -"•?* 
Puisque on peut écrire 
11 
Rk Rk ' Rk 
i 1.2.11) 
1.2.12) 
i 1.2.13) 
ÜL
 = ^1 + ^ 1 + ap^- 1 2.14) 
Pk 
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avec O < a) < r*+1, j = 0, • • • ,pk - 1, et 
5 R
 i n ) = ¿ ¿ •*"•• (1.2.15) 
, <ff-i("p»-i) . ^ *&(".-- i) 
p * l=pjfc+l » 
on voit que la relation (1,2.13) est équivalente à pour \<k<seti = 
0,---,Pfc - 1 
£rf*(n,-) = af (1.2.16) 
et (1.2.16) est vérifié si et seulement si, pour tout k G {1, • • • ,$} : 
n= J2(^k)'1(À)^ (modÄjj. (1.2.17) 
i=0 
Donc d'après le théorème chinois (1,2,12) est vrai si et seulement si n se 
j 
trouve dans une classe de congruence modulo F | Rpk fixée, d'où en utilisant 
le lemme 1,2 
N 
\E{B,N,Sz^'-XRm)\ = lAÍA^V.S 2« 1 ' - ' 2*') -
 k | < 1. 
lu= i ftPk 
Soit P = 12[0,—~i ^ ^P*(Äi,-"./i.)' ^ors o n décompose P en au plus 
4=1 n* 
U(£rî-hk) (1.2.13) 
f f c = l t = l 
pavés élémentaires de type (Ä1,-- -,i2's). Pour cela, il suffit de démontrer 
que pour toute base variable R, on peut décomposer un intervalle [0,—[ 
Rh 
h 
avec 0 < b < Rh en au plus J ^ r¿ - h pavés élémentaires de type R et on va 
1=1 
le démontrer par récurrence. 
b 
Pour h — 1, c'est trivial si 6 = 0 ou b — T\\ dans l'autre cas !'0, —[ peut 
r i 
1 
être décomposé en b < rx ~ 1 pavé élémentaire de longueur —. 
r\ 
72 
6 
On passe de h à h + 1 de la façon suivante. Pour [0, — [, on écrit 
R-h+i 
b = v0 + vtrh+l avec ¡;0 < rh+1 et vx < Rh. Si v0 - 0, [0, — [= [0, —-[ , et 
-ti-h+ï Rh 
on peut appliquer l 'hypothèse de rcurrence, si V\ = 0, le résultat est évident. 
On peut donc suppose! v0 > 0 et v\ > 0. Puisque b < Rk+\, on a alors: 
t'i < Rh- Or 
lo JL-ï- io Juri W^lLh+l as±HLh±L\ M o
 19l 
d'après l 'hypothèse [0, —-[ se décompose en a plus Y ^ r , ~ / i pavé élémentaire 
Rh . 
de type (R1,-- • ,R3) et 
' * , = i 
virh+i v0 + virk+l . | r vi r , , + 1 + i - 1 vlrh+l + i i ir " l ' / i + i -r * 
U t D Ä A + 1 Rh+l L , ^ 1 Ä* + 1 Ä 
1.2.20) 
c / i + l 
¿ /i / i+l 
Donc, on peut décomposer [0, — [en au plus Y^ r,-h+vo < Y" r , - ( / i + 1 ¡ 
pavés élémentaires de type (R1,- • • ,R"). 
De (1.2.9), (1.2.18) et Tadditivité de E(P,N), on déduit: 
/ V D ^ S 2 « 1 - 2 « ' ^ t[(¿rt-hk) + NJ2-^-. (1.2.21) 
fc=l : ' = 1 fc=l ^U 
En prenant /i¿¿ tel que: 
Rkk„-i < N < RkK„, (1-2.22) 
et en utilisant ] T rf < CkN. eBkM < RkM, on obtient (1.2.5). O 
t = i 
R e m a r q u e : 
Nous ne savons pas si la condition (1.2.1) du théorème 1.4 est aussi 
nécessaire pour que la discrepance soit de l 'ordre de 0 ( ' ° ^ ' ). Dans le cas 
5 = 1, pour les suites de Van der Corput à base variable avec permutations. 
cette condition (1.2.1) est nécessaire (cf. [1] et [10]). 
En ce qui concerne la discrepance D(JV, 5 s « 1 *'"'>*' ), l 'estimation est la 
même à une constante près. 
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1.3 Q u e l q u e s r é s u l t a t s e x p é r i m e n t a u x 
On voit que les estimations de la discrepance de la suite de Halton à base 
constante avec les permutations sont idendiques à celles de la suite de Halton 
classique. En dimension 1, H.Faure (cf. [8]) a obtenu des %'aleurs exactes de 
ND(N,S?) , . . ,., 
lim sup ; — pour une classe de permutations particulières et nous a 
W—oo log N 
exhibé les permutations qui minimisent la lim sup dans cette classe (commu-
nication personnelle). Mais il n'y a pas de résultat analoque en dimension 
supérieure à 1. Remarquons que H.Faure (cf. [10] et [7]) a obtenu aussi des 
NT( N, S~) N F{N,S")
 v 
valeurs exactes de lim sup — ¡ '• r et lim sup • ' . r , où T{ N, S" ) 
A'-oo '»g .'\
 N^.00 log A 
et F(iV, 5 " ) sont respectivement la discrepance quadratique et la diaphonie 
de la suite de S" , pour une classe de permutations particulières. 
Le but de cette part ie est de tester numériquement quelques suites de 
Halton à base constante avec permutations en les comparant avec la suite de 
Halton classique, en dimension s > 2. Ce travail a été aidé par N.Bouleau 
et G.Pages. 
Trois types de permutations ont été testés et comparés à la suite de 
Halton classique. Dans !es trois cas, les permutations sont constantes (oy = 
a pour tout j) 
ND{N.S~ 
1. Les permutations ci-dessous données par H.Faure, minimisent ies lim sup • — 
\ •- na iV 
en dimension un pour les bases correspondantes et les suites de Halton 
généralisées associées seront appellees HALPER.F . 
P e r m u t a t i o n d e F a u r e 
r = 2 a = id 
T — 3 n = ni 
r = ó n - i 1 3) 
r = 7 .T = • l : Î ) ( 2 5 ) 
r = 11 i -- • ! 71(2 4 ) ( 3 9 ) (6 8) 
r = 1.5 •> - ! s)(2 4)(3 10)(5 6 11 7) 
r r = i 7 - - I 6 4 2 13 7 15 10 12 14 3 9)(5 11) 
r = l't - : ^ 15 14 2 13 7 6)(3 4 16 5 11 12 17 10) 
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Les permutations suivantes sont données par E.Braaten et G.Weiler 
(cf. [5]) et les suites de Halton généralisées associées seront appellees 
HALPER.B. Notant 
Notation a sera notée [a(Q),a(l), • • •, cr(r 
HALPER.B. 
Permutation de Braaten et Weiler 
1)]. pour la suite de 
Premiers 
2 
3 
5 
7 
11 
13 
17 
19 
23 
29 
31 
37 
41 
43 
47 
53 
Permutation de (0 1 2 • • • r - 1) 
[0 1] 
[0 2 1] 
[ 0 3 1 4 2 ] 
[ 0 4 2 6 1 5 3 ] 
[0 5 8 2 10 3 6 1 9 7 4] 
[0 6 10 2 8 4 12 1 9 5 11 3 7] 
[0 8 13 3 11 5 16 1 10 7 14 4 12 2 15 6 9] 
[0 9 14 3 17 6 11 1 15 7 12 4 18 8 2 16 10 5 13] 
[0 11 17 4 20 7 13 2 22 9 15 5 18 1 14 10 21 6 16 
3 19 8 12] 
[0 15 7 24 11 22 2 27 9 18 4 22 13 26 5 16 10 23 
I 19 28 6 14 17 3 25 12 8 21] 
[0 15 23 5 27 9 18 2 29 12 20 7 25 11 17 3 30 14 
22 1 21 8 26 10 16 28 4 19 6 24 13] 
[0 18 28 6 23 11 34 3 25 14 31 8 20 36 1 16 27 10 
22 1 3 32 4 29 17 7 35 19 2 26 12 30 9 24 15 33 5 21] 
[0 20 31 7 26 12 38 3 23 34 14 17 29 5 40 10 24 1 
35 18 28 9 33 15 21 4 37 13 30 8 39 22 2 27 16 32 
II 25 6 36 19] 
[0 21 32 7 38 13 25 3 35 17 28 10 41 5 23 30 15 37 
1 19 33 11 26 42 8 18 29 4 39 14 22 34 6 24 12 40 
2 31 20 27 9 36 16] 
[0 24 12 39 6 33 20 44 3 29 16 36 10 42 22 8 31 26 
14 46 1 35 18 28 5 40 19 37 11 25 43 4 30 15 34 9 45 
21 2 32 17 41 13 27 7 38 23] 
[0 26 40 9 33 16 49 4 36 21 45 12 29 6 51 23 38 14 
43 1 30 19 47 10 34 24 42 3 27 52 15 18 39 7 46 31 
11 35 20 48 2 28 41 8 22 50 13 32 17 44 5 37 25] 
3. Le troisième type de permutations est obtenu en prenant !o> permuta-
tions de Braaten et Weiler comme des cycles, par exemple pour / = 5, 
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OE prend le cycle ( 0 3 1 4 2). Les suites associées seront appellees 
HALPER.X. 
Le calcul numérique de la discrepance exacte en dimension grande semble 
hors de portée. Donc, on introduit la pseudo-discrépance: 
D;(N,X) = ±sxw\E(P,N,X)\ 
M Pee 
avec £ un ensemble fini de 2000 pavés de la forme rf¿=¡ [0, £SJ, tirés au hasard 
indépendamment les uns des autres de la façon suivante: les coordonnés xt 
sont des variables aléatoires indépendantes équidistribuées dont la loi est 
celle de l'exponentielle de -X où X suit une loi gamma de paramètres - et 
1 dont la densité est donné par: 
01,1 = 7^TTx7~lexP(~x)1io,oo[(a;)-
La raison de ce choix est que la distribution du volume du pavé aléatoire 
ainsi défini est uniforme sur [0,1]. 
On a testé: 
FN(X) = pV = 4 , 1 < N < 220 
' vl°g(k>gjV + 2)' - -
avec les dimensions s = 2.3,5,7,9,10,11,13,15,20. Pour les dimensions 
s > 8, on ne disposait pas des suites permutées de H.Faure. Nous présentons 
seulement ici les résultats pour s = 5 et s = 7 qui sont les dimensions les 
plus grandes pour lesquelles on ait pu testé tous les types de permutation. 
Noter que pour les suites de nombres aléatoires, 
iimsup i*V(X) = 1 p.s, 
.V—co 
par la loi du logarithme itéré. 
Les résultats numériques font apparaître le classement suivant quand on 
ordonne les suites par ordre croissant, en fonction de la quantité rnoy2\3 < y<220 f.v: 
1. La suite HALPER.B, 
2. La suite HALPER.F, 
3. La suite HALPER.X. 
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4. La suite de Halton. 
Les tableaux ci-dessous donnent les résultats pour s ~ 5 et s = 7. Dans 
la colonne moyF^, (resp. maxF^) on fait apparaître la moyenne (resp. le 
max) de FN pour N variant successivement entre 1 et 21, 21 et 22 218 
et 219, 219 et 220. On va analyser les résultats principalement à partir de 
moyFj\. Les valeurs avec * signifient les meilleures dans les lignes. 
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dimension s = 5 
Suite 
N 
1 < N < 21 
21 < N < 22 
2¿ < N < 2Ó 
2 J < N < 24 
24 < .V < 25 
25 < Ar < 2b 
2b < AT < 2'" 
2 ' < N < 2 s 
2» <
 N < 2« 
2" < ¿V < 21U 
2 i u < N < 2L1 
2lL <N < 2Vi 
2Vi < N < 2VA 
2iJ < N < 2 1 4 
2 1 4 < N < 2 1 5 
2 l b < ;V < 21 0 
2 l b < ,V < 21 ' 
2 l v < N < 2 l s 
2 1 S < AT < 2 " 
21* < N < 22U 
HALPER.B 
moyFiv 
3.160* 
1.808* 
1.519* 
1.301* 
1.025* 
0.902 
0.682 
0.545* 
0.452 
0.334 
0.278 
0.213 
0.182 
0.167 
0.137 
0.106 
0.071 
0.055 
0.037* 
0.026* 
maxFtf 
3 
2 
1 
1 
1 
L 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
603 
053 
707 
522 
212 
114 
889 
731 
551 
441 
372 
313 
242 
247 
193 
165 
111 
094 
058 
044 
HALPER.F 
moyFN 
3.247 
2.204 
1.789 
1.345 
1.066 
0.814* 
0.646* 
0.547 
0.392* 
0.318* 
0.247* 
0.207* 
0.149* 
0.122* 
0.098* 
0.079* 
0.055* 
0.044* 
0.037* 
0.029 
maxFN 
4 
2 
1 
1 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
047 
216 
960 
469 
394 
063 
776 
663 
509 
463 
363 
268 
206 
160 
144 
111 
079 
062 
053 
043 
HALPER.X 
moy FN 
3 
2 
1 
1 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
707 
054 
867 
521 
429 
087 
856 
771 
616 
529 
389 
280 
229 
170 
120 
097 
072 
055 
045 
035 
maxF¡M 
4 
2 
1 
t 
1 
1 
1 
0 
0 
0 
o 
0 
0 
0 
0 
0 
o 
0 
0 
0 
595 
269 
996 
725 
593 
260 
054 
976 
738 
664 
511 
392 
307 
216 
166 
146 
100 
Halton 
moyFN 
3 
3 
2 
1 
1 
1 
1 
0 
0 
0 
Ö 
0 
o 
0 
0 
0 
0 
r~o 
081 j 0 
065 j 0 
047 j 0 
927 
030 
429 
849 
492 
135 
920 
666 
558 
425 
325 
268 
214 
155 
125 
095 
072 
058 
045 
Ü36 
max F y 
4 
3 
2 
2 
1 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
495 
058 
614 
033 
922 
359 
138 
813 
708 
582 
413 
372 
272 
219 
172 
130 
103 
084 
061 
060 
En dimension s = 5, en fonction de moyFs- la suite HALPER.B et la 
suite HALPER.F sont meilleures dans l'ensemble que la suite HALPER.X 
et la suite de Halton. Pour la suite HALPER.B et la suite HALPER.F. on 
observe que quand 1 < .V < 25 et 219 < N < 220 la suite HALPER.B est la 
meilleure, et que quand 25 < N < 219, c'est la suite HALPER.F qui est la 
meilleure. Pour la suite HALPER.X et la suite Halton, quand 1 < .V < 2b 
et 214 < N < 220 la meilieure est la suite HALPER.X, et dans les autres 
cas c'est la suite de Halton qui ¡'emporte. On a remarqué aussi que pour 
214 < N < 216 la suite HALPER.X est meilleure que la suite HALPER.B, 
mais moins bonne que celle HALPER.F. 
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dimension 5 = 7 
Suite 
N 
1 < N < 21 
21 < N < 2'¿ 
22 < N < 2 a 
2d < N < 24 
24 < Ar < 25 
2* < N < 2b 
2° < N < 2' 
2' < N < 2 s 
2 s < N < 2y 
2 a < iV < 2 i u 
21U < iV < 2 i J 
2 U < N < 21' 
2 1 - < N < 2VS 
2 i J < N < 21 4 
2 1 4 < iV < 2 1 5 
2 i 3 < iV < 2lb 
2lb < N < 2li 
21' < N < 2 1 0 
2 l s < ;V < 2 1 9 
2 l a < iV < 2 ^ 
HALPER.B 
moyF'N 
3.343* 
1.916" 
1.665* 
1.417* 
1.253 
0.968 
0.715 
0.606 
0.486 
0.407* 
0.311" 
0.248" 
0.191" 
0.151" 
0.123* 
0.105 
0.080 
0.062" 
0.046" 
0.036" 
maxFtf 
4.049 
1.920 
2.010 
1.627 
1.441 
1.184 
0.928 
0.726 
0.620 
0.483 
0.463 
0 348 
0 252 
0 217 
0 159 
0.150 
0 124 
0 089 
0 073 
0 051 
HALPER.F 
moyFp4 
3.345 
2.330 
2.020 
1.574 
1.183* 
0.905" 
0.707" 
0,593* 
0.449* 
0.416 
0.313 
0.277 
0,213 
0.182 
0.135 
o.ior 
0.086 
0.069 
0.053 
0.047 
maxpN 
4.053 
2.380 
2.490 
1,843 
1.392 
1.127 
0.843 
0.718 
0.530 
0.509 
0.436 
0.414 
0.277 
0.252 
0.189 
0.139 
0.123 
0.107 
0.089 
0.073 
HALPER.X 
moyFN 
3.732 
2.307 
2.192 
1.597 
1.204 
0.990 
0.764 
0.689 
0.538 
0.435 
0.349 
0.276 
0.212 
0.174 
0.139 
0.105 
0,079* 
0.062* 
0,055 
0.049 
maxF^ 
4.576 
2.491 
2.268 
2.086 
1.352 
1.143 
1.104 
0.815 
0.684 
0.552 
0.414 
0.365 
0 305 
0.239 
0.193 
0.147 
0.116 
0.095 
0.084 
0.073 
Halten 
moyF?j 
3.956 
3.256 
3.016 
2.144 
1.647 
1.392 
1.207 
0.838 
0.674 
0.581 
0.521 
0.384 
0.273 
0.224 
0.171 
0.158 
0.119 
0.088 
0.076 
0.050 
maxFtj 
4.544 
3.261 
3.183 
2.707 
1.S31 
1.584 
1.447 
1 054 
0.823 
0.771 
0,68 Í 
0.549 
0 370 
0,290 
0.228 
0,217 
0,172 
0,124 
0.111 
0.070 
En dimension s = 7, en fonction de rnoyFw, on observe que la suite 
de Halton est toujours moins bonne que les autres suites, et que la suite 
la meilleure entre HALPFR.B et HALPER.F est toujours meilleure que 
HALPER.X sauf dans le ra» où 216 < N < 217. Pour la suite HALPER.B 
et la suite HALPER.F. quand i < N < 24 et 29 < N < 220, c'est la 
suite HALPER.B qui ganno. quand 24 < N < 29 la suite HALPER.F est 
meilleure. Pour 24 < .V < _'\ la suite HALPER.X est meilleure que la suite 
HALPER.B mais moi n^  l>.>nn*M}ue celle de HALPER.F. Pour 215 < .V < 21S. 
la suite HALPER.X est [>r.iiiquement la meilleure parmi ces quatre suites. 
Par contre, pour 218 < \ • 2*u. la suite HALPER.B est la meilleure. Pour 
les même valeurs d» \ ••! . mt que les trois autres suites ont à peu près 
la même moyF,\. m.u-. -, .•• •• -^ . . .^ /vo 2 0 ^N e s t P^us petit pour la suite de 
Halton que pour H.M V\ H F • - HALPER.X. 
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2 Une remarque sur la suite de Faure 
Dans son acticle [9], H.Faure a trouvé une suite X = (£n)n>i € [0, l[ s , 
appelée depuis suite de Faure, avec une discrepance très faible, on a en effet: 
ND'(N,X) < I ( I j Z i ) ' ( l o g i V ) * + 0((logN)s-1) VN > i 
s l 2 log r 
Cette discrepance est très intéressante d'une part parce que son ordre est le 
meilleur que l'on connaisse, et d'autre part parce que la constante TT{ J Í ¿ ~ ) S 
est très petite et en fait tend vers zéro lorsque s tend vers l'infini. Mais 
puisqu'il n'a pas estimé la constante devant (logiV)3-1, on peut se demander 
si cette constante est très grande (notamment en lisant [4],[11],[3]). 
Dans cette remarque, on reprend le raisonnement de H.Faure pour don-
ner une estimation globale de D" et étudier le 0((logJV)4-1). 
2.1 Notations et Résultats de H.Faure 
1) Pavé élémentaire en base r: 
Soit r un entier > s, on appelle pavé élémentaire en base r un pavé de 
la forme: 
Ll.l•rpk, rpk <• 
k=i 
avec Uk et p^ entiers positifs ou nuls tels que u/t < rpk,Vk. 
2) Suite de type P™t et Pry. 
Soient m un entier > 0 et A' — (xj , • • • ,xrm) une suite de rm points de 
[0, l[a, on dit que X est une suite de type Pr™ (noté: X ~ P™3) si tout pavé 
élémentaire en base r de volume r~m contient un terme et un seul de la suite 
X. 
Soit X = (x„)n>i une suite infinie dans [0, l[s: on dit que X est une suite 
de type Prs ( noté: X ~ Pr>a ) si Vm,/ entiers > 0, Xlm = (x¡Tm + l, • • • , x j l + 1 | I . n l ) ) ~ 
pm 
r,3' 
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Théorème 2.1 (cf. [9]) 
Soient s > 2 et r > s impair; alors VX ~ P™s: 
ND'(rm,X) < (l^-ly-^™^^'1 V ;
- ' 2 ; ( s - I ) i 
Théorème 2.2 (cf. Théorème 3 de [9]) 
Soient s > 2 et r > s impair; alors VX ~ PT¡3: 
ND'(N,X) < I( i -^L)'( logJV)* + 0( ( logiVr- 1 ) VA' > i 
s! zlogr 
Remarque : Les suites de Faure [9] sont des exemples de suites de type 
• * V , S 
Dans le Théorème 2-2, si l'on suppose que r est le plus petit nombre 
premier > s, alors 
1 r - 1 
lim _ ( )* = o 
a^oo s! 21ogr 
2.2 U n e es t imat ion globale de D* 
Lemme 2.3 Soient m, s et j sont des entiers positifs, alors 
m i 
Lemme 2.4 Soit {T,},-=i,....n l'ensemble des ensembles d'entiers positifs tq 
VI <i ¿ j <n 
T. \]Tj — 4> ou T, ou Tj 
alors 
n n 
\E(K, (J T„ A')| < 5 ^ | £ ( A : , Ï ; , A - ) | VA' G p.s 
1 = 1 . = 1 
Remarque : 
Le lemme 2.3 et le lemme 2.4 sont utilisés implicitement par H.Faure [9] 
sans démonstration, on ne les démontre pas non plus puisqu'ils w -mit pas 
difficiles. 
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Lemme 2.5 Pour tout x > 67 il existe un nombre premier entre x et x(l + 
(logr-3/2) 
Démonstration : En utilisant pour tout x > 67 [2] 
l o g x
- 5 < ^ ) < I o g x - ? 
où TT(X) est le nombre de nombre premier inférieur ou égale à x, on peut 
facilement obtenir ce lemme. O 
Proposition 2.6 Soient s > 2 et r > s impair, alors V,Y ~ Pr 3 on a 
ND'(N,X) < (üzl)^n + j + 1)ä 
otln = [logP 27V] 
2) Si logr iV > s + 2 
ND*(N,X) < i { l ^ l y (log NY 
+ (* + 2 ) ( r - l ) r - _ l 
5! log r 
Démonstration : On reprend la démonstration du théorème 4 (ii) de [9]. 
1) On utilise ici le système de numération dont la base est 
Br = { - — , • • •, - 1 , 0 , 1 , • • - , — - — } 
ViV > l3n > 0 tq ~ < N < ~¡~ ( cela implique n — [log,. 2N) ) . on 
peut donc écrire N par 
n 
N = £ A'mrm avec /Vm € BT et ,Vn > 0 (2.2.1) 
m=0 
Posons Tn =]0,Nnrn], et pour 0 < m < n — 1, on définit Tm comme un 
intervalle d'entiers, ouvert à gauche: 
Tm =}am,bm] (2.2.2) 
82 
avec 
n n 
}=m j=m+l 
et 
n n 
bm = m a x { ^ Njfj, ¿ N3rJ} 
j=m j=m+l 
alors l'ensemble de {Tm}o<m<n vérifie l'hypothèse du lemme 2.4 et [1, N] = 
Um=orm donc 
n 
!£(P,;V,x)¡ < £ \E(P,Tm,x)\ vp e 7?; (2.2.3) 
m = 0 
en remarquant que Tm est lui-même réunion (disjointe) de \Nm\ intervalles 
Tß.m,ß= l,---,|iVmj du type]/rm , ( / + l ) r m ] , o n a 
\E(P,Tm,x)\ < £ \E(P,T^m,x)\ yp e v; (2.2.4) 
Mais la suite A' étant de type PT<3 d'après le Théorème 2.1. pour chaque 
\E(P,Tß,m,X)\ < ( I Z i ) - i i ^ t ^ l . (2.2.5) 
Cette inégalité est l'estimation de [9] (ligne 7, page 349). A partir de cette 
inégalité Faure obtient le théorème 2.2. On peut expliciter le " 0 " qui ap-
paraît dans ce théorème de la façon suivante: 
\E(P,N,X)\ < ( ^ r - ¿ ! £ ' i ^ ± i p (2.2.6) 
m = 0 ß=l *> ' 
< f r - y y (m + ^ r 1 
-
 l
 2 ; ¿-J. ( ¿ - 1 ) ! 
m = 0 v ' 
r - l ^ ( n + 3 + 1)' 
à! < ( — - ) 
la dernière étape provient du lemme 2.3. 
2) Pour r > 2, on a 
n = [logr 2JV] < logr TV + 1 
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et donc lorsque Iogr N > s -j- 2 
(n + s+l)s (logr N +s + 2Y 
- < ———— — (2.2.7) si 
fej^I + i [C]( log r N)-\s + 2) + C]{logrN)-\s + 2)2 
+ • • • + C r H l o g , Ar)(5 + 2 ) - 1 + (s + 2)'] 
(log, A T , ( I o g r ^ r 1 ( ^ + 2 ) r r l 2 j> + 2 
Iogr ,V 
+...+cr\[>+*!::\+{s+2)'~^ 
< 4- - [C3 •+• 
(logrJV)*-2 (log r iV) s- Î J 
(log 
c; + • • • + cr1 + i] 
(îogr.Vi3 (¿ï-2)2a(log rA r) 7 ^ - 1 
si si 
d'après 1), on a 
ND'(N,X) < L(If-L)* (lac N)' 
s ! 2 log r 
(s + 2)(r — l ) , r - 1 -, , n , _ i 
+ -. - ( l ) HlogiV)4 1 
a! Iogr 
O 
Corollaire 2.7 So¡7 C un réel strictement plus grand que e et soit D = 
{{s,N) £ N x Nj.V > (f \ ¡ 5 } . £n nofanf D"{s,N,X) = D'i.Y, A"), a/ors 
on a 
l:m £*"(s,A,X) = 0. 
| | ( s . . V | ! i — x (1 I 'M ' ( j , . V ) g £ ) 
où ¡¡.¡| est la norme t'<n lu!" une. 
Démonst ra t ion : H ,i; -• - •• proposition 2.6 
/,• - \ \ /-lyjn + s + iy 
Ns\ 
34 
où n = [logr 2Ar] et r est le premier nombre premier > 5. Donc en utilisant 
le lemme 2.5 pour s > 67: 
F(s,N,X) < ( S{1 + T^m-lr ,(l°8r 2* + * + !)' 
2 ' iVs! 
' I O K N 
v
 log s - 3/2 s ; 2siVs! 
^(i + E g ^ T g - i n g r + ^ + z)' 
i W 2 7 r s ( f ) * 
e
s
 t 2 
=(1 + 
car 5! % \/2rcs( - ) 5 ^S 
e ' 
-) ( T ^ — + Î + 2) 
.V2sv /2lr7 l o g a - 3 / 2 s ; v l o g s 
=
f
 / (3 , iV) , 
pour 7V = {Csf 
/ ( S , i }
 - W 2 ^ C^? 
!• (1 + ^ 3 7 2 - 7 ) J ( ^ 7 + 2 + ! r 
2V27TS 
, e . . 1 
Csss 
= (1 + _InI^£ + 1 + V T ' V2x7 l o g s - 3 / 2 s; v21ogs 
Le membre de droite de cette égalité tend vers 0 si et seulement si C > e. 
En effet, si C > e. 
lim(¿)(l+ 2 1 log C 1 __ £ C / v ~ ' l o g s - 3 / 2 ~ s K 2 l o g s + + s ) ~ ' c < ' 
et par conséquence: 
lim / (¿ , (Cs)*) = 0. 
Si C = e, alors 
f{s,N) = 1 + 
> 
> 
V/27TS l o g s - 3 / 2 s ' v 2 l o g s 
^
 +
 2 1 o g j ) a 
\f2nH 
1 +
 ^TSTl 
,
 ?
 • c o . 
V27TS 
^ ^ + 1 + - ) 5 
85 
D'où 
lim f(s,(2es)s) ~ oc. 
et il est clair que lim,-,,» f(s,(2es)3) = oo si C < e, O 
Remarque : Dans le cas 2), si r est le premier nombre premier > s, alors 
en utilisant que Vi > 0 réel, il existe un nombre premier entre x et 2x. et la 
formule de Stirling, on peut encore montrer 
Um (3 + 2 ) ' r-"(^r- = 0 
s—oo si logr 
Mais la condition logr N > s + 2 impose que Ar soit très grand, lorsque la 
dimension devient élevée. 
Remarque : 
Il est tentant d'essayer de construire des suites associant la suite de 
Halton et la suite de Faure (par exemple la suite (Ó2{n).C(<í>s{n)))n>] où C 
est définie par (0.0.8) avec r = 5). Les tests que nous avons fait sur ce type 
de suites donnent des résultats décevants et même, dans certains cas moins 
bons qu'avec les suites random. 
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Partie III 
Quelques résultats 
expérimentaux sur 
l ' intégration numérique des 
fonctions périodiques par les 
suites à discrepance faible 
1 Introduction 
Pour estimer l'erreur dans 1 approximation, avec des suites à discrepance 
faible, de l'intégrale d'une fonction à variation bornée au sens de Hardy et 
Krause, on peut utiliser l'inégalité de Koksma: 
¡v 
¡ ± ¿ / ( x . , - / f{t)dt\<V(f)D*(N,X) (1.0.1) 
où X — (xn)n>i est ;)!!•• -uite à valeurs dans [0,l]s, V(J) est la varia-
tion totale au sens <i<> ll.irdv »-t Krause de la fonction / et D"(N,X) est 
la discrepance à l'onnnif ''•<' la suite X. Les meilleures estimations con-
nues actuellement donn«Ti' • ¡«»ne, pour les suites de Halton et de Faure, une 
majoration de l'erreur <-n • • • ' \ ' ). 
Mais on sait au--i ,.••;•••. r i ertaines fonctions plus régulières et certaines 
suites à discrepan*-•• f.u'' • i¡ A des estimations d'erreur meilleures que celles 
données par rini'g.t,,''- '.•• K .*Mna. Etant donné une constante c > 0 et un 
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réel k > 1, nous noterons Ek(c) la classe des fonctions périodiques sur [0, l] s 
dont le développement de Fourier: 
f(x)= J2 chexp(2irh-x) (1.0.2) 
h€Z' 
vérifie 
\ch\ < cr(h)~k pour tout h ^ 0, 
où 
5 
r(h) = JJmax(l,|/ij|). 
i = i 
Rappelons qu'un vecteur à coordonnées irrationnelles a. S R' est dit de 
type r) (> 1) si: 
inf {a € R\3C(a. a) > 0 telle que r(h)a\\h • a\\ > C(a , a)} = rj 
où 
j|rjj = min ¡/ — m\ pour î G Ä 
Théorème 1.1 Soient s > l, a £ Rs un point à coordonnées irrationnelles 
de type n < ce et (neu) la suite définie dans l'introduction générale, alors on 
a: 
v 
~ ¿ / ( (na ) ) - / f(t)dt = 0(~) (1.0.3) 
pour íouíe / 6 i?t(c) auec k > r¡ ( souvent on prend a de type r¡ = 1 ) 
R e m a r q u e : Le grand "0" devant " ^ " est souvent difficile à estimer à 
cause à ia fois de a et de / . 
Pour les suites arithmétiques à discrepance faible ( suite de Halton, suite 
de Faure, etc ), on n'a pas de résultats analogues à (1.0.3), sauf en dimension 
1, pour la suite de Van der Corput (cf. III.2). Mais on peut conjecturer que 
pour / 6 Ek(c) avec k assez grand ( k > 1 par exemple ), on aura ce type 
de résultat, ou bien on peut espérer que l'on a: 
¿ ¿ / ( H ) - / f(t)dt = o({^P^-) (1.0.4) 
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ce qui serait une meilleure estimation que ce qu'on obtient à partir de 
l'inégalité de Koksma, puisque; 
pour toute suite X. 
Pour les raisons ci-dessus, dans III.2 nous montrons un résultat ana-
logue au théorème 1.1 pour la suite de Van der Corput et nous donnons des 
résultats numériques pour des fonction particulières; dans III.3 on teste par 
l'ordinateur: 
1. Si on a une bonne convergence en (j-f) en utilisant la suite de Halton 
pour des fonctions périodiques appartenant à E^(c) avec k assez grand. 
2, A défaut d'une convergence en (-JJ), si on a mieux qu'une convergence 
en (flS^Oi). 
3. deux fonctions périodiques moins régulières, déjà étudiées par Fox (cf. 
[2]), Braaten et Weiler (cf. [l]) : 
• pour savoir si on obtient une convergence plus rapide que celle 
déduite de l'inégalité de Koksma. 
• pour compléter les études de Fox, Braaten et Weiler en testant. 
sur les mêmes fonctions, la suite (na) avec a = (\/2, v/3, • - -. -Jpl) 
où pa désigne le s-ième nombre premier. 
Les fonctions qu'on va employer sont: 
1. 
s 
/ja )(x) = sin27T(^x.) 11.0.5) 
¿=i 
qu'on appellera "Sinus", Cette fonction appartient à t\v • < ¡ [jour c 
assez grand. Cette fonction est surtout intéressante en dnm-iiMon > 
1, où on ne connaît pas de formule explicite ni d'estimation précise 
pour la somme exponentielle des suites de Halton ( rappelons qu'un 
résultat classique, dû à Erdos permet d'estimer la discrepan* >• <'\trcme 
en fonction de la somme exponentielle ). 
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Ú'\x) = (1.5)' f[(2xi - l)exp( | ) (1.0.6) 
où í(x) = ( 2 i i - 1,- • • ,2z3 - 1) et jjxjl = {\xi\3 + h ¡Xj|s)». cette 
fonction appartient à Ek{c) pour c assez grand, quel que soit k, et sera 
appelée "Expo". 
3. 
F(s) fi'\x) = H\4xi-2\ (i.0.7) 
! = i 
qui appartient à E\(C)Ç\CQ pour c assez grand et n'appartient pas à 
C\, et qu'on appelle "Poly". C'est la fonction déjà testée par Fox. 
/ i5 )(x) = nexp( -2 (a : , - 0.5)2) (1.0.8) 
qui appartient à E\{C)Ç\CQ pour c assez grand et n'appartient pas 
à Ci. et qu'on appellera "Gauss". C'est la fonction déjà testée par 
Braaten et Weiler. 
La suite de Hal ton est définie par: 
{<fa(n), 4>s(n), •••, <j>p,(n))n>i 
où (0Pl-(n))n>i est la suite de Van der Corput en base p, et p, est le i-ème 
nombre premier. La suite (na.) où a = (A/2, \ / 3 , • • •, A/PI) sera appelée suite 
"Racine". 
Le programme est conçu par tester si pour une suite À" = (xn)n>i: 
N 
EN(X) = ¿ /(xn) - N j f(t)dt 
est borné et dans le cas contraire, si 
Eff(X] 
LN{X) = (log(iV + 2))f 
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tend vers zero lorsque N tend vers l'infini. Le nombre maximum d'itération 
est, 2500 pour s = 1 et 106 pour s > 2. Les résultats sont présentés sous 
forme de dessins et tableaux. 
Les résultats semblent confirmer en général, une vitesse de convergence 
en o( /(r )? a v e c chacune des suites. En fait, la convergence semble être 
en O(jf) en dimension petite (s = 2,3), mais en dimension plus grande les 
résultats ne permettent pas de conclure à une convergence en O(jr). De 
plus, la suite "Racine" donne en général de meilleurs résultats, mais il y a 
des exceptions. 
2 Intégration des fonctions périodiques en dimen-
sion un 
2.1 Un résultat pour la suite de Van der Corput 
Soit óT = (4>r(n))n>o la suite de Van der Corput en base r et r > 2 un entier 
quelconque. 
Théo rème 2.1 ; Pour N > 1 quelconque, f G Ea(c) et a > 1, on a 
; i 1 'Yz,1 2acCi 1 2c 1 
où Ci est une constante qui ne dépend que de r. 
Démons t ra t ion : Un calcul facile donne: V/ G Ea(c) 
N—ï i JV—1 
i E /(¿-(n)) = / f(t)dt + — J2 c(k) H «7>(2ff«'*<Mn) 
^ n=0 J ° 7 Jc,éO n=0 
En notant 
IN(4>r) = T7 X]c(fc) £ cip(2jr:fc0P(n)) 
^ jfe^ O n = 0 
= 4s>(*)¿w*). 
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donc, pour estimer l'erreur de cet intégrale approchée, il suffit d'évaluer 
iNièr). 
Un calcul direct donne: 
1 v-^ 
IN{4>T) = -y 2 ^ c{k)SN{k) 
1
 i< | t |< iV 
+ J E *(*)5iv(À0 
avec 
IN(l) + IN{2), 
1 r-~> 
^v(i) = TF ¿ J c(k)SN(k), 
* jV + Kj/fe! 
Pour 7,v(2), on a 
|/.v(2)| < ~ E lc(*)l 
< 2d V i-
N+l<|i¡ K 
< _i£_jv-a+1, 
a — 1 
où C2(a) = 2 c / ( a - 1). 
Il reste donc à évaluer /v( 1). D'après le corollaire 1.1.7 , il existe une 
constante Ci > 0 qui ne dépend que de r telle que 
s
' \ ' * ) ¡ < Ci\k\, Vk¿ O. 
D'où 
2cCi A 1 
- N <L" ka~l 
2cC\ a , 
N V a - T ' 
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et donc 
|/jv(0r)| < 1/^(1)1 + |/JV(2)| 
2ÛCCI i 2c 1 
< 7 TTTT + (a - I) N (a - 1) iV^-1 
avec C(a) = max(2acC1/(a ~ l) ,2c/(a - 1)), O 
Remarque : 
1) Si r = 2, on peut prendre Ci = 1. ( le corollaire 1.1.7 ) 
2) D'après le théorème suivant (cf. [3]): VCT = (£n) une suite à valeurs 
dans [0,1], on ne peut pas obtenir une estimation meilleure que: 
/ /(*)<** - ^ E /(Í») = 0(^_ 1) , V/ G £0(c), 
n = l 
où " 0 " ne dépend que de / , a et c. Notre résultat est optimal à une constante 
près. 
3) G.Pages a remarqué que la condition a > 2 peut être remplacée par 
a > 1 (cf. [4]). 
4) L'estimation des erreurs de l'intégrale approchée par la suite-VDC en 
dimension > 2 (on l'appelle aussi suite de HALTON) est encore un problème 
ouvert. 
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2.2 R é s u l t a t s n u m é r i q u e s 
Les dessins ci-dessous font apparaître 
£ v = max | T / (*-) - (N + j) [ f(x)dx\ 
pour tous les nombres N multiples de 5, strictement inférieurs à 2500. 
Remarque : Pour la fonction sin 2irx avec la suite de Van der Corput. on 
sait calculer explicitement E"N et sup;V E\¡ ~ 1 est évidente; avec ¡a suite 
({n\/2})n>5. on peut aussi donner la forme explicite de E'y 
Présentation graphique: 
i 
Vdc-Sinusi 
Couroe Dominier Ranaom. Course noirs- Vdc. 
Vdc-Sinusl signifie qu'en utilise la suite de Van der Corput pour ia fonc-
tion Sinus en dimension L. Dans les dessins suivants, on adopte une conven-
tion analogue. 
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x^jY 
Racme-SinusS 
0 SS680 
¡^ f^ ^ 
2SC0 
Courra Dointillë«: Ranaom. Coures noire: Racine. 
N 
vac-ExDoî 
2Î00 
Course DOinttllèt: Ranaem. Courte noire: vac. 
N 
F* 
Recine-Expo! 
2500 
Court« oointil!»« ianaom Courte noire: Racine. 
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Eu 
Rscina-Pcly i 
1 ', Î ÏBÎ .3 . 
Courue pointillés: Rancom. Course noirs: Racine. 
'.v 
Vdc-Polyl 
.«BOO 
Jjillilij.!-J.li[.lil.!;|i,. Min 
;suroi oointiii»« Sancom. Courte noir«' Vdc. 
.V 
JN 
vcc-Geuss! 
d.49B00 
ouroe oointiilee Ranaom. Couroe noire: vac. 
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E'N î 
Rac¡ne-Gauss i 
I 3 3» 900 
'ftxfàlllpM 
Courra pointillés- Random Coures noire: Racine. 
2500 
Ar 
C o m m e n t a i r e : 
On observe que pour la fonction "Sinusl", "Racine" est meilleure; mais 
pour la fonction "ExpoP, la suite de Van der Corput est meilleure. Donc 
la comparaison des suites dépend de la fonction. 
Pour la fonction "Polyl" et la fonction "Gaussl", qui sont moins régulières 
que les deux fonctions précédentes on observe aussi des erreurs en O(^). 
Pour ces deux fonctions, l'erreur la plus petite est obtenue avec la suite 
"Racine". Dans tous les cas. on remarque de grandes oscillations de£"-
pour la suite de Van der Corput. 
Comme prévu, les suites Randoms ne marchent pas. 
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3 Intégration numérique en dimension supérieure 
à un 
Dans cette partie, on reprend les fonctions "Sinus", "Expo", ;'Poly" et 
"Gauss" définies respectivement par (1.0.5), (1.0.6), (1.0.7) et (1.0.8). Dans 
les dessins, on fait apparaître 
l < j < 1 0 0 0 ^ J[0,ï]' 
pour N multiple de 103, inférieur à 106. 
Présentation générale des résultats: En dimension2, on observe, pour les 
4 fonctions, que E'N reste bornée et que les résultats sont meilleurs avec la 
suite "Racine". Les résultats sont à peu près idendiques en dimension 3. 
El, 
Gracn-Smus2 
7 Ï930Q 
!00O0Q0 
N 
Courst ç - s t t -sucn Courre noire- Recme. 
100 
F* 
Grscn-Exao: 
3 3316 
.WAM'WMA^^^ 
Couroe gnsee- Maltón Courue noire: Racine 
E
'N\ 
Gracn-Po!y2 
S 71170 
iOOCCCO 
Couroe ansee- ne'ion. Couroe noire: Racmr 
El N 
3r;c¡n-6auss2 
l S73S7 
surse gnsee' Malton Couroe noire: Racine 
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En dimension 5, pour les 4 fonctions, les résultats suggèrent que E"N reste 
borné pour la suite "Racine". Dans le cas des fonctions "Sinus" et "Expo", 
c'est une simple confirmation du théorème 1.1, le cas des fonctions "Poly" 
et "Gauss" suggère que le théorème 1.1 est encore vrai sous des hypothèses 
plus faibles. 
Pour la suite de Halton, appliquée aux fonctions uSinus" et "Expo", on 
observe un assez bon comportement jusque vers N — 200.000, puis de fortes 
augmentat ions de Ejj et de grandes oscillations. Tout ce qu'on peut conclure 
c'est que même si E'N reste bornée, la borne supérieure sera élevée, au moins 
dans le cas de la fonction "Sinus". Dans ces condition, il est intéressant de 
tester une vitesse de convergence en o( ' °%\j ' ) ( voir tableaux plus loin ). 
On notera que les résultats obtenus pour les fonction "Poly" et '"Gauss" 
donnent plus une impression de bornitude, mais on ne peut évidemment pas 
dire plus. 
E*N 
Graon-SinusS 
' 19 52300. 
-•T V'''d> 
A 
! ' ' 'Vi n' 
•'" % 
t OCCCCÛ 
Courut çr-str nailon. Cauros notre: Racint, 
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E's 
Graan-Exao5 
.* . t i i ; M «TI ' V . í ?» 
tokW®. 1 ,. 
E's 
Courte gnsee: Helton. Couroe noire: Racine. 
Graon-PolyS 
84.4OI90 
'000000 
Couroe gnsèe: Helton. Courue noire: Racine. 
El N 
¡.2733 
3raon-Gauss5 
!OOCCOO 
Courte qnsee: Helton, Course noire: Racine. 
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En dimension 10, la bornitude de E^ pour les fonctions "Sinus" et 
"Expo" avec la suite "Racine"1 est confirmée (cf. théorème 1.1). Mais, pour 
les fonctions "Poly" et "Gauss", on observe un moins bon comportement de 
la suite "Racine": grandes oscillations, constante élevée ( pour la fonction 
"Poly"; ce dernier point est dû peut-être à la grande variance de la fonction 
"Poly" quand la dimension augmente ). Sur le Graph-PolylO, on observe 
qu:au départ la suite "Racine" est meilleure que la suite de Haiton ( jusque 
vers N — 200.000 ), puis la suite "Racine" se comporte moins bien autour 
de N = 500.000, alors que la suite de Haiton reste à peu près au même 
niveau, avec toujours de grandes oscillations. Pour la fonction "Gauss*', les 
deux suites se comportent à peu près de la même façon. 
j V 
Grson-SinuslO 
22B.Ï1 ICO 
V 
/" . 
I '• 
• • • / 
! 000000 
Caurt» ç ~ s « t - îHon Courue noire: Sacine. 
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3raon-t*oo¡o 
. 3.953t 
H-l^ . V ' * 
, * 
/ • " V -
/ " • ' 
>.^ ?S2 
^ ^ y : * - ; - t ; -^ ' 
looo 
Couroe gnsee: Haiton Coursa notre: Racine. 
ÍV 
Gracn-Pely ¡Q 
.. I23S. 13300, 
. 1083.03800 
Course gnsee: Haiton. Course noire: Racine. 
Graon-GaussiO 
l000000 
Cauros gnsee: Haiton. Couros noire: Racine. 
,V 
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En dimension 30. la bornitude de £y pour ia suite "Racine"1 est confirmé 
pour les 4 fonctions, pour la fonction "Expo", la suite de Halton donne de 
meilleurs résultats pour les grandes valeurs de N. La courbe de la suite 
"Racine"' pourrait même nous faire penser que £/v n'est pas borné, con-
trairement au théorème 1.1. 
Pour la fonction "Poîy", on observe une très grande valeur de Ej¿, même 
pour les petites valeurs de N et de faibles variations de £ y . C'est dû aux 
faits suivants: 1) la fonction a une grande variance, 2) prend des valeurs 
très grandes sur un ensemble de mesure très petite, 3) la suite de Halton 
prend ses premières valeurs dans cet ensemble. Ceci pourrait être évité en 
utilisant des suites de lialton mélangées. 
Dans tous Ses cas. la suite "Racine"' est nettement meilleure que ia suite 
de Halton pour .Y < 105. D'un point de vue pratique, !a suite "Racine" 
paraît donc intéressante. 
E'N 
Graan-SinusJO 
302.02400 
/ " " w ' 
.V 
Coume gnsee wallon Couros nosre: Sacme. 
106 
iL y 
Gracn-txDoJQ 
0.1983 
. 
. 0.139« 
-"•^J' ^ * . n 
' • \ i -* 
^ 
'r< 
r y ' 
V M ^ 
' ^ W ^ W TT- . "•TOOOOQO 
iV 
Couroe gnsee: HeKon. Courts notre: Racine. 
&N 
Gr9on-Poly30 
972753 Î030 
90824 S010 
Coures gnsee: Heiton. Couroe noire: Racine. 
,V 
>JV 
Graon-GaussJO 
• 8*53 
tfH. /k 
V ™ « 1 
A7 v.f -.^ocooo 
tourna gnsèe: Haiton. Couroe noire: Racine. 
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Dans les tableaux suivants, on fait apparaître les valeurs maximales de 
En et £„. pour n variant dans les 10 premiers intervalles de longueur 10°. 
On considère uniquement les fonctions uSinus" et "Expo". La convagence 
e n Q((io8^y -j semble confirmée, dans le cas de la fonction ••Sinus*,; pour 
la fonction "Expo", c'est beaucoup moins net en dimension 5. Mais pour 
les dimensions élevées, c'est clair. Cependant, il faut remarquer que quand 
s augmente l/(log;V)î devient très petit et est même négligeable devant 
1/%/ÎV pour A" de l'ordre de 106 et s > 10. Pour tester une convergence en 
o( ( 1 ° ? ^ ' ) en dimension élevé, il faudrait donc atteindre des valeurs de .V 
plus grandes. 
SlnusNumS 
n » nombre de simulations 
n - 1 à 100000 
n - 100001 à 200000 
n - 200001 à 300000 
n - 300001 à 400000 
n - 400001 à 500000 
n - 500001 à 600000 
n . 600001 à 700000 
n - 700001 à 800000 
n - 800001 à 900000 
n - 900001 à 1000000 
HALTON 
MaxfE n) i MaxiL n) 
40 .892 
35 .980 
62 .587 
81 .556 
87 .322 
109 .397 
119 .523 
88 .279 
74 .524 
69 .279 
0.785 
0.079 
0.111 
0.136 
0.140 
0.169 
0.184 
0.132 
0.107 
0.099 
RACINE 
MaxfE ni 1 MaxfL m 
0.813 
. , 
• • 
* * 
• * 
• • 
• • 
• • 
• • 
• * 
0.645 
0.GQ18 
0.0015 
Q.QC14 
0.00139 
0.00133 
0.00128 
0.00125 
0.00122 
0.001 19 
ExpoNumS 
n = nombre de simulations 
n - 1 à 100000 
n - 100001 à 2000Q0 
n - 200001 à 300000 
n» 300001 à 400000 
n - 400001 à 500000 
n - 500001 à 600000 
n« 600001 à 700000 
n» 700001 à 800000 
n * 800001 à 900000 
n= 900001 à 1000000 
HALTON 
MaxiE n) ' M a x t l ni 
1.221 
1.549 
1.753 
3.055 
3.155 
3.490 
4 .773 
4 .327 
5.198 
5.088 
0.0093 
0.0032 
0.0032 
0.0051 
0.0052 
0.0054 
0.0073 
0.0064 
0.0074 
0.0073 
RACINE 
Max iE n) M a t ' L ni 
0.S75 
0 .617 
0 .432 
0 ,557 
0.481 
0 .536 
0 .602 
0 .459 
0 .603 
0 .654 
0 0091 
0.0013 
G 0008 
0 0009 
0.0007 
0 0008 
0 0009 
3 0006 
0 0008 
0 0 009 
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SinusNumlO 
n » nomOre de simulations 
n - t à 100000 
n - 100001 à 200000 
n - 200001 à 300000 
n - 300001 à 400000 
n - 400001 à 500000 
n - 500001 à 600000 
n - 600001 à 700000 
n - 700001 à 800000 
n - 800001 à 900000 
f í - 900001 à 1000000 
HALTON 
Max(E n} 
161.19 
203 .56 
192.30 
200 .48 
180.63 
203 .38 
213 .17 
202 .50 
228 .31 
194.81 
Max(L n) 
0 .1375 
0 .0007 
0 .0007 
0.0006 
0 .00048 
0 .00049 
0 .00048 
0 .00045 
0 .00048 
0 .00039 
RACINE 
MaxiE n) 
0 
4 
• 
i 
.719 
* 
* 
* 
• * 
* i 
* í 
• < 
MaxfL n) 
0 .4080 
0 .0000 
• • • 
• • ft 
• • « 
• • • 
• • • 
# • « 
« * • 
• • * 
ExpoNumIO 
n » nombre de simulations 
n - l à 100000 
n« 100001 à 200000 
n - 200001 à 300000 
n« 300001 à 400000 
n . 400001 à 500000 
n - 500001 à 600000 
n - 600001 à 700000 
n - 700001 à 800000 
n» 900001 à 900000 
n - 900001 à 1000000 
HALTON 
MaxfE n) 
3.102 
6.202 
7.043 
8.170 
8.953 
8.764 
5.600 
2.1 17 
4 263 
4 403 
Max(L n» 
0 .002905 
0 .000023 
0 .000023 
0 .000023 
0 .000023 
0 .000022 
0 .000013 
0 .000004 
0 .000008 
0 .000008 
RACINE 
MaxiE n) 
1.995 
1.831 
1.255 
1.246 
1.375 
0 .634 
0 .881 
0 .819 
0 .823 
1.829 
Max iL n» 
0 .000338 
0 .000007 
0 .000003 
0 .000003 
0 .000003 
0 .000001 
0 .000002 
0 .000001 
0 .000001 
0 .000003 
SinusNum30 
n - nombre de simulations 
n - 1 à 100000 
n - 100001 à 200000 
n« 200001 à 300000 
n» 300001 à 400000 
n - 400001 à 500000 
n» 500001 à 600000 
n - 600001 à 700000 
n - 700001 à 800000 
n - 800001 à 900000 
n - 900001 à 1000000 
HALTON 
MaxiE n) 
72.50 
71 13 
284 .63 
466 .15 
645 .82 
713.09 
8 0 2 0 2 
785 02 
" 3 24 
"24 01 
Max iL ni 
0 .1975 
0 .0000 
RACINE 
MaxiE n) 
3 215 
• • 
• 
• 
• 
* 
• 
• 
• 
MaxlL ni 
0 .1411 
0.0000 
• • 
* • 
• • 
• • 
* • 
• • 
• • 
EiOoNum30 
i -IALÍON 
n « nombre de simulation? i M f E •M 
n - 1 à 100000
 ( : : 3 8 
n - 100001 à 200000 ¡ : 2*9 
n - 200001 à 300000
 ( : : 8 8 
n - 300001 à 400000 
n» 400001 à 5QO000 
n - 500001 à 600000 
n - 600001 à 700000 
n» 700001 à 800000 
n - 800001 à 900000 
n - 900001 à 1000000 
: < 29 
: ' 30 
1 '. 04 
: i ' 3 
3 099 
0 041 
0 042 
MaxlL n) 
0 .000002 
0 .000000 
RACINE 
MaxiE n> 1 MaxiL ni 
0 .072 
0 .099 
0 .098 
0 .047 
0 .039 
0 .038 
0 .039 
0 .100 
0 .130 
0 .188 
0 .000000 ! 
* • 
• * 
* • 
• • 
• • 
* • 
• • 
• • 
• " 
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