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Summary  
The socio-technical systems research paradigm is about the complexity of real 
situations. It confronts us with the quest for variables that could provide us with 
insight into the behavior of such systems. Their behavior emerges according to 
internal system properties and adaptation of the system to external conditions. 
 In our view, behavioral patterns are one of those particular variables since 
machines can recognize them and their dynamics. Based on the synthesis of 
three different theoretical frameworks, this paper proposes a concept of pat-
terns-based information system organization. The authors built the concept on 
the Deacon discussion of theory of information, Hofkirchner’s unified infor-
mation theory and related system behavior, and Kelso’s explanation of pattern 
creation processes in self-organizing systems. All three researchers have in-
cluded patterns in their theoretical proposal.  
According to this analysis of the existing theories and their synthesis, we con-
clude that in order to design machines that can automatically support new be-
havior, we have to analyze humans and machines as a complex whole with dy-
namic relationships and emerging patterns as a dependent variable of behavior. 
By developing this theoretical concept, we establish a departure point for future 
research and search for different variables that correlate with pattern for-
mation. 
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A pattern is a message, and may be transmitted as a message. (Wiener, 1950) 
The transformation of noise back into signal is part of the game. (Cohen, 2006) 
Messages can be studied according to their form, content,  
goal, producers, and recipients. (Capurro, 2003) 
 
Introduction 
If patterns are messages and could transform as messages, first they have to be 
recognizable. In a recent massive scale experiment of Facebook users, that’s ex-
actly what happened (Kramer et al 2014). The pattern of user behavior changed 
according to the amount of positive or negative content in their feed. When us-
ers were exposed to more positive content, users posted more positive status 
updates. In this experiment, researchers manipulated the users’ content and 
measured the amount of positive or negative words in their status updates. So 
by recognizing patterns of agent behavior and by intervening correlated varia-
bles, we can transmit patterns of behavior. It’s interesting to look where user 
behavior comes from. Because the agent (FB user) didn’t know about the inter-
vention, it’s fair to say this behavior is self-organized and emerged from the in-
ternal agent behavior and not from the surrounding environment.  
According to (Camazine, 2003, p.7), in self-organizing biological systems, pat-
terns emerge from internal interactions using only information stored locally, 
while in systems lacking self-organization, a supervisor, directives, or already 
existing patterns in the environment can impose order. Is this human(s) who 
changed emotional behavior self-organizing or lacking self-organization? In our 
view, it’s the position of the observer observing phenomena. If we look it from 
outside the system, we can recognize reference to the environment and feed-
back, but if we look at it from inside (from the position of the user) not knowing 
about intervention, then we could recognize reference to internal interactions 
and information stored in the user cognitive system.  
If we’re analyzing dynamic patterns formation, there are two problems we have 
to deal with. One is how very large material components construct the pattern, 
and the other relates to how given patterns are constructed to accommodate dif-
ferent circumstances. The former could be “the problem of complexity of sub-
stance” and the latest “the problem of pattern complexity” (Kelso, 1997, p. 5). 
Or how Batson (1972, p. 20) writes, “[M]ental process, ideas, communication, 
organization, differentiation, pattern, and so on, are matters of form rather than 
substance.” Pattern as a phenomenon to observe could provide us with a lens to 
analyze how substance is formed. And it’s in the domain of information science 
since it’s concerned with the form and organization of information and the un-
derlying structures, a fundamental methodological stance Bates (1999) de-
scribed as socio-technical.  
There are two modes of apprehending our experience’s structure, state descrip-
tion and process description. The former characterizes the world as sensed and 
later characterizes the word as acted upon. “The organism must develop corre-
lations between goals in the sensed world and actions in the world of process” 
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(Simon, 1962). The former provides criteria for identifying objects or process of 
relating dynamic pattern formations with circumstances, while it later provides 
the means for producing objects or describes how a dynamic pattern of behavior 
is constructed.  
In the Facebook research, we could see limitations of analyzing social agents 
and technology agents separately. Do we observe the social agent or tools he 
uses? The research on socio-technical systems is dealing with the complexity of 
real situations rather than analyzing separated aspects (Ropohl, 1999). When a 
system is complex and dynamic, to understand the system, it’s not enough to 
observe its parts because knowing properties of each doesn’t give complete in-
formation about the system. Therefore, we must treat such a system as a whole. 
To understand the principles of such a system, feedback, or interaction of the 
parts isn’t enough. What is important is the assumption that such a dynamic 
system has complex behaviors and that those behaviors can be goal-seeking 
forming dynamic patterns (Ashby, 1956, p. 55).  
In our view, by analyzing patterns, which relate to complex behavior and dy-
namic interactions in a system composed of social and technical agents, we can 
get insight into how they emerge according to the reflection of the environment 
and internal properties of such a system. So, patterns become dependent varia-
bles of the socio-technical system behavior, including internal properties and 
environment states. By understanding how behavior is constructed according to 
the environment and internal norms stored in a system, we can comprehend the 
complexity of real situations.  
This aligns with the socio-technical practice in information science, which calls 
for research efforts to analyze how communities use tools to access documents 
and create knowledge (Tuominen et al., 2005). We believe that in this approach 
we overcome the divide underlined in two cybernetics approaches, one of the 
first order and another of the second order. According to Geyer (1995), there 
are four main differences. The first one is dealing with the observer and the 
system where in the second-order cybernetics relationship between the observer 
and the system should be included in the analysis. The second one is that the 
second-order cybernetics is about constantly changing properties of the system, 
not its stability. In other words, it’s about self-organization that isn’t about fore-
casting but about understanding. The third is about the second-order cybernetics 
recognizing that all living organisms are self-steering and that their behavior 
can be steered from outside up to certain limits. The fourth is recognizing the 
continuous emergence of complexity resulting in new behavior and new inter-
action with the environment.  
By observing patterns, we can take a step back from the system and observer 
relationship, and we can observe patterns in stable processes and in the chang-
ing ones. Different patterns will depend on steering from the outside and/or on 
internal system capabilities. By applying independent and objective machine 
observation, we can precisely observe the dynamics of those pattern emer-
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gences. What’s important, in our view, is that patterns can be easily described 
by machine quantitatively, making them different from behavior, which is qual-
itative and hard to recognize by machines.  
For the purpose of further discussion and in regard to conceptual development, 
we define patterns as a time sequence happening between the moment when an 
agent experiences information (i.e., when structured data become information) 
and the information-searching and seeking process starts until the moment when 
the agent stops interaction with the structured data as his information needs are 
satisfied. Such a process can occur in social and technical domains. This is a 
working definition describing the scope of the analysis. 
 
Self-organization and socio-technical systems 
Can we call socio-technical systems self-organizing? Humans live in the tech-
notope, surrounded by technologies and material context, including technical 
artifacts, which are not only neutral, but they shape our perceptions, behavioral 
patterns, and activities (Geels, 2004). As the information society develops in 
terms of blurring the difference between online and offline, we’re becoming in-
forgs1, socially connected information organisms, which will compete with 
other artificial inforgs. And this isn’t happening because of the transformation 
of our bodies, but through re-ontologization (a radical form of reengineering) of 
our environment (Floridi, 2009).  
So, to respond to changes in the environment we have to design and use tech-
nologies to adapt better, and by doing so, we have to move from our point of 
observing social or technical entities separately to observing socio-technical 
systems. Socio-technical systems are complex and behave in the new environ-
ment by developing new properties based on internal information processing 
capabilities. Such systems are self-organized since they don’t have an internal 
agent doing the organization, but they form dynamic patterns of its behavior 
(Kelso 1997, p. 8). There’s no agent defining the exact pattern of how author 
uses this machine while writing this text, but the usage pattern emerges accord-
ing to cognitive, affective, social, and technical variables relationships. 
We can discuss four specific properties of complex systems in terms of socio-
technical systems. The first is non-determinism since it’s impossible to fully 
understand the system’s behavior by knowing only its constituting functions. 
The second is limited functional decomposability because it’s a dynamic sys-
tem, and it isn’t possible to study the system’s properties by decomposing it into 
functional parts. Its interaction with the environment and the self-organizing 
property allow it to functionally restructure itself. The third is the distributed 
nature of information and representation; some of the system functions cannot 
                                                     
1 Inforgs can be part of a hybrid agent that is, for example, a family with digital devices such as 
digital cameras, cell phones, tablets, and laptops. (Floridi, L. Ed. (2010). The Cambridge hand-
book of information and computer ethics. Cambridge University Press). 
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be precisely localized. This is the cause of socio-technical system properties 
comparable to distributed systems. The fourth is the self-organization related to 
the emergent properties that we can’t comprehend by understanding the compo-
nents (Pavard and Dugdale, 2006).  
We cannot know how a human and a mobile phone will behave by knowing 
only the phone’s functions. Also, we can’t understand what functions a user can 
execute on a mobile phone by knowing only the phone’s functions. By adding 
more users with their mobile phones, a bigger system emerges, which is more 
difficult to understand regarding its structure, functions, behavior, and goals. 
Recent examples of self-organization of socio-technical systems based on users 
and mobile phones include the Arab Spring movements or in the rising popu-
larity of mobile banking in Africa.  
Another example of self-organizing socio-technical systems is the rise of the 
popularity of Bitcoin. Such a self-organization has many technical capabilities 
to process data, but a socio-cognitive and affective aspect will give meaning to 
that data and affect how patterns will form. Also, such a self-organization must 
expand in terms of selection and understanding how such “self-ordered proper-
ties permit, enable and limit the efficacy of natural selection” (Kauffman, 1993, 
p. xiv). By understanding selection along with self-organization, we have better 
insight into the process of new function emergence and what the correlations 
with self-organizing properties are.  
Also, it’s important to make a distinction between determinism and causality. 
When systems are far from an equilibrium and far from a deterministic clock-
work state, they start to show self-organizing capabilities by following three 
propositions. The first one is there is no transformation mechanism that unam-
biguously turns cause to effect. Cause and effect relations allow a different 
cause to have the same effect and the same cause to have a different effect. The 
second one is that little changes in the cause may lead to a big change in effect. 
The third is that the more complex a system is the less probable is the return of 
the certain state in the future (Hofkirchner, 1998). Or to cite Hofkirchner 
(2011), “self-organization may be looked upon as the way evolutionary systems 
come into existence or change their structure, state or behavior and the way they 
maintain themselves (their structure, state or behavior).”  
As stated by Kelso (1997, p. 32), patterns arise spontaneously as the result of 
interacting components, and the nature of such interaction is nonlinear and in 
such systems the whole is more and/or different from the sum of its parts. We 
can trace these ideas back to Immanuel Kant who pointed out that on one hand, 
organisms will always resist complete mechanistic and mathematical explana-
tions since they have certain goal directedness (purpose), which humans can de-
scribe only in functional terms. On the other hand, biology as a science requires 
a mechanistic approach using forward causal explanation that needs to be ex-
pressed in mathematical terms. Kant stressed that the necessity of this dual ap-
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proach for studying organisms is not a property of nature but rather our limited 
faculties (Roth, 2011).  
If we’re about to design machines to help us process or compute information, 
this is a very important point. If we’re trying to describe machines by these 
functional limitations, then machines by themselves will have functional disa-
bilities. And if such machines are essential parts of the self-organizing socio-
technical systems, then, this dysfunction is a dysfunction of the socio-technical 
systems. If we could better describe the reality of nature, we could design ma-
chines that are more intelligent, and such machines would be part of the socio-
technical systems making them more intelligent too.  
In our view, the social “half” of such a system is extremely important because 
the self-steering capacity of humans provides essential non-deterministic prop-
erties of such a system built on social and technical components. So, to have a 
more intelligent system, we have to overcome the problem of dualism in ex-
plaining nature.  
Can we overcome this problem of dualism in explaining nature? We think that 
by observing dynamics of patterns as dependent variables of socio-technical 
systems, which emerge in self-organizing processes of such systems, we could 
open up new perspectives in different disciplines in information and computer 
science. The emphasis is on the dynamic patterns emergence, not static patterns. 
As they emerge, they aren’t reducible to a substance from which they emerge 
because they have their own properties. These properties relate to the purpose of 
the higher order level, while the mechanics of their formations are at the level 
below (Wilson, 2002). And they emerge as a result of the process of organizing 
the observed system’s internal properties and as a reflection of the environ-
ment’s circumstances.  
So, patterns as phenomena observed in the behavior of self-organizing socio-
technical systems can lead us to know about how these systems behave, in-
cluding mechanical principles and principles related to the purpose of such sys-
tems. Patterns, as phenomena that correlate a mechanical view and a purpose 
view, can present behavior that’s, we believe, qualitative and can create a me-
chanical structure that’s quantitative. With development of computational tech-
nologies, we can observe such patterns emergence processes with extensive 
support of the machines, obtaining objective insights about how they form and 
what their dynamic is, according to internal or external factors influencing their 
formation.  
So, we could use machines to help us observe dynamic pattern emergence, use 
them as a dependent variable in the research of socio-technical systems. By us-
ing those findings, we could design better machines conditioned by social self-
steering forces based on information needs. Such a force is implemented 
through the feedback, creating dynamic adaptation of those machines in a dia-
lectic process (thesis, antithesis, and synthesis).  
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In addition to the above-mentioned authors, we can find further socio-technical 
systems concept elaboration in the work of one of the founders of this paradigm 
Trist (1981) and a PhD thesis written by Shields (2007) analyzing different the-
ories and practices used to study technology systems. An important contribution 
to the socio-technical system paradigm are the books The Social Construction of 
Technological Systems: New Directions in the Sociology and History of Tech-
nology (Bijker et al., 1981) and Science in Action: How to Follow Scientists and 
Engineers Through Society (Latour, 1987). Current research approaches the so-
cio-technical system from the evolutionary perspective and is in the work of 
Heylighen (2007). 
 
Information, Systems, Organization, and Patterns 
In this part of the paper, we select and propose existing theoretical frameworks 
that support our views on patterns-based information system organization. We 
combined three existing theoretical frameworks related to socio-technical sys-
tems and information, offering theoretical fundamentals for proposal of a new 
synthesis, one that will support the design of machines that could automatically 
support new behavior of the socio-technical systems. 
 
Information and patterns 
Deacon (2010) discussed the information from the semiotics perspective, 
pointing out that information could refer to the sign or signal functioning with-
out any meaning or reference, such as information content in bits. Such infor-
mation is syntactic information. Information could also represent meaning of 
the bits from syntactic information. Such information could be semantic infor-
mation. Information also could refer to the aspects of those ideas, which we call 
pragmatic information (Deacon, 2010). Syntactic information’s basis is the 
Shannon theory of information; the semantic is from the Boltzmann and Shan-
non entropy, while the pragmatic one expands it with the theory of evolution.  
In the same work, Deacon pointed out that “both the patterns that we deliber-
ately create in order to convey an idea and those we discover in nature can con-
vey information. Ultimately, this demonstrates that almost anything can qualify 
as information in the syntactic sense, because this is only an assessment of the 
potential to inform.” And such a basic notion of information corresponds to the 
Shannon theory of information. So, a pattern could be looked as a sign, which 
when recognized, could provide a basic component of the message transferred 
through the communication channel from the receiver to the sender. Here, we 
see that a pattern could be looked as a fundamental property of the information. 
To remove uncertainty we have to recognize the pattern and send it as a mes-
sage to the receiver. Those three types of information are in Table 1 (adapted 
from Dodig-Crnkovic, 2012). 
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Table 1. Deacon’s three types of information 
Type of infor-
mation Underlying theories Focus on 
Semiotics 
perspectives 
Information 1 Shannon Data, pattern, signal, data communications 
Syntax  
(what it exhibits) 
Information 2 Shannon + Boltzmann 
Intentionality, “aboutness,” 
reference, representation, 
relation to object or referent 
Semantics  
(what it conveys) 
Information 3 Shannon + Boltzmann + Evolution 
Function, interpretation, use, 
pragmatic consequence 
Pragmatics  
(what it is for) 
 
Systems and patterns 
Hofkirchner (1999) used semiotics as a basis for discussion about systems and 
information behavior, pointing to the concept of Peirce’s triad of syntactic, se-
mantic, and paradigmatic sign aspects. The information process consists of 
drawing distinctions in terms of system organizing based on those distinctions, 
whether it’s in the new system that emerges or the novelty in the existing sys-
tem.  
 
Table 2. Three different types of system formation (based on Hofkirchner, 
1999) 
Type of system Evolution of sign processes System formations:  from patterns to new goals 
Self-restructuring 
systems 
Reflective pattern formation 
in dissipative systems – 
emergence of signs 
Forming patterns is the way self-restructuring 
systems reflect some changes in the conditions 
in the system’s environment. 
Self-reproducing 
systems  
 
Intelligent symbolization in 
autopoietic dissipative 
systems – emergence of 
symbols 
Self-reproduction requires structures to 
functionalize for survival. Functionalized 
structures are not plain patterns any more but 
something that contains meaning. 
Self-determining 
systems 
Conscious formation of 
ideas in recreative 
autopoietic systems – 
emergence of goals (ideas) 
Systems that do not merely (re)produce 
themselves and strive for survival, but in doing 
so, seek additional goals, which they’re 
committed to and which they chose on their 
own. There are three steps of idea formation: 1. 
Perception of signals from outside the system 
resulting in modification of the system 
structure; 2. Interpretation of the perceptions by 
which a system is modified; 3. Evaluation of the 
interpretations modifying a system by affecting 
behavior.  
 
In realizing those novelties, a distinction is drawn and information produced. 
So, there exists a relationship between the old and the new sign; the new sign 
isn’t reducible to the old sign but is dependent on it. Since we have a relation-
ship of signs, we can refer to this as syntactic relations of signs. As a new state 
of the system also relates to the system’s environment, a new relationship de-
velops between the sign and the environment, and the sign gains significance, 
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forming a semantic relation of signs (having meaning). As the sign gains sig-
nificance, it can also relate to the aims of the system. We can call such a rela-
tionship a pragmatic relationship of signs (Hofkirchner, 1999). Such an analysis 
of different sign relations in self-organizing systems could give insight into how 
systems behave.  
In Table 2, we present a brief summary of different system properties, the evo-
lution of sign processes, and how a system forms itself in the process of self-or-
ganization.  
 
Organization and patterns 
Kelso proposes The Tripartite Scheme with the aim to theoretically summarize 
laws constituting the order parameter dynamics. The idea proposed is straight-
forward, proposing that understanding any level of organization starts with 
knowledge about three main things: parameters acting on the system, interacting 
elements of the system, and emerging patterns. There’s also a clear point that 
this model is not rigid in terms of micro and macro (Kelso, 1997, p. 18). We 
present the Tripartite Scheme in Table 3. 
  
Table 3. The Tripartite Scheme (based on Kelso, 1997) 
Knowledge about Description 
Cooperativities The emerging patterns or modes to which they give rise 
Set of primitives The interacting elements themselves 
Boundary conditions The parameters acting on the system 
 
Synthesis 
We could clearly see that three theoretical models presented above have pat-
terns in common. Deacon’s model is dealing with information, the Hofkirch-
ner’s with systems, and the Kelso’s with organization. We could synthesize 
those theoretical proposals into the concept of patterns-based information sys-
tems organization. Such a concept could be presented through three layers of 
self-organisaion: 
 Structure level – the most simple biological self-organizing system (pat-
terns formation according to internal properties) or simple self-restruc-
turing mechanical systems (such as a PC that self-restructures data on a 
hard disk) making it applicable to socio-technical system analysis. Such a 
system is self-restructuring when the patterns emergence forms new 
structures, information explained in terms of the Shannon information 
theory and it organized around emerging dynamic patterns, the essence of 
cooperation. 
 Function level – the autopoietic biological self-organizing system, which 
can reproduce itself, and to the intelligent mechanical system, which can 
reproduce its components to maintain a predefined goals execution pro-
cess, making it applicable for socio-technical system analysis. Such a 
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system is self-reproducing in terms of functional structures; information 
is defined in terms of Shannon and Boltzmann entropy, which explains 
intentionality, “aboutness,” and reference to the information in the com-
munication channel. And it organizes around interactions of elements for 
which prerequisite are formations of cooperatives. 
 Goal level – the conscious socio-technical system, which can intervene in 
the environment and create new goals, according to its ideas. Such a sys-
tem is self-determining, when perception determines new goals, inter-
pretation of those perceptions, and evaluation of the interpretations re-
sults in the new behavior. Information is defined in terms of evolutionary 
principles describing use, functions, and pragmatic consequences. And 
it’s organized according to the boundary conditions producing parameters 
acting on the system. 
We can see that the last application of patterns-based information systems or-
ganization cannot separate into biological and mechanical systems. This leads 
us to the proposition that if we want to have machines to support new behavior 
of social structures by developing new structures, functions and new goals, we 
cannot analyze machines and humans separately, but as a complex whole with 
dynamic relationships and emerging patterns as a dependent variable of behav-
ior.  
Another condition to achieve such properties of the system is that the system 
should not have one central agent to control this process because it’s self-
regulated. It’s also important to underline ethical implications related to such a 
process as an important dimension in further research.  
If we want to gain the insight into how the system behavior emerges and how 
such a system performs in reshaping the environment according to its goals, 
what is observable are the dynamic patterns, with an emphasis on the dynamic. 
Therefore, if we take a point of observation from outside the system, we can see 
its performance, but we cannot gain insight into the emergence of particular be-
havior, which caused such a performance. By observing the system from the in-
side, we can understand the system properties and the emergence of behavior, 
but we can’t see the result of such behavior.  
Stepping back and observing the process of patterns formation as a dependent 
variable of system behavior and the system environment, we can learn how they 
emerge and how they relate to system performance. And such a position of ob-
servation is objective and considers the internal system behavior and reflection 
to the system environment.  
Hjørland pointed out the “tendency to try to measure the users’ information 
need by questioning them or by studying their behavior, seems to be mistaken. 
What information is needed to solve a given problem is not primarily a psycho-
logical question, but a theoretical/philosophical one” (Hjørland, 2002). 
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In our view, the concept of patterns-based information systems organization, is 
overcoming such pitfalls since patterns are more objective and quantitative then 
psychological, theoretical, or philosophical questions. 
 
Conclusion 
In this paper, we provided an overview and analysis of some of the existing the-
ories about self-organizing systems, how they interpret information and how 
they organize it. It’s important to state that in this work we did not focus exclu-
sively on the fields of patterns recognition and analysis from the perspective of 
computer science. Our analysis aims at searching for the explanations of dy-
namic patterns formation in different types of self-organizing, socio-technical 
systems from the perspective of information science.  
Consequently, we synthesized theoretical frameworks into the concept of pat-
terns-based information systems organization. We select those theoretical 
frameworks in terms that all three of them address patterns. We did not base 
selection on systematic literature reviews but with the aim to support concept 
construction. Such a conceptualization provides the point of departure toward 
future research on additional variables, which correlate with the patterns as be-
havior-dependent variables of socio-technical systems.  
As a part of future research, our next task is to investigate existing empirical 
studies concerning patterns in socio-technical systems, including theoretical 
foundations. We believe that an aggregate investigation of the information be-
havior, information systems with pattern recognition, and application of cyber-
netics principles of feedback and self-organization could lead to new, encour-
aging and interdisciplinary research perspectives. 
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