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Back in the days, before computers and IT were widely used, history matching was done 
manually by trial and error method, where personal judgment were very critical in undergoing 
such methodology. In other words, only highly-skilled and experienced engineers can perform 
history matching. Apart from that, the manual way consume too much time, especially when 
dealing with thousands of well parameters. Hence, this project, which propose the usage of 
assisted history matching technique with Genetic Algorithm (GA) as the optimization tool and 
Discrete Cosine Transform (DCT) as the parameter reduction method is carried out in order to 
achieve the objective of minimizing the time taken to do history matching. 
 
To achieve the objective stated above, a conceptual reservoir model was built based on a set 
of average reservoir data. Next, fluid flow equations were derived to obtain the forward model 
and eventually, the objective function. Later, an algorithm combining both Genetic Algorithm 
and Discrete Cosine Transform was proposed, which shows the step-by-step sequence of both 
methods.  
 
Overall, an algorithm showing the combination method of both GA and DCT was successfully 
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Reservoir simulation and modelling have been extensively used in the oil and gas industry 
with the means of determining the behavior of a reservoir and its production capability. 
They are some of the most efficient tool in the industry which combines mathematics, 
reservoir engineering, physics, and computer programming all into one[1]. The main goal 
of such technique is to predict the performance of a reservoir, which is very crucial in one 
company’s income contribution. One of the methods that is widely used in reservoir 
management today is history matching (HM).  
 
History matching can be defined as a process of adjusting and manipulating numerical 
reservoir parameters by utilizing reservoir simulation in order to match simulated model 
with the historical one. By doing so, one can forecast the behavior and performance of a 
reservoir. Among the first few studies of history matching was made by Kruger (1961), 
where he did a calculation on a reservoir’s areal permeability distribution[2]. 
 
In general, history matching can be done either manually or automatically. Traditionally, 
it was carried out manually, where the engineers would adjust and calculate the 
parameters one by one before they can obtain the desired result. However, it was really 
time consuming since they had to deal with thousands of parameters for each reservoir[3]. 
The technique has been developed ever since. Now, history matching can be done 
automatically with computer platform and software. However, since it discards the human 







Apart from that, there is also assisted history matching, where engineers still have to 
calibrate the reservoir model but this time with the assistance of reliable optimization 
tool[3]. These optimization tools help to speed up the calculation process of a history 
matching problem. There are a number of optimization methods that can also be used to 
produce a simulated reservoir model. One of them is Genetic Algorithm (GA). These 
methods are to be repeated several times (if necessary) in order to minimize the difference 
between the simulated line and the historical line. Apart from that, several parameter 
reduction techniques such as Discrete Cosine Transform (DCT) and Principle Component 
Analysis (PCA) can be implemented to eliminate some of the unknown reservoir 
parameters which are less significant. By combining both the parameter reduction 
techniques and the optimization methods, history matching can be done accurately in a 
shorter period of time. 
 
Many of the industries nowadays are trying to reproduce the actual physical system 
behavior by developing mathematical models. These models, which are based on certain 
parameterization and fundamental law of physics, are called forward model. Among the 
models and fundamental laws that are used in reservoir engineering are Darcy’s law, Mass 
conservation law, Equation of state, Fourier Transform, etc. Although it is possible to 
solve certain engineering problems with forward model, there are still many cases, such 
as earth sciences, where it is not possible to do so as the system is not easy to be 
accessed[2].  
 
Once we have the forward model, we can now proceed to the objective function 
developing process. Objective function is actually the difference between an observation 
data, or in this case, between the simulated lines and the historical lines. Among the 
popular formulas used in calculating objective function are Least-Square Formulation, 
Weighted Least-Square Formulation and Generalized Least-Square Formulation[2]. 
 
1.2. Problem Statement 
Manual history matching involves a lot of manual try and error calculations. The approach 





input data from thousands of reservoir parameter values for the simulation. Apart from 
that, often the outcome would result in uncertainties and hence, reliability is always 
questioned for the manual history matching process.  
 
Assisted history matching has been developed since in order to improve the traditional 
history matching method. Now, we use computer software to vary the objective functions 
and at the same time, the engineers’ knowledge and experience is also required to 
minimize the error of the simulation.  
 
For this project of mine, Genetic Algorithm (GA) and Discrete Cosine Transform (DCT) 
methods in were displayed in history matching problem. Both of the methods mentioned 
have been used for quite some time in the oil and gas industry. For genetic algorithm, it 
is basically used to look into a “population” of possible solutions and choose the most 
optimum one. As for discrete cosine transform, it minimizes the number of the parameters 
that are used in the process. Both the genetic algorithm and the discrete cosine transform 
method are to be applied to give the simulation result as close as the real historical result. 
 
1.3. Objective 
The objective of this project is to apply Genetic Algorithm (GA) and Discrete Cosine 
Transform (DCT) method in history matching problem. In order to achieve that, first a 
simple set of reservoir production and pressure data were obtained after building a 
conceptual reservoir model of 10x10x3 grid blocks for simulation purpose. Apart from 
that, I also have to determine whether the combination of Genetic Algorithm and Discrete 
Cosine Transform is efficient in handling history matching problem. In the end, I expect 











1.4. Scope of Study 
This project focusses more on the building of conceptual model and to illustrate the 
application of Genetic Algorithm and Discrete Cosine Transform onto the objective 
function. Then, the methods was also applied to the conceptual model built earlier. Lastly, 
the focus is also to develop an algorithm showing the flow of the combination of both GA 
and DCT. 
 
1.5. Relevancy of the Project 
This project is highly relevant to Petroleum Engineering because it is actually a huge part 
in reservoir simulation. Apart from that, this project is also relevant in terms of technology 
and application since a lot of operating companies have used history matching to predict 







2.1. History Matching 
Few years back, the oil and gas industry approached a new reservoir simulation 
methodology, where the idea was to use history matching as an optimization tool in 
defining difference between the simulated data of a reservoir and its real one[3]. History 
matching is used to adjust a reservoir model until it closely matches a reservoir’s 
simulated data with its past behavior[1, 2]. Apart from that, history matching can also be 
applied to accurately predict and evaluate the future oil production of a reservoir[4]. 
Traditionally, history matching problems were solved manually via trial and error 
approach, where they were usually time consuming. Due to lack of data and constraints, 
history matching problem is classified as an ill-posed inverse problem. Hence, making 
the engineers in charge of the calculations to face non-uniqueness issue while dealing 
with it[5]. That makes history matching process the most difficult and challenging phase 
in reservoir simulation[6]. 
 
In short, history matching is a very critical reservoir stimulation technique to build 
reservoir model and alter the parameter values with the aim of matching the stimulated 
data with the historical data. 
 
2.2. Assisted History Matching 
Assisted history matching were then introduced to produce a faster solution than the 
traditional history matching method, especially in dealing multiple history matched 
models[5]. Assisted history matching (or semi-automatic HM) is a fabrication process of 
an initial model with an early approximation of unknown reservoir parameters which later 





between calculated and observed response by adjusting the relevant parameter [2]. A few 
studies has shown that assisted history matching technique together with the optimization 
theory is able to cut down the cost and time consumed for a model calibration[6, 7].  
 
Many papers have agreed that assisted history matching is a very convenient update to 
the old, manual history matching technique which is mainly used to predict the future 
production of a reservoir. Apart from that, it also cuts the total time taken to undergo the 
history matching process. 
 
2.3. Optimization Tool: Genetic Algorithm 
Among the optimization methods that are used in history matching today are Evolutionary 
Algorithm (EA), Genetic Algorithm (GA), Ensemble Kalman Filter (EnKF), Recursive 
Least Squares (RLS), and Bayesian method. The one that I was applying in my project is 
Genetic Algorithm. Early in the days, GA was developed and popularized by Goldberg 
from Darwin’s “survival of the fittest” theory of evolution. The idea was then 
implemented to computational algorithm to solve problems related to objective function 
in natural fashion. It has been widely used as optimization method in other fields since 
then, including reservoir engineering[1, 8]. Almost similar to evolutionary algorithm, GA 
consists of its own step-by-step process namely selection, genetic operators (mutation and 
crossover) and termination.  
 
Genetic Algorithm process can be broken into 4 steps: 
1) Roulette Wheel Selection: The probability of picking a particular individual 







2) Rank selection: The fittest/best parameter is more likely to be selected to proceed.  
3) Blend Crossover: To generate offspring from 2 randomly picked individuals (parents). 
4) Mutation & Elitism: The best parameters are compared and chosen. In the end, the 







2.4. Parameter Reduction Method: Discrete Cosine Transform 
A number of parameters reduction methods are also used together with the optimization 
tool mentioned above. They are Discrete Cosine Transform (DCT), Principle Component 
Analysis (PCA), and Zonation method. The one that I was applying is DCT. Basically, it 
is a Fourier-based transform and was first developed by Ahmed et al. (1997) in signal 
decorrelation[2]. Only later it was used in other fields such as image compression and 
history matching[2]. Apart from that, it was also said in [2] that DCT is applied (as 
parameter reduction) to remove high frequency data from the reservoir parameters which 
are insensitive to the production data.  
 
According to [12], the DCT basis consists of real cosine function, so the complexity 
associated with the imaginary components of discrete Fourier Transform(DFT) is 
avoided. For a two dimensional gridblock (N_(x ) and N_y) reservoir properties filed 
where each gridblock represents a single estimable parameter u(x,y), the to dimensional 
DCT v(r,s) has the following form [12]: 
𝑣(𝑟, 𝑠) = 




















2.5. Forward Model 
Forward models are mathematical models which are based on certain parameterization 
and fundamental law of physics with the aim of reproducing the actual physical system 
behavior [2]. They are often used to calculate the required sensitivity of the observed 
quantities to the unknown parameters of an inverse problem [12]. Based on [2], two very 
important components which are required to estimate the unknown parameters are: 
1) A reservoir simulator modelling the fluid flow through the porous media. 
2) A rock physics model calculating the seismic respons
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Figure 1: Simple reservoir blocks 
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Discretization of flow equation 
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Combine the discrete form of oil and water by eliminating the saturation of water terms and 
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2.6. Objective Function 
According to [2], objective function can be defined as the amount of discrepancy 
(difference) between simulated and measured data for a given set of data. There are three 
formulas which are generally used to calculate objective function: 
1) Least square formulation 
𝐹 = (𝑑𝑜𝑏𝑠 − 𝑑𝑐𝑎𝑙)𝑇(𝑑𝑜𝑏𝑠 − 𝑑𝑐𝑎𝑙) 
2) Weighted least square formulation 
𝐹 = (𝑑𝑜𝑏𝑠 − 𝑑𝑐𝑎𝑙)𝑇𝑤(𝑑𝑜𝑏𝑠 − 𝑑𝑐𝑎𝑙) 




(1 − 𝛽){(𝑑𝑜𝑏𝑠 − 𝑑𝑐𝑎𝑙)𝑇𝐶𝑑
−1(𝑑𝑜𝑏𝑠 − 𝑑𝑐𝑎𝑙)} +
1
2
𝛽 {(𝛼 − 𝛼𝑝𝑟𝑖𝑜𝑟)
𝑇
𝐶∝
−1(𝛼 − 𝛼𝑝𝑟𝑖𝑜𝑟)}   
 
Based on [9], α is assumed to be constant and it is a function of location x and time t and 










For a uniform time and space grid, the objective function used is the least square type 








According to [9], after derivation of diffusivity equation, the objective function is as 
follow: 











History matching contains non-uniqueness issue as it is an ill-posed inverse problem as it 
is insufficient in data and constraints [5]. In fact, based on [6], it is said that history 
matching is, without doubt, the hardest part of reservoir simulation. Hence, it is very 
critical for reservoir engineers to apply parameter reduction and optimization methods in 
solving a history matching problem [12].  
 
3.2. Application in Reservoir Simulation and other industries 
 
3.2.1. Genetic Algorithm 
According to[1], GA was first introduced by John Henry Holland for experimenting 
adaptive behaviors which later was known as Holland’s Schema Theorem. It was later 
developed and popularized by Goldberg from Darwin’s “survival of the fittest” theory of 
evolution[8]. It has then been commonly used in history matching as one of the 
optimization methods since then.  
 
Based on [2], optimization methods can be sub-divided into 3, namely gradient based 
method, non-gradient based method, and global minima. GA falls under the third 
category.  
 
However, based on [Oliver et al., 2008], it was stated that applying genetic algorithm onto 
history matching problems can be computationally expensive. Apart from that, they also 
mentioned that the algorithm could require a lot of iterations before getting the desired 
matching reservoir production data. Despite all that, study in [1] showed that success in 





the right combination of mutation rate, crossover rate and generation number. In my 
opinion, GA could be an alternative for history matching’s optimization tools for today’s 
application.  
 
3.2.2. Discrete Cosine Transform 
[12] stated that before optimizing the thousands of grid blocks of a real reservoir, it is 
very much necessary to minimize unnecessary parameters using parameter reduction 
methods. There are a few numbers of parameter reduction methods that can be used such 
as Zonation, Principle Component Analysis and Discrete Cosine Transform (DCT). I am 
using DCT for this project.  
 
DCT is actually a Fourier based transform and its first application was first introduced for 
signal decorrelation, and later for image compression [2]. It is also stated in there that it 
is commonly used to minimize the amount of data where it uses the principle of 
orthonormal cosine transform [11]. In my opinion, this method is a very good alternative 
for reducing parameters since it would need fewer assumptions [12], hence fewer time to 
complete this phase. 
 
In image compression, DCT is commonly used to store large amount of data by separating 
images into different parts with different frequencies. Only in the quantization step that 
less significant frequencies is discarded, leaving fewer number of parameters to be 
computed in the next step. This idea would definitely fit into history matching, especially 













3.3. Demonstration and example 
 
3.3.1. Demonstration of Genetic Algorithm method on Mathematical 
Equality Problem 
 
For this example, we will use the equality:  
 
a + 2b + 3c + 4d = 30 
  
The equation is used to determine the value of a, b, c and d using genetic algorithm 
method. The first step is to formulate the above equation into an objective function where: 
 
F(x) = [(a + 2b + 3c + 4d) – 30] 
 
In this example, the four variables are composed as parameter namely a, b, c and d. Apart 
from that, we will restrict the value of the four variables a, b, c, and d as integers between 
0 and 30. 
 
Step 1: Initialization 
For this example, we set the number of parameters as 6, and we generate random numbers 
of all the genes for the 6 parameters. 
Parameter 1 = [a;b;c;d] = [12;05;23;08] 
Parameter 2 = [a;b;c;d] = [02;21;18;03] 
Parameter 3 = [a;b;c;d] = [10;04;13;14] 
Parameter 4 = [a;b;c;d] = [20;01;10;06] 
Parameter 5 = [a;b;c;d] = [01;04;13;19] 
Parameter 6 = [a;b;c;d] = [20;05;17;01] 
  
Step 2: Evaluation 
Next, we compute the objective function for all the parameters from above: 





Objective Function 2 = Abs[(02 + 2(21) + 3(18) + 4(03)) – 30] = 80 
Objective Function 3 = Abs[(10 + 2(04) + 3(13) + 4(14)) – 30] = 83 
Objective Function 4 = Abs[(20 + 2(01) + 3(10) + 4(06)) – 30] = 46 
Objective Function 5 = Abs[(01 + 2(04) + 3(13) + 4(19)) – 30] = 94 
Objective Function 6 = Abs[(20 + 2(05) + 3(17) + 4(01)) – 30] = 55 
 
 
Step 3: Selection 
In genetic algorithm, the fittest parameter will have higher chances to be selected to 
undergo the next process. Therefore, we must calculate the fitness of each parameter. (To 
avoid zero problem, the value for each objective function is added by 1) 
 
Fitness 1 = (
1
1+𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 1
) =  (
1
1+93
) = 0.0106 
Fitness 2 = (
1
1+𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 2
) =  (
1
1+80
) = 0.0123 
Fitness 3 = (
1
1+𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 3
) =  (
1
1+83
) = 0.0119 
Fitness 4 = (
1
1+𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 4
) =  (
1
1+46
) = 0.0213 
Fitness 5 = (
1
1+𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 5
) =  (
1
1+94
) = 0.0105 
Fitness 6 = (
1
1+𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 6
) =  (
1
1+55
) = 0.0179 
 
Total = 0.0106 + 0.0123 + 0.0119 + 0.0213 + 0.0105 + 0.0179 = 0.0845 
Hence, the probability for every parameter is: 
 
Probability 1 = (
0.0106
0.0845
) = 0.1254 
Probability 2 = (
0.0123
0.0845
) = 0.1456 
Probability 3 = (
0.0119
0.0845
) = 0.1408 
Probability 4 = (
0.0213
0.0845
) = 0.2521 
Probability 5 = (
0.0105
0.0845





Probability 6 = (
0.0179
0.0845
) = 0.2118 
 
From the above values, we can tell that parameter 4 has the highest fitness, hence the 
highest probability to get selected for the next generation parameters.  
 
 
Step 4: Selection 
For this step, we use roulette wheel approach, where we first have to calculate the 
cumulative probability values: 
Cumulative 1 = 0.1254 
Cumulative 2 = 0.1254 + 0.1456 = 0.2710 
Cumulative 3 = 0.1254 + 0.1456 + 0.1408 = 0.4118 
Cumulative 4 = 0.1254 + 0.1456 + 0.1408 + 0.2521 = 0.6639 
Cumulative 5 = 0.1254 + 0.1456 + 0.1408 + 0.2521 + 0.1243 = 0.7882 
Cumulative 6 = 0.1254 + 0.1456 + 0.1408 + 0.2521 + 0.1243 + 0.2118 = 1.0 
 
The next step is to generate random number integer between 0-1. They are: 
Random 1 = 0.201 
Random 2 = 0.284 
Random 3 = 0.099 
Random 4 = 0.822 
Random 5 = 0.398 
Random 6 = 0.501 
 
If random number 1 is greater than Probability 1 and smaller than Probability 2, then 
select Parameter 2 as the parameter in the new population for the next generation: 
New Parameter 1 = Parameter 2  
New Parameter 2 = Parameter 3  
New Parameter 3 = Parameter 1  
New Parameter 4 = Parameter 6  





New Parameter 6 = Parameter 4  
 
Parameter in the population thus became:  
Parameter 1 = [02;21;18;03]  
Parameter 2 = [10;04;13;14]  
Parameter 3 = [12;05;23;08]  
Parameter 4 = [20;05;17;01]  
Parameter 5 = [10;04;13;14]  
Parameter 6 = [20;01;10;06]  
 
Step 5: Crossover  
For the next step, we use one-cut point, where we randomly select a position in the parent 
parameter then exchanging the values of the sub-parameters. Parent parameters which 
will mate are randomly selected and the number of mate Parameters is controlled using 
crossover rate parameters. For this example, we set the crossover rate at 25% or 0.25. 
Then, we again generate random numbers between 0 and 1. Whichever is/are below the 
crossover rate are to be selected to undergo the crossover process: 
Random 1 = 0.191  
Random 2 = 0.259  
Random 3 = 0.760  
Random 4 = 0.006  
Random 5 = 0.159  
Random 6 = 0.340 
 
Among the random numbers above, Parameter [1], Parameter [4] and Parameter [5] are 
selected for crossover. Hence, the crossover are between: 
Parameter 1 X Parameter 4   
Parameter 4 X Parameter 5  






The next process is to determine the position of the crossover point. First, we will have to 
generate random numbers between 1 to (length of Parameter – 1). In this example, the 
generated random numbers should be in the range of 1 and 3. After we get the crossover 
point, parent parameters are cut at crossover point and its genes are interchanged. The 
three random numbers are:  
Random 1 = 1  
Random 2 = 1  
Random 3 = 2 
 
From the above generated random numbers, parent’s genes are cut at gene number 1 (for 
both parameter 1 and parameter 4) and gene number 3 (for parameter 5) respectively, e.g.  
Parameter 1 = Parameter 1 X Parameter 4  
 = [02;21;18;03] X [20;05;17;01]  
 = [02;05;17;01]  
Parameter 4  = Parameter 4 X Parameter 5  
 = [20;05;17;01] X [10;04;13;14]  
 = [20;04;13;14]  
Parameter 5 = Parameter 5 X Parameter 1  
 = [10;04;13;14] X [02;21;18;03]  
 = [10;04;18;03]  
 
Hence, The new parameter population after undergoing the crossover process are: 
Parameter 1 = [02;05;17;01]  
Parameter 2 = [10;04;13;14]  
Parameter 3 = [12;05;23;08]  
Parameter 4 = [20;04;13;14]  
Parameter 5 = [10;04;18;03]  








Step 6: Mutation  
In this step, gene at random position are replaced with a new value. First we must calculate 
the total length of gen in the population. In this case the total length of gen is total gene = 
number of genes in Parameter * number of population  
= 4 * 6  
= 24  
 
Next, generate a random number between 1 and total genes (1 to 24). If generated random 
number is smaller than mutation rate variable, then marked the position of gen in 
parameters. Suppose we define the mutation rate at 10% or 0.10, it is expected that 10% 
(0.1) of total genes in the population that are mutated: number of mutations = 0.1 * 24  
= 2.4  
≈ 2  
 
Again, random number have to be generated to determine the position of the switch to 
happen. Let’s say the random numbers (which should be between 1 and 24) are 12 and 
18. Meaning, the random mutation number are switched at Parameter number 3 gen 
number 4 and Parameter 5 gen number 2. The value of the mutated genes are also 
randomly generated. Hence, the parameters are now: 
Parameter 1 = [02;05;17;01]  
Parameter 2 = [10;04;13;14]  
Parameter 3 = [12;05;23;02]  
Parameter 4 = [20;04;13;14]  
Parameter 5 = [10;05;18;03]  
Parameter 6 = [20;01;10;06]  
 
Step 7: Iteration 
As a result, now we have one iteration of the genetic algorithm method. Hence, we 
evaluate the objective function: 
New Objective Function 1 = Abs[(a + 2b + 3c + 4d) – 30] = 37 





New Objective Function 3 = 47 
New Objective Function 4 = 93 
New Objective Function 5 = 56 
New Objective Function 2 = 46 
 
The objective functions are decreasing, which means we have better parameter compared 
with previous parameter generation. The new parameters will undergo all the same 
process where it will produce again new generation of parameter for the next iteration. It 
will continue until a predetermined number of generations is set. For this example, after 
50 iterations, we obtained: 
Parameter = [07;05;03;01] 
 
Where; 
A + 2b + 3c + 4d 
= 07 + 2(05) + 3(03) + 4(01) 
= 30 
 
The value obtained from the last iteration satisfy the equality. 
 
3.3.2. Demonstration of DCT in Image Compression 
The following are the steps that have to be carried out for the application of Discrete 
Cosine Transform. Firstly, the image needs to be broken down into 8x8 blocks of pixels. 
Then, we need to work from left to right and top to bottom in order to apply DCT onto 
each block. Quantization are used afterwards to compress the image on each blocks. The 
array of compressed blocks that constitute the image is stored in a drastically reduced 
amount of space 
 

























 𝑖𝑓 𝑢 = 0
1 𝑖𝑓 𝑢 > 0
} 
























Next, M matrix, or the optimum DCT value need to be obtained. This value was used to 
level off the original value of each parameter by subtracting them off. Once we have both 
T and M matrix, DCT can be carried our using the following equation. 
 
D = T*M*T’ 
 
The quantization phase will take place next, where it will basically determine the 
significant value/data that will survive. The last step is the data reconstruction phase. 
This is done by multiplying the compressed matrix with the quantization matrix. The 
result of the multiplication will then be added with the optimum DCT value, which was 
used earlier to level off the original value of each parameter. 
 
Reconstructed Data, R = [Compressed Matrix (C) * Quantizer (Q)] + DCT value 
 
3.4. Previous Study 
Assisted history matching has been extensively developed and practiced all over the 
world. In [10], a combination of Bayesian, Markov Chain Monte Carlo (McMc) and DCT 
methods were applied on Mauddud Reservoir of Sabriyah Oil Field in Kuwait. The paper 
highlighted the application of assisted history matching in a structurally complex 






Study [1] was made on the application of GA in history matching problem. The 2D 
reservoir model used, which contains 4 injector wells and 1 producer well, is made of 9 x 
9 grid blocks, with the sizing of 200m (in area) and 20m in depth. Later, 3 synthetic history 
data were generated, with different permeability values. Later, GA was applied onto the 
three models, where different generation numbers, popularity sizes, mutation rates and 
crossover rates were used, totaling up to 10 different scenarios. In the end, the result 
showed that the combination of 5% mutation rate, 40% crossover rate (for roulette wheel 
selection phase) and 80% crossover rate (for rank selection phase) produced the best 
results.  
 
As for DCT, [12] showed that DCT is quite effective when it was used as a 
parameterization method. The study aims to determine the best method to go with when 
it comes to parameter reduction. The reservoir was broken down into 64x64 grid blocks 
first before DCT and another Fourier-based transform, Karhunen-Loeve Transform were 
applied. In the end, the study found that DCT is more effective in terms of history 











Firstly, a simple set of reservoir data need to be obtained before producing a conceptual 
reservoir model using a reservoir simulator software. The model, which consists of 100 
grid blocks, has as many unknown reservoir parameters as the number of blocks and the 
number of heterogeneous properties. In this model, each layer was divided into four zones 
where each zone is consisted of 10x10x3 grid blocks. This model consists of one 
production well and four injection wells. 
 
DCT was first be applied in order to cut down the number of the parameters, hence 
minimizing the time consumption for the history matching problem. Later, GA method 
was implemented to solve the inverse history matching problem of the project. A 
computer programming language are used to code the calculation programmes. A graph 
was also generated consisting both the simulated and the observed data, where the 
difference between both curves was calculated and compared. If the difference is more 







Figure 2: Brief outline of the methodology 
 
 
1) Building a Conceptual model 
 Collect all the required data from a local reservoir (real reservoir data) and use 
them to build the conceptual model. 
 Conceptual model is built using ECLIPSE software by modifying existed 
reservoir. 
 The model coding can be found in “appendix” section.  
  
2) Develop a forward model 
 Two-phase forward model is obtained from the derivation of mass balance, fluid 
flow and Darcy’s equation.  
 The derived equation can be found in “summary of project progress” section.  
 
3) Create objective function from the forward model 
 Objective function is created based on the derived forward model. 
 The objective function is done based on least square formulation. 
 
4) Apply Discrete Cosine Transform  
 DCT is used to minimize the number of parameters based on their significance. 
 
5) Apply Genetic Algorithm 
Compare the outcome with the threshold
Define threshold
Apply GA as the optimization tool/method
Apply DCT to minimize number of parameters
Develop forward model and produce objective function
Build conceptual model





 A graph was drawn (stimulated data vs historical data) by using the reduced 
number of parameters. 
 GA is applied to optimize the parameters. 
 
6) Calculate the threshold 
 Set the threshold value 
 The model parameters such as flow rate was compared with the historical data 
 If the threshold value is bigger than the set threshold, the steps of history 

























RESULTS & DISCUSSION 
 
5.1.   Synthetic Model 
Some minor modification was made to one ODEH data in order to produce a model of a 
reservoir field. Compared to the original ODEH data, which had one producer well and 
one injector well, the new modified field has 5 wells instead. The configuration of the 
modified ODEH model is as follow: 
 
Table 3: Well Coordinates 
Well Coordinate (i; j; k1; k2) 
Producer 5 5 3 3 
Injector 1 1 1 3 3 
Injector 2 10 1 3 3 
Injector 3 1 10 3 3 
Injector 4 10 10 3 3 
 
(Dimension: 10 x 10 x 3 grid blocks) 
Size:  
DX = 300 x 1000; 
DY = 300 x 1000 ; 
DZ = 100 x 20 (first layer); 100 x 20 (second layer); 100 x 80 (third layer) 
 
Phase present in reservoir: 4 (Oil, water, gas and dissolve gas) 






The permeability varies for each layer. In this model, each layer was divided into four 
zones where each zone is consisted of 25 grid blocks. Each zone was set its own 
permeability value. After the model is build, sensitivity analysis is carried out in order to 




Figure 3: Model Configuration 
 
In order to determine whether the changes made onto the reservoir parameters will affect 
the result from the model or not, sensitivity analysis was done. To do so, permeability 
values of each zone were changed and it’s the eventual effect to the reservoir total oil 
production was recorded. If there are changes seen on the reservoir model, it shows that 
the model can be used for this project as it actively detect the changes made.  
 
Methodology 
The first change that was made onto the reservoir was the permeability value in the Dx 
direction. This is applied to every zone in every layer. The process was repeated 5 times, 
which the permeability ranges from: 100 – 400 mD, 500 – 800 mD, 900 – 1200 mD, 1300 





was recorded before constructing a graph of total oil production data for every range of 
permeability. From the graph, we can conclude that the model is an active model as the 
difference between each curve in the graph is clear.   
 
Flow Test 
It is crucial for this simulation that the reservoir model is able to produce oil. Hence, flow 
test was conducted onto the model.  
 
 
Before the test was conducted, we can see that the reservoir is 100% saturated with oil. 





Figure 4: Before flow test 








From the above pictures, we can see that water was filling the first two top layers of the 
model, starting from the injector areas. Apart from that, we can also see that oil saturation 
decreased in each layer, especially at the injector and producer areas.  
 
History Data vs. Simulated Data 
In order to obtain a set of history data, some minor modifications were made onto the 
ODEH data. Afterwards, we change the permeability value at every zone to represent the 
simulated data. The field total oil production rate and production rate graphs were plotted 
using Office software in Eclipse.  






Figure 7: Total Oil Production Rate & Oil Production Rate vs. Time 
 
We can see from the graph that there is a clear difference between the total oil produced 
curve for history and simulated data. From this data, the objective next is to match the 
simulated data line with the history data line. For my project, I use Genetic Algorithm and 
Discrete Cosine Transform methods to achieve that, with the aid of Matlab software for 













5.2.   Proposed Algorithm 
























The above flow chart shows the processes that need to be followed to achieve the objective 
of this project. Initially, a synthetic reservoir model was built before obtaining the 
historical data and the simulated data. The simulated data was obtained by modifying the 
value of the permeability of the historical data. The next step was to design the objective 
function, which was based on the forward model. Then, Discrete Cosine Transform (DCT) 



















If the threshold between the simulated and the historical data is small, therefore the 
objective of the project, which is to produce the smallest difference between the two data, 
is achieved. Otherwise, more iteration(s) need to be done by modifying the objective 
function.  
 






































Discrete Cosine Transform can be formulated using the below equation: 
𝐷 (𝑖, 𝑗) =  
1
√2𝑁















 𝑖𝑓 𝑢 = 0
1 𝑖𝑓 𝑢 > 0
} 
To apply the above formula, the matrix of the gridblock parameter must be known by 
























DCT can only work on certain value, thus the parameter value need to be subtracted 
with certain value to make it work and matrix M was obtain. Then DCT can be applied 
by multiplying matrix M with matrix T and transpose of matrix T. 
𝐷 = 𝑇𝑀𝑇′ 
After that, the D matrix was multiplied with the quantization matrix which is selected 
based on the values of parameters which need to be eliminated. The higher the 









































The result of the history matching was obtained after genetic algorithm was applied onto 
the objective function. It is known that genetic algorithm works based on the probabilistic 
principle as the result obtained is different for each simulation. Therefore, the result is 






























historical data and simulated data is achieved after 93 iterations runs. The total oil 
production and reservoir pressure graph shows that genetic algorithms tested high volume 
of the search space that avoid the local minima. However, their convergence is quite slow 























CONCLUSION AND RECOMMENDATION 
 
In the nutshell, this project is a success following its successful attempt to prove the 
relevancy of the usage of GA and DCT combination in solving history matching 
problems. Apart from that, future studies can also be referenced from this project as it has 
produced thorough step-by-step procedures and result.  
 
In my humble opinion, GA and DCT can be further applied onto history matching 
problems as it is proven to be a good combination method in solving them. They can also 
be used to estimate other parameter such as saturation, porosity and pressure. However, it 
is vital that the best value for mutation rate, crossover rate, generation number, and 
population size to be chosen to be applied onto the model. Otherwise, the convergence to 
local minimum phase might get affected throughout the process. For DCT on the other 
hand, the Quantization phase is very critical since that is where the less significant 
parameters were discarded. Hence, it is important that the quantizer calculated is optimum 
to keeping the more important parameters survived.  
 
Among the recommendations that I can suggest to improve this project are: 
 Other reservoir parameters to be used as well (such as oil/water saturation, porosity, 
reservoir pressure) in the GA and DCT combination method for better result accuracy. 
 Apply the combination methods on a larger scale, especially in Malaysia, for both 
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Q= flow rate 
A=area 
K=permeability 
Kro=relative permeability to oil 
𝜇=viscosity 
𝛷=porosity 
B=formation volume factor 
C= compressibility 
T=time 


















FYP 1 (January – April 2014): 
Week 9 : Proposal defense (presentation) 
Week 10 : Gather well information & data (for conceptual model). 
Week 11 : Conceptual model building. 
Week 13 : Forward model development. 
Week 14 : Interim report submission. 
 
FYP 2 (May – September 2014): 
Week 3 : Application of DCT onto parameters. 
Week 6 : Design Objective Function. 
Week 9 : Application of GA & DCT onto parameters & code writing. 
Week 12 : Draw graph & calculate the difference between the stimulated data and the   
historical data.  
Week 13 : Final presentation (viva). 





Final Year Project 1 (January – April 2014) 
Table 1: Gantt Chart FYP 1 
Activities 
Week 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 
 Do extensive study on topic/project. 
 Summarize research papers/journals.  
 Literature review on topic. 
              
 Proposal defense.               
 Build conceptual model               
 Develop forward model. 
 Create objective function 
              
 Report to supervisor (progress & result) 
 Interim report 






Final Year Project 2 (May – September 2014) 






1 2 3 4 5 6 7 8 9 10 11 12 13 14 
 Do more research on GA & DCT. 
 Summarize journals/research papers. 
 Write literature review. 
              
 Demonstrate DCT & GA               
 Design objective function               
 Apply DCT & GA onto problem/data.               
 Draw graph. 
 Calculate the difference (threshold) 
 Repeat step if threshold is higher than 
threshold value set 
              
 Final presentation (viva)               
 Report to supervisor (progress & result) 
 Final report 
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