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Abstract 
Abstract of thesis entitled: 
Pricing American-Style Options 
by 
Monte Carlo Method 
Submitted by WONG Chi Yan 
for the degree of Master of Philosophy in Mathematics 
at The Chinese University of Hong Kong in August 2002 
When pricing American-style options by Monte Carlo methods, one usually 
stores the simulated asset prices at all time steps on all paths in order to determine 
when to exercise the options. If N time steps and M paths are used, then the 
storage requirement is M . N. In this thesis, we present two simulation methods 
where the number of storage required only grows like 0(M + N). The only 
additional computational cost is that we have to generate each random number 
twice instead of once. For machines with limited memory, we can now use larger 







使 存 儲 要 求 下 降 至 + N)，而在計算成本方面，我們只需額外把每個隨機數生 
產多一次。對於受存儲容量所限制的機器，我們現在可以增大M和iV之値，以提 
高期權定價之精確度。 
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Monte Carlo method is one of the main methods for computing American-style 
options, see for instance [16, 1，2, 12]. These algorithms are computationally 
inefficient because they require the storage of all asset prices at all simulation 
times for all simulated paths. Thus the total storage requirement grows like 
0{MN) where M is the number of simulated paths and N is the number of time 
steps. The accuracy of the simulation is hence severely limited by the storage 
requirement. 
The apparent difficulties in using Monte Carlo methods to price American-
style options come from the backward nature of the early exercise feature. There 
is no way of knowing whether early exercise is optimal when a particular asset 
price is reached at a given time. One can look at this problem from another point 
of view. In Monte Carlo method, the simulated paths are all generated in the 
time-increasing direction, i.e. they start from the initial asset price So and march 
to the expiry date according to a given geometric Brownian motion. But since 
1 
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the pricing of American options is a backward process starting from the expiry 
date back to Sq, the usual approach is to save all the intermediate asset prices 
along all the paths (see Section 3.1). 
Before presenting two simulation methods for computing American-style op-
tions where the number of storage required only grows like 0(M + N), we provide 
a brief overview on Monte Carlo Method for pricing of derivative in the next sec-
tion. 
1.2 Monte Carlo Method 
The traditional Monte Carlo approach has proved to be a valuable and flexible 
computational tool in modern finance [16, 1, 2, 12]. Under the risk-neutral mea-
sure, the value of any derivative is the discounted value of its expected terminal 
payoff. Suppose the interest rates are not stochastic, and discounting continu-
ously at the risk-free rate r , the current price of a derivative 
P = .S(T))] (1.1) 
where to is the current time; T is the expiry date of the derivative; is the 
expectation operator under the risk-neutral measure; / (5( to) , • • • , S{T)) is the 
derivative's terminal payoff, which may be dependent on the entire price path of 
the underlying asset; and S(t) is the price of the underlying asset at time t. 
Consider the integral 
五 [ / ( . ) ] = [ f{-)9{y)dy 
J D 
where g{y) is a probability density function of the distribution that the price path 
of the underlying asset followed; and D is domain of the integral. An estimate 
of the expectation of /(•) is a simple arithmetic average of the cash flows taken 
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over a finite number M of simulated price paths 
「 1 M 1 
P ^ W - Y^ f 咖,...，S\T)) (1.2) 
- i=l . 
where • • • , S^(T)} is the z-th simulated price path of the underlying asset 
starting from time to to the expiry date T. 
To simulate a price path of the underlying asset, we follow the approach used 
by Black and Scholes in 1973 [9，p.33]. We assume that the evolution of the price 
of a non-dividend paying asset follows the geometric Brownian motion 
^ = rdt~\- adZ (1.3) 
where r is the risk-free interest rate; a is the volatility of the underlying asset; 
and dZ is the standard Wiener process. With the known current asset price 
= So for all i, the z-th price path follows the recurrence 
S\t + dt) = 5<�)e(卜4)斜<^£v^， 1 < 2 < M, (1.4) 
where r is the risk-free interest rate; and e is a random number independently 
drawn from a standard normal distribution. In the crude Monte Carlo method, 
the time horizon is discretized as to < ti < …< tN = T where tj = to + jAt 
where 
旭- N . 
Thus, the i-th. price path can be defined by the recurrence: 
S} = •A^fW^e;., i<i<M, l<j<N, (1.5) 
where SJ = S^{TJ) is the asset price on the ？-th path at TJ with Sq = Sq for 
all i, and are independent, identically distributed, standard normal random 
numbers. And, for each simulated price path {Sq, - • • ，么 i ， w e calculate 
the derivative's terminal payoff /(S'J, S\, - • • , S}^). After a large number M of 
independent simulations, we compute the current price of derivative by (1.2). 
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The advantage of the Monte Carlo method is that it can accommodate the 
complex terminal payoff function /(•) without much additional effort, like those 
that depend on the history of the price of the underlying asset, e.g. American-
style options. In addition, the computational cost for Monte Carlo simulation 
grows linearly with the number of underlying assets. However, it requires a lagre 
number of simulation runs to achieve a certain desired level of accuracy since 
the standard error of the estimate is inversely proportional to the square root of 
the number of simulation runs; i.e. the rate of convergence is 0(1/VM), see for 
instance [1. 
Although the standard error of the estimate is independent of the dimension 
of the option pricing problem, such a low rate of convergence is certainly not 
quite desirable. The pseudo-random points generated may not be quite uniformly 
dispersed throughout the domain of the problem. So, in order to improve the 
accuracy in pricing the derivatives, some deterministic, low discrepancy sequences 
are used instead of usual pseudo-random numbers; for example Halton sequences, 
Faure sequences or Sobol sequences [6]. The rate of convergence is increased to 
0 ( ( logM)^ /M) [1], where d is the dimension of the integral. This is called the 
Quasi-Monte Carlo method. 
The quasi-random sequences are uniformly distributed over the interval [0,1). 
In order to simulate the price path of the underlying asset by (1.5), we first 
have to produce standard normal distributed random numbers from these uni-
formly distributed random numbers by the Box-Muller transformation methods 
14，p.73 . 
ffi = A/-2l0gt/iC0s(27r[/2), 
£2 - A/—21og[/isin(27rt/2) (1.6) 
where Si and e2 are independent, identically distributed, standard normal random 
numbers; and U\ and U2 are independent, uniformly distributed random numbers 
Pricing American-Style Options by Monte Carlo Method 5 




where e is a standard normal random number, which is obtained by summing 
twelve independent, uniformly distributed random numbers over the interval 
0,1). We end this section by pointing out that a large number of simulated 
price paths M is required to achieve a certain desired level of accuracy. Other-
wise, the distribution of the simulated random numbers £) may not be close to 
the standard normal distribution. However, the total storage requirement simul-
taneously grows like 0(MN), where N is the number of time steps. In meeting 
the objective of improving the computational efficiency of Monte Carlo simula-
tions, various variance reduction techniques are used to achieve a higher level of 
accuracy. For the details regarding the variance reduction techniques, please see 
the paper written by Boyle et al. (1997) [1 . 
1.3 Outline of Thesis 
This thesis is mainly an extract from the paper “Pricing American-Style Options 
by Monte Carlo Methods without Storing all the Intermediate Asset Prices” [4 
by Raymond H. Chan, Kit-Ming Yeung and the author of this thesis. 
In this thesis, we propose two simulation methods for computing American-
style options that do not require storing of all the intermediate asset prices. The 
storage is reduced from 0(MN) to 0(M + N). In fact, our two methods require 
only 2M + N and 2M storage only. Our main idea is to generate the paths twice: 
one in a forward sweep to establish the asset prices at the expiry date, and one 
in a backward sweep that computes the intermediate asset prices only when they 
are needed. The only additional cost in our methods is that we have to generate 
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each random number twice instead of once. The resulting computational cost is 
less than twice of that of the methods where all the intermediate asset prices are 
stored. 
The remainder of this thesis is organized as follows. Chapter 2 gives some 
background about random number generators in computers. The linear congruen-
tial generators are introduced, and they can be used as a source of pseudo-random 
uniformly distributed numbers over the interval [0,1). In Section 3，we first recalls 
the usual full-storage approach for computing American-style options. Then, we 
introduce our memory reduction methods. In Chapter 4, we show how to use our 
methods to compute American options by adopting it to the least-squares method 
proposed by Longstaff and Schwartz [12]. Chapter 5 gives some numerical results 
to illustrate the effectiveness of our methods. Concluding remarks are given in 
Chapter 6. 
We will use the MATLAB language [15] to explain how the codes are to be 
written as the language is easier to comprehend. The corresponding commands 
in FORTRAN 90 [5] and MATHEMATICA [18] are given in the Appendix. 
Chapter 2 
The Random Number Generators 
Pseudo-random numbers have been used in Monte Carlo simulations since the 
earliest days of digital computers [13]. In this chapter, we consider some proper-
ties of pseudo-random number generators [10]. We will see in the next chapter 
in §3.2 and §3.3 that our simulation methods can be applied to most general 
pseudo-random number generators. 
2.1 Built-in Random Number Generating Func-
tions 
According to (1.4), we need to generate one standard normal random number 
for each time step on each path. Most computer languages already have built-in 
functions to generate these random numbers. In MATLAB, it is "rajidn". By 
using the concept of a seed, one has the flexibility to change or fix the sequence 
of random numbers each t ime they are generated. For example, the MATLAB 
commands 
r andn( ' s eed ' , d )； 
e=randn; 
7 
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give a different random number e each time the seed d is changed, but give the 
same random number if d is fixed. 
In MATLAB, one can even extract the seed that generates the next random 
number in a sequence. The command is: 
d=randn(，seed，）； 
More precisely, if the sequence corresponding to the seed d is: 
. 1 , randn randn randn randn randn randn /n i \ 
set seed d ^ ) • £i ~ ~ e ) ^ . . . ~ s i - i )> £i . . . , (2.1) 
then we can obtain a partial sequence starting from k, provided that we 
have extracted the seed c after generating £k-i, i.e. 
, 1 - randn randn randn randn randn randn('seed') 
set seed d ——> £i ——> £2 ——> . . . ~ > £^-2 > ^k-i ——> c 
, 1 randn randn randn randn randn randn 
set seed c ——> Sk ——> £k+i ——^ . • • ~>• 1 ——> si ——> . . . • (2.2) 
In view of this, we will call an integer c the current seed of a random number e, 
if setting the seed to c, the next random number so generated is e. 
2.2 Linear Congruential Generators 
Most applications require random numbers with various distributions, for exam-
ple, standard normal random numbers are needed to generate the price paths 
when pricing the options. But the algorithms used to generate these random 
numbers, e.g. the Box-Muller transformation methods, usually require a good 
uniform random number generator, see for instance [8, 11 . 
In this thesis, we consider only the linear congruential generators. Linear 
congruential sequences are probably the most popular class of generators, but are 
not the only sources of random numbers that have been proposed for computer 
use, see for instance [8, 7 . 
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Linear congruential generators were introduced by Lehmer in 1948. An integer 
sequence is defined by an initial value Uq and the recurrence 
Un+i = (aun + c) mod m (2.3) 
where m > 0 is the modulus; a is the multiplier; and c is an increment. 
The sequence is periodic, i.e. there exists p G such that Un+p = Un 
for all sufficiently large n. The minimal such p is called the period. A long period 
is essential for any sequence that is to be used as a source of random numbers. 
The modulus m and the multiplier a should be chosen so as to give a period p 
of maximum length. The modulus m is often chosen to be a power of 2，say 
m = where w is close to the integer word-length, in order to achieve a faster 
computation of (aun-hc) mod m. In this case it is possible to achieve a full period 
p = m, provided that 4|(a — 1) and c is odd [8, p.16 . 
But when m is a power of 2, it causes a problem that the low-order k bits 
of {n„} are periodic with a period of at most To avoid this problem of non-
randomness, m is chosen to be a largest prime number less than the word size of 
a typical personal computer, and a is a primitive root mod m. For example, on a 
32-bit personal computer, we can choose m = — 1, the largest prime number 
in 231 (neglecting the sign bit); a = the primitive root mod — 1); and 
A^ o / 0. We could achieve a period p = m — 1 — 2 no matter what the 
increment c is. The normalized sequence 
Un = - (2.4) 
m 
can be used as a source of pseudo-random uniformly distributed numbers in [0,1). 
For the theory regarding the best choice of modulus m and multiplier a, please 
refer to the book written by Knuth [8 . 
Chapter 3 
Memory Reduction Methods 
In this chapter, we introduce two methods in which we do not need to store 
the intermediate asset prices when computing the option prices. In both 
methods, each random number {ej} is generated twice, but the intermediate asset 
prices 5] are generated once only as in the full-storage method. 
3.1 The Full-Storage Method 
We begin by recalling the full-storage approach for computing American-style 
options. As usual, we let the asset price S follow a geometric Brownian motion 
7 O 
— =rdt-^ adZ, (3.1) 
o 
where r is the risk-free interest rate, a is the volatility, and dZ is a standard 
Brownian motion. By Ito's Lemma, we have 
S(t + dt) = 5•� e(r4�2)出収=� 斜 a,—, (32) 
where S[t) is the asset price at time t and £： is a standard normal random variable, 
see for instance [9, p.225]. In the Monte Carlo simulation, we divide the time 
10 
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horizon into N time steps with each having the length 
A T -to 
where to is the current time and T is the expiry date of the option. Thus the 
time horizon is discretized as to < ti < • • • < t^ = T where tj = to+ jAt. 
Let the asset price at time TO be Sq. Given Sq, we can simulate the price paths 
using (3.2). More precisely, if we are to simulate M paths, then the z-th path can 
be defined by the recurrence: 
5； = 1 < Z < M, l < j < N , (3.3) 
where SJ = S^(TJ) is the asset price on the i-th path at TJ with = Sq for 
all i, and £) are independent, identically distributed, standard normal random 
numbers. 
The straightforward approach, like those in [16, 2, 12], is to simulate the paths 
and then store all intermediate asset prices Sj up for later computation of the 
option prices. We will refer this approach as the full-storage method. It requires 
M • N storage. Notice that to generate the paths, we need M • N standard normal 
random numbers. 
For pricing American-style options, as those in [16, 2，12], there is no way 
of knowing whether early exercise is optimal when a particular asset price is 
reached at a given time. So, we start pricing an American-style option from the 
expiry date and backward time-march to the current time to. On the expiry 
date, it is optimal to exercise the option if it is in the money. Before the expiry 
date, the optimal stratgy is to compare the immediate exercise value with the 
expected cash flow from continuing, and then exercise if immediate exercise is 
more valuable. However, the simulated price paths are all generated in the time-
increasing direction according to the given geometric Brownian motion (3.1). So, 
the total storage requirement grows like 0 ( M N ) . 
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3.2 The Forward-Path Method 
From (3.3)，the intermediate asset prices are given by 
S} = l<i<M, l<j<N. (3.4) 
In the forward-path method, we generate the random numbers e � i n the following 
manner. Given an arbitrary seed d( l ) : 
set seed d ( l ) e\ el . . . e^ ( ^ get seed d(2)) 
-)• €2 el ^ . . . e ^ ( ^ get seed d(3)) 
. . . 
-> ejv-i £%-i e h ( — get seed d{N)) 
— e ] ^ £% ^ . . . (3.5) 
More precisely, we generate the random numbers on every path z, 1 < i < M, for 
the time step j = I first. Then we generate them on all paths for j = 2 etc. At 
the last path (path M) for each time step, we get and save the current seed d ( j ) 
for later use. 
One important point to note here is that we do not need to store any of the 
random number e) so generated. In fact, according to (3.4)，in order to compute 
A/" 
Sjy, we only need the sum z2j=i 弓.We assign a vector s to hold this. Thus once 
£j is generated, we add it to s(i): 
s � = s � + 4 ， 1 < 2 < M, (3.6) 
and £j can then be discarded. When all the random numbers are generated, we 
compute Slf on all paths by (3.4): 
= S � e i v ( r - A a彻V ^ S⑷，1 < i < M. (3.7) 
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When computing the option price, we have to move backward in time. This 
can be done by rewriting (3.3) as 
S^B = S � e � - � 4 �么 t - c ^ � 1 < i < M, l<j<N. (3.8) 
Thus given {SJ}仏，to obtain {S^ j—丄}仏，we only need the random numbers 
{£j}fii. In view of (3.5), we can generate them by using the seed d ( j ) , i.e. 
set seed d{j) s] e] . . . e f . (3.9) 
Repeating the idea, we can generate the asset prices for all time steps 
j in the backward manner, and at each time step, we only need the storage for 
storing for that time step. 
We note that the whole forward-path approach requires only two vectors, an 
TV-vector d and an M-vector s. The current asset prices 么 at any time step 
j can be stored using the storage for the vector s (which is not needed once S)^ is 
computed). Regarding the computational cost, we note that the cost of (3.8) is 
the same as that of (3.3). Hence in the forward-path method, the only additional 
costs as compared to the full-storage method are 
(i) the generation of the current seeds d ( j ) in the forward sweep ( 3 . 5 ) ， 
(ii) the generation of the random numbers in the backward sweep (3.9), and 
(iii) the summation of these random numbers in (3.6). 
More precisely, the additional cost will be N calls of r andn( ' s e e d ' ) and 
r a n d n C s e e d ' ,d) , M N calls of randn, and M N additions. We will see in the 
numerical example in §5 that the total cost is less than twice of that of the 
full-storage method. 
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3.3 The Backward-Path Method 
The evaluation of American-style options is a backward process starting from 
the expiry date T back to the initial time TO. It is thus natural to ask if we can 
generate a path in the time-decreasing direction starting from S]^ back to SQ, and 
that it still follows the geometric Brownian motion (3.1). The answer is yes and 
an algorithm is given in [3]. We give a more efficient version here. 
Given a seed d, we generate M N standard normal random numbers as we did 
in the forward-path method (see (3.5)): 
set d e\ ... ef^ ^ 4 • • • ^^ 
-> . . . e ] ^ ^ . . . (3.10) 
The only different here is that we do not evaluate and save the current seed 
d{j) for later use as in (3.5). When the random numbers are generated, we also 
use a vector s to hold their sum as in (3.6). Once all the random numbers are 
generated, we compute Slf on all paths as in (3.7). 
After S]^ are computed, we define the ith path, 1 < i < M, to be: 
S]^ = s ^ o e ^ l • 计 a 领 … + ' ” ， 
I ！ ‘ 
5j = •(卜 计 jn /^(4+4- i+ ."+‘_/+I) , (3.11) 
Comparing (3.4) with (3.11), and noting that in both equations,弓 are indepen-
dent identically distributed standard normal random numbers, we see that the 
sequence 5o, 5 J , . . . , S}^  defined in (3.11) represents a path that follows the geo-
metric Brownian motion (3.1) starting from SQ. We will call the paths in (3.11) 
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the backward paths as they are generated in the time-decreasing direction. The 
paths defined in (3.4) will be called the forward paths. 
When computing the option price, we have to move backward in time. From 
(3.11), we have 
= ( 卜 州 ， I <i<M, l < j < N . (3.12) 
Thus given {Sj}fi i , to obtain {S^j—Jj^i’ we only need the random numbers 
WN-j+i}iii- Since we are moving backward in time, j here starts from N and 
decreases back to 1. Therefore we need to generate the numbers {eJv-j+ili^i 
sequentially as e}，... , e l , . . . ’ e f , … , e j y , . . . , ejf . But this is precisely the 
sequence in (3.10), and we can generate them by using the given seed d again. 
Repeating the idea, we can generate the asset prices {Sj}fii for all time steps 
j in the backward manner, and at each time step, we only need the storage for 
storing {Sj}fii for that time step. In Figure 3.1, we depict ten simulated forward 
paths and their corresponding backward paths. 
17r 17r 
61 ‘ ‘ ‘ ‘ ‘ ‘ “ “ ‘ ‘ 
0 10 20 30 40 50 0 10 20 30 40 50 
Figure 3.1: Simulations of forward paths (left) and backward paths (right) 
We note that the backward-path approach requires only one Af-vector s. The 
current asset prices at any time step j can be stored using the storage 
for the vector s (which is not needed once S]^ is computed). Regarding the 
computational cost, we note that the cost of (3.12) is the same as that of (3.3). 
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Hence in the backward-path method, the additional costs as compared to the 
full-storage method are 
(i) the random numbers are generated twice instead of once, and 
(ii) the summation of these random numbers in (3.6). 
That is an additional MN calls to randn and MN additions. We will see in 
the numerical examples in §5 that the total cost is less than twice of that of the 
full-storage method. 
We end this chapter by pointing out that both the forward- and backward-
path methods can be applied to more general pseudo random number generators 
including those in Quasi-Monte Carlo methods. More precisely, if the generator 
has the property (2.1) (i.e. a unique sequence is generated for a fixed seed), then 
we can apply the backward-path method. To apply the forward-path method, 
the generator need to have the additional property (2.2) to extract the current 
seeds in any random number sequence it generates. 
Chapter 4 
The Least-Squares Method 
Our path generating techniques can reduce the memory requirement of Monte 
Carlo methods for pricing American-style options. In this section, we illustrate 
this by pricing an American put options using the least-squares approach devel-
oped by LongstafF and Schwartz [12 . 
At the final exercise date, the optimal exercise strategy for an American option 
is to exercise the option if it is in the money. Prior to the final date, however, 
the optimal strategy is to compare the immediate exercise value with the ex-
pected cash flow from continuing, and then exercise if immediate exercise is more 
valuable. Thus the key to optimally exercising an American option is to identify 
the conditional expected payoff from continuation. In [12], the cross-sectional 
information in the simulated paths is used to identify the conditional expectation 
function. This is done by regressing the payoffs from continuation on a set of 
basis functions depending on the state variables at each time step. The fitted 
function from this regression is an efficient unbiased estimate of the conditional 
expectation function, and by which, one can estimate an optimal stopping rule 
for the option. 
17 
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According to the stopping rule, the cash flows generated by the option at each 
exercise time are identified. The option price is then calculated by discounting 
all these cash flows back to time 力o at the risk-free rate r. Since only the paths 
for which the option is in the money are included in the regression, the method 
significantly reduces the computational time. However, as in other Monte Carlo 
methods for computing American options, the method saves all the intermediate 
asset prices for the computation of the option price. It therefore requires a storage 
of size MN, where M is the number of stimulated paths, and N is the number 
of time steps. Here we apply our methods in §3.2 and §3.3 to reduce the storage 
requirement to 0 ( M + N). 
As in [12], we illustrate our methods with a numerical example. Consider an 
American put option on a non-dividend paying stock with strike price K equals 
to $10. The current stock price ^o is $8, the risk-free rate r is 0.1, the volatility 
cr is 0.4, and the time to maturity T is 0.5 years. We assume that the option 
is exercisable at time j = 0, 1, 2, 3, 4 and 5 (i.e. N = 5). We illustrate the 
algorithm by using 10 simulated paths, i.e. M 二 10. We will use the forward-
path method in the example. For the backward-path method, the algorithm is 
almost the same and only some minor changes are needed. We therefore will not 
repeat it but mark the necessary changes in italic fonts (see Step 1(a) and Step 
2(a) in the algorithm). 
ALGORITHM 
1. Initialization: 
(a) Set the seed to d ( l ) which is chosen arbitrarily. Using (3.5)-(3.7), get 
and save the current seed {d(j)}J=2, and for each path i, compute Si 
and save it in s{i). 
(For the backward-path method, set an arbitrary number d as seed, and 
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compute s(z) = SI for each path i as in the forward-path method. Then 
reset the seed to d. Notice that there is no need to get and save any 
current seed d{j).) 
(b) For each path i, compute the present value of the payoff at the expiry 
date T, (i.e. maxj/C —SJ, 0}), and save them in a vector p. The 
value is the cash flow realized by the option holder conditional on not 
exercising the option before the expiry date j = 5. 
Path i Si p � - e - m a x { i ^ - 0} 
1 9.662573 0.320970 
2 7.801219 2.091545 
3 9.427434 0.544641 
4 8.906525 1.040145 
5 8.207301 1.705268 
6 7.425850 2.448607 
7 14.703834 0.000000 
8 6.018483 3.787336 
9 9.294874 0.670737 
10 7.396805 2.476236 
2. Backward time-marching to j = 4: 
(a) With the saved seed d(5), generate the random numbers {€l}fii again 
by (3.9). Then compute S\ for all paths by (3.8) and store them in 
s(i), i.e. the memory location of S^ will be overwritten by S\. 
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(In the backward-path method, use (3.10) to generate the random num-
bers Then compute Si for all paths by (3.12) and store them 
in s(z).) 
(b) Decide if the path is in the money, i.e. if S\ < K. 
Path i p(i) 54 In the money? 
1 0.320970 9.616731 Yes 
2 2.091545 8.775035 Yes 
3 0.544641 7.103907 Yes 
4 1.040145 9.780481 Yes 
5 1.705268 7.636151 Yes 
6 2.448607 7.578763 Yes 
7 0.000000 13.114902 
8 3.787336 G.7GG433 Yes 
9 0.670737 8.002546 Yes 
10 2.476236 7.121636 Yes 
(c) For those paths that are in the money, we use the least-squares ap-
proach in [12] to estimate the expected payoff from continuing to hold 
the option conditional on S\. More precisely, regress p(i) 011 the set 
of basis functions 1’ S^ and for i = 1，2, 3，4，5, 6, 8, 9, 10. The 
resulting conditional expected payoff function is 
E[p\Si] = 23.986686 — 4.8910205j + 0.258872(5j)^ (4.1) 
The three least-squares coefficients in (4.1) are obtained by solving the 
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3-by-3 matrix equation: 
E l E 离 E(劝 2 a E P W 
E 均 E ⑶ ) 2 ^ (55)3 b 二 • (4.2) 
_E(均)2 E(功3 E � ) 4 j 卜 j 丨 
Here the summation is over all the paths that are in the money, i.e. 
i = 1, 2, 3’ 4，5, 6，8, 9, 10. 
(d) For the paths that are in the money, substitute their Si into the right 
hand side of (4.1) to obtain the conditional expected payoffs for contin-
uing to hold the option. Then compare them with the present value of 
immediate exercising to see if we should exercise (see the table below). 
Continuation Exercising 
Path i 五 e — u m x { K - SI 0} 
1 0.891916 0.368240 
2 1.001261 1.176934 
3 2.305427 2.782536 
4 0.913264 0.210912 
5 1.733139 2.271161 
6 1.787790 2.326299 
8 2.744271 3.106777 
9 1.424414 1.919133 
10 2.284002 2.765502 
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For those paths where we should exercise (i.e. i = 2, 3, 5, 6，8, 9, 10), 
we update the payoff vector p(i) by the exercising value, i.e. 
F 
max{/( - 0}, max{ii： - 0} > 丑b|Sl]， 
P � = 
unchanged, otherwise. 
\ 
Should we exercise? Updated 
Path i Exercising > Continuation? p(i) 
1 unchanged 
2 Yes 1.176934 
3 Yes 2.782536 
4 unchanged 
5 Yes 2.271161 
6 Yes 2.326299 
8 Yes 3.106777 
9 Yes 1.919133 
10 Yes 2.765502 
(e) Go back to Step 2(a) and backward time-marching to j = 3 etc. 
In essence, given and p, the algorithm first computes 5] using (3.9) and 
(3.8). {For the backward-path method, use (3.10) and (3.12).) Then it finds 
E[p\Sj] by solving the least-squares equation (4.2) for those paths that are in 
the money. Using E[p\Sj], it computes the conditional expected payoffs for all 
paths that are in the money, and then compare them with the present value of 
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immediate exercising. Finally, it updates the corresponding entries of the payoff 
vector p in case we should exercise. 
We continue the example and backward time-march to j = 2. We compute 
for all paths by (3.8). Then, we find ElplS^] by solving the least-squares equation 
(4.3) for those paths that are in the money, (i.e. regressing p(i) on the set of 
basis functions 1,路 and � 2 i = 1，2, 3, 4, 5，6, 8，9，10.) 
E l a E p W 
T A US\? T.{Sif b = YM 倘 • (4-3) 
_ J [ c j 
Here the summation is over all the paths that are in the money, i.e. i = 1, 2, 3, 
4, 5, 6，8，9, 10. The resulting conditional expected payoff function is 
= 15.2465 - 2.1109665^ + 0.061197(5^)^ (4.4) 
Then, for the paths that are in the money, substitute their into the right hand 
side of (4.4) to obtain the conditional expected payoffs for continuing to hold the 
option. Next, compare them with the present value of immediate exercising to 
see if we should exercise (see the table below). 
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Continuation Exercising 
Path i Elp\Si] m&x{K - 0} 
1 1.579652 1.336409 
2 1.758469 1.501114 
3 2.849449 2.444648 
4 0.933835 0.712711 
5 3.268345 2.783036 
6 2.983933 2.554578 
8 1.629251 1.382414 
9 2.860068 2.453375 
10 2.383819 2.053848 
For those paths where we should exercise (i.e. i = {}), we update the payoff 
vector p(z) by the exercising value, i.e. 
F 
m-dx{K - Si 0}, max{/< - 0} > E[p\Si], 
P � = 
unchanged, otherwise. 
\ 
Since E[p\S2] > rnaxf/^T - 0} for all z, we do not have to update any 
entries of the payoff vector p(i), i.e. 
p = [0.320970,1.176934,4.028976,1.040145,3.423355, 
2.408999,0.000000,3.106777,1.919133,2.821532]^^. 
We go back to Step 2(a) again and backward time-marching to j = 1. 
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Path i 55 In the money? 
1 8.935013 Yes 
2 8.068877 Yes 
3 7.874626 Yes 
4 8.248515 Yes 
5 7.379574 Yes 
6 6.642563 Yes 
7 8.755438 Yes 
8 7.988442 Yes 
9 7.520029 Yes 
10 9.104236 Yes 
All the paths here are in the money, we regress p on the set of basis functions 
1, 5J, and (5})^ for i = 1,2，…,10. Thus, we obtain the conditional expected 
payoff function 
E[p\S\] = -7.915651 + 3.3567795； - 0.261485(5；)^ (4.5) 
Using 五 w e compute the conditional expected payoffs for all paths that 
are in the money, and then compare them with the present value of immediate 
exercising. We finally update the corresponding entries of the payoff vector p in 
case we should exercise (see the table below). 
Pricing American-Style Options by Monte Carlo Method 26 
Continuation Exercising Should we Updated 
Path i E[p\S\] max{£^ -5；,0} exercise? p(i) 
1 1.201716 1.054390 unchanged 
2 2.145354 1.911908 unchanged 
3 2.303125 2.104226 unchanged 
4 1.981889 1.734058 unchanged 
5 2.615980 2.594352 unchanged 
6 2.844304 3.324030 Yes 3.324030 
7 1.429598 1.232178 unchanged 
8 2.213078 1.991543 unchanged 
9 2.540241 2.455295 unchanged 
10 0.971538 0.886851 unchanged 
To complete the example, we backward time-march to j = 0 and get 
p = [0.320970,1.176934, 4.028976,1.040145,3.423355, 
3.324030,0.000000,3.106777,1.919133,2.821532]^. 
The option can now be valued by averaging all the entries of p at time j = 0. 
For this example, it will be $2.1118. 
From the example, we see that for the forward-path method, we only need 
to store s, p, and d. For the backward-path method, it needs only storage for s 
and p. We summarize the memory requirement in Table 4.1. For completeness, 
we also list in the table the additional cost required by both our methods as 
compared to the full-storage method. From the algorithm, we notice that the 
additional costs are precisely the costs of generating the paths in the backward 
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sweep, and these costs are already given at the end of §3.2 and §3.3. 
Method Memory Additional Computational Cost 
Full-Storage MTV 4 -M + 0 ( 1 ) — 
Forward-Path 2M + N + 0(1) N calls to get d in (3.5) 
MN additions to find s in (3.6) 
N calls to set d in (3.9) 
MN calls to generate {ej} in (3.9) 
Backward-Path 2M + 0(1) MN additions to find s in (3.6) 
MN calls to generate {ej} in (3.10) 
Table 4.1: Memory and Cost Comparison. 
Chapter 5 
Numerical Examples 
In this chapter, we test our methods on an example given in [17，p.176]. It is 
an American put option with strike price K equals to $10，the riskless rate r is 
0.1，the volatility a is 0.4, and the expiry date T is 0.5 years. We emphasize that 
the results obtained by the full-storage method and the forward-path method 
are exactly the same, since we are using the same paths to price the option. 
Moreover, since both the forward paths and the backward paths satisfy the same 
geometric Brownian motion (3.1), the option prices obtained by the forward- and 
the backward-path methods should be statistically the same. This is verified by 
our numerical results below. In our experiment, all our computations were done 
by FORTRAN 90 on a SGI Origin 3200 machine with 16 Gigabyte RAM and only 
one processor is used. Again we use M and N to denote the number of paths 
and the number of time steps respectively. 
Tables 5.1-5.2 show the effect on the errors by increasing M from 1,000 to 
100,000 while N is fixed. In the tables, the data under the column "CNM" are 
results computed by the Crank-Nicolson method and are given in [17, p.176]. The 
results under the "Mean" and "STD" are the means and standard deviations 
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obtained after 10 trials. The final column "Error" is the difference between 
"CNM" and the "Mean". From the tables, we see that both the forward- and the 
backward-path methods give roughly the same results as expected. Moreover, 
when M is increased 100 times, the error decreases by one decimal point. This 
is consistent with the error estimate 0 ( 1 / \ / M ) of the Monte Carlo method, see 
for instance [6 . 
Forward-Path Method Backward-Path Method 
So CNM Mean STD Error Mean STD Error 
2 8.0000 8.0000 0.0002 0.0000 8.0000 0.0002 0.0000 
4 6.0000 6.0010 0.0020 0.0010 6.0005 0.0011 0.0005 
6 4.0000 4.0038 0.0042 0.0038 4.0023 0.0034 0.0023 
8 2.0951 2.1181 0.0444 0.0230 2.1185 0.0356 0.0234 
10 0.9211 0.9510 0.0341 0.0299 0.9541 0.0426 0.0330 
12 0.3622 0.3775 0.0275 0.0153 0.3845 0.0234 0.0223 
14 0.1320 0.1468 0.0139 0.0148 0.1461 0.0105 0.0141 
16 0.0460 0.0581 0.0090 0.0121 0.0561 0.0064 0.0101 
Table 5.1: Memory reduction methods with M = 10^ and N = 100. 
Notice that to simulate the price paths, we here used the build-in subroutine 
in FORTRAN 90 to generate the random numbers. But our FORTRAN 90 only 
provides uniformly distributed random numbers. We have used the Box-Muller 
transform (1.6) to produce standard normal distributed random numbers. 
Table 5.3 gives the CPU time for one run of the methods when ^o = 10. The 
symbol "f" signifies that memory is not enough to run the problem of that size. 
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Forward-Path Method Backward-Path Method 
So CNM Mean STD Error Mean STD Error 
2 8.0000 8.0000 0.0000 0.0000 8.0000 0.0000 0.0000 
4 6.0000 6.0000 0.0000 0.0000 6.0000 0.0000 0.0000 
6 4.0000 4.0000 0.0000 0.0000 4.0001 0.0001 0.0001 
8 2.0951 2.0927 0.0030 -0.0024 2.0928 0.0026 -0.0023 
10 0.9211 0.9184 0.0027 -0.0027 0.9192 0.0022 -0.0019 
12 0.3622 0.3624 0.0022 0.0002 0.3622 0.0021 0.0000 
14 0.1320 0.1324 0.0011 0.0004 0.1319 0.0009 -0.0001 
16 0.0460 0.0463 0.0006 0.0003 0.0462 0.0006 0.0002 
Table 5.2: Memory reduction methods with M = 10^ and N = 100. 
From the table, we observe that the time increases roughly like linear with respect 
to M and N. Moreover, as expected, the time required by our memory reduction 
methods is always less than twice of that of the full-storage method. 
By using the linear congruential generator (LCG) to generate the uniformly 
distributed random numbers, the memory requirement is reduced to 2M + 0(1) 
as in the backward-path approach. It is because we do not have to evaluate and 
save the current seed d for later use as in (3.5). We can generate the n-th term 
of the linear congruential sequence by 
/ c(a^ - 1)\ 
Un = a'^Uo + — mod m (5.1) 
\ « - 1 / 
Then, one can again use the Box-Miiller transform to produce standard normal 
distributed random numbers from the normalized sequence Un — Un/m] (i.e. we 
can generate {Sj}fii without using the seed d y ) ) . 
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M 105 104 5.104 105 5.105 
N 50 100 150 200 50 
Full-storage 1.56 t t t 0.15 0.76 1.56 f 
Forward-path 2.58 5.10 7.62 10.17 0.26 1.29 2.58 13.28 
Backward-path 2.56 5.07 7.63 10.15 0.26 1.27 2.56 12.89 
Table 5.3: CPU time in seconds for different methods. 
We do the same experiment as we did by using the built-in subroutine in FOR-
TRAN 90. In this experiment, we use (2.3), (2.4) and the Box-Muller transform to 
produce the standard normal distributed random numbers. The modulus m and 
the multiplier a are chosen to be — 1 and respectively. Tables 5.4-5.5 show 
again that one can reduce the error by one decimal point when M is increased 
100 times. Also, both the forward- and backward-path methods give roughly the 
same results as expected. So, if the generator can produce a particular random 
number without generating all the intermediate random numbers (i.e. given n, 
one can produce without generating the sequence such as the linear 
congniential generators), then we can apply either the forward- or backward-path 
methods. Both the memory requirements are only 2M + 0(1). 
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Forward-Path Method Backward-Path Method 
So CNM Mean STD Error Mean STD Error 
2 8.0000 8.0000 0.0002 0.0000 8.0000 0.0002 0.0000 
4 6.0000 6.0003 0.0011 0.0003 6.0016 0.0022 0.0016 
6 4.0000 4.0041 0.0047 0.0041 4.0033 0.0036 0.0033 
8 2.0951 2.1005 0.0465 0.0054 2.1030 0.0292 0.0079 
10 0.9211 0.9419 0.0406 0.0208 0.9254 0.0527 0.0043 
12 0.3622 0.3749 0.0248 0.0127 0.3704 0.0266 0.0082 
14 0.1320 0.1418 0.0137 0.0098 0.1395 0.0131 0.0075 
16 0.0460 0.0518 0.0098 0.0058 0.0509 0.0096 0.0049 
Table 5.4: Memory reduction methods with M = 10^, N = 100 and using LCG. 
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Forward-Path Method Backward-Path Method 
So CNM Mean STD Error Mean STD Error 
2 8.0000 8.0000 0.0000 0.0000 8.0000 0.0000 0.0000 
4 6.0000 6.0000 0.0000 0.0000 6.0005 0.0000 0.0000 
6 4.0000 4.0000 0.0001 0.0000 4.0000 0.0001 0.0000 
8 2.0951 2.0896 0.0040 -0.0055 2.0905 0.0041 -0.0046 
10 0.9211 0.9167 0.0029 -0.0044 0.9160 0.0037 -0.0051 
12 0.3622 0.3605 0.0023 -0.0017 0.3604 0.0020 -0.0018 
14 0.1320 0.1313 0.0014 -0.0007 0.1314 0.0014 -0.0006 
16 0.0460 0.0456 0.0008 -0.0004 0.0456 0.0008 -0.0004 
Table 5.5: Memory reduction methods with M 二 lO^, N = 100 and using LCG. 
Chapter 6 
Concluding Remarks 
In this thesis, we have proposed two simulation methods in pricing American-
style options without storing all the intermediate asset prices. The advantage of 
our methods lies in the fact that we can reduce the errors by increasing N and 
yet do not incur any penalty on memory. For machines with limited memory, we 
can now use larger values of M and N to improve the accuracy in pricing the 
options. 
Furthermore, both the forward- and backward-path methods can be applied to 
more general pseudo random number generators, for instance the linear congriien-
tial generators. Our methods are accurate, easy to apply, and can be extended to 
pricing other path-dependent options (e.g. Asian options) and higher dimensional 
option pricing problems. 
Finally we remark that the least-square equation (4.2) is usually ill-conditioned 
especially when {Sj} are large. We have remedied that by choosing the basis 
{1, Sj — 5o, (S'j — instead of {1,5], (5])^} when doing the regression in 
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(4.1). The resulting linear system is in the form 
El - ^o) - So)' a EP» 
- So) Eisj - Sof us； - So)' b = Epii){S}-So) • 
— So)2 E(勾 - S � ) 3 U S } - S�)4 J [ c J [ -
(6.1) 
We also can rescale the system (4.2) by choosing the basis {1, SJ/SQ, {S^/SQ)'^}. 
This ill-conditioning cannot be totally removed, though perhaps good enough for 
practical purposes after scaling. Notice that the rescaling is essential in higher 
dimensional option pricing problems. The results from the least-squares method 
are remarkably robust to the choice of basis functions. If the choice of basis 
functions leads to a nearly singular matrix, then the numerical inaccuracies in 
some least-squares algorithms may affect functional form of estimated conditional 
expectation function, and hence the accuracy in pricing the options. 
Appendix 
In FORTRAN 90 [5], the commands to set the seed to d are: 
c a l l random_seed(size=k) 
s e e d d :k)=d 
c a l l random_seed(put=seed(1:k)) 
where k is the number of 32-bit words used to hold the seed. In our machine, k 
= 6 4 . The commands to extract the current seed d are: 
c a l l random—seed(get=current(1:k)) 
d=current(1:k) 
We remark that our FORTRAN 90 only provides uniformly distributed random 
numbers. We have used the Box-Miiller transform (1.6) to produce normal dis-
tributed random numbers. 
In MATHEMATICA [18], the seeds are set by 
SeedRandom[d]. 
To extract the current seed, use 
c = $RandomState. 
To reset the seed to c, use 
$RandomState = c. 
36 
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MATHEMATICA provides uniformly distributed random numbers with 
R a n d o m [ ] . 
One can again use the Box-Muller transform (1.6) to produce normal distributed 
random numbers. 
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