Let Γ be a graph with the doubling property for the volume of balls and P a reversible random walk on Γ. We introduce H 1 Hardy spaces of functions and 1-forms adapted to P and prove various characterizations of these spaces. We also characterize the dual space of H 1 as a BM O-type space adapted to P . As an application, we establish H 1 -H 1 and H 1 -L 1 boundedness of the Riesz transform.
Introduction and statement of the results
The study of real variable Hardy spaces in R n began in the early 1960's with the paper of Stein and Weiss [26] . At the time, the spaces were defined by means of Riesz transforms and harmonic functions. Fefferman and Stein provided in [16] various characterizations (for instance in terms of suitable maximal functions) and developed real variable methods for the study of Hardy spaces.
In several issues in harmonic analysis, H 1 (R n ) turns out to be the proper substitute of L 1 (R n ). For example, the Riesz transforms, namely the operators R j = ∂ j (−∆) − 1 2 , are L p (R n ) bounded for all p ∈ (1, +∞), H 1 (R n )-bounded, but not L 1 (R n )-bounded (see [22] ). Hardy spaces were defined in the more general context of spaces of homogeneous type by Coifman and Weiss in [8] , by means of an atomic decomposition. An atom is defined as a function supported in a ball, with zero integral and suitable size condition. However, even in the Euclidean context, the definition of the Hardy space H 1 given by Coifman and Weiss is not always suited to the H 1 -L 1 boundedness of some Calderòn-Zygmund type operators. Indeed, the cancellation condition satisfied by atoms does not always match with differential operators (consider the case of − div(A∇) on R n , for instance). To overcome this difficulty, Hardy spaces adapted to operators were developed in various frameworks during the last decade. In 2005, in [14] and [15] , Duong and Yan defined Hardy and BM O spaces for an operator L when the kernel of the semigroup generated by L satisfies a pointwise Gaussian upper bound. It was discovered later that, together with the doubling condition for the volumes of balls, L 2 Davies-Gaffney type estimates for the semigroup generated by L are enough to develop a quite rich theory of Hardy spaces on Riemannian manifolds (see [3] ) and for second order divergence form elliptic operator in R n with measurable complex coefficients (see [21] ). These ideas were pushed further in the general context of doubling measure spaces when L is self-adjoint (see [19] ).
The present work is devoted to an analogous theory of Hardy spaces in a discrete context, namely in graphs Γ equipped with a suitable discrete Laplace operator, given by I − P where P is a Markov operator (see [18] and the references therein). We define and give various characterizations of the Hardy space H 1 (Γ) adapted to P , under very weak assumptions on Γ. The first characterization is formulated in terms of quadratic functionals (of Lusin type), relying on results and methods developed in [4] and [17] . The second one is the molecular (or atomic) decomposition of H 1 (Γ). A description of the dual space of H 1 (Γ) as a BM O-type space is obtained. We also deal with the Riesz transform on Γ, namely the operator d(I − P ) − 1 2 , where d stands for the differential on Γ (i.e. df (x, y) := f (y) − f (x) for all functions f on Γ and all edges (x, y)). When p ∈ (1, +∞), the L p -boundedness of the Riesz transform was dealt with in [4, 24] . Here, we prove an endpoint boundedness result for p = 1: roughly speaking, the Riesz transform is H 1 -bounded. In the same spirit as [3] , this assertion requires the definition a Hardy space of "exact 1-forms" on the edges of Γ. We define and give characterizations of this space by quadratic functionals and molecular decompositions. Finally, the H 1 -boundedness of the Riesz transform is established. Some Hardy spaces associated with I − P were introduced and characterized in [6] , together with a description of their duals and the H 1 -L 1 boundedness of Riesz transform was proved. Even if the authors in [6] also deal with the case of H p for p < 1, their assumptions on P are stronger than ours (they assume a pointwise Gaussian upper bound on the iterates of the kernel of P , which is not required for most of our results) and they do not consider Hardy spaces of forms. Moreover, the Hardy spaces introduced in the present work are bigger than the ones in [6] .
The discrete setting
Let Γ be an infinite set and µ xy = µ yx ≥ 0 a symmetric weight on Γ × Γ. The couple (Γ, µ) induces a (weighted unoriented) graph structure if we define the set of edges by E = {(x, y) ∈ Γ × Γ, µ xy > 0}.
We call then x and y neighbours (or x ∼ y) if (x, y) ∈ E. We will assume that the graph is connected and locally uniformly finite. A graph is connected if for all x, y ∈ Γ, there exists a path x = x 0 , x 1 , . . . , x N = y such that for all 1 ≤ i ≤ N , x i−1 ∼ x i (the length of such path is then N ). A graph is said to be locally uniformly finite if there exists M 0 ∈ N such that for all x ∈ Γ, #{y ∈ Γ, y ∼ x} ≤ M 0 (i.e. the number of neighbours of a vertex is uniformly bounded).
The graph is endowed with its natural metric d, which is the shortest length of a path joining two points. For all x ∈ Γ and all r > 0, the ball of center x and radius r is defined as B(x, r) = {y ∈ Γ, d(x, y) < r}. In the opposite way, the radius of a ball B is the only integer r such that B = B(x B , r) (with x B the center of B). Therefore, for all balls B = B(x, r) and all λ ≥ 1, we set λB := B(x, λr) and define C j (B) = 2 j+1 B\2 j B for all j ≥ 2 and C 1 (B) = 4B. If E, F ⊂ Γ, d(E, F ) stands for the distance between E and F , namely
d(E, F ) = inf x∈E, y∈F d(x, y).
We define the weight m(x) of a vertex x ∈ Γ by m(x) = x∼y µ xy . More generally, the volume of a subset E ⊂ Γ is defined as m(E) := x∈E m(x). We use the notation V (x, r) for the volume of the ball B(x, r), and in the same way, V (B) represents the volume of a ball B.
We define now the L p (Γ) spaces. For all 1 ≤ p < +∞, we say that a function f on Γ belongs to L p (Γ, m) (or L p (Γ)) if 
Remark 1.1. Note that this definition of p l differs from the one of p l in [24] , [4] or [12] , because of the m(y) factor. However, p l coincides with K l in [13] . Remark that in the case of the Cayley graphs of finitely generated discrete groups, where m(x) = 1 for all x, the definitions coincide.
Notice that for all l ≥ 1, we have
and that the kernel is symmetric: p l (x, y) = p l (y, x) ∀x, y ∈ Γ.
For all functions f on Γ, we define P as the operator with kernel p, i.e.
P f (x) =
y∈Γ p(x, y)f (y)m(y) ∀x ∈ Γ.
It is easily checked that P l is the operator with kernel p l . Since p(x, y) ≥ 0 and (2) holds, one has, for all p ∈ [1, +∞] ,
Remark 1.2. Let 1 ≤ p < +∞. Since, for all l ≥ 0, P l p→p ≤ 1, the operators (I − P ) β and (I + P ) β are L p -bounded for all β ≥ 0 (see [11] ).
We define a nonnegative Laplacian on Γ by ∆ = I − P . One has then [2] .
where we use (2) for the first equality and (3) for the second one. The last calculus proves that the following operator
, called "length of the gradient" (and the definition of which is taken from [9] ), satisfies
1.2 Assumptions on the graph Definition 1.4. We say that (Γ, µ) satisfies the doubling property if there exists C > 0 such that 
We denote by d 0 the infimum of the d satisfying (8) .
Remark 1.7. In particular, the condition (LB) implies that −1 does not belong to the L 2 -spectrum of P , which implies in turn the analyticity of P in L p (Γ), 1 < p < +∞ ( [11] ).
From now on, all the graphs considered ( unless explicitely stated) satisfy the doubling property and (LB). In this context, Coulhon, Grigor'yan and Zucca proved in [10] (Theorem 4.1) that the following Davies-Gaffney estimate holds: Theorem 1.8. Assume that (Γ, µ) satisfies (DV). Then there exist C, c > 0 such that for all subsets E, F ⊂ Γ and all fonctions f supported in F , one has
The estimate (GUE), also called Gaffney estimate, will be sufficient to prove most of the results of this paper. However, some results proven here can be improved if we assume the following stronger pointwise gaussian estimate: Definition 1.9. We say that (Γ, µ) satisfies (UE) if there exist C, c > 0 such that
The conjonction of (DV) and (UE) (or (DUE)) is also equivalent to some relative Faber-Krahn inequality (see [9] ).
Definition of Hardy spaces on weighted graphs
We introduce three different definitions for Hardy spaces. The first two ones rely on molecular decomposition.
We say that a (BZ The second kind of molecules we consider are defined via the operators I − (I + s∆) −1 : 
where the convergence of the series to f holds pointwise. The space is outfitted with the norm
follows at once from assertion 2 in Remark 1.13, which shows that, if f ∈ H 1 BZκ,M,ǫ (Γ), the series (9) converges in L 1 (Γ), and therefore converges to f in L 1 (Γ). Moreover, the space H Bernicot and Zhao) . Note that the definition of molecules is slightly different from the one given in [3] , [21] or [19] . The article [5] The third Hardy space is defined via quadratic functionals.
where
The functionals L β andL β are two different ways to discretize the "countinuous" Lusin functional defined by
It is outfitted with the norm
is a norm because the null space of ∆ is reduced to {0} (because the set Γ is 
Definition of BMO spaces on weighted graphs
We set then M M,ǫ 0 Proof: The proof of this fact is done in Lemma 3.2.
We say then that
Definition of Hardy spaces of 1-forms
We define, for all x ∈ Γ, the set T x = {(x, y) ∈ Γ 2 , y ∼ x} and
Moreover, a function F : 
The definition of Hardy spaces of 1-forms is then similar to the case of functions. First, we introduce Hardy spaces via molecules. 
where the sum converges pointwise on T Γ . The space is outfitted with the norm In order to define the Hardy spaces of forms associated with operators, we introduce the L 2 adapted Hardy spaces
, and the operator ∆
The L 2 -boundedness of d∆
Main results
In the following results, Γ is assumed to satisfy (DV) and (LB).
Once the equality H
is established, this space will be denoted by H 1 (Γ).
Again, the space H 
Proof: By definition,
Remark 1.41. (a) It is easily checked that under (UE), the Hardy space
satisfies the assumption of Theorem 5.3 in [5] . As a consequence, the interpolation between
Together with Theorem 1.40, we can recover the main result of [24] , that is: under (UE), the Riesz transform ∇∆
(b) An interesting byproduct of Theorem 1.36 is the equality, for any ǫ ∈ (0, +∞] and any
and outfitted with the norm and still get the same space
Section 2 is devoted to the proof of auxiliary results that will be useful for the next sections. The proof of Theorem 1.34 is treated in paragraph 3.2 and the proof of Theorem 1.35 is done in paragraph 3.3. In the last section, we establish Theorems 1.36, 1.38 and 1.39.
Comparison with other papers
• Comparison with [3] : In [3] , the authors proved analogous results (that is the H 1 boundedness of the Riesz transform under very weak assumptions and the various characterizations of H 1 ) on Riemannian manifolds. Some differences between the two papers can be noted. First, BM O spaces are not considered there. They also choose to define some Hardy spaces via tent spaces (while we prefer to use Lusin functionals). Contrary to us, they introduced the spaces H p , for all p ∈ [1, +∞] , and proved that these spaces form an interpolation scale for the complex method.
• Comparison with [19] : This article develops Hardy and BMO spaces adapted to a symmetric operator L in a general context of doubling measure spaces when the semigroup generated by L satisfies L 2 Gaffney estimates. However, on graphs, it is unclear whether these L 2 Gaffney estimates for the semigroup generated by the Laplacian hold or not. Yet, Coulhon, Grigor'yan and Zucca proved in [10] that we have L 2 Gaffney type estimates for the discrete iterates of Markov operators and we only rely on these estimates in the present paper.
• Comparison with [6] : First of all, as in [19] , there are no results about Hardy spaces on 1-forms and the authors do not prove the H 1 boundedness of the Riesz transforms. Then, as said in the introduction, they assume in all their paper a pointwise gaussian bound of the Markov kernel while it is not required for most of our results. Moreover, the results of the present paper stated under (UE) are stronger that those stated in [6] . Indeed, in the results stated in [6] , the constant M need to be greater than d0 2 while, in the present paper, we used the pointwise gaussian bound in order to get rid of the dependance of M on the "dimension" d 0 .
Besides, the definitions of their Hardy spaces and ours a priori differ. Let us begin with the Hardy spaces defined via molecules. For convenience, we introduce a new definition of molecules.
The space H 1
HM,M,ǫ (Γ) is then defined in the same way as H
Using methods developed in [19] and in the present paper, it can be proved that, if M > Since they proved (as we do here) that Hardy spaces defined with molecules and with quadratic functionals coincide, the Hardy spaces via quadratic functionals in [6] are also different from ours. Indeed, our Hardy spaces are of parabolic type (heat kernel) while those of [6] are modelled on the Poisson semigroup. Furthermore, they only consider one Lusin functional, while we consider a family of Lusin functionals (indexed by β > 0), and the independance of Hardy spaces H 1 quad,β (Γ) with respect to β is a key point of the proof of the boundedness of Riesz transforms.
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Preliminary results

L
Remark 2.2. This result extends Lemma 1.13 in [4]. It provides a discrete version of the identity
f = c β ∞ 0 (t∆) β e −t∆ f dt.
Corollary 2.3. Let (Γ, µ) a weighted graph. One has the following convergence
First, notice that Corollary 2.3 is an immediate consequence of Proposition 2.1 since P 2 is a Markov operator satisfying (LB) (see [10] ).
when N → +∞. Since P 2→2 = 1 and P satisfies (LB), there exists a > −1 such that
However,
and since the sum is nonnegative and increasing in N , then
We use this result in (14) to get the uniform bound
Let us focus on (13) when we furthermore assume that f ∈ R(∆), that is f = ∆g for some g ∈ L 2 (Γ). The identity (14) reads as
Consequently, for all ǫ > 0, there exists N 0 such that, for all N > N 0 ,
This implies
Since L 2 = R(∆), the combination of (15) and (16) provides the desired conclusion. Indeed, (16) provides the L 2 -convergence on the dense space R(∆) and the uniform boundedness (16) allows us to extend the convergence to L 2 (Γ). 
Davies-Gaffney estimates
Hofmann 
In (i), (ii) and (iii) , the parameter η is equal to 1 and in (iv) and (v), η is equal to
Proof: (i) and (ii) are direct consequences of (GUE) and Proposition 2.5. Assertion (iii) is the consequence of (GUE) and (LB) and a proof can be found in [13] .
We turn now to the proof of (iv) and (v). According to Proposition 2.5, it remains to show the Davies-Gaffney estimates for (I + s∆) −1 , and since s∆(I + s∆)
, it is enough to deal with (I + s∆) −1 . The L 2 -functional calculus provides the identity
where the convergence holds in L 2 (Γ).
Let f be a function supported in F . Then, one has with the Gaffney-Davies estimates (GUE):
1+s is bounded from below and
Hence, the use of Lemma B.1 proved in the appendix yields
Proof: We will only prove the case where κ = 1. The case κ = 2 is proven similarly and will therefore be skipped.
we only need to check the second fact. 
Gaffney estimates for the gradient
There exists C > 0 such that for all subsets F ⊂ Γ and all f supported in F , one has
The proof of Proposition 2.8 is based on the following result of Coulhon, Grigor'yan and Zucca:
Proof: This fact is actually established in the proof of [10, Theorem 2.2, pp. 566-567].
Proof: (Proposition 2.8).
First, let us prove the result for f supported in a finite set F ⊂ Γ. Let f (finitely supported and) supported in F . We wish to use Lemma 2.9 with
.
Check that, with Taylor-Lagrange inequality
In the same way, one has
Since
and by (20) ,
In all cases, one has then P k f (x) = 0 or
Lemma 2.9 yields
and hence, by induction,
Consider now a general f ∈ L 2 (Γ). Without loss of generality, we can assume that f is nonnegative. Let (Γ i ) i∈N an increasing sequence of finite subsets of Γ such that
One has then for any x ∈ Γ and k ∈ N,
By the monotone convergence theorem, we obtain, 
Proof: The proof of this proposition is very similar to the one of Lemma 7 in [24] . We define
One has then
We first estimate I 1 . One has
Consequently, with the analyticity of P and Proposition 2.8, we get
We now turn to the estimate of I 2 . One has, since d(x, y) ≤ 1 (otherwise p(x, y) = 0),
Therefore, the term I 2 can be estimated by
where we used again Proposition 2.8 for the last line.
The estimates (21) and (22) yield
which is the desired conclusion. 
It suffices now to check that √ s∇(I + s∆)
Then the family of operators 
Then it remains to check the last claim, that is
We conclude as in Proposition 2.7, using the Davies-Gaffney estimates provided by Corollary 2.11.
Off diagonal decay for Littlewood-Paley functionals
Lemma 2.13.
Then there exists
Proof: The proof is similar to Proposition C.2 in [17] .
Lemma 2.14. Let M ∈ N * and β > 0. Then there exists C M,β such that for all sets E,
M , one has
Proof: The proof follows the ideas of [17] Denote by η the only integer such that η
We use the following fact, which is an immediate consequence of Proposition 2.1
where a k z k is the Taylor serie of the function (1−z)
By the use of the generalized Minkowski inequality, we get
where D l (E) = {y ∈ Γ, dist(y, E) < √ l}, and where we notice that
1 with the doubling property.
1-Estimate when l < d(E,F)
The important point here is to notice that dist(F, D l (E)) ≥
2 d(E, F ) d(E, F ). Then, using Davies-Gaffney estimates (Proposition 2.6, (iii) ) , we may obtain
since M − η ≤ 0.
2-Estimate when l ≥ d(E,F)
We use the analyticity of P to obtain,
where the third line is due to M − η ≤ 0 and the last one holds because l + k d(E, F ) 2 .
3-Conclusion
The first two steps imply the following estimate on Λ(t):
where we used Lemma 2.13 for the last line (indeed, β + M − η ∈ (0, 1]). Check that Thus since
Indeed, when β +M −η = 1, the result is obvious. Otherwise, it is a consequence of the fact that a k ≃ k
(see Lemma B.1 in [17] ). Hence, one has
As a consequence,
which is the desired conclusion.
Lemma 2.15. Let
Then there exists C M > 0 such that for all sets E, F ⊂ Γ, all functions f supported in F and all s ∈ N, one has
Proof: The proof is similar to the one of Lemma 2.14. Notice that sup 
and (I − (I + s∆)
are L 2 -bounded (uniformly in s) and without loss of generality, we can
We use the following computation, By the use of the generalized Minkowski inequality, we get
Moreover, when l ≥
, one has
As a consequence
Let us now recall a result that can be found in [17] , Theorem 1.4.
Proposition 2.17. Assume that (Γ, µ) satisfy (UE). Let K > 0 and j ∈ N. There exist C, c > 0 such that for all sets E, F ∈ Γ and all
and all functions f supported in F , there holds
and
Lemma 2.18. Assume that (Γ, µ) satisfy (UE).
For all M ∈ N * and all β > 0, there exists C M > 0 such that for all disjoint sets E, F ∈ Γ and all x 0 satisfying (28), all f supported in F and all s ∈ N * , one has
Proof: The proof of this Lemma is similar to the one of Lemma 2.14 and we only indicate the main changes.
, replace first (23) by
where the second line holds because M − η ≤ 0 and the first one holds by Proposition 2.17. Indeed, there exists
Thus, x 0 , D l (E) and F satisfy (28) with constant 4K .
, replace also (24) by
where the first line follows from Proposition 2.17, since x 0 , F and k + l + t satisfy (29), and the second line to the facts that k + l d(E, F ) 2 and M − η ≤ 0.
Lemma 2.19. Assume that (Γ, µ) satisfy (UE).
For all M > 0 , there exists C M such that for all sets E, F ∈ Γ and all x 0 satisfying (28), all f supported in F and all s ∈ N * , one has
Proof: The proof of this Lemma is similar to the one of Lemma 2.16 and we only indicate the main changes.
, replace (26) by
where the first line holds due to Lemma 2.17 since x 0 , D l (E) and F satisfy (28).
, replace also (27) by
where the second line follows from Lemma 2.17, since x 0 , F and k + l + t satisfy (29), and the third line to the fact that k
3 BMO spaces
Dense sets in Hardy spaces
Lemma 3.1. Let M ∈ N and κ ∈ {1, 2}.
For all ǫ ∈ (0, +∞), we have the following inclusion
and for all φ ∈ M M,ǫ
Observe that
where a y = ϕ(y)m(y). In order to prove that φ ∈ H 
where the convergence holds in L 1 (Γ).
It is easy to check that ∆ 
Moreover, supported in B(y, M + 1) and
For point (iii) , notice that (ii) implies the L 1 -convergence in (34). The result is then a consequence of the L 1 -boundedness of ∆. 
Moreover, Proposition 2.6 implies, for j ≥ k + 2
where d 0 is given by Proposition 1.5. One concludes that A s ϕ ∈ M M,ǫ 0 (Γ) and
Let us prove the second claim of the lemma. Let ǫ such that f ∈ (M M,ǫ 0 (Γ)) * . For all balls B and all functions ϕ supported in B, one has
which proves the lemma since the estimate works for any ball B and any ϕ ∈ L 2 (B). [5] . However, we present here a different proof.
There exist a numerical sequence (λ i ) i∈N ∈ ℓ 1 (N) and a sequence (a i ) i∈N of (BZ κ , M, ǫ)-
is a vector space, it is enough to prove that for each (BZ κ , M,ǭ)-molecule a, one has a ∈ M M,ǫ 0 . Notice that the caseǭ = ∞ is proven in Lemma 3.2. Letǭ < +∞ and a = A s b be a (BZ κ , M,ǭ)-molecule associated with s ∈ N * and the ball B of radius √ s. For all j ≥ 1, Corollary A.2 provides a covering of C j (B) with balls of radius √ s and with bounded overlapping. We label these balls as (B i ) i∈Ij . . Consequently,
, and where we use the definition of a (BZ κ , M,ǭ) 
Proof: For s ∈ N * , the operator Q s stands for 2s] ] and all f ∈ E 0 , one has
Recall that all terms make sense and are in L 2 loc (Γ), according to Lemma 3.2. As a consequence, for (
satisfies Gaffney-Davies estimates. Hence,
where the last line holds thanks to Proposition 1.5.
Proof: Immediate consequence of Lemma 3.8.
We want now to prove the converse inclusion, that is
We begin with the next proposition, inspired from Proposition 2.6 in [15] . (a, b 1 , . .
where a s = max 1, 
where we use the Davies-Gaffney estimates for the first line and the doubling property for the last but one line.
(2) General case. For each b i < s, write
Hence, P a (I − P b1 ) . . . (I − P bM ) can be written as a sum of terms
. The general case can be then deduced from the previous case. 
for all ǫ > 0. Moreover, for all b ∈ N, one has
where the convergence holds in L 2 (Γ). Consequently,
and thus,
where the convergence still holds in L 2 (Γ).
In order to prove that the convergence holds in M M,ǫ 0 for all ǫ > 0, it suffices to show that
Indeed, according to (35), one has
< +∞ where the third line comes from Lemma B.1.
where the pairing is between M M,ǫ 0 and its dual. Therefore
We estimate the first term with Proposition 3.10 and Lemma B.1:
We turn now to the estimate of the second term. One has, using Proposition 3.10 and Lemma B.1 again,
where we used Proposition 1.5 for the third line.
Proof: Immediate consequence of Proposition 3.12. 
Duals of Hardy spaces
where the pairing is between M M,ǫ 0 (Γ) and its dual. Moreover,
are respectively a consequence of Lemma 3.7 and of Lemma 3.5. They imply that (38) makes sense and uniquely describes ℓ.
It remains to check the last claim, that is
Let ϕ ∈ L 2 (B) with norm 1. Then 1
Taking the supremum over all ϕ supported in B, we obtain 
Proof: Let κ ∈ {1, 2} and M ∈ N * . In the proof, A s will denote (I −P s1 ) . .
M , depending whether κ is equal to 1 or 2.
Let us prove that for every (BZ κ , M, 2ǫ)-molecule a, one has
where we used for the last but one line Proposition 3.10 (if κ = 1) or Proposition 3.8 and Corollary 3.9 (if κ = 2).
Our next step is to show that for every g ∈ H
1
BZκ,M,2ǫ , we have
, then
Since H We turn now to the proof of Theorem 1.35.
Proof: Let κ ∈ {1, 2} and M ∈ N * .
Proposition 3.14 and Corollary 3.16 provide the continuous embeddings
As a consequence, BM O BZκ,M is the dual space of H 1 BZκ,M,∞ and is actually included in F M . Besides, Propositions 3.14 and 3.16 yield, for any ǫ > 0
Since the inclusion (H 
We have to check that If (E, . E ) and (F, . F ) are two Banach spaces with the same dual (G, . G ) and moreover if we have the continuous inclusion E ⊂ F , then E = F with equivalent norms.
Proof: Let T be the linear operator defined by
T is bounded and its adjoint T * is
that is the identity on G. Theorem 4.15 in [23] implies that E = F , and then, by the open mapping theorem, we deduce that the norm of E is dominated by the norm of F .
Inclusions between Hardy spaces
quad,β : the case of functions
Since the space Γ is discrete, the L 1 -convergence implies the pointwise convergence, that is, for all x ∈ Γ,
From here, the estimate
is just a consequence of the generalized Minkowski inequality.
It remains to prove that there exists a constant C such that for all (BZ1, M, ǫ)-molecules a, one has
Let
M and a ball B associated with the molecule a. By Hölder inequality and the doubling property, we may write
We will estimate now each term L β a L 2 (Cj (B)) .
The result is then a consequence of Lemma 2.14 which can be reformulated as follows
Notice that 
The case j = 1 follows from the L 2 -boundedness of L β and of
For the case j ≥ 2, we introduceC j (B) defined bỹ
Check thatC j (B), C j (B), and
1 2 whereǭ = min{2M, ǫ}. Summing in j ≥ 1 ends the proof.
H
quad,β : the case of 1-forms
First, by L 1 -boundedness of the operators P and d * (see Proposition 1.32) and by the Minkowski inequality, one has
It remains to prove that there exists a constant C such that for all (BZ2, M + 
Let a = d∆ Since
We end the proof as we did for Proposition 4.1, using Lemma 2.16 instead of Lemma 2.14. 
E
1 quad,β ⊂ H 1 BZ2,M,ǫ ∩ L 2 :
the case of functions
In this paragraph, we will need a few results on tents spaces (see [7] , [25] , [19] ). However, we need in our proofs some "discrete" tent spaces, defined below:
where the last but one line comes from the L 2 -boundedness of Littlewood-Paley functionals (since [17] , Lemma B.1).
Lemma 4.9. Suppose that
where we used Lemma 2.15 for the last but two line and Proposition 1.5 for the last one. We conclude that, up to multiplication by some harmless constant, b is a (BZ 2 , M, ǫ)-molecule.
, L 2 -boundedness of LittlewoodPaley functionals (see [4] , [17] ) yields that F ∈ T 2 2 (Γ). Thus, according to Lemma 4.7, there exist a numerical sequence (λ i ) i∈N and a sequence of T 1 2 -atoms (A i ) i∈N such that
Choose η as in Lemma 4.9. Using Corollary 2.3, since f ∈ L 2 (Γ),
where the sum converges in L 2 (Γ). According to Lemma 4.9, π η,β (A i ) are molecules and then (45) would provide a (M, ǫ)-representation of f if the convergence held in L 1 (Γ). By uniqueness of the limit, it remains to prove that
where the first line comes from Proposition 2.7 and the second one from the fact that (λ i ) i∈N ∈ ℓ 1 (N). 
E
where we use that the functionals g → r
are L 2 -bounded uniformly in r. Indeed, since (−1) / ∈ Sp(P ), functional calculus provides, for some a > −1, (1 + r 2 (1 − 1))
where we used the estimate (GUE) for the forth line. 
We end then the proof as in Theorems 1.36, 1.38 and 1.39.
A A covering lemma
Lemma A.1. Let B a ball of radius r ∈ N * and α ≥ 1. There exists a collection of pairwise disjoint balls (B i ) i∈lα of radius r such that
Proof: It is a classical fact and we provide a proof for completeness. Let B be a ball of radius r and of center x 0 . Let (B i ) i∈Iα be a set of disjoint balls included in αB and of radius r. Assume that (B i ) i∈Iα is maximal, that is, for every ball B 0 of radius r, either B 0 is not included in αB, or there exist i ∈ I α such that B 0 ∩ B i = ∅. Let us prove that αB ⊂ i∈Iα 3B i . Proof: Let B be a ball of radius r and j ≥ 1. Notice that (iv) is a consequence of the three first points. Indeed,
V (2 j+2 B)
where the second line is a consequence of (i) and (ii), the third one holds thanks to Proposition 1.5, and the forth one is due to (ii) and (iii).
Let us now prove the first three conclusions of the corollary.
Assume that r ∈ {1, 2}. Then the collection of balls (B(x, r)) x∈Cj (B) satisfies (i), (ii) and (iii) . Indeed, only (iii) for r = 2 is not obvious, but is a consequence of the uniform local finiteness of Γ.
Assume now that r ≥ 3. Let s ∈ 
