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1. Introduction
From the viewpoint of harmonic analysis, more and more attention has been paid to function spaces of variable expo-
nents during this decade. A breakthrough in this ﬁeld is the boundedness of the Hardy–Littlewood maximal operator M
obtained by Diening [3]. The ﬁrst concrete application arose from a model of electrorheological ﬂuids in [16]. Recently many
researchers are oriented to more and more applications to PDE and the function spaces are improved accordingly [5]. This
paper concerns the complex interpolation of Besov spaces and Triebel–Lizorkin spaces with variable exponents. Now we ﬁx
some notations.
Denote by P0(Rn) the set of all measurable functions p(·) : Rn → (0,∞) such that
0< p− = ess inf
x∈Rn
p(x), ess sup
x∈Rn
p(x) = p+ < ∞. (1)
For p ∈ P0(Rn), we let Lp(·)(Rn) be the set of measurable functions f on Rn such that for some λ > 0,
∫
Rn
( | f (x)|
λ
)p(x)
dx 1.
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with the Luxemburg–Nakano norm ‖ f ‖Lp(·) [10,12,13]. More precisely,
‖ f ‖Lp(·) = inf
{
λ > 0:
∫
Rn
( | f (x)|
λ
)p(x)
dx 1
}
.
To ensure that the Hardy–Littlewood maximal operator M is bounded on Lp(·)(Rn), we postulate the following standard
conditions: There exists a constant Clog(p) such that
∣∣p(x) − p(y)∣∣ C log(p)
log(e + |x− y|−1)
(
x, y ∈ Rn, x = y) (2)
and there exist constants Clog(p) and p∞ such that
∣∣p(x) − p∞∣∣ C log(p)
log(e + |x|)
(
x ∈ Rn). (3)
We write C log(Rn) as the set of all real-valued functions p : Rn → R satisfying (2) and (3). Deﬁne the class B0(Rn) of all
p(·) ∈ P0(Rn) such that M is bounded on Lαp(·)(Rn) for some positive number α.
We now deﬁne Triebel–Lizorkin spaces of variable integrability. We use F and F−1 to denote the Fourier transform and
its inverse respectively. Let Φ ∈ S(Rn) be a function satisfying χB(0,1/2)  FΦ  χB(0,1) , where B(0, r) = {x ∈ Rn: |x| < r}.
Set Φ j(x) = 2njΦ(2 j x) for j ∈ N0 = Z ∪ {0}. If we deﬁne θ j = Φ j − Φ j−1 for j ∈ N and θ0 = Φ0, then we have ∑∞j=0 θ j ≡ 1.
To describe the vector-valued norm, for p,q ∈ B0(Rn) ∩ C log(Rn), we write Lp(·)(q(·)) to denote the space consisting of all
sequences {g j}∞0 of measurable functions on Rn such that
∥∥{g j}∞0 ∥∥Lp(·)(q(·)) = ∥∥∥∥{g j}∞0 ∥∥q(·)∥∥Lp(·) =
∥∥∥∥∥
( ∞∑
j=0
∣∣g j(·)∣∣q(·)
) 1
q(·) ∥∥∥∥∥
Lp(·)
< ∞.
Deﬁnition 1.1. Let p(·),q(·) ∈ C log(Rn) ∩ B0(Rn) and s(·) ∈ C log. Then deﬁne the variable exponent Triebel–Lizorkin space
F s(·)p(·),q(·)(Rn) as the collection of all f ∈ S ′(Rn) such that ‖ f ‖F s(·)p(·),q(·) = ‖{2
s(·) jθ j ∗ f }∞0 ‖Lp(·)(q(·)) < ∞.
As is established in [4], the deﬁnition of F s(·)p(·),q(·) does not depend on the starting function Φ .
Next, we shall describe the complex interpolation functor introduced by Triebel [19]. Let A = {z ∈ C: 0 < Re z < 1} be a
strip in the complex plane and denote by A¯ its closure. Then an S ′(Rn)-valued mapping f on A¯ is said to be analytic on A,
if it satisﬁes the following:
1. The function (F−1ϕ · F f )(x, z) of (x, z) ∈ Rn × A¯ is a uniformly continuous and bounded function for all ϕ ∈ C∞c (Rn).
2. For any x ∈ Rn and ϕ ∈ C∞c (Rn), the function (F−1ϕ · F f )(x, z) of z ∈ A is analytic.
We recall that (F−1ϕF f )(·, z) is an entire analytic function on Rn if z ∈ A¯ is ﬁxed.
Deﬁnition 1.2. Let p0(·), p1(·),q0(·),q1(·) ∈ C log(Rn) ∩ B0(Rn) and s0(·), s1(·) ∈ C log. The space F (F s0(·)p0(·),q0(·), F
s1(·)
p1(·),q1(·)) con-
sists of all S ′(Rn)-analytic functions f (z) on A such that∥∥ f (z)∥∥
F (F
s0(·)
p0(·),q0(·),F
s1(·)
p1(·),q1(·))
= sup{∥∥ f ( + it)∥∥
F
s(·)
p(·),q(·)
:  = 0,1, t ∈ R}< ∞.
We introduce the complex interpolation spaces for variable Triebel–Lizorkin spaces. For exhaustive details of complex
interpolation, we refer to [2]. But in the present paper, we follow [19].
Deﬁnition 1.3. Let θ ∈ (0,1), p0(·), p1(·),q0(·),q1(·) ∈ C log(Rn) ∩ B0(Rn) and s0(·), s1(·) ∈ C log. The space (F s0(·)p0(·),q0(·),
F s1(·)p1(·),q1(·))θ consists of all g ∈ S ′(Rn) which is realized as g = f (θ) for some f (z) ∈ F (F
s0(·)
p0(·),q0(·), F
s1(·)
p1(·),q1(·)). The norm
is deﬁned by
‖g‖
(F
s0(·)
p0(·),q0(·),F
s1(·)
p1(·),q1(·))θ
= inf{∥∥ f (z)∥∥
F (F
s0(·)
p0(·),q0(·),F
s1(·)
p1(·),q1(·))
: g = f (θ), f (z) ∈ F (F s0(·)p0(·),q0(·), F s1(·)p1(·),q1(·))}.
With the above deﬁnitions in mind, we formulate one of our main results in this paper.
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equations
1
p(·) =
1− θ
p0(·) +
θ
p1(·) ,
1
q(·) =
1− θ
q0(·) +
θ
q1(·) , s(·) = (1− θ)s0(·) + θ s1(·). (4)
Then we have(
F s0(·)p0(·),q0(·), F
s1(·)
p1(·),q1(·)
)
θ
≈ F s(·)p(·),q(·) (5)
with norm equivalence.
A direct consequence of Theorem 1.4 is the complex interpolation results for local Hardy spaces with variable exponent
in [4,11]. Let f ∈ S ′(Rn). Denote by Mloc f the local grand maximal operator given by
Mloc f (x) ≡ sup
{∣∣t−nψ(t−1·) ∗ f (x)∣∣: 0 < t < 1, ∑
|α|N
sup
x∈Rn
(
1+ |x|)N ∣∣∂αψ(x)∣∣< ∞},
where we choose and ﬁx a large integer N .
Deﬁnition 1.5. One deﬁnes hp(·) as the set of all f ∈ S ′(Rn) for which the quasi-norm ‖ f ‖hp(·) = ‖Mloc f ‖Lp(·) is ﬁnite.
In [11] we proved that hp(·) and F 0p(·)2 are mutually equivalent. Therefore, we obtain the following corollary.
Corollary 1.6. Let 0 < θ < 1 and p0(·), p1(·) ∈ B0(Rn) ∩ C log(Rn). Deﬁne p(·) by
1
p(·) =
1− θ
p0(·) +
θ
p1(·) .
Then (
hp0(·),hp1(·)
)
θ
≈ hp(·)
with norm equivalence.
The deﬁnition and formulation of our result for Besov spaces is analogous. Let p(·), q(·) ∈ P0(Rn). The space q(·)(Lp(·))
is the collection of all sequences {g j}∞0 of measurable functions on Rn such that
∥∥{g j}∞j=0∥∥q(·)(Lp(·)) = inf
{
μ > 0: q(·)(Lp(·))
({
f j
μ
}∞
j=0
)
 1
}
< ∞,
where
q(·)(Lp(·))
({ f j}∞j=0)=
∞∑
j=0
inf
{
λ j:
∫
Rn
( | f j(x)|
λ
1
q(x)
j
)p(x)
dx 1
}
.
Since we assume that q+ < ∞,
q(·)(Lp(·))
({ f j}∞j=0)=
∞∑
j=0
∥∥| f j|q(·)∥∥
L
p(·)
q(·)
(6)
holds.
Deﬁnition 1.7. Let p(·),q(·) ∈ C log(Rn) ∩ P0(Rn) and s(·) ∈ C log(Rn). The Besov space with variable exponents Bs(·)p(·),q(·)(Rn)
is the collection of f ∈ S ′(Rn) such that
‖ f ‖
Bs(·)p(·),q(·)
= ∥∥{2 js(·)θ j ∗ f }∞0 ∥∥q(·)(Lp(·)) < ∞.
We have a counterpart of Deﬁnitions 1.2 and 1.3 for Besov spaces.
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s1(·)
p1(·),q1(·)) con-
sists of all S ′(Rn)-analytic functions f (z) on A such that∥∥ f (z)∥∥
F (B
s0(·)
p0(·),q0(·),B
s1(·)
p1(·),q1(·))
= sup{∥∥ f ( + it)∥∥
B
s(·)
p(·),q(·)
:  = 0,1, t ∈ R}< ∞.
Deﬁnition 1.9. Let θ ∈ (0,1), p0(·), p1(·),q0(·),q1(·) ∈ C log(Rn) ∩ B0(Rn) and s0(·), s1(·) ∈ C log. The space (Bs0(·)p0(·),q0(·),
Bs1(·)p1(·),q1(·))θ consists of all g ∈ S ′(Rn) which is realized as g = f (θ) for some f (z) ∈ F (B
s0(·)
p0(·),q0(·), B
s1(·)
p1(·),q1(·)). The norm
is deﬁned by
‖g‖
(B
s0(·)
p0(·),q0(·),B
s1(·)
p1(·),q1(·))θ
= inf{∥∥ f (z)∥∥
F (B
s0(·)
p0(·),q0(·),B
s1(·)
p1(·),q1(·))
: g = f (θ), f (z) ∈ F (Bs0(·)p0(·),q0(·), Bs1(·)p1(·),q1(·))}.
We remark that Xu considered the case when q is ﬁxed [21,22].
In [1], the following proposition is proven:
Proposition 1.10. (See [1, Lemma 4.7].) Let p(·),q(·) ∈ C log(Rn) with 1 < p−  p+ < ∞ and 1 < q−  q+ < ∞. Then the inequality∥∥{ηk,m ∗ fk}∞k=0∥∥q(·)(Lp(·))  c∥∥{ fk}∞0 ∥∥q(·)(Lp(·))
holds for every sequence { fk}∞k=0 of L1loc-functions and m > 2n.
Therefore, the deﬁnition of Bs(·)p(·),q(Rn) does not depend on the choices of admissible θ . Our second main result reads
Theorem 1.11 (Complex interpolation for variable function Besov spaces). Under the same conditions as Theorem 1.4, we have(
Bs0(·)p0(·),q0(·), B
s1(·)
p1(·),q1(·)
)
θ
≈ Bs(·)p(·),q(·). (7)
The proof of Theorem 1.4 does not seem to parallel to the proof of [19, Theorem 2.4.7]. Indeed, the deﬁnition of f (z) in
[19, p. 71, (13)] does not seem to work in the setting of variable Lebesgue spaces. If we deﬁne f (z) as is described in [19,
p. 71, (13)], then, in order that the proof works, we need to assume that p0/p1 is constant. To circumvent this diﬃculty,
we ﬁrst use the atomic decomposition technique as is described in Proposition 2.6. Another diﬃculty is that we need to
“freeze” p0 and p1 despite the atomic decomposition. To this end, we need to utilize the maximal estimate Lemma 2.5.
Keeping these techniques in mind, we carefully prove Theorem 1.4.
Here we describe how we organized this paper. In Section 2 we collect some tools needed for the proof of Theorem 1.4.
We prove Theorem 1.4 in Section 3. Finally in Section 4 we prove Theorem 1.11.
2. Preliminaries
To go into the details of the proof, we collect some elementary facts on variable Lebesgue spaces and Besov/Triebel–
Lizorkin spaces of variable exponents.
2.1. More about the variable Lebesgue spaces
We denote by P(Rn) the set of bounded measurable functions p(·) on Rn with range in (1,∞). Note that Pick gave
an example of p(·) ∈ P(Rn) such that the Hardy–Littlewood maximal operator M is not bounded on Lp(·)(Rn) (see [15]),
which shows that the condition p(x) > 1 is not suﬃcient for the boundedness of M unlike the classical Lebesgue spaces.
Therefore, we need to deﬁne the class B(Rn) of all functions p(·) ∈ P(Rn) for which the M is bounded on Lp(·)(Rn). To
develop the theory of function spaces with p− < 1, we need to relax the condition of B(Rn) and we recall the class B0(Rn)
of all p(·) ∈ P0(Rn) such that M is bounded on Lαp(·)(Rn) for some positive number α.
We need a Hölder inequality generalized to variable Lebesgue spaces. For the proof we refer to [9,18].
Proposition 2.1 (Generalized Hölder inequality). Let p(·) ∈ P(Rn) and
p′(·) = p(·)
p(·) − 1 .
Then ∫
Rn
∣∣ f (x)g(x)∣∣dx (1+ 1
p−
− 1
p+
)
‖ f ‖Lp(·)‖g‖Lp′(·)
for every f ∈ Lp(·)(Rn) and g ∈ Lp′(·)(Rn).
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rems 3.5 and 3.7, Corollary in Section 3.6].
Proposition 2.2 (Generalized Minkowski inequality). Let p(·) ∈ P(Rn). Then∥∥∥∥
∫
Rn
f (·, y)dy
∥∥∥∥
Lp(·)

(
1+ 1
p−
− 1
p+
)∫
Rn
∥∥ f (·, y)∥∥Lp(·) dy.
The next proposition is shown in [5].
Proposition 2.3. Let p(·) ∈ P(Rn) and f ∈ Lp(·)(Rn). Then
min
{(∫
Rn
∣∣ f (x)∣∣p(x) dx)
1
p−
,
(∫
Rn
∣∣ f (x)∣∣p(x) dx)
1
p+
}
 ‖ f ‖Lp(·) max
{(∫
Rn
∣∣ f (x)∣∣p(x) dx)
1
p−
,
(∫
Rn
∣∣ f (x)∣∣p(x) dx)
1
p+
}
.
Given a function f , we take pmin( f ) and pmax( f ) so that(∫
Rn
∣∣ f (x)∣∣p(x) dx)
1
pmin( f )  ‖ f ‖Lp(·) 
(∫
Rn
∣∣ f (x)∣∣p(x) dx)
1
pmax( f )
. (8)
For later consideration, we use the following simple estimate:
Proposition 2.4. Let p(·) be a measurable function on Rn with range in [α,β], where α > 0. Let q(·) ∈ P0(Rn). If p(·)q(·) ∈ P0(Rn)
and g(·) ∈ Lp(·)q(·)(Rn), then∥∥∣∣g(·)∣∣p(·)∥∥Lq(·) max(∥∥g(·)∥∥βLp(·)q(·) ,∥∥g(·)∥∥αLp(·)q(·)).
Proof. Let p(·) be a measurable function on Rn with range in [α,β]. Let q(·) ∈ P0(Rn) and g(·) ∈ Lp(·)q(·) . If ‖g(·)‖Lp(·)q(·)  1,
then we have∫
Rn
( |g(x)|p(x)
‖g(·)‖β
Lp(·)q(·)
)q(x)
dx =
∫
Rn
( |g(x)|
‖g(·)‖
β
p(x)
Lp(·)q(·)
)p(x)q(x)
dx

∫
Rn
( |g(x)|
‖g(·)‖Lp(·)q(·)
)p(x)q(x)
dx 1
by 1 β/p(x) for almost all x ∈ Rn . A similar argument yields ‖g(·)‖Lp(·)q(·) < 1. 
2.2. Boundedness of maximal operators
We depend upon the following convolution inequality obtained in [4]. To formulate it precisely, we use the notation:
ην,m(x) = 2
νn
(1+ 2ν |x|)m
(
x ∈ Rn).
Lemma 2.5. (See [4, Theorem 3.2].) Let m > n. Assume that p(·),q(·) ∈ B0(Rn) ∩ C log(Rn) fulﬁll p−,q− > 1. Then we have
‖ην,m ∗ fν‖Lp(·)(q(·))  ‖ fν‖Lp(·)(q(·))
for all sequences of measurable functions { f j}∞j=1 .
As we can see an example from the paper [4], we cannot obtain a similar result if we replace the constant u with
variable functions.
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Diening et al. [4] showed that the decomposition of the space Fα(·)p(·),q(·)(Rn) into molecules or atoms and that the lifting
property under suitable assumptions on p(·), q(·) and α(·) are available. In particular, denoting N0 = {0,1,2, . . .}, we state
these results for the F s(·)p(·),q(·)(Rn) case:
Proposition 2.6. Let p(·),q(·) ∈ B0(Rn) ∩ C log(Rn) and s(·) ∈ C log(Rn) with s  0. If f ∈ F s(·)p(·),q(·)(Rn), then there exist a collection
of functions {aν,m}(ν,m)∈N0×Zn and a sequence of coeﬃcients {λν,m}(ν,m)∈N0×Zn with the following conditions.
1. The coeﬃcients {λν,m}(ν,m)∈N0×Zn satisfy∥∥∥∥
{
2νs(·)
∑
m∈Zn
|λν,m|χQ ν,m (·)
}∞
ν=0
∥∥∥∥
Lp(·)(q(·))
 ‖ f ‖
F s(·)p(·),q(·)
.
Here and below Q ν,m = 2−νm + [0,2−ν ]n for m ∈ Zn and χQ ν,m denotes the characteristic function on Q ν,m.
2. The function aν,m is supported on 2−νm + [−2−ν+2,2−ν+2]n and satisﬁes∥∥∂αaν,m∥∥∞  1
for all α with |α| [s− + 1]+ .
3. The function f can be decomposed as follows:
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m,
where the convergence is in S ′(Rn).
Proposition 2.7. Let p(·),q(·) ∈ B0(Rn)∩C log(Rn) and s(·) ∈ C log(Rn)with s  0. Suppose that we are given a collection of functions
{aν,m}(ν,m)∈N0×Zn and a sequence of coeﬃcients {λν,m}(ν,m)∈N0×Zn :
1. The coeﬃcients {λν,m}(ν,m)∈N0×Zn satisfy∥∥∥∥
{
2νs(·)
∑
m∈Zn
|λν,m|χQ ν,m (·)
}∞
ν=0
∥∥∥∥
Lp(·)(q(·))
< ∞.
2. The function aν,m is supported on 2−νm + [−2−ν+2,2−ν+2]n and satisﬁes∥∥∂αaν,m∥∥∞  1
for all α with |α| [s− + 1]+ .
Then
f :=
∞∑
ν=0
∑
m∈Zn
λν,maν,m,
converges in S ′(Rn) and satisﬁes
‖ f ‖
F s(·)p(·),q(·)

∥∥∥∥
{
2νs(·)
∑
m∈Zn
|λν,m|χQ ν,m (·)
}∞
ν=0
∥∥∥∥
Lp(·)(q(·))
.
For the Bs(·)p(·),q(·)(Rn) case, we have a counterpart:
Proposition 2.8. Let p(·),q(·) ∈ B0(Rn)∩ C log(Rn) and s(·) ∈ C log(Rn) with s  1. If f ∈ Bs(·)p(·),q(·)(Rn), then there exist a collection
of functions {aν,m}(ν,m)∈N0×Zn and a sequence of coeﬃcients {λν,m}(ν,m)∈N0×Zn with the following conditions.
1. The coeﬃcients {λν,m}(ν,m)∈N0×Zn satisfy∥∥∥∥
{
2νs(·)
∑
m∈Zn
|λν,m|χQ ν,m (·)
}∞
ν=0
∥∥∥∥
q(·)(Lp(·))
 ‖ f ‖
Bs(·)p(·),q(·)
.
Here and below Q ν,m = 2−νm + [0,2−ν ]n for m ∈ Zn and χQ ν,m denotes the characteristic function on Q ν,m.
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for all α with |α| K .
3. The function f can be decomposed as follows:
f =
∞∑
ν=0
∑
m∈Zn
λν,maν,m,
where the convergence is in S ′(Rn).
Proposition 2.9. Let p(·),q(·) ∈ B0(Rn)∩C log(Rn) and s(·) ∈ C log(Rn)with s  1. Suppose that we are given a collection of functions
{aν,m}(ν,m)∈N0×Zn and a sequence of coeﬃcients {λν,m}(ν,m)∈N0×Zn :
1. The coeﬃcients {λν,m}(ν,m)∈N0×Zn satisfy∥∥∥∥
{
2νs(·)
∑
m∈Zn
|λν,m|χQ ν,m (·)
}∞
ν=0
∥∥∥∥
q(·)(Lp(·))
< ∞.
2. The function aν,m is supported on 2−νm + [−2−ν+2,2−ν+2]n and satisﬁes∥∥∂αaν,m∥∥∞  1
for all α with |α| K .
Then
f :=
∞∑
ν=0
∑
m∈Zn
λν,maν,m,
converges in S ′(Rn) and satisﬁes
‖ f ‖
Bs(·)p(·),q(·)

∥∥∥∥
{
2νs(·)
∑
m∈Zn
|λν,m|χQ ν,m (·)
}∞
ν=0
∥∥∥∥
q(·)(Lp(·))
.
It seems that the precise value of K in Propositions 2.8 and 2.9 is not investigated in [22]. A related decomposition result
can be found in [8]. Also we remark that an approach that seems systematic and contains [22] appeared in [17,20].
Propositions 2.8 and 2.9 are followed from a molecule decomposition for Bs(·)p(·),q(·) (Propositions 2.13 and 2.14) and
arguments as in [4]. Hence we describe the molecule decomposition and outline of the proof. Therefore, we introduce
several terms from [4]. Let D be the collection of dyadic cubes in Rn and denote by D+ the subcollection of those dyadic
cubes with side-length at most 1. Let Dν = {Q ∈ D: (Q) = 2−ν}. For a cube Q let (Q) denote the side length of Q and
xQ the “lower left corner”. For c > 0, we let cQ denote the cube with the same center and orientation as Q but with side
length c(Q). We describe the molecules deﬁning by [4].
Deﬁnition 2.10. Let ν ∈ N0, k ∈ Z, l ∈ N0 and M  n. A function mQ ν,s is said to be a (k, l,M)-smooth molecule for Q ν,s if it
satisﬁes the following conditions for some i > M:
(M1) if ν > 0, then
∫
xγmν,s(x)dx = 0 for all |γ | k; and
(M2) |Dγmν,s(x)| 2|γ |ν |Q ν,s|1/2ην,i(x+ xQ ν,s ) for all multi-indices γ ∈ Nn0 with |γ | l.
The conditions (M1) and (M2) are called the moment and decay conditions, respectively.
Deﬁnition 2.11. Let K , L : Rn → R and M > n. The family {mν,s}(ν,s)∈N0×Zn is said to be a family of (K , L,M)-smooth
molecules if mν,s is (K−Q ν,s, L−Q ν,s,M)-smooth for every Q ν,s ∈ D+ .
Deﬁnition 2.12. We say that {mν,s}(ν,s)∈N0×Zn is a family of smooth molecules for Bs(·)p(·),q(·)(Rn) if it is a family of (N + , s +
1+ ,M)-smooth molecules, where
N(x) = n
min{1, p(x),q(x)} − n − s(x),
for some constant  > 0, and M is a suﬃciently large constant.
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2
n + C log(s)
min{1, p−,q−}
will do.
The space bs(·)p(·),q(·) consists of all sequences of real numbers {sν,m}ν∈N0,m∈Zn such that
∥∥{sν,m}(ν,m)∥∥bs(·)p(·),q(·) =
∥∥∥∥
{
2νs(·)
∑
m∈Zn
|sν,m‖Q ν,m| −12 χQ ν,m
}∞
ν=0
∥∥∥∥
q(·)(Lp(·))
< ∞.
Proposition 2.13. Let the functions p(·), q(·) ∈ C log(Rn) ∩ B0 and s(·) ∈ C log(Rn) with s− > 0. Suppose that {mν,l}(ν,l)∈N0×Zn is a
family of smooth molecules for Bs(·)p(·),q(·) , and that {sν,l}(ν,l)∈N0×Zn ∈ bs(·)p(·),q(·) . Then f =
∑
ν0
∑
l∈Zn sν,lmν,l converges in S ′ and
‖ f ‖
Bs(·)p(·),q(·)

∥∥{sν,l}(ν,l)∥∥bs(·)p(·),q(·) . (9)
Proof. We outline the proof.
Firstly, we assume that f =∑ν0∑l∈Zn sν,lmν,l converges in S ′ . Then (9) holds by using arguments as in [4, Lemma 6.3,
Proposition 6.2].
Finally, we prove that f =∑ν0∑l∈Zn sν,lmν,l converges in S ′ whenever {sν,l}(ν,l)∈N0×Zn ∈ bs(·)p(·),q(·) . By using arguments
as in [1], we see that the inclusion bs(·)p(·),q(·) ↪→ bs−p(·),q+ . This inclusion implies that the desired assertion holds because we
can use the arguments as in [22]. 
Proposition 2.14. Let the functions p(·),q(·) ∈ C log(Rn) ∩ B0(Rn) and s(·) ∈ C log(Rn) with s− > 0. Then
‖Sϕ f ‖bs(·)p(·),q(·)  ‖ f ‖Bs(·)p(·),q(·)
for every f ∈ Bs(·)p(·),q(·)(Rn). Here Sϕ is called ϕ-transform (see [4,6,7]).
Proof. This proof is analogous to [4]. 
Finally, we record a lifting property. This lemma was proved in [14].
Lemma 2.15 (Lifting property). Let Bσ denote the Bessel potential operator Bσ = F−1(1 + |ξ |2)−σ/2F for σ ∈ R. Let p(·),q(·) ∈
B0(Rn) ∩ C log(Rn), s(·) ∈ C log(Rn) and σ ∈ R.
1. The Bessel potential operator Bσ is an isomorphism between F s(·)p(·),q(·) and F s(·)+σp(·),q(·) .
2. The Bessel potential operator Bσ is an isomorphism between Bs(·)p(·),q(·) and Bs(·)+σp(·),q(·) .
2.4. Some fundamental inequalities for complex interpolation
Finally, we need some fundamental inequalities for complex interpolation.
The ﬁrst one concerns with the Poisson kernel, that is,
μ j(θ, t) = sinπθeπt + e−πt − 2cos( jπ + πθ) ,
for j = 0,1.
Lemma 2.16. (See [19].) Let A = {z: 0 < Re z < 1}, A¯ = {z: 0  Re z  1} and r ∈ (0,∞). Then there exist two positive functions
μ0(θ, t) and μ1(θ, t) in (0,1) × R such that
∣∣g(z)∣∣r  ( 1
1− θ
∫
R
∣∣g(it)∣∣rμ0(θ, t)dt
)1−θ(1
θ
∫
R
∣∣g(1+ it)∣∣rμ1(θ, t)dt
)θ
with θ = Re z for any analytic function g(z) on A which is uniformly continuous and bounded on A¯. Furthermore, if θ ∈ (0,1), then
1
1− θ
∫
μ0(θ, t)dt = 1
θ
∫
μ1(θ, t)dt = 1.R R
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∞∑
j=0
κ j
( j∑
k=0
κk
)α−1
 1
min(α,1)
( ∞∑
k=0
κk
)α
.
The proof of a similar assertion can be found in [19, p. 68, Lemma 1] and we essentially use this lemma in the form of
[19, p. 68, Lemma 1]. Here for the sake of convenience, we include the proof.
Proof. If α  1, then the inequality is trivial. If α < 1, then we have
∞∑
j=0
κ j
( j∑
k=0
κk
)α−1
 κ0α−1 +
∞∑
j=1
∑ j
k=0 κk∫
∑ j−1
k=0 κk
tα−1 dt =
∑∞
k=0 κk∫
0
tα−1 dt = 1
α
( ∞∑
k=0
κk
)α
.
The lemma is therefore proved. 
3. Proof of Theorem 1.4
We outline the proof of Theorem 1.4. First we prove that(
F s0(·)p0(·),q0(·), F
s1(·)
p1(·),q1(·)
)
θ
⊂ F s(·)p(·),q(·)
(
R
n) (10)
in Step 1 and then(
F s0(·)p0(·),q0(·), F
s1(·)
p1(·),q1(·)
)
θ
⊃ F s(·)p(·),q(·)
(
R
n) (11)
in Step 2.
Proof. Step 1. Let f (z) ∈ F (F s0(·)p0(·),q0(·), F
s1(·)
p1(·),q1(·)). A normalization allows us to assume that ‖ f (z)‖F (F s0(·)p0(·),q0(·),F s1(·)p1(·),q1(·))
= 1.
We put gk(x, z) = [θk ∗ f (·, z)](x) for k ∈ N0. Fix an auxiliary parameter r so that 0 < r < min(p−, (q0)−, (q1)−). We write
G(x, θ) =
( ∞∑
k=0
∣∣2ks(x)gk(x, θ)∣∣q(x)
) 1
q(x)
, I =
{∫
Rn
G(x, θ)p(x) dx
} 1
pmax(G(·,θ))
.
Then by virtue of (8) we have
∥∥ f (θ)∥∥
F s(·)p(·),q(·)

{∫
Rn
( ∞∑
k=0
(∣∣2ks(x)gk(x, θ)∣∣r) q(x)r
) r
q(x) · p(x)r
dx
} 1
pmax(G(·,θ))
. (12)
Observe that the spaces involved q/r and Lp(·)/r(Rn) are Banach spaces. We use Lemma 2.16 with 2ks(x)gk(x, z) instead of
g(z) with x ∈ Rn ﬁxed. Let
ak(x) = 11− θ
∫
R
∣∣gk(x, it)∣∣rμ0(θ, t)dt, bk(x) = 1
θ
∫
R
∣∣gk(x,1+ it)∣∣rμ1(θ, t)dt.
Then (4) and the Hölder inequality yield[ ∞∑
k=0
(∣∣2ks(x)gk(x, θ)∣∣r) q(x)r
] r
q(x)

( ∞∑
k=0
2ks0(x)q0(x)ak(x)
q0(x)
r
) r
q0(x)
(1−θ)( ∞∑
k=0
2ks1(x)q1(x)bk(x)
q1(x)
r
) r
q1(x)
θ
. (13)
By the Minkowski inequality we have
∥∥{2ks0(x)rak(x)}∞k=0∥∥

q0(x)
r
 1
1− θ
∫
R
( ∞∑
k=0
2ks0(x)q0(x)
∣∣gk(x, it)∣∣q0(x)
) 1
q0(x)
·r
μ0(θ, t)dt.
A similar estimate holds for the second factor on the right-hand side of (13). Hence, (12) and (13) give
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[ ∫
Rn
(
1
1− θ
∫
R
( ∞∑
k=0
2ks0(x)q0(x)
∣∣gk(x, it)∣∣q0(x)
) 1
q0(x)
·r
μ0(θ, t)dt
)(1−θ) p(x)r
×
(
1
θ
∫
R
( ∞∑
k=0
2ks1(x)q1(x)
∣∣gk(x,1+ it)∣∣q1(x)
) 1
q1(x)
·r
μ1(θ, t)dt
)θ p(x)r
dx
] 1
pmax(G(·,θ))
. (14)
By (4), we have
1 = 1
p0(x)
(1−θ)p(x)
+ 1
p1(x)
θ p(x)
and
p0(·)
(1− θ)p(·) ∈ P
(
R
n), p1(·)
θ p(·) ∈ P
(
R
n).
We use (4) and the generalized Hölder inequality (see Proposition 2.1) to obtain
I
∥∥∥∥∥
(∫
R
( ∞∑
k=0
2ks0(x)q0(x)
∣∣gk(·, it)∣∣q0(x)
) 1
q0(x)
·r
μ0(θ, t)
1− θ dt
)(1−θ) p(·)r ∥∥∥∥∥
1
pmax(G(·,θ))
L
p0(·)
(1−θ)p(·)
×
∥∥∥∥∥
(∫
R
( ∞∑
k=0
2ks1(x)q1(x)
∣∣gk(·,1+ it)∣∣q1(x)
) 1
q1(x)
·r
μ1(θ, t)
θ
dt
)θ p(·)r ∥∥∥∥∥
1
pmax(G(·,θ))
L
p1(·)
θ p(·)
.
We write
Jl =
∥∥∥∥∥
∫
R
( ∞∑
k=0
2ksl(x)ql(x)
∣∣gk(·, it)∣∣ql(x)
) 1
ql(x)
·r
μl(θ, t)
(1− θ)(1− l) + θl dt
∥∥∥∥∥
L
pl(·)
r
for l = 0,1 and deﬁne
ωl(θ) =
{
p+, if Jl  1,
p−, otherwise.
Then we have
I
∥∥∥∥∥
∫
R
( ∞∑
k=0
2ks0(·)q0(·)
∣∣gk(·, it)∣∣q0(·)
) 1
q0(·) ·r μ0(θ, t)
1− θ dt
∥∥∥∥∥
(1−θ)ω0(θ)
rpmax(G(·,θ))
L
p0(·)
r
×
∥∥∥∥∥
∫
R
( ∞∑
k=0
2ks1(·)q1(·)
∣∣gk(·,1+ it)∣∣q1(·)
) 1
q1(·) ·r μ1(θ, t)
θ
dt
∥∥∥∥∥
θω1(θ)
rpmax(G(·,θ))
L
p1(·)
r
by Proposition 2.4. If we invoke the generalized Minkowski inequality (see Proposition 2.2), Deﬁnition 1.3 and Lemma 2.16,
then we have
I
[∫
R
∥∥∥∥∥
( ∞∑
k=0
2ks0(·)q0(·)
∣∣gk(·, it)∣∣q0(·)
) 1
q0(·)
∥∥∥∥∥
r
Lp0(·)
μ0(θ, t)
1− θ dt
] (1−θ)ω0(θ)
rpmax(G(·,θ))
×
[∫
R
∥∥∥∥∥
( ∞∑
k=0
2ks1(·)q1(·)
∣∣gk(·,1+ it)∣∣q1(·)
) 1
q1(·)
∥∥∥∥∥
r
Lp1(·)
μ1(θ, t)
θ
dt
] θω1(θ)
rpmax(G(·,θ))
=
[∫
R
∥∥2ks0(·)∣∣gk(·, it)∣∣∥∥rLp0(·)(q0(·)) μ0(θ, t)1− θ dt
] (1−θ)ω0(θ)
rpmax(G(·,θ))
×
[∫ ∥∥2ks1(·)∣∣gk(·,1+ it)∣∣∥∥rLp1(·)(q1 (·)) μ1(θ, t)θ dt
] θω1(θ)
rpmax(G(·,θ))
.R
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I sup
t∈R
∥∥2ks0(·)∣∣gk(·, it)∣∣∥∥ (1−θ)ω0(θ)pmax(G(·,θ))Lp0(·)(q0(·)) supt∈R
∥∥2ks1(·)∣∣gk(·,1+ it)∣∣∥∥ θω1(θ)pmax(G(·,θ))Lp1(·)(q1(·))  1.
This proves (10).
Step 2. By the lifting property of function spaces (Lemma 2.15), we may assume that (sl)−  1, l = 0,1. Assuming s−
large enough by virtue of Proposition 2.6, we can decompose f as follows: f =∑ν∈N0 ∑m∈Zn λν,maν,m , where each aν,m
satisﬁes supp(aν,m) ⊂ 3Q ν,m , ‖∂αaν,m‖∞  2|α|ν and the coeﬃcient λ = {λν,m}ν∈N0,m∈Zn satisﬁes
λν,m  0
(
ν ∈ N0, m ∈ Zn
)
,
∥∥∥∥
{
2νs(·)
∑
m∈Zn
λν,mχQ ν,m
}∞
ν=0
∥∥∥∥
Lp(·)(q(·))
 ‖ f ‖
F s(·)p(·),q(·)
. (15)
It counts that we do not have to postulate the moment condition on aν,m . By normalization, we assume that ‖ f ‖F s(·)p(·),q(·) = 1.
For ν ∈ N0 we deﬁne Λν(x) :=∑m∈Zn λν,mχQ ν,m (x). Then note that∥∥∥∥
{
2νs
∑
m∈Zn
λν,mχQ ν,m
}∞
ν=0
∥∥∥∥
Lp(·)(q(·))
 1.
With this in mind, we abbreviate by writing Rν,m = 2νsλν,m below.
For each x ∈ Rn and z ∈ Cn with Re(z) ∈ [0,1], we deﬁne
ρ1(x, z) := q(x)s(x)
q0(x)
(1− z) + q(x)s(x)
q1(x)
z − s0(x)(1− z) − s1(x)z,
ρ2(x, z) := q(x)
q0(x)
(1− z) + q(x)
q1(x)
z,
ρ3(x, z) :=
(
p(x)
q(x)p0(x)
− 1
q0(x)
)
(1− z) +
(
p(x)
q(x)p1(x)
− 1
q1(x)
)
z.
Also, we deﬁne a holomorphic function Λν,m by
Λν,m(z) =
{
1
|Q ν,m|
∫
Q ν,m
2ν
ρ1(y,z)
K λν,m
ρ2(y,z)
K
(
ν∑
j=0
∑
m˜∈Zn
R j,m˜
q(y)χQ j,m˜ (y)
) ρ3(y,z)
K
dy
}K
where K is a large integer. Abbreviate
∑ν
j=0
∑
m˜∈Zn R j,m˜q(y)χQ j,m˜ (y) to Sν(y). Then, since we are assuming sl(·) ∈ C log(Rn),
we have
∣∣2νsl(x)Λν,m(l + it)∣∣
∣∣∣∣ 1|Q ν,m|
∫
Q ν,m
2
ν
K {sl(x)−s0(y)(1−l−it)−s1(y)(l+it)}Rν,m
ρ2(y,l+it)
K Sν(y)
ρ3(y,l+it)
K dy
∣∣∣∣
K

{
1
|Q ν,m|
∫
Q ν,m
∣∣2 νK {sl(x)−s0(y)(1−l−it)−s1(y)(l+it)}Rν,m ρ2(y,l+it)K Sν(y) ρ3(y,l+it)K ∣∣dy
}K

{
ην,M ∗
[ ∑
m∈Zn
Rν,m
q(·)
Kql (·) Sν
ρ3(·,l)
K χQ ν,m
]
(x)
}K
for all x ∈ Q ν,m . Consequently, we obtain
∑
m∈Zn
∣∣2νsl(x)Λν,m(l + it)∣∣χQ ν,m (x)
{
ην,M ∗
[ ∑
m∈Zn
Rν,m
q(·)
Kql(·) Sν
ρ3(·,l)
K χQ ν,m
]
(x)
}K
.
If we insert this pointwise estimate, then we have{ ∞∑
ν=0
(
2νsl(·)
∑
m∈Zn
∣∣Λν,m(l + it)∣∣χQ ν,m
)ql(·)} 1ql(·)

{ ∞∑(
ην,m ∗
[ ∑
n
Rν,m
q(·)
Kql(·) Sν
ρ3(·,l)
K χQ ν,m
])Kql(·)} 1ql(·)
ν=0 m∈Z
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∥∥∥∥∥
{ ∞∑
ν=0
(
2νsl(·)
∑
m∈Zn
∣∣Λν,m(l + it)∣∣χQ ν,m
)ql(·)} 1ql(·) ∥∥∥∥∥
Lpl(·)

∥∥∥∥∥
( ∞∑
ν=0
[ ∑
m∈Zn
Rν,m
q(·)
Kql(·) Sν
1
Kq(·) (
p(·)
pl(·) −1)χQ ν,m
]Kql(·)) 1ql(·) ∥∥∥∥∥
Lpl(·)
=
∥∥∥∥∥
( ∞∑
ν=0
∑
m∈Zn
Rν,m
q(·)
(
ν∑
j=0
∑
m˜∈Zn
R j,m˜
q(·)χQ j,m˜
) ql(·)p(·)
q(·)pl(·) −1
χQ ν,m
) 1
ql(·)
∥∥∥∥∥
Lpl(·)
.
If we write S∞ = limν→∞ Sν and use Lemma 2.17, then we have∥∥∥∥∥
{ ∞∑
ν=0
(
2νsl(·)
∑
m∈Zn
∣∣Λν,m(l + it)∣∣χQ ν,m
)ql(·)} 1ql(·) ∥∥∥∥∥
Lpl(·)

∥∥S∞ p(·)q(·)pl(·) ∥∥Lpl(·) .
Since log p0 and log p1 are bounded, we are in the position of using Proposition 2.4 to obtain
∥∥S∞ p(·)q(·)pl(·) ∥∥Lpl(·) =
∥∥∥∥∥
( ∞∑
j=0
∑
m˜∈Zn
R j,m˜
q(·)χQ j,m˜
) p(·)
q(·)pl(·)
∥∥∥∥∥
Lpl(·)
 1.
Consequently, we obtain
∥∥∥∥∥
{ ∞∑
ν=0
(
2νsl(·)
∑
m∈Zn
∣∣Λν,m(l + it)∣∣χQ ν,m
)ql(·)} 1ql(·) ∥∥∥∥∥
Lpl(·)
 1. (16)
Now we deﬁne
F (z, x) =
∞∑
ν=0
∑
m∈Zn
Λν,m(z)aν,m(x).
If we combine (16) and Proposition 2.7, then we have
F (θ) = f , ∥∥F (l + it)∥∥
F
sl(·)
pl(·),ql(·)
 1.
Hence it follows from Deﬁnition 1.3 that
‖ f ‖
(F
s0(·)
p0(·),q0(·),F
s1(·)
p1(·),q1(·))θ
 ‖ f ‖
F s(·)p(·),q(·)
.
Therefore, the proof of Theorem 1.4 is complete. 
4. Proof of Theorem 1.11
We outline the proof of Theorem 1.11. First we prove that(
Bs0(·)p0(·),q0(·), B
s1(·)
p1(·),q1(·)
)
θ
⊂ Bs(·)p(·),q(·)
(
R
n) (17)
in Step 1 and then(
Bs0(·)p0(·),q0(·), B
s1(·)
p1(·),q1(·)
)
θ
⊃ Bs(·)p(·),q(·)
(
R
n) (18)
in Step 2.
Proof. Step 1. Let f (z) ∈ F (Bs0(·)p0(·),q0(·), B
s1(·)
p1(·),q1(·)) and ‖ f (z)‖F (Bs0(·)p0(·),q0(·),Bs1(·)p1(·),q1(·))
= 1. Then we see that
∥∥2ksl(·)∣∣gk(·, l + it)∣∣∥∥Lpl(·)  ∥∥2ksl(·)∣∣gk(·, l + it)∣∣∥∥ql(·)(Lpl(·))  1
for any t ∈ R, k ∈ N0 and l = 0,1. Let r be chosen so that
688 T. Noi, Y. Sawano / J. Math. Anal. Appl. 387 (2012) 676–6900<
√
r < min
{
1, (q0)−, (q1)−,
(p0)−
(q0)+
,
(p1)−
(q1)+
}
.
Then, for any k ∈ N0, we see that∥∥(2ks0(·)rak(·)) q0(·)r ∥∥
L
p0(·)
q0(·)
 1 and
∥∥(2ks1(·)rbk(·)) q1(·)r ∥∥
L
p1(·)
q1(·)
 1
by the Minkowski inequality and Proposition 2.4. Here, ak and bk are the same as in Step 1 of the proof of Theorem 1.4. Let
Γk =max
{∥∥(2ks0(·)rak(·)) q0(·)r ∥∥
L
p0(·)
q0(·)
,
∥∥(2ks1(·)rbk(·)) q1(·)r ∥∥
L
p1(·)
q1(·)
}
.
Then,
∫
Rn
(
(2ks(x)r |gk(x, θ)|r) q(x)r
Γk
) p(x)
q(x)
dx
∫
Rn
(
(2k0s0(x)rak(x))
q(x)(1−θ)
r (2k0s1rbk(x))
q(x)θ
r
Γk
) p(x)
q(x)
dx
=
∫
Rn
(
(2k0s0(x)rak(x))
1−θ
r (2k0s1rbk(x))
θ
r
Γ
1−θ
q0(x)
k Γ
θ
q1(x)
k
)p(x)
dx
=
∫
Rn
(
2ks0(x)rak(x)
Γ
r
q0(x)
k
) p(x)(1−θ)
r
(
2ks1(x)rbk(x)
Γ
r
q1(x)
k
) p(x)θ
r
dx.
By the Hölder inequality, we see that
∫
Rn
(
(2ks(x)r |gk(x, θ)|r) q(x)r
Γk
) p(x)
q(x)
dx 1.
Or equivalently,∥∥(2ks(·)∣∣gk(·, θ)∣∣)q(·)∥∥
L
p(·)
q(·)
 Γk.
Inserting the deﬁnition of Γ , we have
∞∑
k=0
∥∥(2ks(·)∣∣gk(·, θ)∣∣)q(·)∥∥
L
p(·)
q(·)

∞∑
k=0
∥∥(2ks0(·)rak(·)) q0(·)r ∥∥
L
p0(·)
q0(·)
+
∞∑
k=0
∥∥(2ks1(·)rbk(·)) q1(·)r ∥∥
L
p1(·)
q1(·)
.
By the Hölder inequality and the fact that q0(·)/√r > 1, we see that
∞∑
k=0
∥∥(2ks0(·)rak(·)) q0(·)r ∥∥
L
p0(·)
q0(·)
=
∞∑
k=0
∥∥∥∥
(∫
Rn
2ks0(·)r
∣∣gk(·, it)∣∣r μ0(θ, t)1− θ dt
)q0(·)/√r∥∥∥∥
1√
r
L
p0(·)
q0(·)
√
r

∞∑
k=0
∥∥∥∥
∫
Rn
(
2ks0(·)
√
r
∣∣gk(·, it)∣∣√r)q0(·) μ0(θ, t)1− θ dt
∥∥∥∥∥
1√
r
L
p0(·)
q0(·)
√
r
.
By the Minkowski inequality and the fact that q0(·)√r < p0(·), we see that
∞∑
k=0
∥∥(2ks0(·)rak(·)) q0(·)r ∥∥
L
p0(·)
q0(·)

∞∑
k=0
∥∥∥∥∥
∫
Rn
(
2ks0(·)
√
r
∣∣gk(·, it)∣∣√r)q0(·) μ0(θ, t)1− θ dt
∥∥∥∥∥
1√
r
L
p0(·)
q0(·)
√
r

∞∑
k=0
(∫
Rn
∥∥2ks0(·)q0(·)√r∣∣gk(·, it)∣∣q0(·)√r∥∥
L
p0(·)
q0(·)
√
r
μ0(θ, t)
1− θ dt
) 1√
r

{∫
Rn
( ∞∑
k=0
∥∥2ks0(·)q0(·)√r∣∣gk(·, it)∣∣q0(·)√r∥∥ 1√r
L
p0(·)
q0(·)
√
r
)√r
μ0(θ, t)
1− θ dt
} 1√
r
 1.
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∞∑
k=0
∥∥(2ks1(·)rbk(·)) q1(·)r ∥∥
L
p1(·)
q1(·)
 1.
Putting together these observations, we obtain
∞∑
k=0
∥∥(2ks(·)∣∣gk(·, θ)∣∣)q(·)∥∥
L
p(·)
q(·)
 1.
Hence, it follows from the deﬁnition of gk that we have∥∥ f (θ)∥∥
Bs(·)p(·),q(·)
 1.
This proves (17).
Step 2. We can decompose f as follows: f = ∑ν∈N0 ∑m∈Zn λν,maν,m , where each aν,m satisﬁes supp(aν,m) ⊂ 3Q ν,m ,
‖∂αaν,m‖∞  2|α|ν and the coeﬃcient λ = {λν,m}ν∈N0,m∈Zn satisﬁes
λν,m  0
(
ν ∈ N0, m ∈ Zn
)
,
∥∥∥∥
{
2νs(·)
∑
m∈Zn
λν,mχQ ν,m
}∞
ν=0
∥∥∥∥
q(·)(Lp(·))
 ‖ f ‖
Bs(·)p(·),q(·)
. (19)
It counts that we do not have to postulate the moment condition on aν,m . By normalization, we assume that ‖ f ‖Bs(·)p(·),q(·) = 1.
Let
βν =
∥∥∥∥
(
2νs(·)
∑
m∈Zn
λν,mχQ ν,m
)q(·)∥∥∥∥
L
p(·)
q(·)
.
We deﬁne a holomorphic function Λ′ν,m by
Λ′ν,m(z) =
{
1
|Q ν,m|
∫
Q ν,m
2ν
ρ1(y,z)
K λν,m
ρ2(y,z)
K
( ∑
m˜∈Zn
β−1ν Rν,m˜q(y)χQ ν,m˜ (y)
) ρ3(y,z)
K
dy
}K
,
where K is a large integer and ρ1, ρ2 and ρ3 are the same as in Step 2 of the proof of Theorem 1.4. Abbreviate∑
m˜∈Zn Rν,m˜q(y)χQ ν,m˜ (y) to S ′ν(y). By using Proposition 1.10 and the same argument of Step 2 in Section 3, we see that∥∥∥∥
{ ∑
m∈Zn
∣∣2νsl(·)Λ′ν,m(l + it)∣∣χQ ν,m (·)
}∞
ν=0
∥∥∥∥
ql(·)(Lpl(·))

∥∥∥∥
{(
ην,M(y) ∗
[ ∑
m∈Zn
β
−ρ3(y,l)
K
ν Rν,m
q(y)
Kql(y) S
′ ρ3(y,l)K
ν χQ ν,m
]
(·)
)K}∞
ν=0
∥∥∥∥
ql(·)(Lpl(·))
=
∥∥∥∥
{
ην,M(y) ∗
[ ∑
m∈Zn
β
−ρ3(y,l)
K
ν Rν,m
q(y)
Kql (y) S
′ ρ3(y,l)K
ν χQ ν,m
]
(·)
}∞
ν=0
∥∥∥∥
K
Kql (·)(LKpl(·))

∥∥∥∥
{
β
1
ql(·) −
p(·)
q(·)pl(·)
ν
∑
m∈Zn
Rν,m
p(·)
pl(·) χQ ν,m
}∞
ν=0
∥∥∥∥
ql(·)(Lpl(·))
. (20)
We estimate the right-hand side of (20). By the deﬁnition of βν we see that
1 =
∫
Rn
{
(β
1
ql(·) −
p(·)
q(·)pl(·)
ν
∑
m∈Zn Rν,m
p(·)
pl(·) χQ ν,m )
ql(x)
βν
} pl(x)
ql(x)
dx
=
∫
Rn
(∑
m∈Zn R
q(x)
ν,mχQ ν,m
βν
) p(x)
q(x)
dx.
This implies that∥∥∥∥
(
β
1
ql(·) −
p(·)
q(·)pl(·)
ν
∑
n
Rν,m
p(·)
pl(·) χQ ν,m
)ql(·)∥∥∥∥∥ pl(·)
q (·)
 βν. (21)
m∈Z L l
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{ ∑
m∈Zn
∣∣2νsl(·)Λ′ν,m(l + it)∣∣χQ ν,m (·)
}∞
ν=0
∥∥∥∥
ql(·)(Lpl(·))
 1 (22)
by (20) and (21). Now we deﬁne
F (z, x) =
∞∑
ν=0
∑
m∈Zn
Λ′ν,m(z)aν,m(x).
If we combine (22) and Proposition 2.8, then we have
F (θ) = f , ∥∥F (l + it)∥∥
B
sl(·)
pl(·),ql(·)
 1.
Hence it follows from Deﬁnition 1.9 that
‖ f ‖
(B
s0(·)
p0(·),q0(·),B
s1(·)
p1(·),q1(·))θ
 ‖ f ‖
Bs(·)p(·),q(·)
.
This proves (18). Therefore, the proof of Theorem 1.11 is complete. 
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