Abstract. In this paper, we employ the reduced basis method as a surrogate model for the solution of linear-quadratic optimal control problems governed by parametrized elliptic partial differential equations. We present a posteriori error estimation and dual procedures that provide rigorous bounds for the error in several quantities of interest: the optimal control, the cost functional, and general linear output functionals of the control, state, and adjoint variables. We show that, based on the assumption of affine parameter dependence, the reduced order optimal control problem and the proposed bounds can be efficiently evaluated in an offline-online computational procedure. Numerical results are presented to confirm the validity of our approach.
and associated a posteriori error estimation procedures have been derived to estimate the error in the optimal value of the cost functional. However, the bounds in [28] , although rigorous, require solution of the underlying high-dimensional problem and are thus online-inefficient; whereas the estimates in [4, 5] , although efficient to evaluate, are not rigorous upper bounds for the error.
In this paper we employ the reduced basis method as a surrogate model for the solution of the optimal control problem. The reduced basis method is a model order reduction technique which provides efficient yet reliable approximations to solutions of parametrized partial differential equations in the many-query or realtime context [19, 24] ; also see [26] for a review of contributions to the methodology and further references. The methodology is thus ideally suited for the solution of parametrized PDE-constrained optimal control problems. In a recent note [7] we considered elliptic optimal control problems involving a scalar control and proposed rigorous and efficiently evaluable a posteriori error bounds for the optimal control and the associated cost functional. Our approach thus allows not only the efficient real-time solution of the reduced optimal control problem, but also the efficient real-time evaluation of the quality of the suboptimal solution. We also refer to [15] for an extension of these ideas to problems involving distributed controls. Recently, a reduced basis approach to optimal control problems based on a saddle-point formulation has been considered in [20] .
Here, we extend the work in [7] in the following directions: First, we introduce new a posteriori error bounds based on a dual approach. To this end, we note that each component of the optimal control is in fact a linear output of the optimality system. We thus build on the ideas in [23] to obtain superconvergent a posteriori error bounds for the optimal control and, more generally, for linear output functionals of the state, adjoint, and control. We show that the duality-based error bounds can be efficiently evaluated using the standard offlineonline computational procedure. Recall that dual techniques have been used successfully in [9, 24, 29] to improve the convergence of reduced basis output approximations and the associated output bounds. We also generalize the optimal control problem discussed in [7] by (i) considering problems involving multiple control inputs; and (ii) introducing a more general parametrization of the cost functional. Concerning the latter, we show that our approach directly applies to cost functionals involving an (affinely) parametrized desired state (or control) and that we can also allow the regularization parameter to vary. This paper is organized as follows. In Section 1 we briefly review the reduced basis recipe for linear secondorder elliptic partial differential equations (PDEs). The optimal control problem is discussed in Section 2: we start with the general problem statement, state the first order optimality conditions, and illustrate how the reduced basis method can be applied as a surrogate model. In Section 3 we introduce rigorous and efficiently evaluable a posteriori error bounds for several quantities of interest: the optimal control, the associated cost functional, and general linear output functionals of the state, adjoint and control variables. Finally, in Section 4, we present numerical results for a stationary heat conduction model problem that show the validity of our approach.
The Reduced Basis Method
We start with the general problem formulation and a brief review of the reduced basis approximation and associated a posteriori error estimation procedures for linear second-order elliptic partial differential equations. The derivation of our a posteriori error bounds for the optimal control problem in Section 3 relies heavily on these -by now -standard results.
Problem Formulation
Let Y e with H 1 0 (Ω) ⊂ Y e ⊂ H 1 (Ω) be a Hilbert space over the bounded Lipschitz domain Ω ⊂ R d , d = 1, 2, 3, with boundary Γ. 1 The inner product and induced norm associated with Y e are given by (·, ·) Ye and · Ye = (·, ·) Ye , respectively; we assume that the norm · Ye is equivalent to the H 1 (Ω)-norm [25] . In anticipation of the optimal control problem considered in Section 2 we also introduce the finite-dimensional control space U = R m , m ∈ N, together with its standard euclidean inner product (·, ·) U and induced norm · U = (·, ·) U . 1 The subscript e denotes "exact".
We denote the associated dual spaces of Y e and U by Y e and U , respectively. Furthermore, we let D ⊂ R P be a prescribed P -dimensional compact parameter set in which our P -tuple (input) parameter µ = (µ 1 , . . . , µ P ) resides.
We next introduce the parameter dependent bilinear form a(·, ·; µ) : Y e × Y e → R. We shall assume that a(·, ·; µ) is continuous, γ e (µ) = sup for some (preferably) small integer Q a . Here, the coefficient functions Θ q a : D → R are continuous and depend on µ, but the continuous bilinear forms a q do not depend on µ. We recall that the affine parameter dependence is crucial for the efficiency of the reduced basis method (see [8] for an extension to nonaffine problems). Finally, we introduce the continuous and linear operator B : U → Y e , given by
where b 1 , . . . , b m are given bounded linear functionals on Y e and u = (u 1 , . . . , u m ) T ∈ U is the control with control components u i ∈ R, 1 ≤ i ≤ m. For simplicity, we assume that the functionals b 1 , . . . , b m do not depend on the parameter; however, (affine) parameter dependence of the b i and thus of the operator B itself is readily admitted [26] .
We may now introduce the exact problem statement: For any parameter µ ∈ D and fixed control u ∈ U, find y e ≡ y e (µ) ∈ Y e 2 such that 5) where ·, · Y e ,Ye denotes the dual pairing between Y e and Y e . This equation will act as the PDE constraint for the optimal control problem considered in Section 2.
Truth Approximation
We next introduce a "truth" finite element approximation space Y ⊂ Y e of very large dimension N . Note that Y shall inherit the inner product and norm from Y e : (·, ·) Y = (·, ·) Ye and · Y = · Ye . Clearly, the continuity and coercivity properties of the bilinear form a are inherited by the "truth" approximation, i.e.,
Our truth approximation to the exact problem (1.5) is then: Given µ ∈ D and u ∈ U,
(1.8) We shall assume that the truth space Y is sufficiently rich such that y(µ) and y e (µ) are indistinguishable. We further recall that the reduced basis approximation shall be built upon -and the reduced basis error thus evaluated with respect to -the truth solution y(µ) ∈ Y .
Reduced Basis Approximation
We assume that we are given the nested parameter samples D N ≡ {µ 1 ∈ D, . . . , µ N ∈ D}, 1 ≤ N ≤ N max , and associated Lagrangian reduced basis spaces, Y N = span{y(µ n ), 1 ≤ n ≤ N }, 1 ≤ N ≤ N max , consisting of so-called snapshots, i.e., solutions y of (1.8) for all µ ∈ D N . In actual practice, we construct D N using a Greedy sampling procedure [30] . For stability considerations the snapshots are orthogonalized to obtain a set of mutually (·, ·) Y -orthogonal basis functions
The reduced basis approximation is then obtained by a standard Galerkin projection onto the reduced basis space: Given µ ∈ D and u ∈ U, find
(1.9)
A Posteriori Error Estimation
A posterior error estimation procedures play a decisive role in the reduced basis method. The error bounds help to (i) efficiently and rigorously assess the error introduced by the reduced basis approximation; and (ii) drive the Greedy procedure for generating the reduced basis space Y N .
To begin, we specify the inner product (v, w) Y = . We next assume that we are given a positive lower bound α LB (µ) : D → R + for the coercivity constant α(µ) such that
(1.10)
various recipes exist to construct this lower bound [10, 24, 31] . We can now state the standard Y -norm error bound in Theorem 1.1. We repeat the short proof here since the derivation of our new error bounds in the optimal control setting is, in fact, an extension of this standard result. Theorem 1.1. Let y ∈ Y be the solution to the truth problem (1.8) and y N ∈ Y N be the corresponding reduced basis approximation satisfying (1.9). The error then satisfies
where the residual r(·; µ) : Y → R is given by r(v; µ) = Bu, v Y ,Y − a(y N , v; µ), ∀v ∈ Y , and its dual norm by
Proof. It follows from (1.8) and the definition of the residual r(v; µ) that the reduced basis error, y −y N , satisfies
(1.12)
Choosing v = y − y N in (1.12), invoking (1.7), (1.10), and the dual norm of the residual, we obtain 13) from which the result directly follows.
Computational Procedure
The affine parameter dependence of the bilinear form a allows an efficient offline-online computational procedure to evaluate the reduced basis approximation y N and associated a posteriori error bound ∆ N (µ). We briefly recall the essential steps of the former and then summarize the online computational cost to evaluate y N and ∆ N (µ); we refer to [26] for more details.
We express 14) where 
The offline computational cost clearly depends on N : we need to solve for the basis functions ζ i , 1 ≤ i ≤ N , and precompute the parameter-independent matrices A q N , 1 ≤ q ≤ Q a , and B N ; the offline cost associated to ∆ N (µ) also depends on N [26] . In the online stage, for each new parameter value µ, we assemble the parameter-dependent matrix A N (µ) at cost O(Q a N 2 ) and then solve (1.14) at cost O(N 3 ). We subsequently evaluate ∆ N (µ) online at cost O((Q a N + m)
2 ). The computational cost in the online stage is thus independent of the truth finite element dimension N .
Parametrized Optimal Control Problem
In this section we introduce the parametrized linear-quadratic optimal control problem with elliptic PDE constraint. We recall the first-order necessary (and in our case sufficient) optimality conditions and employ the reduced basis method for the efficient solution of the resulting optimality systems.
General Problem Statement
We consider the problem setting as stated in Section 1. We next introduce the quadratic cost functional J(·, ·; µ) : Y e × U → R given by
where
, ∀µ ∈ D, and u d ∈ U = R m are the desired state and control, respectively; and λ > 0 is the regularization parameter. We shall assume that y d (µ) satisfies an affine parametric dependence, i.e., we can express
for some (preferably) small integer Q yd . We note that, similar to the affine decomposition (1.3), the coefficient functions Θ q yd : D → R are continuous and depend on µ, but the functions y q d ∈ L 2 (D) do not depend on µ. For simplicity, we assume that the desired control u d is parameter-independent; however, (affine) parameter dependence is readily admitted. Furthermore, for our model problem in Section 4 we will also consider the regularization parameter λ itself as a varying input parameter.
We can now state the parametrized optimal control problem as min J(y e , u e ; µ) s.t. (y e , u e ) ∈ Y e × U solves a(y e , v; µ) = Bu e , v Y e ,Ye , ∀v ∈ Y e .
(P e )
It follows from our assumptions that there exists a unique optimal solution (y * e , u * e ) to (P e ) [18] . Employing a Lagrangian approach we obtain the first-order optimality system consisting of the state equation, the adjoint equation, and the optimality condition: Given µ ∈ D, the optimal solution (y * e , p * e , u * e ) ∈ Y e × Y e × U satisfies a(y * e , φ; µ) = Bu * e , φ Y e ,Ye , ∀φ ∈ Y e , (2.3a)
Here, p e is the adjoint variable and the superscript * denotes optimality. Furthermore, the linear and bounded dual operator of B in (2.3c) is given by B : Y e → U, where we identify (Y e ) with Y e and U with U. From the relationship 4) it follows that, for given φ ∈ Y e , the dual operator B φ can be expressed as
We note that for the linear-quadratic optimal control problem (P e ) the first-order conditions (2.3) are necessary and sufficient for the optimality of (y * e , u * e ).
Truth Approximation
In general, we of course cannot expect to find an analytic solution to (2.3). We thus replace the infinitedimensional Ansatz-space Y e for the PDE constraint by our truth approximation space Y ⊂ Y e introduced in Section 1.1.1. The corresponding truth optimal control problem is then given by
The associated first-order optimality system reads: Given µ ∈ D, the optimal solution (y
We note that the Ansatz and test spaces are identical for the state and adjoint equations. This corresponds to a "first-discretize-then-optimize" approach and ensures that the solution of the optimality system (2.6) is indeed also an optimal solution of the truth optimal control problem (P). The optimality system (2.6) constitutes a coupled set of equations of dimension 2N +m and is thus expensive to solve, especially if one is interested in various values of µ ∈ D. Our goal is therefore to significantly speed up the solution of (2.6) by employing the reduced basis approximation as a surrogate model for the PDE constraint in (P).
Reduced Basis Approximation
We first assume that we are given the "integrated" reduced basis spaces
where the ζ n , 1 ≤ n ≤ N , are mutually (·, ·) Y -orthogonal basis functions and N, N max are even. We comment on the Greedy sampling procedure to construct the spaces Y N in Section 3.5.
We next replace the truth approximation of the PDE constraint in (P) by its reduced basis approximation. The reduced basis optimal control problem is thus given by
We can also directly state the associated first-order optimality system: Given µ ∈ D, find (y *
The reduced basis optimality system is only of dimension 2N + m and can be evaluated efficiently using an offline-online computational decomposition. Before presenting the details in the next section we make several remarks.
We note that we use a single reduced basis Ansatz and test space for the state and adjoint equations. The reason is twofold: first, the reduced basis optimality system (2.8) reflects the reduced basis optimal control problem (P N ) only if the spaces of the state and adjoint equations are identical; and second, using different spaces may result in an unstable system (2.8). This issue is closely related to the stability of reduced basis formulations for saddle point problems, see [6] for details. If we use the same space Y N for the state and the adjoint equation, on the other hand, the system (2.8) is provably stable. Finally, since the state and adjoint solutions need to be well-approximated using the single space Y N , we choose "integrated" spaces, i.e., we integrate both snapshots of the state and adjoint equations into the space Y N defined in (2.7).
Computational Procedure
We now turn to the computational details of the reduced basis approximation of the optimality system. To this end, we express the reduced basis state and adjoint solutions as
, where e i denotes the i-th unit vector in R m , the reduced basis optimality system can be expressed in terms of the (2N + m)
Here, A N (µ) ∈ R N ×N and B N ∈ R N ×m are the matrices defined in Section 1. 
Finally, to allow an efficient evaluation of the cost functional in the online stage, we also assemble and store the
The offline-online decomposition is now clear. In the offline stage -performed only once -we first construct the reduced basis space Y N . We then assemble the parameter-independent quantities
The computational cost clearly depends on the truth finite element dimension N . In the online stage -for each new parameter value µ -we first assemble the parameter-dependent quantities
and O(Q yd N ) operations, respectively. We then solve the reduced basis optimality system (2.9) at cost O( (2N + m) 3 ). Given the reduced basis optimal solution, the cost functional can then be evaluated efficiently from
Hence, the computational cost for the online stage is independent of N , the dimension of the underlying "truth" finite element approximation space. Since N N , we expect significant computational savings in the online stage relative to the solution of (2.6). However, we need to rigorously and efficiently assess the error introduced.
A Posteriori Error Estimation
We will now develop a posteriori error bounds for several quantities of interest: the error in the optimal control, the error in the associated cost functional, and the error in a given linear output functional of the optimal solution. We note that the a posteriori error bounds are not only crucial to confirm the fidelity of the reduced basis solution of the optimal control solution, but are also an essential ingredient in the Greedy procedure to generate the reduced basis space Y N .
We start with the control and cost functional bounds in Section 3.1 and Section 3.2, respectively. In Section 3.3 we then propose a dual approach which considerably improves the convergence rate of our control error bound. The error bounds introduced are rigorous upper bounds for the true errors and are efficient to compute; we summarize the computational procedure in Section 3.4. Finally, we present the Greedy procedure to generate Y N in Section 3.5.
Error Bound for the Optimal Control
We first consider the error in the optimal control. Our derivation is an extension of the results for scalar controls in [7] and is based on the following result from [28] (see Theorem 4.11 in [28] for the proof).
Theorem 3.1. Let u * and u * N be the optimal solutions to the truth and reduced basis optimal control problems (P) and (P N ), respectively. The error in the optimal control then satisfies
We note that y(u * N ) is the solution of the (truth) state equation (2.6a) with control u * N instead of u * , and p (y(u * N )) is the solution of the (truth) adjoint equation (2.6b) with y(u * N ) instead of y * (u * ) on the right-hand side. Evaluation of the bound (3.1) thus requires a solution of both truth approximations and is computationally expensive. In contrast, our new bound is online-efficient, i.e, its evaluation is independent of N . The underlying idea is to replace the truth approximation p(y(u * N )) in (3.1) with the reduced basis approximation p * N (y * N (u * N )) and to bound the error term p(y(u *
Before we continue, let us make some notational remarks. Following the notation and terminology in [4] , we refer toẽ y = y(u * N )−y * N (u * N ) as the state predictability error and toẽ
as the adjoint predictability error. They reflect the ability of the corresponding reduced basis solutions to approximate the truth state and adjoint solutions for a prescribed control. In contrast, we define the state, adjoint, and control optimality errors as e y, * = y
, and e u, * = u * − u * N , respectively. We start with the following definition. 
Note that since we do not reduce the already low-dimensional control space U, the residual of the optimality condition vanishes, i.e., we in fact have r u (ψ; µ) = 0, ∀ψ ∈ U.
Before stating the main result we require the following two intermediate results.
Lemma 3.3. The state predictability error,ẽ
where r y (φ; µ) is the state residual defined in (3.2), y * N (u * N ) is the solution of (2.8a), and y(u * N ) is the solution of the truth state equation (2.6a) with control u * N . This is the standard a posteriori error bound for coercive elliptic PDEs, cf. Theorem 1.1 for the proof.
where r p (ϕ; µ) is the adjoint residual defined in
) is the solution of (2.8b), and p (y(u * N )) is the solution of the truth adjoint equation (2.6b) with y(u * N ) on the right-hand side. Proof. We note from the definition of the adjoint residual, r p (ϕ; µ), and (2.6b) that the error,ẽ p , satisfies
We now choose ϕ =ẽ p , invoke (1.7), (1.10), the definition of the dual norm of the residual, and the CauchySchwarz inequality to obtain
The desired result directly follows from the definition of C D and Lemma 3.3.
We note that this proof is in fact a simple extension of the proof of Theorem 1.1. The main difference is the additional error term due to the change in the right hand sides of equations (2.6b) and (2.8b). This error in the right hand side propagates and results in the additional term in the error bound (3.6).
We are now ready to state the optimal control error bound in Proposition 3.5. Let u * and u * N be the optimal solutions to the truth and reduced basis optimal control problems, respectively. Given∆ p N (µ) defined in (3.6), the error in the optimal control satisfies
Proof. We append ±B p * N (y * N (u * N )) to the bound in (3.1) and invoke (2.8c) to obtain
Furthermore, from the definition of the dual operator B and the dual norm of b 1 , . . . , b m we have
The desired result directly follows from Lemma 3.4.
Error Bound for the Cost Functional
Given the error bound ∆ u, * N (µ) for the optimal control we may readily derive a bound for the error in the cost functional. We require the following two preparatory lemmata stating the a posteriori error bounds for the state and adjoint optimality errors. We note that the proofs of these lemmata are similar to the proof of Lemma 3.4, i.e., the error in the optimal control -or, more precisely, the error bound of the optimal control -propagates and appears as an additional term in the state and adjoint optimality error bound.
Lemma 3.6. The state optimality error, e y, * = y
Proof. We note from (3.2) and (2.6a) that the error, e y, * , satisfies
We now choose φ = e y, * , invoke (1.7), (1.10), the definition of the dual norm of the residual and the linear functionals b 1 , . . . , b m to obtain
We use the Cauchy-Schwarz inequality and invoke Proposition 3.5 to obtain the desired result.
Lemma 3.7. The adjoint optimality error, e p, * = p
Proof. We note from (3.3) and (2.6b) that the error, e p, * , satisfies
We now choose ϕ = e p, * , invoke (1.7), (1.10), the definition of the dual norm of the residual, and the CauchySchwarz inequality to obtain
The desired result directly follows from the definition of C D and Lemma 3.6.
We can now state Proposition 3.8. Let J * = J(y * , u * ; µ) and J * N = J(y * N , u * N ; µ) be the optimal values of the cost functionals of the truth and reduced basis optimal control problems, respectively. The error then satisfies
Proof. We use the standard result from [2] to estimate the error in the cost functional by
The result follows from Lemma 3.6 and 3.7.
We briefly remark at this point that our a posteriori bounds defined in (3.9) and (3.18) are rigorous upper bounds for the true errors and that the standard reduced basis offline-online computational procedure directly applies -online evaluation of ∆ 
Duality Based Error Bound
In this section we propose superconvergent a posteriori error bounds for linear output functionals of the state, adjoint, and control by employing dual techniques. Since each control component u 1 , . . . , u m is a linear output of the optimal solution x * = (y * , p * , u * ), this approach allows us to considerably improve the control error bound (3.9) -and subsequently also the cost functional error bound (3.18). Dual techniques are widely used in PDE approximations to obtain superlinear convergence of linear output functionals [23] ; also see for example [3, 22] in the finite element context. These ideas have also been used successfully to improve the convergence of reduced basis output approximations and the associated a posteriori error bounds in [9, 24, 29] .
We note from (3.18) that the cost error bound ∆ If the actual error in the control converges superlinearly, the effectivities, i.e., the ratio of the error bound and the actual error, will thus grow with the dimension N of the reduced basis approximation. We will observe and comment on this behavior in Section 4; also see the results in [7] .
Our goal is to avoid this growth of the effectivity with N by employing dual techniques. We first derive the theory for a general linear output functional of the optimal solution x * = (y * , p * , u * ) and then state the results for the improved control and cost functional error bounds.
Linear Output Functional
We start by writing the truth optimality system (2.6a) -(2.6c) in a more condensed form. To this end, we introduce the product space X = Y × Y × U and define, for any µ ∈ D, the bilinear form h(·, ·; µ) : X × X → R as
The optimality system (2.6a) -(2.6c) can then be written compactly as: Given µ ∈ D, the optimal solution
21) where z = (φ, ϕ, ψ) and the bounded linear functional f ∈ X is defined as
We are interested in the evaluation of a linear output (x * ) of the optimal solution x * = (y * , p * , u * ). Here, ∈ X is a bounded linear output functional which is composed of its components y , p ∈ Y and u ∈ U and is given by (z) = y (φ) + p (ϕ) + u (ψ). Note that we obtain the control component u i as output by simply choosing y (φ) = p (ϕ) = 0 and u (ψ) = ψ i ; similarly, we can set p (ϕ) = u (ψ) = 0 and y (φ) = 0 if we are interested in a linear output of the state y.
We can also directly state the reduced basis optimality system (2.8) in this form: Given µ ∈ D, find
we then obtain the reduced basis output approximation from (x * N ). We next introduce the associated truth dual problem [23] : Given µ ∈ D, the dual variablex
24) The left-hand side of the dual problem (3.24) has the form 25) and -by sorting with respect to the test functions -the dual problem (3.24) can thus be written in extended form as
We note that the variablesŷ andp in the dual optimality system have switched the roles compared to y and p in the primal optimality system. We thus will refer to (3.26b) as the dual state equation and to (3.26a) as the dual adjoint equation. At this point we should in fact remark on a conflict in notation. Although the expressions "dual" and "adjoint" are often used interchangeably, we need to distinguish between the two, i.e., we refer to (2.6) as the primal optimality system containing the primal state equation, primal adjoint equation, and primal optimality condition, and to (3.26) as the dual optimality system containing the dual state equation, dual adjoint equation, and dual optimality condition.
It remains to introduce the reduced basis approximation of the dual problem (3.24) . In analogy to the primal problem we introduce the "integrated" dual reduced basis spaceŝ 27) where the ζ du m , 1 ≤ m ≤ M , are mutually (·, ·) Y -orthogonal basis functions and M, M max are even. We comment on the Greedy sampling procedure to construct the spacesŶ M in Section 3.5. The dual reduced basis optimality system is then: Given µ ∈ D, findx *
We can now prove the following bound for the error in the output functional.
Theorem 3.9. Let x * ∈ X and x * N ∈ X N be the optimal solutions to the primal truth and reduced basis optimality systems (2.6) and (2.8), respectively. Furthermore, letx * ∈ X andx * M ∈X M be the optimal solutions to the dual truth and reduced basis optimality systems (3.26) and (3.28), respectively. The error in the output functional then satisfies
Proof. From the linearity of the output functional and the definition of the dual problem (3.24) we obtain
Furthermore, for every z = (φ, ϕ, ψ) T ∈ X the error residual relationship
holds by Definition 3.2. We now choose z =x * and obtain
The result now follows directly from the definition of the dual norms of the residuals.
Note that r y and r p are the residuals associated to the primal optimality system and that their dual norms r y (·; µ) Y and r p (·; µ) Y as well as the residual correction terms r y (ŷ * M ; µ) and r p (p * M ; µ) can be evaluated efficiently using an offline-online decomposition; see Section 3.4. However, we still need to develop efficiently evaluable a posteriori error bounds for the dual optimality errorsŷ * −ŷ * M andp * −p * M . Fortunately, the derivation of these bounds follows directly from the analysis in Section 3.1 and Section 3.2: we first derive bounds for the dual predictability errors and the dual optimal "control"û * −û * M ; we then employ the dual control error bound to obtain the dual optimality error bounds. We summarize the necessary results in Appendix A. Given the dual optimality error bounds, we can state the main result of this section. Proposition 3.10. Let x * and x * N be the optimal solutions to the primal truth and reduced basis optimality systems, respectively. Furthermore, letx * andx * M be the optimal solutions to the dual truth and reduced basis optimality systems, respectively. The error in the output functional then satisfies The primal-dual error bound ∆ , * N,M (µ) obviously depends on the dimensions of the primal and dual reduced basis approximations through the primal residuals and the dual optimal solutions and associated bounds. We present the computational procedure to evaluate ∆ , * N,M (µ) in Section 3.4.
Optimal Control
For low-dimensional control spaces we may employ the dual approach to obtain superlinear convergent a posteriori error bounds for the optimal control. To this end, we consider the linear output functional ui (z) = ψ i for z = (φ, ϕ, ψ) ∈ X associated to the i-th control component u i . The error in the i-th control component then coincides with the error for the functional ui and is thus bounded by
Consequently, for the error in the optimal control we directly obtain Corollary 3.11. Let x * and x * N be the optimal solutions to the primal truth and reduced basis optimal control problems, respectively. The error in the optimal control then satisfies
We note that the evaluation of the primal-dual error bound (3.38) requires m dual problems in addition to the primal optimal control problem and is thus feasible only for problems involving a modest number of controls.
Cost Functional
We mentioned in the beginning of Section 3.3 that the (primal-only) cost error bound ∆ J, * N (µ) defined in (3.18) is already superconvergent. However, the cost error bound can still benefit indirectly from the dual approach. As pointed out in Section 3.2, the control error bound propagates and enters as an additional error term in the state and adjoint optimality error bounds. A sharper (primal-dual) control error bound will hence lead to sharper optimality error bounds and finally to a sharper cost error bound.
The approach is as follows: we replace the control error bound ∆ 
and subsequently the primal-dual adjoint optimality error bound
These bounds in turn allow to develop a new primal-dual cost functional error bound given by
Here, the primal-only state and adjoint optimality error bounds ∆ N + m) 2 + (Q a N + N + Q yd ) 2 ) operations, and is thus independent of N .
Dual Problem
The computational procedure for the reduced basis approximation of the dual optimality system is analogous to the one for the primal problem. We express the reduced basis dual state and adjoint solution asŷ
and denote the coefficient vectors byŷ
If we choose as test
, where e i denotes the i-th unit vector in R m , the dual reduced basis optimality system can be expressed in terms of the + m) 3 ). Hence, the computational cost for the online stage is independent of N .
Duality Based Error Bound
For the evaluation of the primal-dual error bound ∆ , * N,M (µ) in (3.36) we additionally need the following ingredients: the dual norms of the dual residuals rp(·; µ) Y and rŷ(·; µ) Y and the residual correction terms r y (ŷ M ; µ) and r p (p M ; µ). Again, the offline-online decomposition for the dual norms of the residuals is standard; we thus focus on the residual correction terms.
In the offline stage, given Y N andŶ M , we assemble the parameter-independent matrices A q N,M ∈ R N ×M ,
In the online stage, given a new parameter µ ∈ D and associated optimal solutions x * N andx * M , we evaluate the residual correction terms from
The overall computational cost to evaluate ∆ , *
and thus independent of N .
Greedy Algorithm
We generate the primal and dual reduced basis spaces using the Greedy sampling procedure summarized in Algorithm 1 (exemplarily shown only for one dual problem). Here, Ξ train are the initial parameter values; and tol,min > 0 is a prescribed desired error tolerance. Note that we expand the primal and dual reduced basis spaces in steps 8 and 9 with a snapshot of the corresponding state and the adjoint equation, i.e., we use "integrated" spaces as discussed previously.
We make two remarks: First, if one is interested in the "primal-only" approach described in Sections 3.1 and 3.2, all steps in Algorithm 1 associated to the generation of the dual space can be ignored. In this case we propose to use the (relative) cost functional error bound, ∆ M (µ)), i.e., the dual ingredients of the cost functional bound, for sampling the dual problem. The spaces are generated simultaneously since ∆ N,M (µ) depends on the primal and dual problem. This choice is also used in Section 4 for the numerical results.
Numerical Results
We consider a linear-quadratic optimal control problem governed by steady heat conduction in a twodimensional domain [21] . The spatial domain, a typical point of which is (x 1 , x 2 ), is given by Ω = (0, 7) × (0, 3) and is subdivided into the four subdomains 5, 3) , and Ω 4 = Ω \ {Ω 1 ∪ Ω 2 ∪ Ω 3 }. A sketch of the domain is shown in Figure 1 . The temperature satisfies Laplace's equation in Ω with continuity of temperature and heat flux across subdomain interfaces. We impose zero Dirichlet conditions on the left and right boundaries and zero Neumann conditions on the bottom and top boundaries. The amount of heat supply in the heater domains Ω 1 and Ω 2 is regulated by the first and second component of the control u = (u 1 , u 2 ) ∈ U ≡ R 2 , respectively. The (reference) conductivity in the subdomain Ω 1 ∪ Ω 2 is set to unity. We consider the normalized conductivity κ in the subdomain Ω 3 ∪ Ω 4 as our parameter µ 1 ∈ [0. 5, 5] .
The temperature y(µ) ∈ Y thus satisfies (1. 
12: end while We first present results for the solution of the truth optimal control problem (P) for different parameter combinations. In Figure 2 we plot the optimal temperature distribution and state the optimal control and associated cost functional value. We note that all parameters have a strong influence on the solution of the optimal control problem: the temperature and optimal control vary significantly and the variation in the cost functional is almost three orders of magnitude. The range in the cost functional is largely due to the second parameter value, µ 2 , which influences the desired temperature profile in Ω 3 : positive values of µ 2 correspond to a parabola facing up and negative values to a parabola facing down. The optimal control problem can achieve a good fit -and thus small tracking error -only for negative values of µ 2 because of the Dirichlet boundary condition.
We construct the reduced basis space Y N according to the Greedy sampling procedure described in Section 3.5. To this end, we employ the train samples Ξ Table 1 . State and adjoint predictability errors, error bounds, and effectivities as a function of N .
In Table 1 we present, as a function of N , the maximum relative predictability errors . We observe that the state and adjoint predictability errors and bounds are decreasing very rapidly with increasing dimension of the reduced basis space and that the error bounds are very sharp for all values of N . The slightly larger effectivity of the adjoint error bound for small values of N is due to the fact that the state error bound, i.e., the second term in (3.6), dominates at this point. However, for higher values of N the dual norm of the adjoint residual becomes the main contributor to∆ p N (µ), which leads to a very sharp error bound. Given the predictability error bounds we can evaluate the error bound for the optimal control. In Table 2 we thus present, as a function of N (= M ), the maximum relative control error 
We observe that the control error exhibits a superlinear convergence with respect to the state and adjoint predictability errors. The primal-only control error bound is not able to capture the error decay in the control and the mean effectivity thus deteriorates considerably as N increases. In contrast, the primal-dual error bound is able to match the convergence behavior of the actual error and the effectivities even decrease slightly with increasing Table 2 . Control: error convergence, error bounds, and effectivities as a function of N .
N . We recall that evaluation of the primal-dual control error bound requires the solution of two dual optimality systems in addition to the primal optimality system. Here, and for the rest of this section, we assume that the reduced basis dimensions of the two dual problems are equivalent. Table 3 . State and adjoint optimality errors, error bounds, and effectivities as a function of N .
We next turn to the optimality errors. In Table 3 we present, as a function of N , the maximum relative optimality errors N (µ)/e y, * (µ). The quantities for the adjoint variable are defined analogously. Again, we observe a rapid decay of both the state and adjoint optimality errors with increasing N . However, the effectivities of the state optimality error bounds increase with increasing N . This is caused by the control error bound, ∆ u, * N (µ) (see Table 2 ), which enters ∆ y, * N (µ) and limits the convergence. In contrast, the effectivities of the adjoint optimality error bounds decrease with increasing N . Although ∆ Table 4 . State and adjoint optimality errors, dual error bounds, and effectivities as a function of N .
As pointed out in Section 3.3.3 we can employ the primal-dual control error bound to obtain improved optimality error bounds for the state and adjoint variable. We summarize the results in Table 4 . The quantities are defined analogously to Table 3 , we simply replace the error bounds ∆ Table 5 . Cost functional: error convergence, error bounds, and effectivities as a function of N .
We next consider the cost functional. In Table 5 we report, as a function of N (= M ), the maximum relative cost functional errors N (µ)|, respectively. We note that -as opposed to the control -the error in the cost functional and the primal-only bound converge superlinearly with respect to the predictability and/or optimality errors and the effectivities thus do not deteriorate with increasing N . Unfortunately, the effectivities are fairly large for all values of N , i.e., we consistently overestimate the error in the cost. We therefore consider the improved primaldual error bound (3.41): we observe that the primal-dual bound is indeed sharper for N, M ≥ 4 and results in much smaller effectivities especially for larger values of N, M . We would also like to point out that, if the dual approach is used for the control error bound, the improvement in the cost functional bound is basically "for free," i.e., we do not need to solve an additional dual problem to obtain the sharper primal-dual error bound for the cost functional. Table 6 . Output functional: error convergence, error bounds, and effectivities as a function of N .
In Section 3.3.1 we derived the primal-dual bounds for a general linear output functional of the optimal solution. As a specific example, we consider the mean value of the temperature over the subdomain Ω 3 corresponding to the linear output functional (z) = y (φ) = Ω3 φ dx for φ = y * . We summarize the results in Table 6 . Here, corresponding effectivities decrease slightly with increasing N . The behavior is similar to the one we observed with the optimal control.
Finally, we study the effect on the primal-dual error bounds if we choose different values for N and M . In Figure 3 we plot the maximum relative control error Figures 4 and 5 , respectively. We observe that the error bounds decrease for fixed M as N increases and vice versa. A specific desired accuracy of the bound can thus be achieved for different combinations of N and M . Furthermore, we note from Figures 3-5 that the dual approach clearly improves the convergence rates of the control and output error bounds, whereas the convergence rate of the cost functional error bound is fairly insensitive to M . Considering the cost, a larger M simply allows to "shift" the convergence curve of the error bound closer to the actual error resulting in a sharper bound.
We may thus select values of N and M so as to (say) minimize the computational cost involved to achieve a desired accuracy, or minimize the effectivity of the error bound. If the main interest is in sharp bounds and hence small effectivities, for example, we need to choose M larger than N for the problem at hand. We present results for different combinations of N and M in Table 7 for the control and cost and in Table 8 for the output. Here, we choose N vs. M based on Figures 3-5: for a given N we select the smallest possible M so as to minimize the error bound and thus the effectivity. Table 8 . Output functional: error convergence, error bounds, and effectivities as a function of N and M .
