ABSTRACT. We study the asymptotic behavior of the free cumulants (in the sense of free probability theory of Voiculescu) of Jucys-Murphy elements-or equivalently-of the transition measure associated with a Young diagram. We express these cumulants in terms of normalized characters of the appropriate representation of the symmetric group S q . Our analysis considers the case when the Young diagrams rescaled by q −1/2 converge towards some prescribed shape. We find explicitly the second order asymptotic expansion and outline the algorithm which allows to find the asymptotic expansion of any order. As a corollary we obtain the second order asymptotic expansion of characters evaluated on cycles in terms of free cumulants, i.e. we find explicitly terms in Kerov polynomials with the appropriate degree.
1. INTRODUCTION 1.1. The need for an asymptotic theory of large symmetric groups representations. Irreducible representations of symmetric groups are in the one to one correspondence with Young diagrams and due to algorithms such as Murnaghan-Nakayama rule or Robinson-Littlewood rule the essential questions concerning representations and characters of symmetric groups can be answered by a combinatorial study of the corresponding Young diagrams [Ful97] . However, when one studies the asymptotic properties of large symmetric groups, the work with Young tableaux becomes cumbersome and one is in the need to find another object which would encode the same information in a more convenient way.
Alternatively, one can state the above problem as follows: a typical partition of a large number q (or equivalently, a Young diagram of a symmetric group S q ) is a collection of at least √ q numbers, hence it contains a lot of information. Nevertheless, we can expect that one does not need to know all this information to extract (with a reasonable accuracy) the properties of characters and representations. Therefore the question arises how to compress the information about the Young diagrams in the most efficient way.
Research supported by State Committee for Scientific Research (KBN) grant 2 P03A 007 23. 1 It turns out that the right tool for development of the above program is the notion of the transition measure of a Young diagram [Ker93, OV96, Ker99, Bia98, Oko00] . The definition of the transition measure involves the moments of the Jucys-Murphy element; we shall recall their definitions in Section 2. The transition measure of a Young diagram is a probability measure on the real line-therefore it has a much more analytic nature than a combinatorial notion of a Young diagram and for this reason it is very appealing for our purposes.
Of course a question arises: how to extract the properties of an irreducible representation from its transition measure. From this viewpoint the transition measure is still not the best possible choice. In our opinion, the most powerful approach to an asymptotic theory of symmetric groups representations involves the study of not only transition measure but also its free cumulants [Bia98, Ker00] . We shall discuss the latter notion in the following.
1.2. Free probability and free cumulants. Free probability was initiated by Voiculescu in order to answer some old questions in the theory of operator algebras [VDN92, Voi95, Voi00] , but it soon evolved into an exciting self-standing theory with many links to other fields, to mention only the theory of random matrices [Voi91, HP00] and theoretical physics [SN99] . This theory can be viewed as a highly non-commutative probability theory in which the notion of independence of random variables was replaced by a non-commutative notion of freeness. For the purpose of this article we shall concentrate on the combinatorial aspect of this theory connected with the so-called non-crossing partitions and free cumulants [Kre72, SU91, Spe94, Spe97, Spe98] .
Free cumulants are the analogues of the classical cumulants in the classical probability theory (but it seems that they play a much more important role in the free probability theory then their classical counterpart in the classical probability). To any (non-commutative) random variable X we assign a sequence of its free cumulants R 1 (X), R 2 (X), . . . We shall recall the exact definition in Section 5.1; we only mention now that every free cumulant R n (X) is a certain polynomial in M i (X) = E(X i ), the moments of X, and conversely, every moment of X can be expressed as a certain polynomial in free cumulants; therefore the sequence of moments and the sequence of free cumulants carry the same information. If X and Y are freely independent non-commutative random variables then the moments of X + Y can be expressed by moments of X and Y by certain complicated polynomials. On the other hand the relation between free cumulants is very beautiful and simple:
R n (X + Y) = R n (X) + R n (Y).
In this article we are not interested in the notion of free independence; our point is that free cumulants have a miraculous property of simplifying certain complicated non-commutative objects.
A nice property of free cumulants is that since they are homogeneous polynomials they have simple scaling properties. Another advantage is that the generating function (called Voiculescu's R-transform [VDN92] ) of the series of free cumulants of a given random variable X can be computed directly from Cauchy transform of X which is very useful in practical applications.
1.3. Free cumulants of Jucys-Murphy element. Kerov polynomials. In the above example the application of free cumulants allowed us to reformulate a complicated relation in a very simple form and similarly free cumulants of the transition measure can be used to express the characters of the corresponding representation in a relatively compact form. In fact free cumulants of the transition measure are very closely related to free cumulants of the Jucys-Murphy element so in the following we shall often mix these two notions.
One of the simplest and the most convincing results involving free cumulants of the transition measure concerns the evaluation of characters on cycles [Ker00, Bia98, Bia02] : one can show that for every n the value Σ n of a normalized character on a n cycle (1, 2, . . . , n)-the exact definition will be recalled in Section 2-can be expressed as a certain polynomial, called Kerov polynomial, in free cumulants R 2 , R 3 , . . . of the corresponding transition measure. Furthermore, one can show that the leading term is particularly simple, namely (1) Σ n = R n+1 + lower degree terms.
Let us consider some natural operation on representations, such as a tensor product, outer product or restriction. Such an operation performed on an irreducible representation (or on a pair of such representations) gives usually as a result a reducible representation. Following the spirit of Section 1.1 we might ask what is a typical shape of a Young diagram which contributes to the outcome of our operation. Again it is much more convenient to formulate the problem in the language of free cumulants of the transition measures and it turns out that such natural operations on representations correspond to simple operations on free cumulants [Bia98] .
1.4. Statement of the results. In our previous work [Śni03] we introduced a combinatorial setup which allows manipulating moments of JucysMurphy element easily. In this article we apply these methods to study the free cumulants of Jucys-Murphy element (or, equivalently, free cumulants of the transition measure). Our main result is the asymptotic expansion of these free cumulants in terms of normalized characters. We find the second order expansion explicitly and we outline an algorithm which can provide such an expansion of any order (unfortunately, the computation of the third order expansion exceeds definitely both our patience and computer skills).
By inverting this second-order expansion we find a more precise asymptotics of characters (2) Σ n = R n+1 + m 2 ,m 3 ,···≥0 2m 2 +3m 3 +4m 4 +···=n−1
lower degree terms, which was conjectured by Biane [Bia02] . By definition, the right hand side of (2) is the Kerov polynomial. Kerov polynomials seem to have very interesting combinatorial properties but not too much about them is known [Bia02, Sta02a, Sta02b] . One conjectures that all coefficients of Kerov polynomials are non-negative integers. Our result implies therefore that the coefficients of the two highest degrees are indeed non-negative integers. Probably the same method could be used to find explicitly the third order expansion for characters. Our ultimate goal for the future research is to obtain a complete combinatorial description of Kerov polynomials, probably in terms of decomposition of some Cayley graphs [Bia02] and we hope that the techniques presented in this work will turn out to be useful for this purpose.
We also present new proofs of the results of Biane concerning asymptotic behavior of outer product and restriction of representations; the proof concerning outer product is significantly simpler than the original one.
1.5. Overview of this article. In Section 2 we recall the definition of the Jurcys-Murphy element, transition measure and the normalized characters. In Section 3 we recall some combinatorial notions: fat partitions, noncrossing partitions and Kreweras complement. In Section 4 we present briefly results of our previous work [Śni03] which will turn out to be the key ingredient: the calculus of partitions will allow us manipulate moments of Jucys-Murphy element easily. In Section 5 we recall the definition of free cumulants and we present the main results of this paper.
PRELIMINARIES ON SYMMETRIC GROUP
There are many different descriptions of the transition measure of a Young diagram [VK85, Ker93, Ker99, OV96, Bia98, Oko00] and for the sake of completeness we shall recall them in the following. Nevertheless, we shall use in the following only the description from Section 2.6. 2.1. Transition measure of a Young diagram-the first approach. The following description of the transition measure is due to Biane [Bia98] and probably is the simplest one.
Consider an element Γ ∈ M q+1 C(S q ) given by
where (i, j) denotes the transposition exchanging i and j.
be an irreducible representation of S q corresponding to the Young diagram λ. We apply map ρ λ to every entry of the matrix Γ ∈ M q+1 (S q ) and denote the outcome by ρ
Let z 1 , . . . , z (q+1)k ∈ R be the eigenvalues of the matrix ρ λ (Γ ) ∈ M (q+1)k (C), then the transition measure of the Young diagram λ is the probability measure on R which (up to a normalization) is the counting measure of eigenvalues of ρ λ (Γ ):
2.2. Generalized Young diagrams. Let λ be a Young diagram. We assign to it a piecewise affine function ω λ : R → R with slopes ±1, such that ω Ker98, Ker99] . Alternatively, we can encode the Young diagram λ using the sequence of local minima of ω λ (denoted by x 1 , . . . , x m ) and the sequence of local maxima of ω λ (denoted by y 1 , . . . , y m−1 ), which form two interlacing sequences of integers [Ker98] .
The class of generalized Young diagrams consists of all functions ω : R → R which are Lipschitz with constant 1 and such that ω(x) = |x| for large |x| and of course not every generalized Young diagram can be obtained by the above construction from some Young diagram λ. The setup of generalized Young diagrams is very useful in the study of the asymptotic properties since it allows us to define easily various notions of convergence of the Young diagram shapes.
2.3. Transition measure-the second approach. To any generalized Young diagram ω we can assign the unique probability measure µ ω on R, called transition measure of ω, which fulfills (3) log
A great advantage of this definition is that after applying integration by parts one can easily see that the map ω → µ ω is continuous in many reasonable topologies.
The generalized Young diagram ω pλ : x → pω λ x p corresponds to the Young diagram λ geometrically scaled by factor p > 0; it is easy to see that (3) implies that the corresponding transition measure µ pλ is a dilation of µ
The above definition becomes simpler in the case of (usual) Young diagrams
) and implies that the transition measure is explicitly given by
2.4. Transition measure-the third approach. It is possible to find another interpretation of transition measure in the language of representation theory [OV96, Bia98, Oko00]: let us consider the representation of S q+1 induced from the representation [λ] of S q . By the branching rule this representation decomposes as a direct sum of the representations corresponding to Young diagrams obtained from λ by adding one box. It is possible to add a box exactly at the minima x k . The measure µ λ assigns a mass to each point x k which is proportional to the dimension of the irreducible representation of S q+1 corresponding to diagram λ augmented in point x k .
2.5. Conditional expectation. Jucys-Murphy element and its moments.
In the following we shall treat S q (a group of permutations of the set {1, . . . , q}) as a subgroup of S {1,...,q, * } (a group of permutations of the set {1, 2, . . . , q, * }). We consider a conditional expectation E : C(S {1,...,q, * } ) → C(S q ) given by the orthogonal projection, i.e.
In the group algebra C(S {1,...,q, * } ) we consider the Jucys-Murphy ele-
where (ij) denotes the transposition exchanging i and j. We define the moments of the Jucys-Murphy element by
In Section 4.3 we shall consider an extension of this concept.
Transition measure-the fourth and the most important approach.
Since M k is a central element in C(S q ) therefore ρ λ (M k ) must be a multiple of identity (where ρ λ denotes an irreducible representation of S q ) and can be therefore identified with a complex number
. A transition measure µ λ of a Young diagram λ is a probability measure on R characterized by the property that its moments are equal to the moments of the Jucys-Murphy element with respect to ρ λ , i.e. for every natural n we have
2.7. Normalized conjugacy class indicators. Let integer numbers k 1 , . . . , k m ≥ 1 be given. We define the normalized conjugacy class in-
where the sum runs over all one-to-one functions
and (a 1,1 , a 1,2 , . . . , a 1,k 1 ) · · · (a m,1 , a m,2 , . . . , a m,km ) is a product of disjoint cycles. Of course, if q < k 1 + · · · + k m then the above sum runs over an empty set and Σ k 1 ,...,km = 0. If any of the numbers k 1 , . . . , k m is equal to 0 we set Σ k 1 ,...,km = 0.
In other words, we consider a Young diagram (k 1 , . . . , k m ) and all ways of filling it with numbers from the set {1, 2, . . . , q} in such a way that no number can appear more than once. Each such a filling can be interpreted as a permutation when we treat rows of the Young tableau as disjoint cycles.
We prefer the notation Σ k 1 ,...,km when we want to emphasize the cycle structure of its support and we prefer the equivalent notation Ξ k 1 +1,k 2 +1,...,km+1 when we discuss multiplicative properties of conjugacy class indicators since (as we shall see in Section 2.9 below) in many ways Ξ l 1 ,l 2 ,...,lm behaves like a polynomial of degree
2.8. Two interpretations. Since every element Σ k 1 ,...,km belongs to the center of C(S q ) therefore for every irreducible representation ρ λ of S q we have that ρ λ (Σ k 1 ,...,km ) is a multiple of identity which can be identified with the complex number
, called normalized character of λ. In the following we shall sometimes treat Σ k 1 ,...,km as an element of C(S q ) defined in (5) and sometimes as a complex number ρ λ (Σ k 1 ,...,km ). Similarly, sometimes by M n we shall denote an element of C(S q ) and sometimes the number ρ λ (M n ) which coincides with the appropriate moment of the transition measure µ λ . It follows that equations such as (1) and (2) can be interpreted either as equalities between two elements of C(S q ) or as equalities between complex numbers. In fact it is easy to see that every equality in the first sense implies the corresponding equality in the second sense.
2.9. Degree. Since we would like to study asymptotic properties of Young diagrams, we need to specify what kind of scaling for the limit Young diagrams shape we are interested in.
Let a sequence of Young diagrams (λ N ) be given, λ N ⊢ N. It is natural to consider generalized Young which correspond to scaled diagrams 1 √ N λ N (observe that all such scaled diagrams have the same area equal to 2). Suppose that the shape of the scaled diagrams converges in some sense toward a generalized Young diagram λ. In many natural topologies this implies the convergence of scaled moments of the transition measure, cf (4)
In the study of asymptotic properties of some elements of the group algebra C(S q ) we would like to group summands which have asymptotically the same growth for large N and for this reason M k can be treated as a monomial in √ N of degree k. More precisely, we consider a gradation on the free algebra generated by variables M 2 , M 3 , . . . by setting
This gradation coincides with the weight gradation considered in [IO02] . We will show in Theorem 9 that every normalized conjugacy class indicator Ξ l 1 ,...,lm can be expressed as a polynomial of moments of J and with respect to the gradation (6) we have deg Ξ l 1 ,l 2 ,...,lm = l 1 +· · ·+l m . However, we do not need this result now and we take it as a heuristic argument for considering a filtration on the commutative free ring generated by Ξ l 1 ,l 2 ,...,lm given by setting
The following result was shown in our previous work [Śni03] and also in [IO02] . 
where the degree is considered with respect to (7) and therefore (7) indeed defines a filtration.
3. COMBINATORIAL PRELIMINARIES 3.1. Partitions. We recall that π = {π 1 , . . . , π r } is a partition of a finite ordered set X if sets π 1 , . . . , π r are nonempty and disjoint and if π 1 ∪ · · · ∪ π r = X. We denote the set of all partitions of a set X by P(X). We call sets π 1 , . . . , π r blocks of the partition π. We say that elements a, b ∈ X are connected by the partition π if they are the elements of the same block. We will call elements of the set X the labels of the vertices of the partition π. We say that a partition is a pair partition if all its blocks contain exactly two elements, the set of pair partitions will be denoted by P 2 (X). We say that a partition π is finer than a partition ρ of the same set if every block of π is a subset of some block of ρ and we denote it by π ≤ ρ. As usually, the numbers |π 1 |, . . . , |π r | denote the numbers of elements in consecutive blocks of π. We say that a block of a partition is trivial if it consists of only one element.
In the following we present some constructions on partitions of the set X = {1, 2, . . . , n}. However, it should be understood that by a change of labels these constructions can be performed for any finite ordered set X.
It is very useful to represent partitions graphically by arranging the elements of the set X counterclockwise on a circle and joining elements of the same block by a line, as it can be seen on Figure 3 . Note that we do not need to write labels on the vertices in order to recover the partition from its graphical representation if we mark the first element as the 'starting point'.
3.2. Fat partitions. Let π = {π 1 , . . . , π r } be a partition of the set {1, . . . , n}. For every 1 ≤ s ≤ r let π s = {π s,1 , . . . , π s,ls } with π s,1 < · · · < π s,ls . We define π fat , called fat partition of π, to be a pair partition of the 2n-element ordered set {1, 1 ′ , 2, 2 ′ , . . . , n, n ′ } given by
This operation can be easily described graphically as follows: we draw blocks of a partition with a fat pen and take the boundary of each block, cf example on Figure 4 . This boundary is a collection of lines hence it is a pair partition. However, every vertex k ∈ {1, . . . , n} of the original partition π has to be replaced by its 'left' and 'right' copy (denoted respectively by k and k ′ ). Please note that in the graphical representation of π fat we mark the space between 1 and 1 ′ as the 'starting point'. The notion of fat partitions is a natural generalization of the fat graphs which appear in the study of random matrices [Zvo97, Zee97] .
3.3. Non-crossing partitions. We say that a partition π is non-crossing [Kre72, SU91, Spe94, Spe97, Spe98] if for every i = j and a, c ∈ π i and b, d ∈ π j it cannot happen that a < b < c < d. For example, the partition from Figure 3 is crossing (as it can be easily seen from its graphical representation) while a partition from Figure 5 is non-crossing. The set of all non-crossing partitions of a set X will be denoted by NC(X) and the set of all non-crossing pair partitions of a set X will be denoted by NC 2 (X). 
Kreweras complementation map.
The function π → π fat which maps partitions of a n-element set to pair partitions of a 2n-element set is one to one but in general is not a bijection. However, it is a bijection between NC(1, 2, . . . , n) and NC 2 (1, 1 ′ , . . . , n, n ′ ) [Kre72] . If ρ is a pair partition of the set {1, 1 ′ , 2, 2 ′ , . . . , n, n ′ }, we denote by r(ρ) a pair partition of the set {1, 1 ′ , . . . , n, n ′ } which is obtained by cyclic change of labels
In the graphical representation of a partition this corresponds to a shift of the starting point by one counterclockwise (cf Figure 7) . Of course r is a permutation of the set NC 2 (1, 1 ′ , . . . , n, n ′ ). It follows that the map π → π comp , called Kreweras complementation map, given by (π comp ) fat = r(π fat ) is well-defined and is a permutation of NC(1, 2, . . . , n). Due to the canonical bijection between {1, 2, . . . , n} and {1 ′ , 2 ′ , . . . , n ′ } we can identify NC(1, 2, . . . , n) with NC(1 ′ , 2 ′ , . . . , n ′ ) and in the future we shall sometimes regard π comp as an element of NC(1, 2, . . . , n) and sometimes as an element of NC(1 ′ , 2 ′ , . . . , n ′ ). It will be clear from the context which of the options we choose.
One can also state the above definition as follows: π comp is the biggest non-crossing partition of the set {1 ′ , 2 ′ , . . . , n ′ } with a property that π ∪ π comp is a non-crossing partition of the set {1, 1 ′ , 2, 2 ′ , . . . , n, n ′ } (cf Figure  8) .
We shall also consider the inverse of the Kreweras complementation map: for π, ρ ∈ NC(1, 2, . . . , n) we have π comp −1 = ρ if and only if π = ρ comp . One can observe that ρ comp −1 and ρ comp are always cyclic rotations of each other. the set {1 ′ , 2 ′ , . . . , n ′ } with exactly one element of the set {1, 2, . . . , n}, we can view π fat as a bijection π fat : {1 ′ , 2 ′ , . . . , n ′ } → {1, 2, . . . , n}. We also consider a bijection c : {1, 2, . . . , n} → {1
. . . Finally, we consider a permutation π fat • c of the set {1, 2, . . . , n}.
For example, for the partition π given by Figure 3 the composition π fat • c has a cycle decomposition (1, 2, 3, 5, 4)(6, 7), as it can be seen from Figure  9 .
Alternatively, one can identify the set {1 ′ , 2 ′ , . . . , n ′ } with the set {1, 2, . . . , n}; then π fat becomes a permutation which coincides with the construction from [Kre72, Bia97, Bia98] and c is equal to the full cycle (n, n − 1, . . . , 2, 1).
We decompose the permutation
as a product of disjoint cycles. Every cycle b s = (b s,1 , . . . , b s,js ) can be viewed as a closed clockwise path on a circle and therefore one can compute how many times it winds around the circle. It might be useful to draw a line between the central disc and the starting point (cf Figure 10) ; the number of winds is equal to the number of times a given cycle crosses this line and therefore is equal to the number of indexes
, where we use the convention that b s,js+1 = b s,1 . In the above example we have b 1 = (1, 2, 3, 5, 4), b 2 = (6, 7) and k 1 = 2, k 2 = 1, as it can be seen from Figure 10 , where all lines clockwise wind around the central disc.
Definition. Let an integer q be given, let π be a partition of the set {1, 2, . . . , n} and let numbers k 1 , . . . , k t be given by the above construction. We define partition-indexed normalized conjugacy class indicator Σ π as follows:
where Σ k 1 ,...,kt on the right-hand side should be understood as in Section 2.7.
For a given partition π we also consider a tuple l 1 , . . . , l t defined by FIGURE 11. The first collection of discs for partition from Figure 3 .
lines of π fat we shall glue two collections of discs. Every disc from the first collection corresponds to one of the blocks of π (cf Figure 11) . After gluing the first collection of discs, our sphere becomes a surface with a number of holes. The boundary of each hole corresponds to one of the cycles of π fat • c and we shall glue this hole with a disc from the second collection.
Thus we obtained a surface without a boundary. We call the genus of this surface the genus of the partition π. Let t denote the number of cycles of π fat • c and r the number of blocks of π; in our previous work [Śni03] we showed that the numbers of vertices, edges and faces of the polyhedron constructed above are the following: V = 2n, E = 3n, F = 1 + r + t and therefore the genus of this surface is equal to (10) genus π = 2 − V + E − F 2 = n + 1 − r − t 2 and the following result holds Proposition 2. For any partition π
where the degree is taken with respect to the filtration (7).
4.3. Partition-indexed moments of J. We shall denote by M ρ the partition-indexed moments of the Jucys-Murphy element, defined by
where ρ = {ρ 1 , . . . , ρ r } is a non-crossing partition.
Theorem 3. Let ρ be a non-crossing partition of a finite ordered set. Then
where the sum runs over all partitions σ of the set X such that σ ≥ ρ comp −1 .
The proof of this theorem can be found in [Śni03] .
FREE CUMULANTS OF JUCYS-MURPHY ELEMENTS
5.1. Free cumulants. Let us fix some finite ordered set X, a linear space V and a map M : NC(X) → V called the moment map. Usually, space V carries some kind of multiplicative structure and there exists a sequence M 1 , M 2 , . . . , called moment sequence, such that for every non-crossing partition ρ = {ρ 1 , . . . , ρ r } the moment map is given by
For every integer n ≥ 1 the free cumulant R n is defined by One can show [Spe94] that the moments can be computed from the corresponding cumulants by the following simple formula
where similarly as in (14)) for every non-crossing partition ρ = {ρ 1 , . . . , ρ r } we set R ρ = 1≤s≤r R |ρs| .
Free cumulants of the Jucys-Murphy element.
From (15) and (13) it follows that
Moeb ρcomp π∈P(1,2,...,n) π≥ρcomp
where in the last equality we used the fact that ρ → ρ comp is a permutation of the set of non-crossing partitions. Therefore we proved the following:
Proposition 5.
where I π ∈ Z, called free index of σ, is defined by
Moeb ρ .
Evercrossing partitions.
We say that a partition π of a set X is evercrossing if for any a < c (a, c ∈ X) such that a is connected with c by π there exist b, d ∈ X such that Lemma 6. Let π = {π 1 , . . . , π r } ∈ P(X). Let σ = {π 1 , . . . , π s }, τ = {π s+1 , . . . , π r } be a decomposition of π into two partitions such that σ is non-crossing. Let S = π 1 ∪ · · · ∪ π r and T = π s+1 ∪ · · · ∪ π r be the subsets of {1, . . . , n}.
For ρ ∈ NC(S) we shall denote (with a small abuse of notation) by ρ comp ∈ NC(T ) the biggest non-crossing partition with a property that ρ ∪ ρ comp is non-crossing. We denote by σ ∧ ρ comp the biggest non-crossing partition which is smaller both than σ and ρ comp . Proof. Since every ρ ∈ NC(X), ρ ≤ π can be decomposed as ρ =ρ ∪ρ, whereρ ∈ NC(S),ρ ≤ σ andρ ∈ NC(T ),ρ ≤ τ it follows from (17) that
We apply Lemma 4 and observe that the second sum is equal to zero unless σ ∧ρ comp has only trivial blocks; otherwise it is equal to 1.
Proposition 7. If a partition π is not evercrossing then
Proof. Let a, c be the vertices which have the property required for π = {π 1 , . . . , π r } not to be evercrossing. By a change of numbering of blocks we can always assume that a, c ∈ π 1 . Following the notation of Lemma 6 we set S = π 1 , T = π 2 ∪ · · · ∪ π r , σ = {π 1 }, τ = {π 2 , . . . , π r }.
Observe that for every ρ ∈ NC(T ), ρ ≤ τ we have that the partition ρ ∪ {a, c} is non-crossing, therefore ρ comp ≥ {a, c} and ρ comp ∧ σ ≥ {a, c} must contain a non-trivial block and the sum in (18) contains no summands.
Remark. The converse implication is not true, as one can see on an example from 
Proof. Let us consider the case t = 1; we set n = l 1 . Equation (11) implies that the highest-order terms in the expansion (16) correspond to partitions with genus equal to zero and that the degree of all remaining terms will be at most n − 2. Partition has genus zero if and only if it is non-crossing (as it can be easily see from the graphical representations) and it contributes in the sum (16) only if it is evercrossing. Our task is therefore to find all non-crossing partitions of the set {1, 2, . . . , n} which are at the same time evercrossing. This combination of adjectives sounds oxymoronic which suggests that there should not be too many of such partitions. It is easy to check that the only such partition is {1}, {2}, . . . , {n} which has only trivial blocks. Hence R n = Σ {{1},{2},...,{n}} + (terms of degree at most n − 2) = Σ n−1 + (terms of degree at most n − 2)
which finishes the proof of the case t = 1. The general case follows easily from Proposition 1.
The following result was proved in [Bia98, IO02] . 
in other words: the filtration (7) is induced by gradation (6).
Proof. We shall prove this theorem by induction over (k 1 +1)+· · ·+(k t +1).
Firstly observe that from the very definition (15) it follows that deg R n = n with respect to the gradation (6). Let us express Σ k 1 ,...,kt −R k 1 +1 · · · R kt+1 as a linear combination of normalized conjugacy class indicators Σ • . Theorem 8 implies that with respect to the filtration (7) all these terms have degree at most (k 1 + 1) + · · ·+ (k t + 1) − 2 and hence the inductive hypothesis can be applied. Every of these terms can be expressed by the corresponding Kerov polynomials and hence the theorem follows.
EVERCROSSING PARTITIONS WITH A GIVEN GENUS
In this section we present a method of enumerating all evercrossing partitions with a given genus. The main concept is to simplify a given evercrossing partition by a number of steps. After these simplifications we obtain an evercrossing pair partition (with some extra properties) which can be enumerated easily. By reversing the process of simplifications we shall therefore obtain all evercrossing partitions with a given genus. 6.1. Simplification, step 1. Let an evercrossing partition be given. In the first step we remove all its trivial blocks. For example, Figure 14 depicts the outcome of this step performed on an evercrossing partition from Figure  12 . In fact we do not really care what are the labels of vertices and it would be a good idea not to write them at all; in this example we do write them for the reason of clarity.
6.2. Simplification, step 2. In the second step of simplification, we consider the fat partition corresponding to the outcome of the first step (cf example on Figure 15 ). 6.3. Simplification, step 3. The outcome of the second step is a pair partition. For n ≥ 2 let (p 1 , . . . , p n ) and (q n , q n−1 , . . . , q 1 ) be two sequences of consecutive vertices of this pair partition such that p k is connected with q k . In the third step of simplification we remove all vertices p 2 , p 3 , . . . , p n , q 2 , q 3 , . . . , q n (cf Figure 17) . We iterate this removal of vertices as long as it is possible (cf example on Figure 18 ). A careful reader might observe that after rotating the Figure 17 upsidedown the roles played by p 1 , q 1 are interchanged with q n and p n therefore the above rule is not very precise which labels should be carried by vertices of the surviving block; but in fact we do not really care about these labels.
. Elementary operation of step 2 of the simplification algorithm: one of the blocks is replaced by its fat version.
FIGURE 17. The elementary operation of step 3 of the simplification algorithm.
In particular, we do not care which of the labels is the smallest, therefore we identify pair partitions which are cyclic rotations of each other. Proof. Observe that all three steps of the simplification algorithm preserve the genus of a partition, the best way to see this is to notice that the surface without the boundary we constructed in Section 4.2 changes in each of the steps into a homeomorphic one. We shall prove now that all three steps preserve the free index of a partition. Let π be a partition of some set X, let x / ∈ X, then π ′ = π ∪ {x} is a partition of the set X ∪ {x} which has an additional trivial block. Observe that every partition ρ ′ ≤ π ′ must have a form ρ ′ = ρ ∪ {x} where ρ ≤ π. Therefore
It follows that two partitions which differ with one trivial block have the same free index and, by iterating, the first step preserves the free index. The second and the third step can be divided into a number of elementary operations (for the second step the elementary operation is the replacement of only one of the blocks of the original partition by the corresponding 'fat block', cf Figure 16 , for the third step the elementary operation is the performance of only one operation from Figure 17 ). Our goal is to prove that every elementary operation preserves the free index. Let π be a partition and let π ′ be an outcome of one of the elementary operations. We can decompose π = σ∪τ, π ′ = σ ′ ∪τ (we use the notations of Lemma 6), where τ ∈ P(T ) is the set of blocks of π not changed by the elementary operation. Observe that σ ∈ NC(S) and σ ′ ∈ NC(S ′ ) are non-crossing partitions, furthermore for every ρ ∈ P(T ) we have that (σ ∧ ρ comp ) ∈ NC(S) has only trivial blocks if and only if (σ ′ ∧ ρ comp ) ∈ NC(S ′ ) has only trivial blocks.
From Lemma 6 applied twice it follows that Observe also, that the first and the third step of the algorithm preserve clearly the partition property of being evercrossing. We shall prove now that also the second step preserves this property. Let a partition π be an outcome of the first step of the algorithm. Any pair connected by π fat must be of the form (π ′ s,t , π s,t+1 ) (we use the notation from Section 3.2). Since π contains no trivial blocks, it follows that π s,t = π s,t+1 . Since π is evercrossing, there exist b, d ∈ π u , u = s, such that π s,t , b, π s,t+1 , d are ordered up to a cyclic rotation. In other words: on the graphical representation on a circle, elements of the block π u are not all on the same side of the line which passes through π s,t and π s,t+1 . Therefore there must be some consequent elements π u,v , π u,v+1 of the block π u such that π s,t , π u,v , π s,t+1 , π u,v+1 are ordered up to a cyclic rotation. It is easy to see that b = π ′ u,v and d = π s,t+1 are the vertices required by the property of π fat to be evercrossing.
Let π be the outcome of the simplification algorithm, genus π = 0. We keep notation from Section 4.2, i.e. r = n 2 denotes the number of blocks of π and t denotes the number of cycles of π fat • c (or, alternatively, the number of holes after gluing the first collection of discs). Observe that on the boundary of every hole there must be at least three intervals which touch some discs from the first collection (if some hole does not touch any discs then π = ∅ and genus π = 0; if some hole touches only one disc we denote by a, c the only two vertices which are on the boundary of the hole and clearly (a, c) is a pair of vertices required for π to be non-evercrossing; if some hole touches exactly two discs then it is possible to perform some simplifications of step 3; a careful reader might observe that it is possible and perfectly legal for a hole to touch some of the discs twice, cf the lefthand side partition on Figure 19 ). Since π is a pair partition, every disc of the first collection touches the holes on exactly two intervals. It follows that n = 2r ≥ 3t. Equation (10) implies that n ≤ 12 genus π −6 which finishes the proof. Remark. Unfortunately, the bound (21) is optimal and already for genus equal to 2 the enumeration of all possible outcomes of the simplification algorithm is beyond author's both patience and computer skills.
6.5. Interpretation of the free index? Free index of a partition is a quite strange combinatorial object. We can think that it measures how far a given partition is away from non-crossing partitions or how much it is ever-crossing. Its particularly interesting feature appears in Proposition 10, namely that it is being preserved by a number of operations one can perform on a partition. The list of such operations is far from being complete and we leave it as an exercise to the reader to find at least one such operation which does not appear in the simplification algorithm. Suppose we have completed such a list of natural operations preserving free index; now we can treat them as analogues of Reidemeister moves in the knot theory [Kau01] and say that two partitions are isotopic when one can be obtained from another by a sequence of such elementary operations. Of course free index will be an invariant of the isotopy class but we should not expect that it will always be able to distinguish different isotopy classes. A question arises: is there some natural (geometric?) interpretation of such isotopy? 6.6. Example: evercrossing partitions with genus 1. Proposition 10 allows us to enumerate (in finite time) all possible outcomes of the simplifying algorithm for a fixed genus of the original evercrossing partition. By reversing all three steps of the simplifying algorithm we are able to write a number of "templates" which describe all evercrossing partitions with a prescribed genus. Let us have a look on an example. Proof. Proposition 10 implies that an outcome of the simplification algorithm obtained for an evercrossing partition with genus 1 must have at most 6 vertices. By direct inspection of all such pair partitions one can find that there are only two possible outcomes of the simplifying algorithm and they are depicted on Figure 19 . By reverting the third step of the simplifying algorithm we see that the outcome of the first two steps of the simplifying algorithm must be a pair partition either of the form from Figure 20 or Figure 21 . For Figure 21 we have to study 2 4 cases now: each of the numbers p, q, r can be either even or odd, we also have to guess which of the vertices carry primed and which carry non-primed labels (we have two possibilities); the case of Figure 20 is slightly simpler. For each of the 2 4 cases we try to reverse the second step of the algorithm (and for most of the cases it is not possible; a less patient reader will find easily arguments which would allow to find only the few cases when it is possible). It turns out that after the first step of the simplification algorithm must be a pair partition either of the form depicted on Figure 20 or on Figure 21 . Reverting the first step means that we are allowed to add any number of trivial blocks, which finishes the proof.
6.7. Second-order asymptotics of free cumulants. We leave the proof of the following simple lemma to the reader. 
Here and in the following, the subtraction is taken modulo n, i.e.
This subtraction has a natural interpretation as the number of elements between x and y going clockwise from y to x.
Let m 2 , m 3 , . . . be a sequence of nonnegative integers such that 2m 2 + 3m 3 +· · · = n−2. We shall count now for how many different partitions of the form depicted on Firstly, observe that all the numbers (a s ), (b s ), (c s ), (d s ) are uniquely determined by a 1 and the collection of increments
where numbers (25) are positive integers the sum of which is equal to n. Every partition of the form depicted on Figure 20 has free index equal to (−1). There are n choices of a 1 . There are m 2 +m 3 +··· m 2 ,m 3 ,... different permutations of the tuple (24). We need to specify 1 ≤ p ≤ m 2 + m 3 + · · · . Now we count in how many different ways every of the numbers (23) can be written as a sum of two specified elements of (25) except for one of the numbers (23) which should be written as a sum of four specified elements of (25) minus 2; the position of this exceptional number is specified by the index p. Finally, we have to take into account the symmetry factor In this appendix we present values of the first 17 Kerov polynomials which were computed by the method invented by Okounkov and which is presented in [Bia02] . The first 11 Kerov polynomials can be found in [Bia02] . For reader's convenience the end of the source code of this article (available from arXiv.org) contains a computer-readible version of this list. It can also be obtained directly from the author. R 5 + 369798R 4 R 5 + 5148R 2 R 4 R 5 + 321750R 3 R 6 + 4290R 2 R 3 R 6 + 2860R 5 R 6 + 2641925R 7 + 209352R 2 R 7 + 1287R 2 2 R 7 + 2574R 4 R 7 + 2002R 3 R 8 + 88803R 9 + 1144R 2 R 9 + 715R 11 + R 13 , Σ 13 = 68428800R 2 + 190217664R + 108780815R 3 R 6 + 4452175R 2 R 3 R 6 + 13650R 2 2 R 3 R 6 + 20475R 3 R 4 R 6 + 1957865R 5 R 6 + 13650R 2 R 5 R 6 + 539651112R 7 + 74586655R 2 R 7 + 1424150R 2 2 R 7 + 2730R 3 2 R 7 + 8190R 2 3 R 7 + 1815177R 4 R 7 + 12285R 2 R 4 R 7 + 6825R 6 R 7 + 1494402R 3 R 8 + 9555R 2 R 3 R 8 + 6370R 5 R 8 + 25537655R 9 + 924742R 2 R 9 + 2730R 2 2 R 9 + 5460R 4 R 9 + 4095R 3 R 10 + 355355R 11 + 2275R 2 R 11 + 1365R 13 + R 15 , Σ 15 = 10897286400R 2 + 34907328000R R 10 + 12047832R 4 R 10 + 33048R 2 R 4 R 10 + 18360R 6 R 10 + 9471720R 3 R 11 + 24480R 2 R 3 R 11 + 16320R 5 R 11 + 393481660R 12 +5596536R 2 R 12 +6732R 2 2 R 12 +13464R 4 R 12 +9792R 3 R 13 + 1958502R 14 + 5304R 2 R 14 + 3060R 16 + R 18
