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Towards Next Generation Tools for VDM:
Contributions to the First International
Overture Workshop, Newcastle, July 2005
John Fitzgerald1, Peter Gorm Larsen2 and Nico Plat3 (editors)
1 Centre for Software Reliability, Newcastle University , UK
2 Engineering College of Aarhus, Denmark
3 West Consulting B.V., The Netherlands
Background
This report contains contributions to the first international workshop on Over-
ture, a community project to develop open source interoperable tools for the
formal modelling and analysis of computing systems.
The workshop, held at Newcastle University, UK, on 18 July 2005, was a
milestone in a long line of research dating from the development of the Vienna
Definition Language (VDL) in IBM’s Vienna Laboratory in the 1970s. Origi-
nally targeted at language definitions and compiler development VDL, and its
successor the Vienna Development Method (VDM), gradually found a wider
range of applications. Seminal texts, notably those by Dines Bjørner and Cliff
Jones [6, 2, 7], presented many notions which are mainstream now, such as pre-
and postcondition specification, data and operation refinement. VDM’s spec-
ification language, VDM-SL, achieved ISO standardisation of both its syntax
and formal (denotational) semantics in 1996 [1]. The standardisation work had
been influenced by the development of industry-strength tools for development,
analysis and animation of VDM models [3], in which Peter Gorm Larsen had
been heavily involved. The styles of lightweight modelling and analysis that were
facilitated by the IFAD tools led to a new approach to the use of VDM-SL in
practice, propounded by Fitzgerald and Larsen in their 1998 book, the first to
be issued with integrated tool support for the formalism [4].
Although VDM-SL had been successfully used in a range of applications, it
became apparent that the link between formal modelling and object-oriented
design could be bridged. Nico Plat became involved in producing the extended
object-oriented version of VDM, called VDM++, initially developed through the
European Commission’s Afrodite project and then in a wide range of commercial
and research projects and in the extension of the IFAD tool support to VDM++.
At the end of 2001 Peter Gorm Larsen left IFAD after more than a decade
working on the development and marketing of the VDMTools product suite.
IFAD ceased investment in VDMTools and the active VDM community declined
substantially. The intellectual property rights for VDMTools were acquired by
one of the tool set’s most serious users, CSK Corporation in Japan. In parallel, a
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group of VDM enthusiasts completed a new book on VDM++ and its relation-
ship to UML and Java [5]. Recognising the need for a forum in which to advance
VDM technology, and in order to encourage a renewal of the VDM community,
the same group started the Overture initiative. The Newcastle workshop was the
first gathering of this renewed community.
The Contributions
The workshop contributions reflected the character of the Overture initiative
and community: extending the capabilities of a VDM-based modelling language,
and making this practically applicable through appropriate tools. Developments
on the language front drive the tools forward, and vice versa.
Concrete work on the Overture tools was initiated by Pieter van der Spek at
the Technical University of Delft, who developed an initial parser. A kernel with
the flexibility and extensibility required for service in an open source framework
was subsequently developed by Jacob Porsborg Nielsen and Jens Kielsgaard
Hansen of the Technical University of Denmark. The kernel supports VDM++
development on top of the Eclipse platform.
The second presentation, by Joost Visser from Minho University, concerned
the development of an “industrial strength grammar” for the VDM specification
language, starting from the ISO VDM-SL standard. The grammar is well-tested,
can be used for fast parsing of high volumes of VDM specifications, and allows
automatic generation of support for syntax tree representation, traversal, and
interchange. The workshop provided a constructive discussion on how best to
exploit this work in Overture.
Marcel Verhoef from Chess IT focussed on concurrency and real-time. There
has been a long tradition of research in this area, proposing language exten-
sions to support specification of real-time systems. The presentation assessed
these language extensions based on the results of an industrial case study. The
subsequent discussions led on to definitions of extensions to VDM++ and the
Overture framework.
Jose´ Nuno Oliveira’s presentation focussed on Camila, the legacy VDM tool
support made at Minho. This development, which predates VDMTools, includes
many interesting features that are worth considering for inclusion in the Overture
setting.
Two presentations concerned testing. Bernhard Aichernig from UNU/IIST
presented work on specification-based test case generation via model mutation.
A prototype tool has been made that generates test cases for OCL specifications,
but that could be easily adapted to VDM++ and could become part of Over-
ture. Alexander Petrenko from ISPRAS compared VDM++ and specification
extensions of programming languages for modeling and test generation (JML,
Spec#, UniTesK). Pros and cons were discussed from different points of view:
architects, designers, developers, testers, managers and QA staff.
Finally, we include slides from the highly encouraging presentation by Shin
Sahara of CSK Corporation in which he identified the improvements made to
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the IFAD VDMTools since the technology was taken over by CSK and pointing
the way forward to a tools strategy based on collaboration and openness.
Overture since the First Workshop
Since the 2005 workshop, CSK has continued to develop and maintain VDMTools
and the associated strategy. Details of the current state of the tools, learning
materials and former texts on VDM can be found at http://www.vdmbook.com.
The Overture initiative (http://www.overturetool.org) has continued, with
work beginning in 2006 on the static and dynamic semantics required for devel-
oping open source tools compatible with the parser. There have been advances in
the capabilities for real-time and embedded applications, following on from Mar-
cel Verhoef’s contribution to the 2005 Workshop (see [8] for details). A second
workshop is planned for August 2006 at the FM 2006 symposium.
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Designing a Flexible Kernel Providing VDM++
Support for Eclipse
Jacob Porsborg Nielsen and Jens Kielsgaard Hansen
Informatics and Mathematical Modelling, Technical University of Denmark
Abstract. This paper describes the development of an Eclipse [2] based
tool set supporting the VDM++ language. It outlines how the Eclipse
framework is used to provide a flexible and easily extendible kernel. The
basic functionality of the kernel is described as well as how the design
is prepared for further development. It is a central point that new func-
tionality can be added without modifying the kernel implementation.
1 Introduction
The project described in this paper is part of the Overture Project[12]. Overture
is an open source project aiming at developing tools for VDM++.
Our project aims to provide the kernel for the Overture Tool Set. The project
is carried out as a M.Sc. Thesis Project [1] at Technical University of Denmark.
other tools exist that support VDM++ development [11]. The motivation for
the Overture Project is, however, to create a new open source tool, which can
both be used as a development tool and for research purposes.
This paper will first introduce the functionality of the kernel. Then it summa-
rizes our analysis of suitable tools and techniques for the kernel. The advantages
of using Eclipse as a framework is presented followed by an overview of the cho-
sen design. Some ideas for future development based on our project are then
described. Finally we conclude the achievements of the project.
2 Functionality
This section will outline the functionality of the kernel.
As shown in Figure 1 the kernel provides the following facilities:
– Providing an Eclipse based editor.
– Parsing a VDM++ plain text specification to an Abstract Syntax Tree
(AST). The AST supports use of Visitor Design Pattern [3] in order to
make it easy for plug-ins to operate on the AST.
– Converting an AST to XML
– Converting XML to AST
– Pretty print from AST to VDM++ specification in plain text in the Editor.
– The kernel is implemented as plug-ins for Eclipse.
– It provides extension points so that new functionality can be added as Eclipse
plug-ins.
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Fig. 1. Insert caption
3 Analysis
This chapter describes the choice of tools, techniques, and principles used in the
kernel.
Requirements for the AST Classes
– Different AST classes must be created to represent the various language
structures. If the AST classes are built with inheritance and the concept of
abstract classes, common properties only need to be defined once.
– If there is an interface for each AST class, we can protect the tree from being
modified by visitors. If a visitor needs to modify an AST, then this is still
possible if it references the classes directly.
– The children of an AST class should be strongly typed. As there are dif-
ferent classes to represent different language structures, it will be easy to
specify a type for each child, - possibly the type of one of it’s super classes.
This prevents errors when building trees and gives additional possibilities
for methods operating on AST classes.
– The non abstract AST classes should have an accept method for different
visitors. By enabling use of visitor design pattern, new functionality can be
implemented without changing the AST structure.
– Visitor interfaces must be provided for some different types of visitors. Pro-
viding visitor interfaces handling arguments of generic types enables a very
wide range of visitors to use the AST structure.
– The names used in the AST classes must be meaningful, as other developers
should easily be able to use the AST classes in their plug-ins.
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Creation of AST Classes Because of the large number of AST classes and
corresponding interfaces, we have tested a selected tools for auto generation of
these [1]. As none of them could fulfill all the requirements described in Section
3 we chose to write the AST classes by hand. This means writing about 350
classes and 350 interfaces.
Creation of the Parser After examining the EBNF specification for the
VDM++ language[6] it was decided that a top down parser is sufficient for pars-
ing the language. The approach for AST and parser construction is described
in [4]. The parser generation tool called ANTLR [8] was chosen because it has
good error handling, good documentation and a wide community.
Creation of the Pretty Print Visitor Pretty printing can be done by tra-
versing an AST and continuously building a string. Positions and comments are
stored in the AST and in the XML instance documents.
Working with XML The tool called JDOM [9] was chosen when working with
XML. For importing an XML document JDOM can read an XML document,
validate it according to an XML schema and build its own tree representation
of the XML document. This can afterwards be converted to the AST represen-
tation. For exporting to XML, a visitor is used to traverse the AST and contin-
uously build a corresponding JDOM tree. This can afterwards be exported to a
formatted XML instance document.
4 Eclipse
Basically, Eclipse [2] is nothing but a framework intended to be extended by
plug-ins. Though Eclipse is distributed with advanced support for programming
in Java, the main purpose of Eclipse is to serve as a basic framework for tool plug-
ins. In fact, all Java supporting tools in Eclipse, are ordinary plug-ins themselves.
Plug-ins are based on extension points and extending those. If a plug-in provides
an extension point, other plug-ins can interact with it by extending this extension
point. Similarly, plug-ins can interact with the Eclipse framework by extending
extension points provided by Eclipse. If a plug-in needs classes from another
plug-in in order to work properly, one can specify a dependency.
Eclipse was chosen as the platform for the project, as it is a stable frame-
work with extensive possibilities for adding additional plug-ins, but other en-
vironments exists. Some central features making Eclipse a good choice for the
project are:
– Eclipse is a wide general framework, that can serve as a platform for many
kinds of tools
– Eclipse is well documented and up-to-date supporting e.g. development with
Java Generics
– The plug-in concept of Eclipse is powerful for the Overture project
– The framework provides many advanced features to Eclipse based editors
6
5 Design
This section describes the design of the different parts of the kernel. Because
of the size of the kernel the focus is on showing principles in order to give an
overview.
5.1 Design of the AST
This section gives an overview of the design principles for AST construction.
Here is an example of how the AST is implemented:
Figure 2 shows that an AST class can inherit from one of the two ab-
stract classes InternalASTNode or InternalASTNodeWithComments, depending
on whether it can have associated comments or not. It was decided to store po-
sition information for each AST node. This information should e.g. be used for
pretty printing or for making it easier to find the right line in the Overture editor
using an outline view when working with large VDM++ specifications. The AST
classes have set and get methods for each of their children and accept methods
for visitors. They implement corresponding interfaces [5] showing only the get
methods to the user. By having these interfaces the user can operate on the
interfaces without being aware of the implemented AST classes. All AST classes
inherits somehow from InternalASTNode or InternalASTNodeWithComments,
either by inheriting from them directly or by inheriting from an abstract class
that inherits from them. The abstract classes represents concepts of VDM++,
like expressions, functions, operations, etc.
5.2 Design of the Parser
ANTLR generates a lexer and a parser unit. Furthermore, a filtering layer is
placed between these two layers in order to handle comments. ANTLR has sup-
port for this as well. Precedence rules can be specified in the ANTLR grammar
and grouping conventions are implemented when building the AST in the action
code. With this solution it is possible to regenerate the parser without having
to modify any files manually afterwards.
5.3 Design of the XML Schema
An XML schema is used to verify the correctness of an XML document. In
the overture kernel a validation is performed every time an XML document is
imported or exported. The schema is created using a tool called XML spy [10].
An XML instance document represents an AST and we have therefore chosen
to follow the same structure when creating the XML schema.
5.4 Designing the Visitors
The different visitors should all implement an interface defining which nodes the
visitor should visit. Furthermore, there should be a general visitor visiting all
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Fig. 2. Design of the AST classes
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nodes. All visitors can then extend this general visitor. Section 3 briefly explained
how JDOM can be used to export to XML using a visitor. The technique for
pretty printing an AST to a VDM++ plain text specification is to use the
position information stored in the AST classes for the identifier and keyword
nodes to build a correctly formatted string.
5.5 Design of the XML to AST Parser
The XML to AST parser works similar to the parser described in Section 5.2.
The difference is that it builds the AST from a JDOM document instead of
getting the tokens from the lexer. No error handling is needed because the XML
instance document is by definition well formed.
5.6 Design of the Editor
The Overture editor uses a large amount of Eclipse’s functionality by extending
the extension points defined by Eclipse. The implementation is therefore well
integrated with the eclipse framework. It provides coloring of keywords as well
as an outline view for giving overviews of large VDM++ specifications. Using
the Overture menu provided it is possible to import and export XML.
5.7 Design of Extension Possibilities
The Overture editor is implemented in a plug-in providing a number of extension
points in order to make the kernel as flexible as possible. The rest of the func-
tionality of the kernel is implemented in other plug-ins extending the provided
extension points. This functionality works so that the Overture editor is unaware
of any parser or visitor implementation. Using this design other developers can
replace our implementation of the parsers and visitors without having to modify
any of the plug-ins. By implementing an interface for a type checker, anyone can
extend the kernel with this facility.
6 Future work
There is a wide range of additional functionality that can be added to the kernel.
This includes e.g. a type checker, a Java code generator, and import and export
facilities to UML. These can all be added using the extension principles provided
by the kernel.
For future development based on our kernel, we refer to [1]. A chapter of the
master thesis report is dedicated to present how to extend the language or how
to add additional plug-ins with new functionality. The report also documents
the analysis, design, implementation, and test issues of the kernel development.
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7 Conclusion
This paper has presented an overview of the functionality and the design of
the kernel for the Overture tool set. The AST classes, parsers and the visitors
have been implemented by following the theory [4] and selected guidelines [5].
The integration with Eclipse is done using plug-ins and the kernel has been
constructed to be as flexible as possible.
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Grammar-centered Development of VDM
Support
Tiago Alves? and Joost Visser??
Departamento de Informa´tica, Universidade do Minho, Braga, Portugal
{tiago.alves,joost.visser}@di.uminho.pt
http://www.di.uminho.pt
Abstract. Starting from the ISO language reference, we have devel-
oped an industrial strength grammar for the VDM specification lan-
guage. We summarize both the development process and its result. The
employed methodology can be described as iterative grammar engineer-
ing and includes application of techniques such as grammar metrication,
unit testing, and test coverage analysis. The result is a VDM grammar
of industrial strength, in the sense that it is well-tested, it can be used
for fast parsing of high volumes of VDM specifications, and it allows au-
tomatic generation of support for syntax tree representation, traversal,
and interchange. In particular, we have generated Haskell support for
parsing VDM, traversing the resulting ASTs, representing the ASTs in
XML and in the ATerm maximal sharing interchange format, and for
pretty-printing the ASTs back to VDM’s surface syntax. This front-end
has proven its usefulness in the implementation of VooDooM, a tool that
supports generation of relational models from VDM data types.
1 Introduction
We advocate a grammar-centered approach to language tool development [16],
in which a variety of tool components and support libraries are generated from
platform-neutral grammars. We are applying this approach for the development
of tool support for the VDM specification language (VDM-SL). In the current
paper, we provide a summary of the first two phases of this development.
In the first phase, we have applied grammar engineering techniques to obtain
a complete grammar of the VDM-SL language from its ISO standard language
reference. This phase is summarized in Sections 2 and 3. A fully detailed treat-
ment can be found in [2], which includes the resulting platform-independent
grammar as an appendix.
In the second phase, we have generated a parser, a pretty-printer, and li-
braries for serialization and traversal of abstract syntax trees from our VDM-SL
grammar. We have used these generated components and libraries in the de-
velopment of VooDooM. This tool converts VDM datatype definitions into the
? Supported by Information Knowledge Fusion, IKF-P E!2235.
?? Supported by Fundac¸a˜o para a Cieˆncia e a Tecnologia, SFRH/BPD/11609/2002.
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form of a relational model, and was implemented in Haskell. In Section 4, we
discuss generation of components and libraries, specifically for target languages
Java and Haskell, and we provide some details of how tool construction proceeds
after such generation. Full detailes on VooDooM are provided in [1], including
the refinement theory that underpins the conversion it implements.
The paper is concluded in Section 5 with a note on availabilty and iden-
tification of future challenges. For discussions of related work, we refer to [3]
and [1].
2 Grammar Engineering
Grammar engineering is an emerging field of software engineering that aims to
apply solid software engineering techniques to grammars, just as they are ap-
plied to other software artifacts. Such techniques include version control, static
analysis, and testing. Through their adoption, the notoriously erratic and unpre-
dictable process of developing and maintaining large grammars can become more
efficient and effective, and can lead to results of higher-quality. Such timely deliv-
ery of high-quality grammars is especially important in the context of grammar-
centered language tool development, where grammars are used for much more
than single-platform parser generation.
2.1 Grammar-centered tool development
In traditional approaches to language tool development, the grammar of the
language is encoded in a parser specification. Commonly used parser generators
include Yacc, Antlr, and JavaCC. The parser specifications consumed by such
tools are not general context-free grammars. Rather, they are grammars within
a proper subset of the class of context-free grammars, such as LL(1), or LALR.
Entangled into the syntax definitions are semantic actions in a particular target
programming language, such as C, C++ or Java. As a consequence, the gram-
mar can serve only a single purpose: generate a parser in a single programming
language, with a singly type of associated semantic functionality (e.g. compila-
tion, tree building, metrics computation). For a more in-depth discussion of the
disadvantages of traditional approaches to language tool development see [6].
For the development of language tool support, we advocate a grammar-
centered approach [16]. In such an approach, the grammar of a given language
takes a central role in the development of a wide variety of tools or tool com-
ponents for that language. For instance, the grammar can serve as input for
generating parsing components to be used in combination with several differ-
ent programming languages. In addition, the grammar serves as basis for the
generation of support for representation of abstract syntax, serialization and de-
serialization in various formats, customizable pretty-printers, and support for
syntax tree traversal. This approach is illustrated by the diagram in Figure 1.
For the description of grammars that play such central roles, it is essential
to employ a grammar description language that meets certain criteria. It must
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Fig. 1. Grammar-centered approach to language tool development.
be neutral with respect to target implementation language, it must not impose
restrictions on the set of context-free languages that can be described, and it
should allow specification not of semantics, but of syntax only. Possible candi-
dates are BNF or EBNF, or our grammar notation of choice: SDF [12, 22].
The syntax definition formalism SDF allows description of both lexical and
context-free syntax. It adds even more regular expression-style constructs to
BNF than EBNF does, such as separated lists. It offers a flexible modularization
mechanism that allows modules to be mutually dependent, and distribution of
alternatives of the same non-terminal across multiple modules. Various kinds of
tool support are available for SDF, such as a well-formedness checker, a GLR
parser generator, generators of abstract syntax support for various programming
languages, among which Java, Haskell, and Stratego, and customizable pretty-
printer generators [4, 23, 19, 17, 15, 14].
2.2 Grammar evolution
Grammars for sizeable languages are not created instantaneously, but through
a prolonged, resource consuming process. After an initial version of a grammar
has been created, it goes through an evolutionary process, where piece-meal
modifications are made at each step.
A basic instrument in making such evolutionary processes tractable is version
control. We have chosen the Concurrent Versions System (CVS) as the tool to
support such version control [10].
In grammar evolution, different kinds of transformation steps occur:
Recovery: An initial version of the grammar may be retrieved by reverse en-
gineering an existing parser, or by converting or transcribing a language
reference manual, available as electronic or paper document.
Error correction: Making the grammar complete, fully connected, and correct
by supplying missing production rules, or adapting existing ones.
Extension or restriction: Adding rules to cover the constructs of an extended
language, or removing rules to limit the grammar to some core language.
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Refactoring: changing the shape of the grammar, changing neither the lan-
guage that is generated, nor its semantics.
In our case, grammar descriptions will include disambiguation information, so
adding disambiguation information is yet another kind of transformation step
present in our evolution process.
2.3 Grammar metrics
Quantification is an important instrument in understanding and controlling
grammar evolution, just as it is for software evolution in general. We have
adopted, adapted, and extended the suite of metrics defined for BNF in [20]
and implemented a tool, called SdfMetz, to collect grammar metrics for SDF
grammars. Full details about the definition and the implementation of these
SDF metrics are provided in [3]. Here we will provide just a brief description.
Size and complexity metrics Table 1 (left side) lists a number of size and
complexity metrics for grammars. McCabe’s cyclometric complexity (MCC),
originally defined for program complexity, was adapted for grammars, based
on an analogy between grammar production rules and program procedures. In
SDF, each non-terminal can have several productions associated to it. Therefore,
average right hand side (AVS) is split into two separate metrics: average size of
right-hand sides per production (AVS-P) and average size of right-hand sides per
non-terminal (AVS-N). While the AVS-N metric is more appropriate to compare
with other formalisms (like BNF), the AVS-P metric is more accurate.
Structure metrics Table 1 (right side) lists a number of structure metrics also
previously defined in [20]. The grammar is first represented as a graph that has
non-terminal as nodes, and contains edges between two non-terminals whenever
one occurs in the RHS of the definition of the other. Only the tree impurity
metric (TIMP) is calculated directly from this graph, all the others are calculated
from the strongly connected components graph. This graph is obtained from the
previous graph in which each node (level) is obtained by grouping the elements
that are strongly connected.
Table 1. Size, complexity, and structure metrics for grammars.
Size and complexity metrics
TERM Number of terminals
VAR Number of non-terminals
MCC McCabe’s cyclometric complexity
AVS-P Avg. size of RHS per production
AVS-N Avg. size of RHS per non-terminal
Structure metrics
TIMP Tree impurity (%)
CLEV Normalized count of levels (%)
NSLEV Number of non-singleton levels
DEP Size of largest level
HEI Maximum height
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Tree impurity (TIMP) measures how much the graph resembles a tree, ex-
pressed as a percentage. A tree impurity of 0 percent means that the graph is a
tree, and a tree impurity of 100 percent means that it is a fully connected graph.
Halstead metrics The Halstead Effort metric [11] has also been adapted for
BNF grammars [20]. The essential step in adapting Halstead’s metrics to gram-
mars is to interpret the notions of operand and operator in the context of gram-
mars.
Ambiguity metrics In SDF, disambiguation constructs are provided in the
same formalism as the syntax description itself. To quantify this part of SDF
grammars, we defined a series of metrics. One of these is the number of unique
productions in priorities (UPP).
2.4 Grammar testing
In grammar testing, as in general software testing, a global distinction can be
made between functional tests (black box) and unit tests (white box). A func-
tional grammar test will use complete files as test data. A unit test will use
fragments of files as test data. Typically, such fragments are composed by the
grammar developer to help him detect and solve specific errors in the grammar,
and to protect himself from reintroducing the error in subsequent development
iterations. For both functional and unit testing we have used the parse-unit
utility [7].
2.5 Coverage metrics
To determine how well a given grammar has been tested, a commonly used
indicator is the number of non-empty lines in the test suites. A more reliable
instrument to determine grammar test quality is coverage analysis. We have
adopted the rule coverage (RC) metric [21] for this purpose. The RC metric
simply counts the number of production rules used during parsing of a test
suite, and expresses it as a percentage of the total number of production rules
of the grammar. To computed these numbers for our functional test suite and
unit test suite we developed a tool called SdfCoverage.
SDF allows two possible interpretations of RC, due to the fact that a single
non-terminal may be defined by multiple productions. Thus, as in the case of
AVS, we measured two metrics, by the names of RC (rule coverage) and NC
(non-terminal coverage), respectively.
3 Development of the VDM grammar
We have applied the grammar engineering techniques described above during the
iterative development of an SDF grammar of VDM-SL. In this section we first
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describe the scope, priorities, and planned deliverables of the project. Then, the
evolution of the grammar during development is explained. We provide measure-
ment data on the evolution process and interpretations of the measured values.
Finally we describe the test suites used, and the evolution of the unit tests and
test coverage during development.
3.1 Scope, priorities, and planned deliverables
We limited the scope of the initial project to the VDM-SL language as described
in the ISO VDM-SL standard [13]. Not only should the parser accept the VDM-
SL language exactly as defined in the standard, we also want the shape of the
grammar, the names of the non-terminals, and the module structure to corre-
spond closely to the standard.
A release plan was drawn up with three releases within the scope of the initial
phase of the project:
Initial grammar Straightforward transcription of the concrete syntax BNF
specification of the ISO standard into SDF notation. Introduction of ex-
tended SDF constructs.
Disambiguated grammar Addition of disambiguation information to the gram-
mar, to obtain a grammar from which a non-ambiguous GLR parser can be
generated.
Refactored grammar Addition of constructor attributes to context-free pro-
ductions to allow generated parsers to automatically build ASTs with con-
structor names corresponding to abstract syntax of the standard. Changes
in the grammar shape to better reflect the tree shape as intended by the
abstract syntax in the standard.
3.2 Grammar creation and evolution
To accurately keep track of all grammar changes, for each transformation a new
revision was created, leading to the creation of a total of 48 development versions.
While the first and the latest release versions (initial and refactored) correspond
to development versions 1 and 48 of the grammar, respectively, the intermediate
release version (disambiguated) corresponds to development version 32.
The initial grammar The grammar was typed from the hardcopy of the ISO
Standard [13]. In that document, context-free syntax, lexical syntax and disam-
biguation information is specified in a semi-formal notation. Context-free syntax
is specified in EBNF1, but the terminals are specified as mathematical symbols.
To translate the mathematical symbols to ASCII symbols, an interchange table
is defined. Lexical syntax is specified in tables by enumerating the possible sym-
bols. Finally, disambiguation information is specified in terms of precedence in
tables and equations.
1 Although the grammar is specified in EBNF only BNF constructs were used.
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Apart from changing syntax from EBNF to SDF and using the interchange
table to substitute mathematical symbols for their parseable representation, sev-
eral issues were addressed. For instance, SDF’s constructs for iteration (with
separators) were introduced to make the grammar more elegant and concise.
SDF’s modularization features were used to modularize the grammar following
the sectioning of the ISO standard. In the ISO standard, lexical syntax is de-
scribed in an ad-hoc notation, resembling BNF but without clear semantics, plus
a table that enumerates symbols. We interpreted this lexical syntax description
and converted it into SDF, where lexical syntax can be defined in the same gram-
mar as context-free syntax. Obtaining a complete and correct definition required
renaming some lexical non-terminals and providing additional definitions.
Disambiguation In SDF, disambiguation is specified by means of dedicated
disambiguation constructs [5]. These are specified more or less independently
from the context-free grammar rules. The constructs are associativity attributes,
priorities, reject productions and lookahead restrictions.
In the ISO standard, disambiguation is described in detail by means of ta-
bles and a semi-formal textual notation. We interpreted these descriptions and
expressed them with SDF disambiguation constructs. This was not a completely
straightforward process, in the sense that it is not possible to simply translate
the information of the standard document to SDF notation. In some cases, the
grammar must respect specific patterns in order enable disambiguation. For each
disambiguation specified, a unit test was created.
Refactoring As already mentioned, the purpose of this release was to auto-
matically generate ASTs following the ISO standard as close as possible. To this
end, two operations were performed: addition of constructor attributes to the
context-free rules, and removal of injections2 to make the AST nicer.
3.3 Grammar metrics
We measured grammar evolution in terms of the size, complexity, structure and
Halstead metrics introduced above. This development is summarized in Table 2.
This table shows the values of all metrics for the three released versions. In
2 We call a production rule an injection when it is the only defining production of its
non-terminal, and its right-hand side contains exactly one (different) non-terminal.
Table 2. Grammar metrics for the three release versions.
Version term var mcc avs-n avs-p hal timp clev nslev dep hei
initial 138 161 234 4.4 2.3 55.4 1% 34.9 4 69 16
disambiguated 138 118 232 6.4 2.8 61.1 1.5% 43.9 4 39 16
refactored 138 71 232 10.4 3.3 68.2 3% 52.6 3 27 14
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Fig. 2. The evolution of grammar metrics during development. The x-axis represents
the 48 development versions.
addition, Figure 2 graphically plots the evolution of a selection of the metrics
for all 48 development versions.
A first important observation to make is that the number of terminals is
constant throughout grammar development. This is conform expectation, since
all keywords and symbols of the language are present from the first grammar
version onward.
Normalized count of levels (CLEV) indicates roughly the percentage of modu-
larizability, if grammar levels (strongly connected components in the flow graph)
are considered as modules. Throughout development, the number of levels goes
down (from 58 to 40; values are not shown), but the potential number of lev-
els, i.e. the number of non-terminals, goes down more drastically (from 161 to
71). As a result, CLEV rises from 34% to 53%, meaning that the percentage of
modularizability increases.
Table 3. Grammar metrics for VDM and other grammars. The italicized grammars are
in BNF, and their metrics are reproduced from [20]. The remaining grammars are in
SDF. Rows have been sorted by Halstead effort (HAL), which is reported in thousands.
Grammar term var mcc avs-n avs-p hal timp clev nslev dep hei
Fortran 77 21 16 32 8.8 3.4 26 11.7 95.0 1 2 7
ISO C 86 65 149 5.9 5.9 51 64.1 33.8 3 38 13
Java v1.1 100 149 213 4.1 4.1 95 32.7 59.7 4 33 23
AT&T SDL 83 91 170 5.0 2.6 138 1.7 84.8 2 13 15
ISO C++ 116 141 368 6.1 6.1 173 85.8 14.9 1 121 4
ECMA Standard C# 138 145 466 4.7 4.7 228 29.7 64.9 5 44 28
ISO VDM-SL 138 71 232 10.4 3.3 256 3.0 52.6 3 27 14
VS Cobol II 333 493 739 3.2 1.9 306 0.24 94.4 3 20 27
VS Cobol II (alt) 364 185 1158 10.4 8.3 678 1.18 82.6 5 21 15
PL/SQL 440 499 888 4.5 2.1 715 0.3 87.4 2 38 29
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Grammar comparisons We have compared our grammar, in terms of met-
rics, to those developed by others in SDF, and in Yacc-style BNF. The relevant
numbers are listed in Table 3, sorted by the value of the Halstead effort metric
(HAL). In terms of Halstead effort, our VDM-SL grammar ranks quite high,
only behind the grammars of the giant Cobol and PL/SQL languages.
For a more elaborate discussion of metric values and their interpretation, we
refer to [2].
3.4 Test suites
Functional test suite The body of VDM-SL code that strictly adheres to the
ISO standard is rather small. Most industrial applications have been developed
with tools that support some superset or other deviation from the standard,
such as VDM++ [9]. We have constructed a functional test suite by collect-
ing specifications from the internet3. A preprocessing step was done to extract
VDM-SL specification code from literate specifications. We manually adapted
specifications that did not adhere to the ISO standard.
Table 4 lists the suite of functional tests that we obtained in this way. Note
that in spite of the small size of the functional test suite in terms of lines of
code, the test coverage it offers for the grammar is satisfactory. Still, since test
coverage is not 100%, a follow-up project specifically aimed at enlarging the
functional test suite would be justified.
Unit tests During development, unit tests were created incrementally. For every
problem encountered, one or more unit tests were created to isolate the problem.
We measured unit tests development during grammar evolution in terms of
lines of unit test code, and coverage by unit tests in terms of rules (RC) and
non-terminals (NC). This development is shown graphically in Figure 3. As the
chart indicates, all unit tests were developed during the disambiguation phase,
i.e. between development versions 1 and 32.
3 A collection of specifications is available from http://www.csr.ncl.ac.uk/vdm/.
Table 4. Functional test suite. The second column gives the number of code lines. The
third and fourth columns gives coverage values for the final grammar.
Origin LOC RC NC
Specification of the MAA standard (Graeme Parkin) 269 19% 30%
Abstract data types (Matthew Suderman and Rick Sutcliffe) 1287 37% 53%
A crosswords assistant (Yves Ledru) 144 28% 43%
Modelling of Realms in (Peter Gorm Larsen) 380 26% 38%
Exercises formal methods course Univ. do Minho (Tiago Alves) 500 35% 48%
Total 2580 50% 70%
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4 VDM Tool Development
We have used the developed VDM grammar for construction of VDM tool sup-
port, following the grammar-centered approach outlined in Section 2.
4.1 Generation of support libraries
Given a high-quality, platform-independent grammar of VDM-SL, grammar-
centered language tool development proceeds by generating components and
libraries. For SDF grammars, such code generation is supported by various tools.
To develop the VooDooM tool, we made use of the Haskell-based Strafunski bun-
dle [19], of which the architecture is shown in Figure 4. This architecture is an
instantiation of the general architecture of Figure 1, and we will briefly describe
its main elements.
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sdf2haskell From the VDM grammar, this tool generates (i) a Haskell module
with datatypes that represent the VDM abstract syntax, and (ii) a Haskell
module with a customizable pretty-printer that can convert ASTs into tex-
tual representation.
DrIFT [25] From the Haskell datatypes, this tool generates support libraries
(i) for conversion between ASTs and the external ATerm representation, (ii)
for providing ASTs with a generic term interface, and (iii) for conversion
between ASTs and XML documents.
sdf2table [4] This generator produces a parse table from the VDM grammar,
which can be consumed by the SGLR parser to parse VDM specifications
into ATerms.
libraries A library of generic traversal combinators allows construction of traver-
sals over the VDM ASTs using so-called strategic programming. A library of
generic pretty-print combinators helps to customize the VDM pretty-printer.
user code The user uses the generated code and the libraries to construct a
complete language processing tool, including a customized pretty-printer,
and problem-specific AST traversals.
For targeting Java, similar support tools are available. In particular, the JJ-
Forester tool generates Java class hierarchies and corresponding visitors from
SDF grammars [17]. These generated class hierarchies and visitors enable generic
and flexible traversal construction by instantiating the JJTraveler visitor com-
binator framework [24, 8].
4.2 Tool construction
In the case of VooDooM, the implemented traversals constitute a conversion
engine that transforms sets of VDM datatypes into relational form. A second
grammar, of SQL, was used to generate a pretty-printer for SQL, allowing export
both to VDM and SQL. For a detailed explanation of the conversion engine and
the use of strategic programming in its implementation, we refer to [1].
To give a brief indication of the style of programming that was employed, see
the following code fragment for constructing the graph of dependencies between
VDM types. This function is used in VooDooM to guide the transformations for
recursion removal and inlining of types.
type Edge = (Identifier, Identifier)
dependGraph :: Document-> Gph Identifier
dependGraph d = mkRel (worker "" d)
where
worker :: Term a => Identifier -> a -> [Edge]
worker parent d = maybe [] id (applyTU (stop_tdTU step) d)
where
step = failTU ‘adhocTU‘ def ‘adhocTU‘ use
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types
Space = [ S ];
S = Box | BoxSplit;
Box :: info: BoxInfo
width: Width;
BoxSplit :: one: Space
two: Space;
BoxInfo = token;
Width = real
Box
BoxInfo Width
BoxSplit
Space
S
Fig. 5. A simple VDM document (left) and the corresponding type dependency graph
(right) computed with the dependGraph function.
def :: TypeDefinition -> Maybe [Edge]
def (UnTaggedTypeDef id a b) = return $ worker id (a,b)
def (TaggedTypeDef id a b) = return $ worker id (a,b)
use :: Type -> Maybe [Edge]
use (TypeName (Name id)) = return [(parent, id)]
use t = mzero
The dependGraph function invokes a worker function, which collects a list of
edges, on its argument d and applies mkRel to construct a graph out of those
edges. The worker takes an identifier that serves as parent node as additional
argument, which is initialized with the dummy identifier "". The worker performs
a top down collection strategy stop tdTU, instantiated with a non-traversing
step action. This step function in turn combines two helper functions for dealing
with type definitions (def) and with used type names (use). The former restarts
the worker with the defined identifier as new parent. The latter constructs an
edge between the current parent and the identifier that names the used type.
Note that this traversal works its way through all 71 Haskell datatypes, but
only needs to mention a few of them explicitly. The input and output of the
function for a simple VDM document is shown in Figure 5. A primer for traversal
construction using generic traversal combinators is found in [18].
5 Concluding remarks
We have outlined a mix of grammar engineering techniques and discussed their
application during the production of a VDM-SL grammar from its ISO specifi-
cation. We have shown how such a grammar can be used in grammar-centered
language tool development, involving generation of support libraries and generic
traversal construction.
Availability The final version of the VDM-SL grammar in SDF (development ver-
sion 48) is included in the appendix of [2]. In addition, this version is available as
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browseable hyperdocument from http://voodoom.sourceforge.net/iso-vdm.html.
All intermediate versions can be obtained from the CVS repository at the project
web site at http://voodoom.sourceforge.net/. The Haskell code generated from
our VDM-SL grammars is distributed together with the grammar in the Vdm-
Front package. The VooDooM tool is based on this generated front-end. Both of
these can also be downloaded from the project web site.
Future work We plan to extend the grammar in a modular way to cover other
dialects of the VDM-SL language, such as IFAD VDM and VDM++. We are
planning to provide generated Java support as well, by feeding our grammar
to tools such as JJForester [17] or ApiGen [14]. The extensions would render
our work compatible with the Java-based open source VDM tool development
project, Overture4. It remains to be seen whether the generated artifacts would
be integrated into previously developed components, or only used for new com-
ponents.
Should the functionality of VooDooM be integrated into Overture, two pos-
sibilities exist. One is to regard the Haskell implementation as prototype for
a new Java implementation. The other is to allow non-Java components to be
plugged in to the Overture infrastructure as well. Especially for non-core func-
tionality this latter option seems acceptable. If the same grammar is used to
generate interchange support for Java and Haskell, seamless integration seems
within reach.
Discussion A grammar-centered approach to language tool development has
the advantage over more traditional approaches that it allows fast development
of tools and components with different functionalities. We contend that formal
method tools must offer more than a specification/programming language sup-
porting traditional forward engineering. Rather, the potential benefits of a for-
mally well-founded language such as VDM could be exploited to offer advanced
functionality as exemplified by the VooDooM database model calculator.
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On the Use of VDM++ for Specifying
Real-time Systems ?
Marcel Verhoef ?? (Marcel.Verhoef@chess.nl)
Chess Information Technology BV, P.O. Box 5021, 2000 CA Haarlem, NL
Abstract. Language extensions have been suggested in the past to make
VDM++ better suited for specification of real-time applications and tool
support was developed to analyze these extended VDM++ models. Prac-
tical experiences with the language extensions and the supporting tools
are discussed in this paper. Improvements to the language extensions
and tool support are suggested.
1 Is there really a need for language extensions?
One of the important qualities of formal techniques is that abstraction is used
to focus on the core properties of the system design. In particular the topics
concurrency and real-time have a long standing tradition in academic research
providing notations, tools and techniques to do just that. But it seems that the
practical application of these solutions has not propagated sufficiently towards
industry, particularly not to the mainstream of computing. The formal notations
proposed by academia are in general very powerful and expressive but they are
often not compatible with (or rather disruptive to) traditional system design,
and in the past they did not scale up to the size of a typical industrial design
problem which posed a high hurdle for their practical application.
One could, most likely successfully, argue that the traditional industrial de-
sign approach in many cases is fundamentally flawed and that the current way
of working should therefore not hinder introduction of obviously superior tech-
niques, even despite the scalability issue. It is the experience of the author how-
ever, that making small incremental improvement steps from the existing sit-
uation, bringing more and more formality into the design process, has a much
better chance of acceptance in industry than the revolutionary approach.
The pragmatic introduction of formal techniques in combination with ex-
isting informal techniques and development processes is often referred to as
“lightweight” or “invisible” formal methods [1,2]. The Danish company IFAD
has been notably successful in the 1990’s, marketing and selling their product
? This work has been carried out as part of the Boderc project under the responsibility
of the Embedded Systems Institute. This project was partially supported by the
Netherlands Ministry of Economic Affairs under the Senter TS program.
?? and Radboud University Nijmegen, Institute for Computer and Information Sciences,
P.O. Box 9010, 6500 GL Nijmegen, NL. http://www.cs.ru.nl/ita/
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VDMTools, in support of the VDM notation, leaving a track record of sev-
eral very successful and large-scale industrial applications of VDM. In 2005, the
Japanese company CSK bought the intellectual property rights to these tools
and furthermore a new book appeared describing both the VDM++ notation
and the tool, see [3].
These industrial VDM++ projects, which are partly discussed in the book,
have shown that formal languages, tools and techniques are actually easy to
adopt in practice, especially if they can be used in combination with informal
techniques. They merely require additional training of the technical experts,
assuming basic knowledge of mathematics and logic. These domain experts are
normally rather open to new ideas, in particular if it directly supports their task
at hand. The challenge in industry however is to become productive fast and
bridging the gap between a concrete design problem and abstract specification
always seems to be the bottleneck, often due to lack of experience.
The Model Driven Architecture, as proposed by the Object Management
Group (see http://www.omg.org/mda), addresses this problem by creating so-
called platform specific models (PSM), platform independent models (PIM) and
a set of mapping rules between those models. PSMs are used to capture and
communicate domain specific information, PIMs are abstractions that focus on
some essential system properties. The mapping rules should facilitate automatic
transformations between these models. Although this approach seems very ap-
pealing, it has not yet been proven to work in practice, in particular if the
“semantic distance” between the PSM and PIM is big.
Another approach is to integrate different languages, such as the Circus lan-
guage [4] which combines the formal notations Z, CSP and refinement calculus
into a single paradigm. Alternatively, one could consider extending an existing
notation such that it is easier to express domain specific problems directly in that
language. Sometimes it suffices to introduce some “syntactic sugar” or modeling
patterns to ease specification of some problem, but leaving the original language
semantics intact. If this doesn’t suffice, both the syntax and the semantics of the
language need to be extended. However, the advantage over the MDA approach
is still that large parts of the syntax and the semantics of the original language
can often be reused.
Already in 2000, as part of the ESPRIT project VICE (VDM++ In a Con-
strained Environment), language extensions where proposed to facilitate specifi-
cation of real-time systems in VDM++. These language extensions were accom-
panied by a special version of VDMTools which enabled the analysis of these
enhanced models. Both the language extensions and the tool have been around
for a while now but only very little experiences are reported on the use of either.
Purpose of this paper. A small case study was performed using the
extended VDM++ notation and the supporting tools in the context of the
BODERC project (Beyond the Ordinary: Design of Embedded Real-time Con-
trol) at the Embedded System Institute (see http://www.esi.nl/boderc). Without
claiming to be complete, some valuable lessons learnt can already be drawn from
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this modeling exercise. These observations are intended to revitalize the debate
on extending the VDM++ language for specifying real-time systems.
This paper is organized as follows. First, we explore how real-time systems
can be modeled using the proposed extensions to VDM++. Some observations
are made based on a case study and finally we suggest some improvements to
the language and the supporting tools.
2 What is required for specifying real-time systems?
The unique selling point of formal modeling is that it allows early analysis of
system properties. Problems identified during the requirements analysis and de-
sign phase are easier to fix than problems identified during test and integration,
which saves costs and improves the time-to-market and product quality. How-
ever, in the area of real-time systems this is notoriously difficult to achieve. The
reason for that is two-fold.
First of all, the general tendency is to focus on the functional requirements
of the product first and foremost. The non-functional requirements (such as
timeliness and throughput) are only considered in practice after the functional
design is completed. Ask any software engineer how much time it takes to execute
the code they wrote and in most cases they are not able to provide the answer.
But more importantly, they often do not consider it to be their problem at
all. The general belief is: “Surely, the hardware will be fast enough”. The well-
known Moore’s law [5] has not helped to change this attitude; many projects
were saved by the fact that available hardware at the time of product release
was indeed faster than the state of the art at the time of design, or hardware has
become so cheap that is was economically viable to increase the computing or
communication capacity. This trend seems to be no longer feasible, in particular
in the embedded systems area, see for example the on-line article [6]. Companies
are forced to produce at increasingly lower cost to remain competitive in poor
market conditions.
Secondly, the analysis techniques currently used in industry are not very
effective. For example, worst-case execution time (WCET) analysis is indeed
possible, but only if you have the source code, the compiler and know the target
platform. These are available rather late in the design, in particular when the
hardware is developed in parallel to the software, which is often the case in em-
bedded systems. Modern CPU and System-on-Chip architectures have features
(such as multi-stage instruction pipe-lining and advanced caching algorithms)
where WCET analysis can only provide coarse results. Often benchmarking,
running and measuring pieces of application code on the real target hardware,
is the only practical solution to circumvent this problem. Alternately, one has
to accept a large margin of error which will result in a conservative and over
dimensioned design. Similarly, rate monotonic analysis (RMA, [7]) can be used
to analyze schedulability, but only if all the tasks are periodic. Earliest deadline
first (EDF, [8]) scheduling is known to be optimal for non-periodic tasks but no
efficient implementation exists. The time-triggered architecture (TTA, [9]) does
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offer a solution to increase predictability by apriori distributing the capacity of
the resources over all available tasks, but also at the cost of over dimensioning.
With respect to the first problem, the root cause is the notations used to
design software. Performance is often considered a “second-class” citizen because
there is no easy way to specify this type of requirements. For example, Real-time
Object-Oriented Modeling (ROOM, [10]) only supports the notion of timers
for which the semantics (e.g. resolution, accuracy) is depending on the target
platform used. Selic et al claim that this is sufficient for soft real-time systems but
they also admit that it is probably not suited (and was never intended) for hard
real-time systems. Results obtained from simulation might differ significantly
from the code running on the target environment. However, the situation is
improving with the advent of UML2 (which has borrowed a lot of concepts from
ROOM) and the Profile for Schedulability, Performance and Time (available at
http://www.uml.org). At least it is now possible to annotate software models
with performance data using an industry-wide accepted notation. The mentality
problem however, can only be solved by education and training.
With respect to the second problem, a lot of progress has been made the
last few years. Model checkers such as FDR2 (http://www.fsel.com) and µCRL
(http://homepages.cwi.nl/∼mcrl/ ) can deal with very large state spaces, mak-
ing analysis of concurrency practically usable. Similarly, timed-automata model
checkers, in particular the tools UPPAAL and TIMES (http://www.uppaal.com
and http://www.timestool.com respectively) are improving significantly as well,
allowing analysis of realistic timing and schedulability problems. But all these
techniques use an input language that is tailored for formal analysis rather than
for design, which makes it hard to use by practitioners, even despite the nice
graphical front-ends of the latter two tools. Moreover, the improved power of
the tools itself has not reduced the inherent problem in this class of languages:
even seemingly simple models can lead to large state spaces that are very hard
to analyze. Expert advice, which is often lacking in an industrial environment,
is often the only solution to find alternative modeling strategies that prevent (or
circumvent) such situations.
Solutions are also proposed from the discrete event systems domain, where
simulation based techniques are often used instead of model checking. It is of-
ten impossible to claim completeness during analysis because the state space of
the model is potentially infinite which makes exhaustive simulation impossible.
Nevertheless useful results can be obtained using these techniques. For exam-
ple the Parallel Object Oriented Specification Language (POOSL, [11]) with its
support tools SHESim and Rotalumis come from this domain. The language
has been formally defined using timed probabilistic labeled transition systems
and the simulation algorithm was proven to be correct with respect to the lan-
guage semantics. The simulation algorithm consists of a two phase execution
approach, where either processes execute asynchronously to completion or time
passes synchronously for all processes at once. The language is sufficiently ex-
pressive to model timing requirements but these requirements have to be encoded
explicitly, for example using modeling patterns. Matlab, which is well-known in
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industry (http://www.mathworks.com) provides functionality to specify timing
requirements using Simulink and Stateflow. However, the notation is limited to
state transition diagrams only and its semantics are determined by the type of
mathematical solver used.
3 The VDM++ language
The book by Fitzgerald et al, [3], presents VDM++ using several case studies and
deals with concurrency in chapter 12. Note that the real-time language extensions
presented here are not discussed in the book. The official language reference
manual is [12], which is also available at http://www.vdmbook.com/tools.php.
The real-time language extensions are currently only described in [13,14] and
are illustrated by the case study presented in [15]. We will repeat the essentials
from these documents here for the sake of completeness and discussion.
Unfortunately, it is not possible to show the case study we performed in the
BODERC project for reasons of confidentiality. In stead, the famous “Dining
Philosopher” problem of Edsgar Dijkstra [16] will be used as a carrier throughout
this paper. The story goes as follows: a group of philosophers joins for dinner at a
table and each of them brings one fork. But the philosophers are only allowed to
eat if and only if they have two forks, one in each hand. So, they have to borrow
a fork from their colleagues to be able to eat. The aim is to find an algorithm
that allows all the philosophers to eat, but without fighting about the forks,
which are critical resources. A fork can be picked up by only one philosopher
at a time. In contrast to the original “Dining Philosopher” problem, where only
the fork of the adjacent philosopher at the table can be borrowed, here we do
not care which fork is taken. For simplicity, a philosopher may take any fork
from the table, as long as it is free. Furthermore, we have added an explicit limit
to the number of times a philosopher can eat. This feature was introduced for
practical reasons as well. While the original algorithm continues indefinitely, the
algorithm presented in this paper always terminates, which makes it easier to
study with VDMTools. Last but not least, we will also use the example as a
carrier to introduce the notion of time in the specification, which goes beyond
the scope of the original example.
3.1 Dealing with concurrency
VDM++ distinguishes active and passive objects. The latter only react when
their operations are called, the former have their own thread of control and
after start up they do not necessarily need interaction with other objects to
continue. As shown in Figure 1, we will model the table as a passive object and
the philosophers as active objects.
The class Table has an instance variable forks to count the number of avail-
able forks on the table. The operations takeFork and releaseFork are used to
either pick up a fork or put it down again on the table. The operation IamDone is
used to count the number of philosophers that are done eating. The constructor
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class Table
instance variables
forks : nat := 0;
guests : set of Philosopher := {};
done : nat := 0
operations
public Table: nat ==> Table
Table (noGuests) ==
while forks < noGuests do
( guests := guests union
{new Philosopher(self)};
forks := forks + 1 )
pre noGuests >= 2;
public takeFork: () ==> ()
takeFork () == forks := forks - 1;
public releaseFork: () ==> ()
releaseFork () == forks := forks + 1;
public IamDone: () ==> ()
IamDone () == done := done + 1;
wait: () ==> ()
wait () == skip;
public LetsEat: () ==> ()
LetsEat () ==
( startlist(guests); wait() )
sync
per takeFork => forks > 0;
per wait => done = card guests;
mutex(takeFork,releaseFork);
mutex(IamDone)
end Table
class Philosopher
instance variables
theTable : Table;
turns : nat := 2
operations
public Philosopher : Table ==> Philosopher
Philosopher (pt) == theTable := pt;
Think: () ==> ()
Think () == skip;
Eat: () ==> ()
Eat () == turns := turns - 1;
thread
( while (turns > 0) do
( Think();
theTable.takeFork();
theTable.takeFork();
Eat();
theTable.releaseFork();
theTable.releaseFork() );
theTable.IamDone() )
end Philosopher
(a) Passive object: Table (b) Active object: Philosopher
Fig. 1. The Dining Philosophers – concurrency
Table puts a fork on the table, by incrementing the instance variable forks, for
each instance of Philosopher that is created. At least two philosophers should
show up for dinner because we need two forks at minimum to allow any philoso-
pher to eat. Note that when the Philosopher is created in the constructor, its
thread of control is not yet started. The threads of the active objects are started
by executing the operation startlist in the operation LetsEat.
The class Philosopher has an instance variable turns to count the number
of times (in our case: two) the philosopher wants to eat from the table. The
philosopher has two basic activities, either he is thinking, represented by the
operation Think or he is eating, represented by Eat. The thread clause specifies
the so-called thread of control of the task. Any instance of class Philosopher will
execute the algorithm specified here without needing extra external stimuli. The
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philosopher will first Think, then acquire two forks by calling takeFork, he will
Eat and finally give the forks back by calling releaseFork. If the philosopher
has iterated twice, then the while loop is finished and the philosopher will signal
that he is ready by calling IamDone and the thread will terminate.
Note that the class Table does not have a thread clause which implies that its
public operations are called and executed in the context of the thread of control
of another, active, task. If such a passive task is shared among several active
tasks, as is the case here (all the philosophers access the same table instance),
special care needs to be taken when updating the internal state of the passive
object. In the sync clause, so-called permission predicates (indicated by the per
keyword) are given that specify under which circumstances the operations are
allowed to be called.
For example takeFork is enabled if there are still forks left on the table. If an
active task calls this operation while forks is zero then the thread of control of
the active task is blocked until the value of forks becomes positive, for example
when another philosopher returns a fork to the table by calling releaseFork
from its own thread of control.
Similarly, the operation wait is blocked until all philosophers are finished
eating. This situation is reached when the instance variable done is equal to
the cardinality of the set of philosophers. Note that done is incremented by
the operation IamDone which is called at the end of the thread clause of each
philosopher. The wait operation is needed to suspend the thread of control
of whoever called the operation LetsEat, in our case the user-interface of the
VDMTools interpreter by calling print new Table(3).LetsEat() from the in-
terpreter command-line. This is the appropriate way to start the simulation of
the application for the case of 3 philosophers. Note that the instances of class
Philosopher are created in the constructor of class Table, but their threads of
control are started in the operation LetsEat.
Last but not least we can specify which public functions are mutual exclu-
sive. In our case, we need to protect the instance variable forks to be changed
by two threads at the same time. Therefore we have declared takeFork and
releaseFork to be mutex. This also implies that both operations are not re-
entrant. Once a call to either operation is active, a second call to the same
function will also block the thread.
The mutual exclusion keyword is actually “syntactic sugar” for a set of per-
mission predicates defined over so-called history guards. For each operation a
set of values is maintained that count:
1. how often was operation name requested (#req: operation name → N )
2. how often was operation name activated (#act: operation name → N )
3. how often was operation name finished (#fin: operation name → N )
Based on these numbers, some short-hand functions can be defined:
1. how many instances of operation name are currently running
#active(x) = #act(x) - #fin(x)
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2. how many instances of operation name are currently pending
#waiting(x) = #req(x) - #act(x).
Using those definitions, the mutex synchronization clause can now be written as:
sync
per takeFork => #active(takeFork) + #active(releaseFork) = 0;
per releaseFork => #active(takeFork) + #active(releaseFork) = 0
These history counters play an important role in the real-time extensions.
3.2 Dealing with real-time
The specification in Figure 1 is complete with respect to concurrency, but it
does not say anything about time. In the context of the “Dining Philosopher”
example, consider the fact that activities like thinking and eating actually take
time. But how do we specify that? The duration statement was introduced
in [14], which has the following syntax:
statement = duration ( numeral ) statement
| block statement
| ... ;
This notation allows to specify the execution time, indicated by the numeral,
of the right-hand side statement according to a discrete time clock running at
an arbitrary resolution. If we assume a clock resolution of 1 µsec in our model,
then the execution time of the statement duration(15) y := y * 3 is 15 µsec.
Let us now reconsider our case study.
public takeFork: () ==> ()
takeFork () ==
duration (5)
forks := forks - 1;
public releaseFork: () ==> ()
releaseFork () ==
duration (5)
forks := forks + 1;
Think: () ==> ()
Think () ==
duration (200)
skip;
Eat: () ==> ()
Eat () ==
duration (200)
turns := turns - 1;
(a) handling the fork takes time (b) and so does thinking and eating
Fig. 2. The Dining Philosophers – adding time
The specification has been extended with execution times, as shown in Fig-
ure 2, but what can we now do with it? An informal description of the operational
semantics is provided here, a more formal description can be found in [13]. As
explained in the previous paragraph, history counters are maintained for each
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operation of each instantiated object. The VDMTools interpreter maintains a
log during symbolic execution (simulation) of the model. Each history counter
that is encountered during execution is added to the execution log. The discrete
time simulation clock is sampled and the inserted log entry is tagged with this
time stamp. The execution log is offered as an ASCII output file to the user
for further analysis, an excerpt is shown in Figure 3, highlighting the execution
trace of a philosopher as specified in Figure 2.
req -> Op: Philosopher‘Think Obj: 4 Class: Philosopher @ 156
act -> Op: Philosopher‘Think Obj: 4 Class: Philosopher @ 156
fin -> Op: Philosopher‘Think Obj: 4 Class: Philosopher @ 356
req -> Op: Table‘takeFork Obj: 3 Class: Table @ 360
act -> Op: Table‘takeFork Obj: 3 Class: Table @ 360
fin -> Op: Table‘takeFork Obj: 3 Class: Table @ 365
req -> Op: Table‘takeFork Obj: 3 Class: Table @ 369
act -> Op: Table‘takeFork Obj: 3 Class: Table @ 369
fin -> Op: Table‘takeFork Obj: 3 Class: Table @ 374
req -> Op: Philosopher‘Eat Obj: 4 Class: Philosopher @ 376
act -> Op: Philosopher‘Eat Obj: 4 Class: Philosopher @ 376
fin -> Op: Philosopher‘Eat Obj: 4 Class: Philosopher @ 576
req -> Op: Table‘releaseFork Obj: 3 Class: Table @ 580
act -> Op: Table‘releaseFork Obj: 3 Class: Table @ 580
fin -> Op: Table‘releaseFork Obj: 3 Class: Table @ 585
req -> Op: Table‘releaseFork Obj: 3 Class: Table @ 589
act -> Op: Table‘releaseFork Obj: 3 Class: Table @ 589
fin -> Op: Table‘releaseFork Obj: 3 Class: Table @ 594
Fig. 3. Excerpt of an execution trace log file from Figure 2
Note that each time an “act” line is followed by a “fin” line in the logging,
the time stamp at the end of the line indeed differs by the specified duration
delay of that particular operation, as specified in Figure 2. It can also be seen
from this trace that operations which are not explicitly tagged with a duration
statement cost time nevertheless. For example, we see that calling an operation
on another object (e.g. Table‘takeFork on the fourth line) costs 4 time units
while calling an operation locally (e.g. Philosopher‘Eat on the tenth line) costs
2 time units. The interpreter uses a table to lookup the default execution time
costs for each standard VDM++ language construct, if it is not overruled by a
duration statement. This default execution time cost table can be modified by
the user.
In the previous paragraph we have seen how active objects can be specified
using the thread construct. However, many real-time systems have one or more
threads that exhibit a typical periodic behavior. It could in fact be specified
using the duration statement, but it would look rather artificial:
thread
while (true)
( duration (10) someAction();
duration (40) skip )
This specification would indeed imply a thread with a periodicity of 50 time
units, but it would need to be “active” permanently and uninterrupted by other
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threads. Therefore, a new construct was added to the language where thread
periodicity and task duration are explicitly decoupled. Consider the following
definition:
thread definition = thread periodic ( numeral ) ( name )
where numeral specifies the length of the period in time units and name
specifies the name of the operation that is called with that frequency, for exam-
ple:
thread periodic (50) (someAction)
Note that, compared to the weak previous attempt, we do not have to specify
the duration of someAction explicitly anymore to guarantee the period of the
thread. Every 50 time units the thread will execute someAction. It is possible to
specify the duration of someAction independently by using duration statements
inside the body of the operation. Note that the duration of the operation might
even exceed the period of the thread. This situation is described in more detail
in paragraph 4.7. To put the periodic statement in the context of the “Dining
philosophers” problem, consider the situation where we would only like to specify
the eating part of the algorithm, because only that activity involves manipulating
the forks. This could be specified as shown in Figure 4.
class Philosopher
instance variables
theTable : Table;
turns : nat := 2
operations
public Philosopher : Table ==> Philosopher
Philosopher (pt) == theTable := pt;
Eat: () ==> ()
Eat () ==
if turns > 0
then ( theTable.takeFork();
theTable.takeFork();
duration (200) turns := turns - 1;
if turns = 0 then theTable.IamDone();
theTable.releaseFork();
theTable.releaseFork() )
thread
periodic (800) (Eat);
end Philosopher
Fig. 4. The philosophers eat every 800 time units
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4 Case notes: some lessons learnt
The VDM++ language extensions for real-time have been presented in the pre-
vious paragraph and we will move on to discuss the usability of those language
extensions. We will first concentrate on the tool support and then move on to
the language itself. We have been using the VDMTools VICE edition, version
6.7.27, dated 6 November 2003.
4.1 Tool: multi-threading versus multi-processing
The current implementation in the VICE symbolic interpreter supports the no-
tion of a single CPU. It is therefore only possible to simulate multi-threading
(pseudo parallel behavior, interleaving semantics) and not multi-processing (true
parallel behavior). According to [13], the operational semantics is sufficiently
strong to deal with multi-processing but it simply has not been implemented.
The absence of multi-processing in VDMTools causes a lot of problems in prac-
tice. First of all, single processor systems are nowadays an exception. Multiple
computers connected through a network are common place, also in real-time
systems such as for example military command and control systems or air traffic
control systems.
Secondly, you have to specify the real-time system in its environment and
therefore you have to specify the environment too. For that, the multi-processing
approach is mandatory; the timing behavior of the real-time system should not
be affected in any way by the execution of the environment simulation. In [15] this
is partially solved by using duration(0) statements for all environment tasks,
but it clobbers the specification and makes model maintenance unnecessarily
cumbersome and artificial. Moreover, the delivery of external stimuli to the real-
time system, specified in the environment model, is often as time critical as the
system itself and therefore it should not be hindered by the execution of the
real-time system model. It is much more natural to specify the environment as
a separate process instead of a separate task.
4.2 Tool: only post-processing of time information
The VICE version of VDMTools only supports post-processing of time informa-
tion, using the ASCII log file as shown in Figure 3. For any realistically sized
problem it is impossible to analyze these files by hand. Tool support is required
and some ad-hoc perl scripts were purpose built by IFAD [14,15] for a particular
case study. However, if the model changes, then also the tools need modification
and this is certainly not very efficient. We developed a general purpose visual-
ization tool called ShowVice, a part of the user-interface is shown in Figure 5.
The tool is capable to read the execution trace file of any extended VDM++
model that is executed using the VICE version of VDMTools. The user can
select the part of the execution trace that is of interest and produce a time
annotated sequence diagram as is shown in Figure 6. As an example, we see the
initialization phase of the model presented in Figure 4, which includes the first
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Fig. 5. The user-interface of the ShowVice tool
period of the philosopher with object id 4. The threads of the active objects are
highlighted using a different color for each active thread of control. It is easy
to see which active object is calling operations on a passive object. Although
the history counters are available, they are not shown in the diagram, only the
operation request is annotated with the letter ‘R’. If an operation is not eligible
for execution, because a permission predicate is false, then this thread is swapped
out and another thread gets control of the system. At time step 150 in Figure 5
(the second column containing the Table instance) we see that an operation is
requested but cannot be executed. It turns out to be the operation wait which
is called from inside the operation LetsEat in Figure 1. The ShowVice tool is
available at http://www.sf.net/projects/overture.
4.3 Tool: the symbolic interpreter is slow
The VICE version of VDMTools is very slow compared to other discrete event
simulation tools that the author is familiar with. Since the current implemen-
tation in VDMTools is closed source, it is not possible to check why there is
such a large difference, but for realistic industrial models it is in any case not
convenient. Performance much be increased by at least an order of magnitude
to guarantee sufficient simulation depth to gain confidence in the model.
4.4 Language: timed consistency predicates
We already mentioned that only post-processing of time information is possible
with the current version of the tool. But more surprisingly, it is impossible to
specify timed consistency predicates because you cannot refer to the current
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Fig. 6. A partial sequence diagram of Figure 4
value of the discrete time clock, neither implicitly nor explicitly. In the case of
the “Dining philosopher” problem, suppose that we want to specify a fairness
criteria, for example that each philosopher should eat within a certain time
interval because the philosopher would otherwise not survive. How would we
deal with that? We could for example introduce extra history counters:
– #age: operation name → N , which returns the number of time units that
passed since #req (operation name). Its use will be shown in paragraph 4.6.
– #prev: operation name → N , which returns the number of time units that
passed since the previous invocation of operation name or the total elapse
time since the thread was started if it is the first time the operation was
called.
If we would like to specify that the philosophers shall eat within 1000 time units
then the specification of Eat should be changed as follows:
operations
Eat: () ==> ()
Eat () == turns := turns - 1
pre #prev(Eat) <= 1000;
Note that this simple timed consistency predicate, which is added to the pre-
condition of the operation Eat, would immediately detect at run-time that the
default settings for the scheduler in the symbolic interpreter are not fair for our
case study (it is possible to assign thread priorities and the size of the maximum
time slice assigned to a thread). With the default settings, once a philosopher
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gets in control, he eats until he is done and only then gives up control. The
third philosopher in our model would have died long before his turn is up. If
the philosophers would eat in a round-robin fashion, which can be achieved
by selecting the right scheduler settings in the VDMTools interpreter, then all
philosophers would stay within the specified fairness criterion.
4.5 Language: modifying the thread properties
VDM++ only allows to start a thread (using the start and startlist opera-
tors); it is not possible to explicitly stop, suspend or resume a thread. Thread
priorities are set once in an off-line configuration file and cannot be queried or
changed at run-time. Consider for example Figure 4. Although the eating task
is completed after two periodic iterations, the periodic thread keeps on calling
Eat nevertheless because there is no possibility to stop the thread! Manipulating
the thread properties is a must for real-time systems specification.
4.6 Language: interrupt the thread of control
A key property of real-time systems is that they can react to spurious events
from the environment. The normal thread of control is suspended to deal with
the event and the thread of control is resumed as soon as the event is handled.
It is not possible to interrupt the thread of control of an active class. The thread
of control is either waiting for some permission predicate to become true or
it is continuously executing some operation. Interrupts can only be specified
by explicitly encoding them using permission predicates in a dedicated active
object. Modeling patterns are presented in [14,15] to deal with this, but this
increases the model complexity unnecessarily. This situation can be improved
substantially by introducing a new interrupt clause in a class definition that
has the following syntax:
interrupt clause = interrupt "[" interrupt definition { "," interrupt definition }+ "]" ;
interrupt definition = quoted literal "->" name ;
The interrupt clause is an ordered list of interrupt definitions. The order
determines the interrupt priority in descending order. An interrupt definition is
simply a mapping between an identifier (a quoted literal) and the name of the
operation to execute when the interrupt occurs. In addition, we need a few extra
statements, in order to raise and mask interrupts.
statement = signal ( quoted literal )
| enable ( quoted literal | all )
| disable ( quoted literal | all )
| ... ;
In our case study, we could use this construct to allow the philosophers to
have a beer or drink some wine during dinner:
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operations
drinkBeer: () ==> ()
drinkBeer () == duration(20) skip
pre #age(drinkBeer) < 5 -- maximum allowed interrupt latency
post #age(drinkBeer) < 50; -- interrupt deadline
drinkWine: () ==> ()
drinkWine () == duration(40) skip;
interrupt
[ <BEER> -> drinkBeer, <WINE> -> drinkWine ]
Assuming that the interrupts are enabled, we could then cause the thread of
control of each philosopher to be interrupted by executing the following state-
ment (from within the scope of the passive class table):
for all guest in set guests do
let s in set {<BEER>, <WINE>} in guest.signal(s)
The operational semantics for this construct need to be worked out in detail,
which goes beyond the scope of this paper. For example, decisions must be made
with respect to the interrupt queuing model. Note that interrupt latency and
deadline requirements can be specified in the pre- and postcondition respectively,
using the #age timed consistency predicate defined in paragraph 4.4.
4.7 Language: dealing with execution time uncertainty and
deadlines
The periodic and duration statements where added to the language but they
seem to be incomplete. Periodic behavior in real-time systems is typically de-
scribed by three parameters: (1) the period, (2) activation latency and (3) the
deadline. Activation latency is the amount of uncertainty on the exact scheduling
moment. A task with average period 20 and latency 3 will actually occur between
time units 17 and 23. Note that actual activation moment is a non-deterministic
choice from the time interval 17, . . . , 23.
The deadline is the amount of time between the start of the periodic task
and the finishing of a single periodic cycle, in the case of Figure 4, the elapse
time between #act(Eat) and #fin(Eat). The #age history counter, which was
introduced in paragraph 4.4, can be used to specify the deadline in the postcon-
dition of the periodic thread operation, similar to the drinkBeer example in the
previous paragraph.
Note that it is explicitly assumed in [13] that the execution time of the
task is much smaller than the period, which relaxes the necessity for deadline
specification. Currently, it is not detected automatically whether or not the
previous invocation of the periodic task has completed already. Note that if an
operation is not re-entrant (robust against multiple simultaneous invocations)
that this needs to be encoded explicitly by creating a permission predicate for
that operation, stating #act(x) <= 1. This permission predicate allows at most
one active instance of operation x at any time. If the interpreter attempts to call
x while it is still active, it will detect a deadlock and the simulation will stop.
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To improve the usability of the periodic statement, the suggestion is to
expand the syntax, where arguments are used to specify the period and latency
respectively:
thread definition =
-- pure periodic thread with period (1st argument)
thread periodic ( numeral ) ( name )
-- periodic thread with period (1st) and latency (2nd)
| thread periodic ( numeral "," numeral ) ( name )
Surprisingly, the VDM++ language designers never considered a syntactic
construct to define so-called sporadic threads. A sporadic thread is a thread for
which only the minimal period is specified. It could be specified as follows:
thread definition = thread sporadic ( numeral ) ( name )
thread
sporadic (1000) (dropFork)
The operation dropFork is periodically called, where the time between two
execution moments of the task is at least 1000 time units. Note that the actual
activation moment of the operation name is a non-deterministic choice from the
time interval 1000, . . . ,∞.
With the duration statement, a similar situation arises as with the periodic
statement. Duration is normally characterized by two parameters: the best-case
(BCET) and worst-case execution time (WCET). Hence, the proposal is to allow
duration with two parameters. Furthermore, it will be much more comfortable to
allow an expression instead of a numeral as an argument to the duration state-
ment, such that context dependent execution times can be specified naturally
instead of forcing the use of a cases statement.
statement = duration ( expression ) statement
| duration ( expression "," expression ) statement
| ... ;
The type checker should ensure that the type of the expression still yields a
numeral value. And at run-time the interpreter should verify that BCET ≤ WCET.
The duration of the operation is a non-deterministic choice from the interval
BCET,. . .,WCET. The impact of the non-deterministic extensions proposed here on
the operational semantics needs to be analyzed further (for example approxi-
mation by a probabilistic variable), but since it has been done before in other
languages (such as POOSL, which uses timed probabilistic labeled transition
systems for its operational semantics), we do not expect that it will pose big
problems.
5 Conclusions
Despite the criticism mentioned in the previous paragraph, the real-time exten-
sions to VDM++ are very valuable, even despite the current poor tool support.
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The extensions make it possible to annotate a VDM++ specification with timing
information in a very natural and pragmatic way. The notation is conceptually
simple, which makes it easy to explain and use. This is already a major step
forward compared to current industrial practice.
The richness of the core VDM++ language in combination with the simplicity
of the real-time language extensions are easier to use than languages such as
for example POOSL and Stateflow. The former is certainly as expressive, but
encoding the notion of time in the specification is not trivial. It also has a
duration statement, which is called delay, but it requires in-depth knowledge
of the operational semantics of the language to use it correctly. The style is
more encoding rather than specifying. In the latter case the notation used is
restricted to state transition diagrams in combination with the Matlab language.
This language is also rich, but it is not very appealing to the software engineer
because the notation is quite a step away from traditional software engineering
techniques.
5.1 Future work and outlook
First of all, effort should be spent to automatically derive abstract concurrency
and time specifications directly from VDM++ models. These abstract models
could then be checked using state of the art model checkers, which are inher-
ently much more potent to find errors than just discrete event simulation. The
capability to generate counter examples to failure cases found in the specifica-
tion is very powerful and certainly helps to increase the confidence in the model.
Furthermore, this approach would also make model checking techniques more
acceptable in industry because the abstract models are automatically derived
from a model that is closer to their world. This philosophy has proven to work
when the Prover tool was integrated with VDMTools in the Prosper project to
discharge proof-obligations from the type checker (semi-)automatically.
Secondly, it makes sense to stop effort in extending the operational seman-
tics of VDM++ for real-time. Instead, existing Discrete Event System simu-
lators should be adopted because the amount of effort needed to implement
the additional features that would make the tool really industrial usable can
never compete with existing solutions that are already well accepted by indus-
try. Two notable cases are SystemC and TrueTime. SystemC is an open-source
platform for hardware/software co-design based on a C++ library and a high-
speed simulation kernel. TrueTime is an extension to Matlab/Simulink that al-
lows simulation of distributed real-time systems. It should be explored whether
the already existing C++ code generator in VDMTools can be used to integrate
with these solutions. Alternatively, the Java code generator could potentially be
used together with the Ptolemy tool, providing an cheap alternative for Mat-
lab/Simulink. The implicit advantage of this strategy is that VDM technology
is opened up to two very large application domains: the hardware engineering
community and the systems control community.
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Abstract. We have experimented with modeling some of the key con-
cepts of the VDM specification language inside the functional program-
ming language Haskell. For instance, VDM’s sets and maps are directly
available as data types defined in standard libraries; we merely needed to
define some additional functions to make the match complete. A bigger
challenge is posed by VDM’s data type invariants, and pre- and post-
conditions. For these we resorted to Haskell’s constructor class mech-
anism, and its support for monads. This allows us to switch between
different modes of evaluation (e.g. with or without property checking)
by simply coercing user defined functions and operations to different
specific types.
1 Introduction
Camila [2, 3] is “A System for Software Development using Formal Methods”
(http://camila.di.uminho.pt) developed and used by the Formal Methods
group from Braga in the early nineties1. The Camila specification language is a
dialect of VDM [14, 11]. Specification animation is provided viaXlisp generation
and its run-time system is based upon Henderson’s metoo [13] library, reimple-
mented and extended over Betz’ Xlisp interpreter [6]. This led to the locally
developed xmetoo interpreter (available since 1986) around which a more elabo-
rate system was designed — the Camila toolkit. This includes a language pro-
cessor, developed in Lex/Yacc/C, a LATEX-based pretty-printer, a LATEX-based
literate-programming module (camtex) and an (experimental) data refinement
laboratory based on the SETS [22, 23] calculus. An illustration of the capabilities
offered by the system can be found in [1].
This locally brewed system was shelved in favour of VDM-SL [11] (for spec-
ification) and Haskell [15] (for development) when these gained momentum in
? Supported by Fundac¸a˜o para a Cieˆncia e a Tecnologia, POSI/ICHS/44304/2002.
1 The Camila project (1990-93) was funded by JNICT (Grant 169/90). Further de-
velopments were supported by the U.Minho Informatics Department and INESC
Group 2361. Camila was named after “Camilo Castelo Branco”, a famous 19th cen-
tury Portuguese novelist who lived in the Minho province. This choice of acronym
dates back to 1990, the year when the first version of Camila became available and
the centenary of Camilo’s death.
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the late nineties, with the availability of software such as IFAD’s VDMTools and
Hugs/GHC, respectively.
Haskell and VDM have their own merits, being complementary in several
respects. Given the functional flavour of Camila and its proximity to VDM,
the aim of the Camila Revival effort is to let Haskell and VDM meet, so that
advantages of their relative merits are taken. In a sense, the roˆle played by Lisp
in the Camila legacy code is to be taken by Haskell this time.
Work in the Camila Revival started by rewriting in Haskell the Camila
standard library (itself an extension of the metoo kernel). This led to the CPrelude
library which, as reported in [17] and available from the UMinho Haskell Li-
braries2, includes the animation of the algebras of finite sets and finite maps,
both implemented over Haskell’s FiniteMap module.
More recently, reference [16] describes how VDM-SL code is to be encoded
in monadic Haskell, the effort being in designing an interpreter-level software
architecture able to cope, in a flexible way, with those features of VDM-SL
and VDM++ [12] which Haskell doesn’t support directly. These include partial
behaviour (e.g. datatype invariants and pre-/post-conditions) and persistence
(local state). The effort here has been to separate these ingredients and treat
them as effects captured by dedicated monads, such as the error, state, and I/O
monads. A monadic model of VDM-SL in Gofer, a precursor of Haskell, was
proposed earlier by [19].
In the current paper, we experiment with an improvement over the monadic
modeling of VDM features of [16] and [19]. In particular, we show how switching
between evaluation modes can be controlled with parameterized monads. The
parameters are introduced at the type level, which allows such switching to be
done statically and without adapting any function declarations.
As a running example, we will use the VDM specification of stacks of odd
integers, shown in Figure 1.
2 Monadic invariants and conditions
In VDM, datatypes can be constrained by providing a predicate as datatype
invariant together with the structural definition. Functions can be constrained on
their input type by providing a predicate on that type as pre-condition. Likewise,
a predicate on result and input types can be specified as post-condition.
A straightforward way of adding datatype invariants, pre- and post-conditions
to Haskell programs would be to weave invocations to the predicates that model
them into the function definitions. However, this has two drawbacks.
1. The function definitions become more complex, since they need to be aug-
mented with appropriate dataflow for checking conditions and taking appro-
priate actions when conditions are validated.
2. There is no way of influencing the type of action taken on condition violation,
except by changing the weaved-in code. In particular, when a prototype has
2 See http://wiki.di.uminho.pt/wiki/bin/view/PURe/Camila.
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types
Stack = seq of int
inv s = forall a in set elems s & odd(a);
functions
empty : Stack -> bool
empty(s) == s = [];
push : int * Stack -> Stack
push(p,s) == [p] ^ s
pre odd(p) ;
pop : Stack -> Stack
pop(s) == tl s
pre not empty(s);
top : Stack -> int
top(s) == hd s
pre not empty(s);
Fig. 1. Running example: a VDM specification of stacks of odd integers. We use VDM-
SL/VDM++ surface syntax in the Camila revival, while the Camila dialect is kept as
well, for continuity.
evolved into a deliverable system, property testing can be turned off only at
the cost of numerous changes throughout the code.
To avoid these drawbacks, we will use monads to encapsulate the checking be-
haviour. To this end, we introduce a type class to capture invariants, as well as
a monad and a parameterized monad transformer to encapsulate checking and
reporting behaviour.
2.1 Constrained datatypes
To model datatype invariants in Haskell, we follow [20, 16] and introduce the
type class CData (for Constrained Data), as follows:
class CData a where
-- | Invariant as boolean function.
inv :: a -> Bool
inv a = True -- default
The CData type class has as its single member a boolean predicate inv on the
datatype being constrained.
An example of a constrained datatype is the stack of odd numbers of Figure 1
which is specified in Haskell as follows:
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newtype Stack = Stack { theStack :: [Int] }
instance CData Stack where
inv s = all odd (theStack s)
Thus, we use a newtype definition with a single constructor Stack and destructor
theStack. The invariant is specified as an instance of the CData type class.
We do not use a Haskell type synonym to model stacks, because the instance
specification would then not constrain just stacks, but any list of integers that
might occur in our system.
Datatype constraints propagate through products, sums, lists, etc, as the
following definitions illustrate:
instance (CData a, CData b) => CData (a,b) where
inv (a,b) = (inv a) && (inv b)
instance (CData a, CData b) => CData (Either a b) where
inv (Left a) = inv a
inv (Right b) = inv b
Similar definitions can be provided to make datatype constraints propagate
through other datatype constructors of Haskell’s standard libraries, such as lists.
2.2 A monad with checking behaviour
A CamilaMonad is defined as a monad with additional operations that support
condition and invariant checking.
class Monad m => CamilaMonad m where
-- | Check precondition
pre :: Bool -> m ()
-- | Check postcondition
post :: Bool -> m ()
-- | Check invariant before returning data in monad
returnInv :: CData a => a -> m a
The pre and post members take a boolean value as argument, and return a
monadic computation. Depending on the chosen monad instance, this computa-
tion may or may not check the given condition, and may take different kinds of
action when a condition violation is detected. The returnInv member stores a
given value of a constrained datatype in the monad, and may check its constraint
while doing so.
The CamilaTmonad transformer adds checking effects to a given base monad.
Which effects exactly depends on the phantom mode argument.
data CamilaT mode m a = CamilaT {runCamilaT :: m a} deriving Show
instance Monad m => Monad (CamilaT mode m) where
return a = CamilaT $ return a
ma >>= f = CamilaT (runCamilaT ma >>= runCamilaT . f)
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The monad transformer is parameterized with a phantom mode argument to
control the behaviour at constraint violation.
Using the type classes specified above, we can now implement functions with
pre- and post-conditions, e.g. the top function of our stack example of Figure 1.
top :: CamilaMonad m => Stack -> m Int
top s = do
pre (not $ empty s)
let result = head $ theStack s
post (((result:(tail $ theStack s)) == theStack s) && (odd result))
return result
The top function in Haskell is monadic, which is indicated by the result type m
Int. The monad m is a parameter, which is constraint to be at least a CamilaMonad
m to guarantee availability of the pre and post functions. These functions are
actually invoked at the beginning and the end of the function, taking predicates
on the input argument s and the output value result as arguments. Note that
no post-condition was present in the VDM specification of Figure 1; we added
it here just to demonstrate the use of post.
3 Modes of evaluation
Various different choices are possible for the phantom mode argument. We will
implement the following modes:
free fall In the free fall mode, no checking is performed whatsoever. When
violations of invariants or conditions occur, they will go undetected, which
may lead to inconsistent results, or run-time failures at later stages of the
computation.
warn In warn mode, invariants and conditions are checked. When found vi-
olated, a warning will be issued, but computation proceeds as if nothing
happened. This may again lead to inconsistent result or run-time failures at
later stages, but at least some diagnostic information will be emitted.
fail In fail mode, invariant and conditions are checked, and when found violated
a run-time error is forced immediately.
error In error mode, invariants and conditions are checked, and when found
violated an error or exception will be thrown.
Below, we will explain how each of these modes can be implemented with ap-
propriate instances of the CamilaMonad class. This explanation is only for those
readers who are well-versed in Haskell, and want to know what goes on ‘under
the hood’. Others may skip the remainder of this section.
3.1 Free fall
To select free fall mode, we will use the following type:
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data FreeFall
This type has no constructors, which is fine, because we will only use it in
phantom position, i.e. to instantiate data type parameters that do not occur on
the right-hand side.
The free fall mode can be used in combination with any monad, because it
doesn not require any specific behaviour for checking or reporting. So, we define
the following instance of the CamilaMonad:
instance Monad m => CamilaMonad (CamilaT FreeFall m) where
pre p = return ()
post p = return ()
returnInv a = return a
Here, the pre- and post-condition members simply ignore their boolean argu-
ment, and the invariant-aware return simply does not check the invariant. Thus,
when using this instance of the Camila monad, no checking or reporting occurs.
A convenience function can be defined to enforce free fall mode without
explicitly providing types:
freeFall :: CamilaT FreeFall m a -> CamilaT FreeFall m a
freeFall = id
Thus, when the freeFall combinator is applied to a monadic function, it will
be coerced to use the Camila monad with free fall mode.
3.2 Warn
In warn mode, we want to perform checks and, on violation, emit warnings but
keep running as if all is well. We define the following datatype constructor:
data Warn
To enable reporting, we need a monad with writing capabilities. This can be the
IO monad, for instance:
instance MonadIO m => CamilaMonad (CamilaT Warn m) where
pre p = unless p $ liftIO $ putErr "Pre-condition violation"
post p = unless p $ liftIO $ putErr "Post-condition violation"
returnInv a = do
unless (inv a) $ liftIO $ putErr "Invariant violation"
return a
instance MonadIO m => MonadIO (CamilaT mode m) where
liftIO = CamilaT . liftIO
The unless combinator runs its monadic argument conditionally on its boolean
argument. Thus, when a violation occurs, a warning string is emitted on standard
error.
Instead of the IO monad (a sin bin with many capabilities beyond writing),
we can take a more pure approach where a simple writer monad is used:
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instance CamilaMonad (CamilaT Warn (Writer [CamilaViolation])) where
pre p = if p then return () else tell [PreConditionViolation]
post p = if p then return () else tell [PostConditionViolation]
returnInv a = if (inv a) then return a else do
tell [InvariantViolation]
return a
And likewise for the writer monad transformer:
instance Monad m
=> CamilaMonad (CamilaT Warn (WriterT [CamilaViolation] m)) where
pre p = if p then return () else tell [PreConditionViolation]
post p = if p then return () else tell [PostConditionViolation]
returnInv a = if (inv a) then return a else do
tell [InvariantViolation]
return a
And we can lift writing capabilities to the level of the camila monad:
instance MonadWriter w m => MonadWriter w (CamilaT mode m) where
tell w = CamilaT $ tell w
listen ma = CamilaT $ listen $ runCamilaT ma
pass maf = CamilaT $ pass $ runCamilaT maf
To enforce warn mode without need to write explicit types, we define a conve-
nience function again:
warn :: CamilaT Warn m a -> CamilaT Warn m a
warn = id
3.3 Fail
In fail mode, we want to perform checks, as in warn mode, but when violations
are detected we want to force an immediate fatal error, rather than emit a
warning. We define the following datatype to select fail mode:
data Fail
Fail mode can work with any monad, since no writing capabilities are needed.
instance Monad m => CamilaMonad (CamilaT Fail m) where
pre p = if p then return () else fail "Pre-condition violation"
post p = if p then return () else fail "Post-condition violation"
returnInv a = if (inv a) then return a
else fail "Invariant violation"
Thus, when violations are detected, the standard fail function is used to force
an immediate fatal error.
The following convenience function enforces fail mode (called fatal, since
fail is already taken):
fatal :: CamilaT Fail m a -> CamilaT Fail m a
fatal = id
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3.4 Error
In error mode, when a violation is detected, we want to signal an non-fatal error,
i.e. an error that allows recovery. Haskell offers a type class Error that has as
instances all types used as error types, among which:
instance Error IOError
instance Error CamilaViolation
Instead of defining a dedicated type constructor to select error mode, we will use
these error types themselves to select error mode, using that specific error type.
We can define camila monads that operate with error mode on the basis of
any monad with error capabilities. The IO monad is an example:
instance MonadError IOError m => CamilaMonad (CamilaT IOError m) where
pre p = if p then return ()
else throwError $ userError "Pre-condition violation"
post p = if p then return ()
else throwError $ userError "Post-condition violation"
returnInv a
= if (inv a) then return a
else throwError $ userError "Invariant violation"
The userError function raises an IOError which can be caught higher in the
call chain.
If we use our designated CamilaViolation as error type, the following in-
stance can be defined:
instance MonadError CamilaViolation m
=> CamilaMonad (CamilaT CamilaViolation m) where
pre p = if p then return () else throwError PreConditionViolation
post p = if p then return () else throwError PostConditionViolation
returnInv a
= if (inv a) then return a else throwError InvariantViolation
instance MonadError e m => MonadError e (CamilaT e m) where
throwError e = CamilaT $ throwError e
catchError ma f = CamilaT $ catchError (runCamilaT ma) (runCamilaT . f)
Thus, an error of type CamilaViolation is raised with throwError, whenever
a violation is detected.
To enforce error mode with specific error types, the following convenience
functions can be used:
errorMode :: MonadError e m => CamilaT e m a -> CamilaT e m a
errorMode = id
camilaViolation :: MonadError CamilaViolation m
=> CamilaT CamilaViolation m a -> CamilaT CamilaViolation m a
camilaViolation = id
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newtype Stack = Stack { theStack :: [Int] }
instance CData Stack where
inv s = all odd (theStack s)
empty :: Stack -> Bool
empty s = theStack s == []
push :: CamilaMonad m => Int -> Stack -> m Stack
push n s = do
pre (odd n)
returnInv $ Stack (n: theStack s)
pop :: CamilaMonad m => Stack -> m Stack
pop s = do
pre (not $ empty s)
returnInv $ Stack $ tail $ theStack s
top :: CamilaMonad m => Stack -> m Int
top s = do
pre (not $ empty s)
let result = head $ theStack s
return result
Fig. 2. Example in Haskell.
4 Example
Here we pick up the example of stacks of odd numbers from the introduction.
Figure 2 shows the full Haskell code into which that example specification can
be translated. The type definition of Stack and the monadic function definition
of top were discussed above.
The predicate empty to test for emptyness does not need to be monadic,
because it does not need to check invariants or conditions. The push and pop
functions are monadic for two reasons. They have a pre-condition, and they need
to check the invariant of the returned stack.
4.1 Taking top of an empty stack
For purposes of demonstration, we define two programs, each involving a different
violation. In the first example, we take the top of an empty stack. This is illegal,
and if it goes unchecked, it can only lead to a fatal error.
testTopEmptyStack :: CamilaMonad m => m Int
testTopEmptyStack = do
s <- initStack -- create empty stack
n <- top s
return n
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We can run this example in the four different evaluation modes defined above,
as follows:
> runCamilaT $ freeFall testTopEmptyStack
*** Exception: Prelude.head: empty list
> runCamilaT $ warn testTopEmptyStack
Pre-condition violation
*** Exception: Prelude.head: empty list
> runCamilaT $ fatal testTopEmptyStack
*** Exception: Pre-condition violation
> runCamilaT $ errorMode testTopEmptyStack
*** Exception: user error Pre-condition violation
In free fall mode, a run-time exception occurs without any warning. As the
message of the exception indicates, the cause is application of the standard
prelude function head to an empty list. In warn mode, the same exception occurs,
but a warning is issued before, when the pre-condition violation is detected.
In fail mode, a run-time exception occurs at the moment of detection, as the
message indicates, before even attempting application of the head function to
an empty list. Finally, in error mode, an exception is raised at the same moment,
but the text user error in the message indicates that this exception is actually
catchable, and not necessarily fatal.
This difference between fail mode and error mode becomes clear when we try
to catch the generated exceptions:
> (runCamilaT $ fatal testTopEmptyStack)
‘catchError‘ \_ -> putStrLn "CAUGHT" >> return 42
*** Exception: Pre-condition violation
> (runCamilaT $ errorMode testTopEmptyStack)
‘catchError‘ \_ -> putStrLn "CAUGHT" >> return 42
CAUGHT
Thus, the exceptions that occur in error mode can be caught, higher in the call
chain, while in fail mode the exception always gets propagated to the top level.
4.2 Pushing an even number onto the stack
A different situation occurs when we try to push an even number onto the stack,
as follows:
testPushEvenOnStack :: CamilaMonad m => m Int
testPushEvenOnStack = do
s <- initStack
s <- push 0 s
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n <- top s
return n
This test function violates the datatype invariant that requires the stack to
hold odd numbers only. But, without checking, this violation will not lead to an
immediate error, but might go unnoticed until much later.
We can run this second test function in our four different evaluation modes,
as follows:
> runCamilaT $ freeFall testPushEvenOnStack
> runCamilaT $ warn testPushEvenOnStack
PreConditionViolation
InvariantViolation
PostConditionViolation
> runCamilaT $ fatal testPushEvenOnStack
*** Exception: PreConditionViolation
> runCamilaT $ errorMode testPushEvenOnStack
*** Exception: user error (PreConditionViolation)
In free fall mode, no exceptions occur. The violation of the data type invariant
simply goes unnoticed. In warn mode, three subsequent warnings are issued,
corresponding to the various checking moments in the push and top functions
(the latter with the post condition inserted, see Section 2.2, for demonstration
purposes). Again, no exception occurs. In fail and error mode, the behaviour is
as in the case of testTopEmptyStack.
5 Related work
VDM conversion into Gofer. A strategy for automatically translating VDM-SL
specifications into Gofer (a precursor of the Haskell language) and a tool that
performs such translations are presented in [19]. The use of monads in this trans-
lation is limited to state and error monads for modeling VDM state variables and
exceptions. Neither datatype invariants nor pre-conditions on explicit functions
are translated. Pre- and post-conditions on implicit functions are translated into
boolean predicates, rather than monadic functions, and are not invoked during
evaluation.
VDM conversion into Lazy ML. Reference [7] describes a method for converting
model-based specifications (an executable subset of VDM) into Lazy ML. Mon-
ads are not used. Type invariants are translated to functions which are invoked
at input parameter passing time (rather than at value return time). Operations
are modeled by functions whose functionality is augmented with state (both at
input and output level).
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Irish VDM. Reference [8] describes Haskell libraries, including QuickCheck
support, which implement the operators of Irish VDM3. Sets are modeled by
strictly ordered lists and finite maps are lists of pairs whose first projections
are strictly ordered. Particular attention is paid to the proof obligations associ-
ated with each operator implementation. Finite relations are modeled by their
powerset transposes, later to be specialized into directed irreflexive multigraphs.
Programatica. This is a system for the development of high-confidence soft-
ware systems and executable systems specification4 which encourages users to
state and validate properties of software as an integral part of the program-
ming process. Assertions are type-checked to ensure a base level of consistency
with executable portions of the program and annotated with “certificates” that
provide evidence of validity. Different forms of certificate are supported, offer-
ing a wide range of validation options — from low-cost instrumentation and
automated testing, to machine-assisted proof and formal methods. A suite of
“property management” tools provides users with facilities to browse or report
on the status of properties and associated certificates within a program, and to
explore different validation strategies. Programatica finds its inspiration in
type theory rather than set theory-based methods like VDM.
Jakarta Commons Logging (JCL). The Jakarta project of the Apache Software
Foundation offers logging support in the form of a LogFactory class that creates
concrete implementations of a Log interface5. The interface offers methods like
fatal, error, and warn to emit messages to consoles and/or log files. To decide
which concrete implementation to create, a layered discovery process is applied,
involving inspection of configuration attributes and reflective techniques, such as
class loading and resource discovery. Thus, switching between logging behaviours
can be accomplished e.g. by moving jar files on or off the class path. Similar
with the reporting in our monadic Haskell model of VDM property checking, the
cross-cutting logging behaviour is altered without changing code, but by selection
of different concrete types that implement the same interface. In contrast with
our approach, JCL accomplishes the switching dynamically, and outside the
semantics of the Java language.
VDMTools Existing VDM environments, such as IFAD’s VDMTools [10, 11],
offer the possibility of enabling different debugging and dynamic checking fea-
tures during interpretation of VDM specifications. Checking of invariants, of
pre-conditions, and of post-conditions can be turned on and off individually.
Our monadic model can be seen as the (executable) specification of such an
interpreter, though we offer variability in the checking behaviour (four different
modes), for all three types of check simultaneously.
3 http://www.cs.tcd.ie/Andrew.Butterfield/IrishVDM
4 http://www.cse.ogi.edu/PacSoft/projects/programatica.
5 http://jakarta.apache.org/commons/logging/
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6 Concluding remarks
We have shown a novel way of modeling VDM-SL functions, possibly involving
pre- and post-conditions and constrained datatypes, as monadic Haskell func-
tions. We defined an extended monad interface (CamilaMonad) that can be in-
stantiated in different ways to enable different modes of evaluation. Each mode
offers different behaviour regarding property checking and violation reporting.
Switching between modes is controlled by a single phantom type argument, which
may be supplied via convenience wrapper-functions.
We envision several usage scenarios in which different evaluation modes and
the ability to switch between them are useful. The free fall mode is useful after
a fully tested and verified system is taken into operation. For such as system,
correct operation is guaranteed, and all checking and reporting can be turned off.
When a system is taken into operation without full verification, the fail mode
may be useful to kill the system as soon as a condition is violated, rather than
letting it run and risk dispersion of inconsistencies throughout the system. The
warn mode can be useful when assessing the robustness of a system through fault
injection [9]. A trace will be emitted of all violations that occur as a consequence
of an injected fault, showing which parts of the system are vulnerable. Finally,
during unit and functional testing, it is most appropriate to evaluate in error
mode, which forces early exceptions that are catchable by a testing environment
and provide information about the origin of test failures.
With our approach, all these scenarios can peacefully coexist, because the
system does not need to be changed to evaluate it in a different mode. In addition,
the switching is accomplished within the semantics of the source language, rather
than through instrumentation of compiler-generated code.
6.1 Relevance to Overture
Both the Overture and the Camila Revival projects aim to create tool support
for VDM dialects. Overture is Java based, and aspires to be an industry-strength
development environment. We have chosen Haskell as base language, and our
primary goal is to create a platform for experimentation with research ideas.
We hope the outcome of such experiments may lead to inspiration for future
developments in projects such as Overture.
For instance, we believe that our approach to grammar engineering and
grammar-centered language tool development [5] deserves wider adoption. The
relational data model calculator VooDooM [4], as well as the reverse engineering
of VDM data models from relational ones [21], demonstrate how advanced model
transformation and generation techniques can augment the standard language
tools support, such as editing and compilation.
The monadic model for VDM property checking presented in the current pa-
per has relevance for VDM compiler/interpreter construction efforts. It provides
an answer to how property checking may be understood semantically. When
constructing a compiler or interpreter, such semantics need to be implemented.
When compiling to Java, for instance, our monadic model so far suggests to
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consider using class parameters to switch between evaluation modes, possibly
using a model of monads in Java.
6.2 Future work
Many future challenges exist, both regarding our monadic model of VDM and
more generally in the Camila Revival project as a whole.
The messages generated upon detection of violations presently do not iden-
tify which property exactly is concerned. The various member functions of the
CamilaMonad can be easily extended to provide room for line numbers or specific
messages. In [20] a method for specifying gradually more specific error messages
is proposed in the context of a monadic treatment of relational data models.
Apart from the four modes and their implementations discussed here, further
modes may be explored, for instance supporting a richer error type. In [16],
we have already experimented with monadic support of VDM’s notion of state
and we intend to enrich the improved monadic model present here with such
functionality.
Other ongoing work in the Camila Revival project, apart from the monadic
model, includes the development of static analysis tools for VDM, and conversion
tools to, from, and within VDM, of which VooDooM is a first instance [4]. Fur-
ther, we are developing a component model [18] to capture component behaviour
and interaction.
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Abstract. In this paper we advocate the integration of fault injection
into a formal methods tool set. We start by giving some motivations
from our past industrial experiences with VDM. Then, we report about
our recent work on specification-based test case generation via model
mutation. In this testing approach the idea is not to cover a specification
structurally, e.g. all expressions/statements, but to cover a predefined
set of possible faults, like semantic misunderstandings. A prototype tool
has been developed that generates such test cases that could be eas-
ily adapted to VDM specifications. Finally, the validation role of fault
injection is discussed.
1 Introduction
In this paper we advocate fault injection as a further tool in model-based devel-
opment. Traditionally, fault injection has been used to test the fault-tolerance of
systems or to assess the quality of test cases. Here, we concentrate on the second
aspect that has become known as mutation testing.
Mutation testing is a fault-based testing technique introduced by Hamlet [7]
and DeMillo et al. [5]. It is a means of assessing test suites by injecting faults into
a program text. If the test suite cannot detect some of the faults it needs to be
improved. The idea is to introduce small changes, so called program mutations,
that represent programmer’s errors commonly found in software. Usually, a set
of deviating programs, the mutants, are generated, each containing one single
fault.
What kind of mutants to be generated is determined by the mutation op-
erators mapping language elements to defined alterations. Typical operators
exchange variable names, increase or decrease numeric constants by one, alter
comparison operators etc. Part of the mutation operators are language depen-
dent. In the C language family, for example, replacing an equivalence == for an
assignment = would be such a language dependent mutation operator modeling
a common fault in these programs.
A major obstacle in this approach are equivalent mutants containing mu-
tations that do not represent errors. Hence, no test case exists that is able to
distinguish these mutants from the original. This is a major problem in assessing
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test cases, since if a mutant passes all tests it is not clear if the test cases are
insufficient or if the mutant simply does not represent an error. Therefore, in
case all mutants passes the tests, the tester needs to inspect the mutant if it
constitutes an equivalent mutant.
This testing technique is called fault-based, because the faults injected by the
set of mutation operators determine the test coverage. Here, the aim is that the
test suite covers all anticipated faults in a program. This is in sharp contrast to
structural testing strategies, where testers try to cover certain parts or paths in
a program. Typical examples of this kind of coverage include statement cover-
age (each program statement should be executed once), branch coverage (each
branch in the control flow should be executed once) as well as the data-flow
criteria (e.g. for every variable each path from the variable’s value definition to
its use should be executed).
Structural test coverage has become the most dominant test coverage paradigm
in model-based testing, too. On this more abstract level, test cases are designed
to cover, e.g.,
– all the expressions in a formal specification written in a model-based speci-
fication language like B, VDM-SL, or Z;
– each disjunct in the disjunctive normal form of an interface pre-postcondition
specification;
– the states and transitions of (Extended) Finite State Machines;
– the exhaustive set of traces explored by model checkers.
An underlying assumption taking this approach to model-based software test-
ing is that the implementation under test reflects the structure of the model.
However, this depends highly on the level of abstraction, and seems more promis-
ing for low-level design models like state-transition diagrams, or abstractions
generated in a bottom-up fashion as typically used in model checking. For highly
abstract models found in top-down development methods we advocate a fault-
based testing strategy.
Fault-injection on the modeling level can serve two purposes:
1. to generate test cases for testing an implementation
2. to validate the model
Before these two roles of fault-injection are discussed, we give some motiva-
tion by looking back on our past experiences in Section 2. Then, we discuss test
case generation by fault-injection in Section 3 and model validation in Section 4.
Section 5 presents our concluding remarks including pointers to related work and
a recommendation for putting the presented technique on Overture’s agenda.
2 Experience from Two VDM Projects
In this section we summarize the lessons learned from two industrial projects
using VDM with respect to testing [2, 8].
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Fig. 1. Validation of test cases and requirements using executable VDM models.
2.1 The Projects
Both projects were in cooperation with Frequentis (www.frequentis.com), a com-
pany producing voice communication systems for air traffic control. The first
project used VDM++ for modeling their voice communication system VCS 3020.
The aim was to validate the functional requirements and to assess the quality
of the existing system test cases. The second project targeted a network of such
VCSs designed to transfer air traffic control tasks between different airports.
Again, we focused on the requirements as well as on the acceptance tests pro-
duced in parallel to our modeling efforts.
The project followed the method of formalizing the requirements in an exe-
cutable VDM model and then running the test cases on it. Figure 1 depicts the
method in detail:
1. The starting point is the informal requirements documentation containing
the user and software requirements of the system that should be tested.
2. Usually, in an industrial environment a traditional test design process is
already established. This traditional test design method takes the informal
requirement documents and produces one test-case for each requirement.
3. In parallel to the conventional test design, a formal methods expert creates
an abstract VDM prototype out of the informal requirements descriptions.
This formalization process usually highlights a series of open issues in the
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requirements. These are documented in a catalogue of questions concerning
the requirements.
4. The requirement engineer reacts to the questions in the catalogue. Some
questions are due to a lack of domain knowledge of the specifier, others need
a clarification and then a modification of the requirements. In some cases the
questions have to be forwarded to the customer (user) of the system under
development — validation has been initiated.
5. When test-cases are available, these are formalized, as well. The formalized
test-cases are sequences of calls to the operations of the abstract prototype.
Furthermore, observer routines are used for checking the test results as spec-
ified in the conventional test documents. This phase uncovers errors in the
test-cases, like missing steps, or wrong input/output specifications.
6. The abstract prototype is executed (animated) with the formalized test-
cases. The coverage information that is collected during the test runs high-
lights uncovered parts in the requirement specification.
7. Additional test-cases are designed from the test-specification such that 100
% of the specification are covered.
2.2 Issues in the Requirements and Test Documentation
System-level testing is based on the user and software requirements of the system
under test. Consequently, the quality of the test-cases depends on the quality
of the requirement documentation. Common sources of errors in the test case
design are
– missing requirements,
– ambiguous requirements, or even
– conflicting requirement descriptions.
This is especially valid for large projects, where system-level tests are designed
and carried out by independent test engineers. During the formal specification of
the VCS system in the first project a total number of 64 issues have been found
in the various documents of the system. In the second project the formalization
of 140 requirements uncovered 108 open issues leading to 33 changes in the
requirements document.
A further source of errors is the complexity of the system-level test-cases
itself. Usually, several interactions with the system are necessary for establishing
an internal state prior to the testing of a given requirement. Designing such a
test from an informal prose document by hand leads to several mistakes in the
test case descriptions.
Common errors that have been found in the test documentation during our
two experiments are
– missing test cases,
– missing interactions (test steps) in a test case,
– wrong interactions (test steps),
– wrong input-data of a test,
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– wrongly predicted test results.
We used the IFAD VDM Tools to run the existing system test cases in both
projects. The tool visualizes which expressions have been covered by the test
executions highlighting missing parts in the specification.
In the first project the internal system test cases were executed. Since they
had been in use for a while the test case documentation was quite mature, no
important faults in the test cases were reported. However, their coverage was
far too low. The execution on the VDM model showed that only approximately
80% of the formal specification were covered by the test cases, leaving some 20%
of the specification’s functionality untested!
In the second project, the acceptance test cases to be analysed were rather
new. This time the existing test-cases covered 100 % of the abstract prototype,
but the 65 test-cases with 200 test-steps contained 16 faults. Since almost all
detected faults occurred in different test-cases, this means that approximately
25 % of the test-cases were faulty.
2.3 Lessons learned
Test cases enhance communication. The engineers liked the availability of test-
cases to validate our formal specifications. They did not like to read the VDM
models, but with the test cases run on the model they were assured that the
VDM model reflects their requirements. We actually view test cases as a special
form of specification, well suited to communicate with partners not familiar with
a model.
Test cases need to be validated as well. The high number of faults in the test cases
is a problem. If testers cannot rely on their test documentation it is likely that
they will misinterpret test results. Therefore, the test cases need to be validated
with respect to their consistency with the requirements. Existing test cases can
be executed on an executable model as was done in our projects. Another way
of ensuring consistency is to generate the test cases from the model.
Expression coverage not appropriate for assessing or generating test cases. We
showed that the system test cases only covered about 80% of our VDM specifi-
cation. However, our claim that this is not sufficient from a software engineering
point of view is hard to defend. Are our additional 20% necessary? We assume
so, because expression coverage is the most basic coverage known. However, the
size and thus the number of expressions of a model depends on the skills of the
modeller. Hence, a biased model would enforce test cases not motivated by the
requirements. Thus, expression coverage is appropriate for testing a model, but
questionable for assessing or generating test case for testing an implementation.
Control-flow based coverage criteria do not help. One might envision more ad-
vanced coverage criteria based on control-flow criteria. However, the control flow
of a specification might be considerably different from the implementation under
63
context Ttype(a:int,b:int,c:int):String
pre: a>=1 and b>=1 and c>=1 and a<(b+c) and b<(a+c) and c<(a+b)
post: if ((a=b) and (b=c)) then result="equilateral" else
if ((a=b) or (a=c) or (b=c)) then result="isosceles" else
result="scalene" endif endif
Fig. 2. Original specification of a triangle in UML’s OCL.
test. In general, abstraction reduces the states and transitions in finite state ma-
chine descriptions. This raises the question, about the right level of abstraction
with respect to system level testing and more important, how this level can be
scientifically defended. Such a defence must be based on the efficiency of detect-
ing errors. However, so far, we lack sufficient empirical evidence that structural
coverage metrics applied to specifications are efficient.
Alternative: fault-based testing. A promising alternative is fault-based testing,
since it explicitly links the test cases to be considered to the faults that can be
detected. In addition, the question about the right level of abstraction can be
answered: the level of abstraction is accurate if all the desired faults to be tested
can be modeled in the specification. In the following, we discuss this approach
in more detail.
3 Test Case Generation by Fault Injection
Every test selection strategy relies upon a test hypothesis that justifies the reduc-
tion of the generally infinite number of test cases needed for showing correctness.
When we use fault injection for generating test cases we assume that we can an-
ticipate the possible errors made by an implementer. In a sense, we are replying
to Dijkstra’s famous statement that testing can never show the absence of test
cases but only their presence:
Testing can show the absence of faults, if we have a knowledge of
what can go wrong.
In fact, it is a common strategy of testers who are domain experts to test for
known weaknesses of a system or for common errors made by implementers. We
claim that having a model available, the tester has a more systematic way of
reasoning what might go wrong by mutating the model. In fact, fault injection
can be done
1. automatically by a set of mutation operators,
2. manually by interactively altering the specification.
.
Consider the well-known Triangle example, specified in Fig. 2. The function
Ttype returns the triangle type that three lengths represent. This specification
can be mutated introducing possible faults like changing a variable’s name for
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any other valid name, or changing the order in a nested if-statement as shown
in Fig. 3. The idea is to generate two test cases a = 1, b = 2, c = 2, result =
“isosceles′′ and a = 1, b = 1, c = 1, result = “equilateral′′ that will detect the
two errors (mutations).
We have developed a general theory of fault-based testing, in which it can
be formally proven that test cases will detect certain faults [3]. This theory is
based on the general concept of refinement (implementation relation) and can be
instantiated to different semantic frameworks where this concept exists. We have
instantiated the general theory to pre-postcondition specifications and developed
an algorithm and tool. In the following, we describe the tool in detail. In its
current form it accepts OCL input, but the front end could be easily adapted to
accept, e.g. VDM, specifications.
3.1 Test Case Generation Algorithm
The test case generation algorithm relies on constraint solving of three condi-
tions. It searches for a test case t(i, O) with input i and a set of possible outputs
O. For the proofs that the algorithm generates test cases that are adequate with
respect to an error, we refer to [9].
Algorithm 1 Given a specification with pre and postcondition D(Pre ` Post)
and its faulty design D′(Pre′ ` Post′) as inputs. All variables in their alphabet
range over finite sets. Then, an input-output test case T is generated as follows:
Step 1: A test case T is searched by:
1. finding a pair (ic, oc) being a solution of
Pre ∧ Post′ ∧ ¬Post
2. If it exists, then the test case T = t(i, O) is generated by finding a maximal
solution (i, O) of
Pre ∧ Post ∧ (v = ic)
Step 2: If the former does not succeed, then we look for a test case T = t(i, O)
with (i, O) being a maximal solution of
¬Pre′ ∧ Pre ∧ Post
context Ttype(a:int,b:int,c:int):String
pre: a>=1 and b>=1 and c>=1 and
a<(b+c) and b<(a+c) and c<(a+b)
post: if((a=a) and (b=c))
then result="equilateral"
else if((a=b) or (a=c) or (b=c))
then result="isosceles"
else result="scalene"
endif
endif
context Ttype(a:int,b:int,c:int):String
pre: a>=1 and b>=1 and c>=1 and
a<(b+c) and b<(a+c) and c<(a+b)
post: if((a=b) or (a=c) or (b=c))
then result="isosceles"
else if ((a=b) and (b=c))
then result="equilateral"
else result="scalene"
endif
endif
Fig. 3. Two mutated specifications for the triangle example.
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a=2, b=2, c=1, result=isosceles
a=2, b=3, c=4, result=scalene
a=1, b=1, c=1, result=equilateral
a=2, b=1, c=2, result=isosceles
a=1, b=2, c=2, result=isosceles
Fig. 4. DNF-based test cases
Note that the algorithm does not produce a counter example, but a positive test
case t(i, O). Therefore, Step 1 consists of two steps. First, the counter example
for behavioural refinement (ic, oc) is generated. Then, the test input ic of the
counter example is used to find the predicted output (set) satisfying the original
specification.
Note that this algorithm is partial, since the search space over the variables
is restricted to a finite domain. We can say that if no test case is identified after
those three steps, then the original and the mutant specifications are equivalent
in the context of the finite domains of the constraint satisfaction problem. We
will see in Section 4 that detecting behavioural equivalence plays an important
role in validation of the models.
3.2 Example
We return to the Triangle example to illustrate the technique and the tool’s
functionality. The OCL specification for the Triangle example was already shown
in Fig. 2.
Our tool is capable of generating test cases either in the classic way via
DNF partitioning of the (original) OCL specification or by applying the fault-
based algorithm (Algorithm 1). Choosing the DNF partitioning strategy the tool
returns the test cases shown in Fig. 4. Here, for every equivalence class (domain
partition) one test case is chosen. The strategy is to cover each partition.
In contrast to the DNF strategy, the fault-based algorithm generated test
cases that cover faults. Generating the fault-based test cases for the two mutant
OCL specifications in Fig. 3 results exactly in the two test cases a = 1, b = 2, c =
2, result = “isosceles′′ and a = 1, b = 1, c = 1, result = “equilateral′′ already
presented in Section 3.
Analyzing these results we observe that the tool is generating valid test cases.
Moreover, they are able to detect these kind of faults. However, also the DNF test
cases of Fig. 4 would discover the two faults represented by the two mutants.
Therefore, one could argue that the fault-based test cases do not add further
value.
However, in general the fault-based strategy has a higher fault-detecting ca-
pability. Consider the two different mutated specifications shown in Fig. 5 below.
One can easily see that the DNF test cases in Fig. 4 are not able to reveal these
faults.
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However, the fault-based algorithm generates precisely those test cases needed
to unreveal the faults: a = 2, b = 2, c = 2, result = “equilateral′′ for the first
one, and a = 3, b = 2, c = 4, result = “scalene′′ for the second one. Optionally,
we may ask the tool to generate all fault-adequate test cases for every domain
partition. Then, the additional test case a = 1, b = 3, c = 3, result = “isosceles′′
for the second mutant is returned as well.
This example, although trivial, demonstrates the automation of an alterna-
tive approach to software testing: Instead of focusing on covering the structure of
a specification, which might be rather different to the structure of the implemen-
tation, one focuses on possible faults. Of course, the kind of faults, one is able
to model depend on the level of abstraction of the specification — obviously one
can only test for faults that can be anticipated. For a larger example on testing
the security policy of a database management system see [9].
Next, we discuss the validation aspect of our tool and fault-based testing in
general.
4 Model Validation by Fault Injection
4.1 Testing Executable Models
Similar to the mutation testing of programs, fault injection can be used to assess
and improve the test suite for validating an executable model. A possible strategy
is first to design test cases that cover every expression as in the projects described
in Section 2 and then, if the model passes all tests, a set of mutants is generated in
order to check the fault-detecting power of these test cases. The test hypothesis
is that if these test cases are able to find these small changes in the specification,
then they are also able to find other more complex faults.
Especially useful for validation purposes is to inject the faults interactively.
Therefore, UNU-IIST has recently extended the RAISE tools to support inter-
active mutation testing [6]. The current emacs interface of the tools allow to
select a part of the specification and replace it with another term. Each mu-
tant is stored separately following a standard naming scheme. When, sufficient
mutants have been produced, the tests included in the RAISE specification are
executed. With the help of the emacs diff tool the test results of the original and
the mutants can be easily compared.
context Ttype(a:int,b:int,c:int):String
pre: a>=1 and b>=1 and c>=1 and
a<(b+c) and b<(a+c) and c<(a+b)
post: if((a=b) and (b=1))
then result="equilateral"
else if((a=b) or (a=c) or (b=c))
then result="isosceles"
else result="scalene"
endif
endif
context Ttype(a:int,b:int,c:int):String
pre: a>=1 and b>=1 and c>=1 and
a<(b+c) and b<(a+c) and c<(a+b)
post: if((a=b) and (b=c))
then result="equilateral"
else if((a=b) or (a=c) or (b=2))
then result="isosceles"
else result="scalene"
endif
endif
Fig. 5. Mutant Specifications for the Triangle Example
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This feature is especially useful in controlling the testing efforts of a tester.
UNU-IIST’s fellows are often producing executable RAISE specifications of sev-
eral kilo-lines. The fellows are typically asked to validate the specifications by
means of test cases added to the specification. In one of our recent projects, 319
test cases found 28 errors in the RSL specification [1].
However, not always is testing done so thoroughly. A typical problem is that
testing happens very late and the quality of the test cases suffer due to time
restrictions. The mutation testing facility easily allows the responsible supervisor
to control the quality of the test cases and, in addition, gives the fellow an
immediate feedback how well he did his testing job. Controlling the quality of
test cases is a general problem in practice.
4.2 Investigating Equivalent Mutants
Despite this obvious application of fault injection to models, there is a more
subtle aspect of specification mutation with respect to validation. Here, one is
interested in the equivalent mutants. More precisely, one tries to understand
why some mutations do not represent an error. By doing so one gains a deeper
understanding of a model, often redundancies in a model can be detected.
Imagine a postcondition specification being a conjunction of several expres-
sions. By deleting a conjunct one would expect a different semantics, unless the
deleted conjunct was actually redundant.
A prerequisite for such an analysis is a tool that reports the equivalence of
two specifications. A fault-based test case generate might be used. If our tool, for
example, cannot find a test case, we have an equivalence, at least in the context
of the finite domain of its constraint solver. In a security example for validating
the tool we actually had to update the rather small specification three times,
since we found redundancies by this kind of fault injection analysis.
For behavioural specification languages, like CSP or CCS, refinement (CSP)
or equivalence checkers may be used to detect equivalent mutants. Recently,
Stepney’s group in York reported such a validation case study using the FDR
model checker to analyse CSP mutants that refine the original [10].
5 Conclusions
We reported on the role of fault injection in specification-based testing and
validation. A tool has been developed to generate test cases for covering a set of
injected faults. We showed that fault injection can also play an important role
in the validation of executable or non-executable models.
5.1 Related Work
Others have worked on mutation testing on the specification level.
Tai and Su [13] propose algorithms of generating test cases that guarantee
the detection of operator errors, but they restrict themselves to the testing of
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singular Boolean expressions, in which each operand is a simple Boolean variable
that cannot occur more than once. Tai [12] extends this work to include the
detection of Boolean operator faults, relational operator faults and a type of
fault involving arithmetic expressions. However, the functions represented in the
form of singular Boolean expressions constitute only a small proportion of all
Boolean functions.
Perhaps the first one, who applied mutation testing to Z specifications was
Stocks [11]. He presented the criteria to generate test cases to discriminate mu-
tants, but did not automate his approach. Furthermore, our refinement-based
theory is a generalization of his Z-based framework. Our theory can be applied
to quite different specification models, e.g. to CSP, Label Transition Systems
etc., provided a notion of refinement (or a similar implementation relation) is
available.
More recently, Simon Burton presented a similar technique as part of his
test case generator for Z specifications [4]. He uses a combination of a theorem
prover and a collection of constraint solvers. The theorem prover generates the
DNF, simplifies the formulas (and helps formulate different testing strategies).
This is in contrast to our implementation, where Constraint Handling Rules [14]
are doing the simplification prior to the search — only a constraint satisfaction
framework is needed. Here, it is worth pointing out that it is the use of Con-
straint Handling Rules that saves us from having several constraint solvers, like
Burton does. As with Stocks’ work, Burton’s conditions for fault-based testing
are instantiations of our general theory.
Wimmel and Ju¨rjens [15] use mutation testing on specifications to extract
those interaction sequences that are most likely to find security issues. This work
is closest to ours, since they generate test cases for finding faults.
5.2 Future Work
We see that fault injection on the specification level gets more and more atten-
tion. An open research question is the choice of useful mutation operators. An
idea we are currently investigating is the selection of mutation operators that
represent common semantic misunderstandings of a modeling language. A fa-
mous example are the various semantics of state transition diagrams. By means
of such fault-based test cases one could prevent the semantic misinterpretations
to be implemented.
Overture. We advocate to put fault-based test case generation on the Over-
ture project’s agenda. VDM++ is a suitable candidate for the presented testing
technique. The fault-based testing approach fits very well into the model-driven
design approach with a strong focus on validation. As we explained in the be-
ginning, test cases play a crucial role in validating the model. Fault injection
adds a further dimension to this validation process, since it introduces a fault
analysis into the design process, very similar to what is done in safety analysis.
The generated test cases form the fault prevention mechanism. Furthermore, the
equivalent mutant analysis helps to reduce bias in the models.
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In interesting aspect of the VDM++ language is its ability to model com-
putational as well as behavioural aspects of a system. Hence, faults injection,
too, can be applied to both dimensions of a model. In this paper we have only
discussed fault injection into computational (pre-postcondition) models. How-
ever, mutating the behavioural protocol of a VDM++ component would lead
to an integration testing strategy. Fault-based integration testing is a research
direction we are currently working on.
The Eclipse tool plug-ins we are envisioning would include a set of specialised
VDM++ constraint or SAT solvers, a graphical interface where a tester is able
to select and mutate parts of the specification, a mutation operator definition
interface, and the actual test execution environment.
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1 Introduction
Nowadays special attention is paid to modeling methods and tools. At the same
time there is no common conception of what these tools should look like, how
they should be integrated with other CASE tools, and how their usage should
fit into real-life software development processes. First we are not intending to
propose a general and universal solution. Instead, we will compare different ap-
proaches and describe their strengths and weaknesses. We are bringing up a
question of integration of these tools into software development processes — a
question “for what?” — to be able to bring up a question of integration tech-
niques and answer the second question “how?”.
The idea of software development and analysis tools integration is close to
many researchers and practical developers. Along with the advent of new tech-
nologies and languages, there always remains certainty that there is no, and will
never be proposed, common solution for real-life large-scale projects that would
satisfy needs and limitations of both problem area and people/organizations
involved into design, development, support and usage of the system under im-
plementation. If this is the case, the problem of what components will constitute
an engineering environment and how they will be integrated should be solved.
Each time thinking of such composition we are guided by two mutually con-
tradictory criteria. On the one hand, we want each activity to be supported by
the most adequate tool. On the other hand, we need to take care about min-
imization of the system’s complexity, i.e. to reduce the number of tools, links
between them and required skill level of personnel, since we cannot expect that
an unlimited number of experts that easily operate with any possible tool can be
involved into the project. We consider that technical problem of integration is
secondary with respect to definition of a technical policy that determine goals of
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this integration. In its turn, a well-founded technical policy should be based on
understanding what activities constitute a real-life process and what tools and
techniques are most suitable for such activities. That is exactly what we want
to achive. The problem of integration is considered in a context of choosing the
most suitable tool (language) for modeling. Then, when each language has its
own place, we can proceed with question of how to integrate tools supporting
each language into a single technological chain.
So, to design interfaces of a tool we need its use cases. To define possible use
cases we should determine position the tool or underlying method in software
development practice. Education, research projects, and industrial applications
are kinds of such practice. We pay the most attention to industrial applications,
but other cases also should be concerned. The second aspect of tool’s usage in
practice is an activity performed — modeling, static analysis, model checking,
formal verification, and testing. All of these activities are important for industrial
applications. The third aspect is the set of tools that will be interact through the
interface to be defined. These tools can support different notations (we consider
an example below) or a single notation (like JML, which is supported by many
different tools [1]).
2 VDM vs. Eiffel, Spec# and UniTesK
VDM-SL and VDM++ are widely known specification and modeling languages.
VDM is a language with formally specified semantics that allows investigating a
model’s behaviour in a formal way, in particular, to perform verification. VDM
and other languages developed for formal methods (Z, B, RSL etc.) will be called
“specification” in this article. Recently, besides specification languages both pro-
gramming languages (Eiffel [2]) and languages that are extensions of commonly
used programming languages were proposed for modeling, requirements and be-
havior description, e.g.:
JML [3] – Java language extension
Spec# [4] – C# language extension
UniTesK family [5] – extensions of C, C# and Java
The languages mentioned above are allied to each other. At the same time,
each of them is special in some aspects. These specialities are mostly caused
by a model of language usage in development practice (e.g. modeling, software
contract definition, testing). In its turn the model of usage causes tendencies in
the language evolution and in tool suite surrounding the language.
The model of VDM usage is as follows.
- VDM is used at early stages of design. Even at the draft stage it allows to
strictly declare interfaces – data types, signatures of operations, constraints
for data (invariants) and operations (pre- and postconditions). Rigour of
these declarations allows detecting ambiguities and gaps in target setting
that is one of main advantages of the VDM method.
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- When the model gets more detailed and model implementations are created,
ability of algorithms verification appears, so it possible to prove that the
algorithms comply with the requirement specification. The refinement of a
model can be done incrementally. Proofs can be done separately for each step
of refinement. In practice, on each step of refinement inconsistencies can be
found in both specification and task definition. It is also valuable advantage
of the method that it allows early detection of errors.
- When the model is detailed enough and complete (i.e. all algorithms are
described), it is translated (automatically or by hand) to a programming
language making a prototype system as a result.
- Then the implementation can be developed. As far as its interfaces remain
unchanged (in both structural and functional matters), it is possible to per-
form a simple comparison of model and implementation behavior. In partic-
ular, it is possible to use common test suites (paying attention to notations
they are written in). If interfaces diverge, such comparison gets harder.
The process of Eiffel usage is so-called Design-by-Contract that is a par-
allel development of specification and implementation (specification should be
developed slightly earlier). In the Design-by-Contract, less attention is paid to
sequential refinement. It is supposed that the architecture of the system appears
at once, what is typical to many practical cases. Thus, the problem of proving
the correctness of transition between less and more detailed models disappears.
It should be noted that specifications and implementations are always synchro-
nized (at least as it is stated in the Design-by-Contract ideology). Also, since
the Eiffel language doesn’t confine programmer very much, it is easy to write
a program conformed to specification’s constraints where would not be easy to
detect inconsistencies between algorithms and specifications. The Eiffel language
provides all facilities needed, so stage of translation to a programming language
is not needed here. Conceptually it is an advantage, but in a real-life project it is
often needed to use external components like databases, libraries etc., so it is not
quite true to consider that a Eiffel programmer is working in a single-language
environment.
These programming languages extensions are aimed at avoiding two-lingual
programming environments. A two-lingual programming environment has two
serious disadvantages from a practical point of view. The first is a technical
one: additional means are required to link components developed in different
languages. The second one is rather regarding to organizational and economical
issues. The skills in two languages and tools of their integration are required to
work in two-lingual environment. This point becomes one of the first barriers on
the way of using specification languages in industrial applications.
The JML and Spec# came along with the Eiffel. The only difference is that
Java and C# were taken as base languages, so authors did not propose any new
notation where basic language features can be used. JML, Spec# and Eiffel are
close to each other, not only by notation. They follow a common ideology and
support the same Design-by-Contract development processes. The main point
of this process is development of implementation (exactly implementation, not
3
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model) and constraint specifications in parallel. This process is congenial to the
Test Driven Development scheme that has its apologists in XP in particular. All
these three languages are aimed at software quality improvement. This is sup-
posed to be reached by means of both specifications development and systematic
and automatic checking of specifications and implementation correspondence.
JML and Spec# stake on analytic and model checking. To allow this, specifi-
cation extensions contain corresponding limitations as compared to their basic
languages.
These three languages are tools for software developers. Architecture of mod-
els and specifications is identical to architecture of system under implementation
on corresponding language platform. There’s no special possibility that simplify
parallel development of specifications and implementation, since they both are
in one person’s hands — in the developer’s hands.
UniTesK is a family of testing tools that supports specification extensions of
various programming languages. At the present time such support for C, C# and
Java languages has been implemented. These extensions are somewhat similar to
JML and Spec# (though Spec# was developed essentially later than UniTesK
for C#). The main difference is that UniTesK extensions are developed as real
languages instead of the language with pseudo-comments. Moreover, UniTesK
provides ability to separate specification classes and implementation classes (so,
specification and implementation developers can work relatively independently).
In addition, specifications support multilevel models, where different levels cor-
respond to different levels of abstraction. Consequently, more abstract models
are preserved as more detailed ones are developed. They are maintained in an
actual state, what allows analyzing interfaces and functionality at both the cur-
rent and earlier stages of development. It simplifies requirements traceability
from informal requirements untill implementation. One more essential difference
is the presence of language constructs for test design. Moreover, the fact that
UniTesK is aimed at testing, determines both language itself and set of tools
that supports it. Aiming at testing considers specific processes where UniTesK
demonstrates its best characteristics. Under the assumption that new software is
developed (on the contrary to updating some legacy software), UniTesK assumes
concurrent development of specification and implementation. Thus, such process
of UniTesK or other language usage can be called “co-verification”. Because spec-
ification classes of UniTesK in both C# and Java specification extensions can
be separated from each other there is a real possibility to run development and
specification and design in a concurrent fashion. Notice, both JML and Spec#
differs from UniTesK. JML and Spec# focus on specification of separate modules
and basically ignoring problems of specifying a (sub-)system as a whole. There-
fore they basically describe functional requirements in implementation terms.
Such an approach makes JML and Spec# tools closer to debuggers that operate
with code but not with specification design.
Turning back to UniTesK, it should be noticed that UniTesK can be used
not only in co-verification process. It demonstrate the same power in continu-
ing development and maintenance phase. During such a phase regression testing
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becomes an important problem. Well organized regression testing supposes rela-
tively low level of effort related to test suites maintenance in case of incremental,
gradual evolution of implementation. In contrast to JML and Spec#, UniTesK
meets requirements of regression testing. For this purpose UniTesK provides
mediator (adapter) classes describing mapping of specification interfaces into
implementation interfaces. The presence of this intermediate layer and splitting
specification and implementation classes drastically facilitate regression testing.
Let’s compare modeling languages facilities and evaluate suitability of each
of the languages in different processes. Some short comparison is presented in
the table below.
VDM Eiffel JML Spec# UniTesK
Subprocesses Requirements definition, prototyping ++ -/+
Architecture design ++ -/+ -/+ -/+ +/-
Implementation + ++ ++ +
Testing ++
Maintenance and regression testing ++
Users Researchers, teachers, students ++ + + +
Architects -/+ -/+
Developers (and verifiers) + + + +
Test designers +
Features Modeling, verification of models + -/+ + + -/+
Generation of prototypes from models +
Model Based testing of implementation ++
“++” means “top of suitability”
“+” means “quite suitable”
“-/+” and “+/-” means “almost suitable”
Table 1. Comparison of modeling approaches based on different languages.
This table suggests what kind of composition of languages, techniques, and
tools we need. Notice, we need “seamless” integration that solves any kind of
problems: technical, human, organizational, etc. In the set of languages under
consideration VDM is the best language (and tool) for sketch design because
of its expressiveness, closeness to mathematics, and means for abstraction. In
addition VDM is the best in learning processes because of the same reason.
The same characteristics are important for experimenting with prototypes and
architectural design. VDM is quite acceptable for all project phases until model
becomes too detailed. When a project enters the implementation phase and
development focuses on module implementation, JML and Spec# are better
than VDM (it is only our vision), because of their closeness to implementation
language platforms. UniTesK can be involved in a real project if the customer or
developer plans long development and regression testing. In this case separation
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of specifications from implementation and specific support of test generation will
be very important.
3 Multilanguage processes and tools integration
So, on the one hand we try to find the best tool for each of the works. On the
other hand we advice to avoid any multilingual solution. It seems the only com-
promise that exists. We have to build a composition of languages but we should
minimize intersections of bi-lingual (or multilingual) periods. A “Good enough”
solution is to use VDM during prototyping phase, translate VDM models into
JML/Spec# /UniTesK (target language depends on developer’s preferences) and
then do not support relations/traceability between VDM models and specifica-
tions in implementation platform. Application of tools developed for JML (for
example model checkers) or for UniTesK (regression test suites generation) to
VDM models becomes superfluous.
We have suggested technical policy: “Minimize period of multilingual design
but support smooth integration of languages through boundaries of life cycle
phases ”. Let’s come back to the technical question: “How to integrate?”. Each
tool of UniTesK family can be considered as a toolkit - it actually consists
of extended language checker, translator, interactive templates for test compo-
nents construction, test engine that generates test sequences on-the-fly, trace
collector, and tools operating with test traces (analyzers, navigators, animators,
report generators, etc.). These tools use two kinds of interfaces — specification
language model and test execution trace. Specification language model is a kind
of abstract syntax tree represented in TreeDL framework [6]. Trace is recorded
in XML. These two interfaces are sufficient. To improve the performance both
in terms of processing time and memory spend we maybe will use other trace
format than XML. So, we can conclude that JML and UniTesK from on side
and VDM++ with Overture project [7] on the other side use different means
to provide interfaces between tools. In relation with that, we should once more
consider possible usage of tool integration to provide suitable interface for it in
the Overture project.
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Update on VDMTools
Fixed Bugs
We fixed about 100 bugs
fixed memory leak
100 times faster than IFAD ver.
fixed many abort places
can save tool option
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UNIX version
about 3 times faster than 
IFAD version
Mac OS X version made
internationalization
internationalized UNIX version
linux, Mac OS X
TeX pretty print
freadval
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test for large systems
save and load objects
120 minutes to 1 minutes for
preparing each test case 
Merge code coverage files
by awk command
cooperation strategy
CSK VDM strategy = still refining
CSK will open at least
static semantics (SS) PDF file
dynamic semantics (DS) PDF file
I’ll try to open
all sources of parser, SS, DS
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Future of CSK VDMTools
Mr. Aruga wants to be open source
CSK is organizing VDM consortium
CSK strategy = still refining =>
We can decide the strategy :-)
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