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The entanglement and localization in eigenstates of strongly chaotic subsystems are studied as
a function of their interaction strength. Excellent measures for this purpose are the von-Neumann
entropy, Havrda-Charva´t-Tsallis entropies, and the averaged inverse participation ratio. All the
entropies are shown to follow a remarkably simple exponential form, which describes a universal
and rapid transition to nearly maximal entanglement for increasing interaction strength. An unex-
pectedly exact relationship between the subsystem averaged inverse participation ratio and purity
is derived that infers the transition in the localization as well.
Entanglement is a central non-classical feature of quan-
tum mechanics. It has been the subject of a broad range
of studies from quantum information protocols such as
teleportation [1] to quantum phase transitions [2] and,
curiously, system-environment entanglement gives rise to
emergent classical behavior [3, 4]. Very useful entangle-
ment measures are provided by the von-Neumann and
Havrda-Charva´t-Tsallis entropies [5–8]. A critically im-
portant aspect is that its production is often necessary
for quantum computing [9]. Nevertheless, entanglement
in eigenstates of interacting strongly chaotic subsystems
is not well understood. A fundamentally interesting ques-
tion is thus, ‘’how entangled are strongly chaotic particles
as a function of their interaction strength?”.
Work involving entropy production has a long history.
Simple models have been studied to find the evolution
of entanglement in initially separable states, e.g. a two-
state system coupled to a many-state random Hamilto-
nian [10]. Entanglement production in coupled systems,
whose classical limits display integrable to chaotic tran-
sitions, have been studied in Refs. [11–15]. Typically the
entanglement is enhanced if the initial unentangled states
are localized in chaotic rather than regular phase space
regions. A cold atom experiment may well have observed
this sensitivity of entanglement to quantum chaos [16].
In contrast, this paper addresses the entanglement and
localization eigenstate properties of two strongly chaotic
subsystems as a function of their interaction strength.
One example could be two particles in a chaotic quan-
tum dot, e.g. shaped like the Bunimovich stadium [17].
Or the system might have no obvious classical limit,
but possess random-matrix-like quantum fluctuations,
e.g. nonintegrable spin chains [18, 19]. Without inter-
actions and although their eigenstates are very complex
and delocalized, they are unentangled. Coupling the
particles generates entanglement. In the strongly in-
teracting limit, entanglement becomes nearly the max-
imal possible [20], similarly to random states in product
spaces [8, 21]. Recently, it was found that for increasing
interaction strength a transition in spectral fluctuations
from Poisson-like to random-matrix-like is universal and
governed by a dimensionless transition parameter, Λ [22].
We derive a surprisingly simple accurate analytical ap-
proximation of the transition from unentangled to nearly
maximally entangled eigenstates as a function of the
same Λ. This manifests itself as a simple exponential
form for the von-Neumann and Havrda-Charva´t-Tsallis
entropies. Chaotic dynamics, present even in the non-
interacting limit, makes this possible as it allows the
application of a combination of random matrix theory
(RMT), and a recursively invoked perturbation theory.
In addition, there is a localization transition measurable
with the inverse participation ratio (IPR). By subsystem
averaging, a new and intimate connection to entangle-
ment as quantified by the purity emerges.
Bipartite Systems.—Two bipartite models are consid-
ered, an RMT ensemble recently introduced [22], and a
dynamical system consisting of two coupled kicked ro-
tors [20, 23, 24]. In both, the unitary Floquet (time-
evolution) operators are of the form U = (U1 ⊗ U2)U12,
where U1 and U2 are subsystem unitary operators on
N -dimensional Hilbert spaces and U12 the entangling in-
teraction in the tensor product space of N2 dimensions.
The eigenproperties for either class of models follow from
U|φj〉 = eiϕj |φj〉. Equal subsystem dimensionality is
studied, but the generalization is immediate.
In the RMT ensemble, U1 and U2 are independently
taken from the N -dimensional circular unitary ensemble
(CUE) matrices [25], whereas U12 is a diagonal matrix
whose nonzero elements are of the form exp(2piiξkl),
where ξkl (1 ≤ k, l ≤ N) is uniformly distributed in
(−1/2, 1/2]. Here 0 ≤  ≤ 1, and  = 0 represents no
coupling, whereas  = 1 implies maximal coupling. Such
RMT operators are denoted as URMT().
The subsystem Floquet operators of the dynamical
system are Uj = exp(−ipˆ2j/(2~)) exp(−iVˆj(qj)/~) (j =
1, 2), and U12 = exp(−ib Vˆ12(q1, q2)/~) is the interac-
tion, and b an interaction strength. For the kicked
rotors, Vj = Kj cos(2piqj)/4pi
2 and interaction V12 =
cos[2pi(q1 + q2)]/4pi
2. The interaction is diagonal in the
position representation, and motivates the simple form
of the RMT model. The classical limit of such operators
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2is a 4-dimensional symplectic map [23].
The individual uncoupled rotors are strongly chaotic
with Lyapunov exponents ≈ ln(Kj/2) for large {Kj} [26].
The valuesK1 = 9 andK2 = 10 lead to islands of regular-
ity too tiny to influence the quantum spectra perceptibly.
Quantizing unit area phase space tori gives Hilbert spaces
of dimension N for each rotor and the scaled Planck con-
stant h = 1/N . Including an interaction as above has
been studied in different contexts [20, 24] where more
details are given. The quantum boundary conditions are
chosen to break both parity and time-reversal symme-
tries. The Floquet operators are denoted as UKR(b).
Universal transition of entropies.—The mean square
interaction matrix element divided by the mean level den-
sity squared, Λ, was given as [22]
Λ[URMT()] = 
2N2
12
, Λ[UKR(b)] = N
4b2
32pi4
. (1)
The nearest neighbor spacing is Poissonian for Λ = 0 and
transitions to the CUE result for Λ ∼ 1. The transition
parameter and universal transitions have been observed
previously when fundamental or dynamical symmetries
are broken [27–32]. We show that Λ also governs the
entanglement and localization in the eigenvectors |φj〉,
with Λ = 0 corresponding to unentangled states while
for Λ ∼ 1 the states are nearly maximally entangled.
As a full system state is pure, its entanglement is char-
acterized by the reduced density matrix eigenvalues [9].
Denote it for the first subsystem with the eigenstate la-
beled j as ρj = tr2(|φj〉〈φj |). With this notation, the
von-Neumann entropy S1 = −tr1(ρj ln ρj) is considered
a unique measure [5] as it quantifies the entanglement
that can be distilled by local operations. The so-called
Havrda-Charva´t-Tsallis entropies [6–8]
Sk =
1− Pk
k − 1 (2)
are related to the k-th order moments Pk = tr1(ρ
k
j ). The
purity P2 (corresponding to the linear entropy S2) is often
used as a simpler measure of entanglement than the von-
Neumann entropy, which emerges in the k → 1 limit.
The eigenstate |φj〉 is unentangled iff the reduced density
matrix ρj is pure, in which case all the Sk vanish.
Ahead it is shown that the transition with Λ is cap-
tured by the entropies in a remarkably simple form
〈Sk(Λ)〉 =
[
1− exp
(
− α(k)〈S∞k 〉
√
Λ
)]
〈S∞k 〉, (3)
where
α(k) = pi
Γ(k − 12 )
Γ(k)
, 〈S∞k 〉 =
1− CkN1−k
k − 1 , (4)
which are solutions of the equations
∂Pk
∂
√
Λ
= −(k − 1)α(k) Pk − P
∞
k
1− P∞k
. (5)
The Ck are Catalan numbers, the 〈·〉 represent an ensem-
ble or spectral average, and P∞k = CkN
1−k are moments
of the Marcenko-Pastur distribution that determines the
large N density of the eigenvalue of ρj in the fully inter-
acting RMT limit [33]. The asymptotic entropies 〈S∞k 〉
are reached at the end of the transition, and whereas
Eq. (4) is valid for k > 1, 〈S∞1 〉 = lnN − 12 .
Figure 1 shows the von-Neumann entropy along with
S2, S3, S4. The agreement with the RMT ensemble and
kicked rotors is surprisingly good. The entanglement
starts from zero and S2 is close to its asymptotic value for
Λ ∼ 1. For high orders, the asymptotic value is roughly
reached by Λ ∼ k−1, but for the slowest transition, the
von-Neumann entropy, Λ ∼ (logN)2.
IPR and purity.—Localization is a measure of how
spread a state |ψ〉 is in a given basis. The IPR is defined
as I(ψ) =
∑N2
n=1 |〈n|ψ〉|4 where |n〉 is some complete ba-
sis. The maximum of I(ψ) is unity for the most localized
state and the minimum is 1/N2 for the most delocalized.
For a randomly chosen state of a full bipartite system
I(ψ) makes small fluctuations around 2/(N2 + 1) [34].
Often I(φj) of a particular eigenstate |φj〉 is evaluated
using a product basis such as the kicked rotor’s position
basis. This basis dependence can be removed by subsys-
tem averaging. Using the Haar measure independently
on the subsystems gives a direct relation to the purity
〈I(φj)〉prod = 2
(N + 1)2
(1 + P2) ; (6)
the Schmidt decomposition [9] is useful for deriving this
result. Thus a subsystem-averaged localization transi-
tion between the non-interacting and fully interacting
cases is governed by the purity. Averaging the IPR
over all basis states, including entangled ones, gives
〈I〉global = 2/(N2 + 1) [34]. Indeed averaging of Eq. (6)
with φj sampled with the Haar measure of the full bipar-
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FIG. 1. The average eigenstate entropies 〈Sk〉 for von Neu-
mann, and k = 2, 3, 4 as a function of
√
Λ. The lowest curve
is for von Neumann, and the approach to asymptotic values is
faster for larger k values. The triangles are for URMT and the
circles for UKR with N = 50. The lines correspond to Eq. (3).
The inset is a magnification of the small-Λ region.
3tite space of states, renders the left-hand-side 〈I〉global,
which implies that 〈P2〉global = 2N/(N2 + 1), consistent
with Ref. [35]; this provides an alternative derivation of
a random state’s average purity. For non-interacting sys-
tems 〈I(φj)〉prod = 4/(N + 1)2 ≈ 2〈I〉global. Note that
localization and entanglement have been related before,
but in apparently disparate ways [36–38]. Combining the
exact relation Eq. (6) with the approximation Eq. (3)
gives the localization transition shown in Fig. 2 (solid
line).
Rather than perform the ensemble average over all
product bases in Eq. (6), consider a spectral average
〈I(φj)〉j by invoking a property of ergodicity [39]: if the
particular product basis used to calculate I(φj), say the
system quantization basis, behaves like a typical product
basis according to the Haar measure, then Eq. (6) ap-
proximately holds, but with small sample fluctuations.
The rescaled 〈I(φj)〉j versus
√
Λ is shown in Fig. 2 for
three cases: i) a single URMT() realization, which follows
1.0
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FIG. 2. Rescaled spectrally averaged IPR I˜ =
(N+1)2
2
〈I(φj)〉j versus
√
Λ for UKR(b) using position space
(blue diamonds) and momentum space (green squares) as well
as the result of one single URMT() realization (red circles) for
N = 50. This is compared with the spectrally averaged pu-
rity, 1 + 〈P2〉j (black crosses) and the theoretical prediction
Eq. (6) using the approximation (3) (solid black line). The
inset shows the ratio r of I˜ and 1 + 〈P2〉j .
the theory curve and whose importance is to illustrate the
sample fluctuations scale versus
√
Λ; ii) UKR(b) using a
product position basis; and iii) UKR(b) using a product
momentum basis. To a first approximation, the UKR(b)
results closely follow the expected behavior.
It is possible to take a closer look by calculating the ra-
tio of 〈I(φj)〉j by the right side of Eq. (6) evaluated using
the spectrally averaged purity. The results are expected
to fluctuate about unity. This is shown in the inset to
Fig. 2. The momentum basis gives results close to within
the range of fluctuations seen in the RMT ratio, whereas
the position basis shows deviations from unity on a larger
scale. Thus, the position basis cannot be considered a
typical product basis relative to the kicked rotor eigen-
states. Indeed, its special properties can be detected in
other measures not shown here, such as intensity densi-
ties. This illustrates the sensitive dependence of devia-
tions from Eq. (6) using its spectrally averaged version
(without product basis Haar averaging) to non-ergodic
features in the quantization basis of a dynamical system.
Deviations could be due to effects such as partial symme-
try breaking or strong eigenstate scarring. Thus, Eq. (6)
can be exploited as a detector of non-ergodic behaviors.
Reduced density matrix eigenvalues.—Explicit results
for the entropies in Eq. (3) begin by deriving perturba-
tive expressions for the eigenvalues of the reduced den-
sity matrix. Let |ψ1k〉|ψ2l 〉 be eigenstates of U1 ⊗ U2 with
k, l ∈ {1, 2, . . . , N}. The mean eigenangle spacings of
the subsystems are 2pi/N , while that of the full system
is 2pi/N2. Eigenstates that differ in only one index are
separated on average by 2pi/N , thus crucially the near-
est levels of any given state differ in both indices. The
extent over which this holds is of the order of N lev-
els. With a weak perturbation U, states will mix with
neighboring ones, but due to this property they will to
an excellent approximation remain Schmidt decomposed
in the unperturbed basis, which for any bipartite pure
state is of the form
∑N
j=1
√
λj |φ1j 〉|φ2j 〉 [9] , where λj > 0
(
∑
j λj = 1) are the eigenvalues of the reduced density
matrices and |φ1,2j 〉 are their eigenvectors.
Within the limits alluded to above, the |φ1,2j 〉 are the
unperturbed states |ψ1,2k 〉 with a relabelling of indices
such that they now order states of the combined sys-
tem, and the intensities in the unperturbed basis are
the eigenvalues of either of the reduced density matri-
ces. Note that the eigenvalues of the reduced density
matrix of the first subsystem, say ρj , will be ordered ac-
cording to λ1 ≥ λ2 > · · · , and before the perturbation is
turned on, only λ1 is nonzero and equal to 1. On turning
on the perturbation this changes till for fully interacting
systems they are statistically distributed according to the
Marcenko-Pastur distribution [33].
Consider the usual perturbation theory scenario: H =
H0 +  V for a bipartite system, with H0 a separable
Hamiltonian and V providing the interaction. An un-
entangled eigenstate of H0, say |ψ1k〉|ψ2l 〉, becomes entan-
gled and up to second-order the eigenvalues of ρj become
λ1 = 1− 2
∑
k′l′ 6=kl
|Vkl,k′l′ |2
(Ekl − Ek′l′)2 , (7)
λ2 = 
2 |Vkl,k′′l′′ |2
(Ekl − Ek′′l′′)2 . (8)
With no special selection rules, the matrix elements in
the numerators can be replaced by relevant random vari-
ables as indicated below. It follows that the case when
the energy level at k
′′
l
′′
is closest in energy to that at kl
typically leads to the second largest eigenvalue λ2. It is
sufficient to begin by identifying the largest two eigen-
values of ρj .
As the noninteracting subsystems are themselves
chaotic, the complex matrix elements have Gaussian
densities of characteristic variance v2. Thus, the w =
4|Vkl,k′l′ |2/v2 can be treated as random variables with den-
sities e−w. With D the mean level spacing, the scaled
energy differences s′ = (Ekl−Ek′l′)/D behave as a Pois-
sonian spectrum of unit mean spacing. The dimension-
less transition parameter Λ = 2v2/D2 then naturally
determines the effective strength of the interaction.
Consequently, the largest eigenvalue’s average can be
evaluated from
〈λ1〉 = 1−
∫ ∞
0
∫ ∞
0
(
1− s
′
√
s′2 + 4Λw
)
R2(s
′)e−wds′dw.
(9)
Here a regularization of 2Λw/s′2 to (1− s′/√s′2 + 4Λw)
is necessary to remove divergences as the spacing goes
to zero. It amounts to treating two levels that are com-
ing very close together as a degenerate two-level sub-
space [31]. A different quantity, whose perturbation
theory leads to a similar expression, has been studied
in the context of parametric eigenstate correlators and
the fidelity with a broad variety of physical applica-
tions [31, 40–43]. R2(s) is the sum of all spacing distri-
butions, and is unity for the Poissonian spectrum. The
resulting integrals can be done exactly and give
〈λ1〉 = 1−
√
piΛ. (10)
Curiously, there are no higher order corrections.
λ2 is a fluctuating random variable of the form Λw/s
2,
with s being the nearest neighbor’s spacing. In a Pois-
sonian spectrum, the nearest neighbor spacing density
exp(−s) is well-known, but is misleading as for a given
level there are two nearest neighbors and it is the smaller
which is relevant. With s = min(s1, s2), Pmin(s) =
2 exp(−2s) is the required density. While not required
for evaluating 〈λ2〉, note the remarkable result that u =√
Λ/λ2 has a universal density independent of Λ,
P(u) = 4
∫ ∞
0
t2e−t
2
e−2ut dt, (11)
for a broad range of Λ. Of course this is derived within
perturbation theory, yet it is excellent for Λ over many
orders as shown in Fig. 3.
The second largest eigenvalue’s average is best evalu-
ated by regularization similar to that of the first,
〈λ2〉 =
∫ ∞
0
∫ ∞
0
(
1− s√
s2 + 4Λw
)
e−2se−wds dw.
(12)
Although possible to give the integrals in terms of special
functions, it is more useful to show the small Λ expansion
〈λ2〉 =
√
piΛ + 2Λ(γ+ ln(4Λ))−8√piΛ3/2 +O(Λ2), (13)
where γ is Euler’s constant. To within perturbation the-
ory 〈λ1 + λ2〉 = 1 + O(Λ ln Λ), and it is justifiable to
lowest order to consider the changes in the eigenvalues of
the reduced density matrix as due to resonances between
two nearest neighbors.
0
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FIG. 3. The distribution of u =
√
Λ/λ2 where λ2 is the sec-
ond largest reduced density matrix eigenvalue of the eigen-
states. The solid line is the distribution in Eq. (11). The
data (red histogram) is from the URMT with N = 50 and
Λ = 10−5, 10−4, 10−3 and is (apart from fluctuations) indis-
tinguishable from the (green) histogram for UKR.
Purity and entanglement.— With the perturbative ex-
pansion for the reduced density matrix eigenvalues the
results for the entropies Eq. (3) and the differential equa-
tion Eq. (5) can be derived. A perturbed state where at
most only two of its reduced density matrix eigenvalues
are dominant is given by
√
λ1|ψ1k〉|ψ2l 〉 +
√
λ2|ψ1k′′〉|ψ2l′′〉.
The average purity 〈P2〉 = 〈tr(ρ21)〉 = 〈λ21 + λ22〉 can
be calculated based on the regularization method used
above. With only two levels λ1,2 = (1 ± 1/
√
1 + x)/2
where x = 4Λw/s2, leading to
〈P2〉 = 1− 1
2
∫ ∞
0
∫ ∞
0
4Λw
4Λw + s′2
e−w2e−2s
′
dw ds′. (14)
The (truly) nearest neighbor spacing Pmin(s) is used as
before, which reflects the presence of other levels apart
from these two. Again the integrals can be evaluated in
terms of special functions, but the expansion suffices,
〈P2〉 = 1− pi
3/2
2
√
Λ +O(Λ ln Λ). (15)
The following are direct consequences: 〈λ21,2〉 = 1 −√
piΛ (1 ± pi/4) + O(Λ ln Λ). A bit more effort leads to
the generalization
〈Pk〉 = 〈λk1 +λk2〉 = 1− (k−1)α(k)
√
Λ+O(Λ ln Λ), (16)
where α(k) is given in Eq. (4) and grows with increasing
k. Hence, the entropies are 〈Sk〉 ≈ α(k)
√
Λ for small Λ.
For larger Λ, regimes develop with more than 2 dom-
inant eigenvalues of the reduced density matrix. To ac-
count for these through the full transition, a derivation
of an approximate differential equation is useful. Effec-
tively, the perturbation theory can be invoked in a re-
cursive way. The already superposed state can undergo
5further mixing with an unentangled state that comes
energetically close, to produce say
√
λ
′
1(
√
λ1|ψ1k〉|ψ2l 〉 +√
λ2|ψ1k′′〉|ψ2l′′〉) +
√
λ
′
2|ψ1k′′′〉|ψ2l′′′〉, where λ
′
1,2 have the
same statistical properties as the unprimed quantities.
The purity becomes P ′2 = λ
′2
1 λ
2
1 + λ
′2
1 λ
2
2 + λ
′2
2 , and the
change can be written as P ′2−P2 = −(1−λ
′2
1 −λ
′2
2 )P2 +
λ
′2
2 (1− P2). Replacing the λ
′2
1,2 quantities by their aver-
ages leads to P ′2 − P2 = −α(2)
√
ΛP2 + O(Λ). The dif-
ferentially small Λ limit gives the differential equation
∂P2/∂
√
Λ = −α(2)P2. Incorporating finite-N correc-
tions in the large-Λ (and large-N) limit, where P∞k =
Ck/N
k−1, leads to the more correct form, Eq. (5). Its
solution is an exponential decay from Pk = 1 at Λ = 0.
It is most compactly expressed in terms of the entropies
and leads to Eq. (3). While this is based on a recur-
sively applied perturbation theory for deriving a differ-
ential equation and known asymptotics, its accuracy is
surprisingly good, see Fig. 1.
Summary and Outlook.—As an interaction is intro-
duced, strongly chaotic subsystems develop entanglement
in a universal and simple exponential manner. In fact,
each of the entire set of Havrda-Charva´t-Tsallis entropies
has this form. A recursively applied perturbation the-
ory leads to a simple differential equation whose solu-
tions predict the full transition towards entanglement as
a function of Λ. Furthermore, an exact relation is de-
rived between the subsystem averaged IPR and purity
that links entanglement and eigenstate localization prop-
erties. Applying ergodicity, its spectrally averaged vari-
ant can be used as a sensitive detector of non-ergodic be-
haviors. Extensions to many interacting chaotic systems,
while not straightforward, would be extremely interest-
ing from the perspectives of dynamical systems, quantum
information, and condensed matter theory. Another nat-
urally interesting problem concerns the situation when
each separable system shows regular and chaotic dynam-
ics, and the results given here represent an important
limit to compare with.
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