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Abstract. We consider a thermodynamic system in which the working fluid is a
quantized harmonic oscillator subjected to periodic squeezing operations at a rate much
larger than its resonance frequency. This device could potentially be constructed using
pulsed optomechanical interactions. It can operate as a heat pump, a heat engine, or
a refrigerator. We find that the oscillator can be transiently cooled to temperatures
below that of the cold bath. In addition, we show that the heat engine and refrigerator
behaviors vanish when the system–bath coupling is treated using the conventional
rotating wave approximation, an effect not seen in previous optomechanical engine
proposals.
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1. Introduction
The union of thermodynamics and quantum mechanics has proved extremely fruitful
since its earliest days. Recent years have seen a rapid acceleration of this progress
[1, 2, 3], including important developments such as the generalization of the second law
of thermodynamics to the quantum realm [4], as well as the first general proof of the
third law of thermodynamics [5]. Tools from quantum information theory [6] have also
clarified the role of information in thermodynamical processes: as demonstrated by the
quantum Szilard engine [7], for example.
In this paper we propose and model a thermal machine consisting of an oscillator
subjected to a periodic train of impulsive squeezing operations. This could be realized
by drawing on techniques from pulsed quantum optomechanics [8]. We show that the
machine is capable of rich thermodynamical behaviors, including heat engine, refrigerator,
and heat pump modes. Our scheme also provides an alternative to standard techniques
for cooling an oscillator (e.g. optomechanical sideband cooling [9]) that has the ability
to cool below the cold bath temperature. Interestingly, these behaviors hinge on the
existence of fast dynamics, vanishing if a rotating wave approximation (RWA) is taken.
This scheme is distinguished from existing optomechanical heat machine proposals
[10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20] in three key ways. Firstly, work is injected
and extracted using squeezing operations [8], rather than displacements or symmetrical
manipulations of the mechanical noise (cooling and heating). This means that the
mechanical state is always non-equilibrium, and can in principle be squeezed to below the
ground state variance (i.e. weakly non-classical). Secondly, the machine operates in the
‘ultra-fast’ regime, where each thermodynamic cycle is achieved in a time much shorter
than the mechanical period. This permits us to examine the effect of the system–bath
coupling at short times. Finally, our proposed system is capable of transiently reducing
the oscillator to temperatures below that of the cold bath.
2. Ultra-fast dynamics: the link with squeezing
Our thermal machine is based on a simple observation; over short time intervals, the
noise injected into an oscillator by its heat bath appears to be ‘squeezed’. In this section
we will derive and explain this result.
Consider the Langevin equations describing an oscillator being viscously damped by
a thermal bath. They can be derived by considering certain limits [21] of the independent
oscillator model, the most general model of a linear, passive heat bath [22, 23]. In terms
of the dimensionless position (X) and momentum (P ) operators, obeying [X,P ] = 2i,
they are
X˙ = + ωMP, (1)
P˙ = − ωMX − ΓP +
√
2Γ ξ (t) , (2)
where ωM is the resonance frequency, and Γ is the decay rate. The second term of Eqn (2)
corresponds to viscous damping, and the third describes the concomitant noise required
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by the fluctuation–dissipation theorem [24]. Note that these equations are asymmetric
under rotations in phase space because the loss and thermal noise terms couple only to
P .
The asymmetry of Eqns (1) and (2) is manifested in the short-time behavior of the
system. This is most plainly seen from the covariance matrix
V =
( 〈
(X − 〈X〉)2〉 <{〈(X − 〈X〉) (P − 〈P 〉)〉}
· · · 〈(P − 〈P 〉)2〉
)
, (3)
with V = V T and <{〈· · ·〉} denoting the real part of the expectation value. For
all times t ≥ 0, V is related to its initial value V0 by a linear transformation
V = MH (t)V0M
T
H (t)+VH (t), where MH (t) is a square matrix encoding the homogeneous
part of the dynamics (cf. Appendix B.1). This matrix may loosely be thought of as a
lossy rotation matrix. The aggregated effect of thermal noise is described by the added
noise covariance matrix VH (t), which depends upon MH (t) and the noise autocorrelation
〈ξ (t) ξ (t′) + ξ (t′) ξ (t)〉 = 2 (2n¯H + 1) δ (t− t′), where n¯H is the equilibrium occupancy
of the hot bath. The occupancy is determined by the bath temperature TH through the
Bose–Einstein distribution.
For short evolution times (t ω−1M ) the added noise is
VH = (2n¯H + 1)
(
2
3
Γω2Mt
3 ΓωMt
2
ΓωMt
2 2Γt
)
(4)
to leading non-trivial order in each matrix element. The first (second) diagonal element
describes the noise added to X (P ). Thus, over short timescales the noise introduced by
the environment is ‘squeezed’, in the sense that the diagonal elements of VH are markedly
unequal (see Fig. 1 b) for a graphical representation).
These observations indicate that there is a link between squeezing and the short-time
behavior of Eqns (1) and (2). We therefore consider the possibility of manipulating the
dissipative dynamics using squeezing operations that are applied much more frequently
than ωM.
2.1. Applicability of model
There are two main requirements for Eqns (1) and (2) to be valid.
Firstly, the bath temperature(s) must be sufficiently large. This is because Eqns (1)
and (2) are not of Lindblad form, and so are not guaranteed to be completely positive
for all initial states and bath temperatures [25, 26]. For this reason, we will restrict
ourselves to the high occupancy regime throughout this paper (≥ 102 in all instances).
Secondly, Markovian equations of motion require weak coupling between the system
and bath. The coupling strength is characterised by the ‘quality’ or Q factor, Q = ωM/Γ;
higher Q corresponds to weaker coupling. Micro– and nano-mechanical resonators have
been reported to have Q factors up to (9.8± 0.2)× 107 [27], with Q > 105 being readily
achieved in many materials and resonator geometries [28]. This justifies the use of
Markovian equations of motion.
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2.2. The Born–Markov approximation
A popular alternative to Eqns (1) and (2) is the Born–Markov master equation (BMME),
which corresponds to the Langevin equations
X˙ = + ωMP − Γ
2
X +
√
Γ Xin (t) , (5)
P˙ = − ωMX − Γ
2
P +
√
Γ Pin (t) . (6)
The loss and noise are now shared equally between the two quadratures (the noise
operators Xin and Pin have identical statistics). These equations—widely used in the
optomechanics literature (see [29] for discussion)—are derived from the independent
oscillator model by making a rotating wave approximation (RWA) and discarding all
energy non-conserving terms from the system–bath Hamiltonian [29].
The BMME prediction of the added noise covariance, V
(RWA)
H , is symmetric at all
times. For short times, (t ω−1M ),
V
(RWA)
H = (2n¯H + 1) Γt1,
with 1 being the identity matrix.
As we will see, many behaviors of our thermal machine hinge on the asymmetry of
VH, and so do not occur within the BMME framework. Further technical notes on the
relationship between Eqns (1) & (2) and Eqns (5) & (6) are available in Appendix B.2.
3. Protocol
Each cycle of our proposed protocol is divided into three broad steps; an initial imperfect
squeezing operation, S ′1; a short time τ of evolution whilst in contact with the hot bath;
and a second imperfect squeezer, S ′2. These are delineated in Fig. 1, panels a) and d).
This ‘squeeze–rotate–squeeze’ sequence is repeated at a rate of ωap = 2pi/τ .
We select the first squeezer (S1) such that it performs the operation
X → µ−1X, (7)
P → µP, (8)
where µ is the squeezing strength. The momentum becomes antisqueezed for µ > 1 and
squeezed for µ < 1. S2 is then chosen to be S2 = RS
−1
1 R
T where R is a rotation matrix
with angle ωMτ . This choice is designed such that, in the absence of loss, the protocol
simply reproduces free evolution at the end of every cycle i.e. S ′2MHS
′
1 = S2RS1 = R.
Thus, all of the non-trivial behaviors of our machine are intrinsically linked to decoherence.
3.1. Imperfect squeezer model
As seen in Fig. 1 c), each imperfect squeezer S ′j (j = 1, 2) is modeled by subdividing it
into two substeps. The first is a unitary squeezing operation Sj (distinguished by the
lack of prime). The second is an interaction between the system and a cold thermal bath
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Figure 1. a) System schematic. A harmonic oscillator (grey circle) in state ρˆ is
coupled to a hot bath (n¯H, orange). A work reservoir (µ) performs perfect squeezing
operations on the oscillator. Imperfections in the squeezers couple the oscillator to a
cold bath (n¯C, blue).
b) Wigner representation of the noise added during interaction with the hot bath (VH).
c) Model of imperfect squeezing operation S′j .
d) Diagram of a single step of the squeeze–rotate–squeeze protocol. Time flows to the
right.
with occupancy n¯C < n¯H. For simplicity, we take the limit in which both processes are
instantaneous.
The unitary squeezer could be constructed using a pulsed optomechanical squeezing
scheme [8], operated with a very short delay time and large pulse brightness.
The interaction with the cold bath is modeled using Eqns (1) and (2), with an
occupancy n¯C < n¯H and decay rate γ. To take the instantaneous interaction limit we
fix the γt product, then let t→ 0. The resulting interaction is characterised by a new
parameter, , such that  = 0 corresponds to no loss and  = 1 is maximally lossy. We
represent the homogeneous part of the transformation as MC, and the covariance of the
added noise by VC.
MC = diag{1, 1− } , (9)
VC = (2n¯C + 1) diag{0,  (2− )} . (10)
As expected, the noise and loss only affect the momentum.
If the BMME is used then M
(RWA)
C =
√
1−  1 and V (RWA)C = (2n¯C + 1) 1; note
that both are symmetrical between X and P .
Further details are given in Appendix B.3.
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4. Cyclical ‘steady-state’
A typical thermodynamic machine operates by performing a cyclical process in which
the working fluid is returned to the same state at the end of each cycle. We will refer to
this as the ‘steady-state’. Repeated application of our squeezing protocol will gradually
force any initial state towards a zero-mean Gaussian ‘steady-state’ with covariance VSS ‡
defined by the self-consistency condition
VSS = Mhom (τ)VSS M
T
hom (τ) + Vadd (τ) . (11)
The matrix Mhom (τ) = MCS2MH (τ)MCS1 is the homogeneous component of the
evolution, and
Vadd = VC +MCS2VHS
T
2 M
T
C +MCS2MHVCM
T
HS
T
2 M
T
C
is the aggregate effect of the noise entering from the baths. It is critical to note that VH
and the first contribution of VC are strongly modified by S2. This allows us to manipulate
the asymmetry of Vadd by adjusting the evolution time τ and squeezing strength µ.
4.1. Effective occupancy
Eqn (11) can be recognised as a Sylvester equation, which is readily solved using standard
numerical techniques. Solutions show that the steady-state is very well approximated
by a thermal-like state VSS = (2n¯SS + 1)1, where n¯SS is the effective occupancy (cf.
Appendix C).
Representative calculations of n¯SS as a function of the squeezing strength µ and the
squeezing application rate ωap = 2pi/τ are given in Fig. 2 a) & b). We use ωM = 1 MHz
& Q = 106—as might be expected for SiN or SiC microstrings [30]—and n¯H = 4× 104
(TH ≈ 300 mK, achievable in a 3-He cryostat), and will continue to use these parameters
unless otherwise stated. The remaining parameters are given in the figure caption.
Fig. 2 shows that increasing the amount of position squeezing (increasing µ) initially
decreases n¯SS, then the oscillator saturates and begins to heat once more. To understand
this phenomenon we employed a combination of analytical and numerical techniques
(see Appendix C), to find that
n¯SS ≈ Γn¯H + γeff n¯C
Γ + γeff
(
1
µ2
+
µ2
µ4opt
)
, (12)
where γeff ≈ ωap/pi is the effective decay rate to the cold bath, and µopt is the squeezing
magnitude that minimizes the energy added by the baths during each cycle.
The functional form of Eqn (12) is reminiscent of that of the standard quantum
limit for position measurement on a free mass, where an optimal interaction strength
exists that balances measurement noise with quantum back-action noise [29]. In this
case the balance is between attenuating the noise added to P and amplifying the noise
added to X during each timestep. These processes can be linked to the µ−2 and µ2/µ4opt
‡ This approach to steady-state is guaranteed because det {Mhom} < 1.
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Figure 2. a) Effective steady-state occupancy n¯SS of the oscillator subject to perfect
squeezing ( = 0; no cold bath) of magnitude µ at a rate of ωap. White indicates
n¯SS = n¯H. Arrows indicate the directions of increasing n¯SS. Other parameters given in
text.
b) n¯SS with imperfect squeezing. The cold bath occupancy is n¯C = 3 × 104, and
 has been adjusted at each ωap such that the effective Q is held constant (i.e.
piωM/ωap = ωM/γeff = 10
6).
c) Cross sections through parts a (A, orange) and b (B, blue) at ωap/ωM = 10
3. The
RWA result is given in black. In this parameter regime (with n¯C less than an order of
magnitude below nH) there is a significant disagreement between the numerical results
and the analytical approximation (dashed blue line). The analytical calculation of the
optimum µ for case B is shown as a pink vertical line, whilst the pink horizontal lines
indicate the hot and cold bath occupancies. The expected µ2 and µ−2 asymptotes
(Eqn (12)) are indicated by the faint grey lines.
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terms of Eqn (12) respectively. When the squeezing strength reaches µopt the noises
added to X and P are equal, and the total noise energy is minimized.
Eqn (12) is most accurate when {Q, n¯H}  1 {ωMτ, }. In this case we find
µ4opt ≈ 3
(
ωap
2piωM
)2 [
1 +
γeff n¯C
2Γn¯H
]
. (13)
Together, Eqns (12) and (13) can provide an excellent approximation to n¯SS. As seen in
Fig. 2 c), the approximation becomes less accurate as  becomes larger.
Fig. 2 also clearly shows that the squeeze–rotate–squeeze protocol can reduce the
temperature of the oscillator to well below n¯H, opening up a new method of cooling
mechanical oscillators to study their quantum behavior, and as a preparatory step for
quantum sensing and information processing protocols [29]. Furthermore, the oscillator
may be made even colder than n¯C during parts of the cycle. Although this is initially
counter-intuitive, note that the working fluid of a conventional refrigerator is also reduced
below the cold bath temperature for part of each cycle.
4.2. Effective occupancy in the RWA
Repeating the same exercise in the RWA yields
n¯RWASS ≈
Γn¯H + γeff n¯C
Γ + γeff
· 1
2
(
1
µ2
+ µ2
)
.
which is smallest at µ = 1 and never less than the simple detailed-balance equilibrium
value of n¯RWASS |µ=1 = (Γn¯H + γeff n¯C) (Γ + γeff)−1. As shown in Fig. 2 panel c), this means
that n¯SS is never less than the cold bath occupancy.
5. Engine, pump, refrigerator
As noted above, the squeeze–rotate–squeeze protocol is capable of reducing the oscillator’s
temperature to below that of both thermal baths. This makes it possible for the system
to act as the working fluid of a refrigerator. Similarly, the ability to reduce n¯SS to below
n¯H—even when the cold bath is absent ( = 0, as in Fig. 2 panel a))—implies that the
system can also behave as a heat pump.
In order to examine these behaviors quantitatively, we calculate the work (W ), heat
from the cold bath (QC), and heat from the hot bath (QH) during a cycle of evolution in
the steady-state. A positive number indicates an influx of energy to the oscillator, and
all results have been normalized to units of mechanical quanta.
It is clear that because the perfect squeezers Sj are unitary (isentropic) they are
associated with work (W ), with the other operations corresponding to heat exchange. Put
differently, the squeezer is driven by a classical field with a large amplitude, constituting
a work source/sink, whilst all other interactions do not change the mean behavior of the
baths (a characteristic of heat transfer). Thus
W =
1
4
Tr
{
SVSSS
T − VSS + S2V (3)ST2 − V (3)
}
, (14)
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QH =
1
4
Tr
{
V (3) − V (2)} , (15)
QC = − (W +QH) , (16)
where V (2) and V (3) are the covariance matrices immediately after S ′1 and immediately
before S ′2 respectively (cf. Fig. 1 d)). Eqn (15) arises because there is no net change in
the system’s energy over one full cycle.
Numerical results show that the system does indeed act as a heat pump, fulfilling
QH < 0 & W > 0. It can also act as a refrigerator (QC > 0 & W > 0), or a heat engine
(QH > 0 & W < 0). These regimes are shown in Fig. 3. There is also a fourth ‘trivial’
region in which the work performed on the system is positive but insufficient to reverse
the flow of heat from the hot bath to the oscillator. Together, these form a rich ‘phase
diagram’.
The heat pump behavior is straightforward to understand by considering the limit
as the time between squeezers (τ) tends to zero. The damping rate of the system into
the hot bath then becomes 2Γ 〈P 2〉, where 〈P 2〉 is boosted above its ‘steady-state’ value
by a factor of µ2 during the first squeezing interaction. Thus heat pumping occurs
whenever this boosted loss rate overwhelms the noise coming in from the hot bath. This
phenomenon is also behind the remarkable fact that the oscillator may be cooled to
temperatures lower than that of the cold bath, unlike with other cooling techniques such
as sideband cooling.
In the heat engine region the system is extracting work from the hot bath
and dumping entropy into the cold bath. This occurs when the state V (3) is more
squeezed than V (2). The momentum-damped Langevin equations permit this if (if
{, n¯C}  1 n¯H; see Appendix D.1)
n¯H > µ
2n¯SS, if µ > 1, or (17)
n¯H < µ
2n¯SS, if µ < 1. (18)
For µ > 1, this can be interpreted as requiring that noise enters from the hot bath faster
than the system can damp into it (and vice versa for µ < 1).
Refrigeration—removing heat from the cold bath—only occurs when n¯C is sufficiently
large. The sign of QC may be determined by considering the two loss steps involving the
cold bath, as shown in Appendix D.2. For small  we find the condition for refrigeration
is
n¯C >
n¯SS
2
(
1 + µ2
)
. (19)
5.1. Operating phases in the RWA
By explicitly calculating the steady-state covariance matrix in the RWA we were able to
derive no-go theorems (Appendix D.2) that show that the heat engine and refrigerator
phases of operation are forbidden in the RWA. The former proof is valid in all parameter
regimes satisfying basic requirements of physicality, whilst the latter is valid in the  1
and Γ ωM  ωap regime considered throughout this paper. One therefore finds that
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Figure 3. Operating regimes of the squeeze–rotate–squeeze protocol for different
cold bath occupancies n¯C and coupling constants . In the black region energy flows
from hot to cold even with the application of work. Panels a) and b) correspond to
ωM/γeff = 10
6, whilst c) and d) have ωM/γeff = 10
7. Other parameters given in text.
The white lines show µopt.
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C
O
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Figure 4. Coefficients of performance when operating as a heat pump (purple, P), heat
engine (blue, E), or refrigerator (orange, R). The black line shows the RWA prediction
for the heat pump phase; note that it does not exceed one for any µ (no refrigeration
possible). Thermodynamic bounds (upper limits) are shown as dashed lines (E, P,
and R in order of increasing dash length). Panel a) is a cross-section through the top
(ωap/ωM = 10
3) of Fig. 3 b), and panel b) shows the corresponding section of Fig. 3 d).
Other system parameters are given in text.
there are only two operating regimes in the RWA: the ‘trivial’ regime (where the input
work and heat from the hot bath both flow into the cold bath), and a heat pump region.
Note that the heat pump simply dumps input work into the hot bath, because there can
be no refrigeration.
5.2. Coefficients of performance
Finally, we can consider the performance of the available thermodynamic cycles. The
relevant coefficients of performance are defined by
COPpump = |QH/W | ≤ η−1 (20)
COPengine = |W/QH| ≤ η (21)
COPfridge = |QC/W | ≤ (1− η) /η, (22)
where the thermodynamic limits are expressed in terms of the Carnot efficiency
η = 1− TC/TH.
Representative calculations are provided for cross-sections through Fig. 3 b) and d),
as shown in Fig. 4. They demonstrate that (for these parameters) the peak engine
efficiency is approximately 18% of the Carnot limit. It also confirms that the maximum
A Quantum Heat Machine from Fast Optomechanics 12
heat pumping efficiency (∼ 1.13) is achieved when the squeezing strength µ is below the
value µopt which minimizes the steady-state occupancy. Conversely, in the RWA case the
heat pump efficiency improves monotonically with µ (for µ > 1), and does not exceed
unity. This difference arises because the RWA does not have a refrigerating phase (nor
an engine phase).
6. Conclusion
We have proposed and modeled a thermodynamic system based on a momentum-damped
mechanical oscillator subjected to rapid squeezing operations. Our calculations indicate
that such a system can operate as a heat pump, a refrigerator, or a heat engine.
Importantly, if lossy evolution is modeled by the BMME the latter two effects vanish.
This indicates the emergence of rich—and potentially useful—quantum thermodynamical
phenomena beyond the RWA.
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Appendices
This Supplemental Material discusses the;
• outline of the relation between the independent oscillator model and BMME
(Appendix A);
• detailed dynamics of the oscillator under both approximations (Appendix B);
• derivation of the steady-state occupancy (Appendix C);
• derivation of the bounds on thermodynamic cycles in the independent oscillator
model (Appendix D); and
• no-go theorems for heat engines and refrigerators in the RWA (Appendix E).
Appendix A. Limitations of Markovian Langevin equation
The Langevin equations (1) and (2) can be derived from the independent oscillator
model—the most general microscopic model of a linear, passive heat bath [22, 23]. One
must formally solve the equations of motion for the bath and back-substitute them into
the system’s. Then, in order to obtain Markovian equations, one must assume a ‘high’
bath temperature and continuous bath spectrum, then neglect ‘initial slip’ terms (which
contribute only at time nought and order Q−1). A full derivation is given by Giovannetti
and Vitali [21]. The results are not of Lindblad form [25, 26] and are only valid when
n¯H and n¯C are sufficiently large.
Appendix B. Damped Harmonic Motion
Appendix B.1. Independent Oscillator Model
Consider the equations of motion of a harmonic oscillator of (angular) frequency ωM
subject to momentum-dependent damping at rate Γ, Eqns (1) and (2). Note that the loss
appears only in Eqn (2), as does the noise operator ξˆ (t). These equations are typically
employed to describe classical systems, but may be readily—if not straightforwardly—
quantized (e.g. [31]).
Integrating the equations of motion is straightforward because of their linearity.
One obtains
X (t) = e−Γt/2
[
cos (σωMt) +
Γ
2σωM
sin (σωMt)
]
X (0)
+ e−Γt/2
1
σ
sin (σωMt)P (0) + δX (t) , (B.1)
P (t) = e−Γt/2
[
cos (σωMt)− Γ
2σωM
sin (σωMt)
]
P (0)
− e−Γt/2 1
σ
sin (σωMt)X (0) + δP (t) . (B.2)
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Here the modified resonance frequency is σωM with σ =
√
1− Γ2/4ω2M (we have assumed
an underdamped oscillator, Γ < 2ωM), and the effect of the thermal noise is captured by
the increments δX and δP . The solutions (B.1) and (B.2) may be recast as a matrix
equation of the form
X (t) = MH (t)X (0) + F (t) , (B.3)
where
MH = e
−Γt
2
(
cos (σωMt) +
Γ
2σωM
sin (σωMt)
1
σ
sin (σωMt)
− 1
σ
sin (σωMt) cos (σωMt)− Γ2σωM sin (σωMt)
)
and
F (t) =
(
δX (t)
δP (t)
)
=
√
2Γ
∫ t
0
dt′ M (t− t′)
(
0
ξˆ (t′)
)
(B.4)
with X = (X P )T.
In the high-temperature, high-Q limit the noise operator ξˆ (t) becomes Markovian
and Gaussian. We shall henceforth restrict our attention to this case. The noise
correlation function becomes
N (t, t′) = 〈ξ (t) ξ (t
′) + ξ (t′) ξ (t)〉
2
= (2n¯H + 1) δ (t− t′) .
Gaussian noise and quadratic operations (i.e. squeezing, rotations, linear loss, and
beamsplitters) imply that the steady-state will be characterised by its first and second
moments. It is thus appropriate to consider the covariance matrix, given by
V =
1
2
{〈
X X T
〉
+
〈
X X T
〉T}
. (B.5)
From Supp. Eqn (B.3) we obtain the solution
V (t) = M (t)V (0) M T (t) + VH (t) , (B.6)
which is valid because the added noise is Markovian and uncorrelated to the system.
The aggregate added noise VH is
VH =
∫ t
0
dt′
∫ t
0
dt′′ 2ΓN (t′, t′′)M (t− t′)
(
0 0
0 1
)
M T (t− t′′)
=
(
〈δX2〉 1
2
〈δXδP + δPδX〉
1
2
〈δXδP + δPδX〉 〈δP 2〉
)
with 〈
δX2
〉
= (2n¯H + 1)
[
1 +
e−Γt
σ2
(
Γ2 cos (2σωMt)− 2ΓσωM sin (2σωMt)
4ω2M
− 1
)]
,
〈
δP 2
〉
= (2n¯H + 1)
[
1 +
e−Γt
σ2
(
Γ2 cos (2σωMt) + 2ΓσωM sin (2σωMt)
4ω2M
− 1
)]
,
and
1
2
〈δXδP + δPδX〉 = (2n¯H + 1)
[
Γe−Γt
σ2ωM
sin2 (σωMt)
]
.
A Quantum Heat Machine from Fast Optomechanics 16
Note that for t ω−1M the variance of δP goes linearly in t, the covariance of δX &
δP goes quadratically, and the variance of δX scales cubically, viz.〈
δX2M
〉 ∝ 2
3
Γω2Mt
3 +O (t4)〈
δP 2M
〉 ∝ 2Γt+O (t2)
1
2
〈δXδP + δPδX〉 ∝ ΓωMt2 +O
(
t3
)
.
The long-time evolution yields the steady-state covariance matrix
V
(IO)
SS = limt→∞
V (t) = (2n¯H + 1)1,
which is easily recognizable as a thermal state with occupancy n¯H ≈ kBTH/~ωM (for the
relevant case of kBTH  ~ωM, as phonons are bosonic excitations).
Appendix B.2. Born–Markov Master Equation
The BMME is obtained by discarding non-energy-conserving terms in the independent
oscillator model Hamiltonian §. This corresponds to making the rotating wave
approximation (RWA) on the independent oscillator model [29].
It is instructive to consider the oscillator’s dynamics under the BMME. Solving
Eqns (5) and (6) requires knowledge of the noise correlation functions, viz.〈
Xin (t)
2〉 = (2n¯H + 1) δ (t− t′) ,〈
Pin (t)
2〉 = (2n¯H + 1) δ (t− t′) ,
<{〈XinPin〉} = 0.
Using these yields the evolution of the covariance matrix, which is entirely analogous
to Eqn (B.6) except that
M
(RWA)
H = e
−Γt/2R (ωMt)
and
V
(RWA)
H = (2n¯H + 1)
(
1− e−Γt)1,
where R (ωMt) is a rotation through an angle of ωMt, and 1 is the identity matrix. Note
that V
(RWA)
H is proportional to the identity matrix, and at short times both diagonal
elements of V
(RWA)
H grow at first order in t; this is very different behavior from the
independent oscillator model, where 〈δX2〉 initially only increases at third order in t.
Despite this, the long-time behavior in the RWA is identical to the independent
oscillator model, viz.
V
(RWA)
SS = limt→∞
V (t) = (2n¯H + 1)1 = V
(IO)
SS .
§ The bare resonance frequency must also be renormalised.
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Appendix B.3. ‘Instantaneous’ cold bath interaction
Let us consider the interaction with the cold bath. As stated above, we have taken this
to be instantaneously quick. In this section, we will derive the necessary relations.
To begin, consider the momentum-damped Langevin equations. We will let the
damping rate into the cold bath be γ and the thermal noise be characterised by n¯C. The
amount of damping is characterised by the product λ = γτC, where τC is the interaction
time; thus, in order to take the ‘instantaneous’ interaction limit, we will fix λ whilst
letting τC → 0 and γ → ∞. Large damping rates require us to use the overdamped
solutions to Eqns (1) and (2). The homogeneous part is
MC = e
− 1
2
γτC
(
cosh ατC
2
+ γ
α
sinh ατC
2
2ωM
α
sinh ατC
2
−2ωM
α
sinh ατC
2
cosh ατC
2
− γ
α
sinh ατC
2
,
)
and the corresponding noise is
VC
2n¯C + 1
=

1 + e
−γτC
α2
[
4ω2M − γ2 coshατC
−αγ sinhατC
]
2γωM
α2
e−γτC [coshατC − 1]
2γωM
α2
e−γτC [coshατC − 1] 1 + e−γτCα2
[
4ω2M − γ2 coshατC
+αγ sinhατC
]
 .
In these, α =
√
γ2 − 4ω2M is a real parameter.
Substituting γ = λ/τC and taking the τC → 0 limit yields
MC =
(
1 0
0 e−λ
)
and
VC = (2n¯C + 1)
(
0 0
0 1− e−2λ
)
As might be expected, there is no loss on the position, so the process introduces only
momentum noise.
We need to draw a correspondence with the RWA case, for a fair comparison.
Performing the same process using the BMME yields
M
(RWA)
C = e
−λ/21,
and
V
(RWA)
C = (2n¯C + 1)
(
1− e−λ)1.
Compare this to a beamsplitter; we see there’s a correspondence with a beamsplitter
with reflectivity  = 1− e−λ. This will be our fixed number that allows us to compare
the RWA and non-RWA results.
To summarise, in the RWA
M
(RWA)
C =
√
1−  1, (B.7)
V
(RWA)
C = (2n¯C + 1) 1, (B.8)
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and without the RWA,
MC =
(
1 0
0 1− 
)
, (B.9)
VC = (2n¯C + 1)
(
0 0
0  (2− )
)
. (B.10)
In the limit of a ‘perfectly reflective beamsplitter’ ( = 0), the non-RWA operation
replaces the P quadrature with thermal noise.
Note that the thermal occupancy n¯C can be arbitrarily low in the RWA case
without problems, whilst in the non-RWA case we must have n¯C  1 to ensure that the
transformation preserves the Heisenberg uncertainty relation.
Appendix C. Approximation of Steady-State Occupancy
In the main text we defined the ‘steady-state’ covariance matrix as Eqn (11), reproduced
here for convenience.
VSS = Mhom (τ)VSS M
T
hom (τ) + Vadd (τ) . (C.1)
We can cast this in the typical form of a Sylvester equation by noting that M−1hom does
exist for any non-negative, finite delay time τ . Thus
M−1homVSS − VSS M Thom = M−1homVadd. (C.2)
This can be solved with standard computational packages, or indeed analytically. The
general solution to Eqn (C.2) is [32]
vec {VSS} =
(
1⊗ (M−1hom)−Mhom ⊗ 1)−1 vec{M−1homVadd} ,
where ⊗ is the Kronecker product and vec {· · ·} is the vectorization operation.
As seen in Supp. Fig. C1, the steady-state Wigner function is essentially symmetrical
between position and momentum. Therefore, the state is thermal and characterized by
an effective occupancy
n¯SS =
√
det {VSS} − 1
2
.
n¯SS can in principle be calculated entirely analytically, but the resulting expression
is immensely unwieldy. Instead, we will find an approximate expression which is accurate
in the region of interest ({Q, n¯H}  1, {, n¯C, ωMτ}  1).
For simplicity, let us first consider the perfect squeezing ( = 0) case. Each matrix
may be calculated analytically. We then expand vec {VSS} to second order in τ , calculate
the determinant, and truncate the result at O (τ 2) and O (Γ). Discarding small terms
(which are not boosted by µ) then gives
n¯SS|=0 ≈ n¯H
(
1
µ2
+
4pi2ω2M
3ω2ap
µ2
)
. (C.3)
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Figure C1. Comparison of steady-state Wigner function contours calculated using
momentum-dependent damping (solid lines) and in the RWA (dashed). The system
parameters are ωM = 10
6 Hz, Q = 106, n¯H = 4× 104, n¯C = 102, and  = pi× 10−9, with
the squeezing parameters being
√
2 and 2 for a) and b) respectively. Small squeezing
strengths have been chosen because the relative size of V
(RWA)
SS grows rapidly with µ.
The coefficient of µ2 in Eqn. (C.3) can in fact be related directly to properties of
the added noise. To see this, let us ask which value of µ minimizes the energy contained
by the added noise Vadd. In this case ( = 0) we have Vadd = S2VHS
T
2 ; thus we wish to
select the value of µ which minimizes Tr
{
ST2 S2VH
}
. Calculating this yields
µ4opt|=0 = 3
(
ωap
2piωM
)2
,
which is the inverse of the coefficient of µ2 in Eqn (C.3).
Similarly, consider the µ = 1 value of n¯SS|=0, which is approximately n¯H.
If we rewrite n¯SS as
n¯SS|=0 = (n¯SS|µ=1)
(
1
µ2
+
µ2
µ4opt|=0
)
then—guided by our numerical calculations—we can make the educated guess that the
same form holds when the squeezers become imperfect.
The first factor n¯SS|µ=1 needs to be generalized to there being two baths. The most
likely estimate is the typical equilibrium occupancy expected from detailed balance, viz.
n¯SS|µ=1 → Γn¯H + γeff n¯C
Γ + γeff
,
The effective coupling rate to the cold bath is γeff , which is taken to be γeff ≈ 2/τ =
ωap/pi because the loss of 2 occurs over every timestep τ .
Secondly, we replace µopt|=0 with the value of µ that minimizes the trace of Vadd
including noise from the cold bath. This may be analytically found to be
µopt =
(2µ cos 2ωMτ − 1)
(
2ωMτ + sin 2ωMτ + 2µ
2n¯C+1
2n¯H+1
(2ωM/Γ− sin 2ωMτ)
)
sin 2ωMτ − 2ωMτ
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which in turn can be reduced to the expression appearing in the main text (Eqn (13)) if
n¯C  1, and τ → 0.
By this route we arrive at Eqn (12) of the main text. As seen in Fig. 2 c), this is a
reasonable approximation in the parameter regime of interest.
Note that none of the bounds of thermodynamic cycles (below) rely on this particular
form of n¯SS; they simply require a symmetrical steady-state Wigner function.
Appendix D. Bounds on Thermodynamic Cycles
Consider a complete cycle of the squeeze–rotate–squeeze protocol with lossy squeezing
as described in the main text. Let us divide up the protocol into the following steps (cf.
Fig. 1 of main text):
V (1) = S1VSS S1
T
V (2) = MCV
(1) MC
T + VC
V (3) = MHV
(2) M TH
V (4) = S2V
(3) S2
T
VSS = MCV
(4) MC
T + VC.
The squeezing steps perform work, allowing us to identify the total work (in quanta)
as
W =
1
4
Tr
{
V (4) − V (3) + V (1) − VSS
}
.
Similarly,
QH =
1
4
Tr
{
V (3) − V (2)} ,
QC =
1
4
Tr
{
VSS − V (4) + V (2) − V (1)
}
.
Appendix D.1. Criterion for Heat Engine Phase
The system behaves as a heat engine if it receives heat from the hot bath (QH > 0) and
produces output work (W < 0). Any excess entropy is dumped into the cold bath.
Our numerical calculations show that the engine phase overlaps very well with the
parameter regime where V (3) is more squeezed than V (2) i.e. where the asymmetry of the
lossy evolution step is strong enough to actually increase the asymmetry of the Wigner
function over a short timestep.
Firstly, let us establish that the degree of squeezing present in an arbitrary (single
mode, 2× 2) covariance matrix can be expressed as the ratio of its eigenvalues, κ. For a
vacuum state operated on by S1 (µ) we have κ = 〈P 2〉 / 〈X2〉 = µ4. It is easily seen that
κ is in fact a function of
K =
Tr {V }√|V | ,
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which is directly proportional to the product of the energy (∝ Tr {V }) and purity |V |−1/2
of the state. Thus we can use K as a proxy for the level of squeezing.
To simplify the calculation of K(2) and K(3) we will consider the high-Q, low-
limit and set σ =
√
1− Γ2/4ω2M = 1. We expand the resulting inequality K(3) > K(2)
around small t to first order, yielding(
n¯SSµ
2 (µ2n¯SS − n¯H) (µ8 − 1) +
2 (n¯C − 2n¯SSµ2) (2n¯SSµ6 + n¯H (µ8 − 2µ4 − 1))
)
< 0
which in most cases of interest ({, n¯C} < 1 n¯H) can be replaced by the simplified
condition (
µ2n¯SS − n¯H
) (
µ8 − 1) < 0.
Thus
n¯H > µ
2n¯SS, µ > 1,
n¯H < µ
2n¯SS, µ < 1.
To interpret these results it suffices to consider an extremely simple model. Over a
very short timestep the position noise is essentially unchanged by damping, whilst the
momentum is attenuated and heated. Thus for µ > 1 (µ < 1) the amount of squeezing
increases if VPP increases (decreases). The momentum noise at the beginning of the step
is approximately V
(2)
PP ≈ 2n¯SSµ2 (1− )2, and at the end V (3)PP ≈ (1− Γt) V (2)PP + 2Γtn¯H.
Thus ∆VPP ≈ 2Γtn¯H−2Γtn¯SS (1− )2. Requiring that ∆VPP be positive (negative) yields
the µ > 1 (µ < 1) results given above.
Appendix D.2. Criterion for Refrigeration Phase
In the refrigeration regime, the resonator uses input work (W > 0) to extract heat from
the cold reservoir (QC > 0) and push it into the hot reservoir (QH < 0).
Consider QC > 0. Thus
Tr
{
VSS − V (4) + V (2) − V (1)
}
> 0.
This can be written entirely in terms of VSS and VC, viz.
Tr
{[
1− M−1C TM−1C + S1 T
(
MC
TMC − 1
)
S1
]
VSS
}
+Tr
{[
1 + M−1C
T
M−1C
]
VC
}
> 0.
Using the fact that VSS ≈ (2n¯SS + 1)1, we obtain
n¯C
(
2− 2+ 2) > n¯SS (1 + (1− )2 µ2) .
In the limit that  1 this becomes equal to Eqn (19) given in the main text.
Appendix E. No-Go Theorems in the RWA
The following no-go theorems are based on the complete analytical result for the steady-
state covariance matrix in the RWA.
A Quantum Heat Machine from Fast Optomechanics 22
Appendix E.1. No-Go Theorem for Heat Engines
We calculated the exact criterion for heat engine function in the RWA using Wolfram
Mathematica. The expression W (RWA) < 0 factorizes into a form involving three factors,
two of which are always positive. The final factor is only negative when
µ4 +Bµ2 + 1 < 0, (E.1)
where
B =
a (2n¯H + 1) + b (2n¯C + 1)
c (2n¯H + 1) + d (2n¯C + 1)
,
with a, b, c, and d being functions of , τ , Γ, and ωM, viz.
a =
(
eΓτ − 1) (eΓτ − (1− )2)×(
eΓτ + (1− )3 − (1− ) (1 + eΓτ − ) cos 2ωMτ) csc2 ωMτ,
b =
[
e3Γτ − 2 (1− )5 + e2Γτ + eΓτ (1− )2 (1−  (3− ))−
(1− ) (e2Γτ (3− 2)− (1− )3 + eΓτ ( (5− 3)− 2)) cos 2ωMτ)
]
×  csc2 ωMτ,
c =
(
eΓτ − 1) (1− ) (eΓτ + (1− )2) (eΓτ + − 1) ,
d =  (1− ) (eΓτ + (1− )2) (eΓτ + − 1) .
Clearly c and d are non-negative. Let us now consider the signs of a and b.
The factor a is positive if
eΓτ + (1− )3 > (1− ) (1 + eΓτ − ) cos 2ωMτ. (E.2)
The right hand side of this inequality is never larger than (1− ) (1 + eΓτ − ) (i.e. set
cos 2ωMτ = 1); thus if we can satisfy e
Γτ + (1− )3 > (1− ) (1 + eΓτ − ) we can always
satisfy Supp. Eqn (E.2). Rearranging eΓτ + (1− )3 > (1− ) (1 + eΓτ − ) yields
eΓτ > (1− )2 ,
which is always true. This means that Supp. Eqn (E.2) is always satisfied, and a is
always positive.
The remaining coefficient b is positive when the term in square brackets is positive,
viz. [
e3Γτ − 2 (1− )5 + e2Γτ + eΓτ (1− )2 (1−  (3− ))−
(1− ){e2Γτ (3− 2)− (1− )3 + eΓτ ( (5− 3)− 2)} cos 2ωMτ
]
> 0.(E.3)
We begin by noting that the term in braces (in Supp. Eqn (E.3)) is always positive. This
may be proven as follows:
• Convert the term (e2Γτ (3− 2)− (1− )3 + eΓτ ( (5− 3)− 2)) into a quadratic in
λ = eΓτ .
• Solve for the roots of the quadratic. The largest root is
λR =
1− 
6− 4
[
2− 3−
√
16− 32+ 172
]
.
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• Consider the inequality λR > 1. It simplifies to 2 − 6+ 6 < 0.
• Calculate the roots of this quadratic, which are  = 3 ± √3 , both of which are
larger than 1.
• Conclude that the quadratic condition on  is never satisfied for physical values of ;
thereby see that λR < 1 ∀  ∈ (0, 1).
• Use the definition of λ to see that λ > 1 for all Γτ of interest, and thus this λR is
not physical.
• Conclude that the term in Supp. Eqn (E.3) is always positive.
With this we can see that
(1− ){e2Γτ (3− 2)− (1− )3 + eΓτ ( (5− 3)− 2)} >
(1− ){e2Γτ (3− 2)− (1− )3 + eΓτ ( (5− 3)− 2)} cos 2ωMτ .
which prompts us to consider the simpler inequality
e3Γτ − 2 (1− )5 + e2Γτ + eΓτ (1− )2 (1−  (3− )) >
(1− ){e2Γτ (3− 2)− (1− )3 + eΓτ ( (5− 3)− 2)} , (E.4)
equivalent to considering the right hand side with cos 2ωMτ = 1. This new condition
factorizes rather straightforwardly, yielding(
eΓτ − (1− )2)2 (eΓτ + 2− 1) > 0,
which is obviously satisfied. Thus we conclude that b > 0 always.
Since we have established that a, b, c, and d are all positive we know B is positive.
Consider then Supp. Eqn (E.1), which is quadratic in µ2. There are only solutions to
Supp. Eqn (E.1) when the determinant of the left hand side, B2 − 4, is non-negative.
This gives B ≥ 2. Rearranging this yields the condition
e2Γτ + (1− )4 − 2eΓτ (1− )2 cos 2ωMτ > 0
which is seen to be quadratic in λ = eΓτ . The determinant of the left hand side is
negative, thus there are no real roots. This means that this conditions is always satisfied,
and B is always at least 2.
We may thus calculate that µ4 +Bµ2 + 1 < 0 is satisfied when
−1
2
(√
B2 − 4 +B
)
< µ2 <
1
2
(√
B2 − 4 −B
)
. (E.5)
This clearly has no solution for real µ because both the upper and lower limits of
Supp. Eqn (E.5) are negative. This implies W (RWA) < 0 cannot be satisfied, and hence
that there is no heat engine phase in the RWA. Note that we have not taken any limits
during this derivation, nor have we approximated VSS as diagonal, so our no-go theorem
holds for arbitrary  ∈ (0, 1) and any positive Γ < ωM/2.
A Quantum Heat Machine from Fast Optomechanics 24
Appendix E.2. No-Go Theorem for Refrigeration
Consider the criterion for refrigeration, namely Tr {VSS − V4 + V2 − V1} > 0. Substituting
the appropriate covariance matrices and using the cyclical property of the trace gives
2
2− 
1−  (2n¯C + 1) > Tr
{(
µ−2 + 1
1− 0
0 µ2 + 1
1−
)
VSS
}
.
This can be re-written
2n¯C + 1
2n¯H + 1
α < β. (E.6)
The coefficients α and β are relatively high-order polynomials in  and λ, so we will
consider the limit of small ωMt and . Then
α = 45µ4 (2− )4
[
2
(
µ2 − 1)2 + Γτ (5− 14µ2 + 5µ4 +  (1 + µ2)2)]
β = 25µ4 (2− )4 Γτ
[

(
1 + 6µ2 + µ4
)− 2 (1 + µ2)2] .
The sign of each coefficient is controlled by the terms in square brackets.
α does have real zeros, but these only occur for negative values of µ2, which are
unphysical. Thus α > 0 for all µ > 1.
The (square) bracketed term in β is quadratic in µ2. Calculating its determinant
makes it clear that β < 0 for all physical µ.
This means that the left hand side of Supp. Eqn (E.6) is always positive, whilst the
right is always negative, thereby ensuring that the condition cannot be met. We conclude
that there is no refrigeration in the RWA (at least in the small , high-Q regime). Our
numerical calculations support this conclusion.
