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ON FAMILIES BETWEEN THE HARDY-LITTLEWOOD AND
SPHERICAL MAXIMAL FUNCTIONS
GEORGIOS DOSIDIS AND LOUKAS GRAFAKOS
Abstract. We study a family of maximal operators that provides a contin-
uous link connecting the Hardy-Littlewood maximal function to the spherical
maximal function. Our theorems are proved in the multilinear setting but may
contain new results even in the linear case. For this family of operators we
obtain bounds between Lebesgue spaces in the optimal range of exponents.
Introduction
Spherical averages arise naturally in PDE but Lp bounds for maximal spherical
averages were first obtained by Stein [23], who showed that the spherical maximal
function
(1) S(f)(x) := sup
t>0
1
ωn−1
∫
Sn−1
|f(x− tθ)| dσn−1(θ)
is bounded from Lp(Rn) to Lp(Rn) when p > nn−1 and n ≥ 3 and is unbounded
when p ≤ nn−1 and n ≥ 2. The positive direction of this result was later extended
to the case n = 2 by Bourgain [4]. Here dσn−1 is the canonical surface measure on
the sphere and ωn−1 is the measure of the entire unit sphere. A number of other
authors have also studied the spherical maximal function; see for instance [6], [7],
[19], and [22]. Extensions of the spherical maximal function to different settings
have also been considered; see [5], [14], [9], and [18].
The boundedness of the maximal operator S in [23] was obtain via the auxiliary
family of operators
(2) Sα(f)(x) = sup
t>0
2
ωn−1B(n2 , 1− α)
∫
Bn
|f(x− ty)|(1− |y|2)−αdy,
defined originally for Schwartz functions, where 0 ≤ α < 1. Here Bn is the unit ball
in Rn, B is the beta function defined by B(x, y) =
∫ 1
0 t
x−1(1− t)y−1dt for x, y > 0.
For each 0 < α < 1, Stein obtained boundedness for the operator Sα from L
p to
itself in the optimal range of exponents: p > nn−α , when n ≥ 3. This was extended
to the case n = 2 indirectly in [4] and more explicitly in [19].
Recall another classical averaging operator, the Hardy-Littlewood maximal func-
tion
M(f)(x) = sup
t>0
1
vn
∫
Bn
|f(x− ty)|dy.
Here f is a locally integrable function on Rn and vn is the volume of B
n.
The authors acknowledge the support of the Simons Foundation.
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The relationship between the aforementioned operators is as follows: The family
Sα provides a continuous link that connects M to S in the following explicit way:
For any f ∈ L1loc(Rn) and any x ∈ Rn we have
M(f)(x) ≤ Sα(f)(x) ≤ S(f)(x),
lim
α→1−
Sα(f)(x) = S(f)(x),
lim
α→0+
Sα(f)(x) =M(f)(x).
These assertions are contained in Theorem 1 and are proved in the next section.
In this paper, we denote by dσκ−1 the surface measure on unit sphere Sκ−1 in
Rκ, vκ the measure of the unit ball in R
κ and ωκ−1 = dσκ−1(Sκ−1) is the total
measure of Sκ−1. Recall that κvκ = ωκ−1 for any integer κ ≥ 2. We also use the
notation Bκ for the unit ball in Rκ and RBκ for the ball of radius R > 0 centered
at the origin in Rκ. The space of Schwartz functions on Rκ is denoted by S(Rκ).
Our purpose is to study multilinear versions of S, Sα and of M . We define a
multi(sub)linear maximal operator as follows:
(3) Mm(f1, . . . , fm)(x) = sup
t>0
1
vmn
∫
Bmn
m∏
i=1
|fi(x− tyi)| dy1 · · · dym.
The uncentered version of this maximal operator first appeared in the work of
Lerner, Ombrosi, Perez, Torres, Trujillo-Gonzalez [17] with the unit cube in place
of the unit ball. Next, we introduce the family of operators
(4) Smα (f1, . . . , fm)(x) =
2/ωmn−1
B(mn2 , 1− α)
sup
t>0
∫
Bmn
m∏
i=1
|fi(x− tyi)| dy
(1 − |y|2)α ,
defined initially for functions fi ∈ S(Rn) and 0 ≤ α < 1. This is a multilinear
extension of the operator Sα = S
1
α introduced in (2).
We recall the definition of the multilinear spherical maximal operator
(5) Sm(f1, . . . , fm)(x) = sup
t>0
1
ωmn−1
∫
Smn−1
m∏
i=1
|fi(x− tθi)| dσmn−1(θ1, . . . , θm),
given also for functions fi ∈ S(Rn). When m = 1, Sm reduces to S in (1). The
bilinear analogue of Stein’s spherical maximal function (when m=2) was first intro-
duced in [10] by Geba, Greenleaf, Iosevich, Palsson, and Sawyer who obtained the
first bounds for it but later improved bounds were provided by [3], [12], [15], and
[16]. A multilinear (non-maximal) version of this operator when all input functions
lie in the same space Lp(R) was previously studied by Oberlin [20]. The authors
in [3] provided an example that shows that the bilinear spherical maximal function
is not bounded when p ≥ n2n−1 . Last year Jeong and Lee in [16] proved that the
bilinear maximal function is pointwise bounded by the product of the linear spher-
ical maximal function and the Hardy-Littlewood maximal function, which helped
them establish boundedness in the optimal open set of exponents, along with some
endpoint estimates. These results were extended to the multilinear setting in [8].
Recently certain analogous bounds have been obtained by Anderson and Palsson in
[1], [2] concerning a discrete version of the multilinear spherical maximal function.
ON FAMILIES OF MAXIMAL OPERATORS 3
We would like to extend the definitions of the operators in (4) and (5) to functions
in fi in L
1
loc(R
n). Fix fi in L
1
loc(R
n) and x ∈ Rn; then
(6) t 7→ F (t) = tmn−1
∫
Smn−1
m∏
i=1
|fi(x− tθi)|dσmn−1(θ1, . . . , θm)
is integrable over any interval [0, L], which implies that the integrals in (5) are finite
for almost all t > 0. Likewise, if F is as in (6) and t ∈ (0, L), then
(7)∫
Bmn
m∏
i=1
|fi(x− tyi)| dy
(1 − |y|2)α =
∫ 1
0
F (tr)
(1− r2)α
dr
tmn−1
≤ 1
tmn−α
∫ L
0
F (s) ds
(t− s)α ,
and the last integral is the convolution (evaluated at t) of the L1 functions Fχ[0,L]
and s−αχ(0,L] on the real line, hence it is finite a.e. on (0, L). We conclude that
the integral in (4) is finite for almost all t > 0 for fi ∈ L1loc(Rn) and x ∈ Rn.
Now, one cannot properly define the supremum of a family {At}t>0 (At ≥ 0)
which satisfies At <∞ for almost all t > 0. But it is possible to define the essential
supremum of {At}t>0, which is practically the supremum restricted over the subset
of (0,∞) on which At < ∞. So to extend the definitions of the operators in (5)
and (4) to functions fi ∈ L1loc(Rn) for any x ∈ Rn by replacing the supremum in
these expressions by the essential supremum ess.sup. However, this adjustment is
not needed when fi ∈ Lpi(Rn) with
∑n
i=1
1
pi
= 1p <
mn−α
n , since, in that case, the
corresponding averages vary continuously in t. See Corollary 1 below. Based on
this discussion we provide the following definition.
Definition 1. Let t > 0, fi ∈ L1loc(Rn) for 1 ≤ i ≤ m, and x ∈ Rn. We define
(8) Smα,t(f1, . . . , fm)(x) =
2/ωmn−1
B(mn/2, 1− α)
∫
Bmn
m∏
i=1
fi(x− tyi) dy
(1 − |y|2)α
and
(9) Smα (f1, . . . , fm)(x) = ess.sup
t>0
Smα,t(|f1|, . . . , |fm|)(x)
for 0 ≤ α < 1. We also define
(10) Sm1,t(f1, . . . , fm)(x) =
1
ωmn−1
∫
Smn−1
m∏
i=1
fi(x− tθi) dσmn−1(θ1, . . . , θm)
and
(11) Sm(f1, . . . , fm)(x) = ess.sup
t>0
Sm1,t(|f1|, . . . , |fm|)(x).
In this paper we prove the following results:
Theorem 1. Let 0 < α < 1. Given fi ∈ L1loc(Rn) and x ∈ Rn we have
Mm(f1, . . . , fm)(x) ≤ Smα (f1, . . . , fm)(x) ≤ Sm(f1, . . . , fm)(x)(12)
lim
α→1−
Smα (f1, . . . , fm)(x) = S
m(f1, . . . , fm)(x)(13)
lim
α→0+
Smα (f1, . . . , fm)(x) =M
m(f1, . . . , fm)(x).(14)
These statements are valid even when some of the preceding expressions equal ∞.
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AsMm is pointwise controlled by the product of the Hardy-Littlewood operators
acting on each function, this operator is bounded from Lp1(Rn)× · · · ×Lpm(Rn) to
Lp(Rn) in the full range of exponents 1 < p1, . . . , pm ≤ ∞ and 1/p1+ · · ·+1/pm =
1/p. Boundedness for Sm holds in the smaller region n/(mn− 1) < p ≤ ∞ as
shown in [8]. So it is expected that Smα are bounded in some intermediate regions.
This is the content of the following result.
Theorem 2. Let n ≥ 2, 0 ≤ α < 1, and 1 < pi ≤ ∞. Define p by
∑m
i=1
1
pi
= 1p .
Then there is a constant C = C(m,α, p1, . . . , pm) such that
(15) ‖Smα (f1, . . . , fm)‖Lp(Rn) ≤ C
m∏
i=1
‖fi‖Lpi(Rn)
for all fi ∈ Lpi(Rn) if and only if
n
mn− α < p ≤ ∞.
Moreover, if (15) holds, then the constant C can be chosen to be independent of
the dimension (as indicated by the parameters on which it is claimed to depend).
Remark 1. As a consequence, we obtain dimensionless Lp1 × · · · × Lpm → Lp
bounds for the multilinear maximal function Mm for all 1m < p ≤ ∞; this extents
the result of Stein and Stro¨mberg [25] to the multilinear setting.
The estimates in (15) imply that when fi ∈ Lpi(Rn) with
∑n
i=1
1
pi
= 1p <
mn−α
n ,
then for almost all x ∈ Rn, Smα,t(f1, . . . , fm)(x) are finite uniformly in t > 0.
Corollary 1. Let 0 ≤ α ≤ 1 and suppose that for all 1 ≤ i ≤ m, fi ∈ Lpi(Rn)
where 1 < pi ≤ ∞ satisfy
∑m
i=1
1
pi
= 1p <
mn−α
n . Then for almost every x in R
n,
the function t 7→ Smα,t(f1, . . . , fm)(x) is well defined and continuous in t ∈ (0,∞).
Therefore in Definition 1, for almost all x ∈ Rn, we can replace the essential
supremum by a supremum in both (9) and (11).
Corollary 2. Let 0 ≤ α ≤ 1 and suppose that for all 1 ≤ i ≤ m, fi ∈ Lpiloc(Rn)
where 1 < pi ≤ ∞ satisfy
∑m
i=1
1
pi
= 1p <
mn−α
n . Then for almost every x ∈ Rn,
(16) lim
t→0
Smα,t(f1, . . . , fm)(x) = f1(x) · · · fm(x).
Parts of Theorem 1 may be new even when m = 1. Theorem 2 is only new when
m ≥ 2 as the case m = 1 was considered in [23]. The proofs of these theorems can
be suitably adapted to the measures
q
B(mn/q, 1− α)
d~y
(1− |~y |q)α
for any q > 0 in lieu of
2
B(mn2 , 1− α)
d~y
(1− |~y |2)α
in (4). To simplify the notation in our proofs, we adopt the following conventions:
~y = (y1, . . . , ym) ∈ (Rn)m [~f ] = (f1, . . . , fm)
d~y = dy1 · · · dym (f1 ⊗ · · · ⊗ fm)(~y ) = f1(y1) · · · fm(ym)
~θ = (θ1, . . . , θm) ∈ Smn−1 ⊗~f = f1 ⊗ · · · ⊗ fm
x = (x, . . . , x)︸ ︷︷ ︸
m times
∈ (Rn)m |⊗ ~f | = |f1| ⊗ · · · ⊗ |fm|
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The proof of Theorem 1
Before we discuss the proof of Theorem 1 we note that when α = 0, equality
holds in the first inequality in (12), since
ωmn−1
2
B
(mn
2
, 1
)
=
ωmn−1
2
2
mn
= vmn.
That is, Mm[~f ](x) = Sm0 [
~f ](x). In fact (12) is valid even when α = 0, since
Mm[~f ](x) = Sm0 [
~f ](x) = sup
t>0
1
vmn
∫ 1
0
∫
Smn−1
|⊗ ~f |(x− tr~θ )dσmn−1(~θ )rmn−1dr
≤ 1
vmn
∫ 1
0
sup
t′>0
∫
Smn−1
|⊗ ~f |(x − t′~θ )dσmn−1(~θ )rmn−1dr
= mnSm[~f ](x)
∫ 1
0
rmn−1dr
= Sm[~f ](x).
Proof of Theorem 1. First we show that for any 0 < α < 1 we have Smα [
~f ](x) ≤
Sm[~f ](x) for any x ∈ Rn. Indeed, we have
1
ωmn−1
2
B(mn2 , 1− α)
ess.sup
t>0
∫
Bmn
|⊗ ~f |(x − t~y )(1 − |~y |2)−αd~y
≤ 1
ωmn−1
2
B(mn2 , 1− α)
∫ 1
0
rmn−1
(1 − r2)α ess.supt>0
∫
Smn−1
|⊗ ~f |(x− rt~θ )dσmn−1(~θ )dr
≤ 1
ωmn−1
2
B(mn2 , 1− α)
(∫ 1
0
rmn−1
(1 − r2)α dr
)
ess.sup
t′>0
∫
Smn−1
|⊗ ~f |(x− t′~θ )dσ(~θ )
=Sm[~f ](x),
as the r integral in the parenthesis is equal to 12B(
mn
2 , 1− α). This concludes the
proof of the second inequality in (12).
Next we prove the first inequality in (12). That is, for a fixed x ∈ Rn and
0 < α < 1, we show that Mm[~f ](x) ≤ Smα [~f ](x). If for some x ∈ Rn we had
Mm[~f ](x) =∞, we would also have that Smα [~f ](x) =∞ as (1− |~y |2)−α ≥ 1 when
|~y | < 1. So we may assume that Mm[~f ](x) < ∞ in the calculation below. For
fixed t > 0 we define
Ht(r) =
∫ r
0
smn−1
(∫
Smn−1
|⊗ ~f |(x− ts~θ ) dσ(~θ )
)
ds =
∫
|~y |≤r
|⊗ ~f |(x − t~y )d~y,
for r > 0. As each fj is locally integrable, the integral on the right converges
absolutely, and thus the expressions in the parentheses are finite for almost all
s > 0 and moreover, the s-integral converges absolutely. Thus Ht(r) is the integral
from 0 to r of an L1 function. Then, the Lebesgue differentiation theorem gives
d
dr
Ht(r) = H
′
t(r) = r
mn−1
∫
Smn−1
|⊗ ~f |(x− tr~θ )dσ(~θ ) for almost all r > 0.
Moreover, for any r > 0 we have
ess.sup
t>0
1
vmnrmn
Ht(r) = ess.sup
t>0
1
vmn
Hrt(1) = ess.sup
t′>0
1
vmn
Ht′(1) =M
m[~f ](x) <∞,
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where in the last equality we replaced the essential supremum by the supremum,
using the continuity of the function
t 7→Mmt (f1, . . . , fm)(x) =
1
vmn
∫
Bmn
m∏
i=1
|fi(x− tyi)|dy1 · · · dym,
for any fi ∈ L1loc(Rn), which can be obtained by an application of the Lebesgue
dominated convergence theorem. Let
cmn,α =
2
ωmn−1B(mn2 , 1− α)
.
For any 0 < b < 1 we write
Smα [
~f ](x)
≥ ess.sup
t>0
cmn,α
∫ b
0
H ′t(r)
1
(1 − r2)α dr
= ess.sup
t>0
cmn,α
[
Ht(b)
1
(1− b2)α −
∫ b
0
Ht(r)
−2αr
(1 − r2)α+1 dr
]
≥ ess.sup
t>0
cmn,α
[
Ht(b)
1
(1− b2)α −
∫ b
0
Mm[~f ](x)
−2αr
(1 − r2)α+1 vmnr
mndr
]
= cmn,α
[
Mm[~f ](x)
vmnb
mn
(1− b2)α −
∫ b
0
Mm[~f ](x)
−2αr
(1 − r2)α+1 vmnr
mndr
]
= cmn,αM
m[~f ](x)vmn
[
bmn
(1− b2)α −
∫ b
0
−2αr
(1 − r2)α+1 r
mndr
]
= cmn,αM
m[~f ](x)vmn
[
mn
∫ b
0
(1− r2)−αrmn−1dr
]
,
where all the previous steps make use of the assumption that Mm[~f ](x) < ∞.
Letting b → 1− we obtain the first inequality in (12). So we established both
inequalities in (12) for fi ∈ L1loc(Rn).
Our next goal is to show that
(17) lim
α→1−
Smα [
~f ](x) ≥ Sm[~f ](x),
where lim denotes the limit inferior. Let us fix fj in L
1
loc(R
n) and x ∈ Rn. We
define
G~f (t) =
∫
Smn−1
|⊗ ~f |(x− t~θ )dσmn−1(~θ ).
We observed earlier that for any L <∞ we have∫ L
0
tmn−1G~f (t) dt ≤
m∏
i=1
∫
(|x|+1)Bn
|fi(yi)| dyi <∞
thus G~f (t) < ∞ for almost all t > 0. So let us fix a t > 0 for which G~f (t) < ∞.
For this t we will show that
(18) lim
α→1−
∫ 1
0
G~f (rt)
2rmn−1(1 − r2)−α
B(mn2 , 1− α)
dr = G~f (t).
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Once (18) is shown, we deduce
lim
α→1−
sup
t′>0
∫ 1
0
G~f (rt
′)
2rmn−1(1− r2)−α
B(mn2 , 1− α)
dr ≥ G~f (t)
and taking the supremum on the right over all t > 0 for which G~f (t) < ∞, yields
(17). Notice that the supremum over these t’s is the essential supremum which
appears in the definition of this operator.
To prove (18), it will suffice to show that
(19) lim
α→1−
∫ 1
0
∣∣G~f (rt) −G~f (t)∣∣2rmn−1(1 − r2)−αB(mn2 , 1− α) dr = 0.
For smooth functions with compact support ϕi we have
(20) lim
α→1−
∫ 1
0
∣∣G~ϕ (rt) −G~ϕ (t)∣∣2rmn−1(1− r2)−α
B(mn2 , 1− α)
dr = 0
as∣∣∣∣ m∏
i=1
∣∣∣ϕi(x−rtθi)∣∣∣− m∏
i=1
∣∣∣ϕi(x−tθi)∣∣∣∣∣∣∣ ≤ ∣∣∣∣ m∏
i=1
ϕi(x−rtθi)−
m∏
i=1
ϕi(x−tθi)
∣∣∣∣ ≤ C t(1−r)
and this factor cancels the singularity of (1−r2)−α while lim
α→1−
B(mn2 , 1−α) = +∞.
Let us suppose that 0 < ǫ < 1 is given. For our given fi ∈ L1loc(Rn), fixed t > 0,
and x ∈ Rn, we pick ϕi smooth functions with compact support such that
‖fi − ϕi‖L1(( 1t+1)(|x|+1)Bn) ≤ ǫ.
This implies that
(21)
∥∥f1 ⊗ · · · ⊗ fm − ϕ1 ⊗ · · · ⊗ ϕm∥∥L1(( 1t+1)(|x|+1)Bmn) ≤ C′ǫ,
where
(22) C′ =
m∑
i=1
∏
1≤j≤m
j 6=i
(
‖fj‖L1(( 1t+1)(|x|+1)Bn) + 1
)
,
using the identity (valid for complex numbers ai, bi)
(23) a1a2 · · · am − b1b2 · · · bm =
m∑
i=1
b1 · · · bi−1(ai − bi)ai+1 · · · am.
In view of (20), the proof of (19) will be a consequence of the estimate:
(24)
∫ 1
0
∣∣Q(~f, ~ϕ, tr, t)∣∣2rmn−1(1 − r2)−α
B(mn2 , 1− α)
dr ≤ C′′ǫ
where
Q(~f, ~ϕ, tr, t) =
(
G~f (rt) −G~f (t)
)− (G~ϕ (rt) −G~ϕ (t)).
Notice that this function is integrable in r over [0, 1]. Thus the fundamental theorem
of calculus applies, in the sense that rKQ(~f, ~ϕ, tr, t) = ddr
∫ r
0
sKQ(~f, ~ϕ, ts, t)ds for
almost all r in [0, 1]. (K here is a fixed positive power.)
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For any 0 < b < 1 we have∫ b
0
∣∣Q(~f, ~ϕ, tr, t)∣∣2rmn−1(1− r2)−α
B(mn2 , 1− α)
dr
=
∫ b
0
d
dr
∫ r
0
smn−1
∣∣Q(~f, ~ϕ, ts, t)∣∣ds 2(1− r2)−α
B(mn2 , 1− α)
dr
=
(∫ b
0
smn−1
∣∣Q(~f, ~ϕ, ts, t)∣∣ds) 2(1− b2)−α
B(mn2 , 1− α)
−
∫ b
0
(∫ r
0
smn−1
∣∣Q(~f, ~ϕ, ts, t)∣∣ds)2(−2αr)(1 − r2)−α−1
B(mn2 , 1− α)
dr
≤
(∫ 1
0
smn−1
∣∣Q(~f, ~ϕ, ts, t)∣∣ds)[ 2(1− b2)−α
B(mn2 , 1− α)
−
∫ b
0
2(−2αr)(1 − r2)−α−1
B(mn2 , 1− α)
dr
]
=
(∫ 1
0
smn−1
∣∣Q(~f, ~ϕ, ts, t)∣∣ds)[∫ b
0
2(1− r2)−α
B(mn2 , 1− α)
dr
]
≤
(∫ 1
0
smn−1
∣∣Q(~f, ~ϕ, ts, t)∣∣ds)[∫ b
0
2(1− r)−α
B(mn2 , 1− α)
dr
]
≤
∫ 1
0
smn−1
∣∣Q(~f, ~ϕ, ts, t)∣∣ds 2mn−1,
as (1−α)B(mn, 1−α) is bounded from below by some constant C′(mn). It remains
to show that the integral ∫ 1
0
smn−1
∣∣Q(~f, ~ϕ, ts, t)∣∣ds
is bounded by a constant multiple of ǫ. But this integral is controlled by∫
Bmn
∣∣∣∣∣∣∣ m∏
i=1
fi(x−tyi)
∣∣∣−∣∣∣ m∏
i=1
ϕi(x−tyi)
∣∣∣∣∣∣∣d~y+∫
Bmn
∣∣∣∣∣∣∣ m∏
i=1
fi(x−yi)
∣∣∣−∣∣∣ m∏
i=1
ϕi(x−yi)
∣∣∣∣∣∣∣d~y
which, in turn, is bounded by∫
Bmn
∣∣∣∣ m∏
i=1
fi(x− tyi)−
m∏
i=1
ϕi(x− tyi)
∣∣∣∣d~y + ∫
Bmn
∣∣∣∣ m∏
i=1
fi(x− yi)−
m∏
i=1
ϕi(x− yi)
∣∣∣∣d~y.
Then using (23) we obtain that the preceding expression is bounded by 2C′ǫ, where
C′ is as in (22). This proves (24), which as observed earlier, implies (17).
Finally, we prove (14). To do this, in view of (12), we fix x in Rn and fi in
L1loc(R
n). It will suffice to show that
(25) lim
α→0+
Smα [
~f ](x) ≤Mm[~f ](x).
For t > 0 we set
Kt(α) =
2
ωmn−1B(mn2 , 1− α)
∫
Bmn
~|f |(x− t~y )(1− |~y |2)−αd~y .
Since we are taking the limit as α→ 0+ we may consider α < 1/2. By the triangle
inequality, for 0 < α < 1/2 we have
(26) Kt(α) ≤ Kt(0) +
∣∣Kt(α) −Kt(0)∣∣ ≤ Kt(0) + α sup
0≤β≤1/2
|K ′t(β)|,
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where we denoted by K ′t(β) the derivative of Kt with respect to β. Let us tem-
porarily assume that fi are bounded functions. Fix 0 ≤ β ≤ 1/2. We write
|K ′t(β)| =
2/ωmn−1
B
(
mn
2 , 1− β
)2 ∣∣∣∣B (mn2 , 1− β)
∫
Bmn
|⊗ ~f |(x − t~y )
(
ln
1
1− |~y |2
) d~y
(1 − |~y |2)β
−
(
d
dβ
B
(mn
2
, 1− β
))∫
Bmn
|⊗ ~f |(x− t~y )(1 − |~y |2)−βd~y
∣∣∣∣
≤ 2
∏m
i=1 ‖fi‖L∞
B
(
mn
2 , 1− β
) ∫ 1
0
(1− r2)−βrmn−1
(
ln
1
1− r2
)
dr
+
2
∏m
i=1 ‖fi‖L∞
B
(
mn
2 , 1− β
)2(∫ 1
0
s−β
(
ln
1
s
)
(1 − s)mn2 −1 ds
)
1
2
B
(mn
2
, 1− β
)
≤ 2
∏m
i=1 ‖fi‖L∞
B(mn2 , 1)
[ ∫ 1
0
(1− r2)− 12 rmn−1
(
ln
1
1− r2
)
dr
+
1
2
∫ 1
0
s−
1
2
(
ln
1
s
)
(1− s)mn2 −1 ds
]
= C~f,mn,
where we used that 0 ≤ β ≤ 1/2 and that∣∣∣∣ ddβB (mn2 , 1− β)
∣∣∣∣ = ∫ 1
0
s−β
(
ln
1
s
)
(1−s)mn2 −1ds ≤
∫ 1
0
s−
1
2
(
ln
1
s
)
(1−s)mn2 −1ds.
Taking the essential supremum in (26) with respect to t > 0, we conclude for
α < 1/2 that
Smα [
~f ](x) ≤Mm[~f ](x) + αC~f,mn.
Therefore for every x ∈ Rn we obtain
lim
α→0+
Smα [
~f ](x) ≤Mm[~f ](x),
under the assumption that fi are bounded functions. We now remove this assump-
tion on the fi. Given fi in L
1
loc(R
n), define fki = fiχ|fi|≤k, k = 1, 2, 3, . . . . Then
|f1i | ≤ |f2i | ≤ |f3i | ≤ · · · ≤ |fi|,
|fki | ↑ |fi| as k → ∞, and the functions fki are bounded. Let [ ~fk ] = (fk1 , . . . , fkm).
For each k = 1, 2, 3, . . . and each t > 0 the monotonicity of Smα in each variable and
the preceding argument for bounded functions give
lim
α→0+
Smα [
~f ](x) ≥ lim
α→0+
Smα [
~fk ](x) ≥ 2ω
−1
mn−1
B(mn2 , 1− α)
∫
Bmn
m∏
i=1
|fki (x−tyi)|
dy
(1 − |y|2)α .
Ignoring the middle term and letting k →∞ we obtain
lim
α→0+
Smα [
~f ](x) ≥ 2ω
−1
mn−1
B(mn2 , 1− α)
∫
Bmn
m∏
i=1
|fi(x− tyi)| dy
(1 − |y|2)α
via the Lebesgue monotone convergence theorem. Taking the essential supremum
over all t > 0 yields inequality (25), and thus concludes the proof of (14). 
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The proof of Theorem 2
Proof of Theorem 2. For any 0 ≤ α < 1, we prove that the estimate
(27) Smα (f1, . . . , fm)(x) ≤ Sα(fk)(x)
∏
i6=k
M(fi)(x),
is valid for all fi ∈ L1loc(Rn) and all x ∈ Rn, where Sα is defined in (2) and M is
the Hardy-Littlewood maximal operator on Rn. For any fixed t > 0, we set
Smα,t(f1, . . . , fm)(x) = cmn,α
∫
Bmn
m∏
i=1
|fi(x− tyi)|(1 − |y|2)−αdy
where cmn,α = 2/(ωmn−1B(mn/2, 1− α)).
For yi ∈ Rn we set
y = (y1, . . . , ym) and yˆk = (y1, . . . , yk−1, yk+1, . . . , ym).
Then for a fixed k ∈ {1, 2, . . . ,m} we have
c−1mn,α S
m
α,t(f1, . . . , fm)(x)
=
∫
Bmn
m∏
i=1
|fi(x− tyi)|(1 − |y|2)−αdy
=
∫
B(m−1)n
∫
√
1−|yˆk|2Bn
m∏
i=1
|fi(x− tyi)| (1− |yˆk|2)−α
(
1−
∣∣∣ yk√
1−|yˆk|2
∣∣∣2)−αdykdyˆk
=
∫
B(m−1)n
∏
i6=k
|fi(x− tyi)|
∫
Bn
|fk(x − t
√
1− |yˆk|2uk)| (1−|yˆ
k|2)n2−α
(1−|uk|2)α du
kdyˆk
≤
∫
B(m−1)n
∏
i6=k
|fi(x− tyi)| ess.sup
t>0
∫
Bn
|fk(x− tuk)|(1−|uk|2)−αduk dyˆ
k
(1−|yˆk|2)α−n2
≤ c−1n,α Sα(fk)(x) · sup
t>0
∫
B(m−1)n
∏
i6=k
|fi(x− tyi)| dyˆ
k
(1 − |yˆk|2)α−n2 ,
with cn,α = 2/(ωn−1B(n/2, 1− α)).
Next, we use the following fact concerning multilinear approximate identities:
Suppose that φ : Rκn → C has an integrable radially decreasing majorant Φ, and
let φt(~y ) = t
−κnφ(~y/t). If ∗ denotes convolution on Rκn, then the estimate
(28) sup
t>0
|(⊗~f ) ∗ φt(x)| ≤ ‖Φ‖L1(Rκn)Mm[~f ](x)
is valid for all locally integrable functions fj on R
n, j = 1, . . . , κ. This follows by
applying [11, Corollary 2.12] to the function (x1, . . . , xκ) 7→ ⊗~f(x1, . . . , xκ) on Rκn
and using that the κn-dimensional Hardy-Littlewood maximal function of ⊗~f at
the point (x, . . . , x) ∈ (Rn)κ equals Mm[~f ](x).
Returning to the previous calculation, for yˆk ∈ R(m−1)n we consider the function
φ(yˆk) = (1− |yˆk|2)
n
2−α
+ . Using that n ≥ 2 (hence n/2− α ≥ 0), we calculate that
‖φ‖L1(R(m−1)n) =
ω(m−1)n−1
2
B
(
(m− 1)n
2
,
n
2
+ 1− α
)
.
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Using (28) for κ = m− 1, we can see that
sup
t>0
∫
B(m−1)n
∏
i6=k
|fi(x− tyi)| dyˆ
k
(1− |yˆk|2)α−n2 ≤ ‖φ‖L1(Rκn)M
m−1[fˆk](x),
where [fˆk] = (f1, . . . , fk−1, fk+1, fm). Using the well known fact that ωn−1 = 2π
n/2
Γ(n/2)
and the identity B(a, b) = Γ(a)Γ(b)Γ(a+b) , one can verify that
cmn,α · c−1n,α · ‖φ‖L1 = 1.
Thus we conclude that
Smα,t(f1, . . . , fm)(x) ≤ Sα(fk)(x)Mm−1[fˆk](x).
Taking the essential supremum of Smα,t(f1, . . . , fm)(x) over t > 0 yields
(29) Smα (f1, . . . , fm)(x) ≤ Sα(fk)(x)Mm−1[fˆk](x).
Since (29) holds for α = 0, we have that
Mmα [
~f ] ≤M(f1)(x)Mm−1[fˆ1](x).
Therefore, consecutive applications of (29) conclude the proof of (27).
We now turn to the boundedness of Sα when m = 1. It was shown in [23] that
Sα is bounded on L
p for nn−α < p ≤ ∞ when n ≥ 3. We remark that this result
also holds when n = 2. We now provide a sketch of a proof valid in all dimensions
n ≥ 2. To do this, for f ∈ S(Rn), we express Sαf as a maximal multiplier operator
Sαf(x) =
2πα
ωn−1
Γ(1 − α)
B(n2 , 1− α)
sup
t>0
∣∣∣∣ ∫
Rn
f̂(ξ)
Jn
2−α(2πt|ξ|)
|tξ|n2−α e
2πix·ξdξ
∣∣∣∣
using the identity in [11, Appendix B.5]. To derive this we use the Bochner-Riesz
multiplier (1 − |x|2)−α with a negative exponent, viewed as a kernel. Then the
Fourier transform expression for (1− |x|2)z when Re z > 0 is also valid for Re z >
−1 by analytic continuation. Notice that in this range of z, the kernel remains
locally integrable. Using properties of Bessel functions, the multiplier
mα(ξ) =
Jn
2−α(2π|ξ|)
|ξ|n2−α
is a smooth function which satisfies for all multi-indices γ
|∂γξmα(ξ)| ≤
Cn,γ
|ξ|n+12 −α
and the exponent a = n+12 − α is strictly bigger than 12 (since n ≥ 2 and α < 1).
Then the hypotheses of [21, Theorem B] apply and we obtain that Sα is bounded
on Lp(Rn) (when restricted to Schwartz functions) for
p >
2n
n+ 2a− 1 =
n
n− α.
(In [21, Theorem B] there is an upper restriction on p, but as Sα is bounded on L
∞
this does not apply here.) Then Sα extends to general f ∈ Lp(Rn) for p > nn−α by
density, and this extension coincides with that given in Definition 1.
We now use (27) to obtain that
(30) ‖Smα (f1, . . . , fm)‖Lp(Rn) ≤ C
m∏
i=1
‖fi‖Lpi(Rn)
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for all fi ∈ Lpi , when 1 < pi ≤ ∞ for i 6= k and nn−α < pk ≤ ∞. Here the constant
C = C(m,α, p1, . . . , pm) doesn’t depend on the dimension n, since Sα(f)(x) ≤
S1(f)(x) and ‖S1(f)(x)‖Lp(Rn) ≤ c ‖f‖Lp(Rn) for a constant c independent of n
(see [25]).
To describe geometrically the points (1/p1, . . . , 1/pm) for which we claim bound-
edness for Smα , consider the cube Q = [0, 1]
m and let V be the set of all of its vertices
except for the vertex (1, 1, . . . , 1). Then |V | = 2m− 1. We consider the intersection
of Q with the half-space H of Rm described by
H =
{
(t1, . . . , tm) : t1 + · · ·+ tm ≤ mn−αn
}
.
Then Q ∩H has 2m − 1 +m vertices, namely the set V union the m points
(1, . . . , 1, mn−αn , 1, . . . , 1),
where mn−αn ranges over the m slots. We claim that S
m
α satisfies strong L
p bounds
in the interior of Q ∩ H . To see this, we interpolate between estimates at the
vertices of Q ∩ H . Precisely, the interpolation works as follows: Let W be the
vertices of Q ∩ H that do not belong to V and let W ′ be a finite union of open
balls centered at the points of W intersected with Q ∩H . We interpolate between
points P = (1/p1, . . . , 1/pm) in V ∪ W ′. If P ∈ V , then we have an estimate
Lp1 × · · · × Lpm to Lp for Smα , as at least one coordinate 1/pk is 0 (i.e., pk = ∞),
and we apply (30) for this k. Now if P lies in W ′, then there is a k ∈ {1, . . . ,m}
such that pk >
n
n−α and pi are near 1 for all i 6= k. Using estimate (30) again for
this choice of k, we obtain that Smα maps L
p1 × · · · × Lpm to Lp at this point P .
Applying the m-linear version of the Marcinkiewicz interpolation theorem [13], we
deduce the boundedness of Smα in the interior of Q∩H . Similar reasoning provides
weak type bounds on all the faces of Q ∩ H , except possibly on the H face, on
which we don’t know if there are any bounds at all.
Finally we show the optimality of the range p > nmn−α . We consider the action
of Smα on characteristic functions; specifically, let f1 = · · · = fm = χBn . Since the
characteristic functions belong in all Lp spaces, in the definition of Smα [
~f ] we can
replace the essential supremum by the supremum (see Corollary 1). Therefore for
|x| sufficiently large it is enough to pick t = √m |x| in order to write the estimate
c−1mn,α S
m
α (f1, . . . , fm)(x) ≥
∫
Bmn
m∏
i=1
|fi(x−
√
m |x| yi)| · (1− |~y |2)−αd~y
≥
∫
|~y− x√
m |x| |≤ 1√m |x|
(1− |~y |2)−αd~y
≥ 2−α
∫
|~y− x√
m |x| |≤ 1√m |x|
(1− |~y |)−αd~y(31)
since∣∣∣~y − x√
m |x|
∣∣∣ ≤ 1√
m |x| =⇒
∣∣x−√m |x| yj∣∣ ≤ 1 for all j = 1, . . . ,m.
The point θx =
x√
m|x| lies in the sphere S
mn−1. A simple geometric argument gives
that the integral in (31) expressed in polar coordinates ~y = r~θ is at least∫ 1
1− c|x|
(1 − r)−αrmn−1
∫
|~θ−θx|≤ c|x|
dσmn−1(~θ )
dr
2α
≥ 2
−α
|x|1−α
C(m,n)
|x|mn−1 =
2−αC(m,n)
|x|mn−α
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for some small constants c, C (depending on n and m). We conclude the proof by
noting that the function |x|−mn+αχ|x|≥100 does not lie in Lp(Rn) for p ≤ nmn−α . 
We proved Theorem 2 working directly with Lpi functions. Alternatively, we
could have worked with a dense family of Lpi and then extend to Lpi by density.
There is no ambiguity in this extension, in view of the following proposition.
Proposition 1. Let 0 < p1, . . . , pm, p ≤ ∞. Suppose that T is a subadditive
operator in each variable1 that satisfies the estimate
(32) ‖T (f1, . . . , fm)‖Lp ≤ K‖f1‖Lp1 · · · ‖fm‖Lpm
for all functions fj in a dense subspace of L
pj . Then T admits a unique bounded
subadditive extension from Lp1 × · · · × Lpm to Lp with the same bound.
Proof. For any j ∈ {1, . . . ,m}, given fj ∈ Lpj pick sequences akj , blj, k, l = 1, 2, 3, . . .
in the given dense subspace of Lpj which converge to fj in L
pj . Using the idea
proving (23) and the subadditivity of T in each variable we obtain:∣∣T (ak1 , ak2 , . . . , akm)− T (bl1, bl2, . . . , blm)∣∣ ≤
m∑
i=1
[∣∣T (bl1, . . . , bli−1, aki −bli, aki+1, . . . , akm)∣∣+ ∣∣T (ak1 , . . . , aki−1, bki −ali, bli+1, . . . , blm)∣∣].
Applying the Lp (quasi norm) and hypothesis (32) we deduce∥∥T (ak1 , ak2 , . . . , akm)− T (bl1, bl2, . . . , blm)∥∥Lp
≤ CpK
m∑
i=1
‖aki − bli‖Lpi
∏
j 6=i
[‖akj ‖Lpj + ‖blj‖Lpj ].(33)
Taking blj = a
l
j in (33) we conclude that the sequence
{
T (ak1 , a
k
2 , . . . , a
k
m)
}∞
k=1
is
Cauchy in Lp and thus it has a limit T (f1, . . . , fm). This limit does not depend on
the choice of the sequences akj converging to fj , as we can choose l = k in (33) and
let k →∞. Thus T has a unique extension T . This extension is also bounded with
the same bound and is subbadditive by density. 
The proofs of Corollaries 1 and 2
Next we discuss the proof of Corollary 1. The case m = 1 of this result is
contained in [24, Chapter XI Section 3.5].
Proof. It suffices to prove the assertion for almost all x in a ball N Bn, as Rn is a
countable union of N Bn over N = 1, 2, . . . . Let us fix such a ball N Bn. It will
suffice to prove the continuity of t 7→ Sα,t(f1, . . . , fm)(x) on (0, R) for every R > 0.
Fix such an R > 0 as well. Then we may replace each fi by gi = fiχ(N+R)Bn as
Sα,t(f1, . . . , fm)(x) = Sα,t(g1, . . . , gm)(x) when x ∈ N Bn and 0 < t < R. As gi
have compact support and lie in Lpi , they also lie in Lqi , where qi < pi are chosen
so that 1q =
∑m
i=1
1
qi
< mn−αn . (The purpose of introducing qi < pi was to replace
all infinite indices pi by finite ones, as there is no good dense subspace of L
∞.)
We pick sequences ϕkj of smooth compactly supported functions with ϕ
k
j → gj
in Lqj (Rn) (since qj <∞) and consider the sequence
ess.sup
t>0
Smα,t(g1 − ϕk1 , . . . , gm − ϕkm), m = 1, 2, 3, . . . .
1this means |T (. . . , f + g, . . . )| ≤ |T (. . . , f, . . . )|+ T (. . . , g, . . . )| for all f, g
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By (15) if α < 1 (or by [8] if α = 1) this sequence converges to zero in Lq(Rn),
thus there is a subsequence that converges to zero a.e. This implies that there is a
subset E of Rn of measure zero such that for all x ∈ Rn \ E we have
lim
k→∞
∥∥Smα,t[~g ](x) − Smα,t[ ~ϕk](x)∥∥L∞((0,∞),dt) = 0,
i.e., Smα,t[
~ϕk](x)→ Smα,t[~f ](x) uniformly in t > 0. Since Smα,t[ ~ϕk](x) is continuous in
t, we conclude that Smα,t[~g ](x) is also continuous in t, for almost every x ∈ Rn. 
To prove Corollary 2, we will need a proposition analogous to [11, Theorem
2.1.14]. Let (X,µ) and (Y, ν) be σ finite measure spaces and let 0 < pj ≤ ∞,
j = 1, . . . ,m, and 0 < q < ∞. Let Dj be a dense subspace of Lpj (X,µ). Suppose
that for all t > 0, Tt is an m-linear operator defined on L
p1(X,µ)×· · ·×Lpm(X,µ)
with values in the space of measurable functions defined a.e. on Y . Assume that
for all fj ∈ Lpj , the function
y 7→ T∗(f1, . . . , fm)(y) = sup
t>0
|Tt(f1, . . . , fm)(y)|
is ν-measurable on Y .
Proposition 2. Let 0 < pi ≤ ∞, 1 ≤ i ≤ m, 0 < q < ∞ and Tt and T∗ as in the
previous discussion. Suppose that there is a constant B such that
(34) ‖T∗(f1, . . . , fm)‖Lq,∞ ≤ B
m∏
j=1
‖fj‖Lpj
for all fj ∈ Lpj (X,µ). Also suppose that for all ϕj ∈ Dj
(35) lim
t→0
Tt(ϕ1, . . . , ϕm) = T (ϕ1, . . . , ϕm)
exists and is finite ν-a.e. Then for all functions fj ∈ Lpj (X,µ) the limit in (35)
exists and is finite ν-a.e., and defines an m-linear operator which uniquely extends
T defined on D1×· · ·×Dm and which is bounded from Lp1×· · ·×Lpm to Lq,∞(X).
Proof. Given fj ∈ Lpj we define the oscillation of ~f for y ∈ Y by setting
O~f (y) = lim sup
ε→0
lim sup
θ→0
∣∣Tε[~f ](y)− Tθ[~f ](y)∣∣.
We will show that for all fj ∈ Lpj and all δ > 0,
(36) ν
({y ∈ Y : O~f (y) > δ}) = 0.
Once (36) is established, we obtain that O~f (y) = 0 for ν-almost all y, which implies
that Tt[~f ](y) is Cauchy for ν-almost all y, and it therefore converges ν-a.e. to some
T [~f ](y) as t → 0. The operator T defined this way on Lp1(X) × · · · × Lpm(X) is
linear and extends T given in (35) defined on D1 × · · · ×Dm.
To approximate O~f (y) we use density. Given 0 < η < 1, we find ϕj ∈ Dj such
that ‖fj − ϕj‖Lpj < η, j = 1, . . . ,m. Without a loss of generality, we also assume
that ‖ϕi‖Lpi ≤ 2‖fi‖Lpi . Since Tt[~ϕ ] → T [~ϕ ] ν-a.e., it follows that O~ϕ = 0 ν-a.e.
Using (23), we write
Tt[~f ]− Tt[~ϕ ] =
m∑
i=1
Tt(ϕ1, . . . , ϕi−1, fi − ϕi, fi+1, . . . , fm)
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and from this we obtain
O~f ≤ O~ϕ +
m∑
i=1
O(ϕ1,...,ϕi−1,fi−ϕi,fi+1,...,fm) ν-a.e.
Now, for any δ > 0 we have
ν
({y ∈ Y : O~f (y) > δ})
≤ ν
({
y ∈ Y :
m∑
i=1
O(ϕ1,...,ϕi−1,fi−ϕi,fi+1,...,fm) > δ
})
≤ ν
({
y ∈ Y :
m∑
i=1
2T∗(ϕ1, . . . , ϕi−1, fi − ϕi, fi+1, . . . , fm) > δ
})
≤
m∑
i=1
ν
({
y ∈ Y : 2T∗(ϕ1, . . . , ϕi−1, fi − ϕi, fi+1, . . . , fm) > δ
m
})
≤
m∑
i=1
[(
2B
m
δ
)
‖ϕ1‖Lp1 · · · ‖ϕi−1‖Lpi−1‖fi − ϕi‖Lpi‖fi+1‖Lpi+1 · · · ‖fm‖Lpm
]q
≤
(
2mB
m
δ
)q
ηq
m∑
i=1
(∏
j 6=i
‖fj‖qLpj
)
.
Letting η → 0, we deduce (36). We conclude that Tt[~f ] is a Cauchy sequence and
hence it converges ν-a.e. to some T [~f ] which satisfies the claimed assertions. 
We now prove Corollary 2
Proof. It suffices to prove the assertion for almost all x in a ball N Bn, as Rn is
a countable union of balls. Let us fix a ball N Bn. Then we replace the given fi
in Lpiloc by gi = fiχ(N+1) Bn since Sα,t(f1, . . . , fm)(x) = Sα,t(g1, . . . , gm)(x) when
x ∈ N Bn and 0 < t < 1. As gi have compact support and lie in Lpi , they also lie
in Lqi , where qi < pi are chosen so that
1
q =
∑m
i=1
1
qi
< mn−αn . As qi < ∞, the
space of smooth functions with compact support is a dense subspace of Lqi . Now
(16) is easily shown to hold for smooth functions with compact support fi, when
0 ≤ α ≤ 1, thus (35) holds with Tt = Sα,t. Moreover (34) holds by Theorem 2 if
α < 1 or by [8] if α = 1. By Proposition 2, for t < 1, we obtain that for almost all
x ∈ N Bn we have
lim
t→0
Smα,t(f1, . . . , fm)(x) = lim
t→0
Smα,t(g1, . . . , gm)(x) =
m∏
j=1
gj(x) =
m∏
j=1
fj(x),
thus (16) holds for all gi in L
qi , in particular for our given fi in L
pi
loc. 
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