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Abstract
Let be a ﬁnite dimensional algebra over an algebraically closed ﬁeld such that any oriented cycle
in the ordinary quiver of  is zero in . Let T () = D() be the trivial extension of  by its
minimal injective cogenerator D(). We characterize, in terms of quivers and relations, the algebras
′ such that T ()  T (′).
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0. Introduction
Let  be an artin algebra over a commutative artin ring R. For a -bimodule M , we
denote by M the trivial extension of  by M . The trivial extension of  is the algebra
T ()= D(), where D = Hom(−, J ) and J is the injective envelope of R/rad R.
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Trivial extensions of artin algebras have been extensively studied and play an important
role in representation theory. For instance, there are interesting and useful connections with
tilting theory. As examples of works along these lines we refer to [1,5].
A natural question, closely related with these works, is the following: given two artin al-
gebras and′, when are their trivial extensions isomorphic? This problemwas considered
by TakayoshiWakamatsu. More precisely, he shows in [6] that T () and T (′) are isomor-
phic if and only if there exist an algebra S and an S-bimodule M such that   SM and
′  SD(M). The isomorphism problem of trivial extensions has also interesting con-
nections with the construction of stable equivalences [7], and is related with the reﬂections
deﬁned by Hughes and Waschbüsch [9].
From now on, we restrict our attention to ﬁnite dimensional (basic) algebras over an
algebraically closed ﬁeld k. In this context, it is of interest in classiﬁcation problems to
describe, in terms of quivers and relations, all the algebras ′ such that T ()  T (′), for
a given algebra.We study this problem here, under the assumption that any oriented cycle
in the ordinary quiver of  is zero in . Our main tools are the description of the ordinary
quiver and relations for T () given in [4] and Wakamatsu’s result.
We give, on the one hand, a diagramatic interpretation ofWakamatsu’s result, describing S
andM in these terms and on the other hand, we describe all algebras′ with T ()  T (′),
as we state below.
The presentation for T () above mentioned depends on the choice of a presentation for
 and of a basis of soce . If we ﬁx these data we can state the following result.
Theorem A. Let  be a ﬁnite dimensional k-algebra such that any oriented cycle inQ is
zero in . Let J be an ideal of T () generated by exactly one arrow in each nonzero cycle
of T () and ′ = T ()/J . Then T ()  T (′).
The converse of this theorem is true in the schurian triangular case, but not in our more
general context. However, we obtain the following weaker result.
Theorem B. Let  and ′ be ﬁnite dimensional k-algebras such that T ()  T (′).
Assume that any oriented cycle inQ is zero in . Then ′ = T ()/J , where J is an ideal
of T () generated by exactly one arrow in each nonzero cycle of T (), for an appropriate
presentation of T ().
In the particular case of schurian triangular algebras both theorems were obtained in the
ﬁrst author’s Ph.D. Thesis [3]. They played an essential role in the classiﬁcation of all trivial
extensions of ﬁnite representation type, as well as in the study of iterated tilted algebras
of Dynkin type, as accomplished in [3], where classiﬁcation results previously proven by
different authors are obtained under a uniﬁed approach. To apply the same techniques
in other classiﬁcation problems the study of a more general context is needed, since the
algebras involved are not always schurian triangular.
The paper is organized as follows. After a short section of preliminaries, we describe in
Section 2 the ordinary quiver and relations for T (), as given in [4]. In Section 3, we prove
TheoremsA and B (3.4 and 3.6, respectively).We give examples illustrating our results and
applications to the schurian and tame cases. Finally, we prove a rather technical proposition
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useful to reduce the number of cases to be considered in the computation of all algebras ′
with T ()  T (′).
1. Preliminaries
In this section, we ﬁx some notation and recall deﬁnitions and results which will be
needed in the next sections.
Throughout this paper kwill denote an algebraically closed ﬁeld. The algebras considered
are ﬁnite dimensional k-algebraswhichwewill also assume to be basic and indecomposable,
unless otherwise speciﬁed. Thus, for an algebra , we have that   kQ/I, where Q
is a ﬁnite connected quiver and the ideal I is admissible. The pair (Q, I) is called a
presentation for . Given an element x in kQ, we will denote by x the corresponding
element in kQ/I.
If Q is a quiver, we will denote by Q0 the set of vertices, and by Q1 the set of arrows
between vertices. For each arrow , s() and e()will denote the start and end vertices of ,
respectively. Also, ei denotes the idempotent element of kQ corresponding to the vertex
i, for each i ∈ Q0.
If  is an algebra, we denote by (x1, . . . , xn) the ideal of  generated by the elements
x1, . . . , xn ∈ , and by r the radical of . If X is a ﬁnitely generated left -module we
denote by soc(X) the socle of X.
Recall that if  is an algebra and M a -bimodule, then the trivial extension of  by
M is the algebra M with underlying vector space ⊕M , and multiplication given by
(,m)(′,m′)= (′, m′ +m′) for any , ′ ∈  and m,m′ ∈ M .
The trivial extension of  is the algebra T () = D(). We recall that T () is a
symmetric algebra.
For unexplained notions and facts we refer the reader to [2].
2. The ordinary quiver and relations for T ()
As wementioned above, the description of the ordinary quiver and relations for T () has
been given in [4]. However, we will recall it for the convenience of the reader, introducing
as well some necessary notations.
We start by recalling the description of the ordinary quiver ofT () for a ﬁnite dimensional
k-algebra .
Throughout this paper all the bases of  or of soce  considered consist of elements x
which are linear combinations of paths having the same starting point s(x) and the same
ending point e(x).
Proposition 2.1 (Fernández [3]). If  is an algebra with ordinary quiver Q then the
ordinary quiver of T () is given by
(i) (QT ())0 = (Q)0.
(ii) (QT ())1 = (Q)1 ∪ {p1 , . . . , pt }, where {p1, . . . , pt } is a k-basis for soce , andfor each i, pi is an arrow from e(pi) to s(pi).
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This result clearly implies that all the arrows are in oriented cycles. On the other hand, it
follows from [4] that when  is a schurian algebra then soce  is the subspace generated
by the classes q ∈  of the maximal paths q ∈ kQ (i.e. q = 0 and q = 0 = q, for any
 in (Q)1).
From now on we will assume that any oriented cycle inQ is zero in .
In order to describe the relations for T () it is convenient to recall some terminology.
First, we ﬁx a setM = {p1, . . . , pt } of elements in kQ such that {p1, . . . , pt } is a basis
for soce, and extend it to a basis B = {p1, . . . , pt , . . . , pd} of . We will denote by
{p1∗, . . . , pd∗} the dual basis in D().
We also recall that an oriented cycle C is elementary if C= j · · · 1pn · · · j+1, with
1, . . . , n ∈ (Q)1 and p ∈ M such that p∗(n · · · 1) = 0. In this case, the weight of C
is w(C)= p∗(n · · · 1) ∈ k∗.
For each j ∈ (QT ())0 let I ′j be the ideal in kQT () generated by
(i) oriented cycles from j to j which are not elementary, and
(ii) elements w(C′)C− w(C)C′, where C, C′ are elementary cycles with origin j .
We are now in a position to describe the relations in kQT ().
Theorem 2.2 (Fernández and Platzeck [4, Theorem 3.9]). Let = kQ/I be an algebra
such that any oriented cycle inQ is zero in . Then the ideal IT () of relations for T ()
is the ideal of kQT () generated by
(i) I,
(ii) the paths consisting of n+ 1 arrows of an elementary cycle of length n,
(iii) the paths whose arrows do not belong to a single elementary cycle, and
(iv) the elements x ∈ ej kQT ()ei such that x ∈ I ′i or x ∈ I ′j for any path  from j to i.
We observe that the relations generating the above-described ideal IT () are associated
to the following data:
• I.
• the chosen basis for soce  and its extension to a basis for .
For this reason we will sometimes denote the ideal IT () by I (I,B), whereB is a basis
for  extending a chosen basis for soce.
From the proof of the above theorem in [4] we know that p = (0, p∗) ∈ D(), for
p ∈M. For this reason we identify D() with the ideal generated by p1 , . . . , pt .
3. Main results
In all that follows we will say that a cycle inQT () is nonzero if it is nonzero in T ().
With the notations of the preceding sections we have that D() = (p1 , . . . , pt ), and
there is exactly one arrow pi in each nonzero cycle ofQT (). Moreover,  T ()/D().
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This motivated us to consider algebras ′ which are obtained in a similar way. This is, by
deleting exactly one arrow in each nonzero cycle of QT () and considering the induced
relations.
When the algebra  is schurian, i.e., when dimk Hom(P, P ′)1 for every pair of
indecomposable projectivemodules P,P ′, we proved in [3] that all the schurian algebras
′ such that T ()  T (′) are obtained in this way. In our more general setup of algebras
with no nonzero oriented cycles, we could not adapt the arguments used in the schurian
case. However, we were able to prove the analogous result with the aid of the following
general characterization of pairs of artin algebras with isomorphic trivial extensions, due to
Wakamatsu.
Theorem 3.1 (Wakamatsu [6]). Let and′ be artin algebras. Then the trivial extensions
T () and T (′) are isomorphic if and only if there exist an artin algebra S and an S-
bimodule M such that   SM and ′  SD(M).
The objective of this section is twofold. On the one side we give a diagramatical de-
scription of S and M . Simultaneously we give a description of the algebras ′ such that
T ()  T (′).
As wementioned before, we are interested in algebras′ obtained from T () by deleting
exactly one arrow in each nonzero cycle ofQT (). This motivates the following deﬁnition.
Deﬁnition 3.2. LetC be a set of arrows ofQT ().We say thatC is a cutting set if it consists
of exactly one arrow in each nonzero cycle of T ().
Remark 3.3. If J is the ideal of T () generated by a cutting set C, then J 2 = 0. In fact,
nonzero paths in kQT () are contained in nonzero cycles, by the result of Fernández and
Platzeck [4, Th. (3.9) (iii)], and by hypothesis there is only one arrow of C in a nonzero
cycle. Since the product of paths in J contains two such arrows we get that J 2 = 0.
We are now in a position to state the ﬁrst result of this section.
Theorem 3.4. Let=kQ/I be an algebra such that any oriented cycle inQ is zero in,
and T ()= kQT ()/I (I,B), whereB is a k-basis of  extending the basis {p1, . . . , pt }
of soce. Let ′ = T ()/J , where J is the ideal of T () generated by a cutting set
C={1, . . . , r , p1 , . . . , ps }, with 1, . . . , r ∈  and s t . Let (Q)1={1, . . . , n}, S
the k-subalgebra of T () generated by e1, . . . , en, r+1, . . . , n andM = S(1, . . . , r )S.
Then   SM and ′  SD(M). In particular, T ()  T (′).
Proof. SinceM ⊆ J and J 2 = 0, as we observed above, we obtain thatM2 = 0.
LetN ′ ⊆ T () be the S-bimodule generated by {ps+1 , . . . , pt }.We start by proving that
S∩ (M+N ′)=0.Assume that s ∈ S belongs toM+N ′. Then s=∑mi=1 aii=
∑d
i=1 bii ,
where i , i are paths from i to j, i ∈ kQS and each i either contains an arrow in
{1, . . . , r} or in {ps+1 , . . . , pt }. If s = 0 then there exists a path  : j → i such that
s = 0 by (iv) of Theorem 3.9 in [4]. Since s =∑mi=1 aii we get that the cycle j is
nonzero in T () for some j . We know that each nonzero cycle of kQT () contains one
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arrow in C, and also one arrow in {p1 , . . . , pt }. On the other hand, j does not contain
such an arrow because it is in kQS , therefore
(a)  has one arrow in C, and
(b)  has an arrow in {p1 , . . . , pt }.
On the other hand, since s = 0 and s =∑di=1bii we obtain that k = 0 for some k.
Now we use again that nonzero cycles of kQT () contain only one arrow in C, and only
one in {p1 , . . . , pt }. By (a) we get that k contains no arrow in C, and by (b) we get that
it has no arrow in {p1 , . . . , pt }, contradicting our assumption on the i’s and proving that
s = 0, as desired.
Thus S ∩ (M +N ′)= 0, and therefore S ∩M = 0 and S ∩N ′ = 0.
Now we observe that S coincides with the subalgebra of  generated by e1, . . . , en,
r+1, . . . , n. On the other hand, using that C is a cutting set, and that any nonzero path in
T () is contained in a nonzero cycle (Theorem 2.2 (iii)), we get that M is the two-sided
ideal of  generated by {1, . . . , r}. Moreover,  = S +M , and M2 = 0. Thus the map
h : SM →  deﬁned by h(s,m)= s+m, for s ∈ S andm ∈ M is a surjective morphism
of algebras. Since S ∩M = 0 it follows that h is an isomorphism, proving that   SM ,
as desired.
Using the fact that any path containing two arrows k is zero in kQT () we get that
′ = S + N ′ is a subalgebra of T (). We will prove next that ′  SN ′. The map
h′ : SN ′ → ′ deﬁned by h′(s, n′)=s+n′ for s ∈ S, n′ ∈ N ′ is a surjective morphism of
algebras. On the other hand, we just proved above that S ∩N ′ = 0. Thus h′ is also injective
and is therefore an isomorphism of algebras.
Thus to prove the theorem it is enough to show that ′  ′ and N ′  D(M). We
consider the restriction  of the canonical map T ()→ ′ = T ()/J to ′ and prove that
 is an isomorphism. Since it is not hard to prove that  is surjective, we only need to prove
that (S +N ′) ∩ J = 0.
Let j = s + n′ with j ∈ J , s ∈ S and n′ ∈ N ′ be linear combinations of paths from i
to j. If n′ = 0 there is a path  from j to i such that n′ = 0, by Theorem 2.2(iv). Since
N ′ = S{ps+1 , . . . , pt }S, there is a path  with arrows in {r+1, . . . , n, ps+1 , . . . , pt }
such that  = 0. Then the cycle  contains exactly one arrow in C and one in {pi }ti=1. It
follows that  contains an arrow in C because  does not, and also that  contains no arrow
pi . Then  is in, so s=0, because contains no nonzero oriented cycles by hypothesis.
Thus j = n′ = 0, which is a contradiction because  ∈ (C) = J , j ∈ J and J 2 = 0,
proving that (S +N ′) ∩ J = 0.
Finally we will prove that N ′  D(M). We recall that pk = (0, pk∗) ∈ D(). For this
reason we identify N ′ with the S-bimodule generated by the elements p∗s+1, . . . , p∗n. Thus
N ′ ⊆ D(). We deﬁne now f : N ′ → D(M) by f (x) = x|M , where x|M denotes the
restriction of x to M.
We prove next that f is injective. Let x ∈ N ′ be such that x|M = 0, and assume that x is
given by a linear combination of paths from i to j . If x = 0 then there exists a path  from j
to i such that x = 0. Since x ∈ N ′ =S{ps+1 , . . . , pt }S there exists path  ∈ N ′ such that
 = 0. The arrows of  are in {r+1, . . . , n, ps+1 , . . . , pt }. Now,  contains an arrow
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pi , so  does not, and is therefore in kQ. On the other hand, the cycle  contains also an
arrow  in C and  does not, so  is in . Since  ∈ kQ, = i with 1 ir , so  is inM.
But x = 0 implies that x() = (x)(ei) = 0, so x|M = 0, contradicting our assumption
and proving that f is injective.
On the other hand, dimk  = dimk ′ because T ()  T (′). Since   SM , ′ 
SN ′ it follows that dimk N ′ =dimk M=dimk D(M). Thus the monomorphism f : N ′ →
D(M) is an isomorphism. This ends the proof of the theorem. 
We say that ′ is deﬁned by the cutting set C if ′ is the factor algebra of T () by
the ideal generated by C. This is, if ′ is obtained by deleting in QT () the arrows of
C and considering the induced relations. Clearly the notion of cutting set depends on the
presentation for T (). When a ﬁxed presentation for  is given, the presentation for T ()
above considered depends on the chosen basis of extending a basisB of soce. We will
sometimes say that the cutting set is associated to B.
Example 3.5. LetQ be the quiver
α2
α1 α3 321
and let = kQ/I, where I = (31 − 32). The set {p1 = 1 − 2, p2 = 31} is a
k-basis for soc . ThenQT () is the following quiver:
3
1
2
p2
p1
Let B = {p1, p2, e1, e2, e3, 1, 3} be a basis of . From the equality p1∗(1)=
(1 − 2)∗(1) = 0, it follows that p11 is not an elementary cycle. Therefore p12,
p231, p232 are all the elementary cycles in kQT (), up to cyclic permutations.
According to Theorem 2.2, we obtain that I (I,B)is the ideal generated by
31 − 32, 2p12, p12p1
r4, 1p1 , p11,
p12 + p231, 2p1 + 3p21.
Consider now the following ideals of T ():
J1 = (1, 2), J2 = (3, p1), J3 = (p1 , p2).
Let′i=T ()/Ji , for i=1, 2, 3. It follows fromTheorem 3.4 that T (′i )  T (). More-
over, the algebras ′i are all the algebras deﬁned by cutting sets for the given presentation
for T ().
16 E.A. Fernández, M.I. Platzeck / Journal of Pure and Applied Algebra 204 (2006) 9–20
It is easy to see that ′2  op, ′3   and ′1  kQ1 whereQ1 is the quiver
We consider now the algebra ′′ given by the quiver
321
2
1 3
with relations 12=21=0.LetPk=′′ek . SinceHom′′(P1, P2) = 0 andHom′′(P2, P1)
= 0 we deduce that the algebras ′′, ′i are not isomorphic, for i = 1, 2, 3.
This shows that ′′ is not isomorphic to the factor algebra of kQT ()/I (I,B) by any
ideal generated by a cutting set.
On the other hand, we will prove that T (′′)  T (). To do so, we consider for  the
presentation (Q, I ′), where I
′
 = (32), and the basis B′ = {p′1, p′2, e1, e2, e3, 1, 3}
of  contains the basis {p′1 = 2, p′2 = 31} of soc.
For the corresponding presentation forT ()wehave thatQT () is as above, just replacing
p1 byp′1 andp2 byp′2 , andwe get thatp′231,p′12 are all the elementary cycles, up to
cyclic permutations. Moreover,′′ is isomorphic to the factor algebra of kQT ()/I (I ′,B
′)
by the ideal generated by the cutting set {2, p′2}. So, by Theorem 3.4 we get that T (′′) 
T (), as desired.
Consider a presentation for T () as given in Section 2. Then Theorem 3.4 states in
particular that if an algebra ′ is deﬁned by a cutting set with respect to that presentation,
then T (′)  T (). The above example shows that the converse is not true. However, we
will prove that when T ()  T (′), there is a presentation for  and a basis of soce
such that′ is, up to isomorphism, deﬁned by a cutting set with respect to the corresponding
presentation for T (). More precisely we can state the following result.
Theorem 3.6. Let and′ be algebras such that T ()  T (′).Assume that any oriented
cycle inQ is zero in . Then there exist a presentation for  and a basis of soce such
that for any basis B of  extending it, ′  (kQT ()/(I,B))/J , where J is an ideal
generated by exactly one arrow in each elementary cycle.
Proof. Since T () and T (′) are isomorphic there exist an artin algebra S and an S-
bimodule M such that   SM and ′  SD(M) (Theorem 3.1).
Consider the presentation for S given by the choice of a basis {1, . . . , r} of rS/r2S,
and let {r+1, . . . , n} be a basis of M/rM . Then {1, . . . , n} is a basis for r/r2, and
we denote by (Q, I) the presentation of  corresponding to this basis. Moreover, let
{p1, . . . , ps} be a basis of soceM = socSeM , {ps+1, . . . , pm} be a basis of soce S. Then
{p1, . . . , ps, . . . , pm} is a basis of soce, and let B a basis of  extending it.
Let (QT (), I (I,B))be the presentation forT () associated to this data,C={r+1, . . . ,
n, ps+1 , . . . , pm}. We will prove that C is a cutting set. On one side, since M2 = 0 and
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pi
∗(M)= 0 for i > s, we obtain that a nonzero cycle contains at most one arrow in C. Let
nowC=pi  be a nonzero cycle with is. Then pi∗(S)=0, so  /∈ S. Therefore  contains
one arrow i with ir , and such arrow is inC. This proves that any nonzero cycle contains
an arrow in C and ends the proof that C is a cutting set, as desired.
LetJ=(C) and′′=T ()/J . It follows from thepreceding theorem that′′  SD(M).
On the other hand, we have that ′  SD(M), so ′  ′′ and the proof is done. 
When the algebra  is schurian then oriented cycles in Q are zero in  and we obtain
the following corollary.
Corollary 3.7. Let = kQ/I be a schurian algebra. Then an algebra ′ satisﬁes that
T ()  T (′) if and only if ′  T ()/J , where J is an ideal generated by a cutting set.
The validity of this result when the algebras and′ are schurian was established in [3].
In this context, the proof is more direct and does not useWakamatsu’s theorem. This result
played a fundamental role in the classiﬁcation of all trivial extensions of ﬁnite representation
type, as accomplished in [3]. It was also one of the main tools used in the mentioned work,
to give a method for deciding whether a given algebra is iterated tilted of Dynkin type 	.
Example 3.8. LetQ be the quiver
4321
1 2 3
and let = kQ/I, where I = (321).
Then  is schurian and the set B= {p1 = 21, p2 = 32} is a k-basis for soce. So,
QT () is the following quiver
4
32
1
p2
p1
2
3
1
Then B = {p1, p2, e1, e2, e3, e4, 1, 2, 3} is a basis of  extending B. The oriented
cycles p121 and p232 are all the elementary cycles in kQT (), up to cyclic permuta-
tions.
According to Theorem 2.2, we obtain that IT ()(I,B) is the ideal generated by 321,
r4, 1p1 − p23, p12p2 . The sets C1 = {p1 , p2}, C2 = {1, 3}, C3 = {1, p2},
C4 = {2}, C5 = {p1 , 3} are all the cutting sets in kQT ().
Let Ji be the ideal generated by Ci and ′i = T ()/Ji , for 1 i5.
We list below the ordinary quiver and relations of ′i , for i = 1, . . . , 5.
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It is clear that ′1  . In the other cases we have
I'5 = 0
I'5 = 0
Q'5
Q'3Q 2
Q'4
4
4
322 3
4
1
1
4
32
1
1
32
p2
p1
p1
p2
p2
3
1 p1
2
3
2
2
1
p1
 2p2
 = 0
2p1 
= p2 
3
'
Then ′1,′2,′3,′4,′5 have trivial extension isomorphic to T () and they are (up to
isomorphism) all the algebras with the property.
Finally, to illustrate our description of the modules S and M in Wakamatsu’s theorem
we choose the algebras  and ′4. Using Theorem 3.4 we get that   SM and ′4 
SD(M), where S is the subalgebra of T () generated by the idempotents and the elements
1, 3,M = S(2)S, and D(M)  (p1 , p2).
In themore general casewhen is an algebrawith no nonzero oriented cycles, we can use
Theorem 3.6 to ﬁnd all algebras′ with T (′)  T (). However, this requires considering
different presentations for  and different bases of the socle. The next proposition applies
to reduce the number of bases to be considered, and is particularly useful when the socle is
generated by paths. For example, even in the simple case when  is the Kronecker algebra
the number of bases for the socle of  is not ﬁnite, though there is only one presentation
for . The proposition shows here that it is enough to consider just one: the basis generated
by the arrows.
For a ﬁxed presentation for  and a basis B of soce , let B′ be a basis of soce 
obtained by replacing some of the elements ofB by paths spanning the same subspace.We
will prove that any algebra deﬁned by a cutting set associated to B can also be deﬁned by
a cutting set associated to B′. We will state this more precisely in the next proposition.
Proposition 3.9. Let = kQ/I be an algebra such that any oriented cycle inQ is zero
in  and B a k-basis for soce . Let B′ be the basis obtained from B by replacing the
elements p1, . . . , ps of B by linearly independent paths p′1, . . . , p′s of soce  spanning
the same subspace. Then any algebra deﬁned by a cutting set G associated to B can also
be deﬁned by a cutting set G′ associated to B′.
E.A. Fernández, M.I. Platzeck / Journal of Pure and Applied Algebra 204 (2006) 9–20 19
Moreover, if p′1, . . . , p′s are ordered in such a way that p′j =
∑s
i=1 aijpi , with aii = 0,
then such a cutting set G′ can be obtained from G by replacing each arrow pi in G by the
arrow p′i .
Proof. We may assume that p1, . . . , ps start at the same point a and end at the same point
b. We start by deﬁning an equivalence relation in the set {1, . . . , s}.
Given a subset X of a vector spaceV, we denote by [X] the subspace ofV generated by X.
Then [p1, . . . , ps]=[p′1, . . . , p′s], and we may assume that p′j =
∑s
i=1 aijpi , with aii = 0,
by reordering the elements p′i if necessary.
We deﬁne a relation ≡ in the set {1, . . . , s} by writing i ≡ j if and only if aij = 0 or
aji = 0.We denote by≈ the equivalence relation generated by≡ and by a˜ the equivalence
class of the element a.
The cutting set G is associated to I and to a basis B = {p1, . . . , pn} of  extending the
basis B= {p1, . . . , ps, ps+1, . . . , pm} of soce . Let B′ be the basis of  obtained from
B by replacing the elements p1, . . . , ps by p′1, . . . , p′s . Then the dual bases of B and B
′
are respectively {p1∗, . . . , pn∗} and {p′1
∗
, . . . , p′s
∗
, ps+1∗, . . . , pn∗}, with pi∗(pj ) = ij
for all i, j, p′k
∗
(p′r )=kr , p′k
∗
(pt )=0 for k, rs and t > s. Here we assume, as usual, that
ij is 1 if i = j and 0 otherwise.
LetP andP′ be the presentations for T () associated toB andB′, respectively, and to
the chosen presentation of  given by I. Let G′ be the set obtained by replacing each arrow
pi in G by the arrow p′i .
We will prove that G′ satisﬁes the required conditions, i.e., that G′ is a cutting set and
deﬁnes the same algebra as G.
We start by proving the following statements:
(a) [pk : k ≈ i] = [p′k : k ≈ i], for every i ∈ {1, . . . , s}.
(b) [p∗k : k ≈ i] = [p′∗k : k ≈ i], for every i ∈ {1, . . . , s}.
(c) If the cutting set G contains the arrow pr and l ≈ r , then pl ∈ G.
The ﬁrst assertion follows from the deﬁnitions. The second from the ﬁrst and the fact
that [p∗i : i ∈ J ] is the set of elements ofD() whose kernel contains [pj : j /∈ J ], for any
subset J of {1, . . . , s}.
Let now pr ∈ G and l ≡ r . Then either arl = 0 or alr = 0.
First we assume that arl = 0. Since by hypothesis p′1, . . . , p′s are paths we know that
pip
′
j are cycles for 1 i, js, and as p′j =
∑s
i=1 aijpi , we conclude that pi∗(p′j )= aij .
Since all = 0 and we assumed that arl = 0 we obtain that pl∗(p′l ) = 0 and pr∗(p′l ) = 0.
Thus the cycles plp
′
l , pr p
′
l are nonzero in T ().
Since pr ∈ (G) and G is a cutting set, we have that no arrow of the path p′l is in G.
Therefore pl ∈ G because the nonzero cycle plp′l must contain an arrow in G. If alr = 0
then plp
′
r , pr p
′
r are elementary cycles and the proof is similar.We proved (c) for l, r such
that l ≡ r , and this implies (c).
We know by (c) that pr in G implies that {pl : l ≈ r} ⊆ G. Thus, if we identify the
arrows pi , p′i with the elements pi
∗
, p′i
∗
of D() ⊆ T (), respectively, we get from (b)
that G and G′ generate the same ideal of T ().
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So we only need to prove now that G′ is a cutting set for the presentationP′. Let C be a
nonzero cycle of T () forP′. Let C = p′i  with is. Then p′i
∗
() = 0, and the arrows of
 belong to . From (b) we get that there is js, j ≈ i, such that pj ∗() = 0. Thus pj 
is a nonzero cycle of T () for the presentationP and therefore contains exactly one arrow
in the cutting set G. Since j ≈ i, it follows from (c) that pj ∈ G if and only if p′i ∈ G′,
and we conclude then that C = p′i  contains exactly one arrow in G′.
Let now C = pi  with i > s. We observed at the beginning of the proof that the ith
element of the basis B∗ is equal to the ith element of B′
∗
, for i > s. Then C is nonzero
for the presentation P and therefore contains exactly one arrow in the cutting set G. Such
arrow is pi or belongs to . In either case it is also in G
′
, and it is the unique arrow of C
belonging to G′.
Thus, the cycle C contains exactly one arrow in G′. This proves that G′ is a cutting set
and ends the proof of the proposition. 
Remark 3.10. Assume that is tame. Then either dimk ej soce ei1, or ej soce ei=
ejei has a basis consisting of paths. So, in order to obtain the algebras ′ with T () 
T (′) as factors of T () by a cutting set it is not necessary to consider different bases of
soce , for a given presentation for .
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