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En este trabajo se ha utilizado como organismo modelo la levadura de gemación  
Saccharomyces cerevisiae. Se trata de un organismo eucariota, lo que nos permite 
investigar multitud de procesos celulares que servirán de base para estudios en 
células eucariotas superiores. Además presenta varias ventajas técnicas: no es 
patógeno, es fácil de manipular en el laboratorio, presenta un ciclo de vida de corta 
duración, tiene un genoma haploide, lo que permite el aislamiento de mutaciones 
recesivas y facilita el análisis genético, y su genoma está completamente 
secuenciado.  
1. CICLO CELULAR 
El ciclo celular es una secuencia ordenada de eventos que conducen a la 
proliferación y la división celular en la que una célula madre da lugar a dos células 
hijas que contienen la información y maquinaria necesarias para repetir el proceso 
(Mitchison & Creanor 1971). El ciclo debe satisfacer dos condiciones básicas: 
alternancia entre replicación del DNA y segregación de cromosomas y coordinación 
de estos dos procesos con el crecimiento celular (Hartwell & Unger 1977; Fantes 
1981; Nasmyth & Nurse 1981). 
El ciclo celular se divide en 4 fases o etapas: fase G1 (Gap 1), en la que las 
células crecen; fase S (Synthesis), donde tiene lugar la replicación o síntesis del 
DNA; fase G2 (Gap 2), nueva fase de crecimiento y de síntesis de RNA y proteínas; 
y fase M (Mitosis), en la que se produce la segregación cromosómica, seguida de 
una división nuclear y citoquinésis (Futcher 1990; Forsburg & Nurse 1991) (Fig. 1). A 
diferencia de lo que sucede en otras células eucariotas, en esta levadura tras la 
división por gemación se genera un reparto desigual dando lugar a una célula hija de 
menor tamaño que la célula madre (Hartwell & Unger 1977). 
La progresión a lo largo del ciclo celular está mediada por complejos ciclina-
CDK. Las proteínas kinasa dependientes de ciclina o CDKs (de cyclin-dependent 
kinases) se unen a las ciclinas, moléculas cuya abundancia oscila en las distintas 
fases del ciclo celular, y que activan a las CDKs (Lew et al. 1992). Cada asociación 
ciclina específica-CDK posee capacidad de fosforilar sustratos concretos. En S. 
cerevisiae existe una única CDK, Cdc28, la cual se une a las diferentes ciclinas	  que 
se van sintetizando sucesivamente (Nasmyth 1993; Koch & Nasmyth 1994) según el 
estadio del ciclo. 
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Figura 1 Ciclo celular de S. cerevisiae. Imagen de Calzada et al. 2000. 	  
2. REPLICACIÓN DEL DNA EN EUCARIOTAS 
La replicación del DNA consiste en la duplicación del genoma. Se trata de un 
proceso semiconservativo, en el que las dos moléculas de DNA que se sintetizan 
están compuestas por una hebra del DNA original y de una hebra complementaria 
nueva. Se trata de un proceso muy regulado en el que participan un gran número de 
proteínas (Leman & Noguchi 2013). 
La replicación en células eucariotas se inicia desde múltiples sitios distribuidos a 
lo largo de cada cromosoma y denominados orígenes de replicación. En S. 
cerevisiae se les conoce como secuencias de replicación autónoma o ARS 
(autonomously replicating sequences), ya que se definieron como secuencias que 
permiten el mantenimiento de cromosomas artificiales en la célula (Hsiao & Carbon 
1979; Stinchcomb et al. 1979). En este organismo, los orígenes de replicación se 
encuentran espaciados de 40 a 100 kb y se caracterizan por contener en el ARS 
entre tres y cuatro elementos o secuencias de DNA de 10-12 pb (Rao et al. 1994). 
De ellas, la secuencia consenso del ARS o ACS (ARS consensus sequence) está 
altamente conservada, y si se elimina provoca la pérdida de actividad del origen 
(Theis & Newlon 1997). Sin embargo, la presencia de ACS per se no es suficiente 
para definir un origen de replicación funcional, ya que existen unos 12.000 ACS en 
el genoma de S. cerevisiae y solo el 3% son funcionales (Breier et al. 2004).  
La secuencia consenso del ARS (Fig. 2A) es reconocida por el complejo de 
reconocimiento del origen u ORC (origin recognition complex), el cual está formado 
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por 6 proteínas Orc1-6 (Bell & Stillman 1992). ORC se asocia al ACS (Fig. 2B) y 
recluta a la ATPasa Cdc6. CDC6 es un gen esencial y sus niveles de expresión 
están muy regulados (Bueno & Russell 1992), ya que es imprescindible que Cdc6 
aparezca en la célula antes del final de G1 para que  se formen los complejos pre-
replicativos (Piatti et al. 1995). Seguidamente, ORC recluta al factor Cdt1, que junto 
con Cdc6, favorece la asociación de las proteínas MCM a la cromatina (Nishitani et 
al. 2000). Las siglas MCM provienen de mini chromosome maintenance, puesto que 
estas proteínas fueron identificadas como necesarias en el mantenimiento de 
minicromosomas. Las seis proteínas Mcm2-7 forman un complejo, conservado en 
todos los eucariotas estudiados, con actividad helicasa. El ensamblaje de la 
helicasa, incorporada al DNA como un doble anillo hexamérico, es el ultimo paso 
para completar la formación del complejo pre-replicativo (pre-RC) formado por Orc1-
6, Cdc6, Cdt1 y Mcm2-7 (Fig. 2C). La formación del pre-RC se conoce como 
licensing y se encuentra muy regulada ya que sólo puede tener lugar cuando los 
niveles de CDKs son bajos, desde mitosis hasta el final de la fase G1 (Diffley 1994). 
Se trata de un primer paso de regulación y confiere al origen de replicación todo lo 
necesario para pasar a la siguiente etapa.  
A continuación, a lo largo de la fase S, se forma el complejo de pre-iniciación 
(pre-IC) y se activan los orígenes de replicación bajo la acción coordinada de dos 
proteínas kinasa, CDK y DDK (Dbf4 dependent kinase)  (Dutta & Bell 1997). En 
primer lugar actúa DDK, la cual está formada por una subunidad catalítica Cdc7 y 
una subunidad reguladora Dbf4 (Sclafani 2000). DDK fosforila a la helicasa en la  
subunidad Mcm2 y promueve la unión de Sld3, Sld7 junto con Cdc45 al pre-RC (Fig. 
2D) (Heller et al. 2012; T. Tanaka et al. 2011). Por su parte, CDK se encarga de 
fosforilar a Sld2 y Sld3 (Tanaka et al. 2007; Zegerman & Diffley 2007). La 
fosforilación de Sld2 permite su unión a Dpb11, y junto con la polimerasa ε y el 
complejo GINS (Go-Ichi-Ni-San, en japonés 5-1-2-3) forman el complejo de pre-
carga o pre-LC (preloading complex) (Kamimura et al. 2001; Yabuuchi et al. 2006). 
Dicho pre-LC parece actuar como transporte para llevar GINS al complejo formado 
por pre-IC junto con Sld3, Sld7 y Cdc45, interaccionando Dbp11 (perteneciente al 
pre-LC) con Sld3 (en los orígenes) previamente fosforilado por CDK (Fig. 2E). 
En cuanto a GINS, está formado por Sld5, Psf1, Psf2 y Psf3 y es necesario para el 
mantenimiento de interacciones proteicas en el replisoma (conjunto de proteínas 
implicadas en la replicación del DNA) (Gambus et al. 2006). En conjunto, 
Cdc45/Mcm2-7/GINS forman el complejo CMG.  
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Una vez activada, la helicasa abre y separa la doble hélice de DNA o dsDNA 
(double strand DNA) en DNA de cadena sencilla o ssDNA (single strand DNA) 
formando dos estructuras en forma de “Y” llamadas horquillas de replicación. A 
medida que avanzan las horquillas de replicación en sentido antiparalelo, se forman 
las burbujas de replicación (Fig. 2F).  
Para la progresión de la horquilla de replicación es necesario el reclutamiento 
de PCNA (proliferating cell nuclear antigen) y las polimerasas α y δ. PCNA actúa a 
modo de abrazadera, envolviendo al DNA y haciendo de soporte para la 
incorporación de otras moléculas necesarias para la síntesis de DNA como las 
polimerasas (Fig. 2G). La polimerización del DNA se produce únicamente en 
dirección 5'-3' puesto que se une el oxígeno 3' de la hebra en síntesis al fósforo del 
dNTP entrante. Por este motivo, la hebra 5´à3´ se sintetiza de forma continua y es 
llamada cadena líder (leading strand), mientras que la otra hebra, con dirección 
3´à5´ se sintetiza en pequeñas cadenas de DNA llamadas fragmentos de Okazaki, 
constituyendo la cadena retardada (lagging strand). En eucariotas,  la polimerasa 
encargada de la elongación de la cadena de DNA en la hebra continua es la pol ε y 
la responsable de la hebra discontinua es la pol δ (Fukui et al. 2004). Ambas 
enzimas tienen capacidad correctora de errores (Bell & Dutta 2002), sin embargo, no 
pueden iniciar nuevas hebras de DNA, sólo pueden elongar hebras existentes. Por 
contraste, la Pol α, es capaz de iniciar cadenas de polinucelotidos y genera un 
pequeño fragmento de RNA que actúa como cebador para que la DNA polimerasa 
elongue (Fig. 2G). Está formada por 4 subunidades: Pri1, encargada de sintetizar 
pequeños fragmentos de RNA de 8-12 pb; Pol1, subunidad que añade 15-25 pb de 
DNA; Pri2 y Pol12, encargadas de la regulación de las primeras. Finalmente, 
nucleasas como Rad27 o Exo1 eliminan el RNA cebador de los fragmentos de 
Okazaki (Sun et al. 2003) y la DNA ligasa une los fragmentos, dejando la cadena 
libre de RNA. 
Aún se sabe poco acerca de la terminación de la replicación. Se cree que se 
produce cuando se encuentran dos horquillas de replicación viajando en sentido 
opuesto. Se ha descrito en el trabajo de Maric et al. 2014 que Dia2, en complejo con 
la E3 ligasa Dia2, ubiquitina al complejo CMG en la subunidad Mcm7. Después, la 
separasa Cdc48 desensambla el CMG en sus tres componentes. Este proceso aún 
debe ser estudiado en profundidad, pero parece estar tan regulado como la 
iniciación. 




























































Figura 2 Activación de orígenes de replicación. A) El origen de replicación en S. cerevisiae se 
denomina ARS y posee una secuencia consenso característica. B) El licenciamiento de los 
orígenes tiene lugar en la fase G1 del ciclo celular y comienza con el reconocimiento del ARS 
por ORC. C) ORC recluta a Cdc6 y Cdt1, factores que promueven la asociación de dos 
helicasas MCM2-7 en sentidos opuestos, formando el complejo pre-RC. D) Cuando las células 
entran en fase S, las kinasas CDK y DDK fosforilan a Sld2, Sld3 y Mcm2. La fosforilación de 
Sld3 favorece la unión de Sld3-Sld7-Cdc45. E) La fosforilación de Sld2 permite formar un 
complejo con Dpb11, GINS y Pol ε, que se unirá al pre-RC formando el pre-IC. F) La helicasa 
desenrolla la doble hélice de DNA y genera dos horquillas de replicación que viajan en 
sentidos opuestos formando la burbuja de replicación. G) Cada horquilla de replicación está 
formada por el complejo CMG (Cdc45-MCM2-7-GINS), la abrazadera, PCNA; y las 
polimerasas α, δ y ε, quienes polimerizan la síntesis de DNA de las cadenas nacientes. Una 
cadena se sintetiza de forma continua (leading strand), mientras que la otra se sintetiza de 
manera discontinua en fragmentos de Okazaki (lagging strand). Figura adaptada de (Tan & 
Tomkins 2015). 
Las células deben asegurar la correcta duplicación del material cromosómico y 
su distribución equitativa entre las células hijas. Para ello, es fundamental que se 
produzca una única fase de síntesis de DNA por ciclo y esto se consigue gracias a 
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los complejos ciclina-CDK (Wuarin & Nurse 1996). El hecho de que este proceso 
suceda en dos pasos (licensing y firing) en fases distintas del ciclo celular, asegura 
que los orígenes de replicación se disparen una única vez en cada ciclo. La célula 
sólo puede formar el complejo pre-RC en G1, ya que para cargar la helicasa, es 
necesaria la presencia de Cdc6 y su expresión esta muy regulada y limitada a esta 
fase del ciclo.	   Cdc6, se regula de forma dependiente de fosforilación por CDK, que 
controla su transcripción (Bueno & Russell 1992; Piatti et al. 1995), degradación 
(Drury et al. 1997) y localización nuclear (Jong et al. 1996). Así, es imposible que un 
origen que se ha disparado en fase S pueda volver a licenciarse, evitándose la re-
replicación. El numero de pre-RC licenciados a principio de fase S es mucho mayor 
que el número de orígenes de replicación que se activan (Méchali 2010). 
2.1. Eficiencia y tiempo de activación de los orígenes de replicación 
Cada origen de replicación presenta una eficiencia determinada y un momento 
de activación propio. Estas dos características son propias de cada origen y 
heredadas en el origen de replicación de la célula hija. 
La eficiencia se entiende como el porcentaje de células de una población en las 
que un origen concreto inicia la replicación. La eficiencia de los orígenes en S. 
cerevisiae presenta un amplio rango que puede alcanzar el 90% de eficiencia 
(ningún origen de replicación tiene una eficiencia del 100%) (Raghuraman et al. 
2001). En la activación de un origen, el tiempo y la eficacia no están directamente 
asociados. Unos orígenes pueden ser muy eficientes y tardíos, mientras que otros 
pueden ser ineficientes y tempranos (Friedman et al. 1997).  
Los orígenes de replicación se pueden clasificar atendiendo al momento de fase 
S en que se activan. Para simplificar, se distinguen orígenes de replicación 
tempranos y tardíos (Raghuraman et al. 1997). Además, existen otros orígenes de 
replicación que normalmente no se disparan y, por ello, son denominados 
durmientes. Sin embargo, en consiciones que perturban la replicación y provocan la 
detención de horquilas, los orígenes durmientes son se activan, permitiendo que se 
complete la replicación (Blow et al. 2011).  
El programa de replicación se establece en G1 y es denominado TDP (timing 
decision point) (Dimitrova & Gilbert 1999). Aún no se conoce el mecanismo que 
regula temporalmente el disparo de orígenes, pero si se han descrito muchos 
factores que están involucrados: localización espacial de los orígenes, nivel de 
acetilación de las histonas, distintas proteínas como Fkh y Rif1 y factores limitantes. 
Se ha descrito que la localización de los orígenes de replicación está relacionada 
con el momento de fase S en el que se disparan. Así, la cromatina que se encuentra 
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en el interior del núcleo se replica en fase S temprana, mientras que la comatina 
localizada en la periferia nuclear se replica, preferentemente, en fase S tardía (Heun 
et al. 2001). Sin embargo, en un trabajo realizado en S. cerevisiae, se ha 
comprobado que la unión artificial de un origen temprano a la periferia nuclear no es 
suficiente para provocar un retraso en el disparo de dicho origen (Ebrahimi et al. 
2010), de lo que se concluye que existen más mecanismos implicados en la 
regulación temporal de los orígenes. 
Los factores de transcripción Fkh1 y Fkh2 (de forkhead), también están 
relacionados con la regulación del disparo de orígenes. Se ha descrito que se unen 
a una secuencia consenso que aparece en un conjunto de orígenes de replicación y 
favorecen la asociación de Cdc45 a estos orígenes en la fase G1, favoreciendo su 
disparo temprano (Knott et al. 2012). De hecho, se sabe que los mutantes de 
deleción de FKH1 y FKH2 o de la secuencia consenso a la que se unen estos 
factores, muestran un perfil de replicación modificado, en el cual 106 orígenes 
tempranos retrasan su activación (activados por Fkh) y 82 orígenes tardíos la 
adelantan. Fkh1 y Fkh2 interaccionan físicamente con ORC, por lo que se piensa 
que podrían agrupar orígenes de los denominados “activados por Fkh” y generar 
factorías de replicación temprana. Esta función en replicación sería independiente 
de su actividad transcripcional. 
La deacetilasa de la histona H3, Rpd3, es sin duda el remodelador de cromatina 
más relacionado con el programa replicativo. De hecho, la deleción del gen RPD3, 
aumenta el nivel de acetilación de las histonas alrededor de los orígenes de 
replicación induciendo que se adelante el disparo de los orígenes de replicación no 
teloméricos (Aparicio et al. 2004; Vogelauer et al. 2002). Además se ha demostrado 
que unir de manera artificial la acetilasa de histonas Gcn5 a un origen de replicación 
tardío provoca el adelanto del disparo del origen, confirmando la implicación de los 
niveles de acetilación de las histonas en el programa replicativo. Sin embargo, a 
pesar de que adelantaron en el tiempo el disparo, continuaron con el mismo orden 
temporal de disparo y en ningún caso se consiguió que estos orígenes replicaran a 
la vez que los orígenes tempranos, lo que revela la existencia de otros factores 
involucrados en el programa de replicación. 
Otra proteína recientemente relacionada con el programa de replicación es Rif1. 
Originalmente se identificó a Rif1 como un factor de unión a telomeros implicado en 
regular la longitud de los telómeros. Sin embargo, Rif1 posee un papel mayor en el 
control del programa de replicación. Buscando mutantes que suprimieran la letalidad 
del mutante de deleción de HSK1 (codifica para la subunidad catalítica de DDK) en 
la levadura de fisión, encontraron al mutante de deleción de RIF1 (Wu & Nurse 
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2012). Este resultado sugería que Rif1 actuaba en contraposición a DDK en el 
disparo de orígenes. De hecho, la deleción de RIF1 retrasa la activación de 134 
orígenes considerados tempranos, que se han denominado EL (early to late); y 
adelanta el disparo de 189 orígenes tardíos, que se han llamado LE (late to early). 
De esta manera, Rif1 regula tanto positiva como negativamente el disparo de 
orígenes. La combinación de estos efectos contrarios, hace que la mayoría de 
orígenes se disparen a mitad de fase S en el mutante rif1. Además, en dicho 
mutante, se produce el disparo de orígenes de replicación durmientes y, en 
consecuencia, se disparan menos orígenes tempranos, dado que se cree que 
existen factores limitantes en el proceso de la replicación. Por último, la deleción de 
Rif1 no interfiere en la formación del pre-RC, pero parece aumentar o disminuir la 
afinidad de Cdc45 por ciertos pre-RC. 
Por ultimo, se ha demostrado que los factores de iniciación se encuentran en 
cantidades limitantes, y la competición por estos factores limitantes es responsable 
de la regulación del disparo de orígenes. De hecho, se demostró que la 
sobreexpresión de factores como Cdc7-Dbf4 y Cdc45, activan los orígenes 
durmientes de S. pombe (Wu & Nurse 2009). Estudios posteriores en S. cerevisiae 
mostraron que la sobreexpresión de CDK, DDK y sus sustratos Sld2 y Sld3 
(Mantiero et al. 2011) o de Sld3, Sld7 y Cdc45 provocaban el disparo temprano de 
orígenes durmientes (S. Tanaka et al. 2011). De manera interesante, se observó que 
al aumentar el numero de disparo de orígenes debido a la sobreexpresión de 
factores de iniciación, las reservas de dNTPs se agotaban (Mantiero et al. 2011), lo 
que sugería que la regulación temporal del disparo de orígenes permite ajustar el 
numero de horquillas de replicación a la reserva de dNTPs, evitando problemas 
durante la replicación. 
Es necesario que el proceso de replicación del DNA se produzca de manera 
precisa y complete en cada ciclo celular. Además, el DNA es más propenso a sufrir 
roturas durante la fase S, ya que se encuentra descondensado, presenta estructuras 
sensibles (como por ejemplo las horquillas de replicación) e incluso en algunas 
zonas aparece como cadena sencilla, estado en que es estructuralmente más frágil. 
Por ello, la reparación de las lesiones que pueda sufrir el DNA es esencial para el 
mantenimiento de la estabilidad del genoma. Fallos en estos procesos reducen la 
supervivencia celular y, en organismos superiores, pueden conducir a cáncer u otras 
enfermedades (Aguilera & Gómez-González 2008).  
La mayor fuente de inestabilidad genómica proviene de los problemas surgidos 
durante la replicación, inherentes a ella debido a la complejidad del proceso. Estos 
problemas pueden ser agravados o causados por productos metabólicos o agentes 
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exógenos que dañan constantemente el DNA , obstaculizando la progresión de las 
horquillas de replicación. Además, algunas regiones del genoma constituyen un 
desafío para el paso de las horquillas de replicación y están relacionadas con 
reordenamientos cromosómicos. En todos estos casos, las horquillas de replicación 
deben mantener su integridad para poder terminar la replicación una vez eliminados 
los obstáculos que las detienen (Paulsen & Cimprich 2007). 
Como consecuencia, se requiere una vigilancia constante sobre el material 
genético y unos mecanismos celulares capaces de actuar y reparar el daño en 
cualquier momento. Para hacer frente a esta tarea, los eucariotas han desarrollado 
una red de mecanismos moleculares que detectan tanto DNA no replicado como 
estructuras aberrantes, y que expanden la señal y responden  reparando el DNA con 
diferentes mecanismos coordinados (Hoeijmakers 2001). Se trata del checkpoint de 
daño al DNA (Zhou & Elledge 2000). 
3. Sistemas de CHECKPOINT del ciclo celular 
Hartwell y Weinert (1988) propusieron, a partir de datos genéticos obtenidos con 
células de levadura, el concepto de "punto de control" del ciclo, o checkpoint, como 
aquel punto en el que la célula es capaz de detectar errores en el desarrollo previo 
del ciclo y detener éste hasta corregirlos (Weinert & Hartwell 1988). De este modo, 
la célula asegura que las células hijas resultantes de la división mitótica no hereden 
defectos en el material genético, ya sean debidos a una replicación o segregación 
cromosómica incorrecta o a la acción de agentes físicos o químicos externos, que 
podrían ser letales para ella.  
Cada punto de control requiere tres componentes: un sistema detector del 
defecto, una vía que transmita la correspondiente señal y un componente de la 
maquinaria del ciclo celular que reciba la señal y evite su progresión. En paralelo, la 
célula debe poseer los mecanismos reparadores (constitutivos o inducibles) de los 
errores en el material genético. Existen varios puntos de control en función de la 
fase del ciclo en la que tengan lugar: checkpoint de G1/S, controla esta transición 
(Pardee 1989); checkpoint de fase S, regula la respuesta a daño en el DNA que se 
produzca en la fase S, ya sea producido de manera endógena o exógena (Paulovich 
& Hartwell 1995); checkpoint G2/M, evita que entren en mitosis células que no han 
terminado de replicar su DNA o, en caso de que estuviera dañado, que no lo hayan 
reparado; spindle assembly checkpoint que, como dice su nombre,  soluciona los 
defectos surgidos en el ensamblaje del huso mitótico. 
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3.1. Checkpoint de fase S 
El checkpoint de fase S es un mecanismo de vigilancia que responde a perturbaciones 
surgidas durante la replicación del DNA contribuyendo, por tanto, a mantener la 
estabilidad del genoma (Paulovich & Hartwell 1995; Zhou & Elledge 2000). Consiste en 
una vía de transducción de señales que se encuentra muy conservada a lo largo de la 
evolución, y cuyas proteínas centrales son las kinasas Mec1 y Rad53 en Saccharomyces 
cerevisiae (ATR y Chk2 en células de mamíferos  o Rad3 y Cds1 en 
Schizosaccharomyces pombe, Fig. 3).   En condiciones que perturban la replicación, 
como daño al DNA o estrés replicativo causado por privación de nucleótidos, el 
checkpoint de fase S se activa (Paulsen & Cimprich 2007) y se desencadena una 












Figura 3 Ilustración de los principales componentes del checkpoint de fase S. Se han 
representado en la imagen las proteínas sensoras, transductoras y efectoras implicadas en el 
checkpoint de fase S en S. cerevisiae y sus homólogos en Schizosaccaromyces pombe y en 
mamíferos. 	  
3.2. Inestabilidad genómica 
La inestabilidad genómica abarca un amplio rango de alteraciones genéticas, 
desde mutaciones puntuales a reordenamientos cromosómicos, que se transmiten a 
la descendencia (Aguilera & Gómez-González 2008). 
Posibles consecuencias de inestabilidad genómica son los reordenamientos 
cromosómicos graves (gross chromosomal rearrangements, GCRs), 
translocaciones, pérdidas de fragmentos de los cromosomas (deleciones internas o 
de gran parte de un brazo cromosómico), inversiones e incluso cambio en el numero 
de cromosomas. 
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Aunque estos eventos pueden ser dañinos para la célula o el organismo, 
también pueden conducir a evolución molecular y generar variedad genética (como 
por ejemplo en el proceso de diversificación de las inmunoglobulinas. Sin embargo, 
la inestabilidad genética esta asociada a enfermedades genéticas, envejecimiento 
prematuro y  predisposición a diferentes tipos de cáncer (Malumbres & Barbacid 
2001). 
3.3. Mecanismo de activación del checkpoint de fase S 
El checkpoint de fase S se activa en circunstancias en las que el replisoma 
encuentra DNA dañado a su paso por la hebra molde o no puede continuar debido a 
la ausencia de dNTPs. Se ha postulado que una de las principales señales que 
desencadena la respuesta del checkpoint es la presencia de ssDNA recubierto por el 
complejo RPA (replication protein A) (You 2003). Se cree que la polimerasa se 
queda parada mientras que la helicasa continua desenrollando dsDNA (Fig. 4), y 
este desacoplamiento entre las dos proteínas replicativas acumularía ssDNA a la 
altura de la horquilla de replicación (Sogo et al. 2002a; Nedelcheva et al. 2005). 
Mientras que en el caso de roturas de doble cadena o DSBs (double strand breaks), 
el origen del ssDNA se debe a la resección de una de las dos cadenas del dsDNA 
(Langerak et al. 2011). El ssDNA acumulado es recubierto por RPA, complejo 
heterotrimérico que une inespecíficamente DNA de cadena sencilla (Brill & Stillman 
1989), y es la señal que recluta a Mec1 a través de su subunidad reguladora Ddc2. 
Mec1 fosforila a Mrc1, quien actúa como transductor de la señal fosforilando y 
activando a la kinasa efectora, Rad53 (Alcasabas et al. 2001) (Fig. 4). Rad53 se 
auto fosforila en trans hasta conseguir un estado de hiperfosforilción en el que es 
completamente activa (Pellicioli & Foiani 2005). Esta kinasa es la responsable de la 
amplificación de la señal del checkpoint y de la fosforilación de proteínas clave que 
modulan diferentes aspectos de la fisiología celular (Tercero et al. 2003; Longhese 
2003). 
Por último, es necesario comentar que, los genes que codifican tanto para la 
kinasa apical como la efectora, MEC1 y RAD53, son esenciales y, por tanto ,su 
deleción es letal para la célula. Esto se debe a que regulan a SML1, un regulador 
negativo de la síntesis de dNTPs. Sin embargo, este efecto negativo en la síntesis 
de nucleótidos se puede contrarrestar delecionando SML1, aunque la función de 
estas kinasas en el checkpoint no se restaura (Zhao et al. 1998) Estos resultados 
indican que la letalidad de los mutantes nulos mec1 y rad53 se debe a que se 
produce la replicación del DNA en condiciones de déficit de dNTPs. También se 
puede suprimir la letalidad de estos mutantes añadiendo dNTPs exógenamente o 
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modificando otros genes de la ruta de síntesis de dNTPs que permitan su expresión 















Figura 4 Representación esquemática de la cascada de señalización del checkpoint de fase S. 
Cuando la polimerasa se encuentra con una lesión en el DNA o se para debido a la ausencia de 
dNTPs, se acumulan regiones de ssDNA que son recubiertas por RPA iniciando la señal de activación 
del checkpoint. La kinasa apical Mec1, a través de Ddc2, acude al lugar del problema e inicia la 
cascada de fosforilación. Finalmente, a través de Mrc1, se fosforila la kinasa efectora Rad53. Figura 
adaptada de (Segurado & Tercero 2009). 
3.4. Respuestas del checkpoint de fase S 
Cuando el checkpoint se activa, se ejecuta una compleja respuesta que incluye: 
parada del ciclo celular, transcripción de genes inducibles en respuesta a daño y 
activación de mecanismos específicos que evitan que se disparen orígenes de 
replicación tardíos y que las horquillas de replicación colapsen. Dado que el 
ensamblaje de los pre-RC de novo no es posible en la fase S, es muy importante 
promover la estabilización de las horquillas para poder completar la replicación una 
vez se han reparado las lesiones del DNA (Friedel et al. 2009). 
3.4.1. Parada del ciclo celular 
Uno de los principales papeles de la respuesta del checkpoint es promover la 
parada del ciclo celular para evitar que el daño en el DNA pase a la descendencia. 
En eucariotas superiores, el bloqueo de la progresión del ciclo ante daño en el DNA 
se consigue inhibiendo la actividad CDK, mediante la regulación de la fosfatasa 
Cdc25 y el factor de transcripción p53 (Malumbres & Barbacid 2001). En la levadura 
de gemación existen diferentes mecanismos que actúan en paralelo para evitar la 
progresión del ciclo celular. 















Figura 5 Esquema de la respuesta del checkpoint de fase S. Una vez activo el checkpoint de fase 
S, se evita la entrada en mitosis, se inhibe la activación de orígenes de replicación tardíos, se 
estabilizan las horquillas de replicación y se activa la transcripción de genes de respuesta a daño. 
 
En un ciclo normal, Pds1, securina	  encargada de proteger a la cohesina de la 
degradación que sufrirá a posteriori de manos de la separasa, es ubiquitinada y 
mandada a degradación por el complejo APC/Cdc20 ubiquitina ligasa en anafase.	  
Esta degradación es un prerrequisito para la progresión hacia mitosis. Cuando el 
checkpoint está activo, Rad53 y Chk1 actúan en paralelo estabilizando a Pds1 e 
impidiendo su degradación. Por un lado, Rad53 inhibe la interacción entre Pds1 y 
Cdc20, mientras que Chk1 fosforila a Pds1 impidiendo su ubiquitinación (Wang et al. 
2001; Agarwal et al. 2003).  
Otra diana de Rad53 y Chk1 es Cdc14, fosfatasa clave en anafase y salida 
de mitosis. Esta fosfatasa se encuentra regulada por las rutas FEAR (Cdc-Fourteen 
Early Anaphase Release) y MEN (Mitoitic Exit Network). Cdc14 se encuentra la 
mayor parte del ciclo celular asociada a la proteína Net1 en el nucléolo y su 
liberación al final de la mitosis, permite  la degradación de las ciclinas mitóticas y la 
síntesis de Sic1, inhibidor de Cdk1 (Visintin et al. 1998). En presencia de daño 
genotóxico, la activación del checkpoint impide la liberación de la fosfatasa Cdc14, lo 
que mantiene activa a la CDK bloqueándose la salida de mitosis (Liang & Wang 
2007). También se ha propuesto que Rad53 estimula Bub2/Bfa1, complejo GAP 
(proteína activadora de GTPasa) que inhibe la ruta MEN (Hu et al. 2001). 
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Finalmente, se ha visto que también se ve afectada la elongación de los 
microtúbulos por la desregulación de las proteínas Cin8 y Stu2 (Krishnan et al. 
2004). 
3.4.2. Estabilización de las horquillas de replicación 
La función más crítica del checkpoint durante estrés replicativo es preservar la 
integridad de las horquillas de replicación, siendo esto esencial para mantener la 
viabilidad celular en dichas condiciones (Tercero et al. 2003). El control que ejerce el 
checkpoint sobre el ciclo celular, la transcripción y el disparo de orígenes es 
importante, aunque no esencial:  
- Evitar la transición hacia mitosis utilizando nocodazol no es suficiente para 
rescatar la letalidad de los mutantes rad53 o mec1 en MMS (Tercero & Diffley 2001; 
Desany et al. 1998).  
- El bloqueo de la síntesis de proteínas en una cepa silvestre durante la fase 
S no provoca aumento en la sensibilidad de las células a HU ni impide a la 
reanudación de las horquillas de replicación paradas, lo que sugiere que el efecto 
del checkpoint en la inducción de la transcripción no es crítico para mantener la 
viabilidad celular tras estrés replicativo (Tercero et al. 2003). 
-Por último, los mutantes mec1-100, incapaces de bloquear la activación de 
orígenes de replicación tardíos, no son sensibles al tratamiento con HU o MMS  
(Tercero et al. 2003; Zegerman & Diffley 2010).  
En varios trabajos se ha demostrado que Mec1 y Rad53 fosforilan varias 
proteínas del replisoma, como las polimerasas ε y δ, RPA, y componentes de la 
helicasa Mcm2-7 y del complejo GINS, en presencia de daño al DNA o estrés 
replicativo (Chen et al. 2010; Randell et al. 2010). Además, se había visto mediante 
ChIP (inmunoprecipitación de cromatina) que en ausencia de estas kinasas, algunos 
de los componentes del replisoma se desensamblan (Aparicio et al. 1999; Cobb et al. 
2003; Cobb et al. 2005), dejando una horquilla de replicación no funcional. En este 
caso se dice que una horquilla de replicación ha colapsado, puesto que pierde su 
integridad estructural y su funcionalidad. Por esta razón se creía que las kinasas del 
checkpoint intervenían en el correcto ensamblaje del replisoma, y en su ausencia, 
algunos de los componentes se perdían. Sin embargo, en un estudio mas reciente, se 
ha comprobado que los mutantes rad53 y mec1 pierden algunos de los componentes 
del replisoma en presencia de HU únicamente en horquillas que provienen de 
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orígenes de replicación que se disparan de manera muy temprana, mientras que en el 
resto de horquillas el replisoma se encuentra intacto (De Piccoli et al. 2012). 
El papel destacado de Mec1 y Rad53 en dar estabilidad a las horquillas de 
replicación queda de manifiesto por el hecho de que, incluso en ausencia de estrés 
genotóxico exógeno, los mutantes mec1 y rad53 acumulan gran cantidad de 
reordenamientos cromosómicos espontáneos en comparación con la cepa silvestre 
(Myung & Kolodner 2002). Además, tras sufrir estrés replicativo o daño genotóxico, los 
mutantes del checkpoint son incapaces de completar la síntesis de DNA (Desany et al. 
1998). Este resultado también se ha visto utilizando la técnica density transfer, donde 
las horquillas de replicación de los mutantes rad53 y mec1 no son capaces de 
completar la replicación del DNA en presencia de HU (Tercero et al. 2000) ni tras 
eliminar el estrés replicativo (Tercero et al. 2003). Estos mutantes también muestran 
roturas en el DNA (Raveendranathan et al. 2006) y estructuras anormales de DNA.  
Se ha comprobado mediante geles bidimensionales que, a diferencia de lo que 
ocurre en una cepa silvestre en presencia de HU, el mutante rad53 presenta una 
notable reducción de las burbujas replicativas, a la vez que acumula estructuras como 
moléculas pequeñas en forma de Y y una señal en forma de cono, interpretado como 
horquillas revertidas (Lopes et al. 2001). Se deduce que estas señales provienen de 
burbujas de replicación rotas procedentes de horquillas colapsadas. Asimismo, 
mediante electromicroscopía se ha observado que las horquillas de replicación 
paradas por el tratamiento con HU del mutante rad53  exhiben horquillas revertidas y 
grandes regiones de ssDNA (Sogo et al. 2002b) que pueden ser zonas hemireplicadas 
o sitios en los que ha actuado alguna exonucleasa como Exo1.  
Finalmente, por todo lo comentado en el párrafo anterior, los mutantes rad53 y 
mec1 son extremadamente sensibles a cualquier daño exógeno y a estrés replicativo. 
3.4.2.1. Papel de Exo1 en la estabilización de horquillas de replicación 
EXO1 codifica para una proteína nucleasa de 702 aminoácidos. Pertenece a la 
familia de nucleasas Rad2 y presenta actividad 5´à3´exonucleasa y 5´ 
flapendonucleasa (Lieber 1997) (Fig. 6A). Además, está implicada en numerosos 
procesos biológicos como recombinación homóloga (Fiorentini et al. 1997), reparación 
de DSB (Szankasi & Smith 1992), reparación de apareamientos erróneos en el DNA 
(Tishkoff et al. 1997), mantenimiento telomérico y sobrecruzamientos en meiosis 
(Tsubouchi & Ogawa 2000). 
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Exo1 es redundante con la flapendonucleasa Rad27 en el procesamiento de 
fragmentos de Okazaki, siendo la doble deleción exo1rad27 letal para la célula (Tran 
et al. 2002). Su dominio nucleasa se encuentra situado en el extremo N-terminal de la 
proteína, mientras que en el C-terminal, presenta un dominio de unión a proteínas 
(Fig. 6B), como por ejemplo Msh2 (Tishkoff et al. 1997) y Mlh1 (Gellon et al. 2002) con 
las que interacciona físicamente durante la reparación de apareamientos erróneos. 
A! B!
	  
Figura 6 Exo1 y su actividad nucleasa. (A) Representación de Exo1 de Saccharomyces cerevisiae con 
sus dominio nucleasa (en blanco y gris) y de unión a proteínas (en negro). (B) Las flechas rojas indican la 
direccionalidad de la resección de Exo1 en su actividad 5´à3´exonucleasa (superior) y flapendonucleasa 
(inferior). 
 
En cuanto a su papel en estabilización de horquillas de replicación, se ha visto 
que la deleción de EXO1 suprime el colapso de las horquillas del mutante rad53, 
puesto que en presencia de HU se puede observa mediante geles bidimensionales la 
presencia del arco activo, indicando la existencia de burbujas replicativas (Cotta-
Ramusino et al. 2005). Además, a través de microscopía electrónica se observa un 
aumento del porcentaje de moléculas normales y una disminución de moléculas 
hemireplicadas o con regiones de ssDNA en el doble mutante rad53exo1 con respecto 
al sencillo rad53 (Cotta-Ramusino et al. 2005). Estos resultados indican que Exo1 
ejerce un efecto negativo sobre las horquillas de replicación, probablemente 
reseccionando estructuras de DNA que se forman en las horquillas de replicación 
paradas de mutantes de efectivos para el checkpoint, que provoca el colapso de las 
mismas.  
Además, mediante experimentos de sustitución de isotopos realizados en 
MMS, se ha comprobado que la deleción de EXO1 permite que el mutante rad53 
complete la replicación de manera similar a la cepa silvestre (Segurado & Diffley 
2008). Este hecho repercute en la viabilidad de la cepa y, por tanto, la deleción de 
EXO1 mejora la viabilidad del mutante rad53 en MMS (Segurado & Diffley 2008).  
Sin embargo, en presencia de HU, el mutante rad53exo1 no es capaz de 
reiniciar las horquillas de replicación para completar la síntesis de DNA, lo que 
correlaciona con la letalidad del doble mutante en presencia de HU (Segurado & 
Diffley 2008). 
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Por último, la deleción de EXO1 no suprime la letalidad del mutante mec1 en 
presencia de agentes genotóxicos, lo que indica que Mec1, aparte de la activación de 
Rad53,  tiene otras funciones cruciales para la supervivencia celular en MMS. 
Todos estos datos sugieren que en cepas deficientes en el checkpoint de 
fase S, Exo1 ejerce un efecto deletéreo sobre la las horquillas de replicación, y en 
consecuencia sobre la viabilidad. Por este motivo, se piensa que serían las proteínas 
del checkpoint quienes regulen a Exo1 para impedir esta acción negativa. De hecho, 
se ha comprobado que Exo1 se fosforila de manera dependiente del checkpoint en 
respuesta a MMS (Smolka et al. 2007) y a estrés telomérico (Morin et al. 2008). 
También en mamíferos se ha detectado que la isoforma 1b de Exo1 de humanos, se 
ubiquitina en respuesta a estrés replicativo provocado de manera exógena con HU o 
afidilcolina, lo que conlleva la degradación de la nucleasa por el proteasoma (El-
Shemerly et al. 2005). 
Por último, se ha descrito que Exo1 interacciona en presencia de estrés 
replicativo con las proteínas Bmh1 y Bmh2, pertenecientes a la familia 14-3-3 
(Engels et al. 2011). Estas proteínas se encuentran muy conservadas 
evolutivamente, ya que las proteínas homólogas de Arabidopsis thaliana pueden 
rescatar la letalidad del mutante de levadura bmh1bmh2 (van Heusden et al. 1996). 
Análisis estructurales han demostrado que las proteínas 14-3-3 se unen formando 
un homodímero o heterodímero flexible con una cavidad capaz de unir dos péptidos 
(Gardino et al. 2006). Esta característica les confiere la capacidad de actuar como 
proteínas de andamiaje integrando distintas rutas de señalización (Bridges & 
Moorhead 2005; Gardino & Yaffe 2011). De hecho, se sabe que están involucradas 
en procesos tales como metabolismo, tráfico de proteínas, transducción de señales 
apoptosis y ciclo celular (Pozuelo Rubio et al. 2004). 
	  
Figura 7 Representación del heterodímero formado por las proteínas 14-3-3. Imagen tomada de 
(Zannis-Hadjopoulos et al. 2008) modificada de (Yaffe 2002).  
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Se sabe que las proteínas 14-3-3 interaccionan preferentemente con 
sustratos fosforilados (Hurd et al. 2003), sin embargo, también se ha descrito que 
pueden unir estructuras cruciformes de DNA (Callejo et al. 2002). Además, 
interaccionan tanto genética como físicamente con la kinasa del checkpoint Rad53 
(Usui & Petrini 2007), y con las acetiltransferasas y deacetilasas Esa1 y Rpd3 en 
condiciones que perturban la replicación (Lottersberger et al. 2007). Por último, en 
condición de estrés replicativo o daño al DNA, Bmh1 y Bmh2 son necesarias para el 
mantenimiento de la estabilidad genómica y la viabilidad (Lottersberger et al. 2003). 
3.4.3. Activación transcripcional de genes de respuesta a daño 
Otra de las respuestas que lleva a cabo el checkpoint de fase S es la 
activación transcripcional de genes de respuesta a daño en el DNA. En los primeros 
trabajos se observó el cambio en la expresión de genes individuales en respuesta a 
daño en el DNA (Ruby & Szostak 1985). Más tarde, con el desarrollo de nuevas 
tecnologías, se han estudiado los niveles de transcripción a escala genómica en 
respuesta a HU y MMS (Jelinsky & Samson 1999) y se ha comprobado qué genes 
inducen o reprimen su expresión.  
Se sabe que esta respuesta transcripcional está regulada bien directamente 
por Rad53, o por Dun1 (Zhou & Elledge 1993), kinasa que es fosforilada por Rad53 
en la cascada de señalización del checkpoint de fase S. Rad53 presenta un motivo 
de difosfotreoninas hiperfosforilado que es reconocido por Dun1. Como 
consecuencia, Dun1 es fosforilado en varios de sus residuos y activado (Bashkirov 
et al. 2003). A diferencia de Mec1 y Rad53, la kinasa Dun1 no es esencial (Zhao & 
Rothstein, R 2002). Sin embargo, son muchos los datos en la bibliografía que 
demuestran de forma consistente el importarte papel que la quinasa Dun1 
desempeña en el control de la respuesta al daño en el DNA (de la Torre Ruiz & 
Lowndes 2000).  
De toda la respuesta transcripcional, la más caracterizada es la inducción de 
la enzima ribonucleótido reductasa (RNR), que cataliza el paso limitante en la 
síntesis de novo de los 2´-deoxirribonucleósidos-5´-trifosfato (dNTPs) (Reichard & 
Ehrenberg 1983). 
Los dNTPs constituyen el sustrato necesario para la replicación del DNA durante 
la fase S. Su biosíntesis es un proceso complejo en el que participan multitud de 
enzimas y que está modulado a lo largo del ciclo celular con un marcado pico de 
producción en fase S con respecto a G1 (Lowdon & Vitols 1973). Durante la 
biosíntesis de novo, la célula se sirve de glucosa y glutamina como sustratos 
primarios para construir el esqueleto de los dNTPs. La glucosa, a través de la vía de 
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las pentosas fosfato da lugar a la ribosa, mientras que la glutamina aporta el 
nitrógeno necesario para formar las bases de los nucleótidos. En el proceso, el paso 
limitante es la reducción del grupo hidroxilo en la posición 2 de la ribosa a partir de 
ribonucleósidos difosfato (NDPs), reacción catalizada por la enzima ribonucleótido 
reductasa (RNR). 
3.4.3.1. Enzima RNR 
La enzima RNR es un complejo proteico tetramérico que cataliza la conversión 
de nucleótidos a deoxinucleótidos, y juega un papel esencial en la replicación y 
reparación del DNA. Mantener un balance adecuado en los niveles de dNTP, 
precursores necesarios para la síntesis del DNA, es fundamental para preservar la 
estabilidad genómica y la viabilidad tanto durante la proliferación celular como en 
respuesta a daños en el DNA (Elledge & Davis 1990). Un correcto balance de 
dNTPs es crítico, ya que su desequilibrio implica un aumento en la tasa de mutación 
e incluso la muerte celular (Chabes et al. 2007). La actividad de la RNR es periódica 
durante el ciclo celular, alcanzando un pico máximo al principio de la fase S y 
bajando al final de fase S hasta G1 donde tiene los niveles más bajos. 
La RNR presente en todas las células eucariotas es de clase Ia con estructura 
α2β2. Estas enzimas esenciales están compuestas por una subunidad grande R1, en 
la que se encuentra el centro catalítico y los sitios de regulación alostérica, y una 
subunidad pequeña R2 en la que se sitúa un centro de oxo-dihierro y un radical 
tirosil esenciales para la actividad enzimática. La subunidad grande R1 está formada 
por un homodímero Rnr1 (αα). Además de Rnr1, las levaduras expresan una 
segunda proteína que puede formar parte de la subunidad grande y que recibe el 
nombre de Rnr3. La deleción de RNR3 no causa fenotipo alguno, pero su 
sobreexpresión rescata la letalidad de los mutantes rnr1 (Domkin et al. 2002).  
En cuanto a la subunidad pequeña R2, Rnr2 alberga el cofactor Fe3+2 -Y 
indispensable para formar el radical tirosil.  Por el contrario, la proteína Rnr4, a pesar 
de presentar alta homología con la proteína Rnr2, carece de varios residuos lisina 
conservados que son esenciales para la unión del hierro y por tanto no puede formar 
el radical tiol (Huang & Elledge 1997). A pesar de esta diferencia, se ha observado 
que el mutante rnr4 es letal y diversos estudios realizados sugieren que la proteína 
Rnr4 contribuye de forma esencial al correcto plegamiento y ensamblaje de la 
proteína Rnr2 y el cofactor Fe3+2 -Y  (Chabes et al. 2000). 
En situación de daño en el DNA, se produce un aumento en los niveles de 
dNTPs necesario para reparar el DNA y completar la replicación de manera eficiente 
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(Chabes et al. 2003). Dado que la síntesis de dNTPs depende de la enzima RNR, 
este aumento se consigue regulándola a través de tres vías: aumentando la 
transcripción de las subunidades de la RNR, favoreciendo su correcta localización e 







Figura 8 Esquema del complejo tetramérico de la enzima RNR. En la parte superior la subunidad 
grande R1 formada por el homodímero Rnr1 (en rojo). En la zona inferior, la subunidad pequeña R2 
formada por el heterodímero Rnr2 (en azul) y Rnr4 (en morado). En la subunidad Rnr2 se encuentra la 
zona de unión del cofactor tirosil-diférrico. Imagen modificada de (Aye et al. 2015).  
La regulación de la transcripción de los genes de las subunidades de la RNR, 
mediada por el checkpoint de fase S, se realiza a través de Crt1, principal inhibidor 
transcripcional de genes de respuesta a daño. En ausencia de daños en el DNA, el 
complejo represor transcripcional Crt1-Ssn6-Tup1 reconoce y se une a elementos X-
box (secuencias de DNA de 13 nucleótidos situadas en el extremo 5’UTR) de los 
genes RNR2, RNR3 y RNR4, reprimiendo su transcripción (Huang et al. 1998). 
Cuando el checkpoint de fase S se activa, Crt1 es fosforilado por Dun1, provocando 
la liberación del complejo Crt1-Ssn6-Tup1 del DNA y permitiendo así ́la transcripción 
de los genes RNR2, RNR3 y RNR4 (Huang & Elledge 1997) (Fig. 9A). Estudios del 
promotor de RNR3 indican que, antes de liberarse,  Crt1 recluta proteínas que 
promueven la activación de la transcripción (Zhang & Reese 2007).  
A pesar de que tanto los genes RNR2, RNR3 como RNR4 se inducen en 
respuesta a estrés genotóxico, el nivel de inducción es diferente para cado uno de 
ellos (Elledge & Davis 1989). Mientras que el gen RNR2 se induce alrededor de 
unas 25 veces, el gen RNR4 lo hace sólo 10 veces (Wang et al. 1997). En el caso 
del gen RNR3, en ausencia de daño sus niveles de expresión son muy bajos, 
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mientras que en presencia de estrés genotóxico se inducen entre 100 y 500 veces 
(Huang & Elledge 1997).  
Un estudio reciente ha mostrado que en respuesta a daños en el DNA, la 
expresión del gen RNR1 también se induce a través de un mecanismo 
independiente de la quinasa Dun1 y del represor transcripcional Crt1, pero 
dependiente de las kinasas Mec1 y Rad53 y del factor transcripcional Irx1 
(Tsaponina et al. 2011) tanto en condiciones normales como en respuesta a daños 
en el DNA. En mutantes irx1, los niveles de Rnr1 disminuyen provocando un 
aumento en los niveles de Rnr3 y Rnr4 consecuencia de la activación del checkpoint 
Mec1-Rad53-Dun1 (Tsaponina et al. 2011). 
Otro de los mecanismos utilizados para regular la RNR es la distribución de 
sus subunidades en distintos compartimentos celulares. Durante la mayor parte del 
ciclo celular, el homodímero formado por Rnr1 se localiza en el citoplasma, mientras 
que la subunidad pequeña R2 formada por el heterodímero Rnr2-Rnr4 reside en el 
núcleo de la célula. La localización nuclear de la subunidad R2 depende de las 
proteínas Wtm1 y Dif1. En ausencia de daños en el DNA, la proteína Dif1 
interacciona directamente con el complejo Rnr2-Rnr4 y es responsable de su 
importe nuclear mientras que Wtm1 interacciona con el complejo y lo retiene en el 
núcleo (Lee & Elledge 2006). En cambio, en respuesta a estrés genotóxico, la kinasa 
Dun1 fosforila directamente a la proteína Dif1 promoviendo su degradación (Lee et 
al. 2008). De esta manera, se favorece la localización citosólica de Rnr2 y Rnr4 (Fig. 
9B), donde forman un complejo activo con la subunidad R1 (Yao et al. 2003). 
Por último, existe un mecanismo adicional de control de la función RNR 
basado en la inhibición de la subunidad grande R1 a través de la proteína Sml1. 
Sml1 inhibe la síntesis de dNTPs mediante su unión al domino amino terminal de 
uno de los monómeros de la subunidad grande R1 con una estequiometría 1:1 
(Chabes et al. 1999; Zhao et al. 2000). En condiciones de daño en el DNA, diversos 
trabajos han demostrado que la quinasa Dun1 interacciona con la proteína Sml1 y la 
fosforila en tres residuos serina (Ser56, Ser58, Ser60) (Zhao & Rothstein, 2002; 
Uchiki 2004). Una vez la proteína Sml1 está fosforilada, es ubiquitinada y degradada 
(Fig. 9C) por el proteasoma 26S (Andreson et al. 2010). La degradación de la 
proteína Sml1 promueve un incremento en los niveles de dNTPs de hasta cuatro 
veces, permitiendo a la célula reparar el daño causado por el estrés genotóxico, 
asegurando así ́la progresión del ciclo celular. 
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3.5. Inactivación de orígenes de replicación tardíos  
En respuesta a estrés replicativo o daño en el DNA, el checkpoint de fase S 
impide la activación de nuevos orígenes de replicación. Se cree que esta respuesta 
de checkpoint tiene como objetivo evitar la parada de nuevas horquillas de 
replicación como consecuencia de un daño persistente o provocado por la 
























Figura 9 Esquema de la inducción de la enzima RNR. En condiciones de daño al DNA el checkpoint 
de fase S fosforila a Dun1, kinasa que induce la formación del complejo tetramérico RNR mediante 3 
vías: (A) Fosforila a Crt1, evitando que ejerza de represor transcripcional de RNR1, RNR2 y RNR3. (B) 
Fosforila y manda a degradación a Dif1, evitando que la subunidad R2 quede confinada en el núcleo 
celular. (C) Fosforila y envía a degradar a Sml1, inhibidor de Rnr1. 
Como vimos en el apartado de replicación, para que se disparen los orígenes de 
replicación licenciados en G1, es necesaria la actuación de las kinasas CDK y DDK. 
La kinasa Rad53 impide la activación de nuevos orígenes tardíos evitando la 
actuación de estas dos kinasas. Dicha inhibición se consigue a través de 2 dianas: 
Sld3 y Dbf4 (Zegerman & Diffley 2010). La fosforilación de Sld3 por la CDK es 
esencial para que Sld3 interaccione con Dpb11 y Cdc45 y tenga lugar el disparo de 
los orígenes de replicación (Zegerman & Diffley 2007). Recientemente se ha visto 
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que Sld3 es fosforilada por Rad53 en respuesta a daño en el DNA. Dicha 
fosforilación inhibe la interacción de Sld3 con Dpb11 y Cdc45 bloqueándose el 
disparo de los orígenes de replicación (Lopez-Maqueda et al. 2010; Zegerman & 
Diffley 2010). Por su parte, Dbf4 es la subunidad reguladora de la quinasa DDK 
(Dbf4 Dependent Kinase). La DDK fosforila a proteínas diana presentes en el origen 
siendo su función esencial en el inicio de la replicación del DNA. Se ha visto que en 
respuesta a estrés replicativo Rad53 fosforila a Dbf4 lo que inhibe el disparo de los 
orígenes de replicación tardíos. 
4. ORGANIZACIÓN DE LA CROMATINA EUCARIÓTICA 
El genoma de las células eucariotas se encuentra empaquetado en el núcleo en 
un complejo formado por DNA y proteínas, llamado cromatina. Los nucleosomas 
constituyen la subunidad básica de repetición de la cromatina. La existencia de los 
nucleosomas se pudo demostrar por primera vez mediante observación en  
microscopio electrónico, donde la fibra de cromatina de 11 nm se asemejaba a un 
collar, siendo los nucleosoma las cuentas (Fig. 1A) (Olins & Olins 1974; Woodcock 
et al. 1976). Cada nucleosoma está formado por un ¨core¨ o núcleo proteico, DNA 
espaciador y, en la mayoría de los casos, una histona H1 que une el DNA 
espaciador y el núcleo proteico del nucleosoma, estabilizándolo. La estructura del 
core del nucleosoma se conoce con resolución cristalográfica; está formado por un 
octámero que contiene dos copias de cada una de las histonas H2A, H2B, H3 y H4, 
alrededor de las cuales se enrollan hacia la izquierda 147 pb de DNA, dando 
aproximadamente 1,7 vueltas (Fig. 1B) (Van Holde et al. 1974; Luger et al. 1997; 
Richmond & Davey 2003). Estas estructuras se encuentran muy conservadas de 
levaduras a metazoos (White et al. 2001) y podrían suponer un impedimento en el 
acceso de la mayoría de factores al DNA. Los nucleosomas están conectados por el 
DNA llamado espaciador, que es mucho más accesible y presenta longitud que 
oscila entre 20 y 90 pb, dependiendo de la especie y del tipo celular (Van Holde 
1989). 
La cantidad de DNA que esta envolviendo el nucleosoma se determinó tras 
digerir cromatina con nucleasa micrococal (MNAsa), enzima que digiere el DNA 
espaciador, dejando intacto el DNA que queda protegido por las histonas. De esta 
manera, regulando la cantidad de MNAsa, se realizaron digestiones parciales del 
DNA espaciador, obteniéndose mononucleosomas, dinucleosomas, trinucleosomas, 
etc. (Hewish & Burgoyne 1973) y, tras separarlos en un gel de agarosa, se 
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comprobó que la longitud de las bandas era múltiplo del tamaño del 








Figura 10 Los nucleosomas, la unidad básica de la cromatina. (A) Fotografía de microscopía 
electrónica de la fibra de 11 nm o “collar de perlas”. Tomada de (Alberts et al. 1994). (B) Figura 
explicativa de la fibra de 11 nm observada en el apartado anterior. La doble hélice de DNA (gris) se 
enrolla sobre el octámero de histonas (azul), sujetándose con la histona H1 (amarillo). Los 
nucleosomas se encuentran separados por un fragmento de DNA espaciador. Imagen de 
(Mechanobiology Institute, Singapore).  
Aunque la mayor parte del DNA genómico está ocupado por nucleosomas, 
existen regiones de hipersensibilidad a la MNAsa que están parcial o totalmente 
desprovistas de ellos y reciben el nombre de	   regiones libres de nucleosomas 
(nucleosome-depleted regions, NDR). Estas NDRs suelen estar ligadas a regiones 
funcionales como promotores, sitios de origen de la transcripción y orígenes de 
replicación (Almer & Hörz 1986; Bell et al. 2011; Berbenetz et al. 2010; Eaton et al. 
2010). 
El reciente desarrollo de tecnologías como los microarrays de DNA y la 
secuenciación masiva, ha permitido el mapeo de nucleosomas a nivel de genoma 
completo en muchos organismos, incluyendo levaduras (Yuan et al. 2005; Lee et al. 
2007; Lantermann et al. 2009; Tsankov et al. 2010). Estos mapas genómicos de 
nucleosomas en levaduras y en otros organismos han ayudado a establecer la 
distribución de nucleosomas y NDRs. Los nucleosomas posicionados tienden a estar 
separados a una distancia fija uno del otro, con pequeños tramos de DNA 
espaciador entre ellos. Puesto que el tamaño del DNA espaciador difiere entre 
especies, la distancia promedio entre los puntos centrales de nucleosomas 
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adyacentes varía, siendo aproximadamente 165 pb en S. cerevisiae (Lee et al. 2007; 
Mavrich et al. 2008).  
A la hora de analizar la distribución de los nucleosomas en un genoma, es 
importante definer los conceptos de posicionamiento y ocupación. Los nucleosomas 
están “posicionados”, cuando se localizan en la misma secuencia en todas las 
células de la población, y “no posicionados”, cuando se encuentran sobre 
secuencias diferentes en las distintas células de la población. Por su parte, el 
término “ocupación” se refiere a la presencia o ausencia de nucleosomas sobre una 
secuencia genómica dada (Fig. 11). 
Ocupación 
Posicionamiento 
Señal                
ND
R 
Alta   Baja                                        Alta  
Alto                                                     Bajo  
 
Figura 11 Ocupación y posicionamiento. En esferas grises se representan los nucleosomas que se 
encuentran sobre la misma secuencia de DNA (línea verde) en una población de 12 células.  Los 
términos ocupación y posicionamiento vienen explicados en el texto. Los picos azules representan la 
señal que se obtendría tras el análisis informático. Modificada de (Pugh 2010).  
Todos los procesos biológicos en los que se requiere DNA como molde 
ocurren en un contexto rodeados de cromatina. Algunas de las características de la 
cromatina, como el posicionamiento de nucleosomas, puede restringir el acceso a 
determinadas regiones del DNA, limitando los sitios disponibles para la unión de 
proteínas (Bai & Morozov 2010). Esto probablemente contribuye al pequeño número 
de regiones a las que se une ORC, entre 200-400 a pesar de que existen casi 10000 
motivos ACS (Xu et al. 2006; Eaton et al. 2010). Experimentos clásicos en el origen 
de replicación ARS1 demostraron que si se posiciona de manera artificial un 
nucleosoma sobre el ACS se impide la unión de ORC (Simpson 1990) sugiriendo 
que el nucleosoma gobierna sobre la accesibilidad de ORC al ACS. Más 
recientemente se ha establecido que, de manera característica, la cromatina de los 
orígenes de replicación presenta 2 nucleosomas bien posicionados flanqueando el 
ACS (Eaton et al. 2010; Berbenetz et al. 2010). Estos experimentos demuestran que 
la estructura de la cromatina interfiere en la unión de ORC. 
La cromatina no es una estructura estática sino que las histonas son 
constantemente ensambladas y desensambladas sobre el DNA. Durante el 
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reemplazamiento, a veces se sustituyen las histonas canónicas por otras variantes 
proporcionando nuevas propiedades a regiones específicas de la cromatina (Sarma 
& Reinberg 2005). Además, en la estructura del nucleosoma quedan expuestas las 
colas N-terminales de las histonas que pueden sufrir modificaciones covalentes 
postraduccionales que modulan de forma indirecta la unión de proteínas a la 
cromatina, y tienen un papel clave en la regulación de aquellos procesos celulares 
que requieran acceso al DNA como la transcripción, la replicación y la reparación 
(Zentner & Henikoff 2013).  	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El trabajo presentado en esta tesis doctoral pretende contribuir al 
conocimiento de la regulación de la replicación en respuesta a daño en el DNA o 
estrés replicativo, así como de los factores implicados en el programa temporal de 
replicación en la levadura de gemación Saccharomyces cerevisiae.  
Los objetivos principales de este trabajo son: 
1. Estudiar el mecanismo molecular por el que el checkpoint de fase S 
estabiliza las horquillas de replicación y reanuda la síntesis de DNA una 
vez se ha eliminado el estrés replicativo o genotóxico. 
2. Estudiar la organización y dinámica de los nucleosomas de los orígenes 
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1. MECANISMO DE REGULACIÓN DE Exo1 POR EL CHECKPOINT DE FASE S 
Cómo se ha mencionado en Introducción, existen evidencias que apuntan a 
que Exo1 se fosforila en respuesta a MMS (Smolka et al. 2007), así como en 
respuesta a daño telomérico (Morin et al. 2008), aunque en el momento de inicio del 
presente trabajo esta regulación por fosforilación no estaba caracterizada.  
En primer lugar quisimos comprobar las condiciones en las que Exo1 se 
fosforila durante la fase S, bien en respuesta a estrés replicativo o bien en respuesta 
a daño en el DNA causado por agentes genotóxicos.  
1.1. Exo1 se fosforila durante la fase S en respuesta a daño 
genotóxico o estrés replicativo 
Para comprobar si Exo1 se fosforila en respuesta a estrés genotóxico quisimos 
ver si se producía algún cambio en la movilidad electroforética de la proteína en 
dichas condiciones. Para ello, sincronizamos en G1 cultivos que expresaban Exo1 
etiquetada con el epítopo HA,  los liberamos en fase S en presencia de MMS  y 
tomamos muestras a distintos tiempos (Fig. 12A).  Tras extraer las proteínas, 
separarlas en geles de poliacrilamida y detectar Exo1-HA mediante inmunoblot con 
el anticuerpo anti-HA, no vimos ningún indicio de que la proteína estuviera 
fosforilada, aún cuando el checkpoint de fase S se había activado como demuestra 
la fosforilación de Rad53 observada en la Fig. 12B como un retardo en la movilidad 
electroforética. 
Para descartar que el epítopo HA pudiese estar afectando la movilidad de la 
proteína repetimos el proceso con cepas en las que Exo1 estaba etiquetada con 
otros epítopos como FLAG, PK y MYC; a su vez, modificamos las condiciones de 
electroforesis, variando el porcentaje del gel en acrilamida/bisacrilamida (7,5%, 
10%), y el tiempo, voltaje y amperaje de la carrera, pero en ningún caso detectamos 
cambios en su movilidad electroforética (Fig. 12B y datos no mostrados). 
Al mismo tiempo  se publicó un trabajo en el que se mostraba la fosforilación 
de Exo1 al analizar extractos de la proteína etiquetada con MYC en geles a los que 
se les había añadido la sustancia Phos-tagTM (Engels et al. 2011). Este compuesto 
forma bolsillos de cationes divalentes en los que quedan embebidos los grupos 
fosfatos de las proteínas fosforiladas. Decidimos intentar reproducir estos resultados 
con la cepa Exo1-MYC. Para comenzar, comprobamos que el epítopo MYC no 
afecta a la estabilidad de la proteína, ya que en un ensayo de gotas en presencia de 
MMS, la cepa con la proteína etiquetada se comporta igual que la silvestre y no 
presenta el fenotipo de sensibilidad de la cepa de deleción de EXO1 (Fig.13A). Acto
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Figura 12  No se detectan cambios en la movilidad electroforética de Exo1 durante la fase S en 
presencia de MMS tras separación mediante electroforesis en gel de poliacrilamida. (A) Análisis 
del contenido en DNA mediante citometría de flujo de cultivos sincronizados en G1 y liberados en fase 
S en presencia de MMS de cepas EXO1-HA, EXO1-FLAG o EXO1-MYC. (B) Análisis de inmunoblot de 
Rad53, o  Exo1 de las cepas indicadas en (A). 
seguido, utilizamos esta cepa para realizar una cinética en la cual sincronizamos el 
cultivo en G1 y liberamos en fase S, tanto en ausencia como en presencia de HU o 
MMS (Fig.13B). Se tomaron muestras a diferentes tiempos para análisis de 
citometría  de flujo y electroforesis tanto en geles de poliacrilamida con y sin Phos-
tagTM. En los análisis de citometría observamos cómo a diferencia de lo que sucede 
en una fase S sin perturbar, las muestras procedentes de fase S en presencia de 
MMS ven ralentizada la replicación de su DNA, mientras que en presencia de HU la 
replicación se bloquea debido a la depleción de dNTPs, tal y cómo había sido 
previamente descrito (Tercero & Diffley 2001) (Fig. 13C). Además, el análisis de 
fosforilación de Rad53 mediante inmunoblot indicaba que el checkpoint se activa 
durante la fase S específicamente en presencia de MMS o HU (Fig. 13C). En los 
geles sin Phost-tagTM de nuevo no detectamos alteraciones significativas en la 
movilidad electroforética de Exo1, mientras que en presencia de Phos-tagTM los 
cambios son muy aparentes. Así, vemos una banda basal de Exo1 (Fig. 13D, 
señalada con una flecha negra), una banda definida retardada en todas las muestras 
analizadas, desde la muestra procedente de cultivo logarítmico, hasta la 
sincronizada en G1 y en fase S normal (Fig. 13D, señalada con una flecha granate), 
y un patrón de bandas retardadas exclusivo de las muestras donde el checkpoint se 
ha disparado (Fig.13D), indicando que, en respuesta a daño en el DNA o estrés 
replicativo, Exo1 presenta alguna modificación postraduccional con carga negativa 
que no éramos capaces de detectar en ausencia de Phos-tagTM.  
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Figura 13 Exo1 se fosforila durante la fase S en presencia de HU o MMS. (A) Ensayo de gotas de 
diluciones seriadas de las cepas indicadas a concentraciones crecientes de  MMS. (B) Esquema del 
experimento: Células EXO1-MYC se sincronizaron en G1 y el cultivo se dividió en tres condiciones 
diferentes para analizar su progresión en una fase S sin daño genotóxico o en presencia de 0.033% 
MMS o 200mM HU (C) Análisis de citometría de flujo de las muestras recogidas a los tiempos indicados 
en estas tres condiciones. (D) Inmunoblot de las muestras tomadas en el experimento del apartado B. 
La electroforesis para la detección de Exo1-MYC, Rad53 y PGK se realizó en geles de acrilamida 7.5%. 
Para la detección de bandas retardadas de Exo1-MYC se utilizaron geles de poliacrilamida de 7.5 % 
con Phos-tagTM. La flecha negra señala la banda basal de Exo1, la flecha granate señala una banda de 
Exo1 retardada que aparece en todas las muestras, mientras que el corchete indica el patrón de 
bandas retardadas que aparecen específicamente en las muestras procedentes de MMS y HU. (E) 
Ensayo fosfatasa de una muestra de la cepa EXO1-MYC recogida a los 60 min en fase S en presencia 
de 0,033% MMS. 
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Para comprobar si se trataba de modificaciones por fosforilación decidimos 
hacer un ensayo fosfatasa. Para ello, tomamos muestras de cultivos sincrónicos a 
los 90 min de fase S en presencia de MMS. Las proteínas se extrajeron en TCA y, 
posteriormente se cambiaron a otro tampón no desnaturalizante que permitiese la 
actividad de la proteína λ fosfatasa. Es interesante destacar que el patrón de bandas 
retardadas de Exo1 es dependiente de las condiciones de extracción de proteínas, y 
así, aunque en todos los casos aparece retardo, el patrón que observamos en la 
figura 13E es sensiblemente diferente al observado anteriormente (Fig.13D). Tras el 
tratamiento con la fosfatasa, las bandas retardadas en el gel desaparecen y toda la 
proteína Exo1 colapsa en una única banda, por lo que podemos confirmar que se 
trataba de bandas de fosforilación. 
1.2. La fosforilación de Exo1 en respuesta a daño genotóxico y estrés 
replicativo es dependiente de Rad53 
Seguidamente quisimos saber cuál es la proteína kinasa que fosforila a 
Exo1. Dado que dicha fosforilación ocurre en condiciones en las que el checkpoint 
de fase S está activo, quisimos ver si tenía relación con las kinasas sensora y 
efectora que actúan en esta vía de señalización. Para ello, repetimos el proceso esta 
vez extrayendo las muestras de mutantes mec1 y rad53. Ambas proteínas kinasas 
son esenciales, dado que afectan a la síntesis de dNTPs, por lo que su deleción es 
letal. Sin embargo, este efecto negativo en la síntesis de nucleótidos se puede 
contrarrestar delecionando SML1, por tanto los dobles mutantes de deleción 
sml1mec1 y sml1rad53 si son viables.  
Si nos fijamos en primer lugar en el análisis de citometría, vemos que en los 
mutantes del checkpoint, y a diferencia de lo que ocurre en la cepa control,  la 
progresión por la fase S en presencia de MMS es más rápida (Fig. 14A) ya que no 
inhiben la activación de los orígenes de replicación tardíos tal y cómo ha sido 
descrito previamente (Desany et al. 1998; Tercero & Diffley 2001). Además, en el 
inmunoblot correspondiente al gel con Phos-tagTM, observamos que la deleción de 
SML1 no afecta la fosforilación de Exo1. Por el contrario,  en los mutantes mec1 y 
rad53, Exo1 no es fosforilada (Fig. 14B). Puesto que en el mutante rad53, Mec1 está 
presente y Exo1 no se fosforila, concluimos que la fosforilación de Exo1 es 
dependiente de Rad53.  
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Figura 14 La fosforilación de Exo1 es dependiente de las kinasas del checkpoint de fase S. 
Análisis de citometría de flujo (A) y de fosforilación de Exo1 en geles con Phos-tagTM (B). Las muestras 
analizadas proceden de cultivos Δsml1EXO1-MYC, Δsml1Δrad53EXO1-MYC y Δsml1Δmec1EXO1-
MYC, que tras ser sincronizados en G1, son liberados en fase S en presencia de MMS (A). 	  
1.3. Identificación de sitios de fosforilación de Exo1  
La siguiente pregunta que quisimos abordar fue qué residuo o residuos son 
fosforilados por Rad53 in vivo. Para tratar de responder a esta pregunta, en el 
laboratorio se disponía de unos datos provenientes de un análisis de fosforilación in 
vitro de Exo1 usando un “peptide array”. Brevemente, esta aproximación consistió 
en incubar una membrana en la que estaba representada la totalidad de la 
secuencia proteica de Exo1 en péptidos de 20 aminoácidos, con la proteína Rad53 
recombinante procedente de E. coli y en presencia de P32. Los resultados obtenidos 
de este ensayo kinasa identificaron 6 residuos de fosforilación de Exo1 por Rad53 in 
vitro (Fig.15). Había sido descrito previamente que tanto el residuo S393 como el 
S587 se fosforilaban in vivo en respuesta a estrés genotóxico o telomérico (Smolka 
et al. 2007; Morin et al. 2008), lo que indicaba que era una buena aproximación para 








Figura 15 Sitios de fosforilación de Exo1 identificados mediante ensayo kinasa in vitro de un 
“peptide array”.  
Quisimos comprobar si estos 6 residuos de Exo1 que se fosforilan por Rad53 
in vitro, lo hacen también in vivo. Con este fin decidimos generar anticuerpos 
fosfoespecíficos y construir cepas fosfomutantes de Exo1. 
Los fosfoanticuerpos fueron suministrados por el laboratorio del Dr. Diffley, 
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tras su generación por el servicio de anticuerpos de Cancer Research UK (CRUK).  
Así, obtuvimos 2 sueros policlonales de conejo por cada péptido fosforilado 
encontrado en el ensayo in vitro descrito en el párrafo anterior. Purificamos los 
anticuerpos fosfoespecíficos contra Exo1 de estos 12 sueros mediante 
cromatografía de afinidad. Para ello, eluímos cada anticuerpo en 4 fracciones ácidas 
que fueron cuantificadas posteriormente. En la figura 16A se muestra la 
concentración relativa de cada fracción de anticuerpo. Posteriormente, probamos la 
eficacia de estas fracciones purificadas reconociendo el péptido sintético contra el 
que se había producido mediante ensayos de “dot blot”, comparándolas con el suero 
preinmune y el suero inmune.  En el ejemplo de la figura 16B, observamos que el 
suero preinmune no reconoce a ninguno de los péptidos, el suero inmune reconoce 
preferentemente la versión fosforilada, y las distintas fracciones en las que está 
eluído el anticuerpo únicamente reconocen el péptido con el residuo S587 
fosfoforilado. Estos ensayos se realizaron utilizando los anticuerpos a distintas 
concentraciones. En el resto del trabajo, utilizamos únicamente las fracciones más 
concentradas y que reconocían en exclusividad el residuo fosforilado.  
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Figura 16 Análisis de la concentración y especificidad de los fosfoanticuerpos purificados. (A) 
Tabla que refleja la concentración cualitativa de las fracciones ácidas donde quedan eluídos los 
anticuerpos fosfoespecíficos. (B) Esquema (izq.) y resultado (dcha.) del ensayo de dot blot. Encima de 
una membrana de nitrocelulosa se sitúa una gota del péptido sin fosforilar (P) o fosforilado (pP) con la 
cantidad indicada. En este ejemplo, vemos la especificidad de las fracciones eluídas procedentes del 
suero 7 por el péptido fosforilado en la S587 (pS), ya que no reconoce a la serina sin fosforilar (S).  
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Seguidamente quisimos optimizar las condiciones para el uso de los 
anticuerpos con técnicas de inmunoblot. Probamos a resolver las muestras en geles 
de poliacrilamida simples (Fig.17A) y en geles con Phos-tagTM (Fig.17B), y también 
modificamos la concentración tanto de muestra como de anticuerpo (datos no 
mostrados). Sin embargo, en algunos casos no fuimos capaces de detectar ninguna 
banda del peso molecular de Exo1, mientras que en otros casos, el fosfoanticuerpo 
detectaba un amplio patrón de bandas, incluso en nuestro control negativo 
(extractos de muestras bloqueadas en G1), por lo que estos fosfoanticuerpos no son 
válidos para uso directo en inmunoblot. 
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Figure 17 Los anticuerpos fosfoespecíficos purificados de los sueros 1, 6 y 7 son capaces de 
inmunoprecipitar pExo1. Pruebas de detección de pExo1 por parte de los anticuerpos purificados de 
los sueros indicados en comparación con el anticuerpo anti-MYC en extractos de la cepa EXO1-MYC 
separados (A) en geles de acrilamida o (B) en geles con Phos-tagTM. (C) Análisis de citometría de flujo 
(Izq.) de la cepa EXO1-MYC que tras ser sincronizada en G1 es liberada en presencia de MMS. pExo1 
es inmunoprecipitada (dcha) de estas muestras con los anticuerpos fosfoespecíficos señalados y 
analizada por inmunoblot con el anticuerpo anti-MYC. 
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A continuación, utilizamos estos anticuerpos fosfoespecíficos para 
inmunoprecipitar Exo1 fosforilada (pExo1). Tras la inmunoprecipitación, la detección 
se producía al incubar la membrana con el anticuerpo anti-MYC. Como se muestra 
en la figura 17C, los sueros 1, 6 y 7 fueron capaces de inmunoprecipitar Exo1-MYC 
fosforilado en sus residuos pT249, pS393 y pS587 respectivamente. Esta 
inmunoprecipitación, era específica de las muestras recogidas en fase S en 
presencia de MMS, en el caso de los sueros 6 y 7, demostrando que estos 2 
residuos se fosforilan tanto in vitro como in vivo en respuesta a estrés genotóxico. 
Por otro lado, el suero 1 también inmunoprecipitaba Exo1-MYC en la muestra de G1, 
por lo que podría no ser fosfoespecífico o bien detectar alguna forma fosforilada de 
Exo1 que no es inducida en fase S en respuesta a daño en el DNA. En cualquier 
caso,  y dado que nos interesaba  la fosforilación de Exo1 dependiente del 
checkpoint de fase S, descartamos el suero 1 para nuestros estudios.	  	  
1.4. Análisis de fosfomutantes de Exo1 
1.4.1. Los fosfomutantes exo-6A/D presentan fenotipo parcial  
Otra forma de validar la fosforilación in vivo, fue mediante la construcción de 
cepas mutantes de Exo1 para estos 6 residuos de fosforilación S/T encontrados in 
vitro. Fueron mutaciones dirigidas hacia alanina, aminoácido que no se puede 
fosforilar, generando una cepa mutante de Exo1 no fosforilable a la que llamamos 
exo1-6A; y hacia ácido aspártico, aminoácido que posee una carga negativa y se 
asemeja a un residuo fosforilado permanentemente, creándose una cepa 
fosfomimética de Exo1 cuyo nombre es exo1-6D (Fig.18A). 
Para la construcción de estas cepas se amplificó el fragmento de DNA de 
EXO1 mutado gracias a la técnica de “overlap extensión PCR” (OE-PCR). Se 
diseñaron oligonucleótidos incluyendo en su secuencia el triplete de bases mutado 
hacia el aminoácido que se quería cambiar. Para esta mutagénesis dirigida, 
aprovechamos la degeneración del código genético y procuramos generar el menor 
cambio posible en el triplete de bases. Una vez generados los fragmentos de DNA 
de EXO1 con las mutaciones deseadas se utilizaron 2 estrategias para generar los 
mutantes de fosforilación, y en ambas se transformó la misma cepa de deleción de 
EXO1 (Δexo1::URA+). En la primera, el fragmento se introdujo en su propio locus, 
tras contraseleccionar en placas de FOA los transformantes positivos que hubiesen 
remplazado el marcador URA. En la segunda estrategia, la integración se produjo en 
el locus del gen HIS3 y bajo la regulación por un promotor de sobreexpresión 
inducible por galactosa. Como control del efecto de la sobreexpresión de EXO1, 
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también se integró el fragmento de EXO1 sin mutagenizar.  
En primer lugar, quisimos analizar el fenotipo de las diferentes cepas 
fosfomutantes de EXO1, por lo que realizamos un ensayo de gotas en presencia de 
MMS. Como se aprecia en la figura 18B y 18C, los clones exo1-6A y exo1-6D con 
independencia de la estrategia utilizada para su construcción, presentan una 
sensibilidad a MMS comparable a la de la cepa silvestre. Por esta razón, decidimos 
utilizar las cepas con la integración en su propio locus para comprobar el estado de 
fosforilación de las versiones Exo1-6A y Exo1-6D. 
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Figura 18	  Los mutantes exo1-6A y exo1-6D presentan la misma sensibilidad a MMS que la cepa 
silvestre. (A) Esquema de Exo1 donde se representa en cajas blancas y grises los dominios N e I 
nucleasa respectivamente, el dominio de unión a las proteínas Mlh1/Msh2 en la cajas negras y los 6 
residuos serina/treonina hacia alanina en rojo (izq.) o hacia aspártico en azul (dcha.). (B) Diluciones 
seriadas de distintos clones exo1-6A y exo1-6D en comparación con la proteína silvestre, plaqueados 
en presencia de MMS. (C) Ensayo de gotas de las cepas indicadas en placas con glucosa o galactosa 
a distintas concentraciones de MMS. 
En primer lugar, etiquetamos las cepas exo1-6A y exo1-6D con el epítopo 
MYC, y comprobamos que nuestros anticuerpos fosfoespecíficos no eran capaces 
de inmunoprecipitar la versión Exo1-6A, como se esperaría debido a la ausencia de 
fosforilación. En la Figura 15A se muestra un ensayo de inmunoprecipitación con el 
anticuerpo α-pS587, en paralelo con la cepa exo1-6A  y la cepa control EXO1-MYC. 
Como vemos en los extractos totales, no hay variación en la abundancia de la 
proteína no fosforilable con respecto a la silvestre. Sin embargo, comprobamos que 
56	   	  	  	  	  	  
	  
el anticuerpo únicamente inmunoprecipita Exo1 en la cepa control, puesto que el 
residuo S587 es una alanina en la cepa no fosforilable (Fig.19A). 
A continuación, nos preguntamos si el patrón de bandas de fosforilación de 
Exo1 fosfomimético y no fosforilable diferiría del de la proteína silvestre. Para 
analizar el estado de fosforilación de las proteínas Exo1-6A y Exo1-6D, tomamos 
muestras proteicas de cultivos sincronizados en G1 y a diferentes tiempos tras ser 
liberados en fase S en presencia de MMS y realizamos electroforesis en geles de 
poliacrilamida con y sin Phos-tagTM. Como vemos en la figura 19B (panel superior), 
Rad53 se fosforila a partir de 15 minutos en fase S en presencia de MMS en las tres 
cepas analizadas, lo que nos indica que las mutaciones exo1-6A y exo1-6D no 
afectan a la activación del checkpoint de fase S.  
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Figura 19 Análisis de fosforilación de los mutantes exo1-6A-MYC y exo1-6D-MYC. (A) 
Inmunoprecipitación de pExo1-S587 de las cepas EXO1-MYC y exo1-6A-MYC que, tras ser 
sincronizadas en G1, son liberadas en fase S en presencia de MMS. (B) Análisis de fosforilación de 
Exo1-MYC, Exo1-6A-MYC y Exo1-6D-MYC en geles de poliacrilamida con Phos-tagTM de cultivos 
sincronizados en G1 y liberados en fase S en presencia de MMS. Con los mismos extractos proteicos, 
separados en geles de poliacrilamida sin Phos-tagTM, realizamos inmunoblot para Rad53 y PGK como 
control de la activación del checkpoint y control de carga respectivamente.  
Mientras que Exo1 control, presenta el mismo patrón de bandas de 
fosforilación observado anteriormente (Fig. 2D), en Exo1-6A se mantiene la 
presencia de la banda basal pero el patrón de bandas de fosforilación disminuye 
drásticamente, si bien es cierto que aún quedan bandas retardadas en el gel. La 
banda basal de Exo1-6D presenta una movilidad electroforética diferente a la del 
control debido a la carga negativa de estos 6 aspárticos, y  además, aparecen 
bandas retardadas desde el inicio, incluso en la muestra de G1 que no ha estado 
expuesta al agente genotóxico. Sin embargo, a medida que avanza la fase S (60 y 
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90 min) las bandas retardadas se van acumulando. Este resultado nos plantea 
varias posibilidades: que además de la fosforilación estén teniendo lugar otras 
modificaciones postraduccionales con carga negativa o que en las versiones Exo1-
6A y Exo1-6D aún queden residuos susceptibles de fosforilación. 
Antes de investigar cual de las posibles opciones era más factible, quisimos 
analizar si el fenotipo de fosforilación presentado por los mutantes exo1-6A y exo1-
6D, aunque parcial, tendría algún efecto en la viabilidad de mutantes rad53 en 
presencia de daño en el DNA. 
Dado que la deleción de EXO1 suprime parcialmente la letalidad de los 
mutantes rad53 en MMS (Fig.20A y Segurado & Diffley 2008), analizamos si los 
mutantes no fosforilables o fosfomiméticos presentan algún fenotipo similar en dicho 
fondo genético. Para ello, se realizaron cruces genéticos entre el mutante rad53 y 
las cepas fosfomutantes en las que exo1-6A/D estaban integradas bajo su propio 
promotor, así como en las que estaban reguladas por el promotor GAL1. 
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Figura 20 La sobreexpresión de Exo1-6D-MYC rescata parcialmente la sensibilidad del mutante 
rad53 a MMS. (A), (B) y (C) Ensayo de diluciones seriadas en placas con MMS de las cepas indicadas. 
En (C) las placas contienen galactosa como fuente de carbono para inducir el promotor GAL1 de estas 
cepas. Las gotas de A, se ven ensanchadas.  
El ensayo de gotas de la figura 20B muestra que la letalidad de los mutantes 
rad53 en MMS es comparable en presencia de Exo1 silvestre o Exo1-6A o Exo1-6D 
cuando están regulados por su propio promotor. Sin embargo, en la figura 20C, 
vemos que la sobre-expresión de la versión Exo1-6A carece de efecto, mientras que 
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la sobre-expresión de la versión Exo1-6D fosfomimética rescata la viabilidad de los 
mutantes rad53 de manera similar a cómo lo hace la deleción de EXO1. Este 
resultado sugeriría un posible efecto inhibitorio de la fosforilación sobre Exo1. 
A continuación, quisimos analizar el papel de la fosforilación de Exo1 en la 
estabilización de las horquillas de replicación en mutantes rad53. Está descrito que 
la deleción de EXO1 evita el colapso de las horquillas de replicación de los mutantes 
rad53 en presencia de HU (Cotta-Ramusino et al. 2005), y si la fosforilación tuviese 
un efecto inhibitorio sobre Exo1, la versión fosfomimética exo1-6D podría suprimir el 
colapso de horquillas en mutantes rad53. Para comprobar dicha posibilidad, 
analizamos mediante electroforesis bidimensional de DNA la activación del origen de 
replicación ARS305. El cultivo se sincronizó en G1 y posteriormente se liberó en 
fase S en presencia de HU (Fig. 21A). En primer lugar, comprobamos que el orígen 
ARS305 está activo a los 30 minutos de entrada en fase S, ya que puede apreciarse 
el arco de replicación activo que corresponde a las burbujas de replicación, y que 
éstas se acumulan en las inmediaciones del origen como consecuencia de la 
depleción de dNTPs provocada por la acción de la HU (Fig. 21B, 30 y 60 min). Tal y 
como se había descrito (Cotta-Ramusino et al. 2005), el arco de burbujas 
desaparece en la cepa Δrad53 a partir de los 60 min, interpretándose como el 
colapso de las horquillas de replicación. En el caso del doble mutante de deleción 
Δrad53Δexo1, el arco de burbujas se mantiene, corroborando que la deleción de 
EXO1 rescata el colapso de las horquillas de replicación del mutante Δrad53 en HU. 
Al analizar los intermediarios de replicación de la cepa Δrad53exo1-6D observamos 
un fenotipo similar al de mutante Δrad53, puesto que el arco de burbujas es casi 
indetectable a los 90 y 120 minutos en HU. Por tanto, exo1-6D no suprime el 
colapso de las horquillas de replicación del mutante Δrad53. 
Dado que la mutación exo1-6D era capar de recuperar parcialmente la 
viabilidad del mutante Δrad53 únicamente en condiciones de sobreexpresión, que 
era incapaz de evitar el colapso de las horquillas de dicho mutante, y que las 
versiones exo1-6A/D aún presentaban cierta regulación postraduccional apreciable 
en geles de Phos-tagTM, decidimos que su fenotipo parcial no permitía concluir el 
efecto de la fosforilación de Exo1 y optamos por abordar otra estrategia. 
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Figura 21 exo1-6D-MYC no suprime el colapso de las horquillas de replicación del mutante 
rad53. (A) Análisis de citometría de flujo de las cepas Δsml1 Δrad53 EXO1-MYC, Δsml1 Δrad53 Δexo1 
y Δsml1 Δrad53 exo1-6D-MYC que fueron sincronizadas en G1 y liberadas en fase S en presencia de 
HU 200mM. (B) Análisis de los intermediarios de replicación del origen ARS305 mediante electroforesis 
bidimensional de las muestras indicadas en (A). 
1.4.2. Los fosfomutantes exo1-24D presentan fenotipo similar a la 
deleción de EXO1 
Puesto que los análisis de fosforilación de los mutantes exo1-6A y exo1-6D 
sugerían que podrían haber sitios de fosforilación adicionales en estas versiones, 
decidimos mutar todos los sitios potenciales de fosforilación por Rad53 presentes en 
Exo1. Los residuos serina o treonina potenciales de fosforilación seleccionados 
seguían el motivo de fosforilación descrito por Smolka et al. 2007, es decir residuos 
S/T-Ψ donde Ψ es un aminoácido hidrofóbico como fenilalanina, leucina, isoleucina y 
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valina. En la secuencia proteica de Exo1 hay presentes 702 aminoácidos, 97 de los 
cuales son serina o treonina y únicamente 24 cumplen el criterio de la secuencia 
descrita (Fig. 15A). De manera similar a lo descrito en la construcción de los 
mutantes 6A/6D, aprovechamos la degeneración del código genético para modificar 
lo menos posible el triplete de bases nitrogenadas. Diseñamos una versión que 
codificase hacia alanina y otra hacia ácido aspártico y encargamos a la empresa 
GeneWiz la síntesis de los fragmentos de DNA. 
Tras transformar la cepa Δexo1::URA y contra seleccionar en FOA, se 
comprobaron diversos clones cuyo fenotipo se analizó mediante ensayos de 
sensibilidad a MMS en placa (Fig. 22B). En primer lugar, observamos que los 24 
residuos S/T elegidos no son esenciales para la función de la proteína, ya que la 
ausencia de función provoca sensibilidad a MMS (Tran et al. 2007) que  la cepa con 
la versión de Exo1 no fosforilable (Exo1-24A) no presenta. Cabe destacar, que la 
cepa exo1-24A es incluso más resistente a MMS que la cepa silvestre. Por el 
contrario, la cepa fosfomimética presenta un marcado fenotipo de sensibilidad a 
MMS, similar al del mutante de deleción de EXO1, (Fig. 22B) lo que sugiere que la 
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Figura 22 La mutación exo1-24D confiere sensibilidad a MMS similar a  la deleción de EXO1. (A) 
Esquema de la proteína Exo1 donde, además de los dominios de la proteína, se representa la 
localización de los 24 residuos mutados hacia alanina (izq.) o hacia aspártico (dcha.). (B) Análisis de 
sensibilidad a MMS de 2 clones exo1-24A-MYC y exo1-24D-MYC en comparación con EXO1 silvestre y 
delecionada.  
A continuación, quisimos descartar que aún quedasen residuos de 
fosforilación que pudieran regular la proteína. Una vez que pusimos el epítopo MYC 
a estas versiones de Exo1 y corroboramos su diferente sensibilidad a MMS (Fig. 
23A), realizamos cinéticas sincrónicas en fase S en presencia de HU y MMS. Tras 
analizar por citometría de flujo las muestras tomadas, observamos que el perfil de 
FACs en la cepa control y en exo1-24A es muy parecido mientras que la cepa exo1-
24D presenta un población con mayor contenido en DNA, principalmente en 
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presencia de MMS (Fig.23B). 
Después de analizar las muestras proteicas por inmunoblot vemos, en primer 
lugar, que el checkpoint está activo ya que Rad53 está fosforilado en las muestras 
tomadas en presencia de HU y MMS (Fig.23C). Analizando la movilidad 
electroforética de Exo1 de estas cepas en geles con Phos-tagTM (Fig.23C), 
observamos que la banda basal de Exo1-24A migra a la misma posición que la 
proteína silvestre, mientras que Exo1-24D, presenta una mayor carga negativa y por 
tanto queda retartada en el gel. Además, se puede apreciar una banda retardada de 
Exo1 en todas las muestras, con independencia de la cepa y del momento del ciclo 
en la que ha sido obtenida, al igual que ocurre en una cepa silvestre tal y como se 
muestra en la figura 2D. Sin embargo, no se observan bandas de fosforilación 
específicas de la activación del checkpoint en ninguna de las 2 cepas fosfomutantes. 
Por último, podemos afirmar que las  24 mutaciones puntuales no afectan a la 
degradación o inestabilidad de las proteínas mutagenizadas, ya que presentan la 
misma abundancia que la proteína salvaje. 
Dado que parecía que habíamos eliminado los residuos de Exo1 que se 
fosforilan de manera dependiente de Rad53 en respuesta a daño en el DNA, nuestro 
siguiente paso fue analizar el fenotipo que estos fosfomutantes presentarían en un 
fondo rad53. 
En lo referente a la sensibilidad a estrés replicativo y daño genotóxico 
crónico de los mutantes de fosforilación en un fondo defectivo para el checkpoint de 
fase S, realizamos un ensayo de gotas. Como se muestra en la figura 17A, el control 
Δsml1 apenas es sensible a estas drogas, mientras que el mutante Δrad53 es 
incapaz de sobrevivir a la dosis empleada tal y cómo se había descrito previamente 
(Weinert et al. 1994). Cuando centramos nuestra atención en los fosfomutantes, 
vemos que la cepa Δrad53exo1-24A-MYC se comporta de manera similar al mutante 
Δrad53, mientras que las 24 mutaciones de Exo1 hacia aspártico rescatan 
parcialmente su letalidad en MMS. Este resultado indicaría que la fosforilación de 
Exo1 regularía de forma negativa a la proteína y, contribuiría a la viabilidad de estos 
mutantes en presencia de daño en el DNA. Sin embargo, este hecho no ocurre en 
HU, del mismo modo que la deleción de EXO1 rescata el colapso de horquillas de 
mutantes rad53 en HU pero no su viabilidad (Cotta-Ramusino et al. 2005), por lo que 
nos preguntamos que correlación habría entre la viabilidad y la estabilidad de las 
horquillas de replicación en esta cepa. 
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Figura 23 Análisis de fosforilación de los mutantes exo1-24A-MYC y exo1-24D-MYC. (A) Ensayo 
de sensibilidad de las cepas EXO1-MYC, exo1-24A-MYC y exo1-24D-MYC a concentraciones 
crecientes de MMS (superior) o HU (inferior). (B) Análisis del contenido en DNA por citometría de flujo 
de las cepas del apartado (A) que, tras ser sincronizadas en G1, son liberadas en fase S en presencia 
de MMS (izq.). o de HU (dcha.). (C) Ensayo de western blot de muestras proteicas procedentes de la 
cinética analizada en (B). Como control de la activación del checkpoint usamos α-Rad53 y como control 
de carga, α-PGK o la tinción con rojo Ponceau. Además para analizar la fosforilación de las distintas 
versiones de Exo1 etiquetada con MYC, utilizamos geles con Phos-tagTM.  
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Con el fin de analizar los intermediarios de replicación de estos mutantes de 
fosforilación en un fondo defectivo para el checkpoint realizamos geles 
bidimensionales. Como ya se mostró anteriormente en la figura 14B, el mutante 
Δrad53 pierde la integridad de los intermediarios de replicación correspondientes a 
la burbuja replicativa, mientras el doble mutante de deleción Δrad53Δexo1 los 
mantiene estables. En lo referente a los fosfomutantes, comprobamos que, al igual 
que en el ensayo de gotas, la cepa con Exo1-24A no fosforilable se comporta de 
manera similar a la que tiene Exo1 silvestre y las horquillas de replicación colapsan 
en ausencia de Rad53. Por el contrario, Exo1-24D fosfomimética es capaz de 
suprimir el colapso de las horquillas de replicación de los mutantes Δrad53 de 
manera similar a la deleción de EXO1 (Fig. 24C).  
Estos resultados indican que la regulación de Exo1 por fosforilación está 
implicada en la estabilidad de horquillas de replicación de los mutantes rad53 en 
presencia de estrés replicativo, pero aparentemente no en su viabilidad. El hecho de 
que las cepas continúen siendo hipersensibles a HU, sugiere que en presencia de 
estrés replicativo además del mantenimiento de la estabilidad de horquillas de 
replicación vía fosforilación de Exo1, deben existir otros mecanismos implicados en 
el mantenimiento de la viabilidad. Estas vías de regulación alternativas se abordarán 
en el siguiente apartado de resultados. 
1.5. Papel biológico de la fosforilación de Exo1 
Hasta este momento, nuestros resultados indicaban que Exo1 se regula por 
fosforilación dependiente de Rad53 y que dicha fosforilación  afecta la estabilidad de 
las horquillas de replicación, si bien el mecanismo por el que esto ocurría no estaba 
claro y quisimos profundizar en su estudio. 
A priori, barajamos varias posibilidades como que la fosforilación de Exo1 podría 
afectar a la estabilidad de la proteína o incluso inducir su degradación, o bien 
cambiar su localización en la célula impidiéndole ejercer su función, o evitar o 
promover su interacción con otras proteínas o, por último, producir un cambio 
conformacional por el cual se vea afectada directamente su actividad catalítica. 
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Figura 24 Δrad53 exo1-24D-MYC presenta fenotipo similar al del mutante Δrad53 Δexo1. (A) 
Diluciones seriadas 1/5 de las cepas indicadas (todas en un fondo Δsml1) crecidas en placas de medio 
rico y medio con distintas concentraciones de MMS (sup.) e HU (inf.). (B) Análisis del contenido en DNA 
por citometría de flujo de las cepas Δrad53 EXO1-MYC, Δrad53 Δexo1, Δrad53 exo1-24A-MYC y 
Δrad53 exo1-24D-MYC, de muestras recogidas cada 30 min tras su liberación del factor α en medio 
rico con 200mM HU. (C) Análisis de intermediarios de replicación en el origen ARS305 mediante geles 
bidimensionales a los tiempos indicados.  
1.5.1. La fosforilación de Exo1 no afecta la estabilidad de la proteína ni 
induce su degradación. 
Respecto al posible efecto de la fosforilación de Exo1 en su estabilidad, podría 
darse un caso similar a lo que sucede con su homóloga en humanos hExo1b, donde 
la fosforilación de la proteína favorece su ubiquitinación y consiguiente degradación 
por el proteasoma (El-shemerly et al. 2008; El-Shemerly et al. 2005). 
Sin embargo, esta posibilidad fue descartada ya que, como se muestra en la 
figura 2D, cuando la proteína está fosforilada, los niveles de proteína no disminuyen. 
Tampoco observamos cambios en la abundancia de la proteína en ausencia de las 
kinasas del checkpoint MEC1 o RAD53 (Fig. 3A y 3B), situación en la que Exo1 no 
es fosforilada. Por último, el mutante exo1-24D-MYC, que mimetiza la forma 
fosforilada de Exo1, no presenta disminución en los niveles de proteína (Fig. 16C).  
1.5.2. Análisis de la localización de Exo1 
Dado que Exo1 ejerce su acción en el DNA, y está descrito que se asocia a 
horquillas de replicación bloqueadas (Cotta-Ramusino et al. 2005), pensamos que 
quizá su fosforilación podría alterar su patrón de localización. Con ese objetivo 
realizamos ensayos de inmunoprecipitación de cromatina (ChIP) acoplada a 
amplificación por RT-PCR de algunas regiones genómicas próximas a orígenes de 
replicación, donde se detienen las horquillas de replicación tras el tratamiento con 
HU. En la figura 22A se muestran las regiones analizadas. 
Para poner a punto las condiciones experimentales de los ensayos ChIP, utilizamos 
cepas etiquetadas en otras proteínas que viajan con el replisoma tales como Rfa1 
(subunidad de la proteína heterotrimérica RPA, que recubre el DNA de cadena 
sencilla) y Mcm7 (componente de la helicasa).  Como vemos en la figura 22B, la 
inmunoprecipitación de cromatina asociada a Rfa1-PK o Mcm7-HA mostró un claro 
enriquecimiento principalmente en la zona del origen de replicación temprano 
ARS305 tras 60 min de tratamiento con HU. Al realizar el mismo experimento con la 
proteína Exo1-MYC en paralelo con Rfa1-PK, uno de los controles positivos 
mostrados anteriormente, no se detectó asociación específica de Exo1 con la región 
asociada al origen de replicación analizado. Además, los valores obtenidos de la 
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proteína inmunoprecipitada son muy semejantes a los del control negativo del 
ensayo ChIP, dónde no hemos inmunoprecipitado la proteína (Fig. 22C). Para 
descartar que pudiera tratarse de un problema asociado al epítopo utilizado, 
construimos cepas en las que Exo1 estaba etiquetado con el epítopo PK, HA o 
FLAG. En todos los casos se obtuvo el mismo resultado negativo (Fig. 22D y datos 
no mostrados). 
Además, se llevaron a cabo distintas estrategias para intentar optimizar las 
condiciones de inmunoprecipitación, cómo incrementar la concentración de muestra 
y de anticuerpo, modificar los tiempos de tratamiento con formaldehido y de 
inmunoprecipitación, toma de muestras a distintos tiempos tras el tratamiento con 
HU, tanto en cepas RAD53+ como en cepas rad53, y en ningún caso fuimos capaces 
de detectar Exo1 asociada a horquillas de replicación bloqueadas (datos no 
mostrados). Pudiera ser que la unión de Exo1 al DNA sea transitoria y lábil y haga 
difícil reproducir los resultados previamente publicados sobre la localización de Exo1 
en horquillas de replicación (Cotta-Ramusino et al. 2005). Debido a esta limitación 
técnica, el efecto de la fosforilación de Exo1 en su localización no pudo abordarse. 
1.5.3. El mutante exo1-24D  tiene afectada su actividad nucleasa 
Una opción por explorar era que la fosforilación de Exo1 produjese un cambio 
conformacional en la proteína tal que afectase directa o indirectamente su actividad 
catalítica nucleasa. Para ahondar al respecto, decidimos comparar nuestros 
mutantes de fosforilación con mutantes de actividad nucleasa. En la literatura se 
había descrito una mutación en el residuo aspártico 173 de Exo1 (D173A) que 
elimina la actividad nucleasa, así como una mutación en el residuo glutámico 150 
(E150D) que genera una proteína sin actividad 5´à3´exonucleasa pero con cierta 
actividad flapendonucleasa (Phuoc T. Tran et al. 2002), así que introdujimos las 
versiones mutantes exo1-D173A o exo1-E150D en su propio locus  para obtener 
dichos mutantes puntuales (Fig. 18A). Tras analizar su fenotipo mediante ensayo de 
gotas en presencia de MMS, vemos que el mutante fosfomimético exo1-24D es tan 
hipersensible a MMS como el mutante de deleción (Δexo1) o los mutantes catalíticos 
(exo1-E150D y exo1-D173A), mientras que la cepa exo1-24A no fosforilable se 
asemeja a la silvestre (Fig. 18B). Estos resultados indicarían que la actividad 
nucleasa de Exo1 es necesaria para la viabilidad en presencia de MMS, y que el 
mutante exo1-24D tiene probablemente afectada dicha actividad. 
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Figura 25 Localización de distintos componentes de replisoma. (A) Representación esquemática 
de las parejas de oligonucleótidos utilizados en las reacciones de RT-PCR. (B) Inmunoprecipitación de 
cromatina asociada a Rfa1-PK y MCM7-HA seguida de RT-PCR (C) ChIP y RT-PCR de Rfa1-PK y 
Exo1-MYC de la misma muestra procedente de la cepa RFA1-PK EXO1-MYC. (D) Cuantificación por 
RT-PCR de la unión de Exo1-MYC y Exo1-PK a las distintas regiones analizadas. 













Figura 26 exo1-24D-MYC presenta sensibilidad a MMS similar a los mutantes de actividad 
nucleasa. (A) Representación esquemática de las mutaciones E150D (izq.) y D173A (dcha.) en Exo1. 
(B) Diluciones seriadas de las cepas indicadas crecidas en placas de medio rico y 0.015 % MMS.  
Como ya se comentó en la introducción, RAD27 codifica para una 
flapendonucleasa que comparte con Exo1 la función de procesar los fragmentos de 
Okazaki. Se ha descrito que los mutantes Δrad27Δexo1 y Δrad27exo1-D173A no 
son viables, probablemente porque no podrían llevar a cabo esta función esencial, 
mientras que la cepa Δrad27exo1-E150D es viable ya que exo1-E150D conserva 
cierta actividad flap-endonucleasa (Phuoc T Tran et al. 2002) necesaria para el 
procesamiento de los fragmentos de Okazaki. Utilizamos esta herramienta genética 
para obtener información sobre la actividad nucleasa de los fosfomutantes, 
analizando la interacción genética entre la deleción de RAD27 y los distintos 
mutantes de Exo1. Como se observa en la figura 19A, todas las esporas 
procedentes del cruce entre Δrad27 y EXO1+ son viables, mientras que las 
procedentes de los cruces entre Δrad27 y Δexo1 o exo1-D173A presentan una 
letalidad del 25 % que se corresponde con la letalidad sintética anteriormente 
descrita (Phuoc T Tran et al. 2002). Por el contrario, las esporas procedentes del 
cruce entre Δrad27 y exo1-E150D son todas viables, y las de genotipo Δrad27exo1-
E150D forman colonias de muy pequeño tamaño, probablemente debido a tener 
abolida su actividad exonucleasa y conservar cierta actividad flap-endonucleasa. Es 
interesante observar que lo mismo sucede con las esporas Δrad27 exo1-24D, lo cual 
indica que Exo1-24D tiene efectivamente afectada su actividad nucleasa, pero 
además nos diría que de manera similar a Exo1-E150D, conserva actividad 
flapendonucleasa, ya que de lo contrario sería sintético letal con la deleción de 
RAD27. Finalmente, las esporas Δrad27 exo1-24A son viables y presentan colonias 
ligeramente más pequeñas que las formadas por Δrad27 EXO1 (Fig. 18A). 
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Para analizar en detalle el fenotipo de crecimiento que presentan Δrad27exo1-
24A, Δrad27 exo1-24D y Δrad27 exo1-E150D, realizamos un test de gotas en medio 
rico a 25 ºC  y 30 ºC. Como se puede observar en la figura 18B, el mutante 
Δrad27exo1-24A presenta una tasa de crecimiento semejante a Δrad27 EXO1+, lo 
que sugiere que este mutante podría tener defectos en la germinación de las 
esporas, y no durante el crecimiento vegetativo, ya que una vez formadas las 
colonias su crecimiento es indistinguible de la cepa Δrad27 EXO1+. Por el contrario, 
las cepas, Δrad27 exo1-24D y Δrad27 exo1-E150D, presentan un marcado fenotipo 
de crecimiento lento, lo que indica que existen defectos de crecimiento asociados a 
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Figura 27 exo1-24D-MYC tiene afectada la actividad nucleasa. (A) Análisis de tétradas de diploides 
procedentes de cruces de distintas versiones de EXO1 con el mutante Δrad27. Foto realizada a los 3 
días de la germinación de las esporas a 30ºC (izq.). Representación esquemática de los genotipos 
(dcha.) donde los círculos negros representan Δrad27 y (+) indica EXO1, Δexo1, exo1-24A, exo1-24D, 
exo1-E150D, exo1-D173A según el cruce. (B) Diluciones seriadas 1/5 de las cepas indicadas crecidas 
durante 48 h en placas de medio rico a 25 y 30 ºC. 
A continuación nos planteamos si en ausencia de Exo1, o de su actividad 
catalítica, el checkpoint de fase S se activaría correctamente, puesto que se ha 
descrito que en el caso del checkpoint de G1 es necesaria la presencia de Exo1 
para su correcta activación (Balogun et al. 2013). Para contestar a esta pregunta,  
etiquetamos las cepas exo1-E150D y exo1-D173A con el epítopo MYC, y realizamos 
una toma de muestras de cultivos sincronizados en G1,y liberados posteriormente 
en fase S en presencia de MMS. Las muestras fueron analizadas por citometría de 
flujo e inmunoblot. Como observamos en la figura 23A, Rad53 sufre un retardo en su 
migración electroforética en presencia de MMS, lo que indica que está fosforilada. 
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Este resultado indica que la presencia de Exo1 o su actividad catalítica no se 
requiere para la correcta activación del checkpoint de fase S en respuesta a daño en 
el DNA.  
Al mismo tiempo, analizamos si la fosforilación de Exo1 en estos mutantes que 
carecen de actividad catalítica sería comparable a la de la proteína silvestre. Como 
era de esperar, no detectamos a Exo1 en la cepa de deleción, mientras que en las 
cepas sin actividad catalítica se observan unos niveles de proteína similares entre 
ellas y la proteína silvestre (Fig. 2D y Fig. 16C). Por último, vemos que estas cepas 
presentan un patrón de bandas retardadas en geles de Phos-tagTM igual al de la 
proteína silvestre (Fig. 2D y Fig. 16C). Este resultado indica que la fosforilación de 
Exo1 sucede con independencia de que la proteína tenga o no actividad. 
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Figura 28 Activación del checkpoint de fase S en ausencia de Exo1 o de su actividad catalítica. 
(A) Cultivos de exo1-E150D-MYC, exo1-D173A-MYC y Δexo1 fueron sincronizados en G1 y liberados 
en fase S en presencia de MMS a concentración 0,033 %. Se tomaron muestras para analizar la 
progresión de estos cultivos en el ciclo celular midiendo su contenido en DNA mediante citometría de 
flujo (izq.). Además se tomaron muestras para realizar extracción de proteínas que fueron analizadas 
mediante western blot en geles de poliacrilamida con y sin Phos-tagTM (dcha.).  
 Dado que, tanto el mutante de deleción de EXO1 como el fosfomutante exo1-
24D son capaces de suprimir parcialmente la letalidad de un mutante rad53 en 
presencia de MMS (Segurado & Diffley 2008 y Fig. 17A), debido seguramente a que 
mantienen las horquillas de replicación estables (Cotta-Ramusino et al. 2005 y Fig. 
17D), y tras comprobar que los mutantes de actividad nucleasa comparten dicho 
fenotipo (Segurado and Diffley 2008 y Fig. 21A), nos preguntamos si también serían 
capaces de suprimir el colapso de las horquillas de replicación en ausencia de 
RAD53. Al analizar los intermediarios de replicación mediante geles bidimensionales 
de las cepas Δrad53 exo1-E150D y Δrad53 exo1-D173A, observamos como ambas 
cepas mantienen el arco de burbujas de replicación a lo largo de la fase S en 
presencia de HU (Fig. 21C). Este resultado indica que las mutaciones E150D y 
D173A en el dominio nucleasa de Exo1 rescatan el colapso de las horquillas de 
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replicación en HU de los mutantes rad53, de manera similar a cómo lo hace la 
deleción de EXO1 o la versión fosfomimética exo1-24D.  
Como la mutación E150D genera una proteína que conserva actividad flap-
endonucleasa, y dado que el mutante rad53 exo1-E150D mantiene horquillas de 
replicación estables, podemos concluir que la actividad flapendonucleasa de Exo1 
no parece intervenir en el colapso de las horquillas, siendo suficiente suprimir la 
actividad 5´à3´exonucleasa de Exo1 para evitar el colapso de las horquillas de los 
mutantes rad53. Este resultado es de gran relevancia, ya que podría ayudar a 
comprender los eventos que tienen lugar en una horquilla de replicación bloqueada y 
las reacciones enzimáticas que conllevan a su colapso. 
1.5.4. Exo1 interacciona con las proteínas 14-3-3 de manera 
dependiente de Rad53 
Durante el desarrollo de la presente tesis doctoral se publicó un trabajo en el 
que se demuestra que Exo1 interacciona físicamente con las proteínas Bmh1 y 
Bmh2, proteínas de andamiaje pertenecientes a la familia 14-3-3, en presencia de 
HU (Andersen et al. 2012). Esta interacción nos pareció interesante porque las 
proteínas 14-3-3 actúan integrando diferentes rutas de señalización, interaccionan 
preferentemente con proteínas fosforiladas, y en presencia de HU, contexto en el 
que se describió dicha interacción, sabemos que el checkpoint de fase S está 
activado y que Exo1 se encuentra fosforilada. Sin embargo, dicha interacción se 
analizó en cultivos sincrónizados en fase S con HU y, por tanto, no se podía concluir 
si la interacción ocurría debido a la activación del checkpoint o si sucedía de manera 
habitual durante la fase S y se veía como consecuencia de la sincronización del 
cultivo por bloqueo de HU. Decidimos solventar esta duda, realizando experimentos 
de co-inmunoprecipitación (Co-IP) entre Exo1 y Bmh1,2 en muestras tomadas de un 
cultivo sincrónico en distintos momentos del ciclo (Fig.23A). 
Para comenzar, construimos las cepas pertinentes en un fondo de deleción de 
la proteasa PEP4, para disminuir la degradación de los extractos proteicos obtenidos 
en condiciones nativas. En la figura 15B se puede observar que al inmunoprecipitar 
Exo1-MYC, Bmh1-PK coinmunoprecipita exclusivamente en las muestras de fase S 
tratadas con HU (Fig. 23B). Quisimos confirmar la interacción entre estas dos 
proteínas inmunoprecipitando esta vez Bmh1-PK. Como observamos en la figura 
23C, Exo1-MYC coinmunoprecipita con Bmh1-PK específicamente en presencia de 
HU. Puesto que está descrito que las proteínas del complejo 14-3-3 interaccionan 
con proteínas fosforiladas (Muslin et al. 1996), y dado que Exo1 está fosforilada en  
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Figura 29 Exo1-E150D-MYC y Exo1-D173A-MYC rescatan el colapso de las horquillas de 
replicación del mutante rad53. (A) Diluciones seriadas 1/5 de las cepas indicadas, todas en un fondo 
genético Δsml1, sembradas en placas con MMS (sup.) o HU (inf.). (B) Citometría de flujo del contenido 
en DNA de las cepas Δrad53 Δexo1, Δrad53 exo1-E150D-MYC y Δrad53 exo1-D173A-MYC, que fueron 
sincronizadas en G1 y liberadas en fase S en presencia de HU. (C) Análisis de los intermediarios de 
replicación de las muestras tomadas en (B) procedentes del origen ARS 305. 
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presencia de estrés replicativo, una posibilidad sería que la fosforilación de 
Exo1 regulase la interacción con Bmh1. Por este motivo, decidimos resolver la 
muestra obtenida del ensayo de Co-IP en geles con Phos-tagTM , y observamos que 
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Figura 30 Bmh1-PK y Exo1-MYC co-inmunoprecipitan durante la fase S en presencia de HU. (A) 
Esquema del experimento diseñado, según el cual el cultivo es sincronizado en G1 y liberado en fase S 
en presencia o ausencia de HU. Los recuadros indican donde se tomaron las muestras para las 
inmunoprecipitaciones. (B) Inmunoprecipitación de Exo1-MYC a partir de extractos celulares totales 
(WCE). Western blot de extractos totales y de la fracción inmunoprecipitada (IP α-MYC), utilizando el 
anticuerpo α-MYC para confirmar la inmunoprecipitación, y α-PK para detectar la interacción con 
Bmh1-PK. (C) Inmunoprecipitación de Bmh1-PK y detección por inmunoblot con α-PK  o α-MYC . 
Análisis de fosforilación de Exo1 en WCE y fracciones IP en geles con Phos-tagTM. 
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Además, repetimos el experimento utilizando una cepa en la que Exo1 no 
pueda ser fosforilada, como le ocurre al mutante rad53. En este caso, se 
compararon las interacciones entre Bmh1 y Exo1 en presencia o ausencia de 
Rad53, en un fondo genético comparable Δsml1. Esta vez observamos cómo la 
interacción que se produce entre Exo1 y Bmh1 desaparece casi por completo en 
ausencia de Rad53 y, por tanto, de fosforilación de Exo1 (Fig. 24A). 
El hecho de que la fosforilación de Exo1 esté involucrada en la interacción con 
las proteínas 14-3-3, y que pueda de alguna manera regular la función de la 
proteína, no excluye el resto de posibles mecanismos de regulación comentados en 
los apartados anteriores, y es posible que la fosforilación de Exo1 implique 
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Figura 31 Pérdida de la interacción entre Bmh1-PK y Exo1-MYC en ausencia de Rad53. (A) 
Inmunoprecipitación de Exo1-MYC y detección de Bmh1-PK de cultivos de las cepas Δpep4 Δsml1 
EXO1-MYC BMH1-PK y Δpep4 Δsml1 Δrad53 EXO1-MYC BMH1-PK sincronizados en G1 y liberados 
en fase S en presencia o ausencia de HU 200 mM.  
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En conjunto, nuestros resultados indican que la fosforilación de la nucleasa 
Exo1 afecta negativamente a la actividad catalítica de la proteína, y que a su vez 
tiene un papel importante en la interacción de Exo1 con las proteínas 14-3-3, 
aunque la función biológica de dicha interacción durante la respuesta a estrés 
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2. ANÁLISIS DE REINICIO DE HORQUILLAS DE REPLICACION EN 
MUTANTES rad53 
Como vimos en el apartado anterior, la deleción de EXO1 suprime el colapso de 
las horquillas de replicación de los mutantes rad53 en presencia de HU (Cotta-
Ramusino et al. 2005), pero no su letalidad (Cotta-Ramusino et al. 2005; Segurado & 
Diffley, 2008). Además, el defecto en el reinicio de horquillas de replicación que 
presenta el mutante rad53 no se suprime al eliminar Exo1. 
Por este motivo, y como ya se comentó anteriormente en la memoria,  era 
posible que hubiese otro mecanismo implicado en el mantenimiento de la viabilidad 
y en el reinicio de horquillas de replicación bloqueadas de los mutantes rad53 en 
presencia de estrés replicativo, que actuaría de manera dependiente de Rad53 pero 
independiente a su papel en la estabilización de las horquillas de replicación vía 
Exo1. 
2.1. La expresión de ciertas subunidades del complejo RNR suprime la 
letalidad del mutante rad53 en HU 
Entre las funciones que desempeña Rad53 cuando se activa el checkpoint de 
fase S, está la inducción de genes de respuesta a daño, entre los que se encuentra 
la ribonucleótido reductasa (RNR). Dado que la HU inhibe específicamente este 
complejo enzimático, su expresión podría ser necesaria para mantener la viabilidad 
de los mutantes rad53 en condiciones de estrés replicativo. Por este motivo, 
decidimos construir cepas mutantes Δrad53 que portaban subunidades adicionales 
de la RNR integradas bajo el promotor inducible GAL1, y poder analizar el efecto de 
la inducción de dichas subunidades en su viabilidad. En la figura 25A podemos 
observar por tinción con azul de Coomassie la sobreexpresión de las subunidades 
RNR1-4 únicamente en presencia de galactosa. 
Se ha descrito que la sobreexpresión de RNR1 aumenta los niveles de 
dNTPs (Chabes & Stillman 2007) y esto repercute en la viabilidad de los mutantes 
rad53 en condiciones vegetativas, sin embargo, no tiene ningún efecto en su 
viabilidad en condiciones de estrés replicativo (Liu et al. 2003). Este es el resultado 
que observamos en la figura 25B, y así la sobreexpresión de RNR1 no rescata la 
viabilidad del mutante Δrad53 en presencia de HU. 
 











GAL      




Δrad53 GAL-RNR1! 	  
Figura 32 La sobreexpresión de la subunidad RNR1 no suprime la letalidad de los mutantes 
rad53 en presencia HU. (A) Extractos proteicos de cultivos crecidos en presencia de glucosa o 
galactosa se separaron en geles de 7,5 ó 12 % de acrilamida y posteriormente se tiñeron con azul de 
Coomassie. (B) Ensayo de gotas de las cepas indicadas en presencia o ausencia de HU 10 mM en 
placas que contenían glucosa o galactosa como fuente de carbono para apagar o activar el promotor 
GAL1. 
 Repetimos el mismo ensayo de viabilidad para todas las subunidades de 
RNR, y observamos que la sobreexpresión individual de las distintas subunidades 
de RNR no tiene efecto en la recuperación de viabilidad de los mutantes defectivos 
para el checkpoint en presencia de HU (figura 26A). Sin embargo, cuando este 
mismo análisis se llevó a cabo con cepas que sobreexpresaban simultáneamente 
varias subunidades se observó que la co-expresión de las subunidades pequeñas 
RNR2 y RNR4 aumentaba la resistencia a HU de los mutantes Δrad53 (Fig. 26B). 
Del mismo modo, la combinación de subunidades grandes y pequeñas (RNR3-2-4 o 
RNR1-2-4) mejoraba significativamente la viabilidad del mutante en estas 
condiciones (Fig. 26C). 
Para descartar que el efecto que veíamos era debido al aumento en el 
número de subunidades expresadas, construimos una cepa Δrad53 que presentaba 
1, 2 o 3 copias de la misma subunidad RNR1 inducible en diferentes regiones del 
genoma, y en ningún caso se suprimía la sensibilidad a HU (Fig. 26D). Este 
resultado nos indica que el rescate de la viabilidad no es debido al aumento en el 
número de subunidades expresadas sino a la combinación escogida. Asimismo, 
vemos en la figura 26C cómo células que sobreexpresan combinaciones que no 
incluyen RNR2 y RNR4 de manera simultánea, son tan sensibles a HU como las 
células Δrad53. 
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Figura 33 Efecto de la expresión de diferentes subunidades de RNR en la viabilidad de los 
mutantes rad53 en presencia de estrés replicativo. Diluciones seriadas 1/ 5 en glucosa o galactosa 
con o sin HU 10 mM de mutantes rad53 que sobreexpresan las distintas subunidades de RNR de 





























Figura 34 La co-expresión de subunidades largas y cortas de RNR contribuye a la viabilidad de 
mutantes rad53 en presencia de estrés replicativo. (A) Ensayo de sensibilidad a distintas 
concentraciones de HU de las cepas indicadas sembradas en placas de YP suplementadas con 
glucosa (panel superior) o galactosa (inferior). (B) Ensayo de gotas de las cepas indicadas en 
presencia de glucosa o galactosa. 
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En definitiva, es necesaria la inducción de la expresión de las subunidades 
pequeñas 2 y 4 para rescatar la viabilidad del mutante rad53 en presencia de estrés 
replicativo. Este fenotipo se mejora de manera significativa si inducimos también 
cualquiera de las subunidades grandes RNR1 o RNR3 (Fig. 27A), indicando que la 
expresión conjunta de subunidades largas y pequeñas de la RNR es importante para 
la supervivencia al estrés replicativo en ausencia de un checkpoint funcional. Por 
último, es necesario recalcar que la inducción de diferentes subunidades de RNR 
tiene un efecto tóxico en la célula y produce un fenotipo de crecimiento lento como el 
observado en YPGal en la figura 27B, por lo que el aumento de viabilidad de estas 
cepas en presencia de HU es aún más significativo. 
2.2. La deleción de EXO1 contribuye junto con la expresión de RNR a la 
viabilidad de los mutantes rad53 tratados con HU  
A pesar de que la deleción de EXO1 no es suficiente para recuperar la viabilidad 
de los mutantes Δrad53 en presencia de HU, nos preguntamos si tendría alguna 
contribución en la supervivencia de los mutantes Δrad53 en condiciones de 
sobreexpresión de RNR. Como vemos en la figura 28A, la deleción de EXO1 
incrementa significativamente la viabilidad de estos mutantes tratados con HU en 
condiciones de inducción de RNR. Estos resultados sugieren que existen varios 
mecanismos, dependientes de Rad53, como  la inactivación de Exo1 y la inducción 
de las distintas subunidades del complejo RNR que favorecen la viabilidad en 
presencia de estrés replicativo.  
2.3. La correcta localización de las subunidades del complejo RNR favorece la 
supervivencia del mutante rad53 en presencia de HU 
Además de inducir su transcripción, Rad53 media la degradación de dos 
reguladores negativos de RNR, Sml1 y Dif1. Como ya se comentó anteriormente, 
SML1 esta delecionado en nuestro fondo genético,  para suprimir la letalidad 
ocasionada por la deleción de RAD53. Sin embargo Dif1, que es degradado en 
respuesta a estrés replicativo para permitir la correcta localización de las 
subunidades Rnr2 y Rnr4 (Lee et al. 2008), estaba presente en nuestras cepas y, 
quisimos estudiar si la deleción de DIF1 contribuiría a la supervivencia en estas 
condiciones. Como vemos en el ensayo de gotas de la figura 28B, la deleción de 
DIF1 mejora la viabilidad de los mutantes Δrad53 GAL-3-2-4 Δexo1	  tratados con HU, 
únicamente en presencia de galactosa. Este resultado indicaría que no sólo la 
inducción de las distintas subunidades de RNR, sino también su correcta 
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localización subcelular mediada por Dif1, contribuyen a mejorar la supervivencia 
celular de los mutantes Δrad53 en presencia de HU. 
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Figura 35 Diferentes mecanismos contribuyen a la viabilidad de los mutantes rad53 en presencia 
de estrés replicativo. (A) Ensayo de sensibilidad de las cepas indicadas a concentraciones de HU 10, 
15 y 20 mM. (B) Igual que en el apartado A pero a concentraciones de 10 y 20 mM HU. En ambos 
casos, las placas de YP se suplementan con glucosa (panel superior) o galactosa (panel inferior) para 
inducir o reprimir el promotor GAL1 respectivamente.  
2.4. La expresión de RNR promueve  el reinicio de la replicación tras 
estrés replicativo en mutantes rad53 en ausencia de EXO1. 
En los datos mostrados hasta ahora hemos visto que la inducción de RNR 
produce un incremento en la viabilidad de los mutantes rad53 en presencia crónica 
de HU. Este aumento de viabilidad podría correlacionar con un reinicio en la 
replicación que permitiría la duplicación del genoma, por lo que quisimos explorar si 
la expresión de RNR en ausencia de EXO1 contribuiría al reinicio de la síntesis de 
DNA de los mutantes Δrad53 tras la parada en HU. En los ensayos de gotas 
realizados hasta ahora, contamos con la desventaja de que la inducción de las 
subunidades sucede a la vez que la inhibición de RNR por HU,  puesto que es un 
tratamiento crónico, por lo que no se podía determinar si la expresión de las 
subunidades de RNR se requería durante o después del tratamiento con HU. Para 
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discernir entre estas dos posibilidades analizamos el reinicio de la replicación en 
mutantes rad53 que expresan RNR exclusivamente tras el tratamiento con HU 
durante una única fase S.  
Analizamos la progresión de la replicación midiendo el contenido en DNA por 
citometría de flujo, de muestras provenientes de cultivos sincronizados en G1 
utilizando rafinosa como fuente de carbono y posteriormente tratados con 200 mM 
de HU durante 3h para asegurar que todas las células habían comenzado la fase S 
en su presencia. Por último, los cultivos fueron liberados de HU en medio con 
glucosa o galactosa para promover ahora la represión o inducción de los genes RNR 
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Figura 36 La inducción de RNR1 no suprime el defecto de reinicio de la síntesis de DNA del 
mutante Δrad53 tras el bloqueo en HU. (A) Representación esquemática de la cinética, en la que se 
sincroniza en G1 el cultivo crecido en YP suplementado con rafinosa, se libera del bloqueo en G1 y se 
trata con 200mM HU durante 3h. Posteriormente, el cultivo se divide en dos y se libera en medio rico 
fresco utilizando glucosa (represión) o galactosa (inducción) como fuente de carbono. (B), (C) Análisis 
del contenido en DNA por citometría de flujo de muestras de las cepas RAD53+ , Δrad53 GAL-RNR1 y 
Δrad53 Δexo1 GAL-RNR1 recogidas a distintos tiempos durante el experimento descrito en el apartado 
(A). En la parte inferior se muestra el análisis de la inducción de la subunidad Rnr1 mediante 
inmunoblot, así como la cantidad de PGK y de proteínas totales (tinción con rojo Ponceau) que se 
utilizaron como controles de carga. 
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Cuando realizamos este experimento con la cepa RAD53+, observamos que 
tras el bloqueo en HU, la cepa es capaz de completar la replicación del DNA 
independientemente de la fuente de carbono utilizada (Fig. 37B). Sin embargo, el 
mutante Δrad53 es incapaz de alcanzar un contenido en DNA 2C, a pesar de la 
inducción de RNR1, y/o la ausencia de EXO1 (Fig. 37C) indicando que estas células 
no consiguen completar la fase S.	  	  
A continuación, observamos como la expresión de las subunidades 
pequeñas del complejo RNR, solas (RNR2-4) o en combinación con alguna de las 
subunidades grandes (RNR2-3-4 o RNR1-2-4), no es suficiente para que el mutante 
Δrad53 complete la replicación (Fig. 30A), pero sí cuando se combinan con la 
deleción de EXO1, lo que permite a las células alcanzar un contenido en DNA 2C a 
los 180 minutos tras la liberación de la HU en presencia de galactosa (Fig. 30B). De 
hecho, la cepa Δrad53Δexo1 recupera un 37 % de viabilidad al sobreexpresar las 
subunidades RNR2-3-4 tras un tratamiento agudo con HU (Fig. 30C). Se trata de un 
porcentaje importante en el aumento de la viabilidad, teniendo en cuenta que la 
sobreexpresión de RNR afecta negativamente al crecimiento (Fig. 27B). Además, es 
importante destacar que este aumento de viabilidad sólo se observa tras la 
inducción de RNR durante la recuperación, y no cuando las células se siembran en 
placa inmediatamente después del tratamiento con HU. Todos estos datos nos 
indican que tanto la inducción de RNR como la deleción de EXO1 son necesarios 
para que los mutantes rad53 consigan reiniciar la replicación y duplicar su genoma 
tras el tratamiento con HU. 
Por último, comprobamos que la deleción de DIF1 en combinación con la 
deleción de EXO1 contribuye a que un mutante Δrad53 que expresa RNR duplique 
su DNA en menos tiempo, y así,  la cepa Δrad53Δexo1GAL-RNR2-3-4 alcanza un 
contenido en DNA 2C en sólo 2h tras la liberación de la HU en presencia de 
galactosa (frente a las 3h de la cepa DIF1+) (Fig. 38). Este resultado nos indica que 
la inhibición de Dif1 y, por tanto, la correcta localización de Rnr2 y Rnr4 en la célula, 
tienen también un papel en la restauración de la replicación tras el bloqueo en HU. 
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Figura 37 La inducción de las subunidades RNR2-4, 2-4-3 ó 2-4-1 en ausencia de EXO1 
promueve el reinicio de la replicación del mutante Δrad53 tras un bloqueo en HU. (A) y (B) 
Análisis mediante citometría de flujo de la progresión por fase S de las cepas indicadas. Los cultivos 
crecieron en YPRaf se sincronizaron en G1, y tras 3h de bloqueo en YPRaf con HU a 200 mM, se 
liberaron en medio rico con glucosa (panel izq.) o galactosa (dcha). En la parte inferior vemos la 
inducción de Rnr1 o Rnr3 (según la cepa) y como controles de carga, la expresión de PGK y la tinción 
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con Ponceau. (C) Ensayo de viabilidad de la cepa Δrad53Δexo1GAL-RNR2-4-3 tras tratamiento con 
HU. Las células crecieron en YPRaf y se sincronizaron en G1 con αF. Posteriormente el cultivo se 
dividió en 2 y se incubó en medio YPGlc o YPRaf en presencia de 200 mM HU durante 3 h. Por último, 
liberamos los cultivos de la HU en YPGlc (columnas blancas) o YPGal respectivamente (columnas 
negras). La viabilidad se analizó en tres momentos de la cinética: durante la sincronización en G1, tras 
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Figura 38 La deleción de DIF1 favorece el reinicio de la replicación de la cepa Δrad53Δexo1GAL-
RNR2-4-3 tras un bloqueo en HU. Cuantificación del contenido en DNA mediante citometría de flujo 
de las cepas Δrad53 Δexo1 GAL-RNR2-4-3  y Δrad53 Δexo1 GAL-RNR2-4-3 Δdif1.  Los cultivos, 
previamente sincronizados en G1, pasaron 3h en YPRaf con HU a 200 mM. Después se liberaron en 
medio rico fresco suplementado con glucosa (izq.) o galactosa (dcha.). En la parte inferior se muestra la 
inducción de Rnr3 mediante western blot, así como la expresión de PGK y la tinción de la membrana 
rojo con Ponceau como controles de carga. 
Con todos los datos obtenidos podemos decir que la inducción de la respuesta 
transcripcional por parte del checkpoint de fase S, y en concreto la inducción del 
complejo RNR, es esencial para regular el reinicio de la replicación tras un bloqueo. 
Así, en respuesta a estrés replicativo, es necesario que Rad53 regule, por un lado, 
la estabilización de horquillas de replicación mediante la inhibición de Exo1, y, por 
otro, que promueva de nuevo la síntesis de DNA mediante la inducción y la 
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3. ANÁLISIS DE LA ESTRUCTURA DE LA CROMATINA EN ORÍGENES DE 
REPLICACIÓN 
Las células eucariotas replican el genoma a través de múltiples orígenes de 
replicación, lo que ha favorecido la evolución de genomas de mayor tamaño. Este 
hecho requiere una regulación precisa del disparo de orígenes para asegurar, en 
primer lugar, que estos orígenes se activen una única vez por ciclo celular para 
evitar re-replicar el DNA; y en segundo lugar, que se dispare el número suficiente de 
orígenes que permita la completa replicación del genoma. Como se ha mencionado 
en Introducción, el programa temporal de replicación es determinante para mantener 
la estabilidad del genoma (Shima et al. 2007), y se sabe que, al menos en parte, 
está relacionado con la estructura de la cromatina y modificaciones epigenéticas 
como la acetilación de histonas (Stevenson & Gottschling 1999; Vogelauer et al. 
2002; Knott et al. 2009; Aparicio et al. 2004). Por este motivo, decidimos examinar la 
interacción entre la organización de la cromatina, el programa temporal de 
replicación y la acetilación de histonas, y para ello, analizamos a nivel genómico la 
organización de nucleosomas en orígenes de replicación en presencia o ausencia 
de la deacetilasa de histonas Rpd3. Este objetivo ha sido desarrollado 
conjuntamente con Ignacio Soriano. 
3.1. Los orígenes de replicación tempranos y tardíos presentan diferentes 
perfiles nucleosómicos 
Primeramente, para analizar a nivel genómico la organización de la cromatina en 
regiones de orígenes de replicación, se generaron mapas de nucleosomas de alta 
resolución en colaboración con el laboratorio del Dr. Francisco Antequera, experto 
en esta materia. Esta parte experimental no se incluye dentro del contenido de esta 
Tesis, ya que fue llevada a cabo por otros autores, pero se comenta brevemente 
para ayudar a la comprensión de los experimentos realizados a continuación.  
Los datos de secuenciación masiva de DNA mononucleosómico procedente de 
un cultivo sincronizado en G1, fueron alineados frente al genoma de referencia de S. 
cerevisiae y tratados informáticamente para inferir los perfiles de nucleosomas del 
genoma completo. Se seleccionaron 317 regiones correspondientes a orígenes de 
replicación anotados, y se alinearon con respecto a la secuencia consenso ACS. El 
perfil promedio resultante posee una región libre de nucleosomas (NDR) que incluye 
el ACS, y está flanqueada por dos nucleosomas bien posicionados (-1 y +1) (Fig. 
39A), como ya se había descrito previamente en la literatura (Eaton et al. 2010). 
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A continuación, nos preguntamos si habría diferencias entre los perfiles 
nucleosomales de orígenes de replicación dependiendo de su tiempo de activación. 
Por esta razón, comparamos dos perfiles promedio atendiendo a si los orígenes de 
replicación se activan de manera temprana o tardía. Como vemos en la figura 32B 
los perfiles no son solapantes, sino que muestran diferencias. Para empezar, la NDR 
de los orígenes tempranos es más profunda y ancha. Además, los nucleosomas 




Figura 39 Los orígenes de replicación tempranos y tardíos muestran un patrón de organización 
nucleosomal distinto. (A) Perfiles agregados de mapas de nucleosomas de 317 regiones de orígenes 
de replicación +/- 1 kb en G1. (B) Perfiles nucleosomales comparativos de orígenes de replicación 
tempranos (azul) y tardíos (verdes). En el eje de las X se representa la distancia al ACS en pares de 
bases, mientras que en el eje de las Y se indica la ocupación relativa de nucleosomas. 	  
De estos datos se podría presuponer una relación entre el tiempo del disparo de 
los orígenes y su organización cromosómica. Quisimos continuar indagando en esta 
posible relación utilizando mutantes que tengan alterado su programa replicativo. 
3.2. La deleción de la deacetilasa de histonas RPD3 aumenta la 
accesibilidad de la cromatina en los orígenes de replicación 
Se  sabe que la modificación de las histonas influye en el programa de disparo 
de orígenes de replicación. De hecho, un aumento en la acetilación de las histonas, 
provocado por la deleción de la deacetilasa de histonas RPD3, se corresponde con 
un adelanto en el tiempo de activación de diversos orígenes de replicación 
(Vogelauer et al. 2002). Puesto que nuestros datos indicaban la existencia de una 
correlación entre el tiempo de disparo de orígenes y su organización nucleosómica, 
nos preguntamos si la acetilación de histonas podría modificar el programa temporal 
de replicación porque altera la estructura de la cromatina en orígenes de replicación. 
A B 
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Para averiguarlo, se realizaron mapas de nucleosomas en G1 del mutante Δrpd3, y 
se compararon con los obtenidos de una cepa silvestre en las mismas condiciones.  
En primer lugar quisimos comprobar que el programa replicativo de este mutante 
Δrpd3 estaba alterado. Para confirmarlo, analizamos la activación de orígenes de 
replicación en fase S en presencia de HU mediante geles bidimensionales. La HU 
ralentiza el avance de la replicación, y favorece por tanto el análisis de 
intermediarios de replicación en la región del origen, y además induce la activación 
del checkpoint de fase S que inhibe la activación de los orígenes tardíos. En el 
origen de replicación temprano ARS305 (Fig. 40A), se observan intermediarios de 
replicación que migran en la posición del arco de burbujas de replicación en ambas 
cepas, lo que indica que el origen se ha disparado. Sin embargo, mientras que en la 
cepa silvestre la señal del arco de replicación activa es mayor a los 45 min, en el 
mutante Δrpd3 la señal destaca más a los 30 min, indicando que la activación del 
origen ocurrió antes en ausencia de RPD3. Cuando analizamos el origen tardío 
ARS603 (Fig. 40B), observamos que la cepa silvestre no presenta intermediarios de 
replicación en esa región puesto que en presencia de HU el checkpoint de fase S 
regula la inhibición de los orígenes de replicación tardíos, mientras que en el 
mutante Δrpd3 se observa ligeramente el arco de burbujas, indicando que en este 
mutante el origen se activó antes de que se desencadenase la respuesta de 
inhibición por parte del checkpoint, cómo estaba descrito (Aparicio et al. 2004). Esta 
señal es muy débil, lo que nos sugiere que el disparo del origen tardío ARS603 
sucedió solamente en una pequeña proporción de células de la población. También 
analizamos la activación de orígenes y el avance de las horquillas de replicación 
inmunoprecipitando la subunidad Rfa1 de RPA, componente del replisoma, y 
analizando el DNA al que estaba unido mediante RT-PCR (Fig. 40C). Comprobamos 
que en la cepa silvestre, a los 60 min de tratamiento con HU, el replisoma se 
encuentra en torno al origen ARS305, mientras que en el mutante Δrpd3, las 
horquillas ya se han desplazado a 5 kb de distancia, lo que indica que se activó con 
anterioridad en esta cepa. Ambos experimentos confirman un adelanto en el disparo 
del origen de replicación ARS305 en la cepa carente de RPD3, tal y cómo había sido 
descrito (Vogelauer et al. 2002). 
Una vez que habíamos comprobado que el programa temporal estaba alterado 
en el mutante Δrpd3 en las condiciones de trabajo empleadas, se procedió a analizar 
la organización de la cromatina en regiones de orígenes de replicación tal y cómo 
hemos descrito para la cepa silvestre. El perfil promedio de los nucleosomas en 
regiones de orígenes de células bloqueadas en G1 presenta el mismo patrón que la 

















Figura 40 El mutante rpd3 presenta un programa de replicación adelantado con respecto a la 
cepa silvestre. Las cepas RPD3+ y Δrpd3 se sincronizaron en G1 y se liberaron en fase S en presencia 
de 200mM HU, condición en la que se tomaron muestras cada 15 min para analizar, mediante 
electroforesis bidimensional, los intermediarios de replicación de la región correspondiente a los 
orígenes ARS305 (A) y ARS603 (B). (C) Inmunoprecipitación de cromatina asociada a Rfa1-PK de 
cultivos sincrónicos de las cepas RPD3+ y Δrpd3 durante 1h en fase S en presencia de HU 200mM. El 
DNA obtenido se amplificó por RT-PCR utilizando juegos de oligonucleótidos que anillaban en la región 
del origen ARS305 y en las posiciones adyacentes a +5 y +12 Kb. 
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cepa silvestre: una NDR que abarca la zona del ACS y los dos nucleosomas 
adyacentes bien posicionados (Fig. 41A). También observamos que los orígenes de 
replicación tempranos y tardíos muestran un patrón diferente al analizarlos de 
manera independiente (Fig. 41B), por lo que podemos concluir que la diferencia en 
el perfil nucleosómico entre orígenes tempranos y tardíos es independiente de RPD3 
Sin embargo, al comparar los perfiles de nucleosomas pertenecientes a la cepa 
control y al mutante Δrpd3 se pone de manifiesto que aunque los perfiles promedio 
de regiones que no son orígenes de replicación son prácticamente idénticos en 
ambas cepas (Fig. 42B),  los perfiles de nucleosomas de orígenes de replicación no 
lo son (Fig. 42A). Así, en el mutante de deleción de RPD3 la NDR es más amplia, 
mientras que la ocupación de los nucleosomas adyacentes disminuye. A raíz de este 
resultado, se cuantificó la anchura de las NDR de 320 secuencias correspondientes 
o no a orígenes de replicación, y se observó que el tamaño de la NDR aumenta en 























































Figura 41 El patrón nucleosomal específico de orígenes de replicación tempranos y tardíos es 
independiente de RPD3. (A) Perfiles agregados de nucleosomas de 318 regiones de orígenes de 
replicación +/- 1 kb del mutante Δrpd3 en G1. (B) Perfiles nucleosomales comparativos de orígenes de 
replicación tempranos (rojos) y tardíos (amarillos) del mutante Δrpd3.	  
 
Quisimos ver si estas diferencias encontradas en los orígenes de replicación, 
eran aplicables a los orígenes tempranos, tardíos o a ambos. Por ello, el patrón 
nucleosomal de ambos tipos de orígenes se comparó por separado en ambas cepas 
y se observó que el tamaño de la NDR aumenta en el mutante Δrpd3 tanto en 
orígenes tempranos (Fig. 42D) como tardíos (Fig. 42E). Este aumento en el tamaño 
de la región libre de nucleosomas queda reflejado en la gráfica de la figura 36F. 
Este efecto de ampliación de la NDR que vemos en los perfiles agregados de 
nucleosomas, lo podemos observar también en orígenes de replicación concretos 
como es el caso del ARS603 y ARS423. Como observamos en la Figura 35G, las 
NDR se ensanchan en el mutante Δrpd3. Además disminuye la ocupación del 
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nucleosoma +1. Asimismo, vemos que estos cambios coinciden con una 
hiperacetilación de la lisina 12 de la histona H4 (datos obtenidos de Robyr et al. 
2002). Sin embargo, se trata de cambios locales, que no afectan a la mayoría de los 























































































Posición relativa al ACS (bp) Posición relativa al centro de la NDR (bp)
Posición relativa al ACS (bp) Posición relativa al ACS (bp)
	  
Figura 42 La accesibilidad de los orígenes de replicación aumenta en un mutante rpd3. (A) 
Perfiles agregados de nucleosomas de 318 regiones de orígenes de replicación de la cepa silvestre 
(celeste) y Δrpd3 (naranja) bloqueadas en G1. (B) Perfiles agregados de nucleosomas de 320 regiones 
no correspondientes a orígenes de replicación de la cepa silvestre (celeste) y Δrpd3 (naranja) en G1. 
(C) Tamaño de la anchura de la NDR de las regiones analizadas en (A) y (B). (D) Comparación de 
perfiles de nucleosomas agregados de secuencias correspondientes a orígenes de replicación 
tempranos en la cepa silvestre (azul) y Δrpd3 (rojo). (E) Igual que en D, pero comparando regiones de 
orígenes tardíos de RPD3 (verde) y rpd3 (amarillo). (F) Promedio del tamaño de la NDR de estas cepas 
en orígenes de replicación tempranos (izq.) y tardíos (dcha.). (G) Patrón de nucleosomas de la región 
que contiene el ARS603 (izq.) o el ARS423 (dcha.) en la cepa silvestre (azul) o en el mutante Δrpd3 
(rojo). Los rectángulos azules representan genes, los rojos el ARS y la línea roja el ACS. Los rombos 
verdes representan las regiones hiperacetiladas del mutante Δrpd3 según los datos de Robyr et al. 
2002. Las flechas señalan el nucleosoma que se modifica en ausencia de RPD3.33	  	  
En conjunto, estos datos indicarían que en ausencia de RPD3 se produciría un 
aumento en la acetilación de histonas que afecta localmente al patrón nucleosomal 
de los orígenes de replicación, generando una NDR más abierta y accesible y esto 
correlaciona con un adelanto en el tiempo de activación de los orígenes de 
replicación. Por tanto, se establecería una conexión entre la acetilación de histonas, 
la estructura de la cromatina y la regulación temporal del disparo de orígenes de 
replicación en esta levadura.  
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3.3. La estructura de la cromatina es dinámica durante la activación de los 
orígenes de replicación.   
Y por último, quisimos estudiar si la estructura de los orígenes de replicación es 
modulada durante la fase S. Dado que durante la activación de los orígenes se 
producen cambios en los complejos proteicos unidos al DNA, del complejo pre-RC al 
complejo pre-IC, nos preguntamos si este proceso también conllevaría 
modificaciones en la organización de la cromatina de la región del origen durante la 
fase S. Para profundizar en esta posibilidad, se compararon mapas de nucleosomas 
de muestras sincronizadas en fase G1 y a los 60 minutos tras su liberación en fase 
S en presencia de HU  (a los 60 minutos tras su liberación de G1) dado que las 
horquillas de replicación se paran por la depleción de dNTPs y se favorece el 
análisis. 
Los mapas nucleosomales se generaron y analizaron de manera similar a lo 
comentado en el apartado anterior, y muestran un patrón de distribución de los 
nucleosomas en fase S, muy similar al de G1, es decir, la mayoría de los 
nucleosomas tienden a ocupar las mismas posiciones antes y después del inicio de 
la replicación (datos no mostrados). Sin embargo, al comparar los perfiles de 
nucleosomas de las muestras de regiones de orígenes de replicación, vimos que la 
estructura del origen cambiaba de fase G1 a fase S, apreciándose cambios 
opuestos en orígenes tempranos o tardíos. En concreto, en orígenes de replicación 
tempranos en fase S se observa un ligero desplazamiento de los nucleosomas +1, 
+2 y +3 hacia la parte interior de la NDR respecto a G1, lo que produce un 
estrechamiento de la NDR (Fig. 43A). En los orígenes de replicación tardíos ocurre 
lo contrario, la NDR se amplía de G1 a S y disminuye también la ocupación de los 
nucleosomas +1 y -1 (Fig. 43B). Este fenómeno que observamos en perfiles 
agregados, lo pudimos visualizar también en orígenes individuales. Así, podemos 
tomar como ejemplo de orígenes tempranos ARS305 y ARS731 (Fig. 43C) en los 
que se puede apreciar un claro desplazamiento de los nucleosomas +1 y +2 hacia la 
izquierda, “estrechando” la NDR, mientras que en el caso de los orígenes tardíos 
ARS603 y ARS501 (Fig. 43D), los nucleosomas se desplazan hacia el lado contrario 
y la NDR se extiende.  
Estos datos indican que la estructura del origen, y en concreto la conformación 
de la NDR, es dinámica durante la replicación. Si bien, el patrón contrapuesto en la 
reorganización de la cromatina según si el origen era temprano o tardío era muy 
llamativo, y nos preguntamos cuál sería la causa. Al tratarse de muestras obtenidas 
en fase S en presencia de HU, comprobamos mediante geles bidimensionales (Fig. 
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44A) que, como cabría esperar, los orígenes de replicación tempranos se activaron 
(ARS305), mientras que el checkpoint de fase S inhibió la activación de los orígenes 
de replicación tardíos (ARS603). Por ello, razonamos que la remodelación 
nucleosómica observada podría estar relacionada con la activación del origen, y así 
la configuración de la NDR se podría modificar al pasar de un estado pre-replicativo 
a post-replicativo. En nuestras condiciones experimentales en fase S en presencia 
de HU, los orígenes tempranos se encontrarían en estado post-replicativo, y los 
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Figura 43 Remodelación de la cromatina durante la activación de los orígenes de replicación. (A) 
Perfiles agregados de nucleosomas en regiones de orígenes de replicación tempranos en G1 (azul) y 
fase S (verde). (B) Igual que en (A), pero en regiones de orígenes tardíos. (C) Patrón de nucleosomas 
de los orígenes de replicación tempranos ARS305 y ARS731 o (D) tardíos ARS603 y ARS501 en fase 
G1 (azul) y fase S (verde). Los rectángulos azules representan genes, los rojos el ARS y la barra roja 
define la posición del ACS. Las líneas punteadas representan el centro de los nucleosomas adyacentes 
al ARS en G1. Debajo se muestra una representación esquemática del remodelamiento de los 
nucleosomas (óvalos grises), donde la posición del nucleosoma +1 en G1 se representa con un óvalo 
punteado y su movimiento durante la fase S se indica con una flecha. 	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Figura 44 Análisis de activación de orígenes de replicación en presencia de HU. Electroforesis 
bidimensional de los intermediarios de replicación del ARS305 (panel superior) y ARS603 (inferior) de 
la cepa silvestre que, tras ser sincronizada en G1 es liberada en fase S en presencia de HU. 	  
Por tanto, para comprobar si la configuración de la NDR se modifica cuando se 
activa el origen, analizamos la organización nucleosomal del origen de replicación 
tardío ARS603 antes y después de su activación, a lo largo de una fase S sincrónica 
en ausencia de HU. Para ello, sincronizamos las células en G1, liberamos en fase S 
y tomamos muestras cada 20 minutos. La cromatina correspondiente a cada 
muestra se digirió con cantidades crecientes de MNAsa micrococal, seguido de 
digestión con enzimas de restricción específicas que permitan analizar el fragmento 
deseado (Fig. 45A). A continuación, el DNA se visualizó mediante Southern blot con 
una sonda terminal. En la Figura 38B, se observa una banda discreta de 
aproximadamente 1500 pb correspondiente al fragmento de restricción completo que 
engloba la región del ARS603, y una escalera de nucleosomas resultante de la 
digestión parcial con nucleasa micrococal (Fig. 45A). La NDR coincide con dos 
regiones de hipersensibilidad a la MNasa que flanquean una región protegida 
central, y se aprecia claramente cómo, la región de hipersensibilidad superior se 
expande y aumenta en intensidad, mientras que la región inferior disminuye en 
intensidad a partir de los 40 min (Fig. 45B), coincidiendo con el momento de 
activación de orígenes tardíos,  tal y como se demuestra en el ensayo de ChIP 
asociado a Rfa1 de la figura 39C. Este resultado confirma que la activación del 
origen de replicación correlaciona con cambios locales en la estructura de la 
cromatina.  
Para explicar esta relación entre la dinámica posición de los nucleosomas en los 
orígenes de replicación y su activación, nos planteamos que la modificación en la 
configuración de la NDR podría deberse a la presencia/ausencia de determinadas 
proteínas replicativas según el momento del ciclo en el que se encuentre el origen. 
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Figura 45 La modulación de la NDR coincide con la activación del origen de replicación. (A) 
Representación del origen ARS603 (rectángulo rojo) flanqueado por dos genes (rectángulos azules). 
Las barras verticales indican los sitios de corte de las enzimas de restricción PvuII y HindIII. El 
rectángulo verde representa la sonda terminal. En la parte inferior se muestra el mapa de nucleosomas 
correspondiente a esa región. (B) DNA desnudo o cromatina procedente de muestras recogidas a los 
20, 40, 60 y 80 min durante una fase S sincrónica, digeridos con concentraciones crecientes de 
nucleasa micrococal (MNasa), representadas con los triángulos superiores, y posteriormente con las 
enzimas PvuII/HindIII. Tras una electroforesis en gel de agarosa y transferencia por capilaridad, el 
southern blot se hibridó con la sonda representada en el apartado A. El asterisco y la flecha muestran 
cambios en la organización de la cromatina observados en dos zonas de hipersensibilidad a MNasa (C) 
Ensayo de ChIP asociada a Rfa1-PK de los mismos puntos de la fase S descritos en (B). El DNA 
inmunoprecipitado se amplificó mediante RT-PCR con parejas de oligonucleótidos que anillan con 
ARS305 (círculos), ARS609 (cuadrados) o ARS501 (triángulos). 	  
Así, una posibilidad sería que en un estado pre-replicativo se encontraría 
ensamblado el complejo pre-RC, y esto coincidiría con una NDR más extensa, sin 
embargo, en un estado post-replicativo, estas proteínas se desensamblarían tras el 
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esta hipótesis nos planteamos utilizar un mutante termosensible de CDC6, cdc6-1, 
en el que la formación del complejo pre-RC se vería afectado, y estudiar si esto 
conllevaría alguna modificación local en la estructura de la NDR.  
Para ello, realizamos un análisis de digestión con MNasa y comparamos el 
patrón de nucleosomas de la región ARS603 (Fig. 46A) de la cepa silvestre y del 
mutante cdc6-1 durante G1. Los cultivos se bloquearon en G1 a temperatura 
permisiva (30 ºC) y posteriormente se cambiaron a temperatura restrictiva (37 ºC) 
durante 1 h. Durante ese periodo de tiempo continuamos añadiendo αF para 
mantener la sincronización en G1 y al final se tomaron las muestras.  
Al comparar las muestras de cromatina de G1 entre la cepa silvestre y cdc6-1 
(Fig. 43A) observamos que la zona de hipersensibilidad de MNAsa (marcada con 
una flecha) que flanquea la NDR es mas gruesa en el caso del mutante, de manera 
similar a lo que ocurría en la cepa silvestre tras la activación del origen (a partir de 
los 40 min en fase S Fig. 46B).  
Este resultado indica que la NDR del ARS603 en el mutante cdc6-1 es más 
accesible a la MNAsa que en una cepa silvestre, o lo que es lo mismo, que en 
ausencia de la formación del complejo pre-RC, la estructura de la NDR se modifica 
durante G1.  
Todos estos datos confirmarían que es la asociación/liberación de proteínas del 
complejo pre-replicativo las que modificarían la estructura de la cromatina en la 




























































































































































































Figura 46 En G1, la NDR del mutante cdc6-1 es mas accesible que la del silvestre. (A) Análisis de 
sensibilidad a concentraciones crecientes de MNasa de muestras que proceden de cultivos 
sincronizados en G1 de la cepa silvestre y cdc6-1. La sonda utilizada es la misma que en la figura 38.  
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1. MECANISMO DE REGULACIÓN DE Exo1 POR EL CHECKPOINT DE FASE S 
1.1. Fosforilación de Exo1 dependiente de Rad53 
Al inicio del presente trabajo, se sabía gracias a un análisis masivo de proteínas 
que se fosforilan de manera dependiente del checkpoint de fase S en presencia de 
MMS, que Exo1 se fosforilaba en dichas condiciones (Smolka et al. 2007). También 
se había descrito su fosforilación en respuesta a daño telomérico (Morin et al. 2008). 
Como se ha demostrado en el apartado de resultados, la exonucleasa Exo1 se 
fosforila durante la fase S tanto en presencia del agente genotóxico MMS como en 
situación de estrés replicativo causado por HU.    
Hemos visto, por tanto, que Exo1 es fosforilada en condiciones en las que el 
checkpoint de fase S está activo, y de hecho, la fosforilación de Exo1 desaparece en 
ausencia de las kinasas principales de esta ruta, Mec1 o Rad53, por lo que podemos 
afirmar que las modificaciones por fosforilación observadas en esta nucleasa son 
dependientes de la activación del checkpoint de fase S tras daño o estrés replicativo. 
Dado que Rad53 se encuentra por debajo de Mec1 en la cascada de esta vía de 
señalización, podemos decir que la fosforilación de Exo1 es dependiente de Rad53. 
Lo que no podemos discernir es si la fosforilación se produce de manera directa por 
Rad53 o indirectamente a través de otra kinasa serina/treonina dependiente de la 
activación por Rad53, como Dun1. Sin embargo, se ha descartado la participación 
de Dun1 en la fosforilación de Exo1 en respuesta a estrés telomérico (Morin et al. 
2008), y además, existen varios datos que apoyan la existencia de una regulación 
directa de Exo1 por Rad53 en respuesta a estrés genotóxico o replicativo. En primer 
lugar, en el ensayo kinasa realizado sobre el peptide array de Exo1, se ha 
demostrado que Rad53 es capaz de fosforilar a Exo1 directamente in vitro. Además, 
en el análisis de versiones fosfomutantes de Exo1 hemos mutado 24 residuos S/T 
que están comprendidos en la secuencia consenso que utiliza Rad53 para fosforilar 
otras proteínas diana, y observamos que el mutante exo1-24A presenta una drástica 
disminución de la fosforilación. Por estas razones, y a falta de comprobar 
experimentalmente si la fosforilación de Exo1 es dependiente de Dun1, es razonable 
pensar que Rad53 es la kinasa encargada de fosforilar a Exo1 en condiciones de 
activación del checkpoint de fase S.  
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1.1.1. Residuos de fosforilación de Exo1 
Cómo se acaba de mencionar, el ensayo kinasa realizado sobre un peptide array 
de Exo1 identificó 6 residuos fosforilados por Rad53 in vitro, de los cuales 2: S393 y 
S587 habían sido descritos previamente como residuos fosforilados in vivo (Morin et 
al. 2008). Tras generar los fosfoanticuerpos específicos contra los 6 residuos 
fosforilados, pudimos comprobar que estos dos residuos S393 y S587 efectivamente 
se fosforilaban in vivo de manera específica durante la fase S tras el tratamiento con 
MMS (Fig. 6C). Además, con el anticuerpo α-pT249, inmunoprecipitamos Exo1 tanto 
en G1 como en presencia de MMS (45´ y 60´). Sin embargo, habíamos comprobado 
mediante un ensayo de dot blot (datos no mostrados) que este anticuerpo no 
reconoce al péptido no fosforilado. Podría ser que verdaderamente Exo1 esté 
fosforilada a lo largo del ciclo celular, o al menos durante G1/S en el residuo T249, 
en cuyo caso tendría sentido con la banda de modificación de Exo1 que se detecta 
desde G1 en la figura 2D (flecha granate). 
Cuando generamos los fosfomutantes que presentan estos 6 residuos 
sustituidos por alanina o ac. aspártico, comprobamos que el patrón de bandas de 
fosforilación se ve afectado (Fig. 8B). Si nos fijamos en el mutante exo1-6A-MYC, la 
fosforilación se reduce drásticamente en comparación con la cepa silvestre. Este 
resultado sugiere que hemos detectado los sitios de fosforilación mayoritarios de la 
proteína. Sin embargo, a medida que transcurre la fase S en presencia de MMS  
aparecen algunas bandas de fosforilación que sugieren que la nucleasa aún está 
sujeta a cierta regulación.  
Asimismo, estos fosfomutantes de 6 residuos de fosforilación, apenas 
presentaban fenotipo, ni en ensayos de viabilidad ni en los análisis de estabilidad de 
horquillas de replicación. Únicamente vemos un efecto de la presencia de la versión 
Exo1-6D en la resistencia a MMS de mutantes rad53, en condiciones de 
sobreexpresión, de manera similar a lo que sucede en el trabajo de Morin y 
colaboradores (2008), donde la sobreexpresión de los fosfomutantes de Exo1 
mejora ligeramente la viabilidad de mutantes cdc13 en respuesta a estrés 
telomérico. Este fenotipo podría deberse a que sea más un efecto de cantidad de 
proteína que de actividad y la sobreexpresión de exo1-6D sature el sistema. 
Este débil fenotipo podría indicar que existen sitios adicionales de fosforilación, 
que podrían no haberse detectado en nuestro ensayo kinasa o que aunque 
estuviesen presentes, no fueron tenidos en cuenta debido a que daban una  señal 
inferior al umbral que consideramos positivo, y por tanto la inhibición de la proteína 
Exo1-6D no sería completa. 
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Por otro lado, podría darse la circunstancia de que, ante la incapacidad de 
fosforilar estos 6 residuos preferentes, Rad53 fosforile otros distintos, como sucede 
con otra diana de Rad53: Sld3. Está descrito en Zegerman & Diffley 2010, que para 
generar un mutante no fosforilable de Sld3 hay que recurrir a la mutación de los 38 
posibles residuos de fosforilación serina o treonina hacia alanina, y aún así, el 
mutante sld3-38A muestra fosforilación residual. 
Para solventar este último punto, decidimos diseñar y construir nuevas cepas 
fosfomutantes que tuviesen modificados todos los residuos que presentaran el 
motivo consenso de fosforilación de otras proteínas diana de Rad53. Confirmamos 
en primer lugar que los 24 residuos S/T modificados no son esenciales para la 
funcionalidad de la proteína, ya que el mutante exo1-24A en el que los 24 residuos 
han sido modificados hacia alanina se comporta como la cepa silvestre, mientras 
que la ausencia de función confiere sensibilidad a MMS. Sin embargo, el mutante 
exo1-24D presenta un marcado fenotipo de sensibilidad a MMS, y, de manera 
similar a lo que sucede con la deleción de EXO1, exo1-24D rescata parcialmente la 
viabilidad en MMS y suprime el colapso de las horquillas de replicación del mutante 
rad53 en HU (Fig. 13). Este fenotipo sería el esperado de un mutante fosfomimético, 
si nuestra hipótesis es cierta y la fosforilación de Exo1 tuviese un efecto inhibitorio, 
aunque no podemos descartar que las 24 sustituciones hacia ác. aspártico pudiesen 
afectar de manera distinta a cómo lo hace la alanina, a la actividad o estabilidad de 
la proteína.  En este sentido, es importante destacar que no hemos detectado 
cambios en la estabilidad de las versiones Exo1-24A o Exo1-24D con respecto a la 
proteína silvestre (Fig. 12C). 
Por último, en ausencia de la regulación ejercida por Rad53, otra kinasa 
podría actuar fosforilando otros residuos distintos. Sin embargo, este no parece ser 
el caso, ya que al mutar los 24 residuos serinas o treoninas con el motivo consenso 
de Rad53, observamos que el patrón de bandas dependiente de tratamiento con 
agentes genotóxicos o estrés replicativo desaparece prácticamente por completo 
(Fig. 12C).  
En cualquier caso, este resultado pone de manifiesto que no es necesaria la 
ausencia de Exo1 para recuperar la estabilidad de las horquillas de replicación del 
mutante rad53 en HU, si no que es suficiente con regular a Exo1 mediante la 
fosforilación de ciertos residuos S/T, tal y como lo haría Rad53. 
1.1.2. Otros posibles mecanismos de regulación de Exo1 
Además de la fosforilación dependiente de la respuesta del checkpoint de fase S, 
Exo1 podría estar sujeta a otros mecanismos regulatorios. Si nos fijamos en la figura 
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2D, en las muestras de Exo1-MYC procedentes de un cultivo sincrónico, se puede 
observar una banda retardada que aparece desde la muestra correspondiente a la 
fase G1 (αf), y se mantiene en todas las muestras analizadas a lo largo de la fase S 
e incluso cuando las células alcanzan G2/M, como indica la muestra de FACs a los 
120 min (Fig. 2C y 2D). 
Podría ser un evento de fosforilación primario, necesario para las subsiguientes 
fosforilaciones en caso de activación del checkpoint, como sucede en el caso de la 
nucleasa Mus81. Se ha demostrado en Schizosaccharomyces pombe, que la 
subunidad reguladora Eme1 de esta endonucleasa involucrada en reparación de 
DNA y resolución de uniones de Holliday, se fosforila en 2 situaciones (Dehé et al. 
2013). En primer lugar Eme1 es fosforilada por Cdc2 (CDK1) principalmente durante 
las fases G2/M, sufriendo una disminución de la fosforilación durante la fase S. Esta 
fosforilación es necesaria en caso de que se produzca daño en el DNA, para permitir 
que Rad3 (homólogo de Mec1 en la levadura de fisión) hiperfosforile a Eme1 (Dehé 
et al. 2013). 
En la línea celular HEK 293T se ha demostrado recientemente que, hExo1b 
(homóloga de Exo1 en mamíferos) es fosforilada por CDK 1 y CDK 2 durante las 
fases S y G2 (Tomimatsu et al. 2014). En este caso, se trata de una fosforilación 
activadora que favorece el reclutamiento de Exo1 a las roturas de DNA mediante 
interacción con BRCA1, favoreciendo la reparación por recombinación homologa 
(HR) frente a la unión de extremos no homólogos o NHEJ (de non homologous end 
joining) NHEJ. 
Así, en caso de que Exo1 sufriera un evento de fosforilación independiente del 
checkpoint de fase S, debería de producirse en todo el ciclo celular, puesto que la 
banda observada en la figura 2C se mantiene presente en todas las muestras, y no 
sería exclusivo de S/G2 como ocurre en mamíferos o de G2/M como sucede con 
Eme1. 
Otra opción sería que la banda retardada de Exo1 que aparece desde G1 no se 
debiese a una modificación por fosforilación, sino a otra modificación 
postraduccional que presente carga neta negativa y cuyo tamaño sea adecuado 
para quedar retenida en los geles con Phos-tagTM. Por ejemplo, se sabe que la 
isoforma 1b de Exo1 en humanos es ubiquitinada en respuesta a estrés replicativo 
provocado por HU y afidilcolina (El-Shemerly et al. 2005). Esta ubiquitinación 
conduce a la degradación de la proteína por el proteasoma, ya que cuando tratan 
con el inhibidor del proteasoma MG132, se observa acumulación de hExo1b.  
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Por último, en una publicación reciente, se ha demostrado que hExo1b es 
sumoilada en presencia de camptotecina (CPT), inhibidor de la proteína 
topoisomerasa 1 (Bologna et al. 2015). Se describe que Exo1 se sumoila de manera 
dependiente de UBC9-PIAS1/Pias4 en las lisinas K655 y K801. Una vez sumoilada, 
interacciona físicamente con SENP6, desumoilasa que proporciona estabilidad a 
hExo1b. 
Por tanto, el análisis detallado de la modificación de Exo1 observada a lo largo 
del ciclo es necesario para determinar la naturaleza de la modificación, así como su 
posible papel en la regulación de la proteína. 
1.2. Papel biológico de la fosforilación de Exo1 
Dado que el mutante fosfomimético exo1-24D se comporta de manera similar al 
mutante de deleción de EXO1, concluimos que la fosforilación de Exo1 tiene un 
carácter inhibitorio que impide la actuación de la nucleasa.  
Este efecto negativo se podría ejercer de varias maneras. En primer lugar, sería 
posible que, de manera análoga a lo que ocurre en mamíferos (El-Shemerly et al. 
2005), Exo1 fosforilada sea ubiquitinada y enviada a degradación por el proteasoma. 
Sin embargo, no parece que este mecanismo tenga lugar, ya que los niveles de 
Exo1 no disminuyen tras la fosforilación (Fig. 2D). 
Otra posibilidad sería que la fosforilación de Exo1 modificase su localización 
subcelular. Para comprobar si su localización subcelular se veía afectada tras la 
fosforilación de la proteína de manera similar a lo que ocurre con hExo1 en 
respuesta a DSB (Tomimatsu et al. 2014), realizamos ensayos de 
inmunofluorescencia. Estos estudios no fueron concluyentes, dado que Exo1 
etiquetada con GFP (proteína verde fluorescente) en el extremo C terminal era 
enviada a la vacuola (datos no mostrados).  
También era posible, que la asociación de Exo1 con el DNA fuese regulada por 
fosforilación, ya que había sido descrito que Exo1 se asocia a horquillas de 
replicación bloqueadas en HU (Cotta-Ramusino et al. 2005). Debido a la pérdida de 
asociación de Exo1 con la región del origen ARS305 que se observaba en los 
mutantes rad53 en HU (Cotta-Ramusino et al. 2005), razonamos que podría deberse 
a la ausencia de fosforilación de la nucleasa en dichas condiciones. Por esta razón, 
quisimos inmunoprecipitar la cromatina asociada a Exo1, Exo1-24A y Exo1-24D, 
tanto con anticuerpos que reconocían el epítopo asociado a Exo1 como con 
anticuerpos fosfoespecíficos, pero no pudimos completar este estudio, ya que no 
detectamos asociación específica de Exo1 a horquillas de replicación. 
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En muchas ocasiones ocurre que la fosforilación de una proteína provoca un 
cambio conformacional en su estructura, lo cual permite o inhibe su actividad. Para 
investigar si la actividad nucleasa estaba afectada en los distintos mutantes de 
fosforilación, los comparamos con los mutantes exo1-E150D y exo1-D173 en 
combinación con la deleción de RAD27. Este estudio se basaba en el hecho de que 
la deleción  de EXO1 es sintético letal con la deleción de RAD27, ya que la actividad 
flap-endonucleasa es esencial para procesar los fragmentos de Okazaki y poder 
mantener la viabilidad celular (Tishkoff et al. 1997). Utilizando esta herramienta 
genética, hemos comprobado que exo1-24D tiene el mismo fenotipo de crecimiento 
lento que exo1-E150D en combinación con Δrad27 (Fig. 15A), por lo que se podría 
asumir que ambos tienen afectada su actividad nucleasa de forma semejante, y así 
carecerían de actividad 5´à3´exonucleasa y mantendrían cierta actividad flap-
endonucleasa. Es más, exo1-24D y exo1-E150D no sólo comparten este fenotipo, 
sino que ambas versiones son capaces de suprimir el colapso de las horquillas de 
replicación del mutante rad53 en HU (Fig. 17C). Este resultado es de gran 
relevancia ya que implica que la actividad 5´à3´exonucleasa de Exo1 es la 
responsable de la degradación de horquillas de replicación, mientras que la actividad 
flap-endonucleasa no participa en este proceso.  
Sin embargo, para poder demostrar de forma definitiva que la fosforilación de 
Exo1 regula de forma directa su actividad nucleasa es necesario realizar un análisis 
in vitro de la actividad nucleasa (exonucleasa y flap-endonucleasa) de Exo1 en 
respuesta a daño en el DNA o estrés replicativo en una cepa silvestre y en mutantes 
de fosforilación. 
En este sentido, podría ser que la fosforilación de Exo1 afectara su interacción 
con otras proteínas, y ello modulase de manera indirecta su actividad catalítica. Se 
sabe que Exo1 interacciona físicamente con 8 proteínas que intervienen en 
procesos de respuesta al daño en el DNA y su reparación, tales como Mlh1, Msh2 
(Tran et al. 2001), Hsp82 (Zhao et al. 2005), Fun30 (Chen et al. 2012), Bmh1, Bmh2 
(Engels et al. 2011), Mec3 (Karras et al. 2013) y Ubi4 (Duttler et al. 2013). Las 
proteínas 14-3-3, Bmh1 y Bmh2, interaccionan preferentemente con proteínas 
fosforiladas (Muslin et al. 1996), e integran una gran diversidad de vías de 
señalización (Burbelo & Hall 1995). Además, se ha propuesto recientemente que la 
interacción entre Exo1 y Bmh1-2 se produce en condiciones de estrés replicativo 
(Engels et al. 2011), aunque los detalles moleculares de esta interacción son 
desconocidos. Nuestros resultados confirman que la interacción entre Exo1 y Bmh1 
era específica de fase S en presencia de HU (Fig. 19B), y además, demuestran que 
Bmh1 interacciona con Exo1 fosforilada (Fig. 19C) y, como cabría esperar, que esta 
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interacción es dependiente de RAD53 (Fig. 20). Estos estudios requieren 
completarse con una análisis de interacción entre Exo1-24A y Exo1-24D y Bmh1, y 
la predicción sería que Exo1-24A no interaccionaría con Bmh1. 
Con los datos disponibles hasta ahora hemos pensado en un modelo en el cual 
Exo1 sería fosforilada por Rad53 y se impediría que ejerciera su actividad 5´à3 
exonucleasa en las horquillas de replicación bloqueadas, bien directamente por el 
cambio conformacional de la proteína, o indirectamente a través de su unión a 
Bmh1. Esto podría ocurrir, bien por el secuestro de la proteína, por cambio de 
localización de compartimento subcelular, y/o por interacción con otras proteínas 
(Fig. 47).  
Por último, he de mencionar la presencia de una banda observada con la tinción 
rojo Ponceau en los experimentos de coinmunoprecipitación de Exo1 y Bmh1. Se 
trata de una proteína ligeramente menor de 75 kDa que se inmunoprecipita 
específicamente con Exo1 en todas las condiciones examinadas (Fig. 19B y 20). 
Ninguno de los interactores descritos en la literatura presenta este peso molecular 
(Tabla 1), por lo que podría tratarse de un nuevo interactor. Por ejemplo, podría 
tratarse de Ulp1, proteasa de 72 kDa que rompe las cadenas SUMO formadas por 
Smt3 (Li 2003), ya que se ha descrito que SENP6, su homólogo en humanos, 
interacciona con hExo1b en presencia y ausencia del daño causado por CPT 
(Bologna et al. 2015). 
 
Tabla 1  Lista de proteínas  que interaccionan físicamente con Exo1 en Saccharomyces 
cerevisiae. Se indica el peso molecular en Da de cada una. 	  
Proteína Peso Molecular (Da) 
Bmh1   30.074 
Bmh2   31.045 
Fun30  128.470  
Hsp82   81.368 
Mec3   53.127 
Mlh1    87.060 
Msh2 108.863 
Ubi4   42.826   








































Figura 47 Modelo de regulación de Exo1 (A) En presencia de Rad53, Exo1 es fosforilada 
cuando se activa el checkpoint de fase S. Esta fosforilación impide que Exo1 ejerza una 
función negativa sobre las horquillas de replicación paradas, ya sea por una modificación 
conformacional (1), o por la interacción con las proteínas 14-3-3. Dicha interacción podría 
actuar secuestrando a Exo1 (2), favoreciendo su interacción con otras proteínas (3) o 
translocándola a otro compartimento subcelular (4). (B) En un mutante rad53 en presencia de 
daño en el DNA o de estrés replicativo, el checkpoint de fase S no puede efectuar sus 
funciones, Exo1 no es regulada y las horquillas bloqueadas se colapsan. 
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Por último, es de suponer que cuando el daño en el DNA o el estrés replicativo 
hayan sido eliminados, el checkpoint de fase S será desactivado y Exo1 volverá a 
recuperar su estado no fosforilado. Para ello, necesitará la acción de alguna proteína 
fosfatasa con la que es probable que interaccione físicamente. Hasta el momento no 
se ha descrito nada en torno a este proceso en levaduras, ya que en mamíferos es 
ubiquitinada y posteriormente degradada por el proteasoma (El-Shemerly et al. 
2005). Existen 79 genes en S. cerevisiae implicados en procesos de defosforilación, 
ya sea dando lugar a proteínas catalíticas o a subunidades reguladoras, de los 
cuales dos, GLC7 (Logan et al. 2008) y PTP3 (Costanzo et al. 2010) presentan 















112	   	  	  
2. ANÁLISIS DE REINICIO DE HORQUILLAS DE REPLICACION EN 
MUTANTES rad53 
Las células han de coordinar de manera eficiente diversos mecanismos que 
protejan a las horquillas de replicación que se encuentren paradas como 
consecuencia del bloqueo por estrés replicativo, y permitan el reinicio de las mismas 
para que se complete la replicación y se preserve la integridad del genoma. Ya era 
sabido que la kinasa Rad53 regula la expresión y la localización subcelular de la 
RNR, y en este apartado del trabajo hemos mostrado que este mecanismo, junto 
con el de regulación de Exo1 por fosforilación, es fundamental para promover el 
reinicio de las horquillas de replicación tras el tratamiento con HU. 
Se sabía que la sobreexpresión de RNR1 o RNR3 suprime la letalidad de los 
mutantes Δrad53 (Desany et al. 1998), sin embargo, no en condiciones de estrés 
replicativo (Fig. 22A), lo que cuestionaba la importancia de inducir los genes RNR 
para la supervivencia en estas condiciones. Sin embargo, nuestros resultados 
demuestran que la co-expresión de subunidades de RNR suprime la sensibilidad a 
HU de los mutantes rad53, y más aún cuando se produce en ausencia de EXO1 y 
DIF1 (Fig. 24). Por tanto, podemos concluir que de las funciones que desempeña 
Rad53, la regulación negativa de Exo1 junto con la regulación positiva de RNR son 
necesarias no sólo para reiniciar la replicación, si no también para la supervivencia 
celular tras estrés replicativo. Es cierto que nuestros datos indican que la 
recuperación de viabilidad tras tratamiento con HU es parcial (37 %) (Fig. 26C), lo 
que sugiere que hay otras funciones adicionales que desempeña Rad53 importantes 
para la viabilidad celular. Sin embargo, se trata de un elevado porcentaje teniendo 
en cuenta que la inducción de las subunidades de RNR tiene un efecto nocivo en las 
células (Chabes & Stillman 2007) 
En conjunto, nuestros resultados resaltan el papel fundamental que 
desempeña Rad53 en el mantenimiento de la supervivencia celular tras bloqueos en 
la replicación, y amplían nuestro conocimiento de los distintos mecanismos 
regulados por esta kinasa para controlar la replicación tras estrés replicativo, 
resumidos en el modelo de la figura 48. 
Aún no está claro por qué se necesita sintetizar nuevamente las subunidades 
de la RNR para permitir el reinicio de las horquillas de replicación tras su bloqueo. 
Una posibilidad es que el complejo formado por las 4 subunidades quede 
inhabilitado irreversiblemente tras un tratamiento prolongado con HU. En este 
sentido, se sabe que la HU bloquea la replicación porque reduce el radical libre que 
presenta la subunidad pequeña de la RNR (Nyholm et al. 1993). De hecho, nuestros. 





















Figura 48 Modelo de reinicio de horquillas de replicación En condiciones de estrés 
replicativo se dispara el checkpoint de fase S y Rad53, una vez fosforilada, ejerce varias 
funciones. Por un lado regula a Exo1 impidiendo que ejerza un efecto deletéreo sobre las 
horquillas de replicación paradas. Por otro lado, a través de Dun1, Rad53 regula a Dif1 y 
Sml1, permitiendo la expresión y correcta localización de las distintas subunidades de la 
RNR.  
 
datos indican que la expresión de las subunidades pequeñas Rnr2 y Rnr4 es 
esencial para el reinicio de las horquillas de replicación y la supervivencia celular de 
los mutantes rad53 tratados con HU (Fig. 26B). El hecho de que la expresión 
adicional de alguna de las subunidades grandes RNR1 o RNR3 mejore la 
recuperación de estos mutantes tras estrés replicativo, indicaría que es necesario 
que se expresen todas las subunidades necesarias para formar un nuevo complejo 
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RNR activo, que sea capaz de restaurar los niveles de dNTPs necesarios para el 
reinicio de la replicaciónA pesar de que nuestros resultados indican que es 
necesaria la nueva síntesis de las subunidades de la RNR para el reinicio de las 
horquillas en los mutantes rad53, se sabe que en las células silvestres la síntesis de 
proteínas es dispensable para la reanudación de la replicación (Tercero et al. 2003; 
Pellicioli et al. 1999). Una posibilidad que explicaría estos datos sería que la 
regulación de RNR  que lleva a cabo Rad53 conlleve un mecanismo activo de 
reactivación de la enzima tras el tratamiento con HU. De esta manera, las células 
silvestres, aunque no pudiesen sintetizar un nuevo complejo en ausencia de síntesis 
de proteínas, serían capaces de reactivar la RNR existente. Esto explicaría a su vez 
la baja tasa de síntesis de DNA que se produce en células silvestres, tras  
tratamiento con HU en presencia de inhibidores de síntesis de proteínas (Tercero et 
al. 2003). Ninguno de estos mecanismos de regulación de RNR se producirían en 
ausencia de RAD53, por lo que en este mutante es estrictamente necesario 
sintetizar de nuevo las subunidades para permitir el reinicio de la replicación. 
Dado que es muy importante tener niveles adecuados de dNTPs, las células 
han desarrollado numerosos mecanismos reguladores de la actividad RNR, como el 
control de la expresión génica (Huang et al. 1998), eliminación de inhibidores, y la 
correcta localización subcelular (Wu & Huang 2008; Lee et al. 2008). Además, 
parece que las interacciones entre las subunidades de la RNR y distintas proteínas 
reguladoras del ciclo celular podrían modular también la actividad de la RNR (Xue et 
al. 2003; Piao et al. 2012). También se ha descrito un mecanismo de regulación de 
la actividad de la enzima RNR de mamíferos mediante la fosforilación dependiente 
de ATM de la serina 73 de la subunidad p53R2 (Chang et al. 2008). Sería 
interesante examinar si estas vías adicionales de regulación, a través de 
interacciones entre el complejo RNR y las proteínas del checkpoint, se producen 
también en levaduras.  
Es necesario seguir estudiando los mecanismos celulares que regulan RNR, 
dado que altos niveles de actividad RNR se asocian con tasas elevadas de 
proliferación celular y carcinogénesis (Kuo et al., 2003). Además, estos estudios 
ayudarían a desarrollar nuevas drogas quimioterapéuticas contra el cáncer, que al 
igual que la HU (Madaan et al. 2012), regularan negativamente a RNR pero 
produjesen menor toxicidad. Otro factor a tener en cuenta sería que cualquier 
fármaco que regule negativamente dianas como Exo1 o Dif1, podría conferir a las 
células cancerígenas resistencia a la quimioterapia. 	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3. ANÁLISIS DE LA ESTRUCTURA DE LA CROMATINA EN ORÍGENES DE 
REPLICACIÓN 
En esta última parte del trabajo quisimos estudiar la estructura de la cromatina, a 
nivel de nucleosoma, en los orígenes de replicación y su posible papel en el 
programa temporal de disparo de orígenes. 
Los resultados obtenidos demuestran que orígenes tempranos o tardíos 
presentan distintos patrones de organización de cromatina. Si bien es cierto que, en 
conjunto, se observa una NDR en la región del ACS y dos nucleosomas adyacentes 
(+1 y -1) bien posicionados como estaba descrito (Eaton et al. 2010), nuestros 
mapas de nucleosomas de alta resolución junto con el análisis informático 
diferencial, nos han permitido observar ciertas disimilitudes en la arquitectura 
nucleosómica de los dos grupos de orígenes. De esta manera, los orígenes de 
replicación tempranos presentan una NDR más amplia y unos nucleosomas +1 y -1 
con mayor ocupación que los orígenes de replicación tardíos (Fig. 28B). Estas 
diferencias se pueden observar tanto en los nucleosomas obtenidos en fase G1 
como en S (fig. 32A y B), y revelan una correlación desconocida hasta ahora entre 
la estructura de la cromatina y el tiempo de disparo de orígenes de replicación en la 
levadura de gemación. 
Todos los orígenes de replicación se licencian en G1, ensamblando sus 
complejos pre-replicativos en la región del ACS (Remus & Diffley 2009), y 
posteriormente en fase S, se reclutan nuevos factores necesarios para formar el 
complejo de preiniciación y poder iniciar la replicación (Labib 2010). Sin embargo, a 
pesar de que todos los orígenes de replicación se licencian, no todos se activan 
durante fase S en condiciones normales y los que si lo hacen, se disparan a 
diferentes tiempos  (Santocanale et al. 1999; Wyrick et al. 2001). Por tanto, una 
posible explicación para relacionar el programa replicativo con la estructura de la 
cromatina de un origen sería que los factores de iniciación de la replicación tuvieran 
diferente afinidad por las distintas estructuras de la cromatina que presentan los 
orígenes. Así, los factores de iniciación tendrían mayor afinidad por los orígenes 
tempranos, que generalmente presentan una conformación de la cromatina más 
accesible y NDRs más amplios, y en consecuencia, estos orígenes se activarían 
antes en el tiempo. Los factores de iniciación tendrían menor afinidad por los 
orígenes tardíos, que presentan NDRs más pequeños, y en última instancia 
estarían los orígenes durmientes ARS301, ARS302, ARS303 y ARS320, que como 
hemos comprobado durante el desarrollo de este estudio, no presentan NDRs o es 
extremadamente reducida (datos no mostrados). El caso de los orígenes 
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durmientes pone claramente de manifiesto la importancia del tamaño de la NDR en 
el tiempo de activación de un origen, y probablemente indica que la afinidad de los 
factores de iniciación por estos orígenes que presentan NDRs tan pequeños o 
carecen de ellos es tan baja, que quedan excluidos de la replicación en la mayoría 
de los ciclos celulares. 
Alternativamente, otra opción sería que las proteínas que favorecen el inicio de 
la replicación tuvieran más afinidad por alguna otra característica que presenten los 
orígenes tempranos, y al unirse al complejo pre-replicativo, desplacen los 
nucleosomas adyacentes +1 y -1 confiriendo a la NDR un estado abierto. En este 
último caso, la apertura de la NDR sería la consecuencia y no la causa. A este 
respecto, la alta ocupación que presentan los nucleosomas +1 y -1 en orígenes 
tempranos, podría sugerir que la interacción entre las proteínas de iniciación y el 
origen podría estar favorecida por la interacción con estos nucleosomas, y en apoyo 
a esta idea existen datos que demuestran la interacción entre reguladores de la 
transcripción y estos nucleosomas (Koerber et al. 2009).  
Además, los resultados han mostrado que la organización de los nucleosomas 
se modifica durante la activación de los orígenes de replicación. Esta observación 
se realizó, en primer lugar, al comparar los mapas de nucleosomas de cultivos 
sincronizados en G1 y S. Mientras que en los orígenes de replicación tempranos, la 
NDR parecía reducirse de G1 a fase S, en los orígenes tardíos adoptaban una 
conformación más abierta (Fig. 32). Una posibilidad para explicar estos resultados 
es que la estructura nucleosomal de los orígenes esté influenciada por los factores 
que se unen antes y se retiren tras la activación del origen. Dado que la muestra de 
fase S se tomó en presencia de HU y el checkpoint de fase S inhibe el disparo de 
orígenes de replicación tardíos, correlacionamos una NDR que se expande con el 
estado pre-replicativo de los orígenes tardíos, mientras que en el estado post-
replicativo de los orígenes tempranos, la NDR se reduce.  Siguiendo esta línea de 
pensamiento, razonamos que, al igual que sucede en los orígenes de replicación 
tempranos, la NDR de los orígenes de replicación tardíos se reduciría una vez estos 
hubieran disparado. Para explorar esta hipótesis diseñamos un experimento en el 
que podíamos analizar la cromatina de un origen de replicación tardío durante una 
fase S sin HU, para permitir su activación. Como vemos en la escalera de 
nucleosomas de la figura 34B, la NDR del origen tardío ARS603 sufre un 
remodelamiento tras la activación del origen (min. 40), lo que demuestra que la 
activación conlleva modificaciones locales en la estructura del origen.  
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Pensamos que el remodelamiento que sufre la cromatina de la región del origen 
tras el disparo pudiera deberse a la liberación de proteínas replicativas. Para 
ahondar en este fenómeno, decidimos estudiar la estructura de la cromatina en un 
mutante cdc6-1, que no puede formar el complejo pre-replicativo en G1. Razonamos 
que, en ausencia del complejo pre-replicativo, la estructura de la NDR de los 
orígenes del mutante cdc6-1 sufriría una modificación en comparación con la cepa 
silvestre, semejante a la observada tras el disparo de orígenes en fase S. Al analizar 
el resultado de la figura 35, observamos que, efectivamente, la región de la NDR del 
ARS603 sufre una remodelación en el mutante cdc6-1 en comparación con la cepa 
silvestre. Estos datos indicarían que la remodelación de la cromatina observada tras 
el disparo de los orígenes de replicación es debida a la liberación de proteínas pre-
replicativas.  
Recientemente ha sido publicado un trabajo en el que confirman la existencia de 
cambios en la estructura de la cromatina de los orígenes de replicación a lo largo del 
ciclo celular, y también que son debidos al ensamblaje de proteínas pre-replicativas 
(Belsky et al. 2014). En dicho trabajo, se han realizado mapas de nucleosomas a 
nivel genómico de mutantes cdc6-1, en G1 y G2, y al compararlos con los obtenidos 
en la cepa silvestre, han comprobado que se producen cambios en la NDR de los 
orígenes de replicación, tal y como habíamos observado nosotros. 
Además de la modificación que sufre la cromatina tras el disparo de orígenes, 
hemos observado una remodelación en los orígenes de replicación en estado pre-
replicativo durante la fase S que no puede ser explicada por las proteínas del pre-
RC, ya que éstas quedan ensambladas en G1, por lo que pensamos que podría ser 
debido al ensamblaje de factores de iniciación. Algunos factores de iniciación como 
Sld3 y Cdc45, se encuentran en G1 asociados específicamente con orígenes de 
replicación tempranos (Kamimura et al. 2001; Aparicio et al. 1999). Dado que estos 
factores se encuentran en cantidades limitantes en la célula (Mantiero et al. 2011; 
Tanaka et al. 2011), se piensa que, una vez que se han disparado los orígenes de 
replicación tempranos, dichos factores de replicación se liberan y se unen ahora a 
los orígenes tardíos. Este reciclaje de factores de iniciación limitante sería, al menos 
en parte, responsable de determinar el tiempo de disparo de orígenes. Podría ser 
que, de manera análoga a lo que sucede con los componentes del pre-RC, los 
factores que forman el complejo pre-IC remodelen la estructura de la cromatina del 
origen de replicación al que se unen momentos antes de disparar la replicación. 
Además, hemos explorado la contribución de la acetilación de las histonas en el 
adelanto del disparo de orígenes y su efecto sobre la estructura de la cromatina. 
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Nuestros datos indican que el aumento de la acetilación de las histonas alrededor de 
los orígenes de replicación genera modificaciones locales en la estructura de la 
cromatina, favoreciendo la accesibilidad en esas regiones (Fig. 31). Una posibilidad 
para explicar estos datos sería que la acetilación de las histonas debilitara las 
interacciones de las mismas con el DNA alterando la asociación de los nucleosomas 
adyacentes al ACS y, en definitiva, la estructura de la cromatina de los NDR. Como 
resultado, se generaría una conformación de la cromatina más accesible que 
favoreciese la unión de los factores replicativos , lo que llevaría a un adelanto en el 
tiempo de disparo de los orígenes de replicación. 
En conjunto, nuestros resultados sugieren que la estructura de la cromatina de 
los orígenes de replicación desempeña un importante papel en la regulación de la 
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1. Exo1 se fosforila durante la fase S en presencia de daño al DNA y estrés 
replicativo de manera dependiente de Rad53. 
2. La versión fosfomimética de Exo1, Exo1-24D, suprime el colapso de las 
horquillas de replicación bloqueadas de los mutantes rad53, y mejora su 
viabilidad en presencia de estrés genotóxico, lo que sugiere que la 
fosforilación tiene un efecto inhibitorio sobre la actividad de la proteína. 
3. La actividad flap-endonucleasa de Exo1 no interviene en el colapso de 
horquillas de replicación bloquedas en mutantes rad53, mientras que la 
actividad 5´à3´exonucleasa parece ser la responsable. 
4. La inducción de RNR y la ausencia de Exo1, contribuyen de manera conjunta 
a la viabilidad de los mutantes rad53 en presencia de estrés replicativo. 
5. La co-inducción de subunidades pequeñas y grandes de RNR, en ausencia 
de Exo1 e inhibidores de RNR, promueve la reanudación de la replicación de 
mutantes rad53 bloqueados en HU. 
6. En conjunto, nuestros datos revelan que en respuesta a estrés replicativo, 
Rad53 preserva la integridad de las horquillas de replicación regulando 
negativamente a Exo1, y promueve el reinicio de la replicación induciendo la 
síntesis de RNR y su correcta localización subcelular. 
7. Los orígenes de replicación tempranos y tardíos presentan diferencias en la 
estructura de la cromatina. Así, los orígenes de replicación tempranos 
presentan una NDR mas amplia y con mayor ocupación de los nucleosomas 
adyacentes que la NDR de los orígenes tardíos.  
8. El aumento de la acetilación de las histonas de los mutantes rpd3 
correlaciona con un remodelamiento local de la cromatina en los orígenes de 
replicación, y en particular en la región NDR y en los nucleosomas 
adyacentes, que confiere una mayor accesibilidad a los orígenes de 
replicación. 
9. La estructura de la cromatina es dinámica durante la activación de los 
orígenes, modificándose de un estado pre-replicativo a otro post-replicativo, 
estando las modificaciones relacionadas con el ensamblaje/liberación de 
proteínas pre-replicativas, como es el caso del complejo pre-RC. 
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1. CEPAS  
Para la realización de esta tesis doctoral se ha utilizado como organismo 
modelo la levadura de gemación Saccharomyces cerevisiae. La bacteria Escherichia 
coli ha sido una herramienta biológica en experimentos de clonación y amplificación 
de plásmidos. 
1.1. Cepas de Saccharomyces cerevisiae 
Todas las cepas utilizadas en este estudio provienen de la estirpe W303 
MATa/MATα {leu2-3,112 trp1-1 can1-100 ura3-1 ade2-1 his3-11,15}, (Thomas & 
Rothstein 1989) . Las cepas utilizadas se especifican en la Tabla 1. 
1.2. Cepas de Escherichia coli 
La cepa de Escherichia coli utilizada fue DH5a y posee las siguientes 
características genéticas {F- endA1 gyr96 hsdR17 DlacU169 (f80lacZDM15) recA1 
relA1 supE44-thi-1}, (Hanahan 1983). Las células competentes se generaron por los 
Servicio centrales del Instituto de Biología Funcional y Genómica siguiendo el 
protocolo descrito por (Kushner, 1978). 
2. MEDIOS Y CONDICIONES DE CRECIMIENTO 
2.1. Medios de cultivo para levaduras 
- Medio rico: 1% de extracto de levadura, 2% de bacto-peptona y 2% de la fuente de 
carbono que puede ser glucosa, galactosa o rafinosa obteniendo YPD, YPGal o 
YPRaf respectivamente. 
- Medios de selección de resistencia a antibióticos: medio rico suplementado con 
200 µg/ml de sulfato de geneticina (G418; Formedium), 200 µg/ml de higromicina 
(Formedium) ó 100 µg/ml de nourseotricina (clonNAT; Werner BioAgents) para 
seleccionar organismos que tengan resistencia a dichos antibióticos. 
- Medio mínimo (MM): 0,7% de bases nitrogenadas YNB sin aminoácidos y 2% de 
glucosa. Cuando fue necesario, los medios se suplementaron con los aminoácidos 
apropiados, en función de las auxotrofías de las cepas utilizadas y en las siguientes 
proporciones: 
- 8 ml/l ó 0,1 ml/placa de adenina 5 mg/ml 
- 20 ml/l ó 0,1 ml/placa de uracilo 2 mg/ml 
- 8 ml/l ó 0,1 ml/placa de leucina 10 mg/ml 
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- 20 ml/l ó 0,1 ml/placa de triptófano 2 mg/ml 
- 4 ml/l ó 0,1 ml/placa de histidina 10 mg/ml 
-Medio con drogas: se añadió al medio rico MMS o HU a distintas concentraciones. 
-Medio de esporulación: 1,5% de acetato potásico, 0,25% de extracto de levadura y 
0,1% de glucosa.  
La preparación de los medios se llevó a cabo utilizando agua destilada. En el caso 
de medios de cultivo sólidos, además, se añadió agar a una concentración final del 
2%. 
2.2. Medios de cultivo para bacterias 
La bacteria E. coli se cultivó tanto en medio LB líquido (extracto de levadura 
0,5%, triptona 1% y NaCl 1%), como en placas de LB suplementado con 100 µg/ml 
de ampicilina (Sambrook y Russel, 2001). En ambos casos la temperatura de 
incubación fue de 37ºC. Para el mantenimiento y obtención de plásmidos se utilizó la 
cepa DH5α de E. coli. 
2.3. Condiciones de crecimiento 
S. cerevisiae se cultivó en placas de medio sólido o bien en medio liquido con 
una agitación de 160-200 rpm. Excepto en casos especificados, todos los cultivos se 
incubaron a 30ºC. El crecimiento en medio liquido se controló mediante contaje en 
cámara Neubauer, trabajándose siempre con cultivos en fase exponencial, salvo que 
se especifique lo contrario. Cuando se requieren cultivos sincrónicos, utilizamos 
cultivos haploides de tipo sexual mat a para sincronizar los cultivos en G1, ya que 
utilizamos la feromona sintética α a concentración 5 µg/ml hasta que el 95% de las 
células presenta la característica forma de shmoo, siguiendo el protocolo descrito 
por (Breeden 1997). Para liberar las células en fase S, el factor α se eliminó del 
medio mediante un par de lavados, y después las células se incubaron en medio rico 
(con distintas fuentes de carbono según el experimento), o en presencia de 200 mM 
HU (Sigma) o MMS al 0.033% (Sigma). 
3. TÉCNICAS GENÉTICAS 
3.1. Modificación genética 
Las cepas originales de esta tesis se construyeron por métodos de 
reemplazamiento génico, usando la técnica descrita por  Longtine et al., 1998. Esta 
técnica permite la deleción de un gen o la adición de un epítopo (HA, MYC, FLAG, 
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etc.) en un solo paso. Se utilizan varios plásmidos que contienen distintos 
marcadores de selección como molde para una reacción en cadena de la polimerasa 
(PCR). En la reacción se utilizaron como cebadores oligonucleótidos diseñados 
especialmente para que una región anille en el gen diana que se quiere modificar y 
otra en el plásmido molde. El DNA amplificado se utiliza para transformar las 
levaduras. Los reemplazamientos se comprobaron por PCR, usando un cebador 
externo a la zona reemplazada y otro interno que anilla con el marcador génico 
utilizado para tal propósito. En el caso de la adición de epítopos, se utilizó un 
cebador interno y otro externo al gen diana y además se comprobó la expresión del 
epítopo por inmunoblot. 
3.2. Conjugación, esporulación y análisis de tétradas 
Se utilizaron técnicas genéticas convencionales descritas en (Amberg, David 
C. Strathern 2005) para la obtención de cepas diploides, para su esporulación y para 
la disección de ascas. Las cepas parentales se cruzaron mezclándolas en YEPD 
sólido e incubando a 30ºC durante 4-5 h. Los diploides generados se aislaron 
mediante selección de marcadores o micromanipulando los zigotos. Para la 
esporulación, los diploides crecieron durante 2-3 días en medio RSM a 30ºC. Las 
ascas se diseccionaron usando un micromanipulador (Singer Instruments), tras el 
tratamiento con zimoliasa 20T (Amsbio), durante 5 min a 37ºC. La segregación de 
los diferentes genes se analizó determinando los fenotipos de las ascosporas y se 
verificó para cada uno de ellos independientemente, mediante réplica en los medios 
selectivos. Cuando fue necesario, debido a la repetición del marcador de selección, 
se analizaron determinados genotipos por PCR de colonia o por técnicas de 
inmunoblot. 
3.3. Transformación de S. cerevisiae 
Se transformaron 108 células provenientes de un cultivo crecido en YPD a 
concentración 1 x 107 células/ml  con 1-2 µg de DNA siguiendo la técnica del acetato 
de litio descrito por (Gietz et al. 1995) y modificado según (Amberg, David C. 
Strathern 2005). Para la selección de los transformantes las células se sembraron 
en placas con medios selectivos. Cuando el marcador de selección fue la resistencia 
al antibiótico G418, higromicina o nourseotricina, las células se incubaron en YPD 
líquido durante 2-3 h para asegurar la expresión de la resistencia, antes de 
sembrarlas en las placas que contenían el antibiótico. Las células transformadas se 
incubaron a 30ºC durante 2-3 días para seleccionar los transformantes positivos. 
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3.4. Transformación de E. coli 
La transformación de E. coli se realizó siguiendo el protocolo descrito por 
(Golub 1988). Para ello, se mezclaron 100 µl de células competentes con 1-10 ng de 
DNA, y se incubaron en hielo durante 30 minutos. A continuación, se sometieron a 
un choque térmico de 1min 40 seg a 42ºC. Tras incubación de 2 min en hielo, se 
añadieron 600 µl de LB y se incubaron a 38ºC durante 45 min en agitación. Las 
células se recogieron por centrifugación y se sembraron en placas con kanamicina o 
ampicilina.  
4. ENSAYO DE GOTAS 
Con el fin de analizar la sensibilidad de diferentes cepas a agentes genotóxicos, 
y estrés replicativo se realizaron ensayos de gotas. Para ello, se inocularon las 
levaduras en 120 µl de medio rico con Glucosa o Rafinosa como fuente de carbono 
según el experimento. Una vez que crecieron hasta llegar a fase estacionaria, se 
realizaron diluciones seriadas 1:5 y se sembraron en placas YPD con distintas 
concentraciones del agente  utilizado en cada caso. Las placas se prepararon 14-16 
h antes de su utilización. 
5. CITOMETRÍA DE FLUJO 
En este trabajo se utilizó la citometría de flujo para determinar el tamaño y 
contenido en DNA de cada célula, al analizar la fluorescencia emitida por el yoduro 
de propidio intercalado en el DNA. 
Se recogieron 107 células de cada muestra a analizar y se fijaron en 1 ml de 
etanol al 70 % conservándose a 4ºC. Para su procesamiento únicamente se trataron 
200 µl de cada muestra. Se lavaron 2 veces con citrato sódico 50 mM  y a 
continuación se incubaron durante 2 h con 0,1 mg/ml de RNasa A (Roche), seguidos 
de 1 h con 0,8 mg/ml proteinasa K (Roche) a 37 ºC. A continuación se centrifugaron 
y se resuspendieron en citrato sódico con 2 µg/ml de yoduro de propidio. 
Posteriormente las muestras se sonicaron durante 10 seg a 40 % de amplitud en un 
sonicador Labsonic M (Sartorius Stedim Biotech). Por último, se determinó el 
tamaño y la fluorescencia de las células en un citómetro de flujo Becton Dickinson 
FACSCalibur. Para el análisis de datos utilizamos el programa CellQuest v3.3 
(Becton Dickinson). 
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6. ANÁLISIS DE PROTEÍNAS 
6.1. Obtención de extractos proteicos en condiciones desnaturalizantes 
Se recogieron 108 células procedentes de 10 ml de cultivo y se lavaron en el 
mismo volumen de agua. El pellet de células se congeló a - 20ºC hasta su 
procesamiento. 
Para romper las células, añadimos 300 µl de 20% TCA (Sigma) y 300 µl de 
bolitas de vidrio y le dimos un pulso de 1 min al vórtex a máxima potencia. 
Transferimos el lisado celular a otro tubo y lavamos las bolitas de vidrio con 300 µl 
de 5% TCA . Centrifugamos todo el lisado a 3000 g durante 10 min. Descartamos el 
sobrenadante, resuspendimos el precipitado en 200 µl de tampón Laemmli (62,5 mM 
Tris, 3% SDS, 10% Glycerol, 5% β-mercaptoethanol, 0.001 % azul de bromofenol) y 
hervimos 5 min. Finalmente, se centrifugaron las muestras a 3000 g durante 10 min 
y se recogieron los sobrenadantes en tubos nuevos que se congelaron a -20 ºC. 
6.2. Análisis por Western Blot 
6.2.1. Separación de proteínas en geles de poliacrilamida 
Las proteínas se separaron por tamaños en geles de poliacrilamida desde el 
7,5 % al 15 % (relación acrilamida: bisacrilamida de 37,5:1). La electroforesis se 
llevó a cabo en cubetas Mini-Protean III (Bio-Rad) a voltaje constante 80-120 V 
usando tampón de carrera con la siguiente composición: Tris 200 mM, glicina 25 
mM, SDS 0,1%. Las proteínas se transfirieron con el sistema de transferencia 
semiseca (Hoefer) a membranas de nitrocelulosa (GE Healthcare) a un voltaje 
constante de 15 V. El tampón de transferencia contiene Tris-base 25 mM, glicina 
192 mM y etanol 20% (v/v). Para monitorizar la transferencia y estimar si la carga de 
proteína era equivalente en todas las muestras, se tiñeron las membranas con 
Ponceau-S y seguidamente se bloquearon en una solución de TBS-T (Tris-HCl 10 
mM pH 7,6, NaCl 150 mM y Tween-20 0,1%) con 5% de leche desnatada 
(Sveltesse; Nestlé) durante 1 hora a temperatura ambiente. A continuación, las 
membranas se incubaron en la solución de bloqueo con el anticuerpo primario 
durante toda la noche a 4ºC ó 2-3 h a temperatura ambiente. Se lavaron las 
membranas con TBS-T durante 30 min (tres lavados de 10 min cada uno), y se 
incubaron con el anticuerpo secundario diluido en TBS-T con leche al 5 % durante 1 
h a temperatura ambiente. Nuevamente se lavaron las membranas y se revelaron 
empleando el reactivo de ECL (GE Healthcare) o Pierce® ECL Western Blotting 
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Substrate (Thermo scientific) siguiendo las instrucciones del fabricante. La señal de 
quimioluminiscencia emitida se detectó con películas (Agfa). Los anticuerpos 
primarios y secundarios utilizados se describen en la Tabla 5. 
6.2.2. Separación de proteínas en geles con Phos-tagTM 
Para resolver las diferentes formas resultantes de la fosforilación de la 
proteína Exo1 se utilizaron geles de acrilamida a los que se añadió el ligando Phos-
tag (NARD Institute) (Fig. 49A) que, en complejo con 2 iones Mg2+, forma un bolsillo 
en la red de poliacrilamida con alta afinidad por las cargas negativas del fosfato. Por 
tanto, se produce un retardo de las proteínas fosforiladas en estos geles ya que su 
velocidad de migración es menor que la de las proteínas no fosforiladas (Fig. 49B). 
Proteína fosforilada 
Proteína no fosforilada 





Figura 49 Separación de proteínas en geles con Phos-tagTM (A) Estructura molecular de la 
sustancia Phos-tagTM (B) En verde, esquema del bolsillo que forma la acrilamida junto con Phos-tagTM y 
los cationes Mg2+, donde quedan unidos los grupos fosfato (en amarillo) de las proteínas fosforiladas. 
En la derecha se representa la separación diferencial de las fosfoproteínas con respecto a las proteínas 
no fosforiladas, debido al retardo que sufren durante la migración electroforética. Adaptado de 
(Kinoshita et al. 2009). 
Se trata de un western blot con algunas modificaciones. Para empezar, se 
añadió Phos-tag a una concentración de 5 mM y MnCl2 a 160 nM. La electroforesis 
se realizó a amperaje constante: 30 mA/gel en cubetas Mini-Protean III (Bio-Rad) o 
60 mA/gel en cubetas TV200 (Scie-Plas) durante 90 min. Otra modificación consiste 
en lavar el gel durante 30 min en agitación suave con tampón de transferencia y 
EDTA 100 mM (para eliminar el ión Mn2+), seguido de tres lavados de 10 min en 
Materiales	  y	  Métodos	   135	  	  
	  
tampón de transferencia (para eliminar el EDTA). A continuación, la transferencia a	  membranas	  de	  PVDF (Immobilon-P; Millipore) previamente activadas con metanol y 
equilibradas en tampón de transferencia, se realizó mediante el sistema de 
transferencia húmeda Mini-Transfer (Bio-Rad) aplicando un amperaje constante de 
200 mA durante toda la noche a 4 ºC. Una vez que tenemos las proteínas 
transferidas a la membrana continuamos con el protocolo normal. 
6.3. Inmunoprecipitación de proteínas de extractos desnaturalizados 
Para obtener los extractos proteicos desnaturalizados seguimos el protocolo 
anterior con algunas modificaciones. Para comenzar, se recogieron 200 ml de cultivo 
a  1x107 células/ml, por lo que incrementamos los volúmenes de TCA y bolitas de 
vidrio a 4 ml e incrementamos los ciclos de ruptura hasta comprobar en el 
microscopio que al menos el 90% de las células estaban rotas. Tras la 
centrifugación, el precipitado se resuspendió en 3 ml de tampón Laemmli modificado 
(no contiene ni β-mercaptoethanol ni azul de bromofenol). Tras hervir y centrifugar 
las muestras, los sobrenadantes se diluyeron en tampón RIPA (50mM Tris HCl pH 8, 
150 mM NaCl, 1% NP-40, 0.5% deoxicolato sódico y 0.1% SDS). La concentración 
de proteínas en los extractos se cuantificó por el método descrito por Bradford 
(Bradford 1976). 
La inmunoprecipitación se realizó mediante incubación de 1 mg de extracto 
proteico clarificado con 1,5-2 µg del anticuerpo específico a 4 ºC durante toda la 
noche. Posteriormente se añadieron 30 µl de proteína G-sefarosa (Sta. Cruz) 
equilibrada previamente en tampón de RIPA. Tras 1 h de incubación a 4ºC, los 
inmunoprecipitados se lavaron cinco veces con 1 ml de tampón de RIPA y se 
analizaron, junto con extracto total, mediante Western Blot. 
6.4. Co-inmunoprecipitación de proteínas de extractos nativos 
 Los ensayos de co-inmunoprecipitación se realizaron a partir de extractos 
nativos tal y como se describe en (Gambus et al. 2006). Se recogieron 250 ml de 
cultivo a una concentración de 107 células /ml, se lavaron con 20 mM HEPES-KOH y 
el precipitado se resuspendió en tres volúmenes de tampón de ruptura (50 mM 
HEPES-KOH (pH 7.5), 140 mM NaCl, 1 mM EDTA, suplementado con Complete 
Protease Inhibitor (Roche), coctel inhibidor de proteasas (Sigma), 2 mM β-
glicerofosfato sódico, 2 mM fluoruro sódico y 1 mM DTT) antes de ser congelado en 
nitrógeno líquido. Posteriormente, las células se rompieron en presencia de 
nitrógeno líquido usando el molinillo criogénico (SPEX SamplePrep LLC 6850).  Tras 
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30 min de incubación a 4ºC con DNasaI para digerir el DNA cromosómico, se 
eliminó de la muestra el material insoluble mediante centrifugación. Para aislar las 
proteínas etiquetadas se usó el anticuerpo correspondiente acoplado a bolitas 
magnéticas  (Dynabeads M-270 Epoxy, Dynal). Tras 4 h de incubación a 4 ºC, las 
bolitas se lavaron con tampón de lavado (misma composición que el tampón de 
ruptura pero sin DTT) y las proteínas se eluyeron al hervirlas en tampón de Laemmli. 
7. PURIFICACIÓN DE ANTICUERPOS 
Con la intención de purificar anticuerpos fosfoespecíficos de los sueros, 
acoplamos 1 mg de péptido sintético por ml de columna SulfoLink Coupling Resin 
(Thermo Scientific) utilizando un tampón de unión (50 mM Tris pH 8,8, 5 mM EDTA) 
e incubamos 15 min con agitación y 30 min más sin agitación. Tras lavar la columna 
tres veces con el tampón de unión, bloqueamos la columna para evitar uniones 
inespecíficas con una solución de L-cisteína 50 mM en tampón de unión. 
Posteriormente lavamos la columna con una solución de lavado (1 M NaCl), y 
guardamos la columna con el péptico acoplado en 0,05 % azida sódica en PBS a 4 
ºC. 
A continuación, realizamos dos pasos de cromatografía de afinidad. En el 
primero, pasamos el suero por una columna que tenía unido el péptido de Exo1 sin 
fosforilar. Acto seguido, pasamos el suero procedente de esta primera columna por 
una segunda, donde estaba unido el péptido fosforilado de Exo1. Los fosfo-
anticuerpos quedaron retenidos en la columna por afinidad con el epítopo 











Figura 50 Esquema de la purificación de fosfoanticuerpos. Esquema del proceso de purificación de 
los fosfoanticuerpos procedentes de los sueros. El suero sufre dos pasos de purificación por 
cromatografía de afinidad. 	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Tras lavar la columna con varias soluciones (10 mM Tris pH 7.5, 100 mM glicina 
pH 2.5, 10 mM Tris pH 8.8, 100 mM TEA pH 11.5, 10 mM Tris pH 7.5), añadimos  
1ml de suero e incubamos 1 h en la noria a temperatura ambiente. Las eluciones se 
realizaron en fracciones ácidas (con 100 mM glicina pH 2.5) y en fracciones básicas 
(100 mM TEA pH 11.5). Ambas fracciones se equilibraron con 1 M Tris pH 8.0. 
8. ENSAYO FOSFATASA 
Para realizar este ensayo se preparó el extracto de proteínas en tampón RIPA 
(tal y como se ha descrito en el apartado 6.3). Del extracto se tomaron 3 muestras; 
dos de ellas se incubaron 30 min a 37ºC con ClMn2, tampón fosfatasa, con y sin 
enzima λ-fosfatasa (New England Biolabs). La tercera muestra no se trató. Todas se 
analizaron por western blot en geles con Phos-tagTM. 
9. ANÁLISIS DE ÁCIDOS NUCLÉICOS 
9.1. Extracción de DNA plasmídico de E. coli 
Para la obtención de DNA plasmídico a pequeña escala se utilizó el kit Wizard 
Plus SV Minipreps  (Promega), siguiendo las especificaciones del fabricante.  
9.2. Extracción de DNA genómico 
A fin de extraer el DNA genómico de un cultivo celular, recogimos 108 células y 
las resuspendimos en tampón de ruptura (100 mM NaCl, 10 mM Tris pH 8.0, 1 mM 
EDTA, 1 % SDS y 2 % Ttiton). Rompimos las células en presencia de fenol 
cloroformo isoamilico (25:24:1) con bolitas de vidrio y un ciclo de 30  seg al vórtex. 
Tras centrifugar, recogimos la capa acuosa y mezclamos con 2 volúmenes de etanol 
(Merck) al 100 %. Lavamos con etanol 70 % y resuspendimos el precipitado donde 
se encuentran los ácidos nucleicos en TE con RNAsa A 50 µg/ml para degradar el 
RNA. Después de 1 h de incubación, guardamos las muestras a -20 ºC. 
9.3. Digestión de DNA con enzimas de restricción 
La digestión de moléculas de DNA se llevó a cabo utilizando endonucleasas de 
restricción de Fermentas en la solución tampón recomendada por el fabricante. Las 
reacciones se incubaron a 37 ºC  durante un tiempo mínimo de 2 h. 
 
 
138	   	  	  	  	  	  
	  
9.4. Reacción en cadena de la polimerasa (PCR)   
Para amplificar fragmentos de DNA de forma rutinaria se usó la polimerasas Go-
Taq (Promega), utilizando como DNA molde cantidades variables de DNA genómico, 
plasmídico o directamente una pequeña cantidad de biomasa de levadura (las 
colonias se calentaron en un microondas durante 2 minutos a la máxima potencia). 
Sin embargo, la amplificación con alta fidelidad de módulos de integración utilizados 
en la construcción de cepas se realizó con otra polimerasa (DNA polimerasa 
Biotools). Las reacciones se llevaron a cabo con  oligonucleótidos 0,4 mM y dNTPs 
0,2 mM (Thermo Scientific) en las soluciones tampón correspondientes siguiendo las 
instrucciones del fabricante y en un termociclador T100™ (Bio-Rad). La longitud de 
los ciclos de extensión y la temperatura de anillamiento, fue variable dependiendo 
del tamaño del fragmento a amplificar y de la Tm de los oligonucleótidos, 
respectivamente. 
9.5. PCR a tiempo real (RT-PCR) 
Las RT-PCRs se han realizado para el análisis del DNA purificado en los 
experimentos de inmunoprecipitación de cromatina. Se utilizaron los reactivos del 
paquete comercial SYBR® Premix Ex Taq™ (Perfect Real Time, (Takara), siguiendo 
las instrucciones del fabricante. El termociclador responsable de la reacción fue 
CFX96 (Bio-Rad). El fluorocromo intercalante utilizado para la cuantificación del 
DNA de las muestras es el SYBR® Green. En las reacciones llevadas a cabo en el 
sistema 7300 Real time PCR System (Applied Biosystems), se utiliza como 
referencia pasiva el fluorocromo ROX. La reacción tipo constó de 1 ciclo de 30 
segundos a 95ºC, 40 ciclos (5 segundos a 95ºC para la desnaturalización, y 31 
segundos a 60ºC para el anillamiento y la extensión), y un ciclo de disociación. Para 
poder cuantificar fue necesario realizar una recta patrón de cada pareja de 
oligonucleótidos, representando el ciclo umbral de amplificación exponencial (Ct), 
frente a la cantidad relativa de DNA.  El primer punto de la recta fue una dilución 
1/10 del DNA del INPUT, seguido de 5 diluciones 1/10. A cada punto de esta recta 
se le otorgó un valor arbitrario a partir de los cuales el equipo estimó la cantidad de 
DNA presente en las muestras problema. Para el análisis de datos se utilizó el 
programa Bio-Rad CFX Manager 2.0 (Bio-Rad). 
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9.6. Electroforesis de DNA 
La separación de fragmentos de DNA se realizó mediante electroforesis en geles 
de agarosa. Dependiendo del tamaño de las moléculas a separar, se usaron geles 
de concentración de agarosa variable (0,8%-2% p/v) en tampón TAE (Tris-acetato 
40 mM, EDTA 1 mM) y conteniendo de EtBr de 0,5 mg/ml. A las muestras se les 
añadió tampón de carga (azul de bromofenol 0,25% (p/v), xilen cianol 0,25% (p/v), 
glicerol 30%(v/v)). Las separaciones electroforéticas se realizaron a voltaje 
constante (80-120V) en tampón TAE. Para visualizar el DNA mediante iluminación 
con luz UV, se utilizó el equipo Gel Doc XR (Bio-Rad) equipado con una cámara 
CCD para la captura de imágenes. Los tamaños de las moléculas se estimaron por 
comparación con el marcador de peso molecular 1Kb Plus DNA ladder (Invitrogen). 
10. INMUNOPRECIPITACIÓN DE CROMATINA 
Los experimentos de inmunoprecipitación de cromatina se realizaron siguiendo 
el protocolo descrito en (Bermejo et al. 2009). 7,5 x 108 células se fijaron con 1% de 
formaldehído. A los 30 min se detuvo la fijación con glicina 0,125 M. Tras lavar las 
células con TBS frío, se rompieron en una FastPrep (Qbiogene) con bolitas de vidrio, 
y tampón de lisis (Hepes KOH pH=7,5 50mM, EDTA 1 mM, NaCl 140mM, TRITÓN 
X-100 al 1% y deoxicolato sódico al 0,1%) con 5 pulsos de agitación de 20 seg a una 
potencia de 4,5 K (las células se dejaron reposando en hielo 1 minuto entre cada 
pulso). El lisado celular se sonicó para conseguir una fragmentación de la cromatina 
con un rango de 200-500 pb. Se aplicaron 5 ciclos de sonicación de 15 seg a 
intensidad 1,5 alternando con centrifugaciones a 4 ºC de 1 min. De esta muestra 
tomamos 5 µl, que corresponderá al extracto total (WCE), le añadimos tampón 
Laemmli y lo guardamos a -20 ºC, mientras que el resto del extracto se utiliza para la 
inmunoprecipitación (ver apartado 6.4). Como control negativo de 
inmunoprecipitación, utilizamos bolitas magnéticas sin anticuerpo acoplado. Tras 
revertir la fijación DNA-proteínas, y tratar con 10 µg de RNasa A, procedimos a 
cuantificar el DNA por RT-PCR. 
11. ELECTROFORESIS BIDIMENSIONAL DE INTERMEDIARIOS DE 
REPLICACIÓN EN GELES DE AGAROSA 
 Esta técnica nos permite analizar los intermediarios de replicación (Fig. 2) presentes 
en una región genómica específica. Tomamos 2 x 109 células de un cultivo 
sincrónico y extrajimos su DNA genómico con un kit (Qiagen) siguiendo las 
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instrucciones del fabricante. Una vez purificado el DNA, se digirió con los enzimas 
de restricción apropiados, de manera que el fragmento analizado tuviera un tamaño 
entre 3 y 6 kb. La electroforesis bidimensional se llevó a cabo adaptando las 
condiciones descritas por (Brewer & Fangman 1987). La primera dimensión se llevó 
a cabo en un gel de 0.4% agarosa en el tampón TBE (0.9M Tris-Borato, 0.02M 
EDTA) a temperatura ambiente y voltaje constante 30 V durante 42 h. La segunda 
dimensión se llevó a cabo a 4ºC en un gel de agarosa al 1% con 0.5 µg/µl de 
bromuro de etidio en tampón TBE durante 8 h a 200 V. Una vez finalizada la 
electroforesis procedimos a realizar un Southern Blot. En la figura 51 se muestran 
















Figura 51 Electroforesis bidimensional de intermediarios de replicación. Representación 
esquemática de los intermediarios de replicación detectables por el análisis en geles bidimensionales. 	  
12. DIGESTIÓN CON NUCLEASA MICROCOCAL 
Con el objetivo de aislar DNA nucleosómico adaptamos el protocolo descrito por 
(Lantermann et al. 2009) a S. cerevisiae. Partimos de 2 x 109 células de cultivos 
sincronizados en la fase del ciclo celular deseada.. Para conseguir esferoplastos 
tratamos con zimoliasa 20 T durante 10 min a 30ºC. Las muestras se 
resuspendieron en tampón NP (Sorbitol 1 M, NaCl 50 mM, Tris/HCl 10 mM pH 7,4, 
MgCl2 5 mM, CaCl2 1 mM, NP-40, 0,75%) y se dividieron en 6 alícuotas que se 
trataron durante 10 min a 37 ºC con cantidades crecientes (0, 0.5, 1, 1.5, 2 y 3 U/ml) 
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de nucleasa micrococal (Fermentas). A continuación se detuvo la reacción con 1 ml 
de SDS 5%, EDTA 50 mM y se digirieron las proteínas con 1 mg/ml de proteinasa K. 
Purificamos y cuantificamos el DNA. Posteriormente digerimos con diferentes 
enzimas de restricción 2,5 µg de DNA de cada muestra. Tras la electroforesis en gel 
de agarosa de 1,5 % se detectaron los fragmentos nucleosómicos de diferentes 
tamaños por Southern Blot, hibridando con una sonda radiactiva correspondiente al 





Figura 52 Digestión con MNasa y análisis de hibridación. (A) Esquema del mapa de una región 
analizada. La flecha negra representa un gen y su orientación, la dirección de la transcripción. Los 
óvalos blancos indican la posición de nucleosomas sobre la región y las flechas verticales, los sitios de 
digestión con la nucleasa micrococal. Tras digerir con las enzimas de restricción ER1 y ER2, se 
muestran los fragmentos de distinto tamaño obtenidos, según la cantidad de MNasa utilizada. Por 
último, el rectángulo rojo simboliza la sonda radiactiva. (B) Esquema del resultado de Southern Blot de 
la región mostrada en A. El fragmento de mayor tamaño correspondería al fragmento total de 
restricción, mientras que el de menor tamaño habría sido tratado además con la mayor cantidad de 
MNasa. Por último, la zona libre de nucleosomas es una zona hipersensible al tratamiento con la 
MNasa y los fragmentos obtenidos tendrían tamaños similares. Adaptaado de Clark 2010. 
13. SOUTHERN BLOT 
Tras la electroforesis del DNA en un gel de agarosa, se desnaturalizó en una 
solución de NaOH 0,4 N en agitación suave durante 20-30 min. A continuación, el 
DNA se transfirió por capilaridad a una membrana de nylon Hybond-XL (GE 
Healthcare) empleando NaOH 0,4 N como solución de transferencia. Seguidamente, 
neutralizamos la membrana mediante dos lavados de 10 min en 2 x SSC (3 M NaCl, 
y 0,3 M citrato sódico). Antes de su hibridación con una sonda radiactiva, la 
membrana se prehibridó durante al menos 2 h a 65ºC en 10 ml tampón de 
hibridación (400 mM Na2HPO4, 100 mMNaH2PO4, 1 mM EDTA, 7 % SDS) con 120 
µg/ml DNA de esperma de salmón (Roche) previamente sonicado y desnaturalizado.  
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Para el marcaje de la sonda, se desnaturalizaron 50 ng de DNA y se añadió el 
fragmento Klenow de la DNA polimerasa de E. coli (Roche), dATP, dGTP, dTTP 
(Thermo Scienific), una mezcla de hexanucleótidos (Roche) que anillan al azar sobre 
el DNA y sirven de cebadores para la síntesis y 50 µCi de [32P]-α-dCTP. Tras 30-60 
min de incubación a 37ºC, la sonda se purificó mediante columnas ProbeQuant G-50 
(GE Healthcare). La hibridación se llevó a cabo durante la noche. A continuación se 
eliminó la sonda y se realizaron tres lavados de 30 min con solución de lavado [40 
mM solución fosfato (400 mM Na2HPO4, 100 mMNaH2PO4 pH 7,2), 1 mM EDTA y 1 
% SDS]. Finalmente, las membranas se envolvieron en plástico y la señal radiactiva 
se capturó en pantallas radiosensibles (BAS-IP MS2040; Fujifilm) que se 
escanearon en un sistema Personal Molecular Imager (Bio-Rad). Las imágenes se 
analizaron con el programa QuantityOne v4.2.1 (Bio-Rad). A continuación se expuso 
la membrana a una temperatura de -80ºC durante el tiempo necesario según la 
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Tabla 1  Lista de cepas de Saccharomyces cerevisiae 	  
Cepa Genotipo  Fuente 
YEC005 MATa EXO1-HA::HIS3 Este trabajo 
YEC894 MATa EXO1-MYC::Kan Este trabajo 
YMS184 MATa EXO1-FLAG::URA3 Este trabajo 
YEC040 MATα Δexol1::URA3 Este trabajo 
YEC002 MATa Δsmll1::URA3 Exo1-MYC::Kan Este trabajo 
YEC004 MATa Δsmll1::URA3 Δrad53::LEU2 Exo1-MYC::Kan Este trabajo 
YEC575 MATa Δsmll1::URA3 Δmec1::LEU2 Exo1-MYC::Kan Este trabajo 
YEC041 MATα EXO1::exo1-6A Este trabajo 
YEC042 MATα EXO1::exo1-6A Este trabajo 
YEC043 MATα EXO1::exo1-6A Este trabajo 
YEC044 MATα EXO1::exo1-6D Este trabajo 
YEC045 MATα EXO1::exo1-6D Este trabajo 
YEC046 MATα EXO1::exo1-6D Este trabajo 
YEC063  MATa Δsmll1::URA3 Δexo1::LEU2 his3::pRS303-GAL-
EXO1-HIS3 
Este trabajo 
YEC047 MATa Δsmll1::URA3 Δexo1::LEU2 his3::pRS303-GAL-
EXO1-6A-HIS3 
Este trabajo 
YEC064 MATa Δsmll1::URA3 Δexo1::LEU2 his3::pRS303-GAL-
EXO1-6A-HIS3 
Este trabajo 
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Cepa Genotipo  Fuente 
YEC065 MATa Δsmll1::URA3 Δrad53::LEU2 his3::pRS303-GAL-
EXO1-6D-HIS3 
Este trabajo 
YEC066 MATa Δsml1::URA3 Δrad53::LEU2 Δexo1::TRP1 
his3::pRS303-GAL-EXO1-HIS3 
Este trabajo 
YEC37 MATa Δsml1::URA3 Δrad53::LEU2 Δexo1::TRP1 
his3::pRS303-GAL-EXO1-6A-HIS3 
Este trabajo 
YEC38 MATa Δsml1::URA3 Δrad53::LEU2 Δexo1::TRP1 
his3::pRS303-GAL-EXO1-6A-HIS3 
Este trabajo 
YEC59 MATa Δsml1::URA3 Δrad53::LEU2 Δexo1::TRP1 
his3::pRS303-GAL-EXO1-6D-HIS3 
Este trabajo 
YEC60 MATa Δsml1::URA3 Δrad53::LEU2 Δexo1::TRP1 
his3::pRS303-GAL-EXO1-6D-HIS3 
Este trabajo 
YEC154 MATa Δsml1::URA3 Δrad53::LEU2 Exo1::exo1-6A-
MYC::Kan 
Este trabajo 
YEC155 MATa Δsml1::URA3 Δrad53::LEU2 Exo1::exo1-6A-
MYC::Kan 
Este trabajo 
YEC164 MATa Δsml1::URA3 Δrad53::LEU2 Exo1::exo1-6D-
MYC::Kan 
Este trabajo 
YEC165 MATa Δsml1::URA3 Δrad53::LEU2 Exo1::exo1-6D-
MYC::Kan 
Este trabajo 
NAT52 MATa EXO1::exo1-24A-MYC::Kan Este trabajo 
NAT53 MATa EXO1::exo1-24A-MYC::Kan Este trabajo 
NAT25 MATa EXO1::exo1-24D-MYC::Kan Este trabajo 
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Cepa Genotipo  Fuente 
NAT07 MATα EXO1::exo1-24D-MYC::Kan Este trabajo 
NAT64 MATa Δsmll1::URA3 Δrad53::LEU2 EXO1::exo1-24A-
MYC::Kan 
Este trabajo 
NAT27 MATa Δsmll1::URA3 Δrad53::LEU2 EXO1::exo1-24D-
MYC::Kan 
Este trabajo 
YEC197 MATa RFA1-PK::HIS3 ura3::URA3/GDP-TK EXO1-
MYC::Kan 
Este trabajo 
YEC296 MATa Δsmll1::URA3 Δrad53::LEU2 RFA1-PK::HIS3 
EXO1-MYC::Kan 
Este trabajo 
YEC323 MATa Cdc47-HA::TRP2 EXO1-PK::Kan Este trabajo 
YEC757 MATa Δpep4::ADE2 BMH1-PK::HIS3 Este trabajo 
YEC758 MATa Δpep4::ADE2 EXO1-MYC::Kan Este trabajo 
YEC759 MATa Δpep4::ADE2 BMH1-PK::HIS3 EXO1-MYC::Kan Este trabajo 
YEC724 MATa Δpep4::ADE2 Δsmll1::URA3 Δrad53::LEU2 BMH1-
PK::HIS3 EXO1-MYC::Kan 
Este trabajo 
YEC729 MATa Δpep4::ADE2 Δsmll1::URA3 BMH1-PK::HIS3 EXO1-
MYC::Kan 
Este trabajo 
YEC891 MATa EXO1::exo1- E150D-MYC::Kan Este trabajo 
YEC913 MATa EXO1::exo1-D173A-MYC::Kan Este trabajo 
YAB22 MATa Δrad27::HIS3 Este trabajo 
YEC878 MATa Δsmll1::URA3 Δrad53::LEU2 EXO1::exo1-E150D 
MYC::Kan 
Este trabajo 
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Cepa Genotipo  Fuente 
YEC909 MATa Δsmll1::URA3 Δrad53::LEU2 EXO1::exo1-D173A-
MYC::Kan 
Este trabajo 
YJT72 MATa Δsml1::URA3 (Tercero and 
Diffley 2001) 
YJT75 MATa Δsml1::URA3 Δ rad53::LEU2  (Tercero and 
Diffley 2001) 
YMS666 MATa Δsml1::URA3 Δrad53::LEU2 Δexo1::HIS3 Este trabajo 
YEC514 MATa Δsml1::kanMX Δrad53::natNT2 
ura3::URA3‐pGAL‐RNR1 
Este trabajo 
YEC397 MATa Δsml1::kanMX Δrad53::natNT2 his3::pRS303-GAL-
RNR3-HIS3 
Este trabajo 




YEC393 MATα  Δsml1::kanMX Δrad53::natNT2 leu2::pRS305-GAL-
RNR4-LEU2 
Este trabajo 
YEC520 MATa Δsml1::kanMX Δrad53::natNT2 
ura3::URA3‐pGAL‐RNR1  
his3::pRS303-GAL-RNR3-HIS3    
Este trabajo 
YEC535 MATa Δsml1::kanMX Δrad53::natNT2 trp1::pRS304-
GAL-RNR2-TRP1 leu2::pRS305-GAL-RNR4-LEU2 
Este trabajo 
YEC515 MATa Δsml1::kanMX Δrad53::natNT2 
ura3::URA3‐pGAL‐RNR1 trp1::pRS304-GAL-RNR2-
TRP1   
Este trabajo 
YEC518 MATa Δsml1::kanMX Δrad53::natNT2 
ura3::URA3‐pGAL‐RNR1  
leu2::pRS305-GAL-RNR4-LEU2    
Este trabajo 
YEC405 MATa Δsml1::kanMX Δrad53::natNT2 trp1::pRS304-
GAL-RNR2-TRP1 his3::pRS303-GAL-RNR3-HIS3 
Este trabajo 
YEC414 MATα  Δsml1::kanMX Δrad53::natNT2 his3::pRS303-
GAL-RNR3-HIS3 leu2::pRS305-GAL-RNR4-LEU2 
Este trabajo 
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YMS252 MATa Δsml1::kanMX Δrad53::natNT2 trp1::pRS304-
GAL-RNR2-TRP1 his3::pRS303-GAL-RNR3-HIS3 
leu2::pRS305-GAL-RNR4-LEU2   
Este trabajo 





YEC518 MATa Δsml1::kanMX Δrad53::natNT2 
ura3::URA3‐pGAL‐RNR1  
leu2::pRS305-GAL-RNR4-LEU2    
Este trabajo 




YEC685 MATα  Δsml1::kanMX Δrad53::natNT2 trp1::pRS304-GAL-
RNR1-TRP1 his3::pRS303-GAL-RNR1-HIS3 
Este trabajo 









YEC532 MATa Δsml1::kanMX Δrad53::natNT2 
ura3::URA3‐pGAL‐RNR1 Δexo1:: hghMX 
Este trabajo 
 
YEC536 MATa Δsml1::kanMX Δrad53::natNT2 trp1::pRS304-GAL-
RNR2-TRP1 leu2::pRS305-GAL-RNR4-LEU2 Δexo1:: 
hghMX 
Este trabajo 
YMS349 MATa Δsml1::kanMX Δrad53::natNT2 trp1::pRS304-GAL-
RNR2-TRP1 his3::pRS303-GAL-RNR3-HIS3 
leu2::pRS305-GAL-RNR4-LEU2 Δexo1:: hghMX 
Este trabajo 
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YMS260 MATa Δsml1::kanMX Δrad53::natNT2 trp1::pRS304-GAL-
RNR2-TRP1 his3::pRS303-GAL-RNR3-HIS3 
leu2::pRS305-GAL-RNR4-LEU2  
Δexo1:: hghMX dif1D::URA3 
Este trabajo 
YEC561 MATa Δsml1::kanMX Δrad53::natNT2 
ura3::URA3‐pGAL‐RNR1 trp1::pRS304-GAL-RNR2-TRP1 
leu2::pRS305-GAL-RNR4-LEU2 
Δexo1:: hghMX dif1D::URA3 
Este trabajo 












RB226 MATa RFA1-PK::HIS3 ura3::URA3/GDP-TK  RBM lab 
YMS378 MATa RFA1-PK::HIS3 ura3::URA3/GDP-TK Δrpd3::TRP1 Este trabajo 
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Tabla 2  Lista de plásmidos. Se índica una breve descripción del uso de cada plásmido y su 
fuente 	  
Plásmido Aplicación Fuente 
pFA6a-13MYC-
KanMX6  
Integración de 13 copias del epítopo MYC con 
el marcador KanMX6   
(Longtine et al. 
1998) 
pFA6a-1TRP1 Integración del marcador TRP1 para 
delecionar genes 




Integración de 3 copias del epítopo HA con el 
marcador HIS3 
(Longtine et al. 
1998) 
pRS303 Vector de clonación con marcador HIS3 (Sikorski and 
Hieter 1989) 
pRS304 Vector de clonación con marcador TRP1 (Sikorski and 
Hieter 1989) 
pRS305 Vector de clonación con marcador LEU2 (Sikorski and 
Hieter 1989) 




Integración de 12 copias del epítopo PK con 
el marcador KanMX6   
(Gadaleta et al. 
2013) 	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Tabla 3  Oligonucleótidos utilizados en este trabajo. Se detalla la secuencia y su aplicación. 	  
Nombre Secuencia (5´à3´) Aplicación 
TRP-FW CAGTGCAGCTTCACAGAAAC Para comprobar  TRP 
TRP-RE CCGCAAACTTTCACCAATGG Para comprobar  TRP 
HIS-FW GAATGATCATCACCGTAGTG Para comprobar  HIS 
HIS-RE CGTTTATCTTGCCTGCTCAT Para comprobar  HIS 
LEU-FW CATCGAATTTGATTCTGTGC Para comprobar  LEU 








Delecionar RAD53 Re 
Rpd3-1 CCCGGCTCATAGTATCTATC Comprobar RPD3 Fw 








Delecionar RPD3 Re 
Exo1-1 AAATATCAGGTCCTTGCTCC Comprobar EXO1 Fw 
Exo1-2 GTTGATAGCGAATGTAGACC Comprobar EXO1 Re 
Exo1-3 CCAGGTCACAGAGAATTGTG Comprobar EXO1 Fw 









Integrar epítopo -PK a 
Exo1 Re 








GAATTATCCTTTCAATAGCATTGAATCTTC Construir EXO1-6A  
por OE-PCR 
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Nombre Secuencia (5´à3´) Aplicación 











































































Construir EXO1-6A  
por OE-PCR 
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Nombre Secuencia (5´à3´) Aplicación 
   
Exo1-
oligo2-D I 







































































Construir EXO1-6D  
por OE-PCR 
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Nombre Secuencia (5´à3´) Aplicación 











































Delecionar PEP4 Re 
pep4-1 GGCGGCCCTTTTTAGGATTT Comprobar PEP4 Fw 









Bmh1.1 CTGAAAACGAGACGAACCGT Comprobar deleción 
BMH1 
Bmh1.2 CGCGATTACGTGTGTACATG Comprobar deleción 
BMH1 
Rad5-L GCAGCAGGACCATGTAAACG Comprobar RAD5 
Rad5-R AAACTCGTTACTCCACTGCG Comprobar RAD5 
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Nombre Secuencia (5´à3´) Aplicación 




Delecionar DIF1 Fw 
Dif1-D3-nat GGAAAAAGAGAGAAAAAAAGAGAGAGATAAAA
AAAATTGTGCAAGTCTGATGATTCGAGCTCG 
Delecionar DIF2 Re 
ARS305-
FW-2D 




















GCCTCGAAATTGAGAAATGA Sonda ARS603 escalera 
Mnase 
ARS305-fw GTAACTTACACGGGGGCTAA 
RT-PCR sobre ARS305 
For 
ARS305-re ACTTTGATGAGGTCTCTAGC 
























RT-PCR sobre ARS609 
For 
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Nombre Secuencia (5´à3´) Aplicación 
ARS609-re 
CGCCTATATTCTACCTGTAC 





RT-PCR sobre ARS609 









RT-PCR sobre ARS609 




RT-PCR sobre ARS609 
+ 11 Re 
ARS501-fw 
GAATGTGTCTACGTAATTGG 




RT-PCR sobre ARS501 
Re 	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Tabla 4	   Lista de tripletes de bases nitrogenadas modificadas expresamente para que dejen 
de codificar serinas o treoninas y en su lugar codifiquen para alaninas o aspárticos en los 
mutantes exo1-6A/D y exo1-24A/D. 	  
Mutantes exo1-6A/D 
Posición del 
aminoácido S/T A D Motivo 
249 ACT GCT GAT Peptide array 
372 TCA GCA GAT Peptide array	  
393 TCG GCG GAC Peptide array	  
587 TCA GCA GAC Peptide array	  
639 AGC GCC GAT Peptide array	  
660 TCA GCA GAC Peptide array	  
Mutantes exo1-24A/D 
Posición del 
aminoácido S/T A D Motivo 
18 TCT GCA GAC S/T-Ψ (Ψ=F,L,V o I) 
64 AGT GCT GAT S/T-Ψ (Ψ=F,L,V o I) 
68 ACC GCC GAC S/T-Ψ (Ψ=F,L,V o I) 
211 TCC GCC GAC S/T-Ψ (Ψ=F,L,V o I) 
249 ACT GCT GAT S/T-Ψ (Ψ=F,L,V o I) 
256 AGT GCT GAT S/T-Ψ (Ψ=F,L,V o I) 
295 AGC GCC GAC S/T-Ψ (Ψ=F,L,V o I) 
393 TCG GCG GAC S/T-Ψ (Ψ=F,L,V o I) 
413 AGT GCT GAT S/T-Ψ (Ψ=F,L,V o I) 




aminoácido S/T A D Motivo 
439 ACG GCG GAC S/T-Ψ (Ψ=F,L,V o I) 
454 ACT GCT GAT S/T-Ψ (Ψ=F,L,V o I) 
465 AGC GCC GAC S/T-Ψ (Ψ=F,L,V o I) 
477 TCT GCT GAT S/T-Ψ (Ψ=F,L,V o I) 
494 TCT GCT GAT S/T-Ψ (Ψ=F,L,V o I) 
528 ACT GCT GAT S/T-Ψ (Ψ=F,L,V o I) 
563 TCA GCA GAC S/T-Ψ (Ψ=F,L,V o I) 
571 AGT GCT GAT S/T-Ψ (Ψ=F,L,V o I) 
587 TCA GCA GAC S/T-Ψ (Ψ=F,L,V o I) 
635 TCA GCA GAC S/T-Ψ (Ψ=F,L,V o I) 
639 AGC GCC GAT S/T-Ψ (Ψ=F,L,V o I) 
654 AGC GCC GAC S/T-Ψ (Ψ=F,L,V o I) 
660 TCA GCA GAC S/T-Ψ (Ψ=F,L,V o I) 
690 TCT GCT GAT S/T-Ψ (Ψ=F,L,V o I) 
692 TCC GCC GAC S/T-Ψ (Ψ=F,L,V o I) 	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Tabla 5	   Lista de anticuerpos primarios y secundarios utilizados en este trabajo. Se detalla la 
especificidad, el origen, el tipo y la fuente de los anticuerpos primarios. Para los anticuerpos 
secundarios se muestra la especificidad, las enzimas conjugadas con cada anticuerpo, el tipo 
y la fuente. 	  
Anticuerpos Primarios 
Anticuerpo Organismo Tipo Epítopo  Procedencia 
anti-HA Ratón Monoclonal YPYDVPDYA Roche; 12CA5 
anti-FLAG Ratón Monoclonal DYLDDDDL Sigma; F1804 
anti-MYC 9E10 Ratón Monoclonal MEQKLISEEDL Santa Cruz; sc-40 
anti-MYC 4A6 Ratón Monoclonal MEQKLISEEDL Millipore; 05-724 
anti-PGK 22C5 Ratón Policlonal Sc PGK Mol.Probes; A-6457 
anti-PK Conejo Monoclonal IPNPLLGL Serotec; MCA-1360 
anti-Rad53 yC19 Cabra Policlonal C-ter Sc Rad53 Santa Cruz; sc-6749 
anti-RNR1 Conejo Policlonal Sc Rnr1 Agrisera;	  AS09 576 
anti-RNR3 Conejo Policlonal Sc Rnr3 Agrisera; AS09 574 
Anticuerpos secundarios 
Anticuerpo Organismo Tipo Conjugado  Procedencia 
anti-IgG cabra Burro Policlonal Peroxidasa Sigma;sc-2020 
anti-IgG conejo Cabra Policlonal Peroxidasa Sigma; A6154 
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A Adenina  
ACS Secuencia consenso del ARS  ARS Consensus Sequence 
APC Complejo promotor de la anafase Anaphase promoting complex 




BrEt Bromuro de Etidio  
CDK Kinasa dependiente de ciclina Cyclin-dependent kinases 
ChIP Inmunoprecipitación de cromatina Chromatin inmunoprecipitation  
DNA  Ácido Desoxirribonucleico  Deoxyribonucleic acid 
dNTP Desoxinucleótido trifosfato  
DSB Rotura de doble cadena  Double strand break 
dsDNA DNA de doble cadena   Double strand DNA 
EDTA Ácido elilendiaminotetraacetico Ethylenediaminetetraacetic acid 
ER Enzima de Restricción  
FACS  Fluorescence-Activated Cell 
Sorting 
5-FOA Ácido 5-fluoroorótico 5-Fluoroorotic acid 
GAL Galactosa  
GFP Proteína verde fluorescente Green fluorescence protein 
GLU Glucosa  
HEPES  2-[4-(2-hydroxyethyl)piperazin-1-
yl]ethanesulfonic acid 
HR Recombinación homóloga Homologous recombination 
HU Hidroxiurea  
IAA Alcohol isoamílico  Isoamyl alcohol 
IP Inmunoprecipitación Inmunoprecipitation 
LB Medio	  Luria-­‐Bertani	    
MMS Metil	  metano	  sulfonato	    
MNasa Nucleasa	  micrococal	   Micrococal nuclease 
ORC Complejo de reconocimiento del origen Origin recognition complex 
NHEJ Unión de extremos no homólogos Non homologous end joining 
PCNA  Proliferating cell nuclear antigen 
PCR Reacción en cadena de la polimerasa Polymerase reaction chain 
PBS Tampón fosfato salino Phosphate-buffered saline 
PEG Polietilenglicol  
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Pol Polimerasa Polymerase 
pre-RC complejo pre-replicativo pre-replicative complex 
pre-IC complejo de preiniciación pre-initiation complex 
RNA Ácido ribonucleico Ribonucleic acid 
RNR Ribonucleótido reductasa Ribonucleotide reductase 
RPA Proteína A de replicación  
RSM Medio de esporulación Rich sporulation medium 
RT-PCR PCR a tiempo real Real time PCR 
SDS Dodecil sulfato sodico Sodium dodecyl sulfate 
SSC NaCl / Citrato sódico Saline Sodium Citrate 
ssDNA DNA de cadena sencilla single strand DNA 
TCA Ácido tricloroacétoco Tricloroacetic acid 
TAE Tris / Acetato / EDTA  
TBE Tris / Ac. Bórico / EDTA  
TDP  Time decision point 
TE Tris / EDTA  
TEA  Triethylamine 
YEPD Medio rico Yeast extract / pepton / dextrose 
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late replicating origins in Saccharomyces cerevisiae
Ignacio Soriano1†, Esther C Morafraile1†, Enrique Vázquez1, Francisco Antequera1 and Mónica Segurado1,2*Abstract
Background: Eukaryotic genomes are replicated during S phase according to a temporal program. Several
determinants control the timing of origin firing, including the chromatin environment and epigenetic modifications.
However, how chromatin structure influences the timing of the activation of specific origins is still poorly understood.
Results: By performing high-resolution analysis of genome-wide nucleosome positioning we have identified different
chromatin architectures at early and late replication origins. These different patterns are already established in G1 and
are tightly correlated with the organization of adjacent transcription units. Moreover, specific early and late nucleosomal
patterns are fixed robustly, even in rpd3 mutants in which histone acetylation and origin timing have been significantly
altered. Nevertheless, higher histone acetylation levels correlate with the local modulation of chromatin structure,
leading to increased origin accessibility. In addition, we conducted parallel analyses of replication and nucleosome
dynamics that revealed that chromatin structure at origins is modulated during origin activation.
Conclusions: Our results show that early and late replication origins present distinctive nucleosomal configurations,
which are preferentially associated to different genomic regions. Our data also reveal that origin structure is dynamic
and can be locally modulated by histone deacetylation, as well as by origin activation. These data offer novel insight
into the contribution of chromatin structure to origin selection and firing in budding yeast.Background
Eukaryotic chromosomes are replicated from multiple
replication origins. In budding yeast, replication origins
are termed ARS (autonomously replicating sequences)
and contain the ARS consensus sequence (ACS), which
is essential for origin activity [1]. During the G1 phase,
pre-replicative complexes (pre-RCs), composed of the
origin recognition complex (ORC), Cdc6, Cdt1, and an
inactive form of the replicative helicase Mcm2-7 com-
plex are assembled into ACS-containing origin regions,
a process called ‘licensing’ [2]. During S phase, origin ac-
tivation is induced by the activation of the MCM2-7
helicase and by the recruitment of further initiation fac-
tors, including Mcm10, Cdc45, GINS, Sld2, Sld3 and
Dpb11, to form pre-initiation complexes (pre-IC) [3]. Al-
though all replication origins are ‘licensed’ during G1* Correspondence: monicas@usal.es
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unless otherwise stated.phase [4,5], not all of them are activated during the sub-
sequent replication cycle and, moreover, origins are acti-
vated at different times along S phase. The temporal
order of origin activation is called the replication timing
program, and it is established in G1 phase [6].
The mechanisms orchestrating the timing program are not
fully understood, but many studies have indicated that the fir-
ing of origins can be influenced by different factors involving
replication initiation mechanisms, epigenetic modifications,
chromosomal position and the chromatin context [7-17].
Limiting levels of initiation factors have been reported
[15,16], and constitute a point of control of replication initi-
ation. The amount of Sld3, Sld2, Sld7, Dpb11, Cdc45 and
Dbf4 factors is below the number of “licensed” origins, and
hence activation is necessarily restricted to a subset of
origins. Some of these factors, i.e. Sld3 and Cdc45, can be
detected specifically at some early firing origins during G1
[11,18,19], which is critical for promoting their activation at
the beginning of S phase. However, even though the sequen-
tial activation of origins can be explained by limiting levels
of essential initiation proteins, an open question is why lim-
iting factors are preferentially recruited by early origins.l Ltd. This is an Open Access article distributed under the terms of the Creative
ommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and
iginal work is properly credited. The Creative Commons Public Domain
g/publicdomain/zero/1.0/) applies to the data made available in this article,
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scription factors Fkh1 and Fkh2 are involved in early
origin firing [11,17]. Although FKH1 and FKH2 are not re-
quired for origin licensing, the binding of Cdc45 to early
origins in G1 seems to be Fkh1/2-dependent, and it has
been suggested that the role of Fkh1/2 in origin firing
would involve the establishment of replication timing do-
mains and the spatial organization of origins [11]. Fkh1/2
binding sites are enriched in a subset of origins, but
ChIP–chip analyses indicate that there is no strict correl-
ation between the presence of consensus motifs and Fkh1/
2 binding [20,21]. In addition, the presence of Fkh1/2
binding sites is not sufficient to confer early firing, and the
number and distribution of Fkh motifs within the origin
region seem to be important for conferring early origin ac-
tivation [11,17], arguing for an additional role of the chro-
matin environment in the regulation of origin firing.
Chromatin modifications also play a role in the regulation
of origin timing and several studies have demonstrated that
increases in histone acetylation, either by deletion of the
deacetylase RPD3 or by artificial recruitment of the histone
acetylase Gcn5, correlate with advanced origin firing
[9,10,12,22]. However, the explanation as to how histone
acetylation modifies replication timing has remained obscure.
Previous studies have shown that replication origins in
budding yeast exhibit a specific nucleosomal configuration,
consisting of a nucleosome-depleted region (NDR) next to
the ACS element, flanked by well-positioned nucleosomes
[23,24]. The correct organization of these origin-associated
chromatin features is important for efficient replication
initiation [25] and it would also be important for the
timing of origin activation.
In light of the above, here we examined the contribution
of the chromatin structure to the timing of origin firing by
genome-wide analysis of the nucleosome organization at
early and late origins and its relationship with epigenetic
modifications, in particular with histone acetylation. Our
findings show that early and late origins exhibit different
nucleosomal patterns, which are influenced by the gen-
omic context. We found that higher histone acetylation in
rpd3 mutants was linked to local changes in chromatin
structure, leading to a more open conformation at the af-
fected replication origins. Finally, our analysis indicates
that origin structure is dynamic during the cell cycle.
Results
Early and late replication origins exhibit different
nucleosome profiles
To study the interplay between chromatin organization and
replication timing, we generated high-resolution maps of
nucleosome positions of the entire genome of S. cerevisae
(see Methods). Previous experiments indicate that origin
timing is established in early G1 phase [6] and we therefore
determined the nucleosomal profile of replication originsfrom G1-synchronized cells (Figure 1A). Given the import-
ance of aligning nucleosome maps relative to ACS to un-
cover chromatin structure in origins [23,24], we selected a
subset of 317 origins with previously annotated ACS [26]
(Additional file 1: Table S2). As shown in Figure 1A (top
panel), the average nucleosome profile of replication origins
is characterized by the presence of an NDR that covers the
ACS element asymmetrically, flanked by well-positioned
nucleosomes at both sides, as previously reported [23,24].
However, a diversity of chromatin structures in replication
origins has been reported [23], and to identify variations in
their nucleosomal patterns we performed a k-means clus-
tering analysis to classify origins by their similarities in the
NDR width and degree of occupancy of the flanking nucle-
osomes. Following those criteria, six origin groups with
relatively distinct patterns of nucleosome distribution were
chosen (see Methods) (Figure 1A, heat map). From classes
1 to 6, the NDR width diminished from 193 to 129 bp as
did the positioning and occupancy of the nucleosomes
located at adjacent positions (Figures 1A and 1B).
Since replication origins displayed different types of
nucleosomal configuration as well as a different timing of
activation, we wondered whether early and late origins
might be preferentially linked to some of the nucleosome
profiles identified above. First, we independently aligned nu-
cleosome maps corresponding to early and late origins
groups relative to the ACS. The assignment of replication
origins within early or late categories for our analysis was
made according to timing data available from at least three
independent studies (OriDB; [12,14,27-29] (Additional file 1:
Table S2). Comparison of their average nucleosome profiles
showed that early origins displayed a higher occupancy of
nucleosomes immediately upstream (−1) and downstream
(+1) from a broader NDR feature, along with a better posi-
tioning of the adjacent nucleosomes (Figure 1C).
Second, we examined the nucleosomal arrangement of
early and late replication origins within the six types of nu-
cleosome patterns described above. Although the 6 different
classes of origin organization were found within early and
late origin groups (Additional file 2: Figure S1A), quantifica-
tion of the distribution of early and late origins between the
different classes revealed a marked preferential distribution
of early origins for classes 1 and 2 and of late origins for clas-
ses 5 and 6 (Figure 1D). Indeed, 60% of early origins
belonged to classes 1 and 2, while 65% of late origins
belonged to classes 5 and 6. Moreover, nearly 40% of early
or late origins were clustered in class 1 or 6 respectively
(asterisks in Figure 1D). The overlap between the profiles of
classes 1 and 6, which include the highest proportion of early
and late origins, shows a striking difference in chromatin
architecture between them (Figure 1E).
Next, we wondered whether early and late origins, or their
different chromatin structure, could be influenced by the
genomic context in which origins are placed. In S. cerevisiae,
Figure 1 Early and late replication origins show different nucleosomal organization patterns. (A), Heatmap of nucleosome occupancy from
317 replication origins. ARSs are aligned on the Y axis, and the distance from the ACS is indicated on the X axis. Nucleosome occupancy is indicated in
orange and nucleosome depletion is indicated in blue. Average nucleosome profiles for the six groups from the k-means clustering are plotted on the
right (blue line). (B), Box plot analysis of the NDR width for origin classes shown in A. Classes 3 and 4 were excluded due to their reduced sample size.
The bottom and top of the box are the first and third quartiles, and the red band inside the box is the second quartile (the median). The ends of the
whiskers represent the lowest and highest data still within 1.5 IQR of the lower and upper quartiles respectively. (C), Comparative nucleosomal profiles
of early (blue line) and late (green line) origin groups. (D), Percentage of early (blue) and late (green) replication origins included in the classes
established in A. (E), Comparative nucleosomal profiles of class 1-early origins (blue line) and class 6-late origins (green line). (F), Percentage of early
(blue) and late (green) replication origins located in intergenic regions between tandem, divergent and convergent transcripts.
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http://www.biomedcentral.com/1471-2164/15/791replication origins are mainly located at intergenic regions
(IGR), which may be flanked by genes transcribed co-
directionally, convergently or divergently. Replication
origins in budding yeast appeared in these three types
of IGR, but when we quantified the number of early
and late origins located in each type of IGR, we
found that they were not randomly distributed be-
tween them. In fact, while early origins can be found
in all types of IGR with nearly the expected probabi-
lity, late origins showed a strong bias for convergent
IGR (Additional file 2: Figure S1B).
We asked whether this preferential localization would be
related to their different chromatin architecture. To address
this question we quantified the number of C1&2-early and
C5&6-late origins located in each type of IGR, and we found
that 60% of origins in each group mapped to IGR between
tandem and convergent transcripts, respectively (Figure 1F).
Moreover, class 6 was particularly enriched in convergent
IGR, and the percentage of C6-late origins at this type of
IGRs reached 71%. Our results indicated that class 6 was
linked to this type of gene organization (convergent
transcription), and class 6 is highly enriched with late ori-
gins, therefore late origins are necessarily over-represented
at convergent IGR. Origin-free NDR in convergent IGR
were on average shorter and presented lower nucleosome
occupancy than NDR located in IGR with gene units orga-
nized in tandem or divergently (Additional file 2: Figure
S1C), resembling class 6-origin patterns. This might suggest
that IGR with convergent transcription are prone to have
lower nucleosome occupancy and shorter NDR.Figure 2 Fkh-binding sites are enriched in the NDR of early origins. A
line) were aligned relative to the ACS of early (top panel) and late (bottomIn sum, although a nucleosome-depleted region next to
the ACS element flanked by positioned nucleosomes is a
common feature shared by all origins, the above analysis
identified previously unknown separate modes of nucleo-
some organization in early and late replication origins. In
addition, these early and late-nucleosomal patterns were
preferentially located in different kinds of intergenic
regions, which might condition their different chromatin
structure and timing.
Fkh-binding sites co-localize with the NDR in early origins
Next, we investigated the relationship between factors in-
volved in replication timing and chromatin organization. A
role of Fkh1/2 transcription factors in early origin firing has
been described [11,17]. However, although Fkh1/2-binding
sites are widespread throughout the genome and are fre-
quently found in origins, only Fkh1/2 consensus sites placed
in very close proximity to ACSs confer early origin activation
[11,17]. In fact, it has been recently reported that some early
origins present two Fkh1/2-binding sites separated not less
than 60 bp and not more than 120 bp [17], although the
reason behind that is unknown. We argued that the distribu-
tion of Fkh1/2 motifs might be related to origin architecture.
To examine this possibility, we inspected the location of
Fkh1/2-binding sites in replication origins in the context of
chromatin organization. Thus, we searched for the Fkh-
binding sequence throughout the genome and plotted the
average enrichment of the Fkh motif in early or late origin
clusters (red line) within the framework of their nucleosome
profiles (blue line). Figure 2 shows that the Fkh-bindingggregated nucleosomal profiles (blue line) and Fkh-motif density (red
panel) replication origins.
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expected. In addition, our analysis indicated that there were
two preferential Fkh-binding sites at early origins, and re-
markably, both sites showed a precise co-localization with
the NDR. These two Forkhead sites are located at each
border of the NDR; the best represented is located in close
proximity to ACS, while the other one is on average
80–100 bp apart, beyond a middle NDR region where
Fkh sites are excluded.
These results advance our previous knowledge by showing
that Fhk1/2 motifs are often positioned at the boundaries of
the NDR, which could explain why critical Fkh1/2 motifs are
restricted to the close vicinity of ACS and why they are not
further apart than 120 bp. Therefore, the localization and
distribution of Fkh1/2 motifs required for early origin func-
tion might be imposed or determined by the NDR element.
These data also suggest that the location of Fkh motifs
within accessible chromatin is important for early origin
firing. It would be possible that the higher accessibility
of Fkh1/2 motifs located within the NDR may favour the
binding of Fkh1/2 factors, or/and the interaction be-
tween Fkh and replication factors such as Cdc45 in early
origins [11,17]. However, not all early origins contain
Fkh-binding sites, and only 25.6% of the early origins
considered in our analysis had this specific configuration
of 2 Fkh sites close to the ACS, indicating that other fac-
tors must influence early firing too.Figure 3 Histone deacetylation in the absence of Rpd3 correlates wit
patterns across a genomic region in chromosome II from WT (blue) and rp
coding (blue) and non-coding (grey) regions are indicated. Black arrows ind
diamonds represent the hyperacetilated regions in the mutant cells (RobyrAn increase in histone acetylation correlates with local
nucleosomal remodelling in rpd3 mutants
Histone modifications also play a role in determining origin
timing, and an increase in histone acetylation around origins
induces earlier firing [9]. Our data revealed a correlation be-
tween origin structure and replication timing and we there-
fore wondered whether histone acetylation might modify
replication timing by altering the chromatin architecture of
replication origins. To examine this possibility, we generated
genome-wide nucleosome maps in an rpd3Δ mutant, where
the RPD3 histone deacetylase gen had been deleted.
Despite Rpd3 playing a key role in the global deacety-
lation of the two core histones H3 and H4 [30], our
maps showed that the general pattern of nucleosome
distribution was mostly unaltered in the absence of
Rpd3 (Figure 3 and Additional file 3: Figure S2). In fact,
the average nucleosome organization of genes relative
to the +1 nucleosome or relative to the Transcription
Start Site (TSS) was very similar in the wild-type and
rpd3Δ mutant strains (Additional file 3: Figure S2A).
However, the analysis of individual genomic regions
showed that although most nucleosomes occupied the
same positions in both strains, some differences were
observed at specific nucleosomes (arrows in Figure 3A
and Additional file 3: Figure S2B), as in the case of the
acid phosphatase PHO5 locus. Deletion of RPD3 in-
creases the expression of the PHO5 gene and involvesh local modifications of nucleosome organization. (A), Nucleosome
d3Δ cells (red). Blue pointed rectangles represent genes where the
icate nucleosome remodelling in the absence of Rpd3. Green
et al., [31]). (B), As in B but for the PHO5 gene region.
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PHO5 [30]. However, chromatin remodelling in the
absence of Rpd3 was restricted to a few nucleosomes
surrounding an NDR located upstream from the 5′
end of the gene (Figure 3B). This observation indi-
cated that histone deacetylation results in local modi-
fications of nucleosome organization in key regulatory
elements, which seem to have a great impact on tran-
scriptional regulation, and perhaps also on replication
timing.
Deletion of the deacetylase RPD3 increases origin
accessibility
To explore the above possibility, we wondered whether
chromatin structure in origin regions would also be modi-
fied locally in an Rpd3-dependent manner. Analysis of the
average nucleosomal organization of replication origins
from G1-synchronized cells showed that origins presented
a NDR flanked by well-positioned nucleosomes in rpd3Δ
cells too and, also, that early and late origins displayed
different nucleosome profiles when analyzed separatelyFigure 4 Origin accessibility is increased in the absence of Rpd3. Agg
origins (A) or 320 NDR non-associated with origins (B) from G1-arrested W
the NDR center, respectively. (C), Average NDR width of replication origins
rpd3Δ mutants (red). (D), As in A but for early origins. (E), As in A but for la
graph). (G), Nucleosome patterns around the late origins ARS 603 and ARS
in the rpd3 mutant (Robyr et al., [31]; Vogelauer et al. [9]) are represented in
of Rpd3.(Additional file 4: Figure S3A). This result indicated that
the different profiles observed at early and late origins
were Rpd3-independent.
However, when we compared the nucleosome profile of
replication origins between the wild-type and rpd3Δ
strains, we observed that the chromatin structure of origins
was affected in the absence of Rpd3 in G1 (Figure 4A),
but not in S-phase (Additional file 4: Figure S3B). Thus,
rpd3 mutants had a wider NDR and lower occupancy of
the −1 and +1 nucleosomes. Importantly, the average
nucleosome pattern in NDR that did not colocalize with
origins revealed no significant changes between the two
strains (Figure 4B), indicating that the observed Rpd3-
dependent remodelling was origin-specific. To estimate
the extent of the differences in the NDR length between
wild-type and rpd3Δ strains, we measured the width of
the NDR of replication origins individually and plotted
the average length for each strain. Figure 4C shows that
the NDR size increased in rpd3Δ mutants in origins,
but not in the control group (see also Additional file 1:
Table S2).regated nucleosomal profiles of 318 NDR associated with replication
T (blue) and rpd3Δ (red) cells were aligned relative to the ACS or to
(left graph) or non-origin regions (right graph) from WT (blue) and
te origins. (F), As in C but for early (left graph) and late origins (right
423 from WT (blue) and rpd3Δ samples (red). Hyper-acetylated regions
green. Black arrows point to nucleosomes affected in the absence
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remodelling observed was affecting early or late replica-
tion origins or both, we analyzed the average nucleosome
profiles of early and late origin groups independently.
Figure 4D-E shows that chromatin structure was remod-
elled in both types of origins, although changes in the
NDR width and occupancy in late origins were slightly
more pronounced. According to this, the NDR size in-
creased in rpd3Δ mutants in both early and late origins
(Figure 4F). Local modifications in the NDR region also
included the aperture of an NDR that was occupied by a
nucleosome in a wild-type strain. This NDR “opening”
was taken place in the absence of Rpd3 in 21% of early
and 39.2% of late origins with these characteristics, and an
example is shown in Additional file 4: Figure S3D for
ARS1410.
Chromatin remodelling in the de-acetylation mutant
also affected the occupancy of nucleosomes flanking the
NDR. These local modifications were examined in indi-
vidual origin regions in the absence of Rpd3, and some
origins such as ARS603 and ARS423 showed a notice-
able decrease in occupancy in the +1 nucleosome (arrows
in Figure 4G) while in others like ARS1413 the nucleo-
somes −1, −2 and −3 were also affected (Additional file 4:
Figure S3E). When acetylation data were available [9,31]
for the origin analyzed, we found that the chromatin-
remodelled region was hyper-acetylated (Figure 4G).
Our data indicate that Rpd3 affects the nucleosomal
configuration of many early and late origins. Similarly,
Rpd3 affects the replication timing of numerous origins,
including early and late ones [9,12]. We confirmed that
origin replication timing was altered in our rpd3Δ sample
by examining origin activation of the early origin ARS305
and the late origin ARS603 during S phase as described in
Additional file 5: Figure S4. Thus, 2D gel analysis indicated
that when RPD3 was deleted the bubble arc for ARS305
was most prominent at 30 min, whereas in the wild-type
strain the maximum was observed at 45 min (Additional
file 5: Figure S4A). In addition, we examined the position
of the replication forks by monitoring the association of
the Replication Protein A (RPA), a single-strand DNA-
binding protein that has been shown to match the location
of the replisome [32]. Chromatin immunoprecipitation
(ChIP) experiments showed that the association of Rpa1
peaked at 5 kb away from ARS305 in rpd3Δ cells while in
wild-type cells Rpa1-association was restricted to the ori-
gin position (Additional file 5: Figure S4B). Since origin ef-
ficiency seems comparable in both strains, we concluded
that ARS305 fires earlier in the mutant strain and there-
fore that more DNA will be synthesized before dNTP
levels are depleted by HU. These data are in agreement
with previous observations showing that the firing of
ARS305 is advanced in rpd3 mutants [9]. When we exam-
ined the activation of ARS603 we detected initiationstructures (Additional file 5: Figure S4A), indicating that
in rpd3Δ mutants late origins can escape checkpoint in-
hibition to a certain extent, as described [10]. However,
the lower bubble arc signal in ARS603, suggested that late
origin firing before critical dNTP depletion was taking
place in a small proportion of cells. Therefore, replication
timing was altered in rpd3 mutants, and so was the nu-
cleosomal organization around origin regions.
Then we took the opposite approach, and we analyzed
the nucleosome profile of a described set of origins
(Additional file 1: Table S2) with advanced replication in
the absence of Rpd3 [12]. Additional file 4: Figure S3C
showed similar variations in the NDR-width and occupancy
of flanking nucleosomes as described in Figures 4A-D-E.
These results strongly suggest that nucleosome remod-
elling in rpd3 mutants is related with changes in replica-
tion timing.
Taken together, our results indicate that there is a correl-
ation between changes in histone acetylation and replica-
tion timing with local modifications in origin architecture.
Despite the fact that early and late specific chromatin pat-
terns are conserved in rpd3Δ mutants, the remodelling of
key origin features such as the NDR and −1 /+1 nucleo-
somes leads to a more open conformation. Although it has
been speculated that changes in histone acetylation can in-
fluence replication timing by modifying chromatin struc-
ture [9,10], our results demonstrate for the first time that
higher levels of histone acetylation caused by the deletion
of the deacetylase RPD3 increase NDR opening.
Origin architecture is dynamic during activation
As mentioned in the Introduction, origin activation in-
volves the modification of chromatin-bound replicative
complexes and we wondered whether this process might
entail modifications in origin structure during S phase.
To explore this possibility, we performed a genome-wide
analysis of the dynamics of chromatin organization at
replication origins before and after origin activation by
comparing the nucleosomal pattern of synchronized
populations in G1 and cells proceeding into S-phase in
the presence of hydroxyurea (HU). The slow movement
of replication forks in the presence of HU facilitates the
analysis of replication dynamics and nucleosome
organization during S-phase. Additionally, late origin fir-
ing is inhibited in the presence of HU by the replication
checkpoint [33,34], providing a system to compare chro-
matin organization in active or inactive origins within the
same replication cycle.
The analysis of nucleosome distribution in G1 and S-
phase samples revealed that the majority of nucleo-
somes seem to occupy the same positions before and
after replication initiation (see analysis of 8 Kb genomic
regions at the ARS305 and ARS501 loci in Additional
file 6: Figure S5). We noted that in early origin regions,
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substantially higher during S phase (Additional file 6:
Figure S5A). When the differential between the nucleo-
somal signals from the S and G1 samples was repre-
sented (grey profile) a major S-phase signal coinciding
with early origin regions was corroborated (Additional
file 6: Figure S5B). Higher nucleosome signals would be
expected at those regions due to an increase in DNA
copy number after replication from early origins. In fact,
analysis of the ARS305 region indicated that a major S-
G1 differential signal extended for 2–2.5 kilobases on
either side of the origin (Additional file 6: Figure S5B),
coinciding with the previously described length of repli-
cation intermediates accumulated at HU-blocked repli-
cation forks [33,35]. Indeed, when nucleosome signals
were corrected for copy number (see Methods), the G1
and S-phase signals in early origin positions became
similar, while late origins regions remained unchanged
(Additional file 6: Figure S5C). Therefore, the location
and extent of a region with elevated nucleosome signals
in S-phase relative to G1 mark out origin activation and
newly replicated chromatin, and hence nucleosome
mapping by deep sequencing is a suitable approach for
analyzing both chromatin and replication dynamics at
genomic scale.
However, a careful comparison of the average nucleo-
some configuration in replication origins regions revealed
that origin structure changed from G1 to S phase, and re-
markably, different changes were observed in early and
late origin groups (Figure 5). In early origins, +1, +2 and +3
nucleosomes were shifted to the left in S-phase cells
(green line) compared to G1 cells (blue line) (Figure 5A).
By contrast, in late origins, the NDR print was wider in
the S-phase sample and, in this case, a clear reduction in
occupancy of the −1 and +1 nucleosomes was also ob-
served (Figure 5B).
This nucleosome rearrangement was also detected in in-
dividual examples such as the early origins, ARS305 and
ARS731, and late origins, ARS603 and ARS501 (Figure 5C
and 5D). The high resolution achieved in our nucleosome
maps was able to detect modifications at individual nu-
cleosome positions and, in fact, early origins showed a
clear displacement of the first nucleosomes opposite to
the ACS towards the inner part of the NDR during S-
phase (Figure 5C), while the rest were maintained at the
same positions as in G1. By contrast, although changes in
nucleosome positions were also restricted to the vicinity
of the ACS in late origins, nucleosome displacement was
directed outside the NDR and the occupancy of +1 nu-
cleosome was drastically reduced in late origins such as
ARS603 (Figure 5D).
The above observations revealed that the structure of
the NDR is dynamic during replication but we then
wondered why NDR-modulation would be different atearly and late origins during S phase. We reasoned that
the observed changes might be linked to origin activa-
tion, which in HU should take place exclusively at early
origins. To confirm the unique activation of early origins
in our experimental conditions, we performed 2D gel
analysis of DNA replication intermediates on ARS305
and ARS603 as previously described [36]. In ARS305,
the replication bubble arc indicated origin activation
(Figure 5E). By contrast, when the membranes were re-
probed to analyze ARS603 activation, no initiation struc-
tures at this late origin were observed. Therefore, one
possibility was that the NDR-conformation would be
different in origins before and after origin firing (early
origin = post-firing state or late origin = pre-firing state
in S phase in the presence of HU).
One prediction of this hypothesis is that the NDR would
be modulated at replication origins at their time of origin
firing. To test this possibility, we compared the nucleo-
some organization of the ARS603 region before and after
origin activation during an unperturbed S phase (Figure 6
and Additional file 7: Figure S6) by micrococcal nuclease
(MNase) analysis. In this experiment, G1-synchronized
cells were released into S phase, and different samples
were taken from 20 to 80 minutes (Additional file 7: Figure
S6). In each sample, chromatin was digested with increas-
ing amounts of MNase, followed by digestion with an ap-
propriate restriction enzyme and Southern hybridization
with a terminal probe. The results shown in Figure 6 indi-
cated that the NDR region colocalized with two MNase-
hypersensitive sites flanking a protected middle region
and, importantly, the lower MNase site was reduced in in-
tensity (asterisk) while the upper MNase-hypersensitive
zone was expanded (arrow) from 40 minutes onwards, co-
inciding with the activation time of late origins (Additional
file 7: Figure S6B).
We conclude that origin nucleosomal configuration
is dynamic during the cell cycle and propose that ori-
gin activation is associated with local changes in chro-
matin organization. Changes in chromatin architecture
at origins seem to be intimately linked to their timing
of activation and thus chromatin modulation in early
and late origins is separated temporally. It is possible
that changes in chromatin organization in origins
might be required to allow the correct assembly/disas-
sembly of replication factors before and after origin
activation.Discussion
To elucidate the role of chromatin structure in the tim-
ing of origin firing in budding yeast, we conducted a
high-resolution analysis of genome-wide nucleosomal
organization at origins. Our results revealed distinctive
nucleosomal configurations in early and late replication
EC D
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Figure 5 (See legend on next page.)
Soriano et al. BMC Genomics 2014, 15:791 Page 9 of 15
http://www.biomedcentral.com/1471-2164/15/791
(See figure on previous page.)
Figure 5 Origin architecture is remodelled during activation. Average nucleosomal profiles from early (A) and late (B) origin groups in G1
(blue line) and S-phase (green line). (C), Nucleosome patterns of the early origins ARS 305 (top panel) and ARS 731 (bottom panel) during G1
(blue) and S-phase (green). Genes, replication origins and ACS are represented as in Figure 3. Dotted lines indicate the center of the nucleosomes
flanking the origins during G1. Nucleosome remodelling at early origins is summarized in a schematic diagram where grey ovals represent
nucleosomes in S-phase and the dotted nucleosome indicates the position of the +1 N (the first nucleosome downstream of the ACS) in G1.
Nucleosome displacement is represented by a black arrow. (D), As in C but for the late origins ARS 603 and ARS 501. (E), Neutral/neutral 2D
gel analysis was performed to analyze ARS305 and ARS603 activity. Genomic DNA was prepared from cells released from α-factor arrest into
YPD + 0.2 M HU and collected at 15, 30, 45 and 60 min.
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together with the independent analysis of early and late
origins clusters were critical to disclose these different
nucleosomal architectures, emphasizing the notion that
the average nucleosome profile of all replication origins
hides important variations in origin structure.
Previous studies have suggested that genomic regions
upstream from genes tend to replicate early, while re-
gions containing a gene end tend to replicate late [23].
In agreement with this, our analysis indicates that there
is a strong coincidence of the major late patterns (5&6)
at convergent IGR that contain two gene ends, and
moreover, they seem to be almost completely excluded
from regions that do not contain any gene endFigure 6 The NDR is modified along S phase. (A), ARS603 is represented
blue ones. Vertical bars indicate sites for digestion with restriction enzymes
The nucleosomal profile from the G1 sample is presented below. (B), Nake
80 min after α-factor arrest and release into YPD were digested with increa
digested with PvuII and HindIII. Samples were electrophoresed, transferred
observed with a prominent region of hypersensitivity to MNase correspond
asterisk point to the changes in chromatin organization observed in the ND(divergent IGR). The situation seems to vary further for
early origin patterns, because these can be found in re-
gions that coincide with transcription initiation or ter-
mination, or both. However, it is unclear why late origin
patterns are highly represented at convergent IGR. It is
possible that a higher rate of transcription termination
at convergent IGR may interfere with nucleosome stabil-
ity, leading to the lower occupancy observed in late ori-
gin patterns. This possibility is supported by the fact
that other convergent IGR, non-associated with replica-
tion origins, also presented low nucleosome occupancy.
Alternatively, the co-localization of origins and tran-
scription initiation sites (TSS) may promote early firing.
In this sense, replication origins from several organismsby a red rectangle and flanking genes, YFL034W and YFL033C, by
PvuII and HindIII. Green rectangle represents the end-terminal probe.
d DNA and chromatin from wild-type cells collected at 20, 40 60 and
sing amounts of MNase (indicated with triangles) and subsequently
onto a membrane and hybridized. A ladder of polynucleosomes is
ing to the NDR (indicated in brackets in A, B). The black arrow and
R at later time points.
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arguing for a role of TF in origin regulation. In S. cerevi-
siae, the transcription factor Abf1 seems to help origin
activation [38], and importantly, the transcription factor
Fkh is involved in early origin firing [11,17]. Therefore,
it is possible that origins located in the vicinity of a pro-
moter would be more likely to bind Fkh1/2 transcription
factors, which can strongly influence the selection of
these origins for early firing. Supporting this possibility,
81% of early origins enriched with Fkh1/2-binding sites
were in IGRs containing at least one promoter, while
only 19% were in promoter-free regions. However, only
25.6% of the early origins analyzed contain Fkh-binding
sites, suggesting that the role of TF in origin activation
might not be exclusive to Fkh and that other TFs could
also contribute to early firing in other origins. In fact,
binding sites for other transcription factors have been
found close to replication origins and have been impli-
cated in origin activation in both yeast and mammals
[39-42]. Future examination of the interactions between
transcription and replication factors should provide im-
portant information about this issue.
Regarding the distribution of Fkh-binding motifs, the
overlapping of predominant sites with the NDR origin fea-
ture suggests that the location of Forkhead sites within an
open/accessible chromatin region is important for origin
regulation. In addition, the particular localization and spa-
cing of Fkh sites within NDR raise the possibility that the
binding of TFs such as Fkh1/2 might also contribute to
the maintenance of a nucleosome-free region and to the
positioning of proximal nucleosomes, similar to the previ-
ously described role of ORC-binding [25].
The fact that both ORC and Fkh1/2-binding sites are re-
stricted to the NDR suggests that the NDR is critical for
accommodating functional complexes in the origins. The
average NDR size from origin patterns 1–6 varies from
193 to 129 bp, indicating that different NDR widths are
valid for origin activity. However, classes 1 and 2, with the
broadest NDRs, and classes 5 and 6, with the narrowest
NDRs, generally correlate with early and late replication
respectively, indicating that NDR width might influence
the timing of origin replication.
We propose that the different affinities of initiation
factors for early and late origins would be determined by
their different origin structure. Thus, initiation factors
might have a higher affinity for early origins that gener-
ally adopt class 1 and 2 conformations and show broader
and better defined NDRs. The importance of an appro-
priate NDR width in origin timing is highlighted by the
observation that previously described dormant origins
such as ARS301, ARS302, ARS303 and ARS320 show ei-
ther a closed NDR or an extremely small NDR (97 bp)
(Additional file 8: Figure S7). Dormant origins bind a
pre-RC and are licensed in G1 [4], and if given enoughtime they are competent to initiate replication [43,44].
This small NDR size probably imposes a critically low
affinity for regulatory factors in these origins, being ex-
cluded for firing in a normal replication cycle. The
higher occupancy by −1/+1 nucleosomes in early origins
suggests that the interaction of the initiation factors with
the origin region or with some components of the pre-
RC complex might be facilitated or mediated by inter-
action with these nucleosomes. In fact, previous studies
have reported an interaction between transcriptional
regulators and +1 and +2 nucleosomes [45,46].
Our results also revealed that origin architecture was ac-
tively modulated during origin firing. To visualize replication-
dependent origin remodelling it is important to compare
high-resolution maps from synchronized G1 and S samples,
perhaps explaining why it passed unnoticed in previous stud-
ies performed on asynchronous cultures and/or with tiling
microarrays [23,24]. An interesting possibility is that origin
structure might be influenced by the different replication
complexes or factors bound to the origin before and after
origin firing. This is in agreement with the fact that some
pre-RC components and/or initiation factors are bound and
released from chromatin before and after origin activation
[2,3]. Interestingly, some initiation factors such as Sld3 and
Cdc45 can be detected specifically at early firing origins
during G1 [11,18,19]. These essential initiation factors are
present in the cell in limiting amounts [15,16], and it has
been suggested that they are recycled from early to late ori-
gins during S phase. Therefore, the dynamic of nucleosomes
and replication proteins during the process of origin activa-
tion might be related, and we are currently examining this
possibility.
In addition, we also examined the contribution of histone
acetylation to early origin firing at the level of chromatin
organization. Our data indicate that increased levels of his-
tone acetylation around origins induce local modifications
in chromatin organization, creating a more accessible struc-
ture. One possibility is that histone acetylation might
weaken histone/DNA interactions, diminishing the chroma-
tin association of ACS-flanking nucleosomes and altering
NDR formation. The resulting open conformation in origins
might facilitate, either directly or indirectly (through inter-
action with other chromatin-bound factors), the recruit-
ment of critical replication factors to origins.
Taken together, the results reported argue for an im-
portant contribution of the chromatin structure to origin
selection and firing, and help to understand the interplay
between replication regulators such as Fkh1/2, epigen-
etic modifications, and chromatin structure.
Conclusions
Coordinated origin firing is important to ensure complete
replication of the entire genome and recent evidences sug-
gest that the replication temporal program can influence
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the role of chromatin structure in replication timing at the
level of nucleosome organization. Our data highlight the
importance of chromatin features, such as the NDR and
nucleosomes +1 and −1, in the regulation of origin activa-
tion and timing. Thus, early origins present broader NDR
features and a high occupancy of flanking nucleosomes
while tighter NDR and a lower occupancy appear in late
origins. Besides, factors involved in the establishment of
origin timing such as histone deacetylation induce local
modifications in these key origin features, leading to a
more open origin conformation. Similarly, Fkh transcrip-
tion factors seem to be in close relationship with origin
structure, as suggested by the overlap of predominant
Fkh-binding sites with the NDR origin feature.
Origin activation is also associated with local changes in
chromatin organization. Although the specific chromatin
conformations of origins are already established in G1, ori-
gin structure is dynamic during origin activation. It has
been described that chromatin structure affects origin
function [25], and it would be possible that origin archi-
tecture can also affect the affinity and efficiency of the for-
mation of replication complexes and, therefore, influence
the timing of origin firing.
Methods
Yeast strains and growth conditions
The strains used in this study are described in Additional
file 9: Table S1 and derived from W303-1a (MATa ade2-1
ura3-1 his3-11 15 trp1-1 leu2-3 112 can1-100). Yeast cul-
tures were grown in YP medium (1% yeast extract, 2%
bacto peptone) supplemented with 2% glucose (YPD) at
23°C to a final concentration of 0.7 × 107 cells/ml. Cells
were synchronized in G1 phase by adding 5 μg/ml α factor
(αF) for one generation time and released into fresh
medium in the presence/absence of 0.2 M hydroxyurea
(HU) depending on the experiment.
Preparation of mononucleosomal DNA
Previously published nucleosome maps were mostly ob-
tained from asynchronous cultures, which would make
difficult to detect nucleosome dynamics during different
stages of the cell cycle. To overcome this limitation, we
generated nucleosome maps from G1 and S-phase syn-
chronized samples. Thus, 2 × 109 cells were collected at
G1 and at 60 minutes in S-phase in the presence of 0.2 M
HU for preparation of mononucleosomal DNA and for
ChIP experiments (see below). Preparation of mononu-
cleosomal DNA was adapted from [49]. Spheroplasts were
induced by treatment with 10 mg of zymolyase 20 T for
10 min at 30°C, and mononucleosomal fragments were
generated by digesting DNA with 600 or 450 units/ml
(WT and rpd3 strains respectively) of micrococcal nucle-
ase (MNAse) at 37°C during 10 minutes. The amount ofMNase was optimized experimentally for each strain to
generate an 80:20 ratio of mononucleosomes to dinucleo-
somes, as described [50].
Sequencing and nucleosome maps representation
Mononucleosomal DNA was sequenced using the single-
end sequencing protocol in an Illumina Genome Analyzer
IIx. All sequencing data are deposited in the Gene Expres-
sion Omnibus (GEO) database under the accession num-
ber [GSE54377]. 23117530 to 28511688 single reads 40
nucleotides long were aligned with the reference genome
of S. cerevisiae S288C (R64-1-1 assembly 3/2/2011). For
the alignment we used Bowtie with no mismatches
allowed. and the average genome coverage obtained was
from 76 to 95-fold. This high level of resolution is a crit-
ical factor to detect subtle local modifications at individual
nucleosome positions. The sequencing coverage for every
nucleotide was normalized by the average genomic cover-
age. The nucleosome positioning profile was generated as
described [51]. Briefly, the average spacing between
boundary peaks for individual nucleosomes was calculated
from the smoothed signal generated with Python “Pywave-
lets” (with the multilevel 1-D biorthogonal wavelet decom-
position/reconstruction tool). Then, the midpoint position
of each nucleosome was defined and the resulting com-
bined profile was wavelet-smoothed. For the copy number
correction shown in Additional file 6: Figure S5, the ratio
of mapped reads from the G1 and S-phase nucleosomal
samples to the naked-DNA samples from the same time
points (SRR398641 and SRR398652 files deposited in SRA
database) was calculated. The number of reads from the
G1 and S naked-DNA samples were corrected to obtain
an average number value across the genome of one, as
previously described in replication timing profiles analysis
[52]. The resulting signal was then smoothed with a
1000 bp window, step 1 bp.
Clustering, analysis of NDRs, TSS and search for Fkh motif
A list of replication origins with annotated ACS in the
+/−20 nt limits of each origin was obtained from OriDB
and those origins that mapped on a repetitive region were
excluded. To generate the average nucleosome profiles, the
nucleosome maps were aligned relative to the ACS and
were oriented with respect to the T-rich strand. The nucleo-
some profiles of the [−600, 600] nt, centered on each ACS
sequence, from the WT G1 sample were clustered using a
k-mean clustering function with 10.000 iterations. We used
4 to 8 groups in our analysis, and six groups were finally
chosen because they accomplished the best consensus be-
tween cluster size and information. Nucleosome-depleted
regions (NDRs) were defined as regions spanning at
least 80 nucleotides as described [53], with a normalized
sequence coverage lower than 0.4. The annotations of
[54] were used as a TSS reference. The whole genome
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described [17] by using the tool FIMO with a maximum
threshold of 0.001. We cured it by deleting all non-strict
coincidences with the motif.
Two-dimensional gel analysis
DNA was isolated from 2 × 109 cells using a G-20 column
(QIAGEN) according to the manufacturer’s instructions.
DNA fragments digested using XbaI and EcoRI (Fermentas)
or BamHI and NcoI (Fermentas) were separated by neu-
tral/neutral two-dimensional agarose gel electrophoresis as
described [55].
Chromatin Immunoprecipitation (ChIP) and quantitative
real-time PCR (qPCR)
ChIP extracts were prepared from 7.5 × 108 cells as de-
scribed [56]. Immunoprecipitation was carried out over-
night with 5 mg of anti-PK antibody (SV5-Pk1 Fisher
Scientific Pierce) coupled to magnetic beads (Dynabeads,
Invitrogen). Uncoupled Dynabeads were used for back-
ground controls. The DNA fragments recovered from the
whole-cell extract and ChIP samples were quantified by
real-time PCR using the BioRad-CFX96 system. The q-
PCR signals obtained from the ChIP samples were normal-
ized by the signals obtained from an input sample (percent
IP). Primer sequences and amplification reactions are indi-
cated in Additional file 9: Table S1. Primers were tested to
achieve amplification curves with a slope of 3.3 ± 10% and
R2 value >0.99. All real-time PCRs were performed in du-
plicate with SYBR Premix Ex Taq (TaKaRa) in two inde-
pendent experiments.
Digestion with MNase and indirect end-labelling analyses
2×109 cells were permeabilized as described above and sphe-
roplasts were split into six fractions in NP-buffer and treated
with increasing amounts of MNase (Fermentas) (0, 0.5, 1,
1.5, 2 and 3 units/ml) for 10 minutes at 37°C. DNA was
purified and quantified. For each sample, 2.5 μg of DNA
were digested with HindIII and PvuII enzymes (Fermentas),
separated by electrophoresis in a 1.5% agarose gel, blotted
and hybridized to an specific end-terminal probe.
Availability of supporting data
The data sets supporting the results of this article are
available in the [GSE54377] repository, [http://www.ncbi.
nlm.nih.gov/geo/query/acc.cgi?acc=GSE54377].
Additional files
Additional file 1: Table S2. Origin data set.
Additional file 2: Figure S1. Early and late replication origins are
preferentially located in different IGR. (A), Average nucleosome profiles of
early (blue line) and late (green line) replication origins for each of the six
groups established by the k-means clustering shown in Figure 1A. (B),Frequencies of expected (grey) and observed early (blue) and late (green)
replication origins in IGR between tandem, divergent and convergent
transcripts. Frequencies of IGR between tandem, divergent and
convergent transcripts are 50%, 25% and 25% respectively. (C), Average
nucleosomal profiles from NDR in tandem, divergent and convergent IGR
that are non associated with replication origins.
Additional file 3: Figure S2. The nucleosomal landscape in S. cerevisiae
is largely maintained in the absence of Rpd3. (A), Aggregated
nucleosomal profiles of WT and rpd3Δ mutants from G1 (blue and red
lines, respectively) and S-phase cells (green and yellow lines) were
aligned to the midpoint position of the +1 nucleosome (+1 N), as
described in Soriano et al. [51], and to the transcription start site (TSS).
The coordinates of TSS have been reported by Lee et al. [54]. (B),
Nucleosome patterns across a chromosome VII region from WT (blue)
and rpd3Δ cells (red) as in Figure 3.
Additional file 4: Figure S3. Analysis of nucleosomal profiles in early
and late replication origins in the absence of Rpd3. (A), As in Figure 1C
but for rpd3Δ cells. (B), Comparative nucleosomal profiles from WT and
rpd3Δ cells in G1 (left panel) and S-phase (right panel). (C), Aggregated
nucleosomal profiles of 51 Rpd3-regulated origins described in Knott
et al., [12] from WT (blue) and rpd3Δ (red) cells were aligned relative to
the ACS. (D), (E), Nucleosome patterns around the origins ARS 1410 and
ARS 1413 from WT (blue) and rpd3Δ samples (red). Black arrows point to
nucleosomes affected in the absence of Rpd3.
Additional file 5: Figure S4. Replication dynamics in HU-treated rpd3Δ
cells. (A), Analysis of origin activation by two-dimensional gel electrophoresis
of ARS305 and ARS603 origins in wild-type and rpd3Δ cells. Genomic DNA
was prepared from cells released from α-factor arrest into YPD + 0.2 M HU
and collected at 15, 30, 45 and 60 min. Black arrows indicate the sample
with maximum intensity of the bubble arc in ARS305 (top panels). Arrows
point to bubble arcs in ARS603 (bottom panels). (B) ChIP analysis of Rfa1-PK
was performed in wild-type (left graph) and rpd3Δ cells (right graph). Cells
with PK-tagged Rfa1 were synchronized in G1 and released into rich
medium containing 0.2 M HU for 60 min. ChIP was performed with a-PK
antibody. Histograms represent the percentage of immunoprecipitated DNA
relative to the input. The PCR primers pairs correspond to the ACS and
adjacent regions at the early origin ARS 305. Standard deviation bars are
indicated.
Additional file 6: Figure S5. Higher nucleosome signals correlate with
origin activation. (A), Average nucleosomal profiles from early and late
origin groups in G1 (blue line) and S-phase (green line). (B), Nucleosome
patterns across 8 kilobases of the S. cerevisiae genome encompassing the
early origin ARS 305 (top) and the late origin ARS501 (bottom) from G1
(blue) and S-phase (green) cells. The differential signal between S-phase
and G1 data is shown in grey. Genes, replication origins and ACS are
represented as in Figure 3. (C), As in A, but nucleosome signals were
corrected for copy number as described in Methods.
Additional file 7: Figure S6. Nucleosome and replication analysis
during an unperturbed S-phase. Wild-type cells with PK-tagged Rfa1 were
synchronized in G1 and released into rich medium. Samples were col-
lected at the indicated time points for flow cytometric, ChIP and MNase
analysis. (A), DNA content was measured by flow cytometry (B), Immuno-
precipitated DNA was analyzed for the presence of ARS305
(circles), ARS609 (squares) and ARS501 (triangles) sequences by qPCR as
described above. (C), Complete gel corresponding to Figure 6B, where
only the three first lanes were shown for each time point.
Additional file 8: Figure S7. Dormant origins present closed or small
NDR. Nucleosome patterns across a chromosome III region including
ARS301, ARS302, ARS303 and ARS320. Genes, replication origins and ACS
are represented as in Figure 3.
Additional file 9: Table S1. Yeast strains and primer sequences.
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promotes fork restart after replicative
stress
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The checkpoint kinase Rad53 is crucial to regulate DNA replication in the presence of replicative stress.
Under conditions that interfere with the progression of replication forks, Rad53 prevents Exo1-dependent
fork degradation. However, although EXO1 deletion avoids fork degradation in rad53 mutants, it does not
suppress their sensitivity to the ribonucleotide reductase (RNR) inhibitor hydroxyurea (HU). In this case,
the inability to restart stalled forks is likely to account for the lethality of rad53mutant cells after replication
blocks. Here we show that Rad53 regulates replication restart through the checkpoint-dependent
transcriptional response, and more specifically, through RNR induction. Thus, in addition to preventing
fork degradation, Rad53 prevents cell death in the presence of HU by regulating RNR-expression and
localization. When RNR is induced in the absence of Exo1 and RNR negative regulators, cell viability of
rad53 mutants treated with HU is increased and the ability of replication forks to restart after replicative
stress is restored.
E
ukaryotic cells employ checkpoint pathways to coordinate DNA replication, DNA repair and cell cycle
progression after DNA damage or replication stress1–5. Mec1 and Rad53, the homologues of mammalian
ATR and Chk2, respectively, are the central protein kinases of the S phase checkpoint in the budding yeast
Saccharomyces cerevisiae. Their activation triggers a global checkpoint response regulating different processes,
including transcriptional induction of DNA damage response genes, inhibition of late replication origin firing,
stabilization of stalled DNA replication forks and inhibition of cell cycle progression6,7. Of these, replication fork
stabilization appears to be most important to prevent cell lethality after genotoxic stress8–11. Previous work
indicated that the primary role of Rad53 in fork stabilization after DNA damage is to prevent Exo1-dependent
replication fork breakdown11,12. Deletion of EXO1 suppresses replication fork catastrophe in rad53 mutants
treated with the alkylating agent methyl methanosulfonate (MMS) and reduces the sensitivity of rad53 mutants
to a wide variety of DNAdamaging agents, includingUV and ionising radiation11. Strikingly, however, deletion of
EXO1 is completely ineffective in suppressing the sensitivity of rad53 mutants to the ribonucleotide reductase
(RNR) inhibitor hydroxyurea (HU)11, despite the fact that EXO1 deletion suppresses the degradation of replica-
tion forks inHU12. This argues for the existence of an Exo1-independentmechanism, which is regulated by Rad53
and required for cell viability after HU arrest. This mechanism might involve direct effects on replisome com-
ponents12–14 or some other function of Rad53.
Previous work has indicated that this additional mechanism is unlikely to be the well-documented role of
checkpoints in inhibiting mitosis, since the microtubule inhibitor nocodazole, which prevents mitotic entry, does
not markedly rescue the lethality of rad53D or rad53Dexo1Dmutant strains after HU treatment11. Rad53 inhibits
late origin firing via Sld3 and Dbf4 phosphorylation; however, this inhibition of late origin firing makes at best a
small contribution to cell viability in the presence of HU15,16 and is therefore also unlikely to represent this other
function. Rad53 is a critical regulator of transcriptional responses after DNA damage and replicative stress17,18.
Although inhibiting protein synthesis does not seem to compromise viability or recovery after fork stalling in
wild-type cells8,19, it is required to restore normal rates of DNA synthesis after replication blocks8, indicating that
new protein synthesis and, perhaps, checkpoint-dependent transcriptional induction may play some role in
replication resumption. Rad53 regulates transcription by activating the downstream Dun1 kinase, which phos-
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damage-inducible genes, including those encoding the RNR subunits
Rnr2, Rnr3 and Rnr421,22. In S. cerevisiae, RNR is a tetrameric enzyme
composed of two dimeric subunits, a large R1 and a small R2. The
RNR large subunit contains the catalytic site, and it is encoded by the
RNR1 and RNR3 genes23,24. The small subunit is a heterodimer
formed by the products of the genes RNR2 and RNR425,26. Recent
reports indicate that RNR1 transcription is activated in response to
genotoxic stress via Ixr1, in a Mec1– Rad53-dependent but Dun1-
independent manner27. Rad53 and Dun1 also regulate RNR activity
post-transcriptionally by phosphorylation of small protein regula-
tors of RNR activity (Sml1)28,29 and localization (Dif1)30,31. It has been
shown too that Rnr2 and Rnr4 redistribute from the nucleus to the
cytoplasm after DNA damage or replicative stress32. Rnr2-Rnr4 nuc-
lear localization is controlled by the inhibitor Dif1, whose phosphor-
ylation and degradation in response to DNA damage promotes
Rnr2-Rnr4 cytoplasmic localization30,31. Similarly, dynamic changes
in RNR localization have also been reported in fission yeast33,
although it is unclear whether nuclear translocation is an RNR-
regulatory mechanism conserved in mammalian cells34–37.
In this study, we sought to test the possibility that the Exo1-
independent mechanism described above involves RNR regulation.
Our work indicates that Rad53 has a role in promoting fork restart by
inducing the expression of RNR genes and by regulating RNR sub-
cellular localization after HU-induced replicative stress.
Results
EXO1 deletion improves replication restart in rad53mutants after
replicative stress. EXO1 deletion was able to suppress fork collapse
but not the lethality of rad53D mutants treated with HU (Fig. 1a11).
This led us to investigate whether Exo1 could influence replication
restart after HU arrest. We first compared the replication pattern of
RAD531, rad53D and rad53Dexo1D cells during S phase in the
presence of HU and after release from the block induced by this
drug. Cells were synchronized in G1 and released into S-phase in the
presence of 0.2 MHU (Fig. 1b). In the three strains, the cells entered
normally into S-phase, as indicated by the estimation of the budding
index in all cases (.95% budded cells after 120 min in HU, not
shown), but the rate of replication was significantly reduced due to
Figure 1 | EXO1 affects replication fork restart in rad53D cells after HU arrest. (a) Drop assays on YPD plus the indicated concentrations of HU were
performed using 155 serial dilutions of exponentially growing cultures of RAD531EXO11, rad53DEXO11 or rad53Dexo1D strains. SML1 was previously
deleted in all of them to allow viability in the absence of RAD53. (b) The strains were synchronized in G1 with a2factor and released into YPDmedium
containing 0.2 MHU for 2 h. HUwas then removed and cells were released into fresh YPDmedium for 2 h. Samples were taken every 30 min, and DNA
content was measured by flow cytometry. (c) Replication fork progression was followed by density transfer, as described in the text. Cells were blocked in
G1 with a-factor and released into medium containing HU for 90 min. HU was then removed and cultures were released into HU-free medium for
120 min. DNA content at the indicated time points is shown in Supplementary Fig. S1a. The sizes and positions of the restriction fragments 1 and 3 of the
analysed replicon on chromosome VI are represented in the scheme. The relative amounts of radioactivity in the hybridized DNA are plotted against the
gradient fraction number. The position of unreplicated (HH) and replicated (HL) DNA peaks is indicated at the top. Black arrows indicated fork
movement fromARS607. The position of the initial HHpeak is shown as a reference (gray area). (d) The graph shows the percentage of replicated DNA at
positions ARS607 and fragment 3 in the RAD531 strain (white bars), rad53D strain (gray bars) and rad53Dexo1D strain (black bars) at the end of the
experiment shown in Figure 1C.
www.nature.com/scientificreports
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the depletion of dNTP levels caused by HU, and the cells arrested
with a DNA content close to 1C. Flow cytometry shows that, after
HU removal, RAD531 cells efficiently resumed and completed
replication (Fig. 1b). In agreement with previous results38, rad53D
cells showed a clear defect in replication resumption, and thus in
these cells the DNA content did not reach the 2C peak, even
120 min after HU removal. Although rad53Dexo1D cells were
also defective in replication restart, the DNA peaks were clearly
broader than in the rad53D mutant, suggesting that some
replication might be occurring after HU-release in the absence of
Exo1.
To test whether the increase in DNA-content observed in
rad53Dexo1D cells after release from a HU-block reflected rep-
lication fork recovery, we used density transfer (Fig. 1c), a tech-
nique that allows the study of on-going DNA synthesis across a
specific genomic region8,10,39. Using this approach, we examined
the progression of replication forks along a previously character-
ized replicon on chromosome VI10, from the ARS607 origin (frag-
ment 1) to a position located 20 kb away (fragment 3) (Fig. 1c).
Cells were pre-grown in the presence of heavy isotopes (13C glu-
cose, 15N ammonium sulphate) during seven generations, to gen-
erate Heavy-Heavy (HH) DNA. After G1 arrest with the a-factor
mating pheromone, the cells were released into fresh medium
containing HU in the presence of light isotopes (12C glucose,
14N ammonium sulphate) for 90 min, and finally cells were
released into fresh medium for 120 min (Fig. 1c and Supple-
mentary Fig. S1). Semi-conservative DNA replication generates
products of the hybrid, Heavy-Light (HL) density. HH-DNA
(unreplicated) was separated from HL-DNA (replicated) by ultra-
centrifugation of DNA in CsCl gradients after restriction endo-
nuclease digestion. The localization of restriction fragments in
fractions from the gradient was performed by hybridization with
specific probes.
In RAD531 cells, fragment 1 was partially replicated in HU-
arrested cells, as seen by the appearance of some HL DNA, while
fragment 3 remained unreplicated (HH DNA) (Fig. 1c). This indi-
cated that the ARS607 origin had fired and that replication forks
stalled within fragment 1 as a consequence of the HU treatment.
After release from HU arrest (120 min), both fragments 1 and 3
were fully replicated (HL DNA), indicating that the majority of
replication forks resumed DNA synthesis after HU removal. In
rad53D cells, considerably less replication of fragment 1 was
detected during HU treatment (Fig. 1c, d), consistent with previous
results obtained with rad53 and mec1 checkpoint mutants in the
presence of HU40,41. Moreover, in contrast to wild type cells, rad53D
cells showed little replication of fragment 3 (25%) and only partial
replication of fragment 1 (68%) after release (120 min) from the HU
arrest (Fig. 1c, d). This result indicates that most DNA replication
forks were unable to restart in the rad53D strain after fork stalling.
Remarkably, deletion of EXO1 in the rad53D background increased
the amount of replication of fragment 3 after release from HU arrest
from 25% to 41% (Fig. 1c, d), indicating more efficient replication
restart in this strain than in the rad53D mutant. It is worth noting
that the small proportion of replication forks that resume replica-
tion after release from the HU block in both rad53D and
rad53Dexo1D mutants were previously undetected by other tech-
niques such as two dimensional electrophoresis or alkaline agarose
gels of BrdU-labelled DNA9,11,12, indicating the usefulness of density
transfer in quantitative analysis of DNA replication. Taken together,
these experiments confirm that Rad53 is critical for resumption of
replication after HU arrest and show that the Exo1 pathway makes a
small but detectable contribution to fork recovery. Nevertheless,
although EXO1 deletion improves fork restart in cells lacking
Rad53, it is not sufficient for these mutant cells to fully resume
DNA replication after replicative stress, and therefore other players
must be involved in this process.
Co-induction of large and small RNR subunits and EXO1 dele-
tion contribute to suppress the lethality of rad53mutants treated
withHU.The inability ofEXO1 deletion to suppress the sensitivity of
rad53 cells to HU as well as to abolish the replication resumption
defect of these checkpoint mutant cells after treatment with this drug
(Fig. 1), suggests that Rad53 might allow cells to cope with this kind
of replicative stress through an Exo1-independent mechanism. The
results above pointed out that only some replication forks were able
to restart after HU release in cells lacking Rad53 (Fig. 1c), even when
fork degradation was prevented in the absence of Exo1, arguing that
a critical factor for replication fork restart might be limiting. Rad53
has a crucial role in regulating RNR, which is the target of HU42, and
therefore, we reasoned that this enzymatic complex could be a strong
candidate for such a potential limiting factor. Thus, we investigated
the contribution of checkpoint-dependent RNR expression to cell
viability and DNA replication resumption after HU arrest.
It is known that expression of the RNR1 gene from the inducible
GAL1-10 promoter increases dNTP levels43. Therefore, we first
induced the expression of RNR1 in rad53D mutant cells using a
pGAL-RNR1 construct (Supplementary Fig. S2a) and tested the sens-
itivity of this strain to HU. Figure 2a shows that RNR1-overexpres-
sion did not rescue the lethality of rad53mutant cells to HU. Similar
results were obtained by expression of the other RNR large subunit,
encoded by the RNR3 gene (Supplementary Fig. S2a, b), which is
specifically induced after genotoxic stress23,24. These results were in
agreement with a previous report showing that overexpression of
RNR1 or RNR3 allows mec1D or rad53D cells to survive but it does
not suppress their DNA damage sensitivities33. In addition, we also
found that the individual overexpression of RNR2 or RNR4 did
not rescue the viability of rad53D cells treated with HU either
(Supplementary Fig. S2a, b). On the contrary, the simultaneous
expression of RNR2 and RNR4, as well as the co-expression of large
and small subunits of RNR (RNR3-RNR2-RNR4 or RNR1-RNR2-
RNR4) significantly increased the resistance of rad53D cells to HU
(Fig. 2b). This occurred despite the fact that overexpression of several
RNR subunits has a toxic effect that causes greatly reduced growth of
the rad53D strain (Fig. 2c, YPGal). Interestingly, all the strains that
were able to suppress rad53HU-sensitivity expressed bothRNR2 and
RNR4 (Fig. 2b and Supplementary Fig. S2c, d), strongly suggesting
that expression of the RNR small subunit is essential for survival after
HU-induced replicative stress in the absence of Rad53. Nevertheless,
co-induction of RNR2-RNR4 plus RNR3 or RNR1 conferred higher
resistance to HU, indicating that co-expression of large and small
RNR subunits is highly important for the viability of rad53 mutant
cells under the assayed conditions. These results are not just due to
co-expression of a certain number of RNR subunits, irrespective
of which of them are induced, as overexpression of RNR1-3-2 or
RNR1-3-4 did not increase the resistance to HU of rad53D cells
(Supplementary Fig. S2d). Furthermore, a rad53D strain carrying
three inducible RNR1 copies placed at different positions in the gen-
ome (rad53DGAL-RNR1-1-1) was as sensitive to HU as a rad53D
strain (Supplementary Fig. S2e). Therefore, we conclude that the
regulation of specific-RNR subunits is critical for the viability of
rad53D mutants exposed to HU.
As shown above, although EXO1 deletion was completely ineffect-
ive in suppressing the sensitivity of rad53 mutants to HU11, it made
some contribution to fork restart after a HU block (Fig. 1c).
Therefore, we next asked whether EXO1 deletion could contribute
to the viability of rad53-deficient cells with induced RNR expression
after HU treatment. As shown in Figure 2d, deletion of EXO1 increased
the resistance to HU of the rad53DGAL-RNR2-4, rad53DGAL-RNR3-
2-4 and rad53DGAL-RNR1-2-4 mutants when they are grown in the
presence of galactose. These results strongly argue that both Exo1-
prevention and RNR-induction mechanisms are important for the
viability of rad53 mutants in the presence of HU-induced replicative
stress.
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In addition to regulating transcription, Rad53 also promotes
removal of two negative regulators of RNR, Sml1 and Dif1. We
routinely delete SML1 to suppress the lethality of RAD53 deletion.
We next asked whether deletion of DIF1, which facilitates the local-
ization of Rnr2-4 to the cytoplasm, would contribute to cell survival
in the presence of HU. Figure 2e shows that the rad53DGAL-RNR3-
2-4exo1Ddif1D mutant is indeed more resistant to HU than the
rad53DGAL-3-2-4exo1D mutant, arguing that Rad53-dependent
regulation of RNR cellular localization through Dif1 contributes to
cell survival in the presence of HU.
RNR expression promotes replication resumption after fork
stalling in rad53 mutants in the absence of EXO1. As the
resistance to HU is expected to correlate with the ability of cells to
resume and complete chromosome replication after the replicative
stress induced by this drug, we next examined whether RNR
expression and EXO1 deletion contribute to replication restart in
rad53D mutant cells after HU arrest. The simple growth assay
in the previous experiments cannot distinguish between gene
expression requirements during or after HU treatment, because
cells are exposed to HU chronically. We therefore used the GAL-
Figure 2 | EXO1 deletion and checkpoint-dependent RNR expression contribute to cell viability in the presence of replicative stress. (a) 155 serial
dilutions of exponential cultures of the indicated strains were tested for sensitivity to 10 mM HU, by using a drop assay on YPD plates (top) or YPGAL
plates (bottom). (b) The indicated strains were tested for sensitivity to 10 mM and 20 mMHU as described in (a). (c) Drop assays on YPD or YPGal were
performedwith the indicated strains as described in (a). (d) Sensitivity to 10 mM, 15 mMor 20 mMHUwas analyzed as described in (a). (e) Drop assays
of the indicated strains as in (b).
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inducible system to analyse replication resumption when RNR genes
are expressed exclusively after HU removal during a single S-phase
(Fig. 3).
We analysed replication resumption by measuring DNA content
by flow cytometry in rad53DEXO11 or rad53Dexo1D strains over-
expressing RNR1, RNR3-2-4 or RNR1-2-4 (Fig. 3a, b, c). Cells were
grown in raffinose (RAF)-containing medium, synchronized in G1
phase with a-factor and released into fresh medium supplemented
with 0.2 MHU. After 3 h, the cells were released from the HU arrest
into fresh medium containing either glucose (repressive, GAL1,10
promoter OFF) or galactose (activating, GAL1,10 promoter ON).
Figure 3a shows that whereas RAD531 cells completed replication
after HU-release, rad53D cells did not reach the 2C DNA content
peak when RNR1 was induced, regardless of the presence or the
absence of Exo1, indicating that these cells could not finish S-phase.
By contrast, although induction of RNR3-2-4 did not allow by itself
the completion of S-phase (Fig. 3b, left), it led to efficient replication
resumptionwhen it was combinedwith EXO1 deletion, allowing cells
to reach a 2C DNA content by 180 min after HU removal (Fig. 3b,
right). Similar results were obtained when EXO1 was deleted in
rad53DGAL-RNR1-2-4 or rad53DGAL-RNR2-4 strains (Fig. 3c,
Supplementary Fig. S3). Consistent with these data, a significant
percentage of rad53Dexo1D cells (35%) survived after an acute
HU-treatment when RNR3-2-4 genes were expressed after HU-
removal (Fig. 3d). This is a notable increase in cell viability, taking
into account that RNR overexpression severely affects growth of the
rad53DRNR3-2-4 strain (Fig. 2c). Importantly, the viability remained
low when cells were plated immediately after HU-treatment, and it
only recovered when cells were plated 2 h after HU-release in the
presence of galactose (Fig. 3d). All these results indicate that both the
expression of RNR genes and the deletion of EXO1 are necessary for
the resumption of DNA synthesis after HU arrest in rad53D cells.
As shown in Fig. 2e, deleting DIF1 contributes to increase HU-
resistance in the rad53Dexo1DGAL-RNR3-2-4 strain. Therefore we
tested whether the absence of Dif1 could also contribute to replica-
tion resumption after release from a HU-block. Figure 3e shows that
rad53Dexo1DGAL-RNR3-2-4 cells appeared to complete replication
earlier in the absence of Dif1, and thus the rad53Dexo1DGAL-RNR3-
2-4 dif1Dmutant strain showed a 2C DNA content 2 h after release
from HU arrest in medium with galactose. This result indicates that
Dif1 inhibition, and therefore the correct RNR subcellular local-
ization, is also important for replication resumption after fork
stalling.
Taken together, these experiments show that Rad53-dependent
regulation of the expression and subcellular localization of RNR, in
conjunction with Rad53-dependent inhibition of Exo1, are critical
for the resumption of replication after HU arrest.
RNR expression restores replication fork restart in rad53Dexo1D
cells after replicative stress. Flow cytometry analysis indicated that
rad53Dexo1D mutants were able to resume replication and reached
a 2C DNA content when RNR2-4, RNR3-2-4 or RNR1-2-4 were
expressed after fork stalling induced by HU (Fig. 3). However,
replication resumption could be due to the restart of DNA repli-
cation forks blocked during HU treatment or, instead, global
replication could be rescued by new origin firing. To address this
issue, we used density transfer and examined replication fork
resumption within a single replicon on chromosome VI. In this
experiment, we followed replication from ARS607 (fragment 1) to
positions 3, 4 and 6 located at 20 kb, 40 kb or 65 kb away respectively
(Fig. 4). Importantly, we used a strain that lacksARS608 and ARS609
origins, and therefore, the examined replicon can only be replicated
from ARS607 and from a subtelomeric origin associated with the X-
element at the end of the chromosome, which is only activated in the
absence of Rad53-dependent inhibition of late origin firing10,11.
rad53Dexo1DGAL-RNR3-2-4 cells were initially grown in the
presence of heavy isotopes, synchronized in G1 with a-factor, and
then released into fresh medium with light isotopes in the presence
of 0.2 M HU. After 3 h in HU, these cells were released into fresh
medium in the presence of glucose or galactose for 2 h. Flow cyto-
metry (Fig. 4a) shows that the cells reached a 2C DNA content when
released into galactose-containing medium after release from the
HU-block, in agreement with data in Fig. 3b. Density transfer experi-
ments (Fig. 4b) showed that when the cells were released from the
G1-block in the presence of HU, there was some replication (HL
peak) in fragments 1 and 6, indicating that the ARS607 origin fired
normally and that the subtelomeric origin located at the end of the
chromosome was also activated due to the absence of Rad53. As
mentioned above, the severe phenotype of rad53 mutants exposed
to high concentrations of HU led to very little replication of frag-
ments 1 and 6 (Fig. 4b). When HU-release took place under condi-
tions of RNR repression (GLC), fork restart was highly defective, as
judged by the high amounts of unreplicated (HH) DNA that
remained 2 h after HU-release in all restriction fragments. Remark-
ably, galactose induction of RNR3-2-4 (GAL) after HU arrest signifi-
cantly increased the amount of replication of fragments 1, 3, 4 and 6
in the rad53Dexo1D background. Importantly, the extent of replica-
tion of the origin-distal fragments 3 and 4, which can only be pas-
sively replicated, increased up to 68 and 67% (Fig. 4c), indicating that
a high fraction of stalled-replication forks indeed recovered from the
HU-block when RNR was expressed. These data indicate that rep-
lication resumption after RNR induction in a rad53Dexo1D back-
ground is due to fork restart.
Discussion
In order to cope with replicative stress, cells need the efficient coor-
dination of mechanisms that protect DNA replication forks and
allow replication resumption after fork stalling, so that chromosome
replication can be completed and genome stability is preserved. In
this work, we show that the Rad53 checkpoint kinase promotes rep-
lication fork restart after HU treatment by inducing the expression of
RNR and counteracting the RNR regulator Dif1. In addition, we
show that replication fork restart after exposure to HU also requires
Rad53-dependent inhibition of Exo1, which, as shown before, is
Figure 3 | RNR expression allows replication resumption in rad53Dexo1Dmutants after fork stalling. (a) Cultures of RAD531, rad53DGAL-RNR1 and
rad53Dexo1DGAL-RNR1 strains were grown in YPRAF medium, arrested in G1 with a-factor, and released from the G1 block into RAF-containing
medium containing 0.2 M HU. After 3 h in HU, cultures were released into fresh medium in the presence of Glc (left panel) or Gal (right panel). DNA
content wasmeasured by flow cytometry at the indicated times. The expression of Rnr1was followed by immunoblot analysis (bottompanel) as described
in Methods. A Ponceau-S-stained membrane coincident with Rnr1 migration was used as a loading control. Full-length blots are presented in
Supplementary figure S4. (b) Analysis of S phase progression of rad53DEXO11GAL-RNR3-2-4 and rad53Dexo1DGAL-RNR3-2-4 strains as described
in (a). The expression of Rnr3 was followed by immunoblot analysis (bottom panel) as described in (a). (c) Analysis of S phase progression of
rad53DEXO11GAL-RNR1-2-4 and rad53Dexo1DGAL-RNR1-2-4 strains as described in (a). (d) rad53Dexo1DGAL-RNR3-2-4 cells were grown in YPRAF
medium and arrested in G1 with a-factor. The culture was divided in two and incubated in either YPD (white column) or YPRAF (black column) in the
presence of 0.2 M HU for 3 h. The YPD-culture was then released from HU into fresh medium with Glc, while the YPRAF-culture was released in the
presence of Gal. Cells were tested for viability after a2factor arrest, after 3 h in the presence of 0.2 MHU, and 2 h after release fromHU. (e) Analysis of S
phase progression of rad53DEXO11dif1DGAL-RNR3-2-4 and rad53Dexo1Ddif1DGAL-RNR3-2-4 strains as described in (a).
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necessary to avoid fork breakdown11,12. These results expand the view
of how Rad53 controls several aspects of DNA replication under
conditions of replicative stress and, taken with previous data, allows
proposing the following model for the action of this checkpoint
protein (depicted in Fig. 5): first, Rad53 inhibits the activation
of additional replication origins by phosphorylating Sld3 and
Dbf415,16; second, Rad53 prevents Exo1 from exerting a deleterious
effect on replication forks11,12; and third, as shown here, Rad53 pro-
motes replication restart by inducing the synthesis and activation of
RNR, which is especially important after HU treatment.
It was previously shown that RNR1 or RNR3 overexpression sup-
presses rad53D lethality but not the extreme sensitivity of this check-
point mutant to genotoxic stress38, which questioned the importance
of increasing the expression of genes encoding RNR for cell survival
after replicative stress. However, we show here that co-expression of
specific RNR subunits increases the viability of rad53Dmutants after
replication blocks. In addition, we show that EXO1 deletion clearly
contributes to the survival of rad53D cells in the presence of HU
when RNR expression is induced, arguing that Exo1-regulation has
a previously unnoticed role in the survival of rad53 mutants after
replicative stress. Therefore, two Rad53 functions, preservation of
fork integrity and up-regulation of RNR, are important for cell sur-
vival uponHU-induced replicative stress. Furthermore, we show that
these two functions are necessary to promote fork restart after rep-
lication blockage. This essential role in fork restart explains why these
Rad53 activities are required for cell viability and uncovers how the
Rad53 checkpoint protein facilitates replication resumption from
stalled forks.
It is currently unclear why new synthesis of RNR subunits after
HU treatment is important for fork restart. One possibility is that the
RNR-complex becomes irreversibly inactivated after prolonged HU
treatment. In this respect, it is known that HU blocks DNA synthesis
by reducing the RNR free radical contained in the small subunit44, and
our results indicate that new expression of Rnr2-Rnr4 is essential for
cell survival after replicative stress in the absence of Rad53. The fact
that additional co-expression of RNR3 or RNR1 further increased the
recovery after HU treatment could suggest that the expression of small
and large RNR-subunits is required to form an enzymatically active
complex that is able to supply appropriate dNTP levels. A second
possibility to explain the requirement of RNR expression for replica-
tion resumption after fork stalling is that the increased dNTP concen-
tration associated with the DNA damage response45 may be critical for
some aspect of DNA polymerase function in fork restart.
Strikingly, while our results indicate that fork recovery in rad53
mutants is largely dependent on the new synthesis of RNR, it is
known that new protein synthesis is dispensable for replication
resumption after HU arrest in wild-type cells8,19. A possible explana-
tion for these data is that Rad53-dependent RNR regulation might
Figure 4 | New DNA synthesis in rad53Dexo1DGAL-RNR2-3-4 mutants after replication blocks is due to fork restart. (a) The experiment was
performed as in Fig. 3a, with slight modifications described in (b). DNA content of rad53Dexo1DGAL-RNR2-3-4 cells was determined by flow cytometry
at the indicated time points. (b) Replication fork progression was analysed in the rad53Dexo1DGAL-RNR2-3-4 strain by density transfer. Cells were
initially grown in 0.1% Glc in medium with heavy isotopes, and then blocked in G1 with a2factor. After G1 arrest, cells were released into medium
containing HU and light isotopes, under conditions that preventedGAL1,10-dependent expression. Cells were held in HU for 3 h and then released from
theHUarrest into freshmediumwith either Glc orGal. The position of the fourClaI/SalI restriction fragments from chromosomeVI that were analysed is
shown at the top, coincident with ARS607 and 20, 40, and 65 kb away from the origin. (c) Percentage of replicated DNA in the rad53Dexo1DGAL-RNR2-
3-4 strain after HU-release in the presence of GLC or GAL (from Fig. 3b). The amount of replicated DNA at each fragment was plotted against distance
from the ARS607 sequence. White bars represent RNR-repressing conditions (GLC) and black bars RNR-expressing conditions (GAL).
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involve an active mechanism to re-activate RNR after HU treatment.
In this scenario, wild-type cells would not be able to synthesize RNR
in the absence of new protein synthesis, but would be capable of re-
activating the remaining RNR pool. This could be also an explana-
tion for the low rate of DNA synthesis after replication blocks that is
observed when new protein synthesis is inhibited8. By contrast, all of
these RNR-regulatory mechanisms would be impaired in rad53 cells,
thus explaining why new RNR synthesis is strictly required for fork
resumption in this checkpoint mutant.
Cells have evolved several strategies to regulate RNR activity, such as
control of gene expression, inhibitor destruction, and subcellular local-
ization20,30,31. Additionally, protein-protein interactions between RNR
and several cell cycle regulators could also modulate RNR activity35,46.
Interestingly, a novel mechanism for the regulation of the activity of the
mammalian RNR-subunit p53R2 via ATM-mediated phosphorylation
has been reported47. Future examination of the possible interactions
between the RNR-complex and the checkpoint machinery is required
to explore this potential level of regulation in budding yeast.
DNA damage checkpoints act as a barrier to the development of
cancer48,49 and, therefore, down-regulation of checkpoints may con-
tribute to carcinogenesis. Besides, intense cell proliferation requires
high rates of DNA synthesis, and an elevated RNR activity has been
associated with tumorogenesis50,51. Checkpoint-defective cancer cells
may be especially sensitive to the chemotherapies that damage DNA,
deplete nucleotide pools or otherwise interfere with replication fork
progression. The loss of checkpoint targets like Exo1 and Dif1 may
contribute to emerging drug resistance of such cancer cells.
Methods
Strains, Plasmids and Growth Conditions. All the yeast strains are derived from
W303-1a and constructed by standard techniques. They are described in
Supplementary Table S1. The ORFs encoding the different RNR subunits were
amplified by PCR and cloned into pRS-GAL1,10 vectors. The resultingGAL1,10-RNR
cassettes were integrated in the genome of a sml1D strain at the positions indicated in
Supplementary Table S1. The resulting strains were then crossed with rad53D or
rad53Dexo1D strains of the opposite mating type to generate diploids that were tetrad
dissected after sporulation to obtain the strains used in the study.
Strains were grown regularly in YP medium plus glucose (2%) (YPD) at 30uC. For
the induction experiments using the GAL1,10 promoter, raffinose (2%) was used to
facilitate the induction of the relevant gene upon addition of galactose (2%). Cells
were synchronized in G1 phase with the mating pheromone a-factor at 10 mg/ml. In
cell cycle experiments, hydroxyurea (HU) was used at 0.2 M. In raffinose-medium,
cell cycle progression is slower, and thereby, cells were held in HU for 3 h to ensure
S-phase onset.
Drop assays. Cultures growing exponentially were normalised and 155 serial
dilutions were spotted onto YPD, YPGAL, YPD 1 HU or YPGAL 1 HU plates,
depending on the experiment.
DNA replication analysis assays. Samples for flow-cytometry analysis were fixed
with 70% ethanol and processed as described52. Density transfer assays were
performed and analysed essentially as described53. All the strains used for these
experiments lack the ARS608 and ARS60911. DNA was digested with ClaI and SalI
before gradient centrifugation in CsCl. Probes corresponding to the analysed
fragments were as described11. The extent of replication was calculated as:
% replication 5 100[0.5 HL/(HH 1 0.5 HL)].
Protein electrophoresis and immunoblotting. Protein extracts were prepared as
described previously54. For western blot analysis, proteins were separated by SDS-page
and transferred to a nitrocellulose membrane (GE-healthcare). Membranes were cut in
two halves, and the upper or lower parts were used to detect RNR or PGK respectively.
Detection of Rnr1 was performed using the rabbit polyclonal antibody AS09 576
(Agrisera; dilution 155000); Rnr3 was detected using the rabbit polyclonal antibody
AS09 574 (Agrisera; dilution 151000); PGK was detected using the mouse polyclonal
antibody A-6457 (Sigma; dilution 1510000); Horseradish-peroxidase-coupled
anti-rabbit or anti-mouse were used as the secondary antibodies. Immunoreactive
bands were visualized by enhanced chemiluminescence (ECL, GE Healthcare)
according to the manufacturer’s instructions. Protein electrophoresis was carried out
using 7.5% and 12% SDS-PAGE gels. The proteins were stained with Coomassie Blue
after the electrophoresis.
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Supplementary Fig. S1. Analysis of replication resumption in RAD53+, rad53Δ and 
rad53Δexo1Δ strains after HU treatment. The experiment was performed as described in 
Fig. 1c. DNA samples of the specified strains were taken at the indicated time points and 









Supplementary Fig. S2. Effect of RNR induction on viability in the presence of HU. 
 (a) Expression of the different RNR subunits was examined upon induction/repression of 
the GAL1 promoter. Protein extracts from cultures grown overnight in YP supplemented 
with glucose or galactose were separated by 7.5% and 12% SDS-PAGE and stained with 
Comassie Blue. (b) 1:5 serial dilutions of exponential cultures of the indicated strains were 
tested for sensitivity to HU in YPD plates (top) or YPGAL plates (bottom) by using a drop 
assay on plates. (c) Drop assays of the indicated strains as described in (b). (d) HU-
sensitivity of the indicated strains was tested as described in (b). (e) Drop assays of the 




Supplementary Fig. S3. Effect of RNR2-4 induction and EXO1 deletion on replication 
restart in rad53Δexo1Δ mutants after fork stalling. Cultures of rad53ΔGAL-RNR2-4 and 
rad53Δexo1Δ GAL-RNR2-4 strains were grown in YPRAF medium, arrested in G1 with α-
factor, and released into fresh medium in the presence of 0.2 M HU for 3 hours. After that, 
cultures were released into fresh medium in the presence of Glc (left panel) or Gal (right 






Supplementary Fig. S4. Full-length images of western blots. (a), (b), (c) Full-length 
western blots in Fig. 3a, Fig. 3b and Fig. 3c respectively are shown. (d) Full-length western 
blots in Fig. 3e are shown. All gels have been run under the same experimental conditions.  
Supplementary Table S1. S. cerevisiae strains used in this study 
All the strains used in this work are derived from W303 (ade2-1 ura3-1 his3-11,15 trp1-1 leu2-3,112 can1-100) 
Strain    Genotype Source 
YJT72 MATa sml1Δ::URA3 Tercero and Diffley, 2001 
YJT75 MATa sml1Δ::URA3 rad53Δ::LEU2  Tercero and Diffley, 2001 
YMS666 MATa sml1Δ::URA3 rad53Δ::LEU2 exo1Δ::HIS3  This work 
YEC514 MATa sml1Δ::kanMX rad53Δ::natNT2 ura3::pRS306-GAL‐RNR1-URA3 This work 
YEC397 MATa sml1Δ::kanMX rad53Δ::natNT2 his3::pRS303-GAL-RNR3-HIS3 This work 
YEC398 MATa sml1Δ::kanMX rad53Δ::natNT2 trp1::pRS304-GAL-RNR2-TRP1 This work 
YEC393 MATα sml1Δ::kanMX rad53Δ::natNT2 leu2::pRS305-GAL-RNR4-LEU2 This work 
YEC520 MATa sml1Δ::kanMX rad53Δ::natNT2 ura3::pRS306-GAL‐RNR1-URA3 
his3::pRS303-GAL-RNR3-HIS3    
This work 
YEC535 MATa sml1Δ::kanMX rad53Δ::natNT2 trp1::pRS304-GAL-RNR2-TRP1 
leu2::pRS305-GAL-RNR4-LEU2 
This work 
YEC515 MATa sml1Δ::kanMX rad53Δ::natNT2 ura3::pRS306-GAL‐RNR1-URA3 
trp1::pRS304-GAL-RNR2-TRP1   
This work 
YEC518 MATa sml1Δ::kanMX rad53Δ::natNT2 ura3::pRS306-GAL‐RNR1-URA3 
leu2::pRS305-GAL-RNR4-LEU2    
This work 
YEC405 MATa sml1Δ::kanMX rad53Δ::natNT2 trp1::pRS304-GAL-RNR2-TRP1 
his3::pRS303-GAL-RNR3-HIS3 
This work 
YEC414 MATα sml1Δ::kanMX rad53Δ::natNT2 his3::pRS303-GAL-RNR3-HIS3 
leu2::pRS305-GAL-RNR4-LEU2 
This work 
YEC553 MATa sml1Δ::kanMX rad53Δ::natNT2 ura3::pRS306-GAL‐RNR1-URA3 
trp1::pRS304-GAL-RNR2-TRP1 leu2::pRS305-GAL-RNR4-LEU2 
This work 
YMS252 MATa sml1Δ::kanMX rad53Δ::natNT2 trp1::pRS304-GAL-RNR2-TRP1 
his3::pRS303-GAL-RNR3-HIS3 leu2::pRS305-GAL-RNR4-LEU2   
This work 
YEC513 MATα sml1Δ::kanMX rad53Δ::natNT2 ura3::pRS306-GAL‐RNR1-URA3 
trp1::pRS304-GAL-RNR2-TRP1 his3::pRS303-GAL-RNR3-HIS3 
This work 
YEC519 MATa sml1Δ::kanMX rad53Δ::natNT2 ura3::pRS306-GAL‐RNR1-URA3 
his3::pRS303-GAL-RNR3-HIS3 leu2::pRS305-GAL-RNR4-LEU2 
This work 
YEC685 MATα sml1Δ::kanMX rad53Δ::natNT2 trp1::pRS304-GAL-RNR1-TRP1 
his3::pRS303-GAL-RNR1-HIS3 
This work 
YEC688 MATa sml1Δ::kanMX rad53Δ::natNT2 ura3::pRS306-GAL‐RNR1-URA3  
his3::pRS303-GAL-RNR1-HIS3 
This work 
YEC691 MATa sml1Δ::kanMX rad53Δ::natNT2 ura3::pRS306-GAL‐RNR1-URA3 
 trp1::pRS304-GAL-RNR1-TRP1 his3::pRS303-GAL-RNR1-HIS3 
This work 
YEC532 MATa sml1Δ::kanMX rad53Δ::natNT2 ura3::pRS306-GAL‐RNR1-URA3 
exo1Δ:: hghMX 
This work 
YEC536 MATa sml1Δ::kanMX rad53Δ::natNT2 trp1::pRS304-GAL-RNR2-TRP1 
leu2::pRS305-GAL-RNR4-LEU2 exo1Δ:: hghMX 
This work 
YMS349 MATa sml1Δ::kanMX rad53Δ::natNT2 trp1::pRS304-GAL-RNR2-TRP1 
his3::pRS303-GAL-RNR3-HIS3 leu2::pRS305-GAL-RNR4-LEU2 exo1Δ:: 
hghMX 
This work 




YMS260 MATa sml1Δ::kanMX rad53Δ::natNT2 trp1::pRS304-GAL-RNR2-TRP1 
his3::pRS303-GAL-RNR3-HIS3 leu2::pRS305-GAL-RNR4-LEU2  
exo1Δ:: hghMX dif1Δ::URA3 
This work 
YEC561 MATa sml1Δ::kanMX rad53Δ::natNT2 ura3::pRS306-GAL‐RNR1-URA3 
trp1::pRS304-GAL-RNR2-TRP1 leu2::pRS305-GAL-RNR4-LEU2 
exo1Δ:: hghMX dif1Δ::URA3 
This work 
YMS346 MATa sml1Δ::kanMX rad53Δ::natNT2 trp1::pRS304-GAL-RNR2-TRP1 
his3::pRS303-GAL-RNR3-HIS3 leu2::pRS305-GAL-RNR4-LEU2  
dif1Δ::URA3 
This work 
   YMS269 MATa sml1Δ::kanMX rad53Δ::natNT2 exo1Δ::hghMX                                  
his3::pRS303-GAL-RNR3-HIS3 leu2::pRS305-GAL-RNR4-LEU2 
trp1::pRS304-GAL-RNR2-TRP1 ARS608Δ::URA3 ARS609Δ::ADE2 
This work
 
