We introduce a concept of a minimal sufficient positive-operator valued measure (POVM), which is the least redundant POVM among the POVMs that have the equivalent information about the measured quantum system. Assuming the system Hilbert space to be separable, we show that for a given POVM a sufficient statistic called a Lehmann-Scheffé-Bahadur statistic induces a minimal sufficient POVM. We also show that every POVM has an equivalent minimal sufficient POVM and that such a minimal sufficient POVM is unique up to relabeling neglecting null sets. We apply these results to discrete POVMs and information conservation conditions proposed by the author.
I. INTRODUCTION
A measurement outcome statistic of a general quantum measurement process is described by a positive-operator valued measure 1,2 (POVM). Such a description of quantum measurements enables us to formulate both projective and non-projective measurements. However, for the price of such a generality, some POVMs contain redundant information irrelevant to the system and, due to such redundancies, for a given POVM there exist infinitely many
POVMs that bring us the equivalent information about the system.
To clarify this point, let us consider the following example of a pair of discrete POVMs Here λ ∈ (0, 1) and A i and B ij are bounded operators on a Hilbert space H corresponding to the measured quantum system and O and I are zero and identity operators, respectively.
The measurement corresponding to the POVM B can be realized, for example, as follows:
perform the measurement A, whose measurement outcome is i ∈ {0, 1}, and generate a binary random variable j, which gives 0 with a probability λ and 1 with a probability 1 − λ, and the measurement outcome of B is given by a pair (i, j). Apparently B = {B ij } contains redundant information, which is in this case the classical random variable j, and A and B
give the equivalent information about the system.
Then it is natural to ask whether we can reduce such redundancies for a given POVM and how far such reductions proceed. In this paper, to formulate and answer this question, we introduce a concept of a minimal sufficient POVM which corresponds to the least redundant POVM among the POVMs that give the same information about the system. The main finding of this paper (Theorem 5) is that for any POVM on a separable Hilbert space there exists a minimal sufficient POVM that has the equivalent information about the system and that such a minimal sufficient POVM is unique up to almost isomorphism, which is the relabeling neglecting null sets.
The concept of the minimal sufficient POVM has two origins: a minimal sufficient statis- This paper is organized as follows. In Sec. II, we show some preliminary results on mathematical statistics and quantum measurement theory which will be used in Sec. III. In
Sec. III, we define two definitions of the minimal sufficient POVM corresponding to two kinds of fuzzy equivalence relations and introduce a sufficient statistic called a Lehmann-Scheffé-Bahadur (LSB) statistic for a given POVM. It is shown in Theorem 4 that the LSB statistic is a minimal sufficient statistic for the given POVM and a POVM induced by the LSB statistic is a minimal sufficient POVM. After introducing a concept of almost isomorphism between POVMs, we show in Theorem 5 that a POVM has an equivalent minimal sufficient POVM and that such a minimal sufficient POVM is unique up to almost isomorphism. In Sec IV, we consider discrete POVMs and prove that for a given discrete POVM there is a unique equivalent minimal sufficient POVM that is discrete and has no zero elements. In
Sec. V, we apply the main results to information conservation conditions proposed by the author 9,10 .
II. PRELIMINARIES
In this section, we introduce some preliminary concepts and results on mathematical statistics and quantum measurement theory.
A. Sufficient and minimal sufficient statistics
Let (Ω, B) a measurable space. A family of probability measures P with the outcome space (Ω, B) is called a statistical model on (Ω, B).
Let P be a statistical model on (Ω, B) and let λ be a probability measure on (Ω, B).
P is said to be dominated by λ, denoted by P ≪ λ, if every element P ∈ P is absolutely continuous with respect to λ. A statistical model P is said to be dominated if there exists a probability measure that dominates P. A dominated statistical model P has a countable subset {P i } i≥1 ⊂ P such that λ := i≥1 c i P i dominates P if c i > 0 and i≥1 c i = 1 hold 11 .
Such λ is called a pivotal measure for P.
Let P = {P θ } θ∈Θ be a statistical model on an outcome space (Ω, B) and let (Ω T , B T ) be a measurable space. A B/B T -measurable map T : Ω → Ω T is called a statistic. The set of B/B T -measurable maps (statistics) is denoted by M((Ω, B) → (Ω T , B T )). T is said to be sufficient with respect to the statistical model P if for every E ∈ B, there exists a B T -measurable function P (E|·) :
e. for each P θ ∈ P, where P θ (E|t) is the conditional probability of P θ for given T = t and
Let P and Q be probability measures with an outcome space (Ω, B). Suppose f : [0, ∞) → R be a strictly convex function such that f (1) = 0. Taking a σ-finite measure µ dominating P and Q, we write Radon-Nikodým derivatives as p(x) := dP/dµ(x) and q(x) := dQ/dµ(x).
An f -divergence 12,13 between P and Q is defined by
where the integral on the RHS is independent of the choice of µ and the following conventions are adopted:
For later use, we fix an f such that D f (P, Q) < ∞ for each P and Q. An example of such an f is given by f (t) = ( √ t − 1) 2 , and the corresponding f -divergence is the Hellinger distance
The following theorem gives necessary and sufficient conditions for the sufficiency of a statistic.
Theorem 1. Let P = {P θ } θ∈Θ be a statistical model on a measurable space (Ω, B) dominated by a pivotal probability measure λ, and let T : Ω → Ω T be a B/B T -measurable statistic and
Then the following conditions are equivalent:
(i) T is sufficient;
(ii) for every P θ ∈ P, there exists a B T -measurable real valued function g θ (·) such that
(iii) for every P θ ∈ P,
where
obvious. Let us show (ii)⇒(iii). For each F ∈ B T , we have
where χ F (·) is the indicator function for F. This implies that g θ (t) = dP
and we obtain (iii).
to be minimal sufficient if T is sufficient and for each sufficient statistic
P-a.e. A minimal sufficient statistic can be interpreted to capture the information about the statistical model P in the least redundant manner.
The following theorem gives a sufficient condition for the existence of a minimal sufficient statistic.
Theorem 2 (Lehmann and Scheffé 3 , Bahadur 4 ). Let P = {P θ } θ∈Θ be a statistical model on an outcome space (Ω, B). Suppose that there exists a countable subset {P θ i } i≥1 ⊂ P dense in P with respect to the following metric:
is the countable product space of the real line (R, B(R)) and λ := i≥1 c i P θ i with c i > 0 and i≥1 c i = 1.
B. Positive-operator valued measure
Throughout this paper, we fix a separable (i.e. dim H ≤ ℵ 0 ) Hilbert space H and denote the set of bounded operators on H by L(H). A positive trace class operator ρ with unit trace is called a state on H, and the set of states on H is denoted by S(H).
(ii) A(Ω) = I;
, where the RHS is convergent in the sense of the weak operator topology.
Here, O and I are the zero and identity operators, respectively. The triple (Ω, B, A) is also called a POVM.
Let (Ω, B, A) be a POVM. For each ρ ∈ S(H) we define a probability measure P From the definition of ρ * , P
and the following proposition immediately follows.
Due to the above proposition, the notions of A-a.e., P A -a.e., and P A ρ * -a.e. coincide, and thus we will use them interchangeably.
C. Fuzzy preorder and equivalence relations among POVMs
Let (Ω 1 , B 1 ) and (Ω 2 , B 2 ) be measurable spaces. A mapping κ(·|·) :
(ii) κ(·|y) is a probability measure for each y ∈ Ω 2 .
Let (Ω 1 , B 1 ) be a measurable space and let (Ω 2 , B 2 , A 2 ) be a POVM. An A 2 -weak Markov kernel is a mapping κ(·|·) :
By using the concepts of the regular and weak Markov kernels, we introduce fuzzy preorder and equivalence relations as follows [6] [7] [8] .
then we say that A is regularly fuzzier than B, denoted by A r B.
(ii) If there exists a B-weak Markov kernel κ(·|·) :
holds, then we say that A is weakly fuzzier than B, denoted by A w B.
(iii) If A r B and B r A, then A and B are said to be regularly fuzzy equivalent, denoted
(iv) If A w B and B w A, then A and B are said to be weakly fuzzy equivalent, denoted
Intuitively the relations A r B and A w B mean that the measurement of A can be realized by a classical post-processing of the measurement of B. Apparently,
. It is known 6, 7, 15 that the regular and weak relations ≃ r and ≃ w (resp. r and w ) are equivalence relations (resp. preorder relations). Apparently, the regular relation A ≃ r B implies the weak relation A ≃ w B, while the converse does not necessarily hold. See Appendix A for an explicit example of POVMs that are weakly fuzzy equivalent but not regularly fuzzy equivalent.
A standard Borel space
16 is a measurable space Borel isomorphic to a complete separable metric space. We call a POVM with a standard Borel outcome space a standard Borel POVM. By further assuming the standard Borel properties of POVMs, the weak relations imply the corresponding regular relations as in the following proposition.
Proposition 2 (Remark 4.1 of Ref. 8).
Let A and B be POVMs.
2. If A and B are standard Borel,
In the formulation of the minimal sufficient POVM, we will use the regular and weak fuzzy equivalence relations.
D. Sufficient statistics for POVM
In this subsection, we consider the sufficiency condition of a statistic for a POVM. We also show Lemma 2 which will be used in Sec. III.
can be written as
we have A T r A. T is said to be a sufficient statistic for A if T is sufficient for the statistical
The following lemma, the monotonicity of the f -divergence, states that the f -divergence is monotonically decreasing by the classical post-processing.
Lemma 1 (Theorem 7.1 of Ref. 8).
The next theorem characterizes the sufficiency of a statistic for a POVM.
statistic. Then the following conditions are equivalent.
(i) T is sufficient for A;
(ii) for each ρ ∈ S(H) there exists a B T -measurable map g ρ (·) such that
Furthermore, if A is a standard Borel POVM the above conditions are equivalent to
Proof. From Theorem 1 and Lemma 1, the equivalence (i)⇔(ii)⇔(iii)⇔(iv) immediately follows.
Let us show (i)⇒(v).
A T r A is evident from the definition of A T . Since T is sufficient, there exists a conditional probability P (E|·), which is B T -measurable for each E ∈ B A , such that
Since P (·|·) satisfies the conditions for the A T -weak Markov kernel from the definition of the conditional probability, we obtain A w A T , and thus (v) holds.
(v)⇒(iv) follows from Lemma 1.
Let us assume A is a standard Borel POVM. If we assume (v), from Proposition 2 we have
The following lemma assures the existence of a POVM corresponding to the joint distribution for a given POVM and a regular Markov kernel.
be a regular Markov kernel. Then the following assertions hold.
1. There exists a unique POVM A 12 with the product outcome space
such that
2. The canonical projection
is a sufficient statistic for A 12 .
4. For each ρ ∈ S(H), dP
Proof.
Let us consider the following mapping
Thenκ(·|y) is a probability measure for each y ∈ Ω 2 . To show the measurability of κ(F |·) for each F ∈ B 1 × B 2 , let us define a class
Then Dκ is a Dynkin class, i.e. Dκ contains Ω 1 × Ω 2 and is closed under proper differences and countable disjoint unions. Sincẽ
Dκ contains the family of cylinder sets 
Then from Eq. (4), A 12 satisfies the desired condition (3). The uniqueness of A 12
immediately follows from the Dynkin class theorem.
2. Let us denote the conditional probability of P
Thus we have
Therefore we obtain
To show that P A 12 ρ (F |y) can be taken independent of ρ, we define a class
Then D ρ is a Dynkin class that contains the family of cylinder sets C . Therefore the Dynkin class theorem assures that P The assertion 4 immediately follows from the assertion 3 and Theorem 3.
III. MINIMAL SUFFICIENT POVM
In this section, we define a minimal sufficient POVM and show the existence and uniqueness of a minimal sufficient POVM equivalent to a given POVM. (Ω A , B A , A) be a POVM.
Definition 2. Let
1. (Ω A , B A , A) is said to be ≃ r -minimal sufficient if for any POVM (Ω B
(Ω A
Since ≃ w is a relation less restrictive than ≃ r , any ≃ w -minimal sufficient POVM is a ≃ r -minimal sufficient POVM by definition.
We remark that the measurable map f in Definition 2 is a sufficient statistic for the statistical model P B due to Theorem 3 and
The minimal sufficiency of a POVM can be interpreted as a generalization of the minimal sufficiency of a statistic in the sense that we consider a more general class of classical postprocessings which includes taking statistics. Intuitively, a minimal sufficient POVM A is the least redundant POVM among POVMs fuzzy equivalent to A.
A. Lehmann-Scheffé-Bahadur statistic
Let (Ω A , B A , A) be a POVM. Corresponding to Theorem 2 we define a statistic T ∈
By taking authors' names of Refs. 3 and 4, we call the statistic (6) a Lehmann-Scheffé-Bahadur (LSB) statistic for A.
The following theorem is the first main result of this paper. 1. T is a minimal sufficient statistic for P A .
2.
A T is a ≃ w -minimal sufficient POVM, and therefore a ≃ r -minimal sufficient POVM.
From Theorem 2, it is sufficient to show that {P

A ρ i
} i≥1 is dense in P A with respect to the metric d(·, ·) given by (1). For each ρ, σ ∈ S(H) and each E ∈ B A we have
where || · || and || · || tr are the operator and trace norms, respectively. Thus we obtain
Since {ρ i } i≥1 is dense in S(H) with respect to the trace norm, the inequality (7) implies that {P
} i≥1 is dense with respect to d(·, ·) in P A , and we have shown the minimal sufficiency of T .
From Theorem 3 and the sufficiency of T , we have
for each i ≥ 1. From the definition of the LSB statistic (6), this implies
A-a.e., or t = dP
To show the ≃ w -minimal sufficiency of A T , let (Ω B , B B , B) be an arbitrary POVM weakly fuzzy equivalent to A T . Since the outcome space (R ∞ , B(R ∞ )) for A T is a standard Borel space, there exists a regular Markov kernel κ(·|·) :
for each F ∈ B(R ∞ ). We define a POVM (
Then from Lemma 2, we have C ≃ r B = C π B and
for each i ≥ 1, where π B : R ∞ × Ω B → Ω B is the canonical projection. On the other hand, from Eq. (9) we have
the canonical projection, and Theorem 3 assures that
for each i ≥ 1. From Eqs. (8), (10) and (11), we obtain t = dP
where we have used Eq. (12) in deriving the equality (13). Thus we obtain B f = A T , and we have shown the ≃ w -minimal sufficiency of A T .
B. Uniqueness up to almost isomorphism
In order to formulate the uniqueness of the minimal sufficient POVM, we introduce a concept of almost isomorphism as follows.
If there exists such a strict isomorphism, (Ω 1 , B 1 , A 1 ) and (Ω 2 , B 2 , A 2 ) are said to be strictly isomorphic, denoted by (
(ii) (Ω 1 , B 1 , A 1 ) and (Ω 2 , B 2 , A 2 ) are said to be almost isomorphic, written Intuitively, these concepts correspond to the relabeling of the measurement outcomes.
The following proposition gives the relationship between these isomorphisms and the fuzzy equivalence relation. (
Proof. The first implication is evident from the definitions of the strict and almost isomor- Since the identity map
We fix a point x 0 ∈Ω A and define a mappingι :
Then for each E ∈Ω A ∩ B A we havẽ 
B.
We next show that the minimal sufficiency condition for a POVM is invariant under almost isomorphism.
POVM and let (Ω B , B B , B) be a POVM almost isomorphic to (Ω A , B A , A). Then B is also ≃ w -minimal sufficient (resp. ≃ r -minimal sufficient).
Proof. We prove the assertion for the ≃ w -minimal sufficient POVM; the proof for ≃ r -minimal sufficiency can be obtained by replacing ≃ w to ≃ r in the following proof.
To show the ≃ w -minimal sufficiency of B, we take an arbitrary POVM (Ω C , B C , C) weakly fuzzy equivalent to B. Then from Proposition 3, C is also weakly fuzzy equivalent to A and there exists a mapping Now we prove the following theorem which is the second main result of this paper. 
To prove the uniqueness up to almost isomorphism, take another ≃ w -minimal sufficient POVM (Ω B , B B , B) weakly fuzzy equivalent to A. Since B ≃ w A ≃ wÃ , there exist
such thatÃ f = B and B g =Ã. Then we haveÃ g•f =Ã, and from Theorem 3,
∞ is a sufficient statistic forÃ and we have
for each i ≥ 1. From Eqs. (15) and (16), we obtain
Thus there exists a full measure setΩÃ ThereforeÃ and B are almost isomorphic.
2. As shown in 1, the POVMÃ induced by the LSB statistic for A is ≃ w -minimal sufficient POVM, and therefore ≃ r -minimal sufficient POVM, weakly fuzzy equivalent to A. Since A andÃ are standard Borel POVMs, they are regularly fuzzy equivalent.
The uniqueness up to almost isomorphism can be shown in a similar manner.
IV. MINIMAL SUFFICIENCY FOR DISCRETE POVM
In this section, we consider the minimal sufficient condition for discrete POVMs.
A measurable space (Ω, B) is said to be discrete if Ω is a countable set and B is the power set P(Ω) of Ω. A POVM A is said to be discrete if the outcome space of A is a discrete
On the other hand, a positive-operator valued mapping A : Ω A → L(H) with the completeness condition (17) induces a discrete POVM by
for each E ∈ P(Ω A ). Thus throughout this section we identify a positive-operator valued mapping A : Ω A → L(H) satisfying the completeness condition with a discrete POVM. We
Any discrete POVM is almost isomorphic to a non-vanishing POVM.
Since a discrete space is a Standard Borel space, the weak relations w and ≃ w coincide with the regular relations r and ≃ r , respectively. Thus for discrete POVMs, fuzzy preorder and equivalence relations are denoted as and ≃, respectively. 
A(x) = y∈Ω B
κ(x|y)B(y).
A matrix κ(·|·) satisfying the condition (18) is called a Markov matrix.
The following proposition characterizes the sufficiency condition of a statistic for a discrete POVM.
Proposition 5. Let A : Ω A → L(H) be a discrete POVM and let T : Ω A → Ω T be a mapping to a measurable space (Ω T , B T ). We assume that B T contains each single point set {t} (t ∈ Ω T ). Then the following conditions are equivalent.
(ii) there exist functions h(·) :
Proof. The equivalence (i)⇔(ii)⇔(iv) is evident from Theorem 3. The implication (iii)⇒(ii)
immediately follows by putting g ρ (t) := tr[ρG(t)]. Let us assume (ii) and show (iii). If t ∈ Ω T satisfies that ∃x ∈ Ω A such that T (x) = t and h(x) = 0,
then we have
Since the RHS of Eq. (20) is affine and positive with respect to ρ ∈ S(H), according to
Refs. 2 and 19, there exists G(t) ∈ L + (H) such that g ρ (t) = tr[ρG(t)] for any ρ ∈ S(H). For
t ∈ Ω T that does not satisfy the condition (19), we define G(t) = O. Then we have
for each ρ ∈ S(H) and x ∈ Ω A , which implies the condition (iii).
Corresponding to Theorem 5 we have the following theorem as to the existence and uniqueness of a minimal sufficient POVM. Proof. Since A is almost isomorphic to a non-vanishing POVM, without loss of generality we can assume A is non-vanishing. We define an equivalence relation on Ω A by
and define a mapping S :
, where [x] is the equivalence class to which x belongs. Then from the definition of ∼ A , we can write
for each x ∈ Ω A , where h(x) > 0 and O = G(s) ∈ L + (H) (s ∈ Ω S ), which implies S is sufficient for A. Therefore if we defineĀ := A S ,Ā ≃ A andĀ is a non-vanishing discrete POVM.
From Theorem 5 and its prove, the LSB statistic T : Ω S → R ∞ defined by (6) induces a ≃ w -minimal sufficient POVM (R ∞ , B(R ∞ ),Ā T ) fuzzy equivalent toĀ. Since T is sufficient forĀ, from Proposition 5, we can writē
. From the construction of S, this implies that T is injective, and T is a strict isomorphism between (Ω S , P(Ω S ),Ā) and (ii) A is non-vanishing and ≃ w -minimal sufficient.
(iii) A is non-vanishing and ≃ r -minimal sufficient.
Proof. We first show (i)⇒(ii). Assume that A is a pairwise linearly independent POVM.
Then if we consider the mapping S in the proof of Theorem 6, S is an injection and the POVMĀ induced by S is strictly isomorphic to A. SinceĀ is ≃ w -minimal sufficient, A is also ≃ w -minimal sufficient. Thus we have shown (i)⇒(ii).
(ii)⇒(iii) is obvious.
If A is non-vanishing and ≃ r -minimal sufficient, thenĀ induced by the statistic S is strictly isomorphic to A by the uniqueness of the minimal sufficient POVM. SinceĀ is pairwise linearly independent, A is also pairwise linearly independent.
In Ref. 5 it is shown that for each discrete POVM A there exists a pairwise linearly independent POVM fuzzy equivalent to A and such a POVM is unique up to strict isomorphism.
This assertion is a direct corollary of our Theorem 6 and Theorem 7.
V. INFORMATION CONSERVATION CONDITION
In this brief section, we consider information conservation conditions proposed by the A CP instrument simultaneously describes the probability distribution of the outcome of a quantum measurement process and the state change due to the measurement. 
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have κ(I \ {x}|x) = 0 for each x ∈ I \ N and this implies that κ(E|x) = χ E (x) for each x ∈ I \ N and E ∈B(I). If there exists a set E such that E ⊂ I \ N, E ∈B(I) \ B(I), 
