Abstract-The system reconfiguration task is considered for existing power distribution systems and microgrids, in the presence of renewable-based generation and load foresting errors. The system topology is obtained by solving a chance-constrained optimization problem, where loss-of-load (LOL) constraints and ampacity limits of the distribution lines are enforced. Similar to various distribution system reconfiguration renditions, solving the resultant problem is computationally prohibitive due to the presence of binary line selection variables. Further, lack of closed-form expressions for the joint probability distribution of forecasting errors hinders tractability of LOL constraints. Nevertheless, a convex problem reformulation is developed here by resorting to a scenario approximation technique, and by leveraging the underlying group-sparsity attribute of currents flowing on distribution lines equipped with tie and sectionalizing switches. The novel convex LOL-constrained reconfiguration scheme can also afford a distributed solution using the alternating direction method of multipliers, to address the case where multifacilities are managed autonomously from the rest of the system.
I. INTRODUCTION

D
ISTRIBUTED energy resources (DERs) are critical modules of existing power distribution systems and future microgrids, and one of the driving forces toward transforming today's distribution grid into a sustainable, scalable, and efficient one [1] . DERs include small-scale controllable power sources such as diesel generators, and micro-combined heat and power (microCHP) units, as well as renewable energy sources (RESs), with photovoltaic (PV) systems and small-scale wind turbines as prime examples. DERs bring generation closer to the end user, offer environment-friendly advantages, and can also provide ancillary services [1] .
RES generation is stochastic, nondispatchable, and challenging to predict accurately in real time [2] - [4] . Although numerical weather forecasts yield reasonably reliable predictions of the average solar irradiance and wind speed over intervals of say 10-15 min [2] , [4] , the instantaneous power available may unexpectedly fluctuate around its forecasted value due to variable cloud coverage and gusts of wind. An additional potential source of uncertainty is load forecasting errors [5] , especially in the presence of stochastic elastic load demand patterns, such as those corresponding to electric vehicles. In fact, customers may decide to start charging vehicles at their convenience, rather than relying on aggregator policies. These sources of uncertainty in RES generation and load demand may lead microgrids to operate possibly far from the expected regime, where steady-state variables are fine-tuned based on load, solar, and wind predictions [6] , [7] . Potential consequences include, for instance, loss of load (LOL) at one or more nodes, and line overheating which, in turn, may trigger outages. Thus, for both short-and long-term microgrid operation planning (from a few minutes to hours ahead), it is essential to account for uncertain RES generation and load profiles, in order to ensure a reliable power delivery microgrid-wide, make risk-limiting operational decisions, and facilitate the integration of RESs in large scale [1] .
The impact of intermittent RES generation on the economic dispatch task was considered in [8] - [10] (and pertinent references therein). A rolling horizon strategy for energy management in microgrids with renewables was proposed in [11] , where forecasted ambient conditions were also accounted for. However, conventional economic dispatch strategies are oblivious to electrical network constraints and power losses, which may play a critical role in determining the supply-demand (im)balance. The effects of uncertain generation on the electrical network were assessed in [12] and [13] using a probabilistic power flow approach to test the system functionalities over a variety of operational conditions; see also [14] , where fuzzy arithmetic was adopted for a probabilistic dc load flow problem. Chanceconstrained optimal power flow (OPF) formulations (using a dc approximation) were considered in [15] . In the distribution system reconfiguration context, a probabilistic load flow scheme was employed in [16] to identify the distribution network configuration that is more likely to adhere to thermal limits.
The microgrid reconfiguration problem under uncertain load and RES generation is considered in this paper. The novel approach seeks the configuration that is optimal according to a well-defined criterion, while ensuring satisfaction of the load with arbitrarily high probability, and strict adherence to maximum current limits on the distribution lines. Similar to past works on system reconfiguration without uncertainties [6] , [17] - [19] , the formulated problem is hard to solve optimally and efficiently due to binary line selection variables and the nonlinear power flow relations. What is more, LOL constraints are intractable because no closed-form expressions are typically available for the joint probability density function of the power supplied by multiple wind farms and PV systems. Nevertheless, a computationally affordable reformulation can be derived by resorting to a Monte Carlo-based scenario approximation technique [10] , [20] , and by exploiting the underlying group sparsity of currents and powers flowing over the conductors of distribution lines equipped with switches. This group sparsity attribute enables recasting the reconfiguration task using a constrained multidimensional shrinkage and thresholding operator (MSTO) [21] , [22] . The upshot of the proposed approach is that the resultant formulation is convex and sample-size-free. Unlike competing alternatives that require solving a nonconvex power flow problem per sample [12] , [13] , [16] , the proposed approach entails solving a constrained MSTO problem with a single supply-demand balance constraint per phase and node.
To accommodate microgrids which include single-or multifacilities that are managed independently from the rest of the network, the proposed reconfiguration is solved in a decentralized fashion by resorting to the so-called alternating direction method of multipliers (ADMM) [23, Sec. 3.4] . In the power systems context, ADMM was employed in [24] to estimate the state of transmission systems distributedly, in [25] - [27] to derive distributed OPF solvers for balanced power systems, and in [7] to solve the OPF problem for unbalanced distribution systems in a decentralized fashion. Here, the approach is tailored for the microgrid reconfiguration problem. The novel decentralized reconfiguration algorithm entails a two-way communication between the microgrid manager (MGM) and the area controllers.
To summarize, the main contributions of this work are as follows: 1) a novel distribution system reconfiguration problem in the presence of load and renewable generation forecasting errors is formulated, where LOL probability constraints and maximum current limits are enforced; 2) a computationally affordable convex relaxation is derived by resorting to a Monte Carlo-based scenario approximation technique [20] , along with the sparsity-promoting regularization techniques first utilized in [28] to bypass line selection variables; and 3) an ADMM-based algorithm is developed to solve the proposed risk-aware system reconfiguration problem in a decentralized fashion. 1 
II. PRELIMINARIES AND PROBLEM STATEMENT
Consider modeling a microgrid as a directed graph N E , where nodes are collected in the set N , and overhead or underground lines are represented by the set of directed edges E N N . Let node 1 represent the point of common coupling (PCC). Define as P and P the phases of line E and node N , respectively. Let C be the phasor representation of the complex line-to-ground voltage at phase P of node N , and likewise C for the current injected. Lines E are modeled as -equivalent components [29, Ch. 6] , with C P P and C P P denoting the phase impedance and shunt admittances matrices, respectively. Typically, is symmetric (but not Hermitian), full rank, and has nonzero diagonal elements [30] . On the other hand, is typically diagonal [29] , [30] . Notice that values of the diagonal entries of are on the order of 10-100 micro-Siemens per mile [30] ; thus, similar to existing works on distribution system reconfiguration [6] , [16] - [18] , [31] (and references therein), the effects of shunt admittance matrices are neglected in this paper. However, one way to account for possible nonnegligible effects of shunt admittances will be described in Section III.
Changes in the microgrid topology are effected by opening or closing tie and sectionalizing line switches. Thus, collect in the subset E E the lines equipped with controllable switches, and let the binary variable indicate whether line E is used ( ) or not ( ); see e.g., [6] , [17] , [18] . Set E clearly includes the branch connecting the microgrid to the PCC; the microgrid operates in a grid-connected mode when this branch is used, and in an islanded setup otherwise [1] . With this notation, the P vector P T collecting the currents flowing on line E can be collectively expressed as P P where P T . Clearly, the counterpart of (1) for lines E E reads P P . Linecurrents and injected currents abide by Kirchhoff's current law, which can be written per phase and node as N N
where N E P P , and N E P P . Let denote the conglomerate load demanded by residential and commercial facilities on phase of node , and the overall power supplied by conventional distributed generation (DG) units, if any. Loads and distributed generators are modeled as constant-PQ units. Suppose further that RESs (e.g., PV systems, small wind turbines, or a combination of both) are installed at the same phase and node, and let denote the actual power supplied by RES . 2 Overall, power balance at phase P of node N implies that
With or without the presence of uncertainty, the objective of distribution system reconfiguration schemes is to identify the 1 Notation: Upper (lower) boldface letters will be used for matrices (column vectors);
T for transposition; for complex-conjugate; and, H for complex-conjugate transposition; R will denote the real part; I the imaginary part; and, the imaginary unit; P the cardinality of set P; and, R and C the space of the real and complex vectors, respectively. Given vector and matrix , P will denote a P sub-vector containing entries of indexed by the set P, and P P the P P sub-matrix with row and column indexes described by P and P . Further, H will stand for the -norm of ; and , for matrices with all zeroes and ones, respectively; and, for the smallest integer greater than or equal to . Finally, and are element-wise inequalities, and will denote the probability of event .
network topology that is optimal in a well-defined sense, while ensuring load demand satisfaction and adherance to thermal and security constraints [6] , [17] - [19] . Traditionally, the sought configuration is the radial one [6] , [17] , [18] , although meshed networks were also explored in [19] , [28] . Unfortunately, variables are generally affected by load forecasting errors, whereas the instantaneous power harvested by RESs will conceivably fluctuate around its forecasted values due to fastvarying weather conditions [2] , [4] . Thus, it is essential to account for possible supply-demand imbalance emerging from uncertain RES generation and load forecasting errors, in order to ensure a reliable power delivery microgrid-wide, and make risk-limiting operational decisions [16] .
The goal here is a microgrid configuration that ensures satisfaction of the load with arbitrarily high probability, while at the same time adhering to line Ampacity limits. To this end, notice first that a LOL occurs whenever the net power exiting node and phase is not sufficient to satisfy the load; i.e., when < . Let D denote the set collecting the phase-node pairs where generators and/or loads are located, and define D . Then, with representing a preselected threshold for the LOL probability, and upon defining the vector-valued function
where V collects the microgrid design variables, the following constraint enforces every load to be satisfied with probability at least :
Based on (4), the novel risk-constrained microgrid reconfiguration task can be formulated as
where V is given cost; is a cap for to protect conductors from overheating; and (5e) are box constraints for the DG units. When the objective is to minimize the overall active power loss [17] , [18] , the cost is selected to be V E R T . Alternatively, the net microgrid operation cost can be minimized by setting V R N P
, with and representing the costs of power drawn at the PCC and supplied by the conventional DG at node and phase , respectively. A weighted combination of the two can also be employed, along with (convex) terms (e.g., ) to account for possible line maintenance and security costs [16] . In the presence of dispatchable loads, a disutility function can be introduced to capture enduser dissatisfaction when operating away from a nominal point. Furthermore, an optimization variable can also be included in the balance equation (4) to account for the amount of load curtailed.
To appreciate the value of such problem formulation, notice that (MR1) can be employed to reconfigure the microgrid after a localized outage, without accurate information on load and RES generation. As for operation planning, (MR1) can be useful to decide whether or not the microgrid can afford operating in an islanded mode without incurring LOL.
Unfortunately, solving (MR1) is computationally prohibitive for three reasons:
r1) Due to the binary variables , finding the globally optimal set of binary variables requires solving E subproblems. r2) The bilinear terms and in (1) and (4), respectively, render (MR1) nonconvex; even for fixed values of , nonconvexity implies that (MR1) is difficult to solve optimally and efficiently. r3) The probabilistic constraint (4) is generally in a computationally intractable form. To obtain a tractable surrogate constraint, it is first necessary to find the probability distribution function (pdf) of the random variables . This is, however, a major challenge on its own. In fact, while for single wind farm or PV system ( ) this is possible [2] , [8] , the pdf of the power supplied by multiple wind farms and PV systems (along with the load) is hard to obtain. And, even if a pdf becomes available, it may not lead to a convex reformulation of (4). One approach to coping with r1)-r3) is proposed in Section III, along with a computationally tractable reformulation of (MR1).
III. COMPUTATIONALLY TRACTABLE FORMULATION
Collect first the real and imaginary parts of in the P vector ¶ R T I T T R ; and likewise define the
To bypass r1), the approach in [28] is broadened here to account for load and RES generation uncertainty. To this end, notice first that the entries of » are all zero if line E is not used to deliver power to the loads; i.e., for all phases P . Clearly, » otherwise. Adopting the compressive sampling terminology [21] , vector » » E T is group sparse, meaning that "group(s) of elements" (» in this case) are either all zero, or not. One major implication of this group sparsity attribute of » , is that one can discard the binary variables E , and effect line selection by augmenting the cost (5) with the following convex group-Lasso-type regularization term [21] , [22] 
where > is a tuning parameter. Specifically, the role of is to control the number of vectors » E (and hence currents E ) that are set to zero. This means that by adjusting one can obtain either meshed topologies (low values of ), weaklymeshed, or even radial systems (high values of ); see e.g., [22] , [28] . A generalization of (10) To avoid the bilinear terms , and considerably lower the complexity incurred by the resultant optimization scheme, consider adopting the approximate current-power relation employed by [31] . Specifically, with denoting the nominal line-to-ground voltage on phase , the injected current can be approximated as . Although this approach provides a surrogate linear (as opposed to bilinear) load balance equation, the approximation error introduced must be carefully accounted for in (4) . To this end, the actual current injected at phase of node is modeled here as ¶ ²
where ² captures approximation errors, and is a matrix with columns R I T and I R T . Define now the vector function
where ' R I T and ' I R T . Then, constraint (4) can be equivalently rewritten as
where the probability is evaluated over the pdf of random variables
The empirical pdf of ² can be obtained either using historical data, or, from the voltage distribution [31] . Consider reexpressing the current ¶ as ¶ », where » stacks all the line current vectors » , and is obtained in the obvious way from Kirchhoff's current law (2) . Then, based on (10) and (12), the microgrid reconfiguration problem can be reformulated as
where T , with P representing the canonical basis of R P . To address r3), a computationally efficient scheme is presented next, based on the so-called scenario-based convex approximation [20] .
A. Scenario-Based Approximation
To briefly illustrate the general scenario-based approximation method [20] , consider the prototype convex problem X ¾ where X R is a nonempty convex set; X R is convex; ¾ is a random vector, whose pdf has support U R ; and X U R is a vector-valued convex function. Then, the scenario-based approximation method amounts to: 1) generating independent samples ¾ ¾ and 2) approximating (P) as the following convex program:
To better appreciate the merits of this approach, notice first that since and are convex, (PA) is a convex program. Further, to derive the approximate (PA), no specific requirements on the distribution of ¾ are imposed. However, a pertinent question is whether the solution of (PA) is feasible also for the original problem (P), given that the constraints ¾ are randomly selected, and the resulting optimal solution is a random variable that depends on the extracted samples ¾ ¾ . Let denote a cap for the probability of being not feasible for (P) (also referred to as the "risk of failure" [20] ). Then, given and , it can be shown that if the number of samples is chosen such that (see [20, Corollary 1]) then the optimal solution to (PA) is feasible for (P) with probability at least . To apply the scenario-based approximation method to (MR2), generate independent samples
, and replace the chance-constraint (10c) with the linear constraints
One possible limitation of this approach is that the minimum number of samples increases rapidly as decreases. Further, is very large for microgrids of medium-large-size (in fact, the total number of constraints would amount to D ). Luckily, a closer look to (14) reveals that (10c) can be replaced by the following D constraints
Thus, replacing (10c) with (15), the following surrogate problem is readily obtained:
is chosen convex as in [6] , [16] - [19] , then (16) is a convex program that can be solved efficiently via standard interior-point methods. Further, tailoring (13) to (MR3), the minimum sample size is established in the following proposition.
Proposition 1: Given the LOL probability threshold , and the lower bound E P E P where stands for the total number of conventional DG units, then the solution » to (MR3) is feasible for (MR2) with probability no less than . Once (MR3) is solved, the optimal topology of the microgrid is obtained by discarding the distribution lines with an associated zero current; i.e., E E E » . Given the optimal configuration N E , voltages and currents can be computed via OPF in real time, once RES generation and load are revealed; see e.g., [7] and references therein. Finally, notice that voltage constraints can be included in (MR3) as described in [28] .
Remark 1: It is worth mentioning that one can alternatively solve (MR1) using the scenario-based approximation method in conjunction with off-the-shelf solvers for mixed-integer nonlinear programs (MINPs). However, this may not be as convenient for three reasons: i) for a given sample set ¾ ¾ , (MR1) is a nonconvex program; as a consequence, (13) may not hold, since it is grounded on a convexity assumption [20] ; ii) the computational burden of MINP solvers is typically much higher then that of interior-point methods for convex programs; and iii) solving an MINP in a distributed fashion is not immediate. In contrast, a distributed solver for (MR3) is feasible as shown in Section IV.
Remark 2:
Since values of the diagonal entries of matrix are typically on the order of 10-100 micro-Siemens per mile (see e.g., [30] ), the effect of line shunt admittances was neglected in the Kirchhoff's current law (2) (see also [6] , [16] - [18] , [31] ). Simulation results on IEEE test feeders [30] showed that the approximation error is negligible, meaning that the resultant optimal topology does not change upon considering . However, to account for possible perceptible effects of these shunt admittances in other real-world distribution systems, the shunt elements , P , of a line can be taken to be constant-admittance loads at nodes and [32] . Thus, upon computing the overall constant-impedance load per node, one can readily obtain an approximate value of the current absorbed by this constantimpedance loads as shown in [31] , [32] , and add this approximate current in (2).
B. Multiperiod Optimization
The system reconfiguration problem (MR1) can be extended to accommodate energy storage systems. To this end, consider optimizing the operation of a distribution system over a (rolling) horizon [11] , with granularity that depends on whether the ambient conditions are fast-, slow-changing or invariant. Throughout this section, let the superscript index the time slots, and let represent the state of charge of an energy storage unit located on node and phase at slot . Then, a multiperiod system reconfiguration problem can be formulated as follows:
where constraints (1) and (2) are enforced per slot ; V collects the optimization variables pertaining to time slot ; (18g) is the dynamical equation of the energy storage system; and are charging and discharging efficiencies; and V is redefined as
Toward obtaining a convex relaxation of problem (18) , groupLasso-type regularization terms can be used to bypass binary selection variables. Specifically, the regularization function » E » effects line selection at each slot . The scenario-based convex approximation outlined in Section III-A can be utilized to obtain an approximate yet tractable reformulation of constraint (18f). The battery (dis) charging can be fine-tuned during the real-time system operation using tools such as OPF.
IV. DISTRIBUTED ALGORITHM
A distributed reconfiguration algorithm is desirable when the microgrid includes single-or multi-facility clusters that are managed independently from the rest of the network in order to pursue individual economic interests. Thus, each cluster autonomously selects the topology of its own subnetwork, and controls the power supplied by conventional DG units and RESs (e.g., for reactive compensation [31] (19) equivalent; however, the same constraints couple both optimization problems across areas. To enable a decentralized solution, consider introducing I auxiliary variables I , and replace (19d)-(19e) with the following equivalent set of constraints per line I :
The idea here is to solve the resultant optimization problem specified by (19a)-(19c) and (20) in a decentralized fashion by resorting to the ADMM [23, Sec. 3.4] . In principle, (19a)-(19c), (20) can be solved via dual (sub)gradient ascent iterations [34] . However, primal averaging is necessary when the dual function is nondifferentiable and the step size is fixed, thus resulting in a typically slower convergence than ADMM [7] .
Toward this end, let°I and ¹ I be the vectorvalued multipliers associated with constraints (20a) and (20b), respectively, and consider the partial quadratically-augmented Lagrangian of (19a)-(19c) and (20) reported in the equation (21) at the bottom of the page.
In (21) Step 
, solve the constrained MSTO problem
Convergence to the solution of the centralized problem (MR3) is formalized next; see also [23, Sec. 3.4] . Remark 3: The premise of Algorithm 1 is that samples of the solar, wind, and load forecasting errors are available, and they are employed to find the quantities on the right hand side of (15) . Errors in the forecasts of solar irradiance and wind speed may be correlated across space [2] , [3] , [35] , especially for geographically close RES facilities. Load forecasting errors can be roughly approximated as spatially uncorrelated [15] . There are three viable setups where spatially-correlated samples can be generated, depending on the role of the MGM: s1) Statistics of the prediction errors are readily available when forecasts are carried out at the MGM for the entire microgrid; the MGM performs Monte Carlo sampling, and subsequently disseminates a real-valued vector per phase and node to be used in (15) . s2) Each LAC performs the forecasting for its own area, and notifies the MGM about the prediction errors. The empirical joint distribution of the prediction errors is obtained at the MGM, which computes the quantities in (15) . s3) Forecasts are performed at the LACs for their own areas, and synthetic spatial correlation models are used to draw the samples; see e.g., [3] , [35] .
In specific setups, solar, wind, and load forecasting errors can be spatially uncorrelated as explained in [15] .
V. NUMERICAL EXPERIMENTS
The effectiveness of the proposed scheme is showcased in this section using a modified version of the IEEE 37-node test feeder [30] . As shown in Fig. 1 , eight three-phase lines are added to the original radial scheme, and DERs are placed throughout the network. The parameters of the additional lines are listed in Table I , where the line matrices corresponding to the configuration indexes 723 and 724 can be found in [30] . Further, the 17 branches E feature sectionalizing switches. Controllable DG units are located at nodes , they operate at unity power factor, and they can supply a maximum power of 50 kW per phase. PV systems and small wind turbines (WTs) operate at unity power factor, and their generation capacity per phase and node (in kW-peak) is reported in Fig. 1 . Finally, the impedance matrices for the original lines and the loads are the ones specified in [30] .
The package 3 is used to solve the reconfiguration problem in . The average computational time required by the interior-point solver of was 0.8 s on a machine with Intel Core i7-2600 CPU @ 3.40 GHz.
To account for forecasting errors, the actual power supplied by RESs is modeled as , with the (known)
forecasted value and the (random) forecasting error. A zeromean truncated Gaussian distribution is adopted for , with truncation at the 0.13th and 99.87th percentiles; see e.g., [2] , [4] . Random variables are correlated across nodes, and their correlation matrix is obtained using an exponentially decreasing function of the distance between nodes as specified in [3] and [35, chapter 9] for PV systems and WTs, respectively. Load forecasting errors are modeled as , with denoting the forecasted value, and capturing errors in the prediction of the active and reactive loads, respectively. Variables are Gaussian distributed [5] , zero-mean, uncorrelated, and truncated at the 0.13th and 99.87th percentiles. The distribution of the approximation errors ² was evaluated via extensive simulations, by comparing the injected currents obtained from (MR3) without error compensation, with the ones obtained via OPF [7] . Let A for the conductors of line (1,2); 150 A for lines (2, 3) , (3, 17) ; and 100 A for all the remaining branches. Consider the group-sparsity regularization [cf. (10) ] » E » where for the lines in the original feeder scheme [30] , and for the 8 additional lines in Table I . This way, utilization of the original lines in encouraged. Suppose that for a given number of utilized lines, the goal is to minimize the net microgrid operational cost; i.e., V R E R T . Suppose that the forecasted solar power amounts to 90% of the kW-peak, while the WTs are operating at 70% of their maximum capacity. The threshold for the LOL probability is set to (1%), and the parameter in (17) is 0.05. Two setups are considered: Setup 1: The standard deviation of the solar power prediction error amounts to 5% of the forecasted value [2] ; the error on the wind power is on the order of 20% of the forecasted value [4] ; and the standard deviation of the load forecasting error is in the interval [4, 6] % of [5] . Setup 2: The standard deviations are set to 0.05%, 0.2%, and [0.4,0.5]% to resemble a markedly higher prediction accuracy [2] - [4] .
For given load conditions [or minimum load requirements (15)], optimality and complexity of the sparsity-based reconfiguration scheme were already discussed in [28] . Here, the objective is to i) investigate the effects of load and renewable generation uncertainties on the optimal topology and ii) assess convergence of the proposed decentralized reconfiguration protocol. [28] . By varying , the MGM can obtain either meshed topologies (low values of ), weakly-meshed (high values of ), or even radial by simply adjusting . Notice however that, in the simulated setups, it is impossible to find a tree topology for which LOL probabilities and ampacity limits are satisfied. Take for example : five switches are open in Fig. 2(a) , and 6 in Fig. 2(b) , and thus weakly meshed topologies are obtained. Numerical experiments reveal that if one "opens" the switch on line (10,17) in the first setup, then (MR3) is infeasible for many realizations of the forecasting errors. Comparing Figs. 2(a) and (b) , it is observed that for a fixed value of , the number of lines utilized in the first setup is typically higher that in the second. Indeed, when the forecasting error is high, it is prudent to utilize a higher number of lines to avoid exceeding ampacity limits if the actual RES generation and load demand deviate from the forecasted values.
Finally, if the wanted topology is weakly-meshed with a prespecified number of lines to utilize, the distribution system operator can quickly gauge the optimal topology from printouts like Fig. 2, for given values of the forecasting error standard deviation.
This example highlights the merits of the proposed riskconstrained reconfiguration approach. Specifically, the obtained topology is: i) optimal according to the regularized optimization criterion V , rather than being a result of line selection heuristics [6] , [16] - [18] , which are computationally heavy and may identify suboptimal configurations and ii) it guarantees feasible power flow solutions for the majority of the (unknown) RES generation and load realizations.
Finally, convergence of the ADMM-based decentralized algorithm is exemplified in Fig. 3 , where three areas within the microgrid are managed autonomously, while the rest of the network is controlled by the MGM. Specifically, the three areas are formed by the subsets of nodes A A , and A . As a representative example, the trajectories corresponding to » » , with » stacking real and imaginary parts of the currents on lines (8, 14) , (8, 11) , and (15,16) per iteration , are reported for different values of the ADMM parameter . They are also compared with the ones obtained by using the subgradient ascent-based distributed algorithm, with constant stepsize of 0.1 [34] . The proposed distributed solver exhibits markedly faster convergence than the one based on the subgradient. It can be seen that the discrepancies between » and » vanish more rapidly as increases, which is in line with the discussion in [36] , [37] , where it is pointed out that relatively large values of place a large penalty on violations of primal feasibility. In general, ADMM convergence rate depends not only on , but also on the strong convexity constant of the cost functions, the Lipschitz constants of their gradients, and the condition number of matrix , used to rewrite constraints (19d)-(19e) in compact form as º , for an appropriately defined vector º; see e.g., [38] . For simpler problem setups, given the condition number of and the other quantities related to the cost function, it is possible to find the value of that maximizes the convergence speed [38] . Extending the results of [38] to the present setup, along with analyzing the ties between and convergence rate will be the subject of future research. Notice, however, that computing Lipschitz constants and condition numbers requires global knowledge of electrical network and per-area optimization objectives; thus, it may not be feasible in the present setup.
VI. CONCLUDING REMARKS
The system reconfiguration task was considered for microgrids, in the presence of renewable-based generation and load foresting errors. To cope with possible supply-demand imbalance, a novel chance-constrained optimization problem was formulated to limit the probability of LOL, while adhering to line ampacity constraints strictly. The novel reconfiguration approach utilizes sparsity-promoting regularization terms to effect line selection, and a scenario optimization technique to approximate the probabilistic constraints. The upshot of the proposed formulation is that it leads to a convex program, and it entails one balance constraint per phase and node. Finally, a novel decentralized reconfiguration scheme was developed, which entails a two-way communication between the MGM and the LACs to consent on the value of the currents flowing on the lines interconnecting the areas.
