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ABSTRACT 
We prove that, if a finite metric space is of strictly negative type, then its 
transfinite diameter is uniquely realized by the infinite extender (load vector). Finite 
metric spaces that have this property include all spaces on two, three, or four points, 
all trees, and all finite subspaces of Euclidean spaces. We prove that, if the distance 
matrix is both hypermetric and regular, then it is of strictly negative type. We show 
that the strictly negative type finite subspaces of spheres are precisely those which do 
not contain two pairs of antipodal points. In connection with an open problem raised 
by Kelly, we conjecture that all finite subspaces of hyperbolic spaces are hypermetric 
and regular, and hence of strictly negative type. © 1998 Elsevier Science Inc. 
1. INTRODUCTION 
In this paper we discuss global geometric properties of finite metric 
spaces. In Section 2, we review the concept of transfinite diameter (the 
maximal average distance in a multiset of points placed in the space), which is 
a natural generalization of the diameter. In many cases, the ~-extenders (the 
load vectors renlizing the transfinite diameter) provide strong structural 
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information about metric spaces. It is therefore natural to study conditions 
under which ~-extenders are unique. In Section 3 we show that a sufficient 
condition for uniqueness of the oo-extender is that the distance matrix is of 
strictly negative type (i.e., that the quadratic form xDx r is strictly negative on 
the hyperplane Ei xi = 0). A concept closely related to negative type (but 
stronger) is that of hypermetricity, which we discuss in Section 4. In Section 5 
we show that, if a distance matrix is hypermetric and regular, then it is of 
strictly negative type. We discuss in Sections 6 through 8 some examples: 
spaces on few points, trees, and finite subspaces of Euclidean spaces; and we 
conjecture that also any finite subspace of a hyperbolic space is hypermetric 
and regular, and hence of strictly negative type. Our main result, presented in
Section 9, is that a finite subspace of a sphere 51 is of strictly negative type 
except when the subspace contains two or more pairs of antipodal points. 
2. EXTENDERS AND THEIR UNIQUENESS 
Let M = (X, d) denote a compact (not necessarily finite) metric space. 
By a q-multiset over X we mean a multiset of cardinality q with elements 
from X. Let Xq denote the set of all q-multisets over X. 
The transfinite diameter of M is now defined via the following natural 
generalization f "diameter": 
DEFINITION 2.1 (Cf. [13].). Let q >i 2 be an integer. The q-extent 
Xtq(M) of a compact metric space M = (X, d) is the maximum average of 
distances between the points in q-multisets over X: 
Xtq(M) = max xtq(( Pl . . . . .  Pz)), 
{Pl . . . . .  pq}E Xq 
where  Xt q : Xq --~ ~ is def ined by 
Xtq({ Pl . . . . .  pq} ) = • d( p,, pj). 
i <j 
DEFINITION 2.2. A q-multiset over X which realizes the q-extent of 
M = (X, d) is called a q-extender of M. 
The q-extenders are not necessarily unique. A striking example of this 
nonuniqueness i  observed on the spheres. (See, e.g., [21], or Example 1.6 in 
[13].) 
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The q-extent of M is a positive, decreasing function of q. Hence, the 
limit of Xtq(M), for q going to infinity, exists. Note that xtq(M) is not 
necessarily strictly decreasing in q. For example, in the space M = 
({Pl . . . . .  Pn}, d) with d(p~, pj) = 1 for all i ~ j  we have xt2(M) . . . . .  
xtn(M) = 1. 
DEFINITION 2.3. The value 
lim Xtq( M) q~ 
is called the transfinite diameter of M (cf. [19] and [22]). 
DEFINITION 2.4. Let M be a finite metric space on n points, and let D 
be the distance matrix of M. Let x ~ ~"  such that ~,~=lxi = 1 and x i >/0 
for i = 1 . . . . .  n. We say that x is an oo-extender of M if the value xDx T is 
equal to the transfinite diameter of M. 
Another possible definition of an o0-extender is via the limit, for q ~ o~, of 
(1/q)(al(Y q) . . . . .  an(Yq))) where (Yq) is a sequence of q-extenders and 
ai(Y q) is the multiplicity with which the point pi occurs in Yq. This 
alternative definition leads to the concept of the load vector, which we will 
use as an alternative name for the o¢-extender. 
I f  ot 1 . . . . .  ot n are nonnegative integers, q = E~'=lai, and x = 
(1/q)(a 1 . . . . .  an), then 
)-1 n 
q ~a,  ajd, .~- q xDx T. 
2 i<j q - 1 
This equality, together with the monotonicity of the sequence Xtq(M) and 
continuity arguments, implies that the transfinite diameter of M is the 
maximum value of the quadratic form xDx T on the set 
{x e R nlET=l xi = 1, x, >/0}. 
DEFINITION 2.5. Two points p, q form an antipodal pair in the metric 
space (X, d) if d(p, q) is the diameter of (X, d) and d(p, q) = d(p, r) + 
d(r, q) for all r ~ X. 
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As in the case of finite extenders, the ~-extenders are not necessarily 
unique. For example, if X is a finite subset of ~t (equipped with the standard 
spherical metric) and X contains more than one pair of antipodal points, then 
any vector formed by putting load 1/2 on each of the two points from an 
arbitrarily selected antipodal pair and load 0 on all other points is an 
at-extender for (X, ds~). (Again see [21] or [13].) 
3. FINITE METRIC SPACES OF STRICTLY NEGATIVE TYPE 
DEFINITION 3.1. A finite metric space (X, d) on n points is of negative 
type if its distance matrix D satisfies 
xDx r ~< 0 (3.1) 
for any x in the hyperplane 
I-I 0 x = (x l ,  xn)  ~ R"  = 0 
i=1 
The metric space (X, d) is of strictly negative type if it is of negative type 
and the inequality (3.1) is strict for all x ~ II 0 \ {(0, 0 . . . . .  0)}. 
Distance matrices of negative type were studied by many authors; see for 
example [4], [9], [10], [12], [18], [20], or [25]. 
REMAr~K. Throughout his paper, each property (type) defined for a 
metric space will also apply to its distance matrix, and vice versa. 
By specializing appropriate coordinates of the vector x to 0 we easily 
obtain the following statement: 
LEMMA 3.2. Let (X, d) be a finite metric space of negative type 
(strictly negative type). Then every subspace of ( X, d) is also of negative type 
(strictly negative type). 
The matrix property of being of (strictly) negative type is additive: 
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LEMMA 3.3. Given two n × n distance matrices D 1 and D e, both of 
negative type, the sum D 1 + D e is a distance matrix of negative type. If, 
moreover, one of the matrices is of strictly negative type, then the sum is 
likewise of strictly negative type. 
A convenient way of checking for (strictly) negative type is by means of 
the excess matrices: 
DEFINITION 3.4. The k th excess matrix associated with an n × n dis- 
tance matrix D is the (n - 1) × (n - 1) matrix E k obtained by forming the 
matrix 
(dk,i + dk,j - di,j)i,jffil ...... 
and deleting the k th row and k th column of this matrix. 
REMARK. We use the abbreviation di. j for d(p~,pj). 
LEMMA 3.5. A distance matrix D of order at least 2 is of negative type 
(strictly negative type) if and only if some--and hence every--excess matrix 
associated with D is positive semidefinite ( positive definite). 
Proof. Let n be the order of D, and let E n be the nth excess matrix 
associated with D. For x ~ R" with E" i=lxl =0,  set x=(y ,x , )  where 
y ~ •,-1. Then xDx T = -2yE ,  yr, and the lemma follows. • 
Let us recall that the inertia of a real symmetric matrix M is the triple 
In (M) :  = (Tr(M) ,  v (M) ,  ~(M) )  
where 7r(M), u(M), and 3(M) are the numbers of positive, negative, and 
zero eigenvalues of M, respectively. 
We note that the strictly negative type determines the inertia of the 
matrix: 
LEMMA 3.6. 
(a) I f  D is an n × n distance matrix of negative type and n >1 2, then D 
has exactly one positive eigenvalue. 
(b) Moreover, if D is of strictly negative type, then D has one positive 
eigenvalue and n - 1 negative igenvalues. In particular, D is regular. 
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Proof. Let E be the nth excess matrix associated with D. Let M be the 
(n + 1) × (n + 1) matrix defined by 
1 . . .  1 
(If  D is viewed as a matrix of squared differences between n points in a 
Euclidean space, then M is its associated Cayley-Menger matrix; see [2]). 
Then the Schur complement [3] of the 2 × 2 submatrix of M with row and 
column indices n, n + 1 is equal to -E .  Using the inertia formula for the 
Schur complement ([3], Section 5) and recalling that E >/ 0 by Lemma 3.5, 
we get 
In(M) =(O,n - l - r , r )  +(1 ,1 ,0 )=(1 ,  n - r , r )  (3.2) 
where r denotes the number of zero eigenvalues of E. I f  a 1 >/ .." >/ an+ 1 
and /31 >t "" >//3n denote the respective igenvalues of M and D, then by 
the interlacing property (Corollary of 8.1-4 in [8]) we have that 
0/1 ~ /31 ~ 0/2 ~ "'" ~ 0/n ~ fn  ~ 0/n+l" (3.3) 
By (3.2) we have that 0/1 > 0, 0/2 . . . .  • 0/,,+1 ~< 0. We also have hi'-'"+1= 10/i = 
Z" i= 1 f i  = 0, since both M and D have zero diagonals. I_~mma 3.6(a) now 
follows immediately from the last three arguments. 
If  D is of strictly negative type, then r = 0 by Lemma 3.5, which implies 
0/2 . . . . .  0/, + l < 0 by (3.2). Then also/32 . . . . .  Bin < 0 by (3.3), which together 
with F~'= 1fli = 0 proves Lemma 3.6(b). • 
From Lemmas 3.2 and 3.6 it follows that if D is an n × n distance matrix 
of strictly negative type, then D as well as any of its submatrices (of order at 
least 2) has one positive eigenvalue and all other eigenvalues are negative. An 
example due to P. Winkler shows that the converse does not hold in general. 
PROPOSITION 3.7 (Winkler [25]). Let r be a nonnegative integer, and let 
Mr = ({Pl . . . . .  pr+2},d) be the finite metric space induced by the graph 
K~+ 2 - Kr. That is, the distance between distinct points Pi and pj in M r is 
defined by 
f2  if i <~randj<<.r, d( p~, pj) = 
otherwise. 
Let D(r) be the distance matrix of the space M r. 
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I f  r > 4, then the matrix D(r) has one positive and all other eigenvalues 
negative, but is not of negative type. 
REMARK. By an exhaustive examination of spaces arising from graphs on 
seven and eight vertices we discovered many more spaces which are not of 
negative type but have one positive and all other eigenvalues negative. Among 
them, however, the example of Proposition 3.7 is the easiest one to present. 
The next proposition relates the negative type of a distance matrix to the 
regularity of this matrix. We express the negative type in terms of excess 
matrices, as we did in Lemma 3.5. 
PROPOSITION 3.8. Let D be an n x n distance matrix of negative type, 
n >>, 2, and let E be one of its excess matrices. 
(a) I f  E has no zero eigenvalues, then D is regular. 
(b) I f  E has two or more zero eigenvahles, then D is singular. 
(c) There is no implication about regularity or singularity of D from the 
sole fact that E has precisely one zero eigenvalue. 
Proof. (a): This follows from Lemma 3.5 and Lemma 3.6(b). 
(b): Let M and r be as in the proof of Lemma 3.6. We have r >~ 2 by 
assumption. Hence, M has at least two zero eigenvalues, by (3.2). Therefore, 
D has at least one zero eigenvalue, by (3.3). 
(c): The distance matrix of four points arranged in two antipodal pairs is 
singular and of negative type. (See Proposition 6.1 and Lemma 9.2.) The 
matrix D(4) in Proposition 3.7 is regular and of negative type. In both eases 
E has precisely one zero eigenvalue. • 
Our principal interest in the strictly negative type property stems from 
Theorem 3.9. 
TttEOREM 3.9. Let ( X, d) be a finite metric space. If ( X, d) is of strictly 
negative type, then ( X, d) has a unique ~-extender. 
Proof. Let D be the distance matrix of (X, d). There is a unique 
w-extender for (X, d) if and only if there is a unique x = (x 1 . . . . .  x,) which 
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maximizes the quadratic form F(x )  = xDx T on the hyperplane simplex 
A = II 1 n Q+,  
where 
and 
n 1 = X = (X l . . . .   X,) ~ " X, = 1 
p÷= {x = (xl . . . . .  xn) R°I x, 0} 
Assume that u, v ~ A are two ¢¢-extenders of (X, d). We want to show that 
u = v. Since u - v ~ 110, it suffices to show that 
(u  - v )O(u  - v)  T >1 O, (3.4)  
since this will imply u - v = 0 by the strictly negative type of (X,  d). 
Consider the vector w = (u + v ) /2 .  Since w ~ A, we have that wDw r ~< 
uDu r and wDw r < vDv r. Adding these, and rearranging, one arrives at (3.4). 
4. HYPERMETRIC  SPACES 
DEFINITION 4.1 (Cf. [4, 16]). Let (X, d)  be a finite metric space on n 
points, and let D be its distance matrix. Then (X, d)  is hypermetric if 
xDx T ~< 0 
for any x in the discrete hyperplane set 
{ x = (x l  . . . . .  Xn) fi?" ~-n ~-~ Xi = 1} " i=1 
We also say that the matrix D is of  hypermetric type. 
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DEFINITION 4.2. An infinite metric space M is hypermetric if every 
finite subspace of M is hypermetric. 
The following beautiful result was obtained by J. B. Kelly in [16]. 
(" denotes the symmetric difference). 
THEOREM 4.3 (Kelly). Let ( X, d) be a metric space. Let (W, m) be a 
measure space, and suppose that there is a mapping r from X into the family 
of measurable subsets of W such that d( p, q) = re(r(p) ~ r(q)) for all p and 
q in X. Then (X, d) is hypermetric. 
This theorem shows that the spheres are hypermetric: For each point p 
on a sphere, let ~'(p) denote the hemisphere centered at p. Then the 
spherical distance between two points p and q on the sphere is simply 
ds, (p ,  q) m(SZ ) m(r (p )  ~ r (q) ) ,  
where m denotes the canonical measure on 5 t. The claim now follows 
directly from Kelly's theorem. 
Another esult of Kelly which is important in the present context is: 
THEOREM 4.4 (Kelly [171). If a finite metric space ( X, d) is hypermetric, 
then ( X, d) is of negative type. 
However, hypermetricity does not generally imply strictly negative type. 
(See, for example, Theorem 9.1). 
We refer to [4], [5], [6], [17], and [18] for further information on 
hypermetric spaces. 
5. REGULAR HYPERMETRIC SPACES 
DEFINITION 5.1. A finite metric space (X, d) is called regular if its 
distance matrix is regular. 
THEOREM 5.2. If a finite metric space ( X, d) is hypermetric and regu- 
lar, then (X, d) is of strictly negative type. 
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Proof. I~t D be the distance matrix of the space (X, d). Since (X, d) is 
of negative type by Theorem 4.4, the quadratic form F(x )= xDx T is 
negative semidefinite on the (n - 1) dimensional subspace II 0. Suppose, for 
contradiction, that (X, d) is not of strictly negative type, i.e., H 0 contains a 
point x 0 # 0 with F(x o) = O. 
Let L denote the line through x 0 and the origin, and let C denote the 
cone 
{x E ~n{F( x) >1 0). 
Then L c C O H 0. By Lemma 3.6(a), D has one positive eigenvalue and 
n - 1 negative igenvalues. Hence there exists a linear transformation q~ of 
~n onto ~n such that go(C) consists of those x in R n whose first coordinate 
(in absolute value) is greater than or equal to the distance of x from the first 
coordinate axis of R n. By the definition of H0, there exists a positive number 
c such that for any point x ~ H 0 there is a lattice point y ~ II 0 such that 
dist(x, y) < c. Therefore, the go images of the lattice points of II 0 enjoy a 
similar property on go(I/0) with c', say, instead of c. Since ~p(H 0) has a line 
in common with 3(q~(C)), the boundary of go(C), and go(II l) is a translate of 
go(I/0), it follows that go(I-I 1) A go(C) contains a point go(x) whose distance 
on go(I-I 1) to 3(go(C)) is > c'. Let y be a lattice point in H 1 such that 
dist(go(x), go(y)) < c'. 
Then go(y) is in int go(C), the interior of go(C), and hence y is in the interior 
of C. It follows from the analytic expression of F in terms of eigenvalues that 
F is positive in int C. In particular, F (y)  > 0. As F is hypermetric, F (y )  ~< 0, 
a contradiction which completes the proof. • 
We are thankful to the referee for suggesting the following shorter proof 
of Theorem 5.2. 
The point of departure is the following result, which is proved in [1]: If D 
is the distance matrix of a hypermetric space on n points, then there exist 
vectors u 1 . . . . .  u,  lying on a sphere S(c, r) (center c, radius r)  such that 
di, j = Ilu~ - ujll 2, where II" II is the Euclidean norm. 
Suppose now that D is hypermetric and regular. Let u s and S(c, r) be as 
above. Suppose that xDx T = 0 for some x E R" with E~=lx~ = 0; we show 
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that Dx T = 0 T, which implies that x = 0. Indeed, 
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xDx T= ~ xixjdi,j = ~ xixj(ui - uj) 2 
i,j=l i,j=l 
= ~ xixj(u * -c+c-u j )  2 
i,j=l 
= ~ xixj[2r z -  2(u , -c ) (u j - c )  T] =2 ~x i (u  , - c )  . 
i,j=l i=1 
On the other hand, for i = 1 . . . . .  n, 
(DxT)i = ~ (t~ i --Uj)2Xj = ~ (U i -- C + C-  tlj)2Xj 
j= l  j= l  
= IZr 2-  2(u,- c)( . j -  c)T]xj 
j= l  
n )T 
The converse of Theorem 5.2 does not hold. Indeed, consider the metric 
space induced by the graph K 5 - K 3. (The spaces induced by the graphs 
K ,+~-  K, were introduced in Proposition 3.7.) According to [12], 
P. Assouad was the first to use this space as an example of a metric space 
which is of negative type but not hypermetric. It is easy to check (Lemma 
3.5) that this metric space is in fact of strictly negative type. 
We also note that, if (X, d) is of negative type and regular, then (X, d) 
need not be of strictly negative type, as illustrated by D(4) in the proof of 
Proposition 3.8(c). 
In the following sections we consider examples of finite metric spaces 
which are hypermetric as well as regular and hence of strictly negative type, 
so that they have unique oo-extenders. 
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6. SPACES WITH FEW POINTS 
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Throughout this paper we follow the standard efinition of metric spaces. 
In particular, we assume that any two distinct points have positive distance. 
PROPOSITION 6.1. Let M be a finite metric space on two, three, or four 
pJints. Then M is of strictly negative type, unless M consists of two pairs of 
antipodal points (in which case M is of negative type). 
Proof. It is known (see, e.g., [4]) that from the assumptions of this 
theorem it follows that (1) M is hypermetric and (2) M is ll-embeddable, 
that is M is isometrically embeddable in (R m, d 1) for some m ~ N. [The 
metric d I is defined by dl(X, y) = Eimllx~ - yil]. In [23] it is proved that if 
M is a k-point subspace of (R m, dl), 2 ~< k ~< 4, then the distance matrix of 
M is singular if and only if M is a rectangle. The proposition ow follows 
from Theorem 5.2 and Theorem 4.4 • 
Assouad's characterization f hypermetricity (see above) can be used to 
give another proof of Proposition 6.1. 
REMARK. Proposition 6.1 does not extend to spaces on five or more 
points. A well-known example of a metric space on five points which is not 
even of negative type is the space induced by the complete bipartite graph 
K3. 2. (See, e.g., [12].) Recall also Proposition 3.7 for a family of spaces, none 
of which is of negative type. 
7. TREES 
In this section we consider weighted trees (whose edge lengths are 
arbitrary positive numbers). As usual, the distance between vertices p and q 
is the sum of edge lengths on the (unique) path between p and q. 
As observed by Kelly in [18], every tree is hypermetric. Indeed, if E is a 
set of edges, if m(E) denotes the sum of lengths of edges in E, and if ~'(p) is 
the set of edges in the path from a f~xed root o to the vertex p, then the 
distance between two points p and q in T is d( p, q) = re(z(p) ~ 7(q)), and 
Theorem 4.3 applies. 
Furthermore, distance matrices of trees are regular: 
THEOREM 7.1 [11, Equation (6)]. Let T be a tree with n vertices, let 
l 1 . . . . .  l n_ ~ be the lengths of its edges, and let D be the distance matrix of T. 
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det  D = ( - 1) ~-  ~2 " -2  l, lj. 
COBOLLAaY 7.2. All trees are of strictly negative type. 
Hence, every tree has a unique ~-extender by Theorem 3.9. 
Figure 1 shows examples of the ~-extender for two trees. (The trees in 
Figures i and 2 have edges of unit length.) The loads of leaves are indicated 
next to them. In any tree, only leaves can receive nonzero loads; hence we do 
not explicitly indicate the zero load of the other vertices. It is perhaps 
interesting to note that there exist trees in which even some of the leaves 
receive zero loads. 
We do not know whether a tree is uniquely determined by the values of 
all (or infinitely many) extent functions together with the multiset of leaf 
loads. We can however prove that for any finite set E of extent-functions, 
there is an infinite set T of trees such that (1) any two trees from T have the 
same value for all functions from E; (2) all trees from T have the same 
multiset of leaf loads and the same transfinite diameter. 
In our proof we construct the set T in such a way that all its trees have 
the same branching structure, but even that is not necessary: As an example, 
in Figure 2 we exhibit a pair of trees with different branching structure but 
having the same multiset of leaf loads, the same diameter (equal to 6), and 
the same transfinite diameter (equal to 39/10). 
m 
! 
3 
o 
! 
10 
- 3 : 3_. 1-- 
3 i0 i0 
! 
lO 
FIG. 1. The oo-extenders of trees. 
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FIC. 2. Trees with same load vector, diameter, and transfinite diameter. 
8. EUCLIDEAN AND HYPERBOLIC SPACES 
I. J. Schoenberg showed by an elegant argument (Theorem 4 in [24]) that 
every finite metric subspace of R z is regular. J. B. Kelly [18] showed that 
every finite metric subspace of R t is hypermetric (by considering ~z as a limit 
of hypermetric spheres of increasing radii). Hence, every finite metric 
subspace of R l is of strictly negative type by Theorem 5.2. 
In [18], Kelly points out that, for 1 >/2, the hypermetricity of H t is an 
open problem. On the basis of calculations that we have carried out, we state 
the following conjecture: 
CONJECTURE. Let (X, d) be a finite metric subspace of the l-dimen- 
sional hyperbolic space H l, and assume that X contains at least two points. 
Then (X, d) is hypermetric and regular, and hence in particular also of 
strictly negative type. 
9. SPHERES 
In this section we show our main result: 
THEOREM 9.1. Let (X, ds~) be a finite isometric subspace of an l-sphere 
~l. Then (X, ds,) is of strictly negative type if and only if (X, dsz) contains 
at most one pair of antipodal points. 
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The proof rests on the following results: 
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LEMMA 9.2. Suppose a finite metric space M = (X, d) contains k pairs 
of antipodal points. Then its distance matrix has null space of dimension at 
least k - 1. 
Proof. Let X = {Pl . . . . .  Pn} and let D be the distance matrix. Without 
loss of generality, let {Pl, P2} . . . . .  {P2k-1, P2k} be antipodal pairs. Hence, 
d2 i_ l ,  m + d2i, m = diam(M) for 1 ~< i ~< k, 1 ~< m ~< n. It follows that, for 
any i , j  where 1 ~< i < j  ~< k, we have c2~_ 1 + c2i = c2j_ 1 + c2j , where c i is 
the ith column of D. Hence D has rank at most n - k + 1. • 
PROPOSITION 9.3. Let (X, d) be a finite subspace of (51, d), where d is 
the usual circular metric on ~l. Suppose X contains at most one pair of 
antipodal points. Then the corresponding distance matrix is of strictly nega- 
tive type. 
Proof. Let us first treat the special case where the space (X, d) contains 
exactly one pair of antipodal points. Without loss of generality, this pair can 
be labeled Pl and P2. Since every sphere is hypermetric by Kelly's Theorem 
4.3, it follows by Theorem 4.4 that the space (X, d) is of negative type. In 
view of Theorem 5.2 it suffices to prove that the space is regular. Consider 
one of the half circles between Pl and P2. Then the following property is 
easy to verify: For any point p~ ~ X that does not lie in the chosen half 
circle, the determinant of the distance matrix remains unchanged if we move 
p~ to its antipode. A finite number of such moves will lead, without change in 
the determinant, to a new space where all the points are in the same half 
circle between Pl and pe. This new space is ~1 embeddable, and thus, by 
Schoenberg's results [24], of strictly negative type, in particular regular; 
consequently, by Theorem 5.2, the original space is also of strictly negative 
type. 
Next, consider the case where there are no pairs of antipodal points in 
the set. Add the antipode to one of the points. This augmented space is, by 
the above argument, of strictly negative type, as is any subspace of it, in 
particular the given space. • 
Negative type is preserved under positive linear combinations of metrics 
by Lemma 3.3. We shall need the following immediate generalization f this: 
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PROPOSITION 9.4. Let D(x) be a distance matrix valued map on a 
smooth manifold W with the property that each entry function D( x ) i ~ is a 
continuous integrable function on W. Suppose further that D(x)'Jis of 
negative type for every x ~ W and of strictly negative type for some x o e W. 
Then the integral matrix 
is of strictly negative type. 
Every distance on 52 may be represented as an integral of 51 distances 
over the 2-sphere, as follows from a theorem of I. F~ry [7], which we now 
state for completeness. 
Given two points Pi and pj on the unit sphere 52 in R 3, we consider the 
two half lines I i and lj from the center O of the sphere and through p~ and 
pj respectively. (See Figure 3). Let ~ denote the antipodal point of p. For 
every point x on 5 z \ {p,, pj, ~,, ~j} we project l, and lj orthogonally into 
the tangent plane Tx 52 of 5 z at x and denote the angle (in [0,~r]) between 
the projected lines by Oi.j(x). Then we have: 
THEOREM 9.5 (FXRY). 
1 
ds~( p ,, pj) = 4--~ fs~,.{p,.pj.~,.~j}O,.j( x) dx. (9.1) 
f 
FIG. 3. Illustration for Theorem 9.5. 
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For any fixed i, j, the proof of Theorem 9.5 follows from the following 
observation: The right hand side of (9.1) is a function, f ,  of to = ds~(pi, pj) 
only, and f(0) = 0, f(cr) = 7r. Furthermore, f(to) =f(to l )  +f(~0e) when- 
ever to = tol + toe (to, to1, toe ~ [0, or]). To see this, just take P0 ~ 5e so 
that tol = d(Pl, Po) and toz --- d(po, Pc) and use the fact that the integrand 
is additive for each fixed x. By continuity we then see that f(to) = to for all 
to ~ [0, 7r], and (9.1) follows. 
A similar proof applies to higher dimensions: 
THEOREM 9.6 (Cf. [13, p. 8]). With the same notation as in Theorem 9.5 
we have 
1 f ,o, . j (x)  dx, ds'( Pi, Pj) = to'-'~l 
where ~, of measure 0% is an iterated sphere bundle over S I. 
Proof of Theorem 9.1. The "only iF' part follows from Lemma 9.2 We 
prove the "iF' part by induction on l, the dimension of the sphere. For l = 1 
we apply Proposition 9.3. 
Now let 1 /_- 2. Let Pl . . . . .  p, be points on the sphere ~t, with at most 
one antipodal pair. Since by Theorem 9.6, the distance matrix can be written 
as an integral of a continuous, negative type distance matrix valued function, 
strict negative type is established if for just one point on ~t, the matrix 
(O~,j(x)) is of strict negative type. But since the number of points p~ is finite, 
it follows that for almost all x ~ ~l, (O~.j(x)) is an 5 t- 1 distance matrix with 
at most one antipodal pair, for which strict negativity follows by induction. • 
Combining Theorems 9.1 and 3.9 and the last remark of Section 2, we get 
the following corollary. 
COROLLARY 9.7. If  X is an isometric subset of ~l containing exactly one 
pair of antipodal points, then the unique ~-extender of ( X, ds,) is realized by 
1 putting load 7 on each of the two antipodal points, and load 0 on all other 
points. 
Theorem 9.1 does not extend to /l-spaces (instead of subspaces of 
spheres). Indeed, let M be the space on the following five points: (0, 0, 0), 
(1, 0, 0), (0, 1, 0), (1, 1, 0), and (0, 0, 1), equipped with the /l-distance. Then 
M is ll-embeddable with exactly one antipodal pair, but the distance matrix 
of M is not regular. 
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Bent Fuglede (private communication) has obtained an elegant proof of 
Theorem 9.1 which does not use induction on the dimension of the sphere. 
Fuglede notes that, for any 1 and for any (x, y )~ Nz, the Nt-distance 
between x and y can be expressed as d~ = rr - 27r~r(r(x) n .c(y)), where 
cr denotes the normalized surface measure on Nl [i.e., o-(5 l) --- 1] and r(x) 
is the Nl hemisphere centered at x. From the integral representation 
~(r(x) n ~(y)) = f ,~h(x , ' )h (y , . )d~,  where h(x, z) = 0 or 1 as z 
r (x )  or z ~ r(x), one can easily deduce the negative type of(X, ds~) for any 
finite X c Nt (this closely resembles Kelly's proof of Theorem 4.3). Fuglede's 
proof of the strictly negative type of (X, d~)  under the further assumption of 
at most one antipodal pair in the set X requires construction of a number of 
NLsubsets associated with the set X, and some measure theoretical observa- 
lions regarding their intersections. Fuglede also provides an estimate of the 
determinant of D which can be applied to re-prove the regularity result of 
Schoenberg, mentioned at the beginning of Section 8, by considering R l as a 
limit of spheres of increasing radii. 
The authors would like to thank B. Fuglede for his interest in this work, 
for showing us his alternative proof of Theorem 9.1, and for stimulating 
discussions. We thank D. Zagier for a remark that simplified the proof of 
Proposition 9.3, and the referee for several useful comments. 
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