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i概要
本研究は，コンテナ型 Network Function Virtualization(NFV)アーキテクチャ
を提案し，仮想マシン (VM)を利用したNFVの従来の実装では困難だった，可搬
性とパケット処理性能の両立を実現した．
NFVとは，本来専用のハードウェアで実装されてきたネットワーク装置を，汎用
的なハードウェアとソフトウェアによって仮想化されたネットワーク機能 (VNF)
に分離する技術体系である．この技術体系は多様化し複雑化するネットワークの
トラフィックに対応するために，ネットワークの拡張性と柔軟性に関する課題を解
決する技術として期待されている．一方で，インターネットにおけるアプリケー
ションの多様化に伴い，通信品質への要求が多様化した結果，その要求に最適化
されたネットワークを動的に提供することを目指した「ネットワークスライシン
グ」という概念が提唱されている．しかし，その実現にはNFV，Software Defined
Networking(SDN)，クラウドコンピューティングなど複数の技術を組み合わせて
利用されることが想定されているが，具体的な実装方法は明らかにされていない．
本研究では，まず，ネットワークスライシングの実現に向けて，アプリケーショ
ンの要求に応じて動的にその構成要素を供給する Platform as a Service(PaaS)の
概念をネットワークに適用したネットワークサービスのPaaS化を提唱した．そし
て，その要件としてVNFの最適な配置を保証する「可搬性」が重要な要素である
ことを明らかにした．次に，ネットワークサービスのPaaS化の実現に向けた産学
連携コンソーシアムを設立し，多くのベンダで独自に実現されている多様なNFV
関連製品を共同的に検証し，VNFの可搬性とパケット処理性能を網羅的に評価し
た．さらに，その経験と知見に基づき，実運用としての大規模な実ネットワークの
構築・運用の実証実験をおこない，その相互運用性と性能を評価した．その結果，
VNFの動作環境にVMを前提とした従来のNFVでは，VNFの可搬性とパケット
処理性能の両立に課題があることを明らかにした．
これらの評価と分析に基づいて，本研究では次に，可搬性とパケット処理性能
を両立するコンテナ型NFVアーキテクチャを提案した．提案したアーキテクチャ
では，VNFをコンテナ，すなわちOSにおけるプロセスの集合として扱い，VNF
のネットワーク I/OインターフェースをPOSIX APIで抽象化することで，高いレ
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ベルの相互運用性を実現し，VNFの可搬性を確保することができた．その結果，
ボトルネックとなっていた汎用 OSが持つカーネルのネットワークスタックをバ
イパスすることで，VNFのパケット処理性能を向上することが可能となった．更
に，提案したコンテナ型NFVアーキテクチャの有用性を実証するため，VNFの
ネットワーク I/OにNetmapを利用したプロセスとして実装した結果，要求され
る可搬性を担保した従来方式と比較して，VNFの種類に応じて約 2から 5.5倍の
パケット処理性能を達成し，可搬性とパケット処理性能の両立を実証した．
本論文の研究は，ネットワークスライシングの概念の実現に向けた課題を明ら
かにし，その課題の解決のための具体的な方法を提示した．自動運転や遠隔医療
をはじめとした高度で多様な通信品質を要求するさまざまなアプリケーションが
共通のプラットフォーム上で実現できる道を切り拓いた．
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Abstract
This dissertation proposes the Container-based ”Network Function Virtualiza-
tion (NFV)” Architecture. It realizes high-performance in packet processing while
keeping the portability of network functions that is difficult to achieve by the
conventional Virtual Machine (VM)-based NFV implementation.
NFV is a technology to virtualize the network functions so that they (Virtualized
Network Functions, or VNF) can run on the general-purpose computer hardware
instead of the traditional function-dedicate equipment. NFV is a pivotal technol-
ogy to provide the network extensibility and flexibility to support more diverse
and complicated network traffic expected in the future. On the other hand, the
network quality required by the applications on the Internet becomes more diverse
due to the expansion of the usage of them. To dynamically provide the optimized
network functions for each application, a new concept called ”Network Slicing”
was proposed. The technology components to implement this concept includes
NFV, Software Defined Networking (SDN), and cloud computing. However, the
methodology of implementation using those components has not been yet clearly
designed.
First, as an essential concept to implement the ”Network Slicing,” this research
proposes a new idea of ”Network as a Service” that dynamically provides the op-
timized network functions to the application, while a similar concept ”Platform
as a Service (PaaS)” dynamically provides the necessary resources to the applica-
tion. This thesis discusses the importance of ”portability” that can guarantee the
optimized VNF allocation.
Secondly, to make the ”Network as a Service” into reality, I contributed to
establish an industry-academic consortium to assess the feasibility of existing NFV
products from the various vendors. The consortium played a vital role to conduct
a comprehensive evaluation and analysis of each product as well as the wide-range
of the experiment in the real network environment jointly among various vendors.
The result identified the major problem in the traditional NFV that runs VNF on
VM, the difficulty of pursuing the high-performance in the packet processing while
iv
keeping the portability of VNF.
As a solution to this problem, this thesis proposes the ”Container-based NFV
Architecture.” This architecture enables both high-performance in packet process-
ing and portability at the same time. In the proposed architecture, a VNF is a
container, a cluster of processes in the Operating System. Also, the network I/O
interface is abstracted by POSIX API to realize high-level interoperability and
portability of VNF. This architecture enabled to increase the packet processing
performance of VNF by bypassing the bottleneck staying in the network stack
of the general OSs. Lastly, the proposed ”Container-Base NFV Architecture” is
validated by a sample implementation of a VNF process using Netmap for VNF’s
network I/O. The result shows 2 to 5.5 times higher performance of the packet pro-
cessing, comparing with the traditional implementation given a similar portability
requirement.
This research identified the problems in realizing the concept of ”Network Slic-
ing” and proposed a new methodology to solve them. It will contribute to estab-
lishing a future network platform that can support diverse and advanced quality
requirements. Then the platform will make a variety of applications such as auto-
driving and remote-medical-service reality.
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1第1章 序論
1.1 Network Function Virtualization(NFV)
近年，通信事業者におけるネットワークの設備と運用にかかる費用が収入の成長
を上回る勢いで増大している．図 1.1に通信事業者における費用と収入の変遷を示
す1．スマートフォンの普及に伴い，トラフィックが音声通話からデータ通信が中
心となった結果，通信事業者が提供するサービスが，従量課金の音声通信から，定
額課金のデータ通信にシフトし，ストリーミングサービスを中心としたOver The
Top(OTT)の台頭によるトラフィックの大容量化，モバイルの普及による端末数
の増加，ゼロレーティングやペアレンタルコントロールなどによる運用の複雑化
によって，ネットワークの設備や運用にかかる費用が飛躍的に増大した．その結
果，近い将来において事業の継続性を失う恐れがあり，ネットワークの設備と運
用にかかる費用の削減は緊急の課題である．
このような課題の技術的な原因の一つは，ネットワークの構成と運用における
柔軟性の欠如である．多くのネットワーク装置は，専用のハードウェアで実装さ
れており，Network Function(NF)と呼ばれる何らかのパケット処理をするネット
ワーク機能は，ネットワーク装置のハードウェアと密結合である．そのため，昨今
のアプリケーションの多様化に伴ってトラフィックの傾向変化が激化したことに
よって，ネットワーク装置のライフサイクルは短くなってきている．また，実際
の運用では，Service Function Chaining(SFC)[2, 3]と呼ばれる複数のネットワー
ク機能を連結することによってネットワークサービスを構成する．ネットワーク
機能の連結は，物理的なネットワーク装置の接続によって実現されている場合が
多く，ネットワーク機能の組み合わせや順序を変更するには，物理構成の変更を
伴う複雑なオペレーションが必要になる [4]．その結果，ネットワークの設備と運
用にかかる費用は肥大化している．
このような状況を解決する技術として，NFV(Network Function Virtualization)[5,
6]が提案されている．図 1.2にETSI(European Telecommunications Standards In-
stitute)が打ち出したNFVのコンセプトの概要を示す．NFVでは，これまでネッ
1引用元の図を著者が和訳．
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図 1.1: ネットワークの設備と運用にかかる費用と収入の関係性 [1]
トワーク装置は専用ハードウェアと密結合として実現されていたネットワーク機
能を，汎用的なハードウェアで動作する仮想化されたソフトウェアとして取り扱
う．これらのソフトウェアは，Virtual Network Function(VNF)と呼ばれる．ネッ
トワーク機能をハードウェアから分離することにより，ネットワーク装置におけ
るハードウェアを再利用可能にし，ライフサイクルを長く保つことができる．ま
た，ネットワークの構成をソフトウェアによって柔軟に変更できるようになり，特
に SFCにおいては Software Defined Networking(SDN)[7]と連携し，VNFの組み
合わせや連結の順序が動的に変更可能になる．NFVは，通信事業者の課題を解決
することが可能な新しい技術として期待されている [8]．
1.2 次世代のネットワークサービスプラットフォーム
クラウドコンピューティングの普及に伴い，アプリケーションのアーキテクチャ
や，展開・運用のプロセスが変化した．近代的なアプリケーションは，クラウド事
業者が Platform as a Service(PaaS)形式で提供するデータベースやストレージと
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Introduction 
In our first white paper published in October 2012[1] we introduced the concept of Network 
Functions Virtualisation (NFV) and provided information on how NFV relates to Software Defined 
Networking (SDN). We outlined the benefits and challenges for NFV technologies to be deployed by 
network operators, and we issued a call for action for the industry to cooperate to address these 
challenges and to encourage growth of an open ecosystem. To provide a formal umbrella for 
industry cooperation, we founded the Network Functions Virtualisation Industry Specification Group 
(NFV ISG) under the auspices of the European Telecommunications Standards Institute (ETSI). We 
ensured barriers to participation were low with low fees and with open membership (participants do 
not have to be members of ETSI). 
We recommend the reader reviews the first NFV white paper to obtain a complete picture but to 
recap: NFV aims to transform the way that network operators architect and operate networks and 
network services by evolving standard IT virtualisation technology to consolidate many network 
equipment types onto industry standard high volume servers, switches and storage as shown in the 
classical diagram in Figure 1. NFV transforms network architectures through the implementation of 
network functions in software that can run on a range of industry standard server hardware, and 
transforms network operations because the software can dynamically be moved to, or instantiated 
in, various locations in the network as required, without the need for installation of new equipment.   
 
Figure 1: Vision for Network Functions Virtualisation 
Overview of the ETSI NFV ISG 
The ETSI Board approved foundation of the NFV ISG in time for publication of our first white paper 
last October. ETSI is a global organisation and has proved to be an excellent environment in which to 
図 1.2: ETSIによるNFVのコンセプトの概要 [6]
いった基礎的なインフラを組み合わせ，それらを操作するビジネスロジックを実装
するマイクロサービスアーキテクチャが主流になってきている．また，これらの
アプリケーションの構成はコードとして管理する Infrastructure as Code(IaC)に
よってプロビジョニングが自動化され，その表現も具体的なプロビジョニングの
手続きをまとめた命令型の表現から，結果として実現される要件を記述する宣言
型の表現に変化している．その結果，アプリケーションは，スケールアウトの自動
化など，コードで宣言された内容によって動的に展開・運用されるようになった．
このように，クラウドコンピューティング環境に最適化されたアプリケーション
をクラウドネイティブと呼ぶ．
一方で，アプリケーションがネットワークに対して要求する通信品質は高度化
しており，ネットワーク機能の配置を含むネットワークアーキテクチャの最適化
が必要になっている．例えば，証券取引や自動運転といったアプリケーションは，
遅延に対する要件を数十ミリ秒単位の要求から，1ミリ秒以下の単位に変化させ
た．このような要求の変化は，パケット転送における優先度の最適化など，単純
なネットワークの設定を変更するだけでは実現が困難であり，第 5世代移動通信
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システム (5G)[9, 10]で提案されているアプリケーションとネットワーク機能を物
理的にエッジ側に配置するMobile Edge Computing(MEC)[11, 12]のように，ネッ
トワーク機能の配置を含むネットワークアーキテクチャの最適化が必要である．
アプリケーションのクラウドネイティブ化と，高度化する通信品質の要求を実現
するためには，ネットワークのPaaS化が必要である．アプリケーション全体から
見れば，ネットワークはデータベースやストレージといった構成要素の一部であ
る．したがって，アプリケーションの構成が宣言的なコードによって表現され展
開・運用されるのと同様に，ネットワークも PaaSとして取り扱うことによって，
クラウドネイティブな展開と運用が可能になる．その結果，アプリケーションと
ネットワークの関係性は，ネットワークの構成にアプリケーションが最適化され
てきたモデルから，アプリケーションの構成に対して最適化されたネットワーク
を動的に提供するモデルに変化する．すなわち，アプリケーションはクラウドネ
イティブなアーキテクチャを維持したまま，高度化する通信品質への要求を実現
できる．
ネットワークのPaaS化を実現するには，VNFの可搬性が新たなNFVの要件と
なる．PaaS化されたネットワークでは，ネットワークの構成が宣言型の表現で定
義されるため，VNFの最適な配置場所はアプリケーションが要求する通信品質に
よって異なるだけでなく，状況に応じて動的に変化する可能性がある．したがっ
て，VNFはアプリケーションと同様にクラウドコンピューティングにおける高頻度
かつ継続的な構成の変更と展開が必要になる．すなわち，VNFはアプリケーショ
ンと同様にハードウェアの構成に非依存で様々な環境で動作し，ソフトウェアに
よって記述されたアーキテクチャの構成に基づいて高速に展開され起動する可搬
性が不可欠である．
1.3 本論文が解決する課題
従来のNFVは，仮想化基盤技術に仮想マシン (VM)の利用を前提としており，
可搬性と性能の両立に課題がある．従来の NFVは，既存のネットワーク装置の
ハードウェアとソフトウェア全体を仮想化することに注力されており，VMを前
提としたVNFの抽象化方法が採用されてきた．しかし，この手法においてVMの
パケット処理性能を向上させるには，NFVI(NFV Infrastructure)と呼ばれるVNF
の動作環境に特化したVNFの最適化が不可欠である．その結果，市販されている
VNFは，特定のNICハードウェアや，詳細な仮想NICの実装をシステムの動作
条件として要求しており，VNFとNFVIの分離は困難であるのが現実である．す
なわち，ハードウェアとNFの分離がもたらすNFVの価値を提供できておらず，
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可搬性に課題があると言える．
これらの課題を解決するため，本研究ではコンテナ型NFVアーキテクチャを提
案する．提案するアーキテクチャは，VNFをオペレーティングシステムとは分離
されたユーザスペースで動作するコンテナとして取り扱う．そのため，従来のVM
を前提としたVNFと比較して，ハードウェアに非依存なVNFの可搬性を保証する
とともに，軽量かつ高性能なパケット処理を実現する．また，既存のコンテナオー
ケストレーションシステムを利用したNFVI全体における配置の最適化，スケー
ルアウト，オートヒーリングなどが可能になり，ソフトウェアによる柔軟なネット
ワーク構成の変更を可能にする．その結果，5Gの要件であるアプリケーションが
要求する多様な通信品質を満たすネットワークアーキテクチャが実現可能になる．
1.4 本研究の貢献
コンテナ型NFVアーキテクチャを実現するにあたって，本研究が貢献した具体
的な成果は，VMを利用したNFVの評価と，プロセス型VNFの提案である．
VMを利用したNFVの評価
VMを利用して VNFを実現するには，ネットワーク I/Oを含む数多くの仮想
化技術の組み合わせが必要である．本論文では，これらの組み合わせのパケット
処理性能を評価し，市販の製品を利用した商用ネットワークの構築におけるベ
ストプラクティスを導きだした．その結果を実証する場として，2015年に開催
された Interop Tokyo2[13]の ShowNet3[14]において virtual Customer Premises
Equipment(vCPE)[15]サービスを設計・構築し，実運用に基づく評価をおこなっ
た．また，VMを利用したNFVの評価から，VMを利用することの弊害を明らかに
した．具体的には，VMによるセンシティブ命令の実行に伴うコンテキストスイッ
チ (VM Exit)に対応するパケット処理性能の最適化と可搬性のトレードオフが課
題であり，これらを解決するVNFのアーキテクチャが必要であることを示した．
2Interop Tokyoは毎年 6月に開催されるネットワーク機器と技術の展示会である．
3ShowNetは，Interopに出展している企業が販売促進のためにネットワーク機器を提供し，そ
れらを組み合わせて構築されるデモンストレーションネットワークである．ShowNetの役割は，最
新のネットワーク装置に実装されている新しいネットワーク技術の実現性を示すと共に，実際に出
展者と来場者に対してインターネットの接続性を提供し，それらが実際の商用ネットワークで運用
可能であることを示すことである．
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プロセス型VNFの提案
VMを利用したNFVの評価から明らかになった課題を解決するため，プロセス
型VNFを設計・実装し，その優位性を評価した．プロセス型VNFは，カーネル
が提供する高速なネットワーク I/OのAPIを利用したVNFの実装方法であり，一
般的なPOSIX APIを利用したユーザスペースのアプリケーションとして抽象化さ
れたVNFである．具体的には，Netmap APIを利用したルータ，NAT，Firewall
を実装し，従来のVMを利用した方式と比較した場合，単体のVNFでは約 2から
5.5倍のパケット処理性能の向上を達成し，VNFの連結では最大で約 9倍のパケッ
ト処理性能の向上を達成した．また，提案手法がコンテナおよびオーケストレー
ションシステムとの親和性が高いことを示した．
1.5 本論文の構成
2章では，本論文が目指すネットワークのPaaS化によって実現される次世代の
ネットワークサービスプラットフォームについて述べ，NFVの要件について議論
する．3章では本研究に関連する技術および研究について述べる．4章ではVMを
利用したNFVを評価し，商用ネットワークにおけるベストプラクティスを述べ，
VMを利用したNFVの課題をまとめる．5章ではコンテナ型NFVアーキテクチャ
を提案し，コンテナ型NFVアーキテクチャの鍵となるプロセス型NFVの設計・
実装・評価について述べる．最後に 6章で結論と今後の展望を述べる．
7第2章 次世代のネットワークサービ
スプラットフォーム
本章では，アプリケーションが要求する通信品質の多様化に対して，最適化さ
れたネットワークを提供する概念であるネットワークスライシングについて述べ
る．次に，ネットワークスライシングの実現に向けた課題を説明し，その解決方
法としてネットワークサービスの Platform as a Service(PaaS)化を提案する．
2.1 ネットワークスライシング
アプリケーションの多様化に伴い，ネットワークにおける通信品質への要求は高
度化している．図 2.1に，ITU-Tの IMT-2020(International Mobile Telecommuni-
cation system for Year 2020)が定めた第 5世代の移動体通信システム (5G)におけ
る通信の要件とアプリケーションの関係を示す．IMT-2020が定めた主な通信の要
件は，「超高速 (eMBB)」，「多数同時接続 (mMTC)」，「低遅延・高信頼 (URLLC)」
の 3点である．それぞれの要件に対する代表的なアプリケーションは，eMBBに対
しては大容量のデータ通信を必要とする 4K/8Kなどの高品質な映像伝送，mMTC
に対しては多数のセンサーの接続を必要とする IoTやM2M，URLLCに対しては
高信頼かつ低遅延の通信を必要とする自動運転などが挙げられる．一般的にこれ
らの要求事項はトレードオフであり，個々のアプリケーションが要求する通信品質
に最適化されたネットワークは異なる．そのため，共通のインフラストラクチャ
上で様々なアプリケーションの要求に対応可能な超柔軟性 [16]が要求されている．
ネットワークスライシング [18, 19]は，ネットワークの超柔軟性を実現するにあ
たって重要な概念である．図 2.2にネットワークスライシングの概要を示す．ネッ
トワークスライシングでは，アプリケーションの要求ごとに独立したインフラスト
ラクチャ (コンピューティング・ストレージ・ネットワーク機能)の集合体をネッ
トワークスライスと呼ぶ．すなわち，ネットワークスライスとは，異なる要求を
持つアプリケーションごとに最適化された仮想的なネットワークである．ネット
ワークスライシングは，アプリケーションの要求する通信品質に応じて，ネット
第 2章 次世代のネットワークサービスプラットフォーム 8
図 2.1: 2020年のネットワークへの要求とユースケースの関係 [17]
ワークスライスの構成を動的に変更する機能を提供する機能を併せ持つ．つまり，
ネットワークスライシングとはそれらを動的に割り当て可能なオンデマンドサー
ビスと言える．その結果，アプリケーションとネットワークの関係性は，アプリ
ケーションが既設のネットワークが持つ帯域幅・遅延・信頼性といった制約に最
適化していくモデルから，アプリケーションの要求に対して最適なネットワーク
を動的に構築していくモデルに変化する．
ネットワークスライシングは，アプリケーションごとに異なるネットワークアー
キテクチャを実現可能にし，ネットワーク機能の最適な配置を可能にする．図 2.3
に，5Gのモバイルネットワークで定義されている 3つの通信品質ごとに最適化さ
れたネットワーク機能の配置例を示す．モバイルネットワークで代表的なネット
ワーク機能は，モバイル通信の制御機能 (Signaling)，端末の認証機能 (AAA)，デー
タ通信の中継機能 (Gateway)である．モバイルネットワークでは，これらのネッ
トワーク機能に加えて，DPIやWAFといった，特定のアプリケーションに特化
したネットワーク機能を組み合わせて構成される．これらのネットワーク機能は，
4GではEvolved Packet Core(EPC)と呼ばれ，一箇所に集中して配置されていた．
5Gではこれらのネットワーク機能は分散可能になり，アプリケーションが要求す
る通信品質に最適化された配置が可能になった．例えば，URLLCのような高信頼
かつ低遅延な通信を必要とするアプリケーションでは，アプリケーション自体を
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図 2.2: ネットワークスライシングの概要 [18]
より端末の近くに配置する必要がある．その結果，Gatewayとアプリケーション
そのものをネットワークのエッジ側に配置するMobile Edge Computing(MEC)が
提唱されている．また，mMTCでは IoTのセンサーデバイスなど，端末数の急激
な変化に対応する必要があり，AAAや Signalingといった機能は，需要の変化へ
の弾力性があるパブリッククラウドで動作させる必要がある．このように，アプ
リケーションの要求する通信品質を実現するためには，ネットワーク機能の配置
を最適化することが重要である．
しかしながら，ネットワークスライシングの具体的な実現方法は，その概念か
ら乖離した部分があり，アプリケーションの要求に対して最適なネットワークを
動的に構成する機能の実現に課題がある．例えば，3GPPにおけるネットワーク
スライシングの標準化 [20]におけるネットワークスライスの構築とは，通信事業
者の視点におけるエンドツーエンドのネットワークを構築することを主眼として
おり，Radio Area Network(RAN)，モバイルコア，両者を接続するトランスポー
トネットワークを連結した仮想ネットワークをネットワークスライスとして定義
しており，これらを結びつけることによって提供されるネットワークをカタログ
化し，ネットワークの利用者に提供する方式が検討されている．例えば，3GPPで
はmMTCにおけるモバイル IoTのシナリオを定義し，それぞれのシナリオには回
線速度や遅延時間の目安は定義されている [21]．これらのシナリオは同一のイン
フラストラクチャ上に異なる要件を満たす複数のネットワークを構築を可能にす
る．しかし，アプリケーションの要求，すなわちアプリケーション開発者のネット
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図 2.3: 5Gの通信要件ごとに最適化されたネットワークアーキテクチャ
ワークに対して通信品質要求に対して最適化しているわけではなく，むしろアプ
リケーション開発者はシナリオとして与えられたネットワークの通信品質に最適
化したアプリケーションの開発を余儀なくされる．そのため，既存のネットワー
クスライシングの実現方法は，ネットワークスライシングの概念である「アプリ
ケーションの要求に対して最適なネットワークを動的に構築していくモデル」と
は乖離があり，進化の速度が早いアプリケーションの要求に対して最適化が困難
である．
2.2 ネットワークサービスのPaaS化
本研究では，ネットワークスライシングの概念において重要な要素である，ア
プリケーションが要求する通信品質に対して最適なネットワークを動的に構成す
る機能の実現に向けて，ネットワークサービスの Platform as a Service(PaaS)化
を提案する．PaaSは，本来アプリケーションを実行するプラットフォームを提供
するクラウドコンピューティングにおけるサービスの形態である．このプラット
フォームは，データベースやストレージといったアプリケーションを構成する機
能を，アプリケーションの要求に応じて動的に供給する．また，これらの構成要素
は，その供給量や配置を宣言的に記述したコードによって管理・運用される．し
たがって，アプリケーションの利用者数や，コンピューティング資源の利用率な
どに基づいて，動的に供給量や配置が変化する．このようなPaaSの概念を，ネッ
トワークサービスに適用することによって，通信事業者が提案するネットワーク
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スライシングの実装方法では困難なアプリケーションの要求に対して最適なネッ
トワークを動的に構築していくモデルを実現する．
図 2.4に，PaaS化されたネットワークサービスの概要を示す．PaaS化された
ネットワークサービスでは，アプリケーションが自身を構成する要素の一部とし
て，利用するネットワーク機能を組み合わせたネットワークの構成と通信品質の要
件を宣言的に記述する．この記述は，アプリケーションを構成するデータベースや
ストレージといった計算資源と同列に取り扱われ，単一のオーケストレーション
システムによって具現化される．オーケストレーションシステムは，アプリケー
ションを利用する端末数の増減や輻輳といったアプリケーションから見たネット
ワークの状況を監視し，宣言的に定義されたネットワークの通信品質要件に基づ
き，最適化されたネットワーク機能の配置や展開する数量を変化させる．具現化さ
れたアプリケーションの構成要素群は，サービスチェイニングによって任意の順
序で連結され，アプリケーションに特化したトラフィックの制御がおこなわれる．
IP NetworkIngress
Router
Ingress
Router
Cloud Orchestrator
NFVI-1(Edge)
VNF-A1 VNF-B1
Service
Description
NFVI-2(Core)
VNF-B2
NFVI-3(Cloud)
VNF-A2
IP RouterIP RouterIP Router
End User End User
(moved)
VNF-A VNF-B
End User Applicationx2 x2
Data Traffic
Signaling
App
App
図 2.4: PaaS化されたネットワークサービスの概要
ネットワークのPaaS化を実現するには，クラウドコンピューティング，SDN，
NFVの技術領域における新たな要件と，それらが協調するオーケストレーション
システムが必要になる．図 2.5に各技術領域の関係性と，新たに必要になる要件を
示す．まず，クラウドコンピューティングの領域において，アプリケーションの
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要求する通信品質に最適化されたネットワーク機能の配置を実現するには，ネッ
トワーク機能を含むアプリケーションの構成要素を，通信事業者とクラウド事業
者の両者に配置可能なハイブリッドクラウド1を導入する必要がある．また，SDN
の領域において，具現化されたアプリケーションの構成要素群を接続するサービ
スチェイニングは，異なる管理・運用主体のネットワークドメインにおいても制御
可能にするため，SRv6など IPを利用した経路制御が必要である．そして，NFV
の領域において，ネットワーク機能が配置される場所，すなわちVNFの動作環境
であるNFVIの構成に非依存で動作する可搬性と，専用のハードウェアで動作す
るネットワーク機能と同等のパケット処理性能の両立が必要になる．これらクラ
ウドコンピューティング，SDN，NFVの領域における要件を満足させることによ
り，それらが協調するオーケストレーションシステムが実現可能になる．
NFV領域 SDN領域 クラウド領域
可搬性 宣言型 通信事業者とのハイブリッド化
通信事業者とクラウド事業者を横断するオーケストレーション
アプリケーションの要求するネットワーク品質を
実現するネットワークサービスプラットフォーム
IP based SFC（SRv6)パケット処理性能
図 2.5: ネットワークサービスの PaaS化に向けた技術領域の関係性
1ハイブリッドクラウドは，オンプレミスのプライベートクラウドと，パブリッククラウドの間
で，アプリケーションを移動可能にする概念である．この概念は，アプリケーションの需要に応じ
て，最適な動作環境を選択可能にする．例えば，ハイブリッドクラウドでは，開発段階やリリース
直後はオンプレミスでアプリケーションを動作させ，オンプレミス環境では処理しきれない突発的
な利用者の増加に対してパブリッククラウドを利用することができる [22, 23]．
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2.3 本章のまとめ
5Gのネットワークは，アプリケーションが要求する多様な通信の品質を，単一
のインフラストラクチャで実現するネットワークスライシングを提供する．ネッ
トワークスライシングでは，アプリケーションの要求に応じて，ネットワーク機能
の配置を含めたネットワークアーキテクチャの最適化が必要である．ネットワー
ク機能の配置を最適化するためにNFVが新たに果たす役割として，VNFの可搬
性が重要である．
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第3章 関連研究
本章では，はじめにETSIが標準化しているNFVのアーキテクチャについて述
べる．次に汎用的なハードウェアとオペレーティングシステムにおける高速なネッ
トワーク I/O技術について説明し，それらをNFVの観点からVMに適用した先行
研究について述べる．その上で，VMの利用を前提とした従来のNFVが潜在的に
抱えている課題について述べる．
3.1 NFVのアーキテクチャ
ETSI NFV ISG(Industory Specification Group)では，NFVの概念的な議論に
加えて，アーキテクチャの標準仕様について議論がされている．図 3.1に ETSI
NFV ISGで標準化されているNFVのアーキテクチャを示す．本研究が主に着目
するNFVの構成要素は，Management and Orchestration(MANO)，NFV Infras-
tructure(NFVI)，Virtual Network Function(VNF)の 3点である．MANOは，NFV
Orchestrator(NFVO)において，Operation Support System(OSS)/Buisiness Sup-
port System(BSS)に登録されている顧客に対応した VNFの組み合わせが記述さ
れたサービスカタログを保持している．サービスカタログは，NFVIで利用されて
いる技術や構成に非依存な抽象度の高いサービスの定義である．NFVOはこれら
のサービスカタログを元に，VNFを構成するVMの生成とVNFの設定を，Virtu-
alized Infrastructure Manager(VIM)とVNF Manager(VNFM)に依頼する．した
がって，この依頼の抽象度の高さは，NFVのシステム全体の抽象度の高さに密接
な関わりがあり，NFVの可搬性を左右する要素だと言える．
このアーキテクチャにおけるVNFの管理では，VNFの動作環境としてVMの
利用を前提としている．VIMおよびVNFMが，NFVOに対して提供するインター
フェースには，NFVの利用に特化した変更を加えたOASIS TOSCA[25, 26]が利
用される．OASIS TOSCAは，クラウドコンピューティングにおいて，システム
構成情報を定義するための標準仕様であり，様々なクラウドコンピューティング
環境で動作可能な抽象度の高い記述が可能な言語である．NFVに特化したOASIS
TOSCAの仕様は，VMの利用を前提としている．例えば，Virtual Deployment
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図 3.1: ETSI NFV ISGで標準化されているNFVのアーキテクチャ [24]
Units(VDU)と呼ばれるVNFの最小構成単位には，Connection Point Description，
Virtual Computing，Virtual StorageといったVMの構成要素に対応する記述が必
要になる．したがって，NFVIはKVMなどのハイパーバイザに相当し，VIMは
その管理をおこなう OpenStack[27]などの Infrastructure as a Service(IaaS)にお
けるVMの管理ソフトウェアに相当する．
3.2 高速ネットワーク I/O技術
PCサーバ向けの 10ギガビットEthernetカードの普及と，マルチプロセッサ化
およびマルチコア化に伴い，オペレーティングシステムにおける高速なネットワー
ク I/Oの研究が重点的に実施されてきた．Linuxカーネルでは，大量のパケット処
理における割り込みに起因するコンテキストスイッチの負荷を低減するため，割
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込みとポーリングをハイブリッドに運用するNAPI[28]，マルチキューを利用して
割り込みを複数のCPUコアに分散するRSS(Receive Side Scaling)[29]，割込みと
パケット・プロセスを同じCPUで動作させるRFS(Receive Flow Steering)[30]を
採用している．このような基礎技術を応用したパケット転送処理の並列化，バッ
チ処理，パイプライン処理を実現したRouteBricks[31, 32]や，CPUよりも高密度
なマルチコア化を実現しているGPUを利用したPacketShader[33]は，ベアメタル
サーバを利用した高速なソフトウェアルータの代表例である．
次に，汎用的なハードウェアでの高度なNFの実現に向けて，ユーザスペースに
おけるパケット処理の高速化が注目されるようになった．ユーザスペースにおい
てパケット処理をおこなう場合には，カーネルにおけるネットワークスタックや，
カーネルとユーザスペース間のデータコピーがオーバーヘッドとなっている．こ
の課題を解決するため，ユーザスペースでデバイスを操作するためのフレームワー
クを利用してユーザ空間にNICのデバイスドライバを実装する Intel Data Plane
Development Kit(DPDK)[34]や，カーネル内のデバイスドライバが書き込むパケッ
トバッファーをユーザスペースから参照可能にするAPIを提供するNetmap[35, 36]
が提案された．これらの技術は，ユーザスペースで動作する多様なライブラリの利
活用と，高速なネットワーク I/Oを両立し，より複雑なパケット処理を伴うNFを
実現する．例えば，SSLの暗号化・復号化や，ビデオのトランスコードなど，カー
ネルで実現するには多大な開発コストを伴う NFを，既存のユーザスペースのラ
イブラリを活用して容易に実装できるようになった．また，バイパスしたネット
ワークスタックをユーザスペースで実装することによって，カーネルで実装する
よりも高速な通信が可能な事例 [37]も示されている．
3.3 NFVへの適用
これらの高速なネットワーク I/O技術の適用領域は，NFVが提唱されたことに
よって仮想マシンにも拡大された．仮想マシンは，ユーザスペースで動作するプ
ロセスであり，仮想NICへのレジスタアクセスに基づくコンテキストスイッチや，
カーネルとユーザスペース間のデータコピーがネットワーク I/Oのオーバーヘッ
ドになる．これらのオーバーヘッドを回避する方法の一つは，サーバのリソース
の物理的なパーティショニングである．物理NICをキュー単位で仮想化する SR-
IOV[38]と，PCIデバイスを仮想マシンに直接アタッチするPCI Pass Throughの
組み合わせによって，仮想マシンがNICのキューを占有する．その結果，仮想マ
シンはハイパーバイザを介さずにNICのキューにアクセス可能になり，DPDKを
利用したユーザスペースで高速なパケット処理を実施するVNF製品は広く普及し
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ている．
しかしながら，このような実装は，サービスチェイニングと，ハードウェアと
ソフトウェアの分離の観点で，NFVが目的とする柔軟性を満たしているとは言え
ない．サービスチェイニングにおいては，SR-IOVが PCI内部で保持しているパ
ケットスイッチング機能は，ハードウェアに依存しており，ソフトウェアによる外
部からの操作が困難である．ハードウェアとソフトウェアの分離においては，ゲ
ストOSおよびVNFにおけるパケット処理性能の最適化に関しては，ハードウェ
アへの依存性が高くならざるを得なくなっている．例えば，ゲストOSは，仮想マ
シンに直接アタッチされたNICのハードウェアに合致したデバイスドライバを保
持しなければならない．また，VM上で発生する I/Oに由来する割り込みは，プ
ロセッサによるVMへの割り込みマッピングにおいても，ハイパーバイザへのコ
ンテキストスイッチを必要とするため，CPUコアとVMの紐付けに基づく複雑な
割り込みの制御が必要である [39]．DPDKにおいては，ユーザ空間に実装される
デバイスドライバに専用のCPUコアを割り当てたビジーウェイトなポーリングに
よる実装を採用しており，CPUコアとPCIバスを同じプロセッサに割り当てるな
ど，複雑な最適化が必要である．
これらの課題を解決するため，同一のハイパーバイザ内におけるVNF間を接続
する高速な仮想スイッチおよび仮想マシンとの接続方法が提案されている．様々
なヘッダ情報に基づく柔軟なパケットスイッチングと，高速なパケット処理を両
立するため，データプレーンの実装にDPDKを活用したOpen vSwitch[40, 41]が
提案されている．しかしながら，ソフトウェアスイッチと仮想マシンとの接続に
おいては，依然としてデータコピーがオーバーヘッドになるため，DPDKを利用
した共有メモリ型のパケットバッファを提供するNetVM[42]や，Netmapを利用
した仮想NICのバックエンドを提供するClickOS[43]が提案されている．
3.4 関連研究の課題
これらのVMを利用したNFVは，ネットワーク I/O性能の最適化に伴ってハー
ドウェアとソフトウェアの依存関係が密結合になる傾向にある．NetVMで利用さ
れているDPDKは，既存のオペレーティングシステムとVMが抱えるコンテキス
トスイッチングの課題を，NICのポートごとに CPUコアを占有したビジーウェ
イトなポーリングによって解消する．しかし，この手法はハードウェアを物理的
にパーティショニングしているに過ぎず，仮想スイッチと組み合わせた運用では，
本来 VNFが実施するべきアプリケーションに特化したパケット処理に利用でき
るCPUコア数を著しく制限する．また，ClickOSは同様の課題をハイパーバイザ
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コールを直接呼び出し可能な準仮想化を活用して回避している．しかし，この手
法はVNFのオペレーティングステム側に特別なカーネルを利用する必要がある．
したがって，ETSIが当初のNFVの目的としていたハードウェアとソフトウェア
の分離を実現しているとは言えない．
また，これらのハードウェアとソフトウェアの密結合はVNFの抽象度を下げ，
MANOを実装する側に複雑な設計を要求する．例えば，VMが SR-IOVを活用す
る場合，ハイパーバイザが SR-IOVに対応したNICを保持し，さらにデバイスド
ライバの設定でVFを有効にしていることを確認した上で，他のVMに未割り当て
なVFを予約するプロセスが必要である．また，DPDKではNICが接続されてい
る PCI-Expressと CPUのNUMAノードの整合性を確認したHugeメモリの割り
当てが必要である．確かに，OpenStackはこのような機能を有しているが，多様
なハードウェアを前提とした環境で動作させるのは難しい．したがって，NFVの
構成要素であるMANO，NFVI，VNFを異なるベンダから調達してインテグレー
ションするのは困難である．
このようなVNFの抽象度の低さと，MANOに対する設計・実装の負担は，結果
としてVNFの細分化と可搬性を低下させる．例えば，VNFにはVMのオペレー
ティングシステムを含むため，VNFを起動するにはオペレーティングシステムを
起動する時間が含まれるだけでなく，VNFイメージのファイルサイズも大きくな
り，VNFの細分化が困難である．また，VNFの定義には VMの構成も含まれて
いるため，仮想NICなどを含む仮想デバイスとデバイスドライバが不可欠であり，
VNFの可搬性を低下させる．すなわち，VMを利用したNFVは，次世代のネット
ワークサービスプラットフォームにおいて，NFVが期待されている役割を果たす
ことの障害になる．
3.5 まとめ
ETSIが標準化しているNFVの仕様では，ハードウェアとソフトウェアの依存
関係を疎結合にし，抽象化されたVNFをMANOによってソフトウェアで制御す
るモデルが提案されている．しかしながら，汎用的なハードウェアとオペレーティ
ングシステムを利用したネットワーク I/Oの高速化は，VMの利用を前提とした
場合に，ハードウェアとソフトウェアの依存関係が密結合になる傾向にある．そ
の結果，MANOによるVNFの管理において，複雑なシステムの設計を余儀なく
される．したがって，ネットワークサービスプラットフォームにおいて，NFVが
期待されている役割を果たすのは困難である．
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第4章 VMを利用したNFVの評価
と実践
本研究では，市販されている VNFと NFVIの製品を利用した商用ネットワー
クを構築するため，VMを利用した NFVの評価を実施した．本章ではその評価
結果および導き出されたベストプラクティスについて述べる．そして，ベストプ
ラクティスに基づいて設計した vCPEサービスである FlowFallについて説明し，
FlowFallのアーキテクチャに基づいて構築・運用した商用ネットワークにおける
vCPEサービスの実証実験について述べる．そして，実証実験を通して得られた
知見に基づくVMを利用したNFVの課題を述べる．
4.1 背景
本研究では，市販されているNFVの関連製品を組み合わせて商用ネットワークが
構築・運用できることを実証するため，2013年から Interop Tokyo[13]のShowNet[14]
において，NFVを活用した出展者の収容ネットワークの仮想化に取り組んできた
[44]．
ShowNetの重要な役割の一つは，複数の出展者から ShowNetに提供される様々
な製品を組み合わせてネットワークを構築し，最新の製品の相互接続性を実証す
ることである．すなわち，NFVにおける ShowNetの役割は，様々なネットワーク
ベンダが提供するNFVIとVNFを組み合わせてネットワークが構築・運用可能な
ことを実証し，実際の商用ネットワークでもハードウェアとソフトウェアを分離
可能なことを示すことである．したがって，出展者に対して十分なネットワーク
の性能を提供するだけでなく，高い柔軟性を基盤とした相互接続性が必要になる．
しかしながら，NFVにサーバの仮想化技術で利用されてきた技術を適用した場
合，パケット処理性能において課題がある．実際問題として，Interop Tokyo 2014
の ShowNetに提供されたVNFベンダにおいて，共通してサポートするNFVI環境
を利用した SFCの構成では，VNFの連結数が増えるにしたがって，個々のVNF
におけるパケット処理性能が低下することを確認した．その対策として，VNFを
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構成するVMにCPUコアやメモリなどの資源を追加して性能の向上を試みたが，
パケット転送性能の十分な向上が得られなかった [45]．
そこで，本研究では産学連携コンソーシアムにおける市販製品を評価するととも
に，実際の商用ネットワークの構築・運用の実証実験をおこなった．本研究では，
NFVを前提としたネットワークのアーキテクチャを検討するため，次世代Network
Service Platform(NSP)コンソーシアムを発足した．次世代 NSPコンソーシアム
は，慶應大学が主催し，通信事業者，測定器ベンダ，NFVに関係する製品を販売す
るネットワークベンダ，合計 33社を取りまとめた産学連携のコンソーシアムであ
る．次世代NSPコンソーシアムでは，NFVに関係する技術の検証方針を策定し，
参加者合意のもとで実際に市販されているNFVIとVNFの組み合わせたパケット
処理性能や，それらの管理手法の柔軟性を評価した．この評価に基づいて，VNFを
連結してネットワークサービスを構成する SFCとしてFlowFallを設計し，Interop
Tokyo 2015の ShowNetでは実際に市販製品を用いて出展者に提供するネットワー
クを構築し，20の出展者に対して 3日間の商用インターネット接続性を提供した．
4.2 vCPEサービス
ShowNetにおける出展者の収容ネットワークの仮想化において，実際に提供
したサービスは NFVと SFCを組み合わせた virtual Customer Premises Equip-
ment(vCPE)サービス [15]である．vCPEサービスは，従来のCPEで動作してい
た様々なネットワーク機能を，通信事業者のVNFとして動作させ，それらを SFC
によって連結することによって各利用者が要求するネットワークを実現する技術
である．図 4.1に vCPEサービスのネットワーク構成を示す．vCPEサービスで
は，VNFの動作する汎用ハードウェアが，利用者のアクセス回線を集約する場所
に設置される．通信事業者は，利用者に対してWebポータルなどの連結するVNF
を制御可能なインターフェースを提供する．その結果，利用者は自身の運用する
ネットワークのポリシーに応じて，動的にVNFの組み合わせと順序を変更できる
ようになる．また，利用者は，VNFの運用を通信事業者へ委託可能になる．例え
ば，Firewallや IDSなど，頻繁にシグネチャーのアップデートが必要なセキュリ
ティ製品の運用を，通信事業者でまとめて運用することが可能になる．
vCPEサービスの実現には，一般的なNFVの要求事項 [46]であるセキュリティ，
サービス保証，耐障害性，既存ネットワークとの共存，電力効率などを考慮する
必要はあるが，ShowNetの構築・運用においては，先に述べた高い柔軟性を基盤
とした相互接続性と，出展者に対して十分なネットワークの性能を提供するため
のスケールアウトが要件となる．以下に本論文における相互接続性とスケールア
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ウトの定義を示す．
相互接続性
ネットワーク機器のコントロールプレーンとデータプレーンに標準化された技
術を利用し，様々なベンダのネットワーク機器を組み合わせてネットワークを設
計できること．NFVの利点は，様々なVNFを組み合わせたネットワークの動的
な構成変更であり，それを制限する特定ネットワークベンダに限定された技術や
標準化が進行中の技術の利用は避ける必要がある．
スケールアウト
VNFのパケット転送性能が，VNFに割り当てる資源の追加によって段階的に増
強可能なこと．vCPEサービスでは，VNFは集約されたアクセス回線分のパケッ
ト処理性能を実現する必要があり，従来のハードウェアで実装されたネットワー
ク装置と同等の性能が要求される．しかし，単一のVMで要求されるパケット処
理性能を実現するのは困難であり，複数のVMを用いてトラフィックを分散処理
する必要がある．
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図 4.1: vCPEサービスのネットワーク構成
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4.3 ShowNetにおけるvCPEの位置づけ
ShowNetの出展者収容ネットワークの要求と構成は，vCPEサービスに求めら
れるものと類似しており，NFVおよび SFCの実践的な概念実証に適している．
ShowNetにおけるネットワークの利用者とは出展者であり，出展者が ShowNetに
対して要求するサービスとは，出展者のデモに応じたトラフィック処理方法であ
る．例えば，セキュリティ製品のデモをおこなう出展者は，外部からの攻撃トラ
フィックを自社の出展者収容ネットワークに流入させるため，ShowNetに対して
Firewallによるトラフィックフィルタの解除を要求する．こうした要求に耐えうる
柔軟なネットワークの構成変更を実現するために，ShowNetは vCPEサービスと
同様に利用者ごとに適用するVNFの組み合わせを動的に変更できる必要がある．
すなわち，ShowNetの出展者収容ネットワークにおける要件は，本質的には通信
事業者における vCPEサービスの要件と同じである．
また，ShowNetの出展者収容ネットワークの構成は，出展者ごとのアクセス回
線をバックボーンの手前で集約して集中管理する．ShowNetは出展者収容ネット
ワークに対して 1Gbpsのアクセス回線と，プライベートまたはグローバル IPアド
レスのスタブネットワークを提供する．ShowNet 2015における 138の出展者収容
ネットワークのうち，最終的には 20の出展者収容ネットワークを vCPEサービス
で収容することとなった．そのため集約したアクセス回線分のパケット転送性能
(20Gbps)を実現する必要があり，従来のハードウェアで実装されたネットワーク
装置と同等の性能が要求される．すなわち，ShowNetの出展者収容ネットワーク
の構成は，通信事業者が vCPEサービスを実装する際のネットワーク構成と類似
している．したがって，ShowNetの出展者収容ネットワークの構成で vCPEサー
ビスを実現できれば，通信事業者における実際の商用サービスも実現できると考
えられる．
そこで，Interop Tokyo 2015のShowNetにおけるvCPEサービスの設計に先立っ
て，全てのVNFベンダが共通してサポートするNFVI環境で可能な限り性能を出
すために，様々なVMの構成技術の組み合わせを比較し，性能と柔軟性の観点か
ら評価し，市販のVNFが共通して対応している汎用的なNFVI環境のベストプラ
クティスを導き出す．
4.3.1 検討内容と評価環境
そこで本研究では，相互接続性を維持したままスケールアウトが可能なVNF構
成を検討するため，多くのVNF製品が対応しているVMのネットワーク I/O技術
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と，VMの連結方式およびVMの資源割り当て方式の組み合わせを評価し，vCPE
の構成要素間による資源競合が発生しにくい方式を検討した．
VMの連結方式
VMの連結方式では，表 4.1に示すVMのネットワーク I/O技術を比較し，資源
競合によりパケット転送性能が低下しない方式を検討する．図 4.2に，表 4.1に示し
たVNF構成におけるトラフィックの通過パスを示す．利用したVMのネットワー
ク I/O技術は，ShowNet 2014で利用したソフトウェアで用いた仮想スイッチであ
るOpenVswitch(OVS)[40]と，準仮想NIC(Virtio)[47]を組み合わせた構成に加え
て，PCIカードのハードウェア補助による資源競合の回避が期待できる SR-IOVを
検討対象とした．SR-IOVは，VF(Virtual Function)と呼ばれる PCIカード内の
仮想NICを持ち，VMはVFをPCI PassThroughによって直接利用する．VMの
連結方式には，ShowNet 2014で採用したハイパーバイザ内で動作する仮想スイッ
チ (OVS)，ハイパーバイザ外部のハードウェアスイッチ，SR-IOVをサポートする
PCIカード内のスイッチを利用したVMの連結を対象にした．
VMの資源割り当て方式
VMの資源割り当て方式では，表 4.1に示した VMのネットワーク I/O技術と
VMの資源割り当て方式を組み合わせたVNF構成を比較し，資源の追加に対して
パケット転送性能の向上率が高い方法を検討する．VMの資源割り当て方式には，
ShowNet 2014で採用した単一の VMに資源を集約して VNFを構成する方法 (以
下，資源集約と記載する)と，複数のVMに資源を分散してVNFを構成する方法
(以下，資源分散と記載する)を対象とした．
表 4.2に検討に使用した評価環境を示す．評価対象のVNFは，VMのOS上で動
作するカーネルに付属するパケット転送機能と iptablesを利用して構成した．パ
ケット転送性能の評価は，負荷試験機器としてNetmap[35]に付属するトラフィック
生成アプリケーションを利用して，フレームサイズ64バイトで10 Gigabit Ethernet
の理論値でトラフィックを送信し，通過できたパケット数を 10秒間計測した．
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表 4.1: 評価したVNF構成で利用した技術
VNF構成 VMのネットワーク I/O技術
(1) Virtual-Switch OVS OVS[40] + Virtio-Net[47]
(2) Exter-Switch OVS OVS[40] + Virtio-Net[47]
(3) PCI-Builtin-Switch SR-IOV SR-IOV[38]
(4) PCI-External-Switch SR-IOV SR-IOV[38]
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図 4.2: VNF構成ごとのトラフィックの通過パス
表 4.2: 評価環境
プロセッサ Intel(R) Xeon(R) E5-2650 2.00GHz
CPUコア数 8コア
メモリ メモリ 64Gバイト
ホストOS Linux kernel 4.4.0-62
ハイパーバイザ QEMU KVM 2.5.0
VNF OS Linux kernel 4.4.0-62
トラフィック生成 Netmap
計測時間 10秒
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4.3.2 評価結果
VMの連結方式
図 4.3に同一ハイパーバイザにおけるVMの連結数と性能低下率の関係を示す．
評価対象は，表 4.1に記載したVMのネットワーク I/O技術とVMの連結方式の
組み合わせたVNF構成である．縦軸はVMが 1個の場合のパケット転送性能の低
下率を示し，横軸はVMの連結数を示す．
図 4.3: VM連結方式の評価
仮想スイッチと仮想NICを利用した場合は，ハイパーバイザ内部の仮想スイッ
チ，ハイパーバイザ外部のスイッチのどちらを利用した場合 (図中 (1)および (2))
も，連結するVM数が増加するとパケット転送性能が大きく低下する．一方，SR-
IOVを利用した場合は，PCIカード内部のハードウェアスイッチ，ハイパーバイザ
外部のハードウェアスイッチのどちらを利用した場合 (図中 (3)および (4))でも，
パケット転送性能は低下しない．
仮想スイッチと仮想NICを利用した場合に性能が低下する理由は，仮想スイッチ
からVMの仮想NICにパケットのデータを転送する際に発生するカーネルとユー
ザスペースでのデータコピーや，ハイパーバイザからのコンテキストスイッチの
オーバーヘッドがあるためである [35]．
検討の結果，SR-IOVを利用してハイパーバイザ外部のハードウェアスイッチも
しくはPCIカード内部のハードウェアスイッチを利用したVMの連結は，ShowNet
2014におけるVNF構成 (同一ハイパーバイザ内で仮想スイッチを利用したVMの
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連結)と比較して，VNFの連結による性能低下の抑制に適した接続方式であるこ
とがわかった．
VMの資源割り当て方式
図 4.4に VMに割り当てる資源の量とパケット転送性能の関係を示す．評価対
象は，図 4.2の (1)および (3)のVNF構成かつVMの連結数が 1の場合である．縦
軸は 1つのVMに対して，1つのCPUコアを割り当てた場合を 100としたパケッ
ト転送性能を示し，横軸はVMに割り当てたCPUコア数を示す．
図 4.4: VM資源割り当て方式の評価，IP Forwarding
仮想スイッチと仮想 NICを利用した資源分散をおこなった場合 (図中 (a))，パ
ケット転送性能が線形に向上した．しかし，資源集約 (図中 (b))をおこなった場合
はパケット転送性能が線形に向上しなかった．一方，SR-IOVを利用した資源分散
をおこなった場合 (図中 (c))，パケット転送性能が線形に向上した．しかし，資源
集約をおこなった場合 (図中 (d))はCPUコア 3個以上になった時点からパケット
転送性能が向上しなかった．SR-IOVを利用した資源分散をおこなった方が，仮想
スイッチと仮想NICを用いた資源分散と比較して，性能の向上率が高かった．
SR-IOVを利用した資源集約をおこなった場合に性能が線形に向上しなかった理
由は，実験に利用したPCIカードのVFに対して割り当てるキューが 2個であり，
3個目以降のCPUコアがReceiver Side Scaling(RSS)[29]による負荷分散の対象に
ならないためである．なお，このキュー数はデバイスドライバの実装に依存する．
SR-IOVを利用した資源分散の方が，仮想スイッチと仮想NICを利用した資源分
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散と比較して性能の向上率が高かった理由は，前述の SR-IOVには仮想スイッチ
と仮想NICを利用した際に発生するオーバーヘッドがないためである．
図 4.5に，特定のアプリケーションやプロトコルに特化したVNF利用を想定し，
VMで Firewall機能を有効にし，100個のルールを設定した場合のVNF割り当て
資源量とパケット転送性能の関係を示す．これらのルールは，全てのトラフィッ
クで評価対象となるが，マッチしない条件設定としている．図 4.4と同様に，資源
分散をおこなった場合 (図中 (a)(c))は性能が線形に向上し，資源集約をおこなっ
た場合 (図中 (b)(d))はスケールアウトに適した結果にはならなかった．
図 4.5: VM資源割り当て方式の評価，Firewall
検討の結果，SR-IOVを利用した資源分散は，特定のアプリケーションやプロト
コルに特化したVNFを利用した場合であっても，ShowNet 2014におけるVNF構
成 (仮想スイッチと仮想NICを利用した資源集約)と比較して，スケールアウトに
適したVMの資源割り当て方式であることがわかった．
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4.4 FlowFallの設計・実装
前節で得られたスケールアウト可能なVNF構成の知見に基づいて検討したFlow-
Fallの設計・実装について述べる．FlowFallは vCPEサービスを実現するネット
ワークアーキテクチャである．FlowFallが vCPEの要件を満たしていることを示
すため，アーキテクチャとトラフィック制御について説明すると共に，プロトタ
イプ実装による相互接続性とスケールアウトの検証結果を示す．
4.4.1 アーキテクチャ
FlowFallは，相互接続性の要件を満たすため，OpenFlowを利用してネットワー
クを構成する．図 4.6に FlowFallのネットワーク構成を示す．FlowFallのネット
ワークは，複数のVNFレイヤ，バイパスリンク，CPE，アグリゲーションルータ
によって構成される．VNFレイヤは，複数のVM，ハイパーバイザ，OpenFlowス
イッチによって構成され，複数のVNFレイヤを重ねることで複数のネットワーク
機能の連結した SFCを構成する．バイパスリンクは，サービスチェイニングにお
いて特定のVNFレイヤを通過する必要がないトラフィックの転送に利用するリン
クである．アグリゲーションルータは，利用者ネットワークのアクセス回線を集
約し，連結した VNFにトラフィックを転送する．CPEは利用者ネットワークの
デフォルトゲートウェイとして動作し，利用者の要求するサービスに基づいて後
述する IPヘッダのType-of-Service(ToS)フィールドを用いたサービス識別子を記
述する．vCPEサービスの内部では，このサービス識別子に基づいてトラフィッ
クが通過するVNFレイヤを決定する．
VNFレイヤは，スケールアウトの要件を満たすため，5.4章の検討で得られた知
見に基づいた構成となっている．図 4.7に，ハイパーバイザにおけるVMの構成を
示す．各ハイパーバイザはアップリンクとダウンリンクの物理 NICを搭載する．
VNFを構成するVMのネットワーク I/Oは，SR-IOVで分離された仮想NIC(VF)
を利用し，それぞれ異なる物理NICに所属するVFを割り当てる．VMの連結と
トラフィックの分散は，物理NICが接続されているOpenFlowスイッチでおこな
う．各 VMの CPUコアおよびメモリは，他の VMと重複しないように割り当て
る．このようなVMの構成によってVM間の資源競合を排除し，複数のVMを用
いたトラフィックの分散処理が可能になるため，VNFレイヤのスケールアウトが
実現できる．この分散処理はハイパーバイザの追加にも適用可能なため，1台のハ
イパーバイザが保持するCPUコア数やメモリ量に依存せず，VNFレイヤのパケッ
ト転送性能を向上できる．
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図 4.6: FlowFallのアーキテクチャ
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図 4.8: ToSフィールドをビットマップとしたサービス識別子
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4.4.2 トラフィック制御
FlowFallにおけるトラフィック制御は，利用者ごとのサービスチェイニングを実現
するため，IPヘッダのToSフィールドをサービスの識別子として用いる．OpenFlow
スイッチは，ToSフィールドによってトラフィックの転送先をVMにするかバイ
パスリンクにするか，つまり各VNFレイヤでネットワーク機能を適用するか否か
を決定する．FlowFallにおけるサービス識別子にToSフィールドを選択した理由
は，トラフィックごとに適用すべきサービスを識別でき，相互接続性を確保でき
るためである．例えば，ToSフィールドの書き換えは多くの CPEで可能であり，
OpenFlowのマッチフィールドとしても利用可能である．
図 4.8に，FlowFallにおける ToSフィールドを利用してサービスの識別子を記
述する方法を示す．ToSフィールドは IPヘッダに含まれる 8ビット長のフィール
ドである．FlowFallにおける ToSフィールドの各ビットは，各 VNFレイヤの適
用の有無を示す．例えば，DPIとFirewallサービスを通過するパケットでは，ToS
フィールドの対応する 3ビット目と 4ビット目を 1にする．利用者ネットワークを
収容するCPEは，通過するパケットのToSフィールドに利用者の選択したサービ
スに対応したビット列を設定する．
この ToSフィールドを用いたサービス適用の可否判断と VNFを構成する複数
VMへのトラフィックの分散のために，FlowFallはOpenFlowスイッチのポート
をトラフィック制御の観点から 4種類に分類して管理する．図 4.9に FlowFallに
おけるOpenFlowのスイッチポートの分類を示す．Bypass Up(BU)ポートは上位
VNFレイヤのOpenFlowスイッチに，Bypass Down(BD)ポートは下位VNFレイ
ヤのOpenFlowスイッチに接続する． VNF Up(VU)ポートは上位VNFレイヤの
ハイパーバイザに，VNF Down(VD)ポートは下位VNFレイヤのハイパーバイザ
に接続する．同じ分類のスイッチポートが複数ある場合，OpenFlowスイッチはト
ラフィックの分散処理をおこなう．OpenFlowコントローラは，各VNFレイヤに
属するVMの接続情報を，OpenFlowスイッチのポートと宛先MACアドレスのペ
アで表現する．例えば，VUポートではハイパーバイザと接続されたポートと，そ
のハイパーバイザ上に存在する VMのMACアドレスによって表現する．これら
の情報は，VMの起動と終了に応じて動的に設定する．
出展者収容ネットワークからインターネットに向けたトラフィックの転送は，
OpenFlowコントローラが予め設定された出展者収容ネットワークの IPアドレス
と ToSフィールドの値を用いて，OpenFlowスイッチにフローエントリを設定す
ることで実現する．OpenFlowコントローラは，パケットの受信ポートがVDもし
くはBDポートかつ，受信パケットのToSフィールド上で該当するVNFレイヤの
ビットが 1の場合，VMの接続情報から IPアドレスのMD5ハッシュ値に基づい
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図 4.9: FlowFallにおけるOpenFlowスイッチポート
て出力先VUポートと宛先MACアドレスを選出する．その後，受信ポート，ToS
フィールド，送信元 IPアドレスをマッチフィールドとし，宛先MACアドレスを
選出されたMACアドレスに書き換え (set-dl-dst)，選出された VUポートに出力
するアクションを持つフローエントリを設定する．受信パケットのToSフィール
ド上で当該VNFレイヤのビットが 0の場合は，バイパスリンクに対して同様の処
理をおこなう．
インターネットから出展者収容ネットワークに向けたトラフィックの転送は，出
展者収容ネットワークからインターネットに向けたトラフィックの転送に利用し
たフローエントリの送信元 IPアドレスおよびMACアドレスを宛先とし，VDま
たは BDポートを出力先としたフローエントリを設定することで実現する．この
ようにVNFレイヤごとに上下対称にフローを設定することで，あるフローが通過
するVMの列が上下対称になる．これによって，セッション単位の処理が必要な
FirewallやDPIといったネットワーク機能が利用可能となる．
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4.4.3 プロトタイプ実装による検証
FlowFallの動作確認のためにプロトタイプを実装し，相互接続性とスケールア
ウトについて検証した．その結果，相互接続性については定性的，スケールアウ
トについては定量的な評価によって要件を満たしていることを確認した．
相互接続性
FlowFallは，汎用的なハードウェアと標準化された技術によって構成されており，
プロトタイプ実装においても相互接続性を実現している．FlowFallのネットワー
クは，x86アーキテクチャの汎用サーバとOpenFlow 1.3に準拠した汎用OpenFlow
スイッチによって構成され，サービスチェイニングのトラフィック制御に用いた
識別子は，利用者の IPアドレスとToSフィールドである．また，VNFレイヤは，
VMのネットワーク I/O技術に SR-IOVを利用し，連結方式にハイパーバイザ外部
のハードウェアスイッチを利用しており，一般的に入手可能なVNF製品で動作可
能な構成である．つまり，FlowFallが利用するデータプレーンおよびコントロー
ルプレーンは標準化された技術であり，様々な製品を組み合わせてネットワーク
を構成することができる．
スケールアウト
FlowFallは，VNFレイヤへのVMおよびハイパーバイザの追加によるスケール
アウトを実現している．図 4.10に，1台のハイパーバイザにおいて起動する VM
を増加させていった場合のパケット転送性能 (フレームサイズ 64バイト，128バ
イト)と，ハイパーバイザを追加した場合のパケット転送性能 (フレームサイズ 64
バイト)を示す．1台のハイパーバイザにおいて起動するVMを増加させていった
結果，フレームサイズ 64バイトでは，12台の VMまで性能が線形に向上し，約
7Gbpsのパケット転送性能を達成した．フレームサイズ 128バイトでは，10台の
VMまで性能が線形に向上し，10 Gigabit Ethernetの理論値性能を達成した．ま
た，ハイパーバイザを追加することによって，パケット転送性能が線形に向上す
ることを確認した．
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(c) ハイパーバイザ 2台，フレームサイズ 64バイト
図 4.10: 単一VNFレイヤにおけるVNF数とハイパーバイザ数を増加させた場合
のパケット転送性能
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4.5 ShowNetにおけるFlowFallの構築・運用
本節では，ShowNet 2015で構築したFlowFallのネットワーク構成，出展者収容
ネットワークとして運用した結果から見えてきた課題について述べる．
4.5.1 ShowNetにおけるFlowFallの設計と構築
ShowNet 2015の出展者収容ネットワークは，全て市販されている汎用サーバ，
VNF製品，ネットワーク装置によって構成された．表 4.3に ShowNet 2015の出展
者収容ネットワークに利用したネットワーク機器の一覧を示し，図 4.11にそれら
を用いたネットワーク構成を示す．利用したハードウェアは，OpenFlowスイッチ
と x86アーキテクチャの汎用サーバである．OpenFlowスイッチにはNEC PF5248
とPF5459を利用し，ハイパーバイザとして用いる汎用サーバにはDell PowerEdge
R630，Huawei FusionServer X6800，Dell PowerEdge C6220を利用した．これらの
ハードウェアを用いて，3つのVNFレイヤから成るFlowFallを構築した．VNFレ
イヤは 3つの機能によって構成した．1つ目のVNFレイヤは Palo Alto Networks
のPA-VMを利用したアプリケーションレベルでのトラフィック解析機能，2つ目
のVNFレイヤはCisco SystemsのCSR1000vを利用した Firewall機能，3つ目の
VNFレイヤはA10 NetworksのThunder 6536 TPSを利用したDDoS対策機能で
ある．Thunder 6536 TPSは専用ハードウェアを利用したネットワーク機器である
が，FlowFallのアーキテクチャではVNFがハードウェアかVMかを区別する必要
はないため，動作確認のために導入した．
CPEには Juniper Networksの vSRXを用いて，NAT機能と，出展者の適用す
るサービスをToSフィールドに設定する機能を実装した．NAT機能をVNFレイ
ヤではなくCPEレイヤに実装した理由は，FlowFallにおけるトラフィック制御を
容易にするためである．FlowFallは，インターネットから出展者収容ネットワー
クに向けたトラフィックの識別に，送信元 IPアドレスを利用するため，NATが送
信元 IPアドレスを変更した場合，FlowFallのトラフィック制御で利用する送信元
IPアドレスが 2種類になり，OpenFlowコントローラにおける管理が複雑になる．
そのため，パケットの送信元 IPアドレス，ポート番号を変換するNATはCPEに
実装した．
出展者ごとのサービス要求に基づいた動的なネットワーク構成変更への対応につ
いては，出展者収容ネットワークに対して利用するVNFを制御可能なWebポータ
ルを用意した．出展者が利用するサービスをWebポータルから指定することで，ト
ラフィック制御に利用するToSフィールドの値を決定し，vSRXに対してNetconf
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を利用して設定変更を行い，出展者収容ネットワークから出力されるトラフィッ
クにToSフィールドの値を設定する．
表 4.3: ShowNet 2015における FlowFallで利用したネットワーク機器
装置名 タイプ 役割 ハイパーバイザ
A10 Thunder 6435 TPS Hardware DDos Mitigation N/A
Cisco CSR1000v VNF Firewall Dell PowerEdge C6220
PaloAlto PA-VM VNF DPI Huawei Fusion Server X6800
Juniper EX4600 Hardware Aggregation Router N/A
Juniper vSRX CPE NAT Dell PowerEdge R630
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図 4.11: ShowNet 2015における FlowFallのネットワーク構成
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4.5.2 ShowNetにおけるFlowFallの運用課題
FlowFallは ShowNetにおける vCPEサービスの要件である相互接続性とスケー
ルアウトを満たし，ShowNet 2015での運用を通して実用性を示すことができた．
しかし，ShowNetにおいて FlowFallをより安定して運用するためには，少なくと
もFlowFallに特化した死活監視機能と効率的なトラフィックの分散が必要である．
FlowFallに特化した死活監視機能
FlowFallでは，スケールアウトを実現するトラフィックの分散に IPアドレスの
ハッシュ値を用いている．このため，外部のネットワークから任意のVMに対し
て Pingなどを用いた一般的な IPネットワークにおける死活監視の手法を適用で
きない．
この課題については，Link Layer Discovery Protocol(LLDP)を用いたOpenFlow
ネットワークにおける死活監視手法 [48]を VNFおよびリンクの監視に応用する
ことで解決できると考えている．このような手法を FlowFallに実装するために
は，OpenFlowコントローラが packet-inおよび packet-outメッセージを用いて
OpenFlowスイッチ経由で LLDPパケットを送受信することで，リンクの状態を
管理する必要がある．
効率的なトラフィックの分散
FlowFallでは，パケットの送信元 IPアドレスをキーとしたハッシュアルゴリズ
ム (MD5)を利用して，あるフローを処理するVMを決定している．このため，フ
ローごとのトラフィック量が異なる実際のネットワークでは，同一VNFレイヤ内
において均等にトラフィックを分散できない場合がある．
この課題については，ネットワーク機器に入力されるトラフィックの傾向を解析
し，動的に転送先を変更するトラフィック分散手法 [49]を，同一VNFレイヤのVM
に対して入力するトラフィック分散に応用することで解決できると考えている．こ
のような手法をFlowFallに実装するためには，sFlow[50]に対応したOpenFlowス
イッチを利用し，OpenFlowコントローラでトラフィックの傾向を解析した結果に
基づいて転送先のVMを変更する必要がある．
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4.6 本研究によって得られた知見
本研究によって得られた vCPEにおける相互接続性とスケールアウトに関する
プラクティスと，それに伴うトレードオフについて述べる．
4.6.1 相互接続性とスケールアウトに関するプラクティス
FlowFallの設計・実装・運用から得られた vCPEにおける相互接続性とスケー
ルアウトに関するプラクティスを示す．
相互接続性
vCPEで相互接続性を実現するには，VMのネットワーク I/O，VMの連結方式，
VNF間のトラフィック制御について考慮する必要がある．
(a) VMのネットワーク I/O: ハイパーバイザとVNFの両方が対応している技
術が必要である．SR-IOVやVirtio-Netなどの標準化もしくは仕様が公開さ
れた仮想デバイスの利用が有効である．
(b) VMの連結方式: VMのネットワーク I/O技術と接続可能で，外部からトラ
フィック制御のシグナリングが可能な技術が必要である．OVSやOpenFlow
スイッチなど，標準化されたコントロールプレーンプロトコルに対応した
SDNスイッチの利用が有効である．
(c) VNF間のトラフィック制御: VNFと CPEを含めた全てのネットワーク構
成要素が対応しているデータプレーン技術が必要である．ToSフィールドな
ど標準化されたパケットヘッダのサービス識別子への利用が有効である．
スケールアウト
vCPEでスケールアウトを実現するには，VM間における資源競合を回避し，複
数のVMでトラフィックを分散処理可能なVMの連結方式，VMの資源割り当て
方法について考慮する必要がある．
(a) VMの連結方式: 仮想 NICや仮想スイッチなど，ハイパーバイザ内部にお
けるソフトウェアパケット処理による資源競合を回避可能な技術が必要であ
る．SR-IOVとハイパーバイザ外部のハードウェアスイッチを利用したハイ
パーバイザ内のソフトウェアパケット処理のバイパスが有効である．
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(b) VMの資源割り当て方式: VMのネットワーク I/O技術が持つキュー数に非
依存で，VM内の資源競合を回避可能な技術が必要である．VMごとに必要
最小限のCPUコアを割り当てる資源分散が有効である．
4.6.2 トレードオフ
FlowFallには，vCPEサービスの要件を満たすことを優先した結果，トレードオ
フとしてVNFの数，VNFの種類，VNFの順序に関して制約が発生した．
VNFの数
FlowFallでは 8ビットのToSフィールドをサービス識別子に用いて，ToSフィー
ルドの 1ビットが 1個のVNFを示す設計としたため，連結可能なVNFの数 (最大
8個)に制約がある．ShowNet 2015においてVNFは 8個で十分であったが，それ
以上の数のVNFを利用するにあたっては，新たなネットワーク制御手法を検討す
る必要がある．
VNFの種類
FlowFallでは ToSフィールドをトラフィック制御のサービス識別子に用いた
ため，IPヘッダを書き換えるネットワーク機能が VNFレイヤで利用しにくい制
約がある．例えば送信元 IPアドレスとポート番号を変換する Network Address
Translation(NAT)装置がToSフィールドの値を書き換える場合，FlowFallのトラ
フィック制御で利用する送信元 IPアドレスが 2種類になり，OpenFlowコントロー
ラにおける管理が複雑になるため，ShowNetではNAT機能はCPE側で実装した．
VNFの順序
FlowFallでは，VMのネットワーク I/O技術にハードウェアによる補助 (SR-IOV)
を用いたため，VNFレイヤ間の接続はハードウェアスイッチを介した静的なもの
となった．そのため，VM間の資源競合の排除によるスケールアウトを実現でき
たが，適用するVNFの順序はVNFレイヤの順序に依存し変更することができな
い．一方，仮想スイッチを用いれば，自由な順序でのVNFの連結を実現できるが，
性能は犠牲となる [51]．このように，ハードウェアによる補助を用いてスケールア
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ウトを実現するか，パケットのソフトウェア処理を用いて柔軟性を実現するかは，
トレードオフの関係にある．
4.7 VMを利用したNFVの課題整理
NFVの評価・検証および FlowFallの構築・運用から得られた知見にもどつき，
VNFの可搬性およびパケット処理性能の観点から，VMを利用した NFVの課題
を整理する．
4.7.1 VNFの可搬性
市販されているVNFは，VMのイメージとして配布されており，標準化されて
いるNFVのフレームワークに対して，VNFはNFVIとの境界を逸脱している．図
4.12に，ETSIのNFV ISGが標準化しているNFVのフレームワーク [5]と市販され
ているVNFの関係性を示す．標準的なNFVのフレームワークではVMはNFVI
を構成する要素の一部である．しかし，市販の VNFは VMのイメージを含んで
おり，VNFとNFVIとの境界を逸脱している．VMのイメージには，VNFの実行
ファイルに加えて，オペレーティングシステムとVMの構成情報が含まれている．
VMの構成情報には，仮想CPUや割り当てメモリ量，仮想デバイスなどが記述さ
れている．この記述には，オペレーティングシステムが保持するハードウェアリ
ソースの識別子が利用される．
この境界は，VNFとNFVIのインターフェースとしてVn-Nfが定義されている
が，実質的には形骸化している．Vn-Nfは，ハードウェアに非依存にVNFの要件
(ライフサイクル管理や性能など)を保証するものである．しかし，具体的な技術
や仕様は定義されておらず，VNFがVMのイメージとして配布されている現状で
は，VNFの利用者がVn-Nfインターフェースを意識することはなく，その役割を
果たしているとは言えない．
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図 4.12: ETSIの NFV ISGが標準化している NFVのフレームワークと市販され
ているVNFの関係性 [24]
VNFを VMイメージとして配布することによって，VNFが NFVIとの境界を
逸脱し，Vn-Nfインターフェースが機能していない状況では，本来のNFVで期待
されているハードウェアとネットワーク機能の分離が実現できていない．図 4.13
に理想的なNFVとVNFをVMイメージで抽象化したNFVの比較を示す．理想
的なNFVは，異なるハードウェアの差分を，仮想化レイヤが抽象化して統一的な
インターフェースを提供することによって，VNFに可搬性を提供する．しかし，
VNFをVMイメージとして配布することによって，VNFの利用者がVMの構成情
報を明示する必要が発生する．そのため，SR-IOVやDPDKといったハードウェ
アに特化したパケット処理性能の最適化を実装した場合，VNFはハードウェアと
分離されているとは言えない．すなわち，VNFの可搬性が失われた状態になる．
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図 4.13: 理想的なNFVとVNFをVMイメージで抽象化したNFVの比較
4.7.2 VNFのパケット処理性能
VNFの可搬性を上げるため，ハードウェアの構成に非依存な仮想NICを利用し
た場合，VMを利用することによって発生するオーバーヘッドによって，高いパ
ケット処理性能を提供するのが困難になる．その根本的な原因は，カーネルとユー
ザスペース間のデータコピー，ハイパーバイザとゲストOSのコンテキストスイッ
チ，VNFに対して冗長なゲストOS機能である．以下にこれらの原因について述
べる．
カーネルとユーザスペース間のデータコピー
VMに接続される仮想NICのバックエンドは，ホストOS上のカーネル内に実
装される場合がある．一方で，VMはユーザスペースのプロセスである．したがっ
て，仮想NICに対してパケットを入出力するためには，カーネルとユーザスペー
ス間でメモリのデータコピーが発生する．
ハイパーバイザとゲストOSのコンテキストスイッチ
ゲストOS上の仮想CPU上でセンシティブ命令が発生した場合，VMはハイパー
バイザに対してVM Exitを発行し，ゲストOSからハイパーバイザへのコンテキ
ストスイッチが発生する．その間，VMの仮想CPUは停止状態になるため，その
処理が完了するまではハイパーバイザ側の処理を待たなくてはならない．センシ
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ティブ命令には，VMのネットワーク I/Oにおける仮想NICのレジスタアクセス
や，メモリマップド I/O，割り込み制御が含まれる．大量のパケットを送受信する
事が想定される通信事業者のミドルボックスの利用には不向きであると言える．
VNFに対して冗長なゲストOS機能
通常，VM上で動作するゲストOSはホストOSと同じソフトウェアが用いられ
る．本来OSの役割は，ハードウェアの資源管理，アプリケーション（プロセス）間
のメモリ空間の分離，マルチタスクのスケジューリングなどである．しかし，VM
の実運用シナリオとして，単一アプリケーション機能のみが実装される場合も多
く，OSの一部の機能は不要であり，オーバーヘッドとなっている場合がある．
4.8 本章のまとめ
VMは計算機という点では x86アーキテクチャで抽象化されているが，ネット
ワークという点ではNFVIが提供する多様な仮想NICの実装があり，その構成に
よって最適化方法が異なる．特に Virtio-Netを利用した純仮想 NICの実装では，
ネットワーク I/Oが集中した場合の資源競合を抑制するのが困難であり，実質的に
はハードウェアのパーティショニングによる仮想化を利用しなければ，スケールア
ウトの実現は困難である．この知見を元に，本研究ではFlowFallを設計・実装し，
10Gigabit Ethernetの理論値に近いパケット処理性能を実現し，Interop ShowNet
において商用の vCPEサービスを提供できた．しかし．SR-IOVによるハードウェ
アに特化したパケット処理性能の代償として，SFCの運用上における課題などが
明らかになった．
上記の知見から得られるVMを利用したNFVの問題点は，VNFの可搬性とパ
ケット処理性能の両立である．VNFの可搬性おいて，VMを利用する市販製品は
標準的な NFVのフレームワークにおける VNFと NFVIの境界を逸脱しており，
統一されたインターフェースによって抽象化がされていない．その結果，VNFが
VMの構成に特化した最適化を実施した場合，可搬性が失われる．一方，VNFの
パケット処理性能において，あらゆるNFVIで統一された仮想NICを利用し，VM
上のオペレーティングシステムで共通のデバイスドライバを利用する場合，様々
なオーバーヘッドがあり，可搬性とパケット処理性能は両立しない．
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第5章 コンテナ型NFVアーキテク
チャの提案
本章では，VMを利用したNFVが根本的に抱える課題である性能と柔軟性の両
立を解決するため，本研究の提案手法であるコンテナ型VNFアーキテクチャにつ
いて述べる．はじめに，アーキテクチャの概要について述べ，次にプロセスによる
VNFの抽象化，VNFのコンテナ化，サービスチェイニング方法について述べる．
5.1 コンテナ型NFVアーキテクチャの概要
コンテナ型NFVアーキテクチャは，2章で述べたネットワークサービスのPaaS
化を実現させるためのアーキテクチャであり，NFV領域における要件であるVNF
の可搬性とパケット処理性能を両立させる技術である．本アーキテクチャでは，
VNFをコンテナの集合体として取り扱い，コンテナのオーケストレータによって
VNFのライフサイクルを管理する．ネットワークを利用するアプリケーションは，
オーケストレータに対してネットワークスライスに対する操作 (新規作成，構成
変更，削除)を要求し，オーケストレータはリアクティブに実施する．アプリケー
ションとオーケストレータ間のインターフェースでは，ネットワークトポロジや
経路制御の情報など具体的な情報を含まず，アプリケーションの視点での抽象度
の高いネットワークに対する通信品質の要求が交換される．
図 5.1にコンテナ型 NFVアーキテクチャの概要を示す．本アーキテクチャは，
オーケストレータ，NFVI，VNF，SRv6 Router，IP Networkから構成される．オー
ケストレータは，VNFFGの入力をトリガーとしてNFVIに対してVNFコンテナ
の起動およびVNFに割り当てた IPv6アドレスの広報を依頼する．IPv6アドレス
はVNFの種類に応じてユニークな IDを割り当てる．すなわち，同じ役割を持つ
VNFは，異なるコンテナでも同じ IPv6アドレスを利用する．次にVNFFGの記
述に基づき，あるフローが通過するべきVNFの順序を Ingressと Egressの SRv6
Routerに設定する．この順序は SRv6 Headerを利用して記述される．
図5.2に，オーケストレータとNFVIの関係を示す．オーケストレータは，Kuber-
第 5章 コンテナ型NFVアーキテクチャの提案 47
Ingress
SRv6 Router
Ingress
SRv6 Router
Orchestrator
NFVI-1
VNF-A1 VNF-B1
VNFFG
NFVI-2
VNF-B2
NFVI-3
VNF-A2
Egress
SRv6 Router
SRv6 RouterSRv6 RouterSRv6 Router
source source
destination
VNF-A VNF-B
source destinationx2 x2
Data Traffic
Signaling
IPv6 Network
図 5.1: ネットワークのアーキテクチャ
netesなど一般的に普及しているコンテナのオーケストレーションシステムを想定
する．オーケストレータは，VNFFGから入力されたポリシー情報に基づき，コン
テナを起動しネットワークの設定をおこなう．ポリシー情報には，コンテナの冗長
性，自動回復，NFVIの条件などが記述されており，それらに基づいて適切なNFVI
を選択してコンテナを起動する．これらの役割は，SchedulerとManagerによっ
て実現される．コンテナの起動およびネットワークの設定は，Container Runtime
Interface(CRI)やContainer Network Interface(CNI)などの標準化されたシグナリ
ングを利用して実施され，NFVIの実装に非依存な抽象化を提供する．
コンテナ型NFVアーキテクチャの利点は，VNFの可搬性を確保するのが容易
な点である．コンテナはプロセスの集合体であり，その実体はユーザスペースで
動作するプログラムの実行ファイルである．ユーザスペースで動作するプログラ
ムは，カーネルが提供するシステムコールを介して，カーネルが管理するハード
ウェアのリソースにアクセスする．したがって，ハードウェアのプラットフォー
ムが同じであれば，Application Binary Interface(ABI)の互換性が保たれている限
り，オペレーティングシステムの実装に非依存に実行することができる．また，昨
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図 5.2: オーケストレータとNFVIの関係性
今のコンテナのデプロイシステムはマルチアーキテクチャ対応を進めており，異
なるハードウェアプラットフォームにおいても，コンテナを登録しているレジス
トリから実行環境に合致したバイナリを取得することができる．したがって，オ
ペレーティングシステムやハードウェアのプラットフォームに依存しない可搬性
を確保できる．
もう一つの利点は，VMと密結合のVNFと比較して軽量な点である．従来のVM
を利用したNFVと比較して，VNFの実行ファイルから，オペレーティングシス
テムを削除することによって，VNFを構成する実行ファイルのサイズを小さくす
ることができる．NFVIに対してVNFをダウンロードするために必要な時間を短
縮できるだけでなく，より多くのVNFの実行ファイルをNFVIにキャッシュでき
る．その結果，VNFの運用方法が，あらかじめ起動しておくプロアクティブな手
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法から，VNFが必要となるアプリケーションの通信の検出をトリガーとしたリア
クティブな手法に変化し，資源の有効活用が可能になる．
図 5.3に，NFVIのアーキテクチャを示す．NFVIは，VNF Container と SRv6
Routerで構成される．VNF Containerはプロセスの集合であり，ネームスペース
やCgroupsなどのオペレーティングシステムが提供するリソースの隔離・制限をす
る機能を利用してコンテナ化する．SRv6 RouterはVNF Containerに対して仮想
NICを提供する．カーネルは仮想NICのパケットバッファに対してユーザスペー
スから直接アクセス可能なAPIを提供する．その結果，VNF Containerで動作す
るプロセスは，オペレーティングシステムが持つネットワークスタックをバイパ
スし，カーネルからユーザスペースへのデータコピーを介さずに仮想NICにアク
セスする．
SRv6 Router
Virtual NIC
VNF Container
Virtual NIC
Physical Port Physical NIC
VNF Container
ProcessProcessProcess
ProcessProcessProcess
High Performance
Network I/O API
User Space
Kernel
図 5.3: NFVIのアーキテクチャ概要
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5.2 プロセス型VNFの設計
本研究が提案するコンテナ型NFVアーキテクチャにおける根幹であるNFVIと
VNFのアーキテクチャを実証するためにおこなった，プロセス型VNFの設計に
ついて述べる．
コンテナ型NFVアーキテクチャでは，VNFをオペレーティングシステムのプロ
セスの集合として抽象化する．図 5.4にプロセス型VNFの設計を示す．プロセス
型VNFでは，ユーザスペースのプロセスとして動作するVNFと，カーネルで動作
するBridgeで構成される．Bridgeは，VNFに仮想ポートを提供しサービスチェイ
ニングにおけるトラフィック制御を担当する．VNFは，仮想ポートから入力された
パケットに対してネットワーク機能としてパケット処理を担当する．VNFは，ユー
ザスペースでパケット処理をおこなう Pre-Processing，VNF-Specific-Processing，
Post-Processingで構成される．VNFは Bridgeの仮想ポートがカーネル内に持つ
パケットバッファと，自身がユーザスペースに持つリングバッファをマッピング
し，パケットの入出力をカーネルとユーザスペース間のメモリコピーを介さない
参照渡しで実施する．以下に各パーツの動作について説明する．
Bridge
VNFに対して仮想ポートを提供し，VNF間もしく VNFと物理 NIC間のトラ
フィックを中継する．VNFに対して，仮想ポートのパケットバッファを参照可能
な高速ネットワーク I/OのAPIを提供する．また，ネットワークコントローラと
接続するインターフェースを持ち，動的なトラフィック制御を実現するインター
フェースを持つ．
Pre-Processing
Bridgeが提供する高速なネットワーク入出力APIを利用してVNFに着信した
パケットを取得し，そのパケットに対して転送，処理，破棄のいずれを実施する
か判別する．パケット処理が必要な場合は，続くVNF-Specific-Processingを呼び
出し，転送する場合は Post-Processingを呼び出す．
VNF-Specific-Processing
VNF自身が提供するパケット処理を実行する．この機能は実装するVNFに特
化した内容となるため，特に動作に関する定義を行わない．
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Post-Processing
Pre-ProcessingもしくはVNF Specific Processingから，外部へ送信すべきもの
として送られてきたパケットに対して，VNFの種別に基づき必要なプロトコルス
タック処理をおこなった後，Bridgeが提供する高速なネットワーク入出力APIを
利用して，パケット送信処理をおこなう．
Pre-Processing，VNF-Specific-Processing，Post-Processingを複数のプロセスに
分割し，並列処理を実施する場合は，実現するVNFのパケット処理モデルに応じ
て同期手法を検討する必要がある．例えば，テールドロップのようにパケットの
受信キュー長を超えるパケットの入力を破棄するモデルでは，セマフォのような
同期手法を利用する必要がある．パケットの受信から送信までの一連の処理にア
トミック性を持たせる必要がある場合は，ミューテックスを利用する必要がある．
このように，VNFのパケット処理に応じて，設計者が適切な同期手法を選択する
必要がある．
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5.3 プロセス型VNFの実装
本節では，プロセス型VNFアーキテクチャをモデルとして，実際のVNFをプ
ロセス上に実装する手法に関して説明する．
Bridgeと高速ネットワーク I/O API
本研究ではプロセス型 VNFアーキテクチャの高速ユーザスペースネットワー
ク I/O技術に Netmapを，本アーキテクチャの Bridgeに VALE[52]を利用する．
VALEはカーネル内のブリッジとして動作し，Netmap APIをユーザスペースに対
して提供する高速なユーザスペースネットワーク I/O技術である．
VALEはNetmap APIを利用してポーリングベースのパケット入出力インター
フェースを提供するため，Pre-ProcessとPost-Processと接続が可能である．また，
ゼロコピーが可能な事から，ネットワーク機能の抽象化とネットワーク I/O性能
を両立できる．
VALEはOpenFlowなどEthernetのスイッチング以外の機能も適用可能なため，
サービス連結における経路制御を担当可能であり，VNFから複雑なサービス連結
に関係する複雑な経路制御を分離できる．Netmapはユーザスペースに対してネッ
トワーク I/O以外のカーネルメモリ空間を解放しないため，意図せずプロセスが
カーネルをクラッシュさせる心配がなく，マルチテナンシーに適合する．また，
Netmapは専用ハードウェアのオフロード機能に非依存で，デバイスドライバが
対応すれば，一般的なネットワークカードでも動作するため，プロセス型VNFの
ネットワーク機能の抽象化と合致する．
VNFに特化したプロトコル処理
ユーザスペースのネットワーク I/Oはカーネルをバイパスするため，プロトコ
ルスタックの処理をユーザスペースのVNF自身で実装する必要がある．本アーキ
テクチャではVNFの種類や構成に依存せずモデルを保ち，Pre-ProcessingとPost-
ProcessingにVNFの種類に特化した処理を当てはめることで，様々なVNFの実
装に対応する．ミドルボックスが処理するプロトコルスタックの性質は，ミドル
ボックスがトラフィックの質に応じて，通信の方向性（片方向もしくは双方向），
処理する通信の単位（パケット単位もしくはフロー単位）の違いがある．
表 5.1に実際に対応するミドルボックスの種類と実装すべき Pre-Processingと
Post-Processingの関係性を示す．
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表 5.1: 通信の方向性，トラフィック処理単位と実装すべき機能
通信の方向 片方向 双方向 双方向 Pre-Processと Post-Process
処理の単位 パケット毎 パケット毎 フロー毎
レイヤ 2 スイッチ DPI FDB探索
透過機器
レイヤ 3 ルータ NAT ARP解決とMAC入れ替え
終端機器 IP経路表探索，TTL減算
チェックサム計算
レイヤ 4 Stateless NAPT Stateful TCP の再構成
終端機器 Firewall Firewall
レイヤ 7 プロキシ アプリケーション
終端機器 キャッシュ プロトコルの終端
NAT機能を例にしたVNFの実装例
図 5.5に本アーキテクチャの設計思想に基づいて作成した NAT VNFの概要を
示す．
Pre-ProcessはVALEポートをOpenし，Netmapの機能を利用してポーリング
によって受信リングバッファにデータが書き込まれたことを検知する．受信リン
グバッファのメモリ番地が格納されたユーザスペースのリングにアクセスする事
で，実際のパケットデータにアクセスする．パケットの着信とともに IPの経路表
が格納されているパトリシアツリーに対して，パケットの宛先プレフィックスを検
索し，存在しなければパケットを破棄，存在すればVNF Specific Processに進む．
次に，VNF Specific ProcessがNATの変換表が格納されているハッシュテーブ
ルに対して，変化すべき送信元 IPアドレスを検索し，存在しなければパケットを
破棄，存在すれば送信元 IPアドレスを変換し，Post-Processに進む．
Post-Processではレイヤ 3終端機器としておこなうべきTTLの減算，宛先MAC
アドレスを次のVNF，もしくは外部のサービス連結先のものに変換，チェックサ
ム計算をおこなったのち，送信処理をおこなう．送信処理は Netmapの機能を利
用して受信バッファのメモリ番地を送信バッファのメモリ番地とスワップするこ
とで，ゼロコピーでパケットデータを送信する．
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図 5.5: プロセス型VNFにおけるNATの実装
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5.4 評価
提案手法の評価をおこなうため，コンテナ型NFVアーキテクチャと同等の可搬
性を担保した従来方式との比較をおこなう．定量的な評価としては，VNFにルー
タ，NAT，Firewallを実装した場合のパケット処理性能を測定する．また，定性的
な評価として，VMを利用したNFVと比較した可搬性の評価をおこなう．
5.4.1 評価環境
ハードウェアとソフトウェア
評価に利用したハードウェアはCisco Systems社のUCS C200 M2である．Intel
XEON E5670 2.97GHz 6 Coreが 2ソケット，DDR3 1333MHz 8GByteが 12本
搭載されており，ネットワークデバイスには 10Gbit Ethernetカードである Intel
X520 DA2を利用した．
利用したOSはLinux Kernel 3.13.0–37である．カーネルの設定はUbuntu14.04.1
の標準設定を利用した．10Gbit Ethernetカードのデバイスドライバには，VM形
式の場合はLinux Kernel付属の ixgbeを，本提案の場合はNetmap付属の ixgbeド
ライバを利用した．ハイパーバイザには qemu-kvmバージョン 2.0を利用した．
測定器には Spirent社の SPT-2000に 10Gbit Ethernetの測定モジュールである
XFP-2001bを利用し，サーバと計測器は直接繋げた．
実験ネットワーク構成
図 5.6に，サービス連結の性能測定に用いたネットワーク構成を示す．どちらの
構成も物理ネットワークデバイスとVNFの接続，VNFとVNF間の接続は仮想ブ
リッジを経由しておこなう．また，NFVの利点に仮想化による柔軟なトポロジ構
成とハードウェア依存度が低いソフトウェアによる構成が挙げられる．そのため，
動的なスケールアウトなどによる柔軟なネットワーク構成の変更が可能なネット
ワーク構成とした．
VM形式の実験環境
VMの問題点として着目すべき点は仮想化に起因するオーバーヘッドである．す
なわちVMがセンシティブ命令を実行する事によるハイパーバイザへのコンテキ
ストスイッチが発生する問題である．そのため，VM形式に対して他の原因で性
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能劣化を起こさぬよう，この問題以外の部分のオーバーヘッドは可能な限り関連
技術を用いて削減する方針をとる．
VMが利用する仮想ネットワークデバイスにはvhost-net[53]を利用した．macvtap[54]
の利用も検討した．しかし，サービス連結をおこなうためには，EVB(Edge Virtual
Bridge)[55]で定義されているブリッジモード (VEB)，もしくは外部スイッチを経
由したVEPAを利用する必要があり，どちらもハードウェア固有の機能を利用す
るため採用しなかった．
VMを利用したVNFの実装はゲストOSのカーネル内に実装した物を利用する．
ゲストOS上のプロセスとして実装した場合，仮想化のオーバーヘッドが存在しな
い分，本提案の方が高速なのは自明だからである．具体的に利用した機能はLinux
の IP Tablesを利用した Firewall機能，NAT機能である．
計測トラフィックパターン
計測トラフィックパターンは，64，512，1518バイトの 3種類のEthernetフレー
ムのサイズを利用した．測定器の送信側インターフェースより 10Gbpsをワイヤ
レートのトラフィックを送信し，受信側インターフェースに通過して来たパケッ
ト数を基にスループットを算出した．
本提案で利用したNetmap関連技術と，VM形式で利用可能なマルチキューの性
能の差異を避けるため，計測トラフィックは 1フローとした．VMに割り当てる仮
想CPU数に対してデータプレーン性能に優位な差が見られなかったためである．
したがって，本提案手法，VM利用のどちらも割り込みで利用されるCPUコア数
は 1個である．
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図 5.6: 評価実験ネットワーク構成
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5.4.2 パケット処理性能の評価
VNF単体の性能測定
図 5.7は，本研究の提案手法とVMを使ったVNFの 1秒間に処理したパケット
数を示している．本実験で利用したVNFの機能はルータ，NAT，Firewallの 3種
類である．同一機能に対して，約 2から 5.5倍の性能向上が見られた．また，小さ
いパケットサイズを利用した計測の方が性能向上率は高くなった．VM形式では
処理するパケット数が多い程，コンテキストスイッチの頻度が高まるためである．
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
 1.8
 2
Process-R
T
VM
-R
T
Process-N
AT
VM
-N
AT
Process-FW
VM
-FW
Pa
ck
et
 P
er
 S
ec
on
d(M
pp
s)
Kind of Middlebox
64byte
512byte
1518byte
図 5.7: 提案手法とVMを使ったVNFの 1秒間に処理したパケット数
サービス連結時の性能測定
図 5.8にサービス連結数によるVNFの性能の変化を示す．利用したVNFの機
能はルータで，経路表の検索，TTLの減算，チェックサムの計算，パケット転送
をおこなう．同一の連結数に対して，約 3から 9倍の性能向上が見られた．また，
ショートパケットを利用した計測の方が性能向上率は高くなった．VM形式では
処理するパケット数が多い程，コンテキストスイッチの頻度が高まるためである．
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図 5.9に VNF単体性能を 100%とした際，連結数を増加させる事でどの程度性
能が落ちていくかの割合を示す．連結数を 6段まで増やす事により，提案手法は
最大約 26%の性能劣化，VM形式では 51%の性能劣化が観測された．性能劣化の
傾向としては本提案手法の方が緩やかであることが示せた．
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図 5.8: 連結数とフォワーディングの性能 (Mpps)の関係
5.4.3 ボトルネックの考察
提案手法と VM形式の性能のボトルネックを CPU利用率から考察する．先に
述べた通り，計測トラフィックは 1フローであるため原則としてRSSは効果を発
揮しない．そのため両者共に利用される softirqdは 1つであり，CPUの利用率は
96%を超えて安定していた．
本提案手法ではサービス連結の 1段目のプロセスでのみ CPUの利用率が 90%
を超え，残りのプロセスでは 48%前後で安定した．softirqdがボトルネックとして
処理しきれなかったパケット数を，VALEスイッチを経由して受信した 1段目の
VNFが主なボトルネックとなっているものと考えられる．
一方，VM形式の場合は vhost-netのプロセス，qemu-kvmのプロセス共に 90%
を超えるCPU利用率で安定した．そのため，カーネル内仮想ブリッジとVMとの
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図 5.9: 連結数と IPルーティグとフォワーディングの性能割合
間で発生するデータコピーのシステムコールがボトルネックになっていたと考え
られる．
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5.4.4 可搬性の評価
コンテナ型NFVアーキテクチャの可搬性について，VNFの互換性，VNFの開
発コスト，VNFのマルチテナンシーの観点から定性的な評価をおこなう．
VNFの互換性
コンテナ型NFVアーキテクチャは，VNFをコンテナとして取り扱うことによっ
て，VNFの実行ファイルからオペレーティングシステムを分離し，カーネルが提
供するAPIレベルでのソースコードの互換性と，ABIレベルでのバイナリの互換
性を提供する．したがって，同じCPUアーキテクチャのプラットフォームを利用
している限り，VNFはNFVIのハードウェアとオペレーティングシステムに非依
存で動作する．また，提案手法の実装で採用したNetmapとVALEは特殊なNIC
のハードウェアを必要とせず，実質的にFreeBSDとLinuxで動作する．そのため，
提案手法はハードウェアに依存しないVNFの実行環境が実現できる．
VNFの開発コスト
提案手法のようにユーザスペースの高速ネットワーク I/O技術を利用した場合，
プロトコル処理をVNF側ですべて実装する必要がある．代表的なプロトコル処理
としては，Ethernet，IP，TCPなどであるが，これらの機能はライブラリ化が可能
なため，時間とともに開発コストからは除外されていくと考えられる．また，ユー
ザスペースでのプロトコルスタック実装には，開発しやすさや，アプリケーショ
ンに最適化したプロトコル実装が可能な点など，一定の利点がある [56]．例えば，
NetBSDはユーザスペースの TCP/IPスタックを動作させる機能をメインライン
に取り込んでいる [57]．また，コンテナの名前空間分割機能のうち，ファイルシス
テムの分割機能を適用することができ，ライブラリ等を含めたVNFの実行環境を
均質化することができる．
また，本研究の提案手法は，最新のオペレーティングシステムの実装とも親和性
が高い．例えば，最新のLinuxカーネルは，デバイスドライバ内でBerkley Packet
Filter(BPF)を適用可能な eBPFと，ユーザスペースからカーネル内のパケット処
理の変更を命令可能なXDPを提供している．これらは全てカーネルが標準的に提
供するバイトコードであり，オペレーティングシステムやNICハードウェアに非
依存でVNFから利用可能である．したがって，提案手法は将来的にもVNFの可
搬性の確保に貢献する．
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VNFの展開
提案手法は，コンテナのレジストリとオーケストレーションと連携することに
よって，プラットフォームごとにクロスコンパイルされたコンテナのイメージを配布
することができる．近年のKuberenetesの普及に伴って，Cloud Native Computing
Foundation(CNCF)は，オーケストレータとコンテナランタイムおよびコンテナ
ネットワーク間におけるインターフェースの標準化を進めており，Systemd，RanC，
dockerdといった様々なランタイムを，単一のオーケストレータによって管理する
ことができるようになっている．その結果，パブリッククラウドとオンプレミス
のコンテナランタイムを透過的に管理できるようになり，異なるNFVIの構成に
おける動作の保証が現実的になっている．
また，コンテナ型NFVアーキテクチャは．従来のVMを前提としたNFVと比
較してNFVIに要求するリソースのフットプリントが小さい．提案手法における
VNFの最小構成単位は，オペレーティングシステムのユーザスペースで動作する
プロセスであり，VNFの実行ファイルにオペレーティグシステムを含まないため，
VNFの実行ファイルサイズを小さくできる．そのため，同じ機能を持つVNFを
大量に構築する場合の展開速度や，必要なネットワークの容量の点で優れている．
VNFのマルチテナンシー
同一ホストOSで動作するVNF間のセキュリティは，標準的なオペレーティン
グシステムが持つプロセスに対するアクセス権限によって担保することができる．
元来プロセス間は異なる仮想メモリ空間を保持するため，VNF間で互いのメモリ
空間を破壊する事はできない．コンテナを利用して名前空間を分割する事で，VNF
間で互いの存在を認識する事ができなくなる．また，プロセスに対して実行可能
なシステムコールの制限や，アクセス可能な資源をすることによって，同一のホ
ストOSで動作するVNF間のセキュリティを担保することができる．
同一ホストOSで動作するVNF間の資源競合も，標準的なオペレーティングシ
ステムが持つ資源割り当ての制限機能を利用することによって担保することがで
きる．例えば Linuxの cgroupを利用することによって，CPU時間やメモリの割
り当てを制限することができる．また，これらの制限は複数のサーバ間において
もMesosなどに代表されるスケジューラを利用することによって管理可能である．
したがって，同一サーバ内に異なるポリシーを持つVNF利用者を同居させる事が
可能である．
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5.5 本章のまとめ
本研究ではVNFをホストOSのプロセスとして実装し，一般的にシステムコー
ルによっておこなわれるネットワーク入出力やプロトコル処理をユーザスペース
で処理する事で，VM形式よりも高速かつ軽量に実現できるVNFを設計・実装・
評価した．従来のVMを利用したNFVと比較した結果，提案手法は高いパケット
処理性能を有していることを示した．ネットワーク機能単体としては約 2から 5.5
倍の性能を達成し，ネットワーク機能の連結をおこなった場合にも，最大で 9倍
の性能を達成した．また，VNFの可搬性について評価し，NFVIのハードウェア
とオペレーティングシステムに非依存で動し，様々なプラットフォームに移植可
能であることを示した．
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第6章 結論
本章では，本研究の結論として本論文をまとめるとともに，本研究が社会に与
えたインパクトについて述べ，将来に向けた展望について述べる．
6.1 本研究のまとめ
Network Function Virtualization(NFV)は，本来専用のハードウェアで実装され
て来たネットワーク装置を，汎用的なハードウェアと仮想化されたネットワーク
機能 (VNF)に分離する技術である．この技術は，VNFをソフトウェアにするこ
とで，通信事業者の設備や運用にかかる費用の削減を目的としている．具体的に
は，共通化されたハードウェアのライフサイクルを伸ばすだけでなく，複雑化す
るネットワークの構築や構成変更をソフトウェアによって自動化し，多様化する
ネットワークのトラフィックに対応した運用を可能にする．
一方で，自動運転や遠隔医療をはじめとした高度で多様な通信品質を要求する
さまざまなアプリケーションを，共通のプラットフォーム上で実現する概念であ
るネットワークスライシングが提案されている．ネットワークスライシングは，
3GPPなどの通信事業者が中心となった標準化団体などでその実装方法が議論さ
れている．しかし，その具体的な実現方法が未定義なだけでなく，そのスコープ
が通信事業者の設備に限定されており，パブリッククラウドをはじめとしたアプ
リケーションの開発および動作環境との連携が考慮されていない．
そこで，本研究では，ネットワークスライシングが提唱する本来の目的である
アプリケーションの要求に応じたネットワークスライスの動的な構成変更を実現
する手法として，ネットワークサービスの Platform as a Service(PaaS)を提唱し
た．PaaSは，本来クラウドコンピューティングにおいて，アプリケーションの要
求に応じて動的にその構成要素を供給するプラットフォームである．この概念を
ネットワークにも適用することによって，アプリケーションの開発者は，自身が
必要とするネットワーク機能をコードとして定義して管理・運用することが可能
になる．また，その定義を宣言的に記述することによって，アプリケーションの
状況に応じて，動的に構成要素の供給量や配置を最適化できるようになる．この
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ようなネットワーク機能の管理を実現するには，ネットワーク機能がその動作環
境の仕様に非依存で動作する「可搬性」が重要な要件であり，NFVの領域におい
てVNFの可搬性とパケット処理性能との両立が必要であることを示した．
従来のNFVがこれらの要件を満たしているかを検証するため，産学共同でアプ
リケーションの要求に応じたネットワーク機能の配置を最適化できる環境について
議論する次世代Network Service Platform(NSP)コンソーシアムを立ち上げ，市販
されているNFV関連製品を検証・評価した．また，そこから得られた知見を基に
して，通信事業者の顧客収容ネットワークを仮想化するユースケースである vCPE
サービスを，アジア最大級の IT技術の展示会である Interop Tokyoにおける出展
者を収容する商用ネットワークとして実際に構築し，会期中を通して運用できる
ことを実証した．
しかしながら，これらのコンソーシアムにおける検証・評価と，実際の商用ネッ
トワークにおける構築・運用から，NFVIに仮想マシン (VM)を前提としたVNF
の実装は，可搬性とパケット処理性能の両立に課題があることがわかった．市販
されているVNFは，VM上で動作するオペレーティングシステムとバンドルされ
ており，NFVIの一部を包含した状態で出荷されている．VMは仮想化された周辺
デバイス，特にNFVの視点では仮想NICの実装方法や，オペレーティングシステ
ムにおけるデバイスドライバの実装方法の組み合わせからなるNFVIの実装方法
は多様であり，VNFがそれら全てを網羅するのは困難である．また，VMが潜在
的に抱えているネットワーク I/Oのオーバーヘッドが大きく，これらを取り除く
ためにはハードウェアやVMの構成に特化したパケット処理の最適化が必要であ
る．さらに，この最適化はVNFをネットワーク上で連結してサービスを構成する
Service Function Chaining(SFC)において，ネットワーク構成やトラフィック処理
の柔軟性を阻害する．したがって，VMを前提としたNFVは，可搬性とパケット
処理性能の両立が困難である．
これらの課題を解決するため，本研究ではコンテナ型NFVアーキテクチャを提
案した．提案するアーキテクチャは，VNFをコンテナとして取り扱うことによっ
て，オペレーティングシステムのカーネルから分離したプロセスの集合体として定
義し，VNFとNFVIのインターフェースをPOSIX APIとして定義することによっ
て，VNFはNFVIのハードウェアやオペレーティングシステムの実装に非依存に
動作可能になる．また，VNFとNFVIのインターフェースにおいて，オペレーティ
ングシステムのカーネルが持つネットワークスタックをバイパスするネットワー
ク I/O技術を利用することによって，可搬性を犠牲にすることなく高いパケット処
理性能を実現可能になる．本研究では，コンテナ型NFVアーキテクチャを実証す
るため，プロセス型VNFを設計・実装・評価した．プロセス型VNFは，VNFと
NFVIのインターフェースにNetmapを利用し，POSIX APIによってネットワー
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ク I/Oを実現しながら，従来のVMを利用したVNFと比較して，単体のVNFで
は約 2から 5.5倍のパケット処理性能を達成し，VNFの連結では最大で約 9倍の
パケット処理性能を達成した．したがって，コンテナ型NFVアーキテクチャは，
可搬性とパケット処理性能を両立可能なことを示した．
コンテナ型NFVアーキテクチャは，ネットワークサービスのPaaS化に要件を
満たし，ネットワークスライシングにおけるネットワーク機能の分散配置と最適
化の実現に貢献する．コンテナ型NFVアーキテクチャは，VNFをコンテナとし
て取り扱うことによって，Kubernetesをはじめとするコンテナオーケストレータ
を適用可能にし，オンプレミス環境とパブリッククラウドを意識することなく，コ
ンテナの最適配置，ライフサイクル管理，スケールアウト，自動回復などを実現
するハイブリッドクラウドの概念をNFVに導入する．ハイブリッドクラウドの概
念は，従来のNFVで大きなコストとなっていたハードウェアやVMの構成情報を
含むNFVIとVNFの仕様の綿密な確認に基づく検証・構築・運用を不要にし，ソ
フトウェアによってこれらを自動化することが可能になる．
本論文の研究は，ネットワークスライシングの概念の実現に向けた課題を明ら
かにし，その課題の解決のための具体的な方法を提示した．自動運転や遠隔医療
をはじめとした高度で多様な通信品質を要求するさまざまなアプリケーションが
共通のプラットフォーム上で実現できる道を切り拓いた．
6.2 社会に与えるインパクト
本研究は，本研究が論文として公表された後に発展してきたネットワークスラ
イシングを見据えたNFVに関連する研究や，ネットワーク装置ベンダにおける製
品の開発に一定の影響を与えている．例えば，OpenNetVM[58]やFlurries[59]は，
NetVMで培ったデータプレーンをコンテナに適用した研究である．また，コンテ
ナにおけるネットワーク管理において，ネットワーク I/OをBPFで抽象化する手法
[60]も提案されている．ネットワーク装置ベンダにおけるVNF実装では，Juniper
Networks社がVMの代わりにDockerコンテナを利用してVNFを格納した cSRX
を提供している．また，Affirmed Networks社やATHONET社は，Amazon Web
Service(AWS)で動作可能な 4GのモバイルコアであるEvolved Packet Core(EPC)
製品を提供しており，アプリケーションを構成する要素の一部としてVNFを取り
扱い可能になってきている．
提案手法が実現するVNFの可搬性と拡張性は，将来的にVNFのアーキテクチャ
にサーバレスや Function as a Service(FaaS)の概念を導入可能にする．VNFで保
持するステートの共有や永続化データを，パブリッククラウドが提供するPub/Sub
第 6章 結論 68
型のメッセージングシステムやデータベースにオフロードし，VNFをサーバレス
化できる．また，パケット処理をする頻度が低いアプリケーションに関しては，特
定のパケットが着信したことをトリガーとして VNFをリアクティブに起動する
FaaSの概念を適用できる．その結果，ネットワーク機能から動作環境を意識しな
いサーバレスの概念に基づいた設計が可能になり，トラフィックの需要に応じて
弾力性のあるVNFを構築可能になる．これらが実現すれば，これまで需要増の予
測に基づいて設計されて来た通信事業者のネットワークを，実際の需要に基づく
設計に変化させることができ，ネットワークの拡張性と柔軟性に関する課題を解
決できる．
6.3 今後の展望
本研究では，アプリケーションに最適化された通信品質を持つネットワークを
提供するネットワークスライシングを実現する手法として，ネットワークサービ
スのPaaS化を提唱した．コンテナ型NFVアーキテクチャは，ネットワークサー
ビスの PaaS化の実現に向けて，VNFの可搬性とパケット処理性能が両立可能な
ことを実証したが，クラウドコンピューティングや SDNの技術領域において課題
が残っている．例えば，通信事業者とクラウド事業者のインフラストラクチャを
横断的に取り扱うコンテナのオーケストレーションシステム，任意の順序でコン
テナ間のトラフィックを制御するサービスチェイニング，ネットワーク機能とそ
のトラフィック制御を含む宣言型のアプリケーション構成管理方法など，様々な
課題が残されている．今後は，ネットワークスライシングの概念の実現に向け，こ
れらの課題を解決していく．
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付 録A 次世代NSPコンソーシアム
におけるNFVの評価
A.1 コンソーシアムの活動方針
次世代NSPコンソーシアムでは，ネットワーク・インフラに求められる新たな
要求に応えることのできるネットワークサービスのアーキテクチャを提案し，実証
実験を通じてその実現と普及を目指す．本コンソーシアムで提案する新たなネッ
トワークサービスアーキテクチャでは，Software Defined Networking (SDN) と
Network Functions Virtualization (NFV) を重要な要素技術として捉え，これらの
技術の利点を生かすことで，動的な変化に対応することを可能とする．
ネットワークトラフィックの変化や SDN，NFV といった新技術の登場により，
ネットワークインフラは，より柔軟かつ動的な構成変更ができるアーキテクチャに
移行することが求められる．そこで本コンソーシアムでは，これらネットワーク
の変革に対応することのできる，新たなネットワークサービスアーキテクチャを
提案する．ネットワークサービスとは，ユーザの利便性のためにネットワークに
付随して提供される機能を意味し，ユーザを攻撃や成りすましから守ったり，ユー
ザがコンテンツを容易に得ることを支援したり，ユーザがどこにいても同じサー
ビスを受けられることを担保する技術を意味する．
これらの目標を達成したネットワークインフラを実現するためには，SDN と
NFVが重要な要素技術となると考えられる．特に本コンソーシアムでは，要素技
術の中で大きな割合を占めると思われる Network Function Virtualization (NFV)
に着目し，その基礎技術の検証を通じて，技術基盤を確かなものにすることを目
指す．
本コンソーシアムは，次世代のネットワークサービスプラットフォームに求め
られる要件を明確にし，そのアーキテクチャの設計と構築を目的とした活動をお
こなう．しかし，単に研究においてアーキテクチャを構築するのみならず，構築し
たネットワークサービスプラットフォームが，実サービスに展開されネットワー
クインフラとして社会に貢献できるものとなるよう，常に導入と運用の観点を忘
れずに活動を展開する必要がある．この観点を持たなければ，真に導入可能とな
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る次世代ネットワークサービスアーキテクチャを構築することはできず，単に研
究のためのアーキテクチャとなってしまうためである．
そこで本コンソーシアムでは，次の三点を常に念頭においた研究活動をおこなう．
1. ハードウェアとソフトウェアの分離による汎用ハードウェアの有効利用とマ
ルチベンダ相互接続性の検証
2. 性能・品質の評価指標の策定とデータの公開
3. 実ネットワークにおける運用と検証を通じた，構築手法や計測手法の公開
これらを念頭に置くことにより，研究に特化された現実とかけ離れたアーキテ
クチャではなく，導入と運用が可能なアーキテクチャの構築を目指す．
本コンソーシアムは，大学や官民を問わない研究機関を中心としたアカデミック
組織からのメンバー，実際の製品を生み出したりその製品を用いてサービスを実
現するベンダやインテグレータ，さらにサービスを顧客に提供する通信事業者と
いう三者が協力体制を構築することにより，研究として新たなネットワークアー
キテクチャを生み出すだけではなく，実用のサービスに取り入れ，運用すること
のできるアーキテクチャの構築を目指す．上記の方針に賛同し，本コンソーシア
ムに参加した企業の一覧を下記に示す．
• 幹事会員 (50音順)
– アラクサラネットワークス株式会社
– ソフトバンク株式会社
– デル株式会社
• 賛助会員 (50音順)
– IP Infusion Inc.
– EMC ジャパン株式会社
– イクシアコミュニケーションズ株式会社
– 伊藤忠テクノソリューションズ株式会社
– 株式会社インターネットイニシアティブ
– インテル株式会社
– ヴイエムウェア株式会社
– エアロフレックスジャパン株式会社
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– NTTコミュニケーションズ株式会社
– 有限会社銀座堂
– KCCSモバイルエンジニアリング株式会社
– KDDI株式会社
– シスコシステムズ合同会社
– ジュニパーネットワークス株式会社
– Digilent Inc.
– 東京エレクトロン デバイス株式会社
– 株式会社東陽テクニカ @Benchmark
– 日商エレクトロニクス株式会社
– 日本アルカテル・ルーセント株式会社
– 日本電気株式会社
– 日本ヒューレット・パッカード株式会社
– 日本ラドウェア株式会社
– ネットワンシステムズ株式会社
– Virtual Open Systems SAS
– パロアルトネットワークス合同会社
– 華為技術日本株式会社 (ファーウェイ･ジャパン)
– フォーティネットジャパン株式会社
– 富士通株式会社
– 株式会社ブロードバンドタワー
– 株式会社マクニカ
– メラノックステクノロジーズジャパン株式会社
A.2 NFVの検証
この活動方針に基づき，まず NFV の評価をおこなうハードウェア・ソフトウェ
アのプラットフォームを構築し，様々なハードウェア，ソフトウェアの動作検証を
おこなった．検証項目，計測手法に関してはコンソーシアム参加組織にて議論して
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決定した．さらに，NFVの実運用に向けて，複数のネットワークベンダの COTS
(Commercial off the shelf)と VNF (Virtual Network Function)を組み合わせて
サービスを構成するため，各ベンダの製品を用いて接続試験をおこない，相互接
続性の検証をおこなった．
A.3 検証環境
本コンソーシアムでは，検討の結果，NFVの基盤となるNFVI環境を，表A.1
に示す 5種類としてパターン化した．この NFVI パターンは，本コンソーシアム
が定義する最も基本的な NFVI構成であり，今後の検証もこのパターン定義を基
本としておこなっていく．また，このパターン定義は現時点での最新のものであ
り，利用している技術の進化や，新たな技術の登場によっても更新されていく可
能性がある．
NFVI-1は，ハイパーバイザにVMware ESXi 5.5を採用し，VMware 内蔵仮想
スイッチと，準仮想化NICであるVMXNET3を利用した環境となる．
NFVI-2から 4については，ハイパーバイザにQEMU KVM[61]を利用し，Open
vSwitchを仮想スイッチとして利用して，物理NICと仮想化NICを接続している．
その際，OVS(Open vSwitch) のデータプレーンに Intel DPDK[34]を利用する場
合を NFVI-2，Linux カーネルを利用する場合を NFVI-3，そしてVXLAN[62]の
ハードウェアオフローディングを利用する場合を，NFVI-4として定義した．
なお，NFVI-1から 4は，VNFとして動作するゲストOSが，特殊なネットワー
クドライバに対応する必要がなく，ほぼ全ての VNF が動作可能となる NFVI パ
ターンである．
最後に，NFVI-5では SR-IOV[38]を利用し，物理NICを仮想化されたPCIデバ
イスに分割し，PCIパススルーによって，VNFに PCIデバイスを直結させてい
る．この場合，VNFとして動作するゲストOSに，SR-IOVによって仮想化され
た PCIデバイスを認識するための，特殊なデバイスドライバが必要となる．その
ため，一部の VNF のみが対応しており，また SR-IOV をサポートしている物理
NIC も限られている．
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表 A.1: 検証 NFVI パターン一覧
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A.4 計測手法とシナリオ
本節では，本コンソーシアムが定義し推奨する，NFV に適した計測手法の定義
について述べる．この計測手法は，第一期検証での計測を通じた経験から得られ
たものであり，同時に，専用機器に対する既存の計測手法が，そのまま NFVシス
テムへの計測に適用することが困難であることを意味する．
これは，NFV を用いたシステムは，当然その多くの部分がソフトウェアを用い
て構成されているため，既存の OS のスケジューラを利用している限り，定常的に
安定した性能を出すことが難しいことに起因する．現在の OS では，ネットワー
ク I/O の処理は割り込みベースもしくはポーリングベースであり，そのタイミン
グは厳格なものではない．そのため，同様の負荷をかけたとしても同様の性能が
得られるとは限らず，専用ハードウェアをもちいた既存機器の計測手法をそのま
ま適用すると，極端に低い性能値を示す場合が多い．
そこで，本コンソーシアムでは，暫定的な解決手法として，次の 2通りの計測手
法を用い，検証をおこなうこととした．これは根本的な解決策ではないため，計
測手法に関しては，さらなる検討が必要となる．
A.5 性能試験手法
第一期検証をおこなうにあたって，本コンソーシアムでは，2種類の計測手法を
定義した．これは，既存の専用ハードウェア製品における性能測定手法がそのま
ま適用できなかったためである．
性能試験では，「スループット」と「転送レート」の 2種類の測定方法を定義し
た．それぞれの定義を下記に示す．前述の通り，現在の OS と仮想化の仕組みで
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は，資源競合が発生した場合，パケットロスが発生しやすく，スループットが低
下する傾向にある．
• スループット
RFC2544[63]に準拠したスループット試験．対象機器に入力されたフレーム
をロスなく転送できる最大レートを探索する試験方法である．対象機器に対
して入力されるフレームレートをロスなく転送できた場合は，フレームレー
トを上げ，ロスが発生した場合はフレームレートを下げて試験をおこなう．
これを繰り返し，バイナリ探索のアルゴリズムによって，ロスのない最大レー
トを検索する手法である．
• 転送レート
物理NICの最大転送フレームレート (ワイヤーレート)を対象機器に対して
入力し，パケット転送処理ができたフレームレートを測定する試験．すなわ
ち，10Gbps のインタフェースを有したハイパーバイザにて VNF が動作し
ている場合には，10Gbps のレートにてトラフィックを入力し，どの程度の
トラフィックが出力されたかによって性能を計測する手法である．
A.6 性能検証シナリオ
第一期検証では，ハードウェアテスター製品を用いて性能測定をおこなった．そ
の際，テスターに与えた計測パラメータを表A.2に示す．このパラメータは，ス
ループットと転送レート両方の計測手法において利用した．
表 A.2: L2-L3性能試験の詳細
スループット 転送レート
通信の方向 双方向
測定時間 10秒
フロー数 1フロー，100フロー
フレーム長 64バイト，512バイト，1518バイト
フレームレート 開始 10%，最小 1%，最大 100% 100%
許容ロスレート 0%
測定内容 平均転送フレーム数/秒，遅延時間 (最大，最小，平均)
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A.7 検証結果
本章では，第一期検証にておこなった検証の結果をまとめる．第一期検証では，
主に下記の 3点を評価項目とした検証をおこなった．
1. VNF の NFVI環境への依存性
VM として動作する VNF が，NFVI 構成にどの程度依存しているか，どれ
だけ多くの NFVI パターンにて動作できるかを評価する．
2. VNFの自動デプロイに向けた運用性
オーケストレーターを介して動的かつ容易に VNF の追加と削除ができるか
を評価する．具体的には，VNF のインストール方法，ライセンス認証やデ
プロイ方法，運用上のインターフェースが統一されているか等を評価する．
3. NFVI構成とパケット転送性能
同一のVNFを，異なるNFVI構成で動作させた場合のパケット転送性能を評
価する．また，NFVI構成とVNFの設計 (アーキテクチャ)におけるパケッ
ト転送性能の違いを考察する．
A.8 VNF の NFVI環境への依存性
VNFとNFVI環境との依存関係とは，VNFが，動作を保証する NFVI 環境を
どの程度限定しているかである．NFV の本質はハードウェアとソフトウェアの分
離であり，仮想化を用いたハードウェアの抽象化である．しかし，実際にはそれ
ぞれの VNF が動作するハードウェアやソフトウェア環境が限定される場合があ
る．第一期検証中に観測された，VNF の NFVI への依存関係について，下記にま
とめる．
A.8.1 NFVI のソフトウェアバージョンへの依存性
VNFが特定のNFVIソフトウェアバージョンを要求する場合が確認された．具
体的にはハイパーバイザ，仮想化環境の操作APIライブラリ (Libvirtd)，VNFデ
プロイソフトウェア (Virt-Manager)のバージョンである．
最も影響が大きい依存関係は，ハイパーバイザである．少数ではあるが，ハイ
パーバイザのバージョンによって，正常に動作しない VNF が存在した．これは，
ハイパーバイザのある特定のバージョンが提供している機能を利用しているため
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であり，このような VNF は非常に環境依存性が高く，他の VNF との共存に影響
を与えると考えられる．
A.8.2 VNFのアーキテクチャと仮想スイッチ
ある VNF では，仮想 NIC に割り当てられた MAC アドレスと，VNF である
ゲスト OS が管理する NIC の MAC アドレスが異なる場合があった．このような
VNF 実装は，1つの仮想 NIC が複数の機能を有する，もしくはトラフィックを透
過させるような機能が必要となる VNF に見うけられる．
VMwareの仮想スイッチは，VMの仮想NICに割り当てたMACアドレスを記
憶しており，通常は宛先MACアドレスがVMの仮想NICと異なるパケットを転
送しない．しかし，VNFのアーキテクチャによってはこれらのパケットの転送を
許可する必要がある．そのため，仮想スイッチ側のセキュリティレベルを変更す
る，もしくはVNFの仮想NICのMACアドレスをハイパーバイザが割り当てた仮
想NICのMACアドレスと一致させるなどの処置が必要になる．しかし，これら
の設定の粒度は仮想スイッチ単位となっており，ある VNF がこの機能を要求す
るからといって仮想スイッチ全体でセキュリティレベルを変更すると，NFV シス
テム全体としてのセキュリティレベル低下や，他の VNF の想定しない動作を招
く可能性がある．
A.8.3 SR-IOVのL2 Classifier
SR-IOVは，VFによって物理NICを複数の仮想PCIデバイスに分割する．SR-
IOV機能を持つ物理NICは，その内部にL2 Classifierと呼ばれるL2スイッチに似
た機能が実装されている．PFに入力されたパケットは，MACアドレスやVLAN
タグに基づいて対応するVFにパケットを振り分けられる．
しかし現段階では，多くの Linuxディストリビューションにおいて，L2 Classifier
に対する転送ルールを追記するためのインターフェースが存在しない．L2 Clas-
sifier 内の転送テーブルを変更するには，Linux kernel 4.0 以降に導入されている
switchdev の機構が必要であり，多くの Linux ディストリビューションでは，ま
だ最新の kernel を採用していないためである．そのため，VNF のアーキテクチャ
によっては，パケットを意図通りに転送できない場合がある．
つまり，VNF がハードウェア高速化技術として SR-IOV を利用している場合に
は，VNF が有する MAC アドレスは，ハイパーバイザが仮想 NIC に対して割り
当てた MAC アドレスのみしか利用することはできず，L2 透過モードで動作する
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ような VNF は，その実装方法によっては動作しない場合が発生することになる．
さらに，L2 Classifierの実装はデバイスドライバ，もしくはハードウェアに依存し
ており，IPv6マルチキャストパケットの転送などが実装されていない場合がある．
そのため，PFを promiscuous modeで動作させる，もしくはVNFで想定される利
用方法に適した L2 Classifierが実装されたデバイスドライバへの置き換えをおこ
なう必要がある．これは VNF の NFVI 環境への依存度を高める結果となる．
A.9 VNFの自動デプロイに向けた運用性
VNFを，オーケストレーターを介して自動的にデプロイするには，デプロイ方
法の抽象化が必要である．VNFは VMとして抽象化されているが，VNFのテン
プレート，デプロイ手法，ライセンス認証が統一されていないため，現状では自
動化が困難となっている．
A.9.1 VNFのテンプレートとデプロイ方法
本検証において提供いただいたVNFが採用しているデプロイ手法は，主に以下
の六種類に分類される．
• OVA/OVF ファイルによるデプロイ
主に VMware をハイパーバイザとする場合に採用される手法．VNFのハー
ドディスクイメージと，メモリ量やCPU数といったVMのメタデータを記
述したファイルを利用した自動デプロイ手法である．PCI パススルーなど特
定のデバイス ID情報を必要とするようなオプションを設定する場合を除き，
均一な VNFデプロイが可能となる．ただし，詳細なオプション設定のため
に，設定ファイルを手動で編集するには不向きである．
• OpenStack[27]を利用したデプロイ
RDO[64]が提供するOpenStackを利用したデプロイ手法．Neutronによって
OVSや SR-IOVのネットワークを，Glanceによってハードディスクイメー
ジを管理し，Novaを用いて起動する．SR-IOVのPCI-ID等を管理するため，
NFVI のハードウェア情報に依存する部分については一部手動設定が必要と
なる．また，VNF も OpenStack の VM デプロイ手法に対応している必要
がある．
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• Virt-manager によるデプロイ
Virt-managerの GUIを利用したデプロイ手法．しかし，生成されるLibvirtd
のXMLファイルが，Virt-managerもしくは Libvirtdのバージョンによって
異なるため，CPU Pinning 等一部の最適化に関するオプションの記述につ
いて，生成された XMLファイルを手動で修正する必要がある．
• Virt-install によるデプロイ
Virt-manager の CLI を用いたデプロイ手法．GUI の場合と同様，生成され
る Libvirtdの XMLファイルが，Virt-managerもしくはLibvirtdのバージョ
ンによって異なる．そのため，CPU Pinning 等のオプションに関しては，生
成された XML ファイルを手動で変更する必要がある．
• libvirtd[65]のXMLによるデプロイ
Virt-managerもしくは Virt-install後に生成されるXMLファイルを，手動で
微調整してデプロイする手法．Virt-manager の場合と同様，XMLのフォー
マットが Libvirtdのバージョンによって変化し，後方互換性が無い場合があ
るため，必ずしもXMLファイル形式での配布が適しているとは限らない．
• VNF提供ベンダが配布する独自スクリプトによるデプロイ
仮想CPUやメモリ量，仮想NICの構成等を引数で指定可能なスクリプトに
よってVNFを定義しデプロイする手法．バックエンドに Libvirtdが利用さ
れている場合が多いが，スクリプトの引数で指定可能なパラメータ以外は，
スクリプト内に値が埋め込まれているため汎用性が低く，対象のVNF以外
では利用できない．しかし，VNF 毎の自動デプロイという点では，合理的
な手法とも言える．
以上の通り，VMwareとOpenStackによるデプロイでは，ハイパーバイザとそ
の制御APIが固定されるため，均一なVNFデプロイ環境が構築できる．一方で，
CPU Pinning や PCI パススルー ID といったハードウェアに密接なオプションの
設定が難しい．
libvirtd を中心としたツール群 (Virt-manager や Virt-install) では，libvirtdの
バージョンに依存した XML の記述仕様が存在するため，均一かつ動的な VNFの
デプロイは，現状では困難である．一方で，簡単に手動で XML ファイルを編集
することができるため，細かいオプション指定がやりやすいという利点がある．
現段階での対応状況としては，VMwareによるデプロイは多くのVNFで対応し
ているが，OpenStackに関しては少数のVNFでのみ，対応が確認された．KVM
におけるデプロイでは，Virt-manager を用いたデプロイ手順を解説したマニュア
ルが最も多かったが，バックエンドとなるLibvirtdによって生成されるXMLが異
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なるため，XMLのテンプレート自体を配布する方式を採用している VNF は存在
しなかった．代わりに，XMLの記述例がマニュアルに添付されている VNF はい
くつか存在した．
この問題はRDOやOPNFV Arno[66]による，NFVに最適化されたOpenStack
が浸透し，ターゲットとなるNFVI環境がソフトウェアバージョンの点で絞られる
事によって，統一的なデプロイ方法が浸透していくと考えられる．OpenStackに
よるVNF デプロイに関しては，OPNFV Arnoの検証と平行して引き続き検討し
ていく必要がある．
A.9.2 ライセンス認証
本検証において，VNFにおけるライセンス認証方式は，VNF ベンダによって
様々な方法があることが確認できた．ライセンス認証は，主にライセンス発行と
ライセンス検証のプロセスに分類される．現状では，各 VNF 単位で，異なるライ
センス発行方式と検証方式が採用されている．
ライセンス発行手法は，主に三種類に分類される．UUIDを基にシリアル番号
を発行する手法と，UUID と無関係に発行される手法，また，利用できる合計資
源量にもとづいて生成される手法である．
UUIDを元にライセンスが発行される手法では，VNFをデプロイ後，CLIによっ
て UUID を確認する手法，Webインターフェースから確認する手法が存在した．
UUID 番号と無関係にライセンスが発行される場合は，UUID との関連づけを
持たないライセンスファイルが用意される．この場合は，ライセンスファイルは
Web から取得したり，販社経由で直接渡されたりする．
合計資源数で制限する場合は，ネットワーク越しにライセンスサーバに対して
通信をおこない，自身の資源量を伝えることでライセンスを取得する手法である．
主に，ライセンスサーバが指定するCPU数やコア数，ネットワーク帯域の上限等
によって，VNF の動作を制限する．
また，ライセンスの認証は，ライセンスファイルをVNFにインポートして認証
をおこなう手法と，ライセンスサーバに対してネットワーク越しに認証をおこな
う手法が存在した．ライセンスファイルをインポートする方法は，TFTP，FTP，
HTTP，SSHなど，VNFによって異なる手法を利用する．
第一期検証にて集まった VNF だけ見ても，複数種類のライセンス認証方式が
存在する．つまり，VNF のライセンス認証手法は統一されておらず，VNF 自体
のデプロイとは別途おこなう必要がある．これは，VNF の簡易なデプロイを阻害
する要因となるため，早急な統一化や標準化が必要と思われる．
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A.10 NFVIのネットワーク構成とパケット転送性能
NFVIにおけるネットワーク構成と VNFのネットワークアーキテクチャによっ
て，VNF のパケット転送性能は大きく変化する．本検証では，表 A.1 で定義し
た NFVI 環境の違いによって，どの程度のパケット転送性能に差があるかを計測
した．
A.10.1 仮想スイッチ実装による転送性能の違い
まず，仮想スイッチ実装による，パケット転送性能の違いを検証した．仮想ス
イッチを利用して，物理 NIC を複数の仮想 NIC に分割する場合，NFVI が提供
する主なコンポーネントは，物理NIC，仮想スイッチ，仮想NICの 3 種類である．
つまり，仮想スイッチを利用した際のネットワーク I/O 性能は，これら 3つのコ
ンポーネントの中で最もボトルネックとなるものに依存して，性能が決定される．
本検証では，主に仮想スイッチ，仮想NICの性能が，利用するNFVI構成によっ
てどのように変化するかを検証した．
まず，OVSのデータプレーンに Linux カーネルモジュールを利用した場合と，
DPDKを利用した場合とを測定した．図A.2に，Linuxカーネルモジュールをデー
タプレーンに利用した場合を示す．横軸はパケットサイズ (バイト)とフロー数を
示しており，縦軸はワイヤーレートに対して転送できたパケット数の割合を示し
ている．
Linuxカーネルモジュールをデータプレーンに採用した場合，スループットでは
約 1.7倍から 2.1倍，フォワーディングレートでは約 1.15倍から 3倍の範囲で，フ
ロー数を増加させた事による性能向上が確認された．
これは，物理NICから Linuxカーネルに対するネットワーク I/Oにおいて，物
理NICのマルチキューを複数のCPUで受信するReceive-Side Scaling (RSS)が有
効に働いたためである．一方でスループットとフォワーディングレートの間には
約 2倍から 6倍の転送レートの差が見られ，安定したネットワーク I/Oが実現で
きていないことが分かった．
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図 A.1: Linux Kernel ModuleをデータプレーンとしたOVSのパケット転送性能
さらに，DPDKをデータプレーンにした場合を図A.2に示す．横軸はパケット
サイズ (バイト)とフロー数を示しており，縦軸はワイヤーレートに対して転送で
きたパケット数の割合を示している．DPDKをデータプレーンに使用した場合，
64バイトのショートパケットの場合を除いて，ワイヤーレートでのパケット転送
を実現している．また，フロー数の変化による性能の変化が非常に小さい．この
理由は物理NICのポートに 1つに対して，1つのCPUを割り当てて，ポーリング
によって I/Oをおこなっているためである．そしてスループットとフォワーディ
ングレートの間での性能差も非常に小さく，安定したネットワーク I/Oが実現で
きている事が分かる．
つまり，10Gigabit Ethernetにおいて，仮想スイッチのデータプレーンにDPDK
を利用した場合，ほぼネットワーク I/O部分のボトルネックは存在しないと言える．
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図 A.2: DPDKをデータプレーンとしたOVSのパケット転送性能
A.10.2 仮想NIC実装による転送性能の違い
次に，仮想NICと仮想スイッチを組み合わせた場合のネットワーク I/O性能を測
定した．測定においては，VMwareではVMware 内蔵仮想スイッチとVMXNET3
の組み合わせ，KVMでは OVS と virtio の組み合わせを利用した．
仮想NICのパケット転送性能を左右する要素として，マルチキュー機能がある．
マルチキュー機能を実現するには，ハイパーバイザ側の仮想NICが対応している
だけでなく，VNFのデバイスドライバとOSの割り込みハンドラーが対応してい
る必要がある．そのため，VNFに対する CPUの割当数と，フロー数を増加させ
る効果は，その VNF がどこまでマルチキューに対応しているかによって異なる．
図A.3に，あるVNFにおいてVMwareの仮想スイッチとVMXNET3を利用し
たパケット転送性能を示す．図示したVNFをはじめ，いくつかのVNFでは，フ
ロー数を増加させる事による性能の向上は確認できなかった．VMXNET3自体は，
デフォルトでマルチキュー機能に対応しているため，VNFとなっているゲスト OS
側のデバイスドライバとカーネルが，マルチキューに未対応であったことが想定
される．一方で，後述する OVS と virtio を利用した場合と比較して，スループッ
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トとフォワーディングレートの性能差が小さく，安定したネットワーク I/O が実
現できていることがわかる．また，スループットにおいて約 2倍から 4倍の性能差
が確認された．
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図 A.3: VMware仮想スイッチとVMXNET3を利用したVNFのパケット転送性能
図A.4に，図A.3の測定と同じVNFをKVM上でOVSとVirtioを利用したパ
ケット転送性能を示す．VMXNET3と同様にフロー数を向上させる事による性能
の向上は確認できなかった．また，VMXNET3と比較してパケット転送能力は低
く，スループットとパケットフォワーディングレートの性能差も大きかった．
A.10.3 SR-IOVを利用したVNFの性能測定
SR-IOVをネットワーク I/Oに採用するVNFの場合，主にカーネルドライバ型
VNF とユーザスペース型 VNF の 2種類のアーキテクチャに分類される．
カーネルドライバ型の VNF は，SR-IOVによって仮想化された PCIデバイス
を，パススルー技術によって VNF (ゲスト OS)から直接制御し，VNF (ゲストOS)
のカーネルにてパケット転送処理をおこなう．図A.5に，あるカーネルドライバ
型 VNF のパケット転送性能を示す．カーネルドライバ型のVNFは，ゲスト OS
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図 A.4: Linux Kernel ModuleをデータプレーンとしたOVSとVirtIOを利用した
VNFのパケット転送性能
からは TXとRXキューが 2ペアある PCIデバイスとして見えるため，フロー数
の増減による性能の変化が小さい．また，ベアメタル上にて動作させた Linux OS
と比較しても大きな性能差が少ない事から，Linux OS 自身のネットワーク I/O 性
能がボトルネックとなっていると考えられる．また，カーネドライバ型は，VNF
内のOSで処理される割り込み等が，qemu-kvmプロセス内，すなわちゲスト OS
内で完結するため，vcpu piningをおこなう事によって，他の VNF との資源競合
を回避しやすいという利点がある．
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図 A.5: カーネルドライバ型VNFのパケット転送性能
ユーザスペース型の VNF は，SR-IOV によって仮想化された仮想 PCIデバイ
スを，パススルー技術によってVMにアタッチし，VNF (ゲスト OS) 自身が Intel
DPDK 等を利用して，ユーザスペースでパケット転送処理をおこなう．
ユーザスペース型は，主にパケット I/Oに対して専用のCPUコア割当を要求す
る．傾向としては，PCI パススルーによって占有したポートに対して，1コアを割
り当てるよう推奨される．図A.6に，あるユーザスペース型VNFのパケット転送
性能を示す．フレームサイズ 64バイトのショートパケットでは，7Gbps程度の性
能であるが，フレームサイズ 512バイト以上ではワイヤーレートの転送性能を実
現している．また，占有する仮想ポートに対して，CPU コアを 1つ割り当てるた
め，フロー数を増加させる事による並列処理は発生しない．そのため，1フローに
よる測定と 100フローによる測定に性能差が存在しない．ただし，性能を確保す
るため，CPUコアの割当てに関していくつかの制限がある．今回の検証で確認さ
れた制限としては以下の 2点である．
• 物理CPUコア IDを明示的に指定する．HyperThreadingに対応したCPUの
場合，BIOS上で明示的に HyperThreading 機能を無効にする，もしくは物
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理CPUコア IDを共有する論理CPUコアの中から一つだけ CPU ID を指定
して利用する．
• 複数の物理プロセッサが存在する場合，同じVNF内では一つの物理プロセッ
サ内のコアのみを利用する．昨今の CPUアーキテクチャは NUMAを採用
しており，複数のプロセッサが共有するメモリへのアクセスコストが不均質
である．そのため，あるVNFにおいて利用する物理プロセッサを単一に制
限し，メモリアクセスコストを一定にするよう留意して割当をおこなう．
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図 A.6: ユーザスペース型VNFのパケット転送性能
A.10.4 VXLANオフロードによる転送性能
LinuxにおけるVXLANのオフローディング機能は，実質的にはTCP Segmen-
tation Oﬄoading(TSO)機能などのフラグメント処理をハードウェア上でおこな
う．図A.7に，VXLAN オフローディングを利用したパケット転送性能計測環境
を示す．Routing は，ベアメタルの Linuxが パケットをフォワーディングする L3
ルータとして動作し，パケットの出力をおこなう際に VXLAN にカプセル化する
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図 A.7: VXLANの測定環境一覧
場合である．Self は，ベアメタルのLinuxが，自らTCPフローを生成し，VXLAN
にカプセル化する場合である．VM-Selfは，VMが TCPフローを生成し，Linux
カーネルモジュールをデータプレーンとして，OVSを介してVXLANにカプセル
化する場合である．
図A.8に，LinuxカーネルにてTSOを有効にした状態で，VXLANオフローディ
ングを無効にした場合と，有効にした場合のパケット転送性能を示す．Selfと VM-
Self においては，VXLAN オフローディングを有効にすることで，1.1倍から 1.2
倍の性能向上が確認できた．一方，Routingにおいては，VXLAN オフローディン
グを有効にした場合と無効にした場合で，性能に変化は無かった．
したがって，VXLAN オフローディングが有効なホスト自体，もしくはそのホ
スト内の VM (VNF) がパケットを生成する際には，VXLAN オフローディングは
有効に機能するが，パケット転送をおこなうルータやスイッチとして動作する場
合，VXLAN オフローディングは，その効果を発揮できないことが確認できた．
つまり，パケット転送をおこなう，vRouter や vSwitch といった VNF では
VXLAN オフローディングによる性能向上は見込めないが，一方で，ロードバラン
サ等の，一回TCP セッションを VNF 自身が中継するような場合には，VXLAN
オフローディングが有効に機能すると考えられる．
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図 A.8: VXLANオフローディングを有効にした際のTSOの効果
