Modeling Hyperpolarized NMR Phenomena in Optically Pumped Semiconductors by West, Michael Eric
Washington University in St. Louis 
Washington University Open Scholarship 
Arts & Sciences Electronic Theses and 
Dissertations Arts & Sciences 
Summer 8-15-2021 
Modeling Hyperpolarized NMR Phenomena in Optically Pumped 
Semiconductors 
Michael Eric West 
Washington University in St. Louis 
Follow this and additional works at: https://openscholarship.wustl.edu/art_sci_etds 
 Part of the Nuclear Commons 
Recommended Citation 
West, Michael Eric, "Modeling Hyperpolarized NMR Phenomena in Optically Pumped Semiconductors" 
(2021). Arts & Sciences Electronic Theses and Dissertations. 2543. 
https://openscholarship.wustl.edu/art_sci_etds/2543 
This Dissertation is brought to you for free and open access by the Arts & Sciences at Washington University Open 
Scholarship. It has been accepted for inclusion in Arts & Sciences Electronic Theses and Dissertations by an 
authorized administrator of Washington University Open Scholarship. For more information, please contact 
digital@wumail.wustl.edu. 









Modeling Hyperpolarized NMR Phenomena in Optically Pumped Semiconductors
by
Michael E. West
A dissertation presented to
The Graduate School
of Washington University in
partial fulfillment of the
requirements for the degree
of Doctor of Philosophy
August 2021
St. Louis, Missouri
© 2021, Michael E. West
Table of Contents
List of Figures ........................................................................................... vi
List of Tables ............................................................................................ ix
Acknowledgments ...................................................................................... x
Abstract ................................................................................................... xv
Chapter 1: Introduction ............................................................................ 1
1.1 Contents of Dissertation ..................................................................... 3
Chapter 2: Introduction to NMR .............................................................. 5
2.1 The Vector Model ............................................................................. 6
2.1.1 Concepts from the Vector Model ................................................. 11
2.2 Properties of Fourier Transform............................................................ 12
2.3 Quantum Mechanical Model of NMR .................................................... 12
2.3.1 The Angular Momentum Foundations of NMR .............................. 13
2.3.2 The Zeeman Hamiltonian .......................................................... 13
2.3.3 The Density Matrix.................................................................. 14
2.3.4 NMR Pulse Hamiltonian ........................................................... 15
2.3.5 The Pulse-Acquire Experiment ................................................... 16
2.3.6 Modeling FIDs ........................................................................ 19
Chapter 3: Theory and Conventions of OPNMR in Semiconductors .......... 20
3.1 Introduction to Semiconductors............................................................ 20
3.1.1 Electronic Structure ................................................................. 21
3.1.2 Defects .................................................................................. 23
3.2 History of OPNMR............................................................................ 24
3.3 OPNMR in GaAs and CdTe ................................................................ 25
ii
3.3.1 The Optical Pumping of Electrons .............................................. 25
3.3.2 Electron-Nuclear Spin Exchange ................................................. 27
3.3.3 The Shallow Donor Hypothesis ................................................... 29
3.3.4 Hyperpolarized Nuclei in NMR................................................... 29
3.4 Phasing Convention ........................................................................... 30
3.4.1 The Mathematics of the Phase Convention.................................... 32
Chapter 4: Experimental Setup and Hardware .......................................... 33
4.1 Optics Table .................................................................................... 34
4.2 Cryogenic Equipment ......................................................................... 35
4.2.1 Superconducting Magnets.......................................................... 35
4.2.2 Horizontal Cryostat.................................................................. 36
4.3 NMR Hardware ................................................................................ 37
Chapter 5: Spin Polarization in Strained GaAs ......................................... 39
5.1 Quantum Mechanical Representations of NMR Interactions in GaAs............ 41
5.1.1 The Zeeman Interaction ............................................................ 42
5.1.2 The Quadrupolar Interaction ..................................................... 43
5.2 Satellite Asymmetry in 75As OPNMR.................................................... 45
5.3 Spin-3/2 Pulse-Acquire Density Matrix Simulations.................................. 48
5.3.1 The Spin-3/2 Density Matrix ..................................................... 49
5.3.2 Simulating Signals of Individual Transitions .................................. 50
5.4 Experimental OPNMR Nutation .......................................................... 58
5.5 Model of Efficient Spin Polarization ...................................................... 63
5.6 Efficient Measurement of Spin Polarization ............................................. 66
5.6.1 λ = 820 nm (Eph < Eg) ............................................................ 66
5.6.2 λ = 817 nm ((Eph ≈ Eg) ........................................................... 71
5.6.3 Experimental Determination of NOP ............................................ 71
5.7 Conclusions...................................................................................... 74
Chapter 6: SIMPSON Simulations of Cross-Polarization NMR in CdTe..... 75
6.1 The CdTe Sample ............................................................................. 77
6.2 Experimental 113Cd OP-Pulse-Acquire NMR........................................... 79
iii
6.3 125Te→113Cd OP-Cross Polarization NMR Pulse Sequence ......................... 81
6.4 125Te→113Cd OP-CP Buildup Experiments ............................................. 83
6.4.1 Mathematical Description of Dipolar Oscillations ........................... 83
6.4.2 CP Buildup Curve of the Central Resonance ................................. 86
6.5 SIMPSON Simulations of Cross Polarization Mechanics in CdTe ................. 88
6.5.1 Implementing SIMPSON in CdTe ............................................... 88
6.5.2 Inclusion of Long-Distance Cd-Cd Jiso Couplings............................ 94
6.6 Conclusions...................................................................................... 96
Chapter 7: Spin Polarization in CdTe........................................................ 97
7.1 Measuring Nuclear Spin Polarization in CdTe ......................................... 99
7.1.1 Density Matrix Formalism of Coupled Spins .................................. 99
7.1.2 The Dipolar Coupling Hamiltonian.............................................. 103
7.1.3 The Pulse-Acquire Experiment in CdTe........................................ 104
7.2 NMR Lineshape Simulations................................................................ 107
7.2.1 113Cd NMR Lineshape Simulations .............................................. 107
7.2.2 125Te NMR Lineshape Simulations .............................................. 108
7.3 Insights into the Origin of Nuclear Hyperpolarization in CdTe .................... 111
7.3.1 EPR on CdTe ......................................................................... 113
7.3.2 The Paramagnetic V −Cd Hypothesis .............................................. 116
7.4 Conclusions...................................................................................... 116
Chapter 8: Modeling NMR Lineshape Distortions in AlxOy/GaAs Interfaces 118
8.1 The Quadrupolar Echo NMR Pulse Sequence .......................................... 122
8.2 Density Matrix Formalism of the Quadrupolar Echo Pulse Sequence ............ 123
8.2.1 Phase Matrix Representation ..................................................... 124
8.3 The 90°/90° Quadrupolar Echo ............................................................ 127
8.3.1 Density Matrix Simulations of the Standard Quadrupolar Echo ......... 128
8.3.2 Experimental Results of the 90°/90° Quadrupolar Echo ................... 132
8.4 The 55°/55° Quadrupolar Echo ............................................................ 134
8.4.1 Simulations of the 55°/55° Quadrupolar Echo ................................ 134




Appendix A: The Quantum Mechanics of NMR ........................................ [148]
A.1 Wavefunctions .................................................................................. [148]
A.2 Angular Momentum........................................................................... [150]
A.3 Vector and Matrix Representations ....................................................... [154]
A.3.1 Basis Set and Wavefunction of Angular Momentum ........................ [157]
A.3.2 Matrix Representations of Angular Momentum Operators ................ [158]
A.3.3 Spin Operators........................................................................ [163]
A.3.4 Density Matrices ..................................................................... [164]
A.3.5 Manipulating Density Matrices ................................................... [166]
Appendix B: The Rotating Frame ............................................................ [168]
B.1 Simulating NMR Spectra from Density Matrices ...................................... [169]
Appendix C: List of Matrix Elements ....................................................... [172]
C.1 After First Pulse in -y′ Direction .......................................................... [172]
C.2 Quadrupolar Echo Density Matrix Derivations ........................................ [174]
Appendix D: CdTe SIMPSON Simulation Details ..................................... [183]
D.1 Iterative Process of Excuting SIMPSON Simulations ................................ [183]
D.2 Modified Simulations– Testing Additional Parameters ............................... [188]
D.3 Probability Tables of Basis Structures ................................................... [190]
v
List of Figures
Figure 2.1: The vector model for a pulse-acquisition experiment....................... 9
Figure 2.2: Example FID and NMR spectrum .............................................. 10
Figure 2.3: I = 1/2 energy level and transition diagram with corresponding density
matrix .................................................................................. 13
Figure 2.4: The pulse-acquire NMR pulse sequence........................................ 16
Figure 3.1: Band structure of zincblende GaAs and CdTe ............................... 22
Figure 3.2: Optical pumping of electrons in GaAs or CdTe.............................. 26
Figure 3.3: Zeroth-order phase corrections of experimental data ....................... 31
Figure 4.1: Experimental layout of the OPNMR setup ................................... 34
Figure 5.1: Zeeman and 1st-order quadrupolar splitting energy level diagram ...... 43
Figure 5.2: 75As OPNMR spectra of strained and unstrained GaAs................... 44
Figure 5.3: 75As satellite transition asymmetry at varied tip angles ................... 46
Figure 5.4: Spin-3/2 energy level and transition diagram with corresponding den-
sity matrix............................................................................. 49
Figure 5.5: Simulated nutations of individual transitions at various spintempera-
tures .................................................................................... 57
Figure 5.6: OP-pulse-acquire NMR pulse sequence diagram............................. 58
Figure 5.7: Experimental hyperpolarized nutation of 75As in GaAs ................... 62
Figure 5.8: Example efficient extraction method of spin polarization ................. 64
Figure 5.9: Polarization versus satellite ratios at various tip angles ................... 65
Figure 5.10: Measuring polarization versus irradiation time .............................. 67
Figure 5.11: Measuring polarization versus irradiation time (Short τL) ................ 68
vi
Figure 5.12: Measuring polarization versus irradiation time .............................. 70
Figure 5.13: Measuring relative number of spins versus irradiation time .............. 73
Figure 6.1: Example CdTe crystal with NMR-active spins............................... 78
Figure 6.2: 113Cd NMR of CdTe ................................................................ 80
Figure 6.3: Schematic of the optically-pumped cross-polarization (OP-CP) 113Cd-
125Te pulse sequence ................................................................ 82
Figure 6.4: 125Te→113Cd OP-CP two-dimensional data................................... 84
Figure 6.5: 125Te→113Cd OP-CP NMR buildup curves of the resolved doublet from
70.53° 113Cd-125Te spin pairs...................................................... 85
Figure 6.6: 125Te→113Cd OP-CP NMR buildup curve of the unresolved doublet
from 180° 113Cd-125Te spin pairs and isolated 113Cd ........................ 87
Figure 6.7: SIMPSON CdTe basis structure overlaid with lattice ...................... 89
Figure 6.8: Example simulated CdTe environments in SIMPSON ..................... 91
Figure 6.9: SIMPSON 125Te→113Cd CP simulation results in CdTe................... 92
Figure 6.10: (Color online) Simulated SIMPSON 113Cd CP buildup curves of CdTe
using different 2Jiso,Cd−Cd coupling strengths. Experimental data and
original simulation are plotted in blue. Simulations were scaled to
match the buildup of signal from 0 to 2.5 ms. ............................... 95
Figure 7.1: Experimental 113Cd and 125Te OPNMR spectra ............................. 98
Figure 7.2: Energy level diagram of dipolar-coupled 113Cd spins ....................... 105
Figure 7.3: Lineshape simulations of 113Cd and 125Te OPNMR spectra .............. 109
Figure 7.4: Non-optically pumped 113Cd and 125Te NMR on CdTe .................... 112
Figure 7.5: 125Te OPNMR on CdTe at varying photon energy and helicity ......... 113
Figure 7.6: 125Te OPNMR on CdTe at varying experimental temperatures ......... 114
Figure 7.7: Preliminary EPR on CdTe ........................................................ 115
Figure 8.1: Depiction of AlxOy/GaAs interface under optical pumping and ex-
pected NMR spectrum ............................................................. 120
Figure 8.2: Experimental 55°/55° quadrupolar echo of AlxOy/GaAs interface at
varying wavelengths ................................................................. 121
vii
Figure 8.3: The quadrupolar echo OPNMR pulse sequence.............................. 122
Figure 8.4: Phase dial representations of complex values ................................. 125
Figure 8.5: Example of a density matrix represented as a phase matrix.............. 126
Figure 8.6: Density matrices represented as phase matrices for an example simu-
lated 90°/90° quadrupolar echo .................................................. 128
Figure 8.7: The phase-distorted simulated NMR spectrum of the 90°/90° quadrupo-
lar echo ................................................................................. 130
Figure 8.8: Simulations of the NMR spectrum lineshape of the AlxOy/GaAs inter-
face with a 90°/90° quadrupolar echo .......................................... 131
Figure 8.9: Experimental 90°/90° quadrupolar echo NMR spectra at varied τ ..... 133
Figure 8.10: Simulated phase distortions of the 55°/55° quadrupolar echo pulse
sequence................................................................................ 135
Figure 8.11: Simulated phase distortions of the AlxOy/GaAs NMR spectrum line-
shape under various conditions................................................... 137
Figure 8.12: Experimental 90°/90° quadrupolar echo NMR spectra at varied τ ..... 138
Figure A.1: Diagrams of the projection of angular momentum in the z-direction... [153]
Figure D.1: Demonstration of 125Te→113Cd CP buildup curves where the basis
structure has only a single 125Te spin........................................... [185]
Figure D.2: Demonstration of 125Te→113Cd CP buildup curves where the basis
structure has only a single 125Te spin and a single 113Cd spin ........... [186]
Figure D.3: Final normalized 125Te→113Cd CP buildup curves for all compositions
of CdTe basis structure ............................................................ [187]




Table 5.1: Properties of NMR-active species in GaAs.................................... 41
Table 6.1: Properties of NMR-active species in CdTe .................................... 77
Table 6.2: Fitting Parameters for 113Cd Satellite Oscillations.......................... 86
Table 7.1: Properties of NMR-active species in CdTe .................................... 99
Table D.1: Probabilities (%) of having an environment composed ofM 113Cd spins
and N 125Te spins for given compositions of the second and third shell.[191]
Table D.2: Number of possible configurations of magnetic environments for given
compositions of the second and third shell, MCdNTe. .................... [192]
ix
Acknowledgments
Even without a pandemic, graduate school is a long and challenging journey that is impossible
without the support from friends and family.
First, I would like to thank my family. My parents have always been supported me and
instilled a sense of drive to achieve all that I can. My family is close to the academic world,
so they have always been in tune with the highs and lows of graduate school (I am thankful
that I was not once asked “when will you be done?”). Thanks to David, especially while
working from home and not knowing what the future would be back in April 2020, for being
my source of emotional support throughout graduate school and in life in general. Special
thanks to Sarah, who has been going through the rigors of a PhD program at the same time
as me. Even though she’s far away in Minnesota, commiserating in-person with her the few
chances I have had were wonderful.
My growth as a researcher was shaped by my lab mates. Although the last few years were a
bit lonely, their influences have dramatically improved my work. In particular, Zayd Ma, Matt
Willmering, Erika Sesti Jensen, Daphna Shimon, and Jinlei Cui were always happy to help
with questions about science, theory, or hardware. Without Daphna’s input, the quantum
mechanical math in this dissertation and my biggest academic achievements would not have
x
been possible. Jinlei Cui was instrumental in kickstarting my own SIMPSON simulations in
CdTe.
There were many people close to our lab that I would also like to thank. Eddie Saliba has
been a great person to bounce off wild and crazy quantum mechanical ideas, as well as been
a great source for answering tricky theory questions. Hao Yang was especially helpful in my
early years as Zayd and I were both getting up to speed on NMR. Tom Osborn-Popp was an
effective catalyst of progress, without him the interpretations of the CdTe spin polarization
data would not be nearly as complete. Sam Emery, who remained in St. Louis after getting
his Ph.D., has been reliable discussion source on science, and helped edit this dissertation.
My personal growth from a barely-functioning young adult has therefore always been in
context of the lab and the people within it, especially since my first experience in the Hayes
lab was when I was a visiting summer undergraduate researcher after my Sophomore year.
Everyone was close, it was like joining a family. I became more compassionate, empathetic,
expressive, confident, and independent—in large part from Sophia herself. I have so many
fond memories: the judgement from Zayd when I forgot to insert the NMR probe in the
7 T magnet before leaving for the July 4th weekend, running into Katie Wentz during an
evening nitrogen fill and the ensuing spontaneous 2-person dance party, peeving Erika by
inadvertently bonking her chair in the office repeatedly (I’m still very sorry!), the MANY
in-jokes, pilgrimages to Mi Ranchito, the silly anime references with Jinlei, the long evenings
with Matt and visiting technicians to fix our lasers, the Bop-It! tournaments, the heated
bocce ball games, and the multiple cat-sittings by Robert, Sam, Chia-Hsin, and Daphna
(although Daphna had a good reason to only do it once).
I am grateful for the many enduring friendships stemming from the Hayes lab. I regularly
talk science and life with Michael Mazza, even though I haven’t seen him in-person in the
xi
better part of a decade. I still get (and love) Snapchats of cats from Chia-Hsin in France and
from Justin Lyle in Oregon. I still regularly hit up 3 Kings with Sam Emery.
The work was only possible thanks to Washington University in St. Louis, the Department
of Chemistry, and the Graduate School. I would like to specifically acknowledge the people
of the Department of Chemistry, who quickly became my on-campus community, and made
it feel like a home. I got to know the faculty and staff through my daily interactions and
hall-passings, I had many conversations and troubleshootings with Chris Thuet (let’s go
Blues!). I engaged in plenty of gossip with Rick Schneider, Dr. Andrew Wessel, Barbara
Taylor, and Angela Potter. I often coordinated with Dr. Rachel Dunn and Jess Owens for
department events. Additionally, the other graduate students were always fun to encounter.
So many fond memories with Kendra, Chanez, Daniel, Tabbetha, Leo, Gina, Justin, Abby,
Sofia, Gerry, and so many others all made my time at WashU enjoyable.
I would like to thank Drs. Sadtler and Loomis for making up my core committee throughout
the years. Additional thanks to Xander Barnes, who was a member of my core committee
before relocating to ETH Zurich. Their curiosity—and their hard questions—have helped
refine the work and helped me be cognizant of my blind spots. Thank you to Drs. Henriksen
and Murch for joining my defense committee and their future input.
Some of this work was in collaboration with others outside of Washington University. Special
thanks to Drs. Conley and Jenkins from Oregon State University for growing alumina films of
various thicknesses on our GaAs samples, which we have spent a substantial amount of time
studying. Additional thanks to the multiple researchers who we have had many conversations
with, including Dr. Anil Mehta at the NHMFL discussing SIMPSON simulations and sign
conventions, Dr. Dieter Suter at the University of Dortmund discussing sign conventions,
and Dr. Mark Conradi at ABQMR discussing practically everything.
xii
The main grant which supported this work was from the National Science Foundation, Divison
of Materials Research, grants #1206447 and #2004915.
Michael E. West
Washington University in Saint Louis
August 2021
xiii
Dedicated to Dr. Gay Stewart,
who gave me my first sense
of genuine confidence.
xiv
ABSTRACT OF THE DISSERTATION
Modeling Hyperpolarized NMR Phenomena in Optically Pumped Semiconductors
by
Michael E. West
Doctor of Philosophy in Physical Chemistry
Washington University in St. Louis, August 2021
Professor Sophia Hayes
Nuclear magnetic resonance (NMR) is a widely-used technique that measures the local
environments of nuclei. It is able to detect small differences in energy, making it a highly-
valued tool. However, the technique is challenged by inherently low sensitivities, requiring
either large sample volumes or long periods of time to overcome this. In semiconductors,
optical pumping (OP) can overcome this low sensitivity by creating incredibly large and
dynamic nuclear spin polarizations (“hyperpolarization”), which is detectable as a large NMR
signal. The combined technique of optically-pumped NMR (OPNMR) is a valuable tool that
can explore electronic and nuclear phenomena within semiconductors. In some OPNMR
spectra of strained GaAs, asymmetry in the intensity of the two quadrupolar satellites for 75As
is present. We seek to understand whether the degree of asymmetry is related to the extent of
spin polarization. Knowledge of specific nuclear spin polarization can be an important metric,
and we are testing how to best approach that measure. In addition, the semiconductor CdTe
is unusual in that the natural abundances of spin-half (NMR-detectable) isotopes leads to a
sparse spin system. We test the role of through-space and through-bond nuclear spin-spin
interactions and the effects of these on 113Cd spectra. Studying this system gives us a unique
opportunity to explore weak dipolar and scalar couplings in a single-crystal material, which
is normally infeasible without the use of optical pumping. Pairs of 113Cd -125Te isotopes
xv





Since its discovery in 1968 by Lampel, optically-pumped nuclear magnetic resonance (OPNMR)
has been used to study the fundamental physics within semiconducting materials.[1] OPNMR
is a combination of two techniques. It combines nuclear magnetic resonance (NMR), a
technique that can probe short-range environments of nuclei, with optical pumping (OP),
a technique that can manipulate nuclear and electron spin states within semiconducting
materials into non-equilibrium and dynamic systems. There are many properties that can be
investigated with this technique, from properties of bulk material to electronic properties of
quantum-confined materials.[2, 3]
The first focus of my research has been on efficiently characterizing nuclear spin polarization
of optically-pumped semiconducting materials. The literature is sparse on the subject of spin
polarization itself, relying on approximations and assumptions that make its measurement
challenging.[4, 5] It was realized that with a quantum mechanical treatment, experimental
GaAs OPNMR signals were both predictable and matched theoretical models closely, and
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this predictability could be leveraged to develop novel and efficient methods to measure spin
polarization, overcoming previous limitations.
The topic being explored in GaAs is the presence of asymmetry in the intensities of the
two quadrupolar satellites for 75As OPNMR of strained GaAs. We seek to understand the
relationship between this degree of asymmetry with the extent of nuclear spin polarization.
Knowledge of specific nuclear spin polarization can be an important metric, and we are
testing how to best approach that measure.
The second focus of my research has been on characterizing NMR experiments performed
on CdTe. Without optical pumping, studying CdTe by NMR itself is prohibitively time-
consuming, where experiments are limited by the hours-long nuclear spin-lattice relaxation
times (described by nuclear T1 time constants). For CdTe, OP can be treated as a tool to
prepare hyperpolarized nuclei, which avoids this limitation. This tool allows for the study of
nuclear spins in semiconductors that would otherwise be infeasible. CdTe is unusual in that
the natural abundances of spin-half (NMR-detectable) isotopes leads to a sparse spin system.
We want to test the role of through-space and through-bond nuclear spin-spin interactions
and the effects of these on 113Cd NMR spectra. Studying this system gives us a unique
opportunity to explore weak dipolar and scalar couplings in a single-crystal material. Pairs
of 113Cd -125Te isotopes exhibit specific behavior and dipolar oscillations, and the dynamics
of their behavior will be measured.
2
1.1 Contents of Dissertation
Introductory Chapters
Chapter 2 is a background to NMR without optical pumping, which introduces fundamental
concepts with both the vector model as well as the density matrix formalism (quantum
mechanical model). These concepts, especially the quantum mechanical approach, are heavily
expanded upon in the main-body chapters.
Chapter 3 is an introduction to optical pumping and optically-pumped NMR. It explains the
mechanism of how nuclear spin hyperpolarization occurs in optically-pumped semiconductors
and discusses the ramifications as it pertains to NMR.
Chapter 4 introduces the laboratory setup of the OPNMR experiment, detailing all relevant
equipment and how the subsystems relate to one another.
Research Results Chapters
Chapter 5 is dedicated to the development of a novel method to efficiently measure nuclear
spin polarization in optically-pumped GaAs. Additionally, it presents initial experiments
that test these methods, verifying their time-efficiency. The ability to measure nuclear spin
polarization efficiently promises to be a valuable tool to study a variety of fundamental
spin physics questions with a new perspective. This work is a more in-depth version of a
manuscript in preparation.[6]
Chapter 6 is the first chapter focused on CdTe. It details the implementation of SIMPSON,[7]
an NMR simulation package, to characterize 125Te→113Cd cross polarization dynamics of
113Cd nuclei isolated within the CdTe crystal lattice. It is a first-of-its-kind simulation,
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iteratively generating thousands of magnetic environments to capture the random nature of
the distribution of NMR-active nuclei within the lattice.
Chapter 7 is dedicated to measuring and characterizing unexpectedly high nuclear spin
polarization found in both 113Cd and 125Te NMR and OPNMR. Various NMR and EPR
experiments were performed to narrow down multiple possible origins.
Chapter 8 covers derivations of lineshape distortions in AlxOy/GaAs 75As satellite transitions
for quadrupolar echo OPNMR pulse sequences. This math-intensive chapter arose after the
development of the density matrix-based models of Chapter 5, where it was realized these




NMR, in fundamental terms, is the spectroscopy of transitions between nuclear angular
momentum quantum states.[8] This short description does not impart how nuanced and
diverse NMR applications can be, which has uses in clinical and experimental imaging
(magnetic resonance imaging, MRI),[9, 10] in non-destructive detection of hidden or indirectly
observable materials,[11, 12, 13] or in determining the products of the reactions of organic
chemists.[8, 14] In this dissertation, NMR is performed on semiconducting wafers as a way to
study the electron and spin physics within these materials.
The mathematical foundation of NMR is the quantum mechanical description of angular
momentum that exists intrinsically within nuclei. Intrinsic angular momentum is referred
to, more informally, as “spin.” Certain nuclei naturally have a non-zero spin quantum
number, I, and can possess magnetic quantum numbers mI ranging from –I to I in steps of
1. This description parallels the more widely-known derivations of electron orbitals (with
quantum numbers ` and m`). The terminology and treatments in that system also apply
here. Appendix A goes into the derivation and the parallels thoroughly.
5
2.1 The Vector Model
When NMR is first introduced, a pseudoclassical “vector model” is used because of its
intuitiveness and its ability to be graphically represented. This model, unfortunately, is not
able to explain all phenomena encountered in NMR spectroscopy. It is unable to describe
systems when multiple nuclei are coupled to one another, nor when the quantum number I is
greater than 1/2. To describe the system accurately requires a purely quantum mechanical
approach. However, the vector model is invaluable for introducing key concepts.
To demonstrate the vector model, this section will follow a description of arguably the simplest
NMR experiment: a “pulse-acquire” NMR experiment to collect a 1H NMR spectrum of 99%
deuterated water. (High deuteration means that we can treat the 1H nuclei as isolated.) The
name is self-explanatory; a radio-frequency (RF) pulse is applied for some time, and signal is
then acquired.
For a spin-1/2 (I= 1/2) species like 1H, there are two possible spin states that a nuclear spin
can occupy, usually referred to as “spin-up” (mI = +1/2) and “spin-down” (mI = –1/2). In
the presence of a static magnetic field B0 (units of Tesla), the Zeeman interaction introduces
an energy splitting between these two states. The Zeeman energies of these states are defined
as:
EmI = −mI~γIB0, (2.1)
where γI is the nuclear gyromagnetic ratio (units Hz/Tesla), a species-dependent constant
that directly relates the field strength to the energy of the state, and ~ is the reduced Planck
constant (units J s). The total Zeeman energy splitting between these states is:
∆E = −~γIB0, (2.2)
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in Joules. Energies and energy splittings are often described in terms of frequency units. The
Zeeman energy splitting is described with the Larmor frequency, ω0:
ω0 = ∆E/~ = −γIB0, (2.3)
in rad/s. Note here that when γI is positive, ω0 is negative according to this equation. This
negative sign is omitted for simplicity (like in most textbooks)[15], although it will need to
be invoked later in exotic and extreme cases.
Frequency units of Hz are also often used. To avoid ambiguity, a frequency expressed in Hz
will be expressed with “ν” instead of “ω.” Using the Larmor frequency as an example, the
conversion is:
ν0 = ω0/2π. (2.4)
The Larmor frequency is a useful property from a classical (and experimental) perspective.
A nucleus can be represented as a classical magnetic dipole moment, which interacts with
the magnetic field B0. This interaction induces a torque on the dipole moment, which makes
it precess (like the axis of a spinning top in a gravitational field) about the B0-axis (defined
as the z-axis) at a frequency of ω0. This classical perspective of induced torque will be useful
later.
Because these states have an energy difference, and there are a large number of 1H nuclei in
the experiment, a Boltzmann population difference is established at equilibrium:
N↑
N↓
= e−ω0/kBT . (2.5)
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The difference in populations between these two states leads to a net magnetization that
arises from the ensemble of 1H spins. This net magnetization is aligned with B0, shown in
Figure 2.1(a) as a blue vector. By convention, B0 is in the z-direction.[8] The Cartesian
coordinate system here is in the rotating frame— that is, the frame of reference is depicted
as rotating about the z-axis (the B0 axis) at the Larmor frequency in order to cancel out the
effect of the Zeeman interaction in this artificial reference frame. This is a useful graphical
simplification, as the Zeeman interaction is always present and does not need to be accounted
for explicitly. The axes that are rotating (x and y) are denoted with primes. The rotating
frame is a useful tool that helps simplify the demonstration of NMR pulses and the evolution
of magnetization during model experiments.
With equilibrium net magnetization established, a radio frequency (RF) pulse is applied at
frequency ω0 for a time t. In the rotating frame, this appears as a static transverse magnetic
field, B1, shown in Figure 2.1(b), which applies a torque on the net magnetization. The net
magnetization precesses about this B1 field (shown as along the −y′ direction) at a frequency
ω1 = −γIB1.
The “tip angle” of the net magnetization with respect to the z-direction, θ1, varies with time
t:
θ1 = ω1t. (2.6)
Although it seems unorthodox, when γI is positive, θ1 technically needs to be expressed as a
negative value to comply with sign conventions.[15] Rotations in group theory are defined
according to a right-hand rule,[8, 16, 17] or a counter-clockwise rule when looking down the
axis of rotation. In order to describe clockwise rotations like seen here, the negative sign
would need to be retained. However, through searching through many NMR fundamentals
textbooks, this sign is almost always omitted.[8, 14, 15, 18, 19]
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Figure 2.1: The vector model in the rotating frame for a pulse-acquisition experiment
performed on a positive-γ species and pulsed in the −y′ direction. (a) The initial net
magnetization. (b)The application of the RF pulse. (c) Net magnetization after the RF pulse
(90° in this example). (d) Precession of the net magnetization around z when ω 6= ω0.
If t is calibrated beforehand, the net magnetization can be rotated fully into the transverse
plane, shown in Figure 2.1(c), with θ1 of π/2 radians (90°).
NMR signal, Ξ, is detected as an induced oscillating voltage in a coil of wire generated by the
freely precessing transverse net magnetization around B0. If the frequency of the detected
species, ω, is slightly off from the Larmor frequency (caused by couplings, chemical shifts, et
cetera), the net magnetization will precess in the rotating frame at a frequency ∆ω = ω − ω0,
shown in Figure 2.1(d).
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Ξ is detected in quadrature, meaning the signal intensity in the x′ and y′ directions are
measured simultaneously, represented as the “real” and “imaginary” components of a complex-
valued signal. These two components of signal are plotted as a function of τ , the time after
the RF pulse in Figure 2.2(a), where red shows the real component, green shows the imaginary
component of the signal, and blue shows the signal magnitude. This plot is called a free
induction decay (FID). A Gaussian relaxation function was also applied to this model FID to
simulate the spontaneous decay of signal (from loss of coherence) that is found experimentally.
FIDs are usually Fourier transformed to produce the final NMR spectra, for example shown
in Figure 2.2(b). In these examples, ∆ν = 1 kHz (∆ω = 2π krad/s).
Figure 2.2: (a) Example free induction decay where ∆ν = 1 kHz. (b) Example NMR
spectrum, created by taking the Fourier transform of (a).
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2.1.1 Concepts from the Vector Model
There are a few key concepts that exist in the vector model that will also apply to the
quantum mechanical models. These concepts help frame some of the derivations in these
more abstract models.
1. To generate signal, there must be some nonzero projection of the magnetization vector
in the x-y plane, where a maximum signal intensity is achievable using a 90° tip angle.
2. To generate any signal, there must be an initial population difference between the spin
states to have any initial magnetization to manipulate.
3. The magnetization vector in the vector model can be broken down into its three
Cartesian components: x- (real), y- (imaginary), and z-components. The quantum
mechanical model that describes NMR is derived using a Cartesian basis, and has a
similar three-dimensional/three-component character.
4. Rotations of the magnetization vector in the vector model are used to describe interac-
tions. This language of rotations can be applied to almost every possible interaction, be
it RF pulses, nuclear-nuclear couplings, or other interactions that affect the nuclei. As
will be demonstrated, this language of rotations carries over to the quantum mechanical
model.
These takeaways will become especially useful in more exotic systems with larger systems,
more complicated pulse sequences and, systems with nuclear-nuclear couplings.
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2.2 Properties of Fourier Transform
The first point in the free induction decay (FID) contains a wealth of useful information
about the final NMR spectrum. The first point fully characterizes the signal intensity of the
NMR spectrum and signal phase.[8] The signal intensity (amplitude of the voltage signal) of
the first point in the FID directly correlates to the integrated area of the final NMR spectrum.
The phase of the first point also directly corresponds to the phase of the NMR spectrum: in
the example of Figure 2.2, a fully real, positive signal in the first point of the FID leads to a
fully absorptive lineshape in the real component of the NMR spectrum (depicted in red).
In this dissertation, we care almost exclusively about modeling only the phases and signal
intensities of NMR spectra, rather than the broadness of the detected signals. Because of
these properties’ direct relationship to the first point of the FID, we only ever need to derive
this first point. Said again, all relevant information is contained in the first point of the FID.
2.3 Quantum Mechanical Model of NMR
What follows here is an example of the quantum mechanical model of NMR as it is applied to
a pulse-acquire NMR pulse sequence performed on 1H NMR on deuterated water, the same
system as the vector model above. Because the example of 1H NMR of deuterated water does
not exhibit nuclear-nuclear/nuclear-electron couplings, and it is spin-1/2 system, the final
result using the quantum mechanical approach matches exactly that of the vector model.
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2.3.1 The Angular Momentum Foundations of NMR
Describing this angular momentum system requires, first, a basis set of angular momentum
operators from which the system, effects on the system, and observations on the system can
be fully described. There is one angular momentum operator for each cartesian coordinate,






 , Îy = 12i
 0 1
−1 0




also known as spin operators.
2.3.2 The Zeeman Hamiltonian
Figure 2.3 (left) is an energy level diagram for a spin-1/2 (I = 1/2) species under the
influence of the Zeeman interaction, defined earlier in Equations 2.1–2.3. This is depicted for
a positive-γI species, where the mI = +1/2 state is the lower energy state.
Figure 2.3: Left: Energy level diagram of the two mI states for a spin-1/2 species. Blue
arrows correspond to the transitions between states. Right: Density matrix that demonstrates
the locations of all relevant elements: black elements (on the matrix’s diagonal) show the
fractional populations of the ensemble, and blue elements correspond to the locations of the
+1 and –1 coherent transitions (“coherences”).
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Thee Zeeman interaction can be represented with the Zeeman Hamiltonian, defined as:




In this matrix representation of the Zeeman Hamiltonian, the energy levels of the states
depicted in Figure 2.3 (left) are determined by the values of the diagonal elements (top left to
bottom right) of the matrix. The first element on the diagonal (top left) corresponds to the
Zeeman energy level of the mI = 1/2 state, and the second element on the diagonal (bottom
right) corresponds to the mI = −1/2 state.
2.3.3 The Density Matrix
In virtually all samples studied by NMR, there are so many “NMR-active” nuclear spins that
it is best to treat them as a statistical ensemble. Attempting to individually tally all of the
wavefunctions and spin states of such a large number of nuclei is impractical. For example,
in 1 mL of water that is 99% deuterated, there are 6.7 x1020 1H nuclei.
If the samples are relatively pure (usually the case in NMR), there are a handful (or fewer)
of detectable chemically distinct nuclear “sites.” A given nuclear spin will be essentially
indistinguishable by NMR from other spins that share its chemical environment. For a given
chemical site, it makes more sense to treat these large number of identical spins as a single
statistical quantum ensemble. The spin states that these sites can occupy (“spin-up” or
“spin-down” for a spin-1/2 species) can be described with relative populations.
When the system is at equilibrium, the initial relative populations (“population density”) of








When expressed with the Zeeman Hamiltonian, an initial “density matrix” can be derived








The elements of the matrix highlighted in blue, located off of the diagonal, are where quantum
coherent transitions (“coherences”) between populations appear. At equilibrium, there is no
net coherence between the many spins at equilibrium, which is why these elements are zero.
A generic example density matrix is shown in Figure 2.3(right) to demonstrate the architecture
of the density matrix. Populations reside on the diagonal, and coherences reside off of the
diagonal. The top-right element is the location where +1 transition coherences appear
(mI = −1/2 → 1/2), and the bottom-left element is the location where −1 transition
coherences appear (mI = 1/2→ −1/2).
2.3.4 NMR Pulse Hamiltonian
In NMR, we want to measure the frequency of a given nucleus ω, which includes any
perturbations that may exist to this frequency that makes it deviate from the Larmor
frequency ω0. To do this, we apply a strong radio frequency (RF) pulse whose frequency
matches the Larmor frequency (or, at least, is close). In the rotating frame, this appears as
a transverse magnetic field B1. The Hamiltonian in the rotating frame that describes the
nuclear spin interaction with this B1 field (applied in the −y′ direction) is
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Figure 2.4: Pulse-Acquire (Pulse-Acq.) NMR pulse sequence.
ĤRF = γIB1Îy = −ω1Îy, (2.11)
where ω1 is the characteristic nutation frequency of nuclear spins about B1. All Hamiltonians
are expressed in the rotating frame. A more explicit description of the transformation into
the rotating frame can be found in Appendix B.
2.3.5 The Pulse-Acquire Experiment
A diagram of this pulse sequence is shown in Figure 2.4. On top, the RF pulse is represented
by the dark blue rectangle labeled “ĤRF”, and the collection of NMR signal is depicted
as the damped cosine wave labeled “ACQ.” Below is the time axis with tick marks for the
density matrix before (ρ̂0) and after (ρ̂1) the pulse. In the pulse-acq experiment, the ĤRF
Hamiltonian is applied for a set amount of time t.
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The effect of a sufficiently strong RF pulse ĤRF for a given time t can be treated as a
“rotation” of angle θ1 after some algebraic manipulation:
ĤRF t = −ω1tÎy = −θ1Îy, (2.12)
where θ1 = ω1t, the degree of the rotation, in radians. This RF Hamiltonian describes a
rotation of θ1 radians about the y-axis.
This Hamiltonian needs to be applied to ρ̂0 to describe the system after the RF pulse,
ρ̂1. Mathematically, to describe the evolution of a density matrix under the effects of a
Hamiltonian for a given time τ is
ρ̂ (τ) = e−iĤτ (ρ̂ (0)) eiĤτ , (2.13)
which is also informally called a “sandwich operator.” To describe the density matrix after
the pulse (ρ̂1), Equations 2.12 and 2.13 are combined:





The right-most sandwich operator element, e−iθ1Îy , is better recognized as a 2-by-2 Wigner
rotation (“D”) matrix[16, 17, 8]:
e−iθ1Îy = D(1/2) (0, θ1, 0) =
cos (θ1/2) − sin (θ1/2)
sin (θ1/2) cos (θ1/2)
 . (2.15)
Plugging this and Equation 2.10 into Equation 2.14, the density matrix after the pulse ρ̂1
can now be calculated as
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ρ̂1 (θ1) =
 cos (θ1/2) sin (θ1/2)





cos (θ1/2) − sin (θ1/2)

























Looking at the elements of this perturbed matrix, the populations on the z-axis (diagonal)
exchange with each other as a function of cos θ1 while first-order coherences between the two
states are generated, shown in blue. First-order coherences can be thought of as the absorption
or emission of a photon, which carry momentum (and satisfy the law of conservation of
angular momentum during transitions).
In NMR, we are observing the transitions as these populations change. By convention, we
are detecting the emission of photons from the higher energy state (mI = -1/2) to the lower
energy state of (mI = +1/2). The corresponding operator for this observation is the raising
operator:[8, 20]
Î+ = Îx + iÎy. (2.18)
NMR signal (Ξ) immediately after the pulse (τ = 0) is







This equation, derived purely from a quantum mechanical treatment of angular momentum,
captures a few key points that were demonstrated in the NMR vector model: signal intensity
will be at a maximum if θ1 = |π/2| = 90° (sin θ1 = 1), and a larger net magnetization
(population difference, ρ01/2 − ρ0−1/2) leads to a larger signal.
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2.3.6 Modeling FIDs
Although the full FID is not needed to model the relevant parameters in this dissertation
(such as phase and intensity, see Section 2.2), it is occasionally helpful to model both the FID
and NMR spectrum to generate lineshapes that can be directly compared with experiment.
This comes up in Chapters 7 and 8, and it can be done with density matrices.
The density matrix during the acquisition of the FID evolves in time τ (see Figure 2.4,
bottom). To simulate the FID, the signal needs to be “observed” at each point in time. To
simulate the off-resonance frequency ∆ν = 1 kHz (seen in Figure 2.2) on the density matrix,
a rotation of the density matrix about the z-axis can be employed to achieve this effect:





Mathematically, rotations need to use rad/s, hence the conversion to ∆ω in this equation.
The signal as ρ̂acq varies in time τ is therefore
Ξ (τ) = Tr{ρ̂acq (τ) Î+}. (2.21)
If some Gaussian decoherence is artificially applied as a function of τ , one generates the FID
found in Figure 2.2(a), and then, with the application of the Fourier transform, generates the
NMR spectrum in (b). The real component of Equation 2.21 is plotted as the real component
of the signal (red) in the figure, and likewise, the imaginary component of Equation 2.21 is
plotted as the imaginary component of the signal (green). This process is broken down into
more detail in Appendix B.1.
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Chapter 3
Theory and Conventions of OPNMR
in Semiconductors
OPNMR is a multi-step mechanism that ultimately achieves high-intensity NMR signals. It
involves the spins of photons, electrons, holes, and nuclei all interacting and exchanging with
one another to achieve hyperpolarized nuclear spins, which are detected as a strong NMR
signal.
3.1 Introduction to Semiconductors
When atoms form bonds in an interconnected system (a solid or a crystal), the individual
electronic orbitals of the atoms interact with each other. What were originally discrete
electronic energy levels of individual atoms broaden into a continuum of states for the whole
material, called energy bands. Electrons, which are now delocalized and not associated
with individual atomic sites, fill the lowest possible valence energy bands.[21] In nonmetals,
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there is an energetic “band gap” between the highest-energy occupied band and the lowest-
energy unoccupied band (similar to HOMO/LUMO molecular orbital theory). For a given
material, these two bands are referred to as the valence band and the conduction band. A
semiconductor is a material with a generally small band gap, where relatively low energy
is needed to promote an electron from the valence to conduction band. (The distinction
between a “semiconductor” and an “insulator” is ill-defined, but typically taken to be at a
gap of ≈2 eV).[21, 22]
3.1.1 Electronic Structure
The conduction of electrical current is only possible with the physical movement of charged
particles, known generally as charge carriers. In semiconductors, there are two kinds. First
are conduction electrons, which do not exist in appreciable numbers at equilibrium (and at
room temperature). However, when a valence electron is promoted into an excited state, the
second kind of charge carrier is created: a hole. A hole can be thought of as a “lack” of an
electron, behaving as a positively-charged particle where the now-excited conduction electron
was (in the valence band). Depending on the excitation energy of the photon to produce
a conduction electron, the produced conduction electron and hole can be generated with
such little momentum that they can be coulombically attracted to one another and remain
in the same vicinity as one another, known as an exciton.[21] However, if higher excitation
energies are used, “hot” electrons can be produced, which have additional momentum that
can overcome this coulombic attraction.
The electronic band structure of bulk zincblende GaAs or CdTe is depicted in Figure 3.1, left.
The x-axis is plotted in reciprocal space, or k-space, and relates to the (linear) momentum
of electrons and holes. Individual band energies and momentum of electrons/holes are
describable using k · p perturbation theory, depicted in Figure 3.1 for the highest-energy
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valence band and the lowest-energy conduction band near k = 0. In this region, we can
approximate the bands as parabolic.[23] The valence band has two distinct bands that intersect
at their maxima, k = 0, called the heavy-hole and light-hole bands.[24] The conduction band
is depicted with one band, which has a minimum at k = 0. The smallest excitation energy
required to promote an electron from the valence band to the conduction band is Eg, and in
direct-bandgap semiconductors, this transition occurs at k = 0.
Figure 3.1: Band structure of zincblende GaAs and CdTe at k = 0. (left) Band diagram for a
direct-bandgap semiconductor. Eg is the bandgap energy between the valence and conduction
bands. (right) The valence and conduction bands can be approximated as having discrete,
atomic-like magnetic states.
Near k=0, a simplifying assumption can be made: the top of the valence band and the bottom
of the conduction band can be treated as having discrete angular momentum states (atomic
orbital-like), depicted on the right side of Figure 3.1 and labeled with term symbols.[2, 24, 25]
Electrons have both spin (S) and orbital (L) angular momentum quantum numbers, which
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combine into a single “total” momentum quantum number, J (= L+S), with corresponding
magnetic quantum numbers ranging from mJ = −J to J in integer steps. The valence band
has p-character (L = 1, S = 1/2, J = 3/2), and therefore can be represented with four
magnetic states ranging from −3/2 to 3/2. Likewise, the higher-energy conduction band has
s-character (L = 0, S = 1/2, J = 1/2), and can be represented with two magnetic states,
−1/2 and 1/2.[2] The Zeeman splitting of the mJ states (on the order of 10 µeV to 100 µeV,
depending on filed strength) are many orders of magnitude smaller than the band gap of the
semiconductor (on the order of 1 eV), so the energy differences in mJ levels are not visible
on this scale. Photon energies used in this dissertation are typically near the band gap Eg
where this discrete electron momentum state assumption is valid. More detailed treatments
outside of this assumption are described extensively in multiple references[2, 26, 27, 28, 29]
3.1.2 Defects
A bulk semiconductor is not perfect, and within the crystal lattice there are occasionally
defects that can affect the overall properties of the material. These defects can be classified
as either intrinsic (native) or extrinsic.
Even under perfect conditions, a pure semiconducting crystal will have intrinsic defects
when grown. These types of defects include lattice vacancies (either charged or uncharged),
interstitial atoms that lie between “normal” lattice sites, or antisites where an atom is fixed
in a lattice site where it does not belong. These defects are difficult to control and cause
unwanted effects in the semiconductor, such as electron trapping, which can dramatically
reduce the conductivity of the material.[21]
Extrinsic defects are caused by impurity atoms introduced into the lattice and can be done
either intentionally or unintentionally. If doping adds valence electrons to the system, the
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atoms are called donor atoms, and the semiconductor is classified as n-type. Likewise, if
doping adds holes to the system, the atoms are called acceptor atoms, and the semiconductor
is classified as p-type. Even slight doping can have a dramatic impact on the overall properties
of semiconductors.[21]
3.2 History of OPNMR
Optical pumping is the excitation or “pumping” of electrons using photons. The principle was
first described in 1950 by A. Kastler for electrons within atomic vapors,[25] and was awarded
the 1966 Nobel Prize in Physics. It was shown that, when using circularly polarized light,
selective excitation to specific Zeeman states is possible, allowing for highly spin-polarized
excited electron polarizations. [30]
The first demonstration of optical pumping in semiconductors was performed in 1968 by G.
Lampel on a sample of silicon.[1] It was discovered that the highly spin-polarized electrons
readily coupled to the 29Si nuclei, and this coupling could be detected by NMR as as an
enhancement of the NMR signal because the 29Si themselves became spin-polarized. Optical
pumping and NMR spectroscopy, as a combined technique, is called “OPNMR.” OPNMR has
since been used to study a variety of other bulk semiconductors, such as GaAs,[2, 28, 31, 32,
33, 34, 35, 36, 37, 38, 39] GaN,[40], InP,[41, 42, 43, 44, 45] and CdTe,[46, 47] amongst others.
There are two approaches with optical pumping in semiconductors. First, the photon energies
used in excitation can be tuned in order to selectively excite to known defect energy states,
which are describable with discrete angular momentum states.[48] Second, photon energies
can be tuned to match the band gap energy (Eph ≈ Eg), where electrons can be assumed to
have atomic-like states, depicted earlier in Figure 3.1 for direct-bandgap semiconductors.[2,
24] This latter approach is used for the work in this dissertation.
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3.3 OPNMR in GaAs and CdTe
3.3.1 The Optical Pumping of Electrons
Often, OPNMR experiments use circularly polarized light, meaning photons in the excitation
laser beam share the same value of angular momentum, either carrying +1 or –1 in units of ~.
σ+ light is circularly polarized light such that photons carry +1 unit of angular momentum
relative to the direction of the laser’s propagation (the “Poynting vector,” or k).[47, 49]
Figure 3.2(a) shows the optical pumping of electrons in a direct bandgap semiconductor
(GaAs or CdTe) using σ+ light, when k is parallel to B0. During the absorption of photons,
angular momentum must be conserved, so the angular momentum state mJ of the electron
must change by +1 when absorbing σ+ light.1 With σ+ light, there are only two allowed
transitions, depicted as the arrows connecting the valence and electron states. A similar
mechanism is depicted in Figure 3.2(b), but for σ− light: mJ must change by −1 when
absorbing of σ− light.
When irradiating with circularly polarized light, the transitions from the valence mJ = ±3/2
states are three times as likely than those from the valence mJ = ±1/2 states.[50] As a result,
the relative populations of conduction electron angular momentum states are unequal. The












1Unlike photon angular momentum, m states are quantized relative to B0, not k.[8] (See Appendix
A) These dissimilar quantization conventions would introduce a sign change in experiments where B0 is
antiparallel to k: mJ would have to change by −1 when absorbing a σ+ photon.[47] This dissertation only
has data collected from a parallel configuration, and this complication will not apply.
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Figure 3.2: Diagrams of optical pumping of electrons in GaAs or CdTe at k = 0. mJ states
of valence and conduction bands are re-plotted from Figure 3.1.(a) Optical pumping using
σ+ light. mJ must change by +1 during the photon absorption. The left-most depicted
transition is three times as likely, yielding highly spin-polarized (unequal spin state population)
conduction electrons. (b) Same as (a), Optical pumping using σ− light: mJ must change by
-1 during the photon absorption.
where NmJ is the number of conduction electrons with a given mJ state. “S” is used instead of
“J” as the symbol for conduction electron momentum to match with literature convention, as
well as recognizing that only spin angular momentum (S = 1/2) is present in these conduction








A similar approach will find 〈Sz〉opt = +0.25 for σ− light. Note that these values are an
approximation based on irradiating at k=0.
A value directly related to the expectation value is spin polarization, Pe. It is useful because
it expresses the ensemble as a fraction of its maximal possible value. When using σ+ light,




= −0.25(1/2) = −0.5. (3.3)
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Or, −50%. Likewise, σ− light would achieve a polarization of +50%.
3.3.2 Electron-Nuclear Spin Exchange
The spin-polarized electrons interact with the nuclei via the hyperfine interaction. The
interaction is especially strong via the Fermi–contact hyperfine interaction, where delocalized
electron density non-negligibly overlaps with nuclei. The Fermi-contact hyperfine interaction,





∗µB|ψ (r) |2I · S, (3.4)
where V0 is the volume of the unit cell, γI is the nuclear gyromagnetic ratio, g∗ is the effective
electron Landé g-factor, µB is the Bohr magneton, |ψ (r) |2 is the electron probability density
at the site of the nucleus, and I/S are the full angular momentum vectors for the nucleus
and electron, respectively. Based on previous results, holes relax rapidly and are assumed to
not contribute appreciably to the OPNMR mechanism.[51]
Through this hyperfine coupling, the hyperpolarized electron spins cross-relax (spin exchange)
with nuclei, leading to uneven nuclear spin populations, and therefore nuclear spin hyperpo-
larization. A full description of the mechanism relies on accounting for nuclear spin diffusion
and nuclear spin-lattice relaxation as a function of time;[2] however, when these contributions
are ignored for simplicity, the steady-state average z-component of nuclear spin, assuming
scalar relaxation, can be shown to have the form:[14, 52]
〈Iz〉OP =
I (I + 1)






where 〈Sz〉SS is the z-projection of the average steady-state electron spin, I and S are the
nuclear and electron spin quantum numbers, and 〈Sz〉eq is the average conduction electron
equilibrium spin.








where T1e is the electron spin lifetime, and τe is the electron-hole recombination time. This
equation is composed of two terms. The first term involves the creation of hyperpolarized,
oriented conduction electrons via optical pumping, which is expressed as 〈Sz〉opt. The second
term involves the population of spin-relaxed conduction electrons, 〈Sz〉eq. The sign of the
optically-generated spin polarization comes through the first term owing to optical orientation,
whereas the second term arises from carriers occupying the states at (or just below) the
conduction band edge which have spin-relaxed. This latter term (which is proportional to
B0/kBT ) therefore exhibits a dependence on the strength of the magnetic field, B0.










where kB is the Boltzmann constant, T is the experimental temperature, and B0 is the
strength of the magnetic field. [39, 52, 53] (The minus sign in this equation originates from
an early convention where the free electron g-factor was treated as a positive value, and other
expressions for g are relative to that positive value.[54, 55] Because of this early convention,
when converting between expressions for g-factors and electron gyromagnetic ratios, γs, the
expression must include a minus sign: γs = −gµB.[52])
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3.3.3 The Shallow Donor Hypothesis
The main hypothesis for why the OPNMR mechanism in the GaAs studied in this dissertation
is so strong relies on the invocation of “shallow donors” to explain it.[28, 39, 56] Shallow
donors are dopant impurities where the donated electron is not strongly bound to the donor
nucleus. In a shallow donor, the electron becomes localized due to coloumbic attraction, and
as a result there exists non-negligible electron probability density at neighboring 75As, 69Ga,
and 71Ga nuclear sites.
Shallow donors have two benefits: First, the large overlap of the electron density with its
neighborhood of nuclei means the Fermi-contact hyperfine interaction is large (|ψ (r) |2 in
Equation 3.4). This increases the likelihood of spontaneous spin exchange to the nuclei in its
vicinity. Second, because the excited-state conduction electron is localized, the timescales
in which a nucleus and localized electron can interact are larger than the timescales for a
nucleus and a free electron. This also increases the likelihood of spin exchange occurring.
3.3.4 Hyperpolarized Nuclei in NMR
Optical pumping in GaAs and CdTe ultimately yield large NMR signals. This is directly a
result of the high 〈Iz〉OP achievable via optical pumping, highlighted in Equation 3.5. The























= ρ01/2 − ρ0−1/2. (3.9)
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According to these equations, increasing Pn,OP means an increasingly large population
difference between these two states. Following from this, Equation 2.19 and its derivation
shows that a higher population difference ultimately yields a more intense NMR signal.
The populations of spin states of a given spin (not just I=1/2) are assumed to follow an




= e−ω0/kBTn , (3.10)
where Tn is the nuclear spin temperature, a mathematical construct that describes what the
experimental temperature “would be” to produce such a Boltzmann distribution, detailed in
Equation 2.5. Interestingly, this equation is still valid if the populations are inverted when
hyperpolarized, meaning Tn can assume a negative value.
Because populations still fit a Boltzmann-like distribution, the mathematics of Chapter 2.3
are still valid. A hyperpolarized nuclear spin system like OPNMR can therefore be adequately
described and modeled, with one small change: Instead of describing the initial density matrix










NMR signal is detected in quadrature, meaning the x′ and y′ directions are measured
simultaneously, represented as the “real” and “imaginary” components of a complex-valued
signal. Due to limitations of a given experimental setup, the final spectrum generally has
some level of zeroth-order phase distortion, where the signal has nonzero real and imaginary
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components. A representative example of this distortion is depicted in the center of Figure
3.3, where only the real component is plotted.
Figure 3.3: Depiction of zeroth-order phase corrections that an experimentalist can perform.
(center) A representative experimental “raw” NMR spectrum exhibiting some zeroth-order
phase distortion. In post processing, an experimentalist can apply a system phase φ0, generally
to either make the spectrum absorptively phased (φ0 = -70°, left) or emissively phased (φ0 =
+110°, right).
Experimentalists have the ability to apply a zeroth-order phase correction to the final NMR
spectrum in post-processing, giving full control over whether a spectrum is presented as
absorptively- or emissively-phased. This phase correction process is depicted on the left and
right side of Figure 3.3, where a simulated spectrum is shown being phased either absorptively
or emissively. In this example, it takes an adjustment of φ0 = −70° to phase the spectrum
absorptively, and 110° to phase the spectrum emissively.
NMR is conventionally treated as an absorption event. At equilibrium, nuclei absorb the RF
irradiation of the NMR pulse, inducing detectable nuclear spin transitions, which are then
phased absorptively. In OPNMR, an initial “thermal” spectrum without OP is collected to
determine the system phase φ0 needed to phase an equilibrium spectrum absorptively. In the
example of Figure 3.3, assuming the spectrum was collected at equilibrium, the system phase
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would be φ0 = −70°. This system phase is then recorded and is applied to all successive
OPNMR spectra, tying OPNMR results to this “phasing with respect to thermal” convention.
3.4.1 The Mathematics of the Phase Convention














The only difference between these two equations is T versus Tn.
Pn,OP can either have the same sign or opposite sign as Pn,eq. Following the phasing convention,
it follows that, if Pn,OP has the same sign as Pn,eq, the OPNMR signal will be absorptively
phased after the application of the system phase φ0. Likewise, if they are oppositely-signed,
the signal will be emissively phased.
2One note here is that equilibrium signal is always phased absorptively, and is independent of the sign of
the gyromagnetic ratio of the nucleus being observed. This means the sign of spin polarization does not fully
convey if a spectrum will be absorptively/emissively phased.
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Chapter 4
Experimental Setup and Hardware
Optically pumped NMR requires several pieces of equipment working in tandem. These pieces
include an optics table with multiple lasers, a superconducting magnet, a specially-built
cryostat that allows for irradiation through a window, specially-built NMR probes that are
designed to fit in the cryostat, multiple RF power amplifiers, and an NMR spectrometer that
controls the experiment from a single location. A schematic of the overall setup is shown in
Figure 4.1.
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Figure 4.1: Experimental layout of the OPNMR setup. The top-left depicts the laser table
with the relevant optical pathway, lasers, and equipment. There are two magnets depicted,
either of which can be employed in experiments (setup currently shown using the 4.7 T
magnet).
4.1 Optics Table
The primary purpose of the optics table is to deliver continuous-wave irradiation with a fixed
(but tunable) photon energy to the NMR sample under study, as depicted in the inset on the
right side of Figure 4.1. This optical path begins with either a Spectra Physics Millennia Xs
or Millennia eV Nd:YAG pump laser, which produces a CW beam of 532 nm photons (“green”
beam in the figure) with a set power output of 10 W. The 532 nm laser is directed into a
Coherent 899-21 Ti:sapphire ring laser, whose tunable output range is about 750-1000 nm,
with a total output power of about 1.5 W. For GaAs and CdTe samples, photon wavelengths
for a given experiment were set within the range of ≈790-825 nm(“red” beam in the figure).
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Before the output of the Ti:sapphire laser irradiates the NMR sample, it passes through
multiple optics. The Ti:sapphire laser outputs linear, vertical linearly-polarized light, and
this light first passes through a half-wave plate, which rotates the orientation of the linearly-
polarized light. The degree of rotation is set by the rotation of the half-wave plate in its
mount. The half-wave plate is depicted as a horizontal black line across the beam in Figure
4.1, labeled λ/2. This rotated beam then is directed through a beam splitter cube, where the
horizontally-polarized component of the beam is transmitted through, while the vertically-
polarized component is reflected toward a wavelength meter that continuously monitors the
wavelength during experiments. The beam splitter cube is depicted as an opaque cube. The
half-wave plate is rotated to an angle that only allows 100 mW of energy pass through the
beam splitter cube, measured with a Coherent Fieldmate power meter. All experiments use
this calibration of 100 mW, unless otherwise specified. Before irradiating the sample, the 100
mW beam passes through a final optic, the quarter-wave plate, depicted as a vertical line
labeled λ/4. This plate transforms the linearly polarized light into elliptically polarized light.
Depending on the rotation of the quarter-wave in its optical mount, the beam is transformed
into either helicity of circularly polarized light, remains linearly polarized, or something in




OPNMR experiments can be performed in either one of two 98mm-diameter bore horizontally-
oriented Oxford Instruments superconducting magnets, originally designed for Fourier-
transform ion cyclotron resonance (FTICR). Based on the rated field homogeneity of ±10
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ppm over a cylinder 8 cm tall by 5 cm in diameter in the center of the magnets, the field is
sufficiently homogeneous for the purposes of solid-state NMR. The field strengths are 4.7 T
and 3 T, and both magnets are both depicted in Figure 4.1. The magnetic field vectors of
the sample spaces, B0, are depicted as black arrows adjacent to the magnets. Both fields
were oriented such that B0 is parallel to the propagation of the incoming laser, the Poynting
vector, k.
In Figure 4.1, the OPNMR experiment is depicted as using the 4.7 T magnet, while the 3 T
is not involved. Switching the experiment to be performed in the 3 T field would involve
simply moving the NMR probe/cryostat into the bore of the 3 T magnet from the bottom of
the diagram, and re-routing the laser beam with mirrors down the bore of the 3 T magnet
onto the sample.
4.2.2 Horizontal Cryostat
For general OPNMR experiments, the experimental temperature needs to be low (less than 10
K). This has multiple advantages, such as minimizing phonon scattering, increasing electron
lifetimes, and increasing electron spin lifetimes. These conditions all contribute to more
efficient hyperfine-mediated polarization transfer from electrons to nuclei within the sample.
Depending on the NMR probe used (various levels of insulation), experimental temperatures
as low as 5.3 K are achievable.
A custom Janis cryostat was built to be horizontally-oriented to fit into the horizontal
superconducting magnets, and the sample chamber was designed to hold the entire NMR
probe, from the outside of the cryostat to the homogenous region of the magnetic field
where the sample sits (See Figure 4.1, on the right). Low temperature was achieved by heat
exchange with a Sumitomo (SHI)-950 exchange gas cryocooler in conjunction with an SHI
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RDK-415D cold head. The cold head was supplied with helium using a closed loop of gas
circulated with an SHI F-70 compressor. The system can run for multiple weeks to months,
allowing for long-term OPNMR experiments.
The sample space is equipped with a Lakeshore 340S temperature controller. It can monitor
the temperature of the sample space near the NMR sample in real-time using a Cernox thin
film resistance sensor. Additionally, it can stabilize the sample space temperature using a
PID-controlled resistive heater to ±0.05 K, with an operating range of 5.5 to 300 K, even
during sample irradiation.
4.3 NMR Hardware
Two home-built OPNMR probes were utilized for all OPNMR experiments. Both were
designed for use with the Janis horizontal cryostat, and once inserted into the cryostat, could
seal the sample chamber for low-temperature experiments. The probes are long enough to
extend from the outside of the cryostat to the homogeneous region of the magnetic field (
Figure 4.1, on the right). A series of brass and G10 (plastic) bafflings are utilized to thermally
isolate the NMR sample.
The RF circuitry of an NMR probe is designed around a tank circuit, which is a special type
of driven LC circuit that can generate large AC currents across the inductor at a characteristic
frequency dependent on the inductance and capacitance of the system. This characteristic
frequency can be modified with the use of variable capacitors, which are connected to G10
rods that extend to the exterior of the probe. These capacitors are tunable, even at low
temperature. The inductor of the LC circuit is the NMR coil, and the sample sits within it.
For OPNMR, the inductor is split into two coils in parallel, leaving a gap large enough for
the optical laser to pass through and irradiate the sample directly.
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The tank circuits are driven by tunable RF power amplifiers that range in power from 500 W
to 1000 W, and range in RF frequency from 20 MHz to 200 MHz. This power is delivered
to the NMR probe through BNC cables and filters in a common configuration for NMR
experiments. The RF power is delivered to the LC circuit within the NMR probe through a
shielded cable that extends down the length of the NMR probe.
One probe is a single-channel probe, meaning it can only maintain a single resonant frequency
across the NMR coil. The other probe is doubly-resonant and can perform two-channel work,
such as cross polarization experiments in CdTe. The tank circuit of the doubly-resonant
probe, as well as the general construction of these OPNMR probes have been reported in
more detail previously.[57, 5]
The OPNMR experiment is controlled by a Tecmag Apollo spectrometer, which is interfaced
with an adjoining desktop computer running commercial software. The spectrometer can
control the power, frequency, and length of RF pulses from the power amplifiers. Additionally,
it is responsible for the detection of NMR signal, and has been modified to control the laser
shutter.
Single-crystal samples to be studied using OPNMR are mounted on a sapphire mounting rod
using Apiezon N-type grease to fix it in place as well as to provide a thermal connection to
the sapphire rod, which acts as a thermal heat sink to dissipate heat from the irradiating
laser. The sapphire rod is further mounted in brass clamps in such a way that holds the rod
within the NMR coil.
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Chapter 5
Spin Polarization in Strained GaAs
The semiconductor that is most-studied by OPNMR is GaAs. When studying GaAs, most
experimentalists and theorists either measure or model the signal intensity, shifts, or linewidths
of the resulting NMR resonances as a function of the optical pumping time, as a function of
photon energy, or as a function of the photon density in order to explore the fundamental
physics of these materials.[2, 39, 56, 58]
The total signal intensity measured by OPNMR is describable with this relationship:[59]
ΞOP = CgPn,OPNOP , (5.1)
where ΞOP is the OPNMR signal intensity, Cg is a constant dependent on the spectrometer’s
gain, Pn,OP is the nuclear spin polarization of the observed nuclei, and NOP are the number
of nuclear spins being observed. In an OPNMR experiment, ΞOP is readily measurable as
the integrated intensity of signal. However, both NOP and Pn,OP are generally not known,
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because they are dependent on the penetration depth of the laser, the concentration of defect
sites, and the efficiency of the polarization transfer between electrons and nuclei.
If these two unknowns—NOP and Pn,OP—were measurable, the applicability of OPNMR could
be expanded. Novel studies could be devised to explore various phenomena with new tools.
These phenomena include, but are not limited to: magnetic field-(B0-) and photon-dependent
absorption coefficients (penetration depth of the laser), the generation of free or trapped
excitons,[46, 51, 60] hyperfine and quadrupolar induced nuclear relaxation,[61] or electron
density-dependent induced nuclear relaxation.[62] Currently, all of these phenomena have
only been studied by measuring signal intensity alone.
The key to determining NOP , according to Equation 5.1, is to know Cg and Pn,OP . Cg is
determinable with a reference experiment when a non-optically pumped NMR experiment
is performed. This type of experiment is referred to as a “thermal” experiment, and the
sample’s spin polarization is known (from Boltzmann statistics), as well as the number of






There is only one remaining value needed in order to determine NOP in Equation 5.1— Pn,OP .
Nuclear spin polarization is challenging to measure, as it requires special preparation of the
sample (strain) and non-standard NMR experiments. Additionally, when Pn,OP has been
measured before, it has only been measured by using an inefficient method.[4, 5] The following
chapter is focused on how, relying on a quantum mechanical model, I have developed a novel
method to measure Pn,OP from a single NMR spectrum of a hyperpolarized quadrupolar
species, which can then be used to calculated NOP .
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Table 5.1: Properties of NMR-Active Species in GaAs
Species Spin γn Natural Abundance Quadrupole Moment ν0 @ 4.7 T
(MHz/T) (%) (1028Q/m2) (MHz)
69Ga 3/2 10.24 60.4 0.19 -48.13
71Ga 3/2 13.01 39.6 0.12 -61.15
75As 3/2 7.31 100.0 0.29 -34.36
5.1 Quantum Mechanical Representations of NMR In-
teractions in GaAs
In GaAs, there are three NMR-active nuclei that can be studied, and all three are spin-3/2
(I = 3/2). These are 69Ga, 71Ga, and 75As. Their NMR-relevant properties are tabulated in
Table 5.1. Because I = 3/2, there are four allowed mI nuclear spin states, in integer steps
from mI = -3/2 to 3/2. A basis set of angular momentum operators for this spin-3/2 system
is needed. These are derived by following a conventional derivation (shown in Appendix A).
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5.1.1 The Zeeman Interaction
Just like in the spin-1/2 case, the Zeeman interaction introduces an energy splitting between
the four mI states in the presence of the B0 field. The Zeeman Hamiltonian for a spin-3/2
species is identically derived as Equation 2.8, but with the 4-by-4 Îz matrix instead, it
becomes:
ĤZ = −γIB0Îz = ω0Îz =

3ω0
2 0 0 0
0 ω02 0 0
0 0 −ω02 0
0 0 0 −3ω02

. (5.4)
The energy splitting of the four mI states caused by the Zeeman interaction is depicted in
Figure 5.1, left, as a function of field strength.
The four energy levels of the mI states are equally spaced in steps of ω0. This spacing is
demonstrated in the Hamiltonian as the various values along the diagonal of the matrix; each
element along this diagonal corresponds to a specific energy level, where the top-left value
corresponds to the energy level of the mI = +3/2 state, and the bottom-right corresponds to
the mI = -3/2 state.
Experimentally in GaAs, assuming the sample is mounted properly (without induced strain in
the wafer), only the Zeeman interaction is present. In this scenario, when NMR is performed,
only a single peak will appear on resonance because the three transitions will have the same
frequency, ω0. A 75As OPNMR spectrum of this is shown in Figure 5.2, black. (Note: this
spectrum was collected with σ+ light, leading to a negative nuclear enhancement and emissive
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Figure 5.1: Left: Energy level diagram of the Zeeman splitting of an I=3/2 species. The
three detectable transitions are equal in energy (ω0). Right: The perturbation of the 1st-order
quadrupolar interaction on the Zeeman energy levels (not to scale). The three transitions are
no longer equal in energy.
phasing, see Chapter 3.4 for more information). The three transitions are degenerate in
energy and all appear at 0 kHz (the carrier frequency is set to 0 kHz in this spectrum).
5.1.2 The Quadrupolar Interaction
In order to achieve the ultimate goal of measuring Pn,OP , the three transitions should have
different frequencies in order to measure their intensities separately in an NMR spectrum.
This will become clear later. In order to do this, we capitalize on the quadrupolar nature of
the observable NMR-active nuclei, which means that these nuclei are sensitive to the angular
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Figure 5.2: Normalized 75As OPNMR spectra of unstrained (black) and strained (red) GaAs
using σ+ light. In the unstrained sample, all three transitions are at 0 kHz, and therefore
appear as a single Gaussian. In the strained sample shown here, a quadrupolar splitting
of about |2| kHz was present, moving one transition to appear at +2 kHz in the spectrum,
moving another transition to appear at -2 kHz, and leaving the third transition unmoved.
variation of electron density that is present around nuclear sites, referred to as the “electric
field gradient” (EFG), and as a whole is described as a nuclear quadrupolar interaction. The












2 0 0 0
0 −ωQ2 0 0
0 0 −ωQ2 0




where ωQ is the strength (in rad/s) of the quadrupolar interaction. Generally, in GaAs,
ωQ  ω0 because of its cubic crystal geometry (in a perfectly cubic structure, ωQ = 0).[35]
The perturbative effect of the quadrupolar interaction on the Zeeman interaction is shown in
Figure 5.1, appearing as a small shifting of energy levels that change the frequencies of the
three transitions.
In a perfect GaAs crystal, the EFGs around 75As sites are spherically symmetric due to
the cubic symmetry of the lattice. If there is no angular variation of an EFG, there is
no quadrupolar interaction (ωQ = 0), like seen in Figure 5.2, black. The way to induce a
quadrupolar interaction is to break this cubic symmetry. This can be achieved by physically
straining the sample, either by clamps or by pressing the sample to its mount with excess
grease (which is how it is done in this work).[4] Another unique way that has garnered interest
is strain induced by an interfacial layer, like Al2O3/GaAs, opening up the study of interfacial
systems with a novel approach.[35]
For GaAs, when strain is induced, a quadrupolar splitting on the order of νQ ≈ |1-10| kHz is
achievable, depending on how the sample is mounted. A sample spectrum is shown in Figure
5.2, red, collected with a 90° pulse sequence. Here, the central transition remains unchanged,
while the two “satellite” transitions appear at ±2 kHz.
5.2 Satellite Asymmetry in 75As OPNMR
When the nuclei in GaAs are hyperpolarized (meaning, becoming highly polarized) by
OPNMR, the relative populations of the four mI states can become dramatically different.
In past literature, it has been found that these hyperpolarized population distributions
get reflected in NMR spectra as signal asymmetry.[4, 63] In other words, the two satellite
transitions stop appearing to have the same signal intensity. This behavior has been found
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using a variety of pulse sequences,[35] but in the experiments that do observe this asymmetry,
they all share one rather uncommon experimental NMR condition: 90° tip angles are not
used. As will be shown, 90° tip angles will always make the satellite intensities symmetric.
Figure 5.3: 75As OPNMR spectra of strained GaAs at varied tip angles θ1 using σ+ light.
In black is the spectrum when θ1 = 13°. At small tip angles such as this, the total signal
intensity is diminished, but satellite transition asymmetry is the most extreme. In red is the
spectrum when θ1 = 90°, where total signal is at a maximum, but there exists little or no
satellite asymmetry. In blue is the spectrum when θ1 = 78°, where there exists both a large
total signal as well as some degree of satellite asymmetry.
A few example spectra in Figure 5.3 showcase this signal asymmetry that is present in
hyperpolarized 75As when tip angles other than π/2 (90°) are used. Each spectrum was
acquired with a pulse-acq NMR experiment after 30 s of optical pumping with 100 mW of
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823 nm (below band gap by ≈ 5 meV) σ+ light, then phased with respect to thermal (See
Chapter 3.4) Each spectrum, however, has a different tip angle that was applied to it, ranging
from 13° to 90°.
With a tip angle of 13°, the black spectrum shows the most asymmetry between the two
satellite transitions, but has the least intense total signal. The blue spectrum (78°) also
exhibits asymmetry, though the asymmetry is not as dramatic as in the 13° spectrum. The
asymmetry disappears in the red spectrum, when a 90° tip angle is used.
It was shown by Paravastu et al. that if one uses a small tip angle (less than ≈10°), the relative
NMR intensities of the satellite transitions directly relate to the Boltzmann distribution of








where Ξ−3/2↔−1/2 and Ξ1/2↔3/2 are the integrated individual signal intensities of the two
satellite transitions, and Tn is the nuclear spin temperature (all other values are constants).
With Tn measurable, calculating the spin polarization (Pn,OP ) is now possible. For a spin-3/2















The most apparent drawback to this technique was already demonstrated in Figure 5.3.
When small tip angles are used, similar to the 13° spectrum, the overall signal intensity
is small compared to what can be achieved with a 90° tip angle (maximum total signal).
This has a detrimental effect as it gets more difficult to get an acceptable signal-to-noise
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ratio. If one were to try to increase the tip angle to increase the total signal, one begins to
deviate too far from the small tip angle approximation that makes Equation 5.6 valid.[64]
Being forced into the small tip angle regime is limiting, because it becomes prohibitively
time-consuming to perform any type of spin polarization measurement outside of quick
demonstrations in well-behaved experimental conditions. In order to extract spin polarization
from an experiment more efficiently, it becomes necessary to abandon this method in search
of a new approach.
We have, from first principles, derived another way to extract Pn,OP from individual spectra
that is not limited to the small tip angle approach, promising to be efficient enough to be
applicable to a wider set of possible experimental conditions. It still relies on the asymmetry
of the satellites, but now it can be performed with any <90° tip angle and still be valid, though
deriving the relationships between tip angle, satellite asymmetry, and spin polarization/spin
temperature is considerably more involved.
5.3 Spin-3/2 Pulse-Acquire Density Matrix Simulations
The crux of being able to measure spin polarization is the derivation of an accurate quantum
mechanical model of the NMR system under hyperpolarized conditions. What follows in this
section is my novel derivation of accurate simulations.
The goal is to generate a density matrix model based on the conditions experienced by the
75As nuclei. The model must accurately predict the satellite asymmetries collected by a
pulse-acquire NMR pulse sequence, as shown in Figure 5.3. The pulse-acquire NMR pulse
sequence was first introduced using the vector model for a spin-1/2 species in Chapter 2.1.
Now, however, a quantum mechanical model for a spin-3/2 system is needed.
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5.3.1 The Spin-3/2 Density Matrix
The density matrix for a spin-3/2 species is derived in the same manner as the spin-1/2
species in Chapter 2.3.3. Individual population densities (fractional populations) are derived






ρ03/2 0 0 0
0 ρ01/2 0 0
0 0 ρ0−1/2 0
0 0 0 ρ0−3/2

. (5.8)
Figure 5.4: Left: Energy level diagram of the four mI states for a spin-3/2 species. Blue,
red, and green correspond to first-, second-, and third-order transitions, respectively. Right:
Density matrix that demonstrates the locations of all relevant elements: black elements (on the
diagonal of the matrix) show the fractional populations of the ensemble, and blue/red/green
elements correspond to the locations of first-/second-/third-order coherences, respectively.
Here, there are sixteen elements within the spin-3/2 density matrix, which is four times
as many as there were in the spin-1/2 case of Equation 2.10 and is more complicated. A
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diagram of the four mI states and all possible transitions are shown on the left side of
Figure 5.4, and color-coded accordingly. The three detectable transitions are shown in blue.
Higher-order transitions between mI states are shown in red and green, where ∆mI = ±2
and ±3, respectively. These red and green transitions cannot be detected, but need to be
accounted for in more complicated pulse sequences. In total, there are four states and twelve
possible transitions, or sixteen parameters for a spin-3/2 species.
On the right side of Figure 5.4 is a diagram showing the elements of a spin-3/2 density
matrix, highlighting its architecture. The diagonal elements of the matrix (black elements)
show the locations of the normalized populations within this matrix representation, ordered
by mI states. In blue/red/green shows the locations within the density matrix of where
first-/second-/third-order coherences between populations will appear. The locations of the
coherences within the matrix indicate which populations are connected by the coherence: the
population in the coherence’s row is connected to the population in coherence’s column (This
is derived and demonstrated in Appendix A, Equation A.48).
5.3.2 Simulating Signals of Individual Transitions
The pulse-acquire NMR pulse sequence and its application to 75As is nearly identical to that
of Chapter 2.3.5, although now the spin-3/2 analogs of Hamiltonians and density matrices
are used. The pulse sequence depicted in Figure 2.4 applies here.
The density matrix after the pulse is calculated identically:






Here, e−iθ1Îy , can be represented as a 4-by-4 Wigner rotation (“D”) matrix[16, 17, 8]. Explicitly,
this is:
e−iθ1Îy = D(3/2) (0, θ1, 0) =
=
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Combining this Wigner D matrix into Equation 5.9 and solving for the ρ̂1 matrix creates a
fully populated matrix, where each element has a complicated expression involving the four

































The exact values are not too informative, but for completeness, they are recorded in Appendix





















To simulate the signal, a 4-by-4 version of the raising operator is needed, which is derived
similar to Equation 2.18:









0 0 0 0

. (5.13)
The total NMR Signal (Ξ) immediately after the pulse (τ = 0), after invoking multiple
trigonometric identities, is




3ρ03/2 + ρ01/2 − ρ0−1/2 − 3ρ0−3/2
)
sin θ1. (5.14)
The dependence of the total NMR signal on θ1 is sinusoidal and depends on the weighted
relative populations of the four states. The total signal intensity, however, is not what is
wanted, but rather, the individual signal intensities of the three detectable transitions. To
simulate these transitions individually, we can separate the raising operator into its three
constituent parts, each of which corresponds to an individual mI ↔ mI + 1 transition:[65]
I+ = I+,1/2↔3/2 + I+,−1/2↔1/2 + I+,−3/2↔1/2. (5.15)
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These are color-coded as a guide through the rest of the derivations. Each color (black, red,
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Using these raising operators instead, we can model the individual signal intensities of the
three transitions using a modified version of Equation 5.14:
ΞmI↔mI+1(θ1) = Tr{ρ̂1 (θ1) Î+,mI↔mI+1}. (5.17)
Plugging in these fictitious raising operators, as well as utilizing the Wigner matrix of
Equation 5.10 yields complicated expressions for the signal intensities of the three transitions:











































































These equations are still relatively abstract. In order to utilize these equations to measure
the spin temperature (and ultimately spin polarization), they should explicitly show the Tn
dependence. Tn contributes to the Boltzmann population difference, so in order to convert
these three expressions into relationships between Tn and Ξ, Equation 2.9 was substituted in
for every ρ0mI element. After invoking multiple hyperbolic trigonometric identities, expressions













































































































These three equations are powerful in that the relative intensities of the transitions can
be quickly and directly predicted for any θ1 and Pn,OP (Tn and Pn,OP are directly related
through Equation 5.7). To give a sense of what these equations look like, they are plotted
as a function of θ1 for a few example Pn,OP in Figure 5.5, called simulated nutations. In
part (a), these simulated nutations are plotted at thermal temperature (Tn >1 K). At these
high temperatures, the three nutations simplify to sinusoidal functions, and the satellite
transitions (black and blue) are equal in intensity at all θ1. The central transition (red) is
slightly larger in intensity because of the larger transition dipole moment (the intensities
follow a 3:4:3 intensity ratio), which is encapsulated in the different values of the raising
operators (Equation 5.16).
Figure 5.5(b) shows the three signal intensities when a spin temperature of –4 mK is used in
the equations. Under optical pumping conditions, depending on experimental parameters,
the higher-energy states can become more populated than the lower-energy states, leading
to a population “inversion.” Assuming a Boltzmann distribution is used to describe the
population distribution,[4] the only way to describe this inverted population distribution is
with a negative Tn. If such a low Tn of –4 mK is achieved (or Pn,OP = –33% when B0 = 4.7 T),
the nutations of the three transitions deviate from this sinusoidal behavior. This is especially
noticeable when comparing the two satellite transitions, as they become increasingly different
when plotted with respect to θ1 at lower Tn.
At maximum (negative) polarization, –100% (“–0 mK”), the three simulated nutations are no
longer near-sinusoidal, seen in Figure 5.5(c). If one were to perform an OPNMR experiment,
the nutations measured can, in theory, be matched to a simulated nutation somewhere
between the two extremes shown in (a) and (c).
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These simulated nutations verify a few assumptions. First, the model predicts that the two
satellite transitions are asymmetric with respect to one another when θ1 6= 90° like that found
experimentally and shown in Figure 5.3. We can see that with a 90° pulse, the simulated
satellite nutations (black and blue) are equal for all three plots (Figure 5.3 a-c). Second,
these models correctly predict that asymmetry occurs at low Tn (high Pn,OP ), and the curves
become increasingly dissimilar as Tn is lowered.
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Figure 5.5: Normalized derived simulated nutations of the three individual NMR transitions
at various spin temperatures Tn. These plots predict the relative intensities of the three
individual transitions as a function of θ1 (a) A simulated nutation when Tn is set to +4 K,
or “thermal” polarization. The three transitions are approximately sine functions, where
the ratio of the amplitudes follows a 3:4:3 pattern. (b) A simulated nutation when Tn is set
to –4 mK. Here, the models no longer predict perfect sine functions, but something more
complicated. (c) A simulated nutation when Tn is set to –0 mK.
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5.4 Experimental OPNMR Nutation
Figure 5.6: OP-pulse-acquire 75As NMR pulse sequence. This is a modified pulse sequence
that combines an initial optical pumping scheme, followed by the pulse-acquire NMR pulse
sequence depicted in Figure 2.4. The row labeled “Laser” is the laser channel, and describes
when laser irradiation is present. On the 75As RF channel, the spins are first saturated by the
application of a series of rapid, short RF pulses. Next, the sample is irradiated (depicted as
the black rectangle on the Laser channel) for a time τL. Finally, the standard pulse-acquire
NMR pulse sequence is performed.
To test this model, OP-nutation experiments were performed on an intentionally-strained
wafer of GaAs using a 75As OP-pulse-acquire pulse sequence, depicted in Figure 5.6. The
horizontal axis is time, and now, there are two channels present: the RF (75As) channel
and the laser channel, labeled on the left of the figure. This pulse sequence is the “OP
version” of the standard pulse-acquire sequence (Figure 2.4), and is describable as a multi-step
experiment. First, a saturation comb, depicted as a rapid series of short RF pulses (thin
rectangles) is applied on the RF (75As) channel, which removes any residual magnetization
that may exist from a previous experiment or from thermal relaxation. Next, the sample is
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irradiated for a time τL, labeled τL on the laser channel. At the end of this time τL, the 75As
spins are hyperpolarized, and are describable with an initial density matrix ρ̂0 with a nuclear
spin temperature Tn. As a final step, the standard pulse-acquire pulse sequence is performed
on the RF channel, which detects an enhanced 75As NMR signal. Here, the RF pulse is
denoted with a tip angle θ1. To perform an OP-nutation experiment, the OP-pulse-acquire
NMR pulse sequence must be performed a series of times, with various values of θ1.
Experimental nutation results from an intentionally-strained GaAs wafer are shown as data
points in Figure 5.7(a) for when σ− circularly polarized light is used. τL = 90 s, B0 =
4.7 T, and a B1 field strength of 37.7 kHz was used (|ν1|). The signal intensities of the three
transitions collected from individual spectra are plotted as data points versus tip angle θ1,
and they are color-coded using the consistent black/red/blue color scheme to match the
simulated nutations, which are depicted as the solid lines. All data points were collected as
integrated signal intensities from individual spectra, like the example shown in (b), the NMR
spectrum of the experiment when θ1= 54°, which corresponds to the data on the vertical
dashed line in 5.7(a). Data points were collected by integrating the signal within the depicted
shaded regions for each NMR spectrum. The experimental satellite transition identities were
determined based on the model nutations, and were color-coded to match the simulated
nutations in (a) once it became clear that they closely matched simulations.
According to the simulated nutations, the lower-frequency satellites of the spectra, like in
the example spectrum shown in Figure 5.7(b), must correspond to the mI = +1/2↔ mI
= +3/2 transition because they match the Ξ1/2↔3/2 component of the simulated nutation
in part (a). Likewise, the higher-frequency satellites must correspond to the mI = –3/2↔
mI = –1/2 transition. The colors/symbols of the experimental nutations were retroactively
assigned (Note: this shows that the sign of νQ for this experiment is positive). In the
59
simulated nutations in (a), Pn,OP is +40% (Tn = +3 mK), and they were scaled to match
the experimental satellite data points.
The experimental central transition intensities appear larger than what the model predicts.
This is most likely due to the presence of unstrained regions of GaAs contributing to the NMR
spectrum. Unstrained GaAs that becomes hyperpolarized would report all three transitions
as signal at 0 kHz, which would appear as a more intense (than expected) central transition.
Black diamonds and blue circles correspond to the two satellite transition intensities, whereas
red triangles correspond to the central transition intensity.
One interesting consequence of being able to differentiate between the two satellite transitions
is that, after following all signs through the mathematical derivation, the sign of ωQ can be
determined for these spectra (it is positive). Experimentally determining the sign of ωQ is only
possible in these extremely high polarization regimes,[64] and has only been experimentally
demonstrated three times (that we can identify).[4, 63, 64] Without this satellite asymmetry,
it would be impossible to differentiate between the satellites, and the sign of ωQ would be
indeterminable.
Figure 5.7(c) is a repeat of the nutation experiment of part (a), but using σ+ circularly
polarized light instead of σ−. Similarly, part (d) is the example spectrum for this nutation
experiment when θ1= 54°. The axes for both sets of experiments are on the same scales.
The experimental data fit similarly well to the simulated nutations, but now Pn,OP is set
to –50% (Tn = –2.5 mK). Additionally, there are a few differences when comparing to the
nutation experiments in (a) and (c). The first difference between nutation experiments is that
the spectra (and simulated nutations) appear inverted (both in phase and in appearance of
extrema) with respect to one another. This is because when the helicity of light is switched,
the final nuclear spin polarization also changes sign, which ultimately leads to a change
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in the sign of the signal. The second difference is that these new spectra are stronger in
intensity by a factor of about two. This σ+/σ− asymmetry originates from T1e relaxation of
excited conduction electrons, captured by Equation 3.5 in Chapter 3. Conduction electron
relaxation has an additive effect on the final signal magnitude when σ+ light is used, but has
a diminutive effect with σ− light.[47] The third difference is most noticeable when comparing
the individual spectra in (b) and (d); the satellite asymmetry is inverted.
The simulated nutations match the experimental results well, even at long pulse lengths,
t (large θ1). This verifies two significant assumptions that were introduced previously in
the derivation. First, modeled NMR pulses are well-approximated as instantaneous Wigner
rotations in our experimental setup. This gives confidence that, because our model is accurate,
we are able to extract an accurate measurement of Pn,OP . Second, it gives confidence that
more complicated pulse sequences that will be discussed in Chapter 8 can be accurately
modeled. Finally, the individual populations of an ensemble (ρmI ) will match a Boltzmann
population distribution, even when hyperpolarized.[8]
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Figure 5.7: Experimental and model 75As OPNMR nutations. (a) An experimental nutation
using σ− light, where the intensities of the three individual transitions are depicted as
data points. Model fits where Pn,OP was set to +40% were simulated and scaled to match
the satellite transitions (blue and black data points and lines). (b) Example OPNMR
spectrum, where θ1 = 54°, corresponding to the experiment recorded at the dashed line in (a).
Highlighted regions depict the integrated areas of the spectra that correspond to the data
points in (a). (c) An experimental nutation using σ+ light. Model fits where Pn,OP was set
to –50% were simulated and scaled to match the satellite transitions. (d) Example OPNMR
spectrum, where θ1 = 54°, corresponding to the dashed line in (c).
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5.5 Model of Efficient Spin Polarization
The nutation experiments plotted in Figure 5.7 were performed using optical pumping slightly
below (0.005 eV) the band gap, where the largest OPNMR signals are attainable. Attempting
to perform a full nutation experiment in another photon regime where signal is more difficult
to acquire, say at or above the band gap, would become prohibitively time-consuming.
Multiple acquisitions per tip angle would be required to achieve sufficient signal-to-noise.
Compared to the small tip angle method first demonstrated by Paravastu (Equation 5.6)
where one spectrum is collected with many transients, collecting many spectra with relatively
fewer transients in each spectrum in a nutation experiment is still time-consuming. It was
realized, with the help of these simulated nutation equations, that there was an efficient way
to extract Tn from a single NMR spectrum without the small tip angle restriction.
For any single OPNMR spectrum collected with a fixed tip angle of θ1, the relative intensities
of the two satellite transitions can be predicted according to the simulated nutation equations.
The expected relative intensities are best expressed as a ratio R:




where the numerator and denominator are the satellite transition intensities, derived in
Equation 5.21 and 5.23. The expression for R is unwieldy to write explicitly and is best
shown graphically. Imagine an OPNMR experiment where a tip angle of θ1 = 45° is used
and an R of 2.5 is found. This is shown in a model (simulated) spectrum in Figure 5.8(a),
where the individual transitions are color-coded, as usual.
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Figure 5.8: Graphical representation of efficient spin polarization measurements. (a) An
example model NMR spectrum, which was generated using Pn,OP = –50%, and a θ1 = 45°.
The model predicts that satellite transitions at this polarization and tip angle should have a
5:2 intensity ratio (R=2.5). (b) A graphical representation of the relationship between Pn,OP
and R, where the dashed lines correspond to the example in (a).
In Figure 5.8(b), the derived relationship between Pn,OP and R is plotted. At a ratio near 1:1
(R = 1), Pn,OP is small (asymptotically approaching 0), as expected. As the ratio deviates
from 1:1, the magnitude of Pn,OP increases. Using plots like these, we can graphically show
how Pn,OP can be directly measured simply by taking the observed ratio of the satellite
intensities. Calculating R of Figure 5.8(a), we can extract that the system must have been
hyperpolarized to a polarization of Pn,OP = –50% in order to generate an R=2.5 using θ1 =
45°. This is depicted in the figure as the vertical and horizontal dashed lines.
There is nothing unique or deeply significant about setting θ1 = 45°. Relationships between
R and Pn,OP can be determined for any θ1. A few plots of this relationship for various θ1
angles are depicted in Figure 5.9. These curves highlight two factors that need to be weighed
when deciding an appropriate θ1 for a given experiment:
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1) Each curve has different slopes at different R values. To get better sensitivity on Pn,OP ,
finding a θ1 where the slope is moderate makes the extraction of Pn,OP more sensitive, and
therefore more accurate.
2) If it were found that a spectrum had exceptionally high polarizations (>75%), using a
smaller tip angle would lead to large R (>10). Having a large R is disadvantageous, because
any phase distortion or noise in the spectrum could dramatically impact this ratio, and
therefore the accuracy of measuring Pn,OP would suffer. Conversely, if polarization is small,
using a large tip angle would only cause small differences in the satellite intensities (R ≈
1–1.5), which could be obscured by noise.
Figure 5.9: Modeled relationships between Pn,OP and R at various tip angles θ1. Depending
on the experimental Pn,OP that is found, it may be wise to calibrate θ1 to best extract an
accurate Pn,OP .
As a general rule, if Pn,OP is small, θ1 should be small to compensate. Likewise, if Pn,OP is
large, θ1 should be large.
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5.6 Efficient Measurement of Spin Polarization
To demonstrate the efficiency of measuring spin polarization with a fixed tip angle, we
have performed a series of OP-pulse acquire experiments with a tip angle θ1 = 52° on an
intentionally-strained GaAs wafer. The experiment was repeated multiple times, each time
varying the optical pumping time τL (refer to the pulse sequence, depicted in Figure 5.6).
Two different photon energies were tested, one set of experiments were performed using a
laser wavelength λ = 820 nm (Eph < Eg), and the other using λ = 817 nm (Eph ≈ Eg). Both
σ+ and σ− light were used. The quadrupolar splitting νQ was approximately +4 kHz. (The
positive sign was determined retroactively based on the asymmetry and frequencies of the
satellite transitions using the derived model).
5.6.1 λ = 820 nm (Eph < Eg)
The spectra for the 820 nm experiments are stacked together in Figures 5.10(a) and (b) for
the σ+ and σ− experiments, respectively. Plotted from red to violet are shorter to longer τL
irradiations for optical pumping. The shortest experiments used τL = 2.5 s, and the longest
experiments used τL = 30 min. Like done previously, satellite transition intensities were
measured by taking their integrated intensities, highlighted by the shaded regions of the
stacked spectra in Figure 5.10(a) and (b).
The integrated intensities of the two satellite transitions, as well as the total intensities of
the spectra for the λ = 820 nm experiments, are plotted in Figure 5.10(c) as a function of
τL. Spectra intensities were normalized based on the number of scans (repetitions of the
experiment to increase signal-to-noise). σ− data are plotted above the dashed line, and σ+ is
plotted below, all of the recorded intensities grow in intensity as a function of τL, and reach
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Figure 5.10: Experimental measurements of polarization versus irradiation time with λ =
820 nm light. (a) NMR spectra using σ+ light where τL was varied from 2.5 s to 30 min,
depicted in red to violet. (b) Same as (a), but with σ− light. (c) Integrated intensities of the
total signal (green squares), and the intensities of the two satellite transitions (blue circles
and black diamonds) versus pump time for both sets of experimental data. (d) Measured
polarizations using the satellite intensity ratio method versus pump time. Data at short τL
(within the dashed rectangles) are re-plotted in Figure 5.11.
steady-state intensities after 20-30 min. This is because of spontaneous nuclear spin-lattice
(T1n) relaxation at these long timescales, and T1n appears to be roughly on the order of 5
min. The first 6 minutes of data are re-plotted in Figure 5.11(a) for clarity.
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Figure 5.11: Experimental measurements of polarization versus irradiation time at short τL
to show rapid Pn,OP buildup with λ = 820 nm light. Data are re-plotted from Figures 5.10(c)
and (d).
Because the relative intensities of the satellite transitions are being directly extracted from the
NMR spectra, this measurement is incredibly sensitive to phase distortions or any systematic
phasing errors present. The slightest mis-phasing can drastically change the ratio of the
satellite transition intensities. Because of this, error bars were generated by re-phasing the
NMR spectra with ± 2° of zeroth-order phasing, and the difference between the new intensities
and the original intensities were plotted as the error bars in Figure 5.10(c). However, the
error bars were smaller than the size of the data points, and were omitted.
The origins of phase distortions are due to the limitations of the RF hardware. The
spectrometer cannot record NMR signal immediately after the application of an RF pulse,
as the small nuclear spin signal is obscured by the much larger electronic noise (called
“ringdown”[66]). This noise generally lasts a few microseconds before dissipating, but the first
few detectable points are thrown out (called “left-shifting” the data). Additionally, although
RF pulses in these models are mathematically treated as instantaneous rotations, the FID in
a pulse-acquire experiment technically begins and evolves during the application of the RF
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pulse, which is undetectable. The first measured data point in the experimental FID does
not actually represent the NMR signal at τ = 0, but rather some time after. To account for
this, NMR spectroscopists typically remove the first few points of the observed FID that
are dominated by ringdown and apply a zeroth-order phase correction in post-processing to
artificially make the spectrum fully absorptive/emissive. This post-processing technique has
some inherent phase distortion as a trade-off.
After measuring the relative intensities of the satellite transitions R for all τL experiments,
these R values can be used to calculate nuclear spin temperature Tn using Equations 5.24,
5.23, and 5.21. Polarization Pn,OP can then be straightforwardly calculated from Tn using
Equation 5.7. These calculated polarizations are plotted versus optical pumping time in
Figure 5.10(d), and the qualitative shape matches preliminary small-tip-angle Pn,OP as a
function of τL experiments.[4, 5] At short τL, the recorded polarization for both helicities of
light is small, but is rapidly increasing. At around 30 s, Pn,OP remains relatively constant
at around −60% (+50% for σ− light). After 30 s, Pn,OP appears to decrease slowly, but
asymptotically toward around −20% (+20%).
The shape of the Pn,OP versus τL plot for λ = 820 nm is explicable when invoking the localized
electron hypothesis: When optical pumping, nuclei near localized trapped electrons become
hyperpolarized, over short times (<30 s) which is detectable as an increasing polarization.
Over longer periods of time, the spin polarization of the nuclei being directly polarized
spin-diffuses away from these defect site regions into the bulk nuclei, which registers as an
increase in signal, but an overall decrease in Pn,OP . Signal intensity and Pn,OP ultimately
reach a steady-state condition at long τL when T1n relaxation becomes a dominant factor.[28]
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Figure 5.12: Experimental measurements of polarization versus irradiation time with λ =
817 nm light. (a) NMR spectra using σ+ light where τL was varied from 2.5 s to 30 min,
depicted in red to violet. (b) Same as (a), but with σ− light. (c) Integrated intensities of the
total signal (green squares), and the intensities of the two satellite transitions (blue circles
and black diamonds) versus pump time for both sets of experimental data. (d) Measured
polarizations using the satellite intensity ratio method versus pump time.
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5.6.2 λ = 817 nm ((Eph ≈ Eg)
The spectra for the 817 nm experiments are stacked together in Figures 5.12(a) and (b) for
the σ+ and σ− experiments, respectively. At 817 nm, which is close to the band gap Eg of
GaAs, the OPNMR signal intensity is much smaller compared to the data collected at 820
nm. This is caused by the shallower penetration depth of the 817 nm laser, which cannot
optically pump as many spins.[34] Data were collected from 10 s (red) to 6 min (violet). Like
with the 820 nm data, the integrated intensities of the satellites as well as the entire spectrum
are plotted in Figure 5.12(c). Note that the y-axis scale here is significantly smaller than in
Figure 5.10(c).
The calculated spin polarizations of the 817 nm experiments are plotted in Figure 5.12(d).
Unlike with the 820 nm experiment, Pn,OP for the σ+ experiment remains relatively constant,
around 65%. This is the first time POP has been experimentally measured at or above Eg.
This finding is unexplainable with the localized electron hypothesis, and further exploration
is needed. The intensities of the satellite transitions for the σ− data were low signal-to-noise,
distorted from ringdown effects, and too similar in intensity to adequately determine their
spin polarizations.
5.6.3 Experimental Determination of NOP
With Pn,OP known and the total signal intensity known, the number of nuclei being observed
in each spectrum can be calculated with Equation 5.1, rewritten here:
ΞOP ∝ Pn,OPNOP . (5.25)
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First, Cg must be determined, which is doable with a thermal (non-OP) experiment, using





A thermal experiment was performed on the same GaAs wafer used in the OPNMR experi-
ments. The sample was left in the OPNMR cryostat overnight to achieve thermal equilibrium
(Tn = T = 5.4 K) before applying a 52° tip angle and detecting the NMR signal. Ξthermal
was found to be 4.6951× 103 arb. units. Using Equation 5.7, Pthermal was determined to be
0.0254%. All 75As nuclei are assumed to be detected in the thermal experiment. The sample
had a mass of 45.4 mg, which after unit analysis, Nwafer (number of 75As nuclei in the wafer)
was determined to be 9.79x1019 75As nuclei. Using Equation 5.26, Cg was determined to be
1.889x10−19 arb. units per 75As nucleus.
Finally, NOP is calculatable using Equation 5.25. NOP as a function of pump time τL is
plotted in Figures 5.13(a) for the 820 nm experiments, and (b) for the 817 nm experiments.
Note the scale differences between (a) and (b). To the best of our knowledge, this is the first
time NOP has been experimentally determined.
The number of spins being observed appears to increase approximately linearly as a function
of time for both helicities of light and for both photon energies. Only the data where τL≤ 6
min are shown for the λ = 820 nm experiments, as the error bars become too large to be
meaningful at larger τL (this is because the long τL spectra were collected with few transients
to save experimental time, not because of a limitation of the experiment itself). For σ−
light, it appears that slightly fewer 75As nuclei are contributing to the OPNMR signal. This
likely arises from helicity-dependent absorption mechanics.[67, 33, 68] More study at various
photon energies is needed to explore this.
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Figure 5.13: Experimental measurements of relative number of optically pumped spins (NOP )
versus irradiation time τL using σ+ light (black squares) or σ− light (red circles). (a) λ =
820 nm experimental data. (b) λ = 817 nm experimental data. σ− data was not calculable
for the 817 nm experiments.
Measuring Pn,OP as a function of τL is not new. Similar work has been performed before,
separately by Paravastu[4] and Willmering.[5] However, both of these examples used the
small tip angle method to measure Pn,OP . In order to verify that our model was effective,
we needed to compare our results to known examples of Pn,OP measurements, which have
been successfully achieved. Here, we have captured the same qualitative shapes of the Pn,OP
versus τL experiments performed by Paravastu and Willmering for photon energies below Eg.
Our method appears to be more sensitive/accurate while additionally taking substantially
less time.
Both Paravastu and Willmering used photon energies below the band gap Eg, λ = 823 nm and
820 nm, respectively. These photon energies were chosen because sub-band gap photon energies
penetrate deeply into the sample, giving large OPNMR signals. Our method is sensitive
enough to explore the lower-sensitivity photon energies at and above Eg, demonstrated here
using λ = 817 nm.
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5.7 Conclusions
We have demonstrated that the measurement of Pn,OP , and therefore the number of nuclear
spins NOP , can be achieved from a single NMR spectrum that does not rely on an inherently
insensitive small-tip-angle approach. The smallest NOP found was ≈2× 1015 75As nuclei
using λ = 817 nm light. This was achievable by first deriving from first-principles a quantum
mechanical model that accurately predicted satellite transition behavior at any tip angle
θ1 for a pulse-acquire NMR pulse sequence. Using the equations derived from this model,
it became possible to calculate polarization directly from the degree of asymmetry of the
satellite transitions of 75As for any given tip angle. The accuracy of this method was then
tested by performing a Pn,OP versus optical pumping time τL experiment, which could be
directly compared to similar experiments that were performed using the small-tip-angle
method. This new method is more sensitive (and therefore faster) to perform.
Now that Pn,OP is significantly easier to measure experimentally, it now becomes possible to
measure NOP effectively in lower-sensitivity experiments. The derivation of this method is
more like a beginning than an end. A whole new series of experiments that would normally be
considered too insensitive or too time-consuming to perform are now possible. For example,
knowing the number of nuclear spins when varying the photon energy above the band gap
would give a quantitative insight into the absorption coefficient, as NOP would give insight
into how deep the laser is penetrating. Additionally, this new method would allow for a better
understanding of the relationship between increasing photon density and increasing signal: Is
the increase in signal caused by an increase in local hyperpolarization, or an increase in the




Cross-Polarization NMR in CdTe
Electron spins have the ability to be oriented through coupling to light via optical pumping
(OP) of direct-gap transitions in semiconductors. [2, 4, 24, 27, 28, 29, 31, 35, 38, 39, 42, 43,
45, 60, 61, 69, 70, 71, 72, 73] These oriented excited-state conduction electrons polarize the
nuclear spins to which they are coupled, which is the foundation of optically-pumped nuclear
magnetic resonance (OPNMR) of semiconducting materials like GaAs [2, 4, 27, 28, 29, 31,
35, 38, 39, 60, 61, 69, 70] or InP.[28, 42, 43, 45, 71, 72, 73] Only a few reports have utilized
OPNMR for the study of CdTe to date, focusing on the characterization of OPNMR itself.[46,
47, 74] CdTe, unlike GaAs and InP, is unique in that the NMR-active nuclei are rare (nuclei
with nuclear spin quantum number I is nonzero), or sparse at natural abundance, offering an
opportunity to study the behavior of such spins moderately isolated from a large, coupled
“spin bath.”
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Electron spins in semiconductors are attractive for quantum computation because the states
are easily prepared, manipulated, and detected via optics and electron spin resonance.[75,
76, 77] However, the relaxation times are prohibitively short for excited electrons, and
schemes have been devised to instead use long-lived nuclear spin states to store and process
information as nuclear qubits,[78, 79, 80] which have lifetimes that are ≥3 orders of magnitude
longer.[25] Notably, in single-crystal semiconducting materials at low temperature, nuclear
spin-lattice relaxation time constants are well over tens of minutes to multiple hours,[35, 2]
which makes semiconductors an attractive system for implementing solid-state all-nuclear
quantum computations or longer-term storage of qubit information.[81, 82]
CdTe is an ideal material to demonstrate and explore all-nuclear quantum computations, and
has been proposed before.[82] The various isotopes of Cd and Te are distributed randomly
within the lattice, and the NMR-active isotopes of Cd and Te are relatively uncommon. This
leads to “isolated” spins and some “isolated” spin pairs randomly distributed within the
lattice. This isolation is ideal, because without strong interactions with neighboring spins,
the spin coherence lifetimes can increase dramatically. OPNMR will allow us to study these
coherences directly, and to see if they have real applications as a basis material for quantum
computing.
There are few NMR studies of CdTe in the literature, and there is only one example of
OPNMR being performed. As such, studying and simulating CdTe by OPNMR is novel
and one-of-a-kind. Experimental work on a wafer of high-resistivity (undoped) CdTe was
performed previously by Dr. Matthew M. Willmering and Dr. Zayd L. Ma in the Hayes lab,
and went unpublished during their time due to some findings that were initially unexplainable.
What follows in this chapter is first an overview of CdTe and CdTe NMR. Second, and the
focus of this chapter, is the implementation of extensive spin physics simulations that help
finally explain early results.
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6.1 The CdTe Sample
From the perspective of NMR, CdTe is quite different from GaAs. 100% of the nuclei in
GaAs are NMR-active, and they are all spin-3/2. In contrast, the NMR-active isotopes in
CdTe are relatively scarce, and they are all spin-1/2 (see Table 6.1). The nuclei with nonzero
spin in CdTe are 113Cd (12.26% natural abundance), 111Cd (12.75%), and 125Te (6.99%).
This spin-scarcity means that the spins in CdTe do not make strongly dipolar-coupled spin
networks, but rather they exist within the lattice as relatively “isolated” spins and spin pairs.
For 113Cd spins, 74.6% exist as isolated spins (as in, not directly bonded to an NMR-active
Te), and 22.7% exist in 113Cd-125Te spin pairs. Additionally, because all spins are spin-1/2,
there is no quadrupolar interaction to consider.
Table 6.1: Properties of NMR-Active Species in CdTe
Species Spin γn Natural Abundance ν0 @ 4.7 T
(MHz/T) (%) (MHz)
111Cd 1/2 -9.06 12.80 44.55
113Cd 1/2 -9.47 12.22 42.58
123Te 1/2 -11.22 0.89 52.72
125Te 1/2 -13.52 7.07 63.57
Depicted in Figure 6.1 is the crystal lattice of the zincblende structure of CdTe, where blue
(both light- and dark-shaded) nuclei correspond to Cd sites, and red (light- and dark-shaded)
nuclei correspond to Te sites. The sample was mounted in such a way that, for any given
atomic site, one of the four Cd-Te bonds is parallel to the external magnetic field, B0 (and
the [111] growth direction of the sample). Considering a tetrahedral Cd site, there are 3
bonds to Te oriented at 70.5° with respect to B0 and a single Cd-Te bond aligned with B0,
depicted here at 180°. The focus of this work is on the 3 Cd-Te spin pairs oriented at 70.5°.
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Figure 6.1: Example of 113Cd and 125Te spins in the CdTe zincblende crystal structure.
NMR-inactive (I = 0) cadmium and tellurium atoms are depicted as light blue and light
pink, respectively. NMR-active 113Cd and 125Te are represented by dark blue and dark red,
respectively. Dashed lines indicate weaker long-distance dipolar interactions.
The bold-colored nuclei depicted in Figure 6.1 represent isotopes with nonzero spin. In the
lattice, these NMR-active isotopes are randomly distributed, and the ones highlighted in
the figure are shown schematically. These NMR-active sites can be “remote" (see ∗, top),
or they can form 113Cd-125Te or 111Cd-125Te spin pairs (see †, bottom). Occasionally, there
are 3-spin groupings of directly-bonded NMR-active nuclei, but these are rare enough (<3%
of active Cd spins) to be neglected in this discussion, since they do not contribute strongly
to the observed signal. The orientations of these nuclear spin pairs with respect to B0 can
only occupy either the bond that is oriented 70.5° with respect to B0 (“70.5° spin pairs”),
or the bond that is oriented 180° with respect to B0 (“180° spin pairs,” not depicted in this
schematic).
The two spins in a given spin pair are strongly coupled. They couple through a direct (through-
space) dipolar coupling, D, and through an indirect (through-bond) dipolar coupling, J .
These coupling strengths have been documented previously,[83, 84] and the total coupling
strength, expressed as a frequency, is:
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where θ is the angle between the spin pair bond and B0. Here, the J coupling is divided into
its anisotropic and isotropic components, Janiso, and Jiso. (The Janiso component is usually
vanishingly small in organic systems, which is why J couplings are often misleadingly called
“scalar” couplings.)
This equation can be distilled into two contributions, the isotropic contribution, Jiso, and the
anisotropic contribution, (D + Janiso). These have been experimentally determined previously
for 113Cd-125Te spin pairs, where Jiso = +655±60 Hz and (D + Janiso) = –490±50 Hz.[83]
Both of these values are on the same order, and therefore neither can be neglected. Based on
these reported values, coupling strengths of +980 Hz are expected for 70.53° 113Cd-125Te spin
pairs, and coupling strengths of –320 Hz are expected for 180° 113Cd-125Te spin pairs.
6.2 Experimental 113Cd OP-Pulse-Acquire NMR
113Cd Pulse-Acquire OPNMR of crystalline CdTe using a pulse-acquire NMR pulse sequence
was performed, and the resulting NMR spectrum is plotted in black in Figure 6.2. A pulse-
acquire 113Cd NMR experiment is quantitative and observes all 113Cd, regardless of it being
isolated or a constituent of a spin pair.
The pulse-acquire decay spectrum shows a central resonance flanked by two satellites. The
central signal at 0 Hz corresponds to 113Cd nuclei that are not strongly dipolar coupled to a
125Te neighbor (the relatively isolated 113Cd). The satellites are approximately 960 Hz apart
and are determined to be the dipolar-split resonance of the 70.53° 113Cd-125Te spin pairs,
producing a spectral doublet. The other type of spin pair, the 180°-oriented 113Cd-125Te spin
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Figure 6.2: 113Cd NMR of CdTe sample: 113Cd OPNMR Bloch decay spectrum (solid black
line), and113Cd-125Te OP-CP spectrum (dashed red line) spectrum, recorded at τCP = 1 ms.
Optical pumping by laser (λ = 805 nm, below band gap) with a τL period of 15 minutes of
σ+ light for both experiments.
pair, is not resolved. The expected splitting is 320 Hz, which is too small to be resolved as a
doublet, based on the natural linewidth of the signal. Instead, the signal of the 180° spin pairs
contribute to the signal intensity of the central resonance. This assignment is also supported
by a statistical calculation; 19.7% of 113Cd are expected to be in 70.53° 113Cd-125Te spin pairs
based on natural abundances, and fitting the data finds the two satellites contribute about
20% of the overall signal.
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6.3 125Te→113Cd OP-Cross Polarization NMR Pulse Se-
quence
It would be advantageous to observe the behavior of the doublet signal of the 113Cd-125Te
spin pairs without being obfuscated by the central signal. To achieve this, we employ an
OP version of well-known NMR pulse sequence called cross polarization (OP-CP). Cross
polarization NMR is a technique where polarization can be transferred from one type of
nucleus to another, mediated through their dipolar coupling interactions. The transfer of
polarization is more efficient/faster when the coupling is stronger, and this can be taken
advantage of to selectively observe only spins in the strongly-coupled spin pairs.[85]
The OP-CP NMR pulse sequence is depicted in Figure 6.3. The sequence begins with
a saturation comb of radio frequency (RF) pulses on both channels to remove any net
magnetization that has built up between experiments, followed by a period of optical pumping
(τL). The 113Cd channel is again saturated with a comb of RF pulses to selectively remove
its magnetization. (a) Only 125Te spins are hyperpolarized. Next, a CP pulse sequence is
applied to transfer the 125Te magnetization to nearby 113Cd spins: (b) a π/2 pulse is applied
to 125Te generating 125Te coherence; (c) cross polarization is achieved with simultaneous
low-power pulses at the Hartmann-Hahn match condition on both channels for a duration
τCP , transferring polarization between 113Cd and 125Te.[86] After CP, the 113Cd magnetization
is detected by a pulse-acquire(d). Before the pulse-acquire, a z-store timing delay (τZ−S) was
inserted to store the spins along the z-axis (“z-store”) for 15 ms to allow the preamplifier
electronics to recover from the high-power and relatively long contact pulses.[57] The T1 of
the 125Te in this sample was ≈ 3 hours, making the effect of the Z-store delay negligible.
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Figure 6.3: Schematic of the optically-pumped cross-polarization (OP-CP) 113Cd-125Te pulse
sequence. Rotating frame Bloch sphere diagrams are shown for select points in the OP-CP
sequence. τL is the optical pumping duration, τCP is the duration of cross-polarization, and
τZ−S is a timing delay (“z-store”) inserted to reduce electrical interference.
The OP-CP sequence permits us to select (“filter”) the contribution from directly-bonded
113Cd-125Te spin pairs.[85] The resulting spectrum from the 125Te → 113Cd OP-CP pulse
sequence using a contact time of τCP = 1 ms can be seen in red in Figure 6.2. At short
τCP times, only 113Cd that are strongly coupled to 125Te are detected. This is because the
efficiency of the cross polarization mechanism is dependent on the coupling strength, and
here, only the strongest-coupled spins are detected. The satellites appear at ≈ ±480 Hz to
either side of the central signal, consistent with the earlier determination using equation 6.1
that they correspond to the 70.5° 113Cd-125Te pairs (960 Hz satellite-to-satellite predicted).
Signal from 180° 113Cd-125Te spin pairs is expected to appear at ≈ ±160 Hz in this figure
(320 Hz predicted). However, this latter pair of satellites is not visible at short contact times
due to the lower CP buildup rate for this weaker coupling. Additionally, only one in four
113Cd-125Te spin pairs are oriented at 180°, thereby complicating their detection further.
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6.4 125Te→113Cd OP-CP Buildup Experiments
In order to probe the time evolution between 113Cd and 125Te nuclei, an OP-CP experiment
was performed as a function of contact time. Figure 6.4 is a contour plot of the 113Cd OP-CP
NMR experiment, plotted as τCP versus 113Cd NMR frequency (where 0 Hz is centered on the
middle of the spectrum from Figure 6.2, with satellites at either side). This set of experiments
is called a “CP buildup.” A horizontal slice of the data corresponds to an NMR spectrum.
For reference, The horizontal dashed white line at τCP = 1 ms corresponds to the data shown
as the dashed red spectrum in Figure 6.2.
The resolved 113Cd OP-CP doublet signals of the 70.5°-oriented spin pairs are found to
complete multiple oscillations as the τCP time increases (vertical red and black lines are
superimposed as guides to the eye). These coherence lifetimes appear long, suggesting that
these could be a useful basis for quantum computations. The intensities of the two resolved
OP-CP 113Cd satellites are plotted as a function of τCP in Figure 6.5, corresponding to
the black and red vertical dashed lines in Figure 6.4. Both plots exhibit nearly-identical
oscillating patterns. Oscillating behavior of dipolar coupled isolated spin pairs is well-known
and well-documented in other systems, and the frequency is equal to half of the coupling
strength (∆ν/2).[87, 88, 89, 90] Such oscillations are is generally found in isolated spin pairs,
and their decay is described by invoking spin diffusion and T1ρ relaxation.[87, 89, 91]
6.4.1 Mathematical Description of Dipolar Oscillations
In CdTe, this oscillation persists for a remarkably long time, suggesting these effects are
minimal. Both satellites’ intensities decay at long contact times to a value that is ≈50% of
the maximum amplitude. This is consistent with a model of an isolated spin pair that is
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Figure 6.4: 125Te→113Cd OP-CP NMR data with contact time (τCP ) along the vertical axis
and NMR frequency along the horizontal axis. Contours denote the intensity of the signal.
The horizontal dashed line corresponds to the dashed red spectrum shown in Figure 6.2 The
vertical black and red dashed lines centered on ±480 Hz correspond to the data depicted in
Figure 6.5. The vertical blue dashed line centered on 0 Hz corresponds to the data depicted
in Figure6.6.
weakly spin diffusing to its environment,[90] and with minimal T1ρ relaxation. (Single-channel
spin-lock experiments were performed to verify that T1ρ for both 113Cd and 125Te were large.
In both cases, it was determined that T1ρ is much greater than 100 ms, and longer than
experimental timescales.) The CP buildup curve can be modeled with[91]:
〈Sx (τCP )〉 = A
[






where A is a scaling factor, and TD is an empirical damping time constant.
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Figure 6.5: 125Te→113Cd OP-CP NMR–vertical slices of data centered at each of the two
satellite peaks as a function of τCP (shown as corresponding vertical black and red lines in
Figure 6.4). Black squares correspond to the high frequency satellite, while the red circles are
the low frequency satellite. The data were fit with Equation 6.2, values recorded in Table 6.2.
When the oscillations of the satellites were fit with this equation, ∆ν was extracted to be
943.8±4.6 Hz and 947.6±4.7 Hz for the satellites that appear at +480 Hz and -480 Hz in
the NMR spectrum, respectively. Fits are plotted as solid lines in Figure 6.5, and fitting
parameters are given in Table 6.2. These values compare favorably with the previously
reported (by Nolle[83]) splitting of 980±50 Hz for the 113Cd-125Te spin pairs oriented at 70.5°.
The damping time constant, TD, which captures the lifetime of these coherent oscillations, is
also extracted from these fits, both of which are approximately 5 ms. It is worthwhile to note
that these dipolar oscillations in CdTe persist longer than in other crystalline materials. For
comparison, the longest we have found in the literature is for InP with transient oscillations
of (abundant) 115In-31P pairs with a time constant around 2 ms.[92]
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Table 6.2: Fitting Parameters for 113Cd Satellite Oscillations
CP Buildup Slice Frequency A (a.u.) Measured ∆ν (Hz) TD (ms)
+480 Hz 5.04 ± 0.07 943.8±4.6 5.6±0.5
-480 Hz 5.24 ± 0.06 947.6±4.7 4.9±0.4
6.4.2 CP Buildup Curve of the Central Resonance
Referring back to the OP-CP buildup curve shown in Figure 6.4, the oscillations of the
satellites at ±480 Hz behave in a simple, modellable manner. These buildups, however, are
not the entire picture. At 0 Hz, highlighted by the vertical blue dashed line, there is signal
that builds up slowly and does not appear to have the same “frequency” of oscillation as the
satellites. The signal intensity at 0 Hz is plotted as a function of τCP in Figure 6.6. This
buildup is composed of two contributions. It is the buildup of the unresolved 180° 113Cd-
125Te spin pair doublet, as well as the buildup of isolated 113Cd spins that are becoming
polarized through small, but non-negligible dipolar couplings to relatively distant neighbors.
The central OP-CP buildup curve is not fittable with Equation 6.2 because of the convolution
of the two contributions. Qualitatively, there is a hint of an oscillation, but extracting an
exact measurement is not possible without fully understanding the system. Early attempts
at fitting these data involved combining Equation 6.2 with an exponential buildup to account
for the isolated 113Cd spins, but these efforts did not succeed. In the literature, exponential
fits are often used for CP buildup curves in many-spin systems, but it became apparent
that crystalline CdTe, with its discrete allowed orientations and distances that NMR-active
neighbors within the lattice can occupy, is more complicated. A purely statistical approach
like a many-spin exponential fit is not possible.
The number of discrete interactions that need to be accounted for is large. At long τCP
times of up to 25 ms as done experimentally, small dipolar couplings on the order of 10 Hz
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Figure 6.6: Experimental 113Cd OP-CP NMR vertical slice from Figure 6.4 at 0 Hz (the
“central 113Cd resonance") as a function of τCP . Intensity grows due to two processes: 1)
dipolar-coupled oscillations for 180° 113Cd-125Te spin pairs and (“lone") 113Cd intensity from
113Cd not directly bonded to 125Te but dipolar coupled at a longer distance.
become relevant and will affect the shape of this CP buildup curve. In order to model the
buildup of the combined signal of isolated 113Cd spins and 180° 113Cd-125Te spin pairs, a wider
consideration beyond just the immediate atomic neighbors is needed, one where distant, but
non-negligibly coupled 113Cd or 125Te are considered. It was determined that spin simulations
in SIMPSON would be employed to aid in this larger-scoped challenge.
87
6.5 SIMPSON Simulations of Cross Polarization Me-
chanics in CdTe
In order to better understand the complicated buildup shown in Figure 6.6, a 113Cd NMR
model to fit these data was created using SIMPSON.[7] SIMPSON is a simulation package
that models the spin physics environment for an input set of nuclei, their coordinates, and
their coupling strengths. With these inputs, it can output model NMR lineshapes for a
variety of staple NMR experiments, such as CP, SEDOR, REDOR, and CPMAS. SIMPSON
is an attractive approach to model the OP-CP buildup curve of Figure 6.6. In a powder or
rotating sample, a spin physics simulation would have to be repeated at a variety of angles
to adequately represent various orientations. Here, in a static single-crystal CP experiment,
this is not needed and any simulation becomes trivially short (about 1 second for a 7-spin
system using a decent desktop processor).
6.5.1 Implementing SIMPSON in CdTe
Performing a static, single-crystal spin simulation of CdTe initially seems trivial. There
are only a few discrete distances and angles to account for, and the lack of averaging for a
powdered sample or for magic-angle spinning conditions would be expected to make a given
simulation rapid. However, the natural abundances of the NMR-active isotopes of Cd and Te
prove to be a complication. Only about 25% of Cd atoms and 8% Te atoms are NMR-active
(see Table 6.1), and they are randomly distributed within the CdTe lattice. Every local
environment of a 113Cd spin, therefore, is different and will have a different 125Te→113Cd CP
buildup curve. Because of the discrete distances and angles, it is challenging to have one
average, representative simulation account for all environments. Instead, many simulations
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Figure 6.7: Creation of the basis structure from the lattice of CdTe. The lattice is depicted
as the light-colored atomic sites. The sites under consideration in SIMPSON simulations are
dark-colored. Only the central Cd site, highlighted with the dashed circle, is what NMR will
be directly performed upon, with interactions to its neighborhood acting indirectly.
must be performed on many different environments to adequately model the experimental
CP buildup curve.
We decided that, to simulate 125Te→113Cd CP in CdTe, environments would be iteratively
generated and submitted to SIMPSON, but the “scope” in terms of the spin system of
what would be considered is relevant. The more distant a spin is from the 113Cd spin being
simulated, the less relevant it becomes due to the inverse-square relationship of the dipolar
interaction on the distance between spins. We determined that only the first three atomic
“shells” around a central 113Cd spin are considered (excluding the first directly-bonded Te
shell, in order to keep 113Cd isolated). This is depicted in Figure 6.7, where the 113Cd spin
being measured (simulated) is highlighted with a dashed circle, and the atomic sites under
consideration as the “environment” are depicted in bold colors. In total, there are 12 Cd and
12 Te sites in the environment.
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Assuming pTe = 0.071 and pCd = 0.122 (only 113Cd, 111Cd does not play a role during CP
dynamics), the average number of NMR-active 113Cd and 125Te spins expected within the
three shells of this zincblende structure is ≈2.3. This is much smaller than the limit of spins
that SIMPSON can handle in a simulation (usually up to 10-12 spins). Even though there
are relatively few spins, the number of configurations within the environment—each of which
needing its own simulation—can be enormous. For example, referring to Table D.2, there
are 14,520 possible configurations that 2 125Te and 3 113Cd spins can exhibit within this
environment.
An example configuration of 2 125Te spins and 3 113Cd spins is depicted in Figure 6.8(a). The
central 113Cd spin is highlighted by the dashed circle, and its NMR-active neighbors with
which it interacts are the bold atomic sites in the basis structure. The dipolar interactions
between all (bold) nuclei are calculated and included in the SIMPSON simulations. Dipolar
interactions are depicted as dotted lines between nuclei.
With 24 atomic sites in the basis structure, considering the random distribution of NMR active
isotopes within CdTe, means there are 224 =16.78 million possible environments that can be
represented (ignoring reductions in that number due to symmetry). Most of these are highly
unlikely, see Table D.1. In order to maximize the effectiveness of the simulations, combinations
that resulted in quantifiable, relevant couplings were selected. First, no more than 5 spins in
the second and third shell (up to 7 spins total), as the number of configurations increases
factorially, and the simulation time per configuration quadruples for every additional spin
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Figure 6.8: (Color Online) Simulated example environments consisting of the central 113Cd
spin addressed in the calculations and three shells of neighboring atoms (not depicted are the
directly-bonded Te sites in the first shell). (a) Central isolated 113Cd spin that is polarized
by 125Te in the third shell and dipolar coupled to additional 113Cd sites. (b) a 180°-oriented
113Cd-125Te spin pair in the same environment of three 113Cd and two 125Te spins. The extra
125Te spin of the spin pair occupies a first-shell, directly-bonded Te site. No other first-shell
Te sites are considered. Dotted lines indicate dipolar interactions between nuclei.
(4n). Second, no more than two 125Te spins are considered, as the probabilities dramatically
decrease with higher 125Te compositions (accounts for 95.2% of compositions in our analysis,
see Table D.1). Additionally, because these simulations need at least one 125Te spin in order
to perform 113Cd→125Te CP, compositions with zero 125Te are not considered. In Tables
D.2 and D.1, the allowed configurations are highlighted in bold. In total, 29,262 individual
configurations (out of 16.78 million) were simulated, statistically accounting for 89.8% of all
basis structure environments of isolated 113Cd.
A Python script was written to iteratively generate each of the 29,262 configurations, to then
write corresponding SIMPSON .IN input files, and to execute them. For each configuration,
dipolar couplings between all nuclei were automatically calculated, and if two nuclei were one
bond-length away, Janiso and Jiso couplings were included. Jiso was manually set to +632 Hz,
and (D + Janiso) was set to –472 Hz in order to be consistent with the ≈+940 Hz splitting of
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a 70.5° spin pair recorded in Table 6.2, and the ≈–320 Hz for a 180° spin pair measured in
previous literature.[83] Further details on how this iterative process was performed can be
found in Appendix D.1.
In total, 29,262 separate SIMPSON input files were generated and executed in SIMPSON for
113Cd CP NMR of the central near-isolated 113Cd spin, each of which generated a separate CP
buildup curve. All of these buildup curves were weighted based on probabilities and summed,
creating the black CP buildup curve on the left side of Figure 6.9. Here, signal builds up
steadily. Further details on how this curve was derived can be found in Appendix D.1.
Figure 6.9: Left: Simulated SIMPSON 113Cd CP buildup curves of CdTe. There are two
types of 113Cd sites that contribute to the total buildup, the near-isolated 113Cd signal (black)
and the 113Cd in 180° 113Cd-125Te spin pairs (red). Data are scaled based on the relative
probabilities of finding a near-isolated 113Cd versus a 113Cd in this type of 113Cd-125Te spin
pair. The total CP buildup curve is plotted in blue. Final simulated SIMPSON 113Cd CP
buildup curve plotted and scaled to experimental results. Simulation was scaled to match
the first rise between 0 and 2.5 ms.
What was discussed up until this point was the methodology used to simulate the CP buildup
dynamics of an isolated 113Cd spin. However, as was discussed earlier, the CP buildup
curve is a combination of isolated 113Cd spins, as well as 113Cd spins that are part of a 180°
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113Cd-125Te spin pair. To account for these is relatively simple: redo the entire simulation,
but include the extra 125Te spin.
There is only one small change in how the SIMPSON simulations for these spin pairs is
implemented. For the isolated 113Cd simulations, environmental compositions where there
were zero 125Te spins were ignored, because to perform 125Te→113Cd CP requires at least
one 125Te spin. Now, however, these environmental compositions are allowed, because the
125Te spin requirement is satisfied with the inclusion of the 125Te spin in the spin pair. This
increases the total number of simulations to 30,848 configurations across 15 compositions
(Table D.2), and accounts for 81.43% of all environments (Table D.1).
The results of the 180° spin pair CP simulations are plotted in Figure D.3(c)-(e), where
the normalized sums of each composition is plotted. These plots appear more oscillatory
compared to the isolated 113Cd spin simulations. This is because the 125Te spin in the spin
pair is strongly dipolar-coupled to the central 113Cd spin. The normalized sum of these CP
buildup curves are plotted in (f), in red. The signal is much smaller compared to the isolated
113Cd spin curve, simply because 180° spin pairs are rarer than the isolated 113Cd spins.
Qualitatively, the simulated CP buildup curve matches has aspects that mimic portions of the
experimental data: the signal grows with a linear dependence between 0 and 2.5 ms, reaches
a plateau between 2.5 ms and ≈6 ms, before rising again. The overlap between experiment
and simulation is not perfect. (Due to the complexity of the simulations, and the fact that
these simulations are based on a truncated model, assigning a quantitative value proves
challenging.) The Simulated CP buildup curve over-predicts the rate of growth at longer τCP ,
and oscillations are not appreciably damped. This is in contrast to the experimental finding
for the 70.53° spin pair oscillations, where signal decayed with an empirical time constant
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of around TD = 5 ms. Some refinement is needed to help explain the mismatch between
experiment and model.
6.5.2 Inclusion of Long-Distance Cd-Cd Jiso Couplings
A series of follow-up simulations were performed, each of which was a slight modification
to the “original” simulation outlined above. The objective was to find what experimental
condition or parameter could modify the simulations in such a way that it would more
accurately match the experimental data in Figure 6.6. These follow-up studies included
accounting for 111Cd, tilting the sample relative to B0, varying the bond lengths within
simulated CdTe, manually varying the Jiso and (D + Janiso) coupling strengths, accounting
for 113Cd spins on the periphery of the basis structure, and manually including 113Cd-113Cd
Jiso-coupling through two bonds (“2Jiso”). Results of all these modified simulations are shown
in Figure D.4 in Appendix D. This last follow-up simulation was the most promising.
Homonuclear 2Jiso-coupling of Cd spins have been reported previously, often in organometallic
compounds.[93, 94] In these reports, two 113Cd spins are 2Jiso-coupled through bonding to
a shared heteroatom, and can be on the order of 50 Hz. The data suggest that similar
2Jiso-couplings of similar order may be present in CdTe, where now two 113Cd spins are
coupled through bonding to a shared Te atom. Based on probabilities, for a given 113Cd spin,
there are 12 Cd atoms that are two bonds away, of which on average 1.5 are NMR-active.
Clearly, 2Jiso couplings occur with sufficient frequency to be significant, and if comparable
in strength to similar systems, would make up an interconnected spin network. This effect
would play a measurable role in the CP dynamics in CdTe, and must be included to improve
the simulation accuracy.
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Simulations with the inclusion of 113Cd-113Cd 2Jiso-coupling of various strengths were assessed.
The assignment of this coupling was scripted to be applied to every instance that two 113Cd
spins were placed two bonds apart during the iterative generation of SIMPSON input files.
Simulated CP buildup curves that include this scalar coupling are plotted in Figure 6.10 for
various 2Jiso, varying from 125 Hz (cyan) to 250 Hz (red). More plots of varying 2Jiso can be
found in Appendix D.2, Figure D.4. Simulations were scaled to match the initial buildup
of signal from 0 to 2.5 ms. Notably, as the magnitude of 2Jiso is increased, the oscillations
become more damped. Both of these changes bring the simulations of CP dynamics closer to
matching the experimental buildup curve.
Figure 6.10: (Color online) Simulated SIMPSON 113Cd CP buildup curves of CdTe using
different 2Jiso,Cd−Cd coupling strengths. Experimental data and original simulation are plotted
in blue. Simulations were scaled to match the buildup of signal from 0 to 2.5 ms.
No other factor in the various additional simulations (different angles, consideration of 111Cd,
various bond distances, among others. See Appendix D.2, Figure D.4) could account for the
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damped oscillations observed experimentally. At longer times, weaker interactions from more
distant atoms start playing a larger role in how the system evolves. These small couplings and
distant spins cannot be perfectly accounted for in truncated (7-spin) SIMPSON simulations.
Deviations, especially at long times (such as 10-25 ms seen here), are expected. Our findings
are in agreement with similar treatments of transient oscillations in isolated spin pairs, where
decoherence is attributed to coupling to a larger interconnected “spin bath.”[87, 88, 89,
90] Unlike a pure spin bath approach, the inherently discrete angles, discrete internuclear
distances, and random distribution of NMR-active environments mean it cannot be treated
as a single, average coupling. In CdTe, these simulations suggest that 2Jiso-coupled active
Cd spins act as the spin bath for the experimentally-measured decoherence of 113Cd-125Te
spin pairs.
6.6 Conclusions
The dipolar couplings present in CdTe have been explored using OPNMR. There exists a
sizeable concentration of isolated 113Cd-125Te spin pairs, which when prepared, can exhibit
remarkably long-lived coherences with a time constant on the order of 5 ms. A novel
simulation approach in the SIMPSON package suggests that decoherence may be strongly
influenced by the network of 113Cd spins coupled through 2Jiso-coupling. This suggests that,
if the isotope concentration of 113Cd isotopes are reduced, this decoherence mechanism would
also be reduced, and therefore would increase the coherence lifetimes of 113Cd-125Te spin pairs
to be even longer. Further experimental exploration in similar samples, but with varying
isotopic abundances is needed.
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Chapter 7
Spin Polarization in CdTe
In the previous chapter, a 113Cd NMR spectrum from a 113Cd OP-pulse-acquire experiment
was depicted in Figure 6.2 (re-plotted in Figure 7.1(a)). The near-resolved doublet, which
appears as the shoulders in the spectrum, originates from 113Cd spins that are each directly
bonded to an adjacent 125Te spin. Interestingly, an aspect overlooked when it was first
introduced, is that these shoulders are asymmetric in intensity. A doublet is expected to
have a 1:1 ratio (conventionally).[8] What will be shown is that this apparent asymmetry,
like the asymmetry of quadrupolar satellites that were found and measured in Chapter 5, is
indicative of a high degree of nuclear spin polarization Pn,OP . Further, a similar degree of
asymmetry is present in 125Te NMR, depicted in Figure 6.2(b), showing the generality of the
phenomena, and where dipolar-split peaks are better resolved.
The first part of this chapter addresses the extraction of Pn,OP from the asymmetric doublets
found in 113Cd and 125Te NMR spectra of CdTe. This part relies on a derivation of a
density matrix model, which parallels the derivations performed in Chapter 5 for 75As signal
asymmetry in GaAs. The second part of this chapter involves exploring the effects of different
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experimental OPNMR conditions to help determine the origin of high Pn,OP in CdTe. The
OPNMR mechanism in CdTe is not well-established, appears to be different from GaAs, and
has been studied by only a handful of researchers before—and to the best of our knowledge,
the asymmetric doublets have not been explored in detail before.
Figure 7.1: Experimental pulse-acquire 113Cd (a) and 125Te (b) OPNMR spectra. In both
experiments, experimental temperature was 5.3 K, and tip angles of 90°were used.
In CdTe, there are four naturally-occurring NMR-active nuclei, all of which are spin-1/2 (I
= 1/2). Their NMR-relevant properties are re-tabulated in Table 7.1 from earlier (Table 6.1).
25% of Cd nuclei are NMR-active. Both NMR-active Cd nuclei have approximately the same
γn, (≈5% difference) and for simplicity, will all be assumed to be 113Cd. For NMR-active Te,
123Te spins have a low enough natural abundance that they can be ignored.
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Table 7.1: Properties of NMR-Active Species in CdTe
Species Spin γn Natural Abundance ν0 @ 4.7 T
(MHz/T) (%) (MHz)
111Cd 1/2 -9.06 12.80 44.55
113Cd 1/2 -9.47 12.22 42.58
123Te 1/2 -11.22 0.89 52.72
125Te 1/2 -13.52 7.07 63.57
7.1 Measuring Nuclear Spin Polarization in CdTe
7.1.1 Density Matrix Formalism of Coupled Spins
When dealing with an isolated spin-1/2 species, the density matrix that represents a statistical
ensemble of identical spins is a 2-by-2 matrix, as found in Chapter 2. Two of the matrix
elements represent the two populations, ρ1/2 and ρ−1/2, one for the “spin-up” and another for
the “spin-down” population. These can be written as ρ↑ and ρ↓ for simplicity.
When dealing with an isolated spin pair, like a 113Cd-125Te spin pair, there are four configura-
tions this 2-spin system can take. Both spins can be spin-up (↑↑), both spins can be spin-down
(↓↓), or could have a one of each (↑↓ or ↓↑). In a statistical ensemble, all four configurations
need to be accounted for, as well as all of the possible transitions between configurations. In
density matrix formalism, combining two (or more) coupled spins is handled with Kronecker
products (symbolized with “⊗”).[95]
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Two 2-by-2 density matrices, one for 113Cd (I) and one for 125Te (S), can be combined into a
single 4-by-4 density matrix:[95]







After performing this mathematical operation, the resulting 4-by-4 matrix looks like:
ρ̂IS =

ρ↑,Iρ↑,S 0 0 0
0 ρ↑,Iρ↓,S 0 0
0 0 ρ↓,Iρ↑,S 0
0 0 0 ρ↓,Iρ↓,S

. (7.2)
The diagonal elements are composed of the multiplication of the various ↑ and ↓ populations
of both the I and S spin. A more simplified way to write this 4-by-4 matrix is to introduce
“combined” density matrix elements:
ρ̂IS =

ρ↑↑ 0 0 0
0 ρ↑↓ 0 0
0 0 ρ↓↑ 0
0 0 0 ρ↓↓

. (7.3)
In this notation, the first arrow in a given element’s subscript corresponds to the state of
the I spin, and the second arrow corresponds to the state of the S spin. Notice the coloring
of the 12 off-diagonal elements. The coloring scheme is adapted Equation 5.8 (the density
matrix for a spin-3/2 system). Blue corresponds to coherences where the quantum number
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changes by ±1, and red corresponds to coherences where the quantum number changes
by ±2. Determining which elements have which coherence order is straightforward, and
follows the reasoning of Equation 5.8 and Figure 5.4: it is based on which populations are
“connected.” For example, for the populations ρ↑↑ and ρ↑↓, the total quantum number goes
from +1 (= 1/2 + 1/2) to 0 (= 1/2− 1/2) (the S spin changes by ± 1). The coherences that
connect these two states are located at positions (1,2) and (2,1) in the matrix. These matrix
elements are therefore depicted as blue. Similarly, for ρ↑↑ and ρ↓↓, the quantum number
difference is ±2 (both the S and I spin change in the same direction), and the coherences
located at (1,4) and (4,1) are second-order (red) coherences. The elements connecting ρ↑↓
and ρ↓↑ is depicted as black, as the quantum number does not change (±0) between states
(Colloquially, its said that the spins “flip-flop,” or spin-exchange.)
We now have a 4-by-4 representation of a coupled 2-spin system. However, our spin operators
(essentially, our mathematical tools to describe NMR) are written in the “old” 2-by-2
architecture. All of the 2-by-2 spin operators for the two spin types (Îx, Îy, Ŝx, Ŝ+, etc.) need
to be transformed into a 4-by-4 analog.[95] These can be transformed by using Kronecker
products with identity matrices. For example, for Îx and Ŝx:
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0 0 0 1
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0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

. (7.5)
Superscripts indicate that the operator is a 4-by-4 analog of the spin operator. Note the
ordering of the elements being combined. Like with the earlier density matrices, if the
Kronecker product is being used, the I spin comes before the product, and the S spin goes
after it. (All of the math outlined in this chapter could be done the other way around; the
only requirement is consistency throughout the derivation.)
With these new operators, a new Zeeman Hamiltonian can be written involving both spins:[8,
95]




−γI − γS 0 0 0
0 −γI + γS 0 0
0 0 γI − γS 0
0 0 0 γI + γS

. (7.6)
Notice how the signs in front of the gyromagnetic ratios in the matrix track with the ↑/↓’s of
the density matrix in Equation 7.3. They are consistent, because of our consistent orderings
while using the Kronecker product.
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This new Zeeman interaction can be used to create the initial density matrix based on the








ρ0↑↑ 0 0 0
0 ρ0↑↓ 0 0
0 0 ρ0↓↑ 0
0 0 0 ρ0↓↓

. (7.7)
We now have a single equation to describe the population distribution of the four possible
configurations that two spins can have: ↑↑, ↑↓, ↓↑, and ↓↓.
7.1.2 The Dipolar Coupling Hamiltonian
The total dipolar coupling Hamiltonian between two heteronuclei is described using two spin
operators:[8, 95]
ĤD = ∆νÎzŜz. (7.8)
If the 4-by-4 matrix analogs of Îz and Ŝz are used, the dipolar coupling Hamiltonian can be
written as:[95]




1 0 0 0
0 −1 0 0
0 0 −1 0




The signs within the matrix indicate the effect on the energy levels of the four states. The ↑↑
and ↓↓ energy levels will increase, whereas the ↑↓ and ↓↑ states decrease in energy.
A diagram of the effects ĤD on a spin-1/2 system is depicted in Figure 7.2 for a 113Cd spin.
(This is from the perspective of a 113Cd spin only; the Zeeman interaction of the coupled
125Te spin does not apply). On the left of the diagram is the Zeeman splitting of 113Cd spins
before the introduction of the dipolar interaction. The ↓ state of 113Cd is the lowest Zeeman
energy state because of the negative sign of its value for γn. With the introduction of dipolar
coupling (right side of the figure), each energy level splits into two, either raising or lowering
depending on the spin state of the 125Te spin. As demonstrated above, the dipolar coupling
lowers the energy level when the coupled spin is opposite in orientation. What was initially a
single 113Cd NMR transition (ω0) becomes two, separated in frequency by ∆ν.
7.1.3 The Pulse-Acquire Experiment in CdTe
Performing a pulse-acquire experiment on the 113Cd (or 125Te) spins is straightforward, and
follows a similar process as that shown in Chapter 2.3.5 for an unpaired spin-1/2 species,
and Chapter 5.3 for an unpaired spin-3/2 species. Imagine an RF pulse is applied along the
y′ axis, influencing only the 113Cd spins. (Recall that the direction of the pulse is arbitrary.
Here, the y-direction is chosen in order to produce fully real coherences—this simplifies the
























Figure 7.2: Energy level diagram for a 113Cd spin in a magnetic field and undergoing dipolar
coupling. (left) 113Cd is spin-1/2, and there are two spin states (labeled |↑〉 and |↓〉) that are
split by the Zeeman interaction. Note that this diagram is focused on 113Cd and interactions
on 113Cd. The gyromagnetic ratio of 113Cd is negative, which is why the |↓〉 state is lowest
energy. (right) In coupling to another spin-1/2 species like 125Te, each energy level of the
113Cd splitting further splits into two energy levels. These energy levels shift depending on
the strength of ∆ν and the spin state of the introduced 125Te spin.
In order to measure the individual components of the doublet, the raising operator Î4+ can be
broken down into its constituent components.[65] A similar transformation was employed in
Chapter 5 to mathematically describe the three transitions of 75As NMR individually (see
Equations 5.15 and 5.16). Explicitly, Î4+ is:
Î4+ =

0 0 1 0
0 0 0 1
0 0 0 0




The two nonzero elements can be broken down into two portions: one component corresponds
to when the I spin changes by +1 while the S spin remains in its ↑ state (one peak of the
doublet), and the second component corresponds to when the I spin changes by +1 while
the S spin remains in its ↓ state (the other peak of the doublet).
Î4+ = Î4+,↑ + Î4+,↓. (7.13)
Based on the locations of the elements within the Î4+ matrix representation, the respective
operators for the individual doublets are determined to be:
Î4+,↑ =

0 0 1 0
0 0 0 0
0 0 0 0




0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0

. (7.14)
These operators can be used instead of the full Î4+ operator to model the intensities of the























The asymmetry of the two peaks are quantifiable as the relative intensities (the ratio) of the








which, when combined with Equation 7.7, further simplifies into a Boltzmann relationship:
ΞI,↑
ΞI,↓
= e−γSB0/kBTn . (7.18)
This derivation shows that the asymmetry of the dipolar-split 113Cd doublet directly reflects
the Boltzmann distribution of spin-up versus spin-down states of the coupled 125Te spin. Tn
can be extracted using this equation, and then Pn,OP can be calculated using Equation 3.13.
In the 113Cd OPNMR spectrum of Figure 7.1, Pn,OP of the 125Te spins is measured to be
-30%.
If this derivation were performed on 125Te NMR, it would yield a similar relationship where
the ratio of 125Te intensiteis would reflect the Boltzmann distribution of 113Cd spins:
ΞS,↑
ΞS,↓
= e−γIB0/kBTn . (7.19)
7.2 NMR Lineshape Simulations
7.2.1 113Cd NMR Lineshape Simulations
Because of the random distribution of NMR-active isotopes in the CdTe lattice, there are
multiple types of 113Cd spins present that are detected. In the previous chapter, these
environments were distilled into three motifs: “solo” 113Cd spins, 113Cd -125Te spin pairs
oriented 180° with respect to B0, and 113Cd -125Te spin pairs oriented 70.53° with respect to
B0. The total dipolar coupling strengths ∆ν are known for the spin pairs (Equation 6.1), and
the relative probabilities of these three motifs is readily calculatable: approximately 70% of
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113Cd spins are solo spins, 22.5% of 113Cd spins are in 70.53°-oriented spin pairs, and 7.25%
are in 180°-oriented spin pairs.
A simulated 113Cd NMR spectrum combining simulations of these three motifs is depicted in
Figure 7.3(a), in red. Pn,OP was found to be ≈ −30% by manually adjusting Pn,OP in the
mathematical model until a good fit was achieved. The NMR spectrum was simulated by
using the density matrix model derived above, as well as the process outlined in Chapter
2.3.6. The experimental 113Cd spectrum from Figure 7.1(A) is re-plotted here, in black. The
red simulated spectrum has been deconvoluted into two parts, where isolated 113Cd signal is
plotted in blue, and the total signal from all the 113Cd-125Te spin pairs is plotted in green.
The green signal of the spin pairs can be further deconvoluted into two parts, the individual
contributions from the 70.53°-oriented spin pairs and the 180°-oriented ones, both of which
are plotted in olive. The 70.53° lineshape is a resolved doublet, where the lower-frequency
component of the doublet is larger in intensity. The lineshape originating from a 180°-oriented
spin pair, however, does not resolve as a doublet due to the smaller-magnitude ∆ν. The
simulation well-characterizes the experimental data.
7.2.2 125Te NMR Lineshape Simulations
Deconvoluting the 125Te NMR spectrum is more challenging due to the higher probabilities
of having directly-bonded NMR-active neighbors. When picking a 113Cd spin in the CdTe
lattice, each of its four Te neighbors only has an 8% chance of being NMR-active. Conversely,
when picking a 125Te spin in the CdTe lattice, each of its four Cd neighbors has a 25% chance
of being NMR active. As a result, a larger fraction of 125Te NMR signal will originate from
113Cd -125Te spin pairs, and even a non-negligible amount of signal from 113Cd -125Te -113Cd
spin triplets.
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Figure 7.3: Lineshape simulations of 113Cd and 125Te OPNMR spectra for Pn,OP = -30% for
both species. (a) 113Cd OPNMR. Experimental spectrum is plotted in black. The two types
of 113Cd -125Te spin pairs present in CdTe are individually simulated and plotted in olive.
The sum of these spin pairs is plotted in green, and uncoupled 113Cd spins are plotted in
blue. The combined simulated spectrum is plotted in red, and matches well to experiment.
(b) 125Te OPNMR, with a similar simulation breakdown as in (a). 113Cd-125Te-113Cd spin
triplets are non-negligible, and are simulated in cyan.
Spin triplets of two 113Cd and one 125Te can be mathematically modeled using density
matrices. To do so relies on the usage of a second Kronecker product. In this treatment, we
have chosen to order the three “uncoupled” density matrices like so:
















In this discussion, the ordering of operators follows the pattern detailed above (ordering
is arbitrary, but needs to be consistent): Operators involving the first I spin will be first,
operators involving the second I spin will be second, and operators involving the S spin will
be last. This will produce an 8-by-8 matrix that encapsulates all 8 possible spin configurations




ρ↑↑↑ 0 0 0 0 0 0 0
0 ρ↑↑↓ 0 0 0 0 0 0
0 0 ρ↑↓↑ 0 0 0 0 0
0 0 0 ρ↑↓↓ 0 0 0 0
0 0 0 0 ρ↓↑↑ 0 0 0
0 0 0 0 0 ρ↓↑↓ 0 0
0 0 0 0 0 0 ρ↓↓↑ 0
0 0 0 0 0 0 0 ρ↓↓↓

. (7.21)
Matrices this large are not too informative, and will not be shown explicitly herein. 8-by-8
spin operator analogs can be generated, using a similar process and reasoning as Equations
7.4 and 7.5. For example, for Îx,1, Îx,2, and Ŝx:
Î8x,1 = Îx ⊗ 1⊗ 1, Î8x,2 = 1⊗ Îx ⊗ 1, Ŝ8x = 1⊗ 1⊗ Ŝx. (7.22)
Following the methodology of Section 7.1, signal of spin triplets can be simulated.
A simulated 125Te NMR spectrum combining simulations of multiple 125Te spin motifs is
depicted in Figure 7.3(b), in red. Pn,OP was set to -30%. The experimental 113Cd spectrum
from Figure 7.1(B) is re-plotted here, in black. This lineshape is deconvoluted into three
parts, where signal from isolated 125Te spins is plotted in blue, signal from 113Cd-125Te spin
pairs is plotted in green, and signal from 113Cd-125Te -113Cd spin triplets is plotted in cyan.
The simulation well-characterizes the experimental data.
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7.3 Insights into the Origin of Nuclear Hyperpolariza-
tion in CdTe
When first approaching OPNMR of CdTe, it was reasonable to assume that any OPNMR
mechanism for polarizing nuclear spins described in Chapter 3 for GaAs would potentially
apply to CdTe, where the mechanism relies on hyperpolarizing localized conduction electrons
that cross-relax with nuclei (refer to Equation 3.5).[2, 14, 24, 28, 39, 52, 53, 56] Upon closer
inspection, it becomes clear that this cannot be true.
In Figures 7.4(a) and (b) are non-optically pumped 113Cd and 125Te NMR spectra collected
at T = 5.3 K. Without optical pumping and at equilibrium, the nuclear spin temperature Tn
is expected to be equal to the experimental temperature, T = 5.3 K, and the nuclear spin
polarization should be low (Pn ≈ 0.02%). At these low polarizations, the dipolar doublets
in both 113Cd and 125Te NMR should be symmetric, as shown in the simulations in Figures
7.4(c) and (d). However, the experimentally-measured dipolar doublets in both 113Cd and
125Te NMR are asymmetric. This asymmetry is roughly the asymmetry seen under optical
pumping in Figure 7.3, remarkably suggesting that Pn ≈ −30%, with or without optical
pumping.
The asymmetry appears to always be present, and to the same degree. The appearance
is independent of both photon and helicity effects as shown in Figures 7.5(a) and (b) on
125Te NMR. Here, spectra are scaled to the same intensity in order to compare asymmetries.
(Overall signal intensities vary, recorded in other work.[46, 47])
Varying the experimental temperature also does not have a pronounced effect on the asym-
metry, shown in Figures 7.6(a) and (b). The data in both parts of the figure are the same,
but the data are scaled to the same intensity in (b) to compare asymmetries. These data,
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Figure 7.4: Non-optically pumped (a) 113Cd and (b) 125Te NMR. The dipolar doublet
asymmetry is still present, and to approximately the same degree. Panels (c) and (d) show
simulated 113Cd and 125Te spectra with the originally-expected Pn = 0.02%, where the dipolar
doublets are symmetric.
however, give some insight into the possible origin of the high nuclear spin polarization.
The lineshape shifts in frequency by +1.05 kHz between the 7 K experiment and the 150 K
experiment. This is reminiscent of a temperature-dependent Knight shift, an NMR frequency
shift induced by paramagnetism in a semiconducting material.[96] Finding this detectable
electron-nuclear effect suggests that a paramagnetic electronic defect may be involved in
creating the high nuclear spin polarization. Additionally, because this asymmetry is still
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Figure 7.5: 125Te OPNMR on CdTe at varying photon energy and helicity. (a) Experimental
data using σ+ light. Signal has been scaled to the same intensity. Photon energy does not
have an effect on the asymmetry of the dipolar doublet. (b) Experimental data using σ−
light, with the same result.
present to the same degree even with optical pumping, this defect may be involved in the
OPNMR mechanism in CdTe.
7.3.1 EPR on CdTe
The sample of CdTe studied in this dissertation was grown by the Bridgman method with
a stoichiometric melt of Cd and Te. The resulting wafer is undoped, and presumed to be
Te-rich because of nuances in the growth method.[97] The most prominent defects are native
defects, which have been studied by EPR on similar CdTe samples.[98, 99] and by DFT
simulations[100, 97, 101] to better understand their electronic structure.
Based on the experimental NMR and OPNMR spectra detailed in this chapter, a paramagnetic
state is hypothesized to be influencing the nuclei within CdTe. In Figure 7.7 is an EPR
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Figure 7.6: 125Te OPNMR on CdTe at varying experimental temperatures. Data in (a)
was re-scaled the same intensities and re-plotted in (b). The dipolar doublet asymmetry is
approximately the same at all experimental temperatures. Notably, the overall lineshape shifts
as experimental temperature increases, potentially indicative of a paramagnetism-induced
Knight shift.
spectrum on the CdTe sample performed on a JEOL JES-FA100 EPR spectrometer with a
1mW microwave source of 8.9 GHz. The experiment was performed at 77 K.
Centered at 318.5 mT is the EPR signature of a positively-charged tellurium vacancy defect
V +Te,[98] highlighted with the bracket above the spectrum. This assignment has been disputed
in the literature,[102, 101] and its identity is therefore uncertain. Nevertheless, irrespective
of its identity, the EPR shows a signal of something paramagnetic in the CdTe wafer.
To the left and right of the possible V +Te resonance are smaller resonances, not assigned,
highlighted by the asterisks and brackets. These resonances range from 302 mT to 337 mT,
corresponding to electron g factors of 1.9 to 2.12. These resonances possibly correspond to
the negatively-charged cadmium vacancy defect V −Cd with C3v symmetry, which is known to
produce multiple EPR resonances between g factors of 1.9 and 2.2, depending on the crystal
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Figure 7.7: Preliminary EPR data collected on the CdTe sample. The central feature at 318
mT is tentatively assigned as the V +Te defect, which is disputed in the literature. The smaller
resonances throughout the EPR spectrum are tentatively assigned as the V −Cd defect.
orientation.[98, 99] Because the CdTe sample is assumed to be Te-rich, due to the choice of
growth method,[97] this defect would be expected to be dominant.[103]
The C3v symmetry of the hypothetical V −Cd arises from a Jahn-Teller (JT) distortion, where
the bond between the vacancy and one of its four Te neighbors contracts.[99, 98, 100] This
distortion can happen along any of the four bond orientations, leading to up to four individual
resonances for a given crystal (depending on the orientation of the wafer with respect to B0.
However, X-ray diffraction has shown our CdTe sample is biphasic (two zincblende regions
rotated relative to each other about the [111] axis, the growth direction ), increasing the
maximum number of EPR resonances of V −Cd to eight. More studies would be needed to
identify these resonances.
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7.3.2 The Paramagnetic V −Cd Hypothesis
Based on the experimental data collected, an unpaired (paramagnetic) ground-state electron,
namely the localized electron of a V −Cd with C3v symmetry, fits the profile for the phenomena
seen in 113Cd/125Te NMR and OPNMR.
DFT simulations have suggested that the unpaired electron of V −Cd with C3v symmetry is
inherently spin-polarized,[97, 100] regardless of experimental temperature. If the electron
spin polarization of the defect is temperature-independent, and if it is playing a role in
113Cd/125Te NMR, this could explain the experimental temperature invariance on nuclear
spin polarization found in Figures 7.4 and 7.6.
Unlike in GaAs where short-lived excited-state conduction electrons are responsible for the
OPNMR phenomenon, the hypothesized V −Cd exists in a ground state. This may be the reason
for the helicity- and photon energy-independence on the OPNMR asymmetry in Figure
7.5—the spin polarization of the optically-pumped CdTe conduction electrons would not be
directly impacting the spin polarization of the V −Cd. More studies are needed to explore this
hypothesis.
7.4 Conclusions
113Cd and 125Te (OP)NMR can be characterized using a density matrix approach. 125Te NMR
signal of CdTe exhibits more resolved and prominent dipolar couplings than 113Cd NMR,
making it the better choice for studying the naturally-occurring asymmetric dipolar doublets.
Although Cd vacancy defects are suspected to be involved in NMR of this sample CdTe, the
actual mechanism of optical pumping leading to larger NMR signals is unknown. More study
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and future experiments need to be performed. First, the identities of the EPR resonances
in Figure 7.7 need to be determined, possibly verifying the existence of the C3v V −Cd defect
or other paramagnetic defects. Further exploration of CdTe by other techniques beyond
OPNMR and EPR is needed to help understand the mechanism and relaxation pathway(s) that
excited-state conduction electrons may be taking to induce the observed NMR phenomena.
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Chapter 8
Modeling NMR Lineshape Distortions
in AlxOy/GaAs Interfaces
OPNMR in the Hayes laboratory has recently been used to study the buried interfacial region
of a AlxOy/GaAs heterojunction.[35] In these samples, an 11 nm amorphous alumina layer
was grown on the surface of the semi-insulating GaAs substrate via ALD at 300° C. Because
the band gap of alumina is much higher than GaAs, (≈ 9 eV[104] versus ≈ 1.5 eV), one can
perform OPNMR on the GaAs by irradiating it through the alumina layer, thereby studying
the AlxOy/GaAs interface non-destructively. The experimental setup for the irradiation is
depicted on the left side of Figure 8.1, where the GaAs layer is shown as the gray sample and
the alumina layer is shown as the thin blue layer on top. The laser is depicted as irradiating
from above, passes through the alumina, and gets absorbed by the GaAs in the region labeled
“hyperpolarized region.” Depending on the wavelength of the laser, the penetration depth of
the laser varies, and can be tuned to selectively hyperpolarize nuclei near the interface.[2, 33,
35, 68]
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The two materials–GaAs and AlxOy—have different coefficients of thermal expansion, and
this can be taken advantage of in order to induce strain in the interfacial region. Unlike
in a physically bent sample of GaAs where the strain is assumed to be a constant value
throughout the wafer, simulations3 suggest that a linearly-varying strain gradient is created
by the alumina, where there is maximal strain at the interface and decreases as it goes deeper
into the interior of the wafer. The quadrupolar splitting is proportional to this strain, and if it
were possible to take NMR measurements of individual atomic layers, one would find spectra
where the splitting varies as a function of depth. This is depicted schematically in the middle
of Figure 8.1, where arrows are pointing from various “depths” of the hyperpolarized region
of the GaAs in the AlxOy/GaAs sample. All of the layers reached by the penetrating laser are
detected during OPNMR, and the resulting spectrum is assumed to be the sum of all of these
layers, depicted on the right side of Figure 8.1. This summed example spectrum additionally
assumes that only the strained region is detected. Here, the satellite transitions exhibit a
“flat-topped” appearance. This simulated lineshape was created with multiple assumptions. It
assumes that the GaAs has a linearly varying strain gradient and the linewidths are constant.
This is not what is observed experimentally. In previous published work,[35] the AlxOy/GaAs
sample was studied via OPNMR at various wavelengths using an NMR pulse sequence called
a “quadrupolar echo,”[105] which will be explained in detail below. Select spectra from this
prior study at two σ+ wavelengths are shown in Figure 8.2, manually re-phased to be fully
absorptive. In either experiment, the satellite transitions were neither flat-topped nor single
Gaussian lineshapes, but something else entirely. The satellite transitions have “tails” of
intensity that extend from the center at 0 kHz to ≈ ± 5 kHz. At low wavelengths (high
photon energies) such as seen in Figure 8.2(a), there is diminished intensity in the satellites
closer to the central transition, appearing as “valleys” in the overall lineshape. This is believed
3Unpublished simulations in collaboration with Dr. Parag Banerjee.
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Figure 8.1: Schematic of optical pumping of the AlxOy/GaAs interfacial region, assuming a
linearly-varying strain gradient. Left: Diagram of the AlxOy/GaAs sample under irradiation,
where the GaAs is shown in gray, and the AlxOy layer is shown in light blue. The GaAs
layer is irradiated through the optically transparent AlxOy layer. Middle: Various depths
within the sample will produce various quadrupolar splittings, where the splitting gets smaller
deeper into the sample. Right: The full NMR spectrum will is a sum of all irradiated layers’
spectra, predicting a lineshape with flat-topped satellites.
to be caused by the high absorption coefficient of the GaAs at this wavelength, where the
laser cannot penetrate deep enough into the sample, where the strain (and therefore splitting)
decreases (see (b), (c)); the spectrum is truncated by the penetration depth of the laser. At
longer wavelengths as shown in Figure 8.2(b), these valleys disappear, because the laser is
able to penetrate deeper into the sample where there is less strain and smaller quadrupolar
splittings.
In all experiments, the “expected” flat-topped satellite transitions of Figure 8.1 were not
detected, and at the time, this mismatch between theory and experiment was inexplicable.
Only two ideas about the lineshape were introduced: first, it was suggested that near-
interface depletion zones may contribute to the tapering of the satellite transitions at large
splittings.[69] However, such an environment would be an extraordinary challenge to simulate
without a better understanding of the mechanism. Second, radially-varying strain from
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Figure 8.2: Experimental NMR spectra of AlxOy/GaAs interface at two different wavelengths,
at (a) 819.3 nm (shallow penetration depth), and at (b) 821.3 nm (deep penetration depth).
Spectra were collected with a 55°/55° quadrupolar echo NMR pulse sequence using 55° tip
angles, detailed later.
optically-relevant point defects within the lattice were suggested to play a role.[106] This was
ruled out, as satellites only appear with the application of external strain (either physically
bending the sample, or with the inclusion of an AlxOy layer). What was not explored,
however, was the quadrupolar echo NMR pulse sequence itself.
What will be shown in this chapter are simulations based on density matrix models that
demonstrate that the lineshape distortions inherently arise from the quadrupolar echo pulse
sequence. Some degree of phase distortion will always be present when using a quadrupolar
echo NMR pulse sequence. These distortions, thankfully, can be almost fully mitigated, and
strategies to do so are outlined.
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8.1 The Quadrupolar Echo NMR Pulse Sequence
Willmering et. al. were motivated to use a quadrupolar echo NMR pulse sequence for two
reasons. First, employing it selectively refocuses satellite transitions, making it the ideal pulse
sequence to study the variable strain induced by the AlxOy/GaAs interfacial region. Second,
an echo sequence was a promising candidate to reduce phase distortions of the lineshapes,
which is crucial for experimentally measuring spin polarization, as discussed in Chapter 5.6.
An echo pulse sequence removes the need to acquire the FID immediately after an RF pulse
by “refocusing” the FID at a later time, away from the ringdown of RF pulses.[8, 107] This is
depicted in Figure 8.3. This pulse sequence is more complicated, as now there are not one,
but two RF pulses, spaced apart by time τ .
Figure 8.3: The quadrupolar echo OPNMR pulse sequence, with an RF channel (labeled
“75As”), and an optical channel (labeled “Laser”). Spins are initially hyperpolarized in the the
manner outlined in Chapter 5 to produce ρ̂0. Spins then evolve through the application of
RF pulses and through time to ultimately produce ρ̂4, which can detect NMR signal without
being immediately after an RF pulse. A more detailed description is in the text.
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The quadrupolar echo sequence is relatively straightforward. The usual saturation of the
75As spins and optical pumping begins the sequence, described in Chapter 5. Next, an RF
pulse is applied to the RF channel, denoted as (θ1)y. The system evolves in time for time
τ . During time τ , the NMR signal decays by a combination of T2 relaxation and B0 field
inhomogeneities. Next, a second RF pulse is applied to the RF channel, denoted as (θ2)±x
(the experiment is performed twice and summed, once with this pulse being (θ2)x, and once
being (θ2)−x). The second pulse acts as a refocusing pulse of the B0 field inhomogeneities,
and NMR signal re-intensifies to a maximum after a second time τ . NMR signal can then be
detected without being immediately after an RF pulse, theoretically removing the need for
post-processing phase manipulations.[105]
Willmering et al. used a unique version of a quadrupolar echo NMR pulse sequence. Cognizant
that there was a high degree of spin polarization, Willmering knew that the satellite transitions
would exhibit some degree of asymmetry if the pulse sequence was modified. Instead of using
a pair of 90° RF pulses, a pair of 55° RF pulses were used (which is why the OPNMR spectra
in Figure 8.2 are labeled as “55°/55°).” This decision to use non-90° tip angles ensured
that the final spectra had satellite asymmetry, which showcased the high spin polarizations
achievable by optical pumping.
8.2 Density Matrix Formalism of the Quadrupolar Echo
Pulse Sequence
A density matrix model was derived in order to better understand the relationship between
satellite asymmetry, Pn,OP , and the NMR lineshapes found for a quadrupolar echo NMR
pulse sequence. The derivation proved highly complex, with many unexpected and abstract
phenomena manifesting in the simulations. After some careful characterization which will be
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detailed in this chapter, these discovered phenomena can be used to explain and understand
the unique satellite lineshapes observed in Figure 8.2.
Deriving the mathematical form of every element of density matrices at every time point
(labeled with density matrices ρ̂1-ρ̂4 in Figure 8.3) in this pulse sequence is time-consuming.
Even deriving ρ̂1, the density matrix after the first pulse as shown in Chapter 5, was time-
consuming. Attempting a similar demonstration would be prohibitive. Instead, a new
representation of density matrices is introduced, one that is more comprehensible “by eye.”
The more rigorous equations are found in Appendix C.2.
8.2.1 Phase Matrix Representation
Recalling that coherences and signals are complex and have real and imaginary components,
a single coherence can be graphically represented as a 2D vector, with the real and imaginary
components of the coherence being the x- and y-components of the vector, respectively. I call
this a “phase dial”
The x-direction is plotted as the horizontal axis, and the y-direction is plotted as the vertical
axis. These graphical representations help convey phase distortions and relative phase
distortions, which will become useful in describing abstract evolutions of coherences.
Recalling that coherences and signals are complex and have real and imaginary components,
an individual coherence or NMR signal can be represented with a “phase dial,” demonstrated
in Figure 8.4, left.4 In the example shown here, this coherence is real, and the vector is
depicted as fully the x-direction.
4The “phase dial” concept was inspired by and adapted from work done by Philip Grandinetti of The
Ohio State University in a Tutorial Lecture at the 2016 Experimental NMR Conference.
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Figure 8.4: Phase dial representations of complex-valued coherences.
For a given coherence, the final phase of the NMR spectrum will reflect the phase of the
coherence. This is depicted on the right side of Figure 8.4. A fully real coherence (fully
x-direction) will lead to an absorptive/emissive NMR lineshape, whereas a fully imaginary
coherence (fully y-direction) will lead to a dispersive NMR lineshape. A mixed coherence
will lead to an intermediate lineshape.
With these individual phase dials defined, a density matrix and its sixteen elements (four
populations and twelve coherences for a spin-3/2 species) can be represented graphically.
Imagine a 75As NMR pulse-acquire experiment is performed using a (θ1)y = 45°. Based
on Chapter 5, it is known that the satellite transitions of the 75As NMR spectrum will be
asymmetric in intensity, and the coherences will be fully real (either positive or negative,
depending on the sign of polarization). This is shown in the example spectrum on the right
side of Figure 8.5. Additionally, the magnitudes of the phase matrix vectors convey the
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relative magnitudes of the coherences. On the left side of the figure is the perturbed density
matrix ρ̂1 after the RF pulse represented as a “phase matrix.” Recalling from Chapter 5 that
the first off-diagonal elements of a density matrix directly correlate to the three detectable
75As NMR transitions, arrows were drawn between the three elements of the phase matrix
and their associated transitions in the spectrum. The phase dials were depicted to graphically
represent the magnitudes of the coherences.
Figure 8.5: Left: Example of a simulated density matrix represented as a phase matrix.
This uses the perturbed density matrix ρ̂1 after an RF pulse applied in the y-direction. The
simulation used θ1 = 45° and Pn = -50% . The size of each dial represents the magnitude
of the coherence, and the direction of the line represents its phase. Right: Example of the
simulated NMR spectrum that corresponds to this density matrix. Arrows spanning the
figure connect the individual transitions to their responsible density matrix elements. All
three transitions are fully real and positive.
This phase matrix representation will be used to qualitatively walk through the phenomena
encountered during the quadrupolar echo NMR pulse sequence. Owing to its graphical nature,
it more readily conveys useful information about the nature of coherences and how coherences
evolve than an unwieldy list of equations can.
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8.3 The 90°/90° Quadrupolar Echo
The quadrupolar echo was originally derived to refocus signal that was affected by the first-
order quadrupolar interaction.[108, 109] In these original experiments, crystalline potassium
iodide (KI) was studied by 127I NMR (spin-5/2). Because KI has a cubic lattice structure,
there is minimal quadrupolar splitting (there would be zero in a perfect crystal). This is
different in the heterostructure AlxOy/GaAs samples, where there is a small, non-negligible,
and varying quadrupolar splitting.
In the simplest form of an echo NMR pulse sequence, there are two RF pulses. The first
pulse is generally a 90° tip angle to generate the most intense coherences. Depending on the
system and what is trying to be refocused, the tip angle of the second pulse is a variable
that can be used to achieve different outcomes. For a Hahn echo, a 180° tip angle is used
for the second pulse, which refocuses field inhomogeneities and dipolar interactions. For a
quadrupolar echo, to refocus the quadrupolar interaction, only a 90° tip angle is needed.[108].
The two RF pulses are applied 90° out of phase with respect to one another (for example, one
pulse applied in the y′-direction, the other in the x′-direction). This choice of different phasing
has the effect of increasing the echo amplitude by a factor of 3 for a spin-3/2 species.[110,
111]
This “original” quadrupolar echo, therefore, is a quadrupolar echo where two RF pulses of
tip angle 90° are applied, separated by some time τ . This will be referred to in shorthand as
a “90°/90°” quadrupolar echo.
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8.3.1 Density Matrix Simulations of the Standard Quadrupolar
Echo
The evolution of the density matrix during a 90°/90° quadrupolar echo is depicted as phase
matrices in Figure 8.6. This is simulated with νQ = 5 kHz, and τ = 25 µs.
Figure 8.6: Simulated density matrices represented as phase matrices for an example 90°/90°
simulated quadrupolar echo. Simulation was created using θ1 = 90°, θ2 = 90°, Pn = -50%, and
τ = 25 µs. ρ̂1: The density matrix after the first pulse, all coherences are fully real. ρ̂2: The
density matrix after evolving under time τ while under the effects of ĤQ. Here, elements that
are not on the diagonal or antidiagonal accumulate phase twists. ρ̂3: The density matrix after
the second pulse. Coherence intensities change, and phases of the originally phase-twisted
elements change. ρ̂4: The final density matrix, which is achieved after a second evolution
under time τ . The three detectable transitions are not fully real.
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The density matrix immediately after the first RF pulse, ρ̂1, is shown in the top-left. Because
the RF pulse was applied along the y-direction and with θ1 = 90°, the generated coherences
are fully real (x-direction), and the two satellite coherences, elements (2,1) and (4,3), are
equal in intensity.
The density matrix must then evolve during time τ to get to the time just before the
application of the second RF pulse, ρ̂2. During time τ , there are no RF pulses, but the










Q τ . (8.1)
The resulting phase matrix of this evolution is depicted in the top-right of Figure 8.6.
Qualitatively, intensities of coherences do not change, but the phases of some coherences
become twisted. Elements (1,2), (1,3), (4,2), and (4,3) are positively phase twisted, whereas
elements (2,1), (3,1), (2,4), and (3,4) are negatively phase twisted. The degree of phase
twisting is dependent on the strength of νQ and τ . This twisting can be written as:
ρ2ij = ρ1ije±iνQτ . (8.2)
After evolving in time τ , the second RF pulse is applied, generating ρ̂3. This is a complicated
transformation and cannot easily be described in a satisfying or an intuitive manner. All
coherences and populations exchange with one another, re-shuffling coherences within the
density matrix. There are two key results, which are highlighted in its respective phase matrix
in the bottom-left of Figure 8.6. First, the phase-twisted elements appear to have “inverted”
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Figure 8.7: The phase-distorted simulated NMR spectrum of the 90°/90° quadrupolar echo.
Left: The final density matrix of the simulated quadrupolar echo (replotted from Figure
8.6). Right: the corresponding simulated NMR spectrum of this density matrix. The central
transition (red) remains undistorted, but the satellite transitions (blue and black) have minor
phase distortions, which are reflected in the phase-distorted phase matrix elements. Arrows
spanning the figure connect the individual transitions to the responsible density matrix
elements.
their y-components, so now the elements that were initially positively phase-twisted are now
negatively phase-twisted, and visa versa. Second, coherence intensities have changed in a
number of ways: the central transition (element (3,2) is now diminished compared to the
satellite transitions (elements (2,1) and (3,4)), and the third-order transitions (elements (4,1)
and (1,4)) have grown in intensity.
Finally, a second time τ is needed to generate the density matrix that corresponds to the
refocused NMR signal, and the first data point of the FID, ρ̂4. This, like the first time τ ,
induces similar phase twists on certain elements. This ultimately leads to the three detectable
transitions all returning to be real-phased. Crucially, the satellite transitions, after the
quadrupolar echo, are not fully real. The corresponding NMR spectrum of ρ̂4 is shown on the
right side of Figure 8.7, with phase matrix elements highlighted on the left. Here, it becomes
apparent that there is slight phase twisting.
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Figure 8.8: Simulations of the NMR spectrum lineshape of the AlxOy/GaAs interface when
using a 90°/90° Quadrupolar Echo. Left: The generation of the lineshape is created by
running the quadrupolar echo multiple times while varying νQ (from 0 to 10 kHz in this
demonstration) to highlight its predicted linearly-varying strain. These iteratively generated
spectra are plotted in multicolor below. Each contributing spectrum has varying levels of
satellite phase twisting. The summation of these spectra is shown above, in black, as a
distorted lineshape. Right: Examples of the simulated lineshape under varying conditions. In
red is the flat-topped “undistorted” lineshape originally expected. In green is the distorted
lineshape when the simulation is performed when τ = 100 µs, and in black is the simulation
when τ = 200 µs, replotted from the left.
Discovering that there were phase twists inherent to the 90°/90° quadrupolar echo was an
enlightening moment. The two satellite transitions were found to be equally, but oppositely
phase twisted. It was found that no matter what the value of τ , there will almost always exist
some phase distortion to the satellite lineshapes. Only under the specific condition when τ
= n/νQ was satisfied, where n is an integer, was there no phase twisting present. Recalling
that νQ within the AlxOy/GaAs sample varies, it is clear that no matter the experimental
conditions, there will always be some lineshape distortion that arises from this discovered
phenomenon.
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Density matrix-based simulations were performed to predict what these phase distortions
would do to the final quadrupolar echo lineshape for a sample with linearly-varying strain
as described in Figure 8.1. The simulations were performed by iteratively generating NMR
spectra for various quadrupolar splittings, varied from νQ = 0 kHz to νQ = 10 kHz in steps
of 500 Hz. This is depicted on the left side of Figure 8.8, where these individual spectra are
plotted on top of one another. More violet spectra correspond to larger νQ. Notably, as νQ
gets larger, the phase distortion of the satellite transitions also gets larger. The summed
spectrum of these 20 spectra are shown above, in black. The overall satellite lineshape is not
flat-topped in this density matrix-based simulation.
The degree of lineshape distortion also depends on the length of τ . On the right side of
Figure 8.8 shows multiple demonstrative simulations at various τ . In black is the τ = 200
µs lineshape, replotted from the left side of the figure. In green is the τ = 100 µs lineshape,
which is notably less distorted. In red shows the “undistorted” lineshape, which exhibits the
flat-topped characteristic originally predicted in Figure 8.1. This spectrum was simulated by
setting τ = 0, which does not allow for any phase distortions to manifest between or after
pulses.
Overall, for a 90°/90° quadrupolar echo, the phase distortions of the satellite lineshapes are
modellable. These inherent phase distortions appear to have a rounding effect on the overall
lineshape.
8.3.2 Experimental Results of the 90°/90° Quadrupolar Echo
In the above simulations, a range of quadrupolar splittings up to νQ = 10 kHz was used
in order to have a large enough splitting to highlight the inherent phase distortions in a
quadrupolar echo. Experimentally, however, the maximum νQ is around 4 kHz. A series
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Figure 8.9: Left: Experimental 90°/90° quadrupolar echo NMR spectra at varied τ . The
satellite lineshapes remain mostly unchanged, with minimal intensity loss at larger splittings.
The central transition decays in intensity due to relaxation mechanisms that are not captured
in the density matrix approach employed. Right: Simulated lineshapes using experimental
parameters and assumed Pn = -50%. The lineshape does not distort appreciably as τ is
varied. This is because the distortion is obscured by the larger line broadening and smaller
range of νQ (0 to 4 kHz) used in this simulation to best match experiment.
of NMR spectra were recorded using the 90°/90° quadrupolar echo NMR pulse sequence
with varying τ . These are plotted on the left side of Figure 8.9, and were normalized to
have the same satellite intensities. Experimentally, the central transition diminishes as τ
increases. This is caused by relaxation effects that are not accounted for in the density matrix
simulations.[108] There are relatively minimal differences in the satellite lineshapes between
spectra, with slightly diminished intensities appearing at the far edges of the lineshape as τ
increases, near ±4 kHz.
The parameters of the experimental spectra were extracted and ran through the density
matrix simulations, with simulated NMR spectra shown on the right of Figure 8.9. νQ
was varied incrementally from 0 kHz to 3.5 kHz to achieve the lineshapes depicted. The
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simulations show that, like seen experimentally, the satellite lineshapes do not strongly vary
as τ is varied.
The origin of the diminished intensities of the edges of the experimental lineshapes as τ
increases is not well-characterized. One possible cause of this, along with the simulated phase
distortions, is the effects of quadrupolar relaxation,[18] which are not captured by the density
matrix simulations. At higher νQ, quadrupolar relaxation could become more efficient,[112]
leading to a higher degree of signal decay at these edges.
8.4 The 55°/55° Quadrupolar Echo
In the previous published work,[35] the 90°/90° quadrupolar echo was not used in favor of
one that would maintain some level of satellite asymmetry. The original data in Figure 8.2
were collected with a 55°/55° quadrupolar echo, notably not using a 90° tip angle for either
pulse. This, however, introduces multiple complications. To demonstrate these issues, a few
example simulations of the 55°/55° quadrupolar echo were performed.
8.4.1 Simulations of the 55°/55° Quadrupolar Echo
Results of a simulation implementing the 55°/55°quadrupolar echo at room temperature
(Tn = 298 K, Pn ≈ 0.0001%) is shown in the upper half of Figure 8.10. It depicts the
final density matrix (left) and NMR spectrum (right) of the high temperature experiments.
This simulation was performed using νQ = 5 kHz, and τ = 25 µs. Here, the nuclear spin
polarization is small; the satellite transition intensities appear symmetric, and a negligible
amount of second-order coherences are generated. When comparing the room temperature
55°/55° quadrupolar echo NMR spectrum with the NMR spectrum in Figure 8.7 from the
90°/90° quadrupolar echo simulation, all parameters being equal, the major difference is
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Figure 8.10: Simulated NMR spectra of the 55°/55° quadrupolar echo. Top left: The
final density matrix of the simulated quadrupolar echo when Pn = 0.0001%, represented
as a phase matrix. Top right: the corresponding simulated NMR spectrum of this density
matrix. Bottom left: Same as top left, but with Pn = -50%. Note that now, the central
transition (element 3,2) is now phase-twisted. Bottom right: the corresponding simulated
NMR spectrum of this density matrix.
that there is a larger degree of phase twisting. According to these simulations, the 90°/90°
experiment is the most optimal for minimizing this type of phase distortion. The 55°/55°
method, however, does not optimally remove this, and results in a relatively more distorted
spectrum.
In the lower half of Figure 8.10 depicts the results of a similar simulation, but under
hyperpolarized conditions (Pn = -50%). Shown on the left is the final density matrix. When
comparing to the density matrix of the room temperature simulation, there are a few notable
differences. First, there is now an asymmetry between the satellite transitions, visible in the
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elements (2,1) and (4,3). There is little to no additional phase distortion on these satellites
when comparing to the room temperature density matrix. Second, and crucially, there now
exists a phase distortion of the central transition, which has not been encountered before.
The central transition partially spectrally overlaps with satellite transitions, and therefore
this distortion affects the ultimate satellite lineshape.
Simulated lineshapes of the 55°/55° quadrupolar echo for τ = 200µs, νQ = 5 kHz are plotted
in Figure 8.11. In red and black are the undistorted and 90°/90° distorted lineshapes with
similar conditions, replotted from Figure 8.8. In green is the lineshape for the 55°/55°
simulation performed at room temperature. Here, the satellites are phase distorted strongly
into an inverted, symmetric “V” shape. In blue is the lineshape for the 55°/55° simulation
performed under hyperpolarized conditions. Even though the higher-frequency satellite
transition intensity is supposed to be larger (according to Figure 8.10, bottom left), the
additional phase distortion originating from the central transition obfuscates this. The
satellite distortion of the hyperpolarized simulated lineshape is extensive. There is little, if
any, qualitative match between it and the undistorted lineshape. This distortion is much
larger than the 90°/90° lineshape, which is minimal in comparison.
The degree of phase distortion of the central transition is polarization-dependent, which is
derived explicitly in Appendix C.2. If trying to measure spin polarization, this is an enormous
issue. To make a measurement of spin polarization, the lineshape must be simulatable. In
order to simulate the lineshape, however, polarization must somehow be known in advance to
capture the phase distortion of the central transition. This paradox shows that a quadrupolar
echo cannot be used as a viable method to measure spin polarization.
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Figure 8.11: Simulated phase distortions of the AlxOy/GaAs NMR spectrum lineshape
under various conditions (τ = 200 µs and νQ = 0-10 kHz). Red: the undistorted “expected”
spectrum. Black: The 90°/90° quadrupolar echo spectrum. Green: The 55°/55° quadrupolar
echo at Pn = 0.0001% polarization. Blue: The 55°/55° quadrupolar echo at Pn = -50%
polarization.
8.4.2 Experimental Results of the 55°/55° Quadrupolar Echo
An experimental verification of these major phase distortions were performed, and results are
plotted in Figure 8.12(a). A 55°/55° quadrupolar echo NMR pulse sequence was used with
varying τ , and the results were all manually phased absorptively. The lineshape changes as τ
varies, but it does not follow a direct trend. This is most likely caused by mis-phasing, which
is fairly easy to do with a distorted lineshape. Generally, as τ increases, the satellites appear
to become more asymmetric.
In comparison to the experimental spectra are a series of simulated lineshapes, plotted in
Figure 8.12(b). These simulations were performed with the presumption that Pn = -50%,
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Figure 8.12: Left: Experimental 55°/55° quadrupolar echo NMR spectra at varied τ , manually
phased absorptively. Middle: Simulated lineshapes using experimental parameters without
manual phasing. Right: Simulated lineshapes using experimental parameters and manually
phased absorptively.
and that νQ varies linearly from 0 to 5 kHz. As τ increases, the simulated lineshapes become
more distorted, away from the “flat topped” lineshape of the undistorted lineshape, in black.
Qualitatively, the higher frequency satellite appears to decrease in intensity, while the lower
frequency satellite becomes more rounded. Both of these phenomena occur because the phase
twisting of the central transition becomes more prominent at higher τ values, as demonstrated
in Figure 8.10.
Plotted in Figure 8.12(c), the lineshapes of (b) were manually re-plotted and phased to be
fully absorptive in order to directly compare to experiment. Here, the satellite transitions
qualitatively appear to diminish in intensity as τ increases. This does not exactly match
what is viewed with the experimental results, as the asymmetry of the satellite transitions
in this simulation stays roughly constant. This again highlights that manually re-phasing a




In this chapter, the lineshapes of the AlxOy/GaAs sample were explored when collected with
a quadrupolar echo NMR pulse sequence. The distortions of the satellite lineshapes were
found to most likely originate from phase distortions that are inherent to the quadrupolar
echo, and not from any physical phenomenon. These distortions were simulatable using a
density matrix approach.
It was found that the varying νQ expected near the AlxOy/GaAs interface cannot be refocused
without some inherent distortion. However, this distortion can be minimized if τ is kept
relatively short, and tip angles of 90° are always used for both RF pulses. These findings are
robust, there are no major phase distortions or spin polarization-dependent phase distortions
present. These findings should be treated as lessons and give insight for the future studies of
AlxOy/GaAs interfacial regions, where these satellite lineshapes will play a crucial role in
characterization.
Additionally, it was shown that the quadrupolar echo should not be used as a method to
extract spin polarization from satellite asymmetry. By nature of the system being highly
spin-polarized, νQ having a varying quality, the actual shape of the undistorted lineshape
being unknown, and the modified 55°/55° quadrupolar echo being a major source of distortion,
there are too many unknowns and sources of error for this to ever be practical. In future
publications, spin polarization should only be measured with a pulse-acquire NMR pulse
sequence (like in Chapter 5).
139
References
[1] G. Lampel. “Nuclear dynamic polarization by optical electronic saturation and optical
pumping in semiconductors”. Physical Review Letters 20.10 (1968), p. 491.
[2] S. E. Hayes, S. Mui, and K. Ramaswamy. “Optically pumped nuclear magnetic
resonance of semiconductors”. The Journal of Chemical Physics 128.5, 052203 (2008),
p. 052203.
[3] E. L. Sesti, D. D. Wheeler, S. E. Hayes, D. Saha, G. D. Sanders, and C. J. Stanton.
“Assignments of transitions in optically-pumped NMR of GaAs/AlGaAs quantum
wells on a bulk GaAs substrate”. Physical Review B 90.12 (2014), p. 125301.
[4] A. K. Paravastu and J. A. Reimer. “Nuclear spin temperature and magnetization
transport in laser-enhanced NMR of bulk GaAs”. Physical Review B 71.4 (2005),
p. 045215.
[5] M. M. Willmering. “Nuclear Spin Alignment in Optically Pumped Semiconductors”.
PhD thesis. Washington University in St. Louis, 2017.
[6] M. E. West, M. M. Willmering, D. Shimon, and S. E. Hayes. “Efficient Measurement
of Nuclear Spin Polarization in 75As OPNMR of GaAs”. Target: Physical Review B (),
to be submitted.
[7] M. Bak, J. T. Rasmussen, and N. C. Nielsen. “SIMPSON: a general simulation
program for solid-state NMR spectroscopy”. Journal of Magnetic Resonance 213.2
(2011), pp. 366–400.
[8] M. H. Levitt. Spin Dynamics: Basics of Nuclear Magnetic Resonance. John Wiley &
Sons, 2013.
[9] P. C. Lauterbur. “Image formation by induced local interactions: examples employing
nuclear magnetic resonance”. Nature 242.5394 (1973), pp. 190–191.
[10] I. R. Young. “Significant events in the development of MRI”. Journal of Magnetic
Resonance Imaging 20.2 (2004), pp. 183–186.
[11] S. A. Altobelli et al. “Helicopter-borne NMR for detection of oil under sea-ice”. Marine
Pollution Bulletin 144 (2019), pp. 160–166.
140
[12] J. Catalano, A. Murphy, Y. Yao, F. Alkan, N. Zumbulyadis, S. A. Centeno, and
C. Dybowski. “207Pb and 119Sn solid-state NMR and relativistic density functional
theory studies of the historic pigment lead–tin yellow type I and its reactivity in oil
paintings”. The Journal of Physical Chemistry A 118.36 (2014), pp. 7952–7958.
[13] M. D. Pinter, T. Harter, M. J. McCarthy, and M. P. Augustine. “Towards using NMR
to screen for spoiled tomatoes stored in 1,000 L, aseptically sealed, metal-lined totes”.
Sensors 14.3 (2014), pp. 4167–4176.
[14] A. Abragam. The Principles of Nuclear Magnetism. Ed. by W. C. Marshall and D. H.
Wilkinson. Oxford, 1961.
[15] M. H. Levitt. “The signs of frequencies and phases in NMR”. Journal of Magnetic
Resonance 126.2 (1997), pp. 164–182.
[16] E. Wigner. Group Theory: and its Application to the Quantum Mechanics of Atomic
Spectra. Vol. 5. Elsevier, 2012.
[17] M. Tinkham. Group Theory and Quantum Mechanics. Courier Corporation, 2003.
[18] R. E. Wasylishen, S. E. Ashbrook, and S. Wimperis. NMR of Quadrupolar Nuclei in
Solid Materials. John Wiley & Sons, 2012.
[19] M. J. Duer. Solid State NMR Spectroscopy: Principles and Applications. John Wiley
& Sons, 2008.
[20] R. L. Liboff. Introductory Quantum Mechanics. Pearson Education, 2003.
[21] M. Fox. Optical Properties of Solids. American Association of Physics Teachers, 2002.
[22] C. Hu. Modern Semiconductor Devices for Integrated Circuits. Vol. 2. Prentice Hall
Upper Saddle River, NJ, 2010. Chap. 1.
[23] M. Willatzen and L. C. Lew Yan Voon. The kp Method: Electronic Properties of
Semiconductors. Springer, 2009.
[24] M.I. Dyakonov and V.I. Perel. Theory of Optical Spin Orientation of Electrons and
Nuclei in Semiconductors. Vol. 8. North-Holland Physics Publishing, 1984, pp. 15–71.
[25] R. Planel. “Spin orientation by optical pumping in semiconductors”. Solid-State
Electronics 21 (1978), pp. 1437–1444.
[26] M. I. Dyakonov and V. I. Perel. “Theory of Optical Spin Orientation of Electrons and
Nuclei in Semiconductors”. In: Optical Orientation. 1984.
[27] R. Tycko and J. A. Reimer. “Optical pumping in solid state nuclear magnetic reso-
nance”. The Journal of Physical Chemistry 100.31 (1996), pp. 13240–13250.
[28] D. D. Wheeler, M. M. Willmering, E. L. Sesti, X. Pan, D. Saha, C. J. Stanton, and
S. E. Hayes. “Modelling of OPNMR phenomena using photon energy-dependent 〈Sz〉
in GaAs and InP”. Journal of Magnetic Resonance 273 (2016), pp. 19–26.
[29] K. Ramaswamy, S. Mui, S. A. Crooker, X. Pan, G. D. Sanders, C. J. Stanton, and S. E.
Hayes. “Optically pumped NMR: Revealing spin-dependent Landau level transitions
in GaAs”. Physical Review B 82.8 (2010), p. 085209.
141
[30] A. Kastler. “Optical methods of atomic orientation and of magnetic resonance”.
Journal of the Optical Society of America 47.6 (1957), pp. 460–465.
[31] S. Mui, K. Ramaswamy, and S. E. Hayes. “Effects of optical absorption on 71Ga
optically polarized NMR in semi-insulating GaAs: Measurements and simulations”.
Physical Review B 75.19 (2007), p. 195207.
[32] K. Ramaswamy, S. Mui, and S. E. Hayes. “Light-induced hyperfine 69Ga shifts in
semi-insulating GaAs observed by optically polarized NMR”. Physical Review B 74.15
(2006), p. 153201.
[33] S. Mui, K. Ramaswamy, C. J. Stanton, S. A. Crooker, and S. E. Hayes. “Manifestation
of Landau level effects in optically-pumped NMR of semi-insulating GaAs”. Physical
Chemistry Chemical Physics 11.32 (2009), pp. 7031–7035.
[34] S. Mui, K. Ramaswamy, and S. E. Hayes. “Physical insights from a penetration
depth model of optically pumped NMR”. Journal of Chemical Physics 128.5 (2008),
p. 052303.
[35] M. M. Willmering, Z. L. Ma, M. A. Jenkins, J. F. Conley Jr, and S. E. Hayes.
“Enhanced NMR with optical pumping yields 75As signals selectively from a buried
GaAs interface”. Journal of the American Chemical Society 139.11 (2017), pp. 3930–
3933.
[36] T. Pietraß, A. Bifone, E. L. Hahn, et al. “Optically enhanced high-field NMR of GaAs”.
Physical Review B 53.8 (1996), p. 4428.
[37] T. PietraB, A. Bifone, J. Krueger, and J. A. Reimer. “Optically enhanced NMR of
plastically deformed GaAs”. Physical Review B 55.7 (1997), p. 4050.
[38] P. L. Kuhns, A. Kleinhammes, T. Schmiedel, W. G. Moulton, P. Chabrier, S. Sloan,
E. Hughes, and C. R. Bowers. “Magnetic-field dependence of the optical Overhauser
effect in GaAs”. Physical Review B 55.12 (1997), pp. 7824–7830.
[39] C. R. Bowers. “Microscopic interpretation of optically pumped NMR signals in GaAs”.
Solid State Nuclear Magnetic Resonance 11.1-2 (1998), pp. 11–20.
[40] S. V. Novikov, R. D. Morris, A. J. Kent, H. L. Geen, and C. T. Foxon. “MBE growth
of GaN using 15N isotope for nuclear magnetic resonance applications”. Journal of
crystal growth 301 (2007), pp. 417–419.
[41] C. A. Michal and R. Tycko. “Nuclear spin polarization transfer with a single radio-
frequency field in optically pumped indium phosphide”. Physical Review Letters 81.18
(1998), pp. 3988–3991.
[42] C. A. Michal and R. Tycko. “Stray-field NMR imaging and wavelength dependence of
optically pumped nuclear spin polarization in InP”. Physical Review B 60.12 (1999),
pp. 8672–8679.
[43] A. Patel, O. Pasquet, J. Bharatam, E. Hughes, and C. R. Bowers. “Optical dynamic
nuclear polarization in InP single crystal: Wavelength and field dependence of NMR
enhancement”. Physical Review B 60.8 (1999), R5105.
142
[44] K. L. Sauer, C. A. Klug, J. B. Miller, and J. P. Yesinowski. “Optically pumped InP:
Nuclear polarization from NMR frequency shifts”. Physical Review B 84.8 (2011),
p. 085202.
[45] J. B. Miller, C. A. Klug, K. L. Sauer, and J. P. Yesinowski. “Temporal and spatial
evolution of nuclear polarization in optically pumped InP”. Physical Review B 91.24
(2015), p. 245205.
[46] I. J. H. Leung and C. A. Michal. “Optical enhancement of NMR signals in CdTe”.
Physical Review B 035213.70 (2004), pp. 1–6.
[47] M. E. West, E. L. Sesti, M. M. Willmering, D. D. Wheeler, Z. L. Ma, and S. E.
Hayes. “Describing Angular Momentum Conventions in Circularly Polarized Optically
Pumped NMR in GaAs and CdTe”. Journal of Magnetic Resonance (2021), p. 106980.
[48] N. T. Bagraev and L. S. Vlasenko. “Optical nuclear polarization in heavy-doped
silicon”. Solid State Communications 40.4 (1981), pp. 483–485.
[49] W. Demtröder. Atoms, molecules and photons. Vol. 3. 7. Springer, 2010.
[50] F. Meier and D. Pescia. “Spin-Polarized Photoemission by Optical Orientation”. In:
Optical Orientation. North-Holland Amsterdam, 1984, 295–ff.
[51] D. Paget, G. Lampel, B. Sapoval, and V. I. Safarov. “Low field electron-nuclear spin
coupling in gallium arsenide under optical pumping conditions”. Physical review B
15.12 (1977), p. 5780.
[52] G. Kaur and G. Denninger. “Dynamic nuclear polarization in III–V semiconductors”.
Applied Magnetic Resonance 39.1-2 (2010), pp. 185–204.
[53] C. Weisbuch and C. Hermann. “Optical detection of conduction-electron spin resonance
in GaAs, Ga1−xInxAs, and Ga1−xAlxAs”. Physical Review B 15.2 (1977), pp. 816–822.
[54] L. M. Roth, B. Lax, and S. Zwerdling. “Theory of optical magneto-absorption effects
in semiconductors”. Physical Review 114.1 (1959), p. 90.
[55] A. M. White, I. Hinchliffe, P. J. Dean, and P. D. Greene. “Zeeman spectra of the
principal bound exciton in Sn-doped gallium arsenide”. Solid State Communications
10.6 (1972), pp. 497–500.
[56] D. Paget. “Optical detection of NMR in high-purity GaAs: Direct study of the
relaxation of nuclei close to shallow donors”. Physical Review B 25.7 (1982).
[57] E. L. Sesti, M. M. Willmering, Z. L. Ma, D. D. Wheeler, M. S. Conradi, and S. E.
Hayes. “A combined experimental setup for OP and ODNMR”. Journal of Magnetic
Resonance 281 (2017), pp. 172–187.
[58] A. E. Dementyev, P. Khandelwal, N. N. Kuzma, S. E. Barrett, L. N. Pfeiffer, and
K. W. West. “OPNMR—a local probe of spin physics”. Solid State Communications
119.4-5 (2001), pp. 217–227.
[59] I. J. H. Leung. “Optical enhancement of NMR signals in CdTe”. PhD thesis. University
of British Columbia, 2005.
143
[60] A. K. Paravastu, S. E. Hayes, B. E. Schwickert, L. N. Dinh, M. Balooch, and J. A.
Reimer. “Optical polarization of nuclear spins in GaAs”. Physical Review B 69.7
(2004), p. 075203.
[61] Y. Li, J. P. King, J. A. Reimer, and C. A. Meriles. “Near-band-gap photoinduced
nuclear spin dynamics in semi-insulating GaAs: Hyperfine- and quadrupolar-driven
relaxation”. Physical Review B 88.23 (2013), pp. 1–7.
[62] A. S. Verhulst, I. G. Rau, Y. Yamamoto, and K. M. Itoh. “Optical pumping of Si29
nuclear spins in bulk silicon at high magnetic field and liquid helium temperature”.
Physical Review B 71.23 (2005), pp. 1–10.
[63] M. Eickhoff and D. Suter. “Pulsed optically detected NMR of single GaAs/AlGaAs
quantum wells”. Journal of Magnetic Resonance 166.1 (2004), pp. 69–75.
[64] A. Abragam and M. Chapellier. “De’termination du Signe d’un Couplage Quadrupo-
laire et Measure Absolue de la Temperature de Spin d’un Noyau Polarise Dynamique-
ment”. Physics Letters 11.3 (1964), pp. 207–208.
[65] S. Vega. “Fictitious spin 1/2 operator formalism for multiple quantum NMR”. The
Journal of Chemical Physics 68.12 (1978), pp. 5518–5527.
[66] C. P. Slichter. Principles of Magnetic Resonance. Ed. by Helmut K. V. Lotsch. Springer,
1990.
[67] P. J. Coles. “Helicity asymmetry of optically pumped NMR spectra in GaAs”. Physical
Review B 78.3 (2008), p. 033201.
[68] S. Mui. “The spatial mapping of optically generated nuclear spin polarization in bulk
gallium arsenide”. PhD thesis. Washington University in St. Louis, 2008.
[69] J. P. King, Y. Li, C. A. Meriles, and J. A. Reimer. “Optically rewritable patterns
of nuclear magnetization in gallium arsenide”. Nature Communications 3.1 (2012),
pp. 1–7.
[70] Y. Li, J. P. King, L. Peng, M. C. Tamargo, J. A. Reimer, and C. A. Meriles. “Helicity
independent optically-pumped nuclear magnetic resonance in gallium arsenide”. Applied
Physics Letters 98.11 (2011), p. 112101.
[71] R. Tycko. “Optical pumping in indium phosphide: 31P NMR measurements and
potential for signal enhancement in biological solid state NMR”. Solid State Nuclear
Magnetic Resonance 11.1-2 (1998), pp. 1–9.
[72] A. Goto, K. Hashi, T. Shimizu, and S. Ohki. “Dynamics of electron-nuclear and
heteronuclear polarization transfers in optically oriented semi-insulating InP: Fe”.
Physical Review B 77.11 (2008), p. 115203.
[73] D. Yoon, M. Soundararajan, and J.-P. Ansermet. “Nuclear polarization by optical
pumping in InP: Fe above liquid nitrogen temperature”. Solid State Nuclear Magnetic
Resonance 70 (2015), pp. 48–52.
144
[74] W. Dong, B. Li, Q. Zhang, M. C. Tamargo, and C. A. Meriles. “Helicity-independent
optical pumping of nuclear magnetization in bulk CdTe”. Physical Review B 80.4
(2009), p. 045211.
[75] M. Mehring, J. Mende, and W. Scherer. “Entanglement between an Electron and a
Nuclear Spin 12”. Phys. Rev. Lett. 90 (15 2003), p. 153001.
[76] J. S. Colton, T. A. Kennedy, A. S. Bracker, J. B. Miller, and D. Gammon. “Dependence
of optically oriented and detected electron spin resonance on donor concentration in
n-GaAs”. Solid State Communications 132.9 (Dec. 2004), pp. 613–616.
[77] M. Mehring. “Decoherence and entanglement of quantum states”. In: Quantum Co-
herence in Solid State Systems. 2009.
[78] L. M. K. Vandersypen, M. Steffen, G. Breyta, C. S. Yannoni, M. H. Sherwood, and
I. L. Chuang. “Experimental realization of Shor’s quantum factoring algorithm using
nuclear magnetic resonance”. Nature 414.6866 (Dec. 2001), pp. 883–887.
[79] G. B. Furman, V. M. Meerovich, and V. L. Sokolovsky. “Entanglement of dipolar
coupling spins”. English. Quantum Information Processing 10.3 (2011), pp. 307–315.
[80] G. B. Furman, V. M. Meerovich, and V. L. Sokolovsky. “Entanglement under equilib-
rium establishing in spin systems subjected to radiofrequency field”. English. Quantum
Information Processing 13.2 (2014), pp. 309–321.
[81] J. J. L. Morton et al. “Solid-state quantum memory using the 31P nuclear spin”.
Nature 455.7216 (2008), pp. 1085–1088.
[82] T. Shimizu, A. Goto, K. Hashi, and S. Ohki. “An {NMR} quantum computer of the
semiconductor CdTe”. Superlattices and Microstructures 32.4–6 (2002). Papers from
the 8th International Symposium of Advanced Physical Fields on Advanced Materials
for Quantum Computing, pp. 313 –316.
[83] A. Nolle. “Direct and indirect dipole-dipole coupling between111Cd,113Cd and125Te in
solid CdTe”. Zeitschrift für Physik B Condensed Matter 34.2 (June 1979), pp. 175–182.
[84] U. Haeberlen. High Resolution NMR in Solids Selective Averaging: Supplement 1
Advances in Magnetic Resonance. Vol. 1. Elsevier, 2012.
[85] A. Pines, M. G. Gibby, and J. S. Waugh. “Proton-enhanced NMR of dilute spins in
solids”. The Journal of Chemical Physics 59.2 (1973), pp. 569–590.
[86] S. R. Hartmann and E. L. Hahn. “Nuclear double resonance in the rotating frame”.
Physical Review 128.5 (1962), p. 2042.
[87] M. Mehring. High Resolution NMR Spectroscopy in Solids. Ed. by P. Diehl, E. Fluck,
and R. Kosfeld. Springer-Verlag, 1976.
[88] L. Muller and R. R. Ernst. “Coherence transfer in rotating frame application to
heteronuclear cross-correlation spectroscopy”. Molecular Physics 38.3 (1979), pp. 963–
992.
145
[89] W. Kolodziejski and J. Klinowski. “Kinetics of cross-polarization in solid-state NMR:
A guide for chemists”. Chemical Reviews 102.3 (2002), pp. 613–628.
[90] A. A. Nevzorov. “Ergodicity and efficiency of cross-polarization in {NMR} of static
solids”. Journal of Magnetic Resonance 209.2 (2011), pp. 161 –166.
[91] A. Naito and C. A. McDowell. “Anisotropic behavior of the 13C nuclear spin dynamics
in a single crystal of l-alanine”. The Journal of Chemical Physics 84.8 (1986), pp. 4181–
4186.
[92] M. Tomaselli, D. deGraw, J. Yarger, M. Augustine, and A. Pines. “Scalar and
anisotropic J interactions in undoped InP: A triple-resonance NMR study”. Physical
Review B 58 (13 1998), pp. 8627–8633.
[93] J. D. Otvos and I. M. Armitage. “Structure of the metal clusters in rabbit liver
metallothionein”. Proceedings of the National Academy of Sciences 77.12 (1980),
pp. 7094–7098.
[94] M. Vašák. “Application of 113Cd NMR to metallothioneins”. Biodegradation 9.6
(1998), pp. 501–512.
[95] T. C. Farrar and J. E. Harriman. Density Matrix Theory and its Applications in NMR
Spectroscopy. Wiley Online Library, 1993.
[96] T. Story, C. H. W. Swüste, P. J. T. Eggenkamp, H. J. M. Swagten, and W. J. M.
De Jonge. “Electron paramagnetic resonance Knight shift in semimagnetic (diluted
magnetic) semiconductors”. Physical Review Letters 77.13 (1996), p. 2802.
[97] A. Lindström, S. Mirbt, B. Sanyal, and M. Klintenberg. “High resistivity in undoped
CdTe: carrier compensation of Te antisites and Cd vacancies”. Journal of Physics D:
Applied Physics 49.3 (2015), p. 035101.
[98] B. K. Meyer and D. M. Hofmann. “Anion and cation vacancies in CdTe”. Applied
Physics A 61.2 (1995), pp. 213–215.
[99] P. Emanuelsson, P. Omling, B. K. Meyer, M. Wienecke, and M. Schenk. “Identification
of the cadmium vacancy in CdTe by electron paramagnetic resonance”. Physical
Review B 47.23 (1993), p. 15578.
[100] A. Shepidchenko, B. Sanyal, M. Klintenberg, and S. Mirbt. “Small hole polaron in
CdTe: Cd-vacancy revisited”. Scientific Reports 5.1 (2015), pp. 1–6.
[101] S. Lany, V. Ostheimer, H. Wolf, and T. Wichert. “Vacancies in CdTe: experiment and
theory”. Physica B: Condensed Matter 308 (2001), pp. 958–962.
[102] M. Illgner and H. Overhof. “Electronic structure and hyperfine interactions for deep
donors and vacancies in II-VI compound semiconductors”. Physical Review B 54.4
(1996), p. 2505.
[103] M. Wienecke, H. Berger, and M. Schenk. “Native point defects in CdTe and its stability
region”. Materials Science and Engineering: B 16.1-3 (1993), pp. 219–222.
146
[104] P. D. Ye et al. “GaAs MOSFET with oxide gate dielectric grown by atomic layer
deposition”. IEEE Electron Device Letters 24.4 (2003), pp. 209–211.
[105] F. H. Larsen, H. J. Jakobsen, P. D. Ellis, and N. C. Nielsen. “Sensitivity-enhanced
quadrupolar-echo NMR of half-integer quadrupolar nuclei. Magnitudes and relative
orientation of chemical shielding and quadrupolar coupling tensors”. The Journal of
Physical Chemistry A 101.46 (1997), pp. 8597–8606.
[106] M. Suemitsu and N. Nakajo. “Charged point defects in GaAs crystals evaluated
by nuclear-magnetic-resonance spin echo”. Journal of Applied Physics 66.7 (1989),
pp. 3178–3186.
[107] E. L. Hahn. “Spin echoes”. Physical Review 80.4 (1950), p. 580.
[108] I. Solomon. “Multiple echoes in solids”. Physical Review 110.1 (1958), p. 61.
[109] I. D. Weisman and L. H. Bennett. “Quadrupolar echoes in solids”. Physical Review
181.3 (1969), p. 1341.
[110] G. Bonera and M. Galimberti. “Phase-dependence of quadrupolar echoes in solids”.
Solid State Communications 4.11 (1966), pp. 589–591.
[111] W. W. Warren Jr and R. E. Norberg. “Multiple-Pulse Nuclear-Magnetic-Resonance
Transients of Xe 129 and Xe 131 in Solid Xenon”. Physical Review 154.2 (1967), p. 277.
[112] D. Paget, T. Amand, and J.-P. Korb. “Light-induced nuclear quadrupolar relaxation
in semiconductors”. Physical Review B 77.24 (2008), p. 245201.
[113] D. A. McQuarrie. Quantum Chemistry. University Science Books, 2008.
[114] G. Hunter and M. Emami-Razavi. “Properties of Fermion Spherical Harmonics”. arXiv
preprint quant-ph/0507006 (2005).
[115] A. I. M. Rae. Quantum Mechanics 5th Edition. Institute of Physics Publishing, 2008.
[116] M. Mehring. Principles of High Resolution NMR in Solids. Springer Science & Business
Media, 2012.
[117] M. H. Levitt, D. Suter, and R. R. Ernst. “Spin dynamics and thermodynamics in




The Quantum Mechanics of NMR
What follows in this appendix is a lengthy derivation for all sign and phase conventions
in NMR starting from first principles described in an assortment of disparate introductory
textbooks. Physics textbooks generally do not describe NMR, and NMR textbooks generally
do not describe the origins of sign conventions or the origins of operators. This appendix seeks
to combine both of these worlds into a single resource. The motivation for this derivation from
first principles is that it was almost required in order to fully follow and be absolutely certain
of the many signs and sign conventions that impact the predictions made in hyperpolarized
NMR. Additionally, it acts as an instruction manual for the future researchers in the Hayes lab.
They will need to learn these fundamentals in order to continue the work in hyperpolarized
NMR.
A.1 Wavefunctions
In quantum mechanics, the way to mathematically describe the act of “measuring” an
experimental parameter (energy, position, angular momentum, etc.) is encapsulated in an
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eigenvalue problem, which has the form:
Â |ϕ〉 = a |ϕ〉 , (A.1)
where Â is an operator that describes the measurement performed, a is the measured value of
the Â operator, and ϕ is called an eigenfunction. ϕ, in quantum mechanics, is a mathematical
construct that describes the current state of a system. In many systems, these states only have
specific allowed configurations. A common classical analog is that of a vibrating guitar string
as a standing wave: the string itself is the system, whereas its oscillation at a given frequency
is its state. The oscillation that the string is resonating at can only be a specific integer value
of the fundamental frequency (known as harmonics in both the world of physics and music).
This regular spacing of states can be indexed by a quantum number. To mathematically
capture this idea of many possible states differentiated by a quantum number, eigenfunctions
can be indexed as well:
Â |ϕn〉 = an |ϕn〉 , (A.2)
where now the measured value an is indexed, too, because the measured experimental
parameter naturally depends on the state of the system.
Classically, a guitar string can have multiple frequencies oscillating simultaneously, with
each component frequency having different magnitudes. Quantum mechanically, the concept
of multiple simultaneous states is captured in the concept of the wavefunction, ψ. The





cn |ϕn〉 = c1 |ϕ1〉+ c2 |ϕ2〉+ c3 |ϕ3〉+ ..., (A.3)
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where cn are called expansion coefficients (a.k.a. superposition coefficients), which are complex
values that describe both the phase and magnitude of the relative contributions of various
states to the overall wavefunction.
It is said that the eigenfunctions form a complete basis set of ψ, denoted as B:
B = {ϕ1, ϕ2, ϕ3, ...} . (A.4)
A.2 Angular Momentum
The mathematical foundation of NMR is the quantum mechanical description of angular
momentum. A quantum mechanical approach to angular momentum is not unknown in
the realm of physical chemistry, as it is also used as the mathematical foundation for
rotational spectroscopy as well as the description of electron orbitals, two topics covered in
both introductory quantum mechanics and introductory quantum chemistry. To begin, a
derivation of properties of angular momentum are needed.
From a classical perspective, angular momentum ~L is a property derived from a particle’s
displacement from a defined origin ~r = (x, y, z) and its linear momentum ~p = (px, py, pz). [20]
~L = ~r × ~p. (A.5)
The angular momentum operators are directly derived from this classical interpretation:
L̂x = ŷp̂z − ẑp̂y L̂y = ẑp̂x − x̂p̂z L̂z = x̂p̂y − ŷp̂x. (A.6)
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It is known from the Heisenberg uncertainty principle that a particle’s position and momentum
cannot be simultaneously known with perfect precision. In quantum mechanics, this is
mathematically shown in a commutator relation. [20, 113] For example:
[x̂, p̂x] = x̂p̂x − p̂xx̂ = i~. (A.7)
When two operators’ commutator is nonzero, they are said to not commute. Therefore, a
particle’s position and momentum do not commute. This means they cannot be simultane-
ously known. The inverse of this relation, when a commutator is zero, would mean that the
two operators do commute, and therefore theoretically could both be measured simultane-
ously. Combining the commutator relationship in Equation A.7 with the definitions of the
components of angular momentum in Equation A.6, a few new commutator relationships can
be derived:
[L̂x, L̂y] = i~L̂z [L̂y, L̂z] = i~L̂x [L̂z, L̂x] = i~L̂y, (A.8)
which means that only one Cartesian component of angular momentum can be specified at a
given time. This does not mean, however, that nothing else can be specified. If we define the
square of the total angular momentum to be L̂2 = L̂2x + L̂2y + L̂2z, it can be found that L̂2
does commute with any one of the Cartesian components individually:
[L̂x, L̂2] = 0 [L̂y, L̂2] = 0 [L̂z, L̂2] = 0. (A.9)
Because L̂2 and L̂z commute, it is possible to measure both the magnitude of angular
momentum as well as the projection of angular momentum in the z-direction simultaneously
(In most quantum mechanics textbooks, when a system of angular momentum is being specified,
the z-direction is the one picked solely by convention. There is no special significance of the
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z-direction). A magnitude and one direction. What follows in this section is an abridged
derivation of the quantum mechanical consequences and allowances that arise from this
finding as it relates to NMR.
For an experimentally measurable value (energy, position, momentum, etc.), in quantum
mechanics the act of “measuring” is mathematically described with an eigenvalue equation:
Â |ϕn〉 = an |ϕn〉 , (A.10)
where ϕn is called an eigenfunction (a.k.a. a state), which, in quantum mechanics, is a
mathematical construct that describes the state of the system. Qualitatively, L̂A is operating
on ϕ and producing the “measured” an value (a.k.a. eigenvalue). The value an depends on
what state the system (n) is in at the time of measurement.
Because L̂2 and L̂z commute, one consequence of the mathematics is that if one of these oper-
ators satisfy an eigenvalue equation, the other does as well with the same set of eigenfunctions.
Following a lengthy derivation, the eigenvalues of L̂z and L̂2 are found to be
L̂z |ϕ`m〉 = m~ |ϕ`m〉 , (A.11)
L̂2 |ϕ`m〉 = ~2` (`+ 1) |ϕ`m〉 , (A.12)
where the eigenfunctions are indexed by ` and m quantum numbers. ` can be any positive
integer or half-integer, and m can take any integer step value between −` and `. Additionally,
the eigenfunctions themselves are now indexed by both of these quantum numbers. Diagrams
for the first few allowed ` values with corresponding m values are shown in Figure A.1.
Qualitatively, ` describes the magnitude of the angular momentum vector ~L, whereas m (also
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referred to as m` because of its relationship to `) describes the orientation of ~L, namely its
projection along the z-axis.
Figure A.1: Diagram of the quantization of the projection of angular momentum in the
z-direction for varying ` values. The m quantum number correlates to the projection of ~L
onto the ẑ axis. A larger m means a larger projection.
Here, it is important to introduce how NMR relates to these general equations. Nuclei possess
an intrinsic angular momentum, better known as “nuclear spin.” Nuclear spin follows the
selection rules derived above. Because spin is a certain subset/type of angular momentum
(the other is orbital angular momentum, which nuclei do not possess), the quantum numbers
are usually written (by convention) as I and mI instead of ` and m, respectively. Some
nuclei possess a non-zero spin in their ground state, common examples include 1H, and 13C.
These are both spin-1/2 nuclei, meaning I = 1/2. This means that there are two mI states:
mI = +1/2 and mI = −1/2, often interchangeably referred to as “spin-up/spin-down”, or
“α/β.” NMR fundamentally relies on measuring transitions between mI values of nuclei while
leaving the ground state I unchanged. The more interesting parts of NMR comes in studying
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the many possible perturbations to this transition energy, but for now the underlying physics
are introduced.
A.3 Vector and Matrix Representations
It is important to note that quantum mechanically, for a given single-particle system, it
does not need to exist solely in one state or another, but can exist as a superposition of
multiple states. [8, 20] It then becomes necessary to derive some type of formalism that
can capture the behavior of a system in some superposition. A new function that captures
the essence of all possible states is introduced: the wavefunction ψ. This function can be
expanded as a linear combination of all eigenfunctions multiplied by expansion coefficients




cn |ϕn〉 , (A.13)
where individual eigenfunctions are indexed by n, and the expansion coefficients normalize to∑ |cn|2 = 1. Explicitly, this looks like:
|ψ〉 = c1 |ϕ1〉+ c2 |ϕ2〉+ c3 |ϕ3〉+ .... (A.14)
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There is a more elegant way than in Equation A.14 to represent the explicit breakdown of









where each position in the column refers to a specific eigenfunction. Notice how the ordering
corresponds to the ordering in B (Equation A.4).
Imagine now some generic interaction affects the wavefunction such that the states are
perturbed, meaning that the relative weightings of each state changes. This interaction is
encapsulated in some arbitrary operator Â[20, 8]:
|ψ′〉 = Â |ψ〉 . (A.16)
This can be thought of as a “redistribution” of the superpositioned states. Combining




Âcn |ϕn〉 . (A.17)
Because the coefficients of expansion cn are the projections of ϕn on the wavefunction, it




Â |ϕn〉 〈ϕn|ψ〉 . (A.18)
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We are trying to find the new wavefunction’s expansion coefficients (cq) after being modified








〈ϕq| Â |ϕn〉 cn. (A.20)
The term 〈ϕq| Â |ϕn〉 suggests that Â can be expanded into a 2-dimensional matrix where
element within the matrix correspond to both q and n depending on the column and row. In
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Aqncn = Aq1c1 + Aq2c2 + Aq3c3 + .... (A.22)
Element Aqn mathematically describes how much of the expansion coefficient of state ϕn
gets redistributed into the new expansion coefficient of ϕ′q. This expanded matrix view
is an incredibly useful tool in aid of understanding how a quantum mechanical system is
transformed.
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Instead of an arbitrary operator, the matrix form of an eigenoperator B̂ is derived. [20, 8] In
an eigenvalue problem, instead of the wavefunction being perturbed, it is preserved when
operated upon. Following a similar derivation,
B̂ |ψ〉 = b |ψ〉 , (A.23)
B̂ |ϕn〉 = bn |ϕn〉 , (A.24)
〈ϕm| B̂ |ϕn〉 = bn 〈ϕm|ϕn〉 , (A.25)
assuming that the basis set consists of orthonormal eigenfunctions, 〈ϕm|ϕn〉 is a simple delta
function and
Bmn = bnδmn. (A.26)
This implies that only the diagonal elements of the matrix representation of a general
eigenoperator B̂ are nonzero:
B̂ =

b1 0 0 . . .
0 b2 0
0 0 b3
... . . .

. (A.27)
A.3.1 Basis Set and Wavefunction of Angular Momentum















Note the ordering of the eigenfunctions, as this specific ordering gets propagated throughout
the math. By convention, they are listed in groupings of increasing `, then subsequently the
m values within each group are organized in decreasing order.
The wavefunction of angular momentum can be represented in a vector format. Starting with
the explicit expansion of ψ into its individual ϕ components,



































The ordering of the expansion coefficients matches the ordering of the basis set B in Equation
A.28.
A.3.2 Matrix Representations of Angular Momentum Operators
With the angular momentum wavefunction now defined in a vector format ordered by the
basis set, the operators L̂z and L̂2 can be expanded into operator form similarly to Equations
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A.23-A.27: [20, 8]





= ~2` (`+ 1) δ``′δmm′ . (A.31)
Because of the shared eigenfunctions leading to two quantum numbers needed to specify
them, two delta functions are needed.
In explicit matrix form, the operators are [20, 114, 8]:
L̂z = ~

0 0 0 0 0 0 . . .
0 1/2 0 0 0 0
0 0 −1/2 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0






0 0 0 0 0 0 . . .
0 3/4 0 0 0 0
0 0 3/4 0 0 0
0 0 0 2 0 0
0 0 0 0 2 0
0 0 0 0 0 2




Lines in the matrices are added to as a visual guide separating the matrix into groupings of
` indices as laid out in the basis. These matrices are both diagonal, infinite matrices that
encompass all possible values of ` and m.
Even though only the magnitude and z-direction can be known precisely, to fully describe
manipulations of angular momentum requires the need of matrix representations for the other
two components of angular momentum, L̂x and L̂y, using the same basis B. It is known that
these two operators need to be orthogonal to L̂z and to each other. Additionally, they need
to satisfy the commutator relationships of Equation A.8. There are multiple ways to express
these matrices but there is only one way that they are derived by convention. The derivation
first starts with the introduction of a pair of special operators called the ladder operators, L̂+
and L̂−, individually referred to as the raising and lowering operators, respectively. [20] These
operators in the combined eigenbasis of L̂z and L̂2 satisfy an eigenoperator-like problem:[20]
L̂± |ϕ`m〉 =
√
(`∓m) (`±m+ 1)~ |ϕ`m+1〉 . (A.34)
The ladder operators are representations of interactions that change a given eigenstate by
∆m = ±1. The “pseudo-eigenvalues” vary based on m transitions in a predictable way.
Notably if m = ` or m = −`, the raising/lowering operator results in a zero value, which
satisfies the limits on the values of m derived for equations A.11 and A.12.




(`∓m) (`±m+ 1)~δ``′δm,m′±1, (A.35)
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which generates matrix representations:
L̂+ = ~

0 0 0 0 0 0 . . .
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0
√
2 0
0 0 0 0 0
√
2
0 0 0 0 0 0





0 0 0 0 0 0 . . .
0 0 0 0 0 0
0 1 0 0 0 0




0 0 0 0
√
2 0
... . . .

. (A.37)
The L̂x and L̂y operators can be represented as a linear combination of these operators. For
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2 0







0 0 0 0 0 0 . . .
0 0 1 0 0 0
0 −1 0 0 0 0
0 0 0 0
√
2 0





0 0 0 0 −
√
2 0
... . . .

. (A.41)
The genius of deriving L̂x and L̂y from Equations A.38 and A.39 is encapsulated in the
imaginary number i that appears in L̂y. Even though both x- and y-components are expressed
in off-diagonal elements of the matrix, the i factor means that the representation of any
y-component of angular momentum is encapsulated as the imaginary component of a complex
number in these off-diagonal matrix elements. This is incredibly useful, as now any x, y, and
z representations are readily separable: x components appear as the real parts of off-diagonal
matrix elements, y components appear as the imaginary parts of off-diagonal matrix elements,
and z components appear as the diagonal matrix elements.
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A.3.3 Spin Operators
These entire, infinite matrices are not needed for NMR. NMR deals only with transitions
between different values of mI for a given nucleus in its ground spin state I. We can
always fully describe an NMR spin system using only the eigenfunctions of fixed order I (`),
borrowing identities from the related derivation of orbital angular momentum (or spherical
harmonics).[20, 113, 115, 8, 114] The simplest example is that of a nuclear spin with I =
1/2. Because we only need the elements of this order, we can represent the Îx, Îy, and Îz
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These spin operators are the building blocks of many NMR phenomena, including all that
will be covered in this dissertation.
A.3.4 Density Matrices
Previously, a few select operators have been derived in a matrix form, where individual
elements within the matrix correspond to how individual states that make up the wavefunction
ψ get “shuffled” around. Taking a step further, showing the states and their relationships
would be indispensable. This itself can be done in a matrix form. Starting from the definition
of an expectation value of an arbitrary operator Â:[20, 8]:
〈A〉 = 〈ψ|Â|ψ〉 , (A.45)






|ψ〉 〈ψ| produces a matrix. As shown in the previous section, only the eigenfunctions of the
relevant ` are needed, and the full NMR-relevant wavefunction can be represented by a finite















where the ` component of the subscript is omitted. The ordering of the m states still match




























































































where “∗” means take the complex conjugate. The elements of these matrices are color-coded
based on the relative difference between the m states that correspond to that element in the
matrix– black being ∆m = 0, blue ∆m = ±1, red ∆m = ±2, and green ∆m = ±3.
Each expansion coefficient c can have its own arbitrary phase and magnitude, making for a
relatively complicated matrix. Because NMR does not normally look at just a single nucleus,
but instead a large ensemble, it is better to expand this into a many-nucleus problem. Imagine
a statistically large number of non-interacting nuclei N , each one in a random superposition.






(|ψn〉 〈ψn|) . (A.49)
This is called the density matrix, or density operator. A given element of ρ̂ is a statistical
average of that same element from individual nuclei. Without any external effects, a given
nucleus’s coefficients can be treated as purely random. Matrix elements that are not on the
diagonal have two unlike coefficients being multiplied together, and because they are complex
values, may either constructively or destructively interfere. With an ensemble average of
nuclei, this randomness will make these matrix elements zero. On the diagonal, however,
multiplying the same complex number by its conjugate will only produce a real number.








































































0.25 0 0 0
0 0.25 0 0
0 0 0.25 0
0 0 0 0.25

. (A.50)
It is evident that the diagonal of the density matrix consists of the individual populations of
states, where they are arranged based on the basis B– the top-left value is m = `, and the
bottom-right value is m = -`.
A.3.5 Manipulating Density Matrices
In NMR, there are many interactions that are intrinsic to the system: dipolar interactions,
chemical shift interactions, quadrupolar interactions, etc that are always active. Additionally,
there is one major extrinsic interaction that an NMR spectroscopist can use: the application
of transverse magnetic fields with complete control of timing, magnitude, and phase. All
of these interactions have the ability to interact with and modify a density matrix. The
way that interactions are treated in density matrix formalism is formally described by the
time-dependent Schrödinger equation:[8, 14, 116]
d
dt
|ψ (t)〉 = −iĤ |ψ (t)〉 , (A.51)
which, when solved, becomes
|ψ (t2)〉 = e−iĤτ |ψ (t1)〉 , (A.52)
where τ = t2 − t1.
[166]
Because the definition of the density matrix in Equation A.49 involves multiplying the
wavefunction by its conjugate, we can derive how the density matrix gets propagated by a
general Hamiltonian Ĥ:
|ψ (t2)〉 〈ψ (t2)| = e−iĤτ |ψ (t1)〉 〈ψ (t2)| , (A.53)
and using Equations A.52 and A.49,
|ψ (t2)〉 〈ψ (t2)| = e−iĤτ |ψ (t1)〉 〈ψ (t1)| eiĤτ , (A.54)
ρ̂ (t2) = e−iĤτ ρ̂ (t1) eiĤτ . (A.55)
This latter equation is often referred to colloquially as a “sandwich” operator, and features
heavily. As mentioned, intrinsic and extrinsic interactions on density matrices can all be




In an NMR experiment, the sample is within the unchanging large magnetic field, B0 oriented
by definition in the ẑ direction. For a classical particle, the angular momentum vector would
precess about B0 with the frequency ν0. This precession is always present in the laboratory’s
frame of reference. Instead, imagine a reference frame that precesses about ẑ at the same rate.
This reference frame is called the rotating frame, and a precessing vector would appear static
in it. It would appear as if the Zeeman interaction was artificially removed. Additionally,
an RF pulse, which has already been established appears as a rotating magnetic field at the
frequency of RF radiation, and because νc = ν0 in this example, it would appear static in this
new reference frame. The Hamiltonian during the RF pulse in the rotating frame becomes
[117, 14]
Ĥrot = ĤZ + ĤFC + e−iĤFCtĤRF eiĤFCt, (B.1)
Ĥrot = ν0Îz − νcÎz + eiωctÎze−iωctÎzν1ÎyeiωctÎze−iωctÎz , (B.2)
Ĥrot = ĤRF = ν1Îy = −γB1Îy, (B.3)
[168]
where ĤFC is an artificial “frame change” Hamiltonian that removes the effect of the Zeeman
Hamiltonian as well as removing the oscillatory component of B1 when moving into the
rotating frame. From this point onward, the rotating frame will be used.
B.1 Simulating NMR Spectra from Density Matrices
After the RF pulse, the NMR signal is not instantaneously measured. Rather, the coherences
generated by the NMR pulse transiently oscillate, inducing a voltage in the detection coil,
decaying over time due to natural dephasing processes. This induced voltage is plotted with
respect to time in what is called a free induction decay, or FID. A mathematical description
of the FID can be generated with density matrices.
To make the system more demonstrative, imagine that the NMR experiment discussed earlier
in this section’s Larmor frequency is off by +1 kHz from the carrier frequency, ∆ν = ν0 − νc
= 1 kHz. Assuming that B1 is sufficiently strong so that this offset frequency’s effect is
negligible, the density matrix at the beginning of the FID is the same as derived previously,
seen in Equation 2.17.
In the rotating frame, because the Larmor frequency is offset by ∆ω, the density matrix in
the rotating frame rotates about the z-axis at a frequency of ∆ω. The density matrix at a
given time t after the start of the FID is therefore
ρ̂acq (t) = e−i∆ωτÎz ρ̂1ei∆ωτÎz . (B.4)
The signal evolves over time:
S (T, θ1, τ) = Tr{ρ̂acq (τ) Î+} = Ξ (T, θ1) ei∆ωτ , (B.5)
[169]
S (T, θ1, τ) = Ξ (T, θ1) [cos (∆ωτ) + i sin (∆ωτ)] . (B.6)
This equation describes a signal that changes phase cyclically with a frequency of ∆ω in
the rotating frame. In the vector model shown in Figure 2.1(c), this is shown as the net
magnetization vector precessing about the z-axis at this frequency.
What is not captured by these equations is relaxation. Interactions with the system’s
environment spontaneously decohere the signal, and this type of decoherence can be introduced
with either a Gaussian or an exponential decay wtih time constant T2. In solids, Gaussian
decays are more common and are used in this treatment:
S (T, θ1, τ) = Ξ (T, θ1) [cos (∆ωτ) + i sin (∆ωτ)] e−τ
2/T 22 . (B.7)
NMR signal can be detected in quadrature, meaning both the real and imaginary component
can be extracted:
SR (T, θ1, τ) = Re{S (T, θ1, τ)} = Ξ (T, θ1) cos (∆ωτ) e−τ
2/T 22 , (B.8)
SI (T, θ1, τ) = Im{S (T, θ1, τ)} = Ξ (T, θ1) sin (∆ωτ) e−τ
2/T 22 . (B.9)
These two equations are used to produce the simulated FID and NMR spectrum in Figure
2.2. The real and imaginary components, which correspond to the x- and y-components of
the vector model of Figure 2.1, are 90°out of phase with respect to one another. Because the
original pulse was applied in the y-direction, the initial signal in this plot corresponds to an
initial coherence pointing in the -x-direction. In blue is the signal amplitude.
Because of the possibility of multiple independent signals in NMR, the FID is almost always
transformed via a Fourier transform in order to better inspect different contributions separated
[170]
out in frequency. The Fourier transform of the FID is shown in Figure 2.2(b). Because the
Larmor frequency was 1 kHz higher than the carrier frequency (∆ν = 1 kHz), the center of the
Gaussian peak appears at +1 kHz. Notice how the magnitude of the signal is slightly broader
than either the real or imaginary component. For this reason, NMR spectroscopists value
plotting only the real component of the NMR spectrum, as the broadness of the magnitude
of the signal can obfuscate details.
[171]
Appendix C
List of Matrix Elements
C.1 After First Pulse in -y′ Direction
The matrix is Hermitian and, because a pulse in the |y′| was used, is also real. This means
that elements that are mirrored across the diagonal are equivalent (ρ112 = ρ121, for example).
































ρ13/2 = ρ03/2 cos6 (θ1/2) + ρ0−3/2 sin6 (θ1/2) + 3ρ01/2 cos4 (θ1/2) sin2 (θ1/2)
+3ρ0−1/2 cos2 (θ1/2) sin4 (θ1/2),
(C.2)
[172]






















ρ1−3/2 = ρ0−3/2 cos6 (θ1/2) + ρ03/2 sin6 (θ1/2) + 3ρ0−1/2 cos4 (θ1/2) sin2 (θ1/2)



























































(1 + 3 cos θ1) ρ01/2 + (1− 3 cos θ1) ρ0−1/2










(1 + 3 cos θ1) ρ0−1/2 + (1− 3 cos θ1) ρ01/2

















C.2 Quadrupolar Echo Density Matrix Derivations
This is the element after the first τ time in Figure 8.3, the quadrupolar echo. System evolves
during this “wait time” under the quadrupolar Hamiltonian, written in Equation 5.5. System
therefore evolves using the sandwich operator equation (Equation 2.13):
ρ̂2 (Tn, θ1) = e−iĤQτ ρ̂1 (Tn, θ1) eiĤQτ , (C.12)
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where U± = e±iνQτ . I refer these elements as “phase twist” elements, because they add some
degree of positive or negative phase to the complex coherence it is operated upon.
This is the element after the second RF pulse in Figure 8.3. System evolves during the RF
pulse Hamiltonian, written in Equation 2.12 for an x-direction pulse. The second pulse, which
has a rotation angle θ2, is applied in the +x direction for one experiment and -x direction for
the other. For now, focus only on the +x direction experiment










a c e f
c b d e
e d b c
f e c a

. (C.15)
For completeness, these elements are
a (θ2) = cos3 (θ2/2) , (C.16)
b (θ2) = cos3 (θ2/2)− 2 cos (θ2/2) sin2 (θ2/2) , (C.17)
c (θ2) = −
√
3i cos2 (θ2/2) sin (θ2/2) , (C.18)
d (θ2) = i sin3 (θ2/2)− 2i cos2 (θ2/2) sin (θ2/2) , (C.19)
e (θ2) = −
√
3 cos (θ2/2) sin2 (θ2/2) , (C.20)
f (θ2) = i sin3 (θ2/2) . (C.21)
These are very similar to the y-direction Wigner D matrix of Equation 5.10, where now some
of the elements are now imaginary and/or have a sign change.
System therefore evolves using the sandwich operator equation (Equation 2.13):
ρ̂3 (Tn, θ1) = e−iθ2Îx ρ̂2 (Tn, θ1) eiθ2Îx , (C.22)
[175]
ρ̂3 (Tn, θ1, θ2) =

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Because every value of every matrix is nonzero, the derivation of this is tedious. To continue,
here we define four new functions:
W (υ, χ, ψ, ω) = υρ111 + χρ114 + ψρ112U− + ωρ113U−, (C.25)
X (υ, χ, ψ, ω) = υρ122 + χρ123 + ψρ112U+ + ωρ124U+, (C.26)
Y (υ, χ, ψ, ω) = υρ133 + χρ123 + ψρ113U+ + ωρ134U+, (C.27)
Z (υ, χ, ψ, ω) = υρ144 + χρ114 + ψρ124U− + ωρ134U−. (C.28)
Using these, we generate 16 new equations:
A =W (a, f, c, e) , B = X (c, e, a, f) , C = Y (e, c, a, f) , D = Z (f, a, c, e) , (C.29)
[176]
E =W (c, e, b, d) , F = X (b, d, c, e) , G = Y (d, b, c, e) , H = Z (e, c, b, d) , (C.30)
I =W (e, c, d, b) , J = X (d, b, e, c) , K = Y (b, d, e, c) , L = Z (c, e, d, b) , (C.31)
M =W (f, a, e, c) , N = X (e, c, f, a) , O = Y (c, e, f, a) , P = Z (a, f, e, c) . (C.32)
Finally, the 16 elements of ρ̂3 can be expressed concisely:
ρ311 = aA− cB + eC − fD, (C.33)
ρ321 = aE − cF + eG− fH, (C.34)
ρ331 = aI − cJ + eK − fL, (C.35)
ρ341 = aM − cN + eO − fP, (C.36)
ρ312 = bB − cA− dC + eD, (C.37)
ρ322 = bF − cE − dG+ eH, (C.38)
ρ332 = bJ − cI − dK + eL, (C.39)
ρ342 = bN − cM − dO + eP, (C.40)
[177]
ρ313 = bC − cD − dB + eA, (C.41)
ρ323 = bG− cH − dF + eE, (C.42)
ρ333 = bK − cL− dJ + eI, (C.43)
ρ343 = bO − cP − dN + eM, (C.44)
ρ314 = aD − cC + eB − fA, (C.45)
ρ324 = aH − cG+ eF − fE, (C.46)
ρ334 = aL− cK + eJ − fI, (C.47)
ρ344 = aP − cO + cN − fM. (C.48)
ρ̂4 is produced in the same manner as ρ̂2 (Equation C.13):
[178]
































Finally, the intensity (and phase) of the satellite transitions from the (y,+x) experiment are




3U− (aE − cF + eG− fH) , (C.50)




3U+ (bO − cP − dN + eM) . (C.51)
In more explicit terms, they are




acρ111 + aeρ114 + abρ112U− + adρ113U−
− cbρ122 − cdρ123 − ccρ112U+ − ceρ124U+
+ edρ133 + ebρ123 + ecρ113U+ + eeρ134U+









bcρ133 + beρ123 + baρ134U+ + bfρ113U+
− caρ144 − cfρ114 − ccρ134U− − ceρ124U−
− deρ122 − dcρ123 − daρ124U+ − dfρ112U+




Instead of starting this derivation “from scratch” for the (y,-x) experiment, instead let’s look
at this in a smarter way. For this experiment, we use the rotation operator R−x, which turns










a −c e −f
−c b −d e
e −d b −c
−f e −c a

. (C.54)
Qualitatively, there is simply a sign change for elements c, d, and f. If we apply a sign
change for every instance in equations C.53 and C.52, the satellite transitions for the (y,-x)
experiment can be calculated:




− acρ111 + aeρ114 + abρ112U− − adρ113U−
+ cbρ122 − cdρ123 − ccρ112U+ + ceρ124U+
− edρ133 + ebρ123 − ecρ113U+ + eeρ134U+









− bcρ133 + beρ123 + baρ134U+ − bfρ113U+
+ caρ144 − cfρ114 − ccρ134U− + ceρ124U−
+ deρ122 − dcρ123 + daρ124U+ − dfρ112U+




When the signals of the (y,+x) and (y,-x) sequences are combined, all ρ1 population terms
(ρ111, ρ122, ρ133, ρ144) and 2nd order coherence terms (ρ113, ρ124) cancel out, simplifying the final,
general equations to:




aeρ114 + abρ112U− − cdρ123 − ccρ112U+








beρ123 + abρ134U+ − cfρ114 − ccρ112U−





Or, written in a more explicit way:






















































































































This derivation confirms what is demonstrated in Chapter 8. First, There will always be some
degree of phase distortion, regardless of tip angles θ1 or θ2, as U± terms never truly cancel out.
(There are many different νQ, so there will always be some part of the lineshape where U± is
nonzero.) Second, the phase distortions of these signals are Pn,OP - (or Tn-)dependent, as the




CdTe SIMPSON Simulation Details
D.1 Iterative Process of Excuting SIMPSON Simula-
tions
The fewest number of spins in a SIMPSON simulation is two- the central 113Cd spin being
detected, and one 125Te spin (at least 125Te spin is needed in the basis structure to perform
CP). This composition is referred to as “0Cd1Te,” meaning “zero active Cd spins in the shell,
and one active Te spin in the shell.” The 125Te spin can inhabit one of twelve possible atomic
sites in the basis, each of which is an equivalent distance from the 113Cd spin. Although
whichever site the 125Te spin occupies is equidistant to the central 113Cd, dipolar interactions
have an angular dependence, and therefore these sites are not all equivalent.
If symmetry is invoked, the twelve possible configurations of the 0Cd1Te composition can be
reduced to just three configurations. These are shown in Figure D.1, top. Each case produces
[183]
its own simulated CP buildup curve in SIMPSON, shown at the bottom. Their weighted
sum is shown in black.
The second-simplest composition is where there is one 125Te and one 113Cd in the basis
(“1Cd1Te”), making a total of three active spins. For this composition, there are 144 possible
configurations for this system. In the Python script that generates the .IN files, all spins
are treated as dipolar-coupled to one another. If two spins are directly bonded, they are
artificially assigned Jiso and D + Janiso couplings of 632 Hz and -472 Hz, respectively, based
on past literature. This is done because J couplings cannot be calculated on the fly or in a
reasonably short time.
If symmetry is invoked, these 144 possible configurations of the 1Cd1Te composition can be
reduced to 24 separate configurations, shown in Figure D.2, top. The probability-weighted
simulated CP buildup curves are shown on the bottom. There is a large variety of curves,
some that do not build up appreciably, and some that build up at variable rates. This
reinforces the notion that an “average” simulation could not be used to capture the system
as a whole, as each environment can be drastically different.
In the generation of SIMPSON files using Python, symmetry was not invoked during the
iterative process and all configurations, including duplicates, were simulated. All simulated
buildup curves are shown in Figure D.3, where each buildup curve is the weighted and
normalized sum of all configurations of a given composition. In A and B show the CP buildup
curves for the MCd1Te and MCd2Te compositions of isolated 113Cd spins, respectively. In C,
D, and E show the CP buildup curves for the MCd0Te, MCd1Te, and MCd2Te compositions
of isolated 180°113Cd-125Te spin pairs, respectively. F shows the final weighted sums of the
simulations, as depicted in the main text.
[184]
Figure D.1: Simulations of CdTe CP buildup curves of the central 113Cd spin where there
is one 125Te and zero 113Cd in the shells (“0Cd1Te”). Because of symmetry, the 12 possible
configurations can be reduced down to three unique cases, which are shown at the top,
numbered 1-3. Cases 1 and 2 are each threefold degenerate, whereas case 3 is sixfold
degenerate. The CP simulations for all three are shown on the bottom, with their weighted
sum shown in black.
[185]
Figure D.2: Simulations of CdTe CP buildup curves of the central 113Cd spin where there is
one 125Te and one 113Cd in the basis structure (“1Cd1Te”). Because of symmetry, the 144
possible configurations can be reduced down to 24 unique cases, which are shown at the top,
numbered 1-24. The CP simulations for all twenty-four are shown on the bottom.
[186]
Figure D.3: Total SIMPSON Simulations for isolated 113Cd (A-B) and 180° 113Cd-125Te spin
pairs (C-E). Each curve is the summation of all configurations of a given composition of the
basis structure.
[187]
D.2 Modified Simulations– Testing Additional Param-
eters
A series of follow-up simulations were performed, each of which was a slight modification
to the “original” simulations outlined above. The objective was to find what experimental
condition or parameter could modify the simulations in such a way that they would more
accurately match the experimental data. These effects included what a simulation would look
like for 125Te→113Cd cross polarization, tilting the simulated sample relative to B0, varying
the bond lengths within the CdTe crystal, manually varying the Jiso and (D + Janiso) coupling
strengths, accounting for 113Cd spins on the periphery of the basis structure, and manually
including 113Cd-113Cd Jiso-coupling through two bonds (“2Jiso”). Results are plotted in Figure
D.4. Of these hypotheticals, this last follow-up simulation yielded results meaningful to our
conclusions.
[188]
Figure D.4: Simulated SIMPSON 113Cd CP buildup curves of CdTe under various modified
parameters. Results are not scaled to match experimental data, except for (A). (A) The
original simulation of Figure D.3(F) and experimental data are plotted for reference. (B)
Simulation where all NMR-active Cd were treated as 111Cd. (C) Simulation when the
bond lengths between Cd and Te atoms in the lattice are changed by ±0.1Å in order to
characterize the effects of modified D couplings. (D) Simulation where an additional, 113Cd
spin is accounted for in the fourth atomic shell that is directly bonded to an active 125Te spin
in the basis structure (third shell). (E-F) Simulations where the simulated crystal structure
is not aligned with [111] along z, where crystal is “tilted” with respect to B0 around two
axes. (G-H) Simulations where coupling strengths of both Jiso and (D + Janiso) are varied by
the indicated amounts in the legends. (I) Simulations where 113Cd-113Cd 2Jiso couplings are
included.
[189]
D.3 Probability Tables of Basis Structures
Table D.2 shows the total number of configurations possible for each possible composition
of the basis structure, MCdNTe. Number of 113Cd spins is organized by column, and
number of 125Te spins is organized by row. In bold are the compositions that were simulated.
In parentheses are the compositions that were simulated, but were only simulatable for
113Cd-125Te spin pairs.
Table D.2 shows the total number of configurations possible for each possible composition of
the basis structure, MCdNTe. Number of 111Cd/113Cd spins is organized by column, and
number of 125Te spins is organized by row. In bold are the compositions that were simulated.
In parentheses are the compositions that were simulated, but were only simulatable for
113Cd-125Te spin pairs due to the requirement of needing at least one 125Te spin to perform
CP.
[190]
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