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In this section, using a simple two degree-of-freedom manipulator, we define the problem to understand the First, we define manipulator variables in subsection 2.1. In the following subsection, we express the manipulator acceleration in terms of the variables. In subsection 2.3, we define the problem to characterize the manipulator performance with end-effector acceleration.
Definition of the manipulator variables
manipulator is assumed to be rigid with negligible joint friction.
Consider the serial two degree-of-freedom manipulator with two revolute joints shown in Figure 1 . The
Figure 1: A two degree-of-freedom manipulator Let I , denote the length of link 1, a, the distance from joint axis 1 to the center of mass of link 1, ml the mass of link 1 and I, the principal moment of inertia of link 1 with respect to its center of mass about an axis perpendicular to the plane of the motion. Similarly, let Z2, %, m2 and I2 denote the corresponding properties of link 2 (See Figure 1) . We call these quantities design variables. z1 and 3 denote the joint torques, respectively, at joints 1 and 2 and z = [z, Z23T lZil 5 Zw, i=l2 denotes the vector of joint torque vectors. Let denote the constraints on the actuator torques at joints 1 and 2. We defme to be the set of allowable toques. T = (Z I lTil S Zw, k1.2) Let (xI,x2) denote the coordinates, in a reference frame fixed to the base, of a reference point P on link 2 (See 
Let q1 and q2 denote the joint velocities (the ram of change of the joint variables) ql and q2, respectively.
Define h = rh1 &IT to be the vector of joint velocities. If
denotes the constraints on the rates of changes of the joint variables, then we can define F = (q I I q, , i=1,2) to be the set of all possible pint velocity vectors.
Define the state vector
(9)
The acceleration space or acceleration plane, A, of the manipulator is the set of all possible accelerations, j ; = [ j ; j; IT, where ; ; 1 and are real numbers.
More formally we can define

A = ( X I XER2)
where R~ is the real Euclidean plane.
Manipulator acceleration
In this subsection, we derive an expression for the acceleration 1441, j; = [jL; %IT, of the reference-point P on the end-effector, since this quantity plays an important role in our analysis.
The relationship between the velocity, k, of point P, and the "joint velocity" vector q is well known:
where J is a (2x2) matrix called the manipulator Jacobian. The detailed expression of Jacobian matrix is shown in Appendix.
The dynamic behavior of the two degree-of-freedom manipulator is described by the following equations: 
The matrix D(q3 is the mass matrix of the manipulator and the vector p(q) denotes the gravitational terms influencing the dynamic behavior.
A crucial step in the acceleration analysis is the definition of the skew-symmetric matrix V(q2) and the vector (q)2, which allows all the non-linear terms (often called Coriolis and centrifugal) to be written as the product of V(q2) and (q)2. The notation ( ) 2 is used to draw attention to the fact that the elements of the vector (q)2 are quadratic in the rates-of-changes ql and q2, respectively, of the joint variables q1 and qZ Note that (q)2 is not
To obtain the expression for the acceleration x of the point P, we differentiate (14) to obtain
In Appendix, we show that the second tenn in (23), J q, can be written in the form Combining (23) and (24) we obtain
Defining the quantities,
Mq) = J(q)D-'(q&
it is easy to verify that the expression for the acceleration x of the point P, obtained by combining equation (22) with equations (25) through (28), is given by
Note that A(q), B(q) and c(q) are position dependent, the expressions for the coefficients of which are given in Appendix.
If the manipulator operates in a (horizontal) plane perpendicular to gravity, then c(q) = 0 and (29) becomes
In this paper, we will study manipulators, moving in horizontal planes, whose acceleration properties are described by equation ( ..
x = a , + a ;
It is convenient to think of a, as the contribution of the torques to the acceleration of the reference point P and a;r as the contribution of the joint-rates to the acceleration of P, the sum of these two quantities giving us the acceleration of P as expressed by equation (33). Equation (31) can be viewed as a linear, position-dependent, mapping between the torque vector z and its contribution Q, to the acceleration of P. Similarly equation (32) can be viewed as a quadratic, position-dependent, mapping between the joint rate vector q and its contribution ai to the acceleration of P.
Definition of the problem
The acceleration X of the reference point P of a manipulator, specified by its design variables, constraints on the torques as given by (2) or (3), constraints on the joint variables as given by (6) or (7) and constraints on the joint velocities as given by (9) or (lo), will be a subset of the acceleration plane A of equation (12). In other words, the acceleration set for a combination of the above constraints can represent the dynamic performance of manipulators. To characterize the manipulator dynamic performance, we generate four acceleration sets as follows:
First, we consider the manipulator acceleration set when the joint velocity is zero. Physically, the set represents the manipulator dynamics when a manipulator starts to move. For the given set T of allowable actuator torques described by (3). we define the set of all allowable a, as S , = (a, I ( 3 7~ TX% = AT))
Next., when the actuator torque vanishes during the operation of a manipulator, the subsequent motion of a manipulator is also critical in manipulator dynamics. For the given (constraint) set F of allowable rates-of-change, described by (lo), we define the set S i of all allowable a; as Finally, when a manipulator is in motion, we consider two acceleration sets in the following. The acceleration of the reference point P corresponding to a specified state-vector u = ql. q2, ql, q2 IT in the state-space will be denoted by a,,. From equation ( We now define the acceleration set., S,, at a specified point u in the state space as follows: For a given set T of allowable actuator torques described by (3), the acceleration set S, at a point u = [ q, q IT in the state -space is given by s,<q,il> = (g, I (u=(q,4)), ( 3 2 E T)(.r,=A(q)t+k(u))I Thus S, is the image of the set T under the mapping (38) . The supremum of (Sdl will be give us the magnitude of the maximum acceleration (in some direction ) of the reference point P at a given position ( ql, q2 ) of the manipulator.
The infimum of (SJ2 will give us the magnitude of the maximum acceleration of the reference point P available in all direction at a given position of the manipulator. The infimum of (Sd2 is called the isotropic acceleration in Khatib [l] and the local acceleration radius in Kim [SI.
Based on the above definitions, the manipulator problem can be written as follows; 1. To characterize four acceleration sets, S , , Si. S , , SL. w i t h their shape and supremum and infimum.
2. To examine the behavior of four acceleration sets S , , S i , S , , St.
In Section 4 and 5, respectively, we study the properties of the linear mapping described by equation (3 1) and the properties of the non-linear mapping described by equation (32). The acceleration Properties of P, obtained by combining these two maps, is discussed in Section 6. In the next section we present a decomposition of the Jacobian which is helpful in the study of the aforementioned linear and non-linear maps.
Decomposition of the manipulator jacobian
These decompositions facilitate the derivation of the properties of the acceleration properries in Sections 4 and 5. Let v denote the velocity of point P in a reference frame fixed to the base N, (nl n2) be a set of dextral orthogonal unit vectors fmed in N, (a1 a set of dextral orthogonal unit vectors fixed in A, and (bl b2) a set of dextral orthogonal vectors fixed in B (see Figure 2) .
In this section, we derive some little known decompositions of the manipulator Jacobians.
P P X
Figure 2: Description of the velocity vector. We pick nl so that it points in the direction of the positive x1 axis and pick n2 so that it points in the direction of the positive x2 axis (Figure 2) .
L sinqi cos qi J, and refemng to Figure 2 , we obtain,
The velocity of the reference point,v, in the reference frame N is given by 
Note that we have decomposed the Jacobian matrix, J(q), into the product of three mapices which depend either on q, or q, but not both q, and q2 R(ql) and R(q2) are simple orthogonal matrices and N(q,) represents the kinematic coupling between the two links. In a similar fashion, we can show that the matrix E(q) in equation ( 
L -l1sin42
Muations ( For the given set T of allowable actuator torques described by (3) and represented by ( the interior and the boundary of ) the rectangle ABCD shown in Figure 3 -a, we defined the set of all allowable 4 in section 2 as S, = (% I @ET)(% = AT)).
In this section, we simply state that s, is the parallelogmn A' B' C' D' shown in Figure 3 -b and we will derive three properties of the set S , . The first pmperty determines the "size" of S , , as characterized by irs infimum, supremum, and its area. The second property expresses the q, invariance of S , The third property expresses the q2 dependency of s, .
The decomposition. expressed by equation (58)' of the manipulator Jacobian is extremely useful in the derivation of the properties of the set s , . Combining equation (58) and (26) we obtain Defining a matrix P(q2) as we can rewrite (61) as Note that we have decomposed A(q) into an orthogonal matrix R(ql) depending only on q, and a matrix P(q2) depending only on q2 This decomposition facilitates the derivation of the pmpehes below. The (ij) element of A and P will be denoted, respectively, by aii' and pW
P(42) = R(42) M(@ D-'(42).
A(q) = R(44 P(q2). 
The distance p from the origin to a gened line a x + y + x = 0 in the xy -plane is given by
Substituting appropriate values of a, PI and x from equations (68) and (69) into equation (82) and using equations (63) and (42), we obtain P = Ja2 + jP
Substituting (83) and (84) into (81), we obtain
The det P(q2) vanishes at q2= 0, x. Therefore inf(S,) = 0 at q2=0, x. (72)- (74) which depend only on q2.
Quadratic mapping
For the given (constraint) set F of allowable rates-ofchange, described by (l0)and represented by (the interior and the boundary of) the rectangle E,F,%F2 shown in Figure 6 -a, we defined the set s i of all allowable a; in section 2 as S i = (01; I @qEF)(a; = B(qI2)) As in the previous section, the following questions are important 1. How is S i described ? 
Description of S i
If we defme a vector Therefore the mapping (32) can be viewed as the product of the quadratic mapping (95) from the q -plane to yplane followed by the linear mapping (96) from the y -plane to the ah plane.
The quadratic mapping (95) maps the conStzaint set F in the q -plane into a set in the y -plane which we denote by Sy. Then the linear mapping (96) maps this set S , into a set in the ah plane which is simply the set S i defined in (35).
We will therefore fmt obtain the set Sy from the constraint set F under the quadratic mapping (95). S i is then determined from sy under the linear mapping (%).
The quadratic map and the description of S,
Formally, we define s, as follows:
Using equation (21) we can write (95) explicitly as (97)
We now have to determine the mapping of (the interior and the boundary of) the q -plane rectangle EIFlQF2 into the y -plane as determined by (98) and (99).
The notation x, + x will be used to denote the fact that the point X, in the q -plane maps into the point X in the y -plane, i.e. X is the image of X, . 
Consider the rectangle E,F1%F2 in Figure 4 . A consequence of (101) is that the quadrants O,H,E,G, and O,H$,G, of E,F,%F, both map into the same region of the y -plane, Similarly the quadrants O,G,F,H, and 0,G2F2H, ( of E,F,%F2 ) both map into the same region of the y -plane. Therefore we only need to determine the region of the y -plane into which the "upper-half" H,E,F,H, (of the rectangle E,F,%F2) maps. Formally HiElFiH, is described:
The required set Sy is therefore the image of F' under the quadratic mapping (98) and (99). To determine Sy we fist need to establish the following:
1. the image of the points O,, H,, E,, G,, F1, and & under the mapping (98) and (99). To obtain the image in the J -plane of the rectangle HIEIFlq, it is convenient to divide HlElFlH2 into four triangular sections O,H,E,, O,EIGl, OIGIF,, and O 1 F l q and separately determine the image set for each of these sections. The required image set is simply the union of the four image sets.
the image of a line
In order to determine its image set, it is convenient to think of each triangular section as composed of line segments passing through the origin. This will enable us to readily determine the interior of the image set. Figure 5 -a, will be a line segment of slope (m2 + 2 m) passing through the origin 0 in the y -plane. We now only need to determine the images of the end points 0, ( 0.0 ) and P, ( qlo, q2 ) of the O,P, . The image of 0,. is of course, (see equation (104). ), the origin 0 of the y -plane. Let P denote the image of P,. Then the line segment OIP, maps into the line segment OP with one end-point at the origin 0 of the y -plane. All we need to do now is to determine the locus of P as PI moves along the l i e segment HIE,. Using equations (98) If P denotes the image of P,, then the image (Sy)2 now reduces to obtaining the locus of P as P, moves along G,El in Figure 6 -a From equations (98) and (99) is the parabolic segment GE in the y -plane described by the equation, Therefore the locus of P in the y -plane is the parabolic segment GE, the coordinates of whose end points G and E are given by equations (108) and (106).
Image
Image-Set of O,E,Gl
The image of the (interior and boundaq of the) triangle OIEIGl is the region OEG shown in Figure 6 -b, whose vertices 0, E and G are given, respectively, by equations (104), (106), and (108); EG is a parabolic segment described by equation (115).
The Image-Set of OIGIFl q2 y2 As before the generic-line OIP, incise O,G,F, ( see Figure 7 -a. ) maps into the line segment OP, where P is the image of P,.
In this case, we have D find the locus of P as P, moves along GIF,.
Using equations (98) and (s), the image of the line segment GIF,, described by the equation.
= 4%' ( --illo 5 ill
0)
is the parabolic segment GF in the y -plane described by the equations, 6'2 -Gb2? = 4&,?Y1, ( (&o-4&2-hl:
Therefore the locus of P in the y -plane is the parabolic segment GF, the coordinates of whose end-points G and F are given by equations (108) and (107).
The image (S ) of the (interior and boundary of the) triangular segment OIG,Fl is the region OGF shown in Figure 7 -b, whose vmces 0, G, and F are given, respectively, by equations (104), (108) and (107). Note that ( s~)~ is not convex. (104), (107) and (10s).
Image-Set of H1ElF,H2
The image-set Sy of F is the (interior and boundary of the) region OGEF, shown in Figure 1 1. whose vertices 0, G, E and F are given, respectively, by equations (104). (108), (106) 
1.
(122) Thus OGEF is completely dete.rmined. The region OGEF is convex, even though (Sy) is nonconvex. This is a consequence of the fact that the nonconvex boundary of ( s~)~ lies in the interior of Sy.
It will be useful in section 7 to approximate the parabolic segment EG by a straight line; consequently the region OGEF (i.e., sy is agproximated by a quadriIated ). Two approximations, shown in Figure 12 , which are of interest in the sequel are the following:
1. the parabolic segment EG is approximated by the straight line segment EG joining E and G; the quadrilateral OGEF which is the corresponding approximation to the region OGEF. (Sy), will be called the inner approximation to Sy.
2. the parabolic segment EG is approximaled by the line segment E1 which is tangent to the parabolic segment at E and which intersects the y2 -axis at I. The quadrilateral 0IF.F which is the corresponding approximation to the region OGEF, (Sp), will be called the outer approximation to Sp. (26) and (27) and using the decompositions of the J(q) and E(q) matrices given, respectively, in equations (58) and (59), we can write (124) (125)
B(q) as
Defining the matrix S(q& we can write B(q) as Therefore B(q) can be written as the product of a matrix S which is a function of qz only and a simple orthogonal matrix which depends on q1 only. The (i, j) element of the matrices S(q2) and B(q) will be denoted, respectively, by sii and bii.
B(q) = R(ql) R(q2)
If 0', G' , E' , F' , and f denote, respectively, the images in the % -plane of 0, G, E, F, and I, then using (96) we can write the following:
The images E'F', O'E', O'F', and O'G' of the linesegments EF, OE, OF, and OG are line segments described by the following equations:
The parabolic segment EG maps into a parabolic segment G ' E ' . 
by equations (127). (128). (130). and (129). The segments E'F', O'E', O'lf, and 0%' are given, respectively, by equations (131). (132). (133), and (134).
Thus S i is completely determined.
"61
Figure 11: Image set s i
Properties of S i
In this section, we derive expressions for the supremum and infimum of S i
Furthest vertex of S i
We first show that the furthest vertex of S i is E'. Inspection of equations (119) through (122) shows that the furthest vertex of the set Sy is E. Since the set s i is the image of Sy under a linear mapping, the furthest vertex of S i is the image of the furthest vertex, E, of sY. Therefore E' is the furthest vertex of S i .
Infimum of S i
Since the origin 0' ( 0, o is one of the vertices of S+ the infimum of s i is zero:
inf(s$ =o 6 The state acceleration set, Su
We defied the acceleration set, S,, at a specified point u in the state space as follows:
Defrnition of S,(q,q): For a given set T of allowable actuator torques described by
k1,2), the acceleration set S , at a point u = [ q, q IT in the state -space is given by
Determination of S,
Inspection of equation (31) and (38) 
s, = (% I @ q e S, )Ca, = 1 $11,
If we define a set k,,
then k, is the image in the A,, -plane of the set s, in the 9 -plane under the identity mapping (139). From (142) the desired acceleration set s, at a specified point u = [ q, q IT in the state space is the set obtained by translating s, by the (constant) displacement vector k ( q, q ). This process of generating S, is shown in Figure 12 -a, b, and c.
We can write S, in the following equivalent form:
s, = (a, I Oqe S , ) (a = q + k)) Since S, is a parallelogram A ' B ' C ' D ' , Su and S , are also parallelograms congruent to S , but lying in the A,, -plane.
The centroid of the set S , has coordinates ( ) as shown in Figure 12 -c. Loosely speaking, we can say that S, is obtained by translating S, by ( a,l, uu2 ) from the origin. 
Supremum of S ,
The supremum of S , is a measure of the largest acceleration available ( in some direction ) at a specified point in the state-space. In a similar manner to that of S , , the supremum of S, is obtained as the distance of the furthest vertex of the ParalIeIogram A'B"C"D" from the origin 0" ofthe A, , plane.
If I( 0"A" ), I( 0"B" ), I( 0°C" ), and I( 0"D") denote, respectively, the distances of the vertices A", B", C", and D" from the origin 0", then from (145) through (148) 
Infimum of S ,
The infimum is the maximum isotropic acceleration for a certain manipulator position in the workspace.
To obtain the infimum we must consider three cases .. parallel lines (Figure 13-a) comprising the sides of the parallelogram.
13-b).
13-c).
Using well-known results from analytic geometry, the condition for 0" to lie between the parallel lines A"B" and C"D" is obtained from (149) and (151) Using the above two conditions, the three cases can easily be identified from the following rules:
case 1: both conditions 1 and 2 are false. 0 case 2 condition 1 is false and condition 2 is true.
case 3: condition 1 is hue and condition 2 is false. In this case the infimum is the distance from the origin to the nearest side, which is either A"B" or C"D".
let d( A"B" ) and d( C"D" ) be, respectively, the distances from 0" to sides A"B" and C"D".
In a manner similar to obtaining the infimum of S , , the infimum of S , is obtained from equations ( The supremum of (SJ, will be give us the magnitude of the maximum acceleration (in some direction ) of the reference point P at a given position ( q,, q2 ) of the manipulator.
The infimum of (SJ2 will give us the magnitude of the maximum acceleration of the reference point P available in all direction at a given position of the manipulator. The infiium of (sJ2 is called the isotropic acceleration in Khatib [l] and the local acceleration radius Kim [5].
Determination of (Sdl
The generic member s, of the set (sJ, was described in section 6 and is shown in Figure 9 . As q is varied, sq is a parallelogram which moves parallel to itself. The locus of the centroid, ( k,, 4 ), of the parallelogram as q is varied is simply the boundary O' G' E' F' of the set Sq shown in Figure 11 . Therefore we can describe (sJ, as follows: The local acceleration set (SJ1 is the region swept out by the parallelogram S , as its vertex moves along the boundary O' G' E' F' . This is shown in Figure 14. .. 
Infimum of (S&
The infimum of (~3~ is the maximum distance to the origin from the boundary of (S&.
To determine the infimum of (sJ2, the inner and outer approximation of the set sh in section 5 (and consequently the boundary O' G' E' F' are useful.
The problem of determining the infimum cormponding to an approximating quadrilateral reduces to examining the parallelograms with centroids at the vertices of the approximating quadrilateral since these represent the extreme parallelograms.
The procedure for finding the infimum, r, corresponding to an approximate quadrilateral (inner or outer) is as follows:
1. Construct the parallelogram at each of the four vertices 0', G' , E' , F' or 0', f, E' , F' of the quadrilateral. 
Check if each parallelogram
4.
Then the infimum, r, of (SJ2 for the approximation is given by Let Pi, (i = 1,2,3.4) denote these four parallelograms. satisfy these conditions, then an infimum exists.
Let r1 and r2 denote, respectively, the infimum corresponding to the inner approximation OGEF and OIEF.
We now need to distinguish 3 cases.
case 1: r2 = min (di, i = 1,2,3,4) was obtained from the parallelogram with vertex I. In this case r1 and 
Therefore we either obtain the inf (SJ2 exactly as in equation (170) or with tight bounds as in equations (168) or (169).
Example
In this section, we will illustrate the manipulator dynamic properties obtained in section 4 through 7 using a two degree-of-freedom manipulator. First, we show the state accelerations at the vertices of joint velocity contribution quadrilateral in section 6. The contribution, 9, of actuator torques in section 4 is the local acceleration set with the zero joint velocity vector. Then, using the state supremum and infimum in section 6, we illustrate the manipulator state performance. Finally, the local supremum and infimum in section 7 is calculated.
To provide an experimental test-bed, we have built a two degree-of-freedom planar revolute-jointed manipulator, shown schematically in Figure 1 Among these infimums, the minimum is the infimum as in equation (170). So, the local infimum for [ 0, 1.57 IT is 38.23 m/sec2. 
