The hybrid atomistic-continuum coupling method based on domain decomposition serves as an important tool for the microfluidic simulation. However, major modifications to existing codes are often required to enable such simulations, which pose significant difficulties. In this article, in order to provide an efficient and easy-to-use software framework for field users, we propose a hybrid atomistic-continuum parallel coupling framework, named HACPar, based on opensource software platforms. We abstract the software architecture of the hybrid atomistic-continuum coupling framework based on geometric decomposition for the first time, demonstrate the detailed implementation of the framework, and present deep research on the coupling-oriented parallel issues which may improve the flexibility and efficiency of other multiscale parallel applications. The benchmark cases verify the correctness and efficiency of our HACPar framework. The benchmark results show that the scalability of the hybrid simulations is reached up to 1536 cores.
Introduction
The nanoscale fluid phenomena play a quite important role in many applications, such as micro-and nanoscale channel flow and boundary layer flow. [1] [2] [3] Microelectromechanical system (MEMS) devices and lab-ona-chip devices are two typical cases that feature flow at micro-and nanometer scales. In order to investigate these phenomena, researchers usually use the multiscale modeling methods. The advantages of multiscale modeling lie in the ability of revealing properties of multiscale systems by capturing phenomena that appear in a wide range of time and length scales, which are beyond any single solver and method. 4, 5 Especially, the hybrid atomistic-continuum (HAC) method based on geometric coupling has seen rapid development since it allows on-the-fly information exchange and interaction between multiple simulation regions.
In the previous research, there are few investigations on the coupling simulation framework and coupling-oriented parallel issues. Delgado-Buscalioni 6 proposes a coupling simulation framework for 1 College of Computer, National University of Defense Technology, Changsha, China 2 State Key Laboratory of High Performance Computing, National University of Defense Technology, Changsha, China molecular-continuum simulation that deployed on grid-like computer architectures. Tang et al. 7 provide a universal interface for multiscale simulation but based on only particle framework. For the existing molecular dynamics (MD) software, FrantzDale et al. 8 extend the multiscale simulation ability of LAMMPS 9 software. For the mesh-particle configuration of the coupling framework, Neumann et al. 10 propose the MaMico framework that provides interfaces for multiscale simulation and several investigations on parallel issues. Cosden and Lukes 11 design a preliminary framework based on OpenFOAM 12 and LAMMPS 9 but less of deep parallelization design and abstraction.
Although there have been substantial theoretical research, there are still nontrivial challenges when turning the theory into practice. In the previous research, the researcher often uses the house design codes and performs several work on the open-source software frameworks. Nevertheless, the designers tend to regard the open-source software as the black box or the gray box and lack the deep investigation of inside software configuration. Therefore, the coupling computational platform serves less effectively and systematically. Although the open-source platforms such as OpenFOAM and LAMMPS have certain parallel optimization, there is still an urgent need of how to design the optimized parallel issue oriented to coupling methods which has not been in-depth study. Moreover, the field experts have less experience on hand-on modifying the existing frameworks when they want to add new coupling strategies, and also field users need an easyto-use computational platform with user-friendly preprocessing and post-processing user interfaces. The practicable method is the computer expert providing a high modularization, low development cost, and easyto-use coupling computational framework for field experts.
Our research group has made a deep study on the OpenFOAM software platform. Especially on the multiscale simulation, we have made several researches. 13, 14 The development of the HAC software framework has intrinsic challenges, that is, the correctness of theory coupling model, the choice of sampling data storage on the atomistic part, and the effectiveness of data exchanging. In this article, focusing on the design of meshparticle multiscale coupling framework, we propose an HAC parallel coupling framework, named HACPar, which provides an efficient and easy-to-use software framework for field users. The main contributions of this article are summarized below:
We abstract the software architecture of the HAC coupling framework based on geometric decomposition for guiding further development for the first time. We provide the design of the coupling interfaces, data structure organization, process organization, and the multiscale visualization in detail. We present deep research on the couplingoriented parallel issues including decomposition of the communication world, smart data exchanging, coupling-oriented load balancing, and the parallel optimized particle insertion algorithm. We implement the parallel coupling framework HACPar based on OpenFOAM and LAMMPS and the user-friendly multiscale pre-processing and post-processing tool based on SALOME. 15 We verify the correctness and efficiency of our HACPar framework through benchmark cases.
The remainder of this article is organized as follows: section ''Theory and methodology'' reviews the HAC simulation methodology, coupling-oriented parallel issues, and the multiscale visualization. Section ''Basic design and implementation'' presents the basic design and implementation of HACPar based on OpenFOAM and LAMMPS and the pre-processing and the postprocessing tool based on SALOME. Section ''Advanced coupling-oriented parallel optimization'' describes the advanced design and implementation of coupling-oriented parallel optimization. Section ''Experiments'' verifies the efficiency of our framework using benchmark cases. Finally, section ''Conclusion'' concludes this article and brings up future research expectation.
Theory and methodology
In this section, we review the HAC coupling method based on domain decomposition, the parallel issues involved in the simulation, and the multiscale visualization tools.
HAC coupling
With the rapid development of high performance computing, the simulation ability of classical molecular dynamic is extended but still cannot fulfill very largescale particle simulation applications. HAC method limits the use of molecular dynamic simulation to regions where the atomistic scales needed to be resolved, using a continuum-based solver for the remainder of the domain, which obtains both simulation accuracy and efficiency.
For the two-dimensional Couette flow, 16 the domain is split into an atomistic region and a continuum region, using an overlap region to alleviate dramatic density oscillation and couple the results of these two regions. The outer boundary of the continuum region which resides in the atomistic region is called hybrid solution interface (HSI). Later, HAC models emerged differing in forms of coupling strategies, boundary condition extraction, and nonperiodic boundary force models. 4, 17, 18 Generally, the overlap region contains a control region (control region), a buffer region (buffer region), an atomistic-coupling-to-continuum-region (A ! C region) and a continuum-coupling-to-atomistic region (C ! A region). In the control region, there is a reflecting wall boundary condition to prevent particles leaving the atomistic region freely, and the outer boundary is the MD-continuum interface. The schematic diagram of the domain decomposition-based HAC method is depicted in Figure 1 .
One of the coupling tricks is to divide the overlap region into bins. In order to exchange data between computational fluid dynamics (CFD) and MD, we usually choose the volume of a bin equal to the volume of one mesh cell. In order to remedy the pressure lose in the nonperiodic boundary, we apply the nonperiodic boundary force 19 in the control region. We use the parallel WI-USHER algorithm 20 to deal with the mass flux exchanging in the control region, which is later presented as the detailed implementation in our framework. The data exchanging between the continuum region and the atomistic region uses the constraint Lagrangian method and the sampling averaging method.
The solver for the continuum part of the HAC method is the incompressible Navier-Stokes (N-S) equation. The N-S equation and the continuity equation are given by
where u is the bulk flow velocity, P is the pressure, n is the kinematic viscosity, and r is the bulk flow density. The equations above are solved numerically using the finite volume method. Density in continuum region is the same as that of the atomistic region. We solve this two-dimensional N-S equation using the PISO algorithm in OpenFOAM. 12 The truncated and shifted Lennard-Jones (LJ) potential is used to model the interactions between fluid particles as well as wall particles in the atomistic region. The potential is given by
where r is the distance between atoms i and j; r c is the cutoff radius; and e and s are the characteristic molecular energy and the molecular length scale, respectively. In this study, we choose liquid argon as the model liquid flow with LJ parameters s = 0:34 nm, e = 1:67 3 10 À21 J, and m = 6:63 3 10 À26 kg, where m is the atom mass, and a well-defined liquid phase of argon with Tk B e À1 = 1:1, rs 3 = 0:81, and the dynamic viscosity m = 2:14ets À3 , where k B is the Boltzmann constant and t = (ms 2 =e) 1=2 is the characteristic time of the LJ potential. We choose a cutoff distance r c = 2:2s to save the computation time. The constant temperature in the simulation system is maintained by Langevin thermostat 21 that couples the system to a thermal reservoir through the addition of Gaussian noise and frictional terms. The Newtonian equations for particles are integrated with the velocity Verlet algorithm.
Coupling-oriented parallel issue
With the increasing need on the size and accuracy of simulation for the practical problems, this results in the huge amount of the computational power. There is a great urgent to perform massively parallel simulation.
At present, most of the CFD softwares use the parallel algorithms based on mesh decomposition. The mesh cells will be decomposed into multiple parts before the simulation starts and then each process reads one part of the cells and begins the calculating. The limit of parallel scaling is the communication between processes. Take OpenFOAM 12 as an example, OpenFOAM can unlimitedly scale to massively parallel simulation, but for the limit of the current computational method, the maximum parallel size usually does not exceed 1000 cores. 22 The usual parallel optimization methods are improvement of the numerical method, using multi-threads with processes, and optimization of the communication overhead. For the MD software, the optimization methods are dynamic load balancing technique, modification of integration method, and using specific processors. While for the coupling simulation, the researchers have few investigations on these parallel issues.
7,23 
Multiscale visualization and analysis
At present, there are many commercial and open-source pre-and post-processing software for single-scale simulation but scarcely for multiscale simulation. For CFD, ICEM CFD, 24 PointWise, 25 and GridPro 25 are often used for the generation of the structural and nonstructural mesh. For data visualization, Paraview 26 and GLView 27 are two typical softwares for visualizing and analyzing results. Especially, SALOME software platform generates many pre-and post-processing modules through COBRA technique. For MD, OVITO 28 and VMD 29 are post-processing software while few preprocessing platform. In summary, in the multiscale simulation, there is still no available uniform pre-and post-processing platform for field users to use.
Basic design and implementation
In this section, we present the basic design and implementation of our HACPar framework based on OpenFOAM, LAMMPS, and SALOME. Subsection ''Design of HACPar framework'' presents the abstraction of the framework at the first time. Subsection ''Kernel coupling algorithms'' describes the implementation of kernel coupling algorithms. Subsection ''HACP3: pre-processing and post-processing tools'' presents the uniform pre-and post-processing tool for our HACPar framework.
Design of HACPar framework
The kernel coupling solver of our HACPar framework is implemented based on the open-source software platform OpenFOAM and LAMMPS using C++ language, which OpenFOAM serves as the base of the framework and LAMMPS as a dynamics loadable library. The uniform pre-and post-processing tool, HACP3, is implemented based on SALOME software platform. Focusing on the coupling input parameters, coupling configuration, and post-visualization, we add or redesign the modules and user interfaces in these three platforms. This work provides a user-friendly, efficient, massively parallel simulation platform for field users. In section ''Theory and methodology,'' we have mentioned the theory model of state-variable coupling and associated coupling procedures. Here, at the software design level, we present the abstraction diagram of our HACPar framework as shown in Figure 2 , which is the first time to present the detailed implementation of the coupling framework. The new added or redesigned modules are marked in gray.
We categorize the newly added and redesigned modules into three parts: pre-processing, kernel solver, and post-processing to illustrate our work. The preprocessing part includes the User Dict, the Couple Dict, User Dict and Couple Dict. In the original single solver, OpenFOAM and LAMMPS use the input text files to initiate the simulation domain, lattice configuration, and solver parameters. In coupling simulation, we redesign the input files consisting of User Dict and Couple Dict to meet the simulation requirement and generate the preprocessing tool in HACP3. Coupling-Oriented Load Balance. This is the parallel optimization method for the intrinsic load imbalance phenomena in the HAC coupling simulation. In our previous research, we present the quantitative and qualitative research on these phenomena due to the coupling procedures. This module uses the simulation size as the input to adjust more preferable size of sub-mesh and subdomain. Atomistic Data Sampler. Data exchanging interface from the atomistic solver to the continuum solver, using different sampling strategies, averaging and sampling data to transmit to the continuum part. Continuum Data Scatter. Data exchanging interface from the continuum solver to the atomistic solver, using different constraint coefficient, scattering data to the atomistic part. Nonperiodic Boundary Force. Remedy for the pressure lose in the atomistic region, using different types of boundary force models. Particle Insertion Interface. Parallel particle insertion algorithm, named WI-USHER, through profiling of the inserted bin, locally inserting particles into the inserted bin. Parallel Communication Interface. The most important parallel supporting mechanism for the coupling framework, including multi-Comm initialization, inter-Comm interface, and intraComm interface. Coupling Data Transformation. Transforming the microscopic data to the macroscopic data through statistical methods, which are generated in HACP3. Multiscale Visualization. Relying on the VTK file and SALOME platform to generate unified visualization which is generated in HACP3.
Kernel coupling algorithms
As we have mentioned in section ''Theory and methodology,'' the main procedures needed to perform HAC coupling simulation are the atomistic to continuum coupling, the continuum to atomistic coupling, nonperiodic boundary force, and particle insertion. In our HACPar framework, each one is built as one module. We present the detailed design of the first three procedures in this subsection, and the last one is presented in subsection ''Particle insertion interface.'' We present the main workflow of HACPar framework in Algorithm 1.
In mesh-particle coupling framework, in order to transmit data from the atomistic part to the continuum part, the kernel operation is to make sure the sampling volume, the sampling interval, the source, and destination of transmission. In the atomistic part, we must certify the relationship between the particle and the sampling volume, that is, the bin. According to the previous section, in the overlap region, the bin is chosen the same as the mesh cell. We can use the mesh cell properties to handle this relationship as illustrated in Algorithm 2. The algorithm of Atomistic Data Sampler is shown in Algorithm 3. In the HAC method, the atomistic region is usually chosen where the physical properties changing dramatically or near the boundary layer. In order to facilitate the data exchanging in the overlap region, we choose to build the structure mesh.
In the continuum to atomistic data transmission, we use the constraint Lagrangian dynamics method 16 to transform the data of the cell to particles resided in it. The detailed implementation is presented in Algorithm 4.
HACP3: pre-processing and post-processing tools
Due to the absence of uniform pre-processing and postprocessing tools for the multiscale simulation, we design our HACP3 tools that generated in the SALOME platform using CORBA technique. The HACP3 tools can facilitate field users defining coupling configuration and analyzing simulation results.
User defines couple dict. In the original launch of OpenFOAM and LAMMPS simulation, users should 
for each local bin do 4:
call Algorithm 2 5:
collect and summation particle velocities 6: end for 7: end for 8: end if define the simulation parameters and control parameters to start one case. In order to perform HAC simulation, using the OpenFOAM launching mechanism as the base, HACP3 tools interact with field users to define coupling simulation parameters and control parameters and generate the coupling instruction file hacCoupleProperties. We add a new module COUPLEEXPORT to SALOME based on the original GEOM and SMESH module, and the detailed implementation can be referenced in Wang et al. 30 We present parts of the associated coupling parameters and control parameters in Table 1 to guide the HAC coupling simulation.
Multiscale visualization. There are two kinds of simulation methods involved in one coupling simulation. Each of these will output different data information and files. Efficiently resolving these files will help experts analyzing the simulation results and advancing research. The simulation data on the atomistic part are particle velocities, particle positions, and so on while on the continuum part are velocities of cells. This function is implemented by adding a new module DATASTDL 31 to the SALOME platform as part of our HACP3 tools.
We transform the microscopic data from the atomistic solver to macroscopic data using computer-aided manufacturing (CAM) 32 averaging method. Each process produces time frames of simulation results for the continuum solver and the atomistic solver. We should transform these data using Coupling Data Transformation by the aid of VTK file format. The uniform files that contain both macroscopic data and transformed macroscopic data are shown in the PARAVIEW module of the SALOME platform to help field users for further research.
Advanced coupling-oriented parallel optimization
In section ''Basic design and implementation,'' we design the basic framework of our HACPar but less of parallel consideration. Even though the HAC method greatly improves the simulation efficiency compared to the full molecular simulation, coupling-oriented issues are still should be carefully considered. In this section, Algorithm 4. Pseudo-algorithm for continuum data scatter Require: local particle positions, local particle velocities, local bins, current timesteplocal cell physical properties Ensure: scattering data to microscopic data 1: for each local bin do 2: if is C ! A binthen 3: for each local particle do 4:
call Algorithm 2 5: summation particle velocities 6: end for 7: end if 8: end for 9: for each local bindo 10: if is C ! A binthen 11:
for each local particle do 12:
call Algorithm 2 13: scatter cell properties to particle velocities 14:
end for 15: end if 16: end for 
Algorithm 5. Pseudo-algorithm for nonperiodic boundary force
Require: local particle positions, local particle velocities, local bins, current timesteplocal cell physical properties Ensure: scattering data to microscopic data 1: for each local bin do 2: for each local particle do 3: call Algorithm 2 4:
apply nonperiodic boundary force on the particle 5: end for 6: end for we present the deep parallel optimization of our HACPar coupling framework including the organization of parallel processes, highly efficient particle insertion algorithm, and coupling-oriented load balancing.
Parallel communication interface
The parallel organization of HACPar is based on the original parallel mechanism of OpenFOAM, using MPI to generate communication world and send and receive message. In OpenFOAM, there is only one communication world, intra-Comm, that is, MPI_COMM_WORLD. In order to support coupling simulation, we should define the communication world for OpenFOAM, LAMMPS, and associated coupling procedures. For the physical statistic sake, we should initiate the atomistic region more than once to reduce the sampling noise; therefore, we bring in multi-copy atomistic regions.
In the HAC coupling simulation, the atomistic region and the continuum region are decomposed to each process through certain decomposition method. For the continuum part, let M be the original mesh, and each process will be allocated a sub-mesh M i , in which i = 1, . . . , n c , n c is the parallel degree for the continuum solver. For the multi-copy atomistic part, let D be the original domain, and each process will have a sub-domain D i , in which i = 1, . . . , n a, j , n a, j is the parallel degree for one copy of the atomistic solver, and j = 1, . . . , m, m is the number of MD copy, P m j = 1 n a, j = n a . Let n t be the total parallel degree, that is, the total number of processes. Each process has its label P i . We must have P m j = 1 n a, j \n t , n c \n t . We split the original MPI_COMM_WORLD into one inter-Comm and several intra-Comm. The continuum solver and one copy of atomistic solver can be solved in some intra-Comm, while the communication between each copy, between the continuum solver, and the atomistic solver happens in inter-Comm. The decomposition of the communication world and communication between each world are depicted in Figure 3 .
We define the copy 0 of the atomistic region as the master copy, and others are slave copies. The sending and receiving data between these two solvers are based on smart sending mechanism. The key idea of smart sending mechanism is initiated by the source and destination of each data message at the beginning of the coupling simulation. Each bin in the overlap region has its CFD owner and its MD owner. Each process will tally the owners of each local bin and generate the sending and receiving router between two solvers. The CFD process and the MD process that share overlap bins are defined as related.
We should also pay attention on the mapping schemes between processes and computational nodes.
Due to the major computational time resided in the MD part, the HACPar launches many processes which consist of one CFD communicator and several MD communicators. These processes should be distributed to multiple computing nodes for parallel processing. There are two different types of communications: intergroup and intragroup communications; additionally, the overheads are variant between the communications of different computing nodes and within one node. Basically, communication between two computing nodes needs to send and receive messages through the network interface, yet the intra-node communication could be completed by memory copy; therefore, the intra-node communication should be faster than internode communications. In principle, we should map the processes with more communications to the same computing node to reduce the overhead.
Particle insertion interface
In order to cope with the mass exchanging between the continuum region and the atomistic region, we need the particle insertion algorithm to handle this issue. In the previous research, Delgado-Buscalioni and Coveney 33 propose a sequential algorithm USHER to handle particle insertion into dense fluid. Neumann and Tchipev 34 implement a parallel version on the link-cell organization. In our previous research, 20 we find that the efficiency of the particle insertion algorithm seriously impacts the efficiency of the whole coupling simulation. Therefore, we design a parallel version of particle insertion algorithm to remarkably improve the performance in the multiscale simulation, named WI-USHER. More details of the theoretical idea can be found in our previous work. 20 In this section, we present the detailed design of our WI-USHER algorithm for the Particle Insertion Interface as depicted in Algorithm 6. The implementation procedure of the WI-USHER algorithm is to profile the particle message resided in the inserted region with finer grids, use the exclusive rules to eliminate those black grids, and combine the local energy potential to find the target position in the left white grids.
Coupling-oriented load balancing
There are crucial difference for load balancing between the HAC multiscale method and the original singlescale method due to the existence of the overlap region and the coupling procedures. Due to the major simulation time focus on the atomistic solver, the default parallel decomposition method of the atomistic region cannot meet the need of coupling-oriented load balancing. In our previous research, 35 the particles in the overlap region are named as coupling particle, while other particles are named as normal particle. The Coupling-Oriented Load Balance module receives the user configuration of the simulation domain, calculates the workload of the particle simulation and uses the guiding model to decide the proper decomposition style of the particle region. The decomposition of the atomistic region and the overlap region, that is, the particle region, are defined in the following three styles, one direction style, default style, and adjust style. The subdomain of each process in adjust style can be unequal (Figures 4 and 5) .
This load balancing technique takes the coupling procedures into account and properly deals with coupling-oriented decomposition. By taking the proper decomposition of the particle region into account, we can further improve the simulation efficiency of the HAC simulation.
Experiments
In this section, we verify our HACPar framework through benchmark cases and also illustrate scaling and efficiency of our HACPar framework.
Platforms
In the experiments, we use an HPC cluster situated in the State Key Laboratory of High Performance Computing. 36 This computing platform consists of hundreds of computing nodes, and each node contains 12 Intel Xeon 2.1-GHz E5-2620 central processing unit (CPU) cores and a total memory of 16 GB.
Validation
In this section, we validate our framework using benchmark cases by comparing simulation results with the analytical solution, that is, the typical no-slip sudden start Couette flow proposed in O'Connell and Thompson. 16 The analytical solution for a sudden start Couette flow is given by equation (4) 
where L y is the distance between the two walls, u wall is the sliding velocity, and n is the kinematic viscosity. We compare the resulting velocity profiles from our HAC model with the analytical solution.
We initiate the input simulation domain and associating parameters using our pre-and post-processing tool HACP3 as used by Troian and Thompson. 21 The height of the channel is H = 44s as used by Yen et al. The heights of the pure continuum region, the pure MD region, and the overlap region are 24s, 12s, and 8s, respectively. The continuum region is divided into n x 3 n y = 5 3 16 cells for numerical calculation, that is, Dx 3 Dy = 3s 3 2s. The three-dimensional (3D) MD region is also divided into bins matching the cells in the continuum region, which is n x 3 n y 3 n z = 5 3 11 3 1 bins and 10s in the z direction. We set the input files and coupling property files through HACP3 30 as depicted in Figures 6 and 7 . The simulation domain is decomposed into two parts, that is, the continuum region (upper part in Figure 6 ) and the atomistic region (lower part in Figure 6 ). The coupling parameters are configured using the hacCoupleProperties file in our HACP3 as shown in Figure 7 , which lists parts of the coupling parameters.
Initially, the mean fluid is zero in the whole simulation domain. At t = 0, the upper wall in the continuum region begins to move at U w = 1:0s=t, while the lower stationary wall in the atomistic region remains still. The results are then averaged over the five time intervals as indicated in Figure 8 . The transient velocity profiles of Figure 5 . Three kinds of decomposition style for the particle region, taking degree of parallelism 12 as an example. The one direction style is decomposed in the y direction as an example, and the adjust style could have unequal sub-domain. our HACPar match well with the analytical solution, especially in the overlap region, and the steady-state profile is linear as expected. We also visualize the coupling results using HACP3 as depicted in Figure 9 . Therefore, this case can be used as to demonstrate the correctness of our HACPar framework.
Efficiency
We test the efficiency of our HACPar framework from two aspects, that is, particle insertion efficiency and coupling-oriented load balancing. We take the channel flow past the rough wall 38 with mass flux across the MD-continuum interface as depicted in Figure 10 into account. The simulation domain is x 3 y = 52:1 3 52:1s 2 , while the z direction of the MD domain is 5:21s. The moving and still walls are no-slip boundary condition. The height of the CFD domain is 36:47s, consists of 12 3 7 cells and the height of the MD domain is 31:26s, consists of 12 3 6 bins. The rough bottom wall consists of two layers of FCC (111) solid particles, and the height of it is about 5s. The velocity of the top wall is U w = 1:0s=t. The simulation time is 8ns, and the time step of MD is 0:005t. The total MD time steps is 8 3 10 5 , and CFD is 8 3 10 3 . The WI-USHER algorithm performs far superior to the USHER algorithm, and the percentage decreases to only 3.2% of the total simulation time. The substantial decrease in the average force evaluation times leads to the alleviation of the imbalance of parallel particle insertion. We list the detailed percentage in Table 2 . t cfd and t md are the time-consuming for each single-scale solver. t couple is the coupling operation time, and t insert is the particle insertion time. Numbers in the parentheses are the associated ratio to the total simulation time. From Table 2 , we can find that the coupling operations occupy only 11.94% of the total simulation time which presents the efficiency of our HACPar framework.
Next, we test the parallel decomposition method derived from our Coupling-Oriented Load Balance module against the default decomposition method. The degree of parallelism is 12. Under above configuration of the simulation domain, the default decomposition Figure 8 . Velocity evolution profiles averaged over five time intervals compared with the analytical solution. Figure 9 . Snapshot of the unified post-visualization of the sudden start Couette case, using the transformed unified VTK files.
style of the particle domain is 4 3 3. We compare the maximum communication time of the processes and the coupling simulation time among the processors. In order to show the effectiveness of the load balance model, we also compare the output decomposition style to the best experimental decomposition style for the consistency. The parameters of cut methods are listed in Table 3 .
The desired decomposition style we obtained is the one direction with 12 3 1 from our Coupling-Oriented Load Balance module. The simulation results of the communication time occupied by the total simulation time and the coupling time occupied by the total simulation time are shown in Table 4 . We can figure out in this case that the desired decomposition style obtains the most balance of simulation workload, that is, the least coupling simulation time, and, therefore, the least communication time even though larger surface-to-volume ratio. The reason is that the default decomposition method does not take the overhead of coupling procedures into account and lead to the load imbalance.
Scalability
In order to test the scalability of our HACPar framework, we consider a 3D benchmark case as depicted in Figure 11 with two different setups as listed in Table 5 to evaluate the parallel performance of our HACPar framework. The geometry is a 3D channel surrounded by a solid planar wall. The top and bottom walls are constructed in the z-x plane, and the side walls are in the y-x plane. Periodic boundary condition is applied on the inlet and outlet of the channel in the x direction, while directions y and z are wall. The central part of the simulation domain is calculated by the atomistic solver and the other part is by continuum solver.
We present strong scaling experiments for these two setups on our experiment platform. The speedups are shown in Figures 12 and 13 . The configuration of our platform is 12 cores on one node. During these two tests, we perform the degree of parallelism from 1 to 1536. We can figure out that due to the bring-in coupling overhead achieves good scaling, our HACPar platform achieves quite scaling results and retains the ability of stronger scalability for further parallel optimization.
Conclusion
In this article, we propose an HAC parallel coupling framework, HACPar, based on OpenFOAM, LAMMPS, and SALOME. In order to provide an Figure 10 . Diagram of channel flow past the rough wall. effective and easy-to-use software framework for field users, we first abstract the software diagram of the HAC coupling framework based on geometric decomposition and present implementation of coupling interfaces, data structures, and so on. Due to the limited research of coupling-oriented parallel issue, we present deep research on the coupling-oriented parallel issues including decomposition of the communication world, smart data exchanging, coupling-oriented load balancing, and the parallel optimized particle insertion algorithm. The benchmark cases verify the correctness and efficiency of our HACPar framework. The overhead of associating coupling procedures is limited to generally 13%. The strong scaling test also shows the potential of our HACPar to perform larger parallelism simulation. The optimization techniques of coupling-oriented parallel issues should be further investigated. The Coupling-Oriented Load Balance module is currently a preliminary model and needed to be further designed.
Other optimization techniques such as communication hiding could be effective to further improve the scalability of HACPar. We also aim to test a revised version of our HACPar framework for thousands of cores in the future.
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