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  The local uncertainty models are precise    
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Precise probabilities 
probability mass function: point in the simplex 
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       edge 
precise probabilities represented as probability mass functions 𝑷𝑿 
3 possible values 
𝒳 ≔ ℎ𝑒𝑎𝑑𝑠, 𝑡𝑎𝑖𝑙𝑠, 𝑒𝑑𝑔𝑒  
 𝑝𝑋 𝑥 = 1
𝑥∈𝒳
 
∀ 𝑥 ∈ 𝒳: 𝑝𝑋(𝑥) ≥ 0 
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Simplex 
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𝑷𝑿(𝒉𝒆𝒂𝒅𝒔) 
 heads        edge 
     tails 
𝑷𝑿(𝒕𝒂𝒊𝒍𝒔) 
𝑷𝑿(𝒆𝒅𝒈𝒆) 
Imprecise probabilities 
lack of information consider all 𝑃𝑋 in a credal set 𝓜 
ℳ 
closed 
convex 
Precise probabilities 
Expectations 
𝐸𝑝𝑋 𝑓 𝑋 =  𝑓(𝑥𝑖)𝑝𝑋(𝑥𝑖)
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probability mass function  expectation: 
expectation probability mass function:  
𝑝𝑋 𝑥𝑖 = 𝐸𝑝𝑋 𝕀 𝑥𝑖  
with 𝕀 the indicator: 𝕀𝐴(𝑥) ≔  
1   𝑖𝑓 𝑥 ∈ 𝐴
0   𝑖𝑓 𝑥 ∉ 𝐴
 
same amount of information in  
probability mass function and expectation 
Imprecise probabilities 
more information in lower previsions than in lower probabilities 
Upper and lower previsions 
credal set lower and upper prevision: 
𝑓 = min 𝐸𝑝𝑋 𝑓 : 𝑝𝑋 ∈ ℳ  P 
𝑓 = max 𝐸𝑝𝑋 𝑓 : 𝑝𝑋 ∈ ℳ  P 
self-conjugacy relation:   P 𝑓 = −P(−𝑓) 
lower prevision 
ℳ = {𝐸: ∀𝑓 𝐸(𝑓) ≥ P(𝑓)} 
credal set: 
lower prevision lower probability: 
P(𝐴) = P(𝕀𝐴) 
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Imprecise hidden Markov model (iHMM) 
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why imprecise models? 
 modelling limited  amount of data correctly 
 
 avoid risks 
 
 sensitivity analysis 
Problem of interest 
Learning imprecise transition models 
Q1 
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??? 
given the observation sequence 
Learning HMMs 
Baum—Welch algorithm 
precise HMMs     Baum—Welch algorithm 
EM algortihm in HMMs 
Implicitly in this algorithm:  
 
 𝑻 𝒋𝒌: the expected number of transitions from state 𝒋 to state 𝒌 
in the whole state sequence of the HMM 
use these numbers to build imprecise transition models in iHMM 
Imprecise Dirichlet model 
transition from a state 𝑿𝒊−𝟏 = 𝒋 to a state 𝑿𝒊 = 𝒌: multinomial process 
The imprecise Dirichlet model is convenient 
need: • number of transitions  𝑻𝒋𝒌 
• pseudocounts 𝒔 
use  𝑻 𝒋𝒌  
choose e.g. 2 
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properties 
   𝑚  ⇒ Q 𝑘 𝑗 − Q 𝑘 𝑗  
amount of information we can infer is limited 
Q 𝑘 𝑗 = 1 −  𝑖≠𝑘  Q (𝕀 𝑖 |𝑗) 
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if 𝒎 = 𝟑, the credal sets are triangles 
Learning 
examples 
Q (𝕀 𝑖 |𝑗) 
Question? 
Thank you for your attention! 
