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1. Introduction
Throughout this paper, we will consider a compactly supported, positive, and finite mea-
sure µ with infinite support in the complex plane. Given such a measure, one can perform
Gram-Schmidt orthogonalization on the sequence {1, z, z2, z3, . . .} in the space L2(µ) and
arrive at the sequence {pn(z;µ)}∞n=0 of orthonormal polynomials, which satisfy∫
C
pn(z;µ)pm(z;µ)dµ(z) = δnm.
We will write pn(z;µ) = κnz
n + · · · , where κn > 0. The polynomial pn(z;µ)κ−1n is a monic
polynomial and will be denoted by Φn(z;µ). This polynomial satisfies
‖Φn(·;µ)‖L2(µ) = inf
{‖Q‖L2(µ) : Q = zn + lower order terms} ,
a property called the extremal property. We also note that κ−1n = ‖Φn(·;µ)‖L2(µ).
For a measure µ with compact support supp(µ), we will let ch(µ) denote the convex hull
of the support of µ and Pch(µ) denote the polynomial convex hull of the support of µ, where
the polynomial convex hull of a set X is defined as in [21] by
Pch(X) =
⋂
polynomials p 6= 0
{
z : |p(z)| ≤ ‖p‖L∞(X)
}
.
It is not difficult to see that if Ω is the unbounded component of C \ supp(µ) then Pch(µ) =
C \ Ω (see [21]).
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2One is often interested in the behavior of the polynomials pn in various regions of the
plane. The most general results concern the behavior of pn in C \ Pch(µ), where one is
often able to employ potential theoretic techniques (see for example [21, 25]). Our main goal
will be to show that the behavior of the polynomial pn(z;µ) when |z| is sufficiently large
is determined only by its leading coefficient and the fact that it has L2(µ)-norm equal to
1. More precisely, in Theorem 2.2 below, we will show that any other polynomial of the
same degree having approximately the same leading coefficient and approximately the same
L2(µ)-norm has the same behavior when |z| is sufficiently large.
The primary tool will be a non-linear characterization of the polynomials {pn(z;µ)}n≥0
originally proven by Saff in [13], whose proof proceeds as follows. The orthogonality relation
implies that if deg(Q) ≤ n then∫
C
pn(w;µ)
Q(z)−Q(w)
z − w dµ(w) = 0.
This of course immediately shows that for z 6∈ supp(µ) one has
Q(z)
∫
C
pn(w;µ)
z − w dµ(w) =
∫
C
pn(w;µ)Q(w)
z − w dµ(w).(1.1)
Setting Q = pn(·;µ) and dividing shows that for any polynomial Q of degree at most n, we
have
Q(z)
pn(z;µ)
=
∫
C
pn(w;µ)Q(w)
z−w dµ(w)∫
C
|pn(w;µ)|2
z−w dµ(w)
,(1.2)
whenever both denominators in (1.2) are non-zero.
At first glance, the utility of (1.2) is not obvious, though some applications are discussed
in [13]. We will apply this formula in cases where Q(z) = Qn(z) is also n-dependent. The
key to our calculations will be to write the numerator on the right hand side of (1.2) as a
perturbation of the denominator and - under suitable hypotheses - show that the perturbation
tends to zero as n→∞ while the denominator does not. In order to do so, we will require
that the left hand side of (1.2) tends to 1 at infinity as n → ∞ and also that Qn(z) has
L2(µ)-norm tending to 1 as n → ∞. Obviously Qn(z) = pn(z;µ) satisfies these conditions,
but we will show that for any sequence {Qn}n∈N of polynomials satisfying these conditions,
the left hand side of (1.2) tends to 1 as n→∞ when |z| is sufficiently large.
After proving the key result in the next section, we will apply it in the remaining sections.
We will apply it to prove several results, including a simplification of the conjecture in [13]
and some stability results for pn(z;µ) under perturbations of the measure µ. Our most
important results concern the ratio asymptotics of the orthonormal polynomials when the
measure µ is regular (see below) on the closed unit disk or a lemniscate.
One usually studies the asymptotics of pn(z;µ) outside of ch(µ) in one of three ways; the
first is root asymptotics :
lim
n→∞
|pn(z;µ)|1/n;
3the second is ratio asymptotics :
lim
n→∞
pn(z;µ)
pn−1(z;µ)
;
and the third is Szego˝ asymptotics :
lim
n→∞
pn(z;µ)
ϕ(z)n
, ϕ(z) analytic on C \ ch(µ).
It is easy to see that the existence of the limit for Szego˝ asymptotics implies the existence
of the limit for ratio asymptotics, which in turn implies the existence of the limit for root
asymptotics, and in general none of the converse statements hold.
A measure µ is called regular if
lim
n→∞
κ−1/nn = capacity(supp(µ))
(see [12] for an elementary discussion of capacity). If K is a compact set then a measure
µ is said to be regular on K if µ is regular, supp(µ) ⊆ K, and the boundary of Pch(K) is
contained in supp(µ). Regularity is a necessary and sufficient condition for the existence of
root asymptotics (see Theorem 3.1.1 in [21]). Although ratio asymptotics need not hold for
regular measures (see the example in section 3.1), we can say something about the asymptotic
behavior of pn/pn−1. We prove that if the measure µ is regular on D = {z : |z| ≤ 1}, then
the ratio zpn−1(z;µ)/pn(z;µ) converges to 1 uniformly on compact subsets of {z : |z| > 1}
as n tends to infinity through a subsequence of asymptotic density 1. Using the methods
of [18], one can show a similar result holds for compactly supported measures on R with
essential support equal to [−2, 2]. We also show that if the measure µ is regular on the
lemniscate Em = {z : |zm − 1| ≤ 1} then the ratio (zm − 1)pn−m(z;µ)/pn(z;µ) converges to
1 uniformly on compact subsets of C \ ch(µ) as n tends to infinity through a subsequence
of asymptotic density 1. The advantage of working on a lemniscate is that there is a monic
polynomial whose L∞-norm is 1 on the lemniscate, while for more general supports this is not
necessarily the case. If this is not the case, then we cannot obtain convergence of pn/pn−1
by our methods, but we can describe the behavior of pn/pn−kn for a possibly unbounded
sequence {kn} (see Section 4 for details).
The strength of our results is rooted in the weak assumptions we place on the measure
µ in order to arrive at a ratio asymptotic result. Many ratio asymptotic results arise as a
consequence of Szego˝ asymptotics (see [15, 22]), which is a stronger conclusion than ratio
asymptotics and hence requires stronger hypotheses on the measure. In [13], Saff places
bounds on |pn/pn−1| for arbitrary compactly supported measures using methods similar to
ours. The results in [5] concern orthogonal polynomials on the real line and are in the same
spirit as our Theorem 2.2, though Theorem 2.2 is much more general.
In addition to studying ratio asymptotics for consecutive orthonormal polynomials, we
will also consider ratios of orthonormal polynomials corresponding to different but related
measures. In particular, we will study the Uvarov transform, which is obtained by adding a
4point mass to the measure µ:
µx = µ+ tδx, t > 0 ;
and the Christoffel Transform, which is obtained by multiplying µ by the square modulus of
a monomial:
dνx(z) = |z − x|2dµ(z).
In both cases, we show that the asymptotic behavior of the orthonormal polynomials outside
of ch(µ) is unchanged provided the pure point (for the Uvarov Transform) or the zero of the
monomial (for the Christoffel Transform) satisfies the condition
lim
n→∞
|pn(x;µ)|2∑n−1
j=0 |pj(x;µ)|2
= 0(1.3)
(see (5.2) in Section 5). The condition of regularity is equivalent to
lim sup
n→∞
|pn(z;µ)|1/n = 1
for every z in the outer boundary of the support of µ, except perhaps on a set of capacity
0 (see Theorem 3.1.1 in [21]). Therefore, condition (1.3) - when applied to a point x in the
outer boundary of supp(µ) - qualitatively tells us that x is not a point at which |pn(x;µ)|
grows exponentially (see also Theorem 1.3 in [4]).
After proving the key fact about ratios of polynomials in the next section, we will apply
it in the case when the orthonormal polynomials correspond to a measure supported on the
closed unit disk in Section 3. We also include a brief digression where we show that if µ is
any regular measure on D then there is a subsequence N ⊆ N of asymptotic density 1 so
that the probability measures {|pn(z;µ)|2dµ(z)}n≥0 converge weakly to normalized arc-length
measure on the unit circle as n → ∞ through N . In Section 4, we will apply the results of
Section 2 to orthonormal polynomials whose measure of orthogonality has a more general
support. The main theorem in Section 4 is analogous to results in Section 3, but requires
a small sacrifice in the strength of the conclusion due to the added generality. Finally, in
Section 5, we will apply the results of Section 2 to prove our stability results concerning
orthonormal polynomials when the measure is perturbed in specific ways. The foundation
for all that follows is Theorem 2.2 in the next section.
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2. The Key Fact
In this section, we will prove the crucial property mentioned in the introduction, which
we will apply in later sections. Before we prove our main result of this section, we make the
following simple calculation:
5Lemma 2.1. Let µ be a measure with compact support supp(µ) ⊆ C and suppose z satisfies
z 6∈ ch(µ). There is a constant Az > 0 so that∣∣∣∣∫
C
|pn(w;µ)|2
z − w dµ(w)
∣∣∣∣ > Az
for every n ∈ N. Furthermore, the constant Az may be bounded uniformly from below on any
compact subset of C \ ch(µ).
Proof. Since z 6∈ ch(µ), we can find a θ ∈ R so that minw∈ch(µ) Re[eiθz−eiθw] = dist(z, ch(µ)).
Therefore
Re
[
e−iθ
∫
C
|pn(w;µ)|2
z − w dµ(w)
]
=
∫
C
|pn(w;µ)|2
|z − w|2 Re[e
−iθz¯ − e−iθw]dµ(w)
≥ dist(z, ch(µ))
supw∈supp(µ) |z − w|2
as desired. The uniformity in Az is now obvious. 
Lemma 2.1 assures us that the integral on the left hand side of (1.1) is non-zero when
z 6∈ ch(µ), for if it were zero then the right hand side of (1.1) would also vanish for every
choice of Q and we have just shown that it cannot vanish for Q = pn(z;µ). Therefore,
the division step in the derivation of (1.2) is justified whenever z 6∈ ch(µ). Furthermore,
we have demonstrated that the denominator on the right hand side in (1.2) is non-zero for
appropriate z.
The following theorem will be used heavily for the applications in the remainder of this
paper. It tells us that the behavior of the orthonormal polynomials when |z| is large is
determined only by its normalization and its leading coefficient.
Theorem 2.2. Suppose µ is a (finite) and compactly supported measure on C. For each
n ∈ N, choose a polynomial Qn of degree exactly n and leading coefficient τn so that the
following properties hold:
i. limn→∞ ‖Qn‖L2(µ) = 1,
ii. limn→∞ τn/κn = 1.
Then
lim
n→∞
Qn(z)
pn(z;µ)
= 1(2.1)
for all z 6∈ ch(µ). Furthermore, the convergence is uniform on compact subsets of C \ ch(µ).
Remark 1. The proof will show that we get the same conclusion if we only define Qn for n
in some subsequence and then send n→∞ through that subsequence.
Remark 2. By evaluating Qn(·)/pn(·;µ) at infinity, we see that the second condition in
Theorem 2.2 is necessary for (2.1) to hold. Additionally, since κ−1n = ‖Φn(·;µ)‖L2(µ), the
6second condition and the extremal property imply
lim inf
n→∞
‖Qn‖L2(µ) ≥ lim inf
n→∞
τn‖Φn(·;µ)‖L2(µ) = 1,
so the first condition of Theorem 2.2 is really a statement about the lim sup.
Remark 3. We will show by means of an example in Section 5.2 that we cannot extend the
conclusion of Theorem 2.2 to include the boundary of Pch(µ). However, we will be able
to say something about what happens at points z that are outside Pch(µ), but inside the
convex hull of the support of µ (see the end of Section 3).
Proof. Fix z 6∈ ch(µ). By (1.2), we have
Qn(z)
pn(z;µ)
=
∫
C
pn(w;µ)Qn(w)
z−w dµ(w)∫
C
|pn(w;µ)|2
z−w dµ(w)
=
∫
C
|pn(w;µ)|2
z−w dµ(w) +
∫
C
pn(w;µ)(Qn(w)−pn(w;µ))
z−w dµ(w)∫
C
|pn(w;µ)|2
z−w dµ(w)
.(2.2)
By Lemma 2.1, the denominator and the matching term in the numerator in (2.2) stay away
from 0, so we need only show the second term in the numerator goes to 0 as n → ∞. For
this, we apply the Schwarz inequality to see that∣∣∣∣∣
∫
C
pn(w;µ)(Qn(w)− pn(w;µ))
z − w dµ(w)
∣∣∣∣∣
2
≤ ‖Qn(w)− pn(w;µ)‖
2
L2(µ)
infw∈ch(µ) |z − w|2 .(2.3)
The norm can be expanded as
‖pn(·;µ)‖2L2(µ) + ‖Qn‖2L2(µ) − 2Re [〈Qn(w), pn(w;µ)〉µ] .
Our first hypothesis on Qn implies that the sum of the first two terms tends to 2 as n→∞.
By the orthogonality relation, we may replace Qn(w) in the inner product by τnκ
−1
n pn(w;µ).
We now apply the second hypothesis on Qn and arrive at (2.1).
To prove the statement concerning uniformity, notice that Lemma 2.1 proves that conver-
gence holds uniformly on compact subsets of C\ch(µ) so by the maximum modulus principle,
we get uniformity on any closed set in C \ ch(µ), even those that include infinity. 
In the remaining sections, we will see how one can apply Theorem 2.2.
3. Application: Measures Supported on the Unit Disk
Now we will present some applications of Theorem 2.2 to measures supported on the closed
unit disk. We will pay special attention to ratio asymptotics of the orthonormal polynomials.
Ratio asymptotics for orthonormal polynomials on the unit circle or an interval have been
studied extensively (see for example [1, 2, 5, 9, 10, 11, 16, 17, 23]). We will focus on regular
measures on the closed unit disk D and restrict ourselves to finding a subsequence along
7which we have the desired behavior. In Section 3.2, we will examine the behavior of the
measures {|pn(z;µ)|2dµ(z)}n≥0 when µ is regular on D.
Before we proceed with the statement and proof of our results, we state the following
technical lemma. We recall that for a set of natural numbers N ⊆ N, we define its asymptotic
density as
lim
n→∞
#{N ∩ {1, 2, . . . , n}}
n
provided this limit exists.
Lemma 3.1. Let N ⊆ N be a subsequence with asymptotic density 1. There exists a subse-
quence N1 ⊆ N also of asymptotic density 1 so that if ` ∈ Z is fixed then every sufficiently
large m ∈ N1 can be written as q + ` for some q ∈ N .
Remark. An equivalent condition on N1 in the statement of the lemma is that if ` ∈ Z is
fixed then for all sufficiently large m ∈ N1, the set {m − |`|,m − |`| + 1, . . . ,m + |`|} is
contained in N .
Proof. The idea is to think of the set N \ N as being gaps in the set N and then to widen
the gaps in smart way. More precisely, let M = N \ N and let [n] = {1, 2, . . . , n}. If k ∈ N
is fixed, then by definition of asymptotic density, one has
lim
n→∞
k|M ∩ [n]|
n
= 0,
where |X| denotes the cardinality of the set X. Therefore, by a standard argument, we can
find a sequence of natural numbers {kn}∞n=1, which is non-decreasing and is unbounded so
that
lim
n→∞
kn|M ∩ [n]|
n
= 0
For every m ∈M, let Um = {m− (km − 1), . . . ,m, . . . ,m+ km − 1} and define
M˜ =
⋃
m∈M
Um.
Then
lim sup
n→∞
|M˜ ∩ [n]|
n
≤ lim sup
n→∞
2kn|M ∩ [n]|
n
= 0,
so N \ M˜ has density 1. Define N1 = N \ M˜and let ` ∈ Z be fixed. Clearly M˜ is divided
into blocks so that the first and last |`| elements of any sufficiently large block are not inM.
In other words, if we shift every block of N1 to the left or right by |`|, all but finitely many
blocks land in N , which is the desired conclusion. 
Lemma 3.1 easily allows us to establish two relevant results for measures supported on the
real line. The first of these involves ratio asymptotics and can be stated as follows:
8Theorem 3.2. Let µ be a measure supported on some compact subset of the real line. Assume
further that µ is regular and has essential support equal to [−2, 2]. Define ϕ(w) = 1
2
(w +√
w2 − 4), which is the conformal map from the complement of [−2, 2] to the exterior of the
closed unit disk. There exists a subsequence N ⊆ N of asymptotic density 1 so that
lim
n→∞
n∈N
ϕ(z)pn−1(z;µ)
pn(z;µ)
= 1(3.1)
for all z 6∈ supp(µ).
The second result concerns the weak limits of the measures {|pn(z;µ)|2dµ(z)}n∈N. It can
be stated as follows:
Theorem 3.3. Let µ be a measure supported on some compact subset of the real line. Assume
further that µ is regular and has essential support equal to [−2, 2]. There exists a subsequence
N ⊆ N of asymptotic density 1 so that
w- lim
n→∞
n∈N
|pn(x;µ)|2dµ(x) = dω(x)(3.2)
where ω is the equilibrium measure for the interval [−2, 2].
We will prove both results simultaneously.
Proofs. Let {an, bn}n∈N be the recursion coefficients for the orthonormal polynomials and
the measure µ, that is
xpn(x;µ) = an+1pn+1(x;µ) + bn+1pn(x;µ) + anpn−1(x;µ).
Since µ is regular, then by Theorem 1.1 in [20] and Lemma 3.1 above, we may find a
subsequence N ⊆ N of asymptotic density 1 so that for every m ∈ Z, we have
lim
n→∞
n∈N
an+m = 1 , limn→∞
n∈N
bn+m = 0.(3.3)
Theorem 3.2 now follows by mimicking the second proof of Theorem 2.1 in [18]. Similarly,
Theorem 3.3 follows by mimicking proof of Proposition 3.3 in [18].
2
Remark. An inspection of the proof of Proposition 3.3 in [18] and the second proof of
Theorem 2.1 in [18] reveals that we do not actually need regularity to prove Theorems 3.2
and 3.3. We only require boundedness of the recursion coefficients and (3.3). By choosing the
coefficients bn to be identically zero and the coefficients an to be very small on a sufficiently
sparse subsequence, one can construct examples to show that the converse to both results is
false.
As indicated by (3.3), the proofs of Theorems 3.2 and 3.3 depend heavily on the existence
of a recursion relation satisfied by the orthonormal polynomials. Our main goal in this section
is to prove analogs of (3.1) and (3.2) for measures on the closed unit disk; a setting in which
the orthonormal polynomials do not in general satisfy a finite term recursion relation.
93.1. Ratio Asymptotics on the Disk. We begin with a result that is related to the
conjecture in [13]. There, it is conjectured that for a measure µ of a certain form on D, one
has pn(z;µ)/(zpn−1(z;µ)) → 1 for all z in C \ D. As a corollary, one then concludes that
κnκ
−1
n−1 → 1 as n → ∞ (recall κn is the leading coefficient of pn(·;µ)). We will show that
in fact the corollary implies the conjecture. More precisely, we will show that we need only
verify the ratio asymptotic behavior at infinity to deduce it for all of C \ D. This can be
viewed as a unit disk analog of Theorem 1.7.4 in [16].
Theorem 3.4. Let µ be a measure on D and N ⊆ N a subsequence so that
lim
n→∞
n∈N
κnκ
−1
n−1 = 1.(3.4)
Then
lim
n→∞
n∈N
zpn−1(z;µ)
pn(z;µ)
= 1
uniformly on compact subsets of C \ D.
Remark. The condition (3.4) does not imply ∂D ⊆ supp(µ). Indeed there are examples of
measures whose essential support is exactly two points and (3.4) holds with N = 2N + 1
(see Example 1.6.14 in [16]).
Proof. We will apply Theorem 2.2 with Qn = zpn−1(z;µ). We need only verify the first
condition in Theorem 2.2; the other condition is immediate from our hypotheses. The upper
bound
lim sup
n→∞,n∈N
‖Qn‖L2(µ) ≤ 1
is obvious while the lower bound follows from Remark 2 following Theorem 2.2. 
From Theorem 3.4, we deduce the following corollary, which is an analog of (3.1) for
regular measures on the unit disk. It also tells us that if the conjecture in [13] is false, then
it can only fail along a sparse subsequence.
Corollary 3.5. Let µ be a regular measure on D. There exists a subsequence N ⊆ N of
asymptotic density 1 so that
lim
n→∞
n∈N
zpn−1(z;µ)
pn(z;µ)
= 1(3.5)
uniformly on compact subsets of C \ D.
Remark 1. We will generalize this result in the example in Section 4.
Remark 2. In Proposition 3.4 in [13], the author verifies boundedness of the ratio (3.5) under
related hypotheses.
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Proof. To apply Theorem 3.4, we need to verify that κnκ
−1
n−1 → 1 along some subsequence
of asymptotic density 1. If we define γn = κnκ
−1
n−1 then each γn ≥ 1. Regularity implies(∏n
j=1 γj
)1/n
→ 1 so γn tends to 1 along a subsequence of asymptotic density 1 as desired.

Corollary 3.5 cannot be improved to give us convergence as n tends to infinity through all
of N as the following example shows.
Example. Let µ be a probability measure supported on the unit circle. To every such
measure, one can canonically assign a sequence {αn}∞n=0 of complex numbers in the unit
disk by setting αn = −Φn+1(0;µ). Conversely, any such sequence determines a probability
measure µ on ∂D (see Chapter 1 in [16]). This sequence satisfies
‖Φn+1(·;µ)‖2L2(µ)
‖Φn(·;µ)‖2L2(µ)
= 1− |αn|2(3.6)
(see formula (1.5.12) in [16]). Let us define the measure µ by defining
αn =
{
1
2
, if n = 2j for some j ∈ N
0, otherwise.
One can easily see that this measure is regular. However
zp2j(z;µ)
p2j+1(z;µ)
∣∣∣∣
z=∞
=
√
3
2
,
so we can only apply Corollary 3.5 to the subsequence N = N \ {2j + 1 : j ∈ N}.
Now let us turn our attention to measures supported on the unit circle ∂D. In this case,
the polynomials do satisfy a recursion relation and therefore one can actually strengthen the
conclusion of Theorem 2.2.
Theorem 3.6. Let µ be a probability measure supported on the unit circle and let Qn be as
in Theorem 2.2. Then
Qn(·)
pn(·;µ) → 1
in L2(∂D, dθ
2pi
).
Proof. We use the Bernstein-Szego˝ Approximation Theorem (Theorem 1.7.8 in [16]) to cal-
culate ∫ 2pi
0
∣∣∣∣ Qn(eiθ)pn(eiθ;µ)
∣∣∣∣2 dθ2pi =
∫
∂D
|Qn(z)|2 dµ(z)→ 1
by hypothesis. Theorem 2.2 establishes uniform convergence on compact subsets of C \ D
and we have just established convergence of norms so the result follows by Theorem 1 in
[3]. 
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3.2. Weak Asymptotic Measures. Consider now the unit disk analog of (3.2). Lemma
3.1 tells us that if µ is a regular measure on D, then there exists a subsequence M ⊆ N of
asymptotic density 1 so that for every m ∈ Z we have
lim
n→∞
n∈M
κn+mκ
−1
n = 1.
To see this, we let N be the subsequence as in Corollary 3.5 and let M be the subsequence
of N constructed by Lemma 3.1. Then if m > 0, we have
κn+m
κn
=
κn+m
κn+m−1
· κn+m−1
κn+m−2
· · · · · κn+1
κn
.
Since {n, n+ 1, . . . , n+m} ⊆ N whenever n ∈M (for large n), we see that all of the ratios
in the above equality tend to 1 as n→∞ through M. A similar argument works if m < 0.
This observation will allow us to make further conclusions about regular measures sup-
ported on D. More specifically, we will address possible weak limits of the sequence of
probability measures {|pn(z;µ)|2dµ(z)}n∈N. Without the regularity hypothesis, the set of
weak limit points can be hard to control. Indeed, example 8.2.9 in [16] shows that for
measures on ∂D, the set of weak limit points of the sequence {|pn(z;µ)|2dµ(z)}n∈N can
be all probability measures on ∂D. Theorem 9.3.1 in [17] tells us that if µ is supported
on ∂D then |pn(z;µ)|2dµ(z) → dθ2pi weakly if and only if for every k ∈ N fixed we have
Φn(0;µ)Φn+k(0;µ) → 0 as n → ∞ (see also Theorem 9.7.3 in [17]). It is easy to see that
this condition is independent of regularity.
The author and Simon have separate proofs that if µ is regular on ∂D then
1
n+ 1
n∑
j=0
|pj(z;µ)|2dµ(z)→ dθ
2pi
weakly as n → ∞ (see [14, 19]). This suggests convergence along a sequence of density 1
and we will show this is the case. In fact, we will show that if µ is any regular measure on
D then there is a subsequence N ⊆ N of asymptotic density 1 so that
w- lim
n→∞
n∈N
|pn(z;µ)|2dµ(z) = dθ
2pi
.
The first step is to show that the weak limits we are interested in are measures on ∂D. This
is the content of the following lemma.
Lemma 3.7. Let µ be a measure on D, m ∈ N fixed, and N ⊆ N a subsequence so that
lim
n→∞
n∈N
κn+mκ
−1
n = 1.
If K ⊆ D is a compact set then
lim
n→∞
n∈N
∫
K
|pn(z;µ)|2dµ(z) = 0.
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Proof. Let K ⊆ D be a fixed compact set and assume K ⊆ {z : |z| < R < 1}. For
contradiction, let us suppose that there is a subsequence N1 ⊆ N and β > 0 such that∫
K
|Φn(z;µ)|2dµ ≥ β‖Φn(µ)‖2L2(µ)
for all n ∈ N1. Then for these n, we have∫
D\K
|Φn(z;µ)|2dµ ≤ (1− β)‖Φn(µ)‖2L2(µ).
We then use the extremal property to calculate
‖Φn+m(µ)‖2L2(µ) ≤
∫
K
|zmΦn(z;µ)|2dµ+
∫
D\K
|zmΦn(z;µ)|2dµ
≤ R2m
∫
K
|Φn(z;µ)|2dµ+
∫
D\K
|Φn(z;µ)|2dµ
= R2m
∫
K
|Φn(z;µ)|2dµ+R2m
∫
D\K
|Φn(z;µ)|2dµ
+ (1−R2m)
∫
D\K
|Φn(z;µ)|2dµ
≤ R2m‖Φn(µ)‖2L2(µ) + (1−R2m)(1− β)‖Φn(µ)‖2L2(µ)
=
(
1− β(1−R2m)) ‖Φn(µ)‖2L2(µ),
which contradicts our hypothesis when n ∈ N is sufficiently large. 
Now we can prove an analog of (3.2) for regular measures on the closed unit disk.
Theorem 3.8. Let µ be a regular measure on D. There is a subsequence N ⊆ N of asymptotic
density 1 so that
w- lim
n→∞
n∈N
|pn(z;µ)|2dµ(z) = dθ
2pi
.
Proof. As mentioned above, we may begin with a subsequence N ⊆ N of asymptotic density
1 so that for every m ∈ N we have
lim
n→∞
n∈N
κn+mκ
−1
n = 1.
It then follows from Lemma 3.7 that if K ⊆ D is compact, we have
lim
n→∞
n∈N
∫
K
|pn(z;µ)|2dµ(z) = 0.
We conclude that any weak limit of the measures {|pn(z;µ)|2dµ(z)}n∈N is supported on ∂D.
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Let σ be such a weak limit point and Nσ ⊆ N the corresponding subsequence. Then for
every fixed k ∈ N we have (by the extremal property)
κ2nκ
−2
n+k ≤
∫
D
|Φk(z;σ)pn(z;µ)|2dµ(z).(3.7)
As n → ∞ through Nσ, the left hand side of (3.7) tends to 1 while the right hand side
tends to ‖Φk(·;σ)‖2L2(σ). However, clearly ‖Φk(·;σ)‖2L2(σ) ≤ ‖zk‖2L2(σ) = 1, so we must have
‖Φk(·;σ)‖2L2(σ) = 1, which implies (using notation from the earlier example)
αj(σ) = 0, j = 0, 1, 2, . . . , k − 1.
Since k ∈ N was arbitrary, this implies σ is normalized arc-length measure on ∂D as desired.

Finally, we conclude this section by exploring the behavior of the ratio (1.2) when z is
inside the convex hull of the support of µ but outside the polynomial convex hull of the
support of µ. The calculations in the proof of Theorem 2.2 imply that the second term
in the numerator on the right hand side of (2.2) still tends to 0 in this case, so we can
obtain the same conclusion as Theorem 2.2 (without the uniformity) if we can show that
the denominator on the right hand side of (2.2) stays away from zero (perhaps on some
subsequence).
It is clear that if z 6∈ supp(µ) then the sequence{∫
C
|pn(w;µ)|2
z − w dµ(w)
}
n≥0
is bounded uniformly on compact subsets of C \ supp(µ), so Montel’s Theorem implies that
some subsequence converges uniformly on compact subsets to an analytic function h(z). It
is possible that the limiting function h(z) vanishes at a point inside the convex hull of the
support of the measure. For example, let µ be a measure supported on [−2,−1] ∪ [1, 2]
satisfying µ(A) = µ(−A) for all measurable sets A. Since the measure is symmetric about
zero, so are the orthonormal polynomials so we conclude∫
supp(µ)
|pn(w;µ)|2
w
dµ(w) = 0,
i.e. the limiting function h(z) satisfies h(0) = 0.
However, this example tells us how we can look for the zeros of h(z). Indeed, Proposition
2.3 in [19] tells us that if µ is a regular measure, then for any function f that is analytic in
a neighborhood of Pch(µ) we have
lim
n→∞
1
n+ 1
n∑
j=0
∫
C
f(w)|pj(w;µ)|2dµ(w) =
∫
C
f(w)dωµ(w)
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where ωµ is the equilibrium measure for the support of µ (assuming capacity(supp(µ)) > 0;
see Theorem 3.6.1 in [21]). Therefore, if∫
C
1
z − wdωµ(w) 6= 0(3.8)
then we can find a subsequence Nz ⊆ N of positive density such that
inf
n∈Nz
{∣∣∣∣∫
C
|pn(w;µ)|2
z − w dµ(w)
∣∣∣∣} > 0.
We conclude that if µ is regular, capacity(supp(µ)) > 0, the hypotheses of Theorem 2.2 are
satisfied, z 6∈ Pch(µ), and (3.8) holds, then the conclusion (2.1) holds as n tends to infinity
through Nz. As mentioned earlier, we will show later by means of an example that one
cannot in general extend Theorem 2.2 to include the boundary of Pch(µ) (see Section 5.2
below).
4. Application: Measures Supported on Regions
If a measure µ is supported on an arbitrary region G, we cannot prove a result quite as
precise as Theorem 3.2 or Corollary 3.5 using our methods. The main difficulty is that the
conformal maps sending the exterior of D to the exterior of D or the complement of [−2, 2]
have finite Laurent expansions, which simplifies matters computationally. To make up for
this, we will approximate the exterior conformal map with polynomials. The price we will
pay is that we will reach a conclusion about pn/pn−kn for a possibly unbounded sequence
{kn} (but see the example below).
Our proof in this setting will require use of a specific sequence of polynomials called the
Faber polynomials (see [8]), which we will denote by {Fn(z)}n≥0. Given a bounded region
G ⊆ C, let Ω be the unbounded component of C \ G, which is simply connected in the
extended complex plane. Let ϕ denote the conformal map sending Ω to C \ D satisfying
ϕ(∞) = ∞ and ϕ′(∞) > 0. There are three conditions given in [7] that guarantee the
uniform convergence of Fn − ϕn to 0 on Ω as n→∞. Whenever this convergence property
holds (for example if G satisfies any of the three conditions in [7]), we will say G is of class
Γ and write G ∈ Γ. Also note that if G has logarithmic capacity 1 then Fn is a monic
polynomial of degree n for every n ∈ N.
Our result is the following:
Theorem 4.1. Let µ be a measure on the closure of a bounded region G ∈ Γ with logarithmic
capacity 1. Let N ,M ⊆ N be infinite subsequences so that for each j ∈ M, κnκ−1n−j → 1 as
n→∞ through N . Then there exists a non-decreasing and unbounded sequence {kn}n∈N of
elements of M such that
lim
n→∞
n∈N
ϕkn(z)pn−kn(z;µ)
pn(z;µ)
= 1(4.1)
for all z 6∈ ch(µ). Furthermore, the convergence is uniform on compact subsets of C \ ch(µ).
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Proof. We will apply Theorem 2.2 with Qn(z) = Fkn(z)pn−kn(z;µ) for some appropriate
kn ∈ M. First note that our hypotheses imply that if the sequence {kn}n∈N grows slowly
enough then κnκ
−1
n−kn tends to 1 as n → ∞ through N . Therefore, the second condition of
Theorem 2.2 is satisfied by Qn. Remark 2 following Theorem 2.2 puts a lower bound on the
lim inf of the L2(µ)-norm of Qn. To put an upper bound on the lim sup, we see∫
G
|Fkn(z)pn−kn(z;µ)|2dµ(z) ≤ ‖Fkn‖2L∞(G)
for every n ∈ N. Therefore ‖Qn‖L2(µ) ≤ 1 + n where n ≥ 0 tends to 0 as n → ∞ through
N provided {kn}n∈N is unbounded (this is because G ∈ Γ and |ϕ(w)| = 1 for all w ∈ ∂Ω).
By invoking Theorem 2.2, we conclude that
lim
n→∞
n∈N
Fkn(z)pn−kn(z;µ)
pn(z;µ)
= 1(4.2)
for all z 6∈ ch(µ) and the convergence is uniform on compact subsets of C \ ch(µ). Since
Fn − ϕn tends to 0 on Ω as n→∞, (4.2) implies (4.1). 
Although Theorem 4.1 is an analog of Theorem 3.4 for more general supports, proving an
analog of Corollary 3.5 or Theorem 3.2 is more challenging. The difficulty lies in the fact that
it is possible to have ‖Φn(·;µ)‖L2(µ) > ‖Φn−1(µ)‖L2(µ) when the support of the measure is
not the closed unit disk. The following example shows that we can strengthen the conclusion
of Theorem 4.1 to more closely resemble that of Theorem 3.2 if some power of the conformal
map ϕ is a monic polynomial.
Example. Consider the set Em := {z : |zm − 1| ≤ 1} (pictured below for m = 3). In this
Figure 1. The boundary of the set E3.
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case, Fm(z) = z
m − 1 (see Example 3.8 in [8]) so that if µ is a measure supported on Em,
we can write ‖Φn+m(·;µ)‖L2(µ) ≤ ‖Φn(·;µ)‖L2(µ) for all n ∈ N. If µ is regular, then we have
1 = lim
n→∞
(κnκn+1 · · ·κn+m−1)1/n = lim
n→∞
(
κ1 · · ·κm
n−1∏
j=1
κj+mκ
−1
j
)1/n
.
We can now apply the same reasoning as in the proof of Corollary 3.5 to conclude that
there is a subsequence N ⊆ N of asymptotic density 1 so that limn→∞,n∈N κnκ−1n−m = 1.
Furthermore, ‖Fm(z)‖L∞(Em) = 1 so the proof of Theorem 4.1 shows that in fact we have
lim
n→∞
n∈N
Fm(z)pn−m(z;µ)
pn(z;µ)
= lim
n→∞
n∈N
(zm − 1)pn−m(z;µ)
pn(z;µ)
= 1
for all z 6∈ ch(µ). Notice that if we set m = 1 we recover Corollary 3.5. The same calculation
applies in any situation where some power of the conformal map ϕ is a monic polynomial.
5. Application: Stability Under Perturbation.
5.1. The Uvarov Transform. Another application of Theorem 2.2 is to show that the be-
havior of the polynomials {pn(z;µ)}n≥0 is stable under certain perturbations of the measure.
In the following example, we consider the Uvarov Transform of a measure (see [6]), meaning
we add a single point mass to the measure µ.
Example. Let µ be a measure with compact support and x ∈ C. We will show that for any
t > 0 we have
lim
n→∞
pn(z;µ+ tδx)
pn(z;µ)
= 1(5.1)
uniformly on compact subsets of C \ ch(µ) if and only if
lim
n→∞
|pn(x;µ)|2
Kn−1(x, x;µ)
= 0,(5.2)
where Kn(y, z;µ) =
∑n
j=0 pj(y;µ)pj(z;µ). We will apply Theorem 2.2 with Qn = pn(z;µ +
tδx). The proof of Theorem 10.13.3 in [17] applies in this setting also to show that
‖Φn(·;µ+ tδx)‖2L2(µ+tδx)
‖Φn(·;µ)‖2L2(µ)
=
1 + tKn(x, x;µ)
1 + tKn−1(x, x;µ)
(5.3)
= 1 +
|pn(x;µ)|2
Kn−1(x, x;µ)
· t
t+Kn−1(x, x;µ)−1
.
Notice that,
lim
n→∞
t
t+Kn−1(x, x;µ)−1
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always exists and lies in the interval (0, 1]. Therefore, if we assume (5.2) holds then (5.3)
verifies the second condition in Theorem 2.2 for Qn. To verify the first condition, write
Qn = τnΦn(·;µ+ tδx) and notice
‖Φn(·;µ+ tδx)‖2L2(µ+tδx) ≥ ‖Φn(·;µ)‖2L2(µ) + ‖Φn(·;µ+ tδx)‖2L2(tδx).
Dividing through by ‖Φn(·;µ+tδx)‖2L2(µ+tδx) and using our above calculations, we get ‖Qn‖L2(tδx) →
0 as n→∞, which verifies the first condition in Theorem 2.2 and hence proves (5.1).
If (5.2) does not hold, then (5.3) shows that we do not even get the the desired convergence
at infinity so we cannot possibly have (5.1).
Remark 1. The condition (5.2) is discussed further in Theorem 10.13.5 in [17] and also in
[4].
Remark 2. The Uvarov Transform on the unit circle was studied extensively by Wong in
[26].
In fact, the calculations in the above example prove our next result. It shows that if a
measure is perturbed in a way that does not affect the asymptotic behavior of the monic
orthogonal polynomial norms, then it also does not affect the asymptotic behavior of the
orthonormal polynomials outside ch(µ).
Corollary 5.1. Let µ1 and µ2 be two measures with compact support such that
lim
n→∞
‖Φn(·;µ1)‖L2(µ1)
‖Φn(·;µ1 + µ2)‖L2(µ1+µ2)
= 1.
Then
lim
n→∞
pn(z;µ1 + µ2)
pn(z;µ1)
= 1
for all z 6∈ ch(µ1).
5.2. The Christoffel Transform. A second kind of perturbation we will consider is the
Christoffel Transform of a measure (see [6]), where we multiply the measure by the square
modulus of a monomial; that is, we define
dνx(z) = |z − x|2dµ(z).(5.4)
The location of the point x will not be arbitrary; indeed we will have to place a hypothesis
on the point x as in (5.2). We will see later (Corollary 5.4 below) that this forces x to lie in
the convex hull of the support of µ.
For every n ∈ N, we recall the notation Kn(y, z;µ) to mean the reproducing kernel for
polynomials of degree at most n and the measure µ, which is given by
Kn(y, z;µ) =
n∑
j=0
pj(y;µ)pj(z;µ).(5.5)
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A very simple calculation provides us with the following formula (see Proposition 3 in [6]):
Φn(z; ν
x) =
1
z − x
(
Φn+1(z;µ)− Φn+1(x;µ)
Kn(x, x;µ)
Kn(z, x;µ)
)
.(5.6)
We can now prove the following result:
Theorem 5.2. Let µ be a measure with compact support and let νx and µ be related by (5.4)
where x satisfies (5.2). Then
lim
n→∞
(z − x)pn−1(z; νx)
pn(z;µ)
= 1(5.7)
uniformly on compact subsets of C \ ch(µ).
Proof. We wish to apply Theorem 2.2 with Qn(z) = (z − x)pn−1(z; νx). First notice that
‖Qn‖2L2(µ) =
‖(· − x)Φn−1(·; νx)‖2L2(µ)
‖Φn−1(·; νx)‖2L2(νx)
= 1
by definition, which verifies the first condition of Theorem 2.2. By formula (5.6), we calculate
‖Φn−1(·; νx)‖2L2(νx) = ‖(· − x)Φn−1(·; νx)‖2L2(µ)
= ‖Φn(·;µ)‖2L2(µ) +
|Φn(x;µ)|2
Kn−1(x, x;µ)
.
The leading coefficient τn of Qn is just ‖Φn−1(·; νx)‖−1L2(νx) so we have
τn = ‖Φn(·;µ)‖−1L2(µ)(1 + o(1))
as n → ∞ by our assumption (5.2). This verifies the second condition of Theorem 2.2 and
hence the desired conclusion follows. 
Remark. By Theorem 3.6, if the measure µ in Theorem 5.2 is supported on the unit circle,
then in fact we get H2 convergence in (5.7).
Combining Theorem 5.2 with the example in Section 5.1, we deduce the following corollary:
Corollary 5.3. Let µ be a measure with compact support, x ∈ C, and t > 0. If x satisfies
(5.2) then
lim
n→∞
(z − x)pn−1(z; νx)
pn(z;µ+ tδx)
= 1
uniformly on compact subsets of C \ ch(µ).
The following example illustrates Theorem 5.2 and shows that in general we cannot hope
to extend the results of Theorem 2.2 to the boundary of Pch(µ).
Example. Let µ be two-dimensional area measure on the unit disk D so that pn(z;µ) =√
n+1
pi
zn. It is easily seen that in this case, the point 1 satisfies (5.2) so we will consider the
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Christoffel Transform given by ν1. By the example in Section IV.6 in [22] (or equation (5.6)
above), we know that
pn(z; ν
1) =
2√
pi(n+ 1)(n+ 2)(n+ 3)
n∑
k=0
(k + 1)zk(1 + z + z2 + · · ·+ zn−k).
We then see that
(z − 1)pn(z; ν1)
pn+1(z;µ)
=
=
2(z − 1)
zn+1(n+ 2)
√
(n+ 1)(n+ 3)
n∑
k=0
(k + 1)zk(1 + z + z2 + · · ·+ zn−k)
=
2
(n+ 2)
√
(n+ 1)(n+ 3)
(
(n+ 1)(n+ 2)
2
− n+ 1
z
− · · · − 2
zn
− 1
zn+1
)
,
which clearly tends to 1 as n→∞ if |z| > 1, in accordance with Theorem 5.2.
It is clear that
(z − 1)pn−1(z; ν1)
pn(z;µ)
∣∣∣∣
z=1
= 0,
so we cannot in general hope to extend Theorem 2.2 to include convergence on the boundary
of Pch(µ). However, in this example all of the zeros of pn(z;µ) are contained in D so
(z − 1)pn−1(z; ν1)pn(z;µ)−1 is a function in H∞(C \ D) and as such∫ 2pi
0
(eiθ − 1)pn−1(eiθ; ν1)
pn(eiθ;µ)
dθ
2pi
=
(z − 1)pn−1(z; ν1)
pn(z;µ)
∣∣∣∣
z=∞
=
κn−1(ν1)
κn(µ)
→ 1
as n → ∞, which suggests we do have convergence to 1 almost everywhere on ∂D in this
example. A short calculation reveals that this is the case.
Theorem 5.2 also yields the following (see also Theorem 1.3 in [4]):
Corollary 5.4. If x 6∈ ch(µ) then (5.2) fails.
Proof. Since all zeros of pn(·;µ) are contained in ch(µ), we have
(z − x)pn−1(z; νx)
pn(z;µ)
∣∣∣∣
z=x
= 0
for every n ∈ N, which means (5.2) cannot possibly hold for otherwise, by Theorem 5.2 this
expression would have to converge to 1. 
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