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ABSTRACT
Based on an r x s contingency table of frequencies with the assumption
that the two variates generating the table are continuous and bivariate
normal, an estimation method based on the GLS approach is proposed
to estimate the polychoric correlation. It can be shown that the GLS
estimator is asymptotic normal, and hence the standard error can be computed.
On the other hand, the maximum likelihood estimator (MLE), the minimum
chi-square estimator (MCS) and the modified minimum chi-square estimator.
(MMCS) are briefly reviewed and their relationships with the GLS estimator
are examined. It can be shown that any two of them are asymptotic equivalent
to each other. Also it can be shown that the MLE, MCS and MMCS are all
special cases of the GLS with particular weight matrix and minimization
algorithm. Finally, the estimators are illustrated and compared with
Monte Carlo data and real data.
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To a social science researcher, especially in the field of behavioral
science, he may often encounter data recorded as ordinal variables with
only a few scale steps. Examples'of such variables are attitude items,
rating scales, Likert items and the like. Typical cases are the five-point
scale reported on attitude as (1) strongly approve, (2) approve, (3) don't
know, (4) disapprove, (5) strongly disapprove. There are many similar
examples in psychology (Lazarsfeld, 1959: Lord and Novick, 1968),
Biometrics (Finney, 1971) and econometrics (Nerlove and Press, Note 1).
However, the 'answer' reported ('approve' say) may not necessarily reflect
the exact attitude of the individual, for example, the 'answer' reported
may be somewhat between 'approve' and 'don't know' but lean on the 'approve'
side. Hence, it is reasonable to assume that the observed polytomous
variable is the result of coarse-grained measurement of an underlying
continuous variable. A traditional approach to the statistical analysis
of data of this kind is to assign integer values to each category
(for example, '1' for 'strongly approve',..., and '5' for 'strongly
disapprove') and to analyze the data (observed polytomous variables) as
if it were the true outcome of the underlying continuous variable with the
desired distributional properties.
Although the above traditional approach is widely accepted among
the social science researchers, there are instances when this approach
may lead to erroneous results. For example, Olsson (1979) showed that
when the above-mentioned kind of data were skewed, the factor analysis
applied to these data may lead to biased estimates of the factor loadings,
and even more, may lead to incorrect conclusions concerning the number of
factors.
In this thesis, we shall discuss the generalized least square
estimation of correlation coefficients of the two underlying continuous
distributions from the data. We formulate the problem as follows:
We observed two ordinal variables X and Y each classified into r and
s categories respectively as in Table 1. Let the underlying continuous
latent variables of X and Y be U and V respectively. We assume
that the latent variables U and V are bivariate normal with correlation
coefficient p. The relation between the observed polytomous variables
Table 1
and the latent variables are
where are called the thresholds.
We let for convenience. The problem is to
estimate p from the observed frequencies n..'s of each cell in the
table. p estimated in this way is termed polychoric correlation.
In particular, if the dimension of the contingency table is 2 by 2,
the corresponding estimate is called the tetrachoric correlation coefficient.
Let us review some earlier researches in this area. Suppose, we have
the following 2 by 2 table, where P11, P12 P21 and P22 are the
corresponding relative frequencies,
and
Let the underlying continuous latent variables of X and Y be U and V
respectively. Given a point of dichotomy (a, b), the observed and the
latent variables are related by
where
The tetrachoric correlation of X and Y may be obtained by solving
from the following equation.
The method suggested by Pearson (1901) was to expand the right hand side
of (1) into a series expansion in p, the so-called tetrachoric series,
this leads to a polynomial equation in p with a sufficient number of
terms.
The second approach to tackle this problem was introduced by
Tallis (1962)J he suggested estimating the tetrachoric correlation p by
means of maximizing the likelihood function with respect to p, the




The maximum likelihood estimates of can be found by
computing partial derivatives of the logarithmic likelihood function
with respect to the parameters, and the MLE can be found by solving p,
a and b from the resulting equation
The major advantage of this maximum likelihood approach is that the
tetrachoric correlation and the thresholds can be estimated from the
logarithmic likelihood function simultaneously, and also their asymptotic
standard errors can easily be obtained through the inverse of the information
matrix, the expectation of the Hessian matrix (the second order derivative
of the log-likelihood function).
Hamdan (1970) showed that the tetrachoric correlation estimated from
the above two approaches are equivalent, that is, they yielded identical
estimates. This is not surprising, since there are three parameters to
be estimated and the data supplies three independent statistics in the
table, namely, n,,, n. and n,. Thus, the problem is just identified.
The extension from the results of estimating the tetrachoric
correlation to the cases of polytomous variables, and hence to estimating
the polychoric correlation, following the above two lines of approaches
are relatively straight forward. Ritchie-Scott (1918) used a two-step
procedure to develop a coefficient, based on the weighed mean of all
possible tetrachorics (computed for each subsequent point of dichotomy)
and the weights of which were such that the estimate has minimum variance.
After about four decades, Lancaster and Hamdan (1964) introduced, as a
natural generalization of tetrachoric series method, the orthonormal step
functions on the marginal distribution. Hamdan (1968) showed that the
tetrachoric series, as suggested by Pearson, was a special case of the
polychoric series. Later in 1975, Hamdan developed a computer program
for the method.
6Martinson and Hamdan (1971) extended Tallis' maximum likelihood
estimator to a r by s contingency table. They used a maximum likelihood
approach to estimate p given the thresholds, but did not present formula
for asymptotic standard errors. Olsson (1979) later developed a maximum
likelihood methodology to estimating the polychoric correlation and
thresholds simultaneously and also giving the asymptotic standard errors
of the parameters. We shall briefly discuss his ML estimation in later
Chapter
In Chapter two, the generalized least square estimator (GLS) is
proposed and its asymptotic properties are derived. In Chapter three,
the maximum likelihood estimator (MLE), the minimum chi-square estimator
(MCS) and the modified minimum chi-square estimator (MMCS) are reviewed,
and their relationships with the GLS estimator are examined. Chapter four
describes the computational aspect of these estimators. Chapter five
contains some numerical computer studies, based on both real life data
and on Monte Carlo simulation, and their results are summarized.
Chapter 2: GLS estimation in Polvchoric Correlation
The raw data are in the form of a contingency table witl
observed frequencies , s, as in
Table 1.
Let denote the thresholds
as defined in Chapter 1. For convenience, we let
Let the probability of the (i, j) cell in the table be
Then under the assumption
that the underlying continuous variables of the two observed polytomous
variables are jointly distributed as a bivariate normal distribution with
correlation the are
where dudv.
Let 0 be the parameter vector, where
Let N denote the total number of observation.
Let an be n 1 vectors such that
Let be th vector of the discrepancies of the observed
frequencies and the expected frequencies 3
We define the GLS function as follows:
where M is any arbitrary positive definite weight matrix. There are
two natural choices for M.
where is the covariance matrix of the vector
where is any consistent estimator of
Since we can expect the two GLS estimates by method (i) and (ii)
will proceed asymptotically similar results. Hence it suffices to consider
method (i) carefully, and the corresponding results for method (ii) will
be asymptotically the same.
First of all, we have to compute the variance-covariance matrix of
It is easily seen that the vector follows a
multinomial distribution with mean and variance-covariance matrix
with general element
where and
However, we note that the rs rows of W sum to zero, hence, W is
singular. This is not unexpected, since
To tackle this difficulty, we can modify the GLS function to
where is the defined above with the last element deleted, that is,
is a vector and with general element
otherwise
where
In other words, the dimension of the vector and the matrix are
decreased by one. At first sight, this modification may lead to the
losing of information. However, this is not the case. Since the observed
frequency though deleted from the vector does emerge in
the constitution of N. Thus although the two forms of the GLS function
and Q defined above are different, they actually use all the data
involved. In fact, it will be shown later that this GLS function Q is
algebraically the same as the chi-square statistic x2 first suggested
by Pearson (1900).
The GLS estimates of the parameter vector
is defined, as the vector
that minimizes Q. Thus, we need to find an solution of the equation
(1)
Since there do not exist closed form solution for this minimization problem,
some iteration procedure is employed to obtain the solution. To accomplish
it, the first order derivative with respect to 6 and the expectation of
the Hessian matrix are required. It can be shown that (details of which
will be found in the Appendix)





Similar results are obtained for
If we let and denote the univariate normal density and distribution
functions respectively,




Let be denoted by











Let be denoted by
Hence
where
We can see that the expression for is very complicated, and
the implementation of it into a computer program is tedious, though not
impossible. However, these expressions can be avoided if the weight
matrix in the GLS function is replaced by its consistent estimator,
this is just the technique in method (ii) described in the beginning
of this chapter. That is, we replace it.. by its consistent estimato
Thus, if , then
otherwise
where
Before presenting formulas for the asymptotic standard errors of the
estimates, we have to prove the following theorems
Theorem 1:
The GLS estimator, whose weight matrix in the GLS function is the tru
covariance matrix, is consistent.
Proof:
Let be the vector of 'true' frequencies,
NW be the covariance matrix of
be the true value of 0
be the vector of the probability of the (i, j) cell in the
contingency table, as a function of 0.
Since W is positive definite,
absolute minimum of zero at Now, converges stochastically
to and is bounded in a neighbourhood of Consequently,
converges in probability to
uniformly in a neighbourhood o:
Since is continuous at 0, the point
where it has its absolute minimum converges stochastically to
The proof is an adaptation of a proof in Browne (1972).
Theorem 2:
The limiting distribution of the GLS estimator, as in theorem 1, is
multivariate normal with meai and covariance matrix
Proof:
Let hence where 0 is the parameter vector.
Since p follows a multinomial distribution with mean and dispersion
matrix Therefore, is a multinomially distributed
vector having mean 0 and covariance matrix Hence
(see, for example, Gnedenko (1962),
Bishop, Fienberg and Holland (1975)).
Now, the GLS function is
Let be the true value of 0, and the GLS estimator, then
By Taylor expansion about to degree 2,
where lies between and
Thus
where Sinci is consistent, hence
Hence where denotes asymptotical equal, and
Since the second term involves the quadratic form in hence







For the GLS function whose weight matrix is some consistent estimator
of the true covariance matrix, the GLS estimator obtained by minimizing
this GLS function also satisfies theorem 1 and 2 proved above.
From the above theorems, we can easily see that, the asymptotic
standard errors of the GLS estimates can be found bv takine sauare root
of the corresponding diagonal elements of We present the
formulas as follows:
Let and
let s e denote asymptotic standard error estimate of then
17
Chanter 3: Relationshin with other estimators
Besides the GLS estimator of the polychoric correlation coefficient
and the thresholds, there are other estimators that possess the similar
properties as those of the GLS estimator. Namely, they are the maximum
likelihood estimator (ML), the minimum chi-square estimator. (MCS) and
the modified minimum chi-square estimator (MMCS). In the following,
we will describe them briefly.
(1) Maximum Likelihood Estimator (ML)
The likelihood function of the sample is
(see, Olsson, 1979)
where c is a combinatorial constant. Since L is non-negative,
thus maximizing L is equivalent to maximizing log L. Thus
Partial differentiation of 1 with respect to the parameters yield
Using the formulas for




is determined byTHE maximum likelihood estimator of
solving the simultaneous equations
Let
then
[refer to Chapter 2]
where
A large sample estimator of the covariance matrix OML is here ore
where p runsHence the asymptotic standard error of
from
(2) M ni mtim chi-square Estimator (MCS)
The 'chi-square' function of the sample is
19
Partial differentiation of X2 with respect to the parameters are
Similarly, we have
is determined by solving theThe minimum chi-square estimator,
system of equations simultaneously.
[The formulae for standard errors
do not seem to appear in the text.]
There do not exist closed form solution tor the above equations.
Hence, iteration method, as Newton-Raphson method, is employed.
(3) Modified Minimum chi-square Estimator (MMCS)
The 'modified chi-square' function as defined by Neyman (1949) is
20
Differentiating X2M with respect to the parameters yields
Similarly, we have
The modified minimum chi-square estimator (MMCS) is determined by equating
the gradient to zero, i.e. we are led to solve
Also, the above equations can be solved by Newton-Raphson method.
Neyman (1949) showed that the above three estimators are both best
asymptotic normal (BAN).
A question may naturally be asked, is there any resat ions rlip among
MLE' MCS' MMCS' and GLS? The answer is positive. In the
followinz, we will see how they are inter-related.
Theorem 1:
The MCS estimate and the ML estimate are asvmntotir
equivalent, i.e. converges to zero in probability.
Proof:
Let L(0) be the likelihood function, treated as a function of the
parameters, then maximizing L(0) is equivalent to maximizing tl
log-likelihood function 1(0), where
Therefore its gradient is
Since can be written as
Let vectors, such that when
we have
and
In the following, we write ri as n and jt as u when it is clear that
n or tt is a vector or a scalar from the context. Then we can write




Therefore with the above notations
Also
Let be the 'minimum chi-square' function, then minimizing
is equivalent to minimizing
With the above notations, can be written as
Thus
Since as N is sufficiently large, the second term in g(Q) converges
to zero quickly, hence it can be neglected and
23




both converge in distribution to aandTherefore ti
multivariate normal.
Also
By Taylor expansion to the second degree
Therefore
andandwhere 0* lies between
Next
Therefor







i.e. anc are asymptotic equivalent.
Theorem 2:
The MMCS estimate is asymptotic equivalent to
i.e.
The proof of theorem 2 is similar to that of theorem 2 when we note that
the 'modified minimum chi-square' function
can be written as (with the above notations)
where is a rs x rs diagonal matrix with i diagonal elemenl
where
where
which is similar to th function.
Hence the proof of theorem 2 is omitted here
Corollary:
The MCS estimate. 0, and the MMCS estimatei 1L 0,nfnn are asymptoticmmcs J 1
equivalents i.e.
As a next step, we have to prove the following theorem concerning the
equivalence of 3mcs and i. Once this is accomplished, we canVjtLJO
conclude that the four estimators are asymptotic equivalent to each other.
Before presenting this, we prove a lemma concerning the inverse of the
covariance matrix of multinomial distribution.
Lemma 1:
Let£ be a matrix and
where D Diag
and is a matrix with all its elements equal to 1
Also, define
then
Note that y. is actually the covariance matrix of
where follow a multinomial distribution with
probability 3 of sample size n. For illustration, let
follow a trinomial distribution, then
where
which is of the form







Multiply both sides by D, we have
Hence
Thus Q. E. D.
Theorem 3:











Since the GLS function and the MCS function are identically equal, so are
0GLS and 0MCS. Also they share the same properties, namely, 0GLS is
BAN. Summarizing, the four estimators 0MLE eGLS 0MCS and 0MMCS
nrA aor„al1v the same thing when the sample size is sufficiently large.
Chanter 4: Commitational Afinp.rf nf the ahnvp p«t-imafnrq
The GLS estimates are determined, by solving the equatior
where is the GLS function. In general, there do not exist closed
form solutions for the above equation, so that some iteration method has
to be employed. In this thesis, the Gauss-Newton (GN) algorithm will be
used. The basic step of the algorithm is defined by
where is the gradient vector of and is any
appropriate positive definite matrix that approximate the Hessian matrix
o J Now suppose W is the weight matrix of the GLS function,
then by the results in the preceding chapter, we have
and
Hence we tak in to be 1 The above formulae are
implemented into the GN algorithm. This procedures are iterated until
is sufficiently small and follows.
Also from theorem 2 of Chapter 2, the standard error of
can be computed from the square root of the diagonal elements
in
In ChaDter 2, we disclosed that the weight matrix of the GLS function
can be chosen as some consistent estimator of W. The most obvious
choice for this estimator, call it W,, is the sample estimates of W,
i.e.
Clearly, the gradient vector and information matrix for this function
are
and
respectively, as is a constant matrix in this case. The minimum
of is determined using GN algorithm and the standard errors of
the estimates, similar to that of the , are obtained from the square
r
root of the diagonal elements in
It is interesting that the above estimator is actually , as
the following computation shows:




By the lemma in the preceding chapter,
By a similar argument as that of theorem 3, we have
Therefore the above estimator is exactly 0MMCS
The above descriptions are based on
i.e. the dimension of x is (p- 1) x 1 and that of the weignt
matrx is (p-1) x (p- 1). Coming to MCS, we consider
then the MCS function can be written in the torm of a GLS type function,
namely
where is a diagonal ) matrix whose i diagonal element is
where The respective gradient vector and
information matrix o: , in the context of x and W0
are
and
Then the usual GN algorithm can be applied to obtain
Next the MMCS function ran be written n.n
and
and
The respective gradient vector and information matrix of are
and
Once again, GN algorithm can be employed to determine
In the following, we shall show that the ML estimate can be obtaine
computationally through an iteratively reweighted least square (IRLS)
approach as well. IRLS approach applied to ML estimation has already
proved useful in solving many important practical problems as in a general
exponential family (Jennrich Moore; .1979), in general linear models
(Nelder and Wedderburn; 1972), and in structural equation models (Lee
Jennrich; 1979 and Lee, 1979). Green (1984) also gave an very good review
on this topic.





where D is a diagonal matrix with the .' s as its diagonal
elements. 1(0) and 1(0) are the gradient vector and information
matrix of 1(0) respectively. Now consider the following GLS type function,
where the weight matrix M is a diagonal matrix with diagonal elements
iteratively set equal to the update estimate tt.. 1 s. Also
Further in the GN algorithm:
Now suppose
defined above change with x from iteration to iteration. We have
Thus the scoring algorithm is simply an iteratively reweighted GN algorithm
in an appropriate GLS mode used for ML estimation.
Summarizing, suppose the GLS function is
where M is any p x p positive definite weight matrix. When we choose
M= above, we have the MCS function. Since MCS is identically equal
to GLS (with weight matrix the covariance matrix of x), the minimization
of this particular Q (0) leads to 0Mrc or ®rTc• oter hand,
when we choose M= W defined above, we have the MMCS function, and
the may be determined. Finally, when we choose M= W, and
apply the iteratively reweighted least square algorithm, the 0 can
be obtained. In conclusion, the three estimators 0Mrs= 0qls'
6 and 0 can all be obtained through the GLS function with
particular weight matrix and particular algorithm.
36
Chapter 5: Some Numerical Results
The formulae in the preceding chapter have been implemented into
three separate computer programs written in FORTRAN IV with double precision
to obtain the GLS estimates. The computer programs are as follows:
(i) The weight matrix of the GLS function is W1 (as in the preceding
chapter) and the GN algorithm is employed to minimize the function.
This gives the MCS estimate.
(ii) The weight matrix of the GLS function is W3, and the GN algorithm
Pmloved to obtain the estimate. This gives the MMCS estimate.
(iii) The weight matrix of the GLS function is W1 as in (i) but is
iteratively reweighted with updated parameter values. This gives
the IRLS (which is the ML estimate).
The programs read in a two-way contingency table (or, the raw data
from which the table is prepared) and the starting values for the parameters.
The starting values for p may be the sample correlation and that for
the thresholds may be the cumulative marginal proportions of the
contingency table. (In fact, the GN algorithm is robust to the starting
values since G(0) is positive definite). The outputs consist of the
final parameter estimates, the variance covariance matrix of these estimates,
the function values and the root mean squares of the gradient vector at
each iteration (particular at the minimum). The latter can be used to
rhPrkhe minimality of the estimates.
The performances of the MMCS, MCS and IRLS methods were roughly
compared by the following study. The data were chosen according to a
factorial design with the following parameters. The true polychoric
37
correlation p were chosen at p= 0.2, p= 0.5 and p= 0.8
the dimension of the table was r= 3 by s= 5. The thresholds
were selected so that distribution of X and Y are (i) skewed at
opposite side (ii) both skewed to right. Finally, the sample size
of each contingency table were taken as N= 100 and N= 200
For each combination of the above Monte Carlo parameters, 50 tables were
simulated and 50 GLS estimates are obtained and analysed using the three
methods. The method of simulation is briefly described as follows:
Firstly, two random variables of uniform distribution were generated
and were transformed to two normal variates X* and Y% by Box-Muller
transformation. Then the random vector (X, Y)' which was jointly
normal with the specified p was obtained by
N random vectors (X, Y)' were generated, and they were classified
according to the thresholds. The MCS, NNCS and IRLS estimates were
nhtnine for each table and they were compared.
The accuracy of the estimates can be studied by the root mean
Bquared error
where 6. is the true value of the parameter ana u. is the CUrre5pUllulllg
estimates for the ith simulation. For the RMS corresponding to the polychoric
correlation, 6. is taken as the Pearson product moment correlation
38
coefficient obtained from the N generated bivariate normal random
observations. The results are reported in Table 1 and 2. We observe
that the both skewed to the right situation is very similar to the
situation of skewed at. opposite direction. Also the performance of MCS
is very similar to that of IRLS. In estimating the polychoric correlation,
the performance of MMCS is comparable to that of MCS and IRLS methods.
However, the MMCS method is inferior for estimating the thresholds.
Finally, we note that, in general, increasing the sample size or increasing
p decrease the RMS.
As a complement to the Monte Carlo studies, some real life data
were analysed with each of the three methods. The data were in Tallis




The sample size is N= 227. The three estimates as in (1), vii)
and (iii) were obtained using the starting values as in Tallis (1962):
p= 0.15, a1= -0.2397, a2= 1.5779, Q1= -0.0276 and Q2= 1.1369
The programs converge nicely in all cases, the root mean squares of the
gradient vector approaches zero, and the function values converge to the
minimum values. Summaries about the convergence of the algorithms are
presented in Table 3. The results do support the conclusions arrived
earlier, that the difference between the methods are quite small.
Computationally, it seems that IRLS is the most efficient algorithm.
39
These three GLS estimates are presented in Table 4 with their standard
error estimates. To check the relation between the IRLS algorithm and
the ML estimation, a scoring algorithm for minimizing L(@) has also
been implemented to give the ML estimates. We found that the ML estimates
are exactly equal to the IRLS estimates. From Table 4 we see that MCS and
IRLS estimates are very close to each other whereas the MMCS estimates
are a little bit different.
40
Chapter 6: Concluding Remarks
It seems a matter of interest to choose among the 3 estimators
(MCS, MMCS, IRLS). However, the results in the preceding section do
support that the difference among them is small, hence the criterion of
choosing mainly depends on the computer time used, the convenience and
the simplicity of the method. Although the GLS estimator involved the
most computer time, about 1.25 times of that for MLE, however, the
compactness of the formulae in GLS and the fact that GLS based more.on
intuition (minimization of the errors as compared to the more delicate
maximization of the likelihood function) seem to compensate for the loss
in computer time.
One problem deserves notice is that the MMCS method needs modification
when there exists some null cell in the table. Since, in this case, there
will be a row and a column of zero in the weight matrix. However, this
problem is tackled simply by deleting the row and column in the weight
matrix corresponding to the zero cell. This technique is similar to that
of MLE.
Another problem concerns the robustness of the methods. The assumptions
of the normality of the underlying latent variables seem to be seldom met
in practice. Hence it seems worthwhile to examine to what degree of
departures from the assumptions of normality has any effect on the
correlation estimates.
Finally, the methods described above may be extended to account for
a 3-dimensional table. There has already been some literature on MLE
estimation at present. Also, the GLS estimation of which is possible and
the asymptotic normality of this GLS estimator is expected. However the
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Root mean squared errors of the estimates
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Convergence summary of the algorithms
Function value RMS(Q(6))
Mc s MMCSmcs NNCS I RLSIRLSIteration














Estimates and the standard error estimates* of Tallis data.
IRLSMCSMMC SParameters
0.419 (0.076)0.417 (0.076)0.377 (0.089)P
-0.242 (0.084)-0.258 (0.084)a2 -0.228 (0.083)
1.594 (0.135)a3 1.519 (0.129)1.824 (0.159)
-0.030 (0.083)0.052 (0.083)0.020 (0.081)B2
1.133 (0.106)1.073 (0.103)1.309 (0.114)B3
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