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Abstract
We propose “Areas of Attention”, a novel attention-
based model for automatic image captioning. Our approach
models the dependencies between image regions, caption
words, and the state of an RNN language model, using three
pairwise interactions. In contrast to previous attention-
based approaches that associate image regions only to the
RNN state, our method allows a direct association between
caption words and image regions. During training these
associations are inferred from image-level captions, akin to
weakly-supervised object detector training. These associ-
ations help to improve captioning by localizing the corre-
sponding regions during testing. We also propose and com-
pare different ways of generating attention areas: CNN ac-
tivation grids, object proposals, and spatial transformers
nets applied in a convolutional fashion. Spatial transform-
ers give the best results. They allow for image specific at-
tention areas, and can be trained jointly with the rest of the
network. Our attention mechanism and spatial transformer
attention areas together yield state-of-the-art results on the
MSCOCO dataset.
1. Introduction
Image captioning, i.e . automatically generating natural
language image descriptions, is useful for the visually im-
paired, and for natural language based image search. It
is significantly more challenging than classic vision tasks
such as object recognition and image classification for two
reasons. First, the structured output space of well formed
natural language sentences is significantly more challeng-
ing to predict over than just a set of class labels. Second,
this complex output space allows a finer interpretation of
the visual scene, and therefore also requires a more detailed
visual analysis of the scene to do well at this task. Fig-
ure 1(top) gives an example of a typical image description
that not only refers to objects in the scene, but also the scene
A man is flying a kite on a sandy beach.
activation grid object proposals spatial transformer
Figure 1. We propose an attention mechanism that jointly predicts
the next caption word and the corresponding region at each time-
step given the RNN state (top). Besides implementing our model
using attention areas defined over CNN activation grids or object
proposals, as used in previous work, we also present a end-to-end
trainable convolutional spatial transformer approach to compute
image specific attention areas (bottom).
type or location, object properties, and their interactions.
Neural encoder-decoder based approaches, similar to
those used in machine translation [30], have been found
very effective for this task, see e.g . [19, 23, 32]. These
methods use a convolutional neural network (CNN) to en-
code the input image into a compact representation. A re-
current neural network (RNN) is used to decode this repre-
sentation word-by-word into a natural language description
of the image. While effective, these models are limited in
that the image analysis is (i) static, i.e . does not change over
time as the description is produced, and (ii) not spatially lo-
calized, i.e . describes the scene as a whole instead of fo-
cousing on local aspects relevant to parts of the description.
Attention mechanisms can address these limitations by dy-
namically focusing on different parts of the input as the out-
put sequence is generated. Such mechanisms are effective
for a variety of sequential prediction tasks, including ma-
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chine translation [1], speech recognition [4], image synthe-
sis [11], and image captioning [34]. For some tasks the def-
inition of parts of the input to attend to are clear and limited
in number: for example the individual words in the source
sentence for machine translation. For other tasks with com-
plex inputs, such as image captioning, the notion of parts is
less clear. In this work we propose a novel attention model
and three different ways to select parts of the image, or areas
of attention, for the automatic generation of image captions.
The first contribution of our work is a new attention
mechanism that models the interplay between the RNN
state, image region descriptors, and word embedding vec-
tors by means of three pairwise interactions. Previous atten-
tion approaches model either only the interaction between
image regions and RNN state [15, 34], or the interaction
between regions and words but with an external represen-
tation that is learned off-line, e.g . pre-trained object detec-
tors [9, 33, 38]. In contrast, our attention representation ex-
plicitly considers, in a single end-to-end trainable system,
the direct interaction among caption words, image regions
and RNN state. At each time-step, our model jointly pre-
dicts the next caption word and the associated image re-
gion. Similar to weakly-supervised object localization, the
associations between image regions and words are inferred
during training from image-level captions. Our experimen-
tal results show that our three pair-wise interactions clearly
improve the attention focus and the quality of the generated
sentences.
Our second contribution is to integrate a localization sub-
network in our model —similar to spatial transformer net-
works [14], but applied in a convolutional fashion— that
regresses a set of attention areas from the image content.
Earlier attention-based image captioning models used the
positions in the activation grid of a CNN layer as attention
areas, see e.g . [34]; such regions are not adaptive to the im-
age content. Others have used object proposals as attention
regions, see e.g . [15], in which case the regions are obtained
by an external mechanism, such as Edge boxes [39], that is
not trained jointly with the rest of the captioning system.
Our third contribution is a systematic experimental study
of the effectiveness of these three different areas of attention
using a common attention model, see Figure 1(bottom). To
the best of our knowledge we are the first to present such a
comparison. Our experimental results show that the use of
image-specific areas of attention is important for improved
sentence generation. In particular, our spatial-transformer
based approach is a good choice: it outperforms the other
approaches, while using fewer regions and not requiring
an external proposal mechanism. Using our proposed at-
tention mechanism and the spatial transformer attention ar-
eas together we obtain state-of-the-art performance on the
MSCOCO dataset.
2. Related work
Image captioning with encoder-decoder models has re-
cently been extensively studied, see e.g . [2, 8, 17, 19, 23,
25, 32, 34, 35]. In its basic form a CNN processes the in-
put image to encode it into a vectorial representation, which
is used as the initial input for an RNN. Given the previous
word, the RNN sequentially predicts the next word in the
caption without the need to restrict the temporal dependence
to a fixed order, as in approaches based on n-grams. The
CNN image representation can be entered into the RNN in
different manners. While some authors [17, 32] use it only
to compute the initial state of the RNN, others enter it in
each RNN iteration [8, 23].
Xu et al . [34] were the first to propose an attention-based
approach for image captioning, in which the RNN state up-
date includes the visual representation of an image region.
Which image region is attended to is determined based on
the previous state of the RNN. They propose a “soft” variant
in which a convex combination of different region descrip-
tors is used, and a “hard” variant in which a single region is
selected. The latter is found to perform slightly better, but is
more complex to train due to a non-differentiable sampling
operator in the state update. In thier approach the positions
in the activation grid of a convolutional CNN layer is the
loci of attention. Each position is described with the corre-
sponding activation column across the layer’s channels.
Several works build upon the approach of Xu et al . [34].
You et al . [38] learn a set of attribute detectors, similar to
Fang et al . [9], for each word of their vocabulary. These
detectors are applied to an image, and the strongest ob-
ject detections are used as regions for an attention mech-
anism similar to that of Xu et al . [34]. In their work the
detectors are learned prior and independently from the lan-
guage model. Wu et al . [33] also learn attribute detectors
but manually merge word tenses (walking, walks) and plu-
ral/singulars (dog, dogs) to reduce the set of attributes. Jin
et al . [15] explore the use of selective search object propos-
als [31] as regions of attention. They resize the regions to
a fixed size and use the VGG16 [29] penultimate layer to
characterize them. Yang et al . [35] improve the attention
based encoder-decoder model by adding a reviewer mod-
ule that improves the representation passed to the decoder.
They show improved results for various tasks, including im-
age captioning. Yao et al . [36] use a temporal version of the
same mechanism to adaptively aggregate visual representa-
tions across video frames per word for video captioning.
Yeung et al . [37] use a similar temporal attention model for
temporal action localization.
Visual grounding of natural language expressions is a re-
lated problem [17, 27], which can be seen as an extension of
weakly supervised object localization [3, 6, 28]. The goal is
to localize objects referred to by natural language descrip-
tions, while only using image-level supervision. Since the
goal in visual grounding and weakly supervised localiza-
tion is precise localization, methods typically rely on object
proposal regions which are specifically designed to align
well with object boundaries [31, 39]. Instead of localiz-
ing a given textual description, our approach uses image-
level supervision to infer a latent correspondence between
the words in the caption and image regions.
Object proposal methods were designed to focus compu-
tation of object detectors on a selective set of image regions
likely to contain objects. Recent state-of-the-art detec-
tors, however, integrate the object proposal generation and
recognition into a single network. This is computationally
more efficient and leads to more accurate results [22, 26].
Johnson et al . [16] use similar ideas for the task of local-
ized image captioning, which predicts semantically relevant
image regions together with their descriptions. In each re-
gion, they generate descriptions with a basic non-attentive
image captioning model similar to the one used by Vinyals
et al . [32]. They train their model from a set of bounding-
boxes with corresponding captions per image. In our work
we do not exploit any bounding-box level supervision, we
instead infer the latent associations between caption words
and image regions. We propose a convolutional variant of
the spatial transformer network of Jaderberg et al . [14], to
place the attention areas in an image-adaptive manner. This
module is trained in an integrated end-to-end manner with
the rest of our captioning model.
Compared to previous attention models [15, 34, 35, 38],
our attention mechanism, consisting of a single interaction
layer, is less complex yet improves performance. Our ap-
proach models a joint distribution over image regions and
caption words, generalizing weakly supervised localization
methods and RNN language models. It includes a region-
word interaction found in weakly supervised localization,
as well as a word-state interaction found in RNN language
models. In addition, our model includes a region-state in-
teraction which forms a dynamic appearance-based salience
mechanism. Our model naturally handles different types of
attention regions (fixed grid, object proposals, and spatial
transformers), and is applicable to all tasks where attention
can model joint distributions between parts of the input data
and output symbols. To the best of our knowledge, we pro-
pose the first trainable image-adaptive method to define at-
tention regions, and present the first systematic comparison
among different region types for attention-based image cap-
tioning in a single model.
3. Attention in encoder-decoder captioning
In Section 3.1 we describe our baseline encoder-decoder
model. We extend this baseline in Section 3.2 with our at-
tention mechanism in a way that abstracts away from the
underlying region types. In Section 3.3 we show how we
integrate regions based on CNN activation grids, object pro-
posals, and spatial transformers networks in our model.
3.1. Baseline CNN-RNN encoder-decoder model
Our baseline encoder-decoder model uses a CNN to en-
code an image I into a vectorial representation φ(I) ∈ IRdI ,
which is extracted from a fully connected layer of the CNN.
The image encoding φ(I) is used to initialize the state of an
RNN language model. Let ht denote the RNN state vector
at time t, then h0 = θhiφ(I), where θhi ∈ IRdh×dI linearly
maps φ(I) to the RNN state space of dimension dh.
The distribution over wt, the word at time t, is given by
a logistic regression model over the RNN state vector,
p(wt|ht) ∝ exp
(
w>t Wθwhht
)
, (1)
where wt ∈ {0, 1}nw is a 1-hot coding over the caption-
ing vocabulary of nw words, W is a matrix which contains
word embedding vectors as rows, and θwh maps the word
embedding space to the RNN state space. For sake of clar-
ity, we omit the dependence on I in Eq. (1) and below.
We use an RNN based on gated recurrent units
(GRU) [5], which are simpler than LSTM units [13], while
we found them to be at least as effective in preliminary ex-
periments. Abstracting away from the GRU internal gating
mechanism (see supplementary material), the state update
function is given by a non-linear deterministic function
ht+1 = g(ht,W
>wt). (2)
The feedback of wt in the state update makes that wt+1 re-
cursively depends on both φ(I) and the entire sequence of
words, w1:t = (w1, . . . , wt), generated so far.
During training we minimize the sum of losses induced
by pairs of images Im with corresponding captions w1:lm ,∑
m
L(Im, w1:lm , θ) = −
∑
m
lm∑
t=1
ln p(wt|ht, θ), (3)
where θ collectively denotes all parameters of the CNN and
RNN component. This amounts to approximate maximum
likelihood estimation, due to local minima in the loss.
Once the model is trained, captions for a new image can
be generated by sequentially sampling wt ∼ p(wt|ht), and
updating the state ht+1 = g(ht, wt). Since determining the
maximum likelihood sequence is intractable, we resort to
beam search if a single high-scoring caption is required.
3.2. Attention for prediction and feedback
In the baseline model the image is used only to initial-
ize the RNN, assuming that the memory of the recurrent
net is sufficient to retain the relevant information of the
visual scene. We now extend the baseline model with a
mechanism to attend to different image regions as the cap-
tion is generated word-by-word. Inspired by weakly su-
pervised object localization methods, we score region-word
CNN
φ(I)
RNN
h
θrh θwh θwr p(w, r) w
v
Figure 2. In our attention-based model the conditional joint distribution, p(w, r|h), over words and regions given the current state h is used
to generate a word and to pool region descriptors in a convex combination. Both are then fed back to update the state at the next time-step.
pairs and aggregate these scores by marginalization to ob-
tain a predictive distribution over the next word in the cap-
tion. The advantage is that this model allows words to be
associated with specific image region appearances instead
of global image representations, which leads to better gen-
eralization to recognize familiar scene elements in novel
compositions. Importantly, we maintain the word-state in-
teraction in Eq. (1) of the baseline model, to ensure tempo-
ral coherence in the generated word sequence by recursive
conditioning on all previous words. Finally, a region-state
interaction term allows the model to highlight and suppress
image regions based on their appearance and the state, im-
plementing a dynamic salience mechanism. See Figure 2
for a schematic illustration of our model.
We define a joint distribution, p(wt, rt|ht), over words
wt and image regions rt at time t given the RNN state ht.
The marginal distribution over words, p(wt|ht), is used to
predict the next word at every time-step, while the marginal
distribution over regions, p(rt|ht), is used to provide visual
feedback to the RNN state update. Let rt ∈ {0, 1}nr denote
a 1-hot coding of the index of the region attended to among
nr regions at time t. We write the state-conditional joint
distribution on words and regions as
p(wt, rt|ht) ∝ exp s(wt, rt, ht), (4)
s(wt, rt, ht) = w
>
t Wθwhht + w
>
t WθwrR
>rt
+r>t Rθrhht + w
>
t Wθw + r
>
t Rθr, (5)
where R contains the region descriptors in its rows. The
score function s(wt, rt, ht) is composed of three bi-linear
pairwise interactions. The first scores state-word combi-
nations, as in the baseline model. The second scores the
compatibility between words and region appearances, as in
weakly supervised object localization. The third scores re-
gion appearances given the current state, and acts as a dy-
namic salience term. The last two unary terms implement
linear bias terms for words and regions respectively.
Given the RNN state, the next word in the image cap-
tion is predicted using the marginal word distribution,
p(wt|ht) =
∑
rt
p(wt, rt|ht), which replaces Eq. (1) of the
baseline model. The baseline model is recovered forR = 0.
In addition to using the image regions to extend the state-
conditional word prediction model, we also use them to ex-
tend the feedback connections of the RNN state update. We
use a mechanism related to the soft attention model of Xu
et al . [34]. We compute a convex combination of region de-
scriptors which will enter into the state-update. In contrast
to Xu et al ., we derive the region weights from the joint dis-
tribution defined above. In particular, we use the marginal
distribution over regions, p(rt|ht) =
∑
wt
p(wt, rt|ht), to
pool the region descriptors as
vt =
∑
rt
p(rt|ht)r>t R = p>rhR, (6)
where prh ∈ IRnr stacks all region probabilities at time t.
This visual representation is concatenated to the generated
word in the feedback signal of the state update, i.e . we re-
place the update of Eq. (2) of the baseline model with
ht+1 = g(ht, [w
>
t W v
>
t ]
>). (7)
In Section 4, we experimentally assess the importance of the
different pairwise interactions, and the use of the attention
mechanism in the state update.
3.3. Areas of attention
Our attention mechanism presented above is agnostic to
the definition of the attention regions. In this section we de-
scribe how to integrate three types of regions in our model.
Activation grid. For the most basic notion of image re-
gions we follow the approach of Xu et al . [34]. In this case
the regions of attention correspond to the z = x× y spatial
positions in the activation grid of a CNN layer γ(I) with c
channels. The region descriptors in the rows of R ∈ IRz×c
are given by the activations corresponding to each one of
the z locations of the activation grid. In this case, the recep-
tive fields for the regions is the same as all regions have a
fixed shape and size, independent of the image content.
Object proposals. To obtain attention regions that
adapt to the image content, we consider the use of object de-
tection proposals, similar to the approach of Jin et al . [15].
We expect such regions to be more effective since they tend
to focus on scene elements such as (groups of) objects, and
their parts. In particular we use edge-boxes [39], and max-
pool the activations in a CNN layer γ(I) over each object
Localization
Network
Anchor Box
Bilinear 
SamplingA
Activation Grid Activation Grid
Figure 3. For our spatial transformer network attention areas, the
localization network regresses affine transformations for all fea-
ture map positions in a convolutional manner, which are applied
to the anchor boxes that are used to re-sample the feature map.
proposal to obtain a set of fixed-size region descriptors. To
ensure a high-enough resolution of the CNN layer which
allows to pool activations for small proposals, we use a sep-
arate CNN which processes the input image at a higher reso-
lution than the one used for the global image representation
φ(I). This is similar to [10, 12], but we pool to a single cell
instead of using a spatial pyramid. This is more efficient
and did not deteriorate performance, as compared to using
a pyramid. In this case the number of proposals is not lim-
ited by the number of positions in the activation tensor of
the CNN layer that is accessed for the region descriptors.
Spatial transformers. We propose a third type of atten-
tion region that has not been used in existing attention-based
captioning models. It is inspired by recent object detectors
and localized image captioning methods with integrated the
region proposal networks [16, 22, 26]. In contrast to the
latter methods, which rely on bounding-box annotations to
learn the region proposal network, we only use image cap-
tions for training. Therefore, we need a mechanism that al-
lows back-propagation of the gradient of the captioning loss
w.r.t. the region coordinates and the features extracted using
them. To this end we use a bilinear sampling approach as in
[14, 16]. In contrast to the max-pooling we use for propos-
als, it enables differentiation w.r.t. the region coordinates.
Our approach is illustrated in Figure 3. Given an activa-
tion map γ(I), we use a localization network that consists
of two convolutional layers to locally regress an affine trans-
formation A ∈ IR2×3 for each location of the feature map.
With each location of the activation map γ(I) we associate
an “anchor box”, which is centered at that position and cov-
ers 3× 3 activations. The affine transformations, computed
at each location in a convolutional fashion, are applied to the
coordinates of the anchor boxes. Locally a 3 × 3 patch is
bilinearly interpolated from γ(I) over the area of the trans-
formed anchor box. A 3 × 3 filter is then applied to the
locally extracted patches to compute the region descriptor,
which has the same number of dimensions as the activation
tensor γ(I) has channels. If the local transformations leave
the anchor boxes unchanged, then this reduces to the acti-
vation grid approach.
As we have no bounding-box annotations, training the
spatial transformer can get stuck at poor local minima. To
alleviate this issue, we initialize the network with a model
that was trained using activation grids. We initialize the
transformation layers to produce affine transformations that
scale the anchor boxes to twice their original size, to move
away from the local optimum of the activation grid model.
4. Experimental evaluation
We define the experimental setup in Section 4.1, and
present the experimental results in Section 4.2.
4.1. Experimental setup and implementation details
Dataset and evaluation metrics. For most of our ex-
periments we use the MSCOCO dataset [20]. It consists of
around 80K training images and 40K development images.
Each image comes with five descriptive captions, see Fig-
ure 5 for example images. For sake of brevity we only re-
port the most commonly used metrics, BLEU4, METEOR,
and CIDEr-D, in the main paper. BLEU 1, 2 and 3 metrics
can be found in the supplementary material. Similar to
previous work [33, 34, 35] we use 5K development images
to validate the training hyper-parameters based on CIDEr-
D and another 5K development images to measure perfor-
mance. Finally, we also use the visual entity annotations of
Plummer et al . [24] to assess the extent to which the atten-
tion model focuses on objects or their context.
CNN image encoder. We use the penultimate layer
of the VGG16 architecture [29] to extract the global im-
age representation φ(I) that initializes the RNN state. The
“activation grid” regions are taken from the last convolu-
tional layer. For the “spatial transformer” regions, we use
the penultimate convolutional layer to regress the transfor-
mations, which are then applied to convolve a locally trans-
formed version of the same layer. For the “object proposal”
regions we max-pool features from the last convolutional
layer. Similar to [26], we re-scale the image so that the
smaller image dimension is 300 pixels while keeping the
original aspect-ratio. When fine-tuning we do not share the
parameters of the two CNNs. In all cases, the dimension of
the region descriptors is given by the number of channels in
the corresponding CNN layer, i.e . dr = 512.
Captioning vocabulary. We use all 6,325 unique words
in the training captions that appear at least 10 times. Words
that appear less frequently are replaced by a special OUT-
OF-VOCABULARY token, and the end of the caption is
marked with a special STOP token. The word embedding
vectors of dimension dw = 512 collected in the matrix W
are learned along with the RNN parameters.
Method B4 Meteor CIDEr
Baseline: θwh 26.4 22.2 78.9
Ours: θwh, θwr 28.0 22.9 83.6
Ours: θwh, θwr, θrh 28.4 23.3 85.5
Ours: conditional feedback 28.7 23.7 86.8
Ours: full model 28.8 23.7 87.4
Table 1. Evaluation of the baseline and our attention model using
activation grid regions, including variants with certain components
omitted, and word-conditional instead of marginal feedback.
Training. We use RNNs with a single layer of dh = 512
GRU units. We found it useful to train our models in two
stages. In the first stage, we use pre-trained CNN weights
obtained from the ImageNet 2010 dataset [7]. In the sec-
ond stage, we also update the CNN parameters. We use
the Adam stochastic gradient descend algorithm [18]. To
speed-up training, we sub-sample the 14×14 convolutional
layers to 7 × 7 when using the activation grid and the spa-
tial transformer regions. For proposal regions, each time we
process an image we use 50 randomly selected regions.
4.2. Experimental results
In this section we assess the relative importance of dif-
ferent components of our model, the effectiveness of the
different types of attention regions, and the effect of jointly
fine-tuning the CNN and RNN components. Finally, we
compare our results to the state of the art.
Attention and visual feedback. In Table 1 we progres-
sively add components of our model to the baseline system.
Here we use activation grid regions for our attention model.
Adding all components improves the CIDEr score of the
baseline, 78.9, by 8.5 points to 87.4. The baseline RNN uses
only word-state interaction terms to predict the next word
given the RNN state. Adding the word-region interaction
term (second row) improves the CIDEr metric by 4.7 points
to 83.6. This demonstrates the significance of localized vi-
sual input to the RNN. As in weakly-supervised object de-
tection, the model learns to associate caption terms to lo-
cal appearances. Adding the third pairwise interaction term
between regions and the RNN state (third row) brings an-
other improvement of 1.9 points to 85.5 CIDEr. This shows
that the RNN is also able to implement a dynamic salience
mechanism that favors certain regions over others at a given
time-step by scoring the compatibility between the RNN
state and the region appearance. Finally we add the visual
feedback mechanism to our model (87.4, last row), which
drives the CIDEr-D score further up by 1.9 points. We also
experimented with a word-conditional version of the visual
feedback mechanism (86.8, last but one row), which uses
p(rt|wt, ht) instead of p(rt|ht) to compute the visual feed-
back. Although this also improves the CIDEr-D score, as
compared to not using visual feedback, it is less effective
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Figure 4. Image captioning performance in CIDEr-D as a function
of the number of regions. Note the log-scale on the horizontal axis.
than using the marginal distribution weights. The visual-
izations in Figure 5 suggest that the reason for this is that
the marginal distribution already tends to focus on a single
semantically meaningful area.
Comparing areas of attention. In our next set of exper-
iments we compare the effectiveness of different attention
regions in our model. In Figure 4 we consider the perfor-
mance of the three region types as a function of the num-
ber of regions that are used when running the trained model
on test images. For activation grids and spatial transform-
ers the number of regions are regularly sampled from the
original 14× 14 resolution using increasing strides. For in-
stance, using a stride of 2 generates 7 × 7 = 49 regions.
For object proposals we test a larger range, from 1 up to
2,000 regions, sorted by their “objectness” score. For all
three region types, performance quickly increases with the
number of regions, and then plateaus off. Using four or less
regions yields results below the baseline model, probably
because strong sub-sampling at test-time is sub-optimal for
models trained using 7× 7 or 50 regions. The spatial trans-
former regions consistently improve over the activation grid
ones, demonstrating the effectiveness of the region transfor-
mation sub-network. As compared to object proposals, the
spatial transformer regions yield better results, while also
being computationally more efficient: taking only 18ms to
process an image using 7×7 regions, as compared to 352ms
for 50 proposals which is dominated by 320ms needed to
compute the proposals. At 6ms per image, fixed 7× 7 acti-
vation grids are even more efficient, but come with less ac-
curate results. In the remaining experiments, we report per-
formance with the optimal number of regions per method:
1,000 for proposals, and 196 for grids and transformers.
Joint CNN-RNN fine-tuning. We now consider the ef-
fect of jointly fine-tuning the CNN and RNN components.
In Table 2 we report the performance with and without fine-
tuning for each region type, as well as the baseline perfor-
mance for reference. All models are significantly improved
by the fine-tuning. The baseline improves the most in ab-
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Figure 5. Visualization of the focus of our attention model during sequential word generation for the three different region types: activation
grids, object proposals, and spatial transformers. The attention areas are drawn with line widths directly proportional to weights p(rt|ht).
B4 Meteor CIDEr
RNN training only
Baseline 26.4 22.2 78.9
Activation grid 28.8 23.6 87.4
Object proposals 28.9 23.7 89.0
Spatial transformers 30.2 24.2 91.1
CNN-RNN fine-tuning
Baseline 28.7 23.5 87.1
Activation grid 30.3 24.5 92.6
Object proposals 30.1 24.5 93.7
Spatial transformers 30.7 24.5 93.8
Table 2. Captioning performance of the baseline and our model
using different attention regions, with and without fine tuning.
solute terms, but its performance remains substantially be-
hind that of our attention models. The two types of image-
dependent attention regions improve over fixed activation
grids, but the differences between them are reduced after
fine-tuning. Spatial transformer regions lead to comparable
results as edge-box object proposals, that were designed to
align with object boundaries. Spatial transformer regions,
however, are more appealing from a modeling perspective
since the region module is trainable fully end-to-end and
does not rely on an external image processing pipeline,
while also being more efficient to compute.
Visualizing areas of attention. In Figure 5 we provide
a qualitative comparison of the attentive focus using differ-
ent regions in our model. A larger selection, including fail-
ure cases, can be found in the supplementary material. We
show the attention weights over the image regions at each
point in the generated sentences. For the spatial transform-
ers, we show the transformed anchor boxes. For the activa-
tion grid regions, we show the back-projection of a 3 × 3
activation block, which allows for direct comparison with
the spatial transformers. Note that in all cases the underly-
ing receptive fields are significantly larger than the depicted
areas. For object proposals we directly show the edge-box
proposals. The images displayed for the object propos-
als differ slightly from the others, since the high-resolution
network used in that case applies a different cropping and
scaling scheme. Proposals accurately capture objects, e.g .
the elephants and the plane, but in other cases regions for
background elements are missing, e.g . for the field and the
Method GT Gen.
Liu et al . [21] 38.4 52.0
Liu et al . [21], spatial superv. 43.3 57.9
Areas of Attention, MSCOCO 42.4 68.5
Areas of Attention, Flickr30k 40.2 61.1
Table 3. Attention correctness for ground truth (GT) and gener-
ated (Gen.) sentences on the Flickr30k test set.
sky. The spatial transformers tend to focus quite well on
relational terms. For example, “standing” focuses on the
area around the legs of the elephants in the first image, and
“low” on the area between the airplane and the ground in
the second image. For the spatial transformers in particular,
the focus of attention tends to be stable across meaningful
sub-sequences, such as noun phrases (e.g . “A couple of ele-
phants” ) and verb phrases (e.g . “is flying.” ).
Attention correctness. We follow the approach of Liu
et al . [21] to quantitatively assess the alignment of atten-
tion with image regions corresponding to the generated cap-
tion words. Their approach uses the visual entity annota-
tions on the Flickr30k dataset by Plummer et al . [24]. For
caption words that are associated with a ground-truth im-
age region, they integrate the attention values over that re-
gion. See Liu et al . [21] for more details. Following the
protocol of Liu et al ., we measured the attention correct-
ness of our model (based on spatial transformer regions) on
MSCOCO for ground truth and generated sentences. As Liu
et al . reported results with a model trained on Flickr30k,
for a fairer comparison, we have also trained a model on
Flickr30k using the same hyper-parameters and architecture
as for MSCOCO. In terms of caption generation the model
obtained a CIDEr of 41.3 and a BLEU4 of 22.2. As shown
in Table 3, when considering the correctness computed on
the ground truth sentences, both our models perform better
than Liu et al . using the attention model of Xu et al . [34],
and come close to their model trained with additional spa-
tial supervision. However, when evaluating the attention
correctness on the generated sentences, our models perform
significantly better than those in Liu et al ., including those
trained with spatial supervision.
Comparison to the state of the art. We compare our
results obtained using the spatial transformer regions to the
state of the art in Table 4; we refer to our method as “Areas
of Attention”. We obtain state-of-the-art results on par with
Wu et al . [33]. They use a region-based high-level attribute
representation instead of a global CNN image descriptor to
condition the RNN language model. This approach is com-
plementary to ours. For sake of comparability, we also en-
semble our model and compare to ensemble results in the
bottom part of Table 4. For our ensemble, we trained using
30K additional validation images on top of the 80K training
images, and use a random horizontal flip of the images dur-
ing training. We use the same 5K validation images and 5K
B4 Meteor CIDEr
Xu et al . [34], soft 24.3 23.9 —
Xu et al . [34], hard 25.0 23.0 —
Yang et al . [35] 29.0 23.7 88.6
Jin et al . [15] 28.2 23.5 83.8
Donahue et al . [8] 30.0 24.2 89.6
Bengio et al . [2] 30.6 24.3 92.1
Wu et al . [33] 31 26 94
Areas of Attention 30.7 24.5 93.8
Ensemble methods
Vinyals et al . [32] 27.7 23.7 85.5
You et al . [38] 30.4 24.3 —
Bengio et al . [2] 32.3 25.4 98.7
Areas of Attention 31.9 25.2 98.1
Table 4. Comparison of our results to the state of the art on the
MSCOCO dataset.
images for reporting as in the other experiments. We obtain
state-of-the-art results, on par with Bengio et al . [2]. They
used “scheduled sampling”, a modified RNN training algo-
rithm that samples from the generated words during train-
ing. With standard training, as for our results, they report
95.7 CIDEr.
5. Conclusion
In this paper we made three contributions. (i) We pre-
sented a novel attention-based model for image caption-
ing. Our model builds upon the recent family of encoder-
decoder models. It is based on a score function that consists
of three pairwise interactions between the RNN state, im-
age regions, and caption words. (ii) We presented a novel
region proposal network to derive image-specific areas of
attention for our captioning model. Our region proposal
network is based on a convolutional variant of spatial trans-
former networks, and is trained without bounding-box su-
pervision. (iii) We evaluated our model with three dif-
ferent region types based on CNN activation grids, object
proposals, and our region proposal network. Our exten-
sive experimental evaluation shows the importance of all
our model components, as well as the importance of image-
adaptive attention regions. This work is a first step towards
weakly-supervised learning of objects and relations from
captions, i.e . short sentences describing the content of an
image. Future work will improve these associations for ex-
ample by training object and relation detectors based on
them. We release an open source Theano-Lasagne based
implementation of our model: https://github.com/
marcopede/AreasOfAttention
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