Abstract Characterizing surface deformation throughout a full earthquake cycle is a challenge due to the lack of high-resolution geodetic observations of duration comparable to that of characteristic earthquake recurrence intervals (250-10,000 years). Here we approach this problem by comparing long-term geologic slip rates with geodetically derived fault slip rates by sampling only a short fraction (0.001%-0.1%) of a complete earthquake cycle along 15 continental strike-slip faults. Geodetic observations provide snapshots of surface deformation from different times through the earthquake cycle. The timing of the last earthquake on many of these faults is poorly known, and may vary greatly from fault to fault. Assuming that the underlying mechanics of the seismic cycle are similar for all faults, geodetic observations from different faults may be interpreted as samples over a significantly larger fraction of the earthquake cycle than could be obtained from the geodetic record along any one fault alone. As an ensemble, we find that geologically and geodetically inferred slip rates agree well with a linear relation of 0:94 0:09. To simultaneously explain both the ensemble agreement between geologic and geodetic slip-rate estimates with observations of rapid postseismic deformation, we consider the predictions from simple two-layer earthquake-cycle models with both Maxwell and Burgers viscoelastic rheologies. We find that a two-layer Burgers model, with two relaxation timescales, is consistent with observations of deformation throughout the earthquake cycle, whereas the widely used two-layer Maxwell model with a single relaxation timescale, is not, suggesting that the earthquake cycle is effectively characterized by a largely stressrecoverable rapid postseismic stage and a much more slowly varying interseismic stage.
Introduction
Geodetic measurements of surface deformation provide high-resolution observations of interseismic strain accumulation, as well as both co-and postseismic fault slips. However, characterizing the behavior of a complete earthquake cycle is not straightforward due to the long recurrence intervals associated with large earthquakes. Observational timescales for contemporary geodetic observations (Global Positioning System and Interferometric Synthetic Aperture Radar) typically range from 1 to 20 years, encompassing only a small fraction of the earthquake cycle in the latest Holocene. As a result, inferences of earthquake-cycle behavior and viscosity structure of the lower crust and uppermost mantle have been limited and contradictory. For example, in the context of earthquake-cycle models assuming a single relaxation timescale, analysis of postseismic deformation suggested upper mantle effective viscosities of, or less than, 10 18 Pa s (e.g., Pollitz et al., 2001) whereas late in the earthquake-cycle deformation has been interpreted as consistent with viscosities of a subseismogenic layer exceeding 10 19 Pa s (e.g., Hilley et al., 2005; Meade and Hager, 2005) . More recently, the analysis of postseismic deformation signals has led to the suggestion that single relaxation timescale models may not be sufficient to describe behavior within the postseismic regime alone (e.g., Pollitz et al., 2001; Pollitz, 2003 Pollitz, , 2005 Freed and Bürgmann, 2004; Ryder et al., 2007; Hearn et al., 2009) .
Comparisons between geologic and geodetic fault slip-rate estimates may provide insight into the mechanics of the earthquake cycle. Idealized earthquake-cycle models fall into two general classes: (1) quasistatic classical elastic half-space (CEH) models, and (2) dynamic earthquake-cycle (DEC) models. In the former, deformation between earthquakes is assumed to be time invariant (Savage and Burford, 1973; Savage, 1983) , whereas in the latter, deformation rates vary continuously throughout the earthquake cycle due to the relaxation of coseismic stresses (e.g., Nur and Mavko, 1974; Savage and Prescott, 1978; Cohen, 1982; Li and Rice, 1987; Savage, 2000; Johnson and Segall, 2004; Hetland and Hager, 2005) . CEH models are a frequently used method for interpreting geodetic velocity gradients near faults and estimating fault slip rates and locking depths, mainly due to their simplicity and low computational cost. Additionally, and more importantly, CEH models are often argued to adequately represent interseismic deformation, as geodetically determined velocities often appear to be steady in time over the period of observation that typically ranges from 5 to 20 years, only a small fraction of the full interseismic period, which may range from hundreds to several thousands of years ( Fig. 1) .
However, steady-state CEH models are inconsistent with observations of spatially broad (> 100 km), time-variable, postseismic deformation following large earthquakes (e.g., Nur and Mavko, 1974; Hetland and Hager, 2003; Pollitz, 2003; Freed and Bürgmann, 2004; Freed et al., 2006; Ryder et al., 2007) . Models for time-dependent earthquake-cycle deformation have generally focused on either the diffuse deformation of a linear viscoelastic subseismogenic layer (e.g., Thatcher, 1983; Savage, 1990; Dixon et al., 2002 Dixon et al., , 2003 Ergintav et al., 2002; Segall, 2002; Hilley et al., 2005 , Motagh et al., 2007 or localized shear on a down-dip extension of the coseismic fault zone (e.g., Marone et al., 1991; Bürgmann et al., 2002) , whereas recently more postseismic models have incorporated both (e.g., Freed et al., 2006; Johnson et al., 2009) . Both deformation mechanism models have been extended to predict time-variable surface deformation throughout the entire earthquake cycle under the assumption of periodic earthquake occurrence (Savage and Prescott, 1978; Cohen, 1982; Johnson and Segall, 2004; Hetland and Hager, 2005) and to clustered and nonperiodic earthquake occurrence (Meade and Hager, 2004; Hetland and Hager, 2006) . However, the most common tools for interpreting nominally interseismic geodetic velocity fields are, by far, still CEH models. Whereas CEH models may provide an adequate representation of a surface velocity field, neglecting dynamic earthquake-cycle processes may bias estimates of fault slip rates and locking depths (e.g., Hetland and Hager, 2006) , leading to potentially inaccurate estimates of the parameters critical for characterizing tectonic motions and earthquake recurrence intervals.
The common usage of CEH models provides an opportunity to estimate the systematic biases introduced through the neglect of DEC time variability. Because of the fact that the same simple CEH model has been used for a majority of geodetic slip-rate estimates, we can constrain systematic biases by studying how idealized dynamic earthquake-cycle models map into fault slip-rate estimates when CEH models are used to interpret the predictions from these models. For example: What would be the apparent distribution of fault slip rates if a CEH model was used to interpret the velocities predicted by a time-dependent viscous shear zone model? This test can be carried out to determine the bias introduced by the CEH model interpretation of any DEC model. The fundamental biases introduced from a CEH model due to viscoelastic relaxation effects have been previously detailed (Hetland and Hager, 2006 ). Here we investigate if such biases can be identified observationally by applying DEC models to previously published geodetic slip-rate estimates along continental strike-slip faults derived from geodetic data and 2D CEH models.
Geodetic measurements, and thus, CEH slip-rate estimates are derived from a small interval of time through a longer earthquake cycle. We assume that these slip-rate estimates may be inaccurate due to the fact that potential DEC effects have been neglected, and we assume that HoloceneQuaternary slip-rate estimates accurately represent the longterm fault slip rate. Hence, we can compare the geodetically constrained CEH estimates to reference geologic slip-rate estimates to determine: (1) How well do geologically and geodetically inferred fault slip rates agree as an ensemble? and (2) What dynamic earthquake-cycle models are these data consistent with?
Geologic and Geodetic Slip-Rate Estimates on Continental Strike-Slip Faults
Geologic and geodetic slip-rate estimates are available for many faults globally but more rarely available on nearly collocated fault segments. We have compiled a database of approximately collocated geologic and geodetic slip-rate estimates from 15 major continental strike-slip faults (Alpine, Altyn Tagh, Dead Sea, Elsinore, Fairweather, Garlock, Karakoram, San Andreas fault [SAF]-Mojave, North Anatolian, Owens Valley, Philippine, SAF-Carrizo, SAF-Indio, San Jacinto, and Haiyuan) derived from a search of the published terval in relation to the earthquake cycle. Earthquake recurrence intervals (T) typically range from 100 to 10,000 years whereas the duration geodetic observations, ΔT (vertical gray shading), used to infer fault slip rates, is typically decadal in length, sampling only a small fraction of the earthquake cycle. A linear fit to the geodetic position time series p i t (red line) throughout T gives the nominal interseismic velocity, v I (blue line). Estimates of v I may vary throughout the earthquake cycle because of the nonlinear variation in surface deformation throughout the interseismic period.
literature (Figs. 2, 3 , Table 1 ). Here we restrict our study to strike-slip faults to enable the comparison with idealized models, whereas previous geologic/geodetic slip-rate comparisons have included a wider array of faulting types (Thatcher, 2009) . Geologic rates are restricted to estimates averaged over the most recent time period available, ranging from Holocene to mid-Pleistocene and are determined based on the direct measurement of geomorphologic markers. These estimates represent averages over multiple earthquake cycles, effectively smoothing out variations due to clustered seismicity. Notably, geologic slip-rate estimates at specific locations may not be consistent with one another because of different methodological approaches to offset reconstructions (e.g., Mériaux et al., 2004; Cowgill, 2007) . All geodetic slip-rate estimates considered here are inferences from simple 2D quasistatic interseismic deformation models (Savage and Burford, 1973) . Although limiting this study to the analysis of 2D CEH models limit the number of geodetic slip-rate estimates (neglecting constraints from viscoelastic and block models that assume a slip budget constraint), it does ensure that the same modeling technique has been applied in all cases.
A simple way to characterize the relationship between these paired slip-rate estimates is to solve for the best-fitting slope between geologic and geodetic slip-rate estimates. Assuming that both CEH and geologic estimates pass through the origin at zero slip rate, we find a geologic-geodetic scaling line with a best-fit slope m 0:94 0:09 at 67% confidence using a weighted least-squares fit (Fig. 3) . We systematically estimate how the best-fitting slope varies as a function of selecting subsets of the more complete slip-rate estimates catalog. The empirical bootstrap distribution gives a geologic-geodetic scaling line with m 0:94 0:13 at 67% confidence (Fig. 4) and is not statistically distinguishable from the weighted least-squares estimate at the 95% confidence level according to the t-test statistic.
Geodetic Slip-Rate Estimates as Samples of Earthquake-Cycle Deformation
Because high-resolution geodetic observations of nominally interseismic deformation only span the past 5-20 years, we do not have a complete record of surface deformation throughout an entire T 250-10; 000 year long earthquake cycle, for which T is the mean recurrence interval for large earthquakes. Because of slow variations in surface velocities, position time series may often appear to vary linearly due to the fact that the rate of velocity change associated with timedependent earthquake-cycle processes is below the signalto-noise ratio (Fig. 1) . However, by combining geodetic slip-rate estimates from different faults, each potentially at a different stage of the seismic cycle, we may assemble a more complete sampling of deformation throughout an earthquake cycle. This approach allows us to develop a statistical sample of the earthquake cycle, assuming that the physical processes governing behavior throughout the earthquake cycle are the same for all of the considered faults. The interseismic geodetic data for the faults studied in this paper may effectively provide 15 different sampling times throughout the earthquake cycle. A particular challenge associated with this sort of approach is to identify where in the earthquake cycle each particular fault might occur. This is difficult due to the fact that the time since the last earthquake on the particular segment of the fault where geodetic are available is, in general, not known, nor is it known when the next earthquake will occur. The Carrizo segment of the SAF is an example of a locale where there are nearly collocated constraints on geologic fault slip rate (Sieh and Jahns, 1984) , geodetic slip rate (e.g., Schmalzle et al., 2006) , the date of the last large earthquake (1857), and the associated coseismic slip (Liu et al., 2004) . Here we take the approach that in the absence of clear information about recurrence times and the date of the last rupture in the vicinity of geodetic observations, the interseismic geodetic observations considered here are essentially sampling a random time (t) from somewhere within an individual earthquake cycle. However, for some of the faults considered, such as the Carrizo segment of the SAF described above, we know that a large earthquake has not occurred in the years immediately preceding the period of geodetic observations; therefore we are unlikely to observe the immediate postseismic regime. As a simple candidate for the duration of the geodetic observation window, we assume that these data sample the majority of the earthquake cycle with the exception of the years immediately following a large earthquake, t=T ≤ 0:02, where the direct observation of time-dependent surface velocities would likely be the sensible applications of CEH models to infer fault slip rates. Other possibilities may certainly be defensible but we choose this particular window because it is conservative in the sense of being as long as possible and not biased toward the middle of the earthquake cycle as might be a smaller window. In the following sections, comparing with DEC models we perform tests with multiple realizations of possible geodetic sampling times.
Constraining Time-Dependent Earthquake-Cycle Models
Relating Time-Dependent Models to Observations Dynamic earthquake-cycle models are based on the assumption that stresses generated by the coseismic rupture in the elastic upper crust are either diffused throughout an underlying viscoelastic layer (Fig. 5) or are relieved on a localized lower crustal fault or shear zone. Savage and Prescott (1978) solved for the time-dependent surface velocities under the assumption that the viscoelastic layer is governed by a Maxwell rheology and that earthquake occurrence is periodic. Hetland and Hager (2005) extended this model to include nonperiodic earthquake sequences and generalized linear viscoelastic rheologies, including the transient Burgers rheology. Johnson and Segall (2004) also extended the Savage and Prescott (1978) model to include the localized creep on a linear viscous shear zone within the upper elastic layer. Geographic distribution of the 15 strike-slip faults considered in this study: (1) Alpine, (2) Altyn Tagh, (3) Dead Sea, (4) Elsinore, (5) Fairweather, (6) Garlock, (7) Karakoram, (8) SAF-Mojave, (9) North Anatolian, (10) Owens Valley, (11) Philippine, (12) SAF-Carrizo, (13) SAF-Indio, (14) San Jacinto, and (15) Haiyuan (Sharp, 1967 (Sharp, , 1981 Savage and Burford, 1973; Plafker et al., 1978; Sieh and Jahns, 1984; Lubetkin and Clark, 1988; Rockwell et al., 1990; Barrier et al., 1991; Lisowski et al., 1991; Merifield et al., 1991; McGill and Sieh, 1993; Beanland and Clark, 1994; Duquesnoy et al., 1994; Petersen and Wesnousky, 1994; Bennett et al., 1996 Bennett et al., , 1997 Armijo et al., 1999; Beavan et al., 1999; Lasserre et al., 1999; Bendick et al., 2000; Klinger et al., 2000; Reilinger et al., 2000; Argus and Gordon, 2001; Lee et al., 2001; Miller et al., 2001; Niemi et al., 2001; Norris and Cooper, 2001; Banerjee and Bürgmann, 2002; Brown et al., 2002; Hubert-Ferrari et al., 2002; Fletcher and Freymueller, 2003; Meghraoui et al., 2003; Lacassin et al., 2004; Mériaux et al., 2004 Mériaux et al., , 2005 Mériaux et al., , 2012 Polonia et al., 2004; Wdowinski et al., 2004; Wright et al., 2004; Chevalier et al., 2005; Fay and Humphreys, 2005; Marco et al., 2005; Matmon et al., 2005; Fialko, 2006; Middleton, 2006; Schmalzle et al., 2006; van der Woerd et al., 2006; Vigny et al., 2006; Daeron et al., 2007; Kirby et al., 2007; Kozaci et al., 2007; Cavalie et al., 2008; Le Béon et al., 2008 , 2010 Cowgill et al., 2009) . The solid dark line, the dashed black line, and shaded gray region show the weighted linear fits with 67% confidence intervals with slopes 0:94 0:09.
Here we consider two different earthquake-cycle models (Fig. 5) . Geometrically, both models consist of two layers: (1) an elastic upper crust (schizosphere) and (2) a viscoelastic substrate (plastosphere) that serves as a proxy for the lower crust and mantle. The entire thickness of the crust is ruptured along an infinitely long, vertical strike-slip fault generating the stresses that drive time-dependent earthquake-cycle deformation. We consider two idealized rheological models as governing the relaxation of the mantle, (1) Maxwell viscoelasticity (Savage and Prescott, 1978; Savage, 2000) , (2) Burgers viscoelasticity (Hetland and Hager, 2005) , and consider the case where there is only a single set of material properties in the lower layer so that there is only one relaxation time for the Maxwell rheology and two for the Burgers rheology (Fig. 5) . Both of the considered rheologies can produce a period of rapid postseismic deformation during which nearfault (within 4-5 fault locking depths) surface velocities are accelerated relative to the steady CEH model expectation (Fig. 6a,b) . However, relatively fast near-surface velocities during the postseismic regime must be balanced by velocities slower than CEH expectations at other times in the earthquake cycle so that the total displacement at any point is equal to the long-term fault slip rate when integrated over the complete co-and interseismic stages of the earthquake cycle.
For linear viscoelastic models, we can predict timedependent surface velocities throughout the earthquake cycle (e.g., Savage, 2000; Hetland and Hager, 2005) . These synthetic surface velocities can then be fit using a CEH to estimate fault slip rates in the same way as has been done with real world geodetic observations used in the geologicgeodetic slip rate detailed above (Fig. 7) . In this way, we can compare the expectation in CEH estimates of fault slip rates from dynamic earthquake-cycle models with CEH inferences from real geodetic observations. The comparison is not made on a fault-by-fault basis, but rather we seek to understand which of these models can reproduce the ensemble statistics of the 15 faults considered here. To do this we sample synthetic velocities predicted at 15 random intervals from t=T 0:02-1:00 representing a potentially different temporal sampling time for each fault. Velocities are calculated on 10 synthetic observation coordinates randomly distributed within three locking depths of the fault trace. A mean CEH slip-rate estimate from an underlying DEC model can then be calculated and directly comparable to the observed geologic-geodetic slip-rate scaling (Fig. 8) . To understand the sensitivity of the estimated average CEH slip rate to the 15 randomly selected observation intervals and the locations of the synthetic observation coordinates, we simulate 1000 realizations for each dynamic earthquake-cycle model considered.
In the CEH model the steady, time-independent, surface velocities are given by v v 0 =π tan −1 x=D, where v 0 is the long-term, or prescribed, fault slip rate, x is the distance of the observations from the fault trace, and D is the locking depth of the fault (Savage and Burford, 1973) . As described above, we randomly sample x and solve for v 0 , which is a linear problem if D is assumed to be known. However, it is not always the case in the real world that we know a priori and so it may also be treated as a free parameter. For this reason we carry out simulations, some assuming that the locking depth is known, and others where it is considered (a) (b) a free parameter that is simultaneously estimated with fault slip rate using a simple grid-search approach.
Maxwell Rheology
The total variability throughout the earthquake cycle and the magnitude of postseismic deformation in two-layer Maxwell rheology models are controlled by the parameter τ 0 Tμ=2η T=2τ M , in which T is the duration of the earthquake cycle, μ is the shear modulus of both the seismogenic and subseismogenic layers, η is the viscosity in the subseismogenic layer, and τ M is the Maxwell time (Savage and Prescott, 1978) . We consider τ 0 ranging from 0.01 to 30 (Fig. 9a,b) . At low τ 0 , there is little variability in surface velocities through the earthquake cycle. For typical earthquake recurrence intervals of 100-1000 years, low values of τ 0 result from relatively high Maxwell viscosities, η M > 10 19 Pa s. However, low τ 0 cases do not predict rapid postseismic transients. Larger values of τ 0 > 10 do predict rapid postseismic transient deformation but also feature negligible near-fault velocity gradients late in the earthquake cycle (Fig. 5a) . Because of the fact that fault-parallel velocities decay below the CEH model expectation approximately 40% of the way through the earthquake cycle, a majority of CEH slip-rate estimates are less than the assumed reference slip rate (Figs. 6, 7) . For this classic two-layer Maxwell model, we find no value of τ 0 that can simultaneously explain both the limited variability in nominally interseismic deformation and rapid postseismic deformation (Fig. 9a,b) .
Burgers Rheology
The Burgers rheology combines Maxwell and KelvinVoigt elements in series in a system with two viscosities (Fig. 5b) . We test models where the shear moduli are equal (μ M μ K ) and vary the ratio of the Maxwell to Kelvin viscosities, η M =η K from 0.01 to 30 (Fig. 9c,d ). It is important to note that the transient component of the Burgers viscoelastic model (i.e., represented by the Kelvin-Voigt element) is recoverable (e.g., Findley et al., 1976) , and this recoverability has implications for the deformation throughout the intersesimic period (Hetland and Hager, 2005) . At η M =η K ratios < 5, Burgers rheology models predict negligible postseismic relaxation and variation in surface deformation through the earthquake cycle similar to Maxwell models at low τ 0 < 1. Increasing the η M =η K ratio increases the magnitude of velocities in the immediate postseismic regime. Also similar to Maxwell rheology models, near-fault velocity gradients are less than the CEH expectation for the majority of the earthquake cycle, suggesting the CEH slip-rate estimates should be systematically lower than the reference slip rate. For models with η M =η K > 10, CEH slip-rate inferences overestimate the reference slip rate by approximately 15% through the majority of the earthquake cycle (Figs. 6, 7) . However, in contrast to Maxwell rheology models with rapid postseismic deformation (> 3 times long-term slip rates), deformation in Throughout we assume that geodetically constrained fault slip rates are estimated by this mapping from DEC to best-fitting CEH model. The disagreement between the two models is greatest at the beginning of each earthquake cycle. Figure 8 . Frequency distribution of fault slip rates recovered using a quasi-static elastic half-space model from surface velocity profiles produced by time-dependent viscoelastic earthquake-cycle models. The red and blue distributions show the mean recovered estimate velocity (averaged over 15 faults identical to the geologic-geodetic comparison in Fig. 2 ). Two Maxwell viscoelastic earthquake cycle models (red, low τ 0 ; blue, high τ 0 ) were simulated 1000 times with random temporal sampling throughout the earthquake cycle. The frequency distribution of the estimated slip correlation is narrower for the low-variability case (red) than it is for the high-variability case (blue). The dispersion in each case can be represented as 67% probability intervals as shown. This representation of dispersion is used in Figure 9 .
Burgers rheology models remains localized near the fault trace throughout the majority of the earthquake cycle (Hetland and Hager, 2005) . Cases in which η M =η K > 20 predict both near-field postseismic velocities exceeding the geologic slip rate by a factor of three or more and continued near-fault strain late in the earthquake cycle (Figs. 6b, 9c,d ). Following the immediate postseismic regime, the variability in predicted surface deformation rates throughout the earthquake cycle is qualitatively consistent with general agreement between geologically and geodetically constrained earthquakecycle models.
Discussion
In the context of the idealized two-layer earthquake-cycle models discussed here, the Burgers rheology is plausibly consistent with both the observation of rapid postseismic deformation and the ensemble agreement between geologically and geodetically inferred slip-rate estimates, whereas the Maxwell rheology model is not. Although this model has significant explanatory power and is simple, it does not serve as a unique solution to the problem. For example, a Maxwell model characterized by τ 0 < 1 can explain the agreement between geologically and geodetically inferred slip rates (Fig. 9a) , although it does not simultaneously predict rapid postseismic deformation ubiquitously observed following large continental earthquakes (e.g., Hetland and Hager, 2005; Hearn et al., 2009) . If a Maxwell model was supplemented with a deep frictional or viscous shear zone extending downward from the seismogenic fault in the upper crust, rapid postseismic deformation could be described by transient localized creep on that deep fault/shear zone Johnson and Segall, 2004; Montési, 2004; Hetland et al., 2010) . Similarly, a thin layer, representing a Maxwell viscoelastic lower crust, sandwiched between an elastic upper crust and upper mantle (i.e., an upper mantle with relaxation timescale much larger than the earthquake recurrence time) also produces multiple relaxation times (Segall, 2010) and can simultaneously describe both rapid postseismic deformation and the late in the earthquake-cycle strain rate localization (Robinson and Meade, 2011) . Transient phases of postseismic relaxation predicted by both the deep shear-zone and layered Maxwell models are nonrecoverable, and in terms of the stress budget throughout the full interseismic period are distinctly different from Burgers viscoelastic rheology (Hetland and Hager, 2005) . In this paper, the velocities in the Burgers DEC models predicted during most of the interseismic period do not appreciably vary and are close to the CEH velocities largely because Warmer colors indicate a large magnitude postseismic response. CEH estimates of slip rates from a Maxwell viscoelastic DEC models, with fixed locking depth, show a low mean and high dispersion compared to geologic and geodetic slip-rate estimates. CEH estimates of slip rates from Burgers viscoelastic DEC models with η M =η K > 7:5 best match the mean and dispersion constrained by geologic/geodetic scaling line and are consistent with observations of rapid postseismic deformation.
the transient viscoelastic rheology we use is stress recoverable. The interpretation of η K in the Burgers DEC models is unclear, and its relation to rock deformation experiments is less clear as most of those experiments use more complicated transient rheologies (e.g., Chopra, 1997; Gribb and Cooper, 1998; Jackson et al., 2002) . We find that the relatively simple Burgers viscoelastic model is capable to phenomenologically explain observed interseismic deformation.
In each of these models the nominally interseismic phase of the earthquake cycle is characterized by slowly varying velocities that may be reasonably well represented with CEH models. Although this result may appear convenient from the perspective of simplicity, it raises a particular challenge in terms of using present-day geodetic data to infer how far along in an earthquake cycle is a particular fault. This seems to be the case even here where we have limited our analysis to the idealized case of periodically forced earthquakes. With the Burgers rheology, models that best explain the observed variations in fault-parallel velocities vary slowly throughout the latter half of the earthquake cycle. For a fault such as the San Andreas with a recurrence time as short as ∼250 years (Fumal et al., 1993) and a Holocene slip rate of 34 mm=yr (Sieh and Jahns, 1984) , this implies a deceleration in fault-parallel velocities < 0:1 mm=yr 2 as the time to the next earthquake decreases. The geodetic accuracy required to measure such rate changes may be just within reach of contemporary continuous monitoring techniques (Davis et al., 2003) .
Our characterization of earthquake-cycle behavior described has been developed on the basis of three critical assumptions: (1) random temporal sampling, (2) robustness of geologically estimated slip rates, and (3) models of 2D infinitely long faults. It is possible that we could move from an assumption of stochastic sampling to having the data available to do similar calculations deterministically. For those calculations, one would need geodetic data collocated along a fault segment for which we also know the date of the last rupture and mean recurrence time. Currently, it seems as if the Carrizo segment of the SAF and the Lebanon segment of the Dead Sea fault may meet all three of these criteria. However, for the Carrizo segment of the SAF, substantial debate has recently emerged in terms of the recurrence intervals of large events prior to the 1857 earthquake (Liu-Zeng et al., 2006; Akçiz et al., 2010) . Furthermore we have assumed that the average of the geologically estimated fault slip rates on the selected continental strike-slip faults is the representative of long-term averages (hundreds of earthquake cycles). The assumption that the average of the previously published sliprate estimates is a meaningful value that may be an oversimplification of the variation in slip-rate estimates along strike as well as methodological differences in the interpretations of geologic observables (e.g., Cowgill, 2007) . Again, as with timing since the last earthquake, ideal experiments would be those where all data were compiled on exactly the same fault segment. The introduction of finite-length faults to the two-layer Maxwell model may improve the ability to fit geodetic data (e.g., Hearn et al., 2013) as compared with the infinitely long 2D fault models considered here. However, relaxation times are the same in both 2D and 3D cases, and thus so are the velocity decay rates throughout the earthquake cycle. As a result, the finite-fault single relaxation time (Maxwell rheology) two-layer model should be testable on the basis of the prediction of the more rapid, and thus more easily observable, decay rates.
Conclusion
One of the major difficulties in characterizing the earthquake cycle is the deficit of continuous observations throughout a complete earthquake cycle. With the exception of moderate earthquakes with very short recurrence intervals, such as those at Parkfield, this observational limit will not change without decades of additional seismic and geodetic observations. Hence the task of characterizing variations in fault behavior throughout the earthquake cycle along any single fault segment capable of generating large earthquakes is not currently accessible. Here we have proposed a different approach to this problem by not studying an individual fault but rather integrating observations from 15 continental strike-slip faults, assuming that the same earthquake-cycle model may be applied to all.
We have shown that two of the most widely observed behaviors throughout the earthquake cycle (rapid postseismic deformation and localized preseismic strain rates) as well as the ensemble agreement between geologically and geodetically inferred fault slip rates may be explained by simple models with at least two relaxation timescales (with one transient and recoverable and one steady and nonrecoverable) but not models assuming a single relaxation timescale (Savage and Prescott, 1978) . Similar inferences have also recently been made on the basis of decadal observations of postseismic data alone (e.g., Ryder et al., 2007; Hearn et al., 2009) . These results suggest that, in contrast to the classical single relaxation time model, variations in surface velocities throughout the earthquake cycle may be subtle and challenging to identify in the presence of multiple faults and observational noise. Thus inferring the time since the last earthquake, or the time till the next, from geodetic observations may require greater accuracy and precision than anticipated.
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