We give a rigorous existence proof for heteroclinic wave solutions to the Frenkel-Kontorova model of dislocation dynamics. The on-site potential is assumed to be piecewise quadratic. The framework employed here allows us to determine explicitly a regime of subsonic velocities for which travelling waves exist.
Introduction
In 1938, Frenkel and Kontorova proposed a fundamental model for dislocation dynamics [4] . Namely, they describe the motion of a dislocation by the onedimensional system c 2 u (z) = u(z + 1) − 2u(z) + u(z − 1) − g (u(z)) a.e., z ∈ R.
Here u is the deformation, and g is a periodic on-site potential.
In dislocation dynamics, a particular interest is in heteroclinic waves, that is, waves with asymptotic states in different wells of g as z → ±∞. In 1963, Atkinson and Cabrera [1] gave a formal representation of a heteroclinic wave solution to (1) augmented by an additional external force acting on each atom. Atkinson and Cabrera consider the special case of a piecewise periodic on-site potential g(u) = 
with α > 0. Numerous papers have followed this approach for related models. However, it has been noted that a formal expression such as the one given in [1] is not necessarily a solution of the original equation (here (1) , possibly augmented by external forcing) [2] . This is not a mere mathematical issue; doubts about the existence of heteroclinic waves have been expressed for some time [3, 6] . In particular, Peyrard and Kruskal [6] give convincing numerical evidence that slow waves on a finite domain cannot travel with constant velocity, but have to slow down. It is likely that the (non-)existence of travelling heteroclinic waves depends sensitively on the wave speed c.
Given that the Frenkel-Kontorova model is the most fundamental model of dislocation dynamics, this situation requires a rigorous clarification. We give here what appears to be the first rigorous proof of the existence of heteroclinic waves for the classic model (1) with on-site potential g as in (2) . As for the existing body of work in physics, a key step is to verify that a representation of a solution candidate in Fourier space has a sign (distribution); see Section 2 and in particular Equation (4) below for the precise formulation. The rational behind the argument is that (1) simplifies when one assumes a given distribution of the atoms into the wells of the on-site potential g. One then has to verify that the solution obtained from the simplified equation satisfies the assumed sign distribution, and this is what we call a sign condition. It is acknowledged in the physics literature that the verification of a sign condition is crucial; Earmme and Weiner write on the simplified equation "It is important to note that [this equation] is only valid under the assumption that, in the continued steady motion of the dislocation, the nth atom remains in the (n + 1)st well for t > 0" [2] .
In the framework of the established approach, we could not find any rigorous verification of such a sign distribution in the literature. A reason is that the traditional approach represents the solution candidate as a formal expression obtained from its Fourier or Laplace image. Since the Fourier / Laplace image of the solution candidate necessarily has singularities, distorted integration paths and a limit passage are used for the integration of the inverse transformations. The solution obtained in this way is then evaluated numerically to verify or disprove the sign condition. This evaluation is still nontrivial, and further approximations are made (e.g., all but two residues are ignored [2] ).
We seek to present a mathematically rigorous analysis. To this behalf, we adopt a new approach [7] , where the sign condition can be verified rigorously. We emphasise again that, while this may sound as a mere technical aspect, this step is essential for the analysis: if the sign condition is violated, then a solution candidate constructed with either approach cannot be a solution of (1) . The approach employed here incorporates essential physical information, namely singularities in the Fourier image arising from the dispersion relation, explicitly into account. This makes it possible to avoid the distortion and limit passage of integration paths of the traditional approach and may be of independent interest. It is noteworthy that while some technical aspects (collected in Section 5) are tedious to prove, the arguments are mathematically simple and natural.
Besides being rigorous, the approach taken here also has the advantage that, unlike the formal argument of [1] , it allows us to explicitly quantify a parameter regime, in particular a regime of velocities c, for which such waves exist. The waves obtained here are rather fast, but subsonic. To be specific, we work in a regime of subsonic velocities where the dispersion relation has exactly one positive root. This restriction is not of fundamental nature; an extension to lower velocities (possibly with several positive roots of the dispersion relation) should be possible. However, it seems likely that travelling wave solutions may not exist at low velocities, as suggested by the analysis of Peyrard and Kruskal [6] . We remark that our analysis proving the existence of travelling waves is confined to high subsonic velocities, while the numerical investigation [6] questioning the existence of travelling waves focuses on the regime of slow waves. Thus, our findings are not in contradiction with the numerical investigation of [6] .
This dichotomy of fast and slow subsonic velocities seems to merit a further investigation. While this paper is analytic in nature, the explicit representation of the solution, as an explicitly known profile and a correction that can be studied rigorously with Fourier methods (and efficiently evaluated numerically if that is desired), lend itself to a natural numerical method for the study of these solutions far from the continuum and the anti-continuum limit. Both lower velocities and more generic interaction potentials g can be studied in this way, for example via a path following approach.
While the focus in this article is on heteroclinic waves, since those waves represent in the context of this article moving dislocations, we conclude this section by mentioning the related seminal analysis of homoclinic solutions by MacKay and Aubry [5] , where the first rigorous result on presence and stability of coherent energy transport was obtained. Also, we should point out that the two-well nature (2) of the on-site potential chosen already by Atkinson and Cabrera [1] is not restrictive. While the on-site potential should be thought as periodic [4] , solutions of the two-well problem are also solutions of a suitable periodic extension of the two-well setting. The framework employed here, unlike the formal setting, allows to make this statement rigorous; see Corollary 4.6.
Mathematical setup and solution strategy
We introduce the discrete Laplace operator ∆ D u(z) := u(z+1)−2u(z)+u(z−1) for u : R → R and rewrite (1) with (2) as
for u(z) = 0; here sgn(u) is the sign function. We recall that by a heteroclinic wave, we mean here a wave with asymptotic states in different wells of g as z → ±∞.
If one assumes that there is such a wave u with the property that u(z) < 0 for z < 0 and
then the nonlinear equation (3) becomes inhomogeneous,
This equation is a forward-backward difference-differential equation. A natural approach is to employ the Fourier transform, which we define, whenever the integral exists, as
We show in this article that a point-symmetric solution to (3) exists. Since it then suffices to consider odd f , this symmetry allows us to work with Fourier sine transform
interchangeably with the Fourier transform, because
The Fourier image of (5) has singularities on the real axis, as spelled out below. Thus, a rigorous derivation of u as the inverse of the Fourier image is nontrivial. Atkinson and Cabrera consequently represent in [1] the solution of (5) as a formal Fourier sum. However, it is both trivial and crucial to observe that a solution of (5) is not a solution of the original simplified Frenkel-Kontorova model (3) we want to solve unless the sign condition (4) holds. Reading off a sign of a function where only the Fourier image is known is, however, a very hard problem, even more so if the Fourier expression is only formal. Given that the Frenkel-Kontorova model is the most fundamental model of dislocation dynamics, it seems desirable to have a clean derivation of the existence of a solution for an explicitly known parameter regime. We adopt a surprisingly simple approach, recently introduced in [7] . Namely, we split the solution in two parts by writing
where u p is an explicit profile given below in Equation (13) and r ∈ L 2 (R) is a corrector. The profile collects all contributions where the Fourier image of the solution is singular; this information can be read off from the dispersion relation. The corrector and its Fourier representation are then shown to be in L 2 (R). Specifically, Equation (3) shall be decomposed into
Suppose for the moment that we are given a solution to (7)-(8). Then u = u p −r is a solution to (3) if and only if
Thus, the strategy is as follows: starting with a suitable profile u p , Φ is determined via (7); we then show that there exists a solution r to (8) in L 2 (R). The main technical work is then to show that sgn (u p (z)) = sgn (u p (z) − r(z)) holds.
We claim that, if the Fourier transforms of r and Φ exist, Equation (8) reads in Fourier space
where
is the dispersion relation. The above calculation is elementary, using only integration by parts and the trigonometric identity sin(ϕ + ψ) + sin(ϕ − ψ) = 2 sin(ϕ) cos(ψ). Thus, if the Fourier transform of r and Φ exists, then (8) is equivalent to (10). Oscillations of the solution will be represented in the profile; they can be read off as zeros of the dispersion relation. Here, we choose the subsonic velocity c so large that only one frequency k 0 is supported, namely
It is immediate that for suitable fixed c and α, only one zero of D exists, namely D(k) = 0 for k > 0 if and only if k = k 0 , where k 0 = k 0 (α, c).
Profile and corrector
We now define the profile u p by setting
where A, B and β are initially free parameters. We note that the profile is symmetric with respect to the origin, and it thus suffices below to analyse the behaviour of u p for positive values; the behaviour for negative values follows then by symmetry. We determine the values of A and B as follows. First, we ensure that the Fourier transform of u(z) − sgn(z) exists. To this behalf, we require that
Second, we require that the right-hand side c (7) has a continuous extension at 0. Since only the term c 2 u p (z) − α sgn(z) jumps, we find the condition The assumption is actually stronger than required. For the conclusion of this lemma, it would suffice to require the right-hand side of (18) below to be positive.
Proof:
We start by computing F s [Φ] with Φ from (7), i.e., F s c
. Only ∆ D u p is slightly cumbersome to compute, and one finds
A straightforward but lengthy calculation shows that for z > 0 (the second equality uses (14) for the constant terms and the dispersion relation for the oscillatory parts in the profile)
We rewrite this, using A + B = 1 from (14) and splitting the first term,
We now show that β can be chosen such that F s [Φ] (k 0 ) = 0; this is a requirement to remove the singularity stemming from the dispersion relation.
By de L'Hôpital's rule, lim ζ→k0
. Thus inserting ζ = k 0 into (16) and using (12) and the definitions of A and B from (15) in the second line yields
Setting this equal to zero we obtain
so that, employing (12) once more,
The right-hand side of (18) is positive in particular for
To summarise, we have seen that while the condition (19) holds, there exists a β > 0 such that
As the root of the dispersion relation D at k 0 is simple, we find that the singularity of
It is clear that this function decays for ζ → ∞ at least like ζ −3 (in fact it decays like ζ −5 , as we will see in the proof of Lemma 4.4). This shows that D(ζ)
is continuous and in L 1 (0, ∞) and that its inverse Fourier sine transform exists.
We remark that when varying k 0 in the range set in (19), the limits of β are β → 0 for k 0 → π and β → ∞ for k 0 → 0 (observe for the limit at 0 that the quadratic terms in the denominator cancel). In fact, β is a monotone function of k 0 . (We should point out that k 0 is not an independent parameter but determined by the choices of α and c.) With the expression (18) for β at hand, some expressions can be reformulated so that future calculations simplify. For immediate use, we will also derive an explicit expression for F s [r] (ζ). We start by computing the terms for B defined in (15),
.
Combining the two, we obtain
This implies an alternative representation of A via (14). Indeed, one sees immediately with (12) that
(This shows A → 0 for k 0 → 0 and A → 4 4+α for k 0 → π.) Also, again with (12) and then (21),
Altogether, we obtain from (8) the following expression for the corrector in Fourier space.
Corollary 3.2
The Fourier transform of the corrector r is given by
4 The main result
The expressions simplify considerably for k 0 = π 2 , the midpoint of the interval for k 0 of (19) and Lemma 3.1. We thus restrict the detailed analysis to this case and write p for π 2 . For this one-parameter family, the relation (12) shows
so c is now the only free parameter. To ensure α > 0 we can therefore consider
We obtain from (21) and (20) combined with (23)
The profile u p from (13) thus has in this special case the form
and the dispersion relation (11) reduces to
We then find from (22)
(27) The main result of this article is as follows. The idea of the proof has already been outlined after Equations (7)-(8). Namely, Lemma 3.1 affirms that r from (27) and (30) is well-defined. It thus only remains to see that r is small enough so that the sign condition (9) holds. The proof is rather technical but, in terms of mathematics, completely elementary. It relies on four technical lemmata, which are proved in the following section. The idea is always simple; the arguments rely on good approximations of (components of) the Fourier image of the solution candidate in terms of elementary functions, which can be bounded explicitly. With these auxiliary statements at hand, it is not hard to prove Theorem 4.1.
Proof of Theorem 4.1: Lemma 3.1 affirms that r from (27) and (30) below is well-defined, so it only remains to see that r is small enough so that the sign condition (9) holds. By definition of the inverse Fourier sine transform, The proof also validates the claim we stated at the end of the introduction in Section 1, namely that the proof carries over to a periodic piecewise quadratic on-site potential. Indeed, at the core of our argument is a strong quantitative control over the solution. This differentiates the approach presented here from formal methods [1] , where no such control is available. Indeed, Atkinson and Cabrera work exclusively with a non-periodic potential [1] , while the model of Frenkel and Kontorova is characterised by a periodic potential. 
Auxiliary statements
In this section, we prove Lemmata 4.2-4.5. In the following, (27) will be written as
with the dispersion relation D(ζ) = −c 2 ζ 2 − p 2 − 2 cos(ζ) as in (26), and
Proof of Lemma 4.2: Expanding f 1 and f 2 at 0, we get
and
both are alternating and decreasing series. Indeed, this is obvious for f 2 ; for f 1 , observe that for each n ∈ N, the (finite) sum
thus the sign of this sum is determined by the first and largest summand. Denoting the Taylor polynomial of degree one of a function f with T 1 f , we may write
and from the above it is easy to see that
Note that none of these expressions depends on c 2 . The strictly positive function f 3 will be approximated bỹ
The equation f 3 (ζ) =f 3 (ζ) has only the three distinct solutions 0 and ± p 2 . Hence the sign of f 3 −f 3 does not change on I 1 . A direct calculation shows that
The leading coefficient is negative, so f 3 (ζ) ≤f 3 (ζ) in a neighbourhood of 0, hence on all of I 1 .
As for the dispersion relation (26), note first that, for all ζ ∈ I 1 ,
with equality at 0 and p 2 . This inequality is proved by observing that f cos (ζ) + sin(ζ) has exactly one zero on 0, 
(38) Thus
The right-hand side is, apart from a constant factor, of the form
. The integral of this expression can be calculated explicitly, and one finds (for convenience, we write
(As a function of c 2 , b vanishes at one point in the relevant parameter interval, but the expression above shows that this is a removable singularity, since lim x→0
The first summand of (40),
is negative for c 2 in the parameter interval in question. Indeed, the factor
is positive (because q is positive), while the expression in brackets and 1 8−4 √ 2−c 2 p 2 both switch signs at the removable singularity of the latter (at c 2 ≈ 0.94964). We estimate this term from above by 0.
The remaining summand is, apart from the constant
and its derivative is given by
The expression in square brackets vanishes for c 2 p 2 = 8−4 √ 2 (by de L'Hôpital's rule) and changes sign at this point in opposite direction from the factor 1 8−4 √ 2−c 2 p 2 . Thus the product is negative and we conclude that g is a decreasing function in c 2 .
Hence the first claim (28) follows from The proof of the estimate of the second integral (29) resembles the preceding arguments. From (33) and (34), we obtain with (37) and (38) (i.e., applying the same estimates as in (39) except that f 3 is kept)
The coefficient of ζ 2 in the denominator is strictly positive for c 2 ∈ [0.83, 1].
We note that the integral of this expression is of the type . Thus, using q(c
from (35), we find, writing y c is concave, thus the expression in square brackets is a convex function of c 2 . Therefore
where h is the affine function which agrees with the expression in square brackets of (41) for c 2 = 0.83 and c 2 = 1. The right-hand side of (42) 
Now let h be the affine function which agrees with the expression in square brackets of (41) for c 2 = 0.9 and c 2 = 1. We find for c 2 ∈ [0.9, 1] the sharper estimate
Thus Lemma 4.2 is proved.
We turn to Lemma 4.3. The interval
is tricky due to the removable singularity in the integrand at p. Several statements rely on the fact that certain functions are convex or concave. We give one proof of each statement in detail; the other proofs are similar.
This function f 3D is nonpositive and concave on I 2 .
Proof:
we will see that each summand is negative. The derivatives of f 3 are
While f 3 is obviously negative, it is easy to see that f 3 is positive for |ζ| >
, which is less than p 2 for all c < 1 (it is increasing in c 2 and
so that we may conclude that f 3D is indeed concave on I 2 .
Lemma 5.2 The function
is positive and convex on p, Proof: The positivity is obvious. To see the convexity, we re-write the two factors in terms of x := ζ − p,
We calculate
Now since for all n ∈ N and for x ∈ 0,
, we obtain that ϕ(x + ε) + ϕ(x − ε) ≥ 2ϕ(x) for ε > 0 small enough. This shows that We again use the decomposition (33). To do so, it is here convenient to write
where the identity (again, the algebraic expressions for b 5 , . . . , b 10 do not carry significant information).
We now return to (47). The last two terms of (47) are a 7 1 − a 9 c 2 + a 8 1 − a 10 c 2 = a 7 + a 8 − (a 7 a 10 + a 8 a 9 ) c 2 (1 − a 9 c 2 ) (1 − a 10 c 2 ) and the latter expression, considered as a function of c 2 ∈ [0.83, 1] (here for a 7 , . . . a 10 and in all future analogous calculations, we work with the algebraic expressions, rather than their numerical approximations), is a simple rational function. It is elementary to verify that it takes a maximum near c 2 = 0.8596, with a value there of less than 0.029, so a 7 1 − a 9 c 2 + a 8 1 − a 10 c 2 ≤ 0.029.
The last two terms of (48) are estimated as line of (52) are
Integrating, we get
