This paper reports an automatic method for characterizing the quality of the RR-time series in the stress test database known as DICARDIA. The proposed methodology is simple and consists in subdividing the RR time series in a set of windows for estimating the quantity of artifacts based on a threshold value that depends on the standard deviation of RR-time series for each recorded lead. In a first stage, a manual annotation was performed considering four quality classes for the RR-time series (Reference lead, Good Lead, Low Quality Lead and Useless Lead). Automatic annotation was then performed varying the number of windows and threshold value for the standard deviation of the RR-time series. The metric used for evaluating the quality of the annotation was the Matching Ratio. The best results were obtained using a higher number of windows and considering only three classes (Good Lead, Low Quality Lead and Useless). The proposed methodology allows the utilization of the online available DICARDIA Stress Test database for different types of research.
INTRODUCTION
Despite the availability of several complex-QRS detection algorithms such as the method proposed by Pan & Tompkins, 1 and others that are based on wavelets 2 and neural networks, 3 and several validations performed on them under distinct noise and morphology conditions, 4, 5 there are not up to date, validations for these detectors using ECG stress tests data sets. Validations for stress tests data sets have been mainly performed using the Noise Stress Test Database, 6 which is available for the scientific community at the Physionet 7 web site. Although this database includes a great diversity of noise, it does not represent the non lineal variations and cardiac frequency changes usually found during stress tests.
Among the relevant related studies in this field, we introduce the work of Alfonso et al., 8 who compares several methods based on a complex-QRS averaged patterns ("templates") in order to extract characteristics from the Noise in an ECG Database. They propose the use of filter banks to measure the level changes of the ST segment over averaged heartbeats. Bailón et al. 9 have shown that a running stride frequency and its aliases overlap with the LF and HF bands during treadmill exercise and recovery, affecting the Heart Rate Variability (HRV) interpretation. In another contribution, Bailón et al 10 propose the application of an integral pulse frequency modulation model with a time-varying threshold for the HRV analysis during exercise stress test. The approach is able to handle the nonstationary mean heart rate.
Recently, the Noise Stress Test Database was used in a detector based on an evolutionary algorithm.
5 Specifically, for a parameters optimization process where the original signal was polluted with additional noise (baseline wander, electrode motion artifact and muscle artifact). Although the optimization improves the detector's performance, the obtained results show that there is not significant improvement over the reference database while making use of the original parameters.
Starting from the Stress Test and in order to study the myocardial ischemia, the level changes in the ST segment are studied in a regular basis, however, it is possible to obtain additional information about the health status of the person from the recovery cardiac frequency rate.
12
Another recent study reports the detector proposed by Martínez et al. 4 in order to analyze QRS variations in subjects with the Brugada syndrome during a Stress Test 13 by observing the QRS slope changes. Rodriguez et al. propose a method focused on the automatic extraction of stationary windows during the Stress Test in order to study the cardiac frequency variability.
14 Cardiac variability series obtainment during the stress test still stands as an open problem. The analysis and interpretation of HRV is difficult because of the non stationary nature of this time series, where the mean heart rate is time varying, also, the respiratory frequency is higher than 0.4Hz and there are detection artifacts as well. Additionally, there are no annotated electrocardiographic stress databases that could be used for validations. Nonetheless, in recent years, three Stress Test ECG databases have been released to the scientific community in order to study the myocardial ischemia, ischemic preconditioning and diabetic cardiac neuropathy, 15 correspondingly. The last database is known as Dicardia. It contains 8-lead ECG records from 51 diabetic subjects with cardiac complications, 3 diabetic without cardiac complications, and 11 control subjects 16 and it includes some additional information such as blood chemistry and the stress test report of a cardiologist. It also contains information in ecgML 17 format and non validated automatic annotations which have been barely used by Dicardia users.
14
Although Dicardia stands as an electrocardiographic database available to the scientific community that includes multiparametric information that could be very useful for several studies, it requires validated annotations that allow taking advantage of this database. The main goal of this work is to obtain and validate the RR series of Dicardia. We expect that these RR series could be used in further studies and that the proposed methodology could be employed in the RR series validation and estimation for other stress test databases.
The main contribution of this work are: a) to propose a methodology for selecting the best lead in a stress test ECG record aiming at the optimal estimation of the RR series and b) to perform a manual annotation for the Dicardia database that could be useful for validation of RR automatic estimation algorithms.
DICARDIA DATABASE
The clinical protocol was designed and applied in the cardiology service of the "Hospital Universitario de Caracas", the study was composed by 65 subjects divided in three groups:
• Diabetic with cardiac complications: 51 subjects of age 57 ± 10 years old and weight 73 ± 15 Kg.
• Diabetic without cardiac complications: 3 subjects of age 49 ± 12 years old and weight 79 ± 8 Kg.
• Control group: 11 subjects of age 50 ± 6 years old and weight 81 ± 20 Kg.
The subjects underwent an stress test following the Bruce protocol to which was added a three minute warmup stage. The test began with a 1.7 mph speed and 0
• slope and finished with a 6 mph speed and a 22
• slope. In total there were 7 stages, 3 minute long each. For a non-trained subject the average test duration is 20 minutes, this means most subjects will finish the test between stages 3 and 5.
Each subject (or the representative) read and signed an informed consent form, which clearly explained the methodology used and the steps involved for participating in the study. ECG records of diabetics and control subjects were acquired using the AT Plus system. This system is composed by a 12-lead ECG acquisition module, a microcomputer PC and the Ergocid Plus application. Signals were digitized at a sampling rate of 500Hz, 12 bits resolution and a dynamic range of ±5 mV . An extensive description of the characteristics of the patients is reported in previous works.
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METHODOLOGY
Methodology can be divided into four main parts: estimation of the RR time series, manual annotation, automatic annotation and matching ratio measures. These steps are briefly described below :
RR time series
QRS complexes were detected in each ECG leads using the Pan & Tompkins algorithm developed and available in GBBAnet. 15 Once QRS complexes were detected, the eight RR time series of each register from Dicardia were obtained. Each time, the RR series was constructed as the difference in time between consecutive QRS complexes in the ECG. Any artifacts, ectopic heartbeats and false detections were eliminated.
Manual Annotation
As the DICARDIA database does not have medical annotations, the next step consisted in the manual annotation of each of RR time series for each patient. This was a subjective annotation about the quality of the signal. Annotation took into account the observed quantity of noise as well as the presence of any other artifact on each lead. As a result of this classification, four classes were established.
1. Reference lead: this is the best lead observed with the lowest quantity of artifacts.
2. Good lead: this lead has more artifacts than the lead of reference. This type of lead could be used efficiently after median filtering for attenuating the effect of artifacts.
3. Low quality lead: this lead has a high number of artifacts, and the median filtering would be feasible, however the usefulness of the lead is dubious.
4.
Useless lead: This lead has a high level of noise and artifacts in consequence it is useless for further analysis.
Each of the 8 time series (for each of the leads recorded) were shown on the screen of a computer and annotated by two experts.
Semiautomatic Annotation
The proposed method consisted in subdividing each of the lead signals in a set of windows where the mean and standard deviation of the RR time series is estimated. Windows are not overlaped. A standard deviation threshold (SDT) is defined as a percent of the mean. Application of this threshold enables annotation of the signal as good or noisy. For instance, if the signal has a SDT lower than 10% of the mean, then the lead could be annotated as good. The value of the threshold is varied and the number of windows (NoW) is also varied for three values (10, 15 and 20) . Annotation is performed based on the percentage of the N oW that have a standard deviation greater than the threshold shown in Table 1 . 
Matching Ratio
The proposed procedure is to split the signal into a given number of windows (NoW), and the standard deviation of the signal is obtained for each window. Then, for all leads and windows a threshold value is applied to obtain those signals with a standard deviation above such threshold. The number of windows where the threshold value is not attained is stored so that, the reference lead can be established as the lead having the lowest number of windows with a standard deviation above the given threshold. For the case of detecting the reference lead when several leads have the same number of windows with standard deviation over the threshold, the standard deviation for the entire lead is calculated, then, the reference lead will be the lead with the lowest number of windows over the threshold and with the lowest total standard deviation. The quantification metric for evaluating the automatic annotation algorithm is the Matching Ratio (equation 1).
Where M R is the Matching Ratio, n represents the number of patients, m is the number of leads, M and A are the matrices with manual and automatic annotations respectively, where the columns contains the leads and the rows contains the patients. This index show that a given lead of a patient has been annotated with the same class, either with manual or automatic annotations.
RESULTS
Automatic annotations were obtained by using two input parameters: the number of windows (NoW = {10, 15, 20}) and, a standard deviation threshold (SDT = {2, 4, 6, 8, 10, 12, 14}%). ECG signal leads were then annotated fol-lowing three different schemes: into two, three and four categories or classes. As mentioned in section 3.2, manual annotation consisted in the classification of such leads into four classes. Figure 1 shows the RR series for a record from Dicardia database whereas Table 2 shows manual and automatic annotations for the same record. The first row shows the manual annotation while the rest of the rows show the automatic annotations using different values for the number of windows (NoW) and the standard deviation threshold.
Although it is interesting to observe the differences and coincidences among all cases, we found that the following cases stand out:
• Lead 1, manually denoted as useless, is marked as 4 for all automatic annotation cases.
• Lead 6, manually denoted as the reference, is marked as 1 or 2 for all automatic annotation cases.
• Note in Experiment 13 in Table 2 (NoW= 15, SD= 14) , that all leads are marked as 1 but lead 1.
• The best matches with respect to the manual annotation are obtained in the case of SD = 4 and NoW = 10 and 15 (experiments 2 and 8 from Table 3 ).
Experiment
Automatic NoW (10) SDT (4) (14) 4 1 1 2 1 1 1 1 Table 2 : Example for one subject: manual vs semiautomatic annotation 4.1 Matching Ratio for four, three and two classes M R has been computed considering the four classes defined by the manual annotation, and also, by using three and two classes. For three classes, leads annotated as 1 and 2 are grouped into a single class denoted as good leads, in both manual and automatic annotation. For two classes, leads 1 and 2 are grouped as good leads, whereas leads 3 and 4 as low quality leads. Moreover, the higher the window size or the standard deviation threshold, the lower coincidence index is obtained. We further noted that these results are biased considering that Reference and Good classes have no significant differences, thus we decide to perform the analysis joining the two classes into only one. For three classes annotation we considered that the differences between the Reference lead (state 1) and the Good lead (state 2) were not relevant. In this case the best M R results are above 70% by using 20 windows with SDT values from 8% to 12%, as shown in Figure 2 
CONCLUSION AND FUTURE WORK
A semiautomatic method for annotation of RR time series in a stress test database was proposed. This is a simple methodology that consists in subdividing the RR time series in a set of windows and estimating the amount of artifacts larger than a threshold based on the standard deviation of each time series. A manual annotation was initially performed considering four classes, and then an automatic annotation was performed using a set of windows with different lengths and different thresholds based on the standard deviation of the RR time series.
In general, the best results were obtained using three classes and a number of windows between 15 and 20 for this database. This large number of windows could be related to the high non-stationary nature of the RR time series during the stress test. This suggest that the signal in each window could be weak stationary thus attaining higher precision for characterization of RR time series.
By using only three classes, it is possible to attain coincidence indices as high as 73% which correspond to a good precision level for annotating this type of signals. The proposed methodology would allow the utilization of the DICARDIA database for different studies.
This works presents an initiative aimed to formalize the manual criteria for semiautomatic validation of RR time series, however, it presents certain limitations such as the selected QRS detector employed, which for this work is the classical Pan and Tompkins algorithm; therefore, a more robust detector could be used. Another limitation is that during the manual annotation process, only one lead is selected as the reference. Future research would be oriented to the revision of the manual annotation procedure for the RR time series using a more robust QRS detector and also considering other types of quality metrics based on the histogram of each window.
