This paper presents a geometric/coding theoretic interpretation of planar difference sets and the corresponding reformulations of two important conjectures in the field. It is shown that such sets of order n exist if and only if the An lattice admits a lattice tiling by balls of radius 2 under ℓ1 metric (i.e., a linear 2-perfect code). More general difference sets and perfect codes of larger radius are also studied. Several communication scenarios are described for which the obtained results, and codes in An lattices in general, are relevant.
1. Preliminaries 1.1. Difference sets. Let G be a group of order v (written additively). A set D ⊆ G of size k is said to be a (v, k, λ)-difference set if every nonzero element of G can be expressed as a difference d 1 − d 2 of two elements from D in exactly λ ways. The parameters v, k, λ then necessarily satisfy the identity λ(v − 1) = k(k − 1). The order of such a difference set is defined as n = k − λ. If G is Abelian, cyclic, etc., then D is also said to be Abelian, cyclic, etc., respectively. We shall usually omit the word Abelian in the sequel, as this is the only case that will be treated. Furthermore, we shall mostly be concerned with planar (or simple) difference sets -those with λ = 1.
Difference sets are very well-studied, and a large body of literature is devoted to the investigation of their properties 1 . Some of the most interesting problems regarding difference sets concern the existence of these objects for specific sets of parameters. One of the most familiar such problems, known as the prime power conjecture [4, Conj. 7.5, p. 346] , is the following: Planar difference set of order n exists if and only if n is a prime power (counting n = 1 as a prime power). Existence of such sets for n = p m , p prime, m ∈ Z ≥0 , was demonstrated by Singer [26] , but the necessity of this condition remains an open problem for more than seven decades.
In this note we intend to present a geometric interpretation of difference sets, offering a different view on the subject and potentially another approach to studying them.
1.2.
A n lattice under ℓ 1 metric. The A n lattice is defined as (1.1)
A n = (x 0 , x 1 , . . . , x n ) :
where Z denotes the integers, as usual. A 1 is equivalent to Z, A 2 to the hexagonal lattice, and A 3 to the face-centered cubic lattice (see [8] ). The metric on A n that we understand is a variation of the ℓ 1 distance
where x = (x 0 , x 1 , . . . , x n ), y = (y 0 , y 1 , . . . , y n ). The constant 1/2 is taken for convenience because x − y 1 is always even for x, y ∈ A n . Distance d also represents the graph distance in A n ; namely, if Γ(A n ) is a graph with the vertex set A n and with edges joining neighboring points (i.e., points at distance 1 under d), then d(x, y) is the length of the shortest path between x and y in Γ(A n ). Ball of radius 1 around x ∈ A n contains 2 n+1 2 +1 = n 2 +n+1 points of the form x+f i,j , where f i,j is a permutation of (1, −1, 0, . . . , 0) having a 1 at the i'th coordinate, a −1 at the j'th coordinate, and zeros elsewhere (with the convention f i,i = 0). In two dimensions we can visualize this ball as a hexagon, and in three as a so-called cuboctahedron (Fig. 1 ). In general, convex interior of the points in the ball forms a highly symmetrical polytope having the following interesting property, among many others -the distance of all the vertices from the center is equal to the distance between any two neighboring vertices. Ball of radius r around x ∈ A n contains all the points with integral coordinates in the convex interior of {x + rf i,j }.
For studying packing problems, it is usually simpler to visualize Z n instead of an arbitrary lattice. In our case there is a trivial map that makes the transition to Z n and back very easy. For x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) ∈ Z n , define the metric
Proof. For x = (x 0 , x 1 , . . . , x n ), denote x ′ = (x 1 , . . . , x n ). The map x → x ′ is the desired isometry. Just observe that, for x, y ∈ A n ,
because n i=0 x i = n i=0 y i = 0, and by considering the cases x 0 ≶ y 0 it follows that
Furthermore, the map x → x ′ is bijective.
Hence, packing and similar problems in (A n , d) are equivalent 2 to those in (Z n , d + ). Balls in (Z n , d + ) are "distorted" versions of the ones in (A n , d) (see Fig. 6 ). For example, ball of radius r around 0 in (Z n , d + ) contains all points in Z n whose positive coordinates sum to at most r, and whose negative coordinates sum to at least −r.
Lemma 1.2. The cardinality of a ball of radius r in (A n , d), denoted M n (r), is
Proof. Consider the ball around 0 in (Z n , d + ). Partition it into 2 n subsets which represent the intersections of the ball with the orthants x i 1 , . . . , x i k > 0, x j 1 , . . . , x j n−k ≤ 0, where k ∈ {0, . . . , n} and {i 1 , . . . , i k , j 1 , . . . , j n−k } = {1, . . . , n}. It is clear that the number of points in one subset depends only on k; denoting it by M n (r). Observe next that the "positive mass" is distributed on the coordinates x i 1 , . . . , x i k independently of the way the "negative mass" is distributed over x j 1 , . . . , x j n−k , and hence M (k) n (r) is equal to the product of the number of vectors (x i 1 , . . . , x i k ) ∈ Z k with x iu > 0 and k u=1 x iu ≤ r, and the number of vectors (x j 1 , . . . , x j n−k ) ∈ Z n−k with x jv ≤ 0 and n−k v=1 x jv ≥ −r. The first number is precisely r k , and the second r+n−k n−k .
Difference sets as sublattices of A n
In the following, when using concepts from graph theory in our setting, we have in mind the graph representation Γ(A n ) of A n , as introduced above. An (r, i, j)-cover (or (r, i, j)covering code) in a graph Γ = (V, E) [2] is a set of its vertices S ⊆ V with the property that every element of S is covered by exactly i balls of radius r centered at elements of S, while every element of V \ S is covered by exactly j such balls. Special cases of such sets, namely (1, i, j)-covers, have also been studied in the context of domination theory in graphs [30] . In coding theory, (r, 1, 1)-covers are known as r-perfect codes.
An independent set in a graph Γ = (V, E) is a subset of its vertices I ⊆ V , no two of which are adjacent in Γ.
2.1. The general case. The proof of the following theorem uses the same method that was employed to prove the connection between lattice tilings and group splitting [14, 28] (see also [29] ). In fact, planar difference sets (λ = 1) are an instance of splitting sequences.
To see this, consider a point y = (y 0 , y 1 , . . . , y k−1 ) / ∈ L, meaning that n i=0 y i d i = a ∈ G, a = 0. The neighbors of y are of the form y + f i,j , i = j. Since D is a difference set, we know that −a ∈ G can be written as a difference of the elements from D in exactly λ different ways, meaning that there are λ different pairs (s, t)
For every such pair observe the point z s,t = y + f s,t . We have z s,t ∈ L because n i=0 z i d i = n i=0 y i d i + d s − d t = a − a = 0. Therefore, there are exactly λ points in the lattice L that are adjacent to y, i.e., such that balls of radius 1 around them cover y. To show that the elements of L are covered only by the balls around themselves (i.e., that L is an independent set in Γ(A n )), observe that if there were two points at distance 1 in L, then by the same argument as above we would obtain that d s − d t = 0, i.e., d s = d t for some s = t, which is a contradiction because |D| = k. For the other direction, assume that L ′ is a ( 
, which means that f s,t ∈ L ′ . But since 0 ∈ L ′ , and 0 and f s,t are at distance 1, this would contradict the fact that L ′ is independent. Hence, |D| = k. Now take any nonzero element of G, say [y], y / ∈ L ′ . By assumption, y is covered by exactly λ elements of
Therefore, every nonzero element of G can be written as a difference of two elements from D in exactly λ different ways.
Geometrically, the theorem states that the balls of radius 1 around the points of the sublattice L overlap in such a way that every point that does not belong to L is covered by exactly λ balls. (The elements of L, i.e., centers of the balls, are covered by one ball only, and hence this notion is different than that of multitiling [13] .) Example 1. D = {0, 1, 2} is a (4, 3, 2)-difference set in the cyclic group Z 4 (integers modulo 4). A (1, 1, 2)-covering sublattice L ⊂ A 2 corresponding to this difference set is illustrated in Fig. 2 . Points in L are depicted as black, and those in A 2 \ L as white dots. For illustration, Fig. 3 shows an example of a (1, 2, 2)-covering sublattice (which does not correspond to any difference set). △ Remark 2.2. We can interpret the lattice L as an error-correcting/detecting code, in which case the points in L are called codewords. When λ = 1, the code can correct a single error because the balls of radius one around codewords do not overlap and the minimum distance of the code is three (here by a single error we mean the addition of a vector f i,j for some i, j, i = j, to the "transmitted" codeword x ∈ L). For λ > 1, however, it can only detect a single error reliably. Note also that increasing λ increases the density of the code/lattice L in A k−1 , but does not affect its error-detection capability. The densest such lattice is therefore obtained for λ = k (that this is the maximum value follows from λ(v − 1) = k(k − 1) and k ≤ v); it corresponds to the trivial (v, v, v)-difference set D = G in an arbitrary group G. △ Figure 3 . A (1, 2, 2)-covering sublattice of A 2 .
Note that we have not specified the order of the elements of the difference set D when defining the corresponding lattice L in (2.1). Therefore, more than one lattice can be defined via D, but they are all identical up to a permutation of the coordinates. Note also that if we write d ′ i = zd i + g instead of d i in (2.1), where z is a fixed integer coprime with v and g is a fixed element of G, identical lattice is obtained because C ′ = σ(π 1 (x 1 ), . . . , π m (x m )) : (x 1 , . . . , x m ) ∈ C .
We then have the following: Proposition 2.3. If two difference sets D and D ′ are equivalent, then the corresponding codes (defined as in (2.1)) are equivalent.
In fact, the π i 's are necessarily identity maps, only σ is relevant here.
2.2.
Planar difference sets as perfect codes. An interesting special case of Theorem 2.1 is obtained by considering planar difference sets (λ = 1).
Recall that an r-perfect code in a discrete metric space (U, d) is a subset C ⊆ U with the property that balls of radius r around the "codewords" from C are disjoint and cover the entire space U . In the above terminology r-perfect codes are (r, 1, 1)-covers; 1-perfect codes are also called efficient dominating sets in graph theory [3] . When U is a vector space and C its subspace, C is said to be a linear code. The same terminology is often used for lattices, namely, C is called a linear code if it is a sublattice of the lattice in question. Existence of such codes when n is a prime power follows from the existence of the corresponding difference sets [26] , but the necessity of this condition is open and is equivalent to the prime power conjecture. Another important unsolved conjecture in the field is the following: All Abelian planar difference sets live in cyclic groups [4, Conj. 7.7, p. 346]. Since the group G containing the difference set which defines the code L is isomorphic to A n /L (see the proof of Theorem 2.1), the statement that G is cyclic, i.e., that it has a generator, is equivalent to the following:
Conjecture 2.6 (All Abelian planar difference sets are cyclic). Let L be a 1-perfect code in (A n , d). Then the period of L in A n along the direction f i,j is equal to n 2 + n + 1 for at least one vector f i,j , (i, j) ∈ {0, 1, . . . , n} 2 . △ The cyclic case. In the rest of this subsection we restrict our attention to cyclic planar difference sets of order n, i.e., it is assumed that the group we are working with is Z v , v = n 2 + n + 1; as mentioned above, this in fact might not be a restriction at all. So let D = {d 0 , d 1 , . . . , d n } ⊂ Z v be a difference set and L the corresponding code (see (2.1)). We will assume that d 0 = 0, d 1 = 1. (This is not a loss in generality because if D is a difference set, there exist two elements, say d 0 , d 1 ∈ D, such that d 1 − d 0 = 1. Then we can take the equivalent difference set D ′ = {d i − d 0 : d i ∈ D} which obviously contains 0 and 1.) In this case the generator matrix of the code (lattice) L has the following form
i.e., the codewords are the vectors x = ξ · B(L), ξ ∈ Z n (the vectors are written as rows). The generator matrix of the dual lattice L * is
We have disregarded above the 0-coordinate because d 0 = 0. Therefore, B(L) is in fact a generator matrix of the corresponding code in (Z n , d + ) (see Lemma 1.1).
Finite alphabet. By taking the codewords of L modulo v = n 2 + n + 1, one obtains a finite code in Z n v defined by the generator matrix (over Z v )
This code is of length n, has v n−1 codewords, and is 1-perfect (under the obvious "modulo v version" of the d + metric). It is also systematic, i.e., the information sequence itself is a part of the codeword. The "parity check" matrix of the code is H = 1 d 2 · · · d n . Thus, the codewords are all those vectors x = (x 1 , . . . , x n ) ∈ Z n v for which H ·x T = 0 mod v, and the syndromes of the correctable error vectors
r-perfect codes in (A n , d)
A natural question related to the results of Section 2.2 is whether there exist r-perfect codes in (A n , d) for r > 1. For example, such codes exist for any r in dimensions one and two: it is easy to verify that the sublattice of A 1 spanned by the vector (−2r − 1, 2r + 1) is an r-perfect code in A 1 , and the sublattice of A 2 spanned by the vectors (−2r − 1, r, r + 1), (−r − 1, 2r + 1, r) is an r-perfect code in A 2 (for a study of the two-dimensional case see also [9] ). In higher dimensions, however, it does not seem to be possible to tile (A n , d) with balls of radius r > 1. We shall not be able to prove this claim here, but Theorem 3.2 below is a step in this direction.
Denote by B n (x, r) = {y ∈ Z n : d + (x, y) ≤ r} the ball of radius r around x in (Z n , d + ). Let D n (r) be the body in R n defined as the union of unit cubes translated to the points of B n (0, r), namely, D n (r) = y∈Bn(0,r) (y + [−1/2, 1/2] n ) (see Fig. 6 ). Let also C n (r) be the body defined as the convex interior (in R n ) of the points in B n (0, r). Furthermore, lim r→∞ Vol(C n (r))/ Vol(D n (r)) = 1.
Proof. Since D n (r) consists of unit cubes, its volume is Vol(D n (r)) = |B n (x, r)|, which gives the above expression by Lemma 1.2. The volume of C n (r) can be computed by the method similar to the proof of Lemma 1.2, namely, we observe the intersection of C n (r) with the orthant x 1 , . . . , x k > 0, x k+1 , . . . , x n ≤ 0, where k ∈ {0, . . . , n}. The volume of this intersection is the product of the volumes of the k-simplex (x 1 , . . . , x k ) : x i > 0, x i ≤ r , which is known to be r k /k!, and of the (n − k)-simplex (x k+1 , . . . , x n ) : x i ≤ 0, x i ≥ −r , which is r n−k /(n − k)!. Therefore, Vol(C n (r)) = n k=0 n k r k k! r n−k (n−k)! , which, together with the identity n k=0 n k 2 = 2n n , gives (3.2). The asymptotic behavior (when r → ∞) of Vol(D n (r)) is easily found to be Vol(D n (r)) ∼ r n n! 2n n by using the fact that r k ∼ r k /k!. Theorem 3.2. There are no r-perfect codes in (A n , d), n ≥ 3, for large enough r, i.e., for r ≥ r 0 (n).
Proof. The proof is based on the same idea as the one for r-perfect codes in Z n under ℓ 1 (also termed Manhattan or taxi) distance [12] . First observe that an r-perfect code in (Z n , d + ) would induce a tiling of R n with D n (r), and a packing with C n (r). The relative efficiency of the latter with respect to the former is defined as the ratio of the volumes of these bodies, Vol(C n (r))/ Vol(D n (r)), which by Lemma 3.1 tends to 1 as r grows indefinitely. This has the following consequence: If an r-perfect code exists in (Z n , d + ) for arbitrarily large r, then there exists a tiling of R n by translates of the body D n (r) for arbitrarily large r, which further implies that a packing of R n by translates of the body C n (r) exists which has efficiency arbitrarily close to 1. But then there would also be a packing by C n (r) of efficiency 1, i.e., a tiling (in [12, Appendix] it is shown that there exists a packing whose density is the supremum of the densities of all possible packings with a given body). This is a contradiction. Namely, by [25, Thm 1] a necessary condition for a convex body to be able to tile space is that it be a centrally symmetric polytope 3 with centrally symmetric facets, which the polytope C n (r) fails to satisfy for n ≥ 3. For example, the facet which is the intersection of C n (r) with the hyperplane x 1 = −r is the simplex (x 2 , . . . , x n ) : x i ≥ 0, n i=2 x i ≤ r , a non-centrally-symmetric body.
In summary, we have shown that linear r-perfect codes in (A n , d) exist for:
• n = 1, r arbitrary, • n = 2, r arbitrary, • n ≥ 3 a prime power, r = 1.
The statement that these are the only cases (apart from the trivial one r = 0), even if nonlinear codes are allowed, is a further strengthening of the prime power conjecture. It should also be contrasted with the Golomb-Welch conjecture [12] (see also, e.g., [15, 16] ) stating that r-perfect codes in Z n under ℓ 1 distance exist only in the following cases: 1) n ∈ {1, 2}, r arbitrary, and 2) r = 1, n arbitrary.
Applications in coding theory
4.1. Permutation channels. A permutation channel [21, 22] over an alphabet A is a communication channel that takes sequences of symbols from A as inputs, and for any input sequence outputs a random permutation of this sequence. This channel is intended to model packet networks based on routing in which the receiver cannot rely on the packets being delivered in any particular order, as well as several other communication scenarios where a similar effect occurs, such as systems for distributed storage, data gathering in wireless sensor networks, etc. It was shown in [22] that the appropriate space in which error-correcting codes for such channels should be defined is (∆ n ℓ , d), where (4.1) ∆ n ℓ = (x 0 , x 1 , . . . , x n ) ∈ Z n+1 ≥0 :
n i=0
x i = ℓ is the discrete standard simplex, and d is the metric given by (1.2) . Notice that ∆ n ℓ is just the translated A n lattice restricted to the nonnegative orthant. This restriction is the reason that this space lacks some nice properties that are usually exploited when studying bounds on codes, packing problems, and the like. In order to study the underlying geometric problem, one can disregard these restrictions and investigate the corresponding problems in (A n , d). The same approach is employed for some other types of codes; for example, studying the geometry of codes for flash memories reduces to packing problems in Z n , see, e.g., [5, 6, 27] .
4.2.
Particle insertion/deletion channels. Consider the following channel model. The transmitter sends x i particles (or packets) in the i'th time slot. The particles are assumed identical, implying that the transmitted sequence can be identified with a sequence of nonnegative integers (x 1 , . . . , x n ) ∈ Z n ≥0 . In the channel, some of the particles can be lost (deletions), while new particles can appear (insertions) from the surrounding medium. Additionally, one can also allow delays of the particles in the model [20] . (Notice that if a particle is delayed, this can be thought of as it being deleted, while another particle is being inserted several time slots later.) Such channels are of interest in molecular communications, discrete-time queuing systems, etc.
We want to guarantee that all patterns of ≤ r insertions and ≤ r deletions can be corrected at the receiving side. In other words, we want to be able to recover from all patterns of errors such that 4 max{#deletions, #insertions} ≤ r. It is not difficult to see that this will be achieved if and only if the d + -balls of radius r around codewords are disjoint. In other words, the decoding regions are in this case defined precisely by balls in d + metric. Hence, packing/tiling problems in (Z n , d + ) are indeed relevant for studying and designing good codes for channels of this type. 4.3. Channels with ordered alphabets. Observe the channel with input and output alphabet A = {0, 1, . . . , q − 1} and think of the symbols in A as voltage levels (e.g., in baseband digital signal transmission, or in multi-level flash memory [6, 27] ). Assume that we wish to assure that the receiver will be able to recover the signal whenever the total voltage drop (across all symbols of a particular codeword) and the total voltage increase caused by noise are at most r. This situation is essentially identical to the one in the previous example, and it is clear that the codes in (Z n , d + ) (more precisely their restrictions to A n ) are adequate constructions for error-correction in this scenario.
