In some real world applications, such as spectrometry, functional models achieve better predictive performances if they work on the derivatives of order m of their inputs rather than on the original functions. As a consequence, the use of derivatives is a common practice in functional data analysis, despite a lack of theoretical guarantees on the asymptotically achievable performances of a derivative based model. In this paper, we show that a smoothing spline approach can be used to preprocess multivariate observations obtained by sampling functions on a discrete and finite sampling grid in a way that leads to a consistent scheme on the original infinite dimensional functional problem. This work extends Mas and Pumo (2009) to nonparametric approaches and incomplete knowledge. To be more precise, the paper tackles two difficulties in a nonparametric framework: the information loss due to the use of the derivatives instead of the original functions and the information loss due to the fact that the functions are observed through a discrete sampling and are thus also unperfectly known: the use of a smoothing spline based approach solves these two problems. Finally, the proposed approach is tested on two real world datasets and the approach is experimentaly proven to be a good solution in the case of noisy functional predictors.
Introduction
the present paper, we also focus on the theoretical relevance of this common More precisely, we address the problem of the estimation of the condi- behavior of the proposed method for two real world spectrometric problems.
86
The proofs are given at the end of the article. 
176
Once the boundary conditions are fixed, an inner product on both H m 0
177
and H m 1 can be defined:
We obtain this way an inner product on H m given by
where P 
Computing the splines

194
We need now to compute to x λ,τ d starting with 
where S λ,τ d is a full rank linear operator from R |τ d | to H m defined by: • in the binary classification case:
• in the regression case:
Differentiation operator
220
The second important consequence of Theorem 1 is that the inner product
221
., . H m is equivalent to a specific inner product on R |τ d | given in the following 222 corollary:
223
Corollary 2. Under Assumption (A1) and for any u is used, the regression function has the following form:
where (U i , T i ) 1≤i≤n are learning examples in R p × {−1, 1} and the α i are non 
(rather than the original training set
), it will work on the norm in L 2 of the derivatives of order 249 m of the spline estimates of the X i (up to the boundary conditions). More 250 precisely, the regression function will have the following form:
In other words, up to the boundary conditions, an estimation method based 252 solely on inner products, or on norms derived from these inner products,
253
can be given modified inputs that will make it work on an estimation of the 254 derivatives of the observed functions. 
262
In practice however, the actual preprocessing of the data can have a strong
263
influence on the obtained performances, as will be illustrated in Section 6.
264
The goal of the theoretical analysis of the present section is to guarantee 
Approximation results
268
The previous section showed that working on 
One way to control the distance between X and X λ,τ d is to bound the ratio
286
∆ τ d /∆ τ d so as to ensure quasi-uniformity of the sampling grid.
287
More precisely, we will use the following assumption:
289
Then we have: x ∈ H m and any positive λ:
This result is a rephrasing of Corollary 4.16 from Ragozin (1983) which 294 is itself a direct consequence of Theorem 4.10 from the same paper.
295
Convergence of x λ,τ d to x is then obtained by the following simple as- 1. binary classification case:
Two sets of assumptions will be investigated to provide the convergence
Assumption 4. Either
The first assumption (A4a) requires an additional smoothing property for 313 the predictor functional variable X and is only valid for a binary classifica-314 tion problem whereas the second assumption (A4a) requires an additional 315 property for the sampling point series: they have to be growing sets.
316
Theorem 2 then leads to the following corollary:
317
Corollary 3. Under Assumptions (A1)-(A4), we have: 
General consistent functional classifiers and regression functions
330
We denote ψ D the estimator constructed by the chosen scheme using a
of a pair of random variables (U, T ) with values in
334
The proposed functional scheme consists in choosing the estimator φ n,τ d 335 as ψ En,τ d with the dataset E n,τ d defined by:
imate multivariate differentiation operator: up to the boundary conditions,
339
In more algorithmic terms, the estimator is obtained as follows: 
5. build a classifier/regression function ψ En,τ d with a multivariate method
6. associate to a new sampled function X
. 
356
On a practical point of view, Wahba (1990) error for all the observations, given by
where A is a |τ d |×|τ d | matrix called the influence matrix (see Wahba (1990) Figure 1 : Method scheme and its equivalence to the usual approach for using derivatives in learning algorithms. Gaussian kernel, ψ D has the form given in Equation (7) where the (α i ) are 376 the solutions of 377 arg min
Consistency result
The method thus depends on the parameter of the Gaussian kernel, γ and rather than setting δ n to e.g., n −5 for n observations (a choice which is com-386 patible with theoretical constraints on δ n ), one chooses the value of δ n that 387 optimizes an estimation of the performances of the regression function ob-tained on an independent data set (or via a re-sampling approach).
389
In addition to the parameters of the estimation scheme, functional data performances, and therefore that using derivatives is asymptotically useless.
419
On a finite dataset however, preprocessing can have strong influence on the 420 predictive performances, as will be illustrated in the present section. In ad- 6. Finally, we compare models estimated on the raw spectra and on spec- standard PC using our R implementation which is negligible compared 505 to the several minutes used to select the optimal parameters of the 506 models used on the prepocessed data. 
Tecator dataset 508
The first studied dataset is the standard Tecator dataset Thodberg (1996) 
536
The original data set is split randomly into 160 spectra for learning and 80 537 spectra for testing. As shown in the result Table 1 , the data exhibit a rather 538 large variability; we use therefore 250 random split to assess the differences 539 between the different approaches.
540
The performance indexes are the mean squared error (M.S.E.) and the 541 R 2 .
2 As a reference, the target variable (fat) has a variance equal to 14.36.
542
Results are summarized in Table 1 .
543
The first conclusion is that the method itself has a strong effect on the has also a strong impact on the performances: for kernel ridge regression, 551 e.g., preprocessing by estimating the first order derivative leads to a strong 552 decrease of the mean squared error.
553
Differences between the average MSEs are not always significant, but 554 we can nevertheless rank the methods in increasing order of modeling error
555
(using notations explained in Table 1 ) for Gaussian kernel ridge regression:
where < corresponds to a significant difference (for a paired Student test 557 with level 1%) and ≤ to a non significant one. In this case, the data are very 558 smooth and thus the use of smoothing splines instead of a finite differences Table 1 : Summary of the performances of the chosen models on the test set (fat Tecator regression problem) when using either a kernel ridge regression (KRR) with linear kernel or with Gaussian kernel or when using a nonparametric kernel estimate (NKE) with various inputs: O (original data), S1 (smoothing splines with order 1 derivatives), IS1 (interpolating splines with order 1 derivatives), FD1 (order 1 derivatives estimated by finite differences) and S2, IS2 and FD2 (the same as previously with order 2 derivatives).
approximation does not have a significant impact on the predictions. How-ever, in this case, the roughest approach, consisting in the estimation of the 561 derivatives by finite differences, gives the best performances. Table 2 and Figure 3 .
574
In addition, the results can be ranked this way:
575
Noise with sd equal to 0.01
Noise with sd equal to 0.2
where < corresponds to a significant difference (for a paired Student test 576 with level 1%).
577
The first conclusion of these experiments is that, even though the deriva- Table 1 are more 10 times lower that the best ones from 581 Table 2 and that, in the best cases, R 2 is slightly greater than 50% for the 582 most noisy dataset). In particular, using interpolating splines or finite differ-583 ence derivatives leads to highly deteriorated performances. In this situation, Noise Data Average M.S.E. Average R 26 better performances than with the original data. Indeed, the differences of the smoothing splines approach with the original data is still significant (for 587 both derivatives in the "small noise" case and for the first order derivative 588 in the "high noise" case), even though, the most noisy the data are, the 589 most difficult it is to estimate the derivatives in an accurate way. That is,
590
except for smoothing spline derivatives, the estimation of the derivatives for 591 the most noisy dataset is so bad that it leads to negative R 2 when used in 592 the regression task. 13.5 %.
600
As in previous sections, the analysis is conducted on 250 random splits of 601 the dataset into 160 learning spectra and 80 test spectra. We used stratified 
605
The performance index is the mis-classification rate (MCR) on the test 606 set, reported in percentage and averaged over the 250 random splits. Results
607
are summarized in any SVM model used on derivatives.
626
It should be noted that the classification task studied in the present sec-627 tion is obviously simpler than the regression task from which it is derived.
628
This explains the very good predictive performances obtained by simple mod-629 els such as a linear SVM, especially with the proper preprocessing. therefore 50 random splits rather than 250 in the previous section.
643
The regression models were build via a Kernel Ridge Regression approach 644 using a linear kernel and a Gaussian kernel. In both cases, the regularization 645 parameter of the model is optimized by a leave-one-out approach. In addi-646 tion, the width parameter of the Gaussian kernel is optimized via the same 647 procedure at the same time.
648
The performance index is the mean squared error (M.S.E. 81.5% Table 4 : Summary of the performances of the chosen models on the test set (durum wheat regression problem)
651
As in the previous section, we can rank the methods in increasing order 652 of modelling error, we obtain the following result:
where G stands for Gaussian kernel and L for linear kernel (hence G-S2 stands Table 4 for the full names of the regression models) target variable), using a non linear model with the second derivatives of the spectra corresponds to an average gain of more than 5% (i.e., a reduction of 664 the normalised mean squared error from 24% for the standard linear model 665 to 18.6%).
666
Conclusion
667
In this paper we proposed a theoretical analysis of a common practice that 668 consists in using derivatives in classification or regression problems when the 669 predictors are curves. Our method relies on smoothing splines reconstruction 670 of the functions which are known only via a discrete deterministic sampling.
671
The method is proved to be consistent for very general classifiers or regres- 
675
We have validated the approach by combining it with nonparametric re- extend the application range of the proposed model.
690
A second important point to study it the convergence rate for the method. independent. These are consequences of Assumption (A1). 
