Abstract-Three noncoherent minimum mean-squared error (MMSE)-based multiuser receivers are proposed for multipulse modulation. These receivers have a common MMSE prefilter and are followed by one of three phase-independent decision rules. The simplest decision rule selects the maximum magnitude of the MMSE filter outputs, and the other two account for the second-order statistics of the residual multiple-access interference that remains after MMSE filtering. Blind adaptive algorithms are then proposed for the three noncoherent MMSE receivers. The common adaptive algorithm for the MMSE prefilter, which is based on the stochastic approximation method, is shown to converge in the mean-squared error sense to the nonblind MMSE prefilter. Our convergence analysis yields new insight into the tradeoff between the rate of convergence and the residual mean-squared error. The noncoherent blind receivers obtained here do not require the knowledge of the received signals of any of the interfering users, and are hence well-suited for distributed implementation in cellular wireless networks or in communication systems that must operate in noncooperative environments.
where an -ary symbol is transmitted by sending one of possibly nonorthogonal and unequal-energy waveforms. The usual equal-energy orthogonal multipulse modulation (OMM) method is a special case of NMM but its primary drawback is its poor bandwidth efficiency. The distinct energies of, and the correlations between, the signals in NMM can be either viewed as design parameters to increase bandwidth efficiency or they can arise as a result of a distorting channel in even systems that use OMM.
The multiuser channel we consider has several NMM transmitters sending data simultaneously so that the receiver observes a superposition of their waveforms and additive white Gaussian noise (AWGN). The multiple-access technique employed is correlated waveform multiple access, where the signature waveforms employed by the different users can be correlated as well.
As suggested in [1] , NMM can be viewed as linear modulation in the expanded signal space of all the signals of all the users. Using this simple idea, we derive a noncoherent MMSE prefilter for NMM. Once the received signal is thus prefiltered to obtain suitable decision statistics for the user of interest, one of three noncoherent decision rules is applied to determine which of the possible signals was sent in any given time interval by that user. The first rule simply selects the signal corresponding to the output of the MMSE prefilter that has maximum magnitude. The second and third rules additionally take into account the second-order characteristics of the residual MAI that remains after MMSE filtering. It is shown that when the signals to be detected are linearly independent from the interference, these two MMSE receivers converge asymptotically (as the noise power goes to zero) to the decorrelative generalized likelihood ratio test (GLRT) and asymptotically optimum (AO) receivers of [1] , respectively. For low signal-to-noise ratios (SNRs) and low-to-medium interfering user powers, the MMSE receivers yield significant improvement over their decorrelative counterparts in terms of symbol error rate (SER). The implementation of the MMSE receivers requires the knowledge of the signature waveforms and energies of all the users, which may be available at a centralized receiver in a cooperative communication system (as at a base station in a multiple-access channel), but not for distributed implementation at say, a mobile receiver in a cellular radio network, or for communication systems that must operate in hostile or noncooperative environments.
The second part of this work focuses on obtaining blind implementations of the three noncoherent MMSE receivers which are suitable for distributed implementations, requiring the knowledge of only the normalized signature waveforms and received energies of the user of interest. The adaptation rule that computes the MMSE prefilter is based on the stochastic approximation method and is blind in the sense that it does not require the overhead of training sequences. Unlike blind adaptive coherent detection for linear modulation (cf. [2] [3] [4] ), the blind noncoherent receivers for NMM require blind implementations of the noncoherent decision rules as well. For the latter, we will see that a separate, albeit simple, adaptation algorithm suffices.
The convergence of the blind MMSE prefilter in the meansquared error sense is studied along the lines of [5] . Our approach is based on the outer product of the error vector and not only proves convergence but also yields a sufficient upper bound (under mild simplifying assumptions) on the step-size to ensure convergence. This is in contrast to the convergence analyses in [2] (for coherent decorrelative detection of linear modulation) and [6] (for the noncoherent decorrelator for NMM) which follow [7] and only recognize the importance of the critical issue of choice of step-size through numerical examples. We also obtain sharper results (by making fewer simplifying assumptions) on the tradeoff between the rate of convergence and the limiting mean-squared error than would result from applying the convergence analysis technique of [3] (which is based on [8] ).
The rest of the paper is organized as follows. The NMM system model is presented in Section II. In Section III, we derive the MMSE prefilter and present the noncoherent decision rules and their analyses in terms of SER. The blind adaptive versions are introduced in Section IV. The convergence analysis of the blind MMSE prefilter is carried out in Section V which also yields the upper bound on the step-size. In Section VI, we present numerical examples that illustrate the performance of the nonblind MMSE receivers, the convergence of the adaptive prefilter coefficients to the MMSE solution, and the error probability performance of the adaptive receivers. In Section VII, we make some concluding remarks. The proofs of several results that are claimed in Sections III-V are contained in the Appendix.
II. SYSTEM MODEL
We consider a synchronous -ary signaling scheme where each of the users transmits one of nonorthogonal signals to send bits of information over a symbol interval. After passing through an AWGN channel, the superposition of the signals arrives in symbol synchronism at the receiver. Since we can limit our observation to a single time interval in this case, we shall omit time interval indices everywhere but in Sections IV and V where they will be required for the description of the blind adaptive algorithms.
A discrete-time model can be obtained by projecting the received signal onto an -dimensional orthonormal basis of the total signal space spanned by the signature waveforms of all users. The -length received vector admits the following model:
( 1) where is white Gaussian noise whose covariance matrix is assumed known, and the th user's information is represented by the -length random vector T , whose equiprobable realizations are in
T T
The -length vector T T T T represents the data of all users.
is the matrix of the th user's signature waveforms, i.e., , and is the matrix of all the users' signature waveforms. is the block diagonal matrix of complex amplitudes, , with each block an matrix , where and represent the received energy and phase of the th signal of user . The phases are assumed to be unknown, independent, and uniformly distributed random variables.
III. NONCOHERENT MMSE RECEIVERS AND ERROR PROBABILITY
In this section, we will obtain the MMSE prefilter and specify three noncoherent decision rules along with their performance analysis in terms of SER. In a conference version [9] of this paper, we made the assumption that the signals of the user of interest are linearly independent. Here, we consider the general case where the signals of all users (including the user of interest) may be linearly dependent. Numerical examples that illustrate the performance of these detectors are provided in Section VI-A.
A. Noncoherent MMSE Receivers
The MMSE filter applied to the received signal is the linear matrix transformation that minimizes the meansquared error, (where " " denotes the conjugate transpose), or equivalently that satisfies the orthogonality principle. It is easily found to be (2) where and T is a diagonal matrix whose diagonal blocks, denoted as , have their th diagonal element equal to . That the off-diagonal blocks are equal to zero follows from our assumption that the carrier phases associated with the signals of two different users are statistically independent and uniformly distributed random variables. Notice that, because is invertible, the MMSE solution is unique. We define as the sufficient statistic at the output of the MMSE filter which is given by . The problem now is to find good post-MMSE filtering decision rules. With a view to realizing simple and decentralized implementations, we restrict attention to receivers that are based only on the outputs corresponding to the user of interest, namely, the to elements of for user , denoted as . Hence, the MMSE prefilter matrix for the th user, , is given by the th block of columns of so that
and the th column of , denoted as , represents the MMSE prefilter for signal of user .
We first propose a simple decision rule based on the observation that is the linear MMSE estimator of the complex data vector . This motivates the following maximum magnitude (MM) rule that was also independently proposed in [10] : (4) The above rule will henceforth be referred to as the MMSE-MM rule. The limit of this receiver as and its asymptotic efficiency were obtained in [10] and shown, in the case of binary modulation, to outperform the post-decorrelative generalized likelihood ratio detector of [1] . However, this result is a special case of a more general result obtained much earlier for binary modulation in [11] . In any case, no general statement can be made about the relative performance of the two detectors for -ary modulation when . To obtain better decision rules, consider the dependence of the -length sufficient statistic on the transmitted data (5) where is a zero-mean Gaussian random vector with covariance matrix . Evidently, unlike the decorrelator of [1] , the MMSE prefilter does not remove all MAI.
Next, we reduce with a linear transformation to a lower dimensional statistic without loss of information. Since, in general, user can employ linearly dependent signature waveforms, the matrix may be singular. Its rank is that of and will be denoted by . Consider now the singular value decomposition (SVD) of as , where , the identity matrix, and is the diagonal matrix of nonzero singular values, and define the full column rank matrix . It can be shown that the linear transformation , where the superscript " " denotes the pseudo-inverse, when applied to incurs no loss of information regarding . The proof is left to the reader. In fact, such a transformation yields the minimal sufficient statistic (cf. [12] for a definition of minimal sufficiency).
To summarize, the total linear transformation applied to the received signal is given by (6) and the resulting -length sufficient statistic is (7) where is a -length zero-mean complex Gaussian noise vector with covariance matrix (8) and is independent of the zero-mean residual MAI random vector denoted by . The second-order statistics of the residual MAI are taken into account by making the assumption that has a Gaussian distribution. Its covariance matrix can be shown to be so that the post-MMSE filtering model is (9) where, under our assumption, is a zero-mean complex Gaussian noise vector with covariance matrix (10) The residual MAI has, because of our assumption, been absorbed into the additive Gaussian noise so that this essentially interference-free model is like the one that was studied in the context of decorrelative detectors in [1] . Hence, one can apply to the ideas used in deriving the decision rules in that paper, namely the AO rule and the GLRT-based rule. Note that the equivalent noise covariance matrix is always positive definite and that it requires the knowledge of the received energies of all users.
The optimum (minimum error probability) rule for user based on is to select the hypothesis that maximizes , the likelihood of the statistic under the hypothesis that user transmits its th signal (or , the th column of the identity matrix). It can be obtained in closed-form by averaging out the conditional density with respect to the phase , but involves a Bessel function and may be unwieldy to implement. The AO rule as found in [1] is therefore derived using an asymptotic expansion of the modified Bessel function, namely, retaining only its exponential dependence. As a result, we have
where we have introduced the matrix (12) and the second equality follows from a Woodbury identity, is its th diagonal element, and is the -length sufficient statistic such that . It is easy to see that so that these two statistics are indeed equivalent. Even though it is not a minimal sufficient statistic, is more convenient to express the decision rules since they then do not involve and hence do not require an SVD.
The GLRT rule assumes the complex amplitudes to be unknown and replaces them by their value that would maximize the likelihood function. While both the MMSE prefilter in (3) and the equivalent noise covariance matrix in (10) depend on the received energies (and hence on ), we consider that the statistic in (9) and the matrix (or equivalently and ) are given and assume the complex amplitudes to be unknown only in the derivation of the post-filtering GLRT rule. This leads to the following:
which, as we shall see in Section III-B, is the extension to the MMSE criterion of the post-decorrelative GLRT-based rule proposed in [1] .
Throughout the rest of this paper, for brevity, we will refer to the decision rules of (11) and (13) as the MMSE-AO and MMSE-G rules, respectively. A block diagram for these receivers is shown in Fig. 1 .
B. Asymptotic Analysis of the MMSE Receivers
It is of interest to know how the MMSE-AO and the MMSE-G receivers proposed above behave in the limit as . Our key result here is that if the signals of user are linearly independent of the interfering signals, the MMSE-G and MMSE-AO receivers become equivalent, as the noise power goes to zero, to their decorrelative counterparts in [1] (henceforth referred to as DEC-G and DEC-AO, respectively). The condition for linear independence can be characterized algebraically as , where denotes the projection orthogonal to the interference space . A proof of this result can be found in Appendix A.
It therefore follows that the asymptotic (high SNR) performance of the MMSE-G and MMSE-AO receivers approaches that of the DEC-G and DEC-AO receivers of [1] , respectively. Such an analysis for the asymptotic (decorrelative) counterpart of the MMSE-MM receiver was the focus of [10] .
C. SER Analysis for Finite SNRs
The main rationale, though, for considering MMSE strategies as opposed to the decorrelative ones is the potentially better performance (provided the post-MMSE filtering decision rules are properly designed) of the MMSE receivers in low-medium SNRs. It is in these regimes that their SERs are of greater interest.
The SER of the MMSE-AO, MMSE-G and MMSE-MM decision rules can be upper and lower bounded along the lines of [1] by computing the pairwise error probabilities when hypothesis (wherein user transmits its th signal) yields a higher likelihood than the true hypothesis . The main difference in the analysis is due to the residual MAI after MMSE filtering. The details are provided in Appendix B. In the next two paragraphs, we give a brief summary. For the MMSE-MM and the MMSE-G rules, it is easy to obtain conditional pairwise error rates, conditioned on the phases of the interfering users, using the analysis method of [1] . We first obtain these pairwise error rates by conditioning on the phases of the interfering users and their transmitted symbols and then averaging these error rates over all possible signals transmitted by the interfering users. Further averaging over the phases is analytically intractable but we have found in some examples that setting the interfering users' phases to zero does yield union upper and lower bounds that bound even the simulated symbol error rate with random phases chosen independently from one symbol-interval to the next.
For the MMSE-AO rule, even the conditional error rates are not analytically tractable so that we make the assumption that the residual MAI is Gaussian. In this case, no conditioning is required, and the analysis in [1] for the post-decorrelative AO rule can be directly adapted to the problem at hand. Of course, since the residual MAI is not really Gaussian, such an analysis can only be expected to give an approximation of the true SER the accuracy of which must be verified through simulations. We present such results in Section VI-A.
IV. BLIND ADAPTIVE NONCOHERENT MMSE RECEIVERS
From (3), the th user's th MMSE filter, i.e., the th column of , is given by (14) The energies and the signature waveforms of all users are required to compute these filters but they may not be available in many situations, such as in signal reception at a mobile in the presence of intra-or inter-cell interference. Our interest here is therefore to obtain blind adaptive MMSE receivers that emulate the performance of their nonblind counterparts but require only the knowledge of the energies and signals of the user of interest. Let us define, for all -length vectors , the intermediate random vector
and the -length vector function (15) Clearly, because is nonsingular, the filter defined by (14) is the unique solution to the regression problem , so that the stochastic approximation (SA) method of [13] can be applied. It follows that the nonblind MMSE prefilter can be adaptively estimated by the stochastic algorithm (16) where is a constant step-size (cf. [2] ), rather than the classical decreasing step-size sequence [13] . Note that the time index for the received signal has been included. In implementing (16) , is replaced by , where " " denotes the complex conjugate.
We will show in the next section that the above algorithm converges in the mean-squared sense. Our convergence analysis will also give insight into permissible values of the step-size .
For their implementation, the MMSE-AO and MMSE-G rules require the knowledge of system parameters that are not available to the user. Instead, it is necessary to compute both the transformation and the matrix from the estimate, , of the MMSE filter . Mainly, we have to ensure that, at every iteration, the estimate of is positive semi-definite. We propose to estimate the matrix . Since can be written as , we propose the following simple recursion: (17) in which, for implementation, can be replaced by of (5). The desired estimates for the matrices involved in the MMSE-AO and MMSE-G rules then follow easily. The main computation lies in the pseudo-inverse of the matrix .
V. CONVERGENCE ANALYSIS
In this section, we present the mean-squared convergence analysis of the blind adaptive algorithm (16) . The convergence is understood as defined in [14] and involves the usual tradeoff between speed of convergence and residual mean-squared error. We follow the approach of [5] (see also [14] ) where the authors use an outer-product method to analyze the convergence properties of adaptive equalizers. This method essentially seeks to find a matrix recursion involving the error covariance matrix and reduces it to a vector recursion. From such an analysis, a sufficient condition for convergence follows easily and gives us insight to the maximum value of the step-size that guarantees convergence and about the tradeoff between rate of convergence and the residual mean-squared error.
We start by denoting the error-vector at iteration by and express the mean-squared error as the trace of the covariance matrix of the error-vector (18) rather than the expected norm squared of the error-vector as is done in [2] .
Subtracting from both sides of (16), we obtain the more convenient form (19) where . The fact that is a zero-mean random vector follows from the statistical independence of , and therefore of , and . This is called the independence assumption in the adaptive signal processing literature which, in the case of synchronous multiuser communications, is in fact true. Using the spectral decomposition of the positive definite matrix and defining the transformed vectors, , , and , we obtain from (19) a recursion for the covariance matrix of the transformed error-vector (20) The calculation for the first term in (20) is carried out in Appendix-C where, using some mild simplifying assumptions, we obtain
Because only diagonal terms of (20) are of interest, we define as the -length vector containing the diagonal elements of and as the -length vector of eigenvalues of and . Hence, the matrix recursion of (20) can be replaced by the following vector recursion:
The mean-squared error at iteration is then given by T where is the -length vector of all ones. The solutions to (22) will be stable if and only if T has all eigenvalues in . From [15] , a sufficient condition to guarantee this is to force the sum of elements in all of its rows to be less than 1, which leads to the result that (23)
In the context of coherent detection for linear modulation, the authors in [3] also derive an upper bound on the step-size for the blind adaptive algorithm they propose. Their approach uses the work of [8] only, which, if applied to our noncoherent MMSE problem, would yield the following weaker upper bound (the details are left to the reader):
The reason is that our analysis in Appendix C makes fewer assumptions than [3] and [8] , thereby always yielding a smaller value of . Consequently, the upper bound from (23) is closer to the maximum allowable step-size for which convergence is guaranteed (henceforth referred to as ) than the upper bound from (24). We therefore suggest that, instead of using (24), the upper bound of (23) should be estimated by individual users. Indeed, only an additional estimate of would be required to estimate the more reliable bound of (23). 
VI. NUMERICAL EXAMPLES
In this section, we illustrate the performance of the proposed nonblind noncoherent MMSE receivers and then of their blind adaptive versions.
A. Nonblind Noncoherent MMSE Receivers
We first present numerical examples to compare the analytical bounds on SER for the MMSE-AO and the MMSE-G receivers with simulated error probabilities obtained by considering uniform random phases that are independent from symbol to symbol. Fig. 2(a) and (b) depicts SER bounds and simulated SERs for a user system with 4-ary modulation ( ) where the (equi-energy) signature waveforms were randomly generated with processing gain . Note from Fig. 2 (a) that there is good agreement between the simulated SER of the MMSE-AO receiver and our SER "bounds" even though the latter are computed using approximate pairwise error rates that are based on the Gaussian residual MAI assumption. Moreover, in the SER bounds for the MMSE-G rule, the phases of the interfering users were fixed. Nevertheless, the simulated SER of the MMSE-G receiver with random phases again lies between the bounds on the conditional SER. It was also verified that, for several randomly selected constant phases, the bounds were similar to those of Fig. 2(b) .
Next, we compare the MMSE receivers with their decorrelative counterparts. Again we let , , and with a different set of randomly generated linearly independent signature waveforms. We consider hereafter two cases. In the first one, the energies of the interfering users are the same as that of the desired user, and in the second one, the interfering users are 10 times as powerful. These two cases will be referred to as the low MAI case and the high MAI case, respectively. Fig. 3(a) and (b) illustrates the substantial improvement of the MMSE receivers over their decorrelative counterparts. For example, in the low MAI case of Fig. 3(a) , there is more than a 6-dB gap between the MMSE-G and DEC-G rules and a 4-dB gap between the MMSE-AO and DEC-AO rules at a SER of 10 . Even for SNRs as high as 22 dB, the performance of the MMSE receivers is significantly better than their decorrelative counterparts (to which they should eventually converge for sufficiently high SNR). From both figures, it is also clear that the MMSE-AO rule substantially outperforms both the MMSE-G and MMSE-MM rules, the gap being most apparent for high SNR and/or high MAI. In the high MAI case of Fig. 3(b) , the advantage of the MMSE approach over the decorrelative one is minimal. Finally, we note that, in our example, the MMSE-MM receiver is most adversely affected by an increase in the interfering users' powers. It can hence sometimes perform much worse than the DEC rules as seen from Fig. 3(b) . Fig. 4 (a) and (b) illustrates the various comparisons mentioned above in the case of a system with , , and this time. Each user employs a 4-ary signal set (chosen randomly) in two dimensions and such that the signal spaces of all users are linearly independent from one another. Note that the MMSE-MM receiver performs very poorly in both cases (of low and high MAI) relative to the MMSE-G and the MMSE-AO receivers.
Finally, Fig. 5 corresponds to an "overloaded" system with , , , and low MAI. The desired user is allocated a two-dimensional (2-D) space ( ) which is linearly independent from the 2-D interference space. Despite the system being overloaded, all three MMSE (and DEC) receivers achieve an exponential decay because of the particular signal space geometry assumed. Specifically, rank rank so that the MMSE receivers converge to their decorrelative counterparts. Moreover, because rank , all receivers have a nonzero error exponent (cf. [16] ).
B. Blind Adaptive MMSE Receivers
The numerical examples for the blind adaptive MMSE receivers consider the same five-user model as considered in Fig. 3(a) and (b) .
For the low MAI case, the upper bound on the step-size of (23) is found to be equal to whereas that arising from the analysis of [3] , given by (24), is equal to . Similarly, we found and in the high MAI case for (23) and (24), respectively.
The convergence of the adaptive algorithm with step-size in (16) is illustrated by plotting in Fig. 6(a) and (b) for several step-sizes, the averaged normalized squared error (NSE) of user 1 at iteration , defined as in [6] (25) Note that, in the low MAI case of Fig. 6(a) , the algorithm corresponding to does not converge. This suggests that even the milder simplifying assumption made in Appendix C yields a value for that overestimates . In contrast, the high MAI case algorithms for and in Fig. 6(b) show that the upper bound must be very close to . The tradeoffs between speed of convergence and residual NSE are illustrated by using three other step-sizes for each case:
(low MAI), and (high MAI), in Fig. 6(a) and (b) , respectively. Selecting too high a value for leads to fast converging algorithms but at the price of a high residual NSE. On the other hand, the algorithms for low values of will reach a much lower residual NSE but their slow convergence rate might be unacceptable for most applications. For both cases, Fig. 6 (a) and (b) seems to suggest that a good compromise is to select or . Next, we assess the performance of the adaptive MMSE strategies in terms of their simulated SER versus iteration index . At some fixed , the filter coefficients and the matrix are determined from the iterations (16) and (17) . With these fixed and assumed to be the true values of and , respectively, the noncoherent MMSE receivers are simulated to obtain the SER for that value of .
The simulated SERs are shown in the low MAI case, for algorithms corresponding to and in Fig. 7 (a) and (b), respectively, for an SNR of 20 dB. The SERs of the nonblind receivers are also shown for comparison.
As suggested by the NSE behavior of Fig. 6(a) , the SER of the algorithm initially converges faster than that of the algorithm. Furthermore, because the residual NSE is lower for , the corresponding SER performance is better than that for for sufficiently large. However, this improvement is larger than the one suggested by Fig. 6(a) where both NSEs are quite close for large. This suggests that the convergence of the adaptive receiver's SER does not entirely mimic the convergence of the adaptive prefilter to the nonblind MMSE solution. Instead, it seems that the performance of the adaptive receivers is very susceptible to a large residual NSE, however quickly it is reached. Several examples we have run for the high MAI case reflect that this issue is even more critical when the interfering users' powers are large. Since the NSE and SER performance are not straightforwardly related, a proper selection of the step-size should hence take into account both criteria. Fig. 3 showed that the nonblind MMSE-AO rule outperforms both the nonblind MMSE-G and MMSE-MM rules for the low and high MAI cases alike. It is therefore no surprise that the adaptive version of these rules yields a similar behavior as illustrated in Fig. 7 . This suggests that the simple additional recursion of (17) required for the computation of the linear transformation and the noise covariance matrix performs well.
VII. CONCLUSION
In this paper, we introduced three noncoherent MMSE multiuser receivers for nonorthogonal -ary modulation and their blind adaptive implementations. No knowledge of any of the interfering signature waveforms is required, nor is it necessary to track the carrier phase associated with any user's transmission. The blind receivers have a common bank of MMSE filters as a front-end and are followed by distinct decision rules (viz., the MMSE-MM, -G and -AO rules). The MMSE-AO rule is the more interesting of the three in that it has a lower error rate while requiring an additional recursion for the blind implementation of the post-MMSE filtering decision rule. When the interfering users' power are commensurate with that of the user to detect, the MMSE-AO receiver far outperforms the post-decorrelative AO receiver of [1] . We note that the rate of convergence versus residual NSE performance of the blind MMSE-AO receiver depends critically on the choice of step size, as it does for any blind algorithm based on the stochastic approximation method. Moreover, it appears that the residual NSE may not always be the right indicator of error rate performance. Finally, we note that it is the constraints of the application that will dictate the proper tradeoff between speed of convergence and error rate performance and a systematic way to determine the step size that gives the right tradeoff is still an open question.
APPENDIX

A. The Limiting Forms of the MMSE-AO and the MMSE-G Receivers
To derive the limits of the MMSE-AO and MMSE-G receivers as , we find the asymptotic forms of the total linear transformation of (6) and of the matrix of (12) that is involved in the decision rules (11) and (13) . Since only the detection of user is of interest, we introduce the notation to denote the MAI space spanned by users and to denote the projection orthogonal to . Furthermore, the limits are derived under the assumption stated in Section III-B that the desired and interfering signal spaces are linearly independent. For simplicity, we shall assume, in this section, that the signal energies for the desired user are equal.
It was shown in [10] that the asymptotic form of the MMSE prefilter for user is given as (26)
Because of the orthogonal projection , the limiting form of the prefilter essentially decorrelates the signal to be detected from the interference. The result in (26) was obtained for the special case of full rank in the submitted version of [10] and was later extended (with input from the first author of this paper) to the general case where the columns of are linearly dependent. Furthermore, we note that, for (26) to be true, it is necessary that the desired user's signal space (spanned by columns of ) and the interference space be linearly independent (which of course doesn't mean that either or , whose columns are the interfering signals, have to have full column rank). This key condition was independently recognized in this work and in [10] .
The prefilter for user involves the matrix (of the same rank as given our linear independence assumption between and ) for which we write an SVD as where is the diagonal matrix of nonzero singular values and . It can then be shown that , where , defined as , can be shown to be unitary. Hence the total transformation in (6) has the asymptotic form (27) Note that the noise covariance matrix in (10) can also be written as (28) Combining (27) with (28), we obtain the low noise approximations for the noise covariance and the matrix in (12) as (the MAI is canceled by ) and , respectively. In the case where user employs linearly independent signals (i.e., ), the MMSE-AO and MMSE-G decision rules asymptotically become T T respectively, where . As expected, these rules are equivalent to the decision rules for decorrelating receivers such as those proposed in [17] .
For the more interesting case when user employs linearly dependent signals, a noise whitening transformation on provides a suitable model with nonsingular covariance matrix from which the decision rules can be similarly derived. In either case, it is clear that, when the signature waveforms of the user of interest are linearly independent of the interfering signals, the MMSE-AO and MMSE-G rules are asymptotically equivalent to the DEC-AO and DEC-G rules, respectively, as developed in [17] for the case when the user to be detected employs linearly dependent signaling ( ).
B. SER Bounds for the MMSE-G and the MMSE-AO Receivers
The upper and lower bounds are given in terms of pairwise error probabilities as in [1] . Hence we need to compute the pairwise error probabilities of the form which denotes the event that hypothesis yields a higher likelihood than the true hypothesis (i.e., user transmits its th signal). For the MMSE-G rule, we not only need to condition on the th user's complex amplitude, , but also on the interfering users' signals and complex amplitudes, , and , for
. Under these hypotheses, the decision vector of (9) becomes (29) Thus is a complex Gaussian random vector with mean and covariance matrix given by (8) . From this point, the analysis is similar to that in [1] and the conditional pairwise probabilities are obtained as in [18, App. B] where is the Marcum function and is the zerothorder modified Bessel function of the first kind. The expressions for the parameters , , , and can be easily obtained and are left to the reader. If we average over the possible combinations of signals the interfering users can send and integrate over their phases, the total SER can then be upper (union) bounded and lower bounded for the MMSE-G rule. The integration over the phases is, however, analytically intractable and so we must be content with bounds on conditional error rates (conditioned on those phases).
For the MMSE-AO rule, we assume that the residual MAI has a Gaussian distribution because, without this assumption, even the conditional pairwise error rates cannot be obtained. With the Gaussian assumption, under hypothesis , the sufficient statistic is a complex Gaussian random vector, . Furthermore, no conditioning is necessary, so that the (approximate) pairwise probabilities can be found as in [1] .
C. Fourth-Order Moments of Complex Random Vectors
The computation of the transformed error-vector covariance matrix is a key step in the convergence analysis of Section V. It requires us to be able to compute fourth-order moments for complex random vectors of the form where is an arbitrary deterministic matrix (for simplicity, we drop, in this appendix, the specific reference to the time interval). This calculation involves the two fourth-order moments and T T . Since the noise vector has a complex Gaussian distribution, it follows from [19] 
where is a block diagonal matrix composed of matrices of the form
and represents the th diagonal block of the deterministic matrix . Following the arguments in [20, App. A], the term in the expansion (31) can be times larger than the two other terms which can therefore be neglected. We notice however that our analysis can accommodate the first term , so that we neglect only the matrix . Combining this simplified expansion with that of the noise (30) and with the cross-term expectations, it can be shown that (33) Note that we would have also found this expansion by applying the results of [19] if we had made the simplifying assumption that the received vector has a complex Gaussian distribution.
The covariance matrix of the zero-mean vector follows from using (33) and we obtain, after some tedious but straightforward algebra, the following expression:
(34)
