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ABSTRACT 
We present a sequence of progressively better upper bounds for the Perron root 
of a nonnegative matrix. Each element in the sequence is a function of the Perron 
root of the arithmetic symmetrization f a power of the matrix. The results comple- 
ment those of Szyld based on the geometric symmetrization f a power of the matrix. 
© 1998 Elsevier Science Inc. 
Let A be a square matrix with all entries nonnegative. It is well known 
(see [3], for example) that the spectral radius of  A, r(A), is an eigenvalue, 
and considerable attention has been paid to the problem of computing upper 
and lower bounds on this eigenvalue. In particular, Szyld [4] provides an 
increasing sequence of lower bounds on r(A),  based on a geometric sym- 
metrization of powers of A. Specifically, for a square nonnegative matrix A, 
let S(A) be the matrix whose entry in row i, column j is given by ~ ,  
and define Pk to be Pk = [r(S(A2k))]2-~; Szyld shows that Pl ~ P2 ~< "'" ~< 
Ok ~ r(A) for all k. Indeed, it is not difficult to show that in fact Pk 
converges to r(A) .  
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In this paper, we provide a companion result to Szyld's by giving a 
sequence of upper bounds on r (A)  based on an arithmetic symmetrization of
powers of A. For a square nonnegative matrix A, we let M(A)  = (A + 
At)~2, and define or k by o" k = [r(M(A2k))] z-k. We show in Theorem 1 that 
o" 1 >/ o" z /> "" >I- o" k >/ r (A)  fo ra l l k ,  and in Theorem 2 that o" k ~r (A)  as 
k --+ m. We also characterize the case that o" k = r (A)  for some k (Theo- 
rem 3). 
We note that the result of Theorem 1 can be deduced from a deep result 
in operator theory. Since A is nonneKative, it follows that r(M(A2~)) is the 
2-~ k same as the numerical radius, w(A ), of A 2 . By Berger's theorem (see 
2t¢+ 1 2k  . [1, p. 333] for a proof sketch) we find that w(A  ) ~< w(A  )-2 which yields 
the fact that o" k is a rtonincreasing sequence. Consequently, our approach 
here is at least partly expository. We wish to show how results on the 
sequence o- k can be established just by using standard matrix results, without 
appealing to the (admittedly powerful) tools of operator theory. We refer the 
reader to [3] for results on nonnegative matrices and to [1] for work on 
symmetric matrices. 
THEOREM 1. Let A be a square nonnegative matrix. For each k ~ N, 
o" 1 >~ o" 2 >~ --" >7 o- k >~ r (A) .  
Proof. From Bendixon's theorem (see [2]), for any square matrix A, the 
maximum of the real parts of the eigenvalues of  A is bounded above by the 
maximum eigenvalue of  M(A). Using the fact that A is nonnegative, we find 
,2 k k .k  
that for any k we have (r(A)) = r(A 2 ) <~ r (M(A  "2 )); it now follows that 
0"~ > r (A)  for any k. 
In order to complete the proof, it suffices to show that for any nonnega- 
tire matrix A, r(M(A2)) <~ [r(M(A))] z. Note that if is x is a nonnegative 
vector such that xTx = 1, then xrM(A'2)x = l[xrA2x + xT(Ar)ex], while 
2 
xT[M(A)]Zx = ¼[xTAex + xTAATx -1- xTATAx -[- xT(AT)2x]. Applying the 
Cauehy-Schwartz inequality and then the arithmetic-geometric inequality, we 
have xTA2x + xT(AT)2x = 2xrA2x <~ 2[(xTAATxXxTATAx)]~/2 <~xrAATx + 
xTATAx. Consequently, xTM(AZ)x <~ xT[M(A)]ex whenever x is nonnega- 
tire with xrx = 1. Since M(A z) and [M(A)]  e are symmetric nonnegative 
matrices, we have r(m(A2))  = max xTm(Ae)x and r([m(A)] 2) = 
max xT[M(A)]2x, where in each case the maximum is taken over nonnega- 
tire vectors x such that xrx = 1. The inequality r(M(A2)) <~ [r(M(A))] 2 
now follows readily. • 
BOUNDS ON THE PERRON ROOT 
The next result looks at the convergence of the ~equenee o" k. 
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THEOREM 2. Let A be an n × n nonnegative matrix. Then o.k ~ r( A). 
= xTA2k X Proof. For each k ~ N we have r (M(A2k) )  maxxrx= 1 ~< 
IIA2~II, so that o.k ~< IIA2~tl 2-~- Gelfand's theorem [1, p. 9.99] implies that 
IIA2~II 2-~ --, r (A )  as k ~ ~ while from Theorem 1 we have that r (A )  <~ o.k 
2 k 2 k 
~< II A II . The conclusion now follows. • 
The following result will be useful in the proof of Theorem 3. 
LEMMA 1. Let A be a square irreducible nonnegative matrix, and 
suppose that m ~ ~. Then r (A  m) = r (M(Am))  if  and only i f  there is a 
positive vector which acts as both a right and a left eigenvector for  A m 
corresponding to the spectral radius. 
Proof. Since A is irreducible, there is a positive right Perron vector v 
for A, which we may take to be normalized so that vTv = 1. In particular, v 
is a right eigenvector for A m corresponding to r (A" ) .  I f  r (A" ' )  = r (M(A'" ) ) ,  
then vTM(Am)v  = vTA 'v  = r (A  m) = r (M(A 'n ) )  = max xTx= 1 xTM(A ' )x ,  
which implies that v must be an eigenvector of M(A  m) corresponding to 
r(A'n). We now find that v must also be a left eigenvector for A'". 
Conversely, suppose that there is a positive vector w which acts as both a 
right and a left eigenvector for A m corresponding to the spectral radius. Then 
we have M(Am)w = r (A" )w.  Since w is positive, we see that each irre- 
ducible component of M(A m) has spectral radius r(A"') ,  so that r (M(A ' " ) )  
= r(Am). • 
THEOREM 3. Let A be an n x n nonnegative matrix with positive 
spectral radius, and let A 1 . . . . .  A,,, be the diagonal blocks with spectral 
radius r (A)  in the Frobenius nornuul form for  A. Then o.k = r (A)  for  some k 
if  and only if: 
(i) each A i is a direct summand in the Frobenius normal form for  A, and 
(ii) fo r  each 1 <~ i <<, m, there is an index k i and a positive rectory i such 
that v~ acts as both a left and a right eigenvector of A~ ~ corresponding to the 
spectral radius. 
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Proof. We assume without loss of generality that the spectral radius of 
A is 1. Suppose that conditions (i) and (ii) hold. From (i) we find that A is 
permutationally similar to a block diagonal matrix with diagonal blocks 
A 1 . . . . .  A m and X, where X is a nonnegative matrix with spectral radius 
strictly less than 1. Then X 2k -o 0 as k ~ o0, and it follows that for all 
sufficiently large k, r(M(A2k)) = maxl<~i~kr(M(A2~)). From (ii) and 
Lemma 1, we find that for all k >1 max{k 1 . . . . .  kin}, we have r(M(A~k)) = 
r(A~ k) = 1. Thus, for some sufficiently large k, we have o" k = 1 = r(A). 
Next, we suppose that o" k = r(A) for some k. Suppose that some 
diagonal block A~ is not a direct summand in the Frobenius normal form for 
A. Then for some a > 0 and some index j, we find that for all k, a principal 
submatrix of A 2k dominates 
--2 k - 1 ] AZi ~ act i ej . 
[ OT 0 
But then for all k we have r(M(AZk)) >~ r(Bk), where 
B k 
M(A~ k) 
Og k T~2 -1 
~A~ -lej 
0 
Hence r(M(A2k)) >t r(B k) > r(A2i ~) = 1 = r(A), so that tr k > r(A) for all 
k, a contradiction. Thus we see that each A~ must be a direct summand in 
the Frobenius normal form for A. 
To establish that (ii) holds, note that for each 1 <~ i <~ m, r(M(A2k)) >>- 
r( M( A~)) >~ r( A~ k) 2 k = r( A ), so that the condition trk = r (A)  implies that 
r (M(A~))  = r(A~k). Condition (ii) now follows from an application of 
Lemma i. • 
COROLLARY 3.1. Suppose that A is a primitive matrix. The following are 
equivalent: (i) o- k = r(A) for some k, (ii) trk = r(A) for all k, (iii) the left 
and right Perron vectors' of A are the same. 
Proof. Note that since A is primitive, so are all of its powers, and each 
such power has the same left and right Perron vectors (respectively) as A. 
The equivalence of (i) and (iii) now follows from Theorem 3, while the 
equivalence of (ii) and (iii) follows from Lemma 1. • 
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We conclude with two examples to illustrate our results. 
EXAMPLE 1. Here is an example taken from [4]. Consider the matrix 
[112] A= 2 1 ; 
2 3 
we have r(A)= (7 + ¢~65-)/2 = 7.531. The bounds in this paper yield 
0-0 = 7.541, 0-1 = 7.536, 0" 2 = 7.533 and 0"3 = 7.531 (all values are rounded 
to four significant figures). Note that even 0"0 is an improvement on the 
upper bound on r (A)  given by its maximum row sum, 10. 
EXAMPLE 2. Suppose that n >I 4, let 1 be the all ones vector, and 
suppose that A is the following n × n matrix: 
A = 
0 0 
0 0 
0 T 
1 0 7  `
0 (n - 3) liT 
0 
where each of the first three rows and columns have been partitioned out, 
and the remaining n - 3 rows and columns are grouped together in the last 
part of the partitioning. Note that A has Perron value 1. Further, 
½(A +A T) = ,~ 0 
0 
0 1 
1 0 
(n - 3) -11 
0 r 
(n  - 3) '17. ' 
0 
which is irreducible with period 2, since it is permutationally equivalent o 
1 
0 17  ` ] 
0 0 1 (n - 3 ) - ' I  r 
1 1 0 0 T 
(n  - 3) I I  0 
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It follows that the spectral radius of ½(A + A T) is 
l ( n - l + (n - 3) - l  + ¢nZ - 6n + 23 + (n - 3)-'2 ) 1/2 
2 2 
Similarly, I (A  2 A- (A  T)2) is permutationally similar to 
O'0. 
1 2 0 
0 0 
0 0 ~ 
0 0 T 
o {1 + (n - 3)-1}1T 
0 {1 + (n -3 ) -1}1  
which has spectral radius (n -  2 ) /2 fnn-  3,  so that o-i = [ (n -  
2)/2~n - 3 ]1/2. Finally, denoting the all ones matrix by J, we have 
0 1 
A4= 
0 0 
0T] 
0 0 T 
1 0 7~ ' 
(n  - 31 -~ j  
which implies that o" 3 = 1. 
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