Direct sums of bilinear algorithms  by Auslander, L. et al.
Direct Sums of Bilinear Algorithms 
L. Auslander 
IBM Thomas J. Watson Research Center 
Yorktown Heights, New York 10598 
and 
Department of Mathematics 
Graduate Center 
City University of New York. 
330 West 42nd Street 
New York, New York 10036 
E. Feig 
Department of Mathematics 
Graduate Center 
City University of New York 
330 West 42nd Street 
New York, New York 10036 
and 
S. Winograd 
IBM Thomas J. Watson Research Center 
P.O. Box 218 
Yorktown Heights, New York 10598 
Submitted by Richard A. Brualdi 
ABSTRACT 
We consider the bilinear complexity of certain sets of bilinear forms. We study a 
class of direct sums of bilinear forms. For this class of problems we show that the 
bilinear complexity of one direct sum is the sum of the bilinear complexities of the 
summands and that every minimal bilinear algorithm for computing the direct sums is 
a direct-sum algorithm. We also exhibit some sets of bilinear forms which belong to 
this class. 
INTRODUCTION 
Let G be a field, and let x1,. . . , x,; yl,. . . , ys be indeterminants over G. 
Let A(x) be a rX s matrix whose entries are homogeneous linear forms in x 
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with coefficients in G; i.e., 
where L,,(x)=Z@~,~X,, l<i<r, l<j<s. If ti,...,&, are indeterminants or 
elements of a field FIG, then A(t) will denote the matrix obtained by 
replacingxi with ti, i=l,..., n. We will use the notation A(x)y to denote the 
ordered set of bilinear forms 
It may happen that Lai = 0, (Y = 1,. . . , r, in which case we call yi an extraneous 
variable, or it may happen that aiik =O for all i and i, in which case we call xk 
an extraneous variable. 
We define the Grow rank of A(x), R,A(x), to be the maximum number 
of rows ri,..., rk of A(x) such that if Zfz,giq =O and gi EG, then gi =O for 
all i-l,..., k. That is, R,A(x) is the dimension of the Gvector space 
generated by the rows of A(r). We similarly define the Gcolumn rank of 
A(x), R,A( x), to be the dimension of the Gvector space generated by the 
columns of A(x). 
If A(x) is a 1 X s matrix satisfying RCA(x) = 1, then A(x) is called a rank-l 
vector. That is, A(x) is a rank-l vector if A(x)=(alL(x),...,a,L(x)) where 
a, EG, not all ai =O, and L(r) is a nontrivial linear form. 
Let xr,...,x,; yi ,..., yS and [i,. . . , [,; ql,. . ., qt be distinct indetermi- 
nants. Define 
A(~)Y@B(~)v= (“I”’ 
where 
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is the matrix built from the matrices A(x) and B(t) and the appropriate 0 
matrices. We call A( x)y G3 B([)q the direct sum of the bilinear forms A(x)y 
and B(t)q. The reader should note that A may equal B. 
We now give the general formulation of a direct sum. Let 
y@)=(yit) ,..., y;;;,}, t=l,..., k, 
be disjoint sets of indeterminants, and let At(xCt))y(‘), t= 1,. . . , k, be bilinear 
forms. Define 
Cl3 i At(x(f))y(t) = 
1 
where 
A,( x”‘) 0 
0 Ak( xCk)) 
\ 
(t) 
Yl 
y(t) = : 
(t) 
, yet) 
and call @B~At(r(f))y(‘) the direct sum of the bilinear forms AJx(‘))y@), 
t=1 , #. . , k. We make no assumptions about the distinctness of the matrices A, 
in this definition. 
We define the k-sum of A(x)y, k A(x)y, as the image of Cf3Z~A(x(‘))y(‘) 
under the substitution x(‘) =x, t= 1,. . . , k. The reader should take care to note 
that in a k-sum, although the x-variables are the same in each summand, the 
y-variables are disjoint. 
By a bilinear algorithm @ for computing A(X) y, we mean an expression of 
the form 
A(r)y=DB 
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where D is an TX m matrix over G and B is an mX 1 matrix of bilinear 
products; i.e., the entries of B are expressions of the form 
If the coefficient of x, or ys is zero in all the entries of B, we will call x, or yP 
an extraneous variable of the algorithm @. The number m is called the m/d 
number of the algorithm, and we will denote the m/d number of the 
algorithm CD by m(Q). We define 
E(A(x)y)=min{m(@)]@ a bilinear algorithm forA(x)y} 
and call ,ii( A(x)y ) the bilinear complexity of the set of bilinear forms A(x)y. 
We now list three important theorems about the bilinear complexity of a 
set of bilinear forms A(x)y. 
(1) Row-rank theorem: jL( A(x)y) a R,A( x). 
(2) Column-rank theorem: ,iI(A(x)y)aR,A(x). 
(3) Duality theorem: Let zr,. . . , z, be distinct indeterminants over G 
different from xi,. . . , x,. Then A(x)rz is a set of bilinear forms [it is one of the 
transposes of A(x)y], and jI(A(x)y)=,?(A(x)r~). 
The rank theorems are discussed in [2]; the duality theorem is discussed in 
[41. 
As was mentioned earlier, the (i, j) entry of A(x) is Lii(x)=B;,,aiikxk, 
1 G i G r, 1 G j G s. An alternative characterization of the bilinear complexity of 
a set of bilinear forms is p(A(x)y)=rank(aiik) (see [6], [7]). In fact, the 
results of this paper could have been formulated in terms of the tensor (a iik), 
its rank, and its decomposition into triads. However, we feel that the results, 
and their proofs, can be expressed more conveniently in terms of bilinear 
forms. The reader who is familiar with the tensorial terminology can easily 
convert the results into this language. 
Let $Z:A,(x(‘))yCt) b e a direct sum of the bilinear forms A,(x(‘))yCt), 
t=1,..., k, and let @ be a bilinear algorithm for @B;At(xCt))yCt). We say 
that @ is a direct-sum algorithm provided 
’ A,( x(l)) 
\ 0 
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where D1,..., D, are Gmatrices such that Di and A,(r(“)) have the same 
number of rows, i = 1,. . . , k, and each B(j), i= 1,. . . , k, is a column vector of 
bilinear products of the type Z( r(i))Z’( y(f)). 
Strassen [6] conjectured that for any two systems of bilinear forms A(x)y 
and B(t)n, we have 
A stronger version of the Strassen conjecture was proved in [3] for a certain 
class of systems of bilinear forms. In addition to proving the “direct sum” 
conjecture for this system, it was shown in [3] that every minimal algorithm is 
a direct-sum algorithm. 
In this paper we extend the results of [3]. Our main result is that for 
certain classes of bilinear forms, if ,iI( k A( x)y )= k p( A( x)y ), then not only do 
we have 
CB $ kiA(x”‘)y(” = $ k,,G(A(x)y), 
i=l i=l 
but every minimal algorithm is a direct-sum algorithm. 
The authors have developed bilinear algorithms for evaluating certain 
multidimensional finite Fourier transforms that involve direct sums of the 
form 
k, A(x’“)y”‘@ . . . $k,A(x(“)y’“. 
In this paper we show that 
where 
This says that any bilinear algorithm for computing zy,, . . . , zyl, where z, 
yi,. . ., y, are complex indeterminants, requires 31 real m/d steps. We will 
then develop general results that imply that 
,E(klC(x(‘))yW3 . . .~k,C(x”‘)y”‘)=3~ki. 
1 
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Moreover, we will show that every minimal bilinear algorithm for computing 
k,C(x(‘))y(‘)$ . . . @k, C(r(‘))y(‘) is a direct-sum algorithm. 
To make this paper as accessible as possible, we have deliberately avoided 
the concept of essential multiplication/division number or essential m/d 
number of an algorithm as defined in [Z] and discussed in [3], [4], (5]. 
!However, for those readers who are already familiar with this material, we 
will now relate the results in this paper to those in [3]. 
We define p(A(r)y) as the minimum number of essential m/d steps in 
any algorithm computing A( x)y. 
Let P be a polynomial of degree n over G, and let R=Z~-‘xiui and 
S=Z;-‘y,u’. Let A(x, P)y be the system of bilinear forms in x and y 
obtained as the coefficients of the polynomial of degree n- 1, R. S mod P. 
Now P=flfP/l, where Pi and Pi are relatively prime for i # j. Let Pi* =P:l. 
We may now form A(x(‘), Pi* )y(‘). In [3] it was shown how the Chinese 
remainder theorem enables one to compute A(x, P)y by computing 
A(x(‘), PF)y(‘), i= 1,. . . , k, and then combining the results using only addi- 
tions and multiplications by elements of G. In [3] it was shown that 
p(A(x, P)y)= .&A(#), P,*)y(‘))=2n-k. 
1 
Further, every minimal algorithm for computing @ZA(x(“), pi*)yci) is a 
direct-sum algorithm. 
Thus we see that the results in this paper have a similar flavor to those 
obtained in [3]. 
I. SOME GENERAL RESULTS ON BILINEAR ALGORITHMS 
This section culminates in a result that is useful for determining a lower 
bound on the bilinear complexity of certain direct sums of bilinear forms. We 
will see in later sections that this lower bound is sharp for direct sums of 
bilinear forms for computing products in quadratic field extensions. 
Throughout this section y is a vector of s distinct indeterminants over G, 
A(x)y is a set of r bilinear forms over G, and @ =DB is a minimal bilinear 
algorithm for A(x)y, where D is an ~Xrn Gmatrix and 
DIRECT SUMS OF BILINEAR ALGORITHMS 
Notice that by our definitions, 
181 
LEMMA 1. Let C be the G vector space of all bilinear forms. Then 
b 1,. . . , b,,, are linearly independent in I?. 
Proof. Assume Lemma 1 is false. By relabeling if necessary, we may 
assume that 
m-1 
b,,,= x gab,> g, EC. 
1 
An elementary calculation verifies that 
b, 
(Dl +o,) ; 1 1 =DB, k-1 
where D, is the matrix consisting of the first m- 1 columns of D and 
02=(d~,g,),~=1,...,m-1,~=1,...,r,whered~,isthelastcolumnofD. 
This produces a bilinear algorithm for computing A(x)y with m/d number 
m - 1. This contradicts the minimality of Cp. n 
LEMMA 2. R,A( x) = rank D. 
Proof. Clearly, if g E G’ and gD= 0, then gA( x) =O. Conversely, if 
&x)=0, then gDB=O and by Lemma 1, gD=O. But R,A(x) equals the 
number of rows of A(x) minus the dimension of the vector space of left 
annihilators of A(x) in G’. Also rank D equals the number of rows of D minus 
the dimension of the vector space of left annihilators of D in G’. We have 
shown that these two vector spaces of annihilators coincide and therefore 
proved the lemma. n 
Let us define the mXs matrix B=(giili(x)), the mXs Gmatrix H=(gii), 
and the diagonal matrix N=diag(l,(r)... l,(x)). Then B=NH and A(x)y= 
DNHy. Because the entries in y are distinct_indeterminants, we have A(x)= 
DNH. Also, by Lemma 1, the entries in By are linearly independent, and 
therefore l,(x)#O for i=l,...,m. 
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LEMMA 3. R,A(x)=rank H. 
Proof. Let Z be a vector of distinct indeterminants over G different from 
xi,...,x,. Then since A(x) = DNH, we have A( x )r = H rNDT and therefore 
A(x)rZ= HTNDTZ. That is, HT( NDTZ) is a bilinear algorithm for A(x)rZ 
with m m/d steps. By the duality theorem, this algorithm is minimal, and by 
Lemma 2, rank H=rank HT=R,A(x)T=R,A(x). W 
LEMMA 4. Zf r=~=R,A(x)=R~A(x)=rn, then IA(r)1 factors over G 
into r linear factors (where 1 A( r )I denotes the determinant of A(x)). 
Proof. As in the discussion preceding Lemma 3, there are two rXr 
Gmatrices D and H and an TX r diagonal matrix N= diag (Zr( x) . . . Z,(x)) such 
that A(x) = DNH. Because R,A( x) = r, we have that D is nonsingular, and 
because R,A(x)=r, we have that H is nonsingular. Also we have 1 A(x)1 = 
IDNHI=lDIINIIHI. But IDI and I H I are nonzero elements of G and 
) N ( = II;= ,Zi( x). This proves the lemma. n 
The next two lemmas obtain a result similar to the previous one under the 
weaker hypothesis that only R,A(x)=r and R,A(x)=s. 
LEMMA 5. Let A(x) be an rXs matrix with R,A(x)=rGm. Then there 
exists an m X s matrix 
, 
44 ’ 
A(x)= y’ ) 
where v~,..., v,,_, are rank-l vectors such that ji(A(r)y)=R,A(x)=m. 
Proof If m=r, our lemma is obvious. Suppose then that m > r. As 
before, we have A(x) = DE The rows rri, . . . , T,,, of g are rank-l vectors, and 
by Lemma 1, R,&x)=m. By hypothesis, the rows wi,.. ., w, of A(x) are 
Glinearly independent. Therefore, there exist pi(i), . . . , picm_,) rank-l vectors 
among the rows of g such that wi, . . . , w,, piclj,. . . , pit,,_,) are Glinearly 
independent. Let 
1 4x1 
Pi(l) 
A(x)= . . 
I Pi(m-r) I 
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Then 
where R is an (m-r) X m Gmatrix, each of whose rows has the form (0 . . . 
1 . . . 0) (that is, the single nonzero entry is 1). This shows that E_i( A(x)y )G m. 
The row-rank theorem implies that ,iI( A( x)y ) a m, and we have proved our 
lemma. n 
LEMMA 6. Let A(x) be an rXs matrix with R,A(x)=r and R,A(x)=s. 
Then there exists an m x m matrix 
F(,),oll;) 1) 
such that IF(x)/=II~!~Z~( ), h x w ere Z,(x) are all nontrivial linear forms. 
Proof. By the rank theorems, m > r and m 2 s. Define the matrix A(x) as 
in Lemma 5. Let z be a vector of s distinct indeterminants over G different 
from xl,. . .,=x,,. By the duality theorem, p( A(x)~z)=~. Using A(x)r, define 
the matrix A(x) by Lemma 5. Finally, let F(x)= A(x)r. By construction, F(x) 
has the right form. It also satisfies the hypothesis of Lemma 4, and therefore 
1 F(x)1 splits over G into linear factors. 
II. A DIRECT-SUM THEOREM 
In this section we will have to compute a certain determinant. We will use 
the following known facts; for proofs, see [l]. Let A=(RIS) be an mXm 
matrix where S is an mXa minor of A. Let ai =(r,lsi), l<i<m, be the rows 
of A. Let Vbe any axa minor of S. Let W be the (m-a)X(m-a) minor of 
R composed of all rows ri of R such that si are not rows of V. We call W the 
minor complimentary to V. Then ] A ] =Eiai 1 I$ I I y 1, where ai = -+ 1, y range 
over all s X s minors of S, and Wi are the minors complimentary to y. In the 
particular case that 
where B and D are square matrices, we have 
IAl=IBIIDI* 
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LEMMA 7. Let A(x) be an r X r matrix of homogeneous linear forms, and 
let 
c(+( kAjxJ s) 
r;(a;,mXm~trix.Zfm<k(r+l)and IC(x)l#O, thenIA(x)l isafactorof 
x . 
Proof. Let t=m-rk; then t<k-1 and kr-t>kr-k+l. We can write 
lC(~I=&ailYlIWI h w ere air&l, Vi range over all tXt minors of S, and 
Wi are the minors complimentary to vi. The previous inequality implies that 
each minor Wj contains at least kr- k + 1 rows of (k A(x)), and is therefore, up 
to permutation of its rows, of the form 
We see that I A(x)1 is a factor of each 1 Wi I and therefore also of ( C( x)(. 
THEOREM 1. Let A(x) be an r X r matrix of homogeneous linear forms. 
Suppose that R,A(x)=R,A(x)=r and that IA(x)1 does not split over G into 
linear factors. Then F(k A(x)y) 2 k(r+ 1). 
Proof. Clearly, R,kA(x)=R,kA(x)=kr. Let E_i(kA(x)y)=m. By 
Lemma 6, there is an mXm matrix 
qx)=( kAd*) s). 
IF(x)J#O and splits over G into linear factors. If m<k(r+l)-1, then by 
Lemma 7,I4 >I x is a factor of I F( x)1. Then because of unique factorization in 
polynomial rings, 1 F( x)1 cannot split over G into linear factors. We must 
therefore have ,E(k A(x)y)>k(r+ 1). 
COROLLARY 1. Let K be a quadratic extension field of G. Any bilinear 
algorithm for computing the k products pq,, . . . , pq, in K uses at least 3k 
multiplications. 
DIRECT SUMS OF BILINEAR ALGORITHMS 185 
Proof Let g(u)=d-bus be an irreducible polynomial in G[ u]. Then 
computing the product in G [ u]/( g( u)) is the same as computing the set of 
bilinear forms 
see [3]. Now )A(x)J=xi +bx,x, - ax f #O and does not split over G into 
linear factors. One checks that R,A(x)=R,A(x)=2. Our corollary is now an 
immediate consequence of Theorem 1. n 
REMARK. The lower bound in Corollary 1 is sharp. In [3], it is shown 
how one can construct algorithms for computing A(x)y with 3 multiplica- 
tions, and direct sums of these algorithms compute k A(x)y with 3k multipli- 
cations. 
III. MORE GENERAL RESULTS ON BILINEAR ALGORITHMS 
In this section we derive a result which is useful for proving when a 
bilinear algorithm for a direct sum of bilinear forms is a direct-sum algorithm. 
We begin with this result about general minimal bilinear algorithms. 
LEMMA 8. Let A(x)y be a set of bilinear fnms that has extraneous 
variables, and let @ = DB be a minimal algorithm for evaluating A(x)y. Then 
every extraneous variable of A(x)y is an extraneous variable of a. 
Proof. Assume the lemma is false. By relabeling if necessary, we may 
assume that xi is an extraneous variable of A(x)y and not of Cp, and that 
b, =Z,(x).Z;(y), where Z,(x)=Z;gixi, g,#O. Then the substitution 
n 
x1=-L&ixi, 
g2 
x2=x2,..., X” =x, 
sends b, to zero, and, because xi is an extraneous variable of A(x)y, does not 
alter A(x)y. Hence by Lemma 1, there exists a bilinear algorithm for A(x)y 
whose m/d is less than m(@)=m. This contradicts the minimality of @. n 
We now turn our attention to results that specifically concern direct-sum 
algorithms. Our main tool is the following lemma. 
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LEMMA 9. Let B(x) be an rI X s1 matrix of linear forms in x, and let C( [) 
be an r2 Xs, matrix of linear forms in .$ Let 
(1) 
where the entries of M,( x; y, 17) are bilinear products of the folm I( x)[ Z1( y) + 
Z,(q)] and those of M,( [; y, 11) are bilinear products of the form I’( [)[ I;( y ) + 
Z&(q)], be a minimal bilinear algorithm. Then 
where D, is an rl Xm, Gmutrix and D, is an rz Xm, Grnatrix. Further, 
B(x) y = D, M, and C( 5)~ = D, M, are minimal bilinear algorithms. 
Proof. Assume 
Let d, and d, be the kth rows of D, and D3, respectively. Then the kth term 
of the left side of (1) is a bilinear expression B,(x, y). The kth term on the 
right side of (1) has the form 
where the dot denotes the vector-space dot product. Since B(0, y)=O and 
M,(O; y, q) =O, we have d,. M,([; y, 7) =O. The fact that the vectors in 
M,([; y, q) are linearly independent, which follows from Lemma 1, implies 
that d, =O. Since k is arbitrary, this implies that D3 is the zero matrix. A 
similar argument proves that D4 is the zero matrix. The last statement of 
Lemma 9 follows from the observation that for any B, C we have ,E( B(x)y@ 
C(~)T)G~-$B(~)Y)+HC(~V). H 
By Lemmas 8 and 9 and an easy induction we have our main result. 
THEOREM 2. Every minimal bilinear algorithm of the form 
/ 
B,( x(l)) 0 ’ yw ’ M,( x(l); Y) 
:=D : , 
0 B/W’) \ y(k) , M,(xk;Y) 
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where the entries of Mi(x(‘); Y) are bilinear products of the fm 
z(rq(Zf;z,(yq 7is a direct-sum algorithm. 
IV. MORE DIRECT-SUM THEOREMS 
The first result in this section is a formal result. 
THEOREM 3. Let A(x) y be a system of bilinear fm such that 
F(kA(x)y)=kF(A(x)~). 
Then 
Proof. Since (8{ki)A(x)y is obtained from 
@ ikiA(x(‘))y”) 
by a substitution, we have 
F @i’i’( ’ >Y 
1 
x(‘) +i( (+ki)A(x)yj. 
By our hypothesis 
Hence 
@ikjA(x”‘)y”’ aik$(A(r)y). 
1 1 
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Since we may evaluate a direct sum by evaluating each of its summands 
separately, we have 
ji &iA(r’i))y(‘) &+qr)y), i 1 I 1 
and so we have established our result. n 
The last result of this paper involves the study of a specific type of system 
of bilinear forms. We are interested in the system of bilinear forms, A(x)y, 
that are the coefficients of 
where P is an irreducible polynomial of degree n. If G [ u] denotes the ring of 
polynomials over G and (P(U)) denotes the ideal generated by P(u), then 
since P(U) is irreducible, K = G [ u]/( P( u)) is a field. If we view K as a vector 
space over G, then 1, U, . . . , u”-l may be considered as a basis of K. Relative 
to this fixed basis, every element of K may be written as 
gi EC, i=O ,..., n-l. 
We will use a superscript t to denote transpose, so that 
go 
k o,..*rg”--l)t= 1 1 : . L-1 
Let (50,...> t’,-l>’ and (qo,..., ~~_r)~ each be arbitrary or generic elements 
of K. Then A(,$)17 is the same as (50,...,5,_1)‘.(710,...,~l,_l)t, where the 
multiplication is in K. Hence 
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where p( 0 is an n X n Gmatrix that is nonsingular if t#O. The mapping 
P: E=(Eo,..., 5,-i)‘+~(5)E&(n, G), where &(n, G) is all nXn matrices 
over G, is a field isomorphism, and is called the regular representation of K. 
Let V be the n-dimensional space of column vectors over G. Then for 
oi, ua EV- {0}, there exists kEK such that 
For, let ul=(g,,,...,g,_i)f and oa=(g~7...Pg~-i)‘. We form 
n-1 n-l 
k,= z giui, k,= 2 g;u’, 
0 0 
and let k be such that k, = kk,. We then have that 
We say that UC&( n, G) acts transitively on V- {0}, if for oi, va E V- (0) 
there exists u E U such that 
In this language, we have established that p(K) C&( n, G) acts transitively on 
v- (0). 
Let V* be the n-dimensional vector space over G consisting of 
(g ,,,...,gn_i), g,EG. Then V* is the dual vector space to V under the 
bilinear mapping D: V* X V+G given by 
D(V*,V)=(g; ,..., g,*-i) . 
Every u E &( n, G) gives rise to a linear transformation U* on V* by means 
of the equation 
D(u*o*, w)=D(u*,uw). 
It is easily verified that if u~&(n, G), then u* =ut in terms of the matrix 
representation given above. 
190 L. AUSLANDER, E. FEIG, AND S. WINOGRAD 
LEMMA 10. Zf UC&(&G) acts transitively on V- {0}, then U* acts 
transitively on V* - {O}. 
Proof. Let UT, vl EV*- {0}, and let or, v2 EV- (0) be such that 
vi=vT and vs=vz. Let UE U be such that uvr =v2. Then V~U’ =vk or 
U*(v:)=v;. n 
We are finally in a position to state and prove our final result. 
THEOREM 4. Let A(x)y be the system of bilinear forms that are the 
coefficients of 
( n+iui)( n$yiui j mod*(u) 
where degree P= n and P is irreducible. Zf 
then every minimal bilinear algorithm @for computing C3BikiA(x(‘))y(‘) is a 
direct-sum algorithm. 
Proof. The reader can check for himself that once we have proven the 
result for k, A(x)yCBk, A([)v, the general result follows easily. Therefore, we 
will restrict ourselves to proving this case of the theorem. 
Recall that 
44 0 
4x1 
4‘3 
0 A(t) 
Hence we are interested in the set of bilinear forms 
y”’ 
y(kd 
p 
+z) 
p(x)y(‘),..., p(x)y’kl’, P(t)p>..*, P(E)77’k2’ 
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where p is the regular representation of the field K = G [ u]/( P( u)). Consider 
(uEK, cu#O. Then 
P(x)P(~)P(~-‘)Y(‘)=P(~)Y(‘), i=l,..., k, 
P(5)P(4PW1)P =P(w)> i=l,..., k,. 
Further 
Now let Y be the collection of indeterminates U ‘;I y’ and q= U :,qi. Then 
by Theorem 2, the statement that Theorem 4 is false is equivalent to the 
following statement: There exists an m/d step in Q of the form 
[L(x)+L(s)][L’(y)+L’(D)] (1) 
withL(x)#Oand~(~)#O.AssumeL(x)=~bir~and~(~)=~ai~~,ai, bi EG. 
Then, because p*(K) acts transitively on V* - {0}, there exists (YE K such 
that 
p*(~>((q,...,~,))= -(bl,...,b,). 
Now apply the substitution 
71(i) +p(a-l)Tf), i=l,..., k,. 
Since each of the terms p(x)y(“) and p(t)@) is invariant under this substitu- 
tion, k, A(x)y@k,A([)q is invariant. But (1) changes to 
Now make the substitution 5+x. This maps k,A(x)y@k,A([)q to (k,+ 
k,)A(x)y, and, since (2) goes to 0 under this substitution, it reduces the 
number of m/d steps in Cp by at least 1. Hence 
ETi((k, +k,bWy)4k, +k,)i+++d~ 
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which is impossible by assumption. Hence Cp has no terms satisfying (1) and 
so, by Theorem 2, @ is a direct-sum algorithm. n 
If the reader examines the proof of Theorem 4, he will find we have 
proven the slightly more abstract result. Let S be the set of G linear 
transformations of x such that there exist Glinear transformations m(y) and a 
Gmatrix C with the property that 
If F(k A(x)y)=k ,E(A(x)y), and S acts transitively on V- (0) then every 
minimal bilinear algorithm @ for A(x)y is a direct-sum algorithm. 
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