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Abstract
We consider the control of linear time-varying
dynamical systems from the perspective of re-
gret minimization. Unlike most prior work
in this area, we focus on the problem of de-
signing an online controller which competes
with the best dynamic sequence of control
actions selected in hindsight, instead of the
best controller in some specific class of con-
trollers. This formulation is attractive when
the environment changes over time and no
single controller achieves good performance
over the entire time horizon. We derive the
structure of the regret-optimal online con-
troller via a novel reduction to H∞ control
and present a clean data-dependent bound
on its regret. We also present numerical
simulations which confirm that our regret-
optimal controller significantly outperforms
the H2 and H∞ controllers in dynamic envi-
ronments.
1 Introduction
The central question in control theory is how to reg-
ulate the behavior of an evolving system with state x
that is perturbed by a disturbance w by dynamically
adjusting a control action u. Traditionally, this ques-
tion has been studied in two distinct settings: in the
H2 setting, we assume that the disturbance w is gen-
erated by a stochastic process and seek to select the
control u so as to minimize the expected control cost,
whereas in the H∞ setting we assume the noise is se-
lected adversarially and instead seek to minimize the
worst-case control cost.
Both H2 and H∞ controllers suffer from an obvious
drawback: they are designed with respect to a specific
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class of disturbances, and if the true disturbances fall
outside of this class, the performance of the controller
may be poor. Indeed, the loss in performance can
be arbitrarily large if the disturbances are carefully
chosen [9].
This observation naturally motivates the design of
adaptive controllers, which dynamically adjust their
control strategy as they sequentially observe the dis-
turbances instead of blindly following a prescribed
strategy. This problem has attracted much recent at-
tention in machine learning (e.g. [2, 3, 6, 7, 11, 14,
18]), mostly from the perspective of regret minimiza-
tion. In this framework, the online controller is chosen
so as to minimize the difference between its cost and
the best cost achievable in hindsight by a controller
from some fixed class of controllers. The resulting
controllers are adaptive in the sense that they seek
to minimize cost irrespective of how the disturbances
are generated.
In this paper, we take a somewhat different approach
to the design of adaptive controllers. Instead of de-
signing a controller to minimize regret against the
best controller selected in hindsight from some spe-
cific class, we instead focus on designing a controller
which minimizes regret against the best dynamic se-
quence of control actions selected in hindsight. By
best dynamic sequence, we simply mean the globally
optimal sequence of control actions
argmin
u0,...uT−1
cost(w0, . . . wT−1, u0, . . . uT−1),
where cost(u,w) is the control cost incurred by the
control action u and the disturbance w.
We believe that this formulation of regret minimiza-
tion in control is more attractive than the standard
formulation, where the controller learns the best fixed
controller in some specific class, for two fundamen-
tal reasons. Firstly, it is more general: instead of
imposing a priori some specific structure on the con-
troller we learn (e.g. state feedback, LTI controllers,
etc), which may or may not be appropriate for the
given control task, we instead try to compete with
the globally optimal dynamic sequence of control ac-
ar
X
iv
:2
01
0.
10
47
3v
1 
 [
cs
.L
G
] 
 2
0 
O
ct
 2
02
0
Regret-optimal control in dynamic environments
tions, with no artificial constraints. Secondly, and per-
haps more importantly, the controllers we obtain are
more robust to changes in the environment. Consider,
for example, a scenario in which an online controller
is trying to compete with the best state feedback or
LTI controller selected in hindsight, and suppose the
disturbances alternate between being generated by a
stochastic process and being generated adversarially.
When the disturbances are stochastic, an optimistic
controller (such as the H2 controller) will perform well;
conversely, when the disturbances are adversarial, a
more conservative, pessimistic controller (such as an
H∞ controller) will perform well. No single controller
will perform well over the entire time horizon, and
hence any online algorithm which tries to learn the
best static controller will incur high cumulative cost.
A controller which minimizes regret against the best
dynamic sequence, however, is not constrained to con-
verge to any static controller, and hence can poten-
tially outperform standard regret-minimizing control
algorithms when the environment is dynamic.
Our approach to control is very similar in outlook to a
series of works in online learning (e.g. [19, 20]), which
seek to design algorithms with low adaptive regret, i.e.
algorithms which compete with a dynamic sequence
of actions instead of the best fixed action selected in
hindsight. This formulation is natural when the re-
ward distribution encountered by the online algorithm
varies over time. We refer the reader to Ch. 12 of [17]
for a survey of this area.
1.1 Contributions of this paper
We focus on the Linear Quadratic Regulator (LQR)
setting where the costs are quadratic and the under-
lying dynamical system is linear; we allow the dy-
namics and costs to be time-varying. Our main con-
tribution is to derive the structure of the controller
which minimizes regret against the best dynamic se-
quence of control actions; we call this controller the
“regret-optimal” controller. We first derive the struc-
ture of the optimal noncausal controller, which selects
the globally optimal control u with full knowledge of
the disturbance w. Given this noncausal controller, we
show that the design of the regret-optimal controller
can be recovered via a novel reduction to H∞ control.
Because the optimal H∞ controller is already known, a
nice bonus of this reduction is that the regret-optimal
controller we derive is truly optimal; no controller can
achieve lower regret.
We show that the regret-optimal and optimal non-
causal controllers enjoy a surprising symmetry: the
optimal noncausal controller is the optimal H2 con-
troller plus a correction that depends on current and
future disturbances, whereas the regret-optimal con-
troller is the optimal H2 controller plus a correction
that depends on current and past disturbances. We
present numerical simulations which confirm that our
adaptive, regret-optimal controller captures almost all
the performance of a fixed controller when the environ-
ment is static and can significantly outperform a fixed
controller when the environment changes over time.
1.2 Related work
Regret minimization in control. There has been
a surge of interest in regret minimization in control in
the past few years, so much so that we are able to sur-
vey only a tiny fraction of the papers in this area. One
of the first works in this area was [2], which focused
on regret minimization when the noise is stochastic; a
more general setting where the noise is stochastic but
the costs are adversarial was considered in [6]. A se-
ries of more recent papers (e.g. [3, 7, 11, 18]) consider
the setting where the noise is adversarial. In all of
these works, the online learner is trying to minimize
static regret against a fixed benchmark controller, of-
ten taken to be a state feedback or LTI controller.
Competitive analysis. A key distinction between
this paper and most previous work at the intersec-
tion of machine learning and control is that we fo-
cus on designing an online controller which competes
against a globally optimal noncausal controller. This
problem was also studied in [14] (albeit through the
lens of competitive ratio rather than regret) where it
was shown that the Online Balanced Descent algo-
rithm introduced in [5] could be used to give some
performance guarantees in the LQR setting; this re-
sult was improved in [15]. We note that the reduction
in those works relied crucially on very strong assump-
tions about the structure of the dynamics, such as in-
vertiblility of the control matrix. Similar assumptions
were made in [12], which considered the problem of
timescale separation in LQR control.
2 Preliminaries
We consider a linear dynamical system governed by
the following evolution equation:
xt+1 = Atxt +Bu,tut +Bw,twt.
Here xt ∈ Rn is a state variable we are interested in
regulating, ut ∈ Rm is a control variable which we
can dynamically adjust to influence the evolution of
the system, and wt ∈ Rn is a disturbance. We assume
without any real loss of generality that the initial state
is x0 = 0. We consider the evolution of this system
over a finite time horizon t = 0, . . . T −1 and often use
the notation u = (u0, . . . uT−1), x = (x0, . . . xT−1),
Gautam Goel, Babak Hassibi
w = (w0, . . . wT−1). We formulate the problem of
regulating the system over a finite time horizon t =
0 . . . T − 1 as an optimization problem, where the goal
is to select the control actions so as to minimize the
LQR cost
cost(w, u) = x>TQTxt +
T−1∑
t=0
(
x>t Qtxt + u
>
t Rtut
)
,
where Qt, Rt  0 for t = 0, . . . T − 1 and QT  0 is a
terminal state cost. We say that a controller is causal
if the control action at time t depends only on the
previous disturbances up to time t; otherwise we say
the controller is noncausal. Define A = (A0, . . . AT−1)
and define Bu, Bw, Q,R analogously. We assume that
A,Bu, Bw, Q,R are known, so the only uncertainty in
the evolution of the system comes from the disturbance
w. We will assume in each timestep that Rt = I; we
emphasize that this imposes no real restriction, since
for all Rt  0 we can always rescale ut so that Rt = I.
In a seminal paper [22], Kalman considered the setting
where the noise is stochastic and derived the structure
of the causal controller which minimizes the expected
cost, i.e. the H2 optimal controller:
Theorem 1 (Kalman, 1960). The optimal H2 con-
troller has the form
ut = −H−1t B>u,tPt+1(Atxt +Bw,twt),
where Ht = (Rt +B
>
u,tPt+1Bu,t) and Pt is the solution
of the backwards Ricatti recursion
Pt = Qt +A
>
t Pt+1A−A>Pt+1BtH−1t Pt+1At (1)
where we initialize PT = QT .
One can also consider a setting with adversarial noise:
Problem 1 (Optimal H∞ control problem). Find a
causal control strategy ût = F(w0, . . . wt, u0, . . . ut−1)
that minimizes
sup
w
cost(w, u)∑T−1
t=0 ‖wt‖22
.
We let γ2opt denote the optimal value of this ratio. In
general, it is not known how to derive a closed-form
for γ2opt or the optimal H∞ controller, so instead is it
common to consider a relaxation:
Problem 2 (Suboptimal H∞ control problem). Given
a performance level γ > 0, find a causal control strat-
egy ût = F(w0, . . . wi, u0, . . . ut−1) such that
sup
x0,w∈`2
cost(w, u)∑T−1
t=0 ‖wt‖22
< γ2,
or determine whether no such policy exists.
This problem has a well-known solution:
Theorem 2 (Theorem 9.5.1 in [16]). For any perfor-
mance level γ2 > 0, define ∆t as
−γ2I+B>w,tPt+1Bw,t−B>w,tPt+1Bu,tH−1t B>u,tPt+1Bw,t,
where
Ht = (Rt +B
>
u,tPt+1Bu,t)
Pt is the solution of the backwards-time Ricatti equa-
tion
Pt = Qt +A
>
t Pt+1At −A>t Pt+1B̂tĤ−1t B̂>t Pt+1At
with initialization PT = QT and we define
B̂t =
[
Bu,t Bw,t
]
,
Ĥt =
[
Rt 0
0 −γ2I
]
+ B̂>t Pt+1B̂t.
A suboptimal H∞ controller exists at performance level
γ2 if and only if ∆t ≺ 0 for t = 0, . . . T − 1.
In this case, the suboptimal H∞ controller has the form
ut = −H−1t B>u,tPt+1(Atxt +Bw,twt).
Note that the optimal H∞ controller is easily obtained
from the solution of the suboptimal H∞ problem by
bisection on γ2; we iteratively reduce the value of γ2
until we find the smallest value of γ2 such that the
constraints on ∆t are satisfied. This value of γ
2 is
precisely γ2opt and the corresponding controller is the
optimal H∞ controller [8, 23–25].
In this paper, instead of minimizing the worst-case
cost, our goal is to minimize the worst-case regret ; this
problem has a natural analog of the H∞ problem:
Problem 3 (Regret-optimal control problem). Find a
causal control strategy ût = F(w0, . . . wt, u0, . . . ut−1)
that minimizes
sup
w
cost(w, u)−minu cost(w, u)∑T−1
t=0 ‖wt‖22
.
As in the H∞ setting, we consider the relaxation:
Problem 4 (Regret-suboptimal control problem).
Given a performance level γ > 0, find a causal con-
trol strategy ût = F(w0, . . . wt, u0, . . . ut−1) such that
cost(w, u)−minu cost(w, u)∑T−1
t=0 ‖wt‖22
< γ2
for all disturbances w, or determine whether no such
policy exists.
We emphasize that, as in the H∞ setting, if we can
solve the regret-suboptimal problem , we can easily
recover the solution to the regret-optimal problem by
performing bisection on γ2 until convergence to γ2opt.
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3 Derivation of the optimal noncausal
controller
We first derive the structure of the optimal noncausal
controller before turning to the design of the regret-
optimal controller. Let st = Q
1
2
t xt, and define s =
(s0, . . . sT−1). We can write s = Fu + Gw, where F
and G are causal (i.e. lower triangular) operators en-
coding the dynamics (A,Bu, Bw) and the costs (Q,R).
Fix any noise realization w. The cost-minimizing non-
casual sequence of control actions with respect to w is
the solution of
min
u
‖Fu+Gw‖22 + ‖u‖22.
Notice that we allow u to be arbitrary; in particular we
do not assume a priori that u is a linear function of w.
Solving for the optimal u via completion-of-squares, we
obtain
u∗ = −(I + F>F )−1F>Gw. (2)
Notice that this policy is a fixed linear function of w;
we have shown that the optimal noncausal policy is to
always select the control sequence u∗ = K∗w where
K∗ = −(I + F>F )−1F>G.
In light of (2), it is easy to compute the optimal non-
causal cost:
cost(w;K∗w) = w>G>(I + FF>)−1Gw. (3)
While these calculations describe the optimal non-
causal controller in “operator” form, it is often more
computationally useful to have a state-space descrip-
tion of the controller. We can use dynamic program-
ming to recursively compute the optimal noncausal
control actions, starting from the last time step and
moving backwards in time; this gives the desired state-
space description. For this result we drop the assump-
tion that Rt = I.
For any fixed sequence of noise increments w =
(w0, . . . wT−1), define the “offline cost-to-go” function
V wt (x) as
min
u
[x>Qtx+ u
>Rtu+ V
w
t+1(Atx+Bu,tu+Bw,twt)]
for t = 1.. . . . T − 1, with VT (x) = x>QTx. This func-
tion measures the aggregate cost over the future time
horizon starting at the state x at time t, under the
assumption that in each time step, the offline con-
troller picks the control action which minimizes the
future cost given the current state and the realizations
wt . . . wT−1.
We will show that V wt (x) can be written as x
>Ptx +
v>t xt + qt for all t ∈ [1 . . . T ], where Pt is the solu-
tion of a backwards Ricatti recursion. The claim is
clearly true for t = T , since we can take (PT , vT , qT ) =
(QT , 0, 0). Proceeding by backwards induction, sup-
pose V wt+1(x) = x
>Pt+1x+v
>
t+1x+qt+1 for some vT , qT .
We can therefore write V wt (x) as
min
u
[
x>Qtx+ u
>Rtu
+ (Atx+Bu,tu+Bw,twt)
>Pt+1(Atx+Bu,tu+Bw,twt)
+ v>t+1(Atx+Bu,tu+Bw,twt) + qt+1
]
.
Solving for the minimizing u, we see that the offline
optimal control action is
u∗t = −H−1t B>u,t
(
Pt+1Atxt + Pt+1Bw,twt +
1
2
vt+1
)
where we define Ht = (Rt +B
>
u,tPt+1Bu,t). In light of
Theorem 1, we have shown that the optimal noncausal
control action is the sum of the optimal H2 control
action and a term which depends only on current and
future disturbances.
Plugging this choice of u∗t into our expression for
V wt (x) and collecting terms, we see that V
w
t (x) =
x>Ptx + v
>
t x + qt where Pt is the solution of the dis-
crete time Ricatti equation obtained by Kalman, and
vt and qt satisfy the recurrences
vt = 2A
>
t StBw,twt +A
>
t StP
−1
t+1vt+1, (4)
qt = w
>
t B
>
w,tSt+1Bw,twt + v
>
t+1P
−1
t+1StBw,twt
− 1
4
v>t+1Bu,tH
−1
t B
>
u,tvt+1 + qt+1, (5)
and we define
St = Pt+1 − Pt+1Bu,tH−1t B>u,tPt+1. (6)
We have proven:
Theorem 3. The optimal noncausal controller has the
form
u∗t = −H−1t B>u,t
(
Pt+1Atxt + Pt+1Bw,twt +
1
2
vt+1
)
,
where we define
Ht = Rt +B
>
u,tPt+1Bu,t,
Pt is the solution of the discrete-time Ricatti recur-
rence 1, and vt satisfies the recurrence (4).
We note that this result generalizes one recently ob-
tained in [13], which considered the special case where
the dynamics and costs are time-invariant.
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4 Derivation of the regret-optimal
controller
We now turn to the problem of deriving the regret-
optimal controller. Our approach is to reduce the
regret-suboptimal control problem to the suboptimal
H∞ problem. As in the H∞ setting, once the regret-
suboptimal controller is found, the regret-optimal con-
troller is easily obtained by bisection.
Let u∗ be the optimal noncausal sequence of control
actions derived in (2) and let s∗ = Fu∗ + Gw be the
corresponding sequence of state costs. Then, (assum-
ing R = I), the offline cost is ‖s∗‖22 + ‖u∗‖22. Recall
that the regret-suboptimal problem (Problem 4) with
performance level γ2 is to find, if possible, a causal
strategy ut = F(x0, w0, . . . wt, u0, . . . ut−1), such that
for all w,
‖u‖22 + ‖s‖22 < γ2‖w‖22 + ‖u∗‖22 + ‖s∗‖22, (7)
where we define s = Fu+Gw as in Section 3.
Our approach shall be to find a change of variables
such that this problem takes the form of the subop-
timal H∞ control problem (Problem 2). Recall from
equation (3) that
‖u∗‖22 + ‖s∗‖22 = w>G>(I + FF>)−1Gw,
hence
γ2‖w‖22+‖u∗‖22+‖s∗‖22 = w>(γ2I+G>(I+FF>)−1G)w.
Suppose we can find a causal, invertible matrix L such
that
γ2I +G>(I + FF>)−1G = L>L.
In this case,
γ2‖w‖22 + ‖u∗‖22 + ‖s∗‖22 = ‖Lw‖22.
Letting z = Lw and G′ = GL−1, we have s =
Fu + G′z. With this change of variables, the regret-
suboptimal problem (7) takes the form of finding
a causal strategy ut = F(x0, w0, . . . wt, u0, . . . ut−1),
such that for all w,
‖u‖22 + ‖s‖22 < ‖z‖22.
In other words, the regret-suboptimal problem with
performance level γ2 on the system with disturbance w
and dynamics given by F and G is precisely equivalent
to the suboptimal H∞ problem with performance level
1, disturbance z, and dynamics given by F and G′.
The main technical challenge is to factor γ2 +G>(I +
FF>)−1G as L>L. Our approach is centered around
repeated use of the celebrated Kalman filter, which,
given a covariance matrix Σ, computes a Cholesky fac-
torization Σ = M>M where M is causal; we refer the
reader to [21] for more background on Kalman filters
and state-space models. We first construct a random
variable with covariance I + FF>; we then use the
Kalman filter to factor this operator as ∆∆> where
∆ is causal. We subsequently construct a new ran-
dom variable with covariance γ2 +G>(I + FF>)G =
γ2I + (∆−1G)>(∆−1G); again we use the Kalman fil-
ter to factor this operator as L>L where L is causal.
Once we have obtained L, it is straightforward to re-
cover the regret-optimal controller.
We now state our main result:
Theorem 4. The regret-suboptimal controller at per-
formance level γ2 has the form
ut = −Ĥ−1t B̂>u,tP̂t+1
(
Ât
[
ζt
ν̂t
]
+ B̂w,tzt
)
,
where we define
Ât =
[
At −Bw,t(Kbl,t)>
0 Ãt −Bw,t(Kbl,t)>
]
,
B̂u,t =
[
Bu,t
0
]
,
B̂w,t =
[
Bw,t(R
b
e,t)
− 12
Bw,t(R
b
e,t)
− 12
]
,
Q̂t =
[
Qt 0
0 0
]
,
Ĥt = I + B̂
>
u,tP̂t+1B̂u,t,
Ãt = At −Kp,tQ
1
2
t ,
Kp,t = AtPtQ
1
2
t R
−1
e,t ,
Re,t = I +Q
1
2
t PtQ
1
2
t ,
Kbl,t = Ã
>
t P
b
t Bw,t(R
b
e,t)
−1,
Rbe,t = γ
2I +B>w,tP
b
t Bw,t,
δt+1 = Ãtδt +Bw,twt,
zt = (R
b
e,t)
1
2 (Kbl,t)
>δt + (R
b
e,t)
1
2wt,
and we initialize δ0 = 0. The state variables ζt and ν̂t
evolve according to to the dynamics[
ζt+1
ν̂t+1
]
= Ât
[
ζt
ν̂t
]
+ B̂u,tut + B̂w,tzt,
where we initialize ζ0, ν̂0 = 0. We define Pt to be the
solution of the forwards Ricatti recursion
Pt+1 = AtPtA
>
t +Bu,tB
>
u,t −Kp,tRe,tK>p,t,
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where we initialize P0 = 0, and P̂t, P
b
t to be the solu-
tions of the backwards Ricatti recursions
P bt−1 = Ã
>
t P
b
t Ãt +Q
1
2
t (Re,t)
−1Q
1
2
t −Kbl,tRbe,t(Kbl,t)>,
P̂t = Q̂t + Â
>
t P̂t+1At − Â>t P̂t+1B̂u,tĤ−1t B̂>u,tP̂t+1Ât,
where we initialize P bT = 0, P̂T = Q̂T .
The regret-optimal controller is the regret-suboptimal
controller at performance level γ2opt, where γ
2
opt is the
smallest value of γ2 which satisfies ∆̂t ≺ 0 for t =
0, . . . T − 1 and we define ∆̂t as
−γ2I+B̂>w,tP̂t+1B̂w,t−B̂>w,tP̂t+1B̂u,tĤ−1t B̂>u,tP̂t+1B̂w,t.
Furthermore, the regret incurred by the regret-optimal
controller on any specific noise sequence w =
(w0, . . . wT−1) is at most γ
2
opt
∑
t=1 ‖wt‖22.
The regret-optimal controller described in Theorem 4
may appear mysterious, so we take a brief detour to
better understand its structure before presenting the
proof of Theorem 4. We introduce the block decom-
position
P̂t =
[
P11,t P12,t
P21,t P22,t
]
,
where each of the submatrices has size n × n. With
this notation, we see that
Ĥt = I +B
>
u,tP11,tBu,t
and
ut = −Ĥ−1t B>u,t
[
P11,t P12,t
](
Ât
[
ζt
ν̂t
]
+ B̂w,tzt
)
= −Ĥ−1t B>u,tP11,t(Atζt +Bw,t(Rbl,t)−
1
2 zt)
+ Ĥ−1t B
>
u,tP11,tBw,t(K
b
l,t)
>ν̂t
− Ĥ−1t B>u,tP12,t(Ãt −Bw,t(Kbl,t)>)ν̂t.
After simplifying the backwards Ricatti recursion for
P̂t, we see that P11,t satisfies the recursion
P11,t = Qt+A
>
t P11,t+1A−A>P11,t+1BtĤ−1t P11,t+1At,
where P11,T = Q. Notice that this is precisely the
recursion that appears in the H2 controller! We can
hence recognize the term −Ĥ−1t B>u,tP11,tAtζt as the
optimal H2 control action described in Theorem 1. It
is worth emphasizing this result: The regret-optimal
control action is the sum of the H2 optimal control
action and a term which depends only on current and
past disturbances. This is especially interesting in light
of Theorem 3, which shows that the optimal noncausal
controller is the H2 optimal controller, plus an addi-
tional term that depends only on current and future
disturbances.
We now return to the proof of Theorem 4.
Proof. Consider the state-space model
ξt+1 = Atξt +Bu,tut, yt = Q
1
2
t ξt + vt,
where ut, vt are zero mean noise variables such that
E[utu>t ] = E[vtv>t ] = I and E[utv>t ] = 0. Let
y = (y0, . . . yT−1), u = (u0, . . . , uT−1), and v =
(v0, . . . , vT−1). Notice that y = Fu+ v and E[yy>] =
I + FF>. Suppose we can find a causal matrix ∆
such that y = ∆e where e is a zero-mean random vari-
able such that E[ee>] = I. Then E[yy>] = ∆∆>, so
I + FF> = ∆∆> as desired.
Using the Kalman filter, we obtain a state-space model
for ∆ given by
ξ̂t+1 = Atξ̂t +Kp,tR
1
2
e,tet, yt = Q
1
2
t ξ̂t +R
1
2
e,tet,
where we define Kp,t = AtPtQ
1
2
t R
−1
e,t and Re,t = I +
Q
1
2
t PtQ
1
2
t and Pt is defined recursively as
Pt+1 = AtPtA
>
t +Bu,tB
>
u,t −Kp,tRe,tK>p,t
and P0 = 0. A state-space model for ∆
−1 is hence
given by
ξ̂t+1 = Atξ̂t+Kp,t(yt−Q
1
2
t ξ̂t), et = R
− 12
e,t (yt−Q
1
2
t ξ̂t).
We have hence factored I + FF> as ∆∆>, so γ2I +
G>(I + FF>)−1G = γ2I + (∆−1G)>(∆−1G). Notice
that ∆−1G is strictly causal, since ∆−1 is causal and
G is strictly causal. A state-space model for G is given
by
ηt+1 = Atηt +Bw,twt, st = Q
1
2
t ηt.
Equating s and y, we see that a state-space model for
∆−1G is given by[
ξ̂t+1
ηt+1
]
=
[
Ãt Kp,tQ
1
2
t
0 At
] [
ξ̂t
ηt
]
+
[
0
Bw,t
]
wt,
et = R
− 12
e,t Q
1
2
t (ηt − ξ̂t).
Setting νt = ηt− ξ̂t and simplifying, we see that a min-
imal representation for a state-space model for ∆−1G
is given by
νt+1 = Ãtνt +Bw,twt, et = R
− 12
e,t Q
1
2
t νt,
where we defined Ãt = At − Kp,tQ
1
2
t . It follows that
a minimal representation for a state-space model for
(∆−1G)> is given by
νt−1 = Ã
>
t νt +Q
1
2
t R
− 12
e,t wt, et = B
>
w,tνt.
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Recall that our original goal was to obtain a factor-
ization γ2I + G>(I + FF>)−1G = L>L, where L
is causal and invertible. Define z = (∆−1G)>a + b,
where a and b are zero-mean random variables such
that E[aa>] = I,E[ab>] = 0, and E[bb>] = γ2I.
Suppose that we can find an causal matrix L such
that z = L>f , where f is a zero-mean random vari-
able such that E[ff>] = I. Notice that E[zz>] =
γ2I + (∆−1G)>(∆−1G) = γ2I + G>(I + FF>)−1G;
on the other hand E[zz>] = L>L as desired.
A backwards-time state-space model for z is given by
νt−1 = Ã
>
t νt −Q
1
2
t R
− 12
e,t at,
zt = B
>
w,tνt + bt.
Using the (backwards time) Kalman filter, we see that
a state-space model for L> is given by
ν̂t−1 = Ã
>
t ν̂t +K
b
l,t(R
b
e,t)
1
2 ft,
zt = B
>
w,tν̂t + (R
b
e,t)
1
2 ft,
where we define Kbl,t = (At−Kp,tQ
1
2
t )
>P bt Bw,t(R
b
e,t)
−1
and Rbe,t = γ
2I + B>w,tP
b
t Bw,t, and P
b
t is the solution
to the backwards Ricatti recursion
P bt−1 = Ã
>
t P
b
t Ãt
+Q
1
2
t (Re,t)
−1Q
1
2
t −Kbl,tRbe,t(Kbl,t)>,
and P bT = 0. It follows that a state-space model for L
is given by
ν̂t+1 = Ãtν̂t +Bw,tft,
zt = (R
b
e,t)
1
2 (Kbl,t)
>ν̂t + (R
b
e,t)
1
2 ft.
Therefore a state-space model for L−1 is
ν̂t+1 = (Ãt −Bw,t(Kbl,t)>)ν̂t +Bw,t(Rbe,t)−
1
2 zt,
ft = −(Kbl,t)>ν̂t + (Rbe,t)−
1
2 zt.
Recall that a state-space model for G is given by
ηt+1 = Atηt +Bw,twt, st = Q
1
2
t ηt.
Equating ft and wt, we see that a state-space model
for GL−1 is
ν̂t+1 = (Ãt −Bw,t(Kbl,t)>)ν̂t +Bw,t(Rbe,t)−
1
2 zt,
ηt+1 = Atηt −Bw,t(Kbl,t)>ν̂t +Bw,t(Rbe,t)−
1
2 zt,
st = Q
1
2
t ηt.
A model for F is given by
ψt+1 = Atψt +Bu,tut, st = Q
1
2
t ψt.
Letting ζt = ηt + ψt, we see that a state-space model
for the overall system is given by
[
ζt+1
ν̂t+1
]
=
[
At −Bw,t(Kbl,t)>
0 Ãt −Bw,t(Kbl,t)>
] [
ζt
ν̂t
]
+
[
Bu,t
0
]
ut +
[
Bw,t(R
b
e,t)
− 12
Bw,t(R
b
e,t)
− 12
]
zt,
st =
[
Q
1
2
t 0
] [ζt
ν̂t
]
.
To derive the regret-optimal controller, we can plug
this state-space model into the formula for the optimal
H∞ controller given in Theorem 2. We see that the
regret-optimal controller is given by
ut = −Ĥ−1t B̂>u,tP̂t+1
(
Ât
[
ζt
ν̂t
]
+ B̂w,tzt
)
,
where we use the notation ·̂ to represent a variable
appearing in the H∞ controller and define
Ât =
[
At −Bw,t(Kbl,t)>
0 Ãt −Bw,t(Kbl,t)>
]
,
B̂u,t =
[
Bu,t
0
]
,
B̂w,t =
[
Bw,t(R
b
e,t)
− 12
Bw,t(R
b
e,t)
− 12
]
,
Q̂t =
[
Qt 0
0 0
]
,
Ĥt = I + B̂
>
u,tP̂t+1B̂u,t,
and P̂t is the solution of the backwards Ricatti recur-
sion
P̂t = Q̂t + Â
>
t P̂t+1At − Â>t P̂t+1B̂u,tĤ−1t B̂>u,tP̂t+1Ât.
We emphasize that the driving disturbance in this sys-
tem is not w, but rather z = Lw. We have already
computed L, so it is easy to see that a state-space
model for z is given by
δt+1 = Ãtδt +Bw,twt,
zt = (R
b
e,t)
1
2 (Kbl,t)
>δt + (R
b
e,t)
1
2wt,
where we initialize δ0 = 0.
The regret bound stated in Theorem 4 is immediate:
by definition the regret-suboptimal controller at per-
formance level γ2 has regret at most γ2‖w‖22. To find
the regret-optimal controller, we minimize γ2 subject
to the constraint that the matrices ∆̂t (defined in The-
orem 2) satisfy ∆̂t ≺ 0 for t = 0, . . . T − 1.
Regret-optimal control in dynamic environments
5 Numerical experiments
We benchmark the H2, H∞, and regret-optimal con-
trollers in the context of the inverted pendulum, a
classic control system which has been widely studied
in works at the intersection of machine learning and
control (e.g. [4, 10]).
We refer the reader to Examples 2.2 and 4.4 in [1] for
the details on the physics of the inverted pendulum; for
our purposes it suffices to know that the continuous-
time closed-loop dynamics of the inverted pendulum
is given by the nonlinear differential equation
dx
dt
=
[
x2
sinx1 − cx2 + u cosx1
]
,
where u is a scalar control input, and c is a physi-
cal parameter of the system. Using the linearization
sinx ≈ x, cosx ≈ 1 for small x and adding a distur-
bance term, we can capture these dynamics by the
state-space model
xt+1 =
[
0 1
1 −c
]
xt +
[
0
1
]
ut + wt.
In our experiments we set c = 0.05, Q,R = I.
We measure the performance of the H2, H∞, and
regret-optimal controllers in two settings. In the first
setting (Figure 1a), the components of the noise are
drawn i.i.d from a standard Gaussian distribution.
As expected, the H2 controller easily outperforms the
more conservative H∞ controller. The regret-optimal
controller is still able to capture most of the perfor-
mance of the H2 controller, despite not being specif-
ically tuned for i.i.d zero mean noise. In the second
setting (Figure 1b), we consider a more challenging
scenario where the noise distribution changes over time
instead of being fixed over the whole time horizon. In
the first phase, the noise is again drawn from a stan-
dard Gaussian distribution, favoring the H2 controller;
but in the second phase each of the two components of
the noise is drawn from N (1, 1). This favors the H∞
controller, which does not assume that the noise will be
zero mean. In this phase, the cost incurred by the H2
controller increases rapidly, eventually surpassing that
of the H∞ controller. The regret-optimal controller
consistently incurs the lowest or near-lowest cost over
the full time horizon. Our simulations highlight that
the regret-optimal controller captures almost all the
performance of a fixed controller when the environ-
ment is static and can significantly outperform a fixed
controller when the environment changes over time.
(a)
(b)
Figure 1: We plot the time-averaged costs of the LQR
controllers. Figure 1a shows that when the noise
is drawn from N (0, 1) the regret-optimal controller
nearly matches the optimal H2 controller’s perfor-
mance. Figure 1b shows how the controllers perform
when the process generating the disturbance varies
over time. From t = 1 . . . 50 each component of the
noise is drawn fromN (0, 1), favoring theH2 controller,
but from t = 51 . . . 100 each component of the noise is
drawn from N (1, 1), favoring the H∞ controller. The
regret-optimal controller achieves near-lowest cost in
both regimes.
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